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Abstract: In recent years, the focus in safety management has shifted from failure-based analysis towards a more systemic perspective, redefining a successful or failed performance as a complex and emergent event rather than as a conclusion of singular errors or root causes. This paradigm shift has also necessitated the introduction of innovative tools capable of capturing the complex and dynamic nature of modern sociotechnical systems. In our research, we argued at previous stages for adopting a more systemic and human-centric perspective to evaluate the context of aircraft de-icing operations. The Functional Resonance Analysis Method (FRAM) was applied in the first stage for this purpose. Consequently, fuzzy logic was combined with FRAM in the second stage to provide a quantified representation of performance variability. Fuzzy logic was used as a quantification tool suitable for computing with natural language. Several limitations were found in the data collection and rule generation process for the first prototype. In the third phase, the model was further improved by integrating rough sets as a data-mining tool to generate and reduce the size of the rule base and classify outcomes. In this paper, we reflect on the three stages of the project and discuss in a qualitative manner the challenges and limitations faced in the development and application of the models. A summary of the advantages and disadvantages of the three models as experienced in our case are presented at the end. The objective is to present an outlook for future studies to address methodological limitations in the study of complex sociotechnical systems.
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1. Introduction

Driven by the human need to ensure safety and to be free from harm, significant research efforts have been always directed towards improving the performance of sociotechnical systems. Because of this human drive, the perspective on what constitutes safe and adequate performance went through an evolution over the years since the introduction of the concepts of risk and safety management. Just as everything evolves in this world, an evolution has taken place reshaping the perspectives of practitioners and researchers and redefining how the concepts of safety, risk and performance are viewed. In the early ages of reliability assessments, the focus has been mainly directed towards evaluating systems by examining the performance of its parts, adopting a more mechanistic perspective and focusing on the technological aspect of things [1]. The classical view considered any system decomposable to its parts, well defined and understood [1]. Operators performed assigned tasks as required by instructions and procedures and the design phase was expected to account for every possible contingency and then implement barriers and protection mechanisms to prevent the occurrence of any adversity. However,
since a systemic performance cannot be decoupled from human performance, even the simplest and most closed systems rely largely on human interactions, whether they are related to maintenance, examining or repair work and general interactions with the environment. Therefore, it was soon realized that the assessment of systemic performance had to include the human factor, which ushered in the age of human error and a shift occurred, leading to the introduction of such tools to comply with the newly emerging requirements. Later, the distinction between collective human performance and individual human performance was made and a new understanding of systemic performance led to the inclusion of the organizational factor as well. This resulted in directing research efforts to introduce new concepts identifying the need to innovate and provide modern and adequate tools. During that era, the concept of the MTO classification [2] was introduced, opening the door for the emergence of several methods to provide needed solutions. In recent years, new tools have been introduced, building on the years-long progression of systems’ assessment to provide a much-needed systemic perspective such as the Systems Theoretic Accident Model and Process (STAMP) [3], the Functional Resonance Analysis Method (FRAM) [4] and the Resilience Analysis Grid (RAG) [5]. Consequently, the discipline of resilience engineering emerged and proposed a new outlook and new solutions to address the challenges facing both researchers and practitioners. The topic of resilience engineering has been a popular research item in recent years, initiating several and numerous studies addressing the need to innovate and the topic has been heavily discussed leading to the formation of a significant body of literature and research projects on the topic [6,7].

This research project started with the objective of evaluating the performance of aircraft de-icing operations from a systemic and human-centric perspective. Generally, in the aviation sector, de-icing operations are carried out by a highly reliable and complex system to ensure compliance with strict procedures. Despite the high dynamicity and the extreme working conditions, the system in place in most countries, and especially in Canada, performs very well. De-icing-related incidents are a rarity and are usually related to smaller airports and aircraft types than to larger airports and aircraft types [8]. Although larger airports have a high traffic volume, the strict procedures and implemented safety nets ensure that the operations are carried out safely and reliably. Accordingly, the statistics on de-icing incidents might be insufficient for statistical analyses and probabilistic methods, given the rarity of such events. Such incidents are unique in their development, which makes generalizations to other contexts difficult. The accidents that may evolve in such systems are therefore very complex by nature and would have to be the result of combinations of highly improbable events and performance conditions. The severity of such accidents is significant and the costs in human lives and material damage could be very high, which is the main reason why these systems undergo such scrutiny to ensure high levels of safety, security and performance. Nonetheless, the aircraft de-icing industry is faced with several challenges in the coming years, which should be addressed in future research projects to ensure that these systems continue to perform as desired. The volume of air traffic prior to the COVID-19 pandemic increased worldwide by 5–6% annually [9] and is expected to continue its growth after the resolution of the pandemic. Consequently, there is a continuous requirement for larger airports with higher capacities and for more innovation and technological advancements. The gradually increasing utilization of centralized de-icing pads to facilitate the de-icing of a larger number of airplanes simultaneously requires precise coordination and clear communication between the flight crew, Air Traffic Control (ATC), the de-icing team and the de-icing tower [10]. Significant Research & Development projects are aiming at introducing novel technologies to comply with the rising demand, such as the Ground Ice Detection System (GIDS), the application of drones, or the innovation of modern and automated de-icing apparatus. With the advent of the fourth industrial revolution and its inevitable expansion to most sectors and domains, it becomes imperative to innovate and develop adequate assessment tools to be well equipped and prepared for the implementations of novel technologies. The very nature of such systems is to evolve and grow in complexity. Such systems become intractable and are difficult to comprehend in their entirety. Such gaps in knowledge on
systemic behaviour that could lead to the formation of loopholes in the safety barriers and defense mechanisms, from which adversity could emerge.

In this paper, we aim to reflect on the progress achieved so far in our research and summarize in a qualitative manner the advantages and limitations as experienced in the previous stages of our project. To the best of our knowledge, projects concerned with the evaluation and development of aircraft ground de-icing operations from a systemic and humanistic perspective are rare. So far, we argued for the need to adopt a systemic perspective in complex systems’ analyses generally, and more specifically in the context of aircraft de-icing. Eventually, we proposed a modified model of FRAM combining fuzzy logic at first as a quantification tool and then rough sets as a data classification tool. This paper here aims to look back and discuss the combined model starting with a brief overview of the different disciplines in the next section. The overview serves the purpose of presenting the three axes of the project and defining their relation to provide the background for each approach in the following section. The three models are then described briefly in the Methods section and discussed to present the main findings that could be generalized to other contexts. This should allow for drawing helpful conclusions and provide an outlook for future studies.

2. Background and Motivation

2.1. The Evolution of Systems’ Analysis: An Argument for Adopting a Systemic Perspective

Traditionally, classical safety analysis methods starting with Heinrich’s Domino Model of accident causation in 1931 focused on causal and linear relationships [11]. Heinrich’s Domino Model introduced a paradigm shift in safety analyses shifting the focus from unsafe conditions to human error. Accidents and incidents were described mainly as a chain of discrete events initiated by a root cause and occurring consecutively leading to undesirable outcomes [1]. Preventive measures therefore focused on breaking the chain of events and avoiding errors and malfunctions that could set the chain in motion. This approach was carried over to other methods later such as the Fault Tree Analysis (FTA) or the Failure Modes and Effects Analysis (FMEA), which are still popular tools among analysts and decision makers to this day. These tools have done a great job securing systems and ensuring their safety and adequate performance. They have become more established and acknowledged in various industrial contexts due to the years-long tradition of applications.

As systems started to gain complexity in the second half of the 20th century with the introduction of digital technology and the information revolution, new challenges and types of accidents emerged over time. The reliability of technology was not the main challenge facing safety analysts, rather the social component. It was realized that as soon as animate objects become a part of the system, the behaviour of the system is no longer easily predictable [12]. The evaluation of any system decoupled from its human aspects could therefore result in insufficient knowledge about its behaviour and the evolution of adverse outcomes. As stated by Adriaensen et al., the majority of, if not all, traditional safety analysis methods require a combination of different types of methods “to cover all technical and human performance-related hazards and risks” [13]. The analysis of such issues in isolation from each other might produce insufficient results about their integration on a higher-order level of human–machine interaction [13]. Complex nonlinear interactions could be practically invisible for such tools or not immediately comprehensible [14]. Complex Systems are tightly coupled [14], are more rigid and time-dependent and require more precision. The systemic components cannot be easily substituted and the failure of one component reflects significantly on the rest of the system. Multiple factors could combine in complex ways leading to failures and accidents. Since most accidents can be attributed to the human factor, a purely technological perspective is not sufficient. The human factor adds to the uncertainty and performance variability becomes inevitable. In reality, work is always underspecified and never carried out as imagined or prescribed [15]. This variability in performance is a natural characteristic and is even necessary at times to ensure successful outcomes. Consequently, there is always a difference between work-as-imagined (WAI) and work-as-done (WAD), between
theory and practice [15]. While the inclusion of the human factor was recognized from the start, it was simply and mainly viewed in terms of unsafe acts, human errors or cognitive shortcomings.

Epidemiological models emerged in the 1980s as a consequence of the continuous search to improve and redefine the understanding of safety. These models adopted a more complex view on adverse events and explained them as a combination of several influential factors and conditions, which can be active or latent. The human factor was considered herewith more deeply, dividing it into two main sets of conditions: individual human factors, which cause active failures at the sharp end of operations and organizational factors, which reflect the impact of the latent organizational and cultural influences [16,17]. Combined with the performance or environmental conditions present at the time of execution, organizational factors can lead to active human failure if no adequate protection layers and barriers are in place [1]. Reason’s perspective on accident causation is best represented in the Swiss cheese Model, which illustrates accidents as emergent events resulting from loopholes in the defense mechanisms and barriers of the system [16]. However, the adopted philosophy in epidemiological models was still focused on sequential cause–effect and linear relationships [4]. The Swiss cheese Model presented a static snapshot of a mainly complex and dynamic context, which could result in overlooking safety loopholes [1].

Rasmussen in the 1990s argued that a systems approach based on functional abstraction rather than structural decomposition is needed to model and design safer sociotechnical systems [18]. Rasmussen classified six levels of a sociotechnical system: Government, Regulators/Associations, Company, Management, Staff and Work [18]. An adequate analyses of dynamic working environments cannot rely on traditional task analysis and should rather assess the issues on several systemic levels in an interdisciplinary manner [18]. For providing adaptive systems, it is imperative that all systemic levels are interactive. The implications of implementing change on one level should be assessed in relation to all remaining levels [18]. The hierarchical classification as presented by Rasmussen was analyzed by Leveson, who noted that the model solely focuses on the operational aspects [3]. Influential factors are still modeled at each level as an event chain, which is then linked to the event chain on the lower level and so on. This approach, as stated by Leveson, still assumes the existence of a root cause for accidents and adverse outcomes and describes events in terms of causal relationships. Leveson concludes that causality models are no longer adequate to describe modern sociotechnical systems, which must be modelled as a whole [3]. Leveson considers safety to be a control problem as well, i.e., the emergent properties of a system are to be controlled by imposing constraints on the behaviour of that system and the interactions between its components during its design and operation [3].

The perspective of Rasmussen is shared by Erik Hollnagel, who argues as well that systems cannot be defined as a collection of separate parts only, but as “a set of coupled or mutually dependent functions” [19]. Starting with the framework of Cognitive Systems Engineering, Hollnagel and Woods suggested a new paradigm and introduced a gradual shift into the principle of SAFETY-II. Hollnagel considered CREAM to be a short step to FRAM, which provides a functional view of the system and focuses on performance variability and its combinations. The representation of systems in terms of functional couplings forms the basis upon which Hollnagel introduced the Functional Resonance Analysis Method (FRAM), which served as the main framework applied in our project. In FRAM, functions are divided into three categories: technological, organizational and human, in accordance with the MTO classification method [19]. FRAM functions are not just hierarchical, rather they are objective or task oriented and accordingly can expand across systemic hierarchical levels. The difference between FRAM and other systemic tools such as STAMP is that, in addition to negative outcomes, FRAM adopts a more resilience-focused perspective considering both negative and positive outcomes [7].

Thus, SAFETY-II in addition to what goes wrong, looks at what goes right. This is especially helpful to draw conclusions when faced with scarcity of data and statistics since what goes right is the norm and is mostly the outcome. Modern critical systems such as aviation and nuclear power generation are high-reliability systems due to the severe and possibly disastrous consequences of
incidents in such systems. It was therefore imperative to direct more attention to securing these systems through research and development and implementing regulations that are supposed to eliminate any possibility for the occurrence of accidents. Consequently, the occurrence of accidents in such domains have become rare to a degree that the task of providing sufficient statistics and databases has become a difficult one. The rarity and uniqueness of such events have made it difficult even to draw meaningful and generalizable conclusions. In high-reliability systems, it would therefore make more sense to adopt a SAFETY-II approach considering both the negative and positive factors. This consequently generates more data for analysis and would help strengthening the system by maintaining the performance conditions that ensure successful outcomes; thus, making the system more resilient. The resilience of any given system can be defined as its intrinsic ability to adapt and adjust its performance to fluctuations and unexpected disturbances to maintain its output within acceptable margins [20]. Resilience Engineering focuses on the full spectrum of outcomes from extremely positive to extremely negative. Performance variability, whether individual or collective, is a natural and inherent characteristic of any sociotechnical system and can be beneficial to cope with these disturbances [15]. The roots of Resilience Engineering lie in Human Factors and Safety Management and the principle of performance variability is strongly linked to the human factor considering the human as the main component of any sociotechnical system. Resilience Engineering can therefore be described with the following four principles [20]:

- There is always an underspecification of actual performance conditions, i.e., the difference between WAI and WAD.
- The principle of performance variability is the main reason why outcomes deviate from the norm or expectations.
- Retrospective Analyses are not sufficient and proactive assessments are needed to anticipate and be well prepared for adversity.
- The strive to maintain highly efficient and productive systems cannot be decoupled from safety, which should be incorporated into the business planning and core processes as a prerequisite for productivity.

The continuous drive to make systems function more efficiently and reliably necessitates innovation and thus the integration of smart technologies into the different types of industrial environments. The continuously increasing interconnection of systems and the widening of networks, the backup of data into clouds, the internet of things, the generation of large data sets and the gradually increasing reliance on human–machine interfaces all lead to increased human–machine interaction, complexity and intractability [21]. Considering the emergent properties of complex systems, this all could introduce new types of risks and performance impairing factors that are difficult to anticipate in the design phase. The objective of risk and safety assessment models (Figure 1) is to evaluate and conceptualize the characteristics of accidents and incidents to provide an explanation for their development. They are therefore useful in all phases from system development to system deployment and operation. Applying classical tools in this case in a retrospective manner and focusing solely on lessons learned from previous events and experiences will eventually result in missing loopholes, from which accidents can emerge [22]. Retrospective analysis is usually easier to conduct than proactive or predictive analyses since it deals with defined conditions and well-known events. The issue with retrospective analysis is the limitation of the scope to what already transpired and therefore draw the definitive pass for the development of an accident and ignore the possibilities for alternative outcomes [13]. Looking at events in retrospect might give rise to confirmation bias and lead the analyst to believe a one-sided explanation of the event in question [13]. This could result in possibly overlooking other explanations for the development of the event, since the sequence of events provides only one narrative. In a proactive analysis, however, assumptions are to be formulated to anticipate possible sources of risks and adversity [22]. Innovative systemic models have therefore become necessary to understand the new structures and better anticipate the behaviour of complex sociotechnical systems [3].
2.2. Quantitative and Qualitative Methods: Why Fuzzy Logic?

From a methodological perspective, research activities adopt mainly either qualitative or quantitative methods [23]. Mathematical analyses and quantification tools offer appropriate methods to measure phenomena more objectively and provide intersubjective results. Experimental methods using quantitative measures generally aim at verifying formulated hypotheses over specific cases to deduce generalizations that can be applicable to different contexts [23]. The objective hereby is to quantify the observed instances in an objective manner and express them in terms of numbers. This is usually achieved through the reduction of the whole into its parts to simplify the system and define linear relationships that can facilitate the analysis. However, linearizing systemic relationships and relying solely on quantitative measures could result in ignoring certain characteristics of the system of interest such as the significance of the measured values and their meanings for decision makers and analysts. Reducing a system to its parts might be efficient and produce more straightforward results that can be more intersubjective and comprehensible for analysts and stakeholders. However, it can also prevent the analyst from understanding complex and dynamic relationships, which are emergent by nature and only visible in a more holistic approach. Additionally, not all phenomena and contexts are easily quantifiable [12]. The determination of a precise magnitude for qualitative and uncertain variables is difficult and sometimes even not possible in terms of discrete mathematics. The problem then becomes the inability to collect precise data and provide quantifiable analysis results [12].

Qualitative assessments can be more suitable for understanding complex relationships considering that even purely quantitative results are meaningless without defining how they relate to their context and what interpretations and conclusions can be drawn [23]. Using a qualitative approach allows for a more descriptive evaluation over time to clarify dependencies among variables and describe dynamic and more complex relationships. However, here as well, several limitations can be noticed, which might limit the significance of purely qualitative results for some decision makers and practitioners. In comparison, since quantitative approaches generally define simple relationships, the data collection process can be easier and more efficient such as measuring the distance or temperature, etc. The same cannot be claimed for qualitative measures, which can be vague by nature and require for interpretation a deeper understanding of systemic functionality. The interpretation of the results depends on the context in question, and different people can perceive the magnitude or meaning of words differently. Linguistic descriptors or scales can only capture the relative but not the precise magnitude of the measured value [24].
The use of quantitative methods in safety analysis has been sought in a limited fashion so far. This might have several reasons such as the lack of such methods of an internal causation model [13]. Another limitation is represented in the inability to properly quantify complex variables in a reliable manner, which has led to focusing on simple systems and the application on a micro-level in ergonomics and safety management [13]. Another aspect is the lack of sufficient data and statistics in some contexts, which makes the application of probabilistic approaches somewhat difficult and in some cases impossible. Despite these limitations, several propositions to combine FRAM with quantification mechanisms were presented in recent years [7], most notably by Patriarca et al. (2017), who presented a semi quantitative approach combining Monte Carlo simulation and FRAM [25]. The Monte Carlo simulation has been used to assign probabilities of dependencies within the framework of complexity-thinking models [25]. Bayesian networks, on the other hand, allow for a better representation of complex relationships than logical operators and are therefore suitable to evaluate tightly coupled systems [26]. However, Bayesian networks still rely mainly on causality and tractability [13]. The degree of uncertainty in the model depends on the quality of the provided data and the degree of knowledgeability on the present performance conditions.

Applied in a proper manner, the combination of qualitative and quantitative methods is promising and can generate more representative and reliable results. Such applications combining the two methods are already being applied in the aviation sector supporting qualitative methods like the FMEA with quantification tools [13]. Qualitative analysis methods such as FRAM and STAMP are descriptive by nature and rely mainly on the use of linguistic ordinal scales to assess the system of interest. A solution to combine such approaches with quantitative methods and maintain most of their advantages could be reached through the integration of fuzzy logic [27]. The challenge to adopt fuzzy logic into safety analysis and management as a possible way to handle uncertainty remains an understudied topic to be addressed in future research. Fuzzy logic resembles human reasoning and can therefore be suitable to quantify such variables and vague contexts [27]. In contrast to theoretical idealistic concepts, real life processes are characterized by ambiguity and vagueness. They are never as imagined and are therefore underspecified in the theoretical model. From an operational perspective, even in the most precise applications of procedures and regulations, the operational execution in practice always deviates from the norms and defined standards (WAI and WAD). This deviation is not exceptional or abnormal; rather it is an inherent characteristic of real-life applications and is even necessary and beneficial in many cases to ensure the resilience of the system.

In 1965, Lotfi Zadeh presented a formalized definition of many-valued logic and laid the foundations of Fuzzy Set Theory and Fuzzy Logic in his article “Fuzzy Sets” [27]. Since then, the positions on fuzzy set theory in the scientific community have been divided. The theory was faced with harsh criticism and the advantages of fuzzy logic over conventional methods in addressing uncertainty were doubted in the early years [28,29]. The notion that “fuzziness” represented a type of uncertainty distinct from probability was rejected considering that probability theory provides complete and optimal tools to solve problems and manage uncertainty [30]. Early criticism of fuzzy logic also rejected the new concept for compromising with vagueness and radically and unjustifiably shifting from traditional formalism sacrificing precise, formal rules of inference and consistency of results [28]. Furthermore, it was argued that fuzzy logic did not simplify things or avoid the complexities of regimentation; rather, it added more methodological complexity itself [28].

While the adversaries of fuzzy logic believed it to be overrated and questioned its validity, the advocates on the other hand considered the theory to be ground-breaking and a more accurate representation of reality [31,32]. Zadeh explained in detail that such views as the ones mentioned above were mainly derived from a misunderstanding of fuzzy logic and from the inability to realize the importance of the concept of linguistic variables [33]. In classical set theory, binary logic defines any element as either a member or not a member of any given set; it is either true or false [34]. Fuzzy Logic as a generalization of classical set theory extends this definition and elements can thus belong to more than one fuzzy set with a certain degree of truth using the concept of the membership function [24].
The rationale for the fuzzy-logic-generalization is based on two main principles: the ability to construct better models of reality and the ability to exploit the tolerance for imprecision and replace numbers with words [35]. The ability to better represent reality derives from the fact that the information granules are in reality fuzzy, i.e., truth is not black or white, rather grey. The second principle allows for the replacement of numbers with words through the concept of linguistic variables, which are labels of fuzzy sets with specified membership values [35]. This allows for the design of more cost-efficient and simplified systems relying on comprehensible natural languages [35]. The concept of fuzzy granulation and use of linguistic variables is a unique feature of fuzzy logic [35,36]. Methods and approaches that rely on crisp logic to handle uncertainty such as rough set theory or the Dempster–Shafer theory fail “to reflect the fact that in much, perhaps most, of human reasoning and concept formation the granules are fuzzy (f-granular) rather than crisp” [36].

The application of conventional quantitative methods for system analyses is inappropriate in the case of humanistic systems due to the principle of incompatibility. This means that whenever the complexity of any given system increases, the ability to precisely understand its behaviour decreases, i.e., it becomes more intractable [12]. Human reasoning relies on linguistic variables rather than on numbers. Linguistic variables are labels of fuzzy sets, which are classes of objects in which the transition from membership to non-membership occurs gradually rather than abruptly [12]. Human reasoning does not resemble machine processing and relies on indiscrete logic with continuous functions. It approximates and summarizes information in the form of labels, words and sentences. Fuzzy logic therefore works and provides a method to model vague contexts, which is accurate to provide reliable and representative results. It is easy to implement, therefore, it became preferable was applied in many fields over the past decades. Fuzzy set theory is consistent and the relationship to probability despite the distinctions is present in the form of possibility theory [37]. The three concepts of probability theory, rough set theory and fuzzy set theory are non-contradictive and present three different approaches to manage different types of uncertainty [38].

2.3. Rough Sets: An Approach for Data Classification

For the development of a predictive assessment model, several techniques and methods were applied over the years, mostly probability-based multivariate statistical methods such as logistic regression and discriminant analyses, which can be used to predict the probability of a specific outcome for a given set of input variables. While such methods can be helpful in data analysis given a large set of quantitative data, qualitative judgement of the analyst is still required to understand the influential relationships among variables and interpret the provided results. The provision of an entirely objective approach for data analysis is therefore impossible since subjectivity and biases are still present in the judgement provided through the experts. The objective is therefore to minimize the subjectivity and bias in handling the input data as adequately as possible and work towards providing a more objective and standardized framework. Rough Set Theory (RST) provides a mathematical framework adequate for the classification of imperfect and uncertain information by discovering patterns and relationships in archived and historical data [39–41]. Through the application of several search algorithms to analyze input data provided by experts, RST is capable of automatically and objectively identifying patterns and filtering and classifying data (whether quantitative or qualitative) [40]. The subjectivity is therefore limited to the input data provided by the experts and to the selection and characterization of the classification method, not to the classification process itself.

RST was proposed by Zdzislaw Pawlak in 1982 and has since been applied in several domains and fields, in which it has proven to be very useful in filtering and classifying large data sets. The main idea in RST is represented in the assumption that with every object in the universe of discourse some information can be associated [42]. Similar objects characterized by the same information are indiscernible if a decision class cannot be determined based on the values of their considered attributes. In contrast to crisp or classical sets, which are precise and have clear boundaries, a rough set has boundary-line cases, in which objects cannot be classified certainly as members of the set or of its
complement given the provided information [42]. Therefore, the main set in RST is defined by a pair of precise sets, called the lower and the upper approximation [43]. The lower approximation consists of all objects, which surely belong to the main set, while the upper approximation contains the objects that possibly belong to the main set. The difference between the upper and the lower approximation is then defined as the boundary region [44]. A set in RST is called rough if the boundary region is not empty [44]. The indiscernibility relation and the principle of approximations form the mathematical foundation of rough set theory [44]. Through the provision of efficient algorithms and the principle of indiscernibility, data sets can be scanned to identify hidden patterns, classified and reduced to eventually generate a minimal but accurate and efficient rule base [40]. The generated rule base offers easily understandable and straightforward results.

The time at which RST was introduced in the 1980s witnessed a rising interest in Machine Learning, Artificial Intelligence and Expert Systems [45]. To produce applicable frameworks within those fields, comprehensive theoretical foundations were needed, which were based either upon classical logic or intuitive algorithms and qualitative methods. From a practical perspective, approaches based on classical logic were rigid and presented difficulty in applications into real-world settings [45]. On the other hand, the intuition-based approaches lacked a standardized theoretical foundation and a unified representation to produce reliable results [45]. RST was perceived as a possible solution, which provided a framework with the clarity and algebraic completeness of classical set theory. This initiated research projects at that time aiming at developing algorithms and models based on the RST framework to address said limitations. It was noticed thereafter that the RST approach was limited in several aspects when it came to real world applications such as inconsistencies in outcome due to inconsistencies in input data [46], and the restrictiveness of RST approximations in empirical applications in complex systems involving real world data. This led to several research efforts to overcome these limitations leading to the proposition of several extensions and modifications to the RST framework [46]. Several algorithms were consequently proposed over the years to help improve the RST data mining process and allow for a better pattern recognition and data classification. Additionally, the combination of RST with fuzzy logic and with probability theory was sought to generate models capable of handling practical applications, in which probabilistic inferences and statistics were provided and could be helpful [47]. The combination of fuzzy logic and rough sets was especially interesting for our application scenario, since we were facing the problem of collecting sufficiently representative and valid data in our context due to the rarity of significant events in the studied context and the vague nature of collected data. Other limitations such as issues with the discretization and partitioning of the numerical range of values for input data and incomplete information or missing values also present challenges for the RST method. The discretization process is best provided by domain experts, who rely on their expertise and years-long experience and knowledge to define the partitions for the universe of discourse. Such limitations represent a real challenge to the RST to find more practical implementations and real-world applications. A jump from the theoretical research and academic studies into industrial and real-world implementations is necessary, which would require an expansion in respective research projects with this objective as well. The majority of conducted studies and designed models are of theoretical nature and are limited when it comes to real-world applications [45].

The relation between fuzzy logic and rough set theory was discussed in several studies. Many of those studies addressed the mathematical and theoretical issues of both concepts and aimed at either comparing or combining both methods. The scope of this paper is not to conduct an in-depth review of the theoretical foundations of fuzzy logic and rough sets. From a more practical point of view, it is more interesting to evaluate the usefulness of both methods and their ability to provide helpful results in addressing some of the limitations faced in traditional approaches. Fuzzy logic and rough sets are two different approaches to address information uncertainty. Fuzzy set theory is older (1965) and developed extensively over more than fifty years to become established and find applications in various fields [35]. The theory of rough sets relies on the principle of indiscernibility, which are objects characterized by the same information or attributes [48]. The principle of approximation is fundamental to rough set theory
to handle and process uncertainty in contrast to fuzzy logic, which relies on the membership function and numerical values [0, 1] to define the degree of truth or membership [49]. However, while fuzzy logic is more suitable for addressing fuzziness and vagueness of data, rough sets are better suited for data classification and addressing inconsistency and incompleteness issues in data [50]. This does not however mean that both methods are only applicable in a restricted or specific way. Similar to Boolean logic and classical set theory, fuzzy logic and rough set theory are two mathematical constructs whose advantages and limitations depend greatly on the direction and form of application. The two methods do not conflict with each other; rather they complement each other and were combined to address both vagueness and incompleteness in the form of rough fuzzy sets and fuzzy rough sets [51,52]. Mixed frameworks of the two methods were proposed in several studies as well to benefit from the strengths of the two methods in handling the issues at hand [52]. It remains for the analyst to decide which methodology is more adequate for the context in question and in which form it should be applied.

3. Methods

In the previous sections, the goal was to present an overview of the development of safety and risk assessment tools and to discuss two possibly promising approaches to overcome their limitations. In this section, a brief overview of the models proposed in each phase is presented. The objective here is not to present a detailed and systematic explanation of each model, but rather to explain the process qualitatively. For a more detailed description on the proposed methodology, the reader might consult the previously published papers [53–55].

As mentioned earlier, accidents related to de-icing operations are rare due to the adequacy of implemented procedures and the high reliability of the system in place. Especially in a country such as Canada, these operations are executed very efficiently and precisely due to the harsh weather conditions and the continuous need for proper de-icing technologies. However, despite the rarity of de-icing-related accidents nowadays, they can still occur due to the very nature of complex sociotechnical systems as explained above and with severe consequences. The unavoidable need to develop and improve applied technologies and procedures does not diminish. Innovation is inevitable; otherwise, one risks falling behind and at one point becoming obsolete. Looking at the aviation context in general and specifically the de-icing context, we are faced with a complex working environment consisting of many technological components (planes, trucks, de-icing equipment, communication, control centers, computers, etc.) and human components in the form of operators, engineers, flight crew, de-icing personnel, etc. These components interact with each other under the guidance of an organizational structure that specifies policies, procedures and regulations. The work is likely conducted under extreme weather conditions with tight time schedules and a high requirement on adequacy and reliability. All these aspects shape the de-icing working environment to be a very complex and dynamic system in need of continuous assessment and improvement. The expansion of Industry 4.0 into several fields and the introduction of new technologies as the move from gate de-icing to centralized de-icing, or future innovations such as the new Ground Ice Detection System (GIDS), and possibly the application of drones that uses the internet of things, etc., are all challenges that require further research from a safety angle. Such scenarios require an understanding of the performance of de-icing operations from a systemic perspective taking into considerations all aspects of the system, whether human, organizational, environmental or technological. Research in de-icing from a systemic perspective is rare and to the best of our knowledge, our research team is the only team pursuing such a project. While research and the application of systemic tools in aviation have gained on popularity and significant studies were published, the same cannot be said about de-icing operations.

Since the start of this project, we aimed at accomplishing three objectives to eventually realize a basic theoretical framework and provide indicators for future research. The first objective was to analyze the working environment of aircraft de-icing operations adopting a complex systemic perspective and to identify influential contextual factors that can possibly affect performance. The Functional
Resonance Analysis Method (FRAM), which allows for a functional representation of the studied system, was chosen for this task. The second objective was to conduct a predictive assessment and to provide quantified and more intersubjective results through the integration of fuzzy logic as a quantification tool. The third objective was to address the lack of databases and the issues related to the classification of uncertain and vague information. To this end, the Rough Set Theory (RST) was used to classify input data and generate the rule base for our analysis. In the following subsections, a brief overview of the three phases will be presented.

3.1. Phase I: Basic FRAM as a Complex Systemic Assessment Tool

FRAM in its basic form using two phenotypes, namely time and precision, was applied to study the working environment of aircraft de-icing operations. For a more detailed explanation of the methodology and the obtained results, the reader might consult Slim et al. (2018) [53]. The followed methodology consisted of the following steps:

- The objective for the first application was to select an analysis scenario using a well-known de-icing-related accident. The Scandinavian Airlines flight SK751 crash at Gottröra, Sweden, in 1991 was chosen [56]. The accident was investigated and well defined in the official accident report, which allowed for an easier characterization of the functions and their outputs. While the conditions and events leading to the accident were listed in a detailed manner in the report, the objective was to verify whether a FRAM application could add to the findings and present a different perspective. This perspective should be facilitated relying on the distinguishing four principles of FRAM: equivalence of success and failure, approximate adjustments, emergence of outcome and functional resonance [19] (Figure 2).

- The second step then was to characterize the working environment of aircraft de-icing operations and create a functional representation of the context by identifying the functions that constitute the system in question. The functional characterization in FRAM describes how the various tasks are related and how the outcome’s variability can resonate and affect performance negatively or positively. Consequently, a list of representative functions was identified limiting the scope of the analysis to the functions needed to execute the de-icing operations. The chosen analysis scenario would then specifically depict the de-icing operation and takeoff process of SK751. Each function could possibly be characterized by six aspects: Input (I), Output (O), Preconditions (P), Resources (R), Time (T) and Control (C) [19]. However, it is not necessitated that all aspects are provided; rather, it depends on the function in question. The boundaries of the analysis are formed by the background functions, which only provide outputs and are invariable as they are not the focus of the analysis. The functions were described in the form of a table listing all their respective characteristics, which can be derived from the events and data provided in the official accident report published by the Board of Accident Investigation [56]. Additionally, three types of functions could be defined: organizational, technological and human functions.

- The third step was then to identify sources of performance variability within the designed setup. As mentioned above, variability is characterized in terms of two phenotypes: timing (early, on time, too late and omission) and precision (imprecise, acceptable and precise) [19].

- Finally, the influential relationships among functions were identified to construct a visual map of the system and illustrate how functional resonance can affect the outputs of the functions. This could explain how performance variability combined and resonated to eventually lead to the crash and what lessons or new findings could this analysis provide.
3.2. Phase II: A Predictive Assessment with Quantified Results

The basic FRAM is qualitative and relies on linguistic scales to characterize performance variability. This is advantageous in case of uncertain data and inherently complex factors, which can be hard to measure numerically. The application of FRAM in phase I was straightforward given the well-defined events and conditions in the official accident report. Moving forward to a more generic scenario and attempting to conduct a predictive assessment proved to be more difficult in our case. It was not always possible to identify for each function how a variable input would reflect on the output and to which extent. The classification of inputs and outputs was not always easy and was in some cases not possible, even after understanding the mechanisms of the functions in question. The magnitude and type of variability were not easily deducible in many cases. An additional issue was that people have different perceptions and tend to associate different meanings with words. What one might define as unacceptable for example, another could perceive as adequate and so on. To ensure conformity and provide more intersubjective results, fuzzy logic [27] was integrated in phase II into the framework of FRAM as a quantification tool. Fuzzy logic resembles human reasoning and allows for a mathematical representation of natural language. Through the integration of fuzzy logic into FRAM and designing the FRAM functions as rule-based Fuzzy Inference Systems (FIS), the advantages of both methods could be utilized to provide more representative and comprehensible results (Figure 3).
The five steps of FRAM provide a guideline for defining the context of analysis and decomposing the system into functions. We can distinguish between two types of variability: internal from within the function, and external through functional couplings. Each function is then defined as a hierarchical fuzzy inference system (Figure 4) with an internal FIS to account for the Internal Variability Factor (IVF) and a higher-order FIS to account for the combined variability of both the IVF and the external variability through the couplings with upstream functions. The list of common performance conditions (CPC) was used as evaluation parameters to anticipate the possibility for potential internal variability. The analyst assigns a quality score on a scale between zero and ten to each performance condition. A rule-based fuzzy inference system is then constructed to fuzzify the scores of all respective performance conditions and generate an aggregated quantifier for the potential internal variability of each function. The IVF is then linked to the higher-order fuzzy inference system in addition to the other incoming aspects from upstream functions to generate a numerical output. The impact of the timing and precision phenotypes is combined and simplified into three classes: highly variable, variable and non-variable. The numerical outcome represents an indicator for possible variability, whether negative or positive, in the function’s output. On a spectrum between 0 and 1.5, 1 represents a non-variable output. Any value below 1 represents negative variability, while any value above 1 represents positive variability.

An application scenario of aircraft de-icing operations was constructed inspired by two de-icing-related accidents, namely the Scandinavian Airlines flight 751 crash in 1991 [56] and the Air Maroc accident in Mirabel in 1995 [57]. The work environment of centralized de-icing was characterized in terms of functions, which describe the set of activities necessary to successfully perform the de-icing of airplanes. A total of 17 functions were defined: four background functions (non-variable) and 13 foreground functions (possibly variable). To induce variability into the defined setup, assumptions...
over prevailing performance conditions such as inadequate airliner guidelines, present extreme weather conditions, inadequate training of flight crew and high temporal stress were formulated.

Based on the formulated assumptions in our simulation, we recorded possible positive variability for functions with an output quality of one or more and possible negative variability for functions with scores below one. This was especially noticeable for the function “Post De-icing Inspection”, whose score was remarkably low due to the principle of functional resonance and the impact of combined variability from upstream functions. The scores of the IVF and the output were then plotted on the graphical representation generated in the FRAM Model Visualizer (FMV) to provide an illustrative map of the relationships within the studied system. For a more detailed explanation of the methodology and the obtained results, the reader might consult Slim and Nadeau (2019) [54].

3.3. Phase III: Rough Sets to Classify Input Data

In the third phase of the project, we aimed at addressing several limitations faced in the prototyping model combining fuzzy logic and FRAM. Despite the many advantages provided by the addition of fuzzy logic, the model was still limited in many ways that made the realization of such an analysis somewhat difficult. The number of input variables and associated phenotypes and classes was kept at a minimum to avoid the “rules explosion” problem. A higher number of inputs could result in an exhaustive and large rule base, which would make the creation of the fuzzy inference system (FIS) difficult and in many cases unfeasible due to the required effort and resources. Secondly, the decision to determine the class of output was not always easily identifiable in the rule base relying on the provided qualitative scales. The output was in many cases variable and vague in nature due to the vagueness or incompleteness of the input information. Additionally, the assignment of a quantitative domain and the partitioning of the universe of discourse were still determined in a subjective manner relying on the expertise of the analyst or the consulted experts. Therefore, to address the above-mentioned limitations, the Rough Sets Theory (RST) was integrated into the prototyping model to classify input data and generate a more efficient rule base.

The main advantage for using RST is represented in the capability to filter and identify patterns in data tables to classify outcomes and provide a decision relying on historical information. This can be achieved applying the principle of approximation and the indiscernibility relation to classify recorded information in the form of data tables or information systems. The RST approach allows for an automatic generation of a reduced and efficient rule base afterwards, which can be migrated into the FIS instead of manually writing the rule base rule by rule.

Basically, FRAM functions are data tables, which lists the functional aspects as attributes. Thus, the functions can be defined as rough information systems considering each iteration or recorded instance of the function as an object, the functional aspects as attributes and the output as the received decision class. Each recorded instance of the function is an object with respective values for the attributes and a resulting decision class. The data table forms the discernibility matrix, which helps to identify indiscernible objects, i.e., rows sharing the same values that have different decision classes. Different types of algorithms can be applied to scan the constructed information system to compute the reducts and generate the rule base. The accuracy of the rule base depends here on the size and accuracy of the provided dataset. The characterization step is important to determine the type of needed data and parameters in the data collection step to perform predictive or proactive assessments.

The second aspect to consider is the characterization of performance variability. To determine the internal variability for each function, the CPC’s can be defined as attributes and the decision class would then be the IVF. It is important here to mention that the choice of relevant performance conditions can be re-evaluated and modified as required by the studied context. The same settings and classes were kept as in the prototyping model, i.e., each CPC was classified as either “Adequate” or “Inadequate”. The decision classes for the IVF were kept the same as well: “Non-variable”, “Variable” or “Highly Variable” (Table 1). The external variability factor (EVF) is determined following the same process as with the IVF, however, using a three-class scale for each incoming aspect or attribute.
The functional aspects serve this time in addition to the IVF as attributes in the RST table (Table 2) with three possible values or classes: “Non-variable”, “Variable” and “Highly Variable”. The provided dataset for each function is then split randomly into a training set and a testing set. The chosen algorithm scans the training set to identify the reducts, which are then used to generate a reduced rule base. The generated rule base can be validated using the testing set, which helps to determine adequate rules with acceptable levels of coverage, support and accuracy. The final rule base can be then migrated into the FIS and used to run specific instantiations of the model and generate the numerical outcomes for the output (Figure 5). The same analysis scenario was kept as in the previous stage to sustain the same settings for a better comparison of the two models. For a more detailed explanation of the methodology and the obtained results, the reader might consult Slim and Nadeau (2020) [55].

Table 1. A Rough Set Theory (RST) information system for determining the Internal Variability Factor (IVF).

| Function | CPC\(_1\) | CPC\(_2\) | \ldots \ldots | CPC\(_n\) | IVF          |
|----------|-----------|-----------|---------------|-----------|--------------|
| Function 1 | Adequate  | Adequate  | \ldots \ldots | Adequate  | Non-Variable |
| Function 2 | Inadequate| Adequate  | \ldots \ldots | Adequate  | Non-Variable |
| Function 3 | Inadequate| Inadequate| \ldots \ldots | Adequate  | Variable     |
| \ldots \ldots | \ldots \ldots | \ldots \ldots | \ldots \ldots | \ldots \ldots | \ldots \ldots |
| Function \(m\) | Inadequate| Inadequate| \ldots \ldots | Inadequate| Highly Variable|

Table 2. An RST information system for determining the External Variability Factor (EVF), i.e., output’s variability.

| Function | IVF | Input | Time | Control | Preconditions | Resources | Output |
|----------|-----|-------|------|---------|---------------|-----------|--------|
| Function 1 | Non-Variable | Non-Variable | Non-Variable | Non-Variable | Non-Variable | Non-Variable | Non-Variable |
| Function 2 | Non-Variable | Non-Variable | Variable | Variable | Variable | Non-Variable | Variable |
| Function 3 | Non-Variable | Non-Variable | Highly Variable | Non-Variable | Non-Variable | Non-Variable | Variable |
| \ldots \ldots | \ldots \ldots | \ldots \ldots | \ldots \ldots | \ldots \ldots | \ldots \ldots | \ldots \ldots | \ldots \ldots |
| Function \(m\) | Highly Variable | Highly Variable | Highly Variable | Highly Variable | Highly Variable | Highly Variable | Highly Variable |

Figure 5. A flow diagram presenting an overview of the modified FRAM framework [55].
4. Discussion

Realizing the significance and validity of the principles, on which FRAM was founded, there still existed uncertainty concerning its usefulness in the case of the SK751 crash. The official accident report published by the SHK in 1993 was used as the main source of information to construct the scenario for the simulation. The report provided a detailed list of all causes and circumstances leading to the accident. It is important to note here that the analysis scenario or the instantiation of the model is not the model itself. It can be seen as an iteration of the model with specific performance conditions and parameters. The accident was used as a case study to draw conclusions and identify implications for the context of aircraft de-icing operations generally. The model can be reused with different settings and a different set of data inspired by or recorded in real-world environments. The main advantage is still presented in the principles of FRAM, which allow for looking at what went right in addition to what went wrong. The perspective presented by FRAM can provide interesting results, which can be helpful and complementary to traditional assessment tools. FRAM in its basic form relying on simple three-point qualitative scales can capture the dynamic and complex nature of the dominant relationships within the studied system. The FRAM framework provides a functional representation of the system, which enables the analyst to zoom in on processes and tasks of interest without losing the holistic view. The behaviour of the system can be evaluated as a function of performance variability and local adjustments that can lead to unforeseen and unexpected deviations in the outcome. Performance variability, i.e., the difference between Work-As-Imagined (WAI) and Work-As-Done (WAD) is an inherent characteristic of any given system, which can be utilized and exploited to maintain resilience. Relying solely on the accident report, the focus was entirely directed to what went wrong, which is understandable given that the event is an airplane crash. Nonetheless, the crash could have had a more severe and painful outcome and the actions of the flight crew led to the survival of all passengers. Applying a SAFETY-II approach such as FRAM can help to better manage variability and predict adversity, which can be difficult to anticipate with classical tools. This is especially true in the case of highly reliable systems such as aviation, in which adverse events are very rare and unique by nature. Speaking more specifically, the FRAM analysis of the SK751 crash provided a better understanding for the development of the accident over time and the relationships between several variables that led to that outcome. The official accident report provided a detailed description of the events and aspects of the accident and presented a detailed list of findings describing the development of the accident. However, the data provided by the report was still limited and focused primarily on negative actions and performance conditions. The application of FRAM was helpful to connect the events and draw a map of the system and the dominant relationships that played a significant role in producing the outcome. The characterization of the system as a set of interdependent functions helped to identify the couplings between them and define how performance variability of one function affected the output of the other functions, even the indirectly linked ones. This would allow for pinpointing weak spots, which could be lifted or strengthened through preventative measures to better manage variability in the future. The application was limited and served simply as an example given that the accident report was not sufficient to determine how the influential factors effectively contributed to the accident. It was possible to identify variability in the execution of many functions; however, the extent and magnitude of each influential factor could not be easily determined using a simple three-class scale. Moving forward to a proactive assessment model, it would not be easy to determine how variable inputs would affect the performance of the functions and how variability of the output would manifest. For example, a “too late” input could be vague by default and could therefore mean either a “too late” output or an “imprecise” output.

Therefore, a quantified output would provide a more intersubjective and precise representation of the perceived magnitude of performance variability. Additionally, the provision of a standardized framework to account for variability would facilitate the classification of outputs more precisely. Moreover, it is not always possible in high-reliability systems to quantify certain complex variables without simplifying the systemic relationships and consequently sacrificing the systemic perspective.
Furthermore, the lack of sufficient statistics due to the high reliability of those systems and the rarity and uniqueness of adverse events make the use of probabilistic tools difficult. The studied relationships are often vague and uncertain by nature and are therefore better represented with natural language, which can be utilized by fuzzy logic in the form of linguistic variables. The relationships between inputs and outputs can be characterized in a very comprehensible manner using conditional IF-THEN rules enabling the analyst to assign different weights to the inputs or the rules separately. By assigning a numerical scale or range of input values and determining the respective membership functions that better suit the function in question, a numerical output can be obtained providing an aggregated and comprehensible representation of the output’s variability. The selection of a numerical scale and the partitioning are conducted in a relatively subjective manner since these domains are defined by the analyst or the consulted experts. However, they still provide a more comprehensible and agreeable representation to most practitioners and decision makers.

The designed fuzzy-FRAM model was applied in the second phase to analyze a case study inspired by two de-icing related accidents, namely the SK751 crash in 1991 and the Mirabel accident in 1993. A more generic model of the de-icing context was created for this simulation. The number of functions and their respective inputs and outputs was limited in comparison to the original model to ensure an efficient simulation easy on computational resources in this first step. The objective here was to perform a more predictive/proactive type of assessment using the assigned numerical scales and building on the initial characterization of functions, relationships and membership functions. Predictive studies lack certainty in comparison to retrospective studies, in which events are very well known and defined. It might not always be possible to determine the quality of output in a predictive assessment using natural language solely. This can be overcome through the integration of fuzzy logic into the framework of the classical FRAM. The analysis scenario was designed in a subjective manner relying on literature findings, technical reports and the knowledge gained from our years-long project on the de-icing working environment. The defined functions described human (individual or organizational) activities that constitute the de-icing context and the relationships and couplings that affect the system’s performance on a wide scale. The preliminary results of the simulation in MATLAB were promising and the model served primarily as a demonstration for such an application. Given the predefined settings of the model, the calculation process of the numerical outcome was a straightforward task without the need to further hypothesize or assume possible outcomes. The FIS calculates the numerical output providing an indicator of functional variability and the dominant relationships between the different functions within the studied system. The aggregated output does not provide simply a linguistic label pinpointing the output as a member of a definite class; rather, it can be seen as a pointer to sources of positive or negative variability.

Another contribution of the second-phase model was the distinction between the internal and external variability of each function. The basic FRAM model does not present a clear approach to distinguish between the two in the characterization process, which is performed more qualitatively to maintain the complex nature of the described relationships. Considering just the functional couplings would mean in a practical sense the characterization of variability as an external source, even if this were not intended. The internal variability of the function itself was accounted for by the analyst when determining the quality of the output. This is due to the above-explained lack of distinction between the two types of variability, at least in a more practical sense of the word. Therefore, the impact of the inner mechanisms of the function on the output’s quality was characterized relying on the Common Performance Conditions (CPC) (originally proposed for CREAM) [58]. The CPC influence represents the influence of the context on the execution of the function, which can be considered an external source as well. However, it serves the purpose of providing indicators, which can point to possible internal variability that cannot be decoupled from external influences. As an example, consider the impact of noise on the hearing capability of an operator on the airport grounds. The noise can be characterized as an inadequate performance condition causing the operator to lose concentration or fail to hear instructions over the radio. The variability might be considered in this case an internal factor.
coming from the state of the operator (psychological or physiological); however, it was amplified by
the inadequate conditions. On the other hand, preferable conditions could help avoid such variability
or even enhance performance despite a poor physiological state of the operator.

The influence of the CPCs and the incoming aspects for each function on the quality of the
output can be represented and weighted in the rule base of the FIS using natural language. However,
one important limitation was faced in the design process of the model. The number of input variables
and respective classes was kept low (maximum of seven inputs each with three possible classes) to
avoid the rule explosion problem. The rule generation process for the Mamdani-type FIS [59] would be
very exhaustive if it were to be performed in a manual fashion, especially if a rule base would consist
of thousands of rules. This simplification served the purpose of constructing a more efficient rule
base to ensure a timely conclusion of the project and a feasible and less-demanding model. Moreover,
the selection of the membership functions and partitioning of the universe of discourse is performed by
the analyst in a relatively subjective manner. This would usually necessitate a deep understanding of
the system’s behaviour and would require the knowledge of experts for more reliable and valid results.
The same limitation faced with the basic FRAM model in classifying the final output was noticed again
in the rule base classification for the consequent part. It was not always clear or sufficiently decisive to
identify the class of output relying on qualitative scales. The incompleteness and vagueness of the
input values would result in many cases in vagueness in the rule generation and classification. In our
case, we used an automatic generator to compute every possible combination for the input values and
the selection of the output for each rule was determined by assigning a numerical score or weight
for the input classes in the antecedent part of each rule. The weights for the rules and the different
functional aspects were kept the same to simplify the process further. Admittedly, this can be seen as a
simplification of reality; however, the objective here in the first steps was to lay a theoretical foundation
and provide a demonstration with the objective to move on later to an application built on real world
settings and recorded data.

These considerations led to a further modification of our model through the integration of Rough
Set Theory (RST) [39]. RST was integrated into the model as a tool for data mining and filtration,
rule generation and output classification. A more efficient rule base was obtained consequently
and migrated into the FIS of each function to compute the numerical outputs. The same de-icing
scenario was used again keeping identical characterizations and settings to better compare the results
of both models. The obtained numerical scores using the RST-generated rule base were identical to
the numbers of the initial model, which represents maximum accuracy (accuracy of 1.0) and an ideal
outcome. Moreover, the generated rule base was significantly reduced in size in comparison to the
previous model. This would translate into a less demanding and a more efficient model easier on
computing machines for simulation. In addition to rule generation and reduction, RST can be useful in
classifying outcomes. In the previous model using fuzzy logic, the classification of the consequent part
of each rule was performed manually. In the case of a high number of rules, this process would be
extremely demanding and time consuming. We managed eventually to use excel formulae to generate
the data tables and by assigning numerical scores to each class in the antecedent part, the decision
class in the consequent part was determined. The integration of RST would take over this task and
consequently allow for an automatic and efficient rule base construction. The decision class in the
fuzzy-logic-based model might not be deducible for each rule separately and the rules’ generation
might be unfeasible in that case. RST can be helpful in this case by providing a method for deriving
rules with decisions from a limited set of recorded data.

Admittedly, the use of ideal data sets covering all possible combinations of input values resulted
in maximum accuracy. This would not be possible in a real-world application given that the provided
input data would be imperfect and would suffer from inconsistencies. Therefore, the use of real-world
data would be required to test how useful the RST-based model would be in practice. Nonetheless,
in principle, this shows the validity of the RST approach to reduce data and generate minimal rule
bases. The accuracy of the rule base in a real-world application would depend greatly on the quality
and quantity of collected data. RST as a data-mining tool would allow for deriving decisions from recorded data over time in the presence of uncertain and vague information. The choice of uniform scores or weights for classes and input variables must be reconsidered in real world applications. Depending on the nature of the function and the respective variables, the magnitude of each input value might differ and be unique to each variable. Furthermore, the implementation of RST would require additional effort and knowledge from the analyst. The model requires additional software, data acquisition tools and eventually a more complicated design process.

Traditional statistical methods are desirable in most cases; however, as mentioned in this paper several times, it can be difficult to generate adequate databases in complex and highly reliable systems. Such tools require large datasets to provide helpful results, which can be difficult to achieve given the scarcity and uniqueness of events in such systems. Tools as RST and fuzzy logic can be more helpful in such contexts through the provision of qualitative scales and the possibility to compute with natural language. The use of conditional rules is comprehensible and allows for a straightforward representation of the relationships between inputs and outputs. RST is especially helpful in the data treatment process by allowing for deducing meaningful relationships even when faced with a limited set of data. A specific inaccuracy is still present in the provided results when using RST; however, that is just the case in predictive assessments generally and the results are still useful and more reliable than using plain heuristics for example.

Table 3 provides a qualitative comparison between the three models. The list is not limited to the mentioned points and summarizes the main factors that we found to be most relevant to our application scenarios.

Table 3. A short comparison and presentation of the advantages and disadvantages of each model.

| Model            | Basic FRAM                                                                 | Fuzzy FRAM                                                                 | Rough-Fuzzy FRAM                                                            |
|------------------|-----------------------------------------------------------------------------|-----------------------------------------------------------------------------|----------------------------------------------------------------------------|
| **Advantages**   | Four principles of FRAM                                                     | Allow to characterize complex relationships qualitatively                   | Allows for a larger number of input variables and classes                  |
|                  | Allow to characterize complex relationships qualitatively                   | Use of simplified qualitative ordinal scales                                 | Provision of reduced and more efficient rule bases                         |
|                  | Less demanding in comparison to modified approaches                         | Requirements no additional software other than the FMV                      | Data filtration and classification based on historical and archived data   |
|                  | Requires no additional software other than the FMV                         | Easier for conducting expert elicitation                                     | Limited need to experts' input                                            |
|                  | Easier for conducting expert elicitation                                     |                                                                             | Automatic generation of rules                                             |
| **Limitations**  | More subjective results                                                     | Limitation on the number of input variables and respective classes          | Requires additional effort from analyst and knowledge in three disciplines |
|                  | Lack of a standardized framework for characterizing internal and external variability | Resource demanding: computing, additional software, data acquisition, time etc. | Resource demanding: computing, additional software, data acquisition, time etc. |
|                  | Results can be vague (magnitude) or interpreted differently                  | Requires additional knowledge and effort from the analyst                   | Less accuracy using real data (dependent on the quality of provided data)  |
|                  | Inability to determine output's class sometimes relying on simplified scales | Subjective characterization of the universe of discourse, partitions, scales and weights. | Subjective partitioning and scale assignment                                |
5. Conclusions and Outlook for Future Studies

The objective in this paper was to provide a qualitative summary and a discussion of the main findings and challenges faced within our research project. The three frameworks of FRAM, fuzzy logic and rough sets were briefly discussed to provide context and clarify the advantages offered by these methods in resolving some of the issues facing safety management tools and to address some of the limitations yet to overcome. Technological advancements such as the imminent implementation of Industry 4.0 into the majority of industrial contexts will inevitably add to the complexity of systems. The classical models originating from the era before digital technology have not been updated or kept pace with technological innovations over time. The adoption of a more complex and systemic perspective has become a requirement to be well equipped for the continuous changing and dynamic nature of modern systems. The human component in this context is a major contributor to success or failure. Technological systems have been evolving and advancing in recent years at a faster pace than regulations and guidelines, which makes the proposition of adequate solutions even more vital. FRAM as a systemic analysis tool allows for capturing complex relationships to construct a functional map of the system and identify the routes for negative and positive propagation of performance variability. Fuzzy logic combined with FRAM facilitates the quantification of natural language and provides a more systematic approach to account for variability. Finally, rough sets offer efficient algorithms to classify input data and generate reduced rule bases. These tools should by no means simply replace traditional and well-established tools. However, they can serve the purpose of complementing the classical tools to provide a more comprehensive and complete picture of the modern systems of today [60].

The initial results within this project are very promising and provide a good start to initiate further research work investigating further possibilities and improvements. The model at this stage is still a simulation and a simplification of reality and from a technology-readiness perspective is still in the theoretical development phase (TRL 4—Technology development and validation in simulated environments). The purpose so far in this project is still to present an alternative approach for integrating a quantification method into FRAM without losing its properties and significant advantages in handling complex systems. The provision of sufficient real-world data and representative performance indicators to facilitate analyses of the de-icing system is still lacking and can be possibly helped by rough sets. Future studies would be required to provide validation and optimization through the deployment of the model in a real-world setting using real data. Additionally, the application of the model into new contexts and analysis scenarios could provide more insights to further improve the proposed framework.
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