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Abstract—The rapid progress in clinical data management systems and artificial intelligence approaches enable the era of personalized medicine. Intensive care units (ICUs) are ideal clinical research environments for such development because they collect many clinical data and are highly computerized. Goal: We designed a retrospective clinical study on a prospective ICU database using clinical natural language to help in the early diagnosis of heart failure in critically ill children. Methods: The methodology consisted of experimental experiments of a learning algorithm to learn the hidden interpretation and presentation of the French clinical note data. This study included 1386 patients’ clinical notes with 5444 single lines of notes. There were 1941 positive cases (36% of total) and 3503 negative cases classified by two independent physicians using a standardized approach. Results: The multilayer perceptron neural network outperforms other discriminative and generative classifiers. Consequently, the proposed framework yields an overall classification performance with 89% accuracy, 88% recall, and 89% precision. Conclusions: This study successfully applied learning representation and machine learning algorithms to detect heart failure in a single French institution from clinical natural language. Further work is needed to use the same methodology in other languages and institutions.

Index Terms—Clinical natural language processing, cardiac failure, machine learning, imbalance learning, feature selection.

Impact Statement—The study is a showcase to confirm that, dealing with a small dataset of clinical notes, a multilayer perceptron neural network classifier is a better approach compared to conventional classifiers, especially, pretrained-based deep learning models. Additionally, instead of losing information from numeric values, they can be retained and encoded for the representation learning. Consequently, it achieves better results for the classification task.

I. INTRODUCTION

Currently, clinical narratives are continuously provided and stored in electronic medical records (EMR), but they are underutilized in clinical decision support systems. The limitation comes from their unstructured or semi-structured format. Besides, another problem with clinical narratives is that they are written in incomplete sentences but in an information-dense way for communication between clinicians [1]. Because of the two reasons, clinical narrative sources impose constraints in an actual application for clinical outcome prediction.

Since 2013, the Pediatric Critical Care Unit at CHU Sainte-Justine (CHUSJ) has used an EMR. The patients’ information, including vital signs, laboratory results, and ventilator parameters are updated every 5 minutes to 1 h [2]. Primarily, a significant data source of French clinical notes is currently stored. There are seven caregiver notes/patient/day from 1386 patients (containing a dataset of more than \(2.5 \times 10^7\) words). These notes are scribbled extensively from admission notes and evaluation notes. Admission notes outline reasons for admission and institutions.

A. Problem Statement

The diagnosis of acute respiratory distress syndrome (ARDS) is frequently delayed or even not diagnosed in intensive care...
units. In the largest international cohort of patients with ARDS, the diagnosis of ARDS was delayed or missed in two-thirds of patients, with the diagnosis missed entirely in 40% of patients [3]. To make the diagnosis of ARDS, three main conditions need to be detected: hypoxemia (low blood oxygenation), presence of infiltrates on chest X ray and absence of cardiac failure [4]. The development of a clinical decision support system (CDSS) in real time that automatically screen the EMR data, chest X Rays and other data sources (medical devices collecting vital signs, ventilator settings) has the potential to increase diagnosis rate and then improve the management of this syndrome [4]. Our research team has developed the first two algorithms for hypoxemia [5] and chest X ray analysis [6]. This work contributes to the third algorithm development i.e. identifying the absence of cardiac failure.

Cardiac failure is clinically suspected and the test that confirms its absence or presence is usually an echocardiography. This echocardiography could have been performed prior to PICU admission, even in another institution and could not be digitally available for analysis. However, when an echocardiography has been performed, physicians report its result in the notes. It is the reason why, using notes to exclude or confirmed a cardiac failure was assumed to be the best way to electronically collect as soon as possible the information.

Generally, there is a list of golden indicators to classify cardiac failure patients. Those indicators could be either from the medical history, clinical exam, chest X-Ray interpretation, recent cardiovascular performance evaluation, or laboratory test results. Medication, such as Levosimendan, Milrinone, Dobutamine, is a surrogate to the gold standard. Its list can be retrieved from syringe pump data, prescriptions, and notes. If any medication from the three is present, there is certainly a cardiac failure. Besides, cardiovascular performance evaluation also contributes to indicate the cardiac failure diagnosis. One of the evaluations is ejection fraction (EF) < 50%. EF refers to the percentage of blood pumped (or ejected) out of the ventricles with each contraction. It is a surrogate for left ventricular global systolic function, defined as the left ventricular stroke volume divided by the end-diastolic volume. The other indicator for cardiovascular performance evaluation is shortening fraction (SF) < 25%. FR is the length of the left ventricle during diastole and systole. It measures diastolic/systolic changes for inter-ventricular septal and posterior wall dimensions. Finally, brain natriuretic peptide, known as pro-BNP ng/L > 1000, comes from laboratory test results being useful in the acute settings for differentiation of cardiac failure from pulmonary causes of respiratory distress. Pro-BNP is continually produced in small quantities in the heart and released in more substantial quantities when the heart needs to work harder.

Consequently, the clinical knowledge representation will summarize detailed attributes that are essential to detecting cardiac failure. All notes are taken into account if they are encompassed by the information of the prescription history of Milrinone (mcg/kg/min), measurement notes of pro-BNP (ng/L), dilated cardiomyopathy, acute left cardiac failure, chronic cardiac failure, postoperative cardiac failure, coronary microvascular disorder history notes, notes of a measurement result of either EF (%) or SF (%). As a result, a patient is considered to have a cardiac failure if he/she has one of the criteria. Unfortunately, as all the mentioned information above that helps diagnose cardiac failure is not readily available electronically, we will develop a machine learning algorithm based on natural language processing (NLP) that automatically detects this desired concept label from clinical notes. The algorithm can automatically see whether a patient has a cardiac failure or a healthy condition lacking gold indicators from the notes. In such a situation, the proposed algorithm can effectively learn a latent representation of clinical notes, which traditionally rule-based approaches cannot depict.

B. Motivation

The recent study [7] extensively analyzed and confirmed the feasibility of employing machine learning for cardiac failure. However, we are dealing with two challenges from clinical notes in French and a limited amount of dataset size in our case. We will examine data retrospectively to validate the diagnosis. And the main objective of this study consists of two sub-objectives that overcome the mentioned limitations, as follows:

- Which representation learning approach should be used? The representation learning approach, which can retain the words’ semantic and syntactic analysis in critical care data, enriches the mutual information for the word representation by capturing word-to-word correlation.
- Which machine learning classifier should be employed? The classifier can avoid the overfitting associated with the machine learning rule by marginalizing over the model parameters instead of making point estimates of its values.

II. MATERIALS AND METHODS

A. Clinical Narrative Data At CHUSJ

Fig. 1 illustrates the conceptual framework for conducting the experiments. First, the data integration process has been completed at the Pediatric Intensive Care Unit, CHUSJ, for more than 1300 patients. After the research protocol was approved by the research ethics board from Research Center of the Sainte-Justine University Hospital. We only took information from two types of notes, including admission and evaluation notes. Since, these notes documented the reasons why a patient was admitted to the hospital by the physician in charge. And, the notes also provided the initial instruction for that patient’s care based on the patient’s health status. Primarily, we focused on medical background, history of the disease to admission, and cardiovascular evaluation. Furthermore, we only used notes for each patient’s first stay within the first 24 h since the admission. If a patient had more than one ICU stay, we only analyzed the first one. We did not have any missing notes but we can not exclude some information that were not collected by physicians and then not reported in the note. However, the data fully reflect real clinical practice. Then, two doctors from the CHUSJ (Dr. Jérôme Rambaud and Dr. Guillaume Sans), who did not compose the notes at the first hand, separately reviewed each patient’s notes; each note was manually labeled “YES” or “NO” for positively cardiac
Fig. 1. An overview of the proposed methodology to detect cardiac failure from clinical notes at CHUSJ.

failure or under a healthy condition, respectively. By doing so, we could double-check that missing data was not problematic. To avoid data contamination, we checked both the “patientID” and “careproviderID” to ensure no notes were simultaneously present in the training and testing cohort. Finally, we have 5444 line of notes with 1941 positive cases (36% of total) and 3503 negative cases. The average length of the number of characters is 601 and 704. The average length of the number of digits is 25 and 26 for the positive and negative cases, respectively.

B. Data Pre-Processing

Generally, it is proven that if the preprocessing steps are well prepared, the result for the end-task will be improved [8]. Therefore, there are steps that were used as case lowering, and stop words removing. From the list, all these words are the definition in French; so, they do not contribute to the learning representation. Besides, we did not consider any French linguistic feature as our method is based on uncorrelated words. The longest n-gram is over 400 words, but most of the n-gram length distribution is between 50 and 125 words.

In addition, it is essential to pay attention to negation in medical expression. First, the negation criteria from the study [9] were used for detecting the negative meaning from French notes. Then, a negation technique is applied [10]: a term “neg_” is added as a prefix for a term. An example note is “Patient explique qu’à ce moment là, il n’était pas capable de parler et l’air ne passait pas au niveau de sa gorge. Respiration plus rapide, mais état général préservé, parents n’étaient pas inquiets. (Patient explained at that time, he was not able to speak and the air did not pass at the level of his throat. Breathing faster, but general condition preserved, parents were not worried)”. The negation will be tagged as: “Patient explique qu’à ce moment là, il neg_était capable de parler et l’air neg_passait au niveau de sa gorge. Respiration plus rapide, mais état général préservé, parents neg_étaient inquiets.”

For the vital numeric values (heart rate, blood pressure, etc.), most of the NLP representation learnings cannot accommodate the numeric values effectively. Most NLP models treat numeric values in the text the same way as other tokens. It has been proven that the pre-trained token representations (word2vec) can naturally encode the numeric values [11]. Unfortunately, it required a large amount of data with specific labeling progress for this task. At the same time, the state-of-the-art for numerical reasoning results is much less good (47%) compared with the expert human performance (96.4%) in the f1 score metric [12]. Another study only focuses on how to extract the number, not dealing with representation learning [13]. Even, study [14] proposes an alternative approach to deal with both large and small datasets. However, the authors either removed all of the vital sign numeric values or did not mention how to deal with numeric values. Because we have limited data, we decide to keep all numeric values for vital sign values (nearly 4% of the notes) and apply the decoding for those number values. In fact, a numeric value consists in a numerical measurement value and a measurement unit as ruled by Digital Imaging and Communication in Medicine standard for report document [15]. Therefore, we performed four experiments to evaluate the contribution from the numeric value to the classifiers. Fig. 2 shows an example of code snippet in Python, which help us conducting the decomposing the numerical measurement value. Finally, Table I summarizes the four different approaches to decode the numeric values, including (i) keeping all of the original numeric values and their units, (ii) removing all of the numeric values and their units, (iii) encoding the decimal into a string named dot, and (iv) decomposing into digits.

C. Clinical Natural Language Representation Learning

There is no doubt about the effectiveness of neural word embedding. The study [16] confirms that word2vec representation has been successfully used for various disease classifications from medical notes. Especially for the French clinical notes, the study [17] shows that word2vec and GloVec effectively embed the clinical notes. And, the word2vec had the highest score on 3 out of 4 rated tasks (analogy-based operations, odd one similarity, and human validation). In addition, studies [18], [19], [20], [21] confirm that conventional approaches bag-of-words (BoW), term frequency-inverse document frequency (TF-IDF) have better performance than other deep learning techniques on a smaller corpus with long texts in clinical note corpus.
Therefore, we will evaluate the effectiveness of two conventional representation approaches, including BoW, TF-IDF, and the word2vec neural embedding model.

**D. Machine Learning Classifiers**

The state-of-the-art machine learning-based NLP currently focuses on deep learning for clinical notes [22], [23], [24], [25], [26]. For example, to predict cardiac failure, deep learning (Convolution Neural Network-based) shows its exceptional performance, F1 score of 0.756, to the conventional approach Random Forest (RF) with an F1 score of 0.674 [27]. And, study [16] shows the best performance to predict multiple chronic diseases (cerebral infraction, pulmonary infection and coronary atherosclerotic heart disease) by combining of word2vec and deep learning with the average accuracy and F1 score exceeded 90%.

However, a large enough amount of data is needed to have a good generalization capability of deep learning, while this data availability requirement is not always provided [28]. Especially, clinical notes in a language other than English, the challenge is more difficult to mitigate [29]. Deep learning architectures generally work well for large scale data sets with short texts while do not outperform conventional approaches (BoW) on a smaller corpus with long texts in clinical note corpus [19]. Automatic methods to extract New York heart association classification from clinical notes [20] confirm that the machine learning method, support vector machines (SVM) with n-gram features, achieves the best performance at 93% F-measure. Also, study [18] proved the achievement by combining the BoW and Naive Bayes classifier on clinical notes for accessing hospital readmission offering an area under the curve (AUC) of 0.690.
This study confirms that, with the small dataset, TF-IDF and BoW have better performance than other techniques on coronary microvascular classification [21].

Besides, logistic regression (LR) and generative Naïve Bayes perform better than the other classifiers, particularly for small datasets. Several classifiers have been trained for short text classification; it includes RF, Gaussian Naïve Bayes (GaussianNB), Multinomial Naïve Bayes (MultimonalNB), LR, SVM, and K-nearest neighbour. The experimental results from [30], [31] confirm that LR, and GaussianNB perform much the better than the other classifiers. Moreover, study [32] evaluated different classifiers’ performance, including discriminative and generative learning approaches. And, it also confirms that the discriminative LR algorithm has a lower asymptotic error, while the generative Naïve Bayes classifier converges quickly.

Additionally, when the ratio value for the number of samples/number of words per sample is small (<1500), a small multilayer perceptron neural network (MLP-NN) that takes n-grams as input performs better or at least as well as deep learning models [33]. Besides, an MLP-NN is simple to define and understand, and it takes less computation time than sequence models. A detailed explanation of using an MLP-NN in medical analysis can be seen from [34].

Consequently, we implemented and compared all the above mentioned methods; the result of RF, MultimonalNB, and SVM was less than 75% for accuracy. Again, the result shows that only LR, GaussianNB and MLP-NN are comparable, and perform better than RF, MultimonalNB, and SVM classifier. Therefore, in this study, we focus on three different machine learning classifiers, including LR, GaussianNB, and MLP-NN.

III. RESULTS

We did the analysis to select of proper neural network sizes and architectures [35]. We have used the structure of an MLP-NN that consists of $L = 3$ layers, where layer 1 is the input layer, layer 3 is the output layer, and layer 2 is the hidden layer. The total number of neurons in the hidden layer is $N_t = 100$ neurons. To prevent the neural network from overfitting, we applied the dropout [36] with the probability of dropping out rate $p = 0.25$, and GlorotNormal kernel initializer [37].

We used the scikit-learn library [38] and Keras [39] in Python to implement our model. No preprocessing was required to deal with missing data. The data was divided into 60% training, 20% validation, and 20% testing. To make our results more consistent, we used the $k$-fold cross validation ($k = 5$) [40]; each dataset was divided into $k$ subsets called folds, the model was trained on $k - 1$ of them and tested on the left out. This process was repeated $k$ times, and the results were averaged to get the final one. Furthermore, we also employed the univariate feature selection with sparse data from the learning representation feature space. This selection process works by selecting the best features based on univariate statistical tests named SelectKBest algorithms, which removes all but the $K$ highest scoring features (K = 20000).

To effectively assess the performance of our method, metrics including accuracy, precision, recall (or sensitivity), and F1 score were used [41]. These metrics are defined as follows:

\[
\text{Accuracy (acc)} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Precision (pre)} = \frac{TP}{TP + FP}
\]

\[
\text{Recall/Sensitivity (rec)} = \frac{TP}{TP + FN}
\]

\[
\text{F1-Score (f1)} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

where TN and TP stand for true negative and true positive, respectively, and they are the number of negative and positive patients classified correctly. FP and FN represent false positive and false negative, respectively, representing the number of positive and negative patients wrongly predicted.

IV. DISCUSSION

Table II presents the results of our method. First, among four experiments for dealing with numeric values, experiment 3 yields the best performance. Encoding the decimal point into a string “DOT” has helped the learning representation process retain the information from numeric values. It is also interesting to mention that when we keep all numeric values and do nothing (experiment 1), the results are worse than if we remove all the
numbers and their units (experiment 2). Experiment 4 confirms that if the numbers are extensively encoded, it will negatively affect the result, lowering the performance.

The combination of TF-IDF and MLP-NN consistently outperforms other combinations with overall performance and is the most stable in all circumstances. Without any feature selection, the proposed framework yielded an overall classification performance with acc, pre, rec, and f1 of 85% and 84%, 85%, and 84%, respectively. Also, the representation matrix from the TF-IDF above is sparse because every word is treated separately. Hence, the semantic relationship between separated entities is ignored, which would cause information loss. Therefore, if the feature selection (SelectKBest) was well applied and tuned, it could improve up to 3–4% for each evaluation in the overall performance. Consequently, it achieves the best performance with 89%, 89%, 88%, and 88% for acc, pre, rec, and f1, respectively. And, the detailed confusion matrix showing the classification of positive cases (1) and negative cases (0) is shown in Fig. 3.

Furthermore, with limited data, the BoW and TF-IDF have proven their capacity to better retain information from the notes representation. It has been shown in [31] that the TF-IDF has the highest accuracy compared to neural word embeddings in short text classification (less than 20 words per sample). In our study, we could not increase our samples beyond 80 words per sample. However, our results show that the TF-IDF performs better than the neural word embedding when used on short narratives (approximately 80 words per example in our case). It is in agreement with the comparison discussed in [31]. The difference in performance was less significant in our case. One can expect the neural word embeddings to outperform others approaches, when the word number increases as shown in [42].

Besides, with the same learning presentation approach (BoW, TF-IDF, or neural word embeddings), the LR classifiers had better performance than GaussianNB classifiers. The results align with the theoretical and experimental analysis from [32], [43]. LR performs better with smaller data sizes because it effectively approaches its lower asymptotic error from the initial learning steps. However, MLP-NN models always dominated with their best generalization. They have achieved their generalization capacity because the misclassification probability can be reduced and trained closer to optimal points that cannot be achieved with simple algorithms [44].

By applying the dropout \((p = 0.25)\) [36], GlorotNormal initializer [37], and balancing the classes by using the Bayes Imbalance Impact Index [45], the classifier was successful in avoiding the overfitting. Primarily, Fig. 4 represents the Area Under the Curve (AUC) with respect to the epoch for the training and validation. We can see that the classifier can achieve nearly 100% of separability of the two classes during the training. The classifier can achieve almost 90% of the separability during the validation. The distance between the two curves does not change with the increasing epoch number. And, the validation curve does not drop out to the growing epoch number. This indicates the algorithm does not overfit.

We also tested with the model CamemBERT, which is specifically a transformer-based language model for the french language [46]. It is motivated by the success of a Bidirectional Encoder Representations from Transformers (BERT) for natural language understanding [47]. Unfortunately, the result was not as good as expected; we could only achieve less than 60% accuracy, even though we applied the drop-out technique as recommended from the study [48]. We continued investigating with the simpler Transformer, which is solely based on attention mechanisms through the connection of the encoder and decoder [49], and it is implemented by Keras [50]. The result has achieved a decent performance compared to advanced and complicated BERT-based models. However, it is still far below the performance from the simple MLP-NN, where the highest precision and recall are continually fluctuating at around 80% as shown in Fig. 5. Moreover, from the result of Fig. 5, we can conclude that the transformer-based model underperforms in classification tasks for a small sample size, short of clinical NLP. This conclusion is in agreement with the limitations identified and discussed in [51]; the authors have proved that the transformer-based model was well suited for understanding the contextual meaning of a long sequence rather than understanding key words or phrases.

### Table II: Summarization of Experiments Performance Evaluation

| Representation | Exp_1 | Exp_2 | Exp_3 | Exp_4 |
|----------------|-------|-------|-------|-------|
|                | acc   | pre   | rec   | f1    | acc   | pre   | rec   | f1    | acc   | pre   | rec   | f1    |
| BoW            |       |       |       |       |       |       |       |       |       |       |       |       |
| GaussianNB     | 0.80  | 0.77  | 0.81  | 0.79  | 0.81  | 0.80  | 0.82  | 0.81  | 0.82  | 0.80  | 0.83  | 0.81  | 0.81  |
| TF-IDF         | 0.81  | 0.78  | 0.81  | 0.79  | 0.81  | 0.80  | 0.82  | 0.81  | 0.81  | 0.81  | 0.84  | 0.82  | 0.81  |
| Embedding      | 0.74  | 0.72  | 0.79  | 0.75  | 0.76  | 0.74  | 0.79  | 0.76  | 0.75  | 0.75  | 0.82  | 0.78  | 0.76  |
| GaussianNB     | 0.72  | 0.71  | 0.77  | 0.74  | 0.76  | 0.71  | 0.79  | 0.75  | 0.76  | 0.73  | 0.80  | 0.76  | 0.75  |
| TF-IDF         | 0.76  | 0.74  | 0.79  | 0.75  | 0.82  | 0.81  | 0.83  | 0.82  | 0.85  | 0.84  | 0.85  | 0.84  | 0.83  |
| Embedding      | 0.64  | 0.64  | 0.85  | 0.84  | 0.87  | 0.86  | 0.87  | 0.87  | 0.89  | 0.89  | 0.88  | 0.85  | 0.84  |
| GaussianNB     | 0.77  | 0.76  | 0.78  | 0.77  | 0.79  | 0.79  | 0.79  | 0.79  | 0.81  | 0.81  | 0.80  | 0.78  | 0.78  |
| MLP-NN         | 0.80  | 0.79  | 0.80  | 0.79  | 0.80  | 0.80  | 0.80  | 0.80  | 0.84  | 0.84  | 0.83  | 0.81  | 0.79  |
V. Conclusion

We have employed both learning representation and machine learning algorithms to tackle the French clinical natural language processing for detecting cardiac failure in children at CHUSJ. We have extensively conducted and analyzed a conceptual framework to detect a patient’s health condition from the contextual input to the contextual output. Our numerical results have confirmed the feasibility of the proposed design by combining TF-IDF and MLP-NN; the proposed mechanism could also be improved with the feature selection from the learning representation vector space. Consequently, the proposed framework yields an overall classification performance with 89% accuracy, 88% recall, and 89% precision.

Secondly, we assumed that the numeric values significantly contribute to the classifier. Instead of losing them, we addressed different decoding approaches for numeric values in our work. In our case study, encoding the decimal point into a string “DOT” has helped the learning representation process retain the information from the numerical values in clinical notes. Otherwise, it is better to remove the numeric values rather than keep them without any encoding, or extensive encoding.

Finally, with the MLP-NN learning algorithm, we can train closer to optimal architectures, which cannot be trained with simple algorithms (LR, GaussianNB, RF, MultinomialNB, and SVM). Although BERT-based models are currently known as the state-of-the-art in natural language processing tasks, the final results suggest that these Transformer-based methods perform less effectively than existing alternatives.

One of the limitations is that the CDSS is still under development (in process currently). The next step of our project is to create the CDSS to diagnose ARDS early by integrating this NLP algorithm with the other algorithms on hypoxemia and chest X-Ray analysis. When the integration is done in the PICU electronic medical infrastructure, we will validate the CDSS’s ability to screen ARDS prospectively. Furthermore, future research should carefully consider the potential effects of numerical values alongside unstructured notes. Ideally, an algorithm, which can automatically extract and represent the numerical values from the clinical notes, should be investigated for further validation. This may be a promising aspect of using a semantic neural network to determine the boundaries and extract the numerical values from the text. And, generative learning has a great potential for an evaluation [12].
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V. Supplementary Materials

The additional exploratory data analysis from the data pre-processing step is presented in supplementary materials. We also provide an overview theoretical explanation of employed methods for clinical note representation learning, machine learning classifiers, and imbalanced learning in that document.
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