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\section*{ABSTRACT}
Despite significant improvements being made in control and safety systems, near-miss incidents and adverse accidents continue to occur in the industry. Indeed, humans have a vital role in process control success or failure due to their responses to abnormal situations and alarms. A broad study on the alarm system performance shows that good rationalization and accurate prioritization of alarms should increase the efficacy of alarm systems and improve operator decision performances. This paper discusses current gaps in alarm prioritization approaches. It then proposes a method based on Graph theory and metrics capabilities to facilitate and improve the alarm prioritization process. The method is developed based on the causal and layer of protection modeling, followed by measuring the graph metrics for prioritization purposes. Finally, the proposed method is evaluated through implementation in a simulated case study. Results show that this approach facilitates similar achievement to the alarm workshop and produces more valuable data to the cascade of abnormal situations in a structured method and shorter time.
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\section*{I. INTRODUCTION}
Alarm systems and operator responses to them are crucial in effectively managing process deviations and abnormal event situations. Reising \textit{et al.} [1] define abnormal situations in process industries as “any process or operation disturbance that requires an operator action promptly to restore the plant to a normal operating condition.” These disturbances can emerge from complex interactions between different process or system components; for instance, in a medium-scale refinery, thousands of different abnormal situations or system malfunctions may occur [2]. Traditionally, from an alarm system design point of view, each abnormal event should activate an alert or alarm to notify the operator that a disturbance in the system needs to be managed to not escalate into an unwanted accident.

Over time, the complexity of process operations and the span of operator control has increased [3]. Indeed, the number of alarms per operator in process plants has increased exponentially from less than 100 in 1960-2000 to approximately 4000 in recent years [4], [5]. Under this load, operators are expected to perform well and make appropriate decisions in all circumstances [6]. Issues like alarm floods or nuisance alarms may lead to miscommunication with the operator and loss of operators’ situation awareness, leading to an adverse loss of control event or an unwanted shutdown. Nuisance and chattering alarm issues distract operators, whereas alarm floods easily confuse or overload operators [7]. All of these factors adversely impact operator performance through missing either the required response order or following the priority of alarms to response [7], [8]. As a result of increasing size and complexity, alarm system issues that include chattering alarms, nuisance alarms, and alarm floods commonly occur in many systems.

Chattering alarms frequently change status from activation to deactivation in a short period [9], which lead to disturbing the operator from proper decision making and correct action due to noise and disturbance. Indeed they can confuse operators by activating many other alarms [2]. Nuisance alarms, like chattering, fleeting, or stale alarms, activate excessively,
manage abnormal situations. This approach aims to produce important alarms presented to the operator when trying to prioritize that reduces the number of unnecessary and less floods. It does so by proposing a method for better alarm rationalization was introduced in [17] and takes a step towards developing practical solutions that comply with the standards and guidelines to address concerns with alarm management lifecycle for abnormal situation management. It introduced a method to define the requirements and the recommendation for effective alarm management. The most crucial feature of ANSI/ISA-18.2 is the introduction of ten stages of the alarm management lifecycle for abnormal situation management (ASM) [9], [15]. The USA Chemical Safety Board (CSB) recognized the importance of this revised standard through references in accident investigations [9], [16]. Engineering Equipment and Materials Users Association (EEMUA) introduced EEMUA-191 (Alarm systems: a guide to design, management and procurement) to complement ANSI/ISA 18.2. EEMUA-191 prescribes the requirements for alarm systems and acknowledges human limitations regarding the management of alarms. It introduced a method to define the level of manageability for the number of activated alarms, defined alarm flooding based on the number of activated alarms, and described processes to define alarm attributes [2]. Despite the work done on the standards and guidelines, alarm issues are still commonplace in the process industries. This paper follows our previous research in which a method for alarm rationalization was introduced in [17] and takes a step towards developing practical solutions that comply with the standards and guidelines to address concerns with alarm floods. It does so by proposing a method for better alarm prioritization that reduces the number of unnecessary and less important alarms presented to the operator when trying to manage abnormal situations. This approach aims to produce an alarm system that notifies the operator in a timely manner that enhances the operators’ decision-making process instead of adversely impacting.

The remainder of the paper is organized as follows. Section II reviews the literature and describes the alarm management challenges and the related engineering requirements. Section III introduces the proposed modeling and metrics to improve the prioritization process. Section IV shows the prioritization approach applied to the Tennessee Eastman Process (TEP) model. Section V provides a discussion. Finally, Section VI concludes the paper and explains future research directions.

II. LITERATURE REVIEW

System safety requirements for abnormal operational events must be considered to develop a safe and productive operation without unnecessary trips or downtime [18]. ASM in large systems is critical for keeping an operation productive and safe [19]. Producing the required control requires a defence in depth or layers of protection approach that sometimes demands human intervention that can be prompted by notification with alarms. IEC 61511 defines the layers of protection as showed in Fig. 1 to prevent or mitigate plant hazards.

The process control layer, which includes the basic plant control system (BPCS), controls operational variables automatically based on predefined logic to maintain production close to the optimal level. The alarm layer is designed for operator intervention to prevent product loss, hazardous failures or unnecessary shutdowns [22]. In alarm engineering, the design and implementation of effective alarms at each layer of control or safety are essential. Finally, the safety instrumented layer, which includes a safety instrumented system (SIS), measures operational variables to detect hazardous conditions and trigger automatic emergency shutdowns [20]. The mentioned layers above are preventive layers of protection. The remaining layers are mitigative layers to reduce the consequences of the incident.
The failure of alarm systems as a layer of protection may lead to disastrous incidents, for example, in Buncefield Oil Depot, where a failure of a tank-level transmitter prevented the high-level alarm activating, and the liquid level continued to rise in the tank to the ‘ultimate’ high level. Then the following protection layer, an independent safety level switch, failed to trigger and stop filling, which ensuing tank overflow incident that resulted in a 1.6 billion USD loss [23], [24]. Alarm system failure was also a major contributing factor in the BP Texas refinery explosion that resulted in fatalities, injuries and 1.5 billion USD loss, the layer of protection and alarm system failure [25]. However, some alarm issues can be resolved by improving the design and rationalization of alarms. For instance, greater alarm setpoint precision and alarm offset (dead-band) based on the process conditions can significantly decrease alarm chattering and nuisance alarms [26].

On the other hand, alarm flood is a more complex issue to cope with for the operators, which requires better alarm rationalization and prioritization due to a load of active alarms [27]. For instance, in the Texaco Refinery in Milford Haven, two operators received more than 275 alarms in less than 11 minutes which caused alarm system failure as a layer of protection [28]. This exceeds the recommended ten alarms per ten minutes, which is deemed as the limit of an operator’s ability to manage alarms safely [2].

In moderately-sized process plants with thousands of alarms defined, alarm management is time-consuming for the operation [29]. Therefore, tools and techniques are required to rationalize and prioritize alarms to ensure safety and maintain plant operation efficiency [30]. Not only is responding to each alarm promptly a critical part of effective abnormal situation management, but the order of responses also impacts the alarm management performance [9]. The response order can be related to the alarm priority and the operator’s understanding of the root causes of the abnormal events. This study takes a step towards addressing the gaps in alarm issues by developing a method to prioritize active alarms in a manner that helps improve operator understanding about progressing abnormal situations.

A. ALARM RATIONALIZATION AND PRIORITIZATION

The complexity of modern control and safety systems means that alarms are activated in ways that can overwhelm operators, making it difficult for them to respond to situations correctly [31]. Spurious and irrelevant alarms distract operators from their tasks and result in ignored high-priority alarms [32]. Alarm rationalization aims to reduce the number of alarms presented in abnormal situations, following some practices like eliminating unnecessary or repeated alarms (to avoid operator overloading) and revising alarm attributes (to reduce alarming issues and identify alarm priorities) [33]. Alarm attributes include setpoints, dead bands and responses, like the critical timing, appropriate action, and procedures. These attributes should be verified and updated accordingly during commissioning and startup to reduce nuisance or failed alarms. Based on ISA-18.2, appropriate alarm management is an ongoing activity that occurs throughout the lifecycle. All changes need to be updated and revalidated due to the consequences and impact of those changes. Alarm rationalization aims to define the minimum alarm set required for maintaining normal operation. Rationalization is essential as it removes redundant and unnecessary alarm load for the operator.

Alarm prioritization helps to reduce the likelihood of excluding critical alarms and assisting operator decision-making [11]. Prioritization is the critical part of the alarm rationalization, and each priority is often defined by the severity of the consequences and required response time [9]. The EEMUA defines the requirements of the alarms to be unique and related to the particular process variable with an assigned priority level. During operation, operators face hundreds of alarms and should be able to take the necessary corrective actions in the correct order, based on alarm priorities. ANSI/ISA 18.2 recommend rules for alarm prioritization, as shown in Table 1.

### TABLE 1. Priority setting [2].

| Priority | Level            | Range       |
|----------|------------------|-------------|
| 3 levels | low, medium, high | ~80%, ~15%, ~5% |
| 4 levels | low, medium, high, highest | ~80%, ~15%, ~5%, ~1% |

If operators do not respond to alarms according to the required-response timing and priority levels, an alarm flood may result and lead to loss of plant control [34]. According to EEMUA-191, ten alarms per ten minutes is the limit of an operator’s ability to manage alarms safely [2]. Alarm prioritization is usually achieved by considering the severity of the consequences as defined in a risk matrix [15], [35]. For example, some reports recommend that alarms be prioritized into 3 or 4 [9], while others recommend six [35]. In complex systems, each category may contain hundreds or thousands of alarms. Hence ordering alarms in each priority level assists the operator in returning the condition to the normal state in a shorter time [11].

B. ALARM MANAGEMENT CHALLENGES

Most of the challenges related to ASM in process plant operations occur during operation startup and when the operation is functioning close to design limits to maximize productivity [4], [36]. More human intervention is required in both situations as operations are exposed to more disturbances and abnormal events. When the BPCS cannot control the anomalies, operator intervention is needed to resolve the abnormal situation before safety systems shut down the operation. Alarm systems can be unsatisfactory when designed without careful consideration of human capabilities and limitations, as recommended by EEMUA-191 and shown in Table 2. Design teams usually tend to consider more alarms as adding extra alarms is relatively cheap with new technologies,
leading to alarm issues like nuisance alarms and alarm floods. Therefore, to reduce human error in process industry operations, operator skills, tasks, and concentration levels must be considered in the alarm design process [32].

C. SAFETY-CRITICAL ALARMS

Safety alarms, as IPL alarms, are related to critical hazards or have a key role in controlling those hazards. Safety-critical alarms are classified as highly managed alarms (HMA) that require well-developed documentation and procedures. According to IEC61511/ISA-84, a critical safety alarm applied to an SIS should be independent of BPCS and considered an independent protection layer (IPL). A common failure mode for safety-critical alarms, like operators, procedures, and systems, needs to be considered to verify the claimed risk reduction factor. Therefore, a human error analysis should be applied to calculate operator reliability to manage alarms within the maximum response time in a prescribed working environment. The process safety time is critical in determining the maximum available response time to achieve the required risk reduction for a process [20], [22]. EEMUA191 recommends that corrective actions shall be described clearly with sufficient details. Periodic training and testing are required for operators to respond to alarms appropriately [2].

D. ALARM PRIORITIZATION

Regardless of some improvements in alarms rationalization and prioritization process, alarm flood and failure in managing alarms are still significant issues in abnormal situation management [30]. Therefore, an advanced alarm prioritization method is recommended to track the process and provide more detailed priority information, particularly within process upset peak alarm activation rate [11]. Suppose alarms can be prioritized in a way that matches the real-time operational priorities. In that case, operators are more likely to maintain more accurate situational awareness and respond more efficiently to alarms.

A couple of studies in the last decade have tried to address the prioritization problem for alarm management. Naghoosi et al. [37] and Foong et al. [19] developed a solution with the fuzzy logic method, Kondo et al. [38], Dorgo and Abonyi [39] and Niyazmand and Izadi [40] applied data mining to prioritize alarms, Bayesian network modeling like Wunderlich and Niggemann [41], Stief et al. [42], Naderpour et al. [43]. All the mentioned researchers offer substantial ways to prioritize alarms, but they need sufficient actual operational datasets in all operational modes to increase their accuracy; therefore, it is impossible to apply these methods in the design phase. The motivation for this research is to develop a method to assist the design team in prioritizing alarms prior to commissioning and then use the priority index for the alarm management lifecycle.

III. ALARM PRIORITIZATION AND MANAGEMENT

This section presents the proposed alarm prioritization and management method that uses the design alarm data to prioritize alarms. The proposed method relies upon our previous research on process alarm modeling using graph theory [17], in which each alarm links to the next available alarm based on the process control and flow from one equipment to the next one; or from lower protection layer to the higher level until reaching to a trip alarm. In doing so, this model integrates all alarms in one model so that further detailed analysis can be performed. The current paper develops a method for alarm prioritization based on Graph metrics.

A. GRAPH THEORY AND METRICS

Graph theory is a powerful tool that has been used in the last decade to solve complex issues [44]. A graph includes nodes and links $G = (N, L)$ where $G$ is a function of $N$ and $L$ where $N$ is a set of nodes $(n_1, \ldots, n_N)$, and $L$ is a set of connections $(l_1, \ldots, l_L)$. Each graph is also known by the related adjacency matrix $A(G) = \{a_{ij}\}$ as $n \times n$ matrix ($A \in \mathbb{R}^{n \times n}$) of zeros and ones, where there is a connection between $n_i$ and $n_j$ then $a_{ij} = 1$; and $w_{ij}$ is the weight of the link $l_{ij}$. An eigenvalue $\lambda$ of the $G$ is define $\text{det} (A - \lambda I_N) = 0$; where $\lambda = (\lambda_1, \ldots, \lambda_N)$ is a set of real values as $A(G)$ is a symmetric matrix [45]. Graph metrics assign values to each node which reveals information about, i.e. connectivity, importance or clustering; which shows patterns of connections, detail structure of the graph.

**TABLE 3.** Graph metrics.

| Metrics | Description |
|---------|-------------|
| PageRank | $(1 - \alpha) x = (1 - \alpha) v_0$; where $0 < \alpha < 1$ and $x(0) = 0$ or $x(0) = v$ [47], $X_{k+1} = aP(x)(1 - \alpha) v_0$, where $x(0) = v$ or $x(0) = 0$ (1) |
| Degree centrality | $DC(n_i) = \frac{Q(n_i)}{N-1}$ (2) |
| Betweenness centrality | $BC(V_i) = \frac{\sum_{\text{res}} \frac{\delta(V_i, V_j)}{\delta(V_i, V_k)} - \delta(V_i, V_j)}{(|V| - 1)(|V| - 2)/2}$ (3) |
| Closeness Centrality | $CC(V_i) = \frac{\sum_{\text{res}} \text{distance}(V_i, V_j)}{|V| - 1}$ where distance $(V_i, V_j)$ is the shortest distance between those two nodes (4) |

i. PageRank, introduced by Page et al. [47], is a complicated algorithm in graph analytics that measures nodes’ transitive influence or neighbours’ influence. PageRank measures the connectivity of nodes by iteration or by counting how many hits will occur on
B. ALARM GRAPH MODELING (AGM)
A modern process plant has thousands of alarms, and each alarm has dozens of attributes; therefore, a powerful tool is required to manage this big data. A relational database can be a suitable solution that can be made from the master alarm database, including all inaction alarm consequences. The resulted relational database can be converted into a graph model. Each alarm is one node in the graph, and inaction consequences are the links. Other alarm characteristics are considered as in the node weights or attributes [51]. We previously developed a rationalization model called Alarm Graph Modeling (AGM) [17]. The AGM is a graphical alarm representation based on the causality and layer of protection characteristics to display the order of alarms, track cascading alarms, and help detect nuisance alarms. In AGM, all defined alarms are considered nodes. According to the processing logic, they link together based on the process variable correlations on each equipment and then from equipment to equipment or sub-systems according to process flow to end in trip alarms [17].

C. ALARM PRIORITIZATION METHOD
Prioritization is the critical part of the alarm rationalization. We propose here a qualitative and systematic solution for prioritization problem through providing priority indexes (Pis) by the following steps:

Step 1: Set objectives and boundaries of investigation. This method studies alarms and trips defined in the alarm system and related to the alarm layer of protection.

Step 2: A graph model underlying AGM consists of alarms and trips, as nodes and causality as a directed link between them are developed. More details for AGM can be found in the previous paper [17].

Step 3: Using the graph model developed in Step 2, the following PIs are calculated:

- PI-1: The highest priority includes alarms in AGM that are the closest node to an incident and usually contains safety alarms as the last barrier to the trip or plant emergency shutdown. These alarms are identifiable by using the graph distance function (distance from a trip).
- PI-2: The high priority category contains alarms with high numbers of outgoing links. If an operator fails to respond, it will cause further alarm activation propagation and consequently can result in an alarm flood. This process will be done with Page Ranke and the outdegree function.
- PI-3: The medium category includes alarms with more links as this category of alarms connects more paths to trip, consequently changing the pattern of the proceeding failure. Indegree function and betweenness centrality functions support this process.
- PI-4: The low priority category is for the alarms remaining on the short path ending in trip alarms. This step is supported by the Shortpath function- Dijkstra [52].
- PI-5: The lowest priority category contains the remaining alarms.

Step 4: The developed AGM will be used to evaluate the change impacts as a change management integrity tool.

### TABLE 4. Equipment constraint list [54].

| Process variable       | Normal operation | Shutdown limits |
|------------------------|------------------|-----------------|
|                        | Low   | High | Low   | High  |
| Reactor Pressure       | none  | 2895 kPa | none  | 3000 kPa |
| Reactor Level          | 50% (11.8 m³) | 100% (21.3 m³) | 2.0 m³ | 24.0 m³ |
| Reactor temperature    | None  | 150 °C  | NA    | 175 °C |
| Product separator level| 30% (3.5 m³) | 100% (9 m³) | 1.0 m³ | 12.0 m³ |
| Stripper base level    | 30% (3.5 m³) | 100% (6.6 m³) | 1.0 m³ | 8.0 m³ |

IV. CASE STUDY
TEP is a process model introduced by Downs and Vogel in 1993. Since then, it has been used broadly in process control research to investigate controllability challenges associated with its non-linear characteristics and open-loop instability [53]. The TEP model contains five major equipment, including a two-phase reactor, a partial condenser, a separator, a stripper, and a compressor, as shown in Fig. 2 [54]. TEP includes a large number of measured processes and independent variables that can be manipulated. Two products (G and H) are produced from four reactants (A, C, D, and E). A further inert trace component (B) and one by-product (F) are present. The gaseous reactants are fed to the reactor, where they transform into liquid products. The following reactions take place in the gas phase [54]:

\[
\begin{align*}
A_{\text{gas}} + C_{\text{gas}} + D_{\text{gas}} & \rightarrow G_{\text{liquid}}
A_{\text{gas}} + E_{\text{gas}} & \rightarrow H_{\text{liquid}}
A_{\text{gas}} + C_{\text{gas}} + E_{\text{gas}} & \rightarrow H_{\text{liquid}}
3D_{\text{gas}} & \rightarrow 2F_{\text{liquid}}
\end{align*}
\]
A. PROCESS CONSTRAINTS
Table 4 lists process constraints related to the equipment protection which need to be incorporated into the alarm system, alarm setpoints and shutdown limits. The TEP model is based on a real non-linear process rather than a complex multi-component system [55]. The process has 41 measurements and 12 manipulated variables [53]. Ricker developed a multi-loop controller and simulation under MATLAB/Simulink, including C-Mex and S-functions [56].

A partial HAZOP was executed to identify the possible process safety hazards and abnormal situations for TEP cascading events, like spillover or massive release, which are detailed in [57].

B. TEP MODEL SIMPLIFIED ALARM PHILOSOPHY
The alarm philosophy is developed for the TEP based on the applicable standards and best practices, which define alarm attribute requirements, rationalization and prioritization prerequisites, operation needs, change management, and audit requirements. The simplified alarm philosophy is as follows:

1) PURPOSE
The alarm system is in place to maintain normal operating conditions and prevent unnecessary trips or accidents. The operational alarms are connected to the plant BPCS, and safety alarms are connected to the SIS, including the fire and gas system (FGS) alarms. The SIS alarms also include safety-critical alarms activated before a trip occurs [20], [58].

2) DEFINITION
According to the IEC-62682, alarms should be related to a unique sign of an abnormal event with an explicit response action and an identifiable response time [59].

3) PRIORITIZATION
The priority of alarms should be clear to enable the operator to manage the underlying problem effectively. Each alarm should be distinguishable and logical to guide the operator and facilitate effective decision making [9].

C. ALARM SYSTEM DESIGN
The alarm philosophy abstracted above was applied to the design of the alarm system whilst the following hazards were considered for the simulation: equipment failure, overfilling, spillover, uncontrollable reaction, overpressure protection, over-temperature, and leakage or massive release [57]. Alarm setpoints are generally set below operation design limits according to the rulesets mentioned in Table 5 unless an adjustment is required during commissioning and startup.

Alarm response-times were defined as per the below criteria in Table 6 in which if specific process characteristic required quicker or slower response times:

- Safety-critical alarms or those alarms related to the SIS (that cause a trip) should be responded to in less than three minutes to prevent spurious trips or accidents.
- Alarms related to the fast process reactions should be responded to between 3-15 minutes.
- Alarms related to non-urgent abnormal events should be responded to between 15 to 60 minutes.
- Other abnormal events should be considered an alert with a response time over 60 minutes [60].

D. TEP ALARM SYSTEM
The development of the proposed alarm system is based on the well-known MATLAB/SIMULINK simulation on the TEP by Bathlet et al. [55]. This simulation includes the original codes developed by Vogels et al. with some minor updates to the C-Mex/S-function component of the simulation [61].

Past studies involving the TEP model focused more on the controlling strategies to make the whole process operation stable and on optimizing the process operation. However, for model applications involving alarm management, alarms must first be identified and implemented into the TEP simulation to measure the process variables and activate the alarms when in abnormal conditions. In this study, 74 alarms were defined for process control and safety to enable monitoring of process variables such as pressure, temperature, flow, level, and quality. For this component of the study, the following three simple rules have been defined for alarm philosophy:

- High and low alarms are considered alarms related to the BPCS, with agitator, pump, and compressor failure alarms also considered connected to the BPCS.
- High-high and low-low alarms are considered trip alarms, near misses, or incidents and belong to SIS.
- Nine trips are defined for the TEP, including a reactor trip, condenser trip, cooling system trip, stripper trip,
reboiler trip, downstream overfill, purge increase, and production loss. All these trips are simply called the plant trip for this study.

E. DEVELOPING AGM FOR ALARM PRIORITIZATION

Activation of each alarm is likely to increase the probability of activating linked alarms if the previous alarm is not responded to; hence, connections are drawn between defined alarms by following the process flow, process control and IPL logic. For example, flow alarms can increase the probability of activating level and pressure alarms (if process fluid contains high-temperature vapour), temperature alarms can link to pressure alarms, level alarms on one piece of equipment can link to level alarms on adjacent equipment, high alarms can connect to high-high alarms on higher protection layer, and so on. Finally, alarms can end in a trip alarm, as illustrated in Fig. 3. The main advantage is to capture all alarms in one model for further detailed studies and rationalization purposes, e.g. alarm justification, safety design review as detailed in the rationalization paper [17]. This study applies the introduced method for prioritization in section III to the TEP. AGM is fully connected, and there is not any singular alarm or separated part, which can be a sign of good alarm system design as each abnormal situation can end in a trip alarm. Fig. 4 shows the shortest alarm activation paths to trip for the TEP, which is developed by the graph "Shortpath" that in each path, diverse alarms are considered before the trip alarms. The identified Activation Path To Trip (APTT) can be used to provide a more accurate guide for the operators at the design stage.

Path A: The high-pressure scenario on the reactor causes a reactor trip and consequently the plant emergency shutdown. The left branch of this path can result from either the high temperature of the feed gases or the failure of the cooling system on the right branch of path A. Hence, on the left branch, the feeder flow needs to be reduced, or the temperature of the feeder gases need to be treated in the pre-treatment facilities. Nevertheless, on the right branch operator need to increase the flow of the cooling water (or, in case of cooling system failure, then interrupt the operation).

Path B: Low temperature in the reactor will cause loss of production as it interrupts the reaction; the temperature of the feed gases should be maintained at the desired level of temperature. Also, the outlet temperature of the cooling systems (TAL-16) shows the high-flow or low temperature of the cooling water system, which should be controlled to keep the reactor temperature in the normal area.

Path C: Stripper temperature should not be below a specific limit; path C shows the low-temperature failure path for the stripper, which causes production loss or quality loss and trip. This can happen due to boiler failure or the low temperature of feed lines.

Path D: This path is related to overfilling the reactor; the proper action is to stop feeding the reactor or discharge it; otherwise, it progresses to trip and will trigger with pattern A if not appropriately treated.

Path E: The path is related to the low amount of the fluid to start the reaction that will lead to reactor trip unless the operator increases the filling rate into the reactor.
Path F: The path shows the overfilling pattern of the separator, which needs to increase the discharge from the separator via the pump, or the purge rate will increase and cause the trip.

Path G: The path shows the pattern that overfills the stripper that may end in the boiler trip to prevent leak or release.

Path H: It displays the pattern to the empty splitter, which causes trips to the boiler and operation.

Path I: It shows the failure pattern, which increases the purge rate and causes the trip. This left branch of this pattern is related to high temperature and pressure, and the right is related to the discharge pump failure.

Path J: It shows the high temperature and pressure on the separator, which also can be triggered by path F.

Path K: It shows the overpressure scenario in the stripper and trips the boiler.

The mentioned patterns are the major shortest alarm activation paths that may occur individually at the same time or trigger each other due to the correlation between the variables. Therefore, these APTTs aim to provide the opportunity to define a more effective operator recommended response according to the pattern of alarm activation; moreover, these patterns can be used in the alarm workshop activity to justify the number and diversity of alarms in each path.

Table 7 shows the measured graph metrics for the TEP based on the developed AGM. The related graph metrics data are used to determine PIs in the five proposed categories. The last column shows the PI ranking based on graph metrics versus the current priority in the second column, in which alarms are prioritized based on the conventional method.

- PI-1: The critical alarms are in the PI-1 category, which shows their importance for the safe operation, and they are primarily included high-high and low-low alarms. This group of alarms in PI-1 are matched with the conventional method results due to their consequences. Also, some of the other priorities are changed based on their essential role in the graph, (i.e. TALL-12 and LALL-16) are moved to PI-1 due to distance and outdegrees. However, they have medium priority based on the conventional method.

- PI-2: This category is allocated to those alarms with high centrality value and high outdegree as the significant alarms due to the importance and causing an alarm flood. Some alarms, e.g. LAH-01, LAH-09, LAH-13, LAL-10 and CPF-01, with low severity of consequences, have PI-2 based...
FIGURE 4. Major APTFs.

FIGURE 5. AGM vs. alarm management lifecycle.
### TABLE 7. TEP dynamic alarm prioritization.

| Alarm Tag | Priority | Alarm Function | Consequence Alarms | Centrality (Eq.1) | Indegree (Eq.2) | Outdegree (Eq.3) | Distance (Eq.4) | Priority Index |
|-----------|----------|----------------|--------------------|-------------------|-----------------|-----------------|----------------|----------------|
| TAH-01    | Low      | High-Temperature Alarm on Feed A | TAH-09             | 0.0028            | 0               | 1               | 4             | 5              |
| TAH-02    | Low      | Low-Temperature Alarm on Feed A | TAH-10             | 0.0028            | 0               | 1               | 3             | 5              |
| TAH-03    | Low      | High-Temperature Alarm on Feed D | TAH-09             | 0.0028            | 0               | 1               | 4             | 5              |
| TAH-04    | Low      | Low-Temperature Alarm on Feed D | TAH-10             | 0.0028            | 0               | 1               | 3             | 5              |
| TAH-05    | Low      | High-Temperature Alarm on Feed E | TAH-09             | 0.0028            | 0               | 1               | 4             | 5              |
| TAH-06    | Low      | Low-Temperature Alarm on Feed E | TAH-10             | 0.0028            | 0               | 1               | 3             | 5              |
| TAH-07    | Low      | High-Temperature Alarm on Feed C | TAH-23             | 0.0028            | 0               | 1               | 4             | 5              |
| TAH-08    | Low      | Low-Temperature Alarm on Feed C | TAH-24             | 0.0028            | 0               | 1               | 3             | 5              |
| TAH-09    | Med      | High Temperature Alarm - Reactor | PAH-01, TAH-11, TAH-19, TAH-21, TAH-15 | 0.0327           | 8               | 5               | 3             | 2              |
| TAH-11    | Med      | High-High Temperature Alarm- Reactor | TAH-15, PAH-01, PAH-02, TAH-19, TAH-21, TAH-24 | 0.0684           | 5               | 2               | 2             |                |
| TAH-10    | Low      | Low-Temperature Alarm - Reactor | TAH-12             | 0.0257            | 6               | 3               | 2             | 3              |
| TAH-12    | Med      | Low-Low Temperature Alarm-Reactor | TAH-16, TAH-19, Trip | 0.0161           | 1               | 3               | 1             | 1              |
| TAH-13    | Low      | High-Temperature Alarm on CWS | TAH-09, TAH-15     | 0.0028            | 0               | 2               | 4             | 4              |
| TAH-14    | Low      | Low-Temperature Alarm on CWS | TAH-10, TAH-16     | 0.0028            | 0               | 2               | 3             | 5              |
| TAH-15    | Low      | High-Temperature Alarm on CWR | TAH-09, PAH-01     | 0.0134            | 4               | 2               | 3             | 4              |
| TAH-16    | Low      | Low-Temperature Alarm on CWR | TAH-10             | 0.0142            | 3               | 1               | 3             | 5              |
| TAH-17    | Low      | High-Temperature Alarm on CWS | TAH-21, TAH-19     | 0.0028            | 0               | 2               | 4             | 4              |
| TAH-18    | Low      | Low-Temperature Alarm on CWS | TAH-20             | 0.0028            | 0               | 1               | 5             | 5              |
| TAH-19    | Low      | High-Temperature Alarm on CWR | FAH-13             | 0.0262            | 5               | 1               | 6             | 3              |
| TAH-20    | Low      | Low-Temperature Alarm on CWR | FAH-10             | 0.0367            | 4               | 1               | 4             | 3              |
| TAH-21    | Med      | High-Temperature Alarm on Separator | TAH-22, PAH-05, FAH-23 | 0.0131           | 4               | 3               | 3             | 3              |
| TAH-22    | High     | High-High Temperature Alarm Separator | PAH-06, FAH-23     | 0.0658            | 1               | 2               | 2             | 3              |
| TAH-23    | Med      | High-Temperature Alarm on Stripper | TAH-25, PAH-07, FAH-09 | 0.0250           | 3               | 3               | 3             | 3              |
| TAH-25    | High     | High-High Temperature Alarm on Stripper | PAH-07, PAH-08, FAH-09 | 0.0157           | 2               | 3               | 2             | 3              |
| TAH-24    | Low      | Low-Temperature Alarm on Stripper | TAH-26             | 0.0126            | 2               | 1               | 2             | 4              |
| TAH-26    | High     | Low-Low Temperature Alarm -Stripper | Trip               | 0.0136            | 1               | 1               | 1             |                |
| LAL-01    | Low      | High Level Alarm - Reactor | PAH-01, LAL-03, TAH-09 | 0.0470           | 4               | 3               | 2             | 2              |
| LALH-03   | High     | High-High Level Alarm - Reactor | PAH-02, Trip       | 0.0161            | 1               | 2               | 1             |                |
| LAL-02    | Low      | Low-Level Alarm - Reactor | LAL-04, LAL-10     | 0.0314            | 3               | 2               | 2             | 3              |
| LAL-04    | High     | Low-Level Alarm - Reactor | Trip, LAL-10       | 0.0162            | 1               | 2               | 1             |                |
| LAL-09    | Low      | High Level Alarm - Separator | PAH-15, FAH-23, TAH-21, PAH-05, LALH-11, LAL-01 | 0.0148           | 3               | 6               | 2             | 2              |
| LALH-11   | High     | High-High Level Alarm - Separator | PAH-05, PAIL-06, FAH-23, Trip | 0.0649           | 1               | 4               | 1             |                |
| LAL-10    | Low      | Low-Level Alarm - Separator | LAL-18, LAL-12, LAL-14 | 0.0543           | 3               | 3               | 3             | 2              |
| LAL-12    | High     | Low-Low Level Alarm - Separator | LAL-18, LAL-14     | 0.0182            | 1               | 2               | 3             | 3              |
| LAL-13    | Low      | High-Level Alarm - Stripper | LALH-15, PAH-07, FAH-21, FAH-09 | 0.0111           | 4               | 4               | 2             | 2              |
| LALH-15   | High     | High-High Level Alarm - Stripper | PAH-07, PAH-08, Trip | 0.0652           | 1               | 3               | 1             | 1              |
| LAL-14    | Low      | Low-Level Alarm - Stripper | LAL-15, TAH-23, FAH-10 | 0.0621           | 6               | 3               | 2             | 3              |
| LAL-16    | Med      | Low-Low Level Alarm - Stripper | LAL-22, TAH-25, Trip | 0.0264           | 3               | 1               | 3             | 2              |
| FAH-01    | Med      | High Flow Alarm on Feed A | FAH-09             | 0.0028            | 0               | 1               | 4             | 5              |
| FAH-02    | Low      | Low Flow Alarm on Feed A | FAH-10             | 0.0028            | 0               | 1               | 4             | 5              |
| FAH-03    | Med      | High Flow Alarm on Feed D | FAH-09             | 0.0028            | 0               | 1               | 4             | 5              |
| FAH-04    | Low      | Low Flow Alarm on Feed D | FAH-10             | 0.0028            | 0               | 1               | 4             | 5              |
| FAH-05    | Med      | High Flow Alarm on Feed E | FAH-09             | 0.0028            | 0               | 1               | 4             | 5              |
| FAH-06    | Low      | Low Flow Alarm on Feed E | FAH-10             | 0.0028            | 0               | 1               | 4             | 5              |
| FAH-07    | Med      | High Flow Alarm on Feed C | FAH-13             | 0.0028            | 0               | 1               | 3             | 5              |
| FAH-08    | Low      | Low Flow Alarm on Feed C | FAH-14             | 0.0028            | 0               | 1               | 3             | 5              |
### V. DISCUSSION

After reviewing many methods for alarm prioritization, below questions have been raised: can a valid method of alarm rationalization and dynamic prioritization be developed for complex systems? To what extent do the proposed alarm rationalization and dynamic prioritization may improve alarm management efficiency? Most of the available methods use the actual operational dataset for evaluation purposes. Therefore, there was still a need to facilitate rationalization and prioritization at the design stage, which was not demonstrated or discussed in the literature review. The AGM method provides a uniform structure to collect all alarm attributes in one model for a variety of alarm system applications to assess real-time cause analysis and alarm system performance study, which is not addressed in the reviewed literature. Another issue not addressed in the reviewed literature is the enormous amount of effort required to develop the other approaches.

**TABLE 7. (Continued.) TEP dynamic alarm prioritization.**

| PI-9 | Low | High Flow Alarm on Reactor Feed | LAH-01 | 0.0442 | 9 | 1 | 3 | 3 |
| PI-10 | Low | Low Flow Alarm on Reactor Feed | LAH-02 | 0.0291 | 5 | 1 | 3 | 3 |
| PI-11 | Low | High Flow Alarm on Reactor CWS | TAH-10 | 0.0028 | 0 | 1 | 3 | 4 |
| PI-12 | Low | Low Flow Alarm on Reactor CWS | TAH-15 | 0.0028 | 0 | 1 | 4 | 4 |
| PI-13 | Low | High Flow Alarm on Condenser CWS | TAH-20 | 0.0251 | 1 | 1 | 5 | 4 |
| PI-14 | Low | Low Flow Alarm on Condenser CWS | TAH-19 | 0.0028 | 0 | 1 | 7 | 5 |
| PI-15 | Low | High Flow Alarm on feedback line from Separator to Reactor | LAH-01, FAH-09 | 0.0078 | 2 | 2 | 3 | 4 |
| PI-16 | Low | Low Flow Alarm on feedback line from Separator to Reactor | FAH-10, LAH-02 | 0.0034 | 1 | 2 | 3 | 4 |
| PI-17 | Low | High Flow Alarm Separator to Stripper | LAH-13, FAH-07 | 0.0028 | 0 | 2 | 3 | 4 |
| PI-18 | Low | Low Flow Alarm Separator to Stripper | LAH-14 | 0.0259 | 2 | 1 | 3 | 4 |
| PI-19 | Low | High Flow Alarm from Separator | LAH-01, TAH-09 | 0.0028 | 0 | 2 | 3 | 4 |
| PI-20 | Low | Low Flow Alarm from Separator | LAH-02 | 0.0028 | 0 | 1 | 3 | 5 |
| PI-21 | Low | High Flow Alarm to Boiler | TAH-23, FAH-07 | 0.0052 | 1 | 2 | 3 | 3 |
| PI-22 | Low | Low Flow Alarm to Boiler | TAH-24 | 0.0086 | 1 | 1 | 3 | 4 |
| PI-23 | Low | High Flow Alarm - Product | LAH-14 | 0.0125 | 4 | 1 | 3 | 3 |
| PI-24 | Low | Low Flow Alarm - Product | LAH-13 | 0.0040 | 1 | 1 | 3 | 4 |
| PI-25 | High | High Flow Alarm - Purge | Trip | 0.0104 | 3 | 1 | 1 | 1 |
| PI-26 | Med | High Pressure Alarm - Reactor | PAHII-02, TAH-19 | 0.0300 | 5 | 2 | 2 | 2 |
| PI-27 | Med | High Pressure Alarm - Reactor | LAH-09, Trip | 0.0239 | 3 | 2 | 1 | 1 |
| PI-28 | Med | High Pressure Alarm - Separator | FAH-15, FAH-25, PAH-06 | 0.0103 | 4 | 3 | 2 | 2 |
| PI-29 | High | High-High Pressure Alarm - Separator | FAH-25, Trip | 0.0096 | 3 | 2 | 1 | 1 |
| PI-30 | Med | High Pressure Alarm - Stripper | FAH-09, PAH-08 | 0.0216 | 6 | 2 | 2 | 2 |
| PI-31 | High | High-High Pressure Alarm - Stripper | FAH-09, Trip | 0.0180 | 3 | 2 | 1 | 1 |
| PI-32 | Low | Compressor Failure | FAH-16, LAH-09, FAH-25, PAH-05 | 0.0028 | 0 | 4 | 2 | 2 |
| PI-33 | Low | Separator Pump Failure | LAH-09, LAH-14 | 0.0028 | 0 | 2 | 3 | 3 |
| PI-34 | Low | Production Pump Failure | LAH-24, LAH-13 | 0.0028 | 0 | 2 | 3 | 3 |
| PI-35 | Low | Reactor Agitator Failure | TAH-09, PAH-01 | 0.0028 | 0 | 2 | 3 | 3 |
| PI-36 | High | Trip Alarm | Emergency Shutdown | 0.0700 | 11 | 0 | 0 | 1 |

on the operational importance due to the cascading effect derived from AGM. This category of alarms is not possible to capture with conventional methods but will significantly impact alarm management strategy to reduce the load of activating alarms.

PI-3: shows the pivotal alarms which turn paths of alarm activation in case of inadequate alarm response, and they are not mentioned in PI-2. This category of alarms, if poorly responded to, will be hard to address as root causes on downstream alarms due to change in the pattern of alarm activation. LALL-12, TAHH-22 and TAHH-25 are moved to this category after graph analysis shows that they are not adjacent to the trip, and there are high and high-high pressure alarms on the downstream path to the trip. Still, they have a pivotal role and are located in this category due to their metric value. Also, they do not need to be SIS alarms and shall be considered as BPCS alarms.

PI-4: Those alarms in the short paths to failure are not mentioned in the categories mentioned above. The short paths indicate the alarms in the critical time path to the trip, which need to be responded to on time. All the alarms in this category have low priority for the TEP but need to be responded after previous alarm categories to stop APTTs progression.

PI-5 contains the remained alarms as the lowest priority. This group includes FAH-01, FAH-03, FAH-05, FAH-07 from the medium priority group as graph metrics show that they have enough alarms on the downstream paths, so they are assigned to this category.
The proposed approach described here uses the master alarm database (MADB), which is an output of the design stage, to develop the relational database. Then this is used to develop the graph model. There is a variety of methods available to develop MADB, from design documents and smart P&IDs. In this work, this process is performed using MATLAB.

A measurable framework for alarm PI identification proposed in this research systematically prioritizes the alarms. It presents them in a manner aimed at assisting the design team in reviewing the results in a shorter time and comparing them with the results of a conventional method based on the consequence severities. Indeed, the AGM shows the capability to evaluate alarms for alarm workshops without overruling the priority of the safety-critical alarms. At the end of the alarm workshop, the alarm practitioner will be able to review the graphical representation for verification purposes through the whole system lifecycle. In the next step of this research, the proposed approach will be applied to the TEP simulation to evaluate the alarm management performance indications. Time-related factors will be evaluated to investigate how the alarm management issues may be improved with the priority index order decisions.

VI. CONCLUSION AND FUTURE WORKS

Today, many complex systems, including process plants, rely upon advanced control systems that collect a massive amount of data from distributed sensors and indicators from all over the system. Such distributed systems have hundreds of individual alarms and still need human operators to understand and handle abnormal situations. Consequently, sophisticated alarm management methodologies are required to support operators with this understanding and decision making. This paper develops an alarm prioritization method based on Alarm Graph Modeling (AGM) [17] to provide an alarm priority index at the design stage when actual operation data are not available. The proposed method also optimizes alarm response order, which assists in overcoming the difficulties of alarm issues, particularly alarm flood, and improving alarm suppression and shelving techniques. The proposed method is implemented and evaluated through the well-known TEP simulation. The result of the proposed alarm rationalization and prioritization method compared to the results from the traditional method and discussed.

The proposed method will be applied to the simulation. In the simulation’s capacity, the alarm management performance indications will be measured, and time-related factors will be evaluated to show how the alarm management issues may be improved with the priority index order of decisions.

REFERENCES

[1] D. V. C. Reising, P. Bullemer, and B. Colgate, “Abnormal situation management and its relevance to process safety for offshore operations,” in Proc. SPE Offshore Eur. Oil Gas Conf. Exhibit., London, U.K.: Society of Petroleum Engineers, Sep. 2013.

[2] Alarm Systems: A Guide to Design, Management and Procurement, EEMUA 191, EEMUA, London, U.K., 2015.

[3] M. Hassall, “Improving human control of hazards in industry,” in Proc. 19th Triennial Congr. (IEA), vol. 9, 2015, p. 14.

[4] P. T. Bullemer and C. R. Dal Vernon, “Managing human reliability: An abnormal situation management historical perspective,” in Proc. Mary Kay O’Connor Process Saf. Center Int. Symp., College Station, TX, USA, 2015, pp. 27–29.

[5] B. R. Hollifield and E. Habibi, Alarm Management: A Comprehensive Guide: Practical and Proven Methods to Optimize the Performance of Alarm Management Systems. Gurugram, India: ISA, 2010.

[6] J. Krajewski, “Situational awareness-the next leap in industrial human-machine interface design,” Invensys Syst., Houston, TX, USA, White Paper, 2014.

[7] J. Rasmussen and W. B. Rouse, Human Detection and Diagnosis of System Failures. Cham, Switzerland: Springer, 2013.

[8] D. H. Rothenberg, Alarm Management for Process Control: A Best-Practice Guide for Design, Implementation, and Use of Industrial Alarm Systems. New York, NY, USA: Momentum Press, 2009.

[9] ISA 18.2 Management of Alarm Systems for the Process Industries, ANSI/ISA, NSI/ISA, Washington, DC, USA, 2009.

[10] P. T. Bullemer and C. R. D. Vernon, “Managing human reliability: An abnormal situation management historical perspective,” Tech. Rep. 2015.

[11] P. Goel, A. Dutta, and M. S. Mannan, “Industrial alarm systems: Challenges and opportunities,” J. Loss Prevention Process Ind., vol. 50, pp. 23–36, Nov. 2017.

[12] J. Errington, J. Errington, D. V. Reising, and C. Burns, “Effective alarm management practices,” ASM Consortium, to be published.

[13] S. Charbonnier, N. Bouchair, and P. Gayet, “Fault template extraction to assist operators during industrial alarm floods,” Eng. Appl. Artif. Intell., vol. 50, pp. 32–44, Apr. 2016.

[14] D. V. C. Reising, J. L. Downs, and D. Bayn, “Human performance models for response to alarm notifications in the process industries: An industrial case study,” in Proc. Hum. Factors Ergonom. Soc. Annu. Meeting, vol. 48, no. 10. Los Angeles, CA, USA: SAGE, 2004, pp. 1189–1193.

[15] T. Stauffer, N. Sands, and D. Dunn, “Alarm management and ISA-18—A journey, not a destination,” in Proc. Texas A&M Instum. Symp., 2010, pp. 1–13.

[16] P. Bullemer, D. V. Reising, and M. Jones, “ASM consortium white paper,” Tech. Rep., 2009.

[17] K. Parsa, M. Hassall, and M. Naderpour, “Process alarm modeling using graph theory: Alarm design review and rationalization,” IEEE Syst. J., vol. 15, no. 2, pp. 2257–2268, Jun. 2021, doi: 10.1109/JSYST.2020.3019041.

[18] N. G. Leveson, “Safety analysis in early concept development and requirements generation,” Tech. Rep., 2018.

[19] O. Foong, S. Sulaiman, D. Rambli, and N. Abdullah, “ALAP: Alarm prioritization system for oil refinery,” in Proc. World Congr. Eng. Comput. Sci., vol. 2, 2009, pp. 1–6.

[20] Functional Safety-Safety Instrumented Systems for the Process Industry Sector, document IEC 61511, I. E. Commission, 2016.

[21] T. Stauffer and P. Clarke, “Using alarms as a layer of protection,” Process Saf. Prog., vol. 35, no. 1, pp. 76–83, Mar. 2016.

[22] ANSI/ISA-84: Functional Safety: Safety Instrumented Systems for the Process Industry Sector, ANSI/ISA, Washington, DC, USA, 2008.

[23] The Buncefield Incident, 11 December 2005: The Final Report of the Major Incident Investigation Board. Health and Safety Executive, Merseyside, U.K., 2008.

[24] T. Stauffer, “Making the most of alarms as a layer of protection,” in Proc. Saf. Control Syst. Conf. IDC Technol., 2010, pp. 1–16.

[25] Investigation Report, Refinery Explosion and Fire, BP-Texas City, Texas, March 23, 2005, document U. CSB15, ed: Report, 2007.

[26] J. Zhu, Y. Shu, J. Zhao, and F. Yang, “A dynamic alarm management strategy for chemical process transitions,” J. Loss Prevention Process Ind., vol. 30, pp. 207–218, Jul. 2014.

[27] K. Parsa and P. A. Lindsay, “A process for integrating alarm systems for operation, safety and security in process plants,” Tech. Rep., 2014.

[28] J. Wang, F. Yang, T. Chen, and S. L. Shah, “An overview of industrial alarm systems: Main causes for alarm overloading, research status, and open problems,” IEEE Trans. Autom. Sci. Eng., vol. 13, no. 2, pp. 1045–1061, Apr. 2016.

[29] Z. Cai, L. Zhang, J. Hu, Y. Yi, and Y. Wang, “Comprehensive alarm information processing technology with application in petrochemical plant,” J. Loss Prevention Process Ind., vol. 38, pp. 101–113, Nov. 2015.

[30] J. C. Laberge, P. Bullemer, M. Tolmsa, and D. V. C. Reising, “Addressing alarm flood situations in the process industries through alarm summary display design and alarm response strategy,” Int. J. Ind. Ergonom., vol. 44, no. 3, pp. 395–406, 2014.
[31] D. Beebe, S. Ferrer, and D. Logerot, “The connection of peak alarm rates to plant incidents and what you can do to minimize,” Process Safety Prog., vol. 32, no. 1, pp. 72–77, Mar. 2013.

[32] R. H. P. Traub, “Alarm management strategies on ships bridges and railway control rooms: a comparison of approaches and solutions,” in Human Factors in Ship Design, Safety and Operation, no. Paper on Alarm Management Strategies, Presented at the RINA event London, 2007.

[33] C. Timms, “Hazards equal trips or alarms or both,” Process Safety Environ. Protection, vol. 87, no. 1, pp. 3–13, 2009.

[34] Y. Cheng, I. Izadi, and T. Chen, “Pattern matching of alarm flood sequences by a modified Smith–Waterman algorithm,” Chem. Eng. Res. Des., vol. 91, no. 6, pp. 1085–1094, Jun. 2013.

[35] T. Stauffer, N. Sands, and D. Dunn, “Get a life (cycle)! Connecting alarm management and safety instrumented systems,” in Proc. ISA Saf. Secur. Symp., 2010, pp. 1–17.

[36] P. T. Bullemer, L. Kiff, and A. Tharanathan, “Common procedural execution failure modes during abnormal situations,” J. Loss Prevention Process Industries, vol. 24, pp. 814–818, Jul. 2011.

[37] E. Naghoosi, I. Izadi, and T. Chen, “Estimation of alarm chattering,” J. Process Control, vol. 21, no. 9, pp. 1243–1249, Oct. 2011.

[38] R. E. Kondo, E. de F. R. Loures, and E. A. P. Santos, “Process mining for alarm rationalization and fault patterns identification,” in Proc. IEEE 17th Int. Conf. Emerg. Technol. Factory Autom. (ETFA), Sep. 2012, pp. 1–4.

[39] G. Dorgo and J. Abonyi, “Sequence mining based alarm suppression,” IEEE Access, vol. 6, pp. 15365–15379, 2018.

[40] T. Niyazmand and I. Izadi, “Pattern mining in alarm flood sequences using a modified PrefixSpan algorithm,” ISA Trans., vol. 90, pp. 287–293, Jul. 2019.

[41] P. Wunderlich and O. Niggemann, “Structure learning methods for Bayesian networks to reduce alarm floods by identifying the root cause,” in Proc. 22nd IEEE Int. Conf. Emerg. Technol. Factory Autom. (ETFA), Sep. 2017, pp. 1–8.

[42] A. Stief, J. R. Ottewill, R. Tan, and Y. Cao, “Process and alarm data integration under a two-stage Bayesian framework for fault diagnostics,” IFAC-PapersOnLine, vol. 51, no. 24, pp. 1220–1226, 2018.

[43] M. Naderpour, J. Lu, and G. Zhang, “An intelligent situation awareness support system for safety-critical environments,” Decis. Support Syst., vol. 59, pp. 325–340, Mar. 2014.

[44] F. Harary, A Seminar on Graph Theory, New York, NY, USA: Dover, 2015.

[45] O. Rojo and R. D. Jiménez, “Line graph of combinations of generalized Bethe trees: Eigenvalues and energy,” Linear Algebra Appl., vol. 435, no. 10, pp. 2402–2419, Nov. 2011.

[46] D. Gleich, “PageRank beyond the web,” SIAM Rev., vol. 57, no. 3, hboxpp. 321–363, 2015.

[47] L. Page, S. Brin, R. Motwani, and T. Winograd, The PageRank Citation Ranking: Bringing Order to the Web. Stanford, CA, USA: Stanford InfoLab, 1999.

[48] M. Richardson, A. Prakash, and E. Brill, “Beyond PageRank: Machine learning for static ranking,” in Proc. 15th Int. Conf. World Wide Web (WWW), 2006, pp. 707–715.

[49] F. Boudin, “A comparison of centrality measures for graph-based keyphrase extraction,” in Proc. Int. Joint Conf. Natural Lang. Process. (IJCNLP), 2013, pp. 834–838.

[50] S. P. Borgatti, “Centrality and network flow,” Soc. Netw., vol. 27, no. 1, pp. 55–71, 2005.

[51] I. Robinson, J. Webber, and E. Eifrem, Graph Databases: New Opportunities for Connected Data. Sebastopol, CA, USA: O’Reilly Media, Inc, 2015.

[52] E. W. Dijkstra, “A note on two problems in connexion with graphs,” Numer. Math., vol. 1, no. 1, pp. 269–271, Dec. 1959.

[53] L. T. Antelo, J. R. Banga, and A. A. Alonso, “Hierarchical design of decentralized control structures for the Tennessee Eastman process,” Comput. Chem. Eng., vol. 32, no. 9, pp. 1995–2015, Sep. 2008.

[54] J. J. Downs and E. F. Vogel, “A plant-wide industrial process control problem,” Comput. Chem. Eng., vol. 17, no. 3, pp. 245–255, Mar. 1993.

[55] A. Bathelt, N. L. Ricker, and M. Jelali, “Revision of the Tennessee Eastman process model,” IFAC-PapersOnLine, vol. 48, no. 8, pp. 309–314, 2015.

[56] N. L. Ricker, “Decentralized control of the Tennessee Eastman challenge process,” J. Process Control, vol. 6, no. 4, pp. 205–221, 1996.

[57] K. Parsa and M. Hassalli, “An enhanced advisory system to improve situational awareness and abnormal situation management,” in Proc. Ann. IEEE Int. Syst. Conf. (SysCon), Apr. 2018, pp. 1–6.

[58] Functional Safety of Electrical/Electronic/Programmable Electronic Safety Related Systems, document IEC 61508, I. E. Commission, 2016.

[59] IEC 62682 Management of Alarm Systems for the Process Industries, IEC, Geneva, Switzerland, 2014, pp. 24–26.

[60] T. Stauffer, The Alarm Shelving eBook. Sellersville, PA, USA: Ebook, Exida, 2018.

[61] N. L. Ricker, “Optimal steady-state operation of the Tennessee Eastman challenge process,” Comput. Chem. Eng., vol. 19, no. 9, pp. 949–959, Sep. 1995.