Driver emotion recognition of multiple-ECG feature fusion based on BP network and D–S evidence
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Abstract: Driving emotion is considered as driver's psychological reaction to a change in traffic environment, which affects driver's cognitive, judgement and behaviour. In anxiety, drivers are more likely to get engaged in distracted driving, increasing the likelihood of vehicle crash. Therefore, it is essential to identify driver's anxiety during driving, to provide a basis for driving safety. This study used multiple-electrocardiogram (ECG) feature fusion to recognise driver's emotion, based on back-propagation network and Dempster–Shafer evidence method. The three features of ECG signals, the time–frequency domain, waveform and non-linear characteristics were selected as the parameters for emotion recognition. An emotion recognition model was proposed to identify drivers' calm and anxiety during driving. The results show, after ECG evidence fusion, the proposed model can recognise drivers' emotion, with an accuracy rate of 91.34% for calm and 92.89% for anxiety. The authors’ findings of this study can be used to develop the personalised driving warning system and intelligent human–machine interaction in vehicles. This study would be of great theoretical significance and application value for improving road traffic safety.

1 Introduction

With the rapid development of transportation industry, the number of private cars increases dramatically, and the injury and deaths due to traffic accidents continue to increase annually. According to statistics, more than 90% of traffic accidents are due to human factors, either directly or indirectly, 70% of which are caused by vehicle drivers [1–5]. Driving emotion is considered as driver's reaction to a change in the environment, which affects driver's cognitive, judgement and behaviour. For example, drivers have a poor focus on driving in anxiety, increasing the chance of vehicle accident. Therefore, it is of great significance to recognise driver's emotion during driving, to provide a basis for driving safety [6–11].

Transportation scholars have explored driver's emotion recognition using different types of physiological data [12–15]. Wan used the threshold discriminant method to identify driver's tension and calm moods [16], according to face geometric features such as the area ratio between eye and face. Scott-Parker [17] recognised driver's emotion using the frequency, amplitude and power spectrum of audio signals. Kessous et al. [18] identified driver's happiness and sadness, based on gesture features such as the number of body contractions, and the speed and acceleration of hand movement. Minhad and Md Ali [19] applied the factor decomposition model to distinguish driver's emotion, by physiological characteristics including blood flow pulse, skin conductivity, respiratory rate and skin temperature. Wan et al. [20] developed a detection model for angry driving, based on four physiological characteristics of blood, volume pulse, skin conduction, δ wave percentage and β wave percentage.

Among physiological signals, electrocardiogram (ECG) was considered as one of the most effective tool to recognise and detect human emotion. Guo [21] used K-means algorithm to identify subject's calm and happy emotions, based on the two ECG features of heart rate (HR) and HR variability. Yu et al. [22] used the three classifiers of K-means, linear discriminant analysis and multi-layer perceptron to recognise the four human emotions of happiness, calmness, anger and sadness, according to the eight ECG features such as time domain and frequency domain. Hyun-Min [23] applied the fast Fourier transform and support vector machine to classify and identify human emotions using their ECG signals.

Since ECG signals generally exhibit strong non-linearity and chaos, several approaches in non-linear analysis are widely used to process ECG data, including fractal dimension, complexity, approximate entropy and maximum Lyapunov exponent. Guo and Li [24] combined the neural network (NN) and Dempster–Shafer (D–S) evidence theory to recognise the motion pattern of lower limbs, using the fusion of the electrical signals on limb surface and hip joint signals. The results show that the proposed method of evidence synthesis is more reliable and accurate in the recognition, than those with a single evidence. Qu used the entropy weight grey correlation and D–S evidence theory to identify fatigue driving behaviour [25], and achieved a high recognition accuracy in highway. Ling et al. [26] proposed a method for monitoring fatigue driving based on D–S theory and fuzzy NN using driver's physiological signals, and obtained pretty good recognition results.

It was observed that ECG is one of the most effective tool to recognise and detect human emotion. Since ECG signals generally exhibit strong non-linearity and chaos, the non-linear analysis combining the fusion of multiple evidence is needed to process ECG data. However, only a few research related to driver's emotion recognition have been conducted, using multiple-ECG signals and considering its non-linear characteristics. This study will use the back-propagation (BP) NN and D–S evidence theory to identify drivers' calm and anxious emotions during driving based on various ECG signal features, including the time–frequency domain, waveform and non-linear characteristic parameters.
2 Research method

Uncertainties widely exist in human psychological or physiological information. In this study, we will use the evidence theory to increase the uncertainty estimates, because it is generally considered as a powerful tool for epistemic uncertainty analysis.

2.1 Driver’s emotion recognition model based on BP network and D–S evidence

2.1.1 D–S evidence theory: The basis of evidence theory is the combination of evidence and the update of belief function. Uncertainty information is estimated by the identification framework, probability distribution function and belief function:

(i) Evidence identification framework and basic belief distribution function: For an uncertain problem, the set of all possible answers is represented by D. Each proposition corresponds to a subset of D.

(ii) Rules of evidence composition: With propositions A and B, the basic trust distribution functions are M(A) and M(B). The basic belief distribution function for synthesis

\[ M(C) = \begin{cases} \frac{1}{1-K} \sum_{A \cap B = \Phi} M(A)M(B) & \forall C \subseteq U, C \neq \Phi \\ 0 & C = \Phi \end{cases} \]  

where \( K = \sum_{\forall A \cap B = \Phi} M(A)M(B) \), if \( K \neq 1 \), propositions A and B can be synthesised; if \( K = 1 \), propositions A and B appear to contradict each other and cannot be synthesised.

Multiple evidence combination rules: \( M_1, M_2, \ldots, M_n \) are the basic confidence intervals on a same recognition framework, and the corresponding elements are \( A_1, A_2, \ldots, A_n \). The combination formula for \( n \) evidence is as below:

\[ M(A) = (1-K)^{-1} \sum_{A \cap A_1 \cap \cdots \cap A_n = \Phi} M_1(A_1)M_2(A_2)\cdots M_n(A_n) \]  

(iii) Rules of judgement

Assume there are \( A_1, A_2 \subseteq D \), if

\[ \begin{align*} M(A_1) - M(A_2) &> \epsilon_1 \\ M(D) &< \epsilon_2 \\ M(A_1) &> M(D) \end{align*} \]

\( A_1 \) is the judgement result, where \( \epsilon_1 \) and \( \epsilon_2 \) represent the preset thresholds.

2.2 Data collection and ECG feature extraction

2.2.1 Participants: A total of 18 female drivers were recruited and selected in this study (age range = 22–28 year and mean age = 24.6 year). Subject’s driving propensity was determined by the driving propensity questionnaire [1]. All the subjects were categorised into extroverted drivers. In this study, if a subject drove more than 10,000 km, she would be defined as an experienced drive; otherwise, a novice driver. All the participants drove <10,000 km, whose average mileage was about 6,700 km. Therefore, they were classified into novice drivers. All the subjects were healthy and had no history of emotional psychosis, cardiovascular and cerebrovascular diseases. Before the experiment, they were asked not to take any drugs that affect the nervous system within 1 week, and were asked not to take the foods and beverages (e.g. tea, coffee and wine) that affect the human mental state within 48 h. In addition, they were asked not to do any intensity exercise and to have a good rest. Prior to the experiment, researchers introduced the experimental environment and procedure to participants in detail.

2.2.2 Emotional induction materials: The International Affective Picture System (IAPS) and the Chinese Affective Picture System (CAPS) were used as emotional induction materials. IAPS is an emotional material, which is generally acknowledged around the world [27, 28], and CAPS is an emotional material that adapts to the social and cultural context of China [29, 30]. Various anxiety-
inducing materials were used in the experiments, including visual materials (e.g. words and pictures, light variation in driving environment), auditory materials (e.g. noisy and irregular sounds), multi-channel materials (e.g. videos and movies), olfactory materials (e.g. cigarettes and durian) and taste materials (e.g. balsam gourd and liquorice). In addition, participants were also asked to finish difficult tasks under stress; as a result, their anxiety emotion was induced. For example, subjects were asked to complete a mobile game or solve math problems in a limited time. They would receive unexpected punishment if they failed to do. Parts of the anxiety-induction materials are shown in Fig. 2.

2.2.3 Real driving experiment: In the real driving experiments, the selected route starts from the West gate of Shandong University of Technology, passes through Qingnian Road, Beijing Road, Xincun West Road and Nanjing Road, and ends at the West Gate (as shown in Fig. 3, the total length of 4.426 km). The experiments were conducted on sunny days and favourable road conditions. In addition, an unmanned aerial vehicle (UAV) was used for recording the experimental process. The experimental equipment includes a comprehensive experimental vehicle, jamming vehicle, 32-channel lidar, BTM300-905-200 laser ranging sensor, global positioning system (GPS) high-precision positioning system, SG299GPS non-contact multi-function speedometer, X5000 vehicle recorder, PSYLAB human factor equipment, WTC-1 pedal force manometer, high-definition camera, laptop and UAV. Parts of the experimental equipment are shown in Fig. 4. Screenshots of the real experimental scenes (in Xincun West Road) are shown in Fig. 3.

2.2.4 Driving simulation: Using real driving experiments to collect data is time-consuming, expensive and difficult to organise. It is difficult to obtain a large amount of real driving experimental data. Driving simulation can be used as a supplement to real vehicle experiment, because it is safe, low-cost and easy to control. The Road Builder and UC-win/Road software were used to construct the simulation-based experiment platforms of the human-vehicle-environment comprehensive road system and the multi-person multi-machine interactive environment, based on the road attributes, traffic volume and other parameters of the field driving experiments. The Road Builder and UC-win/Road software provided by Japanese company FORUM 8 allow users to construct three-dimensional traffic environment and engage interactive experience. The virtual driving experiment equipment are shown in Fig. 5. The wearable wireless ECG sensors, the simulation-based experiment route and street view are shown in Fig. 6.

2.2.5 Experimental process: Considering participants with insufficient driving experience, high-traffic-volume situations easily result in their emotional fluctuations. Therefore, the weekends from 6:00 to 8:00 am (with low traffic) were selected to conduct the real driving experiments in calm, in order to ensure the participants in calm while driving. The experimental process is shown in Fig. 7. The real driving experiments in anxiety were carried out during morning peak hours of 7:00–9:00 and evening peak hours of 17:00–19:00 from Monday to Friday. The experimental process is shown in Fig. 8.
2.2.6 Assessing the level of the induced anxiety: It is necessary to assess if subjects’ anxiety is induced to a certain level of arousal, because too little or too much arousal can adversely affect subjects’ performance in experiments. During the driving experiments, the facial expression, action, road conditions, driving speed and pedal strength were recorded in real time with the video monitoring system, speedometer and pedal dynamics instrument. Subjects were asked to describe their self-perception of emotion in the conversation with experimenters. After the driving experiment, each subject was asked to watch the video immediately and report her emotional experience. The data segments of subjects’ anxiety were determined through the Beck Anxiety Inventory (BAI), self-perception, facial expression and behavioural action. The data segments of subjects’ calm were determined through the self-perception reporting method. The selected data segments were used for the subsequent processing and analysis. The anxiety induction is regarded to be successful, if subjects have a score of 26 points or more for anxiety symptoms [6], as shown in Table 1. Therefore, only the moderate and severe anxiety were selected for analysis in this study.

2.2.7 ECG time–frequency domain and waveform feature extraction: Each subject was involved in several driving experiments, in which they were induced to feel either calm or anxious. A total of 1327 groups of effective data were obtained. The variables and symbols for ECG signals are shown in Table 2. Parts of the experimental data are shown in Fig. 9 and (see Table 3) for a table of results.

The paired T-test was used to determine whether there is a difference between calm and anxiety in the ECG characteristic indicators, and the results are shown in Table 4.

The results show that there is a significant difference between calm and anxiety in the seven ECG indicators AVHR, AVNN, PNN50, RVAL, RMSSD, Q and S (p < 0.05). There is no significant difference between calm and anxiety in the other indicators. The results indicate that compared with the calm state, female drivers have a faster HR, a shorter heartbeat interval, a more frequent heartbeat fluctuation, a longer conduction time of the heart chamber and a more obvious manifestation of myocardial in anxiety. Therefore, the four time-domain indicators AVHR, AVNN, PNN50 and RMSSD, as well as the three waveform...
indicators RWA, VE, Q, and S, were used as the input parameters of the identification model.

2.3 Non-linear characteristic parameters of ECG signals

2.3.1 Correlation dimension: On the basis of a time series \( x_1, x_2, \ldots, x_t, \ldots, x_n \) with length \( n \), a set of space vectors is constructed by substituting appropriate embedding dimension \( m \) and time delay \( \tau \)

\[
X_i = [x_i, x_{i+\tau}, x_{i+2\tau}, \ldots, x_{i+(m-1)\tau}]^T
\]  

where \( i = 1, 2, \ldots, N, N = n - (m - 1)\tau \).

The correlation dimension \( D_1 \) is the most common method for describing the fractal dimension of geometric objects in phase space, which can be used to quantitatively analyse the fractal features of physiological signals. In the solution process, the associated integral \( C(r) \) is found by

\[
C(r) = \frac{2}{N(N-1)} \sum_{i=1}^{N} \sum_{j=1}^{N} H(r - \| x_i - x_j \|)
\]  

where \( r \) represents the threshold parameter and \( H \) represents the Heaviside function, which is defined as

| Table 1 | BAI |
|---------|-----|
| 1. body numbness or thorns | 8. restless | 15. difficult breathing |
| 2. feel feverish | 9. frightened | 16. fear to die |
| 3. leg tremble | 10. tension | 17. feel panic |
| 4. cannot relax | 11. suffocation | 18. abdominal discomfort |
| 5. fear of bad things | 12. hand trembling | 19. faint |
| 6. feel dizzy | 13. body shake | 20. flush |
| 7. palpitation | 14. afraid of out of control | 21. sweat |

Note: The 21 symptoms in Table 1 have four levels of induction. The score of each symptom can be expressed as ‘1 point’ means ‘none’; ‘2 points’ means ‘mild, no major annoyance’; ‘3 points’ means ‘moderate, feel uncomfortable but still tolerable’; and ‘4 points’ means ‘heavy, can only barely endure’. The total score of 21 symptoms is 15–25 points for mild anxiety, 26–35 points for moderate anxiety and more than 36 points for severe anxiety.

| Table 2 | Variables and symbols for ECG signals |
|---------|--------------------------------------|
| Variable | Symbol | Variable | Symbol |
| gender | G | average HR, bpm | AVHR |
| age, year | A | atrioventricular interval, ms | AVNN |
| driving experience (10,000 km) | D | standard deviation of NN intervals | — |
| for period of interest, ms | SDNN | — | — |
| driving tendency | T | per cent of NN intervals >50 ms, % | PNN50 |
| emotion | Em | — | — |
| R wave average peak, µV | RWAVE | root mean square of successive, ms | RMSSD |
| T wave average peak, µV | TWAVE | ratio of ultra-low-frequency (LF) band to very LF (VLF) band | UFLF/VLF |
| Q wave average peak absolute value, µV | Q | ratio of LF band to high-frequency (HF) band | LF/HF |
| S wave average peak absolute value, µV | S | total power, ms² | TP |

Fig. 9 Drivers’ ECG signals in emotion state after denoising pretreatment

(a) ECG signals in calm,
(b) ECG signals in anxiety

indicators Rwave, Q, and S, were used as the input parameters of the identification model.

2.3 Non-linear characteristic parameters of ECG signals

2.3.1 Correlation dimension: On the basis of a time series \( \{x_1, x_2, \ldots, x_t, \ldots, x_n\} \) with length \( n \), a set of space vectors is constructed by substituting appropriate embedding dimension \( m \) and time delay \( \tau \)

\[
X_i = [x_i, x_{i+\tau}, x_{i+2\tau}, \ldots, x_{i+(m-1)\tau}]^T
\]  

where \( i = 1, 2, \ldots, N, N = n - (m - 1)\tau \).
\[ H(z) = \begin{cases} 1 & z \geq 0 \\ 0 & z < 0 \end{cases} \]

If \( r \to 0 \), we have

\[ D_i = \lim_{r \to 0} \lim_{N \to \infty} \frac{\ln C(r, N)}{\ln r} \] (6)

2.3.2 Largest Lyapunov exponent: The largest Lyapunov exponent is expressed as the average rate of convergence or divergence between two trajectories in phase space. If it is \( >0 \), it indicates that the time series has chaotic characteristics. For a time series \( \{x_1, x_2, ..., x_n\} \), a set of space vectors is constructed by embedding dimension \( v \) and time delay \( \tau \)

\[ X_i = [x_i, x_{i+\tau}, x_{i+2\tau}, ..., x_{i+(v-1)\tau}]^T \] (7)

where \( i = 1, 2, ..., N, \ N = n - (v - 1)\tau \).

In the reconstructed phase space, its nearest neighbour \( x_j \) of each reference point \( x_i \) on the trajectory line is defined as

\[ d_j(0) = \min_j \| X_j - X_i \|, \ |i - j| > P \] (8)

where \( P \) represents the average cycle length of time series.

The distance \( d_j(k) \) of each point \( X(j) \) on the basic orbit to adjacent points in \( k \) discrete time steps is calculated. For each \( k \), the average value of \( \ln d_j(k) \) is obtained by

\[ X(k) = \frac{1}{q \Delta t} \left[ \sum_{j = 1}^{q} \ln d_j(k) \right]^{-1} \] (9)

where \( q \) represents the number of non-zero \( d_j(k) \). The least-square method is used to fit a line \( X(k) \), and its slope is the largest Lyapunov exponent.

### Table 3  Drivers’ ECG characteristics in time–frequency domain and waveform

| Number | G   | Em   | AVHR | AVNN | SDNN | PNN50 | RMSSD | RWAVE |
|--------|-----|------|------|------|------|-------|-------|-------|
| 1      | female calm | 84   | 710.79 | 30.97 | 12.50 | 33.51 | 2557.98 |
| A      | TWAVE | Q    | S    | UFLVF/VLF | LF/HF | TP |
| 22     | 389.37 | 410.51 | 1491.03 | 0.10 | 1.20 | 384.74 |
| D      | anxiety | AVHR | AVNN | SDNN | PNN50 | RMSSD | RWAVE |
| 0.30   | 95   | 632.60 | 129.36 | 15.56 | 158.32 | 2559.27 |
| T      | TWAVE | Q    | S    | UFLVF/VLF | LF/HF | TP |
| extraversion | 392.78 | 431.67 | 1554.49 | 0.07 | 1.07 | 2641.22 |
| 2      | female calm | 81   | 747.2 | 49.28 | 23.68 | 39.99 | 2557.62 |
| A      | TWAVE | Q    | S    | UFLVF/LF | LF/HF | TP |
| 26     | 378.68 | 430.65 | 1476.01 | 0.00 | 2.77 | 661.35 |
| D      | anxiety | AVHR | AVNN | SDNN | PNN50 | RMSSD | RWAVE |
| 0.80   | 91   | 657.96 | 57.79 | 11.90 | 32.10 | 2559.17 |
| T      | TWAVE | Q    | S    | UFLVF/VLF | LF/HF | TP |
| extraversion | 363.74 | 469.37 | 1513.37 | 0.13 | 9.56 | 1123.26 |
| ...    | ...  | ...  | ...  | ...  | ...  | ...  | ...  |
| n      | female calm | 86   | 683.74 | 59.82 | 33.33 | 46.88 | 1832.40 |
| A      | TWAVE | Q    | S    | UFLVF/LF | LF/HF | TP |
| 25     | 280.73 | 210.32 | 850.72 | 0 | 5.44 | 1607.32 |
| D      | anxiety | AVHR | AVNN | SDNN | PNN50 | RMSSD | RWAVE |
| 0.79   | 91   | 643.24 | 161.12 | 47.37 | 232.41 | 1920.80 |
| T      | TWAVE | Q    | S    | UFLVF/VLF | LF/HF | TP |
| extraversion | 255.69 | 235.46 | 880.28 | 0.06 | 1.73 | 5497.79 |

### Table 4  Paired T-test results of driver’s ECG characteristics in calm and anxiety

| Mean deviation | Standard error | 95% Confidence interval of the difference | Lower | Upper |
|----------------|---------------|------------------------------------------|-------|-------|
| AVHR calm–anxiety | -8.778 | 3.541 | -5.038 | -5.017 | -8.091 | 0.000* |
| AVNN calm–anxiety | 78.191 | 27.373 | 6.452 | 64.579 | 91.834 | 12.117 | 0.000* |
| SDNN calm–anxiety | -12.250 | 43.684 | 10.296 | -33.979 | 8.968 | -1.190 | 0.250 |
| PNN50 calm–anxiety | 12.660 | 12.342 | 2.909 | 6.523 | 18.797 | 4.352 | 0.037* |
| RMSSD calm–anxiety | -81.410 | 67.382 | 15.882 | -114.924 | -47.907 | -5.126 | 0.041* |
| RWAVE calm–anxiety | -53.320 | 43.266 | 10.198 | -74.843 | -33.912 | -5.229 | 0.000* |
| TWAVE calm–anxiety | -12.110 | 46.602 | 10.984 | -35.2904 | 11.059 | -1.103 | 0.285 |
| Q calm–anxiety | -19.556 | 16.940 | 3.993 | 11.132 | 27.98 | 4.898 | 0.000* |
| S calm–anxiety | -33.059 | 19.197 | 4.525 | 42.606 | 7.036 | 0.000* |
| UVLF/VLF calm–anxiety | 0.005 | 0.084 | 0.198 | -0.037 | 0.047 | 0.253 | 0.803 |
| LF/HF calm–anxiety | -1.002 | 8.436 | 1.988 | -5.197 | 3.193 | -0.504 | 0.621 |
| TP calm–anxiety | -111.10 | 1231.807 | 290.340 | -723.693 | 50143.433 | -0.383 | 0.707 |

Note: The significance level is 0.05.

This is an open access article published by the IET under the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0/).
2.3.3 Sample entropy: Sample entropy is used to measure the complexity and irregularity of a time series. The greater the sample entropy, the more complex the sequence, and the less obvious the periodicity. For the time series \( \{ x_1, x_2, \ldots, x_N \} \), the sample entropy is determined as follows:

(i) Vectors \( u_m[i] \) with length \( m \) and \( u_{m+1}[i] \) with length \( m+1 \) are defined as

\[
u_m[i] = [x_i, x_{i+1}, \ldots, x_{i+m-1}]^T \tag{10}\]

\[
u_{m+1}[i] = [x_i, x_{i+1}, \ldots, x_{i+m}]^T \tag{11}\]

(ii) \( d \) is defined as the maximum distance between \( u_m[i] \) and \( u_{m+1}[i] \)

\[
d(u_i, u_j) = \max_{k=0, 1, \ldots, m-1} |u(i+k) - u(j+k)| \tag{12}\]

where \( i, j = 1, 2, \ldots, N - m + 1, i \neq j \).

(iii) For a given threshold \( r > 0 \), the number of \( j \) meeting the condition \( d(u_i, u_j) \leq r \) is \( n_i^r \). Subsequently, two sequences with length \( m \) are randomly selected from the signal, and the unconditional probability of meeting the condition \( d < r \) is \( C^r_m = n_i^n / (N - m) \). The average probability is calculated by

\[
\phi^m(r) = \frac{1}{N - m} \sum_{i=1}^{N-m} C_i^m \tag{13}\]

(iv) Similarly, for the vectors with length \( m+1 \), \( C_i^{m+1} \) and \( \phi^{m+1}(r) \) can be determined following the steps above. The sample entropy of the sequence is determined by

\[
\text{SampEn}(m, r, N) = -\ln[\phi^{m+1}(r)/\phi^{m}(r)] \tag{14}\]

It can be seen that the value of sample entropy is related to \( m \) and \( r \). In general, with \( M = 1 \) or 2, \( r = 0.1 \sim 0.25 \) Std (Std is the standard deviation of the raw data), the sample entropy would be reasonable. The larger the value of \( m \), the greater the amount of calculation. The larger the value of \( r \), the more loss the detailed information of time series. After considering comprehensively, we chose \( m = 2 \) and \( r = 0.2 \) Std in the sample entropy algorithm.

2.3.4 Non-linear parameter feature extraction: According to (4)–(14), the three parameters of ECG signals under calm and anxiety were calculated, the correlation dimension, the maximum Lyapunov exponent and the sample entropy. About 18 sets of sample data are randomly selected for each chaotic parameter, and the calculation results are shown in Fig. 10.

The increased level of driver's anxiety is positively associated with increased correlation dimension and largest Lyapunov exponent, which means enhanced randomness, non-linearity and chaos of ECG signals.

It was noted that the calm and anxiety can be distinguished, using the largest Lyapunov exponent or the correlation dimension lines. In this figure of sample entropy, the lines overlap for calm and anxiety. It would be difficult to identify the two emotions using sample entropy. Therefore, the largest Lyapunov exponent and the correlation dimension were selected as the input parameters in the model to identify the non-linear characteristics of ECG signals.

3 Results and discussion

3.1 Model calibration

In this study, 108 sets of ECG signal data from driving simulation were selected as training samples and 54 sets of ECG signal data from real driving experiment were used as testing samples. The NN toolbox from MATLAB was used to train a BPNN, combining additional momentum with adaptive learning rate. Through 3287 training sessions, the number of nodes in hidden layer of the three sub-networks was determined. Next, according to the four time–frequency-domain characteristics of ECG signals AVHR, AVNN, PNN100 and RMSSD, the first sub-network of \( 4 \times 10 \times 2 \) was built. According to the three waveform characteristics of ECG signals RWA, VE, and \( S \), the second sub-network of \( 3 \times 7 \times 2 \) was established. According to the largest Lyapunov exponent and correlation dimension, the third sub-network of \( 2 \times 5 \times 2 \) was developed. The expected outputs of the network were set to calm [1, 0] and anxiety [0, 1]. Parts of the output results of BPNN are shown in Table 5.

According to (2), the normalised outputs of the BPNN were calculated, that is, the basic probability of each element and the uncertainty ratio \( 1 - \eta \) of the NN to driver's emotion recognition. The results are shown in Table 6.

3.2 Model results

On the basis of the multi-sources information fusion theory, different emotion recognition rates could be obtained by fusing different ECG signal parameters. Therefore, the time–frequency domain, waveform and non-linear characteristic parameters of the ECG signals were combined in various ways, according to the basic probability determined by the BPNN normalised output after training, as well as Dempster's rule of combination [see (1)]. The threshold values of \( \varepsilon_1 = 0.65 \) and \( \varepsilon_2 = 1 \) were selected. The results of driver's emotion recognition using multiple evidence fusion for table of results are shown in Table 7.

From Table 5, it can be seen that before evidence fusion, the first sub-network with the four characteristic parameters AVHR, AVNN, PNN100 and RMSSD in the time–frequency domain is with the highest recognition accuracy for calm mood after training NN. The recognition accuracy can reach 86.64%. The second sub-network with the three characteristic parameters RWA, VE, and \( S \) in waveform is with the highest recognition accuracy for anxiety after training NN. The recognition accuracy can reach 86.51%. Tables 5, 7 and Table 8 show that the evidence fusion of BP sub-network can provide a higher emotion recognition ability and a
lower recognition inaccuracy rate $1 - \eta$, than the single BP sub-network. The results indicate that the multi-feature fusion can complement each other and eliminate redundancy. An increased number of ECG feature fusion results in an increased recognition rate and a decreased uncertainty of recognition rate. Particularly, the fusion of the time–frequency domain, waveform and non-linearity can reach the highest recognition rate, 91.34% for calm and 92.89% for anxiety.

### Table 5  Parts of output results of BPNN

| BP sub-network | Input value | Desired output | Calm | Anxiety | Identification results | Recognition rate, % |
|----------------|-------------|----------------|------|---------|------------------------|---------------------|
| BP sub-network 1 [AVHR AVNN PNN, RMSSD] | [84 710.79 12.50 33.51] | [1,0] | 0.87570 0.104774 | calm | | 86.64 |
| | [81 747.20 23.68 39.99] | [1,0] | 0.869897 0.065690 | calm | | |
| | [86 683.74 33.33 46.88] | [1,0] | 0.83712 0.112126 | calm | | |
| | ... | ... | ... | ... | ... | 85.13 |
| | [95 632.60 15.56 158.32] | [0,1] | 0.046424 0.873675 | anxiety | | |
| | [91 657.96 11.90 32.10] | [0,1] | 0.492886 0.056281 | uncertain | | |
| | [91 643.24 47.37 232.41] | [0,1] | 0.053629 0.790168 | anxiety | | |
| BP sub-network 2 [RWAVE Q S] | [2557.98 410.51 1491.03] | [1,0] | 0.841302 0.104146 | calm | | 82.97 |
| | [2557.62 430.65 1476.01] | [1,0] | 0.819267 0.075382 | calm | | |
| | [1832.40 210.32 850.72] | [1,0] | 0.382489 0.636981 | uncertain | | |
| | ... | ... | ... | ... | ... | 86.51 |
| | [2559.27 431.67 1554.49] | [0,1] | 0.072190 0.811636 | anxiety | | |
| | [2559.17 469.37 1513.37] | [0,1] | 0.008204 0.826124 | anxiety | | |
| | [1920.80 235.46 880.28] | [0,1] | 0.012894 0.829655 | anxiety | | |
| BP sub-network 3 [largest Lyapunov exponent correlation dimension] | [0.0086 2.52] | [1,0] | 0.837125 0.106338 | calm | | 79.84 |
| | [0.0132 2.49] | [1,0] | 0.552890 0.426887 | uncertain | | |
| | [0.0106 2.87] | [1,0] | 0.730366 0.060688 | calm | | |
| | ... | ... | ... | ... | ... | 81.55 |
| | [0.0172 4.18] | [0,1] | 0.003171 0.748526 | anxiety | | |
| | [0.0144 4.99] | [0,1] | 0.100368 0.827904 | anxiety | | |
| | [0.0169 3.78] | [0,1] | 0.009883 0.854931 | anxiety | | |

### Table 6  Parts of the basic probability assignment of BPNN

| BP sub-network 1 | Calm | Anxiety | Identification results | Recognition rate, % |
|------------------|------|---------|------------------------|---------------------|
| calm | 0.782092 | 0.813567 | 0.767098 | ... | 0.047911 | 0.060279 | 0.006351 |
| anxiety | 0.093802 | 0.01178 | 0.010164 | ... | 0.745722 | 0.791342 | 0.914729 |
| $1 - \eta$ | 0.044764 | 0.04764 | 0.047256 | ... | 0.04670 | 0.04179 | 0.043258 |

| BP sub-network 2 | Calm | Anxiety | Identification results | Recognition rate, % |
|------------------|------|---------|------------------------|---------------------|
| calm | 0.799966 | 0.768860 | 0.801172 | ... | 0.071375 | 0.039205 | 0.025793 |
| anxiety | 0.005112 | 0.098546 | 0.066199 | ... | 0.809059 | 0.781247 | 0.821453 |
| $1 - \eta$ | 0.027584 | 0.027802 | 0.027510 | ... | 0.028994 | 0.027993 | 0.028437 |

| BP sub-network 3 | Calm | Anxiety | Identification results | Recognition rate, % |
|------------------|------|---------|------------------------|---------------------|
| calm | 0.421066 | 0.687806 | 0.709386 | ... | 0.701176 | 0.754122 | 0.725543 |
| anxiety | 0.048080 | 0.094519 | 0.050821 | ... | 0.091612 | 0.101631 | 0.067675 |
| $1 - \eta$ | 0.03972 | 0.04173 | 0.089777 | ... | 0.087827 | 0.902304 | 0.891162 |

### 4 Conclusion

This study used multiple-ECG feature fusion to recognise driver’s emotion, based on BP network and D–S evidence method. An emotion recognition model was proposed to identify driver’s calm and anxiety emotions during driving. The main findings of this study are summarised as follows:
(i) The three features of ECG signals, the time–frequency domain, waveform and non-linear characteristics can be used for multiple-ECG feature fusion.

(ii) Using multiple-ECG signal, fusion can achieve a higher recognition rate for drivers’ emotion than using a single ECG signal.

(iii) After ECG evidence fusion, the proposed model based on BPNN and D–S evidence theory can recognise drivers’ emotion, with an accuracy rate of 91.34% for calm and 92.89% for anxiety.

Our findings of this study suggest that multiple-ECG evidence fusion can increase the accuracy rate of driver’s emotion recognition. It can be used to develop the personalised driving warning system and intelligent human–machine interaction in vehicles. This study would be of great theoretical significance and application value for improving road traffic safety. Further studies are required to explore different methods to synthesise drivers’ ECG features, to recognise drivers’ emotion more efficiently. In addition, further studies are also needed to use multiple-ECG signals to detect more types of drivers’ emotions.

### Table 7  Driver’s emotion recognition by multiple evidence fusion

| Evidence combination | $M_{\text{calm}}$ | $M_{\text{anxiety}}$ | $1 - \eta$ | Identification result | Recognition rate, % |
|----------------------|------------------|---------------------|-------------|-----------------------|---------------------|
| BP sub-network 1 and BP sub-network 2 | 0.970950 | 0.004667 | 0.001755 | calm | 90.79 |
| | 0.964253 | 0.014283 | 0.001934 | calm | 90.79 |
| | 0.970350 | 0.005219 | 0.001873 | calm | 90.79 |
| | ... | ... | ... | ... | 89.94 |
| BP sub-network 2 and BP sub-network 3 | 0.875843 | 0.032148 | 0.008738 | calm | 84.31 |
| | 0.649140 | 0.309614 | 0.016603 | uncertain | 79.84 |
| | 0.920792 | 0.014281 | 0.006173 | calm | 84.31 |
| | ... | ... | ... | ... | 85.44 |
| BP sub-network 1 and BP sub-network 3 | 0.904991 | 0.008182 | 0.004589 | calm | 86.57 |
| | 0.921697 | 0.003453 | 0.003957 | calm | 86.57 |
| | 0.935762 | 0.010063 | 0.001429 | calm | 86.57 |
| | ... | ... | ... | ... | 85.72 |
| BP sub-network 1 and BP sub-network 2 and BP sub-network 3 | 0.985176 | 0.001470 | 0.007733 | calm | 91.34 |
| | 0.992738 | 0.002731 | 0.009559 | calm | 91.34 |
| | 0.994273 | 0.001470 | 0.012568 | calm | 91.34 |
| | ... | ... | ... | ... | 92.89 |
| | 0.004604 | 0.992673 | 0.000216 | calm | 91.34 |
| | 0.004574 | 0.976954 | 0.000337 | calm | 91.34 |
| | 0.001063 | 0.961049 | 0.000288 | calm | 91.34 |

### Table 8  Recognition rates of driver emotion by individual BP neural model and multiple evidence fusion

| Model | Recognition rate |  |
|-------|------------------|--|
| Calm, % | Anxiety, % |
| BP sub-network 1 | 86.64 | 85.13 |
| BP sub-network 2 | 82.97 | 86.51 |
| BP sub-network 3 | 79.84 | 81.55 |
| BP sub-network 1 and BP sub-network 2 | 90.79 | 89.94 |
| BP sub-network 2 and BP sub-network 3 | 84.31 | 85.44 |
| BP sub-network 1 and BP sub-network 3 | 86.57 | 85.72 |
| BP sub-network 1 and BP sub-network 2 and BP sub-network 3 | 91.34 | 92.89 |
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