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Abstract—In this paper, we introduce a novel visual representation learning which relies on a handful of adaptively learned tokens, and which is applicable to both image and video understanding tasks. Instead of relying on hand-designed splitting strategies to obtain visual tokens and processing a large number of densely sampled patches for attention, our approach learns to mine important tokens in visual data. This results in efficiently and effectively finding a few important visual tokens and enables modeling of pairwise attention between such tokens, over a longer temporal horizon for videos, or the spatial content in images. Our experiments demonstrate strong performance on several challenging benchmarks for both image and video recognition tasks. Importantly, due to our tokens being adaptive, we accomplish competitive results at significantly reduced compute amount. We obtain comparable results to the state-of-the-arts on ImageNet while being computationally more efficient. We also confirm the effectiveness of the approach on multiple video datasets, including Kinetics-400, Kinetics-600, Charades, and AViD.

The code is available at: https://github.com/google-research/scenic/tree/main/scenic/projects/token_learner
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1 INTRODUCTION

Images and videos provide an abundance of visual information. Image understanding is a long-standing problem in computer vision, and despite incredible advances, obtaining the best visual representation for a variety of image understanding tasks is still an active area of research. Videos, in addition to addressing a similar image understanding task, require employing effective spatial-temporal processing of both RGB and time streams to capture long-range interactions [1], [2], [3], [4], [5], [6], [7], [8], [9], [10]. An important aspect of this understanding is how to quickly learn which parts of the input video stream are important, both spatially and temporally, and to focus computational resources on them. But what basic processing mechanism are able to do so successfully for both images and videos?

Transformer models using multi-head self-attention [11] have been very successful in both image and video recognition. Extending its original usage for text, the Vision Transformers (ViT) [12] takes advantage of Transformers by treating an image as a sequence of patch tokens (e.g., 16x16 patches). At every layer, a ViT model recombines and processes patch tokens based on pairwise relations between the tokens, constructing a global representation of the entire image. The effectiveness of Transformers has also been shown in many computer vision tasks such as object detection [13] and video classification [14].

The main challenge in many Vision Transformer architectures is that they often require too many tokens to obtain reasonable results. Even with 16x16 patch tokenization, for instance, a single 512x512 image corresponds to 1024 tokens. In the case of videos with multiple frames, this results in tens of thousands of tokens as each video ‘tubelets’ (e.g., 16x16x2 video segments) becomes a token. Further, such large number of tokens need to be processed at every layer, as the outputs from the previous layer become the tokens for the next layer. Considering that the Transformer computation (and memory) increases quadratically with the number of tokens, this can often make Transformers intractable for larger images and longer videos. This leads to the question: is it really necessary to process that many tokens at every layer?

In this paper, we show that adaptively generating a smaller number of tokens, rather than always relying on tokens formed by uniform splitting, enables Vision Transformers to run much faster and perform better. TokenLearner is a learnable module that takes an image-like tensor (i.e., input) and generates a small set of tokens. This module could be placed at various different locations within the model of interest, significantly reducing the number of tokens to be handled in all subsequent layers. The experiments demonstrate that having TokenLearner saves memory and computation by half or more without damaging classification performance. Furthermore, because of its ability to adapt to inputs, it often is capable of increasing the recognition accuracy while relying on less amount of computation.

We formulate TokenLearner using a straightforward spatial attention mechanism. The idea is to learn to adaptively compute important regions in the input image/video, and generate tokens out of such regions. We compute spatial attention maps highlighting regions-of-importance (using convolutional layers or MLPs), and they are applied to the input itself to weight each region differently (and discard unnecessary regions). The results are spatially pooled to generate the final learned tokens. This is in contrast to previous approaches which densely sampled tokens e.g., 16x16 or 32x32 for either images or videos [12], [15].

In our study, we find that very few tokens may be sufficient for a visual understanding task. More specifically, for
images we show that one can significantly reduce the computational budget of the Vision Transformer, when learning 8-16 tokens as an intermediate representation (instead of keeping 200–500). We experimentally confirm that TokenLearner is able to reduce the number of total FLOPS, while maintaining or even increasing the classification accuracy. Similarly, for video recognition we show improved performance over the state-of-the-art on three challenging datasets while only using 8-16 tokens per frame.

The approach is simple, efficient, and, as shown by the results, outperforms methods including both convolutional methods and previous space-time Transformer baselines without TokenLearner. We demonstrate that our models with TokenLearner performs comparably to previous Transformer models on ImageNet (and ImageNet ReaL) while meaningfully reducing the computation. In video understanding tasks, TokenLearner established new state-of-the-art numbers on multiple challenging video datasets.

This paper extends an earlier version [16] published at a conference, by generalizing the TokenLearner for both image and video representation learning. Unlike the conference version which only focused on videos, in this manuscript, we add an extensive amount of new experiments confirming the benefits of TokenLearner on both image and video classifications. It also includes various detailed ablation experiments with further analysis.

2 TokenLearner Modules for Adaptive Tokenization

In vision transformer architectures such as ViT [12], an input image is first tokenized by splitting it into small (e.g., 16x16) spatial patches, which are used as input to the model. Similarly, in recent video transformer architectures, such as ViViT [14] and TimeSformer [15], the video is tokenized by cutting the video into 2d spatial or 3d spatio-temporal cubes on a regular grid.

Instead of processing fixed, tokenized inputs, our attention module learns the tokens that are to be used for the recognition task. We gain several important properties by doing so: (1) We enable the adaptive tokenization so that the tokens can be dynamically selected conditioned on the input. (2) This also effectively reduces the total number of tokens for the transformer, which is particularly beneficial considering that there are many tokens in videos and the computation is quadratic to the number of tokens. 3) Finally, we provide an ability for each subsequent layer to learn to rely on different space-time tokenizations, potentially allowing different layers to capture different aspects of the video. These dynamically and adaptively generated tokens can be used in standard transformer architectures such as ViT for images and ViViT for videos, or can be used within the specialized video architecture which we discuss further in Section 4.

2.1 TokenLearner

Let \( X \) be an input tensor with a space-time shape: \( X \in \mathbb{R}^{T \times H \times W \times C} \) where \( H \times W \) corresponds to the spatial dimension of the input, \( T \) is the temporal dimension (i.e., number of frames), and \( C \) is the number of channels. Let \( X_t \) be a temporal slice of it, corresponding to the frame \( t: X_t \in \mathbb{R}^{H \times W \times C} \). In the case of an image input, \( T = 1 \) and \( X = X_1 \). Note that \( X \) could also be an intermediate representation within a network, and \( X_t \) will be its slice in such case.

For every time frame \( t \), we learn to generate a series of \( S \) tokens, \( Z_t = [z_i]_{i=1}^S \), from the input frame \( X_t \). Specifically, we formulate a tokenizer function, \( z_i = A_i(X_t) \), which maps the input frame \( X_t \) to a token vector \( z_i: \mathbb{R}^{H \times W \times C} \rightarrow \mathbb{R}^C \). The idea is to learn our tokenizer function \( A_i \) to adaptively select an informative combination of pixels (or spatial locations) in \( X_t \), and we have \( S \) number of such functions. This way, our tokens will not be fixed splits of the input tensor, but a set of adaptively changing spatial selections. Different tokens will be mined per frame, allowing us to model their space-time relations/interactions in case of videos. We also set \( S \) to be smaller than \( H \times W \) (e.g., \( S = 8 \) and \( H \times W = 32 \times 32 \)), enabling the model to significantly reduce the computations needed for the layers following this module.

Here, our tokenizer \( z_i = A_i(X_t) \) is implemented with a spatial attention mechanism: i.e., the model learns to compute a weight map (of size \( H \times W \)) conditioned on the input \( X_t \), and is multiplied with \( X_t \) itself. More specifically, let \( \alpha_i(X_t) \) be a function generating the spatial \( H \times W \times 1 \) weight map. Each token \( z_i \) is generated by

\[
  z_i = A_i(X_t) = \rho(X_t \odot A_{iw}) = \rho(X_t \odot \gamma(\alpha_i(X_t))),
\]

where \( \odot \) is the Hadamard product (i.e., element-wise multiplication) and \( A_{iw} \in \mathbb{R}^{H \times W \times C} \) is an intermediate weight tensor computed with the function \( \alpha_i(X_t) \) and the broadcasting function \( \gamma(\cdot) \). Finally, spatial global averaging pooling \( \rho(\cdot) \) is applied on top of them to reduce the dimensionality to \( \mathbb{R}^C \). The resulting tokens are gathered to form the output tensor: \( Z_t = [z_i]_{i=1}^{S} \in \mathbb{R}^{S \times C} \).

The overall process has a form of an element-wise spatial self-attention. In our initial version, \( \{\alpha_i(\cdot)\}_{i=1}^{S} \) are implemented together as a single or a series of convolutional layers (with the channel size \( S \)) followed by a sigmoid function. In our version 1.1, it is implemented with a single MLP layer (i.e., two dense layers with gelu in between). In case of an image, \( Z = Z_t \). In the case of a video, the tokens \( Z_t \) from all the frames are collected to form the final output token tensor \( Z \in \mathbb{R}^{ST \times C} \).

We specifically name our token learning module as “TokenLearner”. Figure 1 visually summarizes the TokenLearner module.

2.1.1 Compute reduction in Transformers:

The learned tokens (i.e., the outputs of the TokenLearner \( Z \)) are provided to the subsequent layers for the visual representation learning, such as multi-head self-attention (MHSA) used in Vision Transformer and ViViT. With the TokenLearner, these subsequent layers only need to process a small number of tokens (e.g., 8 instead of 1024) and this significantly reduces the computations, as they are quadratic to the number of tokens. Figure 3 (a) shows a basic architecture inserting the TokenLearner module within ViT. It could be added at any location within the network, and the relative compute of the Transformer layers after the TokenLearner become almost negligible due to the huge difference in the number of tokens.
After the TokenLearner generates tokens and its subsequent Transformer layer (e.g., MHSA) processes them, the “TokenFuser” could be used to further (1) fuse information across the tokens and (2) remap the representation back to its original spatial resolution. This enables the model to capture spatial (or spatio-temporal) ‘patterns’ formulated by the tokens, and recover the original input tensor shape when necessary.

First, given the token tensor \( Y \in \mathbb{R}^{ST \times C} \) from a Transformer layer, we apply a linear layer (i.e., a fully connected MLP layer) over the tokens, not channels. That is, we learn a linear function of \( Y = (Y^TM)^T \) where \( M \) is a learnable weight matrix with size \( ST \times ST \). The result of such operation maintains the tensor size of \( ST \times C \). We believe this also has a connection to the observations from the concurrent work, MLPMixer [17], that it is beneficial to have token-wise linear layers capturing patterns formed by tokens.

Next, the TokenFuser processes each temporal slice \( Y_t \in \mathbb{R}^{S \times C} \) individually, and remaps the token tensor of size \( S \times C \) back to \( H \times W \times C \), by learning to combine the tokens for each spatial location in \( H \times W \) differently.

\[
X_t^{j+1} = B(Y_t, X_t^j) = B_w Y_t + X_t^j = \beta_s(X_t^j)Y_t + X_t^j \quad (2)
\]

where \( X_t^j \) is the residual input to the previous TokenLearner module, \( Y_t \) is the processed tokens in the TokenFuser module, and \( X_t^{j+1} \) is the output. \( B_w \in \mathbb{R}^{HW \times S} \) is an intermediate weight tensor computed with the function \( \beta_s(X_t) \). The function \( \beta_s(X_t) \) is implemented with a simple linear layer followed by a sigmoid function.

Figure 2 illustrates the overall process of the TokenFuser (the token-wise linear layer is omitted).

### 3 Experiments with Images

In order to validate the power of the TokenLearner module, we first try TokenLearner on image representation learning. We evaluate two different architectures: (a) simply inserting the TokenLearner within standard transformer models, and (b) using the TokenFuser in addition to the TokenLearner at multiple locations within the transformers.

#### 3.1 Network architecture implementation

We use the Vision Transformer architecture [12], following its detailed settings and implementation [18]. We use ViT-B/16 and ViT-L/16 as our backbone, while also applying the TokenLearner to ViT-B/32 (the same model but with an initial patch size of 32x32 in the beginning), ViT-S/32 (smaller version with 384 channels), and more. The ViT-S and ViT-B backbone models have 12 transformer layers, while ViT-L has 24. Following the exact setting of [12], we used the input resolution of 224x224, 384x384, or 512x512 depending on the dataset and the model (i.e., 196, 576, or 1024 tokens). Positional encodings identical to ViT are used.

Figure 3 (a) and (b) show two different architectures incorporating TokenLearner. (a) is formed by inserting TokenLearner in the middle of the network such as after the 6th transformer among 12, while (b) uses both TokenLearner and TokenFuser. In particular, our model (b) is formed by replacing conventional Transformer layers with a series of TokenLearner-Transformer-Transformer-TokenFuser. Similar to (a), such replacement is done only for the layers after a certain layer. For instance, we keep six of the standard Transformer MHSA layers in the beginning, and replaces the remaining six layers with our TokenLearner-Transformer-TokenFuser modules repeated six times. We also modified some of our models to have more transformer layers (e.g., 21 instead of 12), and we specify this when we do so. Note that the computation increase caused by the transformer layers added after TokenLearner module is very small, as the number of tokens in these layers are few: 8 or 16.

We tried various number of tokens including \( S = 8, 16, 32 \), and use \( S = 8 \) and 16 as our default settings. That is, the TokenLearner is learning to abstract an image into 8 (or 16) tokens. The spatial attention function \( \alpha(x) \) in TokenLearner is implemented with four 3x3 conv. layers (with gelu in between), whose channel size is identical to the number of tokens (e.g., \( S = 8 \)).

We adopt the training settings (e.g., learning rate, training epochs, etc.) of [12].
3.3 Ablation: where should we have TokenLearner?

We first conducted an ablation to decide the best location to place the TokenLearner within the model. Figure 4 shows the results. The experiment was done with our model (a), without TokenFuser. It is showing the few-shot classification accuracies on ImageNet with JFT pre-training, following the protocol of ViT [12]. In addition, we show how the computation amount (FLOPS) changes per TokenLearner location. Basically, due to the large difference between the number of tokens with and without the TokenLearner (e.g., 8 with TokenLearner vs. 196 without), the computation of the transformers after the TokenLearner module becomes almost negligible compared to the transformers before the TokenLearner location.
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Table 1 shows the ImageNet fine-tuning Top1 accuracies and FLOPS. The numbers in the parenthesis are the number of transformer layers. 16-TokenLearner is with 16 tokens instead of 8.

We found that inserting TokenLearner in the middle of the network (at 1/2) achieves almost identical accuracies, while cutting the computation by (almost) half. In addition, having the TokenLearner at the later layer (after 3/4 of the network) achieves even superior performance compared to not using the TokenLearner while performing faster, thanks to its adaptiveness.

3.4 Results

Following the protocol established in ViT [12], we evaluated the models with and without TokenLearner in terms of (i) fine-tuning accuracies and (ii) few-shot accuracies. For the fine-tuning accuracies, we pre-train the model with JFT and fine-tune it with the original ImageNet dataset using an image resolution of 384x384 (for ViT-S and ViT-B models) or 512x512 (for ViT-L models) as done in previous works. For the few-shot accuracies, we also follow the protocol of ViT [12] where we do a regularized least-squares regression that maps the (frozen) representation of a subset of training images to \{−1,1\}^K target vectors. We report 5-shot ImageNet Top-1 accuracy, as well as the 5-shot accuracies averaged over multiple datasets: Caltech101, Caltech-UCSD Birds 2011, Cars196, CIFAR100, colorectal_histology, DTD, ImageNet, Oxford-IIIT Pet, and UC Merced Land Use Dataset. Few-shot accuracies are particularly interesting as it shows the generalization capability of the representation itself being learned. We note that 5-shot accuracy was also used to evaluate the representations learned by ViT [12]. In the experiments in this subsection, we use the model (a) from Figure 4 which is without TokenFuser. We inserted the TokenLearner module exactly at the mid-point of the network unless specified otherwise. The default number of tokens was 8 and we also use 16, as they showed the best accuracy-speed balance.

Figure 5 and Table 1 shows the ImageNet fine-tuning evaluation results, using smaller ViT-S and ViT-B models. We show accuracies of various versions of ViT and their TokenLearner versions, as specified in Section 3.1. We are able to observe that there is a substantial improvement in efficiency-accuracy trade-offs.

When directly applied to ViT (e.g., B/16), TokenLearner maintains the accuracy of ViT, while reducing the computation by almost a half. When more layers are used together with the TokenLearner, we are able to utilize the computation saved by the TokenLearner in the form of additional layers.
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We use the popular image benchmark, ImageNet [19]. For our experiments, we use the standard ImageNet version which has 1000 categories and 1.1M images. We use the image resolution of 384x384 for S/16 and B/16 models, and use 512x512 for L/16 models. ImageNet Real. [20], which is the dataset with Re-Assessed (Real) labels for ImageNet, was also used for the evaluation.

JFT-300M. The JFT-300M dataset is an internal dataset collected for training image classification models, which was first introduced by [21]. Images are harvested from the web and are filtered to maximize label precision. It contains 300M images and has been shown to be suitable for learning high-capacity models, such as transformers.

In this work, we use the JFT-300M dataset only for pre-training purposes, following the evaluation protocol, previously established for ViT [12]. We use the image resolution of 224x224 for this.
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3.2 Image classification datasets

ImageNet: We use the popular image benchmark, ImageNet [19]. For our experiments, we use the standard ImageNet version which has 1000 categories and 1.1M images. We use the image resolution of 384x384 for S/16 and B/16 models, and use 512x512 for L/16 models. ImageNet Real. [20], which is the dataset with Re-Assessed (Real) labels for ImageNet, was also used for the evaluation.

JFT-300M. The JFT-300M dataset is an internal dataset collected for training image classification models, which was first introduced by [21]. Images are harvested from the web and are filtered to maximize label precision. It contains 300M images and has been shown to be suitable for learning high-capacity models, such as transformers.

In this work, we use the JFT-300M dataset only for pre-training purposes, following the evaluation protocol, previously established for ViT [12]. We use the image resolution of 224x224 for this.
and it performs superior while still having less FLOPS. The number of tokens the baseline ViT B/16 processes is 576, while the TokenLearner learns $S = 8$ tokens. As a result, as mentioned in the above subsection, the computation of the transformers after the TokenLearner module becomes almost negligible compared to the transformers before the TokenLearner location.

Figure 6 shows few-shot experiment results. For these experiments, an image resolution of 224x224 is used following [12]. The baseline ViT therefore uses 196 tokens (as opposed to 576 used in ImageNet fine-tuning experiments). This makes the gap between the number of tokens used in TokenLearner and ViT smaller (compared to fine-tuning setting), increasing TokenLearner’s relative accuracy. It is interesting to observe that the accuracies of TokenLearner do not drop (e.g., TokenLearner-B/16 vs. ViT-B/16), despite the difference in the number of tokens.

3.4.1 TokenLearner on larger models.
We also evaluated our TokenLearner inserted into a ‘large’ model: ViT-L. In addition to the standard L/16 model that splits the scene into 16x16 patches, the same model with finer tokens were used including L/14, L/10, and L/8. Note that the model size stays the same, with 464M parameters, and only the inputs change for these models. As discussed above, the number of tokens become 8 or 16 after the TokenLearner layer, regardless the model. For these large models, the image resolution of 512x12 was used for ImageNet.

Table 2 shows the results. It specifies how many tokens were used for each model as well as the location of the TokenLearner layer. “16-TL at 12” means the number of tokens were 16, and TokenLearner was inserted after the 12th Transformer layer (i.e., in the middle). Some of the models were set to use additional layers (e.g., ‘+11’), but the increase in FLOPS were negligible due to the number of tokens being small after the TokenLearner layer.

We are able to observe that, similar to our experiments with ViT-S and ViT-B, TokenLearner is able to save the amount of computations by half when inserted in the middle. Further, it is able to do so without sacrificing the accuracy, due to the adaptiveness in the token generation. When the saved compute was used in other forms (e.g., use of L/14
TABLE 2: TokenLearner with ViT L/16 and L/14. 512x512 input images used.

| Base | # layers | TokenLearner | GFLOPS | ImageNet Top1 |
|------|----------|--------------|--------|---------------|
| ViT L/16 | 24 | - | 363.1 | 87.35 |
| ViT L/16 | 24 | 16-TL at 12 | 178.1 | 87.68 |
| ViT L/16 | 24+11 | 16-TL at 12 | 186.8 | 87.47 |
| ViT L/16 | 24+6 | 8-TL at 18 | 274.2 | 88.11 |
| ViT L/14 | 24+11 | 16-TL at 18 | 361.6 | 88.37 |

TABLE 3: Comparison to state-of-the-art ViT models.

| Method | # params. | ImageNet | ImageNet ReaL |
|--------|-----------|----------|---------------|
| BIT-L  | 928M      | 87.54    | 90.54         |
| ViT-H/14 | 654M   | 88.55    | 90.72         |
| ViT-G/14 | 1843M  | 90.45    | 90.81         |
| TL L/10 (24+11) | 460M | 88.5 | 90.75 |
| TL L/8 (24+11) | 460M | 88.87 | 91.05 |

Instead of L/16, it showed that it is able to meaningfully outperform the base model. The actual runtime of the base ViT L/16 vs. L/16 + TokenLearner was 1400 vs. 2000 images per second. It is not exactly linear to FLOPS due to the existence of other bottlenecks such as data loading.

Table 3 compares our models with TokenLearner against the larger ViT models from [12] and [22]. Despite using much smaller number of parameters, our TokenLearner models perform comparably to the huge and giant ViT models.

3.4.2 Making larger models much more efficient

We also confirmed the strategy of using TokenLearner at much earlier in the network, such as after the 2nd or 3rd attention layer. This makes the overall model even more computationally efficient than the smaller base ViT model (B/16), while performing better. Table 4 shows the results. We are able to observe that, for instance, the L/16 model with TokenLearner at the 3th attention layer gets a superior accuracy than ViT B/16, while its run time is around half of B/16.

3.5 Ablations and Comparisons

3.5.1 TokenFuser

First, we compare the TokenLearner models with and without the TokenFuser module. More specifically, we compared the model (a) and the model (b) from Figure 4, to confirm the effectiveness of the TokenFuser. Table 5 shows the results. We are able to observe that, for instance, the L/16 model with TokenLearner at the 3th attention layer gets a superior accuracy than ViT B/16, while its run time is around half of B/16.

3.5.2 TokenLearner vs. pooling

A straightforward alternative to the TokenLearner module is the use of spatial pooling to reduce the number of tokens. It can be done by spatially rearranging the tokens to have the height and width, and then applying conventional spatial pooling. This is similar to the pooling-based MHSA module used in [23].

Table 6 compares the TokenLearner against the spatial pooling. In all these experiments, ViT L/16 model was used. We are able to observe that there is a benefit in token ‘learning’. The pooling-based token reduction does have computation similar to the TokenLearner, but it loses its accuracy compared to the base model. On the other hand, TokenLearner performs a bit better than the base model despite the low computation.

3.5.3 TokenFuser alternatives

Here, we experimentally compare the proposed TokenFuser module with its alternatives. The role of the TokenFuser is to mix the output tokens from the Transformer layer and map it back to the original shape before the token reduction.

The most straightforward alternative would be to (1) use the masks from the TokenLearner module to ‘unpool’ the output tokens. The idea is to multiply each output token with the corresponding spatial map computed during the previous TokenLearner module, and sum all of them to recover the original input tensor shape. Alternatively, (2) we can use one more transformer layer to increase the number of tokens back to the original number of tokens, similar to the ‘re-projection’ used in [24].

Figure 7 shows the results with B/16. The unpooling strategy performed worse. The reprojection strategy performed comparably to the TokenFuser, but required more FLOPS.

4 TOKENLEARNER FOR VIDEOS

In this section, we illustrate how TokenLearner works for video representations. The TokenLearner and TokenFuser modules introduced in Section 2 are directly applicable for video representation learning. The only difference between the TokenLearner used for images and it used for videos is that TokenLearner generates multiple $Z_t$ for videos and they need to be stacked to form $Z$. Once $Z$ is generated, any
TABLE 5: Models with TokenLearner, with and without TokenFuser. The model without TokenFuser is described in Figure 4 (a). The model with TokenFuser uses the architecture of Figure 4(b).

| Base | # layers | TokenLearner | TokenFuser | ImageNet Top1 | ImageNet Real | GFLOPS |
|------|----------|--------------|------------|---------------|---------------|--------|
| B/16 | 12       | 8-TL at 6    | N          | 83.2          | 88.1          | 28.3   |
| B/16 | 12       | 8-TL at 6    | Y          | 83.7          | 88.4          | 28.5   |
| B/16 | 12       | 16-TL at 6   | N          | 83.2          | 88.0          | 28.7   |
| B/16 | 12       | 16-TL at 6   | Y          | 83.9          | 88.7          | 29.1   |
| L/16 | 24       | 16-TL at 12  | N          | 87.6          | 90.4          | 184.6  |
| L/16 | 24       | 16-TL at 12  | Y          | 87.6          | 90.5          | 187.1  |
| L/16 | 24       | 8-TL at 18   | N          | 87.9          | 90.8          | 273.2  |
| L/16 | 24       | 8-TL at 18   | Y          | 88.2          | 90.9          | 273.8  |
| L/10 | 24+11    | 16-TL at 18  | N          | 88.5          | 90.7          | 849.0  |
| L/10 | 24+11    | 16-TL at 18  | Y          | 88.5          | 90.9          | 856.9  |

Fig. 8: An illustration of TokenLearner, Transformer, and TokenFuser combined for video representation learning. TokenLearner first learns to generate a set of token vectors, the Transformer (e.g., MHSA) models their space-time relations, and TokenFuser combines them. S is the number of tokens we learn per frame, and T is the number of frames. C is the number of channels, which we made to be identical across the modules for efficiency. Note that this combination can serve as a ‘module’ itself, and one may stack such module multiple times within the network. TokenFuser could be dropped depending on the architecture.

TABLE 6: TokenLearner compared against pooling-based token reduction.

| Details | ImageNet | GFLOPS |
|---------|----------|--------|
| Base ViT L/16 | 87.35 | 363.1  |
| 2x2 pool at 9 and 18 | 85.63 | 144.3  |
| 2x2 pool at 12 and 18 | 86.41 | 187.2  |
| 4x4 pool at 12 | 83.93 | 184.4  |
| 16-TL at 12 | 87.68 | 184.6  |

Fig. 8 provides an overview of the combined framework for videos. TokenLearner first extracts S number of tokens per frame, resulting in a total of ST tokens where T is the number of frames. Once TokenLearner generates these adaptively learned tokens, they are provided to the subsequent Transformer layer to capture the global space-time patterns. Finally (and optionally depending on the architecture), TokenFuser applies a linear layer over the token axis and then remaps the tensor shape back, as discussed in Section 2.2. Following Eq. 2, TokenFuser is applied for per-frame representation \( Y_t \). This results in a lightweight approach, which brings forth an efficient video representation by capturing long-range visual patterns.

What we show for the video representation learning is a combination of TokenLearner, Transformer, and TokenFuser modules repeated multiple times, as described in Figure 3(b). The TokenFuser part is dropped if we are using the model architecture (a), and only the Transformer layers are repeated multiple times after the TokenLearner module.
5 Experiments with Videos: TokenLearner with Video Vision Transformer

5.1 Network architecture implementation
ViViT [14] is a direct extension of ViT for videos, which uses spatio-temporal patches from videos as its tokens. The size of the space-time patches are typically 16x16x2, which are given to the Transformer layers similar to ViT. ViViT and ViT share the architecture. For our experiments, we insert the TokenLearner module within the ViViT architecture, identical to how we inserted it within ViT in Figure 3. ViViT has been one of the state-of-the-art approaches for the Kinetics datasets [1], and the idea is to confirm whether TokenLearner could directly be added to such general video representation models and outperform them.

5.2 Datasets and training
For the experiments in this section, we use the Kinetics datasets, which are video classification datasets with relatively short video clips (~10 seconds). We train and evaluate on both Kinetics-400 and Kinetics-600 datasets, which have about 240k and 390k training samples. We follow the standard settings used in previous papers and report accuracy on the validation set [1, 6].

Following ViViT [14], we first pretrain models on JFT to obtain initial weights. We directly use the models from Section 3. The weights of the initial convolutional layers to handle image patches (e.g., 16x16) are processed to handle 16x16x2 video patches by following the 3D initialization strategies of ViViT, and the weights of the Transformer and the TokenLearner layers were directly adopted for the initialization. Next, the model was finetuned on the Kinetics data.

Similar to ViViT, we train the model for 30 epochs with the base learning rate of 0.05 with the Momentum optimizer. Basically, all the settings in our Kinetics experiments follow the setting of ViViT.

5.3 Results
We evaluate various versions of the ViT-L models incorporating the TokenLearner module. As mentioned above, all of the models are pre-trained on JFT and fine-tuned on Kinetics. In addition to the standard L/16 models + TokenLearner, we use the L/14 and L/10 models introduced in Tables 2 and 3. These models use additional layers compared to the standard ViT L/16, but as also described in the previous sections, the computation increase caused by them are minimal due to the number of tokens being much smaller, 8 or 16, in the added layers. We report both their classification accuracies and the computation in FLOPS.

Table 7 compares the results on Kinetics-600. Similar to our results on Kinetics-400, when TokenLearner was first released, it extended the state-of-the-arts while also being computationally efficient.
TABLE 9: ViViT + TokenLearner on Kinetics-600. The multiplication in GFLOPS corresponds to the number of views used for the inference, such as 4x3 = 12. TL stands for TokenLearner.

| Method | Top-1 | Top-5 | total GFLOPS |
|--------|-------|-------|--------------|
| SlowFast 16x8, R101+NL [6] | 81.8 | 95.1 | 234 × 30 |
| X3D-XL [27] | 81.9 | 95.5 | 48 × 30 |
| TimeSformer-HR [15] | 82.4 | 96.0 | 1703 × 3 |
| ViViT-L/16 [14] | 84.3 | 96.2 | 1446 × 12 |
| Swin-B [26] | 84.0 | 96.5 | 282 |
| Swin-L (384) [26] | 85.9 | 97.1 | 1105 |
| Swin-L (384) [26] | 86.1 | 97.3 | 2107 |
| TL 16at12 (L/16) | 84.4 | 96.0 | 766 × 12 |
| TL 5at18 (L/16) | 86.0 | 97.0 | 1105 × 12 |
| TL 16at12 (L/10) | 86.1 | 97.0 | 4076 × 12 |
| TL 16at18 w. Fuser (L/10) | 86.3 | 97.0 | 4100 × 12 |

6 EXPERIMENTS WITH VIDEOS: TokenLearner with Bottleneck Transformer

6.1 Network architecture implementation

In this experiment, we follow the Bottleneck Transformer [28] network style, while taking advantage of X3D [27] as the backbone. This is motivated by the successful usage of X3D on Charades. Charades has longer duration videos (average of 30 seconds) with long actions (average action length of 15 seconds). This requires the model to understand longer term temporal information by considering multiple temporal tokens, and TokenLearner allows efficient computation of them over many frames.

Specifically, we modified X3D to be more computationally efficient by (1) replacing its 3D XYT convolutional layers with a pair of 2D conv. layer and 1D conv. layer, and (2) removing Squeeze-and-Excitation layers [29] and swish activations. Our backbone could be viewed as X(2+1)D. We use the channel sizes and the number of layers identical to X3D-M, which is an efficient model.

Based on such X(2+1)D architecture, and following the Bottleneck Transformer concept, we replace the space-time convolution layers in the last block with our transformers. Figure 9 illustrates the residual module architecture, which is repeated multiple times in the block. We have tried different versions, and our final model is built by replacing 1D temporal convolution with our TokenLearner while keeping the 2D 3 × 3 convolution layer in the X(2+1)D modules. The spatial attention function (i.e., α(·)) in TokenLearner is implemented with a single conv2d layer.

Here, we used a Vector Transformer instead of MHSA as our Transformer layer, which could be also viewed as the MHSA with the number of heads being identical to the number of channels. We provide more details in Appendix.

We use 224 × 224 × 64 videos for training and 256 × 256 × 64 videos for testing. After the 3rd residual block, the input tensor has the shape of 8 × 8 × 64, and this becomes the input to the TokenLearner. For an efficient implementation the intermediate channel size of TokenLearner was set identical to the output channel size, d = 432. Notice that 64 frames were used to best capture longer-term temporal information. S = 8 number of tokens were used.

Fig. 9: Our network module following the bottleneck transformer, with X(2+1)D backbone. It is an inverted bottleneck.

6.1.1 Datasets

Charades dataset: The Charades dataset [30] is a dataset collected by assigning activity tasks which people in various environments are acting out, for example by performing a sequence of actions which involve interaction with objects. For example, sitting on the couch and reading a book, closing the book, standing up and speaking on the phone. It comprises 8000 training and 1086 validation videos with an average duration of 30 seconds. It has 157 activity classes. This dataset is very challenging as it is a multi-class, multi-label video dataset, that is, more than one activity can occur at the same time, and it includes fine grained motions or interactions with small objects in real-world environments. We follow the standard evaluation protocols, reporting the mean Average Precision (mAP) % (v1 classification setting of the dataset). We used the frame rate of 6 fps and 12 fps to obtain the training/testing videos (12 fps worked better). The dataset has a Non-Commercial Use license.

AViD dataset: The Anonymized Videos from Diverse countries (AViD) dataset [31] is a unique dataset which is representative of the world’s population video content generation. It is collected from videos uploaded from multiple countries across six continents and demonstrates higher diversity compared to other video datasets such as Kinetics in its concepts, actions and visual representations. For example a ‘greeting’ in certain countries involves a handshake, in some a kiss, but in others a slight bow. The dataset is explicitly designed to contain less bias, encourage diversity, while respecting privacy and licenses. The AViD dataset contains 887 classes and 450k videos (410k training 40k testing) and is of comparable size to Kinetics-400 and Kinetics-600 datasets with 400 and 600 classes respectively.
We are able to observe that we establish the new state-of-the-art as seen, our approach outperforms prior work on this dataset, while also being more computationally efficient. Table 10 shows the results on the Charades dataset. We also compared our spatial attention-based token learning strategy for video representations to pair a layer focusing on spatial information (e.g., R(2+1)D [25] and TimeSformer [15]). Table 13 shows the results of this ablation. For spatial and temporal transformer implementations, the standard multi-head self-attention (MHA) with 8 heads is used. Table 12 shows the results. Interestingly, despite the heavier computation of the full joint space-time transformer, it performed slightly worse to the TokenLearner modules. We believe this shows the advantage of the ‘adaptiveness’ of the tokens in the TokenLearner and shows that the standard transformers might be suffering from the tokens irrelevant to the actions serving as noise or distractors.

We also report the amount of computation and the number of parameters of each module in these models. This depends on the input size and the hyper parameter setting, and our measurement is based on the input size (i.e., \(T \times H \times W \times C\)) of \(8 \times 8 \times 64 \times 492\). Note that this is the measurement of modules, not the entire network.

### 6.3 Ablations

#### 6.3.1 Comparison against different tokenizations

Here, we compare the model with TokenLearner against different space-time transformer tokenization strategies. More specifically, we compare the use of TokenLearner + Vector Transformer + TokenFuser against the tokenization in the full joint space-time transformer module (advocated in [14] and also mentioned in [15]). The full joint space-time transformer module is a transformer layer on space-time tokens similar to ours, but it relies only on the hand-designed tokenization. Compared to TokenLearner which generates \(S \times T\) number of tokens, the full joint space-time transformer uses \(H \times W \times T\) number of tokens. In our bottleneck implementation, it uses \(~8\) times more tokens (i.e., \(8^664\) vs. \(8^8\times64\)) for the joint space-time transformer modules, the standard multi-head self-attention (MHA) with 8 heads is used.

Table 12 shows the results. Interestingly, despite the heavier computation of the full joint space-time transformer, it performed slightly worse to the TokenLearner modules. We believe this shows the advantage of the ‘adaptiveness’ of the tokens in the TokenLearner and shows that the standard transformers might be suffering from the tokens irrelevant to the actions serving as noise or distractors.

We also report the amount of computation and the number of parameters of each module in these models. This depends on the input size and the hyper parameter setting, and our measurement is based on the input size (i.e., \(T \times H \times W \times C\)) of \(8 \times 8 \times 64 \times 492\). Note that this is the measurement of modules, not the entire network.

#### 6.3.2 Comparison between multiple space-time layer combinations

As also suggested in previous literature, it is a common strategy for video representations to pair a layer focusing on spatial information with a layer focusing on temporal information (e.g., R(2+1)D [25] and TimeSformer [15]). Table 13 shows the results of this ablation. For spatial and temporal transformer implementations, the standard multi-head self-attention was used, as was done in [14], [15]. The result shows that the proposed TokenLearner is more accurate than other popular combinations. The modules based on TokenLearner also effectively only uses a fraction of the Tokens per frame (i.e., 8) as opposed to other methods which use 16 \(\times\) 16 or 32 \(\times\) 32 tokens.

One of the main benefits of the TokenLearner (in addition to the adaptive tokenization of the input and that we explicitly fuse the tokens to capture their spatio-temporal patterns) is that, unlike the disjoint space/time transformers used in this ablation study, it is a joint space-time transformer. Simultaneously, it still manages its computation to be much more tractable (as shown in Table 13): A naive full version of the space-time transformer would require consideration of \(8 \times 8 \times 64 = 4096\) tokens in our case, building and multiply the attention tensor of size \(4096 \times 4096\). On the other hand, the TokenLearner learns to consider \(8 \times 64 = 512\) tokens jointly.

#### 6.3.3 More TokenLearner alternatives

We also compared our spatial attention-based token learning with alternative approaches: (1) using a fixed grid to split
TABLE 12: Comparison between TokenLearner and the joint space-time transformer modules similar to [14], applied to our backbone. They use the X(2+1)D backbone, tested on Charades with the 6 fps setting, Charades 12 fps setting, and AViD dataset. GFLOPs and # params are of each module (with 64 frame inputs), not the entire network.

| Module | Charades-6fps | Charades-12fps | AViD | GFLOPs | # params |
|--------|---------------|----------------|------|--------|----------|
| Joint space-time MHSA | 57.9 | 64.0 | 53.3 | 22.0 | 0.30M |
| Conv2D + Joint space-time MHSA | 58.6 | 62.5 | 52.5 | 35.8 | 1.98M |
| Ours (TokenLearner) | 58.8 | 63.4 | 53.8 | 3.4 | 0.81M |
| Ours (Conv2D + TokenLearner) | 59.5 | 66.0 | 53.7 | 17.2 | 2.49M |

TABLE 13: Comparison between different space-time transformer modules. They were all applied to the same backbone architecture (i.e., the Bottleneck Transformer-style with X(2+1)D). The Charades-6fps is used in this experiment. FLOPS are estimated with 64-frame settings, per module.

| Module | Acc. (%) | GFLOPs | # params |
|--------|----------|--------|----------|
| Conv2D + Conv1D | 56.6 | 18.3 | 2.24M |
| Conv2D + MLPMixer [17] | 57.0 | 13.8 | 2.06M |
| Conv2D + Temporal transformer | 58.4 | 16.5 | 1.98M |
| Spatial + Temporal transformer | 58.8 | 5.5 | 0.59M |
| Conv2D + Spatial + Temporal | 58.0 | 19.2 | 2.27M |
| Ours (TokenLearner) | 58.6 | 3.4 | 0.81M |
| Ours (Spatial + Temporal) | 58.9 | 6.2 | 1.11M |
| Ours (Conv2D + TokenLearner) | 59.5 | 17.0 | 2.49M |

each frame into the same number of tokens (i.e., 8 tokens), (2) the approach of directly generating tokens using a fully connected layer, and (3) the approach of spatially average pooling the entire frame pixels and using fully connected layers to generate multiple tokens per frame. In the second approach, we directly model \( z_i = A_i(x) \) as a dense layer, producing \( T \times S \times C \) tensor based on the \( T \times H \times W \times C \) input. The third approach is similar, except that we apply spatial global average pooling per frame and then use MLP to generate tokens.

The fixed split tokenization method (1) provided us the accuracy of 58.8 on Charades, as opposed to 59.6 of ours. The direct token generation method (2) provided the accuracy of 56.6 on Charades, failing to obtain better tokens. Pooling and generation method (3) gave us the accuracy of 58.6. These results suggest the importance of spatial attention for the token learning, our TokenLearner. The same vector transformer and TokenFuser (from Section 2) were used for this ablation.

6.4 Visualizations

Figure 11 shows visualizations of the tokens being learned with our approach. We show the spatial attention maps (i.e., \( \alpha_i(x) \)) from the first TokenLearner module, as the inputs to the higher-level TokenLearner become more mixed spatially and temporally. We are able to observe that they tend to focus more on human regions, and that they change over time responding to the changes in the visual input. Among the \( S = 8 \) tokens per frame we learn, we visualize 4 of them.

7 Related work

Visual understanding is a long-standing problem in computer vision. Image recognition tasks including object classification and detection have been extensively studied in many different directions. Most of today’s methods focus on learning to represent spatial appearance in images. It is a challenging task which spans many years of computer vision research [10].

Video understanding has an even more challenging task for extracting both the spatial and the temporal information in a video [1, 15, 25, 41, 42, 43, 44, 45, 46]. In order to adequately capture both motion and appearance information in videos, full 3D space-time convolutional layers as well as (2+1)D convolutional layers have been used [1, 2, 23, 24]. More advanced network designs have also been extremely popular in video CNNs particularly two-stream ones [6, 43, 48, 49, 50, 51] and, recently, architecture search ones [27, 33, 37, 38, 52, 53].

Attention-based architectures, e.g., the Transformer [11], have shown remarkable success in both Natural Language processing and Computer Vision. The Vision Transformer [12] demonstrated how the NLP-specific Transformer architecture can elegantly work for images, and image recognition tasks. This is done by subdividing the input image into non-overlapping patches on a regular grid and feeding them as token embeddings to the Transformer, where \( O(N^2) \) tokens are used or order of 256 or 1024. A plethora of approaches have followed this strategy [22, 23, 55, 56], with some of the approaches proposing multi-scale visual transformer versions [23, 55, 57]. Some methods focus on optimizations of these models and layers, and they also have been successful [55, 59, 60, 61].

Applying attention-based architectures to videos presents a definite challenge as the model needs to learn dependencies across both the spatial and temporal domains. [62] relied on the region proposal network to use the detected human and object candidates as tokens, showing that it could be combined with CNNs. A couple of recent works [14, 15], in the spirit of the Vision Transformer, subdivided the video into token in a 3D grid to capture the video input. This leads to \( O(N^3) \) increase in the number of tokens required for learning (typically ~ 25k tokens for 96-frame model). Attention-based architectures have also been used in the context of video generation [63]. Several architectures have demonstrated attention-based architectures for handling multiple inputs of various modalities [64, 65].

Our work, in contrast to both related work in image and video recognition, learns the tokens from data which results in a significantly fewer tokens, and more efficient approach. We see that even 8x times fewer tokens (e.g., 512 vs 4096), when learned, are able to capture successfully the information needed for video representation learning. Importantly, our proposed TokenLearner, is applicable to both video and image recognition tasks achieving better
Spatial attention maps, $\alpha(x)$

Fig. 10: Visualization of the spatial attention maps for the tokenizations. Attention maps for four among a total of eight learned tokens are shown.
results in both domains.

8 CONCLUSIONS

We have presented TokenLearner, a novel approach for visual representation learning, which adaptively tokenizes the inputs. The goal is to learn to extract important tokens in images and video frames for the recognition tasks at hand. Our approach is more efficient, than contemporary work, by finding few important space-time tokens which can model visual representations of images and videos. We observe improved accuracies across image classification and challenging video understanding tasks, and outperformed prior approaches in many datasets. One of the remaining challenges is in learning full spatio-temporal tokens. The current TokenLearner focuses on finding spatial tokens over a sequence of frames, and it could be extended to mine tokens over space-time volumes.
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APPENDIX A

VECTOR TRANSFORMER: PAIRWISE VECTOR ATTENTION

Here, we summarize the details of the Vector Transformer used in the Bottleneck Transformer experiments.

Once TokenLearner generates adaptively learned tokens, a vector attention between key-query pairs could be computed. This can be thought as a version of multi-head self-attention in which the number of heads is the same as channels, allowing us to learn a different attention matrix for each channel. It captures in an efficient way pairwise space-time relations per channel, particularly benefiting tokens with rich channel information.

Given $Z$, a set of tokens reflecting different space-time aspects of a video, the Transformer models space-time interactions between them. In particular, we follow the formulation of $\text{ST}^2$, which enables a vector-version of the Transformer, although it is also possible to incorporate other attention mechanisms.

For every token $z_i$, the output of the Transformer $y_i$ is computed by considering all possible $z_j$ as:

$$y_i = \sum_{z_j \in Z} \gamma(f_q(z_i) \odot f_k(z_j)) \odot f_v(z_j)$$

where $i$ and $j$ are the indexes of the tokens in $Z$ whose size is $|Z| = ST$. $f_q$, $f_k$, and $f_v$ are the linear layers projecting the tokens. $\gamma$ is an extra projection layer to match the channel dimensionality followed by a softmax function over $j$. When the channel sizes of the projections are identical, $\gamma$ is simplified as a single softmax layer identical to the standard transformer.

In the original transformer notation, the query matrix $Q$ corresponds to our $\{f_q(z_i)\}_i$, and the key matrix $K$ corresponds to our $\{f_k(z_j)\}_j$. Instead of computing the dot product between $Q$ and $K$ as $QK^T$ to generate the attention `matrix’, this vector formulation computes an attention `tensor’ $\{\gamma(f_q(z_i) \odot f_k(z_j))\}_{(i,j)}$ preserving the channel information. It has shape $ST \times ST \times d$ where $d$ is the intermediate channel size. The computed attention tensor is multiplied with the value matrix $\{f_v(z_j)\}_j$ to get the final transformer outputs.

Notice that this vector transformer is a global representation, and the temporal range of the information it is able to capture entirely depends on what tokens we provide to it. With our learnable adaptive tokens, we have the capability to cover a larger number of frames and focus on the temporal structure.

APPENDIX B

IMAGE AND VIDEO CLASSIFICATION TRAINING DETAILS

B.1 Image classification

We follow the exact training protocols and the hyper parameters of [12] for our image classification experiments.

B.2 Video classification - ViViT

We follow the exact training protocols and the hyper parameters of [14]. We use the same code (the Scenic library [18]) and the hardware for the training as well as for the evaluation.

We train the Kinetics model for 30 epochs with the base learning rate of 0.05 with the Momentum optimizer. Basically, all the settings in our Kinetics experiments follow the setting of ViViT.

B.3 Video classification - Bottleneck Transformer

We provide the training details as below. For the training/testing splits of the datasets, we followed their standard settings.

We use the cosine-decay learning rate which was popularly used in many video CNN model trainings. The base learning rate of 0.8 per TPU core (which is equivalent to a single GPU) is used for the Charades dataset (multi-label action classification) and the base rate of 0.025 per TPU was used for the AViD dataset (video classification). The training was done for 100k iterations with the batch size of 4 per TPU core (i.e., 4*64=256 was our batch size) in the Charades experiments. The batch size of 8 per TPU core was used for AViD. 100k iterations correspond to roughly 125 epochs in AViD. Label smoothing of 0.2 was used for the AViD training. No label smoothing was used for the Charades. In Charades, the training was done by temporally cropping a long Charades videos (e.g., 30 seconds) into 64 frame segments. The evaluation was done similarly with 64 frame segments by merging their output responses.

The training time of a single model was around ~16 hours with 32 TPU v3. This was bottlenecked by the data pipeline, and the actual computation is less.

APPENDIX C

COMPARING MORE MODELS ON FEW-SHOT LEARNING

Here, we report few-shot learning accuracy of more models with TokenLearner, extending Figure 6. Specifically, we additionally show L/16 (and L/14) models with TokenLearner.
at various locations, including inserting it at the 2nd, 3rd, 6th, and 12th attention layers. We are able to observe the strategy of adding TokenLearner early in the network allows us to save the computation while obtain superior image classification accuracy to the base models.

APPENDIX D
ADDITIONAL ABSTRACTIONS

D.1 Different components
Using the setting of the Bottleneck Transformer experiments, we did an ablation to evaluate components of our approach and their combinations. We conducted ablations removing/adding different components of our model. In addition to Vector Transformer described in the above subsection, we also tried an ablation of replacing it with the multi-head self-attention. Table [4] shows the results, demonstrating the benefits each of the elements bring to the approach. For this experiment, we used the module composed of Conv2D + transformer (within the bottleneck), which we found to perform the best from the other ablations.
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