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Abstract
IoT smart devices are a confluence of microprocessors, sensors, power source and transceiver modules to effectively sense, communicate and transfer data. Energy efficiency is a key governing value of the network performance of smart devices in distributed IoT networks. Low and discrete power and limited amount of memory and finite number of resources form some major bottlenecks in the workflow. Dynamic load balancing, reliability and flexibility are heavily relied upon by cloud computing for its accessibility. Resources are dynamically provided to the end client in an as-come on-demand fashion with the global network that is the Internet. Proportionally the need for services is increasing at a rate that is astonishing compared to any other forms of development. Load balancing seems a major challenge faced due to the architecture and the modular nature of our cloud environment. Loads need to be distributed dynamically to all the nodes. In this paper, we have introduced a technique that combines fuzzy logic with various nature inspired algorithms—grey wolf algorithm and firefly algorithm to effectively balance the load in a network of IoT devices. The performances of various nature inspired algorithms are compared with a brute force approach based on energy efficiency, network lifetime maximization, node failure rate and packet delivery ratio.
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1 Introduction

IoT networks consist of various smart devices deployed in a wide area. Each of these devices can be referred to as nodes. This leads to a network increasing in complex arrangement against regular wireless networks [1]. The data is sensed by the sensors attached to each node of the IoT devices. An optimized mechanism for balancing data among various resources and its routing is essential since a fixed path from end-to-end between the source node and the destination node need not necessarily exist. Other restrictions in an
IoT environment include limited wireless connectivity, number of sensors, amount of data being sensed and limitations in terms of resources such as limited battery energy, limited power and limited memory [2]. This leads to an increase in processing time and issues such as inefficient load management, node failure, excessive energy consumption.

In this paper, we have introduced a technique that combines fuzzy logic with various nature inspired algorithms such as firefly algorithm and grey wolf algorithm. The performances of these algorithms along with fuzzy logic are compared to a brute force approach. Initially a fuzzy logic controller is designed as per the Fuzzy Logic inference rules. Fuzzy logic is based on human-like decisions making and has the properties essential for detecting chaotic behavior [3]. The Fuzzy Logic Controller (FLC) is implemented to categorize regions of observation into three classes of IoT devices and then optimized with the firefly and grey wolf algorithms to select the fittest nodes. We form the basis of our optimization comparing it to a brute-force approach. We also compare the relative performances of the two nature inspired algorithms.

In our proposed model, we cluster the nodes into spatially correlated regions of interest (based on the similarity and mobility) using K-means and rather than collecting data or load from all the sensors, we select an optimum number of sensors. Low energy consumption is facilitated by avoiding collection of data from all spatially correlated nodes and doing an optimized selection of nodes. Establishing sufficient sensors’ involvement in data detection and reporting helps in achieving high accuracy levels. The selection of clusters is performed through the Fuzzy Logic Controllers (FLC) which work on the Fuzzy Logic-Based Decision System (FLBDS). The fuzzy-based controlled decisions help in traffic rejection and have the potential to make optimization decisions to maximize network lifetime and minimize energy consumption without using any complex modeling in mathematics. The bio-inspired algorithm helps with the selection of nodes from these clusters. The clusters which have updated data and maximum residual energy are allotted preference values using FLCs. The bio-inspired algorithms adjust the path of nodes based on the value of their fitness function. The conditions for fitness are proposed in a manner to prevent exhaustion and subsequent failure of individual nodes. It does this by selecting nodes with maximum energy and updated data. This helps to prevent nodes from collapsing due to low residual energy. It also helps in preventing the transfer of redundant data as sensors with updated data are chosen each time.

In IoT, bio-inspired optimization techniques are used to handle challenges such as non-existence of an end-to-end path from the source node to the destination node due to the changing network topology [4]. These algorithms also help in preventing unnecessary energy consumption and subsequent failure of nodes due to exhaustive techniques. They give optimal solutions in less time and by consuming less energy.

The firefly algorithm mimics the nature and flashing behavior of fireflies. Firefly algorithm has attracted attention in the last decade due to its low complexity as compared to other metaheuristic algorithms [5]. Due to low complexity, the overall computation cost of this algorithm is also minimum. The grey wolf optimization (GWO) algorithm imitates the hunting mechanism and leadership ranking of grey wolves [6]. The ranking of leadership in grey wolves is simulated in the form of the sets alpha, beta, delta, and omega. Additionally, there are steps to how the process of hunting/optimization is carried out. These include hunting for prey, encircling the prey, and attacking prey, are implemented.

The paper is established as follows: subsequent the introduction, Sect. 2 describes the motivation and goals of the work. Further in Sect. 3, the previous work has been explained. The proposed model along with all the key features has been elucidated in Sect. 4. The internal environment regulation unit has been elucidated in Sect. 4.
Experimental results are discussed in Sect. 5. Section 6 throws light on the conclusion and future scope of the model.

2 Motivation

There are limitations to how much processing can be done in each amount of time because of physical bounds of hardware. The increasing need and demand for IoT devices by billions of users have further compounded the problem [7]. This is the performance problem. There need to be multiple points of processing to minimize network failures. This is the availability problem. To avoid outages due to hardware failure, we need to run multiple instances of processing capable gateways and be able to reroute traffic away from overloaded nodes as fast as possible. There are some cases where scaling vertically, that is maximizing the number of processing devices is the right choice, but for most smart devices, it’s neither an economically procurable nor an implementation feasible choice. This is the economy problem, gaining a high enough return on investment while making the product consumer viable.

These adversities spawned the need for distributing workloads over existing infrastructure efficiently. Load balancing helps solve the performance, economy, and availability problems by providing a scaling out approach by generating the maximum possible efficiency out of the current hardware portfolio [8]. Load balancing is a scenario wherein the greedy approach of balancing is not sufficient. Hence, we introduce the concept of fuzzy logic. Fuzzy logic is a mathematical concept wherein, instead of binary truth values (True or False), the ground truth values of any function may be any number greater than 0 and lesser than 1 (both inclusive) [9]. It’s a many-valued approach to the traditional Boolean system, recognizing the need for handling partial truths for problems where there isn’t just a single computationally possible solution but a set of solutions which cater to different facets of the problem. These are meant to handle imprecise, incomplete, or non-numerical information.

Load balancing is essentially an optimization problem, and this paper chooses nature inspired algorithms (or evolutionary algorithms) as one part of the two-fold approach. Evolutionary algorithms do not have any set of assumptions for any fitness landscape. Hence, they perform well under a wide variety of use cases. Simple implementations of these algorithms can solve complex problems easily. These algorithms are mostly genetic based algorithms, i.e., follow the concepts of mutation and principles of survival of the fittest [10]. The fitter populations base their fitness on the calculation of a fitness function. The workflow of the algorithm is that it is supposed to carry the good solutions further down the genetic line, discarding the unimportant solutions and optimizing the selected solutions further. The authors have used GWO as it is simple in principle, fast seeking speed, high search precision, and easy to realize, it is more easily combined with the practical engineering problems. The firefly algorithm is also analysed as it is Firefly algorithm is efficient and an easy-to-implement algorithm. It is also suitable for parallel implementation.

Our approach consists of combining nature inspired algorithms with fuzzy logic to originate an innovative method of load balancing for smart devices by factoring in practical intended usage aspects of the smart devices into filtering out the most efficient nodes that need balancing, and in turn efficiently balancing the data that needs processing.


3 Related Work

Network optimization on the Internet of Things has gained massive attention due to a large increase in traffic from the IoT devices and things, as billions of IoT devices are expected to be pivotal in connecting global networks in the future years [11, 12]. Generally, the optimization of networks is defined as the technology used to improve and increase the performance of the network for various environments. A paper on network optimization gives the guidelines of an optimization algorithm in IoT. The virtue of which can be elucidated in three major optimization parameters. Firstly, load balancing of the data between nodes to improve network lifetime. Another requirement is an energy saving mechanism to minimize the consumption of energy by the node [12]. Finally, a diverse principal set of devices, or the population participating in the network is required to maintain the robustness and heterogeneity of the network.

In this work, we propose a Fuzzy Logic Based Decision System (FLBDS) selection mechanism for correlated region selection. In a similar paper on Routing in Intrabody Nanonetworks [13], the authors argue that clustering guarantees the selection of correlated regions which contain maximum residual energy and updated data. These regions are used for data aggregation. It improves information accuracy and results in a stabilized energy consumption in the area.

An FLBDS was first proposed in 1965 [14]. Researchers have adopted them in numerous fields such as artificial intelligence and expert systems. FLBDS have an input, processing and an output stage. The mapping of inputs to membership functions is done in the input stage. Processing stage includes a set of rules, which gives an outcome for every input. The results of these rules are then combined. The combined result is converted back into a specific control output value [15]. Trapezoidal, triangular and bell curves are the most used membership functions [16]. The system provides increased flexibility, low complexity and can be applied to an uncertain environment.

In the proposed approach, the devices have been clustered within spatially correlated regions. Rather than gathering data from all the devices, an optimum number of devices are chosen. Preventing data collection from all spatially correlated devices and selecting results in low energy consumption due to collection of data. The application of nature-inspired algorithms in engineering and the sciences has resulted in large communication benefits. Algorithms based on swarm intelligence like the ant colony optimization [17], grey wolf optimizer [6], firefly algorithm [5] can manage complex problems with easy rules. In IoT, swarm intelligence-based algorithms use the foraging practices of animals in order to solve complex optimization problems [18]. Firefly algorithm has low complexity as compared to other metaheuristic algorithms due to which it has garnered massive focus from the academic community in the previous decade [19]. Various applications have an efficient adaptation of the firefly algorithm because of its low computation time. Some examples are traveling salesman problem [20], digital image compression, multi-modal optimization [18] and security. The grey wolf optimizer, first proposed in Ref. [6] imitates the hierarchy and hunting behaviour of grey wolves to solve complex optimization problems.

It is observed that most of the above works have a single objective, and scheduling based on cost is seldom found. Therefore, we introduce a multi objective scheme on Load Balancing using Genetic Algorithms in a cloud environment to increase the resource utilization and energy efficiency and reduce the make span.
4 Proposed Model

4.1 System Architecture

The entire scenario consists of a total number of 120 smart objects that are randomly distributed in a 250×250 m² two-dimensional plane. Our network is based on the conventional cloud structure. The different devices in our network are classified into three categories to provide a variety of services in the network. These three categories are the receptive devices or sensors, IoT gateways or transmitting nodes and computational devices or base devices. Sensors lie in class 1. They receive the data and relay it to the transmitting devices. These nodes can only transmit data to a limited range. The class 2 nodes are the IoT gateways. They receive data from the receptive devices in their range. The class 3 objects are very intelligent. Their range of transmission is also high enough to forward the data packets over the internet. Of the 120 nodes, around 54 belong to class 1, 36 belong to class 2 and 30 belong to class 3. These numbers are chosen considering the processing power of nodes (Fig. 1).

4.2 System Model

Initially the nodes are clustered and coagulated into different regions based on their class and their proximity to each other. The clustering scheme used is K-Means++ clustering. K-Means++ is an advanced version of the conventional K-Means clustering which uses a procedure to initialise the cluster centres before proceeding with the conventional K-means clustering. Since our nodes are mobile, the nodes are clustered after an interval ‘x’. The value of ‘x’ depends on the mobility of nodes. Our nodes are not highly mobile, so we set a larger value for x (Fig. 2).

The regions which have updated load and adequate energy are selected from the total number of clusters—customised during network setup time. Since our nodes are mobile, we recluster our nodes after a time period, x. Only the regions that have high residual energies, larger number of nodes, low mobility and minimum current load are selected using the FLDBS. For the input parameters, we have used the linguistic variables High (H), Medium (M) and Low (L). For the output parameters, we have used the linguistic variables Very High (VH) High (H), Medium (M) and Low (L) and Very Low (VL). The membership function used for fuzzification is the triangular membership function. The Mamdani Centroid Technique is used for defuzzification. Selection of clusters aids in achieving the ultimate goal of load balancing with efficient energy consumption. Now the further process is performed on these selected regions of interest. Avoiding load balancing in regions that don’t have updated data helps in avoiding unnecessary data transmission and subsequently saves energy. The selection of regions is done based on their preference values.

The value of the membership function for fuzzy variables is calculated according to the graphs of membership function as visible in Figure 3. The x-axis describes the crisp values of fuzzy variables and the y-axis describes the value of the membership function.

Next, the selection of path for the data packet is performed using genetic algorithms in order to ensure reduced transmission of redundant data and prolonged network lifetime. Since the assumption is made that the nodes or sensors located in a cluster are spatially correlated and process similar kinds of data, therefore we can minimize the aggregation of redundant information by using a genetic algorithm to choose the path from
selected clusters. For selecting the best path, fitness values of the paths are used. The fitness function designed makes certain the choice of the combinations of nodes for load balancing that have low mobility, highest residual energy and have updated information. The fitness function helps to increase network lifetime and increase the likelihood of
efficient load balancing between similar devices. Restricting the participation of sensors in data collection can lead to an increased network lifetime and preservation of network resources that might otherwise be used in transmission of redundant data. The genetic algorithms proposed optimize the path selection for less energy consumption and decrease in redundant data transmission.
4.3 Fuzzy Logic Based Decision System

The Fuzzy Logic Controller (FLC) comprises three stages, namely—input stage, processing stage and the output stage. For the input parameters, we have used the linguistic variables High (H), Medium (M) and Low (L). For the output parameters, we have used the
linguistic variables Very High (VH) High (H), Medium (M) and Low (L) and Very Low (VL). The membership function used for fuzzification is the triangular membership function. The Mamdani Centroid Technique is used for defuzzification.

The input parameters to the fuzzy logic controller are updated load, residual energy of cluster, mobility, and load handling capacity of cluster. The linguistic variables used for the input parameters are—Low (L), Medium (M), High (H). Triangular membership function is used to design the controller. The input and output variables are defined on a normalized domain of [0, 1] and are passed on to the nature inspired algorithms for selection of a cluster based on preference value. The output variable is the Preference Value of the cluster.

Table 1 provides an overview of the various inference rules used to assign preference value to a cluster.

### 4.4 Firefly Algorithm

The Firefly Algorithm (FA) is a meta-heuristic approach, inspired by the behaviour and flashing patterns of firefly in various contexts. It is a self-adaptive and low complexity approach that helps design simplified routing and optimization solutions. Fireflies make use of their flashlight to attract other fireflies for foraging, mating, sharing food and communication. The attractiveness of a firefly is determined by its flashing pattern, along with its rate and rhythm. Given a population, the firefly algorithm can be used to find the globally optimal solution. The Firefly Algorithm is based on the following three principles: (1) All fireflies are unisex. This implies that a firefly is attracted towards another firefly irrespective of its sex. (2) Attractiveness of a firefly is directly proportional to its intensity or brightness, therefore, given two fireflies, the less brighter one will advance in the direction of the brighter one. Given two fireflies, as one moves farther from another i.e. the distance between the two fireflies increases, it appears less attractive to the first firefly. This is because, brightness of a firefly is directly proportional to its attractiveness and they decrease with an increase in distance. If no firefly brighter than the chosen firefly exists, the chosen firefly moves randomly. (3) The brightness or intensity of a firefly is ascertained by the landscape of the defined objective function. For

| Rule | Residual energy | No. of nodes | Current load | Mobility | Preference value |
|------|-----------------|--------------|--------------|----------|------------------|
| 1    | H               | H            | L            | M, L     | VH               |
| 2    | H               | H            | M            | M        | H                |
| 3    | H               | H            | M            | H        | M                |
| 4    | H               | M            | H            | H        | L                |
| 5    | M               | H            | L            | M, L     | H                |
| 6    | M               | H            | M            | H, M     | M                |
| 7    | M               | M            | H            | H        | L                |
| 8    | M               | L            | L            | H        | M                |
| 9    | L               | M            | M, L         | M        | M                |
| 10   | L               | M            | H            | M        | L                |
| 11   | L               | H            | L            | L        | H                |
| 12   | L               | L            | M            | M, H     | VL               |
instance, the brightness can be directly proportional to the value of the objective function for a maximization problem (Fig. 4).

Just as brightness is used as a parameter in Firefly Algorithm, the fitness function can be defined similarly in various genetic algorithms. The steps of the firefly algorithm are defined as follows: at the start of each iteration, the initial population, initial attractiveness, and solution set of the fireflies is set. The fitness function is calculated to evaluate the fitness of each solution. The attractiveness between fireflies is calculated. Consider 2 fireflies—i and j. Let firefly j have maximum attractiveness value. Initiate and facilitate the movement of firefly i towards firefly j. Rank the population as per the fitness values. Evaluate the current best solution. Update the global best solution if required. The attractiveness of a firefly, also called the light intensity I(r), is represented according to the following equation:

\[ I(r) = I_0 e^{-yr^2} \]  

(1)

\[ B(r) = B_0 e^{-yr^2} \]  

(2)

where 0 is the attractiveness at r=0. The movement of a firefly from position i to j at a given time is given as

Fig. 4 Flowchart of the Firefly algorithm
The steps for the proposed firefly algorithm for optimal selection of sensors are described below:

1. **Solution Initialization:** In the firefly algorithm, each firefly represents a probable solution. Likewise, in path selection, each firefly signifies the various paths available. Each solution represents a path that the nodes could adopt going from class 1 to class 3. The solution is first initialized randomly. So multiple paths are randomly initialized, and each path consists of nodes only from the top clusters that are generated using fuzzy logic. For example, if a node of class 1 with node id 7 is trying to balance its load, it will initialize multiple random solutions as: 7 → 60 → 102, 7 → 77 → 110, 7 → 80 → 115, 7 → 57 → 100 where nodes with ids 60, 77, 80 and 57 belong to class 2 and nodes with ids 102, 110, 115 and 100 belong to class 3.

2. **Fitness function calculation:** The intensity of light influences the brightness of a firefly. This value represents the firefly’s fitness. The value of the fitness function is determined by three factors: residual energy of the sensor, distance from the router and the degree of mobility.

   (a) **Residual Energy:** Selecting sensors with higher residual energy aids in extending the network lifetime. Hence, choosing nodes with higher energy present is preferred.

   (b) **Distance:** Transmission of data across shorter distances requires low energy consumption and subsequently an increase in the network lifetime.

       Therefore, sensors located at the least possible distance from the router have a higher fitness value.

   (c) **Mobility:** The degree of mobility represents how mobile the node is. It is a value between 0 and 1. Based on the above parameters, the value of the fitness function of a path is calculated by,

   \[
   \text{Fitness} = x_1(E_i) + [x_2(1/d(r, q))] + x_3[1/mobility]
   \]  

   where \( x_1, x_2 \) and \( x_3 \) are used to balance the weights of three parameters and \( E_i \) represents the cumulative energy of the nodes of class 2 and class 3 in the path, mobility represents the cumulative mobility of the nodes of class 2 and class 3 in the path and \( d(r,q) \) represents the total distance of the path. For eg, if the path is \( 7 \rightarrow 77 \rightarrow 110 \), it represents distance from \( 7 \rightarrow 77 \) + distance from \( 77 \rightarrow 110 \).

   \[
   x(0, 1) \text{ and } x_1 + x_2 + x_3 = 1.
   \]  

3. **New Solution Updation:** After calculating the brightness of all solutions, the less bright firefly flies towards the brighter firefly. The position of the next firefly can be updated using where \( F_{Fi} \) and \( F_{Fj} \) are two fireflies, \( x \) generates random values between \([0,1]\) and represents the randomization parameter and random function.
4.5 Grey Wolf Algorithm

Grey wolves are known to thrive in packs of size 6–12. They are considered as apex predators (Fig. 5).

The leaders of the pack are called alphas or dominant wolves, they may be a male or female. The leaders make decisions regarding sleeping place, hunting, wake up time, etc. The pack is given these orders. However, sometimes the alpha follows the other members too, in a democratic manner. The whole pack acknowledges the alphas by holding their tails down. Alphas are only permitted to mate within the same pack. The alphas need not necessarily be the most powerful members of the pack, but they are the best at managing the pack. This implies that the discipline and organization of a pack is of utmost importance, a lot more than the strength of the pack.

Fig. 5 Flowchart of the GWO algorithm
The second level in the hierarchy is the beta wolves, which can be either male or female. These wolves are subordinates to the alphas and assist them in activities such as decision making. The betas are the best candidate to replace an alpha in the event of passing of an alpha. The beta commands the wolves that are lower in the hierarchy and plays the role of a disciplined for the pack. They give feedback to the alphas and act as their advisors. The grey wolf that ranks last in the hierarchy is the omega which acts as a scapegoat. These always must obey all the dominant wolves and are allowed to eat last. Although the omega might not appear important, conflicts and issues have often been observed in the pack when an omega is lost. This is due to the violence and venting of frustration of the dominant wolves on the omega for satisfaction of the dominant wolves. The omegas may also act as babysitters of the pack.

Wolves that do not belong to the alpha, beta and omega categories are called the subordinate or delta wolves. This category consists of elders, caretakers, hunters, sentinels and scouts. They command the omegas but have to obey the alphas and betas. The scouts guard the boundaries of the territory. They warn the pack in the event of any danger. Sentinels guard and protect the pack’s safety. Elders are the experienced wolves that used to previously be alpha or beta. The caretakers care for the ill, weak and wounded wolves. Hunters help the alphas and betas in providing food for the pack by hunting. They track, chase and approach the prey. They pursue, encircle and harass the prey until it stops moving. Once the prey is stationary, they attack it. Algorithm and Mathematical Model: the social hierarchy and hunting behaviour of the grey wolves can be mathematically modelled as given below. Social Hierarchy The fittest solution is considered as alpha (a), the second fittest solution is called beta (b), and the third fittest solution is called delta (d). The remaining solutions are said to be omega (w). Here, the hunting or optimization is facilitated by a, b, and d wolves. The w wolves obey. Encircling Prey Grey wolves encircle their prey while hunting.

4.6 Features of the Model

- **Efficient**—Since our algorithm involves metaheuristics, it is computationally more efficient than brute force algorithms that perform exhaustive computations to provide optimal results.
- **Scalability**—The model is able to handle a large network of connected devices as the increase in number of devices won’t affect the performance due to increased time complexity.
- **Performance**—The model will perform optimally on small as well as large architectures due to its scalable nature.
- **Robustness**—The system is robust in nature. However, failure of one or more components of the architecture may lead to failure of the system.
- **Quick decision making**—Our algorithm helps arrive at faster decisions due to the use of metaheuristics for optimization instead of exhaustive search mechanisms.
- **Portable**—The code is lightweight and hence can be easily migrated to other systems.
- **Fairness of service**—There is fairness of service as heavily loaded nodes are not simply selected to get all the benefits. Rather the best path is selected for the data packet.
5 Result Analysis

To implement the proposed architecture, Python has been used due to its high level nature, readability and portability across operating systems. In this project, we have used Python version 3.7.6. Multidimensional arrays have been processed using the NumPy library. For the analysis and manipulation of dataset, Pandas library is used. Visualisations and graphs have been created using the Matplotlib library. To implement the fuzzy functions for fuzzification and defuzzification, Skfuzzy library is used. It includes a toolbox for many implementations, useful functions and tools of fuzzy logic algorithms for computation and projects. To simulate the networking environment and the incoming data packets on various sensor nodes, we have used a sample dataset. The dataset consists of 80,000 + entries that have been collected over a period of 24 h. Every row gives us the timestamp at which a particular data packet enters the system, the size of the data packet and the address of the destination node by which it is sensed. The load balancing dataset was obtained from Iota-analytics.unsw.edu.au and has been used in various IEEE papers.

5.1 Residual Energy

Residual energy is interpreted as total energy present in the network at the end of a cycle. Initially, each of our 120 sensor nodes have 100 units of residual energy. Hence the total residual energy at the start of our simulation is 12,000 units. As the simulation progresses, and the load is distributed, the residual energy of our network changes over time. We have evaluated residual energy of the network after each timestamp. Figure 6 shows that the residual energy of our network decreases as time progresses. Employing a bio-inspired algorithm in the proposed model tends to slow down the decrease in the residual energy of the network. The graph also demonstrates that both the Firefly Algorithm (FFA) and Grey Wolf Optimizer (GWO) have a relatively similar effect on the residual energy of the network.

Fig. 6 Residual energy of the network in different implementations vs. timestamp
5.2 Number of Alive Nodes

A sensor node is said to be ‘alive’ when it has sufficient residual energy to participate in the load balancing process. Once the residual energy of a node decreases below a threshold level, it is no longer able to handle any load, and is said to be ‘dead’. Initially, all of our 120 sensor nodes are alive. As the simulation progresses and the load is distributed, the residual energies of the individual sensor nodes start to decrease, which results in the death of some of the nodes. From Figure 7, it can be seen that when no bio-inspired algorithm is employed with the proposed model, less number of sensor nodes are still alive at the end of the simulation. The graph also depicts clearly that using the Firefly Algorithm (FFA) with the proposed model leads to a greater number of alive sensor nodes at the end of the simulation. However, using Grey Wolf Optimizer (GWO) with the proposed model does not have that much of an improvement with respect to the number of alive nodes.

5.3 Packet Delivery Ratio

Packet Delivery Ratio is a measure of the successful reception of data packets across the network. A greater number of successfully received data packets is desired because it effectively leads to an increased packet delivery ratio. Figure 8 shows that when a bio-inspired algorithm is employed with the proposed model, the packet delivery ratio of the network stays at full capacity for the first half of the simulation, but decreases in the second half. When the Firefly Algorithm (FFA) is employed, the decrease in packet delivery ratio of the network is gradual, in contrast to the case when Grey Wolf Optimizer (GWO) is employed. In the case of GWO, the decrease in packet delivery ratio is more significant, but is still better than the case in which no bio-inspired algorithm is used.

5.4 Average End-to-End Delay

Average end-to-end delay is defined as the total time taken by a data packet to reach from its source to its destination. It is the time that a data packet takes from its transmission till the reception. From Fig. 9, the average end-to-end delay in the network is less when a bio-inspired algorithm is employed with the proposed model. The graph also demonstrates that
the Firefly Algorithm (FFA) and the Grey Wolf Optimizer (GWO) have a relatively similar effect on the average end-to-end delay.

6 Conclusion and Future Work

In our proposed approach we have used metaheuristics and FLDBS to optimize resource allocation and facilitate load balancing in IoT. Clustering the devices into nodes helped prevent redundant data from repeatedly entering the network. Using bio-inspired algorithms, we were able to arrive at optimal solutions and sub-optimal solutions in less time. Since the solutions of the path that the data packet has to be followed can lead to a combinatorial explosion in case of a larger network, our approach would prove to be much more scalable due to its heuristic nature. Additionally, since we do not exploit every single node to select the best node, we are saving energy and subsequently improving other parameters such as the packet delivery ratio and average end-to-end delay in the network. This improvement occurs as we do not exploit every single node.
of the next class by considering it as a candidate to balance the load on, rather we select the nodes from the topmost clusters generated using FLDBS. These nodes are then used to create a path for the transfer of load.

It is observed that most of the works in literature that perform a comparative study of genetic algorithms have a single objective. Additionally, cost-based scheduling is seldom explored. Hence, a multi objective scheme on Load Balancing using Genetic Algorithms in a cloud environment, proposed in this work is unique in its capability to increase the resource utilization and energy efficiency, and reduce the make span. Further, the use of GWO makes us realize its potential applications in practical engineering problems due to its simple principle, fast seeking speed and high search precision. Firefly algorithms due to its simple implementation and efficiency is suitable for parallel implementations.

Further, we would like to implement and analyse our proposed approach on a vaster network using multiple bio inspired algorithms. We would also like to compare the performance of different categories of metaheuristics such as tabu search, simulated annealing, etc.
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