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Abstract—Understanding the scene is key for autonomously navigating vehicles and the ability to segment the surroundings online into moving and non-moving objects is a central ingredient for this task. Often, deep learning-based methods are used to perform moving object segmentation (MOS). The performance of these networks, however, strongly depends on the diversity and amount of labeled training data—information that may be costly to obtain. In this paper, we propose an automatic data labeling pipeline for 3D LiDAR data to save the extensive manual labeling effort and to improve the performance of existing learning-based MOS systems by automatically generating labeled training data. Our proposed approach achieves this by processing the data offline in batches. It first exploits an occupancy-based dynamic object removal to detect possible dynamic objects coarsely. Second, it extracts segments among the proposals and tracks them using a Kalman filter. Based on the tracked trajectories, it labels the actually moving objects such as driving cars and pedestrians as moving. In contrast, the non-moving objects, e.g., parked cars, lamps, roads, or buildings, are labeled as static. We show that this approach allows us to label LiDAR data highly effectively and compare our results to those of other label generation methods. We also train a deep neural network with our auto-generated labels and achieve similar performance compared to the one trained with manual labels on the same data—and an even better performance when using additional datasets with labels generated by our approach. Furthermore, we evaluate our method on multiple datasets using different sensors and our experiments indicate that our method can generate labels in diverse environments.

I. INTRODUCTION

Moving object segmentation (MOS) is a fundamental task for autonomous vehicles as it separates the actually moving objects such as driving cars and pedestrians from static or non-moving objects such as buildings, parked cars, etc. This is an important processing step needed in many applications, such as predicting the future state of the surroundings [30], collision avoidance [34], or robot path planning [24]. This knowledge can also improve and robustify pose estimation, sensor data registration, and simultaneous localization and mapping (SLAM) [14]. Thus, accurate and reliable MOS available at frame-rate is relevant for most autonomous mobile systems.

3D LiDAR-based moving object segmentation (LiDAR-MOS) is challenging due to the distance-dependent sparsity and uneven distribution of the range measurements. Our recent work [13] proposes a deep neural network, called LMNet, to achieve LiDAR-MOS faster than sensor frame rate by exploiting sequential LiDAR range images. Such supervised learning-based methods rely on often manually labeled data, which is often limited in size and cannot easily be generated for new or unseen environments. Despite a large amount of publicly available LiDAR datasets nowadays [3], [8], [18], [26], labeling LiDAR data is still a tedious process and one of the bottlenecks in supervised learning. Automatic label generation can alleviate this problem by exploiting the temporal-spatial dependence of the dataset and, compared to online operation, that the data can be processed in batches. For example, the labels at a specific timestamp can be easier determined when exploiting preceding and succeeding scans compared to online MOS.

The main contribution of this paper is a novel modularized approach to generate MOS labels in 3D LiDAR...
scans automatically. Our approach first exploits occupancy-based dynamic object removal techniques to detect possible dynamic objects coarsely. We then cluster the proposals into instances and track them using a Kalman filter. Based on the tracked trajectories, we label the actually moving objects (driving cars, pedestrians, etc.) as moving. In contrast, the non-moving objects, including parked cars, are labeled as static. Based on the labels automatically generated offline, we train the LiDAR-MOS network LMNet [13]. Note that no manually labeled data or other sensor information is needed for training. Once having a sequence of LiDAR scans, our method can automatically generate MOS labels.

For evaluation, we automatically label LiDAR scans in the training sequences of the KITTI odometry dataset [18] using different methods and compare the quality of generated MOS labels using the LiDAR-MOS labels from SemanticKITT [4], [13]. Next, we automatically generate more labels on additional data from KITTI, i.e., the KITTI road dataset, to train LMNet further. Compared to the network trained on manually labeled ground truth data, the evaluation results suggest that the network trained on labels automatically generated by our method achieves a similar performance, and is superior when using more automatically generated data from additional scans. Furthermore, our approach generalizes well to different, unseen environments, which we show for MOS on three different datasets.

In sum, we make the following claims: (i) Compared to existing methods, our approach generates better labels for LiDAR-MOS. (ii) Based on our generated labels, a network achieves a similar performance compared to the same network trained with manual labels on the same data and better performance with additional automatically labeled training data. (iii) Our method generates effective labels for different LiDAR scanners and in different environments.

II. RELATED WORK

With the advent of deep neural networks, the task of moving object segmentation has achieved great success for image and video-based approaches [19], [33]. However, it is still challenging for the LiDAR-based approach due to the sparsity of the sensor data and the lack of publicly available large-scale datasets with point-wise moving and static labels. Here, we concentrate on approaches LiDAR-based MOS and methods that can generate LiDAR-MOS labels.

There are both geometric model-based and deep neural network-based methods in the literature to address the problem of online LiDAR-MOS. For example, Yoon et al. [42] detect dynamic objects in LiDAR scans exploiting geometric heuristics, e.g., the residual between LiDAR scans, free space checking, and region growing to find moving objects. Dewan et al. [16] propose a LiDAR-based scene flow method that estimates motion vectors for rigid bodies.

Besides geometry-based approaches, there are also deep network-based methods [2], [20], [28], which use generic end-to-end trainable models to learn local and global statistical relationships directly from data. Such scene flow methods usually estimate motion vectors between two consecutive scans, which may not differentiate between slowly moving objects and sensor noise. Semantic segmentation can be seen as a relevant step towards moving object segmentation. Based on the online semantic segmentation [31], [15], [25], SuMa++ [14] exploits semantics to detect and filter out dynamic objects to improve the LiDAR SLAM performance. There are also several 3D point cloud-based semantic segmentation approaches [38], [39], which exploit sequential point clouds and predict moving objects. However, these methods require a large number of semantic labels, which are not always available and make it difficult to train and generalize to unseen data. Recently, we proposed a deep learning-based LiDAR-MOS approach [13] exploiting short sequences of range images from a rotating 3D LiDAR sensor, which achieves accurate online performance on a novel LiDAR-MOS benchmark. Despite good performance and simplified binary labels, it still relies on manual labels and does not generalize well to different environments with varying appearances.

Unlike online LiDAR-MOS, label generation can be done offline, which enables better performance in perception tasks, using sequential future and past observations. Multiple works have already been proposed to clean the point cloud map, which removes dynamic objects during the mapping procedure, resulting in a clean static map [1], [17], [22], [27], [32], [36], [37], [41]. There are methods [17], [37] that use the time-consuming voxel ray casting and require accurately aligned poses to clean dense terrestrial laser scans. To alleviate the computational burden, visibility-based methods have been proposed [36], [41]. These types of methods associate a query point cloud to a map point within a narrow field of view, e.g., cone-shaped used by Pomerleau et al. [36]. Kim et al. [22] propose a range image-based method, which exploits the consistency check between the query scan and the pre-built map to remove dynamic points. The authors use a multi-resolution false prediction reverting algorithm to refine the map. Pagad et al. [32] propose an occupancy map-based method to remove dynamic points in LiDAR scans. They first build occupancy maps using object detection and then use the voxel traversal method to remove the moving objects. Recently, Lim et al. [27] propose a method to first remove dynamic objects by checking the occupancy of each sector of LiDAR scans and then revert the ground plane by region growth. In contrast, Arora et al. [1] first segment out the ground plane and then remove the “ghost effect” caused by the moving object during mapping. Even though such map cleaning methods can distinguish the moving objects from the static map, they usually remove not only dynamic objects but also static parts due to noisy poses or occlusions.

The approach closest to our work is the one by Pfelfreundschuh et al. [35]. It generates labels automatically to train a network for moving object-aware SLAM working in small areas, e.g., a hall or a train station. Different from their work, our approach does not require ground truth poses and exploits tracking to distinguish between moving and non-moving objects. Furthermore, our method can be used in large-scale outdoor scenes.
III. OUR APPROACH

We are interested in automatically labeling LiDAR points offline with two classes, static or dynamic, that can be later used for training a network for online MOS. Our approach consists of five serialized modules as shown in Fig. 2. Our proposed method only uses sequential LiDAR scans as input, and first uses a LiDAR odometry / SLAM approach to estimate the poses for each scan (see Sec. III-A). With the estimated poses, we then apply a map cleaning method to coarsely detect moving objects (see Sec. III-B). We then use a clustering method to extract instances based on the detected moving object proposals (see Sec. III-C). After that, we apply a multi-object tracking method to associate instances (with bounding boxes) and decide the final labels of instances based on the tracked trajectories (see Sec. III-D). Once we have generated the labels offline, we train LMNet that can be later deployed on an autonomous vehicle to perform LiDAR-MOS online in an unseen environment (see Sec. III-E).

A. LiDAR Odometry

Instead of exploiting ground-truth poses or information from other sensors, such as RTK-GPS, our method uses only sequential LiDAR scans as input. We use an off-the-shelf SLAM approach, SuMa [5], to estimate the pose of each LiDAR scan, but other systems might be used instead. SuMa exploits a spherical projection of the point cloud and estimates the relative pose between the current LiDAR scan and the maintained world model via projective ICP. In the following, we denote the estimated absolute pose of a scan at time $t$ by $T_t \in \mathbb{R}^{4\times4}$.

Note that there might be noise in the estimated poses, which may influence the performance of visibility or ray tracing-based methods [22], [35]. With increasing noise, more objects will be detected as moving due to the misalignment caused by inaccurate poses. However, this does not affect our method, since we use the estimated poses for map cleaning and generate only coarse dynamic object proposals, which are later verified and typical false positives are filtered out via tracking.

B. Coarse Dynamic Object Removal

Instead of using semantic information to pre-define moveable objects [14], e.g., cars, pedestrians, we only exploit the sequential temporal-spatial information to coarsely detect the moving objects in a class-agnostic manner. Since the sequential LiDAR data is available for offline label generation, we can detect dynamic objects with an aggregated map, which is also referred as map cleaning. In this work, we use ERASOR [27], a state-of-the-art map cleaning approach. It first aggregates all local LiDAR points to obtain a single point cloud map $\mathcal{M}$:

$$\mathcal{M} = \bigcup_{t \in \mathcal{T}} \{ T_t p | p \in P_t \},$$  \hspace{1cm} (1)

where $\mathcal{T} = \{1, 2, \ldots, N\}$ is the set of timestamps and $N$ is the number of scans. $P_t = \{p_j\}_{j=1}^{N_t}$ is the scan at time $t$ with $N_t$ points. The transformations $T_t$ are the aforementioned estimated poses from the SLAM method.

Let $\hat{\mathcal{M}}$ be the estimated static map, where the problem of map cleaning is defined as follows:

$$\hat{\mathcal{M}} = \mathcal{M} - \bigcup_{t \in \mathcal{T}} \hat{\mathcal{M}}_{\text{dyn},t},$$  \hspace{1cm} (2)

where $\hat{\mathcal{M}}_{\text{dyn},t}$ refers to the estimated dynamic points at timestamp $t$. In this work, we are interested in the set $\mathcal{M}_{\text{dyn},t}$ of moving objects instead of the static map $\mathcal{M}$.

ERASOR determines dynamic points by checking the discrepancy between transformed points $P'_t = \{ T_t p | p \in P_t \}$ and $\mathcal{M}$, i.e., if an object in the map $\mathcal{M}$ can be found in the same position of $P'_t$. Instead of checking the whole query
scan \( P_t \) at the same time \( t \), it divides the volume of interest into small cells over azimuthal and radial directions. For each cell, it calculates the pseudo occupancy by subtracting the maximum and minimum height of the points inside the cell, and then labels the cell as dynamic if the ratio of pseudo occupancy between the corresponding pair of cells in the query \( P_t \) and map \( M \) is larger than a threshold. In the end, it reverts the ground points as static in the labeled dynamic cells. For more details, we refer to the original paper [27].

Even though such map cleaning methods can distinguish moving objects from the static map, we observe a substantial number of false-positive detections, possibly caused by noisy points or inaccuracies in the estimated poses. Since the goal of ERASOR is to obtain a static map, it is reasonable for map cleaning methods to be more aggressive and remove some points to guarantee a clean map. Moreover, exploiting both, past and future data sequentially, there are also redundant observations. Thus, it may not influence the mapping results when cleaning methods remove more points that belong to static objects.

However, the objective of MOS training data generation is different from that of map cleaning. Thus, we aim to accurately separate actual moving objects, e.g., driving cars, from static or non-moving objects, e.g., buildings, parked cars.

C. Class-agnostic Instance Segmentation

To compute accurate segments of moving objects, we apply instance segmentation on the dynamic proposals \( M_{\text{dyn,t}} \) provided by the map cleaning method. The goal of a segmentation \( S \) is to partition the point cloud into disjoint subsets:

\[
S = \bigcup_{k \in \{1, \ldots, N_S\}} S_k, \tag{3}
\]

where \( S_k \subset M_{\text{dyn,t}} \) is a segment, and \( N_S \) denotes the number of segments. Every point \( p \in M_{\text{dyn,t}} \) exists in one and only one segment \( S_k \), i.e., \( S_i \cap S_j = \emptyset, \forall i \neq j \).

There are many methods for class-agnostic segmentation [6], [7], [10]. In this paper, we choose HDBSCAN [10], which is an extension of DBSCAN [9]. DBSCAN is density-based and provides a clustering hierarchy from which a simplified tree of significant clusters can be constructed. HDBSCAN performs DBSCAN over varying density thresholds \( \epsilon \) and integrates the result yielding a clustering that gives the best score over \( \epsilon \). This allows HDBSCAN to find clusters of varying densities (unlike DBSCAN), and to be more robust to parameter selection.

Once we obtain the final clustering results using HDBSCAN, we generate a bounding box \( b_k = (c_k, \theta, l, w, h, s) \) for each segment \( S_k \), including the center coordinates \( c_k \in \mathbb{R}^3 \), the length \( l \), width \( w \) and height \( h \), heading angle \( \theta \), and confidence score \( s \). We filter out segments that are too small or too large, i.e., segments with less than \( N_{\text{min}} \) points or with a maximum side length of the bounding box larger than a threshold \( T_{\text{size}} \) and get the final set of instances \( B = \{b_m\}_{m=1}^{N_B} \) with \( N_B \leq N_S \).

D. Multiple Dynamic Object Tracking

After clustering, there can still be static objects inside the set of instances \( B \). To verify the real dynamic objects, we use a multi-object tracking method proposed by Weng et al. [40] to obtain trajectories of object instances and determine the label for each tracked instance based on its movement.

To this end, we use multiple extended Kalman filters to track instance bounding boxes. For the motion model, we first compensate the ego-motion using the poses estimated by the SLAM system. Then, for each instance, we apply a constant velocity model as the state prediction. For the observation model, we find associations between instances in consecutive scans. We compute a cost matrix \( C \in \mathbb{R}^{N_B \times N_B} \) between all \( N_B \) instances in the LiDAR scan at timestamp \( t \) and all \( N_{B-1} \) instances still tracked in the previous scan at timestamp \( t - 1 \), by means of the similarity. The association problem can be formulated as a bipartite graph matching problem that can be solved using the Hungarian method [23], an optimal assignment method, to determine the pairs of associations between currently detected and previously tracked instances.

To compute the instance similarity, we take three different geometric features into account, the center distance, the overlapping bounding box volumes, and the change of the volume between each pair of instances based on their bounding boxes. Each entry of the cost matrix \( C \) is calculated as the association cost by a linear combination of these three features between a new instance \( i \) and the prediction of a previous tracked instance \( j \):

\[
C_{i,j} = \alpha_d c_d + \alpha_o c_o + \alpha_v c_v, \quad (4)
\]

\[
c_d = \|c_i - c_j\|_2, \quad (5)
\]

\[
c_o = 1 - \text{IoU}(b_i, b_j), \quad (6)
\]

\[
c_v = 1 - \frac{\min(v_i, v_j)}{\max(v_i, v_j)}, \quad (7)
\]

where \( c_d, c_o, c_v \in \mathbb{R} \) are the cost for the center distance, overlapping volume, and the change of the volume, and \( \alpha_d, \alpha_o, \alpha_v \in \mathbb{R} \) are corresponding importance weights. The center of the bounding box \( b_k \) is denoted as \( c_k \) and \( \|\cdot\|_2 \) is the Euclidean distance. The intersection over union \( \text{IoU}(\cdot) \) between two instance bounding boxes is used to account for the volume overlap with \( v_k = l \times w \times h \) representing the volume of the bounding box \( b_k \).

There are multiple challenging cases during tracking. For example, newly detected objects might not be tracked in the previous scans, a tracked instance might leave the scene, or a tracked instance might be occluded or missed. To avoid wrong associations, we add a new EKF in case of newly detected objects by determining Flag\(_{\text{add}}\):

\[
\text{Flag}_{\text{add}} = (c_d > T_d) \lor (c_o > T_o) \lor (c_v > T_v), \quad (8)
\]

where \( T_d, T_o, T_v \) are the thresholds for the three instance features respectively determined based on the validation data. We store the deactivated trajectories for a fixed number of timestamps \( n_{\text{old}} \). We associate or re-identify instances if the similarity between a newly detected object and
the still tracked or deactivated one is high, resulting in \( F_{\text{flag}} = \text{false} \). For re-identification, the motion model is applied continuously also to the deactivated targets (not matched with any newly detected instance) to estimate their position in case of occlusions or missed detections.

After tracking, we label an instance as moving if its accumulated trajectory is larger than its maximum side length of the associated bounding box. We label the instance point-wise, which means all points inside the bounding box will be labeled as moving once we determine the instance as moving. In case of misdetection or occlusion, we can still generate temporally consistent labels by re-identifying instances using the EKFs.

E. Training a Neural Network for Online LiDAR-MOS

After running our pipeline, we obtain binary labels for all points. Based on that, we can train our LiDAR-MOS network LMNet [13], which can be later deployed for online LiDAR-MOS in unseen environments. LMNet exploits sequential range images from a LiDAR sensor as an intermediate representation combined with a typical encoder-decoder CNN and runs faster than the frame rate of the sensor. By using residual images, our network obtains temporal information and can differentiate between moving and static objects and achieves state-of-the-art performance on the LiDAR-MOS task. For more details, we refer to the LMNet paper [13].

Instead of using the manual labels provided by our LiDAR-MOS benchmark, we train our LMNet with the automatically generated labels by our proposed offline pipeline. Since our method can generate labels automatically for sequential LiDAR data, we can train LMNet with more data than that provided by the LiDAR-MOS benchmark [13], which further boosts the performance of our network for online LiDAR-MOS. Furthermore, the proposed auto-labeling method can also generate labels for LiDAR data from other datasets, which were collected from different environments. Using these additional generated labels, our LMNet can better generalize in different environments.

F. Parameters and Implementation Details

Our method consists of individual modules that are carried out sequentially. We use SuMa [5] with the default parameters as the LiDAR SLAM approach. We then use ERA-SOR [27] with the default parameters to coarsely detect the dynamic objects. Based on the dynamic object proposals, we apply HDBSCAN [10] with multiple density thresholds \( \epsilon = \{2.0, 1.0, 0.5, 0.25\} \) to generate dynamic object instances. After filtering out instances with less than \( N_{\text{min}} = 5 \) points or with a maximum side length larger than \( T_{\text{size}} = 20 \) m, we track the remaining instances using a multi-object tracking method [40]. We use the same importance weights for three different association terms, i.e., \( \alpha_d = \alpha_o = \alpha_v = 1 \), and keep track of deactivated instances for \( n_{\text{old}} = 5 \) timestamps. The thresholds are \( T_d = 2 \) m, \( T_o = 0.95 \), and \( T_v = 0.7 \). For training LMNet [13], we use the default parameters with 8 residual images without semantic information and train for 150 epochs.

IV. EXPERIMENTAL EVALUATION

We present our experiments to illustrate the capabilities of our method. They furthermore support our key claims, that:

(i) Our approach generates better labels for moving object segmentation using only 3D LiDAR scans; (ii) Based on our automatically generated labels, the network achieves a similar performance in LiDAR-MOS compared to the one trained with manual labels, and a better performance with additional automatically generated training data; (iii) Our method generates LiDAR-MOS labels for different LiDAR data collected from different environments.

A. Experimental Setup

For quantifying the LiDAR-MOS performance, we use the intersection-over-union (IoU) metric over moving objects, which is given by

\[
\text{IoU}_{\text{MOS}} = \frac{\text{TD}}{\text{TD} + \text{FD} + \text{FS}},
\]

where TD, FD, and FS correspond to the number of true dynamics, false dynamics, and false statics points.

We evaluate our method on four different datasets. The first one is the LiDAR-MOS benchmark [13] of SemanticKITTI [3], which separates all classes into moving and static. It contains 22 sequences, from 00 to 07 and 09 to 10 for training with ground truth labels, 08 for validation, and 11 to 21 for testing. In this work, we first evaluate the automatic label generation methods on the training data in Sec. IV-B. After generating the labels automatically, we re-train the LMNet with the generated labels and test the re-trained model on the hidden test set. Since there is more unlabeled LiDAR data available in the original KITTI dataset [18], we generate more labels automatically and train the network with extra data. We also test the further trained model on the hidden test set, see Sec. IV-C. To evaluate the generalization ability of the proposed method, we also test our approach on three other datasets, Apollo [29], MulRan [21], and IPB-Car [11], [12], shown in Sec. IV-D. KITTI and Apollo have been recorded with Velodyne-64 LiDAR scanners, while IPB-Car and MulRan offer LiDAR data from Ouster sensors.

B. Automatic Data Labelling Results

The experiment in this section supports our claim that our approach generates better labels for moving object segmentation using only 3D LiDAR scans than baseline methods. We test multiple methods that can distinguish moving and non-moving objects on 3D LiDAR data, as shown in Tab. I. We compare our method to map cleaning-based methods like Removert [22], ERA-SOR [27], and an Octomap-based [1] method. Those methods are open-source and have been evaluated on the KITTI dataset. Therefore, we directly use the provided implementation with the default parameters. We also re-implement two other methods whose source code is not publicly available. The first one is proposed by Yoon et al. [42] and detects dynamic objects in LiDAR scans exploiting geometric heuristics, including residual and region growth, named “Yoon’s”. The other one is the label...
generation method proposed by Pfreundschuh et al. [35], which uses range images for visibility checking and later uses clustering to verify candidates by voting, named “Pfreundschuh’s”. We implement that method using the range image-based visibility checking part from Removert, the HDBSCAN for clustering, and the same voting as used in the original paper. Our method is denoted as “Ours”. All methods only use geometric information without any learning or semantic information, which makes it possible to generate labels fully unsupervised.

As shown in Tab. I, our method outperforms other baseline methods on generating LiDAR-MOS labels in terms of IoU over moving objects, which is in line with the qualitative results shown in Fig. 3. As can be seen, the map-cleaning-based methods, Octomap-based, Removert, and ERASOR, show many false dynamics (colored in red), while other label generation methods, “Yoon’s” and “Pfreundschuh’s”, often miss moving objects leading to many false static points (colored in blue). In comparison, our method detects moving objects more accurately.

C. MOS Performance using Auto-generated Labels

In the second experiment, we re-train LMNet with the automatically generated labels and evaluate the model on the hidden test set of the LiDAR-MOS benchmark, as shown in Tab. II. We compare the network trained on manual ground truth labels (LMNet+Manual), with the network re-trained on the labels generated by the proposed method (LMNet+Ours). As can be seen, LMNet+Ours achieves a similar IoU on the benchmark as LMNet+Manual. We also show the results of LMNet re-trained with extra automatically generated labels (LMNet+Ours+Extra). In this experiment, we use the road sequences of KITTI raw dataset [18], generate additional labels using the proposed method, and re-train LMNet with labels automatically generated on both KITTI odometry and road data. Boosted with extra data, we see that LMNet+Ours+Extra outperforms LMNet+Manual trained with manual labels, and is the best performing strategy.

We additionally compare our method to other online LiDAR-MOS methods that only use the current and past observations as required for real-world self-driving applications. For example, one uses all movable objects as dynamic depending on the semantics from a semantic segmentation network, such as SalsaNext [15], or multi-scan networks to learn to distinguish moving and non-moving object classes, such as SqSequence [38] or KPConv [39], or using the flow vectors with a threshold to determine the moving objects, such as SceneFlow [28]. Our method also outperforms all these baselines by a large margin.
D. Generalization Capabilities

The third experiment investigates the generalization capabilities of our approach, and it supports our last claim that our method can generate LiDAR-MOS labels for different LiDAR data collected from different environments. To this end, we test our method on three more datasets, Apollo [29], MulRan [21], and IPB-Car [12], [11]. To quantitatively evaluate the generalization capabilities of the proposed method, we manually label a small test set on the Apollo-ColumbiaParkMapData [29], sequence 2 frame 22300-24300 and sequence 3 frame 3100-3600, which contain many dynamic objects. We use the same LMNet and compare three different setups: the pre-trained model with SemanticKITTI LiDAR-MOS manual labels (LMNet+Manual trained on KITTI), the re-trained model with automatically generated labels on Apollo-ColumbiaParkMapData sequence 1 frame 6500-7500 and sequence 4 frame 1500-3100 (LMNet+Ours), and the pre-trained model with automatically generated labels on KITTI fine-tuned with automatically generated labels on the Apollo dataset (LMNet+Ours+Tuned).

As shown in Tab. III, the model pre-trained with SemanticKITTI LiDAR-MOS manual labels cannot generalize very well to different environments. The re-trained model with our approach achieves a better performance, even when using only a small set of training data, in this case only 2600 LiDAR scans. If we fine-tune the pre-trained model with our automatically generated labels, i.e., using automatic generated labels from both KITTI and Apollo, it performs best with only a few fine-tuning epochs (see Tab. III and Fig. 4).

We also test our method on the MullRan and IPB-Car datasets. Since there are no manual labels available, we only show qualitative mapping results of Apollo, IPB-Car, and MullRan datasets in Fig. 5. As can be seen, using the automatically generated labels, we can effectively remove dynamics during mapping (shown in the upper row) and obtain comparably clean maps (shown in the bottom row).

V. Conclusion

In this paper, we presented a novel approach to automatically generate labels on point clouds for moving object segmentation in 3D LiDAR data. Our method combines LiDAR odometry, map cleaning, instance segmentation, and multi-object tracking to determine labels for moving and non-moving objects in LiDAR data offline. Based on the labels generated automatically by our approach, we re-train a network to achieve an efficient online LiDAR-MOS system. We provided comparisons to other existing techniques and supported all our claims made in this paper. The experiments suggest that our method achieves a solid performance on LiDAR-MOS label generation and substantially boosts the online performance by additional automatically generating labels. We evaluated our method on four different datasets, showing strong generalization capabilities for our approach.
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Fig. 5: Map cleaning results on three different datasets. The color from blue to red represents the height from low to high. Artifacts by moving objects are effectively removed by our method.
