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The Laser Interferometer Space Antenna (LISA) defines new demands on data analysis efforts in its all-sky gravitational wave survey, recording simultaneously thousands of galactic compact object binary foreground sources and tens to hundreds of background sources like binary black hole mergers and extreme mass ratio inspirals. We approach this problem with an adaptive and fully automatic Reversible Jump Markov Chain Monte Carlo sampler, able to sample from the joint posterior density function (as established by Bayes theorem) for a given mixture of signals “out of the box”, handling the total number of signals as an additional unknown parameter beside the unknown parameters of each individual source and the noise floor. We show in examples from the LISA Mock Data Challenge implementing the full response of LISA in its TDI description that this sampler is able to extract monochromatic Double White Dwarf signals out of colored instrumental noise and additional foreground and background noise successfully in a global fitting approach. We introduce 2 examples with fixed number of signals (MCMC sampling), and 1 example with unknown number of signals (RJ-MCMC), the latter further promoting the idea behind an experimental adaptation of the model indicator proposal densities in the main sampling stage. We note that the experienced runtimes and degeneracies in parameter extraction limit the shown examples to the extraction of a low but realistic number of signals.

I. MOTIVATION

One distinguishing feature of the field of astronomy in comparison to other branches of physics is the inability of astronomers to perform repetitive experiments when comparing models or hypotheses. Instead, all competing hypotheses must be compared in light of the available observational data, which has encouraged the use of statistical inference when weighing hypotheses or estimating physical parameters. In recent years Bayesian inference has played an important part in this process, with its ability to update the relative probabilities of relevant models given individual observations which are not repeatable.

Our work is motivated by the analysis challenges posed by the Laser Interferometer Space Antenna (LISA), an ESA/NASA laser interferometric mission to map the gravitational wave sky in the frequency range $\sim 10^{-4}$ Hz – 1 Hz with a launch window of 2018+. LISA will observe a multitude of sources with a range of signal to noise ratios, from the thousands in the case of massive-black hole coalescence down to order unity and below from a variety of other sources. It will also likely observe tens of thousands of individual sources, the vast majority being galactic stellar mass binaries so abundant that in the low frequency portion of the spectrum ($\lesssim 3 \text{ mHz}$) white dwarf binary systems effectively produce a stochastic foreground of gravitational waves. LISA data analysis therefore comprises a global analysis problem, which is interesting in itself as a new analysis problem, and of vital importance for the full science exploitation of this new mission. The total number of sources is unknown, the number of parameters that need to be estimated is very large and the instrument noise is not readily estimated from the data stream. This is an analysis problem for which Bayesian inference with a known model on the dataset could well provide a very powerful tool. One of the key issues is that the variety of possible sources is very considerable – white-dwarf binaries, massive black holes, extreme-mass ratio inspirals and bursts from cosmic strings all produce distinct signals – and it is therefore appealing to develop an analysis method which is as robust as possible, in the sense that it does not require specific tuning for the signal template on which it is applied.

Although the theoretical set-up is straightforward, the practical implementation of Bayesian inference can be challenging due to the difficulty in computing multi-dimensional integrals on large dimensional spaces. Markov chain Monte Carlo (MCMC) techniques for a given fixed number of total signals and their extension Reversible Jump Markov chain Monte Carlo (RJ-MCMC) methods for an unknown total number of signals have become very popular to manage these integrations, as they effectively address this issue by sampling from a distribution proportional to the joint posterior density that one wishes to evaluate. One of the key difficulties with (RJ)MCMC methods is seen in probing the parameter space in a way which is both thorough (one does not want to miss important regions of the space that contribute to the posterior density) and efficient (one wants to ensure that the algorithm converges quickly to a solution). Former work by Umstatter et al. [1] showed the ability of RJ-MCMC approaches to untangle the stochas-
tic foreground, in research directly targeted to demonstrate the ability of RJ-MCMC methods to probe the parameter space thoroughly even in case of an unknown total number of signals. However, this research neglected the LISA response function and its computational cost, and thus amplitude and phase modulations induced by the position and orientation of the source in the sky. Cornish and Crowder (2) showed the ability to quickly and reliably estimate parameters from individually resolvable binary systems, but in the case where the total number of signals is known. The problem of untangling the DWD stochastic foreground was subsequently tackled in Crowder and Cornish (3), an MCMC approach that tries to extract the lowest signals in an iterative detect and extract/subtract approach. We note that though this approach performs efficiently, the method itself is not optimal as each time one extracts a source from the data one introduces errors from a) numerical or floating point errors and b) from the signal trace itself if the recovered signal does not match entirely the injected signal. Furthermore, the burden gets larger and larger the more signals one extracts. Trías et al. (4) explores another MCMC approach with fixed numbers of signals, which used a delayed rejection MCMC scheme to efficiently explore the multimodal structure of the likelihood function.

In contrast to the approach outlined here, these approaches all required some manual tuning of the parameters, whereas the adaptive nature of the RJ-MCMC algorithm we present makes this unnecessary.

Another applications of MCMC methods to gravitational wave data, van der Sluys et al. (5) tested adaptive MCMC methods in case of LIGO data and injected spinning black hole binaries. Spinning black hole binaries impose a problem to MCMC data analysis as the parameter space is large and correlated. The adaptation builds on top of methods described in this paper, but add more classical approaches (manually finetuned) like parallel tempering or simulated annealing in order to perform. Röver et al. (6) introduced a coherent analysis pipeline for the LIGO/VIRGO network in case of non-spinning black hole binaries, which did not use any sort of adaptation and is thus dependent on manually finetuning efforts. Other template-based methods have also been applied to the DWD source confusion problem, see e.g. Whelan et al. (7), in which a grid is laid out in parameter space in the hope to catch the loudest signals if they are near the grid knots. Besides the disadvantage in the construction and performance on a grid of this approach, it was also found to result in a low detection efficiency. In the given example reference more than roughly two-third of all the injected waveforms, even the loudest waveforms with SNR>40, were missed as the grid search did not adapt to the data set under consideration. Another promising probabilistic template-based approach is found in Ferroz et al., F. and Gair, J. R. and Hobson, M. P. and Porter, E. K. (8), in which the authors apply a multimodal nested sampling algorithm which is designed to efficiently evaluate the Bayesian evidence and return posterior probability densities for likelihood surfaces containing multiple secondary modes, applicable but not applied to the LISA DWD source confusion problem. The authors demonstrate the application to two non-spinning supermassive black hole binary signals. The algorithm was found to rapidly identify all the modes of the solution and recover the true parameters of the sources to high precision.

In this paper we present a new method to carry out Bayesian inference using an automatic reversible jump Markov chain Monte Carlo (RJ-MCMC) method: automatic means that the RJ-MCMC sampler is not tuned to work on a specific signal template, but works out-of-the-box on any signal template or set of signal templates and posterior probability density functions. This implementation is built from the Auto-Mix sampler originally developed by Hastie (9) in the context of statistical medicine. Our implementation is totally generic: it can be applied to a model of arbitrary dimensionality, it is trans-dimensional – that is the total number of parameters of the model is one of the unknowns that needs to be determined – and it assumes that the noise affecting the observations is unknown. This technique has been successfully applied, in full or in part, to a number of (simplified) problems in a wide range of data analysis contexts: observations of kludge waveforms for massive black holes and extreme-mass ratio inspirals in LISA (10), spinning-binary systems in a network of ground-based laser interferometers (11), and single source white dwarf binary data sets in the first round of the Mock LISA Data Challenges (MLDC) (11). In this paper we provide for the first time a detailed description of the method and discuss its efficiency. We do so by applying it to the data sets distributed by the MLDC Task Force in the context of the MLDC round 1 and 2 as restricted to White Dwarf binary systems. For this specific LISA application we simultaneously estimate the noise level along with the parameters of the model. This paper focuses on the case in which the total number of sources contained in the data set is unknown, but will also consider specific examples with known total number of signals to verify individual parts of the full RJ-MCMC application.

The structure of the paper is as follows: in Sec. II we briefly review the model of gravitational wave signals and LISA output that is used in this paper to demonstrate our algorithm; Sec. III contains the description of the new algorithm and its present implementation; in Sec. IV we present the results of the application of this method to selected data sets and white-dwarf binary sources; in Sec. V we provide a critical assessment of the status of the work in the context of LISA data analysis and pointers to future work.

II. SIGNAL MODEL

We follow the conventions adopted by the Mock LISA Data Challenge (MLDC) Task Force in the description of GW sources and Time Domain Interferometry (TDI) ob-
servable (12, 13, 14, 15); however, the analysis approach that we present here is completely general and can be applied to any waveform and TDI read-out.

Throughout this paper we will concentrate on GWs generated by Double White Dwarf binary systems (DWD) whose frequency is assumed to be monochromatic in the source reference frame. The two independent gravitational waves (as differentiated by their polarization states $+$ and $\times$) are then described by a 7-dimensional parameter vector $\vec{\lambda}$

$$\vec{\lambda} = \{ A, \iota, \psi, \theta, \phi, f_0, \phi_0 \},$$  

displaying the overall amplitude $A$, four parameters that describe the binary system’s geometry – the position in the sky identified by the polar latitude $\theta$ and polar longitude $\phi$, and the (fixed) orientation of the orbital angular momentum vector that we parametrize by the inclination angle $\iota$ and the polarization angle $\psi$ – the initial frequency $f_0$ in the source reference frame and an arbitrary constant phase $\phi_0$ at some reference time. We intend to infer these signal parameters, and a parametrization of the noise floor, by means of a goodness of fit measure, described later in this paper.

In the source reference frame the two polarization states of the GWs read

$$h_+^\text{s}(t) = A \left( 1 + \cos^2 \iota \right) \cos(2\pi f_0 t + \phi_0),$$  

$$h_{\times}^\text{s}(t) = -2A \cos \iota \sin(2\pi f_0 t + \phi_0).$$  

From Eqs. (2) and (3) one can derive the waveforms in the Solar System Barycenter (32):

$$h(t; \vec{\lambda}) = h_+(t) + i h_{\times}(t) = e^{-2i\psi} \left[ h_+^\text{s}(t) + ih_{\times}^\text{s}(t) \right].$$  

LISA does not directly observe the individual polarizations $h_+$ and $h_{\times}$ (Eq. 2 and Eq. 3) from Double White Dwarfs, but linear combinations of them, encoded in the one-way Doppler links, from which one synthesizes the so-called Time Delay Interferometry (TDI) observable. In this paper we follow the convention of the LISA description adopted for the MLDCs, and we therefore work with TDI variables of generation 1.5. The interested reader can find a review of the technique of Time Delay Interferometry in Tinto and Dhurandhar (16), and references therein. A conversion table between different TDI conventions is available at M. Vallisneri (17), and first, modified (i.e. 1.5) and second generation TDI variables were introduced in Armstrong et al. (18), Cornish and Hellings (19) and Tinto et al. (20); Shaddock (21), respectively.

The raw data from which our analysis starts are the TDI-1.5 Michelson observable $X$, $Y$ and $Z$. They are free from the (otherwise overwhelming) contribution from laser noise fluctuations, but the noise is still correlated. However, one can construct a new set of TDI variables that are orthogonal. In order to do so, we follow the standard procedure outlined in Prince et al. (22) and diagonalise the noise covariance matrix of $X$, $Y$ and $Z$ in order to obtain the uncorrelated TDI outputs pseudo $A’$, $E’$ and $T’$ (33); their expression in terms of the TDI Michelson outputs is:

$$A’ = \frac{1}{3}(2X - Y - Z),$$  

$$E’ = -\frac{1}{\sqrt{3}}(Z - Y),$$  

$$T’ = -\frac{\sqrt{2}}{3}(X + Y + Z).$$

In the applications of our analysis approach we will concentrate on signals at frequencies smaller than $\approx 3$ mHz. In fact, in this regime the wavelength of GWs is longer than the LISA arm-length and one can introduce approximations to the LISA response (the so-called long-wavelength approximation), while preserving the fidelity of the signal recorded at the detector. In our numerical implementation we follow the strategy implemented in the LISA Simulator (23) and particular in Crowder and Cornish (9) in which $h_+$ and $h_{\times}$ as wrapped within the TDI stream are modelled directly in the Fourier domain. The choice of working in the long-wavelength approximation is entirely driven by computational reasons: it has no impact on the generality of our approach, but allows us to perform the analysis much faster and therefore explore a larger number of cases. In the low-frequency regime, $T’$ is essentially insensitive to GWs (24), and therefore only $A’$ and $E’$ carry astrophysical information. Those are the TDI variables on which we will perform the analysis.

In summary, the data set that we are considering can formally be described as:

$$d_a(f) = n_a(f) + \sum_{k=1}^{K} h_{a,k}(f; \vec{\lambda}_k), \quad a = A’, E’;$$  

where $d_a$ represent the data of the $a$–th TDI output and $n_a$ the relevant noise contribution; $h_{a,k}$ is the GW signal at the $a$–th TDI output produced by the $k$–th DWD characterized by the unknown parameter vector $\vec{\lambda}_k$, see Eq. (1), with an unknown total number $K$ of DWDs in the data ($k = 1, \ldots, K$). The instrumental noise is modelled as a Gaussian and stationary random process with mean and variance given by:

$$\langle \tilde{n}_a(f)\tilde{n}_b(f’) \rangle = \frac{1}{2} T \delta_{ab} S(f - f’), \quad a, b = A’, E’;$$  

$$\langle \tilde{n}_a(f) \rangle = 0;$$

in Eq. (9) $S(f)$ is the one-sided noise spectral density of the TDI variables $A’$ and $E’$, which is identical, and $T$ the duration of the observation (this should not be confused with the TDI variables $T’$ and/or $T$, which we will not need to consider in the rest of paper). In the following we will use the notation $\{d_a\}$ to indicate the joint data set $A’$ and $E’$.

The power of the monochromatic signal at the LISA output is spread over several frequency bins, due to
LISA’s motion during the typical observation lasting months-to-years. LISA’s change of orientation causes a frequency shift \( \Delta f = 2/T \approx 6.5 \times 10^{-8} \) Hz; LISA’s motion around the Sun with velocity \( v_{\odot} \approx 30 \) km/s produces a Doppler modulation with typical width \( \Delta_0 f \approx (v_{\odot}/c) f_0 \approx 10^{-7} (f_0/1 \text{ mHz}) \) Hz. Both these frequency shifts are much smaller than the range over which \( S(f) \) varies; we will therefore assume the noise to be constant over the relevant restricted frequency band of the white dwarf, so that \( S(f) \approx \text{const} = S_0 \). In the analysis presented here we will assume \( S_0 \) to be unknown. The parameter vector that we need to determine is therefore:

\[
\vec{\Lambda}(K) = \left\{ \vec{x}_k, k = 1, \ldots, K \right\},
\]

with \( K \) usually referred to as the model indicator/selector; and we will indicate with \( M = 7 \times K + 1 \) the number of dimensions of this vector.

III. BAYES’ THEOREM

Bayes’ theorem follows directly from the product rule in probability theory and provides a rigorous mathematical prescription to assign the probability density function (PDF) to a model \( m \) given a data set \( d \) within some world view \( W \), which represents all relevant prior information (e.g. Bretthorst [23]):

\[
p(m|d, W) = \frac{p(m|W) \mathcal{L}(d|m, W)}{p(d|W)}. \tag{12}
\]

In the previous expression, \( p(m|d, W) \) is the posterior probability density function of the model given the data; \( \mathcal{L}(d|m, W) \) is the likelihood function of the data given the model, which quantifies how the degree of belief in the model is affected by the observations; \( p(m|W) \) is the prior probability of the model, which quantifies our state of belief prior to (new) observations, and \( p(d|W) \) is the evidence (or marginal likelihood), the probability of the data given only the background information.

For the problem at hand the model is represented by the unknown parameter vector \( \vec{\Lambda} \) and the data set is given by \( \{d_a\} \). In the following we will drop, to simplify notation the explicit reference to the background information \( W \). By applying Bayes’ theorem [12] to this specific problem, we aim at computing the joint posterior density function (PDF) \( p(\vec{\Lambda}|\{d_a\}) \) of \( \vec{\Lambda} \) given the data sets \( d_A \) and \( d_E \), which is given by

\[
p(\vec{\Lambda}|\{d_a\}) = \frac{p(\vec{\Lambda}) \mathcal{L}(\{d_a\} | \vec{\Lambda})}{p(\{d_a\})}. \tag{13}
\]

Due to the fact that the TDI observables \( A \) and \( E \) are independent, the likelihood function is simply:

\[
\mathcal{L}(\{d_a\} | \vec{\Lambda}) = \prod_a \mathcal{L}(d_a|\vec{\Lambda}) \tag{14}
\]

One important feature of the LISA data set – both at the conceptual and practical level – is that the number of signals present in any given data stretch is not known a priori. As a consequence, the dimensionality \( M \), see Eq. [11], of the parameter vector \( \vec{\Lambda} \) is itself one of the unknowns in the analysis. Such problems are usually called, in the Bayesian literature, trans-dimensional; the automatic approach that we provide here to tackle such a scenario represents the main novelty of the paper. We will start by considering the ‘standard’ scenario in which \( M \) is fixed and known; we will then generalize our approach to the case where \( M \) is unknown.

A. Known number of signals

In this Section we consider the case in which the total number of signals present in the data set, \( K \), is known, though in general we still assume that the noise spectral level \( S_0 \) is unknown, and one of the parameters that we want to determine.

Due to the large dimensionality of the problem, one is interested in the PDF of a given parameter or the joint PDF of two parameters, say \( p(\Lambda_i|\{d_a\}) \) out of the (many) that constitute the unknown parameter vector; the PDF is obtained by integrating the joint PDF over the parameters other than \( \Lambda_i \), to obtain what is often referred to as the marginalized PDF

\[
p(\Lambda_i|\{d_a\}) = \int d\Lambda_1 \ldots d\Lambda_{i-1} \int d\Lambda_{i+1} \ldots d\Lambda_M p(\vec{\Lambda}|\{d_a\}). \tag{15}
\]

The likelihood \( \mathcal{L}(d_a|\vec{\Lambda}) \) is given by [23]

\[
\mathcal{L}(d_a|\vec{\Lambda}) \propto \exp \left(-\frac{1}{S_0} \sum_j |d_{aj} - m_j(\vec{\Lambda})|^2 \right) \tag{16}
\]

in the complex domain; we denoted with subscript \( j \) the discrete nature of the data and consecutively model, with each data point separated from the other by a constant sampling frequency interval \( \Delta f \) as found in \( \Delta f = 1/T \) with \( T \) the sampling time of the data.

B. Unknown number of signals

When the number of signals present in the data set is not known – as it is the general case for LISA – the joint posterior PDF that one wants to compute is not simply restricted to the parameter vector \( \vec{\Lambda} \), but also includes \( K \), the total number of GW signals present in the data set. It is clear that in this case the dimensionality of \( \vec{\Lambda} \) depends on \( K \) (denoted by \( \vec{\Lambda}(k), k \in [0, K]\)), cf Eq. [11].
The PDF is therefore given by
\[ p(\tilde{\lambda}(k), K|\{d_a\}) = \frac{p(K)p(\tilde{\lambda}(k)|K)\mathcal{L}(\{d_a\}|K, \tilde{\lambda}(k))}{p(\{d_a\})}. \]  
(17)
and Eq. (14) becomes now
\[ \mathcal{L}(\{d_a\}|K, \tilde{\lambda}(k)) = \prod_a \mathcal{L}(d_{a_a}|K, \tilde{\lambda}(k)). \]  
(18)

The joint posterior PDF, Eq. (17) can be separated into a posterior PDF for the model indicator \( K \) and the parameter vector \( \tilde{\lambda}(k) \)
\[ p(\tilde{\lambda}(k), K|\{d_a\}) = p(K|\{d_a\})p(\tilde{\lambda}(k)|K, \{d_a\}) \]  
(19)
and the same marginalized PDF may be applied for each individual posterior for the parameter vectors of each model:
\[ p(\lambda|K, \{d_a\}) = \int d\lambda_1 \ldots d\lambda_N p(\tilde{\lambda}(k)|K, \{d_a\}). \]  
(20)

IV. AN ANALYSIS PIPELINE

The goal of our analysis pipeline is to construct a Markov chain whose elements have a distribution \( \pi(y) \) proportional to the posterior PDF (target distribution), with \( y \) denoting states (or members) of the chain populated by values of the parameter vector \( \tilde{\lambda} \) and/or the model indicator \( K \). Once this is done, a simple histogram of the chain yields the (approximated) posterior distributions of interest. The distribution of the states approximate the target distribution if the chain is built time-homogenous, reversible and ergo dic (thus aperiodic and positive recurrent)(hereafter denoted in summary "convergence criteria", see e.g. Haggstrom [23]). Time-homogenous states that the move of the random walk is determined by a single transition probability, or transition kernel, between the old state and the new state solely. The condition of reservibility forces the distribution \( \pi(y) \) to become stationary. Ergodicity enables the chain to return to the same state within a finite time, possible at every iteration of the chain progression.

We construct a transition probability or kernel by introducing proposal density functions \( g_{y,y'}(\cdot) \) that control the transition from the current state \( y \) to the new state \( y' \). The quality of proposal density functions can directly be measured in their performance in guiding the chain to fulfill the above convergence criteria in the shortest amount of time (called "burn-in" time of the sampler). The choice of \( g_{y,y'}(\cdot) \) is then clearly motivated by the problem at hand: as a consequence, for each class of signals on which one wants to apply the method some (usually non-negligible) tuning of the algorithm is necessary. The methods that we propose here are aimed at addressing this issue in an automated way accordingly.

Our sampler uses two different kinds of proposal densities, both subject to adaptation schemes. The first proposal density suggests a transition from one state \( y \) to a new state \( y' \) with explicit dependence on the old state, i.e.
\[ y' = y + g_{y,y'}(u) \]  
(21)
A random number \( u \in U[0,1] \) selects the actual value from the proposal density with which the new state is formed. The width of the proposal distribution is an important factor in the performance of the sampling algorithm, and thus the subject of adaptation. If it is too great, proposals will fall mostly outside the mode of the underlying target distribution and be rejected; too small and the chain will not explore the full range of the mode efficiently. Such types of proposed jumps are here labelled "dependent". Their advantages include ease of implementation, however there is evidently auto-correlation within the chain which must be eliminated by appropriate thinning (keeping only every n-th member of the chain).

Alternatively, proposal densities can be constructed independently of the old state,
\[ y' = g_{y,y'}(u). \]  
(22)
In this case the proposal distribution is static and not relative to the old state. In order to probe adequately the whole posterior PDF, the proposal should envelop the PDF itself and, in order to achieve highest efficiency, it should mimic the posterior PDF as much as possible, so that new states are more likely from the favoured regions of the PDF than from the low density areas of the PDF. To accurately match the posterior distribution would require detailed information of its structure and maxima, the very information we are trying to obtain, and is therefore impossible to specify in advance of examining the PDF. This makes this kind of proposal difficult to implement efficiently, since an over-conservative proposal with too broad a distribution will yield a low acceptance rate, and vice versa. The shape and location in parameter space of this proposal is thus the subject of adaptation. Independent proposal distributions show their biggest advantage in yielding completely unbiased chains with no auto-correlation, and if successfully matched to the target distribution the high acceptance ratio will allow a fast and well-mixed exploration of the parameter space.

The RJ-MCMC sampler that we implement is based on the AutoMix sampler created by Hastie [9] and works in two stages:

**MCMC preruns** In the first stage the fixed dimension posterior PDFs for each proposed model are computed individually in turn. The goal of this first stage is to generate independent proposal densities that are necessary in the second and final transdimensional stage of the analysis according to a fit to found PDFs. We implement an MCMC algorithm
In the second stage the PDF for the RJMCMC main run is proposed according to a proposal density function for the inverse transition, from \( y' \) to \( y \). The algorithm is based on the Metropolis acceptance ratio \( \alpha \) to control the transition from the present to the new state with acceptance probability

\[
\alpha_{y,y'} = \min \left\{ 1, \frac{\pi(y')}{\pi(y)} \right\}. \tag{23}
\]

If \( \alpha_{y,y'} \geq 1 \) the \( n+1 \) element of the chain becomes \( y' \). If \( \alpha_{y,y'} < 1 \), the \( n+1 \) element is \( y' \) with probability \( \alpha_{y,y'} \). This is in practice achieved by comparing \( \pi(y')/\pi(y) \) to a random number drawn from a uniform distribution in the range \([0,1] \): if this number is smaller than \( \pi(y')/\pi(y) \), then the next element of the chain is indeed \( y' \); if this number is greater than \( \pi(y')/\pi(y) \), then the \( n+1 \) element of the chain remains \( y \). \( g_{y,y'}(\cdot) \) is set to a multi-variate Gaussian distribution of rank \( M \) given by

\[
g_{y,y'}^{(n)} = \left( (2\pi)^{M} \det |C(\cdot)^{(n)}| \right)^{-1/2} e^{-\frac{1}{2} (y' - y)^{T} C(\cdot)^{(n)}^{-1} (y' - y)} \tag{24}
\]

where

\[
y_{i} = \Lambda_{i}^{(n)} \tag{25}
\]

\[
C(\cdot)_{ij}^{(n)} = \delta_{ij} \left( \sigma(\cdot)^{(n)}_{i} \right)^{2}. \tag{26}
\]

The index \( n \) in Eq. (24) highlights that the proposals change, i.e. is “adapted”, as the chain evolves using an AAP technique. The initial state of the chain \( n = 0 \) is chosen randomly in parameter space. The mean in each dimension is set to the the actual value of the component of \( \Lambda \), associated to the current state \( y \), with \( \Lambda_{i}^{(n=0)} \) arbitrary. The variances \( \left( \sigma(\cdot)^{(n=0)}_{i} \right)^{2} \) for the first proposal are also set arbitrarily, and as the chain progresses are tuned automatically (“adapted”) using an AAP technique, i.e. by dividing the initial value of the component of \( \Lambda \) by a given factor.

AAP techniques provide a way of changing the proposal density function \( g_{y,y'}(\cdot) \) in an automatic way as the chain evolves in order to maximize the efficiency of sampling from the target distribution. In this particular application \( g_{y,y'}(\cdot) \) is adapted by acting solely on the diagonal elements of the matrix \( C(\cdot) \). Therefore the proposal distribution for each parameter remains independent of the others. - uncorrelated proposals. The AAP algorithm uses a target acceptance probability \( \tau(\sigma_{k}) \) for optimization, which is defined as

\[
\tau^{(n)} = \int dy dy' \alpha_{y,y'} g_{y,y'}^{(n)}(\cdot) \pi(y). \tag{27}
\]

This means that the average acceptance of new states should be given by \( \tau(\sigma_{k}) \); in case of higher or lower acceptance rate the sampler fine-tunes itself towards \( \tau(\sigma_{k}) \). The value for the target acceptance probability is set to \( \tau_{i} = 0.25 \), close to the asymptotically optimal acceptance probability for RWM sampler at 0.239 under specific conditions of the target [28] and rounded up to yield a conservative measure for generic targets.
The way in which the variance in each dimension is updated follows the following scheme. If the chain makes the transition to \( y' \), then at the \( n + 1 \) state the variance gets updated according to

\[
\sigma_i^{(n+1)} = \max \left\{ 0, \alpha_i^{(n)} - \alpha_i^{(0)} \left( \frac{1}{n} \right)^{2/3} \right\}, \quad (28)
\]

otherwise the chain remains at state \( y \) and we set

\[
\sigma_i^{(n+1)} = 0, \quad (29)
\]

We note, that this approach does not equal the original AAP algorithm from Atchade and Rosenthal (27), but states an alternative formalism first developed by Hastie (9) to accommodate not only Gaussian proposal densities but also Student-T proposal densities, and to ensure convergence in a wider field of applications. The AAP algorithm is proven to be ergodic and time-homogenous Atchade and Rosenthal (27); Andrieu et al. (29), but it is questioned in its reversibility. Andrieu et al. (29) and Hastie (9) showed convergence of the AAP, thus reversibility and following the fulfillment of convergence criteria for the underlying MCMC chain for a wide class of "well-behaved" target distributions, e.g. steady and continuous targets; we therefore feel it safe to apply the AAP to our motivated problem at hand. Nevertheless the word of caution of non-convergence has to be taken seriously, which leads us to apply the AAP for dependent proposal adaptations only in the burn-in stage of the sampler, which is discarded after the run finishes.

### B. Adaptation of "independent" proposals: the RJMCMC main run

The RJ-stage implements dependent as well as independent proposal densities in order to sample from the joint transdimensional PDF. Independent proposals are used solely within transdimensional moves (selecting a new model indicator \( K \)), while dependent proposals propagate the MCMC state within the current model \( K \). Within transdimensional moves, we find two applications of independent proposal densities in our sampler. The first establishes a proposal for each dimension of the parameter vector \( \theta(k), k \in \{0, K\} \), based on the discoveries for the model specific PDFs from the prerun. This constitutes a single adaptive process outside the sampling algorithm. The possible choices of initial shape for the proposal that is adapted towards the recovered PDF is very large. For the purpose of the analysis of a large number of Double White Dwarf binaries, a high dimensional problem, we found multivariate Gaussians with correlation within one signal, thus within one group of seven parameters that characterize a signal, but no correlation between signals to yield the only reliable and stable configuration at this stage of development. We therefore do not adapt to the full shape of the posterior, but restrict the method to adapting to the shape of the marginal posterior for each individual signal, including any correlations between its parameters, but not between distinct signals.

The second adaptation scheme is found in the proposal for the model indicator \( K \), which is subject to adaptation according to a different specification (RJ adaptation algorithm B in Hastie (9), page 121ff) of the general AAP scheme. We note upfront that ergodicity or convergence of this scheme has not been proven theoretically to full extent Hastie (9). Andrieu et al. (29) have shown that four conditions need to be served in order to guarantee ergodicity of the adaptation algorithm. Three of these conditions (A1,A2,A4) have been met, and Hastie (9) established empirically that (A3) is met at least in well defined target distributions, as is the case for steady and continuous PDFs. We therefore value the benefits of the proposed scheme higher than the doubts. Proposed adaptation scheme targets the adaptation of the independent model selector proposal according to found posterior PDF. As discussed earlier, matching the shape of an independent proposal density to the posterior of the problem drastically improves the efficiency of the sampler, a desirable result for large multidimensional problems. Bringing the argument about efficiency further into play, we see it prohibitive to start a second prerun to establish empirically said shape, but rather adapt this quantity on-the-fly with ongoing RJ-MCMC sampling after the burn-in phase completed, and therefore the model selector posterior is established/ visible. It is then crucial to value the "Markov" property of the chain, which states that only the immediate last state can be used to establish the next state; which leads us to the details of the following diminishing adaptation AAP algorithm.

We first rewrite the Metropolis-Hastings ratio in its trans-dimensional formalism, and denote by \( g_{y,y'}(u) \) the independent proposal density for the model specific RWM parameter

\[
\sigma_{y,y'} = \min \left\{ 1, \frac{\pi(y')g_{y',y}(u)}{\pi(y)g_{y,y'}(u)} \right\}. \quad (30)
\]

States \( y \) and \( y' \) no longer need to have the same dimension, with the difference in dimension accounted by the inclusion of the Jacobian determinant for a move from state \( y \) to state \( y' \) (21).

We introduce \( K \) models which are numbered with \( k \) \( (k \in 1 \ldots K) \), and initially assign to each model the same probability \( \text{prob}(k) = 1/K \); the sampler tries to jump to each individual model with the same probability. After proposing a new model and after evaluation of the transdimensional Metropolis Hasting ratio, the model indicator probability for the new model (in case of acceptance the proposed model selector value, otherwise the old) is adapted according to

\[
\text{prob}(k) = \text{prob}(k) + \left( \frac{1}{n} \right)^{2/3} R_{WM} - \text{prob}(k) \quad (31)
\]
For all other remaining model indicators we perform

\[
\text{prob}(k') = \text{prob}(k) + \left( \frac{1}{n} \right)^{2/3} (0 - \text{prob}(k')) , \tag{32}
\]

with \( n \) stating the current number of MCMC state.

In order to ensure that adaptation is performed according to the intrinsic posterior distribution of the model selector, we reset the proposal densities to a uniform spread each time one model is adapted towards a probability lower than \( \text{prob}(k) < \frac{1}{10 \times (r+1)} \), with \( r \) the total number of resets; reset thus less often the longer we sample.

### C. Block updates

A very important feature of our sampler is its ability to efficiently block update parameters of a given model. The posterior PDF of interest is unknown prior to the analysis; one suitable and safe way of probing its characteristics would therefore be to update one parameter of a model after the other, thus to carefully crawl through parameter space. However, since our motivation is found in LISA and the MLDC round 2, we see models proposing a vast number of Double White Dwarf signals. Each individual DWD signal has seven parameters; updating one parameter after the other in case of large number of signals is therefore unfeasible. On the other side, block updating all the parameters of a given model at once can lead to very low acceptance rates if there is a high degree of correlation between two or more parameters. In that case, a change in one parameter will result in a greatly reduced likelihood unless it is accompanied by a change in the other correlated parameters. A careful balance between block updating and single parameter updates has thus to be found to make the sampler efficient, and ensure that convergence is reached within a feasible timescale.

We borrow the concept of “exponential crossover” as used in genetic algorithms to achieve such a mixed update strategy primarily in the first stage of the sampler. We group randomly parameters of a given model until a simultaneously drawn random number in \( U[0,1] \) is above a given threshold. In our case this threshold was set to 0.7. The probability to stop collecting parameters is therefore 30\% for each draw. Resulting blocks typically span 6 to 25 parameters for one update attempt if the number of signals is held large. The random character of this blocking ensures statistically unbiased combinations of parameters and optimal mixing of the chain. The above procedure is repeated until the total number of all grouped parameters so far equals or exceeds the total number of parameters in a given model; we then collect all the individual update results to build our new state in the Markov chain. The RJ-MCMC main run sets a threshold of 0.9, and therefore blocks more aggressively utilizing the progressively fine tuned within-model RWM sampler.

### V. RESULTS

In this section we demonstrate the analysis approach that we have described in the previous section, by applying this technique on selected data sets as distributed in the context of the Mock LISA Data Challenges (MLDCs). In particular we apply the method on a single source data set in Gaussian and stationary noise (using the training data sets from MLDC-1) (hereafter Scenario A), a single source data set in which the noise is Gaussian and stationary plus non-Gaussian contributions from a DWD galactic population (hereafter Scenario B1) and additionally from binary black hole merger signals and extreme mass ratio inspirals (hereafter Scenario B2), with the model not accounting for the latter non-Gaussian contributions; and to a data set with three (but we leave the total number of parameters as unknown) signals well separated in parameter space. These test examples allow us to show the power of the approach and at the same time highlight some of the limitations in the current model implementation that have to be addressed in order to apply the method to data sets of much higher complexity (hereafter Scenario C).

When using a Bayesian approach to data analysis, the end result is a full joint posterior probability distribution over all parameters of the model. We wish to clarify the distinction between this kind of result which contains all the information which has been inferred about the model, and the more traditional "frequentist" approach, which typically quotes maximum likelihood values of the parameters along with a confidence interval. Nevertheless, in order to test the robustness of the approach we calculate the 90\% probability interval around the mode of the distribution in order to derive a counterpart to the frequentist's confidence interval and test if the true parameter value lies within this regime. To accommodate multimodal distributions we integrate the density along the probabilities starting from the highest probability, the mode, towards lower probabilities until the 90\% mark is reached, not along the parameter value. In this sense it is possible to derive an interval that breaks up over the parameter regime with multiple start and end points. Although we use the mode to start integrating over the probability distribution, the mode in itself will not be used as information carrier or as counterpart to a frequentist's maximum likelihood point. In particular, there is no intrinsic reason why the PDF on certain parameters should follow a distribution which can be properly expressed by a maximum likelihood point (within Gaussian distributions a maximum likelihood point may be safely derived). In general it would be inappropriate to simply give a maximum likelihood estimate or a mean as a result as this defeats the purpose of performing a Bayesian analysis, and would not encapsulate the information obtained from the data set.
A. Fixed model number: single source in Gaussian and stationary noise

We start by considering the simplest data analysis case to demonstrate the performance of the algorithm that we have introduced here: the analysis of a data set containing a single DWD in Gaussian and stationary noise; we also assume to know a priori the number of signals present in the data set.

One challenge from the first round of the MLDC is to extract 20 “verification binaries” out of the data sets 1.1.2 with total observation time of one year (Scenario A). Verification binaries are known binary systems which have been observed electromagnetically, and are predicted to be clearly visible in LISA observations. Since these systems are known beforehand, characteristics of the gravitational wave emission can be deduced, a fact which should aid the extraction of these signals from the LISA data set. The MLDC released the frequency and the sky positions of 20 realistic binaries which lie within the sensitivity window of LISA.

We perform a data analysis of these binaries in the frequency domain as already explained, therefore Fourier transforming the time series of the data set while calculating directly the Fourier series of the verification binary signal. In this way we are a) able to cope with coloured noise levels as introduced in the MLDC data sets and, b) separate the signals of the 20 verification binaries since the frequencies of the gravitational wave emission are well separated and sparse over the entire observation window of LISA, c) decrease run times due to smaller data stretches to be evaluated compared to a time series analysis. Therefore, we are able to reduce this task to single-signal data analysis runs on a given verification binary and thus search for only one signal in a given frequency window. This scenario is very well suited to test the MCMC application of the first stage of the sampler, which includes adaptation of dependent proposal densities. For these reasons, this part of the analysis was performed without the Reversible Jump algorithm.

Although frequencies and positions in the sky are given, we searched for all the seven parameters of the signal. We use the information given about the frequency and sky position of the binaries solely as a starting point for our Markov chain.

As we limit our analysis to verification binaries below or equal to 3 mHz, we found in AM CVn (Verification binary 1) our fiducial example. The parameters of the source are as follows: frequency $f_0 = 1.944144$ mHz, ecliptic latitude $\vartheta = 0.65675$ rad (parameter range $0, \pi$), ecliptic longitude $\varphi = 2.97249$ rad (parameter range $0, 2\pi$), scalar amplitude $A = 1.35705 \times 10^{-22}$, polarization phase $\psi = 1.9740$ rad (parameter range $0, \pi/2$), inclination $i = 1.65742$ rad (parameter range $0, \pi$) and initial phase $\Phi_0 = 3.52547$ (parameter range $0, 2\pi$). The priors were chosen uniform and periodic over the domain of angles, and uniform and positive definite for the amplitude, $S_0$ and $f_0$. The initial values of our MCMC chain were chosen randomly to yield a match of more than 90% with the true signal with the already named exception of $f, \vartheta, \varphi$. We ran our MCMC up to one million Markov chain states, with an additional burn-in phase of ten thousand which was discarded after the run. The CPU run time was approximately 1 hour on the Tsunami cluster of the University of Birmingham, running on a single 2.4 GHz Intel Xeon CPU.

Of particular interest is how adaptation affects the proposal densities and the quality of sampling. We present in Fig. 2 the acceptance rate per parameter over ongoing sampling time. It is visible, that within a few thousand iterations all individual acceptance rates but the noise level $S_0$ are approaching the target of 0.25, as intended. The noise spectrum was found to be adapted quite slowly towards the acceptance so that even after $10^6$ iterations the target is missed by 0.12. However we note that the target needs not to be reached penultimate; a proximity to the target is often sufficient to ensure secure sampling as we will see later in this section. In all other cases after reaching the target only minor corrections are performed, fading out the longer the run proceeds. We connect acceptance rates with standard deviations (square root of the variance) of our Gaussian proposal densities to see how the width of the proposal gets adapted according to the target acceptance, as seen in Fig. 3. Once again the noise spectrum estimate is still converging towards a final estimate, but was found to already yield the true posterior density as seen later. For the other parameters it is visible that development of particular widths are often not clearly connected to acceptance rates, as e.g. in the polarization phase were we see acceptance rates to show an oscillating behaviour with clear decreasing stages and increasing stages during the first few iterations and the last few thousand.

Marginalized posterior PDFs are presented in Fig. 4. We find for this particular challenge that the posterior densities follow Gaussian distributions. This is true in general for all the MCMC data analysis runs we performed on well separated verification binary signals (for further examples see e.g. Stroeer et al. [11]). A peculiarity is the bimodal distribution for $\Phi_0$ which shows its modes separated by exactly $\pi$. This hints to a probable degeneracy in the polarisation angle modulo $\pi/2$ within the LISA response function, a finding which is going to be investigated in future research. We note that $\Phi_0$ does not carry any physical information as it is only the offset in time of the waveform at the beginning of the observation. We therefore continue to discuss the remaining distributions and its relevance to data analysis approaches without further considering this peculiarity. One particular systematic feature visible in Gaussian marginalized posterior densities is a given offset between the mode or the most likely value of the PDF and the true value. We note that this offset is intrinsic to the method we use to sample from the posterior. Sampling techniques such as Metropolis sampling or Metropolis-Hastings sampling
Figure 2: Scenario A: Adaptation statistics for verification binary AM CVn (number 1); acceptance rates. We find convergence towards the desired acceptance rate of 0.25 in all the parameters but the noise level $S_0$, with the latter ongoing adaptation still yielding a reliable sampling of the posterior as seen e.g. in Tab. I.

Figure 3: Scenario A: Adaptation statistics for verification binary AM CVn (number 1); standard deviations. We see the standard deviations to converge towards a single optimal value in all the parameters but the noise level $S_0$. Nevertheless, even with varying standard deviations in the noise level we sample robustly from the posterior.

Table I: We show the 90% probability interval for the marginalized posterior distribution and the true parameter value for the DWD in the MCMC on scenario A. We find the true parameter to always lie within the 90% probability interval. The bimodal distribution in $\Phi_0$ yields a probability interval that is broken into two parts. We therefore give two start points and two end points for the actual 90% interval and note the true value to lie within the second part of the interval.

| Parameter | 90% probability interval | Injected value |
|-----------|---------------------------|----------------|
| $A$ $[\times 10^{-23}]$ | 1.119747 | 1.481567 | 1.357046 |
| $f$ $[\text{mHz}]$ | 1.944142 | 1.944146 | 1.9441457 |
| $\varphi$ $[\text{rad}]$ | 2.935855 | 3.085595 | 2.972493 |
| $\psi$ $[\text{rad}]$ | 0.630025 | 0.733202 | 0.656745 |
| $\Psi$ $[\text{rad}]$ | 1.481676 | 0.091941 | 1.597401 |
| $\iota$ $[\text{rad}]$ | 1.614521 | 1.753378 | 1.657422 |
| $\Phi_0$ $[\text{rad}]$ | 0.212327, 3.249962 | 0.536263, 3.701231 | 3.525472 |
| $S_0$ $[\times 10^{-41}]$ | 1.32436 | 1.35161 | 1.345472 |

Figure 2: Scenario A: Adaptation statistics for verification binary AM CVn (number 1); acceptance rates. We find convergence towards the desired acceptance rate of 0.25 in all the parameters but the noise level $S_0$, with the latter ongoing adaptation still yielding a reliable sampling of the posterior as seen e.g. in Tab. I.

B. Verification binaries from the MLDC Round 2

Round 2 of the MLDC changed the complexity of the data sets. The new observation time was set to 2 years, and a synthetic galactic population of compact object binaries was added to create non-Gaussian stochastic foreground (Scenario B1). Challenge 2.2 in addition added 4 to 6 massive black hole binaries and 5 extreme mass ratio inspiral (EMRI) signals (Scenario B2). Since these scenarios are considered realistic for LISA, it serves as an optimal playground to challenge the MCMC routine with adaptation of dependent proposal densities as demonstrated in the preceding section. The MLDC released 25 frequencies and sky positions for stronger signals within the galactic population spread over the entire frequency
band, which gives the 25 verification binaries to search for.

Once again we limited our analysis below or equal to 3 mHz; however we did not use the given set of Verification binaries to guide our fiducial source. We hand-picked a very strong DWD source with no strong neighbours as seen in the frequency domain from the galactic simulation key to reduce confusion (the strongest sources in the neighbourhood are a factor of $\sim 7$ smaller in amplitude).

The parameters of the source are as follows: frequency $f_0 = 0.87307$ mHz, ecliptic latitude $\vartheta = -1.14579$ rad (parameter range $-\pi/2, \pi/2$ as the second MLDC changed conventions in the coordinate system), ecliptic longitude $\varphi = 1.97821$ rad (parameter range $0, 2\pi$), scalar amplitude $A = 8.43915 \times 10^{-22}$, polarization phase $\psi = 0.39204$ rad (parameter range $0, \pi/2$), inclination $i = 0.43144$ rad (parameter range $0, \pi$) and initial phase $\Phi_0 = 1.64716$ (parameter range $0, 2\pi$). Prior and MCMC setup were chosen as shown in the preceding section, with run time on a single 2.4 GHz Intel Xeon CPU of the Tsunami cluster now 2 hours. It was our expectation that stochastic foreground in this data set can be approximated as just an elevated constant noise level in the frequency window of interest, therefore effectively reducing the signal to noise ratio of the signal as measured on instrumental noise alone.

Fig. 5 compares adaptation as performed on Scenario B1 and Scenario B2, here showing acceptance rates. We see, that the MCMC on Scenario B2 does not yield largely different characteristics on adaptation than on Scenario B1 - adaptation is triggered by the characteristics of the source we aim to extract, not by the level of the noise. Thus in both cases adaptation was successful in every parameter, with the only exemption in $S_0$. Here we see the standard deviations of the noise level essentially underestimated all the time. This leads to almost always accepted states as the chain does not move strongly enough. Nevertheless the trend slowly points toward the optimal acceptance, therefore does not show a runaway effect but a very slow convergence, a condition sufficient for stable sampling of the posterior. Fig. 6 shows the standard deviations of our proposal densities. The stochastic foreground seems to add significantly to the instrumental noise level, a starting value close to the instrumental noise level has to be adapted continuously towards a higher level to account for this confusion.

We present in Fig. 7 the marginalized posterior densities as recovered by our adaptive MCMC scheme for challenge training data set Scenario B1 and Scenario B2. We see all posteriors to cover the true value of the parameter with the mode of the distribution close by. Further we see complex asymmetric shapes of the posterior - demonstrating mode and median of this posterior to state now insufficient measures of quantity and quality of the run. We see the recovered noise level Gaussian but too high due to confusion accounted towards the power of the noise, as expected (it should be of order $5 \times 10^{-40}$). This is aggravated in Scenario B2 where we see an even higher level of noise due to additional contributions from massive black hole binaries and EMRIs. Ongoing the widths of PDFs from Scenario B2 are wider than from Scenario B1, mirroring an additional uncertainty as introduced by added MBHBs and EMRIs - the SNR of the signal was effectively lowered as even more power was added to the instrumental noise as confusion from EMRI and MBHBs. The widening of the PDFs is better expressed in Tab. II were we quote the 90% probability interval of the marginalized posterior distributions for the amplitude.

We highlight, that an extraction of the source was successful without prior analysis and/or extraction/subtraction of the massive black hole and the EMRI. We were able to directly apply our adaptive approach to this difficult data set. We further note that the marginalized posterior distributions for the amplitude never display the possibility of a zero amplitude, thus the possibility that the signal may not be in the data. This may be seen as the verification that we also unambiguously confirmed a detection of the signal in the data set. Nevertheless, the sub-optimal adaptation statistics of the noise level could indicate that we might have assigned background noise power to the signal. Though this is clearly not the case for the given specific examples we
to be compared to the data set, each model increasing the total number of signals by one, respectively. We expect the likelihood of model 3, the model containing the correct number of signals, to be highest in value, with the RJ-MCMC almost solely concentrating on this model and only testing different models in turn with low probabilities to actually jump to the other models.

The proposal densities for the RJ-MCMC stage of the sampler is constructed from two major blocks; on the one side multi-dimensional Gaussian kernels variable in parameter space propose movements within each individual model. We therefore count 8 different multidimensional proposals, one for each model, with dimensionality increasing from model number to model number. We restrict the inner structure of the Gaussian to be block diagonal in the variance-covariance matrix, with full structure within each individual proposed signal and no correlation between individual signals. Since the actual entries to the variance-covariance matrix are unknown to begin with, the sampler performs MCMC pre-runs to establish estimates on the base of the experienced structure of the posterior, here for each model in turn. We start the MCMC chains close to the values of the injected signals, here randomly chosen to yield more than 90% overlap with the original signal, and completely randomly for signals 4 to 8 within the boundaries of our priors which are unrestricted except for the frequency, which is bound to the frequency window of interest. We perform 11000 iterations, 1000 for the burn-in of the MCMC stage, 10000 for the actual collection of information to the posterior, here storing the actual values of the state at every 10th iteration (thinning out to reduce auto-correlation of the chain) in order to estimate a posteriori the structure of the Gaussian kernels with correlation estimates in between parameters per signal and standard deviation estimates per parameter. We are aware that 10000 iterations may be seen too restricted to many readers - the MCMC run is definitely too short to show the full structure of the posterior. Nevertheless, since we only want to estimate the structure of proposal densities for the second stage, we find this amount of iterations very well suited to give the spread of the marginal posteriors and to uncover correlations. Updates in the MCMC stage and within the RJ-MCMC stage are performed blockwise, however we set the blocking probability low in order to move carefully through the parameter space, with a 30% chance of stopping the blocking at each random addition to the block.

The RJ-MCMC stage samples $10^6$ MCMC states trans-dimensionally to recover the posterior densities under considerations. Our RJ-MCMC undoubtedly identified model 3 to be the best matching as expected, with 99.8905 percent probability to match the data. The remaining models show 0.026 percent for model 1, 0.061 for model 2, 0.022 for model 4, 0.0005 for model 5 and 0 percent for the remaining models (below minimum accuracy). The reason behind this very distinct result is found in the choice of the problem at hand. Given our data set

| 90% probability interval | injected value |
|--------------------------|----------------|
| **MLDC Scenario B1**    |                |
| A [$\times 10^{-22}$]    | 7.52346        |
| f [mHz]                  | 0.8730691      |
| $\varphi$ [rad]          | 1.92235        |
| $\vartheta$ [rad]        | -1.21092       |
| $\Psi$ [rad]             | 0.0996711      |
| $\iota$ [rad]            | 0.0516501      |
| $\Phi_0$ [rad]           | 5.72112        |
| **MLDC Scenario B2**    |                |
| A [$\times 10^{-22}$]    | 7.61029        |
| f [mHz]                  | 0.8730688      |
| $\varphi$ [rad]          | 1.900874       |
| $\vartheta$ [rad]        | -1.20322       |
| $\Psi$ [rad]             | 0.0986202      |
| $\iota$ [rad]            | 0.0675063      |
| $\Phi_0$ [rad]           | 5.61281        |

Table II: We show the 90% probability interval for the marginalized posterior distribution and the true parameter value for the DWD in the MCMC on MLDC Scenario B1 and MLDC Scenario B2. We find the true parameter to always lie within the 90% probability interval. The true noise level is unknown as it contains contributions from the unknown galactic DWD population (Scenario B1, Scenario B2), BH mergers (Scenario B2) and EMRIs (Scenario B2).

C. Reversible jumps on verification binaries of the MLDC1

In order to test the RJ-MCMC algorithm we turn our attention to a self-made problem. The verification binary training data set IB1.1.2 (Scenario 3) contains three in frequency well separated from each other verification binaries in the frequency window 1.8 mHz to 2.1 mHz, well separated as well from the remaining binaries (See Tab. III for parameter values). The lack of overlap thus presents a rather clean situation for any RJ-MCMC approach; the correct amount of signals should be easily recovered when one restricts the run to this window and searches for more than 3 signals, say 8 signals in this example - and should thus show and demonstrate the RJ-MCMC algorithm best since the outcome should be trivial and understood. We propose 8 individual models...
Figure 5: Scenario B1 (left panel) and Scenario B2 (right panel). Adaptation statistics for the hand-picked verification binary; acceptance rates. We find convergence towards the desired acceptance rate of 0.25 in all the parameters but the noise level $S_0$, where we see the standard deviation of the noise level essentially underestimated all the time. This leads to almost always accepted states as the chain does not move strongly enough. Nevertheless the trend slowly points toward the optimal acceptance, therefore does not show a runaway effect but a very slow convergence. This yields a stable sampling, as seen e.g. in Tab. I.

Figure 6: Scenario B1 (left panel) and Scenario B2 (right panel). Adaptation statistics for the hand-picked verification binary; standard deviations. We see the standard deviations to converge towards a single optimal value in all the parameters but the noise level $S_0$. Nevertheless, even with strongly varying standard deviations in the noise level we sample robustly from the posterior.
Figure 7: Scenario B1 (left panel) and Scenario B2 (right panel). Marginalised PDFs for the hand-picked verification binary. Red lines denote the true values of the parameter. The true noise level is unknown as it contains contributions from the unknown galactic DWD population (Scenario B1, Scenario B2), BH mergers (Scenario B2) and EMRIs (Scenario B2).
displaying three very strong sources well separated in frequency space with no stochastic foreground added it is obvious that models other than proposing three signals will have almost no likelihood to match the data. Any different outcome than the distinct above would have posed a problem to the sampling algorithm.

The RJ adaptation can be found to very quickly adapt in favor of model 3 as dictated by the experienced model selector posterior, as seen in Fig. 9. The probabilities for each model were set equivalent at the beginning of the RJ-MCMC main sampling stage (after 10,000 iterations burn-in), and are adapted towards the experienced PDF of the model indicator. We see this adaptation to reset 26 times, a fail-safe to ensure that adaptation is performed on the intrinsic PDF of interest and not towards a model in which the RJ sampler got stuck (e.g. local maxima of the likelihood in a given model posing a too high threshold to overcome to jump to different models, or other models not converged so far yielding too low likelihoods to jump to). After 26 resets (105,000 iterations) the sampler no longer experiences a runaway adaptation but remains in equilibrium. We see a final adaptation towards the posterior PDF and no more resets afterwards.

The marginal posterior densities for model 3 are shown in Fig. 8 with corresponding 90% intervals in Tab. III. As we already stated in the introduction to this result section, the intrinsic result of any (RJ)MCMC sampler is a joint posterior density. Marginalization is a post-processing routine that tries to untangle the parameters from the joint posterior. Shown marginal posterior densities now display two outcomes. On the one side every 90% probability density covers the true parameter except for two \( \Phi_0 \) distributions, one slightly off (a 95\% probability interval would include the true value) and one that peaks at 1π offset compared to the true value. Here we clearly see once again in the latter case a possible degeneracy in \( \Psi \) modulo 1/2 in the LISA response function. As \( \Phi_0 \) does not carry any physical information we do not concentrate further on these distributions. We therefore assess the overall match of 90% interval with injected value as proof of the robustness of the code. On the other side we find posterior densities deformed within two signals and two parameters \( A, \iota \) (the remaining parameter shows clean Gaussian-like posterior densities). We see the amplitude tailing towards larger amplitudes, in one instance even forming a secondary maxima, in combination with skewed distributions for the inclination with its maximum towards larger values. It is not fully understood why these deformations took place, however it has to be noted that the inclination angle determines the contribution of \( h_+ \) and \( h_\times \) to the final detected strain (and thus amplitude), with 50% weighting in case of a system at which we look face on, and full weighting for \( h_+ \) if we look at the system edge on. The weighting of \( h_+, h_\times \) is mirrored in the detector response function, and it seems plausible that a degeneracy between two signals developed in the detector response of each signal as triggered by complimentary \( A \) and \( \iota \) values. This suspicion is further fuelled by noting that the true injected values for \( \iota \) in those two signals are almost 1π apart. We therefore might look at a degeneracy in \( \iota \) modulo \( \pi \) in the LISA response function in case of multiple signals within a joint posterior. As the investigation of this effect is of technical nature to the LISA response function, and thus beyond the scope of this paper, we refer the reader to future research. We also note that the posterior for the noise level is much wider as found for a run on only one signal at the same frequency range, see e.g. Tab. III compared to Tab. IV. This is largely due to the fact that the noise level is not exactly constant over the given frequency range of 1.8 mHz to 2.1 mHz, it shows a slight variation which we only approximated to be constant. For the other the skewness of \( A \) and \( \iota \) might have lead to a slight tailing towards larger values, but as before this cannot be proven without further research outside the scope of this paper.

| 90 % probability interval | injected value |
|---------------------------|----------------|
| **DWD 1** |
| \( A \times 10^{-22} \) | 1.29309 | 1.63014 | 1.35691 |
| \( f \ [\text{mHz}] \) | 1.94409 | 1.94411 | 1.9441 | 1.9414 |
| \( \varphi \ [\text{rad}] \) | 2.95607 | 2.97482 | 2.9739 | 2.9012 |
| \( \theta \ [\text{rad}] \) | 0.906803 | 0.921429 | 0.9172 | 0.9172 |
| \( \Psi \ [\text{rad}] \) | 4.4733 \times 10^{-6} | 1.40795 | 0.7767 | 0.7767 |
| \( \iota \ [\text{rad}] \) | 2.49922 | 3.14056 | 2.8871 | 2.8871 |
| \( \Phi_0 \ [\text{rad}] \) | 4.29983 | 0.90607 | 6.1665 | 6.1665 |
| **DWD 2** |
| \( A \times 10^{-22} \) | 0.915377 | 1.11995 | 1.00362 |
| \( f \ [\text{mHz}] \) | 1.81319 | 1.81325 | 1.8132 | 1.8132 |
| \( \varphi \ [\text{rad}] \) | 4.09052 | 4.12512 | 4.1030 | 4.1030 |
| \( \theta \ [\text{rad}] \) | 1.45226 | 1.5703 | 1.4818 | 1.4818 |
| \( \Psi \ [\text{rad}] \) | 0.797752 | 0.95467 | 0.8880 | 0.8880 |
| \( \iota \ [\text{rad}] \) | 1.90423 | 2.04702 | 2.0051 | 2.0051 |
| \( \Phi_0 \ [\text{rad}] \) | 4.51845 | 4.8852 | 4.8895 | 4.8895 |
| **DWD 3** |
| \( A \times 10^{-22} \) | 1.18058 | 1.71027 | 1.24552 |
| \( f \ [\text{mHz}] \) | 2.005999 | 2.005901 | 2.0059 | 2.0059 |
| \( \varphi \ [\text{rad}] \) | 2.37321 | 2.40442 | 2.3940 | 2.3940 |
| \( \theta \ [\text{rad}] \) | 2.51333 | 2.55033 | 2.5218 | 2.5218 |
| \( \Psi \ [\text{rad}] \) | 6.1784 \times 10^{-5} | 1.21993 | 1.5585 | 1.5585 |
| \( \iota \ [\text{rad}] \) | 0.12444 | 0.891935 | 0.2639 | 0.2639 |
| \( \Phi_0 \ [\text{rad}] \) | 1.58721 | 4.05638 | 4.3762 | 4.3762 |

| **Noise level \( S_0 \)** |
| \( \times 10^{-21} \) | 1.10773 | 5.88374 | 1.34547 | 1.34547 |

Table III: We show the 90% probability interval for the marginalized posterior distribution and the true parameter value for the sources in the transdimensional RJ-MCMC on MLDC Scenario C, here as seen in model 3. We find the true parameter to always lie within the 90% probability interval except for two \( \Phi_0 \) distributions.
Figure 8: Scenario C: The marginalized posterior densities for our RJ-MCMC example for the correctly identified model to contain the actual amount of signals in the data, here model 3 with 3 signals. We show the posteriors of the signals in order from top to bottom. The noise level $S_0$ estimated besides the three signals is shown in the bottom right panel. Red lines denote the true value of the parameter.
We found that our RJ-MCMC approach performs reliably. Reliability may be measured for once by its degree of offset or bias of the 90% integrated probability interval of the marginalized posterior distribution per parameter to the true parameter value. Scenario A found this offset to be small and reasonable, we always find the true parameter value within the smallest interval to contain 90% of MCMC states, and furthermore within one to two standard deviations as derived from the sample of the posterior. Scenario B1 finds this offset or bias aggravated, since power of the confusion background is placed within the spread of our verification binary signal in frequency. The sampler indeed gets confused. Nevertheless, setting the noise level as an additional unknown serves as a stabilising element of our MCMC, all but two MCMC chains were able to converge meaningful to the signal. RJ-MCMCs on Scenario C found the offset similar to MCMCs on Scenario A with additional widening, possibly due to degeneracies within the LISA response function ($\Phi_0$ to $\Psi$) and within signals ($A$ to $\ell$). Adaptation within the MCMC stages was found to be deterministic and reliable, with the exception of the noise level, which was found to evolve too slowly. Our RJ-MCMC adaptation approach was proven to perform reliably and quickly, here mainly visible in the speedy and targeted adaptation towards the correct model indicator posterior after the burn-in of the sampler, securely recovering and progressively converging after forced resets of model indicator priors.

We note, that described adaptation approach may not be the most sophisticated approach in adaptive sampling. However, it has the benefit of being easy to implement and easy to understand and control. Run times may be found slightly higher than in other non-adaptive schemes, since every proposed parameter is updated in turn to build a new Markov chain state. Nevertheless, we consider this loss of speed reasonable compared to the gain of our approach: a fully automatic sampler that performs simultaneously without ad-hoc assumptions or manual fine-tuning. We therefore see significant potential in our approach to build an automatic end-to-end pipeline for gravitational wave data analysis. As was shown in a different publication of the authors (11), this sampler may be combined with incoherent or coherent preruns to shed better light on some parameters, allowing the MCMC to converge faster onto the posterior distribution.

Concluding, we revisit two major restrictions of the RJMCMC in this paper. First we implemented the RJ-MCMC only over a small number of signals, which questions the scalability of the algorithm. We note that the algorithm is in principal scalable to realistic numbers of white dwarf signals (tens of thousands) with no major modifications if computing resources are available. However, the pre-run stage needs to explore the posterior density function of each proposed model in turn, and as such proposed model in turn adds one signal to the mixture of already proposed signals we find computing efforts to scale in the pre-run stage according to $\sum_{k=0}^{K} k$. We therefore have to simplify this stage to render the code feasible for the upcoming LISA data challenges. As the pre-run only serves to estimate the shape and structure of posterior density function of each proposed model, we find it plausible to introduce theoretical approximations that replace empirical simulations at the cost of adap-

![Figure 9: Scenario C: The evolution of the RJ-MCMC model indicator proposal density for three signals. The probabilities for each model were set equivalent at the beginning of the RJ-MCMC main sampling stage (after 10,000 iterations burn-in), and are adapted towards the experienced PDF of the model indicator. We see this adaptation to reset 26 times, a failsafe to ensure that adaptation is performed on the intrinsic PDF of interest and not towards a model in which the RJ sampler got stuck. After 26 resets (105,000 iterations) the sampler reaches the equilibrium distribution and the adaptation towards the posterior PDF finalizes.](image-url)
tivity. Nevertheless, considering the unknown factor in the data analysis of GWs, adapting to the unknown with the help of empirical simulations has to be performed at least once to set the stage of theoretical calculations, and for this case future must show how one can speed up the prerun adaptation. Second we required the signals to be well separated in frequency. This separation was only introduced because of experienced coupling of parameters, like the amplitude/inclination coupling, obscuring resolved posterior density functions of e.g. neighbouring frequency waveforms in such a way that a success of the RJMCMC technique may be falsely questioned by the odd shape of the PDF. As the main goal of this paper is the introduction and demonstration of RJMCMC techniques, and as found effects are solely introduced by a degenerate description of the LISA response function, we find demonstrated examples truthfully representing the ability of the RJMCMC sampler, and refer the reader for a more complex study of the LISA problem to future publications.
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Eqs. \(2\) and \(3\) and Eq. \(4\) but differ by a multiplicative factor induced by the relative velocity of the SSB with respect to the source reference frame which is however unmeasurable.

Notice that the actual expression of \(A'\), \(E'\) and \(T'\) as a function of \(X\), \(Y\) and \(Z\) is not unique because the covariance matrix has two degenerate eigenvalues. We have also used a prime to identify the TDI variables used in the analysis to distinguish them from the TDI \(A\), \(E\) and \(T\) that are usually described in the literature and are constructed not from \(X\), \(Y\) and \(Z\), but from \(\alpha\), \(\beta\) and \(\gamma\)\(^{(22)}\).

It has to be noted that the Jacobian is essential to the acceptance ratio definition, not introduced for the trans-dimensional problem. In fact the Jacobian is formally present in the fixed dimension definition of the acceptance ratio Eq. \(23\) but cancels to 1 all the time. In the case of certain trans-dimensional moves it no longer equals unity.