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Abstract—Variable division and optimization (D&O) is a frequently utilized algorithm design paradigm in Evolutionary Algorithms (EAs). A D&O EA divides a variable into partial variables and then optimizes them respectively. A complicated problem is thus divided into simple subtasks. For example, a variable of portfolio problem can be divided into two partial variables, i.e. the selection of assets and the allocation of capital. Thereby, we optimize these two partial variables respectively. There is no formal discussion about how are the partial variables iteratively optimized and why can it work for both single- and multi-objective problems in D&O. In this paper, this gap is filled. According to the discussion, an elitist selection method for partial variables in multiobjective problems is developed. Then this method is incorporated into the Decomposition-Based Multiobjective Evolutionary Algorithm (D&O-MOEA/D). With the help of a mathematical programming optimizer, it is achieved on the constrained multiobjective portfolio problems. In the empirical study, D&O-MOEA/D is implemented for 20 instances and recent Chinese stock markets. The results show the superiority and versatility of D&O-MOEA/D on large-scale instances while the performance of it on small-scale problems is also not bad. The former targets convergence towards the Pareto front and the latter helps promote diversity among the non-dominated solutions during the search process.

Index Terms—Variable division and optimization, multiobjective optimization, mixed integer programming, constrained portfolio optimization.

I. INTRODUCTION

M AKING the complicated simple is one effective idea frequently used in the realm of computer science [1, 2]. Variable division and optimization (D&O), dividing the variable into partial variables and then optimizing them, is naturally inspired by this idea. It is not a new thing for Evolutionary Algorithms (EAs) since it has been frequently utilized in Cooperative Coevolution [3, 4], Neuroevolution [5] and constrained portfolio optimization [6]. The original problems are simplified by dividing variables in these works. On the other hand, D&O is reminiscent of Dived-and-Conquer, however, they are different because the latter one emphasizes solving subproblems recursively [2].

Formally, a minimization problem is given as

\[ \min_x F(x) = \min_{x_1, x_{II}} F(x_1, x_{II}) \]

\[ \text{s.t. } x \in \Omega, \ x_1 \in \Omega_I, \ x_{II} \in \Omega_{II}, \]

where \( x \) is the decision variable, \( x_1 \) and \( x_{II} \) are two partial variables, and \( x = (x_1, x_{II}) \). \( \Omega \) is the search space of each variable, and \( \Omega_I \times \Omega_{II} = \Omega \). With D&O, one variable is divided into partial variables and thereby they can be optimized separately, i.e. the right problem in Eq. (1). Thereafter, the divided problem is generally presented as two sequential subtasks

\[ \arg \min_{x_1} F(x_1, x_{II}) \]

\[ \text{s.t. } x_1 \in \Omega_I, \ x_{II} \in \Omega_{II}. \]

\[ \rightarrow \]

\[ \arg \min_{x_{II}} F(x_{II}; x_1) \]

\[ \text{s.t. } x_{II} \in \Omega_{II}. \]

After the division has been made, a major challenge induced by the problem (2) should be tackled when \( x_1 \) is optimized in EAs. This is how to perform an elitist selection among partial variables \( x_1 \) to optimize them iteratively? Because there is a dimensionality mismatch between a partial variable \( x_1 \) and the variable \( x \) of the original problem, making the evaluation of the original objective function not possible [7]. The fitness of a partial variable \( x_1 \) should be assigned as the fitness of its local optimal function values. A set of these values are stated as

\[ F(x_1) = \min_{x_{II} \in \Omega_{II}} F(x_{II}; x_1). \]

In this manner, we will never miss the global optimal variable if every local optimum are checked. Concisely, for D&O based EAs, we can get the a global optimal variable if each partial variable is evaluated as the performance of its corresponding local optima. Figs. 1 and 2 illustrate this for single and multiobjective problems respectively. Fig. 1 shows the variable space of \( x_1 \) and \( x_{II} \). The local optimum of each \( x_1 \) is just one point, i.e. \( |F(x_1)| = 1 \). It is easy to determine \( x_1^* \) is the optimal solution. Notwithstanding, it is not natural for multiobjective problems. Fig. 2 shows the objective space of a biobjective problem. The local optima of each \( x_1 \) consists of a local Pareto front (PF) where \( |F(x_1)| \geq 1 \). We are hindered from extending the advantages of D&O to multiobjective problems since no method exists for performing an elitist selection among local PFs.

In the discussion above, methods, involving D&O, are mainly concentrated in Cooperative Coevolution, Neuroevolution, and constrained portfolio optimization. Concerning the ways of getting the \( F(x_1) \), they can also be roughly classified as straightforward and approximate methods as the taxonomy in [8, 9]. The related literature will be briefly presented by fields and ways. Note that although D&O looks like bi-level optimization [10], they are two different models. Because D&O only involves one objective function contrary to bi-level optimization. Furthermore, most of the problems introduced below merely include one level optimization.
First, in Cooperative Coevolution, algorithms are special cases that frequently utilize D&O. For instance, the variables are divided into partial variables (some groups), and each partial variable is taken as $x_I$ recursively. Then, the $F(x_I)$ is approximated via incorporating $x_I$ and the partial variables from other groups [11, 12]. Second, in Neuroevolution, some methods utilize EAs for the task of neural architecture search ($x_I$). Then backpropagation algorithms are implemented for the training. These hybrid methods are straightforward in a broad definition, because they find the $F(x_I)$ directly [13, 14]. The approximate $F(x_I)$ is also employed in this field. EAs are employed to find optimal connection weights of small networks for the non-deep neural networks [15, 16]. Nowadays, a new technique, supernet, is implemented to approximate optimal connection weights efficiently for deep neural networks [17]. Third, in constrained portfolio optimization, a portfolio problem can be divided into a combinatorial ($x_I$) and continuous subtask when a cardinality constraint is involved. Some methods use EAs to address the combinational tasks and thereby call exact mathematical approaches for the continuous problems. The straightforward $F(x_I)$ is adopted in these hybrid methods [6, 18]. All of them can be considered as D&O-based EAs since they do divide the variable into partial variables and then optimize them separately.

In this work, regarding D&O, we propose an algorithm to perform the elitist selection for local PFs of partial variables with a Decomposition-Based Multiobjective Evolutionary Algorithm (D&O-MOEA/D). This algorithm is achieved on constrained portfolio problems, which are mixed-integer problems, via calling a mathematical optimizer.

In summary, the contributions of this paper are as follows:

- For the first time, the concept of D&O is summarized formally. We point out that how should the elitist selection for partial variables perform.
- According to the discussion about D&O, D&O-MOEA/D is achieved. Conducted simulation experiments on 20 instances demonstrate the superiority of D&O-MOEA/D. First, it keeps small gaps with the exact multiobjective method on small-scale problems while it is more universal than the exact method on large-scale problems. Second, it dominates the implemented EAs when all 20 problems are considered.
- Further, it is applied to recent Chinese stock markets, Shanghai and Shenzhen stock markets. The results confirm the feasibility and the value in the application of the proposed method.

The remainder of this paper is presented as follows. Section II presents the formulation of the constrained multiobjective portfolio problem and emphasizes the emerging challenge for performing elitist selection among local PFs. In Section III, the basic MOEA/D is introduced. Meanwhile, we discuss how is the division of the variable $x$ made, and how is the optimization of $x_I$ performed. Then, empirical studies are presented in Section IV. Finally, a conclusion of this work and promising topics constitute Section V.

II. Elitist Selection for Local PFs

In this section, firstly, the formulation of the constrained multiobjective problem is presented. Then we introduce how to perform an elitist selection of the local PFs.

A. Basic Problem Formulation

Portfolio optimization has been instrumental in the development of financial markets [19]. As portfolio problems develop in practical applications, EAs outperform conventional optimization algorithms since they can tackle complex constraints [20, 21]. In this subsection, multiobjective portfolio problems with cardinality constraints are introduced, because D&O is very suitable for them [6, 18]. This constrained multiobjective portfolio problem, which is an extension Mean-Variance [22] model, is a biobjective problem, finding a trade-off between return and risk. Moreover, it involves four constraints: (i) cardinality constraint, (ii) floor and ceiling constraint, (iii) pre-assignment constraint, and (iv) round lot constraint [23]. Let $\Gamma$ be the set of available assets, $\Pi$ be the set of pre-assigned assets. Define $|\Gamma| = n$, $|\Pi| = L$. The parameter $\mu_i$ and $\sigma_i$ are the expectation and standard deviation of return for asset $i$, $i \in \Gamma$. The parameter $\rho_{ij}$ is the correlation coefficient of the assets $i$ and $j$, $i, j \in \Gamma$, and $\sigma_{ij} = \rho_{ij}\sigma_i\sigma_j$, where all $\sigma_{ij}$ constitute a covariance matrix (risk). Let $\epsilon_i$ and $\nu_j$ be the lower and upper bound, and $\tau$ be the round lot size of the assets; $z_i$ be the binary parameter representing pre-assignment of the asset $i$. The problem formulation follows as

\[
\begin{align*}
\min \quad & f_1 = \sum_{i \in \Gamma} \sum_{j \in \Gamma} w_i w_j \sigma_{ij}, \\
\max \quad & f_2 = \sum_{i \in \Gamma} w_i \mu_i,
\end{align*}
\]
in the literature \cite{31}. Without loss of generality, the weighting method is employed. It is defined as
\[
\min g^{ws}(x; \lambda) = \sum_{i}^{m} \lambda_i f_i(x) \quad \text{s.t.} \quad x \in \Omega,
\]
where \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m) \) is a weight vector. Fig. 5 illustrates how is the elitist selection for variables performed on a biobjective problem through the weighting method. Every solution are assigned with different \( g^{ws} \) according to different weight vectors. For instance, regarding the weight vector \( \lambda^1 \), \( x^1 \) is the best, on the contrary, \( x^3 \) is the best according to \( \lambda^2 \).

This aggregation function can also be used to evaluate the fitness of each \( x_j \), which reduces a local PF \( F(x_1) \) to a variable \( x \). In these cases, a \( x \) can be obtained through slightly altering the problem (13) and then solving it, the alteration is given as
\[
\min_{x_{II}} g^{ws}(x_{II}; x_1, \lambda) = \sum_{i}^{m} \lambda_i f_i(x_1, x_{II}) \quad \text{s.t.} \quad x_{II} \in \Omega_{II},
\]
where the solution is \( x_{II} \). Consequently, we can evaluate \( x_{II} \) by \( x = (x_1, x_{II}) \). For example, in Fig. 3 \( x \) can be obtained via settling the problem (14) with the Opt for a partial variable \( x_1 \) and a weight vector \( \lambda^1 \). Then \( F(x_1) \) is reduced to \( x_1 \) and thereby \( x^1 \) is the best concerning the weight vector \( \lambda^1 \), denoting \( x^1 \) is the best. According to this elitist selection method for local PFs, D\&O-MOEA/D is proposed and detailed in the next section.

### III. D\&O-MOEA/D
In this section, the framework of MOEA/D is introduced firstly and then we develop it for the constrained portfolio problems.

MOEA/D is an iterative algorithm, where a population of \( N \) solutions \( x^1, \ldots, x^N \) is optimized iteratively. Each solution \( x^i \) corresponds to the subproblem \( i \). Meanwhile, each subproblem \( i \) has a \( T \)-neighborhood structure, involving closest \( T \) subproblems according to the weight vector. Assume each subproblem is a minimization problem and the objective function of subproblem \( i \) is \( g^{i}(x) \). The main loop of MOEA/D works as follows.

For each subproblem \( i \):
1) **Matting:** Select some solutions from the \( T \)-neighborhood of subproblem \( i \) and generate new solution \( x^i_{\text{new}} \) with the selected ones via reproduction operators.
2) **Evaluating:** For each subproblem \( j \) in the \( T \)-neighborhood of subproblem \( i \), evaluate \( g^{j}(x^i_{\text{new}}) \).
3) **Replacing:** For each solution \( x^j \) in the \( T \)-neighborhood of subproblem \( i \), replace \( x^j \) with \( x^i_{\text{new}} \) if \( g^{j}(x^i_{\text{new}}) < g^{j}(x^j) \).

We take MOEA/D-DE in \cite{27} as the basic of D\&O-MOEA/D. D\&O-MOEA/D is achieved via searching the \( x_1 \) (combination of assets) with evolutionary method and optimizing \( x_{II} \) (weights) with an exact mathematical optimizer, Opt. Specifically, \( x_1 \) is searched in the Matting and \( x_{II} \) is optimized in the Evaluating.

\[
s.t. \sum_{i}^{m} w_i = 1, \quad \sum_{i}^{m} s_i = K, \quad \epsilon_i s_i \leq w_i \leq v_i s_i, \quad i \in \Gamma, \quad s_i \leq z_i, \quad i \in \Gamma, \quad w_i = \tau \delta_i, \quad i \in \Gamma, \quad \delta_i \in \mathbb{Z}_+, \quad s_i \in \{0, 1\}, \quad i \in \Gamma,
\]
Regarding $x_I$, it is the combination of assets. Several representations and reproduction operators can be chosen for $x_I$, our real-valued representation, CCS \cite{23}, is followed in this work. Specifically, a real-valued $n$-dimensional vector, in $[0, 1]^n$, is utilized. Assets which are pre-selected or correspond to the $K - L$ highest values are selected, therefore, real-valued vectors can represent combinations of selected assets, the cardinality and pre-assignment constraints are handled \cite{32}. As for the reproduction, it involves a combination of Differential Evolution \cite{33, 34} and Polynomial Mutation \cite{35} as in MOEA/D-DE and a swap operator as in \cite{23}. The combination operator and the swap operator will occur with a same probability, i.e. 50% for each one.

Concerning $x_{II}$, it is the capital weight. After the $x_I$ is determined, we are going to settle the subtask, the problem (15) for $x_{II}$. Specifically, when $x_I$, i.e. variable $s$, is found by the EA, this subtask is specified as

$$
\min g^{tws} = \lambda_1 \sum_{i \in \Gamma'} \sum_{j \in \Gamma'} w_i w_j \sigma_{ij} - \lambda_2 \sum_{i \in \Gamma'} w_i \mu_i \\
\text{s.t. } \sum_{i \in \Gamma'} w_i = 1,
$$

(15)

where $\lambda = (\lambda_1, \lambda_2)$ is the weight vector and the $\Gamma'$ is a set of assets, where $\Gamma' \subset \Gamma$ and $|\Gamma'| = K$. Thus it implies Eqs. (8), (10) and (12) are satisfied. The problem (15) is a quadratic problem with an integer constraint (round lot constraint). Therefore, a quadratic optimizer of the commercial solver CPLEX is taken as the Opt and a proved optimal solution of $g^t(x)$ can be obtained in a very short time, about 30 milliseconds, with an ordinary personal computer.

IV. EMPIRICAL STUDIES

In the empirical studies, D&O-MOEA/D is compared with three methods, two state-of-the-art MOEAs, and an exact multiobjective method AUGMECON2&CPLEX, on 20 constrained portfolio instances. In the field of optimization, both exact methods and heuristics take important positions. We would like to analyze the different performances among the exact mathematical programming method, EAs, and the hybrid one since they are supposed to have their advantages. This section is hence composed of two parts. First, the description about implementation details, including instances, a constraint set, employed algorithms, and parameter settings. Besides, the performance metrics. Second, the performance analysis.

A. Implementation Details

All of the problems consist of instances from OR-Library and NGINX. The first one, OR-Library, contains 5 classic instances, and the second one, NGINX, includes 15 instances established by the historical stock data from Yahoo Finance website. The instances are sorted with the number of available assets and are shown in Table I. Concerning the constraint set, it follows one set from \cite{23} as cardinality $K = 10$, floor $\epsilon = 0.01$, ceiling $\nu = 1.0$, pre-assignment $z_{30} = 1$ and round lot $\tau = 0.008$.

1All the data is available at https://github.com/CYLOL2019/Portfolio-Instances
Three algorithms are implemented for comparison, they are listed below.

1) **MODEwAwL** [36]: It is a learning guided MOEA. It represents \( w \) with binary and real-valued vectors. The search of the binary vector, representing the combination, is guided by a learning mechanism, and the search of the real-valued vector, representing the weights, is mainly based on DE.

2) **CCS/MOEA/D** [23, 37]: It incorporates a compressed coding scheme into MOEA/D. It utilizes only one real-valued vector to represent both the combination and weights, making use of the dependence among combinations and weights.

3) **AUGMECON2&CPLEX** [38, 39]: An exact mathematical multiobjective algorithm based on \( \varepsilon \)-constraint method (AUGMECON2) is employed. It is incorporated with a quadratic optimizer of CPLEX for the constrained multiobjective portfolio problems and the number of grids is set as the size of the population in the EAs.

All of the implemented algorithms involve some parameters. There are common parameters, such as population size and parameters for common generating operators. In the meantime, there are also parameters that are independent of the algorithms, namely, parameters for the neighborhood in MOEA/D and the number of grids in AUGMECON2. They are all shown in Table II. Stop criteria are non-trivial for these methods, and the number of grids in AUGMECON2 are all shown in Table II. Stop criteria are non-trivial for these methods, and the number of grids in AUGMECON2 are all shown in Table II.

### B. Simulation Experiments

This subsection comprises three sets of simulation experiments. The first two are about two different stop criteria and the third one is about applying the proposed method to the real stock markets in China.

We put the conclusion in advance since some readers are probably concerned about the conclusion yet do not have the patience to go through the analysis. Concisely, with maximum fitness evaluations as 1000, D&O-MOEA/D shows heuristics because it takes the diversity of solutions into account. Heuristics, like EAs, always pay much attention to the diversity of solutions while exact methods hardly do it [31, 44]. It is given as

\[
HV = \text{volume}(\bigcup_{i=1}^{Q} hc_i),
\]

where \( Q \) is the set of obtained solutions of algorithms, and \( hc_i \) is the hypercube bounded by solution \( i \) and the reference point \( r \). Better solutions lead to higher HV. On the other hand, GD evaluates the convergence ability of algorithms. In this problem, it tends to prefer exact mathematical programming approaches since exact methods are going to find the optimum if possible yet heuristics will search for approximations. It is defined as

\[
GD = \sqrt{\frac{\sum_{i=1}^{Q} d_i}{|Q|}},
\]

where \( Q \) is the set of obtained solutions of algorithms and \( d_i \) is the shortest Euclidean distance among solution \( i \) and the representatives of PF. Better solutions lead to lower GD.

Note that the implementations of HV and GD require the true PFs or reference points. The PFs are obtained by implementing AUGMECON2&CPLEX on the original model with 2000 grids. However, they are unavailable while running the exact method after 7 days for some large-scale problems in this work. For these cases, the best known unconstrained Pareto fronts (UCPFs) are considered with the following modification. They are truncated by the highest return solutions (since the function of return is linear, it is easy to be solved). This truncated version of the UCPF is referred to as TUCPF. TUCPFs are used for instances including more than 225 assets. Concerning the reference point, it is recommended to set \( r \) slightly dominated by the nadir point of the true PF or TUCPF, specifically, \( r \) is set as \((1.1, 1.1)\).

#### B.1. Stop Criteria

| Instance | Origin   | Name         | #Assets |
|----------|----------|--------------|---------|
| D1       | Hong Kong| Hang Seng    | 31      |
| D2       | Germany  | DAX 100      | 85      |
| D3       | UK       | FTSE 100     | 89      |
| D4       | USA      | NASDQ Financial00 | 91 |
| D5       | USA      | NYSE US100   | 94      |
| D6       | USA      | S&P 100      | 98      |
| D7       | UK       | FTSE ACT250  | 128     |
| D8       | USA      | NASDQ Biotech| 130     |
| D9       | USA      | NASDQ Telecom| 139     |
| D10      | Italy    | MIBTEL       | 167     |
| D11      | USA      | NYSE World   | 170     |
| D12      | Japan    | Nikkei       | 225     |
| D13      | Australia| All ordinaries| 264   |
| D14      | USA      | NASDAQ Bank  | 380     |
| D15      | USA      | NASDAQ Computer| 417  |
| D16      | USA      | S&P 500      | 469     |
| D17      | Korea    | KOSPI Composite| 562  |
| D18      | USA      | NASDQ Industrial| 808  |
| D19      | USA      | AMEX Composite| 1893  |
| D20      | USA      | NASDAQ       | 2235    |

### Common Parameters

| Parameter for AUGMECON2 | Value |
|-------------------------|-------|
| Population size \( N \) | 100   |
| Scaling factor \( F \)  | 0.5   |
| Crossover probability \( CR \) | 0.9   |
| Index parameter \( \eta_m \) | 20    |
| Polynomial mutation probability \( p_m \) | \( \frac{1}{N_i} \) where \( N_i \) is the number of individuals |

### Parameters for MOEA/D

| Parameter for MOEA/D | Value |
|----------------------|-------|
| Neighborhood size \( d_m \) | 10    |
| Maximum replacement size \( p_r \) | 2     |
| The probability that parents from neighborhood \( p_s \) | 0.9   |

### Number of grids

| Parameter for AUGMECON2 | Value |
|-------------------------|-------|
| Number of grids         | 100   |

---

\(^2\text{MODEwAwL} \) and \(\text{CCS/MOEA/D} \) are available at https://github.com/CYLOL2019/SEC-CCS, and AUGMECON2&CPLEX, D&O-MOEA/D, and related files have been uploaded to https://github.com/CYLOL2019/D&O-MOEAD.
prominent superiority. With a 2000 seconds time budget, AUGMECON2&CPLEX is the best method for small-scale problems while D&O-MOEA/D is the best method if all 20 instances are involved. Furthermore, the application for Chinese stock markets also demonstrates the feasibility and potential of D&O-MOEA/D.

1) Maximum Number of Fitness Evaluations: First, D&O-MOEA/D, MODEwAWL, and CCS-MOEA/D are implemented and 1000 times fitness evaluations are set as the stop criterion. For these two EAs, the function evaluation is the fitness evaluation. Notwithstanding, for hybrid methods about EAs, sometimes function evaluations are called many times, but one time of fitness evaluation is counted when a final solution is obtained \[14, 17, 45\]. In this case, the results obtained are shown in Table III. The rank of each algorithm on all instances is listed in parenthesis, and the total and final ranks of every algorithm are aggregated at the bottom. Furthermore, the symbol ‘+’, ‘−’, ‘≈’ indicates the corresponding algorithm is significantly better than, worse than and similar to D&O-MOEA/D in terms of Wilcoxon rank-sum test at 5% significant level. For brevity, ‘A’, ‘B’ and ‘C’ represent the methods D&O-MOEA/D, MODEwAWL and CCS-MOEA/D respectively. From \(D_1\) to \(D_{12}\), the PFs are obtained by the exact method. As for \(D_{13}\) to \(D_{20}\), the same method does not get results after 7 days. The demanded computational resources will exponentially grow when the number of assets increases since these problems are NP-hard \[6\]. TUCPFs are hence applied. Table III shows D&O-MOEA/D outperforms two EAs dramatically. It wins all the first places on 20 instances. Furthermore, the superiority of D&O-MOEA/D is still significant regarding the obtained solutions in the objective spaces. Fig. 5 only illustrates the obtained fronts of every method on \(D_1\) due to the space limit. Solutions from D&O-MOEA/D almost lie on the PF while the solutions of the other two are unsatisfactory. In this case, one is reasonable to comment that although these methods take the same times of fitness evaluations, D&O-MOEA/D takes much more computational resources in fact. More simulation experiments are hence carried out.

2) Maximum Running Time: Second, a time budget should be an alternative fair stop criterion for these methods, although it is hardly used in the realm of EAs. As in \[23, 36\], maximum fitness evaluations for these two EAs are set as 10e5. Therefore, we reimplement the two algorithms independently 20 times on all instances to estimate the required times. Further, AUGMECON2&CPLEX with 100 grids is also carried out while the time budget is 1 day. Fig. 6 shows the average times of three methods on every problem. The running times of the two EAs are similar and most of them vary from 500 to 1000 seconds. For the largest two instances, they are about 3000 seconds. Regarding, the exact method, we can only get the solutions for \(D_1\) to \(D_{12}\) in 1 day. 65.27 seconds is the median of the running times among 12 problems. The running time on \(D_3\) is 3136.59 seconds, it should be a special case that the data of \(D_3\) slows down the convergence of the used quadratic optimizer. In summary, a 2000 seconds execution time is set as the stop criterion for the EAs and D&O-MOEA/D, with which most of them can converge. Then AUGMECON2&CPLEX is completely executed on the first 12 instances.

The statistics of HV and GD obtained by these four algorithms are shown in Tables IV and V. There are some differences from Tables IV and V to Table III. Firstly, AUGMECON2&CPLEX is added and is represented by ‘D’. Two sets of statistical indicators such as ‘Total’ and ‘Total’ are used, because the counts are made twice since AUGMECON2&CPLEX with 100 grids can only be completed on problems including no more 225 assets with the time budget of 1 day. The statistical indicators with a star (*) indicate the results based on 4 algorithms for 12 instances, and the latter ones indicate the results based on 3 algorithms for 20 instances. All the comparisons consist of two parts: (i) the performance of all methods on \(D_1\) to \(D_{12}\) and (ii) the results of two EAs and D&O-MOEA/D for all problems.

In terms of HV, Table IV illustrates AUGMECON2&CPLEX is undoubtedly the best method for small instances, from \(D_1\) to \(D_{12}\). It gets the smallest HVs on 11 problems and has a very small gap with MODEwAWL on \(D_7\). HVs of both of them are 7.65e-01. D&O-MOEA/D outperforms two EAs slightly with regards to the total ranks on these 12 instances, which are 34, 38 and 35 respectively. Concerning the Wilcoxon rank-sum test, the dominance of D&O-MOEA/D is also not obvious. Although

### Table III: Results on \(D_1\) to \(D_{20}\) concerning HV with 1000 times of fitness evaluations.

| Algo. | A | B | C |
|-------|---|---|---|
| \(D_1\) Mean Std | 8.03e-01 9.42e-04 | 6.76e-01 2.79e-02 | 7.06e-01 5.60e-02 |
| \(D_2\) Mean Std | 8.93e-01 3.2e-03 | 6.90e-01 3.60e-02 | 6.24e-01 1.32e-01 |
| \(D_3\) Mean Std | 8.05e-01 6.71e-02 | 6.52e-01 1.15e-01 |
| \(D_4\) Mean Std | 9.20e-01 5.33e-03 | 7.14e-02 1.96e-01 |
| \(D_5\) Mean Std | 8.49e-01 4.05e-03 | 6.88e-02 1.06e-01 |
| \(D_6\) Mean Std | 8.95e-01 2.53e-03 | 6.00e-02 1.38e-01 |
| \(D_7\) Mean Std | 7.66e-01 4.03e-04 | 5.43e-02 1.31e-01 |
| \(D_8\) Mean Std | 8.23e-01 3.66e-03 | 6.95e-01 1.11e-01 |
| \(D_9\) Mean Std | 8.20e-01 2.27e-03 | 5.97e-02 |
| \(D_{10}\) Mean Std | 8.90e-01 8.52e-03 | 8.80e-02 |
| \(D_{11}\) Mean Std | 8.16e-01 1.52e-03 | 1.14e-01 |
| \(D_{12}\) Mean Std | 8.06e-01 2.00e-02 | 8.64e-02 |
| \(D_{13}\) Mean Std | 8.14e-01 9.55e-03 | 1.09e-01 |
| \(D_{14}\) Mean Std | 8.10e-01 1.71e-02 | 5.89e-01 |
| \(D_{15}\) Mean Std | 8.16e-01 1.31e-02 | 1.24e-01 |
| \(D_{16}\) Mean Std | 8.28e-01 4.95e-02 | 1.05e-01 |
| \(D_{17}\) Mean Std | 8.27e-01 3.33e-02 | 1.30e-01 |
| \(D_{18}\) Mean Std | 8.09e-01 2.18e-02 | 8.48e-02 |
| \(D_{19}\) Mean Std | 8.06e-01 4.17e-02 | 1.25e-01 |
| \(D_{20}\) Mean Std | 8.04e-01 6.65e-03 | 7.51e-02 |
| **Total** | 20 | 42 | 58 |

---

| \(x, y, z, r\) | 0/2000 | 0/2000 |

---
the statistic of MODEwAwL is ‘29/1’, it of CCS-MOEA/D is ‘5/4/3’. On problems including more than 225 assets, AUGMECON2&CPLEX can not be completed in 1 day. Notwithstanding, concerning the Wilcoxon rank-sum test, the superiority of D&O-MOEA/D becomes prominent when results on all 20 instances are included. These statistics of MODEwAwL and CCS-MOEA/D are ‘7/12/1’ and ‘6/10/4’. They indicate D&O-MOEA/D wins on more problems than the compared peer algorithms do. Fig 7 illustrates the convergence curves of every method on $D_1$, $D_12$, $D_19$ and $D_20$. $D_1$ and $D_12$ are solvable for AUGMECON2&CPLEX, so its HVs are also drawn. The HV lines start when AUGMECON2&CPLEX finishes. In Figs. 7 (a) and 7 (b), the results imply AUGMECON2&CPLEX is the best choice among these four methods for small-scale problems, it converges fast and well. Since the exact method is sufficient, so we do not need heuristics like D&O-MOEA/D and the EAs for small-scale problems. In Figs. 7 (c) and 7 (d), D&O-MOEA/D converges faster and the final HV of it is much better than the others on $D_20$. It implies that D&O-MOEA/D is probably a good method for large-scale problems.

To be honest, we can not demonstrate that D&O-MOEA/D is much better than two EAs just based on HVs. Because D&O-MOEA/D can not always obtain perfectly distributed solutions since it involves conventional optimization methods for MOPs, which pay much less attention to the diversity of solutions than EAs [31, 38]. Furthermore, HV should not be the absolutely correct indicator of portfolio optimization. Because the diversity of solutions on portfolio problems are not always significant. For example, in Figs. 8 (a)-(d), EAs get better diversities when risk is more than 8e-4. Notwithstanding, are those solutions important? They are perhaps not. Because the return increases from 3.5e-3 to 3.6e-3 while the risk doubles, from 8e-4 to 1.6e-3. It is irrational to take such a large risk with a little improvement of return. In our opinion, the employed performance metric should not pay much attention to diversity on portfolio problems since they consist of objectives with preference. GD is hence introduced when HV is not definitely suitable sometimes.

**Table IV: Results on $D_1 - D_{20}$ concerning HV with executions for 2000 seconds.**

| Algo. | A | B | C | D |
|------|---|---|---|---|
| Mean | 8.06e-01[2] | 8.05e-01[4] | 8.06e-01[1] | 8.08e-01[1] |
| Mean | 9.03e-01[2] | 9.00e-01[3] | 8.99e-01[4] | 9.05e-01[1] |
| Mean | 8.16e-01[3] | 8.14e-01[4] | 8.15e-01[4] | 8.21e-01[1] |
| Mean | 9.38e-01[2] | 9.36e-01[3] | 9.28e-01[4] | 9.39e-01[1] |
| Mean | 8.63e-01[3] | 8.60e-01[4] | 8.65e-01[2] | 8.68e-01[1] |
| Mean | 8.71e-01[3] | 8.69e-01[4] | 8.73e-01[1] | 8.75e-01[1] |
| Mean | 8.72e-01[4] | 8.65e-01[1] | 8.71e-01[1] | 8.76e-01[2] |
| Mean | 8.38e-01[3] | 8.37e-01[4] | 8.42e-01[2] | 8.44e-01[1] |
| Mean | 9.19e-01[2] | 9.17e-01[3] | 9.18e-01[2] | 9.25e-01[1] |
| Mean | 9.10e-01[3] | 9.08e-01[4] | 9.10e-01[2] | 9.23e-01[1] |
| Mean | 8.90e-01[4] | 8.82e-01[2] | 8.93e-01[1] | 8.87e-01[1] |
| Total | 37 | 38 | 35 | 13 |

**Fig. 6: The implementation times for every methods on all problems.**

**Fig. 5: The efficient fronts with the best HVs obtained by D&O-MOEA/D, MODEwAwL and CCS/MOEA/D with 1000 times of fitness evaluations.**
Concerning GD, in Table V the results still reveal the obvious advantage of AUGMECON2&CPLEX on small-scale instances. Although the GDs are supposed to be 0 since all the obtained solutions are optima, some numerical errors occur due to different numbers of grids and the calculation accuracy of employed tools. Further, the performance of D&O-MOEA/D closely follows AUGMECON2&CPLEX on small-scale instances and it outperforms two EAs on most problems. Regarding the Wilcoxon rank-sum test, the statistics are ‘1/18/1’ and ‘3/15/2’ for MODEwAwL and CCS-MOEA/D. It indicates the superiority of D&O-MOEA/D is outstanding. Moreover, Figs. 7 (e)-(h) illustrate solutions from D&O-MOEA/D converges better to the contrary since it gets lower GDs. Further, Figs. 8 (e)-(j) show that two EAs illustrates solutions from D&O-MOEA/D are closer to the PF, although they do not distribute uniformly.

3) Application for Chinese Stock Markets: In order to test the proposed method in practice, data from Shanghai and Shenzhen stock markets are collected. The data consists of the close prices of 4510 funds and the trade date ranges from June 13, 2017 to June 12, 2020. Arbitrarily, we determine the data from June 13, 2017 to June 13, 2019 (2 years) as the training data and the data from June 13, 2019 to June 12, 2020 (1 year) as the test data. We normalize the close prices while setting the close prices at June 13, 2017 as the baselines. It is given as follows:

$$\text{profit}_{i,t} = \frac{\text{price}_{i,t} - \text{price}_{i,0}}{\text{price}_{i,0}},$$

where $\text{price}_{i,t}$ is the close price of asset $i$ at time $t$, $\text{profit}_{i,t}$ is the normalized return and $t = 0$ is the start date. Then the expected return $\mu_i$ and the risk $\sigma_{ij}$ can be obtained from these normalized returns [19]. This data is from a financial data platform Tushare \(^3\) and is also uploaded with the source

---

\(^3\)https://tushare.pro/register?reg=405855
code of D&O-MOEA/D. D&O-MOEA/D with $N = 100$ and 1000 fitness evaluations is implemented on this data while all the constraints, except the pre-assignment, are involved. In Fig. 9 with the Mean-Variance model, points represented with ‘o’ are the performance of every portfolio and the left vertical coordinate is the return. This PF is regular and the return ranges from 0 to 1.6. Meanwhile, the performance of every corresponding portfolio is illustrated as ‘x’ and the right vertical coordinate is the expected return during the investment period, from June 13, 2019 to June 12, 2020. These points show good consistency and prominent expected return rates of these investments achieve about 13%. Further, a portfolio with the highest return is picked out. We compare its profit rates with stock market trends, i.e. China Securities Index (CSI300). CSI300 reflects the general picture of the stock price changes in both Shanghai and Shenzhen stock markets. Fig 10 shows the profit rates of this portfolio are higher than the CSI300 most of the time. Moreover, the ups and downs of this portfolio and CSI300 are very consistent. The profit rate of this portfolio has reached about 23% at the end. Whatever, this is just a very simple application and it is just utilized to confirm the feasibility and the values in application of our method. The real financial market should be much more complicated.

C. Without A Perfect Optimizer

The existence of a perfect optimizer, which can settle the subtask quickly and accurately, is a strong assumption indeed. Hence, some simulation experiments (black problems in [27]) are conducted and a simple yet effective EA, JADE [46], is an alternative to the perfect Opt for D&O-MOEA/D. Since MOEA/D-DE is simultaneously proposed with these problems and it performs well, we make a comparison between D&O-MOEA/D and MOEA/D-DE on these simple experiments. The parameters are the same as in [27] for D&O-MOEA/D and MOEA/D-DE while the maximum fitness evaluation is

Fig. 8: The efficient fronts with the best HVs obtained by D&O-MOEA/D, MODEwAwL, CCS/MOEA/D and AUGMECON2&CPLEX with executions for 2000 seconds.

Fig. 9: Portfolio obtained by D&O-MOEA/D for Shanghai and Shenzhen A-shares.
Further, the parameters of JADE follow \cite{46} and the population size is 20 while the maximum fitness evaluation is 1000. Table VI shows the summary statistics. The symbol “+, −, ≈” denotes D&O-MOEA/D is significantly better than, worse than and similar to MOEA/D-DE. More details are presented in the supplement. The results of MOEA/D-DE are worse than and similar to MOEA/D-DE, however, the running times raise to about an hour from several seconds. Apparently, exchanging massive computational resources with limited performance improvement is not rational. Therefore, a perfect optimizer Opt should be found first when implementing D&O-MOEA/D.

V. CONCLUSION AND FUTURE WORK

This work is the first one that discusses a concept of variable division and optimization (D&O), to our best knowledge. It should be one potential research realm since this technique is frequently used in the practices of EAs. More detailed and in-depth discussions will not only help us clearly understand the nature of this technique but also assist us to develop new theories and methods for EAs. According to the discussions, D&O-MOEA/D, in which the variable of the original problem is divided and the partial variables are optimized respectively, is proposed. Then, it is achieved via integrating with a quadratic optimizer of CPLEX for constrained portfolio problems, mixed-integer problems. D&O-MOEA/D, representing the hybrid method, is compared to one exact method and two EAs. The empirical studies show that different kinds of methods have their own advantages. The exact method shows its superiority on small-scale instances. On the other hand, the hybrid one performs well on small-scale problems while it shows its superiority and versatility for large-scale instances. Further, we apply the proposed method to the real stock markets, the results show the feasibility and potential of D&O-MOEA/D although this application is simple. Since the stock markets are dynamic, we will extend the adopted single period MV model to multi-period in the future and thereby the requirement of new methods will emerge. Further, while few works discuss D&O, a huge gap is waiting to be filled. We will not stop exploring this realm.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Metrics & HV & GD \\
\hline
+ & − & ≈ \\
\hline
\end{tabular}
\caption{Summary statistics on $F_1 - F_9$.}
\end{table}
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This supplement discusses various local Pareto fronts (PFs) and presents the results of the supplementary experiment. There should be many different local PFs, however, only two cases of them can utilize the existing method to determine which local PF is better. First, when the local PF of \( x_1 \) is just one point. Second, there is always at least one point in a local PF that dominates any point from the other one. A D&O-based multiobjective minimization problem is stated as follows
\[
\min F(x) = (f_1(x, x_{II}), \cdots, f_m(x, x_{II}))
\]
\[
\text{s.t. } x \in \Omega, \ x_I \in \Omega_I, \ x_{II} \in \Omega_{II},
\]
where \( F \) is a multiobjective function consists of \( m \) real-valued objective functions, \( x \) is the decision variable, \( x_I \) and \( x_{II} \) are two partial variables, and \( x = (x_I, x_{II}) \). \( \Omega_x \) is the search space of each variable, and \( \Omega_I \times \Omega_{II} = \Omega \). Formal discussions are presented below.

1) Case One: When the local PF of \( x_1 \) is just one point if the following proposition holds.

**Proposition 1.** \( \forall x_I \in \Omega_I, \forall x_{II} \in \Omega_{II} \) there is a (or some) \( x_{II}^* \in \Omega_{II} \) that \( F(x_I, x_{II}^*) \leq F(x_I, x_{II}) \).

For example, an alteration of DTLZ2 [47] is given as
\[
\begin{align*}
\min f_1(x) &= (1 + \sum_{i=2}^{3} (x_i - 0.5)^2) \cos \left( \frac{\pi x_1}{2} \right) \\
\min f_2(x) &= (1 + \sum_{i=2}^{3} (x_i - 0.5)^2) \sin \left( \frac{\pi x_1}{2} \right) \\
\text{s.t. } x &\in [0, 1]^3,
\end{align*}
\]
where the Pareto optimal solutions are \( x = (0.5, 0.5, 0.5) \). Let \( x_I = (x_1, x_2) \) and \( x_{II} = x_3 \). The unique Pareto optimal solution of \( x_I = (x_1, x_2) \) is always \( x = (x_1, x_2, 0.5) \), i.e. \( x_3 = 0.5 \). It is shown in Fig. 11. Existing point-based methods can rank these local PFs since they are points.

2) Case Two: There is always at least one point in a local PF, \( PF_{I\text{local}}^2 \), that dominates any point from the other one, \( PF_{I\text{local}}^1 \), if the following proposition holds.

**Proposition 2.** \( \forall x_{II} \in \Omega_{II}, \forall x_I \in \Omega_I \text{ that } F(x_{II}^*, x_I) \leq F(x_I, x_{II}) \).

The problem above is taken as example again. Let \( x_I = x_2 \) and \( x_{II} = (x_1, x_3) \). Various local PFs of \( x_1 \) will show a front dominance as the Proposition 2. Fig. [2] illustrates different local PFs that can be easily ranked.

Except for these two cases, the determination about which local PF is better can not be performed based on existing methods.

The following tables and figures show the result of the simulation experiment on the test problems from MOEA/D-DE.

| Algo. | MOEA/D-DE | D&O-MOEA/D |
|---|---|---|
| \( F_1 \) | Mean 5.53e-01 [2] | 4.36e-03 [1] |
| | Std 2.19e-02 | 1.26e-03 |
| \( F_2 \) | Mean 4.99e-02 [2] | 3.28e-01 [1] |
| | Std 3.55e-02 | 2.02e-02 |
| \( F_3 \) | Mean 4.89e-01 [2] | 5.32e-01 [1] |
| | Std 1.66e-02 | 1.50e-02 |
| \( F_4 \) | Mean 4.66e-01 [2] | 5.65e-01 [1] |
| | Std 1.25e-02 | 1.64e-02 |
| \( F_5 \) | Mean 5.18e-01 [2] | 5.59e-01 [1] |
| | Std 1.06e-02 | 9.65e-03 |
| \( F_0 \) | Mean 3.8e-01 [2] | 3.50e-02 [1] |
| | Std 1.02e-02 | 1.02e-02 |
| \( F_6 \) | Mean 3.97e-02 [2] | 1.37e-01 [1] |
| | Std 4.1e-02 | 4.30e-02 |
| \( F_7 \) | Mean 2.91e-02 [2] | 1.22e-01 [1] |
| | Std 4.13e-02 | 2.7e-02 |
| \( F_0 \) | Mean 1.82e-03 [2] | 4.75e-02 [1] |
| | Std 4.28e-03 | 1.59e-02 |
| Total | 17 | 10 |
| Final Rank | 2 | 1 |

**TABLE VII:** Results on \( F_1 - F_9 \) concerning HV.

| Algo. | MOEA/D-DE | D&O-MOEA/D |
|---|---|---|
| \( F_1 \) | Mean 8.89e-03 [2] | 3.43e-03 [1] |
| | Std 1.30e-03 | 1.26e-03 |
| \( F_2 \) | Mean 5.94e-02 [2] | 4.21e-02 [1] |
| | Std 5.95e-03 | 5.95e-03 |
| \( F_3 \) | Mean 1.63e-02 [2] | 2.49e-02 [1] |
| | Std 4.32e-03 | 6.41e-03 |
| \( F_4 \) | Mean 1.74e-02 [2] | 1.97e-02 |
| | Std 5.30e-03 | 6.27e-03 |
| \( F_5 \) | Mean 1.37e-02 [2] | 1.95e-02 [1] |
| | Std 2.8e-03 | 1.1e-03 |
| \( F_6 \) | Mean 1.45e-02 [2] | 1.04e-02 [1] |
| | Std 4.63e-02 | 6.25e-03 |
| \( F_7 \) | Mean 1.38e-02 [2] | 4.21e-02 [1] |
| | Std 2.83e-02 | 1.92e-02 |
| \( F_8 \) | Mean 1.16e-02 [2] | 5.06e-02 [1] |
| | Std 1.40e-02 | 4.17e-03 |
| \( F_9 \) | Mean 5.91e-02 [2] | 3.67e-02 [1] |
| | Std 5.75e-03 | 4.85e-03 |
| Total | 13 | 12 |
| Final Rank | 2 | 1 |

**TABLE VIII:** Results on \( F_1 - F_9 \) concerning GD.
Fig. 13: The efficient fronts with the best HVs obtained by MOEA/D-DE and D&O-MOEA/D.