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Abstract

In this paper we are interested in the problem of state observation of state-affine nonlinear systems. Our main contribution is to propose a globally exponentially convergent observer that requires only the necessary assumption of observability of the system. To the best of the authors’ knowledge this is the first time such a result is reported in the literature.
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1 Introduction

In this paper we are interested in the problem of state observation of single-input single-output, state-affine nonlinear systems with dynamics of the form

\[
\begin{align*}
\dot{x}(t) &= A(u(t), y(t), t)x(t) + b(u(t), y(t), t), \quad x(t_0) = x_0 \in \mathbb{R}^n \\
y(t) &= C^\top(u(t))x(t),
\end{align*}
\]

with \(x(t) \in \mathbb{R}^n, y(t) \in \mathbb{R}, u(t) \in \mathbb{R}\), which has been extensively studied in the control literature \[3,11\]. The standard solution to this problem is given by the Kalman-Bucy filter for linear time-varying (LTV) systems. Indeed, we can write the system (1) as an LTV system

\[
\begin{align*}
\dot{x} &= A(t)x + b(t), \quad x(t_0) = x_0 \\
y &= C^\top(t)x
\end{align*}
\]

where, with some abuse of notation, we defined

\[
\begin{align*}
A(t) &:= A(u(t), y(t), t), \\
b(t) &:= b(u(t), y(t), t), \\
C(t) &:= C(u(t), t).
\end{align*}
\]

It is well-known that, under some reasonable boundedness assumptions, the Kalman-Bucy filter generates an exponentially convergent estimate of the system state provided the pair \((C^\top(t), A(t))\) is uniformly completely observable (UCO). That is, if the observability Grammian of the system

\[
W(t_0, t_1) := \int_{t_0}^{t_1} \Phi^\top(\tau, t_0)C(\tau)C^\top(\tau)\Phi(\tau, t_0)d\tau
\]

satisfies

\[
W(t_0, t_0 + T) \geq \delta I_n, \quad \forall t_0 \geq 0,
\]

for some positive constants \(T\) and \(\delta\). See \[3, Theorem 3.3\] for a precise formulation of this result, given in terms of the (backward) observability Grammian of the system. It is widely recognized that the UCO assumption is a very restrictive condition in many practical applications, hence the interest in designing state observers for the system (2) under weaker assumptions—see \[2,4,9,10\] for some recent contributions.
The main contribution of the paper is the proof that the necessary assumption of observability of the system \((C^T(t), A(t))\) is sufficient to design a globally exponentially convergent observer. That is, we replace the condition \((4)\) of positivity of the observability Grammian over all intervals of length \(T\) by the strictly weaker assumption of being full rank over a finite interval from the initial time \(t_0\). We recall that observability of the system is equivalent to the fact that the set of unobservable initial conditions

\[
\{x_0 \in \mathbb{R}^n \mid C^T(t_0)x_0 = 0, \forall t \geq t_0\}
\]

is the empty set.

The developments of the paper rely on two recent contributions of the authors.

- The use of the generalized parameter estimation-based observer (GPEBO) design technique reported in \([7,9]\). The main novelty of GPEBO is that the state observation problem is reformulated as a problem of parameter estimation of a linear regressor equation (LRE).
- The combination of GPEBO with the dynamic regressor extension and mixing (DREM) parameter estimator \([1,8]\) reported in \([13]\)—called the [GPEBO-DREM] (G+D) estimator. In this paper it is shown that the parameters of a LRE can be—globally and exponentially—estimated under the weak assumption of interval excitation of the regressor, which is shown to be equivalent to identifiability of the LRE.

The interested readers are referred to the aforementioned papers for further details on GPEBO, DREM and the G+D design. Since the construction of the observer involves the application of GPEBO twice and then the use of DREM, we refer in the sequel to it as 2G+D observer.

The remainder of the paper is organized as follows. In Section 2 we present our main result, whose proof is split into three sections. In Section 3 we derive the LRE. Section 4 recalls the main result of \([13]\), that is, the G+D parameter estimator for identifiable LRE. In Section 5 we establish the key result that observability implies identifiability of the LRE. We wrap up the paper with concluding remarks and some possible extensions of the main result.

**Notation.** \(I_n\) is the \(n \times n\) identity matrix. For \(x \in \mathbb{R}^n\), we denote the Euclidean norm \(|x|^2 := x^Tx\). All mappings are assumed smooth and all dynamical systems are assumed to be forward complete. Given a number \(n \in \mathbb{Z}_{\geq 0}\) we define the set \(\bar{n} := \{1, 2, \ldots, n\}\).

## 2 Main Result

Our main result is given in the proposition below. For ease of presentation, and without loss of generality, in the sequel we will assume that the starting time for the system \((2)\) is \(t_0 = 0\). Following standard practice in observer theory \([3]\) we assume that the state trajectories are forward complete. Given a number \(n \in \mathbb{N}\), we denote the Euclidean norm \(|x|^n := x^Tx\). The interested readers are referred to the aforementioned papers for further details on GPEBO, DREM and the G+D design. Since the construction of the observer involves the application of GPEBO twice and then the use of DREM, we refer in the sequel to it as 2G+D observer.

### Proposition 1

Consider the system \((2)\) with \(A(t), b(t)\) and \(C(t)\) continuous and known. Assume the pair \((C^T(t), A(t))\) is observable. That is, there exists a \(T > 0\) such that the observability Grammian \((3)\) verifies

\[
\text{rank}\{W(0, T)\} = n.
\]

There exists a 2G+D observer whose dynamics is of the form

\[
\begin{align*}
\dot{\chi} &= F(\chi, y, t) \\
\dot{x} &= H(\chi, y, t)
\end{align*}
\]

with \(\chi \in \mathbb{R}^{n_x}\), such that for all initial conditions \(x(0) \in \mathbb{R}^n, \chi(0) \in \mathbb{R}^{n_x}\) we have

\[
\lim_{t \to \infty} |\dot{x}(t) - x(t)| = 0, \quad (exp),
\]

with all state trajectories bounded.

The proof of this result proceeds along the following steps, which are elaborated in the subsequent sections.

**S1 Application of the GPEBO observer design technique of [9] to derive a LRE for the system (2).** Namely, we construct the bounded signals \(\xi(t) \in \mathbb{R}^n\) and \(\Phi_A(t) \in \mathbb{R}^{n \times n}\) such that the state of the system \((2)\) verifies the relation

\[
x = \xi + F_A\theta,
\]

where the unknown constant vector \(\theta \in \mathbb{R}^n\) satisfies the LRE

\[
\psi = \psi^T\theta, \quad (9)
\]

and we defined the measurable signals \(\psi(t) \in \mathbb{R}\) and \(\psi(t) \in \mathbb{R}^n\)

\[
\begin{align}
\psi &:= y - C^T(t)x \\
\psi &:= \Phi_A^TC(t). \quad (10a)
\end{align}
\]
S2 Application of the G+D parameter estimator of [13] that generates functions \( \theta(t) \in \mathbb{R}^n \) such that
\[
\lim_{t \to \infty} |\dot{\theta}(t) - \theta| = 0, \quad (\text{exp}), \tag{11}
\]
with all estimator state trajectories bounded under the assumption of identifiability of the LRE (9), that is, the existence of a set of time instants \( \{t_i\}_{i=1}^n \subseteq \mathbb{R}_+ \) such that
\[
\text{rank} \left\{ [\psi(t_1)|\psi(t_2)| \cdots |\psi(t_n)] \right\} = n.
\]

S3 Proof that observability of the system (2) is equivalent to identifiability of the LRE (9).

S4 Definition of the observed state as
\[
\hat{x} = \xi + \Phi_A \dot{\theta}, \tag{12}
\]
that, in view of (8) and (11)—and the boundedness of \( \xi \) and \( \Phi_A \)—clearly verifies (7).

3 Derivation of a Linear Regression Equation for the System (2)

In this section, following the GPEBO approach, we reformulate the problem of state observation as one of parameter estimation. Towards this end, we derive a LRE that is going to be used for the parameter estimation. Although the result is a particular case of [9, Proposition 1], which is applicable to a broader class of nonlinear systems and includes a coordinate change, for the sake of completeness we give the result in detail and include its proof.

Lemma 1 Consider the system (2) and the GPEBO dynamics
\[
\begin{align*}
\dot{\xi} &= A(t)\xi + b(t) \tag{13a} \\
\dot{\Phi}_A &= A(t)\Phi_A, \quad \Phi_A(0) = I_n. \tag{13b}
\end{align*}
\]
The state of the system (2) verifies the relation (8) where the constant vector \( \theta \in \mathbb{R}^n \) satisfies the LRE (9) with the measurable signals (10).

Proof. The error signal \( e := x - \xi \) satisfies the LTV dynamics \( \dot{e} = A(t)e \). Now, from (13b) we see that \( \Phi_A \) is the fundamental matrix\(^1\) of the \( e \) system, which satisfies [11, Property 4.4]
\[
\Phi_A(t) = \Phi(t,0). \tag{14}
\]
Consequently, there exists a constant vector \( \theta \in \mathbb{R}^n \) such that
\[
e = \Phi_A \theta,
\]

\(^1\) Also called principal matrix.

namely \( \theta = e(0) \). We now have the following chain of implications
\[
e = \Phi_A \theta \iff x = \xi + \Phi_A \theta \quad (\iff e = x - \xi)
\]
\[
\implies C^T(t)x = C^T(t)\xi + C^T(t)\Phi_A \theta \quad (\iff C^T(t)x)
\]
\[
\implies y - C^T(t)\xi = \psi^T \theta \quad (\iff (2), (10b))
\]
\[
\implies y = \psi^T \theta \quad (\iff (10a)).
\]
The claim of boundedness of all signal follows from the assumption (5) and boundedness of \( x \).

4 Estimation of the Parameters of (9) via G+D

In this section we recall the main result of [13], namely that identifiability of the LRE (9) is sufficient to design a globally exponentially convergent parameter estimator for the LRE (9). Instrumental to establish this result is the proof, given in [13], that identifiability of the LRE (9) is equivalent to the regressor \( \psi \) been interval exciting (IE) [6]. That is,
\[
\int_0^{t_d} \psi(s)\psi^T(s)ds \geq C_d I_n, \tag{15}
\]
for some \( C_d > 0 \) and \( t_d > 0 \).

Lemma 2 Consider the LRE (9). Define the G+D interlaced estimator
\[
\begin{align*}
\hat{\theta}_g &= \gamma_g \psi(Y - \psi^T \hat{\theta}_g), \quad \hat{\theta}_g(0) = \theta_{g0} \in \mathbb{R}^n \tag{16a} \\
\Omega &= A(t)\Omega, \quad \Omega(0) = I_n \tag{16b} \\
\hat{\theta} &= \gamma \Delta(Y - \Delta \hat{\theta}), \quad \hat{\theta}(0) = \theta_0 \in \mathbb{R}^n, \tag{16c}
\end{align*}
\]
where \( \gamma_g > 0, \gamma > 0 \), and we defined
\[
\begin{align*}
A(t) &= -\gamma \psi\psi^T \tag{17a} \\
D &= I_n - \Omega \tag{17b} \\
\Delta &= \det \{D\} \tag{17c} \\
Y &= \text{adj}\{D\}\{\hat{\theta}_g - \Omega \theta_{g0}\} \tag{17d}
\end{align*}
\]
with \( \text{adj}\{D\} \) denoting the adjugate matrix. If the LRE (9) is identifiable, equivalently if \( \psi \) is IE, then (11) holds.

Proof. Replacing (9) in (16a) yields the error dynamics for the gradient estimator
\[
\dot{\hat{\theta}}_g = A(t)\hat{\theta}_g,
\]
where \( \hat{\theta}_g := \hat{\theta}_g - \theta \), and we used the definition (17a). Consequently, from the properties of the fundamental matrix \( \Omega \) defined in (16b), we get
\[
\hat{\theta}_g(t) = \Omega \hat{\theta}_g(0),
\]
which may be rewritten as

\[ D(t)\theta = \dot{\theta}_g - \Omega \theta_g, \quad (18) \]

where we used (17b). Multiplying (18) by \( \text{adj}\{D(t)\} \) we get the following new LRE

\[ Y = \Delta \theta, \quad (19) \]

where we used (17c) and (17d). We underscore the fact that the regressor \( \Delta \) is a scalar.

Replacing (19) in (16c) yields the error dynamics for each of the elements \( \dot{\hat{\theta}}_i, \ i \in \bar{n} \), of the vector \( \hat{\theta} \) of the least mean squares estimator (16c)

\[ \dot{\hat{\theta}}_i = -\gamma \Delta^2 \hat{\theta}_i. \]

Now, in [13, Lemma 3] it is shown that the IE assumption implies that

\[ |\Delta(t)| = |\text{det}\{I_n - \Omega\}| > 0, \]

for all \( t \geq t_d \), hence \( \Delta \) is PE. The proof of exponential convergence follows from the well-known result [12, Theorem 2.5.1].

5 Observability of (2) is Equivalent to Identifiability of (9)

In this section we prove that observability of the LTV system (2) is equivalent to identifiability of the LRE (9). The interest of this condition is, obviously, that this completes the proof of our main claim, namely, that observability of the system is sufficient to design a globally exponentially convergent state observer.

**Proposition 2** The following statements are equivalent.

(i) The LTV system (2) is observable.

(ii) The LRE (9) is identifiable.

**Proof.** (i) \( \Rightarrow \) (ii). We prove (i) \( \Rightarrow \) (ii) by contradiction. We suppose that there exists a positive integer \( n_0 < n \) such that

\[ \text{rank}\left[ \psi(t_1) \ldots \psi(t_n) \right] \leq n_0 \]

holds for all time sequence \( \{t_i\}_{i \in \bar{n}} \), with \( \{\bar{t}_i\}_{i \in \bar{n}} \) being such that

\[ \text{rank}\left[ \psi(\bar{t}_1) \ldots \psi(\bar{t}_n) \right] = n_0. \]

Let \( v \in \mathbb{R}^n \) be such that \( |v| = 1 \) and

\[ \psi^T(i_i)v = 0, \ \forall i \in \bar{n}. \]

Next, we show that \( \psi^T(t)v = 0 \) for all \( t \in \mathbb{R}_{\geq 0} \) by contradiction. We suppose that there exists a \( t^* \in \mathbb{R}_{\geq 0} \) such that

\[ \psi^T(t^*)v \neq 0. \]

This indicates that

\[ n_0 = \text{rank}\left[ \psi(\bar{t}_1) \ldots \psi(\bar{t}_n) \right] < \text{rank}\left[ \psi(t_1) \ldots \psi(t_n)|\psi(t^*)] \right] \]

which contradicts with the assumption that (20) holds for all time sequence \( \{t_i\}_{i \in \bar{n}} \). Hence, we have \( \psi^T(t)v = 0 \) for all \( t \in \mathbb{R}_{\geq 0} \).

With this in mind, we note that \( \dot{z}(t) = A(t)z(t) \) by defining \( z(t) := \Phi_A(t)v \), which yields

\[ v^T W(0, t_f)v = \int_0^{t_f} |C^T(t)\Phi_A(t)v|^2dt \]

\[ = \int_0^{t_f} |\psi^T(t)v|^2dt = 0 \]

for all \( t_f \geq 0 \). This clearly contradicts with the observability of the LTV system (2). Therefore, there exists a time sequence \( \{t_i\}_{i \in \bar{n}} \) such that \( \text{rank}\left[ \psi(t_1) \ldots \psi(t_n) \right] = n \), proving the statement (ii).

(ii) \( \Rightarrow \) (i). To prove the statement (i) we let \( T > t_n \), and proceed to show that

\[ W(0, T) := \int_0^T \Phi_A^T(t)C(t)C^T(t)\Phi_A(t)dt > 0. \]

As the matrix \( \left[ \psi(t_1) \ldots \psi(t_n) \right] \) is full rank with identifiability, it can be seen that for any \( v \in \mathbb{R}^n \) satisfying \( |v| = 1 \), there always exists a \( i \in \bar{n} \) such that

\[ |\psi(t_i)v| > 0 \]

By continuity, it follows that for any \( v \in \mathbb{R}^n \) satisfying \( |v| = 1 \), there exists an \( \epsilon > 0 \) such that

\[ \sum_{i \in \bar{n}} |\psi(\bar{t}_i)v| \geq |\psi(\bar{t}_i)v| > 0, \ \forall \bar{t}_i \in [t_i, t_i + \epsilon] \]

yielding

\[ v^T W(0, T)v = \int_0^T |C^T(t)\Phi_A(t)v|^2dt \]

\[ \geq \int_{t_i}^{t_i+\epsilon} |\psi^T(t)v|^2dt > 0. \]

Therefore, by recalling that such \( v \) is arbitrary, it can be concluded that \( W(0, T) \) is nonsingular for \( T > t_n \), proving the observability of the LTV system (2).
Concluding Remarks and Some Extensions

We have presented in the paper a 2G+D state observer for the system \( (2) \) that ensures global, exponential convergence for observable systems. The observer is of the form \( n_{\chi} = (3 + 2n)n \) and the dynamic equations given in (13) and (16) with the auxiliary signals (10) and (17). The observed state is computed via (12).

To the best of the authors’ knowledge this is the first time a result of this level of generality—concerning state-affine nonlinear systems—is reported in the literature.

The proposed 2G+D observer enjoys some robustness properties, inherited from the robustness of the G+D parameter estimator of Section 4. Indeed, it is shown in [13, Proposition 4] that the G+D estimator defines a bounded-input-bounded-state operator with respect to additive disturbances to the LRE (9). That is, it is shown that if

\[
Y = \psi^T \theta + d
\]

with bounded \( d \), the state of the system remains bounded. In the present observer context such disturbances may come from noise in the state or output equations, or from uncertainty in the system matrices of (2).

There are several immediate extensions of our result, in particular the case of uncertainty in the system matrices, treated in [4]. Also, the 2G+D observer can be easily adapted when delay measurements are present as done in [5]. In those papers the parameter estimation is carried out with a standard DREM estimator, which imposes some stronger excitation constraints. Using the G+D estimator of [13] these requirements will clearly be relaxed.

References

[1] S. Aranovskiy, A. Bobtsov, R. Ortega and A. Pyrkin, Performance enhancement of parameter estimators via dynamic regressor extension and mixing, IEEE Trans. Automatic Control, vol. 62, pp. 3546-3550, 2017. (See also arXiv:1509.02763 for an extended version.)

[2] S. Aranovskiy, D. Efimov, D. Sokolov, J. Wang, I. Ryachikov and A. Bobtsov, State estimation for a locally unobservable parameter-varying system: one gradient-based and one switched solutions. 21rst IFAC World Congress, Berlin, Germany, July 2020.

[3] P. Bernard, Observer Design for Nonlinear Systems, Springer, vol. 479, 2019.

[4] A. Bobtsov, R. Ortega, B. Yi and N. Nikolayev, Adaptive state estimation of state-affine systems with unknown time-varying parameters, International Journal of Control, (DOI:10.1080. 0020719.2021.1913647, Article ID: TCON 1913647), 2021.

[5] A. Bobtsov, N. Nikolayev, R. Ortega and D. Efimov: State observation of LTV systems with delayed measurements: A parameter estimation-based approach, Automatica, (to appear). (arXiv: 2008.08913), 2021.

[6] G. Kreisselmeier and G. Rietze-Augst, Richness and excitation on an interval—with application to continuous-time adaptive control, IEEE Trans. Automatic Control, vol. 35, no. 2, pp. 165-171, 1990.

[7] R. Ortega, A. Bobtsov, A. Pyrkin and A. Aranovskiy, A parameter estimation approach to state observation of nonlinear systems, Systems and Control Letters, vol. 85, pp 84-94, 2015.

[8] R. Ortega, S. Aranovskiy, A. Pyrkin, A Astolfi and A. Bobtsov, New results on parameter estimation via dynamic regressor extension and mixing: Continuous and discrete-time cases, IEEE Trans. Automatic Control, vol. 66, no. 5, pp. 2265-2272, 2021.

[9] R. Ortega, A. Bobtsov, N. Nikolayev, J. Schiffer and D. Dochain, Generalized parameter estimation-based observers: Application to power systems and chemical-biological reactors, Automatica, vol. 129, 109635, 2021.

[10] A. Rapaport and D. Dochain, A robust asymptotic observer for systems that converge to unobservable states - A batch reactor case study, IEEE Trans. Automatic Control, vol. 65, no. 6, pp. 2693-2699, 2019.

[11] W.J. Rugh, Linear Systems Theory, 2nd Edition, Prentice hall, NJ, 1996.

[12] S. Sastry and M. Bodson, Adaptive Control: Stability, Convergence and Robustness, Prentice-Hall, New Jersey, 1989.

[13] L. Wang, R. Ortega, A. Bobtsov, J. G. Romero and B. Yi, Identifiability implies robust, globally exponentially convergent on-line parameter estimation: Application to model reference adaptive control, IEEE Trans. Automatic Control, submitted. (arXiv:2108.08430), 2021.