Determining Electron Temperature and Density in a H II Region Using the Relative Strengths of Hydrogen Radio Recombination Lines
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Abstract

We have introduced a new method of estimating the electron temperature and density of H II regions by using single-dish observations. In this method, multiple hydrogen radio recombination lines of different bands are computed under the assumption of low optical depth. We use evolutionary hydrodynamical models of H II regions to model hydrogen recombination line emission from a variety of H II regions and assess the reliability of the method. According to the simulated results, the error of the estimated temperature is commonly <13%, and that of the estimated density is <25% for a <1% uncertainty of the observed line fluxes. A reasonable estimated value of electron density can be achieved if the uncertainty of the line fluxes is lower than 3%. In addition, the estimated values are more representative of the properties in the relatively high density region if the gas density gradient is present in the H II region. Our method can be independent of the radio continuum observations. But the accuracy will be improved if a line-to-continuum ratio at millimeter wavelengths is added to the estimation. Our method provides a way to measure the temperature and density in ionized regions without interferometers.
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1. Introduction

Massive stars form in dense molecular clouds and affect their parental clouds significantly by feedback processes such as ionizing radiation and stellar wind. After a massive star is born, the extreme-ultraviolet (\( h\nu \geq 13.6\) eV) radiation from the star will ionize the nearby neutral interstellar medium (ISM) and produce an H II region consisting of the ionized gas. Due to the high pressure of the ionized gas, the H II region will expand and compress the surrounding materials enveloping the H II regions. The surrounding compressed materials form a dense shell mainly composed of neutral gases (Tenorio-Tagle 1979; Mac Low et al. 1991). Besides the ionizing radiation, the stellar wind also has a significant effect on the regions. In an H II region, the stellar wind outflows at a high velocity (~2000 km s\(^{-1}\)) from the center star and is decelerated by the relatively high density ionized gas around the star. During the deceleration, the kinetic energy of the stellar wind is converted into thermal energy, and a hot stellar and low-density wind bubble (\( T \geq 10^7\) K, \( n \leq 1\) cm\(^{-3}\)) forms inside the photoionized region. Meanwhile, the ionized gas is pushed outward by the overpressurized bubble, and this increases the expansion velocity of the H II region (Comerón 1997).

It is usually assumed that the variations of density and temperature across a photoionized region are negligible. If the massive star is born in a uniform environment, the H II region will be spherical and is called a Strömgren sphere (Strömgren 1939). Observations show that a large fraction of H II regions are not spherical, but have cometary, pillar-like, or other irregular morphologies, and nonuniformity is also obvious and ubiquitous across these H II regions (Wood & Churchwell 1989). These morphologies could be caused by ambient density distribution or a supersonic stellar motion (Tenorio-Tagle 1979; Mac Low et al. 1991; Franco et al. 2007; Mackey et al. 2015).

It has been shown that the gas density gradient is important in the formation of these nonspherical H II regions (Bodenheimer et al. 1979; Tenorio-Tagle et al. 1979; Arthur & Hoare 2006; Zhu et al. 2015).

Electron temperature and density are basic properties of H II regions. In a typical H II region, the heating is mainly due to the photoionization, and the cooling is generally dominated by collisionally excited metal lines and hydrogen recombination lines (Gaetz & Salpeter 1983). Because the rates of heating and cooling processes have the same dependence on density (\( \propto n^2\); Spitzer 1978), the equilibrium temperature of the ionized gas is not determined by electron density, but by the chemical abundances and the effective temperature of the center star (Peimbert 1979; Shaver et al. 1983; Afflerbach et al. 1994). In addition, electron density of H II regions is related to the density of their parental molecular clouds, especially for the young ultra-compact H II regions. So the knowledge of density and temperature in H II regions is helpful for understanding the initial conditions of star formation.

In order to obtain the electron temperatures and densities of H II regions, measurements of intensities of hydrogen recombination lines and free–free radio continuum radiation in different wavebands are always required (Wood & Churchwell 1989; Kim et al. 2017). Since the optical and infrared observations toward compact H II regions embedded deeply in molecular clouds are hindered due to dust extinction, radio observations are more useful.

In many cases, the electron temperature in H II regions is estimated by measuring the ratio of the hydrogen radio recombination line emission to the continuous radio free–free emission (Gordon & Walmsley 1990; Gordon & Soroenko 2002). The electron temperature estimated by this method is called local thermodynamic equilibrium (LTE) electron...
temperature $T_e^*$, which is usually different from the true value to some extent because of departures from the LTE condition. Furthermore, interferometers with a very small beam should be used to obtain the flux density of continuum emission to calculate the emission measure (EM) and continuum optical depth if the correct electron temperature and density of a compact H II region are wanted (Thum et al. 2013). Besides continuum flux density, the flux density of hydrogen recombination lines is also useful for estimating EM and electron density (Kim et al. 2017). For estimating the electron density, line-of-sight optical depths (LOS depths) of H II regions have to be assumed because the observations usually only provide the information of column density (Wilson et al. 2015). In some cases of ultra-compact H II regions, the effect on the emission line width due to the pressure broadening and the line-to-continuum ratios at multiple wavebands is considered in order to improve the accuracy of estimation (Afflerbach et al. 1994). For high-density H II regions ($n_e \geq 10^4 \text{ cm}^{-3}$), the recombination line widths of high-level ($n > 80$) transitions are sensitive to electron density, and when pressure broadening is small compared to the Doppler broadening, the accuracy of this method decreases significantly.

In the previous works mentioned above, the observations of continuum emission are essential for estimating the temperature, and an interferometer generally needs to be used to estimate the electron density. However, the measurement of continuum emission is not available for some telescopes. And the observational time of interferometers is usually limited. In addition, the assumption of LOS depth also introduces uncertainties of the estimated values. These motivate us to find a more feasible way to estimate the properties of the H II regions by single-dish observations of multiple hydrogen radio recombination lines.

In the current work, we use the dynamical model (Zhu & Zhu 2015; Zhu et al. 2015) to simulate the evolutions of H II regions with different initial conditions and to calculate several hydrogen radio recombination lines emitted from H II regions in the frequency range between 4.0 and 100 GHz. Through the simulations of these recombination line emissions, the reliability and the limitations of our method are tested. We found the density and temperature of ionized gas can be derived from at least four radio recombination lines.

The organization of the current work is as follows. In Section 2 we explain our method in details. The results and the discussions about the method used to deal with simulated H II regions are given in Section 3. In Section 4 the conclusions are presented.

2. Numerical Method

2.1. Line Intensity Ratios

The emission coefficient of a hydrogen recombination line per unit volume is as follows (Gordon & Sorochenko 2002):

$$j_{\nu, L} = \frac{h\nu}{4\pi} \phi_\nu N_m A_{m,n},$$

where $N_m$ is the number density of hydrogen atoms with the principal quantum number $m$, $A_{m,n}$ is the spontaneous Einstein coefficient with upper state $m$ and lower state $n$, and $h$ is the Planck constant. $\phi_\nu$ is the normalized line profile (Peters et al. 2012). In this paper, we only discuss lines in the $\alpha$ series. On the assumption of LTE, the line emissivity can also be calculated as

$$j_{\nu, L} = B_\nu(T) \kappa_{\nu, L} \approx \frac{2kT\nu^2}{c^2} \kappa_{\nu, L}, \quad h\nu \ll kT,$$

where $B_\nu(T)$ is the intensity of a blackbody at the temperature $T$ and frequency $\nu$, and $\kappa_{\nu, L}$ is the line absorption coefficient. $c$ the speed of light. The free–free continuum emissivity is

$$J_C = B_\nu(T) \kappa_{C,\nu} C,$$

where $\kappa_{C,\nu}$ is the continuum absorption coefficient (Oster 1961; Dickinson et al. 2003). The total intensity of the line and continuum emissions on LTE assumption provided in Gordon & Sorochenko (2002) is

$$I_{\nu, L}^{\text{LTE}} = B_\nu(T)[1 - e^{-(\tau_{C,\nu} + \tau_{\nu, L})}].$$

And if the continuum and line optical depths $\tau_{C,\nu}$ and $\tau_{\nu, L} \ll 1$, the intensity of the line emission in LTE is

$$I_{\nu, L}^{\text{LTE}} \approx B_\nu(T) \tau_{\nu, L} = \int \frac{h\nu}{4\pi} \phi_\nu N_m^{\text{LTE}} A_{m,n} dD, \quad h\nu \ll kT,$$

with

$$N_m^{\text{LTE}} = \frac{n_e n_i}{T_e^3/2} \frac{m^2 h^3}{(2\pi m_k)^{3/2}} \exp \left( \frac{E_m}{kT_e} \right).$$

where $D$ is the line-of-sight depth, $T_e$ is electron temperature, $n_e$ and $n_i$ are electron and ion number densities, respectively. In non-LTE situation, and also under the assumption of low optical depth, the intensity of the line emission needs to be corrected as

$$I_{\nu, L} \approx I_{\nu, L}^{\text{LTE}} b_m \left( 1 - \frac{\tau_{C,\nu}}{2} \right),$$

where $b_m$ is the departure coefficient in energetic level $m$ determined by $T_e$ and $n_e$. $\beta$ is a function of $T_e$ and departure coefficients are as below (Gordon & Sorochenko 2002):

$$\beta = 1 - \frac{(b_m/b_0)e^{-h\nu/kT_e}}{1 - e^{-h\nu/kT_e}}.$$ 

Then the frequency-integrated intensity is

$$\int I_{\nu, L} d\nu \approx \int b_m \left( 1 - \frac{\tau_{C,\nu}}{2} \right) \frac{h\nu}{4\pi} \phi_\nu N_m^{\text{LTE}} A_{m,n} dD d\nu.$$

The continuum optical depth $\tau_{C,\nu}$ is a function of electron temperature $T_e$, electron number density $n_e$, and the LOS depth $D$. Then a ratio of frequency-integrated intensities of two hydrogen recombination lines is determined by $T_e$, $n_e$, and $D$. To estimate three unknown parameters, at least four hydrogen recombination lines (three ratios) are needed. In addition, the parameter $\beta$ is negative, and its absolute value is usually in the range of 1–100 for H II region gas at millimeter and centimeter wavelengths. If the continuum optical depth is even as low as $\tau_{C,\nu} < 0.001$, the frequency-integrated line emission intensity can be written as

$$\int I_{\nu, L} d\nu \approx \int b_m \frac{h\nu}{4\pi} \phi_\nu N_m^{\text{LTE}} A_{m,n} dD d\nu.$$

In this case, the ratio of intensities of two hydrogen recombination lines is only determined by $T_e$ and $n_e$. Only three hydrogen recombination lines (two ratios) are essential.
for estimation. Derived from Equation (10), the ratio of two departure coefficients with principal quantum number \(m_1\) and \(m_2\) can be presented as

\[
\frac{b_{m_1}}{b_{m_2}} \approx \frac{\int I_{\nu L}d\nu \nu_{\nu}^{2} m_2^{2} A_{m_2, n_2}}{\int I_{\nu L}d\nu \nu_{\nu}^{2} m_1^{2} A_{m_1, n_1}}, \quad E_{m1} \text{ and } E_{m2} \ll kT.
\]

The population and departure coefficients of hydrogen atoms on excited levels in ionized gas has been studied for decades (Sejnowski & Hjellming 1969; Gordon & Walmsley 1990). They could be calculated by the so called n-model considering bound–bound and bound–free radiative transitions as well as inelastic collisions (Sejnowski & Hjellming 1969; Brocklehurst 1970; Burgess & Summers 1976; Walmsley 1990). The more sophisticated nl-model including angular momentum changing collisions was used in Storey & Hummer (1995). Recently, Prozesky & Smits (2018) presented new results using the nl-model with new numerical techniques to ensure convergence of the solution and updated calculations about radiative and collisional transitions, and the effects on departure coefficients of continuum radiation are also considered.

In order to obtain correct hydrogen recombination line strengths, the accuracy of the calculation about the departure coefficients \(b_m\) for the occupation number density is important. We used an algorithm similar to the nl-method given by Prozesky & Smits (2018) to compute the values of \(b_m\). When calculating the departure coefficients, several important processes affecting the level populations including radiative recombination and cascade, collisional excitations and deexcitations induced by electrons and protons, collisional ionization, three-body recombination, and angular momentum changing collisions are considered as in Prozesky & Smits (2018). But the assumption of case B approximation in our method is treated as a “standard Case B” described in Hummer & Storey (1987). All Lyman transitions are assumed to be optically thick so that the Lyman photons are absorbed on the spot. In addition, the collisional excitations from \(n = 1\) and \(n = 2\) states are ignored. The stopping criterion suggested in Prozesky & Smits (2018) is not used, and we terminate the iterative procedure if the largest difference of \(b_m\) between two iterations is less than \(1.0 \times 10^{-6}\).

The radiation field could also affect the level populations, but this effect become noticeable only if \(n_e > 10^4 \text{ cm}^{-3}\) (Prozesky & Smits 2018). This condition is not satisfied by the H II region models simulated in the current work. So the effect of radiation field is neglected in our algorithm. In order to assess the reliability of the algorithm to calculate departure coefficients, the results given by Storey & Hummer (1995) and Prozesky & Smits (2018) are compared with ours. The comparison is presented in Figure 1. In the range of principal quantum number \(n = 20\) to \(160\) and at the condition of \(T = 10,000 \text{ K}\) and \(n_e = 10,000 \text{ cm}^{-3}\), the average deviation between our values and those of Storey & Hummer (1995) is 0.29%. And compared with those of Prozesky & Smits (2018), it is 2.0%. The largest discrepancies are 0.79% and 4.7% compared with Storey & Hummer (1995) and Prozesky & Smits (2018), respectively. It is surprising that our results are closer to those of Storey & Hummer (1995) than to those of Prozesky & Smits (2018) although we followed the calculation method provided by the latter. The different values cannot be fully explained only by the differences in the case B approximation and the stopping criterion. The real reason is still unknown.

In the left panel of Figure 2, we present isolines of departure coefficients ratios \((b_{54}/b_{111}, b_{54}/b_{111}, \text{ and } b_{77}/b_{111})\) in the temperature–density diagram. \(T_e\) and \(n_e\) of the ionized gas emitting hydrogen recombination lines correspond to the position where two isolines cross. In the right panel, the corresponding isolines of intensity ratios are plotted by using Equation (10) to calculate the relative strengths of lines under the assumption that \(\tau_{\nu,C} < 0.001\). Because of the small difference between the departure coefficients associated with neighboring levels, it is necessary to observe hydrogen recombination lines in different bands. Better estimates can be obtained by including more hydrogen recombination lines. The least-squares method can be used when more than four hydrogen recombination lines are added to the estimation. \(T_e\) and \(n_e\) will be underestimated if the assumption of very low \(\tau_{\nu,C}\) is not satisfied. In this case, \(T_e\) and \(n_e\) can be estimated by replacing the departure coefficients with the ratio of \(\int I_{\nu L}d\nu\) to \(\int \tau_{\nu L}^{\text{LTE}}d\nu\) in fitting. The ratios of \(\int I_{\nu L}d\nu\) to \(\int \tau_{\nu L}^{\text{LTE}}d\nu\) of H\(\alpha\) lines at \(T_e\) of 10,000 K and \(n_e\) of 10,000 cm\(^{-3}\) with different
continuum optical depths at 5 GHz are presented in the left panel of Figure 3. The intensities are calculated by using Equations (22) and (25) in Peters et al. (2012) without optically thin assumption since the continuum optical depths could be higher than 0.1. It is shown that the intensities of the hydrogen recombination lines increase obviously at centimeter wavelengths with the rising continuum optical depth. But the increase is very small at millimeter wavelengths. The ratios for $\tau_\nu C = 0.1$ with $\nu = 5.0$ GHz (EM $\approx 1.0 \times 10^7$ cm$^{-6}$ pc) and $T_e = 10,000$ K with different $n_e$ values are plotted in the right panel. $b_n$ means the values of departure coefficients. $\int I_n d\nu$ means the frequency-integrated intensity of an $\text{H}_n\alpha$ line, and $\int I_n^{LTE} d\nu$ is the LTE intensity.

Figure 3. Variations of the ratios of the frequency-integrated intensities to the LTE frequency-integrated intensities of $\text{H}_n\alpha$ lines. The curves for $T_e = 10,000$ K and $n_e = 10,000$ cm$^{-3}$ with different continuum optical depths at 5 GHz ($\tau_C$) are presented in the left panel. The curves for $T_e = 10,000$ K and $\tau_C = 0.1$ at 5 GHz (EM $\approx 1.0 \times 10^7$ cm$^{-6}$ pc) with different $n_e$ are plotted in the right panel. $b_n$ means the values of departure coefficients. $\int I_n d\nu$ means the frequency-integrated intensity of an $\text{H}_n\alpha$ line, and $\int I_n^{LTE} d\nu$ is the LTE intensity.

2.2. The Hydrodynamical Model Test

We can test the above method by using the hydrodynamical and radiative transfer model of the $\text{H II}$ region. In the dynamical model, the hydrodynamics and the radiative transfer equations are calculated at the same time, and the gravity and magnetic fields are neglected. The evolution of the $\text{H II}$ region and its surrounding photodissociated region is treated with a 2D explicit Eulerian method in cylindrical coordinates. The simulations of $\text{H II}$ regions are all computed on a grid of 250 radial by 500 axial direction cells. The cell size of the grid is set according to the size of the corresponding simulated $\text{H II}$ region. The other details of the $\text{H II}$ region model are provided in Zhu & Zhu (2015) and Zhu et al. (2015). After physical and chemical quantity distributions of $\text{H II}$ regions are simulated by the dynamical model, the properties of the hydrogen...
recombination lines are calculated. Then the calculated characteristics of these lines are used to estimate the electron temperature and density of H II regions.

3. Results and Discussions

In order to test the feasibility of using multiple hydrogen radio recombination lines to estimate the electron temperature and density of an H II region, we simulate several series of models of H II regions with different initial conditions and evaluate the results in these models. The initial conditions of the models are listed in Table 1.

3.1. Properties of a Spherical H II Region

with $EM < 1.0 \times 10^5 \text{ cm}^{-6} \text{pc}$

First, we apply the method to the H II regions with a very low continuum optical depth of $\tau_{\nu,C} < 0.001$ at 5 GHz ($EM < 1.0 \times 10^5 \text{ cm}^{-6} \text{pc}$) so that the parameter $b_m(1 - \tau_{\nu,C}^3/2)$ is approximately equal to the departure coefficient $b_m$.

In order to form this kind of H II region, the stellar mass of the centric stars is set to be 19.0 $M_{\odot}$. The corresponding luminosities of ionizing and dissociating radiations are both presented in Table 2 (Diaz-Miller et al. 1998). The H II region evolves in uniform ISM. The temperature of the ambient ISM is assumed to be $T = 10^4 \text{ K}$ at the start, and the number densities are $n_H = 3000, 5000, 10,000, 15,000, 20,000 \text{ cm}^{-3}$ for models A1–A5, respectively. The simulations of these models are all ceased at the age of 50,000 yr. These H II regions are all as spherical as a Strömgren sphere. The density distributions of all materials and ionized hydrogen in model A3 are presented in the left panel of Figure 4. In real observations, the antenna diagram varies with the angle $\theta$ between the position and the center in the beam as $P(\theta) = \exp[-\ln 2(2\theta/\theta_0)^2]$ with an HPBW $\theta_0$. This effect should be considered in the data reduction if the size of source is not much smaller than the beam size of the telescope. It can be solved by appropriate compensation to the beam size or using the On-The-Fly mode. For simplicity, this effect is not included in calculating antenna temperatures. Eight H$\alpha$ lines with the principal quantum numbers $n = 40, 52, 63, 71, 80, 90, 100,$ and 113 from six bands (3 mm, Q, K, Ku, X, C) are used to estimate the electron temperatures and densities. The relative uncertainties of the observed fluxes of hydrogen recombination lines are to be same as either 1% or 3%. The average estimated values of the electron temperature and density with 1$\sigma$ errors are listed in Table 3. They are calculated by the least-squares method after using the Monte Carlo method. The mass-weighted average electron temperatures and densities as well as the flux-weighted average electron temperatures and densities are also listed. In models A1–A5, the differences between the mass-weighted values and the flux-weighted values are small. The average estimated values only have small deviations from the average electron temperatures and the average electron densities. So these values are reliable estimates of the properties of the H II regions.

The H II region models including a stellar wind are simulated in models B1–B5. The initial conditions are the same as those in models A1–A5, except that the effect of a stellar wind is included. The properties of the stellar wind are also included in Table 2 (Dale et al. 2013). The simulations are stopped at the age of 50,000 yr as in models A1–A5. The density distributions in model B3 are displayed in the right panel of Figure 4. In models B1–B5, there is a low-density and hot stellar wind bubble ($T > 10^6 \text{ K}$ and $n_e < 1 \text{ cm}^{-3}$) forming around the centric star composed of the stellar-wind material. The contributions to the recombination lines from the hot bubble are negligible due to the very low density and high temperature, and the recombination line photons are mainly emitted from the photoionized region. This is also reflected on the intensity maps of the H40$\alpha$ line and the continuum radiation at $\nu = 99.023 \text{ GHz}$ in Figure 5. In these maps, the boundary area of the H II region is brighter than the center region. The estimated values and 1$\sigma$ statistical errors of the electron temperatures and

---

**Table 1**

| Name       | Morphology | $M_*$ ($M_{\odot}$) | $n_H$ (cm$^{-3}$) | $v_\alpha$ (km s$^{-1}$) |
|------------|------------|---------------------|------------------|-------------------------|
| A1 and B1  | spherical  | 19.0                | 3000             | 0                       |
| A2 and B2  | spherical  | 19.0                | 5000             | 0                       |
| A3 and B2  | spherical  | 19.0                | 10000            | 0                       |
| A4 and B4  | spherical  | 19.0                | 15000            | 0                       |
| A5 and B5  | spherical  | 19.0                | 20000            | 0                       |
| C1         | spherical  | 40.9                | 3000             | 0                       |
| C2         | spherical  | 40.9                | 5000             | 0                       |
| C3         | spherical  | 40.9                | 10000            | 0                       |
| C4         | spherical  | 40.9                | 15000            | 0                       |
| C5         | spherical  | 40.9                | 20000            | 0                       |
| D          | nonspherical | 40.9              | 8000             | 15                      |
| E          | nonspherical | 40.9              | $5.0 \times 10^4 \exp(\epsilon/0.05 \text{ pc})$ | 0                       |
| F          | nonspherical | 40.9              | $4.0 \times 10^{4}(r/0.05 \text{ pc})^{-2}$ | 0                       |

**Note.** Compared to the model A series, a stellar wind is considered in the model B series. The stellar masses are increased with stronger stellar wind and ionizing radiation in the model C series. $M_*$ is stellar mass, and $v_\alpha$ means the stellar velocity. $n_H$ is the initial number density of uniform interstellar medium, and the variation of the density against coordinate is displayed if there is a density gradient in the nonspherical models.

**Table 2**

| Stellar Mass ($M_{\odot}$) | log($L_{\nu,\alpha}$) ($s^{-1}$) | log($L_{\nu,FUV}$) ($s^{-1}$) | $M (M_{\odot} \text{ yr}^{-1})$ | $v_\alpha$ (km s$^{-1}$) |
|----------------------------|----------------------------------|-------------------------------|---------------------------------|-------------------------|
| 19.0                       | 47.75                            | 48.21                         | $2.913 \times 10^{-7}$         | 1600                    |
| 40.9                       | 48.78                            | 48.76                         | $9.927 \times 10^{-7}$         | 2720                    |
Figure 4. Number density distributions of all materials and ionized hydrogen (H$^+$) in models A3 (the left panel) and B3 (the right panel) at the age of 50,000 yr. The top half of the panels presents the density distribution of all materials, and that of ionized hydrogen is shown in the bottom half. The arrows show the velocity field. Only velocities higher than 1.0 km s$^{-1}$ are shown, and the velocity field in the stellar-wind bubble is not presented.

Figure 5. Intensity maps of the H40$\alpha$ emission line (a) and the continuum emission (b) at the frequency of 99.023 GHz in model B3. The contour levels are at 3%, 5%, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90% of the emission peaks in each panel.

Table 3
The Estimated Electron Temperatures and Densities of Models A1–A5

| Model | $\bar{T}_e/\bar{T}_f$ (K) | $\bar{n}_e/\bar{n}_f$ (cm$^{-3}$) | $\bar{T}_e$ (K) | $\bar{n}_e$ (cm$^{-3}$) | $\bar{T}_e$ (K) | $\bar{n}_e$ (cm$^{-3}$) |
|-------|----------------|------------------|----------------|----------------|----------------|----------------|
| A1    | 11956/11833   | 366.3/401.7      | 12213±1118.1  | 408.6±91.5     | 11782±1277.6  | 429.5±131.7   |
| A2    | 12058/11996   | 379.9/411.3      | 12086±1120.5  | 473.6±14.7     | 11785±1217.9  | 517.5±38.7    |
| A3    | 12098/11980   | 596.9/686.2      | 12105±1050.5  | 654.7±17.6     | 11703±3003.2  | 688.7±33.8    |
| A4    | 12080/11978   | 719.1/856.7      | 12124±940.3   | 797.5±17.5     | 11796±2796.8  | 882.1±36.1    |
| A5    | 12077/11947   | 826.7/1030.8     | 12144±960.8   | 939.3±18.7     | 11835±2728.0  | 1042.1±29.5   |

Note. 1$\sigma$ errors of the estimated values are also presented under the assumption of the 1% and 3% uncertainties of the frequency-integrated fluxes $\int S_d dv$. $\bar{T}_e$ and $\bar{n}_e$ mean the mass-weighted average electron temperature and the average electron density in the H II region. $\bar{T}_f$ and $\bar{n}_f$ mean the flux-weighted average electron temperature and the average electron density in the H II region.
number densities in models B1–B5 are shown in Table 4. The mass-weighted average properties in the photoionized region and flux-weighted average properties are also presented. Because the strengths of the hydrogen recombination lines are roughly proportional to $n_e^2$, the weight of the high-density region is higher in flux-weighted average values than in mass-weighted average values. This is also displayed by the cumulative distribution curve of the line emission in Figure 6. In our simulations, it is found that the differences between the mass-weighted values and the flux-weighted values are positively related to the variations of the properties across the photoionized region. The density gradients in models B3–B5 are larger than those in models B1–B2. The estimated electron temperatures and number densities are closer to the flux-weighted average values and are more representative of the properties of the ionized gas in the relatively high density region. The results for models A1–A5 and models B1–B5 show that our estimation method works well for a spherical H II region whenever the effect of stellar wind is important or not.

The results mentioned above are based on hydrogen recombination line observations in six bands. This is a high price in telescope time. A time-saving method is to observe in fewer bands. But reducing the number of bands would cause a decrease in the accuracy of the estimate. In order to compensate for this effect, it is necessary to increase the number of the observed lines at an individual band that can generally be observed simultaneously.

The values of the electron temperature and density in models A1–B5 estimated by using 16 H$n$ lines from three bands (C, K$_u$, and 3 mm) are displayed in Table 5. The results are even more accurate than those using eight lines from six bands. It is suggested that the estimated values by using lines from less bands could keep the accuracy if more recombination lines are observed.

3.2. Properties of a Spherical H II Region with $EM > 1.0 \times 10^5$ cm$^{-6}$ pc$^{-3}$

The radio continuum optical depths in the above models are relatively low. However, a large number of H II regions in the Galaxy that we can observe do not have such low continuum optical depths. In models C1–C5, the evolutions of spherical H II regions with a 40.9 $M_\odot$ star are simulated. The stellar parameters consistent with a 40.9 $M_\odot$ star are presented in Table 2. The other initial conditions in models C1–C5 are all the same as those in models B1–B5, and these simulations are also ceased at 50,000 yr. The density distributions in model C3 are all presented in Figure 7. Although the stellar mass is higher, the structure of the H II regions in models C1–C5 is not essentially different from that in models B1–B5. The emissions of the radio hydrogen recombination lines still mainly come from the photoionized region and represent the properties of the ionized gas in this region. In these models, the parameter $b_m(1 - \tau_{C,\nu}/2)$ is no longer approximately equal to the departure coefficient $b_m$. Since the LOS depth becomes a new free parameter that needs to be fit, it is necessary to use more lines in order to keep the accuracy of the estimate as in models A1–B5. The estimated values and errors in models C1–C5 are calculated from 16 H$n$ lines in six bands and are listed in Table 6. In models C1–C5, the differences between the mass-weighted and flux-weighted average values are higher than those in models B1–B5. That means there is a larger variation.

Figure 6. Cumulative contribution curves of the hydrogen recombination line emission (H113α) and the total mass of the H II region from gas in different electron density intervals for models A3 (left), B3 (middle), and C3 (right). The vertical dashed line indicates the estimated electron number density.

| Model | $T_e/T_\odot$ (K) | $n_e/n_e^f$ (cm$^{-3}$) | $\sigma/\mu = 1\%$ | $\sigma/\mu = 3\%$ |
|-------|-----------------|----------------------|------------------|------------------|
|       | $\bar{T}$ (K) | $\bar{n}_e$ (cm$^{-3}$) | $\sigma$ (cm$^{-3}$) | $\bar{T}$ (K) | $\bar{n}_e$ (cm$^{-3}$) |
| B1    | 12049/11811    | 445.6/547.5          | 530.7/686.3       | 11591/1408.2     | 548.7/622.7 |
| B2    | 12169/11815    | 550.9/718.3          | 756.9/785.2       | 11951/1234.3     | 568.9/736.2 |
| B3    | 12170/11645    | 1015.1/1600.1        | 11813/1520.8      | 1597.5/1213.3    | 685.3/583.2 |
| B4    | 12176/11703    | 988.6/1480.6         | 11931/1418.3      | 1477.2/1310.6    | 594.8/629.2 |
| B5    | 12169/11614    | 1028.6/1711.8        | 16122/1690.6      | 1477.2/1310.6    | 621.7/691.2 |

Note. 1σ errors of the estimated values are also presented under the assumption of the 1% and 3% uncertainties of the frequency-integrated luminosities $\int S_\nu d\nu$. $\bar{T}_e$ and $\bar{n}_e$ mean the mass-weighted average electron temperature and the average electron density in the photoionized region. $T_e^f$ and $n_e^f$ mean the flux-weighted average electron temperature and the average electron density in the H II region.
The Estimated Electron Temperatures and Densities of Models A1–B5

| Model | $\bar{T}_e/T_e'$ (K) | $\bar{n}_e/n_e'$ (cm$^{-3}$) | $\sigma/\mu = 1\%$ | $\sigma/\mu = 3\%$ |
|-------|-------------------|----------------|----------------|-----------------|
|       | $\bar{T}_e$ (K)   | $\bar{n}_e$ (cm$^{-3}$) | $\bar{T}_e$ (K) | $\bar{n}_e$ (cm$^{-3}$) |
| A1    | 11956/11833       | 366.3/401.7    | 12003 ± 422.7 | 11771 ± 3650.9 |
| A2    | 12058/11996       | 379.9/411.3    | 12021 ± 837.3 | 11822 ± 2438.8 |
| A3    | 12069/11980       | 596.9/686.2    | 12028 ± 445.0 | 11801 ± 2349.7 |
| A4    | 12080/11978       | 719.1/856.7    | 12036 ± 742.8 | 11857 ± 2239.7 |
| A5    | 12077/11947       | 826.7/1030.8   | 12054 ± 760.3 | 11845 ± 2106.4 |
| B1    | 12049/11811       | 445.6/547.5    | 11885 ± 214.8 | 11605 ± 2131.4 |
| B2    | 12169/11815       | 550.9/718.3    | 11917 ± 382.2 | 11738 ± 2266.9 |
| B3    | 12170/11645       | 1015.1/1660.1  | 11916 ± 599.9 | 11652 ± 1947.5 |
| B4    | 12176/11703       | 988.6/1480.6   | 11889 ± 687.0 | 11635 ± 1832.7 |
| B5    | 12169/11614       | 1028.6/1711.8  | 11908 ± 664.2 | 11628 ± 1839.3 |

Note. The properties of the H II regions are estimated by using 16 H$n$ lines from three bands.

The Estimated Electron Temperatures and Densities of Models C1–C5

| Model | $\bar{T}_e/T_e'$ (K) | $\bar{n}_e/n_e'$ (cm$^{-3}$) | $\sigma/\mu = 1\%$ | $\sigma/\mu = 3\%$ |
|-------|-------------------|----------------|----------------|-----------------|
|       | $\bar{T}_e$ (K)   | $\bar{n}_e$ (cm$^{-3}$) | $\bar{T}_e$ (K) | $\bar{n}_e$ (cm$^{-3}$) |
| C1    | 12206/11982       | 1008.9/1211.3  | 12508 ± 3498.4 | 13119 ± 4218.4 |
| C2    | 12277/11949       | 1275.9/1706.1  | 12488 ± 1635.7 | 13413 ± 2153.9 |
| C3    | 12289/11915       | 1759.3/2567.7  | 12601 ± 2658.9 | 12989 ± 2041.2 |
| C4    | 12214/11796       | 2023.5/3734.5  | 12831 ± 3917.0 | 12621 ± 1925.9 |
| C5    | 12162/11616       | 2215.3/6088.6  | 12950 ± 192.2  | 12918 ± 165.8  |

Note. 1σ errors of the estimated values are also presented under the assumption of the 1% and 3% uncertainties of the frequency-integrated luminosities $\int S_d d\nu$. $\bar{T}_e$ and $\bar{n}_e$ mean the mass-weighted average electron temperature and the average electron density in the photoionized region. $T'_e$ and $n'_e$ mean the flux-weighted average electron temperature and the average electron density in the H II region.

of the density across the photoionized region and it is reflected on the cumulative distribution curves presented in the right panel of Figure 6. By the cumulative distribution curves, it is obviously shown that the estimated values are more affected by the properties in the high-density region.

The estimated values by using 18 H$n$ lines from four bands are also computed and written in Table 7. The estimated values are still good reference values for the properties of the H II regions.

From the results listed in Tables 6 and 7, it is suggested that the electron temperature and density of a spherical H II region can be estimated with relative errors $\sigma/\mu < 13\%$ for $T_e$ and <25% for $n_e$ by using the strengths of multiple hydrogen recombination lines if the observational uncertainties of the frequency-integrated fluxes $\int S_d d\nu$ are lower than 1%. And if $\int S_d d\nu < 3\%$, the errors are $\sigma/\mu < 33\%$ and <65% for $T_e$ and $n_e$, respectively.

### 3.3. Nonspherical H II Region Models

After studying the performance of the estimation method on spherical H II region models, we apply this method to three nonspherical H II region models and assess the results. Since the symmetry of the morphology is reduced further, it is expected

![Number density distributions of all materials and ionized hydrogen (H') in model C3 as at the age of 50,000 yr](image)
that the average effect plays an even more important role in the final result.

In model D, a bow shock in the uniform medium is simulated. The stellar mass is assumed to be $40.9 \ M_\odot$. The number density and the temperature of the neutral ambient medium are $n_{\text{H}} = 8000 \ cm^{-3}$ and $T = 10 \ K$, respectively. The stellar velocity is $v_\star = 15 \ km \ s^{-1}$. The simulation is stopped at the age of 100,000 yr. The density distributions of all materials and ionized gas are displayed in Figure 8. Different from spherical \textsc{H} II region models, in model D the density gradient in the photoionized region is much more significant. The electron density decreases from $\sim 10,000 \ cm^{-3}$ near the apex to $400 \ cm^{-3}$ in the tail. The temperature is about 12,000 K and varies slightly in the photoionized region. The intensity maps of the H40\alpha line and the continuum radiation at $\nu = 99.023 \ GHz$ for different inclination angles in model D are presented in Figure 9. It is obvious that the region near the apex is brightest in the images. The fractions of the hydrogen recombination line emissions contributed from the head region ($Z > 0 \ pc$) are about 50%. The estimated electron temperature and density with their statistical errors are written in Table 8.

The observed direction is parallel to the symmetric axis from the negative side to the positive side. The estimated electron density obviously higher than the average density in the photoionized region. The estimated temperature is about 2000 K higher than the mass-weighted and flux-weighted average temperatures. This estimated deviation is because of the large density gradient.

In model E, the evolution of a champagne-flow model is simulated. The density of the ambient medium is supposed to follow an exponential law as $n_\text{H}(z) = n_0 \exp(-z/H)$, where $z$ is the coordinate pointing from the surface to the steepness of the parental cloud. The number density $n_0$ is assumed to be $50,000 \ cm^{-3}$, and the scale height $H$ is 0.05 pc. There is no stellar velocity in model E. The stellar mass is the same as that of model D. The simulation is ceased at the age of 50,000 yr. The density distribution is presented in Figure 8. In the
photoionized region, the temperature of the ionized gas is about 12,000 K, and the density decreases gradually from $\sim 10,000$ cm$^{-3}$ in the head near the apex to $\sim 20$ cm$^{-3}$ in the tail. In most of the H II region, the number density of the ionized gas is lower than 500 cm$^{-3}$, but the density is high ($n_e \sim 4000$ cm$^{-3}$) in the head region. The estimated density is much higher than the average electron density in the photoionized region. The intensity maps in model E are displayed in Figure 10. As in the bow-shock model, the brightest point in the images is close to the apex of the cometary H II region. The estimated temperature is also to some extent higher than the average values because of the same reason as in model D.

The studies of molecular lines of clouds and radio continuum spectra of compact H II regions show that the density gradients of the molecular clouds where H II regions are born are always approximately $\rho(r) \propto r^{-\alpha}$. The exponents $\alpha$ are from 1 to 4 (Arquilla & Goldsmith 1985; Franco et al. 2000; Teixeira et al. 2005). Here $r$ is the distance to the center. Then we carry out an expansion of the H II region in a power-law density distribution of $n_H(r) = n_0(r/r_H)^{-2}$ in model F, where $n_0$ is assumed to be $4.0 \times 10^6$ cm$^{-3}$, and $r_H = 0.05$ pc is the scale height. The distance from the center of the molecular cloud to the massive star is 1.0 pc, and the number density at the position of the star is $n = 10,000$ cm$^{-3}$. The maximum initial number density is assumed to be $1.0 \times 10^7$ cm$^{-3}$ to prevent an unreasonable value at the position close to the center. The simulation is ceased at the age of 50,000 yr. The density distributions of all materials and ionized hydrogen in model F are presented in Figure 8. The 40.9 M$_\odot$ star is at the position of $(R, Z) = (0, 0)$. Although there is a density gradient in the molecular cloud, the density gradient in the photoionized region is much weaker because of the smoothing effect due to the high sound speed of the ionized gas. This makes the difference between the average electron number density and the flux-weighted average electron number density much smaller than in models D and E. The intensity maps are shown in Figure 11. The cumulative distribution curves of the line emission and mass for models D, E, and F are presented in Figure 12. The estimated electron densities in models D and E are both close to the position of cumulative distributions equal to 0.5, and the cumulative distribution curve in model F is similar to those in spherical H II region models with a stellar wind.

We have also calculated the estimated values in these nonspherical models for different inclination angles $\theta = 45^\circ$ and 90$^\circ$. The estimated values are presented in Table 9. Obviously, the estimated temperatures vary with the inclination angle in models D and E; this should result from the path dependence of the H$n\alpha$ line strengths and the anisotropic structure of cometary H II regions. But the differences between the estimated electron density with different inclination angles

---

Figure 9. Intensity maps of the H40$\alpha$ emission line ((a)–(c)) and the continuum emission ((d)–(e)) at the frequency of 99.023 GHz ($\theta = 0^\circ, 45^\circ, 90^\circ$) in model D. The contour levels are at 1%, 5%, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90% of the emission peaks in each panel.
are not significant relative to their uncertainties. So we think the electron density estimated by comparing multiple hydrogen radio recombination lines cannot be distorted because of the inclination angle for a nonspherical H II region with a significant density gradient, but the estimated electron temperature can.

3.4. Estimation with Measurement of Continuum Emission

The results of models A–F display that the estimated temperature could be deviated significantly from the average temperature if the uncertainty of the frequency-integrated flux is higher than 3%. With the uncertainty of that level, the $\sigma / \mu$ of estimated $n_e$ is also high. A method to improve the accuracy is to use an LTE temperature calculated by the line-to-continuum ratio. The ratio of $T_e$ to $T_e^*$ is approximately equal to the coefficient $b_m(1 - \tau_{e,C}\beta/2)$. The continuum optical depth at millimeter wavelengths is very low so that $|\tau_{e,C}\beta/2| \ll 1$ if it is optically thin at centimeter wavelengths (C band) because the continuum absorption coefficient is approximately $\propto \nu^{-2.1}$ (Altenhoff et al. 1960). So we can assume that $T_e / T_e^* \approx b_m$ at millimeter wavelengths, and this relation between $T_e$ and $T_e^*$ should be satisfied by the electron temperature and density estimated from hydrogen recombination lines. The consideration of this additional condition can significantly improve the precision of the estimation, and can also resolve the deviation of estimated temperature in cometary H II region models. The new estimated properties in models C3, D, and E are presented in Table 10. They are estimated from 16 H$\alpha$ line strengths and the line-to-continuum ratio of H40$\alpha$ to the continuum emission. We assume that the $\sigma$ values of the H40$\alpha$ line and the continuum emission are same. Then the $\sigma / \mu$ of continuum emission is lower than that of the H40$\alpha$ line since the intensity of the continuum emission is higher.

3.5. The Required Precision for an Accurate Estimate

The results in the H II region models simulated above show that the estimated values are reliable when the uncertainties of the frequency-integrated fluxes of hydrogen recombination lines are lower than 3%. And the acceptable uncertainty could be even higher as 5% if one line-to-continuum ratio at millimeter wavelengths is considered. The requirement of the quality of the line observation is a little high. This requirement can be achievable for many radio telescopes. We use Shanghai Tianma 65 m radio telescope for $4 \text{GHz} < \nu < 50 \text{GHz}$ (C, X, Ku, K, and Q bands) and IRAM 30 m telescope for $\nu > 80 \text{GHz}$ (3 mm band) as an example, and the parameters of these two telescopes are provided in Wang et al. (2015, 2017) and Kim et al. (2017). In the assumption that the distance is 5 kpc and the observational time is 1 hr, the uncertainties of the frequency-integrated luminosities of the hydrogen recombination lines in model C1 are listed in Table 11. The peak line emission of these lines are also included. There are a large number of sources in the Galaxy with hydrogen recombination lines brighter than those in model C1. So the method described...
in the current work is practical in estimating the properties of the H II region in the Galaxy.

4. Conclusions

In this paper, we introduced a method about estimating the electron temperature and number density of an H II region by using hydrogen radio recombination lines (RRLs). We derive line flux ratios at low optical depth conditions. We use evolutionary hydrodynamical models of H II regions to test the accuracy of the method under a variety of conditions. The results show that the method can estimate the properties of the H II regions in the Galaxy to acceptable accuracy. The advantage of this method is that the density and temperature measurements can be carried out with hydrogen recombination line observations on single-dish telescopes. If the hydrogen RRLs observations are accurate enough ($\sigma/\mu < 3\%$), the estimation can be treated without continuum observations. The disadvantage of this method is the requirement of high-quality line observational data ($\sigma/\mu < 5\%$), but this is achievable for...
many radio telescopes. Our conclusions are summarized as follows.

1. If there is a gas density gradient in the H II region, the estimated electron temperature and density are more representative of the properties of the ionized gas in the relatively high density region. Such as in a cometary H II region, the estimated electron density could be much higher than the average electron density and represent the density in the head region due to its large density gradient. For the H II region with a low-density stellar wind bubble, the estimated properties show the condition in the photoionized region because the line emission from the stellar bubble can be negligible.

2. By using only multiple hydrogen RRLs to estimate properties of H II regions, high-quality observational data are necessary. Based on the results in this paper, the average uncertainty of the frequency-integrated fluxes $\int S_{\nu}d\nu$ of different hydrogen recombination lines should be lower than 3% for accurate estimated values.

3. It is necessary to observe the hydrogen recombination lines from at least three frequency bands in order to obtain an accurate estimate.

4. For a cometary H II region with a high-density gradient, the estimated electron temperature may be several thousands of Kelvins higher or lower than the real value. But a reasonable estimated value of the electron density can be achieved.

5. The accuracies of the estimated temperature and density can be significantly increased if a line-to-continuum ratio at millimeter wavelengths is used in the estimation. The electron temperature in a cometary H II region can also be correctly approached by this method.
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