Effective field theory of stochastic diffusion from gravity
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ABSTRACT: Planar black holes in AdS have long-lived quasinormal modes which capture the physics of charge and momentum diffusion in the dual field theory. How should we characterize the effective dynamics of a probe system coupled to the conserved currents of the dual field theory? Specifically, how would such a probe record the long-lived memory of the black hole and its Hawking fluctuations? We address this question by exhibiting a universal gauge invariant framework which captures the physics of stochastic diffusion in holography: a designer scalar with a gravitational coupling governed by a single parameter, the Markovianity index. We argue that the physics of gauge and gravitational perturbations of a planar Schwarzschild-AdS black hole can be efficiently captured by such designer scalars. We demonstrate that this framework allows one to decouple, at the quadratic order, the long-lived quasinormal and Hawking modes from the short-lived ones. It furthermore provides a template for analyzing fluctuating open quantum field theories with memory. In particular, we use this set-up to analyze the diffusive Hawking photons and gravitons about a planar Schwarzschild-AdS black hole and derive the quadratic effective action that governs fluctuating hydrodynamics of the dual CFT. Along the way we also derive results relevant for probes of hyperscaling violating backgrounds at finite temperature.
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1 Introduction: remembrance of a black hole’s past

Black holes when disturbed settle down after classically ringing in quasinormal modes [1, 2]. In addition, they undergo simulated radiation in Hawking modes [3] (which may also be spontaneous owing to vacuum fluctuations). As in any quantum statistical system these are two intimately related features of a thermodynamic ensemble of states. The quasinormal modes signify dissipation into a medium and the Hawking modes correspond to the attendant quantum statistical fluctuations. They are related through fluctuation-dissipation relations. The timescales for the ring-down are typically short for non-extremal black holes with compact horizon topology. Typically, black holes carry no long-term memory.

However, black holes in negatively curved anti-de Sitter (AdS) spacetimes with non-compact horizons exhibit long-lived quasinormal modes. Quasinormal modes of AdS black holes correspond to thermalization rates of the dual field theory [4]. Massless spin-1 and spin-2 fields in planar AdS black holes have long-lived quasinormal modes with dispersions that are characteristic of hydrodynamic fluctuations [5–7]. These long lived modes
correspond to the charge and momentum diffusion, and (attenuated) sound waves in the dual field theory plasma. One can trace their origins to the underlying gauge invariance of massless spin-1 and spin-2 fields manifested as global conservation laws for charge currents and energy-momentum tensor. For field theories on $\mathbb{R}^{d-1,1}$ these conserved currents decay slowly.\footnote{While these modes are present for planar AdS black holes with non-compact horizon topology, as explained in \cite{8} one expects nearly long-lived modes in large AdS black holes.} These results which were originally derived for linearized perturbations also hold at the non-linear level as manifested by the fluid/gravity correspondence \cite{9, 10}.

While the study of the dissipative dynamics of long-lived quasinormal modes of AdS black holes has a rich and storied history (cf., \cite{11, 12} for comprehensive reviews), the corresponding discussion for the fluctuations of the long-lived modes (i.e., long-lived Hawking modes) is less well developed. Our goal in this work is to provide a unified treatment of the diffusive modes of AdS black holes and obtain an effective action governing their dynamics.

1.1 Open quantum systems with memory

We find it helpful to phrase the problem in the language of open quantum systems following \cite{13}. It was demonstrated in this work that holography is a natural arena to study open quantum field theories by allowing one to compute real-time QFT observables without the limitations of perturbation theory. Consider a holographic field theory at finite temperature, e.g., $\mathcal{N} = 4$ SYM, coupled to an external probe. The probe which evolves as an open quantum system, carries in its effective dynamics (obtained after integrating out the holographic system), an imprint of the thermal medium’s correlations. Thus, the probe’s real-time dynamics should encode both the dissipation in the plasma and the fluctuations it experiences. Consequently, such a probe, if coupled to the CFT’s conserved currents, should be able to record the long memory of AdS black holes. We seek to understand how open quantum systems work in this non-Markovian regime where long-time memory is retained.

The simplest examples of such probes are quantum mechanical ($0 + 1$ dimensional probes). Indeed, it was demonstrated in \cite{14, 15} that external point particle probes (quarks) exhibit stochastic Brownian motion in the plasma. More recently, building on the proposal of \cite{16} for computing real-time (Schwinger-Keldysh) observables in AdS/CFT (see \cite{17–21} for important earlier works on the subject), \cite{22} were able to derive the non-linear fluctuation-dissipation relations for the Brownian particle. Crucial in this regard was the use of time reversal isometry that gives a clean construction of the Hawking fluctuations from the in-falling dissipative modes.

Quantum field theoretic probes however are more interesting as the problem of constructing local open effective field theories remains a challenge using standard techniques (see \cite{13} for a brief commentary on this issue). In \cite{13} it was shown that holographic engineering of local open EFTs is quite straightforward. They considered a scalar probe $\Psi$ coupled to a single-trace bosonic operator $\mathcal{O}$ in the holographic field theory.\footnote{This discussion was recently generalized to fermionic open EFTs in \cite{23, 24} and to rotating backgrounds in \cite{25}.} The $\Psi$ effective action has coefficients that are determined by the real-time correlators of $\mathcal{O}$. The latter can be computed using the real-time geometry dual to the field theory Schwinger-Keldysh
contour, dubbed the gravitational Schwinger-Keldysh saddle or grSK geometry for short. For operators which have short-lived quasinormal modes, the correlations decay quite fast. The thermal plasma viewed as a bath/environment for the probe field $\Psi$ has a very short memory. We will refer to such probes as Markovian; they are forgetful and do not keep a detailed record of the black hole state. Indeed one of the reasons for the success in the holographic modeling of Markovian open EFTs in [13] may be attributed to the fact that holographic thermal baths scramble information optimally.

But there are other physical questions about open EFTs where there is a bath degree of freedom which exhibits long time correlations and has to be retained in the effective description even as the rest of the bath is integrated out. The non-Markovian behaviour of this kind often happens for a physical reason: either because of a Goldstone mode emerging out of a spontaneous breaking of a continuous symmetry (e.g., holographic superfluids), or because of the effect of Fermi surface with long-lived quasiparticles, or because there is a conserved charge/energy/momentum whose relaxation happens at macroscopic time scales as described above. It is interesting to ask what holography can teach us about the structure of open EFTs in such situations.

Unfortunately, the most straightforward models which incorporate the kind of physics described above are technically involved. They typically involve systems whose standard description in the holographic geometry exhibits gauge invariance with its usual companions, Gauss constraints and Bianchi identities. Thus, understanding the physics of Hawking modes and fluctuations in such systems run into two issues: one conceptual and another technical. The conceptual issue is to come up with a way to think about the long-lived part of the Hawking radiation (dual to hydrodynamic fluctuations) by decoupling it from the short-lived part without spoiling gauge invariance. This should be distinguished from the technical issue of making suitable choice of gauge to solve for the Hawking fluctuations. For instance, much of the AdS/CFT literature uses a radial gauge, which is a poor choice in this context [16]. Physically, one may understand its inefficacy by the fact that the time-reversal isometry used to directly construct the Hawking modes in [13, 22] does not preserve the radial gauge.

We aim to address both the conceptual and the technical issues, though it will prove convenient to first decouple the two and address them independently. To this end, it will prove helpful to first build intuition regarding the key physical aspects of non-Markovian probes of black holes. We shall do so by analyzing a probe scalar field with suitably dressed gravitational interactions. This allows us to decouple the questions of long-time correlations from those of gauge invariance.

Inspired by the above, we introduce a class of models of scalar probes coupled to a thermal holographic bath. These probes will be characterized by a single parameter $M$ which we will refer to as the Markovianity index. Probes with $M > -1$ will have short-lived memory and behave analogous to the massive scalar probes studied in [13]. Probes with $M < -1$, however, retain long-term memory.\footnote{The zero-point here has been chosen so that a minimally coupled scalar in AdS$_{d+1}$ has $M = d - 1$. Our choice is engineered for a simple analytic continuation rule from Markovian to non-Markovian fields.} These capture the essence of the non-
Markovian physics we wish to analyze. In the gravity dual we will model such probes using a dilatonic coupling. The heuristic intuition is that one wants to amplify the coupling of the field near the horizon where the thermal atmosphere of the black hole is the strongest, thus amplifying the low-lying IR modes. Relatedly, we want to suppress the coupling to the UV modes since the dynamics of the long-lived modes such as those that appear in hydrodynamics are largely universal, and insensitive to the detailed microscopic description. We will study thus a class of designer scalar probes where the dilaton, which governs the coupling of the probe to the geometry, is a simple function of the radial holographic coordinate and is characterized by $M$. The class of models we study has been previously examined in the holographic literature in [26–28] in the context of holographic RG flows and applications to AdS/CMT.

While the designer scalar parameterized by the Markovianity index is a convenient proxy for analyzing the dynamics of non-Markovian probes, it also allows us to capture the physics of gauge invariant degrees of freedom. Specifically, we will demonstrate that the dynamics of holographic diffusion, be it charge or momentum, can be mapped to the study of such scalars. This can be engineered by organizing the perturbation of spin-1 gauge fields and spin-2 gravitons in gauge invariant combinations, e.g., as carried out in [29, 30] in the study of black hole perturbations. The designer scalar actions (along with variational boundary terms and boundary counterterms) naturally descend from the underlying Maxwell or Einstein-Hilbert dynamics for spin-1 and spin-2 fields respectively. In other words, the scalar probes we study are effectively coupling to particular polarizations of the boundary charge current or energy-momentum tensor. The Markovianity index for charge diffusion is $M = -(d - 3)$ while that for momentum diffusion is $M = -(d - 1)$.

This gauge agnostic treatment has several advantages compared to earlier studies. In the fluid gravity correspondence literature one treats the radial Gauss constraint(s) distinctly from the radial evolution equations. Solving the radial evolution equations usually takes into account the effects of the fast Markovian modes whereas the hydrodynamics of the long-lived non-Markovian modes is encoded within the conservation laws inherent in radial Gauss constraints. For example, in the gravitational problem the diffeomorphism Gauss constraints on the radial hyper-surface become the Navier-Stokes equations for the dual CFT plasma. In contrast, we will solve all the bulk equations of motion including the radial Gauss constraints in our discussion below. We will still keep the non-Markovian fluid modes off-shell by turning on appropriate non-normalizable modes.

There is another way to understand the inefficacy of the radial gauge for gauge and gravitational dynamics. The grSK geometry has two timelike boundaries which correspond to the L and R (or bra and ket) components of the boundary Schwinger-Keldysh contour. However, these are connected through the AdS bulk — one therefore finds only a single radial gauge constraint. This automatically puts the difference Schwinger-Keldysh fields on-shell and thus imposes the conservation of the difference currents. This is a problem: if we attempt to derive a generating function for current correlators we end up missing a

---

4We will also demonstrate that the models we consider may equivalently be viewed in terms of the dynamics of scalar probes in thermal hyperscaling violating backgrounds, cf., section 3.1.
degree of freedom from the difference current. One way to proceed is to attempt to take this difference current off-shell. This, as far we understand, is the proposal of [16], who do so by imposing an explicit source for the difference fields at the horizon. However, it makes more physical sense to let the gravitational dynamics lead the way and impose all the bulk equations of motion. Then one has a more natural parameterization in terms of the boundary expectation values.

Having motivated the study of the designer scalar system, and its connection to the dynamics of conserved currents of a holographic thermal baths, let us now describe what should one compute, given the dynamics. For the Markovian sector with \( M > -1 \) it is clear that one can follow as in [13] the usual rules of the AdS/CFT correspondence, now uplifted to the grSK geometry, and compute the generating function of real-time correlation functions (with Schwinger-Keldysh time ordering). For non-Markovian probes such a generating function is guaranteed to be non-local — one is integrating out long-lived modes. While this would be a fine approach to take, it is more conducive in the spirit of EFT to ask if there is an alternative that allows us to derive a local effective action for non-Markovian probes. We will argue that there indeed is one, which is obtained by a Legendre transformation of the generating function of connected correlators into a Wilsonian SK action parameterized by the non-Markovian operators (or their expectation values in AdS/CFT parlance). We will demonstrate that such a Wilsonian influence functional for real-time non-Markovian observables is well defined and obtain an expression for the same at the quadratic order (in amplitudes). From this functional one can of course obtain the real-time correlators for the non-Markovian fields. We will indeed recover the known physics of diffusion as well as the stochastic noise associated thereto.

1.2 Synopsis of salient results

To aid the reader in navigating the paper let us quickly record some of the salient results we derive in the discussion below:

- We obtain the expected diffusive dynamics of charge and momentum recovering the expected form of the retarded Green’s functions of charge and energy-momentum current. Specifically, for momentum diffusion we find the dispersion:

\[
0 = i \omega - \frac{\beta}{4\pi} k^2 + \frac{\beta}{4\pi} \text{Har} \left( \frac{2}{d} - 2 \right) \omega^2 + \cdots \quad (1.1)
\]

which gives the famous shear diffusion pole. The coefficient of the \( \omega^2 \) contains contributions from two hydrodynamic transport coefficients \( k_R \) and \( k_\sigma \) in the notation of [31].

As generalizations, we compute the next order (cubic in gradients) term in the retarded Green’s function and also obtain results that pertain to probes of hyperscaling violating backgrounds at finite temperature, cf., (6.8) for the general result parameterized by the Markovianity index \( M \).

- One may interpret our results for the retarded Green’s function in terms of the grey-body factors of the planar Schwarzschild-AdS\(_{d+1}\) black holes for photons and gravitons, accurate to cubic order in a (boundary) gradient expansion. The relevant expressions
are given in (8.24) and (9.7), for photons and gravitons respectively. Our results match with earlier derivations from holography [7, 32, 33] for energy momentum and charge correlators. Explicit expressions for the stress tensor correlators of thermal $\mathcal{N} = 4$ SYM plasma are given in (9.17) and (9.22), respectively.

- In addition we also derive the fluctuations associated with the dissipative modes using the Schwinger-Keldysh formalism. We obtain the leading contribution (at quadratic order) to the Hawking noise correlations associated with thermal photons and gravitons. We package this information in the Wilsonian influence functional as mentioned above. Explicit expressions for stress tensor correlators for $\mathcal{N} = 4$ SYM plasma can be found in (9.18) and (9.23), respectively.

- One of the key technical insights of the discussion is a clean separation in systems with gauge invariance of the Markovian and non-Markovian degrees of freedom. For instance, for stress tensor dynamics we show that the non-Markovian transverse momentum diffusion modes can be cleanly separated from the Markovian transverse tensor polarizations. This separation uses a classic gauge invariant decomposition of linearized perturbations (cf., [29]) which has been employed in various studies of gravitational problems over the years.

- Finally, a corollary of our work is a derivation of an effective action for diffusive modes. In particular, we verify the structural form of the class L action for non-dissipative coefficients conjectured from fluid/gravity data in [31].

While we are not the first to ask these questions our treatment of the problem will be quite different from the discussion in the literature hitherto for the most part. For instance, the semi-holographic models of [34] provided a template for analyzing the effective dynamics of holographic systems with long-lived excitations. This motivated [35] to provide a framework for understanding holographic liquids. Furthermore, [36, 37] attempted to derive effective actions for hydrodynamics using holography (primarily in the non-dissipative sector at the ideal fluid level). Closely related to our present discussion is the work of [16, 38] who used the grSK geometry to study effective dynamics of charge diffusion. Our treatment here while having some elements of commonality, differs substantially in that our primary focus is on the physics of outgoing Hawking modes. However, for the most part we will carefully analyze the physics of infalling quanta. Once we understand this in a gauge agnostic manner, by exploiting the time-reversal isometry mentioned above, we can extract the outgoing modes efficiently.

In other words, we seek a treatment of the problem, that respects time-reversal properties, has a sensible local gradient expansion amenable to effective field theory analysis, and captures the physics of long-term black hole memory. The fact that all of these can be done self-consistently is a central thesis of our work.

---

On the field theory side there have been many constructions of the SK effective action for the hydrodynamic modes, see eg., [39–48]. At the quadratic order, our effective action agrees trivially with all these constructions. Since the non-trivial aspects of these constructions appear only at the interacting level, we will postpone a detailed comparison to these formalisms to future.
1.3 Outline of the paper

The outline of the paper is as follows: in section 2 we review some of the salient aspects of the grSK geometries summarizing the salient features described in [13]. We introduce then in section 3 the class of designer fields which we use to characterize Markovian and non-Markovian dynamics. The reader will find a succinct summary here of the connection to probes coupled to conserved currents. The central thesis of our discussion of memory is given in section 4. Here using the auxiliary scalar system we explain the salient differences between Markovian and non-Markovian probes, and explain how we should encode effectively the physics of probes which are sensitive to the long-term memory of the black hole. section 5 re-purposes the discussion of [13] to describe Markovian probes, while section 6 deals with non-Markovian probes. As we describe in detail there, we do not resolve the dynamics of the non-Markovian probes, but rather, exploit an analytic continuation in the Markovianity index to extract the necessary physical information. In section 7 we put together the intuition gleaned from the designer scalar analysis and compute the two-point real-time correlation functions for both Markovian and non-Markovian probes. In section 8 we finally turn to probe gauge fields and demonstrate that a suitable gauge invariant decomposition allows us to map their dynamics to the designer scalars, and use this intuition to extract the physics of current correlators in the holographic field theory. In section 9 we turn to the dynamics of transverse tensor and vector gravitons and show that they too can be mapped to our designer scalars. One of our central results which we describe in this section is the quadratic fluctuations (including stochastic noise) of gravitons in the black brane background. We end with a brief discussion in section 10.

There are several supplemental appendices which contain some of the technical details. appendix A contains various details related to our designer scalar system which we draw upon in section 5 and section 6. Some of the details relating to gauge field probes can be found in appendix B, where we also describe the physics in the (suboptimal) radial gauge. The reduction of gravitational dynamics onto our designer systems is explained in appendix C. In appendix D we give the expressions for the conserved currents in terms of the designer scalar fields, which may be employed to directly compute the current correlation functions.

The final two appendices appendix E and appendix F contain salient details of incomplete beta functions and plane wave harmonics, that we employ in our analysis throughout.

2 Review of the grSK geometry

The grSK geometry dual to the Schwinger-Keldysh contour of a $d$ dimensional field theory studied in [13, 16, 22] is characterized by the metric (we will mostly follow the conventions introduced in [13])

$$ds^2 = -r^2 f(br) dv^2 + i \beta r^2 f(br) dv d\zeta + r^2 dx^2, \quad f(\xi) = 1 - \frac{1}{\xi^d}.$$  

\footnote{A useful identity which helps in various simplifications is $x \frac{d}{dx} f(x) = d(1 - f(x))$. This also explains why we choose to parameterize the horizon radius $r_h = \frac{1}{\beta}$ as in [9].}
Here $\zeta$ is the mock tortoise coordinate, which parameterizes a curve in the complexified radial plane as we illustrate in figure 1. The coordinate $\zeta$ is defined by the differential relation ($\beta$ is the inverse temperature)

$$\frac{dr}{d\zeta} = \frac{i \beta}{2} r^2 f(br), \quad \beta = \frac{4\pi b}{d} = \frac{4\pi}{d r_h},$$

subject to the following boundary conditions at the cut-off surface $r = r_c$

$$\zeta(r_c + i \epsilon) = 0, \quad \zeta(r_c - i \epsilon) = 1.$$ (2.3)

To understand this geometry, consider the familiar planar-Schwarzschild-AdS$_{d+1}$ geometry in ingoing Eddington-Finkelstein coordinates:

$$ds^2 = -r^2 f(br) dv^2 + 2 dv dr + r^2 dx^2.$$ (2.4)

The asymptotic timelike boundary has a time coordinate $v$, which for the Schwinger-Keldysh path integral contour should be viewed as a curve in the complex time domain. The grSK spacetime fills in this Schwinger-Keldysh contour with a metric of constant negative curvature and provides a saddle point for the real-time gravitational path integral.\(^7\) The spacetime as such comprises of two copies of the planar black hole: one at $\text{Re}(\zeta) = 0$ and another at $\text{Re}(\zeta) = 1$ glued smoothly across a horizon-cap. For earlier discussions of this construction see [21]. In what follows we will find the following non-dimensional radial coordinates helpful to simplify expressions:\(^8\)

$$\xi \equiv br, \quad \rho \equiv \left(\frac{1}{br}\right)^d = \xi^{-d} \implies \frac{d}{d\xi} = -2\pi i \rho^{1-\frac{1}{d}} (1 - \rho) \frac{d}{d\rho}.$$ (2.5)

As noted in [13] one can obtain a closed form expression for $\zeta(r)$ by solving (2.2) in terms of a hypergeometric function. We will find it convenient to switch to a parameterization in terms of the incomplete Beta function $B(p, q; z)$, see [50, section 8.17]. We have

\(^7\)To be clear, here we only refer to the fact that given the asymptotic boundary conditions the grSK geometry is a smooth spacetime satisfying the Einstein’s equations with the prescribed boundary conditions. It is an open question whether the geometry is the unique or dominant saddle, but the fact that it gives results consistent with field theory expectations [13, 16, 22] strongly argues in its favour. For further comments about real-time gravitational saddles see [49].

\(^8\)Our parameterization here differs from the choice made in [13] which used $\varrho = \frac{1}{2}$. The advantage of $\rho$ is that we will be able to express various functions in their principal branch since $\rho \in (0, 1]$ in the domain of outer communication.
the formal solution
\[
\zeta(r) = \frac{d}{2\pi i} \int_{\infty+i0}^{\xi} \frac{y^{d-2} dy}{y^d - 1} = -\frac{1}{2\pi i} B \left( \frac{1}{d}, 0; \left( \frac{1}{\xi} \right)^d \right) \equiv -\frac{1}{2\pi i} B(s, 0; \rho),
\]
where we have introduced a useful shorthand
\[
s \equiv \frac{1}{d}.
\]

It will be convenient to introduce certain derivative operators that will appear extensively in our analysis. We define:
\[
D_\pm = r^2 f(r) \frac{\partial}{\partial r} \pm \frac{\partial}{\partial v},
\]
\[
D_\pm = r^2 f(r) \frac{\partial}{\partial r} \mp i \omega,
\]
in the time and frequency domain, respectively. The above operator is related to the derivation \(D_\xi^\pm\) introduced in [13] by a constant rescaling \(D_\xi^\pm = \frac{i\beta}{2} D_\pm\) and avoids the occurrence of factors of \(i\) in various expressions.

While the choice of ingoing coordinates breaks the explicit time-reversal invariance, the geometry retains a time-reversal \(\mathbb{Z}_2\) isometry: the transformation \(v \mapsto i\beta \zeta - v\) preserves the form of the metric. The operator \(D_+\) is naturally covariant under this isometry as can be seen from the identity
\[
\begin{align*}
dr \partial_r + dv \partial_v + dx^i \partial_i &= \frac{dr}{r^2 f} D_+ + \left( dv - \frac{dr}{r^2 f} \right) \partial_v + dx^i \partial_i \\
&= \frac{i\beta}{2} d\zeta \ D_+ + \left( dv - \frac{i\beta}{2} d\zeta \right) \partial_v + dx^i \partial_i,
\end{align*}
\]
where we have used the real domain expression \(D_+ = r^2 f \partial_r + \partial_v\). The 1-forms that appear in r.h.s., \(\{ \frac{dr}{r^2 f}, dv - \frac{dr}{r^2 f}, dx^i \}\) furnish a basis of cotangent space that is covariant under the time-reversal \(\mathbb{Z}_2\). It follows that the dual derivative operators \(\{ D_+, \partial_v, \partial_i \}\) furnish a natural basis of the bulk tangent space covariant under time-reversal.

A word on our conventions. Uppercase Latin indices are used for the bulk AdS space-time, with lowercase Greek indices reserved for the timelike boundary. Spatial directions along the boundary are further indexed by lowercase mid-alphabet Latin indices. \(g_{AB}\) is the bulk metric, \(\gamma_{\mu\nu}\) the induced boundary metric, and \(n^A\) the unit normal to the boundary.

3 Designing gravitational probes with memory

The Schwarzschild-AdS\(_{d+1}\) provides for us a holographic thermal bath which we wish to probe. Our primary interest is in understanding probes that couple to the conserved currents, global charge current or energy-momentum current, of the dual field theory which exhibit long-lived diffusive behaviour. It will transpire that one can give a unified presentation in terms of a scalar probe of the grSK background, albeit one that not only couples to the gravitational background, but also to an auxiliary dilaton. We will demonstrate below that the conserved current dynamics can be mapped directly on this scalar system for a specific choice of the dilaton profile which depends on the nature of the current.
3.1 Designer scalar and gauge probes

Our prototypical holographic probe field is what we call a designer scalar. It is a massless Klein-Gordon field $\varphi_M$ coupled minimally to gravity and to a dilaton $\chi_s$. Specifically, consider an action of the form

$$S_{ds} = -\frac{1}{2} \int d^{d+1}x \sqrt{-g} \, e^{\chi_s} \nabla^A \varphi_M \nabla A \varphi_M + S_{bdy}, \quad e^{\chi_s} \equiv r^{M+1-d} \quad (3.1)$$

The auxiliary dilaton which depends on a designer parameter $M$ serves the purpose of modulating the coupling of our probe as a function of the energy scale. Depending on the sign of $M$ the coupling of the scalar to the geometry can be modulated across the energy scale. For $M$ sufficiently negative the scale is weakly coupled deep in the bulk relative to its dynamics in the asymptotic region. This mimics the modes of the dual field theory which, say like the hydrodynamic modes, represent a small number of UV degrees of freedom, but a large number of IR degrees of freedom. This heuristic is based on the UV/IR dictionary of the AdS/CFT duality [51] along with the idea that bulk couplings roughly correspond inversely to the number of CFT degrees of freedom.

In Fourier domain, the action (3.1) gives rise to an equation of motion of the form

$$\frac{1}{r^M} \nabla_+ \left( r^M \nabla_+ \varphi_M \right) + \left( \omega^2 - k^2 f \right) \varphi_M = 0 \quad (3.2)$$

We will argue that for sufficiently negative $M$, this system does indeed exhibit long-lived correlations and hence gives a simple toy model for a bath with a memory. While this might seem like an oversimplified model with no gauge invariance etc., we will see that this system indeed captures the essence of many realistic gauge systems.

A second probe which we will examine in detail is a bulk Maxwell system, also dilatonically coupled, designed with an action of the form

$$S_{dv} = -\frac{1}{4} \int d^{d+1}x \sqrt{-g} \, e^{\chi_v} C^{AB} C_{AB} \, , \quad e^{\chi_v} \equiv r^{2} e^{\chi_s} = r^{M+3-d} \quad (3.3)$$

where $C_{AB} = 2 \nabla_{[A} \nabla_{B]}$ denotes the Maxwell field strength and $V$ the 1-form potential. We will demonstrate how this system with gauge invariance also exhibits long-lived correlations associated with the physics of charge diffusion in the dual CFT. In particular, we note that setting $M = d - 3$ corresponds to the standard Maxwell system. Furthermore, in a precise sense, we will exhibit how this gauge system can be reduced to the scalar problem (3.1). This explains why we continue to employ the same symbol $M$ to characterize the Markovianity index for the designer vector.

Both the scalar and the gauge field will be taken to probe the grSK saddle geometry (2.1). On this two sheeted geometry the Lagrangian density for the systems is integrated over the grSK contour depicted in figure 1. Effectively, this means that the radial integral is morphed into a contour integral $\int dr \rightarrow \oint d\zeta$ for the real-time part of the evolution. We won’t write this out at the moment, since for the most part our analysis can be done on a single sheet and thence upgraded onto the two-sheeted grSK contour.

---

9 Choosing $M = d - 1$ gives us a massless minimally coupled scalar, which was studied in [13].

10 We have yet to formulate the variational principle, which involves specifying the boundary terms for (3.1). In addition we will also have to introduce boundary counterterms. We will address these terms in due course.
**Designer probes and hyperscaling violation.** There is an useful metaphor that helps understand our designer scalar system and sharpens the intuition that the parameter $\mathcal{M}$ allows for tuning the relative coupling of low and high energy modes of the field to the geometry. Our designer scalar can be mapped onto the dynamics of a massless scalar probing a thermal state in a Lorentzian hyperscaling violating background with $z = 1$. More specifically, consider the following Einstein-dilaton action in $\bar{d} + 1$ dimensions which has been analyzed extensively in [27] (see also [26]):

$$S_{ED} = \frac{1}{16\pi G_N} \int d^{\bar{d}+1}x \sqrt{-\bar{g}} \left( R + V_0 e^{\bar{b}x} - \frac{1}{2} \bar{g}^{AB} \partial_A \partial_B \chi \right)$$

with $V_0 = (\bar{d} + 1 - \theta)(\bar{d} - \theta), \quad \bar{b}^2 = \frac{2\theta}{d(\theta - d)}$.

which has a black hole solution

$$ds^2 = r^{-2\frac{\theta}{d}} \left( -f(br) r^2 dv^2 + 2 dv dr + r^2 dx_d^2 \right)$$

$$e^{\bar{b}x} = r^{-2\frac{\theta}{d-1}}, \quad f(br) = 1 - \left( \frac{1}{br} \right)^{\bar{d}+1-\theta}. \quad (3.5)$$

A massless scalar $\varphi_M$ probing the geometry (3.5) with dynamics

$$\int d^{\bar{d}+1}x \sqrt{-\bar{g}} e^{\bar{b}\bar{\alpha}} \bar{g}^{AB} \partial_A \varphi_M \partial_B \varphi_M,$$

would map to the action (3.1) with the identifications:

$$\bar{d} - \theta = d, \quad \mathcal{M} = \bar{d} - 1 - \theta \left( 1 + \frac{2\bar{\alpha}}{d-1} \right) = d - 1 - \frac{2\bar{\alpha}\theta}{\theta + d - 1}. \quad (3.7)$$

As discussed extensively in the AdS/CMT literature (cf., [52] for an excellent review) the Lorentzian hyperscaling violating geometries can be interpreted as RG flows arising when we turn on dangerously irrelevant primaries. The IR dynamics in these examples strongly deviates from the UV leading to emergent scaling dynamics at low energies. The construction of designer probes is also reminiscent of attempts to understand holographic duals of non-conformal branes [53] and Ricci-flat holography [54] using generalized dimensional reduction [55].

### 3.2 Origins of the designer fields

Before we proceed, let us explain the rationale behind our choice of the designer fields. The designer scalar and gauge field arise quite naturally when we consider the dynamics of Maxwell fields and gravitons in the Schwarzschild-AdS$_{d+1}$ background. We give here a quick synopsis of the salient statements deferring the details to subsequent sections.\footnote{Our statement that $\mathcal{M} = -(d - 3)$ in the scalar sector of gravity requires careful interpretation, as it primarily refers to the relative fall-off between modes with $k \neq 0$. We will explore this sector which has qualitatively different physics in a later publication.}
We give a quick reference summary of the values of $\mathcal{M}$ obtained from the study of various massless fields in the Schwarzschild-AdS$_{d+1}$ background in Table 1. More specifically, the following statements hold, as we will demonstrate in due course:

1. The field $\int_k \varphi_{d-1} S$ solves the massless Klein-Gordon equation. Here $S = e^{-i\omega v + i k \cdot x}$ is the plane wave on $\mathbb{R}^{d-1,1}$. In particular, its definition includes the $e^{-i\omega v}$ frequency dependence.\(^{12}\) We also introduce a short-hand notation for momentum integrals:

$$\int_k \equiv \int \frac{d\omega}{2\pi} \int \frac{d^{d-1}k}{(2\pi)^{d-1}}. \quad (3.8)$$

2. The 1-form $V$ parameterized as

$$V_A dx^A = \int_k \left[ \frac{1}{r^{d-3}} \left( dv \, \mathbb{D}_- - dr \frac{d}{dr} \right) \varphi_{d-3} S + \sum_{a=1}^{N_V} \varphi_{d-3}^a V_i^a dx^i \right] \quad (3.9)$$

solves the Maxwell equations section 8.

Here $V_i^a$ denote the $N_V = (d-2)$ transverse planar vector waves with $k_i V_i = 0$ on $\mathbb{R}^{d-1,1}$. They transform in the spin-1 representation of SO($d-2$) transverse to $k$ and represent electromagnetic waves polarized along black brane which quickly fall into the brane. On the other hand, $\varphi_{d-3}$ corresponds to the radially polarized electromagnetic wave grazing the black brane. The latter is a long-lived (non-Markovian) mode dual to the charge diffusion mode in the CFT.

3. Finally, the spin-2 symmetric tensor combination

$$\delta g_{AB} dx^A dx^B = r^2 \int_k \left( 2 \frac{dx^i}{r^{d-1}} \left( dv \, \mathbb{D}_- - dr \frac{d}{dr} \right) \varphi_{d-3}^a \right)^{N_V} \varphi_{d-3}^a \sum_{\sigma=1}^{N_T} T_{ij}^\sigma dx^i dx^j + \ldots \quad (3.10)$$

solves the linearized Einstein equations section 9. The ellipses denotes the scalar polarizations, dual to the CFT sound mode, which we ignore in our discussion.

We have introduced $T_{ij}^\sigma$ which are the transverse, symmetric, trace-free, tensor plane waves on $\mathbb{R}^{d-1,1}$ with $k_i T_{ij}^\sigma = 0$ and $T_{ii}^\sigma = 0$. They form a spin-two representation of

\(^{12}\)Our conventions for the planar harmonics are described in appendix F.
SO($d - 2$) transverse to $k$. There are $N_T = \frac{1}{2}d(d - 3)$ such linearly independent tensor waves and they represent the in-falling graviton modes which decay very quickly. In contrast, $\varphi^a_{1-d}$ corresponds to the graviton modes grazing the black brane. They are long-lived (non-Markovian) and are dual to the momentum diffusion/shear modes in the CFT.

4. A corollary of points 2 and 3 above is that the gravitational perturbations in the tensor and vector sector can be expressed in terms of a Klein-Gordon scalar and designer vector both with $e^{\chi_s} = 1$ and $e^{\chi_v} = r^2$, respectively.

The proof of these statements will be given in sections 8 and 9 and appendices B and C. The reader familiar with the study of linearized gravity in terms of the diffeomorphism invariant combinations starting from the early work of Regge-Wheeler-Vishweshwara-Zerelli [1, 56–58] and the more recent analysis of Kodama-Ishibashi [29, 30] will find our parameterization natural. These have been adopted in the AdS/CFT literature in the course of the study of quasinormal modes and linearized hydrodynamics [12, 59–62]. We will outline the connection with these works when we explain the derivation of the designer system. While the discussion in the main text will be in terms of gauge invariant variables, we have chosen to write the gauge field and metric in (3.9) and (3.10) in a particularly convenient gauge fixed form (in a Debye gauge).

4 Markovianity and lack thereof: memories lost and regained

Having introduced our two designer systems, we will now examine the central features of each of them. It will suffice for us to explore the designer scalar dynamics in some detail, for it will transpire that the designer gauge fields can be mapped with a suitable

13Similar statements hold in global AdS$_{d+1}$ where the different gauge and gravitational perturbations can be reduced to scalar fields with different Ricci-shifted mass terms [63] (cf., [29, 30]). Note that therefore our decomposition is background dependent; the dynamical content captured in our designer scalars should be viewed as being tailored to the specific background of interest.
parameterization onto designer scalars. In this section we will begin exploring some general features of the designer scalar, emphasizing the key differences between models with $M > -1$ and those with $M < -1$. We will argue that the former correspond to Markovian probes while the latter are Non-Markovian probes which carry non-trivial memory far into the future.

Since our aim here is to delineate the salient, universal features of the model, we will analyze the wave equation (3.2) in the Schwarzschild-AdS$_{d+1}$ background directly in the standard radial coordinate parameterization. Translation to the grSK saddle will be straightforward once we understand the central features of the solutions. To this end, we work with the wave equation written out more explicitly in the form:

\[
\frac{d}{dr} \left( r^{M+2} f \frac{d\varphi_M}{dr} \right) - i\omega \left[ \frac{d}{dr} \left( r^{M} \varphi_M \right) + r^{M} \frac{d\varphi_M}{dr} \right] - k^2 r^{M-2} \varphi_M = 0. \tag{4.1}
\]

### 4.1 Analytic versus monodromy modes and their interpretation

Let us first characterize the solutions of the differential equation (4.1). To begin with, set $\omega, k$ to zero and look for solutions that are constant along the boundary. We have then a homogeneous second order ordinary differential equation

\[
\frac{d}{dr} \left( r^{M+2} f \frac{d\varphi_M}{dr} \right) = 0, \tag{4.2}
\]

whose general solution is of the form

\[
\varphi_M^{(0)} = c_a + c_m \int_{\xi_{c+i0}}^{\xi} \frac{y^{d-2} dy}{y^{d}(y^d - 1)},
\]

where $r_c \gg 1$ is the radial cutoff chosen to regulate the UV region ($\xi_c$ and $\rho_c$ similarly defined).

Let us note some crucial features of this solution:

- When $c_m = 0$, the solution is analytic and ingoing at the future horizon. When uplifted to the grSK geometry by replacing $r(\zeta)$ this solution is smooth. In particular, it does not have a branch cut — it is identical on both sheets of the grSK saddle.

- When $c_m \neq 0$, the solution has a logarithmic branch cut at the horizon $r = \frac{1}{b}$. This is manifest from the change of variables to the dimensionless $\rho$ coordinate. If we start off with a value of $(c_a, c_m)$ on one sheet of the grSK saddle, then we pick up a monodromy from the logarithmic branch-cut as we cross over to the other sheet. Specifically, $c_a$ gets shifted by an amount proportional to $c_m$, while $c_m$ is unchanged, under this crossing, i.e.,

\[
J_R = J_L + \frac{2\pi i}{d} c_m, \quad c_a(R) = J_R, \quad c_a(L) = J_L. \tag{4.4}
\]

Hence we will refer to the two modes multiplying $c_a$ and $c_m$ as the analytic and monodromy modes, respectively.
Based on the above, we can equivalently parameterize the general solution of the homogeneous equation (4.2) in terms of the boundary values \( J_L \) and \( J_R \) as

\[
\varphi_M^{(0)} = J_L + \frac{d}{2\pi i} (J_R - J_L) \int_{\xi_+ + i0}^{\xi_-} \frac{y^{d-2-M} \, dy}{y^d - 1}.
\] (4.5)

We note that the function multiplying \( J_R - J_L \) behaves as \( r^{-M-1} \) near conformal boundary of AdS. Therefore, turning on \( J_R - J_L \) is equivalent to ‘dressing’ the original analytic solution by adding a solution which behaves as \( r^{-M-1} \) near infinity. Clearly, the nature of the solution depends on whether the dressing decays or grows at large \( r \). This leads us to the two advertised cases of Markovian and non-Markovian dynamics, respectively.

### 4.1.1 The Markovian case: \( M + 1 > 0 \)

Let us first examine the case where \( M + 1 > 0 \), which we term to be a Markovian probe, for reasons that will become clear soon. For such a designer scalar turning on \( J_R - J_L \) is equivalent to turning on a normalizable mode. The monodromy mode sourced by \( J_R - J_L \) is sub-dominant at large \( r \) relative to the analytic mode. We furthermore recall from [13] which analyzed a massless Klein-Gordon field, a particular exemplar with \( M = d - 1 > 0 \), that turning on \( J_R - J_L \) turns on Hawking radiation in the bulk which is ultimately a normalizable mode in the black brane background.

Let us understand the implications of this statement for the grSK saddle. An immediate consequence of the normalizability is that on the grSK geometry, a double Dirichlet boundary condition problem, which specifies the coefficient of non-normalizable mode near both the left and right boundaries, is thus well-posed. Specification of \( J_R \) and \( J_L \) uniquely determines the bulk solution. This should be viewed as the SK version of the standard boundary condition in AdS/CFT. Moreover, inspection of the wave equation (4.1) makes clear that this conclusion holds even when \( \omega, k \neq 0 \) and thus the solutions to the differential equation can be obtained order by order in a long wavelength, low frequency, expansion (as illustrated in [13] for massive Klein-Gordon fields).

The classical picture from the study of the wave equation can easily be upgraded to the quantum realm. The designer system can be quantized by performing a path integral over the normalizable modes, taking them off-shell in the process, whilst leaving the left and right non-normalizable modes (the sources) frozen at the respective boundaries. Since the normalizable modes, by definition, have a finite action (with the addition of suitable counterterms as usual), they contribute to the semiclassical path integral with an amplitude determined by the said action. Summing over all the off-shell modes leads to an answer which is a functional purely of the non-normalizable sources. This is the standard GKPW [64, 65] dictionary of AdS/CFT applied to the grSK saddle, as indeed argued for in some detail in [13] for some specific values of \( M \).

### 4.1.2 The non-Markovian case: \( M + 1 \leq 0 \)

Let us turn to the case \( M + 1 \leq 0 \). Realize that turning on \( J_R - J_L \) is now tantamount to turning on a non-normalizable mode that grows at infinity as \( r^{1|M|} \). In the most general solution at zero derivative order, the coefficient of this growing solution, \( c_m \) in (4.3), is the
same in both left and the right branches of the grSK geometry. Thus, imposing double boundary conditions on non-normalizable modes has no solution at the zero derivative order! Again for reasons that will become clear shortly, we will term such a designer field with $M + 1 \leq 0$ where this phenomena happens as a non-Markovian probe.

How should one proceed in this case? One may wish to change the boundary condition to freeze the growing mode. This would clearly work and would involve changing the variational principle to keep the mode parameterized by $c_m$ to be frozen. Operationally this is a Legendre transformation on the space of boundary conditions, akin to the choice made for highly relevant operators [66] or multi-trace deformations in AdS/CFT [67]. Indeed, explicit computations reveal that the non-normalizable modes start differing on the two branches as we go to higher orders. This would however have to be done at the expense of abandoning the gradient expansion and letting $c_m$ have non-analytic dependence on $\omega$ and $k$. With these changes we would be able to write down a solution with double boundary conditions on the non-normalizable modes. With these modifications one could come up with an ‘alternate’ GKPW dictionary for such probes, enabling us thereby compute their Schwinger-Keldysh correlation functions.

It is however worth reflecting on the physics prior to abandoning the gradient expansion altogether. The failure of the long wavelength, low frequency expansion in the bulk, is indicative of the fact that there are slow propagating degrees of freedom in the probe. These prevent us from approximating the correlators by contact terms at long distances and times. In other words the system retains memory of its origins, justifying the characterization of such designer probes as non-Markovian.\textsuperscript{14} Attempting to solve the bulk problem with double boundary conditions on non-normalizable modes is tantamount to integrating out these slow degrees of freedom by going beyond the derivative expansion.

But what if we did not want to integrate out these modes? We might want to freeze the slow modes and integrate out only the fast modes (as in the derivation of the Born-Oppenheimer effective potential for nuclei). The latter can be tackled in a gradient expansion. With this motivation, we ask what is the class of solutions in the bulk SK geometry where a derivative expansion is possible? As we will explain now, there is indeed such a class of solutions.

\subsection*{4.2 The well of memory: hydrodynamic moduli space}

As we have seen the non-Markovian probes are characterized by the presence of long-lived, low lying, Goldstone type modes which if integrated out lead to a non-local functional of the boundary sources (the generator of connected correlators). We will now give a precise characterization of how to deal with such modes and use them to define a low energy moduli space. Since such modes appear in the study of designer probes arising from gauge or gravitational perturbations, which in the dual field theory, corresponds to the dynamics of conserved currents, we will refer to the low energy space as the \textit{hydrodynamic moduli space}.

\textsuperscript{14}Analogously one justifies the characterization of the Markovian probes discussed in section 4.1.1 — such probes retain no memory and have no lasting effect on the system.
4.2.1 Analytic continuation into the hydrodynamic moduli space

To begin with, a mathematical characterization of solution to the non-Markovian probe’s equation of motion, may be obtained via an analytic continuation in the designer exponent $M$ from positive to negative values. When $M$ is in the Markovian regime as argued in section 4.1.1 we can set-up double Dirichlet boundary conditions on the (analytic) non-normalizable modes and a solution may be obtained order by order in the gradient expansion. Furthermore, as in the fluid/gravity correspondence [9, 10], given slowly varying non-normalizable data on the two boundaries, call them $J_R$ and $J_L$, respectively, as in (4.5), one can write down a solution of the grSK geometry which admits a local series expansion in derivatives along the boundary. The main point to note here is that the normalizable modes are fixed completely at each order in this gradient expansion in terms of the pair of non-normalizable data $J_R, J_L$. For the non-Markovian probe we propose to take the Markovian solution for a given $M > 1$ and analytically continue it to a non-Markovian solution with $M < -1$.15

The analytic continuation in the exponent $M$ from the Markovian to non-Markovian regime, roughly speaking, flips the normalizable and the non-normalizable pieces. More precisely, the normalizable modes on the Markovian side analytically continue to non-normalizable modes on the non-Markovian side. On the other hand, as we will argue now, the non-normalizable data, $J_R$ and $J_L$ on the Markovian side analytically continue into normalizable Wilsonian SK effective fields $\hat{\Phi}_R$ and $\hat{\Phi}_L$, respectively, on the non-Markovian side.

To see this, note that by analytic continuation we do indeed obtain a space of solutions for the non-Markovian system parameterized by a pair of boundary data, $\{\hat{\Phi}_R, \hat{\Phi}_L\}$. Moreover, the solutions are, by construction, obtained in a gradient expansion in these boundary parameters. This space of solutions constitutes the hydrodynamic moduli space parameterized by the effective fields $\{\hat{\Phi}_R, \hat{\Phi}_L\}$. In any such solution we can determine the doubled non-normalizable data in terms of these hydrodynamic moduli. This is equivalent to determining the hydrodynamic equations of motion for $\{\hat{\Phi}_R, \hat{\Phi}_L\}$.

In fact, the non-normalizable mode is determined as a derivative operator acting on $\hat{\Phi}_{R,L}$. This, in turn, means that if we want to set the non-normalizable modes to zero (or any fixed value for that matter), these fields should satisfy appropriate differential equations. At a linearized level, in the Fourier domain, setting the derivative operator to zero results in a dispersion relation for these fields parameterizing the boundary degrees of freedom of the non-Markovian field. We will see that the dispersion relation for the designer scalar takes the form of a diffusive mode, of the form:

$$\omega = -i \frac{d}{4\pi (|M| + 1) T} k^2 + \cdots$$

(4.6)

15For the most part of our discussion we will focus on $M < -1$ non-Markovian fields, leaving a detailed analysis of the marginal case, $M = -1$, for the future. The issue in this case is that the asymptotic behaviour is analogous to minimally coupled massive scalars at the Breitenlohner-Freedman bound, viz., solutions with an admixture of a logarithmic mode. Note $M = -1$ is physically realized for a probe Maxwell field in Schwarzschild-AdS$_5$ background.
leading to a diffusion constant \( D = \frac{d}{4\pi(|\mathcal{M}|+1)}T \). For gravitational perturbations in the vector sector which give rise to the momentum diffusion mode, using \( |\mathcal{M}| = d - 1 \), from table 1 we find \( D = \frac{d}{4\pi T} \) which is a rewriting of the famous relation for the shear viscosity since \( D = \frac{\eta}{\nu} = \frac{\eta}{T} \) [5]. We will actually demonstrate a more remarkable fact: the non-Markovian dispersion relation can be obtained by analytically continuing the retarded Green’s function of the corresponding Markovian field, cf., section 6.3.

The SK Green’s function for the non-Markovian probe can be then obtained by solving the hydrodynamic equations for \( \tilde{\Phi}_{R,L} \) and inverting these moduli in terms of the doubled non-normalizable data. In this approach, at the first step one obtains the bulk solution as a local expression in terms of the fields \( \tilde{\Phi}_{R,L} \). The non-locality of the SK correlators appears only in the second step where we solve for \( \tilde{\Phi}_{R,L} \) in terms of the appropriate non-normalizable sources. These two steps then have a very natural Wilsonian interpretation: the first step involves integrating out the fast modes and parameterizing the solution in terms of the state (because these are normalizable data) of the slow modes. In the second step, we then solve for the slow modes in terms of their sources which give rise to correlations over long distances and times.

These facts justify why the intermediate objects \( \tilde{\Phi}_{R,L} \) can be interpreted as the effective fields on the SK contour. Our strategy may be summarized as starting in the forgetful sector and analytically continuing into the hydrodynamic moduli space, regaining memory when we finally solve for the dispersion of the long-lived, low momentum, hydrodynamic modes. This picture characterizes, quite universally, the essential physics of diffusive dynamics.

Equivalently, one might be interested in the local Wilsonian SK effective action which yields the above hydrodynamic equations for non-Markovian probes. This can be done by deriving the Legendre transform of the on-shell action parameterized by non-normalizable modes. As we will argue later, freezing non-normalizable modes at the AdS boundary requires one to quantize the non-Markovian probes with Neumann boundary conditions. In turn, one requires a variational boundary term to the free designer scalar action \( (3.1) \) to impose such a Neumann boundary condition. Fortunately, the Legendre transform we are after cancels the aforementioned variational boundary term. Thus, a direct on-shell evaluation of the free designer scalar action \( (3.1) \) in terms of normalizable modes \( \{\tilde{\Phi}_{R,L}\} \) will give us the required local Wilsonian SK effective action.\(^{16}\) We will refer to this Schwinger-Keldysh effective action as the Wilsonian influence functional for reasons that will be elucidated below.

### 4.2.2 Observables on hydrodynamic moduli space

A general system would have both Markovian and non-Markovian modes interacting with each other. As a prototypical example, one can consider dynamics of energy-momentum tensor in a CFT, which is dual to gravitational Einstein-Hilbert dynamics. The tensor

\(^{16}\)For a free massless scalar one sees that the change from the Dirichlet to Neumann boundary conditions involves a variational boundary term \( \phi \partial \phi \), which is the product of the field and its conjugate momentum. The Legendre transformation switching between the generating function of correlators and the Wilsonian effective action parameterized by the normalizable modes requires an addition of \( -\phi \partial \phi \), which exhibits the fortunate cancellation alluded to above.
sector of the energy-momentum dynamics is Markovian, but the vector and scalar sectors are non-Markovian (see table 1). These sectors interact with each other (beyond the quadratic order) due to the non-linearities of gravity. We would like to characterize the observables in such a system.

We can parameterize the Markovian field data with non-normalizable sources \( \{ J_R, J_L \} \). The non-Markovian sector we continue to parameterize with the right/left (normalizable) hydrodynamic moduli \( \{ \Phi_R, \Phi_L \} \) introduced above. The full bulk solution can be parameterized in terms of this data in a boundary gradient expansion.

Evaluating the on-shell action of this bulk solution we will get a local action, viz., something which takes the form:

\[
S_{\text{WIF}}[J_R, J_L, \Phi_R, \Phi_L] = \int d^4x \mathcal{L}_{\text{WIF}}[J_R, J_L, \Phi_R, \Phi_L],
\]

where \( S_{\text{WIF}} \) is the Wilsonian influence functional for the hydrodynamic moduli. We can add non-Markovian sources, \( \{ \tilde{J}_R, \tilde{J}_L \} \), to this action and obtain the hydrodynamic equations for \( \{ \Phi_R, \Phi_L \} \) in the presence of these sources. Alternately, as explained in section 4.2.1, we may obtain these hydrodynamic equations by looking at the non-normalizable (source) data for the non-Markovian sector in the full bulk solution. Furthermore, the normalizable data for the non-Markovian sector yield the expectation values of the hydrodynamic moduli, i.e., for the dual gauge invariant boundary operators (single trace primaries).

Our procedure is similar in spirit to the holographic Wilsonian renormalization group \([68, 69]\) and semi-holographic models \([34]\). In that case one solves for the bulk dynamics with Dirichlet boundary conditions at some intermediate radial position (corresponding to mixed boundary conditions at the AdS boundary) and thence integrating over the chosen Dirichlet data on this fiducial surface. Closer in spirit is the seminal discussion of \([35]\) who were interested in deriving the universal low energy dynamics of holographic liquids.

Our main goal in the rest of the paper is to explicitly construct the space of solutions advertised above, order by order in a gradient expansion, for the designer scalars and gauge fields, and establish a clear link to the advertised physics of charge and momentum diffusion. We will obtain from our analysis the Wilsonian influence functional (4.7) in these models, which serves as our input to the integral over the hydrodynamic moduli space. In the following sections we will implement this exercise at the quadratic order for probe scalars, gauge fields, and gravitons.

5 Time-reversal invariant scalar system 1: Markovian dynamics

We now turn to a detailed analysis of the designer scalar system introduced in section 3. We first elaborate on the construction of the ingoing solution which is analytic at the horizon. We have already explained that there is a unique analytic solution once we fix the overall normalization, albeit one that has a very different interpretation depending on whether we are dealing with a Markovian (\( M + 1 > 0 \)) or a non-Markovian (\( M + 1 < 0 \)) probe.

For the Markovian fields as explained in section 4.1.1 an asymptotic Dirichlet boundary condition serves to uniquely pick out the analytic Green’s function with fixed normalization.
Once we have the ingoing Green’s function we can determine the outgoing Green’s function by exploiting the time-reversal isometry (2.9) of the geometry.

With this understanding we will now describe the explicit solutions for the ingoing Green’s functions in a gradient expansion along the boundary for Markovian scalars $M > -1$. We work in the Fourier domain and denote by $G^\text{in}_M(\omega, r, k)$ the solution that is analytic at the horizon. In the Markovian sector, this is the retarded boundary to bulk Green’s function which encodes the infalling quasinormal modes of $\phi_M$.

5.1 Ingoing solution in derivative expansion

We parameterize $G^\text{in}_M$ in a derivative expansion as follows:\footnote{The expressions can be made much more compact by passing to the dimensionless $\rho$ coordinate (2.5). We however stick to the radial variable as it is more familiar in the black hole context.}

$$
G^\text{in}_M = e^{-ib\omega F(M, \xi)} \left[ 1 - q^2 H_k(M, \xi) - w^2 H_\omega(M, \xi) + i w q^2 I_k(M, \xi) + i w^3 I_\omega(M, \xi) + \cdots \right],
$$

(5.1)

where we have introduced dimensionless frequencies and momenta,

$$
w = b\omega = \frac{d}{4\pi} \beta \omega, \quad q = bk = \frac{d}{4\pi} \beta k.
$$

(5.2)

In writing the expansion we have exploited the fact that the spatial reflection symmetry of the background guarantees the absence of terms odd in the momenta $k$ and have restricted attention to the first three orders in the gradient expansion. The choice of parameterization above, where we separate out the factor $e^{-ib\omega F(M, \xi)}$ is made to simplify the structure of the derivative expansion. Our parameterization is largely inspired by the fluid/gravity literature especially [70].

We employ the following normalization convention for our ingoing Green’s function, demanding,

$$
\lim_{\xi \to \infty} G^\text{in}_M(\omega, r, k) = 1,
$$

(5.3)

and that $G^\text{in}_M(\omega, r, k)$ be analytic everywhere. This implies that in the Markovian case of $M > -1$ we will simply require the functions $F$, $H_k$, $H_\omega$ and other higher order gradient terms to vanish asymptotically. Thus we seek purely normalizable solutions to the wave equation (4.1) at higher orders in the derivative expansion. The non-Markovian results will be obtained by analytically continuation in $M$.

Plugging in our ansatz (5.1) into (4.1), we get a hierarchy of radial second order ODEs of the form:

$$
\frac{d}{dr} \left( r^{M+2} f \frac{d\tilde{f}(r)}{dr} \right) = \tilde{J}(r),
$$

(5.4)

where $\tilde{f}$ is a placeholder for a function that appears at some order in the gradient expansion and $\tilde{J}$ refers to the `source’ constructed out of lower order terms in the gradient expansion. We therefore need to invert the differential operator $\frac{d}{dr} \left( r^{M+2} f \frac{d}{dr} \right)$ which bears a close similarity to the fluid/gravity discussion of [9].
Moreover, we already know the two homogeneous solutions of this differential operator from (4.3). The constant mode is analytic and is killed by the boundary conditions, while the monodromy mode is singular at the horizon. Hence the solution to the (5.4) is unique at any order in the derivative expansion.

The strategy to find this unique solution is then straightforward: we start with a particular solution to the equation and subtract from its derivative a piece that is a multiple of \( \frac{1}{r^{M+2}} \), so as to make it analytic, and then integrate it back up. In the final integral we impose the vanishing of the functions at infinity. Schematically, we have (we use the dimensionless variable \( y \) in the expressions below):

\[
\mathcal{F}(\xi) = \int_{-\infty}^{\xi} dy \int_{1}^{y} f(y') \, dy' \tag{5.5}
\]

Since the inner integral usually involves the difference of function evaluated at some radial position from its value at the horizon, we will introduce a shorthand notation for this combination by decorating the symbol with a hat, viz., for any \( \mathcal{F}(M, \xi) \) we define

\[
\hat{\mathcal{F}}(M, \xi) \equiv \mathcal{F}(M, \xi) - \mathcal{F}(M, 1). \tag{5.6}
\]

It is amusing to write the iterated integral expression in (5.5) as follows in the \( \rho \) coordinate of (2.5):

\[
\mathcal{F}(\rho) = \int_{0}^{\rho} d\tilde{\rho} \frac{\tilde{\rho}^{s(1+M)-1}}{1 - \tilde{\rho}} \int_{1}^{\tilde{\rho}} \mathcal{F}(\rho') \, d\rho', \quad s = \frac{1}{d} \tag{5.7}
\]

This is a Bose-Einstein integral. (For more direct verification introduce a further change of variables \( \rho = e^{-z} \)). This suggests a formal analogy between the solutions to the wave equation in the black hole background to the Chapman-Enskog and Grad moment methods for solving the Boltzmann equation by perturbing around the equilibrium Maxwell-Boltzmann distribution (cf., [71]). The really curious fact, though one we are quite used to from AdS black holes, is that the wave equation immediately is aware of the statistical distribution functions. In a certain sense the above form suggests that the black hole solution itself should be viewed as a coherent state of gravitons distributed according to bosonic statistics with the radial direction playing the role of an energy scale.

\section{Explicit parameterization of ingoing Green’s function}

Proceeding in a manner described above, we reduce the problem to the following set of equations for the functions \( \{ F, H_k, H_\omega, I_k, I_\omega \} \) that appear at the first three orders in the gradient expansion. The first two of these satisfy a simple first order equation after integrating up once, see appendix A.1.

The differential equations above can be solved using incomplete Beta functions \( B(a;0;\rho) \) with one of its arguments being zero.\footnote{Some basic facts about this subclass of incomplete Beta functions are collected in appendix E.} To keep our expressions compact we will write the
solutions using the shorthand $s = \frac{1}{d}$ and use the dimensionless $\rho$ coordinate (2.5). For the functions $F$ and $H_k$ we immediately find:

$$F(M, \xi) = s B(s, 0; \rho) - s B(s(M + 1), 0; \rho),$$

$$H_k(M, \xi) = \frac{s}{M - 1} \left[ B(2s, 0; \rho) - B(s(M + 1), 0; \rho) \right]. \tag{5.8}$$

They satisfy the defining ODE obtained from (4.1) at $O(\omega)$ and $O(k^2)$, respectively. The differential equations themselves can be found in (A.9).

The solution for $H_\omega$ can be also written down directly, but it is helpful to first define a new function $\Delta(M, \rho)$ via

$$\Delta(M, \xi) \equiv s B(s(1 - M), 0; \rho) - s B(s(1 + M), 0; \rho). \tag{5.9}$$

This combination is antisymmetric in $M \rightarrow -M$ and is introduced to simplify aspects of the analytic continuation from the Markovian to the non-Markovian case. It too satisfies a simple ODE (A.11). We parameterize the solution for the function $H_\omega$ in terms of $\Delta$ as

$$H_\omega(M, \xi) = s \left[ \frac{1}{2} \Delta(M, \rho) - \Delta(M, 1) \right] B(s(1 + M), 0; \rho)$$

$$\quad + \frac{s^2}{2} \sum_{n=0}^{\infty} \left( \frac{1}{n + s(1 - M)} - \frac{1}{n + s(1 + M)} \right) B(n + 2s, 0; \rho). \tag{5.10}$$

One can check that this function satisfies (A.10) and the boundary conditions (5.3).

A similar analysis applies for the third order functions $I_k$ and $I_\omega$ which are sourced by $\hat{H}_k$ and $\hat{H}_\omega$, respectively. The reader can find the details in appendix A.1, where we solve the equations using similar tricks; for instance we introduce new functions $\Delta_k$ and $\Delta_\omega$ in parallel with $\Delta$ to simplify the analytic continuation and extraction of asymptotics.

All of the functions $\{F, H_\omega, H_k, I_\omega, I_k\}$ vanish as a power law for Markovian probes $(M > -1)$ as we approach the asymptotic boundary. In particular, we have up to the second order:

$$F(M, \xi) \sim O(\xi^{-1}), \quad H_\omega(M, \xi) \sim O(\xi^{-2}), \quad H_k(M, \xi) \sim O(\xi^{-2}), \quad \text{as } \xi \rightarrow \infty. \tag{5.11}$$

The complete series solution is in fact easily read off using the defining series representation of the incomplete beta function (E.1). The non-trivial behaviour is that of the auxiliary function $\Delta(M, \xi)$ which one can check asymptotes as (for $M > -1$)

$$\Delta(M, \xi) \sim O(\xi^{M-1}), \quad \text{as } \xi \rightarrow \infty. \tag{5.12}$$

This is in fact one reason for introducing the function (and others of its kind at higher orders) — one can use it to isolate the modes that grow rapidly as we approach the boundary.\footnote{There is another more important reason: the analytic continuation to $M < -1$, which we will describe in section 6.}
With this data the ingoing Green’s function for the Markovian problem can be written down given the parameterization in (5.1). As noted above there are no subtleties with the asymptotic behaviour since these modes satisfy the standard Dirichlet boundary conditions at the AdS boundary (and the source has been fixed to unity). To extract the boundary correlators we need to supply some counterterms as function of the boundary sources as usual. We turn to these issues next.

5.3 Counterterms and boundary correlators: Markovian scalar

To wrap up the discussion, and to obtain the boundary observables, we will give a quick summary of the canonical conjugate momentum of the designer scalar system (3.1). For the Markovian probe the canonical conjugate is simply the normalizable mode, whose large \( r \) expansion yields the expectation value of the dual single trace primary of the boundary CFT.

For the action (3.1) the momentum conjugate to radial evolution is given by the normal derivative. Letting \( n^A \) be the unit spacelike normal to the fixed \( r \) hypersurface, and \( \gamma_{\mu\nu} \) the induced timelike metric on the hypersurface (see section 2), we have the projected derivative

\[
\partial_n \varphi_M \equiv n^A \nabla_A \varphi_M = \frac{1}{r \sqrt{f}} \mathbb{D}^+_\varphi_M ,
\]

in terms of which the canonical momentum density is given by

\[
\pi_M = -\sqrt{-\gamma} e^{\chi_s} \partial_n \varphi_M = -r^M \mathbb{D}^+ \varphi_M ,
\]

where we used \( e^{\chi_s} = r^M + 1 - d \).

As is often the case in AdS/CFT we are interested in the renormalized value of this canonical conjugate density evaluated on the ingoing solution, given in a derivative expansion. An explicit computation gives up to the third order in gradient expansion the following:

\[
r^M \mathbb{D}^+ G^\text{in}_M = \frac{r^{M-1}}{M-1} (k^2 - \omega^2) G^\text{in}_M + \cdots
\]

\[
+ \frac{1}{b^{M+1}} \left\{ -i w - \frac{q^2}{M-1} + w^2 \left( \Delta(M,br) + \frac{(br)^{M-1}}{M-1} - \Delta(M,1) \right) \right. \\
\left. - 2i \left[ q^2 H_k(M,y) + w^2 H_\omega(M,y) \right]_{y=br}^{y=1} + \cdots \right\} G^\text{in}_M .
\]

We have organized the result to isolate the terms that are pure UV effects from the point of view of the boundary CFT and those that have non-trivial knowledge of the black hole (and thus IR physics in the CFT). In the first line we have collected a set of terms where a temperature-independent operator acts on \( G^\text{in}_M \). In the Markovian case with \(-1 < M < d\), these vacuum UV contributions, which diverge as \( r \to \infty \), whereas the last two lines have

\[20\text{In the non-Markovian case one will instead be dealing with the source of the dual field theory (at a given point in the hydrodynamic moduli space).}]}
a finite limit. In making this statement, we have used the asymptotic expansions given in (5.11) and (5.12).

To remove the vacuum contribution, we add, as usual, counterterms to our original action. The correct counterterm we need to add can be inferred from the above expansion

\[
S_{ds}[\varphi_M] = -\frac{1}{2} \int d^{d+1}x \sqrt{-g} e^{\chi_s} \nabla^A \varphi_M \nabla_A \varphi_M - \frac{c^{(2)}_\varphi}{2} \int d^{d+1}x \sqrt{-g} e^{\chi_s} \gamma^{\mu\nu} \partial_\mu \varphi_M \partial_\nu \varphi_M.
\]

One can check that the desired counterterm coefficient is fixed by the asymptotic behaviour of the solution to be

\[
c^{(2)}_\varphi = -\frac{1}{M-1}.
\]

Including this boundary counterterm, the renormalized canonical conjugated density to \(\varphi_M\) is

\[
\pi_M|_{\text{ren}} = -r^M \mathbb{D}_+ \varphi_M - \frac{1}{M-1} \sqrt{f} r^{M-1} \left( \partial_i \partial_i - \frac{1}{f} \partial_0^2 \right) \varphi_M.
\]

Note that we have only retained the counterterms till quadratic order in the gradient expansion. Higher derivative counterterms may be necessary depending on \(M\) and the spacetime dimension.

To cubic order, we can finally give the expression for the renormalized retarded boundary two-point function, \(K^m_M(\omega, k)\), of the operator dual to the field \(\varphi_M\). We find taking the asymptotic limit:

\[
K^m_M(\omega, k) \equiv -\lim_{r \to \infty} \pi_M|_{\text{ren}} = \frac{1}{f^{M+1}} \left\{ -i\omega - \frac{q^2}{M-1} - \omega^2 \Delta(M, 1) + 2i\omega \left[ \frac{q^2 H_k(M, 1) + \omega^2 H_\omega(M, 1)}{f^{M+1}} \right] + \cdots \right\}
\]

The explicit values of the functions appearing in the gradient expansion at the horizon are given in (A.25) and (A.26) using which we can write down an explicit formula for the retarded boundary correlator for a Markovian scalar with Markovianity index \(M\) dual to a field theory operator in \(d\) spacetime dimensions. This is the central result for the Markovian sector. We will use it later to compute the full set of thermal Schwinger-Keldysh correlators from the grSK geometry in section 7.

6 Time reversal invariant scalar system 2: non-Markovian dynamics

We have understood the Markovian designer scalar as a generalization of the massive scalar probes studied in [13] and now are in a position to tackle the non-Markovian probe. As noted in section 4.1.2 we are not allowed to simply impose Dirichlet boundary conditions in the non-Markovian case. The analytic solution is normalizable at leading order in the gradient expansion to begin with. As we proceed in the gradient expansion we would need to additionally turn on appropriate non-normalizable modes to support the normalizable mode. This is a tedious way to proceed. Fortunately, as explained in section 4.1.2 we can sidestep the issue by demanding that the non-Markovian solution for a given \(M < -1\) be related...
to a Markovian solution for a corresponding value \(-M > 1\).\(^{21}\) Per se, this is merely a convention for parameterizing the solutions: any other parameterization can be related to our prescription by a field redefinition of the non-Markovian modes, which is always permitted.

Before we embark on our analysis let us pause to make a note regarding our terminology. Our use of the adjectives ‘normalizable’ and ‘non-normalizable’ refers a-priori to the particulars of the fall-off behaviour of the mode functions. A mode that grows as \(r \to \infty\) will be classified as non-normalizable if its near-boundary expansion starts off with a non-negative exponent. These are modes we imagine having to freeze at the AdS boundary and taking them to specify the boundary conditions for radial evolution. How we treat such modes and construct a classical phase space and thence the Hilbert space by imposing canonical commutation relations depends on boundary conditions, counterterms etc., which dictate what the inner product ought to be. We will of course see in a while that our adjectives are indeed appropriate, as we will exhibit a well defined variational problem for the non-Markovian fields with Neumann boundary conditions.

6.1 Parameterization of the ingoing solution

We will start with the explicit solutions for the ingoing solution in a gradient expansion along the boundary for our non-Markovian scalars \(M < -1\). We will continue to work in the Fourier domain and denote the inverse Green’s function which is analytic at the horizon by \(G^u_{-M}(\omega, r, k)\). This function is no longer the retarded boundary to bulk Green’s function describing the infalling quasinormal modes of \(\varphi_{-M}\). Rather it corresponds to the inverse Green’s function, which gives the sources in terms of field expectation values. In other words this is the derivative operator that defines the hydrodynamic equations.

We parameterize \(G^u_{-M}(\omega, r, k)\) in analogy with (5.1)

\[
G^u_{-M} = e^{-i\omega F(-M,\xi)} \left[ 1 - q^2 H_k(-M,\xi) - w^2 H_\omega(-M,\xi) \\
+ iwq^2 I_k(-M,\xi) + iw^3 I_\omega(-M,\xi) + \cdots \right].
\]

(6.1)

We may once again follow the steps outlined in section 5.2 and solve for the functions order by order in a gradient expansion.

Fortunately, we have already done the heavy lifting. We can now reveal the rationale behind the function \(\Delta(M,\xi)\) which we had introduced in (5.9). We recall that it was antisymmetric in \(M \to -M\). As a result it allows us to find the analytic continuation of \(\{F, H_k, H_\omega\}\) from positive to negative values of \(M\). It is straightforward to verify that:

\[
F(-M,\xi) = F(M,\xi) - \Delta(M,\xi),
\]

\[
H_k(-M,\xi) = -\frac{M-1}{M+1} H_k(M,\xi) + \frac{1}{M+1} \Delta(M,\xi),
\]

\[
H_\omega(-M,\xi) = -H_\omega(M,\xi) + \Delta(M,1) \Delta(M,\xi) - \frac{1}{2} \Delta(M,\xi)^2.
\]

\(^{21}\)For technical reasons we will refrain from considering the special values \(M = \pm 1\) in our discussion. This is an interesting degenerate class that should be dealt with separately.
For $M < -1$ (the non-Markovian case) we use these definitions for the analytic continuations. Expressions at higher orders may similarly be derived, cf., (A.15) which are relevant at the third order. We will need these for the construction of the boundary observables. This completes for us the specification of the ingoing inverse Green’s function at the first few orders in the gradient expansion.

6.2 The non-Markovian inverse Green’s function and dispersion relations

Armed with $G^\text{in}_{-M}$ we can proceed as suggested in section 4.2. The primary novelty in our discussion lies for the non-Markovian fields, the Markovian sector being a simple extension of the analysis in [13] as discussed hitherto in section 5.3. We will proceed to delineate non-Markovian observables, elaborate on some of the points made in section 4.2 and extract the dispersion relation for these long-lived modes.

Let us examine more closely the derivative expansion for the non-Markovian ingoing inverse Green’s function $G^\text{in}_{-M}(\omega,r,k)$. We use the parameterization (6.1) which we write out explicitly using (6.2), as

$$G^\text{in}_{-M} = 1 - i\omega F(-M,\xi) - \frac{\omega^2}{2} F(-M,\xi)^2 - q^2 H_k(-M,\xi) - \omega^2 H_\omega(-M,\xi) + \cdots$$

$$= 1 - i\omega F(M,\xi) - \frac{\omega^2}{2} F(M,\xi)^2 + \frac{M-1}{M+1} q^2 H_k(M,\xi) + \omega^2 H_\omega(M,\xi) - \left[ -i\omega + \frac{q^2}{M+1} + \omega^2 \Delta(M,1) - \omega^2 F(M,\xi) \right] \Delta(M,\xi) + \cdots .$$

(6.3)

As discussed in (5.11) for positive $M$, the functions $\{F, H_k, H_\omega\}$ vanish at infinity whereas (5.12) shows that $\Delta(M,\xi) \sim \xi^{M-1}$ at large $r$. It follows that the asymptotic behaviour of $G^\text{in}_{-M}$ is given up to second order in boundary gradients by\(^{22}\)

$$G^\text{in}_{-M}(\omega,r,k) \sim \frac{(br)^{M-1}}{M-1} \left[ -i\omega + \frac{q^2}{M+1} + \omega^2 \Delta(M,1) + \cdots \right] .$$

(6.4)

This demonstrates explicitly our earlier claim: in the non-Markovian case turning on a normalizable ingoing solution inevitably turns on the non-normalizable mode at higher orders in derivative expansion (at generic $\{\omega,k\}$). There is however a subset of $\{\omega,k\}$ defined by a dispersion relation where this non-normalizable mode vanishes. At these loci alone can one have a purely normalizable ingoing solution.

To extract this more efficiently, let us parameterize the non-Markovian inverse Green’s function in a particularly convenient form. We write:

$$G^\text{in}_{-M}(\omega,r,k) = \tilde{G}^\text{in}_{-M}(\omega,r,k) \left[ 1 - \frac{1}{b M-1} K^\text{in}_{-M}(\omega,k) \Xi_m(\omega,r,k) \right]$$

(6.5)

\(^{22}\)Explicit results, accurate to third order in the gradients, are given in appendix A.2.
The three pieces introduced above in the parameterization are the following:

- \( K_{\text{in}}^{\text{M}}(\omega, k) \) is a dispersion function whose vanishing locus parameterizes a hyperspace of the \((\omega, k)\) space where normalizable modes exist. Explicitly, we find:

\[
K_{\text{in}}^{\text{M}}(\omega, k) = b^M - \frac{\omega}{M+1} + M^2 \Delta(M, 1) + \cdots
\]  

(6.6)

up to the second order in the gradient expansion. At third order the relevant expression can be found in (A.20).

- \( \Xi_{\text{nn}}(\omega, k) \) is the non-normalizable mode function that is generically turned on at higher orders in the gradient expansion, as anticipated previously. An explicit expression accurate to third order can be found in (A.21).

- Finally, \( \tilde{G}_{\text{in}}^{\text{M}}(\omega, r, k) \) is a purely normalizable component of the Green’s function given in (A.22) up to third order in gradients. We note that \( \tilde{G}_{\text{in}}^{\text{M}}(\omega, r, k) \) is very closely related to \( G_{\text{in}}^{\text{M}}(\omega, r, k) \), the ingoing boundary to bulk Green’s function of the Markovian case obtained earlier in (5.1) (there are small differences in the scaling of the various functions, see appendix A.2).

Let us examine the locus where the ingoing non-Markovian Green’s function is purely normalizable. The hypersurface is parameterized in the form of a dispersion relation which from (6.6) takes the form:

\[
0 = i\omega - \frac{\omega^2}{M+1} - \omega^2 \Delta(M, 1) + \cdots
\]  

(6.7)

We recognize this as the dispersion relation of a diffusion mode with the diffusion constant \( \frac{b}{M+1} \) as advertised in (4.6), along with some higher order corrections. Thus the moduli space of purely normalizable ingoing solutions in non-Markovian case is identical to the moduli space of solutions of a generalized diffusion equation. This should be contrasted against the Markovian case where there is no purely normalizable ingoing solution and the corresponding moduli space is an empty set.

Using the results of appendices A.2 and A.3 we can write down the dispersion relation to the third order in the gradient expansion for a \( d \) dimensional boundary field theory as:

\[
0 = i\omega - \frac{\omega^2}{M+1} - \omega^2 \Delta(M, 1) + 2i\omega q^2 M^{-1} H_k(M, 1) + 2i\omega q^2 H_\omega(M, 1) + \cdots,
\]

\[
= i\omega - \frac{\omega^2}{M+1} - \frac{\omega^2}{d} \left[ \frac{\psi(M+1)}{d} - \psi(\frac{1-M}{d}) \right] + 2i\omega q^2 \left[ \frac{\psi(M+1)}{d} - \psi(\frac{2}{d}) \right]
\]

\[
+ i\omega^3 \left\{ \frac{\psi(M+1)}{d^2} \left[ \psi(M+1) - \psi\left(\frac{1-M}{d}\right) \right] + \sum_{n=0}^{\infty} \left[\frac{1}{n + M - 1} - \frac{1}{n + M - 2} \right] \psi\left(\frac{n+2}{d}\right) \right\} + \cdots,
\]  

(6.8)

where \( \psi(x) \) is the digamma function.
6.3 Two observations about non-Markovian scalars

Before we proceed to discuss further details about the Markovian scalars, let us make note of two observations that while empirical at this point, suggest a deeper principle in operation.

The dispersion function & the Markovian Green’s function. We had deliberately denoted the renormalized Markovian retarded Green function as \( K_{\omega, k}^{\text{ret}} \) in (5.19). As can be readily checked, this function is the analytic continuation of the non-Markovian dispersion function \( K_{-M}^{\text{in}}(\omega, k) \) obtained in (6.6) (for the third order expression see (A.20)). We thus come to a remarkable conclusion: not only are the solutions in the Markovian and non-Markovian bulk-boundary ingoing Green’s functions related by analytic continuation, but more interestingly, the dispersion function of the non-Markovian field can also be obtained by analytically continuing the retarded boundary Green’s function of the Markovian field. While we have not given a general argument why this should be the case, the fact that this holds till third order in derivative expansion is a strong evidence for this statement. If this statement is assumed to be true, it gives the simplest way to compute the dispersion function on the non-Markovian side without ever having to solve the non-Markovian problem.

A field redefinition to diffusion. We had mentioned in section 4.2, with a suitable field redefinition, the dispersion relation obtained above can be made into a explicit diffusion dispersion. Let us describe now in detail how this could be achieved. Consider a rescaling of the non-Markovian inverse Green’s function by a factor, viz.,

\[
\tilde{G}_{-M}^{\text{in}} \equiv \left( 1 - i \omega \Delta(M, 1) + \frac{q^2}{M+1} \Delta(M, 1) + \cdots \right) G_{-M}^{\text{in}}
\]

\[
= e^{-i \omega \Delta(M, 1)} \times e^{-i \omega F(-M, \xi)} \left[ 1 - q^2 \left( H_k(-M, \xi) - \frac{\Delta(M, 1)}{M+1} \right) \right. \\
\left. \quad - \omega^2 \left( H_\omega(-M, \xi) - \frac{1}{2} \Delta(M, 1)^2 \right) + \cdots \right] \tag{6.9}
\]

where we have distributed the constant shift by \( \Delta(M, 1) \) into the various functions appearing in the parameterization. By construction, \( \tilde{G}_{-M}^{\text{in}} \) also solves the generalized KG equation with the exponent \( M \). It has an asymptotic behaviour

\[
\tilde{G}_{-M}^{\text{in}} \sim \frac{(br)^{M-1}}{M-1} \left( -i \omega + \frac{q^2}{M+1} \right) + \cdots 
\tag{6.10}
\]

which as presaged gives us the correct diffusive dispersion relation, accurate to second order.

6.4 Counterterms and boundary correlators: non-Markovian scalar

By direct computation we obtain the canonical conjugate momentum of the non-Markovian scalar to be

\[
\pi_{-M} = -r^{-M} \mathbb{D}_+ G_{-M}^{\text{in}}(\omega, r, k) = -r^{-M} \mathbb{D}_+ \tilde{G}_{-M}^{\text{in}}(\omega, r, k) + \frac{r^{-M}}{M-1} K_{-M}^{\text{in}}(\omega, k) \mathbb{D}_+ \left[ \tilde{G}_{-M}^{\text{in}}(\omega, r, k) \Xi_{\text{in}}(\omega, r, k) \right] \tag{6.11}
\]

\[
= -K_{-M}^{\text{in}}(\omega, k) + \text{subleading}
\]
In deriving the above we have used the asymptotic behaviour obtained in (A.23) and (A.24). This can also be directly obtained from direct differentiation of (6.4).

What we see here is that the canonical momentum conjugate to the non-Markovian designer scalar picks out the non-normalizable mode of the field. Moreover, since the asymptotic behaviour of \( \pi_{-M} \) is finite, one needs no counterterms to regulate it. These facts are a-priori quite counter-intuitive. The standard AdS/CFT dictionary relates the non-normalizable mode to the asymptotic field value, and not to the conjugate momentum (this is indeed the case for the Markovian scalar, see section 5.3). The non-Markovian field is very unconventional in this regard. One can discern that the dilatonic coupling in (3.1) is highly damped in the near AdS-boundary region and is clearly responsible for this unconventional behaviour.

Armed with the observation above, we can ask how does one quantize the non-Markovian designer field with AdS asymptotic boundary conditions. The usual rules of AdS/CFT tell us that the modes that grow asymptotically are to be frozen. We see here that \( \pi_{-M} \) is the non-normalizable mode which we need to freeze. The standard AdS boundary conditions freeze the field, but freezing the conjugate momentum is easy to do. Instead of quantizing \( \varphi_{-M} \) with Dirichlet boundary conditions we impose Neumann boundary conditions on the non-Markovian field.

In practice implementing Neumann boundary conditions is simple: one simply starts with the usual Dirichlet boundary conditions where the asymptotic field value is frozen and then Legendre transforms to the Neumann boundary condition where the momentum is frozen instead. This is the usual story for the alternate and multi-trace boundary conditions in AdS/CFT [66, 67]. To wit, the variational problem of the non-Markovian field, which defines the classical phase space, and subsequently is used to compute the generating function of connected correlators, requires one Legendre transform to impose Neumann boundary conditions. One would define the action for the non-Markovian scalar, completing the discussion around (3.1), as

\[
S_{ds}[\varphi_{-M}] = -\frac{1}{2} \int d^{d+1}x \sqrt{-g} \, e^{\chi_s} \nabla^A \varphi_{-M} \nabla_A \varphi_{-M} + \int d^d x \sqrt{-\gamma} \, e^{\chi_s} \, \varphi_{-M} n^A \nabla_A \varphi_{-M} + S_{ct},
\]

\[
= -\frac{1}{2} \int d^{d+1}x \sqrt{-g} \, e^{\chi_s} \nabla^A \varphi_{-M} \nabla_A \varphi_{-M} + \int d^d x \, e^{\chi_s} \, \pi_{-M} \varphi_{-M} + S_{ct}. \tag{6.12}
\]

Here we note that \( e^{\chi_s} = r^{-M+1-d} \) since we are discussing the non-Markovian scalar and used (5.14). In writing the above we have also acknowledged that there might yet be additional boundary counterterms necessary to compute the boundary generating function

\[
Z_{SK}[\hat{J}_R, \hat{J}_L] = \int [D\varphi_{-M}] \, e^{iS_{ds}[\varphi_{-M}]}, \tag{6.13}
\]

with the bulk functional integral being assumed to be carried out on the grSK saddle geometry with non-Markovian sources \( \hat{J}_{R,L} \).

\[\text{In making this statement we are restricting attention to the Gaussian (free) non-Markovian designer scalar. If there are bulk self-interactions then one would perhaps need additional counterterms to account for renormalization of bulk Witten diagrams (the analog of source renormalization in the grSK contour discovered in [13]). We will leave it for future work to deduce such effects, if present.}\]
However, as we discussed hitherto in section 4, we compute first the Wilsonian Influence Functional which is parameterized, in the current parlance, in terms of normalizable modes (the hydrodynamic moduli). From the Wilsonian Influence Functional we can obtain the generating function of connected correlators by Legendre transforming the hydrodynamic moduli onto the non-Markovian sources.

By a happy circumstance (or clever design depending on one’s perspective), these two Legendre transformations however cancel each other out! We conclude that for the non-Markovian scalars, the standard Klein-Gordon action with no additional variational boundary terms automatically computes the effective action for the non-Markovian fields. Thus we may write:

\[
\mathcal{L}_{\text{WIF}}[\Phi_R, \Phi_L] = \int [D\varphi_{-M}] e^{i\tilde{S}_d[\varphi_{-M}]},
\]

\[
\tilde{S}_d[\varphi_{-M}] = -\frac{1}{2} \int d^{d+1}x \sqrt{-g} \, e^{A_{\varphi_{-M}}} \nabla_A \varphi_{-M} + S_{\text{ct}}. \tag{6.14}
\]

Consequently, we are in a fortuitous circumstance where the computation of the on-shell action involves no variational boundary terms. This story strongly parallels the Markovian case, which makes the analysis quite straightforward, despite the seeming complications.

There will however be boundary counterterms necessary as indicated in $S_{\text{ct}}$. While the non-normalizable modes do not need any counterterms for their definition, the normalizable mode and the on-shell action require appropriate counterterms made of non-normalizable modes to cancel the large $r$ divergences. Since the canonical momentum $\pi_{-M}$ corresponds to the non-normalizable mode, its canonical conjugate i.e., the field $\varphi_{-M}$ itself with appropriate counterterms should give the normalizable mode.

The allowed counterterms should be built out of the non-normalizable modes or what we would want to call the ‘CFT sources’ themselves viz., $\partial_n \varphi_{-M}$ following (5.13). To make this explicit, we will first rewrite $G_{-M}^{\text{in}}$ in terms of $\mathbb{D}_+ G_{-M}^{\text{in}}$ to extract the non-normalizable pieces explicitly. With a bit of algebra, we find

\[
G_{-M}^{\text{in}} = \frac{1}{r(M-1)} \left( 1 - \frac{k^2 - \omega^2}{r^2 (M-1) (M-3)} \right) \mathbb{D}_+ G_{-M}^{\text{in}} \\
+ e^{-iM F(M,\xi)} \times \left[ 1 - \frac{K_{M}^{\text{in}}}{M-1} \Xi_{\text{in}}^R (M, \xi) \right] \times \left[ 1 + \frac{k^2}{r^2 (M^2 - 1)} + \frac{M^2 - 1}{M + 1} q^2 H_k(M, \xi) \right. \\
+ \left. w^2 H_\omega(M, \xi) - i w q^2 \frac{M - 1}{M + 1} I_k(M, \xi) - i w^3 I_\omega(M, \xi) + \cdots \right]. \tag{6.15}
\]

We have isolated the large $r$ divergences in the first line. We see that this is a vacuum contribution from the $b$-independence of the prefactor. We also introduced $\Xi_{\text{in}}^R (M, \xi)$ — this is the ‘renormalized’ non-normalizable mode function which is engineered to vanish as $r \to \infty$. It is obtained from $\Xi_{\text{in}} (M, \xi)$ by a minimal subtraction scheme to remove the divergent pieces. An explicit parameterization of this function can be given in terms of data described in appendix A.1, especially the functions $\{\Delta(M, \xi), \Delta_k(M, \xi), \Delta_\omega(M, \xi)\}$.
introduced there. We find:
\[
\Xi_{\text{nn}}^{R}(M, \xi) \equiv \Delta(M, \xi) + \frac{\xi^{M-1}}{M-1}
\]
\[
-2 \frac{M-1}{M+1} q^2 H_k(M, \xi) + w^2 H_\omega(M, \xi)
\]
\[
+ \left( q^2 \frac{M-1}{M+1} - \frac{w^2}{2(M-1)} \right) \left( \Delta_k(M, \xi) - 2 \frac{\xi^{M-3}}{(M-1)(M-3)} \right) + w^2 \Delta_\omega(M, \xi) + \cdots
\]
(6.16)

Using (5.12) and (A.17) we can see that \( \Xi_{\text{nn}}^{R} \) actually vanishes as we take \( \xi \to \infty \) limit.

Having extracted out the vacuum divergences, we can cancel them by adding appropriate counterterms made of \( \partial_n \varphi_{-M} \) and its derivatives to our original action. Adding the most general counterterms admissible up to the third order in boundary derivatives, we obtain
\[
\delta S_{\text{bulk}}[\varphi_{-M}] = S_{\text{bulk}} + S_{\text{ct}}
\]
\[
S_{\text{bulk}} = -\frac{1}{2} \int d^{d+1}x \sqrt{-g} \gamma_{r}^{-M+1-d} \nabla^A \varphi_{-M} \nabla_A \varphi_{-M}
\]
\[
S_{\text{ct}} = \frac{1}{2} \int d^{d}x \sqrt{-\gamma} r^{-M+1-d} \left[ c^{(0)}_\pi (\partial_n \varphi_{-M})^2 - c^{(2)}_\pi \gamma^{\mu\nu}(\partial_\mu \partial_n \varphi_{-M})(\partial_\nu \partial_n \varphi_{-M}) \right]
\]
(6.17)

From the asymptotic behaviour of the solution we can fix the coefficients of the counterterms. We find:\(^{24}\)
\[
c^{(0)}_\pi = -\frac{1}{M-1}, \quad c^{(2)}_\pi = -\frac{1}{(M-1)^2(M-3)}.
\]
(6.18)

Let us check how these counterterms work to give us a finite result for the boundary observables. Let us first check the canonical pairs in the classical phase space prior to addition of counterterms. The variation of the bulk action \( \delta S_{\text{bulk}} \) in (6.17) gives a boundary term \( -\sqrt{-\gamma} \gamma r^{-M+1-d} \partial_n \varphi_{-M} \delta \varphi_{-M} \). The variational boundary term required to impose Neumann boundary conditions, further shifts the boundary variation to
\[
\delta S_{\text{bulk}} \bigg| \text{Neumann} \propto \int d^{d}x \varphi_{-M} \delta \left( \sqrt{-\gamma} \gamma_{r}^{-M+1-d} \partial_n \varphi_{-M} \right)
\]
\[
= \int d^{d}x \varphi_{-M} \delta \left( r^{-M} \mathcal{D}_+ \varphi_{-M} \right) = - \int d^{d}x \varphi_{-M} \delta \pi_{-M}
\]
(6.19)

This shows that the canonical conjugate of \( -\pi_{-M} \) is the field \( \varphi_{-M} \) as we had intuitively anticipated earlier and justifies our choices made hitherto.

We can account for the addition of counterterms, and learn that the regulated statement is that \( -\pi_{-M} \) is conjugate to:
\[
-\pi_{-M} \leftrightarrow \varphi_{-M} + c^{(0)}_\pi \partial_n \varphi_{-M} + c^{(2)}_\pi r^{-2} \left( \partial_i \partial_i - \frac{1}{f} \partial_\phi \right) \partial_n \varphi_{-M},
\]
\[
-\pi_{-M} \leftrightarrow \varphi_{-M} - \frac{1}{\sqrt{f}} \left[ -\frac{c^{(0)}_\pi}{r} + \frac{c^{(2)}_\pi}{r^3} \left( k^2 - \frac{1}{f} \omega^2 \right) \right] \mathcal{D}_+ \varphi_{-M},
\]
(6.20)

\(^{24}\)We will see in subsequent sections that these coefficients coincide with those for the Einstein-Hilbert action (with standard Dirichlet boundary conditions) in the special case \( M = d - 1 \).
In the second line we have written out the normal derivative in terms of the derivation $D_+$ introduced in (2.8) and passed into the Fourier domain. In the $r \to \infty$ limit, we then find the following:

$$\lim_{r \to \infty} \left\{ G^{\text{in}}_{-M} - \frac{1}{\sqrt{f}} \left[ \frac{1}{r(M-1)} - \frac{1}{r^3} \frac{1}{2(M-3)} \right] \left( k^2 - \frac{1}{f} \omega^2 \right) \right\} D_+ G^{\text{in}}_{-M} + \cdots = 1. \tag{6.21}$$

This shows that, with the choices described above, $G^{\text{in}}_{-M}$ describes the state of the non-Markovian scalar which is dual to a CFT state with a unit renormalized vacuum expectation value for the CFT single trace primary (along with a CFT source that is needed to maintain this expectation value).

7 Solution and on-shell action on grSK geometry

Having constructed the retarded boundary to bulk Green’s functions, we will now begin by constructing the solution on grSK geometry satisfying the appropriate SK boundary conditions. Once the solution is constructed, we can evaluate the on-shell bulk action on the solution to obtain the Wilsonian influence phase in the dual CFT defined in (4.7).

As described in section 4, our goal will be to integrate out the fast Markovian degrees of freedom while freezing the slow non-Markovian modes and getting a Wilsonian influence phase in terms of the doubled Markovian sources (denoted by $\{J_R, J_L\}$) as well as non-Markovian effective fields (denoted by $\{\Phi_R, \Phi_L\}$). Furthermore, as we explained in section 6.4 such a Wilsonian influence phase is computed by evaluating the on-shell action on the gravity side without including the variational counterterm that implements Neumann boundary-condition in the non-Markovian sector.

We will begin our discussion by generating the solutions that describe outgoing Hawking modes. This is most efficiently done by exploiting the $\mathbb{Z}_2$ time-reversal isometry $v \mapsto i\beta \zeta - v$ of the black brane background [13, 22] which was described in section 2. For functions in Fourier domain, this amounts to the map $\omega \mapsto -\omega$ followed by a multiplication with a factor of $e^{-\beta \omega \zeta}$ to go from the ingoing Green’s functions to the outgoing Green’s functions. We define the time-reversed Green’s function

$$G^{\text{rev}}_{M}(\omega, k) \equiv G^{\text{in}}_{M}(-\omega, k), \tag{7.1}$$

so that the outgoing Green’s function has the form

$$G^{\text{out}}_{M}(\omega, k) \equiv G^{\text{rev}}_{M}(\omega, k) e^{-\beta \omega \zeta} \equiv G^{\text{rev}}_{M}(-\omega, k) e^{-\beta \omega \zeta}. \tag{7.2}$$

Given that all our Green’s functions come with a phase factor $e^{-i\omega F(M, \xi)}$, we conclude that the outgoing Green’s functions are obtained by reversing the $\omega$’s and performing a shift

$$F(M, \xi) \mapsto F(M, \xi) + i\frac{\beta}{b} \zeta = F(M, \xi) + \frac{4\pi i}{d} \zeta, \tag{7.3}$$

where we have used the relation (2.2) to relate the inverse Hawking temperature and the inverse horizon radius of the Schwarzschild-AdS$_{d+1}$ black hole.
We have hitherto observed in section 5 and section 6 that counterterms are needed for the definition of normalizable modes within the ingoing solution. We will now see that the same counterterms render finite the on-shell action evaluated on grSK geometry which, in addition, incorporates the effects of outgoing Hawking modes. In particular, while the effective theory we derive would be non-unitary, only the unitary counterterms of the microscopic theory are needed to get finite answers.

7.1 Markovian probes

Let us begin with the Markovian sector where the analysis parallels that of [13]. The most general solution on grSK geometry (2.1) is given by

$$
\varphi_{SK}^{M}(\omega, \zeta, k) = c^{in}_{M} G_{SK}^{M}(\omega, \zeta, k) + c^{rev}_{M} G_{SK}^{rev}(\omega, \zeta, k) e^{-\beta \omega \zeta}.
$$

We relate the non-normalizable modes of the field $\varphi_{M}$ to the CFT sources at the left and the right boundaries, i.e., at $r = \infty \pm i0$ where $\zeta$ takes the values 0 and 1 respectively:

$$
\lim_{r \to \infty + i0} \varphi_{SK}^{M} = J_{L}, \quad \lim_{r \to \infty - i0} \varphi_{SK}^{M} = J_{R}.
$$

Our normalization of the ingoing Green’s function (5.3) and the action of time-reversal (7.1) together imply that the coefficients $c^{in}_{M}$ and $c^{rev}_{M}$ are given by

$$
c^{in}_{M} + c^{rev}_{M} = J_{L}, \quad c^{in}_{M} + e^{-\beta \omega} c^{rev}_{M} = J_{R}.
$$

Fixing the constants with the above boundary conditions we see that the solution of the designer scalar on the grSK geometry is then given by the following [13, 22]

$$
\varphi_{SK}^{M}(\omega, \zeta, k) = G^{in}_{M} [(n_{B} + 1) J_{R} - n_{B} J_{L}] - G^{rev}_{M} n_{B} (J_{R} - J_{L}) e^{\beta \omega (1 - \zeta)}
$$

$$
= G^{in}_{M} J_{a} + \left( n_{B} + \frac{1}{2} \right) G^{in}_{M} - n_{B} e^{\beta \omega (1 - \zeta)} G^{rev}_{M} J_{d}.
$$

where

$$
n_{B} \equiv \frac{1}{e^{\beta \omega} - 1},
$$

is the Bose-Einstein factor. In the last line of (7.7), we have defined the average-difference or Keldysh basis sources

$$
J_{a} \equiv \frac{1}{2} (J_{R} + J_{L}), \quad J_{d} \equiv J_{R} - J_{L}.
$$

It can be explicitly checked that if $G^{in}_{M}$ has a derivative expansion such that all odd powers at least have one factor of $\omega$, then $\varphi_{SK}^{M}$ can also be written in a derivative expansion [13]. More precisely, if $G^{in}_{M}$ is known till $n^{th}$ order in derivative expansion, $\varphi_{SK}^{M}$ can be determined to $(n - 1)^{th}$ order in derivative expansion. As indicated at several points in our discussion these statements should not be surprising in the Markovian designer scalar

\textsuperscript{25} An earlier incarnation of this expression was obtained in [15] on a single copy of the bulk by analogy with thermal Green’s functions in field theory.
context. The general structure largely parallels the massive scalar probes studied in the aforementioned reference.

We are now ready to compute the one-point function in the presence of sources, by examining the right/left normalizable modes. This, as presaged, requires the inclusion of the appropriate counterterms determined hitherto. Putting all the pieces computed in section 5.3 we obtain

\[
\left\langle O_{L/R} \right\rangle = \lim_{{r \to \infty}} \left[- r^M D \varphi_M + e^{(2)} \sqrt{f} r^{M-1} \left( \partial_i \partial_i - \frac{1}{f} \partial_f^2 \right) \varphi_M + \ldots \right].
\]  

(7.10)

This yields the expressions for the right and left one-point functions to be

\[
\langle O_R(\omega, k) \rangle = -K_{M}^{in}(\omega, k) \left[ (n_B + 1) J_R - n_B J_L \right] + n_B K_{M}^{rev}(\omega, k) \left[ J_R - J_L \right],
\]

\[
\langle O_L(\omega, k) \rangle = -K_{M}^{in}(\omega, k) \left[ (n_B + 1) J_R - n_B J_L \right] + (n_B + 1) K_{M}^{rev}(\omega, k) \left[ J_R - J_L \right].
\]  

(7.11)

Here, we have used the Bose-Einstein identity \( n_B e^{\beta \omega} = n_B + 1 \) and defined the renormalized reversed Green’s function

\[
K_{M}^{rev}(\omega, k) \equiv K_{M}^{in}(\omega, k). \quad (7.12)
\]

In carrying out the computations it is helpful to note that the divergence and counterterm structures in this case only involve even powers of \( \omega \). Consequently, the counterterms that cancel the divergences of \( G_{M}^{in} \) also cancels the divergences in \( G_{M}^{rev} \) using the observations of [13] mentioned above. A useful relation in this regard is

\[
D_+ \left[ G_{M}^{in}(\omega, k) e^{-\beta \omega} \right] = \left[ D_+ G_{M}^{in}(\omega, k) \right]_{\omega \to -\omega} e^{-\beta \omega} \quad (7.13)
\]

Let us also record the analog of (7.11) in the average-difference basis. Taking a linear combination we end up with

\[
\langle O_a(\omega, k) \rangle = -K_{M}^{in} J_a - \left( n_B + \frac{1}{2} \right) \left[ K_{M}^{in} - K_{M}^{rev} \right] J_d,
\]

\[
\langle O_d(\omega, k) \rangle = -K_{M}^{rev} J_d. \quad (7.14)
\]

We see here the characteristic upper triangular structure of two point functions in the average-difference basis with the \( \langle O_a O_d \rangle \) and \( \langle O_d O_a \rangle \) corresponding to retarded and advanced Green’s functions, respectively. The Keldysh Green’s function \( \langle O_a O_a \rangle \) is an even function of the frequency whose derivative expansion is given by

\[
\left( n_B + \frac{1}{2} \right) \left[ K_{M}^{in} - K_{M}^{rev} \right] = \frac{d}{2 \pi i} \left( \frac{4 \pi}{d \beta} \right)^{M+1} \left( 1 + \left( \frac{4 \pi}{d} \right)^2 \frac{m^2}{12} \right) \times \left( 1 - 2 q^2 H_k(M, 1) - 2 m^2 H_\omega(M, 1) + \cdots \right). \quad (7.15)
\]

We have used the explicit form of the retarded Green’s function (5.19) to derive the above. We see that in the Markovian case, the one-point functions are given by local expressions, i.e., the CFT one-point functions at a CFT spacetime point depend on the value of the CFT source and its derivatives at that point.

Alternatively, these one-point functions can also be computed by varying the CFT influence phase with respect to the CFT sources. The computation of this influence phase
proceeds by generalizing the GKPW method of evaluating the on-shell action to grSK geometry as described in [13]. The generalized Klein-Gordon action with the boundary counterterms\[ S[\phi_M]\] defined in (5.16) evaluates on-shell to a pure boundary term (cf., the discussion in section 5.1 of [13]). Evaluating this in the boundary Fourier domain we find the on-shell action:\[ S[\phi_M]\] \[\left|_{\text{on-shell}}\right. = -\frac{1}{2} \lim_{r_c \to \infty} \int_k \left[ \varphi_M \left\{ r_M^{(2)} r^{M-1} \sqrt{f} \left( k^2 - \frac{1}{f} \omega^2 \right) + \cdots \right\} \varphi_M \right]_{r=r_c-i0}^{r=r_c+i0} . \] (7.16)

Using the explicit solution this can be shown to be:

\[ S[\phi_M]\] \[\left|_{\text{on-shell}}\right. = -\frac{1}{2} \int_k (J_R - J_L)^\dagger K^\text{in}_M \left( (n_B + 1) J_R - n_B J_L \right) + \frac{1}{2} \int_k \left( n_B J_R - (n_B + 1) J_L \right)^\dagger K^\text{rev}_M \left( J_R - J_L \right) \] (7.17)

\[ = -\int_k (J_R - J_L)^\dagger K^\text{in}_M \left( (n_B + 1) J_R - n_B J_L \right) . \]

In the last line, we have redefined $\omega \to -\omega$ in the second integral and have used the identity $1 + n_B(\omega) + n_B(-\omega) = 0$. The last line represents the quadratic influence phase written in the advanced-retarded (RA) basis. In the average-difference or Keldysh basis, we get:

\[ S[\phi_M]\] \[\left|_{\text{on-shell}}\right. = -\int_k J_d^\dagger K^\text{in}_M \left[ J_a + \left( n_B + \frac{1}{2} \right) J_d \right] \] (7.18)

\[ = -\int_k \left[ J_d^\dagger K^\text{in}_M J_a + \frac{1}{2} \left( n_B + \frac{1}{2} \right) J_d^\dagger \left( K^\text{in}_M - K^\text{rev}_M \right) J_d \right] . \]

This is the standard structure of quadratic influence phase for an open system in contact with thermal bath [72, 73]. The explicit expression for the Green’s functions has already been recorded in (5.19).

### 7.2 Non-Markovian probes

Let us now turn to the non-Markovian probes. All of the above steps can be repeated in parallel with some minor modifications as elucidated in section 4 and section 6. We analytically continue $M$ to $-M$ and in this process the CFT sources $J$ of the Markovian probe morph into the long-distance open EFT fields $\tilde{\Phi}$ of the non-Markovian probe. The analog of (7.7) now reads:

\[ \varphi_{-M}(\omega, \zeta, k) = G^\text{in}_{-M} \left[ (n_B + 1) \tilde{\Phi}_R - n_B \tilde{\Phi}_L \right] - G^\text{rev}_{-M} n_B \left[ \tilde{\Phi}_R - \tilde{\Phi}_L \right] e^{\beta \omega(1-\zeta)} \]

\[ = G^\text{in}_{-M} \tilde{\Phi}_a + \left[ \left( n_B + \frac{1}{2} \right) G^\text{in}_{-M} - n_B e^{\beta \omega(1-\zeta)} G^\text{rev}_{-M} \right] \tilde{\Phi}_d , \] (7.19)

where

\[ \tilde{\Phi}_a \equiv \frac{1}{2} \left( \tilde{\Phi}_R + \tilde{\Phi}_L \right) , \quad \tilde{\Phi}_d \equiv \tilde{\Phi}_R - \tilde{\Phi}_L . \] (7.20)

26 We employ the notational shorthand $\int d\omega \frac{d^{d-1}k}{(2\pi)^d} \equiv \int_k$ to keep the expressions compact.
One point functions can be computed using the right or left normalizable modes with the appropriate counterterms determined before in section 6.4. We have
\begin{equation}
\langle \mathcal{O}_{L/R} \rangle = \lim_{r \to \infty} \left\{ \varphi_{-M} - \frac{1}{\sqrt{f}} \left[ -\frac{c^{(0)}_L}{r} + \frac{c^{(2)}_L}{r^3} \left( k^2 - \frac{1}{f} \omega^2 \right) + \cdots \right] D_+ \varphi_{-M} \right\}.
\end{equation}

The divergence and counterterm structures again involve only even powers of \( \omega \), so the counterterms that cancel the divergences of \( G_{-M} \) also cancels the divergences in \( G_{-M}^{\text{rev}} \). By explicit computation we verify again the analog of (6.20) in the grSK geometry,
\begin{equation}
\langle \mathcal{O}_{L/R} \rangle = \tilde{\Phi}_{L/R},
\end{equation}

viz., the long-distance open EFT fields \( \tilde{\Phi} \) in the CFT can be identified with the dual single-trace primary. A useful identity in deriving the above relation is
\begin{equation}
\lim_{r \to \infty} e^{-\beta \omega (1-\zeta)} \left\{ 1 - \frac{1}{\sqrt{f}} \left[ -\frac{c^{(0)}_L}{r} + \frac{c^{(2)}_L}{r^3} \left( k^2 - \frac{1}{f} \omega^2 \right) + \cdots \right] D_+ \right\} \left[ G_{-M}^{\text{rev}} e^{\beta \omega (1-\zeta)} \right] = 1.
\end{equation}

Let us now consider the non-normalizable modes of the non-Markovian designer scalar. These can be computed from the definitions
\begin{equation}
\tilde{J}_L = - \lim_{r \to \infty} \pi_{-M} = \lim_{r \to \infty} r^{-M} D_+ \varphi_{-M}, \\
\tilde{J}_R = - \lim_{r \to \infty} \pi_{-M} = \lim_{r \to \infty} r^{-M} D_+ \varphi_{-M},
\end{equation}
leading to the expressions on the grSK geometry:
\begin{equation}
\tilde{J}_R = K_{-M}^{\text{in}} \left[ (n_B + 1) \tilde{\Phi}_R - n_B \tilde{\Phi}_L \right] - n_B K_{-M}^{\text{rev}} \left[ \tilde{\Phi}_R - \tilde{\Phi}_L \right], \\
\tilde{J}_L = K_{-M}^{\text{in}} \left[ (n_B + 1) \tilde{\Phi}_R - n_B \tilde{\Phi}_L \right] - (n_B + 1) K_{-M}^{\text{rev}} \left[ \tilde{\Phi}_R - \tilde{\Phi}_L \right],
\end{equation}
where \( K_{-M}^{\text{in}} \) is the dispersion function defined in (6.6). For completeness we quote here the third order formula derived in (A.20):
\begin{equation}
K_{-M}^{\text{in}} (\omega, k) = b^{M-1} \left[ -i \omega + \frac{q^2}{M+1} + \omega^2 \Delta(M, 1) + i \omega^3 \left( \Delta(M, 1)^2 - 2 H_2(M, 1) \right) + \cdots \right]
\end{equation}
\begin{equation}
+ 2i \frac{\omega q^2}{M+1} \left( \Delta(M, 1) - (M-1) H_2(M, 1) \right) + \cdots \right)
\end{equation}
It is straightforward to verify, using the values of the gradient expansion functions (A.25) and (A.26), that the above reduces to the retarded Green’s function of the Markovian probe with the replacement \( M \to -M \).

Taking the average and the difference of the equations above, we obtain the Keldysh basis sources
\begin{equation}
\tilde{J}_a = K_{-M}^{\text{in}} \tilde{\Phi}_a + \left( n_B + \frac{1}{2} \right) \left[ K_{-M}^{\text{in}} - K_{-M}^{\text{rev}} \right] \tilde{\Phi}_d, \\
\tilde{J}_d = K_{-M}^{\text{rev}} \tilde{\Phi}_d.
\end{equation}
In the average-difference or Keldysh basis, we get
\[ n_1 + \frac{1}{2} \left[ K^\text{in}_{-M} - K^\text{rev}_{-M} \right] = \frac{d}{2\pi i} \left( \frac{d}{4\pi} \right)^{N-1} \left( 1 + \left( \frac{4\pi}{d} \right)^2 \frac{w^2}{12} \right) \times \left( 1 - 2 \left[ q^2 H_k(-M, 1) + w^2 H_\omega(-M, 1) \right] + \cdots \right), \]
\[ = \frac{d}{2\pi i} \left( \frac{d}{4\pi} \right)^{N-1} \left( 1 + \left( \frac{4\pi}{d} \right)^2 \frac{w^2}{12} \right) \times \left( 1 + 2 \left[ q^2 (M - 1) H_k(M, 1) - \Delta(M, 1) \right] \frac{M}{M + 1} \right. \]
\[ \left. + w^2 \left( H_\omega(M, 1) - \frac{1}{2} \Delta(M, 1)^2 \right) \right] + \cdots \right). \]

The equations that we have derived above should really be thought of as the local equation of motion (or Schwinger-Dyson equations) for the open EFT of the fields \( \bar{\Phi}_{R,L} \). These equations can be solved for the effective fields \( \Phi_{R,L} \) in terms of the SK sources \( \bar{J}_{R,L} \) to yield Schwinger-Keldysh Green’s functions.

To wrap up the discussion let us also demonstrate that we might have equivalently evaluated the on-shell bulk action which gives the Wilsonian Influence Functional, the effective action corresponding to the above equations of motion. The designer non-Markovian scalar action with the boundary counterterms (6.17) evaluates on-shell to a pure boundary term, in analogy with (7.16) which in the boundary Fourier domain takes the form

\[ S[\varphi_{-M}]_{\text{on-shell}} = -\frac{1}{2} \lim_{r_c \to \infty} \mathcal{J} \]
\[ \mathcal{J} = \int_k \left[ \left( \varphi_{-M} + \frac{1}{\sqrt{f}} \frac{c^{(0)}}{r} - \frac{c^{(2)}}{r^3} \left( k^2 - \frac{1}{f} \omega^2 \right) + \cdots \right) \mathcal{D}_+ \varphi_{-M} \right] \bigg|_{r = r_c - i0} \]
\[ \quad \bigg|_{r = r_c + i0}, \quad (7.29) \]

Using the explicit solution for the non-Markovian field on the grSK contour we obtain:

\[ S[\varphi_{-M}]_{\text{on-shell}} = -\frac{1}{2} \int_k \left[ \Phi_{R} - \Phi_{L} \right]^{\dagger} K^\text{in}_{-M} \left[ (n_B + 1) \Phi_{R} - n_B \Phi_{L} \right] \]
\[ + \frac{1}{2} \int_k \left[ n_B \Phi_{R} - (n_B + 1) \Phi_{L} \right]^{\dagger} K^\text{rev}_{-M} \left[ \Phi_{R} - \Phi_{L} \right] \]
\[ - \int_k \left[ \Phi_{R} - \Phi_{L} \right]^{\dagger} K^\text{in}_{-M} \left[ (n_B + 1) \Phi_{R} - n_B \Phi_{L} \right]. \]

In the last line, we have redefined \( \omega \to -\omega \) in the second integral and have used the identity
\[ 1 + n_B(\omega) + n_B(-\omega) = 0. \]
This is the expression for the Wilsonian influence functional in the retarded-advanced (RA) basis. In the average-difference or Keldysh basis, we get

\[ S[\varphi_{-M}]_{\text{on-shell}} = -\int_k \Phi_d^{\dagger} K^\text{in}_{-M} \left[ \Phi_d + \left( n_B + \frac{1}{2} \right) \Phi_d \right] \]
\[ = -\int_k \left[ \Phi_d^{\dagger} K^\text{in}_{-M} \Phi_d + \left( n_B + \frac{1}{2} \right) \Phi_d^{\dagger} \left( K^\text{in}_{-M} - K^\text{rev}_{-M} \right) \Phi_d \right]. \]

(7.31)
By further turning on external sources for the hydrodynamic moduli of the form:

\[
\int_k \left[ J_n \Phi_n^k - \bar{J}_n \bar{\Phi}_n^k \right] = \int_k \left[ \bar{\Phi}_d^k J_a + \Phi_a^k \bar{J}_d^k \right],
\]

and varying the effective action, we get the hydrodynamic equations of motion quoted above in (7.27). This shows that the bulk on-shell action does indeed generate the correct hydrodynamic equations of motion.

### 7.3 The Gaussian Wilsonian influence functional

To wrap up the discussion let us consider an example of a probe system which comprises of a non-interacting pair of Markovian and non-Markovian fields with Markovianity indices \( M_1 \) and \(-M_2\), respectively. Using the results of the preceding sections we can now write down the final answer for the quadratic approximation to the influence phase. We have

\[
S_{\text{WIF}}[J_a, J_d, \phi_a, \phi_d] = -\int_k \left\{ J_d^I K^{\text{in}}_{M_1} \left[ J_a + \left( n_B + \frac{1}{2} \right) J_d \right] + \bar{\Phi}_d^I K^{\text{in}}_{-M_2} \left[ \bar{\Phi}_a + \left( n_B + \frac{1}{2} \right) \bar{\Phi}_d \right] \right\}
\]

(7.33)

where the retarded Green’s function to the third order in the gradient expansion are given in (5.19) and (7.26), respectively. As we deduced earlier these functions for the Markovian and non-Markovian fields have the same functional form. We record here for completeness the function \( K^\text{in}_{M} \) with all the factors fixed

\[
K^{\text{in}}_M(\omega, k) = \left( \frac{4\pi}{d\beta} \right)^{M+1} \left[ -i \omega - \frac{q^2}{M-1} - \omega^2 \Delta(M, 1) + 2i \omega q^3 H_k(M, 1) + 2i \omega^3 H_\omega(M, 1) + \cdots \right].
\]

(7.34)

with the parameters

\[
\Delta(M, 1) = \frac{1}{d} \left[ \psi \left( \frac{M + 1}{d} \right) - \psi \left( \frac{1 - M}{d} \right) \right]
\]

\[
H_k(M, 1) = \frac{1}{d(M-1)} \left[ \psi \left( \frac{M + 1}{d} \right) - \psi \left( \frac{2}{d} \right) \right]
\]

\[
H_\omega(M, 1) = \frac{\Delta(M, 1)}{2d} \text{Har} \left( \frac{M+1}{d} - 1 \right) + H_\omega^{(2)}(M, 1)
\]

\[
H_\omega^{(2)}(M, 1) = -\frac{M}{d} \sum_{n=0}^{\infty} \frac{\text{Har} \left( n + \frac{1}{2} \right)}{n(n+1-M)(nd+1-M)}
\]

(7.35)

We have written the result in terms of the digamma function \( \psi(x) \) and the related Harmonic number function \( \text{Har}(x) \) which has been used before in the fluid/gravity literature.

### 8 Time-reversal invariant gauge system

We now turn to the study of the Maxwell analogue of the designer scalar and explore the dynamics of an Abelian gauge field coupled to the background geometry and an auxiliary dilaton introduced in section 3. We will demonstrate below the following claim: the dynamics of this designer gauge system can be completely encoded, in a gauge invariant
manner, in two designer scalars. This statement then generalizes the observation made earlier in (3.9) for a pure Maxwell theory (i.e., $M = d - 3$). We will sketch the essence of the argument below, supplementing our discussion with further details in appendix B. In section 9 we will see that similar statements apply to linearized gravitational perturbations.

Several authors have attempted in the past to give a Schwinger-Keldysh description for the bulk gauge theory and gravity [16, 35–38]. Our treatment here is substantially different with a focus on the physics of outgoing Hawking modes (the dynamics of infalling quasinormal modes has been well understood since the early works of [5–7] and in the fluid/gravity context [9, 10]). As in the scalar problem, we will explicitly keep track of the origin and the effects of the Bose-Einstein distribution in the effective dynamics of the Markovian and non-Markovian modes.

Let us first highlight the key aspects where our discussion differs from earlier literature for systems with bulk gauge symmetry (either abelian gauge symmetry or diffeomorphism).

1. We eschew the use of the radial gauge which is commonly employed in AdS/CFT discussions. In this gauge outgoing Hawking modes are tricky to explore as the gauge explicitly breaks the $\mathbb{Z}_2$ time reversal isometry. The solution to this issue is straightforward: we adopt a gauge invariant scheme for solving the field equations.

2. Systems with gauge invariance contain both Markovian and non-Markovian modes. Ideally one would like to disentangle them, so that one can integrate out the Markovian modes, whilst keeping the non-Markovian modes off-shell. Fortuitously for us a plane wave decomposition of the perturbation naturally serves to decouple the modes. It furthermore maps them onto the scalar problem we explored earlier.

3. We will solve the radial Gauss constraints arising from the gauge invariance which are dual to boundary conservation equations. In the non-Markovian sector we turn on appropriate sources to keep these modes off-shell.

### 8.1 Decomposition of gauge field modes

We start with the designer gauge system introduced in section 3. The equations of motion arising from the action (3.3) are simply

$$\partial_A \left( \sqrt{-g} \, r^{M+3-d} \, e^{AB} \right) = 0$$

We can examine these directly for the gauge field strengths, or pass as usual to the conventional parameterization in terms of the gauge potential $V_A$. We will find it convenient to expand the potential $V$ in terms of plane wave harmonics on $\mathbb{R}^{d-1,1}$. This will have the advantage that we will be easily able to decouple the Markovian and non-Markovian
degrees of freedom contained in these equations. We let\(^{27}\)
\[
V_r(v, r, x) = \int k \bar{\Psi}_r(r, \omega, k) S_\omega(\omega, k|v, x),
\]
\[
V_v(v, r, x) = \int k \bar{\Psi}_v(r, \omega, k) S_\omega(\omega, k|v, x),
\]
\[
V_i(v, r, x) = \int k \left[ \frac{N_{V}}{\sum_{\alpha=1}^{N_{V}}} \bar{\Phi}_\alpha(r, \omega, k) V_\alpha i(\omega, k|v, x) + i \bar{\Psi}_x(r, \omega, k) \right] \frac{k_i}{k} S_\omega(\omega, k|v, x) \right].
\]

Here \(\alpha = 1, 2, \ldots, N_V = d - 2\) labels the different vector polarizations of the gauge field. Our conventions for the harmonics are summarized in appendix F. The main point to note that the decomposition is in an orthonormal basis which allows us to decouple the modes of the gauge field.

Plugging in the harmonic decomposition into (8.1) and exploiting the decoupling of the transverse vector sector from the transverse scalar sector, we find the following:

- There is a single equation in the transverse vector sector which can be identified with that of a time-reversal invariant designer scalar with exponent \(\mathcal{M}\). Specifically, all the fields \(\bar{\Phi}_\alpha\) satisfy:
  \[
  \frac{1}{\sqrt{-\mathcal{M}}} \mathcal{D}_+ \left( r^\mathcal{M} \mathcal{D}_+ \bar{\Phi}_\alpha \right) + \left( \omega^2 - k^2 f \right) \bar{\Phi}_\alpha = 0.
  \]  
  Comparing with (3.2) we obtain \(\bar{\Phi}_\alpha = \varphi_\mathcal{M}^i\) for \(\alpha = 1, 2, \ldots, N_V\).

- In the scalar sector we find a set of three coupled differential equations for the fields \(\bar{\Psi}_v\), \(\bar{\Psi}_r\), and \(\bar{\Psi}_x\). We introduce the following gauge invariant combinations of these fields:
  \[
  \bar{\Pi}_v \equiv \frac{d\bar{\Psi}_v}{dr} + i\omega \bar{\Psi}_r, \quad \bar{P}_r \equiv \frac{d\bar{\Psi}_r}{dr} + i k \bar{\Psi}_r,
  \]
  \[
  \bar{\Pi}_x \equiv \mathcal{D}_+ \bar{\Psi}_x + ik \bar{\Psi}_v + ik r^2 f \bar{\Psi}_r \equiv r^2 f \bar{P}_r + \bar{P}_v,
  \]
  \[
  \bar{P}_v \equiv ik \bar{\Psi}_v - i\omega \bar{\Psi}_x,
  \]
  in terms of which we find compact expressions for the equations of motion:
  \[
  \mathcal{E}_{v}^{\text{Max}} \equiv \frac{d}{dr} \left( r^{\mathcal{M}+2} \bar{\Pi}_v \right) - ik r^\mathcal{M} \bar{P}_r = 0,
  \]
  \[
  \mathcal{E}_{x}^{\text{Max}} \equiv \frac{d}{dr} \left( r^{\mathcal{M}} \bar{\Pi}_x \right) - i\omega r^\mathcal{M} \bar{P}_r = 0,
  \]
  \[
  \mathcal{E}_{r}^{\text{Max}} \equiv -i\omega r^{\mathcal{M}+2} \bar{\Pi}_v + ik r^\mathcal{M} \bar{\Pi}_x = 0.
  \]
  It is easy to check that the combinations above are closely related to the field strengths in Fourier domain
  \[
  \mathcal{C}_{rv} = \bar{\Pi}_v, \quad \mathcal{C}_{ri} = \frac{k_i}{k} \bar{P}_r, \quad \mathcal{C}_{vi} = \frac{k_i}{k} \bar{P}_v.
  \]

\(^{27}\)The notation for the planar harmonic components of the gauge fields being barred is intentional. Later when we discuss gravity dynamics in section 9 we will employ closely related notation without the decoration to denote the gravitational degrees of freedom.
One can understand our gauge invariant combinations by realizing that the gauge parameter also admits a decomposition in the plane wave harmonics, i.e.,

$$
\Lambda_g(v, r, x) = \int_k \Lambda(r, \omega, k) S(\omega, k|v, x).
$$

(8.7)

It then follows that gauge transformations leave $\bar{\Phi}_\alpha$ invariant whereas the scalar sector variables get shifted as

$$
\bar{\Psi}_r \mapsto \bar{\Psi}_r + \frac{d\Lambda}{dr}, \quad \bar{\Psi}_v \mapsto \bar{\Psi}_v - i\omega \Lambda, \quad \bar{\Psi}_x \mapsto \bar{\Psi}_x - i k \Lambda,
$$

(8.8)

which confirms that the combinations defined in (8.4) are indeed invariant.

The transverse vector modes, which as we noted above, map simply to a collection of $N_V = d - 2$ designer scalars. Recalling that Markovianity demands $\mathcal{M} > -1$, and that in the pure Maxwell case with no dilatonic coupling, $\mathcal{M} = d - 3$, we see that transverse modes are Markovian when $d > 2$ and marginally non-Markovian for $d = 2$.

28 Physically, this sector describes the real electromagnetic waves or photons (which exist when $d > 2$) that fall into the black brane and are, in turn, Hawking radiated out. The Markovian property tells us that this happens at a short time scale of order the inverse Hawking temperature $\beta$ of the black brane. At time scales much larger than $\beta$, one can integrate out the effects of this physics to get a local description for the remaining degrees of freedom.

The equations in the transverse scalar sector themselves comprise a gauge system as they retain all the characteristics of the underlying gauge field. We will refer to this sector as the diffusive gauge system and it has the following additional properties. A characteristic feature of any gauge system is the Bianchi identity. From (8.5) we can see the combination

$$
i \omega E^{\text{Max}}_v - i k E^{\text{Max}}_x + \frac{d}{dr} E^{\text{Max}}_r = 0.
$$

In other words, the third equation, $E^{\text{Max}}_r$ can be considered as the Gauss constraint which is preserved under radial evolution described by the first two equations. One consequence of the Bianchi identity is that if the first two equations hold everywhere, then it is sufficient to impose the third equation only at the radial slice at infinity.

These statements are quite familiar in AdS/CFT. Recall that a bulk gauge symmetry implies a boundary global symmetry by the standard rules of AdS/CFT. Up to an overall normalization and counterterms, the Noether charge density and Noether current density of the conserved current are given by

$$
J^{\text{CFT}}_v = - \lim_{r \to r_c} r^{M+2} \Pi_v, \quad J^{\text{CFT}}_i = \frac{k_i}{k} \lim_{r \to r_c} r^M \Pi_i.
$$

(8.9)

With this understanding the final equation in (8.5) is simply that of current conservation $\nabla_\mu (J^{\text{CFT}})^\mu = 0$ on the boundary. This statement in itself implies that we should expect long-lived charge diffusion modes to be present in the system in the scalar sector. This is indeed the case for standard Maxwell dynamics ($\mathcal{M} = d - 3$) in the black hole background [6, 75], which encodes the physics of ohmic conductivity.

28Note that this is in keeping with the usual expectation. For a Maxwell field in AdS$_{d+1}$ with $d \leq 2$, the standard boundary conditions are inadmissible [74]. The only physically sensible boundary conditions are to freeze the charge on the boundary and leave the currents unconstrained.
Before we proceed to establish the connection, we note that the designer gauge system is time reversal invariant. In particular, one can rewrite (8.5) in a time-reversal invariant form

\[
\mathcal{D}_+ \left( r^{M+2} \bar{\Pi}_v \right) + i k r^M \bar{P}_v = 0 ,
\]
\[
\mathcal{D}_+ \left( r^M \bar{\Pi}_x \right) + i \omega r^M \bar{P}_x = 0 ,
\]
\[
- i \omega r^{M+2} \bar{\Pi}_v + i k r^M \bar{\Pi}_x = 0 .
\]

In writing the first equation in the covariant form above, we have used the radial Gauss law constraint. It is helpful to note that \( \{ r^2 f \bar{\Psi}_v, \bar{\Psi}_v, \bar{\Psi}_x, \bar{\Pi}_v \} \) all have negative intrinsic time reversal parity. Details of these facts are explained in appendix B.

8.2 The non-Markovian charge diffusion scalar

Now that we have explored the basic equations for the diffusive gauge system, we will argue for a solution of (8.5) in terms of a single non-Markovian scalar degree of freedom.

Introduce a field \( \bar{\Phi}_D \), and fix the variables \( \bar{\Pi}_v, \bar{P}_r, \bar{\Pi}_x \) as follows:

\[
r^M \bar{P}_r = - \frac{d}{dr} \left( ik \bar{\Phi}_D \right) , \quad r^M \bar{\Pi}_x = - i \omega (ik \bar{\Phi}_D) , \quad r^{M+2} \bar{\Pi}_v = - ik (ik \bar{\Phi}_D) .
\]

(8.11)

This clearly solves (8.5). To understand the constraints on \( \bar{\Phi}_D \) we proceed as follows: the first and the second equations in (8.11) can be combined to solve for \( \bar{\Pi}_v \), obtaining

\[
r^M \bar{P}_v = ik \mathcal{D}_+ \bar{\Phi}_D \implies \bar{\Psi}_v = r^{-M} \mathcal{D}_+ \bar{\Phi}_D + \frac{\omega}{k} \bar{\Psi}_x .
\]

(8.12)

We have used here the definition of \( \bar{P}_v \) given in (8.4). Substituting this back into the third equation in (8.11), we find:

\[
r^{M+2} \left( \frac{d \bar{\Psi}_v}{dr} + i \omega \bar{\Psi}_r \right) = r^{M+2} \left( \frac{d}{dr} \left( r^{-M} \mathcal{D}_+ \bar{\Phi}_D \right) + \frac{\omega}{k} \left( \frac{d \bar{\Psi}_x}{dr} + ik \bar{\Psi}_r \right) \right)
\]
\[
= r^{M+2} \frac{d}{dr} \left( r^{-M} \mathcal{D}_+ \bar{\Phi}_D \right) - i \omega r^2 \frac{d \bar{\Phi}_D}{dr}
\]
\[
= \frac{1}{f} \left( r^M \mathcal{D}_+ \left( r^{-M} \mathcal{D}_+ \bar{\Phi}_D \right) + \omega^2 \bar{\Phi}_D \right) .
\]

(8.13)

Comparing back again with the third equation, we conclude that our definitions are mutually consistent only if \( \bar{\Phi}_D \) satisfies a homogeneous second order ODE, viz.,

\[
\mathcal{E}^D [\bar{\Phi}_D] \equiv r^M \mathcal{D}_+ \left( r^{-M} \mathcal{D}_+ \bar{\Phi}_D \right) + (\omega^2 - k^2 f) \bar{\Phi}_D = 0 .
\]

(8.14)

We can give a gauge invariant derivation of the same result by first writing the field strengths in terms of \( \bar{\Phi}_D \) using (8.6) and (8.11) and then demanding that they satisfy the Bianchi identity. The above result proves our assertion that the scalar sector of the designer gauge field, is indeed encoded in the dynamics of a single non-Markovian scalar degree of freedom, viz., \( \bar{\Phi}_D \equiv \varphi_{-M} \). The statement is not new, the idea of using the underlying gauge invariance to isolate the gauge invariant data has, as we indicated earlier.
in section 3.2, a long history. A discussion of gauge fields in gravitational backgrounds can be found for example in [30].

A physical interpretation of this scalar degree of freedom can be easily understood by noting that the Noether charge current is simply:

$$J^\text{CFT}_\mu dx^\mu = -k^2 \bar{\Phi}_D dv + \omega k_i \bar{\Phi}_D dx^i.$$  

(8.15)

This shows that the constant mode of $\Phi_D$, which is a normalizable mode for $M > 1$, is actually the expectation value of Noether charge density (up to a factor of $k^2$) in the dual field theory. The time derivative of its gradient is the Noether current density.

To get the exact form of the original vector potential, we need to choose a gauge and invert the gauge invariant equations in (8.11). For example one can solve for $\bar{\Psi}_r, \bar{\Psi}_v, \bar{\Psi}_x$ as:

$$\bar{\Psi}_r = -\frac{1}{rM} \frac{d\Phi_D}{dr} + \frac{d\Lambda}{dr}, \quad \bar{\Psi}_v = \frac{1}{rM} \mathcal{D}_+ \Phi_D - i\omega \Lambda, \quad \bar{\Psi}_x = -ik \Lambda.$$  

(8.16)

One simple gauge choice is to set $\Lambda = 0$ in the equation above which sets $\bar{\Psi}_x = 0$. In this case, the solution can be written in the manifestly time reversal invariant form,

$$\bar{\Psi}_r dr + \bar{\Psi}_v dv - \bar{\Psi}_x k_i dx^i = \frac{1}{rM} \left( dv \mathcal{D}_+ - dr \frac{d}{dr} \right) \Phi_D,$$  

(8.17)

which is the form appearing in (3.9). This is analogous to the Debye gauge used in electromagnetism.

Our parameterization of the transverse scalar components allows for a generalization. We may modify the last equation of (8.11) leaving the first two equations unchanged: one defines $r^{M+2} \Pi_v = -ik (ik \Phi_D) + \mu_D(x)$. This deformation corresponds to adding a background charge density to the boundary. We have chosen $\mu_D$ to be a function only of the boundary coordinates so that the radial Gauss constraint remains unmodified (equivalently, $\mathcal{E}^\text{Max}_v$ implies $\frac{\partial \mu_D}{\partial r} = 0$). Turning on $\mu_D$ is akin to turning on a source for (8.14); with $\mu_D \neq 0$, the r.h.s. is $f(r) \mu_D$. The conservation equation $\mathcal{E}^\text{Max}_r = 0$ further demands that $-i\omega \mu_D = 0$. As we are not interested in including additional boundary charges we will work with $\mu_D = 0$.

8.3 Maxwell action and Wilsonian influence phase

We now have a complete description of the gauge fields in terms of a collection of $N_V$ Markovian scalars and a single non-Markovian scalar. Let us rewrite this in terms of an action including all the boundary terms and counterterms. We first isolate the diffusive gauge system from the Markovian

$$\mathcal{V}^\text{D} = \mathcal{V}|_{\Phi_\alpha = 0}, \quad \mathcal{E}^\text{D} = \mathcal{E}|_{\Phi_\alpha = 0}$$  

(8.18)

The action for the designer gauge field takes the form:

$$S_{dv} = \frac{1}{4} \int d^{d+1}x \sqrt{-g} e^\chi e^{AB} e_{AB} + S_{ct}$$

$$S_{ct} = \frac{c^{(2)}_v}{4} \int d^d x \sqrt{-g} e^\chi e^{\mu\nu} e_{\mu\nu}, \quad c^{(2)}_v = -\frac{1}{M - 1}. $$  

(8.19)
We draw attention to the fact that we are imposing standard Dirichlet boundary conditions for the gauge field and thus require no variational counterterm. The quadratic counterterm is required to cancel subleading divergences at $\mathcal{O}(\omega^2)$ and $\mathcal{O}(k^2)$ and is naturally built out of the covariant gauge strengths projected onto the boundary.

Using the parameterization in terms of the vector polarization scalars $\Phi_\alpha$ and the diffusive gauge field $\nabla^D$, we decouple the Markovian and non-Markovian parts, viz.,

$$S_{dv} = S_{dv}^M + S_{dv}^D$$

$$S_{dv}^M = \frac{1}{2} \sum_{\alpha} N_\alpha \left[ \int d^{d+1}x \sqrt{-g} e^{\chi} g^{AB} \nabla_A \Phi_\alpha \nabla_B \Phi_\alpha + c_v^{(2)} \int d^d x \sqrt{-\gamma} e^{\chi} \gamma^{\mu\nu} \partial_{\mu} \Phi_\alpha \partial_{\nu} \Phi_\alpha \right]$$

$$S_{dv}^D = -\frac{1}{4} \int d^{d+1}x \sqrt{-g} e^{\chi} (\nabla^D)^{AB} (\nabla^D)_{AB} + c_v^{(2)} \int d^d x \sqrt{-\gamma} e^{\chi} (\nabla^D)^{\mu\nu}(\nabla^D)^{\mu\nu}$$  \hspace{1cm} (8.20)

The Markovian dynamics encoded in $N_\alpha$ fields $\Phi_\alpha$ matches our earlier scalar discussion, not just at the level of the equation of motion, but also at the level of the variational principle, and the counterterms. Indeed, the quadratic counterterm $c_v^{(2)}$, given in (5.17), is inherited in the reduction from the gauge field counterterm $c_v^{(2)}$. This provides a useful cross-check of our analysis in section 5.3.

The diffusive gauge field $\nabla^D_A$ and its field strength $\nabla^D_{AB}$ are parameterized in terms of a single scalar degree of freedom $\Phi_D$. Substituting the Debye gauge vector potential (8.17) into $S_{dv}^D$, we can write the action in terms of $\Phi_D$. The bulk term in $S_{dv}^D$ results in a fourth order action that can be massaged into contributions involving the equation of motion, $\nabla^D[\Phi_D]$, given in (8.14):

$$S_{dv}^D \bigg|_{\text{bulk}} = -\frac{1}{4} \int d^{d+1}x \sqrt{-g} e^{\chi} (\nabla^D)^{AB} (\nabla^D)_{AB}$$

$$= \frac{1}{2} \int dr r^{-\lambda-2} \frac{\nabla^D[\Phi_D]}{f} \left( \frac{\nabla^D[\Phi_D]}{f} + k^2 \Phi_D \right) + \frac{1}{2} \int k^2 r^{-\lambda} \Phi_D D^+ \Phi_D .$$  \hspace{1cm} (8.21)

Integrating by parts we can convert the term $\nabla^D[\Phi_D]\Phi_D$ into the canonical form involving $\nabla_A \Phi_D$. We may also absorb the factors of $k^2$ by writing the expression in terms of spatial derivatives $\partial_i$ on $\mathbb{R}^{d-1,1}$ and write the action in position space, instead of the Fourier domain expression above. These steps lead us to

$$S_{dv}^D \bigg|_{\text{bulk}} = -\frac{1}{2} \int d^{d+1}x \sqrt{-g} r^{-\lambda+1-d} \partial_i \nabla^A \Phi_D \partial_i \nabla_A \Phi_D + \int d^d x r^{-\lambda} \partial_i \Phi_D \partial_i \nabla^A \Phi_D + \frac{1}{2} \int dr r^{-\lambda-2} \left( \frac{\nabla^D[\Phi_D]}{f} \right)^2$$  \hspace{1cm} (8.22)

The contribution proportional to $(\nabla^D[\Phi_D])^2$ can be ignored for the variational principle, since its variation vanishes on-shell. The first two terms in the last equality above, we recognize, modulo a factor of $k^2$ (from $\partial_i$), to be precisely the action for the non-Markovian

\footnote{This can be checked against the AdS analysis of [63, 74] since the asymptotic boundary conditions are dictated purely by the near-boundary behaviour (and thus state independent).}

\footnote{We ignore all total derivative terms along the boundary directions, i.e., contributions of the form $\partial_n (\cdot)$ are dropped in our action.}
scalar (6.12). In particular, we emphasize that the reduction does give directly the variational boundary term $-\pi_{\lambda} \vec{\phi}_{-\lambda}$, required to impose Neumann boundary conditions on the non-Markovian scalar.

This is quite satisfying. While the boundary conditions on the non-Markovian scalar were inferred from the standard asymptotic analysis earlier, it is useful to recognize that one is not imposing an artificial boundary condition for the gauge field in AdS. While some of these statements are implicit in earlier discussions [63, 74], especially in terms of what modes to freeze and which to allow to fluctuate (in global AdS), it is also useful to have a clear derivation at the level of the variational principle.

Once we recognize this fact we can also check that the zeroth order counterterm for the non-Markovian scalar $c^{(0)}_\pi$ given in (6.18) follows from the Maxwell counterterm $c^{(2)}_\pi$ at the quadratic order. The counterterm $c^{(2)}_\pi$ corresponds to the contribution from two four-derivative counterterms proportional to $e^{\chi} \gamma^{\alpha\beta} \partial_\alpha \partial_\beta C_{\mu\nu} C_{\mu\nu}$ and $e^{\chi} \gamma^{\alpha\beta} \partial_\alpha C_{\mu\nu} \partial_\beta C_{\mu\nu}$, respectively.

All told we can write down the dynamics of the designer Maxwell field as follows:

$$S_{dv} = \sum_{\alpha=1}^{N_V} S_{ds}[\varphi_\alpha^\alpha] + S_{ds}[\partial_l \varphi_{-\lambda}]$$

where the actions for the Markovian and non-Markovian scalars are given in (5.16) and (6.12) (see also (6.17) for the relevant counterterms), respectively.

We are then in a position to write down the Wilsonian influence phase for the standard Maxwell field which has Markovianity index, $M = d - 3$. We let the boundary sources for the Markovian vector modes to be $A_\alpha^a$ and $A_\alpha^d$ in the average-difference basis. These correspond to the magnetic components of the boundary gauge field, written out in our plane wave decomposition. For the non-Markovian sector, we recognize that the hydrodynamic mode is the boundary charge mode $\tilde{Q}$ and parameterize the Wilsonian influence phase using this field. The sources and the moduli are written in our plane wave basis, so we are using the notation above to just talk about the mode coefficients. We compute the Wilsonian influence phase via a Legendre transform dropping the variational boundary term required to implement the Neumann boundary condition.

We have from (7.33) the result expressed in terms of the retarded Green’s function:

$$S_{WIF}[A_\alpha^a, A_\alpha^d, \tilde{Q}_a, \tilde{Q}_d] = -\int_k \left\{ \sum_{\alpha=1}^{N_V} (A_\alpha^a)^\dagger K_{d-3}^{\text{in}} \left[ A_\alpha^a + \left( n_B + \frac{1}{2} \right) A_\alpha^d \right] 
+ k^2 \tilde{Q}_d^\dagger K_{d-3}^{\text{in}} \left[ \tilde{Q}_a + \left( n_B + \frac{1}{2} \right) \tilde{Q}_d \right] \right\}$$

(8.24)

Specializing (5.19) and (7.26) to the case $M = d - 3$, we have the explicit expression for the probe Maxwell field in a planar Schwarzschild-AdS$_{d+1}$ background:

$$K_{d-3}(\omega, k) = \left( \frac{4\pi}{d\beta} \right)^{d-2} \left\{ -i \omega - \frac{q^2}{d-4} - l_2(d) \omega^2 + \frac{2\pi i}{d(d-4)} \cot \left( \frac{2\pi}{d} \right) \omega q^2 
+ i \left[ \frac{1}{d^2} \text{Har} \left( -\frac{2}{d} \right) l_2(d) \right. \left. + l_3(d) \right] \omega^3 + \cdots \right\}.$$
\[ K_{3-d} (\omega, k) = \left( \frac{4\pi}{d \beta} \right)^{2-d} \left\{ -i \omega + \frac{q^2}{d-2} + l_2(d) \omega^2 + \frac{2i}{d(d-2)} \left[ \psi \left( \frac{2}{d} \right) - \psi \left( \frac{4-d}{d} \right) \right] \omega q^2 \\
+ i \left[ -\frac{1}{d^2} \operatorname{Har} \left( \frac{4-2d}{d} \right) l_2(d) - l_3(d) \right] \omega^3 + \cdots \right\}. \quad (8.26) \]

The two parameters \( l_2(d) \) and \( l_3(d) \) introduced above are given by
\[ l_2(d) = \Delta (d-3, 1) = \frac{1}{d} \left[ \operatorname{Har} \left( -\frac{2}{d} \right) - \operatorname{Har} \left( \frac{4-2d}{d} \right) \right] \]
\[ l_3(d) = -\frac{2(d-3)}{d} \sum_{n=0}^{\infty} \frac{\operatorname{Har} \left( n-1 + \frac{2}{d} \right)}{(nd + 4 - d)(nd + d - 2)}. \quad (8.27) \]

We note that while we have eschewed the study of the marginal case \( M = -1 \) which is relevant for the R-charge diffusion of \( {\cal N} = 4 \) SYM, using the dynamics of Maxwell fields in Schwarzschild-AdS\(_5\). Nevertheless, we can extract by a pole prescription in a \( 4 - \epsilon \) expansion, the diffusion constant from (8.24). One finds that it agrees with the prediction of [6], viz., \( D = \frac{1}{2\pi T} \) after an appropriate translation of the variables.

9 Gravitational perturbations

Let us finally turn to linearized gravitational perturbations about the Schwarzschild-AdS\(_{d+1}\) black hole geometry. We will show that a subset of gravitational modes, viz., the tensor and vector sectors, in the plane wave harmonic decomposition, can be mapped as presaged in section 3.2 onto the designer scalar and gauge field respectively. While we believe that the scalar modes of gravity, which are non-Markovian (as they include the propagating sound mode [6]) can be similarly dealt with, we will not analyze them in this work and defer them to the future. Since much of the analysis reduces to that of the previous sections, we will be brief in our presentation. Details on some of the statements here can be found in appendix C.

9.1 Dynamics of transverse tensor and vector gravitations

We consider linearized metric perturbations about a planar Schwarzschild-AdS\(_{d+1}\) black hole, where only transverse tensor and vector type perturbations are turned on. Explicitly, we have:
\[
ds^2 = \left( g_{AB} + (h_{AB})^{\text{Tens}} + (h_{AB})^{\text{Vec}} + (h_{AB})^{\text{Scal}} \right) dx^A dx^B
\]
\[
(h_{AB})^{\text{Tens}} dx^A dx^B = r^2 \int_k \sum_{\sigma=1}^{N_T} \Phi_{\sigma}(r, \omega, k) \mathcal{T}^\sigma_{ij}(\omega, k|v, x) \ dx^i dx^j, \]
\[
(h_{AB})^{\text{Vec}} dx^A dx^B = r^2 \int_k \sum_{\alpha=1}^{N_V} \left( 2 \left( \Psi^\alpha_r(r, \omega, k) dr + \Psi^\alpha_r(r, \omega, k) dv \right) \mathcal{V}^\alpha_{ij}(\omega, k|v, x) dx^i + i \Psi^\alpha_x(r, \omega, k) \mathcal{V}^\alpha_{ij} dx^i dx^j \right), \quad (9.1) \]
with $N_V = d - 2$ transverse vector and $N_T = \frac{d(d-3)}{2}$ transverse tensor polarizations of the gravitons (see appendix F).

What we are after is the dynamics of the modes $\Phi_\sigma$ and $\Psi^\alpha$. These can be succinctly described with a slight repacking of data. Given a set of $N_T$ scalar fields $\Phi_\sigma$, and $N_V$ vectors $\Psi^\alpha$, introduce a collection of auxiliary fields by repackaging the Fourier modes in the harmonic decomposition above as (see footnote 27)

$$
\Phi_\sigma(v, r, x) \equiv \int_k \Phi_\sigma(r, \omega, k) S(\omega, k|v, x),
$$

$$
A^\alpha_B(v, r, x) dx^B \equiv \int_k \left( (\Psi^\alpha(r, \omega, k) dr + \Psi^\alpha_v(r, \omega, k) dv) S(\omega, k|v, x) - i \Psi^\alpha_x(r, \omega, k) S_i dx^i \right),
$$

The set of 1-forms $A^\alpha$ are diffusive Abelian gauge fields with corresponding field strengths $F^\alpha_{BC} = \partial_B A^\alpha_C - \partial_C A^\alpha_B$. By construction, these auxiliary gauge fields only contains scalar type perturbations (compare with (8.2)) and reduce thus to the diffusive gauge field studied in section 8.2. As a result its photons are all radially polarized and travel tangentially to the black brane. We will identify these as the non-Markovian momentum diffusion modes which survive to late time and long distances. The radially infalling auxiliary photons (polarized along $x$), which would have had fast Markovian dynamics, are absent. The origin of the gauge symmetry is of course the underlying diffeomorphisms. Equivalently, one can view the $N_V$ modes as the diffusive momentum modes of the boundary energy-momentum tensor $(T_{\text{CFT}})^{\mu\nu}$, as we elaborate in appendix C.

With this repackaging, it is actually possible to write down the equations of motion for the linearized gravitational perturbations in a compact form. The linearized Einstein’s equations for the parameterization read

$$
R_{AB} + d g_{AB} = 0 \implies \nabla A^A \Phi^\sigma = 0 \quad \text{and} \quad \nabla \left( r^2 F_{AB} \right) = 0.
$$

We recognize these to be the massless, minimally coupled Klein Gordon equation for the $N_T$ transverse tensor modes, along with a collection of $N_V$ diffusive gauge fields with $M = d - 1$ as indicated in section 3.2, see (3.10). Both these systems have already been studied in the preceding sections. Hence all results derived heretofore directly apply.

We can further use the results of section 8 to rewrite the dynamics of the diffusive auxiliary gauge field $A$ in terms of a non-Markovian scalar $\Phi_D$. This proves the assertion made in section 3.2 and justifies (3.10).

### 9.2 The gravitational action

One can demonstrate explicitly by a straightforward computation that the Einstein-Hilbert action, together with the Gibbons-Hawking boundary terms, and additional boundary counterterms can be completely mapped to the auxiliary system, up to a time-independent DC contribution (which originates from the equilibrium free energy of the black hole). The
gravitational dynamics is prescribed by\footnote{To keep the expressions compact we will scale out the usual normalization by $\frac{1}{16\pi G N}$ in the gravitational action. Boundary CFT results can be obtained by multiplication by $c_{\text{eff}} = \frac{\ell_{\text{AdS}}}{16\pi G N}$.}

\begin{align}
S_{\text{grav}} &= \int d^{d+1}x \sqrt{-g} \left( R + d(d - 1) \right) + 2 \int d^d x \sqrt{-\gamma} K + S_{\text{ct}} \\
S_{\text{ct}} &= -\int d^d x \sqrt{-\gamma} \left[ 2(d - 1) + \frac{1}{d - 2} \gamma R \right]
\end{align}

(9.4)

Here $\gamma_{\mu\nu}$ is the timelike induced metric on the boundary.\footnote{We continue to employ the notation $g_{AB}$ and $\gamma_{\mu\nu}$ for the bulk and the boundary metrics, respectively. In the gravitational action these include the perturbative corrections, but they are restricted to being just the background values when we write out the auxiliary system of scalars and vectors.}

We find upon substituting the parameterization (9.1) that the dynamics can be repackaged as

\begin{align}
S_{\text{grav}} &= \sum_{\sigma=1}^{N_T} S[\Phi_\sigma] + \sum_{\alpha=1}^{N_V} S[\Psi_\alpha] + \int d^d x \sqrt{-\gamma} \left[ \sqrt{-\gamma_{\mu\nu} b^\mu b^\nu} \right]^{-d} \\
S[\Phi_\sigma] &= -\frac{1}{2} \int d^{d+1} x \sqrt{-g} \nabla_A \Phi_\sigma \nabla^B \Phi_\sigma + c_\Phi \int d^d x \sqrt{-\gamma} \nabla_\mu \Phi_\sigma \nabla^\mu \Phi_\sigma \\
S[\Psi_\alpha] &= -\frac{1}{4} \int d^{d+1} x \sqrt{-g} \gamma^2 \left( \mathcal{F}^\alpha \right)_{AB} \left( \mathcal{F}^\alpha \right)^{AB} + c_A \int d^d x \sqrt{-\gamma} \gamma^2 \left( \mathcal{F}_\alpha \right)_{\mu\nu} \left( \mathcal{F}_\alpha \right)^{\mu\nu}
\end{align}

(9.5)

We explain how this works in appendix C.2 for completeness.

We can understand (9.5) as follows. We recognize here the bulk action for the auxiliary scalar and gauge system introduced in (9.2) whose dynamics is given by the equations of motion in (9.3). The counterterm coefficients are fixed by our previous analysis (with $M = d - 1$) and can also be checked to descend from the gravitational counterterm (the boundary Einstein-Hilbert term) and are given by

$$c_\Phi = c_A = -\frac{1}{d - 2}.$$  

(9.6)

What remains is the final term. To write this we have introduced the rescaled thermal vector $b^\mu$ which is related to the hydrodynamic thermal vector $\beta^\mu$ \cite{31}. For the thermal state on $\mathbb{R}^{d-1,1}$ obtained from the planar Schwarzschild-AdS$_{d+1}$ geometry it is given by $b^\mu = b (\partial_v)^\mu$ and characterizes the dual boundary fluid configuration in local equilibrium. If we switch off the gravitational perturbations this term is the equilibrium free energy $\sim b^{-d}$ that the standard Gibbons-Hawking computation would give us from the on-shell evaluation of the Einstein-Hilbert action. However, once we turn on the perturbation we obtain additional adiabatic contributions (both hydrostatic and Class L terms in the classification of \cite{31}). Since we are working with linearized gravitational perturbations, it is simple to re-express the result in terms of the local temperature $T_{\text{local}}^d$ defined in the local inertial frame set by the timelike vector $b^\mu$. We will have more to say about this below.

As noted above the gravitational action can be further repackaged in terms the non-Markovian diffusive scalar, by rewriting the auxiliary gauge system parameterized by $A$.
in terms of $\bar{\Phi}_D = \varphi_{1-d}$. In appendix D we give the explicit expression for the boundary currents in terms of these scalars, see (D.7). We will use this expression to compute the Wilsonian influence phase for the energy-momentum tensor components below.

### 9.3 The Wilsonian influence phase for momentum diffusion

We now have all the pieces in place to write down the Wilsonian influence phase for the transverse tensor and vector graviton modes. We will write the expression in terms of the sources $\gamma_a^\sigma$ and $\gamma_d^\sigma$ that couple to the transverse tensor polarizations, and the diffusive hydrodynamic moduli, $\bar{P}_a^\alpha$ and $\bar{P}_d^\alpha$. The former are the transverse tensor components (i.e., the magnetic components) of the boundary metric, though we will assume a harmonic decomposition and not write out the index structure to avoid notational clutter. On the other hand $\bar{P}_a^\alpha$ are the momentum flux vectors and capture the shear modes corresponding to momentum diffusion.

We use the result for the designer scalar system (7.33) and express the influence phase in terms of the retarded Green’s function of the corresponding modes. The final expression we seek, reads at the quadratic order in amplitudes as, in field theory conventions (see footnote 31)

$$S_{WIF}[\gamma_a^\sigma, \gamma_d^\sigma, \bar{P}_a, \bar{P}_d] = S_{\text{ideal}} - c_{\text{eff}} \int \frac{d^d k}{(2\pi)^d} \sum_{\sigma=1}^{N_T} (\gamma_d^\sigma)^\dagger K_{d-1}^{\text{in}} \left[ \gamma_a^\sigma + \left( n_B + \frac{1}{2} \right) \gamma_d^\sigma \right]$$

$$+ k^2 \sum_{a=1}^{N_V} (\bar{P}_a^\sigma)^\dagger K_{d-1}^{\text{in}} \left[ \bar{P}_a^{\sigma} + \left( n_B + \frac{1}{2} \right) \bar{P}_d^{\sigma} \right]$$

(9.7)

where $S_{\text{ideal}}$ is the background thermal contribution to the Wilsonian influence phase arising from the local free energy derived above. We write this more naturally in the LR basis as

$$S_{\text{ideal}} = c_{\text{eff}} \int d^d x \sqrt{-\gamma} \left[ \sqrt{-\gamma} b^\mu R b^\nu R \right]^{\dagger} - c_{\text{eff}} \int d^d x \sqrt{-\gamma} \left[ \sqrt{-\gamma} b^\mu L b^\nu L \right]^{\dagger}$$

(9.8)

The retarded Green’s function data entering the expression above can be obtained from the designer scalar analysis. Specializing (5.19) and (7.26) to the case $M = \pm(d-1)$, one finds surprisingly compact formulae for the parameters as several of the coefficients simplify significantly. To wit,

$$K_{d-1}(\omega, k) = \left( \frac{4\pi}{d\beta} \right)^d \begin{cases} -i \omega - \frac{q^2}{d-2} + \frac{1}{d} \text{Har} \left( \frac{2-2d}{d} \right) \omega^2 + i \delta_3(d) \omega^3 \\ \frac{2i}{d(d-2)} \text{Har} \left( \frac{2-d}{d} \right) \omega q^2 + \cdots \end{cases}$$

(9.9)

and

$$K_{1-d}(\omega, k) = \left( \frac{4\pi}{d\beta} \right)^{2-d} \begin{cases} -i \omega + \frac{q^2}{d-1} \text{Har} \left( \frac{2-2d}{d} \right) \omega^2 - \frac{2i}{d(d-2)} \omega q^2 \\ + i \left[ \frac{1}{d^2} \left( \text{Har} \left( \frac{2-2d}{d} \right) \right)^2 - \delta_3(d) \right] \omega^3 + \cdots \end{cases}$$

(9.10)
The parameters $h_3$ introduced above is given by the infinite sum:

$$h_3(d) = -\frac{2(d-1)}{d^3} \sum_{n=0}^{\infty} \frac{\text{Har}\left(n-1+\frac{2}{3}\right)}{(n-1+\frac{2}{3})} \frac{1}{n+1}. \quad (9.11)$$

It should be possible to resum this expression in terms of polylogs (see example, [62] for results in $d = 3$), but we will settle for quoting the numeric values in special cases.

### 9.4 Comparison with fluid/gravity

The Wilsonian influence phase for the stress tensor components can be compared directly with the predictions of hydrodynamics. We will focus first on the dispersion relations which have been discussed extensively in the literature, and then turn to the Green’s functions of the energy-momentum tensor components.

**Shear dispersion.** From (9.10) we see that the dispersion relation we derive by setting $K_{1-d}(\omega, k) = 0$ gives

$$0 = -i\omega + \frac{1}{4\pi T} k^2 - \frac{1}{4\pi T} \text{Har}\left(\frac{2-2d}{d}\right) \omega^2 - \frac{2i}{(d-2)} \frac{d}{(4\pi T)^2} \omega k^2 + i \frac{d^2}{(4\pi T)^2} \left[\frac{1}{d^2} \left[\text{Har}\left(\frac{2-2d}{d}\right)\right]^2 - h_3(d)\right] \omega^3 + \frac{d^3}{(4\pi T)^3} h_{0,4}(d) k^4 + \cdots \quad (9.12)$$

Apart from the terms computed before, we have included in the above a quartic contribution proportional to $k^4$ with a coefficient $h_{0,4}(d)$ which is necessary for obtaining $\omega(k)$ accurate to quartic order. This expression recovers the familiar expression for the shear diffusion constant:

$$D = \frac{1}{4\pi T} \quad \Rightarrow \quad \frac{\eta}{s} = \frac{1}{4\pi} \quad (9.13)$$

Per se, this is not a surprise, since the computation one is doing to derive $K_N^\omega$ is the standard quasinormal mode analysis that was first carried out for gravitons in [5]. Specializing to $\mathcal{N} = 4$ SYM we can write the dispersion relation as

$$0 = -i\omega + \frac{1}{4\pi T} k^2 - \frac{\ln 2}{2\pi T} \omega^2 - i \frac{1}{4(\pi T)^2} \omega \left[ k^2 - \left((1-\ln 2)^2 - 4h_3(4)\right) \omega^2 \right] + \frac{d^3}{(4\pi T)^3} h_{0,4}(4) k^4$$

with $h_3(4) = -0.432$ when evaluated numerically.

Solving the shear dispersion relation to quartic order one finds for $\omega(k)$ the expression

$$\omega(k) = -i \frac{1}{4\pi T} k^2 - i \frac{1}{(4\pi T)^3} \left[\text{Har}\left(\frac{2}{d-2}\right) - \frac{2d}{d-2} + d^3 h_{0,4}(d)\right] k^4 + \cdots \quad (9.15)$$

Dispersion relations in this form were the first signal of hydrodynamic behaviour from AdS/CFT [5] who used the quadratic piece in the dispersion to obtain the shear viscosity. The quartic term was also computed in [5] for $\mathcal{N} = 4$ SYM, while [62] obtained the analogous expression for $d = 3$ (ABJM plasma). The dispersions accurate to quartic order
obtained in these references are
\begin{align}
    d = 4 : & \quad \omega(k) = -i \frac{1}{4\pi T} k^2 - i \frac{1 - \ln 2}{32\pi^3 T^3} k^4, \\
    d = 3 : & \quad \omega(k) = -i \frac{1}{4\pi T} k^2 - i \frac{9 + \sqrt{3\pi} - 9 \ln 3}{384\pi^3 T^3} k^4.
\end{align}

It is easy to check that we need to retain the $h_{0,4} q^4$ term to reproduce these results. In fact, they predict $h_{0,4}(4) = \frac{1}{16}$ and $h_{0,4}(3) = \frac{1}{6}$, respectively. This point was already emphasized in [32]: to get the quartic piece of the dispersion one needs not just the $\mathcal{O}(\omega k^2)$ term that we have derived here, but also the $\mathcal{O}(k^4)$ term. Specifically, the higher order corrections in shear dispersion not only include the second order hydrodynamic transport coefficient $\tau_\pi$ but also include contributions from third (and potentially fourth) order transport data. We will not attempt here to get the $\mathcal{O}(q^4)$ contribution to the dispersion, though it appears straightforward to do so by using the solutions to the function $J_k$ (A.18).\footnote{We thank Temple He and Julio Virrueta for useful discussions on this issue.} For now we simply note the fact that there are corrections with simple coefficients predicted above. We note in passing that the dispersion relation has been used to obtain certain third order transport coefficients in [62, 76], but we find this puzzling in light of the aforementioned mixing with fourth order transport data.\footnote{Explicit expressions for tensor structures that could appear at third order in the stress tensor are given in the recent work of [62] which updates the original computation of [76]. However, these structures need to be further constrained by the second law, eliminating terms that comprise the forbidden class $H_F$ in the terminology of [31]. It would be interesting to reorganize the data obtained in [62, 76] within the eightfold classification scheme.\footnote{The dimensionless frequencies and momenta used in [32] differs from the one we use by a factor of two.}

**Stress tensor correlators.** Let us use the Wilsonian influence phase to write out the stress tensor correlation functions for the polarizations we have studied in the paper. We will focus on the correlation functions for $\mathcal{N} = 4$ SYM, and to keep expressions simple pick the momentum to point along the $z$-direction, $k = k \hat{e}_z$. The overall normalization for SU($N$) gauge group is simply $c_{\text{eff}} = \frac{N^2}{8\pi^2}$.

Consider first the tensor polarization of gravitons, which map to minimally coupled massless scalars in the Schwarzschild-AdS$_5$ geometry and is the Markovian sector of the stress tensor. The retarded Green’s function for the corresponding component of the boundary stress tensor $T_{xy}$ can be read off directly from (9.9). Specializing to $\mathcal{N} = 4$ SYM one finds the retarded correlator
\begin{align}
\langle T^\text{CFT}_{xy}(-\omega, -k) T^\text{CFT}_{xy}(\omega, k) \rangle_{\text{Ret}} = i c_{\text{eff}} (\pi T)^4 \bigg[ 1 - i \omega - \frac{q^2}{2} + i \frac{1 - \ln 2}{2} \omega^2 + i \frac{\ln 2}{2} \omega q^2 + ih_{3}(4) \omega^3 + \cdots \bigg] \tag{9.17}
\end{align}

This expression includes the pressure term, which is the spatio-temporally constant, background term, which is required by Kubo formulae analysis [32]. The expression above should be compared with eq. (4.8) of [32] — we see perfect agreement at quadratic order.\footnote{We do also include here the cubic order corrections which is a new result.}
The Keldysh correlator corresponding to the fluctuations using (7.15). Here we find
\[
\langle T^{\text{CFT}}_{xy}(-\omega, -\mathbf{k}) \, T^{\text{CFT}}_{xy}(\omega, \mathbf{k}) \rangle^{\text{Kel}} = c_{\text{eff}}^2 \frac{2}{\pi} (\pi T)^4 \left( 1 + \frac{\pi^2}{12} m^2 \right) \left( 1 - \frac{\ln 2}{2} q^2 - \eta_3(4) m^2 + \cdots \right). 
\]  
(9.18)

This shows that the correlators obey the KMS relation to the quadratic order in gradients,
\[
\langle T^{\text{CFT}}_{xy}(-\omega, -\mathbf{k}) \, T^{\text{CFT}}_{xy}(\omega, \mathbf{k}) \rangle^{\text{Kel}} = \frac{1}{2} \coth \left( \frac{\beta \omega}{2} \right) \, \text{Re} \left[ \langle T^{\text{CFT}}_{xy}(-\omega, -\mathbf{k}) \, T^{\text{CFT}}_{xy}(\omega, \mathbf{k}) \rangle^{\text{Ret}} \right]. 
\]  
(9.19)

The first principles derivation of this expression has not appeared in the literature hitherto, though given the retarded Green’s function and the KMS condition one could have easily written it down. Note that we computed the third order gradient terms in the inflating Green’s function mainly to get the first non-trivial terms which are not fixed by the Bose–Einstein statistics. The above expressions may be written more directly in the average-difference basis from the effective action.

For the transverse vector polarization of gravitons with momentum along \( \mathbf{k} = k \, \hat{\mathbf{e}}_x \) we will focus on the momentum density \( T^{\text{CFT}}_{vx} \) and momentum current \( T^{\text{CFT}}_{vx} \). These currents are in turn expressed in terms of the non-Markovian scalar \( \varphi_{1-d} \) in \( d \)-dimensions. To obtain the shear sector momentum flux correlators one needs to invert the non-Markovian inverse Green’s function mainly to get the first non-trivial terms which are not fixed by the Bose–Einstein statistics. The above expressions may be written more directly in the average-difference basis from the effective action.

We have the following result for the non-contact or shear part of the stress tensor correlators:
\[
\begin{align*}
\langle T^{\text{CFT}}_{vx}(-\omega, -\mathbf{k}) \, T^{\text{CFT}}_{vx}(\omega, \mathbf{k}) \rangle_{\text{shear}} &= c_{\text{eff}}^2 k^4 \, \langle \varphi_{-3}(-\omega, -\mathbf{k}) \, \varphi_{-3}(\omega, \mathbf{k}) \rangle, \\
\langle T^{\text{CFT}}_{vx}(-\omega, -\mathbf{k}) \, T^{\text{CFT}}_{vx}(\omega, \mathbf{k}) \rangle_{\text{shear}} &= -c_{\text{eff}}^2 k^3 \omega \, \langle \varphi_{-3}(-\omega, -\mathbf{k}) \, \varphi_{-3}(\omega, \mathbf{k}) \rangle, \\
\langle T^{\text{CFT}}_{xx}(-\omega, -\mathbf{k}) \, T^{\text{CFT}}_{xx}(\omega, \mathbf{k}) \rangle_{\text{shear}} &= c_{\text{eff}}^2 k^2 \omega^2 \, \langle \varphi_{-3}(-\omega, -\mathbf{k}) \, \varphi_{-3}(\omega, \mathbf{k}) \rangle.
\end{align*}
\]  
(9.20)

In addition we also have a background contact, or ideal contribution which can be obtained directly from \( S_{\text{ideal}} \), though this only contributes to the retarded Green’s function. One has
\[
\begin{align*}
\langle T^{\text{CFT}}_{vx}(-\omega, -\mathbf{k}) \, T^{\text{CFT}}_{vx}(\omega, \mathbf{k}) \rangle_{\text{ideal}}^{\text{Ret}} &= 3 \, c_{\text{eff}}^2 (\pi T)^4, \\
\langle T^{\text{CFT}}_{vx}(-\omega, -\mathbf{k}) \, T^{\text{CFT}}_{vx}(\omega, \mathbf{k}) \rangle_{\text{ideal}}^{\text{ideal}} &= 0, \\
\langle T^{\text{CFT}}_{xx}(-\omega, -\mathbf{k}) \, T^{\text{CFT}}_{xx}(\omega, \mathbf{k}) \rangle_{\text{ideal}}^{\text{ideal}} &= c_{\text{eff}}^2 (\pi T)^4.
\end{align*}
\]  
(9.21)

The shear part of retarded Green’s function can be obtained by inverting the dispersion function, modulo a factor of \( k^2 \). We thus find:
\[
\langle \varphi_{-3}(-\omega, -\mathbf{k}) \varphi_{-3}(\omega, \mathbf{k}) \rangle_{\text{Ret}} = -i \, \frac{1}{c_{\text{eff}}} \frac{1}{q^2} \\
\times \left( -i \omega + \frac{1}{4} q^2 - \frac{1}{2} \ln 2 \, m^2 - i \frac{m}{4} \sqrt{q^2 - \left( (1 - \ln 2)^2 - 4 \eta_3(4) m^2 \right)} \right)^{-1}. 
\]  
(9.22)

These expression should be compared with the shear sector correlators derived in [33] extending the early work of [6]. In that work they choose to expand the correlator about the shear pole, which leads to a non-local expression. However, as we have argued the presence of hydrodynamic moduli can be handled more effectively by invoking a suitable Legendre transform to write the inverse Green’s function given in (9.10).
The Keldysh correlator for the shear modes can similarly be obtained from (7.28). Specializing again to $M = d - 1$ and $d = 4$ we find the following

$$\langle \varphi_{-3}(-\omega, -k)\varphi_{-3}(\omega, k) \rangle_{\text{Kel}} = \frac{1}{\pi c_{\text{eff}} q^2} \left( 1 + \frac{\pi^2}{12} \omega^2 + \left( \beta_3(4) - \frac{(1 - \ln 2)^2}{4} \right) \omega^2 + \cdots \right) \times \left| -iw + \frac{1}{4} q^2 - \frac{1 - \ln 2}{2} \omega^2 - i w^2 \left( 1 - \frac{(1 - \ln 2)^2 - 4 \beta_3(4)}{4} \right) \omega^2 \right|^{-2}$$

(9.23)

Once again we see the KMS relations satisfied to the order we have computed, viz.,

$$\langle \varphi_{-3}(-\omega, -k)\varphi_{-3}(\omega, k) \rangle_{\text{Kel}} = \frac{1}{2} \coth \left( \frac{\beta \omega}{2} \right) \Re \left[ \langle \varphi_{-3}(-\omega, -k)\varphi_{-3}(\omega, k) \rangle_{\text{Ret}} \right]$$

(9.24)

**Hydrodynamic effective actions.** As a final application to the fluid/gravity correspondence, we consider the non-dissipative contributions to the stress-tensor correlations. In [31] some of us had conjectured a hydrodynamic effective action for this sector, the so-called Class L Lagrangian. This conjecture relied on the structure of non-dissipative contributions to hydrodynamic stress tensor and the transport data for holographic fluids. In particular, it had been argued that the non-dissipative contribution should be captured by the following boundary Lagrangian density (cf., eq. (14.37) of [31]):

$$L^W = c_{\text{eff}} \left( \frac{4\pi T}{d} \right)^d - c_{\text{eff}} \left( \frac{4\pi T}{d} \right)^{d-2} \left[ W_R \left( \frac{2}{d-2} - 1 \right) \sigma_{\text{sh}}^2 + \frac{1}{2} \omega_{\text{vor}}^2 + \frac{1}{d} \text{Harmonic } \left( \frac{2}{d} - 1 \right) \right]$$

(9.25)

This action is written in Weyl covariant hydrodynamic variables $W_R$ is the Weyl covariant curvature scalar on the boundary, $\omega_{\text{vor}}$ is the fluid vorticity, and $\sigma_{\text{sh}}$ is the shear tensor of the fluid. This action was written down by reverse engineering known fluid transport and was conjectured to hold non-linearly in amplitudes, but in a boundary gradient expansion.

It is a simple to check that our results reproduce this structure at quadratic order in amplitudes and gradients. All we need is the defining property of harmonic number function, viz., $\text{Har } (x + 1) = \text{Har } (x) + \frac{1}{x+1}$, to rewrite

$$\Delta(d - 1, 1) = -\frac{1}{d-2} - \frac{1}{d} \text{Harmonic } \left( \frac{2}{d} - 1 \right).$$

(9.26)

This basically says that the contribution from the non-dissipative terms at $O(\omega^2)$ arises from a combination of the Weyl curvature and shear squared terms in the Class L action. At a numerological level this is not a strong check and one might argue that it was guaranteed by the fact that we get the correct Green’s functions.

However, the reason for our optimism here is that unlike in fluid/gravity, we have put the gravitons in the bulk on-shell, evaluated the on-shell action and recovered directly the Class L action. In fact, we get a clear prediction thanks to the grSK geometry. The non-dissipative part of the hydrodynamic effective action obtained from Einstein-Hilbert dynamics directly gives us two copies of Class L, for the R/L degrees of freedom, consistent with the general discussion in [31]. This is a promising start and hints at where in the
gravitational dynamics one can find the appropriate data to prove this conjecture. The
generalization to the dissipative sector also works as expected and is consistent with field
theory analyses. However, as noted in footnote 5 the structure at quadratic order in
amplitudes is not a strong test, but provides a useful sanity check that one is on the
right track.

10 Discussion

We have initiated here a study of open quantum systems with memory. One imagines
coupling some probe degrees of freedom to conserved currents of a thermal field theory.
While most modes of the conserved currents relax back to equilibrium quickly (typically
in a time-scale of order the inverse temperature), conservation ordains the presence of
long-lived modes. Any coupling to such modes will retain long-term memory leading to
challenges of constructing a open effective description. While one can eschew the standard
low energy gradient expansion and come up with alternate ways to tackle the problem,
we propose to take inspiration from the Wilsonian effective field theory approach, and
construct instead a local effective action for the long-lived moduli fields.

The key idea we employed is to exploit holography and use the bulk gravity as a
guidepost for constructing such an effective description. Taking inspiration from studies of
systems with gauge invariance, we furnished a canonical template in the form of a designer
scalar system that captures the essential physical content. This description involved a
simple characterization in terms of a single Markovianity index parameter, and gives a
universal picture of the open effective field theory. Our primary thesis is that for systems
with both fast and slow modes, one should decouple their dynamics at leading quadratic
order and understand each in their own terms. In particular, for the slow modes which
pertain to memory one should isolate the subspace of low energy Goldstone-like degrees of
freedom, the hydrodynamic moduli space, and use them instead of the background sources
to parameterize the effective action.

Motivated by the above reasoning we argued that the contribution from a particular
point in hydrodynamic moduli space is characterized by the Wilsonian influence functional
$S_{WIF}$ which we have chosen to parameterize in terms of the data $\{J_R, J_L, \Phi_R, \Phi_L\}$, the
sources for the Markovian (fast) modes, and the fields (or vevs) for the non-Markovian
(slow) modes. We established that this object can be effectively computed using the holo-
graphic dual description and used it to describe a universal framework to understand charge
and momentum diffusion.

Having the Wilsonian influence functional at hand, we can go back and understand
how to construct the generating function of conserved current correlators. This can be
achieved following the usual construction of the quantum effective action. One can obtain
the (non-local) Schwinger-Keldysh influence functional in terms of the sources of both
Markovian and non-Markovian fields, by first solving for the non-Markovian sources in
terms of the hydrodynamic moduli and then performing a constrained functional integral
over these light fields.
From a certain perspective, it is quite amazing that the analysis of the bulk theory instructs us to directly focus on computing the Wilsonian influence functional for the non-Markovian fields. Recall that, one usually wants to freeze the classical sources (non-normalizable modes) while functionally integrating over the normalizable modes. For Markovian fields, quasinormal modes are non-normalizable while Hawking modes are normalizable. Non-Markovian fields, on the other hand, are characterized by normalizable long-lived quasinormal modes and non-normalizable Hawking radiation that is turned on only in situations with open boundary conditions. As we saw in our discussion freezing the non-normalizable modes results in localizing the normalizable modes to the hydrodynamic moduli space. However, if we focus on solving the non-Markovian dynamics with alternate (Neumann) boundary conditions without additional variational counterterms, one directly lands on the Wilsonian influence functional.

It is rather remarkable that, despite the many years of familiarity with the AdS/CFT correspondence, that the gravitational description naturally implements these considerations by allowing for a simple change of boundary conditions to implement these Legendre transforms. At a technical level there is an added advantage that most of the non-Markovian data can be trivially recovered from the Markovian ones by analytic continuation of the Markovianity index from positive to negative values.

At a conceptual level it is satisfying to see elements of the fluid/gravity correspondence emerge directly for the diffusive sector from an effective action. We emphasize that while earlier discussions either focused solely on the retarded response to get hydrodynamic correlators from the study of quasinormal modes, or left the conservation equations off-shell as in the fluid/gravity correspondence, we are explicitly solving all of the dynamical equations and evaluating the boundary observables. In the sub-sectors we studied we see clear glimmers of the structure of hydrodynamic effective field theories. Whether the localization to the hydrodynamic moduli space can be understood broadly in terms of the vision outlined in [77] remains however to be checked.

At a more pragmatic level, our focus has been on diffusive dynamics. We found that energy dynamics and the physics of sound involves additional technical complications. Essentially the scalar type linearized perturbations of gravitons which involve the plane waves \{\mathcal{S}(\omega, k|v, \mathbf{x}), \mathcal{S}_i(\omega, k|v, \mathbf{x}), \mathcal{S}_{ij}(\omega, k|v, \mathbf{x})\} have been ignored in our discussion. To count the number of components that have been ignored, we begin by noting that the linearized metric perturbations are characterized by a symmetric tensor in AdS_{d+1} which has \(\frac{1}{2}(d+1)(d+2) = N_T + 3N_V + 7\) components. Thus, apart from \{\Psi_\sigma, \Psi_{\alpha,r}, \Psi_{\alpha,v}, \Psi_{\alpha,x}\}, we have 7 more functions worth of metric perturbations which are not accounted for in the discussion above. These modes are dual in the long distance (i.e., small \{\omega, k_i\}) limit to sound modes of the CFT fluid. The leading physics here is not diffusive but wave-like and the leading dispersion is linear: \(\omega \sim c_s k - i \Gamma_s k^2\). In this sense, they are analogous to Goldstone fields in the symmetry broken phases and are different structurally from the modes that we have described so far. For this reason, we did not discuss these modes here.

We however believe that the elements of our framework should suffice to broadly understand energy transport as well. We hope to report on the timbre of Hawking gravitons in AdS in the not too distant future.
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A Designer scalar analysis

The designer scalar wave equation (3.2) can be written in several equivalent forms that are useful not only for comparison with similar expressions that exist in literature, but also to intuit some of the general features by quick inspection. We record a few of these for the benefit of the reader:

- A trivial rewriting that follows from (3.2) is

\[
(\mathcal{D}_+)^2 \varphi_M + M r f \mathcal{D}_+ \varphi_M + \left( \omega^2 - k^2 f \right) \varphi_M = 0, \tag{A.1}
\]

which when converted to the explicit radial derivatives using (2.8) leads to:

\[
\frac{d}{dr} \left( r^{M+2} f \frac{d \varphi_M}{dr} \right) - i \omega \left[ \frac{d}{dr} \left( r^M \varphi_M \right) + r^M \frac{d \varphi_M}{dr} \right] - k^2 r^{M-2} \varphi_M = 0. \tag{A.2}
\]

- Usual study of linearized fields in a black hole background is carried out in the Schwarzschild time coordinate rather than the ingoing time \( v \). We can recover this form by a simple field redefinition, \( \varphi_M^{\text{Schw}} \equiv e^{\frac{2 \omega}{f} \zeta} \varphi_M \), which leads to

\[
\left[ \left( r^2 \frac{d}{dr} \right)^2 + \left( M + \frac{d(1 - f)}{f} \right) r^3 \frac{d}{dr} + \frac{\omega^2 - k^2 f}{f^2} \right] \varphi_M^{\text{Schw}} = 0. \tag{A.3}
\]

Time reversal for these modes are simply achieved by \( \omega \mapsto -\omega \): this is evident from the fact that their equations have no linear terms in \( \omega \).

- A Schrödinger-like form in the regular tortoise coordinate can be obtained by defining \( \varphi_M^{\text{Schr}} = r^\frac{M}{2} \varphi_M^{\text{Schw}} = r^\frac{M}{2} e^{\frac{2 \omega}{f} \zeta} \varphi_M \). One obtains a standard eigenvalue equation:

\[
\left[ \left( r^2 f \frac{d}{dr} \right)^2 - V_M + \omega^2 \right] \varphi_M^{\text{Schr}} = 0, \tag{A.4}
\]

with

\[
V_M \equiv f \left[ k^2 + \frac{d}{2} M r^2 (1 - f) + \frac{1}{4} M(M + 2) r^2 f \right]. \tag{A.5}
\]
This form is often useful to ascertain stability of the solution to linearized perturbations and argue for the self-adjointness of the linearized fluctuation operator. In the In the tensor and vector sector of Einstein equations, these coincide with the Regge-Wheeler-Zerelli master fields (a characterization we avoid in the text) studied in the literature as can be inferred from eq. (3.10) and eq. (3.13) of [12]. The precise identifications are: 

\[ \varphi_{\text{RWZ}}^T = \varphi_{d-1}^{\text{Schr}}, \quad \varphi_{\text{RWZ}}^V = \varphi_{1-d}^{\text{Schr}}. \]

We furthermore note that the differential operator

\[ \nabla_o^2 = \left( r^2 f \frac{\partial}{\partial r} \right)^2 - \frac{\partial^2}{\partial t^2} \quad (A.6) \]

is the so-called orbit-space Laplacian which is used in the parameterization of the gravitational perturbations [29].

### A.1 Gradient expansion of the Green’s function

In the main text we have considered the gradient expansion of the designer scalar to quadratic order in the frequency and momenta. We now give a general analysis in particular highlighting some of the central features and explicit results accurate to third order, viz., \( \mathcal{O}(\omega^3, k^2 \omega) \). Firstly, we note that parameterizing the ingoing solution as

\[ G_{in}^m(\omega, r, k) \equiv e^{-i \omega F(M, \xi)} \Xi(M, \xi), \quad (A.7) \]

we can then rewrite (4.1) in terms of the following recursion relation for \( \Xi(M, \xi) \):

\[ \xi^{M+2-d}(\xi^d - 1) \frac{d}{d\xi} \Xi(M, \xi) = 2i \omega \left[ \Xi(M, \xi) - \Xi(M, 1) \right] + \int_1^\xi dy \left[ q^2 y^{M-2} + \omega^2 \frac{d\Delta(M, y)}{dy} \right]. \quad (A.8) \]

As before, we have performed one integral and fixed the constant of integration to remove the pole at the horizon. This recursion relation can then be used to readily give the appropriate first order ODEs at any order in derivative expansion. Till the third order in the derivative expansion, we can parametrize the ingoing solution as in (5.1).

**Solution up to quadratic order.** Upon expanding out we find the differential equations for the functions \( \{ F, H_k \} \) to be given quite simply since the leading order contribution comes from \( G_{in}^m(\omega = 0, r, k = 0) = 1 \). This then implies that these functions satisfy simple differential equations that can be integrated up once immediately. One finds them to satisfy:

\[ \frac{dF(M, \xi)}{d\xi} + \xi^{d-2} \frac{\xi^M - 1}{\xi^M(\xi^d - 1)} = 0, \]

\[ \frac{dH_k(M, \xi)}{d\xi} + \xi^{d-2} \frac{\xi^{M-1} - 1}{M-1 \xi^M(\xi^d - 1)} = 0. \quad (A.9) \]

As advertised, we have performed the subtraction needed to make the derivatives of the functions analytic near \( \xi = 1 \). Comparing these equations with the defining equation for the incomplete beta function (E.2) we see that we can immediately write down the solution as advertised in (5.8).
The function $H_\omega(M, \xi)$ obeys a second order ODE sourced by $F(M, \xi)$ which can also be written down:

$$\frac{d}{d\xi} \left( \xi^{M+2-d} (\xi^d - 1) \frac{dH_\omega(M, \xi)}{d\xi} \right) + (\xi^M + 1) \frac{dF(M, \xi)}{d\xi} = 0. \quad (A.10)$$

Before solving this equation, it is useful to attend to the function $\Delta(M, \xi)$ introduced in (5.9). This function satisfies a first order ODE

$$\frac{d\Delta(M, \xi)}{d\xi} - (\xi^M + 1) \frac{dF(M, \xi)}{d\xi} = \frac{d\Delta(M, \xi)}{d\xi} + \xi^{d-2-M} \frac{\xi^{2M} - 1}{\xi^d - 1} = 0. \quad (A.11)$$

A simple calculation then reveals that we can massage (A.10) into a more tractable form of a first order ODE using our definition of $\Delta(M, \xi)$ using (A.11). We have

$$\frac{dH_\omega(M, \xi)}{d\xi} + \xi^{d-2} \frac{\hat{\Delta}(M, \xi)}{\xi^M(\xi^d - 1)} = 0, \quad (A.12)$$

where as mentioned in the main text around (5.6) we see an explicit occurrence of a hatted function in the source term for $H_\omega$. Using the explicit parameterization of $\hat{\Delta}(M, \xi)$ in terms of the incomplete beta functions written in their defining series form (E.1) we can again trivially integrate (A.12) to arrive at (5.10).

In addition to the differential equations and the explicit solutions in terms of incomplete beta functions, it is also helpful to have at hand the asymptotic form of these functions which will play an important role in our analysis of normalizability and boundary conditions. We can use the defining series of the incomplete beta functions (E.1) and write down immediately,

$$F(M, \xi) = -\sum_{n=0}^{\infty} \frac{1}{(nd + 1 + M)\xi^{nd+1}M} + \sum_{n=0}^{\infty} \frac{1}{(nd + 1)\xi^{nd+1}},$$

$$(M - 1)H_k(M, \xi) = -\sum_{n=0}^{\infty} \frac{1}{(nd + 1 + M)\xi^{nd+1}M} + \sum_{n=0}^{\infty} \frac{1}{(nd + 2)\xi^{nd+2}}, \quad (A.13)$$

$$\Delta(M, \xi) = -\sum_{n=0}^{\infty} \frac{1}{(nd + 1 + M)\xi^{nd+1}M} + \sum_{n=0}^{\infty} \frac{1}{(nd + 1 - M)\xi^{nd+1-M}}.$$

Similarly, a double series expansion can be written down for $H_\omega$.

**The functions at third order in gradients.** At the next order we obtain for our functions $I_k$ and $I_\omega$, the differential equations

$$\frac{dI_k(M, \xi)}{d\xi} + 2\xi^{d-2} \frac{\hat{H}_k(M, \xi)}{\xi^M(\xi^d - 1)} = 0,$$

$$\frac{dI_\omega(M, \xi)}{d\xi} + 2\xi^{d-2} \frac{\hat{H}_\omega(M, \xi)}{\xi^M(\xi^d - 1)} = 0. \quad (A.14)$$

We have employed the hat decoration to simplify the presentation of the source terms. The solution to the functions $I_a(M, \xi)$ can be obtained using the lower order functions.
we have derived. At each order the trick is to use series representation of the incomplete beta function \((E.1)\) to convert the final integral into the ODE for the incomplete beta function \((E.2)\). Since \(H_k(M, \xi)\) was a simple combination of incomplete beta functions, it follows that \(I_k\) will be given a single series representation (like \(H_\omega\) in \((5.10)\)). On the other hand \(I_\omega\) will be written in terms of a double series representation. We will outline the structure of these solutions elsewhere, but for now will focus on obtaining the results for the non-Markovian sector \(M < -1\) assuming that we have solved the equations for the Markovian sector \(M > -1\).

To obtain the solutions in the non-Markovian case, especially with the view towards determining their asymptotic behaviour, we will exploit a strategy similar to the one used to determine the functions \(F(-M, \xi), H_\omega(-M, \xi)\) and \(H_k(-M, \xi)\). The idea is to define judicious combinations that simplify the analytic continuation from \(M \to -M\). Consider the following functions:

\[
\Delta_k(M, \xi) = (M + 1) \left[ I_k(-M, \xi) + \tilde{\Delta}(-M, \xi) \tilde{H}_k(-M, \xi) - \Delta(-M, 1) H_k(-M, 1) \right] \\
+ (M - 1) \left[ I_k(M, \xi) + \tilde{\Delta}(M, \xi) \tilde{H}_k(M, \xi) - \Delta(M, 1) H_k(M, 1) \right]
\]

\[
\Delta_{\omega}(M, \xi) = I_\omega(-M, \xi) + \tilde{\Delta}(-M, \xi) \tilde{H}_\omega(-M, \xi) - \Delta(-M, 1) H_\omega(-M, 1) \\
+ I_\omega(M, \xi) + \tilde{\Delta}(M, \xi) \tilde{H}_\omega(M, \xi) - \Delta(M, 1) H_\omega(M, 1) \\
+ \frac{1}{2(M - 1)} \Delta_k(M, \xi) - \frac{1}{6} \left[ \tilde{\Delta}(M, \xi)^3 + \Delta(M, 1)^3 \right]
\]  

(A.15)

By explicit computation we can check that these functions satisfy the following ODEs:

\[
\frac{d\Delta_k(M, \xi)}{d\xi} + 2 \frac{\xi^{d-3}}{(\xi^d - 1)} \tilde{\Delta}(M, \xi) = 0, \\
\frac{d\Delta_\omega(M, \xi)}{d\xi} + \frac{\xi^{d-2}}{\xi^M (\xi^d - 1)} \Delta(M, \xi) \left[ \tilde{\Delta}(M, \xi) + \frac{\xi^{M-1}}{M - 1} \right] = 0
\]  

(A.16)

We can solve these equations at large \(\xi\) in a Taylor expansion and use the freedom of picking the integration constant to demand the asymptotic expansion

\[
\lim_{\xi \to \infty} \left\{ \Delta_k(M, \xi) - 2 \frac{\xi^{M-3}}{(M - 1)(M - 3)} \right\} = 0, \\
\lim_{\xi \to \infty} \Delta_\omega(M, \xi) = 0.
\]  

(A.17)

The asymptotic growth of the functions \(I_k(-M, \xi)\) and \(I_\omega(-M, \xi)\) can then be found by using the asymptotic solution for the Markovian sector, and inverting \((A.15)\).

**At fourth order.** Continuing thus, if we parameterize the fourth order contribution to the function \(\Xi(M, \xi)\) as \(\Xi(M, \xi) = q^4 J_k(M, \xi) + w^4 J_\omega(M, \xi) + w^2 q^2 J_{\omega k}(M, \xi)\) we obtain
the equations for the functions $J_a$ to be

\[
\frac{dJ_a(M, \xi)}{d\xi} + \frac{\xi^{d-2}}{\xi^{d-1}} \int_1^\xi dy H_k(M, y) y^{M-2} = 0,
\]

\[
\frac{dJ_\omega(M, \xi)}{d\xi} + 2 \frac{\xi^{d-2}}{\xi^{d-1}} \left[ \tilde{I}_\omega(M, \xi) + \int_1^\xi dy H_\omega(M, y) \frac{d\Delta(M, y)}{dy} \right] = 0,
\]

\[
\frac{dJ_{\omega k}(M, \xi)}{d\xi} + 2 \frac{\xi^{d-2}}{\xi^{d-1}} \left[ \tilde{I}_{\omega k}(M, \xi) + \int_1^\xi dy \left( H_\omega(M, y) y^{M-2} + H_k(M, y) \frac{d\Delta(M, y)}{dy} \right) \right] = 0.
\]  
(A.18)

It is clear that these can again be tackled as detailed above. We hope to report on useful explicit parameterizations of the functions at a later date.

A.2 Non-Markovian ingoing Green’s function at third order

We can now put together all the functions up to third derivative order and write the ingoing solution for the non-Markovian case in a manner similar to (6.3) and obtain a conveniently factorized form:

\[
G_{\omega \rightarrow M} = e^{-i\omega F(M, \xi)} \left[ 1 - \frac{K_{\omega \rightarrow M}}{b^{M-1}} \Xi_{\omega \rightarrow M}(M, \xi) \right] \left[ 1 + \frac{M - 1}{M + 1} q^2 H_k(M, \xi) + w^2 H_\omega(M, \xi) \right. \\
\left. - i w q^2 \frac{M - 1}{M + 1} I_k(M, \xi) - i w^3 I_\omega(M, \xi) + \cdots \right].
\]  
(A.19)

We have written this expression in terms of the Markovian data using (5.9) and (A.16) and parameterized it further in terms of a particular mode function $\Xi_{\omega \rightarrow M}(M, \xi)$ which is a non-normalizable mode function and a dispersion function $K_{\omega \rightarrow M}$. These two pieces of data are given by:

\[
K_{\omega \rightarrow M}(\omega, k) \equiv b^{M-1} \left[ -i w + \frac{q^2}{M + 1} - w^2 \Delta(-M, 1) \\
+ 2i w \left( q^2 H_k(-M, 1) + w^2 H_\omega(-M, 1) \right) + \cdots \right]
\]

\[
= b^{M-1} \left[ -i w + \frac{q^2}{M + 1} + w^2 \Delta(M, 1) + i w^3 \left( \Delta(M, 1)^2 - 2 H_\omega(M, 1) \right) \\
+ 2i w \frac{q^2}{M + 1} \left( \Delta(M, 1) - (M - 1) H_k(M, 1) \right) + \cdots \right],
\]  
(A.20)

and

\[
\Xi_{\omega \rightarrow M}(M, \xi) \equiv \Delta(M, \xi) - 2 \left[ \frac{M - 1}{M + 1} q^2 H_k(M, \xi) + w^2 H_\omega(M, \xi) \right] \Delta(M, \xi)
\]

\[
+ \left( \frac{q^2}{M + 1} - \frac{w^2}{2(M-1)} \right) \Delta_k(M, \xi) + w^2 \Delta_\omega(M, \xi) + \cdots,
\]  
(A.21)

respectively.
We note that, unlike the Markovian case (where there was no ingoing normalizable mode), we now have ingoing normalizable modes for \((\omega, k)\) satisfying the dispersion relation 
\[ K_{-M}^{in}(\omega, k) = 0. \]
In other words, there exists a codimension-1 locus, a hypersurface, in \((\omega, k)\) space where ingoing normalizable modes exist and are given by writing
\[ \tilde{G}_{-M}^{in}(\omega, r, k) = G_{-M}^{in}(\omega, r, k) \] 
\[ = e^{-ib\omega F(M, \xi)} \left[ 1 + \frac{M - 1}{M + 1} q^2 H_k(M, \xi) + w^2 H_\omega(M, \xi) \right. \]
\[ \left. - i \frac{M - 1}{M + 1} w q^2 I_k(M, \xi) - i w^3 I_\omega(M, \xi) + \cdots \right]. \] (A.22)

This ingoing normalizable mode (which only exists on the locus \(K_{-M}^{in}(\omega, k) = 0\)) bears a close resemblance to the ingoing non-normalizable mode in the Markovian case, cf., (5.1). As mentioned in the text there are some differences in the normalization of the various functions appearing at each order in the gradient expansion, but the overall structure is closely related. One can indeed given the Markovian Green’s function guess at the non-Markovian normalizable mode.

When \(K_{-M}^{in} \neq 0\), we get a non-normalizable mode \(\Xi_{nn}(M, \xi)\) whose dominant growth at large \(\xi\) is given by \(\Delta(M, \xi)\). Using (A.13) we see that this function grows as \(\xi^{M-1}\). While the functions \(H_\omega(-M, \xi)\), \(I_k(-M, \xi)\) and \(I_\omega(-M, \xi)\) have higher powers of \(\Delta(M, \xi)\) in their parameterization, the powers higher than unity all cancel against the contributions of higher powers of \(F(-M, \xi)\). This is a good sanity check and consistent with the requirement familiar in other holographic examples that the power of \(r\) giving the dominant growth of non-normalizable mode is independent of \((\omega, k)\) and hence cannot change as we go to higher orders in derivative expansion.

For the computation of the conjugate momentum and counterterms we record that asymptotically
\[ \lim_{r \to \infty} \Xi_{nn}(\omega, r, k) \sim - \frac{r^{M-1}}{M - 1} + O\left(r^{M-2}\right) \] (A.23)
which follows from the asymptotics of the function \(\Delta(M, \xi)\), cf., (A.13). Likewise
\[ \lim_{r \to \infty} \tilde{G}_{-M}^{in}(\omega, r, k) \sim 1 + O\left(r^{-M-1}\right) \] (A.24)

### A.3 Horizon values and transport data

In addition to the specific form of the functions appearing in the gradient expansion it will also be useful to record the values of these functions at the horizon \(\xi = 1\). These determine the coefficients in our Green’s functions and in fact directly parameterize the transport data for the hydrodynamic moduli.

To obtain them we can use the fact that the difference of two incomplete beta functions we encountered, has a finite limit as we take \(\xi \to 1\), cf., (E.6). This allows to extract the following values for the functions appearing in the gradient expansion
\[ \Delta(M, 1) = s \left[ \psi(s(M + 1)) - \psi(s(1 - M)) \right] \] (A.25)
values of the functions that enter the Wilsonian influence phase in table 2. In writing the
quantity in terms of polygamma values, but we will not attempt to do so here.

Note that while

Using this rewriting we may reassemble the contributions to \( H_\omega(M, 1) \) using the harmonic sum representation of the digamma function

\[
\psi(z) = \sum_{m=0}^{\infty} \left( \frac{1}{m+1} - \frac{1}{m+z} \right) - \gamma_E .
\] (A.27)

Using this rewriting we may reassemble the contributions to \( H_\omega(M, 1) \) as

\[
H_\omega(M, 1) = H_\omega^{(1)}(M, 1) + H_\omega^{(2)}(M, 1)
\]

\[
H_\omega^{(1)}(M, 1) = \frac{s}{2} \text{Har} (-1 + s(1 + M)) \Delta(M, 1)
\]

\[
H_\omega^{(2)}(M, 1) = -\sum_{n=0}^{\infty} \frac{M s^3 \text{Har} (n + 2s - 1)}{(n + s(M - 1))(n + s(1 - M))}
\] (A.28)

Note that \( H_\omega^{(2)}(M, 1) = -H_\omega^{(2)}(-M, 1) \). One should be able to find an expression for this quantity in terms of polygamma values, but we will not attempt to do so here.

Of interest to us are the special cases \( M = \pm(d - 3) \) relevant for probe Maxwell fields, and \( M = \pm(d - 1) \) relevant for probe gravitons. In those cases we record the horizon values of the functions that enter the Wilsonian influence phase in table 2. In writing the

| Function | \( M = d - 3 \) | \( M = d - 1 \) |
|----------|----------------|----------------|
| \( \Delta(M, 1) \) | \( \frac{1}{d} \text{Har} \left( -\frac{2}{d} \right) - \text{Har} \left( \frac{4-2d}{d} \right) \) | \( -\frac{1}{d} \text{Har} \left( \frac{2-2d}{d} \right) \) |
| \( H_k(M, 1) \) | \( \frac{\pi}{d(d-1)} \cot \left( \frac{2\pi}{d} \right) \) | \( -\frac{1}{d(d-2)} \text{Har} \left( \frac{2-d}{d} \right) \) |
| \( H^{(1)}_\omega(M, 1) \) | \( \frac{1}{d^2} \text{Har} \left( -\frac{2}{d} \right) \left[ \text{Har} \left( -\frac{2}{d} \right) - \text{Har} \left( \frac{4}{d} - 2 \right) \right] \) | 0 |

Table 2. Horizon values of the special functions appearing in the Wilsonian influence phase and determining transport data for Maxwell fields and gravitons.
expressions above we have employed the Harmonic number function that has appeared before in the transport data of holographic plasmas [70] which is defined by
\[
\text{Har} \left( x - 1 \right) = \gamma_E + \psi(x), \quad \psi(x) = \frac{\Gamma'(x)}{\Gamma(x)}.
\] (A.29)

B Further details for the gauge system

The equations of motion for the designer Maxwell probe (3.3) given in (8.1) can be explicitly written out in terms of the covariant field strengths as:
\[
\partial_r \left( r^{M+2} e_{r v} \right) + \partial_i \left( r^{M} e_{ri} \right) = 0,
\]
\[
\partial_r \left( r^{M} (r^2 f e_{ri} + e_{vi}) \right) + r^{M} \partial_v e_{ri} - r^{M-2} \partial_r \delta_{ij} = 0,
\] (B.1)

We have used here \( \sqrt{-g} = r^{d-1} \) as well as the relations
\[
e^{rv} = e_{rv}, \quad e^{ir} = -r^{-2} (e_{vi} + r^2 f e_{ri}), \quad e^{iv} = -r^{-2} e_{ri}, \quad e^{ij} = r^{-4} e_{ij}.
\] (B.2)

In terms of the potentials, the equations of motion take the form
\[
\partial_r \left( r^{M+2} \left( \frac{\partial V_v}{\partial r} - \frac{\partial V_r}{\partial v} \right) \right) + r^{M} \frac{\partial}{\partial x^i} \left( \frac{\partial V_i}{\partial r} - \frac{\partial V_r}{\partial x^i} \right) = 0,
\]
\[
\partial_v \left( r^{M} \left( D_v V_i - \partial_i (r^2 f V_r + V_v) \right) \right) + r^{M} \frac{\partial}{\partial x^i} \left( \frac{\partial V_i}{\partial v} - \frac{\partial V_r}{\partial x^i} \right) = 0,
\]
\[
r^{M+2} \frac{\partial}{\partial x^i} \left( \frac{\partial V_v}{\partial r} - \frac{\partial V_r}{\partial v} \right) + r^{M} \frac{\partial}{\partial x^i} \left( D_v V_i - \frac{\partial}{\partial x^i} \left( r^2 f V_r + V_v \right) \right) = 0.
\] (B.3)

These equations are invariant under the gauge redundancy \( V_A \mapsto V_A + \partial_A \Lambda \) as can be verified directly. Using the harmonic plane wave decomposition (8.2) one can infer the equations (8.3) and (8.5) quoted in the main text.

B.1 Action of \( \mathbb{Z}_2 \) time reversal

The time reversal \( \mathbb{Z}_2 \) isometry \( v \mapsto i \beta \zeta - v, \omega \mapsto -\omega \) leaves the background metric invariant. The transverse vector equation of motion (8.3) has been explicitly demonstrated to be invariant under this involution. We now claim that the designer gauge system in (8.5) is also invariant under this \( \mathbb{Z}_2 \). The action of time reversal on the fields may be determined by the transformation of the 1-form
\[
V_s = \Psi_r dr + \Psi_v dv - \Psi_\omega \frac{k_i}{k} dx^i.
\] (B.4)

One finds:
\[
\bar{\Psi}_r(\omega, r, k) \mapsto e^{-\beta \omega \zeta} \left( \bar{\Psi}_r(-\omega, r, k) + \frac{2}{r^2 f} \bar{\Psi}_v(-\omega, r, k) \right),
\]
\[
\bar{\Psi}_v(\omega, r, k) \mapsto -e^{-\beta \omega \zeta} \bar{\Psi}_v(-\omega, r, k),
\]
\[
\bar{\Psi}_\omega(\omega, r, k) \mapsto e^{-\beta \omega \zeta} \bar{\Psi}_\omega(-\omega, r, k).
\] (B.5)
Furthermore, using the relation $-\beta \omega \frac{d\xi}{dr} = 2 \frac{i \omega}{r f}$ one can check that the following transformations hold:

$$\bar{P}_r(\omega, r, k) \mapsto e^{-\beta \omega \xi} \left( \bar{P}_r(-\omega, r, k) + \frac{2}{r f} \bar{P}_x(-\omega, r, k) \right),$$

$$\bar{P}_x(\omega, r, k) \mapsto -e^{-\beta \omega \xi} \bar{P}_x(-\omega, r, k),$$

$$\bar{P}_\xi(\omega, r, k) \mapsto -e^{-\beta \omega \xi} \bar{P}_\xi(-\omega, r, k).$$

(B.6)

The last two combinations, $\bar{P}_x$ and $\bar{P}_\xi$, transform covariantly under $\mathbb{Z}_2$ with an odd time reversal parity. A third $\mathbb{Z}_2$ covariant, even time reversal parity combination can be formed from the first two and implies that

$$\bar{P}_\xi(\omega, r, k) \mapsto e^{-\beta \omega \xi} \bar{P}_\xi(-\omega, r, k).$$

(B.7)

**B.2 Radial gauge analysis of the gauge system**

In the standard discussion of gauge systems in AdS spacetime, one often tends to a-priori pick a gauge. In this context the gauge choice that is most natural for the ingoing mode analysis is the radial gauge. We have discussed the potential advantages of our gauge invariant formalism in the main text, but for completeness let us examine now the solution of the ingoing modes in the radial gauge and recover the standard story of diffusion therefrom.

We set $\bar{\Psi}_r = 0$ in the gauge system (8.5) to get the dynamical equations for the remaining components $\bar{\Psi}_x$ and $\bar{\Psi}_\xi$

$$\frac{d}{dr} \left[ \frac{1}{r^{M}} \frac{d}{dr} \left( r^{M+1} \bar{\Psi}_x \right) \right] - \frac{i k}{r} \frac{d \bar{\Psi}_x}{d r} = 0,$$

$$\frac{1}{r^{M}} \mathbb{D}_+ \left[ r^{M} \mathbb{D}_+ \bar{\Psi}_x \right] + \omega^2 \bar{\Psi}_x + i k r^2 f \times \frac{1}{r^{M}} \frac{d}{dr} \left( r^{M} \bar{\Psi}_x \right) = 0,$$

$$- i \omega r^{M+2} \frac{d \bar{\Psi}_x}{d r} + i k r^M \left( \mathbb{D}_+ \bar{\Psi}_x + i k \bar{\Psi}_x \right) = 0.$$

(B.8)

where we have used the identity $\frac{d}{dr} \left[ \frac{1}{r^{M}} \frac{d}{dr} \left( r^{M+1} \bar{\Psi}_x \right) \right] = \frac{1}{r^{M+2}} \frac{d}{dr} \left[ r^{M+2} \frac{d \bar{\Psi}_x}{d r} \right]$ to simplify the equations. For now, we will ignore the third equation, which is the radial Gauss constraint, and solve the first two equations in derivative expansion.

To second order in derivative expansion, the most general ingoing or analytic solution in this radial gauge is given by:

$$\bar{\Psi}_x = C_x - \mu_M \left( \frac{1}{\xi^{M+1}} - (M + 1) \xi^2 \int_\xi^\infty \frac{dy}{y^{M+2}} H_k(-M, y) \right)$$

$$+ q [q (\mu_M - C_x) + i \omega C_x] \int_\xi^\infty \frac{dy}{y^{M+2}} F(-M, y) + \cdots,$$

$$\bar{\Psi}_\xi = C_x + i q \mu_M \left[ F(M + 1, \xi) - i \omega \hat{H}_k(M, \xi) \right]$$

$$- i [q (\mu_M - C_x) + i \omega C_x] \left[ F(M, \xi) - i \omega \left( H_\omega(M, \xi) + \frac{1}{2} F(M, \xi)^2 \right) \right] + \cdots.$$

(B.9)

where we introduced the combination

$$\hat{H}_k(M, \xi) \equiv \int_\xi^\infty \frac{y^{d-2} dy}{y^M (y^d - 1)} \left[ y^M F(M + 1, y) - F(M + 1, 1) + (M + 1) \hat{H}_k(-M, y) \right].$$

(B.10)
The remaining functions \( \{F, H_k, H_\omega\} \) are the familiar ones which we encountered in the scalar field gradient expansion analysis in section 5.

The coefficients \( C_v \) and \( C_x \) are the two non-normalizable modes (both of which are analytic) whereas \( \mu_{\phi} \) is the unique analytic normalizable mode. The coefficients \( C_v, C_x \) are fixed by the Dirichlet conditions

\[
\lim_{r \to \infty} \tilde{\Psi}_v = C_v, \quad \lim_{r \to \infty} \tilde{\Psi}_x = C_x,
\]

and they correspond to the boundary source perturbations. One can verify all these statements using the asymptotic expansions in appendix A.1.

The normalizable mode can be related to the Noether charge density via

\[
(J^{CFT})^v \equiv \lim_{r \to \infty} \left[ r^{M+2} \left( \frac{d\tilde{\Psi}_v}{dr} + i\omega \tilde{\Psi}_r \right) - k \frac{r^{M-1}}{M-1} (k C_v - \omega C_x) \right] = (M + 1) \frac{\mu_M}{b^{M+1}} \quad (B.12)
\]

We subtracted a temperature-independent, gauge invariant counterterm to get a finite result to this order in derivative expansion above. The corresponding Noether current density, after an analogous counterterm subtraction, is given by

\[
(J^{CFT})^i \equiv \frac{k_i}{k} \lim_{r \to \infty} \left[ r^M \left( \frac{d\tilde{\Psi}_x}{dr} + i k \tilde{\Psi}_v + i k r^2 f \tilde{\Psi}_r \right) - \omega \frac{r^{M-1}}{M-1} (k C_v - \omega C_x) \right]
\]

\[
= -i (b k_i) \left[ 1 + i w (F(M + 1, 1) - (M - 1) H_k(M, 1)) + \cdots \right] \frac{\mu_M}{b^{M+1}} + \frac{1}{b^M} \left[ 1 - i w (F(M, 1) - F(-M, 1)) + \cdots \right] \frac{i k_i}{k} (k C_v - \omega C_x) + \cdots . \quad (B.13)
\]

Here we have used (6.2) to write the functions corresponding to the exponent \(-M\) in terms of the functions corresponding to the exponent \(M\). In the final expression for \(J^i\), the penultimate line in (B.13) gives the diffusion current while the final line denotes the drift current due to the external applied field. The coefficients here are the (frequency dependent) diffusion constant and conductivity respectively.

The qualitative structure of the ingoing solution in the generalized gauge system is now clear. Unlike the Markovian sectors, we have here a long-lived generalized charge mode in the CFT indicated by the presence of an analytic normalizable mode. The physics here is the generalized diffusion of this Noether charge density with generalized chemical potential \(\mu_{\phi}\) (Fick’s law) along with a drift in the charge due to external forcing by potentials \(C_v\) and \(C_x\) (Ohm’s law).

The normalizable mode \(\mu_{\phi}\) however is not arbitrary. Substituting our solution into the radial Gauss constraint, which we recall we have left off-shell, we get a radius independent relation between the normalizable and the non-normalizable modes (as we should). We obtain the following constraint:

\[
\left\{ -i \omega (M + 1) + bk^2 \left[ 1 + i w (F(M + 1, 1) - (M - 1) H_k(M, 1)) + \cdots \right] \right\} \mu_{\phi} + q \left\{ 1 - i w [F(M, 1) - F(-M, 1)] + \cdots \right\} (k C_v - \omega C_x) = 0 . \quad (B.14)
\]
The above equation is the generalized diffusion equation in the Fourier domain describing the diffusion of CFT charge density corresponding to \( \mu_M \), along with an ohmic drift due to external field produced by \( C_v \) and \( C_x \). If we set the external forcing to zero (i.e., fix \( C_v = C_x = 0 \)) we get the inverse of the diffusion Green function

\[
G_{M,\text{diff}}^{-1} \equiv -i \omega (M+1) + bk^2 \left( 1 + i \omega [F(M+1,1) - (M-1) H_k(M,1)] + \cdots \right). \tag{B.15}
\]

This is a diffusion equation with a frequency dependent diffusion constant

\[
D = \frac{1}{M+1} \frac{d \beta}{4\pi} \left( 1 + \frac{\beta \omega}{2\pi} d [F(M+1,1) - (M-1) H_k(M,1)] + \cdots \right) \tag{B.16}
\]

Thus, in the absence of forcing we get a charge density that slowly diffuses and equilibrates over the planar Schwarzschild-AdS\(_{d+1}\) black hole horizon.

When we do have external sources forcing the system, we get a superposition of the free normalizable diffusion mode with the normalizable drift mode due to external driving (parametrized as heretofore mentioned by \( C_v \) and \( C_x \)):

\[
\mu_M = \mu_{M,\text{diff}} + q G_{M,\text{diff}} [1 - i \omega (F(M,1) - F(-M,1)) + \cdots] (k C_v - \omega C_x). \tag{B.17}
\]

The analysis in the radial gauge has some useful pointers for our general solution. As we see above, the moment we impose the Gauss constraint, the third equation of (B.8), we see that the gradient expansion breaks down. However, the physics of this breakdown is simple: it is associated with the presence of long-lived, long wavelength modes that we are integrating out.

Thus, once the radial Gauss constraint is fully solved for, we get a breakdown of derivative expansion and the Markovian approximation, but only via the diffusion pole in \( G_{M,\text{Diff}} \).

## C On the gravitational perturbations

In this appendix we give some of the details regarding the reduction of gravitational dynamics encoded in the Einstein-Hilbert action onto the designer scalar and gauge fields that we have discussed. The main aim is to show that the transverse tensor polarizations of gravitons are a Markovian scalar (a minimally coupled massless scalar with \( M = d - 1 \)) while the transverse vector polarizations leads to a diffusive gauge field with \( M = 1 - d \). We do not discuss the scalar polarization, which are expected to be non-Markovian, since they comprise the low energy sound mode.

### C.1 Linearized diffeomorphisms and abelian gauge symmetries

Let us begin by quickly motivating the abelian gauge symmetry encountered in the auxiliary gauge system in (9.2). This symmetry is inherited from vector diffeomorphisms of the form

\[
x^i \mapsto x^i + \int \sum_{k=1}^{N_V} \Lambda_\alpha (r, \omega, k) V^\alpha_i (\omega, k | v, x). \tag{C.1}
\]

This is the only allowed diffeomorphism once we ignore terms with scalar plane waves in the harmonic decomposition. To see how this works, we feed the shift

\[
dx^i \mapsto dx^i + \int \sum_{k=1}^{N_V} \left[ \frac{d \Lambda_\alpha}{dr} dr + \Lambda_\alpha (r, \omega, k) \left( dv \partial_v + dx^j \partial_j \right) \right] V^\alpha_i (\omega, k | v, x), \tag{C.2}
\]
into the background black brane metric (2.4). Retaining terms linear in $\Lambda_\alpha$ and ignoring further the modifications coming from the perturbations to the geometry parameterized in (9.1) (which are non-linear effects), we can read off the effect of the diffeomorphism on the fields parameterizing $h_{AB}$. One finds,

$$
\begin{align*}
\Psi_\alpha^r &\mapsto \Psi_r + \frac{d\Lambda_\alpha}{dr}, & \Psi_\alpha^v &\mapsto \Psi_v - i\omega \Lambda_\alpha, & \Psi_\alpha^x &\mapsto \Psi_x - ik \Lambda_\alpha,
\end{align*}
$$

(C.3)

which is of course equivalent to (cf., (8.8))

$$
A_\alpha^{AB} dx^B \mapsto A_\alpha^{AB} dx^B + \partial_B \int_k \Lambda_\alpha S(\omega, k|v, x) dx^B.
$$

(C.4)

Thus to this leading order we are justified in thinking of the transverse vector gravitons as an auxiliary gauge field.

An equivalent way to think about the emergence of this auxiliary gauge field is from the dual CFT: we know that the shear sector of the CFT sector carries a divergence free momentum density. We can then expand such a momentum density (the $v_\parallel$ components of the energy-momentum tensor $(T_{\text{CFT}})^{\mu\nu}$) in the basis of vector plane waves

$$(T_{\text{CFT}})^{\nu\parallel}(v, x) \equiv \int_k P_\alpha(\omega, k) V_\alpha(\omega, k|v, x).$$

(C.5)

The diffusion of this momentum density is then equivalent to the diffusion of $N_V = d - 2$ charges defined via

$$\int_k P_\alpha(\omega, k) S(\omega, k|v, x).$$

(C.6)

In holography, as we saw in section 8 the diffusion of a charge density is dual to the physics of radially polarized photons traveling tangentially to the boundary. This then naturally leads to a construction of $N_V = d - 2$ radially polarized gauge fields in the bulk, as we have described above.

### C.2 Graviton dynamics repackaged

The Einstein’s equations (9.3) are of course derived from the Einstein-Hilbert action, along with the Gibbons-Hawking boundary term. In addition, one has to specific boundary covariant counterterms that regulate the UV divergences and give finite boundary observables, viz., the CFT stress tensor $(T_{\text{CFT}})^{\mu\nu}$ and its correlation functions. This is given in (9.4).

The auxiliary system of scalars and gauge fields introduced in (9.2) and their resulting dynamics in (9.3) can be derived from the following action:

$$
S_{\text{Aux}} = - \int d^{d+1}x \sqrt{-g} \left[ \frac{1}{2} \sum_{\sigma=1}^{N_T} \nabla_A \Phi_\sigma \nabla^A \Phi_\sigma + \frac{r^2}{4} \sum_{\alpha=1}^{N_V} g^{AC} g^{BD} F^\alpha_{AB} F^\alpha_{CD} \right] + S_{\text{Aux, ct}}
$$

$$
S_{\text{Aux, ct}} = \frac{1}{d - 2} \int d^dx \sqrt{-\gamma} \left[ \frac{1}{2} \sum_{\sigma=1}^{N_T} \gamma^{\mu\nu} \partial_\mu \Phi_\sigma \partial_\nu \Phi_\sigma + \frac{r^2}{4} \sum_{\alpha=1}^{N_V} \gamma^{\mu\sigma} \gamma^{\nu\lambda} \partial_\mu \gamma_\alpha^{\lambda} \partial_\nu \gamma_\alpha^{\sigma} \right].
$$

(C.7)

The boundary counterterms in $S_{\text{Aux, ct}}$ are fixed by the following requirements: they should be diagonal in the auxiliary fields since the equations of motion do not mix the fields. They also ought to obey the original symmetries of $S_{\text{Aux}}$: the shift invariance in
The induced metric can be obtained by taking the boundary limit of (9.1), leading to
\[ ds_{\text{bdy}}^2 = \left( \gamma_{\mu\nu} + \left( h \gamma_{\mu\nu} \right)_{\text{Tens}} + \left( h \gamma_{\mu\nu} \right)_{\text{Vec}} \right) dx^\mu dx^\nu. \]

For the purposes of computing the two-point function of the energy-momentum tensor we need an expression for the on-shell action of the gravitational system. One quick way to obtain this is to use the auxiliary fields and evaluate their on-shell action. We find:
\[ S_{\text{Aux}}|_{\text{on-shell}} = -\frac{1}{2} \int d^d x \left[ r^{d-1} \sum_{\sigma=1}^{N_T} \Phi_\sigma \Box + \Phi_\sigma + r^{d+1} \sum_{\alpha=1}^{N_V} g^{BC} A_B^\alpha (J_C^\alpha + r^2 f J_C^\alpha) \right]. \] (C.9)

We further note that the auxiliary action (C.7) is defined with only the background metric, while the Einstein-Hilbert action (9.4) includes the tensor and vector perturbations as indicated in (9.1).

For the purposes of computing the two-point function of the energy-momentum tensor we need an expression for the on-shell action of the gravitational system. One quick way to obtain this is to use the auxiliary fields and evaluate their on-shell action. We find:
\[ S_{\text{Aux}}|_{\text{on-shell}} = -\frac{1}{2} \int d^d x \left[ r^{d-1} \sum_{\sigma=1}^{N_T} \Phi_\sigma \Box + \Phi_\sigma + r^{d+1} \sum_{\alpha=1}^{N_V} g^{BC} A_B^\alpha (J_C^\alpha + r^2 f J_C^\alpha) \right]. \] (C.9)

We now explain how one obtains the dynamics captured by the auxiliary system directly from the Einstein-Hilbert action along with the Gibbons-Hawking and boundary counterterms in (9.4). Plugging in the perturbation ansatz (9.1) one finds by direct evaluation:
\[ S_{\text{EH}} \equiv \int d^{d+1} x \sqrt{-g} \left( R + d(d-1) \right) = S_{\text{Aux}} - \int d^d x L_{\text{EH,bdy}} + O(h^3). \] (C.10)

The fact that the equations of motion agree in fact guarantee that the above equality should hold, up to the boundary terms in \( L_{\text{EH,bdy}} \). In obtaining this result we have dropped all the total derivatives along the boundary — terms of the form \( \partial_\mu F \) are not included in the above. The boundary term \( L_{\text{EH,bdy}} \) comes from total derivatives along the radial direction and can be computed to be
\[ L_{\text{EH,bdy}} = 2 r^d \left\{ f - \frac{f}{2} \frac{\partial}{\partial r} \left[ r \sum_{\sigma=1}^{N_T} \Phi_\sigma \Box + \sum_{\alpha=1}^{N_V} \gamma_{\mu\nu} A^\alpha_{\mu} A^\alpha_{\nu} \right] \right\} + \sum_{\alpha=1}^{N_V} \left[ \frac{d}{4f} (1 + f) (A^\alpha_v + r^2 f A^\alpha_v)^2 + \frac{d}{4f} (1 - f) (A^\alpha_v)^2 \right]. \] (C.11)

\( \Phi_\sigma \) and gauge invariance of \( \Psi_B^\alpha \). The terms written above respect these conditions and furthermore only include terms that are at most quadratic in the auxiliary fields. The coefficients are fixed by demanding that the counterterms cancel the divergences of \( S_{\text{Aux}} \) when we evaluate the boundary observables.

We will write the induced metric with explicit coordinate \( r \) for simplicity. It is to be understood that we are considering the metric induced at a fixed radial cut-off \( r = r_c \) and interested in the limit \( r_c \to \infty \). This also applies below when we discuss the boundary counterterms.
A good consistency check is that this total radial derivative term should be canceled by the standard Gibbons-Hawking term. We indeed find plugging in the ansatz (9.1) that

\[ S_{\text{GH}} \equiv 2 \int d^d x \sqrt{-\gamma} K = \int d^d x \left( L_{\text{EH,bdy}} + L_{\text{ideal}} \right), \]

\[ L_{\text{ideal}} = r^d \left\{ (d + (d - 2)f) \left( 1 - \frac{1}{2} \sum_{\sigma=1}^{N_T} \Phi_\sigma^2 - \frac{1}{2} \sum_{\alpha=1}^{N_V} A_\alpha^a A_\alpha^a \right) + (d - 1) \sum_{\alpha=1}^{N_V} (A_\alpha^a)^2 \right\}. \]  

(C.12)

\( L_{\text{ideal}} \) is by itself still divergent, but these UV divergences are canceled by the gravitational counterterms encoded in \( S_{\text{ct}} \) given in (9.4). Once again computing this quantity by plugging in (C.8) we find we can express the answer in terms of the counterterms evaluated for the auxiliary system of scalars and gauge fields along with an additional piece. The final answer is given as

\[ S_{\text{ct}} = S_{\text{Aux, ct}} + \int d^d x L_{\text{ideal, ct}} \]

\[ L_{\text{ideal, ct}} = 2(d - 1) r^d \sqrt{f} \left[ -1 + \frac{1}{2} \sum_{\sigma=1}^{N_T} \Phi_\sigma^2 + \frac{1}{2} \sum_{\alpha=1}^{N_V} A_\alpha^a A_\alpha^a - \frac{1}{2f} \sum_{\alpha=1}^{N_V} (A_\alpha^a)^2 \right]. \]  

(C.13)

With this parameterization we find the finite combination for the piece we have characterized by the adjective ‘ideal’:

\[ \lim_{r \to \infty} (L_{\text{ideal}} + L_{\text{ideal, ct}}) = - \lim_{r \to \infty} \frac{1}{b^d} \left[ -1 + \frac{1}{2} \sum_{\sigma=1}^{N_T} \Phi_\sigma^2 + \frac{1}{2} \sum_{\alpha=1}^{N_V} (A_\alpha^a A_\alpha^a + (d - 1) (A_\alpha^a)^2) \right] \]

\[ = \int d^d x \sqrt{-\gamma} \left[ \sqrt{-\gamma_{\mu\nu} b^{\mu} b^{\nu}} \right]^{-d} \]  

(C.14)

where we introduce the thermal vector \( b^\mu \), which in the limit where we probe the equilibrium state of the static Schwarzschild-AdS\(_{d+1}\) black hole is given by \( b^\mu \partial_\mu = b \partial_\mu \). The adjective ‘ideal’ is now easily explained: the finite contribution appearing in (C.14) is the ideal fluid free energy in the thermal state on the boundary. This action is explicitly invariant under the Weyl transformations of the CFT metric.

\section*{D Conserved currents: gauge theory and gravity}

In this appendix, we would like to describe the normalizable modes in the gauge theory and gravity and relate it to normalizable modes of the auxiliary scalar fields. By standard AdS/CFT dictionary, these correspond to the CFT expectation values of the global current and the energy-momentum tensor respectively. We will show that the normalizable modes in the original gauge or gravity description matches with the normalizable modes in the designer scalar description. This is perhaps expected given the reduction to the designer scalars described in the main text.

We remind the reader that the definition of normalizable modes needs counterterms built out of non-normalizable modes. The corresponding statement about counterterms

\[ \text{JHEP05(2021)130} \]
would be that the known counterterms for gauge/gravity variables reproduce the required counterterms for the scalar fields.

We begin with the time-reversal invariant gauge system. Including the boundary Maxwell counterterm corrections (see (8.19)) and the Markovian contributions into (8.9), we obtain

\[ J_{c_{\text{CFT},v}} = - \lim_{r \to \infty} r^M \left\{ r^2 c_{v} + c_{v}^{(2)} \frac{\partial_{v} e_{vi}}{r \sqrt{f}} \right\} = - \frac{k}{k^2} \lim_{r \to \infty} \left\{ \bar{\Phi}_{D} + \frac{c_{v}^{(0)}}{r \sqrt{f}} D_{i} \Phi_{D} \right\}, \]

\[ J_{c_{\text{CFT},i}} = - \lim_{r \to \infty} r^M \left\{ r^2 f c_{vi} + c_{vi}^{(2)} \frac{\partial_{i} e_{vi}}{r \sqrt{f}} - f \frac{\partial_{j} C_{ji}}{r \sqrt{f}} \right\} = - \frac{k}{k^2} \lim_{r \to \infty} \left\{ \bar{\Phi}_{D} + \frac{c_{v}^{(0)}}{r \sqrt{f}} D_{i} \Phi_{D} \right\}, \]

\[ (D.1) \]

where we have used the parametrization given in (8.11). We have also used the fact that the counterterm coefficient \( c_{v}^{(2)} \) is equal to the leading counterterms \( c_{v}^{(2)} \) and \( c_{v}^{(0)} \) for the corresponding scalars. The derivation above shows that the normalizable modes of the gauge theory map directly to the normalizable mode of the corresponding designer scalars. Further, note that the CFT current appears in a form where the current conservation is automatic, even after the counterterm is added. We can go further and add in the four-derivative counterterms proportional to \( e_{\nu}^{\chi} \gamma^{\alpha \beta} \nabla_{\alpha} \nabla_{\beta} e_{\mu \nu} \) and \( e_{\nu}^{\chi} \gamma^{\alpha \beta} \nabla_{\alpha} e_{\mu \nu} \nabla_{\beta} e_{\mu \nu} \) in order to reproduce \( c_{v}^{(2)} \) counterterm for the non-Markovian contribution.

Once the map between the normalizable modes is established, we can directly import the results from the subsections section 7.1 and section 7.2. The expectation value of the CFT current is given by adopting (7.11) and (7.22) to the gauge problem. This then gives the CFT current in terms of Markovian sources and the non-Markovian effective fields parameterizing the hydrodynamic moduli space to the SK one-point functions:

\[ \langle J_{c_{v,R}}^{\text{CFT}} \rangle = - \int_{k} k^2 \tilde{\Phi}_{R}, \quad \langle J_{c_{v,L}}^{\text{CFT}} \rangle = - \int_{k} k^2 \tilde{\Phi}_{L}, \]

\[ \langle J_{c_{i,R}}^{\text{CFT}} \rangle = - \sum_{a=1}^{N_{V}} \int_{k} \Psi_{i}^{a} \left( K^{\alpha}_{\nu} \left[ (n_{B} + 1) A_{R}^{\alpha} - n_{B} A_{L}^{\alpha} \right] + n_{B} K^{\nu}_{\mu} \left[ A_{R}^{\alpha} - A_{L}^{\alpha} \right] \right) \]

\[ + \int_{k} \omega_{k} \tilde{Q}_{R}, \]

\[ (D.2) \]

\[ \langle J_{c_{i,L}}^{\text{CFT}} \rangle = - \sum_{a=1}^{N_{V}} \int_{k} \Psi_{i}^{a} \left( K^{\alpha}_{\nu} \left[ (n_{B} + 1) A_{R}^{\alpha} - n_{B} A_{L}^{\alpha} \right] + (n_{B} + 1) K^{\nu}_{\mu} \left[ A_{R}^{\alpha} - A_{L}^{\alpha} \right] \right) \]

\[ + \int_{k} \omega_{k} \tilde{Q}_{L}. \]

Here \( A \) denotes the source for the Markovian sector (magnetic part of the CFT current source) whereas \( \tilde{Q} \) denotes the effective fields in the non-Markovian sector (the charge...
The above discussion can be extended to gravity. The analysis goes through with minor modifications. The energy momentum tensor is given by the boundary limit of the Brown-York tensor with appropriate counterterms:

\[ \sqrt{-g^{\text{CFT}}} \, T^{\text{CFT}}_{\mu\nu} = c_{\text{eff}} \lim_{r \to \infty} r^{-2} \sqrt{-\gamma} \left( 2K_{\gamma\mu\nu} - 2K_{\mu\nu} - 2(d-1)\gamma_{\mu\nu} + \frac{2}{d-2} \gamma G_{\mu\nu} \right), \tag{D.3} \]

where \( \gamma G_{\mu\nu} \) is the Einstein tensor of the induced boundary metric and \( c_{\text{eff}} = \frac{\ell_{\text{AdS}}^{d-1}}{16\pi G_N} \). This expression follows from the on-shell variation of the gravity action with its counterterms.

As a warm-up, let us compute the CFT stress tensor for the background black-brane. This gives

\[ T_{\text{CFT}}^{\mu\nu} \, dx^\mu \, dx^\nu = c_{\text{eff}} b \left[ (d-1) dv^2 + dx_i dx_i \right] = T_{\text{Ideal}}^{\mu\nu} \, dx^\mu \, dx^\nu. \tag{D.4} \]

We recognize here the energy-momentum tensor of an ideal conformal fluid at rest with a pressure \( p = c_{\text{eff}} b^{-d} \) and an energy density \( \varepsilon = (d-1)p = (d-1) c_{\text{eff}} b^{-d} \). We remind the reader that the ideal fluid stress tensor for a fluid with an energy density \( \varepsilon \), a pressure \( p \) and a spacetime velocity field \( u^\mu \) is given by

\[ T_{\text{Ideal}}^{\mu\nu} = \varepsilon \, u^\mu \, u^\nu + p \left( \eta^{\mu\nu} + u^\mu u^\nu \right) = p \left( \eta^{\mu\nu} + d \, u^\mu u^\nu \right). \tag{D.5} \]

In the last step we have used the relation \( \varepsilon = (d-1)p \) arising from the fact that \( T^{\mu\nu} \) should be trace free in a CFT.

Next, we turn on the tensor/vector perturbations to ask how the CFT stress tensor changes under such a deformation. Since we are not turning on any scalar perturbations, the contribution to the energy density \( T_{\text{CFT}}^{\mu\nu} \) due to these perturbations is zero. The components \( T_{vi}^{\text{CFT}} \) and \( T_{ij}^{\text{CFT}} \) take the form

\[
\begin{align*}
T_{vi,\text{Non-Ideal}}^{\text{CFT}} &= -c_{\text{eff}} \sum_{\alpha=1}^{N_V} \int \, \kappa^2 \gamma^\alpha_i \lim_{r \to \infty} \left\{ \Phi_D + \frac{c^{(0)}}{r \sqrt{f}} \nablaD \Phi_D \right\}, \\
T_{ij,\text{Non-Ideal}}^{\text{CFT}} &= -c_{\text{eff}} \sum_{\sigma=1}^{N_T} \int \, T_{\sigma j}^{\text{CFT}} \lim_{r \to \infty} \left\{ r^{d-1} \nablaD \Phi_{\sigma} + c^{(2)} \sqrt{f} \, r^{d-2} \left( \kappa^2 \frac{1}{f} \omega^2 \right) \Phi_{\sigma} \right\} + c_{\text{eff}} \sum_{\alpha=1}^{N_V} \int \, \omega \left( k_i \nabla_j^\alpha + k_j \nabla_i^\alpha \right) \lim_{r \to \infty} \left\{ \Phi_D^\alpha + \frac{c^{(0)}}{r \sqrt{f}} \nablaD \Phi_D^\alpha \right\}. \tag{D.6}
\end{align*}
\]

These expressions are the gravitational analogues of the gauge theory expressions that were derived above. The counterterm coefficients in the above equation are evaluated by setting \( M = d - 1 \). The normalizable modes in the non-ideal part again map to the normalizable mode of the corresponding designer scalars and the energy-momentum conservation is automatic. To get the four-derivative counterterms in the non-Markovian sector \( c^{(2)}_n \) with \( M = d - 1 \), we need to add in the corresponding Riemann square counterterms in gravity.
Evaluating the above expression on our solution, we can derive the SK one point functions of the CFT energy momentum tensor as

\[
\langle T_{\text{v},R}^{\text{CFT}} \rangle = - \sum_{\alpha=1}^{N_V} \int k^2 \tilde{P}_R^\alpha, \quad \langle T_{\text{v},L}^{\text{CFT}} \rangle = - \sum_{\alpha=1}^{N_V} \int k^2 \tilde{P}_L^\alpha,
\]

\[
\langle T_{i,j,R}^{\text{CFT}} \rangle = - \sum_{\sigma=1}^{N_T} \int_k T_{ij}^\sigma \left( K_{d-1}^{\text{in}} \left[ (n_B + 1) \gamma_R^\sigma - n_B \gamma_L^\sigma \right] + n_B K_{d-1}^{\text{rev}} \left[ \gamma_R^\sigma - \gamma_L^\sigma \right] \right)
+ \sum_{\alpha=1}^{N_V} \int_k \omega \left( k_i V_j^\alpha + k_j V_i^\alpha \right) \tilde{P}_R^\alpha,
\]

\[
\langle T_{i,j,L}^{\text{CFT}} \rangle = - \sum_{\sigma=1}^{N_T} \int_k T_{ij}^\sigma \left( K_{d-1}^{\text{in}} \left[ (n_B + 1) \gamma_R^\sigma - n_B \gamma_L^\sigma \right] + (n_B + 1) K_{d-1}^{\text{rev}} \left[ \gamma_R^\alpha - \gamma_L^\alpha \right] \right)
+ \sum_{\alpha=1}^{N_V} \int_k \omega \left( k_i V_j^\alpha + k_j V_i^\alpha \right) \tilde{P}_L^\alpha.
\]

Here, \(\gamma\) denotes the source for the Markovian sector (the magnetic part of the CFT metric) whereas \(\tilde{P}\) denotes the effective fields in the non-Markovian sector (the momentum diffusion or shear mode). It can be readily checked that these expressions coincide with expectation values obtained by varying the influence phase computed in the main text. We will leave for future a detailed comparison of the above expressions to the results from fluid/gravity correspondence.

### E On some incomplete Beta functions

We briefly review the properties of the subclass of incomplete Beta functions that have been used to parameterize the solutions in the gradient expansion. We start by noting that their definition in terms of the hypergeometric series expansion and outline a few identities that are helpful in verifying some of our statements. We recall, \[50, \text{eq. 8.17.E7}\]

\[
B \left( \alpha, 0; z \right) \equiv \frac{z^\alpha}{\alpha} 2F_1 \left( 1, \alpha, 1 + \alpha; z \right) = \sum_{m=0}^{\infty} \frac{z^{m+\alpha}}{m+\alpha}. \tag{E.1}
\]

This series can be written down for any \(\alpha\) except when \(\alpha\) is a negative integer. It is absolutely convergent for \(|z| < 1\), as can be easily shown by ratio test. We conclude that this series gives a well-defined function for any \(\alpha \notin \mathbb{Z}^-\) and for all \(|z| < 1\). Further absolute convergence legitimizes term by term differentiation, integration etc., of this series representation.

The central fact relevant for our purpose is that via term by term differentiation, it can be shown that the incomplete Beta function solves the following inhomogeneous first order ODE:

\[
\xi^2 \left( 1 - \xi^{-d} \right) \frac{d}{d\xi} \left[ \frac{1}{d} B \left( k + 1 \frac{1}{d}, 0; \frac{1}{\xi^d} \right) \right] + \frac{1}{\xi^k} = 0. \tag{E.2}
\]

This can also be equivalently shown via the following integral representation valid for \(\alpha > 0\) and \(|z| < 1\):

\[
B \left( \alpha, 0; z \right) = \int_0^z \frac{t^{\alpha-1} dt}{1 - t}. \tag{E.3}
\]
One can check that a binomial expansion of the denominator in the integrand gives us back the original series. The differential equation above uniquely determines the incomplete Beta function up to an additive constant. For $\alpha > 0$, the additive constant can be fixed by demanding that the function vanishes as $z \to 0$. The $\alpha < 0$ case can then be thought of as an analytic continuation from $\alpha > 0$ case.

The incomplete Beta function has a logarithmic branch cut at $z = 1$: the series expansion as we take $z \to 1^-$ is given by

$$- B(\alpha, 0; z) = \gamma_E + \psi(\alpha) + \ln(1 - z) + \sum_{n=1}^{\infty} \frac{(-1)^n \Gamma(\alpha)}{n! \Gamma(\alpha - n)} (1 - z)^n. \quad (E.4)$$

Here $\gamma_E$ is the Euler constant and $\psi(\alpha)$ is the digamma function. The presence of a branch cut is easily seen when $\alpha$ is a positive integer. In this case, the defining series can be recognized as the Madhava-Taylor series of the logarithm with the first few terms dropped:

$$B(\alpha, 0; z) = \ln(1 - z) + \sum_{n=1}^{\alpha-1} \frac{z^n}{k^n} \quad \text{for} \quad \alpha \in \mathbb{Z}_+. \quad (E.5)$$

The logarithmic branch cut is evident in this case. Based on the above note in particular that the difference of two incomplete Beta functions is analytic near $z = 1$, and is given in terms of the digamma function $\psi(x) = \frac{d}{dx} \log \Gamma(x)$

$$\lim_{z \to 1^-} [B(\alpha_1, 0; z) - B(\alpha_2, 0; z)] = \psi(\alpha_2) - \psi(\alpha_1) = \sum_{n=0}^{\infty} \left[ \frac{1}{n + \alpha_2} - \frac{1}{n + \alpha_1} \right]. \quad (E.6)$$

F Plane wave harmonics

We give a quick summary of our conventions for harmonic decomposition on $\mathbb{R}^{d-1,1}$. We will classify the harmonics to be scalar, vector and tensor, based on their transformation of the spatial $SO(d-2)$ rotation group transverse to a fixed momentum vector $k$. This is standard in most of the literature, see for example [29] for a general discussion. We note that a more compact presentation would have used $SO(d-1)$ representation theory as is employed in the fluid/gravity literature [9, 70]. Our discussion differs in a minor way from the bulk of the literature in that we directly work in $\mathbb{R}^{d-1,1}$ including the time-frequency dependence in our definition.

- **Scalar plane waves.** These are simply scalar plane waves

$$S(\omega, k|\nu, x) \equiv e^{i k \cdot x - i \omega \nu} \quad (F.1)$$

We will also need its spatial derivatives in what follows, which we denote by $S_i$ and $S_{ij}$.

- **Vector plane waves.** These are transverse vector plane waves, denoted $V_i^\alpha$. They are transverse to the momentum vector $k$, satisfying $k_i V_i^\alpha = 0$ and transform in a spin-one (vector) representation of $SO(d-2)$, which is the rotation group in spatial directions normal to $k$. They will be taken to furnish an orthonormal basis for the transverse vectors and are $N_V = d-2$ in number.
• **Tensor plane waves.** These are transverse, symmetric, trace-free, tensor plane waves, obeying $k_i T^i_{ij} = 0$ and $T^i_i = 0$. There are clearly $N_T = \frac{d(d-3)}{2}$ such modes which furnish a spin-2 representation of $SO(d-2)$.

All these functions $\{S, V^\alpha_i, T^\sigma_{ij}\}$ appearing above are, as noted, plane waves, i.e., eigenfunctions of $\{i \frac{\partial}{\partial \omega}, -i \frac{\partial}{\partial \omega}\}$ with eigenvalue $\{\omega, k\}$. On the plane waves we define orthonormality with respect to the flat measure on $\mathbb{R}^{d-1,1}$. Let

$$\langle\mathcal{P}(\omega_1, k_1|v, x), \mathcal{Q}(\omega_2, k_2|v, x)\rangle = \int d^d x \mathcal{P}(\omega_1, k_1|v, x) \mathcal{Q}(\omega_2, k_2|v, x), \quad (F.2)$$

where we adopt the notational shorthand

$$d^d x = dv d^{d-1} x, \quad \delta^d(k_1 + k_2) = \delta(\omega_1 + \omega_2) \times \delta^{d-1}(k_1 + k_2). \quad (F.3)$$

The statement of orthonormality is then simply the standard plane wave normalization in flat spacetime dressed with Kronecker deltas for the discrete labels, viz.,

$$\langle S(\omega_1, k_1|v, x), S(\omega_2, k_2|v, x)\rangle = (2\pi)^d \delta^d(k_1 + k_2) \quad (F.4)$$

$$\frac{1}{2} \langle V^\alpha_{ij}(\omega_1, k_1|v, x), V^\alpha_{ij}(\omega_2, k_2|v, x)\rangle = \delta_{\alpha \alpha_2} \times (2\pi)^d \delta^d(k_1 + k_2).$$

The basis of vector and tensor plane waves are also orthonormal with respect to derived objects obtained by differentiating scalar or vector plane waves. Define:

$$S_i(\omega, k|v, x) \equiv \frac{1}{k} \partial_i S(\omega, k|v, x),$$

$$S_{ij}(\omega, k|v, x) \equiv \frac{1}{k^2} \partial_i \partial_j S(\omega, k|v, x), \quad (F.5)$$

$$V^\alpha_{ij}(\omega, k|v, x) \equiv \frac{1}{k} \left( \partial_i V^\alpha_j (\omega, k|v, x) + \partial_j V^\alpha_i (\omega, k|v, x) \right).$$

These derived wave harmonics are also normalized as

$$\langle S_i(\omega_1, k_1|v, x), S_i(\omega_2, k_2|v, x)\rangle = (2\pi)^d \delta^d(k_1 + k_2) \quad (F.6)$$

$$\frac{1}{2} \langle V^\alpha_{ij}(\omega_1, k_1|v, x), V^\alpha_{ij}(\omega_2, k_2|v, x)\rangle = \delta_{\alpha \alpha_2} \times (2\pi)^d \delta^d(k_1 + k_2).$$

The relative orthogonality between the derived plane waves and the vector/tensor plane waves is simply the statement that

$$\langle V^\alpha_i(\omega_1, k_1|v, x), S_i(\omega_2, k_2|v, x)\rangle = 0,$$

$$\langle T^\sigma_{ij}(\omega_1, k_1|v, x), V^\alpha_{ij}(\omega_2, k_2|v, x)\rangle = 0,$$

$$\langle T^\sigma_{ij}(\omega_1, k_1|v, x), S_{ij}(\omega_2, k_2|v, x)\rangle = 0,$$

$$\langle V^\alpha_{ij}(\omega_1, k_1|v, x), S_{ij}(\omega_2, k_2|v, x)\rangle = 0.$$
These vector plane waves may be familiar to the reader as the plane wave solutions for massless vector fields in $\mathbb{R}^{d-1,1}$ and they fill out a $(d-2)$ dimensional representation of the little group $\text{SO}(d-2)$. From the point of AdS/CFT, long distance (i.e., small $\{\omega, k_i\}$) physics of these modes on the gravity side is dual to the physics of the shear modes in the dual CFT fluid. Shear modes are a diffusive branch of solutions of Navier-Stokes equations where the fluid velocity or momentum density is divergence-free. They describe the shear viscosity driven diffusion of momentum density transverse to the wave vector direction. Because of the divergence free property, these modes occur both in compressible as well as incompressible fluids.

These tensor plane waves may be familiar to the reader as the plane wave solutions for massless spin 2 (graviton) fields in $\mathbb{R}^{d-1,1}$. There are $\frac{d(d-3)}{2}$ such graviton polarizations in $d$ spacetime dimensions. In AdS/CFT, these modes do not survive the long distance (i.e., small $\{\omega, k_i\}$) limit. They are Markovian and hence do not have a dual CFT fluid analogue.

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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