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Abstract—This paper presents a generic motion model to capture mobile robots’ dynamic behaviors (translation and rotation). The model is based on statistical models driven by white random processes and is formulated into a full state estimation algorithm based on the error-state extended Kalman filtering framework (ESEKF). Major benefits of this method are its versatility, being applicable to different robotic systems without accurately modeling the robots’ specific dynamics, and ability to estimate the robot’s (angular) acceleration, jerk, or higher-order dynamic states with low delay. Mathematical analysis with numerical simulations are presented to show the properties of the statistical model-based estimation framework and to reveal its connection to existing low-pass filters. Furthermore, a new paradigm is developed for robots observability analysis by developing Lie derivatives and associated partial differentiation directly on manifolds. It is shown that this new paradigm is much simpler and more natural than existing methods based on quaternion parameterizations. It is also scalable to high dimensional systems. A novel thin set concept is introduced to characterize the unobservable subset of the system states, providing the theoretical foundation to observability analysis of robotic systems operating on manifolds and in high dimension. Finally, extensive experiments including full state estimation and extrinsic calibration (both POS-IMU and IMU-IMU) on a quadrotor UAV, a handheld platform and a ground vehicle are conducted. Comparisons with existing methods show that the proposed method can effectively estimate all extrinsic parameters, the robot’s translation/angular acceleration and other state variables (e.g., position, velocity, attitude) of high accuracy and low delay.

I. INTRODUCTION

Online estimation of high-order dynamics states (e.g., translational and angular acceleration) is fundamentally important for many robots and robotic techniques, such as control [1]–[4], disturbance estimation [5]–[9], model identification [10]–[12], trajectory generation [13], and extrinsic calibration: in robot’s control, it is often necessary to measure or estimate the forces (or accelerations) and torques (or angular accelerations) applied on the robots in order to compute the next control action, estimate the external disturbances, or identify an UAV’s aerodynamic parameters; in the calibration of multiple IMUs, angular accelerations are picked up by different accelerometers and need to be accurately estimated for estimating the extrinsic parameters of different IMUs.

IMUs have been widely used in robotics to measure the robots’ acceleration and angular velocity [14]. However, raw IMU measurements typically suffer from various imperfections, such as bias and noise, and cannot be fed to a controller directly. In fact, in robotics community, accelerometers are mainly used to provide attitude (and/or position and velocity) estimation. To name a few, Mahony et al. [15, 16] proposed a nonlinear complementary filter operating on the special orthogonal group $SO(3)$ for UAVs’ attitude estimation using IMUs. This filter is easy to implement and computationally cheap but is sub-optimal due to the constant feedback gain. Smith and Schmidt [17] firstly used the extended Kalman filter (EKF) for spacecraft attitude and velocity estimation based on IMU measurements. Since the standard EKF works in Euclidean space while a robot’s attitude is naturally on $SO(3)$, this discrepancy has motivated the error state EKF (ESEKF) [18]–[20], which workaround the singularity problem caused by minimal parameterization of $SO(3)$ by updating the error attitude [21]. Lu et al. [22] further considered narrow-band noises in IMU-based attitude estimation.

Besides attitude estimation, IMUs are popularly combined with other sensors such as GPS [23], motion capture systems [24], cameras [25]–[27], LiDARs [28, 29], optical flow [30], Pitot tube [31] within an EKF or unscented Kalman filtering (UKF) framework. This closely-coupled estimation method has been proved to be very effective in estimating the robot’s kinematic states including position, velocity, attitude, and IMU bias. The multi-sensor fusion approach has also motivated extrinsic calibration: offline methods include maximum likelihood (ML) [32], pose graph optimization [25], EKF.
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smoother [12]; online methods typically view the extrinsic parameter as a state and use the same EKF/UKF formulation as in state estimation to additionally estimate the extrinsic parameters [33]–[35].

A major problem of the above works is the absence of high-order dynamics states (e.g., acceleration) estimation. This paper presents a generic model to capture the dynamic behaviors of a variety of mobile robots. The key idea is to model a robot's translational and angular dynamics by a statistical model with tunable covariance. Based on this generic model, we formulate a new error state EKF framework that can additionally estimate the robot high-order dynamics states such as acceleration that are not capable by normal EKF [21]. Mathematical analysis are conducted to show its stability and reduced phase delay when compared to linear filtering techniques. To investigate the observability of the proposed formulation, we explicitly represent the nonlinear observability rank condition on the manifold SO(3), leading to simpler, scalable, and more natural observability analysis than existing quaternion-based analysis. The formulated algorithm is finally verified by both simulations and extensive experiments on real robots. Results show that it is able to estimate the kinematic states (i.e., position, attitude, velocity, IMU biases), dynamics states (e.g., acceleration), and extrinsic parameters (e.g., POS-IMU and IMU-IMU) in real time and for a variety of moving platforms, including UAVs, ground vehicles and handheld devices. Moreover, the proposed method delivers estimation performance comparable to normal EKFs [21] for kinematics states while in the meantime achieves low latency dynamics states estimation comparable to non-causal zero-phase filters [36].

The rest of the paper is organized as follows: Section II summarizes the related works of states estimation, statistical dynamics model and observability analysis in robotics researches; Section III introduces and analyzes the statistical motion model, based on which the error-state EKF is detailed in Section IV; Observability analysis is presented in Section V; and Section VI and VII presents simulation and experiment results, respectively; Finally, Section VIII draws conclusions.

II. RELATED WORK

In existing methods for robotic states estimation, such as GPS/IMU navigation [21], visual IMU navigation and online calibration [25]–[27, 34, 35, 37, 38], and LiDAR/IMU navigation [28], the acceleration and angular velocity are solved from the IMU measurements and are then substituted into kinematics model to form a system "driven" by the known IMU measurement. This enables to estimate the kinematic states, such as position, velocity, attitude and IMU bias, but the acceleration and angular velocity themselves are viewed as input to the kinematic model and their values are not filtered. To do so, an ad-hoc linear filter (e.g., Butterworth filter) is usually required to reduce the noises in accelerometer measurements or gyro measurements. This, however, causes considerable output delay due to the Bode's relations [39]. Another possible approach is to carefully model the robot dynamics and invert it to obtain the forces or torques from the robot outputs, such as the disturbance observers used in [5]–[9, 40]. This dynamic model could also be used with an EKF or UKF to estimate the robot (angular) acceleration such as in [11, 33]. Nevertheless, such a model-based approach needs an accurate model of the robot dynamics which are often subject to various uncertainties, such as motor delay, unmodeled internal dynamics, etc. Instead of using a first principle dynamic model, we propose to use a statistical model to capture the robot dynamics. This statistical model is augmented with the kinematic model where the acceleration appears as a state (instead of input) to the system, enabling itself to be estimated by EKFs. The proposed method leads to lower estimation delay than ad-hoc filters and is more generic and robust than model-based methods [11, 33].

Modeling the unknown inputs as a statistical model has been exploited in some prior work and proved effective in practice, such as the Brownian motion for modeling the angular and translational acceleration in both visual-inertial navigation [41] and vision-only navigation [42]. A even simpler constant velocity model driven by a random noise were also used in [43, 44]. Besides the state estimation in robotics, Hoff et al. [12] used a quadratic integration stochastic process to model an aircraft’s acceleration which enables to identify its aerodynamics. These works usually considered a specific (and usually low order) statistical model and ignored their effect to the system observability. This paper proposes a generic statistical model characterized by its power spectral density and proves that it does not affect the overall observability. Moreover, a new concept, thin subset, is introduced to characterize the unobservable space of the augmented states.

Observability plays an important role in robotic states estimation [45]. A well-known criterion for nonlinear system observability is the observability rank condition based on Lie derivatives [46]. This criterion has been widely used in robotics to determine the observability of a robotic system, such as range sensor-based 2D localization [47, 48], visual-inertial navigation [49, 50], online camera-IMU extrinsic calibration [34, 35], and online parameter identification [33, 51], etc. These works usually represent the attitude as a quaternion $q$ and view it as a flat vector in $\mathbb{R}^4$ to calculate the Lie derivatives required in the observability rank condition. To compensate for the over-parameterization when using quaternion, an additional virtual measurement $q^Tq = 1$ is added. Although this method correctly determines the system observability, it undermines the structure of the manifold $SO(3)$. Moreover, the observability analysis is considerably complicated due to the over-parameterization. In this paper, we show that this over-parameterization is totally unnecessary and can be completely avoided by developing Lie derivatives directly on $SO(3)$. Besides preserving the manifold structure, the new implementation leads to a much simpler and more scalable observability analysis.

III. STATISTICAL MOTION MODEL

A. Motion model

The dynamics states (e.g., translational acceleration, angular acceleration) of a robotic system usually depends on the control actions and/or other forces and torques from the
environment. In scenarios such as state estimation of human handheld devices or a UAV intruder, the control actions that drive the system are typically not known to the estimator. Even when such information is available (e.g., estimation of the robot itself states), the dynamic model from the control actions to the state usually suffers from significant uncertainties and/or is affected by environmental disturbances.

We propose to model the dynamics state $u$ as a colored stochastic process shown below.

$$\begin{align*}
\dot{\gamma} &= A_\gamma \gamma + B_\gamma w_\gamma \\
u &= C_\gamma \gamma
\end{align*}$$

(1)

where $(C_\gamma, A_\gamma)$ is observable and $(A_\gamma, B_\gamma)$ is controllable, $w_\gamma \sim \mathcal{N}(0, Q_\gamma)$ are zero mean Gaussian white noises. The resultant output $u$ from (1) has a power spectral density (PSD) function $S_{uu}(\omega) = G_\gamma(j\omega)Q_\gamma(G_\gamma)(-j\omega)^T$, where $G_\gamma(j\omega) = C_\gamma(j\omega I - A_\gamma)^{-1}B_\gamma$.

We posit that the dynamic behaviors of a system (possibly with internal feedback controllers) can be described, statistically, by a certain random process. While it sounds less intuitive as a system is usually designed to accomplish certain tasks and its behaviors are mostly deterministic instead of random, deterministic behavior can always be viewed as a sample of a collection or ensemble of signals (i.e., random process) [52]. With this hypothesis, the model parameters (i.e., $A_\gamma, B_\gamma, C_\gamma$, and $Q_\gamma$) should be chosen such that the resultant PSD $S_{uu}(\omega)$ agrees with the actual state PSD. Then, the state distribution can be effectively captured by (1) while their exact value can be inferred from the measured data.

Since the motion of robotic systems usually possesses certain smoothness (e.g., due to actuator delay), quick changes in accelerations are relatively unlikely and a low-pass type $G_\gamma(j\omega)$ usually suffices. More specifically, we propose to use an $n$-th order integrator as shown in (2). A benefit of the integrator is its sparse structure, which considerably saves the computation.

$$\begin{align*}
\begin{bmatrix}
\dot{\gamma}_1 \\
\vdots \\
\dot{\gamma}_N \\
\gamma_N
\end{bmatrix} &= 
\begin{bmatrix}
0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 \\
C_\gamma
\end{bmatrix}
\begin{bmatrix}
\gamma_1 \\
\vdots \\
\gamma_N \\
w_{\gamma N}
\end{bmatrix} + 
\begin{bmatrix}
w_{\gamma 1} \\
\vdots \\
w_{\gamma N}
\end{bmatrix}
\end{align*}$$

(2)

where $w_{\gamma i} \sim \mathcal{N}(0, q_i)$. The resultant PSD is:

$$S_{uu}(\omega) = \sum_{i=1}^{N} \frac{q_{\gamma i}}{\omega_{\gamma i}^2}$$

where $q_{\gamma i}$ are tunable parameters. Fig. 2 shows the case when $N = 4$ and $q_{\gamma i} = 1$.

**Remark:** The integrator model in (2) has been used in some applications, such as the constant velocity model (i.e., $N = 1$) used in SLAM [43] and the quadratic stochastic process (i.e., $N = 4$) used in the aircraft model identification [53, 54].

**B. System observability**

We analyze the property of the proposed motion model when it is combined with the system kinematic model. To simplify the analysis, we use a linear kinematic model while defer the analysis for real nonlinear robotic systems to Section V. Assume the kinematic model is

$$\begin{align*}
\dot{s} &= A_s s + B_s u \\
y_s &= C_s s + n_s
\end{align*}$$

(3)

where $u$ (i.e., acceleration) is the dynamics state from the motion model (1). This model is assumed to be a minimal realization and the corresponding transfer function is $G_s(j\omega) = C_s(j\omega I - A_s)^{-1}B_s$.

Concatenating the motion model (1) with (3) in series leads to a system in Fig. 3, where the output is the original system output $y_s$. The output could also contain dynamics state measurements $u_m$. For example, when estimating the state of the robot itself, the acceleration is usually measured by an onboard accelerometer. In this case, $u_m = u + n_u$ where $n_u$ is the measurement noise.

On the one hand, When there is no measurement $u_m$, the concatenated system $G = G_s(j\omega)G_\gamma(j\omega)$ is observable if there is no pole zero cancellation between $G_s(j\omega)$ and $G_\gamma(j\omega)$. On the other hand, when $u_m$ is present, the concatenated system is always observable (see Lemma 1 below). In either case, once the system is observable, a Kalman filter could be employed to estimate the dynamics state $u$ from the system output $y_s$ (and state measurement $u_m$).

**Lemma 1.** For any two linear observable systems
is also observable.

Proof. The observability matrix of the concatenated system \((C, A)\) is

\[
\mathcal{O} = \begin{bmatrix}
C \\
CA \\
\vdots \\
CA^{n_s+n_w-1}
\end{bmatrix}
= \begin{bmatrix}
O_A & O_{12} \\
0 & O_A \\
O_{31} & O_{32}
\end{bmatrix}
\tag{4}
\]

where \(n_s\) and \(n_w\) are respectively the dimension of the system \((C_s, A_s)\) and \((C_w, A_w)\), \(O_s\) and \(O_w\) are the observability matrix of the two systems. Since \((C_s, A_s)\) and \((C_w, A_w)\) are both observable, \(O_s\) and \(O_w\) both has full column rank, which implies \(O\) has full column rank and the concatenated system \((C, A)\) is observable.

C. Case study

Besides positing the dynamic behavior of a robotic system as a random process, we present another interpretation, from the perspective of signal processing, to our proposed motion model when it is combined with other techniques such as the Kalman filter. As proved in the previous section, the concatenated system \((C, A)\) remains observable, therefore a Kalman filter could be employed to estimate the full state vector \(\hat{x} = [s^T \gamma^T]^T\) and hence \(u = C_\gamma \gamma\) from the measurements \(u_m\) and \(y\). Alternatively, the ground truth state \(u\) can be estimated by directly filtering \(u_m\). In this section, we present a simple case to illustrate the difference and connections between these two filters. In this simple case study, we assume that the dynamics state \(u\) is the one-dimension linear acceleration \(a\), the system kinematic model (3) is a velocity model, and the measurements are the velocity \(v_m\) and acceleration \(a_m\). We choose \(N = 2\) in the colored stochastic. The concatenated system is hence:

\[
\begin{bmatrix}
\dot{s} \\
\dot{\gamma} \\
\dot{u}_m \\
\dot{a}_m
\end{bmatrix}
= \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
s \\
\gamma \\
v \\
a
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
w_{a1} \\
w_{a2} \\
w_v \\
w_a
\end{bmatrix}
\tag{5}
\]

where \(w_{a1} \sim \mathcal{N}(0, q_{a1})\), \(w_{a2} \sim \mathcal{N}(0, q_{a2})\) are the process noises and \(n_v \sim \mathcal{N}(0, r_v)\), \(n_a \sim \mathcal{N}(0, r_a)\) are the measurement noises.

As shown in the previous section, the concatenated system (5) is observable, hence the Kalman filter will converge to a stationary gain \(L_\infty\). At convergence, the transfer function from the combined output \(y\) to the acceleration estimation \(\hat{a}\) is

\[
\hat{a}(s) = e_2^T (sI - A + L_\infty C)^{-1} L_\infty y(s)
= G_v(s)v_m(s) + G_a(s)a_m(s)
\tag{6}
\]

where \(e_2 = [0 \ 1 \ 0]^T\) and \(G_v(s), G_a(s)\) are the two components of \(e_2^T (sI - A + L_\infty C)^{-1} L_\infty\).

Substituting the measurement model from (5) into (6) and recalling \(v(s) = \frac{1}{s} \hat{a}(s)\), we obtain

\[
\hat{a}(s) = \left[ \frac{G_v(s)}{s} + G_a(s) \right] a(s) + G_v(s)n_v(s) + G_a(s)n_a(s)
\]

Since the measurement noise \(n_v\) and \(n_a\) are independent, the standard deviation of \(\hat{a}\) caused by \(n_v\) and \(n_a\) is hence

\[
\sigma_{\hat{a}} = \sqrt{r_v \| G_v(j\omega) \|^2 + r_a \| G_a(j\omega) \|^2}
\]

And the transfer function from actual acceleration \(a(s)\) to the estimated one \(\hat{a}(s)\) is:

\[
G_{\hat{a}}(s) = \frac{G_v(s)}{s} + G_a(s)
\]

Its bode diagram is shown in Fig. 4. It can be seen that \(G_{\hat{a}}\) behaves like a first-order low-pass filter in high frequencies.

Moreover, if directly filtering the acceleration measurement \(a_m\) by a first order Butterworth low-pass filter:

\[
G_f(s) = \frac{1}{1 + ks}
\]

where the parameter \(k\) is determined by ensuring the same level of noise attenuation (i.e., \(\| G_f(j\omega) \|_2 \leq \sqrt{r_v \| G_v(j\omega) \|^2 + r_a \| G_a(j\omega) \|^2}\)). The transfer function \(G_f(s)\) is shown in Fig. 4. It can be seen that the Kalman filter (i.e., \(G_{\hat{a}}(s)\)) has much higher bandwidth than the direct filtering method (i.e., \(G_f(s)\)), allowing more signal to pass through with low delay. This is no surprising as the Kalman
overshoot in the acceleration estimate. The middle frequency range, which could lead to a small noticed that the Kalman filter has a slight amplification in velocity measurements instead of one only. Finally, it is constant offset and IMU biases), dynamics states (i.e., angular velocity and estimate the kinematics state (i.e., position, velocity, attitude, and body angular velocity as \( p, a, \) and \( \omega \), respectively. It should be noted that the specific acceleration is the total acceleration removing the gravity and is directly measured by the accelerometer [55]. The rotation from inertial frame to IMU’s body frame is denoted as a rotation matrix \( R \in SO(3) \). The measurement of position sensor, accelerometer, and gyroscope are \( p_m, a_m, \) and \( \omega_m \), respectively. The orientation measurement comes from magnetometer or other sensors like vision sensors and is denoted as \( m_m \). The biases of IMU accelerometer and gyroscope are denoted as \( b_a \) and \( b_\omega \), which are typically modeled as random walks [22]. With these notations, the resultant kinematic model is:

\[
\begin{align*}
\dot{p} &= v, \\
\dot{v} &= Ra + g, \\
\dot{b}_a &= w_{ba}, \\
\dot{b}_\omega &= w_{b\omega},
\end{align*}
\]

where the notation \([\cdot]_T\) denotes the skew-symmetric matrix of a vector \( \cdot \) in \( \mathbb{R}^3 \). The system outputs are

\[
\begin{align*}
a_m &= a + b_a + n_a, \\
\omega_m &= \omega + b_\omega + n_\omega, \\
p_m &= p + Rc + n_p, \\
m_m &= R^T e_1 + n_m
\end{align*}
\]

IV. State Estimation

In this section, we leverage the proposed motion model (1) to state estimations of robotic systems. We take an UAV shown in Fig. 5 as an illustrative example. This system is configured with an IMU sensor containing a gyroscope and an accelerometer and a position sensor (Pos in Fig.5) with orientation measurements, such as GPS, motion capture feedback, or visual-inertial odometry (VIO). The objective is to estimate the kinematics state (i.e., position, velocity, attitude, and IMU biases), dynamics states (i.e., angular velocity and linear acceleration), and the extrinsic parameters (i.e., the constant offset \( c \) between the position sensor and IMU).

A. State Space Model

With the proposed statistical model (1), the unknown inputs in (7), \( a \) and \( \omega \), are now the outputs of (1), leading to a concatenated system shown below:

\[
\begin{align*}
\dot{\gamma}_a &= A_{\gamma_a} \gamma_a + B_{\gamma_a} w_{\gamma_a}, \\
\dot{\gamma}_\omega &= A_{\gamma_\omega} \gamma_\omega + B_{\gamma_\omega} w_{\gamma_\omega}, \\
\dot{p} &= v, \\
\dot{v} &= R(C_{\gamma_a} \gamma_a) + g, \\
\dot{b}_a &= w_{ba}, \\
\dot{b}_\omega &= w_{b\omega}
\end{align*}
\]

We term this formulation as “input formulation” as the acceleration and angular velocity measurements appear as inputs to the formulated system. The system output vector is then \( z_m^T = [p_m^T \ a_m^T \ \omega_m^T] \) in (8b). It should be noticed that a state estimator (e.g., EKF) based on the input formulation (9) does not filter the input signals \( a_m \) and \( \omega_m \).

B. Input formulation

The acceleration \( a \) and angular velocity \( \omega \) are unknown in (7). To form a valid state space model with known inputs, a common practice (e.g., [21, 25]–[28, 34, 35]) is to solve them from the measurements equation (8a), forming a system “driven” by the known measurement \( a_m \) and \( \omega_m \).

\[
\begin{align*}
\dot{p} &= v, \\
\dot{v} &= R(a_m - b_a - n_a) + g, \\
\dot{b}_a &= w_{ba}, \\
\dot{b}_\omega &= w_{b\omega}
\end{align*}
\]

C. State formulation

With the proposed statistical model (1), the unknown inputs in (7), \( a \) and \( \omega \), are now the outputs of (1), leading to a concatenated system shown below:

\[
\begin{align*}
\gamma_a &= A_{\gamma_a} \gamma_a + B_{\gamma_a} w_{\gamma_a}, \\
\gamma_\omega &= A_{\gamma_\omega} \gamma_\omega + B_{\gamma_\omega} w_{\gamma_\omega}, \\
\dot{p} &= v, \\
\dot{v} &= R(C_{\gamma_a} \gamma_a) + g, \\
\dot{b}_a &= w_{ba}, \\
\dot{b}_\omega &= w_{b\omega}
\end{align*}
\]

The system output vector is \( z_m^T = [p_m^T \ a_m^T \ \omega_m^T] \) as in (8). Unlike the input formulation (9), the dynamics states \( a = C_{\gamma_a} \gamma_a \) and \( \omega = C_{\gamma_\omega} \gamma_\omega \) now appear as functions of system states, thus could be filtered by a state estimator. We term this new formulation as “state formulation”.

D. Estimation

To estimate the dynamics states \( a \) and \( \omega \), it is sufficient to estimate the state vector of the state formulation (10). This is a standard state estimation problem and various nonlinear state estimator could be used such as EKF and UKF. In this paper, we employ an error-state EKF as detailed in [21]. The filter error-state vector is defined as

\[
\hat{x} = \left[ \begin{array}{c}
\tilde{p}^T \\
\tilde{v}^T \\
\delta \theta^T \\
\tilde{b}_a^T \\
\tilde{b}_{\omega}^T \\
\tilde{\gamma}_a^T \\
\tilde{\gamma}_{\omega}^T
\end{array} \right]^T
\]

where \( \delta \theta = \log(R^T R) \) is the attitude error and the rests are standard additive errors (i.e., the error in the estimate \( \hat{x} \) of a quantity \( x \) is \( x - \hat{x} \)). Intuitively, the attitude error \( \delta \theta \) describes the (small) deviation between the true and the estimated attitude. The main advantage of this error definition is that it allows us to represent the attitude uncertainty by the 3 × 3 covariance matrix \( \Sigma \{ \delta \theta \delta \theta^T \} \). Since the attitude has 3 degrees of freedom (DOF), this is a minimal representation.

1) Filter Propagation:

The propagation step breaks into state propagation and covariance propagation. The former one is achieved by applying expectation operator on both side of (10). The propagation on covariance is applied on the error state vector (11) by linearizing the state equation (10):

\[
\hat{\dot{x}} = F_x \hat{x} + F_w \dot{w}
\]
where $F_x$, $F_w$ are the Jacobian matrices w.r.t. $\tilde{x}$, and $w \sim \mathcal{N}(0, Q)$ is the process noise.

The covariance matrix is then propagated as

$$P_{k+1|k} = F_{x_k} P_k|k \Phi_{x_k}^T + F_{w_k} \Phi_{w_k}^T$$

where $\Phi_{x_k} = F_{x_k} \cdot \Delta t + I$ and $\Phi_{w_k} = F_{w_k} \cdot \Delta t$.

1) Filter Initialization:

The measurement residual is

$$r = z_m - \hat{z} \simeq H \tilde{x} + n$$

where $H$ is the Jacobian matrices of (8) w.r.t. $\tilde{x}$, and $n \sim \mathcal{N}(0, R)$ is the measurement noise vector in (8). Every time there comes a new measurement, the state variables are updated through the following steps:

a). Compute the Kalman gain:

$$K_{k+1|k+1} = P_{k+1|k+1}(H_{k+1} P_{k+1|k} H_{k+1}^T + R)^{-1}$$

b). Update the Error states:

$$\tilde{x}_{k+1|k+1} = K_{k+1|k} (z_{m,k+1} - \hat{z}_{k+1})$$

c). Update the original state variables based on the definition of the state at time $t$ in (11), and compute the covariance as:

$$P_{k+1|k+1} = P_{k+1|k} - K_{k+1|k} S_{k+1|k} K_{k+1|k}^T$$

V. Observability Analysis

For a filter (e.g., EKF) to converge, the system must be observable [45]. For linear time invariant (LTI) systems, the observability is easily determined by the well-known linear observability matrix rank test [56]. For nonlinear systems, the observability is much more complicated [46]. Among the various variants of observability outlined in [46], the locally weakly observable has been widely used in robotics for state estimation [48]–[50], online extrinsic calibration [34, 35], and parameter identification [33, 51], etc.

A system is said to be locally weakly observable if its state can be distinguished instantaneously (i.e., requiring arbitrarily small time duration) from any other states in a certain neighbor. Intuitively, this means a state estimator (e.g., EKF) will converge to an unbiased estimate of the state if the model truthfully represents the reality and the system inputs have sufficient excitation. An advantage of the locally weakly observable is that it lends itself to a simple algebraic test known as the observability rank condition [46].

A. Observability Rank Condition

Consider an input-linear system [58] on smooth manifold $\mathcal{M}$:

$$\dot{x} = f_0(x) + \sum_{i=1}^{m} f_i(x) u_i$$

$$y = h(x)$$

where $x \in \mathcal{M}$, $f_0(x)$ is the drift (i.e., zero-input) vector field, and $f_i(x)$, $i = 1, \cdots, m$, defines a vector field on $\mathcal{M}$ that is linear to each control input. Then the observability rank condition implies that if the observability matrix $O(\tilde{x})$ defined below has full column rank at $\tilde{x}$, system (12) is locally weakly observable at $\tilde{x}$ [46]. Furthermore, if $O(\tilde{x})$ has full column rank for all $\tilde{x} \in \mathcal{M}$, then the system is locally weakly observable [59].

$$O(\tilde{x}) = \begin{bmatrix} \nabla_x \left( (L_{f_{k}^0}^{k} f_{1}^0) (x) \right) (\tilde{x}) \\ \vdots \\ \nabla_x \left( (L_{f_{1}^0}^{k} f_{1}^0) (x) \right) (\tilde{x}) \end{bmatrix}$$

where $k = 0, 1, \ldots$, and $f_i^k$ is any of $\{f_0, f_1, \ldots, f_m\}$. When $k = 1$, $(L_{f_{1}^0}^{1} h)(x)$ is the Lie derivative of function $h$ along the vector field $f$ at point $x \in \mathcal{M}$ and is defined below [60]

$$(L_{f_{1}^0}^{1} h)(x) = \frac{dh(r(t))}{dt} \bigg|_{t=0},$$

subject to $\frac{dr(t)}{dt} = f(r(t)), r(0) = x$.

Since the time derivative of $h(x(t))$ is evaluated at time zero, it is sufficient to only consider $r(t)$ at $t = 0$, i.e., $\dot{r}(0) = f(r(0)), r(0) = x$. Then (14) is equivalent to the following form for the sake of notation simplicity

$$(L_{f_{1}^0}^{1} h)(x) = \dot{h}(x), \text{subject to } \dot{x} = f(x)$$

In particular, when $\mathcal{M} = \mathbb{R}^n$, the Lie derivative in (15) can be simplified by the chain rule and becomes the commonly seen form.

$$(L_{f_{1}^0}^{1} h)(x) = \frac{\partial h(x)}{\partial x} f(x)$$

Based on the first order Lie derivative defined in (15), the higher order Lie derivatives $(L_{f_{1}^0}^{k} f_{1}^0) \cdot h)(x)$ in (13) is recursively defined as follows.

$$(L_{f_{1}^0}^{0} h)(x) = h(x)$$

(17a)

$$(L_{f_{1}^0}^{k} f_{1}^0) \cdot h)(x) = (L_{f_{1}^0}^{k-1} f_{1}^0) \cdot (L_{f_{1}^0}^{1} f_{1}^0) \cdot h)(x) \quad (17b)$$

As can be seen, $(L_{f_{1}^0}^{k} f_{1}^0) \cdot h)(x)$ is a function of $x \in \mathcal{M}$. To simplify the notation, we denote it as $g(x)$. Then, the notation $\nabla_x (g(x))(\tilde{x})$ in (13) denotes the gradient of $g(x) : \mathcal{M} \to \mathbb{R}^m$ w.r.t. $x$ evaluated at $\tilde{x}$. If $\mathcal{M} = \mathbb{R}^n$, this becomes the well known partial derivative.

$$\nabla_x (g(x))(\tilde{x}) = \frac{\partial g(x)}{\partial x} \bigg|_{x=\tilde{x}} \in \mathbb{R}^m \times n$$

(18)

For a generic smooth manifold $\mathcal{M}$ of dimension $n$, a local coordinate chart around $\tilde{x}$ on $\mathcal{M}$ needs to be found (see Fig. 6). Assume the local coordinate chart is $(\{U, \varphi\}, \hat{U})$, where $\hat{U}$ is an open subset of $\mathcal{M}$ containing the point $\tilde{x}$ and $\varphi : U \to \hat{U}$ is a homeomorphism from $U$ to an open subset $\hat{U} = \varphi(U) \subset \mathbb{R}^n$. Then the gradient of $g(x)$ is computed as [61]:

$$\nabla_x (g(x))(\tilde{x}) = \frac{\partial g(\varphi^{-1}(\theta))}{\partial \theta} \bigg|_{\theta=\varphi(\tilde{x})}$$

(19)

In particular, if $\mathcal{M} = SO(3)$, one such local coordinate chart is $(\{U, \varphi\}, \hat{U})$, where $\hat{U} = \{x \in SO(3)||\log(\tilde{x}^{-1} x)||_2 < \pi\}$ and $\varphi(x) = \log(\tilde{x}^{-1} x) \in \mathbb{R}^3$. “Log” is the logarithmic function that maps a rotation matrix to its rotation vector [62, 63].
We show that all these drawbacks can be avoided if we develop the Lie derivatives directly on manifold as in (15) and (17) and the associated partial derivations as in (19). The resultant observability analysis is 1) Simple, it does not need to over-parameterize the state vector hence requiring no virtual measurement. The resultant observability matrix is easy for rank analysis; 2) Scalable, the simple and compact observability matrix allows the analysis to be conducted for more complicated and higher order systems such as the state formulation (10); and 3) Natural, since the observability analysis is conducted directly on manifold, the neighborhood it implies is based on the natural metric that forms \( M \) into a Riemannian manifold. For \( SO(3) \), the metric is \( d(R_1, R_2) = \| \log (R_2^T R_1) \|_2 \), which is a geodesic on \( SO(3) \) [67].

To analyze the observability of the input formulation (9), we ignore the noise \( w \) and \( n \) and rewrite it as an input-linear system as below:

\[
\begin{bmatrix}
\dot{p} \\
\dot{v} \\
\dot{R} \\
\dot{c} \\
\dot{b}_a \\
\dot{b}_\omega
\end{bmatrix} =
\begin{bmatrix}
v \\
-g - R b_a \\
0 \\
0 \\
0 \\
b_\omega
\end{bmatrix} + \sum_{i=1}^{3} \begin{bmatrix}
0 \\
0 \\
R [e_i] \\
0 \\
0 \\
0
\end{bmatrix} \omega_{m_i} + \sum_{i=1}^{3} \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix} \omega_{m_i}
\]

\( h_1(x) = p + R c, \quad h_2(x) = R^T e_1 \)

1) Zero-order Lie derivatives \( (L^0 h_1, L^0 h_2) \): By the definition in (17a), we have

\[(L^0 h_1)(x) = p + R c \]

and the partial derivation based on (20)

\[
\nabla_x ((L^0 h_1)(x)) (\ddot{x}) = \begin{bmatrix}
1 & 0 & -R [c] & R & 0 & 0
\end{bmatrix}
\]

\[
\nabla_x ((L^0 h_2)(x)) (\ddot{x}) = \begin{bmatrix}
0 & 0 & R^T [e_1] & 0 & 0 & 0
\end{bmatrix}
\]

2) First-order Lie derivatives \( (L^1_{\dot{h}_1}, L^1_{\dot{h}_2}, L^1_{\dot{h}_3}, L^1_{\dot{h}_4}, L^1_{\dot{h}_5}, L^1_{\dot{h}_6}, L^1_{\dot{h}_7}) \):

From (14), we have

\[(L^1_{\dot{h}_1})(x) = \dot{h}_1(x), \quad \text{subject to } \dot{x} = f_i(x) = v + \dot{R} c, \quad \text{subject to } \dot{R} = -R [b_\omega] c \]

Hence, the first order Lie derivatives are

\[(L^1_{\dot{h}_1})(x) = v - R [b_\omega] c \]

\[(L^1_{\dot{h}_2})(x) = R [e_i] c, \quad i = 1, 2, 3 \]

\[(L^1_{\dot{h}_3})(x) = b_\omega R^T e_1 \]

and the associated partial derivations are

\[
\nabla_x ((L^1_{\dot{h}_1})(x)) (\ddot{x}) = \begin{bmatrix}
0 & I & \bullet & \bullet & 0 & \bullet
\end{bmatrix}
\]

\[
\nabla_x ((L^1_{\dot{h}_2})(x)) (\ddot{x}) = \begin{bmatrix}
0 & \bullet & R [e_i] & \bullet & 0 & 0
\end{bmatrix}
\]

\[
\nabla_x ((L^1_{\dot{h}_3})(x)) (\ddot{x}) = \begin{bmatrix}
0 & \bullet & 0 & 0 & -[\bar{\beta}]
\end{bmatrix}
\]

where \( \bar{\beta} = \dot{R}^T e_1 \) and those \( \bullet \) are elements that do not affect the observability analysis but can be calculated easily when required.

In this section, we analyze the observability of the input formulation (9) based on the observability rank condition outlined above. Similar (or even more complicated) observability analysis have been explored before in visual-inertial navigation [49], camera-IMU extrinsic calibration [34, 35], and parameter identification [33]. In all these work, the quaternion \( q \) is used to represent robots’ attitude and is treated as a flat vector in \( \mathbb{R}^4 \) to compute the Lie derivatives as in (16) and partial derivations as in (18). This method suffers from several drawbacks: 1) In order to compensate for the over-parameterization when using quaternion, an additional virtual measurement \( q^T q = 1 \) must be used to prevent rank deficiency; 2) The over-parameterization in state vector and additional virtual measurement lead to a rather complicated observability matrix, the resultant rank analysis is also rather difficult. Applying such analysis to higher order systems (e.g., state formulation (10)) is cumbersome; 3) Viewing quaternion \( q \) as a vector in \( \mathbb{R}^4 \) undermines the structure of the unit quaternion. More concretely, the locally weakly observability based on \( q \in \mathbb{R}^4 \) implies a neighborhood where the distance is defined as \( d(q_1, q_2) = \| q_1 - q_2 \|_2 \), which is not a natural metric for \( SO(3) \) (i.e., it does not form \( SO(3) \) into a Riemannian manifold).

and its inverse map is denoted as “\( \text{Exp} \)”. As a result, the gradient of \( g(x) : SO(3) \to \mathbb{R}^m \) is

\[
\nabla_x (g(x)) (\ddot{x}) = \frac{\partial g (\dot{x} - \text{Exp}(\theta))}{\partial \theta} \bigg|_{\theta=0}
\]

(20)

It should be noted that the coordinate charts are not unique and a variety of alternatives could also be used. Two apparent alternatives are 1) using different (minimal) rotation parameterizations (e.g., Euler angles) instead of rotation vector as the local coordinates \( \theta \); and 2) off-centering the map \( \varphi(x) \) from \( x \). The first alternative will lead to the same partial differentiation as (20) while the second one produces an additional Jacobian matrix. Nevertheless, the rank of the observability matrix (13) are identical in all cases, hence different coordinate chart does not affect the system observability. In fact, the “\( \text{Exp/Log} \)” map used in (20) lends itself a simple observability matrix for rank analysis, as will be seen in the following subsections. This parameterization is also widely used in \( SO(3) \) optimizations [64]–[66].
3) Second-order Lie derivatives \((\mathcal{L}_{h_2}^2 f_0 h_1, \mathcal{L}_{h_3}^2 f_0 h_1, \mathcal{L}_{h_4}^2 f_0 h_2, i = 1, 2, 3)\): Finally, we calculate the second order Lie derivatives based on the recursive definition in (17b):
\[
(\mathcal{L}_{f_0 h_1}^2 h_1) (x) = \frac{d}{dt} \left( (\mathcal{L}_{f_0}^2 h_1) (x) \right) = \dot{v} - R[\dot{b}_\omega]c, \quad \text{subject to } \dot{x} = f_0(x)
\]
\[
= g - Rb_a + R[\dot{b}_\omega]c
\]
Hence,
\[
(\mathcal{L}_{f_0 h_1}^2 h_1) (x) = g - Rb_a + R[\dot{b}_\omega]c
\]
\[
(\mathcal{L}_{f_0 h_2}^2 h_1) (x) = R e_i, \quad i = 1, 2, 3
\]
\[
(\mathcal{L}_{f_0 h_2}^2 h_2) (x) = [b_\omega][R^2 e_i] e_i, \quad i = 1, 2, 3
\]
and the associated partial derivations can be obtained.

Putting together all the partial derivations and replacing \(x\) with \(x\) for the sake of notation simplicity, we obtain the following observability matrix:
\[
\mathcal{O}_I = \begin{bmatrix}
\nabla_x^2 f_0 h_1 \\
\nabla_x^2 f_0 h_2 \\
\nabla_x^2 f_0 h_3 \\
\nabla_x^2 f_0 h_4 \\
\end{bmatrix} = \begin{bmatrix}
\mathcal{G}_{h_1} \\
\mathcal{G}_{h_2} \\
\mathcal{G}_{h_3} \\
\mathcal{G}_{h_4} \\
\end{bmatrix}
\]
which apparently has full column rank since \(|e_1|v = 0\) and \(|e_2|v = 0\) cannot hold simultaneously for any nonzero vector \(v\). Therefore, the input formulation (9) is observable. Moreover, it is obviously that when compared with the observability analysis using quaternion parameterization [34, 35], the observability matrix \(\mathcal{O}_I\) is much simpler and its rank is immediately available.

C. Observability of State formulation

In this section, we show that the observability analysis previously developed on manifold is scalable to higher order systems such as the state formulation (10). The system can be rewritten as a more compact form as below
\[
\begin{align*}
\dot{x} &= f_0(x) \\
h_1(x) &= p + R e_i, \quad h_3(x) = b_a + C_{\gamma_a} \gamma_a \\
h_2(x) &= R^T e_i, \quad h_4(x) = b_\omega + C_{\gamma_\omega} \gamma_\omega
\end{align*}
\]
where the function \(f_0(x)\) comes from (10) when ignoring all the white noises. This system has no exogenous inputs, so only Lie derivatives \(\mathcal{L}_{h_0}^2 f_0\) are required in determining the system observability. Further denoting
\[
\mathcal{G}_{h_i}(\ddot{x}) = \begin{bmatrix}
\nabla_x ((\mathcal{L}_{h_0}^2 f_0) (x)) (\ddot{x}) \\
\nabla_x ((\mathcal{L}_{h_1}^2 f_0) (x)) (\ddot{x}) \\
\nabla_x ((\mathcal{L}_{h_2}^2 f_0) (x)) (\ddot{x}) \\
\nabla_x ((\mathcal{L}_{h_3}^2 f_0) (x)) (\ddot{x}) \\
\end{bmatrix}
\]
and denoting \(\ddot{x}\) as \(x\), we obtain the observability matrix \(\mathcal{O}_S\) shown in (24), where \(\mathcal{O}_\gamma_a\) and \(\mathcal{O}_\gamma_\omega\) is the observability matrix of system \((C_{\gamma_a}, A_{\gamma_a}, B_{\gamma_a})\) of dimension \(n_a\) and \((C_{\gamma_\omega}, A_{\gamma_\omega}, B_{\gamma_\omega})\) of dimension \(n_\omega\), respectively. Since they are observable, \(\mathcal{O}_\gamma\) has full rank and rank\((\mathcal{O}_S) = \text{rank}(\Psi)\), implying that observability of the system (10) is independent from the statistical model as long as it is observable. This fundamentally enables us to use generic higher order statistical models for \(a\) and \(\omega\) to better characterize the motion, instead of the constant speed model used in [41]–[44]. Furthermore, we have the following Lemma:

**Lemma 2.** The matrix \(\mathcal{O}_S\) in (24) has full column rank if and only if the matrix
\[
\begin{bmatrix}
\mathcal{G}_{h_1} \\
\mathcal{G}_{h_2} \\
\mathcal{G}_{h_3} \\
\mathcal{G}_{h_4} \\
\end{bmatrix} = \begin{bmatrix}
|\beta| & 0 & 0 & 0 \\
2 n_1 \mathcal{G}_{b_1} & 2 n_1 \mathcal{G}_{b_1} & 2 n_1 \mathcal{G}_{b_1} & 2 n_1 \mathcal{G}_{b_1} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix} = \begin{bmatrix}
\mathcal{O}_S_{11} & \cdot \\
\mathcal{O}_S_{12} & \cdot \\
0 & \cdot \\
0 & \cdot \\
\end{bmatrix}
\]
has full column rank.

**Proof.** Simplifying \(\Psi\) in (24) by the following three steps: 1) Since \(h_2 = R^T e_i = \beta\), it can be shown that \(\nabla_\beta \mathcal{L}_{h_0}^2 f_0 h_2\) is in the form of \(K_k [\beta]\), hence the sub-matrix \(\mathcal{G}_{h_2}\) in \(\Psi\) can be completely eliminated by the preceding row \([\beta]\); 2) Eliminate all \(\bullet\) elements and the two \(I_2\) at (6, 7) and (8, 9) using the identity matrix in the preceding row or column; 3) Exchange

\[
\mathcal{O}_S = \begin{bmatrix}
0 & \mathcal{G}_{h_1} \\
0 & \mathcal{G}_{h_2} \\
0 & \mathcal{G}_{h_3} \\
0 & \mathcal{G}_{h_4} \\
\end{bmatrix}
\]

(24)
row 3 and 4. Since matrix (block) row transformations do not change its column rank, the lemma statement holds.

Lemma 2 implies that observability of system (10) generally depends on the initial attitude \( R \), parameter \( c \), acceleration \( a \) and its higher derivatives \( \ddot{a}, \dddot{a}, \cdots \), and angular velocity \( \omega \) and its higher derivatives \( \dot{\omega}, \ddot{\omega}, \cdots \). While this looks more conservative than the input formulation where the observability matrix \( O_I \) has full column rank for all initial states \( x \), we should notice that \( O_I \) is obtained by assuming the input \( a_m \) and \( \omega_m \) can take arbitrary values in its domain [46]. This corresponds to choosing a value for each of \( a, \omega \) and their higher order derivatives in the state formulation such that the first two block columns of (26) have full column rank, which is true with trivial derivations. This implies that the kinematics states in the state formulation could be observed by properly driving the system with \( a, \omega \) and their higher order derivatives. Furthermore, we could prove that the extended states \( \gamma_a \) and \( \gamma_\omega \) are also observable by showing the full state formulation (10) is locally weakly observable (i.e., \( O_S \) in (24) has full column rank) if the system has sufficient excitation. More precisely, we introduce the following definition to characterize the set where the system has insufficient excitation.

**Definition 1.** A subset \( U \subset \mathbb{R}^n \) is said to be thin if it contains no open subset \( V \subset \mathbb{R}^n \).

An equivalent statement for Definition 1 is that for any point \( x \in U \), any open neighborhood \( V \subset \mathbb{R}^n \) of \( x \) contains points not in \( U \). Intuitively, a thin set does not span in every direction of \( \mathbb{R}^n \). Fig. 7 shows a few examples.

**Proposition 1.** If matrix \( O_{S_1} \) in (26) is rank-deficient, the initial states \( \gamma_a \) and \( \gamma_\omega \) (or equivalently \( \omega^{(k)}, a^{(k)} \)) must lie on a thin subset of \( \mathbb{R}^{n_a + n_\omega} \).

See Appendix. A for proof.

**Proposition 2.** If matrix \( O_{S_2} \) in (26) is rank-deficient, then \( \omega^{(k)} \) is parallel to \( \beta \), i.e., \( \omega^{(k)} \parallel \beta \) for all \( k \geq 0 \).

See Appendix. B for proof.

From (26), it is seen that if \( O_{S_1} \) and \( O_{S_2} \) both has full column rank, \( O_S \) has full column rank. Then, the above two propositions imply that the system observability depends on \( \omega^{(k)} \) and \( a^{(k)} \) (or equivalently the extended state \( \gamma_a \) and \( \gamma_\omega \)) only. Moreover, since the subset on which \( O_{S_1} \) and \( O_{S_2} \) hence \( O_S \) are rank-deficient is thin, the probability of the system initial states lying exactly on it is very low (e.g., due to the existence of noises). For the rest majority of \( \mathbb{R}^{n_a + n_\omega} \), i.e., \( \omega^{(k)} \) and \( a^{(k)} \) have sufficient excitation, the system is locally weakly observable. This is exactly the same case for the input formulation where sufficient excitation in \( \omega \) and \( a \) is required. The only difference is that the \( \omega \) and \( a \) appear as input instead of state.

**VI. Simulation Results**

In order to validate the proposed framework, we simulate a trajectory for the UAV in Fig. 5. In the simulation, the UAV takes off at 2 s and stays at 5 m height, then lands slowly after 12 s. The UAV is driven by sinusoidal acceleration and angular acceleration of multiple frequencies, which give sufficient excitation to the system. The IMU is installed at the attitude. Roll) following the extrinsic Z-Y-X order are used to represent the attitude.

We compare the state estimation results of two error-state EKFs, one based on the state formulation (10) and the other based on the commonly used input formulation (9) (i.e., referred to as “Normal EKF”). For the state formulation, we use a 4-th order integrator as in (2) to model the acceleration and angular velocity independently. Fig. 8 and Fig. 9 show the comparison results, where the kinematics states (i.e., position

![Fig. 7. Examples for thin subsets: A curve in \( \mathbb{R}^2 \) (a), a curve in \( \mathbb{R}^3 \) (b), and a surface in \( \mathbb{R}^3 \) (c) are thin since they cannot contain any open subset \( V \) in the respective \( \mathbb{R}^n \); (d) A ball in \( \mathbb{R}^2 \) is not thin since it contains an open subset (e.g., a smaller ball) \( V \subset \mathbb{R}^3 \).](image)

![Fig. 8. The estimation results and error distribution of position and attitude in the simulation.](image)
The estimation results of the translational offset $c$ in simulation are shown in Fig. 9. Both EKFs converge to the ground truth values, and the estimation errors after convergence have comparable variances. This verifies that our method can achieve similar estimation performance on kinematics state as that of the input formulation.

A major advantage of the proposed state formulation is its ability to estimate the acceleration and angular velocity. To evaluate the estimation performance, we compare its estimation results with a first-order Butterworth low-pass filter (referred to as “Normal Low-Pass”) and a non-causal zero-phase low-pass filter (referred to as “Zero Phase Low-Pass”) directly applied on the accelerometer and gyro measurements removing biases. The Butterworth low-pass filter is designed following section III-C such that it attains a noise attenuation level similar to EKF, and the zero-phase filter runs the Butterworth filter in its forward direction [68]. All the results are shown in Fig. 10, where we can see that all the three filters achieve similar noise attenuation w.r.t. the raw measurements. Moreover, it is apparent that the normal low-pass filter has a considerable delay ($40 \text{ ms}$) while the filtered results of the zero-phase filter and our EKF are very close to the ground truth values. It should be noted that our EKF is causal, being able to run in an online fashion, while the zero-phase filter is not, and that the 4-th order integrator model is not an exact model of the ground true sinusoidal acceleration and angular velocities. In conclusion, a statistical model is robust to capture the UAV dynamic motion and an EKF based on it can estimate the dynamics state with a delay as low as a non-causal zero-phase filter.

VII. EXPERIMENTAL VALIDATION

This section supplies experimental results to verify the proposed approach. Two applications are demonstrated: the first one is the same to the simulation in Section VI: estimating both the kinematics state and dynamics states (i.e., acceleration and angular velocity) while simultaneously calibrating the offset between the the position reference point and IMU (see Fig. 5). The experiment of the first application is conducted on an UAV, an UGV and a handheld platforms (see Fig. 1) to show the versatility of the proposed statistical model. The second application is to calibrate the extrinsic parameters (both rotation and translation) between two IMUs. Finally, running time of the proposed method is evaluated.

A. Simultaneous States Estimation and Extrinsic Calibration of POS/IMU Sensors

As shown in Fig. 1, the system is configured with tracker balls of a motion capture system to provide the position and orientation measurement, and an onboard IMU sensor to provide the acceleration and angular velocity measurements. The two sensors (i.e., motion capture system and IMU) are pre-calibrated to align their reference frames. This system is identical to Fig. 5 and hence the proposed approach in section IV and its implementation in section VI can be directly applied here. The three systems are moved randomly in the 3D space (for UAV and handheld platform) or on the floor (for UGV) to obtain sufficient excitation, their trajectories are shown in Fig. 11. In each scenario, we compare the estimated kinematics state with that of the normal EKF based on the input formulation and the estimated acceleration and angular velocity with that of zero-phase low-pass filters.

The estimation performance of the kinematics states and extrinsic parameters are shown in Fig. 12, where the first three figures compare the measured position $p_m$ to the position prediction ($\hat{p} + R \hat{c}$) from the two EKFs. It is seen that in all these three platforms, both EKFs have comparable means and variances in position prediction errors. With the pre-calibration between the motion capture system and the onboard IMU, we
Fig. 12. The error distribution of position ($p_x$, $p_y$, $p_z$), attitude (Yaw Pitch Roll) and translational offset ($c_x$, $c_y$, $c_z$) after convergence in UGV, UAV and handheld experiments.

Fig. 13. The comparison of acceleration and angular velocity estimations with a normal low-pass filter outputs and a non-causal zero-phase low-pass filter outputs, for the UAV flight experiment.

Also extract the full attitude measurement from the motion capture system and use it as the ground truth to evaluate attitude estimation performance. Shown in the middle three subplots of Fig. 12, overall, the two EKFs have comparable mean and variance. For the UGV case, the pitch error of our method is significantly better than that of the normal EKF. It is also observed some residual errors in attitude estimation, which might be due to the calibration error between mocap and onboard IMU. Fig. 12 further shows the calibration error of the translational offset by comparing the extrinsic estimation from the two EKFs to hand measured values. It can be seen that our method achieves smaller errors overall, the difference between the two EKFs are very small (within 5 mm), which is below the precision of hand measurements. These results show that the EKF based on the proposed statistical model achieves an estimation performance comparable to (and occasionally better than) conventional input formulation. Besides the estimation of kinematics state, Fig. 13, Fig. 14 and 15 show the filter results of acceleration and angular velocity on the three platforms. It can be seen that our method has much lower filtering delay (e.g., 21 ms less for the angular velocity of UAV) in all cases than the normal low-pass filter while they both achieve similar level of noise attenuation. The filtering performance is comparable to a non-causal zero-phase filter. For the acceleration of the UAV case, the noise suppression is easily seen but not the filtering delay due to the small and relative steady body accelerations. This is because the UAV undergoes low speed motions in a confined indoor area (see Fig. 11 (a)), in this case, the rotor drag is very small [55, 69] and the specific force acting on the UAV is only the rotor thrust which is always along the body Z direction. We could further exploit this property to calibrate the offset between the IMU position and the center of gravity: if such offset is present and the UAV undergoes rotation w.r.t. its center of gravity, accelerations along body X and Y will show up. This is however beyond the scope of this paper. For the UGV and handheld platforms, the reduced delay in acceleration estimation of our method relative to the low-pass filter is obvious due to the drastic acceleration change. These three experiments draw consistent conclusions: 1) The two EKFs have comparable performance in estimating kinematics state and extrinsic parameters; 2) Our proposed method can...
Additionally filter the dynamics states such as acceleration and its filtering performance is comparable to a non-causal zero-phase filter.

B. Inter IMU calibration

The multi-IMU case exists in many robotic applications, for example many UAV platform has back-up IMUs to obtain redundancies. Fig. 16 shows one such system with two IMUs. Extrinsic parameters (both translation and rotation) of the two IMUs must be calibrated to register their data to the same coordinate frame. This is possible with only onboard IMU measurements: since the two IMUs measure the same acceleration vector and angular velocity vector under their respective body frame, the relative rotation could be calibrated, and the relative translation could be calibrated since it relates the linear acceleration of one IMU to the angular acceleration of the other. It can be seen that to calibrate the relative rotation, either angular velocity or linear acceleration of the two IMUs are required, and to calibrate the relative translation, the angular acceleration (hence angular velocity) of one IMU and the linear acceleration of the other are required. This gives us a variety of possible combinations, in this case study, we make use of the angular velocity and the linear acceleration of IMU1 and the linear acceleration of IMU2.

To demonstrate how the proposed statistical model can be used to estimate the linear and angular acceleration, thus enabling online calibration of the two IMUs’ extrinsic parameters, we first build a state space model. Referring to Fig. 16, we denote $B1$ and $B2$ as the body frame of the two IMUs, respectively. The $c$ and $R$ in Fig. 16 denotes the relative translation and rotation between IMU1 and IMU2, respectively. Choose $B1$ as the reference frame and model its linear acceleration $\gamma$ and angular acceleration $\gamma$ as two independent statistical model (1) with state vector $\gamma$ and $\gamma$ respectively. Then, the state equation is:

\[ \begin{align*}
\gamma_1 &= A_{\gamma_1} \gamma_1 + B_{\gamma_1} \omega_1 + \gamma_0 \\
\gamma_2 &= A_{\gamma_2} \gamma_2 + B_{\gamma_2} \omega_2 + \gamma_0 \\
\omega_1 &= \tau_1, \quad b_{\omega_1} = w_{\omega_1}, \\
b_{\gamma_1} &= w_{b_{\gamma_1}}, \quad b_{\gamma_2} = w_{b_{\gamma_2}} \\
c &= 0, \quad R = 0
\end{align*} \]

(27)

where $b_{\omega}$ and $b_{\gamma}$ are the biases of the $i$-th IMU. It should be noticed that in the above model, we modeled the angular acceleration (instead of angular velocity as in Section VII. A) as a statistical model because it needs to be estimated. The angular acceleration model is then augmented with one additional deterministic integrator to obtain the angular velocity.

The measurement vector is $y = [\omega_{m_1}^T \ a_{m_1}^T \ a_{m_2}^T]$ with components defined below:

\[ \begin{align*}
\omega_{m_1} &= \omega_1 + b_{\omega_1} + n_{\omega_1} \\
a_{m_1} &= a_1 + b_{a_1} + n_{a_1} \\
a_{m_2} &= R(a_1 + [\omega_1]^T c + [\tau_1] c) + b_{a_2} + n_{a_2}
\end{align*} \]

(28)

Rewriting the state space model with state equation (27) and output equation (28) into a more compact form as below:

\[ \begin{align*}
x &= f(x, w) \\
y &= h(x)
\end{align*} \]

(29)

where the state vector is

\[ x^T = [\gamma_{a_1}^T, \gamma_{a_2}^T, \omega_1^T, b_{a_1}, b_{a_2}, c^T, R^T] \]

If define a constant vector $\bar{x}$ such that

\[ \bar{x} = \begin{bmatrix} \gamma_{a_1}^T, \gamma_{a_2}^T, 0^T, 0^T, b_{a_1}, b_{a_2}, 0^T, 0^T \end{bmatrix} \]

s.t. $A_{\gamma_{a_1}} \gamma_{a_1} = 0, \quad C_{\gamma_{a_2}} \gamma_{a_1} + b_{a_1} = 0 \quad \text{(30)}$

then it is easy to show that the system (29) is invariant to the initial state $\bar{x}$, i.e., $\bar{x} = x + \bar{x}$ satisfy

\[ \dot{x} = f(\bar{x}, w) \]

\[ y = h(\bar{x}) \]

which implies that $\bar{x}$ would produce the same output trajectory (ignoring noises) as that of $x$ and hence these two states cannot be distinguished. This means that the state space model with state equation (27) and output equation (28) is not a minimal realization.

Further investigating the structure of (30), we find that $\bar{x} = 0$ if and only if the subsystem

\[ \begin{bmatrix} \gamma_{a_1} \\
\gamma_{a_2} \\
b_{a_1} \\
b_{a_2} \end{bmatrix} = \begin{bmatrix} A_{\gamma_{a_1}} & 0 & 0 & 0 \\
0 & A_{\gamma_{a_2}} & 0 & 0 \\
B_{\gamma_{a_1}} & 0 & I & 0 \\
B_{\gamma_{a_2}} & 0 & 0 & I \end{bmatrix} \begin{bmatrix} w_{\gamma_{a_1}} \\
w_{\gamma_{a_2}} \\
w_{b_{a_1}} \\
w_{b_{a_2}} \end{bmatrix} \]

(31)

is observable. One sufficient condition for (31) to be observable is choosing $A_{\gamma_{a_1}}$ to be non-singular. However, this is too conservative (i.e., it limits the representation capability of the statistical model) and unnecessary: when (31) is unobservable, it implies that the statistical model used to capture $a$, the biased acceleration, has redundant states that should be eliminated when designing the statistical model in the first place. Removing the redundant states can be achieved by transforming (31) into the Kalman canonical form as below [56].

\[ \begin{bmatrix} \gamma_n \\
\gamma_n' \\
\gamma_n'' \end{bmatrix} = \begin{bmatrix} A_{\gamma_n} & 0 & 0 \\
0 & A_{\gamma_n} & 0 \\
B_{\gamma_n} & 0 & I \end{bmatrix} \begin{bmatrix} w_{\gamma_n} \\
w_{\gamma_n} \\
w_{b_{\gamma_n}} \end{bmatrix} \]

(32)

where $(C_{\gamma_n}, A_{\gamma_n})$ is observable subspace and $\bullet$’s are terms belong to the unobservable subspace. Then it is sufficient to keep only the observable state component $\gamma_n$ in (32) as it fully
represents the biased acceleration \( \mathbf{a} \) hence the measurement \( \mathbf{a}_{m1} \). Furthermore, from the output equation of (31), we have \( \mathbf{a}_1 = C\gamma_1 \gamma_1 = \mathbf{a} - \mathbf{b}_1 \). Hence, the measurement \( \mathbf{a}_{m2} \) can be fully represented by the biased acceleration \( \mathbf{a} \) and the relative bias \( \mathbf{b}_2 = \mathbf{b}_2 - R\mathbf{b}_1 \). Finally dropping the subscript 1,2 for the sake of notation simplicity, the state equation (27) can be reduced to the following minimal realization.

\[
\begin{align*}
\dot{\mathbf{b}}_1 &= \mathbf{w}_{\mathbf{b}_1}, \quad \dot{\mathbf{b}}_2 = \mathbf{w}_{\mathbf{b}_2}, \quad \dot{\omega} = \tau, \quad \dot{c} = 0, \quad \dot{\mathbf{R}} = 0 \\
\gamma_1 &= \mathbf{A}_{\gamma_1} \gamma_1 + \mathbf{B}_{\gamma_1} \mathbf{w}_{\gamma_1}, \quad \gamma_2 = \mathbf{A}_{\gamma_2} \gamma_2 + \mathbf{B}_{\gamma_2} \mathbf{w}_{\gamma_2}
\end{align*}
\]

where \( \mathbf{w}_{\mathbf{b}_1} = \mathbf{w}_{\mathbf{b}_2} - R\mathbf{w}_{\mathbf{b}_1} \) is a relative noise seen in \( B_2 \) and the output equation is

\[
\begin{align*}
\mathbf{a} &= C\gamma_1 \gamma_1, \quad \tau = C_{\tau} \gamma_1 \\
\omega_{m1} &= \omega + \mathbf{b}_2 + \mathbf{n}_2, \quad \mathbf{a}_{m1} = \mathbf{a} + \mathbf{n}_1, \\
\mathbf{a}_{m2} &= \mathbf{R}(\mathbf{a} + [\omega]^2 \mathbf{c} + [\tau] \mathbf{c}) + \mathbf{b}_1 + \mathbf{n}_2
\end{align*}
\]

**Lemma 3.** The nonlinear system with state equation

\[
\begin{align*}
\mathbf{b}_1 &= 0, \quad \dot{\mathbf{b}}_2 = 0, \quad \dot{c} = 0, \quad \dot{\mathbf{R}} = 0 \\
\dot{\omega} &= \tau, \quad \dot{\gamma}_\tau = \mathbf{A}_{\gamma_\tau} \gamma_\tau, \quad \dot{\gamma}_1 = \mathbf{A}_{\gamma_1} \gamma_1
\end{align*}
\]

where \( (C_{\gamma_1}, \mathbf{A}_{\gamma_1}) \) and \( (C_{\gamma_\tau}, \mathbf{A}_{\gamma_\tau}) \) are both observable and output equation

\[
\begin{align*}
\mathbf{h}_1 &= \mathbf{R}(\mathbf{a} + [\omega]^2 \mathbf{c} + [\tau] \mathbf{c}) + \mathbf{b}_1 \\
\mathbf{h}_2 &= \omega + \mathbf{b}_2, \\
\mathbf{h}_3 &= \mathbf{a}
\end{align*}
\]

is locally weakly observable if \( \mathbf{c} \neq 0 \) and the system initial states \( \omega^{(k)} \) and \( \mathbf{a}^{(k)} \), \( k \geq 0 \) have sufficient excitation.

**Proof.** See Appendix. C.

Lemma 3 implies that the overall system observability is independent from the exact form of statistical models used for \( \tau \) and \( \mathbf{a} \) as long as they are observable. This allows us to choose generic higher order statistical models that better characterize the motion without affecting the observability. Furthermore, Lemma 3 enables us to design an error state EKF similar to Section IV-D to estimate the extrinsic parameters \( \mathbf{c}, \mathbf{R} \) online.

With the mathematical formulation and theoretical proof on its observability, we now proceed to the experiment verification. The sensor suite containing two IMUs is shaken in all 6 degree of freedom (DOF) to give the system sufficient excitation. To evaluate the effectiveness of the proposed statistical models, the output of the two statistical models \( (C_{\gamma_1}, \mathbf{A}_{\gamma_1}) \) and \( (C_{\gamma_\tau}, \mathbf{A}_{\gamma_\tau}) \), which are \( \mathbf{a} \) and \( \tau \), respectively, are compared to the “ground truth”. Since \( \mathbf{a} \) is the acceleration with bias of IMU1, we compare it to the ground truth obtained by filtering the accelerometer measurements of IMU1 via a non-causal low-pass filter aimed to attenuate the measurement noise. Similar, \( \tau \) means the angular acceleration of IMU1, we compare it to the ground truth obtained by numerically differentiating the gyro measurements of IMU1 and then filtering it via a non-causal low-pass filter. Fig 17 shows the comparison results. It is seen that our estimation closely track the results obtained by non-causal filter without a noticeable delay. There is a slight overshoot when the acceleration suddenly changes its direction. This is due to the non-exact model (i.e., 4-th order integrator) being used for the handheld motion. This slight overshoot is also in agreement with the frequency domain analysis in Section. III-C. Fig. 18 shows the relative translation \( \mathbf{c} \) and rotation \( \mathbf{R} \) between the two IMUs. The ground truth is obtained by hand measurements for translation and CAD design for rotation. It can be seen that the estimated offset (both translation and rotation) quickly converges. The final converged error is 5 \( mm \) in translation and 1 degree in rotation, which are below the precision of hand measurements.

**C. Running Time**

An apparent drawback of the statistical model-based state estimation approach is that the system order is increased by the dimension of the statistical model. This will increase computation time of the EKF. Taking the application in Section VII-A as an example, if a 4-th order integrator (2) is used for each channel of acceleration and angular velocity, the system dimension will increase by 24 orders. To verify the real-time running performance of the proposed approach, we implement the error-state EKF in C++. As a comparison, the running time of the normal EKF based on input formulation is also tested. The experiments run on a personal computer with processor of Intel Core i7-8700. As shown in Table. I, the state formulation EKF takes more than 3 times computation time than the input formulation, which is expected because of the
increased system dimension. Nevertheless, the total running time is below 0.04 ms, which is only a fraction of other modules (e.g., planning) and is sufficient for real-time running for most robotic applications. This can be further reduced by using the statistical model only when necessary. For example, when linear acceleration is required to be estimated while the angular velocity is not, then a hybrid input and state formulation could be used where the gyro measurements are formulated as input and the accelerometer measurements are formulated as outputs with an augmented statistical model.

### TABLE I

| Methods         | Predict | Update | Total   |
|-----------------|---------|--------|---------|
| State formulation | 0.0174 ms | 0.0200 ms | 0.0374 ms |
| Input formulation | 0.0050 ms | 0.0056 ms | 0.0106 ms |

### VIII. CONCLUSION

This paper proposed to modeling a robot’s dynamics by a statistical model. Such a statistical model is robust and versatile, being applicable to different robotic systems without accurately modeling the robot’s specific first principle dynamics. By augmenting the statistical model to the robot’s kinematic equation, it enables to simultaneously estimate the dynamics state with low latency in addition to the kinematics states and extrinsic parameters. Extensive simulations and experiments on different robots platforms for different applications were conducted and the results supports the proposed methods. The augmented system requires more computations due to the increased state dimension, but the overall computation time is still sufficiently small for real-time implementations. The proposed method is suitable for applications where dynamic states (e.g., translational or angular accelerations) are needed in real-time.

Besides the practical contribution, this paper also proposed new theoretical tools to ease the observability analysis of robotic systems operating on manifolds and in high dimension. A new paradigm which calculates Lie derivatives and partial differentiation directly on the respective manifolds is developed. This new paradigm is simpler, more natural and scalable to systems of high dimensions. Furthermore, a novel thin set concept was introduced to characterize the unobservable subspace of the system states. These lay theoretical foundations for observability analysis for robotic systems of high dimension.

### APPENDIX

**Theorem 4.** Let \( p(x) \) be a multivariate polynomial of \( x = [x_1, \ldots, x_n]^T \in \mathbb{R}^n \). If \( p(x) \) is not constant zero, then

\[
U = \{x \in \mathbb{R}^n | p(x) = 0\}
\]

is a thin set in \( \mathbb{R}^n \) by Definition 1.

**Proof.** Assume \( U \) is not thin, then there must exist an open subset \( V \subset \mathbb{R}^n \) contained in \( U \) such that

\[
p(x) = 0, \forall x \in V.
\]

Since this equation holds on the entire open subset \( V \) on which \( p(x) \) is infinitely differentiable, we have

\[
\frac{\partial^m p(x)}{\partial t_m \cdots \partial t_1} = 0; \ m \geq 0, \ t_i \in \{x_1, \ldots, x_n\}, \ \forall x \in V.
\]

Since \( p(x) \) is a multivariate polynomial, it can be expressed as

\[
p(x) = \sum_{i=1}^{n} a_i \left( \prod_{j=1}^{n} x_j^{k_{ij}} \right); \ k_{ij} \in \{0, 1, \ldots\}
\]

Substituting \( p(x) \) into the above partial differentiation and letting \( m_i = \sum_{j=1}^{n} k_{ij} \) leads to

\[
\frac{\partial^{m_i} p(x)}{\partial x_{n_i}^{m_i} \cdots \partial x_{1_i}^{k_{1_i}}} = a_i = 0; \ i = 1, \ldots, m
\]

and \( p(x) \equiv 0 \), which contradicts with \( p(x) \) not being constant zero.

**Lemma 5.** Let \( \Omega = [\omega]_2 + [\omega]|_{i,j} \). If \( i \geq 2 \) is the first order of derivative such that \( \omega|_{i,j} \neq 0 \) and \( j > i \) is the first order of derivative such that \( \omega|_{i,m} \parallel \omega|_j \), then the matrix

\[
\Theta = \begin{bmatrix} \Omega(i-1) \\ \Omega(j-1) \end{bmatrix}
\]

has full column rank.

**Proof.** It is shown that \( \Omega(m) = \sum_{k=0}^{m} C_{m+1}^k [\omega(k)] [\omega(m-k)] + [\omega(m+1)] \). And as indicated in the description of this Lemma,

\[
\begin{cases}
\omega(k) = 0 & k \in \{0, 1, \ldots, i - 1\} \\
\omega(k) \neq 0 & k \in \{i + 1, \ldots, j - 1\} \\
\omega(j) \parallel \omega(i) & k \in \{i + 1, \ldots, j - 1\} \\
\end{cases}
\]

Then

\[
\Omega(i-1) = [\omega(i)] \\
\Omega(j-1) = \left\{ \begin{array}{ll}
\Lambda_{i-1} [\omega(i)]^2 + [\omega(j)] & 2i \leq j - 1 \\
[\omega(j)] & \text{otherwise}
\end{array} \right.
\]

where \( \Lambda_{j-1} = \sum_{k=i}^{j-1} C_{k-1}^{j-1} \mu_k \mu_{j-1-k} \).

Assuming \( \Theta \) does not have full column rank, then \( \exists v \neq 0, \ s.t. \ \Theta v = 0 \). Then we have \( v \parallel \omega(i) \) from \( \Omega(i-1)v = 0 \) and \( v \parallel \omega(j) \) from \( \Omega(j-1)v = 0 \). This is, however, contradictory to the condition that \( \omega(j) \parallel \omega(i) \). Thus \( \Theta \) has full column rank.

**A. Proof of Proposition 1**

**Proof.** Let \( b = a + \Omega c \), the acceleration at the position reference point and seen in the body frame, and \( g_m = R^T h_1 |_{m+2} \), the \( (m + 2) \)-th time derivative of the position reference point and seen in the body frame, we can derive, by induction, that

\[
g_0 = b \\
g_m = b^{(m)} + \sum_{k=0}^{m-1} \alpha_k g_k; \ m \geq 1
\]
where \( \alpha_k^m \) is defined recursively as below:

\[
\alpha_k^0 = [\omega] \\
\alpha_k^{m+1} = \begin{cases} \\
\alpha_k^m - \alpha_k^m [\omega] & k = 0 \\
\alpha_k^m - \alpha_k^m [\omega] + \alpha_{k-1}^{m-1} & 1 \leq k \leq m-1 \\
\alpha_k^m [\omega] + \alpha_{k-1}^m & k = m
\end{cases}
\]

It is seen that \( \alpha_k^m \) are polynomials of \( \omega^{(k)} \) and \( g_m \) are polynomials of \( \omega^{(k)} \) and \( a^{(k)} \), and \( c \). Hence,

\[
\nabla_{\theta} g_m = 0; \nabla_{\omega} g_m = \Omega^{(m)} + \sum_{k=0}^{m-1} \alpha_k^m (\nabla_{\omega} g_k)
\]

\[
\nabla_{a} g_m = \begin{cases} \\
I_3 & m = 0 \\
\sum_{k=0}^{m-1} \alpha_k^m (\nabla_{a} g_k) & m \geq 1
\end{cases}
\]

By definition,

\[
(L_{E_1} h_1)(x) = \hat{h}_1(x), \text{ subject to } \hat{x} = f_0(x)
\]

where \( f_0(x) \) abbreviates (25), we have

\[
(L_{E_0, f_0}^{m+2} h_1)(x) = (h_1^{(m+2)})(x), \text{ subject to } \hat{x} = f_0(x)
\]

Then, \( O_{S_1} \) in (26) is detailed as:

\[
O_{S_1} = \begin{bmatrix}
|\beta| & 0 & 0 \\
-g_0 & \Omega^{(0)} & I_3 \\
\vdots & \vdots & \vdots \\
-g_m & \Omega^{(m)} + \Pi_c^m & \Pi_a^m
\end{bmatrix}
\]

where \( m = 0, 1, \ldots, n_1 - 2 \). Since the rotation matrix \( R \) does not affect the rank, we have

\[
\nabla_{\theta} (L_{E_1} h_1)(x) = [R g_m]
\]

\[
\nabla_{\omega} (L_{E_0, f_0}^{m+2} h_1)(x) = [R \nabla_{\omega} g_m]
\]

\[
\nabla_{a} (L_{E_0, f_0}^{m+2} h_1)(x) = [R \nabla_{a} g_m]
\]

rows and can therefore be eliminated by Gaussian elimination. Hence,

\[
O_{S_1} = \begin{bmatrix}
|\beta| & 0 & 0 \\
-g_0 & \Omega^{(0)} & I_3 \\
\vdots & \vdots & \vdots \\
-g_m & \Omega^{(m)} + \Pi_c^m & \Pi_a^m
\end{bmatrix}
\]

Since column 3 only contains an identity matrix, the other terms in row 2 can be eliminated to zero by column transformation. Therefore, the \( O_{S_1} \) has full column rank if and only if the following sub-matrix \( O_{S_1}^{E} \) have full column rank.

Notice that elements of \( O_{S_1}^{E} \) are polynomial functions of \( \omega^{(k)} \), \( a^{(k)} \), and \( c \) for a given \( \beta = R^T e_1 \), and that \( \omega^{(k)} \) and \( a^{(k)} \) are further linearly dependent on \( \gamma_\omega \) and \( \gamma_a \), respectively, thus elements of \( O_{S_1}^{E} \) are polynomial functions of the following subset of states:

\[
x_{\text{sub}} = \begin{bmatrix} \gamma_\omega \\ \gamma_a \\ c \end{bmatrix} \in \mathbb{R}^{n_\omega + n_a + 3}
\]

Denote

\[
\text{Sub}(O_{S_1}^{E})
\]

the set of all square matrix whose rows are drawn from \( O_{S_1}^{E} \). Since elements of \( O_{S_1}^{E} \) are polynomials of \( x_{\text{sub}} \), the determinant \( \det(S) \forall S \in \text{Sub}(O_{S_1}^{E}) \) is also a polynomial function of \( x_{\text{sub}} \). Then if \( O_{S_1}^{E} \) is rank-deficient, there must have

\[
\det(S)(x_{\text{sub}}) = 0, \forall S \in \text{Sub}(O_{S_1}^{E})
\]

which forms infinite number of equality constraints. For each constraint, \( \det(S)(x_{\text{sub}}) \) is a polynomial of \( x_{\text{sub}} \) and its roots are either the whole space of \( \mathbb{R}^{n_\omega + n_a + 3} \) if \( \det(S)(x_{\text{sub}}) \equiv 0 \) or otherwise lie on a thin subset (see Theorem 4).

Now we show that \( O_{S_1}^{E} \) is not constantly rank-deficient by giving a particular sufficient condition as follows.

(i) \( i \geq 3 \) is the first order of derivative such that \( \omega^{(i)} \neq 0 \) and \( j \geq i \) is the first order of derivative such that \( \omega^{(j)} \nparallel \omega^{(i)} \)

From Lemma 5, condition (i) ensures the matrix

\[
\Theta = \begin{bmatrix} \Omega^{(j-1)} \\ \gamma^{(j-1)} \end{bmatrix}
\]
has full column rank and that $\Omega^{(k)} = 0$. Then the matrix $O_{S_1}^{E}$ can be reduced to

$$O_{S_1}^{E} \sim \left[ \begin{array}{c|c} \Psi & 0 \\ \vdots & \vdots \\ 1 & \Theta \\ \end{array} \right]$$

where $\Psi = \left[ \begin{array}{c} |\beta| \\ -a^{(k)} \end{array} \right]$.

Then, condition (ii) ensures $\Psi$ has full column rank and hence the matrix $O_{S_1}^{E}$ has full column rank. This means $\exists S \in \text{Sub}(O_{S_1}^{E})$ and $x_{\text{sub}} \in \mathbb{R}^{n_{\omega}+n_{a}+3}$ such that $\det(S)(x_{\text{sub}}) \neq 0$. Moreover, since $\det(S)(x_{\text{sub}})$ is a continuous function of $x_{\text{sub}}$, so if $\det(S)(x_{\text{sub}}) \neq 0$ at point $x_{\text{sub}}$, it must be so in a neighbour of that point, meaning that there are infinite number of submatrix $S \in O_{\text{sub}}$ whose determinant is not constant zero and hence the solution of each $\det(S) = 0$ lies on a thin subset of $\mathbb{R}^{n_{\omega}+n_{a}+3}$. As a result, the states $x_{\text{sub}}$ satisfying $O_{\text{sub}}$ being rank-deficient is the joint of the infinite number of thin subset and the resultant solution space is even thinner, i.e., a thin subset in $\mathbb{R}^{n_{\omega}+n_{a}+3}$.

### B. Proof of Proposition 2

**Proof.** Recall that $h_2 = R^Te_1 \triangleq \beta$, the matrix $O_{S_2} = \frac{1}{n_{\omega}G_m}h_2 = [\nabla_{\omega}\beta^{(1)} \ldots \nabla_{\omega}\beta^{(n_{\omega})}]$. Since $\beta = [\omega]^T\beta = |\beta|\omega$, each term $\nabla_{\omega}\beta^{(m)}$, $m \in \{1, \ldots, n_{\omega}\}$ can be computed as:

$$\nabla_{\omega}\beta^{(m)} = \frac{\partial d m \beta}{\partial m} = \frac{\partial d m \beta}{\partial m} = \frac{\partial d m^{m-1}(\beta)}{\partial m} = \frac{\partial d m^{m-1}(\omega)}{\partial m}$$

$$= \frac{\partial m-1}{\partial \omega} \sum_{i=0}^{m-1} C_{m-i}^{m-1} |\omega(i)|^2 \beta^{(m-1-i)}$$

$$= \sum_{i=1}^{m} C_{m-i}^{m-1} \left( [\omega(i)]^T \beta^{(m-1-i)} + \sum_{i=1}^{m} C_{m-i}^{m-1} [\omega(i)]^T \beta^{(m-1-i)} \right)$$

$$= [\beta^{(m-1)}] + \sum_{i=1}^{m} C_{m-i}^{m-1} [\omega(i)]^T \nabla_{\omega}\beta^{(m-1)}$$

Notice that terms $K_{i}, 0 \leq i \leq m-1$ can be eliminated by preceding rows using the Gaussian elimination and $K_{m} = 0$, the only left term is $[\beta^{(m-1)}]$. Therefore

$$O_{S_2} \sim \left[ \begin{array}{c} |\beta| \\ \vdots \\ |\beta^{(n_{\omega}-1)}| \\ \end{array} \right]$$

Since $O_{S_2}$ is rank-deficient, then $\exists \nu \neq 0$ such that $O_{S_2}v = 0$, which implies $|\beta^{(m)}|v = 0, \forall m \geq 0$. In particular, let $m = 0$, then $\beta \parallel v$; let $m = 1$, $[\beta^{(1)}]v = 0 \implies [\omega]^T\beta = 0 \implies \omega \parallel \beta$. Now assume that $\omega^{(m)} \parallel \beta$ is true for $0 \leq m \leq k-1$, then

$$|\beta^{(k+1)}|\beta = 0 \implies \left[ \frac{d^{k}h}{dt^{k}} \right] = 0$$

$$\implies \sum_{i=0}^{k-1} \left( [\omega(i)]^T \beta^{(k-i)} \right) = 0$$

$$\implies \sum_{i=0}^{k-1} (\frac{d^{k}h}{dt^{k}}) = 0$$

$$\implies |\omega^{(k)}|^T\beta = 0$$

$$\implies \omega^{(k)} \parallel \beta$$

Therefore, if $O_{S_2}$ is rank-deficient, then $\omega^{(k)} \parallel \beta, \forall k \geq 0$.

### C. Proof of Lemma 3

**Proof.** Define the state vector $x$

$$x^T = [b_n^T, b_{\omega}^T, \Theta^T, R^T, \omega^T, \gamma_{\tau}^T, \gamma_{\alpha}^T]$$

and rewrite the state equation (33) as $\dot{x} = f_0(x)$, then the observability matrix is computed as

$$O = \left[ \begin{array}{c|c|c|c|c|c|c|c} 0 & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\ \hline 0 & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\ \hline \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ \hline 0 & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \end{array} \right]$$

which has full column rank if and only if the following submatrix

$$O_{\text{sub}} = \left[ \begin{array}{c} 0 \circ h_{1} \\ n_{\omega} \circ h_{2} \\ \cdots \\ 0 \circ h_{3} \\ n_{\omega} \circ h_{4} \end{array} \right]$$

has full column rank.

Let $\Omega = [\omega]^2 + [\omega^{(1)}]$, then

$$O_{\text{sub}} \sim \left[ \begin{array}{c|c|c|c} \Omega^{(1)} & -[a^{(1)}+\Omega^{(1)}]c & -[\omega^{(1)}]c & -[\omega^{(1)}]c \\ \vdots & \vdots & \vdots & \vdots \\ \Omega^{(n)} & -[a^{(n)}+\Omega^{(n)}]c & -[\omega^{(n)}]c & -[\omega^{(n)}]c \end{array} \right]$$

where the sign $\sim$ indicates equivalent rank. Notice that 1) the rank of $O_{\text{sub}}$ depends on $\omega^{(k)}, a^{(k)}$ (hence the extended states $\gamma_{\tau}, \gamma_{\alpha}$, and state $\omega$), and c only and is independent from the bias $b_n$, $b_{\omega}$, and relative rotation $R$; and moreover 2) elements of $O_{\text{sub}}$ are polynomial functions of $\omega^{(k)}, k \geq 0, a^{(k)}, k \geq 1$ and c. Since $\omega^{(k)}, k \geq 1$ are further linearly dependent on $\gamma_{\tau}$ and $a^{(k)}$ are further linearly dependent on $\gamma_{\alpha}$, elements of $O_{\text{sub}}$ are polynomial functions of the following subset of states

$$x_{\text{sub}} = \left[ \begin{array}{c} \gamma_{\tau} \\ \gamma_{\alpha} \\ \omega \\ c \end{array} \right] \in \mathbb{R}^{n_{\tau}+n_{\alpha}+6}$$
Denote $\text{Sub}(O_{\text{sub}})$ the set of all square matrix whose rows are drawn from $O_{\text{sub}}$. Since elements of $O_{\text{sub}}$ are polynomials of $x_{\text{sub}}$, the determinant $\det(S), \forall S \in \text{Sub}(O_{\text{sub}})$ is also a polynomial function of $x_{\text{sub}}$. Then if $O_{\text{sub}}$ is rank-deficient, there must have

$$\det(S)(x_{\text{sub}}) = 0, \forall S \in \text{Sub}(O_{\text{sub}}).$$

which forms infinite number of equality constraints for $x_{\text{sub}}$. For each constraint, $\det(S)(x_{\text{sub}})$ is a polynomial of $x_{\text{sub}}$ and its roots are either the whole space of $\mathbb{R}^{n_a+n_b+6}$ if $\det(S)(x_{\text{sub}}) \equiv 0$ or otherwise lie on a thin subset (see Theorem 4).

Now we show that $O_{\text{sub}}$ is not constant rank-deficient if $c \neq 0$ by giving a particular sufficient condition as below.

(i) $i \geq 2$ is the first order of derivative such that $\omega^{(i)} \neq 0$ and $j > i + 1$ is the first order of derivative such that $\omega^{(j)} \neq 0$ and $\Phi^{(i)} = \Phi^{(i)} \neq 0$, and $\Psi^{(j)} \neq 0$ and $\alpha^{(j-1)} \Omega^{(j-1)} c = 0$.

(ii) $\exists k, l \geq 1$ s.t., $\omega^{(k)} = \omega^{(l)} = 0$, $\alpha^{(k)} + \Omega^{(k)} c$ and $\alpha^{(l)} + \Omega^{(l)} c$ are not collinear, and $i - 1, j - 1, k, l$ are different from each other.

(iii) $\exists m \geq j s.t. \omega^{(m)} \parallel c$ and $m$ is different from $k, l, i - 1$ and $j - 1$.

From Lemma 5, condition (i) ensures the matrix

$$\Theta = \begin{bmatrix} \Omega^{(i-1)} & \Omega^{(j-1)} \end{bmatrix}$$

has full column rank. Then, the matrix $O_{\text{sub}}$ can be reduced to

$$O_{\text{sub}} \sim \begin{bmatrix} \Theta & 0 & 0 \\ \bullet & \Phi & 0 \\ \bullet & \bullet & \Psi \end{bmatrix}$$

where

$$\Phi = \begin{bmatrix} -\alpha^{(k)} + \Omega^{(k)} c \\ -\alpha^{(l)} + \Omega^{(l)} c \end{bmatrix}$$

$$\Psi = \begin{bmatrix} -\omega^{(m)} c \\ -\omega^{(m)} c \end{bmatrix}$$

Then, condition (ii) ensures $\Phi$ has full column rank and condition (iii) ensures $\Psi$ has full rank and hence the matrix $O_{\text{sub}}$ has full column rank. This means $\exists S \in \text{Sub}(O_{\text{sub}})$ and $x_{\text{sub}} \in \mathbb{R}^{n_a+n_b+6}$ such that $\det(S)(x_{\text{sub}}) \neq 0$. Moreover, since $1) \det(S)(x_{\text{sub}})$ is a continuous function of $x_{\text{sub}}$, so if $\det(S)(x_{\text{sub}}) \neq 0$ at point $x_{\text{sub}}$, it must be so in a neighbourhood of that point, and 2) the order of $i, j, k, l$ is arbitrary, so there are infinite number of submatrix $S \in O_{\text{sub}}$ whose determinant is not constant zero and for each the solution of $\det(S) = 0$ lies on a thin subset of $\mathbb{R}^{n_a+n_b+6}$. As a result, the states $x_{\text{sub}}$ satisfying $O_{\text{sub}}$ being rank-deficient is the joint of the infinite number of thin subset and the resultant solution space is even thinner. Such a thin subset is generally not satisfied when the system initial states $\omega^{(k)}$ and $\alpha^{(k)}$ have sufficient excitation. ■
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