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Abstract

Strategies and recommendations for performing skeletal reductions of multicomponent surrogate fuels are presented, through the generation and validation of skeletal mechanisms for a three-component toluene reference fuel. Using the directed relation graph with error propagation and sensitivity analysis method followed by a further unimportant reaction elimination stage, skeletal mechanisms valid over comprehensive and high-temperature ranges of conditions were developed at varying levels of detail. These skeletal mechanisms were generated based on autoignition simulations, and validation using ignition delay predictions showed good agreement with the detailed mechanism in the target range of conditions. When validated using phenomena other than autoignition, such as perfectly stirred reactor and laminar flame propagation, tight error control or more restrictions on the reduction were needed to ensure good agreement. In addition, tight error limits were needed for
close prediction of ignition delay when varying the mixture composition away from that used for the reduction. In homogeneous compression-ignition engine simulations, it is also demonstrated that the skeletal mechanisms closely matched the point of ignition, and accurately predicted species profiles for lean to stoichiometric conditions. Furthermore, the efficacy of generating a multicomponent skeletal mechanism was compared to combining skeletal mechanisms produced separately for neat fuel components; the latter resulted in a larger skeletal mechanism size that also lacked important cross reactions between fuel components. Based on the present results, general guidelines for reducing multicomponent detailed mechanisms are discussed.
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1. Introduction

Liquid transportation fuels such as gasoline, diesel, and jet fuel consist of a near-continuous spectrum of constituent hydrocarbons, including linear and branched alkanes, aromatics, cycloalkanes, and alkenes, with a specific makeup that varies depending on the feedstock source and refinery processes used. This complexity and varying makeup pose a challenge to computational modeling, so in order to represent real fuels the combustion community embraced the concept of surrogate fuels. Since Edgar [1] first proposed using n-heptane and iso-octane as reference fuels from which to measure the knocking characteristics of gasoline—resulting in the octane number—various neat fuels and combinations of fuels have been used to represent complex liquid transportation fuels. For example, Sturgis and coworkers [2, 3] used
diisobutylene and benzene to represent olefins and aromatics, respectively, present in gasoline for antiknock studies of gasoline-like hydrocarbon mixtures. The concept of grouping chemical species based on class also occurs in other areas such as petroleum processing, where the PONA analysis separates all hydrocarbons into paraffins, olefins, naphthenes, and aromatics [4]. Various lumping techniques have been used in petroleum processing and chemical kinetics for the past five decades [5–9] where chemical species of the same class (or with similar characteristics) are grouped together and considered with a single representative—reducing the complexity of the kinetic system considerably.

As detailed reaction mechanisms for the larger hydrocarbons present in liquid transportation fuels were developed—such as the classic n-heptane mechanism of Curran et al. [10]—and, simultaneously, the need for advanced engine concepts placed demands for more accurate representation of transportation fuels, significant research efforts focused on developing better surrogate models for these fuels. Surrogates attempt to emulate the physical and chemical properties of complex real fuels by using specific mixtures of neat components, typically chosen to represent major classes of hydrocarbons present in the target real fuel. For example, as discussed above modelers traditionally represented gasoline using a binary mixture of the so-called primary reference fuels (PRFs): n-heptane and iso-octane, which represent linear and branched alkanes, respectively. More recently, additional components such as toluene—representing aromatics—have been considered to better match the reactivity of gasoline, forming the three-component toluene reference fuels (TRFs).
A large number of surrogates for gasoline, diesel, and jet fuels have been proposed, e.g. [11–15], with a trend towards increasing numbers of components and complexity. As mentioned earlier, binary PRF and ternary TRF [16–18] mixtures have been used to represent gasoline; recently, proposed four-component surrogates supplemented the TRF fuels with an additional fuel to represent olefins (alkenes), such as 1-hexene [19], 1-pentene [20], and 2-pentene [21]. Naik et al. [22] proposed a gasoline surrogate with a component for each of the major constituent hydrocarbon classes, adding 1-pentene and methylcyclohexane to the three TRF fuels. Similar to the progress in gasoline, a number of surrogates for diesel have also recently been proposed. Some studies used neat fuels such as n-heptane and n-tetradecane [23] to represent diesel, although—as with gasoline—recently more complex mixtures of multiple fuels have been proposed as diesel surrogates: binary mixtures of n-decane and 1-methylnaphthalene (the IDEA surrogate) [24], and n-heptane and toluene [25]; a ternary mixture of n-propylcyclohexane, n-butylbenzene, and 2,2,4,4,6,8,8-heptamethylnonane [26]; and a five component blend of n-hexadecane, iso-octane, n-propylcyclohexane, n-propylbenzene, and 1-methylnaphthalene [27]. Mueller et al. [28] recently presented a methodology for constructing surrogates to closely match the composition, ignition quality, and volatility of diesel fuels, proposing an eight-component diesel surrogate. Refer to Pitz and Mueller [13] or Krishnasamy et al. [29] for more detailed surveys of diesel surrogates. Biodiesels, produced from vegetable oils and animal fat, consist primarily of long-chain methyl esters. Originally, methyl butanoate was used as a surrogate fuel, but it poorly represents the kinetics of real biodiesels [30]. Surrogates for
biodiesel fuels proposed more recently include methyl decanoate [30]; binary mixtures of methyl butanoate and n-heptane [31]; and a three-component mixture of methyl decanoate, methyl-9-decenoate, and n-heptane [32]. Proposed surrogates for kerosene-type jet fuels include mixtures of n-decane and 1,2,4-trimethylbenzene [33]; n-decane, iso-octane, and toluene [34]; a four-component mixture of n-dodecane, iso-octane, 1,3,5-trimethylbenzene, n-propylbenzene [35]; and even a five-component mixture of methylcyclohexane, toluene, benzene, iso-octane, and n-dodecane [36].

Despite some success in developing surrogate fuels that emulate real fuel properties, unfortunately detailed reaction mechanisms for these surrogates typically consist of thousands of species and many more reactions. For example, detailed mechanisms for three-component surrogates of gasoline and biodiesel contain 1389 species and 5935 reactions [19] and 3329 species and 10,806 reactions [32], respectively. In the computational simulations where engine modelers want to use these kinetic mechanisms, the cost of detailed chemistry scales cubically with the number of species in the worst case, due to the Jacobian matrix factorization of implicit integration algorithms [37]. Therefore, detailed mechanisms of such large sizes pose prohibitive computational challenges to implementation in multidimensional simulations—and are time-consuming even in homogeneous or one-dimensional simulations—requiring mechanism reduction and simplification.

While classical approaches to mechanism reduction rely on chemical kinetics understanding and expertise, in recent years a number of automated, theory-based methods were developed in response to the ever-increasing size and complexity of detailed mechanisms. Although an extensive survey of
such methods is beyond the scope of the current work—see Lu and Law [37] for a recent review—one class of methods in particular recently received significant development: the directed relation graph (DRG) approach of Lu and Law [38–40]. Similar to the earlier graphical representation of reaction pathways developed by Bendtsen et al. [41], the DRG method quantifies the importance of species by mapping interspecies coupling to a weighted directed graph and trimming unimportant connections in the resulting graph using a cutoff threshold. Then, it performs a graph search initiated at selected target species to find connected species—the reachable set of species makes up the skeletal mechanism. Variants of the original DRG method include DRG with error propagation (DRGEP) [42, 43], which considers the geometric propagation of dependence down graph pathways such that more distant species are less important, and path-flux analysis [44], which considers separately direct and indirect (through a single intermediate species) contributions to species production and consumption rates. In addition, DRG and DRGEP have been combined with a sensitivity analysis of remaining species to produce a more compact skeletal mechanism than possible with the original methods alone [8, 45–47]. More recently, Luo et al. [48] updated the DRG interaction coefficient to better represent interspecies dependence in the presence of many isomers.

However, most studies applying the above methods—and other reduction approaches—used detailed mechanisms for neat (single component) fuels. In particular, efforts focused mainly on normal and branched alkanes such as n-heptane [8, 39, 44, 47, 49, 50], iso-octane [39, 42, 47, 51], and n-decane [44, 47], with the exception of Luo et al. [48, 52, 53], who generated
skeletal mechanisms for a three-component biodiesel surrogate (n-heptane, methyl decanoate, and methyl-9-decenoate) [32] at various conditions using DRG-aided sensitivity analysis. Luo et al. [48] showed the performance of their high-temperature skeletal mechanism for some off-target conditions—i.e., at mixture compositions different than that used for the reduction—but they did not perform a detailed analysis of this or provide general guidelines for reducing multicomponent detailed mechanisms. While the oxidation of different fuel species in a multicomponent blend initiates at different conditions and occurs along different reaction pathways, the combustion characteristics (e.g., autoignition delay, laminar flame speed) of fuel blends are in general nonlinear functions of the fuel composition. Interactions between fuel components induce added complexity compared to a neat fuel, causing a greater challenge for mechanism reduction. Other efforts to generate compact skeletal mechanisms for multicomponent surrogates involved combining existing skeletal mechanisms for various components [54–56]. However, it is unclear whether this approach will ensure the comprehensiveness of the resulting combined skeletal mechanisms by capturing the nonlinear chemical interaction effects. In addition, this straightforward merging may lead to an undesired larger size of the final skeletal mechanism.

Our objective in the current work was to establish guidelines and strategies for the reduction of detailed mechanisms for multicomponent fuels, by (1) performing skeletal reductions of a three-component TRF detailed mechanism, commonly used to represent gasoline; (2) validating the resulting skeletal mechanisms for performance in the target range of conditions for autoignition; (3) investigating the performance in other combustion applica-
tions (e.g., PSR and laminar flame propagation); (4) comparing the ability of
the skeletal mechanisms to predict species evolution in homogeneous charge
compression ignition (HCCI) simulations; (5) studying the performance when
used outside the target range—in other words, at other surrogate mixture
compositions; and (6) comparing the efficacy of this multicomponent reduc-
tion approach to that of combining separate skeletal mechanisms for neat
fuels, in terms of comprehensiveness and mechanism size. In doing so, we
showed that, in general, tight error control may be needed for wide-ranging
accuracy.

2. Methodology

2.1. DRGEP

In the current work we used the DRGEP method of Niemeyer et
al. [47], which is based on the DRGEP of Pepiot-Desjardins and Pitsch [42]
followed by a sensitivity analysis of certain remaining species. First, the
DRGEP method is described here. The dependence of a species \( A \) that re-
quires another species \( B \) in the mechanism (in order to accurately calculate
its production) is expressed with the direct interaction coefficient (DIC):

\[
 r_{AB} = \frac{\left| \sum_{i=1}^{N_R} \nu_{A,i} \Omega_i \delta_i^{B} \right|}{\max(P_A, C_A)}, \tag{1}
\]

where \( P_A \) and \( C_A \) are production and consumption terms given by

\[
P_A = \sum_{i=1}^{N_R} \max(0, \nu_{A,i} \Omega_i) \text{ and } \tag{2}
\]

\[
C_A = \sum_{i=1}^{N_R} \max(0, -\nu_{A,i} \Omega_i), \tag{3}
\]
respectively. In the above equations,

\[
\delta^i_B = \begin{cases} 
1 & \text{if reaction } i \text{ involves species } B, \\
0 & \text{otherwise},
\end{cases}
\]  

(4)

A and B represent the species of interest (with dependency in the \( A \to B \) direction meaning that \( A \) depends on \( B \)), \( i \) the \( i \)th reaction, \( \nu_{A,i} \) the overall stoichiometric coefficient of species \( A \) in the \( i \)th reaction \( (\nu_{A,i} = \nu''_{A,i} - \nu'_{A,i}) \), where \( \nu'' \) and \( \nu' \) are the product and reactant coefficients, respectively), \( \Omega_i \) the overall reaction rate of the \( i \)th reaction, and \( N_R \) the total number of reactions.

After calculating the DIC for all species pairs, the DRGEP method then performs a graph search—using Dijkstra’s algorithm as described by Niemeyer and Sung [43]—starting at user-selected target species to find the dependency paths for all species from the targets. A path-dependent interaction coefficient represents the error propagation through a certain path and is defined as the product of intermediate DICs between the target \( T \) and species \( B \) through pathway \( p \):

\[
r_{TB,p} = \prod_{j=1}^{n-1} r_{S_j S_{j+1}},
\]

(5)

where \( n \) is the number of species between \( T \) and \( B \) in pathway \( p \) and \( S_j \) is a placeholder for the intermediate species \( j \) starting at \( T \) and ending at \( B \). An overall interaction coefficient (OIC) is then defined as the maximum of all path-dependent interaction coefficients between the target \( T \) and each species \( B \):

\[
R_{TB} = \max_{\text{all paths } p} (r_{TB,p}).
\]

(6)
Note that in order to solve for the OICs for all species from each target using Dijkstra’s algorithm, the traditional shortest-path problem needs to be modified such that the distance of each path is the product rather than sum of intermediate edges, and the “shortest” path is that with the maximum value rather than minimum; see Niemeyer and Sung [43] for more details.

Pepiot-Desjardins and Pitsch [42] also proposed a coefficient scaling procedure to better relate the OICs from different points in the evolution of the reaction system; we adopted this scaling here. A pseudo-production rate of a chemical element $a$ based on the production rates of species containing $a$ is defined as

$$P_a = \sum_{\text{all species } S} N_{a,S} \text{max} (0, P_S - C_S),$$

where $N_{a,S}$ is the number of atoms $a$ in species $S$ and $P_S$ and $C_S$ are the production and consumption rates of species $S$ as given by Eqs. (2) and (3), respectively. The scaling coefficient for element $a$ and target species $T$ at time $t$ is defined as

$$\alpha_{a,T}(t) = \frac{N_{a,T} |P_T - C_T|}{P_a}.$$  

For the set of elements $\{E\}$, the global normalized scaling coefficient for target $T$ at time $t$ is

$$\alpha_T(t) = \max_{a \in \{E\}} \left( \frac{\alpha_{a,T}(t)}{\max_{\text{all time}} \alpha_{a,T}(t)} \right).$$

Given a set of kinetics data $\{D\}$ and target species $\{T\}$, the overall importance of species $S$ to the target species set is

$$\overline{R}_S = \max_{T \in \{T\}} \left[ \max_{k \in \{D\}} \left( \alpha_T R_{TS} \right) \right].$$
The removal of species where $R_S < \epsilon_{EP}$ is considered negligible to the overall production/consumption rates of the target species and therefore such species are unimportant for the given set of conditions $\{D\}$ and can be removed from the reaction mechanism. The optimal threshold $\epsilon_{EP}$ was chosen in an iterative manner. Starting with a low value (e.g., 0.01), an initial skeletal mechanism was generated and the maximum error in ignition delay prediction (compared to the detailed mechanism) was calculated for all initial conditions using

$$\delta_{\text{skele}} = \max_{k \in \{D\}} \frac{|\tau_{\text{det}}^k - \tau_{\text{skele}}^k|}{\tau_{\text{det}}^k}, \quad (11)$$

where $\tau_{\text{det}}^k$ and $\tau_{\text{skele}}^k$ are the ignition delay times calculated by the detailed and skeletal mechanisms for condition $k$, respectively, and $\{D\}$ is the set of autoignition initial conditions. If the maximum error for this initial skeletal mechanism is above the user-specified error limit $\delta_{\text{limit}}$, the threshold is decreased. For this and any subsequent mechanisms, the threshold value increases if the maximum error is below the error limit until the error reaches the specified limit. This procedure generated a minimal skeletal mechanism using DRGEP for a given error limit prior to application of sensitivity analysis.

2.2. Sensitivity analysis

Following the removal of a large number of species by the DRGEP method, a sensitivity analysis algorithm eliminated additional unimportant species. Species with overall importance values $(R_S)$ that satisfy $\epsilon_{EP} < R_S < \epsilon^*$, where $\epsilon^*$ is a higher value (e.g., 0.1–0.4), are classified as “limbo” species to be analyzed individually for removal. Species where $R_S > \epsilon^*$ are classified as “retained” species and included in the final skeletal mechanism.
The sensitivity analysis algorithm first evaluates the error induced by the removal of each limbo species, given by

\[ \delta_S = |\delta_{S,\text{ind}} - \delta_{\text{skele}}|, \]  

(12)

where \( \delta_{\text{skele}} \) is the error of the current skeletal mechanism (prior to temporary removal of limbo species \( S \)) and \( \delta_{S,\text{ind}} \) the error induced by the removal of limbo species \( S \) one-by-one. Then, using the criterion given by Eq. (12) the algorithm sorts the species for removal in ascending order of induced error. Species are removed in order until the maximum error reaches the user-specified limit. By using \( \delta_S \) rather than \( \delta_{S,\text{ind}} \) directly for the order, species whose removal affect the skeletal mechanism the least are selected first for removal.

2.3. Unimportant reaction elimination

After the DRGEPSA method generated a skeletal mechanism, an additional step of further unimportant reaction elimination was performed based on the methodology of Lu and Law [8]. Using an approach based on the CSP importance index [57], the normalized contribution of a reaction \( i \) to the net production rate of a species \( A \) is

\[ I_{A,i} = \frac{|\nu_{A,i}\Omega_i|}{\sum_{j=1,N_R} |\nu_{A,j}\Omega_j|}. \]  

(13)

Reactions are considered unimportant if \( I_{A,i} < \epsilon_{\text{reac}} \) for all species \( A \) in the mechanism; in other words, if

\[ \max_{\text{all species } A} I_{A,i} \geq \epsilon_{\text{reac}}, \]  

(14)
reaction $i$ is retained in the mechanism. The threshold $\epsilon_{\text{reac}}$ was determined iteratively based on a user-defined error limit in a similar manner to $\epsilon_{\text{EP}}$, described above.

2.4. Reduction package

The various reduction stages described above were integrated into the Mechanism Automatic Reduction Software (MARS) package, first described by Niemeyer and coauthors [47, 58]. MARS performed constant volume autoignition simulations using SENKIN [59] with CHEMKIN-III [60] over the range of initial conditions for the desired coverage of the resulting skeletal mechanism. Using the autoignition results, MARS then densely sampled thermochemical data around the ignition evolution to use in the reduction procedure. In addition, it used the ignition delay values calculated with the detailed mechanism to measure the error of each skeletal mechanism. To generate a skeletal mechanism, MARS first applied the DRGEPSA method with a user-defined error limit, the iterative threshold algorithm described in Section 2.1, and a specified $\epsilon^*$ to generate a skeletal mechanism with a minimal number of species. Next, it performed the unimportant reaction elimination stage to further reduce the complexity of the skeletal mechanism by removing reactions in addition to those removed with unimportant species.

3. Results and discussion

In the following sections, we describe and discuss our results. First, we generated skeletal mechanisms for a TRF mixture at different error limits and ranges of initial conditions, and compared the performance of these for autoignition. We then extended the validation of these skeletal mechanisms.
to phenomena other than that used in the reduction; specifically, we con-
sidered perfectly stirred reactor and laminar flame propagation simulations.
Furthermore, we studied the performance of the skeletal mechanisms in au-
toignition with varying mixture composition. Next, we compared different
reduction approaches for generating skeletal mechanisms for multicomponent
fuels: combining separately produced skeletal mechanisms for the neat fuel
components, and reducing the multicomponent mixture together. Finally, in
addition to validating using global properties, we added an additional level
of rigor and analyzed the prediction of species mass fraction profiles in HCCI
simulations.

3.1. Skeletal mechanisms and validation

We generated skeletal mechanisms at varying levels of detail from the
detailed mechanism for TRF mixtures (n-heptane, iso-octane, and toluene)
of Mehl et al. [19], containing 1389 species and 5935 reactions, using DRG-
EPSA followed by further unimportant reaction elimination. Two sets of
constant volume autoignition initial conditions, both covering 1–20 atm and
equivalence ratios 0.5–1.5, were used to generate chemical kinetics data: 1)
700–1600 K and 2) 1000–1600 K; the former is referred to as the comprehen-
sive range and the latter the high-temperature range. The mixture composi-
tion we used consists of 60.54/20.64/18.82% (by liquid volume) toluene/isooctane/n-heptane, or 69.06/15.38/15.56% by molar percentage, taken from
Morgan et al. [18], which corresponds to gasoline with a research octane
number (RON) of 95 and motor octane number (MON) of 85. We refer to
this mixture as TRF1. We selected error limits of 10% and 30%, and used
n-heptane, iso-octane, toluene, oxygen, and the inert nitrogen (to prevent
removal) for the DRGEP target species. As in previous efforts using DRGEPSA [47], we used $\epsilon^* = 0.1$ to determine the upper limit of limbo species considered by the sensitivity analysis portion of DRGEPSA.

The skeletal mechanism reduction results are summarized as follows. For the comprehensive range of conditions, the DRGEP algorithm selected $\epsilon_{EP}$ values of $5 \times 10^{-3}$ and $1 \times 10^{-2}$ for the 10% and 30% error limits, removing 902 and 988 species, respectively. The sensitivity analysis stages then removed a further 101 and 125 species each. The unimportant reaction elimination stage, using $\epsilon_{\text{reac}}$ thresholds of $6 \times 10^{-3}$ and $3 \times 10^{-2}$, removed 347 and 386 reactions, respectively. The final 10%- and 30%-error comprehensive skeletal mechanisms consisted of 386 species and 1591 reactions, and 276 species and 936 reactions, respectively. For the high-temperature conditions, DRGEP thresholds $\epsilon_{EP}$ of $8 \times 10^{-3}$ and $1.6 \times 10^{-2}$ removed 1103 and 1160 species for the 10%- and 30%-error limits, respectively, while the sensitivity analysis stages eliminated 87 and 56 species. The unimportant reaction elimination stages selected cutoff thresholds of $1 \times 10^{-3}$ and $2 \times 10^{-2}$ to remove 155 and 334 reactions for the 10%- and 30%-error limits, respectively, resulting in final skeletal mechanisms consisting of 199 species and 1011 reactions, and 173 species and 689 reactions, respectively.

Figures 1 and 2 show the comparisons of the predicted ignition delay times for the comprehensive and high-temperature skeletal mechanisms, respectively, with those from the detailed mechanism. Note that each set of skeletal mechanisms was validated over their respective target range of conditions, where the associated error limits used in the reduction procedure constrained the error in ignition delay. All four skeletal mechanisms accu-
rately predicted the ignition delays of the detailed mechanism, within the specified error limits.

Next, we performed extended validation of the skeletal mechanisms in phenomena other than that used for the reduction procedure: perfectly stirred reactor (PSR) and one-dimensional laminar flame propagation simulations. Figure 3 shows the temperature response curves as a function of residence time in a PSR of the detailed mechanism and both comprehensive skeletal mechanisms for pressures of 1 and 20 atm, equivalence ratios of 0.5–1.5, and an inlet temperature of 300 K. We used the same TRF1 mixture composition as in the mechanism reduction. Only the skeletal mechanism generated using a 10% error limit closely reproduced the temperature response curves and extinction turning points of the detailed mechanism over the full range of conditions considered. The smaller 30%-error skeletal mechanism performed adequately for \( \phi = 1.5 \), showing some error in the turning points, as well as the \( \phi = 1.0 \) and 1 atm case, but demonstrated noticeable errors in the remaining conditions. In particular, this mechanism poorly reproduced the temperature response curve for \( \phi = 0.5 \), and severely underpredicted the temperature along the upper branch for the \( \phi = 1.0 \) and 20 atm case (although it closely matched the turning point).

In order to determine why the 30%-error skeletal mechanism performed poorly in PSR simulations when a skeletal mechanism for neat n-decane generated using the same procedure with the same parameters—30% error limit and \( \epsilon^* = 0.1 \)—performed well in both PSR and one-dimensional laminar flame simulations in our previous work [47], we generated skeletal mechanisms using these reduction parameters for each of the three components:
n-heptane, iso-octane, and toluene. These reductions used the same comprehensive range of conditions as described previously, although for toluene we limited the temperature range to 700–1600 K due to its lower reactivity. The resulting skeletal mechanisms for n-heptane, iso-octane, and toluene consisted of 177 species and 730 reactions, 198 species and 769 reactions, and 53 species and 167 reactions, respectively.

Figures 4, 5, and 6 show the PSR validation of the n-heptane, iso-octane, and toluene skeletal mechanisms, respectively. All three mechanisms closely reproduced the ignition delays of the detailed mechanism for each neat fuel, bounded by the 30% error limit, so we omit these results here. The n-heptane and iso-octane mechanisms closely reproduced the temperature response curves and extinction turning points calculated by the detailed mechanisms, with small errors near the turning points for some conditions. However, the 53-species toluene skeletal mechanism performed more poorly, especially for $\phi = 0.5$. Although not shown here, the skeletal mechanism resulting from the DRGEP stage closely reproduces the PSR temperature response curves; therefore, species important to PSR were removed during the sensitivity analysis stage. We therefore generated a second toluene skeletal mechanism using a smaller $\epsilon^*$ value of 0.05 to further limit species considered by sensitivity analysis, resulting in a slightly larger mechanism with 63 species and 194 reactions. The performance of this skeletal mechanism is also shown in Fig. 6; compared to the first toluene skeletal mechanism, this mechanism showed improved performance in calculating the turning points for most conditions and for $\phi = 0.5$ in particular.

For $\phi = 1.0$, while both 30%-error toluene skeletal mechanisms predicted
higher temperatures than the detailed mechanism at large residence time values when approaching equilibrium, the temperatures calculated by the two skeletal mechanisms actually better matched the true adiabatic flame temperatures determined via equilibrium calculations. This discrepancy, which was also the source of similar disagreement between the TRF skeletal mechanisms and detailed mechanism at $\phi = 1.0$, appeared to be an issue with the detailed mechanism itself—rather than our skeletal reduction. Further analysis revealed the cause of this inconsistency to be a dead-end pathway in the toluene submechanism: specifically, a fuel breakdown pathway dead-ending at nC$_4$H$_3$, a radical that may be important for aromatic formation pathways [61–64]. In the current TRF mechanism, this species is produced through the dissociation of benzyl radical, and only participates in one other reaction—combining with propargyl (C$_3$H$_3$) to form fulvenallene (C$_7$H$_6$). Removing nC$_4$H$_3$ and the two reactions in which it participates corrected the aforementioned discrepancy in equilibrium temperatures for $\phi = 1.0$. However, this issue warrants further development of the detailed mechanism, in particular the aromatic chemistry.

The errors demonstrated by the skeletal mechanism for neat toluene generated using $\epsilon^* = 0.1$ suggested that the presence of toluene caused some of the large errors in the 30%-error comprehensive skeletal mechanism for the TRF blend. This was likely due to the presence of different pathways initiated during ignition and the steady burning present in PSR studies. Using error in ignition delay alone may not be able to capture the importance of some species in other phenomena such as PSR, therefore requiring limitations on the limbo species. However, the greater extent of errors seen in
Fig. 3 compared to those in Fig. 6 indicated that moving from a single fuel to a multicomponent mixture while retaining the same 30% error limit might also require a smaller $\epsilon^*$ value. Motivated by this result, we used the same smaller $\epsilon^*$ value of 0.05 combined with the 30% error limit and generated another comprehensive TRF skeletal mechanism. Since we only changed $\epsilon^*$, the DRGEP stage remained the same, but the sensitivity analysis stage removed only 100 species in this case, compared to 125 when $\epsilon^* = 0.1$. The unimportant reaction elimination stage used $\epsilon_{\text{reac}} = 2 \times 10^{-2}$ to remove 345 reactions, resulting in a final skeletal mechanism with 301 species and 1192 reactions—slightly larger than the original 30%-error limit mechanism with 276 species and 936 reactions. We omit the performance of this skeletal mechanism in autoignition because the results were nearly identical to those already shown in Fig. 1. Figure 7 shows the performance in PSR; this mechanism closely reproduced the temperature response curves for all conditions.

These results suggest that when using error in ignition delay to perform the sensitivity analysis, a larger $\epsilon^*$ value can be paired with a larger error limit for normal and branched alkanes like n-heptane and iso-octane, as well as n-decane as demonstrated previously by Niemeyer et al. [47]. However, mixtures with toluene—and multicomponent fuel mixtures in general—may require either a tight error limit (e.g., $\leq 10\%$) or a smaller $\epsilon^*$ value for good performance in PSR simulations. Unfortunately, both strategies will result in larger skeletal mechanisms.

Another solution may be to sample PSR data—in addition to autoignition—and use the extinction residence time as another measure of error, as in the works of Lu and Law [8, 38, 39] and Luo and coworkers [48, 52, 53]. How-
ever, many skeletal reduction approaches use autoignition simulations alone as the basis for the reduction procedure, e.g., [21, 42, 47, 49, 50, 65–69]. Whether including PSR simulations in the reduction procedure—combined with using a larger $\epsilon^*$ value (e.g., 0.5–0.6)—will result in a more compact but equally well-performing skeletal mechanism compared to using autoignition alone with a small $\epsilon^*$ requires further investigation and will be explored in future work.

Figure 8 shows the comparisons of the PSR results between the high-temperature skeletal mechanisms and detailed mechanism. In this case, both skeletal mechanisms accurately reproduced the temperature response curves and turning points of the detailed mechanism for the conditions considered. The only noticeable error in extinction turning point occurred in the $\phi = 1.5, 20$ atm case for the 30%-error mechanism: approximately 21%, under the set error limit for autoignition.

Figures 9 and 10 show the laminar flame speeds calculated using the detailed mechanism compared against those from the comprehensive and high-temperature skeletal mechanisms, respectively, which were computed using the PREMIX program in the CHEMKIN-PRO package [70]. Here, we only used the larger of the two 30%-error comprehensive skeletal mechanisms, generated using $\epsilon^* = 0.05$—the corresponding smaller skeletal mechanism created using $\epsilon^* = 0.1$ performed poorly as with the PSR simulations. For these calculations, we considered the effects of thermal diffusion (the Soret effect), and used the mixture-averaged diffusion model. Further, we enabled the velocity correction option to ensure mass conservation. All four skeletal mechanisms accurately predicted the laminar flame speed at both 1 and
20 atm. At worst, the 10%- and 30%-error comprehensive skeletal mechanism overpredicted the laminar flame speeds of the detailed mechanism by 4.9% and underpredicted by 5.8%, respectively; the largest errors of the high-temperature skeletal mechanisms were 5.5% and 13.1% for the 10%-error and 30%-error mechanisms, respectively.

3.2. Comparison of multicomponent reduction approaches

Using the various skeletal mechanisms described in the previous section, we next compared the efficacy of two approaches to generating skeletal mechanisms for multicomponent fuel blends: (1) reducing the multicomponent fuel mixture together; and (2) first generating skeletal mechanisms for the neat components separately, then combining these together to create the reduced multicomponent mechanism. The multicomponent TRF skeletal mechanism corresponding to a 30%-error limit and $\epsilon^* = 0.05$ contained 301 species and 1192 reactions. Merging the 30%-error-limit skeletal mechanisms for neat n-heptane (177 species and 730 reactions), iso-octane (198 species and 769 reactions), and toluene (63 species and 194 reactions) resulted in a combined TRF skeletal mechanism with 350 species and 1363 reactions. Note that the n-heptane and iso-octane skeletal mechanisms were generated using $\epsilon^* = 0.1$, while the toluene mechanism used $\epsilon^* = 0.05$.

Immediately, we observed that the combination approach produced a larger skeletal mechanism, with an additional 49 species and 171 reactions. However, this larger size may be acceptable depending on the mechanism performance, so we next calculated ignition delays of TRF mixtures for various initial temperatures, pressures, and equivalence ratios using the combined TRF skeletal mechanism. Figure 11 shows the comparison of ignition delay
calculations for the two skeletal mechanisms and the detailed mechanism. The multicomponent skeletal mechanism with 301 species predicted ignition delay over the full range of conditions within the 30% error limit (with a maximum error of 28.9%), but the combined TRF skeletal mechanism violated this limit with a maximum error of 82.6%. At higher temperatures, both skeletal mechanisms closely matched the detailed mechanism, but at lower temperatures (less than 1000 K) and atmospheric pressure the values predicted by the (larger) combined mechanism deviated noticeably.

In order to determine the reason for the poor performance of the combined skeletal mechanism compared to that of the multicomponent skeletal mechanism, we studied the species and reactions present in the latter but missing from the former. In fact, even though the combined mechanism contained 49 additional species and 171 additional reactions, it was missing 44 species and 272 reactions present in the smaller multicomponent skeletal mechanism—including some important cross reactions between the three component fuels. Notably, benzyl-peroxy radical \((C_6H_5CH_2OO)\) was removed. According to Sakai et al. [71], toluene reacts mainly with OH and \(C_6H_5O\) radicals to form benzyl radical \((C_5H_5CH_2)\). In mixtures of toluene, n-heptane, and iso-octane, the following reaction pathway is the primary source of OH at lower temperatures (less than 1100 K) [71]:

\[
C_6H_5CH_2 + O_2 \leftrightarrow C_6H_5CH_2OO \\
C_6H_5CH_2OO \leftrightarrow C_6H_5CHO + OH
\]

However, this pathway was removed in the TRF skeletal mechanism formed by combining the skeletal mechanisms for n-heptane, iso-octane, and toluene, and its absence was likely the cause of the poor ignition delay predictions at
lower temperatures. In addition, eight H abstraction cross-reactions between toluene and n-heptane/iso-octane were removed in the combined mechanism:

\[
\text{RH} + \text{Q} \rightleftharpoons \text{R} + \text{QH},
\]

where RH refers to toluene and QH refers to n-heptane or iso-octane. Finally, some phenyl radical (C\(_6\)H\(_5\)) to alkene addition reactions were removed, which Sakai et al. [71] indicated can also have large effects in mixtures of toluene and iso-octane.

These results suggest that generating a skeletal mechanism for multicomponent fuel mixtures by combining skeletal mechanisms for the neat components may result in (1) a larger mechanism compared to performing the reduction for the blend directly and (2) the loss of important cross-reactions between the fuel components. The latter trend will likely be exacerbated for multicomponent blends with even greater kinetic interactions between the fuel components than the TRF used here. Therefore, we recommend performing the mechanism reduction for the multicomponent blend rather than combining skeletal mechanisms for neat fuels as in previous studies [54–56].

In a final note, while the multicomponent skeletal mechanism performed acceptably for TRF autoignition, PSR, and laminar flame calculations, performance for the neat components in the same phenomena is not guaranteed since only multicomponent conditions were used for the reduction. On the other hand, the mechanism formed by combining the neat-fuel skeletal mechanisms does retain this capability—though it could not accurately capture the multicomponent blend behavior, as shown. If it is desired that the multicomponent skeletal mechanism can predict targets for the individual components, then these should be included in the reduction process. In
the following section, we describe the performance of the multicomponent skeletal mechanisms—generated at one fuel blend composition—when varying the fuel mixture in autoignition simulations as a demonstration; this includes conditions for the neat fuel components.

3.3. Performance with varying mixture composition

Next, we studied the performance of the skeletal mechanisms in constant volume autoignition simulations with varying mixture composition. For the comprehensive skeletal mechanisms—which contain low-temperature chemistry—we used initial conditions representative of RON and MON tests, taken from Morgan et al. [18]. The RON-like case initiated at 800 K and 23 bar and the MON-like case at 900 K and 20 bar. Both cases used a stoichiometric mixture, based on the particular composition of the ternary blend.

Figures 12 and 13 show the error in ignition delay using the 10%-error skeletal mechanism for the MON- and RON-like initial conditions as a function of the mixture composition varying over the three-component space. In both cases, the mechanism performed best closest to the TRF1 mixture composition used for the reduction, and in general the error remained around 10% over most of the mixture space—except near neat iso-octane, where the error increased significantly. Figures 14 and 15 show the ignition delay error for the 30%-error skeletal mechanism for the MON- and RON-like cases, respectively. For the MON-like case, as the mixture compositions moved away from the TRF1 point, the error increased substantially beyond the 30% limit. The error in the RON-like ignition delay showed less extreme increases, although it became high for mixtures with small amounts of toluene and large amounts of iso-octane.
For both skeletal mechanisms in this case, we attributed the increase in error (to varying degrees) to the removal of species and reactions important to iso-octane, the smallest fuel component in the TRF1 mixture. In the case of the larger 10%-error mechanism, the error only became unacceptably large for mixtures comprised of mostly iso-octane; a tight error limit appears to ensure wide-ranging applicability. On the other hand, the smaller 30%-error skeletal mechanism performed well only near the mixture composition used in the reduction, suggesting that a greater extent of reduction comes at the cost of wide-ranging applicability.

The high-temperature skeletal mechanisms lacked the low-temperature chemistry necessary to accurately predict ignition delay in the MON- and RON-like cases, so we instead used initial conditions of 1200 K and 10 atm, again with a stoichiometric mixture. Figure 16 shows the error in ignition delay with a varying fuel composition using the 10%-error skeletal mechanism with 199 species. In this case, while the error increased slightly moving away from the TRF1 mixture, it remained acceptable even for neat iso-octane. The 30%-error skeletal mechanism behaved similarly to the 10%-error mechanism, with results similar to those shown in Fig. 16.

For high temperatures, skeletal mechanisms depend less on the fuel composition used for the reduction procedure, due to the commonality of species and reactions important to high temperature oxidation (e.g., H + O₂ branching for the current temperature/pressure combination). However, the chemistry important at lower temperatures is more fuel-specific, so the species retained by the skeletal reduction depend more on the particular composition used. Based on the results shown here, skeletal mechanisms for multicompo-
nent fuels that consider low-temperature chemistry should be applied only near the composition used for the reduction—although a tight error limit may ensure acceptable performance over a wide range of mixtures at the cost of a larger mechanism.

### 3.4. Detailed validation of species profiles

Matching global properties such as ignition delay and extinction residence time does not guarantee agreement of time-varying or spatially resolved scalars such as species mass fractions. Therefore, we performed detailed validation of the two comprehensive skeletal mechanisms with HCCI engine simulations, using the CHEMKIN-PRO internal combustion engine simulator [70]. The simulated engine properties, taken from Sjöberg et al. [72], included a displacement volume of 0.981 L, a compression ratio of 14, and a connecting rod to crank radius ratio of 3.2. We selected five sets of initial conditions, given in Table 1, modified from those used by Andrae et al. [54].

Both comprehensive skeletal mechanisms performed well for all the initial conditions considered, with the 10%- and 30%-error skeletal mechanisms predicting the ignition delay for all five cases with errors of less than approximately 2.1% and 8.2%, respectively. Furthermore, both mechanisms closely matched the mass fraction profiles of the major species, as shown for case IC5 in Fig. 17 for the 10%- and in Fig. 18 for 30%-error skeletal mechanisms. Figures 17 and 18 show species mass fractions in terms of both original crank angle degrees (°CA) after top dead center (ATDC) and shifted CA based on ignition delay timing; the close agreement is more evident in the latter. For this case, the 10%- and 30%-error skeletal mechanisms predicted ignition within 1.1 and 3.2 CA, respectively. Both mechanisms performed similarly
well in the other four cases, so we omit the corresponding plots here for brevity—they can be found in the supplementary materials.

4. Conclusions

In the current work, we developed and studied skeletal mechanisms for a three-component toluene reference fuel, and in the process of doing so discussed some issues with, and corresponding strategies for, mechanism reduction of multicomponent fuels in general. Our reduction approach consisted of three stages: (1) directed relation graph with error propagation (DRGEP), followed by (2) sensitivity analysis (SA), then (3) unimportant reaction elimination. Using this multistage reduction approach, we generated skeletal mechanisms corresponding to error limits of 10% and 30% valid over a comprehensive range of conditions consisting of 386 species and 1591 reactions, and 276 species and 936 reactions, respectively. In addition, by limiting the range of conditions to high-temperatures, we constructed more compact skeletal mechanisms with 199 species and 1011 reactions, and 173 species and 689 reactions, corresponding to 10%- and 30%-error limits, respectively. The skeletal mechanisms were validated using autoignition simulations, and all four well predicted the ignition delays of the detailed mechanism for their corresponding ranges of conditions.

We also performed extended validation by studying the performance of the skeletal mechanisms in (1) perfectly stirred reactor (PSR) and laminar flame simulations; (2) autoignition simulations with a varying mixture composition; and (3) single-zone homogeneous charge compression ignition engine simulations, where the prediction of species mass fractions were con-
sidered. Furthermore, we compared the efficacy of generating a direct multicomponent skeletal mechanism to combining skeletal mechanisms for neat fuel components. In doing so, we drew the following conclusions:

- Either a tight error limit or a smaller cutoff value for the species considered by sensitivity analysis was needed to ensure species important to phenomena outside autoignition, such as PSR and laminar flame propagation, were retained.

- Combining skeletal mechanisms generated for the neat fuels resulted in a larger skeletal mechanism that lacked important cross reaction pathways between the fuel components, noticeably increasing error in ignition delay prediction for fuel blends at lower temperatures.

- In general, skeletal mechanisms for multicomponent fuels should be applied near the mixture composition used to generate them. Otherwise, significant errors can be encountered as the mixture composition moves away from that point.

- Alternatively, tight error control can be used to ensure widely applicable skeletal mechanism, at the cost of a larger size.

- Accurately predicting global properties such as ignition delay does not guarantee predictability of time-varying scalars such as species profiles. Error limits need to be judiciously chosen based on the problem and phenomena of interest.

Finally, we note the large size of the mechanisms developed here, even those generated using a less-stringent error limit. Unfortunately, the strate-
gies for dealing with the issues we discussed—using a tight error limit, and limiting the species considered for sensitivity analysis—in general will result in larger mechanisms that, while representing notable reduction from the starting detailed mechanism, still pose significant computational challenges for use in multidimensional combustion simulations. Additional reduction stages can be applied to further reduce the size, such as isomer lumping and the quasi-steady-state approximation [8, 37], but these stages typically only refine the size of the mechanism rather than remove a significant number of species.

In general, dealing with the issues we encountered required a tighter error limit or otherwise preventing species from being removed, resulting in larger mechanism sizes. With this and the aforementioned limitations of additional reduction stages in mind, rather than focusing on a priori mechanism reduction, adaptive/dynamic reduction approaches (e.g., [51, 73–76]) may offer a more practical option for handling large detailed mechanisms for multicomponent fuels. These approaches use the local thermochemical state during a simulation to produce a locally relevant skeletal mechanism—avoiding many of the issues shown in the current work. However, additional research on these methods is still needed, particularly on error control [75].
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| $\phi$ | Speed (rpm) | $T_0$ (K) | $p_0$ (bar) |
|-------|-------------|-----------|-------------|
| IC1   | 0.75        | 900       | 447         | 1.7         |
| IC2   | 0.5         | 900       | 421         | 3.2         |
| IC3   | 0.75        | 900       | 489         | 1.6         |
| IC4   | 0.5         | 1200      | 489         | 1.5         |
| IC5   | 0.5         | 1200      | 435         | 3.3         |

Table 1: Initial conditions used for compression-ignition engine simulations, modified from those given by Andrae et al. [54]. Simulations initiate at 99° CA before top dead center (BTDC) at temperature $T_0$ and pressure $p_0$. 
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