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Abstract

Self-supervised clustering methods have achieved increasing accuracy in recent years but do not yet perform as well as supervised classification methods. This contrasts with the situation for feature learning, where self-supervised features have recently surpassed the performance of supervised features on several important tasks. We hypothesize that the performance gap is due to the difficulty of specifying, without supervision, which features correspond to class differences that are semantic to humans. To reduce the performance gap, we introduce the "single-noun" prior - which states that semantic clusters tend to correspond to concepts that humans label by a single-noun. By utilizing a pre-trained network that maps images and sentences into a common space, we impose this prior obtaining a constrained optimization task. We show that our formulation is a special case of the facility location problem, and introduce a simple-yet-effective approach for solving this optimization task at scale. We test our approach on several commonly reported image clustering datasets and obtain significant accuracy gains over the best existing approaches.

1. Introduction

One of the core tasks of computer vision is to classify images into semantic classes. When supervision is available, this can be done at very high accuracy. Image clustering aims to solve this task when supervision is unavailable by dividing the images into a number of groups that are balanced in size and semantically consistent. Consistency typically means that images within a given group have low-variability according to some semantic similarity measure. Recent advances in deep feature learning have significantly improved the performance of image clustering methods, by self-supervised learning of image representations that better align with human semantic similarity measures. Despite this amazing progress, image clustering performance still significantly lags behind supervised classification.

One major issue with using self-supervised features is that they represent many possible attributes, most of which, are not relevant for the ground-truth clusters. As an illustrative example, we can consider the "bird" and "airplane" classes in CIFAR10 (see Fig[1]). While most humans would cluster the images according to object category, clustering by other attributes such as color, background (e.g. "sky" or "land") or object pose (e.g. "top view" or "profile") is apriori perfectly valid. The task description does not specify which of the many attributes should be used for clustering. To address this problem, a line of recent works presented approaches to indirectly "hint" the clustering algorithm which images should be clustered together, by using image augmentation to remove unwanted attributes [39,47]. We will discuss such approaches in Sec[2].

The main idea in this work is based on the observation that the groundtruth attributes of most image clustering tasks are nouns rather than adjectives. For example if we consider CIFAR10, we find that the ground truth clusters are given by class names which are nouns such as "airplane" or "horse" rather than adjectives such as color or viewing angle. This motivates our proposed "single-noun prior" which constrains images within a cluster to be describable by a single-noun of the English language. In order to map between images and language, we rely on a recent pretrained neural network that maps images and sentences into a common latent space. An alternative approach is to use zero-shot classification (as in CLIP [36]) with an extensive dictionary of English nouns. However, this approach has a different objective, classifying each image into its most suitable finegrained category rather than grouping images into a small number (K) of clusters. In zero-shot classification, single classes fragment into an extremely large set of nouns, as the groundtruth class name is only a coarse description of each image. Instead, we must learn to select K nouns, out of the entire dictionary, to cluster our images.

Our key technical challenge is therefore to select the K nouns that cluster the images into semantically consistent groups out of a long list of English language nouns (82, 115 nouns). We show that this task can be formulated as an unconstrained K facility location problem, a commonly studied NP-hard problem in algorithmic theory. Although ad-
While ground truth CIFAR10 labels associate classes according to object category, clustering according to color or viewing angle can be equally valid. Our "whitelisting" approach uses nouns as the only attributes that can be used for clustering.

Advanced methods exist for the solution with approximation guarantees, the most popular methods do not scale to our tasks. Instead, we suggest to solve the optimization task using a more scalable approach, that can be seen as discretized version of K-means.

Using an extensive English dictionary of nouns presents another issue: some uninformative nouns such as "entity" have an embedding similar to a large proportion of images. We propose a unsupervised criterion for selecting a sublist of performant, informative nouns. We extensively evaluate our method against top clustering methods that do not use our single-noun prior and show that it yields significant performance gains.

Our main contribution are:

1. Introducing the single-noun prior to address the problem of finding meaningful image clusters.
2. Mapping image clustering under the single-noun prior to the well-studied facility location problem.
3. Suggesting a scalable and empirically effective solution for solving the optimization task.
4. Proposing an unsupervised criterion for removing uninformative nuisance nouns from the noun list.

2. Related Works

**Self-supervised deep image clustering:** Deep features trained using self-supervised criteria are used extensively for image clustering. Early methods learned deep features using an auto-encoder with a reconstruction constraint \[48, 49\]. More recent approaches directly optimize clustering objectives during feature learning. Specifically, a common approach is to cluster images according to their learned features, and use this approximate clustering for further improvement of the features (this can be done iteratively or jointly) \[3, 4, 13\]. An issue that remains is that such approaches are "free" to learn arbitrary sets of features, and therefore might clusters according to attributes not related to the ground truth labels. To overcome this issue, a promising line of approaches use carefully selected augmentations to remove the nuisance attributes and direct learning towards more semantic features \[32, 39, 47\]. These ideas are often combined with contrastive learning \[42\]. The work by Van Gansbeke et al. \[45\] suggested a two stage approach, where features are first learned using a self-supervised task, and then used as a prior for learning the features for clustering. In practice, we often look for clusters which would be balanced in size, at least approximately. Many works utilize an information theoretic criterion to impose such balancing \[10, 15, 19\].

**Clustering using pretrained features:** Some research has also been done on image clustering using features pretrained on some auxiliary supervised data \[12\]. While pretrained features are not always applicable, they are often general enough to boost performance on datasets significantly different than the auxiliary data \[23\]. However, using this extra supervision alone does not result in performance increase with respect to to the best self-unsupervised methods. We will also show similar results in this work.

**Color name-based features:** Color quantization, divides all colors into a discrete number of color groups. Although simple K-means approaches are common, it has been argued that grouping according to a list of colors that have names in the English language provides superior results to simple clustering only based on the pixel color statistics \[30, 44, 52\]. Color name-based identification was further applied to other tasks, such as image classification, visual tracking and action recognition \[43\]. As one example, for the task of person re-identification in surveillance, color names were used as a prior in order to define better similarity metrics, which led to better performance \[51\], and scalability \[34\]. Our approach can be seen as extending these ideas from pixel colors to whole images.

**Joint embedding for images and text:** Finding the joint embedding of images and text is a long-standing research task \[31\]. A key motivation for looking into such joint embedding is reducing the requirement for image annotations, needed for supervised machine learning classifiers. This can instead be done by utilizing freely-available text captions from the web \[21, 35, 38\]. It was also suggested that such learned representations can be used for transfer learning \[11, 28\]. Radford et al. \[36\] presented a new method, CLIP, that also maps images and sentences into a common space. CLIP was trained using a contrastive objective and provides encoders for images and text. It was shown that CLIP can be used for very accurate zero-shot classification of standard image datasets, by first mapping all category names to embeddings and then for each image choosing
the category name with the embedding nearest to it. Our
method relies on the outstanding infrastructure provided
by CLIP but tackles image clustering rather than zero-shot
classification. The essential difference is that in CLIP the
set of image labels is provided whereas in clustering the set
of categories is unknown.

Uncapacitated facility location problem (UFLP): The
UFLP problem is a long-studied task in economics, com-
puter science, operations research and discrete optimization.
It aims to open a set of facilities, so that they serve all
clients at a minimal cost. Since its introduction in the 1960s
(e.g. Kuehn [25]), it attracted many theoretical and heuristic
solutions. It has been shown by Guha and Khuller [13]
that the metric UFLP can be solved with a constant approx-
imation guarantee bounded by ρ > 1.463. Different solu-
tions methodologies have been applied to the task includ-
ing: greedy methods [1], linear-programming with round-
ing [40] and linear-programming primal-dual methods [18].
Here, we are concerned with the Uncapacitated K-Facility
Location Problem (UKFLP) [8, 17], which limits the num-
ber of facilities to K. We formulate our optimization ojec-
tive as the UKFLP and use a fast, relaxed variant of the
method of Arya et al. [1].

3. Image Clustering with the Single-Noun
Prior

Our goal is to cluster images in a semantically mean-
ingful way. We are given N_I images, which are mapped
into feature vectors \{v_1, \ldots, v_{N_I}\}, v_i \in \mathbb{R}^d. We further assume
a list of N_W nouns, such that every noun is mapped into
a vector embedding \{u_1, \ldots, u_{N_W}\}, u_i \in \mathbb{R}^d. The list of all
noun embeddings is denoted as \mathcal{W}. The images and nouns
are assumed to be embodied in the same feature space,
in the sense that for each image, its nearest noun in fea-
ture space provides a good description of the content of
the image. We aim to divide the images into K clusters
\{S_1, \ldots, S_K\}. Each cluster should consist of semantically simi-
lar images. We denote the cluster centers by a set of vectors
\{c_1, \ldots, c_K\}, c_k \in \mathbb{R}^d.

3.1. On the Effectiveness of Features for Clustering

The above formulation of clustering essentially relies on
the availability of some automatic measure for evaluating
semantic similarity. This is poorly specified as similarity
may be determined by a large number of attributes such as
object category, color, shape, texture, pose etc. (See Fig[1].
The choice of image features determines what attributes
will be used for measuring similarity. Low level features
such as raw pixels, color histograms or edge descriptors
(e.g. SIFT [27] or HOG [9]) are sensitive to low-level at-
tributes such as color or simple measures of object pose.
More recently, self-supervised deep image features enabled
clustering according to high-level semantic attributes to-
wards the goal of clustering by object category. Despite
the more semantic nature of deep features, they still contain
information on many attributes beyond the object category
(including color, texture, pose etc.). Without further super-
vision, self-supervised deep features do not perform as well
as supervised classification methods at separating groups
according to classes. Although augmentation methods are
able to remove some attributes from the learned features,
hand-crafting augmentations for all nuisance attributes is a
daunting (and probably an impossible) task.

3.2. The Single-Noun Prior

Our main proposed idea is to further constrain the clus-
tering task, beyond merely the visual cluster coherence re-
requirement. Instead of using augmentations as a way of spec-
ifying the attributes we do not wish to cluster by ("blacklist-
ing") - we provide a list of the possible attributes that may
be used for clustering ("whitelisting"). The whitelisting ap-
proach is more accurate than the blacklisting approach, as
the number of unwanted attributes is potentially infinite and
augmentations that remove all those attributes may not be
known.

Our technical approach is called the "single-noun" prior.
We first utilize a pre-trained network for mapping images
and nouns into a common feature space. We replace the
within-image coherence requirement, by the requirement
that embeddings of images in a given cluster \(v \in S_k\) will be
similar to the embedding of a single-noun of our dictionary
\(w \in \mathcal{W}\) describing the cluster. The set of plausible nouns
(\(\mathcal{W}\)) can be chosen given the specification of the whitelisted
attributes.

In the clustering literature, it is typically required to clus-
ter a set of images by their object category attribute. We
observe that the set of object category names is a subset of
the commonly used nouns in the English language. For ex-
ample, in CIFAR10, the class names are 10 commonly used
English nouns ("airplane", "automobile", "bird", etc.). We
therefore take the entire list of nouns in the WordNet dataset
(over 82k nouns) [29] and calculate the embedding for each
noun using the pretrained network, obtaining the noun list
\(\mathcal{W}\) (for details see Sec 5.5).

3.3. Removing Non-Specific Nouns

While almost all plausible nouns are contained in the list
\(\mathcal{W}\), some nouns in the list may have a meaning that is too
general, which may describe images taken out of more than
one groundtruth class, or even be related to all the images in
the dataset. Examples for such nouns are: ‘entity’, ‘abstrac-
tion’, ‘thing’, ‘object’, ‘whole’. We would like to filter out
of our list those nouns that are ambiguous w.r.t. the ground
truth classes of each dataset, in order to prevent “false” clus-
ters. To this end, we first score the “generality” of each noun

by calculating the average noun embedding:

\[ u_{avg} = \frac{1}{N_W} \sum_{i=1..N_W} u_i \]  

We calculate the generality score \( s \) for each noun, as the inner product between its embedding \( u_i \) and the average noun embedding \( u_{avg} \):

\[ s(u_i) = u_i \cdot u_{avg} \]  

We find that this score is indeed higher for the less specific nouns described earlier. We remove from the list all nouns that have a "generality score" \( s \) higher than some quantile level \( 0 < q \leq 1 \), and define the new sublist \( W_q \subseteq W \) (\(|W_q| \approx q \cdot |W| \)), where \(|.| \) denotes the length of a set. We choose the quantile \( q \) for each dataset using an unsupervised criterion which considers the balance of the resulting clusters. Our unsupervised criterion will be detailed in Sec. 6.

3.4. Semantically Coherent Clusters

We consider a cluster \( S_k \) describable by a single-noun \( c_k \) if the embeddings of its associated images are near the embedding of the noun \( c_k \in W_q \). We formulate this objective, using the within-cluster sum of squares (WCSS) loss:

\[ \min_{\{c_{1..c_K}\},\{S_1..S_K\}} \sum_{j=1}^{K} \sum_{v \in S_j} \|v - c_j\|^2 \quad \text{s.t.} \quad c_j \in W_q \]  

The objective is to find assignments \( \{S_1..S_K\} \) and nouns \( \{c_1..c_K\} \subseteq W_q \), so that the sum of square distances for each cluster between the assigned images and the corresponding noun is minimal. Note that this is not the same as K-means, as the cluster centers are constrained within the discrete set of nouns \( W \) whereas in K-means they are unconstrained.

4. Optimization

4.1. The Uncapacitated Facility Location Problem

We first formalize our optimization problem, by restating it as an unconstrained K-facility location problem (UKFLP). The UKFLP is a long studied discrete optimization task (see Sec. 2). In the UKFLP task we are asked to "open" \( K \) "facilities" out of a larger set of sites \( W_q \), and assign each "client" to one of the \( K \) facilities, such that the sum of distances between the "clients" and their assigned "facilities" is minimal. In our case, the clients are the image embeddings \( v_1, v_2..v_N \), which are assigned to a set of \( K \) noun embeddings selected from the complete list \( W_q \). We look to optimize an assignment variable \( x_{ij} \in \{0, 1\} \) indicating whether the "client" \( v_i \) is assigned to the "facility" \( c_j \), the noun \( u_j \). We also use a variable \( y_j \in \{0, 1\} \) to determine if a facility was opened in site \( j \) (if the noun \( u_j \) is the center of a cluster). The optimal assignment should minimize the sum squared distance between each image and its assigned noun. The squared distance between image \( v_i \) and noun \( u_j \) is denoted \( d_{ij} \). We can now restate our loss as:

\[ \min_{x_{ij}, y_j} \sum_{i \in 1..N, j \in 1..N_W} d_{ij} x_{ij} \quad \text{s.t.} \quad \forall i \in 1..N : \sum_{j \in 1..N_W} x_{ij} = 1 \quad x_{ij} \leq y_j \quad \sum_{j \in 1..N_W} y_j \leq K \]  

Where the bottom two constraints limit the number of nouns to be at most \( K \).

Solving UKFLP is NP-hard, and the problem of approximation algorithms for UKFLP have been studied extensively both in terms of complexity and approximation ratio guarantees (see Sec. 2). Yet, as the distance matrix \( d_{ij} \) is very large, we could not run the existing solutions at the scale of most of our datasets (there may be as many as \( 82k \) allowed nouns-"sites" and \( 260k \) images-"clients"). We therefore suggest a relaxed version of the popular Local Search algorithm.

4.2. Local Search algorithm

The Local Search algorithm [1] is an effective, established method for solving facility location problems. It starts with "forward greedy" initialization: in the first \( K \) steps, we open the new facility (choose a new noun as center) that minimizes the loss the most among all unopened sites (unselected nouns). For better results, we instead use Ward’s clustering initialization as described in the end of this section. After initialization, we iteratively perform the following procedure: In each step, we look to swap \( p \) of our selected nouns by \( p \) unselected nouns, such that the loss is decreased. If such nouns are found, the swap is applied. We repeat this step until better swaps cannot be found or the maximal number of iterations is reached. The complexity of this algorithm is \( O(N_f \cdot N_W) \), making it slow to run even for our smallest dataset. Therefore, we report the results only on the STL10 dataset in Sec. 5.4.

4.3. Local Search Location Relaxation Method

As our task is very high-dimensional, running Local Search (or similar UKFLP algorithms) becomes too slow to be practical. Therefore, we suggest an alternative, a continuous relaxation approach which is much faster to compute (with complexity \( O(N_f + N_W) \)). In short, our method first finds the optimal (unconstrained) centered, and than map them to the allowed set \( W_q \). We iterate the following steps until convergence:

We first assign each of our images \( v_1..v_N \) to clusters \( \{S_1..S_K\} \) according to the nearest cluster center ("Voronoi tessellation")

\[ S_{k'} = \{v_i | \|v_i - c_{k'}\|^2 \leq \|v_i - c_k\|^2, \forall k\} \]
After assignment, the center locations \( \{c_1..c_K\} \) are set to be the average feature in each cluster, which minimizes the WCSS (Eq. 3) loss without the constraint. Precisely, we recompute each cluster center according to the image assignment \( S_k \) to obtain \( c_j = \frac{1}{|S_j|} \sum_{v \in S_j} v. \) However, this is an infeasible solution as cluster centers will generally not be in \( W_q \). We therefore replace each cluster center \( c_j \) with its nearest neighbour noun in \( W_q \). The result of this step is a new set of \( K \) nouns that form the cluster centers. Instead of using this new list of nouns as the new cluster centers, we keep \( K - p \) nouns from the previous iteration and select \( p \) nouns from the current set, such that the combined set of nouns decreases the loss in Eq. 3. This is similar to the swap in the Local Search algorithm, but differently from it, we limit our search space to the new set of \( K \) nouns rather than the entire noun list \( W_q \). If no loss decreasing swap is found, we terminate.

Empty and excessively large clusters: In some cases, the discrete nature of the single-noun constraint results in excessively large clusters or one of our \( K \) centers being “empty” of samples. In the case of empty clusters, we replace the center location with that of a word which would “attract” more samples. Specifically, we choose that noun that has the most samples as its nearest neighbours (among those not already in use). To address the problem of excessively large clusters, we split the samples in that cluster among the nouns in \( W_q \) (by distance), and replace the center of the largest cluster with the noun that was chosen by the largest number of images across the entire dataset. Images that only loosely fit the cluster are therefore likely to be reassigned to other clusters.

Cluster initialization: We initialize the cluster assignments using Ward’s clustering on the image embeddings \( v_1, v_2..v_N \). See Sec 5.5 for implementation details and Sec 5.4 for alternatives.

5. Experiments

We report the results of our method on the datasets that are most commonly used for evaluating image clustering, comparing our results with both fully unsupervised and pre-trained clustering methods. We use the three most common clustering metrics: accuracy (ACC), normalized mutual information (NMI) and adjusted rand index (ARI).

5.1. Benchmarks

In this section, we describe the datasets used in our experimental comparison. The statistics of the datasets are summarized in in Tab. 1.

CIFAR10: The most commonly used dataset for clustering evaluation \([24]\). Due to the unsupervised nature of this task, we use the combination of the train and test sets for both training and evaluation (a total of 60,000 images).

STL10: Another commonly used dataset for image clustering evaluation \([7]\). Similarly to CIFAR10, we combine the train and test sets. We only use the test set images for which ground-truth labels exist (a total of 13,000 images).

CIFAR20-100: We use the coarse-grained 20-class version of CIFAR100 \([24]\), we use the combination of the train and test sets for both training and evaluation (a total of 60,000 images).

ImageNet dataset: We follow the top performing methods \([45]\) \([12]\), and compare on subsets of the ImageNet-Dog and ImageNet-50/100/200 derived dataset \([4]\).

1ImageNet dimension may vary between images.

2https://github.com/vector-1127/DAC/tree/master/Datasets

![Figure 2. A qualitative illustration of our results. Left: we present 3 images of the clusters containing the 'Norwegian elkhound' dogs of the ImageNet Dogs datasets. The results of our method are on top, while the pre-trained visual clustering baseline is at the bottom. We can see that the cluster computed by our method is more invariant to different factors of non-semantic variation while the visual-only baseline clusters similar looking dogs together even if they do not belong to the same species. Right: The noun 'Cerberus' (a mythical 3-headed dog) demonstrates a peculiar failure mode of our method w.r.t. to the ImageNet-Dog ground truth classes, as it forms clusters containing multiple dogs regardless of their breed.](image-url)
Table 2. Clustering performance comparison on the commonly used benchmarks (%)

|                | CIFAR-10  | CIFAR-20/100 | STL-10  | ImageNet-Dog |
|----------------|-----------|--------------|---------|--------------|
|                | NMI  | ACC  | ARI | NMI  | ACC  | ARI | NMI  | ACC  | ARI | NMI  | ACC  | ARI |
| k-means [26]   | 8.7   | 22.9 | 4.9 | 8.4   | 13.0 | 2.8 | 12.5 | 19.2 | 6.1 | 5.5  | 10.5 | 2.0 |
| SC [54]        | 10.3  | 24.7 | 8.5 | 9.0   | 13.6 | 2.2 | 9.8  | 15.9 | 4.8 | 3.8  | 11.1 | 1.3 |
| AE† [3]        | 23.9  | 31.4 | 16.9 | 10.0   | 16.5 | 4.8 | 25.0 | 30.3 | 16.1 | 10.4 | 18.5 | 7.3 |
| DAЕ† [46]      | 25.1  | 29.7 | 16.3 | 11.1   | 15.1 | 4.6 | 22.4 | 30.2 | 15.2 | 10.4 | 19.0 | 7.8 |
| SWW AE† [55]   | 23.3  | 28.4 | 16.4 | 10.3   | 14.7 | 3.9 | 19.6 | 27.0 | 13.6 | 9.4  | 15.9 | 7.6 |
| GAN† [37]      | 26.5  | 31.5 | 17.6 | 12.0   | 15.3 | 4.5 | 21.0 | 29.8 | 13.9 | 12.1 | 17.4 | 7.8 |
| VAE† [22]      | 24.5  | 29.1 | 16.7 | 10.8   | 15.2 | 4.0 | 20.0 | 28.2 | 14.6 | 10.7 | 17.9 | 7.9 |
| JULE [50]      | 19.2  | 27.2 | 13.8 | 10.3   | 13.7 | 3.3 | 18.2 | 27.7 | 16.4 | 5.4  | 13.8 | 2.8 |
| DEC [48]       | 25.7  | 30.1 | 16.1 | 13.6   | 18.5 | 5.0 | 27.6 | 35.9 | 18.6 | 12.2 | 19.5 | 7.9 |
| DAC [4]        | 39.6  | 52.2 | 30.6 | 18.5   | 23.8 | 8.8 | 36.6 | 47.0 | 25.7 | 21.9 | 27.5 | 11.1 |
| DCCM [47]      | 49.6  | 62.3 | 40.8 | 28.5   | 32.7 | 17.3 | 37.6 | 48.2 | 26.2 | 32.1 | 38.3 | 18.2 |
| IIC [19]       | -     | 61.7 | -  | -     | 25.7 | -  | -   | 49.9 | -  | -   | -   | -   |
| DHOG [10]      | 58.5  | 66.6 | 49.2 | 25.8   | 26.1 | 11.8 | 41.3 | 48.3 | 27.2 | -   | -   | -   |
| AttentionCluster [32] | 47.5  | 61.0 | 40.2 | 21.5   | 28.1 | 11.6 | 44.6 | 58.3 | 36.3 | 28.1 | 32.2 | 16.3 |
| MMDC [39]      | 57.2  | 70.0 | 42.0 | 25.9   | 31.2 | -  | 49.8 | 61.1 | -   | -   | -   | -   |
| PICA [16]      | 59.1  | 69.6 | 51.2 | 31.0   | 33.7 | 17.1 | 61.1 | 71.3 | 53.1 | 35.2 | 35.2 | 20.1 |
| SCAN [45]      | 71.2  | 81.8 | 66.5 | 44.1   | 42.2 | 26.7 | 65.4 | 75.5 | 59.0 | -   | -   | -   |
| MICE [42]      | 73.5  | 83.4 | 69.5 | 43.0   | 42.2 | 27.7 | 61.3 | 72.0 | 53.2 | 39.4 | 39.0 | 24.7 |
| Pretrained     | 66.8  | 72.6 | 57.0 | 45.1   | 46.7 | 26.2 | 90.2 | 94.9 | 88.9 | 28.4 | 31.0 | 17.5 |
| Ours           | 73.1  | 85.3 | 70.2 | 44.4   | 43.3 | 26.3 | 92.9 | 97.0 | 93.4 | 50.5 | 55.1 | 38.1 |

5.2. Baseline Methods

Here, we summarize several top performing, relevant baselines methods. A more general overview of the recently published related works is presented in Sec. 2, and a specific reference for each compared method can be found in Tab. 2.

**SCAN [45]:** This method presented a two stage approach, which first learns a representation of the data using a self-supervised task, and later uses that representation as a prior to optimize the features for clustering. The self-supervised feature learning method (namely, SimCLR [5] or MoCo [6]) is used to retrieve the nearest neighbours of each image using high level features. The features are then optimized to satisfy: i) similarity within nearest neighbours ii) entropy (uniform distribution among clusters).

**MICE [22]:** This method combines a mixture of contrastive experts. A gating function is used to weight the experts based on the the input image. As the gating function serves as a soft partitioning of the dataset, each expert is trained to solve a subtask conditional on the gating function assignment.

**Pretrained:** We present a naive baseline, based on purely visual clustering of our image features. The cluster assignment resulting from this naive method is also used as the initialization of our algorithm (see Sec. 4.3). This baseline performs better then previously published pretrained baselines (Guerinat al. [12] achieves at most 60.8% on CIFAR10), this is mainly due to the better feature extractor. It serves as a good comparison point for our method, exploring the utility of our single-noun prior.

5.3. Clustering Results

We present our clustering results on the described benchmarks in Tab. 2. We compare our results to a large number of previous methods using the numbers reported in the cited paper, when available, and otherwise leave a blank entry. We also present in a comparison against SCAN [45] and its features on the three random subsets of the ImageNet dataset in Tab. 3. We can see that our method achieves the highest results on all compared benchmarks.

**Noun-based priors:** Our single-noun prior improves results significantly for all datasets except CIFAR20-100. The pretrained features do not by themselves achieve better clustering accuracy than the self supervised method on most benchmarks, demonstrating that our prior is critical. We can see in Tab. 5 that the class names of CIFAR10, and the nouns that our method chose as the centers of the corresponding clusters, are closely related. While the class names used by the creators of the datasets are only rarely recovered exactly, for most classes the cluster centers are a typical subcategory of the original class (“jowett” for car”, “bulbul” for “bird”, “egyptian cat” for cat”, etc.). A second type of center, is a noun describing a component or an activity strongly associated with the “true” class (“ramjet” for “airplane” or “chukker” for “horse”). Yet, as can be seen Tab. 4, the centers we found are often on par with the groundtruth class
Table 3. Clustering performance comparison on randomly selected classes from ImageNet (%)

| ImageNet      | 50 classes | 100 classes | 200 classes |
|---------------|------------|-------------|-------------|
|               | NMI | ACC | ARI | NMI | ACC | ARI | NMI | ACC | ARI |
| MoCo K-means  | 77.5 | 65.9 | 57.9 | 76.1 | 59.7 | 50.8 | 75.5 | 52.5 | 43.2 |
| SCAN          | 80.5 | 75.1 | 63.5 | 78.7 | 66.2 | 54.4 | 75.7 | 56.3 | 44.1 |
| Pretrained K-means | 77.6 | 66.0 | 57.6 | 75.0 | 61.7 | 51.9 | 72.1 | 53.5 | 43.8 |
| Pretrained Ward’s | 80.4 | 73.5 | 61.3 | 76.2 | 64.9 | 52.6 | 62.0 | 34.2 | 23.0 |
| Ours          | 84.7 | 82.7 | 74.4 | 80.5 | 73.1 | 62.8 | 74.9 | 59.8 | 48.6 |

names in terms of the optimization loss (Eq. 3), and in some cases also in terms of accuracy.

Table 4. Comparison to supervised cluster names (CIFAR10)

| Ours | Groundtruth Class names |
|------|--------------------------|
| Acc (%) | 85.3 | 86.0 |
| Loss | 1.43 | 1.43 |

Non-semantic clusters: For CIFAR20-100, our single-noun prior, not only does not help, but actually impairs the results of the pretrained features. A deeper inspection into the 20 aggregated classes of the CIFAR20-100 dataset, finds that the aggregate classes contain mixtures of classes that are not strongly semantically related. For example, compare "vehicles 1" aggregate class ("bicycle, bus, motorcycle, pickup truck, train") to "vehicles 2" aggregate class ("lawn-mower, rocket, streetcar, tank, tractor"). It is not reasonable to assume that "rocket" should be clustered semantically, or visually, with "lawn-mower" rather than with "train". The single-noun prior therefore does not make sense in such an artificial setting. On the other hand, for the full CIFAR100 labels (100 classes), which is not commonly used for benchmarking clustering, our single-noun prior does improve the pretrained results from an accuracy of 37.7% to an accuracy of 41.8%.

Table 5. Glossary of CIFAR10 class names and assigned nouns

| Classname    | Cluster | Classname    | Cluster |
|--------------|---------|--------------|---------|
| airplane     | ramjet  | dog          | maltese dog |
| truck        | milk float | frog         | barking frog |
| automobile   | jouett  | ship         | pilot boat |
| horse        | chukker | cat          | egyptian cat |
| bird         | bulbul  | deer         | pere david’s deer |

Comparison of the underlying features: Our setting assumes the availability of two components not assumed by previous methods: pretrained visual features and a common feature space for text and images. Our pretrained base-line, which utilizes the pretrained visual features alone, only outperforms other methods on CIFAR20-100 and STL10 datasets, while it underperforms on CIFAR10, ImageNet-Dog and the three other ImageNet derived datasets. We conclude that while pretrained features, when available, are a strong naive baseline, they are insufficient to convincingly outperform the top unsupervised methods (e.g. SCAN, MICE). To evaluate the strength of the CLIP pretrained features used in our method, we compare the CLIP encoder to an ImageNet pretrained wideResnet50x2 [53] and find the the CLIP features compare favourably (Tab.7).

To further understand the importance of our pretrained image features, we compare their performance against the MoCo features of SCAN [45] (one of the top performing method) on the ImageNet 50, 100, and 200 benchmarks. We evaluate clustering using our pretrained visual features both with K-means and Ward’s clustering. The results are reported in Tab.3. We see again that the pretrained visual features of CLIP used in our method by themselves yield inferior results to the top unsupervised methods. Instead, our strong performance is due to the new single-noun prior.

Self labeling: SCAN [45] suggested adding an extra self-labelling step to further boost results. Our method without self-labeling outperforms SCAN with self-labeling on most datasets. The exception is CIFAR10 where SCAN with self-labeling achieves 87.6% which is higher than our results without self-labeling. We therefore run our method on CIFAR10 with an extra self-labeling step using FixMatch [41], and achieve an accuracy of 92.8%. This suggest that self-labeling boosts performance independently of the base clustering method.

5.4. Ablation studies

Facility location optimization methods: As explained in Sec.4.3 our optimization method can be viewed as a relaxed version of the Local Search algorithm. We initially ignore the discrete constraint, optimize the centers locations, and then apply a "rounding" process. For STL10 - our smallest datasets, we were able to run the original Local Search algorithm with a single swap in each step (also known as the Portioning around Medoids algorithm or PAM). As can be seen in Tab.6, PAM reaches compara-
ble losses to our method, both methods achieve loss values that are lower than the loss with the groundtruth nouns as center ($L_{gt} = 1.48$). These metrics suggest that both methods can effectively optimize the objective, and differences in results are due to the stochastic nature of the methods and the fact the objective does not perfectly specify the full image classification task. Yet, the time complexity of PAM is significantly greater than that of our relaxed version.

It was theoretically shown that the approximation bound on the loss achieved by PAM improves as the number of swaps per iterations $p$ is increased. On the other hand, the runtime complexity is exponential in $p$. We explored the performance of our method with all possible numbers of swap. Different choices of the number of swaps $p$ achieved very similar accuracy, suggesting the minima we find typically are unaffected by it.

Table 6. Comparison between PAM and our method (STL10)

|        | Ours | PAM |
|--------|------|-----|
| Acc (%)| 96.8 | 96.3|
| Loss   | 1.47 | 1.47|

Design choices: In Tab[7] we compare different initialization options of our method. Ward’s agglomerative clustering initialization is better than K-means clustering, probably as K-means tends to ”get stuck” in local minima.

Table 7. Comparison of initialization methods (CIFAR10)

|               | CLIP-Ward | CLIP-Kmeans | ResNet-Ward |
|---------------|-----------|-------------|-------------|
| Acc (%)       | 72.6      | 69.4        | 64.6        |

5.5. Implementation details

Optimization: We run our algorithm with $p = \frac{\text{classes}}{2}$ swaps per iteration. For every experiment we run our algorithm for 30 iterations which was checked to be enough for convergence for all datasets. We note that in our variation of relaxed Local Search, we randomly replace $p$ of our centers with the new ones, and execute the replacement if the loss with the new centers is lower.

Dictionary: For each dataset we try different quantile levels $q$ of ”generality” filtering. We use 20 $q$ values between 0.05, and 1 in 0.05 intervals and choose between them using our unsupervised criterion as we will show in Sec[6].

Features: We used the CLIP [36] pretrained model for our pretrained visual and text features. For the visual features we choose the ViT-B-32 network. For the text features we use the suggested transformer, applied with a ”This is a photo of a ***” prompt, where *** is a single-noun from our dictionary.

Feature normalization: Following CLIP [36], we $L_2$ normalize our image and text features at initialization, and at each step of our algorithm. Working with normalized features implies that the Euclidean distance used throughout our algorithm is equivalent to the cosine similarity metric.

Metrics: For the NMI and accuracy score we used the code[7] provided by Shiran et. al. [39]. For the ARI score, we use the adjusted_rand_score function from scikit-learn library [33].

Nearest neighbours retrieval: For nearest neighbours retrieval and plain K-means clustering we use faiss library [20].

Clustering initialization: For Ward’s agglomerative clustering we use scikit-learn library [33].

Self-labelling: We use the FixMatch [41] PyTorch implementation, initializing it with the 100 most confident samples in each of our clusters.

6. Analysis

The expressivity of our model: We report the accuracy on CIFAR10 using the groundtruth class names as the nouns (See Tab[4]). We see that the solution we found for CIFAR10 is close to optimal zero-shot classification result. We note that while the CLIP [36] paper reports better classification results, it uses extensive prompts engineering which is beyond the scope of this paper. Furthermore, as the ground truth results actually achieve a similar loss to ours, a further improvement of our method is more likely to come from extending the expressivity of our model rather than a better optimization process.

Filtering our nouns list: Before running the algorithm, we filter out nouns whose ”generality” score is above some quantile $q$, as mentioned in Sec[3]. To do so in unsupervised way, we try a set of values for $q$ (see implementation details[5,5]), and run our algorithm with each them. For each value of $q$, we obtain cluster assignments, and calculate the entropy. We choose to use the $q$ value for which our noun list $W_q$ gives the most balanced clustering for each dataset, measured as the highest entropy cluster assignment. For illustration, in Fig[3] we show that the accuracy of our clustering, and the entropy value are correlated for different quantile threshold $q$.

7. Conclusion

We presented the ”single-noun” prior for biasing clustering methods towards more semantic clusters. The task was shown to be mathematically equivalent to the uncapacitated K-facility location problem, and we suggested an efficient optimization method for solving it. While our approach

3https://github.com/guysrn/mmdc/blob/main/utils/metrics.py
is very effective, we acknowledge that not all clusters are defined by nouns. Other datasets classes, such as ones in which classes are defined by activities, might benefit from other lists, for example those of single-adjectives. Exploring this setting is left for future work.
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