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ABSTRACT. Motivated by the bootstrap percolation process for graphs, we define a new, high-order generalisation to $k$-uniform hypergraphs, in which we infect $j$-sets of vertices for some integer $1 \leq j \leq k - 1$. We investigate the smallest possible size of an initially infected set which ultimately percolates and determine the exact size in almost all cases of $k$ and $j$.

1. Introduction and Main results

1.1. Motivation. Bootstrap percolation was first proposed by Chalupa, Leath and Reich [11] in 1979 to study diluted magnetic systems using a special kind of lattice. Since then it has been successfully used to describe a plethora of phenomena ranging from virus infections in human populations [14] to living neural networks [2], belief propagation in social networks [16,20] and many more.

Informally, given a graph $G$, a natural number $r$ and a set $A$ of initially infected vertices, in each step of the bootstrap percolation process (also known as $r$-neighbour bootstrap percolation) we infect previously uninfected vertices that are incident to at least $r$ currently infected vertices. We call $r$ the infection threshold and note that once a vertex becomes infected, it stays infected forever. If there exists a time at which all vertices are infected, we call the initial set $A$ contagious. This may be seen as a generalisation of the notion of connectedness, since for $r = 1$ the final infected set contains simply those vertices in the components of the initially infected set.

The graph $G$ may be deterministic, such as the $d$-dimensional grid $[n]^d$ (see [1,4–6]), or infinite trees [7,10]. Alternatively, $G$ may be chosen randomly, for example from the $G(n,p)$ or $G(n,m)$ models (see [3,15,17]), or random graphs with a given degree sequence [18]. Typical questions include how large the size of the final infected set is or how many steps the process runs for until completion. The answers to these questions are in general heavily dependent on the choice of the initially infected set $A$, whose vertices may be selected independently at random or, in a more recent approach, one can try to find the smallest contagious set $A$ in $G$ [3,15]. A closely related process is graph bootstrap percolation [3,4,8], originally proposed by Bollobás in 1968.

Bootstrap percolation has also been studied in (random) $k$-uniform hypergraphs in [19], where an infection process on the vertices of a random hypergraph was studied; by contrast, inspired by recent work on high-order connectedness and percolation processes in hypergraphs (e.g., [9,12,13]), which evolve on sets of vertices rather than the vertices themselves, for any $1 \leq j \leq k - 1$ we introduce a process on the $j$-sets (of vertices) of the $k$-uniform hypergraph, which has not been considered previously in the literature.

1.2. $j$-set bootstrap percolation process. In this section we introduce a natural generalisation of the standard graph process to $k$-uniform hypergraphs which evolves on the $j$-sets of vertices, where $1 \leq j \leq k - 1$. For an integer $m \in \mathbb{N}$ and a set $S$, we denote $[m] := \{1,2,\ldots,m\}$ and write $\binom{S}{m}$ for the set of $m$-element subsets of $S$.

Definition 1.1. Given integers $j,k,r,n \in \mathbb{N}$ with $1 \leq j \leq k - 1$, a $k$-uniform hypergraph $\mathcal{H}$ on vertex set $[n]$ with edge set $\mathcal{E} \subset \binom{[n]}{k}$ and $\mathcal{A}_0 \subset \binom{[n]}{j}$, for each $t \in \mathbb{N}$, we recursively
define \( A_t := A_{t-1} \cup N_t \), where \( N_t \) is the set of all \( J \in \binom{[n]}{j} \setminus A_{t-1} \) such that the following holds:

\[(*) \text{ There exist distinct edges } K_1, \ldots, K_r \in \mathcal{E} \text{ and distinct } j\text{-sets } J_1, \ldots, J_r \in A_{t-1} \text{ with } (J_i \cup J) \subseteq K_i \text{ for all } i \in [r].\]

We call \( A_0 \) the initially infected set and \( A_t \) the set of infected \( j\)-sets at time \( t \). We refer to this procedure as the \((r, A_0)\)-infection process where \( r \) is the infection threshold. Note that the hypergraph \( \mathcal{H} \) and the parameters \( k \) and \( j \) are implicit in this notation and will always be clear from the context. Note also that if \( k = 2 \) and \( j = 1 \), this is identical to the standard bootstrap percolation process for graphs. The only case which has been previously studied for hypergraphs is the case \( j = 1 \) \cite{19}.

Once a \( j\)-set becomes infected it will stay infected forever and we define \( \tau := \min\{t \in \mathbb{N} : A_t = A_{t-1}\} \) to be the earliest time when the process does not infect any new \( j\)-sets. We note that \( \tau \) exists because the sets \( A_t \) are monotonically increasing with \( t \). We say \( A_0 \subseteq \binom{[n]}{j} \) is contagious if the final infected set is \( A_\tau = \binom{[n]}{j} \).

For any \( i \in \mathbb{N} \), we call a set of \( i\)-sets an \( i\)-configuration (so in particular, the sets \( A_t \) above are \( j\)-configurations).

### 1.3. Main results

The main goal of this paper is to initiate the study of \( j\)-set bootstrap percolation by considering perhaps the most natural and fundamental question of all: What is the size and structure of the smallest possible contagious initial \( j\)-configuration? Therefore we will focus on the complete \( k\)-uniform hypergraph in this paper – denote by \( \mathcal{K}_n^k \) the complete \( k\)-uniform hypergraph on \([n]\).

**Definition 1.2.** Let \( \ell_n(k, j, r) \) denote the minimum size (i.e., number of \( j\)-sets) over all contagious \( j\)-configurations in \( \mathcal{K}_n^k \) with infection threshold \( r \).

We note that for \( j = 1 \), i.e., for all cases previously studied, trivially any set of \( r \) vertices will percolate just one step, so \( \ell_n(k, 1, r) = r \) (except for some degenerate cases when \( n \) is too small). Indeed, this also holds for all \( j \leq k/2 \). Thus it is only when \( j \) becomes larger that this problem becomes interesting, a typical example of the richer phenomena exhibited by high-order structures. Our main result is the following.

**Theorem 1.3.** Let \( k, j, r \in \mathbb{N} \). There exists \( n_0 := n_0(k, j, r) \in \mathbb{N} \) such that for all \( n \geq n_0 \) we have the following.

1. If \( 1 \leq j < k-1 \), \( \ell_n(k, j, r) = r \);
2. If \( r \leq j = k-1 \), \( \ell_n(k, j, r) = \frac{1}{2} ((r+1)^2 - 4r + 1) \).

Note that while we have not given an explicit value for \( n_0 \) since this would involve some annoying technical considerations, one could check that the conditions we need are \( n_0 \geq \max\{k+r-1, 2r+1\} \), and also that \( n_0 \) is large enough that the problem is not degenerate because \( \binom{j}{i} \) is smaller than the value given for \( \ell \).

Observe that by recursively applying (iii) and substituting in (ii), we can obtain an explicit upper bound on \( \ell_n(k, j, r) \) for the case when \( 3 \leq j = k-1 \), which is a polynomial in \( r \) of degree \( k-1 \). We present and discuss this upper bound explicitly in Section 8, where we also observe that in general this upper bound is not best possible, even up to a constant factor.

### 1.4. Key proof techniques

An essential tool in our arguments is the idea of reduction, in which we delete certain vertices and reduce to a similar (and in some cases equivalent) infection process with a lower infection threshold (Lemma 2.3). Another tool that is crucial to derive the recursive inequality in (iii) is the augmentation of a configuration (see Definition 6.2) in which a vertex is added to each set of the configuration; this may be viewed as the reverse operation of considering the “link hypergraph” of a vertex, a common feature in hypergraph theory.
1.5. **Paper overview.** The remainder of the paper is organised as follows.

In Section 2 we introduce some preliminary concepts and basic results that will be used in the remainder of the paper. In Section 3 we prove the first statement of Theorem 1.3 (the non-tight case, when \( j \leq k - 2 \)).

Subsequently, in Section 4 we collect some further auxiliary results that are needed specifically for the tight cases when \( j = k - 1 \). In Section 5, we then prove (ii), i.e., the second statement of Theorem 1.3, while in Section 6 we prove (iii). For clarity, in Section 7 we complete the proof of Theorem 1.3 by indicating precisely where each case appears as a statement we have previously proved. We conclude the paper in Section 8 with some open questions, in particular observing that the bound in (iii) is not tight in general.

## 2. Preliminaries

Throughout this paper we fix \( j, k \in \mathbb{N} \) with \( j \leq k - 1 \) and will implicitly assume that \( n \geq n_0(k, j, r) \) is large enough. Let \( \mathcal{H} \) be an \( s \)-uniform hypergraph on \([n]\) and let \( R \subset [n] \). Then we define \( \mathcal{H} - R \) to be the \( s \)-uniform hypergraph induced by \( \mathcal{H} \) on \([n]\) \( \setminus R \), i.e., with vertex set \([n]\) \( \setminus R \) and whose edges are precisely those edges of \( \mathcal{H} \) which do not contain a vertex of \( R \). An \( i \)-configuration \( \mathcal{I} \) may also be the edge set of an \( i \)-uniform hypergraph, and we often identify an \( i \)-configuration with the corresponding hypergraph (with the smallest possible vertex set). In particular, we will use the \( \mathcal{I} - R \) notation for \( i \)-configurations.

Whenever we talk of a percolation process, the underlying hypergraph will always be \( \mathcal{H} = \mathcal{K}^k_n \) unless otherwise is specified.

In our arguments, it will be particularly convenient to keep track of those parts of the hypergraph where everything possible has already been infected, which motivates the following definitions.

**Definition 2.1.** Given two sets \( S, V \) of vertices with \( S \subset V \), we define

\[
S^* := \left\{ J \in \binom{V}{j} : S \subset J \right\}.
\]

If \( S = \{v\} \) is a singleton we will write \( v^* := \{v\}^* \) for ease of notation.

In other words, \( S^* \) is the \( j \)-configuration consisting of every \( j \)-set which contains \( S \). Note that \( V \) is implicit in this notation, but will always be clear from the context.

**Definition 2.2.** Let \( S \) be a set of \( s < j \) vertices and let \( \mathcal{J} \) be a \( j \)-configuration. We say \( S \) is a **joker** \( s \)-set for \( \mathcal{J} \) if \( S^* \subset \mathcal{J} \). In particular, if \( s = 1 \) we call the vertex of \( S \) a **joker vertex** (or simply **joker** for \( \mathcal{J} \)). If \( \mathcal{J} = \mathcal{A}_t \) and \( \mathcal{A}_t \) is clear from the context we simply say that \( S \) is a **joker** \( s \)-set at time \( t \).

If we have \( s \) joker vertices, they can always be used in the percolation process, effectively reducing the analysis of the remaining process to one with infection threshold \( r - s \) in the remaining hypergraph. The following lemma makes this precise.

**Lemma 2.3.** Let \( \mathcal{B}_0 \) be a \( j \)-configuration, let \( S = \{v_1, \ldots, v_s\} \) be a set of \( s \) jokers for \( \mathcal{B}_0 \) and let \( \mathcal{C}_0 := \mathcal{B}_0 - S \). Let \( \mathcal{B}_t \) be the set of infected \( j \)-sets at time \( t \) in the \((r, \mathcal{B}_0)\)-infection process in \( \mathcal{K}^k_n \) and let \( \mathcal{C}_t \) be the set of infected \( j \)-sets at time \( t \) in the \((r - s, \mathcal{C}_0)\)-infection process in \( \mathcal{K}^k_n - S \). Then \( \mathcal{C}_t \subset \mathcal{B}_t - S \) for all \( t \in \mathbb{N} \).

Furthermore, if \( j = k - 1 \) then in fact \( \mathcal{C}_t = \mathcal{B}_t - S \).

**Proof.** We prove the statement by induction on \( t \). For \( t = 0 \) we have \( \mathcal{C}_0 = \mathcal{B}_0 - S \) by definition, so suppose the statement holds for \( t - 1 \). Let \( \mathcal{N}_t := \mathcal{C}_t \setminus \mathcal{C}_{t-1} \) and \( \mathcal{M}_t := \mathcal{B}_t \setminus \mathcal{B}_{t-1} \).

By our induction hypothesis we have that

\[
\mathcal{C}_t = (\mathcal{C}_{t-1} \cup \mathcal{N}_t) \subset ((\mathcal{B}_{t-1} - S) \cup \mathcal{N}_t)
\]
and we aim to show that this is a subset of $B_t - S = (B_{t-1} \cup M_t) - S$. It therefore suffices to show that 

$N_t' \subset (B_{t-1} \cup M_t) - S.

Let $J \in N_t'$. Note that because the $j$-sets of $N_t'$ are infected in a process within $K_n^k - S$, we certainly have $J \cap S = \emptyset$, so it suffices to show that $J \in B_{t-1} \cup M_t$. Suppose that $J \not\subset B_{t-1}$, otherwise we are done. Let $K_1, \ldots, K_{r-s}$ and $J_1, \ldots, J_{r-s} \in C_{t-1}$ be the edges and $j$-sets which cause $J$ to become infected in $K_n^k - S$. Let us fix a $(k - j - 1)$-set $Q \subset V \setminus (J \cup S)$ and a $(j - 1)$-set $J' \subset J$. We set $K_i := J \cup Q \cup \{v_{i-r+s}\}$ and $J_i = \{v_{i-r+s}\} \cup J'$ for $r - s + 1 \leq i \leq r$ (see Figure 1). We claim that the $k$-sets $K_1, \ldots, K_r$ and $j$-sets $J_1, \ldots, J_r$ cause $J$ to become infected in $K_n^k$.

First observe that all $K_i$ are distinct: For $i \leq r - s$ they are distinct since by assumption they are the $k$-sets causing $J$ to become infected in $K_n^k - S$ and for $i \geq r - s + 1$ all $v_{i-r+s}$ are distinct and thus all $K_i$ are also distinct. Finally, if $i \leq r - s < i'$ then $K_i \neq K_{i'}$ because $K_i \cap S = \emptyset \neq \{v_{i'-r+s}\} = K_{i'} \cap S$. An identical argument also shows that the $J_i$ are distinct, and clearly $(J_i \cup J) \subset K_i$ for all $1 \leq i \leq r$. Finally observe that $J_i \in B_{t-1}$: For $i \leq r - s$ this is because $J_i \in C_{t-1} \subset B_{t-1} - S \subset B_{t-1}$ by the induction hypothesis, while for $i > r - s$ the vertex $v_{i-r+s} \in J_i$ is a joker for $B_0 \subset B_{t-1}$. This shows that $J \in M_t$, as required. This proves the first statement of the lemma.

Now suppose that $j = k - 1$, and we will show the other inclusion, $B_t - S \subset C_t$. Note that by the induction hypothesis, $C_t = C_{t-1} \cup N_t = (B_{t-1} - S) \cup N_t$, while also the fact that $M_t = M_t - S$ implies that $B_t - S = (B_{t-1} \cup M_t) - S = (B_{t-1} - S) \cup M_t$. Therefore it is enough to show that $M_t \subset N_t$.

Suppose that $J \in M_t$, so in particular $J \cap S = \emptyset$. Then there exist distinct edges $K_1, \ldots, K_r \in \binom{[n]}{k}$ and distinct $j$-sets $J_1, \ldots, J_r \in B_{t-1}$ such that $(J_i \cup J) \subset K_i$ for all $i \in [r]$. Observe that $|K_i \setminus J| = k - j - 1$ and let $x_i$ be the unique element of $K_i \setminus J$. Since all the $K_i$ are distinct, so are all the $x_i$. Thus at most $s$ of the $x_i$ lie in $S$, and therefore at least $r - s$ of the $K_i$ are such that $K_i \cap S = \emptyset$. Without loss of generality we assume that $K_1, \ldots, K_{r-s}$ are disjoint from $S$ (see Figure 2).

We have that all $K_1, \ldots, K_{r-s}$ and $J_1, \ldots, J_{r-s}$ are distinct and satisfy $(J_i \cup J) \subset K_i$. Furthermore $J_i \subset K_i \subset [n]\setminus S$ and thus, by our induction hypothesis, $J_i \in B_{t-1} - S = C_{t-1}$ for $i \in [r-s]$. It follows that $J \in N_t$, and since $J \in M_t$ was chosen arbitrarily this shows that $M_t \subset N_t$, as required.

3. Non-tight case: $j \leq k - 2$

In the non-tight case where $j \leq k - 2$, we show that the size of the minimal contagious initial set is precisely $r$, i.e., the statement of Theorem 1.3(i). It is clear that the size of
Figure 2. The construction of $J_i$ and $K_i$ for $1 \leq i \leq r - s$.

A contagious set is always at least $r$, and to prove the corresponding upper bound we will define a $j$-configuration of size $r$ that does in fact percolate in $K_n^k$.

**Definition 3.1.** Let $m$ be an integer satisfying $0 \leq m \leq j - 1$. An $(m, j)$-star $S$ of size $s$ consists of $s$ distinct $j$-sets every two of which intersect precisely in a common $m$-set $M$. We call $M$ the centre of the $(m, j)$-star. If $m, j$ are clear from the context we call an $(m, j)$-star simply a star.

Figure 3. A $(3, 5)$-star of size 4.

Note that a $(1, 2)$-star is simply the standard graph notion of a star. We will show that, under some parameter assumptions, an $(m, j)$-star of size $r$ percolates. We begin by showing that, under appropriate conditions, if a star of size $r$ is infected, then its centre becomes a joker $m$-set in the next step.

**Proposition 3.2.** Suppose that $2j - k \leq m \leq j - 1$, and let $M$ be the centre of an $(m, j)$-star $S$ of size $r$. If $S \subset A_t$ then $M^* \subset A_{t+1}$.

**Proof.** Let $J$ be an arbitrary $j$-set containing $M$, and we aim to show that $J \in A_{t+1}$. If $J \in S \subset A_t \subset A_{t+1}$ we are done, so assume that $J \notin S$. Let $J_1, \ldots, J_r$ be the $j$-sets of $S$. For each $i \in [r]$ let $K_i$ be a $k$-set containing $J \cup J_i$ and a further $k - |J \cup J_i|$ vertices from $[n] \setminus (V(S) \cup J)$. Note that it is possible to choose such a $K_i$ since $k - |J \cup J_i| \geq k - (2j - m) \geq 0$.

We need to show that all $K_i$ are distinct for $i \in [r]$ and for convenience we show that $K_1$ and $K_2$ are distinct since the full claim then follows by symmetry. Observe that $K_1 \cap V(S) = J \cup J_i$ for $i = 1, 2$, so it is enough to show that $J \cup J_1$ and $J \cup J_2$ are distinct. We have $(J \cup J_1 = J \cup J_2) \iff (J_1 \triangle J_2 \subset J)$. Note that $J_1 \cap J_2 = M \subset J$ since $S$ is an $(m, j)$-star. Therefore if $J_1 \Delta J_2 \subset J$, we have $|J| \geq m + 2(j - m) > j$, a contradiction.

Therefore the $J \cup J_i$ are all distinct and so we have distinct $k$-sets $K_1, \ldots, K_r$ and distinct $j$-sets $J_1, \ldots, J_r \in A_t$ such that $(J \cup J_i) \subset K_i$, which is precisely the condition required to guarantee that $J \in A_{t+1}$. Since $J$ was an arbitrary $j$-set containing $M$, the statement follows.

We next claim that if we have a joker $m$-set, other $m$-sets which are “close by” also become jokers.
**Proposition 3.3.** Let $h, m \in \mathbb{N}$ and suppose that $h < m < j \leq k - 2$ and $j + m - h \leq k - 1$. Let $M_1$ and $M_2$ be $m$-sets such that $|M_1 \cap M_2| = h$. If $M_1^* \subset \mathcal{A}_t$ then $M_2^* \subset \mathcal{A}_{t+1}$.

**Proof.** Let $J$ be any $j$-set containing $M_2$, and we aim to show that $J \in \mathcal{A}_{t+1}$. Let us define $U := J \cup M_1$, and observe that $|U| \leq j + m - h \leq k - 1$. We can therefore choose a $(k - |U| - 1)$-set $S' \subset [n] \setminus U$ and distinct vertices $x_1, \ldots, x_r \in [n] \setminus (U \cup S')$, and set $S_i := S' \cup \{x_i\}$ for $i \in [r]$. Then setting $K_i := U \cup S_i$ for $i \in [r]$ (see Figure 4), these are distinct $k$-sets since each contains precisely one of the $x_i$.
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Figure 4. The construction of $K_i$ with $m = 3$, $h = 1$, $j = 6$ and $k = 11$. In this example $J \cap (M_1 \setminus M_2) = \emptyset$, although this need not be true in general.

Further, for each $i \in [r]$, let $J_i$ be a $j$-set consisting of $M_1 \cup \{x_i\}$ and $j - m - 1$ further vertices of $U$ (chosen arbitrarily). Note that $|U| \geq |J| = j$, so there are certainly enough vertices of $U$ available.

Now since $M_1 \subset J_i$ and $M_1^* \subset \mathcal{A}_t$, we have $J_i \in \mathcal{A}_t$ for each $i \in [r]$; furthermore, the $J_i$ are all distinct because they each contain the corresponding $x_i$; and finally $(J \cup J_i) \subset K_i$. It follows that $J \in \mathcal{A}_{t+1}$, and since $J$ was an arbitrary $j$-set containing $M_2$, the claim follows. \hfill \square

We remark that Proposition 3.3 does not hold for the tight case $j = k - 1$: Even if $h = m - 1$, i.e., $M_1$ and $M_2$ are as close together as they can be without being identical, for a $j$-set $J$ containing $M_2$ but not $M_1$, we have $|M_1 \cup J| = j + 1 = k$, and therefore we can find only one edge $K_1 = M_1 \cup J$ rather than the $r$ distinct edges we would require to infect $J$. This is the fundamental reason why the tight case is different and is reflected in the condition $j + m - h \leq k - 1$, which can only be satisfied with the appropriate choice of $m$ and $h$ if $j \leq k - 2$.

As a corollary of Proposition 3.3, we observe that if we have a joker $m$-set at time $t$ we will have percolation after at most $m$ further steps.

**Corollary 3.4.** Let $m \in \mathbb{N}$ and suppose that $m < j \leq k - 2$. Let $M \in \binom{[n]}{m}$. If $M^* \subset \mathcal{A}_t$, then $\mathcal{A}_{t+m} = \binom{[n]}{j}$.

**Proof.** Consider any $m$-set $\tilde{M}$ and set $h' := |M \cap \tilde{M}|$. Fix a sequence of $m$-sets $M = M_1, M_2, \ldots, M_{t+m-h'} = \tilde{M}$ with $|M_i \cap M_{i+1}| = m - 1$ for $i \in [m - h']$. We claim that $M_i^* \subset \mathcal{A}_{t+i}$ for all $i \in [1 + m - h']$ and prove this statement by induction on $i$. The base case $M_1^* = M^* \subset \mathcal{A}_t$ holds by assumption. Suppose that the statement holds for $i$, so $M_i^* \subset \mathcal{A}_{t+i-1}$, and for $h := |M_i \cap M_{i+1}| = m - 1$ we have $h < m < j \leq k - 2$ and $j + m - h = j + 1 \leq k - 1$, and by Proposition 3.3 we deduce that $M_{i+1}^* \subset \mathcal{A}_{(t+i-1)+1}$, which proves the induction hypothesis.

In particular, we have $\tilde{M}^* \subset \mathcal{A}_{t+m-h'} \subset \mathcal{A}_{t+m}$. Since $\tilde{M}$ was chosen arbitrarily and every $j$-set contains such an $m$-set $\tilde{M}$, we have $\mathcal{A}_{t+m} = \binom{[n]}{j}$. \hfill \square
We can now complete the proof of the first statement of Theorem 1.3.

**Lemma 3.5.** Let $m \in \mathbb{N}$ and suppose that $2j - k \leq m < j \leq k - 2$. Then an $(m, j)$-star $S$ of size $r$ percolates in $K^k_n$. In particular, if $j \leq k - 2$ we have $\ell_n(k, j, r) = r$.

**Proof.** Let $M$ be the centre of the star $S$. Setting $A_0 = S$, Proposition 3.2 implies that $M^* \subset A_1$. By Corollary 3.4 we have $A_{1+m} = \binom{[n]}{j}$ and so $S$ is a contagious starting configuration which consists of $r$ distinct $j$-sets. This shows that $\ell_n(k, j, r) \leq r$ provided we can find an integer $m$ satisfying $2j - k \leq m < j \leq k - 2$, and this is always possible (by setting $m = j - 1$) if $j \leq k - 2$; the corresponding lower bound is trivial. □

### 4. Preliminaries for the tight case

In the remainder of the paper, our focus will be on the tight case, namely $j = k - 1$. In view of Theorem 1.3, we will further distinguish the subcases $k = 3$ and $k \geq 4$. First, in this section we present some auxiliary results and terminology which will be needed for both subcases.

**Definition 4.1 (Extension of a $j$-set).** Given a $k$-uniform hypergraph $H = (V, \mathcal{E})$ and a $j$-configuration $J \subset \binom{[j]}{j}$, we say a vertex $v \in V$ is an extension for a $j$-set $J \in \binom{[j]}{j}$ if there exists $J' \in J \setminus J$ with $J' \subset (J \cup \{v\}) \in \mathcal{E}$. We define the extension set of $J$ as

$$\text{Ext}_J(J) = \text{Ext}_{J, H}(J) := \{v \in V : v \text{ is an extension for } J\}.$$  

The following is a useful equivalent formulation of Definition 1.1 in the tight case.

**Claim 4.2.** Suppose that $1 \leq j = k - 1$. Then in the $(r, A_0)$-infection process, for any $j$-set $J \notin A_t$ we have

$$J \in A_t+1 \iff |\text{Ext}_A(J)| \geq r.$$  

**Proof.** We have $J \in A_{t+1}$ iff there exist distinct edges $K_1, \ldots, K_r$ and distinct $j$-sets $J_1, \ldots, J_r \in A_t$ with $(J_i \cup J) \subset K_i$ for all $i \in [r]$. Since $k = j + 1$ this holds iff there are at least $r$ distinct vertices $w_1, \ldots, w_r$ with $K_i := J \cup \{w_i\}$ and $J_i = \{w_i\} \cup S$ where $S \subset J$ with $|S| = j - 1$. By Definition 4.1 this is equivalent to $w_i \in \text{Ext}_A(J)$ for every $i$ and therefore also to $|\text{Ext}_A(J)| \geq r$. □

We observe that having $r$ jokers is sufficient for percolation in the tight case. The proof follows immediately from Lemma 2.3 with $s = r$ or can be easily proved directly.

**Claim 4.3.** Suppose that $2 \leq j = k - 1$. Consider the $(r, A_0)$-infection process and suppose that there exists $t \in \mathbb{N}$ such that we have $r$ distinct jokers for $A_t$. Then $A_{t+1} = \binom{[n]}{j}$. □

### 5. Special tight case: $k = 3, j = 2$

We proceed with the proof of Theorem 1.3(ii). We prove the upper and lower bounds on $\ell_n(3, 2, r)$ separately.

**5.1. Lower bound.** We set $W_0 := \emptyset$ and recursively define pairs $P_1, P_2, \ldots$, and sets $W_1, W_2, \ldots \subset [n]$, where $P_i$ is the first pair of $\binom{[n]}{2}$ to become infected and $W_i := \bigcup_{t'=1}^{i} W_{t'}(P_{t'})$; if there is more than one possible choice for $P_i$, we pick one arbitrarily.

Note that $P_1$ is simply the first pair to become infected, $P_2$ is the first pair not incident to $P_1$ to become infected, and so on, so the $P_i$ form a matching. Clearly the $P_i$ are only well-defined for as long as such a pair exists. The following observation is crucial.

**Proposition 5.1.** For any integer $i \geq 0$, if $P_i$ exists we have $|\text{Ext}_{A_0}(P_i) \setminus W_{i-1}| \geq r - 2(i - 1)$.

**Proof.** Suppose that $P_i \in \mathcal{N}_h$ for some integer $h$, i.e., it becomes infected in step $h$ of the process. Then by Claim 4.2 we have $|\text{Ext}_{A_{h-1}}(P_i)| \geq r$. On the other hand, by the definition of $P_i$, all pairs of $A_{h-1} \setminus A_0$ are incident to $W_{i-1}$ (since they become infected
before \( P_i \), and could otherwise have been chosen as \( P_i \). It follows that \((\text{Ext}_{A_{n-1}}(P_i) \setminus W_{i-1}) \subset (\text{Ext}_{A_i}(P_i) \setminus W_{i-1})\), and therefore

\[
|\text{Ext}_{A_0}(P_i) \setminus W_{i-1}| \geq |\text{Ext}_{A_{n-1}}(P_i)| - |W_{i-1}| \geq r - 2(i - 1),
\]
as required. \( \square \)

We can now deduce the following.

**Lemma 5.2.** If a 2-configuration \( A_0 \) percolates, then \( |A_0| \geq \frac{r}{4}((r+1)^2 - 1 + 2) \geq \). In particular, \( \ell_n(3, 2, r) \geq \frac{r}{4}((r+1)^2 - 1 + 2) \).

**Proof.**

Let \( s \) be the number of \( P_i \) which exist, i.e., \( P_1, \ldots, P_s \) are well-defined, but subsequently no pair in \( [n] \setminus W_s \) becomes infected. We let \( z := \left\lceil \frac{r}{2} \right\rceil \) and distinguish two cases.

**Case 1:** \( s < z \).

By the definition of \( s \), no pair of \( A_r \setminus A_0 \) lies in \( [n] \setminus W_s \). Therefore if \( A_0 \) percolates, we have \(([n] \setminus W_s) \subset A_0 \), and therefore

\[
|A_0| \geq \left( \frac{n - |W_s|}{2} \right) \geq \left( \frac{n - r}{2} \right) \geq \left( \frac{(r+1)^2}{4} \right) \geq \frac{1}{4}((r+1)^2 - 1 + 2),
\]
where we used the fact that \( n \geq n_0 \geq 2r + 1 \).

**Case 2:** \( s \geq z \).

We first claim that

\[
|A_0| \geq \sum_{i=1}^{z} |\text{Ext}_{A_0}(P_i) \setminus W_{i-1}|.
\]

To see this, observe that for each \( 1 \leq i \leq z \), we can pick \( |\text{Ext}_{A_0}(P_i) \setminus W_{i-1}| \) distinct pairs of \( A_0 \) which are incident to \( P_i \), but not incident to \( W_{i-1} \) (importantly, by construction \( P_i \) is itself not incident to \( W_{i-1} \)). Then since \( P_i \subset W_i \), the pairs that we chose in this way are necessarily all distinct even over different choices of \( i \).

We now simply apply Proposition 5.1 to deduce that

\[
|A_0| \geq \sum_{i=1}^{z} |\text{Ext}_{A_0}(P_i) \setminus W_{i-1}| \geq \sum_{i=1}^{z} (r - 2(i - 1)) \geq \frac{1}{4}((r+1)^2 - 1 + 2),
\]
as required. \( \square \)

**5.2. Upper bound.** In order to prove an upper bound on \( \ell_n(3, 2, r) \) we will provide a construction of the appropriate size that percolates.

**Definition 5.3.** For \( r \in \mathbb{N} \) we define \( Z_r \) to be a set of \( r \) vertex-disjoint \((1, 2)\)-stars of sizes \( 1, 1, 2, 2, \ldots, \lceil \frac{r-1}{2} \rceil, \lceil \frac{r}{2} \rceil \).

\[
\begin{align*}
&v_1 \\
v_2 \\
v_3 \\
v_4 \\
v_5
\end{align*}
\]

**Figure 5.** The 2-configuration \( Z_5 \)

Whenever we have such a configuration \( Z_r \) we will use \( v_1, \ldots, v_r \) to denote the centres of the stars of sizes \( 1, 1, 2, 2, \ldots, \lceil \frac{r-1}{2} \rceil, \lceil \frac{r}{2} \rceil \), respectively. Note that the choice of the centres is not uniquely determined, but we select an appropriate choice arbitrarily. We note that in fact \( v_i = v_i(Z_r) \) for all \( i \in [r] \).

For vertices \( u, v \), to ease notation we will use \( uv \) as a shorthand for \( \{u, v\} \).
Proposition 5.4. Suppose \( A_0 \supseteq \mathcal{Z}_r \). Then \( \{v_r\}^* \subset A_r \), i.e., \( v_r \) becomes a joker after at most \( r \) steps.

Proof. We first claim that after step \( i-1 \) of the \((r, A_0)\)-infection process we have that \( v_r \in A_{i-1} \) for all \( r-1 < i' < r \) and we prove this claim by induction on \( i \in [r] \). For \( i = 1 \) the statement is empty and therefore holds trivially. Suppose the claim is true for \( i \geq 1 \) and we aim to prove the same statement for \( i+1 \), for which it suffices to show that \( v_r \in A_i \). For \( q \in [r] \), let \( L_q \) denote the set of leaves of the star \( S_q \subseteq \mathcal{Z}_r \) with centre \( v_q \). Then

\[
\text{Ext}_{A_{i-1}}(v_r) \cup (L_{r-i} \cup L_r \cup \{v_{r-i+1}, \ldots, v_{r-1}\}).
\]

Since \( |L_q| = \lceil \frac{q}{2} \rceil \) for \( q \in [r] \), we have

\[
|\text{Ext}_{A_{i-1}}(v_r)\{v_{r-i}v_r\}| \geq \left\lceil \frac{r-i}{2} \right\rceil + \left\lceil \frac{r}{2} \right\rceil + (r-1)-(r-i) = r+i-1+1\left(1_{r-i\in 2N-1} + 1_{r\in 2N-1}\right) \geq r.
\]

It follows by Claim 4.2 that \( v_r \in A_i \), which proves the statement of our claim for \( i+1 \), and thus we have proved the claim by induction.

In particular, the case \( i = r \) implies that \( d_{A_{i-1}}(v_r) \geq \{v_1, \ldots, v_r\} \cup L_r = r+1 \left\lceil \frac{r}{2} \right\rceil \geq r \), and so Proposition 3.2 we conclude that \( \{v_r\}^* \subset A_r \).

We can use Proposition 5.4 to show that all \( v_i \in \mathcal{Z}_r \) will eventually become jokers in the infection process starting from \( \mathcal{Z}_r \).

Corollary 5.5. Suppose that \( A_0 \supseteq \mathcal{Z}_r \) and let \( R := \{v_1, \ldots, v_r\} \). Then there exists a \( T \in \mathbb{N} \) such that \( \cup_{s \in [r]} v_s^* \subset A_T \), i.e., \( v_1, \ldots, v_r \) will become jokers by some time \( T \) in the \((r, A_0)\)-infection process.

Proof. We prove the statement by induction on \( r \). In the case \( r = 0 \), the statement is empty and therefore holds trivially, so assume the statement is true for \( r - 1 \). By Proposition 5.4 we have \( v_r^* \subset A_r \), i.e., \( v_r \) becomes a joker after at most \( r \) steps. By Lemma 2.3 we can subsequently analyse the equivalent \((r-1, A_r - \{v_r\})\)-infection process on \( K_n^r - \{v_r\} \) (the reduction gives an equivalence since we are in the tight case). Since \( \mathcal{Z}_{r-1} \subset (A_0 - \{v_r\}) \subset (A_r - \{v_r\}) \), we apply the induction hypothesis and deduce that there exists an integer \( t \) such that \( v_1, \ldots, v_{r-1} \) become jokers for \( A_{r+t} \) in \([n]\{v_r\} \). Since \( v_r \) is a joker in \([n] \) clearly \( v_1, \ldots, v_{r-1} \) also become jokers in \([n] \) after at most \( r+t \) steps.

We can now deduce Theorem 1.3(ii).

Lemma 5.6. Suppose \( 2 = j = k - 1 \). The 2-configuration \( \mathcal{Z}_r \) is contagious with infection threshold \( r \). In particular,

\[
\ell_n(3, 2, r) = |\mathcal{Z}_r| = \frac{1}{4} \left((r+1)^2 - 1_{r\in 2N}\right).
\]

Proof. Set \( A_0 := \mathcal{Z}_r \) and apply Corollary 5.5 to deduce that \( v_1, \ldots, v_r \) are jokers after some time \( T \). By Claim 4.3 we then have that \( A_{T+1} = ([n]/j) \).

It follows that

\[
\ell_n(3, 2, r) = \left(1 + 1 + \ldots + \left\lceil \frac{r-1}{2} \right\rceil \right) + \left\lceil \frac{r}{2} \right\rceil = \frac{1}{4} \left((r+1)^2 - 1_{r\in 2N}\right).
\]

The corresponding lower bound is given by Lemma 5.2.

6. General tight case: \( k \geq 4 \)

We now proceed with the proof of Theorem 1.3(iii). We first need to introduce some new notation which generalises the notion of an \( i \)-configuration.

Definition 6.1. Let \( m, i, s \in \mathbb{N} \). An \((m, i, s)\)-configuration is an \( i \)-configuration which is contagious with infection threshold \( s \) in \( K_m^{i+s} \).

Our next definition describes a way of augmenting a given configuration by a vertex.
Definition 6.2. Given an \((i-1)\)-configuration \(B\) and some vertex \(v \not\in V[B]\), the \(v\)-augmented configuration \(B_v\) is the \(i\)-configuration that results from \(B\) by adding \(v\) to each \((i-1)\)-set of \(B\) to create an \(i\)-set. We call \(v\) the master vertex of the \(v\)-augmented configuration.

![Figure 6. The augmentation of a 3-configuration \(B\) by \(v\).](image)

Given a set \(S\) of vertices, let \(\mathcal{B}_{i,S}\) be the set of \(i\)-configurations disjoint from \(S\), by which we mean every \(i\)-set of the \(i\)-configuration is disjoint from \(S\). If \(S = \{v\}\) then we define \(\mathcal{B}_{i,v} := \mathcal{B}_{i,\{v\}}\) for ease of notation. Observe that the mapping \(B \mapsto B_v\) defines an augmentation function \(\mathcal{B}_{i-1,v} \rightarrow \mathcal{B}_{i,v}\). Note that for \(A, B \in \mathcal{B}_{i-1,v}\) we have \((A \cup B)_v = A_v \cup B_v\).

Our next lemma couples two infection processes which differ in the augmentation of the initially infected sets.

Lemma 6.3. Let \(v\) be a vertex and let \(C_0 \in \mathcal{B}_{j-1,v}\) and \(C'_0 \in \mathcal{B}_{j,\emptyset}\). Let \(C_t\) be the set of infected \((j-1)\)-sets after \(t\) steps in the \((r,C_0)\)-infection process in \(K_{k-1}^{r-1} - \{v\}\) and let \(C'_t\) be defined similarly for the \((r,C'_0)\)-infection process in \(K_{k}^r\). If \((C_0)_v \subset C'_0\) then \((C_t)_v \subset C'_t\) for all \(t \in \mathbb{N}\).

Proof. We prove the statement by induction on \(t\). The case \(t = 0\) follows by assumption. Suppose that \((C_{t-1})_v \subset C'_{t-1}\) for some \(t \in \mathbb{N}\) and let \(N_t := C_t \setminus C_{t-1}\) and \(N'_t := C'_t \setminus C'_{t-1}\). We need to show that \((N_t)_v \subset C'_t\). It suffices to show that \((N_t)_v \subset (C'_{t-1} \cup N'_t)\) because then by the induction hypothesis

\[ (C_t)_v = (C_{t-1} \cup N_t)_v = ((C_{t-1})_v \cup (N_t)_v) \subset (C'_{t-1} \cup N'_t) = C'_t. \]

Let \(J \in N_t\), and we aim to show that \(J \cup \{v\} \in C'_{t-1} \cup N'_t\). Assume that \(J \cup \{v\} \notin C'_{t-1}\), otherwise we are done, and let \(K_1, \ldots, K_r \in \binom{n}{k-1}\) and \(J_1, \ldots, J_r \in C_{t-1}\) be the \((k-1)\)-sets and \((j-1)\)-sets which infected \(J\) in step \(t\). Let \(J'_t = J \cup \{v\}\) and \(K'_t = K_t \cup \{v\}\). It is easy to check that these are distinct \(k\)-sets and \(j\)-sets (since the \(K_i\) and \(J_i\) are distinct). Since \(J_i \in C_{t-1}\) we have \(J'_t \in C'_{t-1}\) by the induction hypothesis, so \(J \cup \{v\} \in N'_t\). Since \(J\) was chosen arbitrarily, this concludes the proof.

Corollary 6.4. Let \(B \in \mathcal{B}_{j-1,v}\) be an \((n-1;j-1,r)\)-configuration. If \(B_v \subset A_0\) then there exists a \(t \in \mathbb{N}\) such that \(v^t \subset A_t\) in the \((r,A_0)\)-infection process.

Proof. By assumption the configuration \(B\) percolates in \([n]\setminus\{v\}\), hence there is a \(t\) at which every \((j-1)\)-set is infected in \([n]\setminus\{v\}\) and the statement follows by Lemma 6.3.

Proposition 6.5. For \(s \in [r]\) suppose that we have \((n-r;j-1,s)\)-configurations \(B_s\) and a set of \(r\) distinct vertices \(R = \{v_1, \ldots, v_r\}\) which is disjoint from every \(B_s\). Let \(\mathcal{A} := \bigcup_{s \in [r]} (B_s)_{v_s}\) and suppose \(\mathcal{A} \subset A_0\). Then there exists \(T \in \mathbb{N}\) such that \(\bigcup_{s \in [r]} v_s^T \subset A_T\), i.e., \(v_1, \ldots, v_r\) are jokers at time \(T\) in the \((r,A_0)\)-infection process.

Proof. We prove the statement by induction on \(r\). The proof is very similar to the proof of Corollary 5.5 and therefore we will only sketch the proof. The case \(r = 0\) holds trivially since it is an empty statement, so suppose the statement holds for \(r-1\). By Corollary 6.4
there exists \( t_0 \) with \( \{v_r\}^* \subset \mathcal{A}_{t_0} \). We observe that \( \bigcup_{i=1}^{r-1} (\mathcal{B}_i)_{v_r} \subset (\mathcal{A} - \{v_r\}) \subset (\mathcal{A}_{t_0} - \{v_r\}) \) and so by the induction hypothesis the vertices in \( R \setminus \{v_r\} \) become jokers by some time \( t_1 \) in the \((r-1, \mathcal{A}_{t_0} - \{v_r\})\)-infection process in \( \mathcal{K}^r_{n_r} \). By Lemma 2.3 (and the fact that \( v_r \) is also a joker), these vertices are also jokers in \( \mathcal{A}_{t_0+t_1} \) in the \((r, \mathcal{A}_0)\)-infection process in \( \mathcal{K}^r_{n_r} \), as required.

**Corollary 6.6.** Let \( \mathcal{A} \) be as in Proposition 6.5 and suppose that \( \mathcal{A} \subset \mathcal{A}_0 \). Then the \((r, \mathcal{A}_0)\)-infection process percolates.

*Proof.* By Proposition 6.5 there exists a time \( T \) such that \( v_1, \ldots, v_r \) are jokers at time \( T \). By Claim 4.3 the statement follows.

**Corollary 6.7.** If \( 3 \leq j = k - 1 \), then

\[
\ell_n(k, j, r) \leq \sum_{i=1}^{r} \ell_n(k-1, j-1, i).
\]

*Proof.* Let \( \mathcal{B}_s \) and \( \mathcal{A} \) be as in Proposition 6.5, and additionally assume that the \( \mathcal{B}_s \) are minimal \((n, j-1, i)\)-configurations, so \( |\mathcal{B}_s| = \ell_n(k-1, j-1, s) \). By Corollary 6.6 we have that \( \mathcal{A} \) percolates and since

\[
\ell_n(k, j, r) \leq |\mathcal{A}| = \sum_{s=1}^{r} |\mathcal{B}_s| = \sum_{s=1}^{r} \ell_n(k-1, j-1, s),
\]

the statement follows.

7. **Proof of Theorem 1.3**

We observe that we have now proved all the individual statements of our main theorem.

*Proof of Theorem 1.3.* Statement (i) is simply the “in particular” part of Lemma 3.5 and similarly (ii) is contained in Lemma 5.6. Finally (iii) is precisely the statement of Corollary 6.7.

8. **Concluding Remarks**

If we iterate the sum in Theorem 1.3(iii) \( k - 3 \) times and then replace every summand with the expression given in Theorem 1.3(ii) we obtain

\[
\ell_n(k, j, r) \leq \frac{2r^2 + r(5k - 11) - 17(k - 1) + 4k^2}{4(k-1)!} (r)_{k-3} - \frac{1}{4} \sum_{i=1}^{\lfloor \frac{j}{r} \rfloor} \left( r + k - 3 - 2i \right). \]

Note that this expression is a polynomial in \( r \) of degree \( k - 1 \). However, this bound is far from best possible in general.

**Claim 8.1.** If \( j = k - 1 \) and \( \mathcal{A}_0 \subset \binom{[n]}{j} \) is isomorphic to \( \mathcal{K}^r_{j+r-1} \), then the \((r, \mathcal{A}_0)\)-infection process in \( \mathcal{K}^r_{n_r} \) percolates. In particular, \( \ell_n(j+1, j, r) \leq (\binom{j+r-1}{j}) \).

*Proof sketch.* It is easy to show inductively that for \( i \in [j] \), all \((j-i)\)-sets within \( V(\mathcal{A}_0) \) are contained in at least \( j + r - 1 - (j - i) \geq r \) joker \((j-i+1)\)-sets for \( \mathcal{A}_i \), and therefore become joker \((j-i)\)-sets for \( \mathcal{A}_i \). The case \( i = j \) states that the empty set is a joker, i.e., all \( j \)-sets are infected.

In particular, observe that if \( k - 1 \gg r \), then \( \ell_n(k, j, r) \leq (\binom{j+r-1}{j}) \leq j^r \ll r^{k-1} \). This shows that in general \( \ell_n(k, k-1, r) \) cannot be a polynomial in \( r \) of degree \( k - 1 \). Thus Theorem 1.3(iii) represents the first step towards determining \( \ell_n(k, k-1, r) \), and it would be interesting to investigate the correct behaviour of this function.

We conclude with a concrete example in the case where \( k = 4 \) and \( j = 3 \), and where \( r = 3 \). We have by Theorem 1.3 that \( \ell_n(4, 3, 3) \leq \ell_n(3, 3, 1) + \ell_n(3, 3, 2) + \ell_n(3, 3, 3) = 7 \).
(while Claim 8.1 only gives $\ell_n(4, 3, 3) \leq 10$). However, this is not the correct value, as the example in Figure 7 shows.

Figure 7. A 3-configuration with 6 edges.

One can check that this 3-configuration does indeed percolate in $K^3_n$ with infection threshold 3, and also that there is no percolating configuration containing only 5 triples, so in fact $\ell_n(4, 3, 3) = 6$ – we omit the proof.
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