ABSTRACT
Since trust measures in human-robot interaction are often subjective or not possible to implement real-time, we propose to use speech cues (on what, when and how the user talks) as an objective real-time measure of trust. This could be implemented in the robot to calibrate towards appropriate trust. However, we would like to open the discussion on how to deal with the ethical implications surrounding this trust measure.
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1 INTRODUCTION
Researchers in Human-Robot Interaction (HRI) are often interested in the trust people have in the robot. Understandable, since trust can be a prerequisite for relationship formation and self-disclosure [22, 26]. Another reason for measuring trust, is to assess whether there is appropriate trust, meaning that the trust matches the capabilities of the robot [13]. Overtly can lead to complacency and dangerous situations, while undertrust can lead to underuse and sub-optimal use of the robot’s capabilities [7, 13]. At the moment trust is mostly measured by either (self-reported) subjective measures (e.g., questionnaires) that might be influenced by people-pleasing behavior of the subjects, or behavioral measures that constrain the experiment design (e.g., trust games). Moreover, these measures are most often not measured real-time, so it is not possible to achieve optimal trust balance while interacting with the robot. Hence, we propose to explore how objective and real-time sensing of trust can be achieved.

Building on the knowledge that speech carries signals of emotions and attitudes [6, 11, 21, 23], we propose to use the user’s speech to measure the trust they have in the robot, by looking at what they say, when they say it and how they say it. We are especially interested in how this could help the field of child-robot interaction, since objective measures are even more problematic for this user group [3]. In this short paper we will discuss how we envision a real-time measure of trust in human-robot interaction, but also address the ethical implications surrounding real-time trust calibration.

2 TRUST MEASURES
To measure trust, we can distinguish between three types of measures: subjective, active objective and passive objective measures. We refer to subjective measures as self-reports from the user. While these are widely used by researchers ([10, 20, 27]), they are administered after the actual interaction, hence they cannot be used as a real-time measure for the robot to sense the trust level during the interaction. Furthermore, they rely on the honesty and understanding of the user. While this is already somewhat problematic for adults, when children are involved, questionnaires could be quite unreliable. Children are known people-pleasers and therefore it can be hard to rely on their answers [3].

When interaction designers provoke the user to make a choice during the interaction that would reflect their trust in the robot, this is considered an active objective measure. A classic example of such a measure is the investment game [4]. In this game a truster invests money (or tokens) in a trustee (this investment is the measure of trust), and they later lose, earn or keep the money they invested. While these measures are not dependent on the self-report of users, and thus more objective [14], they constrain the design of the interaction, since they must include these behavior-provoking scenarios.

With a passive objective measure, we can monitor certain behaviors that are correlated with trust, without necessarily being constrained by certain behavior-provoking scenarios. Examples of such passive objective measures are the user’s heart rate [8], the distance between the robot and the participant [1], and the words shared by the robot and the user [21]. Some of these could be measured by video observation, which, if automated, would still be an objective measure. However, if humans are involved in the annotation, it could become a less objective measure. We are especially interested in the automated types of measures, because these are not constraining the interaction design, and can be used real-time by the robot in an autonomous way during the interaction.

3 SPEECH AS A MEASURE OF TRUST
Since many human-robot interactions use speech to communicate, it would be useful if the robot could use this to assess the trust level. We propose to look at dialog cues (what people say), interaction cues (when people say it) and vocal cues (how they say it).

First, we can use what people say to measure trust. Scissors et al. [21] already discovered that parties who trust each other often use the same words. It could also be interesting to look at speech acts that people use, since these have been previously associated...
with attitudes towards the conversation partner [2]. Speech act classification can also be automated [15].

Second, it would be interesting to look at when the user speaks. Elkins et al. [5] describe a model where the agent takes the user’s demographics and voice, and the duration of the response into account as a perception of trust. Furthermore, interpersonal attitudes, such as trust, can be reflected in the turn-taking system of the conversation [18].

Third, we know that how people say things can show how they feel [11]. Waber et al. [25] found that trust is reflected in the amount of emphasis (a combination of pitch, intensity and speech rate) on words the truster uses, although it could be this is only reflected during first encounters or after trust violations.

We will look at these cues simultaneously as we expect that they complement and relate to each other, which will give us a more complete and better understanding of how trust is expressed in speech.

4 SENSE-THINK-ACT

Measuring trust real-time and objectively would not only be beneficial to HRI researchers because of its objectiveness, but also to designers of HRI, that can incorporate this in a sense-think-act cycle, such as in Fig. 1. An interaction should aim for appropriate trust, since overtrust can lead to complacency and dangerous situations, while undertrust can lead to underuse and suboptimal use of the robot’s capabilities [7, 13]. This creates a spectrum of trust levels, where appropriate trust is found in the middle as the balance between overtrust and undertrust. When a user is trusting the robot too much, this could lead to dangerous situations, since the user would believe the robot to always act to the benefit of the user, while this could not be the case. Undertrust, on the other hand, could mean that the user would discard the robot, while it could have been trying to help the user. If the robot could sense the trust a person has in it, it could think about what the robot should do with this information (to try to lower or raise trust), and it could act to reach appropriate trust balance [13]. If under- and overtrust could be avoided by calibrating towards appropriate trust, this could lead to more responsible interactions: the user needs to remain critical towards the robot, without discarding it entirely. Hence, a real-time measure of trust could play a part in creating more responsible human-robot interaction.

5 ETHICAL IMPLICATIONS

Although using speech as a measure of trust has many advantages, as discussed above, its ethical implications should be addressed as well. In order to be able to extract trust from speech, the robot needs to record and analyze the voice of its users. Voice characteristics and speech can give insight in a user’s personal information, such as their identity, personality and emotions [12], and hence, is a privacy-sensitive source. Consequently, before a user interacts with the robot, consent needs to be given, where the interaction designers can promise that the voice is only used for the benefit of this interaction. Moreover, the recorded data needs to be stored only when absolutely necessary (e.g., to improve the model) and with the utmost care by securing it with encryption and limited access [16, 17].

If our trust measure is applied within the sense-think-act cycle, more possible dangers come to mind. If trust can be calibrated towards appropriate trust, it could also be used to actually move away from appropriate trust. This way, robots could intentionally create overtrust, with all its consequences. For example, a company selling dubious products installs a robot to interact with potential buyers, and the robot increases their trust in it, so that when the robot says “You’ll definitely need this product”, the customer will buy it without thinking much about the possible risks [24]. Therefore, we should monitor that trust calibration is used towards responsible interaction. Furthermore, matching certain behavior of the robot to a trust level could induce stereotypes [9]. For example, voice assistants use female voices because it is deemed more trustworthy, but this could be problematic due to a voice assistant always saying yes (giving the image of a submissive woman).

6 DISCUSSION

In this short paper, we proposed to use speech as a real-time measure of trust. Trust is valuable to measure in an interaction, because it acts as a prerequisite for a fruitful interaction [19] and can be used to calibrate trust levels in real-time. Moreover, using speech cues as a measure would be an objective behavioral measure, without constraining the interaction. However, detecting trust from speech cues brings its ethical challenges. It would need privacy policies and, if implemented in a sense-think-act cycle, could have societal consequences. We hope this paper opens a discussion on how we should balance these two sides of the same coin. Furthermore, the generalizability of speech as a measure of trust should be studied (e.g., does it also apply to human-human interaction?). We also want to acknowledge that trust might also be measurable by other modalities such as facial expressions, body posture, hand gestures, and eye gaze, however, speech is most often the main modality used and could potentially be of more wider use to different kinds of robots (also including voice assistants). Future research could investigate the role of other modalities and ways to measure trust objectively and real-time, possibly in combination with speech.
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