NOEMA maps the CO $J = 2 - 1$ environment of the red supergiant $\mu$ Cep
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ABSTRACT

Red supergiant stars are surrounded by a gaseous and dusty circumstellar environment created by their mass loss which spreads heavy elements into the interstellar medium. The structure and the dynamics of this envelope are crucial to understand the processes driving the red supergiant mass loss and the shaping of the pre-supernova ejecta. We have observed the emission from the CO $J = 2 - 1$ line from the red supergiant star $\mu$ Cep with the NOEMA interferometer. In the line the synthesized beam was 0.92 × 0.72 arcsec (590 × 462 au at 641 pc). The continuum map shows only the unresolved contribution of the free-free emission of the star chromosphere. The continuum-subtracted channel maps reveal a very inhomogeneous and clumpy circumstellar environment. In particular, we detected a bright CO clump, as bright as the central source in the line, 1.80 arcsec south-west from the star, in the blue channel maps. After a deprojection of the radial velocity assuming two different constant wind velocities, the observations were modelled using the 3D radiative transfer code LIME to derive the characteristics of the different structures. We determine that the gaseous clumps observed around $\mu$ Cep are responsible for a mass loss rate of $(4.9 \pm 1.0) \times 10^{-7} M_\odot \, \text{yr}^{-1}$, in addition to a spatially unresolved wind component with an estimated mass-loss rate of $2.0 \times 10^{-6} M_\odot \, \text{yr}^{-1}$. Therefore, the clumps have a significant role in $\mu$ Cep’s mass loss (≥ 25%). We cannot exclude that the unresolved central outflow may be made of smaller unresolved clumps.

Key words: circumstellar matter – stars: imaging – stars: individual: $\mu$ Cep – stars: mass-loss – supergiants – radio lines: stars

1 INTRODUCTION

Cool evolved stars are among the most important contributors to the chemical evolution of the Universe. They are characterised by a circumstellar environment (CSE) created by the stellar wind. Within this outflow, atoms are forming molecules that can condense into dust. During their evolved stage, low and intermediate mass star ($M \leq 8 M_\odot$) go through the asymptotic giant branch (AGB) stage. At that time, the star experiences a pulsation-enhanced dust-driven wind that is believed to generate this CSE (Hofner & Olofsson 2018). More massive stars, that evolve into red supergiant (RSG) stars, exhibit a similar gaseous and dusty CSE. However, there is currently no consistent scenario to explain their mass loss (e.g., O’Gorman et al. 2017 and references therein).

$\mu$ Cep (Eraikis, Herschel’s Garnet Star, HR 8316, HD 206936) is an M2-Ia star, surrounded by a CSE originating from its mass loss. It has no confirmed binary companion. Estimates of $\mu$ Cep’s distance vary between 390 ± 140 and 1818 ± 661 pc (van Leeuwen 2007; de Wit et al. 2008; Perin et al. 2005 and references therein). The literature gives $v_{\text{LSR}} = 23 \, \text{km s}^{-1}$ for $\mu$ Cep (LSR is the Local Standard-
of Rest frame). However, this value is derived from an erroneous association to a cluster (Trumpler 37 in IC1396, Mermilliod et al. 2008). Le Borgne & Mauron (1989) derived a value of 35 km s\(^{-1}\) from the mid to the far infrared. Adopting a distance of 870 pc, they modelled a dust distribution between 96 and 96,000 au around the star and derived a mass-loss rate of 4 \(\times 10^{-6}\) M\(_{\odot}\) yr\(^{-1}\), with evidence for a decline over the past 13,000 years. Much closer to the star, Tsurii (2000) and Perrin et al. (2005) characterized the inner molecular envelope (MOLeSphere) surrounding the star, identifying CO and H\(_2\)O at less than 0.5 stellar radius from the photosphere. \(\mu\) Cep has a very peculiar non-parabolic CO \(J = 2 - 1\) profile (Le Borgne & Mauron 1989). The CO molecule has a low dipole moment (Choluj & Bartkowiak 2016, and references therein), which makes it relatively insensitive to the surrounding radiation field. Infrared pumping of ground or vibrationally excited states of CO is expected to be minimal (da Silva Santos et al. 2019). Therefore, its main excitation mechanism is through collisions which implies that it is a good tracer of density (when optically thin) and temperature (when optically thick). Therefore, it is an excellent molecule to investigate circumstellar morphology. From the single-dish observations of several CO rotationally excited lines (\(J = 3 - 2\) and \(J = 4 - 3\)), De Beck et al. (2010) derived a mass loss rate of \(\sim 2 \times 10^{-12}\) M\(_{\odot}\) yr\(^{-1}\), however this value is based on a previously determined distance of 390 pc and an incorrect systemic velocity \(v_{\text{LSR}} = 23\) km s\(^{-1}\).

By obtaining mm-interferometry observations of \(\mu\) Cep, we intend to image its CSE to determine how the stellar age system temperature and precipitable water vapour were to 192 m, and from 42.3 to 452 m, respectively. The average 

duration would appear more diffuse and extended.

\(^{1}\) \url{http://www.iram.fr/IRAMFR/GILDAS}

## 3 DESCRIPTION OF THE DATA

### 3.1 Continuum

The self-calibrated continuum map of \(\mu\) Cep, centred at 231.276 GHz, is represented on Fig. 1. Only the central source is visible at a level higher than 3\(\sigma\). The continuum image shows no departure from spherical geometry. It presents a small offset of (0.03 arcsec, –0.02 arcsec) with respect to the phase centre, both in the original and the self-calibrated maps. The star remains unresolved in the continuum map and has a point flux density of 39.67 ± 7.93 mJy. (Altenhoff et al. 1994 measured a flux density of 59.0 ± 6 mJy in their 250 GHz continuum survey with the IRAM 30m telescope).

Using an updated model of Harper et al. (2001), we can derive the main source of the continuum emission if we assume that \(\mu\) Cep has the same atmospheric structure as Betelgeuse, the prototypical M2I RSG. By scaling the angular diameter from 44.06 ± 0.59 mas for Betelgeuse (Montargès et al. 2016) to 14.11 ± 0.60 mas for \(\mu\) Cep (Perrin et al. 2005), we derive a flux density at 231.3 GHz of 36 ± 4 mJy and \(r(\tau = 1/3) \sim 1.3 R_\star\). Therefore, from this modelling we can conclude that most of the continuum emission comes from the relatively compact free-free emission in the heated extended stellar atmosphere (chromosphere). Any dust contribution would appear more diffuse and extended.

### 3.2 Line profile

The integrated line profile is represented on Fig. 2, and is very asymmetric. Moreover, the line profile of the central beam area (red curve) is not strictly double peaked. However, we can identify a red horn centred at the stellar systemic velocity. Its peak value is 147 mJy. In addition to the main red horn, the central aperture line profile presents a secondary horn at roughly 45 km s\(^{-1}\) at 100 mJy.
Figure 1. Self calibrated continuum map of μ Cep centred at 231.276 GHz. The synthesized beam is represented by the white ellipse at the bottom right corner of the image. The cyan cross marks the position of the star at the (0, 0) relative coordinates. The contour levels are 3, 5, 10, 20 and 50 times the noise rms (1σ = 0.71 mJy beam$^{-1}$ in the continuum).

Figure 2. Integrated line profile over the central 12 × 12 arcsec region of the continuum subtracted CO J = 2 − 1 (230.538 GHz) maps of μ Cep in black. The red curve correspond to 10 times the flux density integrated over a beam size aperture at the phase centre. The vertical dashed blue line corresponds to the star velocity derived in App. B. The light grey area corresponds to the slow wind and the dark grey area to the fast wind (see Sect. 3.4).

is also a blue horn centred at −2.5 km s$^{-1}$ and peaking at 147 mJy.

3.3 Channel maps

Figure 3 represents the channel maps in the CO J = 2 − 1 line of μ Cep after continuum subtraction. First, we notice a central bright spot in all the non-empty channels. Its intensity is highly dependent on the velocity channel. It is also the case for its position relative to the phase centre: in the red channels ($v_{\text{LSR}} > 32.7$ km s$^{-1}$) it coincides with the phase centre, while in the blue channels ($v_{\text{LSR}} < 32.7$ km s$^{-1}$) it is shifted to the South-West between 20.0 and 2.9 km s$^{-1}$ and to the East between −3.6 and −10.1 km s$^{-1}$. Though a bright central spot is expected for a smooth spherical outflow component at the higher velocities, its persistence over the whole velocity range and its changing location are difficult to explain with this simplified spherical symmetry only.

The channel maps reveal several small- and larger-scale clumpy features (Fig. 3). We labelled each of them and give their positions in Table 1, although they could be made of smaller structures unresolved by NOEMA. The clumps are not visible in all the spectral channels and are present at various position angles (PA) and distances from the phase centre. The most prominent features are visible in the blue channels from −8.4 to 7.8 km s$^{-1}$. The first one (C1), is located on average at 1.80 arcsec from the star (1.15 kau at 641 pc, on the plane of the sky). The second one (C2) coincides with the star at the centre of its channels but is shifted toward the West in the red, and toward the East in the blue.

3.4 Deprojection

In order to model the different structures in the CO envelope of μ Cep, we deprojected the velocity cube produced from the NOEMA data. By assuming that the stellar wind has a constant velocity or is accelerating, it is possible to convert the (R.A., Dec., $v_{\text{LSR}}$) coordinates into the (x, y, z) spatial coordinates relative to the star position. This is crucial to determine the structure sizes in space and ultimately their mass using radiative transfer modelling in Sect. 4.

To perform the deprojection and obtain the actual sizes of the features, we first need to know the distance at which

Table 1. Identification and qualitative positions of the clumps in the channel maps of μ Cep (Fig. 3). $v_{\text{min-max}}$ corresponds to the velocity at which the relative right ascension and declination were measured. $v_{\text{LSR}}$ is the velocity interval in which the feature is visible. The first part contains the most prominent features that are modelled in Sect. 4. Features not incorporated in the modelling are listed in the second part of the table.

| Id. | $\Delta \alpha$ (arcsec) | $\Delta \delta$ (arcsec) | $v_{\text{LSR}}$ (km s$^{-1}$) | $v_{\text{min-max}}$ (km s$^{-1}$) |
|-----|-------------------------|-------------------------|-------------------------------|---------------------------------|
| A1  | −1.42                   | 3.92                    | 52.5                          | 51.7 → 55.8                     |
| A2  | −2.37                   | 2.97                    | 52.5                          | 46.0 → 54.1                     |
| A3  | −1.66                   | 4.15                    | 46.8                          | 44.4 → 50.9                     |
| B1  | 3.95                    | −0.80                   | 9.4                           | 6.2 → 11.9                      |
| B2  | 2.02                    | −2.02                   | 9.4                           | 6.2 → 16.8                      |
| C1  | −0.71                   | −1.66                   | −4.4                          | −8.4 → 7.0                      |
| D1  | −0.47                   | 2.02                    | 41.1                          | 21.6 → 45.2                     |
| F4  | −0.36                   | −0.95                   | 17.6                          | 11.1 → 21.6                     |
| C2  | 0.00                    | −0.12                   | −1.9                          | −8.4 → 7.8                      |
| D2  | −1.42                   | 0.47                    | 31.4                          | 24.1 → 33.8                     |
| D3  | −0.36                   | 1.31                    | 27.3                          | 25.7 → 27.3                     |
| D4  | −0.71                   | 0.59                    | 14.3                          | 13.5 → 17.6                     |
| E1  | 1.31                    | −0.47                   | 43.6                          | 42.8 → 44.4                     |
| E2  | 1.66                    | −1.07                   | 32.2                          | 31.4 → 32.3                     |
| E3  | 1.54                    | −1.66                   | 26.5                          | 19.2 → 21.6                     |
| E4  | 2.61                    | −0.95                   | 21.6                          | 20.0 → 23.3                     |
| F1  | −1.31                   | −0.47                   | 37.9                          | 34.6 → 38.7                     |
| F2  | −2.37                   | −0.95                   | 24.9                          | 23.3 → 33.8                     |
| F3  | −0.59                   | −1.66                   | 28.1                          | 26.5 → 29.8                     |

$\alpha_{\text{LSR}}$ and $\delta_{\text{LSR}}$ are the (R.A., Dec., $v_{\text{LSR}}$) coordinates relative to the star position. This is crucial to determine the structure sizes in space and ultimately their mass using radiative transfer modelling in Sect. 4.
Figure 3. Continuum subtracted channel maps of $\mu$ Cep from the NOEMA observations, centred at 230.538 GHz. The representation is limited to non-empty channels (57.4 to $-10.1$ km s$^{-1}$). The LSRK (LSR kinematic frame) radial velocity in km s$^{-1}$ is expressed at the top right corner of each map. The LSRK velocity of the star is $32.7 \pm 0.1$ km s$^{-1}$ (App. B). The synthesized beam is represented by the white ellipse at the bottom right corner of the first image of the last row. On each map, the pale blue cross marks the position of the star at the (0, 0) relative coordinates. The contour levels are 3, 5, 10, 20 and 50 times the noise rms of the respective channel ($1\sigma = 2.03 - 4.70$ mJy beam$^{-1}$). The clumps are identified by the pale green labels (see details in Table 1).
Table 2. New estimation of the stellar parameters of μ Cep. The initial mass estimation comes from the comparison with evolutionary tracks from Ekström et al. (2012) and plotted on Fig. A1.

| Stellar parameters | Values |
|--------------------|--------|
| d                  | 641$^{+148}_{-144}$ pc |
| R_α                | 972 ± 228 R_⊙ |
| F_UVBNIRHKL        | (1.06 ± 0.14) × 10^{-8} W m^{-2} |
| T_eff              | 3551 ± 136 K |
| logL/L⊙           | 5.12$^{+0.17}_{-0.28}$ |
| M_inic             | 15 − 20 M⊙ |

$\mu$ Cep is located. We saw in Sect. 1 that this parameter spans a large range in the literature. With a parallax estimate of 0.4778 ± 0.4677 mas, the Gaia DR2 measurement (Gaia Collaboration et al. 2016, 2018) cannot improve the distance estimate due to the large uncertainty. We will rely on the method used by Perrin et al. (2005). Their value of 390 ± 140 pc is based on physical considerations on the relative sizes of the MOLsphere between the two M2I red supergiant stars μ Cep and Betelgeuse (α Ori). However, at that time, the distance of Betelgeuse was underestimated. Harper et al. (2017a) derived a distance of 222$^{+34}_{-34}$ pc for α Ori. This enables us to scale the distance of μ Cep to 641$^{+148}_{-144}$ pc.

Following the method of Montargès et al. (2018), we used the photometry from Ducati (2002), the intrinsic extinction of a M2Ib star from Elias et al. (1985), the interstellar extinction from Savage & Mathis (1979), estimated to be A_V = 2.08 in the visible towards μ Cep, and the angular diameter derived from infrared interferometry from Perrin et al. (2005) to derive the stellar parameters (Table 2). The initial mass of the star was estimated from the stellar models of Ekström et al. (2012), and μ Cep is matching a model including rotation (Fig. A1 in appendix).

Knowing the distance d to μ Cep, the spatial coordinates (x, y) of an element can be determined from the right ascension and declination offsets (Δα, Δδ):

\[
\begin{align*}
x &= d \times \Delta \alpha \\
y &= d \times \Delta \delta
\end{align*}
\]  

(1)

To obtain the depth z of a (x, y, v_LSR) element, we use

\[
z = \sqrt{x^2 + y^2 - \frac{v' - v_\infty}{\sqrt{v_\infty^2 - v'^2}}}
\]  

(2)

with $v_\infty$ the terminal velocity, $v' = v - v_\infty$ where $v_\infty$ is the systemic velocity of the star, and $v$ is the radial velocity of the considered channel. De Beck et al. (2010) derived a terminal wind velocity of 35 km s^{−1} by fitting the CO J = 3 − 2 and J = 4 − 3 line profiles. However, their estimation of the stellar wind velocity has been based on the assumption of a symmetric profile. With a LSR velocity of 32.7 km s^{−1} (App. B), the CO J = 2 − 1 profile of μ Cep is clearly asymmetric (Fig 2). We define two terminal wind velocities: $v_\infty^{\text{slow}} = 25.0$ km s^{−1} determined by the red wing width, $v_\infty^{\text{fast}} = 43$ km s^{−1} determined by the blue wing width. We assume that the material within the velocity interval $v_\infty \leq v_\infty^{\text{slow}}$ belongs to a slow wind, and the rest is considered to be part of a faster wind directed toward the observer.

With these considerations, we can determine the full (x, y, z) coordinates of a light element in our cube. To obtain a proper representation, we transfer these z values into a regular grid. The emission intensity from a cell of the original (Δx, Δy, v_LSR) cube is then put into the closest corresponding cell of the new (Δx, Δy, Δz) array. The result of this deprojection is shown in Fig. 5.

4 ANALYSIS OF THE MASS LOSS

4.1 Numerical methods

To model the observed CO emission in the CSE of μ Cep we made use of the radiative transfer (RT) code LIME, which solves the equation of radiation transport in three dimensions under non-local thermodynamical equilibrium (NLTE) conditions. A comprehensive description of the schemes and techniques used in the code can be found in Brinch & Hogerheijde (2010). The model is sampled by 5 × 10^6 grid points; half of which are distributed logarithmically (with a gradual grid refinement towards the centre), and half are distributed randomly. Of the latter, the position of the grid points is weighted by relative density, further increasing the mesh refinement in the high-density regions of the model. An additional 5 × 10^4 grid points define the edge of the numerical domain. In these points the RT is concluded by assuming the addition of the microwave background intensity. These 5.5 × 10^4 grid points are Delaunay-triangulated, and subsequently Voronoi-tesselated in order to create the cells around each grid point, inside which the physical conditions are assumed to be constant (determined by the defining grid point). The physical set-up is described in terms of density,
temperature, molecular abundance, macro- and micro-scale velocity fields.

The mean intensity field is determined by solving the RT equations along the Delaunay lines connecting the neighbouring grid points, extending to the edge of the numerical domain. This mean intensity field serves to update the level populations in each grid point. When these have converged, a ray tracing algorithm produces frequency dependent intensity maps, as viewed from a user-defined vantage point. We note that the user-defined physical set-up (density, temperature, abundances, etc) is not adapted as the level populations converge.

LIME only allows for one dust species to be included in the calculation, for which only thermal emission is calculated. Hence, the code is only suitable for rudimentary first order dust modelling. Furthermore, because the CO molecule has such a low electric dipole moment, the contributions of the surrounding diffuse radiation field (from e.g. the dust) to the level excitation are not very important. This has been checked by assuming a distribution of amorphous silicate dust that follows the gas density (assuming a gas-to-dust mass-ratio of 200), which has been found to have no effect on the final emission distribution. This finding reduces the available free parameters and thus simplifies the modelling substantially. We have therefore opted to omit any dust contributions from the RT model. The spectroscopic CO data of the LAMDA database (Schöier et al. 2005) were used (with 82 levels in $v = 0$, and no levels in $v > 0$); the collisional rates were taken from Yang et al. (2010).

After having retrieved the intrinsic emission distribution from LIME, we have post-processed it with CASA (Mcmullin et al. 2007) in order to simulate a synthetic NOEMA observation. The actual general observation conditions and instrumental set-up have been adopted as input parameters for the simulations, and are given in Table 3. In these simulations we have used the same antenna locations and diameters as for the observation to ensure consistent ($u, v$) plane coverage.

| Simulation Parameters                      |
|-------------------------------------------|
| Pixel size of input model                 | 0.077 arcsec |
| Field size of input model                 | 15.5 arcsec  |
| Peak flux                                 | Taken from LIME |
| Thermal noise                             | Standard     |
| Write-out time for single visibility point| 45 sec       |
| Integration time                          | 201 min on-source |

4.2 Modelling strategy

To reproduce the emission features presented in the channel maps (Fig. 3) we require a description of the four primary attributes of the stellar wind in each point of the CSE: the velocity, the molecular abundance, the temperature, and the density. However, because $\mu$ Cep has not been studied in great detail in the past, tight constraints on the above-mentioned wind properties are non-existent in the literature. Yet, combining the literature with the analysis of the current data we successfully constructed a CSE model, which is described below.

4.2.1 Velocity

Following the reasoning outlined in Sect. 3.4, we assume the velocity of the wind to be defined as constant, with a velocity of 25 km s$^{-1}$, throughout the entire CSE, except for the region in which the clump C1 is located. In this region we have assumed that the velocity is 43 km s$^{-1}$. We elaborate on the potential consequences and limits of these assumptions in Sect. 5.2.1.

4.2.2 Molecular abundance

Not much is known about the typical molecular abundances in the CSEs of red supergiant stars. The CSE of $\mu$ Cep was studied by De Beck et al. (2010), as part of a larger sample for which, through the exploration of a parameter grid with one-dimensional radiative transfer models, a number of critical CSE properties were derived. They constrained the fractional CO abundance with respect to H to be between 1 and $5 \times 10^{-4}$, being the limits of their parameter
grid. For this exercise we adopt the CO/H₂ abundance to be $1.5 \times 10^{-4}$.

Betelgeuse has the same spectral type as μ Cep, thus we reasonably assume that its circumstellar chemistry is similar to that of μ Cep. Hence, if we consider all carbon to be locked up into CO, we find our assumed value to be in agreement with the atomic carbon estimates in the photosphere of Betelgeuse ($2.5 \times 10^{-4}$, Lambert et al. 1984; Glassgold & Huggins 1986).

However, because red supergiant stars tend to have chromospheres with temperatures high enough to destroy molecules, there is a possibility that the currently assumed CO abundance is severely overestimated. We address this issue and its implications to the models in Sect. 5.2.3.

4.2.3 Temperature:

We have not been successful in finding a detailed description of the temperature profile throughout the wind of μ Cep. Hence, because of the lacking understanding of the nature of supergiant winds, we have approximated the temperature profile in the stellar wind as being dominated by adiabatic cooling and assuming a simplified spherically symmetric model. An adiabatic process is characterised by the invariance of the quantity $TV^{-1}$, where $T$ is the temperature of the gas, $V$ is its volume, and $γ$ is the adiabatic index of the gas, which takes the value of 5/3 for a monoatomic gas. Thus, for a freely expanding spherical shell of gas we recover that the gas temperature $T(r)$ is described as

$$T(r) = T_\ast \left(\frac{r}{R_\ast}\right)^{-1.33},$$

where $r = \sqrt{x^2 + y^2 + z^2}$ is the radial coordinate, $T_\ast$ is the stellar surface temperature, and $R_\ast$ is its diameter.

One might argue that it would be more reasonable to adopt the temperature value of a well studied red supergiant like Betelgeuse, which has been calculated by Rodgers & Glassgold (1991) taking into account a range of different heating and cooling components. However, Harper et al. (2017b) showed that this model has some biases. In particular, it overestimates the temperature at its inner boundary (3 R_\ast). Moreover, from SOFIA-EXES observations, Harper et al. (2018) demonstrated that the chromospheric activity of μ Cep was weaker than Betelgeuse’s. Both remarks drag the temperature profile of Rodgers & Glassgold (1991) towards an overestimation of μ Cep’s. Finally, the differences between this complex profile and the simple adiabatic one are stronger close to the star, in the central beam area of our NOEMA maps. This region was modelled as a smooth outflow (Sect. 4.2.4), this is the simplest hypothesis, however it is most likely a conglomerate of unresolved clumps (Sect 4.3 and 5.1). For these reasons, in order to avoid overconstraining our model, which could create more non-verifiable biases, we decided to use the simplest adiabatic temperature profile.

4.2.4 Density

To model the density distribution in the channel maps, the wind density is partitioned into two specific contributions. The first contribution comes from a sequence of three-dimensional Gaussian clumps with a density $ρ_i$ which is given by

$$ρ_i = ρ_{i, \text{max}} \exp \left[ -\frac{(x - x_i)^2}{2s_{x,i}^2} - \frac{(y - y_i)^2}{2s_{y,i}^2} - \frac{(z - z_i)^2}{2s_{z,i}^2} \right], \quad (4)$$

where $x, y, z$ are the Cartesian coordinates (with the origin at the stellar location) with $x$ pointing along the positive RA, $y$ along the positive DEC, and $z$ along the line of sight (positive when moving away from the observer); $x_i, y_i, z_i$ is the location of the centre of clump $i$ where it has a density $ρ_{i, \text{max}}$; and $s_{x,i}, s_{y,i}, s_{z,i}$ is its one sigma Gaussian width in each dimension.

We attempt to reproduce the most prominent clump emission by measuring their position as observed in the CSE of μ Cep, summarized in Table 1. The first guess for the position is measured in the deprojected emission cube (Fig 5), and further adjusted in velocity-space to match the observations. In most cases, the sizes are found to be below the angular resolution provided by the present NOEMA observations. Therefore, they are first set to the beam size and left as a free parameter to match the observations.

The secondary component of the emission emerges from what we observe to be an unresolved central emission. We model this as a smooth outflow, for which the density $ρ_{ao}$ is given by

$$ρ_{ao} = \frac{M_{ao}}{4πr^2v_w(r)} \quad (5)$$

where $r = \sqrt{x^2 + y^2 + z^2}$ is the radial coordinate, $M_{ao}$ is the mass loss rate through the smooth outflow, $v_w(r)$ is the velocity of the slow wind taken as 25 km s⁻¹ (see Sect. 3.4 and further discussion in Sect. 4.3).

4.3 Radiative transfer results

Under the above-mentioned assumptions we reproduce the emission of the most prominent clumps in terms of both maximum intensity and integrated flux density. The best matching clump sizes, densities and masses are summarised in Table 4. We show their synthetic emission distribution in Fig. 6. As stated in Sect. 4.2.4, most of the clumps are unresolved but their size within the model was left as a free parameter with the beam size as initial guess. The final values in Table 4 correspond to best matching sizes and we can only appreciate that they are unresolved in the $(x,y)$ directions.

As there is no reason to exclude that the central unresolved area of the channel maps (Fig 3) is hosting other clumps, it is not easy to accurately model it as a smooth outflow component. However, if we make the assumption that the high-velocity emission around the position of the stellar source (Fig 2, red curve) originates from a smooth outflow material not contaminated by clumps, then it is possible to obtain an estimate of its mass-loss rate. From the channel maps (Fig 3), it appears that the central source is more asymmetric in the blue channels compared to the red ones. We can expect that the blue channels carry the greatest part of the clump contamination. Therefore, we attempt to reproduce only the high-velocity red-shifted secondary horn (centred at $v_{LSR} \sim 45$ km s⁻¹, Fig 2, red curve) of the expected double-peaked component of the spectrum with a
CO $J = 2 - 1$ NOEMA observations of $\mu$ Cep

smooth outflow. By doing this, we obtain an estimate for the mass-loss rate through the unresolved central component of $2 \times 10^{-6} \, M_\odot \, \text{yr}^{-1}$. From a comparison with the spectrum shown in Le Borgne & Mauron (1989), we estimate that no large scale structure was filtered out by the interferometer. Based on the reproduction of the red horn of the central spectrum, we estimate the uncertainty on the derived smooth outflow mass-loss rate to be dominated by the flux calibration uncertainty ($\leq 20\%$).

5 DISCUSSION

5.1 Density distribution throughout the outflow

In Sect. 4.3 we model most of the red-shifted emission in the central aperture spectrum by assuming a homogeneous smooth outflow (HO) with mass-loss rate of $2 \times 10^{-6} \, M_\odot \, \text{yr}^{-1}$. However, looking at the more blue-shifted channels in our model (red curve of Fig. 7), the second horn of the double-peaked profile prominently peaks at $\sim 10 \, \text{km s}^{-1}$, whereas the data shows no strong emission around this velocity (red curve of Fig 2). This discrepancy can be explained by two scenarios.

Figure 6. Synthetic emission of the clumps in light blue compared to the NOEMA observations in black. See Table 4 for their detailed modelling.

Figure 7. Integrated model line profile over the central $12 \times 12$ arcsec region of the continuum subtracted CO $J = 2 - 1$ (230.538 GHz) maps of $\mu$ Cep in black. The red curve correspond to 10 times the model flux density integrated over a beam size aperture at the phase centre. The vertical dashed blue line corresponds to the star velocity derived in App. B.
Either this is a consequence of the fact that the phenomenon producing the clumps is affecting the blue-shifted mass loss, causing less gas to being ejected towards the observer.

Or, this could be an indication that there is simply no homogeneous component to the outflow, and that all emission originates from a conglomerate of differently sized clumps of gas. In fact, if each clumpy feature were modelled separately, and provided we had a proper description of the velocity field around the star, we would be able to successfully reproduce the full CSE emission distribution by simply assuming a carefully placed distribution of clumps. But since the inner clumps remain unresolved in the data, they cannot be properly modelled.

The nature of the central unresolved emission could only be determined with a better angular resolution, for example with the future capabilities of NOEMA in its most extended configuration.

5.2 Mass loss

5.2.1 Velocity field of the gas

We are unable to properly model the emission distribution in clump C2 under the assumptions listed in Sect. 4.2. In particular, the assumption of a Gaussian density distribution along the line of sight completely fails to reproduce the spatial emission distribution of clump C2. This may either indicate that shape of clump C2 is of such nature that it cannot be approximated by a 3D Gaussian, or that clump C2 resides in the region where our assumptions on the local velocity field breaks down. Seeing as the assumption of a Gaussian density distribution does not seem unreasonable to first order (see Fig. C1 in the appendix) for all other clumps, the latter scenario may indeed be the more likely one.

5.2.2 Mass-loss rate estimate

We calculate the absolute lower limit on the mass-loss rate through the clumps by assuming that the small, unresolved, clumps do not contribute significantly to the total mass loss. The clumps modelled in Table 4 represent a total mass of $4.55 \times 10^{-5} M_\odot$. Over a distance of $4.92 \times 10^3$ AU, and considering the velocity of $v_{\text{lim}} = 25$ km s$^{-1}$ of the farthest clumps (A1 and A2), we arrive at lower mass-loss rate estimate through the clumps of $4.9 \times 10^{-7} M_\odot$ yr$^{-1}$. From the flux calibration of the observations, we apply a 20% uncertainty of $1.0 \times 10^{-7} M_\odot$ yr$^{-1}$, yielding a lower limit for the total mass-loss rate including the smooth outflow of $(2.5 \pm 0.5) \times 10^{-6} M_\odot$ yr$^{-1}$.

Concerning the clumps that were not modelled, the only assumption we could make is estimating their mass to be the mean mass of the modelled clumps $(5.69 \pm 5.38) \times 10^{-5} M_\odot)$. Doing so, we estimate the mass-loss through the clumps to be $(11.6 \pm 11.0) \times 10^{-7} M_\odot$ yr$^{-1}$. This value has a poor meaning due to its large uncertainty and the extrapolation performed on the smaller clumps.

De Beck et al. (2010) estimate a mass-loss rate of $2 \times 10^{-6} M_\odot$ yr$^{-1}$. This is based on the previous distance estimation, and on spatially unresolved (3-2) and (4-3) CO line profiles that have been modelled assuming a smooth spherical outflow. In the context of embedded spiral morphologies Homan et al. (2015) have shown that the misinterpretation of a three-dimensional density distribution as an effectively one-dimensional outflow can yield errors on the derived mass-loss rates of up to a factor 10. This argument can be generalized to other morphologies. Although within the uncertainties of both the model presented here and the limitations of the modelling by De Beck et al. (2010), the results are effectively compatible, we will not compare them any further due to the very different underlying assumptions.

5.2.3 CO abundance and mass loss rate

Our assumed fractional CO abundance value may be severely overestimated due to the presence of the chromosphere around $\mu$ Cep. Huggins et al. (1994) argue that in such cases most of the carbon in the CSE is found in atomic form, resulting in typical CO abundances that are a factor of 10 lower. This will strongly impact the derived clump mass values, and hence also the newly deduced mass-loss rate. However, all modelled clumps except for C1 have been found to be optically thin, which implies that their masses will scale inversely with the factor rescaling the assumed CO/H$_2$ fraction. Hence, assuming a factor ten decrease in molecular abundance will result in an increase of the deduced clump mass by a factor ten. We cannot extend this argument to the mass contained by C1. However, if we assume that a similar process has indeed created all clumps (including C1), and that this process tends to eject parcels of matter of similar mass, then we could assume that the mass in clump C1 would also scale inversely with the assumed CO/H$_2$ ratio. Consequently, for a CO abundance lower by a factor 10, the mass-loss rate via the clumps would be as high as $(4.9 \pm 1.0) \times 10^{-6} M_\odot$ yr$^{-1}$, a value comparable to the total mass-loss rate derived by Shenoy et al. (2016).

Table 4. Results of the radiative transfer modelling with Lime for the different clumps. See Table 1 and Fig. 3 for a correspondence of the clump ids. Positions and sizes of the clumps are defined in Eq. 4.

| Id. | $x_i$ (10$^3$AU) | $y_i$ (10$^3$AU) | $z_i$ (10$^3$AU) | $\sigma_{x,i}$ (10$^3$AU) | $\sigma_{y,i}$ (10$^3$AU) | $\sigma_{z,i}$ (10$^3$AU) | $\rho_{\text{max}}$ (kg m$^{-3}$) | Mass (10$^{-8}$M$_\odot$) |
|-----|----------------|-----------------|-----------------|--------------------------|--------------------------|--------------------------|-----------------------------|-----------------------------|
| A1  | -0.95          | 2.20            | 4.30            | 0.22                     | 0.17                     | 0.27                     | 4.5 $\times 10^{-7}$        | 2.0                         |
| A2  | -1.50          | 1.90            | 4.00            | 0.22                     | 0.19                     | 0.48                     | 3.5 $\times 10^{-7}$        | 2.8                         |
| A3  | -0.75          | 2.10            | 1.50            | 0.17                     | 0.13                     | 0.30                     | 4.0 $\times 10^{-7}$        | 1.2                         |
| B1  | 1.90           | -0.40           | -4.50           | 0.29                     | 0.26                     | 2.40                     | 1.0 $\times 10^{-7}$        | 8.1                         |
| B2  | 1.30           | -1.05           | -3.60           | 0.22                     | 0.19                     | 2.40                     | 1.0 $\times 10^{-7}$        | 4.3                         |
| C1  | -0.55          | -1.05           | -1.40           | 0.34                     | 0.31                     | 0.15                     | 2.5 $\times 10^{-7}$        | 17.2                        |
| D1  | -0.25          | 1.27            | 0.35            | 0.34                     | 0.28                     | 0.48                     | 4.0 $\times 10^{-7}$        | 8.1                         |
| F4  | -0.35          | -0.60           | -0.50           | 0.15                     | 0.21                     | 0.09                     | 1.5 $\times 10^{-7}$        | 1.8                         |
5.2.4 Mass-loss mechanism(s)

In Sect. 5.2.2 we calculated that the lower estimate of the mass-loss rate through the clumps is \((4.9 \pm 1.0) \times 10^{-7} \, M_\odot \, yr^{-1}\). The clump masses range between 1.2 and \(17.3 \times 10^{-5} \, M_\odot\).

Dynamical models of evolved star atmospheres show that the large and smaller-scale convective cells that circulate in the stellar mantle continuously break the stellar surface, rendering it highly dynamical on a range of different time scales (Chiavassa et al. 2011). If the thermal, dynamical, and potentially magnetic, processes that generate these large-scale motions conspire to occasionally produce a surface burst of enhanced potency, then it is possible that it results in the highly directed ejection of stellar mate-

\[
\text{CO } J = 2 \rightarrow 1 \text{ NOEMA observations of } \mu \text{ Cep}
\]

6 CONCLUSION

Through NOEMA CO \(J = 2 \rightarrow 1\) observations, we obtained a detailed overview of the gaseous envelope of the RSG star \(\mu\) Cep. Its circumstellar environment contains several clumps. The channel maps were deprojected assuming two constant wind velocities in two different regions of the line of sight. The deprojected cube is a full 3D representation of the CO environment of \(\mu\) Cep. We modelled this outflow using the radiative transfer code DIME. This allows to estimate the mass-loss rate of the star to be \((2.5 \pm 0.5) \times 10^{-6} \, M_\odot \, yr^{-1}\), of which \((4.9 \pm 1.0) \times 10^{-7} \, M_\odot \, yr^{-1}\) are due to the clumps. Moreover, assuming a plausible CO abundance lower by a factor 10 (that could be caused by the chromosphere), the mass loss rate through the clumps could be ten times more important. Therefore, the clump contribution to the mass loss is quite significant (\(\geq 25\%\)). This modelling questions the nature of any smooth outflow component as most of the clumpy environment can be reproduced with simple Gaussian symmetric structures, except for the central features where we are limited by the degeneracy inherent to the deprojection method and the resolving power of the interferometer.

The very inhomogeneous distribution of the clumps and their localized nature is a strong argument in favour of episodic mass loss events around \(\mu\) Cep. We note that this star behaves in various spectral domains like the prototypical M2I RSG Betelgeuse. The current best scenario to explain these observations would be a convection triggered mass loss but several observations (Arroyo-Torres et al. 2015; O’Gorman et al. 2015) cannot be reproduced by current convective models. However, only a small sample of red supergiant convective models is currently available: more simulations based on various recipes would be required for a proper conclusion on the role of convection.
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APPENDIX A: EVOLUTIONARY TRACKS FOR $\mu$ CEP

Figure A1 shows the evolutionary tracks from Ekström et al. (2012) in a Hertzprung-Russel diagram, with the derived position of $\mu$ Cep from the new distance estimate of Sect. 3.4, Table 2.

APPENDIX B: VELOCITY OF $\mu$ CEP

We obtained a high SNR HERMES spectrum of $\mu$ Cep taken on the 6th of October, 2018 (Raskin et al. 2011). The
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The continuous lines correspond to non-rotating models, and the dashed lines to models including rotation. The red cross corresponds to the newly derived stellar parameters of $\mu$ Cep derived in Sect. 3.4 (Table 2).

HERMES spectrograph is mounted on the 1.2 m Mercator Telescope at the Roque de los Muchachos Observatory, La Palma. HERMES spectra have a wavelength coverage of 380-900 nm with a spectral resolution of $R = 85000$. The radial velocity of $\mu$ Cep was obtained by cross-correlating the reduced HERMES spectra with a predefined software mask adapted for a given object type. We made use of a F0 mask that contains around 1200 lines obtained in spectral orders between 54 and 74 (477 - 655 nm). By fitting a Gaussian fit to the cross-correlation function and computing the mean of the fit, we obtained a radial velocity of 32.7 km s$^{-1}$ for $\mu$ Cep in the LSRK frame. An error of $\pm 0.1$ km s$^{-1}$ which is one standard deviation of the Gaussian fit can be associated to this radial velocity.

APPENDIX C: RESULTS OF THE CLUMPY RADIATIVE TRANSFER MODEL

The details and the analysis of the radiative transfer modelling are given in Sect. 4. Fig. C1 represents the corresponding channel maps. They were generated by simulating the observation of the model by the NOEMA interferometer using the same ($u, v$) sampling as the actual observations.

This paper has been typeset from a TeX/LaTeX file prepared by the author.
Figure C1. Cleaned channel maps of the clumpy CO environment of µ Cep resulting from the radiative transfer modelling (Sect. 4). The plotting parameters are similar to Fig. 3.
$CO \ J = 2 - 1$ NOEMA observations of $\mu$ Cep

Figure C1 – continued