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Abstract. Due to its significant economical impact, voltage dip analysis is an important domain today. Monitoring these phenomena (also called sags) require powerful techniques. Digital Signal Processing (DSP) algorithms are currently employed to fulfill this task. One of the possible algorithms is the $\alpha$–$\beta$–$\gamma$ filter. Discovered and tested during the cold war, this algorithm can estimate a parameter of interest one-step-ahead based on the previously observed values. In previous work, this filter revealed very good performance in the absence of noise. However, noise is present in every technical environment. This paper examines the dip detection performance using the above mentioned tracking filter in a noisy environment.

Introduction

The electricity demands increase as the society evolves. On one hand, the population has increased. On the other hand their needs have grown. As such, the industrial development which is expected to support people needs has demanded large power networks.

Power-plants, transformers, and high-voltage lines are elements that form the power systems today. A major concern today for many industrial customers is the so-called Power Quality (PQ). Several categories of events can occur in these power networks during every-day operation. Clearly, the toughest possible event is the short circuit (this may result in total power disruption).

Another event is the so-called voltage reductions. They may be caused by short circuits (they care quite severe in these cases) or by varying loads [1]. These phenomena are known as “voltage dips” (or “voltage sags”) in the PQ domain. Simply said, they are Root-Mean-Square (RMS) voltage variations (considering three-phase systems) which affect the industrial consumers. According to Gallo [2], these events end due to the automatic switching, load stabilization and/or power system actions. However, they are considered important issues [3].

Standards define voltage dips as one of the most important aspects of power quality [4]. Common ways to characterizing these phenomena have to be established. They are considered of rectangular shape, characterized by magnitude and duration [4]. Commonly, the dip’s magnitude is defined to be the voltage reduction under the 90% threshold [4]. If the voltage falls below 10%, the perturbation is considered to be an interruption. A typical voltage dip form can be seen in Fig. 1. The duration of the event is the time measured from the moment when RMS voltage drops below the 90% threshold to the moment it rises above it. Possible values range from few power cycles (tens of milliseconds) to one minute. Balanced dips are many times assumed in three-phase power systems. In reality, most voltage dips occur due to unbalanced faults, which introduce different values of voltage for each phase and phase angle shift [1].

The IEC Standard [5] describes a procedure for dip detection. According to this procedure, the RMS voltage is compared against a threshold (usually a percentage) which is typically 90% of the nominal RMS. One cycle of acquired data is used to compute the RMS voltage. The IEC standard defines the RMS voltage to be the root mean square value of the sinusoidal wave measured over one cycle and commencing at zero-crossing. Unfortunately, the zero-crossing moments are not reliable during a voltage dip.
Two problems have to be addressed for dip characterization: 1) to establish which voltages will be measured – phase to phase or phase to neutral and 2) to establish the DSP technologies to be employed. Didden [6] and Leborgne et al [7] have studied these connections for voltage measurement. Despite the fact that the two articles have different purpose, they underline pros and cons for both voltage measurement connections. However, since most of the recorders are connected between phase and neutral, it is recommended to use this connection type.

In literature, there are many DSP technologies employed for voltage dip detection. Many of them use different forms of wavelet transforms or Kalman filters [3], [8]. Literature analysis reveals that wavelet transform is preferred when the dips are targeted together with other PQ problems. Styvaktalcis et al [9] performed a comparative study in using four methods for RMS computation: the RMS value calculated over one-cycle overlapping windows, the RMS value calculated over half-cycle overlapping windows, Kalman filter of order 20 and Kalman filter order 1 cascaded with a low-pass filter. They conclude that the speed of detection depends for each method on the voltage dip magnitude, the point where the dip starts (on the wave) and the phase angle jump that is caused. To monitor three-phase events Barros and Perez [3] have also proposed the Kalman filter. Three Kalman filters implemented on a DSP structure monitor the RMS voltages. These values are periodically calculated from sampling voltage values. Kalman filter proved a proper method for voltage dips automatic detection.

In 2004 the same Dash et. al [8] have extended the Kalman filter’s use by combining it with the S-Transform. The filter was employed to extract data for event characterization while the S-Transform was needed for perturbation detection. A combination of discrete wavelet transform, artificial intelligence (fuzzy expert system) and Kalman was proposed in [10]. The discrete wavelet transform was used to improve the Signal-Noise Ratio (SNR) while the Kalman filter extracted the needed information. The fuzzy system was employed to analyze the data for power quality characterization.

A better RMS detection was proposed by Reddy in [11] by using an Unscented Kalman filter combined with artificial intelligence techniques for fast tracking of the power quality disturbance. The authors compare the algorithm with the Extended Kalman filter and demonstrate the superiority of their results.

During the sudden RMS reduction, the dip distorts the sinusoidal wave, therefore introducing harmonics. Santoso et al [12] has proposed a dyadic-orthonormal wavelet transform for PQ disturbances. Their key idea was to decompose the disturbance into other signals using the Multi-Resolution Signal Decomposition technique. The wavelet transform proved to be a powerful tool. However, the mother wavelet selection played an important role in detecting disturbance.

An alternative detection algorithm based on the Generalized Likelihood Ratio Test (GLRT) was proposed by Guerrieri et al in [13]. Their approach can achieve competitive statistical performance when smooth transients are associated to the voltage dips.
Oftentimes, the voltage dip detectors are built using embedded hardware (DSP or microcontroller-based). When operating, its main tasks include data acquisitions and analog to digital conversion, RMS calculation (several previously-sampled voltage values stored in the memory are used), signal processing for dip detection and eventually, recording the event (for log files) and alert issuing. Since the dip can occur on any phase, a three-phase watching is indicated. However, in such a case the amount of work triples. A DSP board (which offers a significant computation power) is preferred (instead of a microcontroller) for this task [3]. As such, any possible algorithm simplification or increase in computational power is therefore useful.

In the literature discussed above, there is no discussion regarding the noise in the measuring environment. The authors did not test the DSP involved in noisy environment. Therefore, the performance is not known. Introduced before [14], the α–β–γ filter has the advantage of being simpler (requiring a lower amount of computation which in case of a three-phase system triples) than the Kalman filter. In [14] it was proved that this filter can be tuned to detect dips faster than Kalman. In this paper, α–β–γ filter is going to be tested in a noisy environment. The objective of this paper is to assess its performance in a noisy environment by comparing the results against the ones delivered by the same filter in a noiseless environment. Section II of this paper introduces this family of filters and describes the α–β–γ filter. Section III discusses the filter’s stability using the Jury’ stability criterion (presented as well). Section IV presents experiments in a noisy environment for a 110kV power line and discusses the results.

The α–β–γ Tracking Filter

The recent technologies have brought significant transformations to our life. Indeed, about a hundred microprocessors can be found today a modern home. Numerous real-life applications use digital data today. It is almost impossible to imagine a fully-analog device today.

Civilian and military applications such as the air-traffic handling, the missile interception and the anti-submarine warfare require the use of discrete-time data to predict the kinematics of a moving object. The use of passive sonobuoys which have limited power capacity pushes for implementation of computationally inexpensive target-trackers.

The α–β family of filters was developed in the cold-war era by Sklansky [15]. At that time, it was intended for radar target tracking, position and velocity estimation from noisy measurements of range and bearing. Since then, they have been used for both predictions and tracking. Kalata and Murphy [16] have tried to use them for tracking with rate variations. Tenne and Singh [17] have studied ways to design them for optimal performance. In their work they also indicate how to select the parameters to obtain a stable filter. Corke and Good [18] have compared their performance with Kalman filters in the computer vision domain. They have underlined that in case of using Kalman filters the coefficients will converge to constant values. Therefore, in their case the α–β–γ filters delivered similar performance with less computational effort.

Stanciu and Oh [19] have employed these filters in visual servoing to predict one-step-ahead the target’s position in their image plane. Taking advantage of a feedforward controller this method has tremendously improved the tracking performance of their system. Stanciu and Sorandaru [20] have successfully tested this filter to forecast the energy-demand. Their implementation demonstrated a prediction error below 4%.

There are two members in this family of algorithms. Both of them are working similarly. There are two steps: prediction and correction. The α–β filter is the simplest one which predicts the position only. The filter examined in this work is the extended version in this family called the α–β–γ filter. In the prediction step, the algorithm estimates one-step-ahead the position (represented by the RMS voltage) and velocity (represented by the voltage gradient). In the correction step the filter is smoothing the position, the velocity and the acceleration, thus improving the tracking performance. The predicted values position Eq.1 and the velocity Eq.2 for iteration $k+1$ are written as functions of the current smoothed values for position, velocity, acceleration, and the sampling time $T$. 

\[
\text{position}(k+1) = \text{position}(k) + \text{velocity}(k) \cdot T
\]

\[
\text{velocity}(k+1) = \text{velocity}(k) + \frac{\text{acceleration}(k) \cdot T}{2} + \frac{\text{acceleration}(k+1) \cdot T}{2}
\]
The position, the velocity and the acceleration are then corrected (smoothed) based on the observed position $x_\text{d}(k)$ at iteration $k$ in Eq.3, Eq.4 and Eq.5.

$$x_s(k) = x_p(k) + \alpha \cdot [x_o(k) - x_p(k)]$$ \hspace{1cm} (3)
$$v_s(k) = v_p(k) + \frac{\beta}{T} \cdot [x_o(k) - x_p(k)]$$ \hspace{1cm} (4)
$$a_s(k) = a_p(k-1) + \left( \frac{\gamma}{2 \cdot T^2} \right) \cdot [x_o(k) - x_p(k)]$$ \hspace{1cm} (5)

The Tracking Filter’s Stability Analysis

Prior to its implementation a stability study was performed. The objective was to determine the parameter ranges (for $\alpha$, $\beta$, and $\gamma$) which ensure a stable filter. To obtain the transfer function (which relates the two positions - predicted and observed) one has to apply the Z-transform to the prediction and the correction equations. After performing all calculations [14], the transfer function is given by (6) (where “P” stands for position):

$$G_{\text{pafy}}(z) = \frac{X_p(z)}{X_0(z)} = \frac{\left( \alpha + \beta + \frac{\gamma}{4} \right) \cdot z^2 + \left( -2 \cdot \alpha - \beta + \frac{\gamma}{4} \right) \cdot z + \alpha}{z^3 + \left( \alpha + \beta + \frac{\gamma}{4} - 3 \right) \cdot z^2 + \left( -2 \cdot \alpha - \beta + \frac{\gamma}{4} + 3 \right) \cdot z + \alpha - 1}$$ \hspace{1cm} (6)

For voltage dip detection, the predicted “position” is assumed to be the RMS voltage at next iteration. Another transfer function relating the predicted “velocity” to the observed position can be derived. However, the voltage rate of change (which corresponds to the “velocity” parameter of the tracking filter) was not examined in this work.

A stability criterion is needed to examine the filter stability. Since the z-plane’s boundary is different that of the s-plane, the Routh-Hurwitz stability criterion cannot be applied directly. However, a similar method but for discrete systems is represented by the Jury’s stability test. This is used in the following to study the filter’s stability. A table is constructed based on the coefficients of the characteristic polynomials (Table I).

| $Z^0$ | $Z^1$ | $Z^2$ | $Z^3$ |
|------|------|------|------|
| $\alpha - 1$ | $-2 \cdot \alpha - \beta + \frac{\gamma}{4} + 3$ | $\alpha + \beta + \frac{\gamma}{4} - 3$ | 1 |
| 1 | $\alpha + \beta + \frac{\gamma}{4} - 3$ | $-2 \cdot \alpha - \beta + \frac{\gamma}{4} + 3$ | $\alpha - 1$ |
| $\alpha(\alpha - 2)$ | $\alpha \left( 4 - 2 \cdot \alpha - \beta + \frac{\gamma}{4} \right)$ | $-\frac{1}{2}$ | $\alpha \left( \alpha + \beta - 2 + \frac{\gamma}{4} \right)$ | $-\frac{1}{2}$ |

According to this theory there are two necessary stability conditions and three sufficient stability conditions. For the first necessary stability condition, is then:

$$1 + \alpha + \beta + \frac{\gamma}{4} - 3 - 2 \cdot \alpha - \beta + \frac{\gamma}{4} + 3 + \alpha - 1 = \frac{\gamma}{2} > 0$$ \hspace{1cm} (7)

Equation (7) simply restricts the parameter $\gamma$ to positive values. The second necessary stability condition translates to:

$$2 \cdot \alpha + \beta < 4$$ \hspace{1cm} (8)
There are two sufficient stability conditions to be fulfilled. The first is:

\[ |\alpha - 1| < 1 \]  \hspace{1cm} (9)

This is equivalent to \( 0 < \alpha < 2 \). The second condition which ensures stability is:

\[ |\alpha - 2(\alpha - 2) + \alpha \left( \beta + \frac{\gamma}{4} \right) - \frac{\gamma}{2} | > 0 \]  \hspace{1cm} (10)

The parameter \( \alpha \) is always positive and the quantity \((\alpha - 2)\) is always negative. This leads to:

\[ \alpha \left( \beta + \frac{\gamma}{4} \right) - \frac{\gamma}{2} > 0 \]  \hspace{1cm} (11)

Equation (11) translates to:

\[ \gamma < \frac{4 \alpha \beta}{2 - \alpha} \]  \hspace{1cm} (12)

The implemented filter has coefficients which comply with the above restrictions in order to ensure its stability. The chosen parameters in the above intervals are \( \alpha = 0.52, \beta = 0.7, \) and \( \gamma = 0.28 \). Small modification of these values did not reveal noticeable filter-behavior change.

**Simulations and Results**

The power voltage is sampled 20 times/cycle which results in a sampling frequency of 1000Hz. The RMS voltage is computed using (13).

\[ V_{\text{RMS}}(k) = \sqrt{\frac{1}{k} \sum_{i=k-20}^{k} (v(i))^2} \]  \hspace{1cm} (13)

Here, \( v(i) \) is the \( i \)-th sample (one of the last 20-th samples). The last 20 samples are used to compute the actual RMS voltage. Consequently, a three-phase system triples the work to be done.

The above described filter has been used to determine how fast estimate the start of voltage dip in two cases: noiseless and noisy environments. In this regard, several tests have been performed to assess the filter’s behavior in different situations of disturbance. The noisy values have been obtained by adding to the initial waves randomly generated noises. Three significant noisy situations were chosen to present the filter’s results against the ones obtained without disturbance.

For the noiseless case Fig. 2 shows the power grid’s waves (recorded with 1 kHz data acquisition system) on the three phases (R – marked with x, S – marked with circles, and T – marked with squares). Fig. 2 shows that the phase affected by dip is T. Fig. 4 presents the filter’s behavior in the presence of the voltage dip and demonstrates its detection ability. The x-marked curve in Fig. 4 represents the filter’s estimated values while the circle-marked curve represents the threshold. The dashed line represents the calculated RMS voltage using equation (13).

The first noisy situation assumed a random disturbance of 5%. This mean that each recorded value \( v(i) \), it was replaced with a random value generated in the range of \( 0.95 \times v(i) \) ... \( 1.05 \times v(i) \). Fig. 3 shows the power grid waves. Fig. 5 presents the filter’s behavior. As it can be seen in this figure, the filter successfully detects the dip.

The next two cases assumed a 10% random disturbance in the power waves. This mean that each recorded value \( v(i) \) was replaced with a random value generated in the range of \( 0.90 \times v(i) \) ... \( 1.10 \times v(i) \). The signals are presented in Fig. 6 (first case) and 7 (the second case). Such levels of noise have been considered because it was thought that both, successful dip-detection (case 1 – Fig. 8) and dip-detection failure (case 2 – Fig. 9), situations may exist. In this situation, the “dip-detection failure” means that the filter has a delay in voltage dip detection when compared with other cases.
Fig. 2. Three-phase power network voltage dip – noiseless

Fig. 3. Three-phase power network voltage dip – with 5% noise

Fig. 4. Three-phase power network voltage noiseless dip detection

Fig. 5. Three-phase power network voltage dip detection under 5% noise

Fig. 6. Three-phase power network voltage dip – with 10% noise – first case

Fig. 7. Three-phase power network voltage dip – with 10% noise – second case

Fig. 8. Three-phase power network voltage dip detection under 10% noise – first case

Fig. 9. Three-phase power network voltage dip detection under 10% noise – second case
The two cases presented were the extreme cases among a set of performed tests. An analysis was performed on all the results in order to identify the cause of the dip detection failure. Consequently, if the RMS value increases fast (due to the noise) the filter’s estimation does not reach the threshold value. Still, its estimation is closed to it. To highlight this thing, the beginning of the dip has been marked with circles in Fig. 8 and Fig. 9.

If taking into account that on 10% represents a huge disturbance which rarely occurs in day-to-day operation, one can conclude that $\alpha – \beta – \gamma$ filter works very well in the presence of disturbance.

Conclusion and Future Work

Voltage dips are undesired phenomena affecting the power quality. They are regarded to be the main issue in power quality today. Digital signal processing techniques like Kalman filters and Discrete Wavelet transforms were proposed to detect them.

To perform detection, the voltage is sampled by the digital system. The RMS value has to be computed using several sampled values. A detection algorithm has to be employed to detect these events. If this computation has to be done for a three-phase system, the amount of work triples. Consequently, any computation reduction is useful.

This paper proposes assess the behavior of the $\alpha – \beta – \gamma$ filter in a noisy environment. The results reveal the filter’s ability to work even in the presence of significant noise. Still, for values of disturbance of 10%, a failure to detect the dip situation has been found. However, 10% disturbance for a 110KV power line rarely occurs in the day-to-day operation. This emphasizes a good behavior of the filter even in the presence of noise.

In this paper, the coefficients which comply with the restrictions of the algorithm have been empirically chosen. However, future work will have to examine whether there is a correlation between the filter’s coefficients and voltage dip’s or network parameters.
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