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Abstract. A generalized Cahn–Hilliard model in a bounded interval of the real line with no-flux boundary conditions is considered. The label “generalized” refers to the fact that we consider a concentration dependent mobility, the $p$-Laplace operator with $p > 1$ and a double well potential of the form $F(u) = \frac{\theta}{2}|1 - u^2|^{\theta}$, with $\theta > 1$; these terms replace, respectively, the constant mobility, the linear Laplace operator and the $C^2$ potential satisfying $F''(\pm 1) > 0$, which are typical of the standard Cahn–Hilliard model. After investigating the associated stationary problem and highlighting the differences with the standard results, we focus the attention on the long time dynamics of solutions when $\theta \geq p > 1$. In the critical case $\theta = p > 1$, we prove exponentially slow motion of profiles with a transition layer structure, thus extending the well know results of the standard model, where $\theta = p = 2$; conversely, in the supercritical case $\theta > p > 1$, we prove algebraic slow motion of layered profiles.

1. Introduction

1.1. Derivation of the model and motivations. The celebrated Cahn–Hilliard equation in the one-dimensional case reads as

$$u_t = (-\varepsilon^2 u_{xx} + F'(u))_{xx}, \quad x \in (a, b), \ t > 0,$$

where $\varepsilon > 0$ is a small coefficient and $F : \mathbb{R} \to \mathbb{R}$ is a double well potential with wells of equal depth, usually given by

$$F(u) = \frac{1}{4}|1 - u^2|^2. \quad (1.2)$$

This model was originally introduced in [8, 10] to model phase separation in a binary system at a fixed temperature and with constant total density, where $u$ stands for the concentration of one of the two components. Generally, equation (1.1) is considered with homogeneous Neumann boundary conditions

$$u_x(a,t) = u_x(b,t) = u_{xxx}(a,t) = u_{xxx}(b,t) = 0, \quad t > 0, \quad (1.3)$$

which are physically relevant as they guarantee that the total mass of the solution is conserved. It is well-known that the model (1.1)-(1.3) can be derived as the gradient flow in the zero-mean subspace of the dual of $H^1(a, b)$ of the Ginzburg-Landau energy functional [17]

$$E[u] = \int_a^b \left[ \frac{\varepsilon^2}{2} u_x^2 + F(u) \right] \ dx,$$  
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and that the only stable stationary solutions to (1.1)-(1.3) are minimizers of the energy $E[u]$ [30]. Therefore, solutions to (1.1)-(1.3) converge, as $t \to \infty$, to a limit which has at most a single transition inside the interval $[a,b]$, see [11]. However, in the pioneering works [1, 2, 3, 6], it has been proved that if the initial profile has an $N$-transition layer structure, oscillating between the two minimal points $\pm 1$ of $F$, then the solution maintains these $N$ transitions for a very long time, i.e. a time $T_\varepsilon = \mathcal{O}(\exp(c/\varepsilon))$, as $\varepsilon \to 0^+$. In particular, the positive constant $c$ does not depend on $\varepsilon$, but only on $F''(\pm 1) > 0$ and on the distance between the layers. Hence, we have an example of metastable dynamics.

The main goal of this paper is to investigate the metastable properties of the solutions to the following more general version of (1.1), named the generalized Cahn–Hilliard equation

$$u_t = \left[ D(u) \left( -\varepsilon^p (|u_x|^{p-2}u_x)_x + F'(u) \right) \right]_x,$$

(1.5)

where $D : \mathbb{R} \to \mathbb{R}^+$ is a strictly positive function, $p > 1$ and the function $F : \mathbb{R} \to \mathbb{R}$ is a double well potential with wells of equal depth in $u = \pm 1$, which generalizes the function defined in (1.2):

$$F(u) = \frac{1}{2\theta} |1 - u^2|^\theta, \quad \theta > 1.$$  

(1.6)

As a consequence, the last term appearing in (1.5) is given by

$$F'(u) = -u(1 - u^2)|1 - u^2|^{\theta - 2}, \quad \theta > 1.$$  

We call (1.5) generalized Cahn–Hilliard equation because the classic Cahn–Hilliard equation (1.1), with $F$ defined in (1.2), can be obtained from (1.5) by choosing $D \equiv 1$, $p = 2$ and $\theta = 2$ in (1.6). On the other hand, equation (1.5) is a particular case of an even more general Cahn–Hilliard model introduced by Gurtin in [24], that in the one-dimensional case reads as

$$u_t = \left\{ D \left[ -\partial_x \hat{\Psi}(u, u_x) \right]_x + \partial_x \hat{\Psi}(u, u_x) - \gamma \right\}_x + m,$$

(1.7)

where $D$ is a non constant mobility (which may depends on $u$ and its derivatives), $\hat{\Psi} : \mathbb{R}^2 \to \mathbb{R}$ is the so-called free energy, $\gamma$ is an external microforce and $m$ is an external mass supply, for further details see [24]. In particular, the standard Cahn–Hilliard equation (1.1) corresponds to (1.7), with the choices $D \equiv 1$, $\gamma \equiv m \equiv 0$ and the free energy

$$\hat{\Psi}(u, v) := \frac{\varepsilon^2}{2} v^2 + F(u) = \frac{\varepsilon^2}{2} v^2 + \frac{1}{4} |1 - u^2|^2.$$  

In the model (1.5) studied in this article, $D$ is a concentration dependent mobility (cfr. [9] and references therein), $\gamma = m = 0$ as in the standard case and the free energy is given by

$$\hat{\Psi}(u, v) := \frac{\varepsilon^p}{p} |v|^p + F(u) = \frac{\varepsilon^p}{p} |v|^p + \frac{1}{2\theta^p} |1 - u^2|^\theta, \quad p, \theta > 1.$$  

(1.8)

Notice that the free energy in the standard case corresponds to the particular choice $p = \theta = 2$ in (1.8). Therefore, the model (1.5) generalizes the classical one (1.1) for three reasons:

(1) First, we consider a concentration dependent mobility instead of the constant one. Actually, it is worth to mention that a concentration dependent mobility appears in the original derivation of the Cahn–Hilliard model.
 Particularly, in the physics literature, there exist one-dimensional, phase-transitional models with concentration dependent, strictly positive diffusivities such as the experimental exponential diffusion function for metal alloys (cf. Wagner [29]) and the Mullins diffusion model for thermal grooving, \( D(u) = D_0/(1 + u^2) \), for \( D_0 > 0 \), see [5, 26].

(2) Second, we consider the \( p \)-Laplace operator instead of the classic linear diffusion. Historically, the \( p \)-Laplacian first appeared from a power law alternative to Darcy’s phenomenological law to describe fluid flow through porous media (see, for instance, the recent review paper [4] and the references therein). Since then, the \( p \)-Laplacian has established itself as a fundamental quasilinear elliptic operator and has been intensely studied in the last fifty years. Up to our knowledge, the effects of the \( p \)-Laplacian in the Cahn–Hilliard model (1.1) has not been studied in the context of long time-behavior or metastable dynamics of solutions; the only papers concerning the Cahn–Hilliard equation with \( p \)-Laplacian are focused on stationary solutions [14, 28].

(3) Finally, we consider the more general double well potential (1.6), which is only \( C^1(\mathbb{R}) \) if \( \theta \in (1,2) \), and satisfies \( F''(\pm 1) = 0 \), if \( \theta > 2 \). When considering the competition between a double well potential as in (1.6) and the \( p \)-Laplace operator, the case \( \theta > p \) is known as supercritical or degenerate case, see [20] and references therein. In contrast, the case \( \theta = p > 1 (\theta \in (1,p)) \) is called critical (subcritical).

In order to briefly describe the derivation of (1.5), we recall the one-dimensional continuity equation for the concentration \( u \):

\[
\frac{\partial u}{\partial t} + J_x = 0,
\]

(1.9)

where \( J \) is its flux. In the case of the standard Cahn–Hilliard equation (1.1), the flux \( J \) is related to the chemical potential \( \mu \) (see [24]) according to the law

\[
J = -D \mu_x, \quad \text{where} \quad \mu = -\varepsilon^2 u_{xx} + F'(u), \quad \text{and} \quad D > 0.
\]

(1.10)

By substituting (1.10) with \( D \equiv 1 \) in (1.9), we obtain (1.1). In this paper, we consider a more general version of the equation (1.10) for the flux, given by

\[
J = -D(u)(-\varepsilon^p(|u_x|^p-2u_x)_x + F'(u))_x.
\]

(1.11)

Notice that (1.10) can be obtained by (1.11) by choosing \( D \equiv 1 \) and \( p = 2 \). By combining the continuity equation (1.9) and the equation for the flux (1.11), we obtain (1.5). In the rest of the paper, we consider equation (1.5) with initial datum

\[
u(x,0) = u_0(x), \quad x \in [a,b],
\]

(1.12)

and, similarly to the classical case (1.1), we impose that the flux \( J \) vanishes at the boundary points \( a, b \). Since in the case of (1.5) the flux is given by (1.11) and \( D \) is strictly positive, we consider the homogeneous boundary conditions

\[
u_x = (-\varepsilon^p(|u_x|^p-2u_x)_x + F'(u))_x = 0, \quad \text{at} \quad x = a, b, \quad \text{for} \ t \geq 0.
\]

(1.13)

As we already mentioned, the boundary conditions (1.13) guarantee that the total mass of the solution is preserved in time: indeed, by integrating the continuity equation (1.9) and using \( J(a,t) = J(b,t) = 0 \), for any \( t \geq 0 \), we deduce \( \int_a^b u_t \, dx = 0 \).
for any \( t \geq 0 \). Notice that if \( F \in C^2(\mathbb{R}) \) (for instance, if \( \theta \geq 2 \) in (1.6)), then the boundary conditions (1.13) are equivalent to

\[
\frac{\partial u}{\partial x} = \left( |\frac{\partial u}{\partial x}|^{p-2} \frac{\partial u}{\partial x} \right)_{xx} = 0, \quad \text{at } x = a, b, \quad \text{for } t \geq 0;
\]

thus, if \( F \in C^2(\mathbb{R}) \) and \( p = 2 \), (1.13) reduces to (1.3).

1.2. Presentation of the main results. The Cahn–Hilliard equation (1.1) is closely related to the Allen–Cahn equation, which is another model used to describe phase transitions and in the one-dimensional case reads as

\[
\frac{d}{dt} u(t, x) = \varepsilon^2 \frac{d^2}{dx^2} u(t, x) - F'(u(t, x)),
\]

where \( \varepsilon > 0 \) is the diffusion coefficient and the potential \( F \) is as before. In particular, equation (1.14) can be seen as the gradient flow of the Ginzburg–Landau energy functional (1.4) in \( L^2(a, b) \); as a consequence, the solutions to (1.14) do not conserve mass. The aforementioned metastable dynamics of the solutions to (1.14) was firstly investigated in the celebrated articles [7, 12, 21], where the authors proposed two different approaches to rigorously studied the slow motion of the solutions. Subsequently, the same approaches have been applied to many different evolutions PDE, including the Cahn–Hilliard equation (1.1): being impossible to recall all the contributions, we only mention a very abridged list. In addition to the already mentioned papers on metastability for Cahn–Hilliard models [1, 2, 3, 6], we recall the fundamental work [22], where the author considers the vectorial version of (1.1), known as Cahn–Morral system. More recently, metastable dynamics has been studied for hyperbolic versions of (1.1) in [18, 19] and for reaction diffusion equations involving the \( p \)-Laplace operator in [20], to which we refer the reader in search of a more detailed list of PDEs sharing the phenomenon of metastability.

Inspired by the results contained in [20], where the reaction-diffusion model

\[
\frac{d}{dt} u(t, x) = \varepsilon^p \left( |\frac{\partial u}{\partial x}|^{p-2} \frac{\partial u}{\partial x} \right)_{xx} - F'(u),
\]

with \( F \) given by (1.6), is considered and where it is rigorously proved that the evolution of the solutions strongly depend on the interplay between the parameter \( p > 1 \) and the power \( \theta > 1 \) appearing in the definition (1.6) of \( F \), we aim to extend such results to the model (1.5). In particular, the main results of this paper can be sketched as follows. To start with, we consider the stationary problem associated to (1.5)-(1.13) and, particularly, we focus on two types of steady states:

- The first ones already appeared in [20] and they exist only in the subcritical case \( \theta \in (1, p) \). We will see that for any natural number \( N \geq 1 \) and any locations \( a < h_1 < h_2 < \cdots < h_N < b \), we can choose \( \varepsilon_0 > 0 \) small enough so that for any \( \varepsilon \in (0, \varepsilon_0) \), there exist two steady states of (1.5)-(1.13) that attain both the values \( \pm 1 \) with exactly \( N \) zeroes \text{arbitrarily} located at \( h_1, \ldots, h_N \).

- The second ones are peculiar of the model (1.5) with \( p > 2 \), as they are neither solutions of the generalized Allen–Cahn model (1.15) nor of the standard Cahn–Hilliard model (1.1). These steady states can have an arbitrary number of zeroes as before, but their location is not arbitrary since they consist of a chain of pulse solutions suitably glued together.

After studying the stationary problem and proving that there exist steady states with an arbitrary number of transitions between \( \pm 1 \) located at random points in \( (a, b) \) only in the subcritical case \( \theta \in (1, p) \), we thus focus the attention on the
case $\theta \geq p > 1$; here, since the steady states have transition points that are not randomly located, there exist solutions which are neither stationary nor they are close to them, but still evolve very slowly in time. To be more specific:

- In the critical case $\theta = p > 1$, we extend to the generalized Cahn–Hilliard equation (1.5) the classical results on the exponentially slow motion of the solutions to (1.1). Precisely, we prove that there exists solutions with $N$ transitions between $\pm 1$ which maintain such a layered structure for times of $O(e^{c/\varepsilon})$, with $c > 0$ (the so called metastable states).

- In the supercritical case $1 < p < \theta$, we prove that layered structures still evolve slowly in time, but only with an algebraically small speed, that is they maintain their unstable configurations for times of $O(\varepsilon^{-k})$, with $k > 0$. It is worth noticing that these results are new also for the classical Cahn–Hilliard equation (1.1) ($\theta > p = 2$).

In order to prove the slow motion results sketched above, we mean to adapt a strategy firstly introduced by Bronsard et al. in [6, 7], and then improved by Grant in [22], where the author is able to prove exponentially slow motion of solutions to the Cahn–Morral system. The key point of such a strategy hinges on the use of the normalized energy functional

$$
\int_a^b \left[ \varepsilon |u_x|^2 + \frac{F(u)}{\varepsilon} \right] \, dx,
$$

obtained multiplying by $\varepsilon^{-1}$ the Ginzburg–Landau functional (1.4), this being the reason why the strategy proposed in [6, 7] is known as energy approach. After its introduction, the quite elementary but powerful energy approach has been applied to study metastable dynamics for many different evolution PDEs: for an abridged list we refer the reader to the aforementioned articles [18, 20], and references therein.

To adapt the energy approach to the model (1.5)-(1.13), we shall use the functional

$$
E_\varepsilon[u] := \frac{1}{\varepsilon} \int_a^b \hat{\Psi}(u, u_x) \, dx = \int_a^b \left[ \varepsilon^{p-1} |u_x|^p + \frac{F(u)}{\varepsilon} \right] \, dx,
$$

where $\hat{\Psi}$ is the free-energy introduced in (1.8). As we will see in Section 3, the energy (1.17) plays the same crucial role played by (1.16) for (1.1) and it allows us to prove either the exponentially or the algebraic slow motion of solutions to (1.5)-(1.13).

**Plan of the paper.** The rest of the paper is structured as follows. In Section 2 we study the stationary problem associated to (1.5)-(1.13), with the aim of showing that steady states with an arbitrary number of transitions located at arbitrary positions in $(a,b)$ can exist only in the subcritical case $\theta \in (1, p)$. Moreover, in Proposition 2.2 we prove existence of pulse solutions in the case $p > 2$; these solutions can be suitably glued together to obtain solutions with a generic number of transitions ($N \geq 3$), whose positions must satisfy a certain property, for details see Section 2.1. Section 3 is devoted to the study of the slow evolution of solutions with a layered structure. In Theorem 3.6 we consider the case $\theta = p$, and we prove persistence of metastable states for an exponentially long time; the algebraic slow motion in the case $\theta > p$ is proved in Theorem 3.8. Finally, in Section 4 we provide an estimate on the velocity of the transition points, showing that they move with either exponentially or algebraically small speed if $\theta = p$ or $\theta > p$, respectively (cfr. Theorem 4.2).
2. Steady states

Studying the stationary problem associated to the model (1.5)-(1.13) is an interesting and difficult topic, just think that there is a vast literature devoted to the particular case $p = 2$ and a non-degenerate double well potential as in (1.6) with $\theta = 2$, corresponding to the standard Cahn–Hilliard equation (1.1). An abridged list of references includes [1, 3, 11, 23, 25, 27, 30]. The aim of this section is to understand whether a function with an arbitrary number $N \in \mathbb{N}$ of transitions, located at arbitrary positions $a < h_1 < h_2 < \cdots < h_N < b$ is a steady state of (1.5)-(1.13). This study is preliminary to the main results of this paper, which are contained in the following sections, when we prove slow motion of solutions with a transition layer structure, that are neither stationary nor they are close to them.

From (1.5), it follows that stationary solutions satisfy

$$[D(u) \left(-\varepsilon^p (|u_x|^{p-2} u_x) + F'(u)\right)]_x = 0, \quad x \in (a, b),$$

and, as a consequence of the boundary conditions (1.13), since $D$ is strictly positive, all the stationary solutions to (1.5)-(1.13) satisfy the boundary value problem (BVP)

$$\begin{cases} -\varepsilon^p (|u_x|^{p-2} u_x)_x + F'(u) = \beta \in \mathbb{R}, & x \in (a, b), \\ u_x(a) = u_x(b) = 0. \end{cases} \tag{2.1}$$

Hence, for any fixed $\beta \in \mathbb{R}$, a solution to (2.1) gives a steady state of (1.5)-(1.13); for instance, notice that any real constant provides a steady states of such a problem. In the particular case $\beta = 0$, we obtain the steady states of the reaction-diffusion model (1.15), with homogeneous Neumann boundary conditions, that has been already studied in previous works, see [14, 15, 16, 20] among others. For completeness, we briefly recall the results contained in the latter articles. If $F$ is given by (1.6) with $\theta \geq p > 1$, the set of all solutions is qualitatively the same as the case $\theta = p = 2$, that is the classic boundary value problem with linear diffusion and a double well potential with wells of equal depth, namely

$$\varepsilon^2 u_{xx} + u - u^3 = 0, \quad x \in (a, b), \quad u_x(a) = u_x(b) = 0.$$ 

It is well known that the only solutions to such boundary value problem are the constant solutions $u = -1, 0, 1$, and non constant solutions that can be extended to periodic functions on $\mathbb{R}$, which always satisfy $-1 < u(x) < 1$, for any $x \in (a, b)$ (for further details see [12]). Such characterization is preserved also if one considers a $p$-Laplace operator and a potential $F$ as in (1.6), but only in the case $\theta \geq p > 1$ (see [20]). In contrast, if $1 < \theta < p$, the structure of the set of stationary solutions is much richer, and there exist steady states that attain both the values $\pm 1$ with an arbitrary number of transitions located at arbitrary positions in $(a, b)$ (and therefore they are not necessarily periodic). To be more precise, we recall the following result contained in [20].

**Proposition 2.1.** Let us consider the BVP (2.1) with $\beta = 0$, $F$ given by (1.6) and $1 < \theta < p$. Fix $N \in \mathbb{N}$ and $a < h_1 < h_2 < \cdots < h_N < b$. There exists $\varepsilon_0 > 0$ such that if $\varepsilon \in (0, \varepsilon_0)$, then there exist two solutions $\pm \varphi_N^\varepsilon$ to (2.1) satisfying $|\varphi_N^\varepsilon| \leq 1$ and with exactly $N$ zeros in $h_1, \ldots, h_N$.

Moreover, for any $\varepsilon \in (0, \varepsilon_0)$, we have

$$E_{\varepsilon}[\pm \varphi_N^\varepsilon] = N c_p, \quad c_p := \left(\frac{p}{p-1}\right)^{\frac{p-1}{p}} \int_{-1}^{+1} F(s) s^{\frac{p-1}{p}} \, ds \tag{2.2}$$
where the energy $E_\varepsilon$ is defined in (1.17).

Proof. For the proof of the existence see [20, Proposition 2.5], while for the proof of (2.2) see [20, Proposition 3.7 and Remark 3.8]. □

An interesting related problem is whether the steady states of Proposition 2.1 are dynamically stable under small perturbations, inasmuch as it has been recently proved that they are unstable as variational solutions to the associated elliptic problem, see Theorem 1.5 in [13]. In other words, such critical points are not strict local minimizers because of (2.2) and we imagine two possible scenarios: either a small perturbation force the corresponding time-dependent solution of (1.15) to evolve until it reaches the global minimum of the energy (1.17), that is equal to zero, or a small perturbation does not destroy the transition layer structure, which is maintained for all times $t \geq 0$. In [16], a characterization of a subset of the basin of attraction for the aforementioned local minimizers is provided.

On the other hand, as it was already mentioned, if $\theta \geq p$ solutions as in Proposition 2.1 can not exist because the only non constant solutions can be extended to periodic solutions on $\mathbb{R}$. For an arbitrary number $N \in \mathbb{N}$, there exist solutions taking values in $(-1,1)$ with exactly $N$ transitions, but layer positions must repeat in a regular fashion, meaning that they can not be arbitrary chosen; indeed, these solutions can be seen as truncations of periodic solutions on the whole real line of period $2(b-a)/N$.

We now focus on the problem (2.1) for $\beta \neq 0$: in order to understand the structure of its solutions, we study the equation in the whole real line, that is

$$\varepsilon^p |u_x|^p|u_{xx}| - G'_{\beta}(u) = 0, \quad \text{in } \mathbb{R}, \quad \text{where } G_{\beta}(u) := F(u) - \beta u.$$  (2.3)

Notice that $G_0 = F$, so $G_{\beta}$ is a balanced double well potential for $\beta = 0$, while $G_{\beta}$ is an unbalanced double well potential for $\beta \neq 0$, see Figure 1.
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**Figure 1.** In the above pictures $\theta = 2$. For comparison, on the left we plot the graph of $F(u) = |1 - u^2|^2$ (black line) and $G_{\beta}(u) = F(u) - \beta u$, with $\beta > 0$ (red line). The potential still have two minima (named here $u_{\text{min}}^< < u_{\text{min}}^>$), but $F(u_{\text{min}}^<) \neq F(u_{\text{min}}^>)$ (unbalanced potential). We can also notice a translation of all the critical points, including the maximum $u_{\text{max}}$. The same happens if $\beta < 0$ (right plot).

To be more precise, we have

$$G'_{\beta}(u) = F'(u) - \beta = -u(1 - u^2)|1 - u^2|^{\theta-2} - \beta,$$
and, for $\theta \geq 2$, 
\[ G''(u) = F''(u) = [(2\theta - 1)u^2 - 1] |1 - u^2|^{\theta - 2}. \]

As a consequence, $G_\beta$ has exactly three critical points for any $\beta \in (F'(u_+), F'(u_-))$, where
\[ u_\pm := \pm(2\theta - 1)^{-1/2}, \quad \text{and} \quad F'(u_\pm) = \mp(2\theta - 1)^{1/2 - \theta}(2\theta - 2)^{\theta - 1}. \]

Indeed, it is easy to check that the equation $G''(u) = 0$ (i.e. $F'(u) = \beta$) has exactly three solutions if and only if $\beta \in (F'(u_+), F'(u_-))$. Moreover, the equation $G''(u) = 0$ has exactly two solutions $u = u_\pm$, if $\theta = 2$, and four solutions $u = \pm 1, u_\pm$, for $\theta > 2$.

Multiplying by $u_x$ the ODE (2.3), we deduce, for $x \in \mathbb{R}$
\[ \frac{\varepsilon^p(p - 1)}{p}|u_x|^p = G_\beta(u) - \kappa, \quad \text{with} \ \kappa \in \mathbb{R}. \quad \text{(2.5)} \]

**Figure 2.** Bounded solutions to (2.3) correspond to different levels of the constant $\kappa \in [G_\beta(u^-\min), G_\beta(u^+\max)]$; in particular, for $\kappa = G_\beta(u^-\min)$ and $\beta \in (0, F'(u_-))$, we have the homoclinic orbit (or pulse) joining the critical point $u^-\min$ to itself. Similarly, if $\beta < 0$, a homoclinic orbit connecting $u^+\min$ to itself appears. In both cases the orbits touch the values $u^\pm\min$ only for $p > 2$.

From the phase portrait in Figure 2, it is clear that the boundary conditions in (2.1) imply that all solutions to this problem lie on closed orbits, this being the reason why we are interested in studying solutions to (2.5) for $\kappa \in [G_\beta(u^-\min), G_\beta(u^+\max)]$. As a consequence, stationary solutions to (1.5)-(1.13) correspond to appropriate choices of the parameters $\beta, \kappa$ in (2.5); for example, when choosing
\[ \kappa \in \{G_\beta(u^-\min), G_\beta(u^+\max)\}, \]
we have constant steady states and, as in the case $\beta = 0$, there are non constant solutions which can be seen as a truncation of periodic solutions in the whole real line, corresponding to $\kappa \in (G_\beta(u^-\min), G_\beta(u^+\max))$, see the green line in Figure 2. However, taking advantages of the pair $(\beta, \kappa) \neq (0, 0)$, we can construct many different solutions. As it was already mentioned, this is a very ambitious goal we do not accomplish in this paper; anyway, for the interested reader we refer to the aforementioned articles [1, 3, 11, 23, 25, 27, 30], where the case $p = \theta = 2$ is
considered in detail. Here, we only recall that if we add a mass constraint to (2.1) of the form
\[
\frac{1}{b-a} \int_a^b u(x) \, dx = m,
\] (2.6)
we can assert that for any fixed $N \in \mathbb{N}$ and $m \in (-1, 1)$, it is possible to choose \( \varepsilon > 0 \) sufficiently small such that there are solutions with $N$ transitions satisfying (2.6). It has to be observed again that if $N \geq 2$, the location of the transition layers is not arbitrary: if $h^e := (h_1^e, \ldots, h_N^e)$ is the vector of layer locations, that is the stationary solution satisfies $u^e(h_i^e) = 0$, for $i = 1, \ldots, N$ and $a < h_1^e < \cdots < h_N^e < b$, then $u^e$ is the periodic extension of that part of $u^e$ in $[a, (h_2^e + h_3^e)/2]$ and one has $l_i^e = l_{i+2}^e$, for any $i = 1, \ldots, N - 1$, where $l_i^e = h_i^e - h_{i-1}^e$, $h_0^e := 2a - h_1^e$ and $h_{N+1}^e := 2b - h_N^e$. On the other hand, if $N = 1$ the position of the single transition is arbitrary and monotone solutions play a crucial role, because profiles with more than one transition can not minimize the energy, for details see \([11]\).

Coming back to our problem (2.1) for generic $\theta$ and $p$, in the case $1 \leq p < \theta$ Proposition 2.1 ensures the existence of solutions oscillating between $\pm 1$ and with $N \in \mathbb{N}$ transitions that are arbitrarily located; this is a consequence of the fact that the heteroclinic orbit, peculiar of a balanced potential and corresponding to the choice $(\beta, \kappa) = (0, 0)$, attains both the values $\pm 1$.

We thus focus on the case $1 < p \leq \theta$, where the heteroclinic orbit does not attain $\pm 1$, but it converges asymptotically to them as $x \to \pm \infty$; on the one hand, we expect a similar result as the case $\theta = p = 2$ to hold true. On the other hand, if $p > 2$, we can construct new solutions to (2.1) by truncating the homoclinic orbits of (2.3), which are peculiar of this problem, since we are dealing with an unbalanced potential, see Figure 3.
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**Figure 3.** The red line corresponds to the pulse starting from $z_{\beta}^-$ and with a first transition point, where the solution is zero; once the solution becomes positive, it reaches its maximum value $z_{\beta}^+$ and, after that, comes back to $z_{\beta}^-$, experiencing a second transition.

In the following result we provide the existence of stationary solutions to (2.3) with exactly two transitions; we stress once again that these solutions, appropriately truncated, satisfy the BVP (2.1) as well.

**Proposition 2.2** (existence of pulse solutions in the case $p > 2$). Let $u_{\pm} \in \mathbb{R}$ given by (2.4) and for any $\beta \in (0, F'(u_-))$, set
\[
z_{\beta}^- := \min_{\mathbb{R}} \{ z \in \mathbb{R} : G_{\beta}'(z) = 0 \}.
\]
If $2 < p \leq \theta$, then there exists a pulse $\psi_\beta := \psi_\beta(x)$ satisfying (2.3),

$$\psi_\beta(0) = \max_R \psi_\beta =: z_\beta^+,$$

with $G_\beta(z_\beta^+) = G_\beta(z_\beta^-)$, and

$$\psi_\beta(x) = z_\beta^+, \quad \forall x \in (-\infty, -\omega_\beta] \cup [\omega_\beta, +\infty),$$

$$\psi_\beta' > 0, \quad \text{in } (-\omega_\beta, 0), \quad \psi_\beta' < 0, \quad \text{in } (0, \omega_\beta),$$

for some $\omega_\beta > 0$. Moreover, we have the following limits

$$\lim_{\beta \to 0^+} z_\beta^+ = \pm 1. \quad (2.7)$$

Similarly, if $\beta \in (F'(u_+), 0)$, denote by

$$z_\beta^+ := \max_R \{ z \in \mathbb{R} : G_\beta'(z) = 0 \}.$$

Then there exists a pulse $\psi_\beta := \psi_\beta(x)$ satisfying (2.3),

$$\psi_\beta(0) = \min_R \psi_\beta =: z_\beta^-,$$

with $G_\beta(z_\beta^-) = G_\beta(z_\beta^+)$, and

$$\psi_\beta(x) = z_\beta^+, \quad \forall x \in (-\infty, -\omega_\beta] \cup [\omega_\beta, +\infty),$$

$$\psi_\beta' < 0, \quad \text{in } (-\omega_\beta, 0), \quad \psi_\beta' > 0, \quad \text{in } (0, \omega_\beta),$$

for some $\omega_\beta > 0$.

Proof. We prove the result in the case $\beta \in (0, F'(u_-))$, being the other case very similar. Choose $\kappa = G_\beta(z_\beta^-)$ in (2.5); notice for later use that, by definition, $G_\beta'(z_\beta^-) = 0$ and, since $z_\beta^-$ is an increasing function of $\beta$ satisfying

$$\lim_{\beta \to 0^+} z_\beta^- = -1, \quad \text{and} \quad \lim_{\beta \to F'(u_-)} z_\beta^- = u_- = -(2\theta - 1)^{-1/2} < 0,$$

we have

$$G_\beta''(z_\beta^-) > 0, \quad \text{for any } \beta \in (0, F'(u_-)). \quad (2.8)$$

Moreover, let use denote by $z_\beta^+$ the only point such that

$$G_\beta(z_\beta^+) = G_\beta(z_\beta^-), \quad G_\beta'(z_\beta^+) < 0, \quad \text{for any } \beta \in (0, F'(u_-)), \quad (2.9)$$

see Figure 3 above. From (2.5), it follows that

$$\varepsilon^p |u_x|^p = \frac{p}{p - 1} \left[ G_\beta(u) - G_\beta(z_\beta^-) \right],$$

and the function $\psi_\beta$ we are looking for is implicitly defined by

$$\int_{\psi_\beta(x)}^{z_\beta^+} \left[ G_\beta(s) - G_\beta(z_\beta^-) \right]^{-1/p} ds = \left( \frac{p}{p - 1} \right)^{1/p} \varepsilon^{-1}|x|.$$

We claim that if $p > 2$, then

$$\int_{z_\beta^-}^{z_\beta^+} \left[ G_\beta(s) - G_\beta(z_\beta^-) \right]^{-1/p} ds < \infty, \quad (2.10)$$

and the thesis holds true with

$$\omega_\beta := \varepsilon \left( \frac{p - 1}{p} \right)^{1/p} \int_{z_\beta^-}^{z_\beta^+} \left[ G_\beta(s) - G_\beta(z_\beta^-) \right]^{-1/p} ds.$$
In order to prove \((2.10)\), let us consider the two integrals
\[
I^+ := \int_0^{z_\beta^+} \left[ G_\beta(s) - G_\beta(z_{\beta^-}) \right]^{-1/p} \, ds, \quad I^- = \int_{z_\beta^-}^0 \left[ G_\beta(s) - G_\beta(z_{\beta^-}) \right]^{-1/p} \, ds.
\]
Concerning \(I^+\), we use \((2.9)\) and the expansion
\[
G_\beta(s) = G_\beta(z_{\beta^-}) + G_\beta'(z_{\beta^-})(s - z_{\beta^-}) + \mathcal{O} \left( |s - z_{\beta^-}|^2 \right),
\]
to deduce that
\[
I^+ := \int_0^{z_\beta^+} \left[ G_\beta(s) - G_\beta(z_{\beta^-}) \right]^{-1/p} \, ds \sim \int_0^{z_\beta^+} (z_{\beta^-}^- - s)^{-1/p} \, ds \leq \infty,
\]
for any \(p > 1\). On the hand, using \((2.8)\) and the expansion
\[
G_\beta(s) - G_\beta(z_{\beta^-}) = \frac{G''_\beta(z_{\beta^-})}{2} (s - z_{\beta^-}^+)^2 + \mathcal{O} \left( |s - z_{\beta^-}^+|^3 \right),
\]
we infer
\[
I^- = \int_{z_\beta^-}^0 \left[ G_\beta(s) - G_\beta(z_{\beta^-}) \right]^{-1/p} \, ds \sim \int_{z_\beta^-}^0 (s - z_{\beta^-})^{-2/p} \, ds < \infty,
\]
if and only if \(p > 2\). Hence, \((2.10)\) holds true if and only if \(p > 2\) and the proof is complete.

The crucial point of Proposition 2.2 is that the pulse attains the value \(z_{\beta^-}^-\) \((z_{\beta^-}^+)\) in the case \(\beta > 0\) \((\beta < 0)\): for definiteness, if considering \(\beta > 0\), one has
\[
\psi_\beta(\pm \omega_\beta) = z_{\beta^-}, \quad \psi'_\beta(\pm \omega_\beta) = 0, \quad \text{for some } \omega_\beta > 0.
\]
Thanks to \((2.11)\), we can construct solutions to \((2.1)\) on any bounded interval \((a, b)\), see the subsequent Section 2.1; this is a consequence of the presence of the \(p\)-Laplacian with \(p > 2\). Indeed, if \(p \in (1, 2]\), there are not any homoclinic orbits satisfying \((2.11)\): in this case, the pulse satisfies \((2.11)\) with \(\omega_\beta = +\infty\) and it can not be truncated to obtain a solution to \((2.1)\) in any bounded interval \((a, b)\), because the derivative vanishes only in one point.

2.1. Construction of stationary solutions with \(N \geq 2\) transition points.
We briefly explain how to construct solutions to \((2.1)\) for any interval \([a, b]\) starting from the ones presented in Proposition 2.2: the main idea is to take advantage of the fact that, for any \(\beta \in (F'(u_+), F'(u_-))\), we have a homoclinic solution to \((2.3)\). For simplicity, we consider the case \(\beta \in (0, F'(u_-))\) (corresponding to the homoclinic joining \(z_{\beta}^-\) to itself), being the other case completely symmetric.

The case \(N = 2\). In order to construct solutions with two layers, let us start by choosing \(\beta\) such that, for any \(a < h_1 < h_2 < b\), the corresponding pulse has two transitions exactly located in \(h_1\) and \(h_2\); such arbitrary choice of both the transition points is possible because of the behavior, with respect to \(\beta\), of the following function
\[
d'(\beta) := 2\varepsilon \left( \frac{p - 1}{p} \right)^{1/p} \int_0^{z_{\beta^-}^+} \left[ G_\beta(s) - G_\beta(z_{\beta^-}) \right]^{-1/p} \, ds.
\]
Indeed, this function represents the “space” needed for the solution to go from zero to \(z_{\beta}^-\) and viceversa, and so the distance between the two transitions. To be
more precise, \( d^\varepsilon(\beta) \) is a monotone decreasing function that enjoys the following properties:

\[
\lim_{\beta \to 0^+} d^\varepsilon(\beta) = +\infty \quad \text{and} \quad \lim_{\beta \to F'(u_-)^{-}} d^\varepsilon(\beta) = 0.
\] (2.12)

As a consequence, the function \( d^\varepsilon(\beta) \) attains all the values in \((0, +\infty)\), meaning that, for all \( \varepsilon > 0 \), there exists a unique \( \bar{\beta}_\varepsilon \) such that \( d^\varepsilon(\bar{\beta}_\varepsilon) \equiv h_2 - h_1 \). With such a choice of \( \bar{\beta}_\varepsilon \), we have thus constructed a solution to (2.3) with exactly two transitions that are arbitrarily located in \((a, b)\): however, in order to be sure that such solution also satisfies the homogeneous Neumann boundary conditions in (2.1), we have to require that it attains the value \( z^- \) “before” the boundary points \( x = a \) and \( x = b \), implying that the values \( h_1 \) and \( h_2 \) can not be chosen too close to them. In conclusion, solutions to (2.1) with \( N = 2 \) layers exist, but the location of transitions can not be completely random.

It is very important to notice that the function \( d^\varepsilon(\beta) \) can be written as \( d^\varepsilon(\beta) := \varepsilon \tilde{d}(\beta) \), where \( \tilde{d} \) satisfies (2.12); therefore, if \( h_1 \) and \( h_2 \) are arbitrary chosen in \((a, b)\) (but not so close to the boundary points) and \( \varepsilon > 0 \) is very small, then we also need to choose a very small \( \bar{\beta}_\varepsilon > 0 \) and, as a consequence of (2.7), we have a pulse with minimum (maximum) value very close to \(-1 (+1)\): in formulas, we have

\[
\lim_{\varepsilon \to 0^+} \bar{\beta}_\varepsilon = 0, \quad \text{and} \quad \lim_{\varepsilon \to 0^+} z^\pm_{\bar{\beta}_\varepsilon} = \pm 1.
\]

The case of \( N > 2 \) transition points. To conclude this section, we briefly mention that one can construct solutions to (2.3) having an arbitrary number \( N > 2 \) of transition points: heuristically, the idea is to proceed as in the case \( N = 2 \), and to “glue” together different translations of the pulse previously constructed in Proposition 2.2.

We thus start with a pulse connecting the value \( z^- \) to itself and which has two transitions with distance \( h_2 - h_1 \); at this point one can “glue another pulse” and, since \( z^- \) is a critical point for the potential \( G_\beta \), the layered solution can remain constantly equal to \( z^- \) in an interval of random length; after that, once the transition occurs, the solution touches the value \( z^+ \), that is not an equilibrium for the equation. Hence, the following transition (from \( z^- \) to \( z^+ \)) is fixed by the distance \( h_2 - h_1 \), that has to be repeated. To be more precise, the solution has \( N \) transitions satisfying:

\[
h_{2i} - h_{2i-1} = h_2 - h_1, \quad i = 2, \ldots, \left[ \frac{N}{2} \right].
\]

Hence, also in this case, these solutions have transition points which are not arbitrarily located.

Remark 2.3. It has to be noticed that in the proof of Proposition 2.2 we never used the fact that \( \theta \geq p \); hence, all the previous results hold true also in the case \( 1 < \theta < p \), thus providing the existence of stationary solutions with a generic number \( N \in \mathbb{N} \) of transition points that are not arbitrarily located (as opposite to the ones given by Proposition 2.1). Again, we stress that the crucial point is the use of the homoclinic orbits instead of the heteroclinic ones.
3. Slow motion

The aim of this section is to investigate the slow motion of the solutions to the initial boundary value problem (1.5)-(1.12)-(1.13), when the potential \( F \) is given by (1.6) with \( \theta \geq p > 1 \). As we sketched in the Introduction, we rigorously prove the existence of metastable states for the model (1.5)-(1.13), that is the persistence of unstable structures for a very long time \( T_\varepsilon > 0 \), satisfying \( T_\varepsilon \to +\infty \), as \( \varepsilon \to 0^+ \), and we show that the slow evolution of the solutions strongly depends on the interplay between the two parameters \( \theta, p > 1 \). In particular, in the critical case \( \theta = p \), we have \( T_\varepsilon \geq \exp(C/\varepsilon) \), with \( C > 0 \) independent of \( \varepsilon \) (exponentially slow motion) and we extend to (1.5) the classical results valid for the standard Cahn–Hilliard equation (1.1); on the other hand, in the degenerate case \( \theta > p \), the unstable structures persist for a time \( T_\varepsilon \geq C\varepsilon^{-k} \), for some \( C,k > 0 \), independent on \( \varepsilon \), and we only have algebraic slow motion.

Before stating our main results, we present some crucial properties of the energy functional (1.17), that allow us to obtain slow motion of solutions by adapting to our case the energy approach previously mentioned in Section 1.2, see [6, 7, 18, 20, 22].

3.1. Energy estimates.

From now on, we will use the notation \( \tilde{u} : [a,b] \to \mathbb{R} \) to denote the antiderivative of a generic function \( u : [a,b] \to \mathbb{R} \), satisfying \( \tilde{u}(a) = 0 \). Hence, if \( u \) is the solution to the initial boundary value problem (1.5) with initial datum (1.12) and boundary conditions (1.13), we introduce the function

\[
\tilde{u}(x,t) := \int_a^x u(y,t) \, dy.
\]

Clearly, \( \tilde{u}(a,t) = 0 \), for any \( t > 0 \); moreover, since the solution to (1.5)-(1.12)-(1.13) preserves the mass and \( u_x = \tilde{u}_{xx} \), we have the following Dirichlet boundary conditions for \( \tilde{u} \):

\[
\tilde{u}(a,t) = 0, \quad \tilde{u}(b,t) = \int_a^b u_0(y) \, dy, \quad \tilde{u}_{xx}(a,t) = \tilde{u}_{xx}(b,t) = 0, \quad \forall \, t \geq 0.
\] (3.1)

By integrating (1.5) and using the boundary conditions (1.13) at \( x = a \), we deduce that

\[
\tilde{u}_t = D(\tilde{u}_x) \left( -\varepsilon^p (|\tilde{u}_{xx}|^{p-2}\tilde{u}_{xx})_x + F'(\tilde{u}_x) \right)_x,
\] (3.2)

where we used the equality \( \tilde{u}_x = u \).

The next result ensures that the energy functional defined in (1.17) is a non-increasing function of time if evaluated along a smooth solution to (1.5)-(1.13).

**Lemma 3.1.** Let \( u \in C([0,T],H^3(a,b)) \) be a solution to (1.5), with \( D \in C^1(\mathbb{R}) \) strictly positive and satisfying the boundary conditions (1.13). Then,

\[
\frac{d}{dt} E_\varepsilon[u](t) = -\varepsilon^{-1} \int_a^b \frac{\tilde{u}_t^2(x,t)}{D(u(x,t))} \, dx,
\] (3.3)

for any \( t \in [0,T] \). As a consequence, there exists \( d > 0 \) such that

\[
E_\varepsilon[u](0) - E_\varepsilon[u](t) \geq d\varepsilon^{-1} \int_0^t \|\tilde{u}_s\|_{L^2}^2 \, ds,
\] (3.4)

for any \( t \in [0,T] \).
Proof. Since the solution is regular enough, we can differentiate as follows
\[
\frac{d}{dt} E_\varepsilon[u] = \int_a^b \left[ \varepsilon^{p-1} |u_x|^p - 2 u_x u_{xt} + \frac{F'(u) u_t}{\varepsilon} \right] dx.
\]
Integrating by parts and using the boundary conditions (1.13), we obtain
\[
\frac{d}{dt} E_\varepsilon[u] = \int_a^b u_t \left[ -\varepsilon^{p-1} |u_x|^p - 2 u_{xx} x + \frac{F'(u)}{\varepsilon} \right] dx
\]
\[
= \varepsilon^{-1} \int_a^b u_{xt} \left[ -\varepsilon^p (|u_{xx}|^p - 2 u_{xx} x) + F'(u_x) \right] dx,
\]
where we used again the equality \( \bar{u}_x = u \). Integrating again by parts, we infer
\[
\frac{d}{dt} E_\varepsilon[u] = \varepsilon^{-1} \int_a^b u_t \left[ -\varepsilon^p (|\bar{u}_{xx}|^p - 2 \bar{u}_{xx} x) + F'(\bar{u}_x) \right] dx,
\]
where the boundary terms coming from the integration by parts vanish because of (3.1) \( \bar{u}(a, t) \) and \( \bar{u}(b, t) \) do not depend on \( t \), and so, \( \bar{u}_t(a, t) = \bar{u}_t(b, t) = 0 \), for any \( t \in [0, T] \). Therefore, since \( D \) is strictly positive, (3.2) gives equality (3.3); integrating in \( [0, t] \), we end up with (3.4), with
\[
d := \left( \max_{(x, t) \in [a, b] \times [0, T]} D(u(x, t)) \right)^{-1},
\]
and the proof is complete. \( \square \)

Thanks to (3.4), we shall prove that it is possible to choose a very large \( T_\varepsilon > 0 \) such that
\[
\int_0^{T_\varepsilon} \| \bar{u}_t(\cdot, s) \|_{L^2}^2 ds \leq \sigma(\varepsilon), \tag{3.5}
\]
with \( \sigma : \mathbb{R}^+ \to \mathbb{R}^+ \) very small. Hence, the idea is to take advantage of the smallness of the \( L^2 \)-norm of \( \bar{u}_t(\cdot, t) \) in \([0, T_\varepsilon] \) to prove the aforementioned slow motion results.

The strategy to prove (3.5) is based on (3.4): first, we prove a lower bound on the energy (1.17), then we consider properly assumptions on the initial datum, such that the variation of the energy is very small for any \( t \in [0, T_\varepsilon] \), with \( T_\varepsilon \to +\infty \), as \( \varepsilon \to 0^+ \).

Following [20], we make use of the generalized Young inequality
\[
a b \leq \frac{a^p}{p} + \frac{b^q}{q}, \quad \text{with} \quad \frac{1}{p} + \frac{1}{q} = 1, \tag{3.6}
\]
to deduce
\[
E_\varepsilon[u] \geq \int_a^b |u_x| \left( \frac{p}{p-1} F(u) \right)^{\frac{p-1}{p}} dx = \left( \frac{p}{p-1} \right)^{\frac{p-1}{p}} \int_{-1}^{+1} F(s)^{\frac{p-1}{p}} ds =: c_p, \tag{3.7}
\]
for any \( u \in C^1[a, b] \) connecting \(-1\) and \(+1\). It is to be observed that when \( p = 2 \), one has
\[
c_2 = \int_{-1}^{+1} \sqrt{2F(s)} ds,
\]
which is the minimum energy in the case of the classical Allen–Cahn and Cahn–Hilliard equations [6, 7]. The positive constant \( c_p \) represents the minimum energy to have a transition between \(-1\) and \(+1\) in the following sense: if a function \( u \) is sufficiently close to a function \( v \) in some sense to be specified later, where \( v :
on the function

\[ E_\varepsilon[u] \geq Nc_p - \sigma(\varepsilon), \]

where \( \sigma : \mathbb{R}^+ \to \mathbb{R}^+ \) is a small remainder that depends on \( \theta, p \). More precisely, we will present two different lower bounds of the form (3.8), depending on whether \( \theta = p \) or \( \theta > p \):

- if \( \theta = p \), then \( \sigma(\varepsilon) \) is exponentially small, that is \( \sigma(\varepsilon) = C \exp(-Ap/2\varepsilon) \), for some \( A, C > 0 \) independent on \( \varepsilon \), for details see Proposition 3.2 below.
- If \( \theta > p \), then \( \sigma(\varepsilon) \) is algebraically small, that is \( \sigma(\varepsilon) = C\varepsilon^k \), for some \( C, k > 0 \) independent on \( \varepsilon \), for details see 3.3 below.

We stress that (3.8) is a variational result that depends only on the structure of the energy functional (1.17) and in its proof equation (1.5) does not play a role. In fact, this result has been already proved in [20], but we need a different assumption on the function \( u \) in the case \( \theta = p \), so that we have to slightly modify the proof in such a case.

Let us fix here, and throughout the rest of the paper, \( N \in \mathbb{N} \) and a piecewise constant function \( v \) with \( N \) jumps as follows:

\[ v : [a, b] \to \{-1, 1\} \]

with \( N \) jumps located at \( a < h_1 < h_2 < \cdots < h_N < b \). (3.9)

Moreover, we fix \( r > 0 \) such that

\[ r < \frac{h_{i+1} - h_i}{2}, \quad \text{for } i = 1, \ldots, N, \quad a \leq h_1 - r, \quad h_N + r \leq b. \] (3.10)

Finally, for any \( p > 1 \), define

\[ \lambda_p := 2^{1 - \frac{1}{p}} (p - 1)^{-\frac{1}{p}}. \] (3.11)

We have now all the tools to present the lower bound (3.8) with a an exponentially small remainder \( \sigma \) in the case \( \theta = p \).

**Proposition 3.2.** Let \( E_\varepsilon \) be as in (1.17), with \( F \) given by (1.6) and \( p = \theta > 1 \). Moreover, fix \( v \) as in (3.9) and fix \( A \in (0, r\sqrt{2}\lambda_p) \), where \( v \) satisfies (3.10) and \( \lambda_p \) is defined in (3.11). Then there exist \( \varepsilon_0, C, \delta > 0 \) (depending only on \( p, v \) and \( A \)) such that if \( u \in H^1(a, b) \) satisfies

\[ \|\hat{u} - \hat{v}\|_{L^1} \leq \delta, \] (3.12)

then for any \( \varepsilon \in (0, \varepsilon_0) \),

\[ E_\varepsilon[u] \geq Nc_p - C \exp(-Ap/2\varepsilon), \] (3.13)

where \( c_p \) is defined in (3.7).

**Proof.** The only difference with respect to the proof in [20, Propositions 3.2] is to show that we can choose \( \delta \) in the assumption (3.12) such that that \( u \) is arbitrary close to +1 (or -1) in a point. Hence, we report here only this modification and refer to [20, Propositions 3.2] for all the details of the proof.

Fix \( u \in H^1(a, b) \) satisfying (3.12), and take \( \hat{r} \in (0, r) \) and \( \rho \) arbitrary small. Let us focus our attention on \( h_i \), one of the points of discontinuity of \( v \). To fix ideas, let \( v(h_i \pm r) = \pm 1 \), the other case being analogous. We claim that we can choose \( \delta > 0 \) sufficiently small that there exist \( r_+ \) and \( r_\) in (0, \( \hat{r} \)) such that

\[ |u(h_i + r_+) - 1| < \rho, \quad \text{and} \quad |u(h_i - r_-) + 1| < \rho. \] (3.14)
Indeed, we have
\[
\int_a^b (u - v)w \, dx = -\int_a^b (\tilde{u} - \tilde{v})w' \, dx,
\]
for any test function \( w \in C_c^1([a,b]) \). Thus, by using (3.12), we have
\[
\left| \int_a^b (u - v)w \, dx \right| \leq \|w'\|_{L^\infty} \int_a^b |\tilde{u} - \tilde{v}| \, dx \leq \delta \|w'\|_{L^\infty},
\]
(3.15)
for any test function \( w \in C_c^1([a,b]) \). Assume by contradiction that \( |u - 1| \geq \rho \) throughout \((h_i, h_i + \hat{r})\). Since \( u - v \) is continuous in \((h_i, h_i + \hat{r})\), one has either \( u - 1 \geq \rho > 0 \) or \( u - 1 \leq -\rho < 0 \) in the whole interval under consideration. Therefore, choosing \( w \) non constant and non negative with compact support contained in \((h_i, h_i + \hat{r})\), we obtain
\[
\rho \|w\|_{L^1} \leq \int_{h_i}^{h_i + \hat{r}} |u - 1|w \, dx = \left| \int_a^b (u - v)w \, dx \right| \leq \delta \|w'\|_{L^\infty},
\]
and this leads to a contradiction if we choose \( \delta \in (0, \rho \|w\|_{L^1}/\|w'\|_{L^\infty}) \). Similarly, one can prove the existence of \( r_- \in (0, \hat{r}) \) such that \( |u(h_i - r_-) + 1| < \rho_2 \). \( \Box \)

Next, we recall the lower bound (3.8) in the case \( \theta > p > 1 \), cfr. [20, Proposition 4.1].

**Proposition 3.3.** Let \( p > 1 \), \( F \) given by (1.6) with \( \theta > p \), \( v : (a,b) \to \{-1, +1\} \) a piecewise constant function with exactly \( N \) discontinuities (as in (3.9)) and define the sequence
\[
\begin{align*}
k_1 &= 0, \\
k_2 &:= \alpha, \\
k_{m+1} &:= \alpha(k_m + 1), \quad m \geq 2,
\end{align*}
\]
where \( \alpha := \frac{p - 1}{p} + \frac{1}{\theta} \). (3.16)

Then, for any \( m \in \mathbb{N} \), there exist constants \( \delta_m > 0 \) and \( C > 0 \) such that if \( u \in H^1(a,b) \) satisfies
\[
\|u - v\|_{L^1} \leq \delta_m,
\]
(3.17)
and
\[
E_\varepsilon[u] \leq Nc_p + C\varepsilon^{k_m},
\]
(3.18)
with \( \varepsilon \) sufficiently small, then
\[
E_\varepsilon[u] \geq Nc_p - C_m\varepsilon^{k_{m+1}},
\]
(3.19)
where \( E_\varepsilon \) and \( c_p \) are defined in (1.17) and (3.7), respectively.

For the proof of this result see [20, Proposition 4.1].

**Remark 3.4.** First of all, we observe that the assumption \( \theta > p \) implies that \( \alpha \in (0, 1) \) and, consequently, the increasing sequence defined in (3.16) satisfies
\[
\lim_{m \to +\infty} k_m = \frac{\alpha}{1 - \alpha} = \frac{\theta p}{\theta - p} - 1.
\]
(3.20)

Therefore, the assumption \( \theta > p \) implies that the sequence (3.16) is bounded from above and from (3.20) it follows that, for \( \varepsilon \to 0^+ \), the best exponent we can obtain is
\[
\gamma_{\theta,p} := \lim_{m \to +\infty} k_m = \frac{\theta p}{\theta - p} - 1.
\]
3.2. Main results. Lemma 3.1 and Propositions 3.2-3.3 are the key ingredients to apply the energy approach introduced in [6, 7, 22]. First of all, we consider the case \( \theta = p \) and we give the definition of a function with a transition layer structure.

**Definition 3.5.** We say that a function \( u_\varepsilon \in H^1(a,b) \) has an \( N \)-transition layer structure if

\[
\lim_{\varepsilon \to 0} \| u_\varepsilon - v \|_{L^1} = 0, \tag{3.21}
\]

where \( v \) is as in (3.9), and there exist constants \( C > 0, A \in (0, r \sqrt{2} \lambda_p) \) (with \( r \) satisfying (3.10) and \( \lambda_p \) defined in (3.11)) such that

\[
E_\varepsilon[u_\varepsilon] \leq N c_p + C \exp(-Ap/2\varepsilon), \tag{3.22}
\]

for any \( \varepsilon \ll 1 \), where the energy \( E_\varepsilon \) and the positive constant \( c_p \) are defined in (1.17) and in (3.7), respectively.

Our first result states that the solution \( u_\varepsilon(\cdot,t) \) arising from an initial datum satisfying (3.21) and (3.22), satisfies the property (3.21) as well, (at least) for an exponentially long time. Together with (3.4), this ensures that the solution maintains the same transition layer structure of the initial datum for an exponentially long time, thus exhibiting a metastable dynamics. It is important to notice that, for \( N \geq 2 \), profiles with a transition layer structure as the one introduced in Definition 3.5, are neither stationary solutions to (1.5)-(1.13) nor they are close to them because of the results of Section 2 (see, in particular, subsection 2.1, where we proved that stationary solutions with a transition layer structure exist, but the layers are not randomly located).

**Theorem 3.6** (metastable dynamics in the critical case \( \theta = p \)). Let \( v \) be as in (3.9) and \( A \in (0, r \sqrt{2} \lambda_p) \), with \( r \) satisfying (3.10) and \( \lambda_p \) defined in (3.11). If \( u_\varepsilon \) is the solution to (1.5), with \( D \in C^1 \) strictly positive, \( F \) given by (1.6) and \( \theta = p > 1 \), subject to boundary conditions (1.13) and initial datum \( u_0^\varepsilon \) satisfying (3.21) and (3.22), then,

\[
\sup_{0 \leq t \leq m \exp(Ap/2\varepsilon)} \| \tilde{u}^\varepsilon(\cdot,t) - \tilde{v} \|_{L^1} \longrightarrow 0, \tag{3.23}
\]

for any \( m > 0 \). Moreover, if \( p \geq 2 \), then

\[
\sup_{0 \leq t \leq m \exp(Ap/2\varepsilon)} \| u_\varepsilon^\varepsilon(\cdot,t) - v \|_{L^1} \longrightarrow 0, \tag{3.24}
\]

for any \( m > 0 \) and any \( \eta \in (1 - 2/p, 1) \).

As it was already mentioned, thanks to Lemma 3.1 and Proposition 3.2, we can apply the same strategy of [6, 22] to prove Theorem 3.6. The first step of the proof is the following bound on the \( L^2 \)-norm of the time derivative of the solution \( u_\varepsilon^\varepsilon \).

**Proposition 3.7.** Under the same assumptions of Theorem 3.6, there exist positive constants \( \varepsilon_0, C_1, C_2 > 0 \) (independent on \( \varepsilon \)) such that

\[
\int_0^{C_1 \varepsilon^{-1} \exp(Ap/2\varepsilon)} \| \tilde{u}_\varepsilon^\varepsilon \|_{L^2}^2 \, dt \leq C_2 \varepsilon \exp(-Ap/2\varepsilon), \tag{3.25}
\]

for all \( \varepsilon \in (0, \varepsilon_0) \).

**Proof.** Let \( \varepsilon_0 > 0 \) so small that for all \( \varepsilon \in (0, \varepsilon_0), (3.21) \) holds and

\[
\| u_0^\varepsilon - v \|_{L^1} \leq \frac{1}{2} \delta(b - a)^{-1}, \tag{3.26}
\]
where $\delta$ is the constant of Proposition 3.2. From (3.26) and the definition of $\tilde{u}, \tilde{v}$, it follows that

$$\| \tilde{u}_0 - \tilde{v} \|_{L^1} \leq \int_{a}^{b} \left[ \int_{a}^{x} |u_0^e(y) - v(y)| \, dy \right] \, dx \leq (b - a) \| u_0^e - v \|_{L^1} \leq \frac{1}{2} \delta. \quad (3.27)$$

Let $T_\varepsilon > 0$; we claim that if

$$\int_{T_\varepsilon} \| \tilde{u}^\varepsilon_t \|_{L^1} \, dt \leq \frac{1}{2} \delta, \quad (3.28)$$

then there exists $C > 0$ such that

$$E_\varepsilon[\tilde{u}^\varepsilon](T_\varepsilon) \geq Nc_p - C \exp(-Ap/2\varepsilon). \quad (3.29)$$

Indeed, by using (3.27), (3.28) and the triangle inequality we obtain

$$\| \tilde{u}(\cdot, T_\varepsilon) - \tilde{v} \|_{L^1} \leq \| \tilde{u}_0 - \tilde{v} \|_{L^1} + \int_{0}^{T_\varepsilon} \| \tilde{u}_0^\varepsilon - \tilde{v} \|_{L^1} \, dt \leq \frac{1}{2} \delta + \frac{1}{2} \delta \leq \delta,$n

and inequality (3.29) follows from Proposition 3.2. Substituting (3.22) and (3.29) in (3.4) yields

$$\int_{0}^{T_\varepsilon} \| \tilde{u}_0^\varepsilon \|^2_{L^2} \, dt \leq C_\varepsilon \exp(-Ap/2\varepsilon). \quad (3.30)$$

It remains to prove that inequality (3.28) holds for $T_\varepsilon \geq C_\varepsilon^{-1} \exp( Ap/2 \varepsilon )$. If

$$\int_{0}^{+\infty} \| \tilde{u}_0^\varepsilon \|_{L^1} \, dt \leq \frac{1}{2} \delta,$n

then there is nothing to prove. Otherwise, choose $\hat{T}_\varepsilon$ such that

$$\int_{0}^{\hat{T}_\varepsilon} \| \tilde{u}_0^\varepsilon \|_{L^1} \, dt = \frac{1}{2} \delta.$n

Using Hölder’s inequality and (3.30), we infer

$$\frac{1}{2} \delta \leq \left[ \hat{T}_\varepsilon (b - a) \right]^{1/2} \left( \int_{0}^{\hat{T}_\varepsilon} \| \tilde{u}_0^\varepsilon \|^2_{L^2} \, dt \right)^{1/2} \leq \left[ \hat{T}_\varepsilon (b - a) C_\varepsilon \exp(-Ap/2\varepsilon) \right]^{1/2}.$n

It follows that there exists $C_1 > 0$ such that

$$\hat{T}_\varepsilon \geq C_1 \varepsilon^{-1} \exp( Ap/2 \varepsilon ),$$

and the proof is complete. $\square$

We now have all the tools to prove (3.23)-(3.24).

**Proof of Theorem 3.6.** The triangle inequality gives us

$$\| \tilde{u}^\varepsilon(\cdot, t) - \tilde{v} \|_{L^1} \leq \| \tilde{u}^\varepsilon(\cdot, t) - \tilde{u}_0^\varepsilon \|_{L^1} + \| \tilde{u}_0^\varepsilon - \tilde{v} \|_{L^1}, \quad (3.31)$$

for all $t \in [0, m \exp( Ap/2 \varepsilon )]$. The last term of inequality (3.31) tends to 0 by assumption (3.21) and by (3.27); let us show that also the first one tends to 0 as
\( \varepsilon \to 0 \). To this end, taking \( \varepsilon \) small enough so that \( C_1 \varepsilon^{-1} \geq m \), we can apply Proposition 3.7 and, by using (3.25), we deduce that
\[
\| \tilde{u}^\varepsilon(\cdot,t) - \tilde{u}_0^\varepsilon \|_{L^1}^2 
\leq (b-a) \| \tilde{u}^\varepsilon(\cdot,t) - \tilde{u}_0^\varepsilon \|_{L^2}^2 = (b-a) \left\| \int_0^t \tilde{u}_s^\varepsilon(\cdot,s) \, ds \right\|_{L^2}^2
\leq (b-a) t \int_0^t \| \tilde{u}_s^\varepsilon \|_{L^2}^2 \, dt
\leq (b-a) m \exp(Ap/2\varepsilon) \int_0^m \sup \exp(Ap/2\varepsilon) \| \tilde{u}_t^\varepsilon \|_{L^2}^2 \, dt
\leq C_2(b-a) m \varepsilon,
\]
for all \( t \in [0, m \exp(Ap/2\varepsilon)] \). Hence, (3.23) follows.

Moreover, fix \( \eta \in (1 - 2/p, 1) \), and, as before,
\[
\| u^\varepsilon(\cdot,t) - v \|_{L^1} \leq \| u^\varepsilon(\cdot,t) - u_0^\varepsilon \|_{L^1} + \| u_0^\varepsilon - v \|_{L^1}, \tag{3.32}
\]
for all \( t \in [0, m \varepsilon \eta \exp(Ap/2\varepsilon)] \). As before, from (3.21), we only need to control the first term on the right hand side of (3.32). Taking \( \varepsilon \) small enough so that \( C_1 \varepsilon^{-1} \geq m \varepsilon \eta \), we thus obtain
\[
\| \tilde{u}^\varepsilon(\cdot,t) - \tilde{u}_0^\varepsilon \|_{L^1}^2 = \left\| \int_0^t \tilde{u}_s^\varepsilon(\cdot,s) \, ds \right\|_{L^2}^2 \leq t \int_0^t \| \tilde{u}_s^\varepsilon \|_{L^2}^2 \, dt \leq C_2 m \varepsilon^{1+\eta}, \tag{3.33}
\]
for all \( t \in [0, m \varepsilon \eta \exp(Ap/2\varepsilon)] \).

Denote by \( w^\varepsilon(x,t) := u^\varepsilon(x,t) - u_0^\varepsilon(x) \) and \( \tilde{w}^\varepsilon(x,t) := \tilde{u}^\varepsilon(x,t) - \tilde{u}_0^\varepsilon(x) \). Integrating by parts and using the boundary conditions (3.1) for \( \tilde{u} \), we infer
\[
\| w^\varepsilon(\cdot,t) \|_{L^2}^2 = \int_a^b \tilde{w}_x^\varepsilon(x,t) w^\varepsilon(x,t) \, dx = - \int_a^b \tilde{w}^\varepsilon(x,t) w_x^\varepsilon(x,t) \, dx \tag{3.34}
\leq \| \tilde{w}^\varepsilon(\cdot,t) \|_{L^2} \| w_x^\varepsilon(\cdot,t) \|_{L^2}.
\]
In order to estimate the last term of (3.34), we use (3.33), the assumption (3.22) and (3.4). Indeed, since \( \int_a^b |w_x^\varepsilon(x,t)|^p \, dx \leq C \varepsilon^{1-p} \) for all \( t \geq 0 \), if \( p \geq 2 \), then
\[
\| w_x^\varepsilon(\cdot,t) \|_{L^2} \leq C \| w_x^\varepsilon(\cdot,t) \|_{L^p} \leq C \varepsilon^{\frac{1-p}{p}},
\]
and we end up with
\[
\| u^\varepsilon(\cdot,t) - u_0^\varepsilon \|_{L^2}^2 \leq C \varepsilon^{\frac{1}{2}+\frac{1-p}{p}} = C \varepsilon^{\frac{np-2p+2}{2p}},
\]
for all \( t \in [0, m \varepsilon \eta \exp(Ap/2\varepsilon)] \). Notice that, since \( \eta \in (1 - 2/p, 1) \) the exponent of \( \varepsilon \) is strictly positive. It finally follows that
\[
\sup_{0 \leq t \leq m \varepsilon \eta \exp(Ap/2\varepsilon)} \| u^\varepsilon(\cdot,t) - u_0^\varepsilon \|_{L^1} \leq C \varepsilon^{\frac{np-2p+2}{2p}}.
\]
Combining the latter estimate, (3.32) and by passing to the limit as \( \varepsilon \to 0 \), we obtain (3.24).

Theorem 3.6 provides sufficient conditions for the existence of a metastable state for equation (1.5) and shows its persistence for (at least) an exponentially long time. It is also of interest to notice that the bigger is \( p \), the longer the time of such a persistence. Also, we recover exactly the classical result when \( p = 2 \) (cfr. [2, 3]).
We now consider the case $\theta > p$, and we prove the algebraic slow motion of the solutions. As done before, we fix a piecewise constant function $v$ with $N$ transitions as in (3.9) and we assume that the initial datum $u_0^\varepsilon$ satisfies
\begin{equation}
\lim_{\varepsilon \to 0} \| u_0^\varepsilon - v \|_{l^1} = 0,
\end{equation}
and that there exist $C > 0$ and $m \in \mathbb{N}$ such that
\begin{equation}
E_\varepsilon[u_0^\varepsilon] \leq Nc_p + C\varepsilon^{k_m},
\end{equation}
for any $\varepsilon \ll 1$, where the energy $E_\varepsilon$ and the positive constants $c_p, k_m$ are defined in (1.17), (3.7) and (3.16), respectively.

Our second result is the following theorem.

**Theorem 3.8** (algebraic slow motion in the degenerate or supercritical case $\theta > p$). Let $u^\varepsilon$ be the solution to (1.5)-(1.6)-(1.12)-(1.13) with $\theta > p > 1, D \in C^1$ strictly positive and with initial datum $u_0^\varepsilon$ satisfying (3.35)-(3.36).

Then,
\begin{equation}
\sup_{0 \leq t \leq \varepsilon^{-k_m}} \| \tilde{u}^\varepsilon(\cdot, t) - \tilde{v} \|_{l^1} \longrightarrow 0, \quad \varepsilon \to 0
\end{equation}
for any $l > 0$. Moreover, if $p \geq 2$, then
\begin{equation}
\sup_{0 \leq t \leq \varepsilon^{-k_m} + \eta} \| u^\varepsilon(\cdot, t) - v \|_{l^1} \longrightarrow 0, \quad \varepsilon \to 0
\end{equation}
for any $l > 0$ and any $\eta \in (1 - 2/p, 1)$.

The strategy to prove Theorem 3.8 is the same of Theorem 3.6, but with the crucial difference that we need to use Proposition 3.3; to do this, we need to verify assumption (3.17) at a large time $T_\varepsilon > 0$ and this complicates the computations, as we show in the proof of the following instrumental result, that plays the same role of Proposition 3.7.

**Proposition 3.9.** Let $\mu \in (0, 1)$. Under the same assumptions of Theorem 3.8, there exist positive constants $\varepsilon_0, C_1, C_2 > 0$ (independent on $\varepsilon$) such that
\begin{equation}
\int_0^{T_\varepsilon} \| \tilde{u}_t^\varepsilon \|_{l^2}^2 dt \leq C_2\varepsilon^{k_m+1},
\end{equation}
for all $\varepsilon \in (0, \varepsilon_0)$.

**Proof.** First of all, notice that proceeding as in (3.27), we get
\begin{equation}
\| \tilde{u}_0^\varepsilon - \tilde{v} \|_{l^1} \leq (b - a)\| u_0^\varepsilon - v \|_{l^1},
\end{equation}
and, as a consequence, the assumption (3.35) ensures
\begin{equation}
\lim_{\varepsilon \to 0} \| \tilde{u}_0^\varepsilon - \tilde{v} \|_{l^1} = 0.
\end{equation}
Similarly to the proof of Proposition 3.7, we proceed in two steps: first, we claim that if $T_\varepsilon > 0$ satisfies
\begin{equation}
\int_0^{T_\varepsilon} \| \tilde{u}_t^\varepsilon \|_{l^1} dt \leq \varepsilon^\alpha, \quad \alpha = \frac{1}{2}(1 - \mu) > 0,
\end{equation}
then, there exists $C > 0$ such that
\begin{equation}
\int_0^{T_\varepsilon} \| \tilde{u}_t^\varepsilon \|_{l^2}^2 dt \leq C\varepsilon^{k_m+1}.
\end{equation}
Then, we prove that (3.42) holds true for \(T_\varepsilon \geq C_1 \varepsilon^{-(k \mu + \mu)}\). The fact that (3.41) implies (3.42) is a consequence of the energy estimate (3.4) and the lower bound (3.19). Thus, let us prove that (3.41) implies that the solution at time \(T_\varepsilon\), i.e. \(u^\varepsilon(\cdot, T_\varepsilon)\), satisfies the assumptions of Proposition 3.3. Since the energy does not increase in time along the solution, see (3.4), and the initial datum satisfies (3.36), the solution \(u^\varepsilon(\cdot, t)\) verifies assumption (3.18) for any \(t \geq 0\) and we only have to prove that (3.17) holds true for \(t = T_\varepsilon\). To do this, we first notice that, since

\[
\|\tilde{u}(\cdot, T_\varepsilon) - \tilde{v}\|_{L^1} \leq \|\tilde{u}(\cdot, T_\varepsilon) - \tilde{u}_0\|_{L^1} + \|\tilde{u}_0 - \tilde{v}\|_{L^1} \leq \int_0^{T_\varepsilon} \|\tilde{u}_t\|_{L^1} + \|\tilde{u}_0 - \tilde{v}\|_{L^1},
\]

it follows from (3.40) and (3.41) that

\[
\lim_{\varepsilon \to 0} \|\tilde{u}(\cdot, T_\varepsilon) - \tilde{v}\|_{L^1} = 0. \tag{3.43}
\]

Next, Lemma 3.1 and assumption (3.36) give \(E_\varepsilon[u^\varepsilon](t) \leq C\), for any \(t \geq 0\), that is

\[
\int_a^b \left[ \frac{\varepsilon^{p-1}}{p} |u^\varepsilon_x|^p + \frac{F(u^\varepsilon)}{\varepsilon} \right] dx \leq C, \quad \forall t \geq 0. \tag{3.44}
\]

Therefore, we can prove that the function \(\Psi(u^\varepsilon(\cdot, T_\varepsilon))\) is uniformly bounded in \(BV(a, b)\), where

\[
\Psi(z) := \int_0^z F(s)^{\frac{p-1}{p}} \, ds = \left( \frac{1}{2\theta} \right)^{\frac{p-1}{p}} \int_0^z |1 - s^{2\theta-\theta/p}|^{\frac{p}{\theta}} ds.
\]

Indeed, applying Hölder’s inequality and (3.44), we obtain

\[
\int_a^b \left| \frac{d}{dx} \Psi(u^\varepsilon(x, T_\varepsilon)) \right| dx = \int_a^b |\Psi'(u^\varepsilon(x, T_\varepsilon))||u^\varepsilon_x(x, T_\varepsilon)| \, dx
\]

\[
= \int_a^b F(u^\varepsilon(x, T_\varepsilon))^{\frac{p-1}{p}} |u^\varepsilon_x(x, T_\varepsilon)| \, dx
\]

\[
\leq \|\varepsilon u^\varepsilon_x(\cdot, T_\varepsilon)\|_{L^p} + \varepsilon^{-1} \|F(u^\varepsilon(\cdot, T_\varepsilon))\|_{L^{\frac{p}{\theta}}} \leq C.
\]

Moreover, since \(\Psi(z) \approx z^{2\theta-2\theta/p+1}\) for large \(z\) and \(2\theta - 2\theta/p + 1 < 2\theta\), because \(\theta > p\), we can choose constants \(c_1, c_2\) such that

\[
|\Psi(z)| \leq c_1 + c_2 |1 - z^{2\theta}|,
\]

and, as a consequence,

\[
\int_a^b |\Psi(u^\varepsilon(x, T_\varepsilon))| \, dx \leq c_1(b-a) + 2c_2 \theta \int_a^b F(u^\varepsilon(x, T_\varepsilon)) \, dx \leq c_1(b-a) + 2c_2 \theta C \varepsilon,
\]

where we used again (3.44). Therefore, \(\Psi(u^\varepsilon(\cdot, T_\varepsilon))\) is uniformly bounded in \(BV(a, b)\) and for a standard compactness result, we can state that there exists a subsequence \(\Psi(u^{\varepsilon_j}(\cdot, T_{\varepsilon_j}))\) which converges in \(L^1(a, b)\) to a function \(\Psi^*\), namely

\[
\lim_{\varepsilon_j \to 0} \|\Psi(u^{\varepsilon_j}(\cdot, T_{\varepsilon_j})) - \Psi^*\|_{L^1} = 0. \tag{3.45}
\]

Passing to a further subsequence if necessary, we obtain

\[
\lim_{\varepsilon_j \to 0} \Psi(u^{\varepsilon_j}(x, T_{\varepsilon_j})) = \Psi^*(x), \quad \text{a.e. on } (a, b).
\]
Since $\Psi$ is strictly positive except at $\pm 1$, the function $\Psi$ is monotone and there is a unique function $v^*$ such that $\Psi(v^*(x)) = \Psi^*(x)$, implying
$$
\lim_{\varepsilon \to 0} u^{\varepsilon}(x, T_{\varepsilon}) = v^*(x), \quad \text{a.e. on } (a, b).
$$

Using the Fatou’s Lemma and (3.44), we get
$$
\int_a^b F(v^*(x, T_{\varepsilon})) \, dx \, dt \leq \liminf_{\varepsilon \to 0} \int_a^b F(u^{\varepsilon}(x, T_{\varepsilon})) \, dx \, dt = 0,
$$
so that $v^*$ takes only the values $\pm 1$. The latter property, together with (3.43), imply that $v^* = v$ a.e. on $(a, b)$ or, equivalently, that
$$
\lim_{\varepsilon \to 0} u^{\varepsilon}(x, T_{\varepsilon}) = v(x), \quad \text{a.e. on } (a, b).
$$

To prove this, it is sufficient to proceed as in (3.15) and use (3.43) to show that
$$
\left| \int_a^b (u^{\varepsilon}(x, T_{\varepsilon}) - v(x)) \, w(x) \, dx \right| \leq \|w\|_{L^\infty} \|\tilde{u}^{\varepsilon}(\cdot, T_{\varepsilon}) - \tilde{v}\|_{L^1} \to 0, \quad \text{as } \varepsilon \to 0,
$$
for any test function $w \in C_c^1([a, b])$. Hence, if we suppose by contradiction that $v \neq v^*$ in some set $I \subset (a, b)$ with $\text{meas}(I) > 0$, we obtain a contradiction because $|u^{\varepsilon}(\cdot, T_{\varepsilon}) - v| > 1$ in $I$. The last step is to prove that $u^{\varepsilon}(\cdot, T_{\varepsilon})$ converges to $v$ in $L^1(a, b)$. From (3.45) and by the strict monotonicity of $\Psi$, it follows that
$$
\lim_{\varepsilon \to 0} \|\Psi(u^{\varepsilon}(\cdot, T_{\varepsilon})) - \Psi(v)\|_{L^1} = 0.
$$

However, using again that $\Psi(z) \approx z^{2\theta - 2\theta/p - 1}$ for large $z$, we finally deduce
$$
\lim_{\varepsilon \to 0} \|\tilde{u}^{\varepsilon}(\cdot, T_{\varepsilon}) - v\|_{L^1} = 0.
$$

As a consequence, we can choose $\varepsilon$ so small that $u^{\varepsilon}(\cdot, T_{\varepsilon})$ satisfies assumption (3.17), and applying Proposition 3.3, we have
$$
E[u^{\varepsilon}](T_{\varepsilon}) \geq Nc_p - C_m \varepsilon^{k_{m+1}}.
$$

Furthermore, by using (3.4) and (3.36) we obtain
$$
\int_0^{T_{\varepsilon}} \|\tilde{u}^\varepsilon_t\|_{L^2}^2 \, dt \leq C\varepsilon (E_{\varepsilon}[u^0] - E[u^{\varepsilon}](T_{\varepsilon})) \leq C\varepsilon^{k_{m+1}}.
$$

We proved that (3.41) implies (3.42); it remains to prove that inequality (3.41) holds for $T_{\varepsilon} \geq C_1 \varepsilon^{-(k_{m+1} + \mu)}$. If
$$
\int_0^{+\infty} \|\tilde{u}_{\varepsilon}^\alpha\|_{L^1} \, dt \leq \varepsilon^\alpha,
$$
then there is nothing to prove. Otherwise, choose $\hat{T}_{\varepsilon}$ such that
$$
\int_0^{\hat{T}_{\varepsilon}} \|\tilde{u}_{\varepsilon}^\alpha\|_{L^1} \, dt = \varepsilon^\alpha.
$$

Using Hölder’s inequality and (3.42), we infer
$$
\varepsilon^\alpha \leq [\hat{T}_{\varepsilon}(b - a)]^{1/2} \left( \int_0^{\hat{T}_{\varepsilon}} \|\tilde{u}_{\varepsilon}^\alpha\|_{L^2}^2 \, dt \right)^{1/2} \leq \left[ \hat{T}_{\varepsilon}(b - a)C_2 \varepsilon^{k_{m+1}} \right]^{1/2}.
$$

It follows that there exists $C_3 > 0$ such that
$$
\hat{T}_{\varepsilon} \geq C_3 \varepsilon^{2\alpha - k_{m-1}}.
$$
Hence, by using $\alpha = \frac{1}{2}(1 - \mu)$, we deduce that
\[ \hat{T}_\varepsilon \geq C_1 \varepsilon^{-(k_m + \mu)}. \]
and the proof is complete. \hfill \Box

We now have all the tools to prove (3.37)-(3.38), proceeding in the same way as we have done for (3.23)-(3.24).

**Proof of Theorem 3.8.** Let us proceed as in the proof of Theorem 3.6; triangle inequality gives us (3.31) for all $t \in [0, l\varepsilon^{-k_m}]$, and the last term of inequality (3.31) tends to 0 by assumption (3.40). Taking $\varepsilon$ small enough so that $C_1 \varepsilon^{-\delta} \geq l$, we can apply Proposition 3.9 and, by using (3.39), we deduce
\[ \|\tilde{u}_\varepsilon(\cdot, t) - \tilde{u}_0\|_{L^2}^2 \leq (b - a) \int_0^t \|\tilde{u}_t\|_{L^2}^2 dt \]
for all $t \in [0, l\varepsilon^{-k_m}]$ and (3.23) follows.

The proof of (3.38) is very similar to the one of (3.24), for details see the proof of Theorem 3.6. \hfill \Box

We conclude this section by recalling that [20, Section 3.1] ensures the existence of a family of functions $u^\varepsilon$ with a transition layer structure, that is a family of functions satisfying the assumptions (3.21), (3.22) or (3.36), that we required in the main results, Theorems 3.6 and 3.8. The proof consists in explicitly constructing the function $u^\varepsilon$.

### 4. Layer dynamics

In this last section we aim at showing how the results of Section 3 can be translated into a result concerning the motion of the transition points $h_1, \ldots, h_N$. Theorems 3.6 and 3.8 show that solutions to (1.5)-(1.13) arising from initial data with $N$-transition layers maintain such unstable structure for long times (precisely, exponentially long times or algebraically long times if $\theta = p$ or $\theta > p$, respectively). These results are tantamount to a precise description of the motion of the transition points $h_1, \ldots, h_N$, showing that they move with a very small velocity as $\varepsilon \to 0^+$.

Following the strategy of [18, 20, 22], let us consider $v$ a piecewise constance function as in (3.9), and $u : [a, b] \to \mathbb{R}$ an arbitrary function. We define their interfaces as follows:
\[ I[v] = \{h_1, \ldots, h_N\} \quad \text{and} \quad I_K[u] = u^{-1}(K), \]
where $K \subset \mathbb{R} \setminus \{\pm 1\}$ is an arbitrary closed subset. Also, for any $A, B \subset \mathbb{R}$, we define
\[ d(A, B) := \max \left\{ \sup_{\alpha \in A} d(\alpha, B), \sup_{\beta \in B} d(\beta, A) \right\}, \]
where $d(\beta, A) := \inf \{|\beta - \alpha| : \alpha \in A\}$.

The next lemma shows that the distance between the interfaces $I_K[u]$ and $I[v]$ is small, providing some smallness assumptions on the $L^1$-norm of the difference
On the other hand, we have

|\|\| \tilde{u} - \tilde{v} \|\|_{L^1} < \hat{\delta} \quad \text{and} \quad E_{\varepsilon}[u] \leq Nc_p + \Gamma, \quad (4.1)

then, for any \( \varepsilon \in (0, \varepsilon_0) \) there holds

\[ d(I_K[u], I[v]) \leq \frac{\delta}{2}. \quad (4.2) \]

**Proof.** Let us fix \( \delta \in (0, r) \) and choose \( \rho > 0 \) small enough that

\[ I_\rho := (-1 - \rho, -1 + \rho) \cup (1 - \rho, 1 + \rho) \subset \mathbb{R} \setminus K, \]

and

\[
\inf \left\{ \left( \frac{p}{p-1} \right)^{\frac{p-1}{p}} \left| \int_{\xi_1}^{\xi_2} F(s) \frac{p-1}{p} ds \right| : \xi_1 \in K, \xi_2 \in I_\rho \right\} > 2M,
\]

where

\[ M := 2N \left( \frac{p}{p-1} \right)^{\frac{p-1}{p}} \max \left\{ \int_{1-\rho}^{1} F(s) \frac{p-1}{p} ds, \int_{-1+\rho}^{-1} F(s) \frac{p-1}{p} ds \right\}. \]

By reasoning as in the proof of (3.14) in Proposition 3.2, we can prove that for each \( i \) there exist

\[ x_i^- \in (h_i - \delta/2, h_i) \quad \text{and} \quad x_i^+ \in (h_i, h_i + \delta/2), \]

such that

\[ |u(x_i^-) - v(x_i^-)| < \rho \quad \text{and} \quad |u(x_i^+) - v(x_i^+)| < \rho. \]

Suppose by absurd that (4.2) is violated, and let’s show that this leads to a contradiction. By Young’s inequality we deduce

\[
E_{\varepsilon}[u] \geq \left( \frac{p}{p-1} \right)^{\frac{p-1}{p}} \sum_{i=1}^{N} \left| \int_{u(x_i^-)}^{u(x_i^+)} F(s) \frac{p-1}{p} ds \right|
+ \left( \frac{p}{p-1} \right)^{\frac{p-1}{p}} \inf \left\{ \int_{\xi_1}^{\xi_2} F(s) \frac{p-1}{p} ds : \xi_1 \in K, \xi_2 \in I_\rho \right\}.
\]

On the other hand, we have

\[
\left( \frac{p}{p-1} \right)^{\frac{p-1}{p}} \left| \int_{u(x_i^-)}^{u(x_i^+)} F(s) \frac{p-1}{p} ds \right| \geq \left( \frac{p}{p-1} \right)^{\frac{p-1}{p}} \int_{-1}^{1} F(s) \frac{p-1}{p} ds
- \left( \frac{p}{p-1} \right)^{\frac{p-1}{p}} \int_{-1}^{-1+\rho} F(s) \frac{p-1}{p} ds
- \left( \frac{p}{p-1} \right)^{\frac{p-1}{p}} \int_{1-\rho}^{1} F(s) \frac{p-1}{p} ds
\geq c_p - \frac{M}{N}. \]
Substituting the latter bound in (4.3), we deduce
\[ E_\varepsilon[u] \geq Nc_p - M + \left( \frac{p}{p-1} \right)^{\frac{p-1}{p}} \inf \left\{ \left\| \int_{\xi_1}^{\xi_2} F(s)^{\frac{2}{p-1}} \, ds \right\| : \xi_1 \in K, \xi_2 \in I_\rho \right\}, \]
that leads, given the choice of \( \rho \), to
\[ E_\varepsilon[u] > Nc_p + M, \]
which is a contradiction with assumption (4.1). \( \square \)

We are now ready to prove the following result concerning the slow motion of the transition points \( h_1, \ldots, h_N \), showing that they evolve exponentially or algebraically slowly if \( \theta = p \) or \( \theta > p \), respectively.

**Theorem 4.2.** Let \( F \) be as in (1.6), \( D \in C^1 \) strictly positive and let \( u_\varepsilon \) be the solution to (1.5)-(1.13) with initial datum \( u_0^\varepsilon \) satisfying \( \lim_{\varepsilon \to 0} \| u_0^\varepsilon - v \|_{L^1} = 0 \) and (3.22) in the case \( \theta = p \) or (3.36) in the case \( \theta > p \). Given \( \delta \in (0, r) \), set
\[ t_\varepsilon(\delta) = \inf \{ t : d(I_K[u_\varepsilon(\cdot,t)], I_K[u_0^\varepsilon]) > \delta \}, \]
where \( K \subset \mathbb{R} \setminus \{ \pm 1 \} \). Then there exists \( \varepsilon_0 > 0 \) such that, if \( \varepsilon \in (0, \varepsilon_0) \)
\[ t_\varepsilon(\delta) > \omega(\varepsilon), \]
where
\[ \omega(\varepsilon) := \begin{cases} \exp(Ap/2\varepsilon) & \text{if } \theta = p, \\ \varepsilon^{-k_m} & \text{if } \theta > p, \end{cases} \]
with \( A \) and \( k_m \) appearing in Theorems 3.6 and 3.8.

**Proof.** We start with the case \( \theta = p \). We choose \( \varepsilon_0 \) small enough such that the assumption on \( u_0^\varepsilon \) implies that (4.1) is satisfied; hence, from Lemma 4.1 it follows that
\[ d(I_K[u_\varepsilon(t)], I[v]) < \frac{\delta}{2}, \]
for all \( t \in (0, \exp(Ap/2\varepsilon)) \).

Also, if considering the time dependent solution \( u_\varepsilon(\cdot,t) \), from (3.23) in Theorem 3.6 and since \( E_\varepsilon[u] \) is a non-increasing function of \( t \), it follows that (4.1) is satisfied for \( u_\varepsilon(\cdot,t) \), for any \( t < \exp(Ap/2\varepsilon) \), implying (4.2) holds for \( u_\varepsilon \) as well. As a consequence, from the triangular inequality, we have
\[ d(I_K[u_\varepsilon(t)], I_K[u_0^\varepsilon]) < \delta, \]
for all \( t \in (0, \exp(Ap/2\varepsilon)) \).

When \( \theta > p \) we can proceed with the exact same computations by making use of (3.37) in Theorem 3.8; we thus end up with
\[ d(I_K[u_\varepsilon(t)], I_K[u_0^\varepsilon]) < \delta, \]
for all \( t \in (0, \varepsilon^{-k_m}) \), and the proof is complete. \( \square \)

Theorem 4.2, together with Theorems 3.6 and 3.8, prove that solutions to (1.5)-(1.13) with a transition layer structure evolve exponentially slowly in the case \( \theta = p \) and algebraically slowly if \( \theta > p \); they indeed maintain the same profile of their initial datum for times of \( \mathcal{O}(\exp(Ap/2\varepsilon)) \) and \( \mathcal{O}(\varepsilon^{-k_m}) \) respectively, and the transition points move with exponentially (algebraically respectively) small speed.
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