A novel algorithm for secure and reliable coordinator election in distributed networks
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Abstract

In distributed networks, electing an entity to act as a coordinator is a crucial agreement problem. This coordinator election process is vulnerable to security attacks because of the unreliable communication channel used for message passing in the election algorithms. For example, electing a coordinator is a challenge in many blockchain consensus algorithms. There is a need to ensure the safety and liveness of coordinator election algorithms. In this work, the security challenges in the election algorithm are identified and a novel method for coordinator election is designed. A Secure and Reliable Coordinator Election Algorithm (SRCEA) is proposed for reliable and secure coordinator election in distributed networks. The performance of SRCEA is analyzed and compared with the existing secure coordinator election algorithms. SRCEA elects a coordinator node securely with $O(n)$ communication cost and storage space cost where $n$ is the number of member nodes in the system. The communication cost of SRCEA is comparatively 97% less. The computation cost of SRCEA is also considerably less as compared to the existing algorithms.
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1. Introduction

E lecting a reliable coordinator is a crucial task in peer-to-peer distributed network. The peer-to-peer distributed network comprises a number of peer entities. These member entities elect the coordinator entity by consensus \([1–3]\). Different consensus algorithms exist for electing an entity as a coordinator and those are generally termed as coordinator election algorithms. The majority of the existing election algorithms focus on improving the performance measures in particular communication cost \([4–6]\). As the entities in the system are networked and use message passing technique for communication and execution of distributed election algorithm, electing a reliable entity as a coordinator is a challenge. The unreliable communication channel used in message passing makes the election algorithm vulnerable to security attacks \([7, 8]\). The unauthorized access may result in a security and privacy attack which includes the impersonation and denial of voting attack \([9, 10]\).

Unauthorized modifications result in the modification of the election messages and attack on the integrity of the election.

In a blockchain-based application, the behavior of any protocol comprises basic steps where a client issues a transaction, a coordinator election protocol determines a coordinator to marshal the transaction and commit on an ordering proposed by the coordinator \([11–13]\). In such critical blockchain-based applications, it is important to implement coordinator election protocol safely. The objective of this work is to select competent candidates for the election process and safely elect a reliable candidate as a coordinator. To achieve this, the authors have proposed a novel algorithm for coordinator election. Consider a distributed network with $n$ nodes where all entities have a unique identity assigned to them as $P_1, P_2, P_3, \ldots P_n$. Each node has a set of attributes associated with it. These nodal attributes for all member nodes are stored in a group view $G_i$ at every node. A Secure and Reliable Coordinator Election Algorithm (SRCEA) is proposed out of which the
The failure of the coordinator triggers the election algorithm to execute. The nodal attributes associated with member nodes like node’s distance from the center of the network, joining time-stamp of the node and earlier failure count of the node are considered. System uses the min-heap tree for storing the node identities according to their nodal attribute values. Min-heap tree root holds the minimum value of these attributes. The desired value of each nodal attribute is a minimum value that is retrieved and stored in $P_{dmin}$, $P_{ijstmin}$, and $P_{fcmin}$ for distance, joining timestamp, and failure count nodal attributes respectively. The retrieval time for the root of the min-heap tree is constant $O(1)$ hence selection of candidate nodes takes constant time [14]. In the first phase of the election process, a set of candidate nodes $C$ is generated. The criterion used for selecting the candidates using nodal attributes is uniformly known to all nodes. The prioritized vote message is sent by the member nodes to candidates. As the entropy of election messages for in election algorithm is low, the different security attacks such as cipher text-only are likely for

1. Accessing and analyzing the votes cast by the nodes
2. Modify and resend the vote messages
3. Deleting the vote messages

Whereas, impersonating a member node for voting is also possible if voter nodes are not authenticated. In this work, an algorithm SRCEA is proposed to elect a reliable entity as a coordinator. Our contribution lies in identifying the security challenges in the coordinator election algorithm and proposing a new solution approach. SRCEA uses a security mechanism that ensures the security of election vote messages even though the entropy of the messages is low and does not allow to establish a relationship among the encrypted messages. SRCEA performance is analyzed and compared with the Secure Extrema Finding Algorithm (SEFA) and Secure Preference-based Leader Election Algorithm (SPLEA) designed by Vasudevan et al. [15].

The literature review is presented in section 2. The proposed coordinator election method and algorithm are discussed in section 3. Section 4 presents the results and comparison of SRCEA performance measures (communication cost, computation cost, and storage cost) with SEFA and SPLEA. The outcome of this work and its limitations are presented in section 5. The conclusion of the work and future scope is given in section 6.

2.Literature review

Voting methods used for electing a coordinator or leader in distributed systems can be categorized as extrema-finding and preference-based methods. In the extrema finding election voting method, a coordinator node is chosen based on the extreme value of node identity. A node with either minimum or maximum node id is elected as a coordinator whereas, in the preference-based election voting method, the nodes are given preferences. A node receiving a maximum number of highest preferences is elected as a coordinator [3, 16]. Dan et al. have proposed three different schemes for a Single Secret Leader Election (SSLE) and designed protocols based on obfuscation, Fully Homomorphic Encryption (FHE), and Decision Diffie-Hellman (DDH) [1]. The protocol keeps the identity of the leader secret until it is made public by the chosen leader itself. SSLE is easy to implement but it is not taking into consideration the credibility of nodes during the election process.

Secure leader election algorithms for wireless ad-hoc networks are proposed by Vasudevan et al. [15]. SEFA and SPLEA algorithms proposed by Vasudevan et al. [15], are round-based algorithms that use Public Key Infrastructure (PKI) for the confidentiality of the election vote messages and the Message Digest (MD5) hashing technique for the integrity of the election messages. SEFA and SPLEA are kind of benchmark algorithms for secure election in distributed networks. The communication cost of these algorithms is higher as compared to other algorithms as they use PKI which needs to exchange a greater number of messages for exchanging the public keys of nodes needed in the encryption process. The computation cost of these algorithms is also greater because of modular and exponential operations used in the key generation, encryption, and decryption process of PKI. In a one-hop network that corresponds to the best case in SEFA and SPLEA, every node must perform $O(n)$ verifications and $O(1)$ signatures. The verification cost is as a cost of competing with every other node and when every node is $L$ hops away from every other, the node has
to perform $O(n)$ verifications and $O(L)$ digital signature operations.

EffatParvar et al. [17] proposed a novel election approach with an improvement in the Bully and Ring election algorithm extrema finding a method for the election process. The authors have proposed an algorithm that uses a max-heap tree for electing the coordinator. Total memory used by the proposed algorithm is $4n$ and the election is completed in $O(\log n)$ messages whereas the Bully and Ring algorithm takes $O(n^2)$ messages to elect a coordinator. No any nodal attribute is considered during election process in algorithm proposed by Mohammad et al. that may lead to election of an unreliable node as a coordinator.

The election Sidik et al. [18] have proposed the Practical Agile Leader Election (PALE) algorithm which terminates in bounded time. PALE operates with desynchronized clocks and jittering nodes. The PALE is designed to work in the partially asynchronous system and uses an extrema-finding method for the election that elects a coordinator node in $O(n)$ messages.

Coordinator election algorithms in distributed systems are implemented using message passing. The messages used in node communication are sent through the insecure communication channel which makes these messages vulnerable to security attacks. Denial of voting and impersonation attacks are the common security attacks on the process of coordinator election in distributed systems [7]. Hence the security issues in the coordinator election algorithm need to be addressed. It is important to ensure the confidentiality and integrity of the election vote messages.

Bellare et al. [19] have discussed a conventional authenticated-encryption mode based on a symmetric-key encryption mechanism. Authenticated Encryption (AE) and Authenticated-Encryption with Associated-Data (AES) are proposed for a block-cipher mode of operation. AEAD’s important characteristic is that it is online and it ensures the confidentiality and integrity of the messages. AEAD approach uses symmetric encryption and hashing which makes group communication secure and confidential whereas hashing algorithms used ensure the integrity of the election vote messages.

Al-Mamun et al. [20] have analyzed the security by Advanced Encryption Standard (AES) algorithm. The authors concluded that the AES is the most secured algorithm for message passing in distributed systems as symmetric encryption algorithms need not to exchange the additional keys than the only secret key used for encryption and decryption both.

Jackson [21] has designed a model for an election that addresses the security challenges of confidentiality of the election messages and election process is completed in $O(n)$ messages. Election algorithm behavior in various states is discussed by Stephen. The encryption algorithms are used for ensuring the confidentiality of the election vote messages. The issue of the election vote message’s integrity is not addressed by Stephen.

The dynamic leader selection algorithm by Madisetti and Panda [22] selects a set of future leaders which are then alerted before the failure of the current leadership and handed over the leadership. This algorithm selects a leader or a coordinator instead of electing it through the election process which is suitable in micro-services-based applications. The security issue in the coordinator election algorithm is not addressed by Madisetti and Panda [22].

Chaparala et al. [23] have designed a three-phase algorithm that identifies and filters the nodes for election in the first phase. Secondly, the filtered nodes are validated for the determination of prime nodes using group communication. Finally, the Prime node is identified and accepted as a coordinator in the acceptance phase. This approach is designed for improving the efficiency of the system via following performance metrics such as time and communication complexity.

The authors have proposed algorithm to elect a coordinator in $O(n)$ messages as compared to the exiting algorithms. Fault-tolerance, data aggregation, mobility, quality of service, security, and privacy challenges in leader election are identified by Rahman [24]. The limitations in the current leader election algorithms in IoT, and possible techniques to overcome them are also discussed by Mohsin.

Pitfalls in Ring and Bully algorithms are discussed by Subramanian et al. [25]. The authors have discussed an approach for combining these two algorithms using hypergraphs to overcome the drawbacks identified. Safety and liveness issue is not addressed in work by Subramanian et al. [25].
Mohammed et al. [26] have proposed a mechanism design-based secure leader election model. The authors have addressed an important issue about the credibility and reliability of the leader node by proposing a solution approach where the author considers nodes with the most remaining resources to be elected as the leaders. For addressing the issue of selfish nodes, authors have presented a solution that is based on mechanism design theory where the nodes receive incentives in the form of reputations for honestly participating in the election process. Authors have addressed the issue of reliable leader election but not focused on safety and liveness of election process.

Barki et al. [27] have revised the SSLE protocol. As discussed earlier a group of participants randomly choose exactly one leader in SSLE and the identity of the leader is kept secret. The authors have focused on the security model of the SSLE proposed by Dan et al. [1] and more specifically on the liveness property of the security model.

Byrenheid et al. [28] have proposed attack-resistant leader election in social overlay networks. The authors have addressed the issue of node impersonation during the election process. Authors have proposed the three-majority voting method that uses asymmetric encryption for ensuring the confidentiality of the messages. But election algorithms using asymmetric encryption can be costly as they need a greater number of messages to be exchanged and more time to perform modular exponentiation operations.

It is observed from the existing coordinator election algorithms that the majority of the algorithms are designed to improve the performance parameters of the algorithm such as communication cost and storage cost. The advantage of the majority of the election algorithms is that they use extrema finding method for an election which is simple to implement. Whereas, the major disadvantage of the algorithms discussed is that the nodal attributes are not taken into consideration during the election process. Electing any node as a coordinator without considering its attribute may result in the election of an inefficient coordinator. The issue of considering credible nodes as candidates during the election process and an important issue of security is rarely addressed. The focus of our work is on electing a credible and reliable coordinator securely by considering the nodal attributes.

There is a need for an algorithm to securely elect a reliable coordinator in critical applications like transaction management in blockchain [11–13].

3. Methods

Coordinator election voting methods are classified as extrema finding methods and preference-based methods. Nodes in distributed systems are identified using a unique Identity (ID). As discussed in section 2, the extrema finding algorithm elects a coordinator node based on the extreme ID value. A node with either minimum or maximum ID is elected as a coordinator [3].

In the preference-based election voting method, preferences are assigned to the nodes based on their nodal attributes. The highest preference node is elected as a coordinator. In existing algorithms, nodal attributes of the nodes are not taken into consideration [3, 29, 30, 31].

3.1 Novel method for candidate selection

In SRCEA, candidate selection is done based on the nodal attributes maintained by the member nodes as a group view $G_c$ in the system. Algorithm 1. Candidate_Selection shown below is used for forming the candidate set $C$. Abbreviations and Notations used in Candidate_Selection, and SRCEA are listed in Appendix I. The nodal attributes identified and maintained in the system designed for implementing SRCEA are joining timestamp, a distance of the node from the center of the network, and failure count [32]. The desirable value of all the attributes used for selecting the node as a candidate is the minimum value. Looking at this requirement, the min-heap data structures are used for storing the nodal attributes.

**Algorithm 1.** Candidate_Selection ($P_d, P_js, P_f$)

1. $C = \text{Null}$
2. My$P_i = \text{Node running Candidate_Selection}$
3. $P_{dmin} = \text{root}\left(P_d\right)$
4. $P_{jtsmin} = \text{root}\left(P_js\right)$
5. $P_{fcm} = \text{root}\left(P_f\right)$
6. $C = \left\{P_{dmin}, P_{jtsmin}, P_{fcm}\right\}$

End

The nodal attributes joining timestamp, distance of the node from the center of network and failure count are stored in set $P_{js}$, $P_{d}$ and $P_{f}$ respectively. This set of attributes values are updated on both the membership event of join and leave on $G_c$. At any instance of time, the node with minimum attribute value can be retrieved by accessing the root of the
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In a distributed network, the election process is carried out using message passing protocol and it is easy to modify a vote or flip a vote by modification attack in absence of security mechanisms. It is important to ensure the safety of the election process and hence the election messages which are exchanged. The confidentiality and integrity of the election messages need to be ensured. The loss occurring as a consequence of these attacks can be avoided if the confidentiality and the integrity of the election process are ensured. A security solution is needed for the safe termination of the election algorithm. As discussed in section 2, very few of the existing algorithms address the security challenges in election algorithms.

SRCEA is proposed for safely electing a reliable candidate as a coordinator in a peer-to-peer distributed system. While designing SRCEA, we have made some assumption like every node has a unique identifier assigned to it as \( P \) and the nodes and communication links are reliable (the nodes and communication links would not fail during the election process). SRCEA is designed as a preference-based algorithm since ID numbers alone do not signify any priority of the coordinator elected. Hence using nodes’ ID alone may not result in the election of a durable or reliable coordinator. SRCEA assumes that all the member nodes of the system have agreed upon a secret key to be used for symmetric encryption. It ensures the confidentiality and integrity of the election vote messages. Figure 1 and 2 shows the overview of SRCEA and the security mechanism of SRCEA respectively. As mentioned in section 1, SRCEA is a two-phase distributed coordinator election algorithm. During the first phase, candidate nodes are selected using the nodal attributes – a distance of the node from the center of the network, joining timestamp of the node, and failure count. The format of the election vote message is decided as per the number of nodes in set \( C \). The formats of messages used in SRCEA are listed in section 3.21. The voting can be performed with prioritized votes to assign preferences to the candidate nodes. Weighted votes of one candidate can be compared with other candidate nodes’ weighted votes and the elected coordinator node is verifiable by member nodes. As the elected candidate has stability it prevents the frequent re-election procedures thus saving cost and time involved therein.

Figure 1 gives the overview of the SRCEA. As shown in Figure 1, messages are sent and received by message service. The security mechanism of SRCEA ensures the confidentiality and integrity of every message received and sent. The security mechanism block is explained in detail in Figure 2 which is responsible for encrypting messages and calculating the hash of the encrypted message. The integrity of the election vote message is verified by recalculating the hash of the received message and comparing it with the received hash code. Membership service receives the JOIN and LEAVE messages from member nodes. Whenever a node joins the system it sends a JOIN message and the LEAVE message is sent whenever the node leaves the system. Group view \( G_s \) is updated on every membership event. The candidate selection process is carried out using the current group view \( G_s \). Min-heap of all the attributes is referred to form the set \( C \). On selecting members for set \( C \) from set \( P \), the format of the vote message is decided by preparing message service as per the
If $|C| = 1$, i.e., the node $P_i$ present in $C$ is having a minimum value for all the attributes. In this case, there is no need for the voting phase to be carried out and the node say $P_i$ declares itself as a coordinator and asks to verify by sending a message $M_{iac}$. It sends the current timestamp and its id also, to avoid the replay attack. In case if the number of candidates is more than one, the voting process is carried out which is followed by the verification of the coordinator. The received vote messages are decrypted and verified for integrity by a security mechanism. The preference vote messages are used in voting. The weighted sum of votes is calculated as shown in Equation 2.

$$C_{wvci} = \sum_{j=1}^{3} j \times VC_j$$

(2)

Where, $C_{wvci}$ is the weighted vote value for node $P_i$, $VC_j$ is total votes received with preference $j$ where $1 \leq j \leq 3$.

![Figure 1 Overview of secure and reliable coordinator election algorithm (SRCEA)](image)

Election vote counting service finds the candidate with maximum votes received and communicates the same to the prepare message service. In case if more than one candidate receives the maximum and the same number of votes then a candidate with the smallest ID among them is elected as coordinator. Once the coordinator is elected, it is verified by other candidate nodes and/or member nodes. Any of the member nodes can verify the eligibility of the coordinator and respond with VERIFIED message $M_v$ to member nodes in the current $G_v$. All the messages including verification message are also hashed and encrypted in the similar manner as $M_{iac}$. After verification of coordinator node, it starts sending I Am Alive (IAA) message periodically. The timer is used to insert a fixed delay in message transmission.

As shown in Figure 2, the security mechanism of SRCEA ensures the confidentiality and integrity of the election messages. Symmetric key encryption technique along with the keyed hash function is used for encryption and hashing of messages. All the messages exchanged during the election process are encrypted using secret key $K_{scr}$ and then hashed using Hash-based Message Authentication Code using Secure Hash algorithm (HMACSHA-256) [10] which generates a fixed size message digest. The encrypted and hashed message are concatenated with the current timestamp. The initialization vector $E_{iv}$ used in the encryption and decryption process is updated for each election round. $E_{iv}$ is calculated as shown in Equation 3.

$$E_{iv} = K_{scr} \oplus (n \times \text{height} (d_{\text{minHeap})))$$

(3)

Where $d_{\text{minheap}}$ is the min-heap tree for distance attribute and $n$ is the number of nodes in the system. Updating $E_{iv}$ for each election round secures communication and election vote messages against ciphertext-only attack as the parameters used in calculating $E_{iv}$ are known to member nodes only. Encryption followed by hashing makes it possible to authenticate the node. Election vote message $M_{vote}$ is prepared as per formats specified in section 3.2.1 and encrypted using a secret key. The encryption process
is carried out with updated initialization vector $E_{IV}$. Encrypted message $M$ is hashed with a secret key to generate $HM$ which is appended to $M$ along with the current timestamp. On receiving the election message, a hash of the received message is calculated again and the integrity of the message is ensured.

### 3.2.1 SRCEA message formats

**Vote message ($M_{vote}$)**

$M_{vote} = P_{sid} \parallel P_{i1} \parallel P_{i2} \parallel P_{i3} \parallel$ timestamp

Set $C$ i.e., the number of candidate nodes are selected based on number of the nodal attributes. $M_{vote}$ is sent by member nodes in cases where $|C| > 1$. $P_{sid}$ is the sender node ID and $P_{ij}$ where $1 \leq j \leq 2$ or $3$ based on the candidate set size. $P_{i1}$ is the candidate node with first preference, $P_{i2}$ is the candidate node with second preference and $P_{i3}$ is the candidate node with third preference (in case if $|C| = 3$). This message is sent by member nodes to candidate nodes of set $C$.

**IAC message ($M_{iac}$)**

$M_{iac} = P_{cid} \parallel IAC \parallel VERIFY \parallel$ timestamp

Once the election process is completed safely, a coordinator node is elected say $P_{cid}$. $M_{iac}$ message is sent by $P_{cid}$ to indicate that a coordinator node is elected and need to get verified by the member nodes.

**IAA message ($M_{iaa}$)**

$M_{iaa} = P_{cid} \parallel IAA \parallel$ timestamp

Once elected, coordinator node $P_{cid}$ start sending $M_{iaa}$ to member nodes indicating the coordinator node is alive. The message $M_{iaa}$ is sent periodically may be after every $\delta$ milliseconds to ensure that coordinator is not failed, crashed or left the system.

**VERIFIED message ($M_v$)**

$M_v = P_{sid} \parallel VERIFIED \parallel$ timestamp

On receiving message $M_{iac}$, the coordinator node needs to get verified. The verification of coordinator is performed by other candidate nodes than coordinator. The candidate nodes refer to the weighted preference for verifying the current coordinator vote count. Once verified, candidate node sends message $M_v$ to member nodes specifying coordinator is elected.

SRCEA is a distributed algorithm and executed using message passing protocol. The formats of the messages exchanged in SRCEA during election process are discussed below. The message $M_{vote}$ is sent during voting process. It is prioritised vote message, where either two or three candidates are voted with priorities. Message $M_{iac}$ is sent by the coordinator node once it is safely elected.
for current group member count n. SRCEA is executed by member nodes on identifying the failure of coordinator in the system.

4. Results
The performance measures for SRCEA and SPLEA are identified and analysed. The important parameters analysed are communication cost (message complexity - \(comm_{cost}\)), computation cost (\(comp_{cost}\)) and storage cost (space complexity - \(space_{cost}\)).

Algorithm 2. SRCEA(C)
Result: At most one node is elected as a coordinator
1. \(MyP_i = P_d\) of the node executing SRCEA
2. \(V_{cj} = \) Vote Count for Priority j
3. \(C_{wvc1} = 0\)
4. \(C_{wvc2} = 0\)
5. \(C_{wvc3} = 0\)
6. \(MaxVote = 0\)
7. \(M_{yw} = \frac{(n \times 3)}{2}\)
8. if | C | = 1 then
9.  if \(MyP_i \in C\) then
10.  Create message \(M_{iac}\)
11.  \(M = E_{Kscr}(M_{vote} \oplus E_{IV})\)
12.  \(HM = HMAC_{HKscr}(M)\)
13.  Send message \([M \| HM \| Timestamp]\)
14.  Wait for \(\delta\) ms to receive \(M_v\)
15.  Decrypt \(M_v\) and check integrity by calculating hash
16.  if Message is received safely then
17.    exit (MyP_i)
18.  else
19.    exit (P_1)
20. else
21.  Wait to receive \(M_{iac}\) message from coordinator for \(\delta\) ms
22.  Decrypt \(M_{iac}\) and check integrity by calculating hash
23.  endif
24. else
25.  Create \(M_{vote}\)
26.  \(M = E_{Kscr}(M_{vote} \oplus E_{IV})\)
27.  \(HM = HMAC_{HKscr}(M)\)
28.  Send message \([M \| HM \| Timestamp]\)
29.  Wait for \(\delta\) ms
30.  if \(MyP_i \in C\) then
31.    Decrypt received vote messages and check integrity
32.  for \(i = 1\) to \(3\) do
33.    \(C_{wvc} = \sum_{j=1}^{3} j \cdot V_j\)
34.    MaxVote = Maximum (\(C_{wvc1}, C_{wvc2}, C_{wvc3}\))
35.  if MaxVote \(\ge M_{yw}\) then
36.    Coordinator node \(P_c\) create, encrypt and sends \(M_{iac}\)
37.    Wait to receive \(M_i\) message for \(\delta\) ms
38.    Decrypt \(M_{iac}\) and check integrity by calculating hash
39.    else
40.      exit (“Re-election”)
41.  else
42.    Wait for \(\delta\) ms to receive \(M_{iac}\) message
43.    Verify coordinator node votes and create, encrypt and send \(M_v\) message
End

4.1 Simulation environment
The distributed system application is designed for implementing the SRCEA. The computer system with i7 processors, 8 GB RAM, 1 TB HDD is used for experiments. \(Comm_{cost}\) and \(comp_{cost}\) is evaluated, averaged and logged for multiple executions. Comparison of communication cost with the SEFA and SPLEA algorithms is plotted.

4.2 Result analysis
Communication cost and computation cost of SRCEA is analysed and presented. The communication cost or message complexity is calculated by analysing the number of messages exchanged for SRCEA and SPLEA to completion. Figure 3 shows the comparison of communication cost of SRCEA, SEFA and SPLEA. The computation cost (time required for executing the algorithm) in milliseconds is analysed. The Table 1 depicts the computation cost for different stages in SRCEA and total computation time.

It is observed that SRCEA elects coordinator with less communication cost as compared to SEFA and SPLEA. SEFA and SPLEA are round-based algorithms. Communication cost of the algorithm increases with the number of rounds. Hence if algorithm takes \(n\) rounds to execute where \(n\) is the number of member nodes then the communication cost is \(O(n^2)\). Another factor that affects communication cost in SPLEA and SEFA is the number of messages exchanged for PKI. There is communication overhead of exchanging the public keys if asymmetric encryption mechanism is implemented. Whereas, SRCEA is not round-based algorithm and exchanges the number of messages which are proportional to the number member nodes in the system. Second important factor which is reducing the number of messages exchanged is use of symmetric key encryption mechanism which does not
need to any additional key(s) once member nodes are agreed over a secret key for secure communication.

4.2.1 Communication cost

Figure 3 shows the graph for comparing the number of messages exchanged in the system to complete the election process (communication cost i.e., \( \text{comm\_cost} \)) of SRCEA with SPLea. The \( \text{comm\_cost} \) for SEFA and SPLea is same in best and worst case hence SPLea algorithm \( \text{comm\_cost} \) is plotted. The \( \text{comm\_cost} \) for SRCEA is \( O(n) \) which is precisely \( 2*n \) messages in best case and \( 5x n \) messages in worst case. Whereas, the \( \text{comm\_cost} \) for SPLea is \( O(n) \) in best case and \( O(Lx n) \) in worst case where \( n \) is number of nodes in hierarchy and \( L \) is number of election rounds. Typically, best case is resulted when all nodes are one hop apart and worst case occurs when every node is \( L \) hops away from each other. The graph in Figure 3 shows the communication cost for the different sizes of the system i.e., number of nodes ranging from 50 to 500. The numbers of messages exchanged in best and worst cases are plotted using a logarithmic scale.

- SRCEA improves communication cost by 97% as compared to SPLea.
- Another factor affecting the communication cost is the security mechanism used. SRCEA uses symmetric encryption technique which reduces the exchange of messages considerably as there is no messages exchanged for additional keys (public keys) other than secret key.
- It is observed that the numbers of messages exchanged are more in SPLea as it is round-based election algorithm as compared to SRCEA. Round based algorithm message count increases considerably with the increased number of rounds.

4.2.2 Computation cost

The computation cost i.e., \( \text{comp\_cost} \) for the SEFA, SPLea and SRCEA are identified, evaluated and analysed for hashing and encryption security mechanisms. Table 1 depicts the computation cost of SEFA, SPLea and SRCEA in milliseconds. As discussed in section 4, SRCEA is proposed to use symmetric encryption mechanism whereas SEFA and SPLea are designed with PKI. Hence the asymmetric encryption algorithms are used for analysing the \( \text{comp\_cost} \) of SEFA and SPLea. SEFA-1, SPLea-1 and SEFA-2, SPLea-2 notations denote the \( \text{comp\_cost} \) evaluated using 1024-bit Rivest–Shamir–Adleman (RSA) algorithm and 384-bit Elliptic Curve Cryptography (ECC) algorithms respectively. Similarly, SRCEA-1, SRCEA-2 and SRCEA-3 notations indicate the \( \text{comp\_cost} \) evaluated using AES algorithm with 128-bit, 192-bit and 256-bit key respectively. The hashing technique used for ensuring the message integrity in SPLea is MD5 whereas HMACSHA-256 technique is used in SRCEA. The \( \text{comp\_cost} \) is calculated for different stages of election messages. The \( \text{comp\_cost} \) for hashing and encrypting the election messages along with decrypting and checking the integrity of those messages is logged and analysed. Table 1 shows that the \( \text{comp\_cost} \) of implementing the coordinator election algorithm using PKI is more as compared to the symmetric encryption technique.

- SRCEA encryption and decryption time is considerably less as compared to SPLea and SEFA as it uses symmetric encryption which does not involve modular exponentiation operations which are computation costly.
- SRCEA implemented using symmetric encryption algorithm (for example AES-256) provides high security level as compared to the one using PKI implemented using RSA or ECC algorithms [20].
- SRCEA \( \text{comp\_cost} \) for HMACSHA-256 is more as compared to MD5 hashing technique as it uses keyed hash function to calculate the hash of 256 bits.

Typically, According to National Institute of Standards and Technology (NIST) [20], high level of security can be provided using symmetric encryption techniques with smaller key size as compared to PKI with large key sizes. Table 1 shows that the total \( \text{comp\_cost} \) of SRCEA is significantly less as compared to SEFA and SPLea. Overall computation cost of SRCEA is comparatively less as it does not use any of the modular exponentiation operations to hash or encrypt the messages.

4.2.3 Storage cost

The important factor affecting storage cost or space complexity \( \text{space\_cost} \) of SRCEA is the number of nodal attributes considered. In proposed algorithm three nodal attributes are considered hence minimum \( 3x n \) words space is needed for SRCEA in view of storing the group view \( G_v \). Another factor affecting the space complexity is space utilised by secret key(s) of encryption algorithm and hashing function.

- Space complexity of SEFA and SPLea is more comparatively as these algorithms uses PKI which need to store public keys of member nodes along node’s own secret key (private key) whereas SRCEA uses only two secret keys (encryption secret key and hashing secret key).
- In general, space complexity of SRCEA would be \( O(mx n) \) where \( m \) is the number of nodal attributes considered and \( n \) is number of nodes in the system.
• Storage cost of SRCEA depends on number of nodes and the number of attributes it considers whereas in SEFA and SPLEA it depends on the number of nodes in the system.

• Total storage space needed by SRCEA is less as compared to SEFA and SPLEA as there is no need of storing public and private keys in every node.

\[\text{Storage cost of SRCEA} = \text{number of nodes} \times \text{number of attributes} \]

\[\text{Storage space (SEFA and SPLEA)} = \text{number of nodes} \]

\[\text{Storage space (SRCEA)} = \text{number of nodes} \times \text{number of attributes} \]

\[\text{Total storage (SRCEA)} = \text{number of nodes} \times \text{number of attributes} \]

\[\text{Total storage (SEFA and SPLEA)} = \text{number of nodes} \]

\[\text{Comparison of communication cost}

\[\text{Figure 3 Comparison of communication cost}

\[\text{Table 1 Computation cost (milliseconds)}

| Algorithm | Hashing time (ms) | Encryption time (ms) | Decryption time (ms) | Integrity check time (ms) | Total computation time (ms) |
|-----------|------------------|----------------------|----------------------|--------------------------|-----------------------------|
| SEFA - 1  | 16.7             | 635.03               | 198.63               | 17.04                    | 867.4                       |
| SEFA - 2  | 18              | 324.97               | 157.2               | 19                       | 519.17                      |
| SPLEA - 1 | 16.92           | 675                  | 214.8               | 16.08                    | 922.8                       |
| SPLEA - 2 | 19.24           | 368.96               | 164                 | 18.07                    | 570.27                      |
| SRCEA - 1 | 12.67           | 13                  | 2.4                 | 18.02                    | 46.09                       |
| SRCEA - 2 | 12.2            | 14.6                | 3                   | 13                       | 42.8                        |
| SRCEA - 3 | 13.02           | 16.3                | 4.9                 | 12.04                    | 46.26                       |

5. Discussion

Coordinator election algorithms in the distributed system are vulnerable to security attacks as message passing protocol is used in the election process [7]. Existing coordinator election algorithms are rarely addressing the security vulnerabilities in the election process. When exploited, security vulnerabilities in the election process may cause a denial of voting attack and an impersonation attack. These attacks critically affect the termination property of the election algorithm and as a result the same, the liveness property of the application would not be satisfied. SRCEA is designed for selecting reliable candidates and safely electing a candidate as a coordinator in the distributed system. The algorithm is designed to tolerate the security attacks like denial of voting and impersonation thus ensuring the safety and liveness of the algorithm. The communication cost, computation cost, and storage cost of SRCEA are analyzed and compared with existing secure coordinator election algorithms. SRCEA elects a reliable candidate as a coordinator safely in \(O(n)\) communication cost and with notable less computation cost.

Vulnerabilities in the coordinator election algorithm include insecure communication, faults, and failures of nodes and communication channels. SRCEA assumes that the nodes and communication links are reliable. Another limitation of SRCEA is the need for additional storage space to store the attributes of the nodes. Hence the space complexity of SRCEA depends on the number of nodes and the attributes it considers for candidates’ selection. It is designed to
address the issue of insecure communication during the election process, ensuring confidentiality and integrity of the election messages.

SRCEA can be implemented in distributed system applications with nodes that have the attributes associated with them. Nodal attributes help out in electing the reliable candidate as a coordinator. For example, considering a node’s battery life as an attribute while electing a coordinator in the mobile ad-hoc network would elect an efficient candidate as a coordinator. If extrema finding method is used in the mobile ad-hoc network for electing a coordinator then it may elect an inefficient node as a coordinator. Because mobile nodes with the highest ID may have the lowest battery life as compared to the remaining nodes in the network. The majority of the existing coordinator election algorithms are not taking into consideration the nodal attributes before electing a node as coordinator.

This may result in the election of the incompetent node as coordinator and early failure of the same. It is observed that SRCEA securely elects the coordinator with considerably less communication cost and computation cost.

To summarise, symmetric encryption and keyed hashing used in SRCEA make it security attacks resistant and ensure the consistency of the election messages. The initialization vector $E_{IV}$ in the SRCEA security mechanism is updated for every election, which takes place and ensures forward and backward secrecy of the messages exchanged in the system.

Hence the SRCEA security mechanism makes the election process more secure even without a need for sharing a new secret key for every election process. The communication cost of SRCEA is 97% less than SEFA and SPLEA. The important factor which is affecting the communication of SRCEA is the use of symmetric encryption technique for encryption that reduces the number of keys exchanged before actual communication in the system.

6. Conclusion and future work
A novel method for coordinator election in a distributed network is designed. In this method, the eligible candidates are identified and then the election process is carried out using the preference-based voting. The security mechanism is implemented in SRCEA to ensure the confidentiality and integrity of the election messages. The performance measures for the SRCEA are identified, evaluated, and compared with the existing secure coordinator election algorithms. SRCEA elects a reliable coordinator securely by taking into consideration the nodal attributes. SRCEA elects a reliable coordinator with $O(n)$ communication complexity and space complexity with considerably less computation cost.

In this work, we have assumed that the nodes and the communication links in the system are reliable and do not fail during the election process. Our future work involves addressing the vulnerabilities in election algorithms and designing a fault-tolerant coordinator election algorithm.
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| S. No. | Notation | Meaning |
|-------|----------|---------|
| 1     | AE       | Authenticated Encryption |
| 2     | AEAD     | Authenticated-Encryption with Associated-Data |
| 3     | AES      | Advanced Encryption Standard |
| 4     | C        | Set of candidate nodes i.e., $C = \{P_{idmin}, P_{ijtsmin}, P_{ifcmin}\}$ |
| 5     | $d_{minheap}$ | Min-heap for $P_i$ |
| 6     | ECC      | Elliptic Curve Cryptography |
| 7     | $E_i$    | Initialization vector |
| 8     | FHE      | Fully Homomorphic Encryption |
| 9     | $G_v$    | Current group view (set of member nodes) |
| 10    | HMACSHA  | Hash-based Message Authentication Code using Secure Hash algorithm |
| 11    | IAA      | I Am Alive |
| 12    | IAC      | I Am a Coordinator |
| 13    | $K_{HKscr}$ | Secret key for hashing algorithm |
| 14    | $K_{scr}$ | Secret key for symmetric encryption algorithm |
| 15    | MD5      | Message Digest |
| 16    | $n$      | Number of nodes |
| 17    | NIST     | National Institute of Standards and Technology |
| 18    | $P$      | Set of member nodes $\{P_1, P_2, \ldots, P_\text{n}\}$ |
| 19    | PALE     | Practical Agile Leader Election |
| 20    | PKI      | Public Key Infrastructure |
| 21    | $P_d$    | Set of distance attribute $\{P_{1d}, P_{2d}, P_{3d}, \ldots, P_{nd}\}$ for $G_v$ |
| 22    | $P_{fc}$ | Set of failure count $\{P_{1fc}, P_{2fc}, P_{3fc}, \ldots, P_{nfc}\}$ for $G_v$ |
| 23    | $P_i$    | ID of $i^{th}$ node |
| 24    | $P_d$    | Distance of $P_i$ from the center of network |
| 25    | $P_{idmin}$ | ID of minimum distance node from the center of network among $G_v$ |
| 26    | $P_{fc}$ | Failure count of $P_i$ |
| 27    | $P_{fcmin}$ | ID of node failing minimum number of times among $G_v$ |
| 28    | $P_{jts}$ | Joining time stamp of $P_i$ |
| 29    | $P_{jtsmin}$ | ID of node with minimum joining time stamp among $G_v$ |
| 30    | $P_{jts}$ | Set of joining time stamp attribute $\{P_{1jts}, P_{2jts}, P_{3jts}, \ldots, P_{njts}\}$ for $G_v$ |
| 31    | RSA      | Rivest–Shamir–Adleman |
| 32    | SEFA     | Secure Extrema Finding Algorithm |
| 33    | SCREA    | Secure and Reliable Coordinator Election Algorithm |
| 34    | SPLEA    | Secure Preference-based Leader Election Algorithm |
| 35    | SSLE     | Single Secret Leader Election |