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Abstract—In this paper, we investigate two categories of linear frequency-modulated chirp signals suitable for single-photodiode based coherent light detection and ranging (LiDAR) systems, namely, the frequency-modulated continuous-wave (FMCW) single-sideband (SSB) signal and the amplitude-modulated double-sideband (DSB) signal, and compare their achievable receiver sensitivity performance. The DSB signal requires a simpler transmitter design, as it is real-valued and can be generated using a single-drive Mach-Zehnder modulator (MZM), while the SSB signal, which is frequency/phase modulated, requires an in-phase and quadrature modulator (IQM)-based transmitter. A theoretical analysis of direct-detection (DD) beating interference (BI) especially the local oscillator (LO) beating with itself, known as LO-LO BI, is presented. Both Monte Carlo simulations and experimental demonstrations are carried out. Good agreement between simulations and experiments is achieved. In comparison with the SSB system, the DSB signal-based system is affected by laser phase noise-induced power fluctuation, and also suffers a significant sensitivity penalty due to nonlinear LO-LO BI. A spectral guard band for mitigating LO-LO BI is necessary for the DSB signal, achieved at the expense of requiring a larger electrical bandwidth. In system tests with a delay line of 385 m, the SSB signal outperforms the DSB signal with a 10 dB better receiver sensitivity in the case with a guard band, and 25 dB better sensitivity without a guard band.

Index Terms—Coherent detection, frequency-modulated continuous-wave, light detection and ranging

I. INTRODUCTION

LIGHT detection and ranging (LiDAR) systems have been widely studied for numerous applications such as autonomous vehicles, 3D imaging and anemometry [1]–[6]. Pulsed direct-detection (DD) LiDAR is one of the most commonly used LiDAR architectures where the target distance is estimated from the time-of-flight of the lightwave to the target. In order to detect long-distance targets, a short pulse with a high instantaneous output power is desired while the average power should be maintained below the eye safety requirement [7], [8]. Another type of LiDAR architecture which has been gaining more research interest recently is the coherent frequency-modulated (FM) chirp LiDAR system, particularly the frequency-modulated continuous-wave (FMCW) LiDAR [9]–[12]. The mixing between a reflected chirp signal and a reference signal converts time/distance detection into a beat frequency detection. The main advantage of FM chirp LiDAR systems over pulsed LiDAR is the high ranging resolution due to the utilization of wide frequency modulation bandwidth. In addition, thanks to the coherent detection scheme, the FM chirp LiDAR system is more tolerant to ambient interference and offers a better receiver sensitivity [8], [13].

The simplest approach to generate such linear FM chirp signals is to directly modulate a laser [14], [15]. Nevertheless, due to the inherent nonlinear relation between the output frequency and the driving waveform of the tunable laser, a linearization technique is often required to optimize the signal waveform [16]–[18]. Frequency modulation of the laser by varying the injection current into the gain section also comes with an unwanted intensity modulation. To avoid this, multi-section tunable lasers can be used, which offer a wide frequency tuning range, and thus potentially a high resolution. However, the commercially available lasers usually suffer from a larger laser phase noise, limiting the maximum operation range of the LiDAR system [19], [20]. It should be noted that it has recently been demonstrated in the literature that it is possible to implement low linewidth tunable lasers, for example, hybrid silicon photonic tunable lasers with 15 kHz linewidth [21], [22]; however, more investigations on their tuning speed are necessary, as this is also critical for a LiDAR source.

An alternative method to generate the chirp signal is to use a continuous wave (CW) laser followed by an external electro-optical modulator (EOM). Though this approach adds complexity to the system setup, it offers several advantages over using tunable lasers. First, it allows to use a narrow-linewidth laser of conventional design (e.g., an external cavity laser (ECL)), providing a longer coherence length and LiDAR operation distance. Besides, a better modulation linearity and control of the frequency and amplitude of the optical signal waveform can be achieved via external modulators.

Two types of external EOMs are commonly used. To generate the FMCW chirp signal which is frequency-phase-modulated and complex-valued, an in-phase and quadrature...
modulator (IQM) is needed to independently modulate the in-phase and quadrature components of its incoming light [23]. The corresponding optical waveform has a constant intensity in the time domain, and a single sideband (SSB) in the frequency-domain, which can be loaded onto either side of the optical carrier. In contrast to the SSB FMCW signal, an alternative approach makes use of an amplitude modulator, such as a single-drive Mach-Zehnder modulator (MZM) to generate an amplitude-modulated and real-valued FM chirp signal [8], [24]. In the frequency-domain, this is a double-sideband (DSB) signal in which each sideband, when considered separately, is an FMCW waveform, and the lower sideband is simply the complex conjugate of the upper sideband (see Fig. 1). Although this chirp signal is amplitude-modulated, the operating principle of the DSB system is very similar to that of the SSB FMCW system, and it has been successfully demonstrated for range and velocity estimation with a balanced phase-diversity coherent receiver [8], [24]. The single-drive MZM used in the DSB system is simpler than the IQM required for SSB signal generation.

To achieve coherent detection at the receiver, the local oscillator (LO) can either be a CW laser [25], [26] or an FM chirp signal [8], [24]. In the case of a CW laser, the LO’s role is to amplify the received signal (Rx) and down-convert the signal to the baseband. The detected photocurrent is a delayed chirp and an electrical mixer is required for de-chirping [23], [26]. However, in this case, additional noise and nonlinearity are induced during frequency mixing and lead to degraded receiver sensitivity [8]. Alternatively, one can use an optical splitter to obtain two copies of the modulated chirp signal, transmitting one and using the other as the LO [8], [27]. The desired beat signal is produced when the LO beats with the reflected signal in photodetection. The beat frequency is used to determine the time-of-flight of the LiDAR signal. This approach relaxes the bandwidth requirement for the photodiode as the beat frequency is smaller than the chirping bandwidth. Additionally, an electrical mixer is no longer required and the receiver configuration can be greatly simplified. For this type of coherent detection scheme, it is possible to use a 3-dB coupler to combine signal and LO, with either a single-ended photodiode (PD) [16], or balanced detectors [20]. Alternatively, a balanced phase-diversity coherent receiver based on an optical 90° hybrid can be employed [24]. The combination of an IQM and a balanced phase-diversity coherent receiver offers good performance, as advanced complex signal waveforms can be designed for improving the distance and velocity estimation accuracy [25], [28]; however, the high cost and complexity of this receiver architecture remain the main concern for practical implementation. With 3-dB coupler-based balanced detection, a precise 50/50 split of the coupler and two balanced photodiodes are required in order to maximise the common mode rejection ratio (CMRR) and to completely eliminate the DD beating interference (BI). The 3-dB coupler-based receiver employing a single-ended photodiode offers the advantages of simplicity and low cost. However, the receiver sensitivity in such a receiver configuration is limited by unwanted DD beating distortions especially the LO-LO beating interference (LO-LO BI). This can be mitigated by including a sufficiently wide spectral guard band, to separate the desired signal from the DD distortions, achieved at the expense of requiring larger electrical bandwidth.

In this work, through both Monte Carlo simulations and experimental demonstrations, we investigate a low-cost and low-complexity coherent LiDAR receiver with single-photodiode detection in which the LO is a frequency-modulated chirp signal, and compare the receiver sensitivity performance difference between two chirp waveforms: 1) the frequency-modulated complex-valued SSB signal, and 2) the amplitude-modulated real-valued DSB signal. Though the DSB signal has previously been demonstrated in a balanced phase-diversity coherent LiDAR system [8], [24], its performance with a single-photodiode based coherent receiver has not been investigated before to the best of our knowledge. We analyze the direct detection beating interference arising from single-ended photodetection in the coherent receiver, and show that while the LO-LO BI for the SSB signal is just a DC component which can be easily filtered out, the DSB signal suffers a significant receiver sensitivity penalty from nonlinear LO-LO BI and requires a sufficiently wide spectral guard band for mitigation. In addition, the DSB signal is susceptible to laser phase noise as it is converted to amplitude noise after square-law detection on reception, leading to a power fluctuation of the desired beat frequency. Both simulation and experimental results indicate that with a delay line of 385 m, when LO-LO BI is mitigated through the use of a guard band, the SSB FMCW signal offers 10 dB better receiver sensitivity than the DSB signal. Without the use of a guard band, the advantage of the SSB signal increases to 25 dB. Furthermore, at a shorter delay distance of 44 m, the SSB signal is shown to outperform the DSB signal, with 25 dB better sensitivity even when the LO-LO BI is mitigated using a guard band for the DSB signal. Note that in [8], [24], the LO-LO BI associated with the DSB signal is suppressed through balanced detection. However, as mentioned earlier, ideal mitigation of LO-LO BI requires a high common mode rejection ratio, otherwise residual LO-LO BI will remain which may still cause sensitivity penalty when using a DSB signal.

The rest of the paper is organized as follows: in Section II, we discuss the modulation scheme of SSB and DSB signals. We mathematically analyze the desired beat frequency and the beating interference in the coherent single-photodiode receiver. Section III describes the system setup for both simulations and experiments, followed by a discussion of results in Section IV. Section V concludes the paper.

II. THEORY

A. Signal modulation

For a typical sawtooth chirp as shown in Fig.1(a), the frequency changes linearly with time, expressed as:

$$\cos(\varphi(t)) = \cos\left(2\pi f_1 t + \frac{\pi B t^2}{T_m}\right)$$  \hspace{1cm} (1)$$

where $f_1$ denotes the lower boundary of the chirp signal (the frequency range from 0 Hz to $f_1$ is referred to as the guard band), $t$ is the time instance, $B$ represents the chirping bandwidth and $T_m$ is the chirp repetition period.
The function of a MZM is given by \[29\]:

\[
V(t) = V_D \cos(\phi(t)) = V_D \cos \left( 2\pi f_1 t + \frac{\pi B t^2}{T_m} \right) \tag{2}
\]

where \( V_D \) is the amplitude of the driving voltage. The transfer function of a MZM is given by [29]:

\[
E_{out}(t) = E_{in}(t) \cos \left( \phi(t)/2 + \phi_0 \right), \quad \phi(t) = \frac{\pi V(t)}{V_o}, \tag{3}
\]

where \( E_{in}(t) \) and \( E_{out}(t) \) are the input and output electrical fields of the light, \( \phi_0 \) is the initial phase related to the direct current (DC) bias. The phase shift \( \phi(t) \) is proportional to the driving voltage \( V(t) \). \( V_o \) denotes a driving voltage which produces a \( \pi \) phase shift between two arms of an MZM (i.e., \( \phi(V_o) = \pi \)).

Substituting Eq.2 into Eq.3, assuming the MZM modulation is linear (i.e., \( \frac{V_D}{V_o} \ll 1 \)) and biased at the minimum transmission point \( (\phi_0 = -\frac{\pi}{2}) \), the output of the MZM is:

\[
E_{out}(t) = E_{in}(t) \cos \left( \frac{\pi V_D}{2V_o} \cos(\phi(t)) - \frac{\pi}{2} \right) \approx E_{in}(t) \cos(\phi(t)) \tag{4}
\]

Eq.4 represents the double-sided sawtooth waveform with carrier suppressed. If the incoming optical light \( E_{in}(t) \) of the MZM is corrupted by laser phase noise, then Eq.4 can be written as:

\[
E_{out}(t) = E_{in}(t) \cos(\phi(t)) = A \cos(\phi(t)) e^{j(\omega_c t + \theta(t))} \tag{5}
\]

where \( A \) and \( \omega_c \) denote the amplitude and the angular carrier frequency \( (\omega_c = 2\pi f_c) \) of the laser source, \( \theta(t) \) is the laser phase noise.

In contrast to the DSB signal which is real-valued and amplitude-modulated, the complex SSB FMCW signal, as shown in Fig.1(c), can be generated using an IQM by independently modulating the in-phase and quadrature components [19], [23]. The SSB signal has a constant intensity with one modulation sideband. The real and imaginary parts of a SSB signal are related to each other by the Hilbert transform. The corresponding driving voltages of the IQM are defined as:

\[
V_I(t) = V_D \cos(\phi(t)), \quad V_Q(t) = V_D \sin(\phi(t)) \tag{6}
\]

The transfer function of an IQM is given by [29]:

\[
E_{out}(t) = \frac{1}{2} E_{in}(t) \cos \left( \phi_I(t)/2 + j \phi_Q(t)/2 \right) \cos \left( \frac{\pi V(t)}{V_o} \right) \tag{7}
\]

where \( \phi_I(t) = \frac{\pi V_I(t)}{V_o} \) and \( \phi_Q(t) = \frac{\pi V_Q(t)}{V_o} \), \( j \) denotes the \( \pi/2 \) phase shift induced on the light passing through one of the two EOMs in the IQM and the factor of \( \frac{1}{2} \) indicates the 50/50 splitting ratio.

Similarly to the case with the DSB signal, the IQM is assumed to be biased at the null point and to operate in the linear region. Combining Eq.6 and Eq.7, the generated SSB FMCW signal at the output of IQM is:

\[
E_{out}(t) = \frac{1}{2} E_{in}(t) \cos(\phi(t)) + j \sin(\phi(t)) = \frac{1}{2} A e^{j(\omega_c t + \phi(t) + \theta(t))} \tag{8}
\]

B. Beating products

In the single-photodiode-based coherent receiver with LO as a chirp signal, the LO and the out-going signal are usually split after amplification at the transmitter, for example by an Erbium-doped fiber amplifier (EDFA) [24], [30]. In this case, both the transmitted signal and LO are corrupted by amplified spontaneous emission (ASE) noise. At the receiver, a 3-dB coupler is used to combine the LO and the Rx signal which is time-delayed by \( \tau \) accounting for the round-trip delay (see Fig.1(a)). The optical field at the output of the coupler is:

\[
E = \frac{1}{\sqrt{2}} \left[ E_{LO} + E_{ASE(LO)} + j(E_{Rx} + E_{ASE(Rx)}) \right] \tag{9}
\]

where \( E_{LO} \) and \( E_{Rx} \) represent the ASE-noise-free LO and Rx signal, \( E_{ASE(LO)} \) and \( E_{ASE(Rx)} \) denote the ASE noise from the
LO and Rx signal. Following single-photodiode square-law detection, the photocurrent is given by:

\[
I_{PD} \propto R |E|^2
\]

\[
\propto \frac{R}{2} \left( |E_{LO}|^2 + |E_{Rx}|^2 + |E_{ASE(LO)}|^2 + |E_{ASE(Rx)}|^2 \right)
\]

LO-LO beating

\[
+ 2R \left[ E_{LO}^* E_{ASE(LO)} + E_{Rx}^* E_{ASE(Rx)} \right]
\]

LO-ASE beating

\[
+ 2 \Im \left[ E_{LO}^* E_{Rx} + E_{ASE(LO)}^* E_{Rx}^* \right]
\]

LO-signal beating

\[
+ 23 \left[ E_{ASE(LO)}^* E_{ASE(LO)} + E_{ASE(Rx)}^* E_{ASE(Rx)} \right]
\]

(10)

where \( R \) is the responsivity of the PD, the asterisk denotes complex conjugation, and \( \Re[x] \) and \( \Im[x] \) represent the real and imaginary parts of \( x \). In Eq.10, LO-signal beating is the desired beating term which produces the desired beat frequency. All the other beating products are unwanted impairments which will degrade the receiver sensitivity. In particular, as the LO is very strong, the LO-ASE beating interference (LO-ASE BI, broadband white noise) and LO-LO BI (related to the LO waveform) will fundamentally limit the receiver sensitivity.

In the case of the amplitude-modulated DSB signal, the desired LO-signal beating product can be written as:

\[
f_{LO-signal}^{DSB} \propto R \Im \left[ 2 E_{LO} E_{Rx}^* \right]
\]

\[
\propto R A_{LO} A_{Rx} \cos(\varphi(t - \tau)) \cos(\varphi(t)) \sin(\Delta \theta(t))
\]

\[
\propto \frac{1}{2} R A_{LO} A_{Rx} \sin(\Delta \theta(t))
\]

\[
\times \left[ \cos(\Delta \varphi(t)) + \cos(\varphi(t - \tau) + \varphi(t)) \right]
\]

(11)

where \( A_{LO} \) and \( A_{Rx} \) denote the amplitude of the LO and Rx signal, \( \tau \) is the round-trip delay, and \( \cos(\Delta \varphi(t)) \) denotes the desired component at the beat frequency which is the frequency offset between the LO and the reflected Rx signal. \( \cos(\varphi(t - \tau) + \varphi(t)) \) is a beating term which is related to the sum of the frequencies of the LO and Rx signal. \( \Delta \theta(t) \) refers to the variation of the laser phase noise between the LO and Rx signal. It is converted into amplitude noise after photodetection, introducing a power fluctuation to the desired beat signal. The LO-LO beating interference when using the DSB signal is:

\[
f_{LO-LO BI}^{DSB} \propto \frac{R}{2} |E_{LO}|^2
\]

\[
\propto \frac{R}{2} |A_{LO} \cos(\varphi(t))|^2
\]

\[
\propto \frac{1}{4} R A_{LO}^2 \left( 1 + \cos(2 \varphi(t)) \right)
\]

(12)

It can be seen that for a DSB signal, the LO-LO BI manifests as a constant DC term plus a nonlinear beating interference starting at a frequency of \( 2f_1 \) with twice the bandwidth of the chirp signal. While the DC component can be easily filtered out using a DC blocker, the nonlinear interference will distort any desired LO-signal beating products which fall within the same frequency range. Therefore, a spectral guard band would be necessary to separate the desired beating products from the LO-LO BI. For a sawtooth waveform as considered in this work, the maximum possible delay is equal to half of the pulse period, leading to a maximum beat frequency \( f_1 \) of \( \frac{\beta}{2} \). Hence, a minimum guard band of \( \frac{\beta}{2} \) is necessary in order to mitigate LO-LO BI (i.e., \( f_1 > \frac{\beta}{2} \)).

In contrast, for a SSB FMCW signal, the desired LO-signal beating product is:

\[
f_{LO-signal}^{SSB} \propto R \Im \left[ 2 E_{LO} E_{Rx}^* \right]
\]

\[
\propto R \Im \left( A_{LO} A_{Rx} e^{j(\Delta \varphi(t) + \Delta \theta(t))} \right)
\]

\[
\propto R A_{LO} A_{Rx} \sin(\Delta \varphi(t) + \Delta \theta(t))
\]

(13)

After photodetection, the phase noise variation \( \Delta \theta(t) \) is added to the desired beat frequency. However, as long as the roundtrip-distance is within the laser coherence length, the variation of the phase noise between the LO and Rx signal will be negligible (i.e., \( \Delta \theta(t) \approx 0 \)). The LO-LO BI in the case of the SSB signal is written as:

\[
f_{LO-LO BI}^{SSB} \propto \frac{R}{2} |E_{LO}|^2
\]

\[
\propto \frac{R}{2} |A_{LO} e^{j(\varphi(t) + \theta(t))}|^2
\]

\[
\propto \frac{1}{2} R A_{LO}^2
\]

(14)

As the SSB signal is only frequency/phase modulated, the LO-LO BI after photodetection is simply a constant DC component as shown in Eq.14, which can be filtered out using a DC blocker, and thus the LO-LO BI is avoided, whether or not a guard band is used.

III. EXPERIMENTAL AND SIMULATION SETUPS

To investigate the impact of DD distortions arising from single-photodiode detection, especially the LO-LO BI, on the receiver sensitivity of a coherent LiDAR system, the setup shown in Fig.2 was employed for both Monte Carlo simulations and experimental demonstration.
In the experiment, an optical delay line $L$ of 385 m of standard single-mode fiber (SSMF) with an effective refractive index $n$ of approximately 1.5 was used to emulate the time-of-flight of the signal [20], [23]. At the transmitter, an external cavity laser centered at 1551.12 nm was used, with an output power of 9.6 dBm and a linewidth of approximately 100 kHz. The laser coherence length was approximately 637 m in the SSMF, and thus the delay line was well within the coherence length [20]. The ECL was externally modulated via IQM (Oclaro 6MOC6400) driven by a digital-to-analog converter (DAC) sampling at 92 GSa/s. The extinction ratio was approximately 40 dB. For the sawtooth chirp signal, the pulse period $T_m$ was set as 5 $\mu$s and the chirping bandwidth $B = 5$ GHz. The corresponding beat frequency $f_b = \frac{cT_m}{\lambda nB} \approx 1.92$ GHz. In order to investigate how LO-LO BI affects Rx sensitivity, two values of guard band width were assessed: 0 and 2 GHz (i.e., $f_1 = 0$ GHz and $f_3 = 2$ GHz). Eq.6 was used to drive the IQM to generate the complex-valued SSB signal. For the DSB signal, both arms of the IQM were driven by the same waveform (Eq.2) in order to achieve the same output power as the SSB signal. The peak-to-peak driving voltage was set to approximately 1 $V_x$ to maximize the output power after modulation. The modulated optical signal was then amplified to 17.3 dBm by an EDFA with a noise figure of 5.5 dB. Note that, in a commercial system, a semiconductor optical amplifier (SOA) [31] or a compact micro EDFA [32], [33] could be used to reduce the cost and size.

Fig.3 shows an example of the transmitted signal spectra (2 GHz guard band, 5 GHz chirping bandwidth) measured using an optical spectrum analyzer (OSA) at a resolution bandwidth of 0.01 nm. For both SSB and DSB signals, a noise pedestal (15 GHz) which is about 30 dB lower than the signal power is observed to the side of the desired 5 GHz chirp spectra. This was caused by modulator nonlinearity, introducing a modulation sideband. The signal was then split by a 3-dB splitter into two paths; one for signal transmission and the other to serve as the LO at the receiver. A variable optical attenuator (VOA) was added before the receiver to adjust the Rx signal power.

At the receiver, the polarization states of the Rx signal and LO were first aligned by two polarization controllers (PCs) to maximize the beating [26], [30], and then combined with a 3-dB coupler. The LO power at the input of the 3-dB coupler was 13.4 dBm and the Rx signal power was swept from $-10.6$ dBm to $-66.8$ dBm with a step size of $-5$ dB. A 6-dB optical attenuator was applied before the PD to reduce the total incident optical power below its maximum input power. In order to show the full-spectrum of the signal and DD beating interference, a PD with a bandwidth of 15 GHz was used with 0.6 A/W responsivity, followed by a radio frequency (RF) amplifier with 17 dB gain. Finally, the signal was digitized by a real-time oscilloscope sampling at 50 GSa/s. At each Rx power, 100 measurements were saved to test the reliability of DSB and SSB signals, each of 25,000 sampling points (i.e., one pulse period of 5 $\mu$s). A Fourier transform was applied off-line using MATLAB. The desired beat frequency $f_b$ was extracted by identifying the beating tone with the highest power in the frequency domain, and converted into distance through $L = \frac{cT_m}{\pi f_b}$.

Monte Carlo simulations were also carried out using MATLAB, with the system structure and parameters used in the experiments as described above. The laser phase noise was modelled as a random walk, specifically the Wiener process described by [34]:

$$\theta(t) - \theta(t - \Delta t) \sim \mathcal{N}(0, 2\pi \Delta \nu \Delta t) \quad (15)$$

where $\Delta t$ indicates a small time offset and $\Delta \nu$ denotes the laser linewidth which was 100 kHz in simulation. $\mathcal{N}(0, 2\pi \Delta \nu \Delta t)$ denotes a normal distribution with zero mean and the variance of $2\pi \Delta \nu \Delta t$. As with the experiments, at each distance and received signal power, 100 simulations were performed.

IV. RESULTS AND DISCUSSION

In this section, we first discuss the impact of LO-LO BI on the receiver sensitivity for DSB and SSB signals through Monte Carlo simulations in Section IV.A. The simulated results are then compared to the experimental performance in Section IV.B. In Section IV.C, we further discuss the relation between the laser coherence length which is limited by the laser phase noise, and the receiver sensitivity for both DSB and SSB signals.

A. Impact of LO-LO BI via Monte Carlo simulations

In simulation, we first employed a sufficiently wide guard band to ensure LO-LO BI terms fell at frequencies outside the desired signal band (i.e., $f_3 = 2$ GHz), and thus the system performance was limited by LO-ASE beating interference. Fig.4 shows the simulated average power at the beat frequency versus Rx power. The vertical bar at each Rx power represents the standard deviation of the beat frequency power over 100 simulations. It can be seen that the DSB signal experiences much greater power fluctuation than the SSB signal. This is explained by Eq.11 which shows that for the DSB signal,
the laser phase noise is converted to amplitude noise after photodetection. Such fluctuation leads to a \(~ 3\) dB reduction of the average power of the beat frequency over 100 simulations compared to that of the SSB signal.

The power fluctuation caused by the DSB signal might not be an issue when the Rx power is sufficiently high as the desired beat frequency can still be discerned from the noise floor. Nevertheless, at low Rx powers, e.g. for targets at long-distance, the power of the beat frequency might fall below the noise floor and thus the distance estimation will not always be reliable. Fig.5(a) shows the standard deviation of the distance estimation as a function of the Rx power obtained by the Monte Carlo simulations. The inset shows an example of frequency-domain power spectra of the detector photocurrent for DSB and SSB signals at the Rx power of \(-21.02\) dBm in simulation. The desired beat frequency is at 1.92 GHz. The beating tone at 3.08 GHz is due to the discontinuity of the sawtooth waveform [13]. For the DSB signal, the nonlinear LO-LO BI is observed over the range from 4 to 14 GHz with twice the bandwidth of the signal’s 5 GHz chirp as explained by Eq.12, and it is approximately 25 dB higher than the LO-ASE BI limited noise floor. For the SSB signal, the LO-LO BI is simply a DC term as suggested by Eq.14. As the DC component can be filtered out using a DC blocker in the experiment, we have subtracted the mean of detected signal waveforms in the simulation to achieve the same effect, and that is why the DC term which should be at zero frequency is not present in the frequency-domain spectra for both DSB and SSB signals. Ideally, the LO-ASE noise floor is the broad-band white noise with a constant power spectral density. However, in order to replicate the actual experimental setup, a non-ideal modulator of approximately 40 dB extinction ratio was assumed [35], and modulation nonlinearity was also included in the simulation. This limited extinction ratio of the modulator leads to a weak residual carrier beating with the signal on reception, accounting for the additional noise from 2-7 GHz (around 5 dB higher than LO-ASE BI noise floor) with the same bandwidth as the chirp signal. The extra noise at frequencies above 8 GHz is caused by the nonlinearity of the modulator. Note that both these distortions exist in the DSB signal power spectrum but are masked by the dominant LO-LO BI in the high-frequency regime. In this case, with a sufficient guard band, the unwanted LO-LO BI is not at the same frequency range as the desired beat signal.

As shown in the plot of standard deviation versus Rx power in Fig.5(a), at Rx powers higher than \(-46.8\) dBm, both DSB and SSB signals can accurately predict distance, showing a standard deviation of distance estimation of approximately 0.03 m. As the Rx power decreases, for the DSB signal, the power fluctuation causes several inaccurate distance estimations over the 100 simulations and thus the standard deviation

Fig. 4: Simulated average power at the beat frequency versus Rx power for DSB and SSB signals. The vertical error bars indicate the standard deviation of the beat frequency power.

Fig. 5: Simulated standard deviation of distance estimation versus Rx power with (a) 2 GHz guard band, and (b) without guard band. The inset in each figure shows the frequency-domain spectra of SSB and DSB signals.
starts to increase. In contrast, the SSB signal demonstrates 10 dB better receiver sensitivity, and can operate reliably with Rx signal powers down to $-56.8$ dBm.

To assess the impact of DD interference, the guard band was removed such that the LO-LO BI overlapped with the desired beat signal band in the frequency domain as shown in the inset of Fig.5(b). Compared to the results with the 2 GHz guard band given in Fig.5(a), the minimum Rx power for the SSB signal increases from $-56.8$ dBm to $-51.8$ dBm due to residual-carrier beating with the signal; a 5 dB penalty in receiver sensitivity. For the DSB signal, however, as the LO-LO BI is unmitigated, a 20 dB receiver sensitivity penalty is measured (i.e., from $-46.8$ dBm with a 2 GHz guard band to $-26.04$ dBm without a guard band). Therefore, in this case without a guard band, the SSB signal shows 25 dB better receiver sensitivity than the DSB signal.

B. Impact of LO-LO BI via experimental demonstration

Experiments were also carried out and the results were compared with the simulation results. Fig.6 shows the experimental average power at the desired beat frequency versus Rx power for DSB and SSB signals. Similar to the simulation results in Fig.4, the DSB signal experiences a higher power fluctuation shown by the larger standard deviation at each received signal power level, which leads to a $\sim$4 dB reduction of the average beat signal power over 100 measurements compared to that of SSB signal. Note that at each Rx power, there is a small discrepancy in the average powers between the experimental and simulated results. This might be caused by the non-ideal polarization alignment in the experiment which was manually tuned with the polarization controller, leading to about a 2 dB reduction of the average power of the beat frequency.

Fig.7(a) and (b) present, from the experiments, the standard deviation of the distance estimation as a function of Rx power with a 2 GHz guard band and without a guard band, respectively. The inset in each figure shows the experimental frequency-domain spectra of SSB and DSB signals at the Rx power of $-21.02$ dBm. Each spectrum looks similar to the simulated one shown in Fig.5. Despite the main nonlinear interference such as LO-LO BI and the penalty from the non-ideal modulator which are also observed in the simulation, a few spectral components at frequencies below 600 MHz occur only in the experimental spectra for both DSB and SSB signals. As those components, which are generated by the transceiver are constant for all measurements, they can be removed through system calibration. Thus, in order to assess the limitation due to the LO-ASE beating noise floor, only frequency components between 600 MHz and 2 GHz were measured to identify the desired beat frequency.

In the case with a sufficiently wide guard band as shown in Fig.7(a), there is a 10 dB sensitivity difference between
SSB and DSB signals, the same as that observed in the simulation results shown in Fig.5(a), and this is due to the phase noise induced power fluctuation of the DSB signal. Removing the guard band so that the LO-LO BI falls within the frequency range of the desired beat signal as plotted in the inset of Fig.7(b), the sensitivity difference between the DSB and SSB signals therefore increases to 25 dB. It should be noted that though the sensitivity difference between the DSB and SSB signals is the same as the simulation, the experimental results show a 5 dB worse receiver sensitivity than the simulation (e.g., with a 2 GHz guard band: the Rx sensitivity is 56.8 dBm for SSB signal in simulation and 51.8 dBm in experiment; for DSB signal: 46.8 dBm in simulation and 41.1 dBm in experiment. The same offset is observed in the case without a guard band.). In addition to the measurements with a delay line of 385 m, giving the above results, we also carried out measurements with a delay line of 238 m, and a similar performance was observed in both simulations and experiments.

C. Impact of laser phase noise

We have so far discussed the penalty of DD distortions specifically the LO-LO BI through both numerical and experimental results. For the DSB signal, when the LO-LO BI is mitigated through the use of a spectral guard band, its receiver sensitivity is still affected by laser phase noise induced power fluctuation as suggested by Eq.11 even within the laser coherence length. Such power fluctuation leads to a 10 dB receiver sensitivity penalty at a delay length of 385 m compared to that observed with the SSB signal as shown in Fig.5(a) and Fig.7(a). It is also indicated by Eq.11 that, the shorter the delay line is, the more coherent is the laser phase noise between the LO and Rx signal. As phase noise is converted to amplitude noise after photodetection, a higher power fluctuation and thus a worse receiver sensitivity would be expected at a shorter delay length, making the DSB signal less reliable. In contrast, for the SSB signal as suggested by Eq.13, reducing the delay results in the relative phase noise between the LO and Rx signal approaching zero. In the frequency domain, the spectral broadening due to laser phase noise therefore will be smaller, and the majority of the desired beat signal power will be centered around a single beat frequency leading to a more accurate distance estimation.

In order to evaluate how such phase noise coherence affects the receiver sensitivity of DSB and SSB signals, we therefore conducted more experiments, decreasing the delay line to 238 m, 132 m, 63 m and 44 m. All the measurements were performed with 5 GHz chirping bandwidth and 2 GHz guard band mitigating the penalty from LO-LO BI, so the system performance was limited by the LO-ASE beating noise floor. Extensive Monte Carlo simulations were also carried out with the delay line varying from 20 m to 395 m. The maximum beat frequency at 395 m is 1.975 GHz, which is still within the 2 GHz guard band ensuring the LO-LO BI will not interfere with the desired beat signal. The received signal power was varied from −10.6 dBm, decreased in steps of 2 dB down to −66.6 dBm.

The receiver sensitivity difference between DSB and SSB signals with varying delay length is shown in Fig.8. The simulation results show that at a shorter delay length, for example, at 20 m, there is a 40 dB sensitivity difference between DSB and SSB signals. As the delay increases, the sensitivity difference decreases and levels out at around 10 dB with distances above 100 m. The experimental results show a similar trend with a higher sensitivity difference between DSB and SSB signals at shorter delay distances. For example, the inset of Fig.8 plots the standard deviation of distance estimation versus received signal power at a delay line length of 44 m and the result indicates a 25 dB sensitivity difference. Increasing the delay, the sensitivity difference gradually flattens out to approximately 10 dB at delay line distances of 238 m and 385 m. The reason for this larger sensitivity difference at a shorter delay distance is two-fold. On the one hand, the SSB signal achieves a better sensitivity at shorter distances as the phase noise variation becomes negligible, e.g., −56.8 dBm at 44 m and −51.8 dBm at 385 m (see Fig.7(a)). On the other hand, the beating signal power fluctuation with the DSB signal is larger due to the increased coherence of the phase noise between LO and Rx signal, and thus the required Rx power increases from −41.1 dBm at 385 m (see Fig.7(a)) to −31.1 dBm at 44 m. The results may suggest that with reducing distance to the target, the DSB signal requires increasing Rx power to allow the desired beat tone to be identified. In practice for a LiDAR system, the received signal after being reflected from a close target usually has a higher power than one reflected from a more distant target, and therefore, such power fluctuation of the DSB signal might not be a major issue.

It should noted that the above results were obtained using an optical fiber delay line to emulate the time-of-flight; it is
necessary to carry out free-space demonstrations in the future as the interference from the surrounding environment may degrade the quality of the received signal. Nevertheless, as the LO-LO BI is only related to the LO not to the received signal, it will always be present in this single-photodiode based coherent LiDAR configuration regardless of the interference from free-space. Therefore, compared to the DSB signal, the receiver sensitivity benefit offered by the SSB signal would still be expected in free-space operation.

The single-photodiode based coherent LiDAR receiver as discussed in this paper is low-cost and low-complexity compared to a balanced phase-diversity coherent receiver; however, its sensitivity is limited by the LO-ASE beating noise floor (DD distortion) when LO-LO BI is mitigated. For comparison, we have carried out experiments using a balanced phase-diversity coherent receiver with the same signals (SSB and DSB signals with 2 GHz guard band and 5 GHz chirp) and delay line length of 385 m. This system has approximately 15 dB better sensitivity than the single photodiode-based coherent receiver. This is due to the mitigation of LO-ASE beating interference through balanced detection and, in the case of DSB signals, the avoidance of phase noise to amplitude noise conversion. Nonetheless, for the DSB signal without a guard band, the balanced phase-diversity coherent receiver performance is susceptible to the finite common mode rejection ratio as LO-LO BI is only partially mitigated. The impact of finite common mode rejection ratio on the sensitivity of balanced receivers (both 3-dB coupler-based and phase-diversity optical hybrid-based receivers) in coherent LiDAR will be the subject of future research.

V. CONCLUSION

We evaluated the performance of two linear frequency-modulated chirp signals: the frequency-modulated continuous-wave SSB signal and the amplitude-modulated DSB signal in coherent LiDAR systems with single-photodiode detection. We analyzed the impact of direct-detection beating distortions especially LO-LO beating interference on the receiver sensitivity through both simulations and experiments. The results indicate that the DSB signal suffers a significant receiver sensitivity penalty from nonlinear LO-LO BI; a 20 dB receiver sensitivity penalty is observed at a delay line length of 385 m. Therefore, in order to work at low received signal power, the DSB signal requires a sufficiently wide spectral guard band to mitigate LO-LO BI, achieved at the expense of requiring a larger electrical bandwidth. Furthermore, the DSB signal is susceptible to power fluctuation caused by laser phase noise after photodetection, making it less reliable especially at shorter distances.

These two main drawbacks associated with the DSB signal can be overcome through the use of a complex-valued SSB FMCW signal at the expense of using a more complex IQ modulator at the transmitter. The LO-LO BI is not problematic when using a SSB signal since it is just a DC component which can be easily filtered out. Thus, for a SSB signal, a guard band is not necessary and the entire electrical bandwidth can be utilized for the chirp signal to achieve a better resolution.

In both simulations and experiments, with a frequency chirp bandwidth of 5 GHz, and with no guard band, it is shown to outperform the DSB signal-based system with 25 dB better receiver sensitivity with a 385 m delay line length. In addition, the use of a SSB signal with the single-photodiode based coherent receiver makes it more tolerant to laser phase noise, as it does not suffer from phase noise to amplitude noise conversion, as experienced with the DSB signal. In particular, the impact of laser phase noise is negligible when operating within the laser coherence length. Particularly at a shorter delay line length of 44 m, the use of a SSB signal significantly relaxes the requirement for the received signal power; at this distance, it offers a 25 dB sensitivity advantage, even when the LO-LO BI is mitigated in the DSB signal-based system by a spectral guard band.
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