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Abstract. A relatively polynomially convex subset $V$ of a domain $\Omega$ has the extension property if for every polynomial $p$ there is a bounded holomorphic function $\phi$ on $\Omega$ that agrees with $p$ on $V$ and whose $H^\infty$ norm on $\Omega$ equals the sup-norm of $p$ on $V$. We show that if $\Omega$ is either strictly convex or strongly linearly convex $C^2$, or the ball in any dimension, then the only sets that have the extension property are retracts. If $\Omega$ is strongly linearly convex in any dimension and $V$ has the extension property, we show that $V$ is a totally geodesic submanifold. We show how the extension property is related to spectral sets.

1. Introduction

1.1. Statement of results. Let $\Omega$ be an open set in $\mathbb{C}^d$, and let $V$ be a subset of $\Omega$, not necessarily open. A function $f : V \to \mathbb{C}$ is said to be holomorphic if, for every point $\lambda \in V$, there exists $\varepsilon > 0$ and a holomorphic function $F$ defined on the ball $B(\lambda, \varepsilon)$ in $\mathbb{C}^d$ such that $F$ agrees with $f$ on $V \cap B(\lambda, \varepsilon)$. Let $H^\infty(V)$ denote the algebra of all bounded holomorphic functions on $V$, equipped with the sup-norm on $V$. Let $A$ be a subalgebra of $H^\infty(V)$, with the same norm.

Definition 1.1. We say that $V$ has the $A$ extension property if, for every $f$ in $A$, there exists $F \in H^\infty(\Omega)$ such that $F|_V = f$ and $\|F\|_\Omega = \|f\|$. If $\Omega$ is a bounded domain and $A$ is the algebra of polynomials, we shall say that $V$ has the extension property.

If $\Omega$ is pseudo-convex and $V$ is an analytic subvariety of $\Omega$, it is a deep theorem of Cartan that every holomorphic function on $V$ extends to a holomorphic function on $\Omega$ [10]. However, in general, functions do not have extensions that preserve the $H^\infty$-norm. There is one easy way to have a norm preserving extension. We say $V$ is a retract of $\Omega$ if there is a holomorphic map $r : \Omega \to \Omega$ such that the range of $r$ is $V$ and $r|_V$ is the identity. If $V$ is a retract, then $f \circ r$ will always be a norm preserving extension of $f$ to $\Omega$.

In [4], it was shown that if $\Omega$ is the bidisk, that is basically the only way that sets can have the extension property.

Theorem 1.2 ([4]). Let $V$ be a relatively polynomially convex subset of $\mathbb{D}^2$. Then $V$ has the extension property if and only if $V$ is a retract of $\mathbb{D}^2$.
We say that a set $V$ contained in a domain $\Omega$ is \textit{relatively polynomially convex} if the intersection of the polynomial hull $\hat{V}$ with $\Omega$ is $V$. If $\hat{V} \cap \Omega$ has the extension property, so does $V$, so the assumption of relative polynomial convexity is a natural one.

In [1], Agler, Lykova, and Young proved that, for the symmetrized bidisk, that is, the set
\begin{equation}
G = \{ (z + w, zw) : z, w \in D \},
\end{equation}
not all sets with the extension property are retracts. They proved the following.

\textbf{Theorem 1.4 ([1])}. \textit{The set $V$ is an algebraic subset of $G$ having the $H^\infty(V)$ extension property if and only if either $V$ is a retract of $G$ or $V = R \cup D_\beta$, where $R = \{ (2z, z^2) : z \in D \}$ and $D_\beta = \{ (\beta + \bar{\beta}z, z) : z \in D \}$, and $\beta \in D$.}

It is the purpose of this note to study the extension property for domains other than the bidisk and symmetrized bidisk. Our first main result is for strictly convex bounded domains in $\mathbb{C}^2$.

\textbf{Theorem 1.5}. \textit{Let $\Omega$ be a strictly convex bounded subdomain of $\mathbb{C}^2$, and assume that $V \subseteq \Omega$ is relatively polynomially convex. Then $V$ has the extension property if and only if $V$ is a retract of $\Omega$.}

We prove Theorem 1.5 in Section 2. In Section 3, we prove a similar result for balls in any dimension. In Section 4, we consider strongly linearly convex domains. We shall give a definition of strongly linearly convex in Section 4; roughly, it says that the domain does not have second order contact with complex tangent planes. We prove the following.

\textbf{Theorem 1.6}. \textit{Let $\Omega \subseteq \mathbb{C}^d$ be a strongly linearly convex bounded domain with $C^3$ boundary, and assume that $V \subseteq \Omega$ is relatively polynomially convex, and not a singleton. If $V$ has the extension property, then $V$ is a totally geodesic complex submanifold of $\Omega$.}

As a corollary of Theorem 1.6, we conclude the following.

\textbf{Corollary 1.7}. \textit{Let $\Omega \subseteq \mathbb{C}^2$ be a strongly linearly convex bounded domain with $C^3$ boundary, and assume that $V \subseteq \Omega$ is relatively polynomially convex. If $V$ has the extension property, then $V$ is a retract.}

In [23], Pflug and Zwonek proved that the symmetrized bidisk is an increasing union of strongly linearly convex domains with smooth (even real analytic) boundaries. So contrasting Theorem 1.4 with Corollary 1.7 shows that the extension property implying a retract is not stable under increasing limits.

\textbf{1.2. Motivation and history.} One reason to study sets with the extension property is provided by spectral sets. Let $\Omega$ be an open set in $\mathbb{C}^d$. If $T = (T_1, \ldots, T_d)$ is a $d$-tuple of commuting operators on a Hilbert space with spectrum in $\Omega$, then one can define $f(T)$ for any $f \in H^\infty(\Omega)$ by the Taylor functional calculus [25]. We say $\Omega$ is a spectral set for $T$ if the following analogue of von Neumann’s inequality holds:
\begin{equation}
\|f(T)\| \leq \sup_{\lambda \in \Omega} |f(\lambda)| \quad \forall f \in H^\infty(\Omega).
\end{equation}
If $V \subseteq \Omega$, we say that $T$ is subordinate to $V$ if the spectrum of $T$ is in $V$ and $f(T) = 0$ whenever $f \in H^\infty(\Omega)$ and $f|_V = 0$. 


**Theorem 1.12.** Let \( A \) be a subalgebra of \( H^\infty(V) \) that contains the polynomials and has the property that every \( f \) in \( A \) can be extended to some function \( \phi \) in \( H^\infty(\Omega) \) that agrees with \( f \) on \( V \). We say that \( V \) is an \( A \) von Neumann set with respect to \( \Omega \) if, whenever \( T \) is a \( d \)-tuple of commuting operators on a Hilbert space that has \( \Omega \) as a spectral set and that is subordinate to \( V \), then

\[
\|f(T)\| \leq \sup_{\lambda \in V} |f(\lambda)| \quad \forall f \in A.
\]  

To make sense of (1.10), we must know what we mean by \( f(T) \). Since every \( f \) in \( A \) can be extended to some \( \phi \) in \( H^\infty(\Omega) \), we can define \( f(T) = \phi(T) \). Since \( T \) is subordinate to \( V \), the definition does not depend on the choice of extension—if \( \phi_1 \) and \( \phi_2 \) are both extensions of \( f \) that are in \( H^\infty(\Omega) \), then \( \phi_1(T) = \phi_2(T) \) since \( \phi_1 - \phi_2 \) is identically 0 on \( V \).

Note the big difference between (1.8) and (1.10) is whether the norm of \( f(T) \) is controlled by just the values of \( f \) on \( V \) or all of the values on \( \Omega \).

One of the main results of [4] is as follows.

**Theorem 1.11.** Let \( \Omega \) be the bidisk \( \mathbb{D}^2 \), and let \( V \) be a subset. Let \( A \) be a subalgebra of \( H^\infty(V) \) that contains the polynomials. Then \( V \) is an \( A \) von Neumann set if and only if it has the \( A \) extension property.

In [4], the same theorem is proved when \( \Omega \) is the symmetrized bidisk (1.3). In Section 5, we prove that the theorem holds for any bounded domain \( \Omega \) and any algebra containing the polynomials.

**Theorem 1.12.** Let \( \Omega \) be a bounded domain in \( \mathbb{C}^d \), and let \( V \subseteq \Omega \). Let \( A \) be a subalgebra of \( H^\infty(V) \) that contains the polynomials. Then \( V \) is an \( A \) von Neumann set if and only if it has the \( A \) extension property.

Another reason to study sets with the extension property is if one wishes to understand Nevanlinna–Pick interpolation. Given a domain \( \Omega \) and \( N \) distinct points \( \lambda_1, \ldots, \lambda_N \) in \( \Omega \), the Nevanlinna–Pick problem is to determine, for each given set \( w_1, \ldots, w_N \) of complex numbers,

\[
\inf \{ \|\phi\|_{H^\infty(\Omega)} : \phi(\lambda_i) = w_i, 1 \leq i \leq N \},
\]

and to describe the minimal norm solutions. This problem has been extensively studied in the disk [9], where the minimal norm solution is always unique, but is more elusive in higher dimensions. Tautologically there is some holomorphic subvariety \( V \) on which all minimal norm solutions coincide, but sometimes one can actually say something descriptive about \( V \), as in [3][7]. If \( V \) had the extension property, one could split the analysis into two pieces: finding the unique solution on \( V \), and then studying how it extends to \( \Omega \).

The first result we know of norm preserving extensions is due to Rudin [24, Thm. 7.5.5], who showed that if \( V \) is an embedded polydisk in \( \Omega \) and there is an extension operator from \( H^\infty(V) \) to \( H^\infty(\Omega) \) that is linear of norm 1, then \( V \) must be a retract of \( \Omega \). Theorem 1.2 from [4] characterized sets in \( \mathbb{D}^2 \) that have the extension property, and Theorem 1.4 from [1] did this for the symmetrized bidisk. Neither of these results assume that there is a linear extension operator. In [15], Guo, Huang, and Wang proved the following.

**Theorem 1.13.** Suppose that \( V \) is an algebraic subvariety of \( \mathbb{D}^3 \) that has the \( H^\infty(V) \) extension property, and that there is a linear extension operator from \( H^\infty(V) \) to \( H^\infty(\mathbb{D}^3) \). Then \( V \) is a retract of \( \mathbb{D}^3 \).
If $V$ is an $H^\infty(\D^d)$-convex subset\(^1\) of $\D^d$ for any $d$, it has the $H^\infty(V)$ extension property, and there is a norm 1 extension operator that is an algebra homomorphism, then $V$ is a retract of $\D^d$.

2. Strictly convex domains in $\C^2$

A convex set $\Omega$ in $\C^d$ is called strictly convex if for every boundary point $\lambda$, there is a real hyperplane $P$ such that $P \cap \overline{\Omega} = \{\lambda\}$. Equivalently, it means that there are no line segments in $\partial \Omega$.

Let $\Omega$ be a domain in $\C^d$, and let $\lambda, \mu$ be two distinct points in $\Omega$. Following [16, Lemmata 8.2.2 and 8.2.4 and Remark 8.2.3], for its nontangential limit function on the circle disk that is in a Hardy space, we shall use the same symbol for the function on $\Omega$ in [16, Prop. 8.3.3]. Kobayashi extremals are also essentially unique in the strictly convex domains, Kobayashi extremals are essentially unique. In strictly convex domains, Kobayashi extremals are essentially unique. In strictly convex domains, Kobayashi extremals are essentially unique. In strictly convex domains, Kobayashi extremals are essentially unique. In strictly convex domains, Kobayashi extremals are essentially unique.

A theorem of Lempert [20] asserts that if $\Omega$ is a bounded convex domain, every Kobayashi extremal $k$ has a left inverse, i.e., a Carathéodory extremal $\phi$ satisfying

$$\phi(k(z)) = z \quad \forall z \in \D.$$  

A consequence is that every geodesic is a retract since $r = k \circ \phi$ is the identity on $\text{Ran}(r)$. By Lempert’s theorem, on a convex domain the Kobayashi distance between two points $\lambda$ and $\mu$ in $\Omega$ is the same as the Carathéodory distance, defined by

$$\kappa(\lambda, \mu) = \rho(\phi(\lambda), \phi(\mu)),$$

where $\phi$ is a Carathéodory extremal for the datum $(\lambda, \mu)$.

Much of the difficulty in characterizing subsets of $\D^2$ with the extension property in [3] stemmed from the fact that on the bidisk, Kobayashi extremals need not be essentially unique. In strictly convex domains, Kobayashi extremals are essentially unique [16, Prop. 8.3.3]. Kobayashi extremals are also essentially unique in the symmetrized bidisk $G$ [5].

We shall need the following result, the Royden–Wong theorem. A complete proof is in [16 Lemmata 8.2.2 and 8.2.4 and Remark 8.2.3]. For a function on the unit disk that is in a Hardy space, we shall use the same symbol for the function on $\D$ and for its nontangential limit function on the circle $\T$. We shall use “•” to mean the bilinear form on $\C^d$,

$$z \cdot w = \sum_{j=1}^d z_j w_j.$$  

Theorem 2.1. Let $\Omega$ be a bounded convex domain in $\C^d$, and let $k : \D \to \Omega$ be a Kobayashi extremal for some datum. Then

(i) $k(z) \in \partial \Omega$ for a.e. $z \in \T$.  

\(^1\)We say $V$ is $H^\infty(\D^d)$-convex if for every point $\lambda$ in $\D^d \setminus V$, there is a function $\phi$ in $H^\infty(\D^d)$ such that $|\phi(\lambda)| > \sup_{z \in V} |\phi(z)|$.  
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Assume that $\phi$ that both
\[
\phi = \text{the identity},
\]
and a.e. $z \in T$.

(iii) There exists a holomorphic $\phi : \Omega \to \mathbb{D}$ that satisfies $\phi \circ k$ is the identity on $\mathbb{D}$ and satisfies the equation
\[
[\lambda - k(\phi(\lambda))] \cdot h(\phi(\lambda)) = 0 \quad \forall \lambda \in \Omega.
\]

Definition 2.3. Let $\Omega$ be an open set in $\mathbb{C}^d$, and let $V \subseteq \Omega$. Let $\overline{V}$ denote the closure of $V$ in $\mathbb{C}^d$. We say that $V$ is relatively polynomially convex if $\overline{V} \cap \Omega = V$ and $\overline{V}$ is polynomially convex in $\mathbb{C}^d$.

Proposition 2.4. Let $\Omega$ be a strictly convex bounded domain in $\mathbb{C}^d$. Let $V$ be relatively polynomially convex in $\Omega$. If $V$ has the extension property, then $V$ is totally geodesic.

Proof. Let us assume that $\mu, \mu'$ are distinct points in $V$, let $G$ be the unique geodesic through them, and let $k : \mathbb{D} \to G \subset \Omega$ be a Kobayashi extremal for these points. Assume that $G$ is not contained in $\overline{V}$; we shall derive a contradiction.

Since $\overline{V}$ is polynomially convex, there must exist some part of the boundary of $G$ that is not in $\overline{V}$. So there exists $\xi \in \partial G$, $\eta \in T$, and $\varepsilon_0, \varepsilon_1 > 0$, so $B(\xi, \varepsilon_0) \cap \overline{\mathbb{D}} = \emptyset$ and $k(\Delta(\eta, \varepsilon_1)) \subseteq B(\xi, \varepsilon_0)$, where $\Delta(\eta, \varepsilon_1)$ is some triangle in $\mathbb{D}$ with vertex $\eta$ and diameter $\varepsilon_1$.

Let $h$ and $\phi$ be as in Theorem 2.4. Wiggling $\eta$ a little if necessary, we can assume that both $h$ and $k$ have nontangential limits at $\eta$, and that (2.2) holds for $z = \eta$. Then by part (ii) of Theorem 2.4 we have that
\[
\{\lambda \in \Omega : \Re[(\lambda - \xi) \cdot (\bar{\eta} h(\eta))] = 0\}
\]
is a supporting plane for $\Omega$ that contains $\xi$. Since $\Omega$ is strictly convex, small perturbations of this plane will intersect $\Omega$ only in $B(\xi, \varepsilon_0)$. So there is a small triangle $\Delta(\eta, \varepsilon_2)$ such that for $z \in \Delta(\eta, \varepsilon_2)$, we have
\[
\{\lambda \in \Omega : \Re[(\lambda - k(z)) \cdot \bar{z} h(z)] = 0\} \cap V = \emptyset.
\]
Therefore if $\lambda \in V$ and $z = \phi(\lambda)$, then by part (iii) of Theorem 2.4
\[
[\lambda - k(z)] \cdot h(z) = 0.
\]
If $z$ were in $\Delta(\eta, \varepsilon_2)$, then by (2.5), we would have
\[
\Re[(\lambda - k(z)) \cdot \bar{z} h(z)] \neq 0,
\]
which would contradict (2.6). So we can conclude that if $\lambda \in V$, then $\phi(\lambda) \notin \Delta(\eta, \varepsilon_2)$.

The set $\Omega$ is convex, and without loss of generality we can assume $0 \in \Omega$. Let $\phi_t(\lambda) = \phi(t \lambda)$ for $t$ in the interval $[0, 1]$. By continuity, there exists $t_0 < 1$ and a nonempty triangle $\Delta(\eta, \varepsilon_3)$, so, for every $t$ between $t_0$ and 1,
\[
\phi_t(V) \cap \Delta(\eta, \varepsilon_3) = \emptyset.
\]
Since $\phi(\mu) \neq \phi(\mu')$ (as $\phi \circ k$ is the identity), increasing $t_0$ we can also assume that $\phi_t(\mu) \neq \phi_t(\mu')$ for $t \in [t_0, 1]$. Now we adapt an idea of Thomas [26]. Let $g$ be the Riemann map from $\mathbb{D} \setminus \Delta(\eta, \varepsilon_3)$ to $\mathbb{D}$. Let $\psi_t = g \circ \phi_t$. For any $t$ in $(t_0, 1)$, the function $\phi_t$ is holomorphic on a neighborhood of $\overline{\Omega}$, and by (2.7) there is a
neighborhood of $\overline{V}$ on which $\psi_t$ is defined. Since $g$ maps a subset of the disk to the whole disk, there is some $\varepsilon_4 > 0$, independent of $t$, such that

$$\rho(g(\phi_t(\mu)), g(\phi_t(\mu'))) > \rho(\phi_t(\mu), \phi_t(\mu')) + \varepsilon_4.$$  

By the Oka–Weil theorem, we can approximate $\psi_t$ uniformly by polynomials on $V$, and hence by the extension property, we can find a holomorphic function $F_t$ that maps $\Omega$ to $\mathbb{D}$ and such that

$$\rho(F_t(\mu), \psi_t(\mu)) + \rho(F_t(\mu'), \psi_t(\mu')) < \frac{\varepsilon_4}{2}.$$  

Therefore

$$\rho(F_t(\mu), F_t(\mu')) > \rho(\phi_t(\mu), \phi_t(\mu')) + \frac{\varepsilon_4}{2}.$$  

Since $\phi_t(\lambda)$ approaches $\phi(\lambda)$ for $\lambda \in \Omega$, as $t \to 1$, taking $t$ sufficiently close to 1, we have that $F := F_t$ is a holomorphic function $\Omega \to \mathbb{D}$ that satisfies

\begin{equation}
\rho(F(\mu), F(\mu')) > \rho(\phi(\mu), \phi(\mu')).
\end{equation}

Inequality (2.8) means that $\phi$ is not a Carathéodory extremal for $(\mu, \mu')$ in $\Omega$. But this is a contradiction since $\phi$ is a left inverse to $k$. \hfill \Box

We can now prove Theorem 1.5.

**Proof of Theorem 1.5** Assume that $V$ has the extension property. It is obviously a retract if $V$ is a singleton, so we shall assume that it contains at least two points. By Proposition 2.4 we know that $V$ is totally geodesic. We shall prove that in fact $V$ must either be a single geodesic, and hence a one-dimensional retract, or all of $\Omega$.

Take two different points in $V$, and let $G$ be a unique geodesic of $\Omega$ passing through them. Since $V$ is totally geodesic, $G$ is contained in $V$. Assume that there is some point $a \in V \setminus G$. For each point $\lambda \in G$, let $k_{\lambda}$ be the Kobayashi extremal that passes through $a$ and $\lambda$, normalized by $k_{\lambda}(0) = a$ and $k_{\lambda}(r) = \lambda$ for some $r$ in the interval $(0, 1)$; so by Lempert’s theorem [20], $r$ is $\kappa(\lambda, a)$, the Kobayashi distance between $\lambda$ and $a$.

Let $D$ be a subdisk of $G$ with compact closure. Note that

$$\{ r: k_{\lambda}(r) = \lambda, \lambda \in \overline{D} \} = \{ \kappa(\lambda, a): \lambda \in \overline{D} \}$$

is bounded away from 0 and 1, as $\Omega$ is a bounded domain. Let $B = \mathbb{D}(\frac{1}{2}, \frac{1}{4})$. Define

$$\Psi: B \times D \to \Omega, \quad (z, \lambda) \mapsto k_{\lambda}(z).$$

**Claim.** $\Psi$ is continuous and injective.

**Proof of claim.** Since geodesics are unique in strictly convex domains [16, Prop. 8.3.3], any two geodesics that share two points must coincide. As $k_{\lambda}(0) = a$ for each $\lambda$, it follows that if $\lambda_1 \neq \lambda_2$, then $k_{\lambda_1}(z_1) \neq k_{\lambda_2}(z_2)$, unless $z_1 = 0 = z_2$. Moreover, since each $k_{\lambda}$ has a left inverse, each $k_{\lambda}$ is injective, so $\Psi$ is injective.

To see that $\Psi$ is continuous, suppose that $\lambda_n \to \lambda$ and $z_n \to z$. We have $r_n = \kappa(\lambda_n, a)$ satisfies $k_{\lambda_n}(r_n) = \lambda_n$. By Montel’s theorem, every subsequence of $k_{\lambda_n}$ has a subsequence that converges uniformly on compact subsets of $\mathbb{D}$ to a function $k: \mathbb{D} \to \Omega$ (since $\Omega$ is bounded and convex, and hence taut). But clearly $k(0) = a$ and $k$ maps some positive real number $r$ to $\lambda$, where $r = \lim \kappa(\lambda_n, a) = \kappa(\lambda, a)$ (use a uniform convergence argument together with the equality $k_{\lambda_n}(r_n) = \lambda$). So $k$ is a holomorphic map from $\mathbb{D}$ to $\Omega$ that maps 0 to $a$, and $r$ to $\lambda$, and is therefore
a Kobayashi extremal for the datum \((\lambda, a)\). Since these are essentially unique in strictly convex domains, we have that \(k = k_\lambda\). So \(\lim \Psi(\lambda_n, z_n) = \Psi(\lambda, z)\), and hence \(\Psi\) is continuous.

So \(\Psi\) is a continuous injective map between two open subsets of \(\mathbb{C}^2\); hence by the invariance of domain theorem, \(\Psi\) is open. Therefore the range of \(\Psi\) is an open subset \(U\) of \(\Omega\). As \(U\) is a union of geodesics going through pairs of points in \(V\) (more precisely, through \(a \in V\) and \(\lambda \in D \subset V\)) and \(V\) is totally geodesic by Proposition \(2.4\), we have that \(V\) contains the whole open set \(U\). This forces \(V\) to be all of \(\Omega\) since, if \(\nu\) is any point in \(U\) and \(\mu\) is any point not in \(U\), there is some geodesic containing \(\nu\) and \(\mu\). As \(U\) is open, this geodesic must contain a continuum of points in \(U\). In particular, it contains two distinct points in \(U \subseteq V\), so as \(V\) is totally geodesic, we have that \(V\) contains the whole geodesic, and in particular \(\mu \in V\). Therefore \(V = \Omega\).

\[\Box\]

3. The Ball

Let \(\mathbb{B}_d\) be the unit ball in \(\mathbb{C}^d\), the set \(\{z \in \mathbb{C}^d : \sum_{j=1}^d |z_j|^2 < 1\}\).

**Theorem 3.1.** Let \(V\) be a relatively polynomially convex subset of \(\mathbb{B}_d\) that has the extension property. Then \(V\) is a retract of \(\mathbb{B}_d\).

**Proof.** The result is obvious if \(V\) is a singleton, so let us assume it has more than one point. Composing with an automorphism of \(\mathbb{B}_d\), we can assume that \(0 \in V\). We will show that then \(V\) is the image under a unitary map of \(\mathbb{B}_k\) for some \(1 \leq k \leq d\).

First observe that if \(a \in V \setminus \{0\}\), we can compose with a unitary so that it has the form \((a_1, 0, \ldots, 0)\). By Proposition \(2.4\), we have that \(\mathbb{B}_1 \subseteq V\). Now we proceed by induction. Suppose that \(\mathbb{B}_{k-1} \subseteq V\), and that \(b \in V \setminus \mathbb{B}_{k-1}\). Composing with a unitary, we can assume that \(b = (b_1, \ldots, b_k, 0, \ldots, 0)\) and \(b_k \neq 0\). Let \(c\) be any point in \(\mathbb{B}_k\) with \(|c| < |b_k|/2\). Then

\[c = \frac{c_k}{b_k}(b_1, \ldots, b_k, 0, \ldots, 0) + (c_1 - \frac{c_k}{b_k}b_1, c_2 - \frac{c_k}{b_k}b_2, \ldots, 0, \ldots, 0) .\]

Then the first point on the right-hand side is in the geodesic connecting \(b\) and \(0\), so it is in \(V\); and the second point is in \(\mathbb{B}_{k-1}\), so it is also in \(V\). Therefore the geodesic containing these two points, which is the intersection of the plane containing these two points with \(\mathbb{B}_d\), is also in \(V\), and hence \(c \in V\).

Continuing until we exhaust \(V\), we conclude that \(V = \Phi(\mathbb{B}_k)\) for some \(k\) between 1 and \(d\) and some automorphism \(\Phi\) of \(\mathbb{B}_d\).

\[\square\]

4. Strongly Linearly Convex Domains

A domain \(\Omega \subseteq \mathbb{C}^d\) is called linearly convex if, for every point \(a \in \mathbb{C}^d \setminus \Omega\), there is a complex hyperplane that contains \(a\) and is disjoint from \(\Omega\). Now assume that \(\Omega\) is given by a \(\mathbb{C}^2\) defining function \(r\) (i.e., \(\Omega = \{z : r(z) < 0\}\) and \(\text{grad}(r) \neq 0\) on \(\partial \Omega\)). Then \(\Omega\) is called strongly linearly convex if

\[\sum_{j,k=1}^d \frac{\partial^2 r}{\partial z_j \partial \bar{z}_k}(a)X_j \bar{X}_k > \left| \sum_{j,k=1}^d \frac{\partial^2 r}{\partial z_j \partial \bar{z}_k}(a)X_j X_k \right| \]

\[\forall a \in \partial \Omega, \ X \in (\mathbb{C}^d)^* \text{ with } \sum_j \frac{\partial r}{\partial z_j}(a)X_j = 0.\]
Notice that we check the inequality only on complex tangent vectors. Roughly speaking, a domain is strongly linearly convex if it is smooth and linearly convex and it remains linearly convex after small deformations.

A smooth domain $D$ is strictly convex if for any $a$ in the boundary of $D$ its defining function restricted to the real tangent plane to $\partial D$ at $a$ attains a strict minimum at $a$, and it is strictly linearly convex if for any $a$ in the boundary of $D$ its defining function restricted to the complex tangent plane (i.e., the biggest complex plane contained in the tangent plane) to $\partial D$ at $a$ attains a strict minimum at $a$. Note that a smooth domain is strongly linearly convex if the Hessian of its defining function is strictly positive on the complex tangent plane. We call a smooth domain strongly convex if the Hessian of its defining function is strictly positive on the real tangent plane. It is obvious that strong linear convexity implies strict linear convexity, and that any strongly convex domain is strongly linearly convex.

For convenience we shall consider only $C^3$ domains, though the regularity actually needed is $C^{2,\epsilon}$ (which means that second order derivatives of the defining function are $\epsilon$-Hölder continuous).

If $\Omega$ is strongly linearly convex and has a smooth boundary, it was proved by Lempert [21] that the Kobayashi extremals are unique and depend smoothly on points, vectors, and even domains (in the sense of their defining functions).

**Lemma 4.1** ([21, Proposition 11]; see also [19, Proof of Theorem 3.1]). Let $\Omega$ be a strongly linearly convex domain with $C^3$ boundary, and let $f : D \to \Omega$ be a complex geodesic. Then there exist a domain $G \subset D \times \mathbb{C}^{d-1}$ and a biholomorphic mapping $\Gamma : \Omega \to G$ that extends to a homeomorphism $\overline{D} \to \overline{G}$ and such that $\Gamma(f(\lambda)) = (\lambda, 0)$, $\lambda \in D$. Moreover, $\overline{G} \cap (\mathbb{T} \times \mathbb{C}^{d-1}) = \mathbb{T} \times \{0\}$.

**Proof of Theorem 1.6** The proof is split into two parts. The first one says that $V$ is totally geodesic. To get it, we shall use the argument from the proof of Proposition 2.4 but by using Lemma 4.1 in lieu of the Royden–Wong theorem.

The second part says that any totally geodesic variety in $\Omega$ having an extension property is regular.

**Lemma 4.2.** Let $\Omega$ and $V$ be as in Theorem 1.6. Then $V$ is totally geodesic.

**Proof.** It was proven by Lempert in [21] for smoothly bounded strongly linearly convex domains, and in [18] for $C^2$-boundaries, that the Carathéodory and Kobayashi metrics coincide on $\Omega$, and that geodesics $f : D \to \Omega$ are essentially unique and $C^{1/2}$-smooth on $D$, so they extend continuously to the closed unit disk.

Take $\mu, \mu' \in V$ and a complex geodesic $f$ passing through these points. Let $\mathcal{F} = f(D)$, and let $\Gamma$ be as in Lemma 4.1 a biholomorphic mapping that maps $\Omega$ to $G \subset D \times \mathbb{C}^{d-1}$ that extends continuously to $\overline{\Omega}$ and satisfies $\Gamma(f(\lambda)) = (\lambda, 0)$. Define $\pi(x) = x_1$ for $x = (x_1, \ldots, x_d) \in \mathbb{C}^d$. Then $F := \pi \circ \Gamma$ is a left inverse of $f$ and extends continuously on $\overline{\Omega}$.

We shall show that the set $F(V)$ contains the whole circle $\mathbb{T}$. Assume that this is not true. Then $F(V)$ omits some $D(\xi, \varepsilon_0) \cap \mathbb{D}$ for $\xi \in \mathbb{T}$ and $\varepsilon_0 > 0$. As $\Omega$ is strongly pseudo-convex (as a strongly linearly convex domain), the function $F$ (holomorphic on $\Omega$ and continuous on $\overline{\Omega}$) can be approximated by functions that are holomorphic on neighborhoods of $\Omega$ [11, Thm. ii.5.10]. Since strong linear convexity is preserved under small perturbations, we can assume that the domains where the approximating functions are defined are also strongly linearly convex. Any
smooth strongly linearly convex domain is Runge (see, for example, [8 2.1.9, 2.3.9, and 2.5.18]), so any function that is holomorphic on a neighborhood of $\overline{\Omega}$ can be uniformly approximated on $\overline{\Omega}$ by polynomials. Therefore we can find a sequence of polynomials $(p_n)$ such that $p_n(\overline{\Omega}) \subset \mathbb{D} \setminus D(\xi, \varepsilon_0)$ and $p_n$ converges uniformly to $F$ on $\overline{\Omega}$. Since $V$ has the extension property, we can extend each polynomial $p_n$ to an $H^\infty(\Omega)$ functions $\phi_n : \Omega \to \mathbb{D} \setminus D(\xi, \varepsilon_0)$. Let $g : \mathbb{D} \setminus D(\xi, \varepsilon_0) \to \mathbb{D}$ be the Riemann map.

There exist $\varepsilon_1 > 0$ and $N \in \mathbb{N}$ such that
$$\rho(g(\phi_n(\mu)), g(\phi_n(\mu'))) > \rho(\phi_n(\mu), \phi_n(\mu')) + \varepsilon_1$$
for all $n \geq N$. Thus for $n$ big enough, we get that
$$\rho(g(\phi_n(\mu)), g(\phi_n(\mu'))) > \rho(F(\mu), F(\mu')).$$
This contradicts the fact that $F$ is a left inverse to the geodesic $f$, and thus a Carathéodory extremal for $(\mu, \mu')$.

We have shown that $\mathbb{T} \subset F(\overline{\Omega})$. By Lemma 4.1 the only points of $\overline{\Omega}$ on which $F \circ \Gamma$ is unimodular are on the boundary of $\overline{\Omega}$. Therefore, since $V$ is relatively polynomially convex, we have $\mathcal{F} \subset V$, as required. \hfill \Box

Lemma 4.3. Let $\Omega$ be a bounded open set in $\mathbb{C}^d$, and let $V \subset \Omega$ be a relatively polynomially convex set that has the extension property. Then $V$ is a holomorphic subvariety of $\Omega$.

Proof. Let $b$ be any point in $\Omega \setminus V$. Then there is a polynomial $p$ such that $|p(b)| > \|p\|_V$. By the extension property, there is a function $\phi \in H^\infty(\Omega)$ such that $\phi|_V = p$ and $\|\phi\|_\Omega = \|p\|_V$. Let $\psi_b = \phi - p$. Then $\psi_b$ vanishes on $V$ and is nonzero on $b$. Therefore $V = \bigcap_{b \in \Omega \setminus V} Z_{\psi_b}$.

Locally, at any point $a$ in $V$, the ring of germs of holomorphic functions is Noetherian [14 Thm. B.10]. Therefore $V$ is locally the intersection of finitely many zero sets of functions in $H^\infty(\Omega)$, and it therefore is a holomorphic subvariety. \hfill \Box

In the next proof, we shall write $X_*$ to mean $X \setminus \{0\}$.

Lemma 4.4. Let $V$ be a totally geodesic holomorphic subvariety of a strongly linearly convex domain $\Omega$, and assume that $V$ has the extension property. Then $V$ is a complex manifold.

Proof. Set $m = \dim_{\mathbb{C}} V$, and take $a \in V$. We want to show that $V$ is a complex submanifold near $a$. If $m = 0$, there is nothing to prove, so we shall assume that $m > 0$. Take any point in $V \setminus \{a\}$ and a complex geodesic passing through it and $a$. According to Lemma 4.3 this geodesic is contained in $V$. Of course, it is a one-dimensional complex submanifold, and so trivially a two-dimensional real submanifold.

Claim.

(i) If $\mathcal{F}$ is a local $2k$-dimensional real submanifold smoothly embedded in $V$ in a neighborhood of $a \in \mathcal{F}$ and there is a geodesic $f : \mathbb{D} \to V$ such that $f(0) = a$ and $f'(0) \notin \omega_{T_a} \mathcal{F}$ for any $\omega \in \mathbb{T}$, then there is a local real submanifold of dimension $2k+2$ that is contained in $V$ and that contains $a$.

(ii) Moreover, one can always find such a geodesic $f$ whenever $k < m$ or if $k = m$ and $V$ does not coincide with $\mathcal{F}$ near $a$.  
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To prove part (i) of the claim, let us take a geodesic \( f \) such that \( f(0) = a \), and \( f'(0) \notin \omega T_a F \) for any \( \omega \in T \). Take any \( t_0 \in (0, 1) \), and set \( a_0 = f(t_0) \). It follows from Lempert’s theorem \cite{2021} (see \cite{18} for an exposition) that there are a neighborhood \( U \) of \( a \) and a smooth mapping \( \Phi : U \times \mathbb{D} \to \mathbb{C}^d \) such that, for any \( z \) near \( a \), a disk \( \Phi(z, \cdot) \) is a geodesic passing through \( a_0 \) and \( z \), and such that \( \Phi(z, 0) = a_0 \) and \( \Phi(z, t_z) = z \) for some \( t_z > 0 \). It also follows from Lempert’s theorem that \( z \mapsto t_z \) is smooth. Observe that \( \Phi(a, \lambda) = f(m_{t_0}(\lambda)) \). Note that the mapping

\[
F \times \mathbb{D} \ni (z, \lambda) \mapsto \Phi(z, \lambda)
\]

sends \((a, t_0)\) to \( a \). We shall show that its Jacobian is nondegenerate in a neighborhood of \((a, t_0)\). This will imply that the image of this mapping is a smooth \((2k + 2)\)-dimensional real submanifold, thus proving part (i) of the claim.

Let \( p : (-1, 1)^{2k} \to F \) give local coordinates for \( F \), \( p(0) = a \). We need to compute the Jacobian of \((s, \lambda) \mapsto \Psi(s, \lambda) := \Phi(p(s), \lambda) \) at \((0, t_0)\). Write \( \lambda \) in coordinates \((x, y) \in \mathbb{R}^2 \) and \( \Psi = (\Psi_1, \ldots, \Psi_{2d}) \).

The Jacobian matrix of \( \Psi \) is the \((2k + 2)\)-by-\(2d\) matrix with columns

\[
\begin{pmatrix}
\frac{\partial \Psi_i}{\partial s_j} \\
\frac{\partial \Psi_i}{\partial x} \\
\frac{\partial \Psi_i}{\partial y}
\end{pmatrix}.
\]

Differentiating \( \Psi(s, r(s)) = p(s) \), where \( r(s) = t_{p(s)} \), we get

\[
\frac{\partial \Psi_i}{\partial s_j} + \frac{\partial \Psi_i}{\partial x} \frac{\partial r}{\partial s_j} = \frac{\partial p_i}{\partial s_j}.
\]

So the rank of the Jacobian of \( \Psi \) is the same as the rank of the matrix with columns

\[
(4.5)
\begin{pmatrix}
\frac{\partial p_i}{\partial s_j} \\
\frac{\partial \Psi_i}{\partial x} \\
\frac{\partial \Psi_i}{\partial y}
\end{pmatrix}.
\]

Since \( \Psi(0, \lambda) = f(m_{t_0}(\lambda)) \), by differentiating with respect to \( \lambda \), we find that \( \frac{\partial \Psi}{\partial \lambda}(0, t_0) = -f'(0)/(1 - t_0^2) \). So if \( f'(0) \notin \omega T_a F \) for any unimodular \( \omega \), the rank of \((4.5)\) is two more than the rank of \((\frac{\partial \Psi}{\partial s_j})\), which is \(2k\). Therefore the Jacobian of \( \Psi \) is of rank \(2k + 2\), so we have established part (i) of the claim.

Proof of part (ii) of the claim, the existence of the geodesic, follows.

For \( z \in V \setminus \{a\} \), let \( f_z \) denote a complex geodesic such that \( f_z(0) = a \) and \( f_z(t_z) = z \) for some \( t_z > 0 \).

**Case:** \( k < m \). Note that the real dimension of the set \( \{tf_z'(0) : z \in V, t > 0\} \) is equal at least to \(2m\). To see this, one can proceed as follows: take \( z_0 \in V_{reg} \setminus \{a\} \) such that \( \dim_{z_0} V = m \). Let \( W \) be an \((2m - 1)\)-real dimensional manifold near \( z_0 \) that is contained in \( V \) and is transversal at this point to \((0, 1) \ni r \mapsto f_z(r) \). Then the mapping \((0, \infty) \times W \to \mathbb{C}^m \) given by \((t, z) \mapsto tf_z'(0) \) is injective for \( z \) close to \( z_0 \), so its image is \(2m\) real dimensional.
On the other hand, the real dimension of the set
\[ T \cdot T_a F := \{ \omega X : \omega \in T, X \in T_a F \} \]
is equal to 2k + 1 or 2k. So the existence of the geodesic follows.

Case: \( k = m \). Then \( F \) is a real submanifold of dimension \( 2m \) that is contained in an analytic set of complex dimension \( m \). The singular points of \( V \) are a subset of complex dimension at most \( m - 1 \). Looking at the regular points of \( V \), we get that \( F \) is a totally complex manifold, which means that its tangent space has a complex structure, on the regular points. Since \( F \) is a submanifold near \( z \), its tangent space depends continuously on \( z \), so \( F \) has a complex structure on its tangent space at all points.

By [13, Lemma I.7.15], it follows that \( F \) must be a complex submanifold. In particular, its tangent space is invariant under complex multiplication.

Change variables so that \( F \) is the graph of a holomorphic mapping \( \{(z', h(z')) : ||z' - a'|| < 2\epsilon_0 \} \) near \( a = (a', a'') \). Denote by \( S_\epsilon \) the set
\[ S_\epsilon = \{(z', h(z')) : ||z' - a'|| = \epsilon \}. \]

If there are \( \epsilon > 0 \) and \( z' \in S_\epsilon \) such that \( f(z', h(z'))(0) \not\in T_a F \), we are done, as \( f(z', h(z')) \) is a geodesic we are looking for. Otherwise, for \( \epsilon \) small enough, say, \( 0 < \epsilon < \epsilon_1 \), consider the mapping
\[
\alpha_\epsilon : (0, \infty) \times S_\epsilon \rightarrow (T_a F)_s,
(r, z) \mapsto rf'_z(0).
\]
It follows from the uniqueness of geodesics (with the normalization that 0 maps to \( a \) and \( f^{-1}_z(z) \) is positive) that \( \alpha_\epsilon \) is injective. By the invariance of domain theorem, \( \alpha_\epsilon \) is open. Therefore, as the range of the mapping \( \alpha_\epsilon \) is open and closed, \( \alpha_\epsilon \) is surjective.

Take a point \( w \in V \setminus F \) close to \( a \). Let \( g \) be a complex geodesic for \( a \) and \( w \) such that \( g(0) = a \) and \( g(t_w) = w \). To finish the proof of the claim, it suffices to show that \( g'(0) \not\in T_a F \). Seeking a contradiction, suppose that \( g'(0) \) lies in \( T_a F \).

By the surjectivity of \( \alpha_\epsilon \), we get that there is \( (r, z) \in (0, \infty) \times S_\epsilon \) such that \( rf'_z(0) = g'(0) \). The uniqueness of geodesics implies that \( f_z = g \) and consequently \( g(t_z) = f_z(t_z) = z \).

Let
\[ H(z', z'') := (||z' - a'||^2, ||z'' - h(z')||^2). \]
Then \( H \circ g \) is a real analytic mapping, which is well defined on a real interval surrounding 0. Observe that \( H \circ g(t_z) = (\epsilon^2, 0) \) since \( z \) is in \( S_\epsilon \). Applying this formula for any \( \delta \) in the interval \( (0, \epsilon_1) \), we get that there are \( t(\delta) \) in \( (0, 1) \) so that \( H \circ g(t(\delta)) = (\delta^2, 0) \). It is an immediate consequence of this equality that \( t(\delta) \neq t(\delta') \) if \( \delta \neq \delta' \). It follows from the identity principle that the second component of \( t \mapsto H \circ g(t) \) is identically equal to 0. In particular, it also vanishes at \( t_w \), so \( w \) is in \( F \), a contradiction.

Having proved the claim, we finish the proof of the lemma in the following way. Let \( F_1 \) be a complex geodesic contained in \( V \) that passes through \( a \). If \( m > 1 \) for \( 1 \leq k \leq m - 1 \), by part (ii) of the claim, we can find a geodesic \( f \) through \( a \) such that \( f'(0) \) is not in \( \omega T_a F_k \) for any complex \( \omega \), so by part (i) we can find a real \((2k + 2)\)-dimensional smoothly embedded manifold \( F_{k+1} \) contained in \( V \) and
containing $a$. If $F_m$ does not equal $V$ near $a$, then by part (ii), we could find a $F_{m+1}$ contained in $V$, which is ruled out by the dimension count. Therefore $F_m = V$ near $a$, so $V$ is a smooth real submanifold, and hence, as already shown, a complex submanifold.

Combining Lemmas 4.2 and 4.4 we finish the proof of Theorem 1.6.

Proof of Corollary 1.7. If $d = 2$, then we have shown that if $V$ has the extension property and is not a singleton or all of $\Omega$, then it is a one-dimensional totally geodesic set. So there exists a Kobayashi extremal $f : \mathbb{D} \to \Omega$ whose range is exactly $V$. By Lempert’s theorem, there is a left inverse $L : \Omega \to \mathbb{D}$. Let $r = f \circ L$; this is a retract from $\Omega$ onto $V$.

5. Spectral sets

Let $\Omega$ be a bounded open set in $\mathbb{C}^d$, and let $V \subseteq \Omega$; they shall remain fixed for the remainder of this section. Let $A(\Omega)$ denote the algebra of holomorphic functions on $\Omega$ that extend to be continuous on the closure $\overline{\Omega}$, equipped with the supremum norm. For any positive finite measure $\mu$ supported on $\Omega$, let $A^2(\mu)$ denote the closure of $A(\Omega)$ in $L^2(\mu)$.

A point $\lambda \in \Omega$ is called a bounded point evaluation of $A^2(\mu)$ if there exists a constant $C$ so that

\begin{equation}
|f(\lambda)| \leq C\|f\| \quad \forall f \in A(\Omega).
\end{equation}

If (5.1) holds, then by the Riesz representation theorem, there is a function $k^\mu_\lambda \in A^2(\mu)$ such that

\begin{equation}
f(\lambda) = \langle f, k^\mu_\lambda \rangle \quad \forall f \in A(\Omega).
\end{equation}

Given a set $\Lambda \subseteq \Omega$, we say the measure $\mu$ is dominating for $\Lambda$ if every point of $\Lambda$ is a bounded point evaluation for $A^2(\mu)$. We shall need the following theorem of Cole, Lewis, and Wermer [12]; similar results were proved by Amar [6] and Nakazi [22]. See [2, Thm. 13.36] for an exposition. For the polydisk or the ball, one can impose extra restrictions on the measures $\mu$ that need to be checked [7, 27].

Theorem 5.3. Let $\{\lambda_1, \ldots, \lambda_N\} \subseteq \Omega$ and $\{w_1, \ldots, w_N\} \subseteq \mathbb{C}$ be given. For every $\epsilon > 0$, there exists a function $f \in A(\Omega)$ of norm at most $1 + \epsilon$ that satisfies

\begin{equation}
f(\lambda_i) = w_i \quad \text{for } i = 1, \ldots, N
\end{equation}

if and only if, for every measure $\mu$ supported on $\partial \Omega$ that dominates $\{\lambda_1, \ldots, \lambda_N\}$, we have

\begin{equation}
\left|(1 - w_i w_j) \langle k^\mu_{\lambda_i}, k^\mu_{\lambda_j} \rangle_{A^2(\mu)} \right|_{i,j=1}^N \geq 0.
\end{equation}

Proof of Theorem 1.12. We shall actually show slightly more: for any function $f \in A$ (for which this theorem is the algebra of polynomials), we shall show that $f$ can be extended to a function $\phi$ in $H^\infty(\Omega)$ of the same norm that agrees with $f$ on $V$ if and only if

\begin{equation}
\|f(T)\| \leq \sup_{\lambda \in V} |f(\lambda)| \quad \forall T \text{ subordinate to } V.
\end{equation}

One direction is easy. Suppose that $V$ has the $A$ extension property, and suppose that $T$ is subordinate to $V$. By the extension property, there exists $\phi \in H^\infty(\Omega)$
such that $\phi|_V = f|_V$ and $\|\phi\| = \sup_V |f|$. Since $T$ is subordinate to $V$ and $f - \phi$ vanishes on $V$, we get that $f(T) = \phi(T)$, so

$$
\|f(T)\| = \|\phi(T)\| \leq \|\phi\| = \sup_{\lambda \in V} |f(\lambda)|,$$

where the inequality comes from the fact that $\Omega$ is a spectral set for $T$.

The converse direction is more subtle. Suppose $\sup_{\lambda \in V} |f(\lambda)| = 1$, and assume that we cannot extend $f$ to a function $\phi$ of norm 1 in $H^\infty(\Omega)$. We shall construct $T$ subordinate to $V$ so that \eqref{5.5} fails.

Let $\{\lambda_j\}$ be a countable dense set in $V$. Let $w_j = f(\lambda_j)$. For each $N$, let $E_N = \{\lambda_1, \ldots, \lambda_N\}$. If, for each $N$, one could find $\phi_N \in A(\Omega)$ of norm at most $1 + \frac{1}{N}$ and that satisfies

$$
\phi_N(\lambda_i) = f(\lambda_i), \quad 1 \leq i \leq N,
$$

then by Montel’s theorem, some subsequence of $(\phi_N)$ would converge to a function $\phi$ in the closed unit ball of $H^\infty(\Omega)$ that agreed with $f$ on a dense subset of $V$, and hence on all of $V$. So by Theorem 5.3, there must be some $N$, and some measure $\mu$ that dominates $E_N$, so that \eqref{5.4} fails. Fix such an $N$ and such a $\mu$.

Let $k_j = k_\lambda$, and let $M$ be the linear span of $\{k_1, \ldots, k_N\}$. Define a $d$-tuple of operators $T = (T_1, \ldots, T_d)$ on $M$:

$$
T_r^* k_j = \bar{\lambda}_j^r k_j, \quad 1 \leq r \leq d, \ 1 \leq j \leq N.
$$

(We write $\lambda_j^r$ for the $r$th component of $\lambda_j$). By \eqref{5.6}, the spectrum of $T^*$ is $\{\bar{\lambda}_1^1, \ldots, \bar{\lambda}_N^N\}$, so the spectrum of $T$ is $E_N \subseteq V$.

If $\psi \in H^\infty(\Omega)$, let $\psi^{\lambda_j}(z) = \psi(\bar{z})$. From \eqref{5.6}, it follows that

$$
\psi(T)^* k_j = \psi^{\lambda_j}(T)^* k_j = \bar{\psi}(\bar{\lambda}_j) k_j.
$$

Indeed, since $T$ is a $d$-tuple of matrices, $\psi(T)$ depends only on the value of $\psi$ and a finite number of derivatives on the spectrum of $T$; so one can approximate $\psi$ by a polynomial, and for polynomials, \eqref{5.7} is immediate.

We have that $T$ is the compression to $M$ of multiplication by the coordinate functions on $A^2(\mu)$. Let $P$ be orthogonal projection from $A^2(\mu)$ onto $M$. If $g \in A(\Omega)$, then

$$
\|g(T)\| = \|PM_gP\| \leq \|g\|_{A(\Omega)},
$$

where $M_g$ is multiplication by $g$ in $A^2(\mu)$. So $T$ has $\Omega$ as a spectral set. By \eqref{5.7}, if $\psi$ vanishes on $V$, then $\psi(T) = 0$, so $T$ is subordinate to $V$.

We want to show that $\|f(T)\| > 1$. If it were not, then

$$
\{I - f(T)f(T)^* \geq 0.
$$

Evaluating the left-hand side of \eqref{5.8} on $v = \sum a_j k_j$ and using \eqref{5.7}, one gets

$$
\langle (I - f(T)f(T)^*)v, v \rangle = \sum_{i,j=1}^N \varpi_i a_j (1 - w_i \varpi_j) \langle k_j, k_i \rangle.
$$

But we chose $N$ and $\mu$ so that for some choice of $a_j$, \eqref{5.9} is negative. This contradicts \eqref{5.8}. $\square$
REFERENCES

[1] Jim Agler, Zinaida Lykova, and Nicholas J. Young, Geodesics, retracts, and the norm-preserving extension property in the symmetrized bidisc, arXiv:1603.04030 (2016).

[2] Jim Agler and John E. McCarthy, Pick interpolation and Hilbert function spaces, Graduate Studies in Mathematics, vol. 44, American Mathematical Society, Providence, RI, 2002. MR1882259

[3] Jim Agler and John E. McCarthy, Distinguished varieties, Acta Math. 194 (2005), no. 2, 133–153, DOI 10.1007/BF02393219. MR2231339

[4] Jim Agler and John E. McCarthy, Norm preserving extensions of holomorphic functions from subvarieties of the bidisk, Ann. of Math. (2) 157 (2003), no. 1, 289–312, DOI 10.4007/annals.2003.157.289. MR1954268

[5] J. Agler and N. J. Young, The complex geodesics of the symmetrized bidisc, Internat. J. Math. 17 (2006), no. 4, 375–391, DOI 10.1142/S0129167X06003564. MR2220650

[6] E. Amar, Ensembles d’interpolation dans le spectre d’une algèbre d’opérateurs, 1977. Thesis (Ph.D.)–University of Paris.

[7] E. Amar, On the Toeplitz corona problem, Publ. Mat. 47 (2003), no. 2, 489–496, DOI 10.5565/PUBLMAT_472003_11. MR 2006496

[8] Mats Andersson, Mikael Passare, and Ragnar Sigurdsson, Complex convexity and analytic functionals, Progress in Mathematics, vol. 225, Birkhäuser Verlag, Basel, 2004. MR2060426

[9] Joseph A. Ball, Israel Gohberg, and Leiba Rodman, Interpolation of rational matrix functions, Operator Theory: Advances and Applications, vol. 45, Birkhäuser Verlag, Basel, 1990. MR1083145

[10] H. Cartan, Séminaire Henri Cartan 1951/2, W. A. Benjamin, Inc., New York, 1967.

[11] E. M. Chirka, P. Dolbeault, G. M. Khenkin, and A. G. Vitushkin, Introduction to complex analysis, Springer-Verlag, Berlin, 1997. A translation of Current problems in mathematics. Fundamental directions. Vol. 7 (Russian), Akad. Nauk SSSR, Vsesoyuz. Inst. Nauchn. i Tekhn. Inform., Moscow, 1985 [MR0850489 (87f:32003)]; Translated by P. M. Gauthier; Translation edited by Vitushkin; Reprint of the original English edition from the series Encyclopaedia of Mathematical Sciences [Several complex variables. I, Encyclopaedia Math. Sci., 7, Springer, Berlin, 1990; MR1043689 (90j:32003)]. MR1734390

[12] Brian Cole, Keith Lewis, and John Wermer, Pick conditions on a uniform algebra and von Neumann inequalities, J. Funct. Anal. 107 (1992), no. 2, 235–254, DOI 10.1016/0022-1236(92)90105-R. MR1172022

[13] Jean-Pierre Demailly, Analytic methods in algebraic geometry, 2011, https://www-fourier.ujf-grenoble.fr/~demailly/books.html.

[14] Robert C. Gunning, Introduction to holomorphic functions of several variables. Vol. I, The Wadsworth & Brooks/Cole Mathematics Series, Wadsworth & Brooks/Cole Advanced Books & Software, Pacific Grove, CA, 1990. Function theory. MR1052649

[15] Kunyu Guo, Hansong Huang, and Kai Wang, Retracts in polydisk and analytic varieties with the $H^\infty$-extension property, J. Geom. Anal. 18 (2008), no. 1, 148–171, DOI 10.1007/s12220-007-9005-8. MR2365671

[16] Marek Jarnicki and Peter Pflug, Invariant distances and metrics in complex analysis, De Gruyter Expositions in Mathematics, vol. 9, Walter de Gruyter & Co., Berlin, 1993. MR1242120

[17] Łukasz Kosiński, Three-point Nevanlinna-Pick problem in the polydisc, Proc. Lond. Math. Soc. (3) 111 (2015), no. 4, 887–910, DOI 10.1112/plms/pdv045. MR3407188

[18] Łukasz Kosinski and Tomasz Warszawski, Lempert theorem for strongly linearly convex domains, Ann. Polon. Math. 107 (2013), no. 2, 167–216, DOI 10.4064/ap107-2-5. MR3007944

[19] Łukasz Kosinski and Wlodzimierz Zwonek, Nevanlinna-Pick problem and uniqueness of left inverses in convex domains, symmetrized bidisc and tetrablock, J. Geom. Anal. 26 (2016), no. 3, 1863–1890, DOI 10.1007/s12220-015-9611-9. MR3511401

[20] Łaszló Lempert, La métrique de Kobayashi et la représentation des domaines sur la boule (French, with English summary), Bull. Soc. Math. France 109 (1981), no. 4, 427–474. MR660145

[21] Łaszló Lempert, Intrinsic distances and holomorphic retracts, Complex analysis and applications ’81 (Varsovie, 1981), Publ. House Bulgar. Acad. Sci., Sofia, 1984, pp. 341–364. MR883254
[22] Takahiko Nakazi, *Commuting dilations and uniform algebras*, Canad. J. Math. 42 (1990), no. 5, 776–789, DOI 10.4153/CJM-1990-041-1. MR1080996

[23] Peter Pflug and Włodzimierz Zwonek, *Exhausting domains of the symmetrized bidisc*, Ark. Mat. 50 (2012), no. 2, 397–402, DOI 10.1007/s11512-011-0153-5. MR2961329

[24] Walter Rudin, *Function theory in polydiscs*, W. A. Benjamin, Inc., New York–Amsterdam, 1969. MR0255841

[25] Joseph L. Taylor, *The analytic-functional calculus for several commuting operators*, Acta Math. 125 (1970), 1–38, DOI 10.1007/BF02392329. MR0271741

[26] P. J. Thomas, *Appendix to norm preserving extensions of holomorphic functions from subvarieties of the bidisk*, Ann. of Math. 157 (2003), no. 1, 310–311.

[27] Tavan T. Trent and Brett D. Wick, *Toeplitz corona theorems for the polydisk and the unit ball*, Complex Anal. Oper. Theory 3 (2009), no. 3, 729–738, DOI 10.1007/s11785-008-0083-9. MR2551635

INSTITUTE OF MATHEMATICS, FACULTY OF MATHEMATICS AND COMPUTER SCIENCE, JAGIELLONIAN UNIVERSITY, LOJASIEWICZA 6, 30-348 KRAKOW, POLAND

Email address: lukasz.kosinski@uj.edu.pl

DEPARTMENT OF MATHEMATICS AND STATISTICS, WASHINGTON UNIVERSITY IN ST. LOUIS, ST. LOUIS, 63130 MISSOURI

Email address: mccarthy@wustl.edu