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Abstract

In this paper, we have considered general $k$-piece-wise linear convex loss functions in SVM model for measuring the empirical risk. The resulting $k$-Piece-wise Linear loss Support Vector Machine ($k$-PL-SVM) model is an adaptive SVM model which can learn a suitable piece-wise linear loss function according to nature of the given training set. The $k$-PL-SVM models are general SVM models and existing popular SVM models, like C-SVM, LS-SVM and Pin-SVM models, are their particular cases. We have performed the extensive numerical experiments with $k$-PL-SVM models for $k = 2$ and $3$ and shown that they are improvement over existing SVM models.

Support Vector Machine (SVM) models (Cortes & Vapnik, 1995)(Vapnik, 2013)(Gunn, 1998) are still very useful and popular among researchers. It is because of their interesting characteristics which remain missing in other machine learning models. SVM models implement the Structural Risk Minimization (SRM) principle (Vapnik, 2013) and can explicitly minimize the regularization in its optimization problem to avoid over-fitting. Most of the existing SVM models require to solve appropriate convex programming problems only which guarantees the global optimal solution. Further, there are different choices of the specific loss functions and kernel functions (Mercer, 1909) available which can be used in SVM model according to the characteristics of the given dataset.

For a given binary classification problem with the training set $T = \{(x_i, y_i) : x_i \in \mathbb{R}^n, y_i \in \{-1, 1\}, i = 1, 2, ..., l\}$, the SVM model obtains the kernel generated decision function $sign(w^T \phi(x) + b)$. For this, the SVM models solve the optimization problem in which good trade-off between the empirical error of the training set and the regularization is minimized efficiently.

In SVM models, we use the loss function to measure the empirical risk of given training set. The characteristics and performance of a SVM model depends upon the way it measures the empirical error of the given training set. Therefore, the choice of loss function is very crucial in SVM models.

The standard C-SVM model uses the Hinge loss function to measure the empirical risk. The Hinge loss function is given by $L_{Hinge}(u) = max(u, 0)$, $u \in \mathbb{R}$. For training set $T$, the C-SVM model solves the optimization problem

$$
\min_{(w,b)} \frac{1}{2} ||w||^2 + C_0 \sum_{i=1}^{l} L_{Hinge}(1 - y_i(w^T\phi(x_i)+b)),
$$

where $C_0$ is an user supplied parameter which is used for tuning the trade-off between the empirical error and the model complexity. The use of the Hinge loss function in C-SVM model let us obtain its geometrical interpretation. The solution of C-SVM model is geometrically equivalent to obtaining a separating hyperplane $(w^T\phi(x) + b) = 0$ in the feature space with maximum margin.

The Least Squares Support Vector Machine (LS-SVM) model (Suykens & Vandewalle, 1999) uses the well known least squares loss function (Legendre, 1805) to measure the empirical error, which is given by $L(u) = u^2$, $u \in \mathbb{R}$. For the given training set $T$, the LS-SVM model solves the optimization problem

$$
\min_{(w,b)} \frac{1}{2} ||w||^2 + C_0 \sum_{i=1}^{l} (1 - y_i(w^T\phi(x_i)+b))^2.
$$

The Pin-SVM model (Huang et al., 2014) minimizes the pin-ball loss function (Koenker & Bassett Jr, 1978)(Huang et al., 2014) to measure the empirical error of the training set. For $-1 \leq \tau \leq 1$, it is given by $L_\tau(u) = max(u, -\tau u)$, $u \in \mathbb{R}$. For the given training set, it solves the optimization problem

$$
\min_{(w,b)} \frac{1}{2} ||w||^2 + C_0 \sum_{i=1}^{l} L_\tau(1 - y_i(w^T\phi(x_i)+b)).
$$

We have plotted the Hinge loss function, the Least squares loss function and the pin-ball loss function in Figure 1. We can realize that these loss functions based SVM models, particularity the C-SVM and LS-SVM models, are rigid in nature. They measure the empirical error of the given
We propose the general piece-wise linear convex loss function for SVM model. The k-piece-wise linear loss function is defined as

\[ L^k(u) = \max(u, -\tau_1 u + \epsilon_1, -\tau_2 u + \epsilon_2, \ldots, -\tau_{k-1} u + \epsilon_{k-1}), \quad u \in \mathbb{R} \]  

where \( \tau_1, \tau_2, \ldots, \tau_{k-1} \) and \( \epsilon_1, \epsilon_2, \ldots, \epsilon_{k-1} \) are real valued parameters.

**Preposition 1:-** Let \( F^{(k)} \) be the collection of all k-piece-wise linear convex functions. Let, \( f^{(k)} \in F^{(k)} \) be such that \( f^{(k)}(u) = u, \forall u \in [u_0, u'_0] \), for some \( u_0, u'_0 > 0 \). Then, the loss function \( L^k(u) \) is sufficient to represent the family \( F^{(k)} \).

**Proof:** We shall prove the statement by using the principle of induction.

At first, we shall show that the elements of \( F^{(2)} \) can be obtained by our proposed loss function \( L^2(u) = \max(u, -\tau_1 u + \epsilon_1) \). One of the segmented line of an arbitrary \( f^{(2)} \in F^{(2)} \) would be \( y = u \) as it must satisfy \( f(u) = u, \forall u \in [u_0, u'_0] \). Let the other segmented line of the \( f^{(2)} \) is \( y = a'u + b' \) then for \( \tau_1 = -a \) and \( \epsilon_1 = b \), the \( f^{(2)} \) can be represented by the \( L^2(u) = \max(u, -\tau_1 u + \epsilon_1) \).

Further, let \( F^{(m)} \) can be represented by the loss function \( L^m(u) \). It means that \( f^{(m)}(u) \) can be obtained from \( \max(u, -\tau_1 u + \epsilon_1, \ldots, -\tau_{m-1} u + \epsilon_{m-1}) \). Then we need to show that \( f^{(m+1)} \) can be obtained by the loss function \( L^{m+1} \) for completing the proof. The \( f^{(m+1)} \) can be constructed by considering an additional segmented line \( y = a'u + b' \). Since \( f^{(m+1)} \) has to remain convex, so it can be obtained by \( \max(L^m(u), -\tau_m u + \epsilon_m) \) with \( \tau_m = -a' \) and \( \epsilon_m = b' \). It means that the \( f^{(m+1)} \) can be obtained from \( L^{m+1}(u) = \max(u, -\tau_1 u + \epsilon_1, \ldots, -\tau_m u + \epsilon_m) \).

Figure 2 shows the 3-piece-wise linear loss function for some particular values of parameters. It can be noted that it can also reduce to the pinball loss function and Hinge loss function for the particular chosen values of its parameters.

For a given classification task with training set \( T = \{(x_i, y_i)| x_i \in \mathbb{R}^n, y_i \in \{1, -1\}, i = 1, 2, \ldots, l\} \),
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\( w, b, \xi \)
to control the trade-off between the empirical error and Quadratic Programming Problem (QPP)

\[ \sum_{i} w_i \geq -\alpha \]

\( \tau_1 = 0.45, \tau_2 = 0.50, \epsilon_1 = 0, \epsilon_2 = -7 \)\( \tau_1 = -2, \tau_2 = 0.2, \epsilon_1 = -4, \epsilon_2 = 0 \)\( \tau_1 = -0.4, \tau_2 = 0, \epsilon_1 = 0, \epsilon_2 = -2 \)\( \tau_1 = 0.4, \tau_2 = 0.8, \epsilon_1 = 0, \epsilon_2 = -1 \)\( \tau_1 = 0.4, \tau_2 = 0, \epsilon_1 = 0, \epsilon_2 = 0 \)

we used the proposed k-piece-wise linear loss function for measuring the empirical risk. The resulting k-Piece-wise Linear loss Support Vector Machine (k-PL-SVM) model minimizes the empirical risk obtained by the chosen k-piece-wise linear loss function along with the regularization term \( \frac{1}{2} ||w||^2 \) in its optimization problem as follow.

\[
\min_{(w,b,\xi)} \frac{1}{2} ||w||^2 + C \sum_{i=1}^{l} L^k(1 - y_i(w^T \phi(x_i) + b))
\]

\[
= \min_{(w,b)} \frac{1}{2} ||w||^2 + C \sum_{i=1}^{l} \max \left( 1 - y_i(w^T \phi(x_i) + b), -\tau_1(1 - y_i(w^T \phi(x_i) + b)) + \epsilon_1, ..., -\tau_{k-1}(1 - y_i(w^T \phi(x_i) + b)) + \epsilon_{k-1} \right)
\]

Let us consider the l-dimensional slack variable \( \xi \) such that \( \xi_i = \max \left( 1 - y_i(w^T \phi(x_i) + b), -\tau_1(1 - y_i(w^T \phi(x_i) + b)) + \epsilon_1, ..., -\tau_{k-1}(1 - y_i(w^T \phi(x_i) + b)) + \epsilon_{k-1} \right) \) then the optimization problem (5) can be converted to the following Quadratic Programming Problem (QPP)

\[
\min_{(w,b,\xi)} \frac{1}{2} ||w||^2 + C_0 \sum_{i=1}^{l} \xi_i
\]

subject to,

\[
\xi_i \geq 1 - y_i(w^T \phi(x_i) + b),
\]

\[
\xi_i \geq -\tau_1(1 - y_i(w^T \phi(x_i) + b)) + \epsilon_1,
\]

\[
\xi_i \geq -\tau_2(1 - y_i(w^T \phi(x_i) + b)) + \epsilon_2,
\]

\[
\xi_i \geq -\tau_{k-1}(1 - y_i(w^T \phi(x_i) + b)) + \epsilon_{k-1}, i = 1, 2, ..., l
\]

where \( \tau_1, \tau_2, ..., \tau_{k-1}, \epsilon_1, \epsilon_2, ..., \epsilon_{k-1} \) and \( C_0 \geq 0 \) are user supplied parameters. The parameter \( C_0 \) can be used to control the trade-off between the empirical error and model complexity. To handle the unbalanced class labeling problem, we may consider a l-dimensional vector \( C = (C_1, C_2, ..., C_l) \) in the place of single constant \( C_0 \) such that

\[
C_i = \begin{cases} C_0, & y_i = +1, \\ pC_0, & y_i = -1, \end{cases}
\]

where \( p \) is defined as \( p = \frac{\text{number of data points on 'class +1'}}{\text{number of data points in 'class -1'}} \). Thereafter, we have preferred to solve the following optimization problem for our k-PL-SVM model.

\[
\min_{(w,b,\xi)} \frac{1}{2} ||w||^2 + \sum_{i=1}^{l} C_i \xi_i
\]

subject to,

\[
\xi_i \geq 1 - y_i(w^T \phi(x_i) + b),
\]

\[
\xi_i \geq -\tau_1(1 - y_i(w^T \phi(x_i) + b)) + \epsilon_1,
\]

\[
\xi_i \geq -\tau_2(1 - y_i(w^T \phi(x_i) + b)) + \epsilon_2,
\]

\[
\xi_i \geq -\tau_{k-1}(1 - y_i(w^T \phi(x_i) + b)) + \epsilon_{k-1}, i = 1, 2, ..., l
\]

To derive the Wolfe dual, we need to obtain the Lagrangian function for the primal problem (8) of our k-PL-SVM model. The Lagrangian function can be obtained as

\[
L(w, b, \xi, \alpha_1, \alpha_2, ..., \alpha^{k-1}) = \frac{1}{2} ||w||^2 + C_0 \sum_{i=1}^{l} \xi_i - \sum_{i=1}^{l} \alpha_i (y_i(w^T \phi(x_i) + b) - 1 + \xi_i) - \sum_{i=1}^{l} \alpha_i^{(1)} (\tau_1(1 - y_i(w^T \phi(x_i) + b)) + \xi_i - \epsilon_1) - \sum_{i=1}^{l} \alpha_i^{(2)} (\tau_2(1 - y_i(w^T \phi(x_i) + b)) + \xi_i - \epsilon_2) - \sum_{i=1}^{l} \alpha_i^{(k-1)} (\tau_{k-1}(1 - y_i(w^T \phi(x_i) + b)) + \xi_i - \epsilon_{k-1})
\]

Here \( \alpha_1, \alpha_2, ..., \alpha^{k-1} > 0 \) are l-dimensional vectors of Lagrangian multipliers. We list the Karush-Kuhn-Tucker (KKT) conditions for the primal problem (8) as follow.

\[
w = \sum_{i=1}^{l} (\alpha_i - \tau_1 \alpha_i^{(1)} - \tau_2 \alpha_i^{(2)} - \tau_{k-1} \alpha_i^{(k-1)}) \phi_i(x_i),
\]

\[
\sum_{i=1}^{l} (\alpha_i - \tau_1 \alpha_i^{(1)} - \tau_2 \alpha_i^{(2)} - \tau_{k-1} \alpha_i^{(k-1)}) y_i = 0,
\]

\[
C_i - \alpha_i - \alpha_i^{(1)} - \alpha_i^{(2)} - \alpha_i^{(k-1)} = 0, i = 1, 2, ... l,
\]

\[
\alpha_i (y_i(w^T \phi(x_i) + b) - 1 + \xi_i) = 0, i = 1, 2, ... l,
\]

\[
\alpha_i^{(m)} (\tau_m (1 - y_i(w^T \phi(x_i) + b)) + \xi_i - \epsilon_m) = 0, i = 1, 2, ... l, m = 1, 2, ... k - 1,
\]

\[
\xi_i \geq 1 - y_i(w^T \phi(x_i) + b), i = 1, 2, ... l,
\]

\[
\xi_i \geq -\tau_m (1 - y_i(w^T \phi(x_i) + b)) + \epsilon_m, i = 1, 2, ... l, m = 1, 2, ... k - 1,
\]

\[
\alpha_i \geq 0, i = 1, 2, ... l,
\]

\[
\alpha_i^{(m)} \geq 0, i = 1, 2, ... l, m = 1, 2, ... k - 1.
\]
Using the above KKT conditions, the Wolfe dual of the primal problem (8) of our $k$-PL-SVM model can be obtained as

$$
\min_{(\alpha_i, \alpha_i^{(1)}, \ldots, \alpha_i^{(k)})} \frac{1}{2} \sum_{j=1}^{l} \sum_{i=1}^{l} (\alpha_i - \tau_1 \alpha_i^{(1)} - \ldots, -\tau_{k-1} \alpha_i^{(k-1)}) y_j y_i \phi(x_j)^T \phi(x_i) + \frac{1}{2} \sum_{i=1}^{l} (\alpha_i - \tau_1 \alpha_i^{(1)} - \ldots, -\tau_{k-1} \alpha_i^{(k-1)}) - \frac{1}{2} \sum_{i=1}^{l} (\alpha_i^{(1)} \epsilon_1 + \ldots + \alpha_i^{(k-1)} \epsilon_{k-1})
$$

subject to,

- \sum_{i=1}^{l} (\alpha_i - \tau_1 \alpha_i^{(1)} - \ldots, -\tau_{k-1} \alpha_i^{(k-1)}) y_i = 0,
- C_i - \alpha_i - \alpha_i^{(1)} - \ldots, -\alpha_i^{(k-1)} = 0, i = 1, 2, \ldots, l,
- \alpha_i \geq 0, \alpha_i^{(m)} \geq 0, i = 1, 2, \ldots, l, m = 1, 2, \ldots, k - 1. (17)

For a given positive semi-definite kernel $k$, satisfying Mercer condition (Mercer, 1909), we can obtain $k(x_i, x_j) = \phi(x_i)^T \phi(x_j)$ without explicit knowledge of mapping $\phi$. It makes the above dual problem to reduce as

$$
\min_{(\alpha_i, \alpha_i^{(1)}, \ldots, \alpha_i^{(k)})} \frac{1}{2} \sum_{j=1}^{l} \sum_{i=1}^{l} (\alpha_i - \tau_1 \alpha_i^{(1)} - \ldots, -\tau_{k-1} \alpha_i^{(k-1)}) y_j y_i \phi(x_j)^T \phi(x_i) + \frac{1}{2} \sum_{i=1}^{l} (\alpha_i - \tau_1 \alpha_i^{(1)} - \ldots, -\tau_{k-1} \alpha_i^{(k-1)}) - \frac{1}{2} \sum_{i=1}^{l} (\alpha_i^{(1)} \epsilon_1 + \ldots + \alpha_i^{(k-1)} \epsilon_{k-1})
$$

subject to,

- \sum_{i=1}^{l} (\alpha_i - \tau_1 \alpha_i^{(1)} - \ldots, -\tau_{k-1} \alpha_i^{(k-1)}) y_i = 0,
- C_i - \alpha_i - \alpha_i^{(1)} - \ldots, -\alpha_i^{(k-1)} = 0, i = 1, 2, \ldots, l,
- \alpha_i \geq 0, \alpha_i^{(m)} \geq 0, i = 1, 2, \ldots, l, m = 1, 2, \ldots, k - 1. (18)

After obtaining the solution vectors $\alpha_i^{(1)}, \ldots, \alpha_i^{(k-1)}$ of the dual problem (18), we can classify an unseen data point $x \in \mathbb{R}^n$ using the decision function

$$
f(x) = \text{sign}(w^T \phi(x) + b)
$$

= \text{sign}(\sum_{i=1}^{l} (\alpha_i - \tau_1 \alpha_i^{(1)} - \ldots, -\tau_{k-1} \alpha_i^{(k-1)}) y_i k(x_i, x) + b).

Obtaining the value of $b$: For $\alpha_j > 0$ and $\tau = -1$, we can obtain using the KKT conditions (12) and (13)

$$
y_j (w^T \phi(x_j) + b) - 1 + \xi_j = 0
$$

and

$$
\tau_m (1 - y_j (w^T \phi(x_j) + b)) + \xi_j - \epsilon_m = 0,
$$

which gives

$$
b = y_j - \left( \sum_{i=1}^{l} (\alpha_i - \tau_1 \alpha_i^{(1)} - \ldots, -\tau_{k-1} \alpha_i^{(k-1)}) y_i k(x_i, x_j) - y_j \frac{\epsilon_m}{1 + \tau_m} \right).
$$

Also for $\alpha_i^{(m)} > 0$, $\alpha_i^{(m)} > 0$, $m_1 \neq m_2$ and $\tau_{m_1} \neq \tau_{m_2}$, $m_1, m_2 = 1, 2, \ldots, k - 1$, we can obtain using the KKT conditions (13)

$$
\tau_{m_1} (1 - y_j (w^T \phi(x_j) + b)) + \xi_j - \epsilon_m = 0,
$$

and

$$
\tau_{m_2} (1 - y_j (w^T \phi(x_j) + b)) + \xi_j - \epsilon_m = 0,
$$

which gives

$$
b = y_j - \sum_{i=1}^{l} (\alpha_i - \tau_1 \alpha_i^{(1)} - \ldots, -\tau_{k-1} \alpha_i^{(k-1)}) k(x_i, x_j) - y_j \frac{\epsilon_m - \epsilon_m}{\tau_{m_2} - \tau_{m_1}}.
$$

In practice, we compute all possible values of bias $b$ and take their average as final value of $b$.

## 2. Properties of the $k$-PL-SVM model

In this section, we shall describe some interesting properties of the proposed $k$-PL-SVM models.

### 2.1. Connection to existing SVM models

The proposed $k$-PL-SVM model is a general SVM model. We shall show that there are several existing popular SVM models which can be realized as the particular cases of our $k$-PL-SVM model.

(a) **C-SVM:** The underlying Hinge loss function used in the C-SVM model is the particular case of our $k$-piece-wise linear loss function with $\tau = 0$ and $\epsilon = 0$, for $m = 1, 2, \ldots, k - 1$. Also, if we consider the $\tau = 0$ and $\epsilon = 0$, for $m = 1, 2, \ldots, k$, in the optimization problem (6) of proposed $k$-PL-SVM model, it becomes equivalent to the optimization problem of C-SVM model.

(b) **Pin-SVM:** The pinball loss function is also equivalent to $k$-piece-wise linear loss function with $\tau_1 = \tau$ for any $-1 \leq \tau \leq 1$, $\tau_{m_1} = 0$ for $m_1 = 1, 2, \ldots, k - 1$, and $\tau_{m_2} = 0$ for $m_2 = 1, 2, \ldots, k - 1$. At these value of parameters, the optimization problem (6) of proposed $k$-PL-SVM model, becomes equivalent to the optimization problem of Pin-SVM model.
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(c) **LS-SVM**: As we increase the value of $k$ in $k$-piece-wise linear loss function, it involves more segmented line. As $k \to \infty$, the $k$-piece-wise linear loss function becomes smooth and the Least squares loss function becomes its particular case. Therefore, for very large value of $k$, the optimization problem (6) of proposed $k$-PL-SVM model is equivalent to solving the optimization problem of LS-SVM model.

2.2. Geometrical Interpretation of $k$-PL-SVM model

The $k$-piece-wise-linear loss functions form a family of convex and robust loss functions that exist between the Hinge loss function and Least squares loss function. In the $k$-PL-SVM model, the data points have been assigned the empirical risk according to their location. The $k$-PL-SVM model partition the feature space in different zones using hyperplanes parallel to the separating hyperplanes $w^T \phi(x) + b = 0$. It assigns the empirical risk to the data point according to the zone it lies in.

Let us suppose that for the given training set $T$, the 3-PL-SVM model learns a suitable 3-piece-wise linear loss function with parameters $\tau_1$, $\epsilon_1$, $\tau_2$, $\epsilon_2$, $\tau_3$ and $\epsilon_3$, then similar to the C-SVM model, we have attempted to obtain the geometrical interpretation of our 3-PL-SVM model in Figure 3. We have represented the data points from label $1$ with blue and label $-1$ with red color respectively. We have shown the one possible division of the feature space in three different zones for data points with label $1$ in Figure 3 by 3-PL-SVM model. The 3-PL-SVM model assigns the empirical risk to the data points lying in these different zones using the different expression which are in the form $\tau_k(1 - y_i(w^T x_i + b) + \epsilon_k)$ or $(1 - y_i(w^T x_i + b))$. A similar symmetric interpretation can be obtained for the data points with the label $-1$.

![Figure 3.](image)

For $\tau_1, \ldots, \tau_{k-1} \geq 0$, we can easily show that the $k$-PL-SVM model minimizes the scatter of data points along the resulting decision function $w^T \phi(x) + b = 0$.

It should be noted that it is not necessary that the $k$-PL-SVM model always learn a $k$-piece-wise linear loss function which contains $k$ different segment lines. It may learn values of its parameters $\tau_1, \ldots, \tau_{k-1}$ and $\epsilon_{k-1}$ from the given data such that the resulting loss function involves only $m$ segmented line where $m \leq k$.

2.3. Some properties of $k$-piece-wise linear loss function

Now we shall evaluate the underlying $k$-piece-wise linear loss functions (4) used in the proposed $k$-PL-SVM model using the existing literature of loss functions for classification problem. According to the study done in (Bartlett et al., 2006) and (Huang et al., 2017), a typical classification loss function $L$ should have the following four properties.

(a) $L(u)$ should be Lipschitz for a given constant.

(b) $L(u)$ should be convex.

(c) $\frac{\partial L(u)}{\partial u} \big|_{u=1} > 0$.

(d) $L(u) \geq 0$ for any $u \in \mathbb{R}$.

A classification loss function which satisfies these four properties enjoys many nice properties like Bayes consistency and classification calibration. It is not hard to realize that the existing Hinge loss function and pinball loss function with $\tau \geq 0$ satisfies these four properties.

The proposed $k$-piece-wise linear loss functions (4) are Lipschitz and convex functions. For $\frac{\epsilon_i}{\tau_i} \neq 1$, $\forall i = 1, 2, \ldots, k-1$, we can easily obtain that the $k$-piece-wise linear loss functions $L^k(u)$ satisfies $\frac{\partial L^k(u)}{\partial u} \big|_{u=1} > 0$.

Our $k$-piece-wise linear loss functions can also take negative values for some values of its parameters. But, we can show that the $k$-piece-wise linear loss functions which satisfy $\frac{\epsilon_i}{\tau_i - \epsilon_i} \geq 0$ and $\frac{\epsilon_i}{1 + \tau_i} \geq 0$, $\forall i = 1, 2, \ldots, k-1$, can always take non-negative values. Therefore, we can claim that similar to the Hinge loss function, the $k$-piece-wise linear loss functions with $\frac{\epsilon_j}{\tau_j - \epsilon_j} \geq 0$, $\frac{\epsilon_j}{1 + \tau_j} \geq 0$ and $\frac{\epsilon_j}{\tau_j} \neq 1$, $\forall i, j = 1, 2, \ldots, k-1$ enjoys the nice properties like Bayes consistency and classification calibration.

Apart from this, similar to the Hinge loss function and the pinball loss function, the proposed $k$-piece-wise linear loss functions are robust for finite values of $k$. The influence function of the proposed family of $k$-piece-wise linear loss function can be shown to be bounded in the interval $[t_1, t_2]$, where $t_1 = \min(1, -\tau_1, \ldots, -\tau_{k-1})$ and $t_2 = \max(1, -\tau_1, \ldots, -\tau_{k-1})$. It means that any outlier data point can effect the resulting decision function up to a certain constant extent.
3. Experimental Results

In this section, we shall present the numerical results obtained by the extensive set of experiments and show the efficacy of the proposed k-PL-SVM model. We have compared the performance of the proposed 2-PL-SVM and 3-PL SVM with the C-SVM, LS-SVM and Pin-SVM models on benchmark datasets and shown that the proposed models own better generalization ability than existing SVM models.

As we increase the value of $k$ in k-PL-SVM model, it becomes more adaptive and powerful. But, the optimization problem (6) of k-PL-SVM model involves $k$ linear constraints which increases its solution time as value of $k$ increases. We could have solved the optimization problem (5) of the proposed k-PL-SVM model using the stochastic gradient descent methods (Bottou, 2010) to get rid of this problem. But, we need the accurate solution of our proposed k-PL-SVM model for studying its characteristics efficiently. Therefore, we have preferred to solve the dual problem (18) for the k-PL-SVM models for $k = 2$ and 3 using the quadprog function in the MATLAB (in.mathworks.com) with the ‘interior point-convex’ algorithm efficiently. We have also solved the C-SVM model and Pin-SVM model with the quadprog function in the MATLAB with the ‘interior point-convex’ algorithm. The LS-SVR model only requires the solution of system of equations.

Also, the k-PL-SVM model requires to tune the $2k - 1$ parameters for the linear kernel and $2k$ parameter for the RBF kernel. As the value of $k$ increases, we require to tune more number of parameters in proposed k-PL-SVM model but, this extra endeavor in parameter tuning results in significant improvement in the prediction ability.

In our numerical experiments, we have used the direct grid search method to tune the parameters of 3-PL-SM, 2-PL-SVM, Pin-SVM and LS-SVM models. We could have used the quadprog function in the MATLAB with the 'interior point-convex' algorithm efficiently.
some meta heuristic methods for tuning the parameters of these SVM models. But, these algorithms are of the random nature and may cause the difficulty in unbiased comparisons of considered SVM models. Therefore, we have preferred to use the direct grid search method to tune the parameters of considered SVM models in same ranges.

It should be noted that our objective of numerical experiments is to establish the fact that the proposed \textit{k}-PL-SVM models are improvement over existing SVM models.

The C-SVM and LS-SVM models involve two parameters $C_0$ and RBF parameter $q$. The Pin-SVM model contains one more extra parameter $\tau$. The 2-PL SVM model requires to tune $\tau_1$ and $\epsilon_1$ apart from $C_0$ and $q$. The 3-PL-SVM model requires the tuning of two more extra parameters $\tau_2$ and $\epsilon_2$ than 2-PL-SVM model. For the linear kernel, we do not require the use and tuning of kernel parameter $q$. We have used the RBF kernel of the form $\exp\left(-\frac{||x-y||^2}{2q^2}\right)$.

We have tuned the values of parameters $C_0$ and $q$ from the set $\{2^{-7}, 2^{-6}, \ldots, 2^6, 2^7\} \times \{2^{-7}, 2^{-6}, \ldots, 2^6, 2^7\}$ using grid search method for the C-SVM model. After obtaining the suitable values of these parameters, we have used them in Pin-SVM, 2-PL-SVM model and 3-PL-SVM model. The reason behind considering the same value for the parameters $C_0$ and $q$ in C-SVM, Pin-SVM, 2-PL SVM and 3-PL-SVM model is that we want to exclude the effects of these parameter on their performance. It helps us to make the observation that how tuning of extra parameters in Pin-SVM, 2-PL SVM and 3-PL SVM model affects the improvement in accuracy. The parameter $\tau$ in Pin-SVM model is obtained from the set of $\{-1, -0.8, \ldots, 0.8, 1\}$ using grid search method. The parameters $\tau_1$ and $\epsilon_1$ of 2-PL-SVM model has been obtained from the set $\{-1, -0.8, \ldots, 0.8, 1\} \times \{-5, -4.5, \ldots, 4.5, 5\}$ using grid search method. The parameters $\tau_1$, $\epsilon_1$, $\tau_2$ and $\epsilon_2$ have been obtained from the set $\{-1, -0.8, \ldots, 0.8, 1\} \times \{-5, -4.5, \ldots, 4.5, 5\} \times \{-1, -0.8, \ldots, 0.8, 1\} \times \{-5, -4.5, \ldots, 4.5, 5\}$ using grid search method. For the LS-SVM model, we have explicitly tuned the parameters $C_0$ and $q$ from the set $\{2^{-7}, 2^{-6}, \ldots, 2^6, 2^7\} \times \{2^{-7}, 2^{-6}, \ldots, 2^6, 2^7\}$ using grid search method. After obtaining the value of $C_0$, we have computed the $C_i$ from (7) for all SVM models.

We have performed all experiments in MATLAB 2018 (in.mathworks.com) environment on a Dell Xeon processor with 16 GB of RAM and Windows 10 operating system. We have considered the 19 benchmark datasets for our numerical experiments. We have listed and numbered these datasets with their dimensions in Table 1. These datasets have been downloaded from UCI repository (Dua & Graff, 2017). For some datasets like Monk 1, Monk 2, Monk 3 and Spect, the training sets and testing sets were separately provided. For other datasets, we have arbitrarily separated the training and testing set in Table 1. Further, we have normalized the training and testing set in $[-1, 1]$ for all datasets.

We have listed and compared the performance of C-SVM, LS-SVM, Pin-SVM, 2-PL-SVM and 3-PL-SVM models in the Table 2 for the linear kernel. We have also listed their tuned parameters and execution time. We can easily make the following observations form the numerical results listed in the Table 2.

- The accuracy obtained by SVM models in Table 2 always follows the rule: C-SVM $\leq$ Pin-SVM $\leq$ 2-PL-SVM $\leq$ 3-PL-SVM. In most of datasets, as we move from C-SVM model to 3-PL-SVM model, there is a significant improvement in the accuracy. It means that the most of real world datasets finds the Hinge loss function rigid and need the use of adaptive loss functions for the better results. Also, it means that the tuning the extra parameters in \textit{k}-PL-SVM models are useful.

- We can observe that the 3-PL-SVM model is powerful as it can obtain a direct improvement in accuracy over existing C-SVM, LS-SVM and Pin-SVM model on 12 datasets. We have plotted this improvement obtained by 3-PL-SVM model in accuracy over C-SVM, LS-SVM and Pin-SVM model in the Figure 4. The use of 3-piece-wise linear loss function in 3-PL-SVM model makes it more efficient and adaptive. It enables the 3-PL-SVM model to learn the suitable values of parameters $\tau_1, \tau_2, \epsilon_1$ and $\epsilon_2$. We have plotted the loss function learned by 3-PL-SVM in the Figure 5. For different nature of datasets, the 3-PL-SVM has the capability to learn the suitable piece-wise linear loss function which is missing in the traditional SVM like C-SVM and LS-SVM model.

- The 2-PL-SVM model also improves significantly the C-SVM model on several datasets. The 3-PL-SVM model improves the 2-PL-SVM model on 11 datasets. As we increase the value of $k$ in \textit{k}-PL-SVM model, its adaptive ability to learn the loss function according to the nature of dataset increases. It further results in the improvement of prediction ability.

- As we move from the C-SVM model to 3-PL-SVM model, the total execution time increases. It is because of the fact that we need to solve the QPP with more linear constraints.

We have also compared the performance of the C-SVM, LS-SVM, Pin-SVM, 2-PL-SVM and 3-PL-SVM models for the RBF kernel in the Table 3. We can draw observations similar to the linear kernel case.
4. Conclusions

In this paper, we have developed a general and adaptive SVM model. For this, we have introduced a family of $k$-piece-wise linear loss functions in this paper. These loss functions are general, robust and convex. The resulting $k$-PL-SVM model can learn a suitable piece-wise linear loss function from the given data. The $k$-PL-SVM model is a general SVM model and the popular SVM models, like C-SVM, LS-SVM and Pin-SVM, are its particular cases. The $k$-PL-SVM model divides the feature space in different tube and assign the empirical risk to the data points according to its location. We have also shown that the $k$-PL-SVM model becomes Bayes consistent classification model if we impose certain constraint on the values of its parameter. We have carried an extensive set of experiments with the $k$-PL-SVM for $k = 2$ and $3$ and shown that the proposed SVM model is the improvement over existing SVM models.

We would like to check the performance of the $k$-PL-SVM model for $k \geq 4$ in future. We shall develop a suitable stochastic gradient descent method to efficiently approximate the solution of the optimization problem of the $k$-PL-SVM model. It will enable us to test the proposed $k$-PL-SVM model for large value of $k$. We have also planned to develop an appropriate meta heuristic algorithm for tuning the $2k$ parameters of the $k$-PL-SVM model in future. It will help us to reduce its total model selection time and also increase its adaptive capability.
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