Low-symmetry nanowire cross-sections for enhanced Dresselhaus spin-orbit interaction
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We study theoretically the spin-orbit interaction of low-energy electrons in semiconducting nanowires with a zinc-blende lattice. The effective Dresselhaus term is derived for various growth directions, including (112)-oriented nanowires. While a specific configuration exists where the Dresselhaus spin-orbit coupling is suppressed even at confinement potentials of low symmetry, many configurations allow for a strong Dresselhaus coupling. In particular, we discuss qualitative and quantitative results for nanowire cross-sections modeled after sectors of rings or circles. The parameter dependence is analyzed in detail, enabling predictions for a large variety of setups. For example, we gain insight into the spin-orbit coupling in recently fabricated GaAs-InAs nanomembrane-nanowire structures. By combining the effective Dresselhaus and Rashba terms, we find that such structures are promising platforms for applications where an electrically controllable spin-orbit interaction is needed. If the nanowire cross-section is scaled down and InAs replaced by InSb, remarkably high Dresselhaus-based spin-orbit energies of the order of millielectronvolt are expected. A Rashba term that is similar to the effective Dresselhaus term can be induced via electric gates, providing means to switch the spin-orbit interaction on and off. By varying the central angle of the circular sector, we find, among other things, that particularly strong Dresselhaus couplings are possible when nanowire cross-sections resemble half-disks.

I. INTRODUCTION

Semiconducting nanowires (NWs) are currently among the most promising building blocks for a large-scale, solid-state quantum computer. In particular, they may allow not only for conventional spin [1–5] and charge [6] qubits but also for topological quantum computing [7–11]. The proposed schemes usually rely on spin-orbit interaction (SOI), which is a crucial mechanism in modern fields of condensed matter physics [12].

For an electron with spin $s$ and momentum $h\mathbf{k}$, the SOI can be considered as a coupling term proportional to $b_{SO}(k) \cdot s$, where $b_{SO}(k)$ is an effective magnetic field that depends on the momentum [13]. Suitable setup geometries in experiments are often determined by the orientation of $b_{SO}(k)$. For example, electric dipole spin resonance is efficient when the externally applied magnetic field $B$ is perpendicular to the effective field caused by SOI [14–16]. Furthermore, the special geometry $B \perp b_{SO}(k)$ is assumed in proposals for realizing Majorana fermions in NWs with proximity-induced superconductivity [17, 18]. Profound knowledge of $b_{SO}(k)$ is therefore essential. A prominent contribution to the SOI of electrons is the Rashba spin-orbit interaction (RSOI) [19–22], which results from structure inversion asymmetry and can be controlled to a great extent by applying electric fields [23–26]. The Dresselhaus spin-orbit interaction (DSOI) [22, 27, 28], which arises from an inversion asymmetry of the underlying crystal structure, is an equally important contribution. The effective DSOI term depends strongly on details of the electron confinement and, moreover, on the orientation of the crystallographic axes [22, 27–35]. This holds true not only for two-dimensional (2D) systems, like quantum wells and lateral quantum dots, but also for one-dimensional (1D) systems like NWs. If the growth direction, the quantum confinement, and the applied electric fields are chosen appropriately, the Rashba and Dresselhaus contributions can result in a large $b_{SO}(k)$ or even cancel each other, at least in good approximation [30, 31], which can be used to switch the SOI on and off. The interplay between Dresselhaus and Rashba coupling also provides means to implement spin field-effect transistors in 2D and 1D devices that can operate in a nonballistic (or diffusive) regime [36].

Semiconducting NWs have been fabricated for several decades [37, 38]. Their cross-sections depend on details of the fabrication process. By now, a remarkable variety of cross-sections has been reported, ranging from approximately circular [39, 40], hexagonal [41–44], or (with various aspect ratios) rectangular [45–47] to very special shapes. Germanium hut wires, for instance, are available since 2012 [48] and attracted wide interest [49–51]. Their cross-section resembles an obtuse isosceles triangle. Very recently, Friedl et al. [52] reported the template-assisted growth of InAs NW networks. A striking feature of these scalable networks is the demonstrated possibility to create Y-shaped NW junctions. Such junctions are useful, e.g., for braiding Majorana fermions [8, 53]. Since the NWs of Ref. [52] form on nanomembranes, their cross-section resembles a (major) circular sector. Due to this unusual NW cross-section, detailed information about the associated SOI is desirable.

In this paper, we theoretically study the effective DSOI and RSOI of low-energy electrons in NWs with low-symmetry cross-sections. In particular, we consider cross-sections which are circular sectors of arbitrary central angle. Furthermore, we allow for a nonzero inner radius and analyze how the SOI depends on, e.g., the inner and outer radius, the sectorial angle, and the orientation of the main crystallographic axes. In agreement with previous calculations, which were performed for $\langle 100 \rangle$, $\langle 110 \rangle$, and $\langle 111 \rangle$-oriented NWs [32, 34, 35, 54], we find that the growth direction affects the effective DSOI significantly. These earlier works are extended here by studying novel cross-sections and, moreover, by including $\langle 112 \rangle$-oriented NWs. As recently demonstrated by Friedl et al. [52] and Aseev et al. [55], $\langle 112 \rangle$-oriented NWs can now be used to fabricate scalable NW networks whose NW junctions may, for instance, enable topological quantum information process-
ing. We believe that our qualitative and quantitative results will allow everyone to quickly obtain reasonable estimates of the spin-orbit coupling, the effective magnetic field \( b_{SO} \), the spin-orbit length, and the spin-orbit energy in various NWs. Given the NWs of Ref. [52], for example, we expect \( b_{SO} \) to be parallel to the substrate and perpendicular to the NW. If the cross-section of these NWs can be scaled down and if InAs can be replaced by InSb [33, 55–58], which has a narrower band gap and a much larger Dresselhaus coefficient [22, 59], we find that the spin-orbit energy can exceed one millielectronvolts even without applied electric fields and, remarkably, that the effective SOI can be tuned continuously and switched on/off (apart from corrections which are cubic in the momentum) by applying an electric field perpendicular to the substrate. We also find, among other things, that a particularly strong DSOI is achievable with NWs whose cross-sections resemble half-disks. However, as we show here, a specific orientation of the crystallographic axes exists with which the effective DSOI is strongly suppressed for all considered cross-sections and despite their low symmetry.

The paper is organized as follows. In Sec. II, we discuss the considered NW cross-sections and explain our calculation of the eigenstates in the absence of SOI. The effective DSOI term is obtained qualitatively in Sec. III and quantitatively in Sec. IV. The effective RSOI term is studied in Sec. V, followed by a concluding discussion in Sec. VI. The appendix provides the details of the theory and, among other things, shows the effective DSOI terms for commonly used NW growth directions.

## II. NANOWIRE CROSS-SECTIONS AND BASIS STATES

### A. Hard-wall confinement

Figure 1 schematically shows a sectorial annular cross-section (SAC). We assume that the NW is oriented parallel to the \( z \) axis, thus the cross-section lies in the \( x-y \) plane. As sketched in Fig. 1, the four parameters defining the SAC are the inner radius \( R_i \geq 0 \), the outer radius \( R_o > R_i \), and the angles \( \phi_S \) and \( \phi_E \) (with \( 0 < \phi_E - \phi_S < 2\pi \)) at which the cross-section starts and ends, respectively. These four parameters also define the confining potential \( V \) [Eq. (2)] for the electrons in our model, because we consider a hard wall at the boundary of the cross-section. The total sectorial angle is given by

\[
\phi_{tot} = \phi_E - \phi_S. \tag{1}
\]

For all results presented in the main text we choose \( \phi_E = \pi - \phi_S \), i.e., the NW cross-section is mirror-symmetric with respect to the \( y \) axis. The angles \( \phi_S \) and \( \phi_E \) are thus related to \( \phi_{tot} \) through \( \phi_S = (\pi - \phi_{tot})/2 \) and \( \phi_E = (\pi + \phi_{tot})/2 \), respectively.

We would like to point out that the aforementioned confining potential

\[
V = \begin{cases} 
0, & R_i < \rho < R_o \text{ and } \phi_S < \phi < \phi_E, \\
\infty, & \text{otherwise}, 
\end{cases} \tag{2}
\]

with \( \rho = \sqrt{x^2 + y^2} \), \( x = \rho \cos \phi \), and \( y = \rho \sin \phi \), is crucial for our quantitative results. By considering a constant potential inside the NW and a hard wall at the boundary, we follow earlier works such as Refs. [60, 61]. However, as briefly explained below, it is also important to note that our assumption is not justified for all devices. For example, given \( V \) of Eq. (2), a ground-state electron in our model will have a high probability density near the center of the NW cross-section. This holds true if we use \( V + \Delta E_{CB} \) instead of \( V \), provided that throughout the wire, \( |\Delta E_{CB}| \) is much smaller than the ground-state energy of the confined electron. The introduction function \( \Delta E_{CB} \) accounts for position-dependent changes of the conduction band edge with respect to its average value inside the NW (defined here as zero). The situation is different when \( |\Delta E_{CB}| \) becomes relatively large. For instance, if the conduction band edge decreases near the NW boundary in such a way that the energy of a confined electron in the ground state is lower than the conduction band edge at the center, the electron will have a high probability density near the boundary instead of the center. In such a case, our potential \( V \) should be replaced accordingly. For possible options, see, e.g., the models of Refs. [34, 54]. Whether the electrons are mainly localized near the center of the NW or elsewhere can depend on details of the device [62–64]. We believe that the simple approximations made here by using \( V \) of Eq. (2) will be sufficiently justified for many novel devices, particularly when NW cross-sections turn out to be small enough for the ground-state energy to exceed \( |\Delta E_{CB}| \) and large enough to avoid significant leakage of the ground-state wave function into the surroundings of the NW. Some suggestions aimed at improving the accuracy of our calculations are described in Sec. VI. Finally, we wish to emphasize that many qualitative results in this paper (such as the form of the effective Hamiltonians in Table I) do not depend on the specific choice for \( V \) and can therefore also be used when Eq. (2) is not applicable to certain fabricated devices.

### B. Hamiltonian without spin-orbit interaction

The NWs studied in this work consist of semiconductors with a zinc-blende lattice. We consider materials such as...
GaAs, InAs, or InSb, where the conduction band minimum is found at the Γ point. Inside the NWs, the low-energy electrons are therefore well described by the effective Hamiltonian [22]

$$H_0 = -\frac{\hbar^2}{2m_{\text{eff}}} \left( \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial^2}{\partial \phi^2} + \frac{\partial^2}{\partial z^2} \right).$$

(3)

where $m_{\text{eff}}$ is the effective mass, $\nabla$ is the Nabla operator, and $\Delta = \nabla^2$ is the Laplace operator. We omitted here electric and magnetic fields and SOI (see Secs. III to V). In cylindrical coordinates $\rho, \phi, z$, the Hamiltonian of Eq. (3) reads

$$H_0 = -\frac{\hbar^2}{2m_{\text{eff}}} \left( \partial_\rho^2 + \frac{1}{\rho} \partial_\rho + \frac{1}{\rho^2} \partial_\phi^2 + \partial_z^2 \right).$$

(4)

We note that the function

$$\psi = [c_1 J_\alpha(k_\perp \rho) + c_2 Y_\alpha(k_\perp \rho)]\left( c_3 e^{i\alpha \phi} + c_4 e^{-i\alpha \phi} \right) e^{ik_\perp z},$$

(5)

satisfies

$$H_0 \psi = \frac{\hbar^2}{2m_{\text{eff}}} \left( k_{\perp}^2 + k_\perp^2 \right) \psi,$$

(6)

where $k_\perp$ and $k_z$ are wavenumbers. The $c_i$ in Eq. (5) are complex coefficients, the $J_\alpha$ and $Y_\alpha$ stand for Bessel functions of the first and second kind, respectively, and the order of these Bessel functions is denoted by $\alpha$. Remarkably, given the properties of the Bessel functions, Eq. (6) is satisfied for an arbitrary complex number $\alpha$.

Equation (5) is of the form

$$\psi(\rho, \phi, z) = \psi_\perp(\rho, \phi)e^{ik_\perp z}.$$  

(7)

The factor $e^{ik_\perp z}$ is consistent with the translational invariance along the $z$ axis of our model, i.e., with the assumption of an infinitely long NW. Thus, in order to find the low-energy eigenstates of the Hamiltonian $H_0 + V$, we need to choose $\psi_\perp(\rho, \phi)$ such that the hard-wall boundary conditions given by $V$ are fulfilled. In the following, we distinguish between the cases $R_i > 0$ and $R_i = 0$.

C. Nonzero inner radius

When $R_i > 0$, the boundary conditions

$$\psi_\perp(\rho, \phi_S) = \psi_\perp(\rho, \phi_E) = \psi_\perp(R_i, \phi) = \psi_\perp(R_i, \phi) = 0$$

(8)

must be satisfied for $\rho \in [R_i, R_o]$ and $\phi \in [\phi_S, \phi_E]$. A suitable choice of the coefficients $c_i$ yields

$$\psi_\perp = N_\perp \left[ J_\alpha(k_\perp \rho) + CY_\alpha(k_\perp \rho) \right] \sin \left( \frac{m \pi \phi}{\phi_{\text{tot}}} + \varphi_{0,m} \right).$$

(9)

where $m \in \{1, 2, 3, \ldots\}$ is a positive integer and

$$\varphi_{0,m} = - \frac{m \pi \phi_S}{\phi_{\text{tot}}},$$

$$\alpha = \frac{m \pi}{\phi_{\text{tot}}}. $$

(10)

(11)

The normalization factor $N_\perp$ ensures that

$$\int_{R_i}^{R_o} d\rho \rho \int_{\phi_S}^{\phi_E} d\phi |\psi_\perp|^2 = 1.$$  

(12)

Given the boundary conditions, the wavenumber $k_\perp > 0$ and the coefficient $C$ are chosen such that $\psi_\perp$ vanishes at $\rho = R_i$ and $\rho = R_o$. For this, the determinant equation

$$J_\alpha(k_\perp R_i)Y_\alpha(k_\perp R_o) - J_\alpha(k_\perp R_o)Y_\alpha(k_\perp R_i) = 0$$

(13)

must be solved. Having found a suitable $k_\perp$, the respective value of $C$ can be calculated. We note that in the limit $|C| \to \infty$, our ansatz [Eq. (9)] corresponds to a function $\psi_\perp$ whose $\rho$-dependent part contains solely $Y_\alpha(k_\perp \rho)$. However, this special case was not needed for the results presented in this paper. Furthermore, we note that values which differ from those described above, such as negative $k_\perp$ or negative $m$, do not lead to additional (i.e., independent) functions $\psi_\perp$ that are normalizable and satisfy the boundary conditions.

It is worth mentioning that $J_\alpha(k_\perp \rho)$ and $Y_\alpha(k_\perp \rho)$ are real-valued for real $\alpha$ and $k_\perp > 0$. Consequently, the coefficient $C$ is always real in our calculations, whereas the normalization factor $N_\perp$ is only defined up to an arbitrary phase factor. By choosing $N_\perp$ as real-valued, the function $\psi_\perp$ given in Eq. (9) is real for $\phi \in [\phi_S, \phi_E]$, $\rho \in [R_i, R_o]$, $k_\perp > 0$ and real $\alpha$ [Eq. (11)]. In our calculations, however, we never chose a specific phase factor for $N_\perp$, since knowledge of $|N_\perp|^2$ was sufficient for the results presented here.

D. No inner radius

When $R_i = 0$, $\psi_\perp$ must vanish at $\rho = 0$. However, since $Y_\alpha(k_\perp \rho)$ diverges for $\rho \to 0$, one can set $C = 0$ in Eq. (9). Suitable values for $k_\perp$ are therefore simply obtained from $J_\alpha(k_\perp R_o) = 0$ instead of Eq. (13). We note that Bessel functions of the first kind have the properties $J_\alpha(0) = 0 \quad \text{and} \quad J_{-\alpha}(0) = 0$. Consequently, as required by the boundary conditions and the continuity of the wave function, $J_\alpha(k_\perp R_i) = J_\alpha(0)$ is always zero because of $\alpha > 0$, see Eq. (11). Apart from these small and useful changes for the special case of $R_i = 0$, the wave functions $\psi(\rho, \phi, z) = \psi_\perp(\rho, \phi)e^{ik_\perp z}$ are calculated exactly as described in Sec. II C for $R_i > 0$.

E. Eigenenergies and examples

At $k_c = 0$, the energy of an electron in the NW is

$$E_\perp = \frac{\hbar^2 k_\perp^2}{2m_{\text{eff}}}.$$

(14)

Thus, having found the eigenstates of $H_0 + V$ at $k_c = 0$, we can order these eigenstates according to their eigenenergies $E_\perp$. The energy gaps between them correspond to the gaps between the subbands of the NW. Since the electron spin is not affected by the Hamiltonian $H_0 + V$, the spin degeneracy can be lifted via additional terms only.
Figure 2 shows the orbital ground state (top row) and first excited state (bottom row) which we calculated with the Hamiltonian \( H_0 + V \) for three different NW cross-sections. More precisely, the probability densities \(|\psi|^2 = |\psi_x|^2\) are plotted for the mentioned states. The three cross-sections in Fig. 2 have the outer radius \( R_o = 20 \text{ nm} \) and are referred to as examples A, B, and C. Example A corresponds to a half-disk and is obtained by setting \( R_i = 0 \) and \( \phi_{\text{tot}} = \pi \). As it will become apparent in Secs. III and IV, a half-disk is a particularly promising NW cross-section for realizing strong DSOI due to its \( x-y \) confinement ratio. Example B is defined by \( R_i = 0 \) and \( \phi_{\text{tot}} = \frac{\pi}{2} \), which is a circular sector of central angle 270°. Example C corresponds to a SAC of nonzero inner radius. Its parameter values are \( \phi_{\text{tot}} = \frac{\pi}{2} \) and \( R_i = 10 \text{ nm} \). The eigenenergies and energy gaps provided in Fig. 2 were calculated with \( m_e = 0.0229m_0 \) for InAs [22], where \( m_0 \) is the free electron mass.

The InAs NWs fabricated by Friedl et al. [52] were an important motivation for the present work. These NWs are located on top of GaAs nanomembranes, which were grown on GaAs(111)B substrates. The nanomembranes and NWs are parallel to crystallographic directions of type \( \{11\overline{2}\} \). Based on the results in Ref. [52], we now consider a NW along the \( \{11\overline{2}\} \) direction and assume that this NW sits on the \( \{31\overline{1}\} \) and \( \{13\overline{1}\} \) facets of a nanomembrane. The total sectorial angle in our model is therefore \( \phi_{\text{tot}} = 2\pi - 2\arccos(2\sqrt{2}/11) \approx 1.65\pi \), which is equivalent to 297°. Figure 3 shows the cross-section of a GaAs-InAs nanomembrane-NW structure grown by Friedl et al.; it is superimposed by the calculated ground state (analogous to Fig. 2) for the parameter values \( R_i = 0 \), \( R_o = 20 \text{ nm} \), and \( \phi_{\text{tot}} = 1.65\pi \).

III. CALCULATION OF EFFECTIVE DRESSELHAUS SPIN-ORBIT INTERACTION

A. Orientation of crystallographic axes

In order to provide an insight into how the orientation of the crystallographic axes impacts the magnitude of the DSOI, we performed detailed calculations for two different sets of crystallographic basis vectors. In the “noncoincident” configuration, the \( z \) axis (parallel to the NW) corresponds to the \( \{11\overline{2}\} \) direction, while the \( x \) and \( y \) axes (see Fig. 2) refer to \( \{110\} \) and \( \{111\} \), respectively. This orientation of the crystallographic axes is sketched in Fig. 4 and agrees with the NWs of Ref. [52]. The second configuration, referred to as the “coincident” configuration, is obtained when \( x \), \( y \), and \( z \) correspond to the directions \( \{001\} \), \( \{010\} \), and \( \{001\} \), i.e., when the coordinate axes coincide with the main crystallographic axes. We comment on additional configurations in Appendix A.
B. Effective Dresselhaus term

For the semiconductors considered in this work, the DSOI of low-energy electrons in bulk material is [22, 28]

\[ H_D = b_D \left( \langle k_x' \rangle \sigma_x - \langle k_y \rangle \sigma_y + \text{c.p.} \right), \]  

where \( x', y' \), and \( z' \) are the main crystallographic axes given by the zinc-blende lattice, \( \sigma_x \) are the Pauli operators for the electron spin, \( b_D \) is a material-dependent coefficient, \( \{A, B\} = (AB + BA)/2 \), and the abbreviation “c.p.” stands for cyclic permutations. We keep the notation in this paper simple by using the notation \( k_x \) both for momentum operators (might also be written as \( \vec{k}_x \), for example) and wavenumbers (i.e., scalars).

In order to study the dominant effects of the DSOI in systems with quantum confinement, it is often convenient to derive an effective DSOI term from Eq. (15), as explained in Ref. [28]. For instance, in the special case of a quantum well with strong confinement along the \( z' \) axis one obtains an effective Dresselhaus term \( H_{D,\text{eff}} \propto (k_x' \sigma_x - k_y \sigma_y) \) for the low-energy electrons in the quantum well [28]. Effective Dresselhaus terms for NWs can be derived analogously [34, 35], see Appendix A for details and Table I for several examples. In summary, we simplify \( H_D \) by projecting it onto the two (because of the spin degree of freedom) lowest-energy subbands of the NW. For this, we compute the average of \( H_D \) with respect to the orbital ground-state wave function \( \psi_{\pm \sigma} \) in the \( x'-y' \) plane (NW cross-section). This average will be referred to by the short-hand notation

\[ \langle O \rangle = \langle \psi_{\pm \sigma} | O | \psi_{\pm \sigma} \rangle, \]  

where \( O \) stands for an arbitrary operator. The additional subscript “g” in \( \psi_{\pm \sigma} \) simply indicates the ground state, i.e., we use the function \( \psi_\sigma \) (see Sec. II) whose associated energy \( E_\perp \) given in Eq. (14) is minimal. We note that an average with respect to \( \psi_{\pm \sigma} \) neither affects the spin operators nor the momentum along the NW. In fact, as briefly mentioned above, \( \langle O \rangle \) corresponds to a projection of \( O \) onto the two lowest-energy subbands. In the derivation of the effective DSOI terms, we furthermore use \( k_x k_y = k_y k_x \), meaning that we omit orbital corrections from magnetic fields, if present. Finally, the operator \( k_x \) is replaced by the wavenumber \( k \), in agreement with the translational invariance along the \( z \) axis and terms proportional to \( k_z^2 \) are omitted because these are small in the considered regime where \( k_z^2 \ll (k_{x>y})^2 \). Nevertheless, the \( k_z \)-cubic terms can be found in Appendix A, if needed.

By proceeding as described above, we obtain the effective DSOI term

\[ H_{D,\text{eff}}^{[11\bar{2}]} = \frac{b_D}{2\sqrt{3}} \left( \langle k_x^2 \rangle - 4\langle k_y^2 \rangle \right) \sigma_y k_z = \beta_{\text{eff}} \sigma_y k_z, \]  

for the noncoincident configuration. The details of the derivation are explained in Appendix A 1. The coefficient \( \beta_{\text{eff}} \) introduced in Eq. (17) is an effective Dresselhaus parameter (EDP). It solely depends on the NW cross-section and the material-dependent coefficient \( b_D \). It can be seen that \( \beta_{\text{eff}} \) vanishes for \( \langle k_z^2 \rangle = 4\langle k_{x>y}^2 \rangle \), which can be fulfilled with a cross-sectional confinement that is stronger in the \( x \) than in the \( y \) direction. As evident from \( H_{D,\text{eff}}^{[11\bar{2}]} = \beta_{\text{eff}} \sigma_y k_z \), the DSOI gives rise to an effective magnetic field parallel to the \( x \) axis (see Fig. 1). For the NWs of Ref. [52], this corresponds to an effective magnetic field which is parallel to the substrate (i.e., in-plane) and perpendicular to the NW. The conclusions we can draw from the form of Eq. (17) apply also to recently realized \( 11\bar{2} \)-oriented NWs on InP(111)B substrates [55], for example. In stark contrast to Eq. (17) for the noncoincident configuration, we obtain

\[ H_{D,\text{eff}}^{[001]} = b_D \left( \langle k_x^2 \rangle - \langle k_y^2 \rangle \right) \sigma_y k_z = \beta_{\text{eff}} \sigma_y k_z, \]  

for the coincident configuration. Here the DSOI leads to an effective magnetic field parallel to the NW. Moreover, the EDP \( \beta_{\text{eff}} \) becomes zero for \( \langle k_z^2 \rangle = \langle k_{x>y}^2 \rangle \), i.e., for \( x : y \) confinement ratios of \( 1 : 1 \). This is consistent with previous calculations for \( 100 \)-oriented NWs [32, 34, 35]. Additional information about the effective Dresselhaus term in the case of \( z || [001] \) is provided in Appendix A 2.

### Table I. Effective DSOI for different orientations of the crystallographic axes. The \( z \) axis is parallel to the NW. The axes \( x \) and \( y \) are chosen such that \( \langle k_x k_y \rangle = 0 \). Corrections proportional to \( k_z^3 \) are listed in Table III. Details are provided in Appendix A.

| X   | Y   | Z   | \( H_{D,\text{eff}} \) |
|-----|-----|-----|----------------------|
| [100]| [010]| [001]| \( b_D \left( \langle k_x^2 \rangle - \langle k_y^2 \rangle \right) \sigma_x k_z \) |
| [110]| [110]| [001]| 0 |
| [001]| [110]| [110]| \(-\frac{b_D}{4} \langle 2(k_x^2) + (k_y^2) \rangle \sigma_x k_z \) |
| [110]| [001]| [110]| \( \frac{b_D}{8} \langle 4(k_x^2) \rangle \sigma_y k_z \) |
| [111]| [112]| [110]| \(-\frac{b_D}{4\sqrt{3}} \langle (k_x^2) - (k_y^2) \rangle \sigma_y k_z \) |
| [110]| [112]| [111]| \(-\frac{b_D}{4\sqrt{3}} \langle (k_x^2) - (k_y^2) \rangle \sigma_x k_z \) |
| [110]| [111]| [112]| \(-\frac{b_D}{4\sqrt{3}} \langle 4(k_x^2) \rangle \sigma_y k_z \) |
| [111]| [110]| [112]| \(-\frac{b_D}{4\sqrt{3}} \langle (k_x^2) - (k_y^2) \rangle \sigma_x k_z \) |
C. Scaling properties

The EDPs $\beta_{\text{eff}}$ and $\bar{\beta}_{\text{eff}}$ introduced in Eqs. (17) and (18) have important properties. Given the SAC of Sec. II B (Fig. 1) with $\phi_E = \pi - \phi_S = (\pi + \phi_{\text{tot}})/2$, we find

\[ \beta_{\text{eff}} = \frac{b_D}{R_o^2} f(\phi_{\text{tot}}, r), \]  
\[ \bar{\beta}_{\text{eff}} = \frac{b_D}{R_o^2} \bar{f}(\phi_{\text{tot}}, r), \]  

where the two functions $f$ and $\bar{f}$ depend solely on the total sectorial angle $\phi_{\text{tot}} = \phi_E - \phi_S$ and the ratio $r = R_i/R_o$ of inner to outer radius. As expected, Eqs. (19) and (20) imply that the EDPs are inversely proportional to the area $R_i^2(1-r^2)$ of the SAC when $\phi_{\text{tot}}$ and $r$ are kept constant. The equations analogously imply that $\beta_{\text{eff}} \propto d^{-2}$ and $\bar{\beta}_{\text{eff}} \propto d^{-2}$ for any fixed $\phi_{\text{tot}}$ and $r$, where

\[ d = R_o - R_i = R_o(1-r) \]

is the radial thickness of the SAC. The material dependence of the EDPs results from the proportionality to $b_D$. Due to the hard-wall confinement in our model, the EDPs are independent of the effective mass $m_{\text{eff}}$. We note that

\[ \langle k_x^2 \rangle = \frac{4f - 2\sqrt{3}f}{3R_o^2} = \frac{4\beta_{\text{eff}} - 2\sqrt{3}\bar{\beta}_{\text{eff}}}{3b_D}, \]
\[ \langle k_y^2 \rangle = \frac{\bar{f} - 2\sqrt{3}\bar{f}}{3R_o^2} = \frac{\bar{\beta}_{\text{eff}} - 2\sqrt{3}\beta_{\text{eff}}}{3b_D}. \]

Furthermore, we would like to emphasize that $f$ and $\bar{f}$ are dimensionless, which is a convenient property. For details, see Appendix D.

D. Spin-orbit length and spin-orbit energy

Our model and approximations lead to an effective 1D Hamiltonian of type

\[ H_{1D} = \frac{\hbar^2 k_x^2}{2m_{\text{eff}}} + \beta k_z \sigma_j \]  

for the two energetically lowest subbands in the NW. The term $\beta k_z \sigma_j$, where $\beta$ is an EDP and $\sigma_j$ a Pauli operator, corresponds to the effective DSOI, see Sec. III B and Appendix A. It is well known that the spectrum of the Hamiltonian $H_{1D}$ in Eq. (24) is composed of two parabolas in the energy-$k$ diagram [20, 21, 66, 67]. These parabolas cross at $k_x = 0$ and their minima occur at $k_x = \pm \lambda_{SO}^{-1}$. The spin-orbit length

\[ \lambda_{SO} = \frac{\hbar^2}{m_{\text{eff}} \beta} \]

and the spin-orbit energy

\[ E_{SO} = \frac{\hbar^2}{2m_{\text{eff}} \lambda_{SO}^2} = \frac{m_{\text{eff}} \beta^2}{2\hbar^2}. \]

are two quantities that are of great interest regarding the realization of, among other things, Majorana fermions [7, 8, 11], spin filters [68], or quantum logic gates via electric dipole spin resonance [4, 14–16]. In the next section, we will therefore discuss not only the EDPs but also the spin-orbit lengths and energies obtained with our calculations.

IV. NUMERICAL RESULTS

A. Methods and remarks

The numerical results presented in Secs. IV B and IV C were obtained as follows. Given values of the parameters $R_i$, $R_o$, and $\phi_{\text{tot}}$, the function $\psi_\perp$ that belongs to the ground state of the Hamiltonian $H_0 + V$ was calculated as explained in Sec. II. In order to indicate the ground state, this function is also denoted by $\psi_{\perp 0}$ (Sec. III B). Next, we calculated the expectation values $\langle k_x^2 \rangle = \langle \psi_{\perp 0} | k_x^2 | \psi_{\perp 0} \rangle$, $\langle k_y^2 \rangle$, and $\langle k_x k_y \rangle$ via numerical integration, using the abovementioned function $\psi_{\perp 0}$ and the operators

\[ k_x = -i\partial_x = -i \cos \phi \partial_\rho + i \frac{\sin \phi}{\rho} \partial_\phi, \]
\[ k_y = -i\partial_y = -i \sin \phi \partial_\rho - i \frac{\cos \phi}{\rho} \partial_\phi \]

in position-space representation. As a consistency check, we performed the numerical integration both in Cartesian and cylindrical coordinates. Apart from tiny differences due to the finite numerical precision, the results from both methods were always identical. Moreover, $\langle k_x k_y \rangle$ always vanished. We note that $\langle k_x k_y \rangle = 0$ is indeed expected because of the mirror symmetry of the cross-section with respect to the $y$ axis. For a discussion on how strongly $\langle k_x k_y \rangle$ usually depends on the choice of the axes $x$ and $y$, we refer to Appendix B. Finally, having evaluated $\langle k_x^2 \rangle$ and $\langle k_y^2 \rangle$ for the given parameter values, we calculated

\[ f(\phi_{\text{tot}}, r) = \frac{R_o^2}{2\sqrt{3}} \left( \langle k_x^2 \rangle - 4\langle k_y^2 \rangle \right), \]
\[ \bar{f}(\phi_{\text{tot}}, r) = R_o^2 \left( \langle k_x^2 \rangle - \langle k_y^2 \rangle \right). \]

In agreement with Appendix D, we obtained the same values (apart from tiny differences related to the numerical precision) for $f$ or $\bar{f}$, respectively, when $R_i$ and $R_o$ were changed such that their ratio $r = R_i/R_o$ remained constant. The results for $f$ and $\bar{f}$, which are dimensionless and material-independent, also enabled us to calculate the EDPs $\beta_{\text{eff}}$ and $\bar{\beta}_{\text{eff}}$ [Eqs. (19) and (20)] and, furthermore, the associated spin-orbit lengths [Eq. (25)] and energies [Eq. (26)]. For these material-dependent quantities, we considered InAs and chose $m_{\text{eff}} = 0.0229 m_0$ and $b_D = 27.18 \text{ meV}$ [22, 65]. In Sec. IV D, we provide conversion factors with which our results for InAs can easily be adapted to other semiconductors such as InSb.

The expectation values of the operators $k_x$, $k_y$, $k_x^2$, $k_y^2$, $k_x k_y$, and $k_x^2 k_y$ must vanish because the electrons are trapped inside the NW. In the derivation of the effective DSOI terms
sector with central angle \(\phi_{tot}\). For small angles \(\phi_{tot} \leq 13^\circ\), it turns out that \(k^2_2 > 4k^2_3\) at \(r = 0\), and so \(f(\phi_{tot}, 0)\) and \(\bar{f}(\phi_{tot}, 0)\) are both positive. In contrast, both \(f(\phi_{tot}, 0)\) and \(\bar{f}(\phi_{tot}, 0)\) are negative at large angles, because with \(r = 0\) one finds \(k^2_3 < k^2_2\) for \(\phi_{tot} \geq 63^\circ\).

As expected, \(f\) and \(\bar{f}\) diverge when \(\phi_{tot}\) vanishes, since \(k^2_3 \to \infty\) and \(k^2_3/k^2_2 \to 0\) for \(\phi_{tot} \to 0\).

(Appendix A and Sec. III B), we thus set \(\langle k_{x,y} \rangle = \langle k^3_{x,y} \rangle = \langle k^3_{x,x} \rangle = 0\). By evaluating these expectation values numerically as a consistency check, we became aware of artifacts in the results for \(k^2_3\) and \(k^2_2\) at \(\phi_{tot} \geq 63^\circ\). As explained in Appendix C, these artifacts are not caused by the numerical integration; they arise from the hard-wall boundary conditions, which generally allow for wave functions with discontinuous derivatives at the interfaces, and the fact that the considered NW cross-sections have no mirror symmetry with respect to an axis parallel to the \(x\) axis. Fortunately, the numerically calculated \(k^2_3\) and \(k^2_2\) are free of such artifacts, which justifies our assumption of hard-wall confinement in order to gain insight into the effective DSOI. Furthermore, we note that the evaluated expectation values \(\langle k_{x,y} \rangle\), \(\langle k^3_{x,y} \rangle\), and \(\langle k_{x,x} \rangle\) always vanished, as expected. For detailed information, see Appendix C.

### B. No inner radius

If \(R_i = r = 0\), the cross-section of the NW is a circular sector with central angle \(\phi_{tot}\). The functions \(f(\phi_{tot}, 0)\) and \(\bar{f}(\phi_{tot}, 0)\) for this special case are plotted in Fig. 5. In combination with the equations provided in Sec. III and Appendix A, the data in Fig. 5 allows to quickly obtain an estimate of the effective DSOI for any radius \(R_o\), any central angle \(\phi_{tot}\), and any of the discussed growth directions (see, e.g., Table I).

Some examples with \(R_i = r = 0\) are listed in Table II, where we focus on three different values for \(\phi_{tot}\). First, \(\phi_{tot} = 1.65\pi = 297^\circ\) is of particular interest because this angle applies to a NW that forms on the (311) and (131) facets of a nanomembrane [52], see Sec. II E and Fig. 3. The second value \(\phi_{tot} = 3\pi/2 = 270^\circ\) may be used as a relatively simple approximation for various structures. For instance, a [112]-oriented NW might alternatively be grown on a nanomembrane with (512) and (152) facets, leading to a central angle of \(\phi_{tot} = 1.564\pi = 281.5^\circ\), or a [001]-oriented NW might in principle be grown on (110) and (110) facets, in which case a central angle of exactly \(270^\circ\) would be expected. In fact, it turns out that our EDPs for \(\phi_{tot} = 297^\circ\) and \(\phi_{tot} = 270^\circ\) differ by less than a factor of two, so the latter angle can also serve as a reasonable approximation for the NWs of Ref. [52]. The third value \(\phi_{tot} = \pi = 180^\circ\) leads to a cross-section that corresponds to a half-disk. As evident from Table II, a relatively strong DSOI is obtained for this NW shape.

### C. Nonzero inner radius

For the three special values of \(\phi_{tot}\) discussed in Sec. IV B, the calculated data in Figs. 6 and 7 show the dependence of \(f(\phi_{tot}, r)\) and \(\bar{f}(\phi_{tot}, r)\), respectively, on the ratio \(r\). Examples for associated spin-orbit lengths and energies in the case of InAs NWs are listed in Table II. We note that the continuum model (envelope function approximation, \(k \cdot p\) theory [22]) employed in Sec. II will eventually lose validity if the area of the NW cross-section is reduced until it is based on a few atoms only. We therefore set \(d = R_o - R_i \geq 4\) nm in all examples presented here.

It is evident from the numbers in Table II that small NW cross-sections are needed in order to obtain a strong SOI which originates from the DSOI in InAs. This holds true for both the noncoincident and the coincident configuration. The main reason for this result is the fact that the Dresselhaus coefficient \(b_D\) of InAs is not extraordinarily large, even

![FIG. 5. Angular dependence of the functions \(f(\phi_{tot}, r)\) (solid line) and \(\bar{f}(\phi_{tot}, r)\) (dashed line) at \(r = 0\), in which case the NW cross-section is a circular sector of central angle \(\phi_{tot}\). For small angles \(\phi_{tot} \leq 13^\circ\), it turns out that \(k^2_2 > 4k^2_3\) at \(r = 0\), and so \(f(\phi_{tot}, 0)\) and \(\bar{f}(\phi_{tot}, 0)\) are both positive. In contrast, both \(f(\phi_{tot}, 0)\) and \(\bar{f}(\phi_{tot}, 0)\) are negative at large angles, because with \(r = 0\) one finds \(k^2_3 < k^2_2\) for \(\phi_{tot} \geq 63^\circ\). As expected, \(f\) and \(\bar{f}\) diverge when \(\phi_{tot}\) vanishes, since \(k^2_3 \to \infty\) and \(k^2_3/k^2_2 \to 0\) for \(\phi_{tot} \to 0\).](image)

![FIG. 6. Dependence of the function \(f(\phi_{tot}, r)\) on the ratio \(r\) of inner to outer radius for the values 180° (blue), 270° (red), and 297° (black) of the angle \(\phi_{tot}\). The results for \(r \to 0\) are consistent with the solid line in Fig. 5. It turns out that \(f\) and \(\bar{f}\) (Fig. 7) diverge when \(r \to 1\), in agreement with the expected behavior of \(\langle k^2_2 \rangle\) and \(\langle k^2_3 \rangle\) when \(d/R_o \to 0\).](image)
TABLE II. Numerical results for $f(\phi)$, the EDP $\beta_{\text{eff}}(\vec{b}_{\text{eff}})$, and the associated spin-orbit length $\lambda_{\text{SO}}(\bar{\lambda}_{\text{SO}})$ and energy $E_{\text{SO}}(\bar{E}_{\text{SO}})$ obtained in the noncoincident (coincident) configuration. The listed examples correspond to NW cross-sections with a radial thickness $d$ of 4 nm, 10 nm, or 20 nm. We find that $f, \phi, \beta_{\text{eff}}$, and $\vec{b}_{\text{eff}}$ are negative for all examples in this table. It is important to note that the EDPs, the spin-orbit lengths, and the spin-orbit energies are material-dependent. The results listed here were calculated for InAs as explained in the text. They can easily be adapted to other semiconductors via the conversion factors in Sec. IV D.

| $\phi_{\text{out}}$ | $r$ | $R_i$ | $R_o$ | $d$ (nm) | $|f|$ | $|\vec{f}|$ | $|\beta_{\text{eff}}|$ (meV nm) | $\lambda_{\text{SO}}$ (µm) | $E_{\text{SO}}$ (µeV) | $\bar{\lambda}_{\text{SO}}$ (µm) | $\bar{E}_{\text{SO}}$ (µeV) |
|-------------------|-----|-------|-------|---------|-------|----------|----------------|-------------|-------------|----------------|-------------|
| 180°              | 0   | 0     | 4     | 4       | 11.7  | 7.4      | 19.8           | 0.17        | 59.0        | 12.5          | 0.27         | 23.4        |
| 270°              | 0   | 0     | 4     | 4       | 7.3   | 3.3      | 12.4           | 0.27        | 23.1        | 5.5           | 0.60         | 4.62        |
| 297°              | 0.2 | 1     | 5     | 4       | 6.2   | 2.0      | 10.5           | 0.32        | 16.5        | 3.5           | 0.96         | 1.80        |
| 270°              | 0.6 | 6     | 10    | 4       | 34.7  | 10.8     | 9.4            | 0.35        | 13.4        | 2.9           | 1.13         | 1.30        |
| 270°              | 0.8 | 16    | 20    | 4       | 137.3 | 42.1     | 9.3            | 0.36        | 13.1        | 2.9           | 1.16         | 1.23        |
| 180°              | 0   | 0     | 10    | 10      | 11.7  | 7.4      | 3.2            | 1.05        | 1.51        | 2.0           | 1.67         | 0.60        |
| 270°              | 0   | 0     | 10    | 10      | 7.3   | 3.3      | 2.0            | 1.68        | 0.59        | 0.89          | 3.75         | 0.12        |
| 297°              | 0   | 0     | 10    | 10      | 6.2   | 2.0      | 1.7            | 1.98        | 0.42        | 0.55          | 6.05         | 0.05        |
| 270°              | 0.91 | 0.91  | 10    | 10      | 7.8   | 3.1      | 1.8            | 1.90        | 0.46        | 0.69          | 4.81         | 0.07        |
| 270°              | 0.5 | 1.5   | 10    | 10      | 22.4  | 7.1      | 1.5            | 2.19        | 0.35        | 0.48          | 6.88         | 0.04        |
| 180°              | 0   | 0     | 20    | 20      | 11.7  | 7.4      | 0.79           | 4.20        | 0.09        | 0.50          | 6.67         | 0.04        |
| 270°              | 0   | 0     | 20    | 20      | 7.3   | 3.3      | 0.50           | 6.71        | 0.04        | 0.22          | > 10         | 0.01        |
| 297°              | 0   | 0     | 20    | 20      | 6.2   | 2.0      | 0.42           | 7.92        | 0.03        | 0.14          | > 10 < 0.01  | |

As a consequence, it may not be surprising that the authors of Ref. [52] concluded from their magnetotransport measurements that the SOI was weak, with an estimated lower bound of 280 nm for the spin-orbit length. The authors also mentioned that a stronger SOI may be achieved in future devices by using InSb NWs. In Sec. IV D, we therefore provide conversion factors. Compared with the abovementioned semiconductors, InSb has a remarkably large Dresselhaus coefficient $b_D$ of about 760 nm$^2$ meV$^{-1}$ [22, 65]. By analyzing our results (e.g., Table II) also for InSb, we conclude that an unusually strong DSOI, with associated spin-orbit energies above 1 meV, is possible with InSb NWs for both the noncoincident and the coincident configuration.

D. Conversion factors for other semiconductors

Results for a material $X$ can immediately be adapted to a material $Y$ via the relations

$$\beta_{\text{eff}}^Y = \beta_{\text{eff}}^X \frac{b_Y}{b_D} \frac{1}{\kappa_D^X},$$

$$\lambda_{\text{SO}}^Y = \lambda_{\text{SO}}^X \frac{m_{\text{eff}}^Y}{m_{\text{eff}}^X} \frac{1}{\kappa_D^X},$$

$$E_{\text{SO}}^Y = E_{\text{SO}}^X \frac{m_{\text{eff}}^Y}{m_{\text{eff}}^X} \frac{b_Y}{b_D} \frac{1}{\kappa_D^X},$$

where the superscript added to $\beta_{\text{eff}}, \lambda_{\text{SO}}, E_{\text{SO}}, b_D$, and $m_{\text{eff}}$ indicates the material. The three dimensionless factors $\kappa_{D,\text{eff}}^{X\rightarrow Y}$ are conversion factors for the EDP, the spin-orbit length, and the spin-orbit energy, respectively. We note that the equations

---

FIG. 7. Dependence of $f(\phi_{\text{out}}, r)$ on $r$ for the values 180° (blue), 270° (red), and 297° (black) of $\phi_{\text{out}}$. The results shown here correspond to the coincident configuration and may be directly compared with the related results for $f(\phi_{\text{out}}, r)$ in Fig. 6, corresponding to the noncoincident configuration. For $r \to 0$, the values of $f(\phi_{\text{out}}, r)$ plotted here are consistent with the dashed line in Fig. 5.

---

though InAs has a rather narrow energy gap between the lowest conduction band and the highest valence band. For instance, the values of $b_D$ obtained perturbatively from an extended Kane model for the semiconductors GaAs, AlAs, InAs, CdTe, and ZnSe are all in the range 10–50 nm$^2$ meV [22, 65].
\[ \beta_{\text{eff}} = \beta_{\text{DSO}}^x k_x \hat{y}, \beta_{\text{SO}} = \lambda_{\text{SO}}^x k_x \hat{y}, \quad \text{and} \quad E_{\text{SO}} = E_{\text{SO}}^x k_x \hat{y} \] for the coincident configuration are identical to Eqs. (31), (32), and (33) for the noncoincident configuration.

As evident from Eqs. (31) to (33), the introduced conversion factors depend on the effective masses and the Dresselhaus coefficients of the materials. The effective mass \( m_{\text{eff}} \) of a semiconductor is usually well known. In contrast, reported values for the Dresselhaus coefficient \( b_D \) [65] often vary quite strongly. Throughout this paper, we use the material parameters listed in Ref. [22]. We note, however, that our results can easily be recalculated with other values, if desired. For example, several methods have been developed with which \( b_D \) can be extracted from experimental data [26, 69–79].

With the parameters [22, 65] \( b_{\text{DSO}}^\text{InSb} = 760.1 \text{ nm}^3 \text{ meV}, \quad b_{\text{DSO}}^\text{GaAs} = 27.18 \text{ nm}^3 \text{ meV}, \quad b_{\text{DSO}}^\text{InAs} = 0.0139m_0, \) and \( m_{\text{eff}}^\text{InAs} = 0.0229m_0, \) one obtains the conversion factors

\[ \kappa_{\beta}^\text{InAs} = 27.97, \tag{34} \]
\[ \kappa_{\lambda}^\text{InAs} = 0.0589, \tag{35} \]
\[ \kappa_{\kappa}^\text{InAs} = 474.7. \tag{36} \]

By replacing InAs with InSb, we thus find that the EDPs \( \beta_{\text{eff}} \) and \( \beta_{\text{eff}} \) in Table II increase by a factor of about thirty, that the spin-orbit lengths \( \lambda_{\text{SO}} \) and \( \lambda_{\text{SO}} \) shorten by a factor of about twenty, and that the spin-orbit energies \( E_{\text{SO}} \) and \( E_{\text{SO}} \) increase by two to three orders of magnitude. In stark contrast, using [22, 65] \( b_{\text{DSO}}^\text{GaAs} = 27.58 \text{ nm}^3 \text{ meV} \) and \( m_{\text{eff}}^\text{GaAs} = 0.0665m_0 \) yields

\[ \kappa_{\beta}^\text{GaAs} = 1.015, \tag{37} \]
\[ \kappa_{\lambda}^\text{GaAs} = 0.339, \tag{38} \]
\[ \kappa_{\kappa}^\text{GaAs} = 2.99. \tag{39} \]

so replacing InAs with GaAs would have rather small effects on the results in Table II. As a consequence, according to the material parameters in Ref. [22], only minor quantitative differences are expected between identically shaped InAs, GaAs, and InGaAs NWs regarding the SOI. Due to the 3D confinement in these NWs, on the other hand, are expected regarding the SOI (see Sec. V). Finally, we would like to mention that by changing from InAs to InSb or GaAs, the energies given in Fig. 2 are rescaled by a factor of \( m_{\text{eff}}^\text{InAs} / m_{\text{eff}}^\text{InSb} = 1.65 \) or \( m_{\text{eff}}^\text{InAs} / m_{\text{eff}}^\text{GaAs} = 0.344, \) respectively.

It is important to note that we have thus far focused on the Dresselhaus contribution to the SOI. The Rashba term will be considered next.

V. EFFECTIVE RASHBA SPIN-ORBIT INTERACTION

The RSOI of electrons is described by a term of type

\[ H_R = a_R (k \times E) \cdot \sigma = a_R (\sigma \times k) \cdot E, \tag{40} \]

where \( a_R \) is a Rashba coefficient [80], \( \sigma \) is the vector of Pauli matrices, and \( E \) is an effective electric field that accounts for the structure inversion asymmetry of the confining potential [20–22]. In stark contrast to DSOI, the RSOI Hamiltonian does not depend on the orientation of the crystallographic axes. Projecting \( H_R \) onto the two lowest subbands of the NW yields the effective RSOI term

\[ H_{R,\text{eff}} = \langle H_R \rangle = a_R \left( E_x \sigma_y - E_y \sigma_x \right) k_z \tag{41} \]

for the low-energy electrons. In combination with the effective DSOI terms derived in Sec. III B, we thus obtain

\[ H_{D,\text{eff}}^{[112]} + H_{R,\text{eff}} = \left( [\beta_{\text{eff}} - a_R E_x] \sigma_x + a_R E_x \sigma_y \right) k_z \tag{42} \]

for the coincident configuration and

\[ H_{D,\text{eff}}^{[001]} + H_{R,\text{eff}} = \left( -a_R E_x \sigma_x + a_R E_x \sigma_y + \beta_{\text{eff}} \sigma_z \right) k_z \tag{43} \]

for the coincident configuration. The components \( E_x \) and \( E_y \) of the effective electric field \( E \) inside the NW can be controlled via electric gates in the experimental setup.

Equation (42) describes the SOI of low-energy electrons in the recently grown NWs of Ref. [32]. As briefly explained below, the predicted SOI in these NWs may be very useful for applications. If the cross-section (i.e., the associated confining potential) of the NW is mirror-symmetric with respect to the \( y \) axis, as sketched in Fig. 1, and if the same applies to the externally induced potential (modifiable via gate voltages), one finds \( E_y = 0 \). Consequently, Eq. (42) simplifies to \( [\beta_{\text{eff}} - a_R E_x] \sigma_x k_z \), which corresponds to an electrically tunable SOI proportional to \( \sigma_x \). Moreover, since the Dresselhaus and Rashba contributions have the same form, the effective SOI can in principle be set to zero even if \( \beta_{\text{eff}} \) is nonzero (DSOI and RSOI cancel each other). By tuning \( E_x \) and/or \( E_y \) via electric gates, the SOI may then be changed from zero to a desired form considering Eq. (42). In the coincident configuration, for example, the effective SOI cannot be set to zero unless \( E_x \) and \( E_y \) vanish, as evident from Eq. (43).

Our results for \( \beta_{\text{eff}} \) and \( \beta_{\text{eff}} \) in Sec. IV reveal that EDPs of about 10 meV \( \text{nm} = 10^{-11} \text{ eV m} \) are possible with InAs and GaAs NWs. Using the value \( a_{\text{GaAs}}^{R} = 1.2 \text{ nm}^2 \text{ e} \) [22, 80] for InAs, we note that \( a_{\text{GaAs}}^{R} |E| = 10^{-11} \text{ eV m} \) is satisfied with \( |E| = 8.5 \text{ V/\mu m} \), i.e., with a moderate electric field. In stark contrast to the Dresselhaus coefficients \( b_{\text{DSO}}^{\text{GaAs}} \) and \( b_{\text{DSO}}^{\text{InAs}} \), which are almost equivalent (see Sec. IV D and Ref. [70]), the Rashba coefficients \( a_{\text{GaAs}}^{R} \) are 0.052 nm²e and \( a_{\text{InAs}}^{R} \) differ by a factor of about twenty [22]. Consequently, a stronger electric field \( |E| = 0.19 \text{ V/\mu m} \) is needed in order to achieve \( a_{\text{GaAs}}^{R} |E| = 10^{-11} \text{ eV m} \) for GaAs. These fields below 1 V/\mu m are feasible with electric gates located near the NWs.

In the case of InSb NWs, we can make use of Eq. (34), so our results in Sec. IV suggest that EDPs of about 3 \( \times 10^{-10} \text{ eV m} \) are possible. This example corresponds to a remarkably high spin-orbit energy of about 8 meV due to DSOI, despite the small effective mass \( m_{\text{eff}}^\text{InSb} = 0.0139m_0 \). By setting \( a_{\text{InSb}}^{R} = 5.2 \text{ nm}^2 \text{ e} [22, 80] \), one finds \( a_{\text{InSb}}^{R} |E| = 3 \times 10^{-10} \text{ eV m} \) at \( |E| = 0.06 \text{ V/\mu m} \), which is feasible. For comparison, \( a_{\text{InSb}}^{R} |E| = 10^{-11} \text{ eV m} \) is satisfied at \( |E| = 1.9 \text{ V/\mu m} \) already. Since the EDPs decrease rapidly when the size of the NW cross-section is increased, as explained in Sec. III C and Appendix D, it turns out that even for InSb (large \( b_D \)) NWs of medium-sized cross-section, electric fields of the order of
$\mu$ m are usually sufficient to induce a RSOI which is stronger than the effective DSOI term. Our results adapted to medium-sized cross-sections are thus consistent with the calculations by Campos et al. [35], who studied the RSOI and DSOI in zinc-blende InSb NWs which have hexagonal cross-sections and widths of several tens of nanometers. The authors pointed out that the RSOI clearly dominates in these NWs when an electric field of 4 $V/\mu$m is applied. For small cross-sections, such as those with $d \leq 10$ nm in Table II, we find that the DSOI can be the main contribution to the effective SOI even in the presence of electric fields of the order of $V/\mu$m.

VI. DISCUSSION

One of the main aims of our work for this paper was to gain information about the SOI of electrons in the novel NWs fabricated by Friedl et al. [52]. By allowing for a nonzero inner radius, analyzing the parameter dependence, and considering different growth directions, the calculations were extended such that our results can be readily adapted to a large variety of NWs. For example, the introduced functions $f$ and $f'$ are useful because they are dimensionless and material-independent. Therefore, given our results, it is straightforward to recalculate quantities such as the spin-orbit length and energy, if needed, for any desired material parameters, even if these differ from the material parameters of Ref. [22] considered here. For instance, values for the Dresselhaus coefficient $b_D$ [65] may be chosen based on related experimental data [26, 69–79].

For the (112)-oriented InAs NWs of Ref. [52] (an example is shown in Fig. 3), we find that the effective DSOI is weak when the radius is about 20 nm, as evident from the last row in Table II. However, we also find that the nanomembrane-NW structures of Ref. [52] allow for a strong DSOI with an associated spin-orbit energy of the order of meV, provided that the NWs can be made of InSb and their cross-sections can be scaled down. Moreover, by applying an electric field in the out-of-plane direction (perpendicular to the substrate), the induced RSOI enables a cancellation of Rashba and Dresselhaus contributions, so the resulting SOI term can be switched on and off. Our estimates show that the electric field needed for this switching would be well below $V/nm$, even for the strong DSOI mentioned above, and may therefore be applied via electric gates. As explained in Sec. V, such a cancellation of RSOI and DSOI would not be possible for the coincident configuration. The NW networks of Refs. [52, 55], to which the noncoincident configuration in our model applies, are therefore promising platforms for applications which require an electrically controllable SOI.

In addition to the RSOI discussed in Sec. V, an electric field $E$ applied perpendicular to a NW leads to a term $\epsilon(E_x x + E_y y)$ in the Hamiltonian, where $\epsilon$ is the elementary positive charge. As a consequence, the electron is pushed towards the boundary of the NW cross-section, affecting also the expectation values of operators such as $k_x^2$ and $k_y^2$. For weak and moderate electric fields, the ground-state wave functions obtained in the absence and presence of $E$ usually do not differ significantly [81], thus one may assume for simplicity that $\langle k_x^2 \rangle$ and $\langle k_y^2 \rangle$ remain unchanged when electric fields are applied. However, more accurate results will be obtained when the effects of $E$ on $\langle k_x^2 \rangle$ and $\langle k_y^2 \rangle$ are fully taken into account. These corrections generally depend not only on $E$ but also on the effective electron mass and the details of the NW cross-section. In some cases, accounting for the electric-field-induced changes of $\langle k_x^2 \rangle$ and $\langle k_y^2 \rangle$ may even be crucial, particularly when $E$ is relatively strong. Let us consider, for example, a cylindrical NW and the coincident configuration, i.e., $z \parallel [001]$ for the NW axis, $x \parallel [110]$, and $y \parallel [\bar{1}10]$. The cylindrical symmetry of the confining potential leads to $\langle k_x, k_y \rangle = 0$ and $\langle k_z \rangle = \langle k_y^2 \rangle$, and so the effective DSOI term $H_{D_{\text{eff}}} = b_D (\langle k_x^2 \rangle - \langle k_y^2 \rangle)$ (see, e.g., Table I) vanishes. By applying an electric field in the $x$ or $y$ direction, $\langle k_x^2 \rangle > \langle k_y^2 \rangle$ or $\langle k_y^2 \rangle > \langle k_x^2 \rangle$ can be achieved, resulting in a nonzero $H_{D_{\text{eff}}}$. This means that the Dresselhaus contribution to the effective SOI can be turned on and off via $E$. If the electric field is so strong that the electrons are pushed far into one half of the circular cross-section, $\langle k_x^2 \rangle$ and $\langle k_y^2 \rangle$ may be estimated via one of the low-symmetry cross-sections (e.g., a half-disc) considered in this paper. To some extent, our results are therefore also applicable to NWs where the symmetry is broken by strong electric fields. However, a detailed analysis of how exactly the ground states and associated expectation values $\langle k_x^2 \rangle$ and $\langle k_y^2 \rangle$ depend on $E$ and the NW properties remains an open task. More suggestions aimed at improving the accuracy are described below.

Future calculations may address mechanisms and corrections which were beyond the scope of the present paper. For example, we used here the parameter values of bulk semiconductors [22]. In the presence of strong confinement, adapted values may be chosen in order to obtain more precise results. In general, corrections which originate from other NW subbands and other bands of the semiconductor may be included [22]. If available, detailed information about the given system may be taken into account, such as the strain distribution, changes in the material composition, and the details of the confining potential (see also Sec. II A). Nonuniform strain, for instance, causes position-dependent shifts of the band edges of the semiconductor [22, 82–84], leading not only to rescaled band structure parameters but also to a modified confinement potential for the electrons in the NW. Sophisticated numerical methods and tools are probably necessary in order to study all these corrections. Furthermore, it is important to note that we focused here on SOI which originates from bulk and structure inversion asymmetry [22]. Additional contributions to the SOI can arise from interface inversion asymmetry [22, 85–95]. It would therefore be very interesting to analyze these contributions for various NWs and interfaces and combine them with our results. For purely wurtzite GaAs/AlGaAs core/shell NWs, for instance, interface-induced SOI was found to be of high relevance [94]. Recent calculations for InAs/InAsP core/shell NWs suggest that interface-related contributions to the SOI will also be important for many zinc-blende NW heterostructures [95].

A special result of our work is evident from Table I. Provided that the axes $x$ and $y$ are defined such that $\langle k_x, k_y \rangle = 0$ is satisfied, it turns out that $H_{D_{\text{eff}}} = 0$ for $x \parallel [110]$, $y \parallel [\bar{1}10]$, and $z \parallel [001]$. Furthermore, $k_z$-cubic terms are absent in $H_D$ for
this configuration (see the appended Table III). We wish to emphasize that these results are independent of \((k_x^2)\) and \((k_z^2)\). The DSOI is therefore strongly suppressed even if electric fields are present, provided that they are applied in such a way that \(\langle k_x k_y \rangle = 0\) is conserved. The relation \(\langle k_x k_y \rangle = 0\) holds true, e.g., if the NW cross-section (more precisely, the associated confining potential) is mirror-symmetric with respect to the \(x\) or \(y\) axis and \(E\) is applied parallel to this axis.

In conclusion, there are two promising strategies when one wants to switch the SOI in a NW on and off by applying an electric field \(E\) which is controllable via electric gates. In the first case, the setup is chosen such that the \(E\)-independent contributions (see, e.g., the DSOI terms in Secs. III and IV) to the effective SOI are nonzero and can be cancelled out via the \(E\)-induced contributions (see, e.g., the RSOI terms in Sec. V). In the second case, the choices are made such that without \(E\), the effective SOI is suppressed. The resulting SOI is then fully determined by the terms induced by \(E\). We note that in the first (second) case, a nonzero \(E\) is needed to turn the effective SOI off (on). For both strategies, however, it is essential to understand how the SOI depends on the specifics of the experimental setup. Our results in this paper can contribute to such an understanding, particularly when novel NWs with low-symmetry cross-sections are used.
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Appendix A: Derivation of the effective Dresselhaus term

In this appendix, we show the derivation of the effective Dresselhaus term for low-energy electrons in NWs. The derivation is analogous to the case of 2D-like systems, which is explained in detail in Ref. [28]. Results will be provided for four important growth directions. Related calculations can be found, for instance, in Refs. [34, 35, 54].

We start from Eq. (15), see Sec. III B, which is the DSOI for low-energy electrons in a bulk semiconductor with zinc-blende structure and conduction-band edge at the \(\Gamma\) point, provided that the s-like \(\Gamma_6\) is the lowest-lying conduction band [22]. Neglecting corrections from magnetic fields, one can assume that the operators \(k_x, k_y\), for the electron momentum commute, i.e., \(k_x k_y = k_y k_x\), and so Eq. (15) simplifies to

\[
H_D = b_D \left[ \sigma_x k_x (k_y^2 - k_z^2) \right] + \text{c.p.}. \quad (A1)
\]

By projection of \(H_D\) onto the NW subbands of lowest energy, we obtain the effective DSOI term

\[
H_{D,\text{eff}} = \langle H_D \rangle = \langle \psi_{\perp,\text{g}} | H_D | \psi_{\perp,\text{g}} \rangle, \quad (A2)
\]

where \(\psi_{\perp,\text{g}}\) is the orbital ground-state wave function in the \(x\)-\(y\) plane. As discussed in the following, the result for \(H_{D,\text{eff}}\) depends strongly on the growth direction of the NW. We will refer to the unit vectors along the axes \(x, y, z\) as \(e_x, e_y, e_z\), respectively. The \(z\) axis is parallel to the NW. The unit vectors \(e_x, e_y, e_z\) for the axes \(x', y', z'\) point in the main crystallographic directions \([100], [010], [001]\). We consider right-handed systems, so \(e_x \times e_y = e_z\) and \(e_y \times e_x = e_z\) (analogously for cyclic permutations).

1. NW axis along \([112]\)

When the NW axis coincides with the \([112]\) direction, the unit vectors are related by

\[
e_z = \frac{1}{\sqrt{6}} (e_x + e_y - 2e_z). \quad (A3)
\]

Furthermore, we choose \(x \parallel [\bar{1}00]\) and \(y \parallel [111]\),

\[
e_x = \frac{1}{\sqrt{2}} (e_y - e_x), \quad (A4)
\]

\[
e_y = \frac{1}{\sqrt{3}} (e_y + e_x + e_z). \quad (A5)
\]

This choice leads to the relations

\[
k_x' = \frac{k_x}{\sqrt{2}} + \frac{k_y}{\sqrt{3}} + \frac{k_z}{\sqrt{6}}, \quad (A6)
\]

\[
k_y' = \frac{k_x}{\sqrt{2}} + \frac{k_y}{\sqrt{3}} + \frac{k_z}{\sqrt{6}}, \quad (A7)
\]

\[
k_z' = \frac{k_y}{\sqrt{3}} - \frac{2k_z}{\sqrt{6}}, \quad (A8)
\]

between the operators for the momentum, which can be verified via the identity \(e_x k_x + e_y k_y + e_z k_z = e_y k_x' + e_y k_y + e_z k_z'\). Equations (A6) to (A8) also apply to the Pauli operators \(\sigma_x\) for the spin. With the derived relations for \(k_x, k_y\), the Hamiltonian \(H_D\) of Eq. (A1) is rewritten as

\[
H_D = b_D \sigma_x \frac{k_x^2}{\sqrt{2}} + \frac{k_y^2}{2} - 2k_z^2 k_z - \frac{k_x k_y^2 + k_y k_x^2}{2} + \frac{k_z^3}{2} \quad (A9)
\]

The effective DSOI term, Eq. (A2), can now be obtained easily by making the substitutions

\[
k_x^2 k_z \rightarrow \langle k_x^2 \rangle k_z, \quad \text{(A10)}
\]

\[
k_y k_z \rightarrow \langle k_y k_z \rangle, \quad \text{(A11)}
\]

\[
k_z k_z \rightarrow \langle k_z^2 \rangle = 0, \quad \text{(A12)}
\]

\[
k_{x,y}^2 k_z \rightarrow \langle k_{x,y}^2 \rangle = 0, \quad \text{(A13)}
\]

\[
k_{x,y}^2 k_{x,y} \rightarrow \langle k_{x,y}^2 \rangle = 0. \quad \text{(A14)}
\]
Furthermore, terms proportional to $k_z^4$ are negligible in the regime of small $k$ considered here, because these terms are much smaller than those of type $(k_{x',y'}^2)k_z$. In conclusion, we keep only the terms which are linear in $k_z$ and find

$$\mathcal{H}_{D_{\text{eff}}}^{[112]} = \frac{b_D k_z}{2 \sqrt{3}} \left[ (k_{z'}^2 - 4k_z^2) \sigma_z - 2 \sqrt{2} \langle k_z \rangle \sigma_z \right]. \quad (A15)$$

We note that it is usually possible to choose the orthogonal axes $x$ and $y$ for the transverse directions such that $(k_x, k_y) = 0$. A simple example is discussed in Appendix B. In particular, our calculations revealed that $(k_x, k_y) = 0$ for all systems studied in the main text, see Fig. 1 for a sketch of the NW cross-section and the considered orientation of the axes. By choosing the axes $x$ and $y$ such that $(k_x, k_y) = 0$, the effective DSOI term has the compact form

$$\mathcal{H}_{D_{\text{eff}}}^{[112]} = \frac{b_D}{2 \sqrt{3}} \left[ (k_{z'}^2 - 4k_z^2) \sigma_z \right]. \quad (A16)$$

The result in Eq. (A15) for the special case of $x \parallel [\bar{1}10]$ $(y \parallel [111])$ is retrieved by setting $\theta = 0$. For example, the angle $\theta = \pi/2$ corresponds here to $x \parallel [111]$ $(y \parallel [\bar{1}10])$. In the derivation of Eq. (A20), the $k_z$-cubic term $b_D k_z^3 (\sigma_z \cos \theta - \sigma_z \sin \theta)/(2 \sqrt{3})$ was omitted.

2. NW axis along [001]

We now consider a setup with $z \parallel [001]$, so $e_x = e_x \cos \theta + e_y \sin \theta$, $e_y = e_y \cos \theta - e_x \sin \theta$, and $e_z = e_z$. Consequently, $k_{x'} = k_x \cos \theta - k_y \sin \theta$, $k_{y'} = k_x \cos \theta + k_y \sin \theta$, and the identical relations apply to $\sigma_x$. Proceeding analogously to Appendix A1 yields the effective DSOI term

$$\mathcal{H}_{D_{\text{eff}}}^{[001]} = b_D \left( k_{z'}^2 - k_z^2 \right) \cos(2\theta) \sigma_z k_z - 2b_D \langle k_z \rangle \sin(2\theta) \sigma_z k_z. \quad (A21)$$

As expected, the result in Eq. (A15) for the special case of $x \parallel [\bar{1}10]$ $(y \parallel [111])$ is retrieved by setting $\theta = 0$. For example, the angle $\theta = \pi/2$ corresponds here to $x \parallel [111]$ $(y \parallel [\bar{1}10])$. In the derivation of Eq. (A20), the $k_z$-cubic term $b_D k_z^3 (\sigma_z \cos \theta - \sigma_z \sin \theta)/(2 \sqrt{3})$ was omitted.

3. NW axis along [110]

In the main text, we focus on NWs oriented along [112] or [001]. In this appendix, we consider [110]-oriented NWs for comparison. The relations between the unit vectors are now of the form

$$e_x = \left( e_{x'} - e_{x'} \right) \frac{\sin \theta}{\sqrt{2}} + e_{x'} \cos \theta, \quad (A22)$$

$$e_y = \left( e_{x'} - e_x \right) \frac{\cos \theta}{\sqrt{2}} - e_{x'} \sin \theta, \quad (A23)$$

$$e_z = \frac{1}{\sqrt{2}} \left( e_{x'} + e_{y'} \right) \quad (A24)$$

leading to the effective DSOI term

$$\mathcal{H}_{D_{\text{eff}}}^{[110]} = \frac{3b_D k_z}{8} \left( k_{z'}^2 - k_z^2 \right) \left( \sigma_z \sin(3\theta) + \sigma_z \cos(3\theta) \right)$$

$$+ \frac{3b_D k_z}{4} \langle k_z \rangle \left( \sigma_z \cos(3\theta) - \sigma_z \sin(3\theta) \right)$$

$$+ \frac{5b_D k_z}{4} \langle k_z \rangle \left( \sigma_x \cos \theta + \sigma_z \sin \theta \right)$$

$$- \frac{b_D k_z}{8} \left( k_{z'}^2 + 11k_z^2 \right) \sigma_z \sin \theta$$

$$- \frac{b_D k_z}{8} \left( k_{z'}^2 + 11k_z^2 \right) \sigma_z \cos \theta. \quad (A25)$$

For example, at $\theta = 0$ the result simplifies to

$$\mathcal{H}_{D_{\text{eff}}}^{[110]} = \frac{b_D k_z}{2} \left[ 4\langle k_z \rangle \sigma_z - \left( 2k_z^2 + k_{z'}^2 \right) \sigma_z \right]. \quad (A26)$$
which applies to the case where \( x \parallel [001] \) and \( y \parallel [\bar{1}10] \). Setting \( \theta = -\arccos(1/\sqrt{3}) = -\arctan(\sqrt{3}) \) leads to a configuration where \( x \parallel [1\bar{1}1] \) and \( y \parallel [110] \). In the derivation of Eq. (A25), we omitted the term \( b_Dk_z^2(\sigma_y \cos \theta + \sigma_z \sin \theta)/2 \) contained in \( H_D \).

4. NW axis along \([111]\)

The fourth case considered in this appendix is described by the relations
\[
e_x = \frac{\cos \theta}{\sqrt{6}} \left( e_{x'} + e_{y'} - 2e_{z'} \right) + \frac{\sin \theta}{\sqrt{2}} \left( e_{y'} - e_{x'} \right),
\]
\[
e_y = \frac{\sin \theta}{\sqrt{6}} \left( 2e_{z'} - e_{x'} - e_{y'} \right) + \frac{\cos \theta}{\sqrt{2}} \left( e_{x'} - e_{y'} \right),
\]
\[
e_z = \frac{1}{\sqrt{3}} \left( e_{x'} + e_{y'} + e_{z'} \right)
\]
for a NW with \( z \parallel [111] \). We proceed again analogously to Appendix A 1 and obtain
\[
H_{D_{\text{eff}}}^{[111]} = \frac{b_Dk_z}{\sqrt{6}} \left( \langle k_x^2 \rangle - \langle k_y^2 \rangle \right) (\sigma_x \sin(3\theta) + \sigma_y \cos(3\theta))
+ \frac{2b_Dk_z}{\sqrt{6}} \langle k_x \rangle (\sigma_y \sin(3\theta) - \sigma_x \cos(3\theta))
\]  
(A30)
Like in the case of \( z \parallel [001] \) studied in Appendix A 2, it turns out that there are no \( k_z \)-cubic terms in \( H_D \), Eq. (A1), if \( z \parallel [111] \). The right-hand side of Eq. (A30) is a relatively short expression given that the NW axis does not coincide with a main crystallographic direction. As expected from symmetry considerations, the result is invariant when the angle \( \theta \) is changed by multiples of \( 2\pi/3 \). Setting \( \theta = 0 \) corresponds here to \( x \parallel [112] \) and \( y \parallel [\bar{1}10] \).

5. Summary and remarks

The effective DSOI terms for \( \langle k_xk_y \rangle = 0 \) (see also Appendix B) and commonly used growth directions are listed in Table I. If \( \langle k_x^2 \rangle = \langle k_y^2 \rangle \), which is satisfied for some highly symmetric NW cross-sections (e.g., circles or squares), the effective DSOI term \( H_{D_{\text{eff}}} \) is nonzero for NWs oriented along \([110] \) or \([112] \) but vanishes for NWs oriented along \([001] \) or \([111] \), which is consistent with previous calculations [32, 34, 35]. We note that recent calculations for electrons confined close to the surface of a cylindrical NW showed that DSOI is relevant for \([111] \)-oriented NWs under certain conditions [54].

An eye-catching item in Table I is the simple result \( H_{D_{\text{eff}}} = 0 \) at \( x \parallel [110], y \parallel [\bar{1}10], z \parallel [001] \). Consequently, a suppressed DSOI is expected for conduction band electrons in a \([001] \)-oriented NW of, for instance, rectangular cross-section if the sides of the rectangle are parallel to \([110] \) and \([\bar{1}10] \). Remarkably, holes (unfilled valence band states) in Ge and Si NWs of such a geometry can feature an exceptionally strong Rashba-type SOI [67].

Since we are particularly interested in the regime of small \( k_z \), the terms proportional to \( k_z^3 \) (if present) in \( H_D \) are not included in the effective DSOI Hamiltonian \( H_{D_{\text{eff}}} \). However, these \( k_z \)-cubic terms may be of high relevance to other research projects. In Table III, we therefore provide the omitted terms proportional to \( k_z^3 \) for all configurations listed in Table I.

### Appendix B: Convenient choice of axes

In this appendix, we focus on the terms of type \( \langle k_xk_y \rangle k_z \) in \( H_{D_{\text{eff}}} \) and discuss how the expectation value \( \langle k_xk_y \rangle \) depends on the choice of the axes \( x \) and \( y \). As a simple example, we consider a NW whose cross-section is rectangular. The sides of the rectangle have the lengths \( L_x \) and \( L_y \) and are parallel to the axes \( \bar{x} \) and \( \bar{y} \), respectively. If hard-wall confinement is assumed and the origin of the coordinate system is at the center of the cross-section, the ground-state wave function of an electron in the NW has the orbital part

\[
\psi_{L_{\bar{x}}L_{\bar{y}}} = \frac{2}{\sqrt{L_xL_y}} \sin \left( \pi \left( \frac{\bar{x}}{L_x} + \frac{1}{2} \right) \right) \sin \left( \pi \left( \frac{\bar{y}}{L_y} + \frac{1}{2} \right) \right)
\]  
(B1)
for the transverse directions, provided that \( |\bar{x}| < L_x/2 \) and \( |\bar{y}| < L_y/2 \). This function for the orbital part may now be used to calculate \( \langle k_xk_y \rangle = \langle \psi_{L_{\bar{x}}L_{\bar{y}}} | k_xk_y | \psi_{L_{\bar{x}}L_{\bar{y}}} \rangle \). Let us first examine the case where the axes \( x \) and \( y \) are chosen, for instance, such that the momentum operators satisfy \( k_x = (k_{\bar{x}} + k_{\bar{y}})/\sqrt{2} \) and \( k_y = (k_{\bar{x}} - k_{\bar{y}})/\sqrt{2} \), i.e., the axes \( x \) and \( y \) are rotated with respect to the axes \( \bar{x} \) and \( \bar{y} \) by an angle of \( \pi/4 \). In this case, one finds \( \langle k_xk_y \rangle = (\langle k_{\bar{x}}^2 \rangle - \langle k_{\bar{y}}^2 \rangle)/2 \propto L_{\bar{x}}^{-2} - L_{\bar{y}}^{-2} \) with \( k_{\bar{x}} = -i\partial_{\bar{x}} \) and \( k_{\bar{y}} = -i\partial_{\bar{y}} \). Thus \( \langle k_xk_y \rangle \) is nonzero for \( L_x \neq L_y \). In stark contrast, \( \langle k_xk_y \rangle = 0 \) even for \( L_x \neq L_y \) if one chooses \( x \parallel \bar{x} \) and \( y \parallel \bar{y} \). As evident from this simple example of a rectangular cross-section, it is usually possible to choose the axes such that \( \langle k_xk_y \rangle = 0 \), which is why terms of type \( \langle k_xk_y \rangle k_z \) were omitted in Table I.

Figure 1 shows a sketch of the sectorial annular cross-section considered in the main text and illustrates that the \( y \) axis corresponds to a mirror axis. This choice is convenient for several reasons. In particular, our numerical calculations of the integrals confirm that \( \langle k_xk_y \rangle = 0 \) for all NWs analyzed in the main text. Consequently, Eqs. (A16) and (17) apply.
Appendix C: Artifacts due to hard-wall confinement

Since the electrons are trapped inside the NWs, the expectation values \( \langle k_s \rangle, \langle k_r \rangle, \langle k_s^2 \rangle, \langle k_r^2 \rangle, \langle k_s k_r \rangle \), and \( \langle k_s^2 k_r \rangle \) must be zero. By calculating these expectation values numerically, we find that \( \langle k_s \rangle, \langle k_r \rangle, \langle k_s^2 \rangle, \langle k_r^2 \rangle \), and \( \langle k_s k_r \rangle \) indeed vanish for the NW geometries in the main text (Fig. 1). However, the evaluation of \( \langle k_s^2 \rangle \) and \( \langle k_s^2 k_r \rangle \) yields imaginary values. These unphysical results are artifacts of the hard-wall boundary conditions, as explained below.

For the sake of simplicity, let us consider a test function \( h(y) \) that fulfills the boundary conditions \( h(y \leq y_1) = 0 \) and \( h(y \geq y_2) \neq 0 \) imposed by hard-wall confinement. We note that \( y_1, y_2, \) and \( h(y) \) may also depend on the coordinate \( x \), which we omit in the notation for brevity. The function \( h(y) \) is continuous over the entire range of \( y \). In the range \( y_1 < y < y_2 \), the derivatives \( \partial_y h(y), \partial_y^2 h(y), \) and \( \partial_y^3 h(y) \) exist and are continuous. In agreement with the properties of our functions \( \psi_\perp \), see Sec. II C of the main text for details, we also assume that \( h(y) \) is real-valued. Given this test function \( h(y) \) and the position-space representation \( k_s = -i\partial_y \), we first study integrals that are relevant for the calculation of \( \langle k_s \rangle \). Integration by parts yields

\[
\int_{y_1}^{y_2} dy \, h(y) \partial_y h(y) = [h(y_2)]^2 - [h(y_1)]^2 - \int_{y_1}^{y_2} dy \left[ \partial_y h(y) \right] h(y) = - \int_{y_1}^{y_2} dy \, h(y) \partial_y h(y) = 0, \tag{C1}
\]

from which one can conclude that \( \langle k_s \rangle \) must vanish, in agreement with our numerical calculations. Next, we focus on integrals that are relevant for \( \langle k_s^2 \rangle \) and find

\[
\int_{y_1}^{y_2} dy \, h(y) \partial_y^2 h(y) = S - \int_{y_1}^{y_2} dy \, \left[ \partial_y h(y) \right] h(y), \tag{C2}
\]

where

\[
S = \lim_{\epsilon \to 0} \left( \left[ \partial_y h(y) \right]^2 \right)_{y=y_1+\epsilon} - \left[ \partial_y h(y) \right]^{2}_{y=y_2-\epsilon}. \tag{C3}
\]

The right-hand side of Eq. (C2) is obtained from the left-hand side by performing three partial integrations and using again \( h(y_1) = h(y_2) = 0 \). The limit in the expression for \( S \), see Eq. (C3), is needed since \( \partial_y h(y) \) is not necessarily continuous at \( y_1 \) and \( y_2 \). Such discontinuities of the derivative do not occur in realistic wave functions and are a special feature caused by the hard-wall confinement. We note that Eq. (C2) is equivalent to

\[
\int_{y_1}^{y_2} dy \, h(y) \partial_y^2 h(y) = S = 2. \tag{C4}
\]

The quantity \( S \) is real-valued. Moreover, \( S \) is nonzero unless \( \partial_y h(y) \) with \( y_1 < y < y_2 \) converges to the same value for \( y \to y_1 \) and \( y \to y_2 \). Consequently, the combination of Eq. (C4) and \( k_s^2 = \partial_y^2 h \) implies that the hard-wall boundary conditions in our model allow for unphysical, imaginary results when \( \langle k_s^2 \rangle \) is calculated, which is consistent with our numerical evaluation of \( \langle k_s^2 \rangle \). In a similar way, one can explain that our imaginary results for \( \langle k_s^2 k_r \rangle \), which would suggest that \( k_s^2 k_r \) is not Hermitian, are artifacts caused by the considered hard-wall potential. Even in the case of hard-wall boundary conditions, however, the wave functions are always continuous (in contrast to their derivatives). Therefore, it turns out that the artifacts discussed in this appendix cannot occur in our calculations of \( \langle k_s \rangle, \langle k_r \rangle, \langle k_s k_r \rangle, \langle k_s^2 \rangle, \) and \( \langle k_r^2 \rangle \).

Appendix D: Size dependence

The main purpose of the present appendix is to provide a detailed answer to the question how quantities in our calculations scale with the size of the NW cross-section. We therefore introduce the dimensionless parameters

\[
\xi = k_s R_o, \quad r = \frac{R_i}{R_o}, \tag{D1}
\]

The latter is simply the ratio of inner to outer radius. With these definitions, the determinant equation of Eq. (13) in the main text reads

\[
J_\alpha (r) Y_\alpha (\xi) - J_{\alpha + 1} (r) Y_\alpha (r) = 0. \tag{D3}
\]

We recall that \( \alpha = m \pi / \phi_{\text{tot}} \) depends on the angle \( \phi_{\text{tot}} = \phi_E - \phi_S \) and the considered value of \( m \in \{1, 2, 3, \ldots \} \). Given \( \alpha \) and \( r \), one can use Eq. (D3) to find suitable numbers \( \xi > 0 \) and \( C \) for which

\[
\psi_\perp = N_\perp \left[ J_\alpha (\xi \mu) + C Y_\alpha (\xi \mu) \right] \sin[\alpha (\phi - \phi_S)], \tag{D4}
\]

is normalizable and fulfills all boundary conditions. The dimensionless coordinate

\[
\mu = \frac{\rho}{R_o} \tag{D5}
\]

was introduced in Eq. (D4) for convenience and will prove very useful for rewriting our integrals.

It is important to note that the numbers \( \xi \) and \( C \) for which \( \psi_\perp \) vanishes at both \( \rho = R_i \) and \( \rho = R_o \) (i.e., \( \mu = r = 1 \)) depend solely on \( \alpha \) and \( r \). As a consequence, \( \xi \) and \( C \) do not change when \( R_i \) and \( R_o \) are varied such that their ratio \( r \) remains constant. The eigenenergies \( E_\perp \) [Eq. (14)], which correspond to the subband edges of the NW, read

\[
E_\perp = \frac{\hbar^2 k_s^2}{2 m_{\text{eff}}} = \frac{\hbar^2 \xi^2}{2 m_{\text{eff}} R_o^2}. \tag{D6}
\]

That is, for any given shape of the cross-section (both \( r \) and \( \phi_{\text{tot}} \) fixed) the eigenenergies \( E_\perp \) are inversely proportional to the effective electron mass and the area \( R_o^2 (1 - r^2) \phi_{\text{tot}} / 2 \) of the SAC.

Next, we consider the normalization condition. By treating \( \psi_\perp / N_\perp \) as real-valued (see Sec. II C for the justification) and by using

\[
\int_{\phi_S}^{\phi_E} d\phi \sin^2[\alpha (\phi - \phi_S)] = \frac{\phi_{\text{tot}}}{2}, \tag{D7}
\]
Eq. (12) can be rewritten as

$$1 = \frac{|N|_{\perp}^2 R_{\perp}^2 \phi_{\text{out}}}{2} \times \int_r^1 d\mu \mu \left[ J_{\mu}(\xi \mu) + 2C J_\alpha(\xi \mu) Y_{\alpha}(\xi \mu) + C^2 Y_{\alpha}^2(\xi \mu) \right].$$

(D8)

Since suitable numbers for $\xi$ and $C$ depend solely on $\alpha$ and $r$, it is evident from Eq. (D8) that the corresponding normalization factors satisfy $|N|_{\perp} \propto R_{\perp}^{-1}$ if $r, \phi_{\text{out}},$ and $m$ are fixed.

The expectation values $\langle k_x^2 \rangle$ and $\langle k_y^2 \rangle$, which are needed for the effective DSOS terms (see Table I and Appendix A), can be calculated via

$$\langle k_{x,y}^2 \rangle = -\int_r^{R_{\perp}} dp \int_{\phi_s}^{\phi_e} d\phi w_{\alpha}(\xi \mu) \sin \delta$$

$$1 = \frac{|N|_{\perp}^2 R_{\perp}^2 \phi_{\text{out}}}{2} \times \int_r^1 d\mu \mu \left[ J_{\mu}(\xi \mu) + 2C J_\alpha(\xi \mu) Y_{\alpha}(\xi \mu) + C^2 Y_{\alpha}^2(\xi \mu) \right].$$

(D9)

where the asterisk indicates the complex conjugation and $\psi_{\perp,g}$ (the subscript $g$ stands for the ground state) is the function $\psi_{\perp}$ whose associated eigenenergy $E_{\perp}$ is minimal. Here we use the position-space representation $k_{x,y} = -i \partial_{x,y}$, thus omitting orbital corrections from magnetic fields, if present. In order to analyze how $\langle k_x^2 \rangle$ and $\langle k_y^2 \rangle$ scale with the size of the SAC, we recall some useful relations between the Cartesian and cylindrical coordinates considered in our work. The Cartesian coordinates $x$ and $y$ are related to the cylindrical coordinates $\rho$ and $\phi$ through $x = \rho \cos \phi$ and $y = \rho \sin \phi$. Consequently, the operators for the partial derivatives with respect to $x$ and $y$ can be written as

$$\partial_x = \cos \phi \partial_\rho - \frac{\sin \phi}{\rho} \partial_\phi,$$

$$\partial_y = \sin \phi \partial_\rho + \frac{\cos \phi}{\rho} \partial_\phi.$$  

(D10) \hspace{1cm} (D11)

By making use of the trigonometric identity $2 \sin \phi \cos \phi = \sin(2\phi)$, one finds

$$\partial_x^2 = \cos^2 \phi \partial_\rho^2 + \frac{\sin^2 \phi}{\rho^2} \partial_\phi^2 + \sin(2\phi) \partial_\phi - \frac{\sin(2\phi)}{\rho^2} \partial_\rho \partial_\phi,$$

$$\partial_y^2 = \sin^2 \phi \partial_\rho^2 + \frac{\cos^2 \phi}{\rho^2} \partial_\phi^2 - \frac{\sin(2\phi)}{\rho^2} \partial_\rho \partial_\phi + \sin(2\phi) \partial_\phi.$$  

(D12) \hspace{1cm} (D13)

for the second derivatives. It can easily be verified that the well-known relation

$$\partial_x^2 + \partial_y^2 = \partial_\rho^2 + \frac{1}{\rho} \partial_\rho + \frac{1}{\rho^2} \partial_\phi^2$$

is consistent with Eqs. (D12) and (D13). Finally, by inserting Eqs. (D4) and (D12) into Eq. (D9) and using other relations discussed in this appendix, we find that $\langle k_{x,y}^2 \rangle$ can be expressed in the form

$$\langle k_{x,y}^2 \rangle = -\frac{|N|_{\perp}^2}{2} \int_r^1 d\mu \mu \int_{\phi_s}^{\phi_e} d\phi w_{\alpha}(\xi \mu) \sin \delta$$

$$\times \left[ (\xi \mu) \sin \delta \right]$$

$$+ \frac{\xi \mu}{\mu} w_{\alpha}(\xi \mu) \left( \sin^2 \phi \cos \delta - \alpha^2 \sin^2 \phi \sin \delta \right),$$

where

$$\delta = \alpha (\phi - \phi_s)$$  

(D15) \hspace{1cm} (D16)

and

$$w_{\alpha}(\xi \mu) = J_\alpha(\xi \mu) + CY_{\alpha}(\xi \mu)$$

(D17)

for brevity. The prime and double prime in $w_{\alpha}(\xi \mu)$ and $w_{\alpha}(\xi \mu)$, respectively, indicate the first and second derivative of the function $w_{\alpha}(\xi \mu)$ with respect to its argument $\xi \mu = k_{x,y}$. Since we focus on the ground state when calculating $\langle k_x^2 \rangle$, it turns out that the integral in Eq. (D15), excluding the prefactor $|N|_{\perp}^2$, depends solely on $r$, $\phi_s$, and $\phi_E$. Consequently, one finds $\langle k_x^2 \rangle \approx R_{\perp}^{-2}$ (as expected) if $r, \phi_s$, and $\phi_E$ are fixed. The same conclusion applies to $\langle k_y^2 \rangle$ and may be verified by inserting Eqs. (D4) and (D13) into Eq. (D9) and rewriting the expression similarly to Eq. (D15). For the results presented in the main text, we always set $\phi_E = \pi - \phi_s$. Hence the SAC is mirror-symmetric with respect to the $y$ axis and $\langle k \rangle = 0$. Considering $\phi_E = \pi - \phi_s = (\pi + \phi_{\text{tot}})/2$, we thus conclude that the EDPs defined in Eqs. (17) and (18) are of the form

$$\beta_{\text{eff}} = b_D f(\phi_{\text{tot}}, r) R_{\perp}^{-2}$$

and

$$\beta_{\text{eff}} = b_D f(\phi_{\text{tot}}, r) R_{\perp}^{-2},$$

where $f(\phi_{\text{tot}}, r)$ and $f(\phi_{\text{tot}}, r)$ are functions that depend only on $\phi_{\text{tot}}$ and $r$. Section III C contains a discussion of these properties. The bar in $\beta_{\text{eff}}$ and $f$ serves here as a convenient shorthand notation for the coincident configuration, meaning that the axes $x$, $y$, and $z$ coincide with the main crystallographic directions. Without the bar, $\beta_{\text{eff}}$ and $f$ are associated with the noncoincident configuration (Sec. III A), corresponding to the recently grown NWs of Ref. [52].

As a last remark, we would like to mention that some expressions in this appendix can be simplified by setting $C = r = 0$ in the special case of $R_{\perp} = 0$. For related information, we refer to Sec. II D.
