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Abstract—Point cloud is one of the most widely used digital representation formats for three-dimensional (3D) contents, the visual quality of which may suffer from noise and geometric shift distortions during the production procedure as well as compression and downsampling distortions during the transmission process. To tackle the challenge of point cloud quality assessment (PCQA), many PCQA methods have been proposed to evaluate the visual quality levels of point clouds by assessing the rendered static 2D projections. Although such projection-based PCQA methods achieve competitive performance with the assistance of mature image quality assessment (IQA) methods, they neglect that the 3D model is also perceived in a dynamic viewing manner, where the viewpoint is continually changed according to the feedback of the rendering device. Therefore, in this paper, we evaluate the point clouds from moving camera videos and explore the way of dealing with PCQA tasks via using video quality assessment (VQA) methods. First, we generate the captured videos by rotating the camera around the point clouds through several circular pathways. Then we extract both spatial and temporal quality-aware features from the selected key frames and the video clips through using trainable 2D-CNN and pre-trained 3D-CNN models respectively. Finally, the visual quality of point clouds is represented by the video quality values. The experimental results reveal that the proposed method is effective for predicting the visual quality levels of the point clouds and even competitive with full-reference (FR) PCQA methods. The ablation studies further verify the rationality of the proposed framework and confirm the contributions made by the quality-aware features extracted via the dynamic viewing manner.

Index Terms—Point cloud quality assessment, moving camera videos, no-reference, video quality assessment.

I. INTRODUCTION

POINT cloud is essentially a huge collection of tiny individual points plotted in three-dimensional (3D) space and each point is represented with the geometry coordinates and may be attached with color or texture. With the rapid development of computer graphics, point cloud has gained a better ability to vividly describe virtual objects and has been widely employed in various applications such as virtual reality [1], 3D reconstruction [2], and metaverse [3]. Nevertheless, the visual quality of point clouds can be affected by a variety of distortions. For example, point clouds are usually generated by the 3D laser scanner [4], thus disturbances such as noise and slight shifts may be introduced to the constructed point clouds. Moreover, to reduce the storage consumption as well as transmission overload, most point clouds are processed with lossy compression and downsampling, which inevitably damages the perceived quality of point clouds [5], [6], [7], [8]. Therefore, it is necessary to carry out objective point cloud quality assessment (PCQA) metrics to automatically measure the visual quality levels of point clouds.

In the last decade, large amounts of PCQA methods have been proposed [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], which can be generally categorized into full-reference (FR), reduced-reference (RR), and no-reference (NR) PCQA methods according to the involve extent of reference information. In many practical situations such as 3D reconstruction, the pristine reference point cloud is not available, thus NR-PCQA methods have wider application, which is also the focus of this paper. Further, NR-PCQA methods can be divided into model-based and projection-based methods. The model-based methods directly take the point cloud as the input to evaluate its quality [9], [10], [13], [26], [27], [28], [29] while the projection-based methods assess the quality from the rendered 2D projections [30], [31], [32]. The model-based PCQA methods are more difficult to develop since the point clouds are usually complex and made up of large amounts of points, making it hard to efficiently extract quality-aware features. The projection-based PCQA methods in previous works mainly assess the quality by evaluating the 2D views from the separate and static viewpoints [30], [32]. Such methods are based on the assumption that humans perceive the quality of point clouds through fixed static views. However, this hypothesis does not fully hold in the practical situation. As illustrated in Fig. 1, humans tend to observe the point cloud through the combination of static and dynamic views. For static views, the viewpoints...
We deal with the PCQA tasks as the VQA problems which pushes forward the development of projection-based PQA methods by taking advantage of both static and dynamic views.

We design a video capture framework for the PCQA task. The camera is rotated around the point cloud via four symmetric circular pathways to cover sufficient quality-aware content and viewpoint changes.

The proposed method and baseline PCQA methods are validated on the SJTU-PCQA [30], the WPC [35], and the LSPCQA-I [36] databases. Extensive experimental results show that the proposed method significantly outperforms all compared NR methods and is even comparable with FR methods. Further ablation studies verify the effectiveness of the proposed structure and confirm the improvement made by the dynamic views.

II. RELATED WORK

In this section, we give a brief discussion about the development of point cloud quality assessment (PCQA) and video quality assessment (VQA).

A. PCQA Development

The PCQA is still an emerging field in the current literature. The earliest PCQA methods simply focus on the point level, which include p2point [9], p2plane [10], and p2mesh [13], etc. The p2point calculates the distance between corresponding points to infer the distortion levels, the p2plane utilizes the projection of the distance vector along an average normal vector, and the p2mesh computes the distance from points to the reconstructed surface after mesh reconstruction to estimate the quality loss. However, these methods only take geometry information into consideration, thus obtaining unsatisfying performance in the latest colored PCQA databases [30], [32]. Then PointSSIM [26] predicts the quality difference between the reference and distorted point clouds by comparing the local topology and color distributions. GraphSIM [27] infers point cloud quality through graph similarity and color gradient. To further take advantage of various features, PCQM [28] employs a weighted linear combination of curvature along with color features for evaluation. Besides, some researchers try to evaluate the visual quality of point clouds through 2D projections [30], [31], which achieves competitive performance with the assistance of mature
IQA methods. More recently, the multiscale potential energy discrepancy (MPED) [37] is introduced for distortion quantification in point clouds, drawing inspiration from classical physics by viewing point clouds as systems with potential energy, which is differentiable, distortion discriminable, and computationally efficient. TCDM [38] assesses point cloud quality by gauging the transformational complexity between a distorted cloud and its reference, using space segmentation and a space-aware vector autoregressive model.

All the PCQA methods mentioned above are FR methods, which require the involvement of reference point clouds, thus having a smaller range of applications. However, limited numbers of NR-PCQA methods have been proposed. ResCNN [36] designs an end-to-end sparse convolutional neural network to extract quality-aware features for the point cloud. PQA-net [32] classifies and evaluates the distortions via features extracted from multi-view-based projections. 3D-NSS [22] employs both geometry and color attributes and utilizes some classical statistical distribution models for analysis. Moreover, IT-PCQA [39] leverages both subjective scores from natural images and unsupervised adversarial domain adaptation to infer point cloud quality, which achieves comparable performance. Tu et al. [40] utilizes a dual-stream convolutional network to evaluate compression distortions in point clouds by extracting both global and local texture and geometry features, and incorporating visual perception of salient regions. GPA-Net [41] employs a newly proposed graph convolution kernel, GPAConv, to attentively capture point cloud structure/texture perturbations and integrates a multi-task framework addressing quality regression, distortion type, and degree predictions.

B. VQA Development

Many VQA methods have been proposed in the last decade [33], [42], [43], [44], [45], [46], [47], [48], [49], [50], which can be similarly divided into FR-VQA and NR-VQA methods. FR-VQA methods usually compute the quality difference between the reference and distorted frames with IQA methods (commonly using PSNR, SSIM [51]) to represent the video quality. With the development of machine learning, Video Multi-Method Assessment Fusion (VMAF) [42] proposed by Netflix extracts various IQA features along with temporal features and uses Support Vector Regressor for quality regression.

Similar to the strategy employed in FR-VQA methods, a simple NR-VQA method is to compute each frame’s quality level using NR IQA methods (such as NIQE [52]) and obtain the video quality via average pooling. To further incorporate spatial with temporal features, many handcrafted-based methods have been proposed to extract spatio-temporal features from the video [44], [45], [46], [47]. Namely, VIIDEO [44] quantifies distortion under the intrinsic statistical regularities that are observed in natural videos. V-BLIINDS [45] predicts video quality by utilizing a spatio-temporal natural scene statistics model and a motion characterization model. TLVQM [46] calculates low complexity and high complexity features in two steps for video quality evaluation. VIDEVAL [47] selects representative quality-aware features among the top NR-VQA models and fuses the features into quality scores. Considering the huge success of deep learning, deep neural networks (DNN) have been employed for VQA tasks as well. VSFA [48] extracts deep semantic features with a pre-trained DNN model and models the temporal effect with gated recurrent units (GRUs). RAPIQUE [49] combines and leverages the advantages of both quality-aware scene statistics features and semantics-aware deep features for video quality prediction. StairVQA [50] further utilizes both low-level and high-level visual features from the deep neural network as the quality-aware feature representation. To better understand video distortions caused by the motion, some studies [33], [34] attempt to extract temporal features with 3D-CNN models pre-trained on the video action recognition databases to enhance video quality understanding and have achieved strong performance.

III. PROPOSED METHOD

The framework of the proposed method is clearly exhibited in Fig. 3, which includes the video capture module, the feature extraction module, and the feature regression module.

A. Video Capture

1) Pathways: We assume that humans evaluate the visual quality of point clouds through both static and dynamic views. Static views can be modeled by the projections from fixed viewpoints while the dynamic views can be modeled by the videos, of which the frames are rendered from continuously changing viewpoints. Given a point cloud $P = \{\delta_m, \gamma_m\}_{m=1}^{N}$, where $\delta_m \in \mathbb{R}^{1\times3}$ indicates the geometry coordinates, $\gamma_m \in \mathbb{R}^{1\times3}$ represents the attached RGB color information, and $N$ stands for the number of points. The corresponding video sequence $V$ is generated with the assistance of the Python package open3d [53]:

$$V = \Psi(P),$$

where $\Psi(\cdot)$ represents the video capture operation. Specifically, the camera is first placed at the default position with a fixed viewing distance $R$. Then we define the geometry mean center of the point cloud $P$ as:

$$O_{\delta} = \frac{1}{N} \sum_{m=1}^{N} \delta_m,$$

where the $O_{\delta}$ represents the $(X, Y, Z)$ coordinates of the point cloud’s mean center, and $\delta_m$ stands for the $(X, Y, Z)$ coordinates of the $m$-th point in the point cloud. Next, we establish a space Cartesian coordinate system with $O_{\delta}$ as the center and the position coordinates of the moving camera are defined as $(X_a, Y_a, Z_a)$. To cover as many viewpoints as possible, we especially design 4 symmetric circular rotation pathways to model the temporal features of the point cloud, which can be represented as:

$$\theta_A : \begin{cases} X_a^2 + Y_a^2 = R^2, \\ Z_a = 0, \end{cases}$$

$$\theta_B : \begin{cases} Y_a^2 + Z_a^2 = R^2, \\ X_a = 0. \end{cases}$$
from the SJTU-PCQA database $\leftarrow \in f^\theta$ around the center of the circular pathway to capture the next max are defined to represent circles on $+^3_{0}$ according to the four pathways and each $30$) chosen in each single $\theta (7)$ represent the four corresponding $j$, we simply use a trainable 2D-CNN $120$ frames is ob-
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$\begin{align*}
    \theta_C : & \begin{cases} 
    X^2 + Y^2 + Z^2 = R^2, \\
    X + Z = 0, 
    \end{cases} \\
    \theta_D : & \begin{cases} 
    X^2 + Y^2 + Z^2 = R^2, \\
    X - Z = 0, 
    \end{cases} 
\end{align*}$

(5) (6)

where $\theta_A$, $\theta_B$, $\theta_C$, and $\theta_D$ represent the four corresponding pathways and $R$ indicates the radius of the circle. The illustration of the video capture process is clearly shown in Fig. 4. Paths $\theta_A$ and $\theta_B$ represent 2D circles with radius $R$ that lie in the XY and YZ planes. Paths $\theta_C$ and $\theta_D$ are defined to represent circles on the surface of a sphere bisected by the diagonal planes. The tilt of $45^\circ$ relative to both the XY and XZ planes in paths $\theta_C$ and $\theta_D$ provides a symmetric and simple perspective between the primary planes, which can maintain uniformity relative to the primary XY and XZ planes, offering a balanced view between them.

2) Camera Rotation: To maintain the consistency of the videos, the camera rotation step is set as $12^\circ$ between consecutive frames through trial. To be more specific, the camera rotates $12^\circ$ around the center of the circular pathway to capture the next frame after capturing the current frame. Then a clip of $360/12 = 30$ frames is captured to cover each circular pathway, and a video consisting of four clips and $4 \times 30 = 120$ frames is ob-
tained for the point cloud. In addition, the camera returns to the same starting position after sampling frames for each pathway, therefore, the captured video is continuous among the clips. An example of the captured video is presented in Fig. 5, from which we can distinctly observe the rotation changes reflected through the four pathways.

B. Feature Extraction

Similar to most VQA methods, we try to extract the quality-aware information of the video clips from the spatial and temporal domains. Therefore, inspired by previous VQA models [33], [34], we utilize a 2D and 3D combined approach for feature ex-
traction, which is illustrated in Fig. 6. Following the video cap-
ture process described above, we can obtain a video sequence $V$ with four clips $\{C_i\}_{i=1}^4$ according to the four pathways and each clip is composed of $30$ frames. Then a key frame $K_j^i$ ($j$ is the frame index within the clip, $0 \leq j < 30$) chosen in each single clip $C_i$ is selected for spatial feature extraction while each whole single clip $C_i$ is employed for the temporal feature extraction respectively.

$K_j^i \leftarrow \max_{1 \leq j_1, j_2 \leq 4} d \left( V P_j^{i1}, V P_j^{i2} \right)$, 

(7)

where $V P_j^{i}$ indicates the viewpoint-max-distance (VMD) strategy, which indicates that the frames with the farthest viewpoints between each other are chosen: $K_j^i$, we simply use a trainable 2D-CNN model to extract the spatial feature maps:

$F_s^i = f_2D \left( K_j^i \right)$, 

$F_s^i = GAP \left( F_s^i \right)$, 

(8)

where $f_2D(\cdot)$ denotes the 2D-CNN model, $F_s^i \in \mathbb{R}^{C \times H \times W}$ represents the spatial feature maps for $K_j^i$, $GAP(\cdot)$ indicates the global average pooling function, and $F_s^i \in \mathbb{R}^{C_s \times 1}$ stands for the averaged spatial feature representation.

2) Temporal Feature Extraction: Unlike the spatial features focusing on single frames, temporal features pay more attention
Fig. 5. Example of the captured video from the point cloud ping_pong_bat from the WPC database [35], where (a), (b), (c), and (d) represent the samples frames captured of $\theta_A$, $\theta_B$, $\theta_C$, and $\theta_D$ respectively.

Fig. 6. Detailed structure of the feature extraction.

to the relations between continuous frames, which are therefore more capable of reflecting the perceptual distortions in the temporal domain. To extract the temporal features, we employ the pre-trained 3D-CNN model as the temporal feature extractor, which has been a common approach in many VQA studies [33], [34]. Moreover, the feature representation acquired by the pre-trained 3D-CNN model is believed to have a strong ability to capture the effect of content changes and model the motion information that is highly correlated with the human vision system (HVS) [33]. In addition, the temporal features are not sensitive to the resolution and we downsample the clips to a low resolution before temporal feature extraction. Given the clip $C_i$ and the pre-trained 3D-CNN model, the temporal features can be derived as:

$$F^i_q = f_{3D}(C_i),$$

$$\hat{F}^i_q = \text{GAP} \left( F^i_q \right),$$

(9)

where $f_{3D}(\cdot)$ stands for the pre-trained 3D-CNN model, $\hat{F}^i_q \in \mathbb{R}^{C'_r \times 1}$ is the temporal quality-aware feature representation after global averaging pooling.

3) Feature Fusion: Since the number of output channels of spatial features and temporal features usually differ from each other, the linear projection is utilized to align the number of channels. Then the spatial and temporal features are concatenated to form the final quality-aware features:

$$F^i_q = W_s \hat{F}^i_s \oplus W_p \hat{F}^i_t,$$

(10)

where $W_s$ and $W_p$ are learnable linear mapping matrices, $W_s \hat{F}^i_s$ and $W_p \hat{F}^i_t \in \mathbb{R}^{C'_r \times 1}$ ($C'_r$ is the number of aligned channels), $\oplus$ indicates the concatenation operation, $F^i_q \in \mathbb{R}^{2 \times C'_r \times 1}$ represents the combined quality-aware feature for clip $C_i$.

To sum up, we select a key frame $K^j_i$ from the clip $C_i$ for the spatial feature extraction and we use the whole clip $C_i$ for the temporal feature extraction. Finally, the quality-aware features $F^i_q$ for clip $C_i$ are obtained via the linear projection and concatenation.

C. Feature Regression

With the generated quality-aware features, we employ a two-stage fully-connected (FC) layers consisting of 128 and 1 neuron respectively for feature regression, which can be derived as:

$$Q_i = \text{FC} \left( F^i_q \right),$$

(11)

where $\text{FC}(\cdot)$ denotes the FC layers and $Q_i$ stands for the quality score for the $i$-th clip $C_i$. Considering that each video includes four clips, we generate the overall quality score through average pooling:

$$Q = \frac{1}{4} \sum_{i=1}^{4} Q_i,$$

(12)

where $Q$ represents the predicted quality level for the video.
D. Loss Function

To directly investigate the effectiveness of the VQA application for the point cloud, we directly use the Mean Squared Error (MSE) as the loss function:

$$Loss = \frac{1}{n} \sum_{\eta=1}^{n} (L_{\eta} - Q_{\eta})^2$$ (13)

where $n$ indicates the number of videos in a mini-batch, $L_{\eta}$ and $Q_{\eta}$ are the subjective quality labels and predicted quality levels respectively.

IV. EXPERIMENT

In this section, we give the details of the experimental setup. We select several state-of-the-art PCQA and VQA methods for comparison. Further ablation studies are carried out to verify the effectiveness of the proposed method.

A. Experiment Setup

1) Benchmark Databases: We mainly validate the effectiveness of the proposed method on the subjective point cloud assessment database (SJTU-PCQA) [30], the Waterloo point cloud assessment database (WPC) [35], and the large-scale point cloud quality assessment database part I (LSPCQA-I) [36]. The SJTU-PCQA database provides 10 groups of distorted point clouds generated from 10 reference point clouds and 9 groups of point clouds are publicly available. Each group contains 42 distorted point clouds obtained from seven kinds of synthetic distortions with six strengths, which generates $9 \times 42 = 378$ distorted point clouds in total. The WPC database includes 740 distorted point clouds generated from 20 reference point clouds by manually introducing downsampling, Gaussian noise, and three types of compression distortions. The LSPCQA-I database is made up of 930 distorted point clouds generated with 5 distortion levels of 31 types of distortions. More complex distortions such as contrast distortion, Gamma noise, mean shift, local missing, etc. are introduced to this database, which makes the LSPCQA-I database more challenging.

2) Comparing Models: The comparing PCQA methods can be divided into two categories:

- **Model-based methods:** The methods assess the visual quality of distorted point clouds directly from the 3D digital representation. The FR model-based methods include GraphSIM [27], PointSSIM [17], and PCQM [20]. The RR model-based methods include PCMRr [54]. The NR model-based method includes 3D-NS [22] and ResC-N [36].

- **Projection-based methods:** The projection-based methods evaluate the visual quality of point clouds via the rendered 2D projections. The FR projection-based methods consist of PSNR and SSIM [51]. The NR projection-based methods include BRISQUE [55], NIQE [52], PQA-net [32], VIIDEO [44], V-BLINDS [45], TLVQM [46], VIDEVAL [47], VSFA [48], RAPIQUE [49], StairVQA [50], BVQA [33], and SimpVQA [34]. It’s worth mentioning that PSNR, SSIM, NIQE, and BRISQUE are IQA methods and we validate these methods by averaging the frames’ quality scores. The VIIDEO, V-BLINDS, TLVQM, VIDEVAL, VSFA, RAPIQUE, StairVQA, BVQA, and SimpVQA are VQA methods, among which VIIDEO, V-BLINDS, TLVQM, and VIDEVAL are handcrafted-based methods while the rest is DNN-based methods.

We employ the k-fold cross validation strategy for experiment as suggested in [56], [57]. For the SJTU-PCQA database, we select 8 groups of point clouds for training and leave 1 group for testing. Such split process is repeated 9 times so that each group of point cloud is exactly tested only once. For the WPC database, we divide the 20 groups of point clouds into 5 folds and each fold consists of 4 groups of point clouds. Then the similar testing process is utilized. For the LSPCQA-I database, the same 5 fold cross validation is employed as well. The average performance of the $k$ folds is recorded as the final experimental results. It’s worth noting that there is no content overlap between the train and test sets. We strictly retrain the compared NR-PCQA methods utilizing the same train and test sets splits. What’s more, for the FR-PCQA and RR-PCQA methods that require no training, we simply validate these methods on the same test sets and report the average performance to make the comparison fair.

3) Evaluation Criteria: We employ four evaluation criteria to judge the correlation between the predicted scores and MOSs, which consist of Spearman Rank Correlation Coefficient (SRCC), Kendall’s Rank Correlation Coefficient (KRCC), Pearson Linear Correlation Coefficient (PLCC), and Root Mean Squared Error (RMSE). An excellent model should get SRCC, KRCC, and PLCC values as close as possible to 1, and get the RMSE value as close as possible to 0.

Additionally, to deal with the scale differences between the predicted quality scores and the quality labels among different PCQA methods, a five-parameter logistic function is employed to map the predicted scores before computing the criteria values:

$$\hat{y} = \beta_1 \left( 0.5 - \frac{1}{1 + e^{x \left( \beta_2 (y - \beta_3) \right)}} \right) + \beta_4 y + \beta_5,$$ (14)

where $\{\beta_i \mid i = 1, 2, \ldots, 5\}$ are parameters to be fitted, $y$ and $\hat{y}$ are the predicted scores and mapped scores respectively.

4) Implementation Details: Specifically, the ResNet50 [58] is used as the spatial feature extractor. The key frame index is set as 7, which indicates that the 7-th frame of each clip is used for spatial feature extraction. Since the spatial features are sensitive to the resolution, we maintain the original resolution ($1920 \times 1080 \times 3$) of the key frames. Patches with the resolution of $224 \times 224 \times 3$ are randomly cropped from the key frames for training while patches with the same resolution are cropped in the center for testing. The SlowFast R50 [59] is utilized as the temporal feature extractor and only the fast pathways are used. The clips are resized to $224 \times 224$ for both training and testing. Additionally, the ResNet50 is initialized with the pre-trained model on the ImageNet database [60] and is fine-tuned during the training stage. The SlowFast R50 is frozen with the weights of the pre-trained model on the Kinetics 400 database [61]. The adam optimizer [62] is employed. The default batch size is set...
The final experimental results on the SJTU-PCQA, WPC, and LSPCQA-I databases are shown in Table I, from which we can make several observations. 1) The proposed method outperforms all NR methods on the all 3 databases, which verifies the effectiveness of the proposed method for predicting the visual quality levels of point clouds. 2) The model-based FR methods achieve relatively better performance, which is because these methods take advantage of reference information and extract features directly from the point cloud. 3) The handcrafted-based NR-VQA methods seem to be less competent for measuring the quality of point clouds. We attempt to give the reasons for such phenomenon. Most handcrafted-based NR-VQA methods are specially developed to tackle the quality assessment for natural scene content. For example, BRISQUE and NIQE operate by measuring the deviations from statistical regularities observed in natural images, however, the statistical regularities do not hold for the point cloud rendering images (PCIs). As seen from Fig. 7, PCIs usually contain more geometric shapes, simpler texture, and less colors, which differ greatly from the NSIs in statistics. Therefore, such handcrafted-based NR methods are not suitable for extracting quality-aware information from point cloud projections, which results in lower performance. 4) Specifically, StairVQA, SimpVQA, and the proposed method are the top 3 among the NR methods on the WPC and LSPCQA-I databases in terms of SRCC. This is because these methods employ powerful DNN models to learn the quality representation from both the static and dynamic views, which validates our motivation that the perceived visual quality of point clouds can be better modeled via moving camera videos. 5) All methods experience a clear performance drop on the WPC and LSPCQA-I databases compared with the SJTU-PCQA database. It can be explained that the WPC and LSPCQA-I databases are more diverse in terms of contents and distortion types. What’s more, the distortion levels in the SJTU-PCQA database are relatively coarse-grained, thus making it easier for the PCQA models to distinguish quality differences. However, the proposed method yields the best performance on the more challenging WPC and LSPCQA-I databases, which further demonstrates the effectiveness of the proposed method.

The best performance results are marked in red and the second performance results are marked in blue.
C. Statistical Test

To further analyze the performance of the proposed method, we conduct the statistical test in this section. We follow the same experimental setup as in [65] and compare the difference between the predicted quality scores with the subjective ratings. All possible pairs of models are tested and the results are listed in Fig. 8. The method index is of the same order as in Table I. It can be observed that the proposed method is significantly superior to most comparing methods. More specifically, the proposed method significantly outperforms 16, 19, and 20 compared methods on the SJTU-PCQA, WPC, and LSPCQA-I databases respectively.

D. Distortion-Specific Test

We further conduct the distortion-specific experiment. The experimental performance is exhibited in Table II and Table III. Several findings can be obtained: 1) All the PCQA models demonstrate lower performance when dealing with octree-based compression on the SJTU-PCQA database, which suggests that determining the quality levels of octree-based compression presents significant challenges. 2) On the WPC database, most PCQA methods appear sensitive to G-PCC compression but less so to V-PCC compression except PQA-net and the proposed method. This is because V-PCC leverages commonly used video-based coding standards like H.264 for compression. Conversely, most of the compared PCQA methods (excluding PQA-net and the proposed method) derive features straight from points instead of projections, thereby exhibiting superior performance on G-PCC over V-PCC. 3) When observing the performance on the WPC database, it’s clear that our proposed method outperforms others in evaluating 3 out of the 4 distortion types in terms of SRCC, which reaffirms the proposed method’s effectiveness and robustness.
E. Cross-Database Validation

The experimental results for cross-database validation are presented in Table IV, from which several key observations can be deduced. a) Evidently, PCQA models that are trained on databases of larger scale tend to exhibit superior performance compared to those trained on smaller databases. To illustrate, all LP → WPC PCQA models markedly surpass the performance of SJTU → WPC PCQA models. This underscores the advantage of having a more extensive set of training samples in enhancing the efficacy of PCQA models. b) In a holistic view, the method proposed in this study consistently demonstrates a performance that is relatively more commendable than other PCQA models, reaffirming the robust generalization capability of the introduced approach.

F. Ablation Studies

1) Spatial and Temporal Contributions: Since the proposed method incorporates both temporal and spatial information for quality prediction, we try to quantify the contributions of the temporal and spatial components. The default experimental setup is maintained and the experimental results are shown in Table V. The separate ResNet50 and SlowFast models are inferior to the proposed model, which implies that both spatial and temporal information make contributions. With closer inspections, the spatial information makes more contributions to the final results.

2) Backbones Comparison: In addition, we replace the 2D-CNN and 3D-CNN backbones with other mainstream models for validation. Specifically, we replace the ResNet50 backbone with ResNet34, ResNet101 [58], VGG16 [66], and MobileNetV2 [67] as spatial feature extractor. We replace the pre-trained SlowFast model [59] with the lightweight pre-trained X3D [68] as the temporal feature extractor. The experimental results and the consuming parameters are exhibited in Table VI. First, by comparing the performance of different backbones, the proposed selection is optimal for the PCQA tasks on the validated databases. Second, although models employing other mainstream backbones achieve lower performance than the proposed method, they are still competitive among the previously developed PCQA methods, which further verifies the effectiveness of the proposed structure. The MobileNetV2 and X3D combination model only takes up 6.25 million parameters and maintains relatively good performance, which demonstrates the potential of applying the proposed model to the lightweight platforms.

3) Angular Separations Comparison: In this section, we explore the efficacy of employing larger angular separations. A more extensive angular separation implies a larger frame gap, potentially affecting the temporal feature extraction. We’ve selected angular separations of 18°, 24°, 30°, 36°, 45°, and 72° for comparison. These separations correspond to clips with 20 FPS, 15 FPS, 10 FPS, 8 FPS, and 5 FPS, respectively, for feature extraction. The results of these experiments can be found in Table VII. A decline in performance with increasing angular separation is evident from the table. The broader angular separations might increase the disparity between consecutive frames, thus negatively influencing the capture of continuous temporal quality features.

4) Key Frame Selection: In this section, we try to find out the influence of the viewpoint-max-distance strategy. We compare the performance of the 7-th/8-th frames (midpoint of 1–15)
Fig. 9. Performance comparison of different key frame selection on the SJTU-PCQA and WPC databases. The 7-th frame is the proposed key frame selection.

TABLE VIII
PERFORMANCE RESULTS OF PATHWAY COMPARISON ON THE SJTU-PCQA AND WPC DATABASES

| Model | Pathway | SJTU-PCQA | WPC |
|-------|---------|-----------|-----|
|       | \(\theta_A\) | \(\theta_B\) | \(\theta_C\) | \(\theta_D\) | \(\text{SRCC}\uparrow\) | \(\text{PLCC}\uparrow\) | \(\text{SRCC}\uparrow\) | \(\text{PLCC}\uparrow\) |
| \(P1\) | ✓ | × | × | ✓ | 0.7921 | 0.8320 | 0.7335 | 0.7299 |
| \(P2\) | ✓ | ✓ | × | ✓ | 0.8212 | 0.8422 | 0.7489 | 0.7336 |
| \(P3\) | ✓ | ✓ | ✓ | ✓ | 0.8304 | 0.8471 | 0.7739 | 0.7785 |
| \(P4\) | ✓ | ✓ | ✓ | ✓ | 0.8433 | 0.8630 | 0.7866 | 0.7741 |
| \(P5\) | ✓ | × | ✓ | ✓ | 0.8480 | 0.8702 | 0.7591 | 0.7705 |
| \(P6\) | × | ✓ | ✓ | ✓ | 0.8380 | 0.8650 | 0.7642 | 0.7700 |
| \(P7\) | ✓ | ✓ | ✓ | ✓ | 0.8611 | 0.8702 | 0.8012 | 0.8001 |

The mark ✓ in the pathways column indicates that the corresponding pathway is used. Best in bold.

and the 22-nd/23-rd frames (midpoint of 15–30) of each clip, which has the most distant viewpoints in the proposed projection setting. Besides, we manually choose the 5-th, 10-th, 15-th, 20-th, 25-th, and 30-th frames as baselines. The experimental results are shown in Fig. 9, from which we can observe that choosing the 30-th frame of each clip as the key frame causes a clear performance drop. It is because the camera returns to the same starting point after each clip and the 30-th frame is captured from close viewpoints, thus covering less content than other selection. Moreover, the VMD-sampled 7-th/8-th/22-nd/23-rd key frames selections can help improve the performance since these viewpoints can cover more point cloud content.

5) Pathway Comparison: The proposed method employs four pathways to capture videos. Although the pathways are quite different, the capture clips may still share similar visual contents. It is necessary to investigate whether there is redundancy among the pathways and quantify the contributions of each pathway. Therefore, in this section, we use 3, 2, and 1 pathways for the experiment and list the performance results in Table VIII. First, by comparing the performance of model \(P1\), \(P2\), \(P3\), and \(P7\), it can be viewed that the experimental performance is consistently improved with the increasing number of pathways, which indicates that capturing more video clips is beneficial for enhancing the quality understanding of the model. Second, the \(P3 \sim P6\) models are all inferior to the \(P7\) model, which implies that all four pathways make contributions to the final results. Moreover, the \(P6\) model obtains the lowest performance among the \(P3 \sim P6\) models, which suggests that pathway \(\theta_A\) devotes more among the four pathways.

Fig. 10. Results of computational efficiency comparison. The SRCC indicates the average SRCC values of corresponding PCQA methods on the SJTU-PCQA, WPC, and LSPCQA-I databases. The average time cost represents the average running time of the PCQA methods to evaluate a single point cloud.

TABLE IX
DETAILED TIME COST OF COMPARING PCQA METHODS

| Method | PCQM | GraphSIM | PointSSIM | PCMRR | 3D-NSS | Proposed |
|--------|------|----------|-----------|-------|--------|----------|
| Time/s | 17.63 | 304.64 | 10.63 | 62.53 | 5.68 | 13.15 |

G. Computational Efficiency

Since the proposed method needs to first capture the videos and then predict the visual quality of point clouds from the video, we are also interested in the computational efficiency of the proposed method. Considering that the projection-based methods share the time consumption of generating videos, we mainly select the model-based methods for comparison, which include PCQM, GraphSIM, PointSSIM, PCMRR, and 3D-NSS. All the algorithms are implemented on a laptop with AMD Ryzen 7 5800H @ 3.20 GHz CPU, 16 G RAM, and NVIDIA Geforce RTX 3050Ti GPU on the Windows platform. We report the average running time per point cloud on the SJTU-PCQA, WPC, and LSPCQA-I databases for each PCQA method. It’s worth mentioning that the running time for the proposed method includes the video capture time consumption and inference time consumption. The computational efficiency comparison results are illustrated in Fig. 10 and the detailed time cost is listed in Table IX. Although PointSSIM and 3D-NSS take less time than the proposed method, their performance is considerably lower than the proposed method. The proposed method achieves first place on average SRCC values while maintaining competitive computational efficiency, which implies the proposed method is capable of handling practical applications.

V. CONCLUSION

This paper proposes a no-reference quality assessment method for point cloud by evaluating point cloud from moving camera videos. We hold the assumption that people tend to perceive the point cloud through both static and dynamic views. However, previous projection-based PCQA methods only evaluate the rendered 2D projections via fixed viewpoints. Therefore, the proposed method first generates the videos by rotating the camera along four designed pathways around the point clouds.
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Then the proposed method extracts spatial and temporal information from the key frames and video clips by employing trainable ResNet50 and pre-trained SlowFast R50 model. In this way, the proposed method is able to incorporate the quality-aware information from both static and dynamic views and gains an advantage over the previous projection-based PCQA methods. The experimental results show that the proposed method achieves significantly better performance than all NR-PCQA methods and the performance is even indistinguishable from FR-PCQA methods, which shows the effectiveness of the proposed method. Furthermore, the ablation study verifies the rationality of the proposed structure, and the detailed analysis is given as well.
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