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Abstract: This paper introduces a consensus-based continuous-time distributed algorithm to find the least-squares solution to overdetermined systems of linear algebraic equations over directed multi-agent networks. It is assumed that each agent has only access to a subsystem of the algebraic equations, and the underlying communication network is strongly connected. We show that, along the flow of the proposed algorithm, the local estimate of each agent converges exponentially to the exact least-squares solution, provided that the aggregate system of linear equations has full column rank, and each agent knows an upper bound on the total number of the participating agents in the network.
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In a wide range of applications in systems and control theory, such as identification, estimation, learning, signal processing, etc., it is required to solve systems of linear algebraic equations. With the penetration of new technologies and advent of internet of things, we are facing with emerging applications of large-scale nature. In addition, it is not desirable to use common shared data centres, due to increasing concerns about privacy and security issues. To address these issues, several distributed solvers are proposed to solve systems of linear algebraic equations over multi-agent networks, Mou et al. (2015); Anderson et al. (2016); Shi et al. (2016); Zeng and Cao (2017); Liu et al. (2018). For a recent survey on the subject, see Wang et al. (2019), and the references therein.

On the other hand, in many applications like distributed parameter estimation, Kar et al. (2012), filtering, Cattivelli et al. (2008), and other tasks in sensor networks, Rabitat and Nowak (2004), the given system of linear equations, may not have a solution. In such cases, it is often desirable to obtain an approximate solution to the given system of linear equations in the sense of least-squares. As a result, in recent years, we have witnessed a surge of interest in the development of least-squares solvers for systems of linear equations over multi-agent networks, Wang and Elia (2012); Wang et al. (2019); George and Yang (2019); Liu et al. (2019); Yang et al. (2020); Liu et al. (2020); Jahvani and Guay (2020).

Some of these proposed algorithms, like Liu et al. (2020), suffer from slow rate of convergence. On the other hand, the majority of the existing distributed least-squares solvers, except for Yang et al. (2020), and Jahvani and Guay (2020), can only operate on undirected or weight-balanced networks. In other words, to obtain the exact least-squares solution, these algorithms require either symmetric or weight-balanced communication links. This condition may not be satisfied, especially in applications with broadcast-based communications.

Indeed, to address such concerns, and with the assumption of a priori knowledge about the node out-degrees in static and strongly connected directed networks, Yang et al. (2020), and Jahvani and Guay (2020) introduced discrete-time and continuous-time distributed algorithms that can find the exact least-squares solution. These algorithms have a linear rate of convergence. The continuous-time distributed algorithm presented in our previous work, Jahvani and Guay (2020), can be implemented in discrete-time using coordinated or uncoordinated step-sizes. In addition, the proposed algorithm can be utilized as a leader-based distributed algorithm to improve the transient response and the convergence rate.

It should be noted that the knowledge of the out-degrees is not a local information in directed networks. As a result, in this work, we propose an alternative continuous-time distributed dynamics to find the least-squares solution to systems of linear algebraic equations by imposing the prior knowledge about the upper bound on the size of the network. We show that, for strongly connected directed networks, the proposed algorithm converges exponentially to the least-squares solution without any a-priori knowledge about the out-degrees of agents.

The remainder of the paper is organized as follows. First we introduce some mathematical notation. The statement of the problem and the underlying assumptions are presented in Section 1. The proposed dynamics is presented in Section 2. The main results are provided in Section 3, followed by some simulations in Section 4. Finally, Section 5 contains our conclusions.

Notation. The set of real numbers (resp., the set of nonnegative real numbers) is denoted by $\mathbb{R}$ (resp., $\mathbb{R}_{\geq 0}$). We denote the set of $m \times n$ matrices with real entries by $\mathbb{R}^{m \times n}$, the $n \times n$ identity matrix by $I_n$, and the $j$-
1. PROBLEM FORMULATION AND ASSUMPTIONS

Consider a network of \( n \) agents that must coordinate with another to find a solution to the following problem:

\[
\text{minimize } f(x) = \sum_{i=1}^{n} \frac{1}{2} \| A_i x - b_i \|^2, \tag{1}
\]

where \( A_i \in \mathbb{R}^{n \times p} \) and \( b_i \in \mathbb{R}^n, i = 1, 2, \ldots, n \), are private data that only belong to agent \( i \).

Let

\[
H := \begin{pmatrix}
A_1 & 0 & \cdots & 0 \\
0 & A_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_n
\end{pmatrix}.
\tag{2}
\]

It is not hard to see the connection between problem (1) and the equivalent (ordinary) least-squares problem associated with the aggregate system of linear algebraic equations

\[
Ax = b, \tag{3}
\]

where

\[
A = \begin{pmatrix}
A_1 \\
A_2 \\
\vdots \\
A_n
\end{pmatrix}, \quad b = \begin{pmatrix}
b_1 \\
b_2 \\
\vdots \\
b_n
\end{pmatrix}. \tag{4}
\]

Let \( A \in \mathbb{R}^{q \times p} \) and \( b \in \mathbb{R}^q \), where \( q = \sum_{i} q_i \).

\text{Assumption 1.} Matrix \( A \) has full column rank.

Assumption 1 implies that (3) admits a unique least-squares solution that we denote by \( x^{LS} \), i.e.,

\[
x^{LS} = (A^t A)^{-1} A^t b. \tag{5}
\]

The agents are labeled 1 through \( n \). Each agent \( i \) can receive information from certain other agents called its \textit{in-neighbours}. We denote the set of in-neighbour of agent \( i \) by \( N_i^{\text{in}} \). Similarly, each agent \( i \) can send information to certain other agents called its \textit{out-neighbours}. We denote the set of out-neighbour of agent \( i \) by \( N_i^{\text{out}} \). We also let \( d_i^0 := |N_i^{\text{in}}| \) to be the in-degree of agent \( i \). Notice, the communications could be asymmetric. We model the underlying communication network by a directed graph \( G = (V, E) \), called the \textit{neighbour graph}, where \( V = \{1, 2, \cdots, n \} \) is the vertex set and \( E \subseteq V \times V \) represents the edge set. There is a directed edge from vertex \( i \) to vertex \( j \) in \( G \), if agent \( j \) can receive information from agent \( i \).

We impose the following additional assumptions on the given problem.

\text{Assumption 2.} The directed neighbor graph \( G \) is static and strongly connected.

\text{Assumption 3.} Each agent knows an upper bound \( \bar{n} \) on the size of the network.

Under the given assumptions, it is desired to design a distributed algorithm that can solve the problem (1) and find the least-squares solution \( x^{LS} \) to the aggregate system of linear algebraic equations (3), with an exponential rate of convergence.

Throughout this paper, we assume that agents can only acquire information from their in-neighbours.

\text{Remark 4.} To overcome the well-known fundamental limitations of broadcast-based deterministic protocols over directed networks, Hendrickx and Tsitsiklis (2015); and to solve the distributed least-squares problem (1), we need to assume additional prior knowledge about the communication network. A commonly adopted assumption in the consensus literature or distributed convex optimization area is the \textit{a-priori} knowledge about the out-degree of each agent. This assumption has already been investigated in Jahvani and Guay (2020), and Yang et al. (2020). Here, we utilize the prior knowledge about the upper bound on the size of network.

1.1 Motivating Example

Consider a sensor network of \( n \) stationary agents which is deployed to track a maneuvering target. Each agent/sensor is located at position \( p_i \in \mathbb{R}^2 \), known to the corresponding agent. The communication constraints between the agents is modelled by a directed graph \( G \). Each agent obtains bearing measurements from a maneuvering target at position \( x(t) \in \mathbb{R}^2 \), whose kinematics is governed by

\[
\dot{x}(t) = \left( \begin{array}{c}
\cos(\theta(t)) \\
\sin(\theta(t))
\end{array} \right),
\]

where \( v(t) \in \mathbb{R}^2 \) denotes the velocity of the target. The bearing measurements are represented by unit vectors as

\[
u_i(t) = \frac{x(t) - p_i}{\|x(t) - p_i\|}, \quad i \in [n].
\]

Let \( u_i(t) = [\cos(\theta_i(t)), \sin(\theta_i(t))]^t \), where \( \theta_i(t) \in [0, 2\pi) \) denotes the bearing angle with respect to a fixed reference frame of the \( i \)-th agent/sensor. It is easy to show that the position of the maneuvering target can be obtained by solving the following system of linear equations associated with the entire sensor network (George and Yang (2019)):

\[
A(t)x(t) = b(t),
\]

where \( x(t) \) is the position of the maneuvering target, \( b_i(t) = a_i(t)^t p_i \), and

\[
A(t) = \begin{pmatrix}
a_1(t)^t \\
a_2(t)^t \\
\vdots \\
a_n(t)^t
\end{pmatrix},
\]

with \( a_i(t) = [\cos(\theta_i(t)), \sin(\theta_i(t))]^t \), for \( i \in [n] \).

Therefore, in order to track the position of the maneuvering target, it is required to design a distributed least-squares solver with exponential rate of convergence.
2. THE PROPOSED DYNAMICS

In this section, we introduce a continuous-time distributed dynamics to solve the linear least-squares problem (1) on directed networks.

To solve the linear least-squares problem (1) we define an equivalent optimization problem by assigning a local estimate $x_i \in \mathbb{R}^p$ of the global variable $x$ to each agent and imposing a Laplacian-based consensus constraint that ensures $x_i = x_j$ for all $i, j \in [n]$.

For the neighbour graph $G$, we define the associated Laplacian matrix $L$ as follows:

$$[L]_{ij} := \begin{cases} \delta_{ij}^n, & \text{if } i = j \\ -1, & \text{if } (i, j) \in E \\ 0, & \text{otherwise} \end{cases} .$$

By construction, zero is an eigenvalue of the Laplacian matrix, and $L \mathbf{1} = \mathbf{0}$. Since $G$ is assumed to be strongly connected, we can show that zero is a simple eigenvalue of $L$. The remaining eigenvalues of $L$, however, have strictly positive real-part. Furthermore, there exists a unique positive vector $\omega = (\omega_1, \omega_2, \ldots, \omega_n)'$, such that $\omega^T L = 0$ and $\omega^T \mathbf{1} = 1$. See, e.g., Bullo et al. (2009).

To find a distributed algorithm that solves the problem (1), consider the following equivalent optimization problem:

$$\min_{\mathbf{x} \in \mathbb{R}^{np}} F(\mathbf{x}) = \frac{1}{2} \sum_{i=1}^n \| A_i x_i - b_i \|^2$$

subject to: $L \mathbf{x} = \mathbf{0}$.

Remark 5. Note that $F(\mathbf{x})$ is convex and its restriction to the consensus subspace is strictly convex. However, the local cost functions $f_i(x_i) := \frac{1}{2} \| A_i x_i - b_i \|^2$, $i \in [n]$, are in general neither strictly convex nor have bounded gradients. Moreover, the neighbour graph $G$ is not necessarily weight-balanced and the agents do not know their out-degrees.

Knowing an upper bound on the size of the network, we can easily assign unique labels to each agent by implementing a finite-time distributed algorithm in the initialization stage. (See, for example, Chopra et al. (2017)).

To solve the equivalent least-squares problem (7) over arbitrary strongly connected networks, we propose the following dynamics for each agent:

$$x_i = \alpha \left[ y_i - \sum_{j \in \mathcal{N}_i^a} (x_j - x_i) \right] - \sum_{j \in \mathcal{N}_i^a} (A_i x_i - b_i)$$

$$z_i = \alpha \sum_{j \in \mathcal{N}_i^a} (x_i - x_j)$$

$$\dot{y}_i = \beta \sum_{j \in \mathcal{N}_i^a} (y_j - y_i) ,$$

where $\alpha, \beta > 0$ are design parameters, $x_i(t)$, $z_i(t)$ in $\mathbb{R}^p$ and $y_i(t)$ in $\mathbb{R}^p$ are the state vectors associated with agent $i$ at time $t \geq 0$, and $[y_i]$ denotes the $i$-th component of $y_i$. The initial condition $x_i(0)$ is chosen arbitrarily, $z_i(0) = 0$, and $y_i(0) = [0, 0, \ldots, 0, 0]'$ for $i \in [n]$. (Recall that $e_i$ denotes the $i$-th standard basis of $\mathbb{R}^n$.)

The proposed dynamics (8) is distributed over the underlying directed network, in the sense that agents are able to compute the flow only using the information they receive from their in-neighbours.

Let $\mathbf{x} := (x_1', x_2', \ldots, x_n')'$, $\mathbf{z} := (z_1', z_2', \ldots, z_n')'$, and $Y(t) \in \mathbb{R}^{n \times n}$ be a matrix whose $i$-th row is $y_i(t)'$, for $i \in [n]$, and all $t \geq 0$. We define the $n \times n$ diagonal matrix $Y_a(t) := \text{diag}([Y(t)]_{11}, [Y(t)]_{22}, \ldots, [Y(t)]_{nn})$, for $t \geq 0$. Accordingly, we let $\dot{Y}_a(t) := \dot{Y}_a(t) \otimes I_p$.

Using the notation above, the proposed dynamics (8) reads as:

$$\dot{x} = -\alpha \Omega Ly - Y_a z - H' (Hx - b)$$

$$\dot{z} = \alpha Lx$$

$$\dot{Y} = -\beta L Y,$$

(9)

where $x(0)$ is arbitrary, $z(0) = 0$, and $Y(0) = [I_n, 0_{n \times (n-n)}]$. Remark 6. The proposed dynamics (8) is inspired by the distributed algorithm introduced in Kia et al. (2015). It should be noted that the proposed dynamics (8) is different from the distributed algorithm in Kia et al. (2015), from two aspects. First, the local cost functions in the distributed least-squares problem are not necessarily strongly convex. Second, the algorithm introduced in Kia et al. (2015) only works on weight-balanced directed graphs. In other words, our problem does not satisfy the conditions of the algorithm developed in Kia et al. (2015).

Remark 7. In the sequel, we will introduce an alternative distributed dynamics that can also solve the problem (1). However, due to page restrictions, we will omit the proof of convergence of these algorithms.

3. MAIN RESULT

In this section, we state the main result of this paper.

By Assumption 2, the underlying communication network is strongly connected. Therefore, the Laplacian matrix $L$ associated with the neighbour graph $G$ has a simple zero eigenvalue, while the rest of its eigenvalues have strictly positive real-part. Let $\mathbf{1}$ and $\omega$, respectively, denote the unique right and left (positive) eigenvectors associated with the zero eigenvalue of $L$, such that $\omega^T \mathbf{1} = 1$. Then, it is well-known that $\lim_{t \to \infty} \exp(-Lt) = \mathbf{1}\omega'$. In particular, there exist (strictly) positive constants $\rho$ and $\kappa$ such that $\| \exp(-Lt) - \mathbf{1}\omega' \| \leq \rho e^{-\kappa t}$, for all $t \geq 0$. See, for example, Bullo et al. (2009).

Note that the Laplacian matrix $L$ is a Metzler matrix, hence, the non-negative orthant $\mathbb{R}_+^n$ is positively invariant under the Laplacian flow, Berman and Plemmons (1994). Using this fact, and the preceding discussion, we can easily deduce the following result.

Lemma 8. Consider the $Y$-dynamics in (9) with $Y(0) = [I_n, 0_{n \times (n-n)}]$. Let Assumptions 2–3 hold. Then, there exist constants $c, C > 0$ such that $c \leq \|Y(0)\| \leq C$, for all $t \geq 0$ and for all $i \in [n]$. Furthermore, there exist $p, \kappa > 0$, such that $\|Y(0) - \mathbf{1}\omega' \| \leq pe^{-\kappa t}$, for all $t \geq 0$ and for all $i \in [n]$.

Since, $\lim_{t \to \infty} Y_a(t) = \Omega := \text{diag}(\omega_1, \omega_2, \ldots, \omega_n) \otimes I_p$, the equilibria of the proposed dynamics (8) is determined by the following auxiliary dynamics:

$$\dot{x} = -\alpha \Omega Ly - \Omega z - H' (Hx - b)$$

$$\dot{z} = \alpha Lx .$$

(10)
Lemma 9. Consider the auxiliary dynamics (10) with \( z(0) = 0 \), and \( \Omega = \Omega \otimes I_p \), where \( \Omega := \text{diag}(\omega_1, \cdots, \omega_n) \), and \( \omega_1, \cdots, \omega_n \) an upper bound on
the size of the network, rather than requiring any a-priori
knowledge about the out-degrees of agents.

Proof. Since \( (\omega' \otimes I_p) \dot{z} = 0 \), we have \( \sum_{i=1}^n \omega_i z_i(t) = \sum_{i=1}^n \omega_i z_i(0) = 0 \), for all \( t \geq 0 \). To find the equilibria of the auxiliary dynamics (10), let \( \dot{z} = \mathbf{0} \). From Assumption 2, it follows that the equilibrium \((x_{ss}, \dot{x}_{ss})'\) must satisfy
\[
\begin{align*}
\dot{x}_{ss} &= 1 \otimes v, \\
\Omega z_{ss} &= H'(b - H x_{ss}),
\end{align*}
\]
for some vector \( v \in \mathbb{R}^p \). Multiplying the latter identity on the left by \((I' \otimes I_p)\), we obtain
\[
0 = \left( \sum_{i=1}^n A'_i(A_i v - b_i) \right) = A'(A v - b).
\]
On the other hand, Assumption 1 implies that the unique solution to the normal equation \( A' A v = A b \) is the least-squares solution \( x^{LS} \). Hence, \( x_{ss} = 1 \otimes x^{LS} \), and \( \omega_i z_{ss,i} = A'_i(b - A_i x^{LS}) \). This completes the proof.

Now we are ready to state the main result of the paper.

Theorem 10. Consider the least-squares problem (1), and let Assumptions 1–3 hold. Then, there exists \( \alpha' > 0 \) such that for \( \alpha > \alpha' \), each solution \( t \mapsto (x(t), z(t), Y(t)) \) of the distributed dynamics (9) with initial conditions \((x_0, z_0) \) in \( S = \{ (x, z) \in \mathbb{R}^{np} \times \mathbb{R}^{np} \mid (\omega' \otimes I_p) z_0 = 0 \} \), and \( Y(0) = [I_n, \mathbf{0}_{n \times (n - n)}] \), converges exponentially to the point \((1 \otimes x^{LS}, z_{ss}, 1 \otimes \omega')\), where \( z_{ss} = \Omega^{-1} H' (b - H (1 \otimes x^{LS})) \).

Next, we present an alternative distributed dynamics that can solve the equivalent least-squares problem (7) on any strongly connected network.

Consider the distributed dynamics:
\[
\begin{align*}
\dot{z}_i &= \alpha \sum_{j \in \mathcal{N}_i^n} (x_j - x_i) - z_i - \frac{1}{|\mathcal{N}_i|} A'_i(A_i x_i - b_i) \\
\dot{y}_i &= \beta \sum_{j \in \mathcal{N}_i^n} (y_j - y_i).
\end{align*}
\]

One can show that (11) enjoys similar properties to that of the distributed dynamics (8). In particular, all the trajectories that start from \( \mathcal{W} := \{ (x, z) \in \mathbb{R}^{np} \times \mathbb{R}^{np} \mid (\omega' \otimes I_p) z_0 = 0 \} \), and \( Y(0) = [I_n, \mathbf{0}_{n \times (n - n)}] \), will converge exponentially to the point \((1 \otimes x^{LS}, z_{ss}, 1 \otimes \omega')\), where \( z_{ss} = \Omega^{-1} H' (b - H (1 \otimes x^{LS})) \).

4. SIMULATIONS

In this section, we provide a numerical example to demonstrate the performance of the proposed distributed dynamics.

![Fig. 1. The neighbour graph \( G \) modelling the communication topology.](image)

We consider a network of \( n = 4 \) agents that can communicate with each other according to the neighbour graph \( G \) as shown in Fig. 1. The given communication topology is strongly connected, however, it is not weight-balanced. These agents utilize the distributed dynamics (8) to find the solution of the least-squares problem (1) without exchanging the private data \((A_i, b_i)\), where
\[
\begin{align*}
A_1 &= \begin{bmatrix} 1.4090 & 0.4889 & 0.8884 \\ 1.4172 & 1.0347 & -1.1471 \end{bmatrix}, & b_1 &= \begin{bmatrix} 3.2520 \\ -7.5490 \end{bmatrix} \\
A_2 &= \begin{bmatrix} 0.6715 & 0.7269 & -1.0689 \end{bmatrix}, & b_2 &= \begin{bmatrix} 13.7030 \end{bmatrix} \\
A_3 &= \begin{bmatrix} -1.2075 & -0.3034 & -0.8095 \end{bmatrix}, & b_3 &= \begin{bmatrix} -17.1150 \end{bmatrix} \\
A_4 &= \begin{bmatrix} 0.7172 & 0.2930 & -2.9443 \end{bmatrix}, & b_4 &= \begin{bmatrix} -1.0220 & -2.4140 \end{bmatrix}.
\end{align*}
\]

It is not hard to verify that the associated aggregate system of linear algebraic equations (4) satisfies Assumption 1, and admits a unique least-squares solution \( x^{LS} = (0.8140, 5.9143, 2.0221) \).

We assume that the initial states \( x_i(0) \) are chosen randomly and \( z_i(0) \) are set to zero. The tuning parameters \( \alpha = 2.5 \), and \( \beta = 1 \) are used to demonstrate the performance of the distributed algorithm (8). The trajectories of each component of the estimated least-squares solutions \( x_i(t) \) are illustrated in Fig. 2 for \( i \in [n] \). The corresponding components of the least-squares solution \( x^{LS} \) are also shown (in black colour) with dash-dotted lines. It can be observed that all the local estimated solutions \( t \mapsto x_i(t) \), for \( i \in [n] \), and \( t \geq 0 \), converge exponentially to the exact least-squares solution \( x^{LS} \), as asserted by Theorem 10.

For the purpose of comparison, the simulation results associated with the proposed distributed dynamics (11) are depicted in Fig. 3. We use the same tuning parameters. In our experience, the proposed distributed dynamics (8) has a superior numerical performance to the distributed dynamics (11), potentially due to round-off errors in finite precision computations.

5. CONCLUSION

We considered the problem of obtaining the least-squares solution to systems of linear algebraic equations over multi-agent networks. In particular, we assumed that the underlying communications could be asymmetric. We proposed a consensus-based continuous-time algorithm to solve this problem in a distributed manner. The proposed algorithm converges exponentially to the exact least-squares solution when the underlying communication network is strongly connected. The approach presented in this study uses prior knowledge about an upper bound on the size of the network, rather than requiring any a-priori knowledge about the out-degrees of agents.
Fig. 2. The trajectories of each component of the estimated least-squares solutions $x_i(\cdot)$ in (8), and each component of the exact least-squares solution $x^L_\Sigma$ (dash-dotted line in black)

Fig. 3. The trajectories of each component of the estimated least-squares solutions $x_i(\cdot)$ in (11)
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