Jet-environment interplay in magnetized binary neutron star mergers
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ABSTRACT

GRB 170817A, the first short gamma-ray burst (sGRB) to be detected in coincidence with a gravitational wave signal, demonstrated that merging binary neutron star (BNS) systems can power collimated ultra-relativistic jets and, in turn, produce sGRBs. Moreover, it revealed that sGRB jets possess an intrinsic angular structure that is imprinted in the observable prompt and afterglow emission. Advanced numerical simulations represent the leading approach to investigate the physical processes underlying the evolution of sGRB jets breaking out of post-merger environments, and thus connect the final angular structure and energetics with specific jet launching conditions. In a previous paper, we carried out the first three-dimensional (3D) special-relativistic hydrodynamic simulations of incipient (top-hat) sGRB jets propagating across the realistic environment resulting from a general-relativistic (GR) hydrodynamic BNS merger simulation. While the above work marked an important step toward a consistent end-to-end description of sGRB jets from BNS mergers, those simulations did not account for the presence of magnetic fields, which are expected to play a key role. Here, we overcome this limitation, reporting the first 3D special-relativistic magnetohydrodynamic (MHD) simulation of a magnetized (structured and rotating) sGRB jet piercing through a realistic magnetized post-merger environment, wherein the initial conditions of the latter are directly imported from the outcome of a previous GRMHD BNS merger simulation.
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1 INTRODUCTION

The association between binary neutron star (BNS) mergers and short gamma-ray bursts (sGRBs), put forward over three decades ago (e.g., Paczynski 1986; Eichler et al. 1989), was recently confirmed via the first joint detection of gravitational waves (GWs) from the coalescence of two NSs (event named GW170817) and a burst of gamma-rays (GRB 170817A), occurred in August 2017 (Abbott et al. 2017a,b,c,d; see, e.g., Margutti & Chornock 2021 for a recent review). A direct link between the two phenomena was definitely established hundreds of days later through accurate analysis of the sGRB afterglow emission, which revealed the presence of a structured, narrowly collimated ultra-relativistic jet fed by the merger, observed about 20-25 degrees away from its main propagation axis (Mooley et al. 2018; Ghirlanda et al. 2019; Mooley et al. 2022, and refs. therein). This unusual sGRB detection provided compelling evidence for the existence of an intrinsic angular structure of relativistic outflows powered by BNS mergers, further stimulating an in-depth investigation of the involved physical mechanisms (Salafia & Ghirlanda 2022, and refs. therein).

Theoretical research focussing on the evolution of sGRB jets, from the initial launch to the final emerging structure and energetics, is continuously improving our understanding of the GRB 170817A prompt and afterglow signals. In this context, high-resolution numerical simulations are playing a pivotal role. In particular, numerous studies based on jet simulations within a special- or general-relativistic framework, in hydro- or magnetohydro-dynamics, and in two or three dimensions, already investigated the role of different system features in determining the ultimate angular structure and observational signatures (e.g., Lazzati et al. 2018; Xie et al. 2018; Kathirgamaraju et al. 2019; Geng et al. 2019; Nathanail et al. 2020, 2021; Urrutia et al. 2021, 2023; Gotthieb et al. 2020, 2021, 2022).

The above effort in reproducing the jet evolution in a more and more realistic fashion is however affected by the common limitation that the post-merger matter distribution through which the incipient jet propagates is set via simple, hand-made prescriptions, lacking a direct connection to the self-consistent environment of any specific BNS merger. As a notable exception, Nativi et al. (2021) (see also Nativi et al. 2022; Lamb et al. 2022) used an initial setup reproducing the outcome of a three-dimensional (3D) Newtonian simulation of an unmagnetized neutrino-driven wind emerging from a massive neutron star merger remnant.

As a first step toward a more consistent description overcoming the above limitation, in Pavan et al. (2021) we presented the first study of sGRB jet propagation inside ‘realistic’ surrounding environments, i.e. directly imported from the outcome of merging BNS systems. Specifically, we carried out 3D special-relativistic hydrodynamic simulations of uniform incipient jets, manually injected...
into the environment resulting from a fully general-relativistic (hydrodynamic) BNS merger simulation, also performed by our group. Our study probed the effects of deviations from axisymmetry and homologous expansion as well as anisotropies, which characterize more realistic matter distributions. We found that, under the same jet injection conditions, hydrodynamic jets propagating across such a post-merger environment emerge with a significantly different breakout time, energy partitioning, and final angular structure with respect to the equivalent simulation with a typical simplified environment.

Our work was followed by other jet propagation studies based on data that were directly imported from BNS merger simulations. In particular, Lazzati et al. (2021) also performed a relativistic hydrodynamic simulation of a jet injected into a realistic post-merger environment, showing that inhomogeneities in the latter, which cause oscillations of the jet’s centroid around the main propagation axis, may allow the jet to propagate easier and faster compared to an identical jet in a smooth medium (in agreement with results by Pavan et al. 2021).

For a further quality step in our description of sGRB jets, magnetic fields represent the next crucial ingredient to be included. Different studies have indeed shown that magnetic fields play a key role in the jet breakout, collimation, and further propagation (e.g., Nathanail et al. 2020, 2021; Gottlieb et al. 2022; Gottlieb & Nakar 2022). However, any inference on this has been so far obtained by taking into account only the magnetic field of the jet, without considering the (potentially high) magnetization of the environment in which jet propagation takes place.¹

In the present work, we report the first 3D special-relativistic magnetohydrodynamic (RMHD) simulation of an incipient magnetized sGRB jet propagating across the realistic environment resulting from a magnetized BNS merger. We discuss the specific treatment for importing the magnetic field components from the reference merger simulation and provide an advanced and physically motivated prescription for injecting magnetized and rotating incipient jets, inspired by Geng et al. (2019) (also see Martí 2015). In addition, we develop a method to extend the exploratory range of jet launching times using in full the information provided by the original BNS merger. Then, we present the results of our fiducial simulation extending up to ²s after jet launching and analyze various aspects of the jet-environment interaction and the final jet structure.

The paper is organized as follows. In Section 2, we describe our simulation setup, including numerical methods, data import procedure, grid structure, and prescriptions adopted for the jet injection. In Section 3, we discuss the method that allows for a wider range of jet launching times. In Section 4, we present our fiducial model and the corresponding results. Finally, in Section 5, we give a summary of the work and concluding remarks.

2 SIMULATION SETUP

We perform our simulations using the special-relativistic module of the PLUTO code (Mignone et al. 2007, 2012), which allows us to solve the equations of RMHD in multiple spatial dimensions and different geometries. In particular, we carry out our simulations using piecewise parabolic reconstruction, the Harten-Lax-van Leer (HLL) Riemann solver and third-order Runge Kutta time stepping in 3D spherical coordinates (r, θ, φ). Additionally, to enforce the free-divergence constraint of the magnetic field, we employ the Hyperbolic Divergence Cleaning technique of Dedner et al. (2002) (also see Mignone & Tzeferacos 2010; Mignone et al. 2010), which allows us to retain a cell-centered representation of the primary fluid variables, including the magnetic field, in our simulations. Details on divergence cleaning tests and the chosen setup are given in Appendix A.

As in Pavan et al. (2021, henceforth P21), we perform our simulations using initial data that are directly imported from the outcome of a general-relativistic (GR) BNS merger simulation. Specifically, we remap the results of such simulation into PLUTO, setting up the computational domain with an inner radial excision of 380 km radius to safely neglect GR effects (not accounted for by PLUTO) in our calculations. To reproduce the matter and magnetic field fluxes on the spherical surface r_{exc} = 380 km, we set up appropriate radial boundary conditions that are based on the results of the reference BNS merger simulation. In Section 2.1, we describe in detail our import procedure and the resulting initial setup of our PLUTO simulations. The boundary condition settings at r = r_{exc} are instead specified in the following Sections 2.2 and 2.3 (also see Section 3).

The reference BNS merger simulation was performed in 3D-GRMHD, and corresponds to the ‘B5e15’ model of Ciolfi (2020). This was based on a BNS system that has the same chiral mass as estimated for GW170817 (Abbott et al. 2019) and a mass-ratio τ ≃ 0.9. Moreover, the two initial NSs were endowed with an internal, purely poloidal magnetic field of maximum strength 5 × 10^{15} G and the equation of state (EOS) was a piecewise-polytropic approximation of the APR4 EOS (Akmal et al. 1998) as implemented in Endrissi et al. (2016). The high magnetic field strength adopted for the two NSs was set to achieve the large amount of magnetic energy expected after the merger (τ ≃ 10^{51} erg), despite the lack of sufficient resolution to fully capture the main small-scale magnetic field amplification mechanisms during and after merger (see Ciolfi 2020, and references therein). The reference BNS merger simulation was performed on a hierarchical 3D-Cartesian computational grid, with seven refinement levels (finest spacing of τ ≃ 250 m) and all axes extended to τ = 3400 km. Reflection symmetry was imposed on the equatorial plane (i.e., only the z ≥ 0 region was evolved). For numerical stability, a constant density floor of ρ* ≈ 6.3 × 10^{4} g/cm^{3} was imposed, corresponding to a total mass of τ ≃ 3.5 × 10^{51} M_{⊙} within a sphere of 3000 km radius. Further details about numerical codes and methods can be found in Ciolfi et al. (2017, 2019) and Ciolfi (2020).

The above simulation led to the formation of a magnetized and differentially rotating metastable NS remnant with mass M_{0} ≈ 2.596 M_{⊙}, surrounded by an expanding dense cloud of material (only in minor part unbound). The evolution was followed up to τ ≃ 255 ms after merger, and no collapse into a black hole (BH) occurred within such a timespan. A mildly-relativistic (Γ ≲ 1.05) collimated outflow fed by the central NS was observed during the simulation (see Figure 1 below). However, considerations on energetics and outflow velocity (τ ≲ 0.2 c) excluded the possibility that a typical sGRB jet could be produced (see Ciolfi 2020).

In our present study, we adopt the scenario in which a sGRB jet is launched by the accreting BH formed after the eventual collapse of a hypermassive NS remnant.² As in P21, we treat the time of collapse t_{c} as a parameter to be explored. We import data from the
BNS merger simulation at a certain time after merger (see the next Section). Then, at a given physical time after data import, we assume that the NS remnant collapses into a BH, forming an accreting system that launches a sGRB jet after a few tens of ms (in this work, 30 ms; see below). Within the latter time window, hereafter referred to as the ‘collapse phase’, we mimic the effects of the collapse itself on the evolution of the surrounding environment before the emergence of an incipient jet (see Section 2.2). Finally, we proceed with the jet injection using the prescription detailed in Section 2.3 (also see Appendix B), and follow the jet evolution up to ~ 2 s after injection.3

To carry out our simulations in PLUTO, we set up the computational grid with logarithmic and uniform spacing along the radial and angular directions, respectively, and resolution of \( N_r \times N_\theta \times N_\phi = 768 \times 256 \times 512 \) cells along \( r, \theta, \phi \), respectively (smallest grid spacing, at \( r_{\text{exc}} \), of \( \Delta r \approx 4.4 \text{ km} \), \( r \Delta \theta \approx 4.4 \text{ km} \), and \( r \Delta \phi \approx 4.7 \text{ km} \)).4 We also restrict \( \theta \) within the interval \([0.1, \pi - 0.1]\) to remove the polar axis singularity. Moreover, we set zero-gradient (or ‘outflow’) and periodic boundary conditions for the \( \theta \) and \( \phi \) coordinates, respectively, and user-defined radial boundary conditions at \( r = r_{\text{exc}} \) (see below). At the outer radial boundary (i.e., \( r = r_{\text{max}} \approx 2.5 \times 10^5 \text{ km} \)), eventually, we set outflow boundary conditions, allowing matter to flow naturally out of the computational domain.

In the following, we describe our import procedure (including the initial conditions setting), the modelling of the collapse phase, and the prescription employed for the jet injection.

### 2.1 Data import

The reference BNS merger simulation provides 3D outputs of rest-mass density, pressure, 3-velocity, and magnetic field. These are saved every \( \approx 10 \text{ ms} \) during the evolution, enforcing the equatorial symmetry with respect to the \( xy \) plane. To import the relative data into PLUTO, we follow the procedure already presented in P21, with the addition of specific treatment for the magnetic fields. In particular:

(i) we remap data from the original domain to a uniform Cartesian one, with same resolution at the radial distance of \( 380 \text{ km} \) (remapping onto the uniform grid is performed using the publicly available PostCactus package; https://github.com/wokast/PyCactus);

(ii) we compute values on both \( z > 0 \) and \( z < 0 \) by exploiting the equatorial symmetry of the data;

(iii) we tilt the imported system by \( 90^\circ \) in order to arrange the orbital axis orthogonally to the coordinate \( z \)-axis;5

(iv) we interpolate data from the uniform Cartesian domain to the spherical one employed in PLUTO.

In this work, data import is performed at \( t_b \approx 155 \text{ ms} \) after merger, when the post-merger ejecta have almost reached the outer boundary of the Cartesian domain (see Figure 1). In such a way, we avoid losing any information related to the expanding material.

To relate thermodynamic quantities, we employ the Taub EOS (see support in current BNS merger simulations (e.g., Ruiz et al. 2016; Ciolfi 2020; Sun et al. 2022).

3 While here the jet is injected by hand, future BNS merger simulations will provide us with self-consistent incipient jets that can be imported directly into PLUTO to study their following propagation on large scales.

4 We note that full numerical convergence would require higher resolution (see also discussion in P21). Demonstrating convergence and obtaining quantitatively accurate results, for a proper comparison with observational data (e.g., GRB 170817A), will be the goal of our future work.

5 Tilting the system allows us to avoid dealing with the polar axis singularity when injecting the jet along the orbital axis of the system in 3D spherical coordinates (see Section 2.3).

---

3 Mignone & McKinney 2007, and refs. therein), which corresponds to an ideal gas EOS with adiabatic index \( \Gamma_{\text{ad}} = 4/3 \) in the highly relativistic limit, and \( \Gamma_{\text{ad}} = 5/3 \) in the non-relativistic one, with smooth and continuous behaviour at intermediate regimes. Such an EOS allows us to properly describe our initial system, which is essentially non-relativistic, and to later account for an ultra-relativistic component (i.e. the sGRB jet). However, we note that it may be defective in reproducing the radiation-mediated shocks formed during the jet propagation in the surrounding post-merger environment (Levinson & Nakar 2020), for which a simpler ideal gas EOS with \( \Gamma_{\text{ad}} = 4/3 \) would represent a better choice (see, e.g., Gottlieb et al. 2022). For completeness, we performed our simulations also with the latter EOS, and in Appendix C1 we provide an in-depth comparison with the jet evolution given by the Taub EOS.

We further note, as already discussed in P21, that the Taub EOS does not exactly match the one used in the reference BNS merger simulation (within the density range of interest). In order to quantify the impact of such a mismatch on the dynamical evolution of the system, in P21 we performed twice our fiducial simulation where either (i) the pressure was directly imported and the specific internal energy was derived from the Taub EOS or (ii) the opposite. Here, we carried out the analogous test for our magnetized fiducial model, and the results are reported in Appendix C2.

When interpolating onto the PLUTO’s spherical grid, we substitute the constant density floor \( \rho^* = 6.3 \times 10^4 \text{ g/cm}^3 \) adopted in the reference BNS merger simulation with a new one that is more suitable for our investigation. In particular, we keep the original floor up to the radial distance of \( 2000 \text{ km} \), to maintain numerical stability in the highest density region of the system, and from that radius on we replace it with a static, unmagnetized ‘atmosphere’ with density
Figure 2. Left: 2D pseudocolor plots of the norm of the projected magnetic field components onto the xy, yz, and xz planes, after remapping the original data onto the uniform Cartesian grid and applying the 90° tilting. On the bottom left panel, the plane shown is y = δy (with δy the grid spacing along y) instead of y = 0, which would show zero projected field due to the equatorial reflection symmetry (see text). Right: Corresponding result on the final spherical grid (see right panel, third row), while for the Cartesian grid the strength would be exactly zero by definition. Nevertheless, when considering the Cartesian result on a parallel plane shifted by only one grid cell along the positive y-axis (see left panel, third row) the correspondence is excellent, demonstrating that the original field configuration is fully preserved when removing the reflection symmetry. We further note that, going from the Cartesian to the final spherical grid, no significant variations are observed in the divergence of the magnetic field over the whole 3D domain (in particular, the maximum of the divergence increases only by a factor of ≈ 1.6).

In Figure 1 we illustrate some properties of our initial data. In particular, we show 2D meridional views of rest-mass density and radial velocity, where the presence of outflowing material can be appreciated. The mass (outside 380 km radius) and maximum velocity of such an outflow are ≈0.17 $M_\odot$ and ≈0.25 c, respectively. The density distribution is non-uniform and non-isotropic, with an oblate high density inner region surrounded by a lower density and slightly prolate bubble, within which matter accumulates in arc-like structures due to shocks generated during the post-merger phase. The radial velocity profile is non-homologous, with higher values and collimation along the orbital axis of the system, as a result of the activity of the central remnant NS (see Ciolfi 2020).

In Figure 3 we also provide a 3D rendering of the rest-mass density and magnetic field distributions. The magnetic field, in particular, represented through brown streamlines, shows a denser and twisted structure toward the center, where magneto-rotational effects from the central compact remnant are relevant. Away from the latter, instead, the poloidal-to-toroidal magnetic field ratio increases and the field lines follow the spatial distribution of the ejecta, also accumulating on arc-like structures.

2.2 Collapse phase

Within the adopted paradigm, the incipient sGRB jet is launched by the BH-disk system resulting from the eventual collapse of the remnant NS. In the intermediate phase between time of collapse ($t_c$) and jet launching, the BH captures material from its surroundings and forms the accretion disk under the combined action of gravitational pull, pressure gradients, and centrifugal support, while the launching mechanism gets activated.

As in P21, we account for the effects of such a pre-jet phase on the environment before inserting the jet itself, using the following prescription:

(i) We introduce a fading acceleration term in the equation of motion that accounts for the gradual removal of the radial pressure gradients caused by BH formation and the consequent accretion of surrounding material. We set this term with the form of an isotropic gravitational ‘repulsion’,

$$\ddot{a} = G \frac{M_{\text{eff}}(r,t)}{r^2} \hat{r},$$

where $G$ is the gravitational constant, and $M_{\text{eff}}$ is an ‘effective mass’ that depends on both radial coordinate and time. In this way, the extra acceleration manifests itself as a time and radius dependent modification of the central mass responsible for the gravitational pull, i.e. $M_0 - M_{\text{eff}}(r,t)$ instead of $M_0$.\(^6\)

\(6\) We remark that, as in P21, Newtonian gravity is added at all times within the point-mass approximation, setting the source mass as $M_0$, the same of the massive NS remnant (see above).
ii) We compute the value of $M_{\text{eff}}$ at $r=r_{\text{exc}}$ and $t=t_c$ by solving the magnetized angle-averaged radial momentum balance equation, in the non-relativistic limit (appropriate for the environment), i.e.,

$$M_{\text{eff}}(r_{\text{exc}}, t_c) = - \left[ r^2 \frac{1}{\bar{G}} \left( \frac{d\mathcal{P}}{dr} + \frac{1}{8\pi} \frac{d\mathcal{B}^2}{dr} - \frac{(\mathbf{B} \cdot \nabla)B_r}{4\pi} \right) \right]_{r_{\text{exc}}, t_c}. \quad (2)$$

(iii) We shape the function $M_{\text{eff}}(r, t)$ with linear radial decrease, such that $M_{\text{eff}}$ becomes zero at $\approx 700$ km (i.e., roughly twice the excision radius), and with exponential time decay of timescale $\tau = \tau_j - (\tau_d - \tau_j) \sin^2 \alpha$, where $\tau_d$ is the accretion timescale of the BH-disk system, $\tau_j$ is the delay time between NS collapse and jet launch, and $\alpha$ is the angle with respect to the orbital axis of the system. In particular, we set $\tau_d = 300$ ms and $\tau_j = 30$ ms, consistent with BNS merger simulations with incipient jet formation from a BH-disk system (e.g., Sun et al. 2022).

2.3 Jet injection

At the end of the above phase (i.e., $\tau_j = 30$ ms after the NS collapse), we manually inject an incipient sGRB jet into our system. This is done by means of appropriate radial boundary conditions at $r=r_{\text{exc}}$, which we derive using a prescription similar to Geng et al. (2019) (see also Martí 2015). Specifically, we inject a relativistic, magnetized and axisymmetric incipient jet, with uniform rotation and transverse balance between total pressure gradient, centrifugal force, and magnetic tension. Moreover, such a jet has a luminosity that decays over time, with the same timescale as the disk accretion process that is supposed to feed the jet itself (i.e., $\tau_d = 300$ ms).

At the time of jet injection, we set the half-opening angle of the jet as $\theta_j = 10^\circ$, and the initial and terminal Lorentz factors as $\Gamma_j = 3$ and $\Gamma_\infty = 300$, respectively. We start by considering an injection axis parallel to the coordinate $z$-axis, allowing us to make all the primary variables of the jet independent of the azimuthal angle $\phi$ (the $90^\circ$ tilting is applied afterwards). We specify the jet properties through six functions of the polar angle $\theta$ at $r=r_{\text{exc}}$, namely, the co-moving density and pressure, $\rho(\theta)$ and $P(\theta)$, and the radial and azimuthal components of 3-velocity and magnetic field, i.e., $v^r(\theta), v^\phi(\theta), B^r(\theta)$, and $B^\phi(\theta)$. To begin with, we adopt a uniform radial velocity profile, such as

$$v^r = c \sqrt{1 - \frac{1}{\Gamma_j^2}}, \quad (3)$$

and, given the assumed uniform rotation of the jet, we set

$$v^\phi(\theta) = \Omega r_{\text{exc}} \sin \theta, \quad (4)$$

where $\Omega$ is computed by averaging the angular velocity of the surrounding environment, measured at the jet edges in the $yz$-plane. Specifically, we estimate $\Omega \sim 10$ rad/s in our fiducial PLUTO simulations (Section 4). This means a maximum azimuthal velocity of the jet $v^\phi = B^\phi = 0$ as in Geng et al. (2019).

7 The dependence on $\alpha$ allows us to account for the presence of centrifugal support during accretion (see P21).

8 Outside the jet opening angle, we set outflow radial boundary conditions for all physical quantities (including magnetic fields) except for radial velocity, which, as in P21, obeys the same condition as long as $v^r \leq 0$ (allowing free falling material to cross the inner radial boundary), otherwise we set $v^r = 0$. We set $v^\theta = B^\theta = 0$ as in Geng et al. (2019).
Table 1. Jet injection parameters: $L_j$, $\theta_j$, and $\Gamma_j$ are the initial luminosity, half-opening angle, and Lorentz factor, respectively; $\Gamma_\infty$ is the terminal Lorentz factor; $B_{\text{ratio}}$ is the ratio between maximum toroidal magnetic field strength ($B_{\phi,m}^\phi$ at $\theta = \theta_{j,m}$) and radial magnetic field strength.

| $L_j$ [erg/s] | $\theta_j$ [°] | $\Gamma_j$ | $\Gamma_\infty$ | $B_{\text{ratio}}$ | $B_{\phi,m}^\phi$ [G] | $\theta_{j,m}$ [°] |
|---------------|---------------|-------------|----------------|-------------------|---------------------|----------------|
| $3 \times 10^{51}$ | 10 | 3 | 300 | 0.5 | 6.2 $\times 10^{12}$ | 4 |

jet $\sim 10^{-3} c \ll v^r$, in accordance with the assumption that $\Gamma v^r \approx \Gamma_j$ as adopted in Eq. (3). For the magnetic field, we adopt the same profiles as Geng et al. (2019), i.e.,

$$B^\phi = \frac{2B_{\phi,m}^\phi}{1 + (\theta/\theta_{j,m})^2},$$
$$B^r = B_{\text{ratio}} B_{\phi,m}^\phi,$$

with $B_{\phi,m}^\phi = 6.2 \times 10^{12}$ G, $\theta_{j,m} = 0.4 \theta_j$, and $B_{\text{ratio}} = 0.5$. Finally, we compute the co-moving density and pressure of the jet by solving the transverse balance equation coupled with the ‘two-sided’ luminosity of the jet (Appendix B1)

$$L_j = 4\pi r_{\text{exc}}^2 \int_0^{\theta_j} \left[ \rho h^r \Gamma_j^2 c^2 - \frac{P + b^2}{2} - (b^0)^2 \right] v^r \sin \theta \, d\theta,$$

which we set as $L_j = 3 \times 10^{51}$ erg/s.

In the above expression, 

$$h^r = h + \frac{b^2}{\rho c^2} = \frac{\Gamma_\infty}{\Gamma_j},$$

is the sum of co-moving specific enthalpy ($h$) and ratio of co-moving magnetic energy density

$$b^2 = \frac{1}{4\pi} \left[ \frac{B^2}{\Gamma_j} + \frac{(\vec{v} \cdot \vec{B})^2}{c^2} \right],$$

over rest-mass energy density ($\rho c^2$), and

$$b^0 = \frac{1}{\sqrt{4\pi}} \Gamma_j (\vec{v} \cdot \vec{B})/c,$$

is the time component of the co-moving magnetic field tensor $b^\mu$, with $b^2 = b^\mu b_\mu$. The jet co-moving pressure is given by

$$P = \frac{1}{4} \left[ \rho c^2 (h^r - 1) - b^2 \right],$$

where $\Gamma_{\text{ad}} = 4/3$ is assumed (appropriate for the incipient jet).

The main jet injection parameters adopted in our simulations are summarized in Table 1. This prescription leads to an initial jet magnetization of

$$\frac{L_j - L_j^{\text{HD}}}{L_j} \approx 8\%,$$

where $L_j^{\text{HD}}$ corresponds to the purely hydrodynamic luminosity of the jet, computed from Eq. (6) with magnetic fields set to zero. Such a magnetization represents a benchmark for all our simulations, and it is directly related to the chosen values of $B_{\phi,m}^\phi$, $\theta_{j,m}$, and $B_{\text{ratio}}$.

To include a time dependence of the jet, we then follow the prescription detailed in Appendix B2. Specifically, we assume $\rho$ and $v^\phi$ as constants, and set the time variation of the remaining jet variables as

$$v^r(t) = \frac{\Gamma_j v^r e^{-t/\tau_d}}{\Gamma(t)},$$
$$B^\phi(t) = B^\phi \frac{v^r(t)}{\Gamma(t)} e^{-t/2\tau_d},$$
$$B^r(t) = B^r \frac{v^r(t)}{\Gamma(t)} e^{-t/2\tau_d},$$

$$P(t) = \frac{1}{4} \left[ \rho c^2 (h^r(t) - 1) - b^2(t) \right],$$

where

$$\Gamma(t) = \sqrt{1 + \left( \frac{\Gamma_j v^r e^{-t/2\tau_d}/c}{\Gamma(t)} \right)^2},$$

and

$$h^r(t) = \frac{h^r e^{-t/2\tau_d}}{\Gamma(t)}.$$

When combined together, these profiles lead to an injection luminosity that varies as $L(t) \approx L_j e^{-t/\tau_d}$.

As final step, we apply the $90^\circ$ tilting to obtain the jet prescription to be adopted in our simulations (with injection axis orthogonal to the coordinate polar axis). This is detailed in Appendix B3.

3 EXTENDING THE EXPLORABLE RANGE OF JET LAUNCHING TIMES

The (maximum) data import time of our PLUTO simulations, namely, $t_0 \approx 155$ ms after merger, is constrained by the spatial domain boundaries of the reference BNS merger simulation from which data are taken (see Figure 1 and Section 2.1). Such time, however, represents only a fraction of the total time span covered by the reference simulation itself, extending up to $\approx 255$ ms after merger. Therefore, importing data around 155 ms leaves about 100 ms of further remnant evolution unexploited. Moreover, the inability to access later times in the life of the remnant NS forces us to consider collapse times $t_c \leq 155$ ms (see Section 2.2), while according to numerous investigations on GW170817/GRB 170817A, the metastable NS resulting from the coalescence survived much longer, from a few hundred ms to $\sim 1$ s (e.g., Metzger et al. 2018; Gill et al. 2019; Zhang 2019; Lazzati et al. 2020; Beniamini et al. 2020; Nakar 2020; Murguia-Berthier et al. 2021).

In light of the above limitations, we discuss in the following a procedure we developed to (i) import information from later post-merger times, fully exploiting the reference BNS merger simulation, and (ii) consider collapse times (and hence, jet launching times) significantly later than 155 ms after merger, more compatible with GW170817/GRB 170817A. In this work, we consider in particular a fiducial collapse time of $\approx 355$ ms after merger (see Section 4), which would not be possible without such a procedure.

3.1 Time dependent boundary conditions at $r = r_{\text{exc}}$

In order to consider collapse times later than the time of data import, $t_0 \approx 155$ ms after merger, we need to further evolve the system in the pre-collapse phase using our PLUTO setup, reproducing as close as possible the evolution given by the original general relativistic simulation with no central excision. As already shown in
P21, a fairly accurate dynamics can be obtained by setting appropriate
time-dependent radial boundary conditions at \( r = r_{\text{exc}} (~380 \text{ km}) \),
according to the following steps:

(i) We first compute (at \( r_{\text{exc}} \)) the linear fits to the original time
evolution of the angle-averaged rest-mass density, pressure, radial
velocity, and magnetic field strength (based on the full BNS merger
simulation time span, in this case up to \( \approx 255 \text{ ms} \) after merger; see
Figure 4).

(ii) We then multiply the spatial distribution of each primary fluid
variable at \( r = r_{\text{exc}} \) and \( t = t_0 \) by the corresponding time evolution
trend obtained in (i).\(^{10} \) For \( B^r, B^\theta, \) and \( B^\phi \) we assume the same
trend as the full magnetic field strength, and we set constant \( v^\theta \)
and \( v^\phi \) as in P21.

(iii) We finally adopt the time-dependent distributions resulting
from (ii) as radial boundary conditions at \( r = r_{\text{exc}} \).

In Figure 4, we show the original evolution of angle-averaged rest-
mass density, pressure, radial velocity, and magnetic field strength at
\( r = r_{\text{exc}} \), from 145 ms after merger. Overall, data from the reference
BNS merger simulation reveal a decrease in rest-mass density, pressure,
radial velocity, and magnetic field strength, while pressure increases.
We also note that linear fits describe rather well the evolution, in partic-
ular from \( \approx 185 \text{ ms} \) after merger, indicating a quite regular behaviour
of the system at that stage. For this reason, we can also consider using
the same linear fits to extrapolate the trends beyond the last point
from the original merger simulation (at \( \approx 255 \text{ ms} \) after merger). In
this work, we extend the pre-collapse phase by another 100 ms, up to
\( \approx 355 \text{ ms} \) after merger, assuming that our fits are still representative
(see also the discussion at the end of the next Section).

We note that, following the linear fit, the average radial velocity at
\( r = r_{\text{exc}} \) becomes negative around \( \approx 275 \text{ ms} \) after merger, in agreement
with the expectation that bound matter around the remnant NS would
eventually start to fall back (Ciolfi & Kalinani 2020), while the

average magnetic field strength remains always positive, as it should,
for the times considered (with this linear trend, it would change sign
around \( \approx 420 \text{ ms} \)).

### 3.2 Substitution steps

The approach described in the previous Section can be further im-
proved via additional ‘substitution’ steps, in which we re-import,
after a time interval \( \Delta t_{\text{sub}} \), the full 3D data of rest-mass density,
pressure, 3-velocity, and magnetic field from the reference BNS merger
simulation up to a certain radius \( r_{\text{sub}} = r_{\text{max}} \Delta t_{\text{sub}} \), where \( r_{\text{max}} \) is the
maximum radial velocity of the original system at \( r = r_{\text{exc}} \) during
the considered evolution time span. As a result, when applying such
a substitution we remove any discrepancy with the original merger
simulation up to the radius \( r_{\text{exc}} \) below which the system is dynam-
ically connected with the ongoing evolution at \( r_{\text{exc}} \) (for the given
time interval \( \Delta t_{\text{sub}} \)). Outside this substitution radius, the system is
essentially unaffected by differences in the evolution at \( r_{\text{exc}} \), and thus
no modification is required.

Specifically, we estimate \( r_{\text{max}} \approx 0.12 \text{ c} \) and adopt \( \Delta t_{\text{sub}} = 50 \text{ ms} \),
yielding \( r_{\text{sub}} \approx 1800 \text{ km} \). Data substitution is first performed at
\( \approx 205 \text{ ms} \) after merger and another time at \( \approx 255 \text{ ms} \) after merger,
thus taking full advantage of the results provided by the general-
relativistic simulation.

In Figure 5, we illustrate the effects of our data substitution at
\( \approx 205 \text{ ms} \) after merger. In particular, with thick-colored lines we show
the radial profiles (up to \( r_{\text{sub}} \)) of angle-averaged radial velocity (top)
and magnetic field strength (bottom) before and after the substitution
itself. Over-plotted as solid-black lines, we also show the profiles
from the BNS merger simulation at the same post-merger time. As
shown in the Figure, after 50 ms of PLUTO evolution some differences
emerge with respect to the original simulation, in particular in the
radial velocity. Such differences, however, are eventually removed via
the substitution step.

In Figure 6, we show 2D snapshots of rest-mass density at \( \approx 205 \text{ ms} \)
after merger, before (left) and after (right) data substitution. In both
panels, we also indicate with white-dashed contours the computa-
tional domain of the original merger simulation (square labelled
‘BNS’) and the substitution region (circle labelled ‘\( r_{\text{sub}} \)’). While signif-
ificant changes are present within the substitution region, a smooth
transition remains at the radius \( r_{\text{sub}} \approx 1800 \text{ km} \). We also remark that

---

\(^{10}\) For example, the rest-mass density distribution \( \rho(r_{\text{exc}}, \theta, \phi, t_0) \) is
multiplied by the function of time \( \overline{\rho}(r_{\text{exc}}, t)/\overline{\rho}(r_{\text{exc}}, t_0) \), where \( \overline{\cdot} \) means angle-
averaged and \( \overline{\rho}(r_{\text{exc}}, t) \) is the result of the linear fit.
the system evolution is self-consistently reproduced even outside the limited domain in which original BNS merger data can be imported.

In conclusion, the adopted procedure allows us to overcome the aforementioned limitations in employing data imported from the reference BNS merger simulation (see discussion at the beginning of Section 3). At \( \approx 255 \) ms after merger, we obtain a system that reproduces the exact physical quantities of the reference simulation, while extending beyond the original computational domain. Then, we can exploit the high regularity of the late-time evolution (Section 3.1) to continue, for a reasonable time, beyond the reach of the merger simulation without introducing significant inaccuracies. We choose to evolve in PLUTO for another 100 ms, up to \( \approx 355 \) ms after merger. Given that \( \approx 255 \) ms after merger the maximum radial velocity at \( r_{\text{exc}} \) is only \( v_{\text{max}} \approx 0.02 \, c \) and decreasing, the only portion of the system directly influenced by our time-varying boundary conditions over another 100 ms of evolution is the one between 380 and less than 1000 km radius. Moreover, possible deviations with respect to a fully general relativistic evolution with no central excision are expected to be much smaller at these late times.

4 FIDUCIAL MODEL

We now turn to discuss the results of our fiducial PLUTO simulation performed using the setup described in the previous Sections. First, in Section 4.1, we focus on the system evolution up to the time of jet injection (namely, \( \approx 385 \) ms after merger). Then, in Section 4.2, we discuss the jet breakout and further propagation, providing a quantitative description of the main evolutionary stages.

4.1 Evolution before jet injection

From time of data import \( t_0 \) to \( \approx 355 \) ms after merger, the system is evolved using the numerical approach described in Section 3. Specifically, the material influx at \( r = r_{\text{exc}} \) is reproduced via the time linear profiles shown in Figure 4. Furthermore, the system behaviour within the substitution radius \( r \leq r_{\text{sub}} \) is kept consistent with the original BNS merger simulation by carrying out additional data import and substitution at \( \approx 205 \) ms (see Figure 6) and again at \( \approx 255 \) ms after merger, so that the time coverage of the original simulation is exploited in full.

At \( \approx 355 \) ms after merger, the remnant NS is assumed to collapse and the system evolution is followed for other 30 ms using the post-collapse prescription described in Section 2.2. In particular, we estimate \( M_{\text{eff}}(r_{\text{exc}}, t_c) \approx 0.985 \, M_\odot \) from Eq. (2), which we employ to mimic the aftermath of the BH-disk system formation as discussed in the same Section.

At \( \approx 385 \) ms after merger (i.e. the time of jet injection), we achieve the system configuration shown in Figure 7. At this time, the merger ejecta extends up to \( \approx 1.5 \times 10^3 \) km (well beyond the domain boundaries of the reference BNS merger simulation), and has \( \approx 30\% \) more mass than the time of data import. In particular, the rest-mass density distribution (top-left panel) is rather uniform and equatorially symmetric, with a compact region in the center surrounded by a large, less dense petal-shaped bubble. The corresponding internal energy density distribution (top-right panel) peaks toward the most central regions, decreasing by several orders of magnitude at large scales. In contrast, the magnetic field energy density distribution (bottom-left panel) is fairly uniform, even at large scales, causing the ejecta to be magnetically dominated for the most part (see bottom-right panel).

4.2 Jet breakout and propagation

The incipient sGRB jet is manually injected into the above system using the prescription detailed in Section 2.3 (also see Appendix B). Immediately after that, it attempts to pierce through the surrounding warm, high-density region, dissipating much of its kinetic energy into heat. After \( \approx 100 \) ms, it successfully pushes away the dense material in front of it, generating a forward shock that diverts sideways the material itself. Consequently, a high-pressure cocoon is formed around the jet, keeping the latter collimated during propagation. The collimation leads to the formation of an oblique shock at the jet base, which limits lateral widening, and increases the ram pressure into...
the jet funnel. As a result, the jet front is pushed to higher velocities and the rate of energy flow into the cocoon is significantly reduced (Bromberg et al. 2011).

To illustrate the above process, we show in the first 3D rendering on the left of Figure 8 the jet-environment system configuration at 175 ms after injection (namely, 560 ms after merger). In particular, shown are the rest-mass density and Lorentz factor distributions for $|y| \leq 3 \times 10^4$ km. We notice the presence of a dense material shell around the jet with average density $\sim 3 \times 10^3$ g/cm$^3$ and spatial extension $\sim 2 \times 10^6$ km. Toward the jet base, in particular, such a shell provides high collimation to the jet, allowing the latter to accelerate up to Lorentz factors $\sim 10$. At the jet front, the interplay with the realistic environment causes the jet to ‘snake’ along regions of lower density, breaking the axisymmetry adopted at injection.

The jet evolution proceeds similarly as above until the breakout, occurring at $\sim 350$ ms after injection (second rendering from the left in Figure 8). At this stage, the cocoon still effectively collimates the jet, allowing the latter to accelerate up to $\Gamma \sim 30$ along the main propagation axis. We note the high stability of the jet-environment interface up to the breakout radius (namely, $r_b \sim 5 \times 10^4$ km). This may be related to the presence of magnetic fields, which prevent the rising of turbulent motions inside the jet cone as those observed in similarly realistic but non-magnetized systems (see P21).

At $\Gamma \sim 1$, for the jet breaking down at the base, gradually detaching from the surrounding environment (third rendering from the left in Figure 8). Meanwhile, the jet front accelerates and expands laterally. Finally, at $\sim 2$ s after injection (rendering on the right), the detachment of the jet is fully achieved, and the jet ‘head’ (namely, the high Lorentz factor portion of the jet) becomes more compact as the front propagates more slowly than the ultra-relativistic tail behind it.

The overall physical system reaches the final configuration shown in Figure 9. At this stage, the jet head propagates at maximum Lorentz factor of $\Gamma \sim 40$ (reached slightly outside the $xy$-plane shown in the Figure), extending from $\approx 3 \times 10^5$ km to $\approx 6 \times 10^5$ km. Separately, the sub-relativistic environment expands up to $\approx 4 \times 10^5$ km, containing most of the mass and the internal energy of the system (first to third panels of Figure 9). In particular, the conversion of magnetic energy into kinetic energy after breakout causes the first to remain mostly confined to the environment (fourth panel of Figure 9), resulting in a jet head that is kinetically dominated.

We show the angular properties of the jet head in Figure 10, reporting distributions of the radial-averaged Lorentz factor $\Gamma$ (weighted over the total energy density) and isotropic equivalent energy $E_{iso}$ as a function of polar and azimuthal angles, at both the north and south jet sides. We notice the presence of significant asymmetry of the jet head with respect to both the main propagation axis and the equatorial plane, with maxima $\Gamma_{max} \approx 27.9$ and $E_{iso, max} \approx 1.0 \times 10^{55}$ erg at the north pole, while $\Gamma_{max} \approx 22.1$ and $E_{iso, max} \approx 1.3 \times 10^{53}$ erg at the south pole (dashed-gray crosshairs in the panels). Especially, we point out the lack of Gaussianity, typically assumed in current sGRB jet afterglow models.

5 CONCLUDING REMARKS

We presented the first 3D-RMHD simulation of an incipient magnetized sGRB jet propagating across the realistic environment surrounding the remnant of a magnetized BNS coalescence. Here, by ‘realistic’ we mean that the environment (defined by specific distributions of rest-mass density, pressure, 3-velocity, and magnetic field) was directly imported from the outcome of a general-relativistic magnetized BNS merger simulation (Section 2.1).

For the case at hand, the incipient jet was launched $\sim 350$ ms after merger, corresponding to 30 ms after the assumed collapse time of the massive NS remnant into a BH. The evolution of the environment from the initial data import up to the jet launching time was obtained by applying a newly developed procedure to fully exploit the information from the reference BNS merger simulation, covering up to $\approx 255$ ms after merger, and then further extrapolating up to the chosen collapse time of $\approx 355$ ms after merger (Section 3).

For the intermediate phase between collapse and jet launching, lasting 30 ms, we evolved the system according to the scheme presented in P21, now generalized to account for magnetic fields as well (Section 2.2). The incipient jet itself was modelled by means of an advanced and physically motivated prescription that incorporates uniform rotation, magnetic fields, and both temporal and angular dependencies for the relevant physical variables (Section 2.3). Finally, we followed the evolution of the jet and the whole system for a time span of $2 s$,
covering spatial scales in excess of $10^5$ km, and carried out a detailed analysis of the jet-environment interplay process and outcome (Section 4).

Our results show a first example of how a realistic magnetized BNS merger environment shapes the angular structure and energetics of an incipient sGRB jet (also magnetized). Given the large extension and mass of its surroundings ($\gtrsim 10^4$ km and $\simeq 0.22 M_\odot$, respectively), the incipient jet emerged with a highly collimated structure, characterized by a compact ultra-relativistic ‘head’ with half-opening angle of $\simeq 5^\circ$, and maximum Lorentz factor and isotropic equivalent energy of $\simeq 40$ and $\simeq 10^{53}$ erg, respectively (Figures 9-10). The high degree of jet collimation and prolonged breakout time ($\simeq 350$ ms after launch) are a consequence of the extended launching time ($\simeq 385$ ms after merger) and the adopted injection configuration (Table 1), as expected from other state-of-the-art jet propagation studies (e.g., Geng et al. 2019; Hamidani et al. 2020; Murguia-Berthier et al. 2021; Urrutia et al. 2023). However, compared to the existing literature, we also took into account the effects of realistic anisotropies of the surrounding environment as well as a realistic and consistent magnetic field configuration, which significantly altered the overall jet propagation process. In particular, inhomogeneities caused the jet to ‘snake’ along paths of lower density, facilitating its emergence and generating significant 3D asymmetries in the large-scale angular structure (c.f. Figure 8; see also Lazzati et al. 2021). The presence of magnetic fields, on the other hand, made the jet-environment interface more stable and collimation more effective during propagation (notice the smooth jet edges at breakout in Figure 8), preventing the formation of significant turbulence as observed in similarly realistic but non-magnetized systems (P21).

After the first 3D-RHD jet simulations employing realistic post-merger environments, reported in P21, the present work marks another fundamental quality step towards a more realistic and comprehensive description of sGRB jets in the context of BNS mergers, where magnetic fields represent a key ingredient. The approach demonstrated here provides the groundwork for exploring, in future investigations, the impact of different jet launching parameters (e.g., luminosity, magnetization, or jet launching time with respect to merger) on the overall propagation process that shapes the final observable jet signatures. Further extensions should eventually consider also a representative variety of reference BNS merger simulations. Finally, looking ahead, another major step forward in the consistency of our end-to-end description will be achieved when considering incipient jets directly produced in merger simulations.
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Figure 9. Jet-environment system configuration at \(\approx 2385\) ms after merger (namely, \(\approx 2\) s after jet injection). From left to right, we show the meridional distribution of rest-mass density, internal energy density, Lorentz factor, and magnetic field energy density (all densities are computed in the co-moving frame of the jet). We notice the presence of a jet head, extending from \(\approx 3 \times 10^5\) km to \(\approx 6 \times 10^5\) km, which propagates at maximum Lorentz factor of \(\approx 40\) (reached outside the \(xy\)-plane). Separately, the sub-relativistic environment expands up to \(\approx 4 \times 10^5\) km, containing most of the mass and internal and magnetic energy of the system.

Figure 10. 2D angular profiles of the jet head at \(\approx 2385\) ms after merger. In the upper panels, we show the distribution of radial-averaged Lorentz factor, from \(\approx 3 \times 10^5\) km to \(\approx 6 \times 10^5\) km, weighted over the total energy density. In the lower panels, we show the corresponding isotropic equivalent energy distribution. On the left, values refer to the north pole of the jet, while on the right to the south pole (each distribution is computed relative to the \(y>0\) axis, i.e. \(\theta^*=\phi^* = \pi/2\)).
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APPENDIX A: DIVERGENCE CLEANING SETUP

To ensure the divergence-free condition for the magnetic field in our simulations, we employ the numerical technique provided by Dedner et al. (2002) already implemented in PLUTO (Mignone & Tzeferacos 2010; Mignone et al. 2010). This involves a modified system of conservation laws in which a generalized multiplier is coupled to the induction equation

\[ \partial_t \vec{B} - \nabla \times (\vec{v} \times \vec{B}) = 0, \]

Figure A1. Time behaviour of the maximum divergence of the magnetic field (in PLUTO’s units, i.e., $\pm 7.2 \times 10^4$ G/cm) for different values of $\alpha$. Each trend refers to the same initial system evolved for 50 ms after the data import (i.e., from $\pm 155$ ms to $\pm 205$ ms after merger). The average value of $|\nabla \cdot \vec{B}|_{\text{max}}$ for each test performed is shown through dashed horizontal lines. See text for additional details.

causing divergence errors to be transported to the domain boundaries at maximal admissible speed, and damped at the same time. In particular, the new system of conservation laws is still hyperbolic, and the density, momentum, magnetic induction, and total energy density are still conserved.

Within such a new formulation, the induction equation and the solenoidal constraint are replaced, respectively, by

\[ \partial_t \vec{B} - \nabla \times \left( \vec{v} \times \vec{B} \right) + \nabla \psi = 0 \]

and

\[ \partial_t \psi + c_h^2 \nabla \cdot \vec{B} = -\frac{c_h^2}{c_p} \psi, \]

where $c_h = \text{CFL} \times \Delta t_{\text{min}} / \Delta t$ is the maximum speed compatible with the step size $\Delta t$, $c_p = \sqrt{\Delta \rho_{\text{min}} c_h / \rho}$, and $\Delta t_{\text{min}}$ and CFL are the minimum cell length and the Courant-Friedrichs-Levy number, respectively. The damping rate of magnetic monopoles is controlled by the user-defined constant $\alpha$, which we set in our simulation by means of appropriate numerical tests. In particular, we simulate the first 50 ms of evolution of our system (using the procedure described in Section 3), and analyze the trend of the magnetic field divergence for different values of $\alpha$. The results of this analysis are illustrated in Figure A1. We find that $\alpha = 0.01$ is the most appropriate value for the system at hand, so we adopt it in all our simulations.

APPENDIX B: JET INJECTION RECIPE

In this Appendix, we provide more details about our jet prescription, with the aim of better clarifying to the reader the several steps discussed in Section 2.3. In particular, in B1 we describe the transverse equilibrium condition, and the calculations performed in order to derive the jet co-moving density and pressure. Then, in B2 we discuss the various assumptions made to set the time dependence of the jet. Finally, in B3 we report the calculations done for the 90° coordinate tilting.
\[ B_1 \] Transverse equilibrium

Within the framework of ideal RMHD, the conservation of energy-momentum reads

\[ \partial_\mu T^{\nu\mu} + \tilde{\Gamma}^{\nu\mu}_{\sigma\mu} \partial_\sigma T^{\nu\sigma} + \tilde{\Gamma}^{\mu}_{\nu\sigma} T^{\nu\sigma} = 0, \quad (B1) \]

where, assuming \( c = 1 \),

\[
T^{a\beta} = g^{a\beta} \left( P + \frac{b^2}{2} \right) + \rho h^* u^a u^\beta - b^a b^\beta
\]

is the energy-momentum tensor, and \( \Gamma^{a\beta}_c \) are the Christoffel symbols related to the metric \( g_{\alpha\beta} \) (see Section 2.3 for the definition of the remaining physical variables).

In 3D-spherical coordinates, the above leads to the following transverse balance equation between total pressure gradient, centrifugal force, and magnetic tension:

\[
\partial_r \left( \frac{T^\theta r}{r} \right) + \partial_\theta \left( \frac{T^\theta \theta}{r^2} \right) + \partial_\phi \left( \frac{T^\phi \phi}{r^2 s_\theta} \right) + \frac{1}{r^2} \left( 2 + \frac{2}{s_\theta} \right) T^\theta \theta - s_\theta c_\theta \frac{1}{r^2 s_\theta^2} T^\phi \phi + \frac{c_\theta}{r^2 s_\theta^2} T^\theta \phi = 0
\]

(B3)

where \( s_\theta = \sin \theta, c_\theta = \cos \theta, \) and \( \tilde{T} \) is normalized according to

\[ T^{a\beta} = T^{a\beta} \sqrt{s_\alpha s_\beta} \beta. \]

Since \( v^\theta = B^\theta = 0 \) in our jet prescription, we can rewrite the balance equation as

\[
\frac{db^\phi}{d\theta} = \frac{b^\phi}{r} = \frac{B^\phi}{r} + \Gamma v^\phi \left( \tilde{v} \cdot \tilde{B} \right)
\]

(B4)

Then, by taking \( \Gamma_{ad} = 4/3 \), we get the following differential equation for the co-moving density of the jet:

\[
\frac{d}{d\theta} \rho = \frac{4}{r^3 \rho} \left[ B^\phi + \Gamma v^\phi \left( \tilde{v} \cdot \tilde{B} \right) \right]
\]

(B5)

which can be solved using the general formula

\[
\rho(\theta) = \rho(\theta) \exp \left[ - \int_{\theta_i}^{\theta} f(\theta') d\theta' \right] + \exp \left[ - \int_{\theta_i}^{\theta} f(\theta') d\theta' \right]
\]

\[
\times \int_{\theta_i}^{\theta} \exp \left[ \int_{\theta_i}^{\theta} f(\theta') d\theta' \right] g(\xi) d\xi
\]

(B8)

where

\[
\int_{\theta_i}^{\theta} f(\theta') d\theta' = \int_{\theta_i}^{\theta} - \frac{4 h^* 2 (v^\phi)^2 + h^* - 1}{s_\theta(h^* - 1)} d\theta'
\]

\[
\approx - \frac{4 h^* 2 (v^\phi)^2 - h^* - 1}{s_\theta(h^* - 1)} - \ln \frac{\theta}{\theta_i}
\]

(B9)

and

\[
g(\theta) = - \frac{4 (b^\phi)^2 - 2 + s_\theta \frac{db^2}{d\theta}}{s_\theta(h^* - 1)}.
\]

In particular, we compute numerically the last integral of Eq. B8, and fix the ‘initial’ value \( \rho(\theta) \) using the jet luminosity defined in Eq. 6. Such a solution, also provides us with the angular profile for the jet pressure from Eq. 10.

\[ B_2 \] Time prescription

To model the time dependence of our jet, we start by considering the definition of jet luminosity,

\[
L = 4\pi r_{\text{csc}}^2 \int_0^{\theta_i} \left[ \rho h^* 2 c^2 \left( P + \frac{b^2}{2} \right) - (b^0)^2 \right] v^\phi s_\theta d\theta,
\]

(B11)

and attempt to vary it as \( L(t) = L_j e^{-t/\tau_d} \), where \( \tau_d = 0.3 \) s is the timescale of the accretion process assumed to power the jet (see Section 2.2). By denoting \( t_{\text{in}} \) as the time of jet injection, we set

\[
\rho(t) = \rho(t_{\text{in}}),
\]

\[
v^\phi(t) = v^\phi(t_{\text{in}}),
\]

and

\[
\{h^* \Gamma\}(t) = \{h^* \Gamma\}(t_{\text{in}}) e^{-t/\tau_d},
\]

\[
\{\Gamma v^\phi\}(t) = \{\Gamma v^\phi\}(t_{\text{in}}) e^{-t/\tau_d},
\]

\[
\{p h^* 2 v^\phi\}(t) = \{p h^* 2 v^\phi\}(t_{\text{in}}) e^{-t/\tau_d},
\]

\[
\{b^2 \Gamma^2 v^\phi\}(t) = \{b^2 \Gamma^2 v^\phi\}(t_{\text{in}}) e^{-t/\tau_d},
\]

\[
\{P v^\phi\}(t) = \{P v^\phi\}(t_{\text{in}}) e^{-t/\tau_d},
\]

\[
\{P v^v\}(t) = \{P v^v\}(t_{\text{in}}) e^{-t/\tau_d},
\]

(B12)

(B13)

(B14)

(B15)

(B16)

(B17)

(B18)

(B19)

which implies a temporal variation of the second addend in Eq. B11 as \( \sim \Gamma^2(t_{\text{in}}) e^{-t/\tau_d}/\Gamma^2(t) \).

Finally, given the targeted time dependence of the jet, we set

\[
\{b^0(t)^2 v^v\}(t) = \{b^0(t)^2 v^v\}(t_{\text{in}}) e^{-t/\tau_d},
\]

(B20)

which, by combining Eq. 8, 9, B17, B20, gives us

\[
B^2(t) = 4\pi \Gamma^2 \left[ 2 h^* - (b^0)^2 \right] e^{-t/\tau_d}
\]

\[
= 4\pi \Gamma^2 h^* - \{b^0(t)^2(t)\} \frac{v^\phi(t_{\text{in}})}{v^\phi(t)} e^{-t/\tau_d}
\]

\[
= B^2(t_{\text{in}}) \frac{v^v(t_{\text{in}})}{v^v(t)} e^{-t/\tau_d}
\]

(B21)

and thus the time profiles of the magnetic fields reported in Eqs. 13, 14.

The above time prescription leads to a jet luminosity that varies over time as shown in Figure B1 (red curve). In particular, we find that the exponential function that best fits this trend is \( L(t) = L_j e^{-t/\tau}, \) where \( \tau = 0.307 \) s (\( \approx \tau_d \)).

\[ B_3 \] Tilting of vector fields

To arrange the jet with the main axis of symmetry parallel to the orbital plane of the system, it is necessary to tilt the jet fields given by our prescription, since these are obtained by assuming the jet axis parallel to the coordinate z-axis.
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Finally, after some trigonometric calculations, we arrive at the expression of \( \vec{B} \) in spherical coordinates, within the tilted frame, which we employed in our simulations, i.e.,

\[
\vec{B} = B' \hat{e}_r' + B' \phi \frac{\cos \phi}{\sin \theta'} \hat{e}_\theta' + B' \phi \sin \phi \hat{e}_\phi',
\]

with

\[
\phi = \frac{-|\cos \theta'| \arccos \left( \frac{|\cos \phi' \sin \theta'|}{\cos \phi' \sin \theta'} \sqrt{1 + (\xi')^2} \right)}{\cos \theta'},
\]

where \( \xi' = (\cos \phi' \tan \theta')^{-1} \). Notice that now

\[
B' = \frac{2B_0}{1 + (\alpha/\beta_{\text{in}})^2},
\]

where \( \alpha \) is the angle with respect to the y-axis.

APPENDIX C: IMPACT OF EOS CHOICE

Setting an appropriate EOS for our post-merger system, including the sGRB jet, is a key but nontrivial aspect of our PLUTO simulations, where different physically motivated choices are possible. To address this issue, in the following Appendix C1 we compare simulation results obtained by adopting a Taub EOS and a much simpler \( \Gamma_{\text{ad}} = 4/3 \) ideal gas law. Then, in Appendix C2, we investigate instead the impact, for the Taub EOS, of importing initial data for specific internal energy instead of pressure from the outcome of the reference BNS merger simulation (see also Section 2.1), thereby accounting for the mismatch between the EOS adopted in PLUTO and the one employed during the reference simulation itself.

C1 Taub vs. \( \Gamma_{\text{ad}} = 4/3 \)

In our fiducial model (see Section 4), a Taub EOS is adopted to simultaneously describe the post-merger surrounding environment and the injected sGRB jet. This choice is justified by the fact that, within the density range of data import, the EOS employed in the reference BNS merger simulation (from which the environment was initially imported) is rather close to an ideal gas with \( \Gamma_{\text{ad}} = 5/3 \), which can be reproduced well by the Taub EOS. At the same time, such an EOS reproduces the ideal gas with \( \Gamma_{\text{ad}} = 4/3 \) required within the ultra-relativistic jet.

Here we discuss the results of two additional PLUTO simulations that we performed, adopting an ideal gas EOS with \( \Gamma_{\text{ad}} = 4/3 \) from the time of data import ("ideal – 4/3' case") or from the time of jet injection ("mixed' case), respectively, to study the impact of the EOS choice on the overall system evolution.

In Figure C1, we show the rest-mass density distribution in the xy plane (\( y \geq 0 \)) at the time of jet injection (i.e., \( t_0 \approx 385 \text{ ms} \) after merger), in the fiducial case (upper panel) and in the ideal – 4/3 case (lower panel). We recall that both density and pressure are required within the original BNS merger simulation at the initial data import (\( t_0 \approx 155 \text{ ms} \) after merger), and, up to 1800 km radius, in two following substitution steps (see Section 3.2). A different EOS adopted in PLUTO corresponds to a different internal energy density, which then leads to deviations in the overall evolution. From the comparison given in Figure C1, relevant differences are clearly visible. In particular, in the fiducial case we point out the presence of a lower-density funnel along the orbital y-axis of the system, excavated by the collimated outflow identified in Figure 1. Conversely, in the ideal – 4/3 case, we do not see such a distinctive feature of the
extend similar conclusions to the case of 3D magnetized jets with realistic magnetic fields. This agrees with the fact that only the thermodynamic properties of the system are affected by the change of EOS, whereas magnetic fields remain however consistent with those of the fiducial case.\textsuperscript{11} As a note of caution, we stress again that the EOS in the original BNS merger simulation is closer to $\Gamma_{\text{ad}} = 5/3$ and therefore the higher axisymmetry and Gaussianity found with 4/3 may be partially due to the introduction of more significant EOS deviations (for what concerns the environment).

As mentioned in Section 2.1, a Taub EOS has the disadvantage of not allowing for a consistent reproduction of radiation-mediated shocks formed during the propagation of sGRB jets, for which an ideal gas with $\Gamma_{\text{ad}} = 4/3$ seems more appropriate (e.g., Gottlieb et al. 2022). A way to obtain more consistent results, would be not only to impose the latter in \textsc{pluto} simulations, but also adapt the EOS employed in future BNS merger simulations to be as close as possible to an ideal gas with $\Gamma_{\text{ad}} = 4/3$ below a reference density (which could be, e.g., of order $10^8 \text{g/cm}^3$).

### C2 EOS mismatch with reference BNS merger simulation

During our import and substitution steps (Sections 2.1 and 3.2, respectively), data for the rest-mass density and pressure were directly taken from the outcome of the reference BNS merger simulation, while the corresponding specific internal energy was computed via the Taub EOS. Such an EOS, however, does not exactly correspond to one employed in the reference merger simulation (within the density range of data import; see above), leading to a mismatch of our physical system (in terms of specific internal energy) with the original post-merger one.

As already pointed out in P21, one way to quantify the impact of the above mismatch on the overall system evolution reproduced by \textsc{pluto} is to compare the results of our fiducial model obtained by the above steps (also see Section 4) with those obtained by using the same numerical and physical setup, but importing the specific internal energy from the outcome of the reference BNS merger simulation and then calculating the corresponding pressure via the Taub EOS (model referred to as ‘$e_{\text{BNS}}$’ in what follows).

In Figure C3 we compare the two cases (direct import of pressure vs. direct import of specific internal energy) in terms of the total kinetic (black), internal (red), and magnetic (green) energies, computed over the entire computational domain from the time of data import (155 ms after merger) to 2 s after jet launch (namely, 2385 ms after merger). In the Figure, solid and dashed lines correspond to the fiducial and the $e_{\text{BNS}}$ model, respectively.

Up to the beginning of the collapse phase, i.e. 355 ms after merger (fourth point from the left in each energy profile), the two cases only differ by at most $\approx 6\%$. During the collapse phase, however, the relative differences in kinetic and internal energies increase considerably, reaching a maximum of $\approx 66\%$ and $\approx 27\%$, respectively, at the end of the same phase (vertical cyan dotted line in the Figure). The relative difference in magnetic energy instead remains stable around $7\%$. The sudden increase of the discrepancy in kinetic and internal energies turns out to be connected with the zero-gradient radial boundary conditions imposed during the collapse phase at $r = r_{\text{exc}}$ ($\approx 380$ km), which, due to the differences in pressure and specific internal energy between the two simulations, lead to a significantly different physical flux on the corresponding spherical surface. The aforementioned increase in fact takes place only within a radius of $\approx 10^3$ km ($\geq r_{\text{exc}}$), and starting at 375 ms after merger, when the system already extends up to $\approx 1.5 \times 10^4$ km ($\gg r_{\text{exc}}$).

The correspondence in magnetic energy between the two models until the end of the collapse phase indicates that the differences in kinetic and internal energies are not connected with the presence of magnetic fields. This agrees with the fact that only the thermodynamic properties of the system are affected by the change of EOS with respect to the reference BNS merger simulation. However, we

---

\textsuperscript{11} The absence of major differences in jet propagation when using a Taub EOS or a $\Gamma_{\text{ad}} = 4/3$ EOS (with same starting environment) was pointed out also in Harrison et al. (2018), where the authors simulated with \textsc{pluto} the case of a 2D unmagnetized jet propagating in a hand-made medium. Here we extend similar conclusions to the case of 3D magnetized jets with realistic injection environments in BNS merger context.
note that compared with P21, wherein magnetic fields were not taken into account at all, the above differences in kinetic and internal energies are now much more pronounced (in P21 they were only a few percent). This is probably due to the longer duration of the collapse phase itself (20 ms longer than in P21), which results in the amplification, during the dynamical evolution, of effects associated with the zero-gradient boundary conditions set at \( r = r_{\text{exc}} \).

After the injection of the sGRB jet, carried out using the numerical prescription detailed in Section 2.3, we see a significant reduction in the relative difference in kinetic energy, which keeps decreasing and becomes \( \approx 20\% \) at the end of the simulation. This is due to the fact that the contribution from the jet, common to the two cases, dominates more and more over the environment. On the other hand, the early interaction of the jet with the surrounding environment, which contains most of the internal energy of the system (see Figure 9), leads to a discrepancy of \( \approx 30\% \) in the latter, which persists in the following evolution. A smaller discrepancy of \( \approx 10\% \) emerges also in the magnetic energy, although this seems to decrease again as the jet evolves.

The results shown in Figure C3, in conclusion, indicate that the mismatch between the EOS chosen in PLUTO and the one employed in the reference BNS merger simulation has a non-negligible impact on the system dynamical evolution. Notably, this impact is more severe than that found in P21, given the longer duration of the collapse phase assumed in the present work.

As pointed out at the end of Appendix C1, employing in future reference BNS merger simulations the same EOS used in the following PLUTO simulations, within the density range of data import (i.e. \( \lesssim 10^8 \text{ g/cm}^3 \)), will allow us to achieve fully consistent results and eliminate any form of mismatch.
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