Ferroelectric quantum phase transition with cold polar molecules
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Abstract

We analyze a system of polar molecules in a one-dimensional optical lattice. By controlling the internal structure of the polar molecules with static electric and microwave fields, we demonstrate the appearance of a quantum phase transition into a ferroelectric phase via spontaneous breaking of a $U(1)$ symmetry. The phase diagram is first analyzed within mean-field theory, while in a second step the results are verified by a mapping onto the Bose–Hubbard model for hard-core bosons. The latter is studied within the well-established bosonization procedure. We find that the ferroelectric phase is characterized by (quasi) long-range order for the electric dipole moments.

The experimental realization of cold atomic and molecular gases with strong dipole–dipole interactions has opened up new avenues for the exploration of strongly correlated states of quantum matter [1–6]. A characteristic property of dipolar interactions is their anisotropic behavior as well as the slow decay in space giving rise to ordering and formation of large scale structure. Of special interest would be the spontaneous ordering of electric dipole moments giving rise to a ferroelectric state of matter. Here, we propose a setup with cold polar molecules which gives rise to such a ferroelectric state of matter, characterized by a macroscopic oscillating dipole moment. Such a state is analogous to the well-established phenomenon of ferromagnetism appearing for materials with magnetic moments.

Important properties of cold polar molecules are the existence of a permanent electric dipole moment $d$ and the presence of the rotational energy splitting $B$. It is this rich internal structure in combination with the high control via static electric fields and microwaves, which form the basis for the design of many strongly correlated states of matter [7–14]. On the other hand, it is also the rotational splitting which prevents the spontaneous ordering of electric dipole moments giving rise to a ferroelectric state of matter. Here, we propose a setup with cold polar molecules which gives rise to such a ferroelectric state of matter, characterized by a macroscopic oscillating dipole moment. Such a state is analogous to the well-established phenomenon of ferromagnetism appearing for materials with magnetic moments.

In this manuscript, we study the appearance of the ferroelectric phase for polar molecules within a one-dimensional optical lattice. A static electric field is imposed to induce a permanent dipole moment perpendicular to the lattice. A circularly polarized microwave field reduces the energy of the relevant internal levels of the molecules. The phase diagram is first analyzed within mean-field theory, while in a second step the results are verified by a mapping onto the Bose–Hubbard model for hard-core bosons. The latter is studied within the well-established bosonization procedure. We find a quantum phase transition leading to a ferroelectric phase via spontaneous breaking of the $U(1)$ symmetry. The low energy excitations exhibit a linear dispersion relation providing (quasi) long-range order at zero temperature.

We start with the description of the setup. The polar molecules are confined in one dimension along the $x$-axis, and trapped by an optical lattice with one polar molecule on each lattice site, see figure 1. The relevant
The internal structure of each polar molecule is given by the rotational degree of freedom and the Hamiltonian for a single polar molecule reduces to a rigid rotor for the dipole moment

\[ H_{\text{rot}} = BJ^2 - \mathbf{d} \cdot \mathbf{E}, \]  

(1)

with the angular momentum operator \( J \) as well as the rotational constant \( B \). In addition, the second term accounts for the coupling of the dipole moment \( \mathbf{d} \) to the electric field \( \mathbf{E} \). For vanishing electric field \( \mathbf{E} = 0 \), the eigenbasis of \( H_{\text{rot}} \) is formed by the states \( |J, m\rangle \), with the quantum number \( J \) for the total angular momentum and \( m \) its projection along the \( z \)-axis, i.e., \( J_z |J, m\rangle = m |J, m\rangle \). It is important to stress that these states do not exhibit a dipole moment, i.e., \( \langle J, m | \mathbf{d} | J, m \rangle = 0 \), with \( \mathbf{d} \) denoting the dipole operator. In the following, we are interested in a setup with a finite static electric field along the \( z \)-axis, which leads to a mixing of states with different quantum numbers \( J \). In particular, this splits the threefold degeneracy of the \( J = 1 \) manifold. The numerical determination of the new exact eigenstates is straightforward. Next, we restrict the analysis to the three states with the lowest energy, which can be characterized by the quantum number \( |m\rangle \), i.e., the ground state with \( m = 0 \), and two degenerate excited states with \( m = \pm 1 \), see figure 1.

It is important to stress that the energy separation between the ground state and the excited states is of the order \( B \), which is very large compared to the characteristic energy scales of the polar molecules given by the interaction. Therefore, we reduce this energy by applying a weak microwave field which is circularly polarized and propagating along the \( z \) direction, coupling the ground and excited states with Rabi frequency \( \Omega \) and detuning \( \Delta \). This coupling is only required to allow for relaxation into the \( |1\rangle \) and \( |\pm 1\rangle \) states and all results are presented in the regime where this coupling is adiabatically turned off, i.e. \( \Omega/\Delta \rightarrow 0 \). Then, within the rotating frame, measuring energies with respect to the ground state, the Hamiltonian projected onto the relevant states reduces to \( H = -\Delta P \) with the projection \( P = |1\rangle \langle -1| + |\pm 1\rangle \langle \mp 1| \) onto the degenerate manifold. The energy difference between the ground state and the rotationally excited states \( \Delta = \Delta (\omega, \varepsilon_{\text{dc}}) \) depends on the frequency \( \omega \) of the microwave field, and the static electric field \( \varepsilon_{\text{dc}} \). Note that the microwave field allows us to tune \( \Delta \) to arbitrary values and especially also into the regime \( \Delta > 0 \) with the degenerate manifold \( m = \pm 1 \) exhibiting the lower energy.

The interaction between the polar molecules residing on each site of the one-dimensional lattice is well accounted for by the dipole–dipole interaction

\[ V_{ij} = \frac{\mathbf{d}_i \cdot \mathbf{d}_j}{|\mathbf{r}_{ij}|^3} - \frac{3(\mathbf{d}_i \cdot \mathbf{r}_{ij})(\mathbf{r}_{ij} \cdot \mathbf{d}_j)}{|\mathbf{r}_{ij}|^5}, \]

(2)

with the relative position \( \mathbf{r}_{ij} = \mathbf{r}_i - \mathbf{r}_j \) between the two polar molecules at site \( i \) and \( j \). The projection of the full dipole–dipole interaction onto the relevant internal states \( |m\rangle \) provides the full many-body Hamiltonian of our system. This projection is most conveniently achieved by introducing the operators \( R^+ = |1\rangle \langle 0| \) and \( L^+ = |\pm 1\rangle \langle 0| \), as well as the projectors \( \mathcal{P} = |1\rangle \langle -1| + |\pm 1\rangle \langle \mp 1| \) and \( \mathcal{Q} = |0\rangle \langle 0| \), see figure 1(b). Within the rotating frame and applying the rotating wave approximation, the projection of the dipole–dipole interaction reduces to

\[ \Delta \]

1 Note that the main mechanism behind the ferroelectric phase transition does not rely on the presence of an electric field. It allows to tune the static interactions in equation (10) and is therefore included for completeness.
$$V_{ij} = \frac{1}{|r_{ij}|^3} \left[ (d_{i1}P_i + d_{00}Q_i)(d_{j1}P_j + d_{00}Q_j) - \frac{d_{10}^2}{2} (L_j^+(L_j - 3R_j) + R_j^+(R_j - 3L_j)) + \text{h.c.} \right]$$

(3)

with the dipole matrix elements $d_{mnm'} = \langle m|d|m'\rangle$. The terms in the first line account for the static dipole–dipole interaction between the different polar molecules due to the induced dipole moments, while the terms in the second line describe the resonant exchange processes. Then, the full many-body Hamiltonian reduces to

$$H = -\Delta \sum_i P_i + \sum_{i<j} V_{ij},$$

(4)

which has a global U(1) symmetry for remaining invariant under a multiplication of the excitation operators $R_i, L_i$ by a phase factor.

We summarize the qualitative behavior of the system in the following: the crucial parameter of this discussion is the detuning $\Delta$. Depending on its value we divide the phase diagram of the system into three different regimes. For large negative values of $\Delta$ an excitation is too costly and all the molecules stay in the ground state (I). Increasing $\Delta$ we arrive at a point where it is energetically favorable to excite some molecules, resulting in a finite in-plane polarization (II). The number of excited molecules then slowly grows until it reaches unity at a certain value of $\Delta$. At this point, the strength of the induced field has dropped from a certain maximum value back to zero. A further increase in $\Delta$ finally leaves the system unaffected (III).

First, we analyze the phase diagram within mean field theory. The general mean-field ansatz takes the form

$$|\psi\rangle = \prod_i \left[ \cos e |0\rangle_i + e^{i\delta \sin (\cos \theta | -1\rangle_i - \sin \theta |1\rangle_i) \right]$$

(5)

with the variational parameters $e, \delta, \theta$. The ground state is then obtained by determining the minimum of the energy $E(e, \delta, \theta) = \langle \psi | H | \psi \rangle$. It is a special property of the one-dimensional geometry, that this variational energy is always minimized for $\theta = \pi/4$, i.e., the system gives rise to an optimal excitation

$$|e\rangle = \frac{1}{\sqrt{2}} (|1\rangle - | -1\rangle).$$

(6)

Furthermore, the U(1) symmetry of the Hamiltonian ensures that the variational energy is independent on the phase $\delta$. These observations allow us to minimize the energy with respect to the only remaining variational parameter $e$, and obtain the ground state energy

$$\frac{E_{\text{mf}}}{N} = \begin{cases} 
\frac{\zeta_3 d_{10}^2}{a^3} & \Delta < \Delta_p \ (I) \\
\frac{\zeta_3 d_{00}^2}{a^3} - \frac{(\Delta - \Delta_p)^2}{2q} & \Delta_p < \Delta < \Delta_p + q \ (II) \\
\frac{\zeta_3 d_{11}^2}{a^3} - \Delta & \Delta_p + q < \Delta \ (III) 
\end{cases}$$

(7)

with $\zeta_3 = \sum_{j=1}^{\infty} j^{-3}$, see figure 2(a). We find two continuous quantum phase transitions at $\Delta = \Delta_p$ and $\Delta = \Delta_p + q$. The critical values are determined by

$$\Delta_p = -\frac{2\zeta_3}{a^3} \left[ d_{00} (d_{00} - d_{11}) + 2d_{10}^2 \right],$$

(8)

and the width of the intermediate phase

$$q = \frac{2\zeta_3}{a^3} \left[ (d_{00} - d_{11})^2 + 4d_{10}^2 \right].$$

(9)

This mean field theory confirms the above expectations: for large negative $\Delta$, all molecules are in the ground state with $e = 0$, which corresponds to phase (I). For increasing detuning $\Delta$, we obtain a phase transition into a phase (II) with a coherent superposition of molecules in the ground state $|0\rangle$ and the optimal excitation $|e\rangle$. This phase breaks the U(1) symmetry and acquires a fixed phase $\delta$ for the superpositions within mean-field. Eventually, a second phase transition appears into phase (III) with all polar molecules excited to the state $|e\rangle$.

The physical interpretation of the intermediate phase is obtained by a study of the dipole operator. It turns out that the latter acquires a macroscopic dipole moment $d_{xy} = d_{01} \sin (2e) \cos (\omega t - \delta) e_x$ along the axis of the one-dimensional system, and therefore corresponds to a ferroelectric phase. Note that this dipole moment is oscillating with the frequency $\omega$ of the micro-wave field. The time-averaged dipole moment is zero but the correlation function $\langle d_{xy}^* d_{xy} \rangle = d_{01}^2 \sin^2(2e)/2$ has a static component due to the phase coherence.
Next we analyze the system beyond mean field theory and analyze the stability of the system towards the formation of crystalline states, where the excitations are ordered periodically in the lattice \[24, 25\]. This approach is achieved via a mapping of the Hamiltonian in (4) onto a Bose–Hubbard model. The basic principle is based on the appearance of the optimal excitation \( |e\rangle = (|1\rangle - |1\rangle)/\sqrt{2} \). We introduce the operators \( b_i^\dagger \) creating an optimal excitation at lattice site \( i \). These operators satisfy the well-known hard-core constraint, as only one excitation on each lattice site is allowed. Then, the corresponding Bose–Hubbard model takes the form

\[
H = \sum_{i<j} U_{ij} n_i n_j - \mu \sum_i n_i - \sum_{i<j} t_{ij} \left( b_i^\dagger b_j + b_j^\dagger b_i \right),
\]

with the number operator \( n_i = b_i^\dagger b_i \). Within this notation, the chemical potential takes the form

\[
\mu = \frac{2\zeta}{a^3} d_{00} (d_{00} - d_{11}) + \Delta,
\]

while the static dipole–dipole interaction provides the Hubbard interaction

\[
U_{ij} = \frac{(d_{00} - d_{11})^2}{r_{ij}^4},
\]

and the resonant dipolar exchange interactions give rise to an effective hopping for the optimal excitations with hopping strength

\[
t_{ij} = \frac{2d_{01}^2}{r_{ij}^4}.
\]

Finally, it is convenient to map the system onto fermions via a Jordan–Wigner-transformation [26]. Introducing the fermionic operators \( c_i^\dagger \), the Hamiltonian reduces to

\[
H = \sum_{i<j} U_{ij} n_i n_j - \mu \sum_i n_i - \sum_{i<j} t_{ij} \prod_{l=i+1}^{j-1} \left( 1 - 2n_l \right) \left( c_i^\dagger c_j + c_j^\dagger c_i \right).
\]

The Jordan–Wigner transformation produces an additional factor \( \prod_{l=i+1}^{j-1} (1 - 2n_l) \) in the hopping term. This factor gives a minus sign for every particle between the lattice sites \( i \) and \( j \). This term can be separated into a quadratic hopping and a many-body interaction term corresponding to a correlated hopping. Close to the phase transition, the number of excitations is very low, and therefore, we can start with analyzing the quadratic terms in the Hamiltonian and then study the influence of the interaction within perturbation theory. Then, the ground state for the non-interacting fermions is determined by a Fermi sea for the momentum states \( \epsilon_k < \mu \) with the dispersion relation \( \epsilon_k = -4d_{01}^2 \sum_{\alpha>0} \cos(\alpha k)/|\alpha|^3 \). Note that the dispersion relation exhibits a logarithmic singularity \( \epsilon_k \sim k^2 \log k \) at small momenta due to the slow decay of the dipolar interaction.

Including the interaction within first order perturbation theory allows us to determine the ground state energy exactly up to the corrections of order \( n^2 \) with \( n \) the fermionic density. The resulting ground state energy is
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\caption{(a) Ground state energy per lattice site in the mean field ansatz showing two continuous quantum phase transitions at \( \Delta = \Delta_p \) and \( \Delta = \Delta_{p+q} \). (b) Magnitude of dipole matrix elements, as appearing in the Hamiltonian (10), in units of the permanent dipole moment \( d \). The red line corresponds to the hopping rate \( d_{01}^2 \), while the blue line corresponds to the interaction \( (d_{00} - d_{11})^2 \). The ratio of the two (black) enters the Luttinger parameter as a perturbation term.}
\end{figure}
shown in figure 3, and demonstrates that the energy of this perturbative treatment is indeed lower than the variational mean-field energy. However, it is important to stress that this exact treatment reproduces the mean-field transition point. Finally, we can also reproduce the second phase transition by a particle-hole transformation, i.e., the second phase transition is characterized by a low density of holes, and allows again to determine the energy of the system for small hole densities.

The mapping onto the Hubbard model provides additional insights into the properties of the ferroelectric phase: first, it allows us to derive the low energy excitations, which are well described by a Luttinger liquid theory. Consequently, the correlation functions decay algebraically and only give rise to quasi long range order as expected from the Mermin–Wagner theorem for a phase transition with a continuous symmetry in one-dimension. The decay of the ferroelectric correlation function is determined by the Luttinger parameter $K$ via $\beta_{ij} K^{\dagger} ii \sim |r_{ij}|^{-K/2}$. In the dilute regime for particles as well as holes, the Luttinger parameter reduces to $K = 1$, while in the intermediate regime it is further reduced by the repulsive interaction and the corrections from the Jordan–Wigner transformation. We can estimate the Luttinger parameter at half filling using the well-established bosonization method [27] to a Hamiltonian including a next-nearest-neighbor hopping correction from the Jordan–Wigner term and a nearest-neighbor interaction

$$K^2 \approx 1 + \frac{1}{4\pi} - \frac{(d_{00} - d_{11})^2}{d_{01}^2} \frac{1}{\pi}. \quad (15)$$

Note that the Luttinger parameter depends on the dipole moments which are determined by the diagonalization of $H_{\text{rot}}$ in (1) and are constraint by the physical implementation of the system. The different contributions are shown in figure 3(b). The fraction determining the ratio of static dipole–dipole-interaction and hopping is limited by $(d_{00} - d_{11})^2 / d_{01}^2 \lesssim 0.391$. The minimal achievable value for the Luttinger parameter is therefore bounded by $K \gtrsim 0.977$. This estimation demonstrates the absence of an additional phase transition within the ferroelectric phase towards a crystalline ordering as the latter requires values of $K < 1/4$. In other words, in the presented setup, the dipolar exchange interactions (providing the hopping) are stronger than the repulsive dipole–dipole interactions. Consequently, the system prefers a ferroelectric phase with algebraic correlations instead of a crystalline arrangement of the excitations.
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