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Abstract. Quantum synchronizable codes (QSCs) are special quantum error-correcting codes which can be used to correct the effects of quantum noise on qubits and misalignment in block synchronization. In this paper, a new class of quantum synchronizable codes of length $2^n$ are constructed by using the cyclotomic cosets, whose synchronization capabilities always reach the upper bound $2^n$.
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1 Introduction

As a key technology for future communication security, quantum communication is bound to be commercially available on a large scale to provide reliable security for the development of the information society. In the process of quantum computing, the qubits of a quantum computer are not isolated, so they inevitably interact with the external environment which destroys the...
coherence between the qubits and leads to quantum decoherence. Using the quantum error-correcting codes is an important method to ensure the integrity and reliability of information in the process of quantum transmission.

Quantum error-correcting codes are used to prevent and correct quantum errors by introducing redundant information in an appropriate way in order to improve the resistance of information to interference. In 1995, Shor [1] gave a quantum error-correcting scheme which aims to reduce the effects of decoherence for information stored in quantum memory. In 1996, Calderbank et al. [2,3] proposed the quantum CSS construction method, which made it possible to construct quantum error-correcting codes by classical error-correcting codes with some special properties. Besides they established the connection between quantum error-correcting codes and classical error-correcting codes. Then, they systematically established a mathematical model of quantum error-correcting codes and gave an effective mathematical method to construct quantum error-correcting codes from classical error-correcting codes from \( F_2 \) to \( F_4 \), by using the characteristic theory of finite exchange groups, so as to construct some good quantum error-correcting codes [4].

Quantum synchronizable codes are special quantum error-correcting codes that can correct both the effect of quantum noise on qubits and misalignment in block synchronization. In 2013, Fujiwara [5] proposed a construction method to generate a QSC by two cyclic codes \( C_1 \) and \( C_2 \) satisfying the chain condition \( C_1^⊥ \subseteq C_1 \subseteq C_2 \). Based on it, the QSC can not only correct at least up to \( \left\lfloor \frac{d_1 - 1}{2} \right\rfloor \) bit errors and at least up to \( \left\lfloor \frac{d_2 - 1}{2} \right\rfloor \) phases errors, but also misalignment up to the left by \( c_l \) qubits and up to the right by \( c_r \) qubits, where \( c_l \) and \( c_r \) are both nonnegative integers. In addition, the method has been proved by Fujiwara et al. which makes the tolerable magnitude of misalignment reach the order of \( f(x) = \frac{g_1(x)}{g_2(x)} \), where \( g_1(x) \) and \( g_2(x) \) are the generator polynomials of \( C_1 \) and \( C_2 \) respectively [6]. Based on the above theory, some QSCs have been constructed recent years. In 2014, Xie et al. constructed QSCs from quadratic residue and their supercodes [7]. Then Li et al. proposed a new method of QSC construction by using the cyclotomic classes of order four in 2019 [8]. Afterwards, Shi et al. [9] obtained some QSCs from the Whiteman’s generalized cyclotomy which is a powerful tool to construct many combinatorial designs in 2020. Recently, some QSCs from cyclotomic classes of order two are constructed by Wang [10].

In 2012, Bakshi et al. proposed a class of constacyclic codes over a finite field and obtained all the self-dual negacyclic codes of length \( 2^n \) over \( F_q \) [11]. Inspired by this article and the theory proposed by Fujiwara et al., we construct two classes of QSCs of length \( 2^n \) from the cyclic codes obtained by \( q \)-cyclotomic cosets. These QSCs can possess good error-correcting capability towards bit errors and phase errors and their misalignment tolerance can reach \( 2^n \) which is the upper limit.

The rest of the paper is organized as follows. Some definitions and notations on cyclic codes and cyclotomic cosets are introduced in Section 2. In Sections 3 and 4 we deduce some dual-containing codes of length \( 2^n \) over \( F_q \) and some
A class of quantum synchronizable codes of length $2^n$ over $F_q$ augmented cyclic codes respectively. Besides, we derive some necessary lemmas to get our main results. Then two classes of QSCs are constructed in Section 5.

2 Preliminaries

Let $F_q$ be a finite field, where $q$ is a power of an odd prime. In this section, we will introduce some properties of cyclic codes and cyclotomic cosets that are needed in our consideration later.

2.1 Cyclic codes

A linear code $C$ of length $N$ and dimension $k$ over $F_q$ is often called a $[N, k]$-linear code. If the minimum distance $d$ of $C$ is known, it is also sometimes referred to as an $[N, k, d]$-linear code. Besides, a linear code $C$ is called a cyclic code if ${c_0, c_1, \cdots, c_{N-1}}$ is a codeword of $C$ and ${c_{N-1}, c_0, \cdots, c_{N-2}}$ is also a codeword of $C$. In order to convert the combinatorial structure of cyclic codes into an algebraic one, we consider the following correspondence $\pi$:

$$\pi : F_q^N \rightarrow F_q[x]/(x^N - 1), \ (a_0, a_1, \cdots, a_{N-1}) \mapsto a_0 + a_1x + \cdots + a_{N-1}x^{N-1}.$$ 

Then $\pi$ is an $F_q$-linear transformation of vector spaces over $F_q$. Now we can identify a codeword $(c_0, c_1, \cdots, c_{N-1})$ with the polynomial $c(x) = \sum_{i=0}^{N-1} c_ix^i$. From the definition of $\pi$, we know that a nonempty subset $C$ of $F_q^N$ is a cyclic code if and only if $\pi(C)$ is an ideal of $F_q[x]/(x^N - 1)$. Besides, if $I$ is a nonzero ideal in $F_q[x]/(x^N - 1)$ and $g(x)$ is a nonzero monic polynomial of the least degree in $I$, then $g(x)$ is a generator of $I$ and divides $x^N - 1$. And $h(x) = x^{N-1}$ is called the parity check polynomial of $C$. The dual code of $C$ is defined by $C^\perp = \{ c' \in F_q^N \mid (c', c) = 0 \text{ for all } c \in C \}$, where $(c', c)$ is the Euclidean inner product of $c'$ and $c$. The generator polynomial of $C^\perp$ is $\overline{h}(x)$, where $\overline{h}(x) = h(0)^{-1}x^{\deg(h(x))}h(x^{-1})$ is the reciprocal polynomial of $h(x)$.

Lemma 1 \cite{12} Let $C$ be a cyclic code of length $N$ over $F_q$. Let $\alpha$ be a primitive $N$th root of unity in an extension field of $F_q$. Assume the set consisting of the roots of the generator polynomial of $C$ includes the set $\{\alpha^i | i_1 \leq i \leq i_1 + d - 2 \}$. Then the minimum distance of $C$ is at least $d$.

2.2 Cyclotomic cosets

For any $s \geq 0$, let $C_s = \{ s, sq, sq^2, \cdots, sq^{m_s-1} \}$ denote the $q$-cyclotomic coset containing $s$ modulo $2^n$, where $m_s$ is the least positive integer such that $sq^{m_s} \equiv s \pmod{2^n}$.
**Definition 1** Let $\alpha$ be a primitive $2^n$-th root of unity in some extension field of $F_q$. It is well known that \[ M_s(x) = \prod_{i \in C_s} (x - \alpha^i) \tag{1} \] is the minimal polynomial of $\alpha^s$ over $F_q$ and 
\[ x^{2^n} - 1 = \prod_{s \in \omega} M_s(x) \] gives the factorization of $x^{2^n} - 1$ into irreducible factors over $F_q$, where $\omega$ is a complete set of representatives from distinct $q$-cyclotomic cosets modulo $2^n$.

**Lemma 2** \[11\] Let $n \geq 3$ and $q = 1 + 2^z c$, where $z \geq 2$ and $c$ is odd. All the distinct $q$-cyclotomic cosets modulo $2^n$ are given by $C_0$, $C_{2^n-1}$ and $C_{S2^n-r}$ for $2 \leq r \leq n$ and $S$ runs over $S_r$ for each $r$, where \[ S_r = \begin{cases} \{ \pm 1, \pm 3, \cdots, \pm 3^{(2^z-1)/2}\}, & z + 1 \leq r \leq n, \\ \{ \pm 1, \pm 3, \cdots, \pm 3^{(2^r-2)/2}\}, & 2 \leq r \leq z. \end{cases} \tag{2} \]

**Definition 2** According to the definition of $M_s$, denote $s$ in a more specific form, i.e., $S2^n-r$, where $S, n, r$ are the same as in Lemma 2. Now we define $M_{S2^n-r}$ as follows \[ M_{S2^n-r}(x) = \prod_{i \in C_{S2^n-r}} (x - \alpha^i). \tag{3} \]

**Lemma 3** For any $s \geq 0$, let $C_s = \{ s, sq, sq^2, \cdots, sq^{m_s-1} \}$ be the same meaning as in Lemma 2 and $m_s$ be the least positive integer such that $sq^{m_s} \equiv s \pmod{2^n}$. Then we have \[ m_s = \begin{cases} 2^{n-z}, & n \geq z + 1, \\ 1, & n \leq z. \end{cases} \tag{4} \]

**Proof** Combining with Lemma 2 we only consider the $q$-cyclotomic cosets given by $C_{S2^n-r}$ (where $r = n$) as an example, others can be proved similarly.

(i) For $n \leq z$,
because of $q = 1 + 2^z c$, we have $2^z \mid q - 1$. When $n = z$, the conclusion obviously holds; when $n < z$, we have $2^n \mid 2^z$, so it is easy to have $2^n \mid q - 1$. Hence, $\text{ord}(q) = 1$, i.e. $m_s = 1$.

(ii) For $n \geq z + 1$,
when $n = z + 1$, because of $2^z \mid q - 1$ and $q \equiv 1 \pmod{4}$, we have $2^{z+1} \mid q^2 - 1$. Next we prove our conclusion by mathematical induction. First, suppose $n = k \geq z + 1$, $2^k \mid q^{2^{k-1}-1}$ is true. Second, we prove when $n = k + 1$, $2^{k+1} \mid q^{2^{k+1}-z} - 1$ is true and $k + 1$ is the minimum integer. We know that $q^{2^{k+1}-z} - 1 = (q^{2^{k}-z} - 1)(q^{2^{k}-z} + 1)$. By the assumed conditions and $2^k \mid q^{2^{k}-z} + 1$, the integer-division relationship is obtained. Now let $s$ is the order of $q$, then
we have $2^{k+1}|q^k-1$. And because $2^{k+1}|q^{z^i-1}$, we have $2^{k+1}|\gcd(q^k-1, q^{z^i-1})$, i.e. $2^{k+1}|\gcd(s, q^{z^i-1}) - 1$, then $2^{k+1} | s$. Let $s = 2^{k+1} s_1$. If $s_1 = 1$, we have $2^{k+1} | q^{z^i-1}$, then $2^{k+1} | q^{z^i-1} - 1$, which contradicts the hypothesis. So $s_1 \geq 2$. Then $s = 2^{k+1} s_1$ and we obtain the value of $m_s$. \hfill \Box

3 Dual-containing codes of length $2^n$

In this section, we study some factorizations of cyclotomic polynomials to construct dual-containing codes.

**Lemma 4** [14] Let $n \geq 1$, $q = 1 + 2^c$, $z \geq 2$, and $c$ is odd, i.e. $q \equiv 1 \pmod{4}$. Then we have

$$x^{2^n} - 1 = M_0(x) M_{2^{n-1}}(x) \prod_{r=2}^{n} \prod_{S \subseteq S_r} M_{S^{2^{n-r}}}(x),$$

where $S_r$ is mentioned in Lemma [5].

**Lemma 5** [14] Let the notations be the same as above. Let $C$ be a cyclic code of length $N$ over $F_q$ with the generator polynomial $g(x)$. Then $C$ contains its dual code if and only if

$$g(x) = h_1(x)^{b_1}(\tilde{h}_1(x))^{c_1} h_2(x)^{b_2}(\tilde{h}_2(x))^{c_2} \cdots h_t(x)^{b_t}(\tilde{h}_t(x))^{c_t},$$

where $b_j, c_j \in \{0, 1\}$ and $b_j + c_j \leq 1, 1 \leq j \leq t.$

From Lemma [5], we know that the cyclic code $C = \langle g(x) \rangle$ contains its dual code if and only if $g(x)$ has no self-reciprocal irreducible factor over $F_q$.

Let $n \geq 1$, $q = 1 + 2^c$, $z \geq 2$, and $c$ is odd. Then let the polynomial

$$g(x) = \prod_{r=2}^{n} \prod_{S^+ \in S^+_r} \prod_{S^- \in S^-_r} (M_{S^+^{2^{n-r}}} (x))^{\varepsilon_{S^+^{2^{n-r}}}} (M_{S^-^{2^{n-r}}} (x))^{\varepsilon_{S^-^{2^{n-r}}}} = \prod_{r=2}^{n} \prod_{S^+ \in S^+_r} \prod_{S^- \in S^-_r} (M_{S^+^{2^{n-r}}} (x))^{\varepsilon_{S^+^{2^{n-r}}}} (M_{S^-^{2^{n-r}}} (x))^{\varepsilon_{S^-^{2^{n-r}}}} = \prod_{r=2}^{n} \prod_{S^+ \in S^+_r} \prod_{S^- \in S^-_r} (M_{S^+^{2^{n-r}}} (x))^{\varepsilon_{S^+^{2^{n-r}}}} (M_{S^-^{2^{n-r}}} (x))^{\varepsilon_{S^-^{2^{n-r}}}}, \quad (5)$$

where $S^+_r$ and $S^-_r$ are two sets which contains all the positive elements and negative elements in $S_r$ respectively, $\varepsilon_1$ and $\varepsilon_1$ are equal to 0 or 1, $\varepsilon_1 + \varepsilon_1 \leq 1$ and $i = S^{2^{n-r}}, S \in S_r$.

**Lemma 6** Let $C_a$ be the cyclic codes generated by $g(x)$ defined in [5]. Then $C_a^+ \subseteq C_a$.

**Proof** By the definition of the reciprocal polynomial and $M_s(x)$ defined by [1], we obtain the reciprocal polynomial of $M_s(x)$ is

$$\widetilde{M}_s(x) = (M_s(0))^{(1)} C_i M(x^{-1}) = \prod_{i \in C_s} (-\alpha^i)^{-1} \prod_{i \in C_s} (1 - x\alpha^i) = \prod_{i \in C_s} (x - \alpha^i),$$
Table 1 Some dual-containing cyclic codes

| \(g(x)\)                  | Codes  | Duals  | Optimal or almost optimal |
|----------------------------|--------|--------|---------------------------|
| \(g_2(x)(x - \alpha^2)\)  | \([8, 5, 3]_5\) | \([8, 3, 4]_5\) | \(C_a\) is optimal and \(C_a^\perp\) is almost optimal |
| \(g_2(x)(x - \alpha^3)(x - \alpha^4)(x - \alpha^7)\) | \([8, 3, 4]_5\) | \([8, 5, 2]_5\) | both almost optimal |
| \(g_2(x)g_3(x)\)          | \([16, 7, 8]_5\) | \([16, 9, 6]_5\) | both almost optimal |

Note: \(g_2(x) = (x - \alpha^3)(x - \alpha^4)(x - \alpha^7)(x - \alpha^8)(x - \alpha^9)(x - \alpha^{10})(x - \alpha^{12})(x - \alpha^{14})\),
\(g_3(x) = (x - \alpha^3)(x - \alpha^4)(x - \alpha^5)\).

where \(|C_s|\) denotes the element number in coset \(C_s\) and \(\alpha\) is given by Definition 1. According to the definition of \(C_s\), \(-1 \in C_{-1}\). Then
\[
\tilde{M}_s(x) = \prod_{i \in C_{-s}} (x - \alpha^i). \tag{6}
\]

From Lemma 2 \(C_{-1} \neq C_1\). Hence, we obtain \(C_s \neq C_{-s}\). Then \(M_s(x) \neq \tilde{M}_s(x)\).

By Lemma 5 the lemma is proved. \(\Box\)

4 Augmented cyclic codes

In this section, we deduce some augmented cyclic codes by the cyclic codes given in section 3.

Lemma 7 Let the symbols be the same as before. Suppose two types of cyclic codes are
\[
C_a = \prod_{r=2}^{n-1} \prod_{S^+ \in S^+_r} \prod_{S^- \in S^-_r} (M_{S^+} + S^+ - r(x))^{\epsilon_{S^+ - r}} (M_{S^-} - S^- - r(x))^{\epsilon_{S^- - r}} \prod_{S^+ \in S^+_r} (M_{S^+} + S^+ - r(x))^\epsilon \prod_{S^- \in S^-_r} (M_{S^-} - S^- - r(x))^{\epsilon'} \right]
\]
and
\[
C_b = \prod_{r=2}^{n-1} \prod_{S^+ \in S^+_r} \prod_{S^- \in S^-_r} (M_{S^+} + S^+ - r(x))^{\phi_{S^+ - r}} (M_{S^-} - S^- - r(x))^{\phi_{S^- - r}} \prod_{S^+ \in S^+_r} (M_{S^+} + S^+ - r(x))^\phi \prod_{S^- \in S^-_r} (M_{S^-} - S^- - r(x))^{\phi'} \right]
\]
where \(S^+_r\) and \(S^-_r\) are two sets which contain all the positive elements and negative elements in \(S_r\) respectively, \(M_i(x)\) is the factor of \(M_i\), \(\epsilon_i\), \(\epsilon_i\), \(\phi_i\), and \(\varphi_i\) are equal to 0 or 1 for each relevant \(i\), \(i = S^2r\), \(S \in S_r\), and \(\epsilon_i + \epsilon_i \leq 1\), \(\phi_i + \varphi_i \leq 1\), and \(\epsilon_i + \epsilon_i = 1\). Besides, \(\phi_i \leq \epsilon_i\) and \(\varphi_i \leq \epsilon_i\). Then we have \(C_a \subseteq C_b\).

Proof The result can be obtained easily by 5 and Lemma 6. \(\Box\)
Table 2 Some augmented cyclic codes

| $C_a$ | $C_b$ | Optimal or almost optimal |
|-------|-------|---------------------------|
| $[8, 5, 3]_5$ | $[8, 7, 2]_5$ | both optimal |
| $[16, 11, 3]_5$ | $[16, 15, 2]_5$ | $C_a$ is almost optimal and $C_b$ is optimal |
| $[16, 7, 8]_9$ | $[16, 9, 6]_9$ | both almost optimal |

5 Quantum synchronizable codes from cyclotomic polynomials

Now, we construct some quantum synchronizable codes from the cyclic codes given in section 4.

5.1 Quantum synchronizable codes

Formally speaking, if a coding scheme encodes $k$ logical qubits into $N$ physical qubits and corrects misalignment by up to $c_l$ qubits to the left and up to $c_r$ qubits to the right, we call it a $(c_l, c_r) - [\lfloor N/k \rfloor]$ quantum synchronizable code. The following gives the general construction of quantum synchronizable codes.

**Lemma 8** [5] Let $C_1$ be an $[N, k_1, d_{1}]_q$ cyclic code with generator $g_1(x)$ and $C_2$ be an $[N, k_2, d_{2}]_q$ cyclic code with generator $g_2(x)$ such that $k_1 < k_2$. Assume that $C_1^\perp \subseteq C_1 \subseteq C_2$ and $f(x) = \frac{g_1(x)}{x^\alpha}$, Then there exists a $(c_l, c_r) - [\lfloor N/k \rfloor]$ quantum synchronous codes that corrects at least up to $\lfloor \frac{d_{1} - 1}{2} \rfloor$ bit errors and at least up to $\lfloor \frac{d_{2} - 1}{2} \rfloor$ phase errors, where $c_l$ and $c_r$ are two nonnegative integers satisfying $c_l + c_r < \text{ord}(f(x))$.

5.2 Maximum misalignment tolerance

In this subsection, let $C_{\pm i}$ denote the cyclotomic coset pairs, where $i = S^{2^{n-r}}$, $n \geq 3$, $2 \leq r \leq n$ and $S \in S_r$. For any $f(x)|x^{2^{n}} - 1$. If $\text{ord}(f(x)) = 2^n$, then the QSC has the maximum misalignment tolerance, where $\text{ord}(f(x))$ is defined as follows. If $f(0) \neq 0$, then the order of $f(x)$ is the smallest integer $e$ satisfying $f(x)x^e$. If $f(0) = 0$, then $f(x) = x^e g(x)$, where $g(0) \neq 0$, then $\text{ord}(f(x)) = \text{ord}(g(x))$.

**Lemma 9** [5] Let $f(x)$ be defined as above. If there exists an $\alpha^i$ such that $f(\alpha^i) = 0$, where $(i, 2^n) = 1$, then $\text{ord}(f(x)) = 2^n$.

**Lemma 10** Suppose that $r = n$ and $z = n - 1$. Let the cyclic codes $C_a = \langle g_1(x) \rangle$ and $C_b = \langle g_2(x) \rangle$, where $\bar{M}_S(x) \prod_{j=1}^{n-3} (x - \alpha^{2^j}) | g_1(x), \bar{M}_S(x) \prod_{j=1}^{n-3} (x - \alpha^{2^j}) | g_2(x), \tilde{M}_S(x) = \prod_{k=1}^{z-3} (x - \alpha^{2k-1})(x - \alpha^z), e_k$ is another element of the cyclotomic coset in which $2k - 1$ is located for relevant $k$ and $\alpha$ is given by Definition 7. Then $C_a^\perp \subseteq C_a \subseteq C_b.$
and the minimum distance $d_1$ of $C_a$ is at least $2^{n-2}+1$, the minimum distance $d_2$ of $C_b$ is at least $2^{n-2}$.

Proof In this paper, we define the odd-even relation and order relation of elements in $\mathbb{Z}_{2^n}$ as them in the integer set. According to the assumptions, the elements in cyclotomic cosets $C_{2a}$ correspond to the elements in $\mathbb{Z}_{2^n}$. Recall that the order of $q$ is $2^{n-2}$ by (3), so there are two elements $s, sq$ in each cyclotomic cosets. By (2), we have

$$M_S(x) = M_{\pm 1}(x)M_{\pm 3}(x)\cdots M_{\pm 3^{n-3}-1}(x).$$

Then we get $2^{n-3}$ odd numbers by taking the smallest odd number in each cyclotomic coset pair $C_{\pm s}$ whose elements are in $\{0, 1, \ldots, 2^n - 1\}$ by module $2^n$. So there exists at most $2^{n-3}$ consecutive odd numbers if and only if the next consecutive odd number is not in a previously taken cyclotomic coset pairs. Now we prove this fact. Suppose $v = 2k - 1$, where $k = 1, 2, \ldots, 2^{n-3}$. Then $-v = 2^n - v (\text{mod } 2^n)$, and

$$-vq = (2^n - v)q (\text{mod } 2^n) = (2^{n-1} - k)(2^{n-1}c + 1) (\text{mod } 2^n) = 2^{n-1} - 2k + 1 (\text{mod } 2^n) \geq 2^{n-2} + 1.$$ 

So odd numbers $1, 3, \ldots, 2^{n-2} - 1$ are not in $C_{\pm s}$. In order to satisfy the condition of Lemma 1, now we find some evens. Since ord($q$) = 1 when $r \neq n$, there is only one element in each cyclotomic coset. That means we must be able to get different evens in different cyclotomic cosets. Then we get at least $2^{n-2}$ consecutive numbers. By Lemma 1, the cyclic code $C_a$ has the minimum distance $d_1$ which is at least $2^{n-2} + 1$. Notice that the reciprocal polynomial of $\prod_{i \in C_a}(x - a^i)$ is $\prod_{i \in C_{\pm s}}(x - a^i)$ and $g_2(x)|g_1(x)$, hence $C_{\pm 1} \subseteq C_a \subseteq C_b$. The minimum distance $d_2$ of the cyclic code $C_b$ can be obtained similarly. $\square$

Example 1 Let $n = 5, z = 4$, and $q = 1 + 2^5c = 17$. Then $C_S$ can be divided into eight cyclotomic cosets since $S$ can be taken as $\pm 1, \pm 3, \pm 3^2$ and $\pm 3^3$ in this case. Then $C_1 = \{1, 17\}, C_{-1} = \{31, 15\}, C_3 = \{3, 19\}, C_{-3} = \{29, 13\}, C_{3^2} = \{9, 25\}, C_{-3^2} = \{23, 7\}, C_{3^3} = \{27, 11\}, C_{-3^3} = \{5, 21\}$. From these cyclotomic cosets, we know that $1, 3, 5, 7$ are in $C_{\pm 1}, C_{\pm 3}, C_{\pm 3^2}, C_{\pm 3^3}$ respectively. By inserting $2, 4, 6, 8$ from $C_2, C_{2^2}, C_0, C_{2^3}$ respectively, we get at least eight consecutive numbers $1, 2, \ldots, 8$. By Lemma 1, the minimum distance $d$ of the cyclic code $C = \langle g(x) \rangle$ is at least 9, where

$$(x - \alpha^{17})(x - \alpha^{19})(x - \alpha^{21})(x - \alpha^{23}) \prod_{i=1}^4(x - \alpha^{2^i-1}) \prod_{j=1}^4(x - \alpha^{2j})|g(x).$$

Theorem 1 Suppose that $q = 1 + 2^zc$, where $z = n - 1$ and $c$ is odd. For any nonnegative integers $c_l$ and $c_r$ with $c_l + c_r < 2^n$, there exists a $(c_l, c_r) - [[2^n + c_l + c_r, 2^{n-2} - 2\delta_1]]_q$ QSC which corrects at least up to $\left\lfloor \frac{2^{n-2} - 1}{2} \right\rfloor$ bit errors and at least up to $2^{n-3}$ phase errors, where $\delta_1 \leq 2^{n-2} - 2$. 
Proof Let $\hat{M}_S(x)$ and $\overline{M}_S(x)$ be the same as defined in Lemma 10. Then let

$$g_1(x) = \hat{M}_S(x) \prod_{j=1}^{2^{n-3}} (x - \alpha^{2^j}) \prod_{s=1}^{\delta_1} M_s(x)$$

and

$$g_2(x) = \overline{M}_S(x) \prod_{j=1}^{2^{n-3}} (x - \alpha^{2^j}) \prod_{s=1}^{\delta_1} M_{s_i}(x),$$

where $\delta_i$ is either 0 or 1 for each $i$, $\alpha$ is given by Definition 1 and $C_s$ are some cyclotomic cosets that exclude $C_S$, $C_{2j}$ and $C_{2^{n-2}j}$. By Lemmas 6 and 7 we have cyclic codes $C_a = \langle g_1(x) \rangle$ and $C_b = \langle g_2(x) \rangle$ satisfying $C_a^\perp \subseteq C_b \subseteq C_b$. Besides, $f(x) = \frac{g_1(x)}{g_2(x)}$ contains an irreducible factor of $M_S(x)$. Thus, by Lemma 9 we have $\text{ord}(f(x)) = 2^n$, which is the upper bound of the synchronization capabilities of this QSC. By Lemma 10 we know that the minimum distance $d_1$ of the cyclic code $C_a$ generated by $g_1(x)$ is at least $2^{n-2} + 1$ and the minimum distance $d_2$ of the cyclic code $C_b$ generated by $g_2(x)$ is at least $2^{n-2}$. Note $\deg(g_1(x)) = 2^{n-2} + 2^{n-3} + \delta_1$. Then by Lemma 8 one can get the conclusion.

Example 2 Let $z = 3, c = 5, n = 4$. Then $q = 1 + 2^2c = 41$, and the length of the QSC is 16. When $r = n$, we obtain

$$M_S(x) = (x - \alpha)(x - \alpha^3)(x - \alpha^5)(x - \alpha^7)(x - \alpha^9)(x - \alpha^{11})(x - \alpha^{13})(x - \alpha^{15}).$$

According to Lemma 10 let

$$\hat{M}_S(x) = (x - \alpha)(x - \alpha^3)(x - \alpha^9)(x - \alpha^{11}),$$

and

$$C_a = \langle(x - \alpha)(x - \alpha^3)(x - \alpha^9)(x - \alpha^{11}) \prod_{j=1}^{2}(x - \alpha^{2^j})(x - \alpha^{6}) \rangle,$$

$$C_b = \langle(x - \alpha^3)(x - \alpha^{11}) \prod_{j=1}^{2}(x - \alpha^{2^j}) \rangle.$$
6 Conclusion

In this paper, we obtain a new class of quantum synchronizable codes of length $2^n$ over $\mathbb{F}_q$, whose best attainable misalignment tolerance can be achieved, where $q \equiv 1(\text{mod } 4)$. These QSCs also possess good error-correcting capability towards bit errors and phase errors. Besides, the minimum distance of the cyclic codes we obtained is at least $2^{n-2} + 1$ and $2^{n-2}$ respectively, which means the corresponding QSCs can correct at least up to $\lfloor \frac{2^{n-2}-1}{2} \rfloor$ bit errors and at least up to $2^{n-3}$ phase errors. It would be interesting to construct QSCs of length $2^n$ with maximal tolerance against misalignment based on constacyclic codes.
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