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Recently, ship target detection in Synthetic aperture radar (SAR) images has become one of the current research hotspots and plays an important role in the real-time detection of sea regions. The traditional SAR ship detection methods usually consist of two modules, one module named land-sea segmentation for removing the complicated land regions, and one module named ship target detection for realizing fine ship detection. An algorithm combining the Unet-based land-sea segmentation method and improved Faster RCNN-based ship detection method is proposed in this paper. The residual convolution module is introduced into the Unet structure to deepen the network level and improve the feature representation ability. The K-means method is introduced in the Faster RCNN method to cluster the size and aspect ratio of ship targets, to improve the anchor frame design, and make it more suitable for our ship detection task. Meanwhile, a fine detection algorithm uses the Gaussian function to fuse the confidence value of sea-land segmentation results and the coarse detection results. The segmentation and detection results on the established segmentation dataset and detection dataset, respectively, demonstrate the effectiveness of our proposed segmentation methods and detection methods.

1. Introduction

Synthetic aperture radar (SAR) is an active microwave remote sensing sensor [1, 2]. Compared with optical sensors, it has the capabilities of all-day, all-weather, multi-angle, and long-distance monitoring [3–5]. SAR has been widely used in civil fields such as marine rescue, law enforcement, and other fields in marine real-time monitoring and detection [6–9]. With the continuous development of high-resolution SAR imaging technology, a large number of SAR images can be used for marine ship detection [10, 11]. Meanwhile, ship target detection in SAR images has become one of the current research hotspots and plays an important role in the real-time detection of sea areas. Therefore, it is of great significance to study ship target detection algorithms in SAR images [11–14].

At present, many scholars have studied ship target detection in SAR images. An effective method is to divide the detection process into two steps [14–16]: the first step is land-sea segmentation, and the second step is ship target detection, as shown in Figure 1. Since the ship target to be detected in the SAR image is not necessarily in the pure sea background, and the gray value of the land part in the SAR images is very close to the ship target, it is necessary to remove the land part to avoid a large number of false targets on the land in the subsequent detection process [4, 17].

In the research of SAR image sea-land segmentation, there are lots of methods based on threshold [18, 19] and its improvement, such as the Otsu algorithm [20]. According to the difference of gray characteristics between target and background, a threshold is calculated to maximize the variance between these regions, and the best threshold is
used for image binarization to realize sea-land segmentation [20, 21]. Although this method is simple and easy to operate, the segmentation accuracy is relatively poor under strong sea clutter and complicated land background. There are also some methods based on edge detection and its improvement [18, 22, 23]. Isikdogan et al. [24] proposed the average ratio method to connect the edge points detected in the SAR image into a closed curve to form the region to be segmented. There is also Markov random field (MRF) segmentation methods based on Bayesian theory [19]. These contour feature-based segmentation methods make use of the local structures of SAR images. Although the segmentation performance has been improved by these methods, their complex computation leads to slow speed. Sea-land segmentation in SAR image is essentially a special form of semantic segmentation. Inspired by the great success of deep learning in target classification, there have been many types of research using deep learning for semantic segmentation [7, 8, 25, 26]. With the continuous development of deep learning, there are many segmentation models with better effects, which are based on Fully Convolutional Network (FCN) [27]. FCNs replace the fully connected layer in traditional CNNs with convolution layers and pooling layers. This strategy can significantly decrease the computation complexity and improve the segmentation accuracy. Inspired by FCN, Unet [22, 28] proposes the typical encoding-decoding segmentation structure and introduces skip connection between encoding and decoding modules and further combines high-dimensional and low-dimensional features which can improve the segmentation performance, especially in medical segmentation. In this paper, considering the inadequate connection between adjacent layers, the residual connection is introduced into the encoding-decoding module of Unet to improve the accuracy of sea-land segmentation.

For the module of ship target detection, there are many detection methods; the main point is to directly detect ships in the SAR image. The most classic ship target detection method is the constant false alarm rate (CFAR) algorithm [29–31]. CFAR was first proposed by Finn in 1996, and then scholars from all over the world put forward a series of improved algorithms, such as the two-parameter CFAR algorithm [15, 30]. CFAR algorithm is now the most widely used algorithm in the field of SAR image target detection. For different sea clutter situations, researchers have proposed CFAR algorithms based on different clutter statistical models, including Gaussian distribution model, Rayleigh distribution model, lognormal distribution model, Weibull distribution model, K distribution model, and G0 distribution model. In recent years, due to the development of deep learning in the field of target detection, some researchers have proposed a ship target detection method based on deep learning in SAR images [10, 12, 32–35]. These detection algorithms are mainly divided into two categories. The first is a two-stage target detection algorithm represented by Fast RCNN (region CNN) [17, 33, 36]. In these type of detection methods, the selective search method or the region proposal network firstly generates the candidate target bounding boxes, then the classification network classifies the extracted target boxes as target or background. Based on target localization and target classification, the detection accuracy of two-stage detection methods is high. However, too much convolution layers also lead low computation efficiency. The second methods are the single-stage target detection algorithm, mainly represented by SSD (single shot multibox detector) [37–40] and YOLO (you only look once). This kind of algorithm does not need to generate candidate regions, but directly uses the regression method for target detection, and takes into account both detection efficiency and accuracy. Especially, Li et al. [41] proposed ship target detection in SAR images based on generated countermeasure network. These deep-learning-based methods have achieved good performance in ship detection. However, if the datasets cannot meet the requirements, the detection effect of these algorithms will become worse when they encounter SAR images that are quite different from the scene of the dataset [38, 42]. In this paper, considering the special sample distribution in our ship detection dataset, the K-means is introduced into the two-stage detection method to realize accurate localization of ship targets.

This paper introduces the deep-learning-based detection method into large-scale SAR ship detection. Through analyzing the detection results of SAR images within land and sea regions, we find that the false alarm rate of detection is too high due to the existence of land background. To overcome this issue, an algorithm combining the Unet-based [19] land-sea segmentation method and Faster RCNN-based [9] ship detection method is proposed in this
paper. More specifically, we first introduce the residual convolution module into the encoding module and decoding module of the Unet structure. With this residual module, the high-dimensional feature can be extracted from input SAR images and the clearer water-land boundary information can be retained in the corresponding segmentation results. Then, according to the characteristics of ship targets in the dataset, K-means is introduced to cluster their size and length-width ratio. Based on the clustering results, an anchor frame suitable for SAR ship targets in SAR images is designed for a Faster RCNN detection framework. The feature extraction module, region generation network, recognition module, and loss function of our detection network is introduced in detail. Finally, according to the results of land-sea segmentation, the sea confidence value modeled by Gaussian function weight is established and introduced into our detection frame, and the detection result is further improved. The results on the sea-land segmentation dataset, ship detection dataset, and large-scene SAR images demonstrate the effectiveness of our ship detection method.

This paper begins in Section 2 which shows the results of our sea-land segmentation dataset and ship detection dataset. In Section 3, the sea-land segmentation method and detection method are explained. The experimental results and corresponding analyses are described in Section 4. Section 5 concludes this paper.

2. Dataset

The SAR sea-land segmentation dataset and ship detection dataset are shown as follows.

2.1. Sea-Land Segmentation Dataset. In this paper, we select 5 high-resolution and large-scene Gaofen-3 SAR images to form the land-sea segmentation dataset. Gaofen-3 SAR system is a C-band multi-mode SAR satellite of China with multi-polarization [4]. These selected images acquired with spotlight mode and HH/HV polarization belong to the second-level data of the Gaofen-3 system which is processed through radiometric calibration and geometric rectification. The two dimension resolution of these images is 1 m × 1 m. Two Gaofen-3 images used in our dataset are shown in Figures 2(a) and 2(c). These images include complex land backgrounds and large-scale water regions. Meanwhile, some ships are sparsely distributed in the water regions. Using these high-resolution images to train the segmentation model, we believe the well-trained model can effectively discriminate between water regions and land regions.

We use the Labelme annotation tool to mask the SAR images to get the masked ground truth. It is noticeable that we only label the water regions with a large area as the ships are usually driving or moored at open large-scale water regions. The annotated labels corresponding to Figures 2(a)
and 2(c) are shown in Figures 2(b) and 2(d). One can see that the annotated labels can well represent the true water regions and background. Since the large size of these images is not conducive to directly use in subsequent network training, it is necessary to preprocess the original large image. First, downsampling the original large image to reduce the resolution to 1/4 of the original, and then clipping it according to the standard image size without overlapping, and filling the insufficient size with 0 pixels directly. After clipping, the dataset is augmented by rotation, left-right, and up-down flipping, and the labeled images are synchronously operated. Finally, 14216 small images and their labels with size $512 \times 512$ pixels are obtained, which completes the production of the dataset. The dataset is used for training (12796) and testing (1420) at a ratio of 9:1. Four training images and their corresponding annotated labels are shown in Figure 3. In the labeled image, 255 pixels represent land while 0 pixel represents the sea.

2.2. Ship Detection Dataset. In this paper, 14 large-scene spaceborne SAR images are taken as the source of ship detection dataset while 5 images come from the above land-sea segmentation dataset. All these images with high-resolution of 1–3 m contain different ship targets. Two images of them are shown in Figure 4. One can see that there are lots of ships of various shapes and sizes in the open water region. Since the reflection energy of ship targets is larger than that of water regions and other backgrounds, the intensity of SAR ships is usually higher than other backgrounds. However, the strong sea clutter in the sea region and the complex building in the land background with high intensity can also lead to a high false alarm in the detection results. Thus, using these images to construct the ship detection dataset, the well-trained detection model will have a good detection performance and robustness to the real complicated ship detection task.

Similar to the land-sea segmentation dataset, the size of the original image in the ship detection dataset is too large to be directly sent into the detection model. Thus, we still crop the region containing the ship targets into small SAR patches with size of $600 \times 600$ pixels. In the process of clipping, the multi-scale clipping method is used to get different sizes of small images, to obtain more feature information in the training process. The small images are flipped up and down, left and right to expand the data, and a total of 1242 images are obtained. The training set, verification set, and test set are divided by 7:2:1. To train the ship target detection network, the dataset of ship target is made with the VOC2007 format standard. A few cropped images are shown in Figure 5.

3. Proposed Method

As shown in Figure 6, the proposed method consists of three modules, the residual structure-based Unet for sea-land segmentation, the K-means-based Faster RCNN for coarse ship detection, and the confidence weighting with Gaussian function for final ship detection. A detailed description of these modules is shown as follows.

3.1. Residual Structure-Based Unet for Sea-Land Segmentation. Although the original Unet structure [28] transmits the high-resolution features of the encoding module, the high-resolution edge information before pooling operation does not pass through any convolution layer with the skip connection [4, 43]. Thus, the learned high-resolution edge information by above skip connection does not contain enough high-resolution edge information of the input image. Based on the Unet network structure, the
Figure 4: Two images in our ship detection dataset.

Figure 5: A few images in our ship detection dataset.

Figure 6: Flow chart of the proposed method.
The main body of our land-sea segmentation network is divided into two modules: encoding module and decoding module. The residual network is introduced to the original Unet network to form the residual convolution module to deepen the network level. Meanwhile, the residual network has the advantage of avoiding the deepening network gradient vanishing [44]. With the above improvements, the architecture of the sea-land segmentation network based on our improved Unet structure is shown in Figure 7.

In Figure 7, the encoding module is composed of multiple residual convolution modules [45] and max-pooling layers. With the pooling layers in the encoding module, the size of the feature map decreases. The decoding module is composed of residual convolution modules and bilinear interpolation upsampling. The upsampling layers recover the size of the feature map to the same size as the input image through layer-by-layer upsampling. Through the skip connection, the size of each upsampling result and the size of corresponding encoding feature maps are spliced. Thus, the high-resolution low-level features are connected to the decoding module, and the high-level information and low-level information are fused to improve the segmentation accuracy. The final output segmentation layer is implemented by the convolution layer. Since the image only contains two categories of sea and land, the sigmoid function can be used to complete the pixel classification. The detailed structure of the segmentation network is shown as follows.

3.1.1. The Architecture of the Residual Block. The structure of the residual block in our land-sea segmentation network is shown in Figure 8. Each residual block contains two convolution layers with kernel size $3 \times 3$. After each convolution layer, the batch normalization (BN) [45] operation is carried out and the activation function is used to activate the residual convolution block. What is more, the shortcut connection is realized by using one convolution layer and adding it to the output feature maps to get more abundant combination information.

3.1.2. Encoding Module. The encoding module of our segmentation network is shown in Table 1, which contains five residual blocks and four downsampling layers. Given the input SAR image with size $512 \times 512 \times 1$ pixels, these residual blocks and pooling layers can automatically extract high-dimensional features from the input image. The kernel size of all convolution layers in the main network is $3 \times 3$ while that in the shortcut network is $1 \times 1$. The downsampling is completed by the max-pooling with the kernel size and step size of 2. The size of output feature maps of different
With the feature extraction in the encoding module, 512 feature maps are obtained, and the size of the final feature map is reduced to $32 \times 32$, which is 1/16 of the size of the original input image.

### 3.1.3. Decoding Module

The structure of the decoding module of our land-sea segmentation network is shown in Table 2, which contains four residual blocks and four upsampling layers. With layer-wise upsampling, the size of the final feature map is restored to the same size as the input. Then, the dimension concatenation operation is performed between each upsampling result and the corresponding size of the encoding feature maps by skip connection. The concatenated feature maps are used as the input of the next residual block in the decoding module.

The bilinear interpolation [22, 46] is used to upsample feature maps, which is a commonly used upsampling method in semantic segmentation. Assuming the value of $p_{11}(x_1, y_1)$, $p_{12}(x_1, y_2)$, $p_{21}(x_2, y_1)$ and $p_{22}(x_2, y_2)$ in feature maps, $F$ is known, the value of any points in this feature map can be computed as...

---

**Table 1: The structure of the encoding module in our segmentation network.**

| Input $512 \times 512 \times 1$ | Output feature maps |
|-------------------------------|---------------------|
| **Resblock1** | | |
| Main | Conv $(3 \times 3 \times 32)/BN/ReLU$ | $512 \times 512 \times 32$ |
| Shortcut | Conv $(3 \times 3 \times 32)/BN/ReLU$ | $512 \times 512 \times 32$ |
| Max-pooling $(2 \times 2)$ | Conv $(1 \times 1 \times 32)$ | $256 \times 256 \times 32$ |
| **Resblock2** | | |
| Main | Conv $(3 \times 3 \times 64)/BN/ReLU$ | $256 \times 256 \times 64$ |
| Shortcut | Conv $(3 \times 3 \times 64)/BN/ReLU$ | $256 \times 256 \times 64$ |
| Max-pooling $(2 \times 2)$ | Conv $(1 \times 1 \times 64)$ | $128 \times 128 \times 64$ |
| **Resblock3** | | |
| Main | Conv $(3 \times 3 \times 128)/BN/ReLU$ | $128 \times 128 \times 128$ |
| Shortcut | Conv $(3 \times 3 \times 128)/BN/ReLU$ | $128 \times 128 \times 128$ |
| Max-pooling $(2 \times 2)$ | Conv $(1 \times 1 \times 128)$ | $64 \times 64 \times 128$ |
| **Resblock4** | | |
| Main | Conv $(3 \times 3 \times 256)/BN/ReLU$ | $64 \times 64 \times 256$ |
| Shortcut | Conv $(3 \times 3 \times 256)/BN/ReLU$ | $64 \times 64 \times 256$ |
| Max-pooling $(2 \times 2)$ | Conv $(1 \times 1 \times 256)$ | $32 \times 32 \times 256$ |
| **Resblock5** | | |
| Main | Conv $(3 \times 3 \times 512)/BN/ReLU$ | $32 \times 32 \times 512$ |
| Shortcut | Conv $(3 \times 3 \times 512)/BN/ReLU$ | $32 \times 32 \times 512$ |
| | Conv $(1 \times 1 \times 512)$ | $32 \times 32 \times 512$ |

**Table 2: The structure of the decoding module in our segmentation network.**

| UpSampling2D(2, 2), Resblock5 | Concatenate |
|-------------------------------|-------------|
| **Resblock6** | | |
| Main | Conv2D $(3 \times 3 \times 256)/BN/ReLU$ | Add $64 \times 64 \times 256$ |
| Shortcut | Conv2D $(3 \times 3 \times 256)/BN/ReLU$ | Add $64 \times 64 \times 256$ |
| UpSampling2D (2, 2) | Conv2D $(1 \times 1 \times 256)$ | Concatenate |
| Skip connection3 | | |
| **Resblock7** | | |
| Main | Conv2D $(3 \times 3 \times 128)/BN/ReLU$ | Add $128 \times 128 \times 128$ |
| Shortcut | Conv2D $(3 \times 3 \times 128)/BN/ReLU$ | Add $128 \times 128 \times 128$ |
| UpSampling2D (2, 2) | Conv2D $(1 \times 1 \times 128)$ | Concatenate |
| Skip connection2 | | |
| **Resblock8** | | |
| Main | Conv2D $(3 \times 3 \times 64)/BN/ReLU$ | Add $256 \times 256 \times 64$ |
| Shortcut | Conv2D $(3 \times 3 \times 64)/BN/ReLU$ | Add $256 \times 256 \times 64$ |
| UpSampling2D (2, 2) | Conv2D $(1 \times 1 \times 64)$ | Concatenate |
| Skip connection1 | | |
| **Resblock9** | | |
| Main | Conv2D $(3 \times 3 \times 32)/BN/ReLU$ | Add $512 \times 512 \times 32$ |
| Shortcut | Conv2D $(3 \times 3 \times 32)/BN/ReLU$ | Add $512 \times 512 \times 32$ |
| Conv2D $(1 \times 1 \times 32)$ | Conv2D $(1 \times 1 \times 32)$ | $512 \times 512 \times 1$ |

operations is shown in the right column of Table 1. With the feature extraction in the encoding module, 512 feature maps are obtained, and the size of the final feature map is reduced to $32 \times 32$, which is 1/16 of the size of the original input image.
3.1.4. Network Partition Layer and Loss Function. The last layer of the segmentation network completes the pixel-by-pixel classification of the input image and outputs the probability of its mapping to each category, where the highest probability means its final category. Through a series of operations, such as encoding module, decoding module, and skip connection, the proposed network extracts sufficient feature information of the input image. To ensure that the output and input size of the last convolution layer in the network are the same, the convolution kernel with the size of 1 and the depth of 1 is used, and then the activation operation is carried out to complete the pixel by pixel classification. Because the sea-land segmentation network is a kind of binary classification, the sigmoid activation function is selected in the final output layer to map the feature map value to 0–1 [4, 28]. It is noticeable that the pixel with confidence higher than 0.5 is decided as land region and the pixels with confidence lower than 0.5 is decided as water region.

It is noticeable that the sea-land segmentation task only predicts "sea" and "land" categories. Assuming the size of the input image is $W \times H$, $t_{(w,h)}$ means that the label of the pixel $(w,h)$ in the input image is "sea" while $f(z_{(w,h)})$ is the probability that the pixel $(w,h)$ in the image is predicted to be "sea", the number of samples in each training is $N$. The cross-entropy function is used as the loss function

$$C = - \sum_{w=1}^{W} \sum_{h=1}^{H} \sum_{n=1}^{N} t_{(w,h)} \log(f(z_{(w,h)})) + (1 - t_{(w,h)}) \log(1 - f(z_{(w,h)})).$$

3.2. K-Means Based Faster RCNN for Coarse Ship Detection. Through the ship target detection in SAR images, we can obtain the distribution of ships in the sea, port area, and even the complex sea-land junction area, which provides strong technical support for marine monitoring tasks. Nowadays, the CFAR algorithm is widely used in ship target detection based on SAR images. It needs to fit the sea clutter model according to different sea conditions, and it is greatly affected by the detection scene, noise, and other factors [15, 30, 33]. Some parameters of the CFAR detection algorithm are adjusted according to the specific scene, which makes the algorithm unadaptive.

SAR images are different from optical images in that the ship target in SAR image exists in the form of a point target, occupying only a small number of pixels. At this time, if the Faster RCNN algorithm is directly used for ship detection in SAR images, the detection effect is not very ideal. Therefore, it is necessary to improve the network structure by combining the characteristics of SAR images and build a ship detection network based on region extraction following SAR images. Figure 9 shows the overall architecture of our ship detection network proposed in this paper. K-means is used to aggregate the size and length-width ratio of ships, and the anchor frame suitable for the ship targets in SAR images is designed. Meanwhile, the IOU threshold in the non-maximum suppression (NMS) algorithm is also modified according to the location accuracy of our SAR ship detection dataset. The detailed description of the feature extraction module, region-proposal extraction network, recognition network, and loss function is shown as follows.

3.2.1. Feature Extraction, Region Proposal Network, and Classification Network. There are lots of widely used feature extraction networks, e.g., VGGNet [47], ResNet [48], and Xception [49]. Compared with the most typical VGGNet, ResNet is deeper and its computational complexity is lower than VGGNet, which speeds up the training speed of this network. Meanwhile, ResNet also has good adaptability to different tasks, like target recognition and object detection. According to the above analysis, the ResNet is taken as the feature extraction network in our detection model. The ResNet with different configurations is shown in Table 3.
the regression layer and the frame post-processing is connected to two fully connected layers of the same level: the regression layer and the frame post-processing.

For convolution feature maps of size $H \times W \times C$, there are $3 \times 3$ convolution, $1 \times 1$ convolution, average pool, 1000-d fc, softmax.

Table 3: The structures of different ResNet models.

| name   | Output size  | 18-layer | 34-layer | 50-layer | 101-layer | 152-layer |
|--------|--------------|----------|----------|----------|-----------|-----------|
| Conv1  | 112 $\times$ 112 |          |          | 7 $\times$ 7, 64, stride = 2 |          |          |
|        |              | 3 $\times$ 3, max pooling, stride = 2 |          |          |          |          |
| Block 1| 56 $\times$ 56 | $[3 \times 3, 64] \times 2$ | $[3 \times 3, 64] \times 3$ | $1 \times 1, 128$ | $1 \times 1, 128$ | $1 \times 1, 128$ |
|        |              |          |          | $1 \times 1, 256$ | $1 \times 1, 256$ | $1 \times 1, 256$ |
| Block 2| 28 $\times$ 28 | $[3 \times 3, 128] \times 2$ | $[3 \times 3, 128] \times 4$ | $3 \times 3, 128$ | $3 \times 3, 128$ | $[3 \times 3, 128] \times 8$ |
|        |              |          |          | $1 \times 1, 256$ | $1 \times 1, 256$ | $1 \times 1, 256$ |
| Block 3| 14 $\times$ 14 | $[3 \times 3, 256] \times 2$ | $[3 \times 3, 256] \times 6$ | $3 \times 3, 256$ | $3 \times 3, 256$ | $3 \times 3, 256$ |
|        |              |          |          | $1 \times 1, 1024$ | $1 \times 1, 1024$ | $1 \times 1, 1024$ |
| Block 4| 7 $\times$ 7  | $[3 \times 3, 512] \times 2$ | $[3 \times 3, 512] \times 3$ | $3 \times 3, 512$ | $3 \times 3, 512$ | $3 \times 3, 512$ |
|        |              |          |          | $1 \times 1, 2048$ | $1 \times 1, 2048$ | $1 \times 1, 2048$ |
| 1 $\times$ 1 |          |          |          |          |          |          |
| FLOPs  |              | 1.8 $\times$ 10$^9$ | 3.6 $\times$ 10$^9$ | 3.8 $\times$ 10$^9$ | 7.6 $\times$ 10$^9$ | 11.3 $\times$ 10$^9$ |

Figure 10: The implementation details of RPN in our detection network.

Since the ResNet-50 has fewer parameters and lower Flops than ResNet-10 and ResNet-152, and it also has a powerful feature representing ability, we select ResNet-50 as our feature extraction network of ship target detection in SAR images.

The region proposal network (RPN) [17, 33] is used to extract candidate regions based on the shared convolution feature map, and the whole detection process is unified into an overall framework so that the end-to-end training can be truly realized. A small network is sliding on the output convolution feature maps of the last shared convolution layer, as shown in Figure 10. This small network takes the spatial window on the input convolution feature maps as the input and obtains 512 feature maps with size $W \times H$. The post-processing is connected to two fully connected layers of the same level: the regression layer and the frame classification layer, as shown in Figure 10, which are realized by two convolution layers of the same level.

At each sliding window position, multiple regional proposals are predicted simultaneously, in which the anchor is located at the center of the relevant sliding window. If the maximum number of possible proposals for each sliding position is K, K anchors are generated at each sliding position. For convolution feature maps of size $w \times h$, there are $w \times h \times k$ anchors. After then, each anchor in the regression layer gets 4 outputs from forwarding features, corresponding to the offset of each proposal coordinate from the original image coordinate, while each anchor in the classification layer gets 2 outputs from forwarding feature maps, corresponding to the probability that each proposal is a foreground (target) or background. By default, each sliding position generates 9 anchors.
3.2.2. K-Means for Determining Anchors. There are three fixed length-width ratios and three scales of the anchors in the original RPN [17]. The main reason lies in that the target distribution in VOC is fixed and it does not need to revise the anchors. Different from VOC data, the ships in SAR images are various with different scales and different length-width ratios. Thus, we should revise the anchors in our detection network according to the characteristics of the ship dataset. To overcome the above issue, a K-means method is introduced to our detection to provide more accurate anchors.

K-means clustering algorithm is based on partition [6]. The cluster generated by clustering is a collection of data objects, which can improve the similarity of objects in the cluster as much as possible, and clusters differ greatly. Given a dataset with N elements, K-means clustering is carried out as follows. Firstly, based on the initial cluster center (centroid), the algorithm calculates the distance from each sample to the cluster center and then divides the sample into the nearest cluster center. Then, the average value of each new clustering data object is calculated to obtain a new clustering center. Based on this, the samples are reclassified and iterated continuously. Each iteration can make the same cluster closer until the best cluster is obtained.

K points are selected from the ship detection dataset as the initial centroid, but the initial centroid selection has a certain impact on the clustering results. To overcome this problem, K-means ++ is introduced to cluster the anchors of the ship detection dataset, as shown in Figure 13. This process is as follows:

1. Randomly select a point from the ship detection data as the clustering center;
2. The shortest distance between each point in the data and the existing cluster center is calculated, that is, the distance between each point and the nearest cluster center $L(x_i) = \arg\min_j \|x_i - o_j\|^2$, where $j = 1, 2 \ldots k$;
3. The data with the shortest distance is selected as the new clustering center;
4. Repeat steps (2) and (3) until K cluster centers are obtained; The K-means algorithm is initialized by the K clustering centers obtained by the above method. With the initialized clustering centers and the clustering method in Figure 13, the anchors appropriate for our ship detection network can be attained.

3.2.3. Loss Function. The loss function of RPN can be expressed as:

$$L([p_i], [t_i]) = \frac{1}{N_{cls}} \sum_i L_{cls}(p_i, p_i^*) + \frac{1}{N_{reg}} \sum_i p_i^* L_{reg}(t_i, t_i^*),$$

(3)

where $i$ is the index of the anchor, $p_i$ is the probability of predicting the anchor $i$ as the ship target. $p_i^*$ is the label of anchor $i$. $t_i$ represents the four parameterized coordinates of the prediction box while $t_i^*$ is the parameterized coordinates of the groundtruth. $N_{cls}$ is the number of candidate frames involved in classification, $N_{reg}$ is the number of candidate frames involved in regression.

The cross-entropy loss function is used as the classification loss function [36]

$$L_{cls}(p_i, p_i^*) = -\log(p_i p_i^* + (1 - p_i)(1 - p_i^*)).$$

(4)

The regression loss is $L_{reg}(t_i, t_i^*) = R(t_i^* - t_i)$ where

$$R(x) = \text{smooth}(x) = \begin{cases} 0 - 5x^2, & |x| < 0, \\ |x| - 0.5, & \text{other.} \end{cases}$$

(5)

For the boundary box regression, the following four coordinates are parameterized [36]

![Figure 11: The structure of the ROI pooling layer.](image1)

![Figure 12: The implementation details of the classification module.](image2)
where \( x, y, w, \) and \( h \) represent the center coordinates, width, and height of the prediction box. The parameters \( x, x_a \), and \( x^* \) represent the coordinate values of the predicted box, anchor box, and ground truth, respectively (similarly for \( y, w \), and \( h \)). \( t_x \) and \( t_y \) are the position translation of the anchor box relative to the prediction box while \( t_w \) and \( t_h \) are the scale factors. \( t_x^* \) and \( t_y^* \) are the offset of prediction box relative to ground truth, while \( t_w^* \) and \( t_h^* \) are the scale factors.

For the recognition part, the loss function still includes two parts: the classification loss of the target and the regression loss of the prediction box, using softmax classifier, the classification part uses the cross-entropy loss function, and the regression loss function is the same as above.

3.3. Fine Detection with Gaussian Function. As shown above, since the radar cross section of the ship is higher than the sea clutter, the ship usually shows a higher brightness than the sea in the attained images [12, 42]. In addition, in the SAR image, the land region also shows a high brightness which makes them likely to be mistakenly detected as a ship target. Although the proposed K-means-based Faster RCNN can detect most ships, some small and isolated land areas and targets on land will be mistakenly detected as ships. In this section, we try to remove the false alarm according to the sea surface confidence value. More specifically, we first attain the probability of judging the background in the detection frame as sea surface using a two-dimensional Gaussian function on the sea-land segmentation result. Then, the confidence threshold is used to correct the detection results, and the ship targets with low sea surface confidence value in the detection results are eliminated, to further improve the detection accuracy.

The probability density function of our two-dimensional Gaussian distribution is as follows:

\[
f(x,y) = \frac{1}{2\pi\sigma_1\sigma_2\sqrt{1-\rho^2}} \exp\left\{-\frac{((x-\mu_1)^2/\sigma_1^2)-2\rho((x-\mu_1)(y-\mu_2))/\sigma_1\sigma_2+(y-\mu_2)^2/\sigma_2^2)}{2(1-\rho^2)}\right\},
\]

where \( \mu_1, \mu_2, \sigma_1, \sigma_2 \), and \( \rho \) are constants, and \( \sigma_1, \sigma_2 > 0 \), \( |\rho| < 1 \).

To ensure that the weight of the pixels closer to the center in the detection bounding box is greater, the two-dimensional Gaussian function in (7) is used to multiply the land-sea segmentation results in the detection results to generate the probability that the detected ship target is located on the sea surface, that is, the sea surface confidence value. The detailed operation process is as follows:

(1) The horizontal and vertical directions of the detection frame are divided into 5 identify blocks, as shown in Figure 14(a). Each area is represented as \( A_{ij} (1 \leq i, j \leq 5) \) the number of pixels in each area is \( K = M \times N/25 \), and the pixel value is \( \rho_{ij}^k (k = 1 \ldots K) \);

(2) The element number of the two-dimensional Gaussian function is \( 5 \times 5 \), as shown in Figure 14(b). The probability distribution of them is \( q_{ij} (1 \leq i, j \leq 5) \);

(3) Each region is multiplied by the corresponding Gaussian probability point to get the probability that the detection bounding box is judged as the sea surface confidence value.
surface, that is, the confidence value of the sea surface is \( C = \sum_{i,j} p_{ij}^k / K \).

(4) If the confidence value of one predicted bounding box is less than 0.5, this bounding box is classified as background and is eliminated from the detection results.

With the above steps, the false alarm in ships caused by land background can be removed, and the detection accuracy can also be improved.

4. Experimental Results

Since the proposed method consists of three parts: the residual structure-based Unet for sea-land segmentation, K-means-based Faster RCNN for coarse ship detection, and the confidence weighting with Gaussian function, the effectiveness of these parts are validated in this section.

4.1. Experimental Results of Sea-Land Segmentation

4.1.1. Evaluation Criteria and Training Details. In this paper, three evaluation indexes, pixel accuracy (PA), mean pixel accuracy (MPA), and mean intersection over Union (MIoU) [4], are selected to analyze the sea-land segmentation effect. The calculation of these evaluation indexes is defined based on the confusion matrix, that is, the matrix of statistical model classification results. Since there are only two categories in the sea-land segmentation network, the confusion matrix is defined in Table 4.

The pixel accuracy (PA) means the ratio of the number for the corrected classified pixels to the number for total pixels in the detection result. PA also means the ratio of the sum of diagonal elements to the sum of total elements in the confusion matrix. In the sea-land segmentation model, PA can be expressed as:

\[
PA = \frac{T_{\text{sea}} + T_{\text{land}}}{T_{\text{sea}} + F_{\text{sea}} + T_{\text{land}} + F_{\text{land}}},
\]

where \( T_{\text{sea}} \) is the number of correctly classified sea pixels; \( F_{\text{sea}} \) is the number of false alarm that is classified as sea; \( T_{\text{land}} \) is the number of correctly classified land pixels; \( F_{\text{land}} \) is the number of false alarm that is classified as land.

Table 4: The confusion matrix of sea-land segmentation.

| Confusion Matrix | Predicted Value |
|------------------|-----------------|
| Ground truth     | Sea             | Land            |
|                  | \( T_{\text{sea}} \) | \( F_{\text{land}} \) |
|                  | \( F_{\text{sea}} \) | \( T_{\text{land}} \) |

For mean pixel accuracy (MPA), the proportion of the predicted value of each class that belongs to this class is calculated, respectively, and then the average is calculated by accumulation. In the confusion matrix, the accuracy of each class CPA is equal to the ratio of the value on the diagonal to the sum of the elements in the corresponding column. In the sea-land segmentation model, it can be expressed as:

\[
\text{MPA} = \frac{\text{CPA}_{\text{sea}} + \text{CPA}_{\text{land}}}{2},
\]

where \( \text{CPA}_{\text{sea}} = \frac{T_{\text{sea}}}{T_{\text{sea}} + F_{\text{sea}}} \) is the accuracy of sea pixels; \( \text{CPA}_{\text{land}} = \frac{T_{\text{land}}}{T_{\text{land}} + F_{\text{land}}} \) represents the pixel accuracy.
For the mean intersection over Union (MIoU), the IOU of predicted value and real value of each class is calculated, respectively, and then the average is obtained by accumulation. In the confusion matrix, the IOU of each category is the ratio of the value of the element on the diagonal to the sum of the values of all the elements in the corresponding column. In the sea-land segmentation model, it can be expressed as:

$$\text{MIoU} = \frac{\text{IoU}_{\text{sea}} + \text{IoU}_{\text{land}}}{2},$$

where \(\text{IoU}_{\text{sea}} = \frac{T_{\text{sea}}}{(T_{\text{sea}} + F_{\text{sea}} + F_{\text{land}})}\) refers to the IoU of sea region; \(\text{IoU}_{\text{land}} = \frac{T_{\text{land}}}{(T_{\text{land}} + F_{\text{land}} + F_{\text{sea}})}\) means the IoU of land.

The experiment was carried out using the hardware of Windows10 Xeon E5-2643 V3 3.50Ghz, the memory size of 64GB, and configured NVIDIA Titan XP GPU with 12G memory. The experiment uses python programming language, builds networks based on Tensorflow’s keras deep learning framework, and uses opencv, numpy, Matplotlib, and other libraries.

The land-sea segmentation dataset in Section 2.1 is used to train the proposed segmentation network. In the process of training, the training data are randomly divided into training sets and verification set at a ratio of 7:2, with 9952 training sets and 2844 verification sets. Most of the training parameters are initialized by using a truncated normal distribution with the mean value of 0, the standard deviation of 0.05, and the constant deviation of 0.1. Then, the adaptive moment (Adam) algorithm is used to update parameters with adaptive learning rates to improve learning efficiency. The moving average decay of batch standardization is set to 0.9, and the normalized dropout probability is 0.5. The batch size is 4, and the number of training epochs is 30, which is selected considering memory limitation and learning time.

The training curve of the segmentation model is shown in Figure 15. The red curve is the accuracy of the training process while the blue curve is the accuracy of the test set. The green curve is the change curve of the loss function on the training set, and the black curve is the change curve of the loss function on the test set. One can see that the proposed segmentation model has a good training process on the constructed sea-land segmentation dataset. The training process is stable and the testing accuracy is also significantly improved with the training process.

To show the feature extraction process of our residual structure-based Unet model, we take a sub-image cut out from an SAR image to be segmented as an example, and output its feature maps in the encoding stage and decoding stage. Since the dimension of the last feature maps is relatively large (1024), that is, there are 1024 sub-feature maps in this layer, this paper only selects 9 sub-feature maps, as shown in Figure 16, which shows the intermediate result maps in the feature extraction process. In Figure 16, the images from left to right and from top to bottom are, respectively, SAR sub-image, feature maps in the encoding pooling layer, feature maps in the encoding stage convolution layer, feature maps in the decoding stage upsampling layer, feature maps in the decoding stage convolution layer, and the final segmentation result map. It can be seen that with the deepening of the network, the features become more and more obvious, and the marine and land features

![Figure 16: The extracted feature maps for a SAR image.](image-url)
are effectively distinguished. Thus, both the high-dimensional features and accurate features are extracted in our segmentation network.

4.1.2. Segmentation Results of Different Methods. In order to prove the effectiveness of the proposed segmentation method, five images including land and sea region are selected from the test set. The LevelSet method [50, 51], threshold-based Otsu method [20], and the original Unet method [28] are compared with our segmentation method. The segmentation results of these methods are shown in Figure 17, where Figure 17(a) shows the input images, Figure 17(b) shows the ground truth, Figures 17(c)–17(e) show the segmentation results of LevelSet, Otsu and Original Unet method. Especially, the results of our residual structure-based segmentation model are shown in Figure 17(f). It can be seen from the segmentation results that the segmentation results in Figures 17(c) and 17(d) cannot represent the true sea-land distribution in Figure 17(b). After using the traditional Levelset and Otsu method to segment the dark area on the land, it is easy to be misjudged as the sea surface. Thus, the traditional methods cannot form the connected land area, and the segmentation effect is greatly affected by the image itself. The results in Figures 17(e) and 17(f) are better than those in Figures 17(c) and 17(d). Thus, the deep learning method based on the sea-land training dataset can extract abstract and powerful features from input images and make an accurate prediction. Especially, the results in Figure 17(e) are closer to the ground truth in Figure 17(b) than Figure 17(d). These results demonstrate that compared with the original Unet method, the proposed method can retain the edge contour information of sea and land, and make the segmentation result closer to the label image.

Using the three evaluation indexes, the quantitative results of the LevelSet method, Otsu method, original Unet method, and the proposed method are analyzed and shown in Table 5.

From this table, we can see that the PA, MPA, and MIoU of deep learning-based methods are much higher than that of the traditional LevelSet method and threshold-based Otsu method. Meanwhile, the proposed method also performs better than the original Unet method. For an image with $512 \times 512$ pixels in testing data, the Otsu method has the fastest running speed. Although the
proposed method has a slower speed than Unet, it improves the PA from 95.48% to 97.89% and improves the MIoU from 94.73% to 97.04%. Thus, both the visualization results and quantitative results demonstrate the effectiveness of the proposed method.

4.2. Experimental Results of Ship Detection

4.2.1. Evaluation Criteria and Parameter Setting. In this paper, we choose the commonly used indicators to evaluate the effect of our detection model: precision

Table 5: Index comparison of different segmentation algorithms.

| Evaluation criteria | LevelSet | Otsu   | Unet   | Proposed method |
|---------------------|----------|--------|--------|-----------------|
| PA (%)              | 52.39    | 41.33  | 95.48  | 97.89           |
| MPA (%)             | 58.74    | 54.81  | 94.27  | 96.42           |
| MIoU (%)            | 49.35    | 37.86  | 94.73  | 97.04           |
| Speed (s)           | 3.2190   | 0.032  | 0.058  | 0.087           |

Table 6: Confusion matrix of ship target detection.

| Confusion matrix | Predicted value |
|------------------|-----------------|
| Ground truth     | Ship Background |
| Ship             | $T_{ship}$      | $F_{bg}$         |
| Background       | $F_{ship}$      | $T_{bg}$         |

Figure 18: Ship detection results.
and recall (R) to analyze the detection effect. Like the evaluation index used in Table 6, its calculation is also defined based on the confusion matrix. Since there are only ships in the ship detection task, the detection results are background or ships. The confusion matrix is shown in Table 6.

Among them, $T_{\text{ship}}$ is the number of detected real ship targets while $F_{\text{ship}}$ is the number of false alarms determined by the background. $F_{\text{bg}}$ is the number of undetected real ship targets determined by the detection model while $T_{\text{bg}}$ is the number of real ship targets in the image. The detection accuracy $P$ reflects the proportion of the real ship target among the targets detected by the algorithm

$P = \frac{T_{\text{ship}}}{T_{\text{ship}} + F_{\text{ship}}} \quad (11)$

Recall rate $R$ reflects the probability that the real ship target in the image is judged as a ship by the detection algorithm.

$R = \frac{T_{\text{ship}}}{T_{\text{ship}} + F_{\text{bg}}} \quad (12)$

During training, the network parameters are initialized by the pretrained model on Imagenet, and then the ship detection dataset in Section 2.2 is used for training. Backpropagation and stochastic gradient descent (SGD) are used

| Method                        | Faster-RCNN | Proposed method |
|-------------------------------|-------------|-----------------|
| $T_{\text{ship}} + F_{\text{bg}}$ | 291         | 291             |
| $T_{\text{ship}} + F_{\text{ship}}$ | 290         | 305             |
| $T_{\text{ship}}$               | 239         | 264             |
| Precision                     | 82.41%      | 86.56%          |
| Recall                        | 82.13%      | 90.72%          |
for the end-to-end training of our detection model. In each gradient descent process, the proposal box generated by RPN is directly transferred to the detection module for training. In the process of backpropagation, the derivation of each stage in the network is obtained, respectively. The four loss functions, including the classification loss function and the regression function, are optimized in the whole process. In training, the initial learning rate is 0.0001, the weight decay rate is 0.0001, and the momentum is 0.9.

4.2.2. Detection Results and Analysis. After getting the well-trained detection model, the SAR images in the testing data are used to validate the effectiveness of the proposed method. When detecting ships, multiple detection bounding boxes may be marked for the same ship target. At this time, the NMS algorithm is used to abandon the bounding boxes whose coincidence ratio is higher than 0.5. The original Fast RCNN algorithm and the proposed method are used to detect the images in the test set, as shown in Figure 18. Figure 18(a) shows four images from the testing dataset. Figure 18(b) shows the detection results of the original Faster RCNN method while Figure 18(c) shows the detection results of the proposed method. It can be seen that the improved method can detect more ship targets than the original Faster RCNN method, especially in the pure sea area. When it comes to the complex background region, like the harbor with various buildings, the original Faster-RCNN generates too many false ship targets. Compared with the original Faster RCNN, the proposed method can reduce the number of missed detection. The reason mainly lies in that the K-means in our method constructs adaptive anchors for the SAR ship detection task and captures more accurate bounding boxes for each ship.

To quantitatively analyze the detection results, we use the evaluation indexes in Section 4.2.1: detection accuracy $P$ and recall $R$ to analyze and compare the original Faster RCNN algorithm and the proposed algorithm in this paper. The detection results are shown in Table 7. From the statistical results of the indicators in this table, it can be seen that compared with the original fast RCNN algorithm, the recall rate and accuracy rate of the improved algorithm are improved by the proposed method, in which the recall rate is increased from 82.13% to 90.72%, and the accuracy rate is increased from 82.41% to 86.56%. Thus, both the visualization results in Figure 18 and the quantitation results in Table 7 demonstrate the effectiveness of the proposed ship detection method.

4.3. Experimental Results of Gaussian Fusion. Although the accuracy rate has been improved to a certain extent, for ship target detection including land area, it can be seen from Figures 19 and 20 that there are still high false alarm targets in the land area, and further operation is needed to reduce the high false alarm rate caused by land area.

The method in Section 3.3 is used for the re-detection of Figure 20. The sea-land segmentation result of the proposed residual structure-based Unet is shown in Figure 21, and the sea level confidence values calculated by the detection box and Gaussian function are also shown in Figure 21.

After deleting the detection box whose confidence value of sea surface is less than 0.5, the accurate detection result is attained and shown in Figure 22. From the detection result in Figure 22, it can be seen that by combining the sea-land segmentation results and judging the sea confidence value of the detection box, some false targets located on the land are eliminated, and the detection performance is improved. Table 8 shows the quantitative results corresponding to Figures 19, 20, and 22. One can see that for the large-scene SAR image I and II, the improved Faster RCNN method has a higher precision rate of 87.10% and a lower recall rate of 86.20% than the original Faster RCNN method. It is noticeable that the detection accuracy of Figure 20 is not well with the precision of 75.75%, which mainly is caused by the false alarm targets in the land region. Using the sea-land segmentation results and confidence value with Gaussian function, the detection precision of Figure 20 is improved from 75.75% to 89.29%, as shown in Figure 22. Thus, the proposed fine detection strategy with Gaussian function can indeed remove the false alarm targets from the detection results.
5. Conclusion

This paper mainly studies the sea-land segmentation and ship target detection method based on deep learning technology for GF-3 SAR images, from the production of dataset to the design of sea-land segmentation algorithm and ship detection algorithm. Traditional SAR image segmentation methods are usually affected by specific scenes and have poor robustness. In this paper, an improved Unet based on fully convolution layers and residual-connection structure is proposed for SAR image sea-land segmentation. To solve the problem of a large number of data training, this paper introduces a residual convolution module into the original network to deepen the network level and redesigns the jump connection mode. Then, the improved Faster RCNN algorithm based on region extraction is studied, which is applied to ship detection in SAR images. K-means is used to cluster the size and aspect ratio of ship targets, to improve the anchor frame design and make it more suitable for our ship detection task. Since the false alarm rate of detection is too high due to the existence of a complicated land region, a fine detection algorithm combined with sea-land segmentation results is proposed. In this method, the Gaussian function fuses the confidence value of sea-land segmentation results and the coarse detection results of improved Faster RCNN. The segmentation results and detection results on the established segmentation dataset and detection dataset, respectively, demonstrate the effectiveness of our proposed segmentation method and detection method. It is noticeable that although the proposed methods achieve good detection results in ship detection dataset, the segmentation module and detection module of our method leads to higher complexity than traditional methods. Thus, if these modules can be fused into a module which can realize sea-land segmentation and ship detection simultaneously, the detection performance will also be improved. In the future, we will continue this research to attain better ship detection performance in high-resolution SAR images.
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Table 8: Comparison of ship target detection results.

| Image | Method            | $T_{\text{ship}} + F_{\text{bg}}$ | $T_{\text{ship}} + F_{\text{ship}}$ | $T_{\text{ship}}$ | Precision (%) | Recall (%) |
|-------|-------------------|-----------------------------------|------------------------------------|-----------------|--------------|-------------|
| 1     | Original Faster-RCNN | 31                                 | 19                                 | 16              | 84.21        | 51.61       |
|       | Improved Faster-RCNN | 29                                 | 27                                 | 27              | 93.10        | 87.10       |
| 2     | Original Faster-RCNN | 22                                 | 14                                 | 14              | 63.63        | 48.28       |
|       | Improved Faster-RCNN | 33                                 | 25                                 | 25              | 75.75        | 86.20       |
|       | Fine detection     | 28                                 | 25                                 | 25              | 89.29        | 86.20       |
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