EXISTENCE OF PERIODIC ORBITS FOR PIECEWISE-SMOOTH VECTOR FIELDS WITH SLIDING REGION VIA CONLEY THEORY.
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Abstract. The Conley theory has a tool to guarantee the existence of periodic trajectories in isolating neighborhoods of semi-dynamical systems. We prove that the positive trajectories generated by a piecewise-smooth vector field \( Z = (X, Y) \) defined in a closed manifold of three dimensions without the escape region produces a semi-dynamical system. Thus, we have built a semiflow that allows us to apply the classical Conley theory. Furthermore, we use it to guarantee the existence of periodic orbits in this class of piecewise-smooth vector fields.

1. Introduction

A dynamical system describes the evolution of a phenomenon over time, and these may be considered in discrete or continuous time. Traditionally, the solution of a differential equation system model is a continuous dynamical system. Usually, it is not easy to explicitly obtain solutions of a dynamical system; the existence of periodic orbits and limit cycles (isolated periodic orbits). At the beginning of the 19th century, Henri Poincaré, while investigating the movement of planets, established the modern dynamic systems; his work combined topology and geometry, thus conducting a qualitative study of dynamic systems. At the end of the 19th century, David Hilbert, at the Second International Congress of Mathematicians held in Paris, proposed a list of 23 relevant problems. One famous unsolved problem is the 16th on this list, which refers to finding the maximum number of limit cycles of a field of polynomial vectors of degree greater than or equal to 2.

In dynamical systems, a modern research theme refers to the piecewise smooth vector fields (PSVF for short). The PSVF are systems that are not completely differentiable but are differentiable by parts, where a vector field is suddenly interrupted and changed by another distinct vector field. These systems are widely used for modeling some problems associated with control theory, economics, and biology, see [1]. We are interested in guaranteeing the existence of periodic orbits in PSVF. So, the main objective of this paper is to use the Conley theory to obtain periodic orbits in PSVF.

The Conley theory has a significant quantity of applications for the study of the dynamical and semi-dynamical systems. Charles Conley introduced a new topological index, called Conley Index, as a generalization of the Morse Index. The Conley Index guarantees the existence of invariant sets within a particular compact; one of these invariant sets may be a periodic orbit, which is one of our main focuses. In [4], Charles Conley began developing this theory for two-sided flows on compact or locally compact spaces and this was continued by Dietmar Salamon, see [24], and was extended to semiflows by Rybakowski, see [22]. In the paper [18], the authors present a result towards finding periodic orbits in semi-dynamical systems; it is the main tool for this paper. A modern application of finding periodic orbit in neuroscience is in the thesis [23], where the author uses numerical techniques to obtain periodic orbits in dynamics given by Competitive Threshold-Linear Networks and
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Wilson-Cowan networks.

Since the periodic orbits do not correspond to local objects, our study of these systems is global. In this paper, we consider $M$ as a closed manifold. A PSVF defined on $M$ is a tangent vector field to $M$, which is just not differentiable in the points that belong to a submanifold $N$. The submanifold $N$ has the dimensions $n - 1$ and, usually, is called discontinuity submanifold. Two approaches exist in the literature for formulating the equations for PSVF; these are the equivalent control method of Utkin and the convex method of Filippov. In the book by Filippov, see [10], the author established conversions used in this paper to define solution orbit for a PSVF. The problem of guaranteeing the existence of periodic orbits in smooth vector fields by parts is of colossal importance. In the literature, one of the tools studied for this purpose is the first recurrence map or Poincaré map; a fixed point this map corresponds to a periodic orbit. Some of the works in this context are: [2], [8], and [15]. In the papers [16], and [17], the authors use the first integral to study the existence of crossing periodic orbits. Finally, the well-known theory of averaging was also used, for example, in the work [14]. Moreover, in [9], [12] and [33], the author also study the existence of periodic orbits in piecewise smooth systems.

The Conley theory has been developed for continuous and discrete flows, multiflows, and semiflows. Referent to flows, one of the first works related to Conley Theory and discontinuous systems correspond to [3]. The authors use a regularization of the discontinuous vector field, see [26], to adapt the Conley index for continuous flows. They define the D-Conley index and show it is invariant by homotopy. More recently, Cameron Thieme has been extending the Conley Theory for multiflows. His main objective is to generalize Conley index theory to differential inclusions having the Filippov systems as motivation. Firstly, in [31], he introduces differential inclusions and Filippov systems, and he shows the existence of a multiflow for this systems class. Subsequently in the preprints [30] and [32], the author exposes a definition of perturbation (see Definition 3.1 in [30]) and shows that both the isolating neighborhoods and the attractor-repeller decomposition are stable, which are essential objects in the Conley theory.

Our approach is to construct a semiflow for Filippov systems in order to apply the well-established results of the Conley theory. Recently, a related work has been done by Mrozek and Wanner in [21]; their engaging paper shows the construction of a continuous semiflow on a finite topological space $X$ for a combinatorial vector field (a discretization of a piecewise smooth vector field).

This paper is structured as follows. The preliminary refer to Conley index and notation of PSVF is in Section II. Section III demonstrates the construction of a semiflow using the positive trajectories of a PSVF that, according to Filippov convention, only present crossing and sliding; there exists a unique solution for positive motion by the trajectories of the PSVF. At the head of section III is the main result of this article. Finally, in Section IV, we are using the Conley Theory applicable to the semi-dynamical system construed in Section III to find periodic trajectories in PSVF.

2. Preliminaries

Throughout this paper, we identify the intervals $(-\infty,0]$ and $[0,\infty)$ by $\mathbb{R}^-$ and $\mathbb{R}^+$, respectively. Let $X$ be a topological space and $f$ a real-valued function on $X$. We say that $f$ is upper semi-continuous at $x^*$ if and only if $\limsup_{x \to x^*} f(x) \leq f(x^*)$. 


Definition 2.1. The pair \((X, \phi)\) is called a (continuous) semi-dynamical system and \(\phi\) a semiflow if \(X\) is a Hausdorff topological space and \(\pi\) is a mapping, \(\pi : X \times \mathbb{R}^+ \rightarrow X\) which satisfies

1. \(\phi(x, 0) = x\) for each \(x \in X\) (initial value property),
2. \(\phi(\phi(x, t), s) = \phi(x, t + s)\) for each \(x \in X\) and \(t, s \in \mathbb{R}^+\) (semigroup property), and
3. \(\phi\) is continuous on the product space \(X \times \mathbb{R}^+\) (continuity property).

Without loss of generality, if we are working with a fixed semiflow, we must often use the most straightforward notation \(x \cdot t\) in place of \(\phi(x, t)\). A function \(\sigma : I \rightarrow X\) where \(I\) is a nonempty interval in \(\mathbb{R}\) is called a solution of \((X, \phi)\) if whenever \(t \in I\), \(s \in \mathbb{R}^+\) and \(t + s \in I\), then \(\sigma(t) \cdot s = \sigma(t + s)\). The interval \(I\) is the domain of \(\sigma\) and according to our notation is represented by \(D(\sigma)\). If \(x \in X\), a solution \(\sigma\) with \(0 \in D(\sigma)\) and \(\sigma(0) = x\) is called a solution through \(x\). The function \(\phi_x : \mathbb{R}^+ \rightarrow X\) given by \(\phi_x(t) = x \cdot t\) is a solution through \(x\) and, indeed, is the unique solution through \(x\) with domain \(\mathbb{R}^+\). We call this solution the positive motion through \(x\).

2.1. Conley index. In this section, we review the Conley index theory, following the definitions given by K. Mischaikow and M. Mrozek [19]. For this section assume that \(X\) is a metric space and \(\phi : X \times \mathbb{R}^+ \rightarrow X\) a semiflow. A subset \(S \subset X\) is said to be an invariant set with respect to the semiflow \(\phi\) if, for all \(p \in S\), one has \(p \cdot t \in S\) for all \(t \in \mathbb{R}^+\). In other words, \(\phi(S, \mathbb{R}^+) = S\). Let \(N \subset X\) be a subset of \(X\). The maximal invariant set of \(N\) is defined by: \(\text{inv}(N) = \{x \in X| x \cdot t \in N, \text{ for all } t \in \mathbb{R}^+\}\). A subset \(S \subset X\) is called an isolated invariant set if there exists a compact neighborhood \(N\) of \(S\) in \(X\) such that \(S \subset \text{int}(N)\) and \(S = \text{inv}(N)\). In this case, \(N\) is said to be an isolating neighborhood for \(S\) in \(X\). The set \(N\) is called an isolating neighborhood for \(\phi\) if it is closed, contained in the domain of \(\phi\), and \(\text{Inv}(N) \subset \text{int}(N)\). The most relevant property of the Conley index is its invariance by continuation, even under small perturbations.

Definition 2.2. Let \(S \subset X\) be an isolated invariant set. A pair \((N, L)\) of compact sets in \(X\) is said to be an index pair for \(S\) in \(X\) if \(L \subset N\) and

1. \(N \setminus L\) is an isolating neighborhood for \(S\) in \(X\);
2. \(L\) is a positively invariant in \(N\), that is, if \(x \in L\) and \(x \cdot [0, T] \subset N\) then \(x \cdot [0, T] \subset L\);
3. \(L\) is the exit set of the semiflow, that is, if \(x \in N\) and \(x \cdot \mathbb{R}^+ \nsubseteq N\) then there exists \(T > 0\) such that \(x \cdot [0, T] \subset N\) and \(x \cdot T \in L\).

Given a pair \((N, L)\) of topological spaces with \(L \subset N\) and \(L \neq \emptyset\), define:

\[x \sim y \iff x = y \text{ or } x, y \in L.\]

Denote by \(N/L\) the pointed space \((N/\sim, [L])\). The Figure 1 shows the index pair \((N, L)\) for a hyperbolic invariant set that is diffeomorphic to a circle in three dimensions.
Next, we present the definitions of the Conley index that we use throughout this paper.

**Definition 2.3.** The Homotopy Conley Index of $S$ is defined as the homotopy type of the pointed space $N/L$, where $(N, L)$ is the index pair $S$.

Note that the definition that the homotopy Conley index is the homotopy type of a topological space. Unfortunately, operating with homotopy classes of spaces is extremely difficult. To evade this problem, it is useful to consider the cohomology Conley index.

**Definition 2.4.** Let $S$ be an isolated invariant set with respect to the semiflow $\phi$ and let $(N, L)$ be a index pair for $S$. The cohomology Conley index is defined as

$$CH^\ast(S) = CH^\ast(S, \phi) := H^\ast(N/L) \approx H^\ast(N, L)$$

where $H^\ast$ denotes the Alexander-Spanier cohomology with integer coefficients.

The most important property of an isolating neighborhood is that it is robust concerning perturbation. Still, before enunciating this property, the following definition is necessary.

**Definition 2.5.** Let $N \subset X$ be a compact set. Let $S_\lambda = \text{inv}(N, \phi_\lambda)$. Two isolated invariant sets $S_{\lambda_0}$ and $S_{\lambda_1}$ are related by continuation or $S_{\lambda_0}$ continues to $S_{\lambda_1}$ if $N$ is an isolating neighborhood for all $S_\lambda, \lambda \in [\lambda_0, \lambda_1]$.

Now, we state the continuation theorem for the Conley index.

**Theorem 2.6 (Continuation Property).** Let $S_{\lambda_0}$ and $S_{\lambda_0}$ be isolated invariant sets that are related by continuation. Then,

$$CH^\ast(S_{\lambda_0}) \approx CH^\ast(S_{\lambda_1}).$$

The proof of the Continuation Property can be found in [24]. Let us now consider, as an example, the Conley index of a stable periodic orbit.

**Example 2.7.** The homotopy type of the pointed space $N/L$ of a stable periodic orbit in two dimensions is equal to the homotopy type of $S^1 \vee S^0$ (see Figure 2), and so

$$CH^k(S) \approx \begin{cases} \mathbb{Z} & k = 0, 1, \\ 0 & \text{otherwise}. \end{cases}$$
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**Figure 2.** The homotopy type of the pointed space $N/L$ of a stable periodic orbit in dimension two.

The following result generalizes Example 2.7.

**Proposition 2.8 (Mischakow, [19]).** Let $S$ be a hyperbolic periodic orbit with an oriented unstable manifold of dimension $n + 1$. Then

$$CH^k(S) \approx \begin{cases} \mathbb{Z} & k = n, n + 1, \\ 0 & \text{otherwise}. \end{cases}$$
Figure 3 shows the homotopy type of the pointed space $N/L$ of an unstable periodic orbit in two dimensions is equal to the homotopy type of $S^2 \lor S^1$.

Now, we refer to Poincaré’s section that, the essential hypothesis to confirm the existence of periodic orbits in a semi-dynamic system when using the Conley theory. Suppose $N$ is an isolating neighborhood for a semiflow $\phi$. Then $\Xi \subset X$ is a local section for $\phi$ and $N$ if there exists $\xi > 0$ such that

$$C_\xi^N(\Xi) := \{ x \in N | x \cdot (0, \xi) \cap \Xi \neq \emptyset \}$$

is open in $N$ and for every $x \in C_\xi^N(\text{cl}(\Xi))$ there exists a unique element of $x \cdot (0, \xi) \cap \Xi$.

**Definition 2.9.** $\Xi \subset X$ is a Poincaré section for $\phi$ in $N$ if:

1. $\Xi$ is a local section,
2. $\Xi_N := \{ \Xi \cap N \}$ is closed and
3. for every $x \in N$, $x \cdot (0, \infty) \cap \Xi \neq \emptyset$.

Observe that it is not necessary to know $S$ to find a Poincaré section, also not required to be a subset of $N$. Certainly, if $N$ has an exit set, then for any subset of $N$, there will be points in $N$ whose orbits exit $N$ before they cross again by the subset at issue, so no subset of $N$ can be a Poincaré section. Suppose $(\Lambda, \rho)$ is a metric space that parameterizes a continuous family of semiflows $\phi^\lambda : X \times \mathbb{R}^+ \rightarrow X$. Furthermore, suppose that for some $\lambda_0 \in \Lambda$, $N$ is an isolating neighborhood for $\phi^{\lambda_0}$ and $\Xi$ is a local section for $N$ and $\lambda_0$.

**Proposition 2.10.** Let $W$ be an admissible set for $\phi^\lambda$ for all $\lambda \in \Lambda$. Assume that $N \subset W$ is an admissible isolating neighborhood for $\phi^\lambda$ for all $\lambda \in \Delta \subset \Lambda$, a neighborhood of $\lambda_0$. Furthermore, assume that $N$ has a Poincaré section for $\phi^{\lambda_0}$ and that $\text{inv}(N, \phi^{\lambda_0}) = \emptyset$. Then, for $\Delta$ sufficiently small, given $\lambda \in \Delta$ there exists an isolating neighborhood $N_\lambda \subset W$ for $\phi^\lambda$ such that

$$\text{inv}(N_\lambda, \phi^\lambda) = \text{inv}(N, \phi^\lambda)$$

and $N_\lambda$ admits a Poincaré section.

The previous proposition is the main result to guarantee the existence of periodic orbits that persists under perturbations of the system. In other words, for nearby semi-flows $\phi^{\lambda_0}$, there is an isolating neighborhood $N_\lambda$ that admits a section of Poincaré and has the same maximal invariant set for $\lambda \in \Delta$.

Given a Poincaré section $\Xi$ for $N$, there exists a subset $\Xi_0$ of $\Xi$, open in $\Xi$, such that $\Xi \cap S = \Xi_S \subset \Xi_0$ and such that, for every $x \in \Xi_0$, there exists a unique minimal strictly positive time $\pi_\Xi(x)$ with $x \cdot [0, \pi_\Xi(x)] \subset N$ and $x \cdot \pi_\Xi(x) \in \Xi$. The Poincaré map $\Pi_\Xi$ associated with the Poincaré section $\Xi$ is defined by

$$\Pi_\Xi : \Xi_0 \rightarrow \Xi$$

$$x \mapsto x \cdot \pi_\Xi(x).$$
A map \( f : X \to Y \) is locally compact if every point \( x \in X \) admits a neighborhood \( U \) such that the closure of \( f(U) \) is compact. If, in addition, there exists a compact set \( A \) such that for every \( x \in X \), 
\[
\text{cl}\{ f^n(x) | n \in \mathbb{N} \} \cap A \neq \emptyset,
\]
then \( f \) is called a map of compact attraction. A semiflow \( \phi \) on \( X \) is locally compact if there exists \( t > 0 \) such that \( \phi_t \) is locally compact and is of compact attraction if \( \phi_t \) is a map of compact attraction for some \( t > 0 \).

**Theorem 2.11** (Mrozek, [20]). Assume \( f : X \to X \) is a map of compact attraction and \( K \) is an isolated invariant set for \( f \). Then, the Conley index of \( K \) under \( f \) is of finite type.

At the end of this section, we have the theorem that provides conditions for the Conley index of an isolated invariant set to contain a periodic trajectory.

**Theorem 2.12** (Mccord, Mrozek and Mischaikow, [18]). Assume \( X \) is an absolute neighborhood retract and \( \phi : X \times [0, \infty) \to X \) is a semiflows with compact attraction. If \( N \) is an isolating neighborhood for \( \phi \) which admits a Poincaré section \( \Sigma \) and either

\[
\dim CH^{2n}(N, \phi) = \dim CH^{2n+1}(N, \phi) \quad \text{for} \quad n \in \mathbb{Z}^+
\]
or

\[
\dim CH^{2n}(N, \phi) = \dim CH^{2n-1}(N, \phi) \quad \text{for} \quad n \in \mathbb{Z}^+,
\]

where not all the above dimensions are zero, then \( \phi \) has a periodic trajectory in \( N \).

**Corollary 2.13.** Under the hypotheses of Theorem 2.12, if \( N \) has the Conley index of a hyperbolic periodic orbit, then \( \text{inv}(N) \) contains a periodic orbit.

### 2.2. Piecewise-smooth vector fields

In this section, we introduce the Filippov convention for smooth piecewise vector fields, the reference [10]. Let \( M \) be a closed \( n \)-dimensional \( C^r \) manifold, denote by \( \mathcal{X}(M) \) the space of \( C^r \) vector field tangent to \( M \), endowed with the \( C^r \)-topology where \( r \) is finite and sufficiently large. Let \( \Sigma \) be a one codimension compact submanifold of \( M \), that divides \( M \) in two pieces, i.e. \( M = \Sigma^+ \cup \Sigma^- \), where \( \Sigma^+ \) and \( \Sigma^- \) are manifold with common boundary \( \partial \Sigma^+ = \partial \Sigma^- = \Sigma \). If \( h : M \to \mathbb{R} \) is such that \( h^{-1}(0) = \Sigma, h^{-1}([0, \infty)) = \Sigma^+, h^{-1}((\infty, 0]) = \Sigma^- \) and \( 0 \) is a regular value \( h \) so define a PSVF as follows

\[
Z(p) = \begin{cases} 
X(p) & \text{if } p \in \Sigma^+, \\
Y(p) & \text{if } p \in \Sigma^-.
\end{cases}
\]

We make the identification \( Z = (X, Y) \in \mathcal{X}(M, h) = \mathcal{X}(M) \times \mathcal{X}(M) \) equip with the product topology. We denote \( \Sigma^+ \setminus \Sigma \) for \( \text{int}(\Sigma^+ \setminus \Sigma) \).

For a vector field, \( X \in \mathcal{X}(M) \) the Lie derivative is defined as an operator \( \mathcal{L}_X : \mathcal{X}(M) \to \mathcal{X}(M) \), such that, the Lie derivative of a vector field \( Y \) in the direction of the vector field \( X \) is the vector field \( \mathcal{L}_X(Y) \) defined by

\[
\mathcal{L}_X(Y) := \left. \frac{d}{dt} \right|_{t=0} (D\varphi(t, x)^{-1}Y(\varphi(t, x))),
\]

where \( (t, x) \mapsto \varphi(t, x) \) is the local flow of \( X \). Generally \( \mathcal{L}_X(Y) \) is defined by \( [X, Y] \), where \( [\cdot, \cdot] \) corresponds to the Lie bracket. The derivative for a differentiable function \( h \) in \( M \) is \( \mathcal{L}_X(h) = (Xh)(p) = \sum_i m_i(p) \frac{\partial h}{\partial x_i}(p) \), where \( \left\{ \frac{\partial}{\partial x_i} \right\} \) is one basis associate to of a parametrization \( x : \mathcal{U} \subset \mathbb{R}^n \to M \) and each \( m_i : \mathcal{U} \to \mathbb{R} \) is a function in \( \mathcal{U} \). Then, we have \( \mathcal{L}_X(h) = \langle X(p), \nabla h(p) \rangle \), where \( h \) indicates the expression of \( h \) in the parametrization \( x \). Indeed, we can consider Lie derivatives

\[
Xh(p) = \langle X(p), \nabla h(p) \rangle \quad \text{and} \quad X^{k+1}h(p) = XX^k h(p) = \langle X(p), \nabla X^k h(p) \rangle,
\]
where \(\langle \cdot, \cdot \rangle\) denote the Euclidean inner product in \(\mathbb{R}^n\) and \(h\) indicates the expression of \(h\) in a parametrization \(x\) of \(M\).

Following the Filippov convention in [10], we distinguish the following regions in the discontinuity manifold \(\Sigma\):
- the crossing region: \(\Sigma^c = \{p \in \Sigma; Xh(p)Yh(p) > 0\}\), \(\Sigma^{c+} = \{p \in \Sigma; Xh(p) > 0 \text{ and } Yh(p) > 0\}\) and \(\Sigma^{c-} = \{p \in \Sigma; Xh(p) < 0 \text{ and } Yh(p) < 0\}\),
- the escaping region: \(\Sigma^e = \{p \in \Sigma; Xh(p) > 0 \text{ and } Yh(p) < 0\}\),
- the sliding region: \(\Sigma^s = \{p \in \Sigma; Xh(p) < 0 \text{ and } Yh(p) > 0\}\).

**Definition 2.14.** The sliding vector field associated to \(Z\) is the vector field tangent to \(\Sigma^s\) and defined at
\[
Z^s(p) = \frac{1}{Yh(p) - Xh(p)}(Yh(p)X(p) - Xh(p)Y(p)).
\]
If \(p \in \Sigma^s\) then \(p \in \Sigma^e\) for \(-Z\) and then we can define the escaping vector field on \(\Sigma^e\) associated to \(Z\) by \(Z^e = -(Z)^s\).

Let \(X \in \mathcal{X}(\Sigma^+).\) Since \(\Sigma^+\) is a manifold with boundary then if \(p \in \partial \Sigma^+\) we have that: \(p\) is a regular point of \(X\) when \(Xh(p) \neq 0\) or \(p\) is a singular point of \(X\) when \(Xh(p) = 0\). We say that \(p\) is a singularity tangency of \(X\) if the orbit passing for \(p\) is tangent to boundary of \(\Sigma^+\) in \(p\), i.e., \(Xh(p) = 0 \text{ e } X(p) \neq 0\), moreover, we say that \(p\) is a singularity tangency of \(X\) if:
- \(Xh(p) = 0\) and \(X^2h(p) \neq 0\) (fold or singularity of order 2),
- \(Xh(p) = X^2h(p) = 0\), \(X^3h(p) \neq 0\) and the set \(\{Dh(p), DXh(p), DX^2h(p)\}\) is linearly independent (cusp or singularity tangency of order 3),
- \(\ldots\)
- \(Xh(p) = X^2h(p) = \ldots = X^{m-1}h(p) = 0\), \(X^mh(p) \neq 0\) and the set \(\{Dh(p), DXh(p), DX^2h(p), \ldots, DX^{m-1}h(p)\}\) is linearly independent (singularity tangency of order \(m\)).

Although the Conley theory can be applied to semi-dynamical systems defined in any dimension, in this paper, we consider \(M\) of dimension 3, since it is the lowest dimension in which we find diversity in regions and tangencies formed in the discontinuity manifold.

**Definition 2.15.** Denoted by \(S_X\) and \(S_Y\) the tangency sets of \(X\) and \(Y\), respectively. If \(Z = (X, Y) \in \mathcal{X}(M, h)\), then the tangency set of \(Z\) is given by \(S_Z = S_X \cup S_Y\).

Denoted by \(\Sigma_X = \{p \in \Sigma; Xh(p) \neq 0\}\), respectively for \(Y\) and \(\Sigma_Z = \Sigma_X \cap \Sigma_Y\).

**Remark 2.16.** Following [28], \(\Sigma\) is the disjoint union of submanifolds of decreasing dimension, if \(S_X^j\) is the set of tangential singularities of order \(j\) of \(X\), then \(\Sigma = \Sigma_X \cup S_X^2 \cup S_X^3\). This implies that every orbit meets the boundary of \(\Sigma^+\) in a discrete set of points. Generically, a fold point of \(X\) belongs to a local curve of fold points of \(X\) with the same visibility, and cusp points occur as isolated points located at the extreme of curves of fold points.

The critical points of \(\Sigma^s\) are consider pseudo-equilibria of \(Z\) and the sliding vector field can be extended beyond the boundary of \(\Sigma^s\), in fact, if \(p \in \partial \Sigma^s\) then:
1. if \(Xh(p) = 0\) but \(Yh(p) \neq 0\) then \(Z^s(p) = X(p)\)
2. if \(Yh(p) = 0\) but \(Xh(p) \neq 0\) then \(Z^s(p) = Y(p)\) and
3. if \(Xh(p) = 0\) and \(Yh(p) = 0\) then \(p\) is a pseudo-equilibrium for \(Z^s\) that is \(Z^s(p) = p\).

Denote by \(\Sigma^S = \Sigma^s \cup \partial \Sigma^s\).
If \( p \in \Sigma^c \), then the orbit of \( Z = (X,Y) \in \mathcal{X}(M,h) \) at \( p \) is defined as the concatenation of the orbits of \( X \) and \( Y \) at \( p \). Nevertheless, if \( p \in \Sigma \setminus \Sigma^c \), there may be a lack of uniqueness of solutions. In this case, the flow of \( Z \) is multivalued and any trajectory passing through \( p \) originated by the orbits of \( X, Y, Z^s \) and \( Z^e \) is considered as a solution of \( Z \). More details can be found in [10].

For \( \dim(M) = n \), on the discontinuity manifold, we assume only isolated crossing regions. For \( \dim(M) = 3 \), on the discontinuity manifold, it may have regions of crossing, sliding, and escaping, as well regions formed by regular, singular, and tangency points of order 2 and 3. Given that we are interested in constructing the semiflow generated by trajectories of a PSVF, in this paper, we do not consider systems with sliding and escaping regions simultaneously. For systems that have escaping and crossing regions, we consider the backward flow in order to construct a semi-flow.

**Definition 2.17.** Let \( Z = (X,Y) \in \mathcal{X}(M,h) \) a point \( p \in \Sigma \) is said to be a \( \Sigma \)-singularity of \( Z \) if \( p \) is a tangential singularity, or a pseudo-equilibrium of \( Z \). Otherwise, it is said to be a regular-regular point of \( Z \).

We said that a point \( p \in \Sigma \) is said to be a fold point of \( X \in \mathcal{X}(\Sigma^+) \) if \( Xh(p) = 0 \) and \( X^2 h(p) \neq 0 \). If \( X^2 h(p) > 0 \) (resp. \( X^2 h(p) < 0 \)), then \( p \) is a visible fold or with visible contact (resp. invisible fold or with invisible contact). Furthermore, a point \( p \in \Sigma \) is said to be a cusp point of \( X \in \mathcal{X}(\Sigma^+) \) if \( Xh(p) = 0 \) and \( X^3 h(p) \neq 0 \) (resp. \( X^3 h(p) < 0 \)), then \( p \) is a visible cusp or with visible contact (resp. invisible cusp or with invisible contact). If \( Y \in \mathcal{X}(\Sigma^-) \), the visibility condition is switched.

Resuming the previous results, we have the following definition for the local trajectory of one point \( p \in M \) in a PSVF.

**Definition 2.18.** The local trajectory \( \varphi_Z(p,t) \) of a PSVF of the form (6) through a point \( p \in M \) is defined as follows where every interval \( I \) contains zero.

1. For \( p \in \text{int}(\Sigma^+) \) and \( p \in \text{int}(\Sigma^-) \) the trajectory is given by \( \varphi_Z(p,t) = \varphi_X(p,t) \) and \( \varphi_Z(p,t) = \varphi_Y(p,t) \) respectively, where \( t \in I \subset \mathbb{R} \).
2. For \( p \in \Sigma^c \) and taking the origin of time at \( p \), the trajectory is defined as \( \varphi_Z(p,t) = \varphi_Y(p,t) \) for \( t \in I \cap \mathbb{R}^- \) and \( \varphi_Z(p,t) = \varphi_X(p,t) \) for \( t \in I \cap \mathbb{R}^+ \). For the case \( p \in \Sigma^c \) the definition is the same reversing.
3. For \( p \in \Sigma^s \) and taking the origin of time at \( p \), the trajectory is defined as \( \varphi_Z(p,t) = \varphi_Z^+(t,p) \) for \( t \in I \cap \mathbb{R}^+ \) and \( \varphi_Z(p,t) = \varphi_Z^-(t,p) \) for \( t \in I \cap \mathbb{R}^- \).
4. For a generic singularity tangency and taking the origin of time at \( p \), this is visible or invisible tangency for at least one of the fields \( X \) or \( Y \), the trajectory is defined as \( \varphi_Z(p,t) = \varphi_1(t,p) \) for \( t \in I \cap \mathbb{R}^- \) and \( \varphi_Z(p,t) = \varphi_2(t,p) \) for \( t \in I \cap \mathbb{R}^+ \) where each \( \varphi_1, \varphi_2 \) is either \( \varphi_X \) or \( \varphi_Y \) or \( \varphi_Z^s \).
5. For \( p \) a equilibrium point, i.e., the equilibrium points of \( X, Y \) and \( Z^s \), the trajectory is defined as \( \varphi_Z(p,t) = p \) for all \( t \in \mathbb{R} \).

### 3. Main Results

The main objective of this section is to generate a semi-dynamical system with the forward trajectories of a piecewise-smooth vector field using the convex method of Filippov. Using this semiflow be used together with Theorem 2.12, we guarantee the existence of periodic orbits in piecewise-smooth
vector fields without sliding region.

Let topological space $X$ be a finite union of closed subsets $X_i$, i.e. $X = \bigcup_{i=1}^{n} X_i$; if for some topological space $Y$, there are continuous maps $f_i : X_i \rightarrow Y$ that agree on overlaps (i.e., $f_i|_{X_i \cap X_j} = f_j|_{X_i \cap X_j}$), then the generalized pasting or gluing lemma says that there exists a unique continuous function $f : X \rightarrow Y$ with $f|_{X_i} = f_i$, for all $i$. We used the gluing lemma with the functions of semiflows generated by positive trajectories of the vector fields $X$, $Y$, and $Z^s$.

Throughout this paper, the dimension of the manifold $M$ is restricted to $n$-dimensional, $n \leq 3$. This assumption is needed to simplify the construction of a semiflow for the cases where the switching manifold $\Sigma$ has tangencies. For $n \geq 4$, the ideas will be similar; however, the challenge will be the analyze of more tangency cases and defining Filippov convention for submanifolds with only tangencies. It is important to note that, for a Filippov system with only sliding and crossing regions, the assumption on the 3-dimensional manifold can be dropped, see Theorem 3.23.

Assume that $M$ is a closed 3-dimensional $C^1$ manifold, and the discontinuity manifold has crossing regions and sliding regions. $M = \Sigma^+ \cup \Sigma^-$, where $\Sigma^+$ and $\Sigma^-$ are manifold with common boundary $\Sigma$. We begin by introducing up some notations for subsets of $\Sigma$ that we use frequently.

**Definition 3.1.** For $X \in \mathcal{X}(\Sigma^+)$, denote $\Sigma^+_X = \{p \in \Sigma; Xh(p) > 0\}$ and $\Sigma^-_X = \{p \in \Sigma; Xh(p) < 0\}$ subsets of $\Sigma_X$. Furthermore,

1. $S^+_X = \{p \in S_X; p$ is a visible fold of $X\}$,
2. $S^-_X = \{p \in S_X; p$ is an invisible fold of $X\}$,
3. $S^c_X = \{p \in S_X; p$ is a cusp of $X$ and $X^3h(p) < 0\}$ and
4. $S_{\Sigma}^c = \{p \in S_X; p$ is a cusp of $X$ and $X^3h(p) > 0\}$.

Analogously to $Y \in \mathcal{X}(\Sigma^-)$ and $Z^s \in \mathcal{X}(\Sigma^s)$.

In the following definition, $t_+^X(p)$ is the time necessary for the positive trajectory of $p$ to leave definitely $\Sigma^+$. It is the primary tool when defining the domain in the semiflow.

**Definition 3.2.** Let $M$ be a closed manifold and $\Sigma$ ($\Sigma = h^{-1}(0)$ with $h : M \rightarrow \mathbb{R}$) a compact codimension 1 submanifold of $M$, such that divides $M$ in two connected manifold $\Sigma^+$ and $\Sigma^-$ with common boundary $\Sigma$. For $X \in \mathcal{X}(M)$, let $\Lambda^+_X = \{p \in \Sigma^+; \varphi_X(p, [0, \infty)) \not\subset \Sigma^+\}$ and $t_+^X : \Sigma^+ \rightarrow \mathbb{R}^+ \cup \{\infty\}$ such that

$$t_+^X(p) = \begin{cases} \infty & \text{if } p \notin \Lambda^+_X, \\ \inf\{t > 0; \varphi_X(p, t) \in S^+_X \cup \Sigma^-_X\} & \text{if } \varphi_X(p, [0, t]) \subset \Sigma^+ \text{ for } t \in I \cap \mathbb{R}^+ \text{ with } t \neq 0, \\ 0 & \text{otherwise} . \end{cases}$$

Analogously for $Y \in \mathcal{X}(M)$.

To better understand the belong definition, we present the following example with different cases to $t_+^X$.

**Example 3.3.** For $X \in \mathcal{X}(\Sigma^+)$ we can have some points as in the Figure [4], note that $p_i \in \Lambda^+_X$ for $i = 1, \ldots, 6$ but only for $p_1, p_2$ and $p_3$ $\varphi_X(p_i, [0, t]) \subset \Sigma^+$ for $t \in I \cap \mathbb{R}^+$ with $t \neq 0$ then $t_+^X(p_i) > 0$ for $i = 1, 2, 3$ with $t_+^X(p_2) > t_+^X(p_3)$ and $t_+^X(p_i) = 0$ for $i = 4, 5, 6$. Now, for $p_i$ for $i = 7, \ldots, 9$ we have that $\varphi_X(p_i, [0, \infty)) \subset \Sigma^+$ then, these points are not in $\Lambda^+_X$ and so $t_+^X(p_i) = \infty$ for $i = 7, \ldots, 9$. 

---

**EXISTENCE OF PERIODIC ORBITS FOR PSVF VIA CONLEY THEORY.**
In the case, for the vector field \( Z^s \), locally \( \Sigma^s \) is a sub-manifold with boundary \( \partial \Sigma^s = Xh^{-1}(0) \) or \( \partial \Sigma^s = Yh^{-1}(0) \). Without loss of generality, we take \( p \in S_X \) such that \( Yh(p) > 0 \) then locally the set \( S_X \) that is a sub-manifold of co-dimension 1 separates the discontinuity manifold into two pieces \( \Sigma^S \) and \( \Sigma^c^+ \) such that \( \Sigma^S = Xh^{-1}((-\infty, 0]) \) and \( \Sigma^c^+ = Xh^{-1}((0, \infty)) \). See Figure 5.

In order to extend the Definition 3.2 to the vector field \( Z^s \), in [29], the following result is proved.

**Lemma 3.4.**

(i) The vector field \( Z^s \) can be smoothly extended beyond the boundary of \( \Sigma^s \).

(ii) If a point \( p \) in \( \partial \Sigma^s \) is a fold point (resp. cusp point) of \( X \) and a regular point of \( Y \) then \( Z^s \) is transverse to \( \partial \Sigma^s \) at \( p \) (resp. \( Z^s \) has a quadratic contact with \( \partial \Sigma^s \) at \( p \)).

So, by Lemma 3.4 and the following crollary, the Definition 3.2 is valid to \( Z^s \in X(\Sigma^S) \).

**Corollary 3.5.** Let \( Z = (X, Y) \), \( p \in S_X \) and \( Yh(p) > 0 \). If \( p \in S^i_X \) then \( (Z^s)Xh(p) < 0 \) but if \( p \in S^c_X \) then \( (Z^s)Xh(p) > 0 \). If \( p \in S^c^+_X \) then \( p \in S^c^+_Z \) and if \( p \in S^c^-X \) then \( p \in S^c^-Z \).
In the following proposition, we show that the function $t^+_X$ is upper semi-continuous. Consider the notation, if $U$ is an open of $M$ then $γ_X(p) = \{φ_X(p,t); \ t \in I\}$ denoted the local orbit of a point $p ∈ U$; $γ^+_X(p)$ and $γ^-_X(p)$ the local orbit positive and negative of $p$, respectively.

**Proposition 3.6.** The application $t^+_X : \Sigma^+ → \mathbb{R}^+ \cup \{∞\}$ such that $p → t^+_X(p)$ is upper semi-continuous. Analogously for $t^-_X$ and $t^+_Y$.

**Proof.** Note that, if $p ∉ Λ^+_X$ then $t^+_X(p) = ∞$ and $\limsup_{q→p} t^+_X(q) ≤ t^+_X(p)$ and so $t^+_X$ is upper semi-continuous at $p$. Now, assume that $p ∈ Λ^+_X$ with $p ∈ Σ$, let $q = φ_X(p, t^+_X(p))$ and $γ = φ_X(p, [0, t^+_X(p)])$. Choose coordinates $X = (x_1, x_2, x_3)$ around $p ∈ Σ$ such that $X = (1, 0, 0)$, let $x_3 = g(x_1, x_2)$ be a $C^∞$ solution of $h(x_1, x_2, x_3) = 0$ with $g(0, 0) = 0$. Fix $N = \{x_1 = 0\}$ as the section transverse to $X$ at $p$. Define the projection $σ_{X_p} : (Σ, p) → (N, p)$ of $Σ$ along the orbits of $X$, onto $N$ is given by

$$σ_{X_p}(x_1, x_2, g(x_1, x_2)) = (0, x_2, g(x_1, x_2)).$$

Since $Σ$ is the disjoint union of submanifolds of decreasing dimension: $Σ_X \cup S^2_X \cup S^2_X$. The map $σ_{X_p}$ is an immersion at $p$. This implies that every orbit meets the boundary of $Σ^+$ in a discrete set of points. Let $U$ open of $p$ in $M$ and $U_{Σ^+} = U ∩ Σ^+$.

1. (1.1) Assume that $p ∈ Σ_X$, then $t^+_X(p) = 0$ and so for all $\tilde{p} ∈ U_{Σ^+}$ (Case (a) of Figure 6), we have that $t^+_X(\tilde{p}) → t^+_X(p)$ whenever $\tilde{p} → p$.

1. (1.2) Assume that $p$ is a singularity tangency of order two, then $p$ is a fold of $σ_X$ ($X^2 h(p) = \frac{∂^2 h}{∂x_1^2} ≠ 0$) and in this case there exits a $C^r$-diffeomorphism $\tilde{σ}_X p : (Σ, p) → (Σ, p)$, called the symmetric associated with $σ_X$, such that $\tilde{σ}_X p(p) = p$, $σ_{X_p} o \tilde{σ}_X p = σ_X p$ and $\tilde{σ}_X p = Id$. Observe that $S_X = Fix(\tilde{σ}_X)$ and if $\tilde{p} ∉ S_X$ then $\tilde{σ}_X(\tilde{p})$ is the point where the trajectory of $X$ passing through $\tilde{p}$ meets $Σ$.

2. (2.1) Assume that $p$ is a singularity tangency of order two, then $p$ is a fold of $σ_X$ ($X^2 h(p) = \frac{∂^2 h}{∂x_1^2} ≠ 0$) and in this case there exits a $C^r$-diffeomorphism $\tilde{σ}_X p : (Σ, p) → (Σ, p)$, called the symmetric associated with $σ_X$, such that $\tilde{σ}_X p(p) = p$, $σ_{X_p} o \tilde{σ}_X p = σ_X p$ and $\tilde{σ}_X p = Id$. Observe that $S_X = Fix(\tilde{σ}_X)$ and if $\tilde{p} ∉ S_X$ then $\tilde{σ}_X(\tilde{p})$ is the point where the trajectory of $X$ passing through $\tilde{p}$ meets $Σ$.

2. (2.1) Assume that $p$ is a singularity tangency of order two, then $p$ is a fold of $σ_X$ ($X^2 h(p) = \frac{∂^2 h}{∂x_1^2} ≠ 0$) and in this case there exits a $C^r$-diffeomorphism $\tilde{σ}_X p : (Σ, p) → (Σ, p)$, called the symmetric associated with $σ_X$, such that $\tilde{σ}_X p(p) = p$, $σ_{X_p} o \tilde{σ}_X p = σ_X p$ and $\tilde{σ}_X p = Id$. Observe that $S_X = Fix(\tilde{σ}_X)$ and if $\tilde{p} ∉ S_X$ then $\tilde{σ}_X(\tilde{p})$ is the point where the trajectory of $X$ passing through $\tilde{p}$ meets $Σ$.

**Figure 6.** The tubular flow $(F, f)$ of $X$ such that $γ ⊂ F$.
\[
\lim_{\tilde{p} \to p} t_X^+(\tilde{p}) = \lim_{\tilde{p} \to p} t(\tilde{p}) = t(p) = 0 = t_X^+(p).
\]

(2.2) Now, assume that \( p \in S_X^0 \) then \( g(x_1, x_2) \) is conjugate to \((x_1, x_2) \mapsto -x_1^2, \tilde{p} = (\tilde{x}_1, \tilde{x}_2, \tilde{x}_3) \in \Sigma^+ \) iff \( \tilde{x}_3 \geq -\tilde{x}_1^2 \) (Case (c) of Figure 7). Reduce \( \mathcal{U} \), if necessary, assume that \( \gamma \) there are not internal tangencies in \( \mathcal{U} \) then \( \mathcal{U}_{\Sigma^+} = \mathcal{U}_1 \cup \mathcal{U}_2 \cup \mathcal{U}_3 \) with \( \mathcal{U}_1 = \{ \tilde{p} \in \mathcal{U}_{\Sigma^+}; \gamma_X^+(\tilde{p}) \cap \Sigma_X^+ \neq \emptyset \}, \mathcal{U}_2 = \{ \tilde{p} \in \mathcal{U}_{\Sigma^+}; \gamma_X^+(\tilde{p}) \cap S_X \neq \emptyset \) or \( \gamma_X^+(\tilde{p}) \cap \Sigma = \emptyset \}\) and \( \mathcal{U}_3 = \{ \tilde{p} \in \mathcal{U}_{\Sigma^+}; \gamma_X^-(\tilde{p}) \cap \Sigma_X^- \neq \emptyset \} \) then for the points \( \tilde{p} \in \mathcal{U}_1, \gamma_X^+(\tilde{p}) \cap \Sigma_X^- \neq \emptyset \) and so \( \lim_{\tilde{p} \to p} t_X^+(\tilde{p}) = 0 \). Again, if we assume that \( X^h(q) < 0 \) and there are no internal tangencies in the arc trajectory \( \gamma \) so by long tubular flow theorem, reduce \( F \), if necessary, for to not have internal tangencies in \( F \) then for all \( \tilde{p} \in \mathcal{U} \) there exists a unique \( t(\tilde{p}) \geq 0 \) such that the orbit-solution \( t \mapsto \phi_X(\tilde{p}, t) \) of \( X \) through \( \tilde{p} \) meets \( \Sigma \) (around of \( q \)) and for the points \( \tilde{p} \in \mathcal{U}_2 \cup \mathcal{U}_3 \) we have that \( t(\tilde{p}) = t_X^+(\tilde{p}) \) so \( \lim \sup_{\tilde{p} \to p} t_X^+(\tilde{p}) = \inf(\sup\{t_X^+(\tilde{p}); \tilde{p} \in (\mathcal{U}_1 \cup \mathcal{U}_2 \cup \mathcal{U}_3) \setminus \{p\}\}) \leq t_X^+(p) \).

Now, assume that \( X^h(q) < 0 \) but \( \gamma \) there are, in fact finites, internal tangencies and let \( p_1 \in \gamma (p_1 \neq p) \) the first point in \( \gamma \) such that \( p_1 \in S_X^0 \). Let \( t_1 > 0 \) such that \( \varphi_X(p_1, t_1) = p_1 \) then \( t_1 \ll t_X^+(p) \) and \( \lim_{\tilde{p} \to p} t_X^+(\tilde{p}) = t_1 \) for the points \( \tilde{p} \in \mathcal{U}_3 \) and consequently \( t_X^+ \) is upper semi-continuous at \( p \) in this cases.

\[\begin{align*}
\text{(a)} & \quad \text{(b)} & \quad \text{(c)} \\
\text{(d)} & \quad \text{(e)}
\end{align*}\]

\text{Figure 7.} \( X \) as a “straight” vector field and a “twisted” boundary.

(3) Assume that \( p \) is a singularity tangency of order three, then \( p \) is a cusp of \( \sigma_X \).

(3.1) If \( X^3h(p) < 0 \) then \( g(x_1, x_2) \) is conjugate to \((x_1, x_2) \mapsto x_1^3 + x_1x_2, \tilde{p} = (\tilde{x}_1, \tilde{x}_2, \tilde{x}_3) \in \Sigma^+ \) iff \( \tilde{x}_3 \geq \tilde{x}_1^3 + \tilde{x}_1 \tilde{x}_2 \) (Case (d) of Figure 7) then \( \gamma^+(\tilde{p}) \cap \text{int}(U \cap \Sigma^-) \neq \emptyset \) and so \( \lim_{\tilde{p} \to p} t_X^+(\tilde{p}) = t_X^+(p) \).

(3.2) If \( X^3h(p) > 0 \) then \( g(x_1, x_2) \) is conjugate to \((x_1, x_2) \mapsto -x_1^3 - x_1x_2 \) (Case (e) of Figure 7) then \( \mathcal{U}_{\Sigma^+} = V_1 \cup V_2 \cup V_3 \) with \( V_1 = \{ \tilde{p} \in \mathcal{U}_{\Sigma^+}; \tilde{p} \in S_X \) or \( \gamma_X^+(\tilde{p}) \cap \Sigma_X^- \neq \emptyset \}, \mathcal{U}_2 = \{ \tilde{p} \in \mathcal{U}_{\Sigma^+}; \gamma_X^-(\tilde{p}) \cap \Sigma_X^- \neq \emptyset \}, \mathcal{U}_3 = \{ \tilde{p} \in \mathcal{U}_{\Sigma^+}; \gamma_X^+(\tilde{p}) \cap \Sigma_X^+ \neq \emptyset \} \).
Case A. Singularity points of type singular-regular;

Case B. Singularity points of type singular-singular;

Lemma 3.9. In fact, by Definition 2.18 and Lemma 3.5

Proof. We denoted, also by $A_1$, $A_2$, $A_3$, $B_1$, $B_2$, $B_3$ and $B_4$ the sets of points in the cases $A_1$ to $B_2$. Note that, by Definition 2.18 if $p$ is the point of case $B_2$ then $Xh(p) = Yh(p) = 0$ and so $Z^0h(p) = 0$. With the following lemma, we guarantee that the positive local trajectory for the tangency points in the cases $A_1$ to $B_2$ has uniqueness.

Lemma 3.9. The positive local trajectory $\varphi_Z(p, t)$ of a PSVF of the form (6) through a point $p \in S_Z$ in some of the cases $A_1$ to $B_2$ is unique.

Proof. In fact, by Definition 2.18 and Lemma 3.5

1) for $p$ in $A_1$, $A_4$ and $B_1$, the trajectory is given by $\varphi_Z(p, t) = \varphi_X(p, t)$ ($\varphi_Z(p, t) = \varphi_Y(p, t)$);
2) for $p$ in $A_2$ and $A_3$, the trajectory is given by $\varphi_Z(p, t) = \varphi_{Z^0}(p, t)$;
3) for $p$ in $B_2$, the trajectory is given by $\varphi_Z(p, t) = \varphi_{Z^0}(p, t) = p$.
for $t \in I \cap \mathbb{R}^+$ and $0 \in I$.

In the following definition, for each $p \in M$ we build a sequence of points under the discontinuity manifold using the function $t^+_X$, also, together to one sequence of fields $X$, $Y$ and $Z^s$ and closed intervals of positive time. The objective of these sequences is to use them to restrict the domains of the flows generated by the fields in question.

**Definition 3.10.** Let $Z = (X, Y) \in \mathcal{X}(M, h)$ with $\Sigma = \Sigma^c \cup \Sigma^s \cup S_Z$ and $p \in S_Z$ in some of the cases A1 to B3. If $p \in M$ then denoted $p_0 = p$ and $p_i = \varphi_{Z_{i-1}(p)}(p_{i-1}, t^+_X Z_{i-1}(p) (p_{i-1}))$ for $i \in \mathbb{Z}^+$, where $Z_0(p) = X$ if $p \in \text{int}(\Sigma^+)$, $Z_0(p) = Y$ if $p \in \text{int}(\Sigma^-)$ and

$$Z_{i(p)} = \begin{cases} X & \text{if } p_i \in \Sigma^c \text{ or } p_i \in (A1 \cup A4 \cup B1) \cap (S_X^c \cup S_Y^c), \\ Z^s & \text{if } p_i \in \Sigma^s \text{ or } p_i \in A2 \cup A3 \cup B2, \\ Y & \text{if } p_i \in \Sigma^c \text{ or } p_i \in (A1 \cup A4 \cup B1) \cap (S_X^c \cup S_Y^c). \end{cases}$$
Lemma 3.13. Let $\Delta^+_X(p) = \{i \in \mathbb{Z}^+; Z_i(p) = X\}$ and $\Omega_X = \{(p, t) \in M \times \mathbb{R}^+; t \in I_X(p)\}$ whith
\[ I_X(p) = \bigcup_{i \in \Delta^+_X(p)} I^i_X(p) \]
where $I^i_X(p) = [0, a_i(p)]$, $I^i_Y(p) = [a_{i-1}(p), a_i(p)]$ for $i > 0$ such that $a_i(p) = \sum_{j=0}^{i} t_{Z_{j+1}(p)}(p)$. Analogously, we defined $\Omega_Y$ and $\Omega_{Z^s}$ for the vector fields $Y$ and $Z^s$, respectively.

Now, we define the functions to be glued together.

**Definition 3.11.** Let $\varphi_X, \varphi_Y$ and $\varphi_{Z^s}$ the flows of the vector fields $X \in M$, $Y \in M$ and $Z^s \in \mathcal{X}(\Sigma^S)$, respectively. Denote by the restriction of the domains to $\Omega_X$, $\Omega_Y$ or $\Omega_{Z^s}$ correspond
\[ \phi_X : \Omega_X \rightarrow \Sigma^+, \]
\[ \phi_Y : \Omega_Y \rightarrow \Sigma^- \]
and
\[ \phi_{Z^s} : \Omega_{Z^s} \rightarrow \Sigma^S. \]

For $(p, t) \in \Omega_X$ then $t \in I^i_X(p)$ with $i \in \Delta^+_X(p)$ and $\phi_X(p, t) = \varphi_X(p, t - a_{i-1}(p))$. Analogously, for $\phi_Y$ and $\phi_{Z^s}$.

Remark 3.12. The $\phi_X : \Omega_X \rightarrow M$ is a continuous function, in fact $\phi_X = \varphi |_{\Omega_X}$ with $\varphi$ is the inclusion function of $\Sigma^+$ in $M$. Analogously, for $\phi_Y$ and $\phi_{Z^s}$.

The following lemma is a significant result for the proof that the collage of the limits points of the domain of the functions for the gluing is correct.

**Lemma 3.13.** If $(p, s) \in \overline{\Omega_X}$ then $\phi_{Z_{i(p)}}(p, s) \in \Sigma^+$ where $s \in I^i_{Z_{i(p)}}(p)$.

**Proof.** Assume by contra-position that $q = \phi_{Z_{i(p)}}(p, s) \not\in \Sigma^+$ then $q \in \text{int}(\Sigma^-)$. Let $V$ a open neighborhood of $\text{int}(\Sigma^-)$ such that $q \in V$ then by Remark 3.12 $\phi_Y^{-1}(V)$ is a open neighborhood of $M \times \mathbb{R}^+$ such that $(p, s) \in \phi_Y^{-1}(V)$ and for all $(\tilde{p}, \tilde{s}) \in \phi_Y^{-1}(V)$, $\tilde{s} \in I_Y(p) \setminus I_X(p)$ and so $\phi_Y^{-1}(V) \cap \Omega_X = \emptyset$ that is $(p, s) \notin \Omega_X$. \qquad \Box

For $(p, s) \in M \times \mathbb{R}^+$ let $\gamma_i(p) = \varphi_{Z_{i(p)}}(p, [0, t^i_{Z_{i(p)}}(p)])$ for each $i \in \Delta^+_X(p)$ and $\Gamma$ the concatenation of for all $\gamma_i(p)$. Let $\Delta^+_X(p) = \Delta^+_X(p) \cup \Delta^+_Y(p) \cup \Delta^+_Z(p)$.

**Proposition 3.14.** Let $(p, s) \in \overline{\Omega_X}$ with $s \in I^i_{Z_{i(p)}}(p)$ and $i \in \Delta^+_X(p)$ then
\[ \lim_{\tilde{p} \to p \atop \tilde{s} \to s} \phi_X(\tilde{p}, \tilde{s}) = \phi_{Z_{i(p)}}(p, s) \]
whenever $(\tilde{p}, \tilde{s}) \in (V \times I) \cap \Omega_X$ with $V \times I$ is a neighborhood of $(p, s)$ in $M \times \mathbb{R}^+$. Analogously for $(p, s)$ in $\overline{\Omega_Y}$ and $\overline{\Omega_{Z^s}}$.

**Proof.** If $(p, s) \in \Omega_X$ follow by continuity of $\phi_X$. For $(p, s) \notin \Omega_X$ then $s \in (I_Y(p) \cup \Omega_{Z^s}) \setminus I_X(p)$, that is, there exists $i \in \Delta_Z(p)^+$ such that $s \in I^i_{Z_{i(p)}}(p)$ with $Z_{i(p)} \neq X$. Fixing $p \in M$, we proceed by induction on $i$.

**Induction basis:** Assume that $i = 0$ then $(p, s) \in M \times \mathbb{R}^+$ is such that $s \in I^0_{Z_{0(p)}}(p)$, note that, $p \in \Sigma^-$. Firstly, assume that $p \in \text{int}(\Sigma^-)$ then $Z_{0(p)} = Y$ and by Lemma 3.13 $s \neq 0$. Then $\gamma_0(p) = \varphi_Y(p, [0, a_0(p)]) = \varphi_Y(p, [0, t^i_Y(p)])$ and so we have the following cases:
(1) For \( s < a_0(p) \), this is \( \gamma_0(p) \) has internal tangencies. The first internal tangency is a adherent point of \( \Omega_X \) if, and only if, these is a point of case B1 then let \( q = \phi_Y(p, s) = \varphi_Y(p, s) \) this point, so \( q \in S_{X}^{c+} \cap S_{Y}^{c+} \) and also \( q \in \partial \Sigma^{c+} \cap \partial \Sigma^{c-} \). We are going to show that \( \phi_X(\tilde{p}, \tilde{s}) \rightarrow q \) when \( \tilde{p} \rightarrow p \) and \( \tilde{s} \rightarrow s \). Note that (Case (a) of Figure [10]) \( \tilde{s} \in I_{X}^{1}(\tilde{p}) \) and as \( p \in \text{int}(\Sigma^{-}) \) and \( \gamma_0(p) \) has internal tangencies by Remark 3.7 we have that \( \lim_{\tilde{p} \rightarrow p} t_{Y}^{+}(\tilde{p}) = s \) and

\[
\lim_{\tilde{p} \rightarrow p} \varphi_Y(\tilde{p}, t_{Y}^{+}(\tilde{p})) = \varphi_Y(\lim_{\tilde{p} \rightarrow p} \tilde{p}, \lim_{\tilde{p} \rightarrow p} t_{Y}^{+}(\tilde{p})) = \varphi_Y(p, s) = q, \]

and so

\[
\lim_{\tilde{p} \rightarrow p} \phi_X(\tilde{p}, \tilde{s}) = \lim_{\tilde{p} \rightarrow p} \varphi_Y(\tilde{p}, \tilde{s} - a_0(\tilde{p}))
\]

\[
= \lim_{\tilde{p} \rightarrow p} \varphi_Y(\tilde{p}, \tilde{s} - t_{Y}^{+}(\tilde{p}))
\]

\[
= \varphi_X\left(\lim_{\tilde{p} \rightarrow p} \tilde{p}_1, \lim_{\tilde{p} \rightarrow p} \tilde{s} - \lim_{\tilde{p} \rightarrow p} t_{Y}^{+}(\tilde{p})\right)
\]

\[
= \varphi_X(q, s - \tilde{s}) = q.
\]

Figure 10. \( q = \phi_Y(p, s) \) is a point of case B1 and \( \tilde{p}_1 \in \Sigma^{c+} \).

Figure 11. \( q = \phi_Y(p, s) \) is a point of case A3, \( \tilde{p}_1 \in \Sigma^{s} \) and \( \tilde{p}_2 \in \partial \Sigma^{s} \).

Now, if \( \varphi_Y(p, s) \) is not the first internal tangency, the proof follow by induction in \( k \) where \( k \) is the position of internal tangency, in fact \( \gamma_0(p) \) has finite tangencies with \( \Sigma \).

(2) For \( s = a_0(p) \), assume that \( \gamma_0(p) \) has no internal tangencies. In this case, \( q = \phi_Y(p, s) = \phi_Y(p, a_0(p)) = \phi_Y(p, t_{Y}^{+}(p)) = p_1 \) is a point of case A1 or A3. For \( q \in A1 \) the proof is analogous to case (1), it remains to prove to \( q \in A3 \). As \( (p, s) \) is a adherent point of \( \Omega_X \) then either \( \tilde{s} \in I_{X}^{1}(p) \) if \( \tilde{p}_1 \in \Sigma^{c+} \cup \partial \Sigma^{s} \) (is analogous to case (1)) or \( \tilde{s} \in I_{X}^{2}(p) \) if \( \tilde{p}_1 \in \Sigma^{s} \) (Case (b) of Figure [11]). For \( \tilde{s} \in I_{X}^{2}(p) \) then \( \tilde{p}_1 \rightarrow q \) when \( \tilde{p} \rightarrow p \) and by using the part 2.2 of the proof of Proposition 3.6 but with the map \( t_{Z}^{+}: \Sigma^{s} \rightarrow \mathbb{R}^{+} \) we have that \( \lim_{\tilde{p}_1 \rightarrow q} t_{Z}^{+}(\tilde{p}_1) = 0 \), in fact \( \gamma_1(\tilde{p}) = \varphi_Z(\tilde{p}_1, [0, t_{Z}^{+}(\tilde{p}_1)]) \) has no internal tangencies with \( \partial \Sigma^{s} \) and so
\[ \lim_{\tilde{p}_2 \to \tilde{p}} \varphi_{Z^s}(\tilde{p}_2, t^+_{Z^s}(\tilde{p}_2)) = \varphi_{Z^s}(\lim_{\tilde{p}_1 \to \tilde{p}} \tilde{p}_1, \lim_{\tilde{p}_1 \to \tilde{p}} t^+_{Z^s}(\tilde{p}_1)) = \varphi_{Z^s}(q, 0) = q, \]

and so

\[
\lim_{\tilde{p} \to p} \phi_X(\tilde{p}, \tilde{s}) = \lim_{\tilde{p} \to p} \varphi_X(\tilde{p}_2, \tilde{s} - a_1(\tilde{p})) = \lim_{\tilde{p} \to p} \varphi_X(\tilde{p}_2, \tilde{s} - (t^+_{Y^s}(\tilde{p}) + t^+_{Z^s}(\tilde{p}_1))) = \varphi_X(\lim_{\tilde{p}_1 \to \tilde{p}} \tilde{p}_1, \lim_{\tilde{p}_1 \to \tilde{p}} \tilde{s} - \lim_{\tilde{p}_1 \to \tilde{p}} t^+_{Z^s}(\tilde{p}_1)) = \varphi_X(q, s - (s + 0)) = q.
\]

If \( \gamma_0(\rho) \) has internal tangencies and \((p, a_0(\rho)) \in \Omega_X\) then this internal tangencies are points of case B1 and so use item (1) and then the item (2) but instead of \( \tilde{p} \) use to \( \tilde{p}_j \) with \( j \in \Delta_{Z^s} \rho \) such that \( \tilde{p}_j \to \tilde{q} \) where \( p^* \) is the last of the internal tangencies of \( \gamma_0(\rho) \) such that \((p, s^*) \in \Omega_X \) with \( \phi_{Z_0(\rho)}(p, s^*) = \phi_Y(p, s^*) = q^* \).

Now, assume that \( p \in \Sigma \). As \( s \in I_{Z_0(\rho)}^0(p) \) then either \( s = 0 \) or \( 0 < s < s \leq t^+_{Z_0(\rho)}(p) \). If \( s = 0 \) then \( p \) is a point of cases A2, A3 or B1 and doing a similar analysis to the previous items (1) and (2) we have that \( \lim_{\tilde{p} \to p} \varphi_X(\tilde{p}, \tilde{s}) = p \). If \( 0 < s < t^+_{Z_0(\rho)}(p) \) then \( \lim_{\tilde{p} \to p} \varphi_X(\tilde{p}, \tilde{s}) \) is either an internal tangency of \( \gamma_0(p) \) ( with \( \Sigma \) when \( Z_0(\rho) = Y \) or with \( \partial \Sigma^s \) when \( Z_0(\rho) = Z^s \) ) or \( p_1 \), and the proof is analogous to the previous items (1) and (2). Analogously for \((p, s) \in \Omega_Y \) and \( \Omega_{Z^s} \) with \( s \in I_{Z_0(\rho)}^0(p) \).

**Inductive step:** We assume that the proposition is true for all \((p, s) \in \Omega_X \) \((p, s) \in \Omega_Y \) or \((p, s) \in \Omega_{Z^s} \) with \( s \in I_{Z_i(p)}^1(p) = [a_{i-1}(p), a_i(p)] \) thus for \( s = a_i(p) \), if \((p, a_i(p)) \in \Omega_{Z^s} \) with \( Z^s = X, Y \) or \( Z^s \) so \( \lim_{\tilde{p} \to p} \phi_{Z^s}(\tilde{p}, \tilde{s}) = \phi_{Z_0(p)}(p, a_i(p)) = p_{i+1} \), then there exists \( j \in \Delta_{Z^s}^+(\rho) \) such that \( \tilde{p}_j \to p_{i+1} \) and by continuity of \( \varphi_{Z_{j-1}(p)} \); \( a_{j-1}(\tilde{p}) \to a_i(p) \) whenever \( \tilde{p} \to p \). First assume that \( a_i(p) < s < a_{i+1}(p) \), this is, \( \gamma_{i+1}(p) \subset \Sigma \) has internal tangencies.

(a) if \( Z_{i+1}(p) = Z^s \) so \( \gamma_{i+1}(p) \subset \Sigma \) and \( q = \phi_{Z^s}(p, s) \in A3 \) with cusp visible point for \( X \), Figure 12 when \( p_{i+1} \in \Sigma^s \). As \( V \) a neighborhood of \( M \) contain \( p \) by inductive hypothesis \( \tilde{s} \in I_{Z_{i+1}(p)}^1(p) \) with \( Z_{i+1}(\tilde{p}) = X \) for each \( (\tilde{p}, \tilde{s}) \in (V \times I) \cap \Omega_X \) so \( \lim_{\tilde{p}_{j+1} \to p} t^+_{Z^s}(\tilde{p}_j) = s - a_i(p), \)

\[
\lim_{\tilde{p} \to p} \tilde{p}_{j+1} = \lim_{\tilde{p}_{j+1} \to p} \varphi_{Z^s}(\tilde{p}_j, t^+_{Z^s}(\tilde{p}_j)) = \varphi_{Z^s}(p_{i+1}, s - a_i(p)) = \phi_{Z^s}(p, s) = q \text{ and } \lim_{\tilde{p} \to p} a_{j}(\tilde{p}) = \lim_{\tilde{p} \to p} a_{j-1}(\tilde{p}) + \lim_{\tilde{p} \to p} t^+_{Z^s}(\tilde{p}_j) = a_i(p) + (s - a_i(p)) = s \text{ and therefore and so }
\]

\[
\lim_{\tilde{p} \to p} \phi_X(\tilde{p}, \tilde{s}) = \lim_{\tilde{p} \to p} \varphi_X(\tilde{p}_{j+1}, \tilde{s} - a_j(\tilde{p})) = \varphi_X(\lim_{\tilde{p} \to p} \tilde{p}_{j+1}, \lim_{\tilde{p} \to p} \tilde{s} - \lim_{\tilde{p} \to p} a_j(\tilde{p})) = \varphi_X(q, 0) = q.
\]
For (p, s) in the conditions of Proposition 3.16. Let (p, t) ∈ ΩX \ ΩX with s ∈ \( I_{Z_{i+1}(p)} \). Then \( \phi_X(p, s) = \phi_{Z_{i+1}}(p, s) \). Analogously for the maps \( \phi : \Omega_Y \to \Sigma^- \) and \( \phi_{Z^*} : \Omega_{Z^*} \to \Sigma^S \).

Now, we are ready to construct the semi-dynamical system for a PSVF.

**Theorem 3.16.** Assume \( M \) is closed 3-dimensional \( C^1 \) manifold and \( Z \in \mathcal{X}(M, h) \). If \( \Sigma = \Sigma^c \cup \Sigma^s \cup S_Z \) with \( p \in S_Z \) is in some of the cases A1 to B2 then the trajectories of \( Z = (X, Y) \in \mathcal{X}(M, h) \) generate a semi-dynamical system \( (M, \phi_Z) \).

For the proof of Theorem 3.16, we firstly show the following lemmas.

**Lemma 3.17.** In the conditions of Proposition 3.16.

(a) For all \((p, t) \in \Omega_X \cap \Omega_{Z^c}\) we have that \( \phi_X(p, t) = \phi_{Z^c}(p, t) \).

(b) For all \((p, t) \in \Omega_Y \cap \Omega_{Z^*}\) we have that \( \phi_Y(p, t) = \phi_{Z^*}(p, t) \).

(c) For all \((p, t) \in \Omega_X \cap \Omega_Y\) we have that \( \phi_X(p, t) = \phi_Y(p, t) \).

Proof. Let \((p, t) \in \Omega_X \cap \Omega_{Z^c}\) then

1. If \((p, t) \in \Omega_X \cap \Omega_{Z^c}\) then there exists \( i \in \Delta_Z^+(p) \) such that \( t \in I_X^i(p) \cap I_{Z^c}^{i+1}(p) \) (similarly for \( t \in I_Z^i(p) \cap I_{Z^c}^{i+1}(p) \)) so \( t = a_i(p) \) and

\[
\phi_X(p, t) = \varphi_X(p_{i+1}, t - a_i(p)) = \varphi_X(p_{i+1}, 0) = p_{i+1} = \varphi_{Z^c}(p_{i+1}, 0) = \varphi_{Z^c}(p, t).
\]

2. If \((p, t) \in \Omega_X \cap \Omega_{Z^*}\) then there exists \( i \in \Delta_{Z^*}(p) \) such that \( t \in I_{Z^*}^i(p) \) and by Corollary 3.15 \( \phi_X(p, t) = \phi_{Z^*}(p, t) \).

3. If \((p, t) \in \Omega_X \cap \Omega_{Z^*}\) then \( t = 0 \) and \( p \) is a point of case A1 so \( \phi_X(p, t) = \varphi_X(p, 0) = p = \varphi_{Z^*}(p, 0) = \varphi_{Z^*}(p, t) \). The proof is analogous to b) and c).
Lemma 3.18. With the same hypothesis that Proposition 3.16. The map $\phi_Z : M \times \mathbb{R}^+ \rightarrow M$ such that

$$
\phi_Z(p,t) = \begin{cases} 
\phi_X(p,t) & \text{if } (p,t) \in \overline{\Omega_X}, \\
\phi_{Z^*}(p,t) & \text{if } (p,t) \in \overline{\Omega_{Z^*}}, \\
\phi_Y(p,t) & \text{if } (p,t) \in \overline{\Omega_Y}
\end{cases}
$$

is well defined for all $(p,t) \in M \times \mathbb{R}^+$.

Proof. For all $p \in M$, applying Definitions 2.18 and 3.9 we have that

(a) if $p \in \text{int}(\Sigma^+)$ then $\phi_Z(p,t) = \phi_X(p,t)$ for all $t \in [0, a_{0(p)}]$;
(b) if $p \in \text{int}(\Sigma^-)$ then $\phi_Z(p,t) = \phi_X(p,t)$ for all $t \in [0, a_{0(p)}]$;
(c) if $p \in \Sigma^c$ then $\phi_Z(p,t) = \phi_X(p,t)$ for all $t \in [0, a_{0(p)}]$;
(d) if $p \in \Sigma^c$ then $\phi_Z(p,t) = \phi_Y(p,t)$ for all $t \in [0, a_{0(p)}]$;
(e) if $p \in \Sigma^c$ then $\phi_Z(p,t) = \phi_Y(p,t)$ for all $t \in [0, a_{0(p)}]$;
(f) if $p$ is in the cases A1, A4 or B1 that is fold or cusp visible point for $X$ then $\phi_Z(p,t) = \phi_X(p,t)$
for all $t \in [0, a_{0(p)}]$;
(g) if $p$ is in the case A2, A3 or B2 then $\phi_Z(p,t) = \phi_{Z^*}(p,t)$ for all $t \in (0, a_{0(p)})$;
(h) if $p$ is in the cases A1, A4 or B1 that is fold or cusp visible point for $Y$ then $\phi_Z(p,t) = \phi_Y(p,t)$
for all $t \in [0, a_{0(p)}]$.

If $a_{0(p)}$ is a real number then $\phi_{Z_1(p)}(p, a_{0(p)}) \in \Sigma$ hence apply item c) to h) above for all $t \in
[a_{0(p)}, a_{1(p)}]$ and do it again if $a_{1(p)} = t_{Z_1(p)}^+(p_0) + t_{Z_1(p)}^-(p_1) < \infty$ and so forth.

Proof of Theorem 3.16. Applying the gluing lemma for $\phi_X : \overline{\Omega_X} \rightarrow M$, $\phi_Y : \overline{\Omega_Y} \rightarrow M$ and
$\phi_{Z^*} : \overline{\Omega_{Z^*}} \rightarrow M$, by Remark 3.12 Proposition 3.14 Lemmas 3.17 and 3.18 we have that $\phi_Z : M \times \mathbb{R}^+ \rightarrow M$ such that

$$
\phi_Z(p,t) = \begin{cases} 
\phi_X(p,t) & \text{if } (p,t) \in \overline{\Omega_X}, \\
\phi_{Z^*}(p,t) & \text{if } (p,t) \in \overline{\Omega_{Z^*}}, \\
\phi_Y(p,t) & \text{if } (p,t) \in \overline{\Omega_Y}
\end{cases}
$$

is continuous.

Now, we prove the items 1) and 2) of Definition 2.1. The initial value property is satisfied since $\phi_X$, $\phi_{Z^*}$, and $\phi_Y$ are flows. In order to prove the semi-group property, let $p \in M$ and $t,s \in \mathbb{R}^+$ and we prove that $\phi_Z(\phi_Z(p,t), s) = \phi_Z(p, t+s)$. Assume that $t \in I_{Z_{(j(p))}}^j(p)$ and let

$$
q = \phi_Z(p,t) = \phi_{Z_{(j(p))}}^j(p,t) = \phi_{Z_{(j(p))}}^j(p_j,t-a_{j-1(p)}),
$$

assume also that $s \in I_{Z_{(i(q))}}^i(q)$ then $t+s \in I_{Z_{(j+i(p))}}^{j+i}(p)$ and $Z_i(q) = Z_{j+i(p)}$ so we use induction on $i \in \Delta_Z^*(q)$ for prove that

(1) $q_i = p_{j+i}$ for $i > 0$,
(2) $a_{i-1(q)} = a_{j+i-1(p)} - t$ for $i > 0$ and finally that
(3) $\phi_Z(\phi_Z(p,t), s) = \phi_Z(p, t+s)$.

Induction basis: Assume that $i = 0$ then $s \in I_{Z_{(0(q))}}^0(q)$, $t+s \in I_{Z_{(0(q))}}^i(q)$ and $Z_0(q) = Z_{j(p)}$ and so
\[
\phi_Z(\phi_Z(p, t), s) = \phi_Z(q, s) = \phi_Z_0(q, s)
\]
\[
= \varphi_Z_0(\varphi_Z(p_j, t - a_j(p)), s)
\]
\[
= \varphi_Z(p_j, t - a_j(p), s)
\]
\[
= \varphi_Z(p_j, t - a_j(p) + s)
\]
\[
= \varphi_Z(p_j, (t + s) - a_j(p))
\]
\[
= \varphi_Z(p, t + s)
\]
\[
= \phi_Z(p, t + s).
\]

Inductive step: For \(i \in \Delta_Z(q)\) and \(s \in I_{Z_i(q)}(q)\) assume true that \(q_i = p_{j+i}, a_{i-1}(q) = a_{j+i-1}(p) - t\) and \(\phi_Z(\phi_Z(p, t), s) = \phi_Z(p, t + s)\) for all \(t \in I_{Z_i(p)}(p)\) and \(s \in I_{Z_i(q)}(q)\) then for \(i + 1 \in \Delta_Z(q)\) and \(s \in I_{Z_{i+1}(q)}(q)\)

1. \(q_{i+1} = \varphi_{Z_{i+1}}(q_{i}, t_{Z_{i+1}}^+(q_{i})) = \varphi_{Z,j+i+1}(p, t_{Z,j+i+1}+(p,j+i))(p_{j+i+1}) = p_{j+i+1}\,
2. \(a_{i+1} = a_{i-1}(q) + t_{Z_{i+1}}^+(q_i) = (a_{j+i-1}(p) - t) + t_{Z_{j+i+1}}^+(p_{j+i}) = a_{j+i}(p) - t\) and so
3. \(\phi_Z(\phi_Z(p, t), s) = \phi_Z(q, s) = \phi_{Z,i+1}(q_{i+1}, s - a_{i+1}(q))
\]
\[
= \varphi_{Z_{j+i+1}+1}(p_{j+i+1}, s - (a_{j+i+1}(p) - t))
\]
\[
= \varphi_{Z_{j+i+1}+1}(p_{j+i+1}(t + s) - a_{j+i+1}(p))
\]
\[
= \phi_{Z,j+i+1}(p, t + s)
\]
\[
= \phi_Z(p, t + s).
\]

Therefore \((M, \phi_Z)\) with \(\Sigma = \Sigma^c \cup \Sigma^c \cup \Sigma^a \cup S_Z\) with \(p \in S_Z\) is in some of the cases A1 to B2 is a semi-dynamical system.

As an outcome of Theorem 3.16, we obtain two significant corollaries.

**Corollary 3.19.** Assume \(M\) is closed 2-dimensional \(C^1\) manifold and \(Z \in \mathfrak{X}(M, h)\). If \(\Sigma = \Sigma^c \cup \Sigma^a\) \(S_Z\) with \(p \in S_Z\) is in some of the cases A1, A2 or B1 then the trajectories of \(Z = (X, Y) \in \mathfrak{X}(M, h)\) generate a semi-dynamical system \((M, \phi_Z)\).

**Corollary 3.20.** Assume \(M\) is closed 3-dimensional \(C^1\) manifold and \(Z \in \mathfrak{X}(M, h)\). If \(\Sigma = \Sigma^c \cup B1\) then the trajectories of \(Z = (X, Y) \in \mathfrak{X}(M, h)\) generate a dynamical system \((M, \varphi_Z)\).

**Proof.** Is sufficient note that in the proof of Theorem 3.16 if no exists \(\Sigma^a\) then we can work with \(\varphi_X\) and \(\varphi_Y\) instead of \(\phi_X\) and \(\phi_Y\) since, in this case, is possible to extend Definitions 3.2 and 3.10 for \(R^-\). For \(X \in \mathfrak{X}(M)\), let \(\Lambda_X = \{p \in \Sigma^+; \varphi_X(p, (-\infty, 0]) \not\subseteq \Sigma^+\} \) and \(t_X^+: \Sigma^+ \to R^- \cup \{\infty\}\) such

![Figure 13. Example points of case A and B in 2-dimension.](image-url)
that
\[ t_X^-(p) = \begin{cases} 
-\infty & \text{if } p \notin \Lambda_X^-, \\
\sup \{ t < 0; \varphi_X(p,t) \in S_X^c \cup \Sigma_X^- \} & \text{if } \varphi_X(p,[t,0]) \subset \Sigma^+ \text{ for } t \in I \cap \mathbb{R}^- \text{ with } t \neq 0, \\
0 & \text{otherwise}.
\end{cases} \]

Analogously for \( Y \in \mathcal{X}(M) \). If \( p \in M \) then denoted \( p_0 = p \) and \( p_i = \varphi_{Z(i-1)(p)}(p_{i-1},t_{Z(i-1)(p)}^{-1}(p_{i-1})) \)
for \( i \in \mathbb{Z}^- \), where \( Z_0(p) = X \) if \( p \in \text{int}(\Sigma^+) \), \( Z_0(p) = Y \) if \( p \in \text{int}(\Sigma^-) \) and
\[ Z_{i(p)} = \begin{cases} 
X & \text{if } p_i \in \Sigma^+ \text{ or } p_i \in B_1 \cap S_X^u, \\
Y & \text{if } p_i \in \Sigma^- \text{ or } p_i \in B_1 \cap S_Y^u.
\end{cases} \]

Let \( \Delta_X^-(p) = \{ i \in \mathbb{Z}^-; Z_{i(p)} = X \} \) and \( \Omega_X = \{(p,t) \in M \times \mathbb{R}; t \in I_X(p) \} \) whith
\[ I_X(p) = \bigcup_{i \in \Delta_X^-(p)} I_X^i(p) \]
where \( I_X^0(p) = [a_0^-(p),a_0(p)] \), \( I_X^i(p) = [a_i^{-1}(p),a_i^-(p)] \) for \( i < 0 \) such that \( a_i^-(p) = \sum_{j=0}^{i} t_{Z_j(p)}^- (p_j) \).

Analogously, we defined \( \Omega_Y \) for the vector fields \( Y \).

Finally, the following theorem provides very general conditions under which an isolated invariant set must contain a periodic orbit in a PSVF.

**Theorem 3.21.** Assume \( M \) is closed 3-dimensional \( C^1 \) manifold and \( Z \in \mathcal{X}(M,h) \). If \( \Sigma = \Sigma^c \cup \Sigma^s \cup S_Z \) with \( p \in S_Z \) is in some of the cases A1 to B2 and \( \phi_Z : M \times [0,\infty) \to M \) is the semiflow generate by the trajectories of \( Z = (X,Y) \in \mathcal{X}(M,h) \). If \( N \) is an isolating neighborhood for \( \varphi \) which admits a Poincaré section \( \Xi \) and either
\[ \dim CH^{2n}(N,\varphi) = \dim CH^{2n+1}(N,\varphi) \quad \text{for } n \in \mathbb{Z}^+ \]
or
\[ \dim CH^{2n}(N,\varphi) = \dim CH^{2n-1}(N,\varphi) \quad \text{for } n \in \mathbb{Z}^+, \]
where not all the above dimensions are zero, then \( \varphi \) has a periodic trajectory in \( N \).

**Corollary 3.22.** Under the hypotheses of Theorem 3.21, if \( N \) has the Conley index of a hyperbolic periodic orbit, then \( \text{inv}(N) \) contains a periodic orbit.

The following theorem is a n-dimensional version of Theorem 3.21, where we assume that the system has only crossing and sliding regions without tangency points.

**Theorem 3.23.** Assume \( M \) is closed n-dimensional \( C^1 \) manifold and \( Z \in \mathcal{X}(M,h) \). If \( \Sigma = \Sigma^c \cup \Sigma^s \) and \( \phi_Z : M \times [0,\infty) \to M \) is the semiflow generate by the trajectories of \( Z = (X,Y) \in \mathcal{X}(M,h) \). If \( N \) is an isolating neighborhood for \( \varphi \) which admits a Poincaré section \( \Xi \) and either
\[ \dim CH^{2n}(N,\varphi) = \dim CH^{2n+1}(N,\varphi) \quad \text{for } n \in \mathbb{Z}^+ \]
or
\[ \dim CH^{2n}(N,\varphi) = \dim CH^{2n-1}(N,\varphi) \quad \text{for } n \in \mathbb{Z}^+, \]
where not all the above dimensions are zero, then \( \varphi \) has a periodic trajectory in \( N \).
4. Some applications

4.1. Regularization. In this subsection, we provide an immediate consequence by the fact of the Conley index is robust under perturbation, we use Proposition 2.10 and the concept of regularization of discontinuous vector fields, given by J. Sotomayor and Marco A. Teixeira [26]. By a transition function we mean a $C^\infty$ function $\varphi: \mathbb{R} \to \mathbb{R}$ such that:

\[
\varphi(t) = 0 \text{ if } t \leq -1, \quad \varphi(t) = 1 \text{ if } t \geq 1 \text{ and } \varphi' > 0 \text{ if } t \in (-1, 1).
\]

Definition 4.1. A $\varphi_\epsilon$-regularization of $Z = (X, Y)$ is the one parameter family of vector fields $Z_\epsilon$ in $\mathcal{X}(M)$ given by

\[
Z_\epsilon(q) = (1 - \varphi_\epsilon(h(q))) Y(q) + \varphi_\epsilon(h(q)) X(q),
\]

where $\varphi_\epsilon(t) = \varphi(L_\epsilon)$.

A fundamental characteristic of the Conley index is the homotopy invariance, and this permits the robustness of Theorem 3.21. Using the homotopy invariance of the Conley index and Proposition 2.10 we have that the following proposition.

Proposition 4.2. Let $\gamma$ be a periodic orbit in a isolating neighborhood $N$ of the semiflow generated by the trajectories of $Z = (X, Y)$. Then there a $\epsilon_0$ such that for every $\epsilon \leq \epsilon_0$, $Z_\epsilon$ contains a periodic orbit in $N$.

4.2. Closed poly-trajectories. Piecewise-smooth vector fields defined on plane present a type of solutions called closed poly-trajectories, which are a particular case of periodic orbits defined in [25]. This section provides some necessary conditions to guarantee the existence of closed poly-trajectories solutions in a disk of $M$ when the PSVF has sliding motion.

Definition 4.3. Consider $M$ is closed 2-dimensional $C^1$ manifold and $Z = (X, Y) \in \mathcal{X}(M, h)$.

(1) A curve $\Gamma$ is a closed poly-trajectory if $\Gamma$ is closed and

- $\Gamma$ contains regular arcs of at least two of the vector fields $X|\Sigma^+, Y|\Sigma^-, Z^e$ and $Z^s$ or is composed by a single regular arc of either $Z^s$ or $Z^e$;
- the transition between arcs of $X$ and arcs of $Y$ happens in sewing points (and vice versa);
- the transition between arcs of $X$ (or $Y$) and arcs of $Z^s$ or $Z^e$ happens through fold points or regular points in the escape or sliding arc, respecting the orientation. Moreover if $\Gamma \neq \Sigma$ then there exists at least one visible fold point on each connected component of $\Gamma \cap \Sigma$.

(2) Let $\Gamma$ be a canard cycle of $Z$. We say that

- is a closed poly-trajectory of kind I if $\Gamma$ meets $\Sigma$ just in sewing points;
- is a closed poly-trajectory of kind II if $\Gamma = \Sigma$;
- is a closed poly-trajectory of kind III if $\Gamma$ contains at least one visible fold point of $Z$.

In Figures 14, 15 and 16 appear poly-trajectories of kind I, II and III respectively.

(3) Let $\Gamma$ be a closed poly-trajectory. We say that $\Gamma$ is hyperbolic if

- is of kind I and $\eta(p) \neq 1$ where $\eta$ is the first return map defined on a segment $T$ with $p \in T \cap \Gamma$;
- is of kind II;
- $\Gamma$ is of kind III and either $\Gamma \cap \Sigma \subseteq \Sigma^c \cup \Sigma^s$ or $\Gamma \cap \Sigma \subseteq \Sigma^c \cup \Sigma^e$. 
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Figure 14. Closed poly-trajectories of kind I (left), II (center) and III (right).

Let \((pq)_{Z^*}\) be an arc of \(Z^* = X, Y\), joining the visible fold point \(p\) to the point \(q \in \Sigma_{Z^*}\). We say that \((pq)_{Z^*}\) has \textit{focal kind} if there is not fold points between \(p\) and \(q\) (see Figure 15) and we say that \((pq)_{Z^*}\) has \textit{graphic kind} if it has only one fold point between \(p\) and \(q\) (see Figure 16).

So, we can use our main result to show the subsequent proposition.

**Proposition 4.4.** Let \(M\) a closed 2-dimensional C\(^1\) manifold and \(Z = (X, Y) \in \mathcal{X}(M, h)\) such that \(\Sigma = \Sigma^c \cup \Sigma^s \cup S_Z\) where for all \(p \in S_Z\), \(p\) is in some of the cases A1, A2 or B1, moreover assume that \(X\) is a linear vector field and \(Y h(x) > 0\) for all \(x \in U \cap \Sigma\). Let \(U\) be a disk of \(M\) that belong to the same chart of \(M\) and such that:

1. \(\text{int}(U) \cap \Sigma \neq \emptyset\),
2. \(U \cap \text{int}(\Sigma^+)\) contain only one equilibrium point \(\tilde{x}\), is which unstable focus and an the unstable manifold of \(\tilde{x}\) intercept to \(\Sigma\) is an arc in \(\Sigma\), and
3. there are no pseudo-equilibrium points in \(U \cap \Sigma\).

Then, in \(U\) there exists a hyperbolic poly-trajectory of kind III.

**Proof.** A closed poly-trajectory of \(Z = (X, Y) \in \mathcal{X}(M, h)\) is a periodic orbit for semi-flow \(\phi_Z\) thus, we used Theorem 3.21

Let \(\tilde{x}\) the unstable focus in \(U \cap \text{int}(\Sigma^+)\), \(p\) the visible fold point for \(X\) such that \(\gamma_0(p) = p \cdot [0, t^+_X(p)]\) is the focal kind arc. Let \(\tilde{p}\) and \(\tilde{q}\) the intersection of \(\partial U\) and \(\Sigma\) such that \(X h(x) > 0\) for all \(x \in (\tilde{p}\tilde{p})_\Sigma \setminus \{p\}\) where \((\tilde{p}\tilde{p})_\Sigma\) is the arc in \(\Sigma\) of the point \(\tilde{p}\) to \(p\), and \(X h(x) < 0\) for all \(x \in (p\tilde{q})_\Sigma \setminus \{p\}\). Take \(q \in \text{int}(\tilde{p}\tilde{q})_\Sigma\) such that \(q \in (\tilde{p}\tilde{q})_\Sigma\) and \(\gamma_0(q) \subset U\). Consider \(\mu < 0\) such that \(\Sigma_\mu = h^{-1}(\mu)\) is parallel to \(\Sigma\) and \(\Sigma_\mu \cap \text{int}(U) \neq \emptyset\), and consider the points \(v, \tilde{v} \in \Sigma_\mu\) satisfying that \(q = \tilde{v}_1\) and \(q_1 = v_1\). Let \(N\) the region bounded by the curve \((\tilde{v}v)_{\Sigma_\mu} \cup \gamma_0(\tilde{v}) \cup \gamma_0(q) \cup \gamma_0(v)\), see Figure 17.
Now, let Ξ a local section for \( \varphi_X \) crossing the stable manifold of \( \tilde{x} \) but \( \varphi_X \cap \Sigma = \emptyset \), as in the Figure 18. If \( a \pm bi \) are the eigenvalues of \( X \) associate to \( \tilde{x} \) then, let \( r \in \Xi \) such that \( \theta(r) < 90^\circ \) when \( b < 0 \) or \( 90^\circ < \theta(r) < 180^\circ \) when \( b > 0 \), where \( \theta(r) \) is the angle that the vector \( X(r) \) makes with \( \Sigma \). As \( \tilde{x} \) is a unstable focus, then there exist \( \tilde{r} \in \Xi \) and let \( \tilde{\gamma}_r \) the arc of \( r \) to \( \tilde{r} \) by flow \( \varphi_X \), then \( \tilde{\gamma}_r \cup (r\tilde{r}) \in \Xi \) is homeomorphic to \( S^1 \). Thus, let \( N = \tilde{N} \setminus (\tilde{\gamma}_r \cup (r\tilde{r}) \in \Xi) \).

Note that \( \text{inv}(N) = \gamma_0(p) \cup (pp_1)_{\Sigma} \) and so \( \text{inv}(N) \subset \text{int}(N) \). The exit set \( L \) is empty, in fact, if \( x \in N \cap \Sigma^+ \) then by hypotheses (3) either \( x \in \Sigma^s \) or there exists \( t_X^+(x) \in (0, \infty) \) such that \( x \cdot t_X^+(x) \in \Sigma^s \), and by hypotheses (5), there is \( s_x \geq 0 \) such that \( x \cdot (t_X^+(x) + s_x) \in \text{inv}(N) \); analogously if \( x \in N \cap \Sigma^- \). In the Figure 19 you can see that the homotopy type of \( N \) is the same of a stable periodic orbit thus

\[
CH^k(N) \approx \begin{cases} 
\mathbb{Z} & k = 0,1, \\
0 & \text{otherwise}.
\end{cases}
\]

**Figure 19. The homotopy type of \( N/L \).**

*Poincaré Section.* Let \( \Xi \) a local section for \( \varphi_X \) crossing the stable manifold of \( \tilde{x} \) as in the Figure 19. We claim that \( \Xi \) is the required Poincare section for \( N \). It is closed, and it is transverse to the
Existence of periodic orbits for PSVF via Conley Theory.

Finally, we must show that the forward orbit of every point in $N$ intersects $\Xi$. If $x \in N \cap \Sigma^+$ then, by the hypothesis (3), $x \in \Lambda^+_N$ and there is $t^+_N(x) > 0$ such that $x_1 = x \cdot t^+_N(x) \in \Sigma \cap N$, moreover by the hypothesis (a), $x_1 \in \Sigma^s$. By hypothesis (5), $x_1 \in \Lambda^+_Z$ then there is $t^+_Z(x_1) > 0$ such that $x_2 = x_1 \cdot t^+_Z(x_1) = p$ and forward orbit of $p$ intersects $\Xi$. If $x \in N \cap \Sigma^-$ then, by the hypothesis (4) and by construction of $N$, there is $t^-_N(x) > 0$ such that $x_1 = x \cdot t^-_N(x) \in \Sigma \subset \Sigma^+$ and continue as before. Thus $\Xi$ is a Poincare section for the semiflow $\phi_Z$ in $N$.

Using the ideas of Proposition 4.4, we can show that in a disk $U$ with dynamic as in the figure 20 there exists a hyperbolic poly-trajectory of kind III.

Using the ideas of Proposition 4.4, we can show that in a disk $U$ with dynamic as in the figure 20 there exists a hyperbolic poly-trajectory of kind III.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure20.png}
\caption{In both cases, there exists a hyperbolic poly-trajectory of kind III contain to $U$.}
\end{figure}

5. Closing remarks and future directions

The results in this paper bring us one step closer to generalizing the tool of C. Mccord, K. Mischaikow, and M. Mrozek in [18] to piecewise smooth vector fields using the Filippov convention. The next step is to include tangential singularities with orders greater than 3 in systems defined in a manifold of dimension $n > 3$. Forthcoming works include applying the results to guarantee the existence of periodic orbits in a piecewise smooth system that models an intermittent treatment of the human immunodeficiency virus, see [6]. Another application is to find periodic orbits in hill models in biology using PSVF to defined switch systems as in Dynamic Signatures Generated by Regulatory Networks (DSGRN), see [5].
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