Towards Using Fully Observable Policies for POMDPs
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Abstract—Partially Observable Markov Decision Process (POMDP) is a framework applicable to many real world problems. In this work, we propose an approach to solve POMDPs with multimodal belief by relying on a policy that solves the fully observable version. By defining a new, mixture value function based on the value function from the fully observable variant, we can use the corresponding greedy policy to solve the POMDP itself. We develop the mathematical framework necessary for discussion, and introduce a benchmark built on the task of Reconnaissance Blind TicTacToe. On this benchmark, we show that our policy outperforms policies ignoring the existence of multiple modes.

Index Terms—reinforcement learning, pomdp, value function

I. INTRODUCTION

Markov Decision Process (MDP) is a general framework that can be used in many practical applications where there is an agent that is in interaction with its environment, and there is a reward function that the agent needs to maximize [1]. Numerous algorithms have been proposed and are in use to effectively solve MDPs (for example, [2]–[4]).

On the other hand, MDPs assume that the agent knows the state the environment is in at any time, i.e., all information to plan ahead is available. Partially Observable Markov Decision Process (POMDP, [5]) is a modification to the MDP theory that includes partial visibility: instead of observing the state directly, it is observed indirectly via an observation function. This framework is applicable in many areas from autonomous driving to healthcare [6] or education [7].

One way to deal with the uncertainty introduced by partial observability is to keep track of the posterior probability of the current state given the observation and action history, i.e., the belief [8]. In this work, we focus on a specific class of POMDPs, inspired by the recent challenge of Reconnaissance Blind Chess (RBC, [9]–[11]), in which the belief is a multimodal distribution, that is, it is not enough to keep track of only one state, which is presumed to be a corrupted version of the true underlying state of the environment, but instead there are multiple distinct states with too high probability to be simply ignored. We assume that the belief can be calculated.

We also assume that we have access to a (reasonably good) policy that solves the fully observable case, that is, the same environment but with the observation function being the identity function. For many applications, this is not an unreasonable assumption, for example, one can build a simulator for the agent and do training there (see, for example [12]).

Based on these, we propose a mixture policy to solve POMDPs that uses the policy for the fully observable case weighted by the belief. We introduce the necessary mathematical framework for this, and show its performance on a benchmark that is a variation of RBC called Reconnaissance Blind TicTacToe.

A. Related work

The traditional approach to solving POMDPs is to transform the problem into belief-MDPs [8], [13], [14], which are MDPs that use the beliefs of the original problem as their state space. Since this means an exponentially large state space, various estimation techniques were developed [13]; however, these are hard to generalize for continuous state spaces.

There are several attempts to solve POMDPs using deep reinforcement learning techniques, by observation aggregation [2] or recurrent models [15], [16], however, these were not specifically designed for tasks involving multimodal belief. This can result in undesired linear combinations of modes, i.e., instead of keeping track of probable states, the model might keep track of states of lower probability instead, corresponding to combinations of two or more modes.

There are also works proposing to solve a POMDP using a policy for the fully observable case, especially for the RBC challenge [17]–[20], however, these do not give a clear mathematical description and do not discuss their solutions in terms of general POMDPs. They also focus more on the speciality of RBC that the location of the observation is directly controlled by the agent and on how to limit the number of probable states.

II. METHODS

A. POMDP background

In general, POMDPs [5] are defined by the tuple $\langle S, A, \mathcal{O}, \mathcal{P}, O, R, \gamma \rangle$, where $S$ denotes the (unobservable) states, $A$ the set of actions, $\mathcal{O}$ the set of observations and
R the reward function. We denote the state, action, reward and observation at timestep t as the random variables $S_t \in \mathcal{S}$, $A_t \in \mathcal{A}$, $R_t \in \mathbb{R}$ and $O_t \in \mathcal{O}$, respectively. The dynamics is governed by the transition distribution $P(s', r \mid s, a) = \Pr(S_{t+1} = s', R_{t+1} = r \mid S_t = s, A_t = a)$ (for all), and the observation function $O(o \mid s) = \Pr(O_t = o \mid S_t = s)$.

To simplify notation, we denote observations up to timestep $t$ as $o_{\leq t} = (o_0, \ldots, o_t)$, and actions before timestep $t$ as $a_{< t} = (a_0, \ldots, a_{t-1})$.

A policy is a distribution over actions: $\pi(a \mid o_{\leq t}, a_{< t}) = \Pr(A_t = a \mid o_{\leq t}, a_{< t})$ given the history of past observations and actions $o_0, a_0, \ldots, a_t$. The goal of a POMDP is to find a policy so that the expected cumulative reward is maximal:

$$\arg \max_{\pi} \mathbb{E}_{(s_t, A_t, R_{t+1}) \sim P, \pi} \sum_t \gamma^t R_{t+1}.$$  

We denote the belief over possible states as $\beta_t = \Pr(S_t \mid o_{\leq t}, a_{< t})$.

Following the POMDP literature [8], we define the belief-MDP of a POMDP as the tuple $\langle B, \mathcal{A}, \mathcal{P}, R, \gamma \rangle$, where $B = \Delta^S$ is the state space of beliefs, $R$ is the reward function:

$$R(\beta) = \mathbb{E}_{s \sim \beta} R(s).$$  

(1)

The dynamics of the belief-MDP is governed by a transition function of the beliefs: after issuing an action, the agent observes a new observation, and transitions into a new belief-state. The distribution of the next observation $o_{t+1}$, given current belief $\beta_t$ and action $a_t$ is:

$$p(o_{t+1} \mid \beta_t, a_t) = \sum_{s_t} \beta_t(s_t) \sum_{s_{t+1}} \mathcal{P}(s_{t+1} \mid s_t, a_t) O(o_{t+1} \mid s_{t+1})$$

(2a)

$$= \mathbb{E}_{s_t \sim \beta_t, s_{t+1} \sim \mathcal{P}(\cdot \mid s_t, a_t)} O(o_{t+1} \mid s_{t+1}).$$

(2b)

After the observation, the belief-transition is deterministic:

$$\beta_{t+1}(\beta_t, a_t, o_{t+1}) = p(s_t+1 \mid \beta_t, a_t, o_{t+1})$$

$$= \mathbb{E}_{s_t \sim \beta_t} p(s_{t+1} \mid s_t, a_t, o_{t+1})$$

(3a)

$$= \mathbb{E}_{s_t \sim \beta_t} \left\{ \frac{p(o_{t+1} \mid s_{t+1}, s_t, a_t) p(s_{t+1} \mid s_t, a_t)}{p(o_{t+1} \mid s_t, a_t)} \right\}$$

(3c)

We can define the value function for POMDPs:

$$Q^\pi(\beta, a) = \mathbb{E}_{\beta_t \sim \mathcal{P}, a_t \sim \pi} \left\{ \sum_{t=0}^T R(\beta_t) \right\} \beta_0 = \beta, a_0 = a.$$  

(5)

Since calculating $Q(\beta, a)$ is NP-hard in general, there are different methods to estimate it [8], [13]. We propose a different approach.

As we described in Section I, we assume we have a (reasonably good) policy $\pi_o$ for the fully observable case and a corresponding $Q$ function $Q^{\pi_o}$. (Note that this is not the belief-MDP of the POMDP, but the MDP with the same dynamics and reward, just without the observation.)

This assumption is reasonable in a lot of applications, because solving the fully observable case is significantly easier. In a lot of cases, there are even procedural or analytic solutions. In absence of this, if the dynamics are known in a form that is easy to sample from, one can build a simulator and train a policy there [1].

Our other assumption is that the belief $\beta_t$ is multi-modal: it cannot be modelled as a mean value and some additive noise. This means simply guessing what the most probable state is at each timestep, and making a decision based on that is not enough.

Instead, we propose to define a POMDP policy $\pi_{po}$ based on the one-step estimation of the $Q$ function:

$$\tilde{Q}^{\pi_o}(\beta, a) := \mathbb{E}_{s \sim \beta} Q^{\pi_o}(s, a).$$  

(6)

Based on this definition, the POMDP policy can be defined as the greedy policy with respect to $\tilde{Q}^{\pi_o}$:

$$\pi_{po}(a \mid \beta) := \begin{cases} 1 & \text{if } a = \arg \max_{a' \in A} \tilde{Q}^{\pi_o}(\beta, a') \\ 0 & \text{otherwise} \end{cases}$$

(7)

(If we assume the maximum occurs for a single action or we choose one of the maximizing actions).

We call this estimation one-step, because, since $\pi_{po} \neq \pi_o$, $Q^{\pi_o}$ does not accurately represent the expected reward in the future, and we deal with the uncertainty coming from partial observability only in timestep $t$ when we take the expectation over $\beta_t$. In other words, $Q^{\pi_o}(\beta, a) \neq \tilde{Q}^{\pi_o}(\beta, a)$, even if they might be close for a certain problem class.

However, there is intuitive motivation behind this scheme, as it is the mathematical formulation of the question “What would a policy do that can see the state?”, weighted by our belief (probability) of each state.

Care must be taken when using a learned $Q^{\pi_o}$: usually, reinforcement learning algorithms learn from interactions between the agent and the environment, and the accuracy of information depends on which states (and actions) the agent visited during training. In particular, there might be states that the agent has never seen, and for which the $Q$ function is uninitialized.

This is normally not a problem if the same policy is used for training and inference, or when the $Q$ function is represented by powerful function approximators capable of generalization, but in (6), $Q^{\pi_o}$ must have valid values for every state with $\beta_t(s) > 0$. 

---

1To simplify discussion, we will assume that the discount factor $\gamma = 1$. The generalization to the discounted case is straightforward.
Another potential way to deal with this is to start the simulator from different states the agent can potentially reach.

III. EXPERIMENTS

A. Metrics used

To be able to analyze the fully-observable policy-based method, we used several metrics, the most straightforward of which is the average cumulated reward for each episode (the POMDP objective).

We used a "proxy policy" for every alternative policy that does not use the complete belief information: at each step, we chose the states with maximal belief:

\[ S_{\text{max}}(t) = \{ s \in S : \beta_t(s) = \max_{s'} \beta_t(s') \} , \]

taking into account that multiple states might be maximizing.

In this section, for notational convenience, we will implicitly assume that there may be multiple elements that maximize an \( \arg \max \) operator, so we define the \( \arg \max \) operator to be the set of maximizing elements:

\[ \arg \max_{x \in S} f(x) := \{ x \in S : f(x) = \max_{x'} f(x') \} . \]

Note that the assumption for this proxy policy is that it calculates the belief \( \beta_t \) for each timestep, but then discards information, retaining only the states with maximal probability. The intuition behind this is that the efficiency of this functions as an upper bound on any policy taking action based on any sort of state-identification method.

We compared how the actions taken by the alternative policy differ from our proposed policy: we computed the intersection-over-union (IoU) of the maximizing actions for each timestep. Formally, for each timestep, we define the action set from which the agent chooses one:

\[ A_{\text{mix}}(t) = \arg \max_{a \in A} \tilde{Q}(\beta_t, a) = \arg \max_{a \in A} \mathbb{E}_{s \sim \beta_t} Q(s, a) \]

("mix" denoting that this is defined using a mixture of Q values) and the probability-maximizing policy:

\[ A_{\text{max}}(t) = \arg \max_{a \in A} \mathbb{E}_{s \sim U} \tilde{Q}(s, a) , \]

where \( U \) denotes the uniform distribution. The IoU, or Jaccard index of these two action sets is:

\[ \text{IoU} = \frac{|A_{\text{max}} \cap A_{\text{mix}}|}{|A_{\text{max}} \cup A_{\text{mix}}|} . \]

Another metric we are interested in is the difference in value between the actions chosen by the two policies. Ideally, we would compare using the true value function \( Q(\beta, a) \), but since that is hard to compute, we again estimate it with the one step value function \( \tilde{Q}(\beta, a) \). That is, we measure the value margin against the alternative (benchmark) policy:

\[ M_{\text{alt}}(t) = \tilde{Q}(\beta_t, A_{\text{mix}}(t)) - \mathbb{E}_{a \sim U}(A_{\text{max}}(t)) \tilde{Q}(\beta_t, a) , \]

where we can write \( \tilde{Q}(\beta_t, A_{\text{mix}}(t)) \) since the value of \( \tilde{Q} \) is the same for all \( a \in A_{\text{mix}}(t) \) by definition. Since this metric is based on the estimation \( \tilde{Q}(\beta, a) \) and not on the true \( Q(\beta, a) \), comparing it to the difference in episode returns can be indicative of the estimation error.

B. Benchmark

For benchmark, we used a Reconnaissance Blind TicTacToe (RBT, inspired by Reconnaissance Blind Chess [9]–[11]).

In this task, the agent plays a game of TicTacToe, except it cannot see the moves of the opponent directly. Instead, before each move, a random subset of the cells is revealed. In this document, we will refer to this as sensing; we used rectangle-shaped sensing windows of different sizes.

Reward is 1 for winning, −1 for losing the game, −1 also for an invalid move, and 0 otherwise. In our implementation, invalid moves also terminate the episode.

On the one hand, this task has the defining features of a "hard" POMDP problem: the observation is not simply a noisy estimation of the state the agent: many possible (probable) but distinct states can be consistent with a given observation history, and to retain all information, has to remember observation potentially from the beginning of the episode.

On the other hand, the task is small enough that the belief can be calculated exactly using (3e); an example belief for \( t = 3 \) is shown in Fig. 1. This makes it possible to analyze the Q mixture-based policy without any corruption from an imperfect belief-estimator. A policy that solves the fully observable case is also easy to compute.

Note that the dynamics \( P(s_{t+1} \mid s_t, a_t) \) has two components: the agent action, which is deterministic (given \( a_t \)), and the opponent action, which is stochastic if the opponent policy is stochastic. Therefore, the uncertainty (in the belief) comes from both the incomplete observation and the stochastic dynamics, and by using different sense window sizes (controlling the amount of information from observation) and different opponent policies, we can control the amount and quality of the uncertainty in the environment.

There are two main differences from RBC: the opponent does not play blind, i.e., it observes the board state fully. This removes the belief of the opponent from the state [9], and frees the agent of any need to bluff. The second change is that in RBC, invalid actions (actions against the rules) resulted in no-operation actions, and since both players are playing blind, neither would have any unfair advantage because of this. In RBT, however, to simplify matters, we terminate the episode after an invalid action. This means that the belief-update can implicitly assume the action was valid, since otherwise the episode is terminated and the calculated belief is not used anyway.

C. Results

Fig. 2 and Table 2 show the average returns of our proposed policy, with the alternative policy that only takes the state with maximum probability into account (as described in Section III-A). As shown by the figure, our proposed policy consistently outperforms the alternative.
Fig. 1. Belief after 4 plies ($\beta_2$) in a randomly chosen episode with sensing window size $2 \times 2$. On the left are the observations with sensing windows marked with gray rectangles, on the right are the states with positive probability. First row contains the state visualizations, with their respective probabilities below. The true (hidden) state is the rightmost one.

Fig. 2. Average returns for the two policies across different sense window sizes. In this task, the reward is only given at the end of the episode, 1 for winning and $-1$ for losing, hence it is proportional to the win ratio. The measurements are based on 1000 episodes. Error bars indicate the 95% confidence estimates. Numerical values are shown in Table I.

| Sense window | Q-mixture policy (ours) | Alternative policy |
|--------------|-------------------------|--------------------|
| $1 \times 1$ | 0.215 ± 0.06            | -0.197 ± 0.06      |
| $2 \times 1$ | 0.316 ± 0.06            | 0.019 ± 0.06       |
| $2 \times 2$ | 0.532 ± 0.06            | 0.279 ± 0.06       |
| $3 \times 1$ | 0.592 ± 0.06            | 0.2 ± 0.06         |
| $3 \times 2$ | 0.813 ± 0.05            | 0.632 ± 0.05       |

To model the varying amount of information available in the observation, and with that, the number of probable states, we ran the experiment with different sensing window sizes. As expected, the larger the sensing window, the more information the model has, and the better the performance of both policies overall.

To gain more information about how well the policy works in this environment, we collected some metrics described in Section III-A, as shown in Fig. 3. As expected, at $t = 0$, there is only one possible state (the empty board), hence the two policies behave the same. At $t > 0$, however, the uncertainty in the state will cause the sets of actions taken by the two policies to diverge. Also, the best action (according to the expected Q values) is better by a significant margin than the others, particularly those of the alternative policy.

Since the average IoU remains below 1 in our experiments (as observable in Fig. 3), for a significant number of possible observation-action histories, an optimal action in a state of maximum probability is not included in the set of actions of the Q mixture-based policy. $M_{\text{alt}}$ is close to 0.2 throughout the episode in Fig. 3, which is comparable as the advantage in average return in Table I for the corresponding sense window size $2 \times 2$.

IV. CONCLUSION

We proposed a way to use policies solving the fully observable version of a POMDP to solve the POMDP itself. Our method is applicable for all problems where there is a solution for the fully observable version, and is especially useful when the belief is multimodal making decisions based on only one state is not enough.

We introduced a mathematical framework for our method and any further discussion on it, and designed an appropriate
benchmark to measure performance. We showed that our policy consistently outperforms the benchmark policy that only uses the state with maximum probability by 0.2−0.4 in average return.

For this work to be applicable in practice, the effects of imperfect belief estimation and also of the specific observation function on the performance of the agent have to be examined to determine the class of problems this technique is most applicable to. For example, when using a sampling-based belief reconstruction method, the number of samples needed for optimal decision should be analyzed.

We experimented in a small state space to be able to calculate the belief analytically. To scale our approach to more real and usable applications, a method of belief reconstruction will be needed.
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