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ABSTRACT Information content is an important criterion for many image processing algorithms such as band selection and image fusion. Usually, information content is quantified by using information entropy (i.e., Shannon entropy); however, this is not a suitable measure because information entropy is independent of the spatial distribution of image pixels. Thus, improved information entropies and variants of information entropy have been developed. Among all the entropic measures, the discrimination ratio-based variant of information entropy (hereinafter DVIE) has recently been demonstrated to be the most effective. On the other hand, DVIE is the most inefficient measure in terms of computation time, which severely restricts its applications. To solve this problem, we present a three-strategy approach to efficiently compute the DVIE of an image. The first strategy is to use a simplified equation for DVIE. The second strategy is to selectively compute the two computationally intensive components of DVIE—intra-distance and extra-distance—based on the computational complexity. Only one distance was computed, and the other distance was derived based on the lookup table of average distances. The third strategy was to efficiently construct the lookup table based on geometric symmetry. We performed both validation and evaluation experiments to demonstrate that the proposed approach was not only valid for accurately computing DVIE, but it was also highly efficient. Our proposed approach saved more than 99% of the time taken for the original approach, without compromising the accuracy; therefore, DVIE was made applicable for processing images.

INDEX TERMS Band selection, discrimination ratio, image processing, information content, information entropy, information-theoretic, Shannon entropy.

I. INTRODUCTION

Image processing is usually the first step towards applying optical remote sensing data [1]. Its primary purpose is to improve the quality of an image and make the image suitable for certain applications [2]. However, one major problem faced during image processing is the objective assessment of the image quality [3], [4]. One simple and efficient method for this assessment is to employ information entropy (IE, also called Shannon entropy) [5]–[9], which is an information-theoretic metric that quantifies the information content of a dataset [10]. This method has been extensively used because of its theoretical elegance and practical simplicity, which helped create numerous image processing algorithms [11]–[13].

Despite its popularity, IE is not a perfect measure of the information content of an image. It characterizes only the statistical information of an image; it disregards the spatial...
distribution of pixels [14]. However, this distribution is too important to be disregarded; therefore, an image can be called a spatial dataset. To solve this problem, efforts have been made to improve the IE [15]; these efforts have produced numerous improved information entropies and variants of information entropies [e.g.,] [16], [17]. Among them, discrimination ratio-based variant of IE (hereinafter DVIE) has been shown to be the most effective measure for characterizing the spatial distribution [15], [18].

However, DVIE is the most inefficient measure in terms of the computation time. According to Gao, et al. [15], the computation time of DVIE is 18,257 times that of the IE. The DVIE still takes 702 times as long as the second most inefficient measure. On a powerful desktop computer, it takes 37 s to evaluate an image of only 150 \times 215 pixels [15]. Another serious concern is that the computation time of DVIE increases exponentially when the image size increases; this will be demonstrated in Section II. This efficiency problem has become a bottleneck in using DVIE to process images.

Therefore, the aim of this study is to remove this bottleneck by developing an efficient approach to compute DVIE. This approach will make it practically possible for DVIE to evaluate images on a personal computer environment.

The remainder of the article is organized as follows. Section II provides an overview of DVIE; it is compared with IE, and its efficiency problem is discussed. Section III explores the key idea of the proposed approach for efficiently computing DVIE; this section explains the three strategies proposed to reduce the amount of computation. Sections IV – VI further describe the three strategies, namely a simplified equation for efficiently computing DVIE, a complexity-based method for the selective computation of the intra- and extra-distance components, and a symmetry-based method for efficiently constructing the lookup table. Section VII presents the experiments for validating and evaluating the proposed approach. Section VIII illustrates the application of DVIE to process remote sensing image. Sections IX – X provide discussions on the importance of the proposed approach; we end with a few concluding remarks.

II. DVIE

A. DVIE VS. IE

IE was developed by Shannon [5], who is considered the father of information theory. IE is a measure of information or disorder (these two terms are often used interchangeably). The mathematical formula of IE is as follows:

\[
IE = -\sum_{i=1}^{n} P(x = x_i) \cdot \log P(x = x_i)
\]

where \(X\) is a discrete random variable with the possible values \(\{x_1, x_2, \ldots, x_n\}\), and \(i\) is an integer variable with possible values ranging from 1 to \(n\). \(P(X = x_i)\) is the probability of \(X\) taking the value of \(x_i\); in other words, it is the proportion of all the instances of \(X\) with the value \(x_i\).

Let us take the image shown in Fig. 1(a) as an example. In this case, \(X\) is the image pixel. It has three possible values, namely \(x_1 = 4, x_2 = 5,\) and \(x_3 = 6\), with the probability of \(P(X = x_1) = 6/12, P(X = x_2) = 4/12,\) and \(P(X = x_3) = 2/12\), respectively. As a result, the IE of this image is computed as 1.4591 using (1). Note that the IE remains unchanged even if the spatial distribution of pixels is altered, as shown in Fig. 1(b). This means that according to information theory [19], [20], the two images in Fig. 1 have exactly the same information content; in more general terms, any two images are regarded to have the same information content as long as they have the same pixel composition. However, an image is “a specific composition and configuration of pixels” [21]. Therefore, a perfect measure of the information content of an image should be capable of characterizing both the compositional and configurational information of an image. Clearly, IE fails to characterize the latter.

To address this problem, Claramunt [18] developed a variant of IE based on Tobler’s first law of geography, which stated that “everything is related to everything else, but near things are more related than distant things” [22]–[24]. This law indicates that in a general case, similar entities are close in space. Claramunt [18] regarded such a case as an orderly state and assumed that as similar entities come close, the patterns of their entities would become more orderly. Similarly, as different entities come close, the pattern of their entities would become more disorderly. In dealing with an image, one can interpret the entities as pixels, and the pattern of entities as the whole image. To quantify the closeness of similar and different pixels, Claramunt [18] proposed the concepts of intra-distance and extra-distance, respectively. These two distances can be computed as follows:

\[
d_{in}(X = x_i) = \begin{cases} 
\frac{1}{N_i \cdot (N_i - 1)} \sum_{j=1}^{N_i} \sum_{k=1}^{N_i} |A_{ij}A_{ik}|, & N_i > 1 \\
\lambda, & N_i = 1
\end{cases}
\]

\[
d_{ex}(X = x_i) = \begin{cases} 
\frac{1}{N_i \cdot (N - N_i)} \sum_{j=1}^{N - N_i} \sum_{k=1}^{N_i} |A_{ij}B_{ik}|, & N_i \neq N \\
\lambda, & N_i = N
\end{cases}
\]

where \(N\) is the total number of the pixels of an image, and \(\lambda\) is a pre-set parameter that takes a small value (e.g., 0.1 or 0.2). \(N_i, d_{in}(X = x_i), \) and \(d_{ex}(X = x_i)\) are the number, the intra-distance, and the extra-distance of the pixels at the \(i\)th gray level (i.e., pixels with a value of \(x_i\)), respectively. \(A_{ij}\) is
the jth pixel at the ith gray level, and $B_{ik}$ is the kth pixel that does not belong to the ith gray level. $|A_iB_k|$ is the Euclidean distance between $A_{ij}$ and $B_{ik}$. From (2) and (3), we can see that $d_{in}(X = x_i)$ is the average distance between the two pixels at the ith gray level, and $d_{ex}(X = x_i)$ is the average distance between a pixel at the ith gray level and a pixel at another gray level. In a sense, $d_{in}(X = x_i)$ and $d_{ex}(X = x_i)$ are analogous to the concepts of “within-class variance” and “between-class variance” [25].

Based on the intra-distance and extra-distance, the variant of IE is computed as follows:

$$DVIE = -\sum_{i=1}^{n} \frac{d_{in}(X = x_i)}{d_{ex}(X = x_i)} \cdot P(X = x_i) \cdot \log P(X = x_i)$$ (4)

In this variant, the intra-distance and extra-distance are combined as a ratio [26], which Leibovici, et al. [27] called a discriminant ratio. Therefore, this variant has been referred to as the DVIE in this paper.

To illustrate the computation of DVIE, let us take Fig. 1(a) again as an example. First, using (2), the intra-distances were computed to be $d_{in}(X = 4) = 1.9452$, $d_{in}(X = 5) = 1.6488$, and $d_{in}(X = 6) = 1$, according to (2). Then, using (3), the corresponding extra-distances were computed to be $d_{ex}(X = 4) = 1.8637$, $d_{ex}(X = 5) = 1.8611$, and $d_{ex}(X = 6) = 2.2054$. Finally, using (4), the DVIE of Fig. 1(a) was computed to be 1.1853 with the logarithmic base of 2. Similarly, the DVIE of Fig. 1(b) was also computed, and the result was 1.0516. We can see that DVIE is capable of distinguishing Fig. 1(b) from Fig. 1(a), namely it can characterize the configurational information of an image. Indeed, an experimental evaluation involving 100,000 images [15] reveals that DVIE is the most effective measure for characterizing configurational information.

### B. Efficiency Problem of DVIE

Although it is effective, DVIE is a highly computation-intensive measure. From (2) – (4), we can see that the basic computation involves calculating the distance between two pixels. The amount of such basic computation ($A_C$) can be expressed as follows using an image of N pixels:

$$A_C = \sum_{i=1}^{n} (N_i - 1) \cdot N_i + \sum_{i=1}^{n} (N - N_i) \cdot N_i$$

$$= \sum_{i=1}^{n} (N - 1) \cdot N_i$$ (5)

This involves an extremely large number of basic computational steps, even with a small image. For example, let us assume that the size of the image is 600 x 600 pixels, and these pixels are evenly distributed in five gray levels. The $A_C$ of this image is $1.2960 \times 10^{11}$, which is very large.

### III. Improving the Computational Efficiency of DVIE

In general, there are two main ways to improve the computational efficiency of a measure; one method uses hardware, and the other uses software. The hardware method employs advanced computing devices such as cloud computing platforms, graphics processing units (GPUs), and tensor processing units (TPUs). This improves the computational efficiency by increasing the amount of computation per unit of time. By contrast, the software method develops new or improved methods for computing a measure. The computational efficiency is improved by either increasing the amount of computation per unit of time or reducing the amount of computation involved.

In this study, we focused on the software method because it is more cost-effective than the hardware method for most users. Our core idea involves three strategies. The first strategy was to simplify the equation for DVIE. The second strategy was to selectively compute the intra-distance and extra-distance based on the computational complexity. Only one distance was computed, and the other distance was derived based on a lookup table of average distances (LTAD). The third strategy was to efficiently construct the lookup table based on geometric symmetry.

### IV. A Simplified Equation for Efficiently Computing DVIE

The DVIE equation can be simplified according to the property of distance. One basic property of the distance between the two points $A_1$ and $A_2$ on a Euclidean plane is commutativity, namely $|A_1A_2| = |A_2A_1|$. Using the commutative property, a simplified equation can be proposed for deriving the intra-distance for computing the DVIE:

$$d_{in}(X = x_i) = \begin{cases} \frac{2}{N_i(N_i - 1)} \sum_{j=1}^{N_i} \sum_{k=j+1}^{N_i} |A_{ij}A_{ik}| & N_i > 1 \\ \lambda & N_i = 1 \end{cases}$$ (6)

By using (6), it is possible to avoid $0.5 \times \sum_{i=1}^{n} (N_i - 1) \cdot N_i$ basic computations. As a result, the number of basic computations is reduced to $A_C$, as follows:

$$\hat{A}_C = 0.5 \times \sum_{i=1}^{n} (N_i - 1) \cdot N_i + \sum_{i=1}^{n} (N - N_i) \cdot N_i$$

$$= \sum_{i=1}^{n} (N - 0.5N_i - 0.5) \cdot N_i$$ (7)

For example, for a 600 x 600 image whose pixels are evenly distributed in five gray levels, the number of basic computations is reduced from $1.2960 \times 10^{11}$ to $1.1664 \times 10^{11}$; that is, $1.2960 \times 10^{10}$ basic computations are decreased.
V. COMPLEXITY-BASED METHOD FOR SELECTIVE COMPUTATION OF INTRA-DISTANCE AND EXTRA-DISTANCE

In the original method for computing DVIE, both the intra- and the extra-distance components needed to be computed for each gray level. In this study, we propose to selectively compute the intra- and the extra-distance components. Only one distance was selected for the computation, and the other distance was derived based on the first distance. This selective computation was performed for each gray level of an image in the following three steps.

A. COMPUTATIONAL COMPLEXITY-BASED SELECTION

This step selects one of the two distances having lower computational complexity. The computational complexities of the intra- and the extra-distance components were characterized using the number of basic computations involved in computing the two distances. As shown in (7), the number of basic computations for the intra-distance of the ith gray level is 0.5×(N_i−1)·N_i, whereas that for the extra-distance of the ith gray level is (N−N_i)·N_i. The selection was performed as follows. If 0.5×(N_i−1)·N_i is greater than (N−N_i)·N_i, then the intra-distance is selected; otherwise, the extra-distance is selected.

B. NUMERICAL COMPUTATION OF THE SELECTED DISTANCE

In this step, the distance selected in the previous step was determined by performing all the basic computations required by this distance, as given by (3) and (6). For example, if the intra-distance was selected, then it was determined according to (6). This determination was numerical in nature; therefore, it could be called a numerical computation.

C. ANALYTICAL COMPUTATION OF THE UNSELECTED DISTANCE

The other distance (i.e., the unselected distance) was analytically computed according to the relationship between the intra- and extra-distance components. This relationship was derived as follows.

First, the following relationship holds for any pixel of an image:

\[(N − 1) \times d_{avg}(P_s) = \sum r |P_sP_r| + \sum r |P_sP_t|\]  (8)

where \(N\) is the total number of pixels of an image. \(P_s\) is the \(s\)th pixel of the image, and it belongs to the \(i\)th gray level; \(d_{avg}(P_s)\) is the average distance between \(P_s\) and all the other pixels of the image. \(P_r\) and \(P_t\) are the other pixels that have and do not have the same gray value, respectively, as \(P_s\). The function \(|\cdot|\) returns the distance between the two pixels.

Second, the following relationship can be derived for any gray level based on (8):

\[(N − 1) \times \sum s d_{avg}(P_s) = \sum r \sum s |P_sP_r| + \sum s \sum r |P_sP_t|\]  (9)

Third, (9) can be rewritten in terms of intra- and extra-distance components, as follows:

\[(N − 1) \sum s d_{avg}(P_s) = N_i(N_i − 1) d_{in}(X = x_i) + N_i(N − N_i) d_{ex}(X = x_i)\]  (10)

Equation (10) implies that we can directly derive the intra-distance based on the extra-distance and vice versa, if we have a lookup table for \(d_{avg}(P_s)\). A lookup table is an array or a matrix of pre-computed values for a time-consuming function; more details on this concept can be found in [28]. In the following section, we will show how to efficiently construct such a lookup table.

VI. SYMMETRY-BASED METHOD FOR EFFICIENTLY CONSTRUCTING A LOOKUP TABLE

As mentioned in Section V, we need an LTAD. The LTAD is a matrix whose size is the same as the image under consideration. LTAD \((r, c)\) stores the average distance of the pixel on the \(r\)th row and \(c\)th column of the image from all other pixels.

To construct the LTAD of an image, the most direct approach is to determine the elements of LTAD one by one. However, this approach is inefficient because it involves a substantial amount of computation. For an image of \(R \times C\) pixels, determining a single element of LTAD requires \(R \times C − 1\) basic computations, and determining all the elements of LTAD requires \(R^2C^2−RC\) (e.g., 1.2960×10^{11} for a 600×600 image) basic computations.

To reduce the amount of computation, we developed an improved method in this study by constructing the LTAD of an image based on geometric symmetry. The method involved three steps. The first step was to determine the upper-left quarter of the elements. Mathematically, if the image has \(R \times C\) pixels, then the range of the row numbers of these elements and the range of the column numbers are \([0, \lfloor R/2\rfloor]\) and \([0, \lfloor C/2\rfloor]\), respectively, as shown in Fig. 2. The second step was performed based on the line symmetry to directly obtain the upper-right and the bottom-left quarters of the elements according to the mapping functions in (11), (12), as shown at the bottom of the next page. The last step was based on the point symmetry, namely to directly obtain the bottom-right quarters of the elements by using (13). The number of basic computations was \([\lfloor R/2\rfloor] \times [\lfloor C/2\rfloor] \times (R \times C − 1)\) with this improved method (e.g., 3.240×10^{11} for a 600×600 image). Therefore, our proposed method reduced three-quarters of computations used for the direct method.

To further reduce the amount of computation, we developed a method for efficiently determining the upper-left quarter of the elements of a LTAD. This method was implemented on two other lookup tables, which were efficiently constructed based on the geometric symmetry.

The first lookup table (denoted by LT1) was constructed to store the distance between any two pixels. The size of this lookup table was the same as that of the image under
The value of this element can be computed as
\[
\sqrt{x^2 + y^2}
\]
of LT2 was also the same as the image under consideration, namely \( R \times C \). An element of this lookup table, LT1 \((r, c)\), denotes the distance between Pixels \((x_1, y_1)\) and \((x_2, y_2)\), where \(\Delta x = |x_1 - x_2| = r\) and \(\Delta y = |y_1 - y_2| = c\). The value of this element can be computed as \(\sqrt{r^2 + c^2}\). Not all the values of the elements needed to be computed. According to the geometric symmetry, the following computations can be avoided to improve efficiency.

- If the image has more columns than rows (i.e., a wide image, \(R \leq C\)), then only the elements in the upper-right part (Fig. 3) of LT1 needed to be determined. The spatial extent of these elements can be mathematically expressed as \(0 \leq r \leq R - 1\) and \(r \leq c \leq C - 1\).
- If the image has fewer columns than rows, then only the elements in the bottom-left part (Fig. 4) of LT1 needed to be determined. Their spatial extent was \(c \leq r \leq R - 1\) and \(0 \leq c \leq C - 1\).

The second lookup table (denoted by LT2) was constructed to store the total distance between a pixel and a matrix of \(r \times c\) pixels that were placed at the upper-left, upper-right, bottom-left, or bottom-right corners of the pixel (see Fig. 5). The size of LT2 was also the same as the image under consideration, namely \(R \times C\). The elements of LT2 were determined based on LT1. Similar to the LT1 case, not all the elements of LT2 needed to be determined. Only a few elements needed to be determined according to the geometric symmetry, as specified in the following cases.

- If the image had more columns than rows (i.e., a wide image, \(R \leq C\)), then only the upper-right part of the elements of LT2 needed to be determined; the elements in the first row were excluded. According to the definition of LT2, all the elements in the first row had zero value. The spatial extent of the elements to be determined is shown in Fig. 6; this is mathematically expressed as \(1 \leq r \leq R - 1\) and \(r \leq c \leq C - 1\). The determination of these elements is discussed in two subcases. The first subcase was for the elements at the diagonal of LT2. These elements were determined using (14) and (15), as shown at the bottom of this page. The second subcase

\[
\text{LTAD} (r, c) = \begin{cases} 
\text{LTAD} (r, c - c - 1) & r \in [0, \lfloor R/2 \rfloor], c \in \lfloor \lceil C/2 \rceil, C \rfloor \\
\text{LTAD} (R - r - 1, c) & r \in \lfloor \lceil R/2 \rfloor, R \rfloor, c \in [0, \lfloor C/2 \rfloor] \\
\text{LTAD} (R - r - 1, C - c - 1) & r \in \lfloor \lceil R/2 \rfloor, R \rfloor, c \in \lfloor \lceil C/2 \rfloor, C \rfloor
\end{cases}
\]

\[
\text{LT2} (r, c) = \begin{cases} 
\text{LT1} (r, c) & r = c = 1 \\
\text{LT2} (r-1, r - 1) + \text{LT1} (r, r) + 2 \sum_{i=1}^{r-1} \text{LT1} (i, r) & 2 \leq r = c < R \\
\text{LT2} (r, c - 1) + \sum_{i=1}^{r} \text{LT1} (i, c) & 2 \leq r < R, r+1 \leq c < C \\
\text{LT1} (r, c) & r = c = 1 \\
\text{LT2} (c-1, c - 1) + \text{LT1} (c, c) + 2 \sum_{i=1}^{c-1} \text{LT1} (i, c) & 2 \leq c = r < C \\
\text{LT2} (r-1, c) + \sum_{i=1}^{c} \text{LT1} (r, i) & 2 \leq c < C, c+1 \leq r < R
\end{cases}
\]
VII. EXPERIMENT

A. DATA PREPARATION

We generated five sets of experimental data using the thermodynamics-based strategy developed by Gao, et al. [15] for testing spatial entropy. This strategy works with a user-supplied image (referred to as a seed image) to iteratively simulate the mixing of ideal gases in a closed container. In an iteration, each pixel of the image is treated as a gas molecule, and half of the pixels switched their positions with randomly selected neighbors.

To generate the five sets of experimental data, we obtained and used five seed images. First, we obtained five remote sensing images from Google Earth, as shown in Fig. 8. The first two remote sensing images are of farmlands in Egypt. The third and fourth remote sensing images are Tsim Sha Tsui area and Kai Tak Airport of Hong Kong, respectively. The last remote sensing image was of the Qinghai Lake of China. All these remote sensing images had three bands, each of which had $300 \times 300$ pixels. Second, we converted these five remote sensing images to gray images. As shown in Fig. 9, these gray images were different in the histogram. Third, these gray images were used as seed images to simulate the iterative mixing of the ideal gases. The maximum number of iterations was set as 10,000. As a result, each of five sets of experimental data included a sequence of 10,000 gray images, which were increasingly disorderly in terms of thermodynamics (see Figs. 10 – 14).

B. EXPERIMENTAL VALIDATION

Validation involves testing the validity of the approach used in this study for computing DVIE; in other words,
it involves testing whether the computational results of the proposed approach are the same as that of the original approach. If validity is not guaranteed, the efficiency results would be less meaningful. Hence, we performed validation before testing the efficiency.

An ideal validation would compare the DVIEs of the experimental images (i.e., the 50,000 images of the five experimental datasets) computed using the proposed approach with those computed using the original approach. However, such validation is not practical because it takes months to compute the DVIEs using the original approach. Hence, we test the validity of the proposed approach by using the following two experiments.

1) **Comparison with five samples of experimental images.** First, we generated a sample of 500 randomly selected images from each experimental dataset. Then, the DVIE of each sampled image was computed using both the proposed and original approaches. Finally,
we compared the two DVIEs of each image to check whether they were the same.

2) **Trend derived from all experimental images.**

The DVIEs of all the 50,000 images of the five experimental datasets were computed using the proposed approach. The changes in the DVIEs for varying iterations of mixing were graphically represented for each experimental dataset. An increasing trend should
FIGURE 14. Images from the Experimental Dataset 5. These images are the outcomes of the iterations (a) 0, (b) 100, (c) 200, (d) 300, (e) 400, (f) 500, (g) 1,000, (h) 2,000, (i) 5,000, and (j) 10,000.

FIGURE 15. Changes in the DVIEs of the images of the experimental datasets along with the iterations of mixing.

be seen unless the image pixels were fully mixed, as demonstrated by Gao, et al. [15].

The results of the first experiment demonstrated that the DVIEs computed using the two approaches for each sampled image had the same value. The results of the second experiment are shown in Fig. 15 (logarithms to base 10 were used). This figure shows that the DVIEs computed using the proposed approach for each of the five experimental datasets increased along with the iterative mixing. In summary, the results of the two experiments confirmed the validity of the proposed approach for computing DVIE.

C. EXPERIMENTAL EVALUATION

The evaluation aims to experimentally explore whether and how the proposed approach is more computationally efficient than the original approach. The measure of efficiency is the CPU time required by the proposed approach for computing the DVIE of an image from the experimental datasets. When the CPU time required by the proposed approach is less, this approach is more computationally efficient. The benchmark is the CPU time required by the original approach. It is not practical to compute the DVIEs of all images using the original approach; therefore, we randomly selected 500 images from each experimental dataset. As a result, we had five subsets of the images.

The CPU time for dealing with an image (t) was determined as follows. First, the DVIEs of all images in a subset were computed, and the total CPU time (t_s) was recorded. The operating environment was an ordinary computer equipped with an Intel Core i5 processor, a 16-GB random access memory, and a Windows 10 system. Second, this computation was performed 10 times to derive the average total CPU time (t_s). Third, the time t was calculated as t_s divided by 500. Fourth, this t was calculated using both the original and the proposed approaches for each of the five sub-datasets of images.

The results are shown in Table 1. Clearly, more than 99% time was saved by using the proposed approach to compute the DVIE of an image from any of the five sub-datasets. This fact demonstrates the outstanding efficiency of the proposed approach for dealing with varying images. Such efficiency makes it possible to compute the DVIEs of large datasets using ordinary computers. For example, Table 1 shows that it takes approximately 74 days to compute the DVIEs of the 10,000 images of the Experimental Dataset 5 using the original approach. By contrast, the proposed approach required only approximately 50 min.

We also evaluated the effect of the third strategy, namely the symmetry-based method for efficiently constructing LTAD. To this end, we reperformed the experiments in
Table 1 using the same sub-datasets but a different approach, which is an improved approach without the third strategy. The results for the five sub-datasets are 24.6, 24.1, 24.9, 25.1, and 24.5 seconds, respectively. A comparison between these results and that in Table 1 demonstrated that the third strategy indeed improved the computational efficiency.

VIII. APPLICATION

The proposed approach makes DVIE feasible for dealing with hyper- or ultra-spectral remote sensing images, where a single image may contain hundreds or even thousands of spectral bands [29]–[32]. In this section, we present an application of DVIE to the unsupervised band selection for hyperspectral image classification. In addition, we compare the performance of all this DVIE-based band selection with the band selections based on other entropies.

Band selection is one of the two methods for the dimensionality reduction of remote sensing images (the other method is feature extraction) [33]–[35]. The main idea behind band selection is to determine the “most distinctive and informative bands” [36]. In this process, there are two major aspects: an appropriate measurement criterion (i.e., a measure of band similarity) and an effective search strategy [33].

In this study, we proposed a DVIE-based method for unsupervised band selection for hyperspectral image classification. Specifically, we used the difference in DVIE between the two bands to measure similarities. The search strategy was adopted from an existing study [21] for easy comparison of performances among different entropies and their variants. Also, for this reason, we used the same experimental hyperspectral remote sensing image (Fig. 16), performance analysis method, and benchmarks as the existing study [21]. (The performance analysis method included image classification for evaluating performance and a “band number versus classification accuracy” curve to present the results.)

These benchmarks are seven IE-based measures, namely mutual information (MI), four variants of mutual information (MI\(_1\), MI\(_2\), MI\(_3\), and MI\(_4\)) [37]–[40], and two variants of spectral information divergence (SID\(_1\) and SID\(_2\)) [41], [42].

The experimental results are shown in Fig. 17. This figure clearly shows that the DVIE-based method for band selection significantly outperformed all the other methods based on IE. For example, the classification accuracy for the DVIE-based method was as high as 86% when only 20 bands were selected from the 220 original bands and used for image classification. By contrast, using the same number of bands, the highest classification accuracy using the IE-based methods was 75% (i.e., using SID\(_1\) and SID\(_2\)). This fact suggests the vast potential of DVIE for image processing.

IX. DISCUSSION ON SIGNIFICANCE

The significance of the proposed method can be summarized as follows.

The method makes it possible to practically apply DVIE for processing remote sensing images. The previous study has shown that DVIE is the most effective measure for characterizing the spatial distribution of image pixels among all the IEs and their diverse variants. The proposed method can serve as a bridge between this most effective measure and multiple image processing applications, such as registration, classification, and change detection.

It can be used as the basis for further improvement of the computational efficiency of DVIE. As explained in Section III, the proposed method is designed to make DVIE
as universally applicable as possible. The proposed method is sequential; therefore, it can be used on both personal and high-performance computers. In the future, this method can be improved to perform in parallel with advanced computing devices such as clouds, GPUs, and TPU.

It provides a possible way for addressing similar problems of practically determining a computation-intensive measure. An example of this problem is the determination of average linkage [44], which is a famous measure in geo-data clustering [45]. Average linkage is defined as the distance between two clusters of objects and is computed as the average distance between all the pairs of objects from the two clusters. This computation is intensive even for small clusters. However, the average linkage is comparable with the concept of extra-distance in computing DVIE; therefore, the idea for efficiently computing extra-distance can be borrowed.

X. CONCLUSIONS

In this study, we developed an efficient approach to compute the DVIE for processing remote sensing images. The approach was developed based on three strategies for reducing the amount of computation required by the original approach. The first strategy was to improve the equation of DVIE. The second strategy was a selective computation of the two key components of DVIE—intra-distance and extra-distance—based on the computational complexity. The distance with low computational complexity was computed by the original approach, whereas the distance with high computational complexity was directly derived using a proposed equation, which involved an LTAD. The third strategy was an efficient method to construct this lookup table. Experiments were performed to test both the validity (i.e., accuracy) and utility (i.e., efficiency) of the proposed approach for computing the DVIE of an image. We used five experimental datasets and 50,000 experimental images of $300 \times 300$ pixels. In addition, we described the applications of DVIE. The DVIE was used to select salient bands of hyperspectral remote sensing images. From the experimental results, we drew the following major conclusions about the approach proposed in this paper:

1) It is not only valid (i.e., its computational results are in line with those of the original approach), but it is also highly efficient because it saves more than 99% time as compared with the original approach.

2) It tends to be universally applicable because its algorithm is sequential in nature. It can be performed in either a personal or a high-performance computing environment.

3) Its performance can be further improved by employing parallel computing strategy or more advanced computing devices such as clouds, GPU, and TPU.

4) It makes the application of DVIE possible, and the DVIE shows strong potential in applications for remote sensing processing. The DVIE-based band selection outperformed all the other band selection methods using IE-based measures.

The limitation of the proposed approach is that when applied for a multispectral remote sensing image, it constructs an LTAD for every band of the image. In fact, only one LTAD was necessary when dealing with multiple bands because all these bands had the same size.

Future research can cover the following three areas. First, more DVIE applications can be developed for processing remote sensing images, such as image registration, classification, coding, and change detection. Second, a systematic comparison, both theoretically and experimentally, can be made between the DVIE and the alternatives to IE for image processing, namely thermodynamic entropy (i.e., Boltzmann entropy) [46]–[48]. Third, we can determine whether there is a relationship between DVIE and another important measure of complexity, namely the fractal dimension [49]–[53]; determining the extent of this relationship will help better understand the nature of DVIE.
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