A model for redistributing heat over the surface of irradiated spider companions
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ABSTRACT

Spider pulsars are binary systems containing an energetic millisecond pulsar that intensely irradiates a closely orbiting low-mass companion. Modelling their companion's optical light curves is essential to the study of the orbital properties of the binary, including the determination of the pulsar mass, characterising the pulsar wind and the star itself. We aim to generalise the traditional direct heating model of irradiation, whereby energy deposited by the pulsar wind into the stellar envelope is locally re-emitted, by introducing heat redistribution via diffusion and convection within the outer stellar envelope. We approximate the irradiated stellar envelope as a two-dimensional shell. This allows us to propose an effective equation of energy conservation that can be solved at a reduced computational cost. We then implement this model in the Icarus software and use evidence sampling to determine the most likely convection and diffusion laws for the light curve of the redback companion of PSR J2215+5135. Redistribution effects concentrate near the terminator line of pulsar irradiation, and can create apparent hot and cold spots. Among the models tested for PSR J2215+5135, we find that all models with heat redistribution are more likely than symmetric direct heating. The best-fitting redistribution model involves diffusion together with a uniformly rotating envelope. However, we caution that all models still present serious systematic effects, and that prior knowledge from pulsar timing, spectroscopy and distance are key to determine with certainty the most accurate redistribution law. We propose an extension of the direct heating framework that allows for exploring a variety of heat redistribution effects. Future work is necessary to determine the relevant laws from first principles and empirically using complementary observations.
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1 INTRODUCTION

Spider pulsars are binary systems in which the primary component is a millisecond pulsar and the secondary a low-mass star, which we will call the companion in this paper. The orbital period of the binary is typically of a few hours. The companion is generally close to filling its Roche lobe and usually assumed to be tidally locked onto the neutron star. Spiders are found in two sub-species: redbacks with companion mass $\gtrsim 0.1 M_\odot$ and black widows with a companion mass of a few $0.01 M_\odot$. These names were coined after two arachnid species which share the characteristic that the light male companion is sometimes eaten by the heavier female.

For their stellar counterparts, there is indeed suspicion that the low-mass companion is being gradually evaporated by the intense wind of high-energy particles radiated by the pulsar (e.g. Fruchter et al. 1988). This is evidenced by the wide radio eclipses attributed to clumps of ablated material surrounding the companion far out of its Roche lobe, although it is as yet unclear whether this is sufficient to lead to the disappearance of the star (e.g. Polzin et al. 2020).

This irradiation of the companion, which often exceeds the intrinsic luminosity of the star, results in a characteristic day-night pattern in its light curve as it moves around its orbit with the pulsar. Once modelled and combined with pulsar timing and potentially with spectroscopy, optical light curves allow one to infer the inclination and the mass ratio of a system, and thereby the mass of the two components. In particular, there is evidence that the mass of spider pulsars...
could be on average larger than for other pulsars (Linares 2019; Strader et al. 2019), and so they could be used to constrain the maximum mass and equation of state of neutron stars (e.g. Özel & Freire 2016). Modelling of optical observations of spider companions also provides an indirect probe of the pulsar wind. In particular, comparing the temperatures of the day and night sides of the star provides an estimate of the amount of irradiating power necessary to sustain such a difference. Modelling the interaction of the wind with the stellar material, and in particular determining what components (gamma rays, leptons, hadrons) can penetrate below the photosphere and produce the observable effective temperature difference also provides insight in the composition of the wind (Zilles et al. 2019).

Both the determinations of the orbital and wind parameters are highly dependent on the modelling of the temperature at the surface of the companion star. A common approach consists in assuming a direct heating of the surface whereby the energy deposited by the pulsar wind is re-radiated by the companion at the exact location where it is absorbed (e.g. Breton et al. 2012). Although this approach permits reasonable fits of some light curves (e.g. Breton et al. 2013), this model is unable to account for asymmetries between the leading and trailing edge of the companion (assuming a symmetric irradiation pattern) such as seen in, for example, the black widows PSR J2051-0827 (Stappers et al. 2001) and PSR B1957+20 (Kandel & Romani 2020) or the redback PSR J2215+5135 (Romani & Sanchez 2016; Linares et al. 2018; Schroeder & Halpern 2014b).

Various models have been proposed to explain asymmetries. Two of them, the magnetic-field ducting of the energetic charged particles of the pulsar wind by the magnetic field of the companion (Sanchez & Romani 2017) and radiation from an intra-binary shock formed between the winds of the two components (Romani & Sanchez 2016), still assume direct heating of the companion but change the irradiation pattern from an isotropic point source through the interaction of the pulsar wind with the companion’s own wind and/or magnetic field. A third approach consists in empirically adding hot or cold spots at the surface of the star (e.g. Shahbaz et al. 2017). Thus, in all cases heat is assumed to be neither diffused nor convected within the star after energy reaches the surface.

In Sect. 2 we develop a simple heat redistribution model within the outer layers of the star which constitutes a natural extension of direct heating models. In principle, the heat flux must be calculated from detailed stellar and atmospheric models of the star. However, we focus in the present work on demonstrating the basic properties and the interest of this new framework by using simple diffusion-like and convection-like laws. In Sect. 3, we apply this simple model to the light curve of the companion of PSR J2215+5135 (Linares et al. 2018) in order to empirically determine the most probable law. We then discuss the physical interpretation of the results in Sect. 4. At the time of finishing this paper, a similar model was published in (Kandel & Romani 2020) which appears to be a special case of the framework presented here, where no diffusion effect is considered and a particular convection law is used. For comparison purposes, we also reproduce this model in the present work.

2 SUPERFICIAL HEAT TRANSPORT MODEL

2.1 Preliminary considerations: direct heating by high-energy particles

Currently, state-of-the-art light-curve-modelling softwares such as Icarus (Breton et al. 2012) rely on the approximation that the power impinging on the companion star is thermalised and re-radiated at the location on the photosphere where it was absorbed. This leads to the following energy balance,

$$\sigma T_{\text{bd}}^4 = \sigma b T_0^4 + L_w,$$

where $\sigma$ is the Stefan-Boltzmann constant, $T_0$ is the temperature of the photosphere after irradiation, $L_w$ is the base temperature without irradiation, $L_w$ is the energy flux of the pulsar wind at the photosphere.

Let us note that the base temperature $T_w$ is not necessarily constant over the star, but can be affected by, for example, gravitational darkening or magnetic activity (star spots). The irradiation flux $L_w$ includes the cross-section of the stellar surface relative to the incoming flux. Indeed, if the irradiating flux is $L_{\text{bd}}^w k$ where $k$ is a unit vector and the normal to the stellar surface is given by the unit vector $n$ then the flux crossing the surface element is $L_w = L_{\text{bd}}^w k \cdot n$. The function $L_{\text{bd}}^w$ can take different forms depending of what the source of irradiation is assumed to be. It is common to assume symmetric direct heating from a point source, that is irradiation by a wind radially expanding from the pulsar, but it has been proposed that the wind might be reprocessed by an intra-binary shock (Romani & Sanchez 2016) or channelled by the companion’s magnetic field (Sanchez & Romani 2017) thus making $L_{\text{bd}}^w$ highly non-trivial in those cases.

There are several examples in the literature that show that the direct-heating model works well when fitting some optical light curves (e.g. van Kerkwijk et al. 2011; Breton et al. 2013). This tells us that i) the irradiating flux is, at least partly, deposited below the photosphere of the star as otherwise optical light curves would not be affected, and ii) that the deposition depth is probably shallow as otherwise heat would not emerge at the entry point on the photosphere. These two points have recently been backed in Zilles et al. (2019) who showed that only high-energy particles ($\gtrsim 100\text{MeV}$) can deposit their energy below the photosphere, and do so at very shallow depths, typically after crossing a column density $< 1000\text{g/cm}^2$.

2.2 Basic transport equation

In the following, we propose to supplement equation (1) by adding the possibility of energy transport within a thin shell located just below the photosphere. The base of the shell is assumed to be unaltered by irradiation which implies that it is much deeper than the reach of high-energy particles bombarding the star. The thickness of the shell must also be very small compared to the size of the star, and we will consequently consider it negligible.

Within this shell, we consider the stationary equation of conservation of energy,

$$\nabla \cdot j = \dot{e}$$

where $\dot{e}$ is the rate of energy deposition within the shell and $j$ is the heat flux.
where \( j \) is the flux of energy per unit surface, and \( \hat{e} \) is an external source of power per unit volume which, in the present case, is the irradiating power of the pulsar wind. Since this equation is linear in \( j \), we may consider the base flux \( b \) corresponding to the homogeneous solution, \( \hat{e} = 0 \), and a particular solution \( i \) corresponding to irradiation such that
\[
j = b + i. \tag{3}\]

The homogeneous solution \( b \) is in principle part of a general solution of the full set of stellar-structure equations. Making the simplification that the star has a spherical photospheric surface of radius \( R_s \), one has
\[
b_p(R_s) = \sigma b T^4_b, \tag{4}\]
where \( b_p \) is the radial component of \( b \) and \( T_b \) is the base temperature, that is the photospheric temperature in absence of irradiation. This boundary condition is in fact all we need from the base solution for the following derivations.

In order to compute the particular solution \( i \), we use the condition that the inner surface of the shell is unaffected by irradiation, which gives the boundary condition
\[
i_r(R_b) = 0, \tag{5}\]
where \( R_b \) is the radius at the base of the shell.

We now proceed to average equation (2) over the thickness of the shell. We start with integrating (2) over the volume of an element of shell corresponding to a surface \( \delta S \) at the surface of the star between \( R_s \) and \( R_b \). We immediately obtain \( \int dV \partial_t T = L_b \delta S \) while we can apply Gauss’ theorem to the divergence term such that
\[
\int dS = \int_{R_b}^{R_s} dr \int dC \cdot i = \int dS \int dC \cdot i + (i_r(R_s) - i_r(R_b)) \delta S + \int \left( \frac{\Delta R}{R_b} \right), \tag{6}\]
where we have used the fact that \( R_s - R_b = \Delta R \ll R_b \) to integrate over a shell element of constant section \( \delta S \), \( dC \) is a line element of the contour of that section, and we have decomposed the energy flux into its radial and angular components \( i = (i_r, i_\theta, i_\phi) \).

Now, we may revert Gauss’ theorem in each 2-dimensional slice of the first term of the right-hand side of equation (6),
\[
\int dC \cdot i = \int dS \frac{1}{r} \int_0^{2\pi} \left. \frac{\partial}{\partial \phi} \right|_{\phi = 0} \left. \frac{\partial}{\partial \theta} \right|_{\theta = 0} u_{\theta}, \tag{7}\]
where \( \frac{1}{r} \left. \frac{\partial}{\partial \phi} \right|_{\phi = 0} \left. \frac{\partial}{\partial \theta} \right|_{\theta = 0} \) is the angular part of divergence operator in spherical coordinates,
\[
\nabla \cdot \left( \int dr \frac{1}{r} \right) = \left( \frac{\partial}{\partial \theta} \right) \left. \frac{\partial}{\partial \phi} \right|_{\phi = 0} \left. \frac{\partial}{\partial \theta} \right|_{\theta = 0} u_{\theta}, \tag{8}\]
where \( (\theta, \phi) \) are respectively the colatitude and longitude at the surface of the star, and \( (u_{\theta}, u_{\phi}) \) are the associated unit vectors.

Inserting equation (7) back into equation (6) using the boundary condition of equation (5), and differentiating with respect to the surface elements \( \delta S \) we obtain the averaged energy conservation equation,
\[
\nabla \cdot \int dr \frac{1}{r} i = -i_r(R_b) + L_b, \tag{9}\]
where, in addition, we have used the fact that \( \nabla \cdot \int dr \frac{1}{r} i \) is independent of \( r \) to take it out of the integral on the left-hand side.

Defining the “average” parallel energy flux as
\[
J_\| = \int_{R_b}^{R_s} dr \frac{1}{r} i_\| (r), \tag{10}\]
and introducing the irradiation temperature \( \sigma b T^4_b = i_t(R^*) \), we may rewrite equation (9) as
\[
\nabla \cdot J_\| = - \sigma b T^4_b + L_b. \tag{11}\]

The flux that escapes the star is given by \( j_r(R_b) = b_p(R_b) + i_t(R_b) \). Since we have made the assumption that the irradiating power is thermalised before being re-radiated, this means that the escaped flux corresponds to a black-body at temperature \( T_* \) such that
\[
T_*^4 = T_b^4 + T^4_e. \tag{12}\]
and that this temperature corresponds to the actual temperature of the plasma at the photosphere.

This allows us to write our final superficial energy transport equation,
\[
\nabla \cdot J_\| = - \left( \sigma b (T_*^4 - T_b^4) - L_b \right). \tag{13}\]

One notes that if parallel energy transport can be neglected, that is \( J_\| = 0 \), one naturally recovers the common direct heating of the companion star by the pulsar wind. In this case, \( T_b \) is directly equal to the night-side temperature of the star. Note that here we define the night-side temperature as the temperature at the point on the surface opposite to the pulsar’s direction. This quantity is different from the effective temperature inferred at the inferior conjunction of the companion, which is an average over the visible surface at this particular phase.

### 2.3 Transport laws: diffusion and convection

We now consider that parallel energy transport follows a law of the form
\[
J_\| = -k \nabla \| T_* \sin \theta u_\theta, \tag{14}\]
where the first term on the right-hand side accounts for diffusion-like effects and the second term for convection-like effects. The spherical coordinates are defined as for Eq. (8) with the polar axis taken to be the spin axis of the star, and the prime meridian, \( \phi = 0 \), intersects the binary axis on the night side of the star. The parameter \( k \) is the diffusion coefficient with a dimension of energy per unit temperature per unit surface per unit time.

In the convection term, we consider that the surface temperature \( T_* \) is convected by a velocity field that rotates around the angular-momentum axis of the star such that if the function \( f \) is a constant then the convecting flow is in solid rotation with a velocity field \( f \sin \theta u_\theta \). However, the polar convection profile \( f(\theta) \) may be prescribed to reflect theoretical predictions such as, for instance, equatorial jets (see, e.g., Showman & Polvani (2011) and below).

Here, we have assumed that the surface temperature \( T_* \) is a good proxy for the transport properties of the shell. Indeed, if the energy is deposited at a shallow depth below the surface, then parallel temperature gradients should be maximum near the surface and so should be diffusion. Similarly, assuming a sufficiently smooth radial temperature profile in the shell then the photospheric temperature can be chosen
as representative of convective transport. Nevertheless, the law of equation (14) should be considered as an effective description of the physics taking place in the outer shell of the star and not as a law derived from first principles.

To go further, we assume that $\kappa$ is a constant. Inserting equation (14) in the energy redistribution equation (13), we obtain

$$\kappa \nabla^2 T_0 + f(\theta) \partial_{\theta} T_0 = \sigma_{ab} \left(T^4_a - T^4_0\right) - L_\nu,$$  \hspace{1cm} (15)

where $\nabla^2_0$ is the angular Laplacian.

Note that equation (14) is certainly not the only one possible solution but we favour it in this article owing to its relatively mathematical simplicity while retaining some of the expected qualitative behaviour. For instance, it could easily be generalised to more complex convection patterns and a non-constant $\kappa$.

We present in appendix A a method to solve Eq. (15). It is interesting to note that in many cases a good approximation can be obtained by linearising Eq. (15) around the direct heating solution of Eq. (1) and decomposing $T_0$ onto spherical harmonics. We also found that this procedure can successfully be iterated in order to obtain the fully non-linear solution to Eq. (15), thus providing a higher accuracy. We use the latter method in the rest of this article.

3 APPLICATION

3.1 Convection profiles

The model of Eq. (15) depends on the choice of convection profile $f(\theta)$ made by the modeller based on additional theoretical and/or empirical evidence. We have tried the following different forms,

$$f(\theta) = v, \hspace{1cm} (16)$$

$$f(\theta) = v \exp \left(-\frac{\theta^2}{2w^2}\right), \hspace{1cm} (17)$$

$$f(\theta) = \exp \left(-\frac{\theta^2}{2w^2}\right) \sum_{i=0}^{3} v_i H_i \left(\frac{\theta}{w}\right), \hspace{1cm} (18)$$

$$f(\theta) = +v \text{ if } |\theta| < w, -v \text{ otherwise.} \hspace{1cm} (19)$$

In all these profiles, $v$ (or $v_i$) is the energy flux per unit temperature transported by convection. Equation (16) corresponds to a constant longitudinal advection, meaning that if the properties of the superificial layer are constant across the entire surface (thickness, density, thermal capacity) then a constant $v$ corresponds to the constant angular velocity (around the spin axis of the star) of an advection flow in solid rotation around the star. If $v > 0$, then the flow is rotating in the same direction as the star on its orbit. Equation (17) assumes that the flow is localised within a Gaussian belt of characteristic angular width $w$ around the equator. Equation (18) is a generalisation of Eq. (17) to an expansion into Hermite polynomials $H_n$ up to 3rd order. Indeed, such an expansion has been shown to be the eigen basis of the polar dependence of flow solutions to the shallow-water model developed in Showman & Polvani (2011) for super-rotation in atmospheres of tidally-locked exoplanets. It follows that Eq. (17) is simply Eq. (18) with $v = v_0$ and $v_{i>0} = 0$. Equation (19) corresponds to the particular case studied recently in Kandel & Romani (2020) if diffusion is not included ($\kappa = 0$). In this model, a convection belt of width $2w$ is rotating around the equator while matter flows with opposite velocity at higher latitudes. All these profiles share the property that the convection pattern is dominated by an equatorial jet (e.g. Showman & Polvani 2011). We note that only Eqs. (18) and (19) include the possibility of counter-rotating flows.

3.2 Heat redistribution maps

We show examples of the temperature difference with respect to direct heating, that is $T_0 - T_b$, obtained using the above temperature profiles of Eqs. (16)-(19) in Fig. 1. One sees that, in every case, the changes in temperature are located near the terminator of irradiation by the pulsar, as well as near the apex of the star in direction of the pulsar when diffusion is enabled. This is because it is where the strongest temperature gradients of the direct heating pattern are present. The additional wavy patterns that can be distinguished are due to the limited number of spherical harmonics used in the expansion of the solution. We have checked that for $l \geq 30$, these patterns entirely average out and do not bias the corresponding light curves (see next section).

As can be seen in Fig. 1, diffusion transports energy from the day side to the night side symmetrically with respect to the binary axis (if the star is not spherical some small asymmetries can appear, in particular due to gravity darkening). On the contrary, the effect of convection is asymmetric between the leading and the trailing edge of the star, and localised at particular latitudes (except for the profile of Eq. (16)). As a result, convection effectively creates hot and cold spots at the intersection of the characteristic latitude of a stream and the terminator line. However these spots are largely smoothed when diffusion is present.

3.3 Application to PSR J2215+5135

As an example, the above model was fit to the multi-colour optical light curve ($g', r', i'$) of the redback companion of PSR J2215+5135 taken using the Auxiliary Port Camera (ACAM) mounted on the William Herschel Telescope in 2014. This data was initially presented in Linares et al. (2018), and is also employed in Kandel & Romani (2020). This is also the same object which was used by Romani & Sanchez (2016) to demonstrate the effectiveness in invoking an intra-binary shock in order to describe the asymmetries present in the light curve of PSR J2215+5135.

We have fitted the usual symmetric direct heating model without heat redistribution, and compared it with heat redistribution models using the convection profiles of Eqs. (16)-(19) both with and without diffusion, that is with $\kappa$ free or fixed to zero in Eq. (15). In each case, the parameter space was explored using multinest (Feroz & Hobson 2008; Feroz et al. 2009; Feroz et al. 2013) nested sampling algorithm as implemented in PYTHON through pymultinest (Buchner et al. 2014). This algorithm was chosen because it allows to compare the evidence of each model, that is the probability of the model given the data, and therefore perform a direct comparison between them.
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Apart from the heat redistribution parameters, we fit for extinction $E(g - r)$, the amplitude of the projected radial velocity $K_2$, distance $d$, base and irradiation temperatures $T_b$ and $T_{ir}$, Roche-lobe filling factor $f_{RL}$, and system inclination $i$ (e.g. Breton et al. 2012, 2013). We also report in Table 1 some derived parameters of interest: the mass ratio $q$, the pulsar and companion masses $M_{psr}$ and $M_c$, and the irradiation efficiency $\epsilon$. The latter is defined as the ratio between the pulsar spin-down power and the irradiating power absorbed by the star (e.g. Breton et al. 2013). To derive some of these parameters, we made use of the orbital characteristics obtained from pulsar timing, in particular the pulsar projected semi-major axis $a_p \sin i = 0.468141 \pm 0.000013 \text{lt-s}$ and the orbital period $P = 0.172502105 \pm 0.000000008 \text{d}$ (Abdo et al. 2013).

### 3.3.1 Priors

There are three parameters for which we set informed priors when exploring the parameter space with Multinest: the distance to the source, the optical extinction in the direction towards the source, and the radial velocity of the companion star. In addition, the inclination had a $\sin(i)$ prior applied, reflecting a uniform prior on the orientation of the system.

The distance prior has three components. The first is based on the estimated space density and transverse velocity of millisecond pulsars along the line of sight towards PSR J2215+5135, with the underlying spacial density for MSPs coming from Levin et al. (2013). This component has a Gaussian distribution in distance from the Galactic centre with width $\sigma = 4.5$ kpc, a decaying exponential in height above the Galactic plane with a scale height of 0.5 kpc, and a decaying exponential in transverse velocity, with a mean velocity of 100 km s$^{-1}$ (Manchester et al. 2005). The second component comes from an upper limit on the system’s parallax of $<1.8$ milliarcseconds at the 5$\sigma$ level, which was obtained from the second data release of the Gaia spacecraft (Gaia Collaboration et al. 2018). The third component comes from combining the most recent galactic electron density distribution model (Yao et al. 2017) with the dispersion measurement value of $69.1951 \pm 0.0002$ pc cm$^{-3}$ obtained from radio timing of PSR J2215+5135. The resulting prior is shown over the relevant parameter space in the distance plot of Fig. 4, and is not very constraining.

The prior on the optical extinction, that is $E(g - r)$, was a Gaussian centred on 0.13 and with width $\sigma = 0.03$, and comes from the measured value from the Bayestar19 dust maps (Green et al. 2019). The radial velocity of the companion star, $K_2$, had a Gaussian prior centred on 412 km s$^{-1}$ with width $\sigma = 5$ km s$^{-1}$, inline with the estimated centre-of-mass velocity of the secondary given by Linares et al. (2018).
3.3.2 Results

It appears that models with the convection profiles of Eqs. (17)-(19) all converge to the profile of Eq. (16). Indeed, their characteristic width is compatible with $w \sim \pi$. As a consequence, we report in detail only the results for the uniform convection model of Eq. (16) with and without diffusion. We make an exception for the bizone convection profile of (19) without diffusion in order to compare with the recent work of Kandel & Romani (2020). We also report for comparison the symmetric direct heating model. The results of these four fits are collated in Table 1 by order of increasing evidence. The best-posterior light curves of these models are reported in Fig. 5.

One sees that the most favoured model is the model with both uniform convection and diffusion, while uniform and bizone convection without diffusion yield quasi-identical solutions. According to their respective evidence, the uniform+diffusion model is $\sim 6000$ times more likely than uniform or bizone convection alone. However, one can see that the ranking in terms of best $\chi^2$ is quite different, reflecting the role of the priors in the results. As can be seen in Fig. 4, the uniform convection+diffusion model is the only one that fits the best within the distance and extinction priors, comparably to the direct heating model, while the two purely convective models stand at the edge of the extinction prior and require a significantly larger distance.

This correlates with the fact that these models require both very high base temperature $T_b \sim 6550\text{K}$ and irradiation temperature $T_{ir} \approx 9900\text{K}$ implying a maximum day-side temperature over $T_D^{(\text{max})} \sim (T_b^{(\text{spec})} + T_d^{(\text{spec})})^{1/4} \approx 11000\text{K}$. Spectroscopic observations reported by Linares et al. (2018) provide average night and day-side temperatures of $T_N^{(\text{spec})} = 5660^{+260}_{-380}$ and $T_D^{(\text{spec})} = 8080^{+470}_{-280}\text{K}$ respectively. These temperatures are derived from spectra taken at inferior and superior conjunction of the companion respectively. These spectra result from the superposition of light originating from within the visible surface of the star which is not at a uniform temperature and therefore should be seen as average values. In particular, they are not equal to the minimum night-side temperature ($\sim T_b$) and maximum day-side temperature $T_D^{(\text{max})}$. We have estimated $T_N^{(\text{spec})}$ and $T_D^{(\text{spec})}$ for our models by computing the position of the peak of the spectrum resulting from the sum of the local black-body spectra of each visible surface elements at inferior and superior conjunction respectively. The results, reported in Table 1 show that only the uniform convection+diffusion model, and with slightly more tension the symmetric direct heating model, are compatible with the spectroscopic observations of Linares et al. (2018), while the convection-only models require much larger temperatures for both sides of the star. We note the very important role of diffusion here. Indeed, diffusion simultaneously decreases the day-side temperature and increases the night-side temperature by $\sim 1000\text{K}$ compared to direct heating with the same parameters, as is shown on Fig. 2. It entails the much smoother temperature map of Fig. 3 compared to, for instance, the direct heating model (top left panel of Fig. 5) which allows a moderate day-night temperature difference despite the significantly larger irradiation temperature and cooler base temperature.

4 DISCUSSION

4.1 Base temperature

Interestingly, the base temperature of the uniform convection+diffusion model is significantly lower than any of the other models with $T_b = 4667^{+755}_{-253}\text{K}$ in comparison to at least 5500K for the symmetric direct heating model and more than 6000K for the convection-only models. Let us remember that the base temperature is the effective temperature that the star would have in absence of irradiation. Due to the lack of knowledge of the stellar structure of redback companions, it is difficult to know what this temperature should be in theory. The net result is that, especially for cases where the heat is substantially redistributed to the back of the star, the observed average night side temperature may depart significantly from the true temperature that it would have without irradiation.

Figure 2. Maps of temperature difference with respect to direct heating for the best posterior parameters of the bizone convection model (top), the uniform convection model without diffusion (middle) and with diffusion (bottom) from the results of the light-curve fits of PSR J2215+5135’s companion presented in Table 1. The blue lines show the location of the terminator line of the corresponding direct heating pattern. Two cycles of longitudes are shown for clarity. The point at longitude $180^\circ$, colatitude $90^\circ$ faces the pulsar.

Figure 3. Temperature map of the best-posterior solution using the uniform convection+diffusion model from the results of the light-curve fits of PSR J2215+5135 companion presented in Table 1. The blue line shows the location of the terminator line of the corresponding direct heating pattern. Two cycles of longitudes are shown for clarity. The point at longitude $180^\circ$, colatitude $90^\circ$ faces the pulsar.
The framework proposed in section 2 allows to redistribute energy at the surface of the star assuming a given transport law. However, determining such a law from first principles requires to determine not only the relevant microphysics but the hydrodynamical properties of stellar matter as well. This is out of the scope of the present paper and should be addressed in future work. Here we have focused on the study of the simplest possible convection-like and diffusion-like redistribution laws, by assuming only a latitudinal dependence for the convection profile (see Sect. 3.1) and a constant diffusion coefficient. In the following we derive orders of magnitude to show that the values we obtain for the convection and diffusion parameters of the uniform convection+diffusion model applied to PSR J2215+5135’s companion, $v$ and $\kappa$ respectively, can be compatible with some simple physical processes.

### 4.2 Interpretation of heat redistribution parameters

The framework proposed in section 2 allows to redistribute energy at the surface of the star assuming a given transport law. However, determining such a law from first principles requires to determine not only the relevant microphysics but the hydrodynamical properties of stellar matter as well. This is out of the scope of the present paper and should be addressed in future work. Here we have focused on the study of the simplest possible convection-like and diffusion-like redistribution laws, by assuming only a latitudinal dependence for the convection profile (see Sect. 3.1) and a constant diffusion coefficient. In the following we derive orders of magnitude to show that the values we obtain for the convection and diffusion parameters of the uniform convection+diffusion model applied to PSR J2215+5135’s companion, $v$ and $\kappa$ respectively, can be compatible with some simple physical processes.

### 4.2.1 Convection

The fact that all convection profiles converged to a solution similar to the uniform rotation profile may simply mean that the finer details cannot be resolved with the available data. In particular, any latitudinal structure is bound to be largely undergone Roche-lobe filling and mass transfer to the benefit of their primary (a white dwarf in this case). Nonetheless, these stars are not irradiated, letting their base temperature being seen, and have been largely studied both observationally and theoretically. One may therefore speculate that their effective temperature is similar to the base temperature of redback companions, in which case it would appear to be in the range 3000 – 4000K depending on the mass of the star (Kniazev et al. 2011). Due to its large uncertainty on the lower bound of the base temperature, the uniform convection+diffusion model is the only model compatible with this range.

### Table 1. Evidence sampling results for the three main models applied to J2215+5135: Direct heating, uniform convection without diffusion, and uniform convection with diffusion. $\log Z$ is the natural logarithm of the model evidence, and models are ranked by increasing evidence. $N_{\text{gal}}$ is the number of degrees of freedom of each model, and we give the $\chi^2$ of the solution with the best likelihood (but not necessarily the best posterior probability) and of the median solution. Model parameters are reported for the median solution with the 95% confidence interval ($\pm 47\%$).
value for Σ. This assumes that deeper layers are not affected by latitudinal convection. The characteristic hydrodynamical velocity is the speed of sound $c_s \sim \sqrt{k_B T/\mu}$ giving a fiducial $\omega = c_s/R_*$. It follows that

$$\nu = 5600 \text{ W K}^{-1} \text{ m}^{-2} \left( \frac{\Sigma}{500 \text{ g/cm}^2} \right) \left( \frac{T_*}{8000 \text{ K}} \right)^{1/2} \left( \frac{0.37 R_\odot}{R_*} \right),$$

(21)

where we have derived the stellar radius $R_*$ from the result of the fit. Remarkably, the above fiducial value for $\nu$ agrees in order of magnitude with the results of Table 1.

Interestingly, the bizone model does not reproduce the fit reported recently in Kandel & Romani (2020) who uses the same model and the same photometric data. In particular, in Kandel & Romani (2020) it is found that $w \approx 35^\circ$ ($\theta_c$ in their notations) while we find $w > 90^\circ$, rendering the model virtually equivalent to uniform convection. It is unclear why this happens, however we note that the other major difference in the results of Kandel & Romani (2020)}
is the relatively mild base temperature $T_b$ ($T_N$ in their notations) as well as irradiation temperature. These quantities correlate with the level of extinction, and indeed one can see that the fitted values of $E(g-r)$ for our bizone and uniform models (Table 1) are substantially into the tail of our prior on this parameter (see Sect. 3.3.1). On the other hand the fit of Kandel & Romani (2020) assumes a fixed value of extinction (corresponding to the centre of our prior). Other reasons for the discrepancy might include their addition of a veiling flux (which we cannot assess with only photometric data) although they report that the inclusion of this extra component improves the fit without affecting the fitted parameters.

4.2.2 Diffusion

In the outer stellar envelope the main diffusion mechanism is radiative diffusion whose flux is $J_{\text{rad}} = -(16/3)\sigma_0 T^3 \kappa_\text{rad} \nabla T$ (e.g. Kippenhahn et al. 2012), where $\kappa_\text{rad}$ is the photon mean free path in the material and $\sigma_0$ is Stefan-Boltzmann's constant. Taking the average defined in equation (10) of the radiative diffusion flux over a slab of stellar matter of height $H \ll R_*$, we can estimate

$$J_{\text{rad}} \sim -\kappa_\text{rad} \nabla T,$$

where

$$\kappa_\text{rad} \sim \frac{16}{3} \sigma_0 T^3 \kappa_\text{rad} \frac{H}{R_*^2}.$$  \hspace{1cm} (22)

The photon mean free path depends on the complex interplay of density, temperature and molecular composition (e.g. Kippenhahn et al. 2012). Consequently, it is not possible to have a precise estimate of $\kappa_\text{rad}$ without a full modelling of at least the outer layer of the star.

We note that $\kappa_\text{rad} = (kT^{-1})$ where $k$ is the local density and $T$ the opacity of the material. In addition, $H \sim \Sigma/\rho$ where, as before, $\Sigma$ is the corresponding column density of the slab. Inserting a typical value for the opacity in Eq. (22), that is $k \sim 1 \text{ cm}^2/\text{g}$, we can estimate the density near the photosphere necessary to obtain a given value of the diffusion coefficient $\kappa_\text{rad}$:

$$\rho \sim 2 \times 10^{-8} \text{ g/cm}^3 \left(\frac{\kappa_\text{rad}}{3 \times 10^{16} \text{ W m}^{-2} \text{ K}^{-1}}\right)^{-1/2} \left(\frac{T}{8000 \text{ K}}\right)^3.$$  \hspace{1cm} (24)

This value is an order of magnitude smaller than the photospheric density of Solar-type stars (e.g. VandenBerg et al. 2008) which have a similar surface gravity $\log g \approx 4.4$ and temperature. However, this estimate of surface gravity does not take into account the effect of the star being close to filling its Roche lobe, which is bound to diminish the effective gravity near the surface of the star and in the atmosphere compared to the isolated case, thus diminishing the pressure and the density at the photosphere. We also note the higher temperature (compared to the Sun) on the day side of the companion, which would also tend to decrease the density at equal pressure. Thus, it seems possible that the value of the diffusion coefficient resulting from our fit can be explained with radiative diffusion in the outer layers of the star, although a complete modelling of its atmospheric and sub-photospheric structure is necessary to answer this question with certainty.

4.3 Orbital inclination and masses

Pulsar timing of PSR J2215+5135 measures the projected semi-major axis of the pulsar as well as its orbital period. Using Kepler’s third law, one combines these two parameters to compute the value of the so-called mass function (e.g. Lyne & Graham-Smith 2012) which relates the two masses of the system to the orbital inclination. In order to lift the degeneracy between masses and inclination, one needs two additional measurements. In the case of PSR J2215+5135, the mass ratio can be inferred from spectroscopic measurements.
of the companion’s projected radial velocity amplitude $K_2$, though with extra complications due to the irradiation effects (Linares et al. 2018). On the other hand, fitting the optical light curve allows one to measure the inclination.

Our results in Table 1 show that this quantity is highly model-dependent, ranging from $64.4^{+8.1}_{-8.1}$ for the direct heating model to $84.9^{+4.7}_{-4.7}$ for the diffusion+uniform convection model through somewhat intermediate values for the two convection-only models. Accordingly, the pulsar mass ranges from $2.24^{+0.64}_{-0.45}$ to $1.67^{+0.17}_{-0.17}$ for the direct heating and diffusion+uniform convection respectively. The direct heating values confirm those found in Linares et al. (2018) using the same dataset, while being hardly compatible at the 95% level with the diffusion+uniform convection values. Interestingly, the latter gives a similarly high inclination to what was found in Romani et al. (2015) (see Linares et al. (2018) for a review of previous measurements). In Kandel & Romani (2020), it is however argued that this previous result might have been biased by an extra blue veilung flux at the epoch of the observations of Schroeder & Halpern (2014a) (whose optical light curve they use), as suggested by a corresponding excessive night-side temperature of that fit compared to the spectroscopic constraints of Linares et al. (2018).

In the present work, we see that inclination is substantially changing from one model to another, everything else being equal. Although we cannot here assess with certainty the presence of a veiling flux for lack of spectroscopic observations, the night-side temperature of the diffusion+uniform convection fit is not excessively large as discussed in Sect. 3. Another possible caveat is the lack of a significant portion of the orbital light curve (see Fig. 5), which might bias the fit especially considering the asymmetry of the light curve. We therefore conclude that a thorough investigation involving simultaneous spectroscopy and photometry across an entire orbit is desirable in order to be able to reduce the risk of bias.

5 CONCLUSIONS

In this paper we have considered the effects of heat redistribution at the surface of companion stars of spider pulsars. In effect, we have supplemented the usual direct heating model of irradiation, Eq. (1), with a single extra term accounting for the divergence of the heat flux within the stellar surface, Eq. (15). This may be seen as the simplest addition possible to direct heating models. On the other hand, the heat flux itself requires a complex modelling of the outer layer and atmosphere of the star combining microphysics, hydrodynamics and thermodynamics which is outside of the scope of the present work.

In the spirit of studying the simplest possible extensions to direct heating models we have evaluated the effect of simple convection-like and diffusion-like laws, Eqs. (14) and (15). The solution of the redistribution equation can be represented under the form of heat redistribution temperature maps, Fig. 1, which show that both convection and diffusion effects are most intense near the irradiation terminator or near the apex of the star towards the pulsar. Interestingly, convection is naturally able to produce patterns akin to hot or cold spots at the terminator. We also note that heat redistribution models are compatible with other models which modify the irradiation pattern such as intra-binary shock models (Romani & Sanchez 2016) or magnetic-field ducting models (Sanchez & Romani 2017), and with models that modify the base temperature such as hot and cold spots (e.g. Shahbaz et al. 2017).

We have applied our models to the light curve of the already well-studied companion of the redback pulsar PSR J2215+5135 in order to determine empirically the most likely form of the heat flux. Various convective flows with and without diffusion were tried. We found that, although every redistribution model provides a substantially better fit than the symmetric direct heating model, the model associating diffusion to convective flows in uniform rotation is most likely (see Table 1).

However, since with every model substantial fit residuals remain these results should be taken with caution and we consider that the main value of the different fits lies in the comparison with each other. Indeed, as it appears in Table 1, the various models lead to sometimes very discrepant fitted parameters, in particular concerning the base and irradiation temperatures, the inclination, the filling factor or the irradiation efficiency. This suggests that, on top of detailed modelling, the determination of the “true” model of heat redistribution will certainly require complementary observations such as spectroscopic measurements of the effective temperature, or accurate and independent distance measurements.
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APPENDIX A: SOLUTION OF THE HEAT REDISTRIBUTION EQUATION

In this section we use the lighter notation \( T \equiv T_s \).

A1 Solution of the linearised transport equation

Equation (13) is strongly non-linear in \( T \) due to the \( T^4 \) term. However, given the relative success of direct heating models we may assume that energy redistribution is only a perturbation of the temperature distribution at the surface of the star. Thus, we may write \( T = T_{dh} + t \) and, assuming \( t \ll T_{dh} \), expand equation (13) to first order in \( t \),

\[
\alpha t - \kappa \nabla^2_t t - f(\theta)\partial_\theta t = s, \tag{A1}
\]

where

\[
a = 4\sigma g T_{dh}^3 \tag{A2}
\]

\[
s = \kappa \nabla^2_t T_{dh} + f(\theta)\partial_\theta T_{dh}. \tag{A3}
\]

The linearised equation (A1) can be solved algebraically after decomposing the function onto the orthogonal basis of spherical harmonics \( \{Y_{lm}\} \) (e.g. Olver & National Institute of Standards and Technology (U.S.) 2010). In this basis, the functions \( t, \alpha \) and \( s \) are represented by the vectors \( \mathbf{t}, \alpha \mathbf{s} \) and \( \mathbf{s} \) respectively, such that

\[
t = \sum_{lm} t_{lm} Y_{lm}, \tag{A4}
\]

where \( t_{lm} \) are the coefficients of \( t \), and similarly for \( \alpha \) and \( s \).

It follows that equation (A1) can be expanded into

\[
\sum_{lm} t_{lm} \partial_{lm} t_{lm} Y_{lm} Y_{lm} + \kappa \sum_{lm} [(l + 1) t_{lm} Y_{lm} - \sum_{lm} \text{im} t_{lm} f_{lm} Y_{lm} Y_{lm}'] = \kappa \sum_{lm} s_{lm} \mathbf{s}_{lm}.
\]

By projecting equation (A5) onto each spherical harmonic we obtain a set of linear algebraic equations the solution of which is formally given by

\[
t = M^{-1} s, \tag{A6}
\]

where we have introduced the matrix \( M = \{M_{ij}\} \). Its coefficients are defined by

\[
M_{\alpha\beta} = \sum_{\gamma} \mu_{\alpha\beta\gamma} (\alpha_y - i \gamma_m f_y) + \kappa \alpha (\alpha_l + 1) \delta_{\alpha\beta}. \tag{A7}
\]

where \( \delta_{\alpha\beta} = 1 \) if \( \alpha = \beta \) and 0 otherwise, and each index \( \alpha, \beta, \gamma \) maps onto a different pair of spherical-harmonic indices \( (l, m) \) (for example \( \alpha = (0, 1, 2, 3, \ldots) \rightarrow (l_\alpha, m_\alpha) = \{(0, 0), (1, -1), (1, 0), (1, 1), \ldots\} \)). We have introduced the spherical-harmonic multiplication coefficients \( \mu_{\alpha\beta\gamma} \) such that

\[
y_\alpha Y_\alpha = \sum_{\alpha} \mu_{\alpha\beta\gamma} y_\beta y_\gamma. \tag{A8}
\]

These coefficients can, for example, be obtained from the Clebsch-Gordan coefficients (e.g. Olver & National Institute of Standards and Technology (U.S.) 2010).

A2 Solution of the full non-linear transport equation

Some irradiated stars show very large temperature differences between their day and night sides, to the point that the temperature difference might exceed the temperature of the night side. In this case, the assumption that heat redistribution is only a perturbation of direct heating may fail. Here, we propose a fixed-point scheme to solve the full non-linear equation (15) by iterating the linearised solution of section A1.

At each iteration, the temperature distribution \( T_{n+1} \) is calculated according to

\[
T_{n+1} = T_n + t_{n+1}, \tag{A9}
\]

where \( t_{n+1} \) is the solution of equation (15) linearised with respect to \( T_n \),

\[
A_n t_{n+1} - \kappa \nabla^2_t T_n f(\theta)\partial_\theta t_{n+1} = S_n. \tag{A10}
\]

where

\[
A_n = 4\sigma g T_n^3, \tag{A11}
\]

\[
S_n = \kappa \nabla^2_t T_n + f(\theta)\partial_\theta T_n - \sigma(T_n^4 - T_{dh}^4) + L_w. \tag{A12}
\]

Equations (A9) and (A10) form a sequence that can be initialised with \( T_0 = T_{dh}, t_0 = 0 \) such that \( t_1 \) is equal to \( t \) of the previous section. The solution of equation (A10) is given by equations (A6) and (A7) only replacing the vectors \( \mathbf{a}, \mathbf{s}, \mathbf{t} \) by the corresponding vectors \( \mathbf{a}_n, \mathbf{s}_n, \mathbf{t}_{n+1} \).

In practice, this scheme converges after a few iterations with the stopping criterion \( \|t_{n+1}\| < 1 \).