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SUMMARY This letter presents an image quality assessment (IQA) metric for scanning electron microscopy (SEM) images based on texture inpainting. Inspired by the observation that the texture information of SEM images is quite sensitive to distortions, a texture inpainting network is first trained to extract texture features. Then the weights of the trained texture inpainting network are transferred to the IQA network to help it learn an effective texture representation of the distorted image. Finally, supervised fine-tuning is conducted on the IQA network to predict the image quality score. Experimental results on the SEM image quality dataset demonstrate the advantages of the presented method.

key words: image quality assessment, no-reference, SEM image, texture-inpainting

1. Introduction

High-quality scanning electron microscopy (SEM) images are essential for studying the microscopic world[1]. However, the visual fatigue caused by long-term shooting can easily lead to the operator’s imperfect adjustment of the imaging process, resulting in different types and degrees of distortions in the captured images. Therefore, effective SEM image quality assessment (IQA) metrics are needed to select high-quality images for subsequent analysis. When evaluating SEM image quality, the pristine reference image is usually not available, and the distortion type cannot be pre-determined, so the general purpose no-reference (NR) metrics are best suited for the SEM-IQA task.

General-purpose NR-IQA metrics can be divided into traditional metrics and deep learning-based metrics. Traditional metrics use hand-crafted features to measure image quality [2]–[6]. In contrast, deep learning-based metrics leverage the powerful expression capabilities of convolutional neural networks (CNN) to learn image quality features automatically and are generally more effective [7]. Kang et al. [8] and Bosse et al. [9] proposed end-to-end IQA models using CNN. Other improved methods, such as combining saliency detection with CNN [10] or predicting false reference images [11], have also been proposed. However, None of those mentioned above aimed at SEM-IQA tasks. Recently, Li et al. [12] and Wang et al. [13] studied the quality evaluation of SEM images, but their works only covered the defocus blur distortion.

Due to the ultra-high magnification of electronic imaging and non-local self-similarity of the material microstructure, SEM images are mainly composed of repeated textures. Figure 1 shows SEM images degraded by four types of distortions. It can be seen that the fidelity and intelligibility of the hexagonal textures are quite sensitive to distortions. Therefore, we believe that the key to high SEM-IQA performance lies in the effective extraction of texture features.

To this end, we propose an SEM-IQA metric based on texture inpainting. The main idea is to utilize a texture inpainting pretext-task [14] to help the IQA target task learn better image texture representation. First, we train an encoder-decoder-shaped texture inpainting network, which extracts texture representation from the context to restore the texture information of the missing region. After training, the encoder has learned to extract texture features effectively, and due to the non-local self-similarity of SEM image texture, the extracted features can characterize the entire image. Then, we transfer the encoder’s weight to the IQA network’s down-sampling part to obtain an effective texture representation of the distorted input image. Finally, we perform supervised fine-tuning on the IQA network to predict the quality score.

2. Proposed Method

The overall framework of our SEM-IQA metric is shown in Fig. 2. It consists of a texture inpainting network and an IQA network. To train the texture inpainting network, we need to prepare specific edge-aware context and ground truth missing region. In the following sections, we first introduce the data generation for texture inpainting and then present the
The texture inpainting network is an encoder-decoder pipeline. The encoder contains seven down-sampling convolutional (denoted as conv) layers with 64, 64, 128, 256, 512, 512, and 1024 output channels. The decoder consists of five up-sampling convolutional (denoted as deconv) layers with 512, 256, 128, 64, and 1 output channel. All convolutional layers are with kernel size four. The second to the sixth conv layers use batch normalization, and a leakyrelu layer with a slope of 0.2 is adopted to activate all conv layers. The encoder is followed by a dropout layer with a retention rate of 0.5. The first four upconv layers are batch normalized and activated by relu layers. Except that the last conv layer and the first deconv layer are with stride one and padding zero, all other layers are with stride two and padding one.

2.2.2 Loss Function

Like context encoder [15], a reconstruction (L2) loss and an adversarial loss are adopted to handle the similarity in the overall structure and naturalness of the generated missing region. We modify the reconstruction loss by defining a weight matrix \( \hat{W} \) to impose a greater penalty on the error in the overlapping region,

\[
\hat{W}(i, j) = \begin{cases} 
1 & i \in (l_{ol}, H-l_{ol}), j \in (l_{ol}, W-l_{ol}) \\
\omega_{ol} & \text{otherwise}
\end{cases} 
\]

(1)

Where \( H, W \) are the height and width of the error map, and \( i, j \) denote the pixel indexes of the weight matrix. The modified reconstruction loss is the dot product of the L2 distance error map and the weight matrix,

\[
L_{rec} = \frac{1}{H \times W} (\hat{W} \odot ||I_{gt} - I_{pred}||^2_2)
\]

(2)

Where \( I_{gt} \) and \( I_{pred} \) represent the ground truth missing region and the predicted missing region, respectively.

The discriminator consists of six down-sampling convolutional layers and a sigmoid layer. All convolutional layers are with kernel size four and stride two, and the output channel numbers are 64, 128, 256, 512, 512, and 1. The first five layers are activated by a leakyrelu layer with a slope of 0.2, and the second to fifth layers are batch normalized. The discriminator takes in both \( I_{gt} \) and \( I_{pred} \) and tries to distinguish them, so the adversarial loss is:

\[
L_{adv} = \max_D \mathbb{E}[\log D(I_{gt}) + \log(1 - D(I_{pred}))]
\]

(3)

We define the ratio of the reconstruction loss as \( \lambda_{rec} \), then the final loss of the texture inpainting network is:

\[
L_{inpainting} = \lambda_{rec} L_{rec} + (1 - \lambda_{rec}) L_{adv}
\]

(4)

2.3 Quality Prediction Network

The IQA network consists of a down-sampling part and a pooling part. For weight transfer, the down-sampling part is designed to be precisely the same as the first five layers of
the texture inpainting network. The pooling part includes a global average pooling (GAP) layer and two fully connected (FC) layers with output nodes of 16 and 1, respectively. The first FC layer is followed by a dropout layer with a retention rate of 0.5 to prevent overfitting.

Distorted images are cropped into patches to train the IQA network, and the quality label of the original image is adopted as the quality label of its patches. Given \( N \) training patches, we denote the prediction and ground truth quality score of the \( i \)-th patch as \( \hat{y}_i \) and \( y_i \). The squared Euclidean \((L2)\) distance is employed as the loss function of the IQA network:

\[
\mathcal{L}_{\text{IQA}} = \frac{1}{N} \sum_{i=1}^{N} ||\hat{y}_i - y_i||_2^2
\]

When testing, the average prediction score of all image patches is adopted as the prediction score of the entire image.

3. Experimental Results

3.1 Dataset and Training Details

The SEM image quality dataset [12], [13] used in our experiments consists of 650 images with a resolution of 1024 × 884 and the corresponding mean opinion scores (MOS). It covers 50 samples in fields such as biology, chemistry, and mineralogy. Three noise-distorted images, three defocus blurred images, two brightness-distorted images, two contrast-distorted images, two astigmatism-distorted images, and one relatively high-quality image is taken for each sample. Images are classified into two categories according to whether it contains a specific background area, and the category sampling method is adopted to divide 70\% of the data into the training set and 30\% into the test set. The texture inpainting network and the IQA network share the same data division, while the former does not require MOS labels.

For both tasks, images are cropped into patches of size 256 × 256, which is the best setting found experimentally. For the texture inpainting network, the HED algorithm and NMS post-processing are performed on the full-size image, while the subsequent stitching operation is conducted patchwisely. The size of the missing region is 64 × 64, and \( w_{\text{oul}} = 10, \lambda_{\text{rec}} = 0.998 \). First, each SEM image and rough edge map are cropped into 12 non-overlapping patches to generate training set 1, then each SEM image and refined edge map are cut into 456 patches with a stride of 32 to form training set 2. Both the generator and discriminator are trained using Adam optimizer with a learning rate of 2e-4 and a batch size of 220. We trained for 3000 epochs using training set 1, and then 30 epochs using training set 2. For the IQA network, we crop each SEM image into 16 patches and obtain a total of 7280 patches for training and 3120 patches for testing. After weight transfer, an Adam optimizer with an initial learning rate of 5e-4 is used to fine-tune the IQA network with a batch size of 256. The learning rate is reduced ten-fold when training loss does not provide a new minimum for 15 consecutive epochs, and training stops when the learning rate is decreased the third time.

3.2 Performance Evaluation

Spearman’s rank-order correlation coefficients (SRCC), Pearson linear correlation coefficients (PLCC), and root mean square error (RMSE) are adopted to evaluate the performance of the proposed metric [12]. The predicted quality scores are passed through a nonlinear logistic function before computing PLCC and RMSE [19]:

\[
f(x) = \ell_1 \left( \frac{1}{2} - \frac{1}{1 + e^{\ell_2(x - \ell_3)}} \right) + \ell_4 x + \ell_5
\]

where \( x \) denotes the score predicted by the objective assessment metric, \( f(x) \) represents the mapped objective score, and \( \ell_1, \ell_2, \ell_3, \ell_4, \ell_5 \) are the fitting parameters.

3.2.1 Comparisons with the State-of-the-Arts

Our method is compared with four state-of-the-art deep learning-based metrics and five traditional metrics, namely CNN [8], SDCNN [10], DNN [9], RAN4IQA [11], BIQI [2], BRISQUE [3], DESIQUE [4], NIQE [5], and QAC [6]. We reduced the blocks of the evaluator module in RAN4IQA [11] from 5 to 3, and set its FC layer nodes to 256, 512, 16, and 1, to prevent overfitting for fair comparison, and the simplified module has a similar number of parameters to our IQA network. Table 1 shows the comparison results. As can be seen, the performance of the proposed metric outperforms other state-of-the-art metrics in terms of both prediction monotonicity (SRCC) and prediction accuracy (PLCC, RMSE). This result is consistent with the conjecture we have drawn from the characteristics of SEM images, i.e., the key to obtaining good SEM-IQA performance lies in the effective extraction of its texture features.

3.2.2 Performance Comparison on Blur Distortion

Defocus blur is the most common type of SEM image distortion, so our metric is further compared with two latest SEM-blur metrics [12], [13] and the above general-purpose metrics on the blur subset. As can be seen in Fig. 4, our

| Metrics | SRCC ↑ | PLCC ↑ | RMSE ↓ |
|---------|--------|--------|--------|
| BIQI[2] | 0.7521 | 0.7641 | 0.4932 |
| BRISQUE[3] | 0.7494 | 0.7299 | 0.5601 |
| DESIQUE[4] | 0.6938 | 0.7038 | 0.5431 |
| NIQE[5] | 0.6316 | 0.6554 | 0.5775 |
| QAC[6] | 0.4298 | 0.4485 | 0.6833 |
| CNN[8] | 0.8927 | 0.8770 | 0.3674 |
| SDCNN[10] | 0.8723 | 0.8625 | 0.3870 |
| DNN[9] | 0.8733 | 0.8490 | 0.4040 |
| RAN4IQA[11] | 0.8357 | 0.5494 | 0.6389 |
| Proposed | 0.9148 | 0.8922 | 0.3453 |

Table 1 Performance comparison on the SEM image quality dataset. Top performances are marked boldfaced.
Fig. 4 Performance comparison on the defocus blur distortion. For better visualization, the worst-performing NIQE [5] and QAC [6] are omitted.

Table 2 Performance comparison of ablation study on the overall data set and various distortion types. The first two rows indicate SRCC performance, while the last two rows indicate PLCC performance.

| Perf.   | All     | Noise   | Cont.   | Blur    | Brig.   | Asti.   |
|---------|---------|---------|---------|---------|---------|---------|
| Baseline| 0.8931  | 0.8566  | 0.8676  | 0.8456  | 0.8293  | 0.7226  |
| Proposed| 0.9148  | 0.8896  | 0.8854  | 0.8764  | 0.8070  | 0.7131  |
| Baseline| 0.8701  | 0.8064  | 0.8308  | 0.8500  | 0.7899  | 0.7727  |
| Proposed| 0.8922  | 0.8778  | 0.8560  | 0.8603  | 0.8065  | 0.8049  |

metric still achieves the best results.

3.3 Ablation Study

3.3.1 Performance Gain

To further investigate whether the effectiveness of our approach is derived from weight transfer from the texture inpainting network, we conduct ablation studies. In the baseline method, the training data, training settings, and IQA network architecture are the same as the proposed method. However, the difference is that the weights of the IQA network are initialized using He initialization [20] instead of transferring from the texture inpainting network. He initialization is the most widely used weight initialization method and is the default initialization setting in PyTorch. We have also tried several other initialization methods, and the results are slightly worse than He initialization (e.g., the SRCC and PLCC performances obtained by training the network initialized by Xavier initialization [21] are 0.8897 and 0.8584, respectively). Table 2 shows the performance comparison of the ablation study. In terms of overall performance, our metric surpasses the baseline on both SRCC and PLCC. Besides, the SRCC performance for evaluating noise, contrast and blur distortion and the PLCC performance for evaluating all types of distortions are improved.

3.3.2 Impact of Training Samples

IQA is a typical small sample problem [7], but our self-supervised texture inpainting network can leverage extensive unlabeled samples to learn image features. In this section, we further illustrate our metric’s low dependence on labeled data. The entire training set is still used to train the texture inpainting network, while we fix the test set but sample a decreasing training set for the IQA network. We randomly sample 11 times for each ratio and report the mean and standard deviation of the performance in Fig. 5. It can be seen that with weight transfer, our IQA network can achieve comparative performance using only 40% of the labeled data.

4. Conclusion

In this paper, an SEM-IQA metric based on texture inpainting is proposed. Based on the observation that the texture information of SEM images is quite sensitive to distortions, a texture inpainting network is adopted to help the IQA network learn more effective texture feature representation through weight transfer. Then supervised fine-tuning is conducted on the IQA network to obtain the quality score prediction. Experiments have proved that our metric outperforms state-of-the-arts and is less dependent on training samples.
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