FREQUENCY MULTIPLIER ESTIMATES FOR THE LINEARIZED RELATIVISTIC BOLTZMANN OPERATOR WITHOUT ANGULAR CUTOFF
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Abstract. This paper is concerned with the relativistic Boltzmann equation without angular cutoff. The non-cutoff theory for the relativistic Boltzmann equation has been rarely studied even under a smallness assumption on the initial data due to the lack of understanding on the spectrum and the need for coercivity estimates on the linearized collision operator. Namely, it is crucial to obtain the sharp asymptotics for the frequency multiplier to obtain this coercivity that has never been established before. In this paper, we prove the sharp asymptotics for the frequency multiplier for a general relativistic scattering kernel without angular cutoff. As a consequence of our calculations, we further explain how the well known change of variables $p' \rightarrow p$ is not well defined in the special relativistic context.
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1. Introduction

The Boltzmann equation is a fundamental mathematical model for the dynamics of a gas represented as a collection of molecules. This equation was derived by Ludwig Boltzmann [10] in 1872; this is a model for the collisional dynamics of a non-relativistic gas of particles. For the collisional dynamics of a special relativistic gas, particles may have speeds that are comparable to the speed of light. Lichnerowicz...
and Marrot [39] have derived the relativistic Boltzmann equation in 1940. The relativistic Boltzmann equation has been a fundamental model for fast moving particles whose collisional dynamics are taken into account.

The special relativistic Boltzmann equation is given by
\[ p^\mu \partial_\mu f = p^0 \partial_t f + cp \cdot \nabla_x f = C(f, f), \tag{1.1} \]
where \( c > 0 \) is the speed of light and the collision operator \( C(f, f) \) can be written as
\[ C(f, h) = \int_{\mathbb{R}^3} \frac{dq}{q^0} \int_{\mathbb{R}^3} \frac{dp}{p^0} \int_{\mathbb{R}^3} \frac{dp'}{p'^0} W(p, q|p', q') [f(p')h(q') - f(p)h(q)]. \tag{1.2} \]
Here, the transition rate \( W(p, q|p', q') \) is defined as
\[ W(p, q|p', q') = \frac{c}{2} \sigma(g, \theta) \delta^{(4)}(p^\mu + q^\mu - p'^\mu - q'^\mu), \tag{1.3} \]
where \( \sigma(g, \theta) \) stands for the scattering kernel measuring the interactions between gas particles and the Dirac \( \delta \)-function expresses the conservation of energy and momentum for each collision.

This equation (1.1) is a relativistic generalization of the Newtonian Boltzmann equation:
\[ \partial_t f + v \cdot \nabla_x f = \int_{\mathbb{R}^3} dv_a \int_{\mathcal{S}^2} d\omega B(v - v_a, \omega) [f(v')f(v'_a) - f(v)f(v_a)], \tag{1.4} \]
where the pre-post collisional velocities are
\[ v' = \frac{v + v_a}{2} + \frac{|v - v_a|}{2} \omega, \quad v'_a = \frac{v + v_a}{2} - \frac{|v - v_a|}{2} \omega, \quad v, v_a \in \mathbb{R}^3, \]
and the collision kernel \( B \) depends only on the relative velocity \( |v - v_a| \) and the scattering angle \( \omega \in \mathcal{S}^2 \). The mathematical analysis of the Boltzmann equation such as the well-posedness of the equation or the regularity of the solution crucially depends on the assumptions on the scattering kernel \( B(v - v_a, \omega) \). The kernel \( B \) is in general assumed to be in the form of a product in its arguments as
\[ B(v - v_a, \omega) = \Psi(|v - v_a|)b_0(\omega), \]
where both \( \Psi \) and \( b_0 \) are assumed to be non-negative. This assumption is general and it includes the varied kinds of collision kernels such as the hard-sphere collision kernel \( \Psi(|v - v_a|) \approx |v - v_a| \), the collision kernel for Maxwellian molecules \( \Psi(|v - v_a|) \approx 1 \), the collision kernel for the inverse-power law potential \( \psi(r) = \frac{1}{r^{p+1}} \) with \( B \approx |v - v_a|^{\gamma - \gamma'}b'_0(\theta) \) where \( \gamma = \frac{p-5}{p-3}, \gamma' = \frac{2p}{p-1} \), \( b'_0 \) is bounded, and \( \cos \theta = \frac{v - v_a}{|v - v_a|} \cdot \omega \), and the assumption also includes many other kernels.

1.1. Motivation. Regarding the assumptions on the angular kernel \( b_0(\omega) \), Grad [25] proposed a “cutoff” assumption. Namely, we say that the Boltzmann equation is in the “cutoff” regime if \( b_0(\omega) \in L^1(\mathcal{S}^2) \) or \( b_0(\omega) \in L^\infty(\mathcal{S}^2) \). Otherwise, we call it the Boltzmann equation without angular cutoff; sometimes this is called the “non-cutoff” regime. This cut-off assumption is indeed very powerful in the mathematical analysis, as it removes the singularity from the angular kernel and allows one to split the gain and the loss terms of the Boltzmann operator.

However, it has been well-known that the regularity of a solution to the Boltzmann equation depends crucially on the assumption. For the angular kernel with the Grad cutoff, it has been known to propagate singularities [11, 15]. On the other
hand, it has been known that the Boltzmann equation without angular cutoff has smoothing effects [6,34,35,40]. In the case without angular cutoff, one has to make use of the cancellation between the gain and the loss terms to estimate the angular singularity. Without angular cutoff the Boltzmann operator behaves as the fractional Laplacian on a lifted paraboloid of the energy-momentum four-vector [29].

The existence theory for the Boltzmann equation without angular cutoff was developed in the class of weak solutions via the method of renormalization [5]. Further the existence and uniqueness theory was developed using the energy method via linearization nearby Maxwellian equilibrium in [2–4,28]. This current paper is mainly concerned with the energy method nearby equilibrium. One of the most crucial parts in the proof via the energy method is to create a positive dissipation term in the energy inequality. It turns out that the coercivity estimates for the dissipation term crucially depends on the asymptotics of the frequency multiplier (1.28) whose explicit form will be introduced later on (1.45) and (1.46).

Regarding the Newtonian Boltzmann equation (1.4), the estimates on the asymptotics of the frequency multiplier have been proved by Pao [43] using the symmetry of the linearized operator and using the sharp pointwise estimates of certain special functions. This can also be proven using the procedure outlined in Section 1.6. These asymptotics have been crucially used in the coercivity estimates and the spectral theory for the linearized Boltzmann operator in [42]. These coercivity estimates, and in addition the Newtonian cancellation lemma from [1] has been crucially used for the proof of the global in time wellposedness in [2,4,28] nearby equilibrium.

In this paper, we are interested in proving analogous results for the relativistic Boltzmann equation (1.1). Namely, we would like to establish the estimates on the asymptotics of the relativistic frequency multipliers for the linearized Boltzmann operator. However, in the relativistic case, it turns out that the collisional structure is substantially different [13], and the crucial change of variable $p' \to p$ in the non-relativistic cancellation lemma does not hold in the relativistic case (which is explained in Remark 1.4). This also shows the major difficulty in the relativistic case versus the non-relativistic case (in regards to the lack of the change of variables from $p' \to p$) and in regards to the inability to use the standard proof of the behavior of the frequency multiplier term $\zeta$ from the non-relativistic case. This difficulty will be revisited in Section 1.6 after we explain the explicit forms of the relativistic frequency multipliers.

Before we introduce our main theorem and strategies, we first introduce the notations, the hypothesis on the scattering kernel, and the linearization around equilibrium of the relativistic Boltzmann equation.

1.2. Notations. The relativistic momentum of a particle can be usefully denoted by a four-vector representation $p^\mu$ where $\mu = 0, 1, 2, 3$. Without loss of generality we normalize the mass of each particle $m = 1$. We raise and lower the indices with the Minkowski metric $p_\mu = \eta_{\mu\nu} p^\nu$, where the metric is defined as $\eta_{\mu\nu} = \text{diag}(-1,1,1,1)$. The signature of the metric throughout this paper is $(−+,++,+)$. With $p = (p_0, p_1, p_2, p_3) \in \mathbb{R}^3$, we write $p^\mu = (p^0, p)$, where $p^0$ is the energy of a relativistic particle with momentum $p$. The energy is defined as $p^0 = \sqrt{c^2 + |p|^2}$. The product between the four-vectors with raised and lowered indices is the Lorentz
inner product which is given by

\[ p^\mu q_\mu = -p^0 q^0 + \sum_{i=1}^{3} p_i q_i. \]

Note that the momentum for each particle satisfies the mass shell condition \( p^\mu p_\mu = -c^2 \) with \( p^0 > 0 \). We also note that the product \( p^\mu q_\mu \) is a Lorentz invariant.

By expanding the relativistic Boltzmann equation \((1.1)\) and dividing both sides by \( p^0 \) we write the relativistic Boltzmann equation as

\[ \partial_t F + \hat{p} \cdot \nabla_x F = Q(F, F), \]

where \( Q(F, F) = C(F, F)/p^0 \) is from \((1.2)\) and \((1.15)\). The normalized velocity \( \hat{p} \) is further given by

\[ \hat{p} = \frac{c p}{p^0} = \frac{p}{\sqrt{1 + |p|^2/c^2}}. \]

We will normalize the speed of light to be \( c = 1 \) without loss of generality in the rest of this paper.

We also define “\( s \)” and “\( g \)” which respectively stand for the square of the energy and the relative momentum in the center-of-momentum system, \( p + q = 0 \), as

\[ s \overset{\text{def}}{=} s(p^\mu, q^\mu) = -(p^\mu + q^\mu)(p_\mu + q_\mu) = 2(-p^\mu q_\mu + 1) = 2(p^0 q^0 - p \cdot q + 1) \geq 0. \]

and

\[ g \overset{\text{def}}{=} g(p^\mu, q^\mu) = \sqrt{(p^\mu - q^\mu)(p_\mu - q_\mu)} = \sqrt{2(p^0 q^0 - p \cdot q - 1)}. \]

Note that \( s = g^2 + 4 \). Now we record a useful sharp inequality for \( g \):

\[ \frac{\sqrt{|p - q|^2 + |p \times q|^2}}{\sqrt{p^0 q^0}} \leq \frac{\sqrt{2|p - q|^2 + |p \times q|^2}}{p^0 q^0 + p \cdot q + 1} = g \leq |p - q|. \]

See [23] and Lemma 1.6 below. Similarly we will define \( \tilde{g} \) as the relative momentum between \( \tilde{p}^\mu \) and \( \tilde{q}^\mu \). It is then written as

\[ \tilde{g} \overset{\text{def}}{=} g(\tilde{p}^\mu, \tilde{p}^\mu) = \sqrt{(\tilde{p}^\mu - p^\mu)(\tilde{p}_\mu - p_\mu)} = \sqrt{2(-\tilde{p}^\mu p_\mu - 1)} \]

\[ = \sqrt{2(p^0 p^0 - p \cdot p - 1)} = \sqrt{2\frac{|p - p'|^2 + |p \times p'|^2}{p^0 p^0 + p \cdot p' + 1}}. \]

In the same manner, we define the relative momentum between \( \tilde{p}^\mu \) and \( \tilde{q}^\mu \) as

\[ \tilde{g} \overset{\text{def}}{=} g(\tilde{p}^\mu, \tilde{q}^\mu) = \sqrt{(\tilde{p}^\mu - q^\mu)(\tilde{p}_\mu - q_\mu)} = \sqrt{2(-\tilde{p}^\mu q_\mu - 1)} \]

\[ = \sqrt{2(p^0 q^0 - p' \cdot q - 1)} = \sqrt{2\frac{|p' - q|^2 + |p' \times q|^2}{p^0 q^0 + p' \cdot q + 1}}. \]

From \((1.3)\), the conservation of energy and momentum for elastic collisions is described as

\[ p^\mu + q^\mu = p'^\mu + q'^\mu. \]

The scattering angle \( \theta \) is then defined by

\[ \cos \theta = \frac{(p^\mu - q^\mu)(p'_\mu - q'_\mu)}{g^2}. \]
Together with the conservation of energy and momentum as in (1.11), it can be shown that the angle and $\cos \theta$ are well-defined [21].

Note that the numerator of $\cos \theta$ can be further written as
\[
(p^\mu - q^\mu)(p'_\mu - q'_\mu) = (p^\mu - q^\mu)(p_\mu + q_\mu - 2q'_\mu) = (p^\mu - q^\mu)(p_\mu - q_\mu) + 2(p^\mu - q^\mu)(q_\mu - q'_\mu) = g^2 + 2(p^\mu - q^\mu)(q_\mu - q'_\mu) = g^2 + 2(p^\mu - p'^\mu + p'^\mu - q^\mu)(p'_\mu - p_\mu) = g^2 - 2g'^2 + 2(p^\mu - q^\mu)(p'_\mu - p_\mu) = g^2 - 2\bar{g}^2.
\]

(1.12)

As above, we note that it follows from the collision geometry (1.11) that
\[
(p^\mu - q^\mu)(p'_\mu - p_\mu) = 0.
\]

Therefore, using (1.12) with (1.7) and (1.9) we can write
\[
1 - 2\sin^2 \frac{\theta}{2} = \cos \theta = 1 - 2\bar{g}^2/\bar{g}^2, \tag{1.13}
\]

and hence we obtain that $\theta \approx \frac{\bar{g}}{\bar{g}}$. This estimate will be used frequently in the rest of the paper.

**Remark 1.1.** Since we are dealing with the non-cutoff relativistic Boltzmann equation then there will be an angular singularity when $\cos \theta = 1$ as in (1.20). The purpose of this remark is to explain the collisional geometry when $\cos \theta = 1$. By (1.13) when $\cos \theta = 1$ we have $\frac{\bar{g}}{\bar{g}} = 0$ which means
\[
0 = \bar{g}^2 = (p^\mu - p'^\mu)(p_\mu - p'_\mu).
\]

Equivalently, this means that
\[
(p^0 - p'^0)^2 = |p' - p|^2.
\]

And this implies that $p^0 = p'^0$ and $p = p'$ because
\[
|p^0 - p'^0| = \left| \frac{|p'|^2 - |p|^2}{p^0 + p'^0} \right| < |p' - p|.
\]

Therefore, if $\cos \theta = 1$, we have $p'^\mu = p^\mu$ and also $q'^\mu = q^\mu$ by (1.11).

Next we would like to introduce the relativistic Maxwellian which models the steady state solutions or equilibrium solutions also known as Jüttner solutions. These are characterized as a particle distribution which maximizes the entropy subject to constant mass, momentum, and energy. They are given by
\[
J(p) = \frac{e^{-\left(\frac{p^0}{\bar{g}}\right)}}{4\pi ck_B T K_2(\frac{\bar{g}^2}{\bar{g}})},
\]

where $k_B$ is Boltzmann constant, $T$ is the temperature, and $K_2$ stands for the Bessel function $K_2(z) = z^2 \int_1^{\infty} dt \, e^{-zt}(t^2-1)^{\frac{3}{2}}$. Then we obtain that the normalized relativistic Maxwellian is given by
\[
J(p) = \frac{e^{-p^0}}{4\pi}. \tag{1.14}
\]
Throughout the rest of this paper, without loss of generality we will normalize all physical constants to 1 including the speed of light \( c = 1 \).

We now consider the \textit{center-of-momentum} expression for the relativistic collision operator as below. Note that this expression has appeared in the physics literature; see \cite{14}. For other representations of the operator such as Glassey-Strauss coordinate expression, see \cite{7, 22, 23}. Also, see \cite{47} for the relationship between those two representations of the collision operator. As in \cite{14}, one can reduce the collision operator (1.2) using Lorentz transformations and get

\[
Q(f, h) \overset{\text{def}}{=} \frac{1}{p^0} C(f, h) = \int_{\mathbb{R}^3} dq \int_{\mathbb{R}^2} d\omega \: v_0 \sigma(g, \theta) [f(p') h(q') - f(p) h(q)],
\]

(1.15)

where \( v_0 = v_0(p, q) \) is the M"{o}ller velocity given by

\[
v_0(p, q) \overset{\text{def}}{=} \sqrt{\left| \frac{p}{p'} - \frac{q}{q'} \right|^2 - \left| \frac{p}{p'} \times \frac{q}{q'} \right|^2} = \frac{\sqrt{q}}{p^0 q^0}.
\]

Comparing (1.2) with the reduced version of collision operator (1.15), we can notice that one of the advantages of this \textit{center-of-momentum} expression of the collision operator is that the reduced integral (1.15) is written in relatively simple terms which only contains the M"{o}ller velocity, scattering kernel, and the cancellation between gain and loss terms.

The post-collisional momentum in the \textit{center-of-momentum} expression are written as

\[
p' = \frac{p + q}{2} + \frac{q}{2} \left( \omega + (\xi - 1)(p + q) \frac{(p + q) \cdot \omega}{|p + q|^2} \right),
\]

\[
q' = \frac{p + q}{2} - \frac{q}{2} \left( \omega + (\xi - 1)(p + q) \frac{(p + q) \cdot \omega}{|p + q|^2} \right),
\]

(1.16)

where \( \xi \overset{\text{def}}{=} \frac{\bar{\theta} + \bar{\theta}}{\sqrt{3}} \); see for example \cite{48}.

We will frequently use the modified Bessel function of index zero given by

\[
I_0(y) \overset{\text{def}}{=} \frac{1}{2\pi} \int_0^{2\pi} d\phi \exp(y \cos \phi) = \frac{1}{\pi} \int_0^\pi d\phi \exp(y \cos \phi),
\]

(1.17)

Throughout the paper, we use the notation \( A \lesssim B \) if there exists a positive constant \( c > 0 \) such that \( A \leq cB \) holds uniformly over the relevant parameters. Also, we use \( A \approx B \) if both \( A \lesssim B \) and \( B \lesssim A \) hold.

We further remark that the decomposition of \( q \in \mathbb{R}^3 \) into two regions \(|q| \geq \frac{1}{2} |p|^{1/m} \) and \(|q| \leq \frac{1}{2} |p|^{1/m} \) for a given \( p \) will be crucial for our estimates in the rest of this paper. Here we will choose some \( m > 1 \) sufficiently large as explained in Theorem 1.2. Then we will later show that the \textit{frequency multiplier} is lower order on the region \(|q| \geq \frac{1}{2} |p|^{1/m} \). To that end we introduce the following notation. Given \( h_1 = h_1(p, q) \), we define the function \( h = h(p) \) as an integral on \( \mathbb{R}^3 \) as

\[
h(p) = \int_{\mathbb{R}^3} h_1(p, q) dq.
\]

In this case, we split the integral into

\[
\int_{\mathbb{R}^3} = \int_{|q| \geq \frac{1}{2} |p|^{1/m}} + \int_{|q| \leq \frac{1}{2} |p|^{1/m}},
\]
and abuse the notations to denote each term as

$$[h]_{|q|\leq \frac{1}{2}|p|^{1/m}} = h|_{|q|\leq \frac{1}{2}|p|^{1/m}} \overset{\text{def}}{=} \int_{|q|\leq \frac{1}{2}|p|^{1/m}} h_1(p, q) dq,$$

$$[h]_{|q|\leq \frac{1}{2}|p|^{1/m}} = h|_{|q|\leq \frac{1}{2}|p|^{1/m}} \overset{\text{def}}{=} \int_{|q|\leq \frac{1}{2}|p|^{1/m}} h_1(p, q) dq.$$  (1.18)

This convention of the notations will be used in a few convenient places in the rest of this paper.

### 1.3. Main Hypothesis on the collision kernel $\sigma$.

The relativistic Boltzmann collision kernel $\sigma(g, \theta)$ is a non-negative function which only depends on the relative velocity $g$ and the scattering angle $\theta$. We assume that $\sigma$ takes the form of the product in its arguments; i.e.,

$$\sigma(g, \theta) \overset{\text{def}}{=} \Phi(g) \sigma_0(\theta).$$  (1.19)

In general, we suppose that both $\Phi$ and $\sigma_0$ are non-negative functions.

Without loss of generality, we may assume that the collision kernel $\sigma$ is supported only when $\cos \theta \geq 0$ throughout this paper; i.e., $0 \leq \theta \leq \frac{\pi}{2}$. Otherwise, the followingsymmetrization [21] will reduce the case:

$$\bar{\sigma}(g, \theta) = [\sigma(g, \theta) + \sigma(g, -\theta)]1_{\cos \theta \geq 0},$$

where $1_A$ is the indicator function of the set $A$.

We suppose that the angular function $\theta \mapsto \sigma_0(\theta)$ is not locally integrable; for $C > 0$, it satisfies

$$\frac{1}{Cg^{1+\gamma}} \leq \sin \theta \cdot \sigma_0(\theta) \leq \frac{C}{g^{1+\gamma}}, \quad \gamma \in (0, 2), \quad \forall \theta \in \left(0, \frac{\pi}{2}\right).$$  (1.20)

Notice that we do not assume any “cut-off” hypothesis on the angular function [25]; we do not assume that $\sigma_0 \in L^1_{\text{loc}}(S^2)$. We further assume the collision kernel satisfies the following hard interactions assumption:

$$\Phi(g) = C_\Phi g^a, \quad -\gamma \leq a < 2, \quad C_\Phi > 0.$$  (1.21)

Alternatively, we make the following soft interactions assumption

$$\Phi(g) = C_\Phi g^{-b}, \quad \gamma < b < 2, \quad C_\Phi > 0.$$  (1.22)

These are the assumptions on the kernel that we will use throughout this paper. It will be convenient to introduce the following notation

$$\rho \overset{\text{def}}{=} \begin{cases} a & \text{under the hard interaction assumption (1.21)} \\ -b & \text{under the soft interaction assumption (1.22)} \end{cases}.$$  (1.23)

These assumptions on the collision kernel have been motivated from important physical interactions. Conditions on our collision kernel are generic in the sense of Dudyński and Ekiel-Jeżewska [18]; see also [20] for further physical discussions.

Unfortunately, to the best of our knowledge, the relativistic Boltzmann equation has not been studied without the “cut-off” hypothesis. In this paper we study the relativistic Boltzmann equation without assuming the Grad’s angular cut-off hypothesis with the goal of obtaining a better understanding of relativistic gases.
1.4. **Linearization and reformulation of the Boltzmann equation.** We will consider the linearization of the collision operator and the perturbation around the relativistic Maxwellian (1.14) equilibrium state

\[ F(t, x, p) = J(p) + \sqrt{J(p)} f(t, x, p). \]  

(1.24)

We linearize the relativistic Boltzmann equation around the relativistic Maxwellian equilibrium state (1.14). By expanding the equation (1.5), we obtain that

\[ \partial_t f + \hat{p} \cdot \nabla_x f + L(f) = \Gamma(f, f), \quad f(0, x, v) = f_0(x, v), \]  

(1.25)

where the linearized relativistic Boltzmann operator \( L \) is given by

\[
L p f q \overset{\text{def}}{=} - \frac{1}{2} Q(p) J f - \frac{1}{2} Q(p) J f q \]

and the bilinear operator \( \Gamma \) is given by

\[
\Gamma p f, h q \overset{\text{def}}{=} \frac{1}{2} Q(p) J f - \frac{1}{2} Q(p) J f q
\]

where then

\[
\tilde{\zeta} p f q \overset{\text{def}}{=} \frac{1}{2} Q(p) J f - \frac{1}{2} Q(p) J f q
\]

(1.26)

Then notice that we have

\[ L(f) \overset{\text{def}}{=} - J^{-1/2} Q(J, \sqrt{J} f) - J^{-1/2} Q(\sqrt{J} f, J) \]

\[ = \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ v_\sigma \sigma(g, \omega) \left( f(q) \sqrt{J(p)} + f(p) \sqrt{J(q')} - f(q') \sqrt{J(p')} \right) \]

\[ - f(p') \sqrt{J(q')} \sqrt{J(q)}, \]

and the bilinear operator \( \Gamma \) is given by

\[
\Gamma(f, h) \overset{\text{def}}{=} - J^{-1/2} Q(\sqrt{J} f, \sqrt{J} h) \]

\[ = \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ v_\sigma \sigma(g, \theta) \sqrt{J(q)} \left( f(q') h(p') - f(q) h(p) \right). \]

(1.27)

We define the weight function \( \zeta \) such that

\[ \Gamma(\sqrt{J}, f) = \left( \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \ v_\sigma \sigma(g, \theta) (f(p') - f(p)) \sqrt{J(q')} \sqrt{J(q)} \right) \]

\[ - \tilde{\zeta}(p) f(p), \]  

(1.28)

We now call \( \tilde{\zeta}(p) \) the *frequency multiplier* of the linearized Boltzmann collision operator.

As we introduced in Section 1.1, it is crucial to obtain the sharp asymptotic behavior of \( \tilde{\zeta}(p) \) for the proof of the coercivity estimates of the linearized relativistic Boltzmann operator without angular cutoff, which will be used crucially for the proof of the global well-posedness of the relativistic Boltzmann equation without angular cutoff nearby the Maxwellian equilibrium (1.14). This global well-posedness is studied in our paper [37].

1.5. **Main theorem.** The main goal in this paper is to prove the following sharp leading order asymptotics on the *frequency multiplier* (1.28).

**Theorem 1.2.** Suppose that the angular function \( \sigma_0 \) satisfies the *non-cutoff assumption* (1.20) under either (1.21) or (1.22). Then the *frequency multiplier* \( \tilde{\zeta}(p) \) from (1.28) can be split into the sum of two frequency multiplier functions as

\[ \tilde{\zeta} = \zeta + \zeta_\kappa, \]  

where...
which are defined in (1.45) and (1.46) respectively. For both hard (1.21) and soft (1.22) interactions, using the notation (1.23), these multiplier functions satisfy the following asymptotics:

\[ | \zeta_K(p) | \leq C_\varepsilon (p^0)^{\frac{D^+}{2} + \varepsilon} \quad \text{and} \quad \zeta(p) \approx (p^0)^{\frac{d-\varepsilon}{2}}. \tag{1.29} \]

Above, for any small \( \varepsilon > 0 \) there exists a finite constant \( C_\varepsilon > 0 \) as above.

The proof of our main Theorem 1.2 follows from the decomposition into (1.45) and (1.46) of \( \zeta(p) \) in (1.28) and the estimates in Proposition’s 2.1, 3.1, 4.1, and 4.2. Our strategy of proof will be explained fully in Section’s 1.7 and 1.8.

**Remark 1.3.** Throughout the paper, based upon (1.29), we call a term \( A(p) \) a leading order term, if \( A(p) \approx (p^0)^{\frac{d-\varepsilon}{2}} \). In addition, we call a term \( B(p) \) a lower order term if for some positive constant \( \varepsilon > 0 \) there exists a finite constant \( C_\varepsilon > 0 \) such that \( |B(p)| \leq C_\varepsilon (p^0)^{\frac{d-\varepsilon}{2} - \varepsilon} \).

1.6. **Main difficulties in the relativistic case.** In this subsection, we sketch the main difficulty that we experience in the relativistic case versus in the non-relativistic case. In contrast to [43], one can prove the asymptotic behavior of the non-relativistic frequency multiplier in the following simple way.

In the non-relativistic case (1.4) the analog of the collision frequency multiplier (1.28) is given [28, Page 11] by

\[ \hat{\nu}(v) = \int_{\mathbb{R}^3} dv_* \int_{\mathbb{S}^2} d\omega \; B(v - v_*, \omega) \left( \sqrt{\mu(v_*)} - \sqrt{\mu(v'_*)} \right) \sqrt{\mu(v_*)}, \] \tag{1.30}

where the Newtonian Maxwellian equilibrium is given by

\[ \mu(v) \overset{\text{def}}{=} (2\pi)^{-3/2} \exp \left( -|v|^2/2 \right). \]

Note the similarity to \( \zeta \) in (1.28). In the non-relativistic case, due to symmetry the following decomposition of the frequency multiplier is very useful:

\[ \left( \sqrt{\mu(v_*)} - \sqrt{\mu(v'_*)} \right) \sqrt{\mu(v_*)} = \frac{1}{2} \left( \sqrt{\mu(v_*)} - \sqrt{\mu(v'_*)} \right)^2 + \frac{1}{2} \left( \mu(v_*) - \mu(v'_*) \right). \]

This decomposition allows the splitting

\[ \hat{\nu}(v) = \nu(v) + \nu_K(v), \]

where

\[ \nu(v) \overset{\text{def}}{=} \frac{1}{2} \int_{\mathbb{R}^3} dv_* \int_{\mathbb{S}^2} d\omega \; B(v - v_*, \omega) \left( \sqrt{\mu(v_*)} - \sqrt{\mu(v'_*)} \right)^2. \]

Now \( \nu(v) \) is clearly non-negative and it can be quickly shown that \( \nu(v) \) has the expected leading order asymptotic behavior as \( |v| \to \infty \).

On the other hand from (1.30) we have

\[ \nu_K(v) = \frac{1}{2} \int_{\mathbb{R}^3} dv_* \int_{\mathbb{S}^2} d\omega \; B(v - v_*, \omega) \left( \mu(v_*') - \mu(v'_*) \right). \]

Now one can use the Newtonian cancellation lemma [1], the change of variable from \( v'_* \to v_* \), to show for some \( C' > 0 \) that

\[ \nu_K(v) = C' \int_{\mathbb{R}^3} dv_* \; \mu(v_*) \Psi(|v - v_*|). \]
This expression directly implies that $\nu_\kappa(v)$ has lower order asymptotic behavior as $|v| \to \infty$. This decomposition is crucial to designing a norm that captures the sharp behavior of the linearized collision operator and to further prove the global in time existence of solutions nearby equilibrium.

Unfortunately in the relativistic case this approach fails as we now explain. We recall that the main difference in the integrand of $\tilde{\zeta}$ in (1.28) is

$$\sqrt{J(q)}(\sqrt{J(q)} - \sqrt{J(q')}).$$

The analogous splitting in the relativistic case is

$$(\sqrt{J(q)} - \sqrt{J(q')})\sqrt{J(q)} = \frac{1}{2} \left( \sqrt{J(q)} - \sqrt{J(q')} \right)^2 + \frac{1}{2} (J(q) - J(q')). \tag{1.31}$$

However, this decomposition does not help in the relativistic case and it is also closely related to the fact that the crucial change of variables $q' \to q$ in the cancellation lemma [1] is problematic in the relativistic case [13] even in the case with an angular cutoff. We now provide the sketch of the argument.

We ignore the positive square term, $\left( \sqrt{J(q)} - \sqrt{J(q')} \right)^2$, and focus on the second term on the right side in (1.31). We can write this term from (1.28) as

$$\tilde{\zeta}^R_B(p) \overset{\text{def}}{=} \frac{1}{2} \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \, \nu_\sigma(g, \theta)(J(q) - J(q')) = \tilde{\zeta}^R_1(p) - \tilde{\zeta}^R_2(p).$$

We can further assume that the angular kernel $\sigma_0$ from (1.19) is just pointwise bounded (we do not need to assume that it is mean-zero) with an angular cutoff. Then the term on the right side of (1.31) containing $J(q)$ in (1.28) corresponds to (A.17) in Appendix A.3. Then (A.17) is transformed into (A.20) so that

$$\tilde{\zeta}^R_1(p) = \frac{c'}{p^0} \int_{\mathbb{R}^3} dq \, \frac{e^{-\frac{3}{2}q^0}}{q^0} \int_0^{\infty} r dr \frac{s \sigma(g, \theta)}{\sqrt{r^2 + s}} s \sigma(g, \theta) \exp \left( - \frac{p^0 + q^0}{2\sqrt{s}} \sqrt{r^2 + s} \right) I_0 \left( \frac{|p \times q|}{g \sqrt{s}} r \right).$$

Above $c' > 0$, and we further use the notations (1.35) below with $r = y\sqrt{s}$ in addition to the Bessel function (1.17). We point out that the above is a finite integral since it contains exponential decay in both the $q$ and the $r$ variables in (A.20). However, if we look at the new loss term with $J(q')$ only, then if we follow the same derivation, then we obtain (A.20) without the exponential term and without the bessel function $I_0$. Indeed following the transformation procedure in Appendix A.3 we obtain

$$\tilde{\zeta}^R_2(p) = \frac{c'}{p^0} \int_{\mathbb{R}^3} dq \, \frac{e^{-\frac{3}{2}q^0}}{q^0} \int_0^{\infty} r dr \frac{s \sigma(g, \theta)}{\sqrt{r^2 + s}} s \sigma(g, \theta).$$

Thus we see following this procedure that the $dr$ integration becomes infinite in $\tilde{\zeta}^R_2(p)$, since this term no longer contains sufficient decay in the $r$ variable. Therefore, the whole integral becomes infinity unless we artificially assume that the kernel $\sigma$ decays very rapidly for large $r$. (We mention that this can be directly justified using standard approximation procedures.)

**Remark 1.4.** This illustrates that the crucial change of variable in cancellation lemma, $q' \to q$ (or $(q', \omega) \to (q, k)$ for some $|k| = 1$) as stated in [1] for the Newtonian Boltzmann equation, is not well defined in the special relativistic case.
This statement is further independent of our choice of coordinate representations of \((p', q')\), such as for example \((1.16)\).\footnote{We refer to [48] for a discussion of a variety of coordinate representations of the relativistic Boltzmann collision operator.}

If the cancellation lemma were true then the integrand in \(\tilde{\xi}_L^p(p)\) would be integrable and \(\tilde{\xi}_L^p(p)\) would be finite. Indeed, the expression \(\tilde{\xi}_L^p(p)\) integrates to infinity by this argument. The factor \(J(q')\) does not provide sufficient decay to control the integral. That is why such a decomposition, which was very effective in the Newtonian case, does not help in the relativistic case. It is adding and subtracting a term which is infinity.

1.7. Main decomposition. Instead we perform in Appendix A the following transformation of (1.28) as \(\tilde{\zeta} = \zeta_0 + \zeta_L\) where for \(c' > 0\) we have

\[
\zeta_0 \overset{\text{def}}{=} \frac{c'}{p^0} \int_{\mathbb{R}^3} \frac{d q \ e^{-q^0}}{q^0} \sqrt{s} y dy \int_0^\infty \frac{y dy \ s_A \sigma(g_A, \theta_A)}{\sqrt{y^2 + 1}} \left[ 1 - \exp \left( l(1 - \sqrt{y^2 + 1}) \right) I_0 (jy) \right],
\]

and

\[
\zeta_L \overset{\text{def}}{=} \frac{c'}{p^0} \int_{\mathbb{R}^3} \frac{d q \ e^{-q^0}}{q^0} \sqrt{s} y dy \int_0^\infty \frac{y dy \ s_A \sigma(g_A, \theta_A)}{\sqrt{y^2 + 1}} \exp \left( l(1 - \sqrt{y^2 + 1}) \right) I_0 (jy) \left( \frac{s \Phi(g) g^4}{s_A \Phi(g_A) g_A^4} - 1 \right). \tag{1.33}
\]

We recall the modified Bessel function from (1.17). These expressions arise by applying the change of variables \(r \rightarrow y = \frac{r}{\sqrt{s}}\), to the expressions (A.14) and (A.15). Above we use the notations \(l\) and \(j\) that are defined as

\[
l = l(p, q) \overset{\text{def}}{=} \frac{p^0 + q^0}{4}, \quad \text{and} \quad j = j(p, q) \overset{\text{def}}{=} \frac{|p \times q|}{2g} \tag{1.34}
\]

We also further define the notations

\[
g_A^2 = g^2 + \frac{s}{2} (\sqrt{y^2 + 1} - 1), \quad s_A = g_A^2 + 4, \tag{1.35}
\]

and from (A.11) we have

\[
\cos \theta_A = \frac{2g^2}{g_A^2} - 1 = \frac{g^2 - \frac{s}{2} (\sqrt{y^2 + 1} - 1)}{g^2 + \frac{s}{2} (\sqrt{y^2 + 1} - 1)}.
\]

It is shown in Section 4 that \(\zeta_L(p)\) in (1.33) has lower order asymptotic behavior, and in Section 3 we see that the main part of \(\zeta_0(p)\) in (1.32) has a leading order upper bound.

We remark that the dynamics of each decomposed piece of \(\tilde{\zeta}\) in (1.32) and (1.33) are essentially depending on the integral domain for the \(q\) and \(y\) variables, and the Bessel function \(I_0(jy)\) from (1.17), which makes them extremely complex. It turns out that the major difficulty involves the difference inside the inside the integrand in (1.32):

\[
\left[ 1 - \exp \left( l(1 - \sqrt{y^2 + 1}) + jy \cos \phi \right) \right].
\]
This expression is zero at $y = 0$ and converges to one as $y \to \infty$. However this expression also has it’s negative minimum at

$$y_m = \frac{j|\cos \phi|}{\sqrt{l^2 - j^2 \cos^2 \phi}}, \quad (1.36)$$

and the difference above remains negative, for say $\cos \phi > 0$, until

$$y_s = \frac{2lj \cos \phi}{l^2 - j^2 \cos^2 \phi}, \quad (1.37)$$

where $0 \leq y_m \leq y_s \to 0$ as $l \to \infty$. Thus the whole integral in (1.32) is negative in a large region nearby the minimum of the difference and nearby the singularity of the kernel $\sigma(g_\Lambda, \theta_\Lambda)$ at $y = 0$. This region where the integrand is negative and close to it’s minimum makes it extremely problematic to prove the required leading order asymptotic positive lower bound. Therefore, it is unclear from this point of view whether or not (1.28) or (1.32) is positive or a leading order term. It is essential to have a positive leading order term for the collision frequency multiplier in order to obtain the sharp behavior of the linearized collision operator.

For this reason we needed to derive another representation of $\tilde{\zeta}$ from (1.28). As in (A.21), we can alternatively write $\tilde{\zeta}$ as

$$\tilde{\zeta}(p) = \frac{c^p}{\pi p^0} \int_{R^3} dq e^{-q^0} g \sqrt{s} \int_0^{\infty} \frac{y dy}{\sqrt{y^2 + 1}} s_0 \sigma(g_\Lambda, \theta_\Lambda) \int_0^\pi d\phi \left[\exp(2l - 2l \sqrt{y^2 + 1} + 2jy \cos \phi) - \exp(l - l \sqrt{y^2 + 1} + jy \cos \phi)\right],$$

where we use the notations (1.34) and (1.35) and $c^p > 0$. Then $\tilde{\zeta}$ can be decomposed into two terms $\tilde{\zeta} = \tilde{\zeta}_0 + \tilde{\zeta}_L$ as

$$\tilde{\zeta}_0(p) = \frac{c^p}{\pi p^0} \int_{R^3} dq e^{-q^0} g \sqrt{s} \int_0^{\infty} \frac{y dy}{\sqrt{y^2 + 1}} s_0 \sigma(g_\Lambda, \theta_\Lambda) \int_0^\pi d\phi \frac{s \Phi(g) g^4}{s_0 \Phi(g_\Lambda) g_{\Lambda}^4} \left[\exp(2l - 2l \sqrt{y^2 + 1} + 2jy \cos \phi) - \exp(l - l \sqrt{y^2 + 1} + jy \cos \phi)\right], \quad (1.38)$$

and

$$\tilde{\zeta}_L(p) = \frac{c^p}{\pi p^0} \int_{R^3} dq e^{-q^0} g \sqrt{s} \int_0^{\infty} \frac{y dy}{\sqrt{y^2 + 1}} s_0 \sigma(g_\Lambda, \theta_\Lambda) \left(1 - \frac{s \Phi(g) g^4}{s_0 \Phi(g_\Lambda) g_{\Lambda}^4}\right) \left[\exp(2l - 2l \sqrt{y^2 + 1} + 2jy \cos \phi) - \exp(l - l \sqrt{y^2 + 1} + jy \cos \phi)\right], \quad (1.39)$$

The expression (1.38) looks like a better candidate for the leading order term because the difference

$$\left[\exp(2l - 2l \sqrt{y^2 + 1} + 2jy \cos \phi) - \exp(l - l \sqrt{y^2 + 1} + jy \cos \phi)\right]$$

now has it’s maximum, $y_m$, at (1.36) and it is positive on $0 \leq y \leq y_s$ from (1.37). However this difference is negative for $y \geq y_s$ and still remains large and negative in a significantly sized region after $y$ passes $y_s$ which causes further extreme difficulties in proving a leading order positive lower bound.

Instead the key point will be that when we add $\zeta_0$ and $\tilde{\zeta}_0$ then the resulting term is clearly positive and leading order. And we will later show that $\tilde{\zeta}_L$ from (1.39) and $\zeta_L$ from (1.33) are lower order terms. In particular we can take the summation
We will prove that $\tilde{\zeta}(p)$ and $(p)^{(\rho+\gamma)/2}1_{|p|\leq 1}$ together will be enough to prove our main theorem.

Therefore while the expression $\zeta(p)$ has low order asymptotic behavior in Proposition 4.3. Then these estimates together will be enough to prove our main theorem.

To this end, from (1.32) and (1.33), we also define the following two terms

$$
\zeta_{0,m}(p) \overset{\text{def}}{=} [\zeta_0(p)]_{|q| \leq \frac{1}{2}|p|^{1/m}} 1_{|p| \geq 1}, \quad \zeta_{L,m}(p) \overset{\text{def}}{=} [\zeta_L(p)]_{|q| \leq \frac{1}{2}|p|^{1/m}} 1_{|p| \geq 1},
$$

Remark 1.5. The derivations of the alternative formula’s in (1.32), (1.33), (1.38) and (1.39) of (1.28) in Appendix A still hold under the restrictions to the region as $\left[ \zeta \right]_{|q| > \frac{1}{2}|p|^{1/m}}$ and $\left[ \zeta \right]_{|q| \leq \frac{1}{2}|p|^{1/m}}$ using the convention (1.18). This is straightforward from the proofs in Appendix A.

With these splittings, we are then able to obtain the sharp asymptotic upper bound estimates of $\zeta(p)$ and $\tilde{\zeta}_L(p)$ on the region $|q| \leq \frac{1}{2}|p|^{1/m}$. And on $|q| > \frac{1}{2}|p|^{1/m}$ from (1.28) using (1.18) we further define

$$
\tilde{\zeta}_I(p) \overset{\text{def}}{=} \left[ \tilde{\zeta}(p) \right]_{|q| > \frac{1}{2}|p|^{1/m}} 1_{|p| \geq 1}
$$

We will prove that $\tilde{\zeta}_I(p)$ has low order asymptotic behavior in Proposition 4.3. Then these estimates together will be enough to prove our main theorem.

Note that $\zeta'(p)$ is then automatically positive for all $p$. The term $(p)^{(\rho+\gamma)/2}1_{|p|\leq 1}$ guarantees that $\zeta(p) > 0$ near $p = 0$ (if necessary).

However, unfortunately it turns out that there is an additional severe difficulty to obtain the sharp pointwise asymptotic upper bound of the expression (1.40) for $\zeta(p)$. The problem is that the following term

$$
\exp(-q^0) \exp(2l - 2l \sqrt{y^2 + 1} + 2j y \cos \phi)
$$

does not in general have uniform decay in the $q^0$ variable when we are close to the singularity in the $dy$ integral at $y = 0$. Here we recall the definitions (1.34).

Therefore while the expression $\zeta'(p)$ in (1.40) appears good for obtaining a positive asymptotic lower bound, it is extremely difficult to obtain the required sharp upper bound. There is the same difficulty for $\tilde{\zeta}_L(p)$ in (1.39). To overcome this situation we split the $dq$ integral into the two regions $|q| \geq \frac{1}{2}|p|^{1/m}$ and $|q| \leq \frac{1}{2}|p|^{1/m}$.
In (1.42) above we use the notation convention from (1.18). For example

\[
\zeta_{0, m}(p) = \frac{c^l}{p^0} \int_{|q| \leq \frac{1}{2} |p|^{1/m}} dq \ e^{-q^0} \sqrt{s} g \int_0^\infty \frac{ydy}{\sqrt{y^2 + 1}} s\Lambda \sigma(g_\Lambda, \theta_\Lambda) \frac{s\Phi(g)g^4}{s\Lambda \Phi(g_\Lambda)g_\Lambda^4} \times \left[ 1 - \exp \left( l(1 - \sqrt{y^2 + 1}) \right) I_0 (jy) \right],
\]

Similarly, from (1.38) and (1.39), we further define

\[
\tilde{\zeta}_{0, m}(p) \overset{\text{def}}{=} \left[ \tilde{\zeta}_0(p) \right]_{|q| \leq \frac{1}{2} |p|^{1/m} 1_{|p| \geq 1}}, \quad \tilde{\zeta}_{L, m}(p) \overset{\text{def}}{=} \left[ \tilde{\zeta}_L(p) \right]_{|q| \leq \frac{1}{2} |p|^{1/m} 1_{|p| \geq 1},}
\]

With these definitions instead of (1.40) we define the modified frequency multiplier

\[
\zeta(p) \overset{\text{def}}{=} \frac{1}{2} \left[ \zeta_{0, m}(p) + \tilde{\zeta}_{0, m}(p) \right] + \langle p \rangle^{(p + \gamma)/2} 1_{|p| \leq 1}
\]

\[
\overset{\text{def}}{=} \frac{c^l 1_{|p| \geq 1}}{2 \pi p^0} \int_{|q| \leq \frac{1}{2} |p|^{1/m}} dq \ e^{-q^0} \sqrt{s} g \int_0^\infty \frac{ydy}{\sqrt{y^2 + 1}} s\Lambda \sigma(g_\Lambda, \theta_\Lambda) \frac{s\Phi(g)g^4}{s\Lambda \Phi(g_\Lambda)g_\Lambda^4} \times \int_0^\pi d\phi \left[ \exp \left( l - l \sqrt{y^2 + 1} + jy \cos \phi \right) - 1 \right]^2 + \langle p \rangle^{(p + \gamma)/2} 1_{|p| \leq 1}.
\]

Again this is automatically positive.

As such, we introduce the construction of a positive leading order term and a lower order term in the frequency multiplier \( \zeta(p) \) from (1.28), which is highly non-trivial. We suggest the following novel decomposition of \( \tilde{\zeta} = \zeta + \zeta_\Lambda \) as

\[
\tilde{\zeta}(p) = \zeta(p) + \zeta_\Lambda(p)
\]

where \( \zeta \) is given by (1.45), using also (1.28), (1.33), (1.39) and (1.41) we have

\[
\zeta_\Lambda \overset{\text{def}}{=} \tilde{\zeta}(p) 1_{|p| \leq 1} + \tilde{\zeta}_1(p) + \frac{1}{2} \left( \zeta_{L, m} + \zeta_{L, m} \right) - \langle p \rangle^{(p + \gamma)/2} 1_{|p| \leq 1}.
\]

Then we will show that \( \zeta \) and \( \zeta_\Lambda \) satisfy the asymptotics from (1.29). In particular the main positive term is (1.45).

1.8. Outline of the proof of the main theorem. Specifically, in the rest of the paper, in order to prove Theorem 1.2 we will make upper- and lower-bound estimates for \( \zeta \) in (1.45) and will conclude that it is a leading order term. In addition, we will show that \( \zeta_\Lambda \) in (1.46) is a lower-order term.

We will first prove that \( \zeta(p) \) from (1.45) has a leading order positive lower bound in Proposition 2.1. Then we will prove that \( \tilde{\zeta}_0 \) from (1.32) has the leading order upper bound in Proposition 3.1. Then in Proposition 4.1 we prove that \( \zeta_L \) from (1.33) has a lower order upper bound. We further prove in Proposition 4.2 that \( \zeta_{L, m} \) from (1.44) with (1.39) has a lower order upper bound. We then prove in Proposition 4.3 that \( \tilde{\zeta}_0 \) from (1.41) has a lower order upper bound. Note that both \( \tilde{\zeta}(p) 1_{|p| \leq 1} \) and \( \langle p \rangle^{(p + \gamma)/2} 1_{|p| \leq 1} \) have lower order upper bounds since \( 1_{|p| \leq 1} \) trivially makes \( p^0 \leq 1 \). All of these estimates combine to prove that \( \zeta_\Lambda \) has a lower order upper bound, and that \( \tilde{\zeta}(p) \) from (1.28) has a leading order asymptotic upper bound.

We remark that we have not estimated the asymptotic upper bound of \( \tilde{\zeta}_0(p) \) from (1.38) or more accurately we have not estimated \( \tilde{\zeta}_{0, m}(p) \) from (1.44) and this is not necessary because from the splittings above we have

\[
\tilde{\zeta}_{0, m}(p) = [\tilde{\zeta}(p)]_{|q| \leq \frac{1}{2} |p|^{1/m} 1_{|p| \geq 1} - \tilde{\zeta}_{L, m}(p) = \zeta_0 \langle p \rangle + \zeta_{L, m}(p) - \zeta_{L, m}(p).
\]
Therefore using the estimates discussed in the previous paragraph we obtain that \( \tilde{\eta}_{0,m}(p) \) and \( \tilde{\eta}(p) \) both have the leading order asymptotic upper bound. All of the estimates discussed in this sub-section together give the proof of Theorem 1.2.

1.9. **Alternative representations of \( \tilde{\eta}(p) \).** In this section, we introduce two additional representations of \( \tilde{\eta}(p) \) from (1.28). In particular it is shown in Appendix A that we have the following splitting of \( \tilde{\eta} = \tilde{\eta}_0 + \tilde{\eta}_L \) in (A.14) with \( c' > 0 \) as

\[
\tilde{\eta}_0 \overset{\text{def}}{=} \frac{c' e^{2q^0}}{p^0} \int_{\mathbb{R}^2} dq e^{\frac{4q^0}{p^0}} \int_0^\infty r dr s \Lambda \sigma(g_\Lambda, \theta_\Lambda) s \Phi(g) g^2 \frac{r dr}{\sqrt{r^2 + s}} \frac{s \Lambda \Phi(g_\Lambda) g_\Lambda^2}{s \Phi(g_\Lambda) g_\Lambda^2} \times \left[ \exp \left( -\frac{p^0 + q^0}{4} \right) - \exp \left( -\frac{p^0 + q^0}{4\sqrt{s}} \sqrt{r^2 + s} \right) \right] I_0 \left( \frac{|p \times q|}{2g\sqrt{s}r} \right), \tag{1.47}
\]

and \( \tilde{\eta}_L \) is further given in (A.15). Here \( g_\Lambda \) is given by (A.9), \( s_\Lambda \) by (A.6), and \( \theta_\Lambda \) by (A.7). Note that (1.47) and (A.15) can alternatively be obtained by applying the change of variables \( y \mapsto r = \sqrt{sy} \) to the expressions (1.32) and (1.33). We will use the formula (1.47) in the proof of Proposition 3.1.

We can also write (1.47) in a further alternative form with other variables by using the following change of variables

\[
r \mapsto k \overset{\text{def}}{=} \frac{1}{2} \sqrt{3(\sqrt{r^2 + s} - \sqrt{s})}. \tag{1.48}
\]

Then this gives

\[
dk = \frac{1}{2} \sqrt{3} \frac{r dr}{\sqrt{r^2 + s}}.
\]

Also, we have

\[
\frac{\sqrt{r^2 + s}}{\sqrt{s}} = 1 + \frac{2k}{s},
\]

and

\[
r = \frac{2\sqrt{k^2 + ks}}{\sqrt{s}}.
\]

Here \( g_\Lambda \) from (A.9) and \( \theta_\Lambda \) from (A.7) now take the form

\[
g_\Lambda^2 = g^2 + k, \tag{1.49}
\]

and

\[
\cos \theta_\Lambda = \frac{g^2 - k}{g^2 + k} = 1 - 2 \frac{k}{g^2 + k}.
\]

Therefore, we have

\[
\frac{\theta_\Lambda}{\sqrt{2}} \approx \sin \frac{\theta_\Lambda}{\sqrt{2}} = \sqrt{\frac{k}{g^2 + k}}, \tag{1.50}
\]
With respect to the new variable $k$, then (1.47) can be re-written as

$$
\zeta_0 \overset{\text{def}}{=} \frac{c'}{p^0 q^0} \int_{\mathbb{R}^3} dq \, e^{-\frac{7}{4} q^0} \int_0^\infty \frac{2dk}{\sqrt{s}} \frac{s \Lambda \sigma(g_\Lambda, \theta_\Lambda) s \Phi(g) g^4}{s \Lambda \Phi(g_\Lambda) g_\Lambda^4} \left[ \exp \left( \frac{p^0 + q^0}{4} \right) - \exp \left( - \frac{p^0 + q^0}{4} \left( 1 + \frac{2k}{s} \right) \right) I_0 \left( \frac{|p \times q|}{gs} \sqrt{k^2 + ks} \right) \right]
$$

where $s \Lambda = g_\Lambda^2 + 4$ with (1.49). This representation of $\zeta_0$ in the $k$ variables above will be used in the proof of Lemma 3.2, which is one part of the leading order upper bound estimate of $\zeta_0$.

1.10. **Some useful pointwise estimates.** In this subsection we will state the following two lemma's which contain a collection of useful estimates that will be used throughout the remainder of this article. Many of the estimates in Lemma 1.6 and Lemma 1.7 are from [23]. We explain the full proofs of these estimates in Appendix A.4 for the sake of completeness.

**Lemma 1.6.** With the notations (1.6) and (1.7) we have

$$
s = g^2 + 4 \geq \max\{g^2, 4\}, \quad (1.51)
$$

and

$$
s \leq 4 p^0 q^0. \quad (1.52)
$$

We trivially conclude from (1.52)-(1.51) that

$$
g \lesssim \sqrt{p^0 q^0} \quad (1.53)
$$

Recalling (1.8) we further have

$$
\frac{|p - q|}{\sqrt{p^0 q^0}} \leq g, \quad (1.54)
$$

and

$$
\frac{|p \times q|}{\sqrt{p^0 q^0}} \leq g, \quad (1.55)
$$

and

$$
g \leq |p - q|. \quad (1.56)
$$

We also have

$$
|p^0 - q^0| \leq |p - q|, \quad (1.57)
$$

and

$$
p^0 + q^0 \leq 2 p^0 q^0. \quad (1.58)
$$

We now state a few pointwise estimates for (1.34). We have the inequality:

$$
j \leq l. \quad (1.59)
$$

Further

$$
j^2 \leq \frac{1}{2} p^0 q^0, \quad l \leq \frac{1}{2} p^0 q^0. \quad (1.60)
$$
Also
\[ t^2 - j^2 = \frac{(p^0 + q^0)^2 g^2 - 4 |p \times q|^2}{16 g^2} - \frac{s}{16 g^2} |p - q|^2, \] (1.61)
and
\[ \sqrt{t^2 - j^2} = |p - q| \sqrt{\frac{g^2 + 4}{4g}} \geq \frac{1}{4} |p - q|. \] (1.62)

Next for \( g_2^2 \) defined in (1.35) we have
\[ g^2 \max \{ \sqrt{y^2 + 1}, \sqrt{2} \} \leq g_2^2 \lesssim s_A \lesssim s \sqrt{y^2 + 1}, \quad \forall 0 \leq y \leq \infty. \] (1.63)

Further, in the proofs below we will also need sharp estimates of the following integrals
\[ \tilde{K}_\gamma(l, j) \overset{\text{def}}{=} \int_0^1 dy \, y^{1-\gamma} \exp(-l \sqrt{y^2 + 1}) I_0(jy), \] (1.64)
where \( \gamma \in (0, 2) \) and
\[ J_2(l, j) \overset{\text{def}}{=} \int_0^\infty dy \, y \exp \left( -l \sqrt{y^2 + 1} \right) I_0(jy) \] (1.65)

Also define
\[ \tilde{K}_2(l, j) \overset{\text{def}}{=} \int_0^\infty dy \, y(y^2 + 1)^{1/2} \exp \left( -l \sqrt{y^2 + 1} \right) I_0(jy). \] (1.66)

These integrals are known from [26] and [23]. In particular a proof of Lemma 1.7 below is given by combining the results from [23, Lemma 3.5, Lemma 3.6 and Corollary 2]. We give the following lemma and proof for completeness.

**Lemma 1.7.** For (1.34), we have
\[ \max_{0 \leq x \leq 1} \exp(-l \sqrt{x^2 + 1} + jx) \lesssim \exp(-\sqrt{t^2 - j^2}). \] (1.67)

Then for (1.64), we have the uniform estimate
\[ |\tilde{K}_\gamma(l, j)| \lesssim \exp \left( -\sqrt{t^2 - j^2} \right). \] (1.68)

For (1.65) we have the exact formula
\[ J_2(l, j) = (\sqrt{t^2 - j^2})^{-1} \exp(-\sqrt{t^2 - j^2}), \] (1.69)
and then for (1.66) we have the formula
\[ \tilde{K}_2(l, j) = (\sqrt{t^2 - j^2})^{-5} \exp(-\sqrt{t^2 - j^2}) \times \left( (l^2 - j^2 + 3\sqrt{t^2 - j^2} + 3)^2 - (l^2 - j^2) - (\sqrt{t^2 - j^2})^4 \right). \] (1.70)

Lemma’s 1.6 and 1.7 will be proven in Appendix A.4.

1.11. Related literature. In this section, we briefly give citations for a small number of closely related results on the mathematical theory on the Boltzmann equation. Regarding the Newtonian Boltzmann equation without angular cutoff, we mention the works [2, 3, 6, 9, 27, 28, 33, 36, 41, 44, 49]. The mathematical theory on the relativistic Boltzmann equation with angular cutoff includes [7, 8, 12, 16–20, 23, 24, 30–32, 38, 46, 47, 50]. This list includes in particular the discussions on the global well-posedness and stability, the regularity of solutions, the blow-up with the gain-term only, the Newtonian limit, and the causality. Further detailed discussions of the related literature are found in our companion paper [37].
1.12. **Outline.** To prove our main Theorem 1.2, we will use the two different representations that we have given in Section 1.7 and these will be derived in Appendix A. We will further follow the proof strategy that we have already outlined in Section 1.8. We prove that $\zeta$ from (1.45) has a leading order positive lower bound in Proposition 2.1 in Section 2. Then we will prove that $\zeta_0$ from (1.32) has the leading order upper bound in Proposition 3.1 in Section 3. In Section 4, we prove in Proposition 4.1 that $\zeta_L(p)$ from (1.33) has a lower order upper bound and we further prove in Proposition 4.2 that $\tilde{\zeta}_L(p)$ from (1.39) has a lower order upper bound.

2. **Leading order lower bound estimate**

The main result in this section is the following leading order lower bound.

**Proposition 2.1.** Suppose $\gamma \in (0, 2)$ in (1.20). Then for both hard (1.21) and soft (1.22) interactions, using the notation (1.23), for (1.45), we have

$$\zeta(p) \gtrsim (p^0)^{\frac{\gamma - 2}{2}}.$$  

This uniform lower bound also holds for (1.40).

**Proof of Proposition 2.1.** In order to obtain the lower-bound estimate for $\zeta(p)$, we first study the lower bound of the perfect square term

$$\left[ \exp(l - l\sqrt{y^2 + 1} + jy \cos \phi) - 1 \right]^2$$

in (1.45). We first observe that, if $y \in [0, y^*]$ with

$$y^* \overset{\text{def}}{=} \frac{2lj \cos \phi}{l^2 - j^2 \cos^2 \phi},$$  

(2.1)

then we have

$$l - l\sqrt{y^2 + 1} + jy \cos \phi \geq 0.$$  

Notice that we also have

$$l - l\sqrt{y^2 + 1} + jy \cos \phi \geq \frac{1}{2} jy \cos \phi,$$

if $0 \leq y \leq y_1$, where

$$y_1 \overset{\text{def}}{=} \frac{2lj \cos \phi}{4l^2 - j^2 \cos^2 \phi}.$$  

Also $\frac{1}{2} \leq \cos \phi \leq \frac{\sqrt{2}}{2}$ for $\phi \in [\pi/4, \pi/3]$. Recalling (2.1), we remark that $y^* \leq 3$ because

$$y^* = \frac{2lj \cos \phi}{l^2 - j^2 \cos^2 \phi} \leq \frac{\sqrt{2}lj}{l^2 - \frac{j^2}{2}} \leq \frac{\sqrt{2}lj}{l^2} \leq 2\sqrt{2},$$

as $j \leq l$ and $\frac{\sqrt{2}lj}{l^2 - \frac{j^2}{2}}$ is an increasing function in $j$. Recalling again (2.1), then

$$0 \leq y_1 \leq \frac{y^*}{2} \leq \frac{\sqrt{2}}{2}.$$  

Since in particular with $\phi \in [\pi/4, \pi/3]$ we have

$$l - l\sqrt{y^2 + 1} + jy \cos \phi \geq 0, \quad 0 \leq y \leq y_1.$$

Then by the Taylor expansion

$$\left[ \exp(l - l\sqrt{y^2 + 1} + jy \cos \phi) - 1 \right]^2 \geq (l - l\sqrt{y^2 + 1} + jy \cos \phi)^2.$$  

We will use this lower bound in the following developments.
Now we start by proving the stated lower bound for (1.40). Now we split each integral representation of the decomposed pieces based on a restriction of the $y$ and $\phi$ domains. We will now define the term

$$
\zeta_* \overset{\text{def}}{=} [\zeta']_{0 \leq y \leq y_1} \text{ and } \phi \in [\pi/4, \pi/3],
$$

where $\zeta_*$ is $\zeta'$ when the integrals inside (1.40) are only on the restricted domains $0 \leq y \leq y_1$ and $\phi \in [\pi/4, \pi/3]$. This notation is similar to (1.18). Note that of course $\zeta'(p) \geq \zeta_*(p)$. We will show that $\zeta_*(p)$ has a high-order lower bound. Note that inside this integration region, $0 \leq y \leq y_1$ and $\phi \in [\pi/4, \pi/3]$, the integral is still non-negative.

First of all, we note from (1.40) that

$$
\zeta_*(p) \geq \frac{c'}{2\pi p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} \int_{\pi/4}^{\pi/3} \frac{dy}{y^2 + 1} \frac{\rho_s}{\rho_s + 1} \sigma(g_\Lambda, \theta_\Lambda) \times (1 - l \sqrt{y^2 + 1} + jy \cos \phi)^2 \frac{s\Phi(g)g^4}{s\Lambda \Phi(g_\Lambda)g^4_\Lambda} + \langle p \rangle^{(\rho + \gamma)/2} 1_{|p| \leq 1}
$$

$$
\geq \frac{c'}{2\pi p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} \int_{\pi/4}^{\pi/3} \frac{dy}{y^2 + 1} \frac{\rho_s}{\rho_s + 1} \sigma(g_\Lambda, \theta_\Lambda) \times \frac{1}{4} (jy \cos \phi)^2 \frac{s\Phi(g)g^4}{s\Lambda \Phi(g_\Lambda)g^4_\Lambda} + \langle p \rangle^{(\rho + \gamma)/2} 1_{|p| \leq 1}
$$

where we used that $\cos \phi \geq \frac{1}{2}$ when $\phi \in [\pi/4, \pi/3]$.

Now we will estimate the kernel $\sigma(g_\Lambda, \theta_\Lambda)$ from (1.19). Here, by (1.20) with (1.35), (1.48), (1.49) and (1.50) we have

$$
\sigma_0(\theta_\Lambda) \approx \left( \frac{sy^2}{sy^2 + 2g^2(\sqrt{y^2 + 1} + 1)} \right)^{-1-\gamma/2}. \tag{2.2}
$$

Next using (1.35) we have that

$$
g^2_\Lambda = g^2 + \frac{s}{2}(\sqrt{y^2 + 1} - 1) = g^2 + \frac{sy^2}{2(\sqrt{y^2 + 1} + 1)} = \frac{sy^2 + 2g^2(\sqrt{y^2 + 1} + 1)}{2(\sqrt{y^2 + 1} + 1)}. \tag{2.3}
$$

Thus, also recalling (1.23) and (2.3), we have

$$
s\Lambda \sigma_0(\theta_\Lambda) \frac{s\Phi(g)g^4}{s\Lambda \Phi(g_\Lambda)g^4_\Lambda} = s\Phi(g)\sigma_0(\theta_\Lambda) \frac{g^4}{g^2_\Lambda} \approx s\Phi(g)g^4 \left( \frac{sy^2}{sy^2 + 2g^2(\sqrt{y^2 + 1} + 1)} \right)^{-1-\gamma/2} \frac{1}{g^2_\Lambda}.
$$
Thus
\[
s_{\Lambda}\sigma(g_{\Lambda}, \theta_{\Lambda}) \frac{s\Phi(g)g^4}{s_{\Lambda}\Phi(g_{\Lambda})g_{\Lambda}^4} \approx s g^{\rho+4} \left( \frac{sy^2}{sy^2 + 2g^2(\sqrt{y^2 + 1})} \right)^{-1-\gamma/2} \times \left( \frac{sy^2 + 2g^2(\sqrt{y^2 + 1})}{2(\sqrt{y^2 + 1})} \right)^{-2}.
\]

We conclude that
\[
s_{\Lambda}\sigma(g_{\Lambda}, \theta_{\Lambda}) \frac{s\Phi(g)g^4}{s_{\Lambda}\Phi(g_{\Lambda})g_{\Lambda}^4} = s\Phi(g)\sigma_0(\theta_{\Lambda}) \frac{g^4}{g_{\Lambda}^4}
\approx s^{-\gamma/2} g^{\rho+4} y^{-2-\gamma}(2(\sqrt{y^2 + 1}) + 1)^2 \left( \frac{sy^2 + 2g^2(\sqrt{y^2 + 1})}{2(\sqrt{y^2 + 1})} \right)^{-1+\gamma/2}.
\]

Thus, since \( \gamma \in (0, 2) \), we have
\[
s_{\Lambda}\sigma(g_{\Lambda}, \theta_{\Lambda}) \frac{s\Phi(g)g^4}{s_{\Lambda}\Phi(g_{\Lambda})g_{\Lambda}^4} \gtrsim s^{-1} y^{-2-\gamma} g^{\rho+4},
\]
where we used \( \gamma/2 - 1 < 0 \) and \( y \leq y_1 \leq \frac{\sqrt{2}}{2} \). Therefore,
\[
\zeta_+(p) \gtrsim \frac{c}{p^0} \int_{\mathbb{R}^3} dq \frac{e^{-\phi}}{q^0} \sqrt{s} \int_{\pi/4}^{\pi/3} d\phi \int_0^{y_1} y dy \frac{y^2 - 1}{\sqrt{y^2 + 1}} y^{-2-\gamma} g^{\rho+4} + \langle p \rangle^{(\rho+\gamma)/2} \bigg|_{p^0 \leq 1}.
\]

Then we have
\[
\zeta_+(p) \gtrsim \frac{c}{p^0} \int_{\mathbb{R}^3} dq \frac{e^{-\phi}}{q^0} \sqrt{s} y^2 s^{-1} g^{\rho+4} \int_0^{y_1} y^{-2-\gamma} dy + \langle p \rangle^{(\rho+\gamma)/2} \bigg|_{p^0 \leq 1}
\gtrsim \frac{c}{p^0} \int_{\mathbb{R}^3} dq \frac{e^{-\phi}}{q^0} \sqrt{s} y_1 s^{-1} g^{4+\rho} y_1^{-2-\gamma} + \langle p \rangle^{(\rho+\gamma)/2} \bigg|_{p^0 \leq 1}.
\]

We further have on \( \phi \in [\pi/4, \pi/3] \), using also \( y \leq l \), that
\[
y_1^{2-\gamma} = \left( \frac{2lj \cos \phi}{4l^2 - j^2 \cos^2 \phi} \right)^{2-\gamma} \geq \left( \frac{lj}{4l^2 - j^2/4} \right)^{2-\gamma} \gtrsim \left( \frac{j}{7} \right)^{2-\gamma},
\]
as \( \cos \phi \geq \frac{1}{2} \). Altogether, we have
\[
\zeta_+(p) \gtrsim \frac{c}{p^0} \int_{\mathbb{R}^3} dq \frac{e^{-\phi}}{q^0} \sqrt{s} y s^{-1} g^{4+\rho} \left( \frac{j}{7} \right)^{2-\gamma} + \langle p \rangle^{(\rho+\gamma)/2} \bigg|_{p^0 \leq 1}
\gtrsim \frac{c}{p^0} \int_{\mathbb{R}^3} dq \frac{e^{-\phi}}{q^0} s^{-1} g^{4+\rho} j^{4-\gamma} l^{-2+\gamma} + \langle p \rangle^{(\rho+\gamma)/2} \bigg|_{p^0 \leq 1}.
\]

Now we recall (1.34), (1.51), (1.54) and note that \( \gamma \in (0, 2) \). Then we obtain
\[
\zeta_+(p) \gtrsim \frac{1}{p^0} \int_{\mathbb{R}^3} dq \frac{e^{-\phi}}{q^0} s^{-1} g^{1+\gamma+\rho} |p| q^{4-\gamma} s^{-1/2}(q^0 + q^0)^{-2+\gamma} + \langle p \rangle^{(\rho+\gamma)/2} \bigg|_{p^0 \leq 1}
\gtrsim \frac{1}{p^0} \int_{\mathbb{R}^3} dq \frac{e^{-\phi}}{q^0} s^{-1} g^{\rho+\gamma+\rho} |p| q^{4-\gamma} (p^0 q^0)^{-2+\gamma} + \langle p \rangle^{(\rho+\gamma)/2} \bigg|_{p^0 \leq 1}, \quad (2.5)
\]
above we also used (1.58). Further, since (1.52), we have

\[ s^{-1/2} \gtrsim (p^0 q^0)^{-1/2}. \]

If \( \gamma + \rho - 1 \geq 0 \), then from (1.54) and (1.57) we have

\[ g^{\gamma + \rho - 1} \geq \left( \frac{|p - q|}{\sqrt{p^0 q^0}} \right)^{\gamma + \rho - 1} = \left( \frac{|p^0 - q^0|}{\sqrt{p^0 q^0}} \right)^{\gamma + \rho - 1}. \]

Otherwise, when \( \gamma + \rho - 1 < 0 \), using (1.52) with (1.51) we have

\[ g^{\gamma + \rho - 1} \geq (p^0 q^0)^{\gamma/2 + \rho/2 - 1/2}. \]

Finally, we use the spherical-coordinate representation of \( q \mapsto (r, \theta_q, \phi_q) \). We let the \( z \)-axis be parallel to the direction of \( p \) such that \( \phi_q \) is the angle between \( p \) and \( q \). Then we have

\[
\eta_s(p) \gtrsim \frac{1}{p^0} \int_0^\infty dr r^2 e^{-\sqrt{1 + r^2}} \int_0^\pi d\phi_q \sin \phi_q \\
\times (p^0 q^0)^{-1/2} \min \left\{ \left( \frac{|p^0 - q^0|}{\sqrt{p^0 q^0}} \right)^{\gamma + \rho - 1}, \left( p^0 q^0 \right)^{\gamma/2 + \rho/2 - 1/2} \right\} \\
\times |p|^4 r^{4-\gamma} \sin^4 \phi_q (p^0 q^0)^{-2+\gamma} + \langle p \rangle^{(\rho + \gamma)/2} 1_{|p| \leq 1} \\
\approx |p|^{3-\gamma} (p^0 q^0)^{-1/2 + \gamma/2 + \rho/2 - 1/2 - 2 + \gamma} + \langle p \rangle^{(\rho + \gamma)/2} 1_{|p| \leq 1} \\
\approx |p|^{3-\gamma} (p^0 q^0)^{-4 + \gamma} + \langle p \rangle^{(\rho + \gamma)/2} 1_{|p| \leq 1}. \quad (2.6)
\]

Now we remark that if \( |p| \geq 1 \) then we have \( |p| \approx p^0 \). We conclude

\[ \zeta'(p) \geq \zeta_s(p) \gtrsim (p^0)^{\frac{3}{2} - \frac{\gamma}{2}}. \]

This completes the proof for the high-order lower bound of \( \zeta'(p) \).

Similarly, we can obtain the high-order lower bound of \( \zeta(p) \) from (1.45). Note that the only difference between \( \zeta(p) \) and \( \zeta'(p) \) from (1.45) and (1.40) is that the domain \( \mathbb{R}^3 \) with respect to \( q \) variable in (1.40) is now restricted to \( |q| \leq \frac{1}{2} |p|^{1/m} \) in (1.45). Then we note that the proof for the high-order lower bound of \( \zeta(p) \) is exactly the same as \( \zeta'(p) \) until (2.5) above except for the change from \( \int_{\mathbb{R}^3} dq \) into \( \int_{|q| \leq \frac{1}{2} |p|^{1/m}} dq \). Then in the spherical-coordinate representation of \( q \mapsto (r, \theta_q, \phi_q) \) for (2.6), we change the integral domain \( \int_{0}^{\infty} dr \) in (2.6) to \( \int_{\frac{1}{2} |p|^{1/m}}^{\infty} dr \). Then analogous to (2.6) we have

\[
\eta(p) \gtrsim \frac{1}{p^0} \int_{\frac{1}{2} |p|^{1/m}}^{\infty} dr r^2 e^{-\sqrt{1 + r^2}} \int_0^\pi d\phi_q \sin \phi_q \\
\times (p^0 q^0)^{-1/2} \min \left\{ \left( \frac{|p^0 - q^0|}{\sqrt{p^0 q^0}} \right)^{\gamma + \rho - 1}, \left( p^0 q^0 \right)^{\gamma/2 + \rho/2 - 1/2} \right\} \\
\times |p|^{4-\gamma} \sin^4 \phi_q (p^0 q^0)^{-2+\gamma} + \langle p \rangle^{(\rho + \gamma)/2} 1_{|p| \leq 1}. \quad (2.6)
\]
Now in the region $|q| \leq \frac{1}{2} |p|^{1/m}$ with $|p| \geq 1$ and $m \geq 1$ sufficiently large inside (2.6) we have
\[
\min \left\{ \left( \frac{|p^0 - q^0|}{\sqrt{p^0 q^0}} \right)^{\gamma + \rho - 1}, (p^0 q^0)^{\gamma/2 + \rho/2 - 1/2} \right\}
\gtrsim (p^0)^{\gamma/2 + \rho/2 - 1/2} \min \left\{ (q^0) - \gamma/2 - \rho/2 + 1/2, (q^0)^{\gamma/2 + \rho/2 - 1/2} \right\}
\]

We further have on $|p| \geq 1$ with $q^0 = \sqrt{1 + r^2}$ that
\[
\int_0^{\frac{1}{2} |p|^{1/m}} dr \frac{r^2 e^{-\sqrt{1 + r^2}}}{\sqrt{r^2 + 1}} \rho^{4-\gamma} \min \left\{ (q^0) - \gamma/2 - \rho/2, (q^0)^{\gamma/2 + \rho/2 - 1} \right\} (q^0)^{-2+\gamma}
\gtrsim \int_0^{\frac{1}{2} |p|^{1/m}} dr \frac{r^2 e^{-\sqrt{1 + r^2}}}{\sqrt{r^2 + 1}} \rho^{4-\gamma} \min \left\{ (q^0) - \gamma/2 - \rho/2, (q^0)^{\gamma/2 + \rho/2 - 1} \right\} (q^0)^{-2+\gamma} \gtrsim c_2^{-1},
\]
for some constant $c_2 > 0$ if $|p| \geq 1$. Therefore, the same proof with the modifications above works for the leading-order lower bound of $\zeta(p)$ from (1.45). In particular the estimate (2.6) continues to hold, and this completes the leading-order lower-bound estimates.

This completes the leading order lower bound estimates of $\zeta(p)$. In the next two sections, we will use the decomposition $\zeta(p) = \zeta_0(p) + \zeta_L(p)$ from (1.32) and (1.33) to obtain the leading order upper bound of $\zeta(p)$, and the lower order upper bounds of $\zeta_L(p)$ and $\tilde{\zeta}_L(p)$ from (1.39).

3. LEADING ORDER UPPER BOUND ESTIMATES

We now prove the following leading order upper bound estimate for $\zeta_0$ from (1.32) using the alternative representation (1.47):

**Proposition 3.1.** Suppose $\gamma \in (0, 2)$ in (1.20). Then for both hard (1.21) and soft (1.22) interactions, for (1.47) when $|p| \geq 1$, we have
\[
|\zeta_0(p)| \lesssim (p^0)^{\frac{\gamma}{\gamma - 1}}.
\]

This consequently implies the same uniform bound for $\zeta_{0,m}(p)$ from (1.43).

For the proof, we decompose $\zeta_0$ from (1.47) as $\zeta_0 = \zeta_1 + \zeta_2$ where
\[
\zeta_1 \stackrel{\text{def}}{=} \frac{c'}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} e^{-\frac{\dot{q}^2}{2q^0}} g \int_0^\infty \frac{r dr}{\sqrt{r^2 + s}} \frac{s_{\Lambda} \sigma(g_{\Lambda}, \theta_{\Lambda})}{s_{\Lambda} \Phi(g_{\Lambda})} \frac{s_{\Lambda} \Phi(g_{\Lambda})}{s_{\Lambda} \Phi(g_{\Lambda})} \times \left[ \exp \left( -\frac{p^0 + q^0}{4} \right) - \exp \left( -\frac{p^0 + q^0}{4\sqrt{s}} \sqrt{r^2 + s} \right) \right], \quad (3.1)
\]
\[
\zeta_2 \stackrel{\text{def}}{=} \frac{c'}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} e^{-\frac{\dot{q}^2}{2q^0}} g \int_0^\infty \frac{r dr}{\sqrt{r^2 + s}} \frac{s_{\Lambda} \sigma(g_{\Lambda}, \theta_{\Lambda})}{s_{\Lambda} \Phi(g_{\Lambda})} \frac{s_{\Lambda} \Phi(g_{\Lambda})}{s_{\Lambda} \Phi(g_{\Lambda})} \times \exp \left( -\frac{p^0 + q^0}{4\sqrt{s}} \sqrt{r^2 + s} \right) \left[ 1 - I_0 \left( \frac{|p^0 + q^0|}{2g\sqrt{s}} \right) \right]. \quad (3.2)
\]

Clearly, $\zeta_1$ is positive. We estimate $\zeta_1$ in Lemma 3.2 and then we will estimate $\zeta_2$ in Lemma 3.3; Proposition 3.1 then follows directly. First, we have
Lemma 3.2. Assuming either (1.21) or (1.22) with (1.20), then we have the following uniform asymptotic bound for $\zeta_1$ from (3.1):

$$\zeta_1(p) \lesssim (p^0)^{3/2}.$$  

Proof. The change of variables (1.48) on the representation (3.1) yields that

$$\zeta_1 = \frac{c'}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} e^{-\Phi(q^0)} \int_0^\infty \frac{2dk}{\sqrt{s}} \bigg[ \exp \left( -\frac{p^0 + q^0}{2} \right) \bigg]$$

$$\times \left[ \exp \left( -\frac{p^0 + q^0}{4} \right) - \exp \left( -\frac{p^0 + q^0}{4} \left( 1 + \frac{2k}{s} \right) \right) \right]$$

$$= \frac{c'}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} e^{-\Phi(q^0)} \int_{0}^{\infty} \frac{2dk}{\sqrt{s}} s_{\Lambda} \sigma(g_{\Lambda}, \theta_{\Lambda}) \frac{s \Phi(g)}{s \Phi(g_{\Lambda})} g_{\Lambda}^2 [1 - \exp \left( -\frac{(p^0 + q^0)k}{2s} \right)]$$

$$= \frac{c_4}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} e^{-\Phi(q^0)} \int_{0}^{\infty} \frac{2dk}{\sqrt{s}} s_{\Lambda} \sigma(g_{\Lambda}, \theta_{\Lambda}) \frac{s \Phi(g)}{s \Phi(g_{\Lambda})} g_{\Lambda}^2 [1 - \exp \left( -\frac{(p^0 + q^0)k}{2s} \right)]$$

Here $c_4 = 2c'$. We start by showing the upper-bound estimates of $\zeta_1$. By the fundamental theorem of calculus, we have

$$\zeta_1 = \frac{c_4}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} e^{-\Phi(q^0)} \int_{0}^{\infty} \frac{2dk}{\sqrt{s}} s_{\Lambda} \sigma(g_{\Lambda}, \theta_{\Lambda}) \frac{s \Phi(g)}{s \Phi(g_{\Lambda})} g_{\Lambda}^2 [1 - \exp \left( -\frac{(p^0 + q^0)k}{2s} \right)]$$

$$= \frac{c_4}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} e^{-\Phi(q^0)} \int_{0}^{\infty} \frac{2dk}{\sqrt{s}} s_{\Lambda} \sigma(g_{\Lambda}, \theta_{\Lambda}) \frac{s \Phi(g)}{s \Phi(g_{\Lambda})} g_{\Lambda}^2 \int_{0}^{1} d\theta \exp \left( -\frac{(p^0 + q^0)k}{2s} \right) \left( \frac{p^0 + q^0}{2s} \right).$$

Note that using (1.20), (1.21), (1.22), (1.23), (1.49), and (1.50), we have

$$\Phi(g) \approx g^2 \text{ and } \sigma_0(\cos \theta_{\Lambda}) \approx \left( \frac{k}{k + g^2} \right)^{1-\gamma/2} \approx g_{\Lambda}^{2+\gamma} k^{-1-\gamma/2}. \quad (3.4)$$

We will use this equivalence in the following developments.

We split into two cases: $k \leq 4$ and $k > 4$. First consider $k \leq 4$. We use $\exp \left( -\frac{(p^0 + q^0)^k}{2s} \right) \leq 1$ and $g \leq g_{\Lambda} = (g^2 + k)^{1/2}$ from (1.49), then when $k \leq 4$ we have

$$\zeta_1(p) \lesssim \frac{1}{p^0} \int_{\mathbb{R}^3} \frac{dq}{q^0} e^{-\Phi(q^0)} \int_{0}^{\infty} \frac{2dk}{\sqrt{s}} g_{\Lambda}^{2+\gamma} k^{-1-\gamma/2} \left( \frac{p^0 + q^0}{2s} \right)$$

$$\lesssim \int_{\mathbb{R}^3} dq e^{-\Phi(q^0)} k^{-2} \int_{0}^{4} dk \left( \frac{p^0 + q^0}{2s} \right). \quad (3.5)$$

Here we used $g_{\Lambda} \leq \sqrt{s}$ when $k \leq 4$. Since $\gamma \in (0, 2)$, the integral converges.

Now we use $g \lesssim \sqrt{p^0 q^0}$ from (1.51) and (1.52) in the hard interaction (1.21) case. Alternatively we will use $g \geq \frac{|p^0 - q^0|}{\sqrt{p^0 q^0}}$ from (1.54) in the soft interaction (1.22) case, and $s \lesssim p^0 q^0$ from (1.52). Then on $k \leq 4$ we further have

$$\zeta_1(p) \lesssim \int_{\mathbb{R}^3} dq e^{-\Phi(q^0)} \left( \frac{p^0 q^0}{2s} \right)^{\alpha/2} \lesssim \left( \frac{p^0}{2s} \right)^{\alpha/2},$$
for the hard interactions, and
\[ \zeta_1(p) \lesssim \int_{\mathbb{R}^3} dq \, e^{-q^0} \left( \frac{|p-q|}{\sqrt{p^0 q^0}} \right)^{-b} (p^0 q^0)^{\frac{\gamma-1}{2}}, \]
for the soft interactions.

On the other hand, when \( k > 4 \), we still have \((3.4)\) and \((3.3)\). Hence
\[
\zeta_1(p) \lesssim \frac{1}{p^0} \int_{\mathbb{R}^3} dq q^0 e^{-q^0} \sqrt{sg} \Phi(g) \int_{4}^{\infty} dk \frac{1 - \exp \left( -\frac{(p^0 + q^0)k}{2s} \right)}{k^{1+\gamma/2}(k + g^2)^{1-\gamma/2}}
\]
\[
\lesssim \frac{1}{p^0} \int_{\mathbb{R}^3} dq q^0 e^{-q^0} \sqrt{sg} \Phi(g) \int_{4}^{\infty} dk k^{-1-\gamma/2} \left[ 1 - \exp \left( -\frac{(p^0 + q^0)k}{2s} \right) \right]
\]
\[
\lesssim \int_{\mathbb{R}^3} dq q^0 e^{-q^0} \Phi(g) \int_{4}^{\infty} dk k^{-1-\gamma/2} \lesssim \int_{\mathbb{R}^3} dq q^0 e^{-q^0} (p^0 q^0)^{\frac{\gamma-1}{2}} \lesssim (p^0)^{\frac{\gamma-1}{2}}, \quad (3.6)
\]
Above we used \( g \lesssim \sqrt{s} \lesssim \sqrt{p^0 q^0} \) from \((1.51)-(1.52)\) and \( 1 - \exp \left( -\frac{(p^0 + q^0)k}{2s} \right) \lesssim 1 \).

Then, also using \( g \lesssim \sqrt{p^0 q^0} \) for hard interactions \((1.21)\) and \((1.54)\) for the soft interactions \((1.22)\), when \( k \geq 4 \), we have
\[
\zeta_1(p) \lesssim \int_{\mathbb{R}^3} dq q^0 e^{-q^0} g^{a+\gamma} \int_{4}^{\infty} dk k^{-1-\gamma/2} \lesssim \int_{\mathbb{R}^3} dq q^0 e^{-q^0} g^{a+\gamma}
\]
\[
\lesssim \int_{\mathbb{R}^3} dq q^0 e^{-q^0} (p^0 q^0)^{\frac{\gamma-1}{2}} \lesssim (p^0)^{\frac{\gamma-1}{2}}, \]
in the hard interaction case, and
\[
\zeta_1(p) \lesssim \int_{\mathbb{R}^3} dq q^{-b} e^{-q^0} \int_{4}^{\infty} dk k^{-1-\gamma/2} \lesssim \int_{\mathbb{R}^3} dq q^{-b} e^{-q^0} g^{-b+\gamma}
\]
\[
\lesssim \int_{\mathbb{R}^3} dq q^{-b} \left( \frac{|p-q|}{\sqrt{p^0 q^0}} \right)^{-b+\gamma} \lesssim (p^0)^{\frac{\gamma+b-1}{2}}, \]
in the soft interaction case. This completes the upper-bound estimate of \( \zeta_1 \). \( \square \)

On the other hand, we have the following upper-bound estimate for \( \zeta_2 \):

**Lemma 3.3.** Suppose \( \gamma \in (0, 2) \) in \((1.20)\). Then for both hard \((1.21)\) and soft \((1.22)\) interactions with \((1.23)\) we have the following uniform upper bound for \((3.2)\) when \( |p| \geq 1 \):
\[ |\zeta_2(p)| \lesssim (p^0)^{\frac{b+\gamma-1}{2}}. \]

**Proof.** We use the change of variables \( r \mapsto y \equiv \frac{r}{\sqrt{s}} \) on \((3.2)\). This yields
\[
\zeta_2 \overset{\text{def}}{=} \int_{\mathbb{R}^3} dq \, e^{-\frac{b}{2} q^0} \int_{\mathbb{R}^3} dq q^0 \sqrt{sg} \Phi(g) \int_{0}^{\infty} dy \frac{\sqrt{sg} \Phi(g)}{\sqrt{y^2 + 1}} \frac{\exp \left( -\frac{p^0 + q^0}{2} \sqrt{y^2 + 1} \right)}{\exp \left( -\frac{p^0 + q^0}{\sqrt{y^2 + 1}} \right) - 1}
\]
\[
\times \exp \left( -\frac{p^0 + q^0}{4} \sqrt{y^2 + 1} \right) \left[ 1 - I_0 \left( \frac{|p \times q|}{2g} y \right) \right],
\]
Recall (1.34). Note that \( \sigma(g_A, \theta_A) = \Phi(g_A)\sigma_0(\theta_A) \geq 0 \). Then we have

\[
\zeta_2 \overset{\text{def}}{=} \frac{e'}{p_0} e^{\gamma} \int_{\mathbb{R}^3} \frac{dq}{q^0} e^{-\frac{2}{p} q^0} \int_0^\infty \frac{\sqrt{y} dy}{\sqrt{y^2 + 1}} s\Phi(g)\sigma_0(\theta_A) \frac{g^4}{g_A^4} \times \exp \left( -l\sqrt{y^2 + 1} \right) \left[ 1 - I_0(jy) \right].
\] (3.7)

Note that \( I_0 \geq 1 \) so that \( \zeta_2 \leq 0 \). By (2.2), using \( g^2 \leq s \) from (1.51) we have

\[
\sigma_0(\theta_A) \lesssim (y^2 + \sqrt{y^2 + 1})^{1+\gamma/2} y^{-2-\gamma},
\]

Plugging this into (3.7), we have

\[
|\zeta_2| \lesssim \frac{1}{p^0} e^{\gamma} \int_{\mathbb{R}^3} \frac{dq}{q^0} e^{-\frac{2}{p} q^0} s\sqrt{s}\Phi(g) \int_0^\infty \frac{y^{-1-\gamma} dy}{\sqrt{y^2 + 1}} (y^2 + \sqrt{y^2 + 1})^{1+\gamma/2} \times \exp \left( -l\sqrt{y^2 + 1} \right) [I_0(jy) - 1],
\] (3.8)

where we also used \( \frac{4}{g_A} \leq 1 \) from (1.35). Also note that

\[
\exp \left( -l\sqrt{y^2 + 1} \right) = \exp(-l) \exp \left( -l(\sqrt{y^2 + 1} - 1) \right) = e^{-\frac{p^0}{4} - \frac{q^0}{4}} \exp \left( -l(\sqrt{y^2 + 1} - 1) \right).
\]

Plugging this into (3.8), we have

\[
|\zeta_2| \lesssim \frac{1}{p^0} e^{\gamma} \int_{\mathbb{R}^3} \frac{dq}{q^0} e^{-\frac{2}{p} q^0} s\sqrt{s}\Phi(g) Y(p, q),
\] (3.9)

where we define

\[
Y(p, q) \overset{\text{def}}{=} \int_0^\infty \frac{y^{-1-\gamma} dy}{\sqrt{y^2 + 1}} (y^2 + \sqrt{y^2 + 1})^{1+\gamma/2} \times \exp \left( -l(\sqrt{y^2 + 1} - 1) \right) [I_0(jy) - 1].
\] (3.10)

For the upper-bound estimate of \( Y(p, q) \) we split the region \([0, \infty)\) into two:

\[
Y(p, q) = \tilde{Y}_1(p, q) + \tilde{Y}_2(p, q),
\]

where \( \tilde{Y}_1(p, q) \) is the integral in (3.10) restricted to the integration region \( y \geq 1 \) and then \( \tilde{Y}_2(p, q) \) is the expression in (3.10) on the integration region \( 0 < y < 1 \).

First we consider the case \( \tilde{Y}_1(p, q) \) that \( y \geq 1 \). When \( y \geq 1 \), we have

\[
\frac{y^{-1-\gamma}}{\sqrt{y^2 + 1}} (y^2 + \sqrt{y^2 + 1})^{1+\gamma/2} \lesssim \frac{y^{-1-\gamma}}{\sqrt{y^2 + 1}} (y^3)^{1+\gamma/2} \lesssim \frac{y}{\sqrt{y^2 + 1}}.
\]

Therefore, on the region \( y \geq 1 \), using (1.65) we have

\[
\tilde{Y}_1(p, q) \lesssim \exp(l) \int_1^\infty dy \frac{y}{\sqrt{y^2 + 1}} \exp(-l\sqrt{y^2 + 1}) I_0(jy) \lesssim \exp(l) J_2(l, j).
\]

By (1.69) we then have

\[
\tilde{Y}_1(p, q) \lesssim \exp(l) \frac{\exp(-\sqrt{l^2 - j^2})}{\sqrt{l^2 - j^2}}.
\]
Since \( p^0 - q^0 \leq |p - q| \) from (1.57), we have
\[
\exp \left( \frac{p^0 - q^0 - |p - q|}{4} \right) \leq 1. \tag{3.11}
\]
Thus, using (1.56), (1.61), (1.62) and (3.11) we have
\[
\tilde{Y}_1(p, q) \lesssim \exp \left( \frac{p^0 + q^0 - \sqrt{s}}{4g} |p - q| \right) \frac{4g}{\sqrt{s}|p - q|} \lesssim \exp \left( \frac{p^0}{2} \right) \exp \left( \frac{p^0 - q^0 - |p - q|}{4} \right) \frac{4}{\sqrt{s}} \lesssim \exp \left( \frac{q^0}{\sqrt{s}} \right).
\]
Now we will use \( \Phi(g) \approx g^\rho \) from (1.21)-(1.23). In the hard interaction case (1.21) we use (1.54) and (1.53) in (3.9) to conclude that
\[
\left[ \zeta_2 \right]_{y > 1} \lesssim \int_{\mathbb{R}^3} dq \frac{\exp \left( -\frac{y^0}{2} \right)}{|p - q|} (p^0 q^0)^{\frac{\gamma + 1}{2}} \lesssim (p^0)^{\frac{\gamma - 1}{2}}. \tag{3.12}
\]
Then in the soft interaction case (1.22), using \( b < 2 \), we use (1.52) and (1.54) to obtain
\[
\left[ \zeta_2 \right]_{y > 1} \lesssim \int_{\mathbb{R}^3} dq \frac{\exp \left( -\frac{y^0}{2} \right)}{|p - q|^{1+b}} (p^0 q^0)^{\frac{\gamma + 1}{2}} \lesssim (p^0)^{-\frac{\gamma}{2} - \frac{1}{2}}. \tag{3.13}
\]
Here \( \left[ \zeta_2 \right]_{y > 1} \) is \( \zeta_2 \) restricted to the integration region \( y > 1 \) using the convention (1.18). This completes the proof for the upper bound of \( \zeta_2 \) when \( y \geq 1 \).

Alternatively, using (3.10) we will show that \( |\zeta_2| \) on \( 0 < y < 1 \) is bounded uniformly from above by \( (p^0)^{\frac{\gamma}{2} - \frac{\gamma}{2}} \). We prove this using the known Taylor expansion of the modified Bessel function of the first kind \( I_0 \) [26] as follows:
\[
I_0(jy) = \sum_{M=0}^{\infty} \frac{1}{(M!)^2} \left( \frac{jy}{2} \right)^{2M}.
\]
Now, since \( y < 1 \), recalling (3.10) we have
\[
\frac{y^{-1-\gamma}}{\sqrt{y^2 + 1}} (y^2 + \sqrt{y^2 + 1})^{1+\gamma/2} \lesssim y^{-1-\gamma},
\]
and
\[
\exp \left( -t(\sqrt{y^2 + 1} - 1) \right) = \exp \left( -t \frac{y^2}{\sqrt{y^2 + 1} + 1} \right) \leq \exp \left( -t \frac{y^2}{\sqrt{2} + 1} \right).
\]
Therefore, by (3.10), we have
\[
\tilde{Y}_2(p, q) \lesssim \int_0^1 dy \ y^{-1-\gamma} \exp \left( -t \frac{y^2}{\sqrt{2} + 1} \right) \sum_{M=1}^{\infty} \frac{1}{(M!)^2} \left( \frac{jy}{2} \right)^{2M} \lesssim \frac{1}{(M!)^2} \left( \frac{jy}{2} \right)^{2M} \int_0^1 dy \ y^{-1-\gamma+2M} \exp (-cy^2),
\]
where we define
\[
c \overset{\text{def}}{=} \frac{1}{1 + \sqrt{2}}. \tag{3.14}
\]
For $M \geq 1$, we further define
\[
Y_M \overset{\text{def}}{=} \int_0^1 dy \, y^{-1-\gamma + 2M} \exp \left( -c y^2 \right).
\]

Here we take a change of variables $y \mapsto z = ly^2$ with $dz = 2lydy$ and obtain
\[
Y_M \leq \frac{l^{2-M}}{2} \int_0^\infty dz \, z^{-1-\gamma/2 + M} \exp(-cz)
\]
\[
\leq \frac{l^{2-M}}{2} \int_0^\infty dz \, z^{-1-\gamma/2 + M} \exp(-cz)
\]
\[
\leq \frac{l^{2-M}}{2} 3^{M-1} \sup_{z \in [0, \infty)} \left\{ \left( \frac{z}{3} \right)^{M-1} \exp \left( -\frac{z}{3} \right) \right\} \int_0^\infty dz \, z^{-\gamma/2} \exp \left( -(c - 1/3)z \right)
\]
\[
\leq C_1 3^M \sup_{z \in [0, \infty)} \left\{ \left( \frac{z}{3} \right)^{M-1} \exp \left( -\frac{z}{3} \right) \right\} l^{2-M},
\]
where the constant $C_1$ is uniformly bounded since $\gamma \in (0, 2)$ as
\[
C_1 \overset{\text{def}}{=} \frac{1}{6} \int_0^\infty dz \, z^{-\gamma/2} \exp \left( -(c - 1/3)z \right) < \infty.
\]

This holds because $c > 1/3$ from (3.14). We use the Stirling formula error bounds to obtain
\[
\sup_{z \in [0, \infty)} \left\{ \left( \frac{z}{3} \right)^{M-1} \exp \left( -\frac{z}{3} \right) \right\} \leq \frac{1}{\sqrt{2\pi}} \frac{(M-1)!}{\sqrt{M-1}} \leq \frac{1}{\sqrt{4\pi}} \frac{M!}{M} \text{ if } M \geq 2.
\]

Alternatively if $M = 1$ we have the bound
\[
\sup_{z \in [0, \infty)} \left\{ \exp \left( -\frac{z}{3} \right) \right\} \leq 1, \text{ if } M = 1.
\]

Therefore we have the general bound
\[
Y_M \leq C_1 3^M \frac{M!}{\sqrt{M}} l^{2-M}, \quad M \geq 1. \tag{3.15}
\]

We will use this bound to estimate $[\zeta_2]_{0 < y < 1}$ using the convention (1.18).

First we notice that using (1.34) we have
\[
\hat{j}^{2M} l^{2-M} \leq (q^0)^M \hat{l}^2,
\]
where to prove (3.16) we used $\hat{j} = \mathcal{J}(\hat{l}) \leq q^0$ which follows from (1.55) as
\[
\frac{\hat{j}}{\hat{l}} = \frac{|p \times q|^2}{g^2 (p^0 + q^0)} \leq \frac{p^0 q^0}{p^0 + q^0} \leq q^0. \tag{3.17}
\]

Now we plug (3.15) and (3.16) into (3.9) with $\hat{Y}_2(p, q)$, to obtain
\[
[\zeta_2]_{0 < y < 1} \lesssim \frac{1}{p^0} \int_{\mathbb{R}^3} dq \, e^{-q_0^0} g^{-|s\sqrt{s}\Phi(g)|} l^{2} \sum_{M=1}^\infty \frac{1}{M! \sqrt{M}} \left( \frac{3}{4} \right)^M (q^0)^M
\]
\[
\lesssim \frac{1}{p^0} \int_{\mathbb{R}^3} dq \, e^{-q_0^0} g^{-|s\sqrt{s}\Phi(g)|} l^{2} \exp \left( \frac{3}{4} q^0 \right).
\]
We use $\Phi(g) \approx g^p$ with $-2 < \rho$ from (1.23). In the hard interaction case (1.21), we will use (1.60), (1.54) and (1.53) to conclude that

$$[\zeta_2]_{0 < y < 1} \lesssim \int_{\mathbb{R}^3} \frac{dc e^{-\frac{c^2}{p}}}{|p - q|^b} (p^0 q^0)^{\frac{1}{2} + \frac{1}{2} + \frac{1}{2}} \lesssim (p^0)^{\frac{1}{2} + \frac{1}{2}}. \quad (3.18)$$

And in the soft interaction case (1.22) we will use (1.54) and (1.52) to obtain

$$[\zeta_2]_{0 < y < 1} \lesssim \int_{\mathbb{R}^3} dq \frac{e^{-\frac{q^2}{p}}}{|p - q|^{1+b}} (p^0 q^0)^{\frac{1}{2} + \frac{1}{2} + \frac{1}{2}} \lesssim (p^0)^{-\frac{1}{2} + \frac{1}{2}}, \quad (3.19)$$

where we recall that $1 + b < 3$. This proves that $[\zeta_2]_{0 < y < 1}$ has the leading order upper bound.

Thus we obtain Proposition 3.1 by combining Lemmas 3.2 and 3.3. In the next section, we will prove that the remainder terms $\zeta_L$ from (1.33), and $\tilde{\zeta}_{L,m}$ from (1.42) have lower order upper bounds. We will also prove that $\tilde{\zeta}_1(p)$ from (1.41) has a lower order upper bound in Proposition 4.3.

4. Lower order upper bound estimates

In this section, we study the upper bound estimates of $\zeta_L$ from (1.33), $\tilde{\zeta}_{L,m}$ from (1.42) and $\tilde{\zeta}_1(p)$ from (1.41), which together form part of $\zeta_L$ in (1.46). Our goal will be to prove that $|\zeta_L(p)|$, $|\tilde{\zeta}_{L,m}(p)|$, and $|\tilde{\zeta}_1(p)|$ have lower order upper bounds.

4.1. Lower order upper bound for $\zeta_L(p)$. For the proof of the lower order upper bound of $|\zeta_L|$ we will use the representation in (1.33). We have the following uniform asymptotic bound:

**Proposition 4.1.** Suppose $\gamma \in (0, 2)$ in (1.20). Then for both hard (1.21) and soft (1.22) interactions, for (1.33) when $|p| \geq 1$, we have

$$|\zeta_L(p)| \lesssim (p^0)^{\frac{1}{2}}.$$  

This bound then automatically also holds for $|\zeta_{L,m}(p)|$ from (1.42).

**Proof.** By (1.33) and the definition of $l$ and $j$ of (1.34) we have

$$\zeta_L \overset{\text{df}}{=} \int_{\mathbb{R}^3} dq \frac{e^{-\frac{q^2}{p}}}{q^0} \frac{\sqrt{s}}{g} \times \int_0^\infty \frac{ydy}{\sqrt{y^2 + 1}} s_A \sigma(g_A, \theta_A) \exp \left(-l \sqrt{y^2 + 1}\right) I_0(\gamma y) \left(\frac{s\Phi(g)g^4}{s_A \Phi(g_A)g_A^4} - 1\right). \quad (4.1)$$

In the hard interaction case (1.21), we have $\frac{\Phi(g)}{\Phi(g_A)} = \left(\frac{g}{g_A}\right)^a$ with $a < 2$. Since $g \lesssim g_A$ from (1.35), we have $\frac{\Phi(g)}{\Phi(g_A)} \geq g^2 / g_A^2$. Then this implies

$$\left|\frac{s\Phi(g)g^4}{s_A \Phi(g_A)g_A^4} - 1\right| = 1 - \frac{s\Phi(g)g^4}{s_A \Phi(g_A)g_A^4} \leq 1 - \frac{s g^6}{s A g_A^6} = \frac{s_A g_A^6 - s g^6}{s A g_A^6}.$$  

Further note that we have

$$s_A g_A^6 - s g^6 = (g_A^8 - g^8) + 4(g_A^6 - g^6)$$

$$= (g_A^7 - g^7)(g_A^2 + g^2) + 4g_A^4 + 4g_A^2 g^2 + 4g^4)$$

$$\lesssim \frac{s}{2} \left(\sqrt{y^2 + 1} - 1\right) g_A s,$$  

and...
since \( g_A^2 - g^2 = \frac{s}{2}(\sqrt{y^2 + 1} - 1) \) from (1.35), \( s_A \overset{\text{def}}{=} g_A^2 + 4 \) and again \( g \leq g_A \).

Therefore, we have

\[
\left| \frac{s \Phi(g) g^4}{s_A \Phi(g_A) g_A^4} - 1 \right| \leq \frac{s_A g_A^6 - s g^6}{s_A g_A^4} \leq \frac{s}{2}(\sqrt{y^2 + 1} - 1). \tag{4.2}
\]

This is the main estimate for this difference in the hard interaction case.

We now consider the same estimate in the soft interaction case (1.22). Since \( g \leq g_A \) and \( \frac{\Phi(g)}{\Phi(g_A)} = \left( \frac{g}{g_A} \right)^{-b} \) with \( b \in [\gamma, 2) \), then we have \( \frac{\Phi(g)}{\Phi(g_A)} \geq 1 \). Then \( b \in [\gamma, 2) \) further implies

\[
1 - \frac{s \Phi(g) g^4}{s_A \Phi(g_A) g_A^4} \leq 1 - \frac{s_A g_A^4 - s g^4}{s_A g_A^4}.
\]

In this case we also have

\[
s_A g_A^4 - s g^4 = (g_A^6 - g^6) + 4(g_A^4 - g^4) = (g_A^2 - g^2) \left( g_A^4 + g_A^2 g^2 + g^4 + 4g_A^2 g^2 \right) \leq \frac{s}{2}(\sqrt{y^2 + 1} - 1)(3g_A^4 + 8g_A^2)
\]

\[
\leq \frac{s}{2}(\sqrt{y^2 + 1} - 1)g_A^2 s_A,
\]

because again \( g_A^2 - g^2 = \frac{s}{2}(\sqrt{y^2 + 1} - 1) \) from (1.35). Therefore, we have

\[
\left| \frac{s \Phi(g) g^4}{s_A \Phi(g_A) g_A^4} - 1 \right| \leq \frac{s_A g_A^4 - s g^4}{s_A g_A^4} \leq \frac{s}{2}(\sqrt{y^2 + 1} - 1). \tag{4.3}
\]

Note that in both the hard interaction case and the soft interaction case the final upper bounds are the same in (4.2) and (4.3).

In both cases, then plugging (4.2) and (4.3) into (4.1) we have

\[
|\zeta_L| \overset{\text{def}}{=} \int_{\mathbb{R}^3} dq \frac{e^{-\frac{1}{2}q^2}}{q^3} \frac{1}{g} s^{1/2}K_2(p, q), \tag{4.4}
\]

where we define \( K_2 = K_2(p, q) \) by

\[
K_2 \overset{\text{def}}{=} \int_0^\infty \frac{dy dy_1}{\sqrt{y^2 + 1}} s_A \sigma(g_A, \theta_A) \exp \left( -l \sqrt{y^2 + 1} \right) I_0 (jy) \frac{s}{2}(\sqrt{y^2 + 1} - 1). \tag{4.5}
\]

We will split into two cases: \( y \leq 1 \) and \( y > 1 \). We write \( K_2 = K_{2, \leq 1} + K_{2, > 1} \) below where \( K_{2, \leq 1} \) and \( K_{2, > 1} \) denote \( K_2 \) on \( y \leq 1 \) and \( y \geq 1 \), respectively.

First let us generally estimate the kernel. We will use the product form (1.19) with the estimates (1.21)-(1.22)-(1.23) to obtain

\[
s_A \sigma(g_A, \theta_A) \frac{s}{2}(\sqrt{y^2 + 1} - 1) \approx s_A g_A^{6-2} \sigma_0(\theta_A) (\sqrt{y^2 + 1} - 1) \approx \frac{s_A g_A^6 \sigma_0(\theta_A) g^2}{g_A^4 (\sqrt{y^2 + 1} + 1)}.
\]

Additionally using (2.2) with (2.3) we have

\[
\sigma_0(\theta_A) \approx \left( \frac{s}{g_A^2} \frac{y^2}{2(\sqrt{y^2 + 1} + 1)} \right)^{1-\gamma/2} \lesssim y^{-2-\gamma} (\sqrt{1 + y^2})^{1+\gamma/2} \left( \frac{g_A^2}{s} \right)^{1+\gamma/2}
\]
We plug this into the previous estimate to obtain
\[
s_{\Lambda}(g_\Lambda, \theta_\Lambda) \frac{2}{3} \left( \sqrt{y^2 + 1} - 1 \right) \lesssim y^{-\gamma}(1 + y^2)^{1/2} s_{\Lambda} g^p_\Lambda \left( \frac{g^3_\Lambda}{\rho} \right)^{1 + \gamma/2}.
\]
\[
\lesssim y^{-\gamma}(1 + y^2)^{1/2} s_{\Lambda} g^p_\Lambda \left( \frac{g^3_\Lambda}{\rho} \right)^{1 + \gamma/2}.
\]
We conclude from (1.63) and the above that in general we have
\[
s_{\Lambda}(g_\Lambda, \theta_\Lambda) \frac{2}{3} \left( \sqrt{y^2 + 1} - 1 \right) \lesssim y^{-\gamma}(1 + y^2)^{1/2} s_{\Lambda} g^p_\Lambda \lesssim y^{-\gamma}(1 + y^2)^{(1 + \gamma)/2} s_{\Lambda} g^p_\Lambda.
\]
In particular, recalling (1.21)-(1.22)-(1.23) and using (4.2), (4.3), and (1.63), then in general we have
\[
s_{\Lambda}(g_\Lambda, \theta_\Lambda) \left| \frac{s\Phi(g) y^4}{s_{\Lambda}(g_\Lambda) g^p_\Lambda} - 1 \right| \lesssim s y^{-\gamma}(1 + y^2)^{1 + \gamma/2}, \quad \forall 0 \leq y \leq 1.
\]
This holds in particular since \( a < 2 \) in (1.21). Here we define
\[
S \overset{\text{def}}{=} s^{1 + \frac{\gamma}{2}} \text{ for hard interactions (1.21),}
\]
\[
\overset{\text{def}}{=} s g^{-b} \text{ for soft interactions (1.22).}
\]
These are the specific estimates that we will use on the kernel of (4.5).

Now we return to estimating (4.5) on the region when \( y \leq 1 \). Then using the above calculations we have the following bound for \( |K_{2, \leq 1}| \):
\[
|K_{2, \leq 1}| \lesssim \int_0^1 dy \ y^{1-\gamma}(1 + y^2)^{(1 + \gamma)/2} \exp \left( -l \sqrt{y^2 + 1} \right) I_0(jy)
\]
\[
\lesssim \int_0^1 dy \ y^{1-\gamma} \exp \left( -l \sqrt{y^2 + 1} \right) I_0(jy) \lesssim S K_\gamma(l, j),
\]
where we used \( (1 + y^2)^{(1 + \gamma)/2} \lesssim 1 \) as \( y \in (0, 1) \), and \( \gamma > 0 \). Since \( \gamma \in (0, 2) \), this integral converges. In the last upper bound we used (1.64). From (1.68) we conclude
\[
|K_{2, \leq 1}| \lesssim S \exp \left( -\sqrt{l^2 - j^2} \right).
\]
This completes our estimate on the region when \( y \leq 1 \).

On the other region when \( y > 1 \), using (4.6) and (4.7), for the integral defined in (4.5) we have for both hard and soft interactions, that
\[
|K_{2, > 1}| \lesssim \int_1^\infty dy \ (y^2 + 1)^{1/2} \exp \left( -l \sqrt{y^2 + 1} \right) I_0(jy) \lesssim S K_\gamma(l, j).
\]
Here \( K_\gamma(l, j) \) is defined in (1.66). The formula for \( K_2 \) is (1.70) and we have
\[
\tilde{K}_2(l, j) \lesssim (\sqrt{l^2 - j^2})^{-5} \exp(-\sqrt{l^2 - j^2}) \exp(-1/2 - j^2 + 1)f^2.
\]
By (1.61), we have \( l^2 - j^2 = \frac{8}{16g} |p - q|^2 \). Thus, we obtain
\[
\tilde{K}_2(l, j) \lesssim \left( \frac{1}{\sqrt{l^2 - j^2}} \right)^3 \left( 1 + \frac{1}{l^2 - j^2} \right) \exp(-\sqrt{l^2 - j^2})
\]
\[
\lesssim \left( \frac{p^0 + q^0}{16} \right)^2 \left( \frac{4g}{\sqrt{s} |p - q|^2} \right)^3 \left( 1 + \left( \frac{4g}{\sqrt{s} |p - q|} \right)^2 \right) \exp(-\sqrt{l^2 - j^2}).
\]
We point out that due to \((1.56)\) the above is not singular when \(|p - q| = 0\).

Note that using \((1.51)\) and \((1.56)\) we have
\[
1 + \left(\frac{4g}{\sqrt{s}|p - q|}\right)^2 \leq 1 + \frac{16}{s} \lesssim 1. \tag{4.10}
\]

Also using \(g \lesssim \sqrt{s}\), which follows from \((1.51)\), we have
\[
\hat{K}_2(l, j) \lesssim \frac{(p^0 + q^0)^2}{16} \left(\frac{4g}{\sqrt{s}|p - q|}\right)^3 \exp(-\sqrt{l^2 - j^2})
\]
\[
\lesssim \frac{(p^0 + q^0)^2}{|p - q|^3} \exp(-\sqrt{l^2 - j^2}). \tag{4.11}
\]

We will use estimate \((4.11)\) to control the size of \(|K_{2, \geq 1}|\) below.

We will now to use the region \(|q| \leq \frac{4}{7}|p|^{1/m}\) and \(|p| \geq 1\) to complete our estimate of \(|K_{2, \geq 1}|\). Then later we will do separate estimates on the complementary region: \(|q| \geq \frac{4}{7}|p|^{1/m}\). Now since \(|q| \leq \frac{4}{7}|p|^{1/m}, m > 1\) and \(|p| \geq 1\), then we have
\[
\frac{p^0}{4} \leq \frac{|p|}{2} \leq |p - q| \leq \frac{3}{2}|p|, \tag{4.12}
\]
and
\[
1 \leq q^0 \leq 2(p^0)^{1/m}. \tag{4.13}
\]
Thus we have
\[
\frac{(p^0 + q^0)^2}{|p - q|^3} \lesssim \frac{1}{p^0}. \tag{4.14}
\]

Hence we obtain from \((4.11)\) that
\[
\hat{K}_2(l, j) \lesssim \frac{1}{p^0} \exp(-\sqrt{l^2 - j^2}). \tag{4.14}
\]

We therefore conclude from \((4.14)\) that
\[
|K_{2, \geq 1}| \lesssim \frac{1}{p^0} \exp \left(-\sqrt{l^2 - j^2}\right). \tag{4.15}
\]

By \((4.7)\), \((4.8)\) and \((4.15)\), using \((1.18)\) we finally obtain
\[
[|\zeta_L(p)|]_{|q| \lesssim \frac{4}{7}|p|^{1/m}} \lesssim \frac{1}{p^0} \int_{|q| \leq \frac{4}{7}|p|^{1/m}} dq \frac{\sqrt{s}}{g} e^{-\frac{q^0}{4}} S \exp \left(-\sqrt{l^2 - j^2}\right)
\]
\[
\lesssim \frac{1}{p^0} \int_{|q| \leq \frac{4}{7}|p|^{1/m}} dq \frac{\sqrt{s}}{q^0} e^{-\frac{q^0}{4}} S \exp \left(\frac{p^0 - q^0}{4} - \sqrt{l^2 - j^2}\right). \tag{4.16}
\]

We will use the inequality above to obtain the final upper bounds.

In the hard interaction case \((1.21)\), we use \((1.52)\), \((1.54)\) and \((1.62)\) to obtain
\[
[|\zeta_L(p)|]_{|q| \leq \frac{4}{7}|p|^{1/m}} \lesssim \int_{\mathbb{R}^3} dq \frac{(p^0 q^0)^{1/2}}{|p - q|} e^{-\frac{q^0}{4}} \exp \left(\frac{p^0 - q^0 - |p - q|}{4}\right). \tag{4.16}
\]

Therefore, from \((3.11)\) we have
\[
[|\zeta_L(p)|]_{|q| \leq \frac{4}{7}|p|^{1/m}} \lesssim (p^0)^{\frac{5}{2}}. \tag{4.17}
\]
In the soft interaction case (1.22), we use (1.54) and (1.62) to obtain
\[
[|\zeta_L(p)|]_{|q| \leq \frac{1}{2}|p|^{1/m}} \lesssim \int_{|q| \leq \frac{1}{2}|p|^{1/m}} dq \left( \frac{p^0 q^0}{|p - q|^{1+b}} \right)^{\frac{1}{2}+1} e^{-\frac{q^0}{4}} \exp \left( \frac{p^0 - q^0 - |p-q|}{4} \right). \tag{4.17}
\]
By (3.11), since \( b < 2 \), we then have
\[
[|\zeta_L(p)|]_{|q| \leq \frac{1}{2}|p|^{1/m}} \lesssim (p^0)^{\frac{1}{2}+1} \int_{\mathbb{R}^3} dq \ |p - q|^{-1-b} e^{-\frac{q^0}{4}} (q^0)^{\frac{1}{2}+1} \lesssim (p^0)^{-\frac{3}{2}}.
\]
This completes the desired estimates on the region \(|q| \leq \frac{1}{2}|p|^{1/m}\).

Next we perform the estimates on the complementary region where \(|q| > \frac{1}{2}|p|^{1/m}\), \(|p| \geq 1\) and \( m > 1 \). Therefore, in this region we have
\[
q^0 > |q| > \frac{1}{2} (|p|^2)^{\frac{1}{2m}} \geq \frac{1}{2} \left( \frac{1}{2} \right)^{\frac{1}{2m}} (p^0)^{\frac{1}{m}}.
\]
Then, for some \( c = c_m > 0 \), we have additional exponential decay from
\[
e^{-q^0} = e^{-q^0/2} e^{-q^0/2} \leq e^{-q^0/2} e^{-(p^0)^{1/m}}, \tag{4.18}
\]
Then with (4.18) we have exponential decay in \( p^0 \).

Now we need to replace the estimates on \( \tilde{K}_2(l,j) \) above, which is defined in (1.66). Recalling the estimates (4.9) and (4.10), instead of (4.11) we use (1.51) and (1.56) to obtain
\[
\tilde{K}_2(l,j) \lesssim (p^0 + q^0)^2 \left( \frac{4g}{\sqrt{s}|p - q|} \right)^3 \exp(-\sqrt{l^2 - j^2}) \lesssim (p^0 + q^0)^2 \exp(-\sqrt{l^2 - j^2}). \tag{4.19}
\]
We conclude from the above estimate, recalling also (4.7), that
\[
|K_{2,\geq 1}| \lesssim S(p^0 + q^0)^2 \exp(-\sqrt{l^2 - j^2}).
\]
Then by (4.4), (4.5), (4.7), (4.8) and the above, we further obtain
\[
[|\zeta_L(p)|]_{|q| \geq \frac{1}{2}|p|^{1/m}} \lesssim \frac{1}{p^0} e^{\frac{q^0}{4}} \int_{|q| > \frac{1}{2}|p|^{1/m}} dq \frac{\sqrt{s}}{q^0} S(p^0 + q^0)^2 e^{-\frac{q^0}{4}} \exp \left( -\frac{p^0 - q^0}{4} - \sqrt{l^2 - j^2} \right)
\approx \frac{1}{p^0} \int_{|q| > \frac{1}{2}|p|^{1/m}} dq \frac{\sqrt{s}}{q^0} S(p^0 + q^0)^2 e^{-\frac{q^0}{4}} \exp \left( -\frac{p^0 - q^0}{4} - \sqrt{l^2 - j^2} \right)
\lesssim p^0 e^{-c(p^0)^{1/m}} \int_{|q| > \frac{1}{2}|p|^{1/m}} dq \frac{\sqrt{s}}{q^0} S(p^0 + q^0)^2 e^{-\frac{q^0}{4}} \exp \left( -\frac{p^0 - q^0}{4} - \sqrt{l^2 - j^2} \right),
\]
where in the last inequality we used (1.58), (1.62), (3.11) and (4.18). Then from the same procedures we used to prove (4.16) and (4.17), using the exponential decay in \( p^0 \) above, we obtain for some uniform \( c' > 0 \) that
\[
[|\zeta_L(p)|]_{|q| \geq \frac{1}{2}|p|^{1/m}} \lesssim e^{-c'(p^0)^{1/m}}. \tag{4.20}
\]
Combining the previous estimates, this completes the proof.

This completes the proof of the lower order upper bound estimates for \( \zeta_L \) from (1.33). Next, we prove that \( \hat{\zeta}_{L,m} \), from (1.44) has a lower order upper bound.
4.2. Lower order upper bound for $\tilde{\zeta}_{L,m}$. We now prove the following proposition:

**Proposition 4.2.** Suppose $\gamma \in (0, 2)$ in (1.20), and recall (1.23). For any given small $\varepsilon > 0$, assume that $m$ is sufficiently large such that $\frac{|q|+8}{2m} \leq \varepsilon$. Then for both hard (1.21) and soft (1.22) interactions there exists a finite constant $C_\varepsilon > 0$ such that for (1.44) we have the following uniform asymptotic estimate

$$\left| \tilde{\zeta}_{L,m}(p) \right| \leq C_\varepsilon (p^0)^{\frac{3}{2} + \varepsilon}.$$

We recall (1.39) and (1.44) with (1.18). Then we use the following representation in this section (implicitly assuming $|p| \geq 1$):

$$\tilde{\zeta}_{L,m}(p) = \frac{c'}{p^0} \int_{|q| \leq \frac{1}{2}|p|^{1/m}} \frac{dq}{q^0} \frac{e^{-q^0} \sqrt{s}}{g} \int_0^\infty y dy \frac{y s A A(g_A, \theta_A) \left( 1 - \frac{s \Phi(g) g^4}{s A \Phi(g_A) g_A^3} \right)}{\sqrt{y^2 + 1}} \times \left( \exp(2l - 2l \sqrt{y^2 + 1}) I_0(2jy) - \exp(l - l \sqrt{y^2 + 1}) I_0(jy) \right) \equiv \tilde{\zeta}_L^1 - \tilde{\zeta}_L^2.$$

The splitting of $\tilde{\zeta}_L$ into $\tilde{\zeta}_L^1$ and $\tilde{\zeta}_L^2$ allows us to realize $\tilde{\zeta}_L^2 = -\tilde{\zeta}_{L,m}$ from (1.42) with (1.33) and the lower order upper bound estimate for $\tilde{\zeta}_L$ was already given in Proposition 4.1.

**Proof.** Based on the above discussion, in this proof we only need to give the asymptotic upper bound for $\tilde{\zeta}_L^1$. We start with

$$\tilde{\zeta}_L^1 = \frac{c'}{p^0} \int_{|q| \leq \frac{1}{2}|p|^{1/m}} \frac{dq}{q^0} \frac{e^{-q^0} \sqrt{s}}{g} \int_0^\infty y dy \frac{y s A A(g_A, \theta_A) \left( 1 - \frac{s \Phi(g) g^4}{s A \Phi(g_A) g_A^3} \right)}{\sqrt{y^2 + 1}} \times \exp(2l - 2l \sqrt{y^2 + 1}) I_0(2jy).$$

We recall that we have the kernel estimate (4.6) with the notation (4.7).

Thus when $y \leq 1$, since $0 < \gamma < 2$, we have

$$[\tilde{\zeta}_L^1]_{y \leq 1} \lesssim \frac{1}{p^0} \int_{|q| \leq \frac{1}{2}|p|^{1/m}} dq \frac{e^{-q^0} s^{1/2}}{g} \exp(2l) \tilde{K}_\gamma(2l, 2j) S,$$

where we defined $\tilde{K}_\gamma(l, j)$ in (1.64). In particular from (1.68) we have

$$\tilde{K}_\gamma(2l, 2j) \lesssim \exp(-\sqrt{(2l)^2 - (2j)^2}).$$

Thus, when $y \leq 1$, we have

$$[\tilde{\zeta}_L^1]_{y \leq 1} \lesssim \frac{1}{p^0} \int_{|q| \leq \frac{1}{2}|p|^{1/m}} dq \frac{e^{-q^0} s^{1/2}}{g} \exp(2l - \sqrt{4l^2 - 4j^2}) S. \quad (4.21)$$

Above we are using the convention from (1.18).

On the other hand, if $y \geq 1$, we again use the kernel estimate (4.6) with (4.7). Then, for both hard and soft interactions, we have

$$[\tilde{\zeta}_L^1]_{y \geq 1} \lesssim \frac{1}{p^0} \int_{|q| \leq \frac{1}{2}|p|^{1/m}} dq \frac{e^{-q^0} s^{1/2}}{g} \exp(2l) S \times \int_1^\infty \exp(-2l \sqrt{y^2 + 1}) I_0(2jy).$$
Then note that
\[ \int_{1}^{\infty} dy \, y(y^2 + 1)^{1/2} \exp(-2l\sqrt{y^2 + 1}) I_0(2jy) \leq K_2(2l, 2j), \]
where \( K_2 \) is defined in (1.66). Then by (4.14), on the region \(|q| \leq \frac{1}{2}|p|^{1/m} \), we have
\[ K_2(2l, 2j) \lesssim \frac{1}{p^0} \exp(-\sqrt{4l^2 - 4j^2}). \quad (4.22) \]
Hence if \( y \geq 1 \), we have
\[ \left[ \tilde{c}_L \right]_{y \geq 1} \lesssim \frac{1}{p^0} \int_{|q| \leq \frac{1}{2}|p|^{1/m}} dq \, \frac{e^{-q_0 s^{1/2}}}{g q_0} S \exp(2l - \sqrt{4l^2 - 4j^2}). \quad (4.23) \]
Thus, combining (4.21) and (4.23), we obtain
\[ \tilde{c}_L \lesssim \frac{1}{p^0} \int_{|q| \leq \frac{1}{2}|p|^{1/m}} dq \, |p - q|^{-1} (p^0 q^0)^{1+\frac{2}{m}} \exp \left( \frac{p^0 - q^0 - |p - q|}{2} \right). \]
Then by (4.12), (4.13), and (3.11), we have
\[ \tilde{c}_L \lesssim \int_{|q| \leq \frac{1}{2}|p|^{1/m}} dq \, |p|^{-1} (p^0 q^0)^{\frac{1}{m}}(1+\frac{2}{m}) \]
\[ \lesssim |p|^{-1+\frac{2}{m}} (p^0) \left( 1+\frac{2}{m} \right) \lesssim (p^0)^{\frac{2}{m}+\frac{2}{m}}, \quad (4.24) \]
since \(|p| \geq 1\). Then for any given small \( \varepsilon > 0 \), we choose \( m \) sufficiently large such that \( \frac{2+k}{2m} \leq \varepsilon \). This yields Proposition 4.2 in the hard interaction case on the region \(|q| \leq \frac{1}{2}|p|^{1/m} \).

In the soft interaction case (1.22), we use (1.54) and (1.62) to obtain
\[ \tilde{c}_L \lesssim \int_{|q| \leq \frac{1}{2}|p|^{1/m}} dq \, |p - q|^{-1-b} (p^0 q^0)^{\frac{2b}{m}+1} \exp \left( \frac{p^0 - q^0 - |p - q|}{2} \right). \]
Now we use (4.12), (4.13), and (3.11) to obtain for \(|p| \geq 1\) that
\[ \tilde{c}_L \lesssim \int_{|q| \leq \frac{1}{2}|p|^{1/m}} dq \, |p|^{-1-b} (p^0 q^0)^{\frac{2b}{m}}(1+\frac{2b}{m}) \]
\[ \lesssim |p|^{-1-b+\frac{2b}{m}} (p^0) \left( 1+\frac{2b}{m} \right) \lesssim (p^0)^{-\frac{b}{2}+\frac{2b}{m}}. \quad (4.25) \]
For any given small \( \varepsilon > 0 \), we choose \( m \) sufficiently large such that \( \frac{2+b}{2m} \leq \varepsilon \). This yields Proposition 4.2 in the soft interaction case. This completes the proof. \( \square \)

4.3. **Low-order upper-bound for \( \tilde{c}_1 \).** Lastly, we introduce the following proposition on the lower-order upper bound estimate for \( |	ilde{c}_1| \) from (1.41).

**Proposition 4.3.** Suppose \( \gamma \in (0, 2) \) and \( m > 0 \). Then for both hard (1.21) and soft (1.22) interactions, for some \( c > 0 \), we have the uniform upper bound for (1.41):
\[ \left| \tilde{c}_1(p) \right| \lesssim e^{-c(p^0)^{1/m}}, \]
Proof. Note that on $|q| \geq \frac{1}{2}|p|^{1/m}$, then we will prove that each decomposed piece $\zeta_0$ from (1.47) and $\zeta_L$ from (1.33) of $\zeta$ is lower order as above.

In Section 3, in both (3.5) and (3.6), if we restrict the domain to the case $|q| \geq \frac{1}{2}|p|^{1/m}$, then we have the bound (4.18) for some uniform $c > 0$. Therefore, $\zeta_1$ in this subregion is lower order in $p^0$, as it has additional exponential decay $e^{-c|p|^1/m}$. Similarly, for $\zeta_2$, in (3.12), (3.13), (3.18), and (3.19), can again use (4.18) on the region $|q| \geq \frac{1}{2}|p|^{1/m}$. Thus, $\zeta_2$ is also lower order in this region, and hence $\zeta_0$ is lower order when $|q| \geq \frac{1}{2}|p|^{1/m}$.

On the other hand for $\zeta_L$ from (1.33), we have (4.20) in Section 4 which is exactly the desired estimate. Thus, $\zeta_L$ is also lower order in $p^0$, and hence $\zeta$ is also lower order in this sub-region. This completes the proof. 

\section{Appendix A. Collision frequency multiplier derivation}

We now explain a derivation of an alternative form of $\tilde{\zeta}(p)$ from (1.28), and give the new decomposition of $\zeta(p)$ that has been explained in Section 1.7.

\subsection{Derivation of a new representation of $\tilde{\zeta}(p)$}

For a fixed $p \in \mathbb{R}^3$, recalling (1.28), we would like to have an alternative representation of the following integral:

$$I \overset{\text{def}}{=} -\zeta(p) = \int_{\mathbb{R}^3 \times \mathbb{S}^2} \nu_0 \sigma(g, \theta) \sqrt{J(q)} \left( \sqrt{J(q')} - \sqrt{J(q)} \right) \, dq \, d\omega \overset{\text{def}}{=} I_{\text{gain}} - I_{\text{loss}}.$$ 

Initially, suppose that $\int_{\mathbb{S}^2} d\omega \sigma_0(\cos \theta) < \infty$ and that

$$\int_{\mathbb{S}^2} d\omega \sigma_0(\cos \theta) = 0.$$

Then, under that condition, the loss term vanishes $I_{\text{loss}} = 0$ and we obtain

$$I = I_{\text{gain}} = \int_{\mathbb{R}^3} dq \int_{\mathbb{S}^2} d\omega \, \nu_0 \sigma(g, \theta) \sqrt{J(q)} \sqrt{J(q')}.$$ 

(A.1)

By recovering the delta function involving the energy-momentum conservation laws, we obtain another representation of $I$:

$$I = \frac{1}{p^0} \int_{\mathbb{R}^3} dq \int_{\mathbb{R}^3} \frac{dp'}{p^0} \int_{\mathbb{R}^3} \frac{dq'}{q^0} \sigma(g, \theta) \delta^{(4)}(p'^\mu + q'^\mu - p^\mu - q^\mu) \sqrt{J(q)} \sqrt{J(q')}.$$ 

Here $g = g(p^\mu, q^\mu)$, $s = g^2 + 4$, $\tilde{g} \overset{\text{def}}{=} g(p^\mu, p'^\mu) = g(q^\mu, q'^\mu)$, $\check{g} = g(p^\mu, q^\mu)$, and

$$\cos \theta = \frac{2\tilde{g}^2}{g^2} - 1,$$

by (1.12). We further claim that

$$g^2 = \check{g}^2 - \frac{1}{2}(p'^\mu + q'^\mu)(p'_\mu + q'_\mu).$$

(A.2)

Let $\tilde{s} \overset{\text{def}}{=} \check{g}^2 + 4$. Then (A.2) is equivalent to

$$g^2 = \check{g}^2 - \frac{1}{2}\tilde{s} - \frac{1}{2}(p'^\mu + q'^\mu)(p'_\mu + q'_\mu) = \frac{1}{2}(g^2 + 2p'^\mu q'_\mu - \frac{1}{2}(p'^\mu + q'^\mu)(p'_\mu + q'_\mu).$$
Thus we prove (A.2) by showing that
\[
\frac{1}{2}q^2 + 2p^\mu q_\mu - \frac{1}{2}(p^\mu + q^\mu)(p'_\mu + q'_\mu) = 0.
\]
Expanding the left-hand side of this equation, we obtain
\[
-p^\mu q_\mu - 1 + 2p^\mu q_\mu - \frac{1}{2}p^\mu p'_\mu \delta(\delta(\delta(p^\mu + q^\mu) + p^\mu + q^\mu) + p^\mu q_\mu + p^\mu q'_\mu).)
\]
By the result of the conservation laws \( p^\mu + q^\mu = p^\mu + q^\mu \), we have \( p^\mu q_\mu = p^\mu q'_\mu \) and \( p^\mu q_\mu = p^\mu q'_\mu \). Therefore, we obtain
\[
-1 + p^\mu q_\mu - \frac{1}{2}2p^\mu p'_\mu - \frac{1}{2}p^\mu q_\mu - \frac{1}{2}q^\mu q_\mu,
\]
which is equal to
\[
-1 + p^\mu q_\mu - \frac{1}{2}2p^\mu q_\mu = -1 + p^\mu q_\mu + \frac{1}{2}s = 0.
\]
This finishes the proof of the claim (A.2).

By exchanging \( q \) and \( q' \), we have
\[
I = \frac{1}{2\pi} \int_{\mathbb{R}^3} dq \int_{\mathbb{R}^3} dp \int_{\mathbb{R}^3} dq' \int_{\mathbb{R}^3} dq'' \frac{\sqrt{J(q)}}{q^2} \frac{\sqrt{J(q')}}{q'} \frac{\sqrt{J(q'')}}{q''} \delta(\delta(\delta(p^\mu + q^\mu - p^\mu - q^\mu)),
\]
where the angle \( \theta' \) is now defined as
\[
\cos \theta' \defeq \frac{\hat{g}^2}{\hat{g}^2 - 1},
\]
and
\[
\hat{g}^2 = g^2 - \frac{1}{2}(p^\mu + q^\mu)(p'_\mu + q'_\mu - p_\mu - q_\mu).
\]
We have the new argument in the delta function and \( s \defeq \hat{g}^2 + 4 \).

We now define the functional \( i(p, q) \) as
\[
i(p, q) \defeq \frac{1}{2\pi q^2} \int_{\mathbb{R}^3} dp' \int_{\mathbb{R}^3} dq' \frac{\sqrt{J(q')}}{q'} \delta(\delta(p^\mu + q^\mu - p^\mu - q^\mu)),
\]
so that we have
\[
I = \int_{\mathbb{R}^3} i(p, q) \sqrt{J(q)} dq.
\]
We first translate (A.3) into an expression involving the total and relative momentum variables, \( p^\mu + q^\mu \) and \( p^\mu - q^\mu \) respectively. Define \( u \) by \( u(x) = 0 \) if \( x < 0 \) and \( u(x) = 1 \) if \( x \geq 0 \). Let \( g^\mu \defeq g(p^\mu, q^\mu) \) and \( s^\mu \defeq s(p^\mu, q^\mu) \). Then by the claim (7.5) of [46], we have
\[
i(p, q) = \frac{1}{16p^0q^0} \int_{\mathbb{R}^4 \times \mathbb{R}^4} d\Theta(p^\mu, q^\mu) \frac{e^{-\hat{q}^2/2}}{4\pi} \delta(\delta(\delta(p^\mu + q^\mu - p^\mu - q^\mu)),
\]
where
\[
d\Theta(p^\mu, q^\mu) \defeq dp^\mu dq^\mu u(p^0 + q^0)u(s' - 4)\delta(s' - \hat{g}^2 - 4)\delta((p^\mu + q^\mu)(p'_\mu - q'_\mu)).
\]
Thus we have lifted to an integral over \( \mathbb{R}^4 \times \mathbb{R}^4 \) from one over \( \mathbb{R}^3 \times \mathbb{R}^3 \).

Now we apply the change of variables \( \bar{p}^\mu = p^\mu + q^\mu \) and \( \bar{q}^\mu = p^\mu - q^\mu \). Then the Jacobian is 16. Since \( q^0 = \frac{\bar{p}^0 - \bar{q}^0}{2} \), we have
\[
i(p, q) = \frac{c'}{p^0q^0} \int_{\mathbb{R}^4 \times \mathbb{R}^4} d\Theta(\bar{p}^\mu, \bar{q}^\mu) \delta(\delta(\delta(\delta(p^\mu + q^\mu - p^\mu + q^\mu) \exp \left(\frac{(-\bar{p}^0 + \bar{q}^0)}{4}\right))).
\]
for some constant $c' > 0$ (whose value can change from line to line), where
\[ d\Theta(\bar{p}'', q'') \equiv d\bar{p}' d\bar{q}' u(\bar{p}'') u(-\bar{p}'', \bar{q}'') \delta(-\bar{p}'' \bar{p}_\mu - \bar{q}'' \bar{q}_\mu - 4) \delta(\bar{p}' \bar{q}_\mu).
\]
We now carry out $\delta^{(4)}(q'' - p'' + \bar{q}'')$ to obtain
\[ i(p, q) = \frac{c'}{p''^0 q''^0} \int_{\mathbb{R}^4} d\Theta(\bar{p}'') \bar{s}\bar{\sigma}(\bar{g}, \theta') \exp \left( -\frac{\bar{p}' - p''' - q''}{4} \right), \]
where the measure $d\Theta(\bar{p}'')$ is now equal to
\[ d\Theta(\bar{p}'') \equiv d\bar{p}' u(\bar{p}'') u(-\bar{p}'', \bar{q}'') \delta(-\bar{p}'' \bar{p}_\mu - g^2 - 4) \delta(\bar{p}' (p_\mu - q_\mu)). \]
Since $s = g^2 + 4$, we have
\[ u(\bar{p}'') \delta(-\bar{p}'' \bar{p}_\mu - g^2 - 4) = u(\bar{p}'') \delta(-\bar{p}'' \bar{p}_\mu - s) = \delta(p'' - \sqrt{|\bar{p}|^2 + s}) \]
and we can carry out one integration using this delta function to obtain
\[ i(p, q) = \frac{c'}{2p''^0 q''^0} \int_{\mathbb{R}^3} d\bar{p}' u(-\bar{p}'' \bar{p}_\mu - 4) \delta(\bar{p}' (p_\mu - q_\mu)) \bar{s}\bar{\sigma}(\bar{g}, \theta') \exp \left( -\frac{\sqrt{|\bar{p}|^2 + s + p'' - q''}}{4} \right), \]
where $\bar{p}' = \sqrt{|\bar{p}|^2 + s}$. Using $s = g^2 + 4$ again, we have
\[-\bar{p}'' \bar{p}_\mu - 4 = s - 4 = g^2 \geq 0 \]
to guarantee that $u(-\bar{p}'' \bar{p}_\mu - 4) = 1$. Thus
\[ i(p, q) = \frac{c'}{2p''^0 q''^0} \exp \left( \frac{p''^0 - q''^0}{4} \right) \int_{\mathbb{R}^3} d\bar{p}' \delta(\bar{p}' (p_\mu - q_\mu)) \bar{s}\bar{\sigma}(\bar{g}, \theta') \exp \left( \frac{\bar{p}' \bar{g}}{|\bar{p}|} \right), \]
where $\bar{p}' = \sqrt{|\bar{p}|^2 + s}$ and $U^\mu = (1, 0, 0, 0)$. We finish off our reduction by moving to a new Lorentz frame. We consider a Lorentz transformation $\Lambda$ which maps into the center-of-momentum system as
\[ A_\nu \equiv \Lambda_\mu^\nu (p_\mu + q_\mu) = (\sqrt{s}, 0, 0, 0), \quad B_\nu \equiv -\Lambda_\mu^\nu (p_\mu - q_\mu) = (0, 0, 0, g). \]
The explicit form of the matrix $\Lambda$ was given p. 593 of [46], and also in [45]. More precisely, we consider
\begin{equation}
\Lambda = (\Lambda^\mu_\nu) = \begin{pmatrix}
\tilde{p}^0 & q^0 & 0 & 0 \\
\tilde{p}^1 & \Lambda^1_0 & \Lambda^1_1 & \Lambda^1_2 \\
\tilde{p}^2 & \Lambda^2_1 & \Lambda^2_2 & \Lambda^2_3 \\
\tilde{p}^3 & \Lambda^3_1 & \Lambda^3_2 & \Lambda^3_3 \\
\end{pmatrix} ,
\end{equation}
with the second row given by
\[ \Lambda^1_0 = \Lambda^1_0(p, q) = \frac{2|p \times q|}{g\sqrt{s}}, \]
and for $i = 1, 2, 3$ we have
\[ \Lambda^1_i = \Lambda^1_i(p, q) = \frac{2(p_i |p^0 + q^0 p^\mu q_\mu| + q_i |q^0 + p^0 p^\mu q_\mu|)}{g\sqrt{s}|p \times q|} \]
Then, using this change of variables, we have
\[
\int_{\mathbb{R}^3} \frac{d\vec{p}}{p^0} \delta(p^\mu(p_\mu - q_\mu)) \bar{s}(\vec{g}, \theta') e^{i (p^\mu_0 - q^0_0) / s} = \int_{\mathbb{R}^3} \frac{d\vec{p}}{p^0} \delta(p^\mu B_\mu) s_\Lambda \sigma(g_\Lambda, \theta_\Lambda) e^{i (p^\mu_0 - q^0_0) / s}.
\]
Note that \( \frac{d\vec{p}}{p^0} \) is Lorentz invariant. Here \( \bar{p}^0 = \sqrt{|p|^2 + s} \) and \( s_\Lambda, g_\Lambda \geq 0 \) are
\[
g^2_\Lambda = g^2 - \frac{1}{2} A^\mu (\bar{p}_\mu - A_\mu) = g^2 + \frac{1}{2} \sqrt{s} (\bar{p}^0 - \sqrt{s}),
\]
where
\[
s_\Lambda \overset{\text{def}}{=} g^2_\Lambda + 4,
\]and
\[
\cos \theta_\Lambda \overset{\text{def}}{=} 2 g^2_\Lambda - 1.
\]Also, \( \bar{U}^\mu \) is defined as \( \bar{U}^\mu = (\frac{g^0 + q^0}{\sqrt{s}}, \frac{2 p \times q}{g \sqrt{s}}, 0, \frac{q^0 - g^0}{g}) \). We switch to polar coordinates in the form
\[
d\vec{p} = r^2 dr \sin \psi d\psi d\phi, \quad \bar{p} \overset{\text{def}}{=} r (\sin \psi \cos \phi, \sin \psi \sin \phi, \cos \psi).
\]Then we obtain
\[
\bar{p}^\mu B_\mu = gr \cos \psi.
\]Then the integral \( i(p, q) \) is now equal to
\[
i(p, q) = \frac{c'}{2 g p^0 q^0} \exp \left( \frac{p^0 - q^0}{4} \right) \int_0^{2\pi} d\phi \int_0^\pi d\psi \sin \psi \times \int_0^\infty \frac{r^2 dr}{\sqrt{r^2 + s}} \delta(g \cos \psi) s_\Lambda \sigma(g_\Lambda, \theta_\Lambda) e^{i (p^\mu_0 - q^\mu_0) / s}.
\]
We evaluate the last delta function at \( \psi = \pi/2 \) to write \( i(p, q) \) as
\[
i(p, q) = \frac{c'}{2 g p^0 q^0} \exp \left( \frac{p^0 - q^0}{4} \right) \times \int_0^{2\pi} d\phi \int_0^\infty \frac{r^2 dr}{\sqrt{r^2 + s}} s_\Lambda \sigma(g_\Lambda, \theta_\Lambda) \exp \left( -\frac{p^0 + q^0}{4\sqrt{s}} \sqrt{r^2 + s} + \frac{|p \times q|}{2g\sqrt{s}} r \cos \phi \right).
\]By using the modified Bessel function of index zero given by (1.17) we have
\[
i(p, q) = \frac{c'}{2 g p^0 q^0} \exp \left( \frac{p^0 - q^0}{4} \right) \times \int_0^{2\pi} d\phi \int_0^\infty \frac{r^2 dr}{\sqrt{r^2 + s}} s_\Lambda \sigma(g_\Lambda, \theta_\Lambda) \exp \left( -\frac{p^0 + q^0}{4\sqrt{s}} \sqrt{r^2 + s} \right) I_0 \left( \frac{|p \times q|}{2g\sqrt{s}} r \right).
\]
Now \( g_\Lambda \geq 0 \) is given by
\[
g^2_\Lambda = g^2 + \frac{1}{2} \sqrt{s} (\sqrt{r^2 + s} - \sqrt{s}),
\]with (A.6) and (A.7). So by (A.4) we obtain a new representation of our gain term
\[
I = I_{\text{gain}} = \frac{c'}{p^0 e^{\frac{q^0}{4}}} \int_{\mathbb{R}^3} \frac{dq}{q^0} e^{-\frac{q^0}{4}} \int_0^{\infty} \frac{r^2 dr}{\sqrt{r^2 + s}} s_\Lambda \sigma(g_\Lambda, \theta_\Lambda) \times \exp \left( -\frac{p^0 + q^0}{4\sqrt{s}} \sqrt{r^2 + s} \right) I_0 \left( \frac{|p \times q|}{2g\sqrt{s}} r \right).
\]
We recall that \( I_{\text{loss}} = 0 \). We will now find a different expression than \( I_{\text{loss}} \) which is also equal to zero, that will provide suitable cancellation for the term in (A.10) when we no longer assume that \( \int_{-\infty}^{\infty} d\omega |\sigma_0(\cos \theta)| < \infty \) and \( \int_{-\infty}^{\infty} d\omega \sigma_0(\cos \theta) = 0 \).

To this end, we recall the definitions (A.9) and (A.7). This yields

\[
\cos \theta_L = \frac{2g^2}{g_L^2} - 1 = \frac{g^2 - \frac{1}{2} \sqrt{s}(\sqrt{r^2 + s} - \sqrt{s})}{g^2 + \frac{1}{2} \sqrt{s}(\sqrt{r^2 + s} - \sqrt{s})},
\]

using (A.9) above. Then we have

\[
\frac{dg_L^2}{dr} = \frac{\sqrt{s}r}{2(\sqrt{r^2 + s})}.
\]

By differentiating \( \cos \theta_L \) with respect to \( r \), we have

\[
\frac{d}{dr}(\cos \theta_L) = \frac{d}{dr} \left( \frac{g^2 - \frac{1}{2} \sqrt{s}(\sqrt{r^2 + s} - \sqrt{s})}{g^2 + \frac{1}{2} \sqrt{s}(\sqrt{r^2 + s} - \sqrt{s})} \right) = \frac{\sqrt{s}r}{2(\sqrt{r^2 + s})}.
\]

Therefore,

\[
\frac{d}{dr}(\cos \theta_L) = \frac{g^2 \sqrt{s}r}{2(\sqrt{r^2 + s})}.
\]

Since we have assumed that

\[
\int_{-1}^{1} d(\cos \theta_L)\sigma_0(\cos \theta_L) = 0,
\]

we further have

\[
\int_{0}^{\infty} dr \frac{g^2 \sqrt{s}r}{2(\sqrt{r^2 + s})}\sigma_0(\cos \theta_L) = 0,
\]

as \( \cos \theta_L = 1 \) and \(-1 \) correspond to \( r = 0 \) and \( r = \infty \) respectively, by (A.11). Thus we obtain

\[
\frac{c'}{p'^{1/2}} e^{-\frac{1}{2} q'^{1/2}} \int_{\mathbb{R}^3} dq' e^{-\frac{1}{4} q'^{1/2}} g' \left( \frac{rdr}{\sqrt{r^2 + s}} s\Phi(g)\sigma_0(\cos \theta_L) \frac{g_L^4}{g^4} \exp \left( - \frac{p'^0 + q'^0}{4\sqrt{s}} \frac{\sqrt{s}}{2} \right) = 0.
\]

Subtracting this zero integral from (A.10), we obtain

\[
I = \frac{c'}{p'^{1/2}} e^{-\frac{1}{2} q'^{1/2}} \int_{\mathbb{R}^3} dq' e^{-\frac{1}{4} q'^{1/2}} g' \left( \frac{rdr}{\sqrt{r^2 + s}} s\Lambda\sigma(g_L, \theta_L) \right.
\]

\[
\times \left[ \exp \left( - \frac{p'^0 + q'^0}{4\sqrt{s}} \frac{\sqrt{r^2 + s}}{2} \right) I_0 \left( \frac{|p \times q|}{2g\sqrt{s}} \right) \right.
\]

\[
- \exp \left( - \frac{p'^0 + q'^0}{4} \right) s\Phi(g)g_L^4 \right]. \quad (A.12)
\]
This is equal to the original integral $I = -\tilde{\zeta}(p)$ when the mean value of $\sigma_0$ is zero.
We also note that (A.12) also holds for (1.28) even when the mean value of $\sigma_0$ is not zero. Suppose that $\int_{S^2} dq \, |\sigma_0(\theta)| < \infty$ and that $\int_{S^2} dq \, \sigma_0(\theta) = 2\pi c_0 \neq 0$. Define

$$
\sigma_0'(\theta) = \sigma_0(\theta) - \frac{1}{1-\epsilon}(\cos \theta) \int_{-1}^{1} dt \sigma_0(t') \epsilon.
$$

Then, we have $\int_{-1}^{1} \sigma_0'(\theta)d(\cos \theta) = 0$ vanishing on $\omega \in S^2$. Now, define

$$
\tilde{\zeta}'(p) = \int_{\mathbb{R}^3 \times S^2} v_a \Phi(q) \sigma_0'(\theta) \sqrt{J(q)} \left( \sqrt{J(q)} - \sqrt{J(q')} \right) dq dw.
$$

Then, also using (1.28), we have

$$
\left| \tilde{\zeta}(p) - \tilde{\zeta}'(p) \right| = \left| c_0 \int_{\mathbb{R}^3 \times S^2} v_a \Phi(q) \sqrt{J(q)} \left( \sqrt{J(q)} - \sqrt{J(q')} \right) \frac{1}{1-\epsilon} \epsilon dq dw. \right| \quad (A.13)
$$

If $\cos \theta = 1$, by Remark 1.1 and e.g. (1.13), (1.9) and (1.11) we have $p^\mu = p^\mu$ and $q'^\mu = q'^\mu$. Thus, as $\epsilon \to 0$, the difference term in (A.13) → 0 as $\sqrt{J(q)} - \sqrt{J(q')} \epsilon$ has a higher order cancellation and hence the integrand vanishes on the set $\cos \theta = 1$. By the higher-order cancellation, an additional cutoff argument shows that the identity (A.12) holds for the noncutoff kernel $\sigma_0$ from (1.20).

A.2. First representation of $\tilde{\zeta}$. We will now further split $\tilde{\zeta} = \zeta_0 + \zeta_L$. From (A.12) for simplicity we write

$$
-I = \frac{c'}{p^0 + \epsilon} \int_{\mathbb{R}^3} dq \, e^{-\frac{q^0}{p^0}} g \tilde{K}(p,q),
$$

where

$$
\tilde{K}(p,q) \overset{\text{def}}{=} \int_{0}^{\infty} \frac{r dr}{\sqrt{r^2 + s}} s_\Lambda \sigma(g_\Lambda, \theta_\Lambda) 
\times \left[ \exp \left( \frac{- p^0 + g^0}{4} \right) s_\Lambda \Phi(g_\Lambda) g_\Lambda^2 - \exp \left( \frac{- p^0 + q^0}{4} \sqrt{r^2 + s} \right) s_\Lambda \Phi(g_\Lambda) g_\Lambda^2 \right] \tilde{I}_0 \left( \frac{|p \times q|}{2 g \sqrt{s}} r \right).
$$

Notice that both terms of the integral converge for large $r \geq 1$. We further split

$$
\exp \left( \frac{- p^0 + q^0}{4} \right) s_\Lambda \Phi(g_\Lambda) g_\Lambda^2 - \exp \left( \frac{- p^0 + q^0}{4} \sqrt{r^2 + s} \right) s_\Lambda \Phi(g_\Lambda) g_\Lambda^2 I_0 \left( \frac{|p \times q|}{2 g \sqrt{s}} r \right)
= \left( \exp \left( \frac{- p^0 + q^0}{4} \right) s_\Lambda \Phi(g_\Lambda) g_\Lambda^2 \right) - \exp \left( \frac{- p^0 + q^0}{4} \sqrt{r^2 + s} \right) s_\Lambda \Phi(g_\Lambda) g_\Lambda^2 I_0 \left( \frac{|p \times q|}{2 g \sqrt{s}} r \right)
+ \exp \left( \frac{- p^0 + q^0}{4} \sqrt{r^2 + s} \right) I_0 \left( \frac{|p \times q|}{2 g \sqrt{s}} r \right) \left( \frac{s_\Lambda \Phi(g_\Lambda) g_\Lambda^2}{s_\Lambda \Phi(g_\Lambda) g_\Lambda^2} - 1 \right).
$$

This motivates the following splitting of $\tilde{\zeta} = \zeta_0 + \zeta_L$ with

$$
\zeta_0 \overset{\text{def}}{=} \frac{c'}{p^0 + \epsilon} \int_{\mathbb{R}^3} dq \, e^{-\frac{q^0}{p^0}} g \int_{0}^{\infty} \frac{r dr}{\sqrt{r^2 + s}} s_\Lambda \sigma(g_\Lambda, \theta_\Lambda) s_\Lambda \Phi(g_\Lambda) g_\Lambda^2
\times \left[ \exp \left( \frac{- p^0 + q^0}{4} \right) - \exp \left( \frac{- p^0 + q^0}{4} \sqrt{r^2 + s} \right) I_0 \left( \frac{|p \times q|}{2 g \sqrt{s}} r \right) \right]. \quad (A.14)
$$
and
\[ \zeta_L = \frac{c'}{p^0 q^0} \int_{\mathbb{R}^3} dq \, e^{-\frac{\sqrt{q^0}}{q^0} g} \int_0^\infty \frac{rdr}{\sqrt{r^2 + s}} s\Lambda \sigma(g\Lambda, \theta\Lambda) \times \exp \left( -\frac{p^0 + q^0}{4\sqrt{s}} \sqrt{r^2 + s} \right) I_0 \left( \frac{|p \times q|}{2g\sqrt{s} r} \right) \left( \frac{s\Phi(g)^4}{s\Lambda \Phi(g\Lambda)g\Lambda^3} - 1 \right). \quad (A.15) \]

This completes the derivation of our first representation of \( \tilde{\zeta}(p) \).

A.3. Derivation of an alternative representation of \( \tilde{\zeta}(p) \). For a fixed \( p \in \mathbb{R}^3 \), we would like to have an alternative representation of (1.28):

\[ -\tilde{\zeta}(p) = \int_{\mathbb{R}^3 \times S^2} v_o \sigma(g, \theta) \sqrt{J(q)} \left( \sqrt{J(q')} - \sqrt{J(q)} \right) dq dq' \frac{d\Phi}{\Phi} \overset{\text{def}}{=} I_{\text{gain}} - I_{\text{loss}}. \quad (A.16) \]

Then exactly as previously we can derive (A.10) for the term \( I_{\text{gain}} \). We will now find an alternative expression for \( I_{\text{loss}} \) that will provide suitable cancellation for the term in (A.10).

To this end, using the definition of \( I_{\text{loss}} \) from (A.16) yields

\[ I_{\text{loss}} = \int_{\mathbb{R}^3} dq \int_{S^2} d\omega \, v_o \sigma(g, \theta) J(q). \quad (A.17) \]

Since the gain term representation (A.1) results in (A.3) and (A.4), the loss term (A.17) would yield

\[ I_{\text{loss}} = \int_{\mathbb{R}^3} i_{\text{loss}}(p, q) dq, \]

where

\[ i_{\text{loss}}(p, q) = \frac{1}{p^0 q^0} \int_{\mathbb{R}^3} dp' \int_{\mathbb{R}^3} dq' \frac{d\Phi}{\Phi} J(q') \delta \sigma(\hat{g}, \theta') \delta (p'^{\mu} + q'^{\mu} - p^{\mu} - q^{\mu}), \quad (A.18) \]

by following the same argument between (A.1) and (A.4). Note that we have exchanged \( q \) and \( q' \) variables in the procedure. Then we can easily see that the only difference between (A.3) and (A.18) is the power on the term \( J(q') \); i.e., the power on \( J(q') \) in \( i_{\text{loss}}(p, q) \) is twice of that in \( i(p, q) \). Therefore, the same derivation results in the new representation of the loss term similar to (A.8):

\[ i_{\text{loss}}(p, q) = \frac{c'}{g p^0 q^0} \exp \left( \frac{p^0 - q^0}{2} \right) \times \int_0^\infty \frac{rdr}{\sqrt{r^2 + s}} s\Lambda \sigma(g\Lambda, \theta\Lambda) \exp \left( -\frac{p^0 + q^0}{2\sqrt{s}} \sqrt{r^2 + s} \right) I_0 \left( \frac{|p \times q|}{g\sqrt{s} r} \right). \quad (A.19) \]

In particular we have

\[ I_{\text{loss}} = \frac{c'}{p^0} e^{\frac{q^0}{g}} \int_{\mathbb{R}^3} dq \, e^{-\frac{\sqrt{q^0}}{q^0} g} \int_0^\infty \frac{rdr}{\sqrt{r^2 + s}} s\Lambda \sigma(g\Lambda, \theta\Lambda) \times \exp \left( -\frac{p^0 + q^0}{2\sqrt{s}} \sqrt{r^2 + s} \right) I_0 \left( \frac{|p \times q|}{g\sqrt{s} r} \right). \quad (A.20) \]
Subtracting this integral from (A.10), we obtain
\[
I = \frac{c^p}{p^0} e^{\frac{s}{2}} \int_{\mathbb{R}^3} dq \frac{e^{-\frac{s}{2}q^0}}{q^0} \int_0^\infty r dr \frac{\sqrt{r^2 + s}}{\sqrt{r^2 + s}} s_{\Lambda \sigma} (g_\Lambda, \theta_\Lambda) \\
\times \left[ \exp \left( -\frac{p^0 + q^0}{4\sqrt{s}} \sqrt{r^2 + s} \right) I_0 \left( \frac{|p \times q|}{2g\sqrt{s}} r \right) \\
- \exp \left( \frac{p^0 + q^0}{4} \right) \exp \left( -\frac{p^0 + q^0}{2\sqrt{s}} \sqrt{r^2 + s} \right) I_0 \left( \frac{|p \times q|}{g\sqrt{s}} r \right) \right].
\]
This is equal to the original integral \( I = -\hat{\zeta}(p) \). The representation above also holds when \( \sigma_0 \) does not have mean zero or does not have a bounded integral, as we discussed in (A.13).

As in (1.32) and (1.33), we take the change of variables \( r \mapsto y = \frac{r}{\sqrt{s}} \) in \( I \) above. Then, we can write \( \hat{\zeta} \) as follows
\[
\hat{\zeta}(p) = \frac{c^p}{\pi^2} \int_{\mathbb{R}^3} dq e^{-\frac{s}{2}q^0} \frac{\sqrt{s}}{q^0} \int_0^\infty y dy \frac{\sqrt{y^2 + 1}}{\sqrt{y^2 + 1}} s_{\Lambda \sigma} (g_\Lambda, \theta_\Lambda) \int_0^\pi d\phi \\
\times \left[ \exp(2l - 2l\sqrt{y^2 + 1 + 2jy \cos \phi}) - \exp(l - l\sqrt{y^2 + 1 + jy \cos \phi}) \right], \tag{A.21}
\]
where we use the notations (1.34) and (1.35). This completes the derivation.

A.4. Proofs of the pointwise estimates. We will now give the proofs of Lemma 1.6 and Lemma 1.7.

Proof of Lemma 1.6. The proof of (1.51) is direct, and (1.52) follows from (1.6) and the Cauchy-Schwartz inequality. Then (1.54), (1.55) and (1.56) follow from (1.8). For (1.57) notice that that
\[
p^0 - q^0 = \frac{|p|^2 - |q|^2}{p^0 + q^0} = \frac{(p - q) \cdot (p + q)}{p^0 + q^0} \leq |p - q|.
\]
Then (1.58) is automatic.

Now using (1.34) then equation (1.59) follows from (1.55). And (1.60) is automatic. The proof of (1.61) requires some development and is from [23]. Now using (1.34) we have
\[
l^2 - j^2 = \left( \frac{p^0 + q^0}{4} \right)^2 - \left( \frac{|p \times q|}{2g} \right)^2 = \frac{(p^0 + q^0)^2 g^2 - 4|p \times q|^2}{16g^2}.
\]
By the definition of \( g \) in (1.7), we have
\[
(p^0 + q^0)^2 g^2 - 4|p \times q|^2 = (p^0 + q^0)^2(-2 - 2p^0 q_\mu) - 4|p \times q|^2 \\
= (2 + |p|^2 + |q|^2 + 2p^0 q^0)(-2 - 2p^0 q^0 - 2p \cdot q) - 4|p \times q|^2 \\
= (2p^0 q^0)^2 - (2 + |p|^2 + |q|^2)^2 + (2 + |p|^2 + |q|^2 + 2p^0 q^0)(|p - q|^2 - 4|p \times q|^2) \\
= (2p^0 q^0)^2 - (2 + |p|^2 + |q|^2)^2 + (p^0 + q^0)^2 |p - q|^2 - 4|p \times q|^2.
\]
We calculate that
\[
(2p^0 q^0)^2 - 4|p \times q|^2 = 4 + 4|p|^2 |q|^2 + 4|p|^2 + 4|q|^2 - 4|p \times q|^2 \\
= 4 + 4(p \cdot q)^2 + 4|p|^2 + 4|q|^2,
\]
and
\[(2 + |p|^2 + |q|^2)^2 = 4 + |p|^4 + |q|^4 + 4|p|^2 + 4|q|^2 + 2|p|^2|q|^2.\]
Thus, using also (1.6), we have
\[
(2p^0 q^0)^2 - (2 + |p|^2 + |q|^2)^2 + (p^0 + q^0)^2 |p - q|^2 - 4|p|^2 q^2
= (p^0 + q^0)^2 |p - q|^2 - (|p|^2 + |q|^2)^2 + 4(p \cdot q)^2
= (p^0 + q^0)^2 |p - q|^2 - (|p|^2 + |q|^2)^2 + 4(p \cdot q)^2
= (p^0 + q^0)^2 |p - q|^2 - |p + q|^2 |p - q|^2 = s|p - q|^2.
\]
Therefore, we have (1.61). Then (1.62) follows from (1.61) and (1.51).

We will now prove (1.63). The upper bound of \(g^2_\Lambda\) in (1.63) follows from (1.35) with (1.51). The lower bound of \(g^2_\Lambda\) in (1.63) follows from (2.3) and (1.51).

**Proof of Lemma 1.7.** We will start with (1.68). From (1.17) and (1.64) we have
\[
|\tilde{K}(l,j)| \lesssim \max_{0 \leq x \leq 1} \exp(-l\sqrt{x^2 + 1} + jx).
\]
The maximum of the function \(h(x) \overset{\text{def}}{=} -l\sqrt{x^2 + 1} + jx\) occurs at \(x = 0, x = 1\), or \(x = x_0 = \frac{j}{\sqrt{t^2 - j^2}}\) where \(h'(x_0) = 0\). Note that \(h(x_0) = -\sqrt{t^2 - j^2}\). When \(x = 1\), we have
\[
h(1) = -\sqrt{2l} + j \leq -\sqrt{t^2 - j^2}.
\]
Thus, we conclude (1.67) and (1.68).

Then (1.65) is a known integral that can be calculated exactly [26] as (1.69). Further (1.70) is calculated during the proof of Corollary 2 in [23, Corollary 2, pp. 323]. In particular we can obtain (1.70) from \(\tilde{K}_2(l,j) = \partial^2 J_2(l,j)\).
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