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Stochastic Gradient (SG) is the de facto iterative technique to solve stochastic optimization (SO) problems with a smooth (nonconvex) objective \( f \) and a stochastic first-order oracle. SG’s attractiveness is due in part to its simplicity of executing a single step along the negative subsampled gradient direction to update the incumbent iterate. In this paper, we question SG’s choice of executing a single step as opposed to multiple steps between subsample updates. Our investigation leads naturally to generalizing SG into Retrospective Approximation (RA) where, during each iteration, a “deterministic solver” executes possibly multiple steps on a subsampled deterministic problem and stops when further solving is deemed unnecessary from the standpoint of statistical efficiency. RA thus formalizes what is appealing for implementation — during each iteration, “plug in” a solver, for example, L-BFGS line search or Newton-CG, as is, and solve only to the extent necessary. We develop a complete theory using relative error of the observed gradients as the principal object, demonstrating that almost sure and \( L_1 \) consistency of RA are preserved under especially weak conditions when sample sizes are increased at appropriate rates. We also characterize the iteration and oracle complexity (for linear and sub-linear solvers) of RA, and identify a practical termination criterion leading to optimal complexity rates. To subsume nonconvex \( f \), we present a certain “random central limit theorem” that incorporates the effect of curvature across all first-order critical points, demonstrating that the asymptotic behavior is described by a certain mixture of normals. The message from our numerical experiments is that the ability of RA to incorporate existing second-order deterministic solvers in a strategic manner might be important from the standpoint of dispensing with hyper-parameter tuning.
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1. INTRODUCTION

We propose iterative algorithms to solve the unconstrained smooth stochastic optimization problem

\[
\minimize_{x \in \mathbb{R}^d} f(x) := \mathbb{E}[F(x,Y)] = \int F(x,y) P(dy), \quad (Q)
\]

where \( Y \) is a random variable having distribution \( P \) on a measurable space \((\mathcal{Y}, \mathcal{A})\), and \( F(\cdot, \cdot) : \mathbb{R}^d \times \mathcal{Y} \to \mathbb{R} \) is a “random function”. Our standing assumption is that \( F(x,Y) \) is a smooth function of \( x \in \mathbb{R}^d \) for any \( Y = y \in \mathcal{Y} \), and that we have access to a stochastic first-order blackbox oracle which allows for “observing” the function \( F \) and its gradient \( \nabla F \) at any \( x \in \mathbb{R}^d \) and \( Y = y \in \mathcal{Y} \). (We will make precise the notion of a stochastic first-order oracle and the underlying sigma algebra
within the algorithm in Sections 2 and 3 respectively.) Optimization problems of this form arise in
a variety of applications arising within simulation optimization [8, 23, 37, 54, 55], machine learning
[13], reinforcement learning [6, 44, 67], data fitting [22] and many others.

1.1. Stochastic Gradient and Sample Average Approximation

Stochastic Gradient (SG) [13, 34] (originally called Stochastic Approximation in the seminal work of Robbins and
Monro [63]) and Sample Average Approximation (SAA) [36, 75] are the two main algorithmic frameworks used for solving \((Q)\). (See [13, 34, 36, 75] and references therein for extensive commentary on
the respective strengths and limitations of SG and SAA.) In its most basic form, SG starts with an
initial guess, and repeatedly updates the parameters \(x\) by executing a gradient-descent like recursion
using a sampled approximation of \(f(x)\) at each iteration. Over the last decade or so, a number of
variations of SG have been developed and demonstrated to be optimal. For example, mirror descent
stochastic approximation [49] and accelerated stochastic approximation [41] exhibit optimal com-
plexity [41] on stochastic convex optimization problems. Similarly, the \(O(\varepsilon^{-4})\) complexity exhibited
by randomized stochastic gradient [24] on nonconvex smooth stochastic optimization problems is
optimal since it has been recently demonstrated [3] that \(O(\varepsilon^{-4})\) forms a lower bound complexity for
smooth nonconvex stochastic optimization using a first-order oracle.

Despite such guarantees of optimality, work on SG has continued over the decades mostly
in attempts to make SG work well in practice without the need for tuning hyperparameters. For
example, the most recent wave of progress in SG has resulted in the incorporation of such features
as momentum [38], adaptive stepsizes [42, 84], variance reduction techniques (SAG [68], SAGA [18],
SVRG [33]), stochastic higher-order methods to incorporate curvature information via quasi-Newton
update procedures [5, 11, 47, 69] or via subsampled Hessian approximations [10, 55, 64], and adaptive
sampling ideas [9, 14, 15, 27] aimed at gradually improving the quality of the approximation of
\(f\) as the iterates evolve. SG approaches, by their nature, tend to produce iterates that have low bias
but high variance, low computational cost per iteration but inferior iteration complexity, and the
need for tuning of hyper-parameters [17].

Remark 1. Note that we have refrained from using the popular misnomer “Stochastic Gradient
Descent” in favor of the more appropriate “Stochastic Gradient” since SG is not a descent algorithm
in that no guarantees of progress are available during each step.

A broad competing framework to SG is sample-average approximation (SAA). In contrast to
SG, advances in SAA, especially its specialized optimization-oriented development, has taken place
only since the 1990s [28, 65, 71, 72, 73, 74, 75, 76] due largely to the seminal work of A. Shapiro.
(We note that the roots of SAA can be traced back to M-estimation [30, 66, 77] from classical
statistics.) SAA, unlike SG, is not an algorithm per se but a “framework” — in SAA, a sample-
path approximation \(f_m\) is “constructed” using an implicitly generated fixed sample \(Y_1, Y_2, \ldots, Y_m\)
in an attempt to approximate the objective \(f\), and on which a chosen deterministic optimization
algorithm is executed to high accuracy to obtain an estimator \(X_m^*\) of a solution to \((Q)\). Traditionally,
investigations in SAA focus on inferential questions about relevant SAA estimators, e.g., \(f_m(X_m^*),
X_m^*, \) and \(f(X_m^*)\), under different structural conditions of the objective \(f\) and its gradient \(\nabla f\), and the
nature of the stochastic oracle at hand.

Unsurprisingly, SAA solution estimators tend to be “biased towards” the chosen sample [43],
tend to have high per-iteration computational cost due primarily to using a high sample size for
approximating \(f\), but also tend to enjoy superior iteration complexity (simply because the sampling
effort as measured by the number of calls to the oracle are not recorded in the iteration complexity
calculation). A crucial practical advantage that SAA enjoys over SG is that well-established deter-
mministic optimization algorithms such as L-BFGS [52] and Newton-CG [52] can simply be “plugged
in” as a solver in the service of optimizing \(f_m\).
1.2. Retrospective Approximation (RA) The framework we present here, called “Retrospective Approximation (RA)” is designed to combine advantageous elements within SG and SAA, much like some ideas that have appeared in the literature over the last two decades [20, 29, 31, 32, 70]. RA and similar ideas have also appeared before, in the context of stochastic programming problems [57, 60], and stochastic root-finding problems [16, 53]. RA is organized into outer and inner iterations, where during each outer iteration, the incumbent iterate is updated by executing a deterministic optimization algorithm on a sample-path approximation of the objective, for a specified number of inner iterations.

Three aspects of RA are salient. First, unlike in SA where a single update of the iterate is performed using each sample generated for function and gradient approximation, RA allows multiple updates of the iterate before considering a new sample for function and gradient approximation. Through such design, and assuming the use of common random numbers (see Section 3), RA enjoys SAA’s facility to “plug-in” existing quasi-Newton deterministic optimization algorithms such as L-BFGS and Newton-CG for performing the iterate updates. Such ability to directly use existing solvers avoids complex redesign of optimization algorithmic components such as steplength selection and Hessian estimation, and the necessity of tuning hyper-parameters, a procedure that is often necessary in SG [17].

Second, RA deviates from traditional SAA in that it explicitly considers the question of how many updates to perform before considering a new sample to approximate the function and its gradient. Comparing the statistical benefit derived from one additional iterate update versus a sample update is essentially a formal treatment of the estimation error versus optimization error question discussed in [13], but within a sequential adaptive SAA context. RA answers this question by incorporating an adaptive stopping tolerance which dictates when it might be advantageous to stop iterate updates in favor of a sample update.

A third aspect that works in favor of RA is the potential reduction in the number of times a new approximation of \( f \) (or its gradient) is constructed, savings that might be significant in machine learning settings where such approximations might incur nontrivial computational cost.

Remark 2. The recent work in [31] requires special mention due to its similar point of view with RA in attempting to incorporate a quasi-Newton scheme alongside increasing sample sizes in the service of solving a stochastic optimization algorithm. However, RA differs in two respects that we think are crucial for both theoretical and implementation standpoints: (i) as we clarify in Section 3, RA fixes the sample between outer iterations, allowing a deterministic quasi-Newton solver to retain and exploit structure in the resulting deterministic optimization problem. In contrast, the quasi-Newton scheme in [31] relies on stochastic updating of the Hessian matrix obtained using differing samples over iterations; and (ii) the deterministic solver being used in the outer iteration of RA is stopped using an adaptive error tolerance rule that judges whether it might be statistically efficient to continue optimizing the current sample-path problem.

1.3. Summary of Contributions RA’s thrust is leveraging existing “off-the-shelf” deterministic optimization algorithms toward an implementable framework that reduces the need for hyper-parameter tuning. Our aim is not identifying the weakest assumptions in comparison with other popular frameworks such as SG, but instead to illustrate and clarify the principles that underlie RA. (For detailed discussion on assumptions in the context of SG, see [21, 35, 59].) The key aspects of the paper are summarized next.

(a) We propose Retrospective Approximation (RA) as a framework to solve smooth nonconvex stochastic optimization problems using a stochastic oracle. RA uses a chosen solver, e.g., L-BFGS or Newton-CG, to solve a sequence of sampled deterministic optimization problems to a specified adaptive tolerance chosen to trade-off estimation error and optimization error. RA can also be viewed differently, as a generalized form of SG that incorporates the potential for multiple solution updates between sample updates.
(b) We demonstrate that almost sure and $L_1$ consistency of iterates generated by RA are preserved under especially weak conditions. We characterize the iteration and oracle complexity when linear and sub-linear solvers are used within RA, and identify a practical solver termination criterion leading to optimal complexity rates.

(c) Our general premise is that controlling the relative error of the observed gradients, as opposed to their absolute error, is sufficient to ensure desirable behavior of algorithms for stochastic optimization. This is also necessary in many application domains as the underlying stochasticity very often comes in the form of multiplicative noise or they depend on the gradient of the function. Accordingly, our entire mathematical treatment assumes a uniform law on the relative error of the observed gradients in contrast with the more typical assumption of a uniform law on the absolute error [4, 12, 45, 46, 75, 82]. As we demonstrate in Section 6, such treatment results in increased generality, allowing to subsume important problem classes otherwise excluded by a uniform law on the absolute error.

(d) The objective $f$ is smooth and nonconvex and to reflect the effect of curvature at all first-order critical points of $f$, we establish a weak convergence result (a certain “random CLT”) on the sequence of RA iterates, and the sequence of true gradients observed at RA’s iterates.

(e) Extensive numerical testing suggests that RA, due to its facility of incorporating established deterministic solvers without modification, seems to be able to dispense with hyper-parameter tuning. In particular, our numerical results demonstrate that higher-order methods when implemented within the RA framework are competitive to well-tuned SG methods. (All numerical tests in Section 8 were performed using RA embedded with an L-BFGS line search solver.)

(f) Our use of relative error as the principal mathematical object combined with a reliance on some powerful recent results from empirical process theory [26, 80, 81] might present a standard route to generalizing various results on empirical risk minimization that have appeared in the machine learning literature.

1.4. Paper Organization The paper is organized into nine sections plus an appendix. Section 2 provides background, notation, and common assumptions used in the paper and Section 3 describes the RA framework. Sections 4–8 develop the main ideas of the paper: Section 4 presents almost sure and $L_1$ consistency results for RA, Section 5 presents iteration and oracle complexity results, Section 6 presents four problem classes subsumed by RA, and Section 7 provides the Central Limit Theorems (CLT) for our RA. Section 8 presents some numerical experiments illustrating our theory. Section 9 gives some concluding remarks. The appendix provides the proof and an example for the complexity result for the weighted relative error class and also some essential statements from empirical process theory relevant to our RA setting.

2. MATHEMATICAL PRELIMINARIES In what follows, we list notation and define key ideas that are repeatedly invoked in the paper.

2.1. Important Notations (i) If $x \in \mathbb{R}^d$, then $x_i, i = 1, 2, \ldots, d$ refers to the $i$-th coordinate of $x$, implying that $x = (x_1, x_2, \ldots, x_d)$. (ii) For $x, y \in \mathbb{R}^d$, $a \vee b := \max(a, b)$ refers to the maximum of $a$ and $b$, and $a \wedge b := \min(a, b)$ refers to the minimum of $a$ and $b$. (iii) $\|x\|_p := \left(\sum_{i=1}^d |x_i|^p \right)^{1/p}$ refers to the $L_p$ norm of $x \in \mathbb{R}^d$. As usual, we use the special notation $\|x\|$ for the $p = 2$ case to refer to the $L_2$ norm of $x \in \mathbb{R}^d$. (iv) For a random sequence $\{X_n, n \geq 1\}$, we write $X_n \xrightarrow{wp1} X$ to refer to almost sure convergence (also known as convergence with probability one), $X_n \xrightarrow{p} X$ to refer to convergence in probability, and $X_n \xrightarrow{d} X$ to refer to convergence in distribution (also known as weak convergence). (v) For positive valued sequences $\{a_n, n \geq 1\}$ and $\{b_n, n \geq 1\}$, we say $a_n \sim b_n$ to mean $a_n/b_n \rightarrow 1$ as $n \rightarrow \infty$. (vi) The function $\delta_{ij} = 1$ if $i = j$ and 0 otherwise refers to the Kronecker delta function.
2.2. Important Definitions

**Definition 1 (First-order critical points).** The set $\mathcal{X}^*$ refers to the set of first-order critical points of the objective $f$, that is,

$$
\mathcal{X}^* := \{ x \in \mathbb{R}^d : \| \nabla f(x) \| = 0 \}.
$$

**Definition 2 (Unbiased first-order stochastic oracle).** We follow the oracle model detailed in [1, 50] within a sample-path context. So, by an unbiased stochastic first-order oracle associated with an objective function $f$, we are referring to a random map

$$(x, f, Y) \mapsto (F(x, Y), \nabla F(x, Y)),$$

where $\mathbb{E}[F(x, Y)] = f(x)$ and $\mathbb{E}[\nabla F(x, Y)] = \nabla f(x)$. An analogous definition holds when considering an unbiased first-order stochastic oracle within a filtered probability space.

**Definition 3 (Globally convergent).** An iterative algorithm for identifying a first-order critical point of the function $f : \mathbb{R}^d \to \mathbb{R}$ is said to be globally convergent if, starting with any initial guess $x_0$, the sequence of iterates $\{ x_k, n \geq 1 \}$ generated by the algorithm has gradient norms converging to zero, that is,

$$
\| \nabla f(x_k) \| \to 0 \text{ as } k \to \infty.
$$

The iterative algorithm is locally convergent if (2) holds only when the initial guess $x_0$ is such that $\| \nabla f(x_0) \|$ is small enough.

**Definition 4 (Linearly and sub-linearly convergent solver).** Suppose an iterative solver generates iterates $\{ x_k, k \geq 1 \}$ starting at the initial guess $x_0$ when identifying a first-order critical point of a function $f : \mathbb{R}^d \to \mathbb{R}$. Such a solver is said to exhibit $(\rho, c)$-linear convergence $(\rho < 1, c < \infty)$ if the gradient norm at the iterate $x_k$ obtained after executing $n$ steps of the algorithm satisfies

$$
\| \nabla f(x_k) \| \leq c \| \nabla f(x_0) \| \rho^k.
$$

A solver is said to exhibit $\left(\frac{1}{2}, c\right)$-sublinear convergence (with $c < \infty$) when executed on a function $f$ bounded from below, that is, $f^* = \inf_{x \in \mathbb{R}^d} f(x) > -\infty$, the gradient norm at the iterate $x_k$ obtained after executing $k$ steps of the algorithm satisfies

$$
\| \nabla f(x_k) \| \leq c (f(x_0) - f(x_k))^{1/2} k^{-1/2} \leq c (f(x_0) - f^*)^{1/2} k^{-1/2}.
$$

**Remark 3.** The definition in (4) expresses the progress made by a solver (in identifying a first-order critical point) in terms of the number of steps $k$ and the initial optimality gap $f(x_0) - f^*$. To further understand the structure in (4), consider the gradient descent recursion

$$
x_{t+1} = x_t - \eta \nabla f(x_t), \quad t = 0, 1, \ldots; \quad x_k^* := \arg\min \{ \| \nabla f(x_t) \| : 1 \leq t \leq k \}
$$

when executed with step size $\eta \leq L^{-1}$ on an $L$-smooth, lower bounded function $f : \mathbb{R}^d \to \mathbb{R}$, $-\infty < f^* := \inf_{x \in \mathbb{R}^d} f(x)$. It is well-known [51, pp. 28] that the sequence $\{ x_k^*, k \geq 1 \}$ exhibits the global sub-linear convergence rate

$$
\| \nabla f(x_k^*) \| \leq \left( \frac{2}{\eta} \right)^{1/2} (f(x_0) - f^*)^{1/2} k^{-1/2},
$$

thereby satisfying (4) with $c = \sqrt{\frac{2}{\eta}}$. We present oracle complexity results based on (3) and (4).
Definition 5 (Empirical Measure and Empirical Process). Let \( \{Y_j, 1 \leq j \leq n\} \) be a sequence of independent and identically distributed (IID) copies of a random variable \( Y \) having distribution \( P \) on some appropriate measurable space \((\mathcal{Y}, \mathcal{A})\). The empirical measure \( P_n \) associated with \( \{Y_j, j \geq 1\} \) is

\[
P_n(A) := n^{-1} \sum_{j=1}^{n} \mathbb{1}_A(Y_j),
\]

where \( A \in \mathcal{A} \). Let \( P(A) := P\{Y \in A\} \) which can also be written as \( \mathbb{E}\mathbb{1}_A(Y) \). We define the empirical process as the following “scaled” version of the above:

\[
G_n(A) := \sqrt{n} (P_n(A) - P(A)).
\]

The above can also be defined for a general function \( F \) of \( Y \):

\[
P_nF := n^{-1} \sum_{j=1}^{n} F(Y_j), \quad G_n(F) := \sqrt{n}(P_nF - PF), \quad \text{where } PF = \mathbb{E}F(Y).
\]

By the classical law of large numbers and central limit theorems, for any fixed \( A \in \mathcal{A} \) and any fixed function \( F \) of \( Y \), we have \( P_n(A) \) and \( P_nF \) converging almost surely to \( P(A) \) and \( PF \), and \( G_n(A) \) and \( G_nF \) converging in distribution to normal random variables with mean 0 and variances \( P(A) - P(A)^2 \) and \( \mathbb{E}(F - PF)^2 \). However, for many applications, we would like the above limit theorems to hold true \emph{uniformly} over some class of subsets \( A \) and functions \( F \).

The above concepts are very relevant to our current paper as our goal is exactly to minimize the empirical version of the random function \( F \), with the ability to observe

\[
\nabla f_n(x) := n^{-1} \sum_{j=1}^{n} \nabla F(x, Y_j) \quad (= P_n\nabla F(x, \cdot)).
\]

Note that now, instead of indexed by a set \( A \), we are dealing with the class of functions indexed by \( x \in \mathcal{X}^n, \{\nabla F(x, \cdot) : x \in \mathbb{R}^d\} \). Analogously, the “scaled” stochastic process

\[
\left\{ \sqrt{n}(\nabla f_n(x) - \nabla f(x)), x \in \mathbb{R}^d \right\} \quad \text{where } f(x) = \mathbb{E}F(x, Y)
\]

is called the empirical process.

3. RA Description In this section, we define RA more precisely and as it is applied to the type of stochastic optimization problems we consider in this paper.

Let \( \{\tilde{Y}_k, k \geq 1\} \) be an IID \((\mathcal{Y}\text{-valued})\) random sequence on \((\Omega, \mathcal{F}, P)\). To precisely define a sequence of empirical mean function and gradient estimators, let’s construct an increasing sequence of sigma algebras \( \mathcal{F}_1 \subseteq \mathcal{F}_2 \subseteq \cdots \) as follows. Let \( M_1 \) be a constant, define

\[
\mathcal{F}_1 := \sigma(\tilde{Y}_j | j \leq M_1); \quad \text{and } M_2 \in \mathcal{F}_1;
\]

\[
\mathcal{F}_2 := \sigma(\tilde{Y}_j | j \leq M_1 + M_2); \quad \text{and } M_3 \in \mathcal{F}_2;
\]

\[
\vdots
\]

\[
\mathcal{F}_k := \sigma(\tilde{Y}_j | j \leq \sum_{j=1}^{k} M_j); \quad \text{and } M_{k+1} \in \mathcal{F}_k. \quad (6)
\]

Let \( \tilde{Y} \) be a copy identically distributed with \( \{\tilde{Y}_k, k \geq 1\} \). Define the sample-path function \( f_m \) and the sample-path gradient having sample size \( m \) as follows:
\[ f_m(x) := \frac{1}{m} \sum_{j=1}^{m} F(x, \tilde{Y}_j); \quad \nabla f_m(x) := \frac{1}{m} \sum_{j=1}^{m} \nabla F(x, \tilde{Y}_j) \quad x \in \mathbb{R}^d. \]  

(7)

Thus we see that sample-path function \( f_m(\cdot) \) and the sample-path gradient \( \nabla f_m \) appearing in (7) are constructed as the sample mean of the random functions \( F(\cdot, \tilde{Y}_j), j = 1, 2, \ldots, m \) and their gradients \( \nabla F(\cdot, \tilde{Y}_j), j = 1, 2, \ldots, m \), respectively, where \( \tilde{Y}_j, j = 1, 2, \ldots, m \) are identically distributed copies of a random object \( \tilde{Y} \). The random object \( \tilde{Y} \) will never enter the stage of our presentation directly, but we assume that the gradients \( \nabla F(\cdot, \tilde{Y}) \) are unbiased with respect to \( \nabla f(\cdot) \), that is,

\[ \mathbb{E} \left[ \nabla F(x, \tilde{Y}) \right] = \nabla f(x), \quad x \in \mathbb{R}^d. \]

Due to the above construction of the filtration \( (\Omega, \mathcal{F}, (\mathcal{F}_k)_{k \geq 1}, P) \), notions of a sample-path function and a sample-path gradient implicitly constructed with an adapted sample size \( M_k \in \mathcal{F}_{k-1} \) are now well defined:

\[ f_{M_k}(x) := \frac{1}{M_k} \sum_{j=1}^{M_k} F(x, Y_j); \quad \nabla f_{M_k}(x) := \frac{1}{M_k} \sum_{j=1}^{M_k} \nabla F(x, Y_j) \quad x \in \mathbb{R}^d, \]  

(8)

where in (8), we have abused notation to obtain the convenient relabeling \( Y_j := \tilde{Y}_{(\sum_{i=1}^{k-1} M_i) + j} \). This definition allows for the sample sizes \( M_k \) to be stochastic, unlike in standard minibatch stochastic gradient (SG) methods [13]. While requiring elaborate filtration machinery for precise definition, (8) conveys the simple and intuitive idea that the function and gradient estimate at any point \( x \) during iteration \( k \) are each obtained as the sample mean of \( M_k \) unbiased observations. Furthermore, while we develop much of the theory that follows assuming that the sequence \( \{\tilde{Y}_k, k \geq 1\} \) is IID, a relaxation of the independence assumption is possible using the now standard machinery from empirical process theory [26, 80, 81]. Such relaxation will subsume important contexts where \( \{\tilde{Y}_k, k \geq 1\} \) constitutes observations from a real system, e.g., a queuing network operating at equilibrium.

We assume throughout that we have at our disposal a globally convergent (see Definition 2) “iterative solver” that we generically call Method \( \mathfrak{M} \), capable of solving the sample-path optimization problem:

\[
\begin{align*}
\text{minimize:} & \quad f_{M_k}(x) \\
\text{subject to:} & \quad x \in \mathbb{R}^d.
\end{align*}
\]

\( (Q_{M_k}) \)

More precisely, we assume having at our disposal Method \( \mathfrak{M} \) which, given any \( \epsilon > 0 \) and starting with any initial guess, identifies a point \( x \in \mathbb{R}^d \) satisfying \( \|\nabla f_{M_k}(x)\| \leq \epsilon \). Two examples of the Method \( \mathfrak{M} \) that are of particular interest are line search and trust-region procedures [52] executed with L-BFGS [52] for Hessian estimation.

Next we give the listing of the RA Algorithm.
Algorithm 1 RA

1: **Input:** (i) initial guess $X_0$; (ii) procedure to update $\{M_k, k \geq 1\}$; (iii) procedure to update $\{\epsilon_k, k \geq 1\}$; (iv) Method $\mathfrak{M}$, e.g., line search or trust-region with L-BFGS.

2: **for** $k = 1, 2, \cdots$ **do**

3: Set sample size and error tolerance: Choose $M_k \in \mathcal{F}_{k-1}$ and $\epsilon_k \in \mathcal{F}_{k-1}$.

4: Execute Method $\mathfrak{M}$ for $N_k$ steps: With Method $\mathfrak{M}$ and $X_{k-1}$ as “warm-start,” execute $N_k$ steps to obtain “inner iterates” $X_{k-1,t}, t = 0, 1, 2, \ldots, N_k$ satisfying

$$\|\nabla f_{M_k}(X_{k-1,N_k})\| \leq \epsilon_k,$$

(e.g., $\epsilon_k := \Gamma_k \|\nabla f_{M_k}(X_{k-1,0})\|$, where $\Gamma_k > 0$)

5: Set the $k$-th outer iterate: $X_k = X_{k-1,N_k}$.

6: **end for**

As seen in the algorithm listing, Algorithm RA is an iterative framework that is organized into outer and inner iterations. During the $k$-th (outer) iteration, Method $\mathfrak{M}$ uses the $(k-1)$-th outer iterate as the initial guess to execute $N_k$ steps and solve the sample-path problem $(Q_{M_k})$ to within adapted tolerance $\epsilon_k \in \mathcal{F}_{k-1}$. Let $\{X_k, k \geq 1\}$ denote the (outer) iterates, and $X_{k-1,t}, t = 0, 1, 2, \ldots, N_k$ the inner iterates generated by Method $\mathfrak{M}$ during iteration $k$. Since Method $\mathfrak{M}$ uses $X_{k-1}$ as the initial guess during the $k$-th iteration and terminates after $N_k$ steps when the norm of the sample-path gradient drops below $\epsilon_k$, we see that the following hold:

$$X_{k-1,0} := X_{k-1}; \quad X_k := X_{k-1,N_k}; \quad \|\nabla f_{M_k}(X_k)\| \leq \epsilon_k.$$

We now briefly discuss four aspects of RA that are of vital theoretical and practical importance.

### 3.1. Choice of Method $\mathfrak{M}$

One of the key advantages of RA is that its design naturally allows “directly plugging-in” a highly successful deterministic optimization solver (generically called Method $\mathfrak{M}$ in Algorithm RA) in the service of solving a stochastic optimization problem. While Method $\mathfrak{M}$ can be any globally convergent procedure for identifying a first-order critical point in $(Q_{M_k})$, our particular interest is a quasi-Newton method such as line search or trust-region with L-BFGS [52] for Hessian estimation where the updates to BFGS matrices are skipped if the curvature condition is not satisfied (see [11]).

Step 4 in Algorithm RA assumes that the Method $\mathfrak{M}$ is able to solve $(Q_{M_k})$ to any prescribed level of tolerance $\epsilon_k$, that is, Method $\mathfrak{M}$ is able to identify a point $X_k$ such that $\|\nabla f_{M_k}(X_k)\| \leq \epsilon_k$. Such assumption is valid for standard quasi-Newton methods such as line search or trust-region [52] with L-BFGS [52] if the random functions $F(\cdot, Y)$ that comprise the sample-path function are $L(Y)$-smooth, that is,

$$\|\nabla F(x, Y) - \nabla F(y, Y)\| \leq L(Y)\|x - y\|, \quad \forall x, y \in \mathbb{R}^d, \quad \text{with } \mathbb{E}[L^2(Y)] < \infty.$$

It is well-known [36, 75] that when $F(\cdot, Y)$ is $L(Y)$-smooth and $\mathbb{E}[L^2(Y)] < \infty$, smoothness is transferred to the objective $f$, that is, the function $f(x) = \mathbb{E}[F(x, Y)], x \in \mathbb{R}^d$ is $\mathbb{E}[L]$-smooth.

### 3.2. Choice of Sample Size, Error Tolerance, Termination Criterion

Recall that RA executes Method $\mathfrak{M}$ on the sample-path problem $(Q_{M_k})$ during the $k$-th iteration. Since the sample-path problem $(Q_{M_k})$ is only a proxy for the true problem $(Q)$, it stands to reason that Method $\mathfrak{M}$ not be executed ad infinitum but instead terminated if further solving is deemed to produce no statistical gains. RA formalizes this idea by introducing the notion of an error tolerance $\epsilon_k$ in Step
4 of RA: during the \( k \)-th iteration Method \( \mathfrak{M} \) executes until it finds an iterate \( X_{k-1, N_k} \) satisfying \( \| \nabla f_{M_k}(X_{k-1, N_k}) \| \leq \epsilon_k \).

The choice of the sample size \( M_k \) and the tolerance \( \epsilon_k \) are central questions in our later analysis, but a common and convenient choice that is consistent with optimization practice is to choose

\[
\epsilon_k := \Gamma_k \| \nabla f_{M_k}(X_{k-1, 1, 0}) \| = \Gamma_k \| \nabla f_{M_k}(X_{k-1}) \| \quad \text{and} \quad M_k = c_1 M_{k-1}, \quad \text{e.g.} \ c_1 = 1.05
\]

implying that the Method \( \mathfrak{M} \) executes as long as the norm of the sample gradient at the incumbent iterate remains above that at the initial guess by at least \( \Gamma_k \), and the sample sizes across outer iterations \( k \) are increased by a fixed percentage \( 100c_1 \). We calculate the oracle complexity resulting from this choice in Remark 6.

3.3. Warm Starts. RA employs “warm starts,” that is, when executing Method \( \mathfrak{M} \), the solution to the previous iteration becomes the initial guess for the subsequent iteration. The use of warm starts is more than just an implementation heuristic and features explicitly in the oracle complexity function \( k \) of RA. Specifically, warm starts reduce the number of inner iterations performed, and such reduction is featured prominently when the incumbent sample size is high.

3.4. Common Random Numbers The effectiveness of RA, particularly its use of a quasi-Newton solver to solve sample-path problems, is crucially dependent on the use of what is called common random numbers (CRN) \([48]\). Formally, notice that RA uses \( Y_1, Y_2, \ldots, Y_{M_k} \) to generate the sample-path objective function \( f_{M_k} \), that is, the “sample remains fixed” as the search procedure Method \( \mathfrak{M} \) in Step 4 of RA is executed on \( f_{M_k} (\cdot) \) for \( N_k \) steps towards solving the sample-path problem \( (Q_{M_k}) \). CRN should be seen as a mechanism that preserves any sample-path structure that may be present, e.g., strong convexity, in the process allowing faster convergence of the deterministic solver.

4. CONSISTENCY In this section, we present results that characterize the convergence behavior of the sequence \( \{ \| \nabla f(X_k) \|, \ k \geq 1 \} \) of true gradient norms evaluated at the iterates generated by RA. To preserve generality and applicability, we will advocate that the relative error of the gradient estimator is a principal object dictating algorithmic behavior. More precisely, the relative error class \( \mathcal{R} \) is defined as:

\[
\mathcal{R} := \{ R(x, Y), x \in \mathbb{R}^d, Y \in \mathcal{Y} \}; \quad R(x, Y) := \frac{\nabla F(x, Y) - \nabla f(x)}{\| \nabla f(x) \| + c_0}; \quad c_0 > 0. \tag{9}
\]

The constant \( c_0 \) is to avoid the nuisance associated with a vanishing gradient in the stationary set \( \mathcal{X}^* \) (defined through (1)). The class \( \mathcal{R} \) should be interpreted as the collection of the relative error functions \( R(x, \cdot) \), labeled by \( x \in \mathbb{R}^d \). The empirical version of the above is given by

\[
R_m(x) := \frac{\nabla f_m(x) - \nabla f(x)}{\| \nabla f(x) \| + c_0}, \quad x \in \mathbb{R}^d, \quad \text{where} \quad \nabla f_m(x) := m^{-1} \sum_{j=1}^{m} \nabla F(x, Y_j). \tag{10}
\]

In addition, we define the envelope and the empirical envelope as

\[
G = G(Y) := \sup \left\{ \| R(x, Y) \|: x \in \mathbb{R}^d \right\}, \tag{11}
\]

and

\[
G_m(Y) := \sup \{ \| R_m(x) \|: x \in \mathbb{R}^d \}. \tag{12}
\]

The example problem classes of Section 6 serve to support our claim that the relative error class affords great generality, and that relative error but not absolute error of the gradient estimator
is a fundamental object that decides consistency and convergence rates in stochastic optimization. This is a reflection of the fact that in many applications, the noise is multiplicative, very often dependent on the gradient $\|\nabla f(X)\|$ which can be unbounded in the overall simulation space. Hence it is more important to consider $\|\nabla f(X)\|$ rather than simply $\|\text{noise}\|$. The simple but widely used multiplicative error classes (28) (in Theorem 4), (52) (in Section 6.2), and (88) (in Section 6.5) all illustrate this point well. These examples satisfy stipulations on the uniform law of the relative error for strong consistency but violates the corresponding routinely assumed requirements for consistency on the absolute error.

4.1. Main Results on Consistency In what follows we demonstrate RA’s strong consistency property by combining conditions on the behavior of the termination criterion sequence $\{\epsilon_k, k \geq 1\}$ and the sample size sequence $\{M_k, k \geq 1\}$ with a uniform law on the relative error class.

**Theorem 1 (Strong Consistency of RA).** Suppose that the relative error class $\mathcal{R}$ defined in (9) satisfies the uniform law

$$\sup_{x \in \mathbb{R}^d} \|R_m(x)\| \xrightarrow{wp1} 0 \text{ as } m \to \infty,$$

(R-U LLN)

and that

$$\epsilon_k \xrightarrow{wp1} 0 \text{ and } M_k \xrightarrow{wp1} \infty \text{ as } k \to \infty. \quad (13)$$

Then

$$\|\nabla f(X_k)\| \xrightarrow{wp1} 0 \text{ as } k \to \infty. \quad (14)$$

Theorem 1 gives sufficient conditions for consistency in probability and with probability one under conditions on the relative error class $\mathcal{R}$ that match standard assumptions in stochastic optimization [13, Assumption 4.3] and in the language of empirical process theory [80] (see Section 6 for example problem classes). A third type of consistency that is more routinely employed in the optimization literature is what we call $L_1$ consistency, that is, $\mathbb{E}[\|\nabla f(X_k)\|] \to 0$. It is important that none of these modes of convergence provide guarantees on a solution estimator $X_k$ obtained through a suitable stopping heuristic. While important, this question of assessing the quality of a solution obtained using sequential stopping lies outside the scope of this paper — see [58] for more.

As will become evident shortly through the proof of Theorem 2, in addition to the uniform convergence (R-U LLN) of the relative error class $\mathcal{R}$, $L_1$ consistency follows if the iterates are such that $\mathbb{E}[\|\nabla f(X_k)\|^2 | \mathcal{F}_{k-1}]$ remains bounded, implying in effect that the variance in the iterates is not so high that the norm of the true gradient evaluated at the iterates does not diverge in expectation. As the examples in Section 6 will illustrate, our use of relative error demonstrates that this condition is widely satisfied. Similar to Theorem 1(a) for convergence in probability, Theorem 2 also imposes the condition $\epsilon_k \to 0$ on the error tolerance sequence $\{\epsilon_k, k \geq 1\}$; this is in contrast to Theorem 1(b) for almost sure convergence, which imposes the slightly more stringent condition $\sum_k M_k^{-1} < \infty$ on the growth of the sample size sequence $\{M_k, k \geq 1\}$.

**Theorem 2 (L_1 Consistency of RA).** Suppose the sample size sequence $\{M_k, k \geq 1\}$ and the error-tolerance sequence $\{\epsilon_k, k \geq 1\}$ are chosen so that

$$M_k \xrightarrow{wp1} \infty; \quad \mathbb{E}[\epsilon_k | \mathcal{F}_{k-1}] \xrightarrow{wp1} 0,$$

and the relative error class $\mathcal{R}$ defined in (9) satisfies the uniform law in (R-U LLN) along with $\mathbb{E}[G^2(Y)] < \infty$. Suppose also that the iterates $\{X_k, k \geq 1\}$ are such that

$$\sup_k \mathbb{E}[\|\nabla f(X_k)\|^2 | \mathcal{F}_{k-1}] =: \ell^2_{2,\infty} < \infty. \quad (\text{Bd-Grad})$$
Then as $k \to \infty$,
\[
E[\|\nabla f(X_k)\| | \mathcal{F}_{k-1}] \overset{wp}{\to} 0 \tag{15}
\]
and also
\[
E[\|\nabla f(X_k)\|] \to 0. \tag{16}
\]

Remark 4. Theorem 1 prominently assumes a uniform law on the relative error class. As we shall see later, verifying this condition is fairly direct in the context of optimization, in particular for explicit examples. On the other hand, it is instructive to relate this condition to a more fundamental property about the underlying stochasticity of the oracle. Qualitatively, this relation touches upon the “regularity” or “irregularity” of the stochastic functions $F(x, Y)$ used by the oracle to approximate the function $f$ to be optimized. This has been studied extensively in the field of empirical processes. The quantitative measure is given by the entropy of the class of functions $F(x, Y), x \in \mathbb{R}^d$. Intuitively, if the entropy does not grow too fast as the fineness of approximation increases, the approximating functions $f_n$ can represent the true function $f$ more faithfully so that minimizing $f_n$ can give a more trustworthy answer. In fact, there is a more or less equivalence between the uniform law and the sub-linear growth of the entropy function. We refer to [26, 80, 81] for comprehensive theory. Some of the key results will be illustrated in the appendix.

4.2. Proofs of Theorem 1 and Theorem 2.

Proof of Theorem 1. Define
\[
\tilde{t} := \frac{t}{2c_0 + t} = 1 - \frac{2c_0}{2c_0 + t}, \quad t \in (0, 1).
\]

Since (R-ULLN) holds along with $M_k \overset{wp}{\to} \infty$ and $\epsilon \overset{wp}{\to} 0$,
\[
\lim_{K \to \infty} P \left( \bigcup_{k \geq K} \sup_{x \in \mathbb{R}^d} \| R_{M_k}(x) \| > \tilde{t} \right) = 0 \quad \text{and} \quad \lim_{K \to \infty} P \left( \bigcup_{k \geq K} \epsilon_k > c_0 \tilde{t} \right) = 0. \tag{17}
\]

Also, notice that there exists $K_1$ such that for $k \geq K_1$,
\[
\{ \| \nabla f(X_k) \| > t \} \subseteq \left\{ (1 - \tilde{t}) \| \nabla f(X_k) \| > \tilde{t}c_0 + \epsilon_k \right\} \\
\subseteq \left\{ (1 - \tilde{t}) \| \nabla f(X_k) \| > \tilde{t}c_0 + \| \nabla f_{M_k}(X_k) \| \right\} \\
\subseteq \left\{ \| \nabla f_{M_k}(X_k) - \nabla f(X_k) \| > \tilde{t} (\| \nabla f(X_k) \| + c_0) \right\} \\
\equiv \left\{ \| R_{M_k}(X_k) \| > \tilde{t} \right\} \cup \left\{ \epsilon_k > c_0 \tilde{t} \right\},
\]

and therefore,
\[
\bigcup_{k \geq K_1} \{ \| \nabla f(X_k) \| > t \} \subseteq \bigcup_{k \geq K_1} \{ \| R_{M_k}(X_k) \| > \tilde{t} \} \cup \left\{ \epsilon_k > c_0 \tilde{t} \right\}. \tag{18}
\]

Use (17) and (18) to conclude that for any $\delta > 0$, there exists $K_2 = K_2(\delta)$ such that
\[
P \left( \bigcup_{k \geq K_2} \{ \| \nabla f(X_k) \| > t \} \right) \leq P \left( \bigcup_{k \geq K_2} \| R_{M_k}(X_k) \| > \tilde{t} \right) + P \left( \bigcup_{k \geq K_2} \epsilon_k > c_0 \tilde{t} \right) \\
\leq \frac{\delta}{2} + \frac{\delta}{2} = \delta,
\]

implying that Theorem 1 holds.
Proof of Theorem 2. Recall the empirical-mean relative error $R_m(x)$ and the empirical-mean envelope as defined in (10) and (12). We see after some algebra that

$$
\|\nabla f(X_k)\| \leq \|\nabla f_{M_k}(X_k)\| + \|\nabla f_{M_k}(X_k) - \nabla f(X_k)\|
$$

$$
\leq \|\nabla f_{M_k}(X_k)\| + R_{M_k}(X_k)(c_0 + \|\nabla f(X_k)\|)
$$

$$
\leq \|\nabla f_{M_k}(X_k)\| + c_0 G_{M_k} + G_{M_k}\|\nabla f(X_k)\| \quad (20)
$$

Recalling that $\|\nabla f_{M_k}(X_k)\| \leq \epsilon_k$, taking conditional expectations on (20), and then applying Cauchy-Schwarz inequality, we get

$$
\mathbb{E}[\|\nabla f(X_k)\| | \mathcal{F}_{k-1}] \leq \mathbb{E}[\epsilon_k | \mathcal{F}_{k-1}] + c_0 \mathbb{E}[G_{M_k} | \mathcal{F}_{k-1}] + \mathbb{E}[G_{M_k}\|\nabla f(X_k)\| | \mathcal{F}_{k-1}]
$$

$$
\leq \mathbb{E}[\epsilon_k | \mathcal{F}_{k-1}] + c_0 \mathbb{E}[G_{M_k} | \mathcal{F}_{k-1}] + (\mathbb{E}[G_{M_k}^{2} | \mathcal{F}_{k-1}])^{1/2} (\mathbb{E}[\|\nabla f(X_k)\|^{2} | \mathcal{F}_{k-1}])^{1/2}
$$

$$
\leq \mathbb{E}[\epsilon_k | \mathcal{F}_{k-1}] + c_0 \mathbb{E}[G_{M_k} | \mathcal{F}_{k-1}] + (\mathbb{E}[G_{M_k}^{2} | \mathcal{F}_{k-1}])^{1/2} \ell_{2,\infty}, \quad (21)
$$

where the last inequality in (21) follows from (Bd-Grad). However, since we have assumed that $\mathbb{E}[G^2(Y)] < \infty$ and that (R-ULLN) hold, it follows that

$$
\mathbb{E}[G_{M_k}^{2} | \mathcal{F}_{k-1}] \xrightarrow{w.p.1} 0 \quad \text{and} \quad \mathbb{E}[G_{M_k} | \mathcal{F}_{k-1}] \xrightarrow{w.p.1} 0. \quad (22)
$$

Using (22) and the assumption $\mathbb{E}[\epsilon_k | \mathcal{F}_{k-1}] \xrightarrow{w.p.1} 0$ in (21), we see that the assertion in (15) holds. Statement (16) follows from (Bd-Grad) and Lebesgue Dominated Convergence Theorem:

$$
\mathbb{E}[\|\nabla f(X_k)\| | \mathcal{F}_{k-1}] \leq \mathbb{E}[\|\nabla f(X_k)\|^{2} | \mathcal{F}_{k-1}] \leq \ell_{2,\infty}^{2} < \infty
$$

and hence $\mathbb{E}[\|\nabla f(X_k)\|] = \mathbb{E}[\|\nabla f(X_k)\| | \mathcal{F}_{k-1}] \xrightarrow{} 0$. ■

5. COMPLEXITY CALCULATION In this section, under a further strengthening of the uniform law assumption in (R-ULLN), we provide results that quantify the non-asymptotic convergence rates (also known as complexity) of RA when expressed in terms of the number of iterations (called iteration complexity) and the expended number of oracle calls (called oracle complexity). We treat each of these complexities in order.

5.1. Iteration Complexity It should be clear that both the error tolerance sequence $\{\epsilon_k, k \geq 1\}$ and the sample size sequence $\{M_k, k \geq 1\}$ interact to determine the iteration complexity. To understand these effects better, for all results that follow, we assume that for each $k \geq 1$,

$$
\epsilon_k \overset{C_{2,k}}{=} \frac{C_{2,k}}{M_k^{1/2}} \quad \text{and} \quad c_2 \geq C_{2,k} \in \mathcal{F}_{k-1}, \quad (C.2(a))
$$

where $C_{2,k}$ is an $\mathcal{F}_{k-1}$-measurable random variable with the upper bound $c_2$. We are now ready to state the main iteration complexity result.

Theorem 3 (Iteration Complexity). Let the postulates of Theorem 2 hold. Furthermore, let the empirical-mean envelope $G_{M_k} := \sup_{x \in \mathbb{R}^{d}} |R_m(x)|$ exhibit “CLT-scaling”, that is, there exists $\sigma < \infty$ such that,

$$
\mathbb{E}\left[\left(\sqrt{M_k} G_{M_k}\right)^{2} | \mathcal{F}_{k-1}\right] \leq \sigma^{2}, \quad M_k \in \mathcal{F}_{k-1}. \quad (\text{CLT-sc})
$$

Then, for $k \geq 1$ we have that

$$
\mathbb{E}[\|\nabla f(X_k)\| | \mathcal{F}_{k-1}] \leq \frac{c_2}{M_k^{1/2}} + \frac{(c_0 \sigma + \ell_{2,\infty} \sigma)}{\sqrt{M_k}}. \quad (23)
$$
Choose the sample-size sequence \( \{M_k, k \geq 1\} \) so that \( M_1 = m_1 \) is some positive constant,

\[
M_k := C_{1,k}M_{k-1}; \quad c_1 \leq C_{1,k} \in \mathcal{F}_{k-1},
\]

(C.1(a))

and the error tolerance as in (C.2(a)). Then for \( k \geq 1 \),

\[
\mathbb{E} \left\| \nabla f(X_k) \right\| \leq \left( \frac{1}{\sqrt{c_1}} \right)^k \left( \frac{c_2 + c_0 \sigma + \ell_{2,\infty} \sigma}{\sqrt{m_1}} \right).
\]

(24)

Furthermore, for all \( k \geq K(\epsilon) \) where

\[
K(\epsilon) := 1 + \frac{1}{\log \sqrt{c_1}} \left( \log \frac{1}{\epsilon} + \log \frac{c_2 + c_0 \sigma + \ell_{2,\infty} \sigma}{\sqrt{m_1}} \right),
\]

(25)

we have that

\[
\mathbb{E} \left\{ \left\| \nabla f(X_k) \right\| \right| \mathcal{F}_{k-1} \leq \epsilon, \quad \epsilon > 0.
\]

Proof. From (21), we have

\[
\mathbb{E} \left\{ \left\| \nabla f(X_k) \right\| \right| \mathcal{F}_{k-1} \leq E[\epsilon_k | \mathcal{F}_{k-1}] + c_0 E \left[ G_{M_k} | \mathcal{F}_{k-1} \right] + E \left[ G_{M_k} \| \nabla f(X_k) \| \right| \mathcal{F}_{k-1} \right]
\]

\[
\leq E[\epsilon_k | \mathcal{F}_{k-1}] + c_0 E \left[ G_{M_k} | \mathcal{F}_{k-1} \right] + \left( E \left[ G_{M_k}^2 | \mathcal{F}_{k-1} \right] \right)^{1/2} \left( \mathbb{E} \left\{ \| \nabla f(X_k) \|^2 \right| \mathcal{F}_{k-1} \right) \right)^{1/2}.
\]

(26)

From (Bd-Grad), we know that there exists \( 0 < \ell_{2,\infty} < \infty \) such that

\[
\mathbb{E} \left\{ \| \nabla f(X_k) \|^2 \right| \mathcal{F}_{k-1} \leq \ell_{2,\infty}^2 < \infty.
\]

(27)

Use (CLT-sc), (C.2(a)), and (27) to see that the assertion in (23) holds. To obtain (24), recurse the upperbound in (23) backward.  

Several observations are salient. First, the iteration complexity in (24) expressed in terms of the “outer iterations” is linear, and looks like that in deterministic, smooth and strongly convex regimes. This is essentially because the work done by the solver in the inner iterations is not accounted. This is a key difference from classical iteration complexity rates using a method such as stochastic gradient descent. Next, we see that in addition to a uniform law on the relative error class that is needed for consistency of RA, iteration complexity entails a certain regularity of the envelope, expressed through the CLT-scaling assumption (CLT-sc). This condition, loosely speaking, stipulates that the supremum norm of the relative error scales as \( O(1/\sqrt{M_k}) \) in expectation. Similar to the description in Remark 4, such a CLT-scaling is related to some integrability condition of the entropy function. This condition can be expressed concisely in terms of the Koltchinskii-Pollard entropy function. See [26, Theorems 3.5.1 and 3.5.4] and also the appendix for a brief exposition. We expect the assumption in (CLT-sc) to hold widely, in particular for the examples in Section 6 as it is made on the relative error envelope rather than the absolute error envelope.

Also, in deriving the iteration complexity, a more general relationship of the form \( \epsilon_k = C_{2,k}/M_k^{p,}, p > 0 \) could have been assumed in (C.2(a)). However, through calculations nearly identical to that in the proof of Theorem 4, it can be shown in such a case that the fastest achievable iteration complexity by RA is \( O(1/M_k^{p+3/2}) \) suggesting the choice \( p \geq 1/2 \). We can further reason that one should choose \( p = 1/2 \) since choosing \( p > 1/2 \) amounts to “oversolving,” that is, leads to increased computational effort during each iteration \( k \) without yielding a better complexity rate. We will make this idea of not “oversolving” more precise in the ensuing section.

In the following, we give a complexity result that dispenses with the bounded iterates assumption in (Bd-Grad) needed for \( L_1 \) consistency, while strengthening the assumption in (R-ULLN) using
the notion of a weighted relative error class. Combined with what have been presented, they illustrate a “dichotomy” between multiplicative versus additive noise in the oracle model. To illustrate this idea, suppose
\[ \nabla F(x, Y) = (I + \mathcal{A}(Y))\nabla f(x) + \mathcal{B}(Y) \]
where \( \mathcal{A}(\cdot) \) and \( \mathcal{B}(\cdot) \) are some mean zero random variables. In this case, the relative error is given by
\[ R(x, Y) = \frac{\mathcal{A}(Y)\nabla f(x) + \mathcal{B}(Y)}{||\nabla f(x)|| + c_0} \]
Note that as long as \( \mathcal{A} \neq 0 \), then \( R(x, Y) \approx O(1) \) while if \( \mathcal{A} \equiv 0 \), we will have that \( R(x, Y) = o(||\nabla f(x)||) \). This motivates the following general statement which handles the latter but allows \( \mathcal{B} \) to depend on \( \nabla f(x) \) alas, to a smaller order.

**Theorem 4 (Iteration Complexity with Weighted Relative Error).** Define, for \( \alpha \in (0,1) \) and \( \delta_0 > 0 \), the (weighted) relative error class
\[ w: \mathcal{R} := \{ R(x, Y)(||\nabla f(x)||^{\alpha} + \delta_0), x \in \mathbb{R}^d \}; \quad R(x, Y) := \frac{\nabla F(x, Y) - \nabla f(x)}{||\nabla f(x)|| + c_0} \]
and its empirical-mean envelope
\[ H_m := \sup_{x \in \mathbb{R}^d} \|R_m(x)||\|\nabla f(x)||^{\alpha} + \delta_0 \].

Suppose, for some \( \alpha > 0 \) and \( \delta_0 > 0 \), the empirical-mean envelope of the weighted relative error class exhibits “CLT-scaling,” that is there exists \( \sigma_0 < \infty \) such that,
\[ \mathbb{E}\left[ \left( \sqrt{M_k} H_{M_k} \right)^{1/\alpha} \right] \leq \sigma_0^{1/\alpha}; \quad M_k \in \mathcal{F}_{k-1}. \]

Then, for \( k \geq 2 \) and \( \kappa_2 := 2(1 - \alpha) \left( \frac{2\alpha}{1-\alpha} \right)^\alpha \sigma_0 \), we have that
\[ \mathbb{E}\left[ \|\nabla f(X_k)|| \right] \leq \frac{2\kappa_2}{M_k} + \frac{2\sigma_0/\delta_0}{\sqrt{M_k}} + \left( \frac{\kappa_2}{\sqrt{M_k}} \right)^{1/\alpha}. \]

Choose the sample-size sequence \( \{M_k, k \geq 1\} \) according to (C.1(a)), and error tolerance according to (C.2(a)) with \( p = 1/2 \). Then for \( k \geq 2 \),
\[ \mathbb{E}\left[ \|\nabla f(X_k)|| \right] \leq \left( \frac{1}{\sqrt{c_1}} \right)^{k-1} \left \{ \frac{2\sigma_0/\delta_0}{\sqrt{M_k}} + \left( \frac{\kappa_2}{\sqrt{M_k}} \right)^{1/\alpha} \right \}. \]

Its proof will be given in Section A of the Appendix. The power error class in Section 6.5 provides an example illustrating its applicability.

Analogous to Theorem 3(25), Theorem 4 leads to the following simple corollary that provides an \( \epsilon \)-complexity result.

**Corollary 1 (\( \epsilon \)-complexity with Weighted Relative Error).** Let the postulates Theorem 4 along with the sample size choice in (C.1(a)) and the error tolerance choice in (C.2(a)) with \( p = 1/2 \). Then for all \( k \geq K(\epsilon) \) where
\[ K(\epsilon) := 1 + \frac{1}{\log \sqrt{c_1}} \left( \log \frac{1}{\epsilon} + \log \left( \frac{2\sigma_0/\delta_0}{\sqrt{m_1}} + \left( \frac{\kappa_2}{\sqrt{m_1}} \right)^{1/\alpha} \right) \right), \]
we have that
\[ \mathbb{E}\left[ \|\nabla f(X_k)|| \mathcal{F}_{k-1} \right] \leq \epsilon, \quad \epsilon > 0. \]
5.2. Oracle Complexity  To understand oracle complexity, recall that unlike SGD, RA algorithms may expend a varying number of oracle calls during each outer iteration, that is, between subsample updates. Specifically, the total number of oracle calls expended by RA after $k$ iterations is:

$$W_k := \sum_{j=1}^{k} N_j \times M_j,$$  \hfill (33)

where $N_j$ is the number of solver steps (or inner iterations), and $M_j$ is the adapted sample-size during the $j$-th iteration. Notice that the expression for the total work appearing in (33) assumes a “linear sum” structure; such structure is not always valid but holds for many common optimization solvers such as gradient descent [51, Chapter 2], accelerated gradient descent [51, Chapter 2], momentum method [13, Section 7], and line search with L-BFGS [52, Algorithm 7.5], since these methods require only gradient evaluations at each inner iteration.

The oracle complexity attained by RA depends on the speed of the solver employed to execute the inner iterations. Accordingly, we present our oracle complexity results as a function of whether the solver used in the inner iterations is linearly convergent or sub-linearly convergent — see Definition 4. Theorem 5 that follows is intended to address problems having strongly convex sample-path problems while Theorem 6 addresses problems having (merely) convex or nonconvex sample-path problems.

**Theorem 5 (Expected Oracle Complexity for Linear Solvers).** Suppose the Method $\mathcal{M}$ within RA exhibits $(\rho_{\mathcal{M}k}, C_{\mathcal{M}k})$-linear convergence (see Definition 4) when executed on the sample path problem $(S_{\mathcal{M}k})$ starting at initial point $X_{k-1}$, where $0 < \rho_{\mathcal{M}k} < \rho_{m} < 1$ and $C_{\mathcal{M}k} \leq C_{m}$, and $\rho_{m} < 1, C_{m} < \infty$ are some constants. Let the sample size sequence $\{M_{k}, k \geq 1\}$ and the error tolerance sequence $\{\epsilon_{k}, k \geq 1\}$ be chosen so that

$$M_{k} := C_{1,k}M_{k-1},$$  \hfill (34)

$$\epsilon_{k} := \frac{C_{2,k}}{\sqrt{M_{k}}},$$  \hfill (35)

$$C_{1,k} = c_{1}, 1 < c_{1} < \infty;$$

$$C_{2,k} \in [c_{2}, c_{2}], 0 < c_{2} \leq c_{2} < \infty,$$

where $C_{1,k}, C_{2,k} \in \mathcal{F}_{k-1}$, and $c_{1}, \bar{c}_{1}, c_{2}, \bar{c}_{2}$ are (non-random) constants.

If the postulates of Theorem 3 hold, then for each $k \geq 1$,

$$\mathbb{E}[W_k] = O\left(\frac{A^2 m_1}{(c_1 - 1)\epsilon^{2}\log(1/\rho_m)}\right) \implies \mathbb{E}[\nabla f(X_k)] \leq \epsilon,$$  \hfill (36)

with

$$A = \frac{\sqrt{c_1} (c_2 + c_0 \sigma + \sigma \ell_{2,\infty})}{\sqrt{m_1}}.$$  \hfill (37)

If the postulates of Theorem 4 hold and (CLT-sc) is satisfied, then (36) holds with

$$A = \frac{\sqrt{c_1} \left(2(c_2 + c_0 \sigma_0 / \delta_0)\right)}{\sqrt{m_1}} + \left(\frac{\kappa_2}{\sqrt{m_1}}\right)^{1/\alpha}.$$  \hfill (38)

**Proof.** From the definition of linear convergence (Definition 4), we see that for any

$$N_{k} \geq \frac{\log (C_{m} |\nabla f_{M_{k}}(X_{k-1})| / \epsilon_{k})}{\log(1/\rho_{m})}$$
the termination condition $\|\nabla f_{M_k}(X_k)\| \leq \epsilon_k$ is satisfied. We can choose $N_k$ to be the smallest number such that the condition $\|\nabla f_{M_k}(X_k)\| \leq \epsilon_k$ is satisfied. Therefore,

$$N_k = \left\lfloor \frac{\log \left( C_m \|\nabla f_{M_k}(X_{k-1})\| / \epsilon_k \right)}{\log(1/\rho_m)} \right\rfloor \leq 1 + \frac{\log \left( C_m \|\nabla f_{M_k}(X_{k-1})\| / \epsilon_k \right)}{\log(1/\rho_m)}$$

Taking expectation, using (12), and applying Jensen’s inequality on a concave function, we have,

$$\mathbb{E}[N_k] \leq 1 + \frac{\log(C_m) + \log(\mathbb{E}[\|\nabla f_{M_k}(X_{k-1})\| / \epsilon_k])}{\log(1/\rho_m)}$$

$$\leq 1 + \frac{\log(C_m) + \log(\mathbb{E}[\|\nabla f_{M_k}(X_{k-1}) - \nabla f(X_{k-1})\| + \|\nabla f(X_{k-1})\| / \epsilon_k])}{\log(1/\rho_m)}$$

$$\leq 1 + \frac{\log(C_m) + \log(\mathbb{E}[\|G_{M_k}\| (\|\nabla f(X_{k-1})\| + c_0) + \|\nabla f(X_{k-1})\| / \epsilon_k])}{\log(1/\rho_m)}$$

$$\leq 1 + \frac{\log(C_m)}{\log(1/\rho_m)} + \frac{\log \left( \log(1/\rho_m) \right) + \log \left( \mathbb{E}[\|\nabla f(X_{k-1})\| + c_0] + \sqrt{M_k} \mathbb{E}[\|\nabla f(X_{k-1})\|]\right) - \log c_2}{\log(1/\rho_m)}$$

where the last inequality is due to the assumption (CLT-sc) and (35). Now from Theorem 3 and 4, we have that

$$\mathbb{E}[\|\nabla f(X_{k-1})\|] \leq C \left( \frac{1}{\sqrt{c_1}} \right)^{k-1}.$$ 

Substituting this in the above inequality, we get,

$$\mathbb{E}[N_k] \leq 1 + \frac{\log(C_m)}{\log(1/\rho_m)} + \frac{\log \left( \sigma \left( C_{c_1}^{-1/2} c_0 + \sqrt{M_1} C \right) \right) - \log c_2}{\log(1/\rho_m)} =: \frac{C_u}{\log(1/\rho_m)}$$

where

$$C_u = \log \left( \frac{C_m \left( \sigma \left( C_{c_1}^{-1/2} c_0 + \sqrt{M_1} C \right) \right)}{\rho_m c_2} \right).$$

The expected work complexity to achieve $\mathbb{E}[\|\nabla f(X_k)\|] \leq \epsilon$ is then

$$\mathbb{E}[W_{K(\epsilon)}] = \sum_{j=1}^{K(\epsilon)} M_j \mathbb{E}[N_j] \leq \sum_{j=1}^{K(\epsilon)} m_1 c_1^{j-1} \frac{C_u}{\log(1/\rho_m)} \leq m_1 \frac{C_u}{\log(1/\rho_m)} \frac{c_1^{K(\epsilon)} - 1}{c_1 - 1}. \quad (39)$$

Definition (25) and Corollary 1 imply $K(\epsilon) = \frac{\log(1/\epsilon)}{\log(\sqrt{c_1})}$ and $c_1^{K(\epsilon)} = \left( \frac{A}{\epsilon} \right)^2$. Plugging in (39), we get

$$\mathbb{E}[W_{K(\epsilon)}] \leq m_1 \frac{C_u}{c_1 - 1} \log(1/\rho_m) \frac{c_1^{K(\epsilon)} - 1}{c_1 - 1} \leq m_1 \frac{C_u}{c_1 - 1} \log(1/\rho_m) \left( A \epsilon \right)^2.$$ 

**Remark 5.** It is important that the result obtained through Theorem 5 is predicated on the existence of a linearly convergent solver. Such a convergence rate is usually exhibited by solvers when executed on strongly convex functions, or on nonconvex functions when a PL-type condition [61] holds. As such, we are unaware of schemes which provide such non-asymptotic guarantees otherwise.
Observe that Theorem 5 signals the optimal $O(\epsilon^{-2})$ oracle complexity, with the constant $A$ involving the rate of increase of sample size $c_1$, the inherent “variability” $\sigma$ of the stochastic oracle, and the extent of the excursions $\ell_{2,\infty}$ of RA’s iterates. Theorem 5 assumes that $C_{1,k} = c_1$, that is, the sample sizes are increased at a fixed rate $c_1$; it can be shown that allowing the rate of increase of the sample sizes to be in an interval introduces a slight inflation in the expected oracle complexity rate.

Next, we prove a result analogous to Theorem 5 but when a sub-linear solver is used when solving the sample-path problems.

**Theorem 6 (Expected Oracle Complexity for Sublinear Solvers).** Suppose the Method $\mathcal{M}$ within RA exhibits $(1/2, C_{m,k}^\infty)$-sublinear convergence (see Definition 4) when executed on the sample path problem $(S_{M_k})$ starting at initial point $X_{k-1}$, where $0 < C_{M_k}^\infty \leq C_m$, and $C_m < \infty$ is some constant. Let the sample size sequence $\{M_k, k \geq 1\}$ and the error tolerance sequence $\epsilon_k, k \geq 1$ be chosen according to (34), and suppose further that there exists $C_A < \infty$ such that

\[
\sup_k \mathbb{E}[f(X_k)] < \frac{C_A}{2}; \quad \mathbb{E}[\inf_{x \in \mathbb{R}^d} F(x,Y)] > -\frac{C_A}{2}, \tag{Bd-Fn}
\]

If the postulates of Theorem 3 or Theorem 4 hold and (CLT-sc) is satisfied, then, for each $k \geq 1$,

\[
\mathbb{E}[W_k] = O \left( \frac{A^4 m_1 C_{m} C_A}{(c_1^2 - 1)c_2^2 \epsilon_k^4} \right) \implies \mathbb{E}[\nabla f(X_k)] \leq \epsilon, \tag{40}
\]

where $A$ is as in (37) or (38) (according to whether Theorem 3 or Theorem 4 hold), and

\[
C_u = \frac{C_{m} \left( \sigma(C_{m}^{-k(1/2)} + c_0) + \sqrt{m_1 C} \right)}{c_2^2}. \tag{41}
\]

**Proof.** From the definition of sublinear convergence (Definition 4), we see that for any

\[
N_k \geq \frac{C_{m}(f_{M_k}(X_{k-1}) - f_{M_k}(X_k))}{\epsilon_k^2}
\]

the termination condition $\|\nabla f_{M_k}(X_k)\| \leq \epsilon_k$ is satisfied. We can choose $N_k$ to be the smallest number such that $\|\nabla f_{M_k}(X_k)\| \leq \epsilon_k$ condition is satisfied. Therefore,

\[
N_k = \left[ \frac{C_{m}(f_{M_k}(X_{k-1}) - f_{M_k}(X_k))}{\epsilon_k^2} \right] \leq \frac{2C_{m}(f_{M_k}(X_{k-1}) - f_{M_k}(X_k))}{\epsilon_k^2}
\]

Taking expectation, we have,

\[
\mathbb{E}[N_k] \leq \mathbb{E} \left[ \frac{2C_{m}(f_{M_k}(X_{k-1}) - f_{M_k}(X_k))}{\epsilon_k^2} \right] \leq \frac{2M_k C_{m} \mathbb{E}[f_{M_k}(X_{k-1}) - f_{M_k}(X_k)]}{c_2^2}
\]

Now using (Bd-Fn), we can show

\[
\mathbb{E}[f_{M_k}(X_{k-1}) - f_{M_k}(X_k)] \leq \mathbb{E}[f(X_{k-1})] - \mathbb{E}[\inf_{x \in \mathbb{R}^d} f_{M_k}(x)] \leq C_A.
\]

Therefore, we have,

\[
\mathbb{E}[N_k] \leq \frac{2M_k C_{m} C_A}{c_2^2}
\]
Now from Theorem 3 and 4, we have that

$$\mathbb{E}[\left\|\nabla f(X_{k-1})\right\|] \leq C \left(\frac{1}{\sqrt{c_1}}\right)^{k-1}.$$  

Following the same steps employed in Theorem 5, we obtain

$$\mathbb{E}[W_{K(\epsilon)}] = \sum_{j=1}^{K(\epsilon)} M_j \mathbb{E}[N_j] \leq \sum_{j=1}^{K(\epsilon)} m_1^2 c_1^{2(j-1)} 2C_m C_A c_1^{2K(\epsilon)} \leq \frac{2m_1^2 C_m C_A c_1^{2K(\epsilon)}}{c_1^2 - 1}.$$  

From (25) and Corollary 1, we have $K(\epsilon) = \frac{\log(4)}{\log \sqrt{c_1}}$ and substituting this into the above inequality gives the desired result.

The derived complexities in Theorem 5 for linear solvers and Theorem 6 for sublinear solvers should be loosely interpreted as $O(\epsilon^{-2})$ and $O(\epsilon^{-4})$, respectively. The former complexity matches the best achievable rate for stochastic optimization on smooth strongly convex functions, while the latter rate matches the $O(\epsilon^{-4})$ lower bound for smooth nonconvex stochastic optimization [3].

Also, Theorem 6 relies on the technical condition in (Bd-Fn). To understand this condition, notice that we have assumed little about the nature of the solutions obtained by the solvers used within RA on successive iterations. So, presumably, since $f$ can be nonconvex, the solver in use and the problem landscape might collide in a way that RA’s trajectory oscillates between first-order critical point estimators in regions with a high objective and those with a low objective. The condition in (Bd-Fn) prevents such oscillation from being extreme.

Recall that the $k$-th (outer) iteration of RA is terminated when the norm $\left\|\nabla f_{M_k}(X_k)\right\|$ of the subsampled gradient at the incumbent iterate falls below the threshold $\epsilon_k$, that is, if $X_{k-1,t}$ is the $t$-th iterate obtained from the employed solver during the $k$-th iteration, then the number of inner steps

$$N_k := \min \left\{ t : \left\|\nabla f_{M_k}(X_{k,t})\right\| \leq \epsilon_k \right\}.$$  

Theorem 5 and Theorem 6 consider the context where the tolerance $\epsilon_k$ is chosen as $\epsilon_k = C_{2,k}/\sqrt{M_k}$, implying that

$$N_k := \min \left\{ t : \left\|\nabla f_{M_k}(X_{k,t})\right\| \leq \frac{C_{2,k}}{\sqrt{M_k}} \right\}. \quad (42)$$  

An alternative to the stopping criterion in (42), and one that is consistent with practice within deterministic solvers, is to terminate the inner iterations of the $k$-th outer iteration when the relative error drops below a threshold, that is,

$$N_k := \min \left\{ t : \left\|\nabla f_{M_k}(X_{k,t})\right\| \leq \Gamma_k \left\|\nabla f_{M_k}(X_{k-1})\right\| \right\}, \quad (43)$$  

where $\Gamma_k \in \mathcal{F}_{k-1}$.

To characterize the expected oracle complexity rate when the stopping criterion is chosen according to the “practical condition” in (43), we need the following alternate model of progress for sublinear solvers. A solver is said to exhibit $C$-sublinear convergence ($C < \infty$) if the gradient norm at iterate $x_n$ obtained after executing $n$ steps of the algorithm satisfies

$$\left\|\nabla f(x_n)\right\| \leq C \left\|\nabla f(x_0)\right\| n^{-1/2}. \quad (44)$$  

The model of progress in (44) is possibly more typical of behavior in practice than that in (4) but there appears to be no straightforward justification such as in (5). Using the alternate notion of sublinear convergence in (44), we can make the following remark about the oracle complexity when using the practical termination condition in (43).
Remark 6. Suppose we set
\[ \epsilon_k := \Gamma_k \| \nabla f_{M_k}(X_{k-1}) \|, \]
where \( \Gamma_k \geq \gamma > 0, \Gamma_k \in \mathcal{F}_{k-1} \). Let the postulates of Theorem 3 or Theorem 4 hold and let (CLT-sc) be satisfied. If a linear solver or a sublinear solver satisfying (44) is used within RA, then, for each \( k \geq 1 \),
\[ E[W_k] \geq O(\epsilon^{-2}) \implies E[\nabla f(X_k)] \leq \epsilon. \]
Since the above statement can be proved using the same steps as in Theorems 3, 4 and 5 we do not include a proof.

6. Example Problem Classes

It should be clear that the uniform law (R-Ulln) on the relative error class (or the sub-linear entropy growth condition in (Sub-Ent), as detailed in the Appendix) and the bounded gradients assumption appearing in (Bd-Grad) essentially ensure in-probability, almost-sure, and \( L_1 \) convergence of RA’s iterates. How stringent are (R-Ulln) and (Bd-Grad)? To further the reader’s intuition in support of our claim that (R-Ulln) and (Bd-Grad) are widely satisfied, we now describe a number of example problem classes, in each case discussing whether (R-Ulln) and (Bd-Grad) are satisfied. While we do not prove, the “CLT-scaling” assumption employed in Theorems 3–5 also hold for each of these classes under further mild assumptions.

6.1. Example (Uniform Error Class). Suppose that the error in the gradient norm is uniformly convergent, that is,
\[ \sup_{x \in \mathcal{X} \subseteq \mathbb{R}^d} \| \nabla f_m(x) - \nabla f(x) \| \overset{w^1}{\rightarrow} 0 \text{ as } m \rightarrow \infty, \]
(ULLN)
and that the envelope
\[ H = H(Y) := \sup_{x \in \mathcal{X}} \{ \| \nabla F(x,Y) - \nabla f(x) \| : x \in \mathcal{X} \} \]
has finite second moment, that is,
\[ \mathbb{E}[H^2] < \infty. \]
(45)
Variations of such a uniform error assumption are standard in SAA and empirical risk minimization literature, e.g., see [75, pp. 157,174] and [4, 12, 45, 46]. Under (ULLN) and (45), notice that
\[ \sup_{x \in \mathcal{X}} \| R_m(x) \| = \sup_{x \in \mathcal{X}} \frac{\| \nabla f_m(x) - \nabla f(x) \|}{\| \nabla f(x) \| + c_0} \leq \sup_{x \in \mathcal{X}} \frac{\| \nabla f_m(x) - \nabla f(x) \|}{c_0} \overset{w^1}{\rightarrow} 0, \]
(46)
implying that (R-Ulln) is satisfied, and that strong consistency is guaranteed if RA is implemented on this class with \( M_k \overset{w^1}{\rightarrow} \infty \) and \( \epsilon_k \overset{w^1}{\rightarrow} 0 \).

Let’s next demonstrate that the condition in (Bd-Grad) needed for \( L_1 \) consistency of RA’s iterates is satisfied as well. First, note that due to the assumption in (ULLN), the \( \delta \)-covering number of the absolute error class
\[ \mathcal{A} := \{ \nabla F(x,Y) - \nabla f(x), x \in \mathcal{X} \} \]
exhibits sub-linear empirical entropy growth, that is,
\[ \frac{1}{M_k} H_1(\delta, \mathcal{A}, P_{M_k}) \overset{p}{\rightarrow} 0 \text{ as } M_k \overset{w^1}{\rightarrow} \infty. \]
(47)
Due to (47), we see that the postulates of Theorem 2.4.3 [81, pp. 123] hold, and we have
\[
\mathbb{E} \left[ \sup_{x \in \mathcal{X}} \| \nabla f_{M_k}(x) - \nabla f(x) \| \big| \mathcal{F}_{k-1} \right] \xrightarrow{w} 0 \text{ as } k \to \infty. \tag{48}
\]
Recall that the iterates \{X_k, k \geq 1\} generated by RA are such that
\[
\| \nabla f_{M_k}(X_k) \| \leq \epsilon_k. \tag{49}
\]
Using (48) and (49), and since \(\epsilon_k \to 0\), we conclude that the key condition in (Bd-Grad) holds. 

Indeed, while (ULLN) is a common assumption, it is too stringent and is frequently violated by even standard stochastic optimization settings. Let’s illustrate this with a simple example. Suppose \(\mathcal{X} = \mathbb{R}^d\), \(b \in \mathbb{R}\), \(a = \mathbb{E}[Z(Y)]\), and \(Z(Y) > 0\) is some positive-valued random variable with finite expectation. Set
\[
F(x, Y) = \frac{1}{2} Z(Y)x^T x + bx; \quad f(x) = \frac{1}{2} ax^T x + bx. \tag{50}
\]
We then see that
\[
\nabla F(x, Y) = Z(Y)x + b; \quad \nabla f(x) = ax + b
\]
and hence, if \(\text{Var}(Z(Y)) \neq 0\), then
\[
\sup_{x \in \mathbb{R}^d} \| \nabla f_{m}(x) - \nabla f(x) \| = \left| \frac{1}{n} \sum_{j=1}^{n} Z(Y_j) - a \right| \sup_{x \in \mathbb{R}^d} \| x \| \neq 0,
\]
thus violating (ULLN).

The main feature of the counter-example in (50) responsible for (ULLN) violation is that the error in the sampled gradient is proportional to the true gradient, that is,
\[
\| \nabla F(x, Y) - \nabla f(x) \| = \| (Z(Y) - a)x \| \geq \left| \frac{Z(Y) - a}{a} \right| (\| \nabla f(x) \| - b). \tag{51}
\]
The inequality in (51) implies that the absolute error in the gradient estimate for the counter-example in (50) will increase proportionally with the norm of the true gradient, thereby violating (ULLN) if the true gradient is unbounded over \(\mathcal{X}\).

This issue of absolute error in the estimated gradient norm being proportional to the true gradient seems to be common in practice [13]. Through the next example class, we demonstrate that in many simple settings, while a uniform law (ULLN) on the absolute error is violated, a uniform law (R-ULLN) on the relative error is satisfied.

\textbf{6.2. Example (Multiplicative Error Class).} Suppose the random function \(\nabla F(\cdot, Y)\) is such that
\[
\nabla F(x, Y) = A(Y) \nabla f(x) + B(Y), \quad x \in \mathbb{R}^d \tag{52}
\]
where \(A(Y)\) is a \(d \times d\) matrix of real-valued random variables and \(B(Y)\) is an \(\mathbb{R}^d\) valued random variable satisfying
\[
\mathbb{E}[A(Y)] = J_d; \quad \mathbb{E}[B(Y)] = 0, \tag{53}
\]
and \(J_d\) is the \(d \times d\) matrix of ones. Then, we see that
\[
R_m(x) = \frac{(\tilde{A}_m - J_d) \nabla f(x) + \tilde{B}_m}{\| \nabla f(x) \| + c_0}; \quad \tilde{A}_m := \frac{1}{m} \sum_{j=1}^{m} A(Y_j); \quad \tilde{B}_m := \frac{1}{m} \sum_{j=1}^{m} B(Y_j), \tag{54}
\]
implying that the empirical-mean envelope \( G_m := \sup_{x \in X} \| R_m(x) \| \) of the relative error class satisfies
\[
G_m \leq \| \tilde{A}_m - J_d \| + \| \tilde{B}_m \| \frac{1}{c_0}.
\] (55)

Conclude from (55) that the uniform law in (R-ULLN) is satisfied.

Let’s next demonstrate that under further moment conditions, the condition in (Bd-Grad) is satisfied as well. Suppose there exist deterministic constants \( \ell_1, \ell_2 < \infty \) such that
\[
E \left[ \left( \frac{1}{\sigma_k^*} \right)^4 | \mathcal{F}_{k-1} \right] \leq \ell_1 < \infty; \quad \sigma_k^* := \min_{x \neq 0} \frac{\| \bar{A}_{M_k} x \|}{\| x \|}
\] (56)

and
\[
E \left[ \| B(Y) \|^4 \right] \leq \ell_2 < \infty,
\] (57)

(Notice that \( \sigma_k^* \) is the minimum singular value of the matrix \( \bar{A}_{M_k} \), that is, the square root of the smallest eigenvalue of the symmetric matrix \( \bar{A}_{M_k} \bar{A}_{M_k}^T \).) Suppose also that the error tolerance \( \epsilon_k \) in RA is chosen so that
\[
E \left[ \epsilon_k^4 | \mathcal{F}_{k-1} \right] \leq \ell_3.
\] (58)

From (57), we see that
\[
E \left[ \| \bar{B}_{M_k} \|^4 | \mathcal{F}_{k-1} \right] \leq \ell_2.
\] (59)

Next, we see from (52) that \( X_k \) satisfies
\[
\| \bar{A}_{M_k} \nabla f(X_k) + \bar{B}_{M_k} \| \leq \epsilon_k,
\] (60)

implying that
\[
\| \nabla f(X_k) \| \leq \| \bar{A}_{M_k}^{-1} \| (\epsilon_k + \| B_{M_k} \|).
\] (61)

Also,
\[
\| \bar{A}_{M_k}^{-1} \| := \max_{x \neq 0} \frac{\| \bar{A}_{M_k}^{-1} x \|}{\| x \|} = \left( \min_{x \neq 0} \frac{\| \bar{A}_{M_k} x \|}{\| x \|} \right)^{-1} = \frac{1}{\sigma_k}.
\] (62)

Hence
\[
\sup_k \left\{ E \left[ \| \nabla f(X_k) \|^2 | \mathcal{F}_{k-1} \right] \right\} \leq \sup_k \left\{ 2 E \left[ \left( \frac{1}{\sigma_k^*} \right)^2 \epsilon_k^4 | \mathcal{F}_{k-1} \right] + 2 E \left[ \left( \frac{1}{\sigma_k} \right)^2 \| B_{M_k} \|^2 | \mathcal{F}_{k-1} \right] \right\}
\leq 2 \sup_k \left\{ \left( E \left[ \left( \frac{1}{\sigma_k^*} \right)^4 | \mathcal{F}_{k-1} \right] \right)^{1/2} \left( E \left[ \epsilon_k^4 | \mathcal{F}_{k-1} \right] \right)^{1/2} + \left( E \left[ \| B_{M_k} \|^4 | \mathcal{F}_{k-1} \right] \right)^{1/2} \right\}.
\] (63)

Using (56), (57) and (58) in (63), we see that the condition in (Bd-Grad) is satisfied.

**Remark 7.** Example 6.2 is a special case of a larger and more useful class of random functions having random coefficients that are dependent on \( x \), that is,
\[
\nabla F(x, Y) = A(x, Y) \nabla f(x) + B(x, Y).
\]

An analysis similar to what we have outlined in Example 6.2 is possible for this class but with stipulations on \( \{ A(x, Y), x \in \mathbb{R}^d \} \) and \( \{ B(x, Y), x \in \mathbb{R}^d \} \) replacing our current stipulations on \( A(Y) \) and \( B(Y) \).
6.3. Example (Linear and Polynomial Regression with Least Squares). Let’s consider the classical regression problem of statistics where we wish to estimate the parameters \( x^* \in \mathbb{R}^d \) of an assumed linear regression model

\[
T(Y) = Qx^* + \epsilon(Y),
\]

where \( T \in \mathbb{R} \) is the “observed” dependent variable, \( Q = (Q^{(1)}, Q^{(2)}, \ldots, Q^{(d)}) \) is a \( 1 \times d \) random vector of covariates, \( x^* \) is a \( d \times 1 \) vector of true parameters to be estimated using data. Assume:

\[
\mathbb{E}[\epsilon(Y)] = 0; \quad \text{Corr}(Q^{(j)}, \epsilon(Y)) = 0 \forall j; \quad \mathbb{E}[Q^TQ] < \infty; \quad \mathbb{E}[Q^TT] < \infty; \quad \text{and } (\mathbb{E}[Q^TQ])^{-1} \text{ exists.}
\]

Using (65), it can be shown that \( x^* \) is the unique solution of the problem in (66).

Suppose now that we observe data \((Q_j, T_j), i = 1, 2, \ldots, n\), where \( Q_j, T_j, j = 1, 2, \ldots, n \) are iid copies of \((Q, T)\) and \( n > d \). Let \( \tilde{Q}_n \) represent the \( n \times d \) matrix obtained by stacking \( Q_j, j = 1, 2, \ldots, n \) and let \( \tilde{T}_n \) be the \( n \times 1 \) matrix obtained by stacking \( T_j, j = 1, 2, \ldots, n \). (The “tall” \( n \times d \) matrix \( \tilde{Q}_n \) obtained by stacking \( Q, i = 1, 2, \ldots, n \) is traditionally called the “data matrix” [79].) The sample-path problem corresponding to (66) is

\[
\begin{align*}
\text{minimize: } f_n(x) &= \frac{1}{2} \sum_{j=1}^{n} (T_j - \tilde{Q}_n x)^2 \\
\text{s.t. } x &\in \mathbb{R}^d.
\end{align*}
\]

(67)

Now observe that

\[
\nabla f(x) = \mathbb{E}\left[Q^T Q \right] x - \mathbb{E}\left[Q^T T\right];
\]

\[
\nabla f_n(x) = \frac{1}{n} \sum_{j=1}^{n} \left( Q_j^T Q_j x - Q_j^T T_j \right) = \frac{1}{n} \left( \tilde{Q}_n^T \tilde{Q}_n x - \tilde{Q}_n^T \tilde{T}_n \right).
\]

(68)

Notice also that under the further assumption that the data matrix \( \tilde{Q}_n \) has rank \( d \), we get the classical least squares estimator \( X_n^* \) for \( x^* \):

\[
X_n^* = \left( \tilde{Q}_n^T \tilde{Q}_n^{-1} \right)^{-1} \tilde{Q}_n^T \tilde{T}_n.
\]

(69)

From (68), we see that the relative error class

\[
\mathcal{R} := \{(Q^TQ - \mathbb{E}[Q^TQ])x - (Q^TT - \mathbb{E}[Q^TT]), x \in \mathbb{R}^d\},
\]

and the relative error \( R_m(x) \) for any \( x \in \mathbb{R}^d \) satisfies

\[
\|R_m(x)\| = \frac{\|\tilde{A}_m x - \tilde{B}_m\|}{\|\mathbb{E}[Q^TQ] x - \mathbb{E}[Q^TT]\| + c_0} \leq \frac{\|\tilde{A}_m\|}{\|\mathbb{E}[Q^TQ] x - \mathbb{E}[Q^TT]\| + c_0} + \frac{\|\tilde{B}_m\|}{c_0},
\]

(70)
where
\[
\bar{A}_m := \mathbb{E} \left[ Q^T Q \right] - \frac{1}{m} \sum_{j=1}^{n} Q_j^T Q_j; \quad B_m := \mathbb{E} \left[ Q^T T \right] - \frac{1}{m} \sum_{j=1}^{n} Q_j^T T_j.
\]
Due to the assumption in (65),
\[
\bar{A}_m \xrightarrow{wp1} 0; \quad \bar{B}_m \xrightarrow{wp1} 0,
\]
and since \(\mathbb{E}[Q^T Q]\) is nonsingular, we can show after some algebra that
\[
\sup_{x \in \mathbb{R}^d} \frac{\|x\|}{\|\mathbb{E}[Q^T Q] x - \mathbb{E}[Q^T T]\| + c_0} < \infty.
\]
Using (73) and (72) in (70), we see that the empirical-mean envelope
\[
G_m := \sup_{x \in \mathbb{R}^d} \| R_m(x) \| \xrightarrow{wp1} 0
\]
and hence the uniform law in (R-ULLN) is satisfied assuring almost sure convergence of RA when implemented on this class.

Let’s now demonstrate that under further conditions, the bounded gradients assumption in (Bd-Grad) is also satisfied, ensuring \(L_1\) convergence of RA. Suppose that the following technical condition on the observed data holds for each \(i = 1, 2, \ldots, d\):
\[
\mathbb{E} \left[ M_{-1}^{\frac{1}{2}} \sum_{j=1}^{M_k} Q_j^{(i)} T_j^{(i)} - \epsilon_k \right] < \infty.
\]
(To see that the technical condition in (74) is not too stringent, consider the hypothetical context where the sample-path problem is solved to infinite precision, that is, \(\epsilon_k = 0\).) After some algebra, we can write the sample gradient \(\nabla f_n\) in terms of the true gradient \(\nabla f\) as follows:
\[
\nabla f_n(x) = \Lambda_n(x) \nabla f(x) + 2 \left( \Lambda_n \mathbb{E} \left[ Q^T T \right] - \tilde{Q}_n^T \tilde{T}_n \right),
\]
where \(\Lambda_n\) is a \(d \times d\) diagonal matrix given by
\[
\Lambda_n(x) := \begin{bmatrix}
\frac{n^{-1} \sum_{j=1}^{M_k} Q_j^{(i)} Q_j x}{\mathbb{E}[Q^{(i)} Q] x} \\
\vdots \\
\frac{n^{-1} \sum_{j=1}^{M_k} Q_j^{(d)} Q_j x}{\mathbb{E}[Q^{(d)} Q] x}
\end{bmatrix}.
\]
From (68) and since the solution \(X_k\) obtained after \(k\) iterations of RA satisfies
\[
\|\nabla f_Mk(X_k)\| \leq \epsilon_k,
\]
we see that
\[
\|\nabla f(X_k)\| \leq \|\Lambda_M^{-1} M_k(X_k)\| \left( \epsilon_k + 2 \left\| \tilde{Q}_n^T \tilde{T}_n \right\| \right) + 2 \left\| \mathbb{E}[Q^T T] \right\|,
\]
and hence
\[
\mathbb{E} \left[ \|\nabla f(X_k)\|^2 \right] \leq 4\sqrt{2} \left( \mathbb{E} \left[ \|\Lambda_M^{-1} M_k(X_k)\|^4 \right] \right)^{1/2} \left( \epsilon_k^4 + 16 \mathbb{E} \left[ \|\tilde{Q}_n^T \tilde{T}_n\|^4 \right] \right)^{1/2} + 8 \mathbb{E} \left[ \|\mathbb{E}[Q^T T]\|^2 \right].
\]
Also, some algebra yields that
\[
\left| \sum_{j=1}^{M_k} Q_j^{(i)} Q_j X_k \right| \geq \left| \sum_{j=1}^{M_k} Q_j^{(i)} T_j \right| - \epsilon_k \text{ and } \|\mathbb{E}[Q^{(i)} Q] X_k\| \leq \|\mathbb{E}[Q^{(i)} T]\| + \epsilon_k.
\]
Using (80) in (76), we have that the \(i\)-th diagonal element \(\Lambda_{M_k}^{-1}(X_k)(i,i)\) of the matrix \(\Lambda_{M_k}^{-1}(X_k)\) satisfies

\[
\mathbb{E} \left[ \left| \Lambda_{M_k}^{-1}(X_k)(i,i) \right|^4 \right] \leq 16 \left( \mathbb{E} \left[ TQ(i)^4 \right] \epsilon_k^4 \right) \mathbb{E} \left[ \left| M_k^{-1} \sum_{j=1}^{M_k} Q_j(i) T_j \right| - \epsilon_k \right]^{-4} < \infty,
\]

where we have used the technical condition in (74) to obtain the last inequality in (81). Use (81) in (79) to conclude that the sufficient condition (Bd-Grad) for \(L_2\) convergence holds.\(\blacksquare\)

It is interesting that for the bounded gradients assumption (Bd-Grad) to hold, the further (somewhat stringent) technical condition in (74) is needed even though \(L_1\) convergence does not imply almost sure convergence in general. Also, while the treatment in Example 6.3 was for linear regression, similar conclusions for polynomial regression hold in a straightforward manner upon introducing higher powers of \(x^\ast\) in (64).

6.4. Example (Karhounen-Loève Error Class). The Karhounen-Loève (KL) representation [25], analogous to the Fourier representation of a deterministic function, is a series representation of a stochastic process as a linear combination of orthonormal functions having random coefficients that are pairwise uncorrelated. Models of physical processes based on KL are among the most fruitful models of physical processes based on KL are among the most fruitful applications of the theory of stochastic processes, and have been extensively used within statistical estimation and finite-element settings [25] over the past few decades. For this reason, such models are also natural contexts where stochastic optimization using a method such as RA may be of direct interest.

As a simple illustration, suppose the error process \(\{\nabla F(x,Y) - \nabla f(x), x \in \mathcal{X}\}\) is a second-order process, that is, \(\mathbb{E} \left[ \| \nabla F(x,Y) - \nabla f(x) \|^2 \right] < \infty\) for each \(x \in \mathcal{X}\). Then, \(\{\nabla F(x,Y) - \nabla f(x), x \in \mathcal{X}\}\) admits a KL representation [2, 25], that is, we can write

\[
\nabla F(x,Y) - \nabla f(x) = \sum_{j=1}^{\infty} \sqrt{\lambda_j} Z_j(Y) \phi_j(x), \quad x \in \mathcal{X},
\]

where \(\phi_j : \mathcal{X} \to \mathbb{R}^d, j \geq 1\) form an orthonormal basis (eigenfunctions) that spans \(L^2(\mathcal{X})\), the associated eigen values \(\lambda_j, j \geq 1\) and coefficients \(\{Z_j, j \geq 1\}\) satisfy

\[
\mathbb{E}[Z_j] = 0; \quad \text{and} \quad \mathbb{E}[Z_i Z_j] = \delta_{ij}.
\]

The convergence in (82) is \(L_2\), that is,

\[
e_n(x) := \nabla F(x,Y) - \nabla f(x) - \sum_{j=1}^{n} \sqrt{\lambda_j} Z_j(Y) \phi_j(x), \quad x \in \mathcal{X}^\ast
\]

satisfies \(\lim_{n \to \infty} \mathbb{E} \left[ \|e_n(x)\|^2 \right] = 0\) for each \(x \in \mathcal{X}\).

Suppose also that the following three conditions hold:
(i) \(\exists b < \infty\) such that \(\forall j \geq 1\), the eigenfunctions \(\phi_j\) satisfy

\[
\sup_{x \in \mathcal{X}} \frac{\|\phi_j(x)\|}{\|\nabla f(x)\| + c_0} \leq b;
\]

(ii) \(\sum_{j=1}^{\infty} \lambda_j < \infty\); and
(iii) there exist \(\delta(\epsilon) > 0, \sigma < \infty\) such that for each \(j:\)

\[
\mathbb{E} \left[ \|Z_{j,m}\|^{2+\epsilon} \right] \leq \frac{\sigma}{m^{1+\delta(\epsilon)}},
\]
The assumption in (iii) holds under standard assumptions leading to the Bernstein inequality [83, pp. 33], that is, when \{Z_j, j \geq 1\} are independent, sub-exponential random variables; there exist extensions to the context where \{Z_j, j \geq 1\} are sub-exponential but dependent — see, for example, [19] and [83, Section 5].

Under (ii) and (iii), it can be shown that the sequence \{\sum_{j=1}^n \sqrt{\lambda_j} Z_j(Y), n \geq 1\} is uniformly integrable and hence the equality in (82) holds pointwise (almost surely). Also, from (82), we see that for each \(x \in \mathcal{X}\),

\[
\| \nabla f_m(x) \| = \frac{\| \nabla f(x) \| + c_0}{\| \nabla f(x) \| + c_0} \times \left( \frac{1}{m} \sum_{j=1}^m \sum_{j=1}^\infty \sqrt{\lambda_j} Z_j(Y_j) \phi_j(x) \right),
\]

\[
\leq \frac{b}{c_0} \sum_{j=1}^\infty \sqrt{\lambda_j} |Z_{j,m}|,
\]

where the last inequality in (84) follows from (i) above. Now notice that

\[
\sum_{m=1}^\infty P \left( \sum_{j=1}^\infty \sqrt{\lambda_j} |Z_{j,m}| > \nu \right) \leq \sum_{m=1}^\infty \frac{1}{\nu^{1+\epsilon}} \mathbb{E} \left[ \left( \sum_{j=1}^\infty \sqrt{\lambda_j} |Z_{j,m}| \right)^{1+\epsilon} \right]
\]

\[
\leq \frac{1}{\nu^{1+\epsilon}} \left( \sum_{j=1}^\infty \sqrt{\lambda_j} \right)^{1+\epsilon} \left( \sum_{m=1}^\infty \mathbb{E} \left[ \sqrt{\lambda_j} |Z_{j,m}|^{1+\epsilon} \right] \right)
\]

\[
\leq \frac{1}{\nu^{1+\epsilon}} \left( \sum_{j=1}^\infty \lambda_j \right)^{\frac{1}{1+\epsilon}} \left( \sum_{m=1}^\infty \mathbb{E} \left[ |Z_{j,m}|^{2+2\epsilon} \right] \right)^{\frac{1}{2}}
\]

\[
< \infty,
\]

where the last inequality in (85) follows from (ii) and (iii) above. We now conclude from (85) and Borel-Cantelli’s first lemma [7, pp. 59,60] that

\[
\sum_{j=1}^\infty \sqrt{\lambda_j} |Z_{j,m}| \xrightarrow{wp1} 0.
\]

Using (86) in (84), we see that

\[
\sup_{x \in \mathcal{X}} \| R_m(x) \| \xrightarrow{wp1} 0,
\]

implying that Theorem 1 guarantees strong consistency if RA is implemented on this class with \(M_k \xrightarrow{wp1} \infty\) and \(\epsilon_k \xrightarrow{wp1} 0\).

Using arguments similar to those in (47)–(49) of Example I, we can also conclude that the key condition in (Bd-Grad) holds. □

6.5. Example (Power Error Class). The key assumption of the complexity result in Theorem 4 is that the envelope of the weighted relative error class \(wR := \{R(x)(\|\nabla f(x)\|^\alpha + \delta_0), x \in \mathcal{X}\}\) exhibits the CLT-scaling (30). The following simple example provides the most intuition.

Suppose the random error function \(\nabla F(\cdot, Y) - \nabla f(\cdot)\) is such that for some \(\gamma_0 \in (0, 1)\),

\[
\nabla F(x, Y) - \nabla f(x) = A(Y)\|\nabla f(x)\|^1 - \gamma_0 + B(Y), \quad x \in \mathbb{R}^d
\]

where \(A(Y)\) and \(B(Y)\) are mean zero sub-exponential random variables.
Let’s now demonstrate that the class characterized by (88) (along with sub-exponential \( A(Y), B(Y) \) assumption) satisfies the postulates of Theorem 4, that is, its weighted relative error class has an empirical-mean envelope satisfying (30). Choosing \( \alpha < \gamma_0 \), and denoting \( \tilde{A}_m = m^{-1} \sum_{j=1}^m A(Y_j), \tilde{B}_m = m^{-1} \sum_{j=1}^m B(Y_j) \) we see that

\[
\| R_m(x) (\| \nabla f(x) \|^\alpha + \delta_0) \| \leq \left| \tilde{A}_m \| \nabla f(x) \|^\alpha + \delta_0 \right| + \left| \tilde{B}_m \| \nabla f(x) \|^\alpha + \delta_0 \right| \leq (1 + \delta_0)(1 \vee \frac{1}{c_0})(|\tilde{A}_m| + |\tilde{B}_m|).
\]

(89)

We see from (89) that the empirical-mean envelope \( H_m := \| R_m(x) (\| \nabla f(x) \|^\alpha + \delta_0) \| \) satisfies

\[
\mathbb{E}[m^{1/2\alpha} H_m^{1/\alpha}] \leq \left(1 + \delta_0\right)(1 \vee \frac{1}{c_0}) \frac{1}{\alpha} \mathbb{E}[\tilde{A}_m^{1/\alpha}] + \mathbb{E}[\tilde{B}_m^{1/\alpha}]
\]

\[
\leq \left(2\left(1 + \delta_0\right)(1 \vee \frac{1}{c_0}) \frac{1}{\alpha} \mathbb{E}[\tilde{A}_m^{1/\alpha}] + \mathbb{E}[\tilde{B}_m^{1/\alpha}]\right).
\]

(90)

Since \( A(Y) \) is a sub-exponential random variable, and since \( \tilde{A}_m \) is the sample mean of iid random variables, there exist constants \( c_A, \sigma_A \in (0, \infty) \) such that

\[
\mathbb{E}[\tilde{A}_m^{1/\alpha}] = \int_0^\infty P\left(\left| \sum_{j=1}^m A(Y_j) \right| > mt^\alpha \right) \leq \int_0^\infty 2 \exp\{-\frac{1}{2} \frac{m}{\sigma_A^2} t^{2\alpha} \} dt + \int_0^\infty 2 \exp\{-\frac{1}{2} \frac{mc_A t^\alpha}{\sigma_A^2} \} dt
\]

\[
\leq \frac{1}{m^{1/2\alpha}} \left( \kappa_1 + \frac{\kappa_2}{m^{1/2\alpha}} \right),
\]

(91)

where

\[
\kappa_1 := \frac{2}{\alpha} \left( \frac{2}{c_A} \right)^{1/\alpha} \Gamma\left(\frac{1}{\alpha}\right); \quad \kappa_2 := \frac{1}{\alpha} \left( \frac{2\sigma_A^2}{c_A} \right)^{1/2\alpha} \Gamma\left(\frac{1}{2\alpha}\right),
\]

and the second inequality in (91) follows the standard tail bound on sub-exponential random variables [83]. Similarly, since \( B(Y) \) is a sub-exponential random variable, and since \( \tilde{B}_m \) is the sample mean of iid random variables, there exist constants \( c_B, \sigma_B \in (0, \infty) \) such that

\[
\mathbb{E}[\tilde{B}_m^{1/\alpha}] \leq \frac{1}{m^{1/2\alpha}} \left( \kappa_1 + \frac{\kappa_2}{m^{1/2\alpha}} \right),
\]

(92)

where

\[
\kappa_1 := \frac{2}{\alpha} \left( \frac{2}{c_B} \right)^{1/\alpha} \Gamma\left(\frac{1}{\alpha}\right); \quad \kappa_2 := \frac{1}{\alpha} \left( \frac{2\sigma_B^2}{c_B} \right)^{1/2\alpha} \Gamma\left(\frac{1}{2\alpha}\right).
\]

Plugging (91) and (92) in (90), we see that \( \mathbb{E}[m^{1/2\alpha} H_m^{1/\alpha}] \) is finite if \( \alpha < \gamma_0 \) and we conclude that the power error class considered in this example satisfies the postulates of Theorem 4.

7. CENTRAL LIMIT THEOREM (CLT) We next treat the question of whether the sequence \( \{\| \nabla f(X_k) \|, k \geq 1\} \) exhibits a CLT. Unlike the complexity results from Section 5 and Section 5.2 which are non-asymptotic in the sense that they are valid for all \( k \geq 1 \), the CLT we present here holds only asymptotically for \( k \gg 1 \). CLTs say less than the complexity results about the behavior of \( \{\| \nabla f(X_k) \|, k \geq 1\} \) for small \( k \), but say more for large \( k \) in the sense that they characterize the exact asymptotic distribution of \( \| \nabla f(X_k) \| \). In particular, they precisely quantify the effect of the curvature of the objective function \( f \) at the critical points on the rate of convergence.
For this reason, CLTs are crucial building blocks for constructing confidence regions especially in the service of terminating an algorithm.

Before we state the main result, we state an auxiliary result (without proof) that demonstrates the regular behavior of the scaled empirical error \(\sqrt{M_k} (\nabla f_{M_k}(X_k) - \nabla f_{M_k}(X^*))\), where the random variable \(X^*\) is such that \(X_k \overset{wp1}{\to} X^* \in \mathcal{X}^*\). A proof of Lemma 1 follows along lines similar to that of [80, Theorem 6.3].

**Lemma 1.** Suppose there exists a non-random non-increasing function \(H : [0, 1] \to \mathbb{R}^+\) such that

\[
\lim_{A \to \infty} \limsup_{n \to \infty} P \left( \sup_{u > 0} \frac{H_1(u, \mathcal{R}, P_n)}{H(u)} > A \right) = 0; \quad \int_0^1 H^{1/2}(u) \, du < \infty. \tag{93}
\]

Define the \(\delta\)-ball around the set \(\mathcal{X}^*\) of first-order critical points:

\[
\mathcal{X}^*(\delta) := \bigcup_{x^* \in \mathcal{X}^* \delta} \{ x \in \mathbb{R}^d : \mathbb{E}[\| R(x, Y) - R(x^*, Y) \|] \leq \delta \}, \quad \delta > 0.
\]

(a) There exists \(\delta > 0\) such that for any \(x^* \in \mathcal{X}^*\),

\[
\lim_{n \to \infty} P \left( \sup_{x \in \mathcal{X}^*(\delta)} \sqrt{n} \| \nabla f_n(x) - \nabla f_n(x^*) \| > \eta \right) < \eta. \tag{94}
\]

(b) If the sequence of \(\{X_k, k \geq 1\}\) of RA’s iterates is such that \(X_k \overset{wp1}{\to} X^*\) for some well-defined random variable \(X^*\), then

\[
\sqrt{M_k} \| \nabla f_{M_k}(X_k) - \nabla f_{M_k}(X^*) \| \overset{d}{\to} 0. \tag{95}
\]

We are now ready to state the main result of this section. In the result, we assume that the postulates of Theorem 1 hold, implying that \(\| \nabla f(X_k) \| \overset{wp1}{\to} 0\). To avoid contexts where \(\| \nabla f(X_k) \| \overset{wp1}{\to} 0\) but the sequence \(\{X_k, k \geq 1\}\) does not converge to anything, we also assume that there exists a random variable \(X^*\) such that \(X_k \overset{wp1}{\to} X^*\).

**Theorem 7 (Central Limit Theorem).** Let the postulates of Theorem 1(b) hold along with the condition

\[
\sqrt{M_k} \epsilon_k \overset{d}{\to} 0. \tag{C.2(b)}
\]

Suppose also that \(X_k \overset{wp1}{\to} X^* \in \mathcal{X}^*\) as \(k \to \infty\). Denoting the covariance matrix

\[
\Sigma_x := \int \nabla F(x, y) \nabla F(x, y)^T P(dy), \quad x \in \mathcal{X}^*.
\]

Then we have as \(k \to \infty\),

\[
\sqrt{M_k} \nabla f(X_k) \overset{d}{\to} N(0, \Sigma_{X^*}). \tag{96}
\]

If we further suppose that the objective function \(f : \mathbb{R}^d \to \mathbb{R}\) is twice differentiable in \(\mathcal{X}^*\) with invertible second-derivative matrix, and denoting

\[
V(X^*) := \nabla^2 f(X^*)^{-1} \Sigma_{X^*} (\nabla^2 f(X^*)^{-1})^T.
\]

Then we have that as \(k \to \infty\),

\[
\sqrt{M_k} (X_k - X^*) \overset{d}{\to} N(0, V(X^*)). \tag{97}
\]
Lemma 1 guarantees that
\[ \sqrt{M_k} \nabla f(X_k) = \sqrt{M_k} (\nabla f(X_k) - \nabla f_{M_k}(X_k)) + \sqrt{M_k} \nabla f_{M_k}(X_k) \]
\[ = \sqrt{M_k} \int \nabla F(X_k, Y) d(P - P_{M_k}) + \sqrt{M_k} \nabla f_{M_k}(X_k) \]
\[ = \sqrt{M_k} \int (\nabla F(X_k, Y) - \nabla F(X^*, Y)) d(P - P_{M_k}) \]
\[ + \sqrt{M_k} \int \nabla F(X^*, Y) d(P - P_{M_k}) + \sqrt{M_k} \nabla f_{M_k}(X_k). \] (98)

Proof. Observe that
\[ \sqrt{M_k} \int (\nabla F(X_k, Y) - \nabla F(X^*, Y)) d(P - P_{M_k}) \overset{p}{\to} 0, \] (99)
and condition C.2(a) ensures that
\[ \sqrt{M_k} \nabla f_{M_k}(X_k) \overset{d}{\to} 0, \] (100)
We now plug (99) and (100) in (98) to get
\[ \sqrt{M_k} \nabla f(X_k) \overset{d}{\to} N(0, \Sigma(X^*)), \] (101)
and the first assertion of the theorem (appearing in (96)) holds.

To prove the second assertion (appearing in (97)), we see that since \( f \) is twice differentiable on \( X^* \) with a non-singular second-derivative \( \nabla^2 f \), there exists a neighborhood \( B(X^*, \epsilon) \) where
\[ \nabla f(X_k) = \nabla f(X_k) - \nabla f(X^*) = \nabla^2 f(X^*)(X_k - X^*) + o_p(||X_k - X^*||). \] (102)

On \( B(X^*, \epsilon) \), we can then can write
\[ \sqrt{M_k} \nabla f(X_k) = \sqrt{M_k} \nabla^2 f(X^*)(X_k - X^*) + o_p(\sqrt{M_k} ||X_k - X^*||). \] (103)
Now use (101) in (103) to see that (97) holds. □

The reader will observe that the random CLT in Theorem 7 is different in nature than Theorem 12 in [36] (also see [75]) which is on the set of global minimizers, with the implication that its application to constructing confidence sets entails the practically difficult task of obtaining a global minimum estimator. Theorem 7 is also different from the classical CLT in stochastic approximation, e.g., Theorem 1 in [62], which in effect assumes strong convexity. Theorem 7 should instead be seen as being analogous to Theorem 5.2 in [56] (see also [40, Ch. 10]).

8. Numerical Experiments To investigate the empirical performance of RA, we ran a setting of RA alongside Adam or SGD (two highly popular stochastic gradient based methods) in three different contexts: least-squares, logistic regression, and a convolutional neural net (CNN), where the objective functions are strongly convex, convex, and nonconvex, respectively.

All algorithms were implemented in Python. The Tensorflow library was used for constructing the models and for computing gradients. Five different random runs were performed for each algorithm in each experimental setting. The same random seed initialization was set at the first run for each algorithm.

To compare performance of the algorithms, we measure loss as a function of the total work performed by each algorithm. We display this in a single plot for each experiment: The y-axis of each plot displays \( \log(f(x) - f^*) \), where \( f(x) \) is the true loss function evaluated at \( x \), and \( f^* \) is the “optimal” loss value achieved by running a deterministic solver on the true loss for many iterations until convergence (\( ||\nabla f(x)||_2 \leq 10^{-8} \)). The solid lines indicate the median loss, and the shaded region indicates the interquartile range of the losses from the five repeated runs. The loss is displayed as a function of the total number of individual gradients evaluated on the x-axis (referred to as “Total Work”). For example, if RA takes 5 inner iterations with a batch size of 100, then this is measured as 500 individual gradient evaluations. This is done so that RA and SGD/Adam are compared on similar ground, as RA is typically much more computationally intensive on a per-iteration basis.
8.1. Models and Datasets  For the least-squares experiment, we generated a dataset of 60,000 samples with 500 predictor variables. The response variable was set to be a linear function of the explanatory variables with i.i.d. standard Gaussian noise. The condition number of the covariance matrix (Hessian of the true objective function) was approximately $10^5$. Mean squared error of the residual error terms was used as the objective function.

The logistic regression experiment used the fashion MNIST dataset (consisting of 60,000 $28 \times 28$ greyscale images with 10 possible classes), and the CNN experiment used the LeNet CNN with the Cifar-10 dataset (60,000 $32 \times 32$ RBG images with 10 possible classes). For both experiments, cross-entropy loss was used with an $l_2$ penalty term of $\lambda = 1/n$, where $n$ is the number of observations in each dataset.

8.2. Algorithms  The implementation of RA was identical across each experiment. We used a sample increase rate of $c_1 := 1.05$ ($M_{k+1} = c_1 M_k, \forall k$), with a starting batch size of $M_0 := 32$. L-BFGS with backtracking line search [52, Algorithm 7.5] was used as the deterministic solver for the inner iterations. Updates to BFGS matrices are skipped if the curvature condition is not satisfied (see [11]). Notably, the stored gradient and iterate differences used in L-BFGS were carried across outer iterations instead of restarting L-BFGS for every new sample-path problem.

The threshold $\epsilon_k$ for terminating L-BFGS during the $k^{th}$ iteration was set to be $\hat{\sigma}_k^2 / \sqrt{M_k}$, where $\hat{\sigma}_k^2$ is defined to be the trace of the sample gradient covariance matrix of $\nabla F_{S_\sigma}(X_k)$ for some subset of RA’s current sample of size $S_\sigma := \min\{128, M_k\}$.

For implementations of Adam and SGD, the best two step sizes (in terms of final loss) were chosen from the set of $\{10^j\}$, $j \in \mathbb{Z}$. Step sizes were held constant throughout each run. For Adam’s additional two hyper-parameters, the default Tensorflow values were used. Batch sizes for SGD and Adam were set at the default 32.

8.3. Least-Squares  Results for the least squares experiment displayed in Figure 1. The optimally-tuned SGD (step size of $10^{-5}$) performs similarly to RA, with both achieving comparable loss value after 40 epochs. The loss obtained by the second best step size for SGD is substantially higher than that of RA and the best tuned SGD.

8.4. Multiple Logistic Regression  Results for the logistic regression experiment are displayed in Figure 2. The optimally-tuned SGD (step size of $10^{-2}$) achieves similar loss to RA, but has considerably more variability with respect to the loss values. Using a smaller step size with SGD smooths out the algorithm’s loss trajectory, but the descent is much slower as a result.

8.5. LeNet on Cifar-10  Results for the CNN experiment are displayed in Figure 3. The optimally-tuned Adam (step size of $10^{-4}$) achieves comparable loss to RA, but has slightly more variability with respect to the loss values. Step size parameters of $10^{-3}$ and $10^{-5}$ show deteriorating performance (in terms of variability and loss, respectively) for Adam.

8.6. Discussion of Numerical Results

8.6.1. Hyper-parameter Tuning  The results from the numerical experiments illustrate some distinct features of RA compared to Adam or SGD. One clear advantage of RA is the lack of need for hyper-parameter tuning, due to its incorporation of a deterministic solver on the sample-path problems. Adam’s and SGD’s performance, on the other hand, is highly dependent upon the user selecting an appropriate step size (in addition to any other parameters). This phenomenon is demonstrated across all experiments, where only one choice of step size in SGD/Adam generates a loss trajectory comparable to RA. Ideally, solving an optimization problem would not require the user to have to hand-tune parameters for every individual problem. Thus, it may be argued that RA dispenses with tuning in a stochastic optimization context, demonstrating robust performance across several settings.
### 8.6.2. Asymptotic Consistency

From a theoretical perspective, RA guarantees several types of convergence under fairly standard assumptions on the objective function and oracle. On the other hand, SGD and Adam converge (in expectation) only if their step-sizes approach 0 at an appropriate rate. However, this often results in much poorer finite-time performance, which is likely why Tensorflow’s and PyTorch’s implementations of SGD and Adam use constant step-sizes by default (although more advanced techniques, such as cycling the step-size or reducing it adaptively,
Figure 3. LeNet on Cifar-10

are available). RA seems to bridge this gap by provably being able to converge while at the same
time showing robust finite-time performance without any need for parameter tuning.

9. Concluding Remarks  A widely practiced method of solving stochastic optimization prob-
lems is to execute a “plug-in” second-order solver such as L-BFGS line search or Newton-CG to a
specified tolerance on a sample-path approximation of the objective function. Retrospective Approx-
imation (RA) makes this idea rigorous: generate a sequence of approximate sample-path problems
and solve (using an existing deterministic second-order solver) to within a sequence of decreasing
error tolerances. Another way to think about RA is as a stochastic second-order method that allows
for multiple optimization steps between sample updates of the gradient. To ensure optimal conver-
gence rates, or in loose terms avoid “oversolving” of sample-path problems, RA stipulates a certain
relationship between the error tolerances to which the sample-path problems are solved and the
sample sizes using which the sample-path functions are generated. The optimal theoretical proper-
ties of RA hold when the relative-error class associated with the stochastic oracle in use satisfies
conditions that arguably hold widely, and in particular are much weaker than what is typically
imposed within the SAA literature.
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SUPPLEMENTARY MATERIAL

Appendix A: Proof of Theorem 4  Recall that

\[ R_{M_k}(x_k) := \frac{\nabla f_{M_k}(x_k) - \nabla f(x_k)}{\|\nabla f(x_k)\| + c_0}. \]  

(104)

Taking norm and applying triangle inequality to (104), we can write

\[ \|\nabla f(x_k)\| \leq\|\nabla f_{M_k}(x_k)\| + c_0 \|R_{M_k}(x_k)\| + \|R_{M_k}(x_k)\|\|\nabla f(x_k)\|. \]  

(105)

Take expectation on both sides of (105) and noticing that \( \|\nabla f_{M_k}(x_k)\| \leq \epsilon_k \), we can write

\[ \mathbb{E}[\|\nabla f(x_k)\|] \leq \epsilon_k + c_0 \mathbb{E}\left[\|R_{M_k}(x_k)\|\right] + \mathbb{E}\left[\|R_{M_k}(x_k)\|\|\nabla f(x_k)\|\right] \]

\[ \leq \epsilon_k + c_0 \mathbb{E}\left[\|R_{M_k}(x_k)\|\|\nabla f(x_k)\|^{1+\delta_0}\right] \]

\[ + \mathbb{E}\left[\|R_{M_k}(x_k)\|\|\nabla f(x_k)\|^{1-\delta_0}\right]. \]  

(106)

Recall from Young’s inequality [39, pp. 13] that

\[ AB \leq \frac{\gamma p A^p}{p} + \frac{B^q}{\gamma q}; \quad \frac{1}{p} + \frac{1}{q} = 1; \quad p, q \geq 1; \quad \gamma > 0. \]  

(107)

Apply (107) to the product of the quantities designated \( A \) and \( B \) in (106), choose

\[ p := \frac{1}{\alpha}; \quad q := \frac{1}{1-\alpha}; \quad \gamma := 2(1-\alpha)^{-1}, \]

and take expectation to get

\[ \mathbb{E}[\|R_{M_k}(x_k)\||\|\nabla f(x_k)\|^{1+\delta_0}|\|\nabla f(x_k)\|^{1-\delta_0}] \]

\[ \leq \frac{\alpha(2(1-\alpha))^{\frac{1}{2}}}{1-\alpha} \mathbb{E}\left[(\|R_{M_k}(x_k)\||\|\nabla f(x_k)\|^{1+\delta_0}\right)^{1/\alpha}] + \frac{1}{2} \mathbb{E}[\|\nabla f(x_k)\|]. \]  

(108)

Plugging (108) in (106), we get

\[ \frac{1}{2}\mathbb{E}[\|\nabla f(x_k)\|] \leq \epsilon_k + \frac{c_0}{\delta_0} \mathbb{E}[\|R_{M_k}(x_k)\||\|\nabla f(x_k)\|^{1+\delta_0}] \]

\[ \leq \epsilon_k + \frac{c_0}{\delta_0} \mathbb{E}\left[\sup_{x \in \mathbb{R}^d} \|R_{M_k}(x)\||\|\nabla f(x)\|^{1+\delta_0}|\\mathcal{F}_{k-1}\right] \]

\[ + \frac{\alpha(2(1-\alpha))^{\frac{1}{2}}}{1-\alpha} \mathbb{E}\left[\left(\sup_{x \in \mathbb{R}^d} \|R_{M_k}(x)\||\|\nabla f(x)\|^{1+\delta_0}\right)^{1/\alpha}|\\mathcal{F}_{k-1}\right] \]

\[ = \epsilon_k + \frac{c_0}{\delta_0} \mathbb{E}\left[H_{M_k}|\mathcal{F}_{k-1}\right] + \frac{\alpha(2(1-\alpha))^{\frac{1}{2}}}{1-\alpha} \mathbb{E}\left[H_{M_k}^{1/\alpha}|\mathcal{F}_{k-1}\right]. \]  

(109)

Due to the assumption in (30), and since \( \alpha \in (0, 1) \), we know that there exists \( \sigma_0 < \infty \) such that

\[ \mathbb{E}\left[(\sqrt{M_k}H_{M_k})^{n}|\mathcal{F}_{k-1}\right] \leq \sigma_0^n \text{ for } n \leq \frac{1}{\alpha}. \]  

(110)
Plugging (110) in (109) and since $\epsilon_k := C_{2,k}/M_k^p$ where $\mathcal{F}_{k-1} \ni C_{2,k} \leq c_2$, we get
\[
\mathbb{E} [\|\nabla f(X_k)\| | \mathcal{F}_{k-1}] \leq \frac{2c_2}{M_k^p} + \frac{2c_0\sigma_0/\delta_0}{\sqrt{M_k}} + \left( \frac{\kappa_2}{\sqrt{M_k}} \right)^{1/\alpha},
\]
proving (31). Now plug the choice of sample size sequence given in (C.1(a)) in (111) and $p = 1/2$ to see that the iteration complexity (24) holds as well.

Appendix B: Key Results from the Theory of Empirical Processes

In this section, we provide some relevant results that relate the (ULLN), or (R-ULLN) to the underlying geometric or regularity property of the functions generated by the oracle called upon in our algorithm. Note that the crucial property is the concept of “uniform” in the Law of Large Numbers within a class of functions. Such a theory has been developed quite extensively in the realm of empirical processes. We refer to [26, 80, 81] for comprehensive treatments.

Recall that by classical Law of Large Numbers, given any probability measure $P$ and function $F$ with $P|F|<\infty$, we have that
\[
P_n F := \frac{1}{n} \sum_{i=1}^{n} F(Y_i) \longrightarrow_{n \to \infty} PF := \mathbb{E} F(Y), \quad P \text{ a.s.}
\]
where $Y_i$ are IID samples with distribution given by $P$. The notation $P_n$ refers to the empirical measure with respect to the samples. We would like the above limit to hold uniformly for a class $\mathcal{F}$ of functions. This is captured by the following uniform norm:
\[
\|P_n - P\|_{\mathcal{F}} := \sup_{F \in \mathcal{F}} |P_nF - PF|
\]
Then the Uniform Law of Large Numbers (ULLN) with respect to the class $\mathcal{F}$ is stated as:
\[
\lim_{n \to 0} \|P_n - P\|_{\mathcal{F}} = 0, \quad P \text{ a.s.}
\]

If the above is true, then $\mathcal{F}$ is called a Glivenko-Cantelli class.

Translating the above framework to our current RA setting, $F$ and $\mathcal{F}$ are specifically given by
\[
\mathcal{F} = \{F_x := F(x, \cdot) : x \in \mathbb{R}^d \text{ (or } \mathbb{R}^d)\}
\]
so that the functions are indexed by $x \in \mathbb{R}^d$. We will further consider the relative error class (9) repeated here for convenience:
\[
\mathcal{R} := \{R_x := R(x, \cdot), \quad x \in \mathbb{R}^d \text{ (or } \mathbb{R}^d)\} \quad \text{where} \quad R(x, Y) := \frac{\nabla F(x, Y) - \nabla f(x)}{||\nabla f(x)|| + c_0}.
\]
In the above cases, we have
\[
\left\{ \begin{array}{l}
P_n F_x = \frac{1}{n} \sum_{i=1}^{n} F(x, Y_i), \\
PF_x = \mathbb{E} F(x, Y) := f(x), \\
\end{array} \right. \quad \text{and} \quad \left\{ \begin{array}{l}
P_n R_x = \frac{1}{n} \sum_{i=1}^{n} R(x, Y_i), \\
P R_x = \mathbb{E} R(x, Y) := 0,
\end{array} \right.
\]
\[
\|P_n - P\|_{\mathcal{R}} = \sup_{x \in \mathbb{R}^d} |P_n F_x - f(x)|
\]
\[
\|P_n - P\|_{\mathcal{R}} = \sup_{x \in \mathbb{R}^d} |P_n R_x|
\]

Hence, the Uniform Law of Large Numbers is exactly given by
\[
\lim_{n \to \infty} \sup_{x \in \mathbb{R}^d} \left| \frac{1}{n} \sum_{i=1}^{n} \nabla F(x, Y_i) - \nabla f(x) \right| = 0, \quad \text{and} \quad \lim_{n \to \infty} \sup_{x \in \mathbb{R}^d} \left| \frac{1}{n} \sum_{i=1}^{n} \nabla F(x, Y_i) - \nabla f(x) \right| = 0.
\]
But in order to keep this Appendix in a general setting, we will follow the usual notation in empirical processes, using $F$ and $\mathcal{F}$ to denote a particular function and the function class.

As mentioned before, the essential criterion for the validity of ULLN is given by the entropy of $\mathcal{F}$ which measures the “(ir)regularity” or “richness” of the function class. This is given by the following definition.
Definition 6 (Empirical Entropy). A $\delta$-net for $\mathcal{F}$ is a set $\{ F_1, F_2, \ldots, F_n \}$ of functions in $\mathcal{F}$ such that any $F$ can be approximated to within $\delta$ in $L_p(P)$ norm ($p \geq 1$) using one of the $F_j$'s. That is, for any $F \in \mathcal{F}$, there is some $j \in \{1, 2, \ldots, n\}$ such that,

$$
\left( \mathbb{E} \left[ \| F(Y) - F_j(Y) \|^p \right] \right)^{1/p} = \left( \int \| F(Y) - F_j(Y) \|^p \, dP \right)^{1/p} \leq \delta.
$$

The $\delta$-covering number $N_p(\delta, \mathcal{F}, P)$ of the class $\mathcal{F}$ is then the “smallest” $\delta$-net, i.e.,

$$
N_p(\delta, \mathcal{F}, P) := \inf \left\{ n : \text{there exists a } \delta\text{-net of } \mathcal{F} \text{ with cardinality } n \right\}.
$$

The entropy of the class $\mathcal{F}$ is the logarithm of its $\delta$-covering number:

$$
H_p(\delta, \mathcal{F}, P) = \log N_p(\delta, \mathcal{F}, P).
$$

In actual application, the empirical version of the above is often used. More precisely, the measure $P$ is replaced by its empirical measure $P_n$, leading to the following empirical entropy:

$$
H_p(\delta, \mathcal{F}, P_n).
$$

Note that the above is a random quantity. We further recall the definition here of the envelope $G$ given in (11):

$$
G = G(Y) := \sup \left\{ \| F(Y) \| : F \in \mathcal{F} \right\}.
$$

It is interesting to note that by just assuming $\mathbb{E}G < \infty$, we already have that $\| P_n - P \|_{\mathcal{F}}$ converges to some finite limit $P$ a.s. and in $L^1$ [26, Prop. 3.7.8].

To show that the limit is actually zero, a growth restriction on $H_p$ is crucial. More precisely, let

$$
\mathcal{F}_B = \{ F\mathbb{1}_{F \leq B} : F \in \mathcal{F} \}, \quad \text{where } F\mathbb{1}_{F \leq B} = \begin{cases} F(x, Y), & \| F(x, Y) \| \leq M, \\ 0, & \| F(x, Y) \| > M. \end{cases}
$$

Then by [26, Thm. 3.7.14], under the assumption that $\mathcal{F}$ is $L^1$-bounded, i.e. $\sup_{F \in \mathcal{F}} \mathbb{E}|F| < \infty$, the fact that $\mathcal{F}$ being Glivenko-Cantelli is equivalent to the following statement:

$\mathbb{E}G < \infty$, and for all $B < \infty$ and $\delta > 0$, and some $p \in (0, \infty]$, it holds that

$$
\frac{1}{n} H_p(\delta, \mathcal{F}, P_n) \xrightarrow{p} 0 \text{ as } n \to \infty.
$$

(Sub-Ent)

By [26, Corollary 3.7.15], the above is also equivalent to

$$
\mathbb{E}G < \infty \text{ and } \frac{1}{n} \mathbb{E} \sqrt{H_2(\delta, \mathcal{F}, P_n)} \to 0.
$$

(Sub-Ent$_2$)

See also [81, Theorem 2.4.3] for a similar statement.

We make the following remarks pertaining to the analysis of RA.

(a) An implication of such equivalence is that the main condition (R-ULLN) in Theorem 1 can be replaced by (Sub-Ent) without changing the assertions of the theorem. Even though (Sub-Ent) is one of the key “workhorse” conditions in empirical process theory, we have chosen to present our results with (R-ULLN) since, as we shall demonstrate in Section 6, the condition in (R-ULLN) appears to be much easier to check in optimization contexts.
(b) Following the proofs of [26, Thm. 3.7.14, Corollary 3.7.15] and [81, Theorem 2.4.3], we can extend
the results to second or higher order moments and with respect to a filtration. In particular,
using the notations of Theorems 1 and 2, under the assumption \( E[G] < \infty \), the sublinear entropy
growth condition (Sub-Ent) can be used to show that

\[
\sup_x \| R_{M_k}(x) \|_{L^2} \xrightarrow{wP_1} 0 \quad \text{and} \quad E \left[ \sup_x \| R_{M_k}(x) \|_{\mathcal{F}_{k-1}} \right] \xrightarrow{wP_1} 0 \quad \text{if} \quad M_k \xrightarrow{wP_1} \infty.
\]

Furthermore, if \( E[G^2] < \infty \), then we can have

\[
E \left[ \sup_x \| R_{M_k}(x) \|^2_{\mathcal{F}_{k-1}} \right] \xrightarrow{wP_1} 0 \quad \text{if} \quad M_k \xrightarrow{wP_1} \infty.
\]

This is something we will use in Theorem 2 when we demonstrate the \( L_1 \)-consistency.

The next question of theoretical and practical importance is the rate of convergence in (ULLN).
By the classical Central Limit Theorem (CLT), we expect

\[
\| P_n - P \|_{\mathcal{F}} \lesssim O\left( \frac{1}{\sqrt{n}} \right).
\]

Again, the uniformity in \( \mathcal{F} \) is crucial in our application. This is achieved by means of the following quantity [26, p. 186].

**Definition 7 (Koltchinskii-Pollard entropy).** Given a class of function \( \mathcal{R} \) and its envelope function \( G \),

\[
J(\mathcal{F}, G, \delta) = \int_0^\delta \sup_Q H_2 \left( \tau \| G \|_{L^2(Q)}, \mathcal{F}, Q \right) \, d\tau
\]

(112)

where the sup is taken over all finite discrete probabilities \( Q \) with \( \| G \|_{L^2(Q)} > 0 \).

With the above, we have the following theorem which exactly gives the type of CLT scaling we need [26, Theorem 3.5.4].

**Theorem 8.** The following estimate holds for all \( n \in \mathbb{N} \):

\[
E \left[ \sqrt{n} \| P_n - P \|_{\mathcal{F}} \right] \leq \max \left\{ A_1 \| G \|_{L^2(P)} J(\mathcal{F}, G, \delta), \frac{A_2 \| U \|_{L^2(P)} J^2(\mathcal{F}, G, \delta)}{\sqrt{n}\delta^2} \right\}
\]

(113)

where

\[
U = \max_{1 \leq i \leq n} G(Y_i), \quad \sigma^2 = \sup_{F \in \mathcal{F}} P F^2, \quad \delta = \frac{\sigma}{\| G \|_{L^2(P)}},
\]

and \( A_1 \) and \( A_2 \) are some explicit universal constants.

**Remark 8.** Note that all of the above results about the limiting behavior of empirical measures make use of the entropy function \( H_p \). Readers might be aware of another concept which can provide explicit bounds on \( H_p \). It is given by means of VC dimension, named after Vladimir Vapnik and Alexey Chervonenkis. VC dimension measures the combinatorial richness of the class of functions in question. Without getting too much into detail, we will simply state the following definition which illustrates the type of bounds we can have on \( H_p \).

**Definition 8.** [26, Definition 3.6.10] A class of measurable functions \( \mathcal{F} \) is of VC type with respect to an envelope function \( G \) if there exist finite constants \( A \) and \( \nu \) such that for all probability measures \( Q \) and \( 0 < \epsilon < 1 \), it holds that

\[
N_2(\epsilon \| G \|_{L^2(Q)}, \mathcal{F}, Q) \leq \left( \frac{A}{\epsilon} \right)^\nu.
\]

The above estimate clearly provides sufficient bound for the entropy function that will be workable for all our results.

The following concentration inequality by Talagrand, though not needed in the current work, plays a fundamental role in the theory of empirical processes.
Theorem 9. [78, Theorem 1.4] Using the previous notations, in particular, let $Y_1, \ldots, Y_n$ be IID variables distributed according to $P$. Let $\mathcal{F}$ be any class of functions that is uniformly bounded by a constant $U > 0$. Then for all $t > 0$,

$$
\Pr \left\{ \left\| \frac{1}{n} \sum_{i=1}^{n} F(Y_i) \right\|_{\mathbb{F}} \geq t \right\} \leq K \exp \left\{ - \frac{1}{KU} \frac{t}{U} \log \left( 1 + \frac{tU}{V} \right) \right\}
$$

(114)

where $K$ is a universal constant and $V$ is any number satisfying

$$
V \geq \mathbb{E} \sup_{F \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} F^2(X_i)
$$

In order to see the explicit scaling on $n$, we can use $V = nU^2$. Upon replacing $t$ by $\frac{t}{n}$, then (114) becomes

$$
\Pr \left\{ \left\| \frac{1}{n} \sum_{i=1}^{n} F(Y_i) \right\|_{\mathbb{F}} \geq \frac{t}{n} \right\} \leq K \exp \left\{ - \frac{1}{KU} \frac{nt}{U} \log \left( 1 + \frac{t}{U} \right) \right\}.
$$

(115)

This is the form used in the proof of Theorem 2.