ABSTRACT. In this article, we extend our preceding studies on higher algebraic structures of (co)homology theories defined by a left bialgebroid \((U, A)\). For a braided commutative Yetter-Drinfel’d algebra \(N\), explicit expressions for the canonical Gerstenhaber algebra structure on \(\mathrm{Ext}_U(A, N)\) are given. Similarly, if \((U, A)\) is a left Hopf algebroid where \(A\) is an anti Yetter-Drinfel’d module over \(U\), it is shown that the cochain complex computing \(\mathrm{Cotor}_U(A, N)\) defines a cyclic operad with multiplication and hence the groups \(\mathrm{Cotor}_U(A, N)\) form a Batalin-Vilkovisky algebra. In the second part of this article, Poisson structures and the Poisson bicomplex for bialgebroids are introduced, which simultaneously generalise, for example, classical Poisson as well as cyclic homology. In case the bialgebroid \(U\) is commutative, a Poisson structure on \(U\) leads to a Batalin-Vilkovisky algebra structure on \(\mathrm{Tor}_U(A, A)\). As an illustration, we show how this generalises the classical Koszul bracket on differential forms, and conclude by indicating how classical Lie-Rinehart bialgebras (or, geometrically, Lie bialgebroids) arise from left bialgebroids.
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1. INTRODUCTION

1.1. Gerstenhaber and Batalin-Vilkovisky algebras. It is by now common knowledge that the cohomology or homology groups of a given mathematical object, although at first glance only a graded module over some base ring, often carry higher algebraic structures, such as products, brackets, and differentials. One of the earliest account for such structures on the cohomology groups of associative algebras is presumably Gerstenhaber’s pioneer article [G], but in the meantime more general (co)homology theories such as for Lie-Rinehart algebras (Lie algebroids) [Hue2, Hue1, Kos1, XI] or for Hopf algebras [FaSo, Kad, Me1, Me2, Tai2] as well as Hopf algebroids [KoKr3] have been investigated in this direction. What is more, some of these structures already appear on the (co)chain level [TaTs], and in an even more abstract spirit, analogous structures (up to homotopy) have been found for the cochain spaces or the cohomology of (certain) operads [BraLa, GaToVa, G´aToVa, GSch, GeJ, GV, MaShnSt, McCSm, Me1].

Definition 1.1. Let \( k \) be a commutative ring.

(i) A Gerstenhaber algebra over \( k \) is a graded commutative \( k \)-algebra \( \bigoplus_{p \in \mathbb{N}} V_p, \alpha \sim \beta = (-1)^{pq} \beta \sim \alpha \in V^{p+q}, \quad \alpha \in V^p, \beta \in V^q \), with a graded Lie bracket \( \{ \cdot, \cdot \} : V^{p+1} \otimes_k V^{q+1} \to V^{p+q+1} \) on the desuspension \( V[1] := \bigoplus_{p \in \mathbb{N}} V^{p+1} \) of \( V \), for which all operators \( \{ \cdot, \cdot \} \) satisfy the graded Leibniz rule
\[
\{ \gamma, \alpha \sim \beta \} = \{ \gamma, \alpha \} \sim \beta + (-1)^{pq} \alpha \sim \{ \gamma, \beta \}, \quad \gamma \in V^{p+1}, \alpha \in V^q.
\]

(ii) A Batalin-Vilkovisky algebra is a Gerstenhaber algebra \( V \) with a \( k \)-linear differential \( B : V^n \to V^{n-1}, \quad BB = 0 \) of degree \(-1\) such that for all \( \alpha \in V^p, \beta \in V \)
\[
\{ \alpha, \beta \} = (-1)^p B(\alpha \sim \beta) - B(\alpha) \sim \beta - (-1)^p \alpha \sim B(\beta).
\]
A Batalin-Vilkovisky algebra is also called an exact Gerstenhaber algebra and the differential \( B \) is said to generate the Gerstenhaber bracket.

Since we shall continuously deal with the desuspension mentioned above, it is convenient to introduce the notation
\[
|n| := n - 1, \quad n \in \mathbb{Z}.
\]

On the other hand, as we will see in §4.5 in some cases Gerstenhaber algebras come with a differential that, in contrast to the generating operator of a Batalin-Vilkovisky algebra, increases the degree:

Definition 1.2. A differential Gerstenhaber algebra is a Gerstenhaber algebra \( V \) with a \( k \)-linear differential
\[
\delta : V^n \to V^{n+1}, \quad \delta \delta = 0
\]
of degree \(+1\) such that \( \delta \) is a graded derivation of the cup product, i.e., such that
\[
\delta(\alpha \sim \beta) = \delta \alpha \sim \beta + (-1)^p \alpha \sim \delta \beta, \quad \alpha \in V^p, \beta \in V,
\]
holds. It is called strong differential if \( \delta \) is, additionally, a graded derivation of the Gerstenhaber bracket, that is, if
\[
\delta \{ \alpha, \beta \} = \{ \delta \alpha, \beta \} + (-1)^{pq} \{ \alpha, \delta \beta \}, \quad \alpha \in V^p, \beta \in V,
\]
jolds true.
1.2. **Aims and objectives.** The principal aim of this paper is to investigate under what conditions the (co)homology groups

\[ \text{Ext}_U(A, M), \text{Cotor}_U(A, M), \text{and } \text{Tor}^U(A, A) \]

admit a Gerstenhaber resp. Batalin-Vilkovisky algebra structure, where \( U \) is a left bialgebroid (a \( \times_A \)-bialgebra) or a left Hopf algebroid (a \( \times_A \)-Hopf algebra) over a possibly noncommutative \( k \)-algebra \( A \). In \( \[2\] \) we indicate the necessary details for this sort of generalisation of a \( k \)-bialgebra resp. Hopf algebra to noncommutative base rings. Here, we only seize the occasion once again to point out that the rings governing most parts of classical homological algebra can all be described by such a structure. As a consequence, our results apply to, for example, Hochschild and Lie-Rinehart (in particular Lie algebra, de Rham, Lie algebroid and Poisson) (co)homology, i.e., give access to both algebra and geometry, but also to that of any Hopf algebra (which leads to, e.g., group (co)homology) as well as to (étale) groupoid homology.

1.3. **Yetter-Drinfel’d algebras as coefficient modules for Gerstenhaber algebras.**

The aim of \( \[3\] \) is to give explicit expressions of the canonical Gerstenhaber algebra structures on (simplicial) cohomology and (coring) cohomology associated to a (right or left) bialgebroid \( U \) and taking values in general coefficient modules: the left bialgebroid structure of \( U \) leads not only to a monoidal structure on the categories \( U \text{-Mod} \) and \( U \text{-Comod} \) of left \( U \)-modules resp. left \( U \)-comodules, but also to one on \( U \text{-YD} \), the category of Yetter-Drinfel’d modules. Considering monoids in this latter category and with the help of a well-known result about Gerstenhaber structures in relation to the cohomology of operads with multiplication \( \text{Gsch}_{\text{McCSm}} [\text{Me1}] \), we can prove:

**Theorem 1.3.** If \( N \) is a braided commutative Yetter-Drinfel’d algebra over a left bialgebroid \( U \), then

\[ C^*(U, N) := \text{Hom}_{U^\text{op}}((U^\otimes A^m)^g, N) \]

defines an operad with multiplication. Hence, \( H^*(U, N) := H(C^*(U, N), \delta) \) carries the structure of a Gerstenhaber algebra.

Here, \( \delta : C^*(U, N) \to C^{*+1}(U, N) \) defines the canonical cochain complex that arises from the bar resolution of \( A \). We refer to the main text for all details and in particular all notation used throughout this introductory section. The theorem implies in particular that if \( U \) is projective as a left \( A \)-module, then \( \text{Ext}_{U^*}(A, N) \) is a Gerstenhaber algebra, and generalises not only relatively recent results \( \text{[Tai2, Me2]} \) in bialgebra theory (where \( A := k \) is a commutative ring that is central in \( U \)) but also in bialgebroid theory \( \text{[KoKr3]} \) by introducing general coefficients.

Another cohomology theory attached to any bialgebroid is obtained by considering the cobar resolution of \( A \), i.e., by dealing with the coring cohomology. This leads to a cochain complex

\[ \beta : C^{*}_{\text{co}}(U, N) := (\mathbb{U}_e)^{\otimes A^m} \otimes_A N \to C^{*+1}_{\text{co}}(U, N), \]

which again admits the same sort of higher algebraic structure. In \( \[3.2\] \) we prove:

**Theorem 1.4.** Let \( N \) be a braided commutative Yetter-Drinfel’d algebra over a left bialgebroid \( U \). Then \( C^{*}_{\text{co}}(U, N) \) defines an operad with multiplication. Hence, the cohomology groups \( H^*_{\text{co}}(U, N) := H(C^{*}_{\text{co}}(U, N), \beta) \) carry the structure of a Gerstenhaber algebra.

In particular, if \( U_e \) is flat as a right \( A \)-module, then \( \text{Cotor}_{U^*}(A, N) \) is a Gerstenhaber algebra. Also this theorem is an extension of the bialgebra case known before (implicitly in \( \text{Gsch} \) and rediscovered more recently in \( \text{[Kad]} \), see also \( \text{[Me1]} \)) to bialgebroids (i.e., to noncommutative base rings) and nontrivial coefficients.

For both cochain complexes mentioned above, we will give explicit expressions in \( \[2,4\] \) for the graded commutative product \( \sim \) and the bracket \( \{ , \} \) that belong to any Gerstenhaber algebra by defining (in the spirit of \( \text{[G]} \)) Gerstenhaber products \( \circ_i \) on \( C^*(U, N) \) resp. \( C^{*}_{\text{co}}(U, N) \).
1.4. The Batalin-Vilkovisky algebra $\text{Cotor}$. If $U$ is not only a left bialgebroid but rather a left Hopf algebroid (a $\times U$-Hopf algebra) and if on top of that the base algebra $A$ carries a right $U$-action (which is both fulfilled if $U$ is, for example, a full Hopf algebroid), this equips the cochain spaces $C^*_U(U, N)$ with the structure of a cyclic operad with multiplication. Since by Menichi’s theorem [Me1] any such cyclic operad with multiplication defines the structure of a Batalin-Vilkovisky algebra on the associated cohomology, we can prove:

**Theorem 1.5.** Let $N$ be a braided commutative Yetter-Drinfel’d algebra over a left Hopf algebroid $U$ and assume that $A$ is an anti Yetter-Drinfel’d module. Then one can define a right $U$-action on $N$ such that $N$ together with its left $U$-comodule structure becomes an anti Yetter-Drinfel’d module as well, and if $N$ is moreover stable with respect to this action, then $C^*_U(U, N)$ defines a cyclic operad with multiplication. Hence, the cohomology groups $H^*_U(U, N)$ carry the structure of a Batalin-Vilkovisky algebra.

In particular, if $U_\dual$ is flat as a right $A$-module, then $\text{Cotor}^*_U(A, N)$ is a Batalin-Vilkovisky algebra. This, once more, extends a result known in Hopf algebra theory [Me1] not only to bialgebroids, but also to nontrivial coefficients. Moreover, we confirm the conjecture in [Me2, §10] that in case of a Hopf algebra over $k$ endowed with a modular pair $(\delta, \sigma)$ in involution, one apparently cannot take $\sigma_k$ unless the grouplike element $\sigma$ is the unit element in the Hopf algebra, see [3] for details.

1.5. Poisson structures for bialgebroids. As is shown in [4.2] the definition of a Poisson structure or (quasi-)triangular $r$-matrix for a left bialgebroid $U$, that is, a 2-cocycle $\theta \in C^2(U, A)$ that fulfills

$$\theta \circ_1 \theta = \theta \circ_2 \theta$$

generalises not only Poisson structures for (noncommutative) associative algebras and triangular $r$-matrices for Lie bialgebroids (and hence Poisson manifolds as well as skew-symmetric solutions of the classical Yang-Baxter equation in Lie bialgebra theory [11]) but also the ring structure in an associative algebra or, more general, the notion of operad multiplication for the operad $C^*(U, A)$ as given in [3.1].

We then define the differentials

$$b^\theta : C_n(U, M) \to C_{n-1}(U, M), \quad (m, x) \mapsto -\mathcal{L}_\theta(m, x),$$

$$\beta^\theta : C^n(U, A) \to C^{n+1}(U, A), \quad \varphi \mapsto \{\theta, \varphi\},$$

where $\mathcal{L}_\theta$ is the generalised Lie derivative on left Hopf algebroids in [4.1] that was introduced in [KoKr1] (that is, a skew-symmetric solutions of the classical Yang-Baxter equation in Lie bialgebra theory [11]). The triple $(C^*_U(U, M), b^\theta, \beta^\theta)$ can be shown to form a mixed complex, which allows for the definition of cyclic Poisson homology. This approach conceptually unites, for example, Hochschild with Poisson homology (resp. cyclic homology with cyclic Poisson homology), see [4.3]

1.6. The Batalin-Vilkovisky algebra $\text{Tor}$. In case $U$ is a commutative left Hopf algebroid, the shuffle product $\cdot \times \cdot$ defines the structure of a graded commutative algebra on the homology groups $H_*(U, A)$. In case $U$ is Poisson, this structure can be extended to that of a Batalin-Vilkovisky algebra. In [4.4] we will prove:

**Theorem 1.6.** Let $U$ be a commutative Poisson left Hopf algebroid with triangular $r$-matrix $\theta$. Then there is a $k$-bilinear map

$$\{.,.\}_\theta : C_p(U, A) \otimes C_q(U, A) \to C_{p+q-1}(U, A), \quad p, q \geq 0,$$

$$x \otimes y \mapsto (-1)^p b^\theta(x \times y) + (-1)^q b^\theta x \times y + x \times b^\theta y,$$

which induces a Batalin-Vilkovisky algebra structure on $H_*(U, A)$.

Again, if $U$ is projective as left $A$-module, this yields a bracket

$$\{.,.\}_\theta : \text{Tor}_p^U(A, A) \otimes \text{Tor}_q^U(A, A) \to \text{Tor}_{p+q-1}^U(A, A).$$
In our examples in [4,4] we illustrate how the Batalin-Vilkovisky structure on $\text{Tor}_n^U(A,A)$ for a commutative Poisson left Hopf algebroid $U$ generalises the classical Koszul bracket on forms, i.e., the Batalin-Vilkovisky algebra structure on the exterior algebra $\Lambda^*U$ of the dual of a Lie-Rinehart algebra $(A,L)$.

We conclude by dealing with the case of how the idea of Lie-Rinehart bialgebras (Lie bialgebroids) induced by a Poisson bivector (i.e., a triangular $r$-matrix) transfers in complete analogy to $\text{Ext}_U$ and $\text{Tor}^U$: whereas a triangular Lie bialgebroid (in the sense of [MacX]) gives rise [Kos1, X1] to a pair of strong differential Gerstenhaber algebras in duality — one of which is Batalin-Vilkovisky —, in case of a commutative Poisson left Hopf algebroid both $H^*(U,A)$ and $H_*(U,A)$ are strong differential Gerstenhaber algebras as well, the latter being again Batalin-Vilkovisky.
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2. Preliminaries

In this section we not only recall preliminaries on bialgebroids, Hopf algebroids, (anti) Yetter-Drinfel’d modules and algebras, and (co)cyclic modules for bialgebroids — mainly from our papers [KoKr2, KoKr3] —, but simultaneously introduce the notation and conventions used throughout the text. See [3] for more detailed information on bialgebroids and Hopf algebroids, and references to the original sources.

2.1. Bialgebroids. Throughout this paper, $A$ and $U$ are (unital associative) $k$-algebras, where $k$ is a commutative ground ring (sometimes of characteristic zero). As common, whenever an unadorned tensor product appears, it is meant to be over $k$.

Furthermore, a triangular Lie-Rinehart algebra $U$ makes $A$ into a coalgebra in $\text{Mod}_A^{\text{op}} - \text{Mod}_A$, where $A$ is required to corestrict to a map from $\Delta : U \to U \otimes_A U$, $\varepsilon : U \to A$, (2.2)

which turn $U$ into a comodule algebra in $A^{\text{op}} - \text{Mod}$. Unlike for $A = k$, the counit $\varepsilon$ is not necessarily a ring homomorphism but only yields a left $U$-module structure on $A$ with action of $u \in U$ on $a \in A$ given by

$$ua := \varepsilon(u \bullet a).$$

Furthermore, $\Delta$ is required to corestrict to a map from $U$ to the Sweedler-Takeuchi product $U \otimes_A U$, which is the $A^{\text{op}}$-submodule of $U \otimes_A U$ whose elements $\sum u_i \otimes_A v_i$ fulfil

$$\sum a \bullet u_i \otimes v_i = \sum u_i \otimes v_i \bullet a, \forall a \in A.$$
In the sequel, we will freely use Sweedler’s notation $\Delta(u) =: u(1) \otimes_A u(2)$.

In the same paper [Sch], Schauenburg generalised the notion of a Hopf algebra to the bialgebroid setting by introducing $\times_A$-Hopf algebras which we usually refer to as left Hopf algebroids. The crucial piece of additional structure on top of the bialgebroid one is the translation map

$$U \to \mathcal{U} \otimes^{A_{op}} U, \quad \mu \mapsto u_+ \otimes^{A_{op}} u_-,$$

(2.5)

where the right hand side is to be understood as a Sweedler-type notation, i.e., indicating a sum. We will make permanent use of the following technical identities that hold for the map (2.5), see [Sch, Proposition 3.7]:

**Proposition 2.1.** Let $U$ be a left Hopf algebroid over $A$. For all $u, v \in U$, $a, b \in A$ one has

$$u_+ \otimes^{A_{op}} u_- \in U \times^{A_{op}} U,$$

(2.6)

$$u_+(1) \otimes_A u_+(2) u_- = u \otimes_A 1 \in U \otimes_A U,$$

(2.7)

$$u_+(1) \otimes^{A_{op}} u_+(2) u_- = u \otimes^{A_{op}} 1 \in \mathcal{U} \otimes^{A_{op}} U,$$

(2.8)

$$u_+(1) \otimes_A u_+(2) \otimes^{A_{op}} v_- = u_+(1) \otimes_A u_+(2) \otimes^{A_{op}} v_-,$$

(2.9)

$$u_+ \otimes^{A_{op}} v_+ (u_+(1) \otimes_A u_+(2)) \otimes^{A_{op}} v_- = u_+ v_+ \otimes^{A_{op}} v_- v_-,$$

(2.10)

$$\varepsilon(u-) \ast u_+ = u,$$

(2.13)

$$(s(a) t(b))_+ \otimes^{A_{op}} (s(a) t(b))_- = s(a) \otimes^{A_{op}} s(b),$$

(2.14)

where in (2.8) we mean the Sweedler-Takeuchi product

$$U \times^{A_{op}} U := \{ \sum u_i \otimes^{A_{op}} v_i \in \mathcal{U} \otimes^{A_{op}} U \mid \sum u_i \otimes_A v_i = \sum u_i \otimes^{A_{op}} a \ast v_i \},$$

which is an algebra by factorwise multiplication, but with opposite multiplication on the second factor, and where in (2.11) and (2.12) we use the source and target maps

$$s, t : A \to U, \quad s(a) := \eta(a \otimes_k 1), \quad t(b) := \eta(1 \otimes_k b).$$

(2.15)

Beyond the obvious example of a left Hopf algebroid given by a Hopf algebra $H$ with antipode $S$, where the translation map is given by

$$h_+ \otimes h_- := h(1) \otimes S(h(2)), \quad h \in H,$$

we recall below three (by now) standard examples of left Hopf algebroids since they will be used as test cases throughout the text: the first one gives access to the Hochschild theory of associative algebras, the second two, e.g., multivector fields and differential forms in differential geometry:

**Example 2.2.** Recall from [Sch] that $A^e := A \otimes_k A^{op}$ is for any $k$-algebra $A$ a left Hopf algebroid over $A$ with structure maps

$$s(a) := a \otimes_k 1, \quad t(b) := 1 \otimes_k b, \quad \Delta(a \otimes_k b) := (a \otimes_k 1) \otimes_A (1 \otimes_k b), \quad \varepsilon(a \otimes_k b) := ab.$$  

The translation map is given by

$$(a \otimes_k b)_+ \otimes^{A_{op}} (a \otimes_k b)_- := (a \otimes_k 1) \otimes^{A_{op}} (b \otimes_k 1).$$

**Example 2.3.** Let $(A, L)$ be a Lie-Rinehart algebra (geometrically, a Lie algebroid) over a commutative $k$-algebra $A$ and $VL$ be its universal enveloping algebra (see [Ri]). The left Hopf algebroid structure of $VL$ has been given in [KoKr]; as therein, we denote by the same symbols elements $a \in A$ and $X \in L$ and the corresponding generators in $VL$. The maps $s = t$ are equal to the canonical injection $A \to VL$. On generators, the coproduct and the counit are given by

$$\Delta(X) := X \otimes_A 1 + 1 \otimes_A X, \quad \varepsilon(X) := 0,$$

(2.16)

$$\Delta(a) := a \otimes_A 1, \quad \varepsilon(a) := a.$$
whereas the translation map is defined by
\[ X_+ \otimes_{A^{op}} X_- := X \otimes_{A^{op}} (1 - 1 \otimes_{A^{op}} X), \quad a_+ \otimes_{A^{op}} a_- := a \otimes_A 1. \]  
(2.17)

By universality, these maps defined on generators can be extended to \( VL \). If \( (A, L) = (C^\infty(M), \Gamma^\infty(E)) \) arises from a Lie algebroid \( E \to M \) over a smooth manifold \( M \), one can consider \( VL \) as the space of \( E \)-differential operators on \( M \) (see, for example, [CanWe]).

**Example 2.4.** The third example (see [KoPo, NTs1, CaVdB]) is in some sense dual to the preceding one: let again \( (A, L) \) be a Lie-Rinehart algebra and define the \( A \)-linear dual \( JL := \text{Hom}_A(VL, A) \), the jet space of \( (A, L) \). By duality, \( JL \) carries a commutative \( A^{e} \)-algebra structure with product
\[ (fg)(u) = f(u_{(1)})g(u_{(2)}), \quad f, g \in JL, \ u \in VL, \]  
(2.18)
the unit given by the counit \( \varepsilon \) of \( VL \), and source and target maps given by
\[ s(a)(u) := a \varepsilon(u) = \varepsilon(au), \quad t(a)(u) := \varepsilon(ua), \quad a \in A, \ u \in VL. \]  
(2.19)
The \( A^{e} \)-ring \( JL \) is complete with respect to the (topology defined by the) decreasing filtration whose degree \( p \) part consists of those functionals that vanish on the \( A \)-linear span \( (VL)_{\leq p} \subseteq VL \) of all monomials in up to \( p \) elements of \( L \). In case \( L \) is finitely generated projective over \( A \), Rinehart’s generalised PBW theorem ([Ri, Thm. 3.1]) identifies \( JL \) with the completed symmetric algebra of the \( A \)-module \( L^* := \text{Hom}_M(L, A) \). Moreover, the filtration of \( JL \) induces one of \( JL \otimes_A JL \); if we denote by \( JL \hat{\otimes}_A JL \) the completion, the product of \( VL \) yields, as in [KoPo, Lem. 3.16], a coproduct \( \Delta : JL \to JL \hat{\otimes}_A JL \) by
\[ f(uv) =: \Delta(f)(u \otimes_{A^{op}} v) = f_{(1)}(uf_{(2)}(v)). \]  
(2.20)
Along with this coproduct comes the counit of \( JL \) given by evaluation on the unit element, that is, \( f \mapsto f(1_{VL}) \). These maps are part of a complete (left) Hopf algebroid structure on \( JL \), see [Q] Appendix A] for complete Hopf algebras, its Hopf algebroid generalisation being straightforward. Finally, extending the Grothendieck connection from \( L \) to \( VL \) defines a map
\[ (sf)(u) := \varepsilon(u + f(u^-)), \quad u \in VL, \ f \in JL. \]  
(2.21)
With this map that may be called, as the notation suggests, the antipode of \( JL \), the jet space is not only a left but a full complete Hopf algebroid in the sense of Böhm and Szlachányi [B]. A short computation yields that the antipode is an involution, \( S^2 = \text{id} \), and the translation map \( \Delta_{L} \) results as
\[ f_+ \hat{\otimes}_{A^{op}} f_- := f_{(1)} \hat{\otimes}_{A^{op}} S(f_{(2)}), \]  
(2.22)
formally similar to the case of Hopf algebras. Again, if \( (A, L) = (C^\infty(M), \Gamma^\infty(E)) \) arises from a Lie algebra \( E \to M \) over a smooth manifold \( M \), the jet space \( JL \) can be considered as the space of \( E \)-differential forms on the manifold \( M \).

### 2.2. Comodules, (co)module algebras, and (anti) Yetter-Drinfel’d modules

#### 2.2.1. Comodules over left bialgebroids

Recall, e.g., from [B] that a left comodule for a left bialgebroid \( U \) is a left comodule of the underlying \( U \), i.e., a left \( A \)-module \( M \) and a left \( A \)-module map
\[ \Delta_M : M \to U \otimes_A M, \quad m \mapsto m_{(-1)} \otimes_A m_{(0)}, \]  
satisfying the usual coassociativity and counitality axioms. We denote the category of left \( U \)-comodules by \( U \text{-Comod} \). On any \( M \in U \text{-Comod} \) there is an induced right \( A \)-action given by \( ma := \varepsilon(a \mapsto m_{(-1)})m_{(0)} \), and \( \Delta_M \) is then an \( A^{e} \)-module morphism \( M \to U \otimes_A M \), where \( U \otimes_A M \) is the \( A^{e} \)-submodule of \( U \otimes_A M \) whose elements \( \sum_i u_i \otimes_A m_i \) fulfill
\[ \sum_i a \cdot u_i \otimes_A m_i = \sum_i u_i \otimes_A m_i a, \quad \forall a \in A. \]  
(2.23)
In particular, the $A^e$-linearity reads
\[ \Delta_M(ab) = a \circ m_{(-1)} \otimes b \otimes_A m_{(0)}, \quad \forall m \in M, \; a, b \in A. \quad (2.24) \]

For later use, let us mention that the base algebra $A$ itself is a left $U$-comodule with canonical coaction
\[ \Delta_A : A \to U \otimes_A A \cong U, \quad a \mapsto s(a), \quad (2.25) \]
where $s$ is the source map from $(2.13)$.

2.2.2. (Co)module algebras. In order to introduce coefficients for the subsequent Gerstenhaber algebras, we will additionally need the subsequent concepts. Similarly as for bialgebras, there exist the notions of monoid in the categories $U$-$\text{Mod}$ and $U$-$\text{Comod}$, which are not needed in the sequel. Identical to those in $(2.27)$ follow from $(2.24)$.

Definition 2.6. A left $U$-module algebra $M$ is a monoid in $U$-$\text{Mod}$. That is, $M \in U$-$\text{Mod}$ carries a canonical $A$-ring structure with $A$-balanced multiplication $m \otimes_A m' \mapsto m \cdot_A m'$ for $m, m' \in M$, and unit map $A \to M$, $a \mapsto a \cdot 1_M = 1_M \circ a$ such that for $u \in U$, $m, m' \in M$
\[ u(m \cdot_A m') = (u(1)m) \cdot_A (u(2)m') \quad \text{and} \quad u1_M = e(u) \cdot 1_M = 1_M \circ e(u) \quad (2.26) \]
holds.

For example, the base algebra $A$ is a left $U$-module algebra with $U$-action given via the counit as in $(2.3)$, but $U$ itself usually is not. We remark that in case $U = A^e$ an $A^e$-module algebra is also called an $A$-ring or an $A$-algebra.

Observe in particular that with the induced $A^e$-module structure on $M$ given as in $(2.24)$ and the $A^e$-linearity of the coproduct, one has
\[ a \circ (m \cdot_A m') = (a \circ m) \cdot_A m', \quad (m \cdot_A m') \circ a = m \cdot_A (m' \circ a), \quad (2.27) \]
and moreover
\[ m \cdot_A (a \circ m') = (m \circ a) \cdot_A m'. \quad (2.28) \]

Dually, we shall need the notion of a monoid in $U$-$\text{Comod}$, see, e.g., [BS]:

Definition 2.7. A left $U$-comodule algebra $N$ is a monoid in $U$-$\text{Comod}$. That is, $N \in U$-$\text{Comod}$ with coaction $\Delta_N : n \mapsto n_{(-1)} \otimes_A n_{(0)}$ moreover carries a canonical $A$-ring structure with $A$-balanced multiplication $n \otimes_A n' \mapsto n \cdot_A n'$ for $n, n' \in N$ such that
\[ \Delta_N(1_N) = 1_U \otimes_A 1_N, \quad \Delta_N(n \cdot_A n') = n_{(-1)}n'_{(-1)} \otimes_A n_{(0)} \cdot_A n'_{(0)}. \quad (2.29) \]

For example, both the base algebra $A$ with left $U$-coaction $a \mapsto s(a)$ as well as the ring $U$ itself by means of the coproduct $\Delta$ are $U$-comodule algebras. Observe that for a left $U$-comodule algebra relations with respect to the underlying left $A^e$-module structure identical to those in $(2.27)$ follow from $(2.24)$.

Of course, one can also define comonoids in $U$-$\text{Mod}$ and $U$-$\text{Comod}$, respectively, but they are not needed in the sequel.

2.2.3. (Anti) Yetter-Drinfel’d modules and Yetter-Drinfel’d algebras. For a left bialgebroid $U$ there exists the notion of Yetter-Drinfel’d module (or crossed bimodule), i.e., a module which is simultaneously a left comodule with a certain compatibility between action and coaction. For bialgebras, this concept goes back to [Y], whereas the bialgebroid version is due to [Sch].

Definition 2.8. A left $U$-module $N$ which is simultaneously a left comodule over a left bialgebroid $U$ is called a Yetter-Drinfel’d module (YD) if the full $A^e$-module structure $\cdot_A$ of the module coincides with that underlying the comodule, and if one has
\[ (u(1)n)(-1)u(2) \otimes_A (u(1)n)(0) = u(1)n(-1) \otimes_A u(2)n(0). \quad (2.30) \]
The category $\mathcal{YD}$ of Yetter-Drinfel’d modules is monoidal with respect to the tensor product in $\mathcal{YD}$, equipped with the diagonal module and the codiagonal comodule structure. We only mention as a side remark [Sch Prop. 4.4] that $\mathcal{YD}$ is equivalent to the weak centre of the category $U\text{-Mod}$ with (pre)braiding

$$\sigma_{N,N'} : N \otimes_A N' \to N' \otimes_A N, \quad n \otimes_A n' \mapsto n_{(-1)} n' \otimes_A n_{(0)}.$$

The importance of the existence of this braiding for our later constructions of Gerstenhaber algebras is provided by the following notion (see, for example, [BrzMi]):

**Definition 2.8.** A Yetter-Drinfel’d algebra is a monoid in $\mathcal{YD}$, i.e., an $A$-ring $N$ which is both a left $U$-module algebra and a left $U$-comodule algebra plus the compatibility condition (2.30) between action and coaction. A Yetter-Drinfel’d algebra is said to be braided commutative if the multiplication in $N$ is commutative with respect to $\sigma_{N,N}$, that is,

$$n \cdot N n' = (n_{(-1)} n') \cdot N n_{(0)}, \quad \text{for all } n, n' \in N. \quad (2.31)$$

Observe that (2.31) is well defined by (2.28) as well as (2.24). Needless to say that the notion of braided commutativity is entirely independent of whether $N$ itself as an algebra is commutative: for example, the base algebra $A$ of any bialgebroid $U$ is always a braided commutative Yetter-Drinfel’d algebra by means of the canonical left $U$-action (2.3) and left $U$-coaction (2.25).

If $U$ happens to be a left Hopf algebroid, one can give a sort of opposite notion of anti Yetter-Drinfel’d modules. The following particular class of right modules which are also left comodules was introduced in [HKhRS, JS] for Hopf algebras and in [BS] for left Hopf algebroids:

**Definition 2.9.** A right $U$-module left $U$-comodule $M$ over a left Hopf algebroid $U$ is called anti Yetter-Drinfel’d module (aYD) if the full $A^\ast$-module structure $\ast_M$ of the module coincides with that underlying the comodule, and if one has

$$(mu)_{(-1)} \otimes_A (mu)_{(0)} = u - m_{(-1)} u_{(1)} \otimes_A m_{(0)} u_{(2)} \quad (2.32)$$

for all $m \in M$, $u \in U$. Such a right module left comodule $M$ is called stable (SaYD) if one has

$$m_{(0)} m_{(-1)} = m.$$ 

Observe that the category $^\ast\mathcal{YD}$ of anti Yetter-Drinfel’d modules over a left Hopf algebroid is not monoidal, not even in the Hopf algebra case, i.e., for $A = k$.

**Remark 2.10.** Note that for a left Hopf algebroid $U$ and a Yetter-Drinfel’d module $N$, the compatibility condition (2.30) can be expressed as

$$(un)_{(-1)} \otimes_A (un)_{(0)} = u_{(1)} n_{(-1)} u_{-} \otimes_A u_{(2)} n_{(0)}, \quad (2.33)$$

showing more structural symmetry with respect to the anti Yetter-Drinfel’d case. However, this formulation obscures the fact that Yetter-Drinfel’d modules already exist on the bialgebroid level.

### 2.3. The para-(co)cyclic $k$-modules $C^\ast(U, M)$ and $C^\ast_\ast(U, N)$

The Gerstenhaber and Batalin-Vilkovisky algebras that we are going to study in this paper are obtained as the (co)simplicial (co)homology of para-(co)cyclic $k$-modules of the following form [KoKr2]:

**Proposition 2.11.** (1) For every $M \in U^{\text{op}}\text{-Mod}$ over a left bialgebroid $U$ there is a well-defined simplicial $k$-module structure on

$$C^\ast(U, M) := M \otimes_{A^{\text{op}}} U_{\ast} \otimes_{A^{\text{op}}} \ast,$$
whose face maps in degree $n \geq 1$ are given by
\[
d_i(m, x) = \begin{cases} 
(m, u^1, \ldots, u^n, \varepsilon(u^n) \bullet u^{n-1}), & \text{if } i = 0, \\
(m, u^1, \ldots, u^{n-i} u^{n-i+1}, \ldots, u^n) & \text{if } 1 \leq i \leq n - 1, \\
(mu^1, u^2, \ldots, u^n) & \text{if } i = n,
\end{cases}
\]
and vanish for $n = 0$, that is, for elements in $M$. The degeneracies for $n \geq 0$ read:
\[
s_j(m, x) = \begin{cases} 
(m, u^1, \ldots, u^n, 1) & \text{if } j = 0, \\
(m, u^{n-j}, 1, u^{n-j+1}, \ldots, u^n) & \text{if } 1 \leq j \leq n - 1, \\
(m, 1, u^1, \ldots, u^n) & \text{if } j = n.
\end{cases}
\]
Here and in what follows, we denote elementary tensors in $C_*(U, M)$ by
\[(m, x) := (m, u^1, \ldots, u^n), \quad m \in M, u^1, \ldots, u^n \in U.
\]
For a right $U$-module left $U$-comodule $M$ over a left Hopf algebra $U$, the $k$-module $C_*(U, M)$ becomes a para-cyclic $k$-module via
\[t(m, x) = (m_{(0)} u^1, u^2, \ldots, u^n, u^n \cdots u^1 m_{(-1)}).
\]
This para-cyclic $k$-module is cyclic if $M$ is a stable anti Yetter-Drinfel’d module.

(2) On the other hand, for $M' \in \mathcal{U}\text{-Comod}$ for a left bialgebroid $U$, there is a well-defined cosimplicial $k$-module structure on
\[C^*_c(U, M') := (\mathcal{A}_U)^{\otimes A^*} \otimes_A M',
\]
with cofaces in degree $n \geq 1$ given by
\[
d_i(z, m') = \begin{cases} 
(1, u^1, \ldots, u^n, m') & \text{if } i = 0, \\
(u^1, \ldots, \Delta(u^i) \ldots, u^n, m') & \text{if } 1 \leq i \leq n, \\
(u^1, u^n, m'_{(0)} m'_{(-1)}) & \text{if } i = n + 1,
\end{cases}
\]
and for $n = 0$, that is, on $M'$ by
\[
d_j(m') = \begin{cases} 
(1, m') & \text{if } j = 0, \\
(m'_{(-1)}, m'_{(0)}) & \text{if } j = 1.
\end{cases}
\]

The codegeneracies for $n \geq 1$ read, on the other hand,
\[
s_j(z, m') = (u^1, \ldots, \varepsilon(u^{i+1}), \ldots, u^n, m') \quad 0 \leq i \leq n - 1,
\]
and vanish on $M'$. Similarly as above, here and in what follows, we denote elementary tensors in $C^*_c(U, M')$ by
\[(z, m') := (u^1, \ldots, u^n, m'), \quad m' \in M', u^1, \ldots, u^n \in U,
\]
if no confusion with the homology case can arise. Again, for a right $U$-module left $U$-comodule $M'$ over a left Hopf algebra $U$, the $k$-module $C^*_c(U, M')$ becomes a para-cocyclic $k$-module by means of
\[
\tau(z, m') = (u^1_{(1)} u^2, \ldots, u^1_{(n-1)} u^n, u^1_{(0)} m'_{(-1)} m'_{(0)} u^1),
\]
which is cyclic if $M'$ is a stable anti Yetter-Drinfel’d module.

Recall that in the first case this means that the operators $(d_i, s_j, \tau_h)$ satisfy all the defining relations of a cyclic $k$-module in the sense of Connes (see, e.g., Connes [Co2, La]), except for the one that requires that $\mu^{n+1} = \id$ on $C_n(U, M)$, which, as mentioned, is only satisfied when $M$ is an $\SaYD$ module; analogous comments apply to the cohomology situation. The relation between the cyclic and the cocyclic module above as (a sort of) cyclic duals (as introduced by Connes [Co1] as well) is explained in KoKr2. Although we shall need the full structure of the (co)cyclic modules, we are not going to study the cyclic (co)homology of these objects, but rather their (co)simplicial (co)homology:
Definition 2.12. For any bialgebroid $U$ and any $M \in U^{op} \text{-Mod}$, we denote the simplicial homology of $C_\bullet(U, M)$, that is, the homology with respect to the boundary map

$$b := \sum_{i=0}^{n} (-1)^i d_i$$

by $H_\bullet(U, M)$ and call it the (Hochschild) homology of $U$ with coefficients in $M$. Likewise, if $M' \in U^{op} \text{-Comod}$ is a left $U$-comodule, we denote the cosimplicial cohomology of $C_{\text{co}}^\bullet(U, M')$, i.e., the cohomology with respect to the coboundary map

$$\beta := \sum_{i=0}^{n+1} (-1)^i \delta_i$$

by $H_{\text{co}}^\bullet(U, M')$ and call it the (coring or co-Hochschild) cohomology of $U$ with coefficients in $M'$.

Recall from [KoPo, Thm. 2.13] that if $U$ is projective as a left $A$-module, then

$$H_\bullet(U, M) \simeq \text{Tor}_\bullet^U(M, A),$$

and if $U_0$ is flat as a right $A$-module, we have

$$H_{\text{co}}^\bullet(U, M') \simeq \text{Cotor}_A^\bullet(A, M').$$

Mostly, we will work on the normalised complex $C_\bullet(U, M)$ of $C_\bullet(U, M)$, meaning the quotient by the subcomplex spanned by the images of the degeneracy maps of this simplicial $k$-module, i.e., given by the cokernel of the degeneracy maps. Likewise, the normalised complex $C_{\text{co}}^\bullet(U, M')$ of the cochain complex $C_{\text{co}}^\bullet(U, M')$ is obtained by dealing with the kernel of the codegeneracy maps. We shall usually denote operators that descend from the original complexes to these quotients by the same symbols if no confusion can arise.

On every para-cyclic $k$-module, one furthermore defines the norm operator, the extra degeneracy, and the cyclic differential

$$N := \sum_{i=0}^{n} (-1)^i t^i, \quad s_{-1} := t s_n, \quad B = (\text{id} - t) s_{-1} N,$$

respectively. Remember that $B$ coincides on the normalised complex $C_\bullet(U, M)$ with the map (induced by) $s_{-1} N$, so we take the liberty to denote the latter by $B$ as well, as we, in fact, will only consider the induced map on the normalised complex.

2.4. Gerstenhaber algebras, operads with multiplication, and cyclic operads. In this section, we finally gather some well-known material about Gerstenhaber algebras and their relation to operads, as well as Batalin-Vilkovisky algebras and their relation to cyclic operads. We refer the interested reader to, for example, [GSch, LoVa, MaShnSt, Me1] for more details on operad theory; here, we only need the basic definition in the formulation of Gerstenhaber-Schack [GSch] (termed “strict unital comp algebra” therein) plus one important consequence:

Definition 2.13. A (non-$\Sigma$) operad in the category of $k$-modules is a sequence $\{O(n)\}_{n \geq 0}$ of $k$-modules with an identity element $1 \in O(1)$ together with $k$-bilinear operations $\varphi_i : O(p) \otimes O(q) \to O(p + q - 1)$ such that

- $\varphi_i 1 = 0$ if $p < i$ or $p = 0$,
- $\varphi_i \chi = 0$ if $j < i$,
- $\varphi_i (\psi \chi) = \varphi_{i+r-1} \chi$ if $j < q$,
- $\varphi_i (\psi \chi) = \varphi_{i+1} \chi$ if $j < q + i$,
- $\varphi_i = 1 \circ_i \varphi$ for $i \leq p$,
is fulfilled for any $\varphi \in O(p)$, $\psi \in O(q)$, and $\chi \in O(r)$. The operad is called an operad with multiplication if there exists a distinguished element or operad multiplication $\mu \in O(2)$ and an element $e \in O(0)$ such that additionally

$$
\begin{align*}
\mu \circ_1 \mu &= \mu \circ_2 \mu, \\
\mu \circ_1 e &= \mu \circ_2 e = \mathbb{I}
\end{align*}
$$

(2.41)

holds.

In the rest of this article, the term “operad” will always refer to a non-$\Sigma$ operad in the category of $k$-modules in the above sense.

Gerstenhaber algebra structures can be constructed, for example, by means of the notion of an operad with multiplication, as the following theorem shows:

**Theorem 2.14** ([G, GSch, McCSm]). Each operad with multiplication gives rise to a cosimplicial $k$-module the cohomology of which is a Gerstenhaber algebra.

For later use, we give the necessary structure maps that constitute the proof of this theorem: for any two cochains $\varphi \in O(p), \psi \in O(q)$, define

$$
\varphi \bar{\circ} \psi := (-1)^{|p||q|} \sum_{i=1}^{p} (-1)^{|q||i|} \varphi \circ_i \psi \in O(p + q - 1), \quad |n| := n - 1,
$$

and their *Gerstenhaber bracket* by

$$
\{\varphi, \psi\} := \varphi \bar{\circ} \psi - (-1)^{|p||q|} \psi \bar{\circ} \varphi,
$$

(2.42)

whereas the graded commutative product, the *cup product*, is given as

$$
\varphi \cup \psi = (\mu \circ_1 \varphi) \circ_{p+1} \psi = (\mu \circ_2 \psi) \circ_1 \varphi \in O(p + q).
$$

(2.43)

Finally, the cohomology mentioned in Theorem 2.14 is defined with respect to the differential

$$
\delta \varphi = \{\mu, \varphi\}.
$$

We will frequently use Theorem 2.14 in the next section. A sharpened version of this result is an analogous relation between Batalin-Vilkovisky algebras and cyclic operads established in [Me1], as we will recall below. The notion of cyclic operad goes back to [GeKa], see also [MaShnSt, p. 247–248]; the version we use here is due to [Me1]:

**Definition 2.15.** A cyclic operad is a (non-$\Sigma$) operad $O$ equipped with $k$-linear maps $\tau_n : O(n) \to O(n)$ subject to

$$
\begin{align*}
\tau_{|p+q|}(\varphi \circ_1 \psi) &= \tau_q \psi \circ_q \tau_p \varphi, & \text{if } 1 \leq p, q, \\
\tau_{|p+q|}(\varphi \circ_1 \psi) &= \tau_p \varphi \circ_{i-1} \psi, & \text{if } 0 \leq q \text{ and } 2 \leq i \leq p, \\
\tau_n 1 &= \mathbb{I}_{O(n)},
\end{align*}
$$

(2.44)

for every $\varphi \in O(p)$ and $\psi \in O(q)$. A cyclic operad with multiplication is simultaneously a cyclic operad and an operad with multiplication $\mu$ such that

$$
\tau_2 \mu = \mu.
$$

(2.45)

A crucial observation is now that Batalin-Vilkovisky algebras arise, for example, from cyclic operads with multiplication:

**Theorem 2.16** ([Me1]). Each cyclic operad with multiplication gives rise to a cocyclic module of which the associated cyclic differential $B$ yields a generator for the Gerstenhaber bracket on the cohomology of the underlying cosimplicial $k$-module, turning it therefore into a Batalin-Vilkovisky algebra.
3. Gerstenhaber and Batalin-Vilkovisky Algebra Structures for Bialgebroids

In this section, we will construct two operad structures with multiplication on two different cosimplicial modules attached to a left bialgebroid $U$ that compute, under suitable projectivity assumptions, the derived functors $\text{Ext}_U$ and $\text{Cotor}_U$, see below. The first one is the $A^{\text{op}}$-linear dual to $C_0(U, N)$ from Proposition 2.11 whereas the second one is its cyclic dual, i.e., the cosimplicial module $C^*_c(U, N)$ introduced in the second part of the same proposition.

3.1. $C^*(U, N)$ as an operad with multiplication. As for the first one mentioned, define

$$C^p(U, N) := \text{Hom}_{A^{\text{op}}}(U \otimes A^{\text{op}}^p, N), \quad N \in A^{\text{op}} \text{-Mod},$$

which is, by duality, a cosimplicial module. The differential $\delta : C^*(U, N) \to C^{*+1}(U, N)$ is given by

$$\delta \varphi(u_1, \ldots, u^{p+1}) := u^1 \varphi(u_2, \ldots, u^{p+1}) + \sum_{i=1}^{P} (-1)^i \varphi(u_1, \ldots, u^i u^{i+1}, \ldots, u^{p+1}) + (-1)^{p+1} \varphi(u_1, \ldots, \varepsilon(u^{p+1}) \bullet u^p). \quad (3.1)$$

We denote the cohomology of $C^*(U, N)$ by $H^*(U, N)$ and call this the (Hochschild) cohomology of $U$ with coefficients in $N$. If $U$ is an $A^{\text{op}}$-projective left bialgebroid, then $H^*(U, N) \cong \text{Ext}_U(A, N)$, but in general we use the symbol $H^*(U, N)$ for the cohomology of the explicit cochain complex $(C^*(U, N), \delta)$. The normalised complex $\hat{C}^*(U, N)$ is given by the intersection of the kernels of the codegeneracies in the cosimplicial $k$-module $C^*(U, N).

The Gerstenhaber structure on $H^*(U, N)$ for the case $N := A$ was already discussed in [KoKt3], §3.5–3.6, we insert here general coefficients: let $N$ be a left $U$-module (with action denoted by juxtaposition) which is simultaneously a left $A^\text{cyc}$-dual, i.e., a monoid in $A^\text{cyc}$-Mod with multiplication denoted by $(n, n') \mapsto n \cdot_n n'$ in what follows. Observe that by these requirements in particular Eq. 2.2 holds. We then associate to any $p$-cochain $\varphi \in \hat{C}^p(U, N)$ the operator

$$D^N : U \otimes A^{\text{op}}^p \to U \otimes_A N,$$

$$D^N(u_1^1, \ldots, u^p) \mapsto \varphi(u_{(1)}^1, \ldots, u_{(1)}^p, u_{(2)}^1 \cdots u_{(2)}^p) \otimes_A \varphi(u_{(1)}^1, \ldots, u_{(1)}^p)_{(0)}, \quad (3.2)$$

and this map is well-defined by (2.24) along with (2.4). For zero cochains, i.e., elements in $N$, this map is given by the coaction $\Delta_\varphi$ of $N$. We introduce the notation

$$D_\varphi(u^1, \ldots, u^p)_{(1)} \otimes_A D_\varphi(u^1, \ldots, u^p)_{(0)} := D^N(u^1, \ldots, u^p).$$

This enables us to define

$$\circ_i : C^p(U, N) \otimes C^q(U, N) \to C^{p+q}(U, N), \quad i = 1, \ldots, p,$$

by

$$(\varphi \circ_i \psi)(u^1, \ldots, u^{p+q}) \quad := \quad \varphi(u^1_{(1)}, \ldots, u^{i-1}_{(1)}, D_\psi(u^i, \ldots, u^{i+q-1}_{(1)}, u^{i+q}, \ldots, u^{p+q}), \quad \circ_n (u^1_{(2)} \cdots u^{i-1}_{(2)} D_\psi(u^i, \ldots, u^{i+q-1}_{(1)})), \quad (3.3)$$

which again is well-defined by (2.4), (2.24), but also (2.28). For zero cochains $n \in N$, we define $n \circ_i \psi = 0$ for all $i$ and all $\psi$, whereas

$$\varphi \circ_i \varphi := \varphi(u^1_{(1)}, \ldots, u^{i-1}_{(1)}, n_{(-1)}, u^i, \ldots, u^{p-1}) \circ_n (u^1_{(2)} \cdots u^{i-1}_{(2)} n) \in C^{p-1}(U, N).$$
The distinguished element, i.e., the operad multiplication \((2.41)\) is here given by
\[
\mu := (\varepsilon \, m_U, (\cdot, \cdot)) \circ 1_N \in C^2(U, N), \tag{3.4}
\]
where \(m_U\) is the multiplication map of \(U\). Furthermore, define
\[
1 := \varepsilon(1) \circ 1_N \in C^1(U, N) \quad \text{and} \quad e := 1_N \in C^0(U, N). \tag{3.5}
\]

The cup product \((2.43)\) can then be expressed as
\[
(\varphi \, \cup \psi)(u^1, \ldots, u^{p+q}) = \varphi(u^1, \ldots, u_1^{p}) \cdot \psi(u_2, \ldots, u_{p+1}^{p+q}),
\]
where \(\varphi \in CP(U, N), \psi \in CS(U, N)\), as a short computation reveals by means of \((3.3)\) and \((3.4)\) with the help of \((2.26), (2.27)\), and \((2.28)\).

**Theorem 3.1.** If \(N\) is a braided commutative Yetter-Drinfel’d algebra over a left bialgebroid \(U\), then \(C^\ast(U, N)\) with the structure given in \((3.3)-(3.5)\) defines an operad with multiplications.

**Remark 3.2.** As already mentioned, one can in particular take \(N := A\), the base algebra of the left bialgebroid itself, and in the case the operators \((3.1)-(3.5)\) coincide, by means of the canonical left action \((2.3)\) resp. coaction \((2.25)\), with the operators given in [KoKr3 §3.5]. On the other hand, observe that even for general coefficients \(N\) one has for the differential \((3.1)\) the usual expression
\[
\delta \varphi = \{\mu, \varphi\},
\]
where the right hand side is defined as in \((2.42)\). This follows from \((2.3)\) and \((2.24)\).

**Proof of Theorem 3.1** Verifying the conditions in Definition \((2.1)\) is essentially a direct computation, but we want to show at least two of the identities in \((2.40)\) in detail to illustrate where the various assumptions on \(N\) in Definition \((2.3)\) of a braided commutative Yetter-Drinfel’d algebra appear; apart from that, the identities \((2.41)\) are easy to check considering that for the distinguished element \((3.4)\)
\[
D^p_{\mu}(u, v) = uv \otimes A 1_N, \quad \text{for all} \ u, v \in U,
\]
holds in case \(N\) is a comodule algebra. Somewhat less obvious is to check that the identities \((2.40)\) are fulfilled: let \(\varphi \in CP(U, N), \psi \in CS(U, N)\), and \(\chi \in C^1(U, N)\), with \(i \leq j < q + i\). Then
\[
(\varphi \circ \psi \circ \chi)(u^1, \ldots, u^{p+q+r}) = \varphi(u^1, \ldots, u_i^{p+q+r-1}), D_\chi(u^{p+q+r-1}(1), u^{p+q+r-1}(2), \ldots, u^{p+q+r-1}(n)), \tag{2.40}
\]
and
\[
D_{\mu_{\varphi}}(u_{i+1}^{p+q+r-1} \cdot u_{i+2}^{p+q+r-2} \cdot \ldots \cdot u_{i+n}^{p+q+r-1} D_\chi(u^{p+q+r-1}(1), u^{p+q+r-1}(2), \ldots, u^{p+q+r-1}(n))), \tag{3.2}
\]
respectively.
[2.31] Carry the structure of a Gerstenhaber algebra. In particular, if 

$$u^{i+q+r-1}, \ldots, u^{i+q+r-1}$$

then

$$(\varphi \circ \psi)_{q+j+1}(u_1^1, \ldots, u_i^{j+q+r-1})$$

is true. To check the remaining identities in [2.40] is left to the reader. 

By Theorem 2.14 one deduces at once:

**Corollary 3.3.** If $N$ is a braided commutative Yetter-Drinfel’d algebra, the cohomology groups $H^*(U, N)$ carry the structure of a Gerstenhaber algebra. In particular, if $U$ is projective as a left $A$-module, then $\text{Ext}_U^*(A, N)$ is a Gerstenhaber algebra.
Example 3.4. For $U = A^e$ with the bialgebroid structure given as in Example 2.2 and in case $N := A$, the Gerstenhaber algebra structure on $\operatorname{Ext}_{A^e}(A, A)$ is (for $A$ projective over $k$) the classical one given in [G], as already mentioned in [KoK3] §7: one has an isomorphism

$$C^*(A^e, A) \rightarrow C^*(A, A) := \operatorname{Hom}_k(A^{op}, A), \quad \varphi \mapsto \tilde{\varphi}, \quad \text{(3.6)}$$

where the right hand side refers to the standard Hochschild cochain complex and $\tilde{\varphi}$ is defined by

$$\tilde{\varphi}(a_1 \otimes_k \cdots \otimes_k a_n) := \varphi((a_1 \otimes_k 1), \ldots, (a_n \otimes_k 1))$$

so that

$$\varphi((a_1 \otimes_k b_1), \ldots, (a_n \otimes_k b_n)) = \tilde{\varphi}(a_1 \otimes_k \cdots \otimes_k a_n) b_n \cdots b_1.$$ 

It is easy to see that the respective induced isomorphism on cohomology is moreover one of Gerstenhaber algebras, and in particular one has

$$\tilde{\varphi} \circ_i \psi = \tilde{\phi} \circ_i^p \tilde{\psi}, \quad i = 1, \ldots, p,$$

for all $\varphi \in C^0(A^e, A), \psi \in C^0(A^e, A)$, where the right hand side

$$(\tilde{\varphi} \circ_i^p \tilde{\psi})(a_1, \ldots, a_{|p+q|}) := \tilde{\varphi}(a_1, \ldots, a_{i-1}, \tilde{\psi}(a_i, \ldots, a_{i+q}), a_{i+q}, \ldots, a_{|p+q|}) \quad \text{(3.7)}$$

are the classical insertion operations found by Gerstenhaber [G].

However, we want to underline that already in [loc. cit., p. 287], coefficients were introduced by considering (what turns out to be) an $A$-ring $N$ with an $A$-bimodule map $\phi : N \rightarrow A$ such that

$$\phi(n)n' = n_N n' = n \phi(n'). \quad \text{(3.8)}$$

We now show how these coefficients are examples of our general construction: an $A$-ring $N$ is, as said before, by definition an $A^e$-module ring and if $N$ is also a comodule, the Yetter-Drinfel’d condition (2.30) is automatically fulfilled by (2.24) and the $A^e$-linearity of the coproduct on $A^e$. Hence, every $A$-ring which also is an $A^e$-comodule algebra is automatically a Yetter-Drinfel’d algebra. If a morphism $\phi \in \operatorname{Hom}_A(N, A)$ now fulfills (4.8), it is clear that $n \mapsto (\phi(n) \otimes_k 1_A) \otimes_k 1_N$ defines an $A^e$-coaction which gives $N$ the structure of a braided commutative Yetter-Drinfel’d algebra.

Example 3.5. Another classical example fits in this theory as follows: let $H$ be a Hopf algebra over a field $k$ with antipode $S$, and denote the Hochschild cohomology of $H$ as an algebra with values in $H$ itself by $H^*(H, H) := \operatorname{Ext}^*_H(H, H)$, which, as mentioned in the preceding Example 3.4, classically carries a Gerstenhaber algebra structure [G]. Now, as follows from [CE] Thm. VIII.3.1), one has a vector space isomorphism

$$\operatorname{Ext}^*_H(H, H) \simeq \operatorname{Ext}^*_H(k, \operatorname{ad}(H)). \quad \text{(3.9)}$$

Here, $\operatorname{ad}(H)$ is $H$ as vector space but with left $H$-action on it given by the adjoint action $\operatorname{ad}(h)h' := h(1)h'S(h(2))$ for all $h, h' \in H$. It is a straightforward check that $\operatorname{ad}(H)$ equipped with this action, the left $H$-coaction given by the coproduct in $H$, and the ring structure given by the multiplication in $H$ forms a braided commutative Yetter-Drinfel’d algebra, hence $\operatorname{Ext}^*_H(k, \operatorname{ad}(H))$ is also a Gerstenhaber algebra by Corollary 3.4.

We correspondingly want to show that (3.9) is also an isomorphism of Gerstenhaber algebras: recall from, e.g., [KoK1, KoK2] that $\operatorname{Ext}^*_H(k, \operatorname{ad}(H))$ can be computed by means of the standard Hochschild cochain complex $C^*(H, H) := \operatorname{Hom}_k(H^{op}, H)$, but with coboundary

$$d_\varphi(h^1, \ldots, h^{n+1}) := \operatorname{ad}(h^1)\varphi(h^2, \ldots, h^{n+1}) + \sum_{i=1}^n (-1)^i \varphi(h^1, \ldots, h^i h^{i+1}, \ldots, h^{n+1})$$

$$+ (-1)^{n+1} \varphi(h^1, \ldots, h^n) \varepsilon(h^{n+1}).$$

Now, by means of the $k$-linear isomorphism

$$\xi : C^*(H, H) \rightarrow C^*(H, H), \quad (\xi(\varphi))(h^1, \ldots, h^n) := \varphi(h^1(1), \ldots, h^n(1))h^1(2) \cdots h^n(2)$$


with inverse
\[(\xi^{-1}(\varphi))(v^1, \ldots, v^n) := \psi(v^1_1, \ldots, v^n_1) S(v^1_2, \ldots, v^n_2),\]
one proves [Kr, eq. 3.1 (adapted to this example, i.e., for \(A := k \) and \(N := H\)) and hence \((C^*(H, H), \delta) \cong (C^*(H, H), d)\) as cochain complexes. Moreover, one has with respect to Gerstenhaber’s insertion operations \(\langle a \rangle\) for all \(\varphi \in C^p(H, H), \psi \in C^q(H, H), \) and \(i = 1, \ldots, p,\) by means of the properties of a Hopf algebra and since \(k\) is central in \(H\)
\[(\xi^{-1}(\xi \circ \xi \circ \xi))(h^1, \ldots, h^{p+q}) = (\xi \circ \xi \circ \xi)(h^1, \ldots, h^{p+q}) = (\xi \circ \xi \circ \xi)(h^1, \ldots, h^{p+q})\]
\[= \varphi(h^1_1, \ldots, h^1_1, \psi(h^1_1, \ldots, h^1_1)), \varphi(h^2_2, \ldots, h^2_2) S(h^1_1, \ldots, h^{p+q}) S(h^2_2, \ldots, h^{p+q})\]
\[= \varphi(h^1_1, \ldots, h^1_1, \psi(h^1_1, \ldots, h^1_1)), \varphi(h^2_2, \ldots, h^2_2) S(h^1_1, \ldots, h^{p+q}) S(h^2_2, \ldots, h^{p+q})\]
\[= \varphi(h^1_1, \ldots, h^1_1, \psi(h^1_1, \ldots, h^1_1)), \varphi(h^2_2, \ldots, h^2_2) S(h^1_1, \ldots, h^{p+q}) S(h^2_2, \ldots, h^{p+q})\]
\[= \varphi(h^1_1, \ldots, h^1_1, \psi(h^1_1, \ldots, h^1_1)), \varphi(h^2_2, \ldots, h^2_2) S(h^1_1, \ldots, h^{p+q}) S(h^2_2, \ldots, h^{p+q})\]
\[= \varphi(h^1_1, \ldots, h^1_1, \psi(h^1_1, \ldots, h^1_1)), \varphi(h^2_2, \ldots, h^2_2) S(h^1_1, \ldots, h^{p+q}) S(h^2_2, \ldots, h^{p+q})\]
\[= \varphi(h^1_1, \ldots, h^1_1, \psi(h^1_1, \ldots, h^1_1)), \varphi(h^2_2, \ldots, h^2_2) S(h^1_1, \ldots, h^{p+q}) S(h^2_2, \ldots, h^{p+q})\]

where, at certain places, we denoted the multiplication in \(H\) by \(\cdot\) to better illustrate the analogy to \([3,3]\). Hence, as claimed, the vector space isomorphism \(\xi\) induces an isomorphism of Gerstenhaber algebras on cohomology.

**Example 3.6.** If \(H\) is a \(k\)-bialgebra and \(V\) simultaneously an \(H\)-module algebra and a \(V\)-coalgebra, then \(V \# H\) is a \(V\)-coalgebra and \(H\)-module algebra. In this case, both \(\text{Ext}_H(k, V)\) and \(\text{Ext}_V \#_H(V, V)\) are Gerstenhaber algebras as \(V\) is automatically a braided commutative Yetter-Drinfel’d algebra over \(V \# H\), see [Lu, Thm. 5.1] or [BrzMi, Thm. 4.1]. In particular, both \(\text{Ext}_{D(H)}(k, H)\) and \(\text{Ext}_{D(H)}(k, H^\#.\#)\) carry Gerstenhaber algebra structures, which can be transferred to certain Gerstenhaber-Schack cohomology groups \(H_{\text{GS}}(\cdot, \cdot)\): for two Hopf bimodules (or tetramodules) \(M, N\), one has an isomorphism [Tai1]
\[\text{Ext}_{D(H)}^*(M \#_{\text{comp}} N \#_{\text{comp}}) \cong H_{\text{GS}}(M, N),\]

Applying this to our situation above means \(\text{Ext}_{D(H)}^*(k, H^\#.\#) \cong H_{\text{GS}}(H, H^\#.\#)\), and therefore yields a Gerstenhaber algebra structure on \(H_{\text{GS}}(H, H^\#.\#) \cong H_{\text{GS}}(H, \text{End}_k(H))\). Observe here that the Gerstenhaber algebra structure on \(H_{\text{GS}}(H, H)\) obtained in [FaSc] by similar arguments is trivial, as shown in [Tai2].
We leave all details of this example paragraph to a future extension, also in the hope of discovering genuinely new examples which do not resemble or generalise classical Gerstenhaber algebra structures.

3.2. \( C^*_C(U, N) \) as a cyclic operad with multiplication. Let again \( N \) be a left \( U \)-module (with action denoted by juxtaposition) which is simultaneously a left \( U \)-comodule with coaction \( \Delta_N : n \mapsto n_{(-1)} \otimes_A n_{(0)} \) such that the underlying induced left \( A^e \)-module structures coincide. As before, we assume that with respect to this left \( A^e \)-module structure \( N \) is an \( A \)-ring with multiplication denoted by \( (n, n') \mapsto n \cdot n' \). Observe once more that by these requirements in particular Eq. \((2.23)\) holds. We then define, as a generalisation of \cite[3.10]{GSch} p. 65,

\[
\circ_i : C^p_{co}(U, N) \otimes_k C^q_{co}(U, N) \to C_{co}^{p+q+1}(U, N), \quad i = 1, \ldots, p,
\]

by

\[
(u^1, \ldots, u^p, n) \circ_i (v^1, \ldots, v^q, n') := (u^1, \ldots, u^{i-1}, u^i v^1, \ldots, u^i v^q, u^i u^{i+1}, (u^i_{(q+1)'} n')_{(-p+i)} u^{i+1}, \ldots, (u^i_{(q+1)'} n')_{(0)} \cdot n),
\]

which is well-defined by \((2.24), (2.23), (2.23)\), and \((2.28)\). For zero cochains, that is, elements \( n \in N \), we define \( n \circ_i (v^1, \ldots, v^q, n') = 0 \) for all \( i \) and all \((v^1, \ldots, v^q, n') \in C^q_{co}(U, N)\), whereas

\[
(u^1, \ldots, u^p, n) \circ_i n' := (u^1, \ldots, u^{i-1}, (u^i n')_{(-p+i)} u^{i+1}, \ldots, (u^i n')_{(-1)} u^p, (u^i n')_{(0)} \cdot n) \in C^{p+1}_{co}(U, N).
\]

The distinguished element, i.e., the operad multiplication \((2.41)\) is here

\[
\mu := (1_U, 1_U, 1_N) \in C^2_{co}(U, N),
\]

and also set

\[
1 := (1_U, 1_N) \in C^1_{co}(U, N) \quad \text{along with} \quad e := 1_N \in C^0_{co}(U, N).
\]

With \((3.10)\) and \((3.11)\), the cup product \((2.33)\) explicitly becomes

\[
(u^1, \ldots, u^p, m) \cup (v^1, \ldots, v^q, n) = (u^1, \ldots, u^p, m_{(-1)} v^1, \ldots, m_{(-1)} v^q, n) \in C^p_{co}(U, N).
\]

Observe that the differential \((2.37)\) formed by the cofaces in \((2.34)\) can be expressed as

\[
\delta(z, n) = [\mu, (z, n)],
\]

where the right hand side is again defined as in \((2.42)\) and we used the abbreviation \((z, n) := (u^1, \ldots, u^p, n)\).

**Theorem 3.7.** Let \( N \) be a braided commutative Yetter-Drinfel’d algebra over a left bialgebroid \( U \). Then \( C^*_C(U, N) \) with the structure given in \((3.10) - (3.12)\) yields an operad with multiplication.

**Proof.** The proof relies on straightforward computations analogous to those in the proof of Theorem \([3.1]\) which is why it is omitted. \( \square \)

By Theorem \([2.14]\) one deduces at once:

**Corollary 3.8.** With the assumptions of Theorem \([3.7]\) on \( N \), the cohomology groups \( H^*_C(U, N) \) carry the structure of a Gerstenhaber algebra. In particular, if \( U_0 \) is flat as a right \( A \)-module, then \( \text{Cotor}^*_C(A, N) \) is a Gerstenhaber algebra.
Remark 3.9. Taking for \( N \) the base algebra \( A \), the conditions mentioned in the preceding proposition can, as said before, always be fulfilled for the canonical \( U \)-action and \( U \)-coaction \( \Delta_\sigma \) resp. \( \varphi \) (and the formulae notably simplify: the cup product, for example, just becomes the tensor product). However, this is not the case if one twists the coaction \( a \mapsto s(a) \sigma \) on \( A \) by a grouplike element \( \sigma \in U \) (for the underlying \( A \)-coring of \( U \)): unless \( \sigma = 1 \), the base algebra \( A \) is already not a comodule algebra any more, not even for a bialgebra (where \( A = k \)). This seems to correspond to Menichi’s conjecture in \[ \text{Me2} \] §10 that \( C_\sigma^\ast \!(H, \alpha k_3) \), where \( H \) is a Hopf algebra over a commutative ring \( k \) and \( (\delta, \sigma) \) is a modular pair in involution, does not give an operad with multiplication unless \( \sigma = 1 \).

3.3. Batalin-Vilkovisky algebra structures on \( \text{Cotor} \). In this section, we want to investigate how the operad with multiplication from Theorem \[ \text{3.7} \] can be given the structure of a cyclic operad with multiplication; or, equivalently, under which conditions the Gerstenhaber algebra in Corollary \[ \text{3.8} \] becomes a Batalin-Vilkovisky algebra. In particular, as seen in Proposition \[ \text{2.11} \] and Eq. \[ \text{2.35} \], respectively, whenever a cyclic operation needs to be defined, the left \( U \)-comodule \( N \) has to be given the structure of a right \( U \)-action. This can be obtained if \( U \) is not merely a left bialgebroid but rather a left Hopf algebroid and if moreover the base algebra \( A \) itself is a right \( U \)-module. One can then show:

Theorem 3.10. Let \( N \in \text{\( _\rho \! \text{YD} \)} \) be a braided commutative Yetter-Drinfel’d algebra over a left Hopf algebroid \( U \). Assume that \( A \) carries an \((\text{A}^e\text{-balanced})\) right \( U \)-action \( A \otimes_{\text{A}^e} U \rightarrow A, \quad \alpha \otimes u \mapsto \alpha \cdot u \), and define the corresponding right character

\[
\hat{\sigma} : U \rightarrow A, \quad \hat{\sigma} u := u \cdot u, \quad \text{for all } u \in U. \tag{3.13}
\]

If \( A \) with this right action and the canonical coaction \( \varphi \) fulfills \( \sigma \), i.e., is anti Yetter-Drinfel’d, then the left \( U \)-comodule \( N \) equipped with the right \( U \)-action

\[
N \otimes U \rightarrow N, \quad n \otimes u \mapsto n \hat{\sigma} u := (n \cdot u) \cdot \hat{\sigma} u, \tag{3.14}
\]
is also an anti Yetter-Drinfel’d module. If \( N \) is moreover stable with respect to \( \text{2.14} \) and its given left \( U \)-comodule structure, then \( C_\rho^\ast \!(U, N) \) with the structure given in \[ \text{3.10} \]– \[ \text{3.12} \] yields a cyclic operad with multiplication.

Remark 3.11. The fact that the \( \text{YD} \) module \( N \) equipped with the right \( U \)-action \( \text{3.14} \) becomes an aYD if \( A \) itself is aYD is due to the more general fact that the tensor product (over \( A \)) of an aYD module with a YD module yields an aYD module again (in other words, \( \text{aYD} \) forms a module category over \( \text{YD} \)). Let us also remark that a straightforward check proves that if the base algebra \( A \) of a left Hopf algebroid \( U \) is aYD, then \((U, \lambda, A^\#)\) defines a full Hopf algebroid with involutive antipode in the sense of Böhm-Szlachányi (see, e.g., \[ \text{BH} \] for the precise definition), the antipode (and its inverse) given by

\[
S u := u \cdot \hat{\sigma} u, \quad \forall u \in U.
\]

One could also be tempted to think that starting directly with aYD modules simplifies matters; however, since there is no corresponding monoidal category, there is no such thing as a monoid in that category, which in turn would be necessary for the Gerstenhaber algebra structure.

Proof of Theorem \[ \text{3.10} \] The first claim that \( N \in \text{\( _\rho \! \text{YD} \)} \) equipped with the action \( \text{3.14} \) becomes aYD is proven as follows: if \( A \) is aYD w.r.t. the mentioned right action and the left \( U \)-coaction \( \Delta_{\lambda} \) from \[ \text{2.25} \], then one has

\[
s(a \cdot u) \otimes_{\lambda} 1_{\lambda} = \Delta_{\lambda}(a \cdot u) = u_{\lambda} s(a) u_{\lambda + (1)} \otimes_{\lambda} (1_{\lambda} \cdot u_{\lambda + (2)}) \tag{3.15}
\]

hence

\[
s(\hat{\sigma} u) = (u_{\lambda} u_{\lambda + (1)}) \cdot \hat{\sigma} u_{\lambda + (2)}.
\]
Therefore,

\[
\Delta_q(nu) = (u-n)(-1) \cdot \hat{\sigma} + \otimes_{\Lambda} (u-n)(0)
\]

\[
= (\hat{\sigma} + (u-n)(-1))u_+ + u_{++(1)} \otimes_{\Lambda} (u-n)(0)
\]

\[
u_{-1}(-1)u_{++(1)}u_{-1}(-1)u_{++(1)} \otimes_{\Lambda} (u-n)(0) \cong \hat{\sigma}u_{++(2)}
\]

\[
u_{-1}(u_+(-1))u_{++(1)}u_{-1}(-1)u_{++(2)} \otimes_{\Lambda} (u-n)(0) \cong \hat{\sigma}u_{++(2)}
\]

\[
u_{-1}(-1)u_+(-1)u_{++(1)} \otimes_{\Lambda} (u-n)(0) \cong \hat{\sigma}u_{++(2)}
\]

\[
u_{-1}(-1)u_+(-1) \otimes_{\Lambda} (u_{++(2)}-n)(0) \cong \hat{\sigma}u_{++(2)}
\]

and the last line is precisely the aYD condition (6.3.2) for the right \( U \)-action \( \psi_{14} \) on the left \( U \)-comodule \( N \).

To prove that \( C^\bullet_{1-\infty}(U, N) \) forms a cyclic operad with multiplication, we have to verify the conditions (6.4.4) and (6.4.5): we only prove the first identity, the rest being either similar or obvious. One computes for \( p, q \geq 1 \):

\[
\tau((u^1, \ldots, u^p, n) \otimes (v^1, \ldots, v^q, n')^{-1})
\]

\[
\tau((u^1_1, \ldots, v^1_1)_{-p+1}^p u^p_n, (u^2_{q+1}, n') \otimes n)
\]

\[
\tau((u^1_1, \ldots, v^1_1)_{-p+1}^p u^p_n, (u^2_{q+1}, n') \otimes n)
\]

\[
\tau((u^1_1, \ldots, v^1_1)_{-p+1}^p u^p_n, (u^2_{q+1}, n') \otimes n)
\]

\[
\tau((u^1_1, \ldots, v^1_1)_{-p+1}^p u^p_n, (u^2_{q+1}, n') \otimes n)
\]
Corollary 3.12. With the assumptions of Theorem 3.10 on $N$ and $A$, the cohomology groups $H^*_P(U, N)$ carry the structure of a Batalin-Vilkovisky algebra. In particular, if $U_*$ is flat as a right $A$-module, then $\text{Cotor}_1^*(A, N)$ is a Batalin-Vilkovisky algebra.

4. Maps of Gerstenhaber and Batalin-Vilkovisky algebras. In this section, we discuss how the Batalin-Vilkovisky algebra $\text{Cotor}_1^*(A, A)$ over the universal enveloping algebra $V_1^*$ of a Lie-Rinehart algebra $(A, L)$ as in Example 2.3 is related to the classical Batalin-Vilkovisky algebra structure on the exterior algebra $\bigwedge^*_L$ as discussed in [Hue2].

4.1. The generalised Schouten bracket. For an arbitrary Gerstenhaber algebra $(V^*, \cdot)$ of its degree zero and degree one part forms a Lie-Rinehart algebra [Gsch p. 67]. The forgetful functor $V^* \rightarrow (V^0, V^1)$ from Gerstenhaber algebras to Lie-Rinehart algebras has as a left adjoint (see [GSc Thm. 5]) given by the map $(V^0, V^1) \mapsto \bigwedge^*_L V^1$, where the exterior algebra $\bigwedge^*_L V^1$ of $V^1$ over $V^0$ is equipped with the Schouten bracket:

\[ [X_1 \wedge \cdots \wedge X_p, Y_1 \wedge \cdots \wedge Y_q] = \sum_{i=1}^p \sum_{j=1}^q (-1)^{i+j+\sum p|} [X_i, Y_j] \wedge X_1 \wedge \cdots \wedge \hat{X}_i \wedge \cdots \wedge X_p \wedge Y_1 \wedge \cdots \wedge \hat{Y}_j \wedge \cdots \wedge Y_q. \] (3.15)

Here the symbol $\wedge$ denotes omission, as usual. Correspondingly, for every Gerstenhaber algebra $(V^*, \cdot)$ there is a universal map of Gerstenhaber algebras,

\[ \bigwedge^*_L V^1 \rightarrow V^*, \quad X_1 \wedge \cdots \wedge X_p \mapsto X_1 \wedge \cdots \wedge X_p. \] (3.16)

4.2. Batalin-Vilkovisky algebra structures and Lie-Rinehart algebras. Assume for the rest of this section that $(A, L)$ is a Lie-Rinehart algebra in which $L$ is projective as an $A$-module. By a direct computation or by applying [KoPo Thm. 2.13] to commutative left bialgebroids, one has

\[
\text{Cotor}^*_V(A, A) = A, \quad \text{Cotor}^*_VL(A, A) = P(V),
\]

where $P(V)$ denotes the set of primitive elements of $V$, and where the last equation in the second line is a consequence of the Milnor-Moore theorem for commutative bialgebroids (see, e.g., [MoeMi]). Since $\text{Cotor}^*_V(A, A)$ is a Gerstenhaber algebra as seen in Corollary 3.12, it consequently has a canonical morphism $\bigwedge^*_L \rightarrow \text{Cotor}^*_V(A, A)$ of Gerstenhaber algebras as generally given by the universal map (3.16).

On the other hand, in [Hue2] it is shown that there is a bijective correspondence between right $V_L$-module structures on $A$ and operators of zero square that generate the Schouten bracket (3.15): if $(a, u) \mapsto a \cdot u$ for all $u \in V_L$ and $a \in A$ is a right $V_L$-action on $A$ and
\( \hat{c} : VL \to A, \hat{c} u := 1_A \cdot u \) its associated generalised right character analogous to \((3.13)\), the map \( b_L : \wedge^n L \to \wedge^{n-1} L \) defined by

\[
b_L(X_1 \wedge \cdots \wedge X_n) := \sum_{i=1}^{n} (-1)^{i+1} \hat{c}(X_i) X_1 \wedge \cdots \wedge \hat{X}_i \wedge \cdots \wedge X_n \\
+ \sum_{i<j} (-1)^{i+j} [X_i, X_j] \wedge X_1 \wedge \cdots \wedge \hat{X}_i \wedge \cdots \wedge \hat{X}_j \wedge \cdots \wedge X_n
\]

generates the Schouten bracket \((3.15)\) and has the property \( b_L^2 = 0 \), see \cite[Thm. 1]{Hue2}.

The following theorem is a generalisation of \cite[Prop. 65 & Thm. 66]{Me2} from Lie algebras to Lie-Rinehart algebras (or Lie algebroids):

**Theorem 3.13.** Let \( Q \subseteq k \) and \((A, L)\) be a Lie-Rinehart algebra with \( L \) projective as an \( A \)-module. Then the universal map \( \wedge^n L \to \text{Cotor}_{VL}^n(A, A) \) of Gerstenhaber algebras arising from \((3.16)\) is an isomorphism. If \( A \) is moreover a right \( VL \)-module, then this morphism is a map of Batalin-Vilkovisky algebras.

**Proof.** This follows at once by using \((2.38)\) along with applying \cite[Thm. 3.13]{KoPo}: there it is proven that the antisymmetrisation map

\[
\sigma : X_1 \wedge \cdots \wedge X_n \mapsto \frac{1}{n!} \sum_{\sigma \in S_n} (-1)^{\sigma} (X_{\sigma(1)}, \ldots, X_{\sigma(n)})
\]

defines a morphism of mixed complexes

\[
\text{Alt} : (\wedge^n L, 0, b_L) \to (\text{Cotor}_{VL}^n, \beta, B)
\]

where the right hand side refers to the complex defined by \((2.34)\) together with the differential \((3.17)\) and the analogue of \((3.19)\) for cocyclic modules. On cohomology, this morphism induces a natural isomorphism between \( \wedge^n L \) and \( \text{Cotor}_{VL}^n(A, A) \). Since the universal map \((3.16)\) of Gerstenhaber algebras coincides, when descending to cohomology, with the antisymmetrisation map \((3.17)\) as the cup product \((2.43)\) becomes simply the tensor product for \( N = A \), the first claim follows. The second statement follows by the first along with the equation \( \text{Alt} \circ b_L = B \circ \text{Alt} \) mentioned just above. \( \square \)

### 4. Poisson Bialgebroids and their (co)homology

Definition 4.3 below connects the idea of a Poisson structure to that of a distinguished element, i.e., can be understood as a generalised operad multiplication for the operad \( C^*(U, A) \) as given in \((4.1)\). The examples in this section will show that this approach conceptually unites, for example, Hochschild with Poisson homology (resp. cyclic homology with cyclic Poisson homology).

#### 4.1. The noncommutative calculus structure on left Hopf algebroids

For later use, we need to recall from \cite[34]{KoKr3} the Hopf algebroid generalisation of the *cap product* and *Lie derivative* along with its properties; see \[loc. cit.\] for all details and proofs in this subsection. These operators together with the cyclic differential \( B \) from \((2.39)\) form a *noncommutative differential calculus* in the sense of Nest-Tsygan (see \cite[cf. also \[NTS2\)]{KoKr3}), which was the main point in \cite{KoKr3}.

**Definition 4.1** \cite[4]{KoKr3}. Let \( U \) be a left Hopf algebroid and \( M \) a right \( U \)-module left \( U \)-comodule such that the induced left \( A \)-actions on \( M \) coincide, and let \( \varphi \in C^p(U, A) \) be a \( p \)-cochain.

(i) The *cap product* \( t_{\varphi} := \varphi \lhd \cdots \lhd \cdots \lhd \varphi \) with \((m, x) \in C_n(U, M)\) is defined by

\[
\varphi \lhd (m, x) := (m, u^1, \ldots, u^{n-p-1}, \varphi(u^{n-p}), \ldots, u^n) \cdot u^{n-p},
\]

where as in Proposition 2.11 the abbreviation \((m, x) := (m, u^1, \ldots, u^n)\) is used.
The Lie derivative
\[ \mathcal{L}_\varphi : C_n(U, M) \to C_{n-|\varphi|}(U, M) \]
along \( \varphi \) in degree \( n \) with \( p < n + 1 \) is defined to be
\[ \mathcal{L}_\varphi := \sum_{i=1}^{n-|\varphi|} (-1)^{|\varphi|-|i|} D'_i \varphi t^{i+p} + \sum_{i=1}^{p} (-1)^{|\varphi|-|i|} \xi_i \varphi t^{n-|\varphi|} D'_i \varphi t^i, \tag{4.1} \]
where the signs are given by \( \theta^{n,p}_i := |p|(n-|i|) \) and \( \xi_i^{n,p} := n|i| + |p| \). In case \( p = n + 1 \), set
\[ \mathcal{L}_\varphi := (-1)^{|\varphi|} t^p \mathcal{B}, \]
and for \( p > n + 1 \), we define \( \mathcal{L}_\varphi := 0 \).

To simplify future reference, we call the first sum in (4.1) the untwisted part and the second sum the twisted part of \( \mathcal{L}_\varphi \). As a shorthand, we will write
\[ \mathcal{L}_\varphi = \mathcal{L}_\varphi^{\text{untw}} + \mathcal{L}_\varphi^{\text{tw}}. \tag{4.2} \]

We list a few useful facts about the triple of operators \( (\mathcal{L}_\varphi, \iota_\varphi, \mathcal{B}) \); for simplicity, let \( M \) be an SaYD module in the following theorem and let \([., .]\) denote the graded commutator in all what follows.

**Theorem 4.2** ([KoKr3]). Let \( M \) be an SaYD module. Then the triple \( (C^*(U, M), b, \triangleright) \) is a left DG module over \((C^*(U, A), \delta, \triangleright)\), i.e., for any cochain \( \varphi \in C^*(U, A) \)
\[ \iota_\varphi \iota_\psi = \iota_{\varphi \triangleright \psi} \quad \text{and} \quad [b, \iota_\varphi] = t \delta \varphi, \tag{4.3} \]
holds, where \( \triangleright \) is given by (2.43). On the other hand, the Lie derivative \( \mathcal{L} \) defines a DG Lie algebra representation of \((C^*(U, M)[1], [., .])\): for another cochain \( \psi \in C^*(U, A) \), we have, as operators on \( C^*_q(U, M) \),
\[ [\mathcal{L}_\varphi, \mathcal{L}_\psi] = \mathcal{L}_{[\varphi, \psi]}, \tag{4.4} \]
where the bracket on the right hand side is the Gerstenhaber bracket (2.42). Moreover,
\[ [b, \mathcal{L}_\varphi] + \mathcal{L}_\delta \varphi = 0. \tag{4.5} \]
If furthermore \( \varphi \in C^p(U, A) \), \( \psi \in C^q(U, A) \) are any two cocycles, the induced maps
\[ \mathcal{L}_\varphi : H_\cdot(U, M) \to H_{\cdot-|\varphi|}(U, M) \quad \text{and} \quad \iota_\psi : H_\cdot(U, M) \to H_{\cdot-\psi}(U, M) \]
are well-defined operators that turn \( H_\cdot(U, M) \) into a module over the Gerstenhaber algebra \( H^\cdot(U, A) \), that is, they satisfy
\[ [\iota_\psi, \mathcal{L}_\varphi] = \iota_{[\psi, \varphi]}. \]
Finally, for a cocycle \( \varphi \in \bar{C}^p(U, A) \) the Cartan-Rinehart homotopy formula
\[ \mathcal{L}_\varphi = [b, \iota_\varphi] \]
holds on \( H_\cdot(U, M) \).

With the help of the homotopy formula, we can easily prove that for any cochain \( \varphi \in \bar{C}^p(U, A) \) one has on the normalised complex \( \bar{C}_\cdot(U, M) \)
\[ [\mathcal{L}_\varphi, \mathcal{B}] = 0. \tag{4.6} \]

**Remark 4.3.** One can also obtain a homotopy formula more generally on the chain resp. cochain level. In this case, one has to apply a “cyclic correction” to the cap product \( \iota_\varphi \) by an operator \( S_\varphi : C_n(U, M) \to C_{n-2}(U, M) \) to take the full cyclic bicomplex into account; see [KoKr3] for all details (or [Eg] for the example of associative algebras). Setting \( \mathcal{I}_\varphi := \iota_\varphi + S_\varphi \) for the “cyclic cap product” on the cyclic bicomplex and \( \mathcal{B} := B + b \) for its differential, the Cartan-Rinehart homotopy formula for any cochain \( \varphi \in \bar{C}^p(U, M) \) then reads
\[ \mathcal{L}_\varphi = [\mathcal{B}, \mathcal{I}_\varphi] - \mathcal{I}_\delta \mathcal{B}. \]
All the preceding statements can be moreover relaxed to the case where \( M \) is merely a right \( U \)-module left \( U \)-comodule with compatible left \( A \)-actions instead of being an SaYD module. Since we shall not deal with this situation, we refer to [KoKr3 §4] for the details of this more general construction.

**Special cases.** We conclude this section by listing explicit expressions for the Lie derivative in two special situations: in case \( M \) is SaYD, the Lie derivative along \( \varphi \in C^p(U, A) \) can be written on \( C_n(U, M) \) explicitly as

\[
\mathcal{L}_\varphi (m, x) = \sum_{i=1}^{n-|p|} (-1)^{n_i} \varphi (m_i, u^1, \ldots, u^{|p|}, \ldots, u^n) + \sum_{i=0}^{|p|} (-1)^{n_i} \varphi (u^{n-|p|+i+1}, \ldots, u^i, u^n \ldots u^1, u^i, \ldots, u^n) \star u^{n-|p|+i}.
\]

In \([4.4]\) we will deal with a commutative left Hopf algebra \( U \). Unlike for general left Hopf algebroids, we have in this case canonical coefficients: here, the base algebra \( M := A \) is automatically an SaYD module using the canonical left action (2.3) as right action, along with the canonical left coaction (2.2). In this case, the Lie derivative simplifies to:

\[
\mathcal{L}_\varphi (x) = \sum_{i=1}^{n-|p|} (-1)^{n_i} \varphi (u^1, \ldots, u^{|p|}, \ldots, u^n) + \sum_{i=0}^{|p|} (-1)^{n_i} \varphi (u^{n-|p|+i+1}, \ldots, u^i, u^n \ldots u^1, u^i, \ldots, u^n) \star u^{n-|p|+i}.
\]  

### 4.2. Poisson Bialgebroids.

Having recalled the technical machinery above, we are in a position to introduce the Poisson theory for bialgebroids:

**Definition 4.4.** A (quasi-)triangular \( r \)-matrix or Poisson structure for a left bialgebroid \( U \) is a 2-cocycle \( \theta \in C^2(U, A) \) that fulfills

\[
\theta \circ_1 \theta = \theta \circ_2 \theta.
\]

A left bialgebroid \( U \) is called Poisson bialgebroid if there is a triangular \( r \)-matrix \( \theta \in C^2(U, A) \).

Note that (if \( k \) has characteristic different from two) Eq. (4.8) is equivalent to

\[
\theta \circ \theta = 0 = \{ \theta, \theta \},
\]

as follows from the grading of the Gerstenhaber bracket. The terminology “triangular \( r \)-matrix” will be motivated in \([4.4]\). One could, of course, also define Poisson structures for right bialgebroids but for shortage in terminology, we shall always mean left ones when speaking about Poisson structures. At times, we denote a Poisson bialgebroid by \( U^0 \) if we want to underline the dependence of a certain construction or structure from the triangular \( r \)-matrix \( \theta \). Observe that every bialgebroid allows for at least one such triangular \( r \)-matrix given by the operad multiplication, i.e., the distinguished element \( \mu \) in (3.3) (for \( M := A \)), which we will refer to as the trivial one.

### 4.3. The Poisson bicomplex.

Let \( U \) be a Poisson bialgebroid with triangular \( r \)-matrix \( \theta \) and \( M \) an SaYD module. Define the operators

\[
b^0 : C_n(U, M) \to C_{n-1}(U, M), \quad (m, x) \mapsto -\mathcal{L}_\theta (m, x),
\]

\[
\beta^0 : C^n(U, A) \to C^{n+1}(U, A), \quad \varphi \mapsto \{ \theta, \varphi \}.
\]

These operators could be, of course, defined for any 2-cochain but the crucial property here is:
Lemma 4.5. If $\theta$ is a triangular $r$-matrix, one has

$$b^\theta b^\theta = 0 \quad \text{as well as} \quad \beta^\theta \beta^\theta = 0.$$  

\textit{Proof.} The first equation is immediately seen with (4.9) and the property (4.4) of the Lie derivative. The second equation follows again from (4.9) and the graded Jacobi identity for the Gerstenhaber bracket. \hfill \Box

Hence $\left( C_\ast(U, M), b^\theta \right)$ and $\left( C^\ast(U, A), \beta^\theta \right)$ are chain resp. cochain complexes, and we can define:

\textbf{Definition 4.6.} The homology of $\left( C_\ast(U, M), b^\theta \right)$ will be called Poisson homology of the bialgebroid $U$ with values in $M$ and denoted by $H^p_\ast(U, M)$. In a similar way, the Poisson cohomology $H^p_\ast(U, A)$ with coefficients in the base algebra $A$ is the cohomology of $\left( C^\ast(U, A), \beta^\theta \right)$.

\textbf{Remark 4.7.} In view of Theorem 3.1 one could, for any braided commutative Yetter-Drinfel’d algebra $N$, also introduce $N$-valued Poisson structures on bialgebroids and consequently also consider the Poisson cohomology $H^p_\ast(U, N)$ with coefficients in such a braided commutative Yetter-Drinfel’d algebra $N$. Also, as already stated in Remark 4.3 one could relax the assumptions on $M$ as to be a right $U$-module left $U$-comodule with compatible left $A$-action and proceed in the spirit of [KoKr3]. To keep the exposition simple we shall refrain from pursuing both these generalisations, and leave them to a future project.

As follows from (4.6), one has for every triangular $r$-matrix $\theta$ the identity

$$b^\theta B + B b^\theta = 0$$  

on the normalised complex $\bar{C}_\ast(U, M)$, and therefore:

\textbf{Proposition 4.8.} The triple $\left( \bar{C}_\ast(U, M), b^\theta, B \right)$ forms a mixed complex.

This enables us to define:

\textbf{Definition 4.9.} We call the cyclic homology of the mixed complex $\left( \bar{C}_\ast(U, M), b^\theta, B \right)$, i.e., the homology of its total complex, the cyclic Poisson homology of the Poisson bialgebroid $U^\theta$ and denote it by $HC^p_\ast(U, M)$.

\textbf{Example 4.10.} (Hochschild and cyclic homology for left Hopf algebroids and associative algebras) Let $\theta := \mu$ be the distinguished element (3.4), i.e., the trivial triangular $r$-matrix. Then, as shown in [KoKr3] Eq. (3.11) & Lemma 4.18, one has

$$b^\mu = -L_\mu = b, \quad \beta^\mu = \{\mu, \cdot\} = \beta,$$

where $b$ and $\beta$ are as in (2.36) and (2.37). Hence, one reproduces the simplicial (i.e., Hochschild) homology (with coefficients in $M$) resp. cohomology (with coefficients in $A$) for the left bialgebroid $U$, and the mixed complex related of Proposition 4.8 is the one arising from the cyclic module in the first part of Proposition 2.11.

In particular, for the case $U = A^e$, this leads to the well-known Hochschild (co)homology of an associative algebra $A$, and the relation to the operators $b^\mu$ and $\beta^\mu$ for this case were already noticed in, e.g., [13] (GSc). In both cases, i.e., for general $U$ or in the example $U = A^e$, the cyclic Poisson homology is then simply the cyclic homology of $U$ resp. the classical cyclic homology for associative algebras (cf. [Co2] [13]).

\textbf{Example 4.11.} (Poisson (co)homology for associative algebras) In the case $U = A^e$ for a not necessarily commutative associative $k$-algebra $A$, a triangular $r$-matrix $\pi \in C^2(A^e, A)$ can, as mentioned before, be seen as a conventional Hochschild 2-cocycle $\tilde{\pi}$ by means of the isomorphism $C^\ast(A^e, A) \to C^\ast(A, A)$ in (3.6). Such a Hochschild 2-cocycle $\tilde{\pi}$ with the property $\{\tilde{\pi}, \tilde{\pi}\}_\pi = 0$ was named noncommutative Poisson structure in [X2], where
we write \( \{ \ldots \} \) for the classical Gerstenhaber structure on Hochschild cohomology as mentioned in Example 3.4. Using (3.6) again, one obtains
\[
\tilde{\beta}^p(f) = \bar{\tilde{\beta}}^p(\bar{f}), \quad \forall f \in C^*(A^n, A),
\]
where \( \tilde{\beta}^p := \{ \bar{\pi} \ldots \} \) is the differential introduced in [K2] that defines noncommutative Poisson cohomology.

The differential \( \tilde{b}^p \), in turn, leads in this context to the noncommutative Poisson homology defined in [NePiPoTan] §4.11: similar to (3.6), there is an isomorphism
\[
C_*(A^n, A) \cong C_*(A, A),
\]
where the right hand side is the standard Hochschild chain complex, and using this along with (3.6), one obtains analogously to the considerations in [KoKr3] §7.1 the operator
\[
b^p(a_0 \otimes_k \cdots \otimes_k a_n) = \sum_{i=0}^{n-1} (-1)^{n-i} a_0 \otimes_k \cdots \otimes_k \bar{\pi}(a_i \otimes_k a_{i+1}) \otimes_k \cdots \otimes_k a_n
\]
\[
+ \pi(a_n \otimes_k a_0) \otimes_k a_1 \otimes_k \cdots \otimes_k a_{n-1},
\]
which is the noncommutative Poisson boundary in [NePiPoTan].

In both cases, for a Poisson manifold \( \mathcal{P} \) and the commutative algebra \( A := C^\infty(\mathcal{P}) \) of compactly supported smooth functions on \( \mathcal{P} \), these two definitions lead to the differential geometric notions of Poisson cohomology resp. homology, as introduced by Lichnerowicz [L] resp. Koszul [K] and Brylinski [Br]. The resulting mixed complex \((C^\bullet(A, A), \bar{b}^p, d)\), where \( d \) is the de Rham differential for forms, was introduced in [Br] §1.3.4, and the corresponding cyclic homology of Poisson manifolds was further discussed in, e.g., [FerHbDeL, Pa, VdB].

Example 4.12. In [Hue3], Poisson homology for a commutative Poisson algebra \( A \) was introduced somewhat differently: if \( \{ \ldots \} \) is a Poisson structure on a commutative algebra \( A \), then the pair \((A, \Omega^1_{A/k})\), where \( \Omega^1_{A/k} \) denotes the Kähler differentials over \( A \), can be given the structure of a Lie-Rinehart algebra depending on \( \{ \ldots \} \). Its Lie-Rinehart homology is then the Poisson homology of \( A \). In view of [KoPo] [KoKr2], this amounts to considering the cyclic (co)homology of the left \( A \)-bialgebroid given by the universal enveloping algebra \( V(\Omega^1_{A/k}) \), which, in turn, depends on the right \((A, \Omega^1_{A/k})\)-module structure (see [Hue3] for the definition) given by \( a \otimes bdu \mapsto \{ab, u\} \) for \( a, b, u \in A \). Hence, Poisson homology can be introduced in (at least) two ways arising from two different left bialgebroids \((A, A^n)\) and \((A, V(\Omega^1_{A/k}))\), respectively; however, the latter approach, in contrast to Example 4.11, does not include the case of noncommutative Poisson algebras (as there is no notion of a Lie-Rinehart algebra over a noncommutative base algebra).

Example 4.13. Another way of arriving at the differential geometric notion of Poisson cohomology is by considering the bialgebroid given by the jet space \( JL \) for a Lie-Rinehart algebra \((A, L)\) as in Example 2.4 taking for \( L \) the sections of the tangent bundle of a Poisson manifold. This situation will be discussed at length in [4.4.4] and [4.5] below.

4.4. Batalin-Vilkovisky algebra structures on commutative Poisson bialgebroids. In this section, we assume that \( U \) be a commutative Poisson left Hopf algebroid and for the sake of simplicity that \( M := A \). In this case, one can prove that beyond the canonical Gerstenhaber algebra structure on \( H^*(U, A) \), there is also one on \( H_*(U, A) \), which is moreover a Batalin-Vilkovisky algebra. This essentially follows by an application to the bialgebroid case of Koszul’s classical result in [K]. In there, Koszul considered a graded commutative algebra \( S = \oplus_{p \geq 0} S^p \) (over a field the characteristic of which is different from two) with unit \( 1 \in S^0 \). Moreover, let there be a differential operator \( D \in \text{End}(S) \) of at most second order and odd degree \( r \), which vanishes on scalars (i.e., \( D(1) = 0 \)), and the square of
which is supposed to be again of at most second order. In such a situation, the bracket
\[
\{.,.\}_D : S^p \otimes S^q \to S^{p+q+r}.
\]
\[
x \otimes y \mapsto (-1)^p D(xy) + (-1)^{|y|} D(xy) - (-1)^{|y|} D(x)yx
\]
generated by \( D \) yields a Gerstenhaber algebra structure on \( S \) and, by the very construction, even that of a Batalin-Vilkovisky algebra (see \textit{op. cit.}); for a recent contribution with respect to formality issues of such a bracket see, e.g., \textit{FiMa}, or \textit{BraLa} for issues related to higher Koszul brackets and homotopy Batalin-Vilkovisky structures.

The necessary ingredients to apply this general fact to the homology groups \( H_*(U,A) \) of a commutative Poisson left Hopf algebra are the shuffle product and the Lie derivative in \((4.11)\).

4.4.1. The shuffle product for commutative bialgebroids. Recall from, e.g., \textit{Lo} \(\S 4.2\) that the shuffle product on Hochschild chains leads to an inner shuffle product map provided that the algebra in question is commutative. We give here a version slightly adapted to the case of the simplicial module \( C_* \). Generally, the shuffle product map could be defined on any left bialgebroid \( U \) provided the base algebra \( A \) is central in \( U \) (which happens, for example, if \( U \) is a bialgebra over \( A \) or if \( U \) is a commutative left bialgebroid).

Hence, let \( U \) be a commutative left bialgebroid over \( A \) for the rest of this section. Although this means for \( A \) to be commutative as well and therefore \( A = A^{op} \), we stick to the notation \( U \otimes_{A^{op}} U := U \otimes_{A \otimes A} U \) to distinguish the various tensor products. For \( p, q \geq 1 \), define
\[
\cdot \times \cdot = \text{sh}_{pq} : C_p(U,A) \otimes C_q(U,A) \to C_{p+q}(U,A),
\]
\[
(u^1, \ldots, u^p) \times (u^{p+1}, \ldots, u^{p+q}) := \sum_{\sigma \in S_{p+q}} (-1)^{\sigma} (u^{\sigma^{-1}(1)}, \ldots, u^{\sigma^{-1}(p+q)}),
\]
where, as usual,
\[
\text{Sh}(p,q) := \{ \sigma \in S_{p+q} \mid \sigma(1) < \ldots < \sigma(p); \sigma(p+1) < \ldots < \sigma(p+q) \}
\]
is the set of \((p,q)\)-shuffles in the symmetric group \( S_{p+q} \). Additionally, set \( \text{sh}_{p0} := m_A \), the multiplication in \( A \), and
\[
\text{sh}_{p0} : C_p(U,A) \otimes A \to C_p(U,A), \quad (u^1, \ldots, u^p) \otimes a \mapsto (u^1 \otimes a, \ldots, u^p),
\]
\[
\text{sh}_{0q} : A \otimes C_q(U,A) \to C_q(U,A), \quad a \otimes (u^1, \ldots, u^q) \mapsto (u^1, \ldots, a \otimes u^q),
\]
but note that the second line is actually redundant, i.e., \( \text{sh}_{p0} = \text{sh}_{0p} \) since \( U \) is commutative. If we let
\[
\text{sh} := \sum_{p+q=n} \text{sh}_{pq} : (C_p(U,A) \otimes C_q(U,A))_n \to C_n(U,A)
\]
be the sum of the shuffle products for \( p + q = n \), a straightforward computation proves, analogous to the Hochschild case for associative algebras (see, e.g., \textit{MacL} p. 312), that the Hochschild boundary is a graded derivation of the shuffle product and that \( \text{sh} \) is a map of complexes:

\textbf{Lemma 4.14.} For \( x \in C_p(U,A), y \in C_q(U,A) \), one has
\[
b(x \times y) = bx \times y + (-1)^p x \times by.
\]
The map \( \text{sh} \) therefore is a map of complexes of degree 0, i.e., \([b, \text{sh}] = 0\). Hence, the induced map
\[
\cdot \times \cdot : H_p(U,A) \otimes H_q(U,A) \to H_{p+q}(U,A)
\]
establishes the structure of a graded commutative algebra on \( H_*(U,A) \).
4.4.2. The $\text{Tor}_*^U(A, A)$ groups as Batalin-Vilkovisky algebra. In order to obtain a Gerstenhaber algebra structure on $\text{Tor}_*^U(A, A)$, we will add to the shuffle product from the preceding subsection a bracket that is generated by the Lie derivative using a Poisson structure: to be able to do this, the left bialgebroid needs to carry the additional structure of a left Hopf algebroid.

**Theorem 4.15.** Let $U$ be a commutative Poisson left Hopf algebroid with triangular $r$-matrix $\theta$. Then there is a $k$-bilinear map

$$\{\cdot, \cdot\}_\theta : C_p(U, A) \otimes C_q(U, A) \to C_{p+q}(U, A), \quad p, q \geq 0,$$

where $C_*(U, A)$ is seen as graded commutative algebra by means of the shuffle product (4.13), which induces a Batalin-Vilkovisky algebra structure

$$\{\cdot, \cdot\}_\theta : H_p(U, A) \otimes H_q(U, A) \to H_{p+q-1}(U, A)$$

on homology.

**Remark 4.16.** If $\cdot$ is projective as left $A$-module, this yields a bracket

$$\{\cdot, \cdot\}_\theta : \text{Tor}_p^U(A, A) \otimes \text{Tor}_q^U(A, A) \to \text{Tor}_{p+q-1}^U(A, A).$$

**Proof of Theorem 4.15.** This will be proven basically by applying Koszul’s result with respect to the Lie derivative (4.2) and the shuffle product (4.13). From what was said around Eq. (4.14), it is clear that it suffices to show that $\mathcal{L}_\theta$, which is of odd degree if $\theta \in C^{even}(U, A)$, and which vanishes on $C_0(U, A) = A$ by definition, is a differential operator of degree 2 on the graded commutative algebra $(H_*(U, A), \times)$. Following Koszul [K §1] we call, as in the case of an ungraded algebra, a differential operator $D \in \text{End}_k(S)$ acting on a graded commutative (untial) algebra $S$ of second order if

$$m_S(D \otimes \text{id})(dx dy dz) = 0.$$  

(4.20)

Here, $m_S$ is the multiplication in $S$ and $dx$ are the Kähler differentials in $\Omega^1_{S/k}$, i.e., we set $dx := x \otimes 1 - 1 \otimes x$ as a map $d : S \to I/I^2 \simeq \Omega^1_{S/k}$ (with the isomorphism suppressed), where $I$ is the ideal in $S \otimes S$ defined as the kernel of $m_S$, and $S \otimes S$ becomes a commutative graded algebra by factorwise multiplication. Explicitly, Eq. (4.20) means for any $x \in S^p$, $y \in S^q$, and $z \in S^r$:

$$D(xyz) = D(xyz) + (-1)^{p(q+r)}D(yz)x + (-1)^{r(p+q)}D(zx)y - D(xy)yz + (-1)^{p(q+r)}D(y)zx + (-1)^{r(p+q)}D(z)xy + D(1)xyz,$$

(4.21)

which we will verify now for the Lie derivative along $\theta$.

**Lemma 4.17.** For a commutative Poisson left Hopf algebroid $U^\theta$, the Lie derivative $\mathcal{L}_\theta$ is a second-order differential operator on $H_*(U, A)$.

**Proof.** First, observe that the unit for the shuffle product (4.15) is given as in (4.16), i.e., by elements in $C_0(U, A) = A$, and that $\mathcal{L}_\theta$ vanishes on $A$ by definition, hence $\mathcal{L}_\theta(1_{C_0(U, A)}) = 0$. Second, using the terminology of (4.2), it is immediate from the explicit form of $\mathcal{L}_\theta$ in (4.19) that the first summand $\mathcal{L}_\theta^{\text{even}}$ independently fulfills (4.21). Hence, to prove the lemma it is enough to show the same property independently for the twisted part $\mathcal{L}_\theta^{\text{tw}}$, that is, that for $x \in C_p(U, A)$, $y \in C_q(U, A)$, and $z \in C_*(U, A)$, when passing to homology,

$$\mathcal{L}_\theta^{\text{tw}}(x \times y \times z) = \mathcal{L}_\theta^{\text{tw}}(x \times y) \times z + (-1)^{p(q+r)}\mathcal{L}_\theta^{\text{tw}}(y \times z) \times x$$

$$+ (-1)^{r(p+q)}\mathcal{L}_\theta^{\text{tw}}(z \times x) \times y - \mathcal{L}_\theta^{\text{tw}}(x) \times y \times z$$

$$+ (-1)^{p(q+r)}\mathcal{L}_\theta^{\text{tw}}(y) \times z \times x + (-1)^{r(p+q)}\mathcal{L}_\theta^{\text{tw}}(z) \times x \times y$$

(4.22)
generacy (2.39): is fulfilled on homology. Apart from that, for any one deduces from (4.3) that for a cocycle as follows from (2.11), (2.12), (2.14), and (2.36); in particular, the entire expression (4.25) equals zero when descending to homology. Considering the fact that for any has, for a commutative left bialgebroid, from (3.1) the identity

\[ \varepsilon(u)\theta(v, w) - \theta(uv, w) + \theta(u, vw) - \varepsilon(w)\theta(u, v) = 0 \] (4.23)

for any \( u, v, w \in U \). Furthermore, dealing with the induced maps descending on homology, one deduces from (4.3) that for a cocycle \( \theta \)

\[ b_i\theta = \iota_\theta b = 0 \] (4.24)

is fulfilled on homology. Apart from that, for any \( (u^1, \ldots, u^n) \in C_n(U, A) \) we can give the following expression for the Hochschild differential (4.36) followed by the extra degeneracy (4.39).

\[ s_{-1}b(u^1, \ldots, u^n) = (u^1_+, \ldots, u^n_{-1}, u^n_+u^n_{-1}\ldots u^1_+) + \sum_{i=1}^{n-1} (-1)^i (u^1_+, \ldots, u^n_{-i}u^n_{-i+1}, \ldots, u^n_+, u^n_\ldots u^1_+) \]

(4.25)

as follows from (2.11), (2.12), (2.14), and (2.36); in particular, the entire expression (4.25) equals zero when descending to homology. Considering the fact that

\[ \mathcal{L}_\theta^\omega = -\iota_\theta s_{-1} + (-1)^{n+1} \iota_\theta s_{-1} \] (4.26)

on elements of length \( n \) in this situation, we will use Eqs. (4.23–4.25) to rewrite the terms in \( \mathcal{L}_\theta^\omega (x \times y \times z) \); denote \( x := (u^1, \ldots, u^p) \), \( y := (v^1, \ldots, v^q) \), \( z := (w^1, \ldots, w^r) \), and introduce the notation

\[ (x_{[+]}, x_{[-]}) := s_{-1}(x) = (u^1_+, \ldots, u^p_+, u^p_- \ldots u^1_-) \]

Consider now one of the terms in the shuffle product \( x \times y \times z \); for example, without loss of generality, the element \( (u^1, v^1, \ldots, v^q, u^2, \ldots, u^p, w^1, \ldots, w^r) = (u^1, y, u^2, \ldots, u^p, z) \). By commutativity of \( U \), we can then compute, observing that \( u \ast a = a \ast u \) in this case,

\[ \iota_{\theta s_{-1}}(u^1, y, u^2, \ldots, u^p, z) = (y_+, u^2_+, \ldots, u^p_+, z_+ - \theta(y_+, z_+, u^1_+, \ldots, u^p_+)) \]

(4.26–28)

\[ = (y, u^2_+, \ldots, u^p_+, z \ast \theta(u^1_+, \ldots, u^p_+, u^1_-)) \]

(4.27)

Note that (2) is already one of the terms of \( -\mathcal{L}_\theta^\omega (x \times y \times z) \) in (4.24), the correct sign turning out if one takes the sign of the shuffle for the element \( (u^1, y, u^2, \ldots, u^p, z) \) into...
account. By (4.24), one furthermore has, using (4.13) again,

\[ (3) = - (u^1, v^1, \ldots, v^n, u^n, w^n, z_{[-]} \circ \theta(v^1 \cdots v^n, z_{[-]}, u^1 \cdots u^n)) \]

\[ + \sum_{i=1}^{|q|} (-1)^{i-1} (u^1, v^1, \ldots, v^n, u^n, w^n, z_{[-]} \circ \theta(v^1 \cdots v^n, z_{[-]}, u^1 \cdots u^n)) \]

\[ + (-1)^{|q|} (u^1, v^1, \ldots, v^n, u^n, w^n, z_{[-]} \circ \theta(v^1 \cdots v^n, z_{[-]}, u^1 \cdots u^n)) \]

\[ + \sum_{i=1}^{|p|} (-1)^{i+q} (u^1, y_{[+]}, v^1, \ldots, v^n, u^n, w^n, z_{[-]} \circ \theta(y_{[+]}, z_{[-]}, u^1 \cdots u^n)) \]

\[ + (-1)^{r+p+q} (u^1, y_{[+]}, v^1, \ldots, v^n, u^n, w^n, z_{[-]} \circ \theta(y_{[+]}, z_{[-]}, u^1 \cdots u^n)) \]

\[ + \sum_{i=1}^{|r|} (-1)^{r+p+q} (u^1, y_{[+]}, v^1, \ldots, v^n, u^n, w^n, z_{[-]} \circ \theta(y_{[+]}, z_{[-]}, u^1 \cdots u^n)) \]

We see that (11) equals zero on homology: to this end, compute, as in (4.27), the second summand \( i_{\theta S_{-1}} \) of the twisted part of the Lie derivative for the element \((v^1, \ldots, v^n, x, z, v^1)\) in the shuffle product. The terms that appear analogous to those in (7) above produce the middle sum in (4.28) so that we do not need to care about these terms in the following. Also, (12) is one of the summands in \((-1)^{p+q+r} L^w_{\theta y} (y \times z) \times x\); again, the right sign turns out if one takes the sign of the respective shuffle into account.

As for the term (1), we want to use the fact that (4.25) equals zero on homology: to this end, compute, as in (4.27), the second summand \( i_{\theta S_{-1}} \) of the twisted part of the Lie derivative on any element in the shuffle product, but only by the following steps: similarly as in (4.27), compute

\[ i_{\theta S_{-1}} (y, u^1, \ldots, u^n, w, z, v^1) \]

\[ = (u^1, \ldots, v^n, u^n, \ldots, u^n, z_{[-]} \circ \theta(y_{[-]}, z_{[-]}, u^1 \cdots u^n)) \]

\[ + (y, u^1, \ldots, u^n, w, z, v^1) \]

\[ - (\varepsilon(u^1) \bullet v^2, \ldots, v^n, u^1, \ldots, u^n, z_{[-]} \circ \theta(y_{[-]}, z_{[-]}, u^1 \cdots u^n)). \]
to (4)–(9) in 4.28, for the sake of simplicity we only write down the last three terms:

\[ (15) = \ldots + (-1)^{r+p+q}(y_{[+]}, u_1^r, \ldots, u_{p-1}^r, z_{[+]} \theta(y_{[-]}u_{[-]}1, u_1^r \ldots u_p^r)) \]

\[ = (16) + (-1)^{r+p+q}(y_{[+]}, u_1^r, \ldots, u_{p-1}^r, z_{[+]} \theta(y_{[-]}u_{[-]}1, u_1^r \ldots u_p^r)) \]

\[ + (-1)^{r+p+q}(y_{[+]}, u_1^r, \ldots, u_{p-1}^r, z_{[+]} \theta(y_{[-]}u_{[-]}1, u_1^r \ldots u_p^r)). \]

Now (16) above can be further rewritten as

\[ (16) = (-1)^{r+p+q}(y_{[+]}, u_1^r, \ldots, u_{p-1}^r, z_{[+]} \theta(y_{[-]}u_{[-]}1, u_1^r \ldots u_p^r)) \]

\[ = (19) + (-1)^{r+p+q}(y, u_1^r, \ldots, u_{p-1}^r, z \theta(y_{[-]}u_{[-]}1, u_1^r \ldots u_p^r)) \]

\[ -(-1)^{r+p+q}(y_{[+]}, u_1^r, \ldots, u_{p-1}^r, z_{[+]} \theta(y_{[-]}u_{[-]}1, u_1^r \ldots u_p^r)). \]

While (19) is the missing summand that cancels (when respecting the sign) with (1) and the terms deriving from \((x^2, \ldots, v^q, x, z, u^1)\) on homology in the sense of 4.28, whereas (20) is another term of \(-L^p(x \times y \times z)\), we have to deal with (18) and (21) which are not of the form of the terms in 4.22. Again by using 4.28, 4.29, and the commutativity of \(U\), one sees after some straightforward intermediate steps that

\[ (-1)^{r+p+q}(18) + (21) \]

\[ = (y_{[+]}, u_1^r, \ldots, u_{p-1}^r, z \theta(y_{[-]}u_{[-]}1, u_1^r \ldots u_p^r)) - (y_{[+]}, u_1^r, \ldots, u_{p-1}^r, y_{[-]}z \theta(y_{[-]}u_{[-]}1, u_1^r \ldots u_p^r)) \]

\[ + (y, u_1^r, \ldots, u_{p-1}^r, z \theta(y_{[-]}u_{[-]}1, u_1^r \ldots u_p^r)) - (y, u_1^r, \ldots, u_{p-1}^r, y_{[-]}z \theta(y_{[-]}u_{[-]}1, u_1^r \ldots u_p^r)). \]

Again, while (22) and (24) are terms that appear in the explicit expression of \(L^p(x \times y) \times z\) and \((-1)^{r+p+q}L^p(y \times x) \times y\), respectively, the terms (23) and (25) do not appear in 4.22. One now proceeds recursively with these terms as in 4.27 to shift the tensor factors in the order in which they appear in the expression in 4.28. We underline that this is only possible if one descends to homology as the rewriting 4.28 only holds due to 4.24.

Proceeding with the same steps as above with respect to all other terms in the shuffle product \(x \times y \times z\), it is moreover clear by a combinatorial argument that one produces all missing terms in 4.22. For example, one checks in a fashion analogous to proving the fact that the Hochschild differential is a graded derivation of the product as in Lemma 4.14 that (4), (6), and (8) cancel; we leave these remaining steps to the reader.

Applying this lemma to Koszul’s result in the way mentioned below the bracket 4.14 proves Theorem 4.15.

We will end this subsection by dealing with the two canonical examples:

4.4.3. The zero bracket on Hochschild homology for associative algebras. Let \(A\) be a commutative associative \(k\)-algebra, and recall the context of Exs. 4.22 4.34 and 4.10 in which \(U = A^e\). Then, if \(A\) is projective over \(k\), the groups \(\text{Tor}_{**}(A, A) = H H_*(A)\) yield the classical Hochschild homology of \(A\) with values in \(A\), and the bracket 4.14 for the operad multiplication 4.34 by means of 4.13 reads

\[ \{x, y\}_{\mu} = (-1)^{|x|}b(x \times y) + (-1)^{|y|}b(x) \times y + x \times b(y). \]

As mentioned in 4.17, this equals zero already on the chain level and therefore the Gerstenhaber bracket vanishes.
4.4.4. The Koszul bracket on forms. Recall from [MacX] that a triangular r-matrix or Poisson bivector for a Lie-Rinehart algebra $(A, L)$ is an element $\pi \in \bigwedge^2 L$ with the property $[\pi, \pi] = 0$, where $[\ldots]$ denotes the classical Schouten-Nijenhuis bracket specified in [Kos2, (1.1)]. If $L$ is finitely generated $A$-projective, Koszul [Ko1] proved that the exterior algebra $\bigwedge^* L^*$ of $L^*$ is a Batalin-Vilkovisky algebra with bracket
\[
(\omega, \eta) = (-1)^p \left( L_\pi(\omega \wedge \eta) - L_\pi(\omega) \wedge \eta - (-1)^p \omega \wedge L_\pi(\eta) \right),
\]
for $\eta \in \bigwedge^* L$, $\omega \in \bigwedge^* L$, $p \geq 0$, and which for 1-forms $\alpha, \beta \in \bigwedge^1 L^* = L^*$ becomes the customary formula (which, according to [Kos2], appeared in [AbMa] for the first time)
\[
[\alpha, \beta] = L_{\pi^\#(\alpha)}(\beta) - L_{\pi^\#(\beta)}(\alpha) - \text{di}_\pi(\alpha \wedge \beta).
\]
Here, by $\pi^\#$ we mean the map $\pi^\#: L^* \to L$, $\pi^\#(\alpha)(\beta) := \pi(\alpha, \beta)$, along with the classical operations $(L, i, d)$ of Lie derivative, contraction, and de Rham differential between forms and fields (cf., for example, [KoKr3, 6.4] for the concrete form of these operators used here).

In order to connect this Gerstenhaber bracket to our Gerstenhaber bracket from (4.19), we need to apply the construction in Theorem 4.1.5 to the commutative left Hopf algebroid given by the jet space $JL$ mentioned in Example 2.4. To this end, we briefly recall from [KoPu, KoKr3] some facts that allow to apply the preceding results to complete Hopf algebroids such as $JL$: to have the structure maps (e.g., those that define the cyclic module structure) well-defined, completed tensor products need to be used in the chain complex $C_*(JL, M)$. Similarly, in the definition of an $SA^YD$ module the coaction should be given by a map $M \to JL \otimes_\delta M$. Dually, $C^*(JL, A)$ needs to be defined as $\text{Hom}^{\text{cont}}_{VL^\otimes A^\otimes n}(JL \otimes_{A^{\otimes n}}^\otimes A, A)$, where $\text{cont}$ means that the cochains have to be continuous ($A$ being discrete), as only the operators assigned to these cochains will be well-defined on the completed tensor products.

Now, there is a morphism of chain complexes
\[
F : (\check{C}_*(JL, A), b) \to (\text{Hom}_A(\bigwedge^* L, A), 0),
\]
which, in degree $n > 0$, is given by
\[
F(f^1, \ldots, f^n)(X^1 \wedge \cdots \wedge X^n) := (-1)^n (Sf^1 \wedge \cdots \wedge Sf^n)(X^1, \ldots, X^n),
\]
while it is the identity on $A$ in degree $n = 0$. As $C_*(JL, A)$ is defined via completed tensor products, we have
\[
C_n(JL, A) \cong \varprojlim \text{Hom}_A \left( (VL^\otimes A^n)_{\leq p}, A \right),
\]
where $(VL^\otimes A^n)_{\leq p}$ is the degree $p$ part of the filtration induced by that of $VL$. That $F$ is well-defined on the normalised complex $\check{C}_*(JL, A)$ follows since degenerate chains vanish under $F$. When $L$ is finitely generated projective over $A$, the wedge product of multilinear forms provides an isomorphism $\bigwedge^* L^* \to \text{Hom}_A(\bigwedge^* L, A)$ that we usually suppress in the sequel. In this case, one defines the map
\[
F'(\alpha^1 \wedge \cdots \wedge \alpha^n) := \sum_{\sigma \in S_n} (-1)^\sigma (\text{pr}^* \alpha^{\sigma(1)}, \ldots, \text{pr}^* \alpha^{\sigma(n)})
\]
for $\alpha^1, \ldots, \alpha^n \in L^*$, where $\text{pr} : VL \to L$ denotes the projection on $L$ resulting from Rinehart’s PBW theorem [Ri, Thm. 3.1], and proves
\[
FF' = n! \text{id}_{\bigwedge^* L^*}.
\]
Finally, one has, dual to (4.30), a morphism
\[
F^* : (\bigwedge^* L, 0) \to (\check{C}^*(JL, A), \delta)
\]
of cochain complexes explicitly given as
\[
X^1 \wedge \cdots \wedge X^n \mapsto \{ (f^1, \ldots, f^n) \mapsto (-1)^n \sum_{\sigma \in S_n} (-1)^\sigma (Sf^1(X^{\sigma(1)}) \cdots (Sf^n(X^{\sigma(n)})) \}.
\]
With these preparations at hand we can give the relation between the classical Koszul bracket on forms and the Gerstenhaber bracket \((4.19)\):

**Proposition 4.18.** If \(L\) is finitely generated projective over \(A\) and \(\pi \in \bigwedge^2 L\) is a triangular \(r\)-matrix, then for any \(\omega \in \bigwedge^a L^*\) and \(\eta \in \bigwedge^b L^*\) the identity

\[
2 |p + q|! \{\omega, \eta\}_\pi = F\left(\{F^\prime_\omega, F^\prime_\eta\}_{F^\pi}\right) \quad (4.32)
\]

holds.

**Proof.** The proof resembles, to some extent, the computations performed in the proof of \([\text{KoKr}]\) Prop. 6.5 (but note that in \([\text{op. cit.}, \text{Eqs. (6.18)-(6.20)}]\) the factors \((n+1), (n-1)\), resp. \(n\) should rather read \((n+1)!, (n-1)!, \text{resp. } n!\): first of all, it follows from \([\text{loc. cit.}]\) and \([\text{Ca}]\) Thm. 1.4 that if \(\pi\) is a triangular \(r\)-matrix for the classical Schouten-Nijenhuis bracket, then \(F^\pi\) is one with respect to the Gerstenhaber bracket constructed in \([3.1]\).

Assume that \(\omega := \alpha^1 \wedge \cdots \wedge \alpha^p\) and \(\eta := \beta^1 \wedge \cdots \wedge \beta^q\) for \(p, q \geq 1\) (if either \(p\) or \(q\) is zero, the proof is analogous, but simpler). We then have for the second summand of the right hand side in \((4.32)\) by means of \((4.12)\) and observing that \(L_{F^\pi}\) is an operator of degree \(-1\):

\[
F\left(\bigwedge L_{F^\pi} F^\pi(\alpha^1 \wedge \cdots \wedge \alpha^p) \times F^\pi(\beta^1 \wedge \cdots \wedge \beta^q)\right) (\bigwedge X^{p+q})
\]

\[
= \frac{p+q}{|p|!} F\left(\bigwedge L_{F^\pi} F^\pi(\alpha^1 \wedge \cdots \wedge \alpha^p) \otimes_{A} F^\pi(\beta^1 \wedge \cdots \wedge \beta^q)\right) (\bigwedge X^{p+q})
\]

where we used \((4.31)\) in the last line. Hence, if we proved that \(F\left(\bigwedge L_{F^\pi} F^\pi(\alpha^1 \wedge \cdots \wedge \alpha^p)\right) = 2 |p|! \{\alpha^1 \wedge \cdots \wedge \alpha^p\},\) it is clear that we obtain the second summand of the left hand side in \((4.32)\), as given in \((4.29)\). Writing the Poisson bivector as \(\pi := \pi^1 \wedge \pi^2 \in \bigwedge^2 L,\) we therefore compute with \((4.7), (4.18), (4.22), (2.6),\) and the commutativity of \(A,\) along with \(S\) 0 and \(S^2 = 0\) id:

\[
F\left(\bigwedge L_{F^\pi} F^\pi(\alpha^1 \wedge \cdots \wedge \alpha^p)\right) (\bigwedge X^{p+1})
\]

\[
= F\left(\sum_{\sigma \in S_p} (-1)^{\sigma} \left( \sum_{i=1}^{p} (-1)^{n-i} \left( (\alpha^{(1)}_{\sigma^{i}})_{pr} \right) \cdots (\alpha^{(p-i)}_{\sigma^{i}})_{pr} \right) \right)
\]

\[
= F\left(\sum_{\sigma \in S_p} (-1)^{\sigma} \left( \sum_{i=1}^{p} (-1)^{n-i} \left( (\alpha^{(1)}_{\sigma^{i}})_{pr} \right) \cdots (\alpha^{(p-i)}_{\sigma^{i}})_{pr} \right) \right)
\]

\[
= 2 |p|! \sum_{\sigma \in S_p} (-1)^{\sigma} \sum_{i=1}^{p} (-1)^{n-i} \left( (\alpha^{(1)}_{\sigma^{i}})_{pr} \right) \cdots (\alpha^{(p-i)}_{\sigma^{i}})_{pr}
\]

\[
\cdots (\alpha^{(p)}_{\sigma^{i}})_{pr} \right) \left( \bigwedge X^{p+1}\right)
\]

\[
= 2 |p|! \sum_{\sigma \in S_p} (-1)^{\sigma} \sum_{i=1}^{p} (-1)^{n-i} \left( (\alpha^{(1)}_{\sigma^{i}})_{pr} \right) \cdots (\alpha^{(p-i)}_{\sigma^{i}})_{pr}
\]

\[
\cdots (\alpha^{(p)}_{\sigma^{i}})_{pr} \right) \left( \bigwedge X^{p+1}\right)
\]
from the Leibniz rule and the graded Jacobi identity of the cup product and the bracket itself.

arises from a triangular 1.2 with respect to the Gerstenhaber bracket on.

The first statement, \( \theta \), i.e., the fact that \( \theta = \\{ \theta, \cdot \} \), fulfills the identities in Definition 1.2 with respect to the Gerstenhaber bracket on \( H^*(U, A) \) induced by Eq. 3.3 follows directly from the Leibniz rule and the graded Jacobi identity of the cup product and the bracket itself.
The second statement follows from the fact that the operator $B : H_*(U, A) \to H_{*+1}(U, A)$ induced by the cyclic differential (and denoted by the same symbol) from (4.19), which is straightforward using (4.12) resp. (4.6); for convenience of the reader, we nevertheless show the second one:

One then directly verifies the two identities in Definition 1.2 for the Gerstenhaber bracket as can be shown, for example, along the lines for the Hochschild case in [Lo, Cor. 4.3.4].

For $x \in H_p(U, A)$ and $y \in H_r(U, A)$, one has

$$B(x \times y) = Bx \times y + (-1)^p x \times By,$$

and this concludes the proof. □
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