Non-standard primordial clocks from induced mass in alternative to inflation scenarios
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Abstract. In the primordial universe, oscillations of heavy fields can be considered as standard clocks to measure the expansion or contraction history of the universe. Those standard clocks provide a model-independent way of distinguishing inflation and alternative scenarios. However, the mass of the heavy fields may not be a constant mass, but rather mass induced by non-minimal coupling to the Ricci scalar, or self-interactions. In the case of induced mass, the mass of the heavy field is generically of order Hubble, and thus is time-dependent in alternative to inflation scenarios. We show that such generated mass terms can be considered as non-standard primordial clocks for alternative to inflation, providing similar oscillatory frequencies as standard clocks of inflation. Additional information on scale dependence can distinguish such non-standard clocks from standard clocks.
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1 Introduction

For the past decades, inflation has become the most popular scenario to describe the very early universe. It can solve the horizon problem and flatness puzzles in the hot big bang [1–4]. Inflation predicts the primordial density fluctuations, which shows excellent agreement with experimental data from Large Scale Structure (LSS) and Cosmic Microwave Background (CMB).

However, many alternative to inflation scenarios were also proposed in the literature. For example, slow contraction scenarios such as the Ekpyrosis [5], fast contraction scenarios such as matter bounce [6, 7], and slow expansion scenarios such as [8], string gas cosmology [9, 10], or Galilean genesis [11, 12].

For both inflation and alternative to inflation scenarios, a large number of models can be built, with a wide spectrum of predictions. To figure out the expansion (or contraction) history of the universe, and distinguish inflation from alternatives, it may be more efficient to start not from the model details, but rather model-independent features purely from the time-dependence of the scale factor, which is the defining features of inflation or an alternative scenario. One example is the primordial gravitational waves [13] which are the tensor part of the primordial fluctuation, and it may be observed in the CMB experiment from B-mode polarization. This is because, in the simplest setup, primordial gravitational waves can tell us the energy scale of the primordial universe scenarios (which gives $H$), and if we measure it at
different scales (different \( k \)) that crossed the horizon at different time, we can reconstruct the scale factor \( a(t) \). Another possible way is to use massive fields that existed in the primordial universe \([14–17]\). The classical \([18, 19]\) or quantum \([20–22]\) oscillations of massive fields work as primordial standard clocks (PSC) which can directly record the time evolution of the scale factor \( a(t) \).

In primordial standard clocks, the mass parameter is regarded as time-independent. However, non-standard clocks with time dependent mass are also discussed \([18, 23, 24]\). For the case of inflation, though it is natural to consider time-independent mass due to the approximate scale invariance of inflation, exceptions arise from mass terms arising from self-interactions \([23]\), or a dilatonic coupling to the inflaton \([24]\). For alternative scenarios, in addition to a fixed mass parameter, a mass of order Hubble parameter may be physically motivated by quantum corrections in curved spacetime. The Hubble parameter is strongly time-dependent in alternative to inflation, and thus provides significant time dependence to the mass of the field.

In this work, we study those non-standard clocks with time-dependent mass in alternative scenarios. Generally, the time-dependent mass can be generated from two different mechanisms. Firstly, the massive fields have the non-minimal coupling with Ricci curvature \( R \) such as \( \xi R \sigma^2 \). In the inflation case, the background is approximately de-sitter geometry and thus Ricci scalar contributes to the effective mass time-independently (proportional to \( \xi H^2 \)). However, in alternative to inflation scenarios, this term can generate a time-dependent mass. Another mechanism is from quantum loop correction. As we know in de-sitter case, with a self-interaction \( \lambda \sigma^4 \), due to the strange IR behaviors it can generate an effective mass \( m_{\text{eff}}^2 \propto H^2 \) for scalar fields \([25–34]\). By introducing this simple self-interaction \( \lambda \sigma^4 \) into alteration to inflation scenarios, it may also generate a time-dependent effective mass. Following the standard procedure to calculate correlation functions, we show that with a time-dependent mass, the clock signal is different from previous works.

The paper is organized as follows: we briefly review the concept of standard clock signals in section 2. Then in section 3 and 4 we discuss the quantum non-standard clock signal with time-dependent mass generated from Ricci scalar and self-interaction term respectively. We summarize in section 5.

2 Standard clock signals

2.1 Classical standard clocks

In this section, we briefly review the idea about the standard clock signal which can directly encode the information about scale factor during the primordial universe. First of all, due to different resonance mechanisms, we can classify the clock signals as classical or quantum ones. In the primordial universe, there are many massive fields which may originate from IR uplifting and UV completion. As for classical PSC, it requires sharp features (such as model with a special potential) to excite the oscillation of the massive field. Once excited, the massive field \( \sigma \) oscillates as

\[
\sigma \propto e^{imt}.
\]  

At sub-horizon regime, the density fluctuation \( \xi \) behaves like,

\[
\xi_k \propto e^{-ik\tau},
\]
where \( k \) refers to the comoving momentum and \( \tau \) is the conformal time. As a result, the power spectrum will contain these two ingredients,

\[
\langle \xi^2 \rangle \supset \int e^{i(mt-2k\tau)} d\tau .
\]

This integral gets the most important contribution when the resonance happens which requires,

\[
\frac{d}{dt}(mt - 2k\tau) = 0 ,
\]

and we label \( t_* \) satisfying the above equation thus

\[
a(t_*) = 2k/m .
\]

Thus, the evolution of scale factor is directly encoded into the phase of the correlation function as a function of the comoving momentum \( k \).

### 2.2 Quantum standard clocks

As the standard clock, the massive field oscillates to record the evolution of scenarios. The curvature mode resonates with the massive clock field when their wavenumbers match with each other. In an arbitrary time-dependent background, when the mass of a massive scalar field is larger than scale of horizon, the excitations of the field would oscillate as \( \propto e^{\pm imt} \) with approximated constant frequency. The same resonance can also happen when the oscillation of massive field has a quantum origin. Quantum PSC is completely general and can record the evolution of scale factor in a model independent way. Here we express the cosmological scale factors as power law functions with different indices \( p \) to describe different possible scenarios.

\[
a(t) = a_0 \left( \frac{t}{t_0} \right)^p = a_0 \left( \frac{\tau}{\tau_0} \right)^{\frac{p}{1-p}} ,
\]

where \( a_0, t_0 \) and \( \tau_0 \) are constants. Different choices of \( p \) represent different possible primordial scenarios. For example, \( 0 < p < 1 \) corresponds to contraction scenarios; \( |p| > 1 \) corresponds to the fast expansion case and \( -1 < p < 0 \) is for the slow-expansion. The conformal time \( \tau \) runs from \(-\infty\) to 0 in all cases. The coordinate time \( t \) runs from 0 to \(+\infty\) when \( p > 1 \) and from \(-\infty\) to 0 for all other cases.

In arbitrary FRW time-dependent background, the equation of motion of a massive scalar field is

\[
\delta\ddot{\sigma} + 3H\dot{\delta}\sigma - \frac{1}{a^2} \partial_i^2 \delta\sigma + m^2 \delta\sigma = 0 ,
\]

or expressed by the conformal time \( \tau \), which is related to \( t \) by \( a\tau = \frac{t}{(1-p)} \),

\[
\delta\sigma'' + 2Ha\delta\sigma' - \partial_i^2 \delta\sigma + m^2 a^2 \delta\sigma = 0 .
\]

Quantum PSC due to a resonance gets the greatest of contribution when those massive fields step into the classical regime. This means that the physical wavelength of the massive mode is large (\( k/a \ll m \)) and the equation of motion (EoM) becomes approximately

\[
\ddot{v}_k + 3H\dot{v}_k + m^2 v_k = 0 .
\]
The solution of this EoM contains an $e^{imt}$ factor when $|t|$ is large,
\begin{equation}
    v_k \propto (c_+ e^{-imt} + c_- e^{imt}).
\end{equation}
When two modes resonate, massive fields satisfy the classical regime conditions and the curvature mode is still sub-horizon. By choosing the Bunch-Davies (BD) vacuum, the mode function of the curvature mode can be approximately written as
\begin{equation}
    u_k \propto \frac{1}{(-\tau)^{3/2}} e^{-i k \tau}.
\end{equation}
The rest of the discussion is similar to the classical PSC case. The integral will pick up the most important contribution around resonance time ($t_*$ or $\tau_*$), so that the integration is proportional to
\begin{equation}
    \exp(im t_* - i k \tau_*) = \exp \left[ -i \frac{p}{1 - p} mt(k/m) \right],
\end{equation}
where $t(a)$ is the inverse function of $a(t)$. However, unlike the classical PSC which can be directly seen from the power spectrum as a source of scale-invariance breaking, the quantum PSC signal hides in the shape of non-Gaussianities. This is because we require two different scales, one is the massive mode satisfying the classical regime condition, the other one is that the curvature mode is still sub-horizon. Thus, in the next section we will calculate the three-point correlation function under the squeezed limit. In order to clarify the properties of it, we consider the two coupling terms between the perturbation of curvature field $\zeta$ and clock field $\delta \sigma$. The bilinear coupling is used as $L_2 \propto c'_2 a^3 \delta \sigma \dot{\zeta}$ and the cubic coupling is $L_3 \propto c'_3 a^3 \delta \sigma \dot{\zeta}^2$, where $c'_2$ and $c'_3$ represent coupling constants.

By using the in-in formalism [35–37], the three-point function of the curvature perturbation can be written as [20]
\begin{equation}
    \langle \zeta^3 \rangle' \supset \int_{t_0}^t dt_1 \int_{t_0}^t dt_2 \langle H_1(t_1) \zeta_3^3 H_1(t_2)|0\rangle'
    \left( -2 \text{Re} \left( \int_{t_0}^t dt_1 \int_{t_0}^t dt_2 \langle H_1(t_1) H_1(t_2)|0\rangle' \right) \right)
    = 2 u_{k_3}^* u_{k_1} u_{k_2} |_{\tau=0} \left( \int_{-\infty}^0 d\tau c'_2 a^3 v_{k_3} u_{k_1}^* u_{k_2}^* \right) \left( \int_{-\infty}^0 d\tau c'_2 a^3 v_{k_3} u_{k_1} u_{k_2}^* \right)
    - 2 u_{k_3} u_{k_1} u_{k_2} |_{\tau=0} \left( \int_{-\infty}^0 d\tau c'_2 a^3 v_{k_3} u_{k_1}^* u_{k_2}^* \right) \left( \int_{-\infty}^0 d\tau c'_2 a^3 v_{k_3} u_{k_1} u_{k_2}^* \right)
    + \left( \int_{-\infty}^0 d\tau c'_3 a^2 v_{k_3} u_{k_1}^* u_{k_2}^* \right) \left( \int_{-\infty}^0 d\tau c'_3 a^2 v_{k_3} u_{k_1} u_{k_2}^* \right) + \text{c.c.} + 2 \text{ perms}.
\end{equation}
Here, $u_k$ and $v_k$ denote the mode functions of $\zeta$ and $\delta \sigma$. The prime refers to the expression without the common factor $(2\pi)^3 \delta(\Sigma;p)$. The term “2 perms” represents the permutation $k_1 \leftrightarrow k_3$ and $k_2 \leftrightarrow k_3$.

3 Time-dependent effective mass from coupling to Ricci curvature

3.1 The effective mass
The non-minimal coupling between the Ricci curvature $R$ and the scalar field $\sigma$ can be considered as a time-dependent contribution to the effective mass. In our paper, we will not
include the case that the field corresponding to curvature perturbation is also non-minimally coupled to gravity. Because the mass of the inflaton is usually either fine-tuned to make slow roll inflation happen or protected by symmetries. If we consider these two fields both non-minimally coupled to gravity, the background evolution would become more complicated, which is not the key point of our this paper. Thus, in our case, the total effective mass $\mu$ of the massive field is

$$\mu^2 = m^2 + \xi R,$$

(3.1)

where $\xi$ is the coupling constant of the non-minimal coupling, and the original mass $m$ is a constant. The total effective mass should be a combination of these two contributions. The Ricci scalar of the FRW metric is

$$R = 6 \left[ \frac{\ddot{a}}{a} + \left( \frac{\dot{a}}{a} \right)^2 \right].$$

(3.2)

We consider the scale factor $a$ as a time-dependent monomial function $a(t) = a_0 \left( \frac{t}{t_0} \right)^p$ so

$$R = 6 \frac{p(2p-1)}{t^2},$$

$$\mu^2 = m^2 + 6 \frac{p(2p-1)}{t^2}.$$  (3.3)

For alternatives scenarios with time-dependent mass, we consider the differential equation of scalar perturbation for the classical regime. We will discuss the general form in A. For simplification, we here focus on the parameters such that the bare mass $m$ is small, though the transition between a constant mass and a induced mass may be interesting, similar to the discussions in [38]. Thus, in this case, we are interested in the time-dependent mass dominate regime which is $|k\tau| < \sqrt{\frac{6\xi p(2p-1)}{(1-p)^2}}$. Neglecting $m$, and using the relation $\tau = \frac{1}{1-p} a_0^{-1-p} t$, we rewrite the time variable of the differential equation into conformal time,$^1$

$$\frac{d^2 v_k}{d\tau^2} + \frac{2p}{(1-p)} \frac{dv_k}{d\tau} + \left[ \frac{6 \xi p(2p-1)}{(1-p)^2 \tau^2} \right] v_k = 0.$$  (3.5)

The general solution is

$$v_k(\tau) = C_1 \left( \frac{\tau}{\tau_k} \right)^{\frac{\sqrt{2\xi p(2p-1)\sqrt{(-A+B)}}}{1+p}} + C_2 \left( \frac{\tau}{\tau_k} \right)^{\frac{\sqrt{2\xi p(2p-1)\sqrt{(-A+B)}}}{1+p}},$$

(3.6)

where $A$ and $B$ are

$$A = \frac{1}{6} \sqrt{-144 - \frac{36}{(2p-1)\xi} + \frac{6}{p(2p-1)\xi} + \frac{54p}{\xi(2p-1)}},$$

$$B = -\sqrt{6(2p-1)q + 3\sqrt{6p\sqrt{(2p-1)p}}}.$$  (3.7)

$$\frac{6p(2p-1)\sqrt{\xi}}{6p(2p-1)\sqrt{\xi}}.$$  (3.8)

Here, $t_k$ refers to the time at $a(t_k) = k/m$ for one boundary of the resonance.

$^1$Actually, if we adopt canonically normalized fields, it is simpler to get the allowed range of $\xi$. Define the variable $f(\tau) = a(\tau)\dot{v}_k \propto \tau^n$, where power index $n$ satisfies $n(n-1) + (6\xi - 1) \frac{p(2p-1)}{(1-p)^2} = 0$. To make sure there is the oscillation part in the mode function (which requires an imaginary part of $n$), the allowed value range of $\xi$ can be more obviously seen from $\xi > \frac{1}{16p^2(1-3p)^2}$. We thank the anonymous referee for pointing this out.
3.2 Appropriate range of $p$

An oscillating massive field is required for generating the clock signal, which restricts the range of $p$ in (3.6). In this case, not all alternative scenarios could generate the clock signal. With $\xi > 0$, the power index

$$\sqrt{\frac{3}{2}\sqrt{p(2p-1)}\sqrt{\xi (\pm A + B)}}$$

(3.9)

must contain an imaginary part to make sure the oscillation.

From (3.9), the index $B(p)$ cannot make any contributions to the imaginary part in any scenarios since

$$\text{Im} \left[ \sqrt{6(2p-1)p} + 3\sqrt{6p(2p-1)} \xi \right] = 0 \ .$$

(3.10)

The index $A$ will only remain the imaginary part when it satisfies

$$-144 - \frac{36}{(2p-1)\xi} + 6 \bigg( \frac{p}{2p-1}\xi + \frac{54p}{\xi(2p-1)} \bigg) < 0 \ .$$

(3.11)

We should make sure the existence of an imaginary part in $\sqrt{p(2p-1)}A$ to generate the oscillatory field. The allowed interval of $p$ depends on the value of coupling coefficient $\xi$. For $\frac{1}{6} < \xi < \frac{3}{16}$, $p$ satisfies

$$\frac{4\xi - 1}{16\xi - 3} - 2\sqrt{\frac{2}{3}} \sqrt{\frac{6\xi^2 - \xi}{(16\xi - 3)^2}} < p < 2\sqrt{\frac{2}{3}} \sqrt{\frac{6\xi^2 - \xi}{(16\xi - 3)^2}} + \frac{4\xi - 1}{16\xi - 3} \ .$$

(3.12)

For the case $\xi = \frac{3}{16}$, $p$ should be larger than 2/3. And for the cases $\xi > \frac{3}{16}$,

$$p < \frac{4\xi - 1}{16\xi - 3} - 2\sqrt{\frac{2}{3}} \sqrt{\frac{6\xi^2 - \xi}{(16\xi - 3)^2}} \quad \text{or} \quad p > 2\sqrt{\frac{2}{3}} \sqrt{\frac{6\xi^2 - \xi}{(16\xi - 3)^2}} + \frac{4\xi - 1}{16\xi - 3} \ .$$

(3.13)

Notice that the cases for $\xi \leq \frac{1}{6}$ is not allowed. When $\xi = \frac{1}{6}$, it leads to the conformally invariance of the Klein-Gordon equation containing the effective mass with $m = 0$, which has no oscillatory clock signals. This is expected since a conformally coupled field does not "know" the FRW expansion of the universe (which is conformally Minkowski).

We show the allowed ranges of $p$ related to different choices of $\xi$ in figure 1. Here we only consider the scenarios with $-1 < p < 1$. In this figure, we redefine the r.h.s. of (3.12) as the function $F(\xi)$ and the l.h.s. as $G(\xi)$, which is related to the dark yellow and blue lines in the figure 1. For $p > 0$, We can figure out that the allowed $p$ should be always larger than 1/2, which is the limit for the $\xi \to \infty$ case. Thus, slow contraction scenarios will not generate such non-standard clock signals from non-minimal couplings. But the slow-expansion scenarios are allowed for some ranges of $\xi$.

---

\footnote{We focus on $\xi > 0$ case here. If $\xi < 0$, the constraint equation with $p$ and $\xi$ should be an opposite one $\xi < \frac{1}{2p} \frac{(1-3p)p}{4p^2-1}$ with allowed $p$ within $(0, \frac{4}{3})$.)}
3.3 The non-time-ordered integral

In this section, we calculate the non-time-ordered integral eq. (2.13) which is part of bispectrum. According to eq. (2.11) and (3.6), the mode functions of the massive field mode and the curvature mode are respectively

\[ v_k(\tau) \rightarrow \left( \frac{\tau}{\tau_k} \right)^{\frac{1-3p}{2p}} \left[ e^{iQ\log(-\tau)}C_1 + e^{-iQ\log(-\tau)}C_2 \right], \]

\[ u_k(\tau) \rightarrow \frac{1}{\sqrt{k(-\tau)^{1-p}}} e^{-ik\tau}, \]  

(3.14)  

(3.15)

where

\[ Q = \sqrt{(48\xi - 9)p^2 + 6(1 - 4\xi)p - 1} \frac{2}{2(p-1)}. \]  

(3.16)

For non-time-ordered integral eq. (2.13), the resonance among these fields can only occur in the second term inside the second parenthesis. To describe the property of this term qualitatively, we use the method of saddle point approximation which we left more details in appendix B. For the curvature field mode \( u_k \),

\[ u_k \propto \frac{1}{\sqrt{k(-\tau)^{1-p}}} e^{-ik\tau} \Rightarrow \quad u'_k \propto \frac{1}{\sqrt{k}} (-\tau)^{-\frac{p}{1-p}} \left[ -\frac{p}{(1-p)\tau} - ik \right] e^{-ik\tau}. \]

(3.17)

The most important resonance term is

\[ \int_{-\infty}^{0} d\tau e^{i\tau} u_k^* u_k u_k^* u_k^* \].

(3.18)
We notice that only the second term of eq. (3.6) with coefficient $C_2$ can form the resonance. So the above integral should be proportional to

$$\sim C_2 \int_{-\infty}^{0} d\tau \left( \frac{\tau}{\tau_{k_3}} \right)^{\frac{p-1}{2-2p}} \left[ \frac{-p \tau + i k_1}{k_1} \right]^2 e^{i \left[ Q \log(-\tau) + 2k_1 \tau \right]},$$

where the parameter $\tau_{k_3}$ is assumed to satisfy

$$a(\tau_{k_3}) = \frac{k}{\mu_{\text{eff}}} \Rightarrow \tau_{k_3} = -\frac{\sqrt{6} \xi p (2 - p - 1)}{1 - p} \frac{1}{k_3}.$$ (3.20)

Under the squeezed limit $k_3/k_{1,2} \to 0$, resonance happens when the conformal time $\tau_s$ satisfies

$$\frac{d}{d\tau} [Q \log(-\tau) + 2k_1 \tau] = 0 \bigg|_{\tau = \tau_s} \Rightarrow \tau_s = -\frac{Q}{2} \frac{1}{k_1}.$$ (3.21)

According to the method of saddle point approximation, the integral describing the resonance should be proportional to

$$\sim C_2 \Omega \exp \left\{ iQ \log \left[ \left( \frac{2k_1}{k_3} \right)^{-1} \right] - iQ \pm i \frac{\pi}{4} \right\} \left( \frac{2k_1}{k_3} \right)^{\frac{3p-1}{2-2p}}.$$ (3.22)

The parameters $\Omega$ and $\omega$ denotes

$$\Omega(p, \xi) = \omega^\frac{3p-1}{2-2p} \sqrt{\frac{\pm \pi Q}{2}} \left[ i + \frac{2p}{(1 - p)Q} \right]^2,$$ (3.23)

$$\omega(p, \xi) = \sqrt{6 \xi p (2p - 1)} \frac{1}{(1 - p)Q}.$$ (3.24)

We collect the $k_1$-independent parameters into $f(p, \xi, k_3)$ and $\phi(p, \xi, k_3)$, which depends on the details of alternative to inflation models. In general, the coefficient $C_1$ and $C_2$ may depend on $k_3$. This introduces parts of $k_3$ dependence in the pre-factor $f(k_3)$ and the phase $\phi(k_3)$. We also assume $u_{k_1,\tau=0}$ to be proportional to $1/\sqrt{k_3^3}$. So the non-time-ordered integral is

$$\propto f(p, \xi, k_3) \left( \frac{2k_1}{k_3} \right)^{\frac{3p-1}{2-2p}} \exp \left\{ iQ \log \left[ \left( \frac{2k_1}{k_3} \right)^{-1} \right] + i\phi(p, \xi, k_3) \right\}.$$ (3.25)

Under the squeezed limit $k_3/k_{1,2} \to 0$, the clock signal is considered as the oscillatory shape function in the three function in the previous work. It is defined as

$$\langle \zeta^3 \rangle \equiv S(k_1, k_2, k_3) \frac{1}{(k_1 k_2 k_3)^2} (2\pi)^7 \tilde{P}_\zeta^2 \delta^3 \left( \sum_{i=1}^{3} k_i \right).$$ (3.26)

where the fiducial power spectrum is $\hat{P}_\zeta \equiv 2.1 \times 10^{-9}$. So the clock signal should be proportional to

$$S^{\text{clock}} \propto f(p, \xi, k_3) \left( \frac{2k_1}{k_3} \right)^{\frac{1+p}{2-2p}} \sin \left\{ Q \log \left[ \left( \frac{2k_1}{k_3} \right)^{-1} \right] + \phi(p, \xi, k_3) \right\}.$$ (3.27)
We obtain the oscillation part of the shape function

\[
S_{\text{oscillation}} = \sin \left\{ Q \log \left( \frac{2k_1}{k_3} \right) + \phi(p, \xi, k_3) \right\},
\]

(3.28)

which is the essential pattern for the clock signal. We find that this oscillation pattern is the same as the inflation case and we will discuss this point later in detail at the end of section 3. It is also important to note the amplitude of the signal as a function of \( k_1 \), when \( k_3 \) is fixed.

From (3.27), the \((k_1/k_3)^{1+p}\) terms represent how the amplitude changes with the amount of squeezeness, and the function \( f(k_3) \) manifests the overall scale dependence. Generally, \( f(k_3) \) cannot be determined before we specify a model. From the perspective of \( k_3 \), these two dependencies are entangled here and we are unable to distinguish them. However, the power of momentum ratio \( k_1/k_3 \) is determined and can be used to differentiate these scenarios. In practice, we can keep \( k_3 \) unchanged and increase \( k_1 \) to study the squeeze shape dependence.

3.4 The time-ordered integral

The outer and inner integrands of the time-ordered integral take similar forms. We rewrite eq. (2.14) as

\[
\propto \left[ \int_{-\infty}^{0} d\tau_1 c_1^2 a_1^2 v_{k_3} u_{k_3} \int_{-\infty}^{\tau_1} d\tau_2 c_2^2 a_2^2 v_{k_2} u_{k_2} \right. \\
\left. + \int_{-\infty}^{0} d\tau_1 c_1^2 a_1^2 v_{k_3} u_{k_3} u_{k_2} \int_{-\infty}^{\tau_1} d\tau_2 c_2^2 a_2^2 v_{k_2} u_{k_2} \right] + \text{c.c.} + 2 \text{ perms}.
\]

(3.29)

To use the saddle point approximation, it is necessary to make sure that both of the extreme value time \( \tau_0 \) are in the interval of \((-\infty, \tau_1)\). In this case, the time-ordered integrals will share the similar oscillating pattern like (3.29). It describes the property of this clock signal, where we can identify the type of alternative scenarios.

For simplicity, we consider \( \tau_0 = -1 \). The modes are denoted as

\[
u_k \propto \frac{1}{\frac{1}{1-p} v_{k_3} u_{k_3}} \left[ C_1 e^{iQ\log(-\tau)} + C_2 e^{-iQ\log(-\tau)} \right].
\]

(3.30)

\[
u_k \propto \frac{1}{\frac{1}{1-p} v_{k_2} u_{k_2}} \left[ C_1 e^{iQ\log(-\tau)} + C_2 e^{-iQ\log(-\tau)} \right].
\]

(3.31)

We denote the variable \( x_1 = -\tau_1 \) and \( x_2 = -\tau_2 \) and the integral (3.30) and (3.31) should be

\[
\propto k_1 \int_{0}^{\infty} dx_1 x_1 \left[ C_1^{*} e^{-iQ\log(x_1)} + C_2^{*} e^{iQ\log(x_1)} \right] e^{-2ik_1 x_1} \\
\times \int_{0}^{\infty} dx_2 x_2 \left[ C_1 e^{iQ\log(x_2)} + C_2 e^{-iQ\log(x_2)} \right] e^{-ik_2 x_2} \\
+ k_1 \int_{0}^{\infty} dx_1 x_1 \left[ C_1^{*} e^{-iQ\log(x_1)} + C_2^{*} e^{iQ\log(x_1)} \right] e^{-2ik_1 x_1} \\
\times \int_{0}^{\infty} dx_2 x_2 \left[ C_1 e^{iQ\log(x_2)} + C_2 e^{-iQ\log(x_2)} \right] e^{-ik_2 x_2} .
\]

(3.32)

(3.33)
Following the condition of the squeezed limit, we consider $k_3 = 0$ approximately in (3.34) and (3.35). Firstly we deal with the integral (3.34). Compared with the constant mass case, this integral over $x_2$ can be done directly. The second integral term is

$$
\int_0^{x_1} \frac{3-p}{2(1-p)} \left[ C_1 \frac{1}{iQ + \frac{3-p}{2(1-p)} x_2^{-iQ}} + C_2 \frac{1}{-iQ + \frac{3-p}{2(1-p)} x_2^{-iQ}} \right] dx_2
$$

(3.34)

where

$$\langle x \rangle
$$

which also contains a similar $x_1$-dependent term like (3.36).

$$
\int_{x_1}^\infty \frac{3-p}{2(1-p)} \left[ C_1^* \frac{1}{-iQ + \frac{3-p}{2(1-p)} x_1^{-iQ}} + C_2^* \frac{1}{iQ + \frac{3-p}{2(1-p)} x_1^{-iQ}} \right] dx_1
$$

(3.35)

which also contains a similar $x_1$-dependent term like (3.36).

$$
\rightarrow -\frac{3-p}{2(1-p)} \left[ C_1^* \frac{1}{-iQ + \frac{3-p}{2(1-p)} x_1^{-iQ}} + C_2^* \frac{1}{iQ + \frac{3-p}{2(1-p)} x_1^{-iQ}} \right] + \ldots ,
$$

(3.36)

where the $\langle \ldots \rangle$ refers to the $x_1$-independent term from the upper infinity case. After combining with the first integral of each term, for (3.34)

$$
\rightarrow k_1 \int_0^\infty dx_1 x_1^2 \left[ C_1 \frac{1}{iQ + \frac{3-p}{2(1-p)} x_1^{iQ}} + C_2 \frac{1}{-iQ + \frac{3-p}{2(1-p)} x_1^{-iQ}} \right] \left[ C_1^* x_1^{-iQ} + C_2^* x_1^{iQ} \right] e^{-2ik_1 x_1} .
$$

(3.37)

Only the terms with resonance remains for the contribution to the clock signal, which is proportional to

$$
\rightarrow \int_0^\infty dx_1 x_1^2 C_1 C_2^* \left( \frac{1}{iQ + \frac{3-p}{2(1-p)}} \right) \exp [2iQ \log(x_1) - 2ik_1 x_1] .
$$

(3.38)

In the same way, from (3.35)

$$
\rightarrow -\int_0^\infty dx_1 x_1^2 \left[ C_1 C_2^* \left( \frac{1}{iQ + \frac{3-p}{2(1-p)}} \right) \exp [2iQ \log(x_1) - 2ik_1 x_1] \\
+ G(p, \xi) \left\{ k_1 \int_0^\infty dx_1 x_1^2 \left[ C_1 e^{iQ \log(x_1)} + C_2 e^{-iQ \log(x_1)} \right] e^{-2ik_1 x_1} \right\} .
$$

(3.39)

We can figure out that the oscillatory terms and coefficients of (3.39) and the first term of (3.40) are consistent with each other. So they can offset each other and only the second of (3.40) remains, which shares the same form with the non-time-ordered integral. To summarize, we can express the time-ordered integral by saddle point approximation as

$$
S^{\text{clock}} \propto (2k_1)^{\frac{1+p}{2(1-p)}} \sin \left\{ Q \log \left[ (2k_1)^{-1} \right] + \text{phase} \right\} ,
$$

(3.40)

which is the same as eq. (3.27), and $S^{\text{clock}}$ is the shape function we defined before.

\[ -10 - \]
Interestingly, this oscillation pattern is the same as the standard clock signal of inflation with constant mass. There are two intuitive ways to understand this similarity. First of all, the clock signal is generated when the massive field oscillates as $e^{i \int m \, dt}$ which transformed into conformal time is $e^{i m H \log(-\tau)}$ in the inflation case. This logarithmic function dependence cause the unique clock signal of inflation. However, the mass generated from Ricci scalar has the property $m \propto t^{-1}$, this would also introduce a logarithmic function on the exponent. Another way to understand it is from equation of motion (2.8). The mass term combines with the scale factor as $(am)^2$, in the inflation case, $am \sim \tau^{-1}$ and in our case $am \sim aH \sim \tau^{-1}$. So that, this two different cases share similar equations of motion. As a result, the oscillation pattern of quantum clock signal becomes similar to the standard clocks for inflation.

Thus, if one uses shape information only to distinguish inflation and alternative scenarios, there is a possibility that alternative to inflation scenarios with dynamically generated mass would be confused with inflation. To break this degeneracy, we note that, although the oscillation patterns are quite similar, the amplitude of different shape functions differs greatly. As we can see from (3.27), in addition to the oscillation part, the amplitude of this signal also shows a momentum ratio $k_1/k_3$ dependence. This $(2k_1/k_3)^{\frac{1+p}{2(1-p)}}$ term represents how the amplitude changes, when $k_3$ is fixed and one varies $k_1$. For inflation, the corresponding factor is $\sim (k_1/k_3)^{-\frac{1}{2}}$, corresponding to the $p \to \infty$ limit which differs\footnote{For comparison, for alternative to inflation with constant mass, the corresponding factor is $\sim (k_1/k_3)^{-\frac{1}{2}+\frac{p}{2}}$, which is also different.} from the case of a finite $p$. We illustrate this difference in figure 2. In this non-standard case, one notes that for inflation (or super-inflation where the universe is quasi-de Sitter but with increasing energy density), $|p| > 1$ and the oscillation is decreasing while $k_1$ increases. But for alternatives, $-1 < p < 1$ and the signal is increasing while $k_1$ increases.\footnote{In standard case, for slow expansion scenarios ($-1 < p < 0$), the signal is increasing while $k_1$ decreases.}

![Figure 2. Squeeze shape dependence of amplitude in three different scenarios: fast contraction ($p=2/3$) with constant mass, fast contraction ($p=2/3$) with mass $\sim H$ and exponential inflation.](image-url)
4 Time-dependent effective mass from nonlinear corrections

4.1 The effective mass

An effective mass of $\sigma$ may also be generated from interactions in alternative scenarios. We consider the simplest case: $V = \frac{1}{4} \lambda \sigma^4$.

Under comparison, it can be separated as $V = \frac{1}{2} \lambda (3 \langle \sigma^2 \rangle) \sigma^2$. We can figure out that the effective mass term should be proportional to $\langle \sigma^2 \rangle$, which is related to the two-point correlation function of this scalar field,

$$\mu^2 = m_{\text{eff}}^2 = 3 \lambda \langle \sigma^2 \rangle, \tag{4.1}$$

where we can estimate the time-dependent contribution of this two-point correlation in two methods [25, 39, 40]. The first method is to figure out the expression of quantum fluctuation in alternative scenarios, and do the integration in one cut-off process. In the second method, we separate the scalar in long and short wavelength part and solve them form an nonlinear stochastic different equation (SDE).

The general EOM of scalar field $\sigma$ is

$$\ddot{\sigma} + 3H \dot{\sigma} + \frac{k^2}{a^2} \sigma + m^2 \sigma = 0. \tag{4.2}$$

The last term should vanishes in this massless case. We combine the scale factor and field as $v = a \sigma$ for simplification. Shown under the conformal time $\tau$, the EOM is

$$v''_k + \left( k^2 - \frac{a''}{a} \right) v_k = 0, \tag{4.3}$$

which is knowns as the Mukhanov-Sasaki (MS) equation. Here, $v''_k$ and $a''$ denote the second derivative with respect to the conformal time $\tau$.

The scale factor $a$ is still expressed as power-law function, under these relations above,

$$a = a_0 \left( \frac{\tau}{\tau_0} \right)^{\frac{p}{1-p}} \Rightarrow \frac{a''}{a} = \left( \frac{p}{1-p} - 1 \right) \frac{\tau^p}{\tau^2}. \tag{4.4}$$

So, the MS equation is

$$v''_k + \left( k^2 - \frac{\nu^2 - 1}{\tau^2} \right) v_k = 0, \tag{4.5}$$

where $\nu(p) = \frac{3}{2} + \frac{1}{p-1}$ is a model-dependent index. The general solution of this MS equation is a linear combination of Hankel functions,

$$v_k = D_1 \sqrt{-k \tau} H^{(1)}_{|\nu|}(-k \tau) + D_2 \sqrt{-k \tau} H^{(2)}_{|\nu|}(-k \tau). \tag{4.6}$$

This solution should be normalised on the sub-Hubble scales to constraint constants $D_1$ and $D_2$. Under the limit: $-k \tau \to 0$, the quantum fluctuation $\sigma_k$ is [41]

$$\sigma_k = i \frac{1}{\sqrt{4\pi ka^2 (-k \tau)^{|\nu|-\frac{1}{2}}} \Gamma(|\nu|) \Gamma(|\nu| - \frac{1}{2})}. \tag{4.7}$$
The time-dependent contribution of quantity $\langle \sigma^2 \rangle$ is proportional to
\[ \int d^3k \frac{1}{a^2} k^{-2|\nu|} (-\tau)^{1-2|\nu|}. \] (4.8)

We use the time dependent physical momentum $p = \frac{k}{a}$ to emphasize the physical meaning,
\[ \langle \sigma^2 \rangle \propto \int_0^H dp \ p^{2-2|\nu|} (-\tau)^{1-2|\nu|} a^{1-2|\nu|}. \] (4.9)

Since $(-a\tau) \propto H^{-1}$ and the time dependent Hubble constant $H = \frac{\dot{a}}{a} = \frac{p}{t}$,
\[ \langle \sigma^2 \rangle \propto H^{3-2|\nu|} H^{2|\nu|-1} = H^2 \propto \frac{1}{t^2}. \] (4.10)

There is a more accurate method to obtain the time-dependent contribution. We still consider the alternative models with the scalar field $\sigma(x,t)$. The idea is to separate this scalar field using the stochastic approach. We split the $\sigma$ field into the long wavelength part $\sigma_L$ and short wavelength part $\sigma_S$ with the expression
\[ \sigma(x,t) = \sigma_L + \sigma_S = \sigma_L + \int \frac{d^3k}{(2\pi)^{3/2}} \Theta[k - \epsilon a(t)] H \left[ a_k \sigma_{S,k}(t) e^{-ikx} + a^*_k \sigma^*_{S,k} e^{ikx} \right], \] (4.11)

where $\epsilon$ is a small constant and $a_k$ and $a^*_k$ are annihilation and creation operator. $\Theta(x)$ is the Heaviside step function. The short wavelength part satisfies the massless EOM of scalar equation (4.2) with $m^2 = 0$ so $\sigma_{S,k} = \sigma_k$ in (4.7).

The long wavelength part $\sigma_L$ satisfies the classical equation of motion $\ddot{\sigma}_L + 3H \dot{\sigma}_L + \partial_i V = 0$. For the alternative scenarios with index $p$,
\[ \ddot{\sigma}_L + 3P_t \dot{\sigma}_L + \lambda \sigma_L^3 = 0. \] (4.12)

We are interested in the damping dominated regime. In this special period, the damping term is much larger than the accelerating term and then we can ignore the second derivative term $\ddot{\sigma}_L$, i.e.
\[ \ddot{\sigma}_L \ll 3H(t) \dot{\sigma}_L = 3P_t \dot{\sigma}_L, \] (4.13)

which requires
\[ \lambda \sigma_L \ll (1 - p) \frac{\sqrt{3p}}{\sigma_L}. \] (4.14)

Using the Starobinsky’s stochastic method, the short wavelength contribution can be added to the original classical equation as a perturbation term $f(x,t)$. The quantum-corrected equation of motion is [42]
\[ 3P_t \dot{\sigma} = -\lambda \sigma^3 + 3P_t f(x,t). \] (4.15)

The stochastic random force term $f(x,t)$ is
\[ f(x,t) = (p - 1) D_1 t^{p-2} \int \frac{d^3k}{(2\pi)^{3/2}} \delta(k - D_1 t^{p-1}) \left[ a_k \sigma_{S,k}(t) e^{-ikx} + a^*_k \sigma^*_{S,k} e^{ikx} \right], \] (4.16)
where $D_1 = \epsilon a_0 t_0^{-p} \nu$ is a combined constant. Here, the integration is constrained only for specific $k$ because of the delta function. $f(x, t)$ is a Gaussian random field and the two-point correlation function is

$$
\langle f(x_1, t_2), f(x_2, t_2) \rangle = \Lambda t^{-3} \delta(t_1 - t_2) j_0 (\epsilon a(t) H |x_1 - x_2|),
$$

where $j_0(x) = \frac{\sin(x)}{x}$ and $\Lambda$ is a time-independent combined coefficient [25].

The quantum-corrected equation of motion then becomes one nonlinear stochastic differential equation (SDE)

$$
\dot{\sigma} = -\frac{\lambda}{3p} t \sigma^3 + \frac{\sqrt{\Lambda}}{3p} t^{-3/2} \eta(x, t),
$$

where $\eta(x, t)$ is the simplified function with $\langle \eta(x, t) \rangle = 0$ and $\langle \eta(x_1, t_1), \eta(x_2, t_2) \rangle = \delta(t_1 - t_2) \delta(|x_1 - x_2|)$. Because of the time and field-dependent drift coefficient $-\frac{\lambda}{3p} t \sigma^3$ and time-dependent diffusion coefficient $\frac{\sqrt{\Lambda}}{3p} t^{-3/2}$, we cannot figure out the analytic solution of this nonlinear SDE. The numerical solution shows that the proportion to $t^{-2}$ is still an appropriate approximation for the two-correlation function $\langle \sigma^2 \rangle$.

In conclusion, the effective mass in this case is expressed as

$$
\mu^2 = m_{\text{eff}}^2 \propto \frac{1}{t^2}.
$$

And the effective mass and the potential term become

$$
\mu^2 = 2C(p) t^2, \quad V = \frac{C(p)}{t^2} \sigma^2,
$$

where $C(p)$ is a time-independent coefficient which is model-dependent. Approximately, by the first method,

$$
C(p) = 3\lambda \Gamma^2(|\nu|) \frac{2^{2|\nu|}}{64\pi^4},
$$

for the interacting coefficient $\lambda > 0$, $C(p)$ and the potential are always non-negative, which is different from the Ricci-dominated case. Note that there is an undefined scenario for $p = \frac{3}{4}$ ($\nu = 0$). This is the only case leading to an infinite Gamma function so this contracting scenario cannot be dealt with in this way.

### 4.2 The clock signal

Since the effective mass is proportional to $t^{-2}$, the clock signal dominated by the quantum fluctuation should be similar to the Ricci-dominated case. Like (3.6), the conformal time basis EOM of scalar field mode $v_k$ is

$$
\frac{d^2v_k}{d\tau^2} + 2\frac{p}{(1-p)\tau} \frac{dv_k}{d\tau} + \frac{2C(p)}{(1-p)\tau^2} = 0.
$$

The general solution is

$$
v_k = (-\tau)^{1-2p} \left[ e^{iB(p)\log(-\tau)} C_1 + e^{-iB(p)\log(-\tau)} C_2 \right],
$$

$$
B(p) = \sqrt{8C(p) - (1 - 3p)^2} \frac{2(p-1)}{2(p-1)},
$$

where $C(p)$ is a time-independent coefficient which is model-dependent. Approximately, by the first method,

$$
C(p) = 3\lambda \Gamma^2(|\nu|) \frac{2^{2|\nu|}}{64\pi^4},
$$

for the interacting coefficient $\lambda > 0$, $C(p)$ and the potential are always non-negative, which is different from the Ricci-dominated case. Note that there is an undefined scenario for $p = \frac{3}{4}$ ($\nu = 0$). This is the only case leading to an infinite Gamma function so this contracting scenario cannot be dealt with in this way.
which has the same form as eq. (3.6). There is also an restriction on $p$, like the discussion in the last section since $B(p)$ must be real. In the same method like (3.28), we can figure out the clock signal in this case should be proportional to

$$S_{\text{clock}} \propto (2k_1)^{\frac{1+p}{2(1-p)}} \sin \left\{ B(p) \log \left[ (2k_1)^{-1} \right] + \text{phase} \right\}, \quad (4.25)$$

where $C(p)$ follows (4.20) expression with $\nu = \frac{3}{2} + \frac{1}{p-1}$.

5 Conclusion

In this paper, we extend the study of quantum primordial non-standard clocks to alternative scenarios with dynamically generated mass. Such time-dependent mass can naturally be generated where the background significantly breaks scale invariance. Two mechanisms are considered:

The first mechanism is through non-minimal coupling with Ricci scalar $R$ which should be a constant ($\propto H^2$) in de-sitter space-time, but it can contribute a time-dependent effective mass in different alternatives to inflation scenarios with $\tau^{-2}$ time dependence.

We note that not all alternatives to inflation scenarios can produce non-trivial quantum primordial non-standard clocks signal from coupling to $R$. For generating oscillatory signals, the mode function of massive fields should have oscillation behaviors, this condition places a constrain on the power-law index $p$ as a function of $\xi$, as plot in figure 1. In a nutshell, the cases for $\xi \leq \frac{1}{6}$ is not allowed. For $p > 0$, the allowed $p$ should be always large than 1/2.

The second mechanism of mass generation is from quantum loop correction, we give a simple approximation of this method’s contribution. For the massless field with $\lambda \sigma^4$ interaction, we show that the time dependence of effective mass is also proportional to $H^2$.

Finally, the oscillation behavior of this situation is quite similar to inflation scenarios with the time-independent mass case, because massive fields in these two different scenarios share the similar equation of motion. However, we can still distinguish them from the shape dependence of the amplitude. The amplitude of shape function in our case as $(k_1/k_3)^{\frac{1+p}{2(1-p)}}$ when $k_1$ varies, which is a decreasing function for inflation and an increasing function for alternative scenarios. It is interesting to see if similar observations can be used to distinguish classical standard and non-standard primordial clocks.
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A General expression of the clock field

In the above discussion, we consider the small $m$ limit, where the effective mass is dominated by the Ricci curvature. Here we show a general case for the equation of motion of the massive scalar field under the conformal time,

$$\frac{d^2 v_k}{d\tau^2} + \frac{2p}{(1-p)\tau} \frac{dv_k}{d\tau} + \left[ k^2 + 6\xi \frac{p(2p-1)}{(1-p)^2} \tau^2 + m^2 a_0^2 \tau^{1-\eta} \right] v_k = 0 . \quad (A.1)$$
For the massless or relativistic case with $k \gg ma$, the EOM is
\[
\frac{d^2v_k}{d\tau^2} + \frac{2p}{(1-p)\tau} \frac{dv_k}{d\tau} + \left[ k^2 + 6\xi \frac{p(2p-1)}{(1-p)^2\tau^2} \right] v_k = 0 \tag{A.2}
\]
The analytical solution is:
\[
v(\tau) \to (2p - 2)^{1\pm 3p\over 2} - (\tau)^{1\pm 3p\over 2} [C_1 J_P(k\tau) + C_2 Y_P(k\tau)] \tag{A.3}
\]
where
\[
P = \sqrt{1 - 6p + 9p^2 + 24p\xi - 48p^2\xi^2}. \tag{A.4}
\]

B Saddle point approximation

We use the saddle point approximation to deal with the complicated integrals in (2.5) and (2.6). If the integrated term contains fast-oscillating part $e^{ig(t)}$ and weak time-dependent function $f(t)$, the integral can be approximated by the saddle point approximation as
\[
\int_a^b dt \ e^{i\gamma(t)} f(t) \approx e^{i\gamma(t_0) \pm i{\pi\over 4}} f(t_0) \sqrt{\pm 2\pi \gamma''(t_0)}. \tag{B.1}
\]
Here, $t_0$ is the time leading to the extreme value of oscillating function $g(t)$, i.e. $g'(t_0) = 0$. The choices of plus or minus signs are for computing convenience which both lead to the same results.

C Single variable Langevin equation

The Langevin equation with a stochastic variable $\phi$ takes the form
\[
\dot{\phi} = f(\phi, t) + g(\phi, t)\Gamma (x, t), \tag{C.1}
\]
where the Langevin force term $\Gamma(t)$ satisfies Gaussian random distribution with
\[
\langle \Gamma(x, t) \rangle = 0, \quad \langle \Gamma(x, t)\Gamma(x', t') \rangle = \delta(x - x')\delta(t - t'). \tag{C.2}
\]
For nonlinear Langevin equations, generically we cannot obtain analytic solutions. However, for special cases like $g(\phi, t) = g(\phi)$, there could be tricks to transfer the form to a solvable one. We can also solve this by the Fokker-Planck equation to get the probability density $W(\phi, t)$ \cite{43}. After that, the correlation function is
\[
\langle h(\phi) \rangle = \int_{-\infty}^{\infty} h(\phi) W(\phi, t) d\phi. \tag{C.3}
\]
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