TGV-based restoration of Poissonian images with automatic estimation of the regularization parameter

Abstract—The problem of restoring images corrupted by Poisson noise is common in many application fields and, because of its intrinsic ill posedness, it requires regularization techniques for its solution. The effectiveness of such techniques depends on the value of the regularization parameter balancing data fidelity and regularity of the solution. Here we consider the Total Generalized Variation regularization introduced in [SIAM J. Imag. Sci. 3(3), 492–526, 2010], which has demonstrated its ability of preserving sharp features as well as smooth transition variations, and introduce an automatic strategy for defining the value of the regularization parameter. We solve the corresponding optimization problem by using a 3-block version of ADMM. Preliminary numerical experiments support the proposed approach.
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I. INTRODUCTION

We are interested in the problem of restoring images corrupted by Poisson noise, which arises in many application areas, e.g., in fluorescence microscopy [1], computed tomography (CT) [2], and astronomical imaging [3]. This inverse problem is usually highly ill conditioned and regularization techniques are required in order to obtain reasonable approximate solutions. Such techniques reformulate the image restoration problem as a minimization problem whose objective function contains a data fidelity term and a regularization term, imposing some a-priori information on the object to be restored. These two terms are balanced by a regularization parameter whose value greatly affects the quality of the restored image. Additional constraints can be incorporated in the problem to better model the image. When the noise in the data has a Poisson distribution, the Kullback-Leibler divergence is usually considered as data fidelity term and nonnegativity constraints are imposed. Several regularization terms have been proposed in the literature. For real-life images one of the most successful regularizers is the Total Generalized Variation (TGV), introduced in [4] as a way to overcome the well-known staircasing effect of the classical Total Variation (TV) [5]. TGV can be seen as a higher-order counterpart of TV. Indeed, its aim is to enforce higher-order smoothness in the restored image while maintaining the ability of preserving sharp edges. However, the selection of an appropriate value for the regularization parameter is a crucial issue. Even if several criteria for choosing the parameter have been discussed in the literature when the noise in the image follows a Gaussian distribution, to the best of our knowledge only a few methods have been proposed to select the value of the regularization parameter for Poisson noise. In [6], a discrepancy principle for Poisson noise was proposed and theoretically analysed. In [7] a similar principle was derived by using a quadratic approximation of the data fidelity function. The generalized cross validation criterion and the unbiased predictive risk method were also introduced in [7] by using the same quadratic approximation. A modification of the discrepancy principle of [6] and [7] was discussed in [8]. In [9] a spatially-adapted regularization parameter selection scheme was derived by using a confidence interval technique based on the expected maximal local variance estimate.

In this work, inspired by [10] and [11], we present an automatic strategy for the determination of the regularization parameter balancing the two terms of the objective function. Then we discuss a 3-block version of the Alternating Direction Method of Multipliers (ADMM) [12], [13] for the solution of the nonsmooth bound-constrained optimization problem modeling the image restoration. Finally, we show the results of preliminary numerical experiments using the proposed approach on both synthetic and real-life images.

II. THE KL-TGV² MODEL

A discrete formulation of the Poisson restoration problem is given next. Let the image to be restored be represented by $u \in \mathbb{R}^n$, where $n = n_1 n_2$ and $n_1 \times n_2$ is the image size in pixels, and let the measured data be a vector $b \in \mathbb{N}_0^n$. Since the pixels in the image are related to the number of photons hitting sensors, the entries of $b$ can be considered as samples from $n$ independent Poisson random variables $B_j$ with probability

$$P(B_j = b_j) = \frac{e^{-(A u)^T \gamma_j} (A u + \gamma_j)^{b_j}}{b_j!}.$$
Here the matrix $A = (a_{ij}) \in \mathbb{R}^{n \times n}$ models the blur affecting the image and $\gamma \in \mathbb{R}^n$, $\gamma > 0$, models the background radiation detected by the sensors. $A$ is usually required to satisfy the conditions

$$a_{ij} \geq 0 \text{ for all } i, j, \quad \sum_{i=1}^{n} a_{ij} = 1 \text{ for all } j.$$ 

By following the maximum-likelihood approach \cite{3}, we can estimate $u$ by minimizing the negative logarithm of the likelihood function, i.e., by solving the problem

$$\min_{u \geq 0} D_{KL}(u) = \sum_{i=1}^{n} \left( b_i \ln \frac{b_i}{[Au + \gamma]_i} + [Au + \gamma]_i - b_i \right),$$

where $D_{KL}(u)$ denotes the Kullback-Leibler (KL) divergence of $Au + \gamma$ from $b$ and we set

$$b_i \ln \frac{b_i}{[Au + \gamma]_i} = 0 \text{ if } b_i = 0.$$ 

We observe that $D_{KL}$ is a convex function and it is strictly convex only if the kernel of $A$ is trivial.

Among the regularization terms falling in the category of TGV regularization, we consider the second-order regularization TGV$^2$, which has the form

$$TGV^2(u) = \min_{w \in \mathbb{R}^{2n}} \alpha_0 \|\nabla u - w\|_{2,1} + \alpha_1 \|\mathcal{E}w\|_{2,1} + \alpha_2 \|\mathcal{E}^T w\|_{2,1},$$

where $\alpha_0, \alpha_1 \in (0, 1)$ are positive parameters balancing the two components of the regularization. The linear operators $\nabla \in \mathbb{R}^{2n \times n}$ and $\mathcal{E} \in \mathbb{R}^{4n \times 2n}$ represent the discrete gradient operator and the symmetrized derivative operator, respectively, which are described below. Note that for any $v \in \mathbb{R}^{2n}$ and $y \in \mathbb{R}^{4n}$ we define

$$\|v\|_{2,1} = \sum_{j=1}^{n} \sqrt{v_j^2 + v_{n+j}^2},$$

and

$$\|y\|_{2,1} = \sum_{j=1}^{n} \sqrt{y_j^2 + y_{2n+j}^2 + y_{2n+2j}^2 + y_{2n+3j}^2}.$$ 

Let $D_H, D_V \in \mathbb{R}^{n \times n}$ represent the forward finite-difference operators along the horizontal and the vertical direction, respectively. The discrete gradient operator and the discrete symmetrized derivative operator are defined as

$$\nabla = \begin{bmatrix} D_H \\ D_H \end{bmatrix}, \quad \mathcal{E} = \begin{bmatrix} D_H & 0 \\ \frac{1}{2} D_V & \frac{1}{2} D_H \\ \frac{1}{2} D_V & \frac{1}{2} D_H \\ 0 & D_V \end{bmatrix}. $$

The combination of (1) and (2) results in the nonsmooth optimization problem

$$\min_{u, w} \lambda D_{KL}(u) + \alpha_0 \|\nabla u - w\|_{2,1} + \alpha_1 \|\mathcal{E}w\|_{2,1},$$

s.t. $u \geq 0,$

$$\lambda \in (0, +\infty)$$

which we refer to as KL-TGV$^2$ model, where $\lambda \in (0, +\infty)$ is the parameter regulating the relative weight between the KL divergence and the two terms composing the TGV$^2$ regularization.

### III. An automatic strategy for the computation of the regularization parameter

Recently, two closely related principles have been proposed for selecting the values of the regularization parameters in multipenalty regularization without any a-priori information on the noise norm. The uniform penalty principle \cite{10} selects the regularization parameters to ensure uniform penalization, i.e., a constant value of all the penalty terms equal to the data fidelity term. This principle has been successfully used for the inversion of Nuclear Magnetic Resonance data by using spatially-adapted $\ell_2$ and $\ell_1$–$\ell_2$ regularization \cite{14}. The balancing principle \cite{11} chooses the values of the regularization parameters by balancing the data fidelity and regularization terms; a deep theoretical analysis of this principle is presented in \cite{15} together with a convergent fixed-point iterative scheme for its realization.

When only one regularization term is considered, both the principles suggest to compute $u$ and $\lambda$ such that

$$\left\{ \begin{array}{l} u = \arg \min_{u \geq 0} \lambda D_{KL}(u) + TGV^2(u) \\ \lambda = TGV^2(u) / D_{KL}(u), \end{array} \right. $$

where the multiplicative constant $\gamma$ differs in the two principles.

For computing an approximate solution to (6), the fixed-point type approach sketched in Algorithm 1 can be employed \cite{10}, \cite{15}.

#### Algorithm 1

1. Choose $\gamma > 0$, $\lambda^0$, and set $j = 0$.
2. repeat
3. $u^{j+1} = \arg \min_{u \geq 0} \lambda D_{KL}(u) + TGV^2(u)$
4. $\lambda^{j+1} = TGV^2(u^{j+1}) / D_{KL}(u^{j+1})$
5. $j = j + 1$
6. until a stopping criterion is satisfied

Note that Algorithm 1 requires a method for solving the KL-TGV$^2$ problem. A method performing this task is described in the next section.

### IV. 3-Block ADMM for the minimization of the KL-TGV$^2$ model

Now we focus on the solution of problem (5). Henceforth, we assume that periodic boundary conditions are considered for both the linear operator $A$ and the finite-difference operators $D_H$ and $D_V$. This implies that they have a Block Circulant with Circulant Blocks (BCCB) structure.

Problem (5) is a nonsmooth bound-constrained minimization problem, hence its solution cannot be computed by “standard” optimization techniques. A possibility for dealing with nonsmoothness is to replace the norms (3) and (4) with
smooth approximations and then to solve the resulting problem with first- or second-order smooth optimization methods (see, e.g., [16], [17], [18], [19] and the references therein). It is also possible to address the nonsmooth problem as it is by applying, e.g., methods based on Bregman iterations or splitting techniques (see, e.g., [20], [21], [22] and the references therein).

Here we propose to solve problem (5) by a 3-block version of ADMM [12]. First of all, let us reformulate problem (5) as follows:

\[
\begin{align*}
\min_{u, w, z} & \quad \lambda D_{KL}(u) + \alpha_0 \left\| z_0 \right\|_{2,1; R^{2n}} + \alpha_1 \left\| z_1 \right\|_{2,1; R^{2n}} + \rho \left\| w \right\|_{2,1; R^{4n}} + \rho \left\| z \right\|_{2,1; R^{4n}} \\
\text{s.t.} & \quad \nabla u - w = z_0, \\
& \quad w = z_1, \\
& \quad u \geq 0,
\end{align*}
\]

where we introduce the auxiliary variables \(z_0 \in R^{2n}\) and \(z_1 \in R^{4n}\) to separate the smooth part from the nonsmooth ones. By setting \(z = [z_0^\top, z_1^\top]^\top\), we can write the KL-TGV problem as

\[
\begin{align*}
\min_{u, w, z} & \quad F_u(u) + F_w(w) + F_z(z) \\
\text{s.t.} & \quad M_u u + M_w w + M_z z = 0,
\end{align*}
\]

where

\[
\begin{align*}
F_u(u) &= \lambda D_{KL}(u) + \chi_{R_+^n}(u), \\
F_w(w) &= 0, \\
F_z(z) &= \alpha_0 \left\| z_0 \right\|_{2,1; R^{2n}} + \alpha_1 \left\| z_1 \right\|_{2,1; R^{2n}},
\end{align*}
\]

and the matrices \(M_u \in R^{6n \times n}, M_w \in R^{6n \times 2n}\) and \(M_z \in R^{6n \times 6n}\) are defined as

\[
M_u = \begin{bmatrix} \nabla & 0 \end{bmatrix}, \quad M_w = \begin{bmatrix} -I_{2n} & \mathcal{E} \end{bmatrix}, \quad M_z = -I_{6n}.
\]

The Lagrangian function of problem (5) is defined as

\[
\mathcal{L}(u, w, z, \xi) = F_u(u) + F_w(w) + F_z(z) + \mathcal{E}^\top (M_u u + M_w w + M_z z),
\]

where \(\xi \in R^{6n}\) is a vector of Lagrange multipliers, and the augmented Lagrangian function associated with problem (5) is defined as

\[
\mathcal{L}_A(x, z; \rho) = F_u(u) + F_w(w) + F_z(z) + \mathcal{E}^\top (M_u u + M_w w + M_z z) + \rho \frac{1}{2} \left\| M_u u + M_w w + M_z z \right\|_2^2,
\]

where \(\rho > 0\).

A 3-block ADMM for the solution of problem (5) can be formulated as follows. Let \(u^0 \in R^n, w^0 \in R^{2n}, z^0 \in R^{6n}\), and \(\xi^0 \in R^{6n}\). At each iteration \(k > 0\) ADMM determines the iterate \((u^{k+1}, w^{k+1}, z^{k+1}, \xi^{k+1})\) as

\[
\begin{align*}
\mathbf{u}^{k+1} &= \arg \min_{u \in R^n} \mathcal{L}_A(u, w^k, z^k, \xi^k; \rho), \\
\mathbf{w}^{k+1} &= \arg \min_{w \in R^{2n}} \mathcal{L}_A(u^{k+1}, w, z^k, \xi^k; \rho), \\
\mathbf{z}^{k+1} &= \arg \min_{z \in R^{6n}} \mathcal{L}_A(u^{k+1}, w^{k+1}, z, \xi^k; \rho), \\
\mathbf{\xi}^{k+1} &= \mathbf{\xi}^k + \rho \left( M_u u^{k+1} + M_w w^{k+1} + M_z z^{k+1} \right).
\end{align*}
\]

We note that the functions \(F_u(u), F_w(w)\) and \(F_z(z)\) in (8) are closed, proper and convex; moreover, the matrices \(M_u\) and \(M_z\) defined in (10) have full (column) rank.

Despite its good practical performance in many application areas, the convergence of the 3-block ADMM scheme in the general case is still an open problem. The main issue in (5) is that the objective function \(F_u(u)\) is not strongly convex and the matrix \(M_u\) is rank deficient. This implies that the objective function of the first subproblem in (13) is not strongly convex. This issue can be dealt with easily by adding a strong-convexity term to \(F_u(u)\), thus recovering global convergence guarantees of the 3-block ADMM scheme (13). Therefore, we can replace \(F_u(u)\) in (8) with the function

\[
\tilde{F}_u(u; \sigma) = \lambda D_{KL}(u) + \chi_{R_+^n}(u) + \frac{\sigma}{2} \left\| u \right\|_2^2,
\]

with \(\sigma > 0\) strong convexity parameter. In practice, a very small value of \(\sigma\) can be used without affecting the numerical results. For the 3-block ADMM algorithm applied to the problem

\[
\begin{align*}
\min_{u, w, z} & \quad \tilde{F}_u(u; \sigma) + F_w(w) + F_z(z) \\
\text{s.t.} & \quad M_u u + M_w w - z = 0,
\end{align*}
\]

the following convergence result holds (see [13, Theorem 3.1]).

**Theorem 1.** Let \(\{(u^k, w^k, z^k, \xi^k)\}\) be the sequence generated by applying the ADMM scheme (13) to problem (14), where \(\sigma > 0\) is the strong convexity parameter of \(\tilde{F}_u(u; \sigma)\). Moreover, assume \(\rho \in (0, \frac{\sigma}{17})\). Then, the sequence \(\{(u^k, w^k, z^k, \xi^k)\}\) converges to a saddle point \((u^*, w^*, z^*, \xi^*)\) of the Lagrangian function of problem (13).

It is worth noting that, unlike the classical 2-block ADMM scheme, Theorem 1 imposes a bound on the magnitude of the penalty parameter \(\rho\). We observed that in practice such a small value for \(\rho\) makes the ADMM method stagnate. Luckily enough, the bound can be relaxed, obtaining fast convergent schemes, as in the case of the numerical experiments shown in this paper.

**A. Solving the ADMM subproblems**

Now we show how the solution of the ADMM subproblems can be performed with a small computational effort. First, we note that by exploiting the linearity of the equality constraints, ADMM for the solution of problem (14) can be written in a simplified way. By introducing the scaled Lagrange multipliers \(\mu^k = \frac{1}{\rho} \xi^k\), the four update steps of ADMM become

\[
\begin{align*}
\mathbf{u}^{k+1} &= \arg \min_{u \geq 0} \lambda D_{KL}(u) + \frac{\sigma}{2} \left\| u \right\|_2^2 + \rho \frac{1}{2} \left\| M_u u - v_u \right\|_2^2, \\
\mathbf{w}^{k+1} &= \arg \min_{w \in R^{2n}} \frac{1}{2} \left\| M_w w - v_w \right\|_2^2, \\
\mathbf{z}^{k+1} &= \mathbf{z}^k - M_w w^k - \mu^k, \\
\mathbf{w}^{k+1} &= \arg \min_{w \in R^{2n}} \frac{1}{2} \left\| M_w w - v_w \right\|_2^2,
\end{align*}
\]
with \( \mathbf{v}_w^k = \mathbf{z}^k - M_u \mathbf{u}^{k+1} - \mu^k \),
\[
\mathbf{z}^{k+1} = \arg \min_{\mathbf{z} \in \mathbb{R}^n} \alpha_0 \| \mathbf{z}_0 \|_{2,1} + \alpha_1 \| \mathbf{z}_1 \|_{2,1} + \frac{\rho}{2} \| \mathbf{z} - \mathbf{v}_z^k \|_2^2,
\]
(17)
with \( \mathbf{v}_z^k = M_u \mathbf{u}^{k+1} + M_w \mathbf{w}^{k+1} + \mu^k \), and
\[
\mu^{k+1} = \mu^k + M_u \mathbf{u}^{k+1} + M_w \mathbf{w}^{k+1} - \mathbf{z}^{k+1}.
\]
(18)

1) Subproblem in \( \mathbf{u} \): Problem (15) is a bound-constrained smooth optimization problem. We solve it by the Quasi-Newton Projection (QNP) method proposed in [23]. To illustrate the idea behind QNP, we consider the Hessian of the objective function, say \( f(\mathbf{u}) \), in (15), which has the form
\[
\nabla^2 f(\mathbf{u}) = \nabla^2 D_{KL}(\mathbf{u} + \sigma I_n + \rho M - u^T M_u =
= A^T G(\mathbf{u}) A + \sigma I_n + \rho (D_H^T D_H + D_V^T D_V),
\]
where
\[
G(\mathbf{u}) = \text{diag}(\mathbf{g}(\mathbf{u})), \quad [\mathbf{g}(\mathbf{u})]_j = \frac{b_j}{[A\mathbf{u} + \gamma]^2}.
\]
At each step of the QNP algorithm, the Hessian is approximated by the matrix
\[
\bar{H} = \tau(\mathbf{u}) A^T A + \sigma I_n + \rho (D_H^T D_H + D_V^T D_V),
\]
where \( \tau(\mathbf{u}) = \max_i \{ |[\mathbf{g}(\mathbf{u})]_i | \} \). Since \( A, D_H \) and \( D_V \) are BCCB matrices, \( \bar{H} \) is a BCCB matrix too, therefore it can be easily diagonalized by the Discrete Fourier Transform operator \( \mathcal{F} \in \mathbb{C}^{n \times n} \). This allows us to solve the Quasi-Newton system exactly at each step of the QNP algorithm with a small computational cost.

2) Subproblem in \( \mathbf{w} \): Subproblem (16) is an overdetermined least squares problem, where \( M_w \) is a full-rank matrix. Hence, we can find its solution by solving the normal equations
\[
M_w^T M_w \mathbf{w} = M_w^T \mathbf{z}_w^k.
\]
(19)
\( M_w^T M_w \) can be written blockwise as
\[
M_w^T M_w = I_{2n} + \mathcal{F}^T \mathcal{E} = \begin{bmatrix} E_{11} & E_{12} \\ E_{21} & E_{22} \end{bmatrix},
\]
(20)
with \( E_{ij} \in \mathbb{R}^{n \times n} \). We note that the four blocks of the matrix have a BCCB structure. Hence, by premultiplying both sides of (19) by \( \mathcal{F}^T \mathcal{E} \), we can write it equivalently as
\[
\begin{bmatrix} \Psi_{11} & \Psi_{12} \\ \Psi_{21} & \Psi_{22} \end{bmatrix} \begin{bmatrix} \mathcal{F} w_1 \\ \mathcal{F} w_2 \end{bmatrix} = \begin{bmatrix} \mathcal{F} s_1^k \\ \mathcal{F} s_2^k \end{bmatrix},
\]
(21)
where \( \Psi_{ij} = \mathcal{F} E_{ij} \mathcal{F}^T \in \mathbb{C}^{n \times n} \) is diagonal, \( s^k = M_w v_w^k \), \( w = [w_1^T, w_2^T]^T \), and \( s^k = [(s_1^k)^T, (s_2^k)^T]^T \), with \( w_1, w_2, s_1, s_2 \in \mathbb{R}^n \). Since \( \Psi_{11} \) and \( \Psi_{22} \) are invertible, we can use a block inversion formula to compute the inverse of the matrix in (21), i.e.,
\[
\begin{bmatrix} \Psi_{11} & \Psi_{12} \\ \Psi_{21} & \Psi_{22} \end{bmatrix}^{-1} = \begin{bmatrix} \Omega_1 & -\Omega_1 \Psi_{12} \Omega_2^{-1} \\ -\Omega_2 \Psi_{21} \Omega_1^{-1} & \Omega_2 \end{bmatrix},
\]
(22)
where we set
\[
\begin{align*}
\Omega_1 &= (\Psi_{11} - \Psi_{12} \Psi_{22}^{-1} \Psi_{21})^{-1}, \\
\Omega_2 &= (\Psi_{22} - \Psi_{21} \Psi_{11}^{-1} \Psi_{12})^{-1}.
\end{align*}
\]
All the blocks of the inverse matrix are diagonal matrices that can be computed in linear time only once before ADMM starts. Thus, to update \( w \) at each step it is sufficient to compute the vector \( s^k \) and its Fourier transform, perform the multiplication with the matrix in (22) and apply the inverse Fourier transform to the output.

3) Subproblem in \( \mathbf{z} \): It is straightforward to check that the minimization problem in (17) can be split in two separate problems, one in \( \mathbf{z}_0 \) and one in \( \mathbf{z}_1 \), corresponding to the computation of the proximal operators of the functions
\[
f_0(\mathbf{z}_0) = \frac{\alpha_0}{\rho} \| \mathbf{z}_0 \|_{2,1} \quad \text{and} \quad f_1(\mathbf{z}_1) = \frac{\alpha_1}{\rho} \| \mathbf{z}_1 \|_{2,1},
\]
respectively. Since the two \( (2,1) \)-norms correspond to the sum of \( 2 \)-norms of vectors in \( \mathbb{R}^2 \) and \( \mathbb{R}^4 \), respectively, the computation of their proximal operators can be split in the computation of \( n \) proximal operators of functions that are scaled \( 2 \)-norms. We recall that, given a vector \( \mathbf{d} \) in \( \mathbb{R}^n \) and a constant \( c > 0 \), we have [24] Chapter 6
\[
\text{prox}_{c \| \cdot \|_2}(\mathbf{d}) = \arg \min_{\mathbf{y} \in \mathbb{R}^n} \| \mathbf{y} \|_2 + \frac{1}{2} \| \mathbf{y} - \mathbf{d} \|_2^2 =
= \max \left\{ \frac{\| \mathbf{d} \| - c}{\| \mathbf{d} \|}, 0 \right\} \mathbf{d}.
\]
Hence, by defining \( \mathbf{p}^k = ([v_z^k]_{n+1}, \ldots, [v_z^k]_{2n})^T \) and \( c_0 = \frac{\alpha_0}{\rho} \), we can compute the update of \( \mathbf{z}_0 \) by setting
\[
[\mathbf{z}_0^{k+1}]_{1,n+i}^T = \text{prox}_{c_0 \| \cdot \|_2} \left( [p_k^i, p_{n+i}^k]^T \right),
\]
for each \( i \in \{1, \ldots, n\} \). In a similar way, by defining \( \mathbf{q}^k = ([v_z^k]_{2n+1}, \ldots, [v_z^k]_{3n})^T \) and \( c_1 = \frac{\alpha_1}{\rho} \), we can compute the update of \( \mathbf{z}_1 \) by setting
\[
[\mathbf{z}_1^{k+1}]_{1,n+i}^T = \text{prox}_{c_1 \| \cdot \|_2} \left( [q_k^i, q_{n+i}^k, q_{3n+i}^k]^T \right),
\]
for each \( i \in \{1, \ldots, n\} \).

V. NUMERICAL EXPERIMENTS

We compare the results obtained with the 3-block version of ADMM when the value of the regularization parameter is chosen automatically by the proposed strategy and when it is chosen by trial and error. The latter value can be considered as "almost optimal". All the tests were performed using MATLAB R2018a on a 3.50 GHz Intel Xeon E3 with 16 GB RAM and Windows operating system. We use two test images named phantom (size 225 x 225) and penguin
Finally, the corrupted images were scaled to have the maximum in the exact image and in the background term, respectively. The relative error for the corresponding restorations, the number of iterations required by Algorithm 1 and the execution time in seconds. The numerical results reported in Table 1 show that the automatic procedure produced good quality reconstructions compared with the “optimal” ones. Overall, the value of the regularization parameter determined by ATGV appears to be smaller than the trial-and-error one. This, in general, leads to oversmoothing in the restored image. It is worth noting that the oversmoothing of the image determined a better reconstruction quality in the case of phantom, which is piecewise smooth, whereas it led to slightly larger relative errors in the real image penguin. Interestingly, for 1 out of the 6 cases under analysis (phantom with SNR = 42), the initial choice \( \lambda_0 \) for the regularization parameter yielded a sufficiently good reconstruction in about the same time as the non-automatic procedure. For all the other cases, it is worth noting that the execution time required by the automatic strategy was from 2 to 4.5 times larger than the times needed with the fixed choice of the regularization parameter. We believe this is a quite good performance, considering that a naive trial-and-error strategy may require far more attempts before a reasonable restoration quality is reached. Moreover, in a real-life scenario the real image and the relative error are not available at all, making it impossible to determine \( \lambda \) by trial-and-error.

Figures 1 and 2 show the restored images when SNR = 40, 38. Finally, Figure 3 shows the sequence of values of \( \lambda \) computed by the automatic procedure and the relative errors of the corresponding images for the phantom test problem with SNR = 38. It is interesting that the sequence of the regularization parameter values stabilizes after just a couple of iterations.

### Table I

| SNR | Method | \( \lambda \) | Rel. Error | \( \text{it}_j \) | Time |
|-----|--------|--------------|------------|-----------------|------|
| 42  | TGV    | 31.00        | 1.4057e-02 | –               | 7.78 |
|     | ATGV   | 83.31        | 1.3945e-02 | 1               | 7.21 |
| 40  | TGV    | 20.00        | 1.6447e-02 | –               | 7.72 |
|     | ATGV   | 17.54        | 1.5940e-02 | 2               | 15.94|
| 38  | TGV    | 10.00        | 1.3945e-02 | –               | 7.31 |
|     | ATGV   | 6.73         | 1.3945e-02 | 2               | 15.16|

### Table II

**Numerical Results for the Test Problems**

### VI. Conclusion

In this work we focused on the restoration of images corrupted by Poisson noise by means of the KL-TGV\(^2\) model, which combines the Kullback-Leibler divergence as data fidelity term and the second-order Total Generalized Variation (TGV\(^2\)) as regularization term. We presented an automatic strategy for the determination of the regularization parameter and a 3-block version of the ADMM method for the solution of the bound-constrained nonsmooth optimization problem corresponding to the KL-TGV\(^2\) model. Preliminary numerical
experiments show that the automatic regularization strategy, compared with a standard trial-and-error strategy, produces good results in terms of restoration quality in a reasonable computational time.

Future work directions include a theoretical analysis of the automatic strategy, possibly aimed at improving its practical performance. Moreover, an extension to the case of pixelwise regularization parameters will be considered.
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