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Abstract—World models learn behaviors in a latent imagination space to enhance the sample-efficiency of deep reinforcement learning (RL) algorithms. While learning world models for high-dimensional observations (e.g., pixel inputs) has become practicable on standard RL benchmarks and some games, their effectiveness in real-world robotics applications has not been explored. In this paper, we investigate how such agents generalize to real-world autonomous vehicle control tasks, where advanced model-free deep RL algorithms fail. In particular, we set up a series of time-lap tasks for an FITENTH racing robot, equipped with a high-dimensional LiDAR sensor, on a set of test tracks with a gradual increase in their complexity. In this continuous-control setting, we show that model-based agents capable of learning in imagination substantially outperform model-free agents with respect to performance, sample efficiency, successful task completion, and generalization. Moreover, we show that the generalization ability of model-based agents strongly depends on the choice of their observation model. We provide extensive empirical evidence for the effectiveness of world models provided with long enough memory horizons in sim2real tasks.

I. INTRODUCTION

Deploying deep reinforcement-learning (RL) agents in the real world is difficult. This is because they require running a significantly large amount of episodes to obtain reasonable performance [1]. This performance is only tractable in simulation environments. Subsequently, the agents should also overcome the challenges of transferring learned dynamics from simulation to the real world.

In RL settings, it was shown that by learning representations of the state-space model from high-dimensional observations and using them as a predictive model to train policies in imagination, we gain performance, sample efficiency, and robustness [2]. This world model algorithm [3] was called Dreamer, and it demonstrated great performance in learning long-horizon visual control tasks and Atari games [4].

Providing a model of the world (state transition probability) to the agents (even though in simulation) improves sample efficiency and, in some cases, the performance of a deep RL agent [3], [5], [2], [4]. However, there are still open research questions to be investigated: For instance, how would world model compartments improve the sim2real performance of RL agents in real-world applications? Where is the boundary between the generalization capability of model-based algorithms such as Dreamer, compared to advanced model-free agents such as soft actor-critic [6], distributional models [7], and policy gradient [8], [9], in sim2real applications?

In this paper, we aim to provide answers to the above questions. We construct a series of time-lap autonomous racing tasks with varying degrees of complexity for an FITENTH robot. The task is to learn to drive autonomously directly from high-dimensional LiDAR inputs to successfully finish a lap without collisions.

We observe that as the complexity of the map increases, model-free agents get stuck in similar local minima and cannot learn to complete the task. Contrarily, Dreamer can learn a proper state transition model, and given enough imagination horizon, solves time-lap tasks of arbitrary complexity (See Fig. 1). Moreover, we discover that model-based techniques demonstrate desirable transferability: Dreamer agents trained on a single map can generalize well to test tracks they have never seen before. In summary, our main contributions are as follows:

- We demonstrate the effectiveness of advanced model-based deep RL compared to model-free agents in the real-world application of autonomous racing.
- We show the transferability of advanced model-based deep RL agents to the real-world applications where model-free agents fail.
- We empirically show that the learning performance and generalization ability of Dreamer in sim2real applications highly depends on the choice of the observation model, its resulting state transition probability model, and its imagination horizon.
We set out to design deep RL models that are able to learn to autonomously complete time-lap racing tasks. Considering the real-world conditions, we formalize the problem as a Partially-Observable Markov Decision Process (POMDP).

**Notation and terminology.** A POMDP is defined as a tuple \((S, A, \Omega, O, T, R)\), where \(S, A, \Omega\) are the sets of states, actions and observations, respectively. \(O\) and \(T\) denote stochastic observation and transition functions, and \(R\) is a deterministic reward function. The transition function \(T\) models the system dynamics and includes its uncertainty. It is defined as a stochastic function \(T : S \times A \times S \rightarrow [0, 1]\) which returns the transition probability between two states by applying actions. The observation function \(O\) models the system’s perception, including its uncertainty. Its stochastic formulation \(O : S \times \Omega \rightarrow [0, 1]\) returns the probability of perceiving an observation in a given state. The reward function is deterministic \(R : S \times A \times S \rightarrow \mathbb{R}\), which returns the credit assigned to a transition. We discuss our reward shaping subsequently.

**Racing-agent setup.** In autonomous racing, the car drives along a race track by controlling its actuators with continuous actions \(a = (F, \alpha)^T\), where \(F\) is the motor force applied to reach a fixed target velocity, and \(\alpha\) is the steering angle. In this scenario, the observations are range measurements obtained by a LiDAR sensor with 1080 range measurements evenly distributed over a 270° field of view (see Fig. 2).

**How do we aim to solve this racing objective?** Traditional control techniques model the state space as a set of continuous variables such as the car’s pose, velocity, and acceleration. These quantities are usually estimated from observations by dedicated perception and filtering modules. State-space planning commonly uses sophisticated dynamics models for cars. This demands non-trivial system identification techniques. Contrarily, we aim to replace the entirety of such modules by learning an abstract state representation and transition model in a self-supervised manner by building upon recent advances of model-based RL [2].

**III. Related Work**

We include works that are closely related to our contributions.

**Model-free RL in robot control.** Robot control has been a playground for RL algorithms for decades [1], [10]. Model-free algorithms [8], [6], [7] achieved state-of-the-art results in various continuous control tasks, but their inherent sample inefficiency [11] makes it challenging to apply them in real-world settings. Off-policy [12], [6] methods reduce the sample complexity by reusing old experience to some degree. However, they might induce errors when deployed in a closed-loop with the real-world environment. Thus, model-free approaches are often trained in simulation before being deployed on real robots. This leads to difficulties when reproducing learned behaviors in the real setting [13], [14]. To overcome simulation mismatches, some approaches rely on domain randomization and subsequent fine-tuning. In order to learn more robust policies [15], other works refined the physics simulator [16], [17] or directly trained the policy on real-world robots [18], [19].

**Model-based RL in robot control.** Model-based approaches, on the other hand, can leverage their learned dynamics model by either planning or generating new training experience [20]. Problems arise when no sufficiently accurate dynamics model can be learned from data. An early representative of model-based RL algorithms is PILCO [21] which learned a Gaussian Process from the system’s states. Recent works on world models [3], [5], [2], [22] proved the feasibility of learning a dynamics model for POMDP’s by using noisy high-dimensional observations instead of accurate states. They achieve better than state-of-the-art results on various simulated control tasks while being significantly more sample efficient. However, to the best of our knowledge, their application and challenges in real-world testbeds have been less attended, which we will explore in the present work.

**Optimal control for autonomous racing.** Autonomous racing has been an active field of research in the control community. Traditional control does not solve the problem end-to-end but divides it into independent sub-problems: perception, planning, and control. Recent success in the context of Formula Student [23], [24], [25] has been achieved by Model Predictive Control (MPC) and by engineering the perception pipeline using sensor fusion of LiDAR and RGB cameras. Several approaches plan an optimal trajectory [26], [27], [28], [29]. However, these techniques usually require detailed global information (e.g., map) and an accurate dynamics model, not available in a POMDP setting, as in our case. Here, we use a fully automated process that learns an approximated dynamics model in an unsupervised fashion by only having access to LiDAR observations.

**RL for autonomous racing.** A large body of research made use of camera images and adopt model-free methods [30], [31], [32]. In [33], the authors used SAC to control a racing car in simulation by feeding the controller with state information and ad-hoc features about the road curvature. To deal with the complexity of continuous action spaces, a common technique is to discretize the domain, but this approach is not scalable.
Another recurrent trend consists of combining MPC and deep RL [34], [35]. However, MPC requires to efficiently perform sampling through the model to scale with respect to the time constraints. Conversely, the adoption of a policy network is more efficient and suitable for an online setting.

**Imitation Learning.** Imitation learning is the process of learning observation-to-action mappings from supervised data [36]. It allows for behavior cloning by data aggregation (Dagger) [37] via supervised learning modes [38], [39] or by inverse RL [40]. Imitation learning has been further adapted to imperfect [41] and incomplete demonstrations [42], [43]. In the context of end-to-end control of autonomous vehicles, learning from expert demonstrations is the dominant choice of algorithm [44], [45], because other RL methods would require efficient simulation platforms to achieve desirable performance [46]. For autonomous racing, as we already have a sample efficient simulator available, we settle to use model-based RL algorithms over imitation learning.

**IV. Adapting Dreamer for Autonomous Racing**

In this section, we revisit Dreamer [2] and discuss its merits for autonomous racing. We present two observation models that we utilize to learn the latent-dynamics model. We then formulate a specialized reward function.

**Introduction.** Dreamer is a model-based deep-RL algorithm that has recently achieved state-of-the-art performance in simulated standard RL benchmarks [2]. Dreamer learns a model of the system dynamics from high-dimensional observations in an unsupervised fashion and uses it to produce latent-state sequences to train an agent using an actor-critic algorithm [2]. Dreamer implements the dynamics model as a recurrent state-space model (RSSM) with both stochastic and deterministic components [5]. It consists of four components, which are all implemented as deep neural networks [2]:

- **Representation model:** \( p_\theta(s_t|s_{t-1}, a_{t-1}, o_t) \) (1)
- **Observation model:** \( q_\theta(o_t|s_t) \) (2)
- **Reward model:** \( q_\theta(r_t|s_t) \) (3)
- **Transition model:** \( q_\theta(s_t|s_{t-1}, a_{t-1}) \) (4)

All components are jointly optimized to maximize the variational lower-bound as follows, where \( D_{KL}(P \parallel Q) \) is the Kullback–Leibler divergence of distributions \( P \) and \( Q \):

\[
\begin{align*}
J'_O &= \ln q(o_t|s_t) \\
J'_R &= \ln q(r_t|s_t) \\
J'_D &= -\beta D_{KL}(p(s_t|s_{t-1}, a_{t-1}, o_t) \parallel q(s_t|s_{t-1}, a_{t-1})) \\
J_{REC} &= \mathbb{E}_p \left[ \sum_t J'_O + J'_R + J'_D \right]
\end{align*}
\]

(5)

In contrast to [2], our representation model uses a multilayer perceptron (MLP) to encode the observations instead of convolutional layers. The reason for this design decision is that LiDAR scans are not as high-dimensional as RGB images, and further compression does not show better performance in our empirical evaluation.

**Observation model.** This model reconstructs observations from latent states and is used only in the training phase to generate learning signals for the representation model. In this work, we propose two observation models for autonomous racing. One simply reconstructs the LiDAR scan, which is analogous to the original model, and the other is based on reconstructing occupancy maps. In Figure [3] we show snapshots of the simulation, the associated LiDAR observation, and reconstructions sampled from these models.

The **Distance reconstruction** model, implemented by MLPs, predicts a Gaussian distribution over the distance measurement of each LiDAR ray from latent states. We call it Dreamer-Distance. Here, the observation is both the representation and reconstructions sampled from these models.

Our novel **Occupancy reconstruction** model attempts to predict an occupancy grid map of the agent’s surrounding based on its current state. Specifically, the model generates the parameters for a multivariate Bernoulli distribution which, for every pixel, models the probability of being occupied. The observation model is implemented using transposed convolutions to construct a 2D grayscale image and is trained by providing patches of the true occupancy grid map. We call the resulting agent Dreamer-Occupancy.

**Actor-critic on latent imagination.** Having first learned a world model from observations, Dreamer then learns a policy purely on latent state-action sequences [2]. This approach allows Dreamer to efficiently produce thousands of training sequences for RL without direct environment interaction, which results in more data-efficient learning. Starting from these imagined sequences, Dreamer uses an actor-critic algorithm to train the agent. The action model (policy) aims to predict the best action while the value model estimates the value for each latent state:

- **Action model:** \( q_\phi(a_t|s_t) \) (6)
- **Value model:** \( q_\psi(v_t|s_t) \) (7)

To trade off bias and variance in value estimation, Dreamer uses an exponentially weighted sum over different horizons [2]. Moreover, the training process leverages the availability of a learned dynamics model by back-propagating through it. This leads to more effective gradient updates.
Fig. 4: Top-view of the race tracks and relative Progress Maps adopted for reward design. Austria (length = 79.45m), Columbia (61.2m), Treilstrasse (51.65m) are used for training, Barcelona (201m) is used only for evaluation. Red circles indicate difficult parts of the track. The red circles show where all model-free agents fail to improve their performance.

Reward shaping. The reward design is critical for learning a policy. Sparse rewards over long episodes makes the learning problem challenging. Starting from a simple approach that rewards agents only when finished the race, we gradually refine the reward to provide a high-density learning signal. The reward signal we propose for this task is defined as

$$c * |p_t - p_{t-1}| = c * \Delta p_t,$$  \hspace{1cm} (8)

where $p_t$ denotes the progress that has been made on the track at time $t$ and $c$ is a constant scalar. When colliding with the wall or other objects, the agent receives a penalty and the episode terminates (see also Figure 2). The progress is computed by a distance transform applied to the gridmaps for each track. This yields a normalized progress estimate for each pixel on the map at a resolution of 5cm per pixel. Therefore, the progress value can be easily queried from these maps given the current pose of the car. In Figure 4 (bottom) we show the precomputed progress maps for each of our tracks. The progress value ranges from 0 (light) to 1 (dark), where a progress of 1 corresponds to one full lap.

V. EXPERIMENTS

Here, we describe our experiments and evaluate the performance of model-free versus model-based RL algorithms.

A. Experimental Setup

For our experiments, we train the agents in simulation before we transfer them to real cars. In the following, we provide an overview of the simulation and real-world setup as well as the training process.

Simulation environment. To simulate a car model, we use the open-source physics engine PyBullet [47]. The car model is a rigid body system based on the URDF model in [48]. Our training environment can simulate a broad set of sensory inputs, such as LiDAR sensors, RGB cameras, and odometry. The model is actuated by applying force to the steering and acceleration joints.

Training pipeline. During training in simulation, we place the agent randomly on the track at the beginning of an episode. Each training episode has a maximum length of 2000 timesteps, resulting in 20 seconds of real-time experience. Agents learn to directly maximize the progress covered in a small, predefined time interval. Observations and actions are normalized. To account for latency experienced during testing and to increase the effectiveness of actions, we repeat each action multiple times. We regularly evaluate the agent by placing it on a fixed starting position for each track and let it run for at most 4000 timesteps (i.e., 40 seconds) and average the maximum progress reached over five consecutive trials. Dreamer is trained for 2 million timesteps. The model-free baselines are trained for 8 million timesteps.

Hardware setup. The hardware platform is the F1TENTH race series [49]. It consists of an off-the-shelf model race car chassis, with a Traxxas Velineon 3351R brushless DC electric motor, which is driven by a VESC 6 MKIV electronic speed controller (ESC). The laser range measurements are produced by a Hokuyo UST-10LX LiDAR sensor. On-board computation and control tasks are performed on an NVIDIA Jetson TX2. The on-board system runs Ubuntu 18.04 as the base operating system and hosts the core services for the Robot Operating System (ROS) stack [50]. To run Dreamer agents on our hardware, we use Docker. A ROS interface node is used to translate observation and action messages. The motor force commands are processed by integration to get the desired speed values. We added an adaptive low pass filter for the steering commands to protect the servo from high frequent steering operations.

Track difficulty. To compare the difficulty of the tracks, we classified them according to several characteristics (as also discussed in [51] and [52]). In particular, we measure the minimal track width, the track length (shortest path), and its minimum curve radius. For curves, we measure the radius of the largest circle that tangentially touches the outside of the curve and also touches the inside of the curve. In Table I we summarize the characteristics of the tracks.

B. Experimental Evaluation

In this section, we present the baseline algorithms and discuss their performance in various racing scenarios. We conduct three different experiments: I) Evaluation of the learning curves of Dreamer and model-free algorithms in simulation, II) Evaluation of the generalization ability by testing the trained models in simulation, and III) Evaluation of the transferability on our real testing platform.

Model-free baselines. We compare the performance of the Dreamer agent against the following advanced model-free baselines: D4PG, an enhanced version of DDPG [7], MPO, a stable off-policy algorithm [9], SAC, an off-policy actor-critic algorithm with less sensitivity to hyperparameters [18], PPO, an on-policy algorithm [8], and PPO-LSTM, the recurrent

| Track   | Min. Width | Length  | Min. Radius |
|---------|------------|---------|-------------|
| Austria | 1.86m      | 79.45m  | 2.78m       |
| Columbia| 3.53m      | 61.20m  | 7.68m       |
| Treilstrasse | 0.89m | 51.65m  | 3.55m       |
| Barcelona| 1.86m    | 201.00m | 2.98m       |
version of PPO using long short-term memory [53]. PPO-LSTM is chosen as a baseline since policies built by recurrent networks demonstrate remarkable performance in learning to control [54], [55], [56], [57]. We tuned the hyperparameters for each baseline algorithm with Optuna [58].

**Learning performance and sample efficiency.** In Figure 5 (left) we show the learning curves of the model-free and model-based algorithms in three different tracks. Except for the simple track Columbia, all advanced model-free methods fail to perform one lap in more complex maps successfully. On the other hand, Dreamer efficiently learns to complete the tasks regardless of the degrees of complexity of the tracks.

As shown in Figure 5, the performance of the Dreamer agents equipped with distance and occupancy reconstruction models are comparable in Austria and Columbia. However, the experiments on Treitlstrasse show better performance with occupancy-map reconstruction, with which the agent can almost complete two full laps over the evaluation-time window. This experiment suggests that the occupancy-map reconstruction speeds up the training process. However, it biases the learning process on the track on which it was trained. This affects the generalization capabilities of the policy, as illustrated in the following experiment.

**Performance on unseen tracks.** In this experiment, we evaluate the cross-track generalizability of the learned policies and demonstrate the domain-adaptation skills of Dreamer. We trained polices on a single, fixed track, i.e., Austria (AUT) and Treitlstrasse (TRT) and reported their evaluation performance on other unseen tracks: Columbia (COL) and Barcelona (BRC). We compare Dreamer to the best-performing model-free policy, MPO, and to a Follow-the-gap (FTG) agent, which is a LiDAR-based reactive method that was successfully applied in past FITENTH competitions [59].

Considering the learning methods shown in Figure 5 (right, top row), all the algorithms can complete the simple track, COL. However, only Dreamer can generalize the racing task and transfer the learned skills to other complex tracks. Generally, policies trained in AUT achieve better performance as they can complete at least one lap in each other track. Conversely, even though TRT contains challenging turns, the trained agents perform poorly on unseen complex tracks (AUT). The reason might be that most turns in TRT have the same direction, and consequently, the trained policy cannot generalize to altered scenarios.

Moreover, we observed that the Dreamer-Occupancy agent shows lower generalization skills compared to Dreamer-Distance. The learned policy results in a more aggressive strategy, presenting a lower lap-time as shown in Figure 5 (right, bottom row). However, the car often gets dangerously close to the track walls. This results in unsafe behavior that increases the probability of collisions. Comparing the performance of Dreamer with the adaptive FTG, we observe similar lap-times on all the tracks. However, the predictable behavior of FTG results in a more stable controller. This is not surprising considering that FTG is a programmed algorithm, and its parameters have been carefully tuned to drive on the most challenging track, AUT. In conclusion, reconstructing the occupancy area allows the agent *overfit* to the track it was trained on. This speeds up learning, but hurts robustness to domain changes and thus worsens generalization.

![Fig. 5: Left: Learning curves of model-free methods (top row) over 8M steps and Dreamers (bottom row) over 2M steps. The dashed lines report the maximum performance obtained by the other algorithms as baselines. Performance averages over 5 runs. Right: Maximum progress and lap time of trained models over different tracks in simulation. The bars show the result averaged over 10 episodes on each track. The delimiters show the minimum and maximum achieved. For Lap-Time results, we consider the best episode that finished one full lap.](image-url)

![Fig. 6: Dreamer’s performance vs. imagination horizon. Batch length =50, and action repeat = 4. n=5.](image-url)
We experimented with different regularization techniques where we tested the agent in reversed direction. We observe that most challenging turn and ran the agent in this configuration. Additionally, we observed that the driving behavior of the car resembles an on-off control law, resulting in unnecessarily curvy trajectories. While this type of behavior is expected for acceleration control [60], it is counterproductive to perform unnecessary steering commands. We experimented with different regularization techniques for continuous control to minimize the steering effort and enforce temporal smoothness, similar to the approaches in [61] and [62]. The resulting policy showed smoother steering commands (see Figure 7) but did not show superior performance compared to the one trained without regularization. The objective for the regularized action model is defined as

$$\mathbb{E}_{p_a,q_\theta} \left[ \sum_{t=0}^{H} r'(V_A(s_t) - \mu_1 |a_t|_2^2 - \mu_2 |a_t - a_{t-1}|_2^2) \right]$$

where $V_A(s_t)$ denotes the original value estimation term, $\mu_1$ and $\mu_2$ are the control effort and the temporal smoothing coefficients, respectively.

**Sim2Real transfer.** In this experiment, we evaluate Dreamer policies with respect to their sim2real transferability. We test trained dreamers deployed on the car in a physical test track. A video demonstrating the driving performance of the Dreamer agent is supplied with the submission. It presents the Dreamer agent completing a full lap in TRT in the forward direction. Then, to evaluate its generalization capabilities, we tested the agent in reversed direction. We observe that even if the agent was not trained in the reversed direction and not directly on the TRT track, the agent can complete a successful lap. Finally, we placed two obstacles after the most challenging turn and ran the agent in this configuration. The Dreamer agents can complete the lap and securely avoid obstacles.

VI. Conclusions

We show that Dreamer, a model-based deep RL algorithm, outperforms several other model-free RL algorithms in simulation. Furthermore, we empirically demonstrate that Dreamer is able to successfully transfer the policy that it learned in simulation to a real-world test environment without the use of explicit domain randomization techniques. Ultimately, we show how observation models and model horizon affect generalization and domain adaptation of learned policies and that model-based agents can enable robust autonomy in real-world settings.

**Why Dreamer?** Dreamer is a comparatively sample-efficient, high-performance deep RL algorithm. Its learned state space model can not only be used for policy learning, but also for trajectory planning approaches [5].

**What are the limitations of this approach?** We observed that our learned policies often resemble bang-bang control [62], which is often not desirable in real-world robotics applications. To avoid this, the objective function of the learning problem has to be carefully designed. Our experiments mitigated its emergence by regularizing the original actor’s loss with action penalties to discourage sharp changes between extreme values. This method relaxed the bang-bang behavior observed in the obtained policies. Furthermore, the lack of structure in the latent space of the world model makes it hard to interpret and is subject to ongoing research. All code, data and appendix are available at: [https://github.com/CPS-TUWien/racing_dreamer](https://github.com/CPS-TUWien/racing_dreamer)
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