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Abstract: Although renewable technologies are progressing fast, there are still challenges such as the reliability and availability of renewable energy sources and their cost issues due to capital intensity that hinder their broad adoption. This research aims at developing a configuration-sizing approach to enhance the cost efficiency and sourcing reliability of renewable energies integrated in microgrids. To achieve this goal, various technologies were considered, such as solar PV, wind turbines, converters, and batteries for system configuration with minimization of net present cost (NPC) as the objective. Grid connection scenarios with up to 100% renewable contribution were analyzed. The results show that the integration of renewable technologies with some grid backup could reduce the levelized cost of energy (LCOE) to about half of the price of the electricity that the university purchases from the grid. Also, different kinds of solar tracker systems were studied. The outcome shows that by using a vertical axis solar tracker, the LCOE of the system could be reduced by more than 50 percent. This research can help the decision-maker to opt for the best scenarios for generating reliable and cost-efficient electricity.
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1. Introduction

Achieving the global aim for access to reliable energy supply and mitigation of emissions requires incrementing renewable technology usage as the only alternative. The worldwide energy sector is facing a quick transition from traditional large centralized electricity generation to decentralized small generation units that can be operated as microgrids [1]. Typically, an urban microgrid is connected to the centralized utility grid, but, in case of power failure or grid stress, it could act as a completely isolated system [2]. Microgrids using integrated renewable energy systems (IRES) in urban areas is a crucial strategy for attaining emission reduction or even net negative emission cities that can seize more carbon than what they emit in total, through supplying their own carbon-free electrical energy [3].

There are several agreements around the world (such as the Paris agreement in 2015) that aim at keeping the global average temperature below 2 °C by changing the ratio of renewable energy and fossil fuels [4]. Those systems commonly use renewable energy resources such as wind, biomass, and solar radiation. Also, by the integration of battery storage (e.g., Li-Ion Batteries), the systems can operate with more flexibility, shift peaks and/or generate electricity during grid outages.

An interesting feature of microgrids is to let prosumers (consumers that also produce energy) actively trade energy in their community and make the local generation and consumption of reliable
and sustainable energy possible. Furthermore, implementing such microgrids in urban areas allows the consumers to make a decision on the type of technology to be used for electricity generation in real time, given there is the use of secure and innovative smart information systems [5]. Zhao et al. [6] studied an operation and optimal sizing of a standalone microgrid in a remote area based on multiple objectives like renewable penetration, life cycle cost, and environmental missions. Their proposed sizing strategy and optimization methodology was applied to the construction of an actual microgrid. Another research has been established by Bhuiyan et al. [7] regarding sizing of an islanded microgrid using Photovoltaic (PV) panels, wind turbines, and battery banks as principal components and also a diesel generator as an auxiliary power to minimize the life cycle cost and ensure that the loss of power supply probability is bounded as a constraint. They also considered the impact of seasonal variation of wind speed on the final configuration and sizing of the system. Two scenarios, one using Weibull distribution for predicting wind speed without considering seasonal variation and the other is using historical load data that includes the seasonality and variation of wind speed in different seasons, have been compared in their study. The same set of components has been assumed by Chen [8] to optimize the installation capacity of a standalone microgrid by considering system reliability and cost as objective functions. They also evaluated the amount of emissions resulting from the designed system.

In 2016, Alsaidan et al. [9] scrutinized the impact of using a variety of battery energy storage with different characteristics in a standalone hybrid system, including a diesel generator, one PV unit, and one wind turbine. They considered several cases with different renewable penetration levels, and their results indicate that battery energy storage sizing and technology selection entirely relies on system configuration, and, as the renewable penetration grows, the extent of unmet load demand reduces, which means the improvement of the reliability of the system. Moreover, referring to their findings, with increasing the renewable penetration, the expansion planning cost decreases. However, this was not true for higher penetrations since bigger battery energy storage systems are required to save the excess power that causes higher investment. Abdulgalil et al. [10] proposed a methodology to increase the reliability of the microgrid through optimal sizing of an energy storage system and integrating it with wind turbines considering wind uncertainties, using Weibull distribution parameters for creating different wind speed scenarios. Their results show that using an optimally sized energy storage system is economically feasible even with considering energy storage system investment cost.

Despite the above benefits, research is still emerging in order to provide a cost-efficient structure with better performance and reliability for the integration of renewable technologies in microgrids. Ramli et al. [11] investigated the optimal PV, inverter, and PV/inverter sizes for a grid-connected PV system in Makkah, Saudi Arabia, by considering the net present cost as the objective function while assessing the excess electricity and emissions of the system. The results show that with a PV-to-inverter size ratio of $R = 1$ and minimizing CO2 emissions, the optimal system could be achieved.

Although the integration of renewable technologies is necessary for low carbon electricity generation, there are still some challenges related to grid management in standalone PV systems in microgrids [12]. Adaramola [13] did a technoeconomic assessment on the feasibility of an 80 kW grid-connected solar PV in the northern part of Nigeria, showing the viability of grid-connected PV in certain locations. Bukar et al. [14] proposed an artificial method called grasshopper optimization to solve the optimal sizing challenges. The objective of their research was sizing the microgrid optimally based on minimizing the loss power supply probability and cost of energy. Regarding the results of their research, the designed microgrid is performed to fulfill the required load demand at zero deficiency of power supply probability and minimum cost of energy. In the proposed microgrid, the photovoltaic systems supply 44% of the electrical demand, while the wind turbines, diesel generator, and battery storage system supply 14%, 16%, and 26%, respectively.

In recent years, several researchers have evaluated the feasibility of microgrids and standalone integrated systems from both technological and economical aspects in rural and urban areas at various scales, including building districts or cities [13,15–23]. However, there are only a few studies on the technical analysis of using solar trackers in microgrids and the evaluation of their performance [24,25].
In 2018, Carballo et al. [26] provided a robust tool for the solar tracking field, decreasing the capital cost associated with typical control systems. They designed a new solar tracking system based on computer vision that implemented in developed economical open-source hardware. Optimal sizing of an islanded PV system under different sun tracking system has been investigated by Krishan et al. [27] to supply electricity for a household in India with a good potential for solar power generation. Considering six different types of solar trackers, the results show that, although the system using dual axis adjustment has slightly higher cost of energy, it acts better in terms of electricity generation by absorbing more solar radiation.

Algarani et al. [28] designed an optimal PV grid-connected system considering different types of solar trackers in order to enhance the performance of the proposed grid-connected system. Their results show that utilizing two-axis solar trackers could generate 34% more electricity in comparison with a fixed system. However, the feasibility of using other sources of energy such as wind and battery storage, and a comparison of standalone systems with grid-connected ones was not assessed in this research.

Designing and sizing an optimal integrated renewable energy system, for both isolated and grid-connected microgrids, and comparing their economic and technological performance is the main objective of this paper. In addition, the economic feasibility of grid-connected systems subject to the choice of solar trackers will be evaluated. To the best of the authors’ knowledge, this is a first attempt in providing a comparison between grid-connected and isolated integrated energy systems with and without solar trackers.

This paper is structured in five sections. Section 1 presents the topic and a comprehensive literature review on the integration of renewable technologies and microgrid. In Section 2, the methodology of the research is explained. Section 3 provides a case study. The results, including the economic, technical, and sensitivity analyses, are explained in Section 4. Finally, the conclusions provide a summary of the paper and suggestions for future work, as presented in Section 5.

2. Methodology

The optimal planning of components in isolated and grid-connected microgrids using solar trackers was considered in this research, accompanied by a sensitivity analysis. The aim is to determine the optimal size of the components for different system configuration scenarios. There are several available energy systems optimization tools such as HOMER (Hybrid Optimization of Multiple Energy Resources) [29], TRNSYS [30], iHOGA [29], and RETScreen [31]. HOMER is a comprehensive software that has been used extensively over the last decade due to its high capability in designing optimal systems and its powerful optimization engine [32]. Considering the flexibility of HOMER to input load data (HOMER can use the input load from different time steps), it was chosen over other tools for this study.

2.1. Optimization Framework

The load demand of the buildings, meteorological data, system configuration, and components, economic factors (e.g., initial cost, operation and maintenance (O & M) cost and replacement cost of the components and also inflation and discount rate) and other constraints such as search space for components are among the inputs to the optimization process. Figure 1 illustrates the proposed framework for optimal sizing and configuration of the microgrid systems with renewable energy integration. The input section that is the feed of the optimization part includes electricity consumption demand of case study, climatic data, selected technologies and their related technical constraints and some pricing information like capital costs, operation and maintenance cost and replacement costs of each technology.
In the optimization stage, the feasibility of generated configurations was analyzed through an iterative process. The evaluation of the optimal configuration is accomplished by optimizing the objective function, which is the net present cost (NPC) of the system. The decision variables are specified based on the available resources of the location and also the amount of energy consumption. In this research, number of wind turbines, size of PV panels and converter, and number of batteries are considered as the decision variables. The defined objective function then is minimized subject to technical constraints of components and load balance, which guarantees the minimum deficiency of the power supply.

Finally, in case of the feasibility of results, the optimizer lists the different configurations starting from least NPC. In the sensitivity analysis, different types of solar trackers are investigated to improve the performance of the system and reduce the cost. Also, an evaluation of the amount of solar fraction using trackers was done. In addition, another sensitivity analysis has been done on the land requirement and also the price of PV.

2.2. Economic Factors

The net present cost (NPC) is used as the main economic metric or objective to rank different configurations. NPC is a subtraction of the current value of all the costs incurred by the system over its lifetime from the present value of all the earnings it gains over its lifetime:

\[ NPC = \frac{C_{\text{ta}}}{\text{CRF}(i,n)} \]  

(1)

where \( C_{\text{ta}} \) is the total annual cash flow of the system, \( i \) is the interest rate, and \( n \) is project lifetime. \( \text{CRF}(i,n) \) is a recovery factor that gives the present value as a function of the annuity and can be expressed as Equation (2):

\[ \text{CRF}(i,n) = \frac{i \times (1+i)^n}{(1+i)^n - 1} \]  

(2)

**Figure 1.** Schematic of the sizing and ranking process for each configuration scenario.
The other economic factor used for comparing different configurations is the levelized cost of energy (LCOE) that illustrates the cost of electricity generated from each IRES over the lifetime per kWh of electrical energy and it can be determined as:

\[
LCOE = \frac{NPC \times CRF(i, n)}{EL_p + EL_{gs}}
\]  

where \( EL_p \) is the primary electricity load used as input data and \( EL_{gs} \) is the total electricity sold to the grid utility.

2.3. Components

Due to the land requirement limitations in urban areas, there are a limited number of options for components configuration for the purpose of generating renewable energy on-site. In this research, solar PV, wind turbine, and converter were considered as the main technologies that are coupled with batteries. Figure 2 shows the schematic of the assumed components in both scenarios.

![Schematic diagram of system configuration and technologies.](image)

**Figure 2.** Schematic diagram of system configuration and technologies.

2.3.1. PV Panels

The generated electricity by PV panels is supplied to the DC line and converted by an inverter to AC power. The total installed cost of PV panels depends on the type of the project (small, medium, or large scale), PV type (polycrystalline, monocrystalline, thin-film), manufacturer, etc. Based on a recent study of eight large scale projects [33], the total installed cost of PV panels ranges from 750 to 1320 USD/kW (excluding inverter price). On that basis, in this paper, 750 USD/kW is considered as a lower estimate for the installed PV panel cost, and 14 USD per year [34] is set for the maintenance of each kW of the installed PV. To provide a sufficient plan for decision-makers, the sensitivity of the installed PV cost with average and maximum limits are also evaluated in the results section. For dealing with the power output reduction caused by dust, shading, and temperature fluctuation and other losses, a derating factor of 80% is presumed. The amount of power output of PV arrays is expressed by the below equation [35–37]:

\[
P_{PV} = P_{rated} \times f_d \times \left[ \frac{I_P(t)}{I_{ST}(t)} \right] \times [1 + \mu_p(T_C - T_{C,ST})]
\]  

where
where $P_{\text{rated}}$ is the rated capacity of PV array (kW), $f_d$ is the derating factor, $I_T(t)$ is the real solar radiation (kW/m²) and $I_{TS}(t)$ is solar radiation under standard condition (kW/m²), $\mu_P$ is power temperature coefficient, $T_C$ and $T_{CS}$ are PV temperatures under real and standard conditions, respectively.

2.3.2. Wind Turbines

Several factors should be considered to correctly choose a wind turbine for a given location [38]. Studying the power curve of turbines is needed to evaluate the power output range for various wind speeds and various wind turbine hub heights (rotors height above the ground). For the urban area of the case study with low wind speeds, a 10 kW EO10 wind turbine (Eocycle EO10) with 2.75 m/s and 20 m/s cut-in and cut-out wind speed and with 16 m hub height was chosen. The initial cost of purchasing as well as the replacement cost of each 10 kW wind turbine was assumed as 30,000 USD and 600 USD considering operation and maintenance cost of a turbine per year [34]. The power output of the wind turbine was evaluated according to the following equation [34]:

$$P_{\text{WT}} = \frac{1}{2} \times \rho \times A \times v_{\text{hub}} \times \eta_g \times \eta_b$$  \hspace{1cm} (5)

where $\rho$ is air density (kg/m³), $A$ is the rotor cross-sectional area (m²), $\eta_g$ is the efficiency of the generator, $\eta_b$ is gearbox efficiency and $v_{\text{hub}}$ is the wind speed at the hub height calculated according to Equation (5) [37]:

$$v_{\text{hub}} = v_{\text{an}} \times \left( \ln \left( \frac{h_{\text{hub}}}{h_{\text{an}}} \right) \right) / \left( \ln \left( \frac{h_{\text{hub}}}{h_0} \right) \right)$$  \hspace{1cm} (6)

where, $v_{\text{an}}$ is the wind speed at anemometer height (m/s), $h_{\text{hub}}$ is the hub height of the turbine, $h_{\text{an}}$ is anemometer height and $h_0$ is surface roughness length.

2.3.3. Converter

To convert the power supplied to DC line to AC, a converter should be considered. The maximum input voltage of the power converters should meet the maximum output voltage of the components. In this study, a power converter with initial and replacement cost of 90 USD per kW, 95 percent efficiency, and 15 years of lifetime is considered [26].

2.3.4. Battery

In an isolated microgrid scenario, a battery is required due to the intermittency of a 100 percent renewable energy system. A generic 1 kWh lithium-ion battery with a voltage of 6 V and 90 percent efficiency is considered in the case study. The initial and replacement cost were both set as 156 USD per kWh [39], and the operation and maintenance is assumed as 10 USD per year for each kWh [40]. Battery lifetime is considered 15 years, while the minimum state of charge during the lifetime is specified as 20 percent. The battery capacity is calculated using the following equation:

$$C_b = DOD \times \eta_b \times \eta_{\text{con}} \times (L \times AD)$$  \hspace{1cm} (7)

where $DOD$ is the depth of discharge that is the proportion of the battery’s discharge to its total capacity, $\eta_b$ and $\eta_{\text{con}}$ are battery and converter efficiency, respectively, $L$ is the overall load demand (kWh/day) and $AD$ is autonomy day that indicates the period of time that battery will last during power outage.
2.3.5. Solar Tracker

With the fast progress of technologies regarding renewable energies, solar trackers are often used to increase the energy yield of solar PV [41]. A tracker can improve the energy output of the PV arrays by up to 40 percent. There are multiple numbers of trackers available in the market. In this paper, the following trackers were considered [42]:

- Horizontal axis solar tracker with continuous adjustment (HAST): horizontal east-west axis rotation with continuous adjustment of the elevation angle;
- Vertical axis solar tracker with continuous adjustment (VAST): the elevation angle is fixed, and panel rotates continuously around the vertical axis;
- Two-axis solar tracker (TAST): panels rotating in both horizontal and vertical axis.

The price of the horizontal, vertical, and two-axis trackers were set 870, 255, and 1000 USD, respectively [28].

3. Case Study

One of the largest buildings at Concordia University, the so-called EV building, located in Sir George Williams Campus in the downtown of Montreal (Quebec), is considered as the case study. Although there have been remarkable efforts to achieve the slogan of Quebec’s most energy-efficient major university for over twenty sequential years [43], the amount of electricity consumption is still very high and also the contribution of local renewable energy in comparison to the total consumed energy is negligible.

There are three metering systems in the EV building that record the electricity consumption of the building every 15 min. The past six years’ records of historical electricity load demand is provided in this study.

3.1. Solar Radiation and Wind Speed

Several valid sources could be used for receiving climatic information like solar radiation and wind speed. In this study, monthly averaged values of global horizontal irradiance (GHI) were downloaded from NASA’s surface meteorology and solar energy database provided based on the records of the last 22 years [44]. As shown in Figure 3, the annual average GHI is 3.52 kWh/m²/day, and, from March to September, the amount of irradiance is more than the average. The amount of solar radiation in summer is high and reaches to 5.61 kWh/m²/day in June, whereas in winter it goes down to less than 2 kWh/m²/day in December.

With respect to the wind speed profile, the monthly average meteorological wind data was estimated at an anemometer height of 50 m above the surface of the earth. As Barrington-Leigh and Ouliaris pointed in their study [45], although some parts of Quebec province have good potential for onshore wind power developments, Montreal, with an annual average wind speed of 4.29 m/s, does not present the ideal weather condition for generating electricity from wind. Nevertheless, there are still good chances of covering the irradiance deficiency in cold seasons since the lowest wind speed occurs in summer and highest in winter, while, from May to September, when the GHI is relatively high, the wind speed is below average. Figure 3 displays how renewable energies can operate complimentarily.
3.2. Load Data

Although a complete set of load data was provided by facility management of Concordia University for a whole year, there was still some data preparation required before the raw data could be used.

3.2.1. Data Preparation

Twelve datasets for each month were received as load data. Each dataset includes 15 features: the two first attributes indicate the date and time step (every 15 min), and the other 13 attributes refer to the electricity that was being consumed in different floors or sections of the building. For example, one of the features declares the amount of electricity consumption on the floor where all Heating, Ventilation and Air Conditioning (HVAC) systems are installed, and the major part of the electricity consumption belongs to this floor. Dealing with more than 45,000 data points in each dataset can be considered as big data. The sizing optimization model needs the total hourly load demand of the building for a whole year using just two attributes of time step (h) and load demand (kW). In addition, the missing data and outliers should be identified before using the data. Data preparation and preprocessing techniques such as outlier detection and removing missing values were done in the Python programming language.

3.2.2. Load Profile

After preprocessing, the final electricity load curve of the building was obtained, as shown in Figure 4a. The load profile follows a similar trend throughout the year with some of the outliers in November, December, and January related to holiday periods with lower electricity consumption. This could be explained by the fact that Concordia University mainly uses natural gas to generate heat during cold seasons, and also that there is an HVAC system that consumes electricity during summer.
3.3. Grid Schedule and Feed-In Tariff

One of the two scenarios analyzed was a grid-connected system. In this system, no storage was considered, and electricity can always be supplied by grid utility if needed. Since the EV building of Concordia University is located in the middle of downtown, and it was already connected to the grid, there is no cost for grid extension and interconnection charge. Also, the capacity of grid sale and purchase was assumed as infinite.

The grid rate schedule was planned at two different rates. The time interval of the highest electrical power demand from the grid, known as peak demand, refers to Hydro Quebec’s definition for peak demand events, and is from 6 a.m. to 9 a.m. and 4 p.m. to 8 p.m. [46]. The other time spans of the day were considered off-peak. Considering a tariff DP, the average price of electricity in Montreal is 0.0894 USD per kWh in off-peak hours, while the cost of purchasing power was assumed 0.12 USD per kWh in peak hours. In addition, the sell-back price of excess electricity to the grid was set at 0.045 and 0.06 USD per kWh for off-peak and peak hours, respectively [46].
4. Results and Discussion

The results of comparing grid-connected and isolated microgrids, as well as analysis of the effect of using solar trackers, will be discussed in the following sections.

4.1. Comparing Grid-Connected and Isolated Scenarios

The three best integrated renewable systems proposed by the optimization engine are shown in Table 1. For the grid-connected scenario, the best configuration is using just PV systems and no wind turbine. As mentioned in the grid feed-in tariff section, the cost of electricity that Concordia University pays is 0.0894 USD per kWh. Employing the best configuration of grid connected scenario, this cost can be decreased to 0.0472 USD per kWh. This means that by investing 15.7 million USD as the initial capital cost required for purchasing and installation of PV panels and converters and connecting the whole system to the grid, the cost of energy could be about 50 percent less than grid electricity cost that currently is being used in the university.

Table 1. Components sizing and economic results of grid-connected and isolated scenarios.

| Scenario   | PV (kW) | Wind Turbine 10 kW (No.) | Converter (kW) | Battery 1 kWh | Initial Capital (MUSD) | Operating Cost (MUSD) | NPC (MUSD) | LCOE (USD/kWh) |
|------------|---------|--------------------------|----------------|--------------|------------------------|-----------------------|------------|----------------|
| Grid Connected |        |                          |                |              |                        |                       |            |                |
| G1         | 19,248  | 0                        | 14,425         | NA           | 15.7                   | 0.667                 | 27.70      | 0.0472         |
| G2         | 19,254  | 3                        | 14,036         | NA           | 15.9                   | 0.655                 | 27.72      | 0.0471         |
| G3         | 0       | 181                      | 0              | NA           | 5.43                   | 1.5                   | 32.4       | 0.0976         |
| Isolated   |         |                          |                |              |                        |                       |            |                |
| I1         | 22,742  | 670                      | 4768           | 102,531      | 53.6                   | 2.43                  | 97.1       | 0.2950         |
| I2         | 59,032  | 0                        | 249,524        | 5735         | 83.7                   | 3.83                  | 163        | 0.4960         |
| I3         | 0       | 1381                     | 15,192         | 315,815      | 92.1                   | 5.85                  | 197        | 0.5990         |

By adding three 10 kW wind turbine in the second proposed configuration, the cost of energy will be even slightly less than the first configuration. As the net present cost of the system was slightly increased, this configuration is ranked second. In the last proposed configuration, the wind turbine is selected as the only component, with no converter, having the wind turbine electrical output directly transferred to the AC line. Although the third proposed system has the highest cost of energy among the three configurations, its cost is still close to the current grid price.

The proportion of electrical generation by PV panels in the G1 configuration in grid-connected scenario varies in different months of the year, depending on solar radiation. Regarding Figure 5, which illustrates the solar fraction in monthly average electrical production, it is clear that the solar fraction is always higher than 50%, even in winter when the amount of solar irradiance is meager.

Figure 5. Monthly average electrical generation by solar PVs and grid.

The PV panels in the system produce electricity during the daylight period, and this interval varies over the year (see Figure 6).
On the other hand, for the standalone scenario with 100% renewables and no grid backup, the situation is different, and the cost of energy for the best-proposed configuration (I1) is more than three times the price that Concordia University now pays for grid electricity. Furthermore, the net present cost of the system is extremely high, which is not appealing for investors.

The best configuration of the isolated scenario maybe even economically feasible in some locations where the price of electricity is more than 0.3 USD per kWh, but, as Quebec has the lowest electricity cost compared to other provinces in Canada [47], this system is not economically feasible. Figure 7 presents a comparison between the two explained scenarios considering the net present cost of each component. The main reason for the high required investment for an isolated microgrid is the high cost for battery storage. Although the progress of battery technology has been very fast during the last decade and the price of batteries has diminished tremendously, storage cost is still one of the main challenges of isolated microgrids.
4.2. Sensitivity Analysis

4.2.1. Solar Tracker

After opting for the first configuration of the grid-connected scenario as the most economical feasible option, there were still some components that could be added to the system to improve its operation and efficiency.

The effect of using three different kinds of solar trackers on the economic aspect of the system is summarized in Table 2.

Table 2. Results of using different solar trackers on system performance and economic factors.

| Tracker Type                        | PV (kW) | NPC (MUSD) | LCOE (USD/kWh) | Excess Electricity (%) | Renewable Fraction (%) | Payback Period (yr) |
|-------------------------------------|---------|------------|----------------|------------------------|------------------------|---------------------|
| Vertical (Continuous Adjustment)    | 19,154  | 26.5       | 0.0388         | 0.53                   | 73.5                   | 7.4                 |
| Horizontal (Continuous Adjustment)  | 1874    | 32.2       | 0.0965         | 0.06                   | 35.7                   | 6.5                 |
| Two Axis                           | 1967    | 31.6       | 0.0943         | 0.30                   | 37.6                   | 6.9                 |

The following interesting points can be interpreted from Table 2:

- Horizontal and two-axis solar tracker were not economically feasible and raised the cost of energy and net present cost of the system. Using vertical trackers not only reduces LCOE and NPC by about 10 cents and more than one million USD, respectively, but also can improve the total performance of the system by increasing the renewable fraction of the IRES from 68% to 73.5%. It can also make this system much more appealing for investors by lowering the return on investment from 12 years to 7.4 years.

- For the horizontal and two-axis trackers, the excess electricity and the payback period of the system were decreased. Regarding Figure 8, with these trackers, the configurations change to the grid centered with a low renewable fraction. On the other hand, for the vertical trackers, due to their good economics, the optimal decision accounts for the use of more kW of PV panels, and thus, the PV output increases, as seen in Figure 9.

Figure 8. Comparing the net present cost of systems using different solar trackers and without solar tracker categorized by components.
4.2.2. Land Requirement

The evaluation of the required space for local renewables is one of the essential tasks of designing microgrids for urban areas. Typically, the roof area of a building is the main zone used for installing the components. Concordia University’s available roof area for its main buildings in the downtown campus was extracted from the CityGML 3D data model of Montreal, as listed in Table 3.

Table 3. Available roof area for installing components.

| Building Name | Available Roof Area (m²) |
|---------------|--------------------------|
| EV            | 5790                     |
| John Molson   | 2457                     |
| GM            | 1598                     |
| Library       | 5939                     |
| H Building    | 5074                     |
| FB            | 3629                     |
| Total         | 24,487                   |

Regarding Table 1, 19,248 kW of PV was needed for the best configuration of the grid-connected scenario. Assuming 1 kW/m² irradiance and 16.4% efficiency of the panels, about 6 m² area is needed for installing 1 kW PV panels [48]. Hence, the land requirement will be about 115,488 m². As presented in Table 3, the total available roof area of all campus buildings is only 24,487 m². Therefore, it seems that land requirement is one of the substantial challenges that need to be addressed. Reducing the size of the local PV generation leads to lower solar fractions and less amount of excess electricity generated. A sensitivity analysis was done for different amounts of excess electricity and the resulting sales capacity to the grid, as summarized in Figure 10.

Although the LCOE of the system will be nearly doubled with decreasing the amount of sales to the grid, the required land could be reduced from 192,480 m² to about 30,000 m². Another option of reducing land requirements is the use of solar trackers. In this sense, a sensitivity analysis was also done to capture the impact of vertical solar trackers.

Figure 11 shows that using a vertical solar tracker reduces the required land (to about 24,000 m²) as well as LCOE in comparison with not using a tracker.
Figure 10. Land requirement and levelized cost of energy (LCOE) change of the system with different sales capacity. Although the LCOE of the system will be nearly doubled with decreasing the amount of sales to the grid, the required land could be reduced from 192,480 m² to about 30,000 m². Another option of reducing land requirements is the use of solar trackers. In this sense, a sensitivity analysis was also done to capture the impact of vertical solar trackers.

Figure 11. Land requirement and LCOE change of the system using vertical solar tracker with different sales capacity. Figure 11 shows that using a vertical solar tracker reduces the required land (to about 24,000 m²) as well as LCOE in comparison with not using a tracker.

The outcome of land requirement sensitivity analysis shows that in case of land limitation, that usually occurs in dense urban areas, by reducing the sales to the grid, the system size and required space can be decreased accordingly. In addition, the results show that, even with zero sales of electricity to the grid, the designed system is still economically feasible and competitive with current means of supplying electricity to university buildings. Furthermore, using a vertical solar tracker could also make the designed system more viable and practical as the required land is even less than the available roof area of the university.
4.2.3. The Installed Cost of PV

As mentioned in prior sections, the cost of PV depends on different factors creating various ranges. Therefore, as the impact of PV cost on the final cost of energy and configuration of the system is considerable, the evaluation of this effect is essential. In a recent study in 2018 [33], the total installed cost of PV panels ranges from 750 to 1320 USD/kW. In this research, 750 USD/kW was considered as the final price of installed PV panels. The effect of changing this price to the average or maximum values of the above-mentioned range of LCOE is evaluated and presented in Figure 12.

![Figure 12. Change of LOCE of the G1 configuration with installed cost of the PV.](image)

By using the maximum value of the above-mentioned range, the cost of energy doubles, however, the final LCOE still remains comparable/competitive to the grid electricity price.

5. Conclusions

This paper analyzed the economic optimization of renewable energy supply for a University Campus Building in Montréal, Canada, for microgrids with variable renewable fractions. Different sizing and various configuration scenarios of renewable energy systems were evaluated, showing that a grid-connected scenario with high renewable fractions and no battery storage is the best option considering the economic aspect as the objective of the research. Using the grid backup scenario could reduce the cost of electricity by about 50 percent compared with the grid electricity price in Quebec.

The impact of solar trackers was also analyzed, considering that the land requirements for high renewable fractions are mostly higher than the available roof spaces. While horizontal and two-axis solar trackers were not economically feasible, vertical trackers improved the system performance in both technical and economic aspects and also raised the fraction of renewable generation.

The impact of reducing excess electricity sales to the grid and using solar trackers on the needed area for PV panels was also discussed. The results show that decreasing the required land for the installation of PV panels is possible, and although it raises the final LCOE of the system, the system still remains economically feasible.

This study can be extended in a number of directions. The land requirement could be considered as a constraint in the optimization model, and its sensitivity and impact on the final sizing and configuration of the system can be further investigated. Moreover, the feasibility of using other components such as fuel cells or a small scale biomass gasifier plant in the microgrids could be explored. Also, the model is based on electricity supply and pricing in Quebec, with the presence of a
centralized (and monopoly) firm, Hydro Quebec. As such, the configuration-sizing model could be extended to account for dynamic, oligopolistic, or decentralized pricing schemes. Finally, a multicriteria decision-making approach can be adopted as an extension to the proposed model to incorporate technical aspects such as capacity and area requirement, flexibility and reliability; economical aspects such as initial and operating cost; and environmental aspect such as reduction of carbon emission collectively to design a robust building-integrated green energy system in urban areas [49].
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