Interfacial dynamics in demixing systems with ultralow interfacial tension
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Abstract. We report measurements on fluid–fluid phase separation in a colloid–polymer mixture, which can be followed in great detail due to the ultralow interfacial tension. The use of the real-space technique, laser-scanning confocal microscopy, leads to clear, well-defined images making quantitative comparisons to theory possible and being highly instructive. Simple scaling arguments are given why, in experiment, three steps of the phase separation can be observed: an interfacial-tension-driven coarsening, gravity-driven flow and finally the interface formation. All these processes are observed in a single experiment. The first stage can be quantitatively described by viscous hydrodynamics. Coarsening occurs through pinch-off events. The second stage begins at a typical size of \( \sim 2\pi \) times the capillary length reminiscent of the Rayleigh–Taylor instability. The liquid phase breaks up and becomes discontinuous. There is strong directional flow in the system, but the Reynolds’s number remains much smaller than unity. Finally, the macroscopic interface is formed, growing upwards, with a velocity comparable to the coarsening velocity in the initial stage. Again, viscous hydrodynamics apply with a characteristic velocity of the interfacial tension over the viscosity.

¹ Author to whom any correspondence should be addressed.
1. Introduction

The study of the morphology and kinetics of phase separation processes follows a long tradition and remains of fundamental importance [1]. The early initial stages of the phase separation are determined by the underlying free-energy landscape, whereas the observed morphology kinetically depends on characteristic fluid properties as well [2], of which the viscosity and interfacial tension are the most important ones. Here, we present a real-space study of the effects of an ultralow interfacial tension on the phase separation kinetics in a fluid–fluid demixing colloid–polymer mixture. This is not only of fundamental importance, but has industrial relevance as well. For example, in the food industry, extensive use is made of the properties of polymers, e.g. to invoke gelation [3], and adding these to food suspensions leads effectively to colloid–polymer mixtures [4].

Phase separating colloid–polymer mixtures are well known to display a behaviour similar to molecular fluid–fluid demixing systems [5]. The coexisting phases are a colloidal liquid (rich in colloid and poor in polymer) and a colloidal gas (poor in colloid and rich in polymer). The origin of the phase separation lies in the entropy-driven attraction between the colloids, which is mediated by the polymers [6, 7]. It is known from experiment [8]–[11] and theory [12]–[14] that in such systems the interfacial tension $\gamma$ scales as $\gamma \sim k_BT/d^2$, with $k_BT$ the thermal energy and $d$ particle diameter, leading to ultralow values for the interfacial tension.

We use laser-scanning confocal microscopy (LSCM) to follow the processes of phase separation. This real-space technique leads to clear, well-defined images of the several stages of phase separation. Hence, the purpose of this paper is to study the effects of the ultralow interfacial tension and present images and movies which we believe to be instructive and might assist in a further development of theories on demixing.

Experimentally, the phase-separation process can roughly be divided into three stages, which will be made apparent by a consideration of the relevant length- and timescales in demixing systems (section 2). Once the sharp interfaces have been formed, the interfacial tension drives the coarsening of the spinodal structure (section 4), which is followed by a gravity-driven collapse and flow of the spinodal network (section 5) and finally, a sharp macroscopic interface is formed and the phase separation is completed (section 6). These sections will be preceded by a brief description of the experimental system and methods (section 3) and our findings will be summarized in section 7.
2. Length- and timescales

In the unstable region of the phase diagram each density fluctuation in an initially homogeneous system is energetically favourable, but fluctuations with large wavelengths and hence shallow-density gradients are thermodynamically more favourable, whereas for short wavelengths particles only have to diffuse over short distances. This competition leads to a fastest growing mode \( q_m \) within the framework of Cahn–Hilliard theory of [15]–[18]

\[
q_m^2 = -\frac{1}{2\kappa} \left( \frac{\partial \mu}{\partial n} \right),
\]

where \( \kappa \) is the Cahn–Hilliard square-gradient coefficient [15, 16] (like the van der Waals square-gradient coefficient), \( n \) the overall number density and \( \mu \) the chemical potential. The wavelength \( L \equiv 2\pi/q_m \) that follows from (1) is a few times the particle diameter \( d \) for colloid–polymer mixtures away from the critical point, of similar magnitude as for example estimated by van Aartsen for demixing polymer–polymer mixtures [19] and which we here estimated by using the theory presented in [20]. As time proceeds the system approaches its equilibrium densities and the gradients in the density get steeper [21].

At the same time the system coarsens and \( L \) grows in the diffusive regime as [22]

\[
L(t) = \left( \frac{k_BT}{\eta t} \right)^{1/3}.
\]

A simple way to understand this diffusive coarsening is by considering the velocity of an object of size \( L \) driven by chemical potential gradients of magnitude \( \propto k_BT/L \), i.e.

\[
\frac{dL}{dt} = -\nabla \mu f \propto \frac{k_BT}{\eta L},
\]

with \( k_BT \) the thermal energy, \( f \) the friction of magnitude \( \eta L \) and \( \eta \) the viscosity. Integrating (3) immediately leads to (2).

Upon the formation of sharp interfaces, the interfacial tension \( \gamma \) starts playing a role. Here, we will follow didactic derivations of especially Sigia [22] and Bray [23]. A more extended scaling analysis is given by Kendon et al [24]. The dynamics are governed by the Navier–Stokes equations

\[
\rho D_t \mathbf{u} = \eta \nabla^2 \mathbf{u} - \nabla p - g\Delta \rho \epsilon_3,
\]

The left-hand side of (4), with \( \rho \) the mass density, \( D_t \) the material derivative and \( \mathbf{u} \) the velocity, captures the inertial terms and is much smaller than the viscous dissipation—the first term of the right-hand side of (4)—if the Reynold’s number is small. The last term accounts for the hydrostatic pressure where \( g \) is earth’s constant of acceleration, \( \Delta \rho \) the mass density difference between the two phases and \( \epsilon_3 \) a unit vector pointing along gravity. For small \( L \), gravity is not yet important and the interplay between viscous dissipation and gradients in the pressure \( p \) due to the Laplace pressure,

\[
\eta \nabla^2 \mathbf{u} \propto \eta \frac{1}{L^2} \mathbf{u} \quad \text{and} \quad \nabla p \propto \frac{1}{L} \gamma.
\]
leads to a (capillary) velocity in the viscous hydrodynamic regime of

\[ u \propto \frac{\gamma}{\eta} \]  

(6)
of which the prefactor was estimated to be \( \sim 0.1 \) [22]. In extensive computer simulations of two incompressible fluids of maximal symmetry, i.e. identical viscosity, density and volume fraction of the two fluids, this prefactor has been determined for the first time and was found to be 0.072 [24, 25]. The magnitude of this interface velocity becomes comparable to the diffusive coarsening velocity of (3) at a cross-over length of [22]

\[ L \propto \sqrt{\frac{k_B T}{\gamma}}. \]  

(7)

From there on the system coarsens linearly with time proportional to (6).

At a Reynold’s number \( Re = \frac{\rho u L}{\eta} \) of order one, inertial terms start playing a role. Using the capillary velocity (6) as the characteristic velocity we find that at a cross-over length of

\[ L \propto \frac{\eta^2}{\rho \gamma}, \]  

(8)

the inertial hydrodynamic regime is entered (see for example [23]). The balance between gradients in pressure (see (5)) and inertia

\[ \rho D_t \mathbf{u} \propto \rho \frac{L}{t^2} \]  

(9)

then leads to a coarsening of [23]

\[ L(t) \propto \left( \frac{\gamma}{\rho t^2} \right)^{1/3}. \]  

(10)

This \( t^{2/3} \)-regime was first predicted by Furukawa [26]. Finally, the gravity term in (4) becomes as large as the Laplace pressure (5) at [22],

\[ L \propto \sqrt{\frac{\gamma}{g \Delta \rho}} \equiv l_{cap}, \]  

(11)

which is precisely the capillary length \( l_{cap} \) and the phase separation becomes gravity-driven.

During this gravity-driven flow, we find in our experiment that one of the phases becomes discontinuous—in our case the heavy liquid phase—and the interface emerges at the bottom of the container. Individual droplets sediment towards the emerging interface. They form a structure of droplets on top of each other which resembles a foam. For ultralow interfacial tensions, the coalescence is governed by viscous forces and inertial terms do not play a role. Again, the capillary velocity (6) sets the velocity scale and after all droplets of both phases have coalesced, the system is fully phase-separated.

In molecular systems, where the interfacial tension is relatively large, inertial terms may be expected to become important at lengths smaller than the capillary length (for estimates of
the lengths in both molecular and colloid–polymer mixtures, see for example [10]). However, in experiments with molecular fluids, the inertial regime has not yet been observed [1]. Of course, the prefactor of (6), i.e. 0.072, can be used in the estimate of (8), and this postpones the inertial regime to larger lengthscales, although this factor alone does not suffice as explanation. In the aforementioned simulations [24, 25, 27], in which the inertial regime is observed, it is clearly found that inertial terms do not become dominant immediately at \( Re = 1 \). The cross-over from the viscous to the inertial hydrodynamic regime is very broad and inertia becomes dominant at much larger Reynold’s numbers. In that case the length scales are much larger as well, of the order of the capillary length, and gravity comes into play, which provides a further explanation of the lack of experimental evidence for the occurrence of the inertial regime. In clear contrast to molecular systems, colloidal systems are expected to remain for long periods of time in the viscous regime and—following the above scaling arguments—gravity-driven flow occurs well before the inertial regime. Furthermore, during the interface formation inertial terms do not play a role in the case of colloid–polymer mixtures.

3. Experimental system and method

We prepared fluorescent poly(methylmethacrylate) (PMMA) colloidal spheres following the method of Bosma et al [28] slightly modified by using cis/trans-decalin (Merck, for synthesis) as the reaction solvent. The (dynamic light scattering) radius \( R_c \) was 25 nm and the polydispersity was less than 10\%, estimated from scanning electron microscopy images. A commercially available polymer polystyrene (Fluka) was used with a molecular weight \( M_w = 233 \text{ kg mol}^{-1} \) \( (M_w/M_n = 1.06, \text{ with } M_n \text{ the number average molecular weight}) \) and a radius of gyration \( R_g \) of \( \sim 14 \text{ nm} \) (calculated from data in the literature [29]). Both species were dispersed in decalin and since all densities were known, mass fractions could be directly converted to volume fractions of colloids, \( \phi_c = \frac{4}{3} \pi R_c^3 n_c \), and of polymers, \( \phi_p = \frac{4}{3} \pi R_p^3 n_p \), where \( n_c \) and \( n_p \) are the number densities of colloids and polymers, respectively. Samples were prepared by mixing colloid- and polymer-stock dispersions and diluting with decalin. At high polymer concentrations, it took a few hours before the system phase-separated completely, at intermediate concentrations about 15 min and very close to the binodal again up to hours. The resulting macroscopic interface was always very sharp. In principle, the size ratio \( q = R_g/R_c = 0.56 \) allows for the observation of gas, liquid and crystal phases [30], but only gas–liquid phase coexistence was observed. The complete phase diagram has been published elsewhere [31]. Fluid–crystal coexistence was possibly suppressed by the polydispersity of the spheres as is often the case in systems with small spheres and the system gelled instead of displaying a crystal phase at relatively high polymer concentrations.

To study the colloid–polymer mixtures, we used a laser scanning confocal head (Nikon C1) mounted on a horizontally placed light microscope (Nikon Eclipse E400). Large glass cuvettes (of volume \( \sim 1 \text{ cm}^3 \)) with extra thin cover glass walls (0.17 mm thick) were fabricated in our laboratory. The microscope detects the fluorescence of excited dye in the colloids, while the solvent and polymers remain dark. Hence the colloidal-rich phase (liquid) appears bright, whereas the colloidal-poor phase (gas) appears dark. We used low numerical aperture objectives in order to have a larger field of view and to obtain some three-dimensional information instead of imaging only a very thin slice.

In the present paper, we focus on a sample with \( \phi_c = 0.076 \) and \( \phi_p = 0.50 \), which is reasonably close to the critical point. The complete phase separation took about 20 min, of which
the initial coarsening took 50 s (section 4), the gravity-driven flow in the middle of the sample 5 min (section 5) and the interface formation the remaining time (section 6). Other statepoints show basically similar behaviour, except if close to the binodal the metastable region is entered where phase separation proceeds via nucleation and growth. We obtained an interfacial tension of $\gamma = 2 \times 10^{-7} \text{N m}^{-1}$ by analysing the thermally induced capillary waves in a similar manner as done in [11] and a capillary length of $l_{\text{cap}} = 17.6 \mu\text{m}$ by measuring the colloidal gas–colloidal liquid interfacial profile close to a wall [10]. The densities of the gas and liquid phases have been measured with an Anton Paar density metre resulting in a density difference of $\Delta \rho = 53 \text{kg m}^{-3}$ and via (11) to $\gamma = 1.6 \times 10^{-7} \text{N m}^{-1}$, in good agreement with the capillary wave approach. Furthermore, the viscosities of the two phases have been measured on an Anton Paar Physica MCR300 rheometer giving $\eta_G = 8 \text{mPa s}$ for the gas (G) phase and $\eta_L = 31 \text{mPa s}$ for the liquid (L) phase (slightly larger than the value reported in [31]). Finally, the diffusion coefficients in the gas and liquid phases have been measured by performing real-space fluorescence recovery after photobleaching experiments as explained in more detail in [31, 32]. The diffusion coefficient in the liquid phase was $D = 4.9 \times 10^{-13} \text{m}^2 \text{s}^{-1}$ and in the gas phase $D = 1.9 \times 10^{-12} \text{m}^2 \text{s}^{-1}$, measured after the phase separation is completed.

During the homogenization of the colloid–polymer mixture, air bubbles can be present in the system. When they escape, the spinodal structure is destroyed and this immediately leads to individual drops. Besides that, in the top of the sample drops are formed much earlier. Therefore, we carefully homogenized the sample to minimize the number of air bubbles and always imaged at the final interface position.

4. Initial phase separation

Directly after homogenization, the phase separation starts. From the bicontinuous structure in figure 1 it is immediately clear that the system separates through spinodal decomposition. Already in the first images, which are taken 3 s after homogenization, the interfaces are sharp and the system coarsens linearly with time as will be shown below. This is similar to the observations made in [33], where the focus of the work lay on the initial stage of phase separation. From the estimates of (1) and (7), we find that the linear-response region of Cahn–Hilliard theory takes a very short time, as does the diffusive regime with the $t^{1/3}$ coarsening. Colloids only have to diffuse over a few times their own diameter before the viscous hydrodynamic regime is reached. From the colloidal diffusion coefficients in the gas and liquid phases (section 3), we see that the viscous regime is reached in less than a second and therefore the preceding regimes are not observed.

The system can coarsen via coalescence or pinch-off events. In two-dimensions such events are similar, but in three-dimensions they are distinctly different and here the system mostly coarsens through pinch-off. In the bottom row of figure 1 such an event is marked and the insets in figure 1(e) show a zoom-in of this event. During a pinch-off, the liquid bridge drains and snaps more or less symmetrically at a certain point. According to simulations by Cates and co-workers [27], the retracting tips might evaporate a bit, but we do not have sufficient space and time resolution to determine this. There is no recoil and an overdamped relaxation. By carefully inspecting movie 1 many more similar events can be observed, especially of snapping liquid necks surrounded by gas phase, since the liquid has a stronger fluorescence than the gas phase.

The collective overdamped motion of the interface leads to a coarsening of the spinodal structure. One possible way to analyse the structure was clearly demonstrated by
Figure 1. LSCM images (1400 × 1400 µm²) of a phase separating colloid–polymer mixture. Gravity points downwards (in all images). Directly after homogenization a spinodal structure is observed ((a) \( t = 3 \) s), which immediately coarsens in time ((b) \( t = 7 \) s) and ((c) \( t = 11 \) s). From ((d) \( t = 22 \) s), it is evident that coarsening occurs through pinch-off instead of coalescence and one can follow such events in time ((e) \( t = 33 \) s) and ((f) \( t = 45 \) s). The white circle marks such an event, which becomes more apparent by carefully studying movie 1. The insets (109 × 109 µm²) zoom in on the pinch-off event (from left to right, \( t = 29, 33, 37 \) s).

Hashimoto et al [34], who, in a first-time study, performed LSCM experiments on spinodally demixing polymer mixtures and paid special attention to the topology of the spinodal structure. Here, we are interested in the coarsening rate, which can best be quantified by performing discrete Fourier transforms of the LSCM images, see for example the inset of figure 2(a), which shows the Fourier transform of figure 1(c). The Fourier transforms are radially averaged (see figure 2(a)). In [31] we showed that the structure factors obtained in such a manner scaled dynamically and that the shape of the curves followed predictions by Furukawa [35], which is also the case for the present state-point, but it is not the topic of the article.

The position of the maximum intensity shifts inwards as a function of time. The position \( k_{\text{max}} \) corresponds to a length \( L = L_{\text{image}} / k_{\text{max}} \), where \( L_{\text{image}} \) is the image width. In figure 2(b), \( L \) is plotted as a function of time. There is an initial linear increase in time; \( L \) coarsens with a velocity of 1.94 µm s\(^{-1}\) over the first 30 s. For longer times determining the typical size \( L \) by Fourier transforming becomes more unreliable. From (6) and the quantities for the interfacial tension and the viscosities (section 3) a velocity of \( \gamma/\eta_L \sim 6 \) µm s\(^{-1}\) up to \( \gamma/\eta_G \sim 25 \) µm s\(^{-1}\) is obtained, which is directly connected to the measured coarsening velocity, but in a complicated manner. As mentioned in section 2 direct simulations [24, 25] point to a prefactor of 0.072 in (6),
but the simulations were performed for a symmetric fluid–fluid mixture of equal viscosity, which is not the experimental situation. Considering the spinodal structure as constructed from many individual fluid (both gas and liquid) cylinders can shed some light on the different terms at play. The breakup rate of a viscous cylinder surrounded by another viscous fluid depends on both the viscosities, the initial distortions and the radius of the cylinder [36]. Taking only the inner viscosity into account gives a reasonable estimate of the breakup rate [37] and leads to $\gamma/\eta_L$ for liquid and $\gamma/\eta_G$ for gas cylinders. For cylinders, the prefactor of (6) can become of the order of 0.01 or smaller [37], but the prefactor might be much larger given the already heavily curved (i.e. distorted) interconnected structure in the spinodal case. Finally, since there is eventually approximately 70% gas and 30% liquid phase, the gas phase must consist of thicker ‘cylinders’, which break up slowly. Since both phases initially stay continuous, both breakup rates, and hence both velocities ($\gamma/\eta_L$ and $\gamma/\eta_G$) might play a role. The measured velocity is thus a non-trivial combination of the aforementioned terms, eventually leading to $1.94 \mu m s^{-1}$.

5. Gravity-driven flow

The spinodal structure starts to collapse under its own weight after about 36 s at $L = 75 \mu m$. There is still some coarsening. From about 49 s, i.e. $L \sim 100 \mu m$, the scattering rings flatten off and there is a clear gravity-driven flow (see figure 3(a)). The cross-over from the viscous regime to the gravity-driven regime is not sharp, but takes about 15 s. Since relatively heavy and light materials are mixed together, the gravity-driven flow is reminiscent of the Rayleigh–Taylor instability [38, 39]. In our case, the fastest growing mode of the Rayleigh–Taylor instability is larger than the capillary length, but modes with wavelengths of $2\pi l_{cap}$ are already unstable, in good agreement with the observations and the scaling estimate (11).
figure 3. lscm images (1400 × 1400 µm²) of gravity-driven flow in a phase separating colloid–polymer mixture. in ((a) t = 56 s) the spinodal structure is collapsing under its own weight leading to strong flow in ((b), (c) and (d): t = 72, 89 and 106 s, respectively). not much coarsening occurs. (d) the onset to a transition with vertical lanes is observed. ((e) t = 134 s) and ((f) t = 178 s) individual droplets become more apparent. the white box in (e) marks a rayleigh instability. see also movie 2.

from then on there is a strong flow as well as backflow in the system (see figures 3(b) and (c)). sedimenting objects drag other objects along with them leading to directional flow (lane-like structures) and larger sedimenting objects. the largest droplet-shaped objects have a maximum thickness of ∼200 µm and sediment with a velocity of up to about 70 µm s⁻¹. the reynolds number, however, remains much smaller than one (∼10⁻³). there is not much coarsening in the width of the lanes as can be seen by comparing the structures in figures 3(c) and (d). the vertical lanes have a width of about 100 µm decreasing to 30 µm at later times. for the present statepoint, the liquid phase is the minority phase occupying approximately 30% of the volume. it breaks up, whereas the gas phase remains continuous. during the flow, a transition to regular lanes of heavy phase going down and light phase going up can occur as seen in a mixture of teflon spheres and xanthan polymer [40, 41] and in a mixture of silica colloids and poly(dimethylsiloxane) in cyclohexane [10]. recently, wysocki and löwen theoretically studied similar phenomena in driven colloidal mixtures and found for not too large driving forces good agreement with the classical rayleigh–taylor instability [42]. such a formation of lanes is clearly a very efficient way to separate the phases. in experiments under shear such lanes are often observed, see for example [1, 43, 44], and in the present system the onset of the transition is observed, see figure 3(d), but does not reach the point of distinct lanes. apparently, either gravity is not strong enough to drive this transition or it takes too long, such that most of the material has already separated.
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During the flow not many individual drops are formed. Only at the final stages of the flow more and more droplets can be observed (see figures 3(e) and (f)). The liquid cylinders are then thin enough that a Rayleigh instability [38] can grow and cause breakup, indicated by the white box in figure 3(e). Furthermore, the sedimenting objects disturb each other and this causes additional breakups.

6. Macroscopic interface formation

In the present example, the interface grows from the bottom. The elongated drops become more spherical again close to the forming interface, while the gravity-driven structure is still present well above the interface. At the end of the gravity-driven flow, drops coalesce with their bulk phase (see figure 4). Gas droplets inside the liquid phase follow the same pattern. The coalescence is a three-step process; the continuous phase drains, a first connection is made and the material is pushed into the bulk phase. The first step is time consuming: the rate of thinning of the continuous phase is proportional to the viscosity of the continuous phase and to the fourth power of the exposed length of the droplet [45]. In the second step, the dynamic roughness of fluid interfaces plays an important role and facilitate the formation of a connection [11]. Moreover, rising gas bubbles induce the breakup as can be seen in figures 4(e)–(g). In the third step, the
dynamics are initially governed by viscous hydrodynamics leading to a linear time dependence of the coalescence [46]. Since the interfacial tension is so small, this remains the case and inertia does not become important. In case of molecular fluids it does [47].

In the last stages of the interface formation, the interface rises with a velocity of approximately $1.5 \mu m s^{-1}$, very similar to the coarsening velocity in the viscous hydrodynamic regime, i.e. proportional to (6). Structurally, it is similar to the collapse of an inverse foam. Finally, a sharp interface is formed (see figure 4(d)). Some individual drops still have to coalesce, especially small droplets. Their sedimentation velocity ($6.4 \mu m s^{-1}$ for a droplet of radius $20.5 \mu m$) is in good agreement with the modified Stokes equation for sedimenting spheres with a finite viscosity [38].

7. Conclusion

Simple scaling arguments have been given for the consecutive stages of fluid–fluid phase separation in a colloid–polymer mixture. In principle, a different route is expected to be followed compared with that in molecular systems, where the inertial regime is entered before gravity-driven flow, although in experiments with molecular fluids, the inertial regime has not yet been observed. The scaling arguments make evident that in experiments three successive steps can be observed. In the first step, the spinodal pattern coarsened by means of pinch-off events. The preceding linear Cahn–Hilliard regime and the diffusive regime were experimentally not observed. Colloids only have to diffuse over a few times their own particle diameter to reach the viscous regime and this is rapidly so, as can be understood from the diffusion coefficients. In fact, only in a few systems the linear Cahn–Hilliard regime has been observed, e.g. in polymer–polymer systems [48]–[50], and the cross-over between the diffusive and the viscous regime has been observed for example in [51, 52] for binary fluid mixtures.

By Fourier transforming the LSCM images the characteristic size $L$ was seen to increase linearly with time proportional to $\gamma/\eta$ (6), the characteristic velocity in the viscous hydrodynamic regime, although the prefactor and the precise definition of $\eta$ in (6) are difficult to estimate given the large number of terms at play and the complexity of the spinodal structure. At a typical size $L \sim 2\pi l_{cap}$, the structural collapsed due to gravity, which is reminiscent of the Rayleigh–Taylor instability. There was still some coarsening. The minority phase, the liquid, broke up and became discontinuous for reasons possibly related to the breakup rates of fluid cylinders. Due to the flow, the liquid and gaseous material quickly separated and the interface grew upwards via droplet coalescence. The growth rate was similar to the coarsening rate in the initial stage and the system remained in the viscous hydrodynamic regime. Finally, the use of LSCM leads to clear and well-defined images and movies, which are instructive and might inspire further theoretical development.
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