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SUMMARY Research on adversarial examples for machine learning has received much attention in recent years. Most of previous approaches are white-box attacks; this means the attacker needs to obtain before-hand internal parameters of a target classifier to generate adversarial examples for it. This condition is hard to satisfy in practice. There is also research on black-box attacks, in which the attacker can only obtain partial information about target classifiers; however, it seems we can prevent these attacks, since they need to issue many suspicious queries to the target classifier. In this paper, we show that a naive defense strategy based on surveillance of number query will not suffice. More concretely, we propose to generate not pixel-wise but block-wise adversarial perturbations to reduce the number of queries. Our experiments show that such rough perturbations can confuse the target classifier. We succeed in reducing the number of queries to generate adversarial examples in most cases. Our simple method is an untargeted attack and may have low success rates compared to previous results of other black-box attacks, but needs in average fewer queries. Surprisingly, the minimum number of queries (one and three in MNIST and CIFAR-10 dataset, respectively) is enough to generate adversarial examples in some cases. Moreover, based on these results, we propose a detailed classification for black-box attackers and discuss countermeasures against the above attacks.
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1. Introduction

The growth of neural networks and their related techniques have improved accuracy in various tasks. In particular, models based on Convolutional Neural Networks (CNNs) show good performance in the fields of image recognition etc. CNN based models have many applications such as autonomous driving [1], malware classification/detection [2], [3] etc. On the other hand, the spread of a technology to the real world also increases the benefit for attacking it. Image recognition by CNNs is not an exception. There are many scenarios in which adversaries can take advantage of causing misrecognition. For example in autonomous driving, the adversary may intentionally cause traffic accidents by modifying traffic signs. Therefore, we should study attacks on CNNs themselves and countermeasures against them to enable use of CNNs in many real-world scenarios. Security in machine learning has been studied for a long time (e.g., [4]). In particular, we focus on maliciously crafted data called Adversarial Examples [5] in this paper. Since this perturbation is relatively small, it does not affect recognition by humans; however, (machine) classifiers misrecognize them with high confidence.

There have been many methods for generating adversarial examples a lot [6]–[11]. Many of these assume that the information about the target classifier (loss function, structure, weight values, etc.) is known. In other words, we can regard these as a white-box attack. Considering more realistic scenarios, however, it is natural to assume that an attacker cannot obtain perfect knowledge about the classifier. We can classify these kind of attacks by the amount of obtainable information and this changes the difficulty of the attack. We will discuss them in Sect. 3.1.

In previous results on black-box attacks, various approaches have been proposed [12]–[18]. We start from a simple and direct approach such as [12] and focus on decreasing the number of queries* since we cannot ignore the cost of communications with the target classifier in many limited environments. The attacks may fail in practice due to time constraints even though succeed in theory. Therefore, the number of queries is an important factor in research on black-box attacks. However, reducing the number of queries in black-box attacks is not a trivial task. Even if we fix the intensity of the perturbation, the space we have to explore is quite huge; that is, when we add $\pm \epsilon$ to each pixel for a $D$-dimensional image, for example, the number of possible perturbations is $2^D$. Note that we cannot take a strategy that we pick a random perturbation, add it to the original image, query its crafted one to the target classifier, check whether we obtain adversarial examples or not by chance, and repeat this procedure until we succeed in generating the image we want to obtain. This is because CNNs are noise-tolerant, and the randomly chosen perturbation does not affect generating adversarial examples in most cases. In this paper, we propose a simple and query-efficient black-box attack and clarify how many queries are required to make a classifier misclassify in this setting. Moreover, we also discuss countermeasures against black-box attacks.

*Here, we call query the input fed to the classifier. We feed this input to the target model, and it returns a recognition result of it as an output.
1.1 Related Work

1.1.1 Generation of Adversarial Examples

Vulnerability against maliciously crafted samples in neural networks is initially indicated by Szegedy et al. [5] and they call these samples as adversarial examples. They reduce the generation of adversarial examples to a constrained optimization problem and solve it using box constraint L-BFGS. This method takes a long time for generating adversarial examples since it requires to solve an optimization problem many times. To solve this problem, Goodfellow et al. [7] propose a method for generating adversarial examples at high speed. This is called Fast Gradient Sign Method (FGSM). We will describe details of this method in Sect. 2.2. After that, various methods for generating adversarial examples have been proposed [6], [8]–[11]. There are some research directions (e.g., reducing the number of modified pixels, balancing the tradeoff between the success rate of attacks and the time we need for generating adversarial examples) in this field. Here, we note most of them assume that adversaries perfectly know inner information of target classifiers. The attack methodology that is adopted in above results is called a “white-box attack”. The white-box attack is strong; that is, it achieves high attack success rate, and we can obtain high-quality adversarial examples in most cases. However, it is not considered as real-world threats in general since it is difficult to fulfill the conditions we need for the attack in practice.

1.1.2 Generation with Limited Information

Several methods for generating adversarial examples without inner information of target classifiers have been proposed. We can classify those methods as one of the three following types; that are, constructing substitute model, estimating gradient, and genetic algorithm:

Construct substitute model [13], [14], [19] These methods are based on the transferability, which is as a property of adversarial examples. This property means the adversarial examples made for cheating one classifier also succeed in cheating other classifiers with high probability, even if their structures are different from the original one. This makes defense difficult since simple ensembles of countermeasures do not work well [20]. In the method proposed by Papernot et al. [13], [14], the attacker trains a substitute classifier that mimic the target classifier in its local environment and generates adversarial examples for it. Thanks to the transferability, the adversarial examples for the local (substitute) classifier are also effective for the target classifier. This substitute model is trained using queries issued by the attacker and their responses obtained by the target classifier as training data. Constructing substitute classifiers is known as model extraction attacks and black-box adversarial examples generation. Therefore, our black-box attack may lead to the efficient model extraction attack.

Estimate gradient [12], [15], [16], [18] Instead of taking advantage of the transferability property, these methods estimate gradients of the target classifier and use them for finding the appropriate perturbations.

Narodytska and Kasiviswanathan [12] propose an attack that estimates gradients using local-search based technique and finds the pixels called “critical pixels”, which effectively affect outputs of the target classifier. While the attacker needs to issue queries to the target classifier for many times to find such pixels, the amount of modified pixels is fewer than other methods.

Chen et al. [15] propose the attack called “ZOO”. They approximately solve the problem considered in (white-box) “C&W attack” [6] via zeroth-order optimization. While this method has a high success rate, it requires huge amount of queries. They also proposed the method for downsizing the attack-space to decrease the number of queries, which is similar to our method. Later, Tu et al. [18] propose “Auto-ZOOM”. This is an improvement of [15] for reducing the number of queries. Their methodology is using an autoencoder or bilinear mapping for resizing images, and this is similar to ours. Although the attack success rate of [18] is higher than ours, we show that our attack requires fewer queries than theirs via experiments.

A black-box attack proposed by Ilyas et al. [16] requires fewer queries than the above two approaches. Their approach is based on natural evolutionary strategies, which are methods designed for derivative-free optimization. The attacker can generate adversarial examples with fewer queries since we can efficiently estimate gradient in this strategy. In [16], they consider some scenarios in which the adversary can obtain partial information of the target classifier. Unlike to this method, our proposed attack is not targeted, and its lower complexity allows us to succeed with fewer queries.

Genetic algorithm [17] Alzantot et al. [17] propose “GenAttack”, which is based on genetic algorithms. This is one of the gradient-free optimization strategies, inspired by natural evolution. Since genetic algorithms do not require gradients, the attacker does not have to estimate them and can decrease the amount of queries. Also in the field of malware detection, Xu et al. [23] similarly propose the attack based on genetic algorithms. Our approach is more simple than above results since we do not use genetic algorithms and directly calculate perturbations.

1.1.3 Countermeasures for Adversarial Examples

Countermeasures against adversarial examples have also been actively studied. There are roughly two ways to oppose to adversarial examples. One is making classifiers more robust (e.g., [24], [25]), and the other is limiting the input to classifiers (typically by detectors) (e.g., [26], [27]); As many of the proposed defense methods have already been
broken [20], [28], [29], more effective defense approaches are required to counter adversarial examples.

1.2 Our Contribution

There are three contributions in this paper.

- we propose an extended attack model classification for black-box attacks.
- we propose a new method for generating adversarial examples in a black-box manner. More concretely, we propose not pixel-wise but block-wise perturbations for reducing the attack complexity.
- we discuss countermeasures against black-box attacks.

The technical overviews of these results are as follows:

Attack Model Classification

We propose an attack model classification for black-box attacks. We should consider the attack model of black-box attacks for generating adversarial examples since it drastically changes attack difficulty. Previous classification by Papernot et al. [9] only considers the quantity of information that an adversary can obtain. Considering countermeasures against attacks, however, we should include the quality of information that the adversary can obtain in the classification of the attack model. More concretely, regarding the outputs for queries from the target classifier, we separate the class as to whether the adversary can obtain raw information (means, confidence values themselves) or not. By doing so, we can remove an implicit assumption in the previous classification. Moreover, we treat network structure information and internal parameters (weights/biases) separately, since model extraction attacks (a black-box weights recovery attacks) have been proposed. Based on the above considerations, we propose a new attack model classification to treat black-box attacks and their countermeasures systematically. For more details, please see Sect. 3.1.

Method for generating adversarial examples

We propose a new method for generating adversarial examples in a black-box manner. We assume the black-box classifier returns confidence values with inference results. We show an overview of our method in Fig. 1. In FGSM, perturbations added to an image are either $+\varepsilon$ or $-\varepsilon$, which are calculated using a gradient of a loss function of the target classifier. In black-box attacks, however, we cannot use internal information itself. Therefore, previous work on black-box attacks effectively uses confidence values that are returned by the target classifier. We also adopt this strategy in this paper. More concretely, an adversary in our algorithm adds perturbation $+\varepsilon$ to an image and queries it to the target classifier. The adversary can check whether the sign of perturbation is correct or not by observing the change of the confidence value. By iterating this procedure for all pixels, the adversary succeed in generating adversarial examples in a black-box manner. For more details, please see Sect. 3.2.

The above method needs a large number of queries, since the size of an image is large in general. We generate adversarial examples via (standard) FGSM in our preliminary experiments and find the sign of perturbations is not uniformly random and there are areas added to the perturbations of the same sign. This fact implies that we may not need to estimate pixel-wise perturbations. Based on above observation, we extend our method for generating adversarial examples with fewer queries. More concretely, we estimate not pixel-wise perturbations but $N \times N$ block-wise ones. In this method, we need fewer queries for attacks compared to the original method; however, we can easily expect that the success rate for attacks decreases, especially if we set large $N$. Therefore, we evaluate the effectiveness of this method via empirical evaluations. Our experiments show that this attack variant succeeds in attacking even if we set slightly larger $N$. Surprisingly, the minimum number of queries (one and three in MNIST and CIFAR-10 dataset, respectively) are enough in some cases. For more details, please see Sect. 3.3 (method) and Sect. 4 (experiments).

Countermeasures

Based on the proposed attack model classification, we discuss the countermeasures against black-box attacks. Since black-box attacks, including ours, effectively use confidence values obtained from target classifiers, we can expect an impact for countermeasures that modify confidence values. We show some modification
propositions and discuss them. For more details, please see Sect. 5.2.

1.3 Paper Organization

In Sect. 2, we recall a background of this work. In Sect. 3, we explain our classification of black-box attacks and a novel black-box attack method. In Sect. 4, we show our experimental results. In Sect. 5, we discuss our attack and countermeasures for it. Section 6 is a summary of this work.

2. Preliminaries

2.1 Classification with Neural Networks

 Neural networks are based on a collection of units called perceptron. The output \( y \in \mathbb{R} \) from each unit corresponding to the input \( x \in \mathbb{R}^D \) is calculated as follows:

\[
y = w \cdot x + b
\]

Here, \( w \in \mathbb{R}^D \) and \( b \in \mathbb{R} \) are weights and biases, respectively. These parameters are optimized through learning. After this calculation, we apply a non-linear function (e.g., ReLU [30]) to \( y \). The output has strong non-linearity since neural networks are stacking of this unit.

When we use neural networks for classification tasks, we usually insert a softmax function as last layer. We can handle outputs of neural networks as probability distribution thanks to this function. Using above functions, for example, in \( c \)-class classification, we train a classifier such as it outputs \( y = \{y_0, y_1, ..., y_c\} \) where \( \sum_{i=0}^{c} y_i = 1, 0 \leq y_i \leq 1, \) and \( \arg\max(y) \) is the predicted class of input; that is, the predicted class for the input \( x \) is the argmax of the classifier’s output. Here, we can regard \( \max(y) \) as a confidence value of predictions. This value satisfies \( 0 \leq \max(y) \leq 1 \) and becomes larger when the classifier has confident for that precision. In this paper, we denote the output of model \( y = \{y_0, y_1, ..., y_c\} = F(x) \) and the confidence value (for the class \( t \)) \( F_t(x) = y_t \).

2.1.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are neural networks with convolutional layers. These layers convolve each region of input with filters of scalar values. Values in filters are optimized through learning. This is equivalent to applying Gaussian filters or edge extraction filters in the field of image processing. These layers are said to be effective not only for improving noise-robustness, but also for acquiring translation invariance.

2.2 Fast Gradient Sign Method

As described in Sect. 1, Fast Gradient Sign Method (FGSM) is a method for generating adversarial examples. In this method, we can generate adversarial examples at high speed since we avoid solving optimization problems. In FGSM, the perturbation \( \eta \) for the input \( x \) is calculated as follows:

\[
\eta = \epsilon \cdot \text{sign}(\nabla_x J(\theta, x, y))
\]

Here, \( \theta \) are parameters of the target classifier, \( x \) and \( y \) are an input and a target class, respectively, \( J \) is a loss function of the target classifier, sign is the sign function, and \( \epsilon \) is a parameter of modification strength. That is, FGSM uses the gradient of the loss function w.r.t the input \( x \) to calculate the perturbation. If we input samples with this perturbation to the target classifier, the loss corresponding to the class \( y \) increases; that is, it is harder to be predicted as the class \( y \) (= appropriate class).

3. Blackbox Attack

In this section, we explain our new (extended) classification of black-box attacks, method for FGSM emulation in a black-box manner via confidence values returned by target classifiers, and describe how to reduce the number of queries needed to successfully attack.

3.1 Classification of Attack Model

We can consider several classes for black-box attacks and their difficulty is correspondingly changed. Papernot et al. [9] proposed a classification of black-box attacks in terms of the information that the adversary can obtain. In their classification, the adversary may dispose the following information.

1. pairs of the bounded number of inputs/outputs
2. pairs of the unbounded number of inputs/outputs
3. training data
4. network architecture
5. both training data and network architecture

In the above classification, the adversary has advantage in descending order. Here, the network architecture includes both structure information about the target classifier (network structure and what activation functions are used) and its internal parameters (weights and biases). While their classification seems to consider all the configurations, the outputs of the target classifier (that are, the informations the adversary can obtain) are implicitly assumed to meet the two following conditions.

1. The outputs are not modified.
2. The outputs contain confidence values with the sufficient number of digits.

As we will describe in Sect. 5.2, it seems the most reasonable defense against black-box attacks so far is to return modified outputs of the classifier. Therefore, we should consider the scenario in which “the adversary can obtain modified outputs of the target classifier” to treat (future) defense and attack methods. In addition, the information of the target classifier (e.g., network structure) and its internal parameters (e.g., weights) should be separated since a model.
extraction attack (a black-box weights recovery attack) [21] has already been proposed. Therefore, it is meaningful to consider the scenario in which that “the adversary can obtain the information about the structure but cannot obtain the weights”. Moreover, it is also implicitly assumed that the adversary can feed arbitrary values as an input; however, this is not generally true. For instance, we cannot feed arbitrary values if the classifier takes input that is something extracted from images and we do not know how to extract it. In addition, we can also consider the scenario that the adversary can only modify the real-world object taken by camera [31].

Based on above discussions, we can consider the following factors to classify black-box attacks.

- Restriction on inputs (amount/preprocess)
- Postprocess on outputs
- Knowledge on data
- Knowledge of the target model’s structure

To investigate the relations between above factors and attack difficulty is an interesting open problem. We should consider whether the outputs of the target classifier are modified or not to appropriately treat the black-box attacks since previous black-box attacks (including our proposed attack) highly depend on the confidence value returned by the target classifier. We propose our classification in accordance with this observation and succeed in keeping our proposal simple. In the future, however, modification of inputs may largely affect the attack/defense method. In this scenario, it is meaningful to consider the classification considering the limitation of inputs by the adversary. This is also an interesting future work. We show our classification for black-box attacks as follows. In our classification, the adversary can obtain the following information.

1. **Bounded** number of outputs corresponding inputs
2. **Unbounded** number of **processed** outputs corresponding inputs
3. **Unbounded** number of **raw** outputs corresponding inputs

   (4a) (3) + training data
   (4b) (3) + network structure
   (5) All previous informations

Note that above proposed classification does not contain the class that the adversary can directly obtain internal parameters of the target classifier since it is for black-box attacks. In this paper, we propose the class 3 black-box attack. Although class 2, which is stronger black-box attack than class 3 attack have already been proposed [16], we focus on class 3 attack in this paper since it is enough practical scenario [21]. For simplicity, we focus on the untargeted attack in this paper. Extension of our attack to the targeted one is a future work.

3.2 Blackbox Emulation of FGSM

In this subsection, we consider how to generate FGSM-style adversarial examples in a black-box setting. In FGSM, perturbations for the input \( x \) are calculated using the gradients of the loss function of the target classifier. Once we focus on each pixels of \( x \), the perturbations are either \(+\epsilon\) or \(-\epsilon\). Here, \( \epsilon \) is a parameter for modification strength. Therefore, if we can estimate the sign of the perturbations in a black-box manner, we will succeed a black-box emulation of FGSM. Then we have to consider how to estimate the sign of the perturbations. When the adversary adds the perturbation \(+\epsilon\) for the pixel and queries that modified sample to the target classifier, the confidence value of the inference will be changed in most cases. If that modification decreases the confidence value, we can understand that the modified sample is closing to the FGSM-style adversarial examples. If the modification increases the confidence value of the inference, on the other hand, it means the modified sample is receding from the FGSM-style adversarial examples. In this case, we can understand that the sign of the perturbation is wrong and the adversary adds the perturbation \(-\epsilon\) for the pixel to close the sample to the adversarial examples\(^1\). We define the above sequence of operations as Procedure 1\(^{11}\). The adversary will be able to generate FGSM-style adversarial examples for the target classifier in a black-box manner by iterating the above procedure to all pixels of the input sample \( x \). In this algorithm, the number of queries to the target classifier is equal to the dimensions (sizes) of the input sample. This value tends to become very large since the number of dimensions of the input sample (mainly a picture) is large in general.

3.3 Reducing the Number of Queries

In Procedure 1 described in Sect. 3.2, the number of queries is equal to the dimensions of the input sample \( x \). We consider how to reduce it. In Procedure 1 we estimate the perturbation for all pixels by inquiring crafted sample \( x \) to the (black-box) classifier for \( D \) times. Here \( D \) means the di-
**Procedure 2** Calculation of block-wise perturbations

```
Input: Image x, Area area, Target Class t, Original Probability probt
Output: Perturbation for area of x
for i in area do
   xi = xi + ϵ
end for
prob_i = F_i(x)
if prob_i < probt then
   return ϵ
else
   return −ϵ
end if
```

**Algorithm 1** Our proposed method for generating adversarial examples

```
Input: Image x, Target Class t, Division Number N
Output: Adversarial examples x_{adv}
probt := F_t(x)
ptb := Zeros(x)
for area in Divide(x, N) do
   ptb_{area} := procedure2(x, area, t, probt)
end for
return x + ptb
```

dimensions of x. In this methodology, we divide input x into D areas to estimate the perturbation for all D areas. We call area a subset of pixels of the input x, such as all areas form a partition of x. The size of these areas is equal to each pixel. In other words, we can regard that Procedure 1 corresponds to the special case where the areas is limited to 1 pixel. It is our proposal that we divide the target image more roughly. More concretely, we try to see multiple pixels as one block and calculate the adversarial perturbation for that block. If we can generate the adversarial examples even if we divide the target image into larger blocks, it means we succeed in reducing the number of queries to execute black-box attacks. We extend Procedure 1 in this way and define it as Procedure 2. Using this Procedure 2, we propose our new method for generating adversarial examples as Algorithm 1. Zeros(x) is the array of all zeros with the same size as x, and Divide(x, N) is the array of indices corresponding to the pixel included in each area obtained by dividing x into N areas. In this method, the number of queries we need is N per trial. We note that, there are several strategies to select N depends on the scenario. For example, we start from the minimum N and sequentially increment it. If the query budget is given, using this budget as N or trying several N under any heuristic are also possible approaches which could be studied in future work.

We show the adversarial examples generated by our method in Fig. 2.

### 4. Empirical Evaluations

We evaluate the effectiveness of our proposed method using two popular datasets MNIST [32] and CIFAR-10 [33]. MNIST consists in 70000 28 × 28 × 1 dimensional grayscale handwritten digits in 10 classes. CIFAR-10 dataset consists in 60000 32 × 32 × 3 dimensional color image in 10 classes. Both datasets are widely used in this research field. We train the target classifiers for each of these two datasets. We show the structure of these classifiers in Table 1, 2, and 3. When we use MNIST/CIFAR-10 dataset, the accuracy of the classifiers is 99.0%/78.4%, respectively. After that, we generate FGSM-style adversarial examples in the white-box setting with ϵ = 0.2. In this setting, misclassification rates in MNIST/CIFAR-10 are 91.0%/76.8%, respectively.

Next, we try to generate adversarial examples for these classifiers using our proposed method described in Sect. 3.3. This time, at first we set the minimum value to N and increase it if we fail to generate adversarial examples. Therefore, the number of queries is not N but accumulation of N when we attempt different N continuously. Note that these

![Fig. 2](image-url)  
**Fig. 2** A demonstration of proposed method on CIFAR-10 dataset. The upper part is example of division number N = 3 × 3 × 3 (height×width×channels) and the lower part is example of N = 8 × 8 × 8. In both cases, we set ϵ = 0.03.

| Table 1 | Network structure of the classifier for MNIST dataset. |
|---------|--------------------------------------------------------|
| Layer Type | Number |
| Conv + ReLU | 5x5x32 |
| MaxPooling | 2x2 |
| Conv + ReLU | 5x5x64 |
| MaxPooling | 2x2 |
| FC + ReLU | 1024 |
| Softmax | 10 |

| Table 2 | Network structure of the classifier for CIFAR-10 dataset. |
|---------|--------------------------------------------------------|
| Layer Type | Number |
| Conv + ReLU | 3x3x64 |
| Conv + ReLU | 3x3x64 |
| MaxPooling | 2x2 |
| Conv + ReLU | 3x3x128 |
| Conv + ReLU | 3x3x128 |
| MaxPooling | 2x2 |
| FC + ReLU | 256 |
| FC + ReLU | 256 |
| Softmax | 10 |

| Table 3 | Parameters for learning of each model. |
|---------|---------------------------------------|
| Parameter | MNIST | CIFAR-10 |
| Learning Rate | 1e-4 | 1e-2 (decay 0.5) |
| Momentum | - | 0.9 (decay 0.5) |
| Delay Rate | - | 10 epochs |
| Dropout | 0.5 | 0.5 |
| Batch Size | 200 | 256 |
| Epochs | 10 | 50 |
classifiers return confidence values for each class. In our experiment, we consider untargeted attacks; that is, we regard the attack as success if the estimated label changes from the original one. Therefore, we excluded originally misclassified samples before the evaluation of our proposed method. We do sequentially attack attempts while increasing the number of divisions for each channel of the target image (i.e. \(1^2, 2^2, \ldots\) divisions per channel). Precisely, the number of samples for a number of \(Q\) queries indicated in Figs. 3 and 4 are the number of samples for which all attacks with \(1^2, 2^2, \ldots, Q - 1\) divisions failed, and the one with \(Q\) divisions solved in success. Note that the attack with maximum \(N\) corresponds to the black-box emulation of FGSM described in Sect. 3.2. We describe the algorithm for this experiment as Algorithm 2. Note that we cannot compare the query-efficiency of our approach with white-box attacks, as in the latter case, the attacker dispose of the classifier itself, so the consideration of query is not relevant.

4.1 Experiment Using MNIST Dataset

We show the result of our experiment using MNIST dataset in Fig. 3. In this experiment, we use 990 (out of 1000) samples that are correctly classified by the target classifier. This result indicates that we succeed in generating adversarial examples for most samples by issuing quite few queries (< 100). The mean of the number of queries required for attack’s success is 219.32, which is relatively low compared to the black-box emulation of FGSM (which corresponds to the maximum number of queries, i.e. 784). Moreover, the attack success rate at 784 queries, which is the maximum number of possible queries, is 90.6%. This is almost the same success rate as FGSM (91.0%), even though FGSM is a white-box attack.

4.2 Experiment Using CIFAR-10 Dataset

We show the result of our experiment using CIFAR-10 dataset in Fig. 4. In this experiment, we use 784 (out of 1000) samples that are correctly classified by the target classifier. We can see that the number of queries we need to generate adversarial examples is fewer than the maximum (\(32 \times 32 \times 3 = 3072\)) ones in many cases. This is the same
result as the case in experiment using MNIST dataset. The mean of the number of queries required for attack’s success is 185.47. And the maximum attack success rate is 68.6%, which is slightly lower than standard FGSM (76.8%).

5. Discussions

5.1 Results on Our Experiments

From our experimental results, we find our attack successfully creates adversarial examples in many cases. Moreover, although our strategy (block-wise perturbations) for decreasing the number of queries is simple, we succeed in reducing the number of queries drastically that we need for generating adversarial examples. These results mean that the black-box attack can certainly be a practical threat, and we should consider countermeasures against this attack more than ever. In the experiment using CIFAR-10 dataset, the maximum attack success rate is lower than that of standard FGSM. This is different from the experiments using MNIST dataset. A possible reason for this result is that perturbations between pixels are not independent. In our approach, we partly neglect the dependency of the perturbations between pixels to reduce the complexity of attacks; that is, the perturbation for one pixel (or block) should affect one for others, and vice versa. However, it seems this effect is relatively weak in practice, and we succeed in generating adversarial examples in many cases.

5.2 Countermeasures

We consider the most reasonable countermeasure against the black-box attacks including ours is modifying outputs not to return the raw outputs of target classifiers. Most of previous black-box attacks including ours use raw outputs of the target classifier. Therefore, we can expect it will be a good countermeasure against black-box attacks to force the target classifier to return modified outputs. This means that we push the adversary into the class 2 situation described in Sect. 3.1. We can consider various modification ways of outputs. Since that modification should not affect classification results for benign samples, it must not change the values argmax(F(x)). Considering this limitation, we propose the following modifications as examples. The target classifier returns

- **only labels** – The classifier returns only argmax(F(x)) instead of F(x).
- **noised confidence values** – The classifier returns F(x) + δ with appropriate δ instead of F(x).
- **confidence values with limited number of digits** – The classifier returns floor(F(x), d) with appropriate d instead of F(x).
- **confidence labels** – The classifier returns not confidence values themselves but confidence labels (e.g., “high”, “middle”, or “low”).

Here, floor(v, d) is a function that returns a vector v with d digits obtained by truncating each value. In above candi-
dates of countermeasure, “only labels” is clearly the most effective countermeasure from the viewpoint of security. While several recent results [34], [35] showed that even the attacker with only labels can succeed in generating adversarial examples, their attacks require a large number of queries; that is, this countermeasure at least increases the cost of attacks, and it increases the probability to protect the target classifier via other techniques (e.g., anomaly detection) from black-box attacks. Other countermeasures are also useful in practice since we can consider various scenarios and applications requiring confidence values. Also in such cases, we can expect that it remarkably raises the cost of attacks by reducing the amount of output information as necessary. Of course, other defense methods (for white-box attacks) that have already proposed (e.g., adversarial training [7]) can also be effective countermeasures against black-box attacks. In general, such ones require heavy computational costs in most cases. We should adopt the optimal defense method (including our proposal) by considering the tradeoff between costs and effects.

Remark: Recently, adversarial examples have actively been studied in the field of image recognition; however, one shall be cautious not to use the technology effective only for image processing; as adversarial examples are the problems not only for the image recognition tasks but for all tasks treated using machine learning. Therefore, we consider that one should keep in mind to adopt non-domain-specific techniques (e.g., the attack-defense techniques that are effective only for image recognition tasks) for the research on adversarial examples. Such a new attack-defense method will not lead to the essential solution of this problem.

6. Summary and Future Work

In this paper, we introduced a new classification of black-box attacks and proposed generation method of adversarial examples for black-box classifier with few queries. Moreover, we showed the effectiveness of our proposed method via empirical experiments, and achieved to lower the average number of queries compared to a black-box version of FGSM. We also discussed the countermeasures for black-box attacks.

While we treated untargeted black-box attacks, it is future work to extend our approach to targeted attacks. Although targeted attacks are more difficult than untargeted ones in general, they are more critical ones in many practical situations. Moreover, we consider it is also important to investigate class 1 and 2 situations from our classification described in Sect. 3.1 to confirm the effectiveness of countermeasures. Those attacks are more difficult to perform than class 3 attacks, as the adversary dispose of less informations, but in case of succeed, they may consequently cause harm to more machine learning systems and applications.
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