DISCRETE LAX PAIRS AND HIERARCHIES OF INTEGRABLE DIFFERENCE SYSTEMS
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Abstract. We introduce a family of order $N \in \mathbb{N}$ Lax matrices that is indexed by the natural number $k \in \{1, \ldots, N-1\}$. For each value of $k$ they serve as strong Lax matrices of a hierarchy of integrable difference systems in edge variables that in turn lead to hierarchies of integrable difference systems in vertex variables or in a combination of edge and vertex variables. Furthermore, the entries of the Lax matrices are considered as elements of a division ring, so we obtain hierarchies of discrete integrable systems extended in the non-commutative domain.
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1. Introduction

Multi-component versions of scalar integrable evolution equations were introduced by the Russian school during 1970's. Gel'fand and Dikii [1], Manin [2], as well as Drinfeld and Sokolov [3], by studying higher-order spectral problems, which generalize spectral problems of KdV type, they arrived to multi-component hierarchies of integrable evolution equations of KdV type. These studies on higher-order spectral problems were continued by the seminal contributions of Mikhailov [4], Fordy et.al [5, 6] and recently by Adler and Sokolov [7] in the non-commutative setting.

In the discrete scheme, results on multi-component partial difference systems, or scalar partial difference equations defined on higher order stencils, are rather sparse [8, 9, 10, 11, 12, 13, 14].
Moreover, there are just a few results on hierarchies of integrable partial difference equations, for example discrete analogues of the Gel’fand-Dikii hierarchy, of the modified and the Schwarzian Gel’fand-Dikii hierarchies have been introduced in the past. Specifically in [21], a hierarchy of discrete equations which under suitable continuous limits leads to the Gel’fand-Dikii hierarchy was presented and it was referred to as the lattice Gel’fand-Dikii hierarchy. The first two members of the lattice Gel’fand-Dikii hierarchy respectively are the lattice potential KdV equation and the lattice version of the Boussinesq equation. Furthermore, the first two members of the lattice-modified Gel’fand-Dikii hierarchy, namely the lattice-modified KdV and Boussinesq equation were also explicitly presented in [21]. The full explicit presentation of all members of the lattice-modified Gel’fand-Dikii hierarchy had to wait for [12] and [22]. Moreover, the first two members of the lattice-Schwarzian Gel’fand-Dikii hierarchy i.e. the lattice-Schwarzian KdV and lattice-Schwarzian Boussinesq equations, were firstly introduced in [23] and the whole hierarchy was presented in [12]. In addition, an extension of the lattice-modified Gel’fand-Dikii hierarchy to the non-commutative domain was considered in [24, 25].

The results of this paper serve as a contribution to the growing interest of deriving and extending integrable difference systems to the non-commutative setting [26, 27, 28, 29, 30, 31, 24, 32, 25, 33, 34, 35, 36, 37]. Specifically, by introducing a family of discrete Lax matrices of order \( N \in \mathbb{N} \) that we denote as \( L^{N,k} \) (see Section 2.1), with entries elements of a division ring, for each value of the index \( k \in \{1, \ldots, N-1\} \), we obtain a hierarchy of difference systems in non-commutative edge variables that in turn leads to hierarchies of difference systems in non-commutative vertex variables or in a combination of edge and vertex variables. Hierarchies of integrable difference systems that correspond to a Lax matrix with a specific index \( k \), can as well arise as reductions of hierarchies which correspond to a Lax matrix with index \( k' > k \). In that respect, in this paper we present a hierarchy of hierarchies of integrable difference systems in edge and vertex variables.

The outline of this paper is as follows. In Section 2, after introducing the notation and definitions used throughout this paper, we introduce the Lax matrices \( L^{N,k} \) and the discrete spectral problem that they participate. Moreover, we prove that these Lax matrices are strong (see Definition 1) and we provide implicitly the associated family of hierarchies of difference systems in non-commutative edge variables. In Section 3 we derive explicitly a hierarchy of difference systems in edge non-commutative variables associated with the Lax matrix \( L^{N,1} \) for arbitrary \( N \) and we prove integrability. Furthermore, we obtain the associated hierarchies of difference systems in vertex variables. We show that when certain centrality assumptions are imposed, the explicit form of \( 2N \)-parameter extensions of the non-commutative lattice-modified and lattice-Schwarzian Gel’fand-Dikii hierarchies are obtained. Also, we provide explicitly the first two members of the hierarchy of Yang-Baxter maps that correspond to these hierarchies and implicitly the full hierarchy of Yang-Baxter maps. In Section 4 we obtain the explicit form of a hierarchy of difference systems in edge non-commutative variables associated with the Lax matrix \( L^{N,2} \), that results a hierarchy in vertex variables. Furthermore, we show that this hierarchy includes both hierarchies, obtained by the linear problem associated with \( L^{N,1} \), as reductions. We end this paper with Section 5 where conclusions and perspectives for future research are presented.

2. Notation, definitions and the family of Lax matrices \( L^{N,k} \)

The \( \mathbb{Z}^2 \) graph is defined as the graph with set of vertices \( V = \{(m,n)|m,n \in \mathbb{Z}\} \) and set of edges \( E = E_H \cup E_V \), i.e. the disjoint union of horizontal edges \( E_H = \{(m,n),(m+1,n)|m,n \in \mathbb{Z}\} \) and
and the vertical ones $E_V = \{(m,n),(m,n+1)\}|m,n \in \mathbb{Z}\}$ (see Figure 1). It is convenient to
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**Figure 1.** (a): The set $V$ where the dependent variables of the vertex equations are assigned. (b): The sets of horizontal $E_H$ (solid lines) and the set of vertical edges $E_V$ (dashed lines) where the dependent variables of the edge equations are assigned.

label with $(m,n) \in \mathbb{Z}^2, (m+1/2,n) \in \mathbb{Z}^2$ and $(m,n+1/2) \in \mathbb{Z}^2$ the elements of $V$, $E_H$ and $E_V$, respectively.

We consider the functions $\phi^i : V \ni (m,n) \mapsto \phi^i_{m,n} \in \mathbb{D}, x^i : E_H \ni (m,n+1/2) \mapsto x^i_{m,n+1/2} \in \mathbb{D}$ and $y^i : E_V \ni (m+1/2,n) \mapsto y^i_{m+1/2,n} \in \mathbb{D}, i = 1,2,\ldots,N$, where $\mathbb{D}$ a non-commutative division ring f.i. an associative algebra over the field of complex numbers $\mathbb{C}$ with a multiplicative identity element denoted by 1 and every non-zero element $x \in \mathbb{D}$ has a unique multiplicative inverse denoted by $x^{-1}$ s.t. $xx^{-1} = x^{-1}x = 1$. We also consider the functions $p^i : E_H \ni (m+1/2,n) \mapsto p^i_{m+1/2} \in \mathbb{D}$ and $q^i : E_V \ni (m,n+1/2) \mapsto q^i_{m+1/2} \in \mathbb{D}, i = 1,2,\ldots,N$, that we assume that they are elements of the center of the algebra $\mathbb{D}$ i.e. they commute with every element of $\mathbb{D}$. In this article, the functions $p^i,q^i$ will be simply referred to as parameters. We simplify the notation above by denoting $\phi^i := \phi^i_{m,n}, \phi^i_2 := \phi^i_{m,n+1}, \phi^i_1 := \phi^i_{m+1,n}, \phi^i_2 := \phi^i_{m+1,n+1}, i = 1,2,\ldots,N$ etc. By slightly abusing this notation, we also denote $x^i := x^i_{m+1/2,n}, y^i := y^i_{m,n+1/2}, y^i_2 := y^i_{m,n+3/2}, i = 1,2,\ldots,N$ etc. (see Figure 2).

A set of equations involving edge variables f.i. $x^i,y^i i = 1,2,\ldots,N$ and a finite number of their shifts, is called system of difference equations in edge variables. A set of equations involving vertex variables f.i. $\phi^i i = 1,2,\ldots,N$ and a finite number of their shifts, is called system of difference equations in vertex variables. Finally, a set of equations involving edge and vertex variables f.i. $x^i,y^i i = 1,2,\ldots,N_1, \phi^i,i = 1,2,\ldots,N_2$, and a finite number of their shifts, is called system of difference equations in edge and vertex variables.
Let us denote with $X$, respectively $Y$, the sets \{\(x_1, \ldots, x_N\)\}, respectively \{\(y_1, \ldots, y_N\)\}, of dependent variables, as well as the sets of parameters \(P := \{p_1, \ldots, p_N\}\) and \(Q := \{q_1, \ldots, q_N\}\), \(N \in \mathbb{N}\). We now proceed to the following definitions.

**Definition 1.** A matrix of order \(N\), \(L(X; P, \lambda)\) is called a Lax matrix of the difference system in edge variables
\[
\begin{align*}
x_i^2 &= F^i(X, Y; P, Q), \quad y_i^1 = G^i(X, Y; P, Q), \quad i = 1, \ldots, N, \quad N \in \mathbb{N} \\
L(X; P, \lambda) L(Y; Q, \lambda) &= L(Y; Q, \lambda) L(X; P, \lambda),
\end{align*}
\]  
where \(F^i, G^i, \quad i = 1, \ldots, N\) are functions of the indicated variables, if (1) implies that (2) holds for all \(\lambda\) where \(\lambda\) the spectral parameter. \(L(X; P, \lambda)\) is called a strong Lax matrix of (1), if the converse also holds.

The matrix equation (2) is referred to as the discrete Lax equation or the discrete zero-curvature condition and arises as the compatibility condition of the following linear system:
\[
\Psi_2 = L(X; P, \lambda) \Psi, \quad \Psi_1 = L(Y; Q, \lambda) \Psi,
\]
where \(\Psi\) stands for an \(N\)–component vector.

**Definition 2.** The difference system in edge variables (1) will be called birational if it implies
\[
\begin{align*}
x_i^1 &= f^i(X_2; Y_1; P, Q), \quad y_i^1 = g^i(X_2; Y_1; P, Q), \quad i = 1, \ldots, N, \quad N \in \mathbb{N},
\end{align*}
\]  

![Figure 2. Dependent variables assigned on the vertices and on the edges of the \(\mathbb{Z}^2\) graph. (a): Standard notation. (b): Notation used in the paper](image-url)
where $f^i, g^i, \ i = 1, \ldots, N$ are functions of the indicated variables. Moreover, a birational system \( f. \) will be called quadrirational if it implies that

\[
x^i = H^i(X_2, Y; P, Q), \quad y^i = K^i(X_2, Y; P, Q), \quad i = 1, \ldots, N, \quad N \in \mathbb{N},
\]

where $H^i, K^i, \ i = 1, \ldots, N$ are functions of the indicated variables and \( f. \) is a birational system. Furthermore, system \( f. \) will be referred to as the companion system of the quadrirational system in edge variables \( f. \)

**Definition 3.** The following change of dependent variables

\[
x^2_i \mapsto (a^i(P)x^2_i + b^i(P)) (c^i(P)x^2_i + d^i(P))^{-1}, \quad x^i \mapsto (a^i(P)x^i + b^i(P)) (c^i(P)x^i + d^i(P))^{-1},
\]

\[
y^1_i \mapsto (a^i(Q)y^1_i + b^i(Q)) (c^i(P)y^1_i + d^i(P))^{-1}, \quad y^i \mapsto (a^i(Q)y^i + b^i(Q)) (c^i(P)y^i + d^i(P))^{-1},
\]

or

\[
x^2_i \mapsto (a^i(P)x^2_i + b^i(P)) (c^i(P)x^2_i + d^i(P))^{-1}, \quad x^i \mapsto (a^i(P)x^i + b^i(P)) (c^i(P)x^i + d^i(P))^2,
\]

\[
y^1_i \mapsto (a^i(Q)y^1_i + b^i(Q)) (c^i(P)y^1_i + d^i(P))^{-1}, \quad y^i \mapsto (a^i(Q)y^i + b^i(Q)) (c^i(P)y^i + d^i(P))^2.
\]

\forall i \in \{1, \ldots, N\}, \text{ where } a^i, b^i, c^i \text{ and } d^i \text{ functions of the indicated parameters, will be called admissible Moebius transformations or simply (Mob)^2 transformations of the difference systems in edge variables \( f. \). Two difference systems in edge variables which are related by an admissible Moebius transformation will be called equivalent.}

Note that admissible Moebius transformations respect the multidimensional compatibility a.k.a integrability of a difference system in edge variables \( f. \)

**Definition 4.** A matrix of order $N$, $L(\Phi_1, \Phi; P, \lambda)$ is called a Lax matrix of the difference system in vertex variables

\[
\phi^i_{12} = H^i(\Phi_1, \Phi_2; P, Q), \quad i = 1, \ldots, M, \quad M \in \mathbb{N}
\]

where $H^i, \ i = 1, \ldots, M$ are functions of the indicated variables, if \( f. \) implies that

\[
L(\Phi_{12}, \Phi_2; P, \lambda) L(\Phi_2, \Phi_1; Q, \lambda) L(\Phi_{12}, \Phi_1; P, \lambda),
\]

holds for all $\lambda$ where $\lambda$ the spectral parameter. $L(\Phi_1, \Phi; \lambda)$ is called a strong Lax matrix of \( f. \), if the converse also holds.

**Definition 5.** The order $N$ lower-triangular nilpotent matrices $\nabla^k, k = 1, 2, \ldots, N-1$ are defined by

\[
(\nabla^k)_{ij} := \begin{cases} 0, & i \leq j \\ \delta_{i,j+k}, & i > j \end{cases}
\]

and are said to have level $-k$.

**Definition 6.** The order $N$ upper-triangular nilpotent matrices $\Delta^k, k = 1, 2, \ldots, N-1$ are defined by

\[
(\Delta^k)_{ij} := \begin{cases} \delta_{i+N-k,j}, & i < j \\ 0, & i \geq j \end{cases}
\]

and are said to have level $N - k$.
Remark 2.1. For $1 \leq k, l \leq N - 1$ it holds: 
\[
\nabla^k \nabla^l = \begin{cases} 
\nabla^{k+l}, & k + l \leq N - 1 \\
0, & k + l > N - 1
\end{cases}, \quad \Delta^k \Delta^l = \begin{cases} 
\Delta^{k+l} \pmod{N}, & k + l \geq N + 1 \\
0, & k + l < N + 1
\end{cases}
\]

Let $A$ an order $N$ diagonal matrix. Clearly the matrices $\nabla^k A$ and $\Delta^k A$ have level $-k$ and level $N - k$ respectively.

2.1. The family of Lax matrices $L^{N,k}$. Consider the following family of Lax matrices of order $N \in \mathbb{N}$,
\[
L^{N,k}(X; P, \lambda) := P + X^\nabla + \lambda X^\Delta, \quad N \in \mathbb{N}, \quad k \in \{1, 2, \ldots, N - 1\},
\]
where
\[
X^\nabla := \sum_{i=1}^{k} \nabla^i X^{(i)}, \quad X^\Delta := \sum_{i=1}^{k} \Delta^i X^{(i)},
\]
with $X^{(j)}$, $j = 1, \ldots, k$ the order $N$ diagonal matrices with entries $(X^{(j)})_{i,i} := x^{j,i}$, that stands for the shorthand notation of $x^{j,i}_{m+1/2,n}$, $j = 1, \ldots, k$, $i = 1, \ldots, N$, $m, n \in \mathbb{Z}$. Also with $\lambda$ we denote the spectral parameter and with $P$ the order $N$ diagonal matrix with entries $(P)_{i,j} := p^j$, where, as it was defined earlier, $p^j$ stands for the shorthand notation of $p^j_{m+1/2}$, $m \in \mathbb{Z}$.

Let us also denote with $Q$ the order $N$ diagonal matrix with entries $(Q)_{i,i} := q^i \equiv q^i_{n+1/2}$; $i = 1, \ldots, N$, $n \in \mathbb{Z}$ and with $Y^{(j)}$, $j = 1, 2, \ldots, k$ the order $N$ diagonal matrices with entries $(Y^{(j)})_{i,j} := y^{j,i} \equiv y^{j,i}_{m,n+1/2}$, $j = 1, \ldots, k$, $i = 1, 2, \ldots, N$, $m, n \in \mathbb{Z}$. Note that the dependent variables $x^{j,i}$, $y^{j,i}$ are considered elements of a division ring $\mathbb{D}$ and the parameters $p^j$, $q^i$, as well as the spectral parameter $\lambda$, are assumed central elements of $\mathbb{D}$ i.e. they commute with any element of $\mathbb{D}$.

The discrete Lax equation
\[
L^{N,k}(X_2; P, \lambda)L^{N,k}(Y; Q, \lambda) = L^{N,k}(Y_1; Q, \lambda)L^{N,k}(X; P, \lambda)
\]
reads:
\[
(P + X_2^\nabla) (Q + Y^\nabla) + \lambda ((P + X_2^\nabla) Y^\Delta + X_2^\Delta (Q + Y^\nabla)) + \lambda^2 X_2^\Delta Y^\Delta = (Q + Y_1^\nabla) (P + X^\nabla) + \lambda ((Q + Y_1^\nabla) X^\Delta + Y_1^\Delta (P + X^\nabla)) + \lambda^2 Y_1^\Delta X^\Delta. 
\]
(7)
The requirement that (7) holds for all $\lambda$ implies
\[
(P + X_2^\nabla) (Q + Y^\nabla) = (Q + Y_1^\nabla) (P + X^\nabla), \quad (8)
(P + X_2^\nabla) Y^\Delta + X_2^\Delta (Q + Y^\nabla) = (Q + Y_1^\nabla) X^\Delta + Y_1^\Delta (P + X^\nabla), \quad (9)
X_2^\Delta Y^\Delta = Y_1^\Delta X^\Delta. \quad (10)
\]

Proposition 2.2. The matrix equations (8)-(10) consist of $2kN$ scalar equations in total.

Proof. First we count the number of scalar equations of (8). For $N$ even and $k \leq N/2$, making use of Remark (2.1) we deduce that the non-zero entries of the matrix equation (8) are at levels $-1, -2, \ldots, -2k$ so there are $\sum_{i=1}^{2k} (N - i)$ scalar equations, while for $k > N/2$, (8) is strictly lower triangular so it consists of $\frac{N(N-1)}{2}$ equations. Similarly, when $N$ is odd and $k \leq \frac{N-1}{2}$, equation (8) consists of $\sum_{i=1}^{2k} (N - i)$ scalar equations, while for $k > \frac{N-1}{2}$, it consists of $\frac{N(N-1)}{2}$ equations.
When $N$ is even and $K \leq N/2$, equation (9) has non-zero entries at levels $N - 1, \ldots, N - 2k$ so consists of $k(2k + 1)$ scalar equations, while for $k > N/2$, the non-zero entries exist at the upper triangular part of (9) as well as to the levels $0, -1, \ldots, N - 2k$, so there are $N(N + 1)/2 + \sum_{i=1}^{2k-N} (N - i)$ scalar equations. Similarly, when $N$ is odd and $k \leq N/2$ equation (9) consists of $k(2k + 1)$ scalar equations, while for $k > N/2$, it consists of $N(N + 1)/2 + \sum_{i=1}^{2k-N} (N - i)$ equations.

Finally, equation (10), when $N$ is even and $k \leq N/2$ consists of zero scalar equations since $X^3_Y$ and $Y^3_X$ are both the zero matrices, while for $k > N/2$, it consists of $\sum_{i=1}^{2k-N} i$ equations. When $N$ is odd and $k \leq N/2$, we have zero scalar equations, but for $k > N/2$, we have $\sum_{i=1}^{2k-N} i$ scalar equations.

We summarize the results above in Table 1, where it is evident that the total number of scalar equations in (8)-(10) is always $2kN$.

**Table 1. Total number of scalar equations in (8)-(10)**

|               | $N$ odd | $N$ even |
|---------------|---------|----------|
| $k \leq N - 1/2$ | $2k\sum_{i=1}^{N-i}$ | $N(N-1)/2$ |
| $k > N - 1/2$ | $N(N-1)/2$ | $2k\sum_{i=1}^{N-i}$ |
| $k \leq N/2$ | $k(2k+1)$ | $N(N+1)/2$ |
| $k > N/2$ | $2k(2k+1)$ | $N(N+1)/2 + \sum_{i=1}^{2k-N} (N-i)$ |
| $k \leq N/2$ | $\sum_{i=1}^{2k-N} i$ | $2k-N\sum_{i=1}^{N-i}$ |
| $k > N/2$ | $2k-N\sum_{i=1}^{N-i}$ | $2k-N\sum_{i=1}^{N-i}$ |
| total # of eqs. | $2kN$ | $2kN$ |

Corollary 1. The matrix equations (8)-(10) constitute a difference system of $2kN$ scalar equations on the $2kN$ edge variables $x^{j,i}, j = 1, \ldots, k, i = 1, \ldots, N, k \in \{1, \ldots, N-1\}$.

In the example that follows we present the explicit form of the Lax matrices $L^{2,1}(X; P, \lambda)$, $L^{3,1}(X; P, \lambda)$, $L^{3,2}(X; P, \lambda)$ and $L^{4,2}(X; P, \lambda)$.

**Example 2.3.** The Lax matrices $L^{2,1}(X; P, \lambda)$, $L^{3,1}(X; P, \lambda)$, $L^{3,2}(X; P, \lambda)$ and $L^{4,2}(X; P, \lambda)$, respectively read:

$$L^{2,1}(X; P, \lambda) = P + \nabla^1 X^{(1)} + \lambda \Delta^1 X^{(1)} = \begin{pmatrix} p^1_{x^{1,1}} & \lambda x^{1,2} \\ x^{1,1} & p^2 \end{pmatrix},$$

$$L^{3,1}(X; P, \lambda) = P + \nabla^1 X^{(1)} + \lambda \Delta^1 X^{(1)} = \begin{pmatrix} p^1_{x^{1,1}} & 0 & \lambda x^{1,3} \\ x^{1,1} & p^2 & 0 \\ 0 & x^{1,2} & p^3 \end{pmatrix},$$
\[ L^{3,2}(X; P, \lambda) = P + \nabla^1 X^{(1)} + \nabla^2 X^{(2)} + \lambda \left( \Delta^1 X^{(1)} + \Delta^2 X^{(2)} \right) = \begin{pmatrix} p^1 & \lambda x^{2,2} & \lambda x^{1,3} \\ x^{1,1} & p^2 & \lambda x^{2,3} \\ x^{2,1} & x^{1,2} & p^3 \end{pmatrix}, \]

\[ L^{4,2}(X; P, \lambda) = P + \nabla^1 X^{(1)} + \nabla^2 X^{(2)} + \lambda \left( \Delta^1 X^{(1)} + \Delta^2 X^{(2)} \right) = \begin{pmatrix} p^1 & 0 & \lambda x^{2,3} & \lambda x^{1,4} \\ x^{1,1} & p^2 & \lambda x^{2,4} \\ x^{2,1} & x^{1,2} & p^3 & 0 \\ 0 & x^{2,2} & x^{1,3} & p^4 \end{pmatrix}. \]

3. The Lax matrix \( L^{N,1} \) and integrable hierarchies of difference systems

For \( k = 1 \), the Lax matrix \( L^{N,1}(X; P, \lambda) \) explicitly reads:

\[ L^{N,1}(X; P, \lambda) = P + \nabla^1 X^{(1)} + \lambda \Delta^1 X^{(1)} = \begin{pmatrix} p^1 & 0 & \ldots & 0 & \lambda x^N \\ x^1 & p^2 & \ldots & 0 \\ 0 & x^2 & \ldots & \vdots \\ \vdots & \ldots & p^{N-1} & 0 \\ 0 & 0 & \ldots & x^{N-1} & p^N \end{pmatrix}, \]

where we have written \( x^i \) instead of \( x^{1,i} \) for the entries of the matrix \( X^{(1)} \). The compatibility conditions \((8)-(10)\) read:

\[ x^i y^{i-1} = y^i x^{i-1}, \]

\[ q^i x^i - q^{i+1} x^i = p^i y^i - p^{i+1} y^i, \]

where the superscripts \( i = 1, 2, \ldots, N \) are considered modulo \( N \).

For arbitrary \( N \), system \((12),(13)\) under the change of the dependent variables

\[ (x^i, x^{i}, y^i) \mapsto \left( \frac{q^{i+1} p^{i+1}}{q^i} x^i, p^{i+1} x^{i+1}, \frac{q^{i+1} p^{i+1}}{p^i} y^i, q^{i+1} y^{i+1} \right), \quad \forall i \in \{1, \ldots, N\}, \]

is mapped to the \( N \)-periodic reduction of the so-called non-commutative KP map introduced in \([24, 25]\). The change of variables \((14)\) though is not admissible (see Definition 3 and Example 3.5 for discussion).

3.1. An integrable hierarchy of difference systems in edge variables.

**Proposition 3.1.** Matrix \([11]\) serves as a strong Lax matrix for the hierarchy of difference systems in edge variables \([12),(13)\] that in its solved form reads

\[ x^i = (q^{i+1} p^{i+1} x^i - p^{i+1} y^i) x^{i-1} (q^i x^{i-1} - p^i y^{i-1})^{-1}, \]

\[ y^i = (q^{i+1} p^{i+1} y^i - p^{i+1} y^{i-1}) y^{i-1} (q^i x^{i-1} - p^i y^{i-1})^{-1}, \]

\[ i = 1, 2, \ldots, N. \]

**Proof.** Substituting \((15)\) to the compatibility conditions \((12),(13)\), one can easily check that the latter are satisfied. \( \square \)
Corollary 2. The products $P^i := x^{N+i-1} \cdots x^{k+1} x^k$ and $Q^i := y^{N+i-1} \cdots y^{k+1} y^k$, $i = 1, 2, \ldots, N$ satisfy the relations:

$$
P^i = (q^{i+1} x^i - p^{i+1} y^i) P^{i+1} (q^{i+1} x^i - p^{i+1} y^i)^{-1}, \quad Q^i = (q^{i+1} x^i - p^{i+1} y^i) Q^{i+1} (q^{i+1} x^i - p^{i+1} y^i)^{-1}, \quad i = 1, 2, \ldots, N. \tag{16}
$$

Proof. The direct substitution of (15) into (16) validates the formulae. □

In the commutative setting where all variables are considered elements of the center of the algebra $\mathbb{D}$, the first set of equations of Corollary 2 reduce to $\prod_{i=1}^{N} x^i = \prod_{i=1}^{N} x^i$, that suggests $\prod_{i=1}^{N} x^i$ does not change along the set of vertical edges $E_V$, i.e. it is function that depends only on the independent variable $m$. We denote this function as $p^0$ to the power $N$ for reasons that will become clear later. Similarly we can show that $\prod_{i=1}^{N} y^i$ is function that depends on the independent variable $n$ only that we denote as $(q^0)^N$. Namely we have

$$
\prod_{i=1}^{N} x^i = (p^0)^N = \prod_{i=1}^{N} x^i, \quad \prod_{i=1}^{N} y^i = (q^0)^N = \prod_{i=1}^{N} y^i. \tag{17}
$$

In the non-commutative setting, if we assume that the products $P^i, Q^i$ belong to the center of the algebra $\mathbb{D}$, then from (16) it follows that $P^i$ are functions that depends on the independent variable $m$ only and $Q^i$ are functions that depends on the independent variable $n$ only. We denote these functions as $(p^{i-1})^N$ and $(q^{i-1})^N$ respectively, namely

$$
x^{N+i-1} \cdots x^{k+1} x^k = (p^{i-1})^N, \quad y^{N+i-1} \cdots y^{k+1} y^k = (q^{i-1})^N, \quad i = 1, \ldots, N. \tag{18}
$$

Moreover we have that $p^i = p^j$, $i, j = 0, 1, \ldots, N - 1$, that follows if we eliminate one variable from any pair of products of the first set of equations of (18). Similarly we show that $q^i = q^j$, $i, j = 0, 1, \ldots, N - 1$. From further on, when we refer to the centrality assumption, we refer to the formulas:

$$
x^{N} \cdots x^2 x^1 = (p^0)^N = x^N, \quad y^{N} \cdots y^2 y^1 = (q^0)^N = y^N. \tag{19}
$$

The centrality assumptions were first introduced in [24, 25] for the $N$-periodic reduction of the KP-map and they play here as well a crucial role to the quadrirationality of the hierarchy of difference systems in edge variables (15), as it is shown in the Proposition that follows.

Proposition 3.2. The hierarchy of difference systems (15) is birational. If the centrality assumptions (19) are imposed, then (15) is quadrirational.

Proof. The polynomial form of (15), namely the equations (12), (13), can be solved rationally for $x^i, y^i$ in terms of $x^i_1, y^i_1$ and that proves birationality of the system. Specifically from (12), (13) we obtain:

$$
x^i = (q^{i+1} x^i_1 - p^{i+1} y^i_1)^{-1} x^{i+1}_1 (q^{i+1} y^i_2 - p^i y^i_1), \quad y^i = (q^{i+1} x^{i+1}_2 - p^{i+1} y^{i+1}_1)^{-1} y^{i+1}_1 (q^{i+1} x^{i+1}_2 - p^i y^i_1), \quad i = 1, 2, \ldots, N. \tag{20}
$$

As it was stated in Definition 2, if the birational system (15) can be solved rationally for $x^i_1, y^i_1$ in terms of $x^i, y^i_1$ and the resulting system is birational, then system (15) will be called quadrirational.

\footnote{A less restrictive assumption is that the products $P^i, Q^i$ commute with the elements $q^i x^{i-1} - p^i y^{i-1}, i = 1, \ldots, N.$}
and the resulting birational system will be called *companion system*. Now we are ready to prove that (15) is quadrirational provided that the centrality assumptions (19) are imposed.

From (12) we obtain
\[ x_i^2 = y_i x_i^{-1} (y_i^{-1})^{-1}, \]
(21)

substituting these equations into (13) we get
\[ p^{i+1} y^i y_i^{-1} - (q^{i+1} x_i^i + p^i y_i^i) y_i^{-1} + q^i y_i^i x_i^{-1} = 0. \]
(22)

Multiplying equation (22) respectively with \( y_i^i \), \( y_i^{i-2} \), \( y_i^{i-3} \), \( \cdots \), \( \prod_{k=2}^{N-1} y_i^{-k} \) we have
\[ p^{i+1} y^i y_i^{-1} y_i^{-2} - (q^{i+1} x_i^i + p^i y_i^i) y_i^{-1} y_i^{-2} + q^i y_i^i x_i^{-1} y_i^{-2} = 0, \]
\[ p^{i+1} y^i y_i^{-1} y_i^{-3} - (q^{i+1} x_i^i + p^i y_i^i) y_i^{-1} y_i^{-3} + q^i y_i^i x_i^{-1} y_i^{-3} = 0, \]
\[ \vdots \]
\[ p^{i+1} y^i y_i^{-1} \prod_{k=2}^{N-1} y_i^{-k} - (q^{i+1} x_i^i + p^i y_i^i) y_i^{-1} \prod_{k=2}^{N-1} y_i^{-k} + q^i y_i^i x_i^{-1} \prod_{k=2}^{N-1} y_i^{-k} = 0. \]
(23)

Assuming centrality we have that \( y_i^i y_i^{-1} \prod_{k=2}^{N-1} y_i^{-k} = (q^0)^N \) and the last equation of (23) reads
\[ p^{i+1} (q^0)^N - (q^{i+1} x_i^i + p^i y_i^i) y_i^{-1} \prod_{k=2}^{N-1} y_i^{-k} + q^i y_i^i x_i^{-1} \prod_{k=2}^{N-1} y_i^{-k} = 0. \]
(24)

The products \( y_i^i y_i^{-1} \prod_{k=2}^{N-1} y_i^{-k} \), \( \prod_{k=2}^{N-1} y_i^{-k} \) in (24) can be determined recursively from (22), (23) and they are linear polynomials on \( y_i^{-N-1} \). Letting \( i \) run from 1 to \( N \) we obtain \( y_i^i \) as functions of \( x_i^i, y_1^i \), and together with (21), we have solved (15) rationally for \( x_2^i, y_i^i \) in terms of \( x_1^i, y_1^i \). In exactly similar manner we can solve (15) rationally for \( x_i^i, y_1^i \) in terms of \( x_2^i, y_i^i \) and that completes the proof. \( \square \)

3.1.1. *Multidimensional compatibility*. Under the identifications \( X^i_a := x_i^i, X^i_b := y_i^i, X^i_a := y_1^i, X^i_b := y_1^i \), the hierarchy of difference systems (15) obtains the compact form
\[ X^i_a = \left( p^{i+1,a} X^i_a - p^{i+1,a} X^i_b \right) X^{i-1,a} \left( p^{i+1,a} X^{i-1,a} - p^{i,a} X^{i-1,b} \right)^{-1}, \]
(25)

\( i = 1, \ldots, N, a \neq b \in \{1, 2\} \).

**Lemma 3.3.** It holds
\[ p^{i+1,a} X^i_a - p^{i+1,a} X^i_c = K_{bc}^i \left( p^{i,a} X^{i-1,a} - p^{i,a} X^{i-1,c} \right)^{-1}, \]
(26)

\( i = 1, \ldots, N, a \neq b \neq c \neq a \in \{1, \ldots, n\}, \) where
\[ K_{bc}^i := \left( A \left( p^{i,c} X^{i-1,b} - p^{i,b} X^{i-1,c} \right)^{-1} \right) X^{i-1,a} + B, \]
with
\[ A := p^{i+1,b} p^{i+1,c} X^{i,a} \left( p^{i,c} X^{i-1,b} - p^{i,b} X^{i-1,c} \right) + p^{1+i,a} p^{i,b} p^{1+i,b} X^{i,c} X^{i-1,c} - p^{1+i,a} p^{i,c} p^{1+i,c} X^{i,b} X^{i-1,b}, \]
\[ B := p^{i,a} p^{i+1,a} \left( p^{i+1,c} X^{i,b} - p^{i+1,b} X^{i,c} \right) \left( p^{i,c} (X^{i-1,c})^{-1} - p^{i,b} (X^{i-1,b})^{-1} \right)^{-1}, \]

and the functions \( K^{i,a}_{bc} \) are symmetric under the interchange \( b \leftrightarrow c \) of the discrete shifts i.e. \( K^{i,a}_{bc} = K^{i,a}_{cb} \).

**Proof.** Substituting from (25) the expressions of \( X^{i,a} \) and \( X^{i,b} \) into \( p^{i+1,b} X^{i,a} - p^{i+1,a} X^{i,b} \), upon expansion, recollection of terms and making use of the identity
\[ X^{i-1,b} \left( p^{i,c} X^{i-1,b} - p^{i,b} X^{i-1,c} \right)^{-1} X^{i-1,c} = \left( p^{i,c} (X^{i-1,c})^{-1} - p^{i,b} (X^{i-1,b})^{-1} \right)^{-1}, \]
we obtain (26). The expressions of \( B \) and of \( A \left( p^{i,c} X^{i-1,b} - p^{i,b} X^{i-1,c} \right)^{-1} \) are clearly symmetric under the interchange \( b \leftrightarrow c \), hence there is \( K^{i,a}_{bc} = K^{i,a}_{cb} \). \( \square \)

**Proposition 3.4.** The system of difference equations (22) can be extended in a compatible way to \( n \)-dimensions as follows
\[ X^{i,a}_b = \left( p^{i+1,b} X^{i,a} - p^{i+1,a} X^{i,b} \right) X^{i-1,a} \left( p^{i,b} X^{i-1,a} - p^{i,a} X^{i-1,b} \right)^{-1}, \]
with \( i = 1, \ldots, N, \ a \neq b \in \{1, \ldots, n\} \). The compatibility conditions
\[ X^{i,a}_{bc} = X^{i,a}_{cb}, \quad i = 1, \ldots, N, \ a \neq b \neq c \neq a \in \{1, \ldots, n\} \]
hold.

**Proof.** Shifting (27) at the \( c \)-direction, we obtain
\[ X^{i,a}_{bc} = \left( p^{i+1,b} X^{i,a} - p^{i+1,a} X^{i,b} \right) X^{i-1,a} \left( p^{i,b} X^{i-1,a} - p^{i,a} X^{i-1,b} \right)^{-1}. \]
Substituting from (27) the expression of \( X^{i-1,a}_c, X^{i-1,b}_c, X^{i,a}_c \) and \( X^{i,b}_c \) to the equations above and by making use of Lemma \([33]\) we derive the following compatibility formula
\[ X^{i,a}_{bc} = K^{i,a}_{bc} X^{i-1,a} \left( K^{i-1,a}_{bc} \right)^{-1}, \]
that is clearly symmetric under the interchange \( b \) to \( c \) and that completes the proof. \( \square \)

**Example 3.5 (\( N = 2 \)).** For \( N = 2 \), we have the Lax matrix \( L^{2,1}(x^1, x^2, p^1, p^2, \lambda) \) that reads:
\[ L^{2,1}(x^1, x^2, p^1, p^2, \lambda) = \begin{pmatrix} p^1 & \lambda x^2 \\ x^1 & p^2 \end{pmatrix} \]
and it serves as a strong Lax matrix for the birational difference system \([15]\) with \( N = 2 \). The centrality assumption \([14]\) that now reads
\[ x^2 x^1 = (p^0)^2 = x^2_2 x^1_2, \quad y^2 y^1 = (q^0)^2 = y^2_1 y^1_1, \]
allow us to eliminate $x^2, y^2$ and their respective shifts from \([15]\) with $N = 2$. For simplicity we denote $x := x^1$, $y := y^1$, $p := (p^0)^2$ and $q := (q^0)^2$ to obtain the quadrirational difference system
\[
x_2 = p(q^2x - p^2y)(pq^1y - qp^1x)^{-1}y, \quad y_1 = q(q^2x - p^2y)(pq^1y - qp^1x)^{-1}x,
\]
with strong Lax matrix
\[
L^{2,1}(x^1; p, p^1, p^2; \lambda) = \begin{pmatrix} p^1 \\ x^1 \\ p^2 \\ x^2 \end{pmatrix} \left( \lambda p (x^1)^{-1} \right).
\]
Solving \((28)\) for $x, y_1$ in terms of $x_2, y$ and by applying the following admissible transformation
\[
(x, y, x_2, y_1) \mapsto (x^{-1}, y^{-1}, x_2^{-1}, y_1^{-1}),
\]
for $p^1 = p^2 = q^1 = q^2 = 1$ we obtain:
\[
x = (p)^{-1}y(y + x_2)^{-1}(px_2 + qy), \quad y_1 = (q)^{-1}x_2(y + x_2)^{-1}(px_2 + qy). \tag{29}
\]

The difference system \((27)\) defines a parametric Yang-Baxter map $R^{(p,q)} : \mathbb{D} \times \mathbb{D} \ni (x_2, y) \mapsto (x, y_1) \in \mathbb{D} \times \mathbb{D}$, since it holds
\[
R^{(p,q)}_1 \circ R^{(p,q)}_2 \circ R^{(q,r)}_3 = R^{(q,r)}_3 \circ R^{(p,q)}_2 \circ R^{(p,q)}_1, \tag{30}
\]
where $R^{(p,q)}_i : \mathbb{D} \times \mathbb{D} \times \mathbb{D} \mapsto \mathbb{D} \times \mathbb{D} \times \mathbb{D}$ is defined as the map that as $R^{(p,q)}$ on the first and second component of $\mathbb{D} \times \mathbb{D} \times \mathbb{D}$ and as an identity to the third; Similarly are defined the maps $R^{(p,r)}_i$ and $R^{(q,r)}_i$. The first instances of set-theoretical-solutions of the quantum Yang-Baxter equation \((30)\) appeared in \([40, 41]\) and the term Yang-Baxter maps was coined to these set-theoretical-solutions in \([42, 43]\).

The Yang-Baxter map $R^{(p,q)}$ provided by \([24]\), serves as the non-commutative extension of the $H_{III}^{A}$ Yang-Baxter map that was introduced in \([39]\) in the commutative setting. Note that \([12], [13]\) under the non-admissible change of variables \([14]\) coincides with the $N$–periodic reduction of the KP map \([24, 25]\), that for $N = 2$ and under the centrality assumptions, results to non-commutative extension \([25]\) of the $H_{III}^{B}$ Yang-Baxter map that was introduced in \([39]\) in the commutative setting. The Yang-Baxter maps $H_{III}^{A}$ and $H_{III}^{B}$ are non-equivalent up to $(\text{Mob})^2$ transformations \([39]\), and that justifies why we consider that the $N$–periodic reduction of the KP map is not equivalent to the difference system \([12], [13]\).

Example 3.6 $(N = 3)$. For $N = 3$, we have the following strong Lax matrix
\[
L^{3,1}(x^1, x^2, x^3; p^1, p^2, p^3; \lambda) = \begin{pmatrix} p^1 \\ x^1 \\ p^2 \\ x^2 \\ p^3 \\ x^3 \end{pmatrix} \left( \lambda x^3 \right),
\]
that serves as a Lax matrix for the birational difference system \([15]\) with $N = 3$. The centrality assumption \([19]\) that now reads
\[
x^3x^2x^1 = (p^0)^3 = x_2^3x_2^2x_2, \quad y^3y^2y^1 = (q^0)^3 = y_1^3y_1^2y_1,
\]
allow us to eliminate $x^3, y^3$ and their respective shifts from \([15]\) with $N = 3$ and obtain the quadrirational difference system
\[
x_2 = (q^{i+1}x^i - p^{i+1}y^i)x^{i-1}(q^ix^{i-1} - p^iy^{i-1})^{-1}, \quad
y_1 = (q^{i+1}x^i - p^{i+1}y^i)y^{i-1}(q^ix^{i-1} - p^iy^{i-1})^{-1}, \tag{31}
\]
where the index $i$ is considered modulo 3 and take the values $i = 1, 2, 3$. Let $x^3 = (p_0^3 x^1)^{-1} (x^2)^{-1}$ and $y^3 = (q_0^3 y^1)^{-1} (y^2)^{-1}$. The quadrirational system (37) has as strong Lax matrix the matrix

$$L^{3,1}(x^1, x^2, p^0, p^1, p^2, p^3, \lambda) = \begin{pmatrix} p^1 & 0 & \lambda (p_0^3 x^1)^{-1} (x^2)^{-1} \\ p^1 x^1 & p^2 & 0 \\ 0 & x^2 & p^3 \end{pmatrix}.$$ 

Following the method introduced in the proof of Proposition 3.2, we solve (37) for $x_1^2, x_2^2, y_1^1, y_2^1$ to obtain the companion system:

$$x_1^2 = (p^1 y_1^1 x_1^{i+2} S^{i+1} + q^1 i q_1^{i+2} (p_0^3)) (q_1^{i+2} x_1^{i+2} + p_1^{i+2} y_1^{i+1} p_1^{i+2} y_1^{i+1})^{-1} \quad (32)$$

$$y_1^1 = (p_1^{i+2} S^{i+2} y_1^{i+1} + q_1^{i+2} i q_1^{i+2} x_1^{i+2} x_1^{i+1})^{-1} (q_1^{i+1} + p_1^{i+2} q_1^{i+2}(q_0^3)^3),$$

where the index $i$ is considered modulo 3 and take the values $i = 1, 2, 3$. Let $x^3 = (p_0^3 x^1)^{-1} (x^2)^{-1}$, $y^3 = (q_0^3 y^1)^{-1} (y^2)^{-1}$ and the expressions $S^j$ are defined by $S^j := q_1^{i+1} x^j + p_1^{i+1} y_1^j$.

The difference system (32) defines a Yang-Baxter map

$$R : \mathbb{D} \times \mathbb{D} \times \mathbb{D} \times \mathbb{D} \ni (x^1, x^2, y_1^1, y_2^1) \mapsto (x_1^2, x_2^2, y_1^1, y_2^1) \in \mathbb{D} \times \mathbb{D} \times \mathbb{D} \times \mathbb{D},$$

that in the simple case where $p_1 = p_2 = p_3 = 1 = q_1 = q_2 = q_3$, can be considered as the second member of the hierarchy of $H_{11}$ Yang-Baxter maps extended in the non-commutative domain.

### 3.2 Integrable hierarchies of difference systems in vertex variables

A procedure to obtain integrable difference systems in vertex variables from integrable systems in edge (or even face variables) was introduced in [44]. Nowadays the name potentialisation is coined to this procedure and it is widely applied [45 46 47 48]. In order to obtain integrable difference systems in vertex variables associated with the integrable difference system (13), we follow the potentialisation procedure as it was used in [24 48].

#### 3.2.1. Multiplicative potentials and the lattice-modified Gel’fand-Dikii hierarchy

The hierarchy of difference systems (13) in its polynomial form constitutes of the sets of equations (12), (13). Equations (12) are identically satisfied if we set

$$x^i = p^0 \phi^i (\phi^i)^{-1}, \quad y^i = q^0 \phi^i (\phi^i)^{-1}, \quad i = 1, \ldots, N. \quad (33)$$

The functions $\phi^i, i = 1, \ldots, N$ can be considered as potential functions. In terms of these potential functions equations (12) are identically satisfied, while equations (13) read

$$q^0 \left( p_0^{i+1} \phi_2^i (\phi^i)^{-1} - p_0^{i} \phi_2^{i+1} (\phi_1^i)^{-1} \right) - p^0 \left( q_0^{i+1} \phi_2^i (\phi^i)^{-1} - q_0^{i} \phi_2^{i+1} (\phi_2^{i+1})^{-1} \right) = 0, \quad (34)$$

$i = 1, \ldots, N$ and constitute a hierarchy of difference systems in vertex variables.

**Proposition 3.7.** The hierarchy of difference systems in vertex variables (34), after rearranging terms reads

$$\left( q^0 p_0^{i+1} \phi_2^i - p_0^0 q_0^{i+1} \phi_2^i \right) (\phi^i)^{-1} = \phi_2^i \left( q^0 p_2^i (\phi_1^i)^{-1} - p_0^0 q_2^i (\phi_2^{i+1})^{-1} \right), \quad i = 1, \ldots, N. \quad (35)$$
(1) arises as the compatibility conditions of the Lax equation \((7)\), associated with the strong Lax matrix

\[
L(\Phi_1, \Phi; P, p^0, \lambda) = \begin{pmatrix}
p^1 & 0 & \ldots & 0 & \lambda p^0 \phi_N^{-1} (\phi_N^{-1})^{-1} \\
p^0 \phi_1^{-1} & p^2 & 0 & \ldots & 0 \\
0 & p^0 \phi_1^{-1} & \ddots & \vdots & 0 \\
\vdots & \vdots & \ddots & p^{N-1} & 0 \\
0 & 0 & \ldots & p^0 \phi_1^{N-1} (\phi_N^{-2})^{-1} & p^N
\end{pmatrix};
\]

(2) it is multidimensional consistent;
(3) it is invariant under the following permutations of the dependent variables

\[
\tau : (\phi^i, \phi_1^i, \phi_2^i, \phi_{12}^i, p^0, q^0, p^i, q^i) \mapsto (\phi^i, \phi_2^i, \phi_1^i, \phi_{12}^i, q^0, p^0, q^i, p^i),
\]
\[
\sigma : (\phi^i, \phi_1^i, \phi_2^i, \phi_{12}^i, p^0, q^0, p^i, q^j) \mapsto (\phi_{12}^i, \phi_2^i, \phi_1^i, q^0, p^0, q^i, p^j),
\]
for all \(j \in \{1, \ldots, N\}\), i.e. it respects the rombic symmetry;
(4) it is an integrable hierarchy of difference systems in vertex variables.

Proof. (1) Substituting the expressions of the potential functions \((33)\) into \((11)\) we obtain the Lax matrix presented in this Proposition.

(2) This is a direct consequence of the multidimensional compatibility (see Proposition \((3.4)\)) of the underlying difference system in edge variables \((13)\). Specifically, for the system \((27)\) we have proved that the compatibility conditions

\[
X_{bc}^{i,a} = X_{cb}^{i,a}, \quad i = 1, \ldots, N, \quad a \neq b \neq c \neq a \in \{1, \ldots, n\},
\]

hold. For the potential functions \(\phi^i\) we have

\[
X^{i,a} = p^{0,a} \phi_a^i (\phi^{-1})^{-1}, \quad i = 1, \ldots, N, \quad a \in \{1, \ldots, n\}.
\]

From \((37)\) and \((36)\) we obtain

\[
\phi_{abc}^i = \phi_{acb}^i, \quad i = 1, \ldots, N, \quad a \neq b \neq c \neq a \in \{1, \ldots, n\},
\]

that proves the multidimensional consistency of the hierarchy.

(3) It is easy to see that \((35)\) it is invariant under \(\tau\), while acting with \(\sigma\) on \((35)\) we obtain

\[
(p^0 q^{i+1} \phi_2^i - q^0 p^{i+1} \phi_1^i) (\phi_{12}^{-1})^{-1} = \phi_i^i \left( p^0 q^i (\phi_1^{-1})^{-1} - q^0 p^i (\phi_2^{-1})^{-1} \right), \quad i = 1, \ldots, N,
\]

which is \((35)\) in disguise. Indeed, by acting on \((35)\) with \(T_{-1} T_{-2}\) we obtain \((38)\). Here with \(T_r\) we denote the forward shift operator on the \(r\)-th direction and with \(T_s\) we denote the backward shift operator on the \(s\)-th direction i.e.

\[
T_1 : \phi_{m,n}^i \mapsto \phi_{m+1,n}^i \equiv \phi_{1}^i, \quad T_{-1} : \phi_{m,n}^i \mapsto \phi_{m-1,n}^i \equiv \phi_{-1}^i, \quad T_{-2} : \phi_{m,n}^i \mapsto \phi_{m,n-1}^i \equiv \phi_{-2}^i, \quad \text{etc.}
\]

(4) Due to statements (1) – (3), \((35)\) constitutes an integrable hierarchy of difference systems in vertex variables defined on the black-white lattice \([50, 51, 52]\).

\[\square\]
In the commutative setting where all variables are considered as elements of the center of the algebra $D$, relations (17) in terms of the multiplicative potential functions (33), lead to

$$\prod_{i=1}^{N} \phi_i^j = \prod_{i=1}^{N} \phi^j, \quad \prod_{i=1}^{N} \phi_2^j = \prod_{i=1}^{N} \phi^j,$$

so the potential functions are not independent but they satisfy

$$\prod_{i=1}^{N} \phi^j = c, \quad (39)$$

where $c$ is a constant that can be scaled to 1. From (35) together with (39) one can solve rationally for any of the corner variable sets $\{\phi^1, \ldots, \phi^N\}$, $\{\phi_1^1, \ldots, \phi_1^N\}$, $\{\phi_2^1, \ldots, \phi_2^N\}$, $\{\phi_{12}^1, \ldots, \phi_{12}^N\}$, that is a reminiscence of the associated quadrirational difference system in edge variables (15), (19).

In the non-commutative setting, (35) can be solved only for the corner variable sets $\{\phi^1, \ldots, \phi^N\}$ and $\{\phi_{12}, \ldots, \phi_{12}^{N}\}$. If we impose the centrality assumptions (40), that in terms of the potential functions (33) take the form

$$\phi_1^N (\phi^{N-1})^{-1} \cdots \phi_1^j (\phi^1)^{-1} \phi_1^j (\phi^N)^{-1} = \phi_1^{N+1} (\phi_{12}^{N+1})^{-1} \cdots \phi_{12}^{j} (\phi_{12}^1)^{-1} \phi_{12}^j (\phi_{12}^N)^{-1},$$

$$\phi_2^N (\phi^{N-1})^{-1} \cdots \phi_2^j (\phi^1)^{-1} \phi_2^j (\phi^N)^{-1} = \phi_{12}^{N+1} (\phi_{12}^{N+1})^{-1} \cdots \phi_{12}^{j} (\phi_{12}^1)^{-1} \phi_{12}^j (\phi_{12}^N)^{-1}, \quad (40)$$

then (35) can be solved for any corner variable set as in the commutative case.

For arbitrary $N$ in the non-commutative setting, a point equivalent form of (35) with $p^i = q^i = 1$, $\forall i \in \{1, \ldots, N\}$ was introduced in [24], [25] and it was shown that it serves as the non-commutative lattice-modified Gel’fand-Dikii hierarchy. In the commutative setting, the same system appeared first in [22] and afterwards in [48].

Note that the point transformation $\phi_{m+k,n+l}^i \rightarrow (p^{j+1})^{k} (q^{j+1})^{l} \phi_{m+k,n+l}^{i} \phi_{m+k,n+l}^{k}, k, l \in \mathbb{Z}$ that scales off $p^i, q^i, i = 1, 2, \ldots, N$ in (35), re-written in terms of $x^i, y^i$ by using (33), results to a non-admissible Mobiüs transformation. So, hierarchy (35) together with (40) can be considered as a $2N$-parameter extension of the non-commutative lattice-modified Gel’fand-Dikii hierarchy.

**Example 3.8 (N = 2).** For $N = 2$, we have the Lax matrix $L(\Phi_1, \Phi; P, P^0, \lambda)$ that reads:

$$L(\Phi_1, \Phi; P, P^0, \lambda) = \begin{pmatrix} p^1 & \lambda p^0 \phi_1^1 (\phi^1)^{-1} \\ p^0 \phi_1^1 (\phi^2)^{-1} & p^2 \end{pmatrix}$$

and it serves as a strong Lax matrix for the integrable difference system in vertex variables (34) with $N = 2$, namely

$$q^0 (p^2 \phi_2^2 (\phi^2)^{-1} - p^1 \phi_{12}^2 (\phi_2^2)^{-1}) - p^0 (q^2 \phi_1^2 (\phi^2)^{-1} - q^1 \phi_{12}^1 (\phi_2^2)^{-1}) = 0, \quad (41)$$

$$q^0 (p^1 \phi_2^2 (\phi^1)^{-1} - p^2 \phi_{12}^2 (\phi_2^1)^{-1}) - p^0 (q^1 \phi_1^2 (\phi^1)^{-1} - q^2 \phi_{12}^1 (\phi_2^1)^{-1}) = 0. \quad (42)$$

The centrality assumption (40) that now reads

$$\phi_1^1 (\phi^1)^{-1} \phi_1^1 (\phi^2)^{-1} = 1 = \phi_{12}^1 (\phi_1^1)^{-1} \phi_{12}^2 (\phi_2^1)^{-1}, \quad \phi_2^2 (\phi^1)^{-1} \phi_2^2 (\phi^2)^{-1} = 1 = \phi_{12}^2 (\phi_1^1)^{-1} \phi_{12}^2 (\phi_2^1)^{-1},$$
allow us to re-write the difference system in terms of one potential function only. Indeed, from the centrality assumption we have

\[
\begin{align*}
\phi_2^2 (\phi_1) & = \phi_2^2 (\phi_0^2) = \phi_2 (\phi_2) = \phi_2^2 (\phi_0^2), \\
\phi_0^2 (\phi_1) & = \phi_0^2 (\phi_0^2), \\
\phi_2 (\phi_1) & = \phi_2 (\phi_2), \\
\phi_2^2 (\phi_1) & = \phi_2 (\phi_2), \\
\phi_0^2 (\phi_1) & = \phi_0^2 (\phi_0^2), \\
\phi_2 (\phi_1) & = \phi_2 (\phi_2),
\end{align*}
\]

that allow us to eliminate \(\phi^2, \phi_1^2, \phi_2^2\), from (42) to obtain

\[
q^0 \left( p^1 \phi_2^2 (\phi_1) - p^2 \phi_1 (\phi_0^2) \right) - p^0 \left( q^1 \phi_2^2 (\phi_1) - q^2 \phi_2 (\phi_0^2) \right) = 0, \tag{43}
\]

where for simplicity we have denoted \(\phi := \phi^1, \phi_1 := \phi_0^1\), etc. When \(p^1 = p^2 = 1 = q^1 = q^2\) and in the commutative setting, equation (43) coincides with the lattice potential modified KdV equation \[\text{[29]}\] or up to a point transformation to \(H_3^0\) in \[\text{[56]}\]. An one-parameter extension of the lattice potential modified KdV equation (again in the commutative setting) was introduced in \[\text{[55]}\], whereas a two-parameter extension of the same equation was introduced in \[\text{[57]}\].

The non-commutative version of the lattice potential modified KdV equation was introduced in \[\text{[29]}\] and it includes two parameters. The extended non-commutative lattice potential modified KdV equation that was introduced in this Section includes six parameters. So (43) can be considered as a non-commutative version of the 4-parameter extension of the lattice potential modified KdV equation.

**Example 3.9 (\(N \geq 3\)).** For \(N = 3\), we have the Lax matrix \(L(\Phi_1, \Phi; P, p^0, \lambda)\) that reads:

\[
L(\Phi_1, \Phi; P, p^0, \lambda) = \begin{pmatrix}
p^1 & 0 & \lambda p^0 \phi_1^2 (\phi^2)^{-1} \\
p^0 \phi_1^2 (\phi^2)^{-1} & p^2 & 0 \\
0 & p^0 \phi_1^2 (\phi^2)^{-1} & p^3
\end{pmatrix}
\]

and it serves as a strong Lax matrix for the integrable difference system in vertex variables \[\text{[34]}\] with \(N = 3\). Explicitly it reads

\[
\begin{align*}
q^0 \left( p^1 \phi_2^3 (\phi^2)^{-1} - p^1 \phi_2^3 (\phi_2) \right) - p^0 \left( q^1 \phi_1^3 (\phi^2)^{-1} - q^1 \phi_1^3 (\phi_2) \right) &= 0, \tag{44} \\
q^0 \left( p^2 \phi_2^3 (\phi^2)^{-1} - p^2 \phi_2^3 (\phi_2) \right) - p^0 \left( q^2 \phi_1^3 (\phi^2)^{-1} - q^2 \phi_1^3 (\phi_2) \right) &= 0, \tag{45} \\
q^0 \left( p^3 \phi_2^3 (\phi^2)^{-1} - p^3 \phi_2^3 (\phi_2) \right) - p^0 \left( q^3 \phi_1^3 (\phi^2)^{-1} - q^3 \phi_1^3 (\phi_2) \right) &= 0. \tag{46}
\end{align*}
\]

From the centrality assumption \[\text{[40]}\] with \(N = 3\) we have

\[
\phi_2^3 (\phi^2)^{-1} = \phi_2^3 (\phi_2)^{-1}, \quad \phi_2^3 (\phi_2)^{-1} = \phi_2^3 (\phi_2)^{-1}, \\
\phi_2 (\phi_2)^{-1} = \phi_2 (\phi_2)^{-1}, \quad \phi_2 (\phi_2)^{-1} = \phi_2 (\phi_2)^{-1},
\]

that allow us to eliminate \(\phi_2^3, \phi_2^3, \phi_2^3\), from (46) that together with (45) we obtain

\[
\begin{align*}
q^0 \left( p^1 \phi_2^3 (\phi^2)^{-1} - p^1 \phi_2^3 (\phi_2) \right) - p^0 \left( q^1 \phi_2^3 (\phi^2)^{-1} - q^1 \phi_2^3 (\phi_2) \right) &= 0, \\
q^0 \left( p^2 \phi_2^3 (\phi^2)^{-1} - p^2 \phi_2^3 (\phi_2) \right) - p^0 \left( q^2 \phi_2^3 (\phi^2)^{-1} - q^2 \phi_2^3 (\phi_2) \right) &= 0, \\
q^0 \left( p^3 \phi_2^3 (\phi^2)^{-1} - p^3 \phi_2^3 (\phi_2) \right) - p^0 \left( q^3 \phi_2^3 (\phi^2)^{-1} - q^3 \phi_2^3 (\phi_2) \right) &= 0.
\end{align*}
\]
When \( p^1 = p^2 = p^3 = 1 = q^1 = q^2 = q^3 \) and in the commutative setting, equation (47) serves as the lattice-modified Boussinesq equation \([21, 12, 22]\), that in the non-commutative setting it was introduced in \([24]\). So (47) serves as a non-commutative version of the 6–parameter extension of the lattice-modified Boussinesq equation.

In order to recover exactly the form of the lattice-modified Boussinesq equation introduced in \([12, 22]\) but in the non-commutative setting, instead of the centrality assumption (40) with \( N = 3 \), one should consider (mimicking the commutative setting) the restricted assumption

\[
\phi_3 \phi_2 \phi_1 = 1
\]

and perform the re-potentialization

\[
(\phi^3, \phi^2, \phi^1) \mapsto ((\phi^2)^{-1}, \phi^2(\phi^1)^{-1}, \phi^1).
\]

(48)

Then, (44)-(46) together with (48) lead exactly to the desired form.

For arbitrary \( N \), the hierarchy of difference systems in vertex variables \([23]\) is a non-commutative integrable hierarchy that when the centrality assumptions (40) are imposed, it serves as the non-commutative version of a \( 2N \)–parameter extension of the lattice-modified Gel’fand-Dikii hierarchy. In the commutative setting the lattice-modified Gel’fand-Dikii hierarchy was introduced implicitly in \([21]\) (the first two members of the hierarchy were presented explicitly), the whole hierarchy was explicitly presented in \([12, 22]\). Moreover it includes two parameters. Note that the non-commutative version of the lattice-modified Gel’fand-Dikii hierarchy that was introduced in \([24]\) includes two parameters as well. The extended non-commutative lattice-modified Gel’fand-Dikii hierarchy that was introduced in this Section includes \( 2N + 2 \) parameters. Furthermore, if instead of the centrality assumptions (40) we consider \( \phi_N \cdots \phi_2 \phi_1 = 1 \) and perform the re-potentialization

\[
(\phi^N, \phi^{N-1}, \ldots, \phi^2, \phi^1) \mapsto ((\phi^{N-1})^{-1}, \phi^{N-1}(\phi^{N-2})^{-1}, \ldots, \phi^2(\phi^1)^{-1}, \phi^1),
\]

(49)

then form (34) together with (49), we obtain a form of the non-commutative lattice-modified Gel’fand-Dikii hierarchy that for \( p^i = q^i = 1, \forall i \in \{1, \ldots, N\} \), coincides with the form introduced in \([24]\).

3.2.2. Additive potentials and the lattice-Schwarzian Gel’fand-Dikii hierarchy. The hierarchy of difference systems (15) in its polynomial form constitutes of the sets of equations (12), (13).

Equations (13) are identically satisfied if we set

\[
x^i = p^i\chi^i - p^{i+1}\chi^i \quad y^i = q^i\chi^i - q^{i+1}\chi^i, \quad i = 1, \ldots, N.
\]

(50)

The functions \( \chi^i, i = 1, \ldots, N \) can be considered as potential functions. In terms of these potential functions, equations (13) are identically satisfied, while equations (12) read

\[
(p^i\chi_{12} - p^{i+1}\chi_2) (q^{i-1}\chi_{2} - q^i\chi_{i-1}) - (q^i\chi_{12} - q^{i+1}\chi_1) (p^{i-1}\chi_{1} - p^i\chi_{i-1}) = 0,
\]

(51)

\( i = 1, \ldots, N \) and constitute a hierarchy of difference systems in vertex variables.

**Proposition 3.10.** For the hierarchy of difference systems in vertex variables (51) it holds:
arises as the compatibility conditions of the Lax equation \( \mathcal{L} \), associated with the strong Lax matrix
\[
L(\Phi_1, \Phi; P, \lambda) = \begin{pmatrix}
p^1 & 0 & \cdots & 0 & \lambda (p^N \chi_1^N - p^1 \chi^N) \\
p^1 \chi_1^1 - p^2 \chi^1 & p^2 & 0 & \cdots & 0 \\
0 & p^2 \chi_1^2 - p^3 \chi^2 & \ddots & \vdots & \vdots \\
0 & \vdots & \ddots & p^{N-1} \chi_1^{N-1} - p^N \chi^{N-1} & 0 \\
0 & 0 & \cdots & p^N - \chi_1^N - p^N \chi^{N-1} & p^N
\end{pmatrix}
\]

(2) it is multidimensional consistent;
(3) it is invariant under the following permutations of the dependent variables
\[
\tau: (\phi^1, \phi^1_1, \phi^1_2, \phi^2, p^0, q^0, p^j, q^j) \mapsto (\phi^1, \phi^1_1, \phi^1_2, \phi^2, p^0, q^0, p^j, q^j),
\]
\[
\sigma: (\phi^1, \phi^1_1, \phi^1_2, \phi^2, p^0, q^0, p^j, q^j) \mapsto (\phi^2, \phi^1_2, \phi^1_1, \phi^1, p^0, q^0, p^j, q^j),
\]
\[
\forall j \in \{1, \ldots, N\},
\]
i.e. it respects the rhombic symmetry;

(4) it is an integrable hierarchy of difference systems in vertex variables.

**Proof.** The proof follows similarly to the proof of Proposition 3.7. 

In the non-commutative setting, \( 51 \) can be solved only for the corner variable sets \( \{\chi^1, \ldots, \chi^N\} \) and \( \{\chi^1_{12}, \ldots, \chi^N_{12}\} \). If we impose the centrality assumptions \( 19 \), that in terms of the potential functions \( 50 \) take the form
\[
(\chi^1 \chi^N_{12} - p^1 \chi^N_{12}) \cdots (\chi^1 \chi^N_{12} - p^3 \chi^N_{12}) (\chi^1 \chi^N_{12} - p^1 \chi^N_{12}) = (p^0)^N,
\]
\[
(\chi^1 \chi^N_{12} - p^1 \chi^N_{12}) \cdots (\chi^1 \chi^N_{12} - p^3 \chi^N_{12}) (\chi^1 \chi^N_{12} - p^1 \chi^N_{12}) = (p^0)^N,
\]
\[
(\chi^1 \chi^N_{12} - p^1 \chi^N_{12}) \cdots (\chi^1 \chi^N_{12} - p^3 \chi^N_{12}) (\chi^1 \chi^N_{12} - p^1 \chi^N_{12}) = (q^0)^N,
\]
\[
(\chi^1 \chi^N_{12} - p^1 \chi^N_{12}) \cdots (\chi^1 \chi^N_{12} - p^3 \chi^N_{12}) (\chi^1 \chi^N_{12} - p^1 \chi^N_{12}) = (p^0)^N,
\]
then \( 51 \) can be solved for any corner variable set.

The point transformation \( \chi_{m+k,n+l} \mapsto \left( \frac{p_{-1}-1}{p_1} \right)^k \left( \frac{q_{-1}}{q_1} \right)^l \chi_{m+k,n+l} \), \( k, l \in \mathbb{Z} \) that scales off \( p^i, q^j \), \( i = 1, 2, \ldots, N \) in \( 51 \), re-written in terms of \( x^i, y^i \) by using \( 50 \), results to a non-admissible M"{o}bi"{u}s transformation. So, for arbitrary \( N \) the system of equations \( 51 \) together with the centrality assumptions \( 52 \), can be considered as a \( 2N \)-parameter extension of non-commutative lattice Schwarzian Gel’fand-Dikii hierarchy and that is apparent in the examples that follow. In the commutative case the lattice-Schwarzian Gel’fand-Dikii hierarchy was introduced in \( 12 \).

**Example 3.11 (N = 2).** For \( N = 2 \), we have the Lax matrix
\[
L(\Phi_1, \Phi; P, \lambda) = \begin{pmatrix}
p^1 & \lambda (p^2 \chi^2 - p^1 \chi^1) \\
p^1 \chi^1 - p^2 \chi^1 & p^2
\end{pmatrix}
\]
and it serves as a strong Lax matrix for the integrable difference system in vertex variables \( 57 \) with \( N = 2 \), namely
\[
(p^1 \chi_{12} - p^2 \chi^1_2) (q^2 \chi^1_2 - q^1 \chi^1_2) - (q^1 \chi_{12} - q^2 \chi^1_2) (p^2 \chi^1_2 - p^1 \chi^1_2) = 0,
\]
\[
(p^2 \chi_{12} - p^1 \chi^2_2) (q^1 \chi^2_2 - q^2 \chi^1_2) - (q^2 \chi_{12} - q^1 \chi^2_2) (p^1 \chi^1_2 - p^2 \chi^1_2) = 0.
\]
The centrality assumption (52) that now reads
\[
(p^2 \chi_1^2 - p^1 \chi^2) (p^1 \chi_1^1 - p^2 \chi^1) = (p^0)^2 = (p^2 \chi_1^2 - p^1 \chi^2) (p^1 \chi_1^1 - p^2 \chi^1),
\]
\[
(q^2 \chi_2^2 - q^1 \chi^2) (q^1 \chi_2^1 - q^2 \chi^1) = (q^0)^2 = (q^2 \chi_2^2 - q^1 \chi^2) (q^1 \chi_2^1 - q^2 \chi^1),
\]
allow us to re-write the difference system in terms of one potential function only. Indeed, from (53) using (55) we eliminate \( \chi^2 \) and its shifts to obtain:
\[
(q^0)^2 (p^1 \chi_1 - p^2 \chi_2) (q^1 \chi_1 - q^2 \chi) - 1 = (p^0)^2 (q^1 \chi_1 - q^2 \chi_1) (p^1 \chi_1 - p^2 \chi) - 1,
\]
where for simplicity we have denoted \( \chi := \chi^1, \chi_1 := \chi_1^1, \) etc. When \( p^1 = p^2 = 1 = q^1 = q^2 \) and in the commutative setting, equation (56) coincides with the lattice-Schwarzian KdV equation (58), that is also known as the cross-ratio equation or Q10 in (58). For arbitrary \( q^i, p^i, i = 1, 2 \), equation (58) was introduced in (59). The non-commutative version of the lattice-Schwarzian KdV equation was introduced in (29) and it includes two parameters. The extended non-commutative lattice-Schwarzian KdV equation that was introduced in this Section includes six parameters. So (58) serves as the non-commutative version of a 4–parameter extension of the lattice-Schwarzian KdV equation.

Example 3.12 \((N \geq 3)\). For \( N = 3 \), we have the Lax matrix
\[
L(\Phi_1, \Phi; P, \lambda) = \begin{pmatrix}
  p^1 & 0 & \lambda (p^3 \chi_3 - p^1 \chi^3) \\
  p^2 & 0 & p^3 \\
  0 & p^3 & p^2 \chi_2 - p^3 \chi^2
\end{pmatrix}
\]
and it serves as a strong Lax matrix for the integrable difference system in vertex variables (61) with \( N = 3 \), namely
\[
(p^1 \chi_1 - p^2 \chi_2) (q^3 \chi_2^3 - q^1 \chi^3) - (q^1 \chi_1 - q^2 \chi_1^1) (p^3 \chi_3 - p^1 \chi^3) = 0,
\]
\[
(p^2 \chi_2 - p^3 \chi_2^3) (q^1 \chi_1 - q^2 \chi) - (q^2 \chi - q^3 \chi_2) (p^1 \chi_1 - p^2 \chi) = 0,
\]
\[
(p^3 \chi_3 - p^1 \chi^3) (q^2 \chi_2^3 - q^3 \chi_2) = 0.
\]
The centrality assumption (52) that now reads
\[
(p^3 \chi_3 - p^1 \chi^3) (p^2 \chi_1^2 - p^3 \chi^2) (p^1 \chi_1^1 - p^2 \chi^1) = (p^0)^3,
\]
\[
(p^3 \chi_2^3 - p^1 \chi^3) (p^2 \chi_1^2 - p^3 \chi^2) (p^1 \chi_1^1 - p^2 \chi^1) = (p^0)^3,
\]
\[
(q^3 \chi_3 - q^1 \chi^3) (q^2 \chi_2^3 - q^3 \chi_2) (q^1 \chi_1^1 - q^2 \chi^1) = (q^0)^3,
\]
allow us to re-write the difference system in terms of potential functions \( \chi^1 \) and \( \chi^2 \) only. Indeed, by using (60), we eliminate \( \chi^3 \) and its shifts from (57) and (59) to obtain:
\[
(q^0)^3 (p^1 \chi_1 - p^2 \chi_2) (q^1 \chi_1^1 - q^2 \chi^1) - 1 (q^2 \chi_2 - q^3 \chi^2) - 1
\]
\[
= (p^0)^3 (q^1 \chi_1 - q^2 \chi_1^1) (p^1 \chi_1 - p^2 \chi_1^1) - 1 (p^2 \chi_1^1 - p^3 \chi_1^1) - 1,
\]
\[
(p^0)^3 (p^1 \chi_1 - p^2 \chi_2) - 1 (p^2 \chi_1^1 - p^3 \chi^1) - 1 (q^2 \chi_2 - q^3 \chi^2)
\]
\[
= (q^0)^3 (q^1 \chi_1 - q^2 \chi_1^1)^{-1} (q^2 \chi_1^1 - q^3 \chi^1)^{-1} (p^1 \chi_1^1 - p^2 \chi_1^1)^{-1} (p^2 \chi_1^1 - p^3 \chi_1^1)^{-1} (p^2 \chi_1^1 - p^3 \chi^1)^{-1} (q^2 \chi_2 - q^3 \chi^2).
\]
When \( p^1 = p^2 = 1 = q^1 = q^2 \) and in the commutative setting, equation (61) coincides with the lattice-Schwarzian Boussinesq equation [23]. So (61) stands for the non-commutative 4-parameter extension of the lattice-Schwarzian Boussinesq equation.

For arbitrary \( N \), the hierarchy of difference systems in vertex variables (51) is a non-commutative integrable hierarchy that when the centrality assumptions (52) are imposed, it can be considered as the non-commutative version of a \( 2N \)-parameter extension of the lattice-Schwarzian Gel’fand-Dikii hierarchy. In the commutative setting the lattice-Schwarzian Gel’fand-Dikii hierarchy was introduced in [12]. Moreover it includes two parameters. The extended non-commutative lattice-Schwarzian Gel’fand-Dikii hierarchy that was introduced in this Section includes \( 2N + 2 \) parameters.

4. The Lax matrix \( L^{N,2} \) and integrable hierarchies of difference systems

For \( k = 2, N \geq 3 \) we have the the Lax matrix

\[
L^{N,2}(X; P, \lambda) := P + \nabla^1 X^{(1)} + \nabla^2 X^{(2)} + \lambda \left( \Delta^1 X^{(1)} + \Delta^2 X^{(2)} \right),
\]

that explicitly reads:

\[
L^{N,2}(X; P, \lambda) = \begin{pmatrix}
p^1 & 0 & \cdots & 0 & \lambda x^{2,N-1} & \lambda x^{1,N} \\
x^{1,1} & p^2 & 0 & \cdots & 0 & \lambda x^{2,N} \\
x^{2,1} & x^{1,2} & \cdots & \cdots & 0 & \\
0 & \ddots & \ddots & \ddots & \ddots & \\
\vdots & \ddots & \ddots & \ddots & \ddots & \\
0 & 0 & \cdots & x^{2,N-2} & x^{1,N-1} & p^{N-1} & 0 & \cdots & p^N
\end{pmatrix},
\]

(62)

The compatibility conditions (8)-(10) read:

\[
x_2^{2,i} y_1^{2,i+1} = y_1^{2,i} x_2^{2,i+1},
\]
\[
q^i x_2^{2,i} - q^{i-1} x_2^{2,i} + x_2^{1,i+1} y_1^{1,i} = p^i y_1^{1,i} - p^{i-1} y_1^{2,i} + y_1^{1,i+1} x_2^{1,i},
\]
\[
x_2^{2,i} y_1^{1,i-1} + x_2^{1,i+1} y_2^{2,i-1} = y_1^{2,i} x_2^{1,i-1} + y_1^{1,i+1} x_2^{2,i-1},
\]
\[
q^i x_2^{1,i} - q^{i+1} x_2^{1,i} = p^i y_1^{1,i} - p^{i+1} y_1^{1,i},
\]

(63)-(66)

where the superscript \( i = 1, 2, \ldots, N \), is considered modulo \( N \).

4.1. An integrable hierarchy of difference systems in edge variables

**Proposition 4.1.** For the hierarchy of difference systems in edge variables (63)-(66), it holds:

1. matrix (62), serves as its strong Lax matrix;
2. it is birational;

**Proof.** (1) The compatibility conditions (8)-(10) for the Lax matrix (62) are exactly the hierarchy (63)-(66).
(2) In matrix form the hierarchy of difference systems (63)-(66) reads:

\[
\begin{pmatrix}
Q & \mathbf{Y}^{(1)} & Y^{(2)} & 0_N \\
0_N & \mathbf{Q} & Y^{(1)} & Y^{(2)} \\
-P & -\mathbf{X}^{(1)} & -X^{(2)} & 0_N \\
0_N & -\mathbf{P} & -X^{(1)} & -X^{(2)}
\end{pmatrix}
= \begin{pmatrix} b^1 \\ b^2 \\ 0 \\ 0 \end{pmatrix},
\]

where \(0_N\) stands for the order \(N\) zero matrix, while \(0\) stands for the \(N\)-component zero row vector. In the formulae above participate as well the following \(N\)-component vectors:

\[
x_2 := (x_2^{1,1}, x_2^{1,2}, \ldots, x_2^{1,N}),\quad x_2 := (x_2^{2,1}, x_2^{2,2}, \ldots, x_2^{2,N-1}),\quad y_1 := (y_1^{1,1}, y_1^{1,2}, \ldots, y_1^{1,N})\quad \text{and}\quad y_2 := (y_1^{2,1}, y_1^{2,2}, \ldots, y_1^{2,N-1}).
\]

We also have the diagonal order \(N\) matrices:

\[
Q := \text{diag}(q^1, q^2, \ldots, q^N),\quad \mathbf{Q} := \text{diag}(q^N, q^1, \ldots, q^{N-1}),
\]

\[
X^{(j)} := \text{diag}(x^{j,1}, x^{j,2}, \ldots, x^{j,N}),\quad X^{(j)} := \text{diag}(x^{j,N}, x^{j,1}, \ldots, x^{j,N-1}),
\]

\(j = 1, 2\) and similarly are defined the diagonal matrices \(P, Y^{(j)}, \mathbf{Y}^{(j)}\) and \(\mathbf{X}^{(j)}\). Finally, the \(N\)-component vectors:

\[
b^1 := (q^2 x^{1,1} - p^2 y^{1,1}, q^3 x^{1,2} - p^3 y^{1,2}, \ldots, q^N x^{1,N} - p^N y^{1,N}),
\]

\[
b^2 := (q^1 x^{2,1} - p^1 y^{2,1}, q^2 x^{2,2} - p^2 y^{2,2}, \ldots, q^{N} x^{2,N-1} - p^{N} y^{2,N-1}),
\]

also participate in (67).

The Schur block matrix inversion formula, states that for the block matrix

\[
M = \begin{pmatrix} A & B \\ C & D \end{pmatrix},
\]

its inverse matrix \(M^{-1}\) reads

\[
M^{-1} = \begin{pmatrix} (M/D)^{-1} & (M/B)^{-1} \\ (M/C)^{-1} & (M/A)^{-1} \end{pmatrix}, \quad M/A := D - CA^{-1}B, \quad M/B := C - DB^{-1}A,
\]

\[
M/C := B - AC^{-1}D, \quad M/D := A - BD^{-1}C.
\]

By using this inversion formula in (67), we obtain (63)-(66) in solved form. Working similar, we can obtain the inverse solved form of (63)-(66) and that proves bi-rationality of the latter.

\[ \square \]

The following remarks are in order. First, by setting

\[
x^{2,i} = y^{2,i} = x^{2,i}_1 = y^{2,i}_1 = 0, \quad \forall i \in \{1, \ldots, N\},
\]

equations (63), (65) of the hierarchy of difference systems in Proposition 4.1 vanish, while equations (64), (66) respectively read

\[
x^{2,i+1} y^{1,i} = y^{1,i+1} x^{1,i}, \quad q^{i} x^{1,i} - q^{i+1} x^{1,i} = p^{i} y^{1,i} - p^{i+1} y^{1,i},
\]

which coincide respectively with (13) and (12). So we have obtained a reduction from the hierarchy of difference systems (63)-(66) to the hierarchy of difference systems (12), (13). Similarly by setting

\[
x^{1,i} = y^{1,i} = x^{1,i}_1 = y^{1,i}_1 = 0, \quad \forall i \in \{1, \ldots, N\},
\]
respectively read:

\[ x_2^{2,i} y^{2,i+1} = y_1^{2,i} x^{2,i+1}, \quad q^i x_2^{2,i} - q^{i-1} x^{2,i} = p^i y_1^{2,i} - p^{i-1} y^{2,i}, \]  

(69)

\( i = 1, \ldots, N. \) Note that (69) is mapped to (68) via \((x_2^{2,i}, y_1^{2,i}, x^{2,i}, y^{2,i}) \mapsto (x_2^{1,i}, y_1^{1,i}, x_1^{1,i-2}, y_1^{1,i-2})\). A second remark is that for the hierarchy of difference systems (63)–(66) that is introduced in Proposition 4.1, we have \( i = 1, \ldots, N \geq 3. \) Nevertheless, this system makes perfectly sense even for \( N = 2 \) and although we do not have yet a Lax matrix for this case, we anticipate integrability.

Finally, in the commutative setting it holds \( \prod_{i=1}^{N} x_2^{2,i} = \prod_{i=1}^{N} x^{2,i} \) and \( \prod_{i=1}^{N} y_1^{2,i} = \prod_{i=1}^{N} y^{2,i} \) that leads to

\[ \prod_{i=1}^{N} x_2^{2,i} = (p^0)^N = \prod_{i=1}^{N} x^{2,i}, \quad \prod_{i=1}^{N} y_1^{2,i} = (q^0)^N = \prod_{i=1}^{N} y^{2,i}, \]  

(70)

where \( p^0 \), respectively \( q^0 \), are considered functions of \( m \), respectively \( n \), only. Nevertheless, considering (70) together with (63)–(64), quadrirationality is not assured as it was the case for the hierarchy of difference systems (12), (13). Further restrictions on the dependent variables are required for quadrirationality to be achieved.

### 4.2. An integrable hierarchy of difference systems in vertex variables

The hierarchy of difference systems of Proposition 4.1 constitutes of the sets of equations (63)–(66). The sets of equations (63) and (66) are identically satisfied if we respectively set

\[ x_2^{2,i} = p^0 \phi_2^i (\phi^{i+1})^{-1}, \quad y_1^{2,i} = q^0 \phi_2^i (\phi^{i+1})^{-1}, \]

\[ x_1^{i,i} = p^0 \chi_1^i - p^{i+1} \chi_1^i, \quad y_1^{i,i} = q^0 \chi_2^i - q^{i+1} \chi_2^i, \]  

(71)

The functions \( \phi^i, \chi^i, i = 1, \ldots, N \) can be considered as potential functions. In terms of these potential functions equations (63) and (66) are identically satisfied, while equations (64) and (65) respectively read:

\[ p^0 \left( q^i \phi_{12}^i (\phi_2^{i+1})^{-1} - q^{i-1} \phi_2^i (\phi^{i+1})^{-1} \right) - q^0 \left( p^i \phi_{12}^i (\phi_1^{i+1})^{-1} - p^{i-1} \phi_2^i (\phi^{i+1})^{-1} \right) = (q^{i+1} \chi_{12}^i - q^{i+2} \chi_1^{i+1}) \left( p^i \chi_1^i - p^{i+1} \chi_1^i \right) - (p^{i+1} \chi_{12}^i - p^{i+2} \chi_2^{i+1}) \left( q^i \chi_2^i - q^{i+1} \chi_2^i \right), \]

\[ p^0 \phi_{12}^i (\phi_1^{i+1})^{-1} \left( q^{i-1} \chi_2^i - q^{i+1} \chi_2^{i+1} \right) + q^0 \left( p^{i+1} \chi_{12}^i - p^{i+2} \chi_2^{i+1} \right) \phi_2^i (\phi^{i+1})^{-1} = q^0 \phi_{12}^i (\phi_1^{i+1})^{-1} \left( p^{i-1} \chi_1^i - p^{i+1} \chi_1^{i-1} \right) + q^0 \left( q^{i+1} \chi_{12}^i - q^{i+2} \chi_1^{i+1} \right) \phi_1^i (\phi^{i+1})^{-1}, \]  

(72), (73)

\( i = 1, \ldots, N \) and constitute a hierarchy of difference systems in vertex variables.

**Proposition 4.2.** For the hierarchy of difference equations in vertex variables (72), (73) it holds
(1) arises as the compatibility conditions of the Lax equation (7), associated with the strong Lax matrix

\[ L = \begin{pmatrix}
  p^1 & 0 & \cdots & 0 & \lambda x^{2,N-1} & \lambda x^{1,N} \\
  0 & p^2 & \cdots & 0 & \lambda x^{2,N} & \lambda x^{1,N} \\
  \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
  0 & \cdots & \cdots & \cdots & \cdots & \cdots \\
  x_{2,1} & x_{1,2} & \cdots & \cdots & 0 & 0 \\
  \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
  0 & 0 & 0 & \cdots & x_{2,N-2} & x_{1,N-1} & p^N \\
\end{pmatrix}, \]

where \( x^{2,i} := p^0 \phi_1^{\prime}(\phi^{i+1})^{-1}, y^{2,i} := q^0 \phi_2^{\prime}(\phi^{i+1})^{-1}, x^{1,i} := p^i \chi_1^{\prime} - p^{i+1} \chi^i, y^{1,i} := q^i \chi_2^{\prime} - q^{i+1} \chi^i, \)

\( i = 1, \ldots, N; \)

(2) it is invariant under the following permutations of the dependent variables

\[ \tau : (\phi^j, \phi_1^j, \phi_2^j, \phi_1^{i,1}, \chi^1, \chi_2^{i,1}, \chi_2^{j,1}, p^0, q^0, p^j, q^j) \mapsto (\phi^j, \phi_2^j, \phi_1^j, \phi_1^{i,1}, \chi^1, \chi_2^{j,1}, \chi_2^{i,1}, q^0, p^0, q^j, p^j), \]

\[ \sigma : (\phi^j, \phi_1^j, \phi_2^j, \phi_1^{i,1}, \chi^1, \chi_2^{i,1}, \chi_2^{j,1}, p^0, q^0, p^j, q^j) \mapsto (\phi_2^{i,1}, \phi_1^{i,1}, \phi_1^j, \phi_1^j, \chi_2^{i,1}, \chi_2^{j,1}, \chi_2^{i,1}, p^0, q^j, p^0, q^j), \]

\( \forall j \in \{1, \ldots, N\}, \)

i.e. it respects the rhombic symmetry;

(3) it is an integrable hierarchy of difference equations in vertex variables.

**Proof.** The proof follows similarly to the proof of Proposition 3.7.  

The following remarks are in order. First, By setting

\[ \chi^i = \chi_1^i = \chi_2^i = \chi_{12} = 0, \quad \forall i \in \{1, \ldots, N\}, \]

the set of equations (73) vanishes while (72) reads:

\[ p^0 \left( q^{i\prime} \phi_{12}^{\prime} (\phi^{i+1})^{-1} - q^{i\prime-1} \phi_1^{\prime} (\phi^{i+1})^{-1} \right) = q^0 \left( p^{i\prime} \phi_2^{\prime} (\phi^{i+1})^{-1} - p^{i\prime-1} \phi_2^{\prime} (\phi^{i+1})^{-1} \right), \]

\( i = 1, \ldots, N, \) that is mapped to (54) via \((\phi^i, \phi_1^{i+1}, \phi_2^{i+1}, \phi_{12}^{i+1}) \mapsto (\phi^i, \phi_1^{i-1}, \phi_2^{i-1}, \phi_{12}^{i-1}), \) \( \forall i \in \{1, \ldots, N\}. \)

Furthermore, if the centrality assumption (40) are imposed, we arrive to the non-commutative lattice-modified Gel’fand-Dikii hierarchy. To recapitulate, we have obtained a reduction of the hierarchy (72), (73) to the non-commutative lattice-modified Gel’fand-Dikii hierarchy. Second, by considering \( p^0 = q^0 = 0 \) to the sets of equations (72), (73), equations (73) vanishes while equations (72) read:

\[ (q^{i\prime+1} \chi_{12}^{i+1} - q^{i\prime+2} \chi_{12}^{i+1}) \left( p^i \chi_1^i - p^{i+1} \chi^i \right) = (p^{i+1} \chi_{12}^{i+1} - p^{i+2} \chi_{12}^{i+1}) \left( q^i \chi_2^i - q^{i+1} \chi^i \right), \]

\( i = 1, \ldots, N \) that coincide with (51). Furthermore, if the centrality assumptions (52) are imposed, we arrive to the non-commutative lattice-Schwarzian Gel’fand-Dikii hierarchy. To recapitulate, we have obtained a reduction of the hierarchy (72), (73) to the non-commutative lattice-Schwarzian Gel’fand-Dikii hierarchy.
5. Conclusions

In this article we have introduced a family of Lax matrices $L^{N,k}$ that participate to the linear problem:

$$\Psi_2 = L^{N,k}(X; P, \lambda) \Psi, \quad \Psi_1 = L^{N,k}(Y; Q, \lambda) \Psi.$$  \hspace{1cm} (74)

For $k = 1, 2$ we derived the corresponding integrable hierarchies of difference systems in non-commuting edge variables and the associated integrable difference hierarchies in vertex variables together with their Lax matrices. The lattice-modified Gel’fand-Dikii hierarchy and the lattice-Schwarzian Gel’fand-Dikii hierarchy, both in non-commuting variables, together with the underlying integrable difference system in edge variables, were obtained for $k = 1$. For $k = 2$, we have obtained a seemingly novel hierarchy of difference systems in edge and vertex variables, that includes both the lattice-modified and the lattice-Schwarzian Gel’fand-Dikii hierarchies, since the latter are obtained by appropriate reductions. This contribution clearly raises many new questions to be addressed. Let us conclude this article by mentioning a few of them.

A first question concerns the continuous limit of the discrete hierarchy (72), (73). We do not know yet the continuous hierarchy of equations that corresponds to (72), (73). Furthermore, the discrete hierarchies obtained from (74) for $k > 2$ await to be studied and their continuous counterparts to be identified. For example, when $k = 3$ the hierarchy of difference systems in edge variables associated with $L^{N,3}$ is given implicitly by equations (8)-(10) (with $k = 3$) and explicitly reads:

$$\begin{align*}
x_2^{3,i} y_2^{3,i+1} &= y_1^{3,i} x_2^{3,i+1}, \\
q^i x_2^{1,i} - q^{i+1} x_1^{1,i} &= p^i y_1^{1,i} - p^{i+1} y_1^{1,i}, \\
q^i x_2^{2,i} - q^{i+2} x_2^{2,i} + x_2^{1,i+1} y_1^{1,i} &= p^i y_1^{2,i} - p^{i+2} y_2^{2,i} + y_1^{1,i+1} x_1^{1,i}, \\
x_2^{3,i} y_1^{1,i+1} + x_2^{2,i+1} y_2^{2,i+2} + x_2^{1,i+2} y_3^{2,i+2} + x_2^{1,i+3} y_3^{2,i+3} &= y_1^{3,i} x_1^{i+3} + y_1^{2,i+1} x_1^{i+3} + y_1^{1,i+2} x_1^{i+3} + y_1^{1,i+3} x_1^{i+3}, \\
x_2^{3,i} y_2^{2,i+2} + x_2^{2,i+1} y_3^{2,i+2} &= y_1^{3,i} x_2^{2,i} + y_1^{2,i+1} x_3^{2,i+2},
\end{align*}$$

(75)
i = 1, \ldots, N. The first two sets of equations of (75) are identically satisfied by setting

$$\begin{align*}
x^{3,i} &= p^0 \phi^i (\phi^{i+1})^{-1}, \\
y^{3,i} &= q^0 \phi^i (\phi^{i+1})^{-1}, \\
x^{1,i} &= p^i \chi^i - p^{i+1} \chi^i, \\
y^{1,i} &= q^i \chi^i - q^{i+1} \chi^i,
\end{align*}$$
i = 1, \ldots, N,$n

and in terms of the potential functions $\phi^i, \chi^i, i = 1, \ldots, N$, the remaining sets of equations of (75) constitute a hierarchy of difference systems in edge and vertex variables.

For the Lax matrix $L^{N,1}$ we have implicitly presented the hierarchy of associated Yang-Baxter maps (see Proposition 3.2). The fist member of this hierarchy of maps is a 4-parametric extension of the $H^{AdS}_{II}$ Yang-Baxter map, extended in the non-commutative domain and it is presented in Example 3.3, whereas the second member of this hierarchy is explicitly presented in Example 3.6. We anticipate to present the explicit form of the whole hierarchy of Yang-Baxter maps elsewhere as well as the hierarchy of entwining maps associated with this hierarchy. Furthermore, an open question is to obtain explicitly the hierarchies of Yang-Baxter maps associated with the Lax matrices $L^{N,k}$ for $k \geq 2$. 

The linear problem (74) falls into a class of more general linear problems, namely

$$\Psi_2 = L^{N,k_1,a}(X;P,\lambda)\Psi, \quad \Psi_1 = M^{N,k_2,b}(Y;Q,\lambda)\Psi,$$

where

$$L^{N,k_1,a}(X;P,\lambda) := \sum_{i=0}^{k_1} \nabla^i X^{(i)} + \lambda \sum_{i=0}^{k_1} \Delta^i X^{(i)},$$

$$M^{N,k_2,b}(Y;Q,\lambda) := \sum_{i=0}^{k_2} \nabla^i Y^{(i)} + \lambda \sum_{i=0}^{k_2} \Delta^i Y^{(i)},$$

with $N \in \mathbb{N}$, $k_1, k_2, a, b \in \{0, 1, \ldots, N - 1\}$, $k_1 \geq a$, $k_2 \geq b$ and $\nabla^0 = \Delta^0 = I_N$, where $I_N$ the order $N$ identity matrix. Also $X^{(a)} \equiv P$ the diagonal order $N$ matrix with entries the parameters $(X^{(a)})_{i,i} := p^i$; $Y^{(a)} \equiv Q$ the diagonal order $N$ matrix with entries the parameters $(Y^{(a)})_{i,i} := q^i$ and $X^{(j)}$, $Y^{(j)}$, $j = 0, 1, \ldots, N - 1$, $j \neq a, b$, the order $N$ diagonal matrices defined on Section 2.1.

Note that (74) arises as the special case of (76), (77), when $k_1 = k_2 = k$, $a = b = 0$. A classification of the linear problems (76), (77), awaits to be addressed.

Finally, in the seminal articles [24, 25], the geometric interpretation of the KP map in terms of Desargues maps is provided. The geometric interpretation of the difference systems in edge variables that correspond to Lax matrices $L^{N,k}$ with $k \geq 2$ and when we assume that $N \in \mathbb{Z}$, is an open question.
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