Analysis of the Macroscopic Behavior of Server Systems in the Internet Environment
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Abstract: Elasticity is one of the key features of cloud-hosted services built on virtualization technology. To utilize the elasticity of cloud environments, administrators should accurately capture the operational status of server systems, which changes constantly according to service requests incoming irregularly. However, it is difficult to detect and avoid in advance that operating services are falling into an undesirable state. In this paper, we focus on the management of server systems that include cloud systems, and propose a new method for detecting the sign of undesirable scenarios before the system becomes overloaded as a result of various causes. In this method, a measure that utilizes the fluctuation of the macroscopic operational state observed in the server system is introduced. The proposed measure has the property of drastically increasing before the server system is in an undesirable state. Using the proposed measure, we realize a function to detect that the server system is falling into an overload scenario, and we demonstrate its effectiveness through experiments.

Keywords: macroscopic behavioral model; variance of fluctuation; behavioral monitoring; management of server systems; empirical study

1. Introduction

The maturation of the recent cloud-computing paradigm has enabled the construction of flexible network services that are not bound to hardware construction. Elasticity is one of the key features of cloud-hosted services built on virtualization technology. Elasticity is the ability to change the size of network services flexibly as necessary. The control methods of cloud-hosted services and services that have elasticity are referred to as elastic services or elastic resource management [1–3]. To utilize the elasticity of cloud environments, administrators should accurately capture the operational status of server systems, which changes constantly according to service requests incoming irregularly. Currently, various studies are being conducted in many domains, from the analysis of the theoretical model to the observation and control of the operating characteristics of the actual system. However, there are no useful methods or functions to know that the behavior properties of server systems have changed to abnormal ones, before the operational status of server system that administrators observe, changes drastically. For example, quality of service (QoS) measures, such as throughput and response time, are widely used to capture the operational status of a running server system. When the degradation of the QoS of operating services is detected, it can be assumed that the system is overloaded, and a control operation for resolving the fault should be applied. However, such changes in the QoS are detected only after a scenario in which a problem in the server system has already occurred, such as overload, resource exhaustion, or failure. Therefore, it is difficult to detect and avoid in advance that operating services are falling into such an undesirable state. Hence, to realize stable and continuous service operation, new approaches for detecting that the system is falling...
into an undesirable state are required based on the observation of the operational states of server systems. In this paper, we focus on the management of server systems that include cloud systems, and propose a new method for detecting the sign of undesirable situations before the system becomes overloaded as a result of various causes. In this method, a measure that utilizes the fluctuation of the macroscopic operational state observed in the server system is introduced. The proposed measure has the property of drastically increasing before the server system is in an undesirable state, that is, before server performance declines. Accordingly, using the proposed measure, we realize the function to detect that the server system is falling into an overload scenario, and we demonstrate the effectiveness of the proposed measure through evaluation experiments.

The main contribution of this paper is to propose the method that solves the problem related to the acquisition of the fluctuating operational state of server systems which provide various services over the distributed computing environment such as cloud-hosted services. The proposed measure aims to provide a simple and easy-to-use facility for detecting abnormal states of server systems.

In Section 2, we describe the background of this paper and the problems of interest. In Section 3, based on a theoretical analysis of the operation of a general server system that includes a cloud system, we propose a new observation measure, which is, the variance of the fluctuation of the macroscopic operating state of the system. Then, in Section 4, we demonstrate the effectiveness of the proposed measure through an evaluation experiment using an experimental server system. In Section 5, we present the conclusions and future work.

2. Problem of Observing the Dynamics of Server Systems

When operating a server system that utilizes the elasticity of the cloud environment, to maintain the service stably, it is important to scale the service by controlling the amount of computing resources given to the server system according to fluctuating user demand. The demand of the service user and the amount of computing resources given to the server system is in a trade-off relation, as shown in Figure 1. In the scenario of under-provisioning, in which the amount of computing resources is insufficient for service demand, the service becomes overloaded. By contrast, the scenario of over-provisioning, in which the amount of computing resources becomes excessive, is undesirable from the viewpoint of cost and power consumption because computing resources allocated to the service are wasted. The administrator must recognize the operational state of the service and execute scaling at the right time; however, it is difficult to properly capture the timing. This is because the operational characteristics of the server system change irregularly according to the fluctuating operational state of the service.

![Figure 1. Resource management of cloud-hosted services.](image-url)
Figure 2 shows the relation between the degree of activity of the server system ($x$) and amount of processing data ($\mu$), that is, the system characteristic called throughput ($T$), which represents the processing capabilities of the server system. Theoretically, this graph has a monotonically increasing and saturated shape like $T_{\text{ideal}}$. However, in actual operation, this demonstrates dome-shaped characteristics like $T_{\text{real}}$. In the overloaded state, in which throughput exceeds the limit state at which throughput is maximized, throughput degrades even if the degree of activity of the server system increases. Generally, it is not easy to specify where the state of the running server system is on $T_{\text{real}}$. For example, it is impossible to assess that the system operating near state $a$ is approaching the limit state $m$, or that the system is now operating in overloaded state $b$ and exceeding limit state $m$. Therefore, prior to the operation of the server system, the throughput characteristic in a predetermined scenario is captured using model analysis, and at the time of actual system operation, the system operating state is estimated using the characteristic and measured values of $x$ and $\mu$. Then, for example, when it is assumed that the system is shifting from state $a$ to state $m$, to maintain the degree of activity of the system, the amount of processing data is adjusted or the scaling operation is performed. Although the function or configuration of the system changes because of such a scaling operation, the throughput characteristics also change, as shown in Figure 3. If the scaling operation changes the throughput characteristics from $T(t_0)$ to $T(t_1)$, the system performance limit also changes from state $m$ to state $b$. However, in the case in which the changed characteristic $T(t_1)$ is unidentified, it becomes very difficult to recognize the operational state of the server system, which also hinders the operation of the system. For example, if it cannot be recognized that the system is in the state that exceeds the limit state $x_2$, the system falls into an undesirable state.

**Figure 2.** Throughput characteristics of the server system.

**Figure 3.** Change in throughput characteristics using the scaling operation.
To make full use of the elasticity of the cloud-hosted service that has the characteristics mentioned above, there have been various efforts related to system operation and control. One problem common to these methods is providing an effective method for precisely observing and capturing the system operational status that changes constantly according to irregularly incoming service requests.

In the actual operation and management of the server system, methods to determine the timing of scaling based on the utilization rate of computing resources are widely used. These are methods for monitoring the utilization rate of computing resources, such as CPU, memory, and storage allocated to virtual machines (VMs), and applying the scaling operation based on a preset resource utilization threshold [4–6]. In this method, because the scaling operation is performed when the utilization rate of the computing resources allocated to VMs increases, it is possible to prevent the service from being overloaded. When applying this method to an actual server system, it is necessary to consider the overhead that accompanies capturing the state of the service, and researchers have highlighted that it is difficult to accurately measure the utilization rate of a computing resource in a virtual environment [7].

Additionally, research on a scaling method that considers QoS, which is an index of the operational status and performance of services provided by the system, has been proposed [8–10]. Considering the actual state of services, it is possible to incorporate specific operational targets, such as a service level agreement (SLA) and service level objective (SLO), as a guide for scaling. In commercial systems, QoS-based approaches are adopted that solve optimization problems to maximize QoS while minimizing operational costs according to policy of each service provider [11–13]. Operational costs include QoS violation penalties, power consumption and time to migrate/replicate VMs as well as pricing of computing resources. Although scaling policy varies depending on the organization, it is essential in common that administrators accurately capture QoS as they can and the operational status of server systems changing dynamically. When scaling is executed based on the observation of the QoS, it is necessary to capture the relation between the amount of computing resources allocated to VMs and QoS, that is, the operational characteristics of the server system, in advance. Existing scaling methods have highlighted practical issues, such as restricting elasticity, which is an advantage of the cloud environment in terms of requiring prior knowledge or the offline profiling of specific services [8]. QoS is widely used in various systems as a means to capture the status of running systems. By contrast, in the actual operation of a server system, it is empirically known that the system has nonlinear dynamics and its QoS degrades catastrophically under overloaded conditions, and this has also been confirmed in experiments concerning the performance management of a server system [2,3,14–16]. To summarize, QoS decline occurs because of the property that it can only be observed after an event, such as overload or resource depletion, has already occurred. Therefore, it cannot be detected beforehand that the server system falls into an undesirable state only by observing the QoS.

Various benchmark tools, such as httperf [17], S-Client [18], JMeter [19], and Tsung [20], have been proposed and used to measure the operational characteristics of a server system. Using these benchmark tools, administrators can capture the operational characteristics of the server system, that is, the relation between the load on the server system and its QoS. Based on an analysis of the operational characteristics obtained using benchmark tools, it is possible to estimate the performance limit and maximum permissible load of the server system, and to apply the results of the analysis to the actual control of the server system.

Furthermore, many studies have been conducted on analytical models to theoretically consider the dynamics of a server system [21–24]. These studies have attempted to model the behavior of the server system based on queuing theory or other approaches to analyze and infer the operational characteristics of the server system. One of the aims of such research is to acquire the operational characteristics of the server system while omitting the actual measurement using benchmark tools as much as possible, and this is expected to alleviate the burden on administrators by reducing the overhead associated with the actual measurement. However, as mentioned above, there is the problem of managing changes in the fluctuating operational characteristics of server systems caused by the scaling of services.
There has been a number of studies on capacity planning of cloud systems. One of the objectives of capacity planning is to accurately estimate the amount of computing resources necessary for the stable operation of services. In [25], Tsakalozos et al. proposed a method based on a microeconomic-inspired approach to determine the number of VMs allocated to each user. In [26], Maguluri et al. proposed algorithms for load balancing and for scheduling VM configurations based on stochastic models from the viewpoint of cloud providers. In [11], Hwang et al. proposed predictive-based resource provisioning plans focusing the customer-centric view, which took into account various pricing options of cloud providers. These studies proposed various models or strategies for demand prediction of capacity estimation, but any methods or functions for capturing dynamics of server systems at the run-time have not been provided. In general, it is necessary to judge whether the amount of computing resources assigned to server systems is sufficient or not, in accordance with the change of behavior characteristics of server systems at the run-time. In this sense, the estimation-based approaches are effective and useful in the specific system environment where prior knowledge on behavior characteristics of server systems has already been given. Contrary to above studies, we aim to establish new techniques, which do not use a lot of prior knowledge on the control of server systems. Hence, in this paper, as the first step of our study, we focus on the development of an easy-to-use method for monitoring dynamics of the run-time systems.

As can be seen from the research and development related to the operation and management of the server system mentioned above, the establishment of a method for accurately capturing the operational status of the server system is a common challenge, in particular, a method to prevent the system from falling into an undesirable scenario. Furthermore, when the system configuration changes as a result of scaling occurring frequently, it is also necessary to consider the influence of the change in the operational characteristics of the server system. This is because it is necessary to acquire the throughput characteristics again; thus, a large overhead occurs in terms of capturing the changed operating state of the system. Therefore, to establish a new method for observing the state of the server system, it is necessary to devise a method that does not depend on fluctuating system characteristics, such as throughput.

In this paper, we consider a new observation method to capture the sudden change of the operational characteristics of the server system in advance. Specifically, based on the knowledge obtained in a previous study on the observation of the operational characteristics of a system [27], we focus on the fluctuation included in the observed throughput (OT), which is an observable value for capturing the operational characteristics of the server system. We conduct a theoretical analysis of the fluctuation characteristics using a behavior model of the server system, and propose “variance of the fluctuation of the OT” as a new observation measure. When the processing load of the server system suddenly increases as a result of some cause, such as increased service demand and system failure, and the performance capability of the system is declining, it is impossible to detect this scenario only by observing the operational characteristics of the server system. This is because the degradation of the OT can be observed only after the server system falls into an overloaded state. The proposed measure has the property of rapidly increasing before the system falls into a completely undesirable state, that is, before the degradation of the OT becomes apparent. Furthermore, the proposed measure has the advantage that it can be observed by a simple method independent of a specific service or system environment. By applying various countermeasure operations when an increase in the proposed measure is observed, it is possible to prevent the system from falling into an overloaded state, and achieve the continuous and stable operation of the server system.

3. Analysis of the Macroscopic Behavior of Server Systems in the Internet Environment

3.1. Macroscopic Behavior Model

There are many studies on the analysis of various server systems run in the Internet environment. In these studies, generally, a single queuing system model is adopted as a model of a server
system [16,28]. Hence, in this paper, we define a model to analyze the macroscopic behavior of a server system based on a single queuing system model, as shown in Figure 4a. This model can also be applied to a cloud system that consists of multiple server systems, as shown in Figure 4b.

![System model in the internet environment.](image)

(a) Single server system  
(b) Cloud system with multiple server systems

| Symbol | Description |
|--------|-------------|
| \(\lambda\) | arrived data |
| \(n\) | processed data at time \(t\) |
| \(n'\) | data to be processed at time \(t+1\) |
| \(\rho\) | reprocessing ratio of data |
| \(T\) | throughput |
| \(Tn\) | amount of processed data |

Figure 4. System model in the internet environment.

The behavior of data processing for the server system of Figure 1 is modeled as

\[
\begin{align*}
n' &= \lambda + \rho \cdot n \\
n &= \rho \cdot n + T \cdot n,
\end{align*}
\]  

where \(\lambda\) is the arrived data, \(n\) is the processed data at time \(t\), \(n'\) is data processed at time \(t+1\), \(\rho\) is the reprocessing ratio, and \(T\) is the throughput at time \(t\). Then, the ratio of data processing at time \(t\), \(W\), is defined as

\[
\begin{align*}
W(n \rightarrow n + 1) &= \lambda + \rho \cdot n. \\
W(n \rightarrow n - 1) &= \rho \cdot n + T \cdot n.
\end{align*}
\]

Let \(P(n, t)\) be the probability density of finding state \(n\) at time \(t\). Then, the change of \(P(n, t)\) at time \(t\) is defined as

\[
\begin{align*}
\frac{[P(n,t+1)−P(n,t)]}{\partial t} &\cong \frac{\partial}{\partial t} P(n, t) \\
&= -[(\lambda + \rho \cdot n) + (\rho \cdot n + T \cdot n)] \cdot P(n, t) \\
&\quad + [\lambda + \rho \cdot (n - 1)] \cdot P(n - 1, t) \\
&\quad + [(n + 1) \cdot (\rho + T)] \cdot P(n + 1, t).
\end{align*}
\]

The first term of Equation (4) represents the effects that state \(n\) changes to states \(n + 1\) and \(n - 1\) at time \(t\). By contrast, the second and third terms represent the effect that states \(n + 1\) and \(n - 1\) change to \(n\) at time \(t\).

Next, considering the following relations:

\[
x = \frac{n}{N}, \quad \mu = \frac{\lambda}{N}, \quad \text{and} \quad \epsilon = \frac{1}{N} \ll 1,
\]
where $N$ is the maximum amount of data to be processed and $x$ is the activity factor of the system, Equation (4) is rewritten as

$$
\varepsilon \frac{\partial}{\partial t} P(x, t) = -[\mu + \rho \cdot x + (\rho + T)] \cdot P(x, t) + [\mu + \rho \cdot (x - \varepsilon)] \cdot P(x - \varepsilon, t) + [(x + \varepsilon) \cdot (\rho + T)] \cdot P(x + \varepsilon, t).
$$

(5)

Using a well-known procedure [29], stochastic Equation (5) is transformed into the Fokker–Plank equation with respect to fluctuation of activity factor $\xi$ (see Appendix A):

$$
\frac{\partial}{\partial t} P(\xi, t) = \frac{1}{2} \left\{ [\mu + \rho \cdot x_0] + (\rho + T) \cdot x_0 \right\} \frac{\partial^2}{\partial \xi^2} P(\xi, t) + \frac{\partial}{\partial x_0} (T \cdot x_0) \cdot \frac{\partial}{\partial \xi} [\xi \cdot P(\xi, t)],
$$

(6)

where $x_0$ is the steady state of activity factor $x$ and fluctuation $\xi$ is defined as

$$
\xi = \frac{1}{\sqrt{\varepsilon}} \cdot (x - x_0).
$$

(7)

Furthermore, the evolution of $x_0$ is given as (see Appendix A)

$$
\frac{dx_0}{dt} = \mu - T \cdot x_0.
$$

(8)

3.2. Predict Changes of the Behavioral Property Using the Variance of the Fluctuation of the Activity Factor

The variance of the fluctuation of the activity factor, $\sigma_\xi^2$, is defined as

$$
\sigma_\xi^2 = \langle \xi^2 \rangle - \langle \xi \rangle^2
$$

$$
\frac{d}{dt} \sigma_\xi^2 = \frac{d}{dt} \langle \xi^2 \rangle - 2 \langle \xi \rangle \frac{d}{dt} \langle \xi \rangle.
$$

(9)

Using the Fokker–Plank Equation (6) formalized in the previous section, Equation (9) is rewritten as follows (see Appendix B):

$$
\frac{d}{dt} \sigma_\xi^2 = [\mu + (2\rho + T) \cdot x_0] - 2 \cdot \frac{\partial}{\partial x_0} (T \cdot x_0) \cdot \sigma_\xi^2.
$$

(10)

Next, the behavioral properties of the steady states of the activity factor are analyzed. In the steady state of the system, $x_0$, the condition

$$
\frac{d x_0}{dt} = \frac{d \sigma_\xi^2}{dt} = 0
$$

is satisfied. In this scenario, the system’s behavior is stable and the system works smoothly. Using Equations (8) and (10), $x_0$ and $\sigma_\xi^2$ are calculated as

$$
T \cdot x_0 - \mu = 0
$$

(11)

$$
\sigma^2_\xi = \frac{\mu + (2\rho + T) \cdot x_0}{2} \cdot \frac{\partial}{\partial x_0} (T \cdot x_0).
$$

(12)

According to changes of data to be processed in the system at runtime, that is, changes of the system’s data processing load, the system’s throughput property changes occasionally. As explained in the previous section, to manage the growth of the processing load, the server system, for instance, may change its data processing capability by tuning the system configuration, such as the number
of servers and resources, and the throughput property is changed dynamically. When the amount of data exceeds the level of available processing capability, the system’s throughput degrades and never recovers. To manage and control the system’s configuration suitably and maintain the server system’s characteristics, we have to know when the system’s data processing capability exceeds its limit and the throughput starts to degrade. However, it is difficult to capture various changes of the throughput property in advance. To address this problem, a method is proposed to predict the undesirable degradation of throughput by observing unusual changes of the variance of the fluctuation of the macroscopic activity factor.

As shown in Figure 5, the variance of the fluctuation of the activity factor, σ₂, is divergent at the peak point, where the amount of processed data is equal to the maximum value μ. From Equations (11) and (12), it is obvious that σ₂ → ∞ when ∂(x₀) → 0. Hence, it is possible to assess whether the system’s capability exceeds the limit by observing the unusual increase of σ₂ at runtime for the system, and the variance of the fluctuation of the activity factor can be used to predict changes of the server system’s processing capability.

![Image of the system’s behavior with respect to input transaction data.](image)

**Figure 5.** Image of the system’s behavior with respect to input transaction data.

### 4. Experiments and Evaluation

#### 4.1. Setting of Experiments

The proposed measure, the variance of the fluctuation of the OT of the server system, has the property of rapidly increasing before the system falls into a completely undesirable state, that is, before the degradation of the OT becomes apparent. In this Section, experiments are conducted to confirm that the proposed measure has the same behavioral characteristics as the analysis result described in Figure 5. We evaluate properties of the proposed measure by experiment using an actual server system, and verify its effectiveness as an observation measure of the server system.

Figure 6 shows the configuration of the experimental system. In this experiment, we built a server system on the cloud computing virtualization platform VMware vSphere [4]. As a service running on the server system, we prepared a web application that dynamically generated web pages that cooperated with the database system. In the initial state, the server system was composed of a single VM (CPU: 1.795 GHz 4 core, memory: 4.0 GB), and the scaling operation was performed as necessary.
As a scaling technique, we used horizontal scaling, which connected replicated VMs in parallel via a load balancer. HTTP requests to this web service were distributed to VMs via the load balancer. The allocation of requests was performed based on the weighted round robin that corresponded to the number of CPU cores of VMs so that the load of each VM was equalized.

![Diagram of experimental environment](image)

**Figure 6.** Configuration of the experimental environment.

To observe the temporal transition of the variance of the fluctuation of the activity factor of the server system based on the method formulated in Section 3, we used Apache Bench [30] as an observation tool of the operational status of the server system. Apache Bench is a standard and simple HTTP load generator. We prepared scripts to control the load generator under practical scenarios. The processing load on the server system was controlled by the number of HTTP requests per unit time arriving at the server system. To imitate realistic workloads, the number of HTTP requests was randomly determined and shifted based on the average value specified in experimental scenarios. The activity factor of the server system was observed by the transfer rate that indicated the number of requests processed per unit time. These observations were values that could be acquired by Apache Bench. Then, based on the following procedure, variance $\text{var}(t)$ of the fluctuation of the transfer rate at time $t$ was calculated every interval $\Delta T$ seconds.

Procedure for calculating the variance of the fluctuation of the activity factor at time $t$.

1. Calculate fluctuation $\text{fluc}(t)$ of the transfer rate at time $t$ and obtain the smoothed value $\text{fluc}'(t)$:

   $$\text{fluc}(t) = v_t - \frac{1}{L} \sum_{i=0}^{L-1} v_{t-i},$$

   $$\text{fluc}'(t) = \frac{1}{M} \sum_{i=0}^{M-1} \text{fluc}(t-i).$$

2. Variance $\text{var}(t)$ of the fluctuation of the transfer rate at time $t$ is calculated by

   $$\text{var}(t) = \frac{1}{N} \sum_{i=0}^{N-1} (\text{fluc}'(t-i))^2 - \left( \frac{1}{N} \sum_{i=0}^{N-1} \text{fluc}'(t-i) \right)^2.$$
In this experiment, we set $\Delta T = 1$ for the measurement interval, $L = 10$, $M = 10$ for the moving average data point, and $N = 10$ for the number of data points for the calculation of the variance.

To verify the working hypothesis described in the previous section, three experiments were conducted. In order to understand essential features of the proposed measure, the experiments had been done under the following three conditions, i.e., $x_0 < x_p$, $x_0 = x_p$ and $x_0 > x_p$, in the experiments, respectively:

**Experiment 1.** For comparison with the results of Experiments 2 and 3, to be shown later, the transfer rate in the normal state of the server system was measured and the variance of the fluctuation was calculated. By setting the load to the range not exceeding the performance limit of the server system and measuring the transfer rate, the behavior of the server system in the normal state was observed. As shown in Figure 5, when the load on the server system is small, specifically, in the scenario where $x_0 < x_p$, the calculated variance of the fluctuation of the OT should be close to zero.

**Experiment 2.** By increasing the load on the server system over time, the server system falls into an overloaded state. We measured the transfer rate in this scenario and checked how the variance of the fluctuation of the OT changed. As shown in Figure 5, it was expected that the variance of the OT would abnormally increase near the performance limit of the server system, that is, in the vicinity of $x_0 = x_p$. Furthermore, in the case of $x_0 > x_p$, where the load exceeds the performance limit, the variance of OT fluctuation is considered to be close to zero, as in the case of $x_0 < x_p$.

**Experiment 3.** Opposite Experiment 2, we measured the transfer rate and calculated the variance of the fluctuation of the OT when the server system returned from the overloaded state to the normal state. As shown in Figure 5, when the server system is in an overloaded or normal state, that is, in the scenario where $x_0 > x_p$ or $x_0 < x_p$, the variance of the fluctuation of the OT is expected to be close to zero. Moreover, even when the server system returns from the overloaded state to the normal state, it is expected that the variance of the fluctuation of the OT will abnormally increase in the vicinity of $x_0 = x_p$.

Furthermore, by utilizing the characteristics of the proposed observation measure verified in the above experiments, we implemented a prototype function to detect a state in which the server system falls into an overloaded state. Then, a fourth experiment was conducted using the experimental server system, in which the prototyped function was embedded. We verified that the proposed measure can detect the scenario in which the server system is falling into an overloaded state, and that the scaling operation can be executed before the OT of the server system completely degrades. We showed that the overload is avoided by applying scaling with the precise timing using the prototype function embedded in the proposed measure and the fact that the OT of the server system can be maintained continuously and stably.

4.2. Experiment 1

In Experiment 1, the transfer rate was measured, and the average load on the server system was set within the range that did not exceed the performance limit of the server system, specifically, an average of 11 requests per second.

Figure 7 shows the results of Experiment 1. Figure 7a shows the transition of the server load (the number of requests), Figure 7b shows the transition of the observed transfer rate, and Figure 7c shows the behavior of the variance of the fluctuation of the observed transfer rate. As can be seen from Figure 7b, under the conditions of this experiment, the server system ran stably, that is, it did not fall into an overloaded state. Additionally, as shown in Figure 7c, the variance of the fluctuation of the transfer rate remained almost zero. From this result, it is confirmed that the variance of the fluctuation of the OT of the server system did not increase when the amount of computing resources of the server system was sufficient for the server load, as the analysis result described in Section 3.
Figure 7. Results of measurements of the normal state of the test bed system; (a) server load (requests per second); (b) transfer rate; (c) variance of the fluctuation of the transfer rate.
4.3. Experiment 2

In Experiment 2, the server load (the number of requests) was gradually increased, and the server system fell into an overloaded state. From the result of the theoretical analysis described in Section 3, it was expected that the variance of the fluctuation of the transfer rate would drastically increase immediately before the server system fell into an overloaded state because of the increase in load. Furthermore, after the server system was in a completely overloaded state, the variance of the fluctuation of transfer rate was expected to decrease again. In this experiment, the server load was set to an average of 10 requests per second, which was considered to cause the server system to run stably at the start of the measurement. Then, the average number of requests was incremented by 1 every 300 s. At the time point of 3000 s, the server load achieved an average of 20 requests per second.

Figure 8 shows the results of Experiment 2. Figure 8a shows the transition of the server load, Figure 8b shows the measured transfer rate, and Figure 8c shows the variance of the fluctuation of the transfer rate.

As seen in Figure 8b, in the period of 0–1799 s, the server system maintained the transfer rate of approximately 175 Kbyte/s, similar to the result of Experiment 1. Furthermore, a phenomenon was confirmed such that the transfer rate’s sharp decrease occurred in the period of 1800–2099 s, when the load increased and reached 16 requests per second on average. Then after 2100 s, it can be confirmed that the transfer rate dropped to nearly zero and the server system became overloaded. These results show that the degradation of the OT could be observed only after the server system shifted to the overloaded state because of the nonlinear dynamics of the server system under a high load.

As shown in Figure 8c, it can be confirmed that the variance of the fluctuation of the OT increased in the period of 1800–2099 s before the server system fell into the overloaded state. In the period of 1800–2099 s, that is, immediately before the server system was completely overloaded, the variance in the variance of the fluctuation of the OT could be confirmed more notably. In the period after 2400 s, when the server system was completely overloaded, the variance of the fluctuation converged to almost zero again. From these results, it is confirmed that the variance of the fluctuation of the transfer rate drastically increased immediately before the server system fell into the overloaded state, and the variance of the fluctuation of the transfer rate decreased to almost zero when the server system was in the overloaded state.

![Figure 8. Cont.](image-url)
4.4. Experiment 3

In Experiment 3, the OT of the server system when recovering from the overloaded state to the normal state was measured and the variance of the fluctuation of the OT was calculated. Then, we verified the behavioral property of the variance of the fluctuation of the transfer rate when the load decreased and the server system recovered from the overloaded state to the normal state. According to the analysis result, it was expected that the variance of the fluctuation of the transfer rate would rapidly increase just before the server system returned to the normal state. In this experiment, the overloaded state was caused by gradually increasing the server load, and then the load was gradually decreased to restore it to the normal state again. Table 1 shows the setting of the temporal transition of the server load (the number of requests) in this experiment. The server load was an average of 13 requests per second at the start of the measurement, and thereafter every 300 s, the average number of requests per second was increased by two. Then, the number of requests was decreased from time 900 s, when it was assumed that the server system was in an overloaded state.

**Figure 8.** Results of measurements of the changed test bed system (to the abnormal state); (a) Server load (requests per second); (b) transfer rate; (c) variance of the fluctuation of the transfer rate.
Table 1. Setting of the processing load of the test bed system.

| Time Period (s) | Number of Request (Req/s) |
|-----------------|--------------------------|
| 0–299           | 13                       |
| 300–599         | 15                       |
| 600–899         | 17                       |
| 900–1199        | 15                       |
| 1200–1499       | 13                       |
| 1500–1799       | 11                       |
| 1800–2099       | 10                       |
| 2100–2699       | 9                        |

Figure 9 shows the results of Experiment 3. Figure 9a shows the transition of the server load, Figure 9b shows the measured transfer rate, and Figure 9c shows the variance of the fluctuation of the transfer rate.

As shown in Figure 9b, it can be confirmed that the server system catastrophically became overloaded in the period of 600–899 s because of the increase in server load. Then, as the load decreased, the server system began to recover in the period of 1200–1499 s, and after 1500 s, the normal state was restored.

By contrast, it can be seen that the variance of the fluctuation of the transfer rate shown in Figure 9c increased in the period of 0–599 s. This phenomenon, by which the variance of the fluctuation of the transfer rate increased as a sign of the overload condition, is equal to the result of Experiment 2. In the period of 600–1199 s, while the server system was in the overloaded state, the variance of the fluctuation of the transfer rate was in the vicinity of zero. It can be confirmed that the variance of the fluctuation increased again in the period of 1200–1499 s. After 1500 s, the variance of the fluctuation converged to almost zero as the server system recovered to the normal state. From these results, it was confirmed that the variance of the fluctuation of the transfer rate increased immediately before the server system returned from the overloaded state to the normal state. Therefore, we confirmed the behavioral property as suggested in the proposed method concerning the variance of the fluctuation of the server system.

Figure 9. Cont.
Figure 9. Results of measurements of the changed test bed system (to the normal state); (a) server load (requests per second); (b) transfer rate; (c) variance of the fluctuation of the transfer rate.

From the results of Experiments 1–3 using the experimental server system, it is confirmed that the proposed measure, that is, “variance of the fluctuation of OT,” has the same behavioral characteristics as the analysis result described in Section 3. In Experiment 1, it was confirmed that the variance of the fluctuation of the transfer rate took a value close to zero when the server system was in a normal state \(x_0 < x_p\). In Experiment 2, it was confirmed that the variance of the fluctuation of the transfer rate rapidly increased immediately before the processing capability of the server system began to decrease because of an increase in the load \(x_0 = x_p\), and the proposed measure converged to almost zero after the server system was in an overloaded state \(x_0 > x_p\). Furthermore, in Experiment 3, it was confirmed that even when the server system returned from the overloaded state to the normal state because of a decrease in server load, the variance of the fluctuation of the transfer rate rapidly increased in the vicinity in which \(x_0 = x_p\). From these results, it is confirmed that the proposed measure formulated based on a macroscopic analysis of the operational state of the server system, that is, the variance of the fluctuation of the OT of the server system, can be used to detect the sign of the overloaded state of the service.
4.5. Service Scaling Based on the Proposed Measure

Based on the results of previous experiments, to confirm the applicability of the proposed measure in the actual server system, we prototyped a function to detect a scenario in which the server system is falling into an overloaded state using the proposed measure. Specifically, a function to generate an alarm when the variance of the fluctuation of the OT of the server system is rapidly increasing was implemented and embedded into the experimental server system. In the experiment described in this section, it is verified whether the overloaded state of the service can be avoided by executing the scaling operation based on the alarm issued by the prototype system.

The simple procedure of alarm generation used in this experiment is shown below.

[Alarm generation procedure at discrete time point \( p \)]

- At discrete time point \( p \), the result of an observation is given by a time series of observed values; that is, \( \{ \text{var}(0), \text{var}(1), \ldots, \text{var}(p-1), \text{var}(p) \} \), where \( \text{var}(0) = 0 \).
- The interval of the adjoining observed values, \( d_p \), is given by \( d_p \leftarrow \text{var}(p) - \text{var}(p-1) \).
- \( H (H \geq 0) \) and \( C (C \geq 0) \) are predefined thresholds.
- Window size \( W (W \geq 0) \) is a predefined value.
- The score at time point \( p \), \( S_p \), is calculated in this procedure.
- At initial time point \( p = 0 \), \( d_0 \leftarrow 0 \) and \( S_t \leftarrow 0 \) for \( -W \leq t \leq 0 \).
- if \( d_p \geq 0 \) then \( S_p \leftarrow 0 \)
  else |
    if \( d_{p-1} \geq 0 \) and \( \text{var}(p-1) \geq H \)
      then \( S_p \leftarrow 1 \)
      if \( \sum(S_{p-W}, \ldots, S_p) \geq C \) then “Generate Alarm”
      else \( S_p \leftarrow 0 \)
  |

In this experiment, we set \( H = 200 \), \( C = 3 \), and \( W = 180 \). This is a setting to generate an alarm when a peak exceeding 200 is observed three times or more in the period of 180 s. When an alarm was generated, the service was scaled by connecting in parallel the replicated VM (CPU: 1.795 GHz 2 core, memory: 4.0 GB) via the load balancer. The server load was an average of 10 requests per second at the start time (0 s), and increased by one every 300 s. This is same as the setting for Experiment 2.

Figure 10 shows the results of this experiment. Figure 10a shows the transition of the server load, Figure 10b shows the measured transfer rate, and Figure 10c shows the variance of the fluctuation of the transfer rate and the alert log.

As shown in Figure 10b, even when the server load increased, the phenomenon that catastrophically decreased the transfer rate did not occur in this experiment. It can be seen that the transfer rate improved at the time points of approximately 1600 s and 3600 s, which is because the processing capability of the server system was reinforced by the scaling of the service.

From Figure 10c, it can be confirmed that alerts were issued at the time point of approximately 1600 s (time point A) and 3600 s (time point B). By scaling the service based on the alert, the server system became stable and the variance of the fluctuation of the OT decreased. Figure 11 shows changes in system configuration during this experiment. At time points A and B, the service was scaled by connecting VMs, and the processing capacity of the server system gradually improved. As mentioned above, the improvement of the processing capacity of the service can be confirmed from Figure 10b.

In Experiment 2, conducted under the same condition regarding the server load, the transfer rate decreased in the period of 1800–2099 s. By contrast, in this experiment, the prototype system detected
the sign of the overloaded state of the service based on the proposed measure and avoided the server system becoming overloaded by executing a scaling operation in advance. Therefore, using the alarm generation function prototyped based on the proposed method, it is shown that the scaling operation was performed at an accurate time, and the overloaded state of the service could be avoided.

Furthermore, from the experimental results, it can be confirmed that even after the operational characteristics of the server changed because of scaling, the sign of the overloaded state was detected again without adjusting the alarm-generating mechanism. In the case of predicting the overloaded state based on prior knowledge or the operational characteristic attained by benchmarking, for example, setting a threshold based on the number of requests per unit time, it was necessary to readjust the alarm generation function after the scaling operation. Because the readjustment of such a function requires knowledge and the operational characteristics of the server system after scaling, it limits the elasticity, which is an advantage of the cloud environment, as described in Section 2.

In contrast, the proposed measure could detect the sign of the overloaded state without depending on the operational characteristics of the fluctuating server system and requiring knowledge of a specific environment. Therefore, the proposed measure based on the macroscopic viewpoint, the variance of the fluctuation of the OT of the server system, solves the problem related to the acquisition of the fluctuating operational state of the server system, and provides a useful approach for enabling the construction and operation of services that utilize the elasticity of the cloud environment.

![Figure 10. Cont.](image-url)
5. Conclusions

In this paper, we focused on the management of server systems that include cloud systems and proposed a new method for detecting the sign of an undesirable state before the system becomes overloaded as a result of various causes. We focused on the fluctuation included in the OT, which is an observable value of the operational state of the server system. Based on a theoretical analysis of the characteristics of fluctuation using the behavior model of the server system, we proposed the variance of the fluctuation of the OT as a new observation measure. The proposed measure has the property of drastically increasing before the server system is in an undesirable state, that is, before server performance declines. Accordingly, using the measure, we realized the function to detect that the server system is falling into an overload scenario, and we demonstrated the effectiveness of the proposed measure through evaluation experiments. From the experimental results, we confirmed that the proposed measure behaves as shown in the theoretical analysis, even in an actual system. Using the proposed measure, it becomes possible to accurately assess the timing of executing the scaling operation, and it is shown that the overloaded state of the service can be avoided in advance. Furthermore, the proposed measure can detect the sign of the overloaded state without depending on the operational characteristics of the fluctuating server system and requiring knowledge of a specific
environment. Therefore, using the proposed measure, it becomes possible to accurately capture the operational state of the changing server system, and it is also possible to achieve the continuous and stable operation of cloud-hosted services by fully utilizing elasticity.

In this paper, we examined the feasibility of the proposed measure for the degradation of the performance of the server system as a result of the increase of server load. Next, we will study the effectiveness of the proposed method by targeting the degradation of processing performance that results from different causes, for example, equipment failure of the server system. Our future work will focus on the remaining problems such as practical strategies and mechanisms of efficient assignment and control of computing resources utilizing the proposed measure.
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**Appendix A**  Derivation of the Fokker–Plank Equation

Equation (5) is transformed using a Taylor expansion with respect to small $\varepsilon$:

$$
\frac{d}{dt} P(x,t) = \sum_{n=1}^{\infty} \frac{1}{n!} (-1)^n \cdot \varepsilon^{n-1} \cdot \frac{\partial^n}{\partial x^n} \left( \left( \mu + \rho \cdot x \right) \cdot P(x,t) \right)
$$

$$
+ \sum_{n=1}^{\infty} \frac{1}{n!} \cdot \varepsilon^{n-1} \cdot \frac{\partial^n}{\partial x^n} \left( \left( \rho \cdot T \right) \cdot x \cdot P(x,t) \right).
$$

Equation (A1)

Next, $x_0$ is the steady state of activity factor $x$, and fluctuation $\zeta$ is defined as

$$
\zeta = \frac{1}{\sqrt{\varepsilon}} \cdot (x - x_0).
$$

Then, the following relations are applied to Equation (6):

$$
\frac{\partial}{\partial t} = \frac{\partial \zeta}{\partial t} \cdot \frac{\partial}{\partial \zeta} + \frac{\partial t}{\partial \zeta} \cdot \frac{\partial}{\partial t} = \left[ -\frac{1}{\sqrt{\varepsilon}} \cdot \frac{\partial x_0}{\partial t} \right] \cdot \frac{\partial}{\partial \zeta} + \frac{\partial}{\partial t}
$$

$$
\frac{\partial}{\partial x} = \frac{\partial \zeta}{\partial x} \cdot \frac{\partial}{\partial \zeta} + \frac{\partial t}{\partial x} \cdot \frac{\partial}{\partial t} = \frac{1}{\sqrt{\varepsilon}} \cdot \frac{\partial \zeta}{\partial \zeta}.
$$

Equation (A3)

Equation (A1) is rewritten as

$$
= \sum_{n=1}^{\infty} \frac{1}{n!} \cdot (-1)^n \cdot \varepsilon^{n-1} \cdot \frac{\partial^n}{\partial \zeta^n} \left( \left( \sqrt{\varepsilon} \cdot \zeta \right)^m \cdot \frac{\partial^m}{\partial x_0^m} \left( \left( \mu + \rho \cdot x_0 \right) \cdot P(\zeta,t) \right) \right)
$$

$$
+ \sum_{n=1}^{\infty} \frac{1}{n!} \cdot \varepsilon^{n-1} \cdot \frac{\partial^n}{\partial \zeta^n} \left( \left( \sqrt{\varepsilon} \cdot \zeta \right)^m \cdot \frac{\partial^m}{\partial x_0^m} \left( \left( \rho \cdot T \right) \cdot x_0 \cdot P(\zeta,t) \right) \right).
$$

Equation (A4)
In Equation (A4), the terms of $\varepsilon^0$ are derived for the cases of $n = 2$ and $m = 0$; and $n = 1$ and $m = 1$:

\[
\frac{\partial}{\partial t} P(\xi, t) = \frac{1}{2} \frac{\partial^2}{\partial \xi^2} [((\mu + \rho \cdot x_0) \cdot P(\xi, t)] + \frac{1}{2} \frac{\partial^2}{\partial \xi^2} [(\rho + T) \cdot x_0 \cdot P(\xi, t)]
\]

\[
- \frac{\partial}{\partial \xi} \left[ \frac{\varepsilon}{\partial x_0} [((\mu + \rho \cdot x_0) \cdot P(\xi, t)] \right] + \frac{\partial}{\partial \xi} \left[ \frac{\varepsilon}{\partial x_0} [(\rho + T) \cdot x_0 \cdot P(\xi, t)] \right]
\]

\[
= \frac{1}{2} \left[(\mu + \rho \cdot x_0) + (\rho + T) \cdot x_0 \right] \cdot \frac{\partial^2}{\partial \xi^2} P(\xi, t) + \frac{\partial}{\partial x_0} (T \cdot x_0) \cdot \frac{\partial}{\partial \xi} [\varepsilon \cdot P(\xi, t)].
\]

Hence, the Fokker–Plank Equation (6) is derived.

Moreover, in Equation (A4), the terms of $\varepsilon^{-1}$ are derived for the case of $n = 1$ and $m = 0$:

\[
\frac{\partial x_0}{\partial t} = (\mu + \rho \cdot x_0) - (\rho + T) \cdot x_0 = \mu - T \cdot x_0
\]

Hence, Equation (8) is derived.

Appendix B Derivation of the Variance of the Fluctuation of the Activity Factor

Using the Fokker–Plank Equation (6) formalized in the previous appendix, the first and second terms of Equation (9) are rewritten as

\[
\frac{\partial}{\partial t} \langle \xi^2 \rangle = \int \xi^2 \frac{\partial}{\partial t} P(\xi, t) d\xi
\]

\[
= \frac{1}{2} \left[\mu + (2 \rho + T) \cdot x_0 \right] \cdot \int \xi^2 \frac{\partial^2}{\partial \xi^2} P(\xi, t) d\xi + \frac{\partial}{\partial x_0} (T \cdot x_0) \cdot \int \xi^2 \frac{\partial}{\partial \xi} [\varepsilon \cdot P(\xi, t)] d\xi
\]

\[
= \left[\mu + (2 \rho + T) \cdot x_0 \right] \cdot \left[\int \xi^2 \frac{\partial^2}{\partial \xi^2} P(\xi, t) d\xi + \frac{\partial}{\partial x_0} (T \cdot x_0) \cdot \int \xi \frac{\partial}{\partial \xi} [\varepsilon \cdot P(\xi, t)] d\xi
\]

\[
= - \langle \xi^2 \rangle \cdot \frac{\partial}{\partial x_0} (T \cdot x_0).
\]

Then,

\[
\frac{\partial}{\partial t} \langle \xi^2 \rangle = \frac{\partial}{\partial t} \langle \xi \rangle - 2 \langle \xi \rangle \cdot \frac{\partial}{\partial t} \langle \xi^2 \rangle
\]

\[
= \left[\mu + (2 \rho + T) \cdot x_0 \right] \cdot \left[\int \xi^2 \frac{\partial^2}{\partial \xi^2} P(\xi, t) d\xi + \frac{\partial}{\partial x_0} (T \cdot x_0) \cdot \int \xi \frac{\partial}{\partial \xi} [\varepsilon \cdot P(\xi, t)] d\xi
\]

\[
= \left[\mu + (2 \rho + T) \cdot x_0 \right] \cdot - \langle \xi \rangle \cdot \frac{\partial}{\partial x_0} (T \cdot x_0)
\]

\[
= \left[\mu + (2 \rho + T) \cdot x_0 \right] \cdot - \langle \xi \rangle \cdot \frac{\partial}{\partial x_0} (T \cdot x_0)
\]

\[
= \left[\mu + (2 \rho + T) \cdot x_0 \right] \cdot - \langle \xi \rangle \cdot \frac{\partial}{\partial x_0} (T \cdot x_0)
\]

Hence, Equation (10) is derived.
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