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1. Introduction

Confinement is one of the most fundamental properties of Quantum Chromodynamics (QCD). Yet, assured knowledge about its microscopic nature is still lacking (e.g. 1). A possible mechanism to explain quark confinement is the formation of a tube of strong chromoelectric flux between quark $q$ and antiquark $\bar{q}$ (for a mesonic boundstate), leading to a linearly rising potential with the $q\bar{q}$ distance $R$. The emergence of this picture has been triggered by the observation that the square masses of the low lying hadrons, when grouped in so called Regge-trajectories, show a linear increase with the spin. A simplistic model to explain this asserts that mesons consist of a rotating energy string (e.g. 1, 2). This observation, among others, led to the formulation of the first string theories.\(^3, 4\) Contact to QCD can be made if the region with large field strength density is squeezed into a flux tube with approximately negligible width. Evidence for this effect can be found analytically at strong coupling on the lattice.\(^5-7\) The flux tube dynamics at large distances would then be governed by a low energy effective string theory (EST).\(^8-10\)

In the dual-superconductor model for confinement (see 11), the flux tube appears
as the generalization of Abrikosov vortices of type II superconductors, following
the proposal from 12, due to the condensation of chromomagnetic monopoles.\textsuperscript{13–15}
Vortex and string pictures have distinct features. The vortex picture predicts an
exponential decrease of the field strength at the border of its core with a constant
penetration length, while the EST predicts a Gaussian shape and a logarithmic
growth of the width\textsuperscript{16} with $R$. Nonetheless, the reality is possibly somewhere in
between, meaning that the flux tube consists of a solid, vortex-like, inner core, whose
long-distance dynamics is governed by the EST.

Historically, there are two main frameworks for the construction of the EST.
The static gauge approach, pioneered by Lüscher and Weisz\textsuperscript{9,17,18} (LW), favors
an explicitly unitary description, while the orthogonal gauge formalism, introduced
by Polchinski and Strominger\textsuperscript{19} (PS), leads to a more symmetric action, but in-
troduces non physical degrees of freedom. The relation between the two has been
recently elucidated.\textsuperscript{20,21} The properties of long flux tubes can be investigated in
lattice simulations of pure gauge theories, where the absence of dynamical quarks
prohibits string breaking. The continuum limit (lattice spacing $a \rightarrow 0$) corresponds
to the weak coupling limit. In going from strong to weak coupling, the theory passes
through a roughening phase transition, across which the continuum symmetries are
effectively restored.\textsuperscript{17} Simulations have to be done in the continuum phase. Since
the first simulations early in the 80's,\textsuperscript{22–27} they have reached a precision which al-
lows to resolve non-universal terms in the EST. Note, however, that the potential
in the real world will be affected by the presence of dynamical quarks.

The review is organized as follows: In the next section we will discuss the con-
struction of the EST, with particular emphasis on recent developments. Section 3 is
devoted to the EST predictions concerning the spectrum and the width of the flux
tube and in section 4 we discuss the comparison to lattice data. We will conclude
with a summary and discussion, where we try to identify relevant open questions
and ideas for future research. Limitations in space urged us to subjectively pick
topics from a vast field. We would like to apologize to all those whose contribution
has not been appreciated sufficiently. A small remark on related topics is included
after the conclusions.

2. The effective action for a long confining string

Our aim is to write down the low energy effective field theory (EFT) for stable non-
interacting confining flux tubes. Two possible realizations are a flux tube stretched
between two static sources or a closed flux tube wrapping around a compactified
dimension, rendering it stable under contraction. The latter does not appear in real
world QCD, but can be realized at finite volume on the lattice. Since a long flux
tube is approximately a one-dimensional object, the EFT will be a two dimensional
theory, taking the usual form of a derivative expansion. The degrees of freedom
are the Goldstone bosons (GB) associated with the breaking of the translational
symmetry by the tube, i.e. the quantized transverse oscillation modes. They carry
a minimal energy of $O(R^{-1})$, so that the EFT is accurate for long flux tubes.
The EST is expected to break down at some scale of order $\Lambda_{\text{QCD}}$ (i.e. $\sqrt{\sigma R} \gtrsim 1$ – see below). String breaking and (virtual) glueball emission are not accounted for. Both processes are suppressed at large $N$, and on-shell glueball emission also at low energies. More massless particles may arise if additional symmetries are broken by the string, as for instance supersymmetry. Weakly coupled light massive modes, if present, can be added to the action as well (see sec. 3.1). Sometimes the effective action can be derived explicitly, by matching to a weakly coupled UV completion, or in cases in which a weakly curved holographic background is available.

2.1. Lorentz symmetry and the effective string action.

We consider a flux tube which extends in the $(x^0, x^1)$ plane. We use indices $\mu, \nu, \ldots$ for the full $D$-dimensional space, indices $\alpha, \beta, \ldots$ for the $(0, 1)$ plane and latin ones $i, j, \ldots$ for the $D - 2$ transverse directions. The action for the GB, which we denote $X^i$, retains an ISO$(1, 1) \times SO(D - 2)$ symmetry group, combining Poincaré symmetry on the worldsheet and rotational symmetry in the transverse directions. Under transverse translations $X^i \rightarrow X^i + \epsilon^i$, so the GB couple derivatively. When constructing the action, one can omit terms proportional to lower order equations of motion (EOM), which can be swept to higher orders by field redefinitions. Thus, for a worldsheet $\mathcal{M}$ the first few terms in the action are

$$S_{\text{bulk}} = \int_{\mathcal{M}} \left[ -\sigma - \frac{\sigma}{2} \partial_\alpha X^i \partial^\alpha X^i + c_2 (\partial_\alpha X^i \partial^\alpha X^i)^2 + c_3 (\partial_\alpha X^i \partial_\beta X^i)^2 
+ c_4 (\partial_\alpha X^i \partial^\alpha X^i)(\partial_\beta X^j \partial^\beta X^j) \ldots \right].$$

Here $\sigma$ is the string tension, governing the linear rise of the potential, which for SU(3) in $D = 4$ assumes a value of $\sigma^{-1/2} \approx 0.42$ fm$^3$. This value is used to convert to physical units in the following, even when we are in an unphysical situation. Open flux tubes end on static sources, leading to an additional boundary action, constrained by Dirichlet boundary conditions ($\partial_\parallel X^i = 0$). The first terms are

$$S_{\text{boundary}} = \int_{\partial \mathcal{M}} \left[ \mu + b_1 \partial_\perp X^i \partial_\perp X^i + b_2 \partial_\parallel \partial_\perp X^i \partial_\parallel \partial_\perp X^i + b_3 (\partial_\parallel X^i \partial_\perp X^i)^2 \ldots \right].$$

The string also breaks Lorentz transformations in mixed directions $(\alpha, i)$, which must be nonlinearly realized as well (no additional GB are required). The consequent constraints on the coefficients $b_i$ and $c_i$ were first investigated via open-closed duality (see also 33). While this method only exploits $SO(D - 2, 1)$ invariance, Lorentz invariance can be implemented directly in the action, in line with the standard EFT construction. One constructs fields which, under ISO$(D - 1, 1)$, only change via a field (i.e. also coordinate) dependent element of the unbroken subgroup. These are the induced metric on the worldsheet $g_{i\beta} = \partial_\alpha X^\mu \partial_\beta X_\mu$ and the extrinsic curvature $K_{i\beta} = n_\mu \nabla_\alpha \partial_\beta X^\alpha$, where

Indeed, the crucial ingredient is a relativistic dispersion relation for the closed string states, $E^2 = E(P_\perp = 0)^2 + P_\perp^2$. $P_\perp$ is the transverse momentum.
\( X^\mu = (x^\alpha, X^i) \) and \( n^\mu_i \) is a \((D - 2)\)-tuple of normal vectors. A Lorentz transformation in the plane \((\alpha, i)\) acts as a diffeomorphism on the worldsheet coordinate, \( \delta x^\alpha = \epsilon^\alpha_a X^a(x) \), so the bulk effective action is diffeomorphism invariant,\(^b\) i.e.

\[
S_{\text{bulk}} = - \int_M \sqrt{-\det g} \left( \sigma + \alpha K^I_{\alpha\beta} K_{I}^{\alpha\beta} + \ldots \right).
\]

(3)

Contrary to eq. (1), worldsheet indices are here contracted through \( g^{\alpha\beta} \). The boundary action can be constrained similarly,\(^{18,42}\) leading to \( b_1 = b_3 = 0 \). The first addend in \( S_{\text{bulk}} \) is the Nambu-Goto (NG) action,\(^3,8\) whose expansion fixes the \( c_i \) in eq. (1). In particular, the \( c_4 \) term vanishes at the level of this classical analysis. \((K^I_{\alpha\beta})^2 \) does not appear in eq. (3), because Gauss-Codazzi equations express it in terms of \( K_{I}^{\alpha\beta} \) and the Ricci scalar (which is topological in 2D). The first non-trivial term in \( K_{I}^{\alpha\beta} \) up to the free EOM has eight derivatives, so that corrections to the NG action are strongly suppressed in the derivative expansion.

One might argue that the action (3) directly follows from the freedom of choosing coordinates on the worldsheet. However, the gauge fixing procedure often leads to pathologies away from the critical dimension \( D = 26 \) (or \( D = 3^{43} \)). For instance, the gauge freedom of the NG action can be fixed completely, leading to a quadratic action\(^{4,44}\) and to the light-cone\(^{45}\) (LC) spectrum (5), but this choice breaks the symmetry down to \( ISO(1, 1) \times SO(D - 2) \). The EFT construction expresses the action (3) in terms of the physical degrees of freedom (DOF), through the static gauge choice \( X^\mu = (x^\alpha, X^i) \), and requires no gauge fixing. The theory can be regularized in a Lorentz invariant way in any number of dimensions via dimensional regularization.\(^{20}\) If, instead, the regularization breaks Lorentz symmetry, finite counterterms must be included to obtain, say, the correct spectrum (7) of the Lorentz invariant theory. The leading one turns out to be proportional to the \( c_4 \) term in eq. (1).\(^{20,21,38}\) Zeta function regularization, associated with Weyl ordering, requires \( c_4 = \sigma/8\pi^2 \) while any continuum regulator which preserves the number of worldsheet dimensions leads instead to \( c_4 = \sigma(D - 26)/192\pi^2 \).\(^{21}\)

## 2.2. The action in orthogonal gauge and the critical dimension

Consistent quantization of the action can also be achieved in orthogonal gauge, i.e. \( g_{++} = g_{--} = 0 \) in light-cone coordinates. The gauge fixed form of the NG action, \( S_{\text{NG}} = -2\sigma \int_M \partial_+ X^\mu \partial_- X_\mu \), is explicitly Lorentz invariant and conformal (a remnant of diffeomorphism invariance) but, in principle, receives gauge-fixing contributions from a bc ghost system and the path-integral measure. In 19 PS found those contributions directly, by adding counterterms which render the covariant quantization of \( S_{\text{NG}} \) consistent, i.e. leading to a central charge \( c = 26 \). The additional

\(^b\) Another systematic way of obtaining \( S_{\text{bulk}} \) employs directly the nonlinear transformation rule of the physical dofs \( X^\mu(x') = X^\mu(x) + \epsilon^\mu_a x^a \). Plugging \( \delta x^\mu = \epsilon^\mu_a X^a(x) \) back in, one gets the inform variation \( \delta X^1 = \epsilon^\alpha_a (\delta^a_j x^j + \partial_\alpha X^j X_j(x)) \). Once applied to a term invariant under \( ISO(1, 1) \times SO(D - 2) \) like those in eq. (1), a recurrence relation is generated.\(^{30,38-40}\) See also 41.
terms can be non-polynomial, as long as they are local in a long string expansion, which in this gauge demands that $\partial_{\pm}X^\mu = O(R)$. The lowest order modification of the free action, up to the free EOM and terms proportional to the constraints is\textsuperscript{19,46}

$$S_{\text{bulk}}^{\text{PS}} = \int_M -2\sigma \partial_+ X^\mu \partial_- X_\mu + \frac{26 - D}{48\pi} \frac{\partial_+ \partial_- (\partial_+ X^\mu \partial_- X_\mu)}{\partial_+ X^\mu \partial_- X_\mu} + \ldots$$ (4)

The coefficient is fixed by requesting $c = 26$. The PS action shows the special role of $D = 26$: in this case the theory has a chance of being UV complete, while in general it breaks down for short strings. Since the derivation of the action (4) is heuristic (but for specific examples\textsuperscript{47}), equivalence with the static gauge action must be checked. In theories with holographic duals the gauge fixing can be explicitly done in the bulk, and the equivalence on the boundary follows.\textsuperscript{21} A general conclusion can be reached by computing gauge invariant observables in the two formalisms. This comparison was carried out in 20, by computing the $2 \to 2$ scattering of transverse modes. In particular, the PS interaction term is generated as a finite part of the amplitude in static gauge, thus showing that to one loop order the 1PI actions of the two theories agree. Incidentally, it was also noticed that the PS term is the leading order one responsible for annihilation. This will be important in subsec. 3.1.

Let us finally mention that the PS treatment of non-critical strings is reminiscent of the one by Polyakov,\textsuperscript{48} in which a Liouville mode arises, away from $D = 26$, from the auxiliary worldsheet metric $\gamma_{\alpha\beta}$, which cannot be gauged away due to the Weyl anomaly. The PS action is simply obtained by identifying $\gamma_{+-} = g_{+-}$. In 49, the authors build on this relation, and systematize the subleading corrections to eq. (4).

3. Predictions from the effective action

The effective string action (3) can be used to compute low energy observables and compare the results with lattice data. In pure gauge theories, a static $q\bar{q}$ pair is represented by two Wilson lines winding around the temporal lattice, a Polyakov loop correlation function. Polyakov loop correlators can also wind around a spatial dimension, in which case they represent the creation (or annihilation) operator for a closed flux tube, whose temporal correlator can be used to investigate closed strings states. For the investigation of open string excited states it is often beneficial to use Wilson loops, including creation and annihilation operators for flux tubes with given quantum numbers. While even the partition functions of such observables are suitable for the investigation of the EST, we will concentrate on the flux tube spectra, which contain similar information and are of immediate physical interest. We also comment on the transversal shape and the width of the string. The shape can be computed by a correlation function of a flux tube state with components of the energy momentum tensor, represented by a single plaquette, for instance.
3.1. Spectrum of the flux tube.

Perturbatively, states are labeled by the number $n_m$ and $\bar{n}_m$ of free left and right moving phonons with wave number $m$, each phonon carrying an index $i$ associated with the transverse direction of oscillation.\(^{c}\) It is useful to define the level $N = \sum_m m n_m$ and $\bar{N}$ similarly for $\bar{N}$. The states are organized in irreducible representations of the group $SO(D-2)$ of transverse rotations. Charge conjugation ($C$) exchanges $N$ and $\bar{N}$, while we refer as parity ($P$) to the inversion of the transverse coordinates. For open strings $N = \bar{N}$, since the longitudinal momentum $q = N - \bar{N}$ vanishes. We ignore the transverse momentum for closed strings (see footnote a).

Both, closed and open string spectra have been computed in static gauge,\(^{18,51}\) while the analysis in orthogonal gauge is restricted to closed strings.\(^{19,50,52,53}\) Recently, a new approach based on the Thermodynamic Bethe Ansatz (TBA) has been put forward.\(^{54–57}\) An observation related to the TBA approach provides a fast way to compute the spectra up to $O(R^{-5})$. The PS annihilation term mentioned in subsec. 2.2 is the first deviation of the infinite volume scattering from a factorisable $S$-matrix,\(^{54}c\) which yields, via TBA, the light-cone spectrum mentioned in subsec. 2.1,

$$E_{\text{LC}}^{\text{open}} = \sqrt{(\sigma R)^2 + \kappa_{\text{closed}} (\frac{N + \bar{N}}{2} - \frac{D - 2}{24}) + \left(\frac{2\pi q}{R}\right)^2},$$

with $\kappa_{\text{closed}} = 8\pi$ and $\kappa_{\text{open}} = 2\pi$. The open LC spectrum is obtained by supplementing the $S$-matrix with the simplest consistent boundary reflection factor.\(^{57}\) In static gauge, by canceling the leading order PS amplitude with a tree level counterterm, one finds the action yielding the LC spectrum up to six derivatives:\(^{20,56}\)

$$S_{\text{LC}} = S_{\text{NG}} + \frac{D - 26}{192\pi} \int_M \partial_\beta X^i \partial^\alpha X^i \partial^\beta X^i \partial_\gamma X^j \partial^\gamma X^j + \ldots$$

In this equation, $S_{\text{NG}}$ is the NG action in static gauge, plus all the counterterms necessary to regulate it in a Lorentz invariant way (see the end of section 2.1). In static gauge, terms with $k$ derivatives contribute from order $R^{-k+1}$, so that the closed string spectrum is expected to deviate from the LC one at $O(R^{-5})$. For open strings, the contribution proportional to $b_2$ in (2) can either be computed by diagonalizing the Hamiltonian\(^{50}\) or via TBA.\(^{57}\) Consequently, the spectrum up to $O(R^{-5})$ is

$$E_{\text{closed}} = E_{\text{LC}}^{\text{open}} + b_2 \frac{\pi^3}{R^4} E_{\text{closed}}^{\text{PS}} - \frac{\pi^3(D - 26)}{48\sigma^2 R^5} E_{\text{closed}}^{\text{PS}} + O(R^{-7}).$$

Both the $b_2$ term and the PS interaction lift the degeneracies between different irreducible representations of $SO(D - 2)$. The corrections have been computed for

\(^{c}\)In fact, in orthogonal gauge physical states are transverse only at leading order in $R$. There is however a one-to-one correspondence with transverse states.\(^{50}\)

\(^{d}\)To be precise: $C$ also includes a reflection of the chromomagnetic flux.

\(^{e}\)The interplay between integrability and Lorentz invariance has also lead to the search for theories, in which additional particles restore the former without breaking the latter.\(^{58}\)
the first few levels.\textsuperscript{50,51} $E^{PS}$ vanishes for the ground-state of both open and closed strings, as well as for closed string excited states which do not contain both left and right movers, and, in general, for 3D. For closed and open strings, the lowest excited states which are affected are:

$$E_{\text{closed}}^{b_{2}} = 0, \quad E^{PS}_{\text{closed}} = -64 \times \begin{cases} D - 3, & \text{scalar}, \\ -1, & \text{symm. traceless}, \\ 1, & \text{a.-symm.} \end{cases} \quad (N, \bar{N}) = (1, 1), \quad (8)$$

$$E_{\text{open}}^{b_{2}} = \begin{cases} \frac{D - 2}{60} - 4, & \quad \text{vector} \\ \frac{D - 2}{60} - 8, & \quad \text{scalar} \\ \frac{D - 2}{60} - 32, & \quad \text{symm. traceless} \end{cases}, \quad E^{PS}_{\text{open}} = \begin{cases} 0, & N = 0, \\ D - 3, & N = 1, \quad \text{vector} \\ 0, & N = 2, \quad \text{scalar} \\ 16(D - 3), & N = 2, \quad \text{vector} \\ 4(D - 2), & N = 2, \quad \text{symm. traceless} \end{cases} \quad (9)$$

The TBA procedure of extracting the spectrum from the scattering amplitudes also allows the inclusion of possible light massive modes. One possibility (suggested by lattice measurements, see figure 3) is a light $CP$ pseudoscalar state,\textsuperscript{55} known as the worldsheet axion because, as a consequence of Lorentz invariance, it couples to the self-intersection number.\textsuperscript{59} Furthermore, the TBA method relies on a low-momenta expansion which has, per se, better convergence properties,\textsuperscript{56} and provides insight\textsuperscript{55,56} on a surprising fact. The comparison to lattice data shows qualitative agreement with the full LC spectrum for strings as short as $R \sim 1/\sqrt{\sigma}$, way below the radius of convergence of its expansion in $R^{-1}$ for the excited states. In particular, there is no justification for the use of eq. (5) in the derivative expansion. In contrast, it is the full LC spectrum which is generated from the leading order in momenta of the S-matrix in the TBA procedure. Unfortunately, the breaking of integrability at higher orders is likely to make the TBA machinery complicated.

The squared extrinsic curvature in the action (3) (the so called rigidity term) starts at four derivatives, and its leading order term vanishes up to the free EOM. Nevertheless, its contribution to the ground state was found to be non-vanishing.\textsuperscript{59–62} The result admits an expansion in $1/\alpha$, and so there is no contradiction with the fact that this term is trivial order by order in the long string expansion (being also an expansion in $\alpha$). However, compatibility with the target space Lorentz invariance has not been checked, and the form of the correction coincides with the one of a massive particle, so that care is needed in interpreting the results.

3.2. Width of the flux tube.

Quantum fluctuations provide the two-dimensional worldsheet with an effective width, which is an IR effect computable within the EST and must be distinguished from the “intrinsic” UV scale $1/\sqrt{\sigma}$. The profile of the string is associated with the expectation value of the chromo-electric energy density $E(x) \propto$ the first few levels.\textsuperscript{50,51} $E^{PS}$ vanishes for the ground-state of both open and closed strings, as well as for closed string excited states which do not contain both left and right movers, and, in general, for 3D. For closed and open strings, the lowest excited states which are affected are:

\begin{verbatim}
E_{closed}^{b_{2}} = 0, E^{PS}_{closed} = -64 \times \begin{cases} D - 3, & \text{scalar}, \\ -1, & \text{symm. traceless}, \\ 1, & \text{a.-symm.} \end{cases} \quad (N, \bar{N}) = (1, 1), \quad (8)

E^{b_{2}}_{open} = \begin{cases} \frac{D - 2}{60} - 4, & \quad \text{vector} \\ \frac{D - 2}{60} - 8, & \quad \text{scalar} \\ \frac{D - 2}{60} - 32, & \quad \text{symm. traceless} \end{cases}, \quad E^{PS}_{open} = \begin{cases} 0, & N = 0, \\ D - 3, & N = 1, \quad \text{vector} \\ 0, & N = 2, \quad \text{scalar} \\ 16(D - 3), & N = 2, \quad \text{vector} \\ 4(D - 2), & N = 2, \quad \text{symm. traceless} \end{cases} \quad (9)
\end{verbatim}

The TBA procedure of extracting the spectrum from the scattering amplitudes also allows the inclusion of possible light massive modes. One possibility (suggested by lattice measurements, see figure 3) is a light $CP$ pseudoscalar state,\textsuperscript{55} known as the worldsheet axion because, as a consequence of Lorentz invariance, it couples to the self-intersection number.\textsuperscript{59} Furthermore, the TBA method relies on a low-momenta expansion which has, per se, better convergence properties,\textsuperscript{56} and provides insight\textsuperscript{55,56} on a surprising fact. The comparison to lattice data shows qualitative agreement with the full LC spectrum for strings as short as $R \sim 1/\sqrt{\sigma}$, way below the radius of convergence of its expansion in $R^{-1}$ for the excited states. In particular, there is no justification for the use of eq. (5) in the derivative expansion. In contrast, it is the full LC spectrum which is generated from the leading order in momenta of the S-matrix in the TBA procedure. Unfortunately, the breaking of integrability at higher orders is likely to make the TBA machinery complicated.

The squared extrinsic curvature in the action (3) (the so called rigidity term) starts at four derivatives, and its leading order term vanishes up to the free EOM. Nevertheless, its contribution to the ground state was found to be non-vanishing.\textsuperscript{59–62} The result admits an expansion in $1/\alpha$, and so there is no contradiction with the fact that this term is trivial order by order in the long string expansion (being also an expansion in $\alpha$). However, compatibility with the target space Lorentz invariance has not been checked, and the form of the correction coincides with the one of a massive particle, so that care is needed in interpreting the results.

3.2. Width of the flux tube.

Quantum fluctuations provide the two-dimensional worldsheet with an effective width, which is an IR effect computable within the EST and must be distinguished from the “intrinsic” UV scale $1/\sqrt{\sigma}$. The profile of the string is associated with the expectation value of the chromo-electric energy density $E(x) \propto$
\langle q\bar{q} | \text{Tr}E^2(x) | q\bar{q} \rangle - \langle 0 | \text{Tr}E^2(x) | 0 \rangle, \text{ which can also be reconstructed from its moments,}
\begin{align*}
w^{2n}(x^n) &= \langle (X^i(x^n) - \bar{X}^i)^{2n} \rangle \sim \int \frac{d^{D-2}x_\perp x^{2n}_\perp E(x)}{d^{D-2}x_\perp E(x)}, \\
&= \frac{1}{A} \int_M X^i.
\end{align*}

The width is conventionally defined by the second moment, the variance, measured at the middle point of the $q\bar{q}$ axis. It is UV divergent, so that typically a point splitting procedure is applied for its regularization. The computation in the free theory predicts a Gaussian profile and a logarithmic broadening of the width with an universal coefficient
\begin{equation}
w^2_0 = \frac{D - 2}{2\pi \sigma} \log \left( R/R_{\text{UV}} \right) + \ldots,
\end{equation}
where $R_{\text{UV}}$ is a UV scale. Consequently, as mentioned in the introduction, infinitely long flux tubes are delocalized, which is a manifestation of the absence of Goldstone bosons in the thermodynamic limit in 2D. The dots in eq. (11) stand for terms subleading in $R$, which have been computed for toroidal and cylindrical geometries up to the leading order contributions of the $c_2$ and $c_3$ terms in 66. As mentioned earlier, the EST predictions differ from the prediction of a classical vortex model. In the light of a fusion to a vortex/string picture the width of the EST may be thought of as an additional quantum contribution, dominating for long strings.

4. Comparison between lattice results and the EST

We will now come to the comparison of the EST predictions for the spectrum of open and closed flux tubes and measurements of the flux tube profile with lattice results. A discussion of the lattice methods is beyond the scope of the review and we only mention important aspects in footnotes.

4.1. Spectrum of the flux tube

4.1.1. Overview of results

Since the first studies concerning open flux tubes in the early 80’s the accuracy and reliability of lattice measurements in 3 and 4D SU($N$) gauge theories has steadily improved, together with much better control over systematic uncertainties. High accuracy measurements of large loops have become available by the introduction of the multilevel algorithm, which has since been used extensively.

8To make contact with the EST in the continuum there are certain systematic effects that need to be controlled. A basic effect is the one due to finite lattice spacing $a$, whose control demands to take the continuum limit ($a \to 0$), which, apparently is rather uncritical. Another effect concerns the finite extent of the lattice, leading to around-the-world contributions and finite temperature effects. The most severe effect is the one due to contaminations from excited states. The contribution of the next excited state is suppressed by a factor $\exp(-T\Delta E)$, where $T$ is the temporal extent of the loop and $\Delta E$ the associated energy gap. Since $\Delta E$ decreases with $R^{-1}$ the problem becomes more severe for large $R$. To reduce contaminations, there are two approaches: (i) Optimizing the
for studies of open flux tube spectra.\textsuperscript{102–113} Similar studies have also been performed in 3D U(1)\textsuperscript{62,114} and 3D Z\textsuperscript{42,115–120} gauge theories. Measurement of the energy levels of closed flux tubes have started only little later.\textsuperscript{121–134} We show a collection of results for the lowest energy levels of open and closed flux tubes in figures 1 and 2, respectively.

To briefly summarize the main findings: For (most of) the energy levels the data shows a remarkable agreement with the full LC predictions down to small values of $\sqrt{\sigma R} \sim 1$, rather than with its expansion in powers of $R^{-1}$, independently of the number of dimensions and the gauge group.\textsuperscript{56} Typically, agreement with the string states is seen starting from $R \approx 0.5$ fm for the groundstate up to 2 fm for the excited states, increasing with the excitation level. The convergence to the LC spectrum appears to be enhanced when going to larger values of $N$. These observations are in full agreement with the discussion of the EST in sec. 2 and 3 and are basically independent of the lattice spacing and thus should hold in the continuum. With ever increasing accuracy, deviations from the LC spectrum become visible, once more in agreement with the EST. Some of those deviations in 4D SU($N$) gauge theories, overlap with the groundstate: Suitable methods to achieve this are smearing\textsuperscript{97,98} and variational or correlation matrix methods.\textsuperscript{56,99,100} (ii) Using loops with large $T$: Here the signal-to-noise ratio decreases exponentially, so that powerful error reduction algorithms (see text) are needed.
Fig. 2. As figure 1 (right) for the energy levels of the closed flux tube in 4D SU($N = 3, 5$) (left), $\beta = 6.0625$ and $17.63$, and 3D SU($N = 2, 6, 8$) (right) ($\beta = 16, 171$ and $306$) gauge theories from$^{132,141}$ versus $\sqrt{\sigma R}$. We have included states with $q = 0$, set $n = (N_L + N_R)/2$ and rescaled the energies as in figure 1. The states in 4D are classified by $(J_{CP})$ and in 3D by $(P)$.

however, are not in agreement with the spectrum in eq. (7) and could be signs for the expected massive modes on the flux tube.

4.1.2. Corrections to the LC spectrum for open strings

Concerning the comparison between lattice results and the EST, the open string channel is advantageous because the first correction not fixed in terms of the string tension is of $O(R^{-4})$ (compared to $O(R^{-7})$ for closed strings) and only depends on one free parameter $b_2 = \sqrt{\sigma^3}b_2$. The comparison to the boundary corrections is conveniently done in the 3D case and the associated coefficient $\bar{b}_2$ has first been extracted from the excited states in SU(2) gauge theories$^{111}$ and later from the groundstate in $Z_2$ and in SU($N$) gauge theories for $N = 2, 3^{113}$ ($N = 4, 5, 6$ are in preparation$^{135}$) at several lattice spacings. Including the boundary correction, the EST can describe the groundstate data down to about 0.4 fm and is in qualitative agreement with the excited states$^{42,111}$ In fact, by leaving the exponent of the correction term free, it can be shown that it takes a value of 4 down to $R \approx 0.4$ fm$^{135}$ In figure 3, we collect the results for $\bar{b}_2$ versus the squared lattice spacing. The plot illustrates the non-universality of $\bar{b}_2$. Interestingly, it appears to become larger with increasing $N$, possibly tending towards zero for $N \to \infty$, and is positive for

$^h$A two-loop correction coming from the rigidity term$^{60}$ also starts at $O(R^{-4})$ for long strings, but there is no check of compatibility with Lorentz invariance. This term seems to be present in U(1) gauge theory,$^{62}$ and, when present, might contaminate the extraction of $b_2$. 
Fig. 3. **Left:** Results for the boundary coefficient $\bar{b}_2$ obtained from the groundstate energies for $N = 2$ and 3,\textsuperscript{113,135} preliminary results for $N = 5$,\textsuperscript{135} and results from $Z_2$ gauge theory.\textsuperscript{11} The red band is the result for SU(2) extracted from excited states.\textsuperscript{111} **Right:** Comparison of the energy differences to the groundstate of the closed flux tubes in 4D SU(3) from,\textsuperscript{132} with the predictions from TBA (solid lines), including the worldsheet axion, taken from.\textsuperscript{55} Scalar, pseudoscalar and spin 2 states are shown in blue, red and green, respectively. The dashed lines correspond to the EST prediction from TBA without the axion, the dashed gray line is the LC prediction and the dotted lines are the LO and NLO orders in the $R^{-1}$ expansion. Here $\ell_s = \sqrt{\sigma/\alpha R}$.\textsuperscript{60}

In 4D, such an analysis is still missing. The spectrum\textsuperscript{91,92,94} shows a strong rearrangement of energy levels from short distance\textsuperscript{93} to long distance (string) degeneracies. The spectrum graduates in states that show a fast convergence to the string states and those with an anomalously slow approach, such as the $\Sigma^-_u$ ($J^{CP} = 0^-$) state and possibly also the states $\Sigma'_{-\ell}$ and $\Sigma_{-\ell}$ (similar states have been found for closed flux tubes), which possibly receive contributions from massive modes.\textsuperscript{55,56,95,132} Note, that the 4D energies from 91, 92, 94 typically overshoot the LC predictions in the large $R$ limit, which could be a sign for contaminations from excited states (e.g. 103, 111, 132) and a continuum limit is still missing.\textsuperscript{i}

### 4.1.3. Corrections to the LC spectrum for closed strings

For closed flux tubes, the corrections to the LC spectrum for the groundstate and excited states in 3D start at $O(R^{-7})$ and are thus harder to detect. Interestingly, all of them appear to be negative,\textsuperscript{j} in contrast to the positive corrections in the $Z_2$ gauge theory, where, however, $\bar{b}_2$ does not show a perfect scaling towards the continuum. From the open string groundstate in 3D U(1) gauge theory, also the rigidity contribution was extracted,\textsuperscript{62} thanks to an enhancement of $\alpha$ towards the continuum. This is not expected for SU($N$) and indeed, a positive deviation from the LC spectrum is visible for short strings, while the rigidity term gives a negative Coulomb-like contribution at small values of $\sqrt{\sigma/\alpha R}$.\textsuperscript{60}

Some of these states were extrapolated to the continuum in 93, showing small lattice artefacts.\textsuperscript{133,134}

\textsuperscript{i}Some of these states were extrapolated to the continuum in 93, showing small lattice artefacts.

\textsuperscript{j}The exception are the 3D SU(2) results, possibly due to finite temperature effects.\textsuperscript{133,134}
open case.\(^k\) For 4D the correction to excited states is universal and of \(O(R^{-5})\). There is one state with \(J^P = 0^-\), which deviates from the string energy levels and thus qualifies as a massive excitation. Leaving this state aside, an analysis of the corrections to the LC energy levels, has been performed for 4D\(^{132}\) (mostly for \(N = 3\)) and 3D\(^{133,134}\) (for \(N = 2, 3, 4, 5, 6\) and 8). For the groundstate, the results in general show good agreement with the EST predictions, leading to an exponent of -7 or -9 (at most -5) for the corrections to the LC spectrum with \(N \geq 3\).

For the excited states in 3D a simple \(R^{-7}\) correction is basically ruled out when fitting the data down to \(R\sqrt{\sigma} \approx 4.5 - 5.0\).\(^{133}\) It is likely that the radius of convergence, \(R_C\), of the derivative expansion in the full EST increases with the excitation level (similar to the one of the LC spectrum). An analysis with an heuristic resummed correction\(^{133}\) yields \(R_C\) of the order of \(R_C\) of the LC spectrum. The TBA analysis, which corresponds to a more convergent expansion, obtains good fits and possibly some hints of a massive resonance.\(^{56}\) For 4D, a simple \(R^{-5}\) correction down to \(R_C\) of the LC spectrum is not ruled out. Nonetheless, a similar increase of the deviations to the LC spectrum are seen with increasing excitation level. For closed flux tubes there are also states with non-zero longitudinal momentum, \(q \neq 0\). The lattice results for those states agree with the above findings and basically consistent with the LC predictions.\(^{132-134}\)

Looking at the state with \(J^P = 0^-\), both a simple heuristic analysis,\(^{132}\) and the TBA method,\(^{55,56}\) show agreement of the data with a massive mode contribution. In particular, the latter explicitly identifies the worldsheet axion and shows excellent agreement with this state and the next excited state in this channel. The \(0^-\) state with \(q = 1\) shows the same behaviour as the associated \(q = 0\) state. However, the next excited state in the \(q = 1, 0^-\)-channel behaves differently, basically following the LC predictions. It would be interesting to see whether the TBA analysis can explain the behaviour of this state, too.

4.2. Width of the flux tube

Another observable to investigate the range of validity of the EST is the flux tube profile.\(^1\) Studies of the profile have been performed in SU(\(N\))\(^{,86,136-164}\) U(1)\(^{,104,165-167}\) and \(Z_2\)\(^{,63,168}\) gauge theories and confirmed the formation of a tube-like object. Most studies have compared the profile to the predictions from the dual-superconductor model only, whose discussion is beyond the scope of this review.\(^m\)

\(^k\)This is in agreement with the next \(O(R^{-6})\) terms observed in the 3D open case.\(^{111,135}\)

\(^1\)In the following we will ignore the possible impact of the considered field strength components on the analysis for simplicity and brevity.

\(^m\)To shortly summarize: All of the studies find good consistency with the exponential decay of the tail of the profile and newer studies could also describe the inner core with a modified fitting function.\(^{162,164}\) Typically the penetration length is between 0.12 and 0.17 fm and the parameters indicate superconductivity at the border between types I and II. Note, that all of these studies consider flux tubes of length smaller than 1.0 fm, which are not yet expected to be well described by the EST.
Initial studies \cite{140-142} comparing to the EST, saw agreement starting from around $R \approx 0.8 \text{ fm}$, yet, without being able to clearly identify the logarithmic broadening with increasing $R$. The latter has first been confirmed in $Z_2$ gauge theory. \cite{63,168} Similar studies in 3D SU(2) \cite{136} and U(1) \cite{167} and 4D SU(3) gauge theory \cite{163} only became available recently. These studies show the logarithmic broadening of the string with $R$ and evidence for the Gaussian shape for flux tubes with $R \gtrsim 1.3 \text{ fm}$. Higher orders could potentially increase the range of agreement. The results for the profile, including a Gaussian fit with EST inspired corrections \cite{66} and the width from 136, together with a logarithmic fit, are shown in figure 4. The study from 163 focuses on 4D SU(3) and has gone the next step, trying to identify signs of a mixture of the vortex and string pictures in the profile. They fitted the profile to a convolution of a Gaussian with an exponential decrease and found a good description of the data for distances between 0.4 and 1.4 fm. The associated penetration length remains constant (at 0.22 fm) with $R$, in agreement with the dual superconductor picture, while the squared width increases logarithmically. Note, that both studies still lack a continuum extrapolation. In 3D U(1), \cite{167} the width increases logarithmically, but the tail of the profile does not show a Gaussian shape. It would be interesting to see whether a combined vortex/string analysis also works for this high precision case.

5. Summary and perspectives

In this review, we have summarized the current knowledge about the theoretical foundation of EST for confining flux tubes and the associated predictions, together with comparisons to simulations in lattice QCD. In sec. 2 and 3, we have accumulated the new theoretical insights of the last few years in a homogeneous presentation of the EST. As shown in sec. 4, on one hand predicted deviations from the LC spectrum are in good agreement with lattice results. On the other hand, the TBA approach has allowed a solid interpretation of anomalous data in 4D in terms of a
massive pseudoscalar mode. For the width of the flux tube, simulations show good agreement with the EST predictions starting from around 1 to 1.3 fm.

Despite the good agreement, there are several open questions. To begin with, it would be interesting to improve on the precision for the excited states in 3D and to reliably perform the analyses concerning corrections to the spectrum for 4D. In particular, the contribution of the axion to the open string spectrum has not been computed and a general understanding of other possible massive modes is lacking. Concerning the profile, the competition between the exponential and the Gaussian tail highlights the need for more theoretical control over the simple idea of the flux tube as a vortex with stringy fluctuations on top.\(^\text{163}\) One more ripple in the consolidated understanding of the EST is provided by the contribution of the rigidity term to the observables, which accounts for some features of the spectrum in U(1) gauge theory and may appear in other gauge theories, too. It is crucial to confirm these effects via an explicitly Lorentz invariant computation. On a more speculative level, the availability of first principle computations of the effective action in holographic setup\(^\text{29,169–172}\) fuels the hope that one might, in turn, extract from the data useful information about the holographic dual of Yang-Mills theories. Finally, it would be interesting to gain more insight about modifications coming from the finite masses of ‘static’ quarks and the presence of sea quarks.

There are some issues related to flux tubes and the EST that we could not discuss due to length constraints. This concerns signatures of the EST at finite temperature\(^\text{173–175}\) and the behaviour of the width in this regime.\(^\text{176–179}\) One can also study flux tubes in different representations,\(^\text{134,180,181}\) so called \(k\)-strings, baryonic boundstates,\(^\text{182–184}\) or the interface free energy in 3D \(Z_2\) gauge theory.\(^\text{185,186}\) These studies typically observe rather good agreement with the EST and massive modes have also been observed for \(k\)-strings.\(^\text{134,181}\) There are also other aspects of the potential which have not been discussed (see 1, 2, for instance).
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