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Abstract

This paper presents recent improvements of a large-scale Arabic to French statistical machine translation system over a period of three years. The development includes better preprocessing, more training data, additional genre-specific tuning for different domains, namely newswire text and broadcast news transcripts, and improved domain-dependent language models. Starting with an early prototype in 2005 that participated in the second CESTA evaluation, the system was further upgraded to achieve favorable BLEU scores of 44.8% for the text and 41.1% for the audio setting. These results are compared to a system based on the freely available Moses toolkit. We show significant gains both in terms of translation quality (up to +1.2% BLEU absolute) and translation speed (up to 16 times faster) for comparable configuration settings.

1. Introduction

This paper presents recent improvements of a large-scale statistical machine translation (SMT) system for the Arabic-French language pair (Hasan et al., 2006) as being researched in the TRAMES project. This system is one of the first for Arabic to French that is statistically trained on a large amount of bilingual data which was gathered for this purpose, whereas early systems for this language pair, e.g. (Mankai and Mili, 1995) or (Alsharaf et al., 2004) (although for the reverse direction French-Arabic) were rule-based and lack detailed evaluation of translation quality. Among the most important upgrades to the 2005 prototype, we report on using a larger training corpus incorporating additional data, applying improved preprocessing and general fine tuning of the system for several settings, i.e. text translation (e.g. news articles) and audio transcripts (e.g. broadcast news (BN)). The system is tuned for online translation capabilities resulting in speeds of up to 250 words per second. Memory efficiency is obtained by using a binary format of phrase tables with load-on-demand capabilities. Compared to the first prototype published at LREC’06 which serves as a baseline, the updated system achieves significant improvements of around +4% BLEU for the text setting and a favorable +20% BLEU for the audio setting. Recent trends in SMT move away from single-purpose systems and focus on multi-genre systems instead, capable of dealing with more than one type of input text, cf. e.g. latest GALE or NIST evaluations where the tracks are split into newswire, web texts, broadcast news and broadcast conversational genres. In addition to translating written text, in particular news as well as web texts such as newsgroup articles or weblog entries, much research has been devoted to systems providing speech translation capabilities, i.e. translating audio transcripts such as broadcast news and conversations from TV or radio networks. In an ideal setting, these hybrid systems detect the type of input provided to them and actuate the corresponding settings that maximize performance for each genre. In the following, we present a system that is able to deal with several input types which are manually defined by the user so far, although we see no restriction of applying text classification methods to determine the genre on-the-fly.

In Section 2, we present the system and give details on the decoder used for generating translation hypotheses. Some room is devoted to the process of creating a bilingual training corpus, since no data was initially available for the Arabic-French language pair. Much of the overall progress, especially for translating broadcast news transcripts (i.e. audio setting), was due to genre-specific tuning of the system which is described in Section 3. The experimental setting and a discussion of the results is given in Section 4. In order to show that the obtained results are state-of-the-art, we compare the system to a widely used open source toolkit for SMT, Moses. Concluding remarks can be found in Section 5.

2. System core

The predominant approach for machine translation nowadays is data-driven and phrase-based. The building blocks are source-target phrase pairs extracted automatically from a large amount of bilingual training data, see e.g. (Zens et al., 2002; Koehn et al., 2003). Most approaches are based on a log-linear framework that combines several models in search and tries to find the best translation hypotheses by tuning the system parameters on held-out development data in order to maximize translation accuracy with respect to a set of reference translations (Och, 2003).

The system core used in this work is a phrase-based statistical machine translation system as presented in (Bender et al., 2007). The incorporated models used during decoding are a phrase-based and word-based lexicon model in both translation directions, a language model, phrase count features, length-based models for word and phrase penalty, as well as a reordering (or distortion) model based on the jump width. Since the system is designed for online translation speeds, the second translation pass using rescoring of n-best lists is omitted. The model scaling factors are tuned discriminatively in order to maximize BLEU scores on separate development sets for the different genres. We achieved significant improvements for the audio setting by
Table 1: Comparison of corpus sizes of the 2005 prototype and the final upgrade in 2007.

| System          | Text                  | Audio                  |
|-----------------|-----------------------|------------------------|
| 2005 system     | Arabic 62K, French 4.7M | Arabic 74K, French 6.6M |
| 2007 system     | Arabic 108.1M, French 151.3M | Arabic 180.2M, French 301K |

Table 2: Test data for the text (CESTA run2 evaluation data) and audio (Arabic broadcast news) setting.

| Setting          | Text                  | Audio                  |
|------------------|-----------------------|------------------------|
| Sentences        | Arabic 824, French 466 | Arabic 22 045, French 102 087 |
| Run. words       | Arabic 2 296, French 16 847 | Arabic 301K, French 3 296 |
| Vocabulary       | Arabic 4 441, French 5952 | Arabic 102 087, French 5952 |
| OOV rate         | Arabic 0.40%, French - | Arabic -1.1%, French - |

Table 3: Test data for the development set (CESTA run2 evaluation data).

| Setting          | Text                  | Audio                  |
|------------------|-----------------------|------------------------|
| Sentences        | Arabic 824, French 466 | Arabic 22 045, French 102 087 |
| Run. words       | Arabic 2 296, French 16 847 | Arabic 301K, French 3 296 |
| Vocabulary       | Arabic 4 441, French 5952 | Arabic 102 087, French 5952 |
| OOV rate         | Arabic 0.40%, French - | Arabic -1.1%, French - |
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points of Arabic words given a set of prefixes and suffixes and their corresponding frequencies. The segmentation for the updated system was further refined by (El Isbihani et al., 2006) and incorporates a finite state automaton-based approach by splitting compound words depending on the context already split so far. It could be shown that this approach outperforms the simple frequency-based approach which tends to segment words too excessively and results in a small vocabulary size but less translation accuracy. The finite state-based method reverses this effect. Due to the different approaches, the vocabulary sizes and number of running words vary significantly, as can be seen in Table 1.

3. Genre-specific tuning

The engine core is a phrase-based translation system using a log-linear interpolation of several models (such as phrase translation model, word-based lexicon model and n-gram language model) that determine the quality of the translation hypotheses during generation. A beam search is applied to find the best translation candidates. Additionally, the system is able to produce n-best candidates extracted from a word graph which can be further processed and reranked. In the primary mode of operation, i.e. producing translations preferably in real-time, this step is omitted and single-best translations are used. The parameters are tuned on held-out data (development set) using Maximum BLEU training by the Downhill Simplex algorithm.

The 2005 system participated in the second CESTA evaluation held in October 2005 as only participant for the Arabic-French track and scored a favorable BLEU score of 40.8% (case-sensitive). The evaluation data originated in the medical domain, i.e. news articles from the web site of the World Health Organization (WHO). The effect of adaptation to this domain is reported in (Hamon et al., 2007).

As a second stage of operability, a mode for translating audio transcripts was added to the system. For this purpose, an additional corpus has been produced for the TRAMES project (cf. Section 2.1) and was added to the phrase table and language model training procedures. The next section shows large improvements based on this step for the audio setting. An important aspect was genre-specific tuning of the system’s parameters, cf. also (Bender et al., 2007).

The adjusted model scaling factors help to adapt the system from the text to the audio domain and achieve a significant improvement in BLEU score. The parameters of the system can be set on-the-fly which enables the translation server to be started once and operate according to the user’s preferences who manually defines what kind of input data is used. In future extensions, one could apply text classification methods that do this step automatically and let the system adapt to the determined domain without the user’s input.

4. Experimental results

This section presents translation results for the two test sets used in the TRAMES project. Table 2 summarizes the two test data conditions. For the text setting, the official CESTA run2 evaluation data is used, whereas for the audio setting, a special subset of the BN transcriptions is chosen. Each
evaluated. The performance of the system over time is shown in Table 3. The “starting” point is the 2005 prototype system trained on documents of the UN as reported in (Hasan et al., 2006). It participated in the second CESTA evaluation campaign and achieved a BLEU score of 40.8% (case-sensitive evaluation). The second system update incorporated the improved preprocessing, manual BN transcripts, additional data like Amnesty International and Le Monde Diplomatique and was tuned separately for text and audio condition. As can be seen, the genre-specific tuning results in significant performance gain on the audio setting, i.e. 34.4% instead of 29.7%, whereas the additional BN transcripts boost overall system performance from 20.9% to 29.7%, which is a 42% relative improvement. A specially tuned language model on 700M running words of additional French data ( newspapers and newswire, additional audio transcripts, web data) provided by LIMSI increased performance for another 3.2% absolute.

Finally, downloading and incorporating a large number of additional documents of the UN database and retuning the system parameters incorporating the additional BN-LM resulted in the third system upgrade which increased overall system performance for both settings, ending in 44.8% BLEU for text and 41.1% for audio, respectively. There is a difference of 6.7% BLEU between the text and audio setting on the Arabic BN test set, roughly half of it being due to a high BLEU brevity penalty of 0.91 (BLEU precision is 38.0%), which shows the importance of genre-specific tuning of the system’s parameters. The configurations were chosen in terms of best tradeoff between quality and speed. For the results reported, we use a 5-gram language model on the text data and an interpolated one including the 4-gram broadcast news LM on the audio data. This setting achieves translation speeds between 40 words/sec (audio) and 100 words/sec (text). When using a 4-gram LM and a slightly smaller beam size, the quality drops down to 43.4% and 40.0% BLEU for text and audio, respectively, but boosts translation speed up to 250 words per second (cf. next section).

### 4.1. Comparison to Moses

We compare the final system to Moses (Koehn et al., 2007), an open-source translation toolkit. The Moses system uses its own implementation of phrase extraction, phrase scoring (although similar to the approach used in the TRAMES system, i.e. based on relative frequencies) and minimum error rate training. The results are shown in Table 4 for both CESTA run2 and Arabic BN test data. The systems use the same word alignment points as starting point for phrase extraction and scoring and incorporate identical 4-gram LMs for text and audio. The beam size is adjusted to reflect the same amount of pruning. As can be seen, the performance of the TRAMES system is slightly better for both text (+1.2%) and audio (+0.5%) which might partly be due to the additional phrase count features which are missing in the Moses decoder. What stands out more are the translation speeds. The TRAMES system is around 16 times faster than Moses in the text domain, resulting in 222 words/sec, whereas audio is translated 13 times as fast as in Moses, resulting in roughly 250 words/sec. All experiments were carried out on a 2.2 GHz AMD Opteron and used less than 3.5 GB of memory.

### 4.2. Translation examples

Translation examples are shown in Table 5 for the text and Table 6 for the audio setting. Increasing translation quality can be noted when comparing the three main system outputs (in 2005, 2006 and 2007) to the reference translation. As can be seen, the non-adapted first system has problems with the audio domain: the OOV rate here is 7.8%, resulting partly be due to the additional phrase count features which are missing in the Moses decoder. What stands out more are the translation speeds. The TRAMES system is around 16 times faster than Moses in the text domain, resulting in 222 words/sec, whereas audio is translated 13 times as fast as in Moses, resulting in roughly 250 words/sec. All experiments were carried out on a 2.2 GHz AMD Opteron and used less than 3.5 GB of memory.

### 5. Conclusion

In this paper, we presented an up-to-date statistically-driven machine translation system for Arabic to French that is capable of producing high-quality genre-specific translations for text and audio domains in real-time. The progress over the years was achieved using more and particularly genre-specific training data, tuning the system extensively for the various settings, incorporating better Arabic preprocessing and optimizing the decoder for maximum throughput. The overall improvement over a three-year period was from 40.8% to 44.8% BLEU for text input and from 20.9% to 41.1% for audio transcripts. The remarkable gain for audio is mostly due to additional domain-specific training data, i.e. Arabic broadcast news transcripts, that were added to the system during the second upgrade and retuning the parameters for this setting. An additional in-domain language model (BN-LM) and more data gathered in 2007 advance
et met l’accent sur la prévention de cette maladie de la mère à l’enfant et une démarche pour la promotion de la sensibilisation du public chez les jeunes.

L’accent est mis sur la prévention de la transmission de la mère à l’enfant et une approche pour promouvoir une prise de conscience parmi les jeunes.

L’accent est mis sur la prévention de la transmission de cette maladie de la mère à l’enfant et l’adopter de la démarche de la généralisation de la prise de conscience parmi les jeunes.
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