SOLUTIONS TO NONLOCAL NONISOSPECTRAL (2+1)-DIMENSIONAL BREAKING SOLITON EQUATIONS
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Abstract. Nonlocal reductions of a nonisospectral (2+1)-dimensional breaking soliton Ablowitz-Kaup-Newell-Segur equation are discussed on the base of double Wronskian reduction technique. Various types of solutions, including soliton solutions and Jordan-block solutions, for the resulting nonlocal equations are derived. Dynamics of these obtained solutions are analyzed and illustrated.

1. Introduction

Among the nonlinear partial differential equations, of particular interest are the nonlocal integrable systems that admit “parity-time symmetry”. The activities in the field of nonlocal integrable system were initiated by Ablowitz and Musslimani [1], who introduced an integrable nonlocal nonlinear Schrödinger (NLS) equation

\[ iu_t(x,t) + u_{xx}(x,t) + u^2(x,t)u^*(-x,t) = 0, \]  \hspace{1cm} (1.1)

as a new reduction of the Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy. This equation is parity-time symmetric because it is invariant under the action of the parity-time operator, i.e., the joint transformations \( x \to -x, \ t \to -t \) and complex conjugation \( * \). Since then, the nonlocal integrable systems have attracted much attention from both mathematics and the physical application of nonlinear optics and magnetics [2–4]. Up to now, more and more nonlocal integrable equations have been established [5–7], including nonlocal versions of the Korteweg-de Vries, the modified Korteweg-de Vries, the sine-Gordon, the nonlinear “loop soliton”, the Davey-Stewartson equations, etc. Many traditional methods, such as the inverse scattering transformation, the Riemann-Hilbert approach, the Hirota’s bilinear method, the Darboux transformation and the Cauchy matrix approach, have been used to search for exact solutions to the nonlocal integrable systems [8–15].

Very recently, there have been some research on the nonlocal nonisospectral integrable equations. With the help of the reduction technique developed in [13], by using a second-order nonisospectral AKNS system, Liu, Wu and Zhang [16] investigated a nonlocal Gross-Pitaevskii equation with a parabolic potential and a gain term, and constructed its one-soliton solution, two-soliton solutions and Jordan-block solutions. Some interesting dynamics were revealed. Subsequently, the authors of the present paper [17,18] also used this approach to study the nonlocal
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reduction of three nonisospectral AKNS type equations, including the second order nonisospectral AKNS equation, the third order nonisospectral AKNS equation and the first negative order nonisospectral AKNS equation. Consequently, some real and complex nonlocal nonisospectral NLS, modified Korteweg-de Vries and sine-Gordon equations were presented.

As a typical (2+1)-dimensional generalization of the NLS equation, the (2+1)-dimensional breaking soliton equation is usually used to describe the (2+1)-dimensional interaction of a Riemann wave propagating along the y-axis with a long-wave propagating along the x-axis [19]. In recent years, the research of nonlocal (2+1)-dimensional breaking soliton type equations has received remarkable progress. Zhu and Zuo [20] proposed some nonlocal (2+1)-dimensional breaking soliton equations and showed that most of them could be decomposed into two (1+1)-dimensional integrable systems. Moreover, Darboux transformations and some exact solutions were constructed (see also [21]). Wang, Wu and Zhang [22] presented double Wronskian solutions to the nonlocal isospectral (2+1)-dimensional breaking soliton AKNS hierarchy and illustrated the dynamical behaviors of some obtained solutions.

In this paper, we are interested in the nonlocal reductions of the following nonisospectral (2+1)-dimensional breaking soliton AKNS equation [23]

\[ u_t = -y(u_{xy} - 2u\partial_x^{-1}(uv)y) - \frac{x}{2}(u_{xx} - 2u^2v) - u_x + u\partial_x^{-1}(uv), \quad (1.2a) \]
\[ v_t = y(v_{xy} - 2v\partial_x^{-1}(uv)y) + \frac{x}{2}(v_{xx} - 2uv^2) + v_x - v\partial_x^{-1}(uv), \quad (1.2b) \]

where \( u \) and \( v \) are two functions of \( x, y, t \) and \( \partial_x^{-1} = \frac{1}{2}\left(\int_{-\infty}^{x} - \int_{x}^{+\infty}\right) \cdot dx \). When \( y = x \), system (1.2) is nothing but the second order nonisospectral AKNS equation [24]. We plan to impose real nonlocal reduction, respectively, complex nonlocal reduction on the system (1.2) and get the real and complex nonlocal nonisospectral (2+1)-dimensional breaking soliton NLS equations. We will employ the reduction approach [12, 13] to get solutions of the resulting equations. For simplicity, we call equation (1.2) NBS-AKNS for short. Analogously, we denote the real nonlocal resulting equation by RNNBS-NLS, respectively, the complex nonlocal resulting equation by CNNBS-NLS.

The paper is organized as follows. In Sec. 2, we briefly recall Lax representation and double Wronskian solutions of the NBS-AKNS equation (1.2). In Sec. 3 and Sec. 4, we, respectively, study real nonlocal reduction and complex nonlocal reduction of the system (1.2). By solving determining equations, we give soliton solutions and Jordan-block solutions for the resulting nonlocal equations. Meanwhile, we illustrate and analyze the dynamics of some obtained solutions. Section 5 is devoted to the conclusions.

2. LAX REPRESENTATION AND DOUBLE WRONSKIAN SOLUTIONS OF (1.2)

In this section, we briefly recall the Lax representation and double Wronskian solutions of the system (1.2). For the details one can refer to Ref. [23].

2.1. Lax representation. System (1.2) is related to the famous AKNS spectral problem [25]

\[ \Phi_x = M\Phi, \quad M = \begin{pmatrix} -\lambda & u \\ v & \lambda \end{pmatrix}, \quad (2.1a) \]
together with time evolution

$$\Phi_t = 2y\lambda\Phi_y + N\Phi, \quad N = \begin{pmatrix} A & B \\ C & -A \end{pmatrix},$$  \hspace{1cm} (2.1b)

where $\Phi = (\Phi_1, \Phi_2)^T$ and $\lambda$ is the spectral parameter. Here and hereafter, $K^T$ means transpose of matrix $K$.

The nonisospectral zero curvature equation $M_t - N_x + [M, N] = 2y\lambda M_y = 0$ gives rise to

$$A = \partial^{-1}(v, u) \begin{pmatrix} -B \\ C \end{pmatrix} + (\lambda_t - 2\lambda\lambda_y)x + A_0,$$  \hspace{1cm} (2.2a)

$$\begin{pmatrix} u \\ v \end{pmatrix}_t = L \begin{pmatrix} -B \\ C \end{pmatrix} - 2\lambda \begin{pmatrix} -B \\ C \end{pmatrix} + 2y\lambda \begin{pmatrix} u_y \\ v_y \end{pmatrix} + 2((2x\lambda\lambda_y - \lambda_t) - A_0) \begin{pmatrix} -u \\ v \end{pmatrix},$$  \hspace{1cm} (2.2b)

where $A_0$ is a constant and recursion operator

$$L = \begin{pmatrix} -\partial & 0 \\ 0 & \partial \end{pmatrix} + 2 \begin{pmatrix} u \\ -v \end{pmatrix} \partial^{-1}(v, u).$$  \hspace{1cm} (2.3)

Taking $2\lambda_\lambda_y - \lambda_t = \lambda^2$, $A_0 = 0$ and expanding $(B, C)^T$ into polynomial as

$$\begin{pmatrix} B \\ C \end{pmatrix} = \sum_{j=1}^{2} \begin{pmatrix} b_j \\ c_j \end{pmatrix} \lambda^{2-j},$$  \hspace{1cm} (2.4)

by imposing some special choices on $(b_j, c_j)^T$, from (2.2b) one can derive the NBS-AKNS equation (1.2). Thus (2.1) supplies Lax representation for system (1.2), where

$$\begin{align*}
A &= -x^2 + 1/2 xuv + 1/2 \partial_t^{-1}(uvy) + y\partial_x^{-1}(uv) \\
B &= xu\lambda - 1/2 xu_x - 1/2 u - yu_y \\
C &= xv\lambda + 1/2 xv_x + 1/2 v + yv_y.
\end{align*}$$  \hspace{1cm} (2.5)

2.2. Double Wronskian solutions. Introducing the dependent variable transformations

$$u = \frac{g}{f}, \quad v = \frac{h}{f},$$  \hspace{1cm} (2.6)

the NBS-AKNS equation (1.2) can be transformed into the following bilinear form

$$\begin{align*}
(D_t + \frac{x}{2} D_x^2 + yD_xD_y)g \cdot f &= -g_x f, \\
(D_t - \frac{x}{2} D_x^2 - yD_xD_y)h \cdot f &= h_x f, \\
D_x^2 f \cdot f - 2gh &= 0,
\end{align*}$$  \hspace{1cm} (2.7)

where $D$ is the well-known Hirota bilinear operator defined by

$$D_m^m D_t^n D_x^n D_y^l f \cdot g = (\partial_t - \partial_t')^m(\partial_x - \partial'_x)^n(\partial_y - \partial'_y)^l f(t, x, y)g(t', x', y')|_{t'=t,x'=x,y'=y}.$$

Double Wronski determinant solutions of the bilinear form (2.7) can be summarized in the following theorem.
Theorem 1. The double Wronski determinants
\begin{align}
\phi &= \phi(t, x, y), \quad \psi = \psi(t, x, y), \\
|\phi, \partial_x \phi, \ldots, \partial_x^n \phi, \psi, \partial_x \psi, \ldots, \partial_x^n \psi| &= |\hat{\phi}^{(n)}, \hat{\psi}^{(m)}|,
\end{align}
constituted by \( \phi = (\phi_1, \phi_2, \ldots, \phi_{n+m+2})^T \) and \( \psi = (\psi_1, \psi_2, \ldots, \psi_{n+m+2})^T \) solve the bilinear system (2.7), provided that \( \phi \) and \( \psi \) satisfy the following condition equation set
\begin{align}
\phi_x &= K(t)\phi, \quad \phi_y = \phi_{xx}, \quad \phi_t = -2y\phi_{xxx} - x\phi_{xx} + n\phi_x, \\
\psi_x &= -K(t)\psi, \quad \psi_y = -\psi_{xx}, \quad \psi_t = -2y\psi_{xxx} + x\psi_{xx} - m\psi_x,
\end{align}
respectively, where \( K(t) \) is an \((n + m + 2) \times (n + m + 2)\) matrix satisfying \( K(t) = -K^2(t) \).

Here we skip the proof since it is similar to the one given in [23]. Considering the condition equation set (2.9), we know
\begin{align}
\phi &= (-K(t))^{-n} e^{K(t)x + K^2(t)y}\alpha, \quad \psi = (-K(t))^{-m} e^{-K(t)x - K^2(t)y}\beta,
\end{align}
where \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_{n+m+2})^T \) and \( \beta = (\beta_1, \beta_2, \ldots, \beta_{n+m+2})^T \) are two constant column vectors. The complex local reduction of the NBS-AKNS equation (1.2) has been discussed in [23]. In the following two sections, we, respectively, investigate real and complex nonlocal reductions of the system (1.2).

3. REAL NONLOCAL REDUCTION OF THE SYSTEM (1.2)

In this section, we shall consider real nonlocal reduction of the system (1.2). We show that the real nonlocal reduced equations include reverse-\((y, t)\) type and reverse-\((x, y)\) type. By imposing suitable constraints on the pair \( \phi \) and \( \psi \) in the double Wronski determinant, we derive the formal expression of solution for the reduced equations. And moreover, we present soliton solutions and Jordan-block solutions in terms of the eigenvalue structure of matrix \( K \). Dynamics of some obtained solutions are also discussed.

3.1. Reduction procedure. For the NBS-AKNS equation (1.2), it allows a real nonlocal reduction
\begin{align}
v(x, y, t) = \delta u(\sigma x, -y, -\sigma t), \quad \sigma, \delta = \pm 1.
\end{align}
In this case the equation (1.2) yields
\begin{align}
u_t &= -y(u_{xy} - 2\delta u\partial_x^{-1}(uu(\sigma x, -y, -\sigma t))y) - \frac{x}{2}(u_{xx} - 2\delta u^2 u(\sigma x, -y, -\sigma t)) \\
&\quad - u_x + \delta u\partial_x^{-1}(uu(\sigma x, -y, -\sigma t)),
\end{align}
which is the RNNBS-NLS equation. Equation (3.2) is preserved under transformation \( u \to -u \). Besides, equation (3.2) with \( (\sigma, \delta) = (\pm 1, 1) \) and with \( (\sigma, \delta) = (\pm 1, -1) \) can be transformed into each other by taking \( u \to \pm iu \). When \( \sigma = 1 \) (3.2) is reverse-\((y, t)\) type and when \( \sigma = -1 \) (3.2) is reverse-\((x, y)\) type. Compared with Ref. [22], we know that both of the isospectral and nonisospectral \((2+1)\)-dimensional breaking soliton AKNS equations have reverse-\((y, t)\) type nonlocal reduction. There is no reverse-\((x, y, t)\) nonlocal reduction for the NBS-AKNS equation (1.2). The reverse-\((x, y)\) nonlocal reduction which is valid for the nonlocal reduction of the
NBS-AKNS equation \((1.2)\), is also not admitted in the nonlocal reduction of the isospectral \((2+1)\)-dimensional breaking soliton AKNS equation.

Our subsequent work is to implement the reduction procedures on the double Wronskian solutions, by which solutions for the RNNBS-NLS equation \((3.2)\) can be obtained from those of unreduced NBS-AKNS equation mentioned in Theorem 1. For this purpose, we take \(m = n\). Double Wronskian solutions to equation \((3.2)\) can be summarized in the following theorem.

**Theorem 2.** Double Wronskian solutions of the RNNBS-NLS equation \((3.2)\) are given by

\[
u = \frac{g}{f}, \quad f = |\hat{\phi}^{(n)}; \hat{\psi}^{(n)}|, \quad g = 2|\hat{\phi}^{(n+1)}; \hat{\psi}^{(n-1)}|,
\]

in which \(\phi\) and \(\psi\) are the \(2(n + 1)\)-th order column vectors defined by \((2.10)\), and satisfy the following relation

\[
\psi(x, y, t) = (-\sigma)^n T \phi(\sigma x, -y, -\sigma t),
\]

where \(T \in \mathbb{C}^{2(n+1) \times 2(n+1)}\) is a constant matrix satisfying the determining equations

\[
K(t)T + \sigma TK(-\sigma t) = 0, \quad T^2 = \sigma \delta I,
\]

and we require \(\beta = T \alpha\).

**Proof.** Under the first determining equation in \((3.5)\), we know

\[
\psi(x, y, t) = (-K(t))^{-n} e^{-K(t)x - K^2(t)y} \beta
\]

\[
= (\sigma TK(-\sigma t)T^{-1})^{-n} e^{\sigma TK(-\sigma t)T^{-1}x - TK^2(-\sigma t)T^{-1}y} \beta
\]

\[
= (-\sigma)^{-n} T (K(-\sigma t))^{-n} e^{\sigma K(-\sigma t)x + K^2(-\sigma t)(-y)T^{-1} \beta}
\]

\[
= (-\sigma)^n T \phi(\sigma x, -y, -\sigma t),
\]

which means that relation \((3.4)\) holds. To identify the connections among variables \(f, g\) and \(h\), we have to rewrite them as

\[
f = |\hat{\phi}^{(n)}; \hat{\psi}^{(n)}| = |\hat{\phi}^{(n)}(x, y, t)|z; (-\sigma)^n T \hat{\phi}^{(n)}(\sigma x, -y, -\sigma t)|z|,
\]

\[
g = 2|\hat{\phi}^{(n+1)}; \hat{\psi}^{(n-1)}| = 2|\hat{\phi}^{(n+1)}(x, y, t)|z; (-\sigma)^n T \hat{\phi}^{(n-1)}(\sigma x, -y, -\sigma t)|z|,
\]

\[
h = 2|\hat{\phi}^{(n-1)}; \hat{\psi}^{(n+1)}| = 2|\hat{\phi}^{(n-1)}(x, y, t)|z; (-\sigma)^n T \hat{\phi}^{(n+1)}(\sigma x, -y, -\sigma t)|z|,
\]

where we have introduced notation

\[
\hat{\phi}^{(s)}(ax)|_{bx} = (\phi(ax), \partial_{ax} \phi(ax), \ldots, \partial_{ax}^{(s)} \phi(ax))_{2(n+1) \times 2(s+1)}, \quad a, b = \pm 1.
\]

Noticing the second determining equation in \((3.5)\), we find

\[
f(\sigma x, -y, -\sigma t) = |\hat{\phi}^{(n)}(\sigma x, -y, -\sigma t)|z; (-\sigma)^n T \hat{\phi}^{(n)}(x, y, t)|z|
\]

\[
=(-1)^{(n+1)^2} T |\hat{\phi}^{(n)}(x, y, t)|z; (-\sigma)^n T^{-1} \hat{\phi}^{(n)}(\sigma x, -y, -\sigma t)|z|
\]

\[
=(-1)^{(n+1)^2} T |(\sigma \delta)^{(n+1)} \hat{\phi}^{(n)}(x, y, t)|z; (-\sigma)^n T^{-1} \hat{\phi}^{(n)}(\sigma x, -y, -\sigma t)|z|
\]

\[
=(-1)^{(n+1)^2} T |(\sigma \delta)^{n+1} f(x, y, t),
\]
as well as
\[ g(x, y, -\sigma t) = 2\phi(n+1)(x, y, -\sigma t)x; (-\sigma)^nT\phi(n-1)(x, y, t) |x \]
\[ = 2(-1)^{n+1}T|\sigma^{2n+1}\phi(n-1)(x, y, t)|; (-\sigma)^nT^{-1}\phi(n+1)(x, y, -\sigma t) |x \]
\[ = 2(-1)^{n+1}|T|\sigma^{2n+1}(\sigma\delta)^{2n+2}\phi(n-1)(x, y, t); (-\sigma)^nT^{-1}\phi(n+1)(x, y, -\sigma t) |x \]
\[ = (-1)^{n+1}|T|\sigma(\sigma\delta)^{n+2}h(x, y, t). \quad (3.10) \]

Thus utilizing transformation (2.6), we have
\[ u(x, y, -\sigma t) = \frac{g(x, y, -\sigma t)}{f(x, y, -\sigma t)} = \frac{(-1)^{n+1}|T|\sigma(\sigma\delta)^{n+2}h(x, y, t)}{(-1)^{n+1}|T|(\sigma\delta)^{n+2}f(x, y, t)} \]
\[ = -\delta \hat{h}(x, y, t) \]
\[ = -\delta \hat{v}(x, y, t), \]
which coincides with the reduction (3.1) for the NBS-AKNS equation (1.2). Therefore, we complete the verification.

\[ \square \]

**Remark 1:** From the Theorem [2], we know that the formal double Wronskian solution to the RNNBS-NLS equation (3.2) is expressed by
\[ u = \frac{\phi(x, y, t)}{f(x, y, t)} \]
\[ \text{with} \quad f = |\phi(n+1)|, \quad g = 2|\phi(n-1)|, \]
where \( \phi \) is given by (2.10) and \( K(t) \) and \( T \) satisfy the constraint relations (3.5).

### 3.2. Some examples of solutions.

To give the explicit expressions of solution \( u \), one needs to solve the determining equations (3.5), where \( K(t) \) satisfies \( K_i(t) = -K^2(t) \). To do so, we divide \( K(t) \) and \( T \) as
\[ K(t) = \left( \begin{array}{cc} K_1(t) & 0 \\ 0 & K_2(t) \end{array} \right), \quad T = \left( \begin{array}{cc} T_1 & T_2 \\ T_3 & T_4 \end{array} \right), \quad (3.11) \]
with \( K_i(t), \ T_j \in \mathbb{C}^{(n+1)\times(n+1)}, \ i = 1, 2, j = 1, 2, 3, 4 \). Substituting (3.11) into equations (3.5) and we can directly get the solutions for \( K(t) \) and \( T \). We list solutions to (3.5) with different \( (\sigma, \delta) \) in Table 1.

| \( (\sigma, \delta) \) | \( K(t) \) | \( T \) |
|----------------|----------------|----------------|
| (1, -1) | ![3.11] | with \( K_2(t) = -K_1(t) \) \( T_1 = T_4 = 0, \ T_2 = T_3 = I \) |
| (1, 1) | ![3.11] | with \( K_2(t) = -K_1(t) \) \( T_1 = T_4 = 0, \ T_2 = T_3 = I \) |
| (-1, -1) | ![3.11] | \( T_1 = -T_4 = I, \ T_3 = T_2 = 0 \) |
| (-1, 1) | ![3.11] | \( T_1 = -T_4 = iI, \ T_3 = T_2 = 0 \) |

Table 1. \( K(t) \) and \( T \) for equation (3.5).

In what follows, we consider soliton solutions and Jordan-block solutions for the RNNBS-NLS equation (3.2). For the sake of brevity, we introduce some notations
\[ p_i = (t - a_i)^{-1}, \quad q_i = (t + a_i)^{-1}, \quad r_i = (t - b_i)^{-1}, \quad \theta_i = \frac{\tilde{\alpha}_i}{\alpha_i}, \quad (3.12) \]
where \( \tilde{\alpha}_i = \alpha_{n+1+i} \) and \( a_i, b_i \) with \( i = 1, 2, \ldots, n + 1 \) are real constants.
Soliton solutions: In this situation, we set $K_1(t)$ as a diagonal matrix

$$K_1 = \text{Diag}(p_1, p_2, \ldots, p_{n+1}).$$

(3.13)

When $(\sigma, \delta) = (1, \pm 1)$, matrix $K_2(t)$ has to be the form of $K_2 = \text{Diag}(q_1, q_2, \ldots, q_{n+1})$. While in the case of $(\sigma, \delta) = (-1, \pm 1)$, matrix $K_2(t)$ can be independent of matrix $K_1(t)$, and we take $K_2 = \text{Diag}(r_1, r_2, \ldots, r_{n+1})$.

Remark 2: Because of the block structure of matrix $T$, one can easily observe that $\alpha$ can be gauged to be $(1, 1, \ldots, 1; 1, 1, \ldots, 1)$. It implies that solutions obtained for the case $(\sigma = -1, \delta = \pm 1)$ are independent of phase parameters in $\alpha$, i.e., the initial phase has always to be zero. Soliton solutions and Jordan-block solutions listed below can demonstrate this character.

When $n = 0$, we list the one-soliton solution

$$u_{\sigma=1, \delta=-1} = (q_1 - p_1)e^{(p_1^2 + q_1^2)y} \text{sech}((q_1 - p_1)x + \ln \theta_1),$$

(3.14a)

$$u_{\sigma=1, \delta=1} = (p_1 - q_1)e^{(p_1^2 + q_1^2)y} \text{csch}((q_1 - p_1)x + \ln \theta_1),$$

(3.14b)

$$u_{\sigma=-1, \delta=-1} = \frac{2(p_1 - r_1)}{e^{-2p_1x - 2p_1^2y} + e^{-2r_1x - 2r_1^2y}},$$

(3.14c)

$$u_{\sigma=-1, \delta=1} = -\frac{2i(p_1 - r_1)}{e^{-2p_1x - 2p_1^2y} + e^{-2r_1x - 2r_1^2y}}.$$  

(3.14d)

Let’s briefly identify the dynamics of solution (3.14a). This is a moving wave with an initial phase $\ln \theta_1$ and a $(y, t)$-dependent amplitude $(q_1 - p_1)e^{(p_1^2 + q_1^2)y}$. Besides, $x(t) = (p_1 - q_1)^{-1}\ln \theta_1$, and $\frac{dx(t)}{dt} = (q_1^2 - p_1^2)\ln \theta_1$, respectively, denote time-varying top trajectory and propagation velocity. As $\theta_1 = 1$, the wave (3.14a) is stationary. Fixing $y$, the top trace of one-soliton in coordinate frame $\{x, t\}$ is depicted as Fig. 1.
When $n = 1$, one can get the two-soliton solutions, which read

\[
\begin{align*}
u_{\sigma=1, \delta=-1} &= \frac{\alpha_1 \alpha_1 A_1 (\alpha_2^2 A_2 + \tilde{\alpha}_2 A_2^{p_{\sigma}q}) + \alpha_2 \alpha_2 A_{1,1+2} (\alpha_1^2 A_{2,1+2} + \tilde{\alpha}_1 A_2)}{\alpha_1^2 \alpha_1 A_3 + \tilde{\alpha}_1^2 \alpha_1 A_3^{p_{\sigma}q} + \tilde{\alpha}_1^2 \alpha_1 A_4 + \alpha_1^2 \tilde{\alpha}_2 A_{4,1+2} + A_5}, \\
u_{\sigma=1, \delta=1} &= \frac{\alpha_1 \alpha_1 A_1 (\alpha_2^2 A_2 - \tilde{\alpha}_2 A_2^{p_{\sigma}q}) + \alpha_2 \alpha_2 A_{1,1+2} (\alpha_1^2 A_{2,1+2} - \tilde{\alpha}_1 A_2)}{\alpha_1^2 \alpha_1 A_3 + \tilde{\alpha}_1^2 \alpha_1 A_3^{p_{\sigma}q} - \tilde{\alpha}_1^2 \alpha_2 A_4 - \alpha_1^2 \tilde{\alpha}_2 A_{4,1+2} + A_5}, \\
u_{\sigma=-1, \delta=1} &= \frac{2B_1 (B_2 - B_3) - 2B_{1}^{p_{\sigma}q} (B_{2}^{p_{\sigma}q} - B_{3}^{p_{\sigma}q})}{B_4 + B_5 - B_6}.
\end{align*}
\]

in which

\[
\begin{align*}
A_1 &= 2p_1 q_1 (p_1 - q_1) e^{(p_1 + q_1)x + (p_1^2 + q_1^2)y}, \\
A_2 &= q_2^2 (p_1 - p_2) (p_2 - q_1) e^{2p_2x}, \\
A_3 &= q_1 q_2^2 (p_1 - p_2)^2 e^{2(p_1 + p_2)x}, \\
A_4 &= p_1 q_2^2 (p_2 - q_1)^2 e^{2(p_2 + q_1)x}, \\
A_5 &= 2p_1 p_2 q_1 q_2 \alpha_1 \alpha_2 \tilde{\alpha}_1 \tilde{\alpha}_2 (p_1 - q_1) (p_2 - q_2) e^{(p_1 + p_2 + q_1 + q_2)x} \cosh((p_1^2 - p_2^2 + q_1^2 - q_2^2)y), \\
B_1 &= (p_1 - p_2) e^{2(p_1 + p_2)x + 2(p_1^2 + p_2^2)y}, \\
B_2 &= (p_1 - r_1) (p_2 - r_1) e^{2r_1 x + 2r_1^2 y}, \\
B_3 &= (p_1 - r_2) (p_2 - r_2) e^{2r_2 x + 2r_2^2 y}, \\
B_4 &= (p_1 - r_1) (p_2 - r_2) (e^{2(p_1 + r_1)x + 2(r_1^2 + r_2^2)y} + e^{2(p_2 + r_2)x + 2(r_2^2 + r_1^2)y}), \\
B_5 &= (p_1 - p_2) (r_1 - r_2) (e^{2(p_1 + p_2)x + 2(p_1^2 + p_2^2)y} + e^{2(r_1 + r_2)x + 2(r_1^2 + r_2^2)y}), \\
B_6 &= (p_2 - r_1) (p_1 - r_2) (e^{2(p_2 + r_1)x + 2(p_2^2 + r_1^2)y} + e^{2(p_1 + r_2)x + 2(p_1^2 + r_2^2)y}),
\end{align*}
\]

where $G_j^{p_{\sigma}q}$ means that $p_1$ and $q_1$ in $G_j$ exchange each other; $G_{j,1+2}$ represents the exchange of subscript, e.g. $p_1 \leftrightarrow p_2$; $G_j$ contains both transformations of $G_j^{p_{\sigma}q}$ and $G_{j,1+2}$.

We next pay attention to the two-soliton solutions (3.15a). Since $p_1$ and $q_1$ are functions of $t$, it is intractable to make asymptotic analysis as usual [27]. Here, we only depict (3.15a) in Fig. 2.
Fig. 2 (a) shape and motion of two-soliton solutions $u$ given by (3.15a) for $a_1 = 7$, $a_2 = 7.5$, $\alpha_1 = \alpha_2 = \tilde{\alpha}_1 = \tilde{\alpha}_2 = 1$ and $y = 0$. (b) a contour plot of (a) with range $x \in [-13, 13]$ and $t \in [-15, 15]$. (c) waves in solid line and dotted line stand for plot (a) at $t = 5$ and $t = 2$, respectively. (d) shape and motion of two-soliton solutions $u$ given by (3.15a) for $a_1 = 7$, $a_2 = 7.5$, $\alpha_1 = 1$, $\alpha_2 = 2$, $\tilde{\alpha}_1 = 3$, $\tilde{\alpha}_2 = 1$ and $y = 0$. (e) a contour plot of (d) with range $x \in [-20, 20]$ and $t \in [-15, 15]$. (f) waves in solid line and dotted line stand for plot (d) at $t = 6$ and $t = 5$, respectively.

**Jordan-block solutions:** Before giving the Jordan-block solutions, let's clarify lower triangular Toeplitz matrices, which are defined as

$$ A = \begin{pmatrix} 
\gamma_0 & 0 & 0 & \cdots & 0 & 0 \\
\gamma_1 & \gamma_0 & 0 & \cdots & 0 & 0 \\
\gamma_2 & \gamma_1 & \gamma_0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\gamma_{N-1} & \gamma_{N-2} & \gamma_{N-3} & \cdots & \gamma_1 & \gamma_0 
\end{pmatrix}_{N \times N}, \quad \gamma_j \in \mathbb{C}. $$

Note that all the lower triangular Toeplitz matrices of the same order compose a commutative set in terms of matrix product. Canonical form of such a matrix is a Jordan matrix. For more properties of such matrices one can refer to [28, 29].

We set $K_1(t)$ as a lower triangular Toeplitz matrix

$$ K_1(t) = (k_{s,j})_{(n+1) \times (n+1)}, \quad k_{s,j} = \begin{cases} 
\frac{1}{(s-j)!} \partial_0^{s-j} p_1, & s \geq j, \\
0, & s < j.
\end{cases} \quad (3.17) $$

In the case of $(\sigma, \delta) = (1, \pm 1)$, we have

$$ \phi_j = \begin{cases} 
\frac{\partial_j}{(j-1)!} \alpha_1 (-p_1)^{-n} e^{p_1 x + p_1^2 y}, & j = 1, 2, \ldots, n + 1, \\
\frac{\partial_j}{(s-1)!} \alpha_1 (-q_1)^{-n} e^{q_1 x + q_1^2 y}, & j = n + 1 + s; \ s = 1, 2, \ldots, n + 1,
\end{cases} \quad (3.18a) $$

and in the case of $(\sigma, \delta) = (-1, \pm 1)$, we get

$$ \phi_j = \begin{cases} 
\frac{\partial_j}{(j-1)!} \alpha_1 (-p_1)^{-n} e^{p_1 x + p_1^2 y}, & j = 1, 2, \ldots, n + 1, \\
\frac{\partial_j}{(s-1)!} \alpha_1 (-q_1)^{-n} e^{q_1 x + q_1^2 y}, & j = n + 1 + s; \ s = 1, 2, \ldots, n + 1.
\end{cases} \quad (3.18b) $$
Particularly, when \( n = 1 \) the simplest Jordan-block solutions to the equation (3.2) with different \((\sigma, \delta)\) read

\[
\begin{align*}
\sigma=1, \delta=-1 &= \frac{8a_1 p_1 q_1 e^{E_2} (2x \sinh E_1 + 4y(p_1 q_1)^{\frac{1}{2}} \sinh(E_1 + \frac{1}{2} \ln \frac{a_1}{p_1}) - \frac{1}{a_1 p_1 q_1} \cosh E_1)}{\theta_1 (\cosh(4a_1 p_1 q_1(x + 2p_1 y + q_1) + 2 \ln \theta_1)) + E_3}, \\
\sigma=1, \delta=1 &= \frac{8a_1 p_1 q_1 e^{E_2} (2x \cosh E_1 + 4y(p_1 q_1)^{\frac{1}{2}} \cosh(E_1 + \frac{1}{2} \ln \frac{a_1}{p_1}) - \frac{1}{a_1 p_1 q_1} \sinh E_1)}{\theta_1 (\cosh(4a_1 p_1 q_1(x + 2p_1 y + q_1) + 2 \ln \theta_1)) - E_3}, \\
\sigma=-1, \delta=1 &= \frac{2(p_1 - r_1)e^{-2x(a_1 p_1^2 + b_1 r_1^2)}}{1 + \cosh(F_1 - F_2) + 2 F_3 F_3^{p+\gamma r}}, \\
\sigma=-1, \delta=-1 &= \frac{-2i(p_1 - r_1)e^{-2x(a_1 p_1^2 + b_1 r_1^2)}}{1 + \cosh(F_1 - F_2) + 2 F_3 F_3^{p+\gamma r}}, \quad (3.19a, 3.19b, 3.19c, 3.19d)
\end{align*}
\]

in which

\[
\begin{align*}
E_1 &= 2a_1 p_1 q_1 x + (p_1^2 - q_1^2)y + \ln \theta_1, \quad E_2 = E_1 + 2q_1(x + q_1 y), \\
E_3 &= 8(a_1 p_1 q_1)^2(x^2 + 4p_1 q_1(tx + y)y) + 1, \\
F_1 &= 2(a_1 p_1^2 x + (tx + y)r_1^2), \quad F_2 = 2(b_1 r_1^2 x + (tx + y)p_1^2), \\
F_3 &= p_1(p_1 - r_1)(p_1^{-1}x + 2y). \quad (3.20a, 3.20b, 3.20c, 3.20d)
\end{align*}
\]

As an example, we illustrate the Jordan-block solution (3.19a) in Figure 3.

\[
\begin{align*}
(a) & \quad (b) & \quad (c)
\end{align*}
\]

**Fig. 3** (a) shape and motion of \( u \) given by (3.19a) for \( a_1 = 3, \theta_1 = 1 \) and \( y = 0 \). (b) a contour plot of (a) with range \( x \in [-20, 20] \) and \( t \in [-20, 20] \). (c) waves in solid and dotted line stand for plot (a) at \( t = 1 \) and \( t = 0.5 \), respectively.

### 4. Complex nonlocal reduction of the system (1.2)

In this section, we mainly discuss complex nonlocal reduction of the system (1.2). The strategy is similar to the real case, i.e., first reducing the system (1.2), and second obtaining exact solutions. Because of the complication brought by complex number, we just consider soliton solutions for the resulting nonlocal equation.

We impose complex reduction

\[
v(x, y, t) = \delta u^*(\sigma x, -y, -\sigma t), \quad \sigma, \delta = \pm 1, \quad (4.1)
\]
and the system (4.2) reduces to the CNNBS-NLS equation
\[ u_t = -y(u_{xy} - 2\delta u\partial_x^{-1}(uu^*(\sigma x, -y, -\sigma t)))y - \frac{\sigma}{2}u_{xx} - 2\delta u^2u^*(\sigma x, -y, -\sigma t)) \]
\[ - u_x + \delta u\partial_x^{-1}u^*(\sigma x, -y, -\sigma t). \] (4.2)

Similarly, equation (4.2) is preserved under transformation \( u \to -u \) and equation (4.2) with \((\sigma, \delta) = (\pm 1, 1)\) and with \((\sigma, \delta) = (\pm 1, -1)\) can be transformed into each other by taking \( u \to \pm iu \). When \( \sigma = 1 \) (4.2) is reverse-(y, t) type and when \( \sigma = -1 \) (4.2) is reverse-(x, y) type.

We now investigate solutions of the equation (4.2), which can be described by the following theorem.

**Theorem 3.** Double Wronskian solutions of the CNNBS-NLS equation (4.2) are given by \( u = \frac{q}{x} \), in which

\[ f = |\phi(\sigma)x, y, t\rangle (\sigma)_{n}^{T}h^{*}(\sigma x, -y, -\sigma t)|, \] (4.3a)
\[ g = 2|\phi(\sigma)_{n+1}x, y, t\rangle (\sigma)_{n+1}^{T}h^{*}(\sigma x, -y, -\sigma t)|, \] (4.3b)

where \( \phi \) is the \( 2(n + 1) \)-th order column vectors defined by (2.10) and 2\((n + 1)\)-th order matrices

\[ K(t) = \begin{pmatrix} K_1(t) & 0 \\ 0 & K_2(t) \end{pmatrix}, \quad T = \begin{pmatrix} T_1 & T_2 \\ T_3 & T_4 \end{pmatrix} \] (4.4)

satisfy determining equations

\[ K(t)T + \sigma TK^*(-\sigma t) = 0, \quad TT^* = \sigma \delta I, \] (4.5)

and we require \( \beta = T\alpha^* \).

In accordance with the equations (4.4) and (4.5), the solutions of \( K_i(t) \) and \( T_j \) with \( i = 1, 2 \) and \( j = 1, 2, 3, 4 \), are given in Table 2.

| \((\sigma, \delta)\) | \(K(t)\) | \(T\) |
|-----------------|----------|----------|
| (1, -1)         | (4.4) with \(K_2(t) = -K_1^*(-t)\) | \(T_1 = T_4 = 0, \ T_3 = -T_2 = I\) |
| (1, 1)          | (4.4) with \(K_2(t) = -K_1^*(-t)\) | \(T_1 = T_4 = 0, \ T_3 = T_2 = I\) |
| (-1, -1)        | (4.4) with \(K_2(t) = K_1^*(t)\) | \(T_1 = T_4 = 0, \ T_3 = -T_2 = I\) |
| (-1, 1)         | (4.4) with \(K_2(t) = K_1^*(t)\) | \(T_1 = T_4 = 0, \ T_3 = T_2 = I\) |

Table 2. \(K(t)\) and \(T\) for equation (4.5).

To derive the soliton solutions, we set

\[ K_1 = \text{Diag}(k_1, k_2, \ldots, k_{n+1}), \] (4.6)

in which \(k_j = (t-c_j)^{-1}\), where \(c_j, \ j = 1, 2, \ldots, n+1\) are complex constants. Besides, we employ notation \(l_j = (t+c_j^*)^{-1}\). With different \((\sigma, \delta)\), the one-soliton solution of equation (4.2) can be
described as
\begin{align}
\mathbf{u}_{\sigma=1,\delta=-1} &= -\frac{2\alpha_1\tilde{\alpha}_1(k_1-l_1)}{|\alpha_1|^2e^{(k_1^2-l_1)x-(k_1^2+l_1^2)y} + |\tilde{\alpha}_1|^2e^{(l_1-k_1)x-(l_1^2+k_1^2)y}}, \\
\mathbf{u}_{\sigma=1,\delta=1} &= -\frac{2\alpha_1\tilde{\alpha}_1(k_1-l_1)}{|\alpha_1|^2e^{(k_1^2-l_1)x-(k_1^2+l_1^2)y} - |\tilde{\alpha}_1|^2e^{(l_1-k_1)x-(l_1^2+k_1^2)y}}, \\
\mathbf{u}_{\sigma=-1,\delta=-1} &= -\frac{2\alpha_1\tilde{\alpha}_1(k_1-l_1)}{|\alpha_1|^2e^{-2k_1^2x-2k_1^2y} + |\tilde{\alpha}_1|^2e^{-2k_1x-2k_1^2y}}, \\
\mathbf{u}_{\sigma=-1,\delta=1} &= -\frac{2\alpha_1\tilde{\alpha}_1(k_1-l_1)}{|\alpha_1|^2e^{-2k_1^2x-2k_1^2y} - |\tilde{\alpha}_1|^2e^{-2k_1x-2k_1^2y}},
\end{align}
with module $|\cdot|$.

Now let us describe the dynamic behaviors and characteristics of $|u|^2$ given by (4.7). Above all, we concentrate on solutions (4.7a) and (4.7b). Denoting $c_1 = \mu + i\nu$ and substituting it back into (4.7a) and (4.7b) give rise to
\begin{align}
|u|^2_{\sigma=1,\delta=-1} &= \frac{16|\alpha_1\tilde{\alpha}_1|^2\mu^2e^{2X_1} + Y_1}{(4\mu^2
u^2 + \xi^2)(|\alpha_1|^4e^{4X_1} + |\tilde{\alpha}_1|^4 + 2|\alpha_1\tilde{\alpha}_1|^2e^{2X_1}\cos(2Y_2))}, \\
|u|^2_{\sigma=1,\delta=1} &= \frac{16|\alpha_1\tilde{\alpha}_1|^2\mu^2e^{2X_1} + Y_1}{(4\mu^2\nu^2 + \xi^2)(|\alpha_1|^4e^{4X_1} + |\tilde{\alpha}_1|^4 - 2|\alpha_1\tilde{\alpha}_1|^2e^{2X_1}\cos(2Y_2))},
\end{align}
in which
\begin{align*}
\xi &= t^2 - \mu^2 - \nu^2, \quad \xi_1 = t^2 - \mu^2 + \nu^2, \quad \xi_2 = t^2 + \mu^2 - \nu^2, \quad X_1 = 2\mu\nu \frac{\xi_1 - 2\nu^2}{\xi_1^2 + 4\mu^2\nu^2}, \quad Y_1 = 2\mu\nu \frac{\xi_1\xi_2 - 4\mu^2\nu^2(2\xi_1 + \xi_2)}{(\xi_1^2 + 4\mu^2\nu^2)^2}, \\
\xi_1 &= t^2 - \mu^2 - \nu^2, \quad Y_2 = 4\mu\nu \frac{\xi_1^2 + 2\xi_1\xi_2 - 4\mu^2\nu^2}{(\xi_1^2 + 4\mu^2\nu^2)^2}.
\end{align*}

For solution (4.8a), when $y = 0$, it is a nonsingular wave while when $y \neq 0$ it has singularities along
\begin{equation}
y(t) = \frac{\kappa\pi(\xi_1^2 + 4\mu^2\nu^2)^2}{4\mu\nu(\xi_1^2 + 2\xi_1\xi_2 - 4\mu^2\nu^2)}, \quad \kappa \in \mathbb{Z}.
\end{equation}

For solution (4.8b), it always has singularities along (4.10) regardless of $y = 0$ or not. We depict these two solutions in Fig. 4.
To proceed, we consider solutions (4.7c) and (4.7d). Under the expansion $c_1 = \mu + i\nu$, we observe that

$$|u|^2_{\sigma=-1, \delta=1} = \frac{16|\alpha_1\bar{\alpha}_1|^2\nu^2e^{2Z_1}}{((t-\mu)^2 + \nu^2)^2(|\alpha_1|^4 + |\bar{\alpha}_1|^4 - 2|\alpha_1\bar{\alpha}_1|^2\cos(2Z_2))},$$  \hspace{1cm} (4.11a)

$$|u|^2_{\sigma=-1, \delta=1} = \frac{16|\alpha_1\bar{\alpha}_1|^2\nu^2e^{2Z_1}}{((t-\mu)^2 + \nu^2)^2(|\alpha_1|^4 + |\bar{\alpha}_1|^4 + 2|\alpha_1\bar{\alpha}_1|^2\cos(2Z_2))},$$  \hspace{1cm} (4.11b)

where

$$Z_1 = \frac{(t-\mu)((t-\mu)^2 + \nu^2)x + 2((t-\mu)^2 - \nu^2)y}{((t-\mu)^2 + \nu^2)^2}, \quad Z_2 = \frac{((t-\mu)^2 + \nu^2)x + 2\nu(2(t-\mu)y)}{((t-\mu)^2 + \nu^2)^2}.$$

(4.11b) has analogous property with (4.11a). Solution (4.11a) is nonsingular when $|\alpha_1| \neq |\bar{\alpha}_1|$. While when $|\alpha_1| = |\bar{\alpha}_1|$, solution (4.11a) has singularities along

$$x(t) = \frac{\kappa\pi((t-\mu)^2 + \nu^2)}{2\nu}, \quad \kappa \in \mathbb{Z}.$$  \hspace{1cm} (4.12)

Because of the involvement of cosine function in denominator, there is quasi-periodic phenomenon. We depict solution (4.11a) in Fig. 5.
5. Conclusions

In this work, we use the double Wronskian reduction technique to consider real and complex nonlocal reductions of the NBS-AKNS \( (1.2) \). Soliton solutions and Jordan-block solutions for the resulting nonlocal equations are obtained by solving the determining equations. Dynamics of one-soliton, two-solitons and the simplest Jordan-block solutions are analyzed and illustrated. We find that nonlocal type for the real case and complex case are the same. Both of these two cases have reverse-(\( y, t \)) type and reverse-(\( x, y \)) type nonlocal reductions. The reverse-(\( y, t \)) type nonlocal reduction is also admitted by the isospectral (2+1)-dimensional breaking soliton AKNS equation. While the reverse-(\( x, y \)) type nonlocal reduction is just admitted by the NBS-AKNS \( (1.2) \). In recent paper \[30\], several novel integrable nonlocal systems, including the shifted PT symmetric and the shifted time delay nonlocal NLS equations, were proposed and have attracted more and more attention \[31, 32\]. How to extend the results in the present paper to the shifted space-time nonlocal isospectral and nonisospectral (2+1)-dimensional breaking soliton equations is an interesting questions worth consideration. We hope that the results given in the present paper can be useful to study the nonlocal integrable system, specially to the nonlocal nonisospectral (2+1)-dimensional integrable systems.
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