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ABSTRACT

We present a physically motivated model for the manner in which a stellar magnetic field sculpts the inner edge of a protoplanetary disk, and examine the consequence for the migration and stopping of sub-Neptune and super-Earth planets. This model incorporates a transition zone exterior to the inner truncation of the disk, where the surface density profile is modified by the diffusion of the stellar magnetic field into the disk. This modification results in a migration trap at the outer edge of the transition zone. We performed simulations of single planet migration, considering a range of stellar magnetic field strengths and magnetic diffusion profiles. Our simulations show a tight relationship between the final locations of planets and the total magnetic budget available for the disk from their host star. We found that a stellar magnetic field between 67 to 180G and a power-law index between 3 and 2.75 can reasonably reproduce the location at which the observed occurrence rate of close-in Super-Earth and Sub-Neptune populations changes slope.
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1 INTRODUCTION

The discovery of planets in short period orbits, both of the Jovian (Mayor & Queloz 1995; Butler et al. 1997; Noyes et al. 1997) and sub-Jovian classes (Rivera et al. 2005; Beaulieu et al. 2006; Udry et al. 2007; Charbonneau et al. 2009; Léger et al. 2009; Borucki et al. 2011), suggests that our understanding of planet formation, as based on the Solar system, is significantly incomplete. In particular, the large frequency of occurrence of planets interior to Mercury’s orbit illustrates the importance of processes that accumulate planets in the interior regions of protoplanetary disks.

Proposals for how this occurs are varied. Individual planets may be tidally captured at late times, and circularised into short period orbits (Rasio & Ford 1996; Weidenschilling & Marzari 1996), but stable multiple planet systems are difficult to form in this way. In this case, it is generally agreed that material migrates inwards through interaction with the gaseous protoplanetary disk, although there is still debate as to whether this occurs as fully evolved planets (Lin et al. 1996; Ward 1997; Kley & Nelson 2012), or whether as lower mass entities that assemble later (Hansen & Murray 2012; Chatterjee & Tan 2014), and which may mimic in situ formation (Bodenheimer et al. 2000; Chiang & Laughlin 2013; Hansen & Murray 2013; Boley et al. 2016; Batygin et al. 2016).

An important question in these latter models is what causes the inward migration to halt? The process of inward migration is dependant on the properties (such as temperature and surface density) of the gaseous disk, and a variety of processes can serve to trap planets at special locations (e.g. Kuchner & Lecar (2002); Tsang (2011); Hasegawa & Pudritz (2011); Ueda et al. (2017); Miranda & Lai (2018)). The most commonly used model assumes that planets migrate to the inner edge of the protostellar disk, which is believed to be truncated by pressure from the stellar magnetic field. A large fraction of models for planet migration invoke a simple truncation of the disk at this edge, either as a true step function or a smoothed transition over narrow radial range (Lin et al. 1996; Romanova & Lovelace 2006; Papaloizou 2007; Terquem & Papaloizou 2007; Adams et al. 2009; Chang et al. 2010; Lee & Chiang 2017; Izidoro et al. 2017; Brasser et al. 2018).

The observational evidence regarding the occurrence frequency of planets does support the notion of structure at the inner edge of the planetary disk. Giant planets seem to exhibit a preference for orbital periods in the range 1–5 days, flanked by a sharp drop-off in frequency in both directions. Planets in the sub-Neptune/super-Earth range, on the other hand, show a frequency that rises at short orbital periods, peaking at ~ 6–12 days, followed by a slowly decreasing frequency at larger separations (Howard et al. 2010, 2012; Mayor et al. 2011; Youdin 2011; Petigura et al. 2013, 2018).

Thus, while a relatively sharp cutoff seems to be qualitatively consistent with the Jovian-class planets, the lower mass population requires a model that distributes the planet frequency more broadly. There have been various proposals to broaden the influence of the disk inner edge. Lee & Chiang (2017) suggest that the disk inner edge is set by the requirement that the disk co-rotate with the stellar magnetic field, and therefore explain the range of inner edge separations with a range of stellar rotation rates. On the other hand, Liu et al. (2017) suggest that the magnetospheric cavity will expand with time, as the accretion rate drops and the ram pressure of inflowing material decreases, allowing the magnetic field pressure to push out. The final planet location will then be determined by when the planet ‘freezes out’ of the migration process because the disk density gets too low.

However, these models still use the basic idea of a sharp inner edge to the protoplanetary disk. Yet, the very notion of a simple disk
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truncation is rather naive. Detailed models do exist for the truncation of gaseous disks due to the action of a central stellar magnetic field, first developed for accretion disks around compact objects (Ghosh et al. 1977; Ghosh & Lamb 1979; Koenigl 1991). In particular, the idea that the truncation occurs in a narrow radial range actually violates one of the core principles of those models, which is that a current flow in a narrow annulus (such as the inner edge of an accretion disk) cannot completely screen the stellar magnetic field from the disk. A proper model for the structure of the inner disk must contain two transition regions—a inner, narrow one which is effectively the boundary layer where the gas is brought from quasi-Keplerian rotation to co-rotation with the stellar magnetosphere—and a second, more extended, zone where the stellar magnetic field diffuses into the disk and contributes to the effective viscosity of the gas flow. Our goal is to provide such a model and to examine the consequences for planetary migration.

In § 2 we describe a model for the inner structure of a protoplanetary disk that incorporates the two zone model for the interaction of stellar magnetic field with protoplanetary disk, including the treatment of disk evolution and how the magnetospheric cavity evolves. In § 3 we describe how the differences between the disk structure, relative to other models, affects the inward migration of planets of different mass, and in § 4 and § 5 we show how this determines the final location of migrating planets. In § 6, we compare our results with observations and those of previous studies and discuss some caveats and the future work. § 7 is devoted to the summary and conclusion of this work.

2 THE TWO-ZONE MODEL FOR DISK–MAGNETOSPHERE INTERACTION

For this work, we considered single planets embedded in a one dimensional viscous disk model. This disk is assumed to revolve around a Solar mass pre-main sequence star. We solve for the heating and cooling to provide a self-consistent structure for the temperature and surface density in the radial direction.

2.1 The truncation of the protoplanetary disk by the stellar magnetic field

Our model for how the stellar magnetic field interacts with the protoplanetary disk is based on the work of Ghosh & Lamb (1979), previously applied to accreting compact objects. In this model, the disk has 3 distinct regions: the inner truncation, the transition region and the outer disk. A diagram of the overall disk structure can be found in fig 1. The three regions are determined based on the amount of stellar magnetic influence, with strongest to weakest.

2.1.1 Inner Truncation

First, we consider a magnetic truncation caused by the dipole stellar magnetic field overwhelming the ram pressure of the accreting gas, as in most other models. If we consider a balance between magnetic pressure and ram pressure at this truncation:

\[
\frac{B_0^2}{8\pi} \left( \frac{R_*}{R_{tc}} \right)^6 \approx \frac{1}{2} \rho V^2,
\]

where \( R_* \) is the stellar radius, \( B_0 \) is the magnetic field at \( R_* \), \( \rho \) is the density of the accretion flow, \( R_{tc} \) is the radial distance from the star at which the truncation exists and \( V \) is the Keplerian velocity.

2.1.2 Transition Zone

The principal difference between our and prior models is that, exterior to the inner truncation, we include a transition zone, as described in Ghosh & Lamb (1979), that is threaded through by the stellar magnetic field. In this transition zone, the stellar magnetic field has strong influence on the disk gas evolution. Specifically, the stellar magnetic field increases the effective viscosity \( \alpha \) that the gas experiences as the stellar magnetic field transfers angular momentum to and from the gas. The strength of this additional viscosity will depend on how easily the magnetic field is able to diffuse into the disk, and therefore the strength of ambipolar diffusion and magnetic field advection. We will therefore consider a range of magnetic field profiles, parameterised by the power law index \( n \) (a value \( n = 3 \) indicates the unmodified stellar dipole). We follow the effective viscosity \( \alpha \)-magnetic field prescription described in Armitage (2016) and Salvesen et al. (2016) which takes the following form:

\[
\alpha = \frac{11}{\beta^{0.53}}; \quad \beta = \frac{\Sigma \sqrt{\pi H \Omega^2}}{B_{loc}^2 / 8\pi},
\]

and \( \Sigma \) is the disk gas surface density, \( H \) is the disk vertical scale height, and \( \Omega \) is the Keplerian orbital angular frequency.

Then, if we assume the accretion flux from the disk onto the star is conserved, the location of this truncation is given by

\[
R_{tc} = 0.041 AU \left( \frac{B_0}{10^3 G} \right)^{4/7} \left( \frac{M_*}{M_\odot} \right)^{-1/7} \left( \frac{R_*}{1.5 R_\odot} \right)^{12/7} \left( \frac{\dot{M}}{10^{-8} M_\odot yr^{-1}} \right)^{-2/7},
\]

Figure 1. Overview of our disk model. The disk can be separated into 3 regions: the inner truncation, the transition region and the outer disk. The 3 distinct regions are characterized by the amount of stellar magnetic influence they received, from highest to lowest. We find that the migration torque experienced by planets can change sign at the outer edge of the transition region.
The magnetic field in the above formulation \( B_{\text{loc}} \) is the local magnetic field at a given semi-major axis:

\[
B_{\text{loc}} = B_{\text{nor}} \left( \frac{R_*}{R} \right)^n,
\]

where \( n \) is the power-law index of the magnetic field profile for the disk mid plane. \( B_{\text{nor}} \) is the normalized magnetic field. The value of \( B_{\text{nor}} \) is chosen such that the total magnetic flux passing through the disk between the inner edge and 2 AU is equal to that of the dipole case \( (n = 3) \) for a given stellar surface magnetic field regardless of their magnetic field profile power-law indices. The exact equation used for calculating \( B_{\text{nor}} \) can be found in section A1. This treatment is done to allow us to compare the influence of the same original stellar field within different models of the diffusivity of the field into the gas, which will yield different values of \( n \).

For simplicity, we define the outer radius of the transition zone as a location where the \( \alpha \) value drops to \( 10^{-2} \). A discussion of the possible shortcomings of this approach can be found in section 6.3.

### 2.1.3 Outer Disk

Beyond the transition zone, the effect of the stellar magnetic field weakens and other sources dominate the viscosity in the disk. We therefore use a constant \( \alpha \) in the outer disk zone, which is set at \( 10^{-2} \) in this work.

### 3 NUMERICAL METHODS AND MODEL COMPONENTS

To investigate how the presence of the transition zone affects the final position of migrating planets, we implement the transition zone into a standard 1D disk model, which is coupled with an N-body integrator. Here, we describe how each components of the overarching model is implemented along with the numerical setup used for N-body simulations.

#### 3.1 Host Star

The planetary population observed by the Kepler satellite orbits primarily F, G and K stars. So, we choose the host star to be a solar mass star in its pre-main sequence stage. The fiducial parameters we considered are shown in Table 1. The stellar surface magnetic field is assumed to be dominated by the dipole component. We vary the stellar surface magnetic field while holding the mass, radius and surface temperature at the value listed.

We acknowledge that pre-main sequence stars are known to have drastically contracting radius over a disk life time of a few million years (e.g. Chabrier & Baraffe (1997)). However, we did not consider the effect of a contracting host star in this project as the contraction should not be substantial while the accretion flow from the protoplanetary disk is still present (Siess et al. (1997)). Any subsequent contraction after the protoplanetary disk has been dispersed would not affect the planet in the scope of this project.

#### 3.2 Disk Accretion Rate

Planetary migration is determined by the gravitational interaction between the planet and the natal gas disk, and so planetary migration is also affected by the time evolution of the background protoplanetary disk. To account for this effect, we compute the accretion rate with time evolution following Alexander & Armitage (2007). This model describes a protoplanetary disk, evolving under the combined influence of viscosity and a photoevaporative wind off the disk, driven by the high energy radiation from the central star. The wind eventually opens up a gap at larger radii, cutting off the gas supply to the inner disk, resulting in a rapid drop in the accretion rate as the decoupled inner disk grains onto the star. The calculated accretion rate used for this work is shown in Figure 2. We have shaded the slow dissipating phase and the rapid dispersing phase respectively. The accretion rate initially decreases slowly on a timescale of several Myr, driven by the standard viscous evolution of the disk. However, at some point (~2 Myr in the case shown in the figure), the mass loss rate due to photoevaporative winds becomes comparable to the disk accretion rate, and the wind disconnects the inner disk from the outer disk, shutting off the replenishment of material from larger radii. After this, the accretion rate onto the star drops precipitously and will have an important influence on when and where the migration will freeze out.

| Parameters     | Value          |
|----------------|----------------|
| Mass \((M_*)\) | \(1 M_\odot\)  |
| Radius \((R_*)\) | \(1.5 R_\odot\) |
| Surface Magnetic Field \((B_0)\) | 1000G |
| Surface Temperature \((T_*\) | 6000K |

**Table 1.** Stellar parameters. \(M_\odot\) is the mass of the Sun and \(R_\odot\) is the radius of the Sun. We assumed the surface magnetic field is dominated by its dipole component.
3.3 Thermal and Density Structures of Disk

To calculate the temperature and surface density profiles, we adopt the steady-state disk model (e.g. Pringle (1981)):

\[
\dot{M} = 3\pi \nu \Sigma, \tag{5}
\]

where \(\Sigma\) is the surface density of the disk, \(\nu\) is the kinematic viscosity and is assumed to be equal to \(\alpha H^2 \Omega\). No sink other than the central star is considered and the same accretion rate is applicable throughout the disk.

Under the above assumption, we consider the heating of the disk to be caused by both viscous dissipation and passive heating from the host star. The disk is cooled radiatively. The passive heating is computed following Ueda et al. (2017), which consists of 4 regions. The regions, described in order of their radial proximity to the host star, are a dust free region, a dust halo region, a dust condensation front, and an opaque thick disk region. Our temperature profile and surface density profile are then described by the solution to the following equations:

\[
\Gamma(R) + \left( \frac{3\dot{M}}{8\pi} \right) \Omega^2 = \frac{4\sigma T^4}{(3/4) \times \kappa \Sigma + 1} \tag{6}
\]

\[
\Sigma = \frac{\dot{M}}{3\pi \alpha H^2 \Omega} \tag{7}
\]

where \(T\) is the temperature of the disk at the mid-plane. \(R\) is the radial location in the disk. \(\kappa\) is given in Bell et al. (1997), which formulates their opacity in the form: \(\kappa = \kappa_0 \rho \alpha T^b\). \(\sigma\) is the Stefan–Boltzmann constant. The local passive heating term, \(\Gamma(R)\), is defined according to appendix A2.1.

3.4 Planetary Migration

The final element of our model are torques that drive planetary migration. As we are mainly interested in Super Earths and Sub-Neptunes, we chose to focus on Type I migration: the mass range for Super Earths and Sub-Neptunes should not substantially modify the surface density of the disk for the majority of the disk’s lifetime. We have checked the applicability of Type I torque for our planets and found that it is valid until less than 0.1 Myrs before the complete dispersion of the disk. At that point, the disk surface density is too low to drive any substantial migration.

3.4.1 Type I Migration Prescription

We followed the torque prescription of Paardekooper et al. (2011) as implemented in Hellary & Nelson (2012), abbreviated as HN12 below. We included both Lindblad torque (equation 14 of HN12) and corotation effects (equations 15–18, HN12) in our formulation. Of the corotation torques, we included vortensity-related horseshoe drag, entropy-related horseshoe drag, vortensity-related linear corotation torque and entropy-related linear corotation torque. We handled the possible saturation of the corotation torque following equation 21 of HN12. We also included disk induced eccentricity damping and inclination damping following equations 35, 36 and 37. We applied this formalism, denoted as 2-sided torque below, for the majority of the disk. The only exception being that we applied a bridging treatment between 1-sided torque and 2-sided torque near the inner truncation of the protoplanetary disk, following the formalism laid out in Liu et al. (2017)–equation 9,11 and 14. This treatment is needed as the disk is abruptly cut off at the inner edge by definition, creating a step function that the 2-sided torque formalism cannot describe correctly. We would like to point out that this bridging treatment does not change the overall migration tracks of our simulated planets, with or without the treatment. The inclusion of said treatment is done for completeness sake.

3.5 Numerical setup

We combine all the components discussed in Sections 2, 3.1, 3.2, and 3.3 to develop a time-dependent, 1D disk model that contains the transition zone. The model is then used to compute the torque as described in Section 3.4. The computed torque is coupled with Mercury N-body simulator (Chambers 1999) via the user defined force routine, practically. We use the Bulirsch-Stoer algorithm with in Mercury to perform the integration.

To lower computation cost, we pre-generate the disk models before loading them into Mercury. The pre-generated disk models all have radial resolution of \(5 \times 10^{-4}\) AU below 1AU and \(5 \times 10^{-3}\) AU beyond. When values in between radial resolution are required for calculation, they are evaluated via spline fitting. The same is performed for the evaluation of the power-law indexes of both temperature and surface density profiles. We update the model every 500 years before the simulation time reaches 1.5Myrs and switches to every 50 years to keep up with the faster disk evolution. The migration torque is, on the other hand, updated at each time step that Mercury evaluates orbital elements.

For each set of simulations, we applied the combination of the stellar magnetic field strength and the power-law index listed in table 2 to the disk model and performed 100 unique simulations. Each individual simulation contains a single planet and an unique initial location. Planet masses were chosen at integer values between 1 and 10 Earth masses \((M_\oplus)\), 10 per mass value, and initial semi-major axes were chosen between 0.3 and 1.2 AU in intervals of 0.1AU, 10 per location. Initial eccentricities \((a)\) and inclinations \((i)\) are both set to 0.1. All other orbital angles are chosen randomly.

4 THE EFFECT OF THE TRANSITION ZONE ON PLANETARY MIGRATION

To place the subsequent discussion in context, here we first describe a snapshot of our complete model for a set of standard parameter values. We choose the accretion rate of the disk to be \(2 \times 10^{-8} M_\odot/\text{yr}\) and assume that the stellar magnetic field, which has a surface strength of 1000G dominated by its dipole moment \((B \approx R^{-3} \text{ or } n = 3)\), going through the disk is unmodified. The resulting fiducial disk is shown in Figure 3. The surface density and the temperature profile of the disk are shown in the top and bottom panel, respectively. With this fiducial disk model, the inner truncation occurs at 0.032AU (approximately 2-day orbit). The transition zone extends from 0.032AU to 0.138AU (around 2- to 19-days orbit). As will be described in the next section, the change in surface density slope can lead to reversals in the direction of the migration torque, and so a planet trap results at the outer edge of the transition zone in this snapshot. Any single migrating planets are therefore expected to be trapped at 0.138AU with a orbital period of 19 days – farther out than the 2-day location to be expected from a simple magnetospheric truncation model.

The corresponding temperature profile, in the bottom panel of fig 3, exhibits similar features to those described in Ueda et al. (2017). The 4 distinct regions as described in Ueda et al. (2017) are all recognizable with slight modification (see section 3.3 for descriptions of regions.).
Table 2. Simulations performed for this project along with their result. Each parameter sets consists of 100 individual simulations. Details of setup can be found in section 3.5. Normalized B-Field shown in this table is a measure of the magnetic budget available for the disk and is calculated assuming an accretion rate of $10^{-8}M_\odot$/years. The final location statistic of individual parameter sets performed for this paper are shown in the last 3 columns. Visual representation is shown in figure 7.

| Simulation Name | B-Field Strength (G) | Power-Law Index(n) | $B_{ini}$ (G) | 1 $\sigma$ lower limit (AU) | median (AU) | 1 $\sigma$ upper limit (AU) |
|-----------------|----------------------|--------------------|--------------|-----------------------------|-------------|-----------------------------|
| B100n3          | 1000                 | 3.00               | 1000         | 0.2823                      | 0.3139      | 0.3395                      |
| B500n3          | 500                  | 3.00               | 500          | 0.2107                      | 0.2363      | 0.2502                      |
| B300n3          | 300                  | 3.00               | 300          | 0.1512                      | 0.1678      | 0.1834                      |
| B100n3          | 100                  | 3.00               | 100          | 0.0870                      | 0.0964      | 0.1037                      |
| B150n285        | 150                  | 2.85               | 116          | 0.0949                      | 0.1060      | 0.1155                      |
| B300n275        | 300                  | 2.75               | 176          | 0.1008                      | 0.1439      | 0.1465                      |
| B150n275        | 150                  | 2.75               | 96           | 0.0733                      | 0.0803      | 0.0877                      |
| B100n275        | 100                  | 2.75               | 68           | 0.0719                      | 0.0738      | 0.0760                      |
| B100n265        | 100                  | 2.65               | 57           | 0.0671                      | 0.0709      | 0.0724                      |
| B100n250        | 100                  | 2.50               | 43           | 0.0477                      | 0.0481      | 0.0490                      |
| B100n210        | 100                  | 2.10               | 16           | 0.0102                      | 0.0108      | 0.0136                      |

Figure 3. Showing the surface density and temperature profile for $B = 1000G$ with power-law index $n = 3$ and $n = 2.75$. The top panel shows the surface density of the inner 0.5 AU of the protoplanetary disk under the parameter values listed in section 4. The bottom panel shows the temperature profile of the same region under the same parameter values. The black solid line denotes the profiles for the fiducial ($n = 3$) case and the gray dash line represents the profiles for the $n = 2.75$ case. The peaks of the surface density of each surface density profiles are projected onto the radial axis with #1 and #2 correspond to those of $n = 3$ and $n = 2.75$, respectively. On the bottom panel, the two cases show little to no difference in the temperature profile. The temperature zones, described in order of their radial proximity to the host star, are a dust free zone, a dust halo zone, a dust condensation front, and an opaque thick disk zone, which are labeled as i, ii, iii and iv, respectively. On the upper panel, however, the $n = 2.75$ case shows a further out peak in surface density and a slower drop off to the host star. The peak locations correspond to the respective planet traps for the two $n$ values.

These regions are labeled as i, ii, iii and iv, respectively. The overall temperature is also slightly higher than that of Ueda et al. (2017) due to our consideration of accretion heating as well as passive irradiation.

4.1 Migration map

By employing the torque prescription as laid out in section 3.4.1, we illustrate the nature of the torques for different disk locations and planet masses, using the disk profile of our fiducial model, in Figure 4. The colour map indicates the strength and sign of the calculated torque assuming circular planetary orbits. The black region indicates that the torque is essentially zero (because the disk surface density is zero inside the magnetospheric cavity) The colors from green to blue indicate negative torques, which move the planet inwards, towards the star. Colours from yellow to red indicate positive torques, which will cause the planet to move outwards. We see that there is a sharp transition from inwardly directed to outwardly directed torques at orbital periods ~ 30 days. This is the location of the peak of the surface density in Figure 3, and the boundary between the outer transition zone and the generic viscous disk zone. This torque reversal implies the existence of a ‘planet trap’, where the migration will stall.

The construction of the torque map is generally governed by the balance between the Lindblad torque and corotation torques. The blue and green area is dominated by the Lindblad torque while the red and yellow area is dominated by the corotation torques. The cause of these two distinct regions is related to the value and sign of the corotation torques. Through out the entire radial extent of the disk, Lindblad torque remains negative. Even when the power-law index turns from positive to negative moving into the transition zone, both the value and sign of the Lindblad torque remain largely the same. On the other hand, the corotation torques jump from negative at beyond the transition zone to positive when in the transition zone. In the transition zone, summation of the corotation torque and the Lindblad torque turns out to be positive and leads to a torque reversal. It is important to note that the above description applies mainly to low eccentricity cases of $e < 0.01$. As eccentricity increases, the corotation torques weaken and Lindblad torque would once again dominate in the transition region and would effectively erase the torque reversal. However, in this paper, we only considered single planet cases which, in combination with eccentricity damping from disk interactions, limited the eccentricity to well below 0.01 for the majority of their life time in the disk.

4.2 Outward Movement of Disk Structure and Lowering in Surface Density

In the previous section, we consider characteristic disk features at a certain accretion rate. Here we explore how these features evolve with time, following disk evolution.

When disk accretion rates decreases with time, two major effects related to the disk profile are seen. First, features of both the sur-
face density and the temperature profile move outward. Second, the surface density decreases as the accretion rate decreases. As disk features are crucial in both interpreting the result and comparing with similar works, we have included in Figure 5 the time evolution of both the inner edge (black) and the outer edge of the transition zone (orange) throughout the disk’s lifetime. As the accretion rate drops, features in our model tend to move outward. For the inner edge, the outward movement is due to the magnetic pressure balance requirement. For the outer edge of the transition zone, the outward movement is due to the effective viscosity (ν) being inversely proportional to the accretion rate. So as the accretion rate drops, both of those features moves outward but at different rates and this leads to the overall widening of the transition zone. On the other hand, the steady decrease in surface density is a consequence of the steady-state assumption (equation 3.3). We will discuss the effect of these outward-moving features in section 4.3

4.3 Planetary Migration, Trapping and Freeze-out

Our disk model represents a refinement of the widespread model for disk-mediated planetary migration by adopting a stopping criterion motivated by a detailed physical model for the manner in which a stellar magnetic field sculpts the inner edge of a protoplanetary disk. More specifically, we refined the stopping locations of planetary migration in magnetically truncated disks; when the transition zone is taken into account, migrating planets can be halted further away from the central star.

To further illustrate the consequences of this effect, we over plotted in Figure 5 the typical time-evolutions of the locations of migrating planets for a 1 and 10 $M_\oplus$ planet. We denote them as the generic tracks.

The initial inward migration features planets moving from their starting position towards the planet trap located at the outer edge of the transition zone. Once planets reach the trap, migration halts and they largely follow the evolution of the disk and remain coupled to the trap. As the accretion is constantly decreasing in our model, the trap moves outward and brings along any planets that are coupled to it. At a later time, usually 0.5 to 1 Myrs before the gas disk is completely dispersed, the disk evolution time scale becomes shorter than the outward migration timescales of the planets. This marks the beginning of the decoupling process, where the planet migrating outward cannot catch up with the outward movement of the outer edge of the transition zone. The planets now lie interior to the location of the torque reversal and within the transition zone. So they migrate outward, but at a rate slower than that at which the trapping location and, overall, the transition zone, are moving outwards. Planets are thus exposed to areas of the disk with ever lower surface density and weaker outward torques. So the planets reach their final location asymptotically.

The difference in decoupling time between the 1 and 10 $M_\oplus$ case is caused by the planet mass dependence of the torque; the 10 $M_\oplus$ planet experiences a stronger Type I torque. Due to the stronger torque, higher mass planets are coupled to the planet trap for a longer time and decouple from the disk at more distant locations. Further discussion of the effect of planet masses on the final locations of planets can be found in section 4.5. The generic track is seen in all $n = 3$ simulations, where the planet traps remained similar to the description in section 4.1 through out the lifetime of the disk.

Following the overall picture of the whole migration process, we
will discuss in more detail the individual phases and mechanisms of the decoupling process.

### 4.3.1 Weakening of Type I Torques and Freeze-out

As the accretion rate decreases over time in our model, so does the surface density in the disk which directly weakens the torque experienced by the planets. This change in torque strength leads to two distinct scenarios where planets exit out of their natal disk, which we will discuss more below.

First, planets can completely decouple from the disk evolution and freeze-out at their final location. This case is the typical freeze-out as seen in other works that involve disk migration (e.g. Liu et al. (2017), Izidoro et al. (2017)). The freeze-out in this case refers to when planets cease to migrate and remain at the same semi-major axis for the remainder of and beyond the disk’s lifetime. Freeze-out happens when the surface density of the disk can no longer sustain any notable migration. For close to or within the transition zone, freeze-out happens typically around 0.1 Myr before the complete dispersion of the disk.

Second, planets can become decoupled from disk structures they are evolving with. This type of decoupling is most obvious with planets trapped at the outer edge of the transition zone. It involves the planets’ migration time scale becoming longer than the planet trap evolution time scale. In this case, the decoupling does not typically lead to a complete freeze-out immediately as the surface density around the trapping location is still high enough to sustain a limited level of migration. So the planets are still loosely coupled to the disk. The decoupling times vary and are based on the stellar magnetic field strengths and the planet masses. Typically, the decoupling times are earlier for low mass planets compared to high mass planets due to the migration timescales being shorter for higher mass planets. So high mass planets can remain coupled to the disk for longer. The typical decoupling time range from 1 Myr to 0.7 Myr before the complete dispersion of our model disk.

### 4.4 Late-arriving planets

Although the generic case describes over 90% of our simulated planets, some planets do exhibit variations in their orbital evolution. One such variation, which we denote as the late-arrival case, occurs when a planet arrives at the planet trap location at a late time (for instance, if it began migrating from further out). As the disk is already largely depleted, the strength of the torque reversal at the planet trap location is too weak to hold the planet. So the planet migrates inwards asymptotically to its final location, as shown in the grey points in Figure 5. This late-arrival track is seen in about 5% of all the simulations. This type of migration track is typically seen in our simulations when the spawning location of the planet is larger than 0.8 AU and with planet masses less than or equal to 2 $M_\oplus$.

### 4.5 Final Location Distribution of Planets

To illustrate the importance of factors such as planet mass and starting location on the final location, we focus on the simulations set B1000n3, which shares the same magnetic field as our fiducial scenario: $B = 1000$G and $n = 3$. Figure 6 summarizes the results which show mass and initial location dependency for the lower mass end.

First, we can clearly see that the spread in final location is correlated with planet masses — with lower mass planets located closer to the host star and the heavier planets located further out. The only exception to the general trend comes from the stragglers resulted from the late-arrival case and are represented by the 1 and 2 $M_\oplus$ planets as seen on the right of the rest of the distribution.

Second, the initial locations of planets have little effect on the final location of the planets except for the least massive planets. As mentioned in section 3.5, a range of initial locations are considered for each set of simulations. However, despite the difference in initial location, all planets with mass $> 3 M_\oplus$, and the majority of the 2 $M_\oplus$ planets, share virtually identical final locations with their peers with the same mass. The exceptions to this trend are, again, the results of the late-arrival track which is a consequence of the slower migration speeds for lower mass planets.

### 5 RESULT: THE EFFECT OF MAGNETIC FIELD PARAMETERS

Our fiducial scenario assumes a dipole magnetic field with strength of 1000G penetrating the disk. However, depending on the strength of ambipolar diffusion in the disk, the field in the disk may be modified. Furthermore, the surface magnetic fields of stars come in a wide variety and need not be limited to 1000G. We will discuss in this section, first, the effect of changing the magnetic profile inside the disk has on the disk structure, the migration behavior and the final semi-major axis distribution. Then, we will discuss the effect of changing the surface magnetic field on the final location in the context of different magnetic profiles.
5.1 Disk structure

A high value of magnetic diffusivity in the disk would allow the magnetic field to penetrate further outwards, making the field profile more shallow and lowering the value of n. Alternatively, a low value of diffusivity would make it difficult for the field to penetrate the disk, in the face of the inward advection of material, and therefore this would make the profile steeper, increasing the value of n. Using our normalisation to a fixed global magnetic flux, lowering n would amount to a weaker magnetic field at locations within the disk, while larger n imply stronger local magnetic fields. A discussion on the exact effect on the magnetic field within the disk can be found in appendix A1. To demonstrate the effect of changing power law index (n) on both the surface density and temperature profiles, we have included the n = 2.75 case as gray dash lines on fig 3. The main difference between the fiducial case and the n = 2.75 case is that the peak in surface density moved outward as the power-law index decreased and the drop off in surface density towards the host star is slower in the n = 2.75 case. On the other hand, the temperature profile is largely identical. These behaviors are consistently seen in all non-dipole (n < 3) simulations. The outward shift in peak location and slower drop off rate in surface density have subtle but important effects on the migration process which we will discuss in the next two sections.

5.2 Migrational Torque and Trapping Location

There are two effects of decreasing n value, namely an increase in radial extension of the transition zone and an overall decrease in torque strength in the vicinity of the outer edge of the transition zone. For example, the transition zone outer edge extended from 0.13AU to 0.14AU when we decrease from n = 3 to n = 2.75 (Figure 3). On the other hand, the torque value experiences a drop of about 5% near the immediate vicinity of the trapping location as a result of a lower surface density and a shallower surface density profile. The overall consequences of the two competing effects above is a general earlier decoupling time and, hence, smaller final semi-major axis for the planets in the systems. We will discuss the mechanism that leads to above outcome and the difference in decoupling time between the two example cases in the following section.

5.3 Effect of Magnetic Field Parameters on Decoupling and Freeze-out

For the majority of parameters we considered, the behavior of planets are consistent with the fiducial case — Most planets follow the generic migration track with a small number of them following the late-arrival track. This behavior in migration track is true for all magnetic field values we considered. While the same types of tracks are observed, the decoupling time is observed to be consistently earlier for a given planet mass and given magnetic field strength when n is lowered. We attribute this earlier decoupling time to the lowering in torque value in the immediate vicinity of the trapping location as described in section 5.2. For example, the 1 $M_\oplus$ planets in the n = 3 case decouple at around 1.07Myrs while the same type of planets in the n = 2.75 case decouple at around 0.225Myrs. This earlier decoupling time is consistently seen in all simulations with non-dipole (n < 3) magnetic profile.

Furthermore, we see a deviation from the normal-and-late-arrival track scenario when the power-law index of the magnetic profile (n) drops below 2.65. The full scope of the behavior seen in that situation can be found in appendix C.

With decoupling time tightly tied to the final location of planets, it is natural to expect an overall smaller final semi-major axis as n decreases. In the next section, we will discuss the outcome of our simulations with all effect included.

5.4 Final location of planets

Of the 11 simulation sets, 9 of them, which span $100G \leq B \leq 1000G$ and $2.5 < n \leq 3$, behaved similar to our fiducial case (section 4). The median final locations from individual simulation sets range from $7.1 \times 10^{-2}AU$ (7 days) to $3.1 \times 10^{-1}AU$ (64 days), indicating that the model places planets at a wide range of locations, depending on the strength of the magnetic field. These simulations contain roughly the same mix between generic type and late-arrival type migration tracks. This similarity leads them to all have the same mass distribution as described in section 4.5. The individual simulation sets statistic, including the 1 $\sigma$ equivalences and the median location, can be found in Table 2.

Two sets of simulations yield a behaviour different from the others. These have power-law index of n < 2.5 and yield median final locations of < 0.05AU (4 days). The final locations distributions of these two simulations has little to no dependency in mass and are tightly packed at virtually the same location, because the planet trap is either partially deactivated or too weak to halt the migration to the inner truncation of the disk, respectively. These cases are discussed in more detail in § C1 and C2.

5.5 Analysis with Normalized B-Field

Grouping together all simulations we have, we found that the overall result can be described more clearly by designating each of the simulations with their Normalized B-field ($B_{nor}$, see equation A1) instead of their stellar surface B-field ($B_0$) or the local magnetic field at the final location of planets. Disks in simulations with the same $B_{nor}$ are threaded with the same total magnetic flux, even if they have different power laws n. This correlation may appear counter intuitive, as the normalized B-field is not the one that set the location of the edge of the transition zone — where the planet trap should reside. However, if one looks at section 4.3, it is common for planets to have further interactions with the dispersing disk after decoupling begins. Ultimately, it is perhaps not surprising that the final location correlates more with a global measure of the magnetic influence on this disk than with a localised one. In Figure 7, we plotted the final median location against the normalized B-field($B_{nor}$) of each individual simulation set. The accretion rate used in the $B_{nor}$ calculation is assumed to be $10^{-8}M_\odot/\text{year}$. We can see that, when we plot all of our simulation in the normalized B-field and semi-major axis space, the high magnetic field cases, between 1000G and 100G, form a tight relationship in log-log space. The solid black fitted function is calculated based on the the n = 3 cases only. Hence, the fit is independent of the normalization method used. Yet, the fit also appears applicable to most of our non-dipole simulations. The fit only fails at the lowest field values, when the magnetic effects are not strong enough to halt the migration and the planets migrate to the inner edge.

The fit function is of the following form:

$$R_{f, final} = (9.7 \times 10^{-2} \pm 1.4 \times 10^{-3} AU) \times \frac{B_{nor}}{100G}^{0.52\pm0.026}$$

Where $R_{f, final}$ is the median final location for the given normalized B-field ($B_{nor}$).

Based on the above result, we are confident that the range for which
the CKSIV occurrence rates are calibrated in terms of planet radius, while our simulations are in terms of planet mass, with the relationship to size muddled by unknown envelope fractions. As the mass of Super Earths can be up to 10\(M_\oplus\) and that of Sub-Neptunes can be between 3 and 20\(M_\oplus\) (Zeng et al. 2019), the 1 to 10\(M_\oplus\) mass range in our simulations does not represent a single type of planet but a mix between the two. Hence, it is not possible to compare to either one of the population quantitatively. However, a qualitative comparison between the observed occurrence rate and our result can still provide insight into the strengths and shortcomings of our model. Namely, the distribution of the final locations is of most interest.

In Figure 8, the CKSIV occurrence rates for Super Earth and Sub Neptune are shown as the blue and green curves along with the errors shaded, respectively. The kernel density estimate of the result of B100n3 is shown as the black curve. The Gaussian used in the estimate is chosen to have standard deviation of 0.001AU. The fit using convention laid out in Howard et al. (2012) (HOW12) is shown in orange. It is clear that the final location for our simulation is positioned between the drop-offs of Super Earth and Sub Neptune and, hence, can qualitatively match with the drop-off location as seen in the CKSIV fits. We did not expect an exact match between our result and a specific planet type as we cannot distinguish between Super Earth and Sub Neptune in our simulations. However, given that our model can place planets in a distribution that mimics the observed population with only single planets in each systems, we consider that our model as promising.

Our single planet simulations match the characteristic feature of the turnover in the observed period distribution, but does not match the drop-off below 10 days and the plateau beyond 10 days. We will address these features in a future publication containing multiple planet simulations. We postulate that, once more planets are added to our simulation, the plateau area should be filled as interior planets are halted by the planet trap and interact gravitationally with exterior planets. The discrepancy of the drop-off at short periods could also potentially be explained by multiple planets as the gravitational influence of later arriving planets may force the innermost closer to the star. Furthermore, the tidal damping of any eccentricity resulting from dynamical interactions will also drive the innermost planet closer to the star (Hansen & Murray 2013). Furthermore, using equation 8, we can then predict the parameter space that can place a planets around the location of the population drop-off. By restricting the median final location to be between 8 and 12 days orbit (i.e. \(7.8 \times 10^{-2}\) and \(1.03 \times 10^{-1}\)AU), we get the applicable normalized B-field values between 67 and 113G. Mapping these normalized B-field range back into the stellar B-field and stellar power law index space, we get the result in Figure 9. The colored region represents the area of the parameter space that planets can be placed in the vicinity where a slow drop in occurrence is observed. The color code represents the orbital period at which the median of the planets would be located at. The minimum and maximum stellar magnetic field in this inferred parameter space is 67 and 180G respectively. As we don’t have any dipole based simulation with magnetic field below 100G, we conclude that we are only confident that a stellar magnetic field of 100-180G is able to reproduce observation.

Both the full functional range where migrations can be halted by the transition zone (100-1000G) and the observation reproducing range (100-180G) of the magnetic field for our model are supported by observations on T Tauri stars. As outlined in Johnstone et al. (2014), their observed stellar dipole field strength for T Tauri stars range from 80 to 1720G with a substantial fraction of them being below 400G. This range matches with the functional range of 100 to 1000G where our model can produce a planet trap associated with the

---

**Figure 7.** Median Final Locations of each simulation for a given Normalized B-field (\(B_{nor}\)). Crosses are from the \(n = 3\) simulations. Solid triangles are from the other simulations. The error bars on the crosses and solid triangles denote the 1-\(\sigma\) equivalence of semi-major axis spread in final locations of the same simulation. The solid line, along with the dashed line, shows the best fit relationship along with its extrapolation based on the \(n = 3\) simulations, respectively. The gray area is the 1-\(\sigma\) error of the fit. The fit shows a strong power law relationship between the normalized magnetic field and the final location. While the fit is only based on the \(n = 3\) simulations, both the fit and its extrapolation appear to represent the relationship between \(B_{nor}\) values and the median final locations reasonably well down to approximately 60G. The fitting function can be found in equation 8.

**Figure 8.** The distribution of the final locations is of most interest. The CKSIV occurrence rates for Super Earth and Sub Neptune are shown as the blue and green curves along with the errors shaded, respectively. The kernel density estimate of the result of B100n3 is shown as the black curve. The Gaussian used in the estimate is chosen to have standard deviation of 0.001AU. The fit using convention laid out in Howard et al. (2012) (HOW12) is shown in orange. It is clear that the final location for our simulation is positioned between the drop-offs of Super Earth and Sub Neptune and, hence, can qualitatively match with the drop-off location as seen in the CKSIV fits. We did not expect an exact match between our result and a specific planet type as we cannot distinguish between Super Earth and Sub Neptune in our simulations. However, given that our model can place planets in a distribution that mimics the observed population with only single planets in each systems, we consider that our model as promising.

**Figure 9.** The colored region represents the area of the parameter space that planets can be placed in the vicinity where a slow drop in occurrence is observed. The color code represents the orbital period at which the median of the planets would be located at. The minimum and maximum stellar magnetic field in this inferred parameter space is 67 and 180G respectively.
6.2 Comparison with protoplanetary disk models

Our disk model shares sectional similarity with other works in terms of the accretion model considered. On the other hand, we employed a drastically different inner disk from other disk models and that resulted in different migration behavior from other disk models.

Our accretion model, which is based on Alexander & Armitage (2007), can be seen as a bridge between works that consider the long term evolution (e.g. Hueso & Guillot (2005), as HG05 below) and those that consider the final dispersion phase of the disk (e.g. Liu et al. (2017), as LOL17 below).

For most of the viscously dominated disk phase, our model behaves comparably with HG05, where the accretion rate is described as a simple power law between the accretion rate and the disk lifetime, motivated by observations. The full model in example 1 of HG05 span $10^{-7}$ to $10^{-9} M_\odot/\text{yrs}$ and has form similar to our slow dissipative phase. This similarity is expected as their model aims at modeling the long term disk behavior which should be dominated by viscous evolution. However, the migration depends sensitively on how the accretion rate drops towards the end of the disk lifetime, and the drop in $\dot{M}$ in our model is based on a direct calculation of the truncation of accretion due to photoionization of the disk material (see section 3.2). This drastic decrease in accretion rate is more abrupt that that used in LOL17, who used an exponential decay model that transitions from a timescale of a few Myrs to $10^6$ yrs during dispersal. This is potentially an important distinction, especially for planets that remain coupled with the planet trap to the rapid dispersal phase (i.e. planets with masses higher than $10 M_\oplus$), as it means that the complete freeze-out of migration is even faster in our model. However, given the upper limit of our mass range, this distinction is not observed in our current result. On the contrary, we found that the rapid dispersal phase might have minimal effect on planets of mass up to $10 M_\oplus$. We will discuss the reasoning below based on the decoupling time seen in our simulations.

As most of our planets follow the generic track, planets typically decouple from the disk around 1 to 0.5 Myrs before the complete dispersion of the gas disk. During this time range, the accretion rate in our model corresponding to $\approx 10^{-9} M_\odot/\text{yrs}$. Similar accretion rate occurs in the HG05 model at similar time — around 0.8 Myrs before the gas disk is assumed to be completely dispersed. So planets are expected to decouple around that time under the accretion model of HG05. From the above analysis, we speculate that the final stage of the dispersal process in common models, in combination with our torque treatment, has little to no effect on single planets similar to those in our simulations.

Another important distinction between our model and previous works is that our model for the magnetic field interaction leads to a shallower slope in the surface density in the inner parts of the disk. Comparing to HG05, which is derived with similar assumption on the heating sources, our temperature and surface density profiles agree largely at the 1AU and beyond scale. Interior to this, the magnetically enhanced viscosity in our model leads to a surface density is considerably lower with a positive power-law index while the surface density seen in HG05 remains higher than the rest of the disk with a close to 0 or negative power-law index. This difference in inner disk structures implies that migrating planets are expected to be trapped further out than those in a HG05 disk. Similar argument also applies to other works such as Emsenhuber et al. (2021), Izidoro et al. (2017) and LOL17 where simple cut-off functions with short scale drop-offs are employed. Hence, our disk model, under the same stellar magnetic field prescription, predicts a further out trapping location compared to other works.
6.3 Caveats and Possible Future Works

While our simulations indicate both a strong mass–final location trend and normalized-magnetic-field trend, our result requires a few word of caution because of the simplicity of our model on a few aspects, namely, the mass evolution, the lack of multiplicity and viscous $\alpha$ prescription we chose.

First, the mass in our simulation would represent the primordial mass as the planet was still in the disk or right after the disk has been dispersed. Further mass modification process such as wind driven atmospheric lose or photoevaporation will likely further modify the mass and radius of the planets and lead to possibly a different mass trend that this work does not take into account. Further work focusing on atmospheric evolution both during and after the disk phase will likely lead to a more realistic mass and size distribution.

Second, we only considered single planets in this work while it is well-known that super Earths frequently come in multiples. So while our current result points to a rather weak stellar magnetic field, we speculate that the suitable magnetic field range will increase with the introduction of a second or third planet. This speculation is based on the understanding that planet-planet interaction will likely increase the eccentricity of both planets leading to a weakening of the corotation torques. So planets would be able to venture deeper into the transition zone. So, to maintain the median final location at 10-days orbit while still keeping the drop off below 10 days, the transition should occur further out to compensate for this effect. So the suitable stellar magnetic field value should increase with higher multiplicity. Future works are planned to explore the effect of multiplicity on the required stellar magnetic field, radial distribution, mass distribution and orbital architecture.

Third, our viscous $\alpha$ description does not accurately represent the effect from the stellar magnetic field at low magnetic field strength. As pointed out in section 2.1.2, the expression we used is based on a fit (Salvesen et al. 2016) up to $\beta \leq 10^5$. However, in order to reach the required $\alpha = 0.01$ for the edge of the transition zone, it requires $\beta \approx 5.5 \times 10^5$. While Salvesen et al. (2016) does not explicitly state that the fit will break down beyond the suggested range, Suzuki et al. (2010) suggest a much shallower relationship should be in place for $10^5 \leq \beta \leq 10^7$. However, since the effect from the viscous $\alpha$ profile is localized, we expect the modification to our median final locations to be modest. As the overall effect would require a detailed analysis into the exact balance between the transition zone outward extension and the corotation torque weakening, we leave this topic for future works.

7 SUMMARY AND CONCLUSION

The magnetic influence in the inner part of protoplanetary disks has been considered in other works. However, the role of stellar magnetic field remained largely limited to producing a truncation at which the accretion flow is balanced by the stellar magnetic pressure. To improve on that, we constructed a more realistic model by applying a simple transition zone model where the effective viscosity is controlled by the stellar magnetic field. We found that, within reasonable parameters, said transition zones have the potential of enabling torque reversal which can trap planets radially exterior to the more commonly considered truncation.

By performing single planet simulations using the Mercury N body simulator, we confirmed that trapping can happen for a wide range of parameter space (magnetic field strength $B$ and power-law index $n$) within $100G \leq B \leq 1000G$ and $2.75 \leq n \leq 3$ and some other cases. Within a given combination of magnetic field strength and power-law index, we find the final location of lighter planets to be closer to their host star than their heavy counterparts. Across the range of magnetic field strengths and power-law indexes parameters we considered, we found a power-law relationship between the normalized magnetic fields $\langle B_{\text{nor}} \rangle$ and the final median locations of each simulation sets. This power-law relationship indicates a stronger normalized magnetic field would lead to a larger final median location. Based on that result, we found that the observed turnover in the low mass planet period distribution can be matched with $67G \leq B \leq 180.0G$ and $2.75 < n \leq 3$.

Overall our model demonstrates that a physically realistic model for the interaction of stellar magnetic field and protoplanetary disk provides a robust explanation for the turnover in the period distribution of the observed occurrence rate of sub-Neptunes and super-Earths.
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APPENDIX A: DISK STRUCTURE

A1 Magnetic Field Diffusion in Disk

As mentioned in section 2.1.2, $B_{nor}$ is calculated by requiring the total flux going through the disk (up to 2AU) to be the same across all n value given the same stellar B-field. For convenience, we chose to normalize to the dipole case ($n = 3$) which gives the following normalized magnetic field for all n value except $n = 2$:

$$B_{nor} = B_0 R_s^{3-n} (n-2) \frac{1/R_{out}}{1/R_{in}} \frac{1/R_{out}^{2-n}}{1/R_{in}^{2-n}}$$ (A1)

Combining this normalization scheme with equation 4, it can be inferred that decreasing the power-law index ($n$) leads to a decrease in local magnetic field interior to 0.1 AU and an increase exterior to 0.1 AU. This change in local magnetic field is the underlining cause of the change in surface density described in section 5.1.

A2 Disk Surface Density and Temperature Derivation

A2.1 Passive Heating

We adopted the passive heating model from Ueda et al. (2017) where the authors split the disk into 4 different regions. We found that we can write down an approximate expression as the following:

$$T_P = \begin{cases} \left( \frac{R_s}{2R} \right)^{\frac{1}{2}} T_s & \text{if } R \leq R_{AB} \\ \frac{\arctan \left( \frac{R_{CD} - R}{R} \right) + \arctan \left( \frac{R_{BC} - R}{R} \right)}{2\pi} & \text{if } R > R_{AB} \end{cases}$$ (A2)

where $T_{ev}$ is the evaporative temperature set by calcium aluminum inclusions. The radii $R_{AB}$, $R_{BC}$ and $R_{CD}$ are the locations marking the transitions between regions in Ueda et al. (2017) and $R_{AB} < R_{BC} < R_{CD}$.

The width variables at $R_{BC}$ and $R_{CD}$ are given by $w$ and $h$ respectively. Constants and equations for variables used in equation A2 are given as the following:

$$T_{ev} = 2000 K \left( \frac{\rho}{1 g \cdot cm^{-3}} \right)^{0.0195}$$ (A3)

where

$$R_{AB} = \frac{1}{2} \left( \frac{T_s}{T_{ev}} \right)^2 R_s$$ (A4)

$$R_{BC} = \frac{1}{2} \left( \frac{k_d(T_s)}{k_d(T_{ev})} \right)^{\frac{1}{2}} \left( \frac{T_s}{T_{ev}} \right)^2 R_s$$ (A5)

$$R_{CD} = R_{BC} \times \sqrt{1 + \Gamma}$$ (A6)

$$\Gamma = 3.1 \left( \frac{R_{BC}}{0.46au} \right)^{-12/7} \left( \frac{T_s}{10^4 K} \right)^{32/7} \left( \frac{M_s}{2.5M_\odot} \right)^{-1/2}$$

$$h = 0.05 R_{CD}$$ (A7)

$$w = H(R_{BC})$$ (A8)

The main difference we have compared to Ueda et al. (2017) is that of equation A8. We assumed disk structures should be smoothed out over at least 1 scale height at a given location.

The local passive heating term is then:

$$PH(R) = 4\pi T_P^4$$ (A9)

APPENDIX B: NORMALIZATION USED IN TORQUE MAPS

As the torque values span a few orders of magnitude in the mass and radius range we considered, we employed a normalization scheme
in order to show the features clearly in figure 4.1 and figure C2. We normalized all torque values to the absolute value of the torque of a 1 $M_\odot$ planet at 1AU and then we further removed the mass dependency in the coefficient of the torques by dividing with their respective planet masses squared. In practise, this is done by:

$$\Gamma_{nor} = \frac{\Gamma(R,M)}{M_p^2 \Gamma(1AU, 1M_\odot)}$$

where $\Gamma_{nor}$ is the normalized torque shown in the figures, $M_p$ is the planet mass in unit of Earth masses and $\Gamma(R,M)$ is the torque calculated based on the torque prescription (see section 3.4.1) for a planet of mass $M$ at a radial location of $R$.

APPENDIX C: DECOUPLING UNDER SHALLOW MAGNETIC PROFILE

We find that the decoupling behavior deviates from the generic case when the power-law index of the magnetic field profile ($n$) drops below 2.65. We further divide the shallow magnetic profile behavior into two types, the incomplete deactivation track and the fall-through track.

C1 Incomplete Deactivation Track

The incomplete deactivation track is seen in systems where the torque reversal associated with the transition zone becomes partially deactivated. This track is identical to the generic track for the most part up to the decoupling phase. During decoupling, instead of gradually migrating outwards and arriving at their final location asymptotically, planets are observed to migrate further inward towards the host star and arrive at a much closer location that is largely independent to planet mass. This can be seen in Figure C1 where we shown the migration track for this particular scenario for a 1 and 10 $M_\odot$ planet. The two arrived at virtually the same final semi-major axis, contrary to the case in the generic track. The cause of this behavior can be seen in the snapshot migration map in Figure C2 which shows the relative strength of the torque during the decoupling phase shown in Figure C1. Using the same color code as in Figure 4, we can see the outward migration area is partially deactivated for planets less than 10 $M_\odot$. This deactivation begins at the lower mass end, which happens before the figure shown, and moves up as the accretion rate decreases. The cause of this deactivation of the outward torque is related to a combination between the much shallower power-law index in the surface density and the decreasing accretion rate over time. As pointed out in section 5.1, smaller power-law index ($n$) leads to a shallower surface density power-law in the transition zone. In turn, the corotation torques that are required for planet trapping are weakened. This effect is more obvious on the lower mass planets due to their smaller horseshoe orbits which are the sources of their outward torque. The combined effect leads the lower mass planets to be released from the trap earlier than the higher mass planets, which results in slightly different migration tracks between the 1 and 10 $M_\odot$ case. As part of the transition zone no longer support outward migration after this deactivation, planets migrate inward towards the next stable location, the transition between temperature zone i and ii, and become trapped there until the disk disperse regardless of their masses. The disrupted type is only seen in the $B = 100G$, $n = 2.50$ simulations. We postulate that the incomplete decoupling type is the transition between the generic type and the fall-through type that we will discuss next.

Figure C1. Showing examples of the incomplete-deactivation and fall-through migration behavior. The incomplete-deactivation behavior is scale down to the current location by multiplying by a factor of ~ 0.8. In the incomplete deactivation case, planets initially behave identically to the generic track for the most part up to the decoupling phase. During decoupling, instead of gradually migrating outwards and arriving at their final location asymptotically, planets are observed to migrate further inward towards the host star and arrive at a closer location that is largely independent to planet mass. The initial inward migration for both 1 and 10 $M_\odot$ are omitted for clarity. In the Late-arrival case, planets migrate inward as well but the transition zone cannot completely stop the migrating planet. Instead, planets merely slow their migration rates and eventually migrate through the inner edge of the disk, into the cavity.

Figure C2. Migration map for the disk with $B = 100$ and $n = 2.50$ at 1.15Myrs — shortly after the decoupling process starts for the incomplete deactivation case. The outward migration area (red and yellow) is partially deactivated for planets less than 10 $M_\odot$. This deactivation begins at the lower mass end and moves up as the accretion rate decreases. As part of the transition zone no longer support outward migration after this deactivation, planets migrate inward towards the next stable location, the transition between temperature zone i and ii, and become trapped there until the disk disperse regardless of their masses.
C2 Fall-through Track

Finally, we also see a set of evolutions which we call the fall-through case. This can be seen as a variant of the late-arrival track. Both of them share the similarity that the planets migrate inward through the majority of the disk and do not couple to the planet trap at the outer edge of the transition zone. However, in the fall-through type, the planets arrive at the transition zone much earlier and still have higher level of interaction with the transition zone compared to the late-arrival case. This behavior is shown in fig C1 where a 1 $M_\oplus$ planet is shown to migrate through the majority of the disk. However, once it reached the outer edge of the transition zone, instead of coupling to the would-be planet trap at the outer edge transition zone, the effect of the change in surface density is to merely slow the rate of inward evolution, and the planet only stops at the inner truncation of the disk. This case is seen when the influence of the stellar field is weakest – either because $B$ or $n$ is small. It is also worth noting that we observe similar behavior where the planets migrate inward through the entire disk unimpeded if the magnetic field is set to 0.