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Abstract. This paper presents an integrated framework to construct local-energy solutions to fairly general nonlinear diffusion equations for initial data growing at infinity under suitable assumptions on local-energy estimates for approximate solutions. A delicate issue for constructing local-energy solutions resides in the identification of weak limits of nonlinear terms for approximate solutions in a limiting procedure. Indeed, such an identification process often needs the maximal monotonicity of nonlinear elliptic operators (involved in the doubly-nonlinear equations) as well as uniform estimates for approximate solutions; however, even the monotonicity is violated due to a localization of the equations, which is also necessary to derive local-energy estimates for approximate solutions. In the present paper, such an inconsistency will be systematically overcome by reducing the original equation to a localized one, where a (no longer monotone) localized elliptic operator will be decomposed into the sum of a maximal monotone one and a perturbation, and by integrating all the other relevant processes. Furthermore, the general framework developed in the present paper will also be applied to the Finsler porous medium and fast diffusion equations, which are variants of the classical PME and FDE and also classified as a doubly-nonlinear equation.

1. Introduction

There have been numerous contributions to nonlinear diffusion equations such as the porous medium equation (PME for short), fast diffusion equation (FDE for short), p-Laplace parabolic equation, Stefan problem, Richards equation and the so-called doubly-nonlinear parabolic equation, which is a unified form of the aforementioned equations. Some of these equations exhibit substantially different dynamics in solutions (e.g., loss of regularity) from that of the normal diffusion equation due to the degeneracy and singularity of diffusion machinery. For instance, propagation speeds of interfaces for degenerate diffusion equations (e.g., PME) are often finite, and then, some singularity emerges on such an interface...
(and hence, weak notions of solutions are essentially needed for those equations). Indeed, one can clearly observe such a singularity in the so-called ZKB (or Barenblatt) solutions, which are self-similar solutions of an explicit form and whose regularity is often at most Hölder continuous on the interface (see, e.g., [21]). On the other hand, to prove existence of a (weak) solution, due to the degeneracy and singularity of nonlinear diffusion terms, an additional task arises to identify weak limits of nonlinear terms, that is, let $u$ be a weak limit of a sequence $(u_n)$ (e.g., of approximate solutions) and let $f$ be a nonlinear term (e.g., $f(u)$ is a power of $u$ for the PME and FDE); the task is then to discuss a crucial step, whether a weak limit of $f(u_n)$ coincides with $f(u)$ or not. However, the loss of classical regularity often prevents us to verify (pre)compactness of approximate solutions in a sufficiently strong topology for identifying the weak limit.

The PME and FDE in a weak form involve only a power of the unknown function $u$ itself as a nonlinearity, thanks to the linearity of the Laplacian along with integration by parts. As for the $p$-Laplace parabolic equation, a gradient nonlinearity $f(\nabla u)$ remains even in a weak form. Moreover, the doubly-nonlinear equation combines nonlinearities of both equations. A typical doubly-nonlinear equation may be a unified form of the PME/FDE and the $p$-Laplace parabolic equation (see §5.2 below for more details). We shall also later treat the Finsler porous medium and fast diffusion equations, which are variants of the PME and FDE, respectively, and also classified as a sort of doubly-nonlinear equation (see §1.2 below). Hence issues on the identification of weak limits always arise to prove existence of solutions for these nonlinear diffusion equations. A main purpose of this paper is to present a general approach to settle such an issue on the identification of weak limits for doubly-nonlinear parabolic equations.

Identification of weak limits of nonlinear terms has been studied in various scenes and the so-called Minty’s trick is widely used to cope with the issue. Minty’s trick is based on a closedness (in a weak topology) of maximal monotone graphs. Roughly speaking, whenever $f$ enjoys some “monotonicity” and either $u_n$ or $f(u_n)$ is strongly convergent with some “duality” of topologies, one can identify the (weak) limit of $f(u_n)$ with $f(u)$ (see Proposition 2.1 below for more details). Therefore the reduction of each PDE to a functional analytic setting plays a crucial role. Indeed, the maximal monotonicity of the even classical Laplacian relies on the boundary condition as well as the choice of base spaces. Another device for the issue relies on the well-known fact that pointwise and weak limits coincide each other in Lebesgue spaces, and it enables us to identify weak limits for general continuous functions $f$ and sequences $(u_n)$ converging pointwisely. Therefore we may need at least either a fine monotone structure of the equation or higher regularity estimates which yield pointwise convergence of $(u_n)$ and their gradients.

It turns more delicate and critical in which (functional analytic) setting one should work on the task when we need to localize the problem. For instance, such situations actually occur to tackle construction of a local-energy solution for growing initial data, which may not lie on standard Lebesgue and Sobolev spaces over the whole of domains. Studies on solutions growing at spatial infinity date...
back to the celebrated work of Tychonoff [20], where it is proved that the Cauchy problem for the heat equation admits a unique solution on \((0, 1/(4 \Lambda))\) for initial data \(\mu\) as a (signed) Radon measure satisfying
\[
\int_{\mathbb{R}^N} e^{-\Lambda |x|^2} d|\mu(x)| < \infty
\]
where \(\Lambda > 0\). Moreover, the result has been extended to the PME in [6], the FDE in [13] as well as the \(p\)-Laplace parabolic equation in [8] (see also [7]), and also to a doubly-nonlinear equation unifying these equations in [14]. To construct such non-integrable solutions, we usually need some localization of equations to establish local-energy estimates; however, such localization may violate the monotonicity of nonlinear elliptic operators involved in the equations, and then, there arises a problem in identifying their weak limits. Concerning the degenerate \(p\)-Laplace equation, in [7], \(C^{1,\alpha}\)-estimates are established and then applied to identity the weak limit of gradient nonlinearity with aid of Ascoli’s lemma.

In the present paper, we shall develop a general framework which enables us to localize problems as well as to identify weak limits of nonlinear terms of approximate solutions for fairly general doubly-nonlinear parabolic equations for growing initial data without relying on higher-order estimates (e.g., \(C^{1,\alpha}\)-estimates) and specific structures of equations. Moreover, we shall also apply the theory to the Finsler PME and FDE with growing initial data.

1.1. General framework for doubly-nonlinear parabolic equations. We shall set up a framework to construct local-energy solutions of the Cauchy problem for fairly general doubly-nonlinear parabolic equations with growing initial data,
\[
\begin{align*}
\partial_t v &= \text{div} a(x, t, \nabla u), \quad v \in \beta(u) \quad \text{in} \ \mathbb{R}^N \times (0, S), \\
v &= \mu \quad \text{on} \ \mathbb{R}^N \times \{0\},
\end{align*}
\]
where \(\mu\) is a Radon measure in \(\mathbb{R}^N\) and \(a = a(x, t, \xi) : \mathbb{R}^N \times \mathbb{R}_+ \times \mathbb{R}^N \to \mathbb{R}^N\) is a Carathéodory function, i.e., measurable in \((x, t)\) and continuous in \(\xi\), satisfying
\[
\begin{align*}
\xi \mapsto a(x, t, \xi) & \quad \text{is monotone in} \ \mathbb{R}^N \quad \text{for a.e.} \ x \in \mathbb{R}^N, \ t > 0, \\
|a(x, t, \xi)|^{p'} & \leq C(|\xi|^p + k(x, t)) \quad \text{for} \ \xi \in \mathbb{R}^N \quad \text{and a.e.} \ x \in \mathbb{R}^N, \ t > 0
\end{align*}
\]
for some \(1 < p < +\infty, 0 \leq C < +\infty\) and \(k \in L^1_{\text{loc}}(\mathbb{R}^N \times \mathbb{R}_+)\). Here \(p'\) is the Hölder conjugate of \(p\), that is, \(1/p + 1/p' = 1\). Moreover, \(\beta\) is a maximal monotone graph in \(\mathbb{R} \times \mathbb{R}\) (then one can always write \(\beta = \partial \hat{\beta}\) for some proper lower semicontinuous convex function \(\hat{\beta} : \mathbb{R} \to (-\infty, +\infty]\)) and complies with the assumption,
\[
\hat{\beta} \quad \text{is strictly convex.}
\]
We can assume, without any loss of generality, that
\[
0 \in D(\hat{\beta}), \quad \hat{\beta}(0) \ni 0 \quad \text{and} \quad \hat{\beta}, \ (\hat{\beta})^* \geq 0,
\]
where \((\hat{\beta})^*\) stands for the Legendre-Fenchel transform (or convex conjugate) of \(\hat{\beta}\), by translation. Throughout this paper, we denote by \(B_R\) the open ball in \(\mathbb{R}^N\) centered at the origin with radius \(R > 0\) in terms of an arbitrary norm of \(\mathbb{R}^N\). In
what follows, we are concerned with local-energy solutions of (1.1), (1.2) defined by

**Definition 1.1** (Local-energy solution of (1.1), (1.2)). For $S > 0$, a pair of measurable functions $(u, v): \mathbb{R}^N \times (0, S) \to \mathbb{R}^2$ (or just $u: \mathbb{R}^N \times (0, S) \to \mathbb{R}$) is called a local-energy solution of (1.1), (1.2) on $(0, S)$ if the following conditions are all satisfied:

(i) It holds that
\[ u \in L^p(\varepsilon, T; W^{1,p} (B_R)), \]
\[ v \in L^1(B_R \times (0, T)) \cap C_{\text{weak}} ([\varepsilon, T]; L^p' (B_R)), \]
\[ a(x, t, \nabla u) \in L^1(B_R \times (0, T)) \cap L^p (B_R \times (\varepsilon, T)), \]
for any $R > 0$ and $0 < \varepsilon < T < S$. Here $C_{\text{weak}}$ stands for the class of weakly continuous functions (see Notation below).

(ii) It also holds that
\[ -\int_0^t \int_{\mathbb{R}^N} v \partial_t \psi \, dx \, d\tau + \int_{\mathbb{R}^N} v(\cdot, t) \psi(\cdot, t) \, dx - \int_{\mathbb{R}^N} \psi(\cdot, 0) \, d\mu(x) \]
\[ + \int_0^t \int_{\mathbb{R}^N} a(x, \tau, \nabla u) \cdot \nabla \psi \, dx \, d\tau = 0 \tag{1.6} \]
for all $\psi \in C_0^\infty([0, S) \times \mathbb{R}^N)$ and $0 < t < S$, and moreover,
\[ v(x, t) \in \beta(u(x, t)) \quad \text{for a.e. } (x, t) \in \mathbb{R}^N \times (0, S). \]

**Remark 1.2.** (i) By subtraction, we can also derive from a weak form of (1.1), that is,
\[ -\int_{t_1}^{t_2} \int_{\mathbb{R}^N} v \partial_t \psi \, dx \, dt + \int_{\mathbb{R}^N} v(\cdot, t_2) \psi(\cdot, t_2) \, dx - \int_{\mathbb{R}^N} v(\cdot, t_1) \psi(\cdot, t_1) \, dx \]
\[ + \int_{t_1}^{t_2} \int_{\mathbb{R}^N} a(x, t, \nabla u) \cdot \nabla \psi \, dx \, dt = 0 \]
for all $\psi \in C_0^\infty((0, S) \times \mathbb{R}^N)$ and $0 < t_1 < t_2 < S$. Moreover, setting $\psi(\cdot, t) \equiv \varphi \in C_c(\mathbb{R}^N)$ for $t$ close to zero, one finds from (1.6) that $v(\cdot, t) \to \mu$ weakly star in $\mathcal{M}(\mathbb{R}^N)$ as $t \to 0_+$, which corresponds to the initial condition (1.2).

(ii) Let $(u, v)$ be a local-energy solution of (1.1), (1.2) on $(0, S)$. By definition, $v$ belongs to $W^{1,p'}(0, S; W^{-1,p'}(B_R))$, where $W^{-1,p'}(B_R)$ is the dual space of $W_0^{1,p}(B_R)$, for any $R > 0$. Indeed, for $t \in (0, T)$, define $\xi(t) \in W^{-1,p'}(B_R)$ by
\[ \langle \xi(t), w \rangle_{W_0^{1,p}(B_R)} = \int_{B_R} a(x, t, \nabla u(x, t)) \cdot \nabla w(x) \, dx \]
for $w \in W_0^{1,p}(B_R)$. Then it follows that $\xi \in L^{p'}_{\text{loc}}(0, S; W^{-1,p'}(B_R))$. Substituting $\varphi(x, t) = w(x)\rho(t)$ to (1.6) (by density) for any $\rho \in C_c^\infty(0, S)$ and using the arbitrariness of $w \in W_0^{1,p}(B_R)$, we find that
\[ \int_0^S v(t) \partial_t \rho(t) \, dt = \int_0^S \xi(t)\rho(t) \, dt \quad \text{in } W^{-1,p'}(B_R) \]
for a.e. \( t \in (0, S) \). Hence we obtain \( v \in W^{1,p'}_0(0, S; W^{-1,p'}(B_R)) \) for any \( R > 0 \).

To construct a local-energy solution of (1.1)–(1.5), we start with approximation. Let \( (\mu_n) \) be a sequence in \( C_c^\infty(\mathbb{R}^N) \) such that \( \text{supp} \mu_n \subset B_n \) and
\[
\mu_n \to \mu \quad \text{weakly star in } \mathcal{M}(\mathbb{R}^N),
\]
that is,
\[
\int_{\mathbb{R}^N} \varphi \mu_n \, dx \to \int_{\mathbb{R}^N} \varphi \, d\mu(x) \quad \text{for } \varphi \in C_c(\mathbb{R}^N) \tag{1.7}
\]
(see Lemma A.1 in Appendix). Then we shall consider the approximate problem,
\[
\begin{align*}
\partial_t v_n &= \text{div} a(x, t, \nabla u_n), \quad v_n \in \beta(u_n) \quad \text{in } B_n \times (0, S), \tag{1.8} \\
u_n &= 0 \quad \text{on } \partial B_n \times (0, S), \tag{1.9} \\
v_n &= \mu_n \quad \text{on } B_n \times \{0\}. \tag{1.10}
\end{align*}
\]
We shall work along with the following basic assumptions:

(A0) (Existence of approximate energy solutions) For each \( n \in \mathbb{N} \) (large enough), there exists an energy solution \( (u_n, v_n) \) to (1.8)–(1.10) on \([0, S]\), that is,
\[
\begin{align*}
u_n &\in L^p(0, S; W^{1,p}_0(B_n)), \\
v_n &\in W^{1,p'}(0, S; W^{-1,p'}(B_n)) \cap C_{\text{weak}}([0, S]; L^p(B_n)), \\
v_n(x, t) &\in \beta(u_n(x, t)) \quad \text{for a.e. } (x, t) \in \mathbb{R}^N \times (0, S), \\
\langle \partial_t v_n(t), w \rangle_{W^{1,p}_0(B_n)} + \int_{B_n} a(x, t, \nabla u_n) \cdot \nabla w \, dx &= 0 \tag{1.11}
\end{align*}
\]
for any \( w \in W^{1,p}_0(B_n) \) and a.e. \( t \in (0, S) \).

(A1) (Local-energy estimates) For any \( R > 0 \) and \( 0 < t_1 < t_2 < S \), there exist constants \( \delta > p \) and \( M > 0 \) such that
\[
\begin{align*}
\int_{t_1}^{t_2} \left( \int_{B_R} |u_n| \, dx \right)^\delta \, dt + \int_{t_1}^{t_2} \int_{B_R} \left( |v_n|^{p'} + |\nabla u_n|^p \right) \, dx \, dt &\leq M \tag{1.12}
\end{align*}
\]
for any \( n \in \mathbb{N} \) greater than \( R \).

(A2) (Uniform integrability around \( t = 0 \)) For each \( R > 0 \), it holds that
\[
\sup_{n \in \mathbb{N}} \left( \int_0^t \int_{B_R} (|v_n| + |a(x, \tau, \nabla u_n)|) \, dx \, d\tau \right) \to 0 \quad \text{as } t \to 0_+.
\]

Then our result reads,

**Theorem 1.3** (Construction of local-energy solution). In addition to (1.3)–(1.5), assume that (A0)–(A2) hold for some \( S \in (0, +\infty] \). For each \( n \in \mathbb{N} \), let \( u_n \) be the energy solution of (1.8)–(1.10) on \([0, S]\). Then there exist a (not relabeled) subsequence of \( (n) \) and a local-energy solution \( (u, v) : \mathbb{R}^N \times (0, S) \to \mathbb{R}^2 \) of (1.1), (1.2) in \((0, S)\) such that
\[
\begin{align*}
u_n &\to u \quad \text{weakly in } L^p(t_1, t_2; W^{1,p}(B_R)), \tag{1.13} \\
u_n &\to u \quad \text{a.e. in } \mathbb{R}^N \times (0, S), \tag{1.14}
\end{align*}
\]


\begin{align}
  v_n \to v & \quad \text{weakly star in } L^\infty(t_1, t_2; L^{p'}(B_R)), \\
  a(\cdot, \cdot, \nabla u_n) \to a(\cdot, \cdot, \nabla u) & \quad \text{weakly in } L^{p'}(B_R \times (t_1, t_2))^N.
\end{align}

(1.15) (1.16)

for any \( R > 0 \) and \( 0 < t_1 < t_2 < S \).

Theorem 1.3 provides a general framework for constructing local-energy solutions to doubly-nonlinear parabolic equations, and then, it enables us to concentrate on constructing approximate solutions on bounded domains and establishing local-energy estimates (without higher regularity ones) for the approximate solutions. These processes will depend more deeply on the structure of each equation and may reveal more quantitative information such as growth and local existence time of solutions. Such remaining processes will also be discussed below for some specific PDEs.

1.2. Finsler PME and FDE. We shall apply the preceding general theory to the Finsler porous medium equation and Finsler fast diffusion equation, which are variants of the standard porous medium equation (1 \(< m \)< +\(\infty\) in (1.17) and 1 \(< q \)< 2 in (1.18) below) and fast diffusion equation (0 \(< m \)< 1 in (1.17) and 2 \(< q \)< +\(\infty\) in (1.18) below), respectively, of the form

\begin{equation}
  \partial_t w = \Delta \left(|w|^{m-1}w\right) \quad \text{in } \mathbb{R}^N \times (0, +\infty)
\end{equation}

or an equivalent form

\begin{equation}
  \partial_t \left(|u|^{q-2}u\right) = \Delta u \quad \text{in } \mathbb{R}^N \times (0, +\infty)
\end{equation}

with the choice \( u := |w|^{m-1}w \) along with \( q := (1 + m)/m \). To be more precise, we shall consider the Cauchy problem,

\begin{align}
  \partial_t \left(|u|^{q-2}u\right) &= \Delta_H u \quad \text{in } \mathbb{R}^N \times (0, +\infty), \\
  |u|^{q-2}u &= \mu \quad \text{in } \mathbb{R}^N \times \{0\},
\end{align}

(1.19) (1.20)

where 1 \(< q \)< +\(\infty\). Here \( \Delta_H \) is the so-called Finsler Laplacian given by

\begin{equation}
  \Delta_H u := \text{div} \left( H(\nabla u) \nabla \xi H(\nabla u) \right)
\end{equation}

\begin{equation}
  = \sum_{j=1}^N \frac{\partial}{\partial x_j} \left( H(\nabla u) \frac{\partial H}{\partial \xi_j}(\nabla u) \right),
\end{equation}

where \( H \in C(\mathbb{R}^N) \cap C^1(\mathbb{R}^N \setminus \{0\}) \) is a (possibly non-Euclidean) norm of \( \mathbb{R}^N \), that is

\begin{equation}
  \begin{cases}
  H \geq 0 \text{ in } \mathbb{R}^N \quad \text{and} \quad H(\xi) = 0 \text{ if and only if } \xi = 0, \\
  H(\alpha \xi) = |\alpha|H(\xi) \text{ for } \xi \in \mathbb{R}^N \text{ and } \alpha \in \mathbb{R}^N, \\
  H(\xi_1 + \xi_2) \leq H(\xi_1) + H(\xi_2) \text{ for } \xi_1, \xi_2 \in \mathbb{R}^N.
\end{cases}
\end{equation}

We denote by \( H_0 \) the dual norm of \( H \) defined by

\begin{equation}
  H_0(x) := \sup_{\xi \in \mathbb{R}^N \setminus \{0\}} \frac{x \cdot \xi}{H(\xi)}.
\end{equation}
Then it follows immediately that
\[ |x \cdot \xi| \leq H_0(x)H(\xi), \quad H(\xi) = \sup_{x \in \mathbb{R}^N \setminus \{0\}} \frac{x \cdot \xi}{H_0(x)}. \quad (1.22) \]

The Finsler Laplacian can be regarded as an anisotropic variant of the Laplacian, and hence, it may not comply with a strong monotonicity, which is a typical feature of the \( p \)-Laplacian, e.g.,
\[ (-\Delta_p u + \Delta_p v, u - v)_{W^{1,p}(\mathbb{R}^N)} \geq \omega_p \|\nabla u - \nabla v\|_{L^p(\mathbb{R}^N)}^p \quad \text{for } u, v \in W^{1,p}(\mathbb{R}^N) \]
for some constant \( \omega_p > 0 \), provided that \( p \geq 2 \). Actually, one can construct a counterexample by choosing \( H(\cdot) \) as a non-Euclidean norm, e.g.,
\[ H(\xi) = (\sum_{j=1}^N |\xi_j|^q)^{1/q} \]
for \( \xi = (\xi_1, \ldots, \xi_N) \in \mathbb{R}^N \) with any \( q \in (1, 2) \).

Throughout this paper, we assume that
\[ \{x \in \mathbb{R}^N : H(x) < 1\} \]
is strictly convex, which is equivalent to \( H_0 \in C^1(\mathbb{R}^N \setminus \{0\}) \) (see [18, Corollary 1.7.3]).

In general, the Finsler Laplacian is a nonlinear (but uniform) elliptic operator (cf. \( \Delta_H \) coincides with the usual Laplacian, if \( H(\cdot) \) is the Euclidean norm), and moreover, \((1.19)\) is also classified as a sort of doubly-nonlinear problem due to the gradient nonlinearity intrinsic to the Finsler Laplacian. Moreover, we can reduce the Finsler PME/FDE \((1.19)\) to \((1.11)\) by setting \( a(x, t, \xi) = H(\xi)\nabla \xi H(\xi) \) and \( \beta(u) = |u|^{q-2}u \), whose potential function is given by
\[ \hat{\beta}(u) = \frac{1}{q} |u|^q. \]

On the other hand, the dynamics in solutions for \((1.19)\) shares much with the PME/FDE. For instance, the authors [2] exhibit a Finsler ZKB (Zel’dovich-Kompaneets-Barenblatt) solution to \((1.19)\) for \( 1 < q < 2 \) with a parameter \( C > 0 \),
\[ \mathcal{U}_{H_0}(x, t; \xi) := U(H_0(x), t; C) = t^{-\frac{\alpha}{2N}} \left( C - kH_0(x)^{2-2\beta}\right)^{\frac{1}{2}}_+, \]
where \( U(r, t; \xi) \) is a radial profile of the ZKB solution \( \mathcal{U}(x, t; \xi) \) (i.e., \( \mathcal{U}(x, t; \xi) = U(|x|, t; \xi) \)) for the PME \((1.18)\), \( (s)_+ := \max\{s, 0\} \) and
\[ \alpha := \frac{N}{2 + N^2 - q}, \quad \beta := \frac{\alpha}{N}, \quad k := \frac{\alpha(2 - q)}{2N}, \]
and then \( \mathcal{U}_{H_0}(x, t; C) \) turns out to be singular on the interface \( \{x \in \mathbb{R}^N : H_0(x) = C^{1/2k^{-1/2}\xi^2}\} \), provided that \( 1 < q < 2 \).

In what follows, we write
\[ B_R := \{x \in \mathbb{R}^N : H_0(x) < R\} \quad \text{for } R > 0. \]

The notion of local-energy solution for the Cauchy problem \((1.19), (1.20)\) can be analogously defined as follows:

**Definition 1.4** (Local-energy solution of \((1.19), (1.20)\)). For \( S \in (0, +\infty) \), a measurable function \( u : \mathbb{R}^N \times (0, S) \rightarrow \mathbb{R} \) is called a local-energy solution of \((1.19), (1.20)\) on \((0, S)\) if the following conditions are all satisfied:
(i) It holds that
\[ u \in L^2(\varepsilon, T; H^1(B_R)), \]
\[ u^{q-1} \in L^1(B_R \times (0, T)) \cap C_{\text{weak}}([\varepsilon, T]; L^2(B_R)), \]
\[ H(\nabla u) \in L^1(B_R \times (0, T)) \cap L^2(B_R \times (\varepsilon, T)) \]
for any \( R > 0 \) and \( 0 < \varepsilon < T < S \).

(ii) For all \( 0 < t < S \), it also holds that
\[ -\int_0^t \int_{\mathbb{R}^N} u^{q-1} \partial_t \psi \, dx \, d\tau + \int_{\mathbb{R}^N} u(\cdot, t)^{q-1} \psi(\cdot, t) \, dx - \int_{\mathbb{R}^N} \psi(\cdot, 0) \, d\mu(x) \]
\[ + \int_0^t \int_{\mathbb{R}^N} H(\nabla u) \nabla \xi H(\nabla u) \cdot \nabla \psi \, dx \, d\tau = 0 \]
for all \( \psi \in C^\infty_c(\mathbb{R}^N \times [0, S]) \).

In what follows, we shall state results on existence of local-energy solutions for the Finsler porous medium and fast diffusion equations for growing initial data; briefly stated, in the porous medium case, the growth of initial data at infinity will be restricted in a quantitative way to assure existence of local energy solutions, and moreover, at some critical growth, solutions exist locally in time, but may blow up in finite time (see Theorem 1.6 and Remark 1.7 below). On the other hand, in the fast diffusion case, local-energy solutions always exist globally in time for any (non-negative) initial data with no growth restriction (see Theorem 1.5 below). Such a clear contrast may be intuitively interpreted in terms of the singularity and degeneracy of diffusion coefficients for both cases as \(|u| \to +\infty\). Here and henceforth, we set
\[ \kappa_p := 2p - \frac{Nq - 2}{q - 1} \quad \text{for} \quad p \geq 1. \quad (1.24) \]

Applying Theorem 1.3, we have

THEOREM 1.5 (Finsler fast diffusion). Let \( q > 2 \) satisfy \( \kappa_1 > 0 \), that is,
\[ q < \frac{2(N - 1)}{(N - 2)_+} \quad (1.25) \]
and let \( \mu \in \mathcal{M}(\mathbb{R}^N) \) be any non-negative Radon measure. Then (1.19), (1.20) admits a local-energy solution \( u : \mathbb{R}^N \times (0, +\infty) \to [0, +\infty) \) on \((0, +\infty)\) defined in Definition 1.4 such that
\[ u \in L^\infty_{\text{loc}}(\mathbb{R}^N \times (0, +\infty)). \]
Moreover, there exists a constant \( C \) depending only on \( N, q \) such that
\[ \sup_{0 < \tau < t} \| u(\cdot, \tau)^{q-1} \|_{L^1(B_R)} \leq C \mu(B_{2R}) + C \left( \frac{t}{R^{\kappa_1}} \right)^{\frac{q-1}{2}}, \quad (1.26) \]
\[ \| u(\cdot, t) \|_{L^\infty(B_R)} \leq C t^{-\frac{N}{\kappa_1(q-1)}} \left( \sup_{\varepsilon < \tau < t} \| u(\cdot, \tau)^{q-1} \|_{L^1(B_{2R})} \right)^{\frac{q-1}{\kappa_1(q-1)}}. \]
\[ + C \left( \frac{t}{R^2} \right)^{\frac{1}{q-2}}, \]  
\[ \int_0^t \| H(\nabla u) \|_{L^1(B_R)} \, d\tau \leq Ct^{\frac{1}{q-2}} R^{\frac{N(q-2)}{q}} \left( \mu(B_{2R}) + \frac{q-1}{q-2} R^{N-\frac{2q-2}{q-2}} \right)^\frac{q}{q-2}, \]  
\[ + Ct^\frac{q-1}{q-2} R^{N-\frac{2}{q-2}} \]  
(1.27)  
(1.28)

for any \( R > 0 \) and \( t > 0 \).

For any \( q > 2 \) (without any further restriction), if \( d\mu(x) = v_0(x) \, dx \) for some non-negative \( v_0 \in L^p_{\text{loc}}(\mathbb{R}^N) \) with \( p \geq 1 \) satisfying \( \kappa_p > 0 \), that is,

\[ p > \frac{N(q-2)}{2(q-1)}, \]  
(1.29)

then the same assertions except (1.27) also hold true, and moreover, it holds that

\[ \sup_{0 < \tau < t} \| u(\cdot, \tau)^{q-1} \|_{L^p(B_R)} \leq C \| v_0 \|_{L^p(B_{2R})} + C \left( \frac{t^p}{R^{\kappa_p}} \right)^\frac{q-1}{q-2}, \]

\[ \| u(\cdot, t) \|_{L^\infty(B_R)} \leq Ct^{-\frac{N}{\kappa_p(q-1)}} \left( \sup_{\frac{t}{4} < \tau < t} \| u(\cdot, \tau)^{q-1} \|_{L^p(B_{2R})} \right)^\frac{2p}{\kappa_p(q-1)} + C \left( \frac{t}{R^2} \right)^{\frac{1}{q-2}} \]

for any \( R > 0 \) and \( t > 0 \).

The assumption (1.25) (equivalently, \( m > m_c = (N-2)_{+}/N \) in the form (1.17)) is essentially needed to guarantee local boundedness of weak solutions for the case \( \kappa_1 = 0 \). We refer the reader to [10, Remark 3.6], where a counter example is provided for the classical FDE, and moreover, it can be extended to the Finsler FDE with the aid of [2, Theorem 1.1].

As for the Finsler porous medium equation, one has

**Theorem 1.6** (Finsler porous medium). Let \( 1 < q < 2 \) and set \( d = \frac{2-q}{q-1} > 0 \). Let \( \mu \in \mathcal{M}(\mathbb{R}^N) \) be a (signed) Radon measure such that

\[ \| \mu \|_r := \sup_{R \geq r} \left( R^{-\frac{q-1}{q-1}} |\mu|(B_R) \right) < +\infty \]

for some (and any) \( r > 0 \). Then there exists \( T(\mu) \in (0, +\infty] \) such that \( u(t) \), \( u \) admits a local-energy solution \( u : \mathbb{R}^N \times (0, T(\mu)) \rightarrow \mathbb{R} \) on \( (0, T(\mu)) \) in the sense of Definition 1.4 such that

\[ u \in L^\infty_{\text{loc}}(\mathbb{R}^N \times (0, T(\mu))). \]

Here \( T(\mu) \) is given by

\[ T(\mu) = \begin{cases} 
  c(a_\mu)^{-d} & \text{if } a_\mu := \lim_{r \to +\infty} \| \mu \|_r > 0, \\
  +\infty & \text{if } a_\mu = 0
\end{cases} \]

(1.30)

for some constant \( c > 0 \). Moreover, for each \( r > 0 \), set

\[ T_r(\mu) = c\| \mu \|_r^{-d}. \]
Then there exists a constant $C > 0$ such that
\[
\|u(\cdot, t)\|_{q^{-1}} \leq C \|\mu\|_{r}, \quad (1.31)
\]
\[
\|u(\cdot, t)\|_{L^\infty(B_R)} \leq C t^{-\frac{1}{\kappa(q-1)} R^\frac{2}{q(q-1)}} \|\mu\|_{r}^{\frac{2}{\kappa(q-1)}}, \quad (1.32)
\]
\[
\int_0^t \|H(\nabla u)\|_{L^1(B_R)} \, \mathrm{d}\tau \leq C t^{\frac{1}{\kappa(q-1)} R^{1 + \frac{d}{\kappa(q-1)}}} \|\mu\|_{r}^{1 + \frac{d}{\kappa(q-1)}}, \quad (1.33)
\]
for any $R > r$ and $0 < t < T_r(\mu)$. Here $\| \cdot \|_r$ is given by
\[
\|f\|_r := \sup_{R \geq r} \left( R^{-\frac{\kappa(q-1)}{d}} \int_{B_R} |f(x)| \, \mathrm{d}x \right) \quad \text{for } f \in L^1_{\text{loc}}(\mathbb{R}^N).
\]

**Remark 1.7 (Optimality of the growth condition).** Bénilan et al \[6\] exhibits a finite-time blow-up of some explicit solution for the classical PME. Thanks to \[2, Theorem 1.1\], by replacing the Euclidean norm $|\cdot|$ with $H_0(\cdot)$, it can be transformed to an explicit solution of the Finsler PME with an initial datum $\mu$ growing at the critical rate (to be more precise, $a_\mu = \lim_{r \to +\infty} \|\mu\|_r$ is finite and positive) and local-existence time proportional to $(a_\mu)^{-d}$.

To prove these theorems, we shall often use the following useful properties of the norm $H(\cdot)$ as well as the dual norm $H_0(\cdot)$:
\[
\begin{align*}
\xi \cdot \nabla_\xi H(\xi) &= H(\xi) \quad \text{for } \xi \in \mathbb{R}^N, \\
H_0(\nabla_\xi H(\xi)) &= 1 \quad \text{for } \xi \in \mathbb{R}^N \setminus \{0\}.
\end{align*}
\]
(1.34)

Here $\xi \cdot \nabla_\xi H(\xi)$ is supposed to be zero at $\xi = 0$. We refer the reader to \[11, 12\] for further properties of $H(\cdot)$ and $H_0(\cdot)$.

**Structure of the paper.** This paper consists of five sections. In Section 2, we shall prove Theorem 1.3 which is a general part of the theory for constructing local-energy solutions to the Cauchy problem for fairly general doubly-nonlinear parabolic equations of the form (1.1) with growing initial data. Section 3 is devoted to discussing the Finsler fast diffusion equation (i.e., the case where $2 < q < +\infty$) based on the preceding general theory. Main ingredients of this section are local-energy estimates for approximate solutions. Theorem 1.5 will be finally proved by applying Theorem 1.3. Moreover, the Finsler porous medium equation (i.e., $1 < q < 2$) will be treated in Section 4 where local-energy estimates are also established and Theorem 1.6 will be proved. The final section is concerned with other applications and possible extensions of Theorem 1.3.

**Notation.** Let $\mathbb{R}^+$ and $\Omega$ stand for the open interval $(0, +\infty)$ and a domain in $\mathbb{R}^N$, respectively. We often write $u(t)$ instead of $u(\cdot, t)$ for each $t \in I$ and $u : \Omega \times \mathbb{R}^+ \to \mathbb{R}$. Moreover, $C_{\text{weak}}([a, b]; X)$ (respectively, $C_{\text{weak}*}([a, b]; X)$) denotes the set of all weakly (respectively, weakly star) continuous functions on $[a, b]$ with values in a Banach space $X$. Furthermore, we denote by $C$ a non-negative constant which is independent of the elements of the corresponding space or set and may
vary from line to line. We also often write \( f \lesssim g \) for functions or sequences \( f, g \), if they comply with the relation
\[
f \leq C g \quad \text{uniformly}
\]
for some constant \( C > 0 \).

2. General framework to construct local-energy solutions

In this section, we shall prove Theorem 1.3. More precisely, under the assumptions (A1) and (A2), which provide \( \text{local} \) boundedness of energy solutions \((u_n, v_n)\) to \((1.8)-(1.10)\) on \([0, S]\), we shall discuss convergence of \((u_n, v_n)\) (up to a subsequence) as \( n \to +\infty \) and prove that the limit \((u, v)\) is a local-energy solution of the Cauchy problem. The main difficulty resides in the identification of weak limits of nonlinear terms including the gradient of \( u_n \). To overcome it, we shall develop a framework of Minty’s trick along with full localization.

2.1. Outline. Before going to the details, let us give an outline of the proof. Let \((\mu_n)\) be a sequence in \( C_c^\infty(B_n) \) such that
\[
\mu_n \rightharpoonup \mu \quad \text{weakly star in } \mathcal{M}(\mathbb{R}^N),
\]
that is,
\[
\int_{\mathbb{R}^N} \varphi \mu_n \, dx \to \int_{\mathbb{R}^N} \varphi \, d\mu(x) \quad \text{for } \varphi \in C_c(\mathbb{R}^N).
\]
Let \( u_n \) be a (smooth for simplicity) solution of the approximate problem \((1.8)-(1.10)\) such that \((u_n)\) is bounded in a local-energy space \( L^p(t_1, t_2; W^{1,p}(B_R)) \) for any \( 0 < t_1 < t_2 < S \) and \( R > 0 \) (see (A1) for more details). To localize the equation onto the ball \( B_R \), we multiply both sides of \((1.8)\) for \( n > R \) by a smooth cut-off (in space) function \( \rho \) (supported over \( \overline{B_R} \)). Then we see that
\[
\rho \partial_t \beta(u_n) = \rho \text{div} a(x, t, \nabla u_n) \quad \text{in } B_R \times (0, S).
\]
Furthermore, we multiply both sides by a test function \( \varphi \in W^{1,p}(B_R) \). Note that both \( u_n \) and \( \varphi \) may not vanish on the boundary \( \partial B_R \). Since \( \rho \) vanishes on \( \partial B_R \), we observe that
\[
\int_{B_R} \rho \partial_t \beta(u_n) \varphi \, dx = \int_{B_R} \rho \text{div} a(x, t, \nabla u_n) \varphi \, dx
\]
\[
= - \int_{B_R} a(x, t, \nabla u_n) \cdot \nabla (\varphi \rho) \, dx
\]
\[
= - \int_{B_R} a(x, t, \nabla u_n) \cdot (\nabla \varphi) \rho \, dx - \int_{B_R} a(x, t, \nabla u_n) \cdot (\nabla \rho) \varphi \, dx
\]
\[
=: - \langle A^t(u_n), \varphi \rangle_V + \langle F^t(u_n), \varphi \rangle_V,
\]
where \( A^t \) and \( F^t \) are operators from \( V := W^{1,p}(B_R) \) into \( V^* \) defined by
\[
\langle A^t(v), w \rangle_V = \int_{B_R} a(x, t, \nabla v) \cdot (\nabla w) \rho \, dx.
\]
\[ \langle F^t(v), w \rangle_V = -\int_{B_R} a(x, t, \nabla v) \cdot (\nabla \rho) w \, dx, \]
for \( v, w \in V \) and \( t \in (0, S) \). Hence, \( u_n \) solves the following auxiliary evolution equation,
\[ \rho \partial_t \beta(u_n) + A^t(u_n) = F^t(u_n) \quad \text{in} \ V^*, \quad 0 < t < S. \tag{2.1} \]
Then \( A^t \) will turn out to be maximal monotone in \( V \times V^* \). Therefore, under the local boundedness of \((u_n)\), the maximal monotonicity enables us to identify the weak limit of \( A^t(u_n) \) by employing standard Minty’s trick (see Proposition 2.1 below). Furthermore, the limit of \( F^t(u_n) \) will also be identified as
\[ \lim_{n \to \infty} \int_{t_1}^{t_2} \left\langle F^t(u_n), w \right\rangle_V = -\int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u) \cdot (\nabla \rho) w \, dx \, dt \quad \text{for} \ w \in V, \]
whence follows that \( u \) solves
\[ \rho \partial_t \beta(u) + A^t(u) = -a(x, t, \nabla u) \cdot (\nabla \rho) \quad \text{in} \ V^*, \quad t_1 < t < t_2. \]
Setting \( \rho \equiv 1 \) in \( B_{R/2} \), we shall obtain
\[ \partial_t \beta(u) - \operatorname{div} a(x, t, \nabla u) = 0 \quad \text{in} \ B_{R/2} \times (t_1, t_2) \]
in a weak sense, i.e., \( u \) solves the original equation in \( B_{R/2} \times (t_1, t_2) \).

**Proposition 2.1** (Minty’s trick). Let \( A \) be a (possibly multi-valued) maximal monotone operator from a Banach space \( E \) into its dual space \( E^* \). Let \( u_n \in D(A) \) and \( \xi_n \in A(u_n) \) be such that \( u_n \to u \) weakly in \( E \), \( \xi_n \to \xi \) weakly in \( E^* \) and
\[ \limsup_{n \to \infty} \langle \xi_n, u_n \rangle_E \leq \langle \xi, u \rangle_E \]
for some \( u \in E \) and \( \xi \in E^* \). Then \( u \in D(A) \) and \( \xi \in A(u) \). Moreover,
\[ \lim_{n \to \infty} \langle \xi_n, u_n \rangle_E = \langle \xi, u \rangle_E. \]

2.2. **Localization and functional setting.** Let us now proceed to the details. Let \( R > 0 \) be arbitrarily fixed and let \( \rho(x) : \mathbb{R}^N \to [0, 1] \) be a smooth (say \( C^1 \)) non-negative function satisfying
\[ \supp \rho = \overline{B_R}, \quad \rho \equiv 1 \quad \text{on} \ B_{R/2}. \tag{2.2} \]
Define an operator \( A^t : W^{1,p}(B_R) \to (W^{1,p}(B_R))^* \) for each \( t \in (0, S) \) by
\[ \langle A^t(w), e \rangle_{W^{1,p}(B_R)} = \int_{B_R} a(x, t, \nabla w) \cdot (\nabla e) \rho \, dx \quad \text{for} \ w, e \in W^{1,p}(B_R). \tag{2.3} \]
By virtue of (1.3) and (1.4), one can easily check that \( A^t \) is monotone and continuous in \( W^{1,p}(B_R) \) (see, e.g., [17, Theorem 1.27]), and hence, \( A^t \) turns out to be maximal monotone in \( W^{1,p}(B_R) \times (W^{1,p}(B_R))^* \) for each \( t \in (0, S) \) (see, e.g., [4, Theorem 1.3]).
2.3. Weak convergence of approximate solutions. Let \((u_n, v_n)\) be an energy solution of (1.8)–(1.10) on \([0, S]\). We first derive from (A1) the following estimates:

**Lemma 2.2.** For any \(R > 0\) and \(0 < t_1 < t_2 < S\), there exists a constant \(M > 0\) such that

\[
\int_{t_1}^{t_2} \int_{B_R} |u_n|^p \, dx \, dt \leq M, \tag{2.4}
\]

\[
\sup_{t \in [t_1, t_2]} \int_{B_R} |v_n(\cdot, t)|^{p'} \, dx \leq M. \tag{2.5}
\]

Throughout this section, we denote by \(M\) a constant which is independent of \(n\) and \((x, t)\) but may depend on \(R\), \(t_1\) and \(t_2\) and which may vary from line to line.

**Proof.** First, (2.4) follows immediately from (A1) along with Sobolev inequality. As for (2.5), test (1.8) by \(v_n^{p'-1} \zeta_R^{p'}\), where \(\zeta_R = \zeta_R(x)\) is a smooth cut-off function satisfying

\[0 \leq \zeta_R \leq 1 \text{ in } \mathbb{R}^N, \quad \zeta_R \equiv 1 \text{ on } B_R, \quad \zeta_R \equiv 0 \text{ on } \mathbb{R}^N \setminus B_{2R}, \quad |\nabla \zeta_R| \leq \frac{C}{R} \text{ in } \mathbb{R}^N.\]

Then, for \(n\) large enough, we see that

\[
\frac{1}{p'} \frac{d}{dt} \left( \int_{B_{2R}} |v_n|^{p'} \zeta_R^{p'} \, dx \right) + \int_{B_{2R}} a(x, t, \nabla u_n) \cdot \left( \nabla v_n^{p'-1} \right) \zeta_R^{p'} \, dx \geq 0,
\]

\[
= -p' \int_{B_{2R}} a(x, t, \nabla u_n) \cdot (\nabla \zeta_R) \zeta_R^{p'-1} v_n^{p'-1} \, dx
\]

\[
\leq \frac{C}{R^{p'}} \int_{B_{2R}} |a(x, t, \nabla u_n)|^{p'} \, dx + \int_{B_{2R}} |v_n|^{p'} \zeta_R^{p'} \, dx.
\]

Multiply both sides by \((t - t_1/2)\). Then we deduce that

\[
\frac{1}{p'} \frac{d}{dt} \left[ (t - t_1/2) \int_{B_{2R}} |v_n|^{p'} \zeta_R^{p'} \, dx \right] \leq \frac{C}{R^{p'}} \left( t - \frac{t_1}{2} \right) \int_{B_{2R}} (|\nabla u_n|^p + k(\cdot, t)) \, dx + \left( t - \frac{t_1}{2} \right) \int_{B_{2R}} |v_n|^{p'} \zeta_R^{p'} \, dx
\]

\[
+ \frac{1}{p'} \int_{B_{2R}} |v_n|^{p'} \zeta_R^{p'} \, dx.
\]

Integrating both sides over \((t_1/2, t)\) for \(t \in (t_1, t_2)\) and using (A1), we conclude that

\[
\left( t - \frac{t_1}{2} \right) \int_{B_{2R}} |v_n(\cdot, t)|^{p'} \zeta_R^{p'} \, dx \leq M \quad \text{for } t \in (t_1, t_2).
\]

Thus (2.5) follows. \(\square\)

Hence, by (A1) and Lemma 2.2, we find that, up to a (not relabeled) subsequence,

\[u_n \rightarrow u \quad \text{weakly in } L^p(t_1, t_2; W^{1,p}(B_R)), \tag{2.6}\]

\[v_n \rightarrow v \quad \text{weakly in } L^{p'}(B_R \times (t_1, t_2)), \tag{2.7}\]
weakly star in $L^\infty(t_1, t_2; L^{p'}(B_R))$. \hfill (2.8)

On the other hand, we observe from \(2.3\) that
\[
\left| \langle A^I(w), e \rangle_{W^{1,p}(B_R)} \right| = \left| \int_{B_R} a(x, t, \nabla w) \cdot (\nabla e) \, \rho \, dx \right| \\
\leq \left( \int_{B_R} |a(x, t, \nabla w)|^p \, dx \right)^{1/p'} \|\nabla e\|_{L^p(B_R)} \|\rho\|_{L^\infty(B_R)} \\
\leq C \left( \int_{B_R} (|\nabla w|^p + k(\cdot, t)) \, dx \right)^{1/p'} \|e\|_{W^{1,p}(B_R)}
\]
for $w, e \in W^{1,p}(B_R)$. Thus
\[
\|A^I(w)\|_{(W^{1,p}(B_R))^*} \leq C \left( \|\nabla w\|_{L^p(B_R)}^p + \|k(\cdot, t)\|_{L^1(B_R)} \right) \quad \text{for } w \in W^{1,p}(B_R).
\]
Hence it follows from \(1.12\) that
\[
\eta_n := A^I(u_n) \text{ is bounded in } L^{p'}(t_1, t_2; (W^{1,p}(B_R))^*), \quad \text{for some } \eta \in L^{p'}(t_1, t_2; (W^{1,p}(B_R))^*). \hfill (2.9)
\]
and therefore, up to a (not relabeled) subsequence,
\[
\eta_n \rightharpoonup \eta \quad \text{weakly in } L^{p'}(t_1, t_2; (W^{1,p}(B_R))^*) \hfill (2.10)
\]
for some $\eta \in L^{p'}(t_1, t_2; (W^{1,p}(B_R))^*)$. Moreover, we note that
\[
\int_{t_1}^{t_2} \int_{B_R} |a(x, t, \nabla u_n)|^p \, dx \, dt \leq C \int_{t_1}^{t_2} \int_{B_R} (|\nabla u_n|^p + k(\cdot, t)) \, dx \, dt \leq C. \hfill (2.11)
\]
Hence taking a (not relabeled) subsequence, we get
\[
a(\cdot, \cdot, \nabla u_n) \rightharpoonup \xi \quad \text{weakly in } L^{p'}(B_R \times (t_1, t_2))^N \hfill (2.12)
\]
for some $\xi \in L^{p'}(B_R \times (t_1, t_2))^N$.

Recall \(1.11\) for $n > R$ and substitute $w = \overline{\phi \rho} \in W^{1,p}_0(B_n)$ (where $\overline{\phi \rho}$ is the zero extension of $\phi \rho \in W^{1,p}_0(B_R)$ onto $B_n$) for an arbitrary $\phi \in W^{1,p}(B_R)$. Then we see that
\[
\langle \partial_t v_n, \overline{\phi \rho} \rangle_{W^{1,p}_0(B_n)} + \int_{B_R} a(x, t, \nabla u_n) \cdot (\nabla \phi) \rho \, dx + \int_{B_R} a(x, t, \nabla u_n) \cdot (\nabla \rho) \phi \, dx = 0,
\]
which along with \(2.3\) yields
\[
\left| \langle \partial_t v_n, \overline{\phi \rho} \rangle_{W^{1,p}_0(B_n)} \right| \leq \|A^I(u_n)\|_{(W^{1,p}(B_R))^*} \|\phi\|_{W^{1,p}(B_R)} \\
+ \|a(\cdot, t, \nabla u_n)\|_{L^{p'}(B_R)} \left( \int_{B_R} |\phi|^p \, |\nabla \rho|^p \, dx \right)^{1/p} \\
\leq \|A^I(u_n)\|_{(W^{1,p}(B_R))^*} \|\phi\|_{W^{1,p}(B_R)} \\
+ \|a(\cdot, t, \nabla u_n)\|_{L^{p'}(B_R)} \|\phi\|_{L^p(B_R)} \|\nabla \rho\|_{L^\infty(B_R)}
\]
for any $\phi \in W^{1,p}(B_R)$. Hence the arbitrariness of $\phi \in W^{1,p}(B_R)$ yields
\[
\|\rho \partial_t v_n\|_{(W^{1,p}(B_R))^*} \leq \|A^I(u_n)\|_{(W^{1,p}(B_R))^*} + \|a(\cdot, t, \nabla u_n)\|_{L^{p'}(B_R)} \|\nabla \rho\|_{L^\infty(B_R)},
\]
where \( \rho \partial_t v_n \in (W^{1,p}(B_R))^\ast \) is defined by
\[
[\rho \partial_t v_n](\phi) := (\partial_t v_n, \phi')_{W^{-1,p'}(B_R)} \lesssim \|\partial_t v_n\|_{W^{-1,p'}(B_R)} \|\phi\|_{W^{1,p}(B_R)}
\]
for \( \phi \in W^{1,p}(B_R) \). Thus, by (2.9) and (2.11), we obtain
\[
\int_{t_1}^{t_2} \|\rho \partial_t v_n\|_{(W^{1,p}(B_R))^\ast}^p \, dt \leq C.
\]
Furthermore, one can observe from (A1) that \( \rho v_n \) is bounded in \( L^p(B_R \times (t_1, t_2)) \).
Therefore noting that \( \rho \partial_t v_n = \partial_t [\rho v_n] \) in \( (W^{1,p}(B_R))^\ast \) (see Lemma A.2 in Appendix for a proof), we deduce that
\[
\rho v_n \to z \quad \text{weakly in } L^p(B_R \times (t_1, t_2)), \tag{2.13}
\]
\[
\rho \partial_t v_n \to \partial_t z \quad \text{weakly in } L^p(t_1, t_2; (W^{1,p}(B_R))^\ast), \tag{2.14}
\]
for some \( z \in L^p(B_R \times (t_1, t_2)) \cap W^{1,p'}(t_1, t_2; (W^{1,p}(B_R))^\ast) \). By virtue of Aubin-Lions-Simon’s compactness lemma (see, e.g., [19] Theorem 3) along with the compact embedding,
\[
L^p(B_R) \simeq (L^p(B_R))^\ast \hookrightarrow (W^{1,p}(B_R))^\ast
\]
(here we also used the compact embedding \( W^{1,p}(B_R) \hookrightarrow L^p(B_R) \) due to the Rellich-Kondrachov theorem), by (2.13) and (2.14), we infer that
\[
\rho v_n \to z \quad \text{strongly in } C([t_1, t_2]; (W^{1,p}(B_R))^\ast). \tag{2.15}
\]
Thus we obtain \( z = \rho v \) by (2.7). Moreover, it follows from (2.3) that
\[
\rho v_n \to \rho v \quad \text{weakly star in } L^\infty(t_1, t_2; L^p(B_R)),
\]
and therefore, \( \rho v \in C_{\text{weak}}([t_1, t_2]; L^p(B_R)) \). Hence \( v \in C_{\text{weak}}([t_1, t_2]; L^p(B_R/2)) \). On the other hand, recalling (2.6), (2.13), (2.15) and applying Proposition 2.1 to the maximal monotone operator \( u \mapsto \rho \beta(u) \) in \( L^p(B_R \times (t_1, t_2)) \times L^p(B_R \times (t_1, t_2)) \), we can verify that
\[
\rho v \in \rho \beta(u) \quad \text{a.e. in } B_R \times (t_1, t_2) \tag{2.16}
\]
(and hence, \( v \in \beta(u) \) a.e. in \( B_R \times (t_1, t_2) \)). Moreover, we obtain
\[
\iint_{B_R \times (t_1, t_2)} v_n u_n \rho \, dx \, dt \to \iint_{B_R \times (t_1, t_2)} v u \rho \, dx \, dt.
\]
It further follows that
\[
\iint_{B_R \times (t_1, t_2)} \beta(u_n) \rho \, dx \, dt \leq \iint_{B_R \times (t_1, t_2)} \beta(u) \rho \, dx \, dt + \iint_{B_R \times (t_1, t_2)} v_n (u_n - u) \rho \, dx \, dt
\]
\[
\to \iint_{B_R \times (t_1, t_2)} \beta(u) \rho \, dx \, dt,
\]
which along with the weak lower semicontinuity of convex functionals yields
\[
\iint_{B_R \times (t_1, t_2)} \beta(u_n) \rho \, dx \, dt \to \iint_{B_R \times (t_1, t_2)} \beta(u) \rho \, dx \, dt. \tag{2.17}
\]
Hence the strict convexity of \( \beta \) (see (1.5)) implies that
\[
u_n \to u \quad \text{strongly in } L^1(B_R \times (t_1, t_2)), \tag{2.18}
\]
\[ \hat{\beta}(u_n)\rho \to \hat{\beta}(u)\rho \quad \text{strongly in } L^1(B_R \times (t_1, t_2)) \] (2.19)

(see [21, Theorem 3]). Moreover, one can also take a (not relabeled) subsequence of \((n)\) such that

\[ u_n(x, t) \to u(x, t) \quad \text{for a.e. } (x, t) \in B_R \times (t_1, t_2), \] (2.20)
\[ \hat{\beta}(u_n(\cdot, t))\rho \to \hat{\beta}(u(\cdot, t))\rho \quad \text{strongly in } L^1(B_R) \text{ for a.e. } t \in (t_1, t_2). \]

Now, note that \((u_n)\) is bounded in \(L^\delta(t_1, t_2; L^1(B_R)) \cap L^p(t_1, t_2; W^{1,p}(B_R))\) due to [112] and (2.4). Taking \(r \in (p, p^*)\), we deduce that

\[ \|u_n(t)\|_{L^r(B_R)} \leq \|u_n(t)\|_{L^1(B_R)}^{\theta} \|u_n(t)\|_{L^p(B_R)}^{1-\theta}, \]

where \(\theta \in (0, 1)\) is given by \(1/r = \theta + (1 - \theta)/p^*\), and hence,

\[ \|u_n\|_{L^\omega(t_1, t_2; L^1(B_R))} \leq \|u_n\|_{L^\delta(t_1, t_2; L^1(B_R))}^{\theta} \|u_n\|_{L^p(t_1, t_2; L^p(B_R))}^{1-\theta} \leq C, \]

where \(\omega \in (p, +\infty)\) is a constant satisfying \(1/\omega = \theta/\delta + (1 - \theta)/p\) \((< 1/p \text{ since } \delta > p \text{ in (A1))}\). Hence we can deduce from (2.18) that

\[ u_n \to u \quad \text{strongly in } L^p(B_R \times (t_1, t_2)). \] (2.21)

Moreover, we also find that, up to a (not relabeled) subsequence,

\[ u_n(t) \to u(t) \quad \text{strongly in } L^p(B_R) \text{ for a.e. } t \in (t_1, t_2). \]

Furthermore, exploiting (2.15) along with (2.5) and the density of \(W^{1,p}(B_R)\) in \(L^p(B_R)\), we can also verify that

\[ \rho v_n(t) \to \rho v(t) \quad \text{weakly in } L^p(B_R) \text{ for a.e. } t \in (t_1, t_2) \]

without taking any further subsequence. Therefore, from the Fenchel-Moreau identity for the convex conjugate \((\hat{\beta})^*\) of \(\hat{\beta}\), it follows that

\[ \int_{B_R} (\hat{\beta})^*(v_n(\cdot, t))\rho \, dx = \int_{B_R} v_n(\cdot, t)u_n(\cdot, t)\rho \, dx - \int_{B_R} \hat{\beta}(u_n(\cdot, t))\rho \, dx \]
\[ \quad \to \int_{B_R} v(\cdot, t)u(\cdot, t)\rho \, dx - \int_{B_R} \hat{\beta}(u(\cdot, t))\rho \, dx \]
\[ = \int_{B_R} (\hat{\beta})^*(v(\cdot, t))\rho \, dx \] (2.22)

for a.e. \(t \in (t_1, t_2)\). In what follows, we shall denote by \(I\) the set of \(t \in [t_1, t_2]\) at which (2.22) holds and \(u(t) \in W^{1,p}(B_R)\).

2.4. Identification of weak limits of nonlinear terms. We first identify the weak limit \(\eta\) of \(A^t(u_n)\). Let \(t_1, t_2 \in I\) be fixed. Then we have

\[ \int_{t_1}^{t_2} \langle A^t(u_n), u_n \rangle_{W^{1,p}(B_R)} \, dt \]
\[ = \int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u_n) \cdot (\nabla u_n)\rho \, dx dt \]
For combining all these facts with (2.12), (2.21) and (2.22), we infer that

\[ - \int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u_n) \cdot (\nabla \rho) u_n \, dx \, dt. \]  

Here we used the fact that

\[
\langle \rho \partial_t v_n(t), u_n(t) \rangle_{W^{1,p}(B_R)} = \langle \partial_t v_n(t), \rho u_n(t) \rangle_{W_0^{1,p}(B_R)} - \frac{d}{dt} \int_{B_R} (\hat{\beta})^*(v_n(\cdot, t)) \rho \, dx 
\]

which is derived from a chain-rule for subdifferentials along with the relation \( \beta^{-1} = \partial (\hat{\beta})^* \) (i.e., \( u_n \in \partial (\hat{\beta})^*(v_n) \)) as well as the regularity, \( v_n \in W^{1,p'}(0, S; W_0^{1,p'}(B_n)) \cap C_{weak}([0, S]; L^{p'}(B_n)) \) and \( \rho u_n \in L^p(0, S; W_0^{1,p}(B_n)) \) (cf. Lemma 2.3 below). Therefore combining all these facts with (2.12), (2.21) and (2.22), we infer that

\[
\lim_{n \to \infty} \int_{t_1}^{t_2} \langle A_t(u_n), u_n \rangle_{W^{1,p}(B_R)} \, dt = - \int_{B_R} (\hat{\beta})^*(v(\cdot, \hat{t}_2)) \rho \, dx + \int_{B_R} (\hat{\beta})^*(v(\cdot, \hat{t}_1)) \rho \, dx 
\]

Next, we claim that

\[
(\text{the right-hand side}) = \int_{t_1}^{t_2} \langle \eta, u \rangle_{W^{1,p}(B_R)} \, dt. \]  

To see this, we recall the weak form (1.11) again and observe that

\[
\int_{t_1}^{t_2} \langle \partial_t v_n, \psi \rangle_{W_0^{1,p}(B_R)} \, dt + \int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u_n) \cdot \nabla \psi \, dx \, dt = 0
\]  

for any \( \psi \in C_c^\infty(B_n \times [\hat{t}_1, \hat{t}_2]) \). Let \( \phi(x, t) \in C^\infty(\mathbb{R}^N \times [\hat{t}_1, \hat{t}_2]) \) and put \( \psi(x, t) = \phi(x, t) \rho(x) \) for \( n > R \). Then we find that

\[
\int_{t_1}^{t_2} \langle \partial_{\rho} [\rho v_n], \phi \rangle_{W^{1,p}(B_R)} \, dt + \int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u_n) \cdot (\nabla \phi) \rho \, dx \, dt = \langle A_t(u_n), \phi \rangle_{W^{1,p}(B_R)} 
\]

\[
+ \int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u_n) \cdot (\nabla \rho) \phi \, dx \, dt = 0.
\]
Passing to the limit as $n \to +\infty$, we derive from (2.10), (2.12) and (2.14) with $z = \rho v$ that
\[
\int_{t_1}^{t_2} \langle \partial_t [\rho v], \phi \rangle_{W^{1,p}(B_R)} \, dt + \int_{t_1}^{t_2} \langle \eta, \phi \rangle_{W^{1,p}(B_R)} \, dt + \int_{t_1}^{t_2} \int_{B_R} \xi \cdot (\nabla \rho) \phi \, dx \, dt = 0
\]
for any $\phi \in C^\infty([\tilde{t}_1, \tilde{t}_2] \times \mathbb{R}^N)$. Substitute $\phi = u$ (by density) to get
\[
\int_{t_1}^{t_2} \langle \partial_t [\rho v], u \rangle_{W^{1,p}(B_R)} \, dx \, dt + \int_{t_1}^{t_2} \langle \eta, u \rangle_{W^{1,p}(B_R)} \, dt + \int_{t_1}^{t_2} \int_{B_R} \xi \cdot (\nabla \rho) u \, dx \, dt = 0.
\]
Therefore (2.25) follows immediately from the next lemma, which will be proved at the end of this subsection.

**Lemma 2.3 (Chain-rule with a weight).** It holds that
\[
\int_{t_1}^{t_2} \langle \partial_t [\rho v], u \rangle_{W^{1,p}(B_R)} \, dt = \int_{B_R} (\hat{\beta})^*(v(\cdot, \tilde{t}_2)) \rho \, dx - \int_{B_R} (\hat{\beta})^*(v(\cdot, \tilde{t}_1)) \rho \, dx
given any $R > 0$ and $t_1, \tilde{t}_2 \in I$.

Combining all these facts, we obtain
\[
\lim_{n \to \infty} \int_{t_1}^{t_2} \langle A^t(u_n), u_n \rangle_{W^{1,p}(B_R)} \, dt = \int_{t_1}^{t_2} \langle \eta, u \rangle_{W^{1,p}(B_R)} \, dt.
\]
Thanks to Proposition 2.1\footnote{To be precise, we apply Proposition 2.1 to the operator $A : \mathcal{V} := L^p(t_1, t_2; W^{1,p}(B_R)) \to \mathcal{V}^*$ defined by $\eta \in A(u)$ if and only if $\eta(t) \in A^t(u(t))$ for a.e. $t \in (t_1, t_2)$ for $u \in \mathcal{V}$ and $\eta \in \mathcal{V}^*$. The maximal monotonicity of $A$ in $\mathcal{V} \times \mathcal{V}^*$ can also be checked as in the case of $A^t$.} we obtain $\eta = A^t(u)$, and moreover, it follows that
\[
\int_{t_1}^{t_2} \langle \eta, \phi \rangle_{W^{1,p}(B_R)} \, dt = \int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u) \cdot (\nabla \phi) \rho \, dx \, dt
\]
for any $\phi \in C^\infty(\mathbb{R}^N \times [\tilde{t}_1, \tilde{t}_2])$.

For later use, let us next identify the weak limit $\xi$ of $a(\cdot, \cdot, \nabla u_n)$. Note that
\[
\int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u_n) \cdot (\nabla u) \rho \, dx \, dt \to \int_{t_1}^{t_2} \int_{B_R} \xi \cdot (\nabla \rho) \rho \, dx \, dt
\]
and
\[
\int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u_n) \cdot (\nabla u) \rho \, dx \, dt = \int_{t_1}^{t_2} \langle A^t(u_n), u \rangle_{W^{1,p}(B_R)} \, dt
\]
\[
\to \int_{t_1}^{t_2} \langle \eta, u \rangle_{W^{1,p}(B_R)} \, dt
\]
Thus
\[
\int_{t_1}^{t_2} \int_{B_R} \xi \cdot (\nabla u) \rho \, dx \, dt = \int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u) \cdot (\nabla u) \rho \, dx \, dt. \tag{2.31}
\]
Since the map \( \xi \in L^p(B_R)^N \mapsto a(\cdot, t, \xi(\cdot)) \rho \in L^{p'}(B_R)^N \) is also maximal monotone in \( L^p(B_R)^N \times L^{p'}(B_R)^N \) for a.e. \( t \in (0, S) \) as in the case of \( A_t \), noting that
\[
\int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u_n) \cdot (\nabla u_n) \rho \, dx \, dt = \int_{t_1}^{t_2} \langle A^t(u_n), u_n \rangle_{W^{1, p}(B_R)} \, dt
\]
\[
\rightarrow \int_{t_1}^{t_2} \langle \eta, u \rangle_{W^{1, p}(B_R)} \, dt
\]
\[
= \int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u) \cdot (\nabla u) \rho \, dx \, dt
\]
\[
= \int_{t_1}^{t_2} \int_{B_R} \xi \cdot (\nabla u) \rho \, dx \, dt \tag{2.31}
\]
and employing (2.6) and (2.12), we can conclude by Proposition 2.1 that \( \xi = a(\cdot, \cdot, \nabla u) \) a.e. in \( B_R \times (\hat{t}_1, \hat{t}_2) \).

Finally, recalling (2.28) along with (2.30) and (2.31), we further find that
\[- \int_{t_1}^{t_2} \int_{B_R} v \rho \phi_t \, dx \, dt + \int_{B_R} v(\cdot, \hat{t}_2) \phi(\cdot, \hat{t}_2) \rho \, dx - \int_{B_R} v(\cdot, \hat{t}_1) \phi(\cdot, \hat{t}_1) \rho \, dx
\]
\[+ \int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u) \cdot (\nabla \phi) \rho \, dx \, dt + \int_{t_1}^{t_2} \int_{B_R} a(x, t, \nabla u) \cdot (\nabla \rho) \phi \, dx \, dt = 0
\]
for all \( \phi \in C^\infty(\mathbb{R}^N \times [\hat{t}_1, \hat{t}_2]) \). Now, let \( \psi \) be a function of class \( C^\infty_c(\mathbb{R}^N \times [\hat{t}_1, \hat{t}_2]) \) and take \( R > 0 \) such that
\[\text{supp } \psi(\cdot, t) \subset B_{R/2} \quad \text{for all } t \in [\hat{t}_1, \hat{t}_2].\]
Moreover, recall that \( \rho \equiv 1 \) on \( B_{R/2} \). Substitute \( \phi = \psi \) to the relation above and use the fact that \( \nabla \rho \equiv 0 \) in \( B_{R/2} \). Then it follows that
\[- \int_{t_1}^{t_2} \int_{\mathbb{R}^N} v \phi_t \, dx \, dt + \int_{\mathbb{R}^N} v(\cdot, \hat{t}_2) \psi(\cdot, \hat{t}_2) \, dx - \int_{\mathbb{R}^N} v(\cdot, \hat{t}_1) \psi(\cdot, \hat{t}_1) \, dx
\]
\[+ \int_{t_1}^{t_2} \int_{\mathbb{R}^N} a(x, t, \nabla u) \cdot \nabla \psi \, dx \, dt = 0 \tag{2.32}
\]
for \( \hat{t}_1, \hat{t}_2 \in I \), and moreover, one can replace \( \hat{t}_1 \) and \( \hat{t}_2 \) with \( t_1 \) and \( t_2 \), respectively, by using \( v \in C^\infty_{\text{weak}}([t_1, t_2]; L^{p'}(B_R)) \) along with \( |(t_1, t_2) \setminus I| = 0 \) as well as the absolute continuity of Lebesgue integral.

To be precise, we denote by \( u_{B_R \times (t_1, t_2)} \) and \( v_{B_R \times (t_1, t_2)} \) the limits of (subsequences of) \( (u_n) \) and \( (v_n) \), respectively, such that all the convergences (in particular, (2.6),
(2.8) and (2.12) established so far hold true. From the arbitrariness of $R > 0$ and $0 < t_1 < t_2 < S$, (by a diagonal argument) we can also extract a (not relabeled) subsequence of $(n)$ and obtain a pair of measurable functions $(u, v) : \mathbb{R}^N \times (0, S) \to \mathbb{R}^2$ such that
\[
\begin{align*}
  u &= u_{B_R \times (t_1, t_2)}, \
  v &= v_{B_R \times (t_1, t_2)} \quad \text{a.e. in } B_R \times (t_1, t_2), \
  u_n(x, t) &\to u(x, t) \quad \text{for a.e. } (x, t) \in \mathbb{R}^N \times (0, S),
\end{align*}
\]
for any $R > 0$ and $0 < t_1 < t_2 < S$ and (2.6), (2.8) and (2.12) still hold true with the measurable functions $u, v$ defined over $\mathbb{R}^N \times (0, S)$ instead of $u_{B_{R'}} \times (t_1, t_2), v_{B_{R'} \times (t_1, t_2)}$ for any fixed $R$ and $t_1, t_2$. Then the pair $(u, v) : \mathbb{R}^N \times (0, S) \to \mathbb{R}^2$ satisfies (2.32) for any $0 < \hat{t}_1 < \hat{t}_2 < S$ and $R > 0$. Furthermore, from the arbitrariness of $R > 0$, we obtain

**Lemma 2.4 (Identification of weak limits).** Let $(u_n, v_n)$ be energy solutions to (1.8)–(1.10) on $[0, S]$ such that the assumptions (A0) and (A1) hold. Then there exists a pair of measurable functions $(u, v) : \mathbb{R}^N \times (0, S) \to \mathbb{R}^2$ such that, up to a subsequence, (1.13)–(1.16) hold true and

\[
-\int_{t_1}^{t_2} \int_{\mathbb{R}^N} v \partial_t \psi \, dx \, dt + \int_{\mathbb{R}^N} v(\cdot, t_2) \psi(\cdot, t_2) \, dx - \int_{\mathbb{R}^N} v(\cdot, t_1) \psi(\cdot, t_1) \, dx
\]
\[
\quad + \int_{t_1}^{t_2} \int_{\mathbb{R}^N} a(x, t, \nabla u) \cdot \nabla \psi \, dx \, dt = 0
\]

for any $\psi \in C_c^\infty([t_1, t_2] \times \mathbb{R}^N)$ and for all $0 < t_1 < t_2 < S$, and moreover,

\[v \in \beta(u) \quad \text{a.e. in } \mathbb{R}^N \times (0, S).
\]

We close this section with a proof of Lemma 2.3.

**Proof of Lemma 2.3.** Define a functional $\phi : W^{1,p}(B_R) \to (-\infty, +\infty]$ by

\[
\phi(w) = \begin{cases} 
\int_{B_R} \hat{\beta}(w(\cdot)) \rho \, dx & \text{if } \hat{\beta}(w(\cdot)) \rho \in L^1(B_R), \\
+\infty & \text{otherwise},
\end{cases}
\]

for $w \in W^{1,p}(B_R)$. Then $\phi$ is convex and lower semicontinuous on $W^{1,p}(B_R)$, and hence, so is the convex conjugate $\phi^* : (W^{1,p}(B_R))^* \to (-\infty, +\infty]$ defined by

$\phi^*(w) = \sup\{\langle w, \zeta \rangle_{W^{1,p}(B_R)} - \phi(\zeta) : \zeta \in W^{1,p}(B_R)\}$

for $w \in (W^{1,p}(B_R))^*$. Moreover, recall that $\phi(\cdot)$ and $u$ lie on $W^{1,p}(\hat{t}_1, \hat{t}_2) \subset (W^{1,p}(B_R))^* \cap L^p(\mathbb{R}^N \times (\hat{t}_1, \hat{t}_2))$, respectively, and that $v \in \beta(u)$ a.e. in $B_R \times (\hat{t}_1, \hat{t}_2)$; therefore,

\[2\text{The measurability of } u \text{ in } \mathbb{R}^N \times (0, S) \text{ is straightforward from the pointwise convergence } 2.34,\]

and that of $v$ can be proved as follows, although no pointwise convergence has been obtained for $(v_n)$: One can immediately assure the measurability of $v$ on any compact subsets of $\mathbb{R}^N \times (0, S)$ from the weak convergences of $(v_n)$ obtained so far, and hence, $v\chi_n$ is measurable on $\mathbb{R}^N \times (0, S)$, where $\chi_n$ is the characteristic function supported over the compact set $B_n \times [1/n, S - 1/n]$. Then $(v\chi_n)(x, t) \to v(x, t)$ for a.e. $(x, t) \in \mathbb{R}^N \times (0, S)$. Thus $v$ turns out to be measurable in $\mathbb{R}^N \times (0, S)$.
\[ \rho v \in \partial \phi(u), \text{ i.e., } u \in \partial \phi^*(\rho v). \] Hence a standard chain-rule formula for subdifferentials yields
\[
\frac{d}{dt} \phi^*(\rho v(t)) = \langle \partial_t[\rho v](t), u(t) \rangle_{W^{1,p}(B_R)} \quad \text{for a.e. } t \in (\hat{t}_1, \hat{t}_2).
\]

Now, define a functional \( \psi : L^{p'}(B_R) \to [0, +\infty] \) by
\[
\psi(w) = \begin{cases} 
\int_{B_R} (\hat{\beta}^*(\rho^{-1}w) \rho \ dx & \text{if } (\hat{\beta}^*(\rho^{-1}w) \rho) \in L^1(B_R), \\
+\infty & \text{otherwise},
\end{cases}
\]
for \( w \in L^{p'}(B_R) \). Then we claim that
\[
\phi^*(\rho v(t)) = \psi(\rho v(t)) \quad \text{if } w \in L^{p'}(B_R), \ w \in \beta(z) \rho \text{ and } z \in W^{1,p}(B_R). \quad (2.35)
\]
Indeed, we first observe that
\[
\psi(w) = \sup_{\zeta \in L^p(B_R)} \int_{B_R} \left[ \rho^{-1}w \zeta - \hat{\beta}(\zeta) \right] \rho \ dx \geq \phi^*(w).
\]
On the other hand, the supremum above is attained at \( \zeta = z \in W^{1,p}(B_R) \) due to the Fenchel-Moreau identity. Thus \( \psi(w) = \phi^*(w) \). In particular, we find that
\[
\phi^*(\rho v(t)) = \psi(\rho v(t)) \quad \text{for all } t \in I.
\]
Therefore we obtain
\[
\psi(\rho v(\hat{t}_2)) - \psi(\rho v(\hat{t}_1)) = \int_{\hat{t}_1}^{\hat{t}_2} \langle \partial_t[\rho v], u \rangle_{W^{1,p}(B_R)} \ dt,
\]
which completes the proof. \( \square \)

2.5. Weak formulation including initial data. We next check the weak form (1.6).

**Lemma 2.5.** In addition to (A0) and (A1), assume that (A2) is fulfilled. Let \((u, v)\) be the pair of measurable functions defined on \( \mathbb{R}^N \times (0, S) \) constructed by Lemma 2.4. Then \( v \) and \( |a(\cdot, \cdot, \nabla u)| \) belong to \( L^1(B_R \times (0, T)) \) for any \( R > 0 \) and \( T \in (0, S) \), and moreover, it holds that
\[
-\int_0^t \int_{\mathbb{R}^N} v \partial_t \psi \ dx \ dt + \int_{\mathbb{R}^N} v(\cdot, t) \psi(\cdot, t) \ dx - \int_{\mathbb{R}^N} \psi(\cdot, 0) \ d\mu(x) + \int_0^t \int_{\mathbb{R}^N} a(x, \tau, \nabla u) \cdot \nabla \psi \ dx \ d\tau = 0 \quad (2.36)
\]
for any \( \psi \in C_c^\infty([0, S) \times \mathbb{R}^N) \) and \( 0 < t < S \).

To prove this lemma, we first claim that

**Lemma 2.6.** For any \( R > 0 \) and \( T \in (0, S) \), \( v \) and \( |a(\cdot, \cdot, \nabla u)| \) belong to \( L^1(B_R \times (0, T)) \).
Proof. In what follows, denote by \((u_n, v_n)\) a subsequence of the energy solutions to \((1.8) - (1.10)\) on \([0, S]\) satisfying all the convergences obtained in the last subsection. Fix \(R > 0\) and \(T \in (0, S)\). Based on Lemma 2.4 and its proof in the last subsection, we can assure that, for each \(\varepsilon \in (0, T)\), there exists a limit \((u_\varepsilon, v_\varepsilon) : B_R \times (\varepsilon, T) \to \mathbb{R}^2\) such that
\[
\begin{align*}
  u_n &\to u_\varepsilon \quad \text{weakly in } L^p(\varepsilon, T; W^{1,p}(B_R)), \\
v_n &\to v_\varepsilon \quad \text{weakly in } L^p(\varepsilon, T; L^p(B_R)), \\
a(\cdot, \cdot, \nabla u_n) &\to a(\cdot, \cdot, \nabla u_\varepsilon) \quad \text{weakly in } L^p(\varepsilon, T; L^p(B_R))^N, \\
u_\varepsilon &\equiv a, \quad v_\varepsilon \equiv v \quad \text{a.e. in } B_R \times (\varepsilon, T),
\end{align*}
\]
where \(u, v : \mathbb{R}^N \times (0, S) \to \mathbb{R}^2\) are measurable functions constructed in the last subsection (see Lemma 2.4). By virtue of \((A2)\) along with the (weak) lower semi-continuity of norms, it follows that
\[
\begin{align*}
  \int_\varepsilon^T \int_{B_R} (|v_\varepsilon'| + |a(x, \tau, \nabla u_\varepsilon)|) \, dx \, d\tau &\leq \liminf_{n \to +\infty} \int_\varepsilon^T \int_{B_R} (|v_n'| + |a(x, \tau, \nabla u_n)|) \, dx \, d\tau \\
  &\leq \sup_{n \in \mathbb{N}} \left( \int_0^t \int_{B_R} (|v_n'| + |a(x, \tau, \nabla u_n)|) \, dx \, d\tau \right) \\
  &\xrightarrow{(A2)} 0 \quad \text{as } 0 < \varepsilon < t \to 0_+.
\end{align*}
\] (2.37)
Here and subsequently, we shall use the same notation for the zero extensions of \(u_\varepsilon, a(\cdot, \cdot, \nabla u_\varepsilon)\) and \(v_\varepsilon\) onto \(B_R \times (0, T)\) for each \(\varepsilon \in (0, T)\). We claim that \((v_\varepsilon)\) and \((a(\cdot, \cdot, \nabla u_\varepsilon))_j\) form Cauchy sequences in \(L^1(B_R \times (0, T))\) for \(j = 1, 2, \ldots, N\). Indeed, we see that, for any \(0 < \varepsilon' < \varepsilon < T\),
\[
\begin{align*}
  \int_0^T \int_{B_R} (|v_\varepsilon - v_{\varepsilon'}| + |a(x, t, \nabla u_\varepsilon) - a(x, t, \nabla u_{\varepsilon'})|) \, dx \, dt \\
  &= \int_\varepsilon^{\varepsilon'} \int_{B_R} (|v_\varepsilon'| + |a(x, t, \nabla u_{\varepsilon'})|) \, dx \, dt,
\end{align*}
\]
and moreover, the right-hand side converges to zero as \(\varepsilon \to 0_+\) by (2.37). Therefore we deduce that
\[
  v_\varepsilon \to v \quad \text{and} \quad a(\cdot, \cdot, \nabla u_\varepsilon)_j \to a(\cdot, \cdot, \nabla u)_j \quad \text{strongly in } L^1(B_R \times (0, T))
\]
for \(j = 1, 2, \ldots, N\). Here the limits are identified by means of the fact that \(v_\varepsilon = v\) and \(a(\cdot, \cdot, \nabla u_\varepsilon) = a(\cdot, \cdot, \nabla u)\) a.e. in \(B_R \times (\varepsilon, T)\). In particular, \(v\) and \(|a(\cdot, \cdot, \nabla u)|\) belong to \(L^1(B_R \times (0, T))\) for any \(R > 0\) and \(T \in (0, S)\). The proof is complete. \(\Box\)

Now, we are in a position to prove

**Lemma 2.7.** The weak form \((2.36)\) holds true.

**Proof.** Let \(\psi \in C_c^\infty([0, S] \times \mathbb{R}^N)\) and \(t \in (0, S)\) be fixed. Take \(R > 0\) such that \(\text{supp} \psi(\tau, \cdot) \subset B_R\) for any \(\tau \in [0, t]\). For \(n > R\), we observe that
\[
0 \overset{(1.1)}{=} \int_0^t \langle \partial_t v_n, \psi \rangle_{W_0^{1,p}(B_n)} \, d\tau + \int_0^t \int_{\mathbb{R}^N} a(x, \tau, \nabla u_n) \cdot \nabla \psi \, dx \, d\tau
\]
\[
\begin{align*}
&= \int_0^t \langle \partial_t v_n, \psi \rangle_{W_0^{1,p}(B_n)} \, d\tau + \int_0^t \int_{\mathbb{R}^N} a(x, \tau, \nabla u_n) \cdot \nabla \psi \, dx \, d\tau \\
&\quad + \int_\varepsilon^t \int_{\mathbb{R}^N} a(x, \tau, \nabla u_n) \cdot \nabla \psi \, dx \, d\tau \\
&\quad = -\int_0^t \int_{\mathbb{R}^N} v_n \partial_t \psi \, dx \, d\tau - \int_\varepsilon^t \int_{\mathbb{R}^N} v_n \partial_t \psi \, dx \, d\tau \\
&\quad + \int_{\mathbb{R}^N} v_n(\cdot, t) \psi(\cdot, t) \, dx - \int_{\mathbb{R}^N} \mu_n(\cdot, 0) \, dx \\
&\quad + \int_0^t \int_{\mathbb{R}^N} a(x, \tau, \nabla u_n) \cdot \nabla \psi \, dx \, d\tau + \int_\varepsilon^t \int_{\mathbb{R}^N} a(x, \tau, \nabla u_n) \cdot \nabla \psi \, dx \, d\tau.
\end{align*}
\]

Set
\[
I_{\varepsilon,n} := -\int_0^t \int_{\mathbb{R}^N} v_n \partial_t \psi \, dx \, d\tau + \int_0^t \int_{\mathbb{R}^N} a(x, \tau, \nabla u_n) \cdot \nabla \psi \, dx \, d\tau
\]
and repeat the same argument as in the proof of Lemma 2.4 with \( t_1 = \varepsilon \) and \( t_2 = t \). Then we deduce from (1.7) that
\[
\lim_{n \to \infty} I_{\varepsilon,n} = \int_0^t \int_{\mathbb{R}^N} v \partial_t \psi \, dx \, d\tau + \int_{\mathbb{R}^N} v(\cdot, t) \psi(\cdot, t) \, dx - \int_{\mathbb{R}^N} \psi(\cdot, 0) \, d\mu(x)
\]
\[
+ \int_\varepsilon^t \int_{\mathbb{R}^N} a(x, \tau, \nabla u) \cdot \nabla \psi \, dx \, d\tau = 0.
\]

Here we used (2.12) along with the relation \( \xi = a(\cdot, \cdot, \nabla u) \). By (A2), we find that
\[
c_\varepsilon := \lim_{n \to \infty} I_{\varepsilon,n} \to 0 \quad \text{as} \quad \varepsilon \to 0_+.
\]
Thus we conclude that
\[
c_\varepsilon - \int_\varepsilon^t \int_{\mathbb{R}^N} v \partial_t \psi \, dx \, d\tau + \int_{\mathbb{R}^N} v(\cdot, t) \psi(\cdot, t) \, dx - \int_{\mathbb{R}^N} \psi(\cdot, 0) \, d\mu(x)
\]
\[
+ \int_\varepsilon^t \int_{\mathbb{R}^N} a(x, \tau, \nabla u) \cdot \nabla \psi \, dx \, d\tau = 0. \quad (2.38)
\]

Passing to the limit as \( \varepsilon \to 0_+ \), since \( v \) and \( |a(\cdot, \cdot, \nabla u)| \) are integrable over \( B_R \times (0, t) \) and so is \( v(\cdot, t) \) over \( B_R \), we conclude that
\[
- \int_0^t \int_{\mathbb{R}^N} v \partial_t \psi \, dx \, d\tau + \int_{\mathbb{R}^N} v(\cdot, t) \psi(\cdot, t) \, dx - \int_{\mathbb{R}^N} \psi(\cdot, 0) \, d\mu(x)
\]
\[
+ \int_0^t \int_{\mathbb{R}^N} a(x, \tau, \nabla u) \cdot \nabla \psi \, dx \, d\tau = 0
\]
due to the absolute continuity of the Lebesgue integral. Therefore combining all the facts proved so far, we conclude that \((u,v)\) is a local-energy solution of the Cauchy problem \((1.1), (1.2)\) in \((0, S)\) in the sense of Definition 1.1. \(\square\)

Thus we have proved Theorem 1.3.
3. Finsler FDE

In this section, we shall apply Theorem 1.3 to construct a local-energy solution of the Cauchy problem for the Finsler FDE, that is, (1.19), (1.20) with \(2 < q < +\infty\). In the rest of the paper, we shall write

\[
B_R = \{x \in \mathbb{R}^N : H_0(x) < R\} \quad \text{for } R > 0,
\]

where \(H_0(\cdot)\) stands for the dual norm of \(H(\cdot)\) (see §1.2). To apply Theorem 1.3 we set

\[
p = 2, \quad \beta(u) = |u|^{q-2}u, \quad a(x, t, \xi) = H(\xi)\nabla_\xi H(\xi)
\]

and take \(H_0(\cdot)\) as a norm of \(\mathbb{R}^N\) (i.e., set \(B_R = B_R\)). Then (1.19), (1.20) is reduced to (1.1), (1.2). Moreover, one can check (1.3) and (1.4) by noting that

\[
(a(x, t, \xi) - a(x, t, \eta)) \cdot (\xi - \eta) = (H(\xi)\nabla_\xi H(\xi) - H(\eta)\nabla_\xi H(\eta)) \cdot (\xi - \eta) \geq 0,
\]

\[
H_0(a(x, t, \xi)) = H_0(H(\xi)\nabla_\xi H(\xi)) = H(\xi),
\]

for \(x, \xi, \eta \in \mathbb{R}^N\) and \(t > 0\). Moreover, we set

\[
\hat{\beta}(u) = \frac{1}{q}|u|^q,
\]

which is strictly convex by \(q > 1\). Thus (1.5) follows.

3.1. Approximation. This part is common for both fast diffusion (\(2 < q < +\infty\)) and porous medium (\(1 < q < 2\)) cases. Let us consider the following approximate problems posed on the balls \(B_n\),

\[
\partial_t u_n^{q-1} = \Delta_H u_n \quad \text{in } B_n \times (0, +\infty),
\]

\[
u_n = 0 \quad \text{on } \partial B_n \times (0, +\infty),
\]

\[
u_n^{q-1} = \mu_n \quad \text{in } B_n \times \{0\},
\]

where \(u_n^{q-1} := |u_n|^{q-2}u_n\) and \((\mu_n)\) is a sequence in \(C_c^\infty(B_n)\) such that

\[
\mu_n \rightharpoonup \mu \quad \text{weakly in } \mathcal{M}(\mathbb{R}^N).
\]

Thanks to [5], for each \(n \in \mathbb{N}\), one can construct an energy solution \(u_n\) of (3.2)–(3.4) such that

\[
u_n \in C_{weak}([0, T]; H_0^1(B_n)) \cap C([0, T]; L^q(B_n)),
\]

\[
u_n^{q-1} \in W^{1,\infty}(0, T; H^{-1}(B_n)) \cap C_{weak}(0, T; L^2(B_n)) \cap C([0, T]; L^q(B_n))
\]

for any \(T > 0\), and moreover, it holds that

\[
\langle \partial_t u_n^{q-1}(t), w \rangle_{H_0^1(B_n)} + \int_{B_n} H(\nabla u_n(x, t))\nabla_\xi H(\nabla u_n(x, t)) \cdot \nabla w(x) \, dx = 0
\]

for any \(w \in H_0^1(B_n)\) and a.e. \(t > 0\). Thus (A0) has been ensured.

Furthermore, put \(w = (u_n^{q-1} - \mu_n)_+\) and choose a constant \(M_n > \|\mu_n\|_{L^\infty(B_n)}\). Then we have

\[
\frac{1}{2} \frac{d}{dt} \int_{B_n} (u_n^{q-1} - \mu_n)^2_+ \, dx \leq 0 \quad \text{for a.e. } t \in (0, T),
\]
which yields \((u_n(x,t))^{q-1} - M_n\) = 0, that is, \(u_n(x,t))^{q-1} \leq M_n\), for a.e. \((x,t) \in B_n \times (0, T)\). One can similarly prove that \(u_n^{q-1} \geq -M_n\) a.e. in \(B_n \times (0, T)\). Therefore \(u_n\) lies on \(L^\infty(B_n \times (0, T))\) (and hence, \(u_n \in C^\text{weak}_*(0, T; L^\infty(B_n))\)). Moreover, in particular for the fast diffusion case, since \(\mu\) is supposed to be non-negative, one can assume \(\mu_n \geq 0\), and hence, so is \(u_n\) a.e. in \(B_n \times (0, T)\).

### 3.2. Local-energy estimates for the Finsler FDE

We next check (A1) and (A2) with (3.1) and \(S = +\infty\). To this end, we shall derive local-energy estimates for \((u_n)\). The following lemma are also valid for \(\text{locally bounded non-negative local weak solutions}\) on general domains \(\Omega \subset \mathbb{R}^N\). In the rest of this section, as an independent interest, for any \(T > 0\), we shall establish local estimates for a non-negative measurable function \(u : \Omega \times (0, T) \to [0, +\infty)\) satisfying

\[
u \in L^{\infty}_{\text{loc}}(\Omega \times (0, T)) \cap L^2_{\text{loc}}(0, T; H^1(B)), \quad \nu^{q-1} \in W^{1,2}_{\text{loc}}(0, T; H^{-1}(B)), \tag{3.8}
\]

where \(H^{-1}(B)\) stands for the dual space of \(H^1(B)\), for any domain \(B \Subset \Omega\) (i.e., \(B\) is bounded and \(\overline{B} \subset \Omega\)) and

\[
- \int_{Q_T} \nu^{q-1} \partial_t \varphi \, dx \, dt + \int_{Q_T} H(\nabla \nu) \nabla \xi H(\nabla \nu) \cdot \nabla \varphi \, dx \, dt = 0, \tag{3.9}
\]

where \(Q_T := \Omega \times (0, T)\), for all \(\varphi \in C^\infty_c(Q_T)\). Hence \(\nu^{q-1} \in C^\text{weak}_*(0, T; L^\infty(B))\), and moreover, we note from (3.9) that

\[
\langle \partial_t \nu^{q-1}(t), w \rangle_{H^1_0(B)} + \int_B H(\nabla \nu(t)) \nabla \xi H(\nabla \nu(t)) \cdot \nabla w \, dx = 0 \tag{3.10}
\]

for a.e. \(t \in (0, T)\) and any \(w \in H^1_0(B)\).

In the rest of this subsection, e.g., in (3.11) below, the origin of balls can be shifted to suitable \(y_0 \in \mathbb{R}^N\). For instance, \(B_R\) can be replaced with \(B_R + y_0\) for any \(y_0 \in \mathbb{R}^N\) satisfying \(B_{2R} + y_0 \subset \Omega\). Let us start with a local \(L^\infty\)-estimate.

**Lemma 3.1 (Local \(L^\infty\) estimates for the Finsler FDE).** Let \(2 < q < +\infty\) and let \(r > 1/(q-1)\) be any number satisfying

\[
k_r = 2r - \frac{Nq - 2}{q - 1} > 0.
\]

Let \(u = u(x, t) : Q_T \to [0, +\infty)\) be a non-negative measurable function satisfying (3.8), (3.9). Then there exists a constant \(C = C(N, q, r)\) such that

\[
\|u(\cdot, t)\|_{L^\infty(B_R)} \leq C T^{-\frac{N}{k_r(q-1)}} \left( \sup_{\frac{N}{q} < r < 1} \int_{B_{2R}} u(x, \tau)^{r(q-1)} \, dx \right)^{-\frac{1}{\frac{k_r(q-1)}{q^2}}} + C \left( \frac{t}{R^2} \right)^{-\frac{1}{q^2}} \tag{3.11}
\]

for any \(t \in (0, T)\) and \(R > 0\) satisfying \(B_{2R} \subset \Omega\).

**Outline of proof.** The lemma can be proved by modifying the argument in [10] Proof of Theorem 3.1, p.789], where an \(L^\infty\) estimate is established for the usual fast diffusion equation. More precisely, we test (3.10) with \(w = (u - k_n)^{r(q-1)-1} \zeta_n^2\), where \((k_n)\) is a sequence increasingly converging to a positive constant \(k\) and \((\zeta_n)\) is a sequence of smooth cut-off (in space and time) functions whose supports are...
rectangles \( Q_n \subset Q_T \) decreasing in \( n \), and derive energy inequalities (for \( w_n := (u - k_n)^{r(q-1)/2} \zeta_n \)). Choosing \( k \) large enough and employing a standard argument based on the Hölder and Gagliard-Nirenberg inequalities as well as an iteration (for a recurrence inequality), one can conclude that \( u \leq k \) on a bounded subdomain \( Q_\infty \) of \( Q_T \). However, due to the choice, \( k \) still involves the \( L^\infty \) norm \( \| u \|_{L^\infty(Q_0)} \) with a power less than 1 (as well as \( \| u \|_{L^r(q-1)(Q_0)} \), where \( Q_0 \) is strictly larger than \( Q_\infty \). Therefore running another iteration, we exclude the \( L^\infty \) norm from the bound, and thus, the assertion follows. In order to derive energy estimates (for \( w_n \)), the following algebraic inequality may be useful:

\[
    cH(a + b)^2 - (H\nabla H)(a + b) \cdot b
    \geq cH(a + b)^2 - H(a + b)H_0(\nabla H(a + b))H(b)
    \geq \frac{c}{2}H(a + b)^2 - \frac{1}{2c}H(b)^2
    \geq \frac{c}{2}(H(a)^2 + H(b)^2) - cH(a)H(b) - \frac{1}{2c}H(b)^2
    \geq \frac{c}{4}H(a)^2 - \frac{1}{2}\left(c + \frac{1}{c}\right)H(b)^2
\]

for \( a, b \in \mathbb{R}^N \) and \( c > 0 \) (here we also used (1.34)), since the norm \( H(\cdot) \) is not necessarily induced by an inner product. \( \square \)

We next establish local \( L^r \)-estimates \( (1 < r < +\infty) \) for \( u^{q-1} \).

**Lemma 3.2 (Local \( L^r \) estimates for the Finsler FDE).** Let \( u = u(x, t) : Q_T \to [0, +\infty) \) be a non-negative measurable function satisfying (3.8), (3.3). Then for any \( r > 1 \) there exists a constant \( C = C(N, q, r) > 0 \) such that

\[
    \sup_{\tau \in (0, t)} \int_{B_R} u(x, \tau)^r(q-1) dx \leq C \int_{B_{2R}} u(x, 0_+)^{r(q-1)} dx + C \left( \frac{t^r}{R^{\kappa r}} \right)^{\frac{r}{q-1}},
\]

provided that

\[
    \int_{B_{2R}} u(x, 0_+)^r(q-1) dx := \liminf_{\tau \to 0_+} \int_{B_{2R}} u(x, \tau)^r(q-1) dx < +\infty, \quad (3.12)
\]

for any \( t \in (0, T) \) and \( R > 0 \) satisfying \( B_{2R} \subset \Omega \).

**Outline of proof.** The lemma can be proved by following the argument in [22]. Proof of Theorem 2.2, p.113], where a doubly-nonlinear parabolic equation with power nonlinearity is studied. To be more precise, test (4.10) with \( w = (u^{q-1})^{r-1} \zeta_n^2 \), where \( (\zeta_n) \) is a sequence of smooth cut-off functions in space only such that \( \zeta_n \equiv 1 \) on \( B_{R_n} \) and \( \text{supp} \ \zeta_n = B_{R_{n+1}} \). Then it follows that

\[
    \frac{1}{r} \frac{d}{dt} \left( \int_{B_{R_{n+1}}} u^{r(q-1)} \zeta_n^2 dx \right)
    + (q - 1)(r - 1) \int_{B_{R_{n+1}}} H(\nabla u) \nabla \zeta_n H(\nabla u) \cdot (\nabla u) u^{(q-1)(r-1)-1} \zeta_n^2 dx
    = H(\nabla u)^2
\]
negative measurable function satisfying (3.8)
we obtain the assertion, provided that (3.12) holds. □

Thus, for 0 < s < t < T
separately to control the last term of the right-hand side. It will be obtained in the following lemma. Then the rest of proof runs as in the proof of Lemma 3.2.

Moreover, we shall establish a local $L^1$ estimate for $u^{q-1}$.

**Lemma 3.3 (Local $L^1$ estimate for the Finsler FDE).** Let $u = u(x,t) : Q_T \to [0, +\infty]$ be a non-negative measurable function satisfying (3.8), (3.9). Then there exists a constant $C = C(N, q) > 0$ such that

$$\sup_{\tau \in (0,t)} \int_{B_R} u(x, \tau)^{q-1} \, dx \leq C \int_{B_{2R}} u(x, 0_+)^{q-1} \, dx + C \left( \frac{t}{\kappa_1} \right)^{\frac{q-1}{q-2}},$$

(3.13)

where $\kappa_1$ is given by (1.22) with $r = 1$, provided that

$$\int_{B_{2R}} u(x, 0_+)^{q-1} \, dx = \liminf_{\tau \to 0_+} \int_{B_{2R}} u(x, \tau)^{q-1} \, dx < +\infty,$$

for any $t \in (0, T)$ and $R > 0$ satisfying $B_{2R} \subset \Omega$.

**Outline of proof.** The lemma can be proved by following the argument in [22, Proof of Theorem 2.3, p.116]. We may test (3.10) with $w = \zeta_n^2$, which corresponds to the test function used in the proof of Lemma 3.2 for the choice $r = 1$. Then we have

$$\int_{B_{R_{n+1}}} u(x, t)^{q-1} \zeta_n(x)^2 \, dx$$

$$= \int_{B_{R_{n+1}}} u(x, s)^{q-1} \zeta_n(x)^2 \, dx - 2 \int_s^t \int_{B_{R_{n+1}}} H(\nabla u) \nabla \xi H(\nabla u) \cdot (\nabla \zeta_n) \zeta_n \, dx \, d\tau$$

for $0 < s < t < T$. However, the gradient term with a "good" sign does not appear any longer due to the choice $r = 1$, and hence, we need establish a gradient estimate separately to control the last term of the right-hand side. It will be obtained in the following lemma. Then the rest of proof runs as in the proof of Lemma 3.2. □

**Lemma 3.4.** Let $B \Subset \Omega$ be a domain in $\mathbb{R}^N$ and let $\zeta : \mathbb{R}^N \to [0, 1]$ be a smooth cut-off function supported over the set $\overline{B}$. Let $u = u(x,t) : Q_T \to [0, +\infty]$ be a non-negative measurable function satisfying (3.8), (3.9). Then there exists a constant
\[ C = C(q) > 0 \text{ such that} \]
\[
\int_s^t \int_B |H(\nabla u)\nabla \xi H(\nabla u) : (\nabla \zeta)| \, dx \, d\tau \\
\leq C(t-s)\frac{3}{2} \|H(\nabla \zeta)\|_{L^\infty(B)} \|B\|^{1-r} \left( \sup_{\tau \in (s,t)} \int_B u_\varepsilon(x,\tau)^{q-1} \, dx \right)^r,
\]
(3.14)

where \( u_\varepsilon := u + \varepsilon \) with the choice \( \varepsilon^{q-2} = (t-s) \|H(\nabla \zeta)\|_{L^\infty(B)}^2 \) and \( r = \frac{q}{2(q-1)} \in (0,1) \), for any \( 0 < s < t < T \).

**Outline of proof.** The lemma can be proved as in [22, Lemma 3.1, p.114] (cf. [8, Lemma I.2.2]). We test the equation by \( t^\alpha (u_\varepsilon^{q-1})^{r-1} \phi_n^2 \) with \( r \in (0,1) \) and \( \alpha > 0 \). Then due to \( q > 2 \) and \( r \in (0,1) \), one can derive an energy inequality where the integral of the product between \( H(\nabla u_\varepsilon)^2 \) and a power of \( u_\varepsilon \) appears with a “good” sign. Moreover, (3.14) follows from Hölder’s inequality as well as the choice of parameters, \( r = \frac{q}{2(q-1)} \) and \( \alpha = \frac{1}{2} \). \( \square \)

Combining all these lemmas, we can verify

**Corollary 3.5.** Let \( u = u(x,t) : Q_T \to [0,+\infty) \) be a non-negative measurable function satisfying \( 28, 3.9 \) such that
\[
\int_{B_{2R}} u(x,0_+)^{q-1} \, dx := \liminf_{\tau \to 0_+} \int_{B_{2R}} u(x,\tau)^{q-1} \, dx \leq M_R
\]
(3.15)

for some constant \( M_R > 0 \). Then the following (i)–(iii) hold:

(i) There exists a constant \( C = C(N,q) > 0 \) such that
\[
\int_0^t \int_{B_R} H(\nabla u) \, dx \, d\tau \\
\leq Ct^{\frac{3}{4}}R^{N(1-r)} \left( \sup_{\tau \in (0,t)} \int_{B_{2R}} u(x,\tau)^{q-1} \, dx \right)^r + Ct^{\frac{q-1}{4}}R^{N - \frac{q}{4-r}},
\]
(3.16)

where \( r := \frac{q}{2(q-1)} \in (0,1) \), for any \( t \in (0,T) \) and \( R > 0 \) satisfying \( B_{2R} \subset \Omega \). In particular, for any \( R > 0 \) satisfying \( B_{2R} \subset \Omega \), there exists a constant \( C > 0 \) depending only on \( N, q, R, T \) and \( M_R \) such that
\[
\int_0^t \int_{B_R} H(\nabla u) \, dx \, d\tau \leq Ct^{\frac{3}{4}}
\]
(3.17)

for all \( t \in (0,T) \).

(ii) Suppose that \( \kappa_1 > 0 \), that is, \( q < 2(N-1)/(N-2) \) (see (1.25)). For any \( 0 < t_1 < t_2 < T \) and \( R > 0 \) satisfying \( B_{2R} \subset \Omega \), there exists a constant \( C > 0 \) depending only on \( N, q, R, t_1, t_2 \) and \( M_R \) such that
\[
\int_{t_1}^{t_2} \int_{B_R} H(\nabla u)^2 \, dx \, d\tau \leq C.
\]
(iii) Under the same assumption as above, for any $0 < t_1 < t_2 < T$, $R > 0$ satisfying $B_{2R} \subset \Omega$ and $r \in [1, +\infty)$, there exists a constant $C > 0$ depending only on $N, q, R, t_1, t_2, M_R$ and $r$ such that
$$\sup_{\tau \in (t_1, t_2)} \int_{B_R} u(x, \tau)^r \, dx \leq C.$$ 

Outline of proof. Concerning (i), (3.16) can be obtained as a by-product of the proof for Lemma 3.4 (see [22, Lemma 3.1, p.114]). Moreover, combining (3.16) with Lemma 3.3, one can prove (3.17). The assertion (ii) can also be verified by recalling the proofs of Lemmas 3.3 and 3.4 and by using Lemma 3.1 with $r = 1$ along with Assumption (1.25), that is, $\kappa_1 > 0$. Furthermore, under the same assumption above, (iii) follows immediately from Lemma 3.1 with $r = 1$ along with Lemma 3.3. $\square$

3.3. Proof of Theorem 1.5. We are now ready to prove Theorem 1.5.

Proof of Theorem 1.5. Let $\varphi \in C^\infty_c(\mathbb{R}^N)$ be such that $0 \leq \varphi \leq 1$ in $\mathbb{R}^N$, $\varphi \equiv 1$ in $B_{2R}$ and $\varphi \equiv 0$ on $\mathbb{R}^N \setminus B_{3R}$. We then note that
$$\int_{B_{2R}} u_n(x, 0)^{q-1} \, dx = \int_{B_{2R}} \mu_n(x) \, dx$$
$$\leq \int_{\mathbb{R}^N} \varphi(x) \mu_n(x) \, dx \rightarrow \int_{\mathbb{R}^N} \varphi(x) \, d\mu(x) \leq \mu(B_{3R})$$
for any $R > 0$, $t > 0$. Thus we have (3.15) with $M_R = \mu(B_{3R}) + 1 < +\infty$ for $n$ large enough. Hence by Lemma 3.3, there exists a constant $C > 0$ independent of $n$ such that
$$\sup_{\tau \in (0, t)} \int_{B_R} u_n(x, \tau)^{q-1} \, dx \leq C \int_{B_{2R}} \mu_n \, dx + C \left( \frac{t}{R^{n_1}} \right)^{\frac{q-1}{q-2}}$$
$$\rightarrow C \int_{B_{2R}} \varphi \, d\mu(x) + C \left( \frac{t}{R^{n_1}} \right)^{\frac{q-1}{q-2}}$$
$$\leq C \mu(B_{2R}) + C \left( \frac{t}{R^{n_1}} \right)^{\frac{q-1}{q-2}}$$
(3.18)
for any $R, t > 0$. Hence by Corollary 3.5 (A1) and (A2) with (3.1) and $S = +\infty$ can be checked for energy solutions $u_n$ to (3.2)–(3.4), $n \in \mathbb{N}$. Therefore, thanks to Theorem 1.3, we can ensure the existence of a local-energy solution $u = u(x, t)$ to (1.19), (1.20) on $(0, +\infty)$, and moreover, by a priori estimates for $(u_n)$ due to Lemma 3.1 the (weak star) limit $u$ turns out to be bounded in $\mathbb{R}^N \times [\varepsilon, +\infty)$ for any $\varepsilon > 0$. Furthermore, the quantitative estimate (1.27) follows by a direct application of Lemma 3.1 to the limit $u$, since every local-energy solution is a local weak solution for (1.19). Recalling (3.18) and exploiting weak lower semicontinuity
of norms, we can derive that
\[
\sup_{\tau \in (\varepsilon,t)} \int_{B_R} u(x, \tau)^{q-1} \, dx \leq \liminf_{n \to +\infty} \left( \sup_{\tau \in (\varepsilon,t)} \int_{B_R} u_n(x, \tau)^{q-1} \, dx \right) 
\leq C\mu(B_{2R}) + C \left( \frac{t}{R^{\kappa_1}} \right)^{\frac{q-1}{q-2}}
\]
for \( \varepsilon > 0 \). Hence passing to the limit as \( \varepsilon \to 0_+ \) and using the fact that \( u(\cdot, t)^{q-1} \in L^1(B_R) \) for \( t > 0 \), one obtains (1.26). Furthermore, recalling (3.16) with \( u = u_n \) and using (3.18) again, we find that
\[
\int_{\varepsilon}^{t} \int_{B_R} H(\nabla u) \, dx \, d\tau \leq \liminf_{n \to +\infty} \int_{\varepsilon}^{t} \int_{B_R} H(\nabla u_n) \, dx \, d\tau 
\leq C t^{\frac{1}{2}} R^{\frac{N(q-2)}{2(q-1)}} \left[ \mu(B_{2R}) + \left( \frac{t}{R^{\kappa_1}} \right)^{\frac{q-1}{q-2}} \right] + C t^{\frac{q-1}{2}} R^{N-\frac{q}{q-2}}.
\]
Hence noting that \( H(\nabla u) \in L^1(B_R \times (0, t)) \) and passing to the limit as \( \varepsilon \to 0_+ \), we obtain (1.25).

As for the second half of the assertion, we take non-negative \( v_{0,n} \in C_c^\infty(\mathbb{R}^N) \) such that \( v_{0,n} \to v_0 \) strongly in \( L^p(B_R) \) for any \( R > 0 \) and set \( \mu_n = v_{0,n} \). By Lemma 3.2 with \( r = p \), for each \( R, t \in (0, +\infty) \), one can obtain the following estimate:
\[
\sup_{\tau \in (0,t)} \int_{B_R} u_n(x, \tau)^p \, dx \leq C \int_{B_{2R}} v_{0,n}(x)^p \, dx + C \left( \frac{t}{R^{\kappa_p}} \right)^{\frac{q-1}{q-2}},
\]
provided that (1.29) is fulfilled, that is, \( \kappa_p > 0 \). Thus Lemma 3.1 implies
\[
\sup_{x \in B_R} u_n(x, t)^{q-1} \leq C t^{-\frac{N}{\kappa_p}} \left( \sup_{\tau \in (0,t)} \int_{B_{2R}} u_n(x, \tau)^{p(q-1)} \, dx \right)^{\frac{1}{q}} + C \left( \frac{t}{R^2} \right)^{\frac{q-1}{q-2}}
\]
for any \( t > 0 \) and \( R > 0 \). The rest of proof runs as in the first half of the proof. \( \square \)

4. Finsler PME

In this section, based on Theorem 1.3, we shall prove Theorem 1.6 for the case \( 1 < q < 2 \).

Construction of approximate solutions \( (u_n) \) can be performed as in §3.1. Hence (A0) follows. So we shall check (A1) and (A2) for \( (u_n) \). As we will see later (see Lemma 4.8 below), it suffices to check them for locally bounded non-negative local weak subsolutions for general domains \( \Omega \subset \mathbb{R}^N \) and \( T > 0 \), i.e., measurable functions \( u = u(x, t) \) in \( Q_T = \Omega \times (0, T) \) which comply with (3.8) and, instead of (3.9),
\[
- \int_{Q_T} u^{q-1} \partial_\varphi \, dx \, dt + \int_{Q_T} H(\nabla u) \nabla \varphi H(\nabla u) \cdot \nabla \varphi \, dx \, dt \leq 0 \quad (4.1)
\]
for all \( \varphi \in C^\infty_c(Q_T) \) satisfying \( \varphi \geq 0 \) a.e. in \( Q_T \). It implies that, for every bounded domain \( B \subseteq \Omega \) and \( T > 0 \),

\[
\langle \partial_t u^{q-1}(t), w \rangle_{H^1_0(B)} + \int_B H(\nabla u(t)) \nabla \xi H(\nabla u(t)) \cdot \nabla w \, dx \leq 0 \quad (4.2)
\]

for a.e. \( t \in (0, T) \) and any \( w \in H^1_0(B) \) satisfying \( w \geq 0 \) a.e. in \( B \). In the rest of this section, as an independent interest, we shall establish local estimates for such non-negative subsolutions.

**Remark 4.1** (Sign-changing solutions for the Finsler fast diffusion equation). In contrast with the Finsler porous medium case, it does not seem available to apply the same strategy as in the present section to handle sign-changing weak solutions to the Finsler fast diffusion case, since the gradient estimate is established only for non-negative weak (super)solutions in Lemma 3.4. As for classical fast diffusion (as well as porous medium) equations, it is not necessary to derive such a gradient estimate due to the linearity of the Laplace operator; indeed, one can employ the very weak formulation to derive an \( L^1 \)-estimate (cf. Lemma 3.3) and to identify weak limits, and hence, an existence result is obtained for possibly sign-changing data \( \mu \in L^1_{\text{loc}}(\mathbb{R}^N) \) (see [13]).

**4.1. Local estimates for the Finsler PME.** A significant difference between the FDE and PME cases will show up. More precisely, for the PME case, one cannot always obtain time-global estimates (cf. Lemmas 3.1–3.3 for the FDE case) and one may need to squeeze a time-interval for local estimates depending on the growth of initial data at infinity.

To this end, for \( r > 0 \), we set

\[
\|f\|_r := \sup_{R \geq r} \left( R^{-\frac{q}{2}} \int_{B_R} |f(x)| \, dx \right) \quad \text{for} \quad f \in L^1_{\text{loc}}(\mathbb{R}^N),
\]

\[
\|\mu\|_r := \sup_{R \geq r} \left( R^{-\frac{q}{2}} |\mu|(B_R) \right) \quad \text{for} \quad \mu \in \mathcal{M}(\mathbb{R}^N),
\]

where

\[
\kappa := \kappa_1 = 2 + Nd \quad \text{and} \quad d := \frac{2 - q}{q - 1} > 0.
\]

Moreover, when \( f \) is not defined on the whole of \( \mathbb{R}^N \), e.g., \( f \in L^1_{\text{loc}}(\Omega) \), the integrand \( f(x) \) in the definition of \( \|f\|_r \) above will be replaced with its zero extension onto \( \mathbb{R}^N \). Then a key lemma reads,

**Lemma 4.2** (Local estimates for the Finsler PME). Let \( u = u(x, t) : Q_T \rightarrow [0, +\infty) \) be a non-negative measurable function satisfying (3.8), (4.1) with \( 1 < q < 2 \) and assume for any \( r > 0 \) that

\[
\liminf_{s \to d_+} \left( R^{-\frac{q}{2}} \int_{B_{R \cap \Omega}} u(x, s)^{q-1} \, dx \right) \lesssim \|\mu\|_r \quad (4.3)
\]

for all \( R > r \) and

\[
\sup_{\tau \in (0,t)} \|u(\cdot, \tau)^{q-1}\|_r < +\infty, \quad \sup_{\tau \in (0,t)} \sup_{R \geq r} \left( \tau^N R^{-\frac{q}{2}} \|u(\cdot, \tau)\|_{L^\infty(B_{R \cap \Omega})} \right) < +\infty, \quad (4.4)
\]
for all \( t \in (0, T) \). Then, for any \( r > 0 \), there exist a time \( T_r(\mu) \simeq ||\mu||_r^{-\alpha} > 0 \) and a constant \( C \geq 0 \) such that

(i) an estimate for \( ||\cdot||_r \):
\[
||u(t)||_{\mu}^{q-1} \leq C||\mu||_r,
\]

(ii) an \( L^\infty \) estimate:
\[
||u(t)||_{L^\infty(B_r)}^{q-1} \leq C t^{-\frac{N}{d}} R^\frac{2}{d} ||\mu||_r^2,
\]

(iii) an \( L^1 \) estimate for gradients:
\[
\int_0^t ||H(\nabla u)||_{L^1(B_r)} \, d\tau \leq C t^{\frac{N}{d}} R^\frac{2}{d} ||\mu||_r^{1+\frac{d}{N}}
\]

hold true for any \( t \in (0, T_r(\mu) \wedge T) \) and \( R \in [r, +\infty) \) satisfying \( B_{2R} \subset \Omega \).

To prove this lemma, we first set up the following

**Lemma 4.3.** Let \( u = u(x,t) : Q_T \to [0, +\infty) \) be a non-negative measurable function satisfying (3.3), (4.1) with \( 1 < q < 2 \). Then there exists a constant \( C > 0 \) such that
\[
||u(t)||_{L^\infty(B_R)} \leq C \left( \frac{||u||_{L^\infty(B_{2R} \times (t/4, t))}^{2-q}}{R^2} + \frac{1}{t} \left( \int_{t/8}^t \int_{B_{2R}} u^2 \, dx \, d\tau \right)^{\frac{2}{1+\frac{d}{N}}} \right)^{\frac{N+2}{N(2-q)+4}}
\]

for any \( R, t > 0 \) satisfying \( B_{2R} \subset \Omega \).

**Outline of proof.** The lemma can be proved based on the argument of [8] Proof of Lemma 3.1, p.198] (see also [14] Lemma 5.1, p.1253). To be more precise, as in the proof of Lemma 3.1, testing (4.2) with \( w = (u - k_n) + \zeta_n \) and repeating a similar argument, one can prove an estimate for \( ||u||_{L^\infty(Q_n)} \) with a bound which still involves \( ||u||_{L^\infty(Q_0)} \) with a power less than 1 as well as \( ||u||_{L^2(Q_0)} \) for some subdomains \( Q_\infty \subset Q_0 \subset Q_T \). On the other hand, such a dependence of the bound on \( ||u||_{L^\infty(Q_0)} \) differs from that in the proof of Lemma 3.1 and in particular, the \( L^\infty \) norm will remain in the bound even after performing iteration arguments.

Now, we shall introduce the following two important quantities, which will enable us to measure the growth of solutions at (spatial) infinity in an asymptotic way:

\[
\psi_r(t) := \sup_{\tau \in (0,t)} \left( ||u(\tau)\right)^{q-1} \leq \sup_{\tau \in (0,t)} \left( R^{-\frac{2}{d}} \int_{B_R \cap \Omega} u(x, \tau)^{q-1} \, dx \right),
\]

\[
\phi_r(t) := \sup_{\tau \in (0,t)} \left( \tau^{\frac{N}{d}} R^{-\frac{2}{d}} ||u(\tau)||_{L^\infty(B_R \cap \Omega)}^{q-1} \right),
\]

which are non-decreasing in \( t \). In what follows, we always assume (4.4). Hence \( \psi_r(t) \) and \( \phi_r(t) \) are finite for any \( t \in (0, T) \) and \( r > 0 \) (here we remark that the approximate solutions \( (u_n) \) enjoy the assumption above with \( \Omega = B_n \)).

The next lemma can be proved in an analogous fashion to the proof of Lemma 3.3. More precisely, we refer the reader to [8] Lemma 3.3, p.200].
Lemma 4.4 \((L^1\) estimate for gradients). Let \(u = u(x,t) : Q_T \to [0, +\infty)\) be a non-negative measurable function satisfying (3.8), (4.1) and (4.4) with \(1 < q < 2\). Let \(\zeta : \Omega \to [0, 1]\) be a smooth cut-off function such that \(\text{supp} \zeta = B_{2R}\) and \(\zeta \equiv 1\) on \(B_R\). Then it holds that

\[
\int_0^t \int_{B_{2R}} H(\nabla u) \zeta \, dx \, d\tau \\
\leq C_{q,N} \left( R^{1+\frac{q}{2}} \int_0^t \tau^{\frac{q}{2} - 1} \phi_r(\tau) \frac{d}{2} \psi_r(\tau) \, d\tau + R^{1+\frac{q}{2}} \int_0^t \tau^{\frac{q}{2} - \frac{ND}{2^q}} \phi_r(\tau) \frac{d}{2} \psi_r(\tau) \, d\tau \right)^{1/2} \\
\times \left( R^{1+\frac{q}{2}} \int_0^t \tau^{\frac{q}{2} - 1} \phi_r(\tau) \frac{d}{2} \psi_r(\tau) \, d\tau \right)^{1/2}
\]

for all \(t \in (0, T)\) and \(r, R \in \mathbb{R}\) satisfying \(2R \geq r > 0\) and \(B_{2R} \subset \Omega\).

We shall next derive integral inequalities for \(\psi_r(t)\) and \(\phi_r(t)\). They will finally play a crucial role to prove Lemma 4.2.

Lemma 4.5 (Integral inequality for \(\phi_r\)). Under the same setting as above, there exist constants \(C_1, C_2 > 0\) such that

\[
\phi_r(t) \leq C_1 \int_0^t \tau^{-\frac{ND}{q}} \phi_r(\tau) \frac{d}{2} \psi_r(\tau) \, d\tau + C_2 \psi_r(t)^{\frac{d}{q}}
\]

(4.5)

for any \(t > 0\) and \(r > 0\).

Outline of proof. The lemma can be proved as in [8, Lemma 3.2., p.200]. Set

\[
\lambda := Nd + \frac{4}{q - 1}.
\]

By Lemma 4.3, noting that

\[
R^{-\frac{2}{d}} \|u(t)\|_{L^\infty(B_{2R} \times (t/8, t))}^{2 - q} + t^{-1} \leq t^{-\frac{Nd}{N\lambda}} \phi_r(t)^d + t^{-1},
\]

we have

\[
t^{\frac{N}{\lambda}} R^{-\frac{2}{d}} \|u(t)\|_{L^\infty(B_{2R})}^{2 - 1} \lesssim t^{\frac{N}{\lambda}} R^{-\frac{2}{d}} \left( t^{-\frac{Nd}{N\lambda}} \phi_r(t)^d + t^{-1} \right)^{\frac{N + 2}{2}} \left( \int_{t/8}^t \int_{B_{2R}} u^2 \, dx \, dt \right)^{\frac{2}{\lambda}} \\
\lesssim H_1 + H_2,
\]

where \(H_1\) and \(H_2\) are given by

\[
H_1 := t^{\frac{N}{\lambda}} R^{-\frac{2}{d}} t^{-\frac{Nd}{N\lambda}} \phi_r(t)^d \left( \int_{1/8}^t \int_{B_{2R}} u(x, \tau)^2 \, dx \, d\tau \right)^{\frac{2}{\lambda}},
\]

\[
H_2 := t^{\frac{N}{\lambda}} R^{-\frac{2}{d}} t^{-\frac{Nd}{N\lambda}} \left( \int_{1/8}^t \int_{B_{2R}} u(x, \tau)^{q-1} u(x, \tau)^{3-q} \, dx \, d\tau \right)^{\frac{2}{\lambda}} \\
\leq \|u(\tau)\|_{L^\infty(B_{2R})}^{3-q} \int_{B_{2R}} u(x, \tau)^{q-1} \, dx.
\]
Then it suffices to estimate $H_1$ and $H_2$ from above in terms of $\phi_r(t)$ and $\psi_r(t)$ by the use of the definitions of these quantities only. Finally, we obtain the assertion by taking a supremum of both sides in $R \geq r > 0$ and $t \in (0, T)$. \qed

We next derive the second integral inequality.

**Lemma 4.6 (Integral inequality for $\psi_r$).** Under the same setting as above, there exist constants $C_3, C_4 > 0$ such that

$$
\psi_r(t) \leq C_3 \|\mu\|_r + C_4 \left( \int_0^t \tau^{-\frac{1}{q}-1} \phi_r(\tau) \frac{d\psi_r(\tau)}{d\tau} \, d\tau + \int_0^t \tau^{-\frac{2}{q}-1} \phi_r(\tau) \frac{d^2\psi_r(\tau)}{d\tau^2} \, d\tau \right) \tag{4.6}
$$

for any $t > 0$ and $r > 0$.

**Outline of proof.** The lemma can be verified as in the proof of [8, Lemma 3.4., p.202]. So we just give an outline. Let $\zeta_R$ be a smooth cut-off (in space only) function supported over the set $B_{2R}$ and substitute $w = \zeta_{2R}^2$ in (4.2). Then we have

$$
\frac{d}{dt} \left( \int_{B_{2R}} u^{q-1} \zeta_R^2 \, dx \right) + 2 \int_{B_{2R}} (H \nabla \zeta H) (\nabla u) \cdot (\nabla \zeta_R) \zeta_R \, dx \leq 0.
$$

To handle the second term in the left-hand side, we recall Lemma 4.4. Accordingly, it enables us to estimate

$$
R^{-\frac{d}{2}} \int_{B_R} u(x,t)^{q-1} \, dx
$$

(cf. the definition of $\psi_r(t)$) from above by use of the definitions of $\phi_r(t)$ and $\psi_r(t)$. \qed

We are now in a position to prove Lemma 4.2. To exhibit how $T_r(\mu)$ is selected, we shall give a complete proof for the lemma, although it is similar to [8, Lemma 3.5, p.202].

**Proof of Lemma 4.2.** Fix $t_* > 0$ arbitrarily. Since $t \mapsto \psi_r(t)$ is non-decreasing by definition, we derive from (4.5) that

$$
\phi_r(t) \leq C_1 \int_0^t \tau^{-\frac{N}{q}} \phi_r(\tau) \tau^{-\frac{1}{q}+1} \, d\tau + C_2 \psi_r(t_*)^\frac{2}{q}
$$

for $t \in (0, t_*)$. Then $\phi_r$ can be majorized by the solution of the Cauchy problem,

$$
H'_\varepsilon(t) = C_1 t^{-\frac{N}{q}} H_\varepsilon(t)^{-\frac{1}{q}}, \quad H_\varepsilon(0) = C_2 \psi_r(t_*)^\frac{2}{q} + \varepsilon,
$$

whose solution is given by

$$
H_\varepsilon(t) = \left[ (C_2 \psi_r(t_*)^\frac{2}{q} + \varepsilon)^{-\frac{d}{2}} - \frac{dk}{2} C_1 t^\frac{2}{q} \right]_{+}^{-\frac{1}{q}}
$$

(see also Lemma A.3 in Appendix). Hence letting $\varepsilon \to 0_+$, we infer that

$$
\phi_r(t) \leq \left( C_2^{-d} \psi_r(t_*)^{-\frac{2d}{q}} - \frac{dk}{2} C_1 t^\frac{2}{q} \right)_{+}^{-\frac{1}{q}} \quad \text{for} \quad t \in (0, t_*),
$$
which provides a bound of $\phi_r(t)$, unless the quantity in the parentheses is non-positive (then no information comes out any longer). In particular, setting $t_* = t$, we have

$$\phi_r(t) \leq \psi_r(t)^{\frac{2}{d}} \left( C_2^{-d} - \frac{d \kappa}{2} C_1 t^2 \psi_r(t)^{\frac{2d}{\kappa}} \right)^{-\frac{1}{d}},$$

and hence, for any $t > 0$ satisfying $(C_2^{-d} - \frac{d \kappa}{2} C_1 t^2 \psi_r(t)^{\frac{2d}{\kappa}})^{-\frac{1}{d}} \leq 2C_2$, that is,

$$[t \psi_r(t)^{d}]^{\frac{1}{d}} \leq \frac{2}{d \kappa C_1} (1 - 2^{-d}) C_2^{-d}, \quad (4.7)$$

we have

$$\phi_r(t) \leq 2C_2 \psi_r(t)^{\frac{2}{d}}. \quad (4.8)$$

Therefore it follows that

$$\psi_r(t) \leq C_3 \| \mu \|_r + C_4 \left( \int_0^t \tau^{\frac{2}{d}-1} \phi_r(\tau)^{\frac{2}{d} \psi_r(\tau)} d\tau + \int_0^t \tau^{\frac{2}{d}-1} \phi_r(\tau)^{\frac{2}{d} \psi_r(\tau)} d\tau \right) \leq C_5 \| \mu \|_r + C_4 \left[ (2C_2)^{\frac{2}{d}} \int_0^t \tau^{\frac{2}{d}-1} \psi_r(\tau)^{1+\frac{2d}{\kappa}} d\tau \right].$$

Here we note that

$$\tau^{\frac{2}{d}-1} \psi_r(\tau)^{1+\frac{2d}{\kappa}} = \tau^{\frac{2}{d}-1} \psi_r(\tau)^{1+\frac{2d}{\kappa}} \left[ \tau \psi_r(\tau)^{d} \right]^{\frac{1}{d}},$$

which along with (4.7) gives

$$\psi_r(t) \leq C_3 \| \mu \|_r + C_5 \int_0^t \tau^{\frac{2}{d}-1} \psi_r(\tau)^{1+\frac{2d}{\kappa}} d\tau$$

for some constant $C_5 > 0$. Then $\psi_r(t)$ is majorized by the solution

$$G_\varepsilon(t) = \left[ (C_3 \| \mu \|_r + \varepsilon)^{-\frac{d}{\kappa}} - C_5 dt^{\frac{1}{\kappa}} \right]^{\frac{-\kappa}{d}},$$

of the Cauchy problem,

$$G_\varepsilon'(t) = C_5 t^{\frac{1}{\kappa}-1} G_\varepsilon^{\frac{d}{\kappa}}, \quad G_\varepsilon(0) = C_3 \| \mu \|_r + \varepsilon$$

(see also Lemma A.3 in Appendix). Thus passing to the limit as $\varepsilon \to 0_+$, one obtains

$$\psi_r(t) \leq \left[ (C_3 \| \mu \|_r)^{-\frac{d}{\kappa}} - C_5 dt^{\frac{1}{\kappa}} \right]^{\frac{-\kappa}{d}} = \| \mu \|_r \left( C_3^{-\frac{d}{\kappa}} - C_5 d \| \mu \|_r^{\frac{d}{\kappa}} t^{\frac{1}{\kappa}} \right)^{-\frac{\kappa}{d}},$$

which implies

$$\| u(t)^{q-1} \|_r \leq \psi_r(t) \leq C \| \mu \|_r$$

whenever

$$C_5 d \| \mu \|_r^{\frac{d}{\kappa}} t^{\frac{1}{\kappa}} \leq \frac{1}{2} C_3^{-\frac{d}{\kappa}}, \quad \text{ i.e., } 0 \leq t \leq \left( \frac{C_3^{-\frac{d}{\kappa}}}{2C_5 d \| \mu \|_r^{\frac{d}{\kappa}}} \right)^{\kappa} \approx \| \mu \|_r^{-d}. \quad (4.10)$$

Thus (i) follows. In particular, the estimate above yields

$$t \psi_r(t)^d \lesssim t \| \mu \|_r^d, \quad (4.11)$$
and hence, one can take a constant \( T_r(\mu) \simeq \|\mu\|_{r-d}^d > 0 \) as in (1.30) such that (4.7) as well as (4.10) hold for any \( t \in (0, T_r(\mu)) \). Moreover, it follows from (4.8) that

\[
\|u(t)\|_{L^\infty(B_R)} \lesssim t^{-\frac{N}{2\kappa}} R^2 \|\mu\|_r^2 \quad \text{for any } t \in (0, T_r(\mu)),
\]

which implies (ii). Finally, by Lemma 4.4 along with (4.7)–(4.9) and (4.11), one can verify that

\[
\int_0^t \|H(\nabla u)\|_{L^1(B_R)} \, d\tau \leq CR^{1+\frac{2}{\kappa}} \left( \int_0^t \tau^{\frac{1}{\kappa}-\frac{2N\kappa}{2\kappa}} \phi_r(\tau)^{\frac{3}{2}} \bar{\psi}_r(\tau) \, d\tau + \int_0^t \tau^{\frac{1}{\kappa}-1} \phi_r(\tau)^{\frac{d}{2}} \psi_r(\tau) \, d\tau \right)
\]

\[
\leq CR^{1+\frac{2}{\kappa}} \left( \int_0^t \tau^{\frac{1}{\kappa}-1} \, d\tau \right) \|\mu\|_{r-d}^{1+\frac{2}{\kappa}} \quad \text{(by (4.7)–(4.9) and (4.11))}
\]

\[
\leq CR^{1+\frac{2}{\kappa}} t^{\frac{2}{\kappa}} \|\mu\|_{r-d}^{1+\frac{2}{\kappa}} \quad \text{for any } t \in (0, T_r(\mu)). \quad (4.12)
\]

Here we used the fact that

\[
\tau^{\frac{1}{\kappa}-\frac{2N\kappa}{2\kappa}} \phi_r(\tau)^{\frac{3}{2}} \bar{\psi}_r(\tau) \lesssim \tau^{\frac{2}{\kappa}-1} \phi_r(\tau)^{\frac{3}{2}} \bar{\psi}_r(\tau)^{\frac{2}{\kappa}+1}
\]

\[
= \left[ \tau \psi_r(\tau)^{\frac{1}{2}} \right]^{\frac{3}{2}} \tau^{\frac{2}{\kappa}-1} \phi_r(\tau)^{\frac{1}{2}} \leq \tau^{\frac{1}{2}} \phi_r(\tau)^{\frac{1}{2}}. \quad (4.13)
\]

This completes the proof. \( \square \)

We further obtain the following corollary:

**Corollary 4.7 (Local estimates for gradients).** Let \( u = u(x, t) : QT \to [0, +\infty) \) be a non-negative measurable function satisfying (3.8), (4.11), (1.3) and (4.14) with \( 1 < q < 2 \). Then for each \( r > 0 \) it holds that

\[
\int_0^t \tau^{\frac{1}{2}} \left( \int_{B_R} H(\nabla u)^2 \zeta_R^2 \, dx \right) \, d\tau \lesssim R^{1+\frac{2}{\kappa}} t^{\frac{2}{\kappa}} \|\mu\|_{r-d}^{1+\frac{2}{\kappa}} \quad (4.13)
\]

for any \( t \in (0, T_r(\mu)) \) and \( R \in [r, +\infty) \) satisfying \( B_{2R} \subset \Omega \). Furthermore, for any \( 0 < t_1 < t_2 < T_r(\mu) \) and \( R \in [r, +\infty) \) satisfying \( B_{2R} \subset \Omega \), there exists a constant \( M \geq 0 \) depending only on \( q, N, \|\mu\|_r, t_1, t_2, r, R \) such that

\[
\int_{t_1}^{t_2} \int_{B_R} H(\nabla u)^2 \, dx \, d\tau \leq M. \quad (4.14)
\]

**Outline of proof.** Indeed, as a by-product of the proof for Lemma 4.1, one can derive

\[
\int_0^t \tau^{\frac{1}{2}} \left( \int_{B_{2R}} H(\nabla u)^2 \zeta_R^2 \, dx \right) \, d\tau
\]

\[
\leq R^{1+\frac{2}{\kappa}} \int_0^t \tau^{\frac{1}{2}-\frac{2N\kappa}{2\kappa}} \phi_r(\tau)^{\frac{3}{2}} \bar{\psi}_r(\tau) \, d\tau + R^{1+\frac{2}{\kappa}} \int_0^t \tau^{\frac{1}{2}-1} \phi_r(\tau)^{\frac{d}{2}} \psi_r(\tau) \, d\tau.
\]

Hence using (4.8)–(4.9) and (4.11), we can obtain (4.13). Moreover, (4.14) follows from (4.13) and (ii) of Lemma 4.2. \( \square \)
Now, all the estimates obtained so far can be extended to (possibly sign-changing) locally bounded local weak solutions to (3.8) and (3.9) for $1 < q < 2$.

**Lemma 4.8 (From “non-negative subsolution” to “sign-changing solution”).** All the assertions of Lemma 4.2 and Corollary 4.7 also hold for (possibly sign-changing) locally bounded local weak solutions to (3.8) and (3.9) for $1 < q < 2$.

**Proof.** All the estimates obtained in Lemma 4.2 and Corollary 4.7 have been proved for non-negative measurable functions satisfying (3.8), (4.1). Now, let $u$ be a locally bounded local weak solution and define the positive-part $u^+$ and negative-part $u^-$ of $u$ by

$$u^+ := u \lor 0 \geq 0, \quad u^- := (-u) \lor 0 \geq 0$$

(hence $u = u^+ - u^-$ and $|u| = u^+ + u^-$), which turn out to be non-negative measurable functions satisfying (3.8), (4.1). Moreover, note that

$$\int_B |u|^r \, dx = \int_B u^+_r \, dx + \int_B u^-_r \, dx$$

for any $r \in [1, +\infty)$ and domain $B$ in $\mathbb{R}^N$. Furthermore, we also observe that $u_\pm \in W^{1,r}(B)$ for $u \in W^{1,r}(B)$ with $r \in [1, +\infty)$, and moreover,

$$|\nabla u| = |\nabla u_+ - \nabla u_-| \leq |\nabla u_+| + |\nabla u_-|.$$

Thus all the assertions of Lemma 4.2 and Corollary 4.7 have been extended to (possibly sign-changing) locally bounded local weak solutions. □

4.2. **Proof of Theorem 1.6.** We are in a position to prove Theorem 1.6.

**Proof of Theorem 1.6.** Let $u_n$ be (the zero extension onto $\mathbb{R}^N$ of) an energy solution of (3.2)–(3.4) on $[0, +\infty)$ (see §3.1). Fix $r > 0$. For $n \in \mathbb{N}$ large enough, we find that (4.3) and (4.4) hold true. Indeed, letting $\varphi \in C_0^\infty(\mathbb{R}^N)$ such that $0 \leq \varphi \equiv 1$ in $B_R$ and $\varphi \equiv 0$ on $\mathbb{R}^N \setminus B_{2R}$, we see that

$$\liminf_{t \to 0^+} \int_{B_R} |u_n(x,t)|^{q-1} \, dx \leq \liminf_{t \to 0^+} \int_{\mathbb{R}^N} |u_n(x,t)|^{q-1} \varphi(x) \, dx = \int_{\mathbb{R}^N} |\mu_n(x)| \varphi(x) \, dx \to \int_{\mathbb{R}^N} \varphi(x) \, d|\mu|(x) \leq \mu(B_{2R}).$$

It follows that

$$\liminf_{t \to 0^+} R^{-\frac{q}{r}} \int_{B_R} |u_n(x,t)|^{q-1} \, dx \lesssim (2R)^{-\frac{q}{r}} |\mu|(B_{2R}) \leq \|\mu\|_r$$

for $2R \geq r$ and $n \in \mathbb{N}$ large enough. Thus it yields (4.3) for $u = u_n$ with $n \gg 1$. Moreover, (4.4) readily follows from the regularity for $u_n$ mentioned in §3.1.

Then, thanks to (i) and (iii) of Lemma 4.2, we observe that

$$\int_0^t \int_{B_R} |u_n(x,\tau)|^{q-1} \, dx \, d\tau \lesssim tR^{\frac{q}{r}} \|\mu\|_r,$$
\[ \int_0^t \| H(\nabla u_n) \|_{L^1(B_R)} \, dt \lesssim t^{\frac{1}{R}} R^{1+\frac{2}{n}} \| \mu \|_{r}^{1+\frac{4}{n}}, \]

for \( R > n \) and \( t \in (0, T_r(\mu)) \). Thus (A2) with (3.1) has been checked for \( S = T_r(\mu) \). Furthermore, by (ii) of Lemma 4.2 it follows that

\[
\sup_{t \in (t_1, t_2)} \left( \int_{B_R} |u_n(x, t)| \, dx \right) \lesssim t_1^{\frac{N}{q(1-q)}} R^{\frac{2}{q(1-q)} + N} \| \mu \|_{r}^{\frac{2}{q(1-q)}},
\]

\[
\int_{t_1}^{t_2} \int_{B_R} |u_n(x, t) q^{-1}|^2 \, dx \, dt \lesssim t_1^{\frac{N}{r}} (t_2 - t_1) R^{\frac{4}{r} + N} \| \mu \|_{r}^{\frac{4}{r}},
\]

for any \( 0 < t_1 < t_2 < T_r(\mu) \). We recall (4.14) as well. Therefore (A1) follows with (3.1) and \( S = T_r(\mu) \). Consequently, thanks to Theorem 1.3 we can assure that (1.19), (1.20) with \( q \in (1, 2) \) admits a local-energy solution on \((0, T_r(\mu))\). Furthermore, passing to the limits of all the estimates in Lemma 4.2 with \( u \) replaced by \( u_n \) as \( n \to +\infty \) and using weak lower semicontinuity of norms, we can prove (1.31)–(1.33) as in the proof of Theorem 1.5. Finally, due to (1.30), one can also verify that (1.19), (1.20) admits a local-energy solution on \((0, T(\mu))\) in the sense of Definition 1.4 since for any \( T \in (0, T(\mu)) \) one can take \( r > 0 \) such that \( uT < T_r(\mu) \).

\[ \square \]

5. Further Applications and Extensions

The last section is devoted to other possible applications as well as possible extensions of the general framework developed in the present paper.

5.1. Finsler heat equation. Theorem 1.3 is of course applicable to the Cauchy problem for the Finsler heat equation, that is, (1.19) with \( q = 2 \), which has already been studied by the authors (see also [16]). In [2], the authors studied

\[ \partial_t u = \Delta_{H^q} u \quad \text{in} \quad \mathbb{R}^N \times (0, +\infty), \quad u|_{t=0} = \mu, \quad (5.1) \]

and proved existence of a distributional solution \( u = u(x, t) \) to the Cauchy problem (5.1) in \((0, 1/(4\Lambda))\) for any signed Radon measure \( \mu \) in \( \mathbb{R}^N \) satisfying a square-exponential condition in terms of the dual norm \( H_0(x) \),

\[ \sup_{x \in \mathbb{R}^N} \int_{B_{H_0(x, 1/\sqrt{\Lambda})}} e^{-\Lambda H_0(y)^2} \, d|\mu|(y) < +\infty \quad (5.2) \]

for some \( \Lambda > 0 \). For the validity of the assumption (5.2), see [2] Theorem 1.2-(i)]. (See also e.g., [3] Section 9 and [15] Theorem 1.8.) Moreover, it is also proved that \( 1/(4\Lambda) \) is the optimal maximal existence time and the growth condition (5.2) is also optimal in a proper sense. To this end, for approximate solutions \( (u_n) \), the following local estimates are established for some \( T_* > 0 \): there exist constants \( \sigma, C > 0 \) and \( \ell \in (0, 1/2) \) such that

\[ \sup_{x \in \mathbb{R}^N} \int_{x+B_1} e^{-h(y,0)} |u_n(y, t)| \, dy \leq C \sup_{x \in \mathbb{R}^N} \int_{x+B_1} e^{-\Lambda H_0(y)^2} |\mu_n(y)| \, dy, \]

\[ \int_0^{T_*} \| H(\nabla u_n) \|_{L^1(B_R)} \, dt \lesssim t^{\frac{1}{\sigma}} R^{1+\frac{2}{n}} \| \mu \|_{r}^{1+\frac{4}{n}}, \]

for \( R > n \) and \( t \in (0, T_* \sigma(\mu)) \). Thus (A2) with (3.1) has been checked for \( S = T_* \). Furthermore, by (ii) of Lemma 4.2 it follows that

\[ \sup_{t \in (t_1, t_2)} \left( \int_{B_R} |u_n(x, t)| \, dx \right) \lesssim t_1^{\frac{N}{q(1-q)}} R^{\frac{2}{q(1-q)} + N} \| \mu \|_{r}^{\frac{2}{q(1-q)}}, \]

\[ \int_{t_1}^{t_2} \int_{B_R} |u_n(x, t) q^{-1}|^2 \, dx \, dt \lesssim t_1^{\frac{N}{r}} (t_2 - t_1) R^{\frac{4}{r} + N} \| \mu \|_{r}^{\frac{4}{r}}, \]

for any \( 0 < t_1 < t_2 < T_* \). We recall (4.14) as well. Therefore (A1) follows with (3.1) and \( S = T_* \). Consequently, thanks to Theorem 1.3 we can assure that (1.19), (1.20) with \( q \in (1, 2) \) admits a local-energy solution on \((0, T_*)\). Furthermore, passing to the limits of all the estimates in Lemma 4.2 with \( u \) replaced by \( u_n \) as \( n \to +\infty \) and using weak lower semicontinuity of norms, we can prove (1.31)–(1.33) as in the proof of Theorem 1.5. Finally, due to (1.30), one can also verify that (1.19), (1.20) admits a local-energy solution on \((0, T(\mu))\) in the sense of Definition 1.4 since for any \( T \in (0, T(\mu)) \) one can take \( r > 0 \) such that \( uT < T_* \).

\[ \square \]
\[ \sup_{x \in \mathbb{R}^N} \int_0^t \int_{x+B_1} e^{-h(y,\tau)} H(\nabla u_n(y,\tau)) \, dy \, d\tau \leq C t^\sigma \sup_{x \in \mathbb{R}^N} \int_{x+B_1} e^{-\Lambda H_0(y)^2 |\mu_n(y)|} \, dy, \]

where \( h(y,\tau) := \Lambda H_0(y)^2 (1 + \tau^\ell) \), for any \( t \in (0,T_*) \), and moreover, other local estimates for \((u_n)\) (e.g., estimates in \( L^\infty_{\text{loc}}(0,S; L^2(B_R)) \) \( \cap L^2_{\text{loc}}(0,S; H^1(B_R)) \) for \( R > 0 \)) are also derived (hence (A1) and (A2) follow immediately). Finally, a \( C^{1,\alpha} \)-regularity estimate for quasilinear parabolic equations (with uniform elliptic operators) is employed to derive pointwise convergence of gradients \((\nabla u_n)\), and hence, it enables us to identify the limit of the gradient nonlinearity due to the coincidence between weak and pointwise limits. In contrast, the approach developed in the present paper does not require any higher regularity estimates (such as \( C^{1,\alpha} \) estimates) and the identification of weak limits of the gradient nonlinearity can be performed within the framework of local estimates established in [2] only.

5.2. Doubly-nonlinear parabolic equations. Theorem [13] is also applicable to other doubly-nonlinear parabolic equations, whose typical example reads,

\[ \partial_t \left( |u|^{q-2}u \right) = \Delta_p u \quad \text{in } \mathbb{R}^N \times (0, +\infty), \tag{5.3} \]

where \( 1 < q < +\infty \) and \( \Delta_p \) is the so-called \( p \)-Laplacian given by

\[ \Delta_p u = \text{div} \left( |\nabla u|^{p-2} \nabla u \right), \quad 1 < p < +\infty. \]

Equation (5.3) can be regarded as a unified form of the PME/FDE (1.18) as well as the \( p \)-Laplace parabolic equation,

\[ \partial_t u = \Delta_p u \quad \text{in } \mathbb{R}^N \times (0, +\infty). \]

The Cauchy problem for (5.3) with growing initial data has been studied in [14], where existence of solutions is proved for the three cases \( p > q \), \( p = q \) and \( p < q \).

The reduction of (5.3) to (1.1) can be performed by setting

\[ \beta(u) = |u|^{q-2}u \quad \text{and} \quad a(x,t,\xi) = |\xi|^{p-2}\xi. \]

Here a potential of \( \beta \) is given by

\[ \hat{\beta}(u) = \frac{1}{q} |u|^q. \]

Hence (1.3)–(1.5) can be checked immediately as in §3. Moreover, (A0) can be checked with the aid of a general theory developed in [5], which enables us to guarantee existence of energy solutions of the Cauchy-Dirichlet problem for (5.3) posed on any smooth bounded domain. Therefore existence of local-energy solutions can be ensured by Theorem [13] if all the assumptions (A1) and (A2) are checked (see [14] for local-energy estimates). It is noteworthy that, thanks to Theorem [13] it suffices to establish at most a local \( L^2 \)-estimate for gradients \((\nabla u_n)\).

A further application may be extended to the Finsler doubly-nonlinear problem, that is,

\[ \partial_t \left( |u|^{q-2}u \right) = \Delta_{H,p} u \quad \text{in } \mathbb{R}^N \times (0, +\infty), \]

where \( \Delta_{H,p} \) is the Finsler \( p \)-Laplacian given by

\[ \Delta_{H,p} u := \text{div} \left( H(\nabla u)^{p-1} \nabla \xi H(\nabla u) \right), \quad 1 < p < +\infty. \]
Then we set \( a(x, t, \xi) = H(\xi)^{p-1} \nabla_\xi H(\xi) \). Therefore (1.3)–(1.5) can also be checked, and moreover, (A0) can be proved by use of the abstract theory developed in [5]. Hence it remains to prove (A1) and (A2) to apply Theorem 1.3. On the other hand, proofs of all lemmas and corollaries in §3 and §4 are free from the restriction \( p = 2 \), because the Finsler FDE and PME are already a sort of doubly-nonlinear problem. So Theorems 1.5 and 1.6 may be extended to the Finsler doubly-nonlinear problem for \( p > q \) and \( p < q \), respectively, in an analogous manner (however, it is not handled in the present paper for the sake of simplicity).

5.3. Stefan problem. We next deal with a one-phase Stefan problem, whose classical form is given as

\[
\begin{align*}
\partial_t u(x, t) &= \Delta u(x, t) & \text{for } x \in \Omega(t), \ t \in (0, T), \\
u(x, t) &= 0, \quad \partial_t u(x, t) = \mu |\nabla u(x, t)|^2 & \text{for } x \in \partial\Omega(t), \ t \in (0, T), \\
u(x, 0) &= u_0(x) & \text{for } x \in \Omega(0),
\end{align*}
\]

where \( \mu > 0 \) is a constant and \( T > 0 \). Here the second relation on the boundary \( \partial\Omega(t) \) is equivalent to the so-called Stefan condition of the free boundary \( \partial\Omega(t) \). Indeed, if the free boundary has a level-set representation \( \partial\Omega(t) = \{ x \in \mathbb{R}^N : \Phi(x, t) = 0 \} \) for some (smooth) function \( \Phi : \mathbb{R}^N \times (0, +\infty) \to \mathbb{R} \), the second relation is rewritten as

\[
\partial_t \Phi(x, t) = \mu \nabla u(x, t) \cdot \nabla \Phi(x, t) \quad \text{for } x \in \partial\Omega(t), \ t \in (0, T).
\]

Higher dimensional Stefan problems are often studied in a weak formulation, although the one-dimensional case is usually studied in the classical setting. In order to introduce a weak formulation, we first extend \( u \) by zero on the whole domain \( \mathbb{R}^N \). Then the classical form (5.4)–(5.6) is reduced to the following weak formulation with the aid of integration by parts formula:

\[
- \int_0^T \int_{\mathbb{R}^N} \beta_0(u) \partial_t \phi \, dx \, dt - \int_{\mathbb{R}^N} \beta_0(u_0(x)) \phi(x, 0) \, dx + \int_0^T \int_{\mathbb{R}^N} \nabla u \cdot \nabla \phi \, dx \, dt = 0
\]

for any \( \phi \in C_c^\infty(\mathbb{R}^N \times [0, T]) \). Here \( \beta_0 : \mathbb{R} \to \mathbb{R} \) is given by

\[
\beta_0(u) = \begin{cases}
  u & \text{if } u > 0, \\
u - \mu^{-1} & \text{if } u \leq 0.
\end{cases}
\]

Moreover, define the maximal monotone extension \( \beta : \mathbb{R} \to 2^\mathbb{R} \) of \( \beta_0 \) by

\[
\beta(u) = \begin{cases}
u & \text{if } u > 0, \\
[-\mu^{-1}, 0] & \text{if } u = 0, \\
u - \mu^{-1} & \text{if } u \leq 0.
\end{cases}
\]

Then the weak formulation implies

\[
\partial_t b = \Delta u, \quad b \in \beta(u) \quad \text{in } \mathbb{R}^N \times (0, T).
\]

Moreover, a Finsler variant reads,

\[
\partial_t b = \Delta_R u, \quad b \in \beta(u) \quad \text{in } \mathbb{R}^N \times (0, T),
\]

(5.7)
which is a sort of doubly-nonlinear problem and can also be reduced to (1.1) by setting \( a(x, t, \xi) = \xi \). Furthermore, we set

\[
\hat{\beta}(u) = \begin{cases} 
\frac{1}{2} u^2 & \text{if } u \geq 0, \\
\frac{1}{2} u^2 - \mu^{-1} u & \text{if } u \leq 0.
\end{cases}
\]

Then \( \hat{\beta} \) is strictly convex. Thus (1.3)–(1.5) are checked, and therefore, the Finsler Stefan problem (5.7) falls within the scope of the general framework presented in this paper. On the other hand, local energy estimates for (5.7) may not have yet been established.

5.4. Extensions of the general framework. Finally, let us also discuss possible extensions of the general framework for doubly-nonlinear problems established in the present paper. A first extension is concerned with the Cauchy problem for

\[
\partial_t v = \text{div} a(x, t, \nabla u) + g, \quad v \in \beta(u) \quad \text{in } \mathbb{R}^N \times (0, S),
\]

where \( g \) is a given function satisfying

\[
g \in M(\mathbb{R}^N \times [0, S]) \cap L^p(\mathbb{R}^N \times (0, S)) \quad \text{for } R > 0.
\]

Then one can take an approximate sequence \((g_n)\) in \( C^\infty_c([0, S] \times \mathbb{R}^N)\) such that

\[
g_n \to g \quad \text{strongly in } L^p(B_R \times (t_1, t_2))
\]

for \( R > 0 \) and \( 0 < t_1 < t_2 < S \) and

\[
\int_0^S \int_{\mathbb{R}^N} g_n \psi \, dx \, dt \to \int_0^S \int_{\mathbb{R}^N} \psi \, dg(x, t)
\]

for \( \psi \in C^\infty(\mathbb{R}^N \times [0, S]) \) as \( n \to +\infty \). One can extend Theorem 1.3 to the Cauchy problem for (5.8). To this end, we replace (1.11) in (A0) with

\[
\langle \partial_t v_n(t), w \rangle_{W_0^{1, p}(B_n)} + \int_{B_n} a(x, t, \nabla u_n(x, t)) \cdot \nabla w(x) \, dx = \int_{B_n} g_n(x, t) w(x) \, dx
\]

for any \( w \in W_0^{1, p}(B_n) \) and a.e. \( t \in (0, S) \). Then we modify local-energy estimates; in the proof of (2.23), we need control an additional term as follows:

\[
\int_{B_n} g_n(x, t) v_n(x, t) \psi_R \, dx \leq \| g_n(t) \xi_R \|_{L^p(B_2R)} \| v_n(t) \xi_R \|_{L^{p'}(B_2R)}^{p' - 1}
\]

\[
\leq \| v_n(t) \xi_R \|_{L^p(B_2R)}^{p'} + C \| g_n(t) \xi_R \|_{L^{p'}(B_2R)},
\]

which leads us to derive (2.5) again. A similar modification should also be applied to estimate \( \rho \partial_t v_n \). Furthermore, (2.23) will additionally involve the term

\[
\int_{i_1}^{i_2} \int_{B_R} g_n u_n \rho \, dx \, dt \to \int_{i_1}^{i_2} \int_{B_R} g \rho \, dx \, dt
\]

as \( n \to +\infty \). Therefore the term

\[
\int_{i_1}^{i_2} \int_{B_R} g \psi \, dx \, dt
\]
will be added to the right-hand side of the weak form (2.32). Finally, noting that

\[ \int_0^t \int_{\mathbb{R}^N} g_n \psi \, dx \, d\tau \rightarrow \int_0^t \int_{\mathbb{R}^N} \psi \, dg(x, \tau) \]

for any \( \psi \in C_c^\infty(\mathbb{R}^N \times [0, S]) \), we shall rewrite (2.36) as

\[ -\int_0^t \int_{\mathbb{R}^N} v_\partial \psi \, dx \, d\tau + \int_0^t \int_{\mathbb{R}^N} v(x, t) \psi(x, t) \, dx - \int_{\mathbb{R}^N} \psi(x, 0) \, d\mu(x) \]

\[ + \int_0^t \int_{\mathbb{R}^N} \mathbf{a}(x, t, \nabla u) \cdot \nabla \psi \, dx \, d\tau = \int_0^t \int_{\mathbb{R}^N} \psi(x, \tau) \, dg(x, \tau) \quad (5.10) \]

for all \( \psi \in C_c^\infty([0, S] \times \mathbb{R}^N) \). All the other parts of the assertion remain valid.

We further consider perturbation problems for (1.1), that is,

\[ \partial_t \psi = \text{div} \mathbf{a}(x, t, \nabla u) + f(x, t, u, \nabla u), \quad \psi \in \beta(u) \quad \text{in} \quad \mathbb{R}^N \times (0, S), \quad (5.11) \]

where \( f : \mathbb{R}^N \times (0, +\infty) \times \mathbb{R} \times \mathbb{R}^N \rightarrow \mathbb{R} \) is a perturbation term satisfying certain assumptions, e.g., \( f \) is a Carathéodory function, i.e., measurable in \( (x, t) \) and continuous in the other variables, and \( f \) complies with some growth conditions in \( u \) and \( |\nabla u| \). The extension to (5.8) may help us to extend Theorem 1.3 to the perturbed equation (5.11).

Let us finally consider structural stability of (1.1), namely, let \( (a_n(x, t, \xi)) \) and \( (\beta_n(u)) \) be approximate sequences of \( a(x, t, \xi) \) and \( \beta(u) \), respectively, and replace \( a(x, t, \nabla u_n) \) and \( \beta(u_n) \) in (A0) and (A2) by \( a_n(x, t, \nabla u_n) \) and \( \beta_n(u_n) \), respectively. To this end, we may assume \( G \)-convergence for \( a_n(x, t, \xi) \) and \( \beta_n \) (cf. [23]).

### Appendix A. Some lemmas

**Lemma A.1.** Let \( \mu \) be a Radon measure in \( \mathbb{R}^N \). Then there exists a sequence \( (\mu_n) \) in \( C_c^\infty(\mathbb{R}^N) \) such that \( \text{supp} \mu_n \subset B_n \) and \( \mu_n \rightarrow \mu \) weakly star in \( \mathcal{M}(\mathbb{R}^N) \), that is,

\[ \int_{\mathbb{R}^N} \varphi \mu_n \, dx \rightarrow \int_{\mathbb{R}^N} \varphi \, d\mu(x) \quad \text{for} \quad \varphi \in C_c(\mathbb{R}^N) \]

as \( n \rightarrow +\infty \). Moreover, \( |\mu_n| \rightarrow |\mu| \) weakly star in \( \mathcal{M}(\mathbb{R}^N) \).

**Proof.** The Jordan decomposition theorem implies a unique decomposition of \( \mu = \mu^+ - \mu^- \) for some positive Radon measures \( \mu^\pm \) on \( \mathbb{R}^N \). Then, one can take smooth approximations \( \mu_n^\pm \in C^\infty(\mathbb{R}^N) \) of \( \mu^\pm \) such that \( \mu_n^\pm \rightarrow \mu^\pm \) weakly star in \( \mathcal{M}(\mathbb{R}^N) \) (e.g., by use of the Riesz representation theorem and mollifier). Now, let \( \zeta_n \in C_c^\infty(\mathbb{R}^N) \) be such that \( 0 \leq \zeta_n \leq 1 \) in \( \mathbb{R}^N \), \( \text{supp} \zeta_n \subset B_n \), and \( \zeta_n \equiv 1 \) on \( B_n/2 \). Let \( \psi \in C_c(\mathbb{R}^N) \) and set \( \varphi = \zeta_n \psi \in C_c(\mathbb{R}^N) \). It follows that

\[ \int_{\mathbb{R}^N} \psi(x) \zeta_n(x) \mu_n^+ \, dx \stackrel{n \rightarrow +\infty}{\longrightarrow} \int_{\mathbb{R}^N} \psi(x) \mu^+ \, dx \]

\[ \int_{\mathbb{R}^N} \psi(x) \zeta_n(x) \mu_n^- \, dx \stackrel{n \rightarrow +\infty}{\longrightarrow} \int_{\mathbb{R}^N} \psi(x) \mu^- \, dx. \]

Therefore setting \( \mu_n := \zeta_n(\mu_n^+ - \mu_n^-) \in C_c^\infty(\mathbb{R}^N) \), we observe that \( \mu_n \rightarrow \mu \) weakly star in \( \mathcal{M}(\mathbb{R}^N) \) as \( n \rightarrow +\infty \). Similarly, one can also verify that \( |\mu_n| \rightarrow |\mu| \) weakly star in \( \mathcal{M}(\mathbb{R}^N) \). \( \square \)
Lemma A.2. Under the setting in (2.3, the function $t \mapsto \rho v_n(t)$ is absolutely continuous with values in $(W^{1,p}(B_R))^*$ on $[t_1, t_2]$ such that

$$\rho \partial_t v_n = \partial_t [\rho v_n] \text{ in } (W^{1,p}(B_R))^* \text{ a.e. in } (t_1, t_2).$$

Proof. We observe that, for any $w \in W^{1,p}(B_R)$ and a.e. $t \in (t_1, t_2)$,

$$\langle \rho \partial_t v_n(t), w \rangle_{W^{1,p}(B_R)} \overset{\text{def.}}{=} \langle \partial_t v_n(t), \rho w \rangle_{W^{1,p}(B_R)} = \lim_{h \to 0} \left\langle \frac{v_n(t + h) - v_n(t)}{h}, \rho w \right\rangle_{W^{1,p}(B_R)}$$

$$= \lim_{h \to 0} \int_{B_R} \left( \frac{v_n(t + h) - v_n(t)}{h} \right) \rho w \, dx$$

$$= \lim_{h \to 0} \int_{B_R} \left( \frac{\rho v_n(t + h) - \rho v_n(t)}{h} \right) w \, dx$$

$$= \lim_{h \to 0} \left\langle \frac{\rho v_n(t + h) - \rho v_n(t)}{h}, w \right\rangle_{W^{1,p}(B_R)},$$

whence follows that $t \mapsto \rho v_n(t)$ is weakly differentiable in $W^{1,p}(B_R)$ at a.e. $t \in (t_1, t_2)$, and moreover, the weak derivative coincides with $\rho \partial_t v(t)$ (in $(W^{1,p}(B_R))^*$). On the other hand, we observe that

$$\left| \langle \rho v_n(t) - \rho v_n(s), w \rangle_{W^{1,p}(B_R)} \right|$$

$$= \left| \langle v_n(t) - v_n(s), \rho w \rangle_{W^{1,p}(B_R)} \right|$$

$$\leq \|v_n(t) - v_n(s)\|_{W^{-1,p'}(B_R)} \|\rho w\|_{W^{1,p}(B_R)}$$

$$\leq \|w\|_{W^{1,p}(B_R)} \int_s^t \|\partial_\sigma v_n(\sigma)\|_{W^{-1,p'}(B_R)} \, d\sigma$$

for $w \in W^{1,p}(B_R)$ and $0 < s < t < S$ (indeed, $v_n \in W^{1,p'}(0, S; W^{-1,p'}(B_R))$ by (A0)). Therefore $t \mapsto \rho v_n(t)$ is absolutely continuous in $(W^{1,p}(B_R))^*$ on $[t_1, t_2]$, and hence, it is strongly differentiable in $(W^{1,p}(B_R))^*$ a.e. in $(t_1, t_2)$. Since the weak derivative coincides with the strong one, we obtain the relation \text{(A.1)}.

Lemma A.3 (Comparison principle for integral inequalities). Let $f : \mathbb{R} \to \mathbb{R}$ be a non-decreasing function and let $a_+, a_-$ be constants such that $a_- < a_+$. Let $\phi_+, \phi_- : [0, +\infty) \to \mathbb{R}$ and $k : [0, +\infty) \to \mathbb{R}_+$ be (possibly discontinuous) functions such that $t \mapsto k(t)f(\phi_{\pm}(t)) \in L^1_{\text{loc}}([0, +\infty))$ and

$$\phi_-(t) \leq a_- + \int_0^t k(\tau)f(\phi_-(\tau)) \, d\tau,$$

$$\phi_+(t) \geq a_+ + \int_0^t k(\tau)f(\phi_+(\tau)) \, d\tau$$

for $t > 0$. Then $\phi_-(t) < \phi_+(t)$ for all $t > 0$. 


Proof. We first note that
\[
\phi_-(t) - \phi_+(t) \leq a_- - a_+ + \int_0^t k(\tau) \left[ f(\phi_-(\tau)) - f(\phi_+(\tau)) \right] \, d\tau,
\] (A.2)
whence follows that one can take \( t_* > 0 \) such that
\[
\phi_-(t) - \phi_+(t) < 0 \quad \text{for} \quad t \in [0, t_*].
\]
Assume on the contrary that there exists a finite \( t_1 > 0 \) such that
\[
\phi_-(t) - \phi_+(t) < 0 \quad \text{for} \quad t \in (0, t_1), \quad \phi_-(t_1) - \phi_+(t_1) \geq 0.
\]
Recall (A.2) and substitute \( t = t_1 \). It then follows that
\[
0 \leq \phi_-(t_1) - \phi_+(t_1) \\
\leq a_- - a_+ + \int_0^{t_1} k(\tau) \left[ f(\phi_-(\tau)) - f(\phi_+(\tau)) \right] \, d\tau < 0,
\]
which implies a contradiction. Thus we conclude that \( t_1 = +\infty \). \( \square \)
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