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ABSTRACT
Groundwater management requires accurate methods for simulating and predicting groundwater processes. Data-based methods can be applied to serve this purpose. Support vector regression (SVR) is a novel and powerful data-based method for predicting time series. This study proposes the genetic algorithm (GA)–SVR hybrid algorithm that combines the GA for parameter calibration and the SVR method for the simulation and prediction of groundwater levels. The GA–SVR algorithm is applied to three observation wells in the Karaj plain aquifer, a strategic water source for municipal water supply in Iran. The GA–SVR’s groundwater-level predictions were compared to those from genetic programming (GP). Results show that the randomized approach of GA–SVR prediction yields $R^2$ values ranging between 0.88 and 0.995, and root mean square error (RMSE) values ranging between 0.13 and 0.258 m, which indicates better groundwater-level predictive skill of GA-SVR compared to GP, whose $R^2$ and RMSE values range between 0.48–0.91 and 0.15–0.44 m, respectively.

Key words | genetic algorithm, groundwater level, prediction, simulation, support vector regression

INTRODUCTION
Groundwater is a vital source of municipal, industrial, and agricultural water use worldwide. One important aspect of groundwater management is the prediction of groundwater levels. This is mostly done by simulating groundwater flow with numerical models. This paper proposes an alternative approach to the prediction of groundwater levels, namely using a data-based methodology that relies on time series of observed groundwater levels and other relevant variables such as precipitation, recharge, and aquifer discharge. This paper shows that the application of data-based groundwater-level prediction models constitutes an alternative method to predicting groundwater levels bypassing the implementation of numerical groundwater simulations when aquifer characteristics (hydraulic conductivity, storativity, recharge, boundary, and initial conditions, etc.) are poorly known.

Box & Jenkins (1976) proposed a linear relation between input and output series to predict groundwater levels. Ever since, new data-based prediction methods have emerged with vastly improved capacities, such as artificial neural network (ANN), adaptive neural fuzzy inference system (ANFIS), genetic programming (GP), and support vector regression (SVR). Several papers reported the use of ANN for groundwater prediction and simulation in the past, but its high sensitivity to trained data, overlearning (overfitting) problems and its dependence on hidden neurons are significant drawbacks (Maier & Dandy 2000; Hsu et al. 2002; Coppola et al. 2003; Rao et al. 2005; Zaheer & Bai 2005; Affandi & Watanabe 2007; Nourani et al. 2008; Tsanis et al. 2008; Banerjee et al. 2009; Mohanty et al. 2010; Adamowski & Chan 2011; Trichakis et al. 2011; Wu & Chau 2011; Maheswaran & Khosa 2013; Mohanty et al. 2013; Shiri et al. 2013; Emanaghilizadeh et al. 2014; Jha & Sahoo 2014). ANFIS was successfully employed to predict and simulate groundwater levels by Affandi & Watanabe...
Shiri & Kisi (2011), Moosavi et al. (2013), Shiri et al. (2015), and Emamgholizadeh et al. (2014). Fewer applications of GP for groundwater-level prediction and simulation are known, and the studies reported by Shiri & Kisi (2011), Shiri et al. (2015), Fallah-Mehdipour et al. (2013), and Fallah-Mehdipour et al. (2014) appear to be the only ones published to date. Fallah-Mehdipour et al. (2013) predicted and simulated the groundwater level of the Karaj aquifer, Iran, with GP and ANFIS. Fallah-Mehdipour et al. (2014) applied GP as a groundwater modeling tool in the Karaj aquifer. They generated 100 random combinations of aquifer recharge and discharge followed by numerical simulation of groundwater level of the cells in the groundwater network. The aquifer recharge and discharge calculated with the numerical model were then input to the GP method. Their results demonstrated there is no need to simulate the entire aquifer to obtain the recharge and discharge in each cell for changed conditions in the aquifer because the trained (i.e., calibrated) GP has the capacity to estimate the groundwater level at any desirable location in the aquifer.

The SVR method introduced by Vapnik (1995) has been applied to predict the groundwater level. Jin et al. (2009) used a least square support vector regression (LS–SVR) based on chaos dynamic and a radial basic function (RBF) as kernel to predict groundwater levels. Behzad et al. (2010) predicted the groundwater level under different pumping and weather conditions applying ANN and SVR methods. The RBF kernel is used in their study. The SVR method parameters were identified with the grid search method. Their results indicated that the SVR method is more accurate and general in comparison to ANN methods, especially when the data are insufficient. Yoon et al. (2011) compared ANN and SVR methods in groundwater-level prediction of two wells at a coastal aquifer in Korea. Their results showed the average resulted error in the SVR method was lower than that in the ANN method, that the SVR method was superior in learning complex relations between data and eliminating data noise, and that the model-building process should be carefully conducted, especially when using ANN models for groundwater-level forecasting in a coastal aquifer. Shiri et al. (2015) made a comparison between the ANN, ANFIS, GP, SVR, and auto regressive moving average methods in groundwater-level prediction. Their results showed GPs had the best predictive skill for groundwater levels up to 7 days beyond the recorded data. Gong et al. (2016) evaluated validity of three nonlinear time-series intelligence models – adaptive neuro fuzzy inference system, support vector machines, and artificial neural networks – in the prediction of the groundwater level. They developed and applied these three models for two wells close to Lake Okeechobee in Florida. The latter authors employed data sets of temperature, precipitation, groundwater level, and others as input data to forecast groundwater levels. They also calculated five quantitative standard statistical evaluation measures, correlation coefficient, normalized mean square error, root mean square error (RMSE), Nash–Sutcliffe efficiency coefficient, and the Akaike information criteria to evaluate the performances of these models. Their results established the SVM and ANFIS models’ predictions were more accurate than the ANN model. Zhou et al. (2017) applied a data-base prediction model combining support vector machine and discrete wavelet transform preprocessing for groundwater-level forecasting. They applied regular SVM and regular ANN, and wavelet preprocessed ANN models to monthly groundwater-level records over a period of 37 years from ten wells in Mengcheng County, China. The latter authors’ results indicate that wavelet preprocessing improved the training and test performance of the SVM and ANN models. The SVM model provided the most accurate and reliable groundwater-level prediction compared to the SVM, ANN, and SVM models, and the prediction results of the SVM model were superior to the ANN model’s in generalization ability and precision.

A literature review shows an increasing trend in the use of data-driven methods in groundwater prediction and simulation. The ANN and ANFIS models have been more frequently applied than GP and SVR models, partly explained by the more recent origin of the latter two methods. The application of SVM to groundwater prediction and simulation has been hindered by the reliance on a linear objective function (Jin et al. 2009) and by the lack of a systematic approach to tune its parameters (Behzad et al. 2010; Yoon et al. 2011; Shiri et al. 2015; Su et al. 2013). A proper combination of the SVR parameters is necessary to achieve maximum predictive accuracy. The LS–SVR method solves a linear objective function instead of a quadratic one without any regularization, thus hindering its predictive accuracy (Sujay Raghavendra...
Meta-heuristic optimization algorithms have overcome the parameter-tuning challenges (Sujay Raghavendra & Deka 2014), as demonstrated by several water-resources studies (Bozorg-Haddad et al. 2008; Noory et al. 2012; Sabbaghpour et al. 2012; Bozorg-Haddad et al. 2014b). Meta-heuristic algorithms such as the GA can optimize the SVR parameters, and the calibrated SVR is then applied to prediction problems. The coupled GA–SVR methodology offers flexibility in parameter estimation and a robust predictive algorithm.

This paper introduces a coupled GA–SVR algorithm and tests its accuracy in predicting groundwater levels. This paper’s approach selects the training (i.e., calibration) and testing groundwater-level data chronologically and randomly. The GA is applied to optimize the SVR parameters and the parameter-optimized SVR is implemented for groundwater-level prediction. The prediction results obtained with the GA–SVR and the GP methods are compared to assess their relative merits.

THE SVR METHOD

The SVR method was introduced by Vapnik (1995) and has been applied to solve regression problems and to predict time series in a wide range of fields. The main idea behind the SVR method is to first select a nonlinear mapping algorithm, called the support vector kernel function, through which the input vectors are mapped onto a high-dimensional feature space and related to the output vectors. This method skillfully solves multi-dimensional prediction problems with generality. The SVR method steps are detailed next:

The function \( f \) represents the nonlinear relation between inputs \( (x) \) and outputs \( (y) \) of an arbitrary process. Equation (1) shows the function \( f \):

\[
 f = f(x, \omega) = \omega \cdot \phi(x) + b 
\]

where \( x \) = input vector, where \( x \) belongs to an \( n \)-dimensional space \( (x \in \mathbb{R}^n, x \) is a vector \( n \times 1) \); \( y \) = output \( (y \in \mathbb{R}), [y \) a real scalar]; \( \omega \) = the regression weight vector \( [\omega]: 1 \times n \); \( b \) = model bias (scalar), \( \phi(x) \) = nonlinear mapping, \( b \) and \( \omega \) are calculated through with Equations (2) and (3). \( \phi \) maps the nonlinear regression between inputs and outputs onto a high-dimensional space whereby a simpler regression is achieved that replaces the complex nonlinear regression of the original input space.

The kernel function \( K \) is needed in the mapping process with the equation \( K(x, x') = [\phi(x)' \cdot \phi(x)] \), where \( x' \) is the transpose of \( x \). This mapping replaces \( x \) in the original space by \( \phi(x) \). It is not necessary to know the explicit expression of the nonlinear mapping \( \phi \) throughout the solution processes. The kernel is appropriately chosen iteratively by the SVR method.

The selection of the kernel function \( K \)

There is no general principle to obtain the kernel function \( K \) (Li et al. 2010). The linear, polynomial, sigmoid, and the RBF are widely applied kernel functions in the SVR method. Previous findings indicate the best choice of kernel is problem-specific. The RBF has had the largest number of reported successful applications among the competing choices. This function has several advantages such as the low number of parameters compared with other kernel functions (Su et al. 2015). The RBF kernel function was applied in this work due to the large effect of the number of kernel function parameters on the SVR method’s complexity. The RBF is given by Equation (4):

\[
 K(x, x_i) = e^{-\gamma ||x - x_i||^2} 
\]

where \( ||x - x_i||^2 \) = the Euclidean norm of \( x-x_i \); \( x_i \) = the \( t \)th input vector, \( \gamma \) = the RBF parameter.

OPTIMIZATION OF THE SVR PARAMETERS WITH THE GA

The SVR method accuracy is largely dependent on the tuning SVR parameters \( (C, \gamma \) and \( \epsilon \)). The standard SVR method does not specify an algorithm for selecting its parameters. Meta-heuristic optimization algorithms have been used for this purpose successfully in recent studies (Bozorg-Haddad et al. 2011; Su et al. 2013; Bozorg-Haddad et al. 2014a, 2014b). This work employs the GA for selecting the optimal values of the SVR method.
The GA is a heuristic search method inspired by evolutionary processes observed in nature, and is a widely employed algorithm for solving optimization problems in many fields of research (Chiu & Chen 2009). The GA poses an optimization problem as the selection of sequences of populations whose members are potential solutions of the problem at hand. The fitness of the members of generated populations in the GA improves through its iterations by the application of selection rules that mimic the principle of survival of the fitness of evolutionary theory. The best (fittest) members of a current population are selected for reproduction to generate a new population by means of crossover and mutation rules. Population members evolve from generation to generation. The GA ends after a large number of user-specified iterations or according to other user-specified termination criteria, at which time the remaining members of the last population are optimal in the sense that they constitute a solution that is very near the global optimal solution of the problem being solved. The GA is employed in this study to obtain optimal parameters of the SVR method. The flowchart of the coupled GA–SVR method is depicted in Figure 1.

The content of the left-dotted box in Figure 1 concerns the preprocessing of data. The SVR method with chosen kernel function is trained after identifying the train and test data set. The contents of the right-dotted box in Figure 1 describe the procedure of determining the optimal parameters ($C$, $\gamma$, and $\varepsilon$). The iteration number in the optimization process starts from zero ($i = 0$), at which time the initial population is randomly generated. The SVR method is trained (calibrated), employing the population of its members (potential solutions), and the objective function is calculated for each individual member to evaluate their fitness. Population, elitism, crossover rate, mutation rate, and the number of iterations of the GA were set to 10, 1, 0.8, 0.02, and 100 respectively. The $\text{RMSE}$ was herein employed as the objective function to be minimized in the search for the SVR optimal parameters. The training data set was applied to calculate the objective function. The splitting of the data into training and testing data sets is discussed later. The $\text{RMSE}$ and regression $R^2$ criteria were implemented to assess the error and accuracy of the hybrid GA–SVR method. Their $\text{RMSE}$ and $R^2$ formulas
are given respectively by Equations (5) and (6):

$$\text{RMSE} = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (y_t - \hat{y}_t)^2}$$  \hspace{1cm} (3)

$$R^2 = 1 - \frac{\sum_{t=1}^{T} (y_t - \hat{y}_t)^2}{\sum_{t=1}^{T} (y_t - \bar{y})^2}$$  \hspace{1cm} (4)

in which \(\hat{y}_t\) is the estimated (calculated) data by the SVR method, \(\bar{y}\) is the average of estimated data and \(\bar{y}\) is the average of the observation data, and \(T\) is the number of data values.

The GA iterates with the current population of potential solutions until finding optimized values of the SVR parameters \(C\), \(\varepsilon\), and \(\gamma\), which are those that occur whenever the \(\text{RMSE}\) objective function is minimized. The selection, crossover and mutation operators of the GA are then applied to generate a new population of solutions after finding the SVR optimal parameters. The SVR method is trained (calibrated) with the new population. This process is repeated until finding the SVR parameters associated with the optimal population of solutions. At this juncture the SVR method is optimally trained (calibrated) and it is then ready for testing with the testing data set.

THE CASE STUDY: THE KARAJ PLAIN

This paper’s study region is located in the northwestern Karaj plain in Iran. The drinking water for Karaj city is predominantly groundwater. The aquifer storage is recharged by precipitation and recharge wells. Three observation wells were selected in the current study as the indicator of groundwater-level fluctuations in the region. The Karaj plain region depicting the location of the observation wells is shown in Figure 2.

The Shah-Abbasi, Tarbiat-Moallem, and Mehr-Shahr wells are labeled as 1, 2, and 3, respectively, in Figure 2. The monthly precipitation \((P_t)\) and evaporation \((EV_t)\) were selected as the surface parameters most strongly affecting the groundwater level. The 2002–2008 statistical period was used in this study (84 months total). Two prediction and simulation models were defined using the various input sets. The model functions are presented in Equations (7)–(10). For ease of referencing the models are numbered as follows:

$$h^i_t = f^i_1(h^1_{t-1}, h^2_{t-1}, h^3_{t-1}) \quad j = 1, 2, 3 \quad \text{Model 1}$$  \hspace{1cm} (5)

$$h^i_t = f^i_2(h^1_{t-1}, h^2_{t-1}, h^3_{t-1}, P_{t-1}, EV_{t-1}) \quad j = 1, 2, 3 \quad \text{Model 2}$$  \hspace{1cm} (6)

$$h^i_t = \begin{cases} f^i_3(h^1_{t-1}, h^2_{t-1}, h^3_{t-1}, h^1_t, h^2_t) & j = 1 \\ f^i_3(h^1_{t-1}, h^2_{t-1}, h^3_{t-1}, h^1_t, h^2_t) & j = 2 \\ f^i_3(h^1_{t-1}, h^2_{t-1}, h^3_{t-1}, h^1_t, h^2_t) & j = 3 \\ \end{cases}$$  \hspace{1cm} (7)

Model 3

$$h^i_t = \begin{cases} f^i_4(h^1_{t-1}, h^2_{t-1}, h^3_{t-1}, h^1_t, P_{t-1}, P_t, EV_{t-1}, EV_t) & j = 1 \\ f^i_4(h^1_{t-1}, h^2_{t-1}, h^3_{t-1}, h^1_t, P_{t-1}, P_t, EV_{t-1}, EV_t) & j = 2 \\ f^i_4(h^1_{t-1}, h^2_{t-1}, h^3_{t-1}, h^1_t, P_{t-1}, P_t, EV_{t-1}, EV_t) & j = 3 \\ \end{cases}$$  \hspace{1cm} (8)

where \(h^i_t\) = groundwater level of the \(j^{th}\) well at time step \(t\); \(j = \) number of observation wells in which Shah-Abbasi \((j = 1)\), Tarbiat-Moallem \((j = 2)\), and Mehr-Shahr \((j = 3)\); \(t = \) monthly time step; \(h^1_{t-1}\) = groundwater level of well number 1 at time step of \(t-1\); \(h^2_{t-1}\) = groundwater level of well number 2 at time step \(t-1\); \(h^3_{t-1}\) = groundwater level of well number 3 at time step \(t-1\); \(P_{t-1}\) = precipitation depth at time step \(t-1\); \(P_t\) = precipitation depth at time step \(t\); \(EV_{t-1}\) = evaporation depth at time step \(t-1\); \(EV_t\) = evaporation depth at time step \(t\); \(f^i_1\) = prediction model for the \(j^{th}\) well with groundwater data (Model 1); \(f^i_2\) = prediction model for the \(j^{th}\) well with groundwater and surface data (Model 2); \(f^i_3\) = simulation model for the \(j^{th}\) well with groundwater data (Model 3); \(f^i_4\) = simulation model for the \(j^{th}\) well with groundwater and surface data (Model 4).

RESULTS AND DISCUSSION

This work applied three different approaches to select the training and testing data sets of the GA–SVR method. In the first approach all the available data in the statistical period (84 months total) were employed for training. The purpose of taking this approach is assessing the ability of the GA–SVR to reproduce groundwater-level fluctuations.
The second approach divides the data into training and testing sets. The division in this approach was done chronologically. The first 6 years of the statistical period were selected for training the GA–SVR method and the last year was used to test the method. The aim of this division is assessing the ability of the GA–SVR method in estimating...
groundwater level with non-trained data, i.e., testing the predictive accuracy of the trained SVR with a data set not used in its training. In the third approach, similar to the second, the data were divided into two sets: training and testing. The difference introduced in the third approach was the random selection of the data sets. The purpose of applying the third approach is increasing the probability of finding similarity in the correlation structure between the training and testing data sets.

**Assessing the ability of the GA–SVR method to reproduce groundwater-level fluctuation**

The prediction and simulation models consider all the available data (84 month) in the first approach. The GA–SVR method was trained with all available data to test its ability in reproducing groundwater levels. The GA–SVR calculated parameters and the error criteria are listed in Table 1.

The differences between the observation data and the calculated results from the best prediction and simulation models for each well are illustrated in Figure 3. Among prediction and simulation models, the model with the lowest value of the RMSE objective function was the best one. It is seen in Figure 3 and Table 1 that the GA–SVR method is able to fit the selected models to the groundwater-level data quite well. One noteworthy issue in Table 1 is that the prediction model of the Shah-Abbasi well increases its accuracy with the addition of surface data, which is not the case in the other wells.

| Observation well     | Model | C    | ε    | R2   | RMSE (m) |
|----------------------|-------|------|------|------|----------|
| Shah-Abbasi          | 1     | 5.272| 0.038| 0.9996|
|                      | 2     | 6.100| 0.014| 0.9999|
|                      | 3     | 3.761| 0.012| 0.9992|
|                      | 4     | 3.785| 0.011| 0.9991|
| Tarbiat-Moallem      | 1     | 5.754| 0.028| 0.9994|
|                      | 2     | 2.411| 0.096| 0.9965|
|                      | 3     | 3.283| 0.010| 0.9997|
|                      | 4     | 2.403| 0.010| 0.9999|
| Mehr-Shahr           | 1     | 3.148| 0.026| 0.9868|
|                      | 2     | 2.906| 0.090| 0.9880|
|                      | 3     | 2.235| 0.010| 0.9996|
|                      | 4     | 2.344| 0.042| 0.9972|

The models that consider the surface variables (precipitation and evaporation) in prediction and simulation of the Shah-Abbasi well’s groundwater level are 0.03 and 0.04 m more accurate than the models that only consider the subsurface factors. The reason may be found in the data correlation structure. The correlation structure of the observation wells’ groundwater levels is listed in Table 2.

It is seen in Table 2 that the groundwater level of the Shah-Abbasi well is correlated with the groundwater level of the Shah-Abbasi well at time step \( t - 1 \) (the previous time step), with the groundwater level of the Mehr-Shahr well at time steps of \( t \) and \( t - 1 \), and with the evaporation at time step \( t \) at the 1% significant level. The groundwater
The level of the same well is correlated at the 5% significant level with evaporation at time step $t - 1$ and precipitation at time step $t$. Thus, the prediction accuracy of the groundwater level of the Shah-Abbasi well is improved by considering surface factors. The other two wells models do not exhibit significant correlation with surface factors.

### Chronological selection of the training and testing data

The GA–SVR method was trained with the training data set and the parameters ($C$, $\gamma$, and $\varepsilon$) were determined. The predictive skill of the GA–SVR method was tested using the optimized parameters and the testing data. The optimized parameter values are listed in Table 3.

For the purpose of comparison, the results of Fallah-Mehdi-pour et al. (2013) are shown in Table 4. The contents of Table 4 show that the first and fourth models for the Shah-Abbasi well fit the data quite well while the results of Models 2 and 3 are not acceptable because of the correlation structure of the data. The correlation structure of the training and testing data is shown in Table 5. It is seen in Table 5 that the correlation structures of the training and testing data differ. The SVR is a data-based method. Therefore, the SVR’s predictive accuracy drops dramatically if the structure of the testing data is

### Table 2 | Correlation structure of data with the first selection approach

| Variables | $h_1^t$ | $h_2^t$ | $h_3^t$ |
|-----------|---------|---------|---------|
| $h_1^t$  | 1.00    | -0.05   | 0.63**  |
| $h_2^t$  | -0.05   | 1.00    | 0.28*   |
| $h_3^t$  | 0.63**  | 0.28*   | 1.00    |
| $h_{1,1}^t$ | 0.93** | -0.11   | 0.57**  |
| $h_{2,1}^t$ | -0.03  | 0.89**  | 0.20    |
| $h_{3,1}^t$ | 0.64** | 0.28**  | 0.93**  |
| $P^t$    |         | -0.22*  | -0.18   |
| $P_{t-1}$|         | 0.12    | -0.08   |

** and * mean 1% and 5% significant levels, respectively.

### Table 3 | Parameters of the GA–SVR algorithm with the second selection approach

| Observation well | Model | $C$   | $\varepsilon$ | $\gamma$ |
|------------------|-------|-------|---------------|----------|
| Shah-Abbasi (well number 1) | 1     | 6.481 | 0.060         | 5.318    |
|                   | 2     | 10.200| 0.100         | 10.100   |
|                   | 3     | 3.167 | 0.061         | 1.644    |
|                   | 4     | 100.200| 0.010   | 10.848   |
| Tarbiat-Moallem (well number 2) | 1     | 2.643 | 0.035         | 3.363    |
|                   | 2     | 1.622 | 0.014         | 0.387    |
|                   | 3     | 2.761 | 0.009         | 2.632    |
|                   | 4     | 94.500| 0.010         | 1.850    |
| Mehr-Shahr (well number 3) | 1     | 2.868 | 0.080         | 2.845    |
|                   | 2     | 20.031| 0.010         | 5.953    |
|                   | 3     | 1.790 | 0.013         | 0.730    |
|                   | 4     | 15.410| 0.018         | 2.29     |

### Table 4 | Statistical criteria of the GA–SVR algorithm and GP method with the second selection approach

| Observation well | Model | Training |       | Testing |       |
|------------------|-------|----------|-------|---------|-------|
|                  |       | RMSE (m) | $R^2$ | RMSE (m) | $R^2$ |
| Shah-Abbasi (well number 1) | 1     | 0.060    | 0.9994 | 0.171    | 0.8601 |
|                   | 2     | 0.098    | 0.9993 | 0.691    | 0.3317 |
|                   | 3     | 0.163    | 0.9934 | 0.704    | 0.7749 |
|                   | 4     | 0.010    | 0.9999 | 0.097    | 0.9367 |
| Tarbiat-Moallem (well number 2) | 1     | 0.117    | 0.9858 | 0.533    | 0.7213 |
|                   | 2     | 0.025    | 0.9996 | 0.427    | 0.8926 |
|                   | 3     | 0.015    | 0.9998 | 0.622    | 0.6073 |
|                   | 4     | 0.010    | 0.9999 | 0.399    | 0.8272 |
| Mehr-Shahr (well number 3) | 1     | 0.073    | 0.9884 | 0.130    | 0.5332 |
|                   | 2     | 0.010    | 0.9998 | 0.263    | 0.4539 |
|                   | 3     | 0.053    | 0.9922 | 0.165    | 0.7093 |
|                   | 4     | 0.018    | 0.9995 | 0.166    | 0.5957 |

|                  |       | RMSE (m) | $R^2$ | RMSE (m) | $R^2$ |
|                  |       | Training |       | Testing |       |
|                  |       | RMSE (m) | $R^2$ | RMSE (m) | $R^2$ |
| Shah-Abbasi (well number 1) | 1     | 0.71     | 0.86   | 0.18     | 0.89 |
|                   | 2     | 0.62     | 0.89   | 0.15     | 0.90 |
|                   | 3     | 0.73     | 0.85   | 0.18     | 0.88 |
|                   | 4     | 0.6      | 0.9    | 0.15     | 0.91 |
| Tarbiat-Moallem (well number 2) | 1     | 0.4      | 0.83   | 0.44     | 0.73 |
|                   | 2     | 0.4      | 0.83   | 0.41     | 0.78 |
|                   | 3     | 0.43     | 0.80   | 0.44     | 0.73 |
|                   | 4     | 0.42     | 0.81   | 0.43     | 0.77 |
| Mehr-Shahr (well number 3) | 1     | 0.21     | 0.87   | 0.16     | 0.48 |
|                   | 2     | 0.19     | 0.89   | 0.15     | 0.55 |
|                   | 3     | 0.21     | 0.87   | 0.16     | 0.48 |
|                   | 4     | 0.19     | 0.89   | 0.15     | 0.54 |
The statistical period’s groundwater-level data used for testing has a correlation structure different to that of the training data for the Tarbiat-Moallem well. Because of this, the accuracy of the GA–SVR method and GP for this well is lower than those of the other two observation wells. The average error of the simulation and prediction models for this well is about 0.4 m, while this amount is about 0.1 m for the other two wells.

The calculated results shown in Table 4 indicate that the GA–SVR method has superior predictive accuracy compared to GP. Applying the coupled GA–SVR method improved its predictive and simulation accuracies respectively by about 5% and 35% in comparison with the GP model for the Shah-Abbasi well. The predictive accuracy of the prediction models obtained with the GP algorithm for the Tarbiat-Moallem well was 4% better than the GA–SVR method. The accuracy of the GA–SVR method is about 7% higher than the GP’s for the simulation models. The application of the GA–SVR method in the prediction models for the Mehr-Shahr well resulted in 18% better accuracy than that achieved with GP; however, the simulation model with GP exhibited a 9% improvement in comparison to the GA–SVR method.

Table 4 shows significant differences in the RMSE between the various models for each well. For the purpose of illustration, the accuracy of Models 1 and 2 for the

** and * mean 1% and 5% significant levels, respectively.

### Table 5 | Correlation structure of data with the second selection approach

| Variables | $h_1^t$ | $h_2^t$ | $h_3^t$ |
|-----------|---------|---------|---------|
| (a) Training |         |         |         |
| $h_1^t$ | 1.00    | 0.01    | 0.59**  |
| $h_2^t$ | 0.01    | 1.00    | 0.35**  |
| $h_3^t$ | 0.59**  | 0.35**  | 1.00    |
| $h_{1,1}$ | 0.92**  | -0.04   | 0.52**  |
| $h_{2,1}$ | 0.01    | 0.89**  | 0.25*   |
| $h_{3,1}$ | 0.60**  | 0.36**  | 0.95**  |
| $EV_1$ | 0.40**  | 0.14    | 0.17    |
| $EV_{2,1}$ | 0.25*   | 0.03    | -0.01   |
| $P_1$ | -0.23*  | -0.06   | -0.20   |
| $P_{1,1}$ | -0.12   | -0.02   | -0.08   |
| (b) Testing |         |         |         |
| $h_1^t$ | 1.00    | 0.84**  | 0.50    |
| $h_2^t$ | 0.84**  | 1.00    | 0.61*   |
| $h_3^t$ | 0.50    | 0.61*   | 1.00    |
| $h_{1,1}$ | 0.95**  | 0.64*   | 0.40    |
| $h_{2,1}$ | 0.74**  | 0.85**  | 0.38    |
| $h_{3,1}$ | 0.72**  | 0.75**  | 0.69*   |
| $EV_1$ | -0.63*  | -0.57*  | -0.55   |
| $EV_{2,1}$ | -0.53   | -0.74** | -0.49   |
| $P_1$ | 0.38    | 0.54    | 0.48    |
| $P_{1,1}$ | 0.38    | 0.64*   | 0.16    |
Shah-Abbasi well was 0.171 and 0.691, respectively. It is obvious that Model 1 achieved the better conformance with the correlation structure of the test data in this well according to Equations (7) and (8) and the correlation structure of the training and testing data presented in Table 5. The evaporation at the \( t - 1 \) time step was included in Model 2. The training data for the groundwater level of the Shah-Abbasi well shows significant correlation with evaporation in the \( t - 1 \) time step; however, this correlation is not seen in the testing data. In summary, the GA–SVR method is trained in a manner that specifies weights to link the evaporation at \( t - 1 \) time step to the groundwater level in the Shah-Abbasi well, but these weights introduce errors in the GA–SVR method with Model 2 because of the dissimilar correlation structure of testing data. Similar analyses can be performed for the other models and wells. This means that the accuracy of the GA–SVR method in prediction and simulation of the groundwater level is higher than the GP’s, but it is also more sensitive to the correlation structure of the data in comparison to GP. The results of GA–SVR method are presented in Figure 4.

Random selection of the training and testing data

The previous results established that the selection of the training and testing data set affects the GA–SVR method’s performance. The recorded monthly time series data used in this work constitute an extensive hydrologic time series. The hydrologic and climatic indicators have a specific pattern of temporal fluctuations. The second and third approaches are the principal methods to select the training and testing data. The second approach selected the data chronologically. One of the advantages of that approach is capturing seasonal fluctuations of the time series. It is essential to notice that selecting the training and testing data sequentially does not mean that the correlation structure between these two data sets is well preserved. The third approach selects the training and testing data randomly. The specific time patterns in the original data series might not be preserved in this approach. However, the random selection preserves the correlation structure between the training and testing data better than the chronological selection of the same data sets. The dissimilarity of the training and testing data correlation structures was observed in the second selection approach in this study. The third approach was implemented to evaluate the effect of the training and test data selection on prediction accuracy. The correlation structure of the randomly selected training and testing data sets is listed in Table 6.

Comparison of the results listed in Table 6 with those of Table 2 indicates that the correlation structure between the training and testing data sets conforms well with the correlation structure of the total data set, something not observed with the second approach wherein the two data sets (training and testing) where chosen chronologically. It is also evident in Table 6 that there is similarity in the correlation structure between the training and testing data sets.
The GA–SVR method was run to evaluate the third selection approach. These results suggest that the third approach, i.e., random selection of the training and testing data sets, is more appropriate than the second approach of chronological selection of the data sets.

The GA–SVR method was run to evaluate the third selection approach. The calculated results are presented in Table 7. Comparing Tables 4 and 7 highlights the effects of random and chronological selection of the training and testing data sets. For the purpose of illustration, the error of Model 2 for the Shah-Abbasi well was 0.691 with the chronological (second) approach. This error’s value equaled 0.191 with the randomized (third) approach, which amounts to a 72% improvement in predictive accuracy. The similar RMSE values for the training and testing data sets of the various models and their low errors indicate that the randomized selection of the training and testing data set overcomes the overtraining problem of the GA–SVR method. For the purpose of illustration, notice that the predictive accuracy of Model 4 with randomized selection of the training data was 40% better than that achieved with chronological selection of the training and testing data sets. The $R^2$ values ranged between 0.993–0.995, 0.888–0.9279, and 0.9663–0.9834 for wells 1, 2, and 3, respectively, in testing groundwater levels, which are significantly larger than those obtained with the GP model.

### Table 6: Correlation structure of data with the third selection approach

| Variables | $h_1$ | $h_2$ | $h_3$ |
|-----------|-------|-------|-------|
| (a) Training |       |       |       |
| $h_1$     | 1.00  | -0.05 | 0.62**|
| $h_2$     | -0.05 | 1.00  | 0.27* |
| $h_3$     | 0.62**| 0.27* | 1.00  |
| $h_{1.1}$ | 0.95**| -0.13 | 0.53**|
| $h_{2.1}$ | -0.04 | 0.89**| 0.18  |
| $h_{3.1}$ | 0.65**| 0.28* | 0.92**|
| $EV_t$    | 0.24* | 0.09  | 0.07  |
| $EV_{t.1}$| 0.15  | -0.07 | -0.08 |
| $P_t$     | -0.18 | 0.01  | -0.21 |
| $P_{t.1}$ | -0.03 | 0.05  | 0.03  |
| (b) Testing |      |       |       |
| $h_1$     | 1.00  | -0.12 | 0.64* |
| $h_2$     | -0.12 | 1.00  | 0.34  |
| $h_3$     | 0.64* | 0.34  | 1.00  |
| $h_{1.1}$ | 0.94**| -0.06 | 0.69* |
| $h_{2.1}$ | -0.03 | 0.79**| 0.34  |
| $h_{3.1}$ | 0.67* | 0.35  | 0.97**|
| $EV_t$    | 0.81**| -0.16 | 0.45  |
| $EV_{t.1}$| 0.51  | -0.00 | 0.21  |
| $P_t$     | -0.51 | -0.22 | -0.15 |
| $P_{t.1}$ | -0.39 | -0.015| -0.44 |

** and * mean 1% and 5%, significant levels, respectively.

Recall from Table 5 that there is no clear similarity between the training and testing data in the second approach, and that differences in correlation structure were observed between the first and second approaches. These results suggest that the third approach, i.e., random selection of the training and testing data sets, is more appropriate than the second approach of chronological selection of the data sets.

### Table 7: Statistical criterion of the GA–SVR method with the third selection approach

| Observation well | Training | Testing |
|------------------|----------|---------|
|                  | RMSE (m) | $R^2$   | RMSE (m) | $R^2$   |
| Shah-Abbasi     |          |         |          |         |
| (well number 1) | 0.053    | 0.9992  | 0.181  | 0.9950  |
| 2                | 0.057    | 0.9991  | 0.191  | 0.9926  |
| 3                | 0.042    | 0.9996  | 0.184  | 0.9930  |
| 4                | 0.010    | 0.9999  | 0.188  | 0.9943  |
| Tarbiat-Moallem  |          |         |          |         |
| (well number 2) | 0.122    | 0.9853  | 0.285  | 0.9279  |
| 2                | 0.077    | 0.9952  | 0.251  | 0.9081  |
| 3                | 0.041    | 0.9983  | 0.258  | 0.8876  |
| 4                | 0.039    | 0.9992  | 0.236  | 0.9044  |
| Mehr-Shahr       |          |         |          |         |
| (well number 3) | 0.038    | 0.9963  | 0.141  | 0.9663  |
| 2                | 0.048    | 0.9919  | 0.140  | 0.9729  |
| 3                | 0.029    | 0.9976  | 0.131  | 0.9834  |
| 4                | 0.029    | 0.9984  | 0.144  | 0.9683  |

This paper introduced the coupled GA–SVR method to the prediction and simulation of groundwater levels. The GA–SVR was tested with a data set from the Karaj aquifer in Iran. Selection of the training and testing data set affects the GA–SVR method’s performance. Therefore, three approaches for selecting the calibration and testing data sets were considered: (1) all of the available data were employed for training; (2) divide the data into training and testing sets chronologically; and (3) divide the data into training and testing sets randomly. This paper’s results have established that the GA–SVR method exhibits accurate prediction skill when its parameters are optimized and the training and testing data sets are chosen randomly. In addition, the results demonstrate the GA–SVR algorithm’s
accuracy in predicting and simulating groundwater levels with the three cited approaches, and establishes that the predictive accuracy of randomized selection of the training data was 40% better than that achieved with chronological selection of the training and testing data sets. Moreover, the $R^2$ values ranged between 0.995–0.995, 0.888–0.928, and 0.966–0.983 for wells 1, 2, and 3, respectively, in testing the groundwater level with the randomized approach, which implies a significant improvement of GA–SVR results compared to those obtained with the GP.
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