Mining Objects: Fully Unsupervised Object Discovery and Localization From a Single Image

Runsheng Zhang, Yaping Huang, Mengyang Pu, Qingji Guan, Jian Zhang, Qi Zou
Beijing Key Laboratory of Traffic Data Analysis and Mining, Beijing Jiaotong University, Beijing, 10004
{rszhang,yphuang,mengyangpu,jianzhang1,qzou}@bjtu.edu.cn qingjiguan@gmail.com

Abstract

The goal of our work is to discover dominant objects without using any annotations. We focus on performing unsupervised object discovery and localization in a strictly general setting where only a single image is given. This is far more challenging than typical co-localization or weakly-supervised localization tasks. To tackle this problem, we propose a simple but effective pattern mining-based method, called Object Mining (OM), which exploits the advantages of data mining and feature representation of pre-trained convolutional neural networks (CNNs). Specifically, Object Mining first converts the feature maps from a pre-trained CNN model into a set of transactions, and then frequent patterns are discovered from transaction database through pattern mining techniques. We observe that those discovered patterns, i.e., co-occurrence highlighted regions, typically hold appearance and spatial consistency. Motivated by this observation, we can easily discover and localize possible objects by merging relevant meaningful patterns in an unsupervised manner. Extensive experiments on a variety of benchmarks demonstrate that Object Mining achieves competitive performance compared with the state-of-the-art methods.

1. Introduction

Object localization and detection is a fundamental computer vision problem, which aims to discover and locate interesting objects within an image. Benefiting from the learning capability of deep convolutional neural networks and large-scale object bounding box annotations, object localization has achieved remarkable performance [19, 22]. However, it is expensive and labor-intensive to manually annotate bounding boxes on the large-scale dataset. This motivates the development of weakly supervised object localization methods, which only use image-level annotations to localize objects. Most existing weakly supervised object localization methods locate the objects by training a classification convolutional neural network with image-level annotations [38, 6, 36].

Recently, some works [26, 14, 3, 17, 31] shift their attention to image co-localization problem, which assumes less supervision and requires an image collection containing a single object class. But most of these efforts usually need to first generate enormous object proposals. This may lead to high time consumption and the performance heavily depends on the quality of the proposals.

Compared to co-localization methods [26, 14, 3, 17, 31], we address unsupervised object localization in a far more challenging scenario where only a single image is given. As illustrated in Figure 1, the setting of our method is fully unsupervised, without utilizing any annotations or even a single dominant class. Recent works [34, 12, 30] demonstrate that the pre-trained models on ImageNet [25] can be reused to obtain powerful semantic representation for a given image. Additionally, we observe that the convolutional activations usually fire at the same region that
may be a general part of an object. However, the convolutional activations are only useful to roughly localize the object regions, these regions are often small and sparse and cannot cover the entire objects. To make it worse, the localization results are not very robust to the noisy background. Therefore, it is of great interest to develop more efficient approaches to automatically discover and utilize these visual patterns, which would be beneficial to identify integral object regions.

To tackle the above issues, this paper proposes a novel and simple approach, named Object Mining (OM), to mine frequent patterns and discover objects from the pattern mining perspective. The success of our proposed method relies on two key foundations: 1) The CNN features extracted from the pre-trained model have powerful representation and provide abundant semantic and spatial information; 2) Pattern mining techniques can efficiently mine frequently-occurring visual patterns, which often indicate the location of objects in one image.

Object Mining first converts the deep features from the particular layer of a pre-trained CNN model into a set of transactions (i.e., a transaction database). Specifically, we propose an efficient transaction creation strategy: we extract the deep features from multiple convolutional layers and use a tunable threshold to select the descriptors that are used to convert to items. Benefiting from this strategy, we could retain the most useful information while discarding redundant information, which is critical to obtain a suitable input for a mining algorithm. Then we look for relevant but non-redundant patterns automatically through pattern mining techniques. Finally, we merge the selected patterns to generate a support map which represents the object regions. The experimental results show that the discovered regions are not only semantically consistent but also cover the objects accurately.

Our proposed method is simple but effective, which does not need the training process. Thus, we do not need to design complex loss function and avoid collecting a large amount of annotations which is labor consuming. More importantly, compared with co-localization methods, we address unsupervised object localization in more challenging scenarios where only a single image is given. It is more reasonable in the practical scenario.

To the best of our knowledge, we propose the first usage of pattern mining for fully-unsupervised object localization. The main contributions are summarized as follows:

- We propose an efficient transaction creation strategy to transform the convolutional activations into transactions, which is the key issue for the success of pattern mining techniques.
- Extensive experiments are conducted on four fine-grained datasets, Object Discovery dataset, ImageNet subsets and PASCAL VOC 2007 dataset. Our proposed method outperforms other fully-unsupervised methods by a large margin. Compared with co-localization methods, our method achieves competitive performance even for one single image in an unsupervised setting.

2. Related Work

2.1. Unsupervised Object Localization

Fully unsupervised localization is challenging due to the fact that it does not depend on any auxiliary information rather than a given image. Thus, many methods shift their attention to solve image co-localization problem [8, 24, 14, 26, 3, 17, 31]. Fully unsupervised image localization shares some similarities with image co-localization in the sense that both problems do not require image-level labels or bounding box annotations. The key difference is that image co-localization requires a set of images containing objects from the same category whereas fully unsupervised localization deals with only one single image. Some earlier image co-localization methods [8, 24, 14, 3] address this problem based on low-level features (e.g., SIFT, HOG). [17] is the first to use the features from fully connected layer of a pre-trained CNN model to learn a common object detector. However, the spatial correlation of deep descriptors in convolutional layers are lost. [37, 38] demonstrate that the convolutional activations remain spatial and semantic information and have remarkable localization ability. [31] utilizes the convolutional activations and further considers their correlations in an image collection to deal with image co-localization problem.

Since fully unsupervised image localization is a very challenging problem, there exist a limited number of comparable methods [30]. [30] extracts feature descriptors from the last max-pooling layer of a pre-trained VGG-16 model [25] and employs a simple mean value strategy to locate the main objects in fine-grained images. Similar with [30], we also explore convolutional activations in an unsupervised setting. Whereas, the novelty of our approach is that we develop a multi-layer feature combination strategy and take advantage of the powerful ability of pattern mining techniques to discover objects accurately. Compared with [30], we can mine more distinctive object regions, and our localization results cover the target objects more densely and completely.
2.2. Pattern Mining in Computer Vision

Pattern mining techniques have been developed for several decades in the data mining community. Usually, a set of patterns is a combination of several elements and the distinctive information is captured. Inspired by this fact, more researchers rise to investigate the problem of employing pattern mining to address computer vision tasks, including image classification [18, 10], image collections summarization [23] and object retrieval [10].

A key issue of pattern mining methods is how to transform an image into transaction data, which are suitable for pattern mining and maintain most of the corresponding discriminative information. Most earlier methods simply treat an individual visual word as an item in a transaction. Due to the sparsity of local bag-of-words (LBOW), LBOW is usually adopted as image representations in [21, 33, 1], then each visual word is treated as an item. However, this operation only considers the absence/presence of the visual word and may lead to loss of information during transaction creation. To avoid the above issues, [9] proposes a frequent local histograms method to represent an image with the histograms of patterns sets. More recently, [18] is first to illustrate how pattern mining techniques are combined with the CNN features, a more appealing alternative than the hand-crafted features. In these works, a local patch is transformed into a transaction by treating each dimension index of a CNN activation as an item. However, it also suffers from the loss of the critical spatial information due to the features extracted from the fully connected layer.

3. The Proposed Method

In this section, we provide details of our OM approach. The overview of the proposed method is illustrated in Figure 2. First, we extract the feature maps from the Pool-5 and ReLU-5 layers of a pre-trained VGG-16 model. Then, the feature maps are converted into a set of transactions and the meaningful patterns are discovered by pattern mining techniques. Finally, we illustrate the details of how to merge the selected patterns to localize potential target regions.

3.1. Notations and terminology

First, we introduce the data mining notations and terminology. Let \( I = \{i_1, i_2, ..., i_M\} \) denotes an itemset containing \( M \) items. A transaction \( T \subseteq I \) satisfies \(|T| \leq M\), where \(|T|\) is the number of transaction \( T \). We define a transaction database \( D = \{T_1, T_2, ..., T_N\} \), where each \( T_i \in D, \forall i = (1, ..., N) \). Given an itemset \( P \subseteq I \), we calculate the frequencies \( K \) of the itemset \( P \) in the transaction database \( D \) by \( K = |\{T \in D, P \subseteq T\}| \). Then, we define the support value of \( P \) as:

\[
supp(P) = \frac{K}{N} = \frac{|\{T \in D, P \subseteq T\}|}{N} \in [0, 1],
\]

where \(|\cdot|\) measures the cardinality, and \( N \) is the number of transactions in \( D \). The itemset \( P \) whose support value is larger than a predefined threshold is considered as the frequent itemset. The itemset \( P \) is the pattern we want to mine.

3.2. Extracting multi-layer feature maps

Recent works demonstrate that different convolutional layers learn different level features [34]. Specifically, the shallow and fine convolutional layers tend to learn simple appearance features (e.g., textures and color), while the deep and coarse convolutional layers learn semantic cues (e.g., meaningful patterns, dog’s face or bird’s head). In our work, the images are passed through a pre-trained VGG-16 [25] model and the feature maps are obtained from Pool-5 and ReLU-5 layers.
ReLU-5 layers. The reason we adopt the multi-layer combination is that such strategy allows us to take original images with arbitrary sizes as input, and also alleviates the loss of useful information caused by only considering single layer activations.

We randomly select an image from the fine-grained dataset (CUB-200-2011 [28]) and visualize the local response regions of Pool-5 and ReLU-5 layers. As shown in Figure 3, we can clearly observe that most semantic parts of a bird are frequently activated at the same location in the feature maps. Moreover, the activations of two specific layers sometimes overlap but complement each other very well. Motivated by this observation, we could combine these high-level feature maps to retain potential useful information as much as possible. However, some background regions are also activated, and these regions only present in few channels and are distributed sparsely. That means not all activated areas in the feature maps are useful, so it is necessary to further mine the meaningful regions using pattern mining techniques.

### 3.3. From feature maps to transactions

It is the most critical step to convert data into a set of transactions while maintaining useful information when applying pattern mining techniques to computer vision applications. In our method, each feature map is treated as a transaction denoted by $T$, and each position index activated from the feature map is considered as an item $i$. For example, if there are five positions fired in the $j$-th feature map, the corresponding transaction $T_j$ would include five items, i.e. $T_j = \{i_1, i_2, i_3, i_4, i_5\}$. The index set of all activated positions from all feature maps, also known as an itemset, is denoted by $I = \{i_1, i_2, ..., i_m\}$. Each transaction is a subset of items $I$, i.e. $T \subseteq I$. The set of all transactions (i.e. all feature maps) is denoted by $D$. In our scenario, $N$ feature maps correspond to $N$ transactions, i.e. $D = \{T_1, T_2, ..., T_N\}$.

In practice, an image with size $H \times W \times 3$ is fed into a pre-trained VGG-16 model [25]. Then we obtain 512 feature maps with size $H \times W \times \frac{H}{16}$ from Pool-5 and 512 feature maps with size $H \times W \times \frac{W}{16}$ from ReLU-5 respectively. We resize Pool-5 feature maps to the same size with ReLU-5 by bilinear interpolation. Therefore, the size of each feature map is $\frac{H}{16} \times \frac{W}{16}$.

Next, we choose useful descriptors that can be converted into items. In [18], a fixed threshold $k$ is used to select top $k$ activations from the full connected layer. However, this may result in the loss of some distinctive activations. In order to avoid this problem, we adopt a more appropriate and flexible strategy. More specifically, we calculate the mean value $\beta$ of the activation responses larger than 0 as the tunable threshold. The position whose response magnitude is higher than $\beta$ is highlighted and the index will be converted into an item.

As noted in [18], there are two strict requirements for applying pattern mining techniques: 1) only a small number of items could be included in one transaction; 2) only a set of integers could be recorded in one transaction. Fortunately, our proposed transaction conversion satisfies two conditions. First, from the above visualization results, we can notice that only small regions are activated in each channel of feature maps. More importantly, the tunable threshold ensures us to select useful descriptors and discard the disturbing descriptors. Therefore, it guarantees that the number of activations in each feature map is limited. Secondly, since we treat the indexes of the selected position in each feature map as items, this ensures that a transaction is recorded with a small set of integers. So our conversion strategy helps us to further mine possible objects successfully using pattern mining techniques.

### 3.4. Mining patterns

Given a set of transaction database $D$, we apply the Apriori algorithm [2] to find the frequent items. For a given minimum support threshold $\alpha$, an itemset $P$ is considered as frequent if $\text{supp}(p) \geq \alpha$. In other words, the support threshold determines which patterns would be mined.

The overall process of pattern mining is shown in Figure 4. First, we convert feature maps to a transaction database using the tunable threshold strategy. Note that the selected positions and the discarded positions are represented by red and blue dots, respectively. Then, we calculate the frequency and keep the items whose frequency is larger than $\alpha$. For example, we can observe that the frequency of $\{i_3, i_4, i_6, i_7\}$ is greater than $\alpha$, so we denote these items as a frequent pattern $P = \{i_3, i_4, i_6, i_7\}$. Thus, all frequent patterns are mined and the corresponding regions are discovered.

### 3.5. Selecting and Merging the best patterns for object localization

Although patterns are mined in the previous section, some of them may be isolated. Therefore we need to se-
Figure 4. The detailed process of pattern mining. We first select the descriptors and convert them to items which are utilized to transform the feature maps into a transaction database. \( \{i_1, i_2, \ldots, i_{10}\} \) is the index set of the highlighted positions, i.e. the item set of the transactions. Then we statistically count the frequencies of each item and remain the items whose frequency is greater than \( \alpha \). Finally, we mine the co-occurrence highlighted regions corresponding to the frequent patterns.

To further investigate the localization ability of our proposed OM, we also perform experiments on the Object Discovery dataset [24] following [3], six ImageNet Subsets [4] following [17, 31] and PASCAL VOC 2007 [7] following [14, 3].

Evaluation Metric: Following related works [3, 31], we use the correct localization (CorLoc) to evaluate the proposed method. According the PASCAL-criterion, the CorLoc is defined as: 

\[
\text{CorLoc} = \frac{\text{area}(B_p \cap B_{gt})}{\text{area}(B_p \cup B_{gt})} > 0.5, \text{ where } B_p \text{ is the predicted box and } B_{gt} \text{ is the ground-truth box.}
\]

4.2. Implementation Details.

In our experiments, we extract feature maps from the convolutional layers (ReLU-5 and Pool-5) of the publicly available pre-trained VGG-16 model [25]. Object Mining is implemented with MatConvNet [27].

4.3. Object Localization

Fine-Grained datasets. Table 1 shows the comparison with the state-of-the-art on four fine-grained datasets. The CorLoc arrives at 80.45%, 80.70%, 94.94% and 92.51% on CUB-200-2011, Stanford Dog, Aircrafts and Cars-196, respectively.

Fully unsupervised localization is a particularly challenging task. Compared with our method, only SCDA [30] is proposed in the same setting. As shown in Table 1, we can observe that our method significantly exceeds SCDA [30] on all four datasets (80.45% vs 76.79% on CUB-200-2011, 80.70% vs 78.86% on Dogs, 94.94% vs 94.91% on Aircrafts, 92.51% vs 90.96% on Cars-196). Moreover, our method is only slightly lower than co-localization method [3] (92.51% vs 93.05%) on Cars-196. The key reasons for the improvement are as follows: (1) Our multi-layer strategy can take advantage of spatial and semantic information learned from convolutional layers. (2) The regions selected by OM are more robust and accurate than the simple mean strategy [30].
Figure 5 visualizes the localized regions of the proposed method compared with SCDA [30]. It can be seen that our approach obtain decent object localization results in many challenging scenarios. Specifically, in the first and second rows, our method accurately locate the small objects. More surprisingly, it discovers the precise objects even they are very similar to the background or in a complex background. In the third row, our method locate much finer contour of the objects compared with SCDA. Additionally, the results in the fourth row show that our method can distinguish the importance of the part regions for an object, such as the dog’s head or the car’s face, which is very useful for other high-level vision tasks.

Besides, Table 1 also shows that OM outperforms recent weakly supervised methods by a large margin. This result may be due to the following reason. Since only image labels can be used in weakly supervised methods, most of them are trained based on classification neural network. Therefore, the generated discriminative areas are only suitable for classification, but may not be optimal for localization. i.e. the located areas are small or sparse regions instead of the whole object regions. In contrast, our method is fully unsupervised. We simply reuse the pre-trained model and do not fine-tune on specific dataset, which is beneficial for localizing object regions when incorporating powerful pattern mining techniques. We believe that our work can bring a new insight for solving the localization problem.

Table 1. Comparisons with state-of-the-art methods on four fine-grained datasets. Note that * denotes the test set of the full CUB-200-2011 dataset.

| Dataset            | Method       | Supervision | FullSet |
|--------------------|--------------|-------------|---------|
| CUB-200-2011       | [38]         | weakly      | 59.00%  |
|                    | [36]         | weakly      | 54.08%  |
|                    | [13]         | weakly      | 65.52   |
|                    | [32]         | weakly      | 56.51   |
|                    | [3]          | co-localization | 69.37 |
|                    | [30]         | w/o         | 76.79   |
|                    | Ours         | w/o         | 80.45   |
| Stanford Dogs      | [3]          | weakly      | 66.68   |
|                    | [3]          | co-localization | 36.23 |
|                    | [30]         | w/o         | 78.86   |
|                    | Ours         | w/o         | 80.70   |
| FGVC-Aircrafts     | [3]          | co-localization | 42.91 |
|                    | [30]         | w/o         | 94.94   |
|                    | Ours         | w/o         | 94.94   |
| Stanford Cars-196  | [3]          | co-localization | 93.05 |
|                    | [30]         | w/o         | 90.96   |
|                    | Ours         | w/o         | 92.51   |

Table 1. Comparisons with state-of-the-art methods on four fine-grained datasets. Note that * denotes the test set of the full CUB-200-2011 dataset.

The Object Discovery dataset. We further evaluate the performance of our proposed OM approach on the Object Discovery dataset. The results are presented in Table 2. Note that [24, 26, 31, 3] are co-localization methods, which utilize a set of images containing the objects from the same category.

Table 2. Comparisons of CorLoc (%) on Object Discovery. Note that [24, 26, 31, 3] are co-localization methods, which utilize a set of images containing objects from the same category. Only [30] and our method are fully unsupervised methods, which could localize objects from a single image.

| Methods       | Airplane | Car  | Horse | Mean  |
|---------------|----------|------|-------|-------|
| [24]          | 74.39    | 87.64| 63.44 | 75.16 |
| [26]          | 71.95    | 93.26| 64.52 | 76.58 |
| [3]           | 82.93    | 94.38| 75.27 | 84.19 |
| [31]          | 91.46    | 95.51| 77.42 | 88.13 |
| [30]          | 87.80    | 86.52| 75.37 | 83.20 |
| Ours          | 89.02    | 89.88| 78.49 | 85.80 |

Table 2. Comparisons of CorLoc (%) on Object Discovery. Note that [24, 26, 31, 3] are co-localization methods, which utilize a set of images containing objects from the same category. Only [30] and our method are fully unsupervised methods, which could localize objects from a single image.

In Table 2, we can observe that OM approach outperforms unsupervised localization method [30] by 2.6% (85.80% vs 83.20%). Compared with co-localization methods, we also obtain a significant improvement, i.e. 1.61% [3], 9.22% [26] and 10.64% [24]. Our method is only lower than [31], which needs a set of images while only one single image is needed in our experiments. In particular, on the “horse” category, which is the most challenging subcategory due to multi-targets and complex background, our method achieves the new state-of-the-art compared with all other methods. These results suggest that our method is reasonably robust to the complex scenarios.

ImageNet Subsets dataset. To demonstrate the generalization capabilities of our proposed OM approach, we also perform the experiment on six subsets of the ImageNet which have not been used to train the CNN model. Table 3 presents the CorLoc metric on these subsets. Note that
Table 4. Comparisons of CorLoc (%) on VOC 2007. Note that [14, 3, 17, 31] are co-localization methods. Only [30] and our method are fully unsupervised methods.

| Methods          | Acc(%) |
|------------------|--------|
| Alignments [11]  | BBox   |
| Ours (VGG-16)    |       |
| DeCAF+DPD [5]    | BBox+Parts |
| GoogLeNet-GAP [38] on full image | w/o |
| VGGNet-ACoL [36] on crop | w/o |
| Ours (VGG-16) on full image |       |
| Ours (VGG-16) on crop |       |
| Ours (VGG-19) on full image |       |
| Ours (VGG-19) on crop |       |

Table 5. Classification results on CUB-200-2011.

| Methods          | Anno. | Acc(%) |
|------------------|-------|--------|
| VGGNet-A CoL [36] | BBox  | 71.90  |

that [3, 17, 31] are co-localization methods, which require the image collection containing the objects from the same category. However, our proposed method is fully unsupervised.

In Table 3, we can see that OM outperforms [30] by a large margin (60.1% vs 37.8%) under the unsupervised settings. Compared with co-localization methods, our OM approach still significantly improves over two co-localization methods by about 22.4% [3] and 11.8% [17] respectively. Object Mining is only lower than the recent co-localization method [31], but we achieve the best accuracy of 44.9% and outperform [31] by 14.6% on the most difficult category (i.e. rake). The competitive results on the challenging ImageNet subsets demonstrate that incorporating pattern mining techniques can efficiently mine target objects in real-world applications in an unsupervised manner.

**PASCAL VOC 2007 dataset.** We further evaluate our method on the PASCAL VOC 2007. In order to make an appropriate comparison with other methods, our work follows [14, 3] to use all images in the trainval set (discarding images that only contain object instances marked as difficult or truncated). We observe that many images consists of multiple object instances on PASCAL VOC 2007 dataset, which results in multiple connectivity regions after pattern merging, and each of which may correspond to a target. More importantly, our OM is a fully unsupervised method without any type of annotations, thus we adopt a quite understandable way: we keep all the connected components, and each component will generate the corresponding bounding box. We consider the image to be correctly localized if one predicted bounding box satisfies the CorLoc condition similar to [29]. The results are reported in Table 4.

Our proposed method outperforms unsupervised localization method [30] by 15.6% (45.1% vs 29.5%). Compared with co-localization method [14, 3, 17, 31], our unsupervised OM approach also achieve competitive performance, which is only lower than [31] (45.1% vs 46.9%) but higher than any other methods.

Furthermore, in Figure 6, we visualize some localization results of our OM approach on PASCAL VOC 2007. It can be seen that our approach obtains decent object localization results in many challenging scenarios. Specifically, it discovers the precise objects even they are very similar to the background or in a complex background, e.g., the black cat on the tree. More surprisingly, although some images contain multiple objects, OM can still effectively localize the target objects.

### 4.4. Classification on Fine-Grained Dataset

We employ fine-grained classification task to further verify the localization ability of our OM approach. We perform classification on two baselines, VGG-16 [25] and VGG-19 [25]. We first adopt our OM approach to obtain the bounding boxes in both train and test sets. Then, we fine-tune the baseline models only with image-level annotations. After that, we crop the images according to the bounding boxes to form a cropped image dataset. Finally, we train and test models on the cropped image dataset.

Table 5 summarizes the classification results on the CUB-200-2011 test set with or without (w/o) bounding box annotations. We can observe that, using OM, the performance is improved by 2.58% (69.72% vs 72.30%) and 1.90% (76.89% vs 74.99%) respectively. Moreover, we also achieve better classification results than VGGNet-ACoL [36] (72.30% vs 71.90%). The accuracy improvement is mainly due to mined discriminative regions using the proposed method, which locates the entire object and boosts the classification performance.

### 4.5. Further Analysis

This section further evaluates the effects of the parameter $\alpha$ and the strategy of convolutional feature combination.

**Impact of parameter $\alpha$.** To investigate the effect of the parameter $\alpha$ on localization performances, we vary $\alpha$ from 0.03 to 0.08, finding that $\alpha = 0.07$, $\alpha = 0.06$, $\alpha = 0.05$, $\alpha = 0.06$ maximizes the accuracy on CUB-200-2011, Stanford Dogs, FGVC-Aircrafts and Stanford Cars-196 respec-
Figure 6. Random samples of the predicted object localization bounding box and corresponding support map. The ground-truth bounding boxes are marked as the green rectangle, while the predicted ones are marked in the red rectangle. (The figure is best viewed in color.)

Figure 7. The localization performances based on different $\alpha$ on four fine-grained datasets.

| Methods      | CUB-200-2011 | Dogs | Aircrafts | Cars-196 |
|--------------|--------------|------|-----------|----------|
| Pool-5       | 26.04        | 11.71| 38.02     | 0.61     |
| ReLU-5       | 63.93        | 50.44| 92.24     | 75.07    |
| Pool-5&ReLU-5| 80.45        | 80.70| 94.03     | 92.51    |

Table 6. Localization accuracy (%) on four fine-grained datasets with different convolutional layers.

- **Strategy of convolutional feature combination.** To verify the impact of features extracted from different convolutional layers, we perform the experiment with the following settings. Pool-5 refers to features maps extracted only with the Pool-5 layer, and ReLU-5 represents that features maps extracted only with the ReLU-5 layer. The localization results using different convolutional layers are reported in Table 6. Experimental results show that we can achieve significant improvement by combining feature maps from different layers, e.g., Conv-4, Pool-4. However, the Conv-4&Pool-4 yields lower accuracy, and the cost of pattern mining method dramatically increases due to the rapid growth of items.

4.6. **Computational complexity**

Here, we randomly select 400 images from the CUB-200-2011 dataset as examples to report the computational complexity. We perform the experiments on a computer with Intel Xeon E5-2683 v3, 128G main memory, and a TITAN Xp GPU. Our proposed OM approach consists of two major steps: (1) feature extraction and (2) pattern mining-based object localization including transaction creation, pattern mining, and support map generation. The execution time for feature extraction is about 0.03 second/image on GPU and 0.74 second/image on CPU, respectively. The second step only takes about 0.21 second/image both on GPU and CPU. Thus, the execute time is totally about 0.24 second/image on GPU and 0.95 second/image on CPU, respectively. That shows the efficiency of our proposed method in the practical scenario.

5. **Conclusion**

In this paper, we propose a novel pattern mining-based method, called Object Mining (OM), for unsupervised object discovery and localization. Our method exploits the advantage of data mining and feature representation of pre-trained CNN models. Experimental results show that OM achieves competitive performance on a variety of benchmarks, demonstrating the effectiveness of coupling pattern mining with pre-trained model reuse. Our approach does not need any annotations and still shows surprising localization ability, which provides a new perspective to solve the localization problem.
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