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In position sensorless positioning servo systems, the parameter mismatch between interior permanent magnet synchronous motors (IPMSMs) and a position controller and/or a position estimator due to thermal variation and aged deterioration has not been sufficiently investigated. This paper proposes a convolutional integration-based second-order differential calculation to identify the parameters of IPMSMs for a high-performance positioning servo system in an adaptive scheme. In addition, we propose a high-frequency voltage injection strategy considering the trade-off between acoustic noise suppression and estimation performance. The effectiveness of the proposed second-order differential calculation method, and the high-frequency voltage injection for the acoustic noise suppression is verified experimentally.
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1. Introduction

Positioning servo systems of interior permanent magnet synchronous motors (IPMSMs) with position sensors such as encoders or resolvers have been widely used in many applications. Since the position sensor increases cost and dimension, position sensorless control for positioning servo systems has been developed [1-5].

An accurate position estimation is indispensable in the position sensorless positioning servo systems. Since the estimator is designed using the parameters of the IPMSM, it is necessary to identify the parameters that vary according to environmental changes in estimation. The adaptive scheme is suitable for an automatic parameter identification since the stability can be analyzed only using the phase characteristics of the system. We have proposed an adaptive position controller [6-9] and a comb filter-based position estimator [10], in which the second-order differential of the identified parameters is needed for control input. For the differential calculation, an high-order tuner (HOT) is generally used in the adaptive scheme [10]. HOT requires a heavy computational burden which causes the control delay. In addition, the upper bound of the high-frequency gain of the controlled plant is assumed to be known in advance in HOT for stabilization. Although a convolutional integration based-differential calculation method with a relatively low computation cost has been proposed in [10-13], the control delay is still inevitable.

To overcome the control delay resulting from the differential computation, we propose a simplified differential calculation of augmented parameters in the adaptive scheme by refining the basic ideas [12-13]. By the proposed method, the high-frequency gain can be reduced compared to the backward-Euler-based differentiator, which reduces the influence of measurement noise due to the differential operation. The computational burden can be reduced compared to HOT since the proposed method uses the inner product operation only.

For the position estimation in the position sensorless positioning servo systems, the high-frequency voltage injection [14-17] is suitable rather than the back electromotive force (EMF) [18] since a sufficient back EMF is not available at a standstill (including zero speed) or in very low speed ranges. In fact, a multiple space vector pulse width modulation (SVPWM) [19], a high-frequency pulse-voltage injection [20], an adaptive flux observer with high-frequency pulse-current injection [21], and a pulse voltage injection [22-23] have been introduced for the position estimation. These can be regarded as a kind of the high-frequency voltage injection methods, which causes acoustic noise in operation. To suppress the acoustic noise, a variable voltage amplitude injection according to q-axis current [24], an adaptive amplitude and frequency of the injected voltage [25], and a frequency spreading of the injected voltage method [26-27] have been proposed. Although the acoustic noise can be suppressed by theses methods, position estimation performance deteriorates due to q-axis current oscillation [27], measurement noise of the current [28], and a low superimposing-frequency voltage [29-30].
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Table 1. Notations.

| Parameter               | Symbol | Unit         |
|-------------------------|--------|-------------|
| Stator resistance       | $R$    | $\Omega$    |
| $d$-axis inductance      | $L_d$  | $H$         |
| $q$-axis inductance      | $L_q$  | $H$         |
| Back-EMF Constant       | $K_E$  | $V_s/\text{rad}$ |
| Number of Pole Pairs    | $P$    | -           |
| Rotor position          | $\theta_a$ | rad     |
| Rotor speed             | $\omega_a$ | rad/s       |
| Stator voltage          | $i_{sd} = [i_d, i_q]^\top$ | $\text{A}$ |
| Stator current vector   | $i_{sq} = [i_q, i_d]^\top$ | $\text{A}$ |
| Inertia                 | $J_m$  | $\text{kgm}^2/\text{s}^2$ |
| Friction coefficient    | $D$    | $\text{Nms}$ |

Considering this inevitable trade-off between the acoustic noise suppression and the estimation performance, we also propose a high-frequency voltage injection strategy to suppress the acoustic noise for position estimation by refining the basic idea \cite{13}. The proposed method also has DC disturbance rejection characteristics which has not been clearly addressed \cite{14,15}. In the proposed method, the superimposed voltage amplitude for the acoustic noise suppression is variable in accordance with the speed reference, so that the robustness to measurement noise can be improved. The transient state and the steady state are distinguished by means of the speed reference obtained by the minimum jerk trajectory. Since the variable voltage amplitude can be expressed as a linear function of the speed reference, its implementation cost is low.

The effectiveness of the proposed differential calculation of the identified parameters for the position estimation, and the high-frequency voltage injection for the acoustic noise suppression are verified through experiments.

This paper is organized as follows: Section 2 describes the position sensorless positioning servo systems, the rotor position estimator by using the comb filter, and the adaptive positioning servo system with control input synthesis. In Section 3, we propose a convolutional integration-based differential calculator, and a high-frequency voltage injection for acoustic noise suppression. Section 4 shows the effectiveness of the proposed strategies via experiments, focusing on positioning control performance and acoustic noise suppression. Section 5 concludes this paper.

2. Position Sensorless Positioning Servo System

Fig. 1 shows the position sensorless positioning servo system considered in this paper. This system consists of the comb-filter-based position estimator, PI controller-based automatic current regulator (ACR), PD controller-based automatic position regulator (APR) and the adaptive scheme.

For a signal $x(t)$ in the time domain, its Laplace transform is denoted by $X(s)$ in the frequency domain. In addition, the Laplace transform of $x(t)$ is denoted by $\hat{x}(s)$ instead of denoting $sx(s)$ when we need to emphasize the Laplace transform of $x(t)$ itself which is applicable when $x(t)$ is available directly or observable. For a signal $x(t)$ (typically, voltage, current, rotor position), $\hat{x}(t)$ and $x^*(t)$ denote the estimated value and the reference of $x(t)$, respectively.

Table 1 lists the symbols used in this paper.

2.1 Rotor Position Estimation for IPMSMs

We focus the position sensorless positioning servo system operated at a standstill ($\omega_{re} = 0$) or a very low speed ($\omega_{re} \approx 0$).

The back EMF-based position sensorless control fails to operate at a standstill and the very low speed operation since the back EMF is hard to obtain under such operating conditions.

The voltage equation of IPMSM is represented as:

$$
\begin{bmatrix}
\dot{i_d} \\
\dot{i_q}
\end{bmatrix} = \begin{bmatrix}
R & 0 \\
0 & R
\end{bmatrix} \begin{bmatrix}
i_d \\
i_q
\end{bmatrix} + \frac{d}{dt} \begin{bmatrix}
L_d & 0 \\
0 & L_q
\end{bmatrix} \begin{bmatrix}
i_d \\
i_q
\end{bmatrix} + \begin{bmatrix}
0 \\
-\omega_L L_q
\end{bmatrix} \begin{bmatrix}
i_d \\
i_q
\end{bmatrix} + \begin{bmatrix}
0 \\
\omega_{re} K_E
\end{bmatrix}.
$$

(1)

Assuming $L_d$ and $L_q$ are constant at a standstill or a very low speed, we can ignore the last two terms in rhs of (1). Thus, the back EMF-based rotor position estimation fails since only the fundamental component of the current $i$ is available. Hence, the high-frequency voltage injection is used to excite the magnetic saliency due to the rotor structure of an IPMSM so that the rotor position is estimated at a standstill and a very low speed.

The high-frequency current trajectory is ellipsoidal as shown in the left-hand side of Fig. 3 since $L_d < L_q$ in general. In Fig. 3, $\gamma_{m-\delta_0}$ axes are defined at 45° from $\gamma-\delta$ axes (the estimated $d-q$ axes). The amplitude of the high-frequency current shown in Fig. 3 includes information related to the rotor position. In this estimation, no estimation errors exist in the rotor position when $I_{re} = I_{re}$. Consequently, the rotor position is successfully estimated when $I_{re} - I_{ref}$ converges to 0 with the PLL \cite{13}. We use the comb filters \cite{14,15} to obtain $I_{re}$ and $I_{ref}$ for a faster rotor position estimation. The comb filter requires only the summation and the delay calculation, and thus, is easy to implement.

2.2 Adaptive Positioning Control System

In the earlier positioning control systems \cite{5,6,8}, the positioning controller is composed of a feedforward speed controller including an ACR, a PI-type automatic speed regulator (ASR) and the adaptive scheme (See Appendix for the details). The PI-type ASR shown in Fig. 4(a) causes the control delay due to the integrator in it. In the proposed system shown in Fig. 1, the APR shown in Fig. 4(b) is introduced instead of the PI-type ASR so that the output of the adaptive scheme is connected to the input of the ACR directly, for the high-speed positioning control. As a result, the positioning control performance in the proposed system is characterized by the time constant of the ACR.

Denoting the transfer function from the current reference $i^*$ to the rotor speed $\omega_{re}$ in the positioning servo system as the second-order system $P(s)$ when $C(s) = 1$, we obtain the transfer function from $i^*$ to the rotor position $\theta_{re}$ as $\frac{\theta_{re}}{i^*}$ by integrating $P(s)$. This transfer function can be formulated as a third-order system \cite{4,6,12,13}:

$$
\frac{P(s)}{s} = \frac{\theta_{re}(s)}{i^*(s)} = \frac{1}{s(\alpha_2 s^2 + \alpha_1 s + \alpha_0)}.
$$

(2)

If the time-varying parameters $\alpha_0$, $\alpha_1$ and $\alpha_2$ vary much more slowly than the current response, the feedforward compensator $i^*(s)$ should be ideally given by

$$
i^*(s) = \alpha_2 \dot{\omega}_{re}(s) + \alpha_1 \omega_{re}(s) + \alpha_0 \omega_{re}^2(s),
$$

(3)
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Fig. 1. Block diagram of position sensorless adaptive positioning servo system.
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where $\omega_{re}^*$ is the speed reference. In (3), it is necessary to identify $\alpha_0$, $\alpha_1$, and $\alpha_2$ in the adaptive scheme. For a higher positioning control performance, we consider the disturbance torque, which has not been addressed in the earlier works.

If we assume that the disturbance torque $\tau_d(s)$ is constant, then we rewrite (3) by adding the disturbance term as follows:

$$i^*(s) = \alpha_2\omega_{re}^*(s) + \alpha_1i_{re}^*(s) + \alpha_0\omega_{re}^* + \frac{1}{PK_E}\tau_d(s).$$

(4)

In steady state, assuming that $\tau_d(s) = \frac{\tau_d}{s}$ and $\theta_{re}^*(s) = \frac{\theta_{re}^*}{s}$ for constants $\tau_d$ and $\theta_{re}^*$. In this case, we have to determine the unknown parameter vector $\alpha_t = [\alpha_2  \alpha_1  \alpha_0  \tau_d]$. The transfer function of APR is supposed to be given by

$$G_{\text{APR}}(s) = sK_D + K_P,$$

(5)

where $K_D$, $K_P > 0$. 

Fig. 3. High-frequency current vector of IPMSM.

Fig. 2. Detailed structure of IPMSM.

Fig. 4. Block diagram of position controller.
We assume that the ACR is designed such that the transfer function from \( r' \) to \( i \) is given by

\[
G_{ir}(s) = \frac{1}{T_1 s + 1}.
\]

(6)

where \( T_1 > 0 \) is a desired time constant of the current control performance.

In this system, the sensitivity function from \( \tau_d \) to \( \theta_{re} \) under the assumption of \( \tau' = 0 \) can be described as:

\[
\theta_{re}(s) = \frac{1}{s(J_m s + D)} \left[ -\tau_d(s) + PK_l G_{iG}(s)G_{APB}(s)(\theta_{re}(s) - \theta_{re}(s)) \right].
\]

(7)

From (5), (6), and (7), we obtain

\[
\theta_{re}(s) = \frac{-T_c s + 1)(\tau_d(s) + PK_l K_d \theta_{re}(s)}{s(J_m s + D)(T_c s + 1) + PK_l (sK_D + K_p)}.
\]

(8)

Using the final value theorem, we obtain

\[
\lim_{s \to 0} \theta_{re}(s) = \frac{-1}{PK_l K_p} - \theta_{re}(s). \quad \text{(9)}
\]

In this system, the relative degree of \( \frac{P(s)}{Q(s)} \) is three. The convergence of the identified parameters are not guaranteed since the passivity is not satisfied in this system. By contrast, in the proposed adaptive scheme, the convergence issue is avoided under the assumption that \( \hat{\theta}_t \) varies much more slowly than the other electrical variables.

To recover the relative degree of the plant, the adaptive scheme in this paper is constructed by

\[
i'(s) = C(s) \left[ \hat{\theta}_t \left( \frac{1}{C(s)} \hat{\xi}(s) \right) \right], \quad \text{(10)}
\]

where \( C(s) \) is an additional polynomial and \( \hat{\xi} := \left[ \hat{\omega}_re \, \omega_{re} \, \theta_{re} \right]^T \). Hence, the transfer function from \( r' \) to \( \theta_{re} \) of the feedforward path in Fig. 1 becomes \( C(s)\frac{P(s)}{Q(s)} \), which solves the relative degree issue.

In addition, positioning control performance in the transient stage can be improved since the time-varying behavior of \( \hat{\theta}_i \) is considered in (10) explicitly. Thus, the adaptive scheme approach enables us to satisfy both the parameter identification stability and transient control performance.

When \( C(s) = s(Ks + 1) \) (\( K > 0 \)) in (10), using the swapping lemma, we can rewrite (10) by considering the time-varying variable \( \hat{\theta}_t \) as follows:

\[
u(s) = \frac{1}{K s + 1}\xi(s) + \hat{\theta}_t \left( 2\xi(s) - \frac{1}{K s + 1}\xi(s) \right) + \hat{\theta}_t \hat{\xi}(s). \quad \text{(11)}
\]

In the integral-type adaptive scheme shown in Fig. 1, \( \hat{\theta}_t \) in (11) can be obtained as \( \hat{\xi}_{var} \Delta \theta_{re} \), where \( \Delta \theta_{re} = \theta_{re'} - \hat{\theta}_{re} \), whereas \( \hat{\theta}_t \) cannot be obtained directly. Thus, the differential calculation is needed to obtain \( \hat{\theta}_t \).

In HOT that is generally used in the adaptive scheme, \( \hat{\theta}_t \) and \( \hat{\theta}_t \) are calculated internally in the process of calculating \( \hat{\theta}_t \). The derivative order of \( \hat{\theta}_t \) is equal to the order of \( C(s) \).

Since the order of \( C(s) \) should be two for stabilizing \( C(s)\frac{P(s)}{Q(s)} \) in the proposed servo system, it is not impossible to obtain \( \hat{\theta}_t \) by using HOT in principle. However, the computation delay is not negligible due to the integrators in HOT, which is a disadvantage compared with the integral-type adaptive scheme. In addition, the infinity norm of \( \frac{P(s)}{Q(s)} \) (i.e., \( \| \frac{P(s)}{Q(s)} \|_{\infty} \)) must be known for stabilization in HOT. Since the actual parameters \( \alpha_i \) are unknown, \( \| \frac{P(s)}{Q(s)} \|_{\infty} \) is also unknown. As a result, it is hard to guarantee the stabilization in advance when HOT is used in the proposed servo system. For the above reasons, we propose a second-order differential calculation to obtain \( \hat{\theta}_t \) in (11) in the next section.

### 3. Proposed method

In this section, we propose a differential calculation for the identified parameters for the rotor position estimation, and a high-frequency voltage injection for the acoustic noise suppression.

#### 3.1 Differential Calculation Based on Convolutional Integration

As described in the previous section, the calculation of \( \hat{\theta}_t \) with HOT causes the computation delay, and thus HOT is not adopted in the proposed servo system. Hence, we propose a second-order differential calculation of it using the convolutional integration for the control input synthesis.

**Assumption 1**

For an integer \( N > 1 \), consider an arbitrary smooth function \( m(t) \) which satisfies 1) \( m(t) \neq 0 \) in \( t \in (0, NT_t) \), 2) \( m(0) = m(NT_t) = 0 \), 3) first-order differentiable, and 4) \( m(0) = m(NT_t) = 0 \).

For an \( m(t) \) satisfying Assumption 1, using the integration by parts, we can easily obtain

\[
i_{NT_t}^{NT_t} m(kT_t - t)x(t)dt
\]

\[
= -\int_{NT_t}^{NT_t} m(kT_t - t)x(t)dt. \quad \text{(12)}
\]

Noticing that the calculation is executed in DSP, we rewrite (12) in the discrete-time form as follows:

\[
\sum_{i=1}^{N-1} m[N - i]x[k - N + i] = -\sum_{i=1}^{N-1} m[N - i]x[i - N + i] \quad \text{(13)}
\]

where \( x[k] := x(kT_t) \), \( x[k] := x(kT_t) \), \( m[k] := m(kT_t) \), and \( m[k] := m(kT_t) \) for \( t = kT_t \) (\( k > 0 \)). In (13), recalling that \( m[N - i] \) and \( m[N - i] \) are given, and thus can be considered as coefficients of \( x[k - N - i] \) and \( x[k - N - i] \) respectively. From Assumption 1, \( m[0] = m[N] = m[0] = m[N] = 0 \). By contrast, \( x[k - N] \) and \( x[k - N] \) are signals. We can rewrite (13) using z-transform as follows:

\[
F_d(\alpha) \hat{x}(k) = F_d(z) \hat{x}(z), \quad \text{(14)}
\]

where \( \hat{x}(z) \) and \( \hat{x}(z) \) are the z-transforms of \( x[k] \) and \( x[k] \), respectively, and

\[
F_d(\alpha) = \sum_{i=1}^{N-1} m[N - i]z^{(N-i)}, \quad \text{(15)}
\]

\[
F_d(z) = -\sum_{i=1}^{N-1} m[N - i]z^{(N-i)}. \quad \text{(16)}
\]
Using (20), we can obtain the noise suppression rate of \( \hat{\text{ff}} \) (as will be described in experiments) is less than 126 rad/\( f \) as the main frequency of the reference trajectory used in this paper.

We can consider the differential coefficients of \( F \) efficiently small, \( T_s \) is usually sufficiently small, \( \hat{m}(t) \gg [m(t)] \) in the range except the neighborhood of \( t = \frac{T_s}{2} \) where \( \hat{m}(t) = 0 \). Therefore, in this case, \( F_{\hat{d}}(z) \) becomes more dominant than \( F_{\hat{d}}(z) \) in (17).

Then, we approximate (17) as \( \tilde{F}(z) \) as follows:

\[
\tilde{F}(z) := \frac{F_{\hat{d}}(z)}{F_{\hat{d}}(z)}
\]

where \( \omega_N = \frac{2\pi}{T_s} \). We can easily check that (19) satisfies all the four conditions of Assumption 1.

For a faster computation, we take into consideration \( \hat{m}(t) = -2\omega_N \sin(\omega_N t) (\cos(\omega_N t) - 1) \). Since \( \omega_N \gg 1 \) (since \( T_s \) is usually sufficiently small), \( \hat{m}(t) \gg [m(t)] \) in the range except the neighborhood of \( t = \frac{T_s}{2} \) where \( \hat{m}(t) = 0 \). Therefore, in this case, \( F_{\hat{d}}(z) \) becomes more dominant than \( F_{\hat{d}}(z) \) in (17). Then, we approximate (17) as \( \tilde{F}(z) \) as follows:

\[
\tilde{F}(z) := \frac{F_{\hat{d}}(z)}{F_{\hat{d}}(z)}
\]

where \( F_{dc} = -\sum_{i=1}^{N-1} m[N - i] \) which is the sum of the coefficients of \( F_{\hat{d}}(z) \) in (16).

We investigate the frequency characteristics of the proposed differential calculation (17) and (20). Fig. 5 shows the bode diagrams of the proposed differential calculator (17) and (20), and other typical differentiators. From Fig. 5, we can see that (20) can be regarded as a differentiator.

The proposed differential calculation is also effective up to 1260 rad/s (200Hz) so that the numerical instability due to the noises in the high-frequency band can be avoided. Since the main frequency of the reference trajectory used in this paper (as will be described in experiments) is less than 126 rad/s (20Hz), the proposed differentiator is effective.

As shown in Fig. 1, only \( \hat{\alpha}_t \) is available in the adaptive scheme. Using (20), we can obtain \( \hat{\alpha}_t \) as long as the change rate of \( \hat{\alpha}_t \) is relatively small.

### 3.2 High-Frequency Voltage Injection for Acoustic Noise Suppression

Fig. 6 shows our experimental environment of an IPMSM servo system. In the experimental setup, a sound level meter, LA-3560 (Ono Sokki), is installed at about 15cm from the IPMSM. The measurement acoustic pressure level and its frequency range are from 27dB to 140dB and from 10Hz to 20kHz, respectively. Fig. 7 shows the acoustic noise level for the injected high-frequency voltage at 2.5kHz.

Possible remedies to the acoustic noise are (1) diffusion of the audible components in the injected high-frequency voltage, and (2) decrease of the amplitude of the injected high-frequency voltage. The first approach requires several comb filters with different periods. These comb filters have to be switched according to the frequency of the injected high-frequency voltage. These switchings deteriorates the comb-filter-based position estimation. In the second approach, the rotating position estimation performance also degrades when the amplitude of the injected high-frequency voltage not sufficient large. Generally, the amplitude of the injected high-frequency voltage for the position estimation required at transient state is larger than that required at the steady state. In the variable amplitude of the injected high-frequency voltage, since the amplitude depends on the \( q \)-axis current, the amplitude of the injected high-frequency voltage oscillates, especially at the transient state where the \( q \)-axis current increases for positioning control. In addition, the high-frequency voltage is not necessarily injected over the control period.

Thus, we propose a variable high-frequency voltage injection strategy for the acoustic noise suppression. In the strategy, not only the amplitude but also the injection duration is
considered. Fig. 8 shows the injected high-frequency voltage waveform in our strategy.

First, we mention the amplitude of the injected high-frequency voltage. In the positioning servo systems, usually, the position and angular velocity references of the rotor are given in advance. To avoid the oscillation in the injected high-frequency voltage, the angular velocity reference is used instead of the $q$-axis current. We denote the amplitude of the injected high-frequency voltage as $V_h(\omega_r^*)$. For a given angular velocity reference $\omega_r^*$, the maximum absolute value of $\omega_r^*$ is denoted by $\omega_{r,\text{max}}$. The maximum and minimum values of the injected high-frequency voltage are denoted by $V_{\text{max}}$ and $V_{\text{min}}$, respectively. Specifically, $V_{\text{max}}$ is set due to the upper limit of the injection whereas $V_{\text{min}}$ is determined so as to estimate the rotor position at a standstill. To make the use of the injected high-frequency voltage, we set $V_h(\omega_{r,\text{max}}) = V_{\text{max}}$, and $V_h(\omega_{r,\text{min}}) = V_{\text{min}}$. For $\omega_r^* \in (0, \omega_{r,\text{max}})$, $V_h(\omega_r^*)$ is linearly interpolated. Formally, considering the sign of $\omega_r^*$, we set the amplitude of the injected high-frequency voltage as follows:

$$V_h(\omega_r^*) = \frac{V_{\text{max}} - V_{\text{min}}}{\omega_{r,\text{max}}} |\omega_r^*| + V_{\text{min}}.$$  \hfill (21)

Next, we explain the injection duration. As shown in Fig. 8, we introduce the no-injection duration for the injected high-frequency voltage waveform for the acoustic noise suppression. The injection duration should be determined during which the sufficient current evolution can be obtained for the rotor estimation.

Fig. 9 shows the acoustic noise suppression effect using the proposed injected high-frequency voltage strategy for the initial position estimation. From Fig. 9, it can be seen that the acoustic noise level can be suppressed about 10dB by the proposed high-frequency voltage injection, but with no interval in injection. It can also be seen, in Fig. 9, that the acoustic noise level can be further reduced by 9dB by providing the no-injection duration in the proposed high-frequency voltage injection.

4. Experiments

This section shows the effectiveness of the proposed position sensorless adaptive positioning servo control of IPMSM. In Fig. 1, $v_{\gamma h}^*$ is the injected high-frequency voltage generated by the injection strategy proposed in the previous section.

Table 2 lists the parameters of the IPMSM. All calculation is executed in a DSP (Texas Instruments incorporated: TM320C6701GJC) installed in the processing board (MTT Corporation: DSP6067). The carrier frequency of the three-phase voltage-type PWM inverter for the IPMSM is 10kHz. All the controllers and the rotor position estimation are synchronized with the triangular-wave PWM carrier. The control period is 100\mu s (i.e., $\frac{1}{10}\text{kHz}$). The bandwidths of the ACR and the APR are 2000rad/s and 9rad/s, respectively. The PWM signal is generated by an FPGA (Field Programmable Gate Arrays).

For the rotating position target $L$ and the moving time $T$, the position reference is given as follows:

$$\theta_r(t) = \begin{cases} 
L \left[ 6 \left( \frac{\dot{\theta}}{f} \right)^5 - 15 \left( \frac{\dot{\theta}}{f} \right)^4 + 10 \left( \frac{\dot{\theta}}{f} \right)^3 \right] & t \in T_{1J}, \\
L \left[ 6 \left( -\frac{\frac{\dot{\theta}}{f}}{2} \right)^5 - 15 \left( -\frac{\frac{\dot{\theta}}{f}}{2} \right)^4 + 10 \left( -\frac{\frac{\dot{\theta}}{f}}{2} \right)^3 \right] & t \in T_{2J}, \\
0 & t \in T_{3J}, \\
& t \in T_{4J},
\end{cases} \hfill (22)
$$

where

$$T_{1J} = [4(l-1)T, 4(l-1)T + T],$$

$$T_{2J} = [4(l-1)T + T, 4(l-1)T + 2T],$$

$$T_{3J} = [4(l-1)T + 2T, 4(l-1)T + 3T],$$

$$T_{4J} = [4(l-1)T + 3T, 4lT],$$

($l = 1, 2, \ldots$). \hfill (23)

In the experiments, $L = 30^\circ$ in the electrical angle (10° in the mechanical angle) and $T = 500$ms and 250ms. The angular velocity reference is given as $\omega_r^*(t) = \theta_r(t)$, which is used in the proposed high-frequency voltage injection strategy.

4.1 Experimental Results

Figs. 10 and 11 show the experimental results of the positioning control when $T = 500$ms and $T = 250$ms, respectively. In both Figs. 10 and 11, the following conditions are tested: (a) without the differential calculation of $\dot{\theta}_r$ in the adaptive scheme or the high-frequency voltage injection strategy proposed in Section 3,
Figs. 10 and 11, all proposed strategies. In the upper figures of (a) to (d) in blue, red and black lines, respectively. In the lower figures (a) without differential calculation of $\dot{\theta}$ in adaptive scheme or high-frequency voltage injection strategy.

(b) with only the differential calculation except $\tau_\text{e}$.

(c) with both differential calculation and $\tau_\text{e}$.

(d) with all proposed strategies.

Fig. 10. Experimental results of positioning control $(T = 500\text{ms})$.

Fig. 11. Experimental results of positioning control $(T = 250\text{ms})$.

(b) with only differential calculation except $\tau_\text{e}$.

c) with both differential calculation and $\tau_\text{e}$.

d) with all proposed strategies.

Table 3. Evaluation of experimental results.

| Evaluation | $T = 500\text{ms}$ | $T = 250\text{ms}$ |
|------------|---------------------|---------------------|
| $J_\text{e}$ | (a) 62  | (a) 6.2 | (b) 48  | (b) 4.8 | (c) 36  | (c) 3.6 | (d) 36  | (d) 3.6 |
| $J_\text{ss}$ | 7.2 | 7.2 | 3.3 | 3.3 | 1.5 | 1.5 | 8.8 | 8.8 | 11.4 | 11.4
| $J_\text{max}$ | 9.2 | 9.2 | 7.6 | 7.6 | 8.8 | 8.8 | 11.4 | 11.4 | 7.2 | 7.2 | 12.0 | 12.0 | 11.4 | 11.4

of (a) to (d) in Figs. 10 and 11, $e[k] := \theta_\text{re}[k] - \theta_\text{e}[k]$ and $\dot{e}[k] := \dot{\theta}_\text{e}[k] - \dot{\theta}_\text{re}[k]$ are shown in the red and black lines, respectively. Table 3 lists each tracking error and estimation error of each result in Figs. 10 and 11. In Table 3, the tracking error in transient state is evaluated by the following criteria:

$$J_{\text{ts}} := \max_{k \in T_{1,j} \cup T_{3,j}} |e[k]| \quad (24)$$

The tracking error in steady state is evaluated by the following criteria:

$$J_{\text{ss}} := \frac{1}{T_{\text{ss}}} \sum_{k \in T_{2,j} \cup T_{4,j}, j} e^2[k] \quad (25)$$
where $T_{ss}$ is sum of the period of steady state.

The estimation error in the transient state is evaluated by the following criteria:

$$J_{ee} := \max_k |\epsilon[k]|.$$

(26)

From Table 3, we can see that $J_{ts}$ (the tracking errors in transient state) of (b) are less than those of (a), which validates the effectiveness of the proposed differential calculation in both cases of $T = 500\text{ms}$ and $T = 250\text{ms}$.

We can also see that $J_{ss}$ (the tracking errors in steady state) of (c) are less than those of (b) as listed in Table 3. This is because the disturbance torque $\tau_d$ is considered in (c).

From Table 3, we can also see that $J_{te}$ (the estimation error in transient state) of (d) is larger than that of (c) when $T = 250\text{ms}$. Nevertheless, note that little difference exists in $J_{ts}$ (the tracking error in transient state) between (c) and (d), as listed in Table 3.

Fig. 12 shows the measured acoustic noise levels when the proposed high-frequency voltage injection strategy is applied to the positioning control when $T = 500\text{ms}$. From Fig. 12, we can observe that the the acoustic noise level is effectively suppressed by 16.0dB in 2.5kHz by using our high-frequency voltage injection strategy. It should be also noted that there exists little difference in the tracking control errors between (c) and (d) as listed in Table 3.

These results validate the effectiveness of the position sensorless adaptive positioning servo system with the proposed simplified differential calculation and high-frequency voltage injection for acoustic noise suppression from the perspectives of tracking control performance and acoustic noise suppression.

5. Conclusion

In this paper, we addressed a position sensorless adaptive positioning servo system. For the system, a convolutional integration-based second-order differential calculation was applied to the identification of augmented parameters in the adaptive scheme. In addition, we also proposed a high-frequency voltage injection, considering the trade-off between the acoustic noise suppression and the estimation performance.

The effectiveness of the proposed strategies: the second-order differential calculation of the identified parameters, and the high-frequency voltage injection were verified through experiments. From the experimental results, we concluded that highly accurate positioning control could be successfully achieved, in which the position control error was less than $4.5^\circ$ for the moving time $T = 250\text{ms}$. In addition, the acoustic noise level could be sufficiently suppressed by the proposed variable amplitude strategy while satisfying the acceptable control performance.
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Appendix

The earlier positioning control systems (6,8) are shown in app. Fig. 1. In app. Fig. 1, the PI-type ASR is given as $K_{P_s} + \frac{1}{s} (K_{I_s}, K_{I_f} > 0)$. To discuss the relationship between the ASR shown in app. Fig. 1, and the APR shown in Fig. 1, we set $K_D = 0$ ($\omega_{re} = 0$) since $K_D$ is used for only the drift compensation which is not related to the discussion. In app. Fig. 1, focusing on the ASR, and defining the rotor speed control error as $\Delta \omega_{re} = \omega_{re} - \omega_{re}'$, we obtain the $\delta$-axis current reference $i_{\delta}$ as follows:

$$i_{\delta} = (K_{P_s} + \frac{1}{s} K_{I_s}) \Delta \omega_{re}$$

(A1)

$$= (sK_{P_s} + K_{I_s}) \frac{\Delta \omega_{re}}{s}$$

(A2)

$$= (sK_D + K) \Delta \omega_{re}$$

(A3)

$$= K_D \Delta \omega_{re} + K \Delta \omega_{re}'$$

(A4)

where $K_D = K_{P_s}$ and $K = K_{I_f}$. Thus, the APR shown in Fig. 1 is $(sK_D + K_P$) from (A3) formally. Note that $\Delta \omega_{re}$ is obtained without differentiating $\Delta \omega_{re}$. Therefore, from (A4), $i_{\delta}$ can be generated without integral operation compared with (A1). Even if the ASR in app. Fig. 1 is simply replaced by the APR shown in Fig. 1, the control performance depends on the time constant of the resulting APR. For this reason, the adaptive scheme is introduced to generate the direct input to the ACR, and the APR is used subsidarily for the high-speed positioning control in our positioning servo system shown in Fig. 1. Thus, the control performance is characterized by the time constant of the ACR once the parameters are successfully identified.
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