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Abstract

Learning on graph structured data has drawn increasing interest in recent years. Frameworks like Graph Convolutional Networks (GCNs) have demonstrated their ability to capture structural information and obtain good performance in various tasks. In these frameworks, node aggregation schemes are typically used to capture structural information: a node’s feature vector is recursively computed by aggregating features of its neighboring nodes. However, most of aggregation schemes treat all connections in a graph equally, ignoring node feature similarities. In this paper, we reinterpret node aggregation from the perspective of kernel weighting, and present a framework to consider feature similarity in an aggregation scheme. Specifically, we show that normalized adjacency matrix is equivalent to a neighbor-based kernel matrix in a Krein Space. We then propose feature aggregation as the composition of the original neighbor-based kernel and a learnable kernel to encode feature similarities in a feature space. We further show how the proposed method can be extended to Graph Attention Network (GAT). Experimental results demonstrate better performance of our proposed framework in several real-world applications.

1 Introduction

Learning on graph structured data has drawn a considerable amount of interest in recent years, due to the fact that various real world data are in the form of graphs, e.g., knowledge graphs [Nickel et al., 2015], citation networks [Kipf and Welling, 2016], social networks [Chen et al., 2018], molecular graph [Wu et al., 2018], etc. Among different methods, Graph Convolutional Network (GCN) [Kipf and Welling, 2016] and its variants have achieved the state-of-the-art performance in many real-world tasks with graph structured data. By recursively aggregating features from its neighboring nodes, a node’s high-level representations (containing some structural information) can be learned effectively.

Roughly speaking, there are two major ways to design an aggregation scheme: through a pre-defined scheme and a learnable scheme. Specifically, GCN uses elements in the normalized adjacency matrix as aggregation coefficients; whereas Graph Attention Network (GAT) [Veličković et al., 2017] uses learnable attentions as the aggregation coefficients.

Despite numerous successes achieved by the aforementioned schemes, they often lack sufficient flexibility to encode node features. For a given node in the graph, it is quite natural to expect it to pay more attentions to those neighboring nodes that are closer to it in the feature space, rather than to treat all of them identically. Thus, it is desirable for the aggregation scheme to be able to differentiate nodes based on their features. In this paper, we achieve this goal by proposing a framework that takes the feature similarity into consideration. Our main idea is to reinterpret the standard aggregation in GCN as a kernel aggregation scheme, and then generalize the aggregation by considering composite kernels, where feature similarity can be effectively encoded by a newly proposed learnable kernel. Our framework is also flexible enough and can be extended to the GAT framework. Our contributions can be summarized as follows.

• We interpret the aggregation operation in standard GCN from a perspective of kernel aggregation, and show that normalized adjacency matrix is actually kernel matrix associated with Reproducing Kernel Krein Space.
• We propose a composite kernel construction framework to define a feature sensitive aggregation. Our proposed framework takes feature similarity into consideration and can be easily applied to different models like GCN and GAT.
• We provide a new way to learn the characteristic positive semi-definite kernel to encode feature similarities. Some theoretical analysis and explanations are also provided.
• Our proposed framework achieves better performance compared to the standard GCN, GAT and some other related models on several tasks.

Comparisons with existing work  Attention mechanism is related to our method as it is also a learnable aggregation scheme. Both the attention coefficients and our kernel function are learned based on features of the nodes and their neighbors. In GAT, a single layer neural network is used to learn the attention coefficient. In our model, a more flexible
way is proposed, which can be interpreted as a composition kernel learning problem where label information can also be effectively encoded. Furthermore, our framework can be applied to GAT, and achieves better performance as shown in Section 4.

There are some other work applying kernel methods to graph data. For example, Tian et al. [2019] proposes a framework to learn kernel functions on a graph, which provides an understanding of GCN from a kernel point of view. Similar to our work, their framework proposes a way to learn a kernel driven by node label information. The major difference from ours is that they learn a feature mapping for a kernel function, which still uses the normalized adjacency matrix (and its powers) in the aggregation scheme. In other words, they still treat all the neighbors identically. Experimental comparisons are provided in Section 4.

2 Preliminary

We begin by introducing some basic concepts about graph, kernel and related models. An undirected graph is represented as \( G = (V, E) \), where \( v_i \in V \) denotes a node in the graph and \( e_{i,j} \in E \) denotes the edge of a graph connecting nodes \( v_i \) and \( v_j \). We use \( N_i \) to denote the set containing \( v_i \) and all its neighbors.

Every node in the graph is associated with a feature vector and a label. We use \( X \in \mathbb{R}^{n \times d} \) to denote the node features and \( Y \in \mathbb{R}^{n \times c} \) to denote the node labels, where \( n \) is the total number of nodes in the graph. The feature and label of a given node \( v_i \) are denoted as \( x_i \) and \( y_i \), which are the \( i^{th} \) row of \( X \) and \( Y \), respectively.

We use \( H^l \in \mathbb{R}^{n \times d_l} \) to denote the outputs of the \( l^{th} \) hidden layer in GNNs, \( W^l \) to denote the weight matrix in the \((l+1)^{th}\) layer, where \( d_l \) denotes the dimensionality of the outputs of the \( l^{th} \) layer. \( h^l_i \) is the \( i^{th} \) row of \( H^l \) with input \( v_i \). For consistency, we denote \( H^0 = X \) and \( h^0_i = x_i \).

The adjacency matrix \( A \in \mathbb{R}^{n \times n} \) is a symmetric (typically sparse) matrix used to encode edge information in a graph. Elements \( a_{i,j} = 1 \) if there is an edge between \( v_i \) and \( v_j \), and \( a_{i,j} = 0 \) otherwise. A degree matrix \( D = \text{diag}(d_1, d_2, ..., d_n) \) is a diagonal matrix with node degrees as its diagonal elements, i.e., \( d_i = \sum_j a_{i,j} \).

In the following, we describe GCN and GAT in the setting of node classification, where the softmax function is used as the activation function of the last layer, and the cross entropy is used as the loss function.

2.1 Graph Convolutional Networks

Kipf and Welling [2016] extended the idea of Convolutional Neural Network (CNN) to graph data and proposed Graph Convolutional Networks (GCNs). Specifically, let \( \hat{A} = A + I \) with \( I \) being the identity matrix. \( \hat{A} \) can be considered as the adjacency matrix with self-connection. The corresponding degree matrix \( \hat{D} \) is a diagonal matrix with diagonal elements \( \hat{d}_j = \sum_i \hat{a}_{i,j} = d_j + 1 \). Similar to CNNs, an \( L \)-layer GCN defines a sequence of transformations, i.e., the output of the \((l+1)^{th}\) layer is calculated as: \( h_{i}^{l+1} = \sigma(\sum_{j \in N_i} \hat{a}_{i,j} h_{j}^{l} W_l) \), where \( \sigma \) denotes the activation function (softmax for the last layer and ReLU for other layers), \( \hat{a}_{i,j} \) is the \((i,j)\)-th element in \( \hat{A} \triangleq \hat{D}^{-1/2} \hat{A} \hat{D}^{-1/2} \).

### Node aggregation

In GCN, the matrix \( \hat{A} \) is called an aggregation operator since its role is to aggregate representations of neighboring nodes to calculate representation for a particular node. The way it works is to simply take the product of \( \hat{A} \) and the node representation matrix. For example, in a 2-layer GCN for node classification, the output can be written as

\[
f(X) = \text{Softmax}(\hat{A} \text{ReLU}(\hat{A}XW^0)W^1),
\]

where \( W^0 \) and \( W^1 \) denote the weight matrices in the first and second layers. Softmax and ReLU functions are applied pointwise. For a given node, the 2-layer GCN can also be represented as:

\[
f(v_i) = \text{Softmax}(\sum_{j \in N_i} \hat{a}_{i,j} \text{ReLU}(\sum_{j \in N_i} \hat{a}_{i,j} x_j W^0)W^1).
\]

When considering \( x_j W^0 \) as a transformed representation for node \( j \), the term \( \sum_{j \in N_i} \hat{a}_{i,j} x_j W^0 \) essentially aggregates neighbor node representations to form a new representation for node \( i \).

It is worth noting that the aggregation scheme in GCN uses the normalized adjacency matrix \( \hat{A} \), which is not learnable and treats all the neighbors identically in a graph.

2.2 Graph Attention Networks

Veličković et al. [2017] extends GCNs to Graph Attention Networks (GATs), which uses an attention mechanism for aggregation. Specifically, for two hidden representations \( h^l_i \) and \( h^l_j \), an attention mechanism \( \text{Att} : R^{d_l} \times R^{d_l} \rightarrow R \) computes the attention coefficients \( t_{i,j} = \text{Att}(h^l_i, h^l_j) \), which calculates an importance score of node \( v_j \) to \( v_i \), in contrast to using \( a_{i,j} \) as in standard GCNs.

In practice, the attention coefficients of a given node is often normalized across all its neighbors using the softmax function. In addition, Att is often implemented as a single-layer neural network with Leaky ReLU activation function. The resulting formula for the attention mechanism is:

\[
t_{i,j} = \frac{\exp(\text{LeakyReLU}(h^l_i, W_l^i, h^l_j, W_l^j))}{\sum_{k \in N_i} \exp(\text{LeakyReLU}(h^l_k, W_l^k, h^l_j, W_l^j))},
\]

where “||” denotes the vector concatenation operator, and \( \theta \) the learnable parameter vector for an attention mechanism.

In a multi-head attention mechanism, a hidden layer has \( M \) independent attentions, resulting in an aggregation scheme formulated as:

\[
h_i^{(l+1)} = \text{ReLU}(\sum_{j \in N_i} t_{i,j}^m h_j^l W^l),
\]

where \( t_{i,j}^m \) denotes the attention coefficients from the \( m^{th} \) attention head in the \((l+1)^{th}\) layer, and \( \sum_{m=1}^M \) denotes the concatenation of \( M \) resulting output vectors. For a classification task, the last layer of GAT is typically defined as:

\[
h_i^L = \text{Softmax}(\sum_{m=1}^M \sum_{j \in N_i} t_{i,j}^{l-1,m} h_j^{l-1} W^{L-1}).
\]
2.3 Kernel Function

A kernel \( k : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) is a function with two variables. Given a set of data \( \{x_1, x_2, ..., x_n\} \) with \( x_i \in \mathbb{R}^d \), a kernel matrix \( K \) is the matrix whose elements are computed as \( k_{i,j} = k(x_i, x_j) \). The merit of kernel is that it can describe nonlinear relations between data pairs by calculating their similarity in an infinite dimensional space.

Positive semi-definite kernels Positive semi-definite kernels are kernel functions whose matrices are positive semi-definite. They can be seen as inner products in Hilbert space, thus can be used to describe feature similarity or difference. Each positive semi-definite kernel is associated with a Reproducing Kernel Hilbert Space (RKHS).

**Definition 1.** A Hilbert space \( (\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}}) \) is a RKHS if its evaluation functional is continuous, where the evaluation functional at \( x \) is defined as \( T_x : \mathcal{H} \rightarrow \mathbb{R} \) and satisfies \( T_x(f) = f(x), f \in \mathcal{H} \).

Positive semi-definite kernels can be used to calculate similarity of two probabilistic measures, for example, via the Maximum Mean Discrepancy (MMD) \cite{Gretton2012}, defined as:

\[
\text{MMD}^2(\mathbb{P}, \mathbb{Q}) = \mathbb{E}_{x_i, x_j \sim \mathbb{P}}(k(x_i, x_j)) + \mathbb{E}_{y_i, y_j \sim \mathbb{Q}}(k(y_i, y_j)) - 2\mathbb{E}_{x_i \sim \mathbb{P}, y_i \sim \mathbb{Q}}(k(x_i, y_j)). \tag{5}
\]

Indefinite kernels These are also some research on indefinite kernels \cite{Ong2004}, i.e., kernels whose kernel matrices may not be positive semi-definite. Indefinite kernels are interesting because in kernel learning \cite{Ong2003}, some solutions may not be positive semi-definite functions, e.g., linear combination of positive semi-definite kernels. In contrast to positive semi-definite kernels, indefinite kernels can not be described in a RKHS. However, they can be defined as inner products in Reproducing Kernel Krein Spaces (RKKS).

**Definition 2.** \cite{Ong2004} An inner product space is a Krein Space \( (\mathcal{K}, \langle \cdot, \cdot \rangle_{\mathcal{K}}) \), if there exist two Hilbert Spaces \( \mathcal{H}_+ \), \( \mathcal{H}_- \) spanning \( \mathcal{K} \) such that:

- All \( f \in \mathcal{K} \) can be decomposed into \( f = f_+ + f_- \), where \( f_+ \in \mathcal{H}_+ \) and \( f_- \in \mathcal{H}_- \);
- \( \forall f, g \in \mathcal{K}, \langle f, g \rangle_{\mathcal{K}} = \langle f_+, g_+ \rangle_{\mathcal{H}_+} + \langle f_-, g_- \rangle_{\mathcal{H}_-} \).

**Definition 3.** \cite{Ong2004} A Krein space \( (\mathcal{K}, \langle \cdot, \cdot \rangle_{\mathcal{K}}) \) is an RKKS if its evaluation functional is continuous, where the evaluation functional at \( x \) is defined as \( T_x : \mathcal{K} \rightarrow \mathbb{R} \) and satisfies \( T_x(f) = f(x), \forall f \in \mathcal{K} \).

**Lemma 1.** \cite{Ong2004} If \( \mathcal{H}_+ \) and \( \mathcal{H}_- \) are RKHS with kernels \( k_+ \) and \( k_- \), then the resulting RKKS \( \mathcal{K} \) has a unique indefinite kernel \( k = k_+ - k_- \).

We can see that indefinite kernel can be decomposed into two positive semi-definite kernels. Note that both positive semi-definite kernels and indefinite kernels are symmetric, i.e., \( k(x_i, x_j) = k(x_j, x_i) \).

3 The Proposed Method

We first re-interpret GCNs from a kernel aggregation point of view, and then generalize the kernel aggregation to composite kernel aggregation so that it can incorporate node features.
Proposition 3. The idea is to design a kernel \( \hat{k} \) to encode feature similarities into the kernel matrix \( \hat{K} \).\footnote{We call the resulting model Graph Convolutional Network with composite kernels.}

To enhance the representation power, we use a structure similar to GAT to define the output of the \((l+1)\text{th}\) layer as:

\[
\hat{h}_i^{l+1} = \sigma(\sum_{j \in N_i} \hat{k}_{i,j} h_j^l W^l).
\]

Finally, the output layer is (i.e., \(l = L - 1\)):

\[
\hat{h}_i^{L+1} = \text{Softmax}(\sum_{j \in N_i} \hat{k}_{i,j} h_j^L W^L + \sum_{j \in N_i} \beta_{i,j} h_j^L W^l).
\]

We call the resulting model Graph Convolutional Network with Composite Kernel, denoted as CKGAT.

In regard to computation complexity, since our kernel is parameterized by a neural network (we will discuss how to learn the kernel later) and \( \hat{K} \) is sparse in most cases, only \( O(|E|) \) extra computation and space are needed, which is linear with respect to the number of edges.

3.3 GATs with Composite Kernels

We further extend our composite kernel idea to GAT. Note that Tsai et al. [2019] shows a relationship between kernel method and attention mechanism, where the unnormalized attention is treated as an asymmetric kernel, and the normalized attention (2) as a kernel smoothing factor. However, the paper does not study the positive definiteness of their kernel matrices. Instead of treating the normalized attention as a kernel smoothing factor, we show that it can be considered as an indefinite kernel, i.e., it can be computed by two positive semi-definite kernels. To this end, we use \( T^{l,m} \) to denote the \( m \text{th} \) attention matrix in the \((l+1)\text{th}\) layer, and first prove the following proposition.

Proposition 5. The normalized attention matrix \( T^{l,m} \) can be computed by two positive semi-definite matrices. If the matrix is symmetric, it is equivalent to the kernel matrix of an indefinite kernel.

Proof. The proof follows the same steps as in Proposition 2. It is easy to show that \( I - T^{l,m} \) and \( I \) are positive semi-definite matrices.

If, on the other hand, the normalized attention is asymmetric, we can treat it as indefinite asymmetric kernel, a natural extension of indefinite kernels. Techniques of asymmetric kernels can be found in Wu et al. [2010]. Specifically, we have the following proposition:

Proposition 6. If \( T^{l,m} \) is asymmetric, \( \tilde{K}^{l,m} = K \odot T^{l,m} \) is a kernel matrix of an indefinite asymmetric kernel. If \( T^{l,m} \) is symmetric, \( \tilde{K}^{l,m} = K \odot T^{l,m} \) is a kernel matrix of an indefinite kernel.

Proof. It follows from Proposition 3.

It is now ready to define GAT with composite kernels. For a layer with a multi-head attention mechanism as in Section 2, we first compute \( M \) independent kernel matrices \( \tilde{K}^{l,m} = K \odot T^{l,m} \) for the \((l+1)\text{th}\) layer, where \( m = 1, 2...M \). Denote the elements in \( \tilde{K}^{l,m} \) by \( k_{i,j}^{l,m} \) \footnote{We call the resulting model Graph Attention Network with Composite Kernel, denote as CKGAT.}. We then define the output of the \((l+1)\text{th}\) layer as:

\[
\hat{h}_i^{l+1} = \sum_{m=1}^{M} \text{ReLU}(\sum_{j \in N_i} k_{i,j}^{l,m} h_j^l W^l) (\sum_{j \in N_i} t_{i,j}^{l,m} h_j^l W^l)).
\]

For the output layer \((l = L - 1)\), we define it as:

\[
\hat{h}_i^{L+1} = \text{Softmax}(\sum_{m=1}^{M} \sum_{j \in N_i} k_{i,j}^{l,m} h_j^l W^l + \sum_{j \in N_i} t_{i,j}^{l,m} h_j^l W^l)).
\]
some threshold values. Consequently, learning the kernel can be formulated as the following optimization problem:

$$\min_{\phi} - \sum_{i=1}^{c} \mathbb{E}_{l_i = l}[k(\phi(x_i, x_j))] + \lambda \sum_{i \neq j} \mathbb{E}[k(\phi(x_i, x_j))]$$ \hspace{1cm} (8)

where $\phi$ denotes the kernel parameters to be optimized, $c$ the class number, $l_i$ and $l_j$ the class of $y_i$ and $y_j$, respectively.

We can further reformulate the above optimization problem as a feature distribution matching problem. Specifically, if we set $\lambda = 1$, then (8) can be equivalently written as:

$$\min_{\phi} - \sum_{a=1}^{c} \sum_{b \neq a} \text{MMD}^2_{\phi}(\mathbb{P}_a, \mathbb{P}_b),$$ \hspace{1cm} (9)

where $\mathbb{P}_a$ denotes the node features distribution of $a^{th}$ class (note that there are $c$ classes in total).

Because MMD is a distance metric between distributions, the above optimization problem can be interpreted as finding the kernel to best distinguish feature distributions of different class. Given the kernel parameterized by $\phi$, we want the MMD computed by two sets of nodes from different class to be large, whereas the MMD computed by two sets of nodes from the same class to be 0. For MMD, we first have the following result:

**Theorem 7.** [Gretton et al., 2012] Given a kernel $k$, if $k$ is a characteristic kernel, then $\text{MMD}_k(\mathbb{P}, \mathbb{Q}) = 0$ if and only if $\mathbb{P} = \mathbb{Q}$

Sriperumbudur et al. [2010] shows that when the kernel is characteristic, MMD is a metric on the space of all the Radon probability measures. We now show how to construct a valid characteristic positive semi-definite kernel.

In our framework, we use an auto-encoder structure when representing a kernel. The auto-encoder consists of two components: an encoder function ($f_{\text{enc}} : \mathbb{R}^d \rightarrow \mathbb{R}^l$) and a decoder function ($f_{\text{dec}} : \mathbb{R}^l \rightarrow \mathbb{R}^d$), both are parameterized by neural networks. We use $\phi$ to denote the parameters in the auto-encoder. The encoder function maps an input sample from the original space into some point in the latent space (often has lower dimension than the original input space, i.e., $z \leq d$), while the decoder function maps a latent variable back to the original space. We want the auto-encoder to be able to reconstruct the input data, and compress the original input data into a compact representation. The objective is defined as:

$$\min_{\phi} \sum_i \| x_i - z_i \|^2, \text{ with } z_i = f_{\text{dec}}(a_i), a_i = f_{\text{enc}}(x_i).$$ \hspace{1cm} (10)

Our proposed kernel has the following form:

$$k_{\phi}(x_i, x_j) = \exp(-\|f_{\text{enc}}(x_i) - f_{\text{enc}}(x_j)\|^2),$$ \hspace{1cm} (11)

where $f_{\text{enc}}$ and $f_{\text{dec}}$ are obtained by optimizing (10). The resulting kernel is a positive semi-definite characteristic kernel according to the following proposition.

**Proposition 8.** The kernel in (11) is a positive semi-definite kernel, and it is characteristic in the ideal case.

**Proof.** By Shawe-Taylor and Cristianini [2004], the kernel in (11) is a positive semi-definite kernel. Because Gaussian kernel is characteristic [Sriperumbudur et al., 2010], by Gretton et al. [2012], a kernel $k(x_i, x_j) = (k \circ f)(x_i, x_j) = k(f(x_i), f(x_j))$ is characteristic if $k$ is characteristic and $f$ is injective. In the ideal case of auto-encoder, $\| x_i - x_j \| = 0$ for all $x_i$ in the data space, and $f_{\text{enc}}$ is the inverse function of $f_{\text{dec}}$. Because being injective is a sufficient condition for being injective, and $f$ is injective if and only if it has an inverse function. Then $f_{\text{enc}}$ is an injective function, thus the resulting kernel $k = k \circ f_{\text{enc}}$ is a characteristic kernel. \qed

Combining (9) and (10), we can use the following loss function to learn the desired kernel function ($\beta$ is a hyper-parameter):

$$L_k = \min_{\phi} \sum_i \| x_i - z_i \|^2 - \beta \sum_{a=1}^{c} \sum_{b \neq a} \text{MMD}^2_{\phi}(\mathbb{P}_a, \mathbb{P}_b).$$ \hspace{1cm} (12)

In our implementation, to explicitly enforce the kernel value of nodes from the same class much larger than those from different class (i.e., maximize their difference), we also add an additional regularizer:

$$L_d = \min_{\phi} \| \max(k_{\phi}(x_i, x_j)) - \min(k_{\phi}(x_i, x_j)) \|^2.$$ \hspace{1cm} (13)

Consequently, the final loss function is defined as:

$$L = L_{\text{ce}} + \lambda_1 L_k + \lambda_2 L_d,$$ \hspace{1cm} (14)

where $L_{\text{ce}}$ is the canonical cross-entropy loss used in classification tasks, and $\lambda_1, \lambda_2$ are hyper-parameters.

4 Experiments

We test our framework for node classification on different graph datasets, including citation networks and text documents.

4.1 Citation Network Classification

Cora (2708 nodes, 5429 edges), Citeseer (3327 nodes, 4732 edges), Pubmed (19717 nodes, 44338 edges) [Sen et al., 2008] are public citation network datasets. Nodes of a graph represent documents, and edges represent citation links in the graph. Documents are classified into several categories, hence each node is associated with a label. There are 7, 6, 3 categories in Cora, Citeseer, Pubmed respectively. The node feature dimensions are 1433, 3703, 500 respectively.

Following previous works of Kipf and Welling [2016] and Tian et al. [2019], we test our proposed framework in both semi-supervised and supervised settings. Two-layer CKGCN and CKGAT are used in both experiments; and the Adam optimizer [Kingma and Ba, 2014] with $\beta_1 = 0.9$, $\beta_2 = 0.999$ is used. The encoder and decoder are set to be 4-layer neural networks for Cora and Pubmed, and a 5-layer neural network on Citeseer. The dimension of latent space is selected from 8 and 16 based on hyper-parameter tuning. Both dropout and L2 regularization are used.
For text classification, we follow the setting in Yao [2018], with dataset summaries given in Table 3. In each testing set, and the rest of nodes belong to the training set. In there are 500 nodes in the validation set, 1000 nodes in total for testing.

In semi-supervised experiments, we follow the setting in Kipf and Welling [2016]: there are 20 nodes with labels for each class in the training set, 500 nodes in total for the validation set, and 1000 nodes in total for testing.

The results are shown in Table 1. Results of some compared models are taken from the corresponding papers, without standard deviations. From the table we can see that the proposed composite kernel aggregation obtains best performance. Composite kernels in CKGCN and CKGAT also lead to better results than GCN and GAT, due to the flexibility of incorporating node features into the models.

### Semi-supervised Node Classification

In semi-supervised experiments, we follow the setting in Kipf and Welling [2016]: there are 20 nodes with labels for each class in the training set, 500 nodes in total for the validation set, and 1000 nodes in total for testing.

The results are shown in Table 1. Results of some compared models are taken from the corresponding papers, without standard deviations. From the table we can see that the proposed composite kernel aggregation obtains best performance. Composite kernels in CKGCN and CKGAT also lead to better results than GCN and GAT, due to the flexibility of incorporating node features into the models.

### Supervised Node Classification

In supervised node classification experiments, we follow the data split settings in [Chen et al., 2018]: for each dataset, there are 500 nodes in the validation set, 1000 nodes in the testing set, and the rest of nodes belong to the training set. In the comparison, both KLED [Fouss et al., 2012] and K3 [Tian et al., 2019] are kernel related methods. Results are reported in Table 2. Similarly, our models achieve higher accuracies than other methods. To illustrate the difference between $\hat{K}$ and $A$, we plot these two matrix as well as their differences (i.e., $\|\hat{K} - A\|$) on Cora in Figure 2 after training.

#### 4.2 Text Classification

For text classification, we follow the setting in Yao et al. [2018], with dataset summaries given in Table 3. In each dataset, both documents and words are treated as nodes in a graph. Each node is associated with a 300-dimensional feature vector as in Yao et al. [2018]. Following Yao et al. [2018], word-word edge weights are set to be point-wise mutual information, and word-document edges weights are set to be normalized TF-IDF scores. The proposed composite kernel method is applied as in previous section, which is denoted as CKGCN. We use a 2-layer CKGCN for every dataset. The encoder and decoder functions are both parameterized by 2-layer neural networks for all the datasets. The latent space of the encoder and decoder are both 2-layer neural networks.

A graph. Each node is associated with a 300-dimensional feature vector as in Yao et al. [2018]. Following Yao et al. [2018], word-word edge weights are set to be point-wise mutual information, and word-document edges weights are set to be normalized TF-IDF scores. The proposed composite kernel method is applied as in previous section, which is denoted as CKGCN. We use a 2-layer CKGCN for every dataset. The encoder and decoder functions are both parameterized by 2-layer neural networks for all the datasets. The latent space dimensionality is set to be 16. Dropout and Adam optimizer are used in the this experiment. Experimental results are summarized in Table 4, from which we can see that our CKGCN obtain the best results in the most of the datasets.

### 5 Conclusion

In this paper, we propose a kernel-based framework for graph structural data, in node classification task specifically. We discuss the relationship between aggregation schemes and kernels and propose a composite kernel construction which leads to feature sensitive aggregation. How to parameterize the desired kernel by neural networks and how to learn the kernel are also discussed in the paper. We apply our framework in two major GNN models, GCN and GAT, and the resulting CKGCN and CKGAT achieve better experimental results than other models in different tasks.
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