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Abstract

Complexity analysis has become an important tool in the convergence analysis of optimization algorithms. For derivative-free optimization algorithms, it is not different. Interestingly, several constants that appear when developing complexity results hide the dimensions of the problem. This work organizes several results in literature about bounds that appear in derivative-free trust-region algorithms based on linear and quadratic models. All the constants are given explicitly by the quality of the sample set, dimension of the problem and number of sample points. We extend some results to allow “inexact” interpolation sets. We also provide a clearer proof than those already existing in literature for the underdetermined case.
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1 Introduction

Polynomial interpolation is one of the main aspects of model-based derivative-free algorithms. Given a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) and a set of interpolation points \( Y = \{y_0, \ldots, y_p\} \), the interpolating polynomial \( m \in \mathcal{P}_a^n(\mathbb{R}) \) is such that

\[
m(y^i) = f(y^i), \quad i = 0, \ldots, p,
\]

where \( \mathcal{P}_a^n(\mathbb{R}) \) is the space of polynomials of degree at most \( a \) in \( n \) variables. It is well understood that quadratic polynomials \( (a = 2) \) provides a good approximation, being able to capture the curvature of \( f \) using a reasonable amount of interpolation points [5 p.35].

More recently, the worst-case complexity analysis of optimization algorithms became popular. Although most of the bounds obtained are very pessimistic, the analysis provide further insights into the parameters and the dependence on the problems’ dimensions.
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When studying worst-case complexity of derivative-free trust-region algorithms using linear or quadratic polynomials, one has to deal with bounds related to the geometric quality of \( \mathcal{Y} \) and to the Hessian of the model (in the quadratic case). In \cite{5}, several bounds were provided, which explicitly show the dependence on the problems’ dimensions. Such bounds were used, for example, in the excellent complexity analysis of \cite{2, 6}. The complexity bounds generated the desire of performing derivative-free optimization in smaller subspaces, to further decrease the impact of dimensionality in the construction of models \cite{3}.

In \cite{9}, some error bounds were obtained for a relaxed version of (1)
\[
|m(y') - f(y')| \leq \kappa \delta^2,
\]
where \( \kappa \) is a constant and \( \delta \) can be viewed as the precision of the model \cite{8, 9} or just as the trust-region radius \cite{5}. Condition (2) is related to linear and quadratic models built from support vector regression strategies. Unfortunately, only the determined case is analyzed in \cite{9}, that is, the case where \( p = \text{dim}(\mathcal{P}_a^m(\mathbb{R})) - 1 \). In the case of quadratic models, that would require \( O(n^2) \) interpolation points in \( \mathcal{Y} \). This work intends to extend the bounds obtained in \cite{9} to the underdetermined case, which is known to have better performance in practical implementations.

The main contributions of the present work are

- the bounds associated with linear and quadratic polynomial models are organized, making clear their dependence on the dimension and quality of the interpolation set;
- the bounds from \cite{9} are extended to the underdetermined case.

This work is organized as follows.

Section 2 is concerned with bounds to linear and quadratic polynomial models which are uniquely determined by the sample set. Section 3 is the main contribution of this work and discusses error bounds for underdetermined quadratic models, since they are the most efficient models in practice \cite{7}. Finally, in Section 4 we state and organize all the bounds and discuss possible open questions.

Throughout this work, we will refer to the interpolating polynomial \( m \) as the one satisfying the relaxed condition (2), \( \mathcal{B}(x, \delta) \) is the closed ball centered at \( x \) with radius \( \delta \), \( \| \cdot \| \) is the Euclidean vector norm or its respective induced norm for matrices, \( \mathcal{Y} = \{ y_0, \ldots, y_p \} \) is the set of \( p + 1 \) sample points, for which \( f \) is assumed to be known, \( \mathcal{P}_a^m(\mathbb{R}) \) is the space of polynomials of degree at most \( a \) in \( n \) variables, and \( q = \text{dim}(\mathcal{P}_a^m(\mathbb{R})) - 1 \).

## 2 Determined models

Let us assume that \( \mathcal{Y} \subset \mathcal{B}(y_0, \delta) \). Determined interpolation models need that the number of sample points in \( \mathcal{Y} \) equals the dimension of \( \mathcal{P}_a^m(\mathbb{R}) \), that is, \( p = q \) in our notation. In the linear case, we assume that \( p = n = q \) and define matrices

\[
L_L = \begin{bmatrix}
(y_1 - y_0)^T \\
\vdots \\
(y_n - y_0)^T
\end{bmatrix} = \begin{bmatrix}
y_1^1 - y_0^1 & \cdots & y_1^n - y_0^n \\
\vdots & \ddots & \vdots \\
y_n^1 - y_0^1 & \cdots & y_n^n - y_0^n
\end{bmatrix},
\]
and

\[ \mathbf{L}_L = \frac{1}{\delta} \mathbf{I}_L. \]  

(4)

In the quadratic case, we assume \( p = (n^2 + 3n)/2 = q \) and define the matrix

\[ \mathbf{L}_Q = \begin{bmatrix} 
(\phi(y^1 - y^0))^T \\
\vdots \\
(\phi(y^q - y^0))^T 
\end{bmatrix}, \]  

(5)

where \( \phi(x) = [x_1, x_2, \ldots, x_n, \frac{1}{2}x_1^2, x_1x_2, x_1x_3, \ldots, x_1x_n, \frac{1}{2}x_2^2, \ldots, x_{n-1}x_n, \frac{1}{2}x_n^2]^T \)
is the vector whose elements form the natural basis of monomials in \( \mathcal{P}_2^n(\mathbb{R}) \), as defined in [5, Section 3.1]. We also consider the matrix

\[ \mathbf{L}_Q = \mathbf{D}_L^{-1} \mathbf{D}_Q^{-1}, \]  

(6)

where \( \mathbf{D}_L = \delta \mathbf{I}_{n \times n} \in \mathbb{D}_n = \delta^2 \mathbf{I}_{(q-n) \times (q-n)} \). Matrices \( \mathbf{L}_L \) and \( \mathbf{L}_Q \) are related with the construction of determined interpolation models, while (4) and (6) are their respective scaled versions, mainly used for theoretical purposes.

We will assume that the following assumptions are valid.

**Assumption 2.1.** \( \nabla f \) is Lipschitz continuous with constant \( L \) in a sufficiently large open bounded domain \( \mathcal{X} \subset \mathbb{R}^n \).

**Assumption 2.2.** \( f \) is bounded below.

**Assumption 2.3.** If the model to be built is linear, then the matrix \( \mathbf{L}_L \) is nonsingular and there is a constant \( \kappa_L > 0 \) such that \( \| \hat{\mathbf{L}}_L^{-1} \| \leq \kappa_L \). If the model is quadratic, then the matrix \( \mathbf{L}_Q \) is nonsingular and there is a constant \( \kappa_Q > 0 \) such that \( \| \hat{\mathbf{L}}_Q^{-1} \| \leq \kappa_Q \).

The next assumption is related to the relaxed concept of interpolation models considered in this work.

**Assumption 2.4.** There is a constant \( \kappa \geq 0 \) such that for every \( y^j \in \mathcal{Y} \subset B(y^0, \delta) \)

\[ |m(y^j) - f(y^j)| \leq \kappa \delta^2. \]

Note that Assumption 2.4 includes the creation of “exact” interpolation models and also models under uncertainty [9], under numerical errors or even when we can control the precision in which \( f \) is calculated [1]. The next theorem provides the error bounds for determined polynomial interpolation under Assumption 2.4. Its proof is provided in [9].

**Theorem 2.5.** Suppose that Assumptions 2.1, 2.2, 2.3 and 2.4 hold. Then, for all \( x \in \mathcal{X} \cap B(y^0, \delta) \), if the model is linear

\[ \| \nabla^2 m(x) \| = 0, \]

\[ \| \nabla f(x) - \nabla m(x) \| \leq \left( L + \left( \frac{1}{2}L + 2 \kappa \right) \kappa_L \sqrt{n} \right) \delta, \]

\[ |f(x) - m(x)| \leq \left( \frac{1}{2}L + \kappa + \left( \frac{1}{2}L + 2 \kappa \right) \kappa_L \sqrt{n} \right) \delta^2, \]
and, if the model is quadratic,

\[ \|\nabla^2 m(x)\| \leq 2\kappa Q \sqrt{q}(\kappa + L), \]

\[ \|\nabla f(x) - \nabla m(x)\| \leq \left(2\kappa Q \sqrt{q} \left(1 + \sqrt{2}\right)(\kappa + L)\right)\delta, \]

\[ |f(x) - m(x)| \leq \left(\frac{1}{2} L + \kappa + \kappa Q \sqrt{q} \left(2 + 3\sqrt{2}\right)(\kappa + L)\right)\delta^2. \]

In order to ensure Assumption 2.3, we need to make additional hypotheses about the geometry of the sample set. The existence and uniqueness of model \( m \), also known as \textit{poisedness}, is not enough. In linear interpolation, for example, this can be achieved by assuming that the points in \( \mathcal{Y} \) are affinely linear independent [10]. Here, we assume that the set \( \mathcal{Y} \) is \( \Lambda \)-poised on the ball \( B(y^0, \delta) \), for some \( \Lambda > 0 \). This definition is taken from [5] and will be better discussed in Section 3 for underdetermined polynomials. The following lemma, adapted from [9], shows that Assumption 2.3 is valid when the models to be built are linear or quadratic and \( \mathcal{Y} \) is \( \Lambda \)-poised.

\textbf{Lemma 2.6.} Let \( \Lambda > 0 \). If \( \mathcal{Y} = \{y^0, y^1, \ldots, y^n\} \) is \( \Lambda \)-poised in \( B(y^0, \delta) \) with respect to the basis \( \phi \) of \( \mathcal{P}_n^1 \), then \( \left\|\bar{L}_Q^{-1}\right\| \leq \Lambda \sqrt{n} \). If \( \mathcal{Y} = \{y^0, y^1, \ldots, y^q\} \) is a \( \Lambda \)-poised set in \( B(y^0, \delta) \) with respect to the basis \( \phi \) in \( \mathcal{P}_n^2 \), then, \( \left\|\bar{L}_Q^{-1}\right\| \leq 4\Lambda \sqrt{(q + 1)^3} \).

3 \quad \textbf{Underdetermined models}

The main drawback of determined polynomials is the high number of interpolation points needed in the quadratic case. One could use only linear polynomials, but quadratic polynomials are known to better explore the curvature of \( f \). Therefore, we are interested in building quadratic polynomials using less than \( q \) interpolation points. Now we assume that \( n < p < q \) and \( q = \dim(\mathcal{P}_n^2(\mathbb{R})) - 1 = (n^2 + 3n)/2 \).

When dealing with classical interpolation theory, in the sense of [1], building an underdetermined interpolation quadratic model \( m \in \mathcal{P}_n^2(\mathbb{R}) \) can be viewed as finding \( \alpha \in \mathbb{R}^{q+1} \) such that

\[ \sum_{j=0}^{q} \alpha_j \phi_j(y^i) = f(y^i), \text{ for } i = 0, \ldots, p, \]

or, equivalently,

\[ \mathbf{M}(\phi, \mathcal{Y})\alpha = f(\mathcal{Y}), \tag{7} \]

where \( \phi = \{\phi_0(x), \phi_1(x), \ldots, \phi_q(x)\} \) is a basis for \( \mathcal{P}_n^2(\mathbb{R}) \),

\[ \begin{bmatrix}
\phi_0(y^0) & \phi_1(y^0) & \cdots & \phi_q(y^0) \\
\phi_0(y^1) & \phi_1(y^1) & \cdots & \phi_q(y^1) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_0(y^p) & \phi_1(y^p) & \cdots & \phi_q(y^p)
\end{bmatrix}, \text{ and } f(\mathcal{Y}) = \begin{bmatrix}
f(y^0) \\
f(y^1) \\
\vdots \\
f(y^p)
\end{bmatrix}. \tag{8} \]

Under the above conditions, the number of interpolation points is less than the dimension of the space of the polynomials \( \mathcal{P}_n^2(\mathbb{R}) \), that is, \( |\mathcal{Y}| = p + 1 < q + 1 = \)
\[ \text{dim}(P_n^2(\mathbb{R})) \]. Therefore, the interpolation polynomials defined by (7) are no longer unique.

In this section, our goal is to build an underdetermined quadratic model, which approximately interpolates the function \( f \) over \( Y \subset \overline{B}(y^0, \delta) \), in the sense of Assumption 2.4. First, let us consider matrices

\[ L_s = \begin{bmatrix} (y_1 - y^0)^T \\ \vdots \\ (y^p - y^0)^T \end{bmatrix} = \begin{bmatrix} y_1^1 - y_1^0 & \ldots & y_1^n - y_1^0 \\ \vdots & \ddots & \vdots \\ y_p^1 - y_1^0 & \ldots & y_p^n - y_1^0 \end{bmatrix}, \tag{9} \]

and

\[ \hat{L}_s = \frac{1}{\delta} L_s. \tag{10} \]

In order to obtain the main error bounds for the underdetermined case, we need to assume some geometric conditions. In other words, we need the sample set \( Y \) to be poised for linear regression and the Hessian of the model to be bounded. Such properties are given by assumptions 3.1 and 3.2.

**Assumption 3.1.** The matrix \( L_s \in \mathbb{R}^{p \times n} \) has full column rank, that is, \( \text{rank}(L_s) = n \), and there is a constant \( \kappa_s > 0 \) such that \( \|\hat{L}_s\| \leq \kappa_s \), where \( \hat{L}_s \) denotes the Moore-Penrose pseudo-inverse of the matrix \( L_s \).

**Assumption 3.2.** There is a constant \( \kappa_H \geq 0 \) such that \( \|H\| \leq \kappa_H \).

The following theorem establishes error bounds for the underdetermined model and its derivatives in \( \mathcal{X} \cap \overline{B}(y^0, \delta) \).

**Theorem 3.3.** Suppose that Assumptions 2.4, 2.5, 3.1 and 3.2 hold. Then, for all \( x \in \mathcal{X} \cap \overline{B}(y^0, \delta) \),

\[ |f(x) - m(x)| \leq \left( \frac{1}{2}(L + \kappa_H) + \kappa + 2\kappa_s\sqrt{p}\left(L + \kappa + \frac{3}{4}\kappa_H\right) \right) \delta^2, \tag{11} \]

\[ \|\nabla f(x) - \nabla m(x)\| \leq 2\kappa_s\sqrt{p}\left(L + \kappa + \frac{3}{4}\kappa_H\right) \delta. \tag{12} \]

**Proof.** The proof is strongly based in the ideas of [5, Theorem 5.4] and [9, Theorem 2]. In addition, \( \|H\| \) and \( \|\hat{L}_s\| \) were replaced by their respective bounds in equations (11) and (12). \( \square \)

### 3.1 Minimum Frobenius norm models

To establish a bound for the norm of the Hessian of the model, we must specify its construction. In this sense, we will reduce the degree of freedom in choosing the model, assuming that it is the minimum Frobenius norm model. We will also need to define what is a relaxed minimum Frobenius norm model.

Let \( \overline{\phi} \) be the natural basis of \( P_n^2(\mathbb{R}) \) and consider its split into the sets \( \overline{\phi}_L = \{1, x_1, \ldots, x_n\} \) and \( \overline{\phi}_Q = \{ \frac{1}{2}x_1^2, x_1x_2, \ldots, \frac{1}{2}x_n^2 \} \). Then we can write the underdetermined interpolation model as

\[ m(x) = \alpha_L^T \overline{\phi}_L(x) + \alpha_Q^T \overline{\phi}_Q(x), \]
where $\alpha_L$ and $\alpha_Q$ are appropriate parts of the vector of coefficients $\alpha$. As in [5 p. 80-81], we can define the minimum Frobenius norm solution $\alpha_{\text{min}}$ as the solution of the optimization problem,

$$\min_{\alpha_L, \alpha_Q} \frac{1}{2} \|\alpha\|^2 \quad \text{s.t.} \quad M(\overline{\phi}_L, \mathcal{Y})\alpha_L + M(\overline{\phi}_Q, \mathcal{Y})\alpha_Q = f(\mathcal{Y}),$$

(13)

in the variables $\alpha_L$ and $\alpha_Q$, where $\mathcal{Y}$ is the set of interpolation points and the matrices $M(\overline{\phi}_L, \mathcal{Y})$ and $M(\overline{\phi}_Q, \mathcal{Y})$ are submatrices of $M(\overline{\phi}, \mathcal{Y})$, given in [5], whose columns correspond to the elements of $\overline{\phi}_L$ and $\overline{\phi}_Q$, respectively.

It is important to point out that the condition of existence and uniqueness of the minimum Frobenius norm model is that the matrix defined by

$$F(\overline{\phi}, \mathcal{Y}) = \begin{bmatrix} M(\overline{\phi}_Q, \mathcal{Y})M(\overline{\phi}_Q, \mathcal{Y})^T & M(\overline{\phi}_L, \mathcal{Y})^T & 0 \end{bmatrix}$$

is nonsingular. Note that $F(\overline{\phi}, \mathcal{Y})$ is nonsingular if and only if $M(\overline{\phi}_L, \mathcal{Y})$ has a full column rank and $M(\overline{\phi}_Q, \mathcal{Y})M(\overline{\phi}_Q, \mathcal{Y})^T$ is positive definite on the nullspace of $M(\overline{\phi}_L, \mathcal{Y})^T$, this last condition being guaranteed if $M(\overline{\phi}_Q, \mathcal{Y})$ has full row rank [5 p. 81].

We say that $\mathcal{Y}$ is poised in the minimum Frobenius norm sense if the matrix $F(\overline{\phi}, \mathcal{Y})$ is nonsingular. Note that poisedness in the minimum Frobenius norm sense implies poisedness in the linear interpolation or regression senses and, as a result, poisedness for underdetermined quadratic interpolation in the minimum norm sense [5 p. 81].

**Remark 3.4.** As we saw earlier, if $\mathcal{Y}$ is poised in the minimum Frobenius norm sense, then $F(\overline{\phi}, \mathcal{Y})$ is nonsingular and hence $M(\overline{\phi}_L, \mathcal{Y})$ has a full column rank. So, as

$$M(\overline{\phi}_L, \mathcal{Y}) = \begin{bmatrix} 1 & 0 \\ e & \text{Id} \end{bmatrix} \begin{bmatrix} 1 \\ 0 \end{bmatrix} y^{\alpha T} = \text{E}^{-1} \begin{bmatrix} 1 & 0 \\ 0 & \text{L}_s \end{bmatrix}$$

where $e = [1, 1, \ldots, 1]^T \in \mathbb{R}^p$, and $\text{Id} \in \mathbb{R}^{p \times p}$ is the identity matrix. Since $\text{E}$ is an elementary nonsingular matrix and $M(\overline{\phi}_L, \mathcal{Y})$ has full column rank, it follows that $\text{L}_s$ has full column rank, which partially satisfies Assumption [5.3].

Therefore, we will assume that the following hypothesis holds.

**Assumption 3.5.** The set of sample points $\mathcal{Y} = \{y^0, y^1, \ldots, y^p\} \subset \mathbb{R}^n$ is poised in the minimum Frobenius norm sense on $\overline{B}(y^0, \delta)$.

Consider the following auxiliary lemma.

**Lemma 3.6.** There is a number $\sigma_\infty > 0$ such that for any choice of $v$ satisfying $\|v\|_\infty = 1$, there is $z \in \overline{B}(0, 1)$ such that $|v^T \phi(z)| \geq \sigma_\infty$. If, in addition, $v^T \overline{\phi}(x)$ is a quadratic polynomial and $\overline{\phi}$ is the natural basis in $\mathcal{P}_n^2(\mathbb{R})$, then

$$\max_{x \in \overline{B}(0, 1)} |v^T \overline{\phi}(x)| \geq \frac{1}{4}.$$

If $\overline{\phi}$ is the natural basis of $\mathcal{P}_n^1(\mathbb{R})$, then,

$$\max_{x \in \overline{B}(0, 1)} |v^T \phi(x)| \geq 1.$$
Proof. See lemmas 3.10, 3.11, and 6.7 in [5].

Remark 3.7. Let φ be the natural basis of \( P^1_n(\mathbb{R}) \). Given \( v \in \mathbb{R}^{n+1} \) with \(|v| = 1\), there are \( \beta \in (0, \sqrt{n+1}) \) and \( v \in \mathbb{R}^{n+1} \) such that \( \|v\|_\infty = 1 \) and \( v = \beta \bar{v} \). Thus, by Lemma 3.6 we have that

\[
\max_{x \in B(0,1)} |\bar{v}^T \phi(x)| = \max_{x \in B(0,1)} \frac{1}{\beta} |v^T \phi(x)| \geq \frac{1}{\sqrt{n+1}} \max_{x \in B(0,1)} |v^T \phi(x)| \geq \frac{1}{\sqrt{n+1}}.
\]

Equation (13) is strongly related with the exact interpolation condition (1). In order to relax such condition we will first define minimum Frobenius norm Lagrange polynomials.

Definition 3.8. Given a set \( Y \) of \( p+1 \) interpolation points, the set of \( p+1 \) polynomials \( \ell_j(x) = \alpha_j^T \phi(x), \) \( j = 0, \ldots, p, \) is called set of minimum Frobenius norm Lagrange polynomials for \( \phi \), if \( \alpha_j = ((\alpha_j)_L, (\alpha_j)_Q) \) is the solution of

\[
\min_{\alpha} \frac{1}{2} \|\alpha_Q\|^2 \quad \text{s. t.} \quad M(\phi_L, Y)\alpha_L + M(\phi_Q, Y)\alpha_Q = e_{j+1},
\]

where \( e_j \) is the \( j \)-th canonical vector in \( \mathbb{R}^{p+1} \).

By comparing the KKT conditions of Definition 3.8 and equation (13) it is possible to show that the minimum Frobenius norm polynomial that interpolates \( f \) in \( Y \) can be defined as \( m(x) = \sum_{j=1}^{p+1} \ell_j(x)f(y^j) \). So, in order to relax (13), we will say that our relaxed minimum Frobenius norm polynomials are given by

\[
m(x) = \sum_{j=1}^{p+1} \ell_j(x)\gamma_j \tag{14}
\]

where \( \gamma_j, j = 1, \ldots, p+1, \) are chosen such that Assumption 2.4 holds. One can think that \( m \) was obtained by solving (13) with \( f(y^j) \) replaced by \( \gamma_j \) for all \( j = 0, \ldots, p \).

The theorems that follow are the main contribution of this work. Their establish bounds for \( \|\nabla^2 m(x)\| \) and \( \|L_1\| \) under the hypothesis of well poised interpolation sets and, therefore, assumptions 3.1 and 3.2 can be removed from Theorem 3.3. Using a partial definition from [5], we first define what we mean as well poised interpolation sets for minimum Frobenius norm quadratic models.

Definition 3.9. Let \( \Lambda > 0 \) and \( \mathcal{B} \subseteq \mathbb{R}^n \) be given. Let \( \phi \) be the natural basis of monomials of \( P^2_n(\mathbb{R}) \). A poised set \( \mathcal{Y} \) is said to be \( \Lambda \)-poised in \( \mathcal{B} \) in the minimum Frobenius norm sense if and only if for any \( x \in \mathcal{B} \), the solution \( \lambda(x) \in \mathbb{R}^{p+1} \) of

\[
\min_{\lambda} \frac{1}{2} \|M(\phi_Q, \mathcal{Y})^T \lambda(x) - \phi_Q(x)\|^2 \quad \text{s. t.} \quad M(\phi_L, \mathcal{Y})^T \lambda(x) = \phi_L(x)
\]

is such that \( \|\lambda(x)\|_\infty \leq \Lambda \).

Note that Definition 3.9 does not need to be relaxed. We are now ready to provide the necessary bounds in terms of the quality of the interpolation set, the Lipschitz constant and the dimensions of the problem.
Theorem 3.10. Suppose that Assumptions 2.7 and 3.3 hold. Assume that the set \( \mathcal{Y} = \{y^0, y^1, \ldots, y^p\} \) is \( \Lambda \)-poised in \( \overline{B}(y^0, \delta) \) in the minimum Frobenius norm sense and \( \delta_{\text{max}} > 0 \) is an upper bound for \( \delta \). Then,

\[
\|\nabla^2 m(x)\| \leq \left( \kappa + \frac{L}{2} \right) \frac{4\Lambda(p + 1)\sqrt{2(q + 1)}}{c(\delta_{\text{max}})^2},
\]

where \( c(\delta_{\text{max}}) = \min\{1, 1/\delta_{\text{max}}, 1/\delta_{\text{max}}^2\} \).

Proof. This proof follows the proof of [5, Theorem 5.7]. Assume, without loss of generality, that \( y^0 = 0 \). By Lemma 3.6 the definition of \( \Lambda \)-poisedness and arguments very similar to [5, Theorem 5.7] we have that

\[
\|\nabla^2 \ell_j(x)\| \leq \frac{4\Lambda}{\delta^2 c(\delta_{\text{max}})^2}, \quad j = 0, \ldots, p,
\]

where \( \delta_{\text{max}} \) and \( c(\delta_{\text{max}}) \) were defined by the theorem.

Now, let us consider the function

\[
\hat{f}(x) = f(x) - f(y^0) - \nabla f(y^0)^T (x - y^0).
\]

Note that \( \hat{f}(y^0) = 0 \), \( \nabla \hat{f}(y^0) = 0 \) and the Hessian remains unchanged. In addition, if \( m(x) \) is a relaxed minimum Frobenius norm model for \( f \) over the set \( \mathcal{Y} \), then it is easy to see that

\[
\hat{m}(x) = m(x) - f(y^0) - \nabla f(y^0)^T (x - y^0)
\]

also satisfies Assumption 2.3 for \( \hat{f} \) and the points in \( \mathcal{Y} \). Therefore, we can assume without loss of generality that \( f(y^0) = 0 \) and \( \nabla f(y^0) = 0 \). Thus, we have that

\[
|f(x)| = |f(x) - f(y^0) - \nabla f(y^0)^T (x - y^0)| \leq (L/2)\delta^2,
\]

for all \( x \in B(y^0, \delta) \), and, by (14), we can prove that

\[
|\gamma_j| \leq (\kappa + L/2)\delta^2, \quad j = 0, \ldots, p.
\]

By using the definition of \( m(x) \) in (14) and bounds (15) and (16), we finally get that

\[
\|H\| = \|\nabla^2 m(x)\| = \left\| \sum_{j=0}^{p} \gamma_j \nabla^2 \ell_j(x) \right\| \leq \sum_{j=0}^{p} |\gamma_j| \|\nabla^2 \ell_j(x)\| \\
\leq \left( \kappa + \frac{L}{2} \right) \frac{4\Lambda(p + 1)\sqrt{2(q + 1)}}{c(\delta_{\text{max}})^2},
\]

and the proof is complete. \( \square \)

Theorem 3.11. If \( \mathcal{Y} = \{y^0, y^1, \ldots, y^p\} \) is a \( \Lambda \)-poised set in \( \overline{B}(y^0, \delta) \) in the sense of the minimum Frobenius norm, then

\[
\left\| \hat{L}^0 \right\| \leq \Lambda \sqrt{2(p + 1)(p + 2)}.
\]

Proof. It is known that \( \Lambda \)-poisedness does not depend on the scale of the sample set and it is invariant with respect to shifts [5]. Therefore, let us consider the set

\[
\hat{\mathcal{Y}} = \left\{ \frac{y^1 - y^0}{\delta}, \ldots, \frac{y^p - y^0}{\delta} \right\}.
\]
which is \( \Lambda \)-poised in \( \overline{B}(0,1) \), and the matrices given by
\[
\mathcal{M}_L = M(\overline{\phi}_L, \tilde{y}) = \begin{bmatrix} 1 & e \\ e & \tilde{L}_s \end{bmatrix}, \quad E = \begin{bmatrix} 1 & 0 \\ -e & \text{Id} \end{bmatrix}, \quad E^{-1} = \begin{bmatrix} 1 & 0 \\ e & \text{Id} \end{bmatrix},
\]
and
\[
Q = EM_L = \begin{bmatrix} 1 & 0 \\ 0 & \tilde{L}_s \end{bmatrix},
\]
where \( \mathcal{M}_L \in \mathbb{R}^{(p+1)\times(n+1)}, E \in \mathbb{R}^{(p+1)\times(p+1)}, E^{-1} \in \mathbb{R}^{(n+1)\times(n+1)}, Q \in \mathbb{R}^{(p+1)\times(n+1)}, e = [1,1,\ldots,1]^T \in \mathbb{R}^p, \text{Id} \in \mathbb{R}^{p\times p} \) is the identity matrix and \( \tilde{L}_s \) was defined in \( \text{(10)} \). Note that the Moore-Penrose pseudoinverse of \( Q \) is given by
\[
Q^\dagger = \begin{bmatrix} 1 & 0 \\ 0 & \text{Id}_n \end{bmatrix},
\]
where \( Q^\dagger \in \mathbb{R}^{(n+1)\times(p+1)} \). Thus,
\[
\|Q^\dagger\| = \max \left\{ 1, \left\| L_1^\dagger \right\| \right\} \geq \left\| L_1^\dagger \right\|. \quad (18)
\]
By Definition \( \text{[3,3]} \) for every \( x \in \overline{B}(0,1) \subset \mathbb{R}^n \) there exists \( \lambda(x) \in \mathbb{R}^{p+1} \), with \( \|\lambda(x)\|_\infty \leq \Lambda \), such that \( \mathcal{M}_L^T \lambda(x) = \overline{\phi}_L(x) \). Since \( E \) is a non-singular matrix, we have that for each \( x \in \overline{B}(0,1), \)
\[
\mathcal{M}_L^T \lambda(x) = \overline{\phi}_L(x) \iff \mathcal{M}_L^T(E^T E^{-T}) \lambda(x) = \overline{\phi}_L(x) \iff \left(M_L^T E^T \right)(E^{-T} \lambda(x)) = \overline{\phi}_L(x) \iff (EM_L)^T(E^{-T} \lambda(x)) = \overline{\phi}_L(x) \iff Q^T (E^{-T} \lambda(x)) = \overline{\phi}_L(x) \iff E^{-T} \lambda(x) = Q^T \overline{\phi}_L(x).
\]
Note that \( \|\lambda(x)\|_\infty \leq \Lambda \) and \( E^{-T} \lambda(x) = \left[ \sum_{j=0}^p [\lambda(x)]_j, \lambda(x)^T \right]^T \). Thus, from \( \text{(19)} \), we get
\[
\left\|Q^T \overline{\phi}_L(x) \right\| = \|E^{-T} \lambda(x)\| = \sqrt{\left( \sum_{j=0}^p [\lambda(x)]_j \right)^2 + \sum_{j=1}^p [\lambda(x)]_j^2} \leq \sqrt{\left( \sum_{j=0}^p [\lambda(x)]_j \right)^2 + \sum_{j=1}^p [\lambda(x)]_j^2} \quad (20)
\]
\[
\leq \sqrt{(p+1)^2 + \lambda}^2_{\infty} < 2(p+1)^2 \Lambda^2 = \Lambda \sqrt{2(p+1)}.
\]
Let \( \tau \in \mathbb{R}^{n+1} \) be a singular right unit vector of \( Q^T \) associated with the largest singular value \( \sigma_1 \), and \( \tau \in \mathbb{R}^n \) the maximizer of \( |\tau^T \overline{\phi}_L(x)| \) in \( \overline{B}(0,1) \). Using the SVD decomposition and the fact that \( \|Q^\dagger\| = \sigma_1 \) it is not hard to show (see \( \text{[3, Lemma 3.13]} \)) that
\[
\left\|Q^T \overline{\phi}_L(\tau) \right\| \geq |\tau^T \overline{\phi}_L(\tau)| \left\| Q^\dagger \right\|. \quad (21)
\]
Then, from Lemma 3.6, Remark 3.7, (20), and (21),
\[
\Lambda \sqrt{2(p + 1)} \geq \left\| \Phi^T \phi_L(\tau) \right\| \geq \left\| \tau^T \phi_L(\tau) \right\| \left\| \Phi^T \right\|
\]
\[
= \left\| \tau^T \phi_L(\tau) \right\| \left\| \Phi^T \right\| = \max_{x \in B(0,1)} \left\| \tau^T \phi_L(x) \right\| \left\| \Phi^T \right\|
\]
\[
\geq \frac{1}{\sqrt{n + 1}} \left\| \Phi^T \right\|.
\]
Thus, from the previous inequality and from (18), it follows that
\[
\left\| L_s^e \right\| \leq \left\| \Phi^T \right\| \leq \Lambda \sqrt{2(n + 1)(p + 1)},
\]
and we complete the proof.

4 Conclusions

In this article, we organized several results from the literature about error bounds for linear and quadratic models related to derivative-free trust-region algorithms. We also extended the results relaxed results of [9] to underdetermined models and provided a clearer proof than [5] for the bound on \[\left\| L_s^e \right\|\] in the minimum Frobenius norm case. Table 1 provides a compilation of the results presented here and is useful for future works in worst case complexity.

Future work may include the estimation of bounds for the Hessian of minimum norm underdetermined quadratic models. In [4], the authors obtain bounds for the projection of errors onto a specific linear subspace, which is not very useful in practical terms. On the other hand, [5, p. 79], suggests that by using an overall poisedness constant for the sample set, it is possible to establish bounds for the model’s Hessian. Another interesting question is whether models constructed by support vector regression [9] using underdetermined quadratic polynomials are able to satisfy Assumption 2.4 and their practical benefits under noisy blackbox functions.
| Model Type                  | Error                                                                 | Error bound                                                                 | Ref. |
|-----------------------------|-----------------------------------------------------------------------|------------------------------------------------------------------------------|------|
| Linear determined           | $|m(x) - f(x)|$                                                         | $(\frac{1}{2}L + \kappa + (\frac{1}{2}L + 2\kappa) \Lambda n) \delta^2$   | 9    |
|                            | $\|\nabla m(x) - \nabla f(x)\|$                                      | $(\frac{1}{2}L + (\frac{1}{2}L + 2\kappa) \Lambda n) \delta$               | 9    |
|                            | $\|\nabla^2 m(x)\|$                                                   | 0                                                                             | 9    |
| Quadratic determined        | $|m(x) - f(x)|$                                                         | $(\frac{1}{2}L + \kappa + 4\Lambda \sqrt{q(q+1)} \left(2 + 3\sqrt{2}\right) (\kappa + L) ) \delta^2$ | 9    |
|                            | $\|\nabla m(x) - \nabla f(x)\|$                                      | $8\Lambda \sqrt{q(q+1)} \left(1 + \sqrt{2}\right) (\kappa + L) \delta$      | 9    |
|                            | $\|\nabla^2 m(x)\|$                                                   | $8\Lambda \sqrt{2q(q+1)} \left(\kappa + L\right)$                           | 9    |
| Quadratic underdetermined   | $|m(x) - f(x)|$                                                         | $(\frac{1}{2}L + \kappa_H + \kappa + 2\kappa_s \sqrt{\mathcal{P}} (L + \kappa + \frac{1}{2}\kappa_H)) \delta^2$ | This work |
|                            | $\|\nabla m(x) - \nabla f(x)\|$                                      | $2\kappa_s \sqrt{\mathcal{P}} (L + \kappa + \frac{1}{2}\kappa_H) \delta$   | This work |
| Min. Frobenius norm         | $|m(x) - f(x)|$                                                         | $\left(\frac{1}{2} \left( L + (\kappa + \frac{\delta}{2}) \Lambda \frac{4(p+1)\sqrt{2(q+1)}}{c(\delta_{\max})} \right) + \kappa + \right.$ | This work |
|                            |                                                                       | $+ 2\Lambda \sqrt{2p(n+1)(p+1)} \left( L + \kappa + (\kappa + \frac{\delta}{2}) \Lambda \frac{4(p+1)\sqrt{2(q+1)}}{c(\delta_{\max})^2} \right) \delta)$ | This work |
|                            | $\|\nabla m(x) - \nabla f(x)\|$                                      | $2\Lambda \sqrt{2p(n+1)(p+1)} \left( L + \kappa + (\kappa + \frac{\delta}{2}) \Lambda \frac{4(p+1)\sqrt{2(q+1)}}{c(\delta_{\max})^2} \right) \delta$ | This work |
|                            | $\|\nabla^2 m(x)\|$                                                   | $(\kappa + \frac{\delta}{2}) \Lambda \frac{4(p+1)\sqrt{2(q+1)}}{c(\delta_{\max})^2} \delta$ | This work |

Table 1: Error bounds for linear and quadratic interpolation models under Assumption 2.4. In the table, $L$ is the Lipschitz constant associated with $\nabla f$, $\kappa$ is the relaxed interpolation condition, $\Lambda$ is associated with the geometry of the sample set, $n$ is the dimension of the domain, $q + 1$ is the dimension of $\mathcal{P}_n^\mathcal{P}(\mathbb{R})$, $p + 1$ is the number of sample points, and $\delta \leq \delta_{\max}$ are associated with the neighborhood of sampling points.
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