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Abstract

A new mathematical model and numerical approach are proposed for the simulation of fluid and chemical exchanges between a growing capillary network and the surrounding tissue, in the context of tumor-induced angiogenesis. Thanks to proper modeling assumptions the capillaries are reduced to their centerline: a well posed mathematical model is hence worked out, based on the coupling between a three-dimensional and a one-dimensional equation (3D-1D coupled problem). Also the application of a PDE-constrained optimization formulation is here proposed for the first time for angiogenesis simulations. Under this approach no mesh conformity is required, thus making the method particularly suitable for this kind of application, since no remeshing is required as the capillary network grows.

In order to handle both the evolution of the quantities of interest and the changes in the geometry, a discrete-hybrid strategy is adopted, combining a continuous modeling of the tissue and of the chemicals with a discrete tip-tracking model to account for the vascular network growth. The tip-tracking strategy, together with some proper rules for branching and anastomosis, is able to provide a realistic representation of the capillary network.
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1 Introduction

Angiogenesis is the crucial process that leads to the formation of new blood vessels from an existing vasculature, with the aim of providing the correct amount of nutrients and oxygen to the tissue and warranting metabolic waste removal from it [1]. This process occurs in many different conditions, either physiologically (e.g., embryogenesis, wound-healing, and female cycle) [2, 3] or pathologically (e.g., rheumatoid and inflammatory disease, duodenal ulcers, abnormal vasculization in the eye, and the initiation and progression of cancers) [4, 5, 6, 7, 8]. In all cases, angiogenesis entails a well-organized sequence of events, comprising the rearrangement, migration, and proliferation of endothelial cells (ECs) forming the capillary wall. These processes should coordinate with the establishment of blood flow inside the new capillaries in order to reach a properly functional vessel network [9]. The whole process is orchestrated by biochemical stimuli, released both by neighbouring cells and by the ECs themselves, and by the mechanical interaction between the ECs and the surrounding environment (refer to [10, 11, 12, 13] for an extensive review of the key chemical and mechanical cues in angiogenesis).

In this paper, we specifically focus on tumour-induced angiogenesis, occurring when an avascular tumour reaches a critical diameter of approximately 1-2 mm, above which nutrients and oxygen diffusion from the existing vasculature are no longer sufficient to sustain cancer progression and cells inside the tumour experience hypoxia [9, 14]. The hypoxic condition triggers the secretion by tumour cells of a number of chemicals, collectively called tumour angiogenic factors (TAFs) [1, 9]. These substances diffuse through the nearby tissue and, when they reach the vasculature, they activate ECs by binding to the transmembrane cell receptors and activating specific molecular pathways. This initiates the first step of angiogenesis, in which ECs change shape and adhesion properties, leading to a weakening of the junctions within the endothelial layer and a subsequent increase in the permeability of the blood vessel [15]. In the next phase, ECs produce proteolytic enzymes, which degrade the basal lamina of the vessel and the surrounding extracellular matrix [16], enabling the formation of the first protrusion (sprout) and the subsequent cell migration towards the source of the TAFs (chemotaxis) [17, 18]. At this stage, it is possible to distinguish between tip cells, i.e., the specialized cells at the extremity of newly formed capillaries that guide vessel outgrowth through chemotactic motion, and stalk cells, which are highly proliferative cells that follow the tip cell motion, establishing tight junctions to ensure the stability of the new sprout and the formation of the nascent capillary [19]. During the development of the network, tip-sprouts may undergo branching or they can merge when two capillaries encounter each other (anastomosis) [17, 20]. As the sprout approaches the tumour, the branches noticeably increase in number [21] and the whole process culminates with the penetration of the new capillaries inside the tumour. Once the tumour becomes vascularized, the cancer cells gain access to an almost unlimited supply of nutrients and oxygen and they can eventually enter inside the vasculature and form metastasis also in distant sites [11].

Tumor-induced angiogenesis has been extensively studied through in vitro and in vivo biological experiments [22, 23, 24, 25], that pointed out the main biomechanical factors and pathways involved in both physiological and pathological vascular progression. However, many aspects are still under investigation and a comprehensive biological set-up able to study the process as a whole, considering the different spatio-temporal scales and all the components involved in this complex mechanism is yet to be developed. In this regard, in silico models may be an efficient way to study and replicate selected features of the experimental system and forecast the evolution of the entire process in biologically relevant conditions. Therefore, in the last
decades, different mathematical models have been proposed, with different approaches, from continuous [26, 27, 28, 29, 30, 31, 32, 33] to discrete/hybrid [34, 35, 36, 37, 38] models, with either deterministic or stochastic rules for cell branching (see [39, 40, 41] for a review on mathematical models on angiogenesis). Continuous models [26, 28, 29, 42], typically encapsulates systems of coupled nonlinear partial differential equations (PDEs) describing the migration of ECs from the parent vessel towards the solid tumour in response to the TAFs and other chemicals dispersed in the ECM or eventually released by the ECs themselves. Despite the ability of such PDEs continuous models to capture important angiogenic features at the macroscopic scale (i.e, average ECs and sprout density, average vessel growth and network expansion rates), they are not able to explicitly represent the geometry of the developing capillary network. Even in those cases in which the boundary between the capillary network and the surrounding tissue is tracked through a diffuse interface approach [32, 41], the proposed models are not suitable to evaluate the inner blood flow. At the same time, in those continuous models in which the morphology of nascent vessels is captured through a sharp interface, whose evolution is controlled both by chemical and mechanical cues [33], the vascularization of the network is not described, since it would require the definition of the complex fluid-structure interaction in an evolving 3D network. Conversely, the description of the vessel networks morphology has been widely reproduced with discrete models operating at the scale of single ECs [20, 43], coupled with a continuous representation for the chemicals [34, 42, 44, 45, 37, 46, 38]. Although hybrid models have the advantage of describing the motion of individual ECs for simulating a realistic capillary network, the number of vessels that can be considered is limited by the computational costs of the discrete representation of each EC. Furthermore, the simulation of the blood flow inside the expanding geometry is generally disregarded. Indeed, despite its renowned importance in tumour growth and drug transport, the study of blood flow through the new vessel network and the mechanisms of fluid transport inside the surrounding tissue have only recently gained attention in mathematical modeling.

Starting from the preliminary works of Baxter and Jain presenting a macroscopic model for fluid and macromolecules transport inside a tumour with a distributed vascular source [47, 48] and a microscopic model describing flow transport around a single vessel [49], some mathematical models to describe the blood flow in non-evolving vascular networks have been proposed [50, 51]. Recently some attempts to couple discrete models of angiogenesis, with continuous models of blood flow have been done. Specifically, in [52], the flow into each node of a network of vessel, evolving accordingly to the discrete angiogenesis model proposed in [53], is expressed in terms of nodal pressures and flow resistances of the segment, in order to satisfy the conservation of mass. A similar approach to determine blood flow in the vessel was used in [54, 55, 56, 57, 58], with different discrete models to reproduce the spatial and temporal evolution of the network. In these works, the simulation of flow was carried out a posteriori, either after generation of an hexagonal hollow vessel network constructed ad-hoc [58] or after an initial cell migration model that reproduce the vessel network [54, 55, 56]. Notably, Rieger et al. developed a 2D and 3D cellular automata model [54, 55, 56] that considered angiogenesis, vessel co-option and vessel collapse in a time-dependent model of blood flow and tumour growth. However, in all these models, nascent vessels need to be conformal to the mesh, leading to unnatural geometries of the network and blood flow inside it. Furthermore when cellular automata are used, the number of cells that can be simulated and therefore the extent of the vascular network that can be reproduced are limited in size.

Therefore in this work we propose a hybrid model, coupling a continuous representation
of the tissue and of the chemical dispersed inside it with a discrete tip-tracking model that
describes the motion of tip cells and the subsequent formation of vessels. In principle this task
would require the definition of a three dimensional domain, representing the healthy tissue, with
tubular evolving structures immersed inside it, to represent the vessels. Then, all the equations
of the model should be defined in both domains, with proper conditions at the interface between
the vessel and the surrounding tissue. The presence of domains with embedded tubular inclusions
with radius much smaller than the length and than the size of the domain itself is challenging
from a simulation standpoint. The generation of the computational mesh in the interior of the
inclusions, indeed, constraints the mesh-size in the neighbourhood, thus resulting in a linear
system with a very large number of unknowns. Further, for complex networks of inclusions, the
mesh generation process might result even unfeasible, due to the large number of geometrical
constraints. All these complexities are further aggravated if time-dependent simulations are to
be performed and when branching and anastomosis occur.

The geometrical reduction of the inclusions to one dimensional objects can be performed, in
these situations, to mitigate the computational cost and to allow the treatment of arbitrarily
complex configurations. The 3D inclusions are collapsed on their centrelines, and simultaneously
the external domain is extended to fill the voids. The resulting problem is composed of a three
dimensional bulk domain with an embedded network of one dimensional domains, and a coupling
of the solutions of such 3D-1D problems is required.

The mathematical formulation of 3D-1D coupled problems requires particular care, as there
is no bounded trace operator on 1D manifolds for functions in \( H^1 \)-spaces on 3D domains. In
\[60, 61\] 3D problems with singular source terms on 1D segments are investigated, posing the
basis for the analysis of 3D-1D coupled problems. Some authors suggest a regularization of the
singular terms, such as in \[62, 63, 64\], or splitting techniques, which treat in a separate manner
the regular and irregular part of the solution \[65, 66\]. Coupled 3D-1D problems are treated by
\[67\] through the introduction of suitable averaging operators, and by \[68\] through the use of
Lagrange multipliers in a domain decomposition setting. Here the method proposed by \[69, 70\]
is adopted, in which a well posed problem is derived in suitable function spaces, defined on
the basis of some assumptions on the regularity of the solution, and the problem is solved by
means of an optimization based domain decomposition method. According to this approach,
the 3D problem and the 1D problem are independently written, introducing additional variables
at the interfaces, and a cost functional, expressing the error in fulfilling interface conditions is
minimized to recover a global solution. The advantages of this approach lie in the possibility
of building independent meshes on the various domains and in the direct computation of the
interface variables, as, e.g. the flux at the 3D-1D interface, that are of particular interest for
the applications.

In detail, the paper is organized as follows. In Section 2 we introduce the notation and
the main modeling assumptions. The governing equations of the angiogenesis hybrid model,
described as a 3D-1D coupled problem, are presented in Section 3, in which the optimization
based domain decomposition for 3D-1D coupling is also introduced. Section 4 is devoted to the
discussion of the details concerning the numerical discretization of the model equations, while
in Section 5 some numerical experiments are presented. Finally, in Section 6 we summarize the
main features of the work and present possible directions for further research.
2 Notation and model assumptions

Let us consider the time interval \([0, T]\) and a partition defined as

\[0 = t_0 < t_1 < \ldots < t_k < \ldots < t_K = T,\]

with \(I_k = (t_{k-1}, t_k]\) and \(\Delta I_k = t_k - t_{k-1}\). Let \(\Sigma(t_k) = \Sigma^k \subset \Omega \subset \mathbb{R}^3\) denote the capillary network at time \(t_k\), such that \(\Sigma^0 \subseteq \Sigma^1 \subseteq \ldots \subseteq \Sigma^K\). More precisely, in a continuous-discrete hybrid framework, \(\Sigma^k\) denotes the fixed capillary network which is considered as the quantities of interest vary during the time-interval \(I_k\). We assume that the network \(\Sigma^k\) is composed by thin tubular vessels of constant radius \(R\), as shown in Figure 1. The surrounding interstitial volume for \(t \in I_k\) is defined as \(D^k = \Omega \setminus \Sigma^k\). The boundary of \(\Omega\) is denoted by \(\partial \Omega\) whereas \(\partial \Sigma^k\) is the boundary of \(\Sigma^k\). Such boundary is split into four parts, i.e.

\[\partial \Sigma^k = \Gamma^k \cup (\partial \Sigma^k_{\text{in}} \cup \partial \Sigma^k_{\text{out}} \cup \partial \Sigma^k_{\text{d}}),\]

with \(\Gamma^k\) denoting the lateral surface of \(\Sigma^k\), and \(\partial \Sigma^k_{\text{in}} \subset \partial \Omega\) and \(\partial \Sigma^k_{\text{out}} \subset \partial \Omega\) being the union, respectively, of the inlet and outlet cross-sections of \(\Sigma^k\), the nomenclature referring to blood velocity. Finally, the set \(\partial \Sigma^k_{\text{d}}\) collects the extremal cross sections of \(\Sigma^k\) lying in the interior of \(\Omega\) and thus having an empty intersection with \(\partial \Omega\). We will assume that the extremal cross sections of \(\Sigma^k\) are either completely lying on \(\partial \Omega\), or inside \(\Omega\), for all \(k = 0, \ldots, K\). For clarity of exposition, we also suppose the set of the inflow and outflow sections to be fixed in time, i.e. we exclude the possibility for any growing vessel to reach the boundary of the domain. For this reason the sets \(\partial \Sigma^k_{\text{in}}\) and \(\partial \Sigma^k_{\text{out}}\) will actually not depend on time, so that the superscript \(k\) is dropped. On the other hand, \(\partial \Sigma^k_{\text{d}}\) is allowed to change in time. Vectors \(\tilde{n}_{\text{out}}\) and \(\tilde{n}_{\text{d}}\) are used to denote the unit normal vectors to \(\partial \Sigma^k_{\text{out}}\) and \(\partial \Sigma^k_{\text{d}}\) respectively, both outward pointing from \(\Sigma^k\). We define \(\partial D \subset \partial \Omega\) as

\[\partial D = \partial \Omega \setminus (\partial \Sigma^k_{\text{in}} \cup \partial \Sigma^k_{\text{out}}),\]

and we denote by \(n\) the unit normal vector to \(\partial D\) outward pointing from \(D^k\).

We assume that the radius \(R\) is much smaller than the inclusion length and than the characteristic size of \(\Omega\), and thus that the original 3D-3D equi-dimensional problems can be approximated by 3D-1D problems. First, in each time interval \(I_k\), the original network \(\Sigma^k\) is covered by
a set of thin cylindrical vessels $\Sigma^k$, eventually cut by domain borders. We denote the centerline of each cylindrical vessel by $\Lambda^k_i = \{x^k_i(s), s \in (0, S^k_i)\}$, for $i \in Y^k$, being $Y^k$ the set if vessel indexes in $I_k$. We also call $\Gamma^k_i$ the lateral surface of each vessel. Vessel centrelines are possibly connected at their endpoints, and we denote by $\{x_b\}_{b \in B^k}$ the set of points at which vessel centrelines join or bifurcate as a consequence of branching or anastomosis events. The subset $Y^k \subset Y^k$ of centreline indexes is introduced, such that segments $\Lambda^k_j$, $j \in Y^k$ are connected in $x_b$, and we call $S_{i,b}$ the curvilinear abscissa such that $\Lambda^k_i(S_{i,b}) = x_b$, $i \in Y^b$ (clearly $S_{i,b}$ is either 0 or $S^k_i$). We assume that up to three centrelines can meet at each junction point. The domain $\Sigma^k$ is thus replaced, in the derivation of the 3D-1D problems, by $\bigcup_{i \in Y^k} \Sigma^k_i$, while $\Lambda^k = \bigcup_{i \in Y^k} \Lambda^k_i \cup \{x_b\}_{b \in B^k}$. We remark that, in general, according to the above definition, the union of the $\Sigma^k_i$ might be different from $\Sigma^k$, but, as $R$ is small such difference can be considered negligible.

Under the same assumption of small vessel radius, we consider negligible the variations of a generic quantity $\hat{u}(x,t)$ on the transversal sections of each $\Sigma^k_i$. According to this, we can replace quantity $\hat{u}(x,t)$ with the uniform extension to the whole cross-section of the value on the centreline $\hat{u}_i(s,t)$. In cylindrical coordinates, for $s \in (0, S^k_i)$,

$$\hat{u}_{i|\Sigma^k} (r, \theta, s,t) = \hat{u}_i(s,t) \quad \forall r \in [0, R], \forall \theta \in [0, 2\pi), \ t \in I_k.$$

\section{Models and methods}

The process of oxygen delivery by blood flow during angiogenesis is here described by means of three partial differential equation systems and an ordinary differential equation.

The first PDE problem describes the distribution of fluid pressure in the considered domain. This problem is first formulated as a coupled problem between a 3D tissue and a 3D domain given by the union of the vessels. To ease the meshing process and to reduce the computational cost of simulations, the 3D-3D equi-dimensional problem is re-formulated as a 3D-1D coupled problem by dimensionally reducing the cylindrical vessels to one dimensional domains coinciding with their centrelines, adopting assumption (1). Further, a domain decomposition method, based on numerical optimization \cite{69,70}, is used to solve the 3D-1D coupled problem. The advantages of this approach lie in the possibility of using completely independent meshes on the various subdomains and on the interfaces. Further, interface-internal variables, such as the trace of the pressure at vessel-tissue boundary, and consequently the flux, are directly computed, without any post process, and thus avoiding any loss of accuracy. The pressure problem is solved in a quasi-stationary framework, i.e. an equilibrium problem is solved each time the geometry is updated.

The same optimization based 3D-1D coupled strategy is adopted for the second PDE problem, which concerns the transport and diffusion of oxygen in the tissue and inside the vessel network. The velocity field for the transport term is computed according to the gradient of fluid pressure, previously obtained. The equations are in this case parabolic, i.e. although the geometry is fixed $\forall t \in I_k$, we consider the continuous variation of oxygen distribution in the given time-interval.

The third PDE problem models instead the distribution of a chemotactic growth factor in the 3D tissue. The absorption of the chemotactic agent by the capillary network is modeled as a singular sink term located at vessel centrelines, while no equation is solved inside the vessel network. Even in this case a time-dependent advection-diffusion-reaction equation is considered.
Finally the growth of the capillary network is described by an ODE for the evolution of the position of vessel free ends, with given rules for preferential growth paths, branching and anastomosis.

In the remaining of this Section, we first propose the three PDE problems, both in the equi-dimensional form, and in the 3D-1D reduced form. Subsequently the optimization based domain decomposition method is proposed, for brevity, only for the oxygen concentration problem, which given its parabolic nature is more complex. The extension to the pressure problem is however similar. Finally, the model of network growth is described in details.

3.1 The pressure problem

Let us denote by \( p(x, t) \) and \( \tilde{p}(x, t) \) respectively the interstitial fluid pressure in the tissue \( D^k \) and the blood pressure in the capillary network \( \Sigma^k \), with \( t \in I_k = (t_{k-1}, t_k] \). Assuming that the tissue can be suitably represented by a saturated porous medium \([71]\), with the cell and the extracellular matrix representing the solid skeleton, the Darcy’s law can be used to model the interstitial flow. The solid skeleton is assumed to be rigid and the growth of cells in the tissue surrounding the capillary and the degradation/deposition of the ECM are neglected. Therefore the cell volume fraction of the interstitial fluid and the solid phase can be assumed constant.

Inside the capillaries, the motion of the blood, described as an incompressible viscous fluid can be appropriately described by the Poiseuille’s law for laminar stationary flow \([47, 50]\). Therefore, the following 3D-3D quasi-stationary coupled problem completely describe the motion of the fluid inside the capillary and the interstitium \( \forall t \in I_k \):

\[
- \nabla \cdot \left( \frac{\kappa}{\mu} \nabla p(x, t) \right) + \frac{\beta p S}{V} (p(x, t) - p_{LS}) = 0 \quad x \in D^k \tag{2}
\]

\[
\frac{\kappa}{\mu} \nabla p(x, t) \cdot n^k(x) = \beta p (\tilde{p}(x, t) - p(x, t) - \Delta p_{onc}) \quad x \in \Gamma^k \tag{3}
\]

\[
\frac{\kappa}{\mu} \nabla p(x, t) \cdot n(x) = \beta_{ext} (p_{ext} - p(x, t)) \quad x \in \partial D \tag{4}
\]

\[
\nabla p(x, t) \cdot n^k_d(x) = 0 \quad x \in \partial \Sigma^k_d \tag{5}
\]

\[
- \nabla \cdot \left( \frac{R^2}{8 \mu} \nabla \tilde{p}(x, t) \right) = 0 \quad x \in \Sigma^k \tag{6}
\]

\[
\frac{R^2}{8 \mu} \nabla \tilde{p}(x, t) \cdot \hat{n}^k_d(x) = \beta_p (p(x, t) - \tilde{p}(x, t) + \Delta p_{onc}) \quad x \in \Gamma^k \tag{7}
\]

\[
\tilde{p}(x, t) = \tilde{p}_{in} \quad x \in \partial \Sigma_{in} \tag{8}
\]

\[
\tilde{p}(x, t) = \tilde{p}_{out} \quad x \in \partial \Sigma_{out} \tag{9}
\]

\[
\nabla \tilde{p}(x, t) \cdot \hat{n}^k(x) = 0 \quad x \in \partial \Sigma^k \tag{10}
\]

Parameters \( \kappa \) and \( \mu \) are positive scalars, denoting respectively the hydraulic permeability of the tissue and blood viscosity. Also \( \beta_p \) and \( \beta_{ext} \) are positive scalars, representing respectively the permeability of the capillary wall \( \Gamma^k \) and the conductivity of the external boundary, while \( p_{ext} \) is the basal pressure. In numerical simulations we will consider \( \tilde{p}_{out} = p_{ext} \). Vector \( n^k_d = -\hat{n}^k_d \) is the unit normal vector to \( \Gamma^k \) outward pointing from \( D^k \), while \( n^k_i = -\tilde{n}^k_i \).
Equations (2) and (6) are coupled through (3) and (7), which impose flux conservation across the surface $\Gamma^k$. The flux is defined through the Kedem-Katchalsky condition, assuming it is proportional to the pressure jump. The term $\Delta p_{onc}$ accounts for the contribution of oncotic pressure, whose gradient is relied to the different concentration of the chemicals on the two sides of the vessel wall. The most significant contribute to the oncotic pressure gradient is given by proteins, in particular by albumin, whose concentration is considered constant. For this reason we handle the oncotic pressure as a known correction term $\Delta p_{onc} = \xi (\tilde{p}_{onc} - p_{onc})$, with $p_{onc}$ and $\tilde{p}_{onc}$ denoting the oncotic pressure of albumin inside $D^k$ and $\Sigma^k$ respectively ($\forall k$) and $\xi$ being the departure of the membrane from perfect permeability (see [51] for further details). Finally the term $\beta_p^{LS} \frac{S}{V} (p(x,t) - p_{LS})$ accounts for the absorption of the fluid in excess by the lymphatic system. This contribution is treated as a distributed sink term, with $\beta_p^{LS}$ denoting the permeability of the lymphatic wall, $\frac{S}{V}$ the surface area of lymphatic vessels per unit of tissue volume and $p_{LS} = p_{ext}$ the pressure inside the lymphatic system. Once the pressure distribution is computed inside $D^k$ and $\Sigma^k$ the fluid velocity can be defined as

$$v(x,t) = -\frac{\kappa}{\mu} \nabla p(x,t), \quad x \in D^k, \; t \in I_k$$

$$\tilde{v}(x,t) = -\frac{R^2}{8\mu} \nabla \tilde{p}(x,t), \quad x \in \Sigma^k, \; t \in I_k$$

Under assumption (1) we have that, in cylindrical coordinates, for $s \in (0, S^k)$ and $t \in I_k$

$$\hat{p}_{\Sigma^k}(r, \theta, s, t) = \hat{p}_i(s, t), \quad \forall r \in [0, R], \; \forall \theta \in [0, 2\pi)$$

$$p_{\Gamma^k}(R, \theta, s, t) = \tilde{p}_i(s, t), \quad \forall \theta \in [0, 2\pi)$$

Thus, defining function

$$f^i_p(s, t) = 2\pi R \beta_p (\hat{p}_i(s, t) - \tilde{p}_i(s, t) - \Delta p_{onc}), \quad s \in (0, S^k), \; t \in I_k$$

equations (2), (3) and (6), (7) can be rewritten as a 3D-1D coupled system. For $t \in I_k$:

$$-\nabla \cdot \left( \frac{\kappa}{\mu} \nabla p(x,t) \right) + \beta_p^{LS} \frac{S}{V} (p(x,t) - p_{LS}) = \sum_{i \in Y^k} f^i_p \delta_{\Lambda^k_i} \quad x \in D^k$$

$$-\frac{\partial}{\partial s} \left( \frac{\pi R^4}{8\mu} \frac{\partial \hat{p}_i(s, t)}{\partial s} \right) = -f^i_p(s, t) \quad \forall i \in Y^k, \; s \in (0, S^k)$$

$$\sum_{j \in Y_b} \frac{\partial \hat{p}_j}{\partial s} (S_{j,b}, t) = 0 \quad \forall b \in B^k$$

$$\hat{p}_i(S_{j,b}, t) = \tilde{p}_j(S_{j,b}, t) \quad \forall i \neq j \in Y_b, \; \forall b \in B^k,$$

where the last two equations express respectively flux balance and pressure continuity at bifurcation points. Let us observe that according to (13), the velocity $\tilde{v}(x,t)$ is always parallel to $\Lambda$ and its magnitude depends only on the curvelength $s$. For this reason in the following we will adopt the notation $\tilde{v}_i(s, t) = \tilde{v}(x,t) \cdot \tau_{\Lambda_i^k}$, with $\tau_{\Lambda_i^k}$ denoting the direction tangential to $\Lambda_i^k$. 


3.2 The oxygen concentration problem

Denoting by \( c(x, t) \) and \( \tilde{c}(x, t) \) the concentration of oxygen respectively in \( D^k \) and in the capillary network \( \Sigma^k \), we can write, for \( t \in I_k \) the following 3D-3D reaction-diffusion-convection coupled problem:

\[
\begin{align*}
\frac{\partial c(x, t)}{\partial t} &= \nabla \cdot (D_c \nabla c(x, t)) - \nu(x, t) \cdot \nabla c(x, t) - m_c(c(x, t)) \quad x \in D^k \\
D_c \nabla c(x, t) \cdot n^k(x) &= \beta_c(\tilde{c}(x, t) - c(x, t)) \quad x \in \Gamma^k \\
D_c \nabla c(x, t) \cdot n(x) &= \beta^e_{ext}(c_{ext} - c(x, t)) \quad x \in \partial D \\
\nabla c(x, t) \cdot n^k(x) &= 0 \quad x \in \partial \Sigma^k \\
\nabla \frac{\partial \tilde{c}(x, t)}{\partial t} &= \nabla \cdot (\hat{D}_c \nabla \tilde{c}(x, t)) - \hat{\nu}(x, t) \cdot \nabla \tilde{c}(x, t) \quad x \in \Sigma^k \\
\tilde{c}(x, t_{k-1}) &= 0 \quad x \in \Sigma^k \setminus \Sigma^{k-1} \\
\hat{D}_c \nabla \tilde{c}(x, t) \cdot \hat{n}^k(x) &= \beta_c(c(x, t) - \tilde{c}(x, t)) \quad x \in \Gamma^k \\
\tilde{c}(x, t) &= \tilde{c}_i \quad x \in \partial \Sigma^i \\
\hat{D}_c \nabla \tilde{c}(x, t) \cdot \hat{n}_{out}(x) &= 0 \quad x \in \partial \Sigma_{out} \\
\nabla \tilde{c}(x, t) \cdot \hat{n}^k(x, t) &= 0 \quad x \in \partial \Sigma_{in}^k \\
\end{align*}
\]

For \( k = 0 \) we define the initial conditions

\[
\begin{align*}
c(x, 0) &= c_0(x) \quad x \in D^0 \\
\tilde{c}(x, t_0) &= \tilde{c}_0(x) \quad x \in \Sigma^0
\end{align*}
\]

while for \( k > 0 \) the concentrations at time \( t_{k-1} \) are available from the final concentrations computed in \( I_{k-1} \) and only the amount of oxygen in the newborn capillaries has to be initialized, as in equation (25). Parameters \( D_c \) and \( \hat{D}_c \) are positive scalars denoting the diffusivity respectively in \( D^k \) and \( \Sigma^k \). Also \( \beta_c \) and \( \beta^e_{ext} \) are positive scalars, which denote the permeability to oxygen respectively of the blood vessel wall and of the boundary of \( D^k \). Finally, function \( m_c(c(x, t)) \) accounts for the oxygen metabolism by cells. In particular we choose \( m_c(c(x, t)) = M_c c(x, t) \), with \( M_c \) positive scalar.

Exploiting again assumption (1) we have that, in cylindrical coordinates, for \( s \in (0, S^k_i) \) and \( t \in I_k \)

\[
\begin{align*}
\tilde{c}_{\Sigma^k_i}(r, \theta, s, t) &= \tilde{c}_i(s, t), & \forall r \in [0, R], \forall \theta \in [0, 2\pi) \\
c_{\Gamma^k_i}(R, \theta, s, t) &= \tilde{c}_i(s, t), \quad \forall \theta \in [0, 2\pi)
\end{align*}
\]

Defining the quantity

\[
\hat{f}^k_i(s, t) = 2\pi R \beta_c(\tilde{c}_i(s, t) - \hat{c}_i(s, t)), \quad s \in (0, S^k_i), \quad t \in I_k
\]

\[
\end{align*}
\]

\[
\end{align*}
\]
equations (20)-(21) and (24)-(26) can now be rewritten as the 3D-1D coupled system, for \( t \in I_k \):

\[
\frac{\partial c(x,t)}{\partial t} - \nabla \cdot \left( D_c \nabla c(x,t) \right) + \mathbf{v}(x,t) \cdot \nabla c(x,t) + m_c(c(x,t)) = \sum_{i \in Y^k} \hat{f}_i \delta_{\Lambda^k_i} \tag{33}
\]

\[
\pi R^2 \frac{\partial \hat{c}_i(s,t)}{\partial t} - \frac{\partial}{\partial s_i} \left( \pi R^2 \hat{D}_e \frac{\partial \hat{c}_i(s,t)}{ds} \right) + \pi R^2 \hat{v}_i(s,t) \frac{\partial \hat{c}_i(s,t)}{\partial s_i} = -\hat{f}_i(s,t) \quad \forall i \in Y^k, \ s \in (0, S^k_i) \tag{34}
\]

\[
\sum_{j \in Y_b} \frac{\partial \hat{c}_j}{\partial s}(S_{j,b}, t) = 0 \quad \forall b \in B^k \tag{35}
\]

\[
\hat{c}_i(S_{i,b}, t) = \hat{c}_j(S_{j,b}, t) \quad \forall i \neq j \in Y_b, \ \forall b \in B^k. \tag{36}
\]

### 3.2.1 The optimization based domain decomposition for 3D-1D coupling

The problems of pressure and oxygen concentration require a coupling between a 3D and a 1D problem. Providing a well-posed mathematical formulation for this kind of coupling is not trivial, since no bounded trace operator is defined when the dimensionality gap between the interested manifolds is higher than one. However it is possible to define suitable subspaces of the Sobolev spaces typically employed for the variational formulation of partial differential equations, in which the definition of such a trace operator is never required. After having defined the proper spaces in which to look for the solutions we aim at applying the optimization based 3D-1D coupling strategy presented in [70]. This choice is related to the fact that this approach has no mesh conformity requirements and, hence, it allows to easily handle complex time-varying geometries as the ones characterizing angiogenesis simulations. We refer to [69]-[70] for a wider presentation of the method, while trying to give the main ideas in the following. In this section we focus on problems (33)-(36) in which time derivation, advection and reaction contributions are present. The same considerations hold, however, for more simple elliptic problems as (16)-(19).

Let us again consider \( t \in I_k = (t_{k-1}, t_k] \) and let us define the space

\[
H^1(\Lambda^k) = \prod_{i \in Y^k} H^1(\Lambda^k_i) \cap C^0(\Lambda^k),
\]

being nothing but the space of continuous functions on \( \Lambda^k \) whose restriction to \( \Lambda^k_i \) is in \( H^1(\Lambda^k_i) \). Each function \( \hat{u} \in H^1(\Lambda^k) \) can be written as

\[
\hat{u} = \prod_{i \in Y^k} \hat{u}_i, \quad \hat{u}_i \in H^1(\Lambda^k_i).
\]

More in general, in the remaining of this section, we denote by \( w \) the restriction of a sufficiently regular function \( u \) to \( \Lambda^k_i \). We then define a trace operator

\[
\gamma_{\Lambda^k_i}^k : H^1(D^k) \cup H^1(\Sigma^k_i) \rightarrow H^2(\Gamma^k_i)
\]

which, given \( u \in H^1(D^k) \cup H^1(\Sigma^k_i) \), returns \( \gamma_{\Lambda^k_i}^k u = u|_{\Lambda^k_i} \) \( i \in Y^k \), and an extension operator

\[
\mathcal{E}^k_i : H^1(\Lambda^k_i) \rightarrow H^2(\Gamma^k_i)
\]
which, given \( \tilde{u}_i \in H^1(\Lambda^k_i) \) uniformly extends the value \( \hat{u}_i(s) \) to the boundary \( \Gamma^k_i(s) \) of the transversal section \( \Sigma^k_i(s) \), i.e. \( \mathcal{E}^k_i \hat{u}_i(s) = \hat{u}(x) \) \( \forall x \in \Gamma^k_i(s) \). Then, we define

\[
\hat{V}^k_0 = \left\{ \hat{u} \in H^1(\Lambda^k) : \hat{u}|_{\Lambda^m} = 0 \right\}, \quad \hat{V}^k = \left\{ \hat{u} \in H^1(\Lambda^k) : \hat{u}|_{\Lambda^m} = \hat{c}_m \right\},
\]

with \( \Lambda_m \) collecting the centers of the inflow sections \( \partial \Sigma_m \), and

\[
\mathcal{H}^k_i = \{ u \in H^1(\Gamma^k_i) : u = \mathcal{E}^k_i \hat{u}_i, \ \hat{u} \in \hat{V}^k \}
\]

\[
V^k = \{ u \in H^1(\mathcal{D}^k) : \gamma^k_i u \in \mathcal{H}^k_i, \ \forall i \in Y^k \}.
\]

Also, the space \( \bar{V}^k_i \) is introduced as:

\[
\bar{V}^k_i = \{ u \in H^1(\Sigma^k_i) : u = \Xi^k_i \hat{u}_i, \ \hat{u} \in \hat{V}^k \},
\]

where \( \Xi^k_i : H^1(\Lambda^k_i) \to H^1(\Sigma^k_i) \) is an extension operator which uniformly extends the value \( \hat{u}_i(s) \) to the cross section \( \Sigma^k_i(s) \) of the cylinder, i.e. \( \Xi^k_i \hat{u}_i(s) = \hat{u}(x) \) \( \forall x \in \Sigma^k_i(s) \).

Exploiting assumption (1), we can choose

\[
\gamma^k_i c(t), \ \hat{c}(t) = \prod_{i \in Y^k} \hat{c}_i(t), \ \hat{c}_i(t) \in \bar{V}^k_i.
\]

We denote by \( \hat{c}(t) \in \bar{V}^k \) the function such that \( \gamma^k_i c(t) = \mathcal{E}^k_i \hat{c}_i(t) \), as in (31), and similarly by \( \bar{c}(t) \in \bar{V}^k \) the function such that \( \bar{c}(t)(x) = \Xi^k_i \hat{c}_i(t) \) \( \forall x \in \Sigma^k_i \).

The 3D-1D variational formulation of problem (33)-(36) can now be written as: \( \forall t \in I_k \), find \( c(t) \in V^k \), \( \hat{c}(t) \in \bar{V}^k \) such that

\[
\left( \frac{\partial c}{\partial t}, \eta \right)_{L^2(\mathcal{D}^k)} + (D_v \nabla c, \nabla \eta)_{L^2(\mathcal{D}^k)} + (\mathbf{v} \cdot \nabla c, \eta)_{L^2(\mathcal{D}^k)} + (M_v c, \eta)_{L^2(\mathcal{D}^k)} + (\beta^\text{ext} c, \eta)_{L^2(\partial \mathcal{D}^k)} + \sum_{i \in Y^k} (2\pi R \beta^c \dot{\bar{c}}_i \bar{c}_i - \bar{c}_i), \bar{\eta}_i \}_{L^2(\Lambda^k_i)} \right)_{L^2(\Lambda^k_i)} + (\beta^\text{ext} c^\text{ext}, \eta)_{L^2(\partial \mathcal{D}^k)} = 0 \forall \eta \in V^k, \ \gamma^k_i \eta = \hat{c}_i(t), \ \bar{c}_i(t) \in \bar{V}_0^k \tag{37}
\]

\[
\sum_{i \in Y^k} \left[ \left( \pi R^2 \frac{\partial \bar{c}_i}{\partial t}, \bar{\eta}_i \right)_{L^2(\Lambda^k_i)} + \left( \pi R^2 \dot{\bar{c}}_i \frac{\partial \bar{c}_i}{\partial s}, \frac{\partial \bar{\eta}_i}{\partial s} \right) + \left( \dot{\bar{\eta}}_i \frac{\partial \bar{c}_i}{\partial s}, \bar{\eta}_i \right)_{L^2(\Lambda^k_i)} + \left( \pi R^2 \dot{\bar{\eta}}_i \frac{\partial \bar{c}_i}{\partial s}, \bar{\eta}_i \right)_{L^2(\Lambda^k_i)} \right] = 0, \quad \forall \bar{\eta}_i \in \bar{V}_0^k \tag{38}
\]

As aforementioned, we now aim at applying the optimization based 3D-1D coupling approach presented in [17]. The method resorts to a domain decomposition strategy, in which two auxiliary variables are introduced at the interface in order to decouple the problems defined in the vascular network and in the surrounding tissue. We denote such variables by \( \psi^D(t) \) and \( \psi^\Sigma(t) \) and we rewrite problem (37)-(38) as:
for details about the meshes and for the discretization of problem (44).

Handling the 3D-1D coupled problem as an optimization problem ends up in a method for which no mesh conformity is required. This represents a great advantage in angiogenesis simulations, since we will never need to remesh the tissue as the vascular network grows. We refer to Section 4 for details about the meshes and for the discretization of problem (44).

3.3 The chemotactic growth factor problem

Let us denote by \( C \subset \mathbb{R}^3 \) the portion of space occupied by the tumor. We suppose that \( \partial \Omega \cap \partial C \neq \emptyset \) but \( C \nsubseteq \Omega \), i.e. our computational domain does not account for the tumor region, but a portion of its boundary is chosen as an interface with the tumor itself. Let us then denote by \( g(x, t) \) the concentration of a vascular endothelial growth factor (VEGF) and let us describe its evolution for \( t \in I_k \) by the following set of equations

\[
\frac{\partial g(x, t)}{\partial t} = \nabla \cdot (D_g \nabla g(x, t)) - \nu(x, t) \cdot \nabla g(x, t) - \sigma g(x, t) \quad x \in D^k
\]
\[
D_g \nabla g(x, t) \cdot n^k(x) = -\tilde{\sigma} g(x, t) \quad x \in \Gamma^k \tag{46}
\]
\[
g(x, t) = g^C(x) \quad x \in \partial C \cap \partial D \tag{47}
\]
\[
\nabla g(x, t) \cdot n(x) = 0 \quad x \in \partial D \setminus (\partial C \cap \partial D) \tag{48}
\]
\[
\nabla g(x, t) \cdot n^k(x) = 0 \quad x \in \partial \Sigma^k \tag{49}
\]

For \( k = 0 \) we set an initial condition
\[
g(x, 0) = g_0(x) \quad x \in D^0.
\]

At the interface between the tissue sample and the tumor a constant Dirichlet boundary condition is imposed, modelling a constant distribution \( g^C \) of growth factor at the tumor boundary.

Parameters \( D_g \) and \( \sigma \) are positive scalars denoting respectively the diffusivity of the VEGF and its natural decay rate, \( \tilde{\sigma} \) is the rate of consumption of VEGF by endothelial cells. The vector field \( v \) is computed according to (11).

Exploiting assumption (1), we can write, in cylindrical coordinates, for \( s \in (0, S^k_i) \)
\[
g|_{\Gamma^k_i}(R, \theta, s, t) = \tilde{g}_i(s, t), \quad \forall \theta \in [0, 2\pi], \ t \in I^k_i.
\]

Equations (45)-(46) can thus be reduced to a 3D equation with a singular reaction term
\[
\frac{\partial g(x, t)}{\partial t} - \nabla \cdot \left( D_g \nabla c(x, t) \right) + v(x, t) \cdot \nabla g(x, t) + \sigma g(x, t) = -\sum_{i \in Y^k} 2\pi R \tilde{\sigma} \tilde{g}(s, t) \delta_{A^k_i}, \quad x \in D^k, \ t \in I^k
\]

The consumption of VEGF by endothelial cells is to be intended in terms of receptor mediated binding, i.e. there is not a flux of VEGF through the vessel wall. For this reason no equation is defined for the concentration of VEGF inside the capillaries.

Let us introduce the spaces
\[
V^k_{g^C} = \left\{ u \in H^1(D^k) : \gamma^k_i u \in H^1_{\Gamma^k_i} \text{ and } u_{|\partial D \cap \partial C} = 0 \right\},
\]
\[
V^k_g = \left\{ u \in H^1(D^k) : \gamma^k_i u \in H^1_{\Gamma^k_i} \text{ and } u_{|\partial D \cap \partial C} = g^C \right\}.
\]

Functions in \( V^k_g \) assume a constant value on section boundaries \( \Gamma^k_i(s) \), thus satisfying assumption [1]. The variational problem then reads: Find \( g(t) \in V^k_{g^C} \) such that
\[
\begin{cases}
(\partial_t g, \eta)_{L^2(D^k)} + (D_g \nabla g, \nabla \eta)_{L^2(D^k)} + (v \cdot \nabla g, \eta)_{L^2(D^k)} + (\sigma g, \eta)_{L^2(D^k)} + \\
\sum_{i \in Y^k} (2\pi R \tilde{\sigma} \tilde{g}_i, \tilde{\eta}_i)_{L^2(A^k_i)} = 0 \quad \forall \eta \in V^k_{g^C} : \gamma^k_i \eta = \mathcal{E}^k_i \tilde{g}_i, \tilde{\eta} \in H^1(A^k_i)
\end{cases}
\]
\[
g(0) = g_0.
\]

where \( \gamma^k_i g(t) = \mathcal{E}^k_i \tilde{g}_i(t) \).
3.4 The growth of the vascular network

Given assumption (1), in the following we identify the vascular network at time $t_k$ with its centerline $\Lambda^k$ and we extend the domain $D^k$ to the whole $\Omega$, with embedded subdomains $\Lambda^k$. We denote by $P^k$ the set of capillary tips at time $t_k$, being nothing but the centers of the sections $\partial \Sigma^k_d$. We assume that the endothelial cells respond chemotactically to VEGF gradients, undergoing mitosis and producing sprout extension. We model this phenomenon as a displacement of the tip cells, thus monitoring their number and position. In particular, the position $x_P$ of a generic tip cell $P \in P^k$ evolves according to

$$\frac{dx_P}{dt} = w(g(x_P, t), x_P)$$

with $w$ denoting the tip velocity and defined, according to [46], as

$$w(g, x) = \begin{cases} \frac{t_c}{t_c(g)} K_{ECM}(x) \nabla g \\ \frac{l_e}{t_c(g)} ||K_{ECM}(x) \nabla g|| & \text{if } g \geq g_{lim} \\ 0 & \text{otherwise} \end{cases}$$

In the above definition, $g_{lim}$ represents the minimum VEGF concentration for endothelial cell proliferation, i.e. for tip displacement, $t_c$ is the endothelial cell length and $t_c$ is a cell cycle division time, modeled as [46]

$$t_c(g) = \tau \left(1 + e^{\left(\frac{g}{g_{lim}} - 1\right)}\right),$$

where $\tau$ is a cell proliferation parameter, while $\bar{g}$ is the concentration at which $t_c = 2\tau$. In Figure 2 (top left) function $t_c(g)$ is plotted for $\tau = 12$ h and $\bar{g} = 1 \cdot 10^{-13}$ kg/mm$^3$. The local orientation of the extracellular matrix (ECM) fibers is modeled through matrix $K_{ECM}$, which is assumed constant in time but variable in space. When no data on the ECM orientation is available, the matrix is defined as $K_{ECM} = K_{ECM}^{\text{rand}}$, with

$$K_{ECM}^{\text{rand}}(x) = I + k_{an}(x) K_{ECM}^{an}(x).$$

Matrix $K_{ECM}^{an}(x)$ represents deviations from isotropicity and it takes the form

$$K_{ECM}^{an}(x) = \begin{bmatrix} -k_2(x)^2 - k_3(x)^2 & k_1(x)k_2(x) & k_1(x)k_3(x) \\ k_1(x)k_2(x) & -k_1(x)^2 - k_3(x)^2 & k_2(x)k_3(x) \\ k_1(x)k_3(x) & k_2(x)k_3(x) & -k_1(x)^2 - k_2(x)^2 \end{bmatrix}. $$

The parameters $k_i(x), i = 1, ..., 3$ and the weight of the anisotropic contribution $k_{an}(x)$ are randomly chosen for each position in space, such that $\sum_{i=1}^{3} k_i(x)^2 = 1$ and $k_{an}(x) \in [0, 1]$. We refer to Section 5.2 for a case in which random perturbation is exploited together with some known features on the ECM orientation.

3.4.1 Branching

In our model the generation of new sprouts from an existing sprout tip (branching) can occur only when the following conditions are both satisfied [46]:

1. the age of the current sprout is greater than a threshold-age $\tau_{br}$. This means that a time $\tau_{br}$ has passed since the sprout last branched;
Figure 2: Top left, cell cycle division time \( \tau \) for \( g \in [0.25, 1] \cdot 10^{13} \text{ kg/mm}^3 \), \( \tau = 12 \text{ h} \) and \( g = 1 \cdot 10^{-13} \); bottom left, branching probability \( P_{br} \) for \( g_{br} = \bar{g} = 1 \cdot 10^{-13} \) and \( \tau_{br} = 48 \text{ h} \). On the right representation of the branching directions

2. the ratio between the norm of the orthogonal projection of \( \mathbf{w} \) on the plane perpendicular to the current sprout orientation and the norm of \( \mathbf{w} \) is greater than a threshold value \( \alpha_{br}^{w} \).

We introduce also a branching probability \( P_{br}(g) \), such that branching occurs more probably when the concentration of VEGF is high. The aim of the branching probability function is also to avoid the formation of new branches at a rate which could be incoherently higher than the proliferation rate. According to (54), the cell cycle division time is in fact related to VEGF concentration so that we impose a very low probability of branching when \( \tau_{br} < t_c \). In particular we define

\[
P_{br}(g) = \begin{cases} 
e^{-a \left( \frac{g}{g_{br}} - 1 \right)^4} & \text{if } g < g_{br} \\ 1 & \text{otherwise} \end{cases} \tag{56}
\]

with \( g_{br} \) corresponding to the VEGF concentration at which the probability of branching is 100%. We choose \( a \) such that the probability of branching is 5% for a value of \( g \) corresponding to \( t_c = \tau_{br} \). More or less restrictive choices are of course possible, possibly supported by biological experiments. The branching probability function for \( g_{br} = \bar{g} = 1 \cdot 10^{-13} \) and \( \tau_{br} = 48 \text{ h} \) is reported in Figure 2 (bottom left).

Let \( P \in \mathcal{P} \) being a sprout tip at time \( t_k \). Let us denote by \( \Pi \) the plane perpendicular to the sprout orientation and by \( \mathbf{w}_\Pi \) the orthogonal projection of \( \mathbf{w}(g(x_P, t_k), x_P) \) onto \( \Pi \). Let us suppose that \( \frac{||\mathbf{w}_\Pi||}{||\mathbf{w}||} > \alpha_{br}^w \) and that the sprout is old enough to branch. If, according to the probability \( P_{br}(g(x_P, t_k)) \), branching actually occurs, then the directions \( \mathbf{w}_1 \) and \( \mathbf{w}_2 \) of the two
new sprouts are obtained as

\[
\begin{align*}
  w_1 &= w + \frac{w_{11}}{||w_{11}||} d_{br}, \\
  w_2 &= w - \frac{w_{11}}{||w_{11}||} d_{br}
\end{align*}
\]

with \( d_{br} \) denoting the diameter of a single capillary and corresponding to the distance by which the new sprout tips will be separated (see Figure 2-right).

### 3.4.2 Anastomosis

Anastomosis, i.e. the formation of loops as a consequence of the fusion of two vessels, is supposed to occur when a sprout tip meets another sprout tip or a portion of a sprout that is not older than a certain threshold-age \( \tau_{an} \). Using the nomenclature in [46], the first configuration is called tip-to-tip anastomosis and produces the deactivation of both tips, while the second is called tip-to-sprout and leads only one tip to become inactive. In the simulations, anastomosis is forced when the new sprout tip lies within a distance \( d_{an} \) from another tip or from a sufficiently young sprout.

## 4 Problem discretization

Here the discretization of the previous problems is reported. We start from the problem for oxygen concentration, resulting from the application of the optimization method, then we move to the VEGF problem and to the network growth. The discretization of the pressure problem can be easily derived generalizing the steps made for oxygen concentration.

### 4.1 The discrete optimization problem

As already mentioned in Section 3.4 for the discretization of the 3D-1D coupled problems, the 3D domain is extended to the whole \( \Omega \). Let us consider a tetrahedral mesh \( T \) on domain \( \Omega \), independent from the position of the vessel network. Denoting by \( N \) the number of DOFs for oxygen inside \( \Omega \), let us define the Lagrangian basis functions \( \{ \varphi_j \}_{j=1}^N \) such that the discrete approximation of \( c(t) \) is \( C(t) = \sum_{j=1}^{N} C_j(t) \varphi_k \). For what concerns the 1D variables, we build on \( \Lambda^k \) three different partitions \( \hat{T}^k, \tau_D^k \) and \( \tau_S^k \), independent from each other and from \( T \). Such meshes could change at each time-step, but, for computational efficiency we choose to incrementally add mesh elements as the network grows. To ensure mesh uniformity, a minimum element size can be fixed, such that new mesh elements are created only if larger than the minimum size. We define the basis functions \( \{ \hat{\varphi}_j \}_{j=1}^{\hat{N}_k} \) on \( \hat{T}^k \), \( \{ \theta_j^D \}_{j=1}^{\hat{N}_D^k} \) on \( \tau_D^k \) and \( \{ \theta_j^\Sigma \}_{j=1}^{\hat{N}_\Sigma^k} \) on \( \tau_S^k \), with \( \hat{N}_k, \hat{N}_D^k \) and \( \hat{N}_\Sigma^k \) denoting the number of DOFs at time \( t_k \) of the discrete approximations of the variables \( \hat{c}(t), \psi^D(t) \) and \( \psi^\Sigma(t) \). We remark that the basis functions do not depend on time, only their number can vary with time. The approximations of \( \hat{c}(t), \psi^D(t) \) and \( \psi^\Sigma(t) \) on the vascular network \( \Lambda_k \) are defined as:

\[
\begin{align*}
  \hat{C}(t) &= \sum_{j=1}^{\hat{N}_k} \hat{C}_j(t) \hat{\varphi}_j, \\
  \psi^D(t) &= \sum_{j=1}^{\hat{N}_D} \psi_j^D(t) \theta_j^D, \\
  \psi^\Sigma(t) &= \sum_{j=1}^{\hat{N}_\Sigma} \psi_j^\Sigma(t) \theta_j^\Sigma
\end{align*}
\]
Let us now define the matrices

\[ \mathbf{A}^k \in \mathbb{R}^{N\times N} \text{ s.t. } A_{ij}^k = \int_{\Omega} (D_c \nabla \varphi_j \nabla \varphi_i + (\mathbf{v} \cdot \nabla \varphi_j) \varphi_i + m_c \varphi_j \varphi_i) \, d\omega + \int_{\partial\Omega} \beta_c^{ext} \varphi_j |_{\partial\Omega} \varphi_i |_{\partial\Omega} \, d\sigma + \int_{\Lambda^k} 2\pi R \beta_c \varphi_j |_{\Lambda^k} \varphi_i |_{\Lambda^k} \, ds, \]

\[ \mathbf{\hat{A}}^k \in \mathbb{R}^{\hat{N} \times \hat{N}} \text{ s.t. } \hat{A}_{ij}^k = \int_{\Lambda^k} \left( \pi R^2 \hat{D}_e \frac{d\hat{\varphi}_j}{ds} \frac{d\hat{\varphi}_i}{ds} + \pi R^2 \frac{d^2 \hat{\varphi}_j}{ds^2} \frac{d\hat{\varphi}_i}{ds} \right) \, ds + \int_{\Lambda^k} 2\pi R \beta_c \hat{\varphi}_j \hat{\varphi}_i \, ds, \]

\[ \mathbf{M} \in \mathbb{R}^{N\times N} \text{ s.t. } M_{ij} = \int_{\Lambda^k} \varphi_j \varphi_i \, d\omega, \]

\[ \mathbf{\hat{M}}^k \in \mathbb{R}^{\hat{N} \times \hat{N}} \text{ s.t. } \hat{M}_{ij}^k = \int_{\Lambda^k} \pi R^2 \hat{\varphi}_j \hat{\varphi}_i \, ds, \]

\[ \mathbf{\hat{D}}_\beta^k \in \mathbb{R}^{\hat{N} \times \hat{N}} \text{ s.t. } (\hat{D}_\beta^k)_{ij} = \int_{\Lambda^k} 2\pi R \beta_c \hat{\varphi}_j \theta_{ij}^D \, ds, \]

\[ \mathbf{S}_\beta^k \in \mathbb{R}^{\hat{N} \times \hat{N}} \text{ s.t. } (S_{\beta}^k)_{ij} = \int_{\Lambda^k} 2\pi R \beta_c \varphi_i |_{\Lambda^k} \theta_{ij}^\Sigma \, ds, \]

and the vector

\[ F \in \mathbb{R}^N \text{ s.t. } F_i = \int_{\partial\Omega} \beta_c^{ext} c_{ext} \varphi_i \, d\sigma. \]

The implicit Euler scheme is adopted for time-discretization. At this aim let us define a uniform partition of the time interval \( I_k \) with a step \( \Delta t \leq \Delta I_k \) and \( t_{k,q} = t_{k-1} + q\Delta t, \) \( q \geq 0. \) The fully discretized version of equations (39)-(40) then reads:

\[
\begin{cases}
(M + \Delta t \mathbf{A}^k) C(t_{k,q}) - \Delta t \mathbf{S}_\beta^k \Psi(t_{k,q}) = MC(t_{k,q-1}) + \Delta t F \\
(M^k + \Delta t \mathbf{A}^k) \hat{C}(t_{k,q}) - \Delta t \mathbf{\hat{D}}_\beta^k \Psi_D(t_{k,q}) = \mathbf{\hat{M}}^k \hat{C}(t_{k,q-1})
\end{cases}
\]

(57)

where \( \hat{C}_{\beta}(t_{k-1}) \) is the trivial extension of \( \hat{C}(t_{k-1}) \in \mathbb{R}^{\hat{N}^{k-1}} \) to \( \mathbb{R}^{\hat{N}^k} \) by zero elements in correspondence of DOFs defined on \( \Lambda^k \setminus \Lambda^{k-1}. \)

In order to work out also the discrete formulation of functional (43) let us build the matrices

\[ \mathbf{G}^k \in \mathbb{R}^{N\times N} \text{ s.t. } G_{ij}^k = \int_{\Lambda^k} \varphi_j |_{\Lambda^k} \varphi_i |_{\Lambda^k} \, ds, \]

\[ \mathbf{\hat{G}}^k \in \mathbb{R}^{\hat{N} \times \hat{N}} \text{ s.t. } \hat{G}_{ij}^k = \int_{\Lambda^k} \hat{\varphi}_j \hat{\varphi}_i \, ds, \]

\[ \mathbf{G}_D^k \in \mathbb{R}^{\hat{N} \times \hat{N}} \text{ s.t. } (G_D^k)_{ij} = \int_{\Lambda^k} \theta_{ij}^D \theta_{ij}^D \, ds, \]

\[ \mathbf{G}_\Sigma^k \in \mathbb{R}^{\hat{N} \times \hat{N}} \text{ s.t. } (G_\Sigma^k)_{ij} = \int_{\Lambda^k} \theta_{ij}^\Sigma \theta_{ij}^\Sigma \, ds \]
\[ D^k \in \mathbb{R}^{N \times \hat{N}^k} \quad \text{s.t.} \quad D^k_{lj} = \int_{\Lambda^k} \phi_l \theta^D_j \, ds, \]

\[ \hat{S}^k \in \mathbb{R}^{\hat{N}^k \times \hat{N}^k} \quad \text{s.t.} \quad \hat{S}^k_{lj} = \int_{\Lambda^k} \hat{\phi}_l \theta^\Sigma_j \, ds. \]

The discrete cost functional at time \( t_{k,q} \) then reads:

\[ \tilde{J}^{k,q} = \frac{1}{2} \left( C(t_{k,q})^T G^k C(t_{k,q}) - C(t_{k,q})^T D^k \Psi_D(t_{k,q}) - \Psi_D(t_{k,q})^T (D^k)^T C(t_{k,q}) + \Psi_\Sigma(t_{k,q})^T (\hat{S}^k)^T \hat{C}(t_{k,q}) + \Psi_\Sigma(t_{k,q})^T \hat{G}^k \hat{C}(t_{k,q}) - \hat{C}(t_{k,q})^T D^k \Psi_D(t_{k,q}) - \hat{S}^k \Psi_\Sigma(t_{k,q}) + \hat{\Psi}_\Sigma(t_{k,q})^T \hat{S}^k \Psi_\Sigma(t_{k,q}) \right) \] (58)

Introducing the matrices

\[ G^k = \begin{bmatrix} G^k & 0 & -D^k & 0 \\ 0 & G_D^k & 0 & -\hat{S}^k \\ -(D^k)^T & 0 & G_D^k & 0 \\ 0 & -(\hat{S}^k)^T & 0 & G_\Sigma^k \end{bmatrix} \]

\[ A^k = \begin{bmatrix} A^k & 0 \\ 0 & \tilde{A}^k \end{bmatrix}, \quad \mathcal{M}^k = \begin{bmatrix} M & 0 \\ 0 & M_k \end{bmatrix}, \quad C^{k,\beta} = \begin{bmatrix} D^{k,\beta} & S^{k,\beta} \end{bmatrix}, \]

\[ \mathcal{A}^{k,\Delta t} = [\Delta t A^k + \mathcal{M}^k - \Delta t C^{k,\beta}] \]

first order optimality conditions for the minimization of (58) constrained by Equations (57) are collected in the saddle-point system

\[ \mathcal{K}^k = \begin{bmatrix} G^k & (\mathcal{A}^{k,\Delta t})^T \\ \mathcal{A}^{k,\Delta t} & 0 \end{bmatrix} \]

\[ \mathcal{K}^k \begin{bmatrix} C(t_k) \\ \hat{C}(t_{k,q}) \\ \Psi_D(t_{k,q}) \\ \Psi_\Sigma(t_{k,q}) \\ -\Pi(t_{k,q}) \\ -\hat{\Pi}(t_{k,q}) \\ MC(t_{k,q-1}) + \Delta t F \\ \hat{M}^k \hat{C}(t_{k,q-1}) \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \] (59)

which is solved at each time-step \( \delta t \). Vectors \( \Pi \) and \( \hat{\Pi} \) are the vector of DOFs of Lagrange multipliers. Let us observe that, by a proper organization of the DOFs, most matrices do not need to be rebuilt completely at each \( k \): only the integrals on \( \Lambda^k \setminus \Lambda^{k-1} \) have to be computed and properly concatenated to the matrices that were already available at time \( t_{k-1} \). Only the matrices \( A \) and \( \tilde{A} \) need a further update, in order to account for the variation of the velocity field. This update affects however only the advection contribution to such matrices. For the proof of the uniqueness of the solution to (59) we refer to [70].
4.2 The discrete problem for VEGF and capillary growth

The finite element discretization of Problem (51) is obtained considering a tetrahedral mesh $T$ on domain $\Omega$ and defining on it Lagrangian basis functions $\{\varphi_j\}_{j=1}^{N_G}$, such that

$$G(t) = \sum_{j=1}^{N_G} G_k(t) \varphi_j$$

is the discrete approximation of variable $g(t)$ being $N_G$ the number of degrees of freedom. We then define the matrices $B^k \in \mathbb{R}^{N_G \times N_G}$ s.t.

$$B^k_{lj} = \int_{\Omega} D g \nabla \varphi_j \nabla \varphi_l \, d\omega + \int_{\Omega} (\mathbf{v} \cdot \nabla \varphi_j) \varphi_l \, d\omega + \int_{\Lambda^k} 2\pi R \hat{\delta} \varphi_j \varphi_l |_{\Lambda^k} ds$$

and $H \in \mathbb{R}^{N_G \times N_G}$ s.t.

$$H_{lj} = \int_{\Omega} \varphi_j \varphi_l \, d\omega$$

such that the space semi-discretization of problem (51) reads

$$\begin{cases} H G'(t) + B^k G(t) = 0 & t \in I_k \\ G(0) = G_0 \end{cases}$$

(60)

with $G' = \partial_t G$. For what concerns time discretization we adopt an implicit Euler scheme, considering again a uniform partition of $I_k$ with $\Delta t \leq \Delta I_k$ and $t_{k,q} = t_{k-1} + q\Delta t$ we solve at each time step a system in the form

$$\begin{cases} (H + \Delta t B^k) G(t_{k,q}) = H G(t_{k,q-1}) & k > 0 \\ G(t_{k,0}) = \begin{cases} G_0 & \text{if } k = 0 \\ G(t_{k-1}) & \text{if } k > 0 \end{cases} \end{cases}$$

(61)

For what concerns Equation (52), discretization is made by the explicit Euler method. Once the VEGF concentration at time $t_k$ has been computed, the position of the tip cells is updated as

$$x_P(t_{k+1}) = x_P(t_k) + \Delta I_{k+1} \cdot w(G(t_k), x_P(t_k)), \quad \forall P \in P^k$$

(62)

providing the position of a tip cell in $P^{k+1}$. The points $x_P(t_{k+1})$ and $x_P(t_k)$ are then connected by a line, such that the capillary network is represented by sets of connected segments in the 3D space. In case branching occurs, the orthogonal projection $w_{\Pi}$ of $w(G(t_k), x_P(t_k))$ onto the plane $\Pi$ perpendicular to the direction $x_P(t_k) - x_P(t_{k-1})$ has to be computed in order to obtain the branching directions $w_1$ and $w_2$. Equation (62) is then splitted into

$$x_{1P}(t_{k+1}) = x_P(t_k) + \Delta I_{k+1} w_1, \quad x_{2P}(t_{k+1}) = x_P(t_k) + \Delta I_{k+1} w_2$$

(63)

producing two new sprout tips. Once the new positions of the tip cells have been computed, the network is updated as

$$\Lambda^{k+1} = \Lambda^k \cup \bigcup_{P \in P^k} [x_{1P}(t_{k+1}), x_{2P}(t_k)]$$

which is the fixed geometry on which the other quantities will evolve for $t \in I_{k+1}$. 
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In this section we provide some numerical examples to validate the proposed approach. In particular we present two tests, labeled TestFace and TestSphere. In the first case the domain \( \Omega \) is a cube and the tumor interface corresponds to one of its faces. A small initial vascular network with two inlet and two outlet points is considered, located at the opposite of the tumour interface, as shown in Figure 3-left. For the second test the tumor is instead supposed to be spherical and located at the center of a cubic domain. For this case a more complex initial network is considered, as reported in Figure 3-right. In the following we choose \( \Delta t = \Delta t_k \), i.e. we consider the same, uniform, time-stepping for the growth of the network and for the evolution on the quantities defined on it.

Tables 1, 2, 3 and 4 provide a set of parameter values to which we will refer as default parameters. Changes to these values will be specified and motivated time by time. The parameter values for pressure and oxygen concentration are mainly taken from [51]. For what concerns the VEGF, in [75] its concentration is assumed to be at a constant value of 20 ng/ml, while in [76] endothelial cells are stimulated to migrate with a VEGF concentration of 50 ng/ml. Converting to the units of measure used in the numerical simulations, the order of magnitude is of \( 10^{-14} \) kg/mm\(^3\). We choose \( g_{\text{lim}} = 2.5 \cdot 10^{-14} \) kg/mm\(^3\) and, according to [46] we set \( \overline{g} = 4g_{\text{lim}} = 1 \cdot 10^{-13} \) kg/mm\(^3\) in Equation (54). At the tumor interface we fix \( g^C = 10^{-13} \) kg/mm\(^3\), so that the cell proliferation time \( t_c \) in the simulation will be in the range \((2\tau, +\infty)\). The diffusion coefficient inferred from biological data, for the vast majority of angiogenic growth factors, is in the order of \( 10 - 600 \) \( \mu\)m\(^2\)/s [23, 42, 77], i.e. between 0.036 and 2.16 mm\(^2\)/h, while the decay rate of the VEGF in the surrounding tissue is in the order of 0.456 – 0.65 h\(^{-1}\) [77, 78].
Table 2: Default parameters for pressure

| Parameter | Value       | Unit                      | Description                                           | Reference |
|-----------|-------------|---------------------------|-------------------------------------------------------|-----------|
| $\beta_p^0$ | $2.78 \cdot 10^{-10}$ | mm$^2$h/kg | Hydraulic permeability of healthy capillary wall | [51] |
| $r_p^\beta$ | 100 | – | Increase of wall permeability for tumor-generated capillaries | [50] |
| $\Delta p_{onc}$ | $4.82 \cdot 10^7$ | kg/h/mm | Oncotic pressure jump at the capillary wall | [51] |
| $\beta_p^LS$ | $2.89 \cdot 10^{-7}$ | mm/h/kg | Effective permeability of the lymphatic vessels | [51, 48] |
| $\kappa$ | $1.0 \cdot 10^{-12}$ | mm$^2$ | Hydraulic permeability of the tissue | [51] |
| $\mu$ | $1.44 \cdot 10^{-2}$ | kg/(mmh) | Blood viscosity | [51] |
| $\tilde{p}_{in}$ | $6.05 \cdot 10^7$ | kg/h/mm | Inflow pressure | [51] |
| $\tilde{p}_{out}$ | $5.83 \cdot 10^7$ | kg/h/mm | Outflow pressure | [51] |
| $\beta_p^{ext}$ | $1.4 \cdot 10^{-8}$ | mm$^2$/h/kg | Boundary conductivity | [51] |

Table 3: Default parameters for oxygen

| Parameter | Value       | Unit                      | Description                                           | Reference |
|-----------|-------------|---------------------------|-------------------------------------------------------|-----------|
| $\beta_c^0$ | 126 | mm/h | Permeability of the healthy capillary wall | [51] |
| $r_c^\delta$ | 10 | – | Increase of wall permeability for tumor-generated capillaries |  |
| $D_c$ | 4.86 | mm$^2$/h | Diffusivity, tissue | [51] |
| $m_c$ | 3.6 | l/h | Decay/metabolization parameter |  |
| $\tilde{D}_c$ | $1.8 \cdot 10^3$ | mm$^2$/h | Vascular diffusivity | [51] |
| $c_{in}$ | $1.73 \cdot 10^8$ | kg/h | Inflow concentration |  |
| $\beta_c^{ext}$ | 18 | mm/h | Boundary permeability | [51] |
| $c_{ext}$ | $6.05 \cdot 10^6$ | kg/h/mm | External oxygen concentration |  |
| Parameter     | Value     | Unit       | Description                                           | Reference |
|---------------|-----------|------------|------------------------------------------------------|-----------|
| \(D_g\)      | 0.29      | \(\frac{\text{mm}^2}{\text{h}}\) | VEGF diffusivity                                      | [46]      |
| \(\sigma\)   | 0.5       | \(\frac{1}{\text{h}}\)       | VEGF interstitial decay                               | [46]      |
| \(\bar{\sigma}\) | 0.7     | \(\frac{1}{\text{h}}\)       | Endothelial cell VEGF consumption rate                |           |
| \(g_c^C\)    | \(1.0 \cdot 10^{-13}\) | \(\frac{\text{kg}}{\text{mm}^3}\) | VEGF concentration at tumor interface                |           |
| \(g_{lim}\)  | \(2.5 \cdot 10^{-14}\) | \(\frac{\text{kg}}{\text{mm}^3}\) | minimum VEGF concentration for proliferation         | [75], [76]|
| \(g\)        | \(1.0 \cdot 10^{-13}\) | \(\frac{\text{kg}}{\text{mm}^3}\) | VEGF concentration for \(t_c = 2\tau\)               |           |
| \(\tau\)     | 12        | h          | cell proliferation parameter                         | [46]      |
| \(l_e\)      | 0.04      | mm         | endothelial cell length                              | [46]      |
| \(\alpha_{br}^w\) | 0.3   | -          | threshold of \(\frac{||\text{weg}||}{||w||}\) for branching |           |
| \(d_{br}\)   | \(1.0 \cdot 10^{-2}\) | mm         | branching distance                                   |           |
| \(\tau_{br}\) | 48        | h          | threshold age for branching                          |           |
| \(g_{br}\)   | \(1.0 \cdot 10^{-13}\) | \(\frac{\text{kg}}{\text{mm}^3}\) | VEGF concentration for \(P_{br} = 1\)               |           |
| \(d_{an}\)   | \(1.0 \cdot 10^{-5}\) | mm         | maximum distance for anastomosis                     |           |
| \(\tau_{an}\) | 24        | h          | maximum capillary age for anastomosis                |           |
The initial distributions of pressure, oxygen and VEGF are obtained solving respectively problems (2)-(10), (20)-(29) and (45)-(49) in steady state conditions. In the numerical simulations the initial set of vessels is supposed, at all time instants, to have a lower permeability with respect to the ones generated during angiogenesis. This is in accordance with the biological observation that tumour-induced vessels are highly leaky, due to a weakening of the junctions within the endothelial cells that leads to an increase in the permeability of the blood vessel [15] both to fluids and to oxygen. In particular we suppose
\[
\beta_p(x) = \begin{cases} 
\beta_0 & \forall x \in \Lambda^0 \\
\beta_p & \forall x \in \Lambda^k \setminus \Lambda^0, \forall k = 0, \ldots, K 
\end{cases} 
\] (64)
and
\[
\beta_c(x) = \begin{cases} 
\beta_0 & \forall x \in \Lambda^0 \\
r_c \beta_c & \forall x \in \Lambda^k \setminus \Lambda^0, \forall k = 0, \ldots, K 
\end{cases} 
\] (65)
with \(r_p, r_c \geq 1\). In the default set of parameters we consider \(r_p = 100\) and \(r_c = 10\). The fact that the permeability of vessels to fluids increases by two order of magnitude in tumour-induced vessels is in agreement with [50]. Different choices of the ratio \(r_c\) will instead be discussed in the sensitivity analysis carried out in this section. Finally, we suppose that only stalk and tip cells can bind VEGF, so that
\[
\tilde{\sigma}(x) = \begin{cases} 
0 & \forall x \in \Lambda^0, \\
\sigma & \forall x \in \Lambda^k \setminus \Lambda^0, \forall k = 0, \ldots, K 
\end{cases}
\]

5.1 TestFace

Let us consider a cubic domain \(\Omega = (0, L)^3\), \(L = 0.5\)mm. The interface between the tumor and the tissue sample corresponds to the top face of \(\Omega\), highlighted in red in Figure 3, while the blood inlet and outlet points on the initial network are marked in red and blue respectively. For the time discretization we choose a step \(\Delta t = \Delta T_k = 12h \forall k\), while a maximum volume of \(1 \cdot 10^{-5}\) mm\(^3\) is considered for the tetrahedra of the space discretization. Figure 4 shows, from top to bottom, VEGF, pressure and oxygen distribution at time \(t = 2, 7, 14\) days obtained with the parameters in Tables 1, 2, 3 and 4. The time scale of the numerical simulations is qualitatively in agreement with the biological observations reported in [5, 17, 21], where it takes approximately 10 to 21 days for the growing network to link the tumour to the parent vessel. For what concerns oxygen, the isolines corresponding to \(c = 1.38 \cdot 10^7\)kg/(h\(^2\)mm) \(\approx 8\)mmHg (green) and \(c = 2.60 \cdot 10^7\)kg/(h\(^2\)mm) \(\approx 15\)mmHg (cyan) are highlighted, representing, according to [79], the pathological and physiological hypoxia thresholds. We observe that, starting from a condition in which the whole tissue is highly hypoxic, the formation of new vessels brings oxygen levels above the pathological hypoxia threshold. Around half the simulation time, concentrations higher than 15 mmHg are registered. However the maximum decreases towards the end of the simulation as an effect of the exchanges through the boundaries, since an external concentration \(c_{ext} = 3.5\) mmHg is imposed. This choice, together with the vessel wall permeability to oxygen \(\beta_c\), influences of course the results.

An analysis of the impact of such parameters is reported in Figures 5 and 6, where the sensitivity of the percentage of hypoxic tissue to changes of \(r_c\) and \(c_{ext}\) is analyzed. For all the plotted curves we consider \(\beta_0 = 12.6\) mm/h while we increment the permeability for the
Figure 4: TestFace: From left to right, distributions at time $t = 2, 7, 14$ days of VEGF concentration (top), pressure (center), oxygen concentration (bottom), with highlighted isolines corresponding to $c = 8\text{mmHg}$ (green) and $c = 15\text{mmHg}$ (cyan). Parameters set from the tables.

Figure 5: TestFace: Percentage of hypoxic tissue under the variation of $r_\beta^2$ (see (65)). From left to right hypoxia levels at 4, 8, 15 mmHg respectively, $c_{ext} = 6.05 \cdot 10^6\text{kg/(h^2mm)}$ ($= 3.5\text{mmHg}$) for all the three cases.
vessels generated by angiogenesis as \( r_c^β β_0 \). In Figure 5 we set \( c_{ext} = 3.5 \) mmHg and we analyse the percentage of tissue below 4, 8 and 15 mmHg of oxygen concentration. As expected, an increment of the permeability promotes a faster tissue oxygenation. For all the considered values of \( r_c^β \) the tissue sample reaches an oxygen concentration higher than 4 mmHg within the simulation time (Figure 5-left), while the percentage of tissue below 8 mmHg still ranges between 57% (for the highest value of \( r_c^β \)) and 73% (for the lowest value of \( r_c^β \)) after 14 days (Figure 5-center). For what concerns the physiological hypoxia level (15 mmHg) we can see that for too low values of \( r_c^β \) the threshold is never reached in the sample. As aforementioned, a small amount of tissue (3-5%) goes above 15 mmHg if we consider higher permeability values, but the trend with time of the hypoxic portion is not monotonically decreasing as an effect of the exchanges through the boundaries. Therefore, in Figure 6 we consider the trend with time of the percentage of tissue below 8 and 15 mmHg (left and right plots respectively) in the case \( c_{ext} = 7 \) mmHg. As expected, since the external concentration is higher, better oxygenation levels are reached into the tissue sample. Let us remark, in Figure 6-right, that about 3% of the tissue sample goes above the physiological hypoxia level already with \( r_c^β = 2 \). However the trend of the hypoxic portion is again non monotonically decreasing, due to the exchange of oxygen with the surrounding tissue, maintained in an hypoxic state through the imposed boundary conditions.

The effectiveness of oxygenation can be related also to the structure of the vascular network, in particular to the presence of more or less branches and to the velocity of formation of new vessels. Specifically, we consider two opposite conditions, namely the early branching and the late branching cases. The early branching is obtained by forcing abnormally the fast creation of new branches also at low concentrations of VEGF, i.e. by setting \( \tau_{br} = 24h \) and \( P_{br}(g) = 1, \forall g \). The late branching setting is instead obtained by increasing the threshold age for branching to \( \tau_{br} = 96h \), and by setting \( g_{br} = 2 \cdot 10^{-13} \) kg/mm\(^3\) in the branching probability definition (56).

The morphology of the resulting vascular networks, along with the distribution of VEGF, fluid pressure and oxygen concentration are shown in Figure 7. The results are obtained considering \( c_{ext} = 3.5 \) mmHg and \( r_c^β = 10 \).

Figure 8 shows the trend with time of the volume percentage in which the oxygen concentration is below 8 mmHg (Figure 8-left) and 15 mmHg (Figure 8-right). For this analysis the volume has been split into two parts: \( \Omega_+ = \{ x = (x,y,z) \in \Omega \text{ s.t. } z > \frac{L}{2} \} \) and \( \Omega_- = \{ x = (x,y,z) \in \Omega \text{ s.t. } z \leq \frac{L}{2} \} \), in order to account for oxygenation levels far and close to
Figure 7: TestFace: From top to bottom, VEGF concentration (in magenta isoline corresponding to $g = g_{lim} = 2.5 \times 10^{-14} \text{ kg mm}^{-3}$), fluid pressure and oxygen concentration (in green and cyan isolines corresponding to 8mmHg and 15mmHg, respectively) for the early branching (left) and the late branching (right) cases.

Figure 8: TestFace: Variation in time of the percentage of hypoxic tissue in the early branching and late branching cases. On the left, hypoxia threshold at 8mmHg, on the right at 15mmHg.
the tumor boundary. We can observe how fast and early branching does not produce a better oxygenation of $\Omega_+$, i.e. of the tissue portion which is closer to the tumor. In fact, as it can be seen in Figure 7 on the left column, the early branching network is very dense but not much extended in the $z$ direction. This produces an efficient oxygenation of the lowest part of the domain and a consequent exchange through the boundaries, while the oxygenation level in the highest part tends to be very similar to the one obtained in the late branching case. We remark that this result is highly influenced by the boundary condition imposed at the tumor interface and future studies will certainly look at the description of tumor oxygenation. For both the configurations, the physiological hypoxia level (15 mmHg) is never reached in $\Omega_+$, as shown by the perfectly overlapped full lines in Figure 8-right. However, we remark that even if the hypoxic condition persists in the tumor region, it is rather a gain for the cancer. Indeed cancer cells are more resistant than healthy cells to lack of oxygen, since they can efficiently switch to an anaerobic metabolism (Warburg effect) \[80\] and the death of cells surrounding the tumor mass, due to hypoxia, fosters tumor cell invasion. Finally, it may be worth underlining how the irregularity of the generated vessel network in the early branching configuration possibly hinders the transport and diffusion of anti-cancer drugs to the correct site.

Figure 9 reports instead the trend with time of the maximum growth velocity and of the number of tip cells inside the domain both for the early and the late branching configuration. The maximum growth velocity is obtained at each time-step by computing the maximum of the norm of $w$ among the tip cells. Both for the early and the late branching configuration, we can observe (see Fig. 9-left) how the growth velocity decreases at the beginning of the simulation to increase again once the vessels approach the tumor region. Indeed, according to Equation (53), the growth velocity is related to the VEGF concentration: in response to the VEGF binding operated by endothelial cells, such concentration goes below its initial minimum in the lowest part of the domain while it is maintained at the maximum level at the tumor boundary, thus explaining the trend of the velocity. This behaviour is particularly evident in the early branching case, where the very dense structure of the capillaries network consumes a high amount of VEGF and the region close to the tumor boundary is never reached. Therefore the VEGF concentration goes actually below the threshold for proliferation in a considerable part of the tissue sample, as shown, in Figure 7-top left, by the isoline corresponding to the minimum VEGF concentration required for EC proliferation, i.e., $g = g_{lim} = 2.5 \cdot 10^{-14} \frac{\text{kg}}{\text{mm}^3}$. Finally,
Figure 10: TestFace: From left to right: variation in time of the maximum growth velocity, of the number of tip cells inside the domain and of the percentage of hypoxic tissue for different values of $\tilde{\sigma} \,[1/h]$.

Figure 11: TestFace: Comparison of the vascular networks obtained after 14 days for a low, a medium and a high VEGF consumption rate. From left to right: $\tilde{\sigma} = 0.4\,h^{-1}$, $\tilde{\sigma} = 0.7\,h^{-1}$ and $\tilde{\sigma} = 6\,h^{-1}$

as aforementioned, Figure 10-right reports also the trend with time of the number of tip cells which are contemporaneously active inside the domain. As the vascular network approaches the tumour, the number of tip cells and, consequently, the vessel density increase, in accordance with the so-called brush-border effect experimentally observed [21, 81]. The decrease in the rate at which this number increases in the early branching configuration is related to the tips which reach the lateral boundary of $\Omega$ and ideally leave the analyzed tissue sample.

In order to better analyze the impact that the rate of consumption of VEGF by the endothelial cells has on the vascular network structure and performances let us refer to Figure 10, in which the trends in time of the maximum growth velocity, of the number of tip cells in the domain and of the percentage of hypoxic tissue are investigated for different values of the endothelial cell VEGF consumption rate, $\tilde{\sigma}$. As expected, a bigger consumption rate corresponds to lower values of $||w||$. On the other hand, when no consumption is considered, the trend of the growth velocity with time is monotonically increasing. A higher consumption rate corresponds also to a lower number of tip cells, since branching is inhibited when VEGF concentration is low: actually for the cases $\tilde{\sigma} = 3h^{-1}$ and $\tilde{\sigma} = 6h^{-1}$ no branching occurs at all. The rapid final decrease in the number of tip cells in the case $\tilde{\sigma} = 0h^{-1}$ is due to the fact that, with a fast growth, the network manages to reach the tumor interface within 14 days and the tips reaching the boundary are not considered in the set of tip cells anymore. For what concerns the
impact of \( \dot{\sigma} \) on oxygenation we can see how, neglecting the case \( \dot{\sigma} = 0 \), the final percentage of tissue below 8 mmHg increases as the consumption rate gets higher. Since in this case we are not abnormally forcing branching at low VEGF concentrations, an inadequate presence of angiogenic factor corresponds both to poor branching and scarce development, thus hindering oxygenation. A low consumption rate allows instead for a more branched structure, but since an angiogenic factor corresponds both to poor branching and scarce development, thus hindering network development promotes oxygen exchange with the lateral boundary. The vascular networks generated for \( \dot{\sigma} = 0.4 \), \( \dot{\sigma} = 0.7 \) and \( \dot{\sigma} = 6 \) are reported in Figure 11.

5.2 TestSphere

As stated in the Introduction, tumor can grow in the avascular phase until a critical size of about 1−2 mm is reached [19]. Above this size, the existing vasculature can no longer sustain cancer growth and the tumor stimulates new vessel formation across distances of some millimeters (1−3 mm in [22, 23]). Hence, let us consider a cube of edge \( L = 2.5 \) mm and a sphere \( C \) of radius \( R_C = 0.5 \) mm centered in the middle of the cube, as reported in Figure 3 on the right. The sphere represents the tumor, while the computational domain \( \Omega \) for this numerical example is given by the portion of the cube lying outside the sphere. For the pressure and oxygen concentration problems the inlet extrema are chosen as the ones lying on the planes \( x = 0 \), \( y = 0 \) or \( z = 0 \), while the outlets lie on \( x = 2.5 \), \( y = 2.5 \) or \( z = 2.5 \). All the parameters, except the domain edge length \( L \) and the VEGF diffusivity \( D_g \), have the values reported in Tables 1, 2, 3 and 4. The value of \( D_g \) was slightly increased (but still remaining in the range proposed by [23, 71]) in order to have a sufficient concentration for EC proliferation also far from the center of the faces of the cube. In particular \( D_g = 0.36 \) mm\(^2\)/h was used. For this numerical example we also consider a peculiar anisotropic structure of the extracellular matrix. Specifically, we suppose that the growth of the tumor produced a modification in the orientation of the surrounding extracellular matrix fibers, leading to concentric spherical layers around the cancer mass. Denoting by \( x_C \) the center of the tumor (corresponding in this case with the center of the domain) and by \( e_r(x) \) the unit vector in the direction \( x_C - x \) we define

\[
K_{ECM}^\perp = (I + (\varepsilon(x) - 1)e_r \otimes e_r)K_{ECM}^{rand}
\]

with \( \varepsilon(x) = \frac{2||x - x_C||}{L^3} \) and \( K_{ECM}^{rand} \) defined as in (55). By setting \( K_{ECM} = K_{ECM}^\perp \) in (53), we are still accounting for a random perturbation of the ECM fiber direction, but we are also enhancing the circumferential direction as the ECM approaches the tumour boundary. Figure 12 shows the vascular network generated after 40 days, on the left when a \( K_{ECM}^{rand} \) is considered (spatially random anisotropy), and on the right when the displacement in the radial direction is penalized, exploiting \( K_{ECM}^\perp \) (circumferential anisotropy). For the discretization a tetrahedral mesh with maximum element volume of \( 2 \cdot 10^{-3} \) mm\(^3\) is considered, while a time step \( \Delta t = 24 \) h is used to reach a final time of 40 days. The position of the initial tip cells is chosen randomly on the initial network. In particular in this case we consider 165 initial tips. As expected, sprouts that generate closer to the tumor region, i.e. next to the center of the cube faces, grow more rapidly and branch at a higher rate, since a higher concentration of VEGF is available. Conversely, tip cells located far from the tumour region do not either sprout or progress. From the morphology reported in Figure 12 it is evident the effect of the imposed directional anisotropy:
Figure 12: TestSphere: Detail on the network configuration at time $t = 40$ days. On the left $K_{ECM} = K_{rand}$ (see (55)), on the right $K_{ECM} = K_{\perp}^{\perp}$ (see (66)).

Figure 13: TestSphere: comparison of the maximum growth velocity in the circumferential anisotropicity case ($K_{ECM} = K_{\perp}^{\perp}$) and in the spatially random anisotropicity case ($K_{ECM} = K_{rand}$).

when the anisotropy is spatially random, the new vessels only slightly deviate from the radial direction, on the other hand when the circumferential anisotropicity is imposed the endothelial cell tends to follow the ECM fibers, while moving toward the source of VEGF. Therefore, in this latter case, the vascular network develops also in the direction transversal to the radial one, ending up in wider gatherings on the tumor surface.

To quantitatively compare the two cases, we consider the growth velocity of the network and some data on the number of tip cells. Figure 13 reports the trend with time of the maximum growth velocity for the spatially random and the circumferential anisotropicity cases. We can observe how, since the tumour surface is reached in both ECM scenarios, the same maximum growth velocity is registered at the end of the simulation. We recall, indeed, that a constant Dirichlet boundary condition is imposed for the VEGF at the tumour interface. The velocity increase with time is however faster in the spatially random anisotropic case, i.e., when $K_{rand}$ is used. This is related to the different structure of the network: with the same total distance to cover from the starting tip cells to the tumor surface, the capillaries are actually longer and more branched in the circumferential anisotropic case, since radial displacement is inhibited.
This ends up in a stronger VEGF consumption, thus leading to a lower growth velocity.

Figure [14] compares instead, for the two ECM configurations, the trends with time of the number of inactive tip cells and of the total number of tip cells having reached the tumour boundary. We define an inactive tip cell at time $t^*$ as a tip $x_P$ such that $g(x_P, t^*) < 2.5 \cdot 10^{-14}$ kg/mm$^3$, i.e. a tip cell in a position where the concentration of VEGF at time $t^*$ is lower than the minimum required for proliferation. As it can be observed in Figure [14]-left, the number of tips suffering of a too low VEGF concentration is higher in the $K_{ECM} = K_{ECM}^{\perp}$ case, coherently with the previous considerations on VEGF consumption. For what concerns the tip cells having reached the tumor boundary, their number is of course higher in the $K_{ECM} = K_{ECM}^{\perp}$ case, since the network is much more branched (3189 branching events were observed, versus 944 in the $K_{ECM} = K_{ECM}^{\text{rand}}$ case). In the random anisotropy case the first tip cells reach $\partial C$ after around $t = 20$ days, while it takes 25 days in the circumferential anisotropy case to reach the tumour. This is coherent with the time at which the maximum growth velocity becomes constant (Figure [13]). Let us finish the comparison by mentioning that the maximum number of tip cells reached inside the domain is 729 in the $K_{ECM}^{\perp}$ case and 270 in the $K_{ECM}^{\text{rand}}$ one. This number does not account for the tips that leave the domain through the tumour boundary.

Referring to the circumferential anisotropic case, Table [5] reports the maximum growth velocity and the percentage of tissue below the pathological hypoxia level at different instants of time (namely $t = 1, 10, 20$ and $40$ days). We observe that, even though the hypoxic region reduces with time thanks to the formation of new vessels, the imposed boundary conditions and the exchange with the surrounding tissue, highly affects the supply of oxygen in the domain. Figure [15] reports the pressure distribution and the oxygen concentration in the capillary network and on a tissue slice at $t = 40$ days. Figure [16] focuses instead on the oxygen concentration at the tumour boundary, for $t = 10$ days and $t = 40$ days, left and right respectively.
Table 5: *TestSphere*: maximum sprout growth velocity and percentage of hypoxic tissue for different time instants. $K_{ECM} = K^\perp_{ECM}$ (see (66)).

| Time (days) | Max Growth Velocity (mm/h) | % Vol < 8 mmHg $O_2$ |
|-------------|----------------------------|-----------------------|
| 1           | $7.9 \cdot 10^{-4}$        | 92%                   |
| 10          | $9.7 \cdot 10^{-4}$        | 87%                   |
| 20          | $1.3 \cdot 10^{-3}$        | 83%                   |
| 40          | $1.7 \cdot 10^{-3}$        | 80%                   |

Figure 15: *TestSphere*: pressure distribution (on the left) and oxygen concentration (on the right) for $K_{ECM} = K^\perp_{ECM}$ and $t = 40$ days. Isoline corresponding to $c = 8$ mmHg highlighted in red in the right figure.

Figure 16: *TestSphere*: oxygen concentration on the tumour surface for $K_{ECM} = K^\perp_{ECM}$. On the left $t = 10$ days, on the right $t = 40$ days.
6 Conclusions

In the present work, the application of an optimization based 3D-1D coupling to the modeling of tissue perfusion and oxygen delivery during tumor-induced angiogenesis is presented. A hybrid model is adopted: fluid and chemicals distributions are represented in a continuous manner, while a discrete tip-tracking model is chosen for the vascular network growth, together with some proper rules for branching and anastomosis. The evolution in time and space of three quantities is analyzed, namely interstitial fluid/blood pressure, oxygen concentration and VEGF concentration, the first two being the actual 3D-1D coupled problems. The optimization based solving strategy fits particularly well this kind of application since it has no mesh conformity requirements: this means that, although the vascular network is growing, we never need to re-mesh our geometry according to the new capillary configuration. The method is tested on two different numerical examples, providing some parameter sensitivity analysis both for what concerns the geometry of the vascular network and the efficiency of oxygenation. The effect of the orientation of the extracellular matrix is also investigated. The modeling of the expansion of the tumor and of the re-modulation of the VEGF production in response to oxygen and nutrients absorption along with the possible inclusion of drug delivery is left to a forthcoming work.
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