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Abstract. This paper studies the binary classification of two distributions with the same Gaussian copula in high dimensions. Under this semiparametric Gaussian copula setting, we derive an accurate semiparametric estimator of the log density ratio, which leads to our empirical decision rule and a bound on its associated excess risk. Our estimation procedure takes advantage of the potential sparsity as well as the low noise condition in the problem, which allows us to achieve faster convergence rate of the excess risk than is possible in the existing literature on semiparametric Gaussian copula classification. We demonstrate the efficiency of our empirical decision rule by showing that the bound on the excess risk nearly achieves a convergence rate of $n^{-1/2}$ in the simple setting of Gaussian distribution classification.
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1. Introduction

1.1. Background. This paper studies the binary classification of semiparametric Gaussian copulas in high dimensions. We first briefly review the general classification setting. We assume throughout that the random vector $(X, Y) \in \mathbb{R}^d \times \{0, 1\}$, with $X = (X_1, \ldots, X_d)^T$, unless otherwise specified. The goal of classification is to determine the value of the unobserved $Y$ based on an observed realization of $X$. The optimal decision rule, namely the Bayes rule $\delta^* : \mathbb{R}^d \to \{0, 1\}$, predicts $Y = 1$ if and only if the logarithm of the ratio of densities of $(X|Y = 0)$ to $(X|Y = 1)$, $\log(f^1/f^0) : \mathbb{R}^d \to \mathbb{R}$, at $X$ satisfies

$$\log(f^1/f^0)(X) = \log \frac{f^1(X)}{f^0(X)} \geq 0,$$

or equivalently if and only if $\eta(X) \geq 1/2$. Here $f^u : \mathbb{R}^d \to \mathbb{R}$ is the multivariate density for the random vector $(X|Y = y)$, and $\eta : \mathbb{R}^d \to [0, 1]$ defined as $\eta(x) = \mathbb{P}(Y = 1|X = x)$ is the regression function. For simplicity here and throughout the paper we assume that $\mathbb{P}(Y = 0) = \mathbb{P}(Y = 1) = 1/2$, and $\mathbb{R}$ denotes the extended real number line.

In practice, the Bayes rule is unavailable to us. Instead, we have at our disposal a training set $\{(X^i, Y^i), 1 \leq i \leq n\}$ such that each $(X^i, Y^i)$ is an independent copy of $(X, Y)$. From the training set, we wish to construct an efficient empirical decision rule $\hat{\delta}_n : \mathbb{R}^d \to \{0, 1\}$. In this paper our construction of $\hat{\delta}_n$ will be based on an estimator $\hat{\log(f^0/f^1)}$ of $\log(f^0/f^1)$ such that the rule $\hat{\delta}_n$ predicts 1 at $X$ if and only if $\hat{\log(f^0/f^1)}(X) \geq 0$. 


One of the most popular classification methods is linear discriminant analysis (LDA). Here we first consider this method in Gaussian distribution classification. Suppose the random vector \((X, Y)\) satisfies \((X | Y = 0) \sim N(\mu_0, \Sigma)\) and \((X | Y = 1) \sim N(\mu_1, \Sigma)\), for the mean vectors \(\mu_0, \mu_1 \in \mathbb{R}^d\) and the common covariance matrix \(\Sigma \in \mathbb{R}^{d \times d}\). In this case, the Bayes LDA rule predicts \(Y = 1\) if and only if \((X - \mu)^T \Omega \mu \geq 0\); here \(\mu = (\mu_0 + \mu_1)/2, \mu_d = \mu_1 - \mu_0,\) and \(\Omega\) is the precision matrix, i.e., \(\Omega = \Sigma^{-1}\). Then, in the traditional fixed \(d\) setting, the classical empirical LDA rule, or Fisher’s rule, makes prediction by replacing \(\mu_0, \mu_1\) and \(\Omega\) in the Bayes rule with their empirical versions \(\hat{\mu}_0, \hat{\mu}_1\) and \((\hat{\Sigma})^{-1}\) respectively, and this rule has been well studied \([21]\).

In the high dimensional setting when \(d \gtrsim n\), it is well known that the classical empirical LDA rule often performs poorly without additional assumptions \([2, 25]\). Considerable progress has been made toward devising efficient empirical LDA rules in the high dimensional setting, typically by exploiting the potential sparsity in the problem, typically by assuming that \(\Omega_{\mu_d} \in \mathbb{R}^d\) is sparse \([3, 6, 10, 16, 19, 25]\). In an orthogonal research direction, the traditional LDA under the Gaussian setting has been extended to tackle non-Gaussian distributions in the semiparametric LDA (SeLDA) model \([17]\). More recently, the two aforementioned directions have been combined to further extend the LDA to classify non-Gaussian distributions in high dimensions by exploiting sparsity in the SeLDA model \([14, 20]\).

Because the framework of SeLDA is closely related to our study in this paper, we will describe it in some details. As in \([17]\), the SeLDA model assumes that there exists a \(d\)-variate transformation function \(\alpha = (\alpha_1, \ldots, \alpha_d)^T : \mathbb{R}^d \to \mathbb{R}^d\) that is strictly increasing (i.e., each univariate component \(\alpha_i : \mathbb{R} \to \mathbb{R}\), for \(i \in \{1, \ldots, d\}\), is a strictly increasing function), such that \((\alpha(X) | Y = 0) \sim N(\mu_0, \Sigma)\) and \((\alpha(X) | Y = 1) \sim N(\mu_1, \Sigma)\) for some mean vectors \(\mu_0, \mu_1 \in \mathbb{R}^d\) and the common covariance matrix \(\Sigma \in \mathbb{R}^{d \times d}\). Here we use the convention that, for a vector \(x = (x_1, \ldots, x_d)^T \in \mathbb{R}^d, \alpha(x) = (\alpha_1(x_1), \ldots, \alpha_d(x_d))^T\). Then, as a natural generalization of the Bayes LDA rule under the traditional Gaussian setting, the Bayes rule under the SeLDA model predicts \(Y = 1\) if and only if \((\alpha(X) - \mu)^T \Omega \mu_d \geq 0\), with the same definitions for \(\mu, \mu_d\) and \(\Omega\) as described earlier. Then, an efficient empirical decision rule under the SeLDA model is derived by replacing the unknown quantities in the Bayes rule, namely \(\alpha, \mu\) and \(\Omega_{\mu_d}\), by their accurate estimates. We emphasize that, under the SeLDA model, the transformation function \(\alpha\) is required to be the same independent of the value of \(Y\), because when classifying a new observation we have no prior knowledge of the value of \(Y\) (which is what we would like to predict in a classification problem).

Because under the SeLDA model, \((X | Y = 0)\) and \((X | Y = 1)\) have the same Gaussian copula, SeLDA can also be regarded as an special instance of the semiparametric Gaussian copula classification problem, or simply the Gaussian copula classification problem, which
we define as classifying two distributions whose dependence structures are described by the same Gaussian copula but whose marginals are not explicitly specified.

1.2. Limitation of the existing method. Even though the SeLDA model is an instance of the Gaussian copula classification problem, it is in fact applicable only to a quite restrictive collection of distributions on \((X, Y)\) such that \((X|Y = y), y \in \{0, 1\}\) have the same Gaussian copula. The assumption of SeLDA that the transformation function \(\alpha\) must be the same independent of the class \(y \in \{0, 1\}\) already implies that some restriction must exist between the marginals of \((X|Y = 0)\) and \((X|Y = 1)\). Here we show that the implied restriction is quite strong, perhaps even unnatural. For simplicity, we assume here that \(d = 1\). Then, the assumption of the SeLDA model states that there exists a strictly increasing univariate function \(\alpha\) such that \((\alpha(X)|Y = y) \sim N(\mu_y, \sigma^2)\) for \(y \in \{0, 1\}\), which implies that \((\alpha(X) - \mu_y Y = y) \sim N(0, \sigma^2)\) for \(y \in \{0, 1\}\). Hence, recalling that \(\alpha\) is strictly increasing, we derive the following relationship between the distributions of \((X|Y = 0)\) and \((X|Y = 1)\): for an arbitrary \(t \in \mathbb{R}\), we have

\[
\mathbb{P}(X \leq t|Y = 0) = \mathbb{P}(\alpha(X) \leq \alpha(t)|Y = 0) = \mathbb{P}(\alpha(X) - \mu_0 \leq \alpha(t) - \mu_0|Y = 0) \\
= \mathbb{P}(\alpha(X) - \mu_1 \leq \alpha(t) - \mu_0|Y = 1) = \mathbb{P}(\alpha(X) - \mu_1 + \mu_0 \leq \alpha(t)|Y = 1) \\
= \mathbb{P}(\alpha^{-1}(\alpha(X) - \mu_1 + \mu_0) \leq t|Y = 1).
\]

Hence, SeLDA imposes a rather bizarre requirement that \((X|Y = 0)\) and \((\alpha^{-1}(\alpha(X) - \mu_1 + \mu_0)|Y = 1)\) must have the same distribution. This requirement would become more interpretable if the function \(\alpha\) satisfies \(\alpha^{-1}(\alpha(t) - \mu_1 + \mu_0) = t - \mu_1 + \mu_0\) for all \(t \in \mathbb{R}\), which would imply that the random variables \((X|Y = 0)\) and \((X|Y = 1)\) are a constant shift \(\mu_1 - \mu_0\) from each other. However, this is typically not the case unless \(\alpha\) is the identity function, but then we simply revert back to the traditional case of classifying two Gaussian distributions with the same variance. To put it somewhat differently, as one example of the strong restriction it places on the distribution of \((X, Y)\), SeLDA typically cannot accommodate the very natural scenario where \((X|Y = 0)\) and \((X|Y = 1)\) are a constant shift from each other, unless \((X|Y = 0)\) and \((X|Y = 1)\) are already normally distributed.

1.3. Proposed research. In this paper, we study the classification of two random vectors \((X|Y = 0), (X|Y = 1) \in \mathbb{R}^d\) that have the same Gaussian copula but that are otherwise completely arbitrary (except for certain regularity conditions) — in short, we allow each class \(y \in \{0, 1\}\) to have their own transformation function \(\alpha_y\) — and develop a genuine and efficient Gaussian copula classification method in high dimensions. We will make the blanket assumption that \((X|Y = 0)\) and \((X|Y = 1)\) have continuous marginals, and the Gaussian copula characterizing \((X|Y = 0)\) and \((X|Y = 1)\) has copula correlation matrix \(\Sigma\).
As the starting point of our study, and also to describe our general strategy, we derive in this section the explicit from of the log density ratio \( \log(f_0/f^1) \), which directly translates into an explicit Bayes rule for the Gaussian copula classification problem. For the rest of the paper, we will construct a precise estimator of this ratio to establish an efficient corresponding empirical rule.

In the following we let \( i \in \{1, \ldots, d\} \), \( y \in \{0, 1\} \), \( t \in \mathbb{R} \) and \( x = (x_1, \ldots, x_d)^T \in \mathbb{R}^d \). Throughout the paper, we let \( F_{i|y} \) and \( f_{i|y} \) be, respectively, the distribution function and the density function of the \( i \)th coordinate for class \( y \), and let \( F_i = (F_{i|0} + F_{i|1})/2 \) and \( f_i = (f_{i|0} + f_{i|1})/2 \) be, respectively, the marginal distribution function and the marginal density function of the \( i \)th coordinate (when \( \mathbb{P}(Y = 0) = \mathbb{P}(Y = 1) = 1/2 \) as we are assuming). We let \( \Phi \) be the distribution function and \( \Phi^{-1} \) the quantile function of \( N(0, 1) \). We let the function \( \alpha_{i|y} : \mathbb{R} \to \mathbb{R} \) be
\[
\alpha_{i|y}(t) = \Phi^{-1}(F_{i|y}(t)),
\]
and we let the function \( \alpha_y : \mathbb{R}^d \to \mathbb{R}^d \) be
\[
\alpha_y(x) = (\alpha_{1|y}(x_1), \ldots, \alpha_{d|y}(x_d))^T.
\]
Then, we let the function \( \Delta \alpha = (\Delta \alpha_1, \ldots, \Delta \alpha_d)^T : \mathbb{R}^d \to \mathbb{R}^d \) be
\[
\Delta \alpha(x) = \alpha_0(x) - \alpha_1(x) = (\alpha_{1|0}(x_1) - \alpha_{1|1}(x_1), \ldots, \alpha_{d|0}(x_d) - \alpha_{d|1}(x_d))^T,
\]
and the function \( \Delta \log f = (\Delta \log f_1, \ldots, \Delta \log f_d)^T : \mathbb{R}^d \to \mathbb{R}^d \) be
\[
\Delta \log f(x) = (\log f_{1|0}(x_1) - \log f_{1|1}(x_1), \ldots, \log f_{d|0}(x_d) - \log f_{d|1}(x_d))^T
\]
\[
= (\Delta \log f_1(x_1), \ldots, \Delta \log f_d(x_d))^T.
\]
We state in Theorem 1.1 the explicit from of the log density ratio \( \log(f_0/f^1) \).

**Theorem 1.1.** For all \( x \in \mathbb{R} \), we have
\[
\log(f_0/f^1)(x) = -\frac{1}{2} (\alpha_0(x) + \alpha_1(x))^T (\Omega - I_d) (\alpha_0(x) - \alpha_1(x)) + \sum_{i=1}^d \log \frac{f_{i|0}(x_i)}{f_{i|1}(x_i)}
\]
\[
= -\frac{1}{2} (\alpha_0(x) + \alpha_1(x))^T \beta^*(x) + \sum_{i=1}^d \Delta \log f_i(x_i).
\]
Here, \( I_d \) denotes the \( d \times d \) identity matrix, and for brevity (and analogous to the notation of \( \mathbb{R}^d \)), we define the function \( \beta^* = (\beta^*_1, \ldots, \beta^*_d)^T = (\Omega - I_d) \Delta \alpha : \mathbb{R}^d \to \mathbb{R}^d \) as, for \( x \in \mathbb{R}^d \),
\[
\beta^*(x) = (\beta^*_1(x), \ldots, \beta^*_d(x))^T = (\Omega - I_d) \Delta \alpha(x).
\]

**Proof of Theorem 1.1.** The proof can be found in Section 5.1. □
It is clear from Equation (5) in Theorem 1.1 that the log density ratio \( \log(f_0/f^1) \) at \( x \) is decomposed as the sum of the term
\[
[(\alpha_0 + \alpha_1)^T \beta^*](x),
\]
which we refer to as the copula part, and the term
\[
\sum_{i=1}^{d} \Delta \log f_i(x_i),
\]
which we refer to as the naive Bayes part. Note that the copula part and the naive Bayes part are thus named because the former arises from the particular multivariate dependence structure described by the Gaussian copula, while the latter would arise even in the case of the classification of two multivariate distributions each with independent individual coordinates. The estimation of the copula part and the naive Bayes part will involve different techniques. Thus we will derive their estimators separately; in particular, we will derive the deviation properties of these estimator.

The estimators of the copula part and the naive Bayes part combined yield our semiparametric estimator \( \hat{\log(f_0/f^1)} \) of the log density ratio \( \log(f_0/f^1) \), which directly translates into our empirical decision rule \( \hat{\delta}_n \). By the aforementioned deviation properties, we can straightforwardly calculate the main result of our paper, a bound on the excess risk
\[
P(\hat{\delta}_n(X) \neq Y) - P(\delta^*(X) \neq Y)
\]
associated with the empirical decision rule \( \hat{\delta}_n \). In words, the excess risk, which is a canonical benchmark for evaluating the efficiency of a decision rule, is the probability of misclassification associated with the empirical rule \( \hat{\delta}_n \) in excess of that associated with the optimal Bayes rule \( \delta^* \). Moreover, by the same reason, we can easily incorporate in the excess risk calculation the margin assumption (i.e., “low noise” condition) to take advantage of the potential low noise condition in the problem, which allows us to achieve faster convergence rate of the excess risk than is possible in the existing literature on Gaussian copula classification.

We will allow the dimension \( d \) and certain other parameters (to be specified in more details throughout the paper) to grow with the sample size \( n \). To avoid error accumulation in high dimensions, throughout our studies, we will present explicit procedures that take advantage of the potential sparsity present in the problem, in particular the joint sparsity of \( \Delta \alpha \) and \( \Omega - I_d \) for the copula part, and the sparsity of \( \Delta \log f \) in the naive Bayes part.

To demonstrate the efficiency of our empirical decision rule \( \hat{\delta}_n \), we calculate the particular bound on excess risk that we achieve in the simple case of classifying two Gaussian distributions with common covariance, and show that our empirical decision rule nearly achieves the rate of \( n^{-1/2} \) (with dimension \( d \), sparsity indices, etc., all fixed). (Of course, this simple case is more specifically and efficiently tackled by several well-developed high-dimensional LDA
methods. Our aim here is not to compete with these methods, but only to demonstrate the convergence rate, in particular with respect to \( n \), of our method in this case.)

1.4. Outline of the paper. To facilitate presentation, we collect in Section 2 the major ingredients of our paper. First, Section 2.1 describes the types of sparsity that we exploit in our Gaussian copula classification framework. Then, Section 2.2 describes the estimation procedure for the copula part and Section 2.3 describes the estimation procedure for the naive Bayes part. Then, Section 2.4 describes the feature of the resultant empirical decision rule \( \hat{\delta}_n \), and presents the aforementioned main result of the paper, a bound on the excess risk associated with the rule \( \hat{\delta}_n \), in Theorem 2.12. Section 2.5 presents the particular bound on excess risk we achieve when classifying two Gaussian distributions with common covariance. More detailed, “step-by-step” studies of the estimation of the copula part and the naive Bayes part are deferred to Sections 3 and 4 respectively.

For brevity of presentation, we defer the detailed proofs for Sections 1, 2, 3 and 4 to Sections 5, 6, 7, 8 respectively.

1.5. Conventions and notations. For brevity of presentation, we assume that we have \( n \) independent copies \( X^{y,j} = (X_1^{y,j}, \ldots, X_d^{y,j})^T \in \mathbb{R}^d \), \( j \in \{1, \ldots, n\} \), of \( (X|Y = y) \) for each class \( y \in \{0,1\} \). We can easily accommodate unequal sample sizes for the two classes.

For any vector \( v \), we will use \( [v]_k \) to denote its \( k \)th element, and for any matrix \( A \), we will use \( [A]_{k\ell} \) to denote the \( k, \ell \)th element of \( A \), and \( [A]_k \) to denote the \( k \)th row of \( A \). For matrices, we let \( \| \cdot \|_q \) denote the induced \( q \)-matrix norm, i.e., \( \|A\|_q = \sup_{\|v\|_{\ell_q}=1} \|Av\|_{\ell_q} \), and let \( \|A\|_{\max} = \max_{i,j} |[A]_{i,j}| \); in particular, \( \|A\|_{\infty} \) is the maximum row sum of the matrix \( A \). We let \( \lambda_{\max}(\cdot) \) denote the largest eigenvalue of the argument. Typically, we let \( t \in \mathbb{R} \), and \( x \in \mathbb{R}^d \). We let \( I_d \) denote the \( d \times d \) identity matrix.

We let \( Z \) denote a standard normal random variable. As stated earlier, \( \Phi \) and \( \Phi^{-1} \) denote the distribution function and the quantile function of \( Z \). We let \( \phi \) denote the probability density functions of \( Z \), and \( \Phi_\mu \) and \( \Phi_\mu^{-1} \) denote the distribution function and the quantile function of \( Z + \mu \) respectively. We note the basic fact that \( \Phi_\mu^{-1}(\cdot) = \Phi^{-1}(\cdot) + \mu \).

For any absolute (i.e., numerical) constant \( a \), we let \( a^+ \) denote an arbitrary but throughout the paper fixed absolute constant that is strictly greater than \( a \). We let \( C \) denote a constant whose value may change from line to line of even within the same line, but is always an absolute constant that doesn’t depend on any parameter in the problem (e.g., sample size, dimension, sparsity indices, locations \( r \in \mathbb{R}, x \in \mathbb{R}^d \)), unless otherwise specified. We let \( C \) and \( J \) with subscripts denote constants with particular chosen values.

2. Construction and performance summary of the empirical decision rule \( \hat{\delta}_n \)
2.1. Exploiting potential sparsity in the problem. In this section, we describe the types of sparsity we exploit in our Gaussian copula classification framework.

We first focus on the copula part as defined in (7). As can be seen from (7), because the vector-valued output of the function $\alpha_0 + \alpha_1$ is clearly non-sparse and is monotone in $x$, the potential sparsity in the copula part should come from $\beta^\ast$. Instead of directly exploiting the sparsity induced by $\beta^\ast$, however, we aim to study the following sparsity sets and indices induced by the function $|\Omega - I_d||\Delta \alpha(x)|$: for $x \in \mathbb{R}^d$, we let

\[
S'_x = \{i : |(\Omega - I_d)_i| |\Delta \alpha(x)| \neq 0\}, \quad s'_x = |S'_x|.
\]

(10)

Here and throughout the paper, $| \cdot |$ with vector or matrix as argument returns the absolute value component-wise, and with set as argument returns cardinality. In words, $i \in S'_x$ if and only if the two vectors $[\Omega - I_d]_i \cdot \Delta \alpha(x)$ have some overlapping nonzero components. Then, estimating the sparsity set $S'_x$ becomes equivalent to estimating the sparsity patterns of $\Omega - I_d$ and $\Delta \alpha(x)$ separately.

One may be curious why we do not exploit the sparsity directly induced by the function $\beta^\ast$, namely the sparsity represented by the following sparsity sets and indices: for $x \in \mathbb{R}^d$,

\[
S_x = \{i : \beta^\ast_i(x) = [(\Omega - I_d)_i \Delta \alpha(x)] \neq 0\}, \quad s_x = |S_x|;
\]

(11)

note that $S_x \subset S'_x$ for all $x \in \mathbb{R}^d$. We provide motivation for our choice here. A sparsity pattern analogous to that represented by (11), namely the sparsity of the vector $\Omega \mu_d$ as described in Section 1.1, is indeed commonly exploited when classifying two Gaussian distributions $(X | Y = y) \sim N(\mu_y, \Sigma)$, $y \in \{0, 1\}$ in high dimensions (e.g., see [3]). To contrast this setting and in particular the sparsity pattern of $\Omega \mu_d$ to our Gaussian copula classification framework, here we briefly consider Gaussian distribution classification. For simplicity we first assume that all the diagonal elements of $\Sigma$ are equal to one. In this case, $\Delta \alpha = \Delta \alpha(x)$ is a constant function equal to $\mu_d = \mu_1 - \mu_0$ for all $x \in \mathbb{R}^d$. Then, the sparsity pattern analogous to that represented by (11) is the sparsity of the constant vector $\Omega \Delta \alpha = \Omega \mu_d$, which prominently appears in the Bayes LDA rule.

The rationale behind exploiting the sparsity of the vector $\Omega \mu_d$, instead of the separate sparsity patterns of $\Omega$ and $\mu_d$, is that the $i$th component of the vector $\Omega \mu_d$, namely $[\Omega]_i^\top \mu_d$, can be zero even if the vectors $[\Omega]_i^\top$ and $\mu_d$ have overlapping nonzero components, if the latter two vectors are orthogonal. However, this rationale is largely lost in our more general Gaussian copula classification framework. Here, typically, $\Delta \alpha(X)$ is a continuous, rather than a constant, random vector (and the nonzero components of $\Delta \alpha(X)$ are typically not constant scalings of each other). As such, up to an event of probability zero, the event on which $\Delta \alpha(X)$ is orthogonal to the constant vector $[\Omega - I_d]_i^\top$ is equal to the event on which $\Delta \alpha(X)$ and $[\Omega - I_d]_i^\top$ have no overlapping nonzero components. Equivalently, $S'_X = S_X$.
with probability one. For illustration, we provide a simple but extreme example. We again consider classifying two Gaussian distributions \((X|Y = y) \sim N(\mu_y, \Sigma_y)\), but this time we assume that \(\Sigma_0\) has all diagonal elements equal to one, but \(\Sigma_1 = a^2 \Sigma_0\) for \(a \neq 1\) (which results in a quadratic discriminant analysis problem, and which in this particular instance still falls under our Gaussian copula classification framework because \((X|Y = y), y \in \{0, 1\}\) still have the same Gaussian copula). Then, the \(X\)-dependent component of \(\Delta \alpha(X)\) becomes \((1 - 1/a)X\), and \(((\Omega - I_d)\Delta \alpha(X)|Y = y)\) follows a \(d\)-variate Gaussian distribution with covariance \((1 - 1/a)^2(\Omega - 2I_d + \Sigma)\). Hence, \(S'_X = S_X = \{1, \ldots, d\}\) with probability one unless \(\Omega = \Sigma = I_d\), in which case \(S'_X = S_X = \emptyset\) with probability one, i.e., the sparsity sets \(S'_X\) and \(S_X\) are equal with probability one.

As stated immediately following (10), the sparsity induced by the function \(|\Omega - I_d||\Delta \alpha|\) as in (10) is in turn induced by the separate sparsity patterns induced by the function \(\Delta \alpha\), represented by the sets and indices, for \(x \in \mathbb{R}^d\),

\[
S''_x = \{i : \Delta \alpha_i(x_i) \neq 0\}, \quad s''_x = |S''_x|, \tag{12}
\]

and the matrix \(\Omega - I_d\). We will consider the sparse estimation of \(\Delta \alpha\) in Section 2.2.1 and the sparse estimation of \(\Omega - I_d\) in Section 2.2.2.

Analogous to (12), we let the sparsity sets and indices for the naive Bayes part induced by the function \(\Delta \log f\) be, for \(x \in \mathbb{R}^d\),

\[
S'_f = \{i : \Delta \log f_i(x_i) \neq 0\}, \quad s'_f = |S'_f|, \tag{13}
\]

A typical model that induces sparsities for both the functions \(\Delta \alpha\) and \(\Delta \log f\) is the classification of two distributions \((X|Y = y), y \in \{0, 1\}\) such that the marginals \((X_i|Y = y), i \in \{1, \ldots, d\}\) of the two distributions are identical except at a subset \(S \subset \{1, \ldots, d\}\) of coordinates. For concreteness we assume \(S = \{1, \ldots, s\}\) and so \(|S| = s\), and \(s < d\). In this case, \(S''_x, S'_f \subset S\) for all \(x \in \mathbb{R}^d\). Then, if furthermore \(\Omega - I_d\) is appropriately sparse, then the function \(|\Omega - I_d||\Delta \alpha|\) is sparse. For instance, if the first \(s\) coordinates of \((\alpha_y(X)|Y = y)\) are independent and are furthermore independent with the remaining \(d - s\) coordinates, then the first \(s\) columns of \(\Omega - I_d\) are identically zero, which implies that \(|\Omega - I_d||\Delta \alpha|\) is identically zero and \(S'_f\) is identically the empty set at all \(x \in \mathbb{R}^d\). Having considered such an example, we emphasize that our Gaussian copula classification framework does not require that the sets \(S'_x, S''_x, S'_f\) are constant over \(x \in \mathbb{R}^d\).

2.2. Estimation of the copula part.
2.2.1. Sparse estimation of $\Delta \alpha$. We let, for some $0 < \gamma < 2$,

$$a_n = \sqrt{\gamma \log n}, \quad (14)$$

$$g(n, \gamma) = \frac{\phi(a_n)}{2a_n} = \frac{1}{2\sqrt{2\pi}} \frac{n^{-\gamma/2}}{\gamma \log n}. \quad (15)$$

The parameter $\gamma$ will eventually be chosen to minimize our bound on the excess risk according to the discussion following Theorem 2.12; at present we let it be arbitrary. We will make the blanket assumption that $n$ is large enough such that $a_n \geq 1$.

We let $\hat{F}_{i|y}: \mathbb{R} \to \mathbb{R}$ be the empirical distribution function of the $i$th coordinate for class $y$, i.e., for $t \in \mathbb{R}$,

$$\hat{F}_{i|y}(t) = \frac{1}{n} \sum_{j=1}^{n} \mathbb{1}\{X_{i}^{y,j} \leq t\},$$

and let $\hat{F}_i: \mathbb{R} \to \mathbb{R}$ be the empirical marginal distribution function of the $i$th coordinate, i.e.,

$$\hat{F}_i = \frac{1}{2} \left[ \hat{F}_{i|0} + \hat{F}_{i|1} \right].$$

We let $\tilde{\alpha}_{i|y}: \mathbb{R} \to \mathbb{R}$ and $\tilde{\alpha}_y: \mathbb{R}^d \to \mathbb{R}^d$ be, respectively, the estimator of $\alpha_{i|y}$ and $\alpha_y$ defined as: for $t \in \mathbb{R}$ and $x \in \mathbb{R}^d$,

$$\tilde{\alpha}_{i|y}(t) = \Phi^{-1}(\hat{F}_{i|y}(t)), \quad (16)$$

$$\tilde{\alpha}_y(x) = (\tilde{\alpha}_{1|y}(x_1), \ldots, \tilde{\alpha}_{d|y}(x_d))^T.$$

The property of the estimator $\tilde{\alpha}_{i|y}$ will be discussed in more details in Section 3.2. Here we only note that, as we will see in Lemma 3.1, we focus on the estimation of $\alpha_{i|y}$ over the regime specified by $t: \alpha_{i|y}(t) = \Phi^{-1}(\hat{F}_{i|y}(t)) \in [-a_n, a_n]$, i.e., we focus on the estimation of $\alpha_{i|y}$ for moderate values of $F_{i|y}(t)$. By Proposition 7.2, up to a log factor in $n$, the complement of this region has probability $n^{-\gamma/2}$ with respect to the random variable $(X_i|Y = y)$. We will loosely refer to the rate $n^{-\gamma/2}$ as the “exclusion probability,” and will match some other probability bounds to this rate in the rest of the paper.

Next, we let $\tilde{\Delta} \alpha = (\tilde{\Delta}\alpha_1, \ldots, \tilde{\Delta}\alpha_d)^T: \mathbb{R}^d \to \mathbb{R}^d$ with

$$\tilde{\Delta}\alpha(x) = (\tilde{\Delta}\alpha_1(x_1), \ldots, \tilde{\Delta}\alpha_d(x_d))^T \quad (17)$$

be our sparse estimator of $\Delta \alpha$, whose construction consists of two potential steps; we fix arbitrary $i \in \{1, \ldots, d\}$ and arbitrary $t \in \mathbb{R}$:

1. First, we check whether

$$\hat{F}_i(t) \leq 4g(2n, \gamma) \quad \text{or} \quad \hat{F}_i(t) \geq 1 - 4g(2n, \gamma). \quad (18)$$
(Note that the test involves the empirical marginal distribution function \( \hat{F}_i \). The constant 4 in (18) is chosen for convenience.) At the same time, we also check whether

\[
\max \left\{ \frac{\max \{ \hat{F}_{i|0}(t), \hat{F}_{i|1}(t) \}}{\min \{ \hat{F}_{i|0}(t), \hat{F}_{i|1}(t) \}} \right\} \leq 1 + \tilde{\delta}_{n,d,\gamma}.
\]

(19)

Here

\[
\tilde{\delta}_{n,d,\gamma} = \left[ 3n^{-1}g^{-1}(2n, \gamma) \log(d \cdot n^2) \right]^{1/2}.
\]

(20)

If either inequality in (18) holds, or if Inequality (19) holds, we set \( \tilde{\Delta}_\alpha_i(t) = 0 \).

(2) Otherwise (i.e., if both (18) and (19) are violated) we set

\[
\tilde{\Delta}_\alpha_i(t) = \hat{\alpha}_{i|0}(t) - \hat{\alpha}_{i|1}(t) = \Phi^{-1}(\hat{F}_{i|0}(t)) - \Phi^{-1}(\hat{F}_{i|1}(t)).
\]

(21)

(Here we have invoked the form of \( \hat{\alpha}_{i|y} \) as defined in (16).) It is apparent that in this case \( \tilde{\Delta}_\alpha_i(t) \neq 0 \) because if (19) is violated then necessarily \( \hat{F}_{i|0}(t) \neq \hat{F}_{i|1}(t) \).

The basic intuition behind our two-step construction is as follows. First, test (18) checks whether the value of \( F_i(t) \) is likely close to 0 or 1. If so, then the value of at least one of \( F_{i|y}(t) \), \( y \in \{0, 1\} \) is also likely close to 0 or 1, and hence the estimation of the corresponding \( \alpha_{i|y}(t) \) is likely poor (see the discussion following Lemma 3.1). In this case, we do not try to estimate \( \Delta \alpha_i(t) \) at all and so set \( \tilde{\Delta}_\alpha_i(t) = 0 \). Next, test (19) checks whether the values of \( F_{i|0}(t) \) and \( F_{i|1}(t) \) are likely close, i.e., whether the signal strength is likely small. If so, we again set \( \tilde{\Delta}_\alpha_i(t) = 0 \). Otherwise we estimate \( \Delta \alpha_i(t) \) as in (21) (as one normally would in the absence of sparsity). The property of the estimator \( \tilde{\Delta}_\alpha \) will be discussed in more details in Section 3.3.

2.2.2. Sparse estimation of \( \Omega - I_d \). In this section, we collect some existing results on the sparse estimation of \( \Omega \), the precision matrix associated with the copula correlation matrix \( \Sigma \), which will lead to our sparse estimation of \( \Omega - I_d \).

The literature on sparse precision matrix estimation is rapidly growing (see [4] for a recent review), although many of the recent strong results work under (sub-)Gaussian or moment conditions. It remains to be seen how these results can be generalized to the Gaussian copula setting where a rank-based pilot estimator, such as Kendall’s tau matrix, is usually taken as input. In this paper we simply quote a result working explicitly with Kendall’s tau from [30]. Our aim is to demonstrate how the sparse estimation of \( \Omega \) can be incorporated into our efficient estimation of the copula part, keeping in mind that stronger results may become available in the future. For concreteness, as in [30], in this paper we will concentrate on the
sparse estimation of precision matrices within a particular class $U(s, M, \kappa)$, defined as

$$U(s, M, \kappa) = \left\{ \Omega \in \mathbb{R}^{d \times d} : \Omega \succ 0, \text{diag}(\Omega^{-1}) = 1, \lambda_{\max}(\Omega) \leq \kappa, \right. \left. \max_{k} \sum_{\ell=1}^{d} \Omega_{k\ell} \neq 0 \leq s, \|\Omega\|_{\infty} \leq M \right\}.$$  \hfill (22)

Here $\Omega \succ 0$ denotes that $\Omega$ is positive definite, and $\kappa$, $s$ and $M$ may scale with $n$ and $d$.

We let $\hat{\Sigma}$ be the empirical plug-in estimator of $\Sigma$ constructed from Kendall’s tau statistic, as we describe below. We first recall the definition of Kendall’s tau statistic associated with class $y \in \{0, 1\}$: for $1 \leq k, \ell \leq d$, we have

$$\hat{\tau}_{y k\ell} = \frac{2}{n(n-1)} \sum_{1 \leq i < j \leq n} \text{sgn} \left( (X_{y,i}^y - X_{y,j}^y)(X_{\ell,i}^y - X_{\ell,j}^y) \right).$$  \hfill (23)

Then, we let $\hat{T}^y$ be the empirical Kendall’s tau matrix associated with class $y$ with entries

$$[\hat{T}^y]_{k\ell} = \hat{\tau}_{y k\ell} \quad \text{for all } 1 \leq k, \ell \leq d,$$  \hfill (24)

and form $\hat{\Sigma}^y$, the plug-in estimator of $\Sigma$ from class $y$, constructed from $\hat{T}^y$ as

$$\hat{\Sigma}^y = \sin \left( \frac{\pi}{2} \hat{T}^y \right).$$  \hfill (25)

Here the sine function acts component-wise. Finally, we let the overall plug-in estimator of $\Sigma$ from both classes be

$$\hat{\Sigma} = (\hat{\Sigma}^0 + \hat{\Sigma}^1)/2.$$  \hfill (26)

The conceptual justification of employing the plug-in estimator $\hat{\Sigma}^y$ to estimate $\Sigma$ is provided by the elegant relationship $\Sigma = \sin \left( \frac{\pi}{2} T \right)$ for semiparametric elliptical copulas (which includes semiparametric Gaussian copulas), for $T = \mathbb{E} [\hat{T}^y]$ the matrix of population version of Kendall’s tau (i.e., the $k, \ell$th element of $T$ is Kendall’s tau coefficient between the $k$th and $\ell$th elements of $(X|Y = y)$). We refer the readers to the extensive references in Section 1.1 of \cite{28} for more detailed discussion. Analytically, the plug-in estimator $\hat{\Sigma}^y$ has proven to be an efficient estimator of $\Sigma$ in terms of both the element-wise $\| \cdot \|_{\max}$ norm and the operator norm \cite{13, 18, 22, 28, 29}, and such results easily generalize to the (overall) plug-in estimator $\hat{\Sigma}$.

We let $\hat{\Omega}$ be the solution of \cite{30} Algorithm (III.6)] with tuning parameter $\lambda_n$ specified by

$$\lambda_n = \frac{2}{\sqrt{n}} \log^2 \left( \frac{2}{2n \hat{\tau} d^2} \right),$$  \hfill (27)

and $\hat{\Omega}$ be the result of the symmetrization step \cite{30} (III.11)] with $\tilde{\Omega}$ replaced by $\hat{\Omega}$’ and $\| \cdot \|_{\ast}$ replaced by $\| \cdot \|_{\infty}$. Then, we construct our sparse estimator $\hat{\Omega}$ of $\Omega$ by thresholding $\hat{\Omega}$ as

$$[\hat{\Omega}]_{k\ell} = [\hat{\Omega}]_{k\ell} \cdot \left( \mathbb{1}_{\{k \neq \ell, \|\hat{\Omega}\|_{k\ell} > \tau_n\}} + \mathbb{1}_{\{k = \ell, [\hat{\Omega}]_{kk} > 1 + \tau_n\}} \right) + \mathbb{1}_{\{k = \ell, [\hat{\Omega}]_{kk} \leq 1 + \tau_n\}}$$  \hfill (28)
for some \( \tau_n \geq J_2 \kappa M s \lambda_n \); here \( J_2 \) is some absolute constant that is precisely introduced in Proposition 3.5. In words, to obtain \( \hat{\Omega} \), we shrink the off-diagonal elements of \( \hat{\Omega} \) toward zero, while shrink the diagonal elements of \( \hat{\Omega} \) toward one. The difference between the treatments of the diagonal and off-diagonal elements in (28) results from the consideration that we would like \( \tilde{\Omega} - I_d \), rather than \( \tilde{\Omega} \) itself, to be sparse, as should be the case if \( \Omega - I_d \) is sparse, and the basic fact that the diagonal elements of an inverse correlation matrix are bounded below by one (instead of zero as is the case for the off-diagonal elements). The property of the estimator \( \tilde{\Omega} \) will be discussed in more details in Section 3.4.

2.2.3. Estimation of \( \beta^* \) and the copula part. With our separate sparse estimators \( \tilde{\Delta} \alpha \) and \( \tilde{\Omega} \) in Section 2.2.1 and \( \tilde{\Omega} \) of \( \Omega \) in Section 2.2.2, we now let \( \hat{\beta} = (\hat{\beta}_1, \ldots, \hat{\beta}_d) : \mathbb{R}^d \to \mathbb{R}^d \) defined as, for \( x \in \mathbb{R}^d \),
\[
\hat{\beta}(x) = (\hat{\beta}_1(x), \ldots, \hat{\beta}_d(x))^T = \left( \tilde{\Omega} - I_d \right) \tilde{\Delta} \alpha(x)
\]  
(29)
be our sparse estimator of \( \beta^* = (\Omega - I_d) \Delta \alpha \). Then, finally, we let \( (\hat{\alpha}_0 + \hat{\alpha}_1)^T \hat{\beta} : \mathbb{R}^d \to \mathbb{R} \) defined as, for \( x \in \mathbb{R}^d \),
\[
(\hat{\alpha}_0(x) + \hat{\alpha}_1(x))^T \hat{\beta}(x)
\]
be our estimator of the copula part \( (\alpha_0 + \alpha_1)^T \beta^* \).

2.3. Estimation of the naive Bayes part.

2.3.1. Construction of the kernel density estimator of \( f_{i|y} \). Recall from (8) that for the naive Bayes part we need to estimate
\[
\sum_{i=1}^{d} \Delta \log f_i(x_i) = \sum_{i=1}^{d} \left( \log f_{i|0}(x_i) - \log f_{i|1}(x_i) \right).
\]  
(Recall that \( f_{i|y}, \ i \in \{1, \ldots, d\}, \ y \in \{0, 1\} \) is the probability density function of the \( i \)th coordinate for class \( y \).) Hence, naturally, our estimation of the naive Bayes part will be based on the estimation of the density functions \( f_{i|y} \), for which we opt to use kernel density estimators.

We let \( K_i : \mathbb{R} \to \mathbb{R} \) be the kernel and \( h_{n,i} \) be the bandwidth for the \( i \)th coordinate, and let \( \hat{f}_{i|y} \) be the kernel density estimator of \( f_{i|y} \), constructed from the \( n \) samples \( X_{i|y}^{j} \), \( j \in \{1, \ldots, n\} \):
\[
\hat{f}_{i|y}(t) = \frac{1}{nh_{n,i}} \sum_{j=1}^{n} K_i \left( \frac{X_{i|y}^{j} - t}{h_{n,i}} \right).
\]  
(30)
In addition, we let \( \hat{f}_i \) be the kernel density estimator of the marginal density \( f_i \), constructed from the \( 2n \) samples \( X_i^{y_j}, j \in \{1, \ldots, n\}, y \in \{0, 1\} \), with the same kernel and bandwidth:

\[
\hat{f}_i = \frac{1}{2} \left[ \hat{f}_{i[0]} + \hat{f}_{i[1]} \right].
\]

The specifics of the kernel \( K_i \) and its order, the bandwidth \( h_{n,i} \), as well as a quantity \( \hat{f}_{n,i} \) that we need later, depend on the smoothness condition of \( f_{i[y]} \), and will be specified in details in Section 2.3.2. The impatient readers are encouraged to jump directly to Section 2.3.3.

2.3.2. Choosing the kernel, the bandwidth, and the quantity \( \hat{f}_{n,i} \). We will make the blanket assumption that we have at our disposal a sequence of kernels \( \{ K^{(l)}, l \geq 1 \} \) of varying orders, such that \( K^{(l)} \) is a kernel of order \( l \) and is constructed as in [27, Proposition 1.3]. Hence, the kernel \( K^{(l)} \) is compactly supported on \([-1, 1]\), and satisfies \( \| K^{(l)} \|_{L^\infty} \leq C_K \cdot l^{3/2} \) for an absolute constant \( C_K \) independent of \( l \) and \( \| K^{(l)} \|_{L^2} \leq l \). Here and below, for a function \( f : \mathbb{R} \to \mathbb{R} \), we denote \( \| f \|_{L^p} = \left( \int_{\mathbb{R}} |f(t)|^p \, dt \right)^{1/p} \). (We can substitute the sequence \( \{ K^{(l)}, l \geq 1 \} \) by any other sequence of kernels that are compactly supported on \([-1, 1]\) and that have comparable bound on the growth rate of \( \| K^{(l)} \|_{L^\infty} \) and \( \| K^{(l)} \|_{L^2} \) with \( l \), although for concreteness we avoid such generalization.)

We will always choose the kernel \( K_i \) from the sequence \( \{ K^{(l)}, l \geq 1 \} \). We opt not to employ “kernels of infinite order” (e.g., [7]), because such kernels don’t have compact support, while the derivation of Inequality (96) in Proposition 4.1 requires a kernel with compact support to eliminate an extra factor \( f_{i[y]} \) in the exponent through condition (95).

As is typical in kernel density estimation, we assume that the density functions \( f_{i[y]} \) satisfy certain smoothness conditions. For simplicity we assume that, for each \( i \in \{1, \ldots, d\} \), the two density functions \( f_{i[y]}, y \in \{0, 1\} \) have comparable smoothness, and hence we use the same kernel and bandwidth for the two classes \( y \in \{0, 1\} \).

We will consider the canonical case of densities belonging to a Hölder class. On the other hand, it may turn out that it is too restrictive to have a Hölder class characterize the smoothness of certain densities, such as Gaussian densities. Here we consider one class of such densities, which we will call super-smooth densities, and obtain improved convergence rate and weakened assumption of their estimation (as compared to densities that merely belong to some Hölder class), if we allow the order of the kernel to increase with the sample size as \( \lceil \log(n) \rceil \). First we introduce our precise definition of super-smooth densities.

**Definition 2.1 (Super-smooth densities).** We say the class of continuous density functions \( \mathcal{F} \) is super-smooth with respect to the sequence of constants \( \{c_l, l \geq 1\} \) with \( c_l \to 0 \) as \( l \to \infty \), if for any \( f \in \mathcal{F} \), any \( t \in \mathbb{R} \) and any \( l \geq 1 \), the bias satisfies

\[
\left| \mathbb{E} \left[ \hat{f}_{K^{(l)}}(t) \right] - f(t) \right| \leq c_l h^l.
\]
Here $\hat{f}_{K^{(l)}}$ is the kernel density estimator of $f$ constructed using the kernel $K^{(l)}$ (or order $l$) and some arbitrary bandwidth $h$.

Our next result shows that appropriate class of (univariate) Gaussian density functions are super-smooth.

**Proposition 2.2.** The class $\mathcal{F}_{\sigma^2_0}$, with $\sigma^2_0 > 0$, of Gaussian density functions with variance $\sigma^2$ bounded below by $\sigma^2_0$ is super-smooth with respect to the sequence of constants $c_l = \frac{C_{\text{Cramér}} \| K^{(l)} \|_{L^\infty}}{\sqrt{\pi/2(l!)^{1/2}\sigma^2_0}}$. Here the absolute constant $C_{\text{Cramér}} < 1.09$.

**Proof.** The proof can be found in Section 6.1.

From now on, we make the blanket assumption that for each $i \in \{1, \ldots, d\}$, the density functions $f_{i|y}, y \in \{0,1\}$ either belong to the same Hölder class, or to the same class of super-smooth densities, and we choose appropriate order $l_i$ of the kernel $K_i$ and the value of the bandwidth $h_{n,i}$ for their estimation, as well as the quantity $f_{n,i}$, according to our specification below. We define

$$\epsilon_n = (2J_1)^{-\frac{1}{2}} \left[ \gamma \log(n) \right]^{\frac{3}{2}} n^{-\left(\frac{1}{2} - \frac{1}{2}\right)}.$$  \hspace{1cm} (32)

Here $J_1$ is the particular constant that appears in (70).

We first consider the case where the density functions $f_{i|y}, y \in \{0,1\}$ merely belong to the Hölder class $\Sigma(\beta_i, L_i)$. We set

$$C_i = \left( \frac{l!}{2+2L_i \| K_i \|_{L^\infty}} \right)^{1/\beta_i},$$

$$f_{n,i} = \left( J_{\beta_i, \gamma, C_d} \max \left\{ 3 \| K_i \|_{L^\infty}, \| K_i \|_{L^2} \right\} \right)^{-\beta_i/2} \cdot \log^{-\frac{2\beta_i+3}{4(\beta_i+1)}} \cdot n^{-\left(-\frac{1}{2(\beta_i+1)} - \frac{2\beta_i+1}{\beta_i+1} \gamma \right)}.$$  \hspace{1cm} (33)

Here $J_{\beta_i, \gamma, C_d}$ is a finite but large enough constant to ensure that Inequality (97) in Theorem 4.2 holds, and it depends only on $\beta_i, \gamma$ and $C_d$, for the constant $C_d$ to be introduced in Assumption 2.4. Then, we let the kernel $K_i$ have order $l_i = [\beta_i]$, i.e. we let $K_i = K^{(l_i)}$, and let the bandwidth $h_{n,i}$ be (recall $\epsilon_n$ as defined in (32))

$$h_{n,i} = C_i \left( \epsilon_n f_{n,i} \right)^{1/\beta_i}.$$  \hspace{1cm} (34)

Alternatively, we assume that the density functions $f_{i|y}, y \in \{0,1\}$ belong to a class of super-smooth densities with respect to the sequence of constants $\{c_l, l \geq 1\}$. We then let the order of the kernel $K_i$ to vary with the sample size $n$, and in particular we set $K_i = K_i(n) = K^{([\log(n)])}$. We let the bandwidth $h_{n,i}$ be

$$h_{n,i} = H_i \log^{-\frac{1}{2}}(n)$$  \hspace{1cm} (35)
for a constant $H_i$ satisfying
\[ H_i \leq \log(2) / \sqrt{\gamma}. \]  
(36)

We also set, in this case,
\[ f_{n,i} = J_{\gamma,Cd} \cdot H_i^{-1} \cdot \log(n) \cdot n^{-\frac{\gamma}{2}}. \]  
(37)

Here again $J_{\gamma,Cd}$ is a finite but large enough constant to ensure that Inequality (37) in Theorem 4.2 holds, and it depends only on $\gamma$ and $Cd$. Note that the dependence on $n$ in (33) is, up to a log factor in $n$, identical to the dependence on $n$ in (37) in the limit $\beta_i \to \infty$ but is slower for finite $\beta_i$, which implies that the condition required for the accurate estimation of $\Delta \log f_i$ in the Hölder case is stronger, as we will see in Sections 4.2 and 4.3.

2.3.3. Sparse estimation of the naive Bayes part. We let \( \tilde{\Delta} \log f = (\tilde{\Delta} \log f_1, \ldots, \tilde{\Delta} \log f_d)^T : \mathbb{R}^d \to \mathbb{R}^d \) with, for $x \in \mathbb{R}^d$,
\[ \tilde{\Delta} \log f(x) = (\tilde{\Delta} \log f_1(x_1), \ldots, \tilde{\Delta} \log f_d(x_d))^T \]  
(38)
be our sparse estimator of $\Delta \log f$. Analogous to the construction of $\tilde{\Delta} \alpha$ in Section 2.2.1, the construction of $\tilde{\Delta} \log f$ consists of two potential steps; we fix arbitrary $i \in \{1, \ldots, d\}$ and arbitrary $t \in \mathbb{R}$:

1. First, we check whether
\[ \hat{f}_i(t) \leq 3f_{n,i} \]  
(39)
(Note that the test involves the marginal empirical density function $\hat{f}_i$.) At the same time, we also check whether
\[ \left| \log \hat{f}_{i|0}(t) - \log \hat{f}_{i|1}(t) \right| \leq \delta_{n,\gamma}. \]  
(40)
Here
\[ \delta_{n,\gamma} = 2 \frac{\epsilon_n}{1 - \epsilon_n}. \]  
(41)

If either Inequality (39) or Inequality (40) holds, we set $\tilde{\Delta} \log f_i(t) = 0$.

2. Otherwise (i.e., if both (39) and (40) are violated), we set
\[ \tilde{\Delta} \log f_i(t) = \log \hat{f}_{i|0}(t) - \log \hat{f}_{i|1}(t). \]  
(42)

The basic intuition behind our two-step construction is analogous to that of the construction of $\tilde{\Delta} \alpha$ in Section 2.2.1 and is as follows. First, test (39) checks whether the value of $f_i(t)$ is likely small. If so, then the value of at least one of $f_{i|y}(t)$, $y \in \{0, 1\}$ is also likely small, and hence the estimation of the corresponding $\log f_{i|y}(t)$ is likely poor (because the error when estimating the logarithm of the density is roughly scaled by the inverse of the density; see Section 4.3). In this case, we do not try to estimate $\Delta \log f_i(t)$ at all and so set
\[ \Delta \log f_i(t) = 0. \] Next, test (40) checks whether the values of \( \log f_{i|0}(t) \) and \( \log f_{i|1}(t) \) are likely close, i.e., whether the signal strength is likely small. If so, we again set \( \Delta \log f_i(t) = 0 \). Otherwise we estimate \( \Delta \log f_i(t) \) as in (42) (as one normally would in the absence of sparsity). The property of the estimator \( \tilde{\Delta} \log f \) will be discussed in more details in Section 4.3.

2.4. Performance of the empirical decision rule \( \hat{\delta}_n \), and discussion. We put together our estimators for the copula part and the naive Bayes part to construct \( \log(f_0/f^1) \), our estimator of the log density ratio \( \log(f_0/f^1) \), as follows: for \( x \in \mathbb{R}^d \), we let

\[
\hat{\log}(f_0/f^1)(x) = (\hat{\alpha}_0(x) + \hat{\alpha}_1(x))^T \hat{\beta}(x) + \sum_{i=1}^d \Delta \log f_i(x_i). \tag{43}
\]

Then, based on (43), our empirical classification rule \( \hat{\delta}_n \) predicts \( Y = 1 \) if and only if \( \hat{\log}(f_0/f^1)(X) \geq 0 \).

We collect in Section 2.4.1 the relevant assumptions we need for the pointwise performance guarantee of the estimator \( \hat{\log}(f_0/f^1) \). Their necessity will only be explained in details later in Sections 3 and 4, and some of these assumptions are rather technical. Hence, most readers may want to jump directly to Section 2.4.2.

2.4.1. Collection of assumptions. The first assumption ensures the accurate estimation and support recovery of \( \Omega - I_d \).

**Assumption 2.3.** The precision matrix \( \Omega \) satisfies \( \Omega \in \mathcal{U} \), for the class \( \mathcal{U} \) as defined in (22). In addition, for all \( k, \ell \in \{1, \ldots, d\} \) such that \( k \neq \ell \), if \( |[\Omega]_{k\ell}| \neq 0 \), then \( |[\Omega]_{k\ell}| > 2\tau_n \), while for all \( k \in \{1, \ldots, d\} \), if \( |[\Omega]_{kk}| > 1 \), then \( |[\Omega]_{kk}| > 1 + 2\tau_n \). (We recall \( \tau_n \) as introduced in (28).)

We also assume that the dimension \( d \) grows at most with a polynomial rate in \( n \), as specified by Assumption 2.4. (Although moderate exponential growth of \( d \) with \( n \) can be accommodated, in this paper we do not treat such situations in order to avoid complicated-looking exponent in \( n \) when displaying convergence rates.) We also impose in Assumption 2.4 the condition that the product \( \kappa s \) (recall the definitions of \( \kappa, s \) from (22)) does not scale too rapidly with \( n \), which simplifies certain bounds on convergence rates.

**Assumption 2.4.** \( d \leq n^{Cd} \) for some absolute constant \( C_d > 0 \), and \( \kappa s \sqrt{\log(n)} \lambda_n = o(\epsilon_n) \). (We recall \( \lambda_n \) and \( \epsilon_n \) as introduced in (27) and (32) respectively.)

The next four assumptions concern the location \( x \in \mathbb{R}^d \) at which we can estimate the log density ratio \( \log(f_0/f^1)(x) \) accurately. Of these, the first two concern the estimation of the copula part and the remaining two concern the estimation of the naive Bayes part.
For the copula part, we define the sets
\[ B_{n,\gamma,i,y} = \{ t : t \text{ satisfies Inequality (46)} \}, \quad y \in \{0,1\} \] (44)
\[ B^\delta_{n,d,\gamma,i} = \{ t : t \text{ satisfies at least one of Inequalities (47), (48), (49), (50)} \} \] (45)
for the inequalities
\[ 8g(2n, \gamma) \leq F_{i\mid y}(t) \leq 1 - 8g(2n, \gamma), \] (46)
and
\[ \frac{F_{i\mid 0}(t)}{F_{i\mid 1}(t)} > \frac{(1 + \tilde{\delta}_{n,d,\gamma}) (1 + \delta_{n,1,\gamma})}{(1 - \delta_{n,d,\gamma}) (1 - \delta_{n,1,\gamma})}, \] (47)
\[ \frac{F_{i\mid 1}(t)}{F_{i\mid 0}(t)} > \frac{(1 + \tilde{\delta}_{n,d,\gamma}) (1 + \delta_{n,1,\gamma})}{(1 - \delta_{n,d,\gamma}) (1 - \delta_{n,1,\gamma})}, \] (48)
\[ \frac{1 - F_{i\mid 0}(t)}{1 - F_{i\mid 1}(t)} > \frac{(1 + \tilde{\delta}_{n,d,\gamma}) (1 + \delta_{n,1,\gamma})}{(1 - \delta_{n,d,\gamma}) (1 - \delta_{n,1,\gamma})}, \] (49)
\[ \frac{1 - F_{i\mid 1}(t)}{1 - F_{i\mid 0}(t)} > \frac{(1 + \tilde{\delta}_{n,d,\gamma}) (1 + \delta_{n,1,\gamma})}{(1 - \delta_{n,d,\gamma}) (1 - \delta_{n,1,\gamma})}. \] (50)
Here the constant 8 in (46) is chosen for convenience, and \( \delta_{n,1,\gamma} \) is just \( \tilde{\delta}_{n,d,\gamma} \) as defined in (20) but with \( d \) replaced by 1, i.e.,
\[ \tilde{\delta}_{n,1,\gamma} := \left[ 3n^{-1} g^{-1}(2n, \gamma) \log(n^2) \right]^{1/2}. \] (51)
Then, we define
\[ A^{F,1}_{n,d,\gamma} = \{ x \in \mathbb{R}^d : \forall i \in S''_x, x_i \in B_{n,\gamma,i,0} \cap B_{n,\gamma,i,1} \}, \] (52)
\[ A^{F,2}_{n,d,\gamma} = \{ x \in \mathbb{R}^d : \forall i \in S''_x, x_i \in B^\delta_{n,d,\gamma,i} \}, \] (53)
\[ A^F_{n,d,\gamma} = A^{F,1}_{n,d,\gamma} \cap A^{F,2}_{n,d,\gamma}. \] (54)
Next, we define
\[ A^{F}_{n,\beta^*,\gamma} = \{ x \in \mathbb{R}^d : \forall i \in S''_x, \forall y \in \{0,1\}, \alpha_{i\mid y}(x_i) \in [-a_n, a_n] \}. \] (55)
Our first two assumptions regarding \( x \in \mathbb{R}^d \) are
\textbf{Assumption 2.5.} \( x \in \mathbb{R}^d \) satisfies \( x \in A^F_{n,d,\gamma} \).

\textbf{Assumption 2.6.} \( x \in \mathbb{R}^d \) satisfies \( x \in A^{F}_{n,\beta^*,\gamma} \).

Essentially, when \( x \in \mathbb{R}^d \) satisfies Assumption 2.5, then for \( i \in S''_x \), where we have \( \Delta \alpha_i(x_i) \neq 0 \), the values of \( F_{i\mid y}(x_i), y \in \{0,1\} \) are moderate so that \( \alpha_{i\mid y}(x_i), y \in \{0,1\} \) can be estimated accurately, and the signal strength, i.e., the difference between \( F_{i\mid 0}(x_i) \) and \( F_{i\mid 1}(x_i) \), is large enough so that we do not mistaken \( \Delta \alpha_i(x_i) \) to be zero. Similarly, when
For the naive Bayes part, we define, for $h_{n,i}$ the bandwidth, $i \in \{1, \ldots, d\}$ and $y \in \{0, 1\}$, the sets
\[
B_{n,i,i,y}^f = \left\{ t \in \mathbb{R} : \begin{array}{l}
\text{if } f_{i|y}(t) < f_{n,i}, \text{ then } \max_{t' \in [t-h_{n,i}, t+h_{n,i}]} f_{i|y}(t') \leq 2f_{n,i};
\text{if } f_{i|y}(t) \geq f_{n,i}, \text{ then } \max_{t' \in [t-h_{n,i}, t+h_{n,i}]} f_{i|y}(t') \leq 2f_{i|y}(t)
\end{array} \right\}
\]
(56)
and
\[
A_{n,i}^f = \{ t \in \mathbb{R} : t \text{ satisfies Inequality (58)} \}
\]
(57)
for
\[
f_{i|y}(t) \geq \frac{3}{1 - \epsilon_n} f_{n,i}, \forall y \in \{0, 1\}.
\]
(58)

Then, we define the sets
\[
A_{n,d,\gamma}^{f,=} = \left\{ x \in \mathbb{R}^d : \forall i \notin S_x^f, x_i \in \cap_{y \in \{0,1\}} B_{n,i,i,y}^f \right\},
\]
(59)
\[
A_{n,d,\gamma}^{f,\neq} = \left\{ x \in \mathbb{R}^d : \forall i \in S_x^f, x_i \in A_{n,i}^f \cap \left( \cap_{y \in \{0,1\}} B_{n,i,i,y}^f \right) \right\}.
\]
(60)

Our remaining two assumptions regarding $x \in \mathbb{R}^d$ are

**Assumption 2.7.** $x \in \mathbb{R}^d$ satisfies $x \in A_{n,d,\gamma}^{f,=}$.

**Assumption 2.8.** $x \in \mathbb{R}^d$ satisfies $x \in A_{n,d,\gamma}^{f,\neq}$.

Roughly speaking, when $x \in \mathbb{R}^d$ satisfies Assumptions 2.7 and 2.8 then $\tilde{\Delta} \log f(x)$ is an accurate sparse estimator of $\Delta \log f(x)$.

### 2.4.2. Bound on the excess risk.

We are now ready to state the pointwise performance of the estimator $\log(\hat{f}_0 / f_1)$. We define
\[
\Delta(x) = J_0 \left[ \| \beta^s(x) \|_{\ell_1} + s_x^f M \sqrt{\log(n)} + s_x^f \right] \log^\frac{2}{3}(n) n^{-\left(\frac{1}{2} - \frac{\gamma}{2}\right)}.
\]
(61)
Here $J_0$ is a finite but large enough absolute constant to ensure that Inequality (63) in Corollary 2.9 holds.

**Corollary 2.9.** Suppose that Assumptions 2.3 and 2.4 holds, and that $n$ is large enough. Suppose that an arbitrary $x \in \mathbb{R}^d$ satisfies Assumptions 2.7, 2.8, 2.4, and 2.8. Then, on an event $L$ with
\[
\mathbb{P}(L) \geq 1 - (6s_x' + 9s_x'' + 11)n^{-\gamma/2},
\]
(62)
we have, for $\Delta(x)$ as defined in (61),
\[
\left| \left[ \log(\hat{f}_0 / f_1) - \log(f_0 / f_1) \right](x) \right| \leq \Delta(x).
\]
(63)
Theorem 4.4. (Note that for \( n \) (101). The corollary then follows straightforwardly from Inequality (64), Corollary 3.9 and \( L \).

Proof. From the construction of \( \log(\hat{f}^0/f^1)(x) \) as in (43), we have
\[
\left| \left[ \log(\hat{f}^0/f^1) - \log(f^0/f^1) \right](x) \right| \\
\leq \left| \left[ (\hat{\alpha}_0 + \alpha_1)^T \hat{\beta} - (\alpha_0 + \alpha_1)^T \beta^* \right](x) \right| + \left\| \left[ \Delta \log f - \Delta \log \hat{f} \right](x) \right\|_{\ell_1}.
\] (64)

We let \( L = L_{x,n}^{\text{copula}} \cap L_{x,n}^{\text{bayes}} \), for the events \( L_{x,n}^{\text{copula}} \) introduced in (62) and \( L_{x,n}^{\text{bayes}} \) introduced in (101). The corollary then follows straightforwardly from Inequality (64), Corollary 3.9 and Theorem 4.3. (Note that for \( n \) large enough we are free to replace \( \tilde{\delta}_{n,\gamma} \) by \( C\epsilon_n \), which is in turn bounded as in (91).)

Because Corollary 2.9 states a deviation inequality for the estimator \( \log(\hat{f}^0/f^1) \) of the log density ratio, we can straightforwardly calculate the excess risk, defined in (9), associated with the empirical decision rule \( \hat{\delta}_n \). Moreover, by the same reason, we can easily incorporate the margin assumption, introduced in (11), to take advantage of the potential low noise condition in the problem. We state a slight variant of the margin assumption from [1, Relationship (1.7)] in terms of the log density ratio instead of the regression function, which is more suited for our Gaussian copula classification framework.

Assumption 2.10 (The margin assumption). There exist constants \( C_0 > 0 \) and \( \alpha \geq 0 \) s.t.
\[
\mathbb{P}(0 < |\log(f^0/f^1)(X)| \leq t) \leq C_0 t^\alpha, \forall t > 0.
\]

As a concrete example, in the canonical case of classifying two Gaussian distributions with the same covariance, the margin assumption is fulfilled with \( \alpha = 1 \), e.g., see Appendix A.3.

We define the set of \( x \in \mathbb{R}^d \) simultaneously satisfying Assumptions 2.3 2.6 2.7 and 2.8 as
\[
A_{n,d,\gamma} = A_{n,d,\gamma}^F \cap A_{n,\beta^*,\gamma}^F \cap A_{n,d,\gamma}^{f,=} \cap A_{n,d,\gamma}^{f,\neq},
\] (65)

(for \( A_{n,d,\gamma}^F \), \( A_{n,\beta^*,\gamma}^F \), \( A_{n,d,\gamma}^{f,=} \) and \( A_{n,d,\gamma}^{f,\neq} \) as in (54), (55), (56) and (60) respectively). We also state one more piece of assumption under which we can simplify our bound on the excess risk to be presented in Theorem 2.12.

Assumption 2.11. For all \( x \in \mathbb{R}^d \), the cardinalities of \( S^F_x \), \( S^\ast_x \) and \( S^f_x \), i.e., \( s^\ast_x \), \( s^F_x \) and \( s^f_x \), are upper bounded by constants \( s^\ast \), \( s^F \) and \( s^f \) respectively, and \( \|\beta^*(x)\|_{\ell_1} \) is upper bounded by a constant \( C_{\beta^*} \).

Theorem 2.12. Suppose that Assumptions 2.3 2.4 and the margin assumption 2.10 hold, and that \( n \) is large enough. Then the excess risk satisfies
\[
\mathbb{P}(\hat{\delta}_n(X) \neq Y) - \mathbb{P}(\delta^*(X) \neq Y) \leq \mathbb{P}(X \notin A_{n,d,\gamma}) + \mathbb{E}[6s^\ast_X + 9s^F_X + 11]n^{-\gamma/2}
+ \frac{1}{2} \mathbb{E} \left[ \Delta(X)1 \{ |\log(f^0/f^1)(X)| \leq \Delta(X) \} \right].
\] (66)
Hence, if in addition Assumption 2.11 holds, then the excess risk satisfies
\[
\begin{align*}
\mathbb{P}(\hat{\delta}_n(X) \neq Y) - \mathbb{P}(\delta^*(X) \neq Y) & \leq \mathbb{P}(X \notin A_{n,d,\gamma}) + (6s' + 9s'' + 11)n^{-\frac{\gamma}{2}} \\
& + \frac{C_0}{2} \left\{ J_0 \left[ C_{\beta^*} + s'M\sqrt{\log(n)} + s' \right] \log^\frac{3}{4}(n)n^{-\left(\frac{1}{2} - \frac{\gamma}{2}\right)} \right\}^{\alpha+1}.
\end{align*}
\]

(67)

Proof. The proof can be found in Section 6.2.

We elaborate on the results presented in Theorem 2.12. We note that without the term \(\mathbb{P}(X \notin A_{n,d,\gamma})\) in (66) and (67), we can choose \(\gamma\) to optimize the convergence rate with respect to \(n\). For instance, on the right hand side of (67), the last term scales with \(n\) as \(n^{-\left(\frac{1}{2} - \frac{\gamma}{2}\right)(\alpha+1)}\) up to log factors. To match this convergence rate in \(n\) with that of the second term on the right hand side of (67) (up to log factors), we can choose \(\gamma = (2\alpha + 2)/(\alpha + 3)\) so that the last two terms on the right hand side of (67) both scale with \(n\) as \(n^{-\left(\frac{\alpha+1}{\alpha+3}\right)}\) (up to log factors). Therefore, for \(\alpha = 1\), we achieve a convergence rate of \(n^{-1/2}\), while for larger values of \(\alpha\), we obtain a convergence rate faster than \(n^{-1/2}\).

This leaves us the task of bounding the first term on the right hand side of (67), namely the term \(\mathbb{P}(X \notin A_{n,d,\gamma})\). The collection \(A^c_{n,d,\gamma}\), the complement of (65), is the set on which it is difficult to estimate the log density ratio accurately. This set is explicitly dependent on the particular distribution functions and the density functions of \((X|Y = 0)\) and \((X|Y = 1)\). Hence, we cannot explicitly calculate the term \(\mathbb{P}(X \notin A_{n,d,\gamma})\) unless we specify explicit distributions, although we can easily establish a lower bound on this term that scales with \(n\) as \(g(2n, \gamma)\) for all possible distributions (e.g., through the set \(A^c_{n,d,\gamma}\) as defined in (52)), and it is straightforward to construct a toy example where this lower bound is achieved.

To demonstrate a concrete upper bound on the term \(\mathbb{P}(X \notin A_{n,d,\gamma})\), we consider in Section 2.5 the canonical case of classifying two Gaussian distributions with the same covariance but different means, specifically under the scenario stated in Definition 2.13. Then, we have
\[
\mathbb{P}(X \notin A_{n,d,\gamma}) \leq C_{\gamma,C_d,\mu}(s' + s'')e^{C\mu\sqrt{\gamma\log(n)}}g(2n, \gamma).
\]

(68)

Here \(C_{\gamma,C_d,\mu}\) is some constant dependent only on \(\gamma, C_d, \mu\), and we refer the readers to Section 2.5 for the exact meanings of the parameters \(\mu, s'\) and \(s''\) in (68). Thus, the convergence rate of the term \(\mathbb{P}(X \notin A_{n,d,\gamma})\) with respect to \(n\) is just slightly slower than that of the second term on the right hand side of (67) (we note that \(e^{C\mu\sqrt{\gamma\log(n)}} = o(n^\varepsilon)\) for all \(\varepsilon > 0\)). As stated following Assumption 2.10, here the margin assumption is fulfilled with \(\alpha = 1\), and so we choose \(\gamma = (2\alpha + 2)/(\alpha + 3) = 1\) as discussed earlier. Then, in this particular scenario, the excess risk associated with our empirical decision rule \(\hat{\delta}_n\) based on semiparametric method achieves a convergence rate of \(e^{C\mu\sqrt{\gamma\log(n)}}n^{-1/2}\) with respect to \(n\), which is nearly the rate of \(n^{-1/2}\).
2.5. **Case study: Gaussian distribution classification.** In this section we assume that \((X,Y)\) follows a simple model, which we will casually refer to as the simple \((d,s',\mu,\Sigma)\) Gaussian classification model and which is described in Definition 2.13. We will calculate the term \(P(X \notin A_{n,d,\gamma})\) explicitly under this model, and state our result in Theorem 2.14.

**Definition 2.13.** We let \(Z_1, \ldots, Z_d\) be \(d\) standard normal random variables with correlation matrix \(\Sigma\). We fix some \(1 \leq s'' \leq d\) and some \(\mu \in \mathbb{R}^+\). We say that \((X,Y)\) is a simple \((d,s'',\mu,\Sigma)\) Gaussian classification model if \((X|Y=0)\) is given by \((Z_1, \ldots, Z_d)^T\) and \((X|Y=1)\) is given by \((Z_1+\mu, \ldots, Z_{s''}+\mu, Z_{s''+1}, \ldots, Z_d)^T\).

Under the simple \((d,s'',\mu,\Sigma)\) Gaussian classification model, the marginal distributions of \((X|Y=0)\) and \((X|Y=1)\) are identical except for the first \(s''\) coordinates, and \(\Delta \alpha\) is a constant function that returns a vector with the first \(s''\) components equal to \(\mu\) and the remaining components equal to zero. We let \(S''=\{1, \ldots, s''\}\), which has cardinality \(s''\). Then, for all \(x \in \mathbb{R}^d\), \(S''_x = S''\) (for \(S''_x\) as defined in (12)) and \(S'_x \subset S''\) (for \(S'_x\) as defined in (13)); in addition, \(S'_x\) (as defined in (10)) is a constant set \(S'\), which we assume has cardinality \(s'\).

We also recall that, because Gaussian densities are super-smooth densities, for all \(i \in \{1, \ldots, d\}\) and all \(y \in \{0,1\}\), the density function \(f_{i|y}\) is estimated with the kernel \(K_i = K_i(n) = K(\lceil \log(n) \rceil)\) and with the bandwidth \(h_{n,i}\) as in (35), and additionally the quantity \(f_{n,i}\) is chosen according to (37), as we discussed in Section 2.3.2.

**Theorem 2.14.** Suppose that Assumption 2.4 holds. Under the simple \((d,s'',\mu,\Sigma)\) Gaussian classification model, for \(n\) large enough, Inequality (68) holds.

**Proof.** The proof can be found in Section 6.3.

Therefore, as explained in details in the discussion following Theorem 2.12, for classifying two Gaussian distributions under the simple \((d,s'',\mu,\Sigma)\) Gaussian classification model, the excess risk associated with our empirical decision rule \(\hat{\delta}_n\) nearly achieves the rate of \(n^{-1/2}\).

3. **Detailed study of the copula part**

3.1. **Outline.** In Section 3.2, we study the estimation of the transformation functions \(\alpha_{i|y}\). This serves as one of the building blocks for our sparse estimation of \(\Delta \alpha\) in Section 3.3 which in turn elaborates our earlier Section 2.2.1. In Section 3.4, we elaborate our earlier Section 2.2.2. Sections 3.3 and 3.4 combined lead to our estimation of \(\beta^*\) in Section 3.5 and further the copula part in Section 3.6 elaborating our earlier Section 2.2.3.
3.2. Estimation of the transformation function $\alpha_{i|y}$. Recall $\alpha_{i|y}$ as defined in (1) and its estimator $\hat{\alpha}_{i|y}$ as defined in (10), and $a_n$ as defined in (14). In this section we provide a tight, pointwise deviation inequality of $|\hat{\alpha}_{i|y}(t) - \alpha_{i|y}(t)|$ for $t$ over the interval $[-a_n, a_n]$ on $\mathbb{R}$ that expands with $n$.

Lemma 3.1. Let $0 < \epsilon \leq \sqrt{2\pi}$ but otherwise be arbitrary. Then, for all $t \in \mathbb{R}$ such that $\alpha_{i|y}(t) \in [-a_n, a_n]$, we have

\[
\mathbb{P}(|\hat{\alpha}_{i|y}(t) - \alpha_{i|y}(t)| \geq \epsilon) 
\leq 2 \exp \left( - \min \left\{ F_{i|y}(t), 1 - F_{i|y}(t) \right\} \frac{6\pi}{\epsilon^2} + 6 \log(g^{-1}(n, \gamma)/2) \exp \left( -\frac{1}{32} n \cdot g(n, \gamma) \right) \right) \quad (69)
\]

\[
\leq 2 \exp \left( -J_1 \frac{n^{1-\gamma/2} \epsilon^2}{\sqrt{\gamma} \log n} + 6 \log(g^{-1}(n, \gamma)/2) \exp \left( -\frac{1}{32} n \cdot g(n, \gamma) \right) \right). \quad (70)
\]

Here $J_1$ is some absolute constant which we can take to be $J_1 = (12\pi\sqrt{2\pi})^{-1}$.

Proof. The proof can be found in Section 7.1. $\square$

We elaborate on the results presented in Lemma 3.1. First, we observe from (69) that the estimator $\hat{\alpha}_{i|y}(t)$ of $\alpha_{i|y}(t)$ is the most accurate when the value of $F_{i|y}(t)$ is moderate, i.e., close to $1/2$ instead of close to $0$ or $1$. Next, we compare our Lemma 3.1 to some related results in existing literature, in particular [14, Theorem 2] and [20, Lemma 1]. Both these results are, roughly speaking, versions of our Inequality (70), but for $t$ uniformly over the interval $t : \alpha_{i|y}(t) \in [-a_n, a_n]$, instead of our pointwise result. The advantage of our result is that it is a tight deviation inequality, which will allow us to straightforwardly calculate the excess risk and incorporate the margin assumption in Section 2. This is in contrast to the convergence in probability result in [14, Theorem 2], and our pointwise convergence rate is distinctly faster than that implied by [20, Lemma 1]. Moreover, our proof of Lemma 3.1 can be easily modified to obtain a version of our Inequality (70) that is uniform over $t : \alpha_{i|y}(t) \in [-a_n, a_n]$. Because Inequality (70) already suffices for our purpose and offers a somewhat faster convergence rate than the uniform version, we leave the detailed derivation of the latter to future studies.

3.3. Estimation of $\Delta \alpha$ in a sparse setting. For $x \in \mathbb{R}^d$, we let $\tilde{S}_x''$ be the estimator of $S_x''$ (defined in (12)) based on the estimator $\tilde{\Delta} \alpha$, introduced in Section 2.2.1 of $\Delta \alpha$, and $\tilde{s}_x''$ be its cardinality, that is,

\[
\tilde{S}_x'' = \{ i : \tilde{\Delta} \alpha_i(x) \neq 0 \}, \quad \tilde{s}_x'' = |\tilde{S}_x''|. \quad (71)
\]

We discuss our estimator $\tilde{\Delta} \alpha$ separately for the case $i \notin S_x''$, i.e., $\Delta \alpha_i(x) = 0$ and so $F_i(x_i) = F_{i|0}(x_i) = F_{i|1}(x_i)$ by (2) and (3), and the case $i \in S_x''$. We define, for $i \in \{1, \ldots, d\}$
and \( t \in \mathbb{R} \), the event
\[
H_{t,t} = \left\{ \tilde{\Delta} \alpha_i(t) \neq 0 \right\}.
\]

3.3.1. The case \( i \notin S_x'' \). We show in Theorem 3.3 that, with high probability, and for all \( x \in \mathbb{R}^d \), we correctly identify all components of \( \Delta \alpha(x) \) that are zero. We first state a weak condition on the sample size \( n \) in Assumption 3.2, which is technical and is in place to facilitate our presentation.

**Assumption 3.2.** \( n \) satisfies
\[
\max \left\{ \frac{d}{8} \cdot \exp(-3n \cdot g(2n, \gamma)), 4 \exp(-n \cdot g(2n, \gamma)), 6 \log(g^{-1}(n, \gamma)/2) \exp(-1/32 n \cdot g(n, \gamma)) \right\} \leq n^{-\gamma/2}.
\]

**Theorem 3.3.** Suppose that Assumption 3.2 holds. For all \( x \in \mathbb{R}^d \) and all \( i \notin S_x'' \), we have
\[
\mathbb{P}(H_{i,x}^c) \geq 1 - 8d n^{-\gamma/2}.
\]

Hence, by the union bound, for all \( x \in \mathbb{R}^d \), we have
\[
\mathbb{P}(\bigcap_{i \notin S_x''} H_{i,x}^c) \geq 1 - 8n^{-\gamma/2}.
\]

**Proof.** The proof can be found in Section 7.2. \( \Box \)

3.3.2. The case \( i \in S_x'' \). We show in Theorem 3.4 that, with high probability, under Assumption 2.5 on the distribution functions at \( x \in \mathbb{R}^d \), we also correctly identify all the nonzero components of \( \Delta \alpha(x) \). Then, combined with Theorem 3.3, Theorem 3.4 presents the performance guarantee of our sparse estimator \( \tilde{\Delta} \alpha \) of \( \Delta \alpha \). We define the event \( H_{x,\epsilon}^c \)
\[
H_{x,\epsilon}^c = \left\{ \tilde{S}_x'' = S_x'' \right\} \cap \left( \bigcap_{i \in S_x''} \left( \bigcap_{y \in \{0,1\}} \left\{ |\tilde{\alpha}_{i|y}(x_i) - \alpha_{i|y}(x_i)| < \epsilon \right\} \cap \left\{ |\tilde{\Delta} \alpha_i(x_i) - \Delta \alpha_i(x_i)| < 2\epsilon \right\} \right) \right). \tag{76}
\]

Here we record some simple observations regarding Assumption 2.5. It is trivial to see that at most one of the two Inequalities (147) and (148) holds, and at most one of the two Inequalities (149) and (150), but for brevity of presentation we do not emphasize this point. It is also easy to see from (136) (for \( t \) such that \( \alpha_{i|y}(t) = a_n \)) and its mirror version (for \( t \) such that \( \alpha_{i|y}(t) = -a_n \)) that, for \( y \in \{0,1\} \),
\[
B_{n,\gamma,i,y} \subset \{ t \in \mathbb{R} : \alpha_{i|y}(t) \in [-a_n, a_n] \}. \tag{77}
\]

Hence, Lemma 3.1 on the estimation of \( \alpha_{i|y}(t) \) by \( \tilde{\alpha}_{i|y}(t) \) applies for \( t \in B_{n,\gamma,i,y} \).
Theorem 3.4. Suppose that Assumption 3.2 holds and that an arbitrary \( x \in \mathbb{R}^d \) satisfies Assumption 2.5. Then, for all \( i \in S''_x \), we have
\[
\mathbb{P}(H_{i,x}) \geq 1 - 3n^{-\gamma/2}.
\] (78)
Hence, by the union bound and Theorem 3.3, we conclude that
\[
\mathbb{P}(\tilde{S}''_x = S''_x) \geq 1 - (3s''_x + 8)n^{-\gamma/2}.
\] (79)
Furthermore, the event \( H'_{x,\varepsilon} \) introduced in (76) satisfies
\[
\mathbb{P}(H'_{x,\varepsilon}) \geq 1 - (5s''_x + 8)n^{-\gamma/2} - 4s''_x \exp\left(-J_1 n^{1-\gamma/2} \varepsilon^2 \frac{\gamma}{\sqrt{\log n}}\right).
\] (80)
Proof. The proof can be found in Section 7.3. \( \square \)

3.4. Sparse estimation of \( \Omega \). For the estimator \( \hat{\Omega} \) of \( \Omega \) introduced in Section 2.2.2, we have the following proposition, which is a slight variant of [30, Theorem IV.5].

Proposition 3.5. Suppose that \( \Omega \in \mathcal{U} \), and \( \kappa s \lambda_n \to 0 \). Then, there exists an event \( E_n \), with
\[
\mathbb{P}(E_n) \geq 1 - n^{-\gamma/2},
\] (81)
and some absolute constant \( J_2 \) such that, for \( n \) large enough, on the event \( E_n \) we have
\[
\|\hat{\Omega} - \Omega\|_{\infty} \leq J_2 \kappa M s \lambda_n.
\] (82)
Proof. By slightly modifying the argument leading to [28, Inequality (4.26)], we have
\[
\mathbb{P}\left(\|\hat{\Sigma} - \Sigma\|_{\max} \geq \lambda_n\right) \leq \sum_{y \in \{0,1\}} \mathbb{P}\left(\|\hat{\Sigma}^y - \Sigma\|_{\max} \geq \lambda_n\right) \leq n^{-\gamma/2}.
\] (83)
The rest of the proof follows from the proof of [30, Theorem IV.5]. (In fact, the necessary proof here is simpler because \( \Sigma \) is a correlation matrix with unit diagonal.) \( \square \)

For the rest of this paper we fix the event \( E_n \) and the absolute constant \( J_2 \) as the ones appearing in Proposition 3.5. We now state the estimation and support recovery guarantees of \( \tilde{\Omega} \), the thresholded version of \( \hat{\Omega} \) introduced in (28), in Proposition 3.6.

Proposition 3.6. Suppose that Assumptions 2.3 and 2.4 hold. Then, on the event \( E_n \) (whose probability satisfies Inequality (81)), for \( n \) large enough,
\[
\|\tilde{\Omega} - \Omega\|_{\infty} \leq J_2 \kappa M s \lambda_n,
\]
\[
\text{sgn}(\tilde{\Omega} - I_d) = \text{sgn}(\Omega - I_d)
\]
hold simultaneously. Here the sign function acts component-wise.

Proof. With the condition on the growth rate of \( \kappa s \lambda_n \) imposed by Assumption 2.4, \( \kappa s \lambda_n \to 0 \) as is required by Proposition 3.5. The conclusions of the proposition follow immediately from Proposition 3.5 and Assumption 2.3. \( \square \)
We mention here that recent study from [24] provides very strong result on the estimation of individual entries (rather than through matrix norm) of $\Omega$ under the Gaussian setting, which, as noted in [4], leads to much weakened assumption on $\Omega$ for accurate support recovery. (We also mention the result from [23] on the estimation of individual entries of $\Omega$; this result can take the empirical Kendall’s tau matrix as input, but at the same times requires strong irrepresentability condition on the Hessian matrix $\Sigma \otimes \Sigma$.) In fact, as can be seen from the sparse estimation of $(\Omega - I_d) \Delta \alpha$ which we will undertake in Section 3.5, we only need to estimate accurately, within the matrix $\Omega$, the entries of the rows $[\Omega]_i, i \in \{1, \ldots, d\}$, whose locations correspond to the set $S''_x$ (and we already have an accurate estimator $\tilde{S}''_x$ of $S''_x$ as demonstrated in Section 3.3). We leave the potential generalization of [24] and related methods to the semiparametric Gaussian copula setting to future studies.

### 3.5. Sparse estimation of $(\Omega - I_d) \Delta \alpha(x)$

With our separate sparse estimators $\tilde{\Delta} \alpha$ of $\Delta \alpha$ and $\tilde{\Omega}$ of $\Omega$ as constructed in Sections 2.2.1 and 2.2.2, and their properties described in Sections 3.3 and 3.4, we recall that $\hat{\beta}$, introduced in (29), is our sparse estimator of $\beta^* = (\Omega - I_d) \Delta \alpha$ introduced in (6). Then, we let $\tilde{S}'_x$ be an estimator of $S'_x$ (as defined in (10)) as follows

$$\tilde{S}'_x = \left\{ i : \| [\tilde{\Omega} - I_d]_i \| \tilde{\Delta} \alpha(x) \neq 0 \right\}. \quad (84)$$

Here, as in (10), $\| \cdot \|$ takes the absolute value component-wise. It is easy to see that

$$\left\{ i : \hat{\beta}_i(x) \neq 0 \right\} \subset \tilde{S}'_x. \quad (85)$$

Recall the event $H'_{x, \epsilon}$ as introduced in (76), the absolute constant $J_1$ as introduced in Lemma 3.1, the event $E_n$ and the absolute constant $J_2$ as introduced in Proposition 3.5. Then, we define the event

$$L_{x, \epsilon} = \left\{ \tilde{S}'_x = S'_x \right\} \cap H'_{x, \epsilon} \cap E_n \cap \left( \cap_{i \in S'_x} \left\{ |\hat{\beta}_i(x) - \beta^*_i(x)| \leq 2(M - 1)\epsilon + 2J_2KMs\sqrt{\gamma \log(n)}\lambda_n + 2J_2KMs\lambda_n\epsilon \right\} \right). \quad (86)$$

Theorem 3.7 presents the performance guarantee of our estimator $\hat{\beta}$ of $\beta^*$.

**Theorem 3.7.** Suppose that Assumptions 2.3 and 2.4 hold, and that $n$ large enough. Suppose that an arbitrary $x \in \mathbb{R}^d$ satisfies Assumption 2.5. Then $L_{x, \epsilon}$ as defined in (86) satisfies

$$\mathbb{P}(L_{x, \epsilon}) \geq 1 - (5s''_x + 9)n^{-\gamma/2} - 4s''_x \exp \left( -J_1\frac{n^{1-\gamma/2}\epsilon^2}{\sqrt{\gamma \log n}} \right). \quad (87)$$

**Proof.** The proof can be found in Section 7.4. \qed
3.6. Estimation of the copula part. Recall the event $L_{x,\epsilon}$ as defined in (86). Then, we define the event

$$L'_{x,\epsilon} = L_{x,\epsilon} \cap \left( \bigcap_{i \in S_x'} \bigcap_{y \in \{0,1\}} \{ |\hat{\alpha}_{i|y}(x_i) - \alpha_{i|y}(x_i)| < \epsilon \} \right).$$  \hspace{1cm} (88)

Assumption 2.6 states the last piece of condition we need for our performance guarantee of the estimation of the copula part, which we state in Theorem 3.8.

**Theorem 3.8.** Suppose that Assumptions 2.3 and 2.4 hold, and that $n$ large enough. In addition, suppose that an arbitrary $x \in \mathbb{R}^d$ satisfies Assumptions 2.5 and 2.6. Then, on the event $L'_{x,\epsilon}$ as defined in (88), we have

$$\left| \left( (\hat{\alpha}_0 + \hat{\alpha}_1)T\hat{\beta} - (\alpha_0 + \alpha_1)T\beta^* \right) (x) \right| \leq 2\epsilon\|\beta^*(x)\|_{\ell_1} + 4s'_x \left( \sqrt{\gamma \log(n)} + \epsilon \right) \left[ (M - 1)\epsilon + J_2\kappa Ms\lambda_n \left( \sqrt{\gamma \log(n)} + \epsilon \right) \right].$$  \hspace{1cm} (89)

Furthermore, the event $L'_{x,\epsilon}$ satisfies

$$\mathbb{P}(L'_{x,\epsilon}) \geq 1 - \left( 2s'_x + 5s''_x + 9 \right) n^{-\gamma/2} - \left( 4s'_x + 4s''_x \right) \exp \left( -J_1 \frac{n^{1-\gamma/2} \epsilon^2}{\sqrt{\gamma \log(n)}} \right).$$  \hspace{1cm} (90)

**Proof.** The proof can be found in Section 7.5. \hfill $\square$

So far we have left $\epsilon$, which corresponds to the estimation error (as can be see from Theorem 3.8), unspecified. Now we fix our choice of $\epsilon$ by matching the exponential term in (90), namely $\exp \left( -J_1 \frac{n^{1-\gamma/2} \epsilon^2}{\sqrt{\gamma \log(n)}} \right)$, to $n^{-\gamma/2}$, the rate of the exclusion probability. Hence we set $\epsilon = \epsilon_n$ for $\epsilon_n$ as introduced in (32). Recall that $\gamma < 2$, so we have from (32) the simple bound that

$$\epsilon_n < (2J_1)^{-\frac{1}{2}} \log^2(n)n^{-\left( \frac{1}{2} - \frac{\gamma}{4} \right)}.$$  \hspace{1cm} (91)

With the choice (32) of $\epsilon = \epsilon_n$, we state in Corollary 3.9 a concrete instance of Theorem 3.8.

We define the event

$$L^\text{copula}_{x,n} = L'_{x,\epsilon_n};$$  \hspace{1cm} (92)

that is, $L^\text{copula}_{x,n} = L'_{x,\epsilon}$, for $L'_{x,\epsilon}$ introduced in (88), with $\epsilon$ replaced by $\epsilon_n$ in the latter.

**Corollary 3.9** (Estimation of the copula part). Suppose that Assumptions 2.3 and 2.4 hold, and that $n$ large enough. In addition, suppose that an arbitrary $x \in \mathbb{R}^d$ satisfies Assumptions 2.3 and 2.6. Then, on the event $L^\text{copula}_{x,n}$ as defined in (92), we have

$$\left| \left( (\hat{\alpha}_0 + \hat{\alpha}_1)T\hat{\beta} - (\alpha_0 + \alpha_1)T\beta^* \right) (x) \right| \leq J'_1 \left( \|\beta^*(x)\|_{\ell_1} + s'_x M \sqrt{\log(n)} \right) \log^2(n)n^{-\left( \frac{1}{2} - \frac{\gamma}{4} \right)}.$$  \hspace{1cm} (93)
Here $J_1$ is some absolute constant that depends only on the absolute constant $J_1$. Furthermore, the event $L^\text{copula}_{x,n}$ satisfies
\[ \mathbb{P}(L^\text{copula}_{x,n}) \geq 1 - (6s'_{x} + 9s''_{x} + 9)n^{-\gamma/2}, \quad (94) \]

Proof. Inequality (94) follows immediately from (90) by the choice (32) of $\epsilon = \epsilon_n$. We have $\epsilon_n = o(\sqrt{\gamma \log(n)})$, and in addition with the choice $\epsilon = \epsilon_n$, the second term in the square bracket in (89) is dominated by the first for large $n$ by the second half of Assumption 2.4. Then, (93) follows immediately from (89) by bounding $\epsilon = \epsilon_n$ as in (91) and by bounding the remaining appearances of $\gamma$ by 2. \hfill \Box

4. Detailed study of the naive Bayes part

4.1. Outline. Our estimation of the naive Bayes part in this section roughly parallels certain components of our estimation of the copula part in Section 3. In Section 4.2, paralleling Section 3.2, we study the estimation of the density functions $f_{i|y}$ in a form that is suitable for the estimation of the log density ratio. In Section 4.3, paralleling Section 3.3, we study the sparse estimation of $\Delta \log f$, which leads to our estimation of the naive Bayes part.

4.2. Relative deviation property of the kernel density estimator. We recall, for $i \in \{1, \ldots, d\}$ and $y \in \{0, 1\}$, the kernel density estimator $\hat{f}_{i|y}$ of $f_{i|y}$ and $\hat{f}_i$ of $f_i$ as defined in (30) and (31) respectively, and the set $B_{h, n, i, y}^f$ as defined in (56). In words, the second term on the right hand side of (56) consists of those points $t$ such that the supremum of the density $f_{i|y}(t')$ are close to $f_{i|y}(t)$ in a relative sense (by a factor of two), where $t'$ can range over an interval of length $2h_{n, i}$ centered around $t$. The constant 2 appearing in (56) is chosen for convenience and can be replaced by any other constant larger than one.

We first obtain an inequality regarding the relative deviation from the mean of our kernel density estimators.

**Proposition 4.1.** Suppose that $t \in \mathbb{R}$ satisfies
\[ t \in B_{h, n, i, y}^f \quad \text{and} \quad f_{i|y}(t) \geq f_{n,i}. \quad (95) \]

Then, the kernel density estimator $\hat{f}_{i|y}$ satisfies
\[ \mathbb{P} \left\{ \left| \frac{\hat{f}_{i|y}(t) - \mathbb{E}\hat{f}_{i|y}(t)}{\hat{f}_{i|y}(t)} \right| \geq \epsilon \right\} \leq 2 \exp \left( - \frac{3}{8 \max \left\{ \|K_i\|_{L^\infty} \epsilon', 3\|K_i\|^2_{L^2} \right\}} n \epsilon^2 f_{i|y}(t) h_{n,i} \right). \quad (96) \]

Proof. The proof can be found in Section 8.1. \hfill \Box

Note that, Proposition 4.1 suggests that $f_{i|y}(t)$ should not be too small, for otherwise the bound offered by (96) is weak. This, together with other considerations, lead us to concentrate on estimating the densities that satisfy a lower bound, such as that expressed by
the second half of (95). We also match $\epsilon'$ to $\epsilon_n$ as in (32). Our relative deviation inequality for kernel density estimation is presented in Theorem 4.2.

**Theorem 4.2.** Suppose that Assumption 2.4 holds, and that $n$ large enough. Suppose that $t \in \mathbb{R}$ satisfies condition (95). Then we have

$$
P \left\{ \frac{\left| \hat{f}_{i|y}(t) - f_{i|y}(t) \right|}{f_{i|y}(t)} \geq \epsilon_n \right\} \leq \frac{1}{d} n^{-\gamma/2}. $$

(97)

**Proof.** The proof can be found in Section 8.2. \qed

4.3. **Sparse estimation of the naive Bayes part.** Recall that $\tilde{\Delta} \log f$ as introduced in (38) is the sparse estimator of $\Delta \log f$, and its construction is detailed in Section 2.3.3. We also recall from (13) the sparsity sets and indices for the naive Bayes part. We let

$$\tilde{S}_x^f = \{ i : \tilde{\Delta} \log f_i(x_i) \neq 0 \}$$

be the estimator of $S_x^f$. Similar to the sparse estimation of the copula part, we first consider the case $i \notin S_x^f$, i.e., $\Delta \log f_i(x_i) = 0$ and so $f_i(x_i) = f_{i|0}(x_i) = f_{i|1}(x_i)$. Analogous to (72), we define the event

$$G_{i,t} = \left\{ \tilde{\Delta} \log f_i(t) \neq 0 \right\}.$$

(98)

**Theorem 4.3.** Suppose that Assumption 2.4 holds, and that $n$ is large enough. Suppose that an arbitrary $x \in \mathbb{R}^d$ satisfies Assumption 2.7. Then, we have, for all $i \notin S_x^f$,

$$P(G_{i,x_i}^c) \geq 1 - \frac{2}{d} n^{-\gamma/2}.$$ (99)

Hence, by the union bound, we have

$$P(\tilde{S}_x^f \subset S_x^f) = P\left( \bigcap_{i \notin S_x^f} G_{i,x_i}^c \right) \geq 1 - \frac{2(d - s_x^f)}{d} n^{-\gamma/2}. $$

(100)

**Proof.** The proof can be found in Section 8.3. \qed

Next, our consideration of the case $i \in S_x^f$ leads to Theorem 4.4 (which strengthens Theorem 4.3) which states that, when combining our earlier Assumption 2.7 with the additional Assumption 2.8, we can accurately estimate the naive Bayes part with high probability. This result is based on a bound on the probability of the following event

$$L_{x,n}^{\text{bayes}} = \left\{ \tilde{S}_x^f \subset S_x^f \right\} \cap \left( \bigcap_{i \in S_x^f} \left\{ \left| \tilde{\Delta} \log f_i(x_i) - \Delta \log f_i(x_i) \right| < 2\delta_{n,\gamma} \right\} \right).$$

(101)

Note that, for technical reasons, we do not require accurate identification of all nonzero components of $\Delta \log f_i$, as can be seen from (101).
Theorem 4.4 (Estimation of the naive Bayes part). Suppose that Assumption 2.4 holds, and that \( n \) is large enough. Suppose that an arbitrary \( x \in \mathbb{R}^d \) satisfies Assumptions 2.7 and 2.8. Then, on the event \( L_{x,n}^{\text{bayes}} \) as defined in (101), for \( \tilde{\delta}_{n,\gamma} \) as defined in (41), we have

\[
\left\| \left[ \Delta \log f - \tilde{\Delta} \log f \right](x) \right\|_{\ell_1} \leq 2s_d \tilde{\delta}_{n,\gamma}.
\]

(102)

In addition, the event \( L_{x,n}^{\text{bayes}} \) satisfies

\[
\mathbb{P}(L_{x,n}^{\text{bayes}}) \geq 1 - 2n^{-\gamma/2}.
\]

(103)

Proof. The proof can be found in Section 8.4.

\[\square\]

5. Proofs for Section 1

5.1. Proof of Theorem 1.1. By the assumption that \((X|Y = 0)\) and \((X|Y = 1)\) have the same Gaussian copula with the copula correlation matrix \( \Sigma \), we have that

\[(\alpha_y(X)|Y = y) \sim N(0, \Sigma).\]

(104)

We derive the density \( f^y(x) \) for \( y \in \{0, 1\} \). We let \( \Phi_{\Sigma} \) denote the distribution function and \( \phi_{\Sigma} \) denote the density function of a multivariate \( N(0, \Sigma) \) distribution. We have, for \( x \in \mathbb{R}^d \),

\[
f^y(x) = \frac{d}{dx} \mathbb{P}(X \leq x | Y = y) = \frac{d}{dx} \mathbb{P}(\alpha_y(X) \leq \alpha_y(x) | Y = y)
\]

\[
= \frac{d}{dx} \Phi_{\Sigma}(\alpha_y(x)) = \phi_{\Sigma}(\alpha_y(x)) \prod_{i=1}^{d} \frac{1}{\phi(\alpha_{iy}(x_i))} f_{i|y}(x_i)
\]

\[= \frac{1}{\sqrt{(2\pi)^d |\Sigma|}} \exp \left( -\frac{1}{2} (\alpha_y(x))^T \Omega \alpha_y(x) \right) \prod_{i=1}^{d} \frac{1}{\phi(\alpha_{iy}(x_i))} f_{i|y}(x_i)
\]

\[= \frac{1}{\sqrt{(2\pi)^d |\Sigma|}} \exp \left( -\frac{1}{2} (\alpha_y(x))^T (\Omega - I_d) \alpha_y(x) \right) \prod_{i=1}^{d} f_{i|y}(x_i).
\]

(105)

Here in the third equality we have invoked (104). Then, from (105), we have

\[
\log \frac{f^0(x)}{f^1(x)} = -\frac{1}{2} (\alpha_0(x))^T (\Omega - I_d) \alpha_0(x) + \frac{1}{2} (\alpha_1(x))^T (\Omega - I_d) \alpha_1(x) + \sum_{i=1}^{d} \left[ \log f_{i|0}(x_i) - \log f_{i|1}(x_i) \right],
\]

from which Equation (5) easily follows.

\[\square\]

6. Proofs for Section 2

6.1. Proof of Proposition 2.2. We let \( f \) be the density function of a (univariate) normal distribution with mean \( \mu \) and variance \( \sigma^2 \geq \sigma_0^2 \). We fix arbitrary \( t \in \mathbb{R} \), and \( l \geq 1 \). In
the following $f^{(l)}$ and $\phi^{(l)}$ denote the $l$th derivative of $f$ and (the standard normal density function) $\phi$ respectively, but $K^{(l)}$ is the kernel of order $l$. We have

$$E\left[\hat{f}_{K^{(l)}}(t)\right] - f(t) = \int K^{(l)}(u)\frac{uh}{l!}f^{(l)}(t + \tau uh)du$$

$$= \int K^{(l)}(u)\frac{uh}{l!} \left(\frac{1}{\sigma}\right)^{l+1} \phi^{(l)}(t - \mu + \tau uh)du$$

$$= \int \frac{1}{\sqrt{2\pi}}(-1)^l\frac{uh}{l!} \left(\frac{1}{\sigma}\right)^{l+1} \exp\left[-\frac{(t - \mu + \tau uh)^2}{2\sigma^2}\right] H_{e,l} \left(\frac{t - \mu + \tau uh}{\sigma}\right) K^{(l)}(u)du$$

$$= \int \frac{1}{\sqrt{2\pi}}(-1)^l2^{-l/2}\frac{uh}{l!} \left(\frac{1}{\sigma}\right)^{l+1} \exp\left[-\frac{(t - \mu + \tau uh)^2}{2\sigma^2}\right] H_l \left(\frac{t - \mu + \tau uh}{\sigma}\right) K^{(l)}(u)du$$

$$= \int \frac{1}{\sqrt{2\pi}}(-1)^l2^{-l/2}\frac{uh}{l!} \left(\frac{1}{\sigma}\right)^{l+1} \exp(-t^2) H_l(t') K^{(l)}(u)du. \quad (106)$$

Here the first equality follows by standard derivation for $K^{(l)}$ a kernel of order $l$ (e.g., [27, Proposition 1.2]), and in there $\tau$ is some number such that $0 \leq \tau \leq 1$, in the third equality $H_{e,l}$ is “probabilist’s” Hermite polynomial of order $l$, in the fourth equality $H_l$ is “physicist’s” Hermite polynomial of order $l$, and in the last equality we have let $t' = \frac{t - \mu + \tau uh}{\sigma\sqrt{2}}$. We further derive from (106) that

$$\left|E\left[\hat{f}_{K^{(l)}}(t)\right] - f(t)\right| \leq \frac{h^l}{\sqrt{2\pi(l!)^{1/2}}} \left(\frac{1}{\sigma}\right)^{l+1} \int e^{-t^2} |H_l(t')| \left[2^{-l/2}(l!)^{-1/2}\right] |u|^l |K^{(l)}(u)|du$$

$$\leq C_{\text{Cramér}} \frac{1}{\sqrt{2\pi(l!)^{1/2}}} \left(\frac{1}{\sigma}\right)^{l+1} h^l \int_{-1}^{1} e^{-t^2/2} |u|^l |K^{(l)}(u)|du$$

$$\leq C_{\text{Cramér}} \|K^{(l)}\|_{L^\infty} \left(\frac{1}{\sigma}\right)^{l+1} h^l \leq c_l h^l.$$ 

Here in the second inequality we have used Cramér’s inequality stating that $|H_l(t')| \leq C_{\text{Cramér}} e^{t^2/2} 2^{l/2}\sqrt{l!}$ for the absolute constant $C_{\text{Cramér}} \leq 1.09$ ([9, (19) in Section 10.18], [15, (22.14.17)]). It is easy to show that we indeed have $c_l \to 0$ by Stirling approximation and the fact that $\|K\|_{L^\infty} \leq C K l^{3/2}$.

6.2. **Proof of Theorem 2.12** With the fact that (for $\pi_0 = \pi_1 = 1/2$)

$$\eta = \frac{1}{2f} f^1 = \frac{f^1}{f^0 + f^1},$$

we have

$$\frac{f^0}{f^1} = \frac{1 - \eta}{\eta} = \frac{1}{\eta} - 1,$$
which further implies that
\[ \eta = \frac{1}{(f^0/f^1) + 1} = \frac{1}{e^{\log(f^0/f^1) + 1}}. \] (107)

We define the function \( \bar{\eta} : \mathbb{R} \to \mathbb{R} \) as
\[ \bar{\eta}(t) = \frac{1}{e^t + 1}. \]

It is easy to deduce that \( \bar{\eta}(0) = 1/2 \), and \( |d\bar{\eta}(t)/dt| \leq 1/4 \) for all \( t \in \mathbb{R} \). Hence,
\[ |\eta(t) - 1/2| \leq |t|/4. \] (108)

From (107) and (108), we conclude that, for all \( x \in \mathbb{R}^d \),
\[ |\eta(x) - 1/2| \leq \frac{1}{4} |\log(f^0/f^1)(x)|. \] (109)

Now we are ready to derive the excess risk. We have
\[
P(\hat{\delta}_n(X) \neq Y) - P(\delta^*(X) \neq Y) = \mathbb{E} \left( |2\eta(X) - 1| \mathbb{1} \left\{ \hat{\delta}_n(X) \neq \delta^*(X) \right\} \right) \\
= \mathbb{E} \left( |2\eta(X) - 1| \mathbb{1} \left\{ \hat{\delta}_n(X) \neq \delta^*(X) \right\} \mathbb{1} \left\{ X \notin A_{n,d,\gamma} \right\} \right) \\
+ \mathbb{E} \left( |2\eta(X) - 1| \mathbb{1} \left\{ \hat{\delta}_n(X) \neq \delta^*(X) \right\} \mathbb{1} \left\{ |\log(f^0/f^1)(X)| \leq \Delta(X) \right\} \mathbb{1} \left\{ X \in A_{n,d,\gamma} \right\} \right) \\
+ \mathbb{E} \left( |2\eta(X) - 1| \mathbb{1} \left\{ \hat{\delta}_n(X) \neq \delta^*(X) \right\} \mathbb{1} \left\{ |\log(f^0/f^1)(X)| > \Delta(X) \right\} \mathbb{1} \left\{ X \in A_{n,d,\gamma} \right\} \right) \\
\leq P(X \notin A_{n,d,\gamma}) + \frac{1}{2} \mathbb{E} \left[ |\log(f^0/f^1)(X)| \mathbb{1} \left\{ |\log(f^0/f^1)(X)| \leq \Delta(X) \right\} \right] \\
+ \mathbb{E} \left( \mathbb{1} \left\{ |\log(f^0/f^1) - \log(f^0/f^1)(X)| > \Delta(X) \right\} \mathbb{1} \left\{ X \in A_{n,d,\gamma} \right\} \right) \\
\leq P(X \notin A_{n,d,\gamma}) + \frac{1}{2} \mathbb{E} \left[ \Delta(X) \mathbb{1} \left\{ |\log(f^0/f^1)(X)| \leq \Delta(X) \right\} \right] + \mathbb{E} \left[ 6s_X^t + 9s_X'' + 11 \right] n^{-\gamma/2},
\]
which is Inequality (66). Here the first equality is a well-known fact expressing the excess risk in terms of the regression function \( \eta \) (e.g., [8, Theorem 2.2]), the first inequality follows by (109), \( |2\eta(X) - 1| \leq 1 \), and the fact that \( \hat{\delta}_n(X) \neq \delta^*(X) \) is possible only when \( \left| \frac{\log(f^0/f^1) - \log(f^0/f^1)(X)}{\log(f^0/f^1)(X)} \right| > |\log(f^0/f^1)(X)| \), in the second inequality \( P^{\otimes 2n} \) denotes probability taken w.r.t. the \( 2n \) training samples and \( \mathbb{E}_X \) denotes expectation taken w.r.t. \( X \), and the last inequality follows from Corollary 2.9

Next, (67) follows from (66) by replacing \( \|\beta^*(X)\|_{\ell_1}, s'_X, s''_X \) and \( s^f_X \) by their constant bounds \( C_{\beta^*}, s', s'' \) and \( s^f \) respectively, and then invoking the margin assumption 2.10. □
6.3. Proof of Theorem 2.14

By (65) and (54), we have

\[ P(X \notin A_{n,d,\gamma}) \]
\[ \leq P\left(X \notin A_{n,d,\gamma}^{F,1}\right) + P\left(X \notin A_{n,d,\gamma}^{F,2}\right) + P\left(X \notin A_{n,\beta,\gamma}\right) + P\left(X \notin A_{n,d,\gamma}^{f,n} \cap A_{n,d,\gamma}^{f,\#}\right). \quad (110) \]

We bound the four terms on the right hand side of (110) separately.

6.3.1. The term \( P\left(X \notin A_{n,d,\gamma}^{F,1}\right) \). We have

\[ P\left(X \notin A_{n,d,\gamma}^{F,1}\right) = \frac{1}{2} P\left(X \notin A_{n,d,\gamma}^{F,1} \mid Y = 0\right) + \frac{1}{2} P\left(X \notin A_{n,d,\gamma}^{F,1} \mid Y = 1\right) \]
\[ = P\left(X \notin A_{n,d,\gamma}^{F,1} \mid Y = 0\right). \quad (111) \]

Here the second equality follows by symmetry. Then, by (52), we have

\[ P\left(X \notin A_{n,d,\gamma}^{F,1} \mid Y = 0\right) \leq \sum_{i \in S''} \sum_{y \in \{0,1\}} P\left(X_i \notin B_{n,\gamma,i,y} \mid Y = 0\right). \quad (112) \]

We fix an arbitrary \( i \in S'' \). First note that, we have that \( F_{i|0}(X_i \mid Y = 0) = \Phi(X_i \mid Y = 0) \) follows a uniform distribution on (0, 1). Hence, by (44), we have

\[ P\left(X_i \notin B_{n,\gamma,i,0} \mid Y = 0\right) = P\left(F_{i|0}(X_i) < 8g(2n, \gamma) \mid Y = 0\right) + P\left(F_{i|0}(X_i) > 1 - 8g(2n, \gamma) \mid Y = 0\right) \]
\[ = 16g(2n, \gamma). \quad (113) \]

On the other hand, the distribution of \( F_{i|1}(X_i \mid Y = 0) \) is no longer a uniform distribution and a more involved analysis is necessary. We have

\[ P\left(X_i \notin B_{n,\gamma,i,1} \mid Y = 0\right) \]
\[ = P\left(F_{i|1}(X_i) < 8g(2n, \gamma) \mid Y = 0\right) + P\left(F_{i|1}(X_i) > 1 - 8g(2n, \gamma) \mid Y = 0\right) \]
\[ = P\left(\Phi_\mu(X_i) < 8g(2n, \gamma) \mid Y = 0\right) + P\left(\Phi_\mu(X_i) > 1 - 8g(2n, \gamma) \mid Y = 0\right) \]
\[ = P\left(X_i < \Phi_\mu^{-1}(8g(2n, \gamma)) \mid Y = 0\right) + P\left(X_i > \Phi_\mu^{-1}(1 - 8g(2n, \gamma)) \mid Y = 0\right). \quad (114) \]

For the second term in (114), using \( \Phi_\mu^{-1}(t) = \Phi^{-1}(t) + \mu \), we have

\[ P\left(X_i > \Phi_\mu^{-1}(1 - 8g(2n, \gamma)) \mid Y = 0\right) = P\left(X_i > \Phi^{-1}(1 - 8g(2n, \gamma)) + \mu \mid Y = 0\right) \]
\[ \leq P\left(X_i > \Phi^{-1}(1 - 8g(2n, \gamma)) \mid Y = 0\right) = P\left(\Phi(X_i) > 1 - 8g(2n, \gamma) \mid Y = 0\right) \]
\[ = 8g(2n, \gamma). \quad (115) \]
The first term in (114) is more complicated. First, we note that, for \( t \leq \min\{-1, -\mu\} \), we have

\[
\frac{\Phi(t)}{\Phi(t - \mu)} = \frac{\Phi(t)}{-t \phi(t)} \leq \frac{1}{1 + (t - \mu)^2 \phi(t - \mu)} = \frac{1 + (t - \mu)^2}{t(t - \mu)} e^{\mu^2/2} e^{-\mu t} \leq \frac{1 + (2t)^2}{t^2} e^{\mu^2/2} e^{-\mu t} = \left(\frac{1}{t^2} + 4\right) e^{\mu^2/2} e^{-\mu t} \leq 5e^{\mu^2/2} e^{-\mu t}.
\]

(116)

Here in the first inequality we have used (134) for \( t \leq 0 \), and in the second inequality we have used the assumption \( t \leq -\mu \). Hence, for \( n \) large enough such that \( \Phi^{-1}(8g(2n, \gamma)) \leq \min\{-1, -\mu\} \), by (116) with \( t = \Phi^{-1}(8g(2n, \gamma)) \), we have

\[
\mathbb{P}\left( X_i < \Phi^{-1}(8g(2n, \gamma)) \mid Y = 0 \right) = \Phi\left( \Phi^{-1}(8g(2n, \gamma)) \right) 
\leq 5e^{\mu^2/2} e^{-\mu \Phi^{-1}(8g(2n, \gamma))} \Phi^{-1}(8g(2n, \gamma)) 
= 5e^{\mu^2/2} e^{-\mu \Phi^{-1}(8g(2n, \gamma))} (8g(2n, \gamma)).
\]

(117)

Then, invoking (135), we further deduce from (117) that

\[
\mathbb{P}\left( X_i < \Phi^{-1}(8g(2n, \gamma)) \mid Y = 0 \right) \leq 5e^{\mu^2/2} \exp\left\{ \mu \sqrt{2 \log \left( \frac{1}{2 \cdot 8g(2n, \gamma)} \right)} \right\} (8g(2n, \gamma)) 
\leq 5e^{\mu^2/2} \exp\left\{ \mu \sqrt{C \log(n^2)} \right\} (8g(2n, \gamma)) 
= 5e^{\mu^2/2} e^{C\mu \sqrt{\gamma \log(n)}} (8g(2n, \gamma)).
\]

(118)

Plugging (118) and (115) into (114), we have, for \( J_\mu \) some constant dependent only on \( \mu \),

\[
\mathbb{P}\left( X_i \notin B_{n, \gamma, i, 1} \mid Y = 0 \right) \leq J_\mu e^{C\mu \sqrt{\gamma \log(n)}} g(2n, \gamma).
\]

(119)

Plugging (113) and (119) into (112) and then in turn into (111), we conclude that

\[
\mathbb{P}\left( X \notin A_{n, d, \gamma}^{F, 1} \right) \leq J_\mu'' e^{C\mu \sqrt{\gamma \log(n)}} g(2n, \gamma).
\]

(120)

Here \( J_\mu'' \) is another constant dependent only on \( \mu \).

6.3.2. The term \( \mathbb{P}\left( X \notin A_{n, d, \gamma}^{F, 2} \right) \). We have

\[
\mathbb{P}\left( X \notin A_{n, d, \gamma}^{F, 2} \right) \leq \sum_{i \in S''} \mathbb{P}\left( X_i \notin B_{n, \gamma, i}^\delta \right) 
= \sum_{i \in S''} \mathbb{P}\left( \text{None of (47), (48), (49), (50) is satisfied with } t \text{ replaced by } X_i \right).
\]

(121)

It is elementary to show that there exists some constant \( J_\mu'' > 0 \), which depends only on \( \mu \), such that for all \( i \in S'' \) and for all \( t \in \mathbb{R} \),

\[
\max \left\{ \frac{F_{i|0}(t)}{F_{i|1}(t)} \frac{1 - F_{i|1}(t)}{1 - F_{i|0}(t)} \right\} \geq 1 + J_\mu''.
\]
In addition, under Assumption 2.4, \( \tilde{\delta}_{n,d,\gamma}, \delta_{n,1,\gamma} \to 0 \) as \( n \to \infty \). Then, for all \( n \) large enough, the probabilities in the last line of (121) are identically zero, and so we have

\[
P \left( X \notin A_{n,d,\gamma}^{F,2} \right) = 0. \tag{122}
\]

6.3.3. The term \( P \left( X \notin A_{n,\beta^*,\gamma}^F \right) \). By (55) and (77), we have

\[
A_{n,\beta^*,\gamma}^F \supset \{ x \in \mathbb{R}^d : \forall i \in S', \forall y \in \{0,1\}, x_i \in B_{n,\gamma,i,y} \}
= \bigcap_{i \in S'} \cap_{y \in \{0,1\}} \{ x \in \mathbb{R}^d : x_i \in B_{n,\gamma,i,y} \}
\]

and thus

\[
P (X \notin A_{n,\beta^*,\gamma}^F) = P \left( X \notin A_{n,\beta^*,\gamma}^F \mid Y = 0 \right) \leq \sum_{i \in S'} \sum_{y \in \{0,1\}} P (X_i \notin B_{n,\gamma,i,y} \mid Y = 0). \tag{123}
\]

Here the equality follows by the same argument in the derivation of (111). We fix an arbitrary \( i \in S' \). If \( i \in S'' \) as well, then (113) and (119) continue to hold. On the other hand, if \( i \notin S'' \), then our job is easier, because then \( (X_i | Y = 0) \) and \( (X_i | Y = 1) \) have the same \( N(0,1) \) distribution, \( F_{i|0}(X_i) \) and \( F_{i|1}(X_i) \) are both uniformly distributed on \( (0,1) \), so (113), and (113) with the replacement of \( B_{n,\gamma,i,0} \) by \( B_{n,\gamma,i,1} \) and \( F_{i|0}(X_i) \) by \( F_{i|1}(X_i) \) all hold. Combining the two cases, from (123), we conclude that

\[
P \left( X \notin A_{n,\beta^*,\gamma}^F \right) \leq J'_\mu s' e^{C' \mu \sqrt{\log(n)}} g(2n, \gamma). \tag{124}
\]

6.3.4. The terms \( P \left( X \notin A_{n,d,\gamma}^{f,=} \cap A_{n,d,\gamma}^{f,\neq} \right) \). Recall that \( A_{n,d,\gamma}^{f,=} \) is as defined in (59) and \( A_{n,d,\gamma}^{f,\neq} \) is as defined in (60). Note that

\[
A_{n,d,\gamma}^{f,=} \cap A_{n,d,\gamma}^{f,\neq} = \left\{ x \in \mathbb{R}^d : \forall i \notin S_x^f, x_i \in \cap_{y \in \{0,1\}} B_{h_{n,i},i,y}^f \right\}
\]

and \( \forall i \in S_x^f, x_i \in A_{n,i}^f \cap \left( \cap_{y \in \{0,1\}} B_{h_{n,i},i,y}^f \right) \}

Here the second step follows because, under the simple \( (d, s'', \mu, \Sigma) \) Gaussian classification model, for all \( x \in \mathbb{R}^d, \{ s'' + 1, \ldots, d \} \subset (S_x^f)^c \), and for all \( i \in \{1, \ldots, s''\} \), \( \Delta \log f_i(x_i) = 0 \) and so \( i \in (S_x^f)^c \) if and only if \( x_i = \mu/2 \). For \( n \) large enough, for all \( i \in \{1, \ldots, s''\} \), we have that (58) holds with \( t \) replaced by \( \mu/2 \), and so \( \mu/2 \in A_{n,i}^f \). Hence, for \( n \) large enough, we
have a cleaner characterization of $A_{n,d,\gamma}^{f,-} \cap A_{n,d,\gamma}^{f,\#}$ given by
\[
A_{n,d,\gamma}^{f,-} \cap A_{n,d,\gamma}^{f,\#} = \left\{ x \in \mathbb{R}^d : \forall i \in \{s''+1, \ldots, d\}, x_i \in \cap_{y \in \{0,1\}} B_{f_{h_{n,i,y}}}^f \right\}
\]
and $\forall i \in \{1, \ldots, s''\}, x_i \in \cap_{y \in \{0,1\}} B_{f_{h_{n,i,y}}}^f$
\[
= \left\{ x \in \mathbb{R}^d : \forall i \in \{1, \ldots, d\}, x_i \in \cap_{y \in \{0,1\}} B_{f_{h_{n,i,y}}}^f \right\}
\]
and $\forall i \in \{1, \ldots, s''\}, x_i \in A_{n,i}^f$.

We will proceed with this characterization.

We first show that, for all $i \in \{1, \ldots, d\}$ and for $y \in \{0,1\}$, we have $B_{h_{n,i,y}}^f = \mathbb{R}$ (recall $B_{h_{n,i,y}}^f$ as defined in (56)). It suffices to show this for $y = 0$. In this case the density function $f_{i0} = \phi$. We assume that $n$ is large enough such that $\phi(h_{n,i}) \geq f_{n,i}$. By symmetry of the density function $\phi$ around zero and the monotonicity of $\phi$ on $[0, \infty)$, it suffices to show that, if $t \geq h_{n,i}$ and $\phi(t) \geq f_{n,i}$, then $\phi(t - h_{n,i}) \leq 2\phi(t)$. We have
\[
\frac{\phi(t - h_{n,i})}{\phi(t)} = e^{h_{n,i,t-h_{n,i}^2}/2} < e^{h_{n,i,t}}.
\]
It is easy to derive that, for an arbitrary constant $L$,
\[
\phi(t) \geq Lf_{n,i} \iff |t| \leq \left[ \gamma \log(n) + 2\log \left( \frac{H_1 \log^{-1}(n)}{\sqrt{2\pi LJ_{\gamma,C_d}}} \right) \right]^{1/2} =: q(n, L).
\]
In the above, for brevity, we have suppressed the display of the dependence of the function $q$ on other parameters. Then, the restriction $\phi(t) \geq f_{n,i}$ enforces the bound $t \leq q(n, 1)$, which, when plugged into (125), yields that, for $n$ large enough,
\[
\frac{\phi(t - h_{n,i})}{\phi(t)} < e^{h_{n,i,t}} \leq e^{\log(2)} = 2
\]
as desired. Here the second inequality follows by the choices (35) of $h_{n,i}$ and (36) of $H_i$.

Hence, $A_{n,d,\gamma}^{f,-} \cap A_{n,d,\gamma}^{f,\#} = \left\{ x \in \mathbb{R}^d : \forall i \in \{1, \ldots, s''\}, x_i \in A_{n,i}^f \right\}$, and it remains to bound
\[
\mathbb{P} \left( X \notin A_{n,d,\gamma}^{f,-} \cap A_{n,d,\gamma}^{f,\#} \right) = \mathbb{P} \left( \exists i \in \{1, \ldots, s''\}, X_i \notin A_{n,i}^f \right) \leq \sum_{i \in S''} \mathbb{P} \left( X_i \notin A_{n,i}^f \right)
\]
\[
= \sum_{i \in S''} \mathbb{P} \left( \exists y \in \{0,1\}, f_{i|y}(X_i) < \frac{3}{1 - \epsilon_n f_{n,i}} \right).
\]
We fix an arbitrary $i \in S''$. We have, for $n$ large enough such that $\epsilon_n \leq 1/4$, that
\[
f_{i|y}(t) < \frac{3}{1 - \epsilon_n f_{n,i}} \iff f_{i|y}(t) \leq 4f_{n,i} \iff |t - \mu_y| > q(n, 4)
\]
for $\mu_0 = 0$ and $\mu_1 = \mu$. Here the second equivalence follows by (126). Then, from (128), we further have
\[
\exists y \in \{0,1\}, f_{i|y}(t) < \frac{3}{1 - \epsilon_n f_{n,i}} \iff t \notin [-q(n, 4) + \mu, q(n, 4)].
\]
From (129), we then have, for \( n \) large enough,
\[
\mathbb{P} \left( \exists y \in \{0, 1\}, f_{i|y}(X_i) < \frac{3}{1 - \epsilon_n} f_{n,i} \right) \leq \mathbb{P} (X_i < -q(n, 4) + \mu) + \mathbb{P} (X_i > q(n, 4))
\]
\[
= \mathbb{P} (X_i < -q(n, 4) + \mu \mid Y = 0) + \mathbb{P} (X_i > q(n, 4) \mid Y = 0)
\]
\[
\leq \frac{1}{q(n, 4) - \mu} \phi(q(n, 4) - \mu) + \frac{1}{q(n, 4)} \phi(q(n, 4)) \leq \frac{2}{q(n, 4) - \mu} \phi(q(n, 4) - \mu)
\]
\[
\leq \frac{4}{q(n, 4)} \left[ \phi(q(n, 4)) e^{\mu q(n, 4)} e^{-\mu^2} \right] = \frac{16 e^{-\mu^2}}{q(n, 4)} f_{n,i} e^{\mu q(n, 4)}
\]
\[
\leq J_{\gamma, C_d, \mu} \log(n) e^{\mu \sqrt{\gamma \log(n)}} g(2n, \gamma).
\] (130)

Here the first equality follows by the symmetry given the cases \( Y = 0 \) and \( Y = 1 \), the second inequality follows from (132) and (134), the second equality follows because \( \phi(q(n, L)) = L f_{n,i} \) by (128), and in the last inequality \( J_{\gamma, C_d, \mu} \) is some constant dependent only on \( \gamma, C_d, \mu \).

Then, from (127) and (130), we conclude that, for \( n \) large enough,
\[
\mathbb{P} \left( X \notin A_{n,d,\gamma}^{f,=} \cap A_{n,d,\gamma}^{f,\neq} \right) \leq J_{\gamma, C_d, \mu} s' e^{C \mu \sqrt{\gamma \log(n)}} g(2n, \gamma).
\] (131)

Therefore, by the overall bound (110) and the individual bounds (120), (122), (124), and (131), we conclude that, for \( C_{\gamma, C_d, \mu} \) some constant dependent only on \( \gamma, C_d, \mu \),
\[
\mathbb{P} (X \notin A_{n,d,\gamma}) \leq C_{\gamma, C_d, \mu} (s' + s'') e^{C \mu \sqrt{\gamma \log(n)}} g(2n, \gamma),
\]
which is (68).

\[\square\]

7. Proofs for Section 3

7.1. Proof of Lemma 3.1

We first prove some basic building blocks toward the proof of Lemma 3.1 and other results in the paper.

Proposition 7.1. For all \( t \geq 0 \), we have
\[
\frac{t}{1 + t^2} \Phi(t) \leq 1 - \Phi(t) \leq \frac{1}{t} \phi(t),
\] (132)
and for all \( 0.5 \leq t \leq 1 \), we have
\[
\Phi^{-1}(t) \leq \sqrt{2 \log \frac{1}{2(1 - t)}}.
\] (133)

Therefore, by symmetry, for all \( t \leq 0 \), we have
\[
\frac{-t}{1 + (-t)^2} \phi(t) \leq \Phi(t) \leq \frac{1}{-t} \phi(t),
\] (134)
and for all \( 0 \leq t \leq 0.5 \), we have
\[
\Phi^{-1}(t) \geq -\sqrt{2 \log \frac{1}{2t}}.
\] (135)

Proof. The proof can be found in Appendix A.1. \[\square\]
Proposition 7.2. Recall that \( n \) is large enough such that \( a_n \geq 1 \). We have, for \( t \) such that 
\[ \alpha_{i|y}(t) = a_n, \]
that
\[ g(n, \gamma) \leq 1 - F_{i|y}(t) \leq 2 g(n, \gamma), \]
(136)
and for all \( t \in \mathbb{R} \) such that \( \alpha_{i|y}(t) \in [-a_n, a_n] \), that
\[ g(n, \gamma) \leq F_{i|y}(t) \leq 1 - g(n, \gamma). \]
(137)

Proof. The proof can be found in Appendix A.2.

Proof of Lemma 3.1. We will start by attempting to derive a version of Inequality (70) but for \( t \) uniformly over the interval specified by \( t : \alpha_{i|y}(t) \in [-a_n, a_n] \), then specialize to our pointwise case midway. We focus on the case \( \alpha_{i|y}(t) \geq 0 \) and so \( \Phi(\alpha_{i|y}(t)) = F_{i|y}(t) \geq 1/2 \).

The analysis for the symmetric case \( \alpha_{i|y}(t) < 0 \) is similar and is thus omitted.

We let \( \xi_1, \ldots, \xi_n \) be independent Uniform (0,1) random variables, and let \( G_n \) be their empirical distribution function. We define the event
\[ E_F = \left\{ \sup_{u \in [1/2, 1 - g(n, \gamma)]} \frac{1}{n} \sum_{j=1}^{n} \mathbf{1}\{\xi_j > u\} > \frac{1}{2}(1 - u) \right\}. \]
(138)
In words, \( E_F \) is the event on which \( 1 - G_n(u) \) is not too small relative to \( 1 - u \), uniformly for \( u \) over the interval \([1/2, 1 - g(n, \gamma)]\). We can replace the constant 1/2 in front of \((1 - u)\) in (138) by \( 1 - \frac{1}{2} \sqrt{g(n, \gamma)/(1 - u)} \), a quantity bounded below by 1/2 for \( u \) over the same interval, and Lemma 7.3 will continue to hold. However, such a choice at most affects some constant multiplicative factor later on. For brevity of display, we do not pursue such a choice.

Lemma 7.3. The event \( E_F \) satisfies
\[ \mathbb{P}(E_F) \geq 1 - 6 \log(g^{-1}(n, \gamma)/2) \exp \left( -\frac{1}{32} n \cdot g(n, \gamma) \right). \]
(139)

Proof. For brevity we write \( g = g(n, \gamma) \). We have
\[ E_F = \left\{ \sup_{u \in [1/2, 1 - g(n, \gamma)]} \frac{1}{n} \sum_{j=1}^{n} \mathbf{1}\{\xi_j \leq u\} > \frac{1}{2}(1 - u) \right\} = \left\{ \sup_{u \in [1/2, 1 - g(n, \gamma)]} \frac{1}{n} \sum_{j=1}^{n} \mathbf{1}\{\xi_j > u\} > \frac{1}{2}(1 - u) \right\} \]
\[ = \left\{ \sup_{u \in [1/2, 1 - g(n, \gamma)]} \frac{1}{n} \sum_{j=1}^{n} \mathbf{1}\{1 - \xi_j < u\} > \frac{1}{2}u \right\}. \]
(140)
Note that $1 - \xi_1, \ldots, 1 - \xi_n$ are again independent Uniform $(0, 1)$ random variables, with the same joint distribution as $\xi_1, \ldots, \xi_n$. Then, from (140), we have

$$
\mathbb{P}(E_F) = \mathbb{P} \left( \sup_{u \in [g, \frac{1}{2}]} \frac{1}{n} \sum_{j=1}^{n} 1 \{ \xi_j < u > \frac{1}{2} \} \right) = \mathbb{P} \left( \sup_{u \in [g, \frac{1}{2}]} \frac{1}{n} \sum_{j=1}^{n} 1 \{ \xi_j < u > \frac{1}{2} \} \right) = \mathbb{P} \left( \sup_{u \in [g, \frac{1}{2}]} \left| G_n(u) - u > \frac{1}{2} u \right| < \frac{1}{2} u \right) \geq \mathbb{P} \left( \sup_{u \in [g, \frac{1}{2}]} \left| \frac{n G_n(u) - u}{\sqrt{u}} \right| < \frac{1}{2} \sqrt{n g} \right) \geq 1 - 6 \log(g^{-1}/2) \exp \left( -\frac{1}{32 n g} \right),
$$

which is what we would like to show. Here the in the fourth equality $|f| = -\min \{ f, 0 \}$ for a generic function $f$, and the last inequality follows from [26, Chapter 11, Section 2, Corollary 1].

We let $A'_n \subset \mathbb{R}$ be an arbitrary interval such that $A'_n \subset [0, a_n]$. We let $A''_n \subset \mathbb{R}$ be such that $A''_n = \{ \Phi(\alpha_{i|y}(t)) = F_{i|y}(t) : \alpha_{i|y}(t) \in A'_n \}$. It is easy to see that $\{ t \in \mathbb{R} : \alpha_{i|y}(t) \in A'_n \} = \{ t \in \mathbb{R} : F_{i|y}(t) \in A''_n \}$, and because $\Phi$ is strictly increasing, $A''_n$ is an interval in $\mathbb{R}$ as well. In addition, by the first half of Inequality (136) in Proposition 7.2, we have

$$
A''_n \subset \left[ \frac{1}{2}, 1 - g(n, \gamma) \right].
$$

Now, we have

$$
\mathbb{P} \left( \sup_{t \in \mathbb{R} : \alpha_{i|y}(t) \in A'_n} \left| \hat{G}_{i|y}(t) - \alpha_{i|y}(t) \right| \geq \epsilon \right) = \mathbb{P} \left( \sup_{t \in \mathbb{R} : F_{i|y}(t) \in A''_n} \left| \Phi^{-1}(\hat{F}_{i|y}(t)) - \Phi^{-1}(F_{i|y}(t)) \right| \geq \epsilon \right) = \mathbb{P} \left( \sup_{t \in \mathbb{R} : F_{i|y}(t) \in A''_n} \left| \Phi^{-1}(G_n(F_{i|y}(t))) - \Phi^{-1}(F_{i|y}(t)) \right| \geq \epsilon \right) \geq \mathbb{P} \left( \sup_{u \in A''_n} \left| \Phi^{-1}(G_n(u)) - \Phi^{-1}(u) \right| \geq \epsilon \right).
\tag{142}
$$

Here the second equality follows because the random functions $\hat{F}_{i|y}(\cdot)$ and $G_n(F_{i|y}(\cdot))$ have the same probabilistic behavior.

Using the mean value theorem and Inequality (133), we have

$$
|\Phi^{-1}(G_n(u)) - \Phi^{-1}(u)| = (\Phi^{-1})'(\eta(u)) |G_n(u) - u| = \sqrt{2\pi} \exp \left( \frac{\Phi^{-1}(\eta(u))^2}{2} \right) |G_n(u) - u| \leq \sqrt{\frac{\pi}{2 \cdot 1 - \eta(u)}} |G_n(u) - u|, \quad \forall u \in A''_n.
\tag{143}
$$

Here

$$
\eta(u) \in [\min \{ G_n(u), u \}, \max \{ G_n(u), u \}], \quad \forall u \in A''_n.
\tag{144}
$$
We proceed to obtain a lower bound on $1 - \eta(u)$ for $u \in A''_n$. Starting from relationship (144), on the event $E_F$ (as defined in (138)), we have
\[
1 - \eta(u) \geq 1 - \max\{G_n(u), u\} = \min\{1 - G_n(u), 1 - u\}
\geq \min\left\{\frac{1}{2}(1 - u), 1 - u\right\} = \frac{1}{2}(1 - u), \ \forall u \in A''_n.
\tag{145}
\]
Here the second inequality follows because, for all $u \in A''_n$ and so $u \in [1/2, g(n, \gamma)]$ by (141), $1 - G_n(u) \geq \frac{1}{2}(1 - u)$ on the event $E_F$.

Combining Inequalities (143) and (145) yields, on the event $E_F$, that
\[
|\Phi^{-1}(G_n(u)) - \Phi^{-1}(u)| \leq \sqrt{2\pi} \frac{1}{1 - u} |G_n(u) - u|, \ \forall u \in A''_n.
\tag{146}
\]
Hence we have, from (142) and (146),
\[
\mathbb{P}\left(\sup_{t \in \mathbb{R} : \alpha_{i|y}(t) \in A''_n} |\hat{\alpha}_{i|y}(t) - \alpha_{i|y}(t)| \geq \epsilon\right)
= \mathbb{P}\left(\left\{\sup_{u \in A''_n} \left|\Phi^{-1}(G_n(u)) - \Phi^{-1}(u)\right| \geq \epsilon\right\} \cap E_F\right) + \mathbb{P}\left(\left\{\sup_{u \in A''_n} \left|\Phi^{-1}(G_n(u)) - \Phi^{-1}(u)\right| \geq \epsilon\right\} \cap E_F^c\right)
\leq \mathbb{P}\left(\left\{\sup_{u \in A''_n} \sqrt{2\pi} \frac{1}{1 - u} |G_n(u) - u| \geq \epsilon\right\} \cap E_F\right) + \mathbb{P}(E_F^c)
\leq \mathbb{P}\left(\sup_{u \in A''_n} |G_n(u) - u| \geq \frac{1}{\sqrt{2\pi}} (1 - u)\epsilon\right) + \mathbb{P}(E_F^c).
\tag{147}
\]
Here in the first inequality we have invoked (146) on the event $E_F$.

At this point we can invoke [26, Chapter 11, Section 2, Corollary 1], and follow essentially the same reasoning as the proof of Lemma 7.3 to continue deriving the uniform version of Inequality (70). Because the pointwise version suffices for our purpose and offers a somewhat faster convergence rate, we switch to focus on this case instead. We choose $A''_n$ to be the singleton set $A''_n = \{F_{i|y}(t)\} = \{u\}$. Then, applying [26, Chapter 11, Section 1, Inequality (ii)] to the first term in Inequality (147) yields
\[
\mathbb{P}(|\hat{\alpha}_{i|y}(t) - \alpha_{i|y}(t)| \geq \epsilon) \leq \mathbb{P}\left(|G_n(u) - u| \geq \frac{1}{\sqrt{2\pi}} (1 - u)\epsilon\right)_{u = F_{i|y}(t)} + \mathbb{P}(E_F^c)
\leq 2 \exp\left(-\frac{1}{4\pi} (1 - F_{i|y}(t)) n\epsilon^2 \Psi\left(\epsilon/\sqrt{2\pi}\right)\right) + \mathbb{P}(E_F^c)
\leq 2 \exp\left(-\frac{1}{6\pi} (1 - F_{i|y}(t)) n\epsilon^2\right) + \mathbb{P}(E_F^c).
\tag{148}
\]
Here in the second inequality the function $\Psi$ is as defined in [26, Chapter 11, Section 1, (2)], and in the third inequality we have invoked [26, Chapter 11, Section 1, Proposition 1(12)] and
the assumption that $\epsilon \leq \sqrt{2\pi}$. Then, Inequality (69) is obtained by incorporating Inequality (148) with the bound on $\mathbb{P}(E_{F_i}^c)$ as in (139), and with the symmetric case $\alpha_{ij}^y(t) < 0$. From Inequality (69), if we further lower bound $\min\{F_i(t), 1 - F_i(t)\}$ using Inequality (137), we obtain Inequality (70).

7.2. **Proof of Theorem 3.3.** We fix an arbitrary $x \in \mathbb{R}^d$ and an arbitrary $i \notin S_x'$. We let $t = x_i$.

By the construction of our test, we have

$$\mathbb{P}(\tilde{\Delta} \alpha_i(t) = 0) \geq \min\{\mathbb{P}\text{(test (18) succeeds)}, \mathbb{P}\text{(test (19) succeeds)}\}. \quad (149)$$

First, suppose that $t$ satisfies

$$F_i(t) \leq g(2n, \gamma) \quad \text{or} \quad F_i(t) \geq 1 - g(2n, \gamma). \quad (150)$$

Then, either $F_i(t) \leq g(2n, \gamma)$ or $1 - F_i(t) \leq g(2n, \gamma)$ and so $F_i(t)(1 - F_i(t)) \leq g(2n, \gamma)$. In this case, we focus on test (18). Note that we would like one of the Inequalities in (18) to hold so that we set $\tilde{\Delta} \alpha_i(t) = 0$. We set $\epsilon = 3g(2n, \gamma)$. By Bernstein’s inequality with $\mathbb{V}[\tilde{F}_i(t)] = \frac{1}{2n}F_i(t)(1 - F_i(t))$, we have

$$\mathbb{P}\left(\tilde{F}_i(t) - F_i(t) > \epsilon\right) \leq \exp\left(-\frac{4n^2\epsilon^2}{4nF_i(t)(1 - F_i(t)) + 8n\epsilon/3}\right) \leq \exp\left(-3n \cdot g(2n, \gamma)\right).$$

Hence, we conclude that, by (149) and test (18), for $\epsilon = 3g(2n, \gamma)$ as chosen above, for all $t$ such that $F_i(t) \leq g(2n, \gamma)$ (i.e., the first half of (150)), we have

$$\mathbb{P}(\tilde{\Delta} \alpha_i(t) = 0) \geq \mathbb{P}\left(\tilde{F}_i(t) \leq 4g(2n, \gamma)\right) \geq \mathbb{P}\left(\tilde{F}_i(t) - F_i(t) \leq \epsilon\right) \geq 1 - \exp\left(-3n \cdot g(2n, \gamma)\right) \geq 1 - 8^{1/d}n^{-1/2}.$$ 

Here the last line follows by (73). By similar reasoning, the same conclusion follows for all $t$ such that $F_i(t) \geq 1 - g(2n, \gamma)$ (i.e., the second half of (150)). Therefore we conclude that (74) holds for $t = x_i$ in the regime specified by (150).

Next suppose that, in contrast to (150), $t$ is such that

$$g(2n, \gamma) < F_i(t) < 1 - g(2n, \gamma). \quad (151)$$

In this case, test (18) is more likely to fail, so we switch to study test (19). Note that we set $\tilde{\Delta} \alpha_i(t) = 0$ (the desirable case) if Inequality (19) holds, and so we upper bound the probability that Inequality (19) fails.
Note that when Inequality (19) fails, at least one of the following four inequalities must hold. (If none of the these inequalities holds, it is easy to see that Inequality (19) must hold.) Thus,

\[
\begin{align*}
\max\{\hat{F}_{i|0}(t), \hat{F}_{i|1}(t)\} &> (1 + \delta_{n,d,\gamma})F_i(t), \\
\min\{\hat{F}_{i|0}(t), \hat{F}_{i|1}(t)\} &< (1 - \delta_{n,d,\gamma})F_i(t), \\
\max\{1 - \hat{F}_{i|0}(t), 1 - \hat{F}_{i|1}(t)\} &> (1 + \delta_{n,d,\gamma})(1 - F_i(t)), \\
\min\{1 - \hat{F}_{i|0}(t), 1 - \hat{F}_{i|1}(t)\} &< (1 - \delta_{n,d,\gamma})(1 - F_i(t))
\end{align*}
\]

must hold. Here the last step holds because in the current case of the set relationship (152). Recall that for i.i.d. Bernoulli random variables \(\mathbb{1}\{X_i^{0,j} \leq t\}, j \in \{1, \ldots, n\}\) with mean \(F_{i|0}(t) = g(2n, \gamma)\), we have from [12, Inequality (6)] that

\[
\begin{align*}
\mathbb{P}\left(\hat{F}_{i|0}(t) > (1 + \delta_{n,d,\gamma})F_{i|0}(t)\right) &\leq \exp \left( -\frac{1}{3} n \delta_{n,d,\gamma}^2 g(2n, \gamma) \right) \\
&\leq \exp \left( -\frac{1}{3} n \delta_{n,d,\gamma}^2 g(2n, \gamma) \right) = \frac{1}{d} n^{-\gamma/2},
\end{align*}
\]
while for the last term, by considering i.i.d. Bernoulli random variables \( 1 - \mathbb{1}\{X_i^{1,j} \leq t\}, j \in \{1, \ldots, n\} \) with mean \( 1 - F_i(1) > g(2n, \gamma) \), we have from [12] Inequality (7) that

\[
P \left( 1 - \hat{F}_{i1}(t) < (1 - \delta_{n,d,\gamma})(1 - F_i(1)) \right) \leq \exp \left( -\frac{1}{2} n \delta_{n,d,\gamma}^2 (1 - F_i(1)) \right)
\]

\[
\leq \exp \left( -\frac{1}{3} n \delta_{n,d,\gamma}^2 g(2n, \gamma) \right) = \frac{1}{d} n^{-\gamma/2}.
\] (154)

Here the last step of Inequalities (153) and (154) hold by the choice of \( \delta_{n,d,\gamma} \) in (20). Identical bounds are obtained for the other terms in the last step of (152).

Hence, we conclude that, by (149) and test (19), for all \( t \) such that \( g(2n, \gamma) < F_{iy}(t) < 1 - g(2n, \gamma) \), we have

\[
P(\Delta_x(t) = 0) \geq P \left( \max \left\{ \frac{\max \{\hat{F}_{i0}(t), \hat{F}_{i1}(t)\}}{\min \{\hat{F}_{i0}(t), \hat{F}_{i1}(t)\}} \right\}, \frac{\max \{1 - \hat{F}_{i0}(t), 1 - \hat{F}_{i1}(t)\}}{\min \{1 - \hat{F}_{i0}(t), 1 - \hat{F}_{i1}(t)\}} \right) \leq \frac{1 + \delta_{n,d,\gamma}}{1 - \delta_{n,d,\gamma}}
\]

\[
\geq 1 - 8 \frac{1}{d} n^{-\gamma/2}.
\]

Therefore we conclude that (74) holds for \( t = x_i \) in the regime specified by (151). Combining with our earlier display, we conclude that (74) holds for all \( x \in \mathbb{R}^d \) and \( i \notin S_x' \).

Finally, as stated in the theorem, (75) follows from (74) by a union bound argument. □

7.3. Proof of Theorem 3.4. We fix an arbitrary \( x \in \mathbb{R}^d \) satisfying Assumption 2.5, and an arbitrary \( i \in S_x'' \). We let

\[ t = x_i. \]

We first show that test (18) fails with overwhelming probability. Assumption 2.5, in particular (46), implies that

\[ 8g(2n, \gamma) \leq F_i(t) \leq 1 - 8g(2n, \gamma). \] (155)

Then, on the one hand, we have \( 4g(2n, \gamma)/F_i(t) \leq 1/2 \) by (155). Thus,

\[
P \left( \hat{F}_i(t) \leq 4g(2n, \gamma) \right) = P \left( \hat{F}_i(t) \leq \frac{4g(2n, \gamma)}{F_i(t)} F_i(t) \right) \leq P \left( \hat{F}_i(t) \leq \frac{1}{2} F_i(t) \right)
\]

\[
= P \left( \frac{1}{2} [\hat{F}_{i0}(t) + \hat{F}_{i1}(t)] \leq \frac{1}{2} \cdot \frac{1}{2} [F_{i0}(t) + F_{i1}(t)] \right) \leq \sum_{y \in \{0, 1\}} P \left( \hat{F}_{iy}(t) \leq \frac{1}{2} F_{iy}(t) \right)
\]

\[
\leq 2 \exp \left( -\frac{1}{8} n F_{iy}(t) \right) \leq 2 \exp \left( -n \cdot g(2n, \gamma) \right).
\]

Here, in the third inequality we have used Chernoff bound for relative deviations, and in the last inequality we have used \( F_{iy}(t) \geq 8g(2n, \gamma) \) as in (46). On the other hand, we also have
1 - \(F_{i0}(t)\) ≥ \(8g(2n, \gamma)\) by (155) and so \(4g(2n, \gamma)/(1 - F_{i0}(t)) \leq 1/2\). Thus,

\[
\mathbb{P}\left(\hat{F}_{i}(t) \geq 1 - 4g(2n, \gamma)\right) = \mathbb{P}\left(1 - \hat{F}_{i}(t) \leq 4g(2n, \gamma)\right) = \mathbb{P}\left(1 - \hat{F}_{i}(t) \leq \frac{4g(2n, \gamma)}{1 - F_{i}(t)}(1 - F_{i}(t))\right)
\]

\[
\leq \mathbb{P}\left(1 - \hat{F}_{i}(t) \leq \frac{1}{2}(1 - F_{i}(t))\right) \leq \sum_{y \in \{0, 1\}} \mathbb{P}\left(1 - \hat{F}_{i0}(t) \leq \frac{1}{2}(1 - F_{i0}(t))\right)
\]

\[
\leq 2 \exp\left(-\frac{1}{8} n(1 - F_{i0}(t))\right) \leq 2 \exp\left(-n \cdot g(2n, \gamma)\right).
\]

Here, in the third inequality we have again used Chernoff bound for relative deviations, and in the last inequality we have used \(1 - F_{i0}(t) \geq 8g(2n, \gamma)\) as in (46). Combining the above displays, we conclude that

\[
\mathbb{P}(\text{test (18) fails}) \geq 1 - 4 \exp\left(-n \cdot g(2n, \gamma)\right) \geq 1 - n^{-\gamma/2}.
\]

(156)

Here the second inequality follows by Assumption 3.2.

Next we discuss test (19). By Assumption 2.5, one of the inequalities (47), (48), (49), (50) hold. First, let’s assume that Inequality (47) holds. For test (19) to fail, it suffices to have that both

\[
\hat{F}_{i0}(t) \geq (1 - \bar{\delta}_{n,1,\gamma})F_{i0}(t)
\]

and

\[
\hat{F}_{i1}(t) \leq (1 + \bar{\delta}_{n,1,\gamma})F_{i1}(t)
\]

(158)

hold, because then we have

\[
\frac{1 + \bar{\delta}_{n,d,\gamma}}{1 - \bar{\delta}_{n,d,\gamma}} < \frac{(1 - \bar{\delta}_{n,1,\gamma})F_{i0}(t)}{(1 + \bar{\delta}_{n,1,\gamma})F_{i1}(t)} = \frac{\hat{F}_{i0}(t)}{\hat{F}_{i1}(t)} \leq \frac{\max\{\hat{F}_{i0}(t), \hat{F}_{i1}(t)\}}{\min\{\hat{F}_{i0}(t), \hat{F}_{i1}(t)\}}.
\]

Here the first inequality follows by (47), and the second inequality follows by (157) and (158). By similar derivation as Inequalities (153) and (154) with \(\bar{\delta}_{n,d,\gamma}\) replaced by \(\bar{\delta}_{n,1,\gamma}\), both Inequalities (157) and (158) hold with probabilities at least \(1 - n^{-\gamma/2}\). Hence

\[
\mathbb{P}\left(\frac{\max\{\hat{F}_{i0}(t), \hat{F}_{i1}(t)\}}{\min\{\hat{F}_{i0}(t), \hat{F}_{i1}(t)\}} > \frac{1 + \bar{\delta}_{n,d,\gamma}}{1 - \bar{\delta}_{n,d,\gamma}}\right) \geq 1 - 2n^{-\gamma/2},
\]

(159)

By a similar derivation, Inequality (48) implies (159) as well. Now, let’s assume that Inequality (50) holds. For test (19) to fail, it suffices to have that both

\[
1 - \hat{F}_{i1}(t) \geq (1 - \bar{\delta}_{n,1,\gamma})(1 - F_{i1}(t))
\]

(160)

and

\[
1 - \hat{F}_{i0}(t) \leq (1 + \bar{\delta}_{n,1,\gamma})(1 - F_{i0}(t))
\]

(161)
hold, because then we have
\[
\frac{1 + \tilde{\delta}_{n,d,\gamma}}{1 - \tilde{\delta}_{n,d,\gamma}} < \frac{(1 - \tilde{\delta}_{n,1,\gamma})(1 - F_{i|1}(t))}{(1 + \tilde{\delta}_{n,1,\gamma})(1 - F_{i|0}(t))} \leq \frac{1 - \hat{F}_{i|1}(t)}{1 - \hat{F}_{i|0}(t)} = \max\{1 - \hat{F}_{i|0}(t), 1 - \hat{F}_{i|1}(t)\} = \min\{1 - \hat{F}_{i|0}(t), 1 - \hat{F}_{i|1}(t)\}.
\]

By similar derivation as Inequalities (153) and (154) with \(\tilde{\delta}_{n,d,\gamma}\) replaced by \(\tilde{\delta}_{n,1,\gamma}\), both Inequalities (160) and (161) hold with probabilities at least \(1 - n^{-\gamma/2}\). Hence,
\[
\mathbb{P}\left(\frac{\max\{1 - \hat{F}_{i|0}(t), 1 - \hat{F}_{i|1}(t)\}}{\min\{1 - \hat{F}_{i|0}(t), 1 - \hat{F}_{i|1}(t)\}} > \frac{1 + \tilde{\delta}_{n,d,\gamma}}{1 - \tilde{\delta}_{n,d,\gamma}}\right) \geq 1 - 2n^{-\gamma/2}.
\]
(162)

By a similar derivation, Inequality (19) implies (162) as well.

Hence, we conclude that
\[
\mathbb{P}\left(\text{test (19) fails}\right) \geq 1 - 2n^{-\gamma/2}.
\]
(163)

By (156) and (163), and the fact that if (19) is violated then necessarily \(\hat{F}_{i|0}(t) \neq \hat{F}_{i|1}(t)\) and so \(\tilde{\Delta}_i(t) \neq 0\) (recall the definition of \(\tilde{\Delta}_i(t)\) as in (21)), we conclude that
\[
\mathbb{P}\left(\tilde{\Delta}_i(t) \neq 0\right) \geq 1 - 3n^{-\gamma/2}.
\]

Therefore we conclude that Inequality (78) holds for \(t = x_i\). Then, as stated in the theorem, (79) follows from (78) by a union bound argument, and Theorem 3.3 in particular (174).

Next we prove (80). Note that
\[
\left\{\left|\tilde{\Delta}_x(t) - \Delta x(t)\right| \geq 2\epsilon\right\}
= \left(\left\{\left|\tilde{\Delta}_x(t) - \Delta x(t)\right| \geq 2\epsilon\right\} \cap \left\{\tilde{\Delta}_x(t) = 0\right\}\right) \cup \left(\left\{\left|\tilde{\Delta}_x(t) - \Delta x(t)\right| \geq 2\epsilon\right\} \cap \left\{\tilde{\Delta}_x(t) \neq 0\right\}\right)
= \left(\left\{\tilde{\Delta}_x(t) = 0\right\} \cup \left\{\tilde{\Delta}_x(t) \neq 0\right\}\right)
\cup \left(\left\{\left|\tilde{\alpha}_{i|0}(t) - \tilde{\alpha}_{i|1}(t) - (\alpha_{i|0}(t) - \alpha_{i|1}(t))\right| \geq 2\epsilon\right\} \cap \left\{\tilde{\Delta}_x(t) \neq 0\right\}\right)
\subset \left\{\tilde{\Delta}_x(t) = 0\right\} \cup \left\{\left|\tilde{\alpha}_{i|0}(t) - \tilde{\alpha}_{i|1}(t) - (\alpha_{i|0}(t) - \alpha_{i|1}(t))\right| \geq 2\epsilon\right\}
\subset \left\{\tilde{\Delta}_x(t) = 0\right\} \cup \left\{\left|\tilde{\alpha}_{i|0}(t) - \alpha_{i|0}(t)\right| \geq \epsilon\right\} \cup \left\{\left|\tilde{\alpha}_{i|1}(t) - \alpha_{i|1}(t)\right| \geq \epsilon\right\}.
\]
Hence, by De Morgan’s law,
\[
\left\{\left|\tilde{\Delta}_x(t) - \Delta x(t)\right| < 2\epsilon\right\} \supset \left\{\tilde{\Delta}_x(t) \neq 0\right\} \cap \left\{\tilde{\alpha}_{i|0}(t) - \alpha_{i|0}(t)\right\} \cap \left\{\left|\tilde{\alpha}_{i|1}(t) - \alpha_{i|1}(t)\right| < \epsilon\right\},
\]
and thus, after taking intersections over \(i \in S''_x\), we have
\[
\cap_{i \in S''_x} \left\{\left|\tilde{\alpha}_{i|0}(x_i) - \alpha_{i|0}(x_i)\right| < \epsilon\right\} \cap \left\{\left|\tilde{\alpha}_{i|1}(x_i) - \alpha_{i|1}(x_i)\right| < \epsilon\right\} \cap \left\{\left|\tilde{\Delta}_x(t) - \Delta x(t)\right| < 2\epsilon\right\}
\supset \left(\cap_{i \in S''_x} \left\{\tilde{\alpha}_{i|0}(x_i) \neq 0\right\} \cap \left\{\left|\tilde{\alpha}_{i|0}(x_i) - \alpha_{i|0}(x_i)\right| < \epsilon\right\} \cap \left\{\left|\tilde{\alpha}_{i|1}(x_i) - \alpha_{i|1}(x_i)\right| < \epsilon\right\}\right) \cap \left\{\left|\tilde{\alpha}_{i|1}(x_i) - \alpha_{i|1}(x_i)\right| < \epsilon\right\}.
\]
(164)

Set relationship (164) further implies that
\[
H'_{x,\varepsilon} \supset \left(\tilde{S}''_x = S''_x \cap \left(\cap_{i \in S''_x} \cap_{\gamma \in [0,1]} \left\{\tilde{\alpha}_{i|y}(x_i) - \alpha_{i|y}(x_i)\right\} < \epsilon\right)\right) \cap \left\{\tilde{\Delta}_x(t) - \Delta x(t)\right\} < 2\epsilon\right\}.
\]
(165)
Then, Inequality \((80)\) follows from set relationship \((165)\), Inequality \((79)\), Assumption \(2.5\) and the observation following \((77)\) for \(i \in S''_x, y \in \{0, 1\}\), and Assumption \(3.2\).

7.4. **Proof of Theorem 3.7.** We fix an arbitrary \(i \in S'_x\). We have

\[
\left\{ |\tilde{\beta}_i(x) - \beta^*_i(x)| \leq 2(M-1)\epsilon + 2J_2KM_1s\sqrt{\gamma \log(n)}\lambda_n + 2J_2KM_1s\lambda_n\epsilon \right\} \cap H'_{x,\epsilon} \cap E_n
\]

\[
\sup \left\{ \left| \tilde{\alpha}_i(x) - \Delta \alpha_i(x) \right| \leq 2(M-1)\epsilon \right\} \cap H'_{x,\epsilon}
\]

\[
\sup \left\{ \left| \tilde{\Omega} - \Omega \right| \leq 2J_2KM_1s\sqrt{\gamma \log(n)}\lambda_n \right\} \cap E_n
\]

\[
\sup \left\{ \left| \tilde{\Omega} - \Omega \right| \leq 2J_2KM_1s\lambda_n\epsilon \right\} \cap H'_{x,\epsilon} \cap E_n.
\]

(166)

As mentioned earlier, the diagonal elements of \(\Omega\) are bounded below by one, and we are assuming \(\Omega \in \mathcal{U}(s, M, \kappa)\); hence, \(\|\tilde{\Omega} - I_d\|_1\). Also note that, for two vectors \(u, v \in \mathbb{R}^d\), we have \(|u^T v| \leq \|u\| \|v\| \max\). Finally, on the event \(H'_{x,\epsilon} \subset \{\tilde{S}'_x = S''_x\}\), \(\tilde{\alpha}_i(x_i) - \Delta \alpha_i(x_i)\) can be nonzero only if \(i \in S''_x\). Then, from \((166)\), for \(n\) large enough,

\[
\left\{ |\tilde{\beta}_i(x) - \beta^*_i(x)| \leq 2(M-1)\epsilon + 2J_2KM_1s\sqrt{\gamma \log(n)}\lambda_n + 2J_2KM_1s\lambda_n\epsilon \right\} \cap H'_{x,\epsilon} \cap E_n
\]

\[
\sup \left\{ (M-1) \max_{i \in S'_y} |\tilde{\alpha}_i(x_i) - \Delta \alpha_i(x_i)| \leq 2(M-1)\epsilon \right\} \cap H'_{x,\epsilon}
\]

\[
\sup \left\{ \|\tilde{\Omega} - \Omega\|_{\infty} \max_{i \in S'_y} |\Delta \alpha_i(x_i)| \leq 2J_2KM_1s\sqrt{\gamma \log(n)}\lambda_n \right\} \cap E_n
\]

\[
\sup \left\{ \|\tilde{\Omega} - \Omega\|_{\infty} \max_{i \in S'_y} |\tilde{\alpha}_i(x_i) - \Delta \alpha_i(x_i)| \leq 2J_2KM_1s\lambda_n\epsilon \right\} \cap H'_{x,\epsilon} \cap E_n
\]

\[
\sup H'_{x,\epsilon} \cap E_n.
\]

Here the last step follows by the definition of \(H'_{x,\epsilon}\) as in \((76)\), Proposition \(3.6\) regarding \(\|\tilde{\Omega} - \Omega\|_{\infty}\) on \(E_n\), and the fact that \(\max_{i \in S''_x} |\Delta \alpha_i(x_i)| \leq \max_{i \in S''_y} (|\alpha_{i0}(x_i)| + |\alpha_{i1}(x_i)|) \leq 2a_n = 2\sqrt{\gamma \log(n)}\), which follows by Assumptions \(2.5\) in particular \((77)\). In addition, by the choices of \(H'_{x,\epsilon}, E_n\) and Proposition \(3.6\), we have, for \(n\) large enough,

\[
H'_{x,\epsilon} \cap E_n \subset \{\tilde{S}'_x = S''_x\} \cap \{\text{sgn}(\tilde{\Omega} - I_d) = \text{sgn}(\Omega - I_d)\} = \{\tilde{S}'_x = S'_x\}.
\]

Thus, we conclude that

\[
H'_{x,\epsilon} \cap E_n \subset L_{x,\epsilon}
\]

and hence

\[
\mathbb{P}(L_{x,\epsilon}) \geq \mathbb{P}(H'_{x,\epsilon} \cap E_n).
\]
Here in the second inequality we have invoked (85). Thus, by Theorem 3.7, on the event 
then follows. □ 
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7.5. Proof of Theorem 3.8. We assume that \( n \) is large enough. We have

\[
\left| \left( \hat{\alpha}_0 + \hat{\alpha}_1 \right)^T \hat{\beta} - (\alpha_0 + \alpha_1)^T \beta^* \right| (x) 
\leq \left| (\hat{\alpha}_0(x) + \hat{\alpha}_1(x) - \alpha_0(x) - \alpha_1(x))^T \beta^*(x) \right| + \left| (\alpha_0(x) + \alpha_1(x))^T (\hat{\beta}(x) - \beta^*(x)) \right| 
+ \left| (\hat{\alpha}_0(x) + \hat{\alpha}_1(x) - \alpha_0(x) - \alpha_1(x))^T (\hat{\beta}(x) - \beta^*(x)) \right| 
\leq \max_{i \in S_x} (|\hat{\alpha}_{i|0}(x_i) - \alpha_{i|0}(x_i)| + |\hat{\alpha}_{i|1}(x_i) - \alpha_{i|1}(x_i)|) \| \beta^*(x) \| \ell_1 
+ |S'_x \cup \tilde{S}'_x| \max_{i \in S'_x} |\alpha_{i|0}(x_i) + \alpha_{i|1}(x_i)| \max_{i \in \tilde{S}'_x} |\hat{\beta}_i(x) - \beta^*_i(x)| 
+ |S'_x \cup \tilde{S}'_x| \max_{i \in S'_x} (|\hat{\alpha}_{i|0}(x_i) - \alpha_{i|0}(x_i)| + |\hat{\alpha}_{i|1}(x_i) - \alpha_{i|1}(x_i)|) \max_{i \in \tilde{S}'_x} |\hat{\beta}_i(x) - \beta^*_i(x)|. 
\]

Here in the second inequality we have invoked (85). Thus, by Theorem 3.7, on the event 
\( L'_{x,\epsilon} \) (on which \( \{\tilde{S}'_x = S'_x\} \) through the event \( L_{x,\epsilon} \) as defined in (86)), we have from the above

\[
\left| \left( \hat{\alpha}_0 + \hat{\alpha}_1 \right)^T \hat{\beta} - (\alpha_0 + \alpha_1)^T \beta^* \right| (x) 
\leq \max_{i \in S_x} (|\hat{\alpha}_{i|0}(x_i) - \alpha_{i|0}(x_i)| + |\hat{\alpha}_{i|1}(x_i) - \alpha_{i|1}(x_i)|) \| \beta^*(x) \| \ell_1 
+ s' \max_{i \in S'_x} |\alpha_{i|0}(x_i) + \alpha_{i|1}(x_i)| \max_{i \in \tilde{S}'_x} |\hat{\beta}_i(x) - \beta^*_i(x)| 
+ s' \max_{i \in S'_x} (|\hat{\alpha}_{i|0}(x_i) - \alpha_{i|0}(x_i)| + |\hat{\alpha}_{i|1}(x_i) - \alpha_{i|1}(x_i)|) \max_{i \in \tilde{S}'_x} |\hat{\beta}_i(x) - \beta^*_i(x)| 
\leq 2\epsilon \| \beta^*(x) \| \ell_1 + 2s' \sqrt{\gamma \log(n)} \left[ 2(M - 1)\epsilon + 2J_2KMs\sqrt{\gamma \log(n)}\lambda_n + 2J_2KMs\lambda_n \epsilon \right] 
+ 2s' \epsilon \left[ 2(M - 1)\epsilon + 2J_2KMs\sqrt{\gamma \log(n)}\lambda_n + 2J_2KMs\lambda_n \epsilon \right]. 
\]

Here in the second inequality we have invoked Assumption 2.6. Hence, we have shown (89).

It remains to establish (90). Note that \( L'_{x,\epsilon} \) differs from \( L_{x,\epsilon} \) by at most a set in the parenthesis on the right hand side of (88), which has probability at least

\[
1 - 4s' \exp\left( -J_1 \frac{n^{1-\gamma/2} \epsilon^2}{\sqrt{\gamma \log(n)}} \right) - 2s' n^{-\gamma/2} 
\]

by Lemma 3.1 and Assumptions 2.4 and 2.6. Combining this result with (87), Inequality (90) 
then follows. □

8. Proofs for Section 4

8.1. Proof of Proposition 4.1. We have

\[
\hat{f}_{ij}(t) - \mathbb{E} \hat{f}_{ij}(t) = \frac{1}{n} \sum_{j=1}^{n} \left\{ \frac{1}{h_{n,i}} K_i \left( \frac{X_{y,j} - t}{h_{n,i}} \right) - \mathbb{E} \left[ \frac{1}{h_{n,i}} K_i \left( \frac{X_{y,j} - t}{h_{n,i}} \right) \right] \right\}. 
\]
Note that
\[
\forall \left\{ K_i \left( X_{i}^{y,j} - t \right) / h_{n,i} \right\} - \mathbb{E} \left[ K_i \left( X_{i}^{y,j} - t \right) / h_{n,i} \right] \leq \mathbb{E} \left[ K_i^2 \left( X_{i}^{y,j} - t \right) / h_{n,i} \right]
= \int K_i^2 \left( z - t \right) / h_{n,i} f_{i|y}(z) dz = \int_{t-h_{n,i}}^{t+h_{n,i}} K_i^2 \left( z - t \right) / h_{n,i} f_{i|y}(z) dz 
\leq \int_{t-h_{n,i}}^{t+h_{n,i}} K_i^2 \left( z - t \right) / h_{n,i} \sup_{z' \in [t-h_{n,i}, t+h_{n,i}]} f_{i|y}(z') dz 
\leq 2 \int K_i^2 \left( z - t \right) / h_{n,i} f_{i|y}(t) dz
= 2 f_{i|y}(t) \int K_i^2 \left( z - t \right) / h_{n,i} dz = 2 \| K_i \|^2_{L^2} f_{i|y}(t) h_{n,i}.
\]
Here the second equality follows from the fact that \( K_i \) is supported on \([-1, 1] \), and in the third inequality we have invoked (95). Hence, we conclude that
\[
\forall \left\{ 1 / h_{n,i} K_i \left( X_{i}^{y,j} - t \right) / h_{n,i} \right\} - \mathbb{E} \left[ 1 / h_{n,i} K_i \left( X_{i}^{y,j} - t \right) / h_{n,i} \right] \leq 2 \| K_i \|^2_{L^2} f_{i|y}(t) / h_{n,i}. \tag{167}
\]
We also have
\[
\left| 1 / h_{n,i} K_i \left( X_{i}^{y,j} - t \right) / h_{n,i} \right| - \mathbb{E} 1 / h_{n,i} K_i \left( X_{i}^{y,j} - t \right) / h_{n,i} \right| \leq 2 \| K_i \|^2_{L^\infty} / h_{n,i}. \tag{168}
\]
Then, by Bernstein’s inequality,
\[
\mathbb{P} \left\{ \left| \hat{f}_{i|y}(t) - \mathbb{E} \hat{f}_{i|y}(t) \right| \geq \epsilon' \right\} = \mathbb{P} \left\{ \left| \hat{f}_{i|y}(t) - \mathbb{E} \hat{f}_{i|y}(t) \right| \geq \epsilon' \hat{f}_{i|y}(t) \right\}
\leq 2 \exp \left( - \frac{n^2 \epsilon'^2 f_{i|y}^2(t)}{2n \mathbb{V} \left\{ 1 / h_{n,i} K_i \left( X_{i}^{y,j} - t \right) / h_{n,i} \right\} - \mathbb{E} 1 / h_{n,i} K_i \left( X_{i}^{y,j} - t \right) / h_{n,i} \right\} + \frac{4}{3} \| K_i \|^2_{L^\infty} n \epsilon' f_{i|y}(t) / h_{n,i} \right}
\leq 2 \exp \left( - \frac{n \epsilon'^2 f_{i|y}^2(t)}{4 \| K_i \|^2_{L^2} f_{i|y}(t) / h_{n,i} + \frac{4}{3} \| K_i \|^2_{L^\infty} \epsilon' f_{i|y}(t) / h_{n,i} \right)
\leq 2 \exp \left( - \frac{3}{8 \max \left\{ \| K_i \|^2_{L^\infty} \epsilon', 3 \| K_i \|^2_{L^2} \right\} n \epsilon'^2 f_{i|y}(t) / h_{n,i} \right),
\]
which is the conclusion of the proposition.

\[\square\]

8.2. Proof of Theorem 4.2. We first prove case for the Hölder class. We use the decomposition
\[
\hat{f}_{i|y}(t) - f_{i|y}(t) = \left[ \hat{f}_{i|y}(t) - \mathbb{E} \hat{f}_{i|y}(t) \right] + \left[ \mathbb{E} \hat{f}_{i|y}(t) - f_{i|y}(t) \right].
\]
By standard derivation (e.g., [27, Proposition 1.2]), for the bias part, we have
\[ |\mathbb{E}_{i|y}(\hat{f}_{i|y}(t)) - f_{i|y}(t)| \leq \frac{L_i}{l!}n_i^{\beta_i} \int_{-1}^{1} |K_i(u)||u^{\beta_i}|du \leq 2 \frac{L_i}{l!}||K_i||_{L^\infty}n_i^{\beta_i} = \frac{1}{2+C_i^{\beta_i}}h_n^{\beta_i}. \] (169)

Next, because \( t \) satisfies (99), by Proposition 4.1, Inequality (96) holds. Combining (96) and (169), we have
\[
P \left\{ \frac{|\hat{f}_{i|y}(t) - f_{i|y}(t)|}{f_{i|y}(t)} \geq \epsilon_n \right\} \leq \frac{2}{\epsilon_n} \left\{ \frac{1}{2+C_i^{\beta_i}}h_n^{\beta_i} \geq \frac{1}{2}\epsilon_n f_{i|y}(t) \right\}
\leq 2 \exp \left( -\frac{3}{32\max\{||K_i||_{L^\infty},3||K_i||_{L^2}^2\}}n^{\epsilon_n^2}f_{i|y}(t)h_n^{\beta_i} \right) + \frac{1}{2+C_i^{\beta_i}}h_n^{\beta_i} \geq \frac{1}{2}\epsilon_n f_{i|y}(t)
\leq 2 \exp \left( -\frac{3}{32\max\{||K_i||_{L^\infty},3||K_i||_{L^2}^2\}}n^{\epsilon_n^2}f_{n,i}h_n^{\beta_i} \right) + \frac{1}{2+C_i^{\beta_i}}h_n^{\beta_i} \geq C_i \left( \epsilon_n f_{n,i} \right) \frac{1}{\epsilon_n^{\beta_i}}
= 2 \exp \left( -\frac{3}{32\max\{||K_i||_{L^\infty},3||K_i||_{L^2}^2\}}n^{\epsilon_n^2}f_{n,i}h_n^{\beta_i} \right). \] (170)

Here the last equality follows from (34). Then, Inequality (97) follows from Inequality (170) by the choices (32) of \( \epsilon_n \), (33) of \( f_{n,i} \) with a large enough constant \( J_{\beta_i,\gamma,C_d} \), and (34) of \( h_n,i \).

Next we prove the case for the super-smooth densities. By Definition 2.1 and the choice (35) of the bandwidth \( h_n,i \), we have
\[ |\mathbb{E}_{i|y}(\hat{f}_{i|y}(t)) - f_{i|y}(t)| \leq c_{[\log(n)]}h_n^{[\log(n)]} = c_{[\log(n)]}H_i^{[\log(n)]} \log^{-\frac{1}{4}}[\log(n)](n). \] (171)

Then, from (171), the assumption \( c_{[\log(n)]} \to 0 \) as \( n \to \infty \), and the fact that \( \log^{-\frac{1}{4}}[\log(n)](n) = o(n^{-c}) \) for all \( \epsilon > 0 \), we have
\[ 1 \left\{ \frac{|\mathbb{E}_{i|y}(\hat{f}_{i|y}(t)) - f_{i|y}(t)|}{f_{i|y}(t)} \geq \epsilon_n \right\} \leq 1 \left\{ c_{[\log(n)]}H_i^{[\log(n)]} \log^{-\frac{1}{4}}[\log(n)](n) \geq \frac{1}{2}\epsilon_n f_{n,i} \right\} = 0 \] (172)
for all \( n \) large enough. Then, replacing the second term in the second line of (170) by (172), and upper bounding the term \( \max\{||K_i||_{L^\infty},3||K_i||_{L^2}^2\} \) in the third line of (170) by \( 3||K_i^{[\log(n)]}||_{L^2}^2 \leq 3||\log(n)||_{L^2} \) for \( n \) large enough, again yield Inequality (97).

8.3. Proof of Theorem 4.3. We fix an arbitrary \( x \in \mathbb{R}^d \) satisfying Assumption 2.7 and an arbitrary \( i \notin S^f_x \). We let
\[ t = x_i. \]

By the construction of our test, we have
\[ P(\tilde{\Delta} \log f_i(t) = 0) \geq \min \{ P(\text{test (39) succeeds}), P(\text{test (40) succeeds}) \}. \] (173)
First, suppose that \( t \) satisfies
\[
f_i(t) = f_{i0}(t) = f_{i1}(t) < f_{n,i}.
\] (174)

In this case, we focus on test (39). Note that we would like Inequality (39) to hold so that we set \( \Delta \log f_i(x_i) = 0 \).

For the case of the Hölder class, as in (169), the bias term \( \mathbb{E}\hat{f}_i(t) - f_i(t) \) satisfies
\[
|\mathbb{E}\hat{f}_i(t) - f_i(t)| \leq \sum_{y \in \{0,1\}} \frac{1}{2} |\mathbb{E}\hat{f}_{i|y}(t) - f_{i|y}(t)| \leq \frac{1}{2} C_i^\beta_i h_{n,i}^{\beta_i} = \frac{1}{2} C_i h_{n,i} \epsilon_n f_{n,i} = o(f_{n,i}).
\] (175)

Here the first equality follows from our choice (34) of \( h \), and the second equality follows by (32). For the case of super-smooth densities, the conclusion of Inequality (175) holds as well by a derivation similar to that of (171) and (172).

Next we discuss the variance part. By Assumption 2.7 and the restriction on \( t \) by (174), we have \( \sup_{z' \in [t-h_{n,i},t+h_{n,i}]} \mathbb{E}\hat{f}_{i|y}(z') \leq 2 f_{n,i} \). Then, by the derivation of (167), we have
\[
\mathbb{E}\left[ \frac{1}{h_{n,i}} K_i \left( \frac{X_{i|y} - t}{h_{n,i}} \right) \right] \leq 2 \| K_i \|_{L^2}^2 \frac{f_{n,i}}{h_{n,i}}
\]
and we also recall (168). Then, by Bernstein’s inequality,
\[
\mathbb{P} \left\{ \hat{f}_i(t) - \mathbb{E}\hat{f}_i(t) > f_{n,i} \right\} \leq \sum_{y \in \{0,1\}} \mathbb{P} \left\{ \hat{f}_{i|y}(t) - \mathbb{E}\hat{f}_{i|y}(t) > f_{n,i} \right\}
\]
\[
\leq 2 \exp \left( - \frac{C n^2 f_{n,i}^2}{n \mathbb{E} \left[ \frac{1}{h_{n,i}} K_i \left( \frac{X_{i|y} - t}{h_{n,i}} \right) \right] + \| K_i \|_{L^\infty} f_{n,i} h_{n,i} } \right)
\]
\[
\leq 2 \exp \left( - \frac{C}{\max \{ \| K_i \|_{L^2}, \| K_i \|_{L^\infty} \} f_{n,i} h_{n,i} } \right) \leq \exp \left( -c'_i n^{c_i} \right).
\] (176)

for some constants \( c_i, c'_i > 0 \) dependent only on the parameters \( \beta_i, \gamma, C_i, L_i, \| K_i \|_{L^2}, \| K_i \|_{L^\infty} \).

Hence, we conclude that, for \( n \) large enough,
\[
\mathbb{P}(\tilde{\Delta} \log f_i(t) = 0) \geq \mathbb{P} \left( \hat{f}_i(t) \leq 3 f_{n,i} \right) \geq \mathbb{P} \left( \hat{f}_i(t) - f_i(t) \leq 2 f_{n,i} \right)
\]
\[
\geq \mathbb{P} \left( \left\{ \hat{f}_i(t) - \mathbb{E}\hat{f}_i(t) \leq f_{n,i} \right\} \cap \left\{ |\mathbb{E}\hat{f}_i(t) - f_i(t)| \leq f_{n,i} \right\} \right)
\]
\[
\geq \mathbb{P} \left( \hat{f}_i(t) - \mathbb{E}\hat{f}_i(t) \leq f_{n,i} \right) - 1 \left\{ |\mathbb{E}\hat{f}_i(t) - f_i(t)| > f_{n,i} \right\}
\]
\[
\geq 1 - \exp \left( -c'_i n^{c_i} \right).
\]
Here, the first Inequality follows from (173) and (39), the second inequality follows from (174), and the last inequality follows from (175) and its counterpart for super-smooth densities, and (176). Therefore we conclude that (99) holds for \( t = x_i \) specified by the regime (174).
Next suppose that, in contrast to (174), \( t \) is such that
\[
f_i(t) = f_{i|0}(t) = f_{i|1}(t) \geq f_{n,i}.
\tag{177}
\]
In this case, test (39) is more likely to fail, so we switch to study test (40). Note that we set \( \tilde{\Delta} \log f_i(t) = 0 \) (the desirable case) if Inequality (40) holds. For brevity we let, for \( y \in \{0, 1\} \),
\[
\delta_y = \tilde{f}_{i|y}(t) - f_{i|y}(t).
\]
Using the mean value theorem, we have
\[
\left| \log \tilde{f}_{i|0}(t) - \log \tilde{f}_{i|1}(t) - (\log f_{i|0}(t) - \log f_{i|1}(t)) \right| \leq \frac{\delta_0}{\tilde{f}_{i|0}(t)} + \frac{\delta_1}{\tilde{f}_{i|1}(t)}.
\tag{178}
\]
Here \( \tilde{f}_{i|y}(t) \) is some number sandwiched between \( f_{i|y}(t) \) and \( \hat{f}_{i|y}(t) \). We define the event
\[
L_{n,i,\gamma,t} = \cap_{y \in \{0, 1\}} \left\{ \left| \frac{\tilde{f}_{i|y}(t) - f_{i|y}(t)}{\tilde{f}_{i|y}(t)} \right| < \epsilon_n \right\}.
\tag{179}
\]
Then, we further deduce from (178) that, on the event \( L_{n,i,\gamma,t} \),
\[
\left| \log \tilde{f}_{i|0}(t) - \log \tilde{f}_{i|1}(t) - (\log f_{i|0}(t) - \log f_{i|1}(t)) \right| \leq \frac{|\delta_0|}{\tilde{f}_{i|0}(t)} + \frac{|\delta_1|}{\tilde{f}_{i|1}(t)} < 2 \epsilon_n = \tilde{\delta}_{n,\gamma}
\tag{180}
\]
(we recall \( \tilde{\delta}_{n,\gamma} \) as defined in (41)). Therefore, from (173), (40) and (180), we have
\[
\mathbb{P}(\tilde{\Delta} \log f_i(t) = 0) \geq \mathbb{P} \left( \left| \log \tilde{f}_{i|0}(t) - \log \tilde{f}_{i|1}(t) \right| < \tilde{\delta}_{n,\gamma} \right)
= \mathbb{P} \left( \left| \log \tilde{f}_{i|0}(t) - \log \tilde{f}_{i|1}(t) - (\log f_{i|0}(t) - \log f_{i|1}(t)) \right| < \tilde{\delta}_{n,\gamma} \right) \geq \mathbb{P}(L_{n,i,\gamma,t}).
\tag{181}
\]
Here the equality follows because in the current case \( f_{i|0}(t) = f_{i|1}(t) \).

Because in the current case specified by (177), condition (95) holds for \( y \in \{0, 1\} \), we can apply Inequality (97) in Theorem 4.2 to conclude that
\[
\mathbb{P}(L_{n,i,\gamma,t}) \geq 1 - \frac{2}{d}n^{-\gamma/2}.
\tag{182}
\]
Therefore, from (181) and (182), we conclude that (99) holds for \( t = x_i \) specified by the regime (177). Combining with our earlier display, we conclude that (99) holds.

Finally, as stated in the theorem, (100) follows from (99) by a union bound argument. \( \square \)
8.4. **Proof of Theorem 4.4.** We fix an arbitrary \( x \in \mathbb{R}^d \) satisfying Assumptions 2.7 and 2.8 and an arbitrary \( i \in S^f_x \). We let
\[
t = x_i.
\]

We have
\[
\{ |\tilde{\Delta} \log f_i(t) - \Delta \log f_i(t) | < 2\tilde{\delta}_{n,\gamma} \}
\supset \left( \{ |\tilde{\Delta} \log f_i(t) - \Delta \log f_i(t) | < \tilde{\delta}_{n,\gamma} \} \cap \{ \tilde{\Delta} \log f_i(t) \neq 0 \} \right)
\cup \left( \{ |\tilde{\Delta} \log f_i(t) - \Delta \log f_i(t) | < 2\tilde{\delta}_{n,\gamma} \} \cap \{ \tilde{\Delta} \log f_i(t) = 0 \} \right)
\supset \left( \{ \log \hat{f}_{i|0}(t) - \log \hat{f}_{i|1}(t) - (\log f_{i|0}(t) - \log f_{i|1}(t)) \mid < \tilde{\delta}_{n,\gamma} \} \cap \{ \tilde{\Delta} \log f_i(t) \neq 0 \} \right)
\cup \left( \{ \tilde{\Delta} \log f_i(t) < 2\tilde{\delta}_{n,\gamma} \} \cap \{ \tilde{\Delta} \log f_i(t) = 0 \} \right).
\]

(183)

We discuss separately the cases
\[
|\Delta \log f_i(t)| < 2\tilde{\delta}_{n,\gamma}
\]
(184)
and
\[
|\Delta \log f_i(t)| \geq 2\tilde{\delta}_{n,\gamma}.
\]
(185)

First, we suppose that (184) holds. Then, from (183), we have
\[
\left\{ \left| \tilde{\Delta} \log f_i(t) - \Delta \log f_i(t) \right| < 2\tilde{\delta}_{n,\gamma} \right\}
\supset \left( \left\{ \left| \log \hat{f}_{i|0}(t) - \log \hat{f}_{i|1}(t) - (\log f_{i|0}(t) - \log f_{i|1}(t)) \right| < \tilde{\delta}_{n,\gamma} \right\} \cap \left\{ \tilde{\Delta} \log f_i(t) \neq 0 \right\} \right)
\cup \left( \left\{ \left| \tilde{\Delta} \log f_i(t) - \Delta \log f_i(t) \right| < 2\tilde{\delta}_{n,\gamma} \right\} \cap \left\{ \tilde{\Delta} \log f_i(t) = 0 \right\} \right)
\supset \left( \left\{ \log \hat{f}_{i|0}(t) - \log \hat{f}_{i|1}(t) - (\log f_{i|0}(t) - \log f_{i|1}(t)) \mid < \tilde{\delta}_{n,\gamma} \right\} \cap \left\{ \tilde{\Delta} \log f_i(t) \neq 0 \right\} \right)
\cup \left( \left\{ \log \hat{f}_{i|0}(t) - \log \hat{f}_{i|1}(t) - (\log f_{i|0}(t) - \log f_{i|1}(t)) \mid < \tilde{\delta}_{n,\gamma} \right\} \cap \left\{ \tilde{\Delta} \log f_i(t) = 0 \right\} \right)
\supset \left( \left\{ \log \hat{f}_{i|0}(t) - \log \hat{f}_{i|1}(t) - (\log f_{i|0}(t) - \log f_{i|1}(t)) \right\mid < \tilde{\delta}_{n,\gamma} \right\} \supset L_{n,i,\gamma,t}.
\]

(186)

Here the last step follows because (180) holds on the event \( L_{n,i,\gamma,d} \) introduced in (179).

Next, suppose that (185) holds instead of (184). Then, from (183), we have
\[
\left\{ \left| \tilde{\Delta} \log f_i(t) - \Delta \log f_i(t) \right| < 2\tilde{\delta}_{n,\gamma} \right\}
\supset \left( \left\{ \log \hat{f}_{i|0}(t) - \log \hat{f}_{i|1}(t) - (\log f_{i|0}(t) - \log f_{i|1}(t)) \mid < \tilde{\delta}_{n,\gamma} \right\} \cap \left\{ \tilde{\Delta} \log f_i(t) \neq 0 \right\} \right)
\cup \left( \left\{ \log \hat{f}_{i|0}(t) - \log \hat{f}_{i|1}(t) - (\log f_{i|0}(t) - \log f_{i|1}(t)) \mid < \tilde{\delta}_{n,\gamma} \right\} \cap \left\{ \tilde{\Delta} \log f_i(t) = 0 \right\} \right)
\supset \left( \left\{ \log \hat{f}_{i|0}(t) - \log \hat{f}_{i|1}(t) - (\log f_{i|0}(t) - \log f_{i|1}(t)) \mid < \tilde{\delta}_{n,\gamma} \right\} \cap \left\{ \tilde{\Delta} \log f_i(t) \neq 0 \right\} \right)
\cup \left( \left\{ \log \hat{f}_{i|0}(t) - \log \hat{f}_{i|1}(t) - (\log f_{i|0}(t) - \log f_{i|1}(t)) \mid < \tilde{\delta}_{n,\gamma} \right\} \cap \left\{ \tilde{\Delta} \log f_i(t) = 0 \right\} \right)
\supset L_{n,i,\gamma,t} \cap \left\{ \hat{f}_i(t) > 3f_{n,i} \right\} = L_{n,i,\gamma,t} \cap L_{n,i,\gamma,t}.
\]

(187)
Here the second step follows because, by tests (39) and (40), the dual conditions \( \hat{f}_i(t) > 3f_{n,i} \), and \( \log \hat{f}_{i0}(t) - \log \hat{f}_{i1}(t) - (\log f_{i0}(t) - \log f_{i1}(t)) < \delta_{n,\gamma} \) when (185) holds, together implies \( \Delta \log f_i(t) \neq 0 \), and in the last step we have introduced the event

\[
L'_{n,i,\gamma,t} = \left\{ \hat{f}_i(t) > 3f_{n,i} \right\}. 
\]

We have

\[
L'^{c}_{n,i,\gamma,t} \subset \bigcup_{y \in \{0,1\}} \left\{ \hat{f}_{iy}(t) \leq 3f_{n,i} \right\} \subset \bigcup_{y \in \{0,1\}} \left\{ \hat{f}_{iy}(t) \leq (1 - \epsilon_n)f_{iy}(t) \right\} = \bigcup_{y \in \{0,1\}} \left\{ \left| \hat{f}_{iy}(t) - f_{iy}(t) \right| \leq -\epsilon_n f_{iy}(t) \right\} \subset \bigcup_{y \in \{0,1\}} \left\{ \left| \hat{f}_{iy}(t) - f_{iy}(t) \right| \geq \epsilon_n f_{iy}(t) \right\}.
\]

Here the second inequality follows from (185). The above implies that

\[
L'_{n,i,\gamma,t} \supset \bigcap_{y \in \{0,1\}} \left\{ \left| \hat{f}_{iy}(t) - f_{iy}(t) \right| < \epsilon_n f_{iy}(t) \right\} = L_{n,i,\gamma,t},
\]

which, together with (187), further implies that, for the case (185),

\[
\left\{ \left| \Delta \log f_i(t) - \Delta \log f_i(t) \right| < 2\delta_{n,\gamma} \right\} \supset L_{n,i,\gamma,t}. \tag{188}
\]

Combining (186) and (188) for the cases (184) and (185) respectively, and taking the intersection over \( i \in S^f_x \), we conclude that

\[
\cap_{i \in S^f_x} \left\{ \left| \Delta \log f_i(x_i) - \Delta \log f_i(x_i) \right| \leq 2\delta_{n,\gamma} \right\} \supset \cap_{i \in S^f_x} L_{n,i,\gamma,x_i}
\]

which further implies

\[
L_{x,n}^{\text{bayes}} \supset \left\{ \hat{S}^f_x \subset S^f_x \right\} \cap \left( \cap_{i \in S^f_x} L_{n,i,\gamma,x_i} \right). \tag{189}
\]

Then, Inequality (103) follows from set relationship (189), Inequality (100) in Theorem 4.3 and Inequality (182) for \( t = x_i \) with \( i \in S^f_x \) (which holds because (95) holds for \( t = x_i \) with \( i \in S^f_x \) and for \( y \in \{0,1\} \) by Assumption 2.8).

Finally we prove (102) on the event \( L_{x,n}^{\text{bayes}} \). On this event we have

\[
\left\| \hat{\Delta} \log f - \Delta \log f \right\|_{\ell_1} = \sum_{i \in S^f_x} \left| \hat{\Delta} \log f_i(x_i) - \Delta \log f_i(x_i) \right| \leq 2s^f_x \delta_{n,\gamma}.
\]

Here the equality follows because \( \hat{S}^f_x \subset S^f_x \), and the inequality follows because for all \( i \in S^f_x \) we have \( \left| \Delta \log f_i(x_i) - \Delta \log f_i(x_i) \right| \leq 2\delta_{n,\gamma} \), all by the definition of \( L_{x,n}^{\text{bayes}} \) as in (101).

\[ \square \]
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Appendix A. Auxiliary proofs

A.1. Proof of Proposition 7.1

(132) is well known, see for instance Inequality (9) in [11]. Result analogous to (133) in terms of the closely related complementary error function is well known too; here for completeness we give the derivation of (133). Starting from Equation (2) and Inequality (5) in [5], we have

\[ 1 - \Phi(x) \leq \frac{1}{2} e^{-x^2/2}, \]

which further implies that

\[ \log(2(1 - \Phi(x))) \leq -x^2/2 \Rightarrow x \leq \sqrt{2 \log \frac{1}{2(1 - \Phi(x))}} \Rightarrow \Phi^{-1}(x) \leq \sqrt{2 \log \frac{1}{2(1 - x)}}. \]

□

A.2. Proof of Proposition 7.2

We let \( t \) be such that \( \alpha_{i|y}(t) = a_n \). We have

\[ g(n, \gamma) = \frac{1}{2a_n} \phi(a_n) \leq \frac{a_n}{1 + a_n^2} \phi(a_n) \leq 1 - \Phi(a_n) \leq \frac{1}{a_n} \phi(a_n) = 2g(n, \gamma) \quad (190) \]

Here the first inequality follows because \( a_n \geq 1 \) by assumption, the second and third inequalities follow by (132). Then, substituting \( \Phi(a_n) = \Phi(\alpha_{i|y}(t)) = F_{i|y}(t) \) into (190) yields (136).

By symmetry and (136), we have that, for \( t \) be such that \( \alpha_{i|y}(t) = -a_n \),

\[ g(n, \gamma) \leq F_{i|y}(t) \leq 2g(n, \gamma). \quad (191) \]

Then, (137) follows from the first halves of (136) and (191), and the monotonicity of \( \alpha_{i|y} \) and \( F_{i|y} \). □

A.3. The margin assumption for Gaussian classification

In this section we consider the margin assumption for classifying two Gaussian distributions with the same covariance matrix \( \Sigma \in \mathbb{R}^{d \times d} \). Without loss of generality we assume that \( (X|Y = 0) \sim N(0, \Sigma) \), \( (X|Y = 1) \sim N(\mu, \Sigma) \) for some \( \mu \in \mathbb{R}^d \). It is straightforward to derive that, for \( x \in \mathbb{R}^d \),

\[ |\log(f_0/f_1)(x)| = |\mu^T\Sigma^{-1}x - \mu^T\Sigma^{-1}\mu/2|. \quad (192) \]

Note that \( (\mu^T\Sigma^{-1}X|Y = 0) \sim N(0, \mu^T\Sigma^{-1}\mu) \). Hence, we have

\[ P(0 < |\log(f_0/f_1)(X)| \leq t) = P(0 < |\log(f_0/f_1)(X)| \leq t|Y = 0) \]

\[ = P(0 < |\mu^T\Sigma^{-1}X - \mu^T\Sigma^{-1}\mu/2| \leq t|Y = 0) \]

\[ \leq \frac{2}{\sqrt{2\pi\mu^T\Sigma^{-1}\mu}}t. \]

Here the first equality follows by symmetry, the second equality follows by (192), and the inequality follows because the density of the \( N(0, \mu^T\Sigma^{-1}\mu) \) distribution is bounded above by
\[1/\sqrt{2\pi\mu^T\Sigma^{-1}\mu}.\] Hence we conclude from the above that in this case the margin assumption, i.e., Assumption [2, 10] is fulfilled with \(\alpha = 1\).
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