Optimization-based calibration of hydrodynamic drag coefficients for a semisubmersible platform using experimental data of an irregular sea state
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Abstract. For the simulation of the coupled dynamic response of floating offshore wind turbines, it is crucial to calibrate the hydrodynamic damping with experimental data. The aim of this work is to find a set of hydrodynamic drag coefficients for the semisubmersible platform of the Offshore Code Comparison Collaboration, Continuation, with Correlation and Uncertainty (OC6) project which provides suitable results for an irregular sea state. Due to the complex interaction of several degrees of freedom (DOF), it is common to calibrate drag coefficients with the time series of decay tests. However, applying these drag coefficients for the simulation of an irregular sea state results in misprediction of the motions. By using numerical optimization, it is possible to calibrate multiple drag coefficients simultaneously and effectively, while also considering several DOF. This work considers time series of structural displacements from wave tank tests of the OC6 project and from simulations of the same load cases in OpenFAST. Results are transferred into the frequency domain and the deviation between power spectral densities of surge, pitch and heave from experiment and numerical simulation is used as an objective function to obtain the best fitting drag coefficients. This novel numerical optimization approach enables finding one set of drag coefficients for different load cases, which is a major improvement compared to decay-test-tuned drag coefficients.

1. Introduction

With increasing demand for renewable energies, further development and improvement of the technologies is necessary. Wind energy is now the second largest renewable energy sector after hydropower [1], and has the potential to be first in the near future. Offshore, there are vast wind resources, of which 60% to 80% are located in sites with water depths of 60 m and more [2, 3]. At these sites, the wind is stronger and more consistent, allowing a higher and more reliable power production than onshore. Economically feasible designs for deep-water sites are expected to require floating substructures. In order to enable further development and optimization of the floating structures, it is necessary to predict structural loads accurately, which depend on system damping.

Within the Offshore Code Comparison Collaboration, Continued, with Correlation (OC5) project, simulation results of a floating wind semisubmersible were validated against...
measurements from a scaled test campaign performed at the Maritime Research Institute Netherlands [4]. Although the coupled engineering level tools captured many dynamic interactions of the floater, a persistent underprediction of the motions in the low-frequency region was observed [4]. The largest differences were found below the primary wave frequency range and associated with the pitch and surge natural frequencies. This low-frequency excitation is created by nonlinearities of the wave forces, through interaction of different wave components. It is assumed that a combination of underpredicting the nonlinear loading and overpredicting (or misrepresenting) the damping in the system is the cause for the underprediction of motions. The follow-up OC6 project focuses on the validation of the nonlinear hydrodynamic effects in phase I, neglecting the aerodynamic interaction.

To calculate hydrodynamic forces, it is common to use engineering-level tools with a hybrid formulation: Diffraction and radiation forces from a potential flow model and additional viscous drag, computed with the drag-term from Morison’s equation, are superimposed. Drag forces and the hydrodynamic quadratic damping directly depend on the choice of the viscous drag coefficients. In wind energy engineering, these drag coefficients are usually calibrated to match experimental results. Due to reasons of feasibility, it is a common approach to derive the drag coefficients from decay tests [5]. Recent studies [6, 7, 8] revealed that identifying load-case-specific drag coefficients leads to significantly better agreement of the low-frequency platform response between the simulation and experiment. However, manual parameter fitting allows one to only consider a limited number of drag coefficient combinations. To calibrate drag coefficients effectively, a more advanced method is needed. In this work, drag coefficients are tuned to match the response of the semisubmersible in decay tests as well as in an irregular sea state, where the latter case is calibrated using numerical optimization instead of manual parameter fitting.

The outline of the paper is as follows. First, an overview of the modelling assumptions is provided and then, drag coefficient tuning using decay test measurements is described. The next section focuses on the calibration with numerical optimization. Finally, a comparison of decay-test-tuned drag coefficients and irregular wave-tuned coefficients is presented, conclusions are drawn and considerations for future work are summarized.

2. Model
For this work, data from the first test campaign of the OC6 project phase I [9] is considered. The floating wind turbine model is similar to the OC5-DeepCwind semisubmersible [4], consisting of three offset columns with heave plates connected through pontoons and braces to a central column, as shown in Figure 1. All components are cylindrical. The structure is moored via three taut spring lines attached to the offset columns. To focus on hydrodynamic impacts only, the model has no nacelle, rotor or blades; mass and inertia properties of the tower and rotor nacelle assembly are largely maintained by employing a rigid tower.

The modularized floating wind simulation tool, OpenFAST [10], developed by the National Renewable Energy Laboratory, is used to simulate the coupled dynamic response of all components of the wind turbine power plant. To match the natural frequencies, a modal tuning of the numerical model is performed using the decay test results. Structural properties are adjusted within the boundaries of systematic uncertainty according to Robertson et al. [11]. All properties of the numerical model are scaled up from the 1/50 scale physical experiment, considering a constant Froude number. The most relevant platform and mooring line properties are given in Table 1 considering the results from modal tuning.

For the hydrodynamic model, a hybrid formulation including second-order potential flow and drag terms from the relative form of Morison equation is applied. The wave diffraction and radiation from potential flow theory is calculated with the panel code WAMIT and then used as input for the OpenFAST simulations. For this calibration, the WAMIT files from the OC4 reference model are considered. Besides the hydrodynamics (calculated by the module
Table 1. Full-scale model parameters after modal calibration

| Platform and mooring line properties | Geometry of the platform |
|-------------------------------------|--------------------------|
| Platform mass                        | 4 196 250 kg            |
| Center of mass from SWL $^a$         | $-7.32$ m               |
| $I_{yy}$ about COG $^b$              | $12 979 \times 10^6$ kg$^2$m |
| Mooring line length                  | 55.432 m                |
| Mooring line diameter                | 0.004 m                 |
| $EA$ mooring lines                   | 2 908 000 N             |
| Displaced volume                     | 14 039.8 m$^3$         |

$^a$ Sea water level, $^b$ Center of gravity

HydroDyn), the elastodynamic behaviour (using the module ElastoDyn) and the mooring line behaviour (using MAP++) are considered.

3. Calibration of hydrodynamic drag coefficients

In this section, the calibration of the linear and quadratic damping with decay tests in calm water is described. Further, a novel numerical optimization approach to calibrate drag coefficients with irregular waves is introduced. Whereas most linear damping originates from radiation, the largest proportion of quadratic damping is due to viscous drag. Hence, the terms quadratic damping and drag are used interchangeably, while the term damping without additions refers to linear as well as quadratic contributions. The quadratic damping due to drag is numerically specified by coefficients $C_D$, which are adjusted to fit experimental data. This procedure is described in the following subsections.

3.1. Calibration of damping using decay tests

To calibrate the damping with decay tests, linear and quadratic damping measured in the physical experiment are identified by plotting the damping ratio as a function of the mean amplitude (p-q-method) [12]. To adjust the damping terms, the experimental results are compared to numerical free-decay tests, starting without any drag terms or additional linear damping, considering only the linear damping from radiation. The decay in the heave, surge and pitch directions (coordinate system shown in Figure 2), is calibrated successively in the mentioned order by increasing the drag terms first and then adding linear damping with the additional linear damping matrix if necessary. For the tuning, seven oscillation periods are considered.

In the numerical simulation, transverse $C_D$ and axial drag coefficients, $C_{Dz}$, are considered. Taking into account the impact of different cylinder dimensions, as shown in Figure 1, two drag coefficient distributions are considered: The first distribution includes a transverse drag coefficient for heave plates, $C_{Dh}$, a transverse drag coefficient for all other structural members, $C_{Do}$, and an axial drag coefficient, $C_{Dz}$, for the heave plates, shown in Figure 1. $C_{Dz}$ is a doubled value, which is only applied on the bottom of the heave plate and not on the top. This calibration leads to the following drag coefficients: 8.2 for $C_{Dz}$, 1.6 for $C_{Dh}$ and 0.4 for $C_{Do}$. The second setting considers a uniform transverse drag coefficient $C_{Dh} = C_{Do}$ and an axial drag coefficient for the heave plates, resulting in 0.8 for $C_D$ and 8.2 for $C_{Dz}$. The drag coefficients are summarized and compared to the other results in Figure 10.

Both drag coefficient distributions result in equally good agreement between experimental and numerical decay. Therefore, this method of calibration is not suited to derive the distribution of drag coefficients between upper columns, other members and heave plates. The agreement
between the experiment and calibrated model with a distributed transverse drag coefficient is shown in Figure 3. For pitch and surge, it is necessary to add a term into the additional linear damping matrix to match the linear damping characteristics of the model during small-amplitude free-decay oscillations. The added linear damping coefficients result in $75 \times 10^3 \text{ N s m}^{-1}$ for surge and $31 \times 10^6 \text{ N m s rad}^{-1}$ for pitch.

3.2. Numerical optimization scheme

A simulation of the irregular sea state from the test campaign with a JONSWAP spectrum, a significant wave height of $7.1 \text{ m}$, a peak period of $12.1 \text{ s}$ and $\gamma = 3.3$ shows that the drag coefficients obtained by the calibration using the decay tests do not lead to good results for simulations with waves. As shown in Figure 4, the heave motion in the simulation matches the measured motion, but the surge and pitch motion are not well represented. The responses are generally too small, which may be caused by too much damping. This indicates that a separate calibration of the damping for this load case is reasonable. To consider various drag coefficient distributions, a global numerical optimization algorithm is used to find the best-fitting coefficients.

At first, the measured irregular wave data is processed to be in a suitable format for a numerical optimization. The signal is shortened into two segments of 3660 seconds, one is used for calibration and one is used for validation. The wave elevation is used as input for the OpenFAST simulations. The first 60 seconds are eliminated to remove start-up transients, as
Figure 4. Power spectral densities (PSDs) of the experiment and simulation; relevant frequency bands for the numerical optimization are indicated by dotted lines

recommended by Haid [13], leaving 1 hour of irregular sea state data available for the evaluation. Numerical and experimental displacement time series are transferred into the frequency domain by applying a fast Fourier transform to obtain one-sided power spectral densities (PSDs). The spectra are smoothened with Bartlett’s method, yielding a resolution of 0.001 Hz to capture the extremely low natural frequencies.

For the numerical optimization within this work, the global pattern search algorithm [14] was utilized. Comparison with a genetic algorithm [15] in a test run of this problem proved it to be much more efficient. The global pattern search is set to track 10 minima. Further, \( C_{Dh}, C_{Do} \) and \( C_{Dz} \) are selected as the design variables and updated in every iteration

\[
x = [C_{Dh} \ C_{Do} \ C_{Dz}]^T.
\]  

(1)

The parameter space of the design variables is limited to lower and upper bounds

\[
[0.1 \ 0.1 \ 3.0]^T \leq x \leq [3.0 \ 3.0 \ 10.0]^T.
\]  

(2)

Additionally, an objective function \( \varepsilon(x) \) is formulated for each drag coefficient distribution. This function constitutes the difference between experimental and numerical responses and is numerically minimized. Thus, values close to zero indicate good agreement between the simulation and experiment. There are several requirements for the objective function: Motion responses in heave, surge and pitch direction should be considered. It has to be sensitive to small changes of the peak frequencies, whereas differing noise levels should not affect the comparison. As the choice of the drag coefficients does not have a significant impact on the response to first-order forces in the range between 0.06 and 0.11 Hz, only the low-frequency region can be considered. After considering and testing several options for the formulation of the objective function, an evaluation of the band power in relevant frequency bands is selected. By suitably choosing bandwidth, the above mentioned requirements are fulfilled. The average band power \( P_{\text{band}} \) over a certain frequency band from the lower discrete frequency \( l \) to the upper discrete frequency \( u \) is calculated by

\[
P_{\text{band}} = \frac{\sum_{i=l}^{u} \text{PSD}(f_i)}{u - l + 1},
\]

(3)

where \( f_i \) are the discrete frequencies obtained from the fast Fourier transform. As measurement of the fit, the ratio between the measured average power in the relevant band and the simulated average power in the relevant band is determined. The relevant frequency band of pitch ranges from 0.027 Hz to 0.036 Hz, whereas for surge the boundaries are 0.008 Hz and 0.010 Hz. A wider
band has to be used for heave, due to the slight frequency shift. The limits of this band are 0.052 Hz and 0.065 Hz. All frequency bands are marked in Figure 4 with dashed lines.

Since a high contribution of linear damping has been observed in the decay tests, it is assumed that this damping is external (i.e. stemming from the experimental apparatus). For this reason, the value from the decay test calibration is maintained for the simulation of the irregular wave test.

3.3. Single-objective optimization
Initially, the objective is to find one optimal solution for all three degrees of freedom. Thus, three drag coefficients, one axial and two transverse, are optimized. After conducting a prestudy, the bounds of the parameter space are set according to Eq. 2. Further, this prestudy shows that surge motions are only affected by transverse drag coefficients, heave motions are only affected by the axial drag coefficients and pitch motions are mainly affected by the axial drag coefficient. Besides, it became obvious that considering equal weighting of heave and pitch leads to a mismatch of both responses. It is thus not possible to find a good solution for the axial drag coefficient, which affects both heave and pitch. A possible reason is that the pitch damping may not be well represented by the current OpenFAST model. This leads to the decision to weigh the pitch response less for this first optimization approach and to formulate the objective function as follows

\[
\varepsilon(x) = \frac{P_{S,h}^{band} - P_{E,h}^{band}}{P_{E,h}^{band}} + \frac{P_{S,s}^{band} - P_{E,s}^{band}}{P_{E,s}^{band}} + 0.5 \cdot \frac{P_{S,p}^{band} - P_{E,p}^{band}}{P_{E,p}^{band}},
\]

where \( P_{band} \) is calculated using Eq. 3. The index \( S \) denotes simulation, \( E \) denotes experiment, \( h \) heave, \( s \) surge and \( p \) pitch. The optimized drag coefficients are 7.4 for \( C_{Dz} \), 0.1 for \( C_{Dh} \) and 0.84 for \( C_{Do} \). As shown in Figure 5, this compromise results in an underprediction of pitch, but the prediction of the surge motion is significantly improved compared to the decay-test-tuned response.

To validate the result, another time interval of the measured irregular wave response, containing the same significant wave height, period and shape factor, is utilized. The optimized drag coefficients for the optimization including linear damping, represent the measured motions well. As expected, the only exception is the pitch motion, where the optimization does not yield good results because of the lower weighting. This means that for an irregular wave it is not possible to find an axial drag coefficient that represents heave and pitch damping well.
3.4. Multiobjective optimization for two design variables

The findings of the previous section show that it is not possible to calibrate the drag coefficients in a way that all motion responses in surge, heave and pitch direction are represented well using a single objective function. Thus, a multiobjective optimization is applied using two different objective functions to quantify the discrepancy between optimal solutions for heave and pitch. The first objective function $\varepsilon_1(x)$ considers the agreement of heave and surge responses and the second objective function $\varepsilon_2(x)$ considers the agreement of the pitch motion

$$\varepsilon_1(x) = \frac{\left| P_{S,h}^{E,h} - P_{S,h}^{E,h} \right|}{P_{E,h}^{E,h} + \left| P_{S,s}^{E,s} - P_{E,s}^{E,s} \right|},$$
$$\varepsilon_2(x) = \frac{P_{S,p}^{E,p}}{P_{E,p}^{E,p}}. \quad (5)$$

Within this multiobjective optimization, the focus is on the axial drag coefficient and a uniform transverse drag coefficient is considered (i.e., $C_{Dh} = C_{Do}$). According to Eq. 2, the bounds of the parameter space are chosen. For the optimization, the multiobjective global pattern search approach is used.

After 1023 evaluations, a clear Pareto front has developed in the objective value space, as shown in Figure 6. In the design variable space, optimum HS yields the best drag coefficients for heave and surge, since values of $\varepsilon_1$ are minimized, and optimum P yields the best solution for pitch, where $\varepsilon_2$ is diminished. The corresponding values are given by

$$x_{HS} = [0.37 \quad 0.37 \quad 7.6]^T \quad \text{and} \quad x_P = [0.53 \quad 0.53 \quad 3.9]^T \quad (6)$$

and are shown in Figure 10.

Figure 6. The Pareto front of the multiobjective formulation and the associated sampling points in the design variable space, considering two variables

The response spectra for both ends of the Pareto front are shown in Figure 7. On one side, optimum HS is the optimal solution for heave and surge, showing large discrepancies between the simulation and experiment for pitch. On the other side, optimum P is the optimized solution for pitch, showing a large difference between the simulation and experiment for heave. Optimal solutions for $C_{Dh} = C_{Do}$ are in a similar range, whereas it is not possible to find a compromise for $C_{Dz}$.

3.5. Multiobjective optimization for three design variables

Further, a multiobjective optimization for all three drag coefficients is performed. The objective functions from Eq. 5 are maintained and the design variable space according to Eq. 2 is adopted. Again, the multiobjective global pattern search is applied. The optimization was terminated
after 1522 iterations, when the design variable space was evaluated to a resolution of the first decimal. Optimizing for all three coefficients, the Pareto front moves toward lower objective values (i.e., matches better), see Figure 8, compared to a uniform transverse drag coefficient. Considering the design variable space, the optimum for surge and heave is found for $7.5$ for $C_{Dz}$, $0.1$ for $C_{Dh}$ and $0.83$ for $C_{Do}$. The magnitude of the values agrees with the optimum for the single objective optimization. For pitch, the optimum is found for the same transverse drag coefficients and for a $C_{Dz}$ of $4.0$.

Conspicuous is the fact that the results located in the central part of the Pareto front are found in a different area in the design variable space. Values are around $5.4$ for $C_{Dz}$ and $2.9$ for $C_{Do}$. The power spectral densities for optimal solutions for both objective functions are shown in Figure 9. Both solutions on the ends of the Pareto front resemble the results from the multiobjective optimization with two design variables.

4. Discussion and Future Work
In this work, two different methods to calibrate viscous drag coefficients are applied: A manual decay test tuning and a new numerical optimization approach to calibrate drag coefficients for irregular waves. The calibration to the irregular sea state includes a single-objective optimization and a multiobjective optimization. Further, two different drag coefficient distributions are considered: One with a uniform transverse drag coefficient and an axial drag coefficient (referred to as $2C_D$) and one where the transverse drag coefficient is split into heave plate $C_{Dh}$ and other
Figure 9. PSDs with optimized drag coefficients for heave, surge (HS) and pitch (P), using three design variables components $C_{Do}$, resulting in three different $C_D$. The additional linear damping from the decay tests is adopted. All resulting drag coefficients are summarized in Figure 10. The differences between decay-test-tuned drag coefficients and those calibrated for an irregular sea state are significant. Regarding transverse drag coefficients, $C_{Dh}$ from the decay test calibration is larger than $C_{Do}$. For the irregular wave, $C_{Dh}$ is significantly smaller than $C_{Do}$. In pitch direction, optimal $C_{Dz}$ for an irregular wave shows a deviation by a factor of 2. These findings highlight the necessity to improve the representation of drag, since the relevance of the choice of drag coefficients on the low-frequency wave forces has been shown in Tom et al. [16]. With this work, it was demonstrated that drag coefficients calibrated directly to the load case represent the irregular wave better than decay-test-tuned drag coefficients. Moreover, numerical optimization has proven to be a good method for calibration.

Figure 10. Comparison of resulting drag coefficients for decay tests, single-objective optimization (SO) and multiobjective optimization (MO) for irregular waves

For the decay tests, it was possible to calibrate the damping very well by fitting drag coefficients and adding a linear damping matrix. The physical source of the linear damping could not be determined, but has a similar magnitude compared to additional damping terms determined within the OC5 project [17]. This recurrence indicates that the linear damping is not due to a measurement error. Hence, this issue should be subject to prospective investigations, and further sources of damping should be evaluated. This evaluation should include external damping in the physical experiment and linear damping terms from the radiation computed with a potential flow solver.

During the optimization, noteworthy shortcomings in the hydrodynamic simulation were discovered, implying that further improvement of the hydrodynamic model is necessary. First of all, it is very peculiar that $C_{Dh}$ converges to the lower boundary, as described in Sec. 3.3 and 3.5. Even though a smaller length-to-diameter ratio of the cylinder leads to smaller drag coefficients,
and drag has less influence on comparably large structures, a convergence toward zero is not expected and physically not reasonable. Considering the results found for both simulations with separate drag coefficients for heave plates, this indicates that a systematic error either in hydrodynamic modeling or in the experimental setup is present. The root cause for this error could not be determined conclusively.

Further, it became apparent that it is not possible to find an axial drag coefficient that simultaneously represents heave and pitch well. When applying an approach with only one velocity-independent axial drag coefficient, a trade-off needs to be accepted. This implies that an enhancement of the computation of drag should be considered. It is suspected that the simplifying assumption to apply the same set of drag coefficients for all load cases cannot be transferred to complex structures, which are floating and experience rotational motions. Additionally, neglecting the velocity dependence of the coefficient implied by the Reynolds number may also be an oversimplification for sophisticated floating structures. Implementing velocity-dependent drag coefficients could lead to potential improvement, since the difference between drag coefficients for a cylinder under laminar flow at low Reynolds numbers and under turbulent flow under high Reynolds numbers is significant. In an irregular sea state, the velocity varies and flow can stagnate. Hence, it is conceivable to implement a routine that adjusts the drag coefficients according to the Reynolds number. Additionally, the incorporation of an axial drag coefficient that depends on the angle by which the structure is tilted could be considered. Further, when transferring drag coefficients from the 1/50 scale model experiment to the full scale, it has to be considered that the Reynolds number is not preserved. This discrepancy should be compensated when the model-scale experimental results are applied to the full-scale OpenFAST model.
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