A 100 Gb/s Quad-Lane SerDes Receiver with a PI-Based Quarter-Rate All-Digital CDR
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Abstract: A 100 Gb/s quad-lane SerDes receiver with a phase-interpolator (PI)-based quarter-rate all-digital clock and data recovery (CDR) is presented. The proposed CDR utilizes a multi-phase multiplying delay-locked loop (MDLL) to generate the eight-phase reference clocks, which achieves multi-phase frequency multiplication with a small area and less power consumption. The shared MDLL generates and distributes eight-phase clocks to each CDR. The proposed CDR uses a new initial phase tracker that uses a preamble to achieve a fast lock time of about 12 ns and to provide a constant output data sequence. The CDR utilizes quarter-rate 2x-oversampling architecture, and the PI controller is designed full custom to minimize the loop latency. To improve the dithering jitter performance of the recovered clock, the decimation factor of the CDR can be adjustable. Also, a new continuous-time linear equalizer (CTLE) receiver was adopted to reduce power consumption and achieved a data rate of 25 Gb/s/lane. The proposed SerDes receiver with a digital CDR is implemented in 40 nm CMOS technology. The 100 Gb/s four-channel SerDes receiver (4 CTLEs + 4 CDRs + MDLL) occupies an active area of only 0.351 mm² and consumes 241.8 mW, which achieves a high energy efficiency of 2.418 pJ/bit.
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1. Introduction

The role of optical or electrical networks that enable high-performance servers and data centers to perform energy proportional computing [1] is increasing day by day. Therefore, there is an increasing demand for energy-efficient electrical serial links (as shown in Figure 1) that require data rates of over 25 Gb/s/lane for tera-byte computing in recent servers and data centers.

Figure 1 shows a block diagram of a typical high-speed serial-link SerDes architecture.

Figure 1. Typical high-speed serial-link SerDes architecture.
data by using the high-frequency clock, $\text{CLK}_{\text{TX}}$, generated by the phase-locked loop (PLL). The converted serial data ($\text{DATA}_{\text{TX}}$) is transmitted to the Rx chip through the lossy channel. The equalizer of the Rx chip receives the severely distorted $\text{DATA}_{\text{RX}}$ signal. It compensates for the channel losses and inter-symbol interference (ISI) to generate the clock and data recovery (CDR) signal with an open eye. Subsequently, the clock and data recovery (CDR) uses a data sampler and a clock recovery circuit to generate the recovered data and clock from the random input data. The recovered data is then converted into slow parallel data through the deserializer. Usually, the PLL of Rx receives the low-frequency reference clock and generates the multiplied high-frequency $\text{CLK}_{\text{RX}}$ signal for the CDR. Conventionally, the CDR architectures have been implemented based on a PLL due to the advantage of an input jitter filtering capability. However, conventional PLL-based CDRs have a long lock time and a jitter accumulation problem [9,10]. To implement an efficient energy proportional computing network, burst-mode communication has been used for passive optical networks (PON) [11,12] and recently, an attempt has been made to increase the power efficiency by applying a burst-mode to a memory bus interface [13]. Therefore, a CDR technology having a fast lock time (= power-on time or acquisition time) is very important for low-power burst-mode implementation.

It has become common to increase data throughputs using multiple lanes (or channels) of high-speed serial links as the aggregate I/O bandwidth of a single chip exceeds hundreds of Gb/s. Among these high-speed serial buses, multi-lane source synchronous serial-links have been used for backplane applications that provide connectivity between CPU and CPU, CPU and dual in-line memory modules (DIMMs), and CPU and bridge chips. Multiple serial point-to-point lanes can be placed in parallel to increase the aggregate bandwidth. The most representative multi-lane source synchronous serial-links are Intel QuickPath Interconnect (QPI) [14] and AMD HyperTransport (HT) [15]. Figure 2 shows typical multi-lane high-speed source synchronous serial-link architectures [16]. As shown in Figure 2a, in the source synchronous clocking structure, the Rx receiver uses the transmitted clock almost identically correlated to the noise environment of the Tx chip so that high-speed data can be restored with low power and low latency. If half-rate sampling is used on the Rx chip, the frequency of the transmitted clock can be lowered to half.

As the data rate of the channel increases above a few Gb/s/lane, the method of Figure 2a has reached its limit, and as shown in Figure 2b, PLL (or DLL or just simple deskew circuits) has been added to the clock path at the Rx side, through which improved timing margin and skew cancellation [17–21]. If 1:2 de-multiplexing is used at the receiver path of each data lane, the forwarded clock rate can be reduced to 1/2 frequency.

As shown in Figure 2c, as the data rate increases above about 10 Gb/s/lane, CDR and equalizer circuits are added to each data lane to improve signal integrity and provide much higher communication bandwidth [5,22–28]. However, these conventional multi-lane receivers with CDRs [5,22,23,28] generally have the disadvantages of a large area and high-power consumption. In particular, these multi-lane receivers have a problem that it is difficult to apply to burst mode applications due to the large CDR lock time. In particular, since [5,22,23] all use a PLL as a high-frequency clock generator, there are issues such as a very long lock time, jitter peaking, and jitter accumulation problems that may degrade the CDR performance. Among the various CDR architectures, phase interpolator (PI)-based digital CDRs offer a fast lock time with better jitter performance [5,6,29–32].

In this paper, a new 100 Gb/s quad-lane SerDes receiver with a small area and low-power consumption is presented. The proposed all-digital quarter-rate PI-based CDR utilizes a multiplying delay-locked loop (MDLL) instead of the usual PLL to generate the eight-phase high-frequency clocks required for the PI operation [24,33]. Through this, both frequency multiplication and eight-phase clock generation are performed at the same time, thereby achieving an area and power reduction and low-jitter characteristics. The proposed digital CDR uses a new initial phase tracker that uses a preamble to reduce the lock time. The CDR utilizes a quarter-rate 2x-oversampling architecture, and the PI controller is designed full custom to minimize the loop latency. The update rate of the CDR can be adjustable, resulting in an improved peak-to-peak (p-p) clock jitter performance. As a result,
it has the advantage of having a fast lock time of about 12 ns and a constant output data sequence. Moreover, a new differential near-ground receiver with an adaptive continuous-time linear equalizer (CTLE) was adopted to reduce the power consumption and ensure high-frequency characteristics up to 25 Gb/s/lane.

The rest of this paper is organized as follows. Section 2 presents the architecture and operation of the proposed quad-lane SerDes Receiver and the quarter-rate CDR. Section 3 shows the experimental results and Section 4 presents the conclusion.

2. Proposed Multi-Lane SerDes Receiver Architecture

The proposed SerDes link is for the duplex interface structure with four data lanes and one clock lane. Figure 3 shows a block diagram of the proposed 100 Gb/s quad-lane (25 Gb/s/lane × 4 differential lanes) SerDes receiver architecture. Here, it is assumed that a forwarded clock in which a low-frequency clock (= 625 MHz) is transmitted through a separate differential lane without equalization, so the tracking of a data jitter in a wide frequency range is possible. The multi-lane interface architecture presented in this paper is based on source synchronous clocking. Moreover, the proposed CDR structure can be applied to plesiochronous systems in which the Tx and the Rx use separate independent low-frequency quartz-based reference clocks.
The proposed SerDes receiver core consists of a shared multi-phase MDLL, an all-digital PI-based quarter-rate CDR, and a CTLE. The shared MDLL receives a 625 MHz reference clock and provides eight-phase (p0~p7) quarter-rate (6.25 GHz) clocks multiplied by ten times (n = 10) and distributes them to each CDR block. The use of the proposed multi-phase MDLL has the advantage of the area and power reduction by simultaneously performing frequency multiplication and multi-phase clock generation. The CTLE is designed to compensate for a channel loss of about 19.7 dB at 12.5 GHz. The channel loss of the 40 cm transmission line used in this paper is about 22.6 dB at 12.5 GHz. This channel loss value is similar to those shown by a typical chip-to-chip and midrange backplane interface below 50 cm long [30]. The proposed CDR includes four data samplers and four edge samplers, and performs a 1-to-4 de-multiplexing operation at a quarter-rate using a 2x-oversampling technology. A total of eight samplers (four corresponding to the data samples and four corresponding to the edge samples) recover 6.25 Gb/s four-bit parallel data (D<3:0>) and four 6.25 GHz clocks (Dclk0–Dclk3) from 25 Gb/s random data input through the CTLE. To perform this operation, this CDR includes a phase interpolator (PI), a phase selector (PS), and a PI controller to provide phase-adjusted driving clocks for each data sampler and an edge sampler. In particular, a new initial phase tracker inside the PI controller is used to speed up the lock time and to provide a constant data output sequence. Detailed CDR configuration and operation are described in the following section.

2.1. Proposed All-Digital PI-Based Quarter-Rate CDR Architecture

Figure 4a shows the block diagram of the proposed all-digital 25 Gb/s PI-based quarter-rate CDR architecture. The CDR is composed of four data samplers, four edge samplers, four phase selectors (PS), four phase interpolators (PI), and a PI controller. The proposed CDR adopts a quarter-rate architecture to sufficiently widen the timing margin of the input sampler and to simplify the clock distribution network with much a lower sampling clock frequency. To this end, four data samplers (#1–#4) are arranged in parallel on the input stage, and the four data samplers are operated in synchronization with four Dclks (Dclk0–Dclk3) operating at quarter-rate (6.25 GHz), respectively. Additionally, 2x-oversampling technology is used to find the transition position of the input data stream. To this end, four edge samplers operating at quarter-rate are arranged parallel to the input. As shown in Figure 4b, when the CDR is locked, the four data clocks (Dclk0–Dclk3) are aligned to the middle of each output data (D<0>~D<3>), respectively. For this operation, the PI controller generates the MA<1:0>, MB<1:0>, and PI<8:0> signals to control the PS and PI. The PS and PI generate the four Dclks (Dclk0–Dclk3) required for the four data samplers, and the adjacent Dclks are out of phase with
each other by 90 degrees. The PS and PI also generate the four Eclks (Eclk0~Eclk3) required for the four edge samplers.

By applying this 2x-oversampling quarter-rate CDR technology, demultiplexed 4-bit parallel data (D<3:0>) can be restored from the 25 Gb/s serial random input data. This CDR structure has the
advantage that the order of the recovered 4-bit parallel data ($D^{<3:0>}$) is always constant. This means, for instance, that the data sampler #1 clocked with Dclk0 always outputs $D^{<0>}$ first, and the data sampler #2 clocked with Dclk1 always outputs $D^{<1>}$ first. This function is performed through the PI controller with the initial tracking mode.

On the other hand, the order of the 4-bit parallel data output by the conventional quarter-rate CDR with 1:4 demultiplexing may not be constant. This means that in the conventional method, the data sampler #1 can output any data from $D^{<0>}$ to $D^{<3>}$ first. Thus, the conventional quarter-rate CDRs may require additional reordering circuits to set the order of the parallel data stream that is randomly output, which can have the disadvantage of increasing the latency and area overhead. In a packet protocol-based serial interface, the order of deserialized data can be arranged in a training mode with an additional preamble overhead of increased latency.

2.2. Proposed PI Controller

Figure 5a shows the block diagram of the proposed PI controller. It consists of an initial phase tracker (IPT), an early/late (E/L) detector, a majority vote logic (MVL), a digital loop filter (DLF), a 2-to-1 MUX, and an octant phase controller. The proposed PI controller provides two operation modes; initial tracking mode and sequential tracking mode.

Figure 5. (a) Proposed PI Controller with an initial phase tracker. (b) Octants phase planes with 72 phase steps depending on the control code: $MA^{<1:0>}$, $MB^{<1:0>}$, and $PI^{<8:0>}$. 
At power-on, the operation of the CDR starts in the initial tracking mode. The IPT uses a repeated preamble of the “00001111” pattern to achieve both the fast lock time and the constant data output sequence. During this mode, the IPT compares E<1> and E<3> edge information based on the phase of Eclk1. The PI controller quickly makes the rising edge of Eclk3 align with the first rising edge of the “1111” pattern. Since the phases of Eclk1 and Eclk3 are shifted 180 degrees, when the rising edge of Eclk3 is located at the center of the preamble “00001111” pattern, Dclk1 is automatically located at the center of D0 as shown in Figures 4b and 5a. In this initial tracking mode, the operation of the CDR is similar to the phase tracking operation of a delay-locked loop (DLL). The initial tracking mode is performed during 36 CLKCONT cycles. The stop signal changes from zero to one after 36 CLKCONT cycles. The frequency of CLKCONT (fCLKCONT) is 3.125 GHz, which is half of the frequency of Eclk3, so the total initial tracking mode takes about 11.52 ns.

The PI of the PI-based CDR must have the ability to randomly shift the phase of the output signal up to 360 degrees. Therefore, as shown in Figure 5b, the output signals MA<1:0> and MB<1:0> of the octant phase controller are used to allocate the octant phase planes. The PI<8:0> is used to divide the 45 degree phase into nine phases, so the resolution of the proposed PI corresponds to 5 degrees, which is about 2.22 ps in this design. Thus, the octant phase planes consist of a total of 72 phase steps, which are associated with an initial tracking mode of only 36 (= 72/2) cycles (for 180 degrees in both directions).

After the initial tracking mode, the sequential tracking mode using 2x-oversampling is performed. The output of the eight samplers, D<3:0> and E<3:0>, are used as an input to the E/L detector. The E/L detector compares the output of adjacent samplers and generates the Early<7:0> and Late<7:0> signals. The MVL determines whether the phases of the sampling clocks are earlier or later than the incoming data stream by majority voting. The digital loop filter (DLF) composed of an encoder and a variable finite-state machine (FSM) receives the EA<1:0> and LA<1:0> signals. It generates the UP_DLF/DN_DLF signals that can change the output signals of the octant phase controller. The encoder compares the EA<1:0> and LA<1:0> to generate the Comp signal and the Equal signal. If EA<1:0> has more numbers than LA<1:0>, the output Comp signal goes high, and in the opposite case, the Comp signal goes low. If E<1:0> and L<1:0> have the same number of 1’s, an Equal signal is generated, and the FSM maintains the previous value. The octant phase controller implemented with an up/down counter generates the control codes (MA<1:0>, MB<1:0>, and PI<8:0>) for the phase selector (PS) and the phase interpolator (PI). For the design of the proposed PI controller, a full-custom design was used for a high-speed operation. Both the E/L detector and the IPT operate at 6.25 GHz. Other PI controller blocks also operate at a high speed of 3.125 GHz, which results in the advantage of reducing the loop latency.

As the update rate of the CDR increases, the input jitter tolerance improves, whereas the dithering jitter of the recovered clock deteriorates. The jitter tolerance refers to the ability of the CDR to maintain the targeted bit error rate (BER) when a low-frequency input sinusoidal jitter (usually from a few kHz to tens of MHz) is added and injected into the input data of the CDR. In applications that do not require spread-spectrum clocking, the BER can be minimized by paying more attention to jitter generation than jitter tolerance. Therefore, it is necessary to have the ability to adjust the update rate of the CDR depending on the application field of the CDR.

In this paper, to reduce the dithering jitter of the recovered clock and prevent the BER increase, the FSM of the proposed DLF performs a decimation filter [6] function. When the decimation factor (DF) control (DFCONT) signal is 0, the FSM operates as a four-state machine and outputs once when four consecutive Comp impulses occur. Thus, the update rate of the CDR is fCLKCONT × DF, where DF = 1/4. When the DF is 1, the FSM operates in eight states, and the update rate of the CDR becomes fCLKCONT/8 with DF = 1/8, which has the effect that the dithering jitter is further reduced.

Figure 6 shows the Early/Late (E/L) detector, which consists of four bang-bang phase detectors (PD), four de-multiplexers (DEMUX), and one 1/2 divider. When the sequential tracking mode starts after the initial tracking mode ends, the four bang-bang PDs using the Alexander equation [34] generate
the L0–L3 and E0–E3 signals. After going through the four DEMUX blocks, the Early<7:0> and Late<7:0> signals are generated.

Figure 6. Block diagram of the E/L detector and the bang-bang PD.

2.3. Proposed CTLE

Figure 7 shows the block diagram of the proposed CTLE, which consists of a near-ground (NG) receiver [35,36], an adaptive CTLE, and a power detector [37]. High-speed small-swing differential input signals (RXIN, RXINb) passing through the parasitic RLC input network (including package/bond wire/PAD and electrostatic discharge (ESD) devices) are applied as inputs to the NG receiver.

Figure 7. Block diagram of the proposed CTLE.

The NG receiver adopts a dual gain-path common-gate amplifier with feed-forward capacitors (CFF) that boost high-frequency gain. The NG receiver also utilizes an adaptive bias generator (ABG) to compensate for the input common-mode variation and to improve the channel impedance matching performance. The input terminal of the NG receiver provides the impedance matching function for the channel termination, which has the advantage of not requiring additional channel termination devices. If the amplitude of the high-speed serial input signal changes, the characteristics of the NG receiver...
and impedance matching are affected. The ABG using common-mode feedback can reduce the current mismatch problem in the receiver input stage according to the $V_{CM}$ level changes, which results in improved impedance matching performances. The PMOS active inductor loads of the NG receiver provide efficient high-frequency compensation with less area and power consumption than the passive inductor loads.

The proposed adaptive CTLE is a two-stage differential pair amplifier with active inductor loads. It is used to compensate for the additional high-frequency gain at about 12.5 GHz to generate open-eye data (CDR$_{IN}$, CDR$_{INb}$). The power detector [37] using the spectrum balancing technique creates a control voltage ($V_{CTRL}$) that can adaptively adjust the gain of the CTLE. The power detector consists of a high-pass filter (HPF), a low-pass filter (LPF), a rectifier, and a voltage-to-current converter. Figure 8 shows the simulated frequency response of the proposed CTLE for different $V_{CTRL}$ voltages. The proposed CTLE achieves a maximum gain boosting characteristic of about 19.7 dB at a Nyquist frequency of 12.5 GHz.

![Figure 8. Frequency response of the proposed CTLE for the different $V_{CTRL}$ voltages.](image)

### 2.4. Proposed Multi-Phase MDLL

Figure 9 shows the block diagram of the multi-phase multiplying delay-locked loop (MDLL) [38,39] used in this paper. The proposed multi-phase MDLL consists of a phase detector (PD), a charge pump (CP), a loop filter (LF), a voltage controlled delay line (VCDL), a divide-by-10 divider, and a select logic. The MDLL uses a four-stage differential delay line to generate eight-phase clocks (p0 to p7), each with a phase difference of 45 degrees. The proposed MDLL generates 6.25 GHz eight-phase clocks multiplied by ten times using a reference clock of 625 MHz. The lock time of the MDLL is about 350 ns. The proposed MDLL consumes about 24.2 mW of power at 6.25 GHz and achieves a peak-to-peak (p–p) jitter of 10.5 ps. The active area of the proposed MDLL is only 170 $\mu$m $\times$ 80 $\mu$m. The MDLL core consumes 19.7 mW, and the multi-phase clock distribution across the four CDRs consumes about 4.5 mW. The shared MDLL is located in the center of the four CDRs to minimize the length of the clock distribution. The clock distribution of multi-phase high-frequency clocks is a critical task due to problems such as noise coupling, clock skew, and the power consumption of the clock tree. However, since the overall size of the proposed quad-lane receiver architecture is very small and the clock distribution length in one direction is shorter than 230 $\mu$m, noise coupling and power consumption increase problems can be minimized.
When the CDR is activated, the initial tracking mode operates for 36 CLKcont cycles by using a repeated preamble of the “00001111” pattern to achieve a fast acquisition time and a constant data output sequence, where the CDR update rate is 3.125 GHz (= 0.32 ns). When the initial tracking mode is completed, and the DATA#1 output is synchronized to Dclk0, then the CDR enters the sequential output sequence, where the CDR update rate is 3.125 GHz (= 0.32 ns). As shown in Figure 11, the lock time of the proposed CDR is only less than 12 ns.

Figure 10 shows the layout of the quad-lane SerDes receiver composed of four CTLEs, one shared MDLL, and four CDRs. The total active area of the quad-lane SerDes receiver is only 780 μm × 450 μm (= 0.351 mm²). To achieve an aggregate data rate of 100 Gb/s, the proposed four-channel SerDes receiver consumes a total power of 241.8 mW (MDLL = 24.2 mW, CTLE × 4ea = 81.6 mW, CDR × 4ea = 136 mW), which results in a high-energy efficiency of 2.418 pJ/bit.

3. Experimental Results

The proposed 100 Gb/s quad-lane SerDes receiver was implemented in a 40 nm CMOS process. Figure 10 shows the layout of the quad-lane SerDes receiver composed of four CTLEs, one shared MDLL, and four CDRs. The total active area of the quad-lane SerDes receiver is only 780 μm × 450 μm (= 0.351 mm²). To achieve an aggregate data rate of 100 Gb/s, the proposed four-channel SerDes receiver consumes a total power of 241.8 mW (MDLL = 24.2 mW, CTLE × 4ea = 81.6 mW, CDR × 4ea = 136 mW), which results in a high-energy efficiency of 2.418 pJ/bit.
Figure 11. Locking process of the proposed 25 Gb/s quarter-rate digital CDR.

Figure 12 shows the simulated locking process of the proposed CDR at 25 Gb/s/lane. When the CDR starts, the phase error ($\Delta t$) between the Dclk0 and the ideal lock point is about 70 ps. After the initial tracking mode using the preamble data pattern is finished, it can be confirmed that the phase error $\Delta t$ becomes zero, and the CDR input D0 is synchronized to Dclk0.

Figure 12. Simulated locking process of the proposed CDR at 25 Gb/s.

Figure 13 left shows the simulated eye diagram of the CTLE input when the channel loss is about 22.6 dB at 12.5 GHz, where the input data eye is completely closed. Figure 13 right shows the simulated
eye diagram at the CTLE output operating at 25 Gb/s with a $2^{31}-1$ pseudorandom bit stream (PRBS) data pattern, where the data eye is opened with 0.67 unit interval (UI) (= 27 ps).

![CTLE Input](image1)

![CTLE Output](image2)

**Figure 13.** Post-layout simulation results of the proposed 25 Gb/s/lane CTLE operation with PRBS31 data sequence.

Figure 14 shows the eye diagram of the recovered quarter-rate 6.25 GHz clock (Dclk0), which has a p–p jitter of 18 ps and a root mean square (RMS) jitter of 3.5 ps, respectively, when DF = 1/4. When DF = 1/8, it shows an improved p–p jitter of 16.5 ps and an RMS jitter of 3.5 ps, respectively. Figure 15 shows the eye diagram of the recovered quarter-rate 6.25 Gb/s data, which has a p–p jitter of 22 ps and an RMS jitter of 3.7 ps, respectively, when DF = 1/4. When DF = 1/8, it shows a p–p jitter of 20.5 ps and an RMS jitter of 3.6 ps, respectively.

![DF = 1/4](image3)

![DF = 1/8](image4)

**Figure 14.** Post-layout simulation results of the recovered quarter-rate clock with decimation factor (DF) = 1/4 and 1/8.

![DF = 1/4](image5)

![DF = 1/8](image6)

**Figure 15.** Post-layout simulation results of the recovered quarter-rate data with DF = 1/4 and 1/8.
Table 1 summarizes the performance of the proposed all-digital CDR with the state-of-the-art PI-based CDRs. The results in this work are the post-layout simulation values. It can be confirmed that the proposed CDR has the best energy efficiency of 2.34 pJ/bit (= 2.34 mW/Gb/s). Additionally, Ref. [29,32] require a high-frequency clock generator of 10 GHz or higher as an external reference clock source. This means that the use of an additional PLL circuit, which has the disadvantage of power consumption and silicon area increase.

Table 1. CDR performance summary and comparison.

| Reference | [5] | [28] | [29] | [32] | This Work |
|-----------|-----|------|------|------|-----------|
| Process and supply | 130 nm/1.2 V | 28 nm/1.0 V | 90 nm/1.0 V | 65 nm/1.0 V | 40 nm/1.0 V |
| Data rate (Gb/s) | 7 | 13 | 44 | 40 | 25 |
| CDR architecture | PI-based | PI-based | PI-based | PI-based | PI-based |
| Sampling rate | Baud-rate | Half-rate | Quarter-rate | Quarter-rate | Quarter-rate |
| DemUXing ratio | 1:1 | 1:20 | 1:16 | 1:4 | 1:4 |
| Multi-phase generation | PLL (LC-VCO) | PLL (LC-VCO) | 8-phase DLL | 1/2 Divider | 8-phase MDLL |
| External reference clock frequency | 150 MHz | N/A | 10 GHz | 20 GHz | 625 MHz |
| CDR power (mW) | 13.7 | - | - | 159 | 34.2 |
| Multi-phase gen. power (mW) | 39.6 | 27 | - | 30 | 24.2 |
| Total power (mW) | 53.3 | 59 | 230 | 189 | 58.4 |
| Energy efficiency (pJ/bit) | 7.6 | 4.53 | 5.74 | 4.7 | 2.34 |
| Lock time | - | - | - | - | 12 ns |

Table 2 provides a comparison between this work and some recently published multi-lane SerDes receiver chips. It can be confirmed that the proposed quad-channel SerDes receiver (4 CTLEs + 4 CDRs + 1 MDLL) achieves the highest energy efficiency of 2.418 pJ/bit and the highest data rate of 25 Gb/s/channel, while using a small area of only 0.351 mm².

Table 2. SerDes receiver chip performance summary and comparison.

| Reference | [5] | [22] | [28] | This Work |
|-----------|-----|------|------|-----------|
| Process and supply | 130 nm/1.2 V | 65 nm/1.0 V | 28 nm/1.0 V | 40 nm/1.0 V |
| CDR architecture | PI-based | PI-based | PI-based | PI-based |
| Equalization | CTLE | CTLE | CTLE + DFE | CTLE |
| Aggregate data rate (Gb/s) | 28 | 140.8 | 52 | 100 |
| Number of data channels | 4 | 22 | 4 | 4 |
| Data rate/channel (Gb/s) | 7 | 6.4 | 13 | 25 |
| Total Power (mW) | 271.5 | 635 | 155 | 241.8 |
| Energy Efficiency (pJ/bit) | 9.7 | 4.5 | 2.98 | 2.418 |
| Chip Area (mm²) | 2.41 | 2.96 | 0.226 ¹ | 0.351 |

¹ RX + TX area.

4. Conclusions

We have presented an energy-efficient, small-area 100 Gb/s quad-lane SerDes receiver with a PI-based quarter-rate all-digital CDR. The proposed PI-based CDR utilizes a multi-phase MDLL to achieve lower clock jitter, a smaller area, and a lower power consumption. The proposed digital CDR uses a new preamble-based initial tracking mode to achieve a fast lock time of less than 12 ns, which is suitable for use in burst-mode applications. The CDR uses a quarter-rate 2x-oversampling architecture and a new full custom PI controller with an adjustable update rate, resulting in a reduced dithering jitter. A new small-area low-power CTLE using an NG receiver was adopted to achieve a data rate of 25 Gb/s/lane. Implemented in 40 nm CMOS technology, the four-channel SerDes receiver achieves an aggregate data rate of 100 Gb/s and occupies an active core area of only 0.351 mm². It consumes only 241.8 mW and achieves a high energy efficiency of 2.418 pJ/bit.
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