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Abstract

Total variation (TV) minimization is one of the most important techniques in modern signal/image processing, and has wide range of applications. While there are numerous recent works on the restoration guarantee of the TV minimization in the framework of compressed sensing, there are few works on the restoration guarantee of the restoration from partial observations. This paper is to analyze the error of TV based restoration from random entrywise samples. In particular, we estimate the error between the underlying original data and the approximate solution that interpolates (or approximates with an error bound depending on the noise level) the given data that has the minimal TV seminorm among all possible solutions. Finally, we further connect the error estimate for the discrete model to the sparse gradient restoration problem and to the approximation to the underlying function from which the underlying true data comes.
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1. Introduction

Total variation (TV) minimization is one of the most important techniques in modern signal/image processing, and it has wide range of applications in denoising, deblurring, and inpainting \(\[2,19,22\]\). In this paper, we consider the restoration from partial observations, which is to restore the underlying data \(f\) from a given partial entrywise observation \(g\) by solving

\[
g[k] = \begin{cases} 
  f[k] + \varepsilon[k], & k \in \Lambda, \\
  \text{unknown,} & k \in \Omega \setminus \Lambda.
\end{cases}
\]

In (1.1) \(\varepsilon\) is measurement error which is assumed to be uncorrelated with \(f\), \(\Omega\) is the domain on the lattice \(\mathbb{Z}^d\) \((d \in \mathbb{N})\) where the underlying true data \(f\) is defined, and \(\Lambda \subseteq \Omega\) is a set of indices where \(g\) is reliable. Note that this paper involves both functions and their discrete counterparts. We shall use regular characters to denote functions and use bold-faced characters to denote their discrete analogues. For example, we use \(u\) as an element in a function space, while we use \(\mathbf{u}\) to denote its corresponding discretized version (the type of discretization will be made clear later).

The partial observation \(g\) can be part of sound, images, time-varying measurement values and sensor data, and the goal is to fill-in the missing region \(\Omega \setminus \Lambda\) from the measurement \(g\). Related tasks include e.g. \(\[9,10,13,24,32\]\) for image inpainting, \(\[11,16,17\]\) for matrix completion, \(\[28,47\]\) for regression in machine learning.
learning, for surface reconstruction in computer graphics, and for miscellaneous applications. Nevertheless, we forgo to give a detailed survey on these various applications and the interested reader should consult the references mentioned above for details. Instead, assuming that the underlying true data set 

\[ \mathbf{f} \]

randomly sampled pixels frequently occur when part of pixels is randomly missing due to e.g. the unreliable hardware limitation. We further assume that

\[ g \]

for some constant \( \rho \). It is not difficult to generalize our analysis to the arbitrary dimension, hence, the only random variable in our setting is the density of the pixels available. Notice that we assume that the measurement \( \mathbf{g} \) is uniformly random chosen from all \( m \)-subsets of \( \Omega \).

To simplify the discussion, we only consider the regular \( d \)-dimensional hypercubic grid \( \Omega \). Note, however, that it is not difficult to generalize our analysis to the arbitrary \( d \)-dimensional hyperrectangular grid. Then we denote by \( \rho := m/|\Omega| \) the density of the pixels available. Notice that we assume that the measurement \( \mathbf{g} \) and the error \( \mathbf{e} \) are given and fixed, even though the error \( \mathbf{e} \) can be viewed as a particular realization of some random variables, e.g. the i.i.d. Gaussian noise. Hence, the only random variable in our setting is the data set \( \Lambda \) which is uniformly drawn from all \( m \)-subsets of \( \Omega \). Such a missing data restoration from randomly sampled pixels frequently occur when part of pixels is randomly missing due to e.g. the unreliable communication channel, and/or the corruption by a salt-and-pepper noise.

The focus of this paper is to study the approximation property of the above TV minimization problem

\[ \min_{\mathbf{u}} \| \nabla \mathbf{u} \|_1 \quad \text{subject to} \quad \frac{1}{|\Lambda|} \sum_{k \in \Lambda} |\mathbf{u}[k] - g[k]|^2 \leq \eta^2. \tag{1.3} \]

In (1.3) the TV seminorm \( \| \nabla \mathbf{u} \|_1 \) is defined as

\[ \| \nabla \mathbf{u} \|_1 = \sum_{j=1}^d \sum_{k_1+e_j \in \Omega} |\mathbf{u}[k+e_j] - \mathbf{u}[k]|, \tag{1.4} \]

where \( \{e_1, \ldots, e_d\} \) denotes the standard basis of \( \mathbb{R}^d \).

In this paper, we will consider the following random setting. For \( \Omega = \{0, 1, \ldots, N - 1\}^d \) \( \subseteq \Omega \), \( |\Lambda| = m \), \( \Lambda \) is uniformly random chosen from all \( m \)-subsets of \( \Omega \). \( \Lambda \) is sufficiently large, there exists a pretty good chance to restore a data close to the underlying original one \( \mathbf{f} \) by solving (1.3) from \( m \) partial observation \( \mathbf{g} \).
In the literature, the restoration guarantees of TV minimization has been extensively studied in the various signal/image restoration tasks. For instance, the authors in [18] asserted the restoration guarantee of \( u \in \mathbb{C}^N \) with \( s \)-sparse gradient from \( m \) noiseless Fourier samples drawn uniformly and randomly. Briefly speaking, as long as the number of samples \( m \) satisfies \( m \gtrsim s \ln N \), \( u \) can be exactly restored with high probability by solving the TV minimization with the equality constraint on the Fourier samples. Later, the authors in [40, 41] further extended the result to the \( d \geq 2 \) dimensional TV image restoration problems. More precisely, the authors present the connection between the TV seminorm and the compressibility under the Haar wavelet (e.g. [29, 39]) to modify a restricted isometry property (RIP) of a random sensing matrix under the Haar wavelet representation. Unlike the works in [40, 41] with the RIP condition, the authors in [15] present a restoration guarantee based on the nullspace condition of a Gaussian sensing matrix. Briefly speaking, the authors use the so-called “Escape through the Mesh” theorem (e.g. [27]) to estimate the Gaussian width (e.g. [44]) of a cone specified by the null space condition (NSP) condition. Finally, apart from the aforementioned works on the random sensing matrices, the restoration guarantees for Fourier samples have also been extensively studied in [2, 38, 42] under various sampling strategies. While these aforementioned restoration guarantees are mainly in the context of compressed sensing, to the best of our knowledge, there are few works on the error analysis of the missing data restoration from partial measurements.

The analysis in this paper is different from the aforementioned previous works. First of all, our analysis does not require explicit sparse gradient. Notice that the “sensing matrix” of (1.1) does not satisfy the RIP condition or the NSP condition for the sparse restoration. Instead, we assume the bounded TV seminorm to impose some mild regularity condition of the underlying image, rather than the sparse gradient, so our analysis is not restricted to the data with sparse gradient. In fact, our analysis mostly follows the direction of [14] on the approximation property of frame based missing data restoration. More precisely, we also use the combination of the uniform law of large numbers, which is standard in classical empirical processes and statistical learning theory, and an estimation for its involved covering number of a hypothesis space of the solution. Nevertheless, we further mention that our error analysis uses a new estimation for covering number. In other words, even though we also use the special structure of the set and the max-flow min-cut theorem in graph theory to estimate covering number, we improve the estimate in [14] Theorem 2.4 by relaxing the constraint of the radius to an arbitrarily small one. As a consequence, our analysis is not limited to (1.3).

In fact, with the aid of our new estimate for covering number, it is not difficult to extend our analysis to the analysis of tight frame based missing data restoration in [14] with a slight modification.

The rest of this paper is organized as follows. In Section 2, we give our main results of approximation analysis for TV minimization (1.3). In Sections 3 and 4, we illustrate the applications of our main results. More precisely, we estimate the error of piecewise constant data restoration from random samples in Section 3. In Section 4, we estimate the error of TV image inpainting, and further connect the error analysis for the discrete problem (1.3) to the two dimensional \( BV \) function approximation based on the finite element approximation of \( BV \) functions [6]. Finally, all technical proofs are postponed to Section 5, and Section 6 concludes this paper with some future directions.

2. Approximation error of TV minimization

In this section, we give the approximation error analysis of the TV minimization model (1.3) with the anisotropic TV seminorm \( \| \nabla u \|_1 \) defined as (1.4). Specifically, let \( u^A \) be the solution to (1.3) and we derive the explicit formulation of (1.7). Recall that \( \Omega = \{0, \cdots, N - 1\}^d \) and \( A \) is a data set which is uniformly randomly chosen from all \( m \)-subsets of \( \Omega \).

To begin with, we need to define an appropriate hypothesis space. Hence, we present Lemma 2.1 related to the discrete maximum principle (e.g. [3]) to characterize the solution \( u^A \).

**Lemma 2.1.** Assume that \( g \in [0, M]^A \) in (1.1) is a nonconstant vector which satisfies (1.2). For a solution \( u^A \) to (1.3), we have

$$0 \leq u^A[k] \leq M \quad \text{for all} \quad k \in \Omega.$$

(2.1)
Proof. Let \( u^\Lambda \) be a solution to (1.3). It is obvious that, if we have
\[
\text{Var}(g) = \frac{1}{|\Lambda|} \sum_{k \in \Lambda} |g[k] - E(g)|^2 = \eta^2 \quad \text{with} \quad E(g) = \frac{1}{|\Lambda|} \sum_{k \in \Lambda} g[k],
\]
then the constant vector \( u^\Lambda[k] = E(g) \) for all \( k \in \Omega \) is the minimizer of (1.3) with (2.1). Hence, it suffices to prove that (2.1) holds when
\[
\eta^2 < \frac{1}{|\Lambda|} \sum_{k \in \Lambda} |g[k] - E(g)|^2.
\]
In this case, since we have
\[
\frac{1}{|\Lambda|} \sum_{k \in \Lambda} |g[k] - c|^2 \geq \text{Var}(g) > \eta^2,
\]
for any constant \( c \in \mathbb{R} \), (1.3) does not admit a constant vector as a minimizer. For each \( k \in \Omega \), we define \( \tilde{u}^\Lambda[k] \) by
\[
\tilde{u}^\Lambda[k] = \begin{cases} u^\Lambda[k] & \text{if } u^\Lambda[k] \leq M \\ M & \text{if } u^\Lambda[k] > M. \end{cases}
\]
(2.2)
Obviously, we have \( \tilde{u}^\Lambda[k] \leq M. \) In addition, we can write \( \tilde{u}^\Lambda[k] = G(u^\Lambda[k]) \) for \( k \in \Omega \), where \( G : \mathbb{R} \to \mathbb{R} \) is defined as
\[
G(x) = \begin{cases} x & \text{if } x \leq M_g \\ M & \text{if } x > M. \end{cases}
\]
(2.3)
Notice that this \( G : \mathbb{R} \to \mathbb{R} \) is Lipschitz continuous with Lipschitz constant 1:
\[
|G(x) - G(y)| \leq |x - y|,
\]
(2.4)
and takes \( g \) as the fixed point: \( G(g[k]) = g[k] \) for \( k \in \Lambda \).
From (2.4) we have
\[
|\tilde{u}^\Lambda[k] - g[k]| = |G(\tilde{u}^\Lambda[k]) - G(g[k])| \leq |u^\Lambda[k] - g[k]|,
\]
which means that \( \tilde{u}^\Lambda \) satisfies the constraint:
\[
\frac{1}{|\Lambda|} \sum_{k \in \Lambda} |\tilde{u}^\Lambda[k] - g[k]|^2 \leq \frac{1}{|\Lambda|} \sum_{k \in \Lambda} |u^\Lambda[k] - g[k]|^2 \leq \eta^2.
\]
In addition, (2.4) also gives us
\[
\left\| \nabla \tilde{u}^\Lambda \right\|_1 = \sum_{j=1}^d \sum_{k, k+e_j \in \Omega} |\tilde{u}^\Lambda[k+e_j] - \tilde{u}^\Lambda[k]| \\
\leq \sum_{j=1}^d \sum_{k, k+e_j \in \Omega} |u^\Lambda[k+e_j] - u^\Lambda[k]| = \left\| \nabla u^\Lambda \right\|_1.
\]
Since \( u^\Lambda \) is a minimizer of (1.3), \( \left\| \nabla u^\Lambda \right\|_1 \) should be the minimum discrete total variation subject to the
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constraint. Hence, it follows that \( \| \nabla u^\Lambda \|_1 = \| \nabla u^\Lambda \|_1 \), and in particular, by (2.2), \( \tilde{u}^\Lambda = u^\Lambda \). If not, then \( u^\Lambda[k_0] > M = \tilde{u}^\Lambda[k_0] \) for some \( k_0 \in \Omega \), which leads to a contradiction that \( \| \nabla u^\Lambda \|_1 < \| \nabla u^\Lambda \|_1 \). Hence, it must be that \( u^\Lambda[k] = \tilde{u}^\Lambda[k] \leq M \) for all \( k \in \Omega \). For the lower bound, we use the same argument by considering \( g \mapsto -g \), i.e. noting that \( -u^\Lambda \) is a minimizer of (1.3). This completes the proof. \( \square \)

With the aid of Lemma 2.1, we can consider the following set

\[
M = \left\{ u \in \ell_\infty(\Omega) : \| \nabla u \|_1 \leq \| \nabla f \|_1, \frac{1}{|\Lambda|} \sum_{k \in \Lambda} |u[k] - g[k]|^2 \leq \eta^2, u \in [0, M]_{\Omega} \right\},
\]

as an involved hypothesis space. In (2.5) \( M \geq 1 \) is a positive constant related to the boundedness of each pixel value, \( \eta \) is a fixed positive constant related to the bound of measurement error, and \( \| \nabla u \|_1 \) is the anisotropic TV defined as (1.4). Notice that, given that \( g \in [0, M]^\Lambda \) is defined as (1.1) with \( f \in [0, M]_{\Omega} \), the true solution \( f \) lies in this set \( M \). In addition, since \( u^\Lambda \) is a solution to (1.3), it follows that \( \| \nabla u^\Lambda \|_1 = \| \nabla f \|_1 \), and \( u^\Lambda \in [0, M]_{\Omega} \) by Lemma 2.1. Hence, the set \( M \) defined as (2.5) is the desired space.

Our error analysis relies on the capacity of an involved set. Notice that there are numerous tools including VC dimension \([47]\), \( V_\gamma \)-dimension and \( P_\gamma \)-dimension \([8]\), Rademacher complexities \([8, 37]\), and covering number \([28]\). In this paper, we choose the covering number to measure the capacity of the hypothesis space, as it is the most convenient tool for metric spaces \([14]\).

**Definition 2.2.** Let \( M \subseteq \mathbb{R}^\Omega \) and \( r > 0 \) be given. The covering number \( \mathcal{N}(M, r) \) is defined as

\[
\mathcal{N}(M, r) = \inf \left\{ K \in \mathbb{N} : \exists u_1, \ldots, u_K \in M \ s.t. \ M \subseteq \bigcup_{j=1}^{K} \left\{ u \in M : \| u - u_j \|_{\ell_\infty(\Omega)} \leq r \right\} \right\}.
\]

With this idea of covering number, we present the first relation between the solution \( u^\Lambda \) of (1.3) and the underlying true image \( f \). Specifically, we estimate the probability of the event

\[
\mathbb{P} \left\{ \frac{1}{|\Omega|} \| u^\Lambda - f \|_{\ell_2(\Omega)}^2 \leq \epsilon + \frac{16}{3} \eta^2 \right\} \geq 1 - \mathcal{N}(M, \epsilon) \exp \left( -\frac{3m\epsilon}{256M^2} \right)
\]

for an arbitrary \( \epsilon > 0 \) in terms of the covering number of the hypothesis space \( M \) defined as (2.5). Since the proof is exactly the same as \([14]\) Theorem 2.3, we omit the proof.

**Proposition 2.3.** Let \( M \) be defined as (2.5) and \( u^\Lambda \) be a solution to (1.3). Then for an arbitrary \( \epsilon > 0 \), the following inequality

\[
\mathbb{P} \left\{ \frac{1}{|\Omega|} \| u^\Lambda - f \|_{\ell_2(\Omega)}^2 \leq \epsilon + \frac{16}{3} \eta^2 \right\} \geq 1 - \mathcal{N}(M, \epsilon) \exp \left( -\frac{3m\epsilon}{256M^2} \right)
\]

holds. In (2.6) \( m = |\Lambda| \) denotes the number of samples.

Hence, our error estimate will be completed if we can bound the covering number in (2.6). At first glance, for each \( u \in M \), we have \( \| u \|_{\ell_\infty(\Omega)} \leq M \), so we have the following simple upper bound

\[
\mathcal{N}(M, r) \leq \left( \frac{2M}{r} \right)^{|\Omega|},
\]

as presented in \([28]\). However, since the above estimation (2.7) is not tight enough to derive an error estimate, we need to find a much tighter upper bound for \( \mathcal{N}(M, r) \) by further exploiting the conditions of \( M \). Notice that in our setting, the bounded TV seminorm is to impose some regularity condition on the
image to be restored, whence it would be quite reasonable to get a tighter bound by exploiting the condition 
\[ \| \nabla u \|_1 \leq \| \nabla f \|_1. \]
This leads us to relax \( M \) in (2.5) into
\[ \tilde{M} = \left\{ u \in \ell_\infty(\Omega) : \| \nabla u \|_1 \leq \| \nabla f \|_1, \| u \|_{\ell_\infty(\Omega)} \leq \tilde{M} \right\}. \] (2.8)

With this \( \tilde{M} \), we can obtain the desired estimate of the covering numbers in Theorem 2.4. Similar to [14, Theorem 2.4], our estimate is also based on the quantized total variation minimization (e.g. [1, 20]) and the max-flow min-cut theorem [31]. In this paper, we improve [14, Theorem 2.4] by relaxing the constraint on the radius \( r \). Since the proof is long and technical, it is postponed to 5.1.

**Theorem 2.4.** Let \( M \) be defined as (2.5). Assume that \( f \) satisfies \( \| \nabla f \|_1 \leq C f |\Omega|^b \) for some \( b \in [0,1] \). Then for \( r \geq |\Omega|^{-a} \) with \( a \geq 1 - b \), we have
\[ \ln \mathcal{N}(M, r) \leq C_{a,b,d} \frac{|\Omega|^b}{r} \log_2 |\Omega| \] (2.9)
where \( C_{a,b,d} = 40(2a + b)MC_f (d + 2C_f) \).

With the aid of Proposition 2.3 and Theorem 2.4, we can give the explicit form of our main result. Briefly speaking, for a fixed \( \rho \), as long as the cardinality of \( \Omega \) is sufficiently large, the solution \( u^\Lambda \) to (1.3) gives a good approximation of the original data \( f \). Moreover, for a fixed \( \Omega \), the error becomes smaller as \( \rho \nearrow 1 \), which coincides with the common sense as larger observations are available for a fixed \( \Omega \) with larger \( \rho \).

**Theorem 2.5.** Assume that \( g \in [0, M]^\Lambda \) in (1.1) is a nonconstant vector which satisfies (1.2). Let \( u^\Lambda \) be a solution to (1.3) and let \( \| \nabla f \|_1 \leq C f |\Omega|^b \) for some \( b \in [0,1] \). Then the following inequality
\[ \frac{1}{|\Omega|} \| u^\Lambda - f \|_{\ell_2(\Omega)}^2 \leq \tilde{c} \rho^{-1/2} |\Omega|^{-1/2} (\log_2 |\Omega|)^{3/2} + \frac{16}{3} \eta^2 \] (2.10)
holds with probability at least \( 1 - |\Omega|^{-1} \). In (2.10) \( \tilde{c} \) is defined as
\[ \tilde{c} = \frac{64}{3} M^2 \left( 4 + 3 \sqrt{10(2a + b)C_f (d + 2C_f)} \right), \]
for some \( a \geq 1 - b \).

**Proof.** First of all, by Proposition 2.3 for an arbitrary \( \epsilon > 0 \), we can find a sufficiently large \( a \geq 1 - b \) such that \( \epsilon \geq 12M|\Omega|^{-a} \). For \( r = \epsilon/(12M) \), the inequality
\[ \frac{1}{|\Omega|} \| u^\Lambda - f \|_{\ell_2(\Omega)}^2 \leq \epsilon^2 + \frac{16}{3} \eta^2 \]
with probability at least \( 1 - \mathcal{N}(M, \epsilon/12M) \exp \left( -\frac{3m\epsilon}{256M^2} \right) \geq 1 - \exp \left( \frac{480M^2(2a + b)C_f (d + 2C_f) |\Omega|^b \log_2 |\Omega|}{\epsilon} - \frac{3m\epsilon}{256M^2} \right) \),
where the last inequality comes from Theorem 2.4. Then, choosing a special \( \epsilon^* \) to be the unique positive solution to
\[ \frac{480M^2(2a + b)C_f (d + 2C_f) |\Omega|^b \log_2 |\Omega|}{\epsilon} - \frac{3m\epsilon}{256M^2} = \ln \frac{1}{|\Omega|} \] (2.11)

we have
\[ \frac{1}{|\Omega|} \|u^\Lambda - f\|_{L^2(\Omega)}^2 \leq \epsilon^* + \frac{16}{3} \eta^2 \]
with probability at least \(1 - |\Omega|^{-1}\). Indeed, solving (2.11) gives
\[ \epsilon^* = \frac{128 M^2}{3m} \left( \ln |\Omega| + \sqrt{\ln^2 |\Omega| + \frac{45}{2} m(2a + b)C_f (d + 2C_f) |\Omega|^{b \log_2 |\Omega|}} \right) \]
\[ \leq \frac{64 M^2}{3m} \left( 4 \ln |\Omega| + 3 \sqrt{10m(2a + b)C_f (d + 2C_f) |\Omega|^{b \log_2 |\Omega|}} \right) \]
\[ \leq \frac{64}{3} M^2 \left( 4 + 3 \sqrt{10(2a + b)C_f (d + 2C_f)} \right) \rho^{-1/2} |\Omega|^{-\frac{1-a}{2}} \left( \log_2 |\Omega| \right)^{3/2} \]
(2.12)
In addition, from (2.12) we further have
\[ \epsilon^* \geq \frac{64 M^2}{\sqrt{m}} \sqrt{10(2a + b)C_f (d + 2C_f) |\Omega|^{b \log_2 |\Omega|}} \geq 64 M \rho^{-1/2} \sqrt{C_f \log_2 |\Omega| |\Omega|^{-\frac{1-a}{2}} \geq 12 M |\Omega|^{-a} \]
as \(a \geq 1 - b\) with \(b \in [0, 1)\). This completes the proof. \(\Box\)

To conclude this section, we demonstrate the theoretical error bound in (2.10) and the empirical restoration error under different settings of \(|\Omega|\) and \(\rho\) through numerical simulations. More precisely, we fix \(N = 2^J\) and \(\eta = 0\), and we consider the following noise-free case
\[ \min \|\nabla u\|_1 \text{ subject to } u[k] = f[k], \ k \in \Lambda, \]
(2.13)
so that (2.10) is rewritten as
\[ \frac{1}{2^{2J}} \|u^\Lambda - f\|_{L^2(\Omega)}^2 \leq \tilde{\epsilon} \rho^{-1/2} J^{3/2} 2^{-J/2} \]
(2.14)
with probability at least \(1 - 2^{-2J}\).

We generate \(f\) by using the Matlab built-in function “phantom(2^J)”.

To see the behavior of error with respect to the sample density \(\rho\), we fix \(N = 512\) (i.e., \(J = 9\)), and for each \(\rho \in \{0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8\}\), we test (2.13) with 100 realizations of \(\Lambda\). To see the behavior of error with respect to \(|\Omega|\), we fix \(\rho = 0.5\), and for each \(J \in \{5, 6, 7, 8, 9, 10\}\) (or the resolution \(J\)), we again test (2.13) with 100 realizations of \(\Lambda\). In any case, (2.13) is solved by the split Bregman algorithm (e.g. [55]), and we choose the largest empirical error to compare with the theoretical error in (2.14). Since it is in general difficult to determine the constants explicitly, we calculate the above error by assuming that the equality holds in the worst case, i.e. in the lowest sample density, or the lowest resolution case. The results are shown in Fig. 1. Specifically, Fig. 1a demonstrates the results when \(N = 512\) is fixed and \(\rho\) is varying, and Fig. 1b depicts the results when \(\rho = 0.5\) is fixed and \(J\) is varying. We can easily see that, in any case, the empirical restoration error does not exceed the theoretical error in (2.14) which empirically demonstrates that Theorem 2.5 provides a reasonable upper bound for the restoration error with high probability.

3. Application to sparse gradient restoration

In this section, we connect our main result to the missing data restoration from random samples given that the original data \(f\) has a sparse gradient \(\nabla f\). The error analysis for the sparse gradient restoration have been well established in the literature, and most restoration guarantees are in general based on the context of compressed sensing (e.g. [2] [55] [62]). The common concept is that the restoration error is bounded by
Figure 1: Fig. 1a describes the simulation results when $N = 512$ is fixed, and Fig. 1b depicts the simulation results when $\rho = 0.5$ is fixed.

The so-called $s$-term approximation error of $\nabla f$, thereby establishing the restoration guarantee for the $s$-sparse $\nabla f$. While these works mainly focus on the Gaussian sensing matrix [15], the Fourier undersampling [2, 38, 42], and the Walsh sampling [2], we explore the approximation property of (1.3) with respect to the sparsity of $\nabla f$ in terms of Theorem 2.5.

**Theorem 3.1.** Assume that $g \in [0, M]^\Lambda$ in (1.1) is a nonconstant vector which satisfies (1.2). Let $\|\nabla f\|_0 = s$, where $1 \leq s \leq |\Omega| - 1$, and

$$\|\nabla f\|_0 = \left\{ k \in \Omega : k + e_j \in \Omega, \ j = 1, \cdots, d, \ \text{and} \ \sum_{j=1}^{d} |f[k + e_j] - f[k]| \neq 0 \right\}. \quad (3.1)$$

Let $u^\Lambda$ be a solution to (1.3). Then the following inequalities

$$\frac{1}{|\Omega|} \|u^\Lambda - f\|_{L_2(\Omega)}^2 \leq \tilde{c} \rho^{-1/2} (\log_2 |\Omega|)^{3/2} \sqrt{s} + \frac{16}{3} \eta^2 \quad (3.2)$$

and

$$\frac{1}{|\Omega|} \|u^\Lambda - f\|_{L_2(\Omega)}^2 \leq \tilde{c} (\log_2 |\Omega|)^{3/2} \sqrt{s} m + \frac{16}{3} \eta^2 \quad (3.3)$$

hold with probability at least $1 - |\Omega|^{-1}$. In (3.2) and (3.3) $\tilde{c}$ is defined as

$$\tilde{c} = \frac{128}{3} M^2 \left( 2 + 3 \sqrt{5} (2a + 1) M (d + 4M) \right)$$

for some $a \geq 1$.

**Proof.** Notice that we have

$$\|\nabla f\|_1 \leq s \|\nabla f\|_\infty = \|\nabla f\|_\infty |\Omega|^{\log |\Omega|} s,$$

where

$$\|\nabla f\|_\infty = \max_{j=1, \cdots, d} \{|f[k + e_j] - f[k]| : k, k + e_j \in \Omega\}.$$
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Then for each $j = 1, \cdots, d$, we have

$$|f[k + e_j] - f[k]| \leq 2\|f\|_{\ell_\infty(\Omega)} \leq 2M.$$  

Choose $C_f = 2M$ and $b = \log_{|\Omega|} s$. For $a \geq 1$, we have $a \geq 1 - \log_{|\Omega|} s$, so (2.10) becomes

$$\frac{1}{|\Omega|} \|u^\Lambda - f\|^2_{\ell_2(\Omega)} \leq \frac{128}{3} M^2 \left( 2 + 3\sqrt{5(2a + \log_{|\Omega|} s)} M (d + 4M) \right) \rho^{-1/2} (\log_2 |\Omega|)^{3/2} \sqrt{\frac{s}{|\Omega|}} + \frac{16}{3} \eta^2$$

$$\leq \frac{128}{3} M^2 \left( 2 + 3\sqrt{5(2a + 1)} M (d + 4M) \right) \rho^{-1/2} (\log_2 |\Omega|)^{3/2} \sqrt{\frac{s}{m}} + \frac{16}{3} \eta^2,$$

Using the fact that $\rho = m/|\Omega|$, we further have

$$\frac{1}{|\Omega|} \|u^\Lambda - f\|^2_{\ell_2(\Omega)} \leq \frac{128}{3} M^2 \left( 2 + 3\sqrt{5(2a + 1)} M (d + 4M) \right) (\log_2 |\Omega|)^{3/2} \sqrt{\frac{s}{m}} + \frac{16}{3} \eta^2,$$

and this completes the proof. \hfill \Box

Theorem 3.1 tells us that for a fixed $\Omega$, when we solve the TV minimization for the noise-free setting:

$$u^\Lambda = \arg\min_u \{ \|\nabla u\|_1 : u[k] = f[k], \; k \in \Lambda \},$$  

(3.4)

the error satisfies

$$\frac{1}{|\Omega|} \|u^\Lambda - f\|^2_{\ell_2(\Omega)} = O\left( \sqrt{\frac{s}{m}} \right)$$

with high probability. We would like to mention that this error bound cannot be equal to 0 to guarantee the exact restoration even in the noise-free setting. Notice that, from the viewpoint of compressed sensing, the sensing matrix of our setting will be $R_\Lambda$, where $R_\Lambda f[k] = f[k]$ for $k \in \Lambda$, and $R_\Lambda f[k] = 0$ for $k \in \Omega \setminus \Lambda$. Since $\Lambda$ is randomly chosen from the uniform distribution of $\Omega$, the sensing matrix $R_\Lambda$ may not satisfy the concentration inequality in [43], which means that the measurement $g$ may not contain sufficient information for the exact restoration [14].

**Example 3.2.** For a better explanation, we consider the one dimensional case $(d = 1)$. Let $N = 2N_0$ for some $N_0 \in \mathbb{N}$, and let $f \in \mathbb{R}^N$ be defined as

$$f[k] = \begin{cases} 0 & \text{if } k = 0, \cdots, N_0 - 1 \\ 1 & \text{if } k = N_0, \cdots, N - 1. \end{cases}$$

Obviously, we have $s = 1$. Assume that $\Lambda$ is uniformly and randomly drawn from all $m$-subsets of $\Omega$. We claim that there exists a solution $u^\Lambda$ in (3.4) such that

$$\frac{1}{|\Omega|} \|u^\Lambda - f\|^2_{\ell_2(\Omega)} \geq \frac{1}{N}$$

with probability at least $1 - m/N$. To see this, define $k_1$ and $k_2$ as

$$k_1 = \max \{ k \in \Omega : k \in \Lambda \cap \{0, \cdots, N_0 - 1\} \}$$

$$k_2 = \min \{ k \in \Omega : k \in \Lambda \cap \{N_0 + 1, \cdots, N - 1\} \}.$$
For each $L \in \{k_1, k_1 + 1, \ldots, k_2 - 1, k_2\}$, we introduce

$$u^{L} = \begin{cases} 0 & \text{if } k = 0, \ldots, L - 1 \\ 1 & \text{if } k = L, \ldots, N - 1. \end{cases} \quad (3.5)$$

Then obviously, $u^{L}$ is a solution of (3.4) for each $L = k_1, \ldots, k_2$, and

$$\frac{1}{|\Omega|} \|u^{L,k_1} - f\|_{L^2(\Omega)}^2 = \frac{N_0 - 1 - k_1}{N}$$

$$\frac{1}{|\Omega|} \|u^{L,k_2} - f\|_{L^2(\Omega)}^2 = \frac{k_2 - N_0}{N}.$$ 

Hence, if $\Lambda \cap \{N_0\} = \emptyset$, there exists a solution $u^{\Lambda}$ to (3.4) such that

$$\frac{1}{|\Omega|} \|u^{\Lambda} - f\|_{L^2(\Omega)}^2 \geq \frac{1}{N}.$$ 

In addition,

$$\mathbb{P}\{\Lambda \cap \{N_0\} = \emptyset\} = \binom{N - 1}{m}/ \binom{N}{m} = \frac{N - m}{N} = 1 - \frac{m}{N},$$

and this completes the proof.

4. Application to two dimensional $BV$ function approximation

This section is devoted to the connection of the total variation image inpainting (e.g. [25]) to the underlying function approximation. In the literature, there are various numerical algorithms for the total variation minimization in [21, 35, 48, 49, 50] with a guaranteed convergence to the minimizer. Hence, we are able to analyze the approximation property of these numerical algorithms. In addition, based on the finite element approximation of $BV$ functions in [7], we connect the error analysis in the discrete setting to the approximation of underlying $BV$ function from which a discrete image comes. In what follows, we restrict our discussions for the real-valued function of two variables ($d = 2$), as the images can be treated as discrete samples of two variable functions [14]. Note, however, that for more general multivariate functions, the discussions are almost the same with a slight modification.

All functions we consider are defined on the square domain $\Omega = [0,1)^2$, and we assume for simplicity that $\Omega$ is a $2^J \times 2^J$ cartesian grid defined as

$$\Omega = \{0,1, \ldots, 2^J - 1\}^2 \approx 2^{-J} \mathbb{Z}^2 \cap \Omega.$$ 

In other words, we implicitly identify a $2^J \times 2^J$ grid $\Omega$ with a $2^J \times 2^J$ discrete mesh of $\Omega$. Note, however, that it is not difficult to extend our discussion to the generic regular square grid $\Omega \approx N^{-1} \mathbb{Z}^2 \cap \Omega$. To establish a suitable approximation analysis, we assume that the functions on $\Omega$ with the ones on $\mathbb{R}^2$ with fundamental period of each variable to be 1.

Recall that a function $u \in BV(\Omega)$ (is of bounded variation) if $u \in L_1(\Omega)$ and its distributional first order derivative is a Radon measure. To simplify the notation, we use $\nabla u$ to denote such a measure. We define the total variation (TV) of $u \in BV(\Omega)$ by

$$TV(u) = \int_{\Omega} d \|\nabla u\|_1 \quad (4.1)$$

with $\|\cdot\|_1$ being the $\ell_1$ norm in $\mathbb{R}^2$. Notice that the above TV is the anisotropic TV, which is the usual choice in the study of multidimensional nonlinear conservation laws (e.g. [5]).
To begin with, let \( \varphi = 1_\Omega \). We assume that, for each \( k \in \Omega \), the discrete samples \( f \) are obtained via

\[
f[k] = 2^J \langle f, \varphi_{J,k} \rangle,
\]

(4.2)

where \( \varphi_{J,k} = 2^J \varphi(2^J \cdot -k) \). In other words, we assume that the discrete samples are obtained by taking the local averages of the underlying function on the square \( Q_k := \prod_{j=0}^{J-1} [2^{-J} k_j, 2^{-J} (k_j + 1)) \).

Given the discrete samples \( f \) on \( \Omega \), we use the following interpolated function

\[
f_J = \sum_{k \in \Omega} f[k] \phi(2^J \cdot -k) = \sum_{k \in \Omega} \langle f, \varphi_{J,k} \rangle \phi_{J,k}
\]

(4.3)

to approximate \( f \). In (4.3) \( \phi(x) = B_2(x_1)B_2(x_2) \) is a tensor product piecewise linear B-spline:

\[
B_2(x) = \max \{1 - |x|, 0\},
\]

and we implicitly identify \( \phi(2^J \cdot -k) \) with its periodized version

\[
\phi_{\text{per}}(2^J \cdot -k) = \sum_{k' \in \mathbb{Z}^2} \phi(2^J \cdot -k + 2^J k')
\]

with a slight abuse of notation.

In the literature, there are extensive studies on the approximation order of the interpolated function to the underlying function. Most of them are related with the property of the basis function \( \phi \), and require a high order regularity of an underlying function \( f \). Briefly speaking, if \( \tilde{\phi} \) satisfies the Strang-Fix condition of a certain order and its Fourier transform \( \hat{\tilde{\phi}} \) is such that \( 1 - \left| \hat{\tilde{\phi}}(\omega) \right|^2 \) has the same order of zeroes at \( \omega = 0 \), then for a sufficiently smooth \( f \), the interpolated function \( f_J \) has the approximation of this order to \( f \) [30, 36]. Indeed, for the following harmonic inpainting (e.g. [25])

\[
\min \| \nabla u \|_2^2 \quad \text{subject to} \quad \frac{1}{|\Lambda|} \sum_{k \in \Lambda} |u[k] - g[k]|^2 \leq \eta^2,
\]

the asymptotic approximation analysis can be done similarly to [36]. Unlike the aforementioned ideas which requires a high regularity of \( f \), we only assume that \( f \) is of bounded variation (i.e. \( f \in BV(\Omega) \)) to ensure \( \| \nabla f \|_1 < \infty \). In fact, using the finite element approximation [7], we present the approximation order of \( f_J \) to \( f \), as given in Theorem 4.1. The proof is postponed to 5.3.

**Theorem 4.1.** Assume that \( f \in BV(\Omega) \cap L_\infty(\Omega) \). For \( J \in \mathbb{N} \), let \( f_J \) be defined as (4.3) with \( f \) in (4.2). Then we have

\[
\| f_J - f \|_{L_2(\Omega)} \leq \sqrt{16 + 4\pi^{1/2}} 2^{-J/2} TV(f) \| f \|_{L_\infty(\Omega)}.
\]

(4.4)

Combining Theorems 2.3 and 4.1, we are able to present Theorem 4.2 to connect the solution to the discrete problem (1.3) to the underlying function approximation. Briefly speaking, as long as the mesh is sufficiently dense, we have a good opportunity to obtain a reasonable approximation of the underlying true image \( f \) by solving (1.3). Moreover, the interpolation of the restored image gives a good approximation of the original function where the discrete image comes from, with the high probability. The proof is in Section 5.3.

**Theorem 4.2.** Assume that \( f \in BV(\Omega) \cap L_\infty(\Omega, [0, M]) \) is not identically constant. Let \( u_\Lambda \) be a solution to (1.3) with \( g \) in (1.1) generated by \( f \) in (4.2). Then the inequality

\[
\frac{1}{2^J} \| u_\Lambda - f \|_{L_2(\Omega)}^2 \leq c_0^{-1/2} J^{3/2} 2^{-J/2} + \frac{16}{3} \eta^2
\]

(4.5)
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holds with probability at least \(1 - 2^{-2J}\), with a constant \(\tilde{c}\) independent of \(J\), \(\rho\), and \(\eta\). Moreover, let \(u^\Lambda_J\) be defined as

\[
u^\Lambda_J = \sum_{k \in \Omega} u^\Lambda[k]\delta(2^J \cdot - k).
\]

Then the following inequality

\[
\|u^\Lambda_J - f\|^2_{L^2(\Omega)} \leq C_1\rho^{-1/2}J^{3/2}2^{-J/2} + C_22^{-J}
\]

also holds with probability at least \(1 - 2^{-2J}\), where \(C_1, C_2,\) and \(C_3\) are independent of \(J\), \(\rho\), and \(\eta\).

Remark 4.3. Note that, if \(J \in \mathbb{N}\) satisfies \(J \geq -2 \log_2 \eta\), (4.7) becomes

\[
\|u^\Lambda_J - f\|^2_{L^2(\Omega)} \leq C_1\rho^{-1/2}J^{3/2}2^{-J/2} + (C_2 + C_3)\eta^2.
\]

This further means that, if the mesh is sufficiently dense (i.e. \(J\) is sufficiently large), the \(L^2\) distance between the interpolated function \(u^\Lambda_J\) and the original underlying function \(f\) becomes bounded by the restoration error of the discrete image restoration problem (1.3) only.

To conclude this section, we further discuss the approximation of piecewise constant function from the discrete sparse gradient restoration problem. To be more precise, let \(f\) be defined as

\[
f(x) = \sum_{l=1}^L \alpha_l 1_{\Omega_l}(x)
\]

where \(\alpha_l \in \mathbb{R}\), \(\Omega_l \subseteq \Omega\), and (4.8) is expressed with the smallest number of characteristic functions such that \(\Omega_l's\) are pairwise disjoint. Let \(\tilde{f}\) be defined as (4.2) from (4.2) we have

\[
f[k] + e_j - f[k] = 2^J \langle f, \varphi_{J,k+e_j} \rangle - 2^J \langle f, \varphi_{J,k} \rangle = 2^J \langle f, \varphi_{J,k+e_j} - \varphi_{J,k} \rangle.
\]

Noting that

\[
1_{[0,1)}(\cdot - 1) - 1_{[0,1)} = -\frac{d}{dx}B_2(\cdot - 1),
\]

the direct computations gives

\[
f[k + e_j] - f[k] = \left\langle \frac{\partial f}{\partial x_j}, \tilde{\varphi}_{J,k+e_j} \right\rangle,
\]

where \(\tilde{\varphi}_j\) is defined as

\[
\tilde{\varphi}_1(x) = B_2(x_1)1_{[0,1)}(x_2) \quad \text{and} \quad \tilde{\varphi}_2(x) = 1_{[0,1)}(x_1)B_2(x_2).
\]

Therefore, \(f[k + e_j] - f[k] = 0\) if and only if

\[
\text{supp}(\tilde{\varphi}_{J,k+e_j}) = \overline{\Omega}_k \cup \overline{\Omega}_{k+e_j} \subseteq \Omega^0_l \quad \text{for some} \ l = 1, \ldots, L.
\]

For each \(l = 1, \cdots, L\), we define

\[
I_l = \{ k \in \Omega : \overline{\Omega}_k \cup \overline{\Omega}_{k+e_1} \cup \overline{\Omega}_{k+e_2} \subseteq \Omega^0_l \}.
\]
and we let
\[ I = \bigcup_{l=1}^{L} I_l := \{ k \in \Omega : \overline{Q}_k \cup \overline{Q}_{k+e_1} \cup \overline{Q}_{k+e_2} \subseteq \Omega^c_l \ \text{for some } l = 1, \cdots, L \} . \]

Denote \( S := \Omega \setminus I \). Obviously, we have \( \| \nabla f \|_0 = |S| \), and by applying Theorems 3.1 and 4.1 we obtain
\[
\frac{1}{2\pi} \left\| u^A - f \right\|_{L^2(\Omega)}^2 \leq \tilde{c} \rho^{-1/2} J^{3/2} 2^{-J} |S|^{1/2} + \frac{16}{3} \eta^2 \tag{4.9}
\]
and
\[
\left\| u^A - f \right\|_{L^2(\Omega)}^2 \leq C_1 \rho^{-1/2} J^{3/2} 2^{-J} |S|^{1/2} + C_2 \eta^2 + C_3 2^{-J}, \tag{4.10}
\]
with probability at least \( 1 - 2^{-2J} \) where constants \( \tilde{c}, C_1, C_2, \) and \( C_3 \) are all independent of \( J, \rho, \) and \( \eta \).

However, it should be noted that \( |S| = \| \nabla f \|_0 \) may not necessarily satisfy \( |S| \leq 2^{2b} J \) with \( b < 1/2 \) as it is related to the geometry of edges \( \bigcup_{l=1}^{L} \partial \Omega_l \). Hence, the above estimates (4.9) and (4.10) will be worse than Theorem 4.2.

5. Technical proofs

This section is devoted to the technical details left in the previous sections. Mainly, we focus on the proof of Theorems 2.4, 4.1 and 4.2.

5.1. Proof of Theorem 2.4

Theorem 2.4 is to estimate the covering number. The proof follows the line similar to [14, Theorem 2.4]. However, since we improve [14, Theorem 2.4] by relaxing the constraint of the radius \( r \), we include the detailed proof for the sake of completeness. Notice that it is obvious that \( M \subseteq \tilde{M} \) and \( N(M, r) \leq N(\tilde{M}, r) \) where \( \tilde{M} \) is defined as (2.8). Hence, it suffices to bound the covering number \( N(\tilde{M}, r) \). In addition, it is easy to see that if there exists a finite set \( F \subseteq \tilde{M} \) such that
\[ \tilde{M} \subseteq \bigcup_{q \in F} \left\{ u : \| u - q \|_{\ell_{\infty}(\Omega)} \leq r \right\}, \]
we have \( N(\tilde{M}, r) \leq |F| \). What we need now is to construct an appropriate set \( F \) by exploiting the specific structure of \( \tilde{M} \), so that \( |F| \) has an appropriate upper bound.

For this purpose, let \( \kappa = \lceil 2M/r \rceil \), and we define
\[ R = \left\{ -\kappa r/2, (1-\kappa)r/2, \cdots, \kappa r/2 \right\} . \tag{5.1} \]
By [14, Lemma 4.4], for each \( u \in \tilde{M} \), there exists \( Q(u) \in \mathbb{R}^\Omega \) such that
\[ \| u - Q(u) \|_{\ell_{\infty}(\Omega)} \leq r/2 \quad \text{and} \quad \| \nabla (Q(u)) \|_1 \leq \| \nabla u \|_1 . \]
Let
\[ \tilde{F} = \left\{ q \in \ell_{\infty}(\Omega) : q = Q(u) \ \text{for some } u \in \tilde{M} \right\} \subseteq \mathbb{R}^\Omega . \]
Notice that for each \( q \in \tilde{F} \), there may be more than one \( u \in \tilde{M} \) such that \( q = Q(u) \).
For each $q \in \tilde{F}$, choose $u_q \in \tilde{M}$ such that $\|u_q - q\|_{\ell^\infty(\Omega)} \leq r/2$, and define $F = \{u_q : q \in \tilde{F}\}$. For an arbitrary $u \in \tilde{M}$, there exists $q \in \tilde{F}$ such that $\|u - q\|_{\ell^\infty(\Omega)} \leq r/2$. This implies
\[
\|u - u_q\|_{\ell^\infty(\Omega)} \leq \|u - q\|_{\ell^\infty(\Omega)} + \|q - u_q\|_{\ell^\infty(\Omega)} \leq r,
\]
by the definition of $u_q$. Therefore,
\[
\tilde{M} \subseteq \bigcup_{u_q \in F} \{u : \|u - u_q\|_{\ell^\infty(\Omega)} \leq r\} \quad \text{and} \quad N(\tilde{M}, r) \leq |F| \leq |\tilde{F}|.
\]
Thus, the covering number $N(\tilde{M}, r)$ is bounded by any upper bound of $|\tilde{F}|$. Notice that each $q \in \tilde{F}$ is uniquely determined by $\nabla q$ and $q[1, \ldots, 1]$. Since $\tilde{F}$ is a subset of $\mathcal{R}^\Omega$, there are $2\kappa + 1$ choices for $q[1, \ldots, 1]$. It remains to count the number of choices in $\nabla q$. Define
\[
\nabla \tilde{F} = \{\nabla q : q \in \tilde{F}\}.
\]
Then we need to bound $|\nabla \tilde{F}|$.

To do this, we first consider the uniform upper bound of $\|\nabla q\|_1$ for $q \in \tilde{F}$. By the definition of $\tilde{F}$ and [14 Lemma 4.4], for each $q \in \tilde{F}$, there exists $u \in \tilde{M}$ such that $\|\nabla q\|_1 \leq \|\nabla u\|_1$. Since $\|\nabla f\|_1 \leq C_f |\Omega|^b$ for some $b \in [0, 1]$ by assumption, we further have
\[
\|\nabla q\|_1 \leq \|\nabla u\|_1 \leq \|\nabla f\|_1 \leq C_f |\Omega|^b.
\]
Hence, for all $q \in \tilde{F}$, we have $\|\nabla q\|_1 \leq Kr/2$, where
\[
K = \left\lceil \frac{2C_f |\Omega|^b}{r} \right\rceil.
\]
In addition, since $q \in \mathcal{R}^\Omega$, each element of $\nabla q$ has to be a multiple of $r/2$, which means that the range of $\nabla q$ is a subset of $\{-Kr/2, -(K - 1)r/2, \ldots, Kr/2\}^d$. Recall that there are $R = d (|\Omega| - |\Omega|^{(d-1)/d})$ elements in $\nabla q$. Hence, the bound of $|\nabla \tilde{F}|$ can be estimated by the number of possible integer solutions of the following inequality
\[
|x_1| + |x_2| + \cdots + |x_{R-1}| + |x_R| \leq K.
\]
That is,
\[
|\nabla \tilde{F}| \leq 1 + \sum_{k=1}^K \sum_{s=1}^{\min\{k,R\}} 2^s \binom{R}{R-s} \binom{k-1}{s-1}
\leq 1 + \sum_{k=1}^K 2^k \sum_{s=1}^{\min\{k,R\}} \binom{R}{R-s} \binom{k-1}{s-1} = 1 + \sum_{k=1}^K 2^k \binom{R+k-1}{R-1}
\leq \binom{R+K-1}{R-1} \sum_{k=0}^K 2^k \leq 2^{K+1} \binom{R+K-1}{K} \leq 2 \left(2^{K+1} \binom{R+K-1}{K}\right) \leq 2 (R + K - 1)^K.
\]
Hence, we have
\[ |\tilde{F}| \leq (4\kappa + 2) |2(R + K - 1)|^K. \]

In other words, using \( r \geq |\Omega|^{-a} \) with \( a \geq 1 - b \) and \( K - 1 \leq 2C_f |\Omega|^{a+b} \), we have
\[
\ln N(M, r) \leq \frac{2C_f |\Omega|^b}{r} \ln \left( 2(R + K - 1) \right) + \ln \left( \frac{8M}{r} + 2 \right)
\leq \frac{2C_f |\Omega|^b}{r} \left[ \ln \left( 2d |\Omega| + 4C_f |\Omega|^{a+b} \right) + \ln \frac{10M}{r} \right]
\leq \frac{2C_f |\Omega|^b}{r} \ln \left( (d + 2C_f) 20M |\Omega|^2^{a+b} \right)
\]
where we use the fact that \( a + b \geq 1 \) from the choice of \( a \) and \( b \) in the final inequality. Therefore, we have
\[
\ln N(M, r) \leq \frac{40(2a + b)MC_f (d + 2C_f) |\Omega|^b}{r} \log_2 |\Omega|,
\]
and this completes the proof.

5.2. Proof of Theorem 4.1

In this section, we prove Theorem 4.1. To begin with, notice that, by the standard density argument of BV(\( \Omega \)) (e.g. [3]), for each \( f \in BV(\Omega) \), there exists \( f_\eta \in C^\infty(\Omega) \) such that
\[
\lim_{\eta \to 0} f_\eta = f \quad \text{in } L_1(\Omega) \quad \text{and} \quad \lim_{\eta \to 0} \|\nabla f_\eta(x)\|_1 \, dx = TV(f),
\]
it suffices to prove (4.4) for \( f \in C^\infty(\Omega) \) (i.e. \( \nabla f \) is defined in the classical sense). Then since the constant in (4.4) is independent of the choice of \( f \), (4.4) holds for \( f \in BV(\Omega) \) as well.

First of all, by the interpolation of \( L_p \) spaces (e.g. [33]), it suffices to estimate \( \|f_J - f\|_{L_p(\Omega)} \) for \( p = 1 \) and \( p = \infty \), as we then have
\[
\|f_J - f\|_{L_1(\Omega)} \leq \|f_J - f\|_{L_1(\Omega)}^{1/2} \|f_J - f\|_{L_\infty(\Omega)}^{1/2}.
\]
For \( p = \infty \), since \( 0 \leq \phi(2^j \cdot -k) \leq 1 \) and it forms a partition of unity, we have
\[
\|f_J - f\|_{L_\infty(\Omega)} \leq \|f_J\|_{L_\infty(\Omega)} + \|f\|_{L_\infty(\Omega)} \leq 2 \|f\|_{L_\infty(\Omega)}
\]
where we used the Hölder’s inequality [33] in the last inequality.

For \( p = 1 \), we note that
\[
\|f_J - f\|_{L_1(\Omega)} = \sum_{k \in Q_k} \int_{Q_k} |f_J(x) - f(x)| \, dx
\leq \sum_{k \in Q_k} \int_{Q_k} |f_J(x) - f[k]| \, dx + \sum_{k \in Q_k} \int_{Q_k} |f[k] - f(x)| \, dx.
\]
For the first term, let \( x \in Q_k \). Since \( 0 \leq \phi(2^j \cdot -k) \leq 1 \) and it forms a partition of unity, we have
\[
|f_J(x) - f[k]| \leq \sum_{l \in 2^J_k} f[l] \phi(2^j x - l) - f[k] \sum_{l \in 2^J_k} \phi(2^j x - l) \leq \sum_{l \in 2^J_k} |f[l] - f[k]| \phi(2^j x - l),
\]
where $\mathcal{T}_k = \{k, k + e_1, k + e_2, k + e_1 + e_2\}$ denotes the vertices of $Q_k$. Notice that we have

$$1_{[0,1)}(\cdot - 1) = -\frac{d}{dx} B_2(\cdot - 1).$$

Hence, from (4.2) the direct computation gives

$$f[k + e_j] - f[k] = \left\langle \frac{\partial f}{\partial x_j}, \bar{\varphi}_{j,k,k+e_j} \right\rangle,$$

and

$$f[k + e_1 + e_2] - f[k] = \left\langle \frac{\partial f}{\partial x_1}, \bar{\varphi}_{1,k,k+e_1+e_2} \right\rangle + \left\langle \frac{\partial f}{\partial x_1}, \bar{\varphi}_{1,k,k+e_1+e_2} \right\rangle,$$

where $\bar{\varphi}_j$ is defined as

$$\bar{\varphi}_1(x) = B_2(x_1)1_{[0,1)}(x_2) \quad \text{and} \quad \bar{\varphi}_2(x) = 1_{[0,1)}(x_1)B_2(x_2).$$

From (5.3) and (5.4), we have

$$\sum_{l \in \mathcal{T}_k} |f[l] - f[k]| \leq 2^{j+1} \int_{S_k + e_1 + e_2} d\|\nabla f\|_1$$

where $S_k = \prod_{j=1}^2 [2^{-j}(k_j - 1), 2^{-j}(k_j + 1)]$. Together with the fact that

$$\int_{Q_k} \sum_{l \in \mathcal{T}_k} \phi(2^j x - l) dx = \int_{\mathbb{R}^2} \phi(2^j x - l) dx = 2^{-2j} \quad \text{and} \quad \sum_{k \in \Omega} 1_{S_k} = 4,$$

we have

$$\sum_{k \in \Omega} \int_{Q_k} |f_J(x) - f[k]| dx \leq 2^{1-J} \sum_{k \in \Omega} \int_{S_k + e_1 + e_2} d\|\nabla f\|_1 = 2^{j+J}\text{TV}(f).$$

For the second term, we note that for each $k \in \Omega$,\n
$$f[k] = 2^j \langle f, \varphi_{j,k} \rangle = 2^j \int_{Q_k} f(y) dy.$$

Hence, the estimation follows the similar line to [34] Lemma 7.16. More precisely, for $x, y \in Q_k$, we have

$$f(x) - f(y) = -\int_0^{||x-y||} \partial_r f(x + r \sigma) dr, \quad \text{where} \quad \sigma = \frac{y - x}{||y - x||}$$

and $\partial_r f(x + r \sigma) = \nabla f(x + r \sigma) \cdot \sigma$. Integrating over $Q_k$ with respect to $y$, we have

$$2^{-2J} (f(x) - f[k]) = -\int_{Q_k} \int_0^{||x-y||} \partial_r f(x + r \sigma) dr dy.$$

For the notational simplicity, we introduce $g_k(x)$ as

$$g_k(x) = \left\{ \begin{array}{ll} |\partial_r f(x)| & \text{if} \ x \in Q_k \\ 0 & \text{if} \ x \notin Q_k. \end{array} \right.$$
Lemma 5.1. Let $\|f\|_{L^2(\Omega)} \leq 2^{-J} \|f\|_{L^\infty(\Omega)}$ for each $J \in \mathbb{N}$. Then by the Schwartz inequality, we have

$$\|f_j - f\|_{L^1(\Omega)} \leq \left(8 + 2\pi^{1/2}\right) 2^{-J} TV(f).$$

Hence, by (5.5) and (5.7) we have

$$\|f_j - f\|_{L^1(\Omega)} \leq (16 + 4\pi^{1/2})^{1/2} 2^{-J/2} TV(f)^{1/2} ||f||_{L^\infty(\Omega)}. $$

This completes the proof.

5.3. Proof of Theorem 4.2

The proof of Theorem 4.2 uses the following lemma on the Bessel property of $\{\phi(2^J \cdot -k) : k \in \Omega\}$.

Lemma 5.1. Let $\phi$ be the tensor product piecewise linear B-spline. For each $J \in \mathbb{N}$, we have the followings.

1. For $u \in L^2(\Omega)$, we have

$$\sum_{k \in \Omega} | \langle u, \phi(2^J \cdot -k) \rangle |^2 \leq \frac{4}{2^{2J}} ||u||_{L^2(\Omega)}^2.$$  

2. For $u \in \ell^2(\Omega)$, we have

$$\left\| \sum_{k \in \Omega} u[k] \phi(2^J \cdot -k) \right\|_{L^2(\Omega)}^2 \leq \frac{4}{2^{2J}} \|u\|_{\ell^2(\Omega)}^2.$$  

Proof. Note that $0 \leq \phi \leq 1$, and the direct computation shows that $\|\phi\|_{L^2(\mathbb{R}^2)} \leq 1$ and $\|\phi(2^J \cdot -k)\|_{L^2(\mathbb{R}^2)}^2 \leq 2^{-2J}$. Then by the Schwartz inequality, we have

$$| \langle u, \phi(2^J \cdot -k) \rangle | \leq 2^{-J} \left( \int_{\Omega} |u(x)|^2 1_{S_k}(x)dx \right)^{1/2}.$$
where $S_k = \prod_{j=1}^{2} |2^{-j} (k_j - 1), 2^{-j} (k_j + 1)$. Since $\sum 1_{S_k} = 4$, we have
\[
\sum_{k \in \Omega} |\langle u, \phi(2^j \cdot -k) \rangle|^2 \leq 2^{-2j} \int_{\Omega} |u(x)|^2 \left( \sum_{k \in \Omega} 1_{S_k}(x) \right) \, dx = \frac{4}{2^{2j}} \|u\|_{L_2(\Omega)}^2,
\]
which proves (5.9).

For (5.10) let $v \in L_2(\Omega)$. We have
\[
\left\langle \sum_{k \in \Omega} u[k] \phi(2^j \cdot -k), v \right\rangle = \sum_{k \in \Omega} u[k] \left\langle \phi(2^j \cdot -k), v \right\rangle.
\]
By the Schwartz inequality, we have
\[
\sum_{k \in \Omega} |u[k]| \left| \left\langle \phi(2^j \cdot -k), v \right\rangle \right| \leq \left( \sum_{k \in \Omega} |u[k]|^2 \right)^{1/2} \left( \sum_{k \in \Omega} \left| \left\langle \phi(2^j \cdot -k), v \right\rangle \right|^2 \right)^{1/2}.
\]
By (5.9) we further have
\[
\left| \left\langle \sum_{k \in \Omega} u[k] \phi(2^j \cdot -k), v \right\rangle \right| \leq \left( \sum_{k \in \Omega} |u[k]|^2 \right)^{1/2} \frac{2}{2^j} \|v\|_{L_2(\Omega)}.
\]
Since $v \in L_2(\Omega)$ is arbitrary, we have (5.10) by the converse of Hölder’s inequality with $p = q = 2$ (e.g. [33]). This completes the proof. \[\square\]

**Proof of Theorem 4.2.** As in Theorem 4.1 it suffices to prove Theorem 4.2 for $f \in C^\infty(\Omega)$ with $f(x) \in [0, M]$ for $x \in \Omega$, by the standard density argument. Note that we have $d = 2$ and $|\Omega| = 2^{2j}$. In addition, since $f(x) \in [0, M]$ for $x \in \Omega$, $f[k] \in [0, M]$ for $k \in \Omega$. What is left is to determine $C_f$ and $b \in [0, 1]$ such that $\|\nabla f\|_1 \leq C_f 2^{bJ}$. From (4.2) we have
\[
f[k + e_j] - f[k] = 2^j \langle f, \varphi_{j,k+e_j} \rangle - 2^j \langle f, \varphi_{j,k} \rangle = 2^j \left( \langle f, \varphi_{j,k+e_j} - \varphi_{j,k} \rangle \right).
\]
Then, since we have
\[
1_{[0,1]}(-1) - 1_{[0,1]} = -\frac{d}{dx} B_2(-1),
\]
the direct computations gives
\[
f[k + e_j] - f[k] = \left\langle \frac{\partial f}{\partial x_j}, \vec{\varphi}_{j,k+e_j} \right\rangle,
\]
where $\vec{\varphi}_j$ is defined as
\[
\vec{\varphi}_1(x) = B_2(x) 1_{[0,1]}(x_2) \quad \text{and} \quad \vec{\varphi}_2(x) = 1_{[0,1]}(x_1) B_2(x_2).
\]
Together with the fact that $\vec{\varphi}_j(\cdot + k)$ forms a partition of unity for each $j = 1, 2$, we have
\[
\|\nabla f\|_1 \leq 2^j \int_{\Omega} d\|\nabla f\|_1 = 2^j \text{TV}(f).
\]
By setting $C_f = \text{TV}(f)$ and $b = 1/2$, we have

\[
\frac{1}{22J} \|u - f\|^2_{L_2(\Omega)} \leq 64 \left(4 + 3\sqrt{5}(4a + 1)\text{TV}(f)(1 + \text{TV}(f))\right) \rho^{-1/2}2^{-J/2} \sqrt{8J^3 + \frac{16}{3}\eta^2}
\]

for some $a \geq 1/2$. Hence, we establish (4.5) by setting

\[\tilde{c} = \frac{128}{3} M^2 \left(4 + 3\sqrt{5}(4a + 1)\text{TV}(f)(1 + \text{TV}(f))\right) \frac{\sqrt{2}}{\sqrt{2} - \frac{\rho}{2}},\]

with probability at least $1 - 2^{-2J}$.

For (4.7), notice that

\[
\|u - f\|_{L_2(\Omega)} \leq \|u - f_J\|_{L_2(\Omega)} + \|f_J - f\|_{L_2(\Omega)}.
\]

More precisely,

\[
\|u - f\|^2_{L_2(\Omega)} \leq 2 \left(\|u - f_J\|^2_{L_2(\Omega)} + \|f_J - f\|^2_{L_2(\Omega)}\right).
\]

By (5.10) in Lemma 5.1, we have

\[
\|u - f_J\|^2_{L_2(\Omega)} \leq \frac{4}{22J} \|u - f\|^2_{L_2(\Omega)}
\]

In addition, by (4.4) in Theorem 4.1, we have

\[
\|f_J - f\|^2_{L_2(\Omega)} \leq \left(16 + 4\pi^{1/2}\right) \text{TV}(f) M 2^{-J}.
\]

Hence, we obtain (4.7) with probability at least $1 - 2^{-2J}$ by setting

\[C_1 = 8\tilde{c}, \quad C_2 = \frac{128}{3}, \text{ and } C_3 = \left(32 + 8\pi^{1/2}\right) \text{TV}(f) M,
\]

all of which are independent of $J$, $\rho$, or $\eta$. This completes the proof. \(\square\)

6. Conclusion

In this paper, we establish an approximation property of total variation minimization from incomplete data. Our error analysis is based on the combination of the uniform law of large numbers and the estimation for its involved covering number of a hypothesis space of the solution. Finally, we further connect our error analysis to the approximation of data with a sparse gradient and the approximation of underlying two dimensional $BV$ functions. For the future work, we plan to establish an approximation from the data on the graph via a graph total variation (e.g. [45]). We may also consider the approximation analysis of the nonlocal total variation (e.g. [51]) for the missing data restoration.
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