Channel Estimation for One-Bit Massive MIMO Systems Exploiting Spatio-Temporal Correlations
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Abstract—Massive multiple-input multiple-output (MIMO) can improve the overall system performance significantly. Massive MIMO systems, however, may require a large number of radio frequency (RF) chains that could cause high cost and power consumption issues. One of promising approaches to resolve these issues is using low-resolution analog-to-digital converters (ADCs) at base stations. Channel estimation becomes a difficult task by using low-resolution ADCs though. This paper addresses the channel estimation problem for massive MIMO systems using one-bit ADCs when the channels are spatially and temporally correlated. Based on the Bussgang decomposition, which reformulates a non-linear one-bit quantization to a statistically equivalent linear operator, the Kalman filter is used to estimate the spatially and temporally correlated channel by assuming the quantized noise follows a Gaussian distribution. Numerical results show that the proposed technique can improve the channel estimation quality significantly by properly exploiting the spatial and temporal correlations of channels.
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I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) systems are a key approach for 5G wireless communication systems [1]–[4]. Using large-scale antennas in base station (BS) can reduce inter-user interference by simple linear processing with accurate channel state information at the BS and increase reliability by the channel hardening effect [1].

Due to a large number of antennas, however, massive MIMO may suffer from high implementation cost and power consumption. It is possible to resolve these issues by using low-resolution analog-to-digital converters (ADCs) since the ADC power consumption exponentially increases with its resolution level [5]. Recent work has revealed that massive MIMO using low-resolution ADCs can support multiple users transmitting high-order modulation symbols [6]–[9].

Successful symbol detection, however, requires accurate channel state information at the BS. Because low-resolution ADCs heavily quantize received signals, the channel estimation becomes an extremely difficult task. There has been some recent work to tackle this problem. A near maximum likelihood channel estimator based on convex optimization was proposed in [7], and a joint channel and data estimator was developed in [10]. To reduce the channel estimation complexity, the generalized approximate message passing algorithm was exploited in [11], while the hybrid architectures was considered in [12] for channel estimation. All the previous work, however, has not considered the temporal correlation, which is inherent in all communication channels.

In this paper, we develop a novel channel estimator, which exploits both the spatial and temporal correlations of channels, for massive MIMO using one-bit ADCs. We first replace the non-linear one-bit quantizer to the linear operator by the Bussgang decomposition [13]. Then after approximating the statistically equivalent quantization noise as a Gaussian noise with the same mean and covariance matrix, we adopt the Kalman filter to exploit the temporal correlation and perform successive channel estimation [14]. The numerical results show that a normalized mean square error (NMSE) is decreased as the time slot increases. Moreover, as channels are more correlated, i.e., the spatial and temporal correlation coefficients are large, it is possible to estimate the channels more accurately.

The rest of paper is organized as follows. In Section II, we describe a system model using one-bit ADCs. In Section III, we explain the single-shot channel estimator with the Bussgang decomposition [15], then we propose the successive channel estimator with the Bussgang decomposition and the Kalman filter. In Section IV, we evaluate the achievable rate of the successive channel estimator. In Section V, we provide numerical results to evaluate the proposed channel estimator, and the conclusions follows in Section VI.

Notation: Lower and upper boldface letters represent column vectors and matrices, respectively. $A^T$, $A^*$, and $A^H$ denotes the transpose, conjugate, and conjugate transpose of the matrix $A$, respectively. $E\{\cdot\}$ denotes the expectation and $\Re\{\cdot\}$, $\Im\{\cdot\}$ denotes the real part and imaginary part of the variable, respectively. $0_m$ is used for the $m \times 1$ all zero vector, and $I_m$ denotes the $m \times m$ identity matrix. $\otimes$ denotes the Kronecker product. $\text{diag}(\cdot)$ returns the diagonal matrix. $C_{m \times n}$ and $\mathbb{R}_{m \times n}$ represent the set of all $m \times n$ complex and real matrices, respectively. $|\cdot|$ denotes amplitude of the scalar and $\|\cdot\|$ denotes the $\ell_2$-norm of the vector. $CN(m, \sigma^2)$ denotes the complex normal distribution with mean $m$ and variance $\sigma^2$.

II. SYSTEM MODEL

In Fig. 1 we consider a MIMO system with $M$ BS antennas and $K$ single-antenna users. Each antenna is equipped with
two one-bit ADCs for the real and imaginary parts, respectively. We assume the block-fading channel has a coherence time of $T$. At the $i$-th fading block, the received signal at the BS is given by

$$y_i = \sqrt{\rho} H_i s_i + n_i$$

where $\rho$ is the transmit SNR, $H_i = [h_{i,1}, h_{i,2}, ..., h_{i,K}]$ is the $M \times K$ channel, $h_{i,k}$ is the channel between the $k$-th user and the BS in $i$-th fading block, $s_i$ is the transmitted signal, and $n_i \sim \mathcal{CN}(0, I_M)$ is the noise. To model the spatially and temporally correlated channels, we assume $h_{i,k}$ follows the first-order Gauss-Markov process according to

$$h_{0,k} = R_k^\frac{1}{2} g_{0,k},$$

$$h_{i,k} = \eta h_{i-1,k} + \sqrt{1 - \eta^2} R_k^\frac{1}{2} g_{i,k}, \quad i \geq 1$$

where $R_k = \mathbb{E}\{h_{i,k} h_{i,k}^H\}$ is the spatial correlation matrix, $0 \leq \eta \leq 1$ is the temporal correlation coefficient, and $g_{i,k} \sim \mathcal{CN}(0, I_M)$ is the innovation process.

The quantized signal with the one-bit ADCs is

$$r_i = Q(y_i)$$

where $Q(\cdot)$ is the one-bit quantization function as $Q(\cdot) = \frac{1}{\sqrt{2}} \text{sign}(\text{Re}\{\cdot\}) + j \text{sign}(\text{Im}\{\cdot\})$.

### III. CHANNEL ESTIMATION USING ONE-BIT ADCS

In this section, we first explain the conventional approach of signal-shot channel estimation without exploiting the temporal correlation of channels [15]. Then, we propose a new successive channel estimation technique for massive MIMO using one-bit ADCs exploiting the temporal correlation.

#### A. Single-Shot Channel Estimator

In this subsection, we drop the time slot index $i$ since the signal-shot channel estimation does not exploit any temporal correlation. For the BS to estimate the channel, $K$ users simultaneously transmit their pilot sequences of $\tau$ symbols to the BS,

$$Y = \sqrt{\rho} H \Phi^T + N$$

where $Y \in \mathbb{C}^{M \times \tau}$ is the receive signal, $\rho$ is the pilot transmit power, $H = [h_1, h_2, ..., h_K]$ is the $M \times K$ channel, $\Phi \in \mathbb{C}^{\tau \times K}$ is the pilot matrix and $N \sim \mathcal{CN}(0, I_M)$ is the Gaussian noise. We assume that all pilot sequences are column-wise orthogonal, i.e. $\Phi^T \Phi^* = \tau I_K$. For simplicity, we vectorize the receive signal as

$$\text{vec}(Y) = y = \Phi h + n$$

where $\Phi = (\Phi \otimes \sqrt{M})$, $n = \text{vec}(N)$, and $h = \text{vec}(H)$. Note that the correlation matrix $R = \mathbb{E}\{hh^H\}$ is written as,

$$R = \begin{bmatrix} R_1 & \cdots & 0 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 0 & R_K \end{bmatrix}$$

assuming each user experiences an independent spatial correlation. The quantized signal with one-bit ADCs is represented as

$$r = Q(y) = Ay + q$$

where $A$ is the linear operator and $q$ is the statistically equivalent quantization noise [15]. The linear operator $A$ is obtained by

$$A = \arg\min_{A \in \mathbb{C}^{M \times M}} \mathbb{E}\{\|r - Ay\|^2\}$$

$$= \arg\min_{A \in \mathbb{C}^{M \times M}} (C_r - C_{ry} A^H - AC_y A^H + AC_y A^H)$$

$$= \arg\min_{A \in \mathbb{C}^{M \times M}} \Lambda(A)$$

where $C_{ry}$ is the cross-covariance matrix between the receive signal $y$ and the quantized signal $r$, $C_r$ is the auto-covariance matrix of $r$, and $C_y$ is the auto-covariance matrix of $y$. The derivative of $\Lambda(A)$ with respect to $A^H$ is

$$\frac{\partial \Lambda(A)}{\partial A^H} = -C_{ry}^H + AC_y = 0$$

$$A = C_{ry}^H C_y^{-1}$$

and $C_{ry}$ is given by [15]

$$C_{ry} = \sqrt{\frac{2}{\pi}} C_y \text{diag}(C_y)^{-\frac{1}{2}}.$$
The matrix $A$ is

$$A = C_Y^H C_Y^{-1} = \left( \sqrt{\frac{2}{\pi}} C_Y \text{diag}(C_Y)^{-1/2} \right)^H C_Y^{-1}$$

$$= \sqrt{\frac{2}{\pi}} \text{diag}(C_Y)^{-\frac{j}{2}}$$

$$= \sqrt{\frac{2}{\pi}} \text{diag} (\Phi R \Phi^H + I_{M_T})^{-\frac{j}{2}}$$

$$= \sqrt{\frac{2}{\pi}} \text{diag} (K \rho R + I_{M_T})^{-\frac{j}{2}}.$$ \hfill (12)

In (12), (a) is because the diagonal terms of $\Phi^H$ is equal to $K \rho$. Using (5) and (9), $r$ is represented as

$$r = \Phi h + \tilde{n}$$ \hfill (13)

where $\Phi = A \Phi \in \mathbb{C}^{M \times M K}$, $\tilde{n} = An + q \in \mathbb{C}^{M \times 1}$.

Based on the Bussgang decomposition, we can construct the LMMSE estimator, which is referred as Bussgang LMMSE (BLM) estimator [15]:

$$\hat{h}_{\text{BLM}} = C_{hr} C_r^{-1} r = \left( C_h \Phi^H + C_h q \right) C_r^{-1} r \quad (14)$$

where $C_{hr}$ is the cross-covariance matrix between $h$ and $r$. The proof of (14) is the same approach to obtain $A$ in (10). $C_r$ is given by the arsin law (16), which yields

$$C_r = \frac{2}{\pi} \left( \arcsin \left( \Sigma_Y^{-1/2} \text{Re}(C_Y) \Sigma_Y^{-1/2} \right) ight.$$\nonumber

$$+ j \arcsin \left( \Sigma_Y^{-1/2} \text{Im}(C_Y) \Sigma_Y^{-1/2} \right) \right) \quad (15)$$

where $\Sigma_Y = \text{diag}(C_Y)$. Since $q$ is uncorrelated with $h$ [15], the BLMSE channel estimator of (14) can be expressed as

$$\hat{h}_{\text{BLM}} = C_h \hat{\Phi}^H C_r^{-1} r. \quad (16)$$

We define the normalized mean squared error (NMSE) of the BLMSE estimator as

$$\text{NMSE}_{\text{BLM}} = \frac{1}{M_K} E \left\{ \| \hat{h}_{\text{BLM}} - h \|^2 \right\}$$

$$= \frac{1}{M_K} \text{tr} \left( C_h - C_h \hat{\Phi}^H C_r^{-1} \hat{\Phi} C_h^H \right). \quad (17)$$

**B. Proposed Successive Channel Estimator**

The proposed successive channel estimation technique that exploits the temporal channel correlation is based on the Bussgang decomposition, which is discussed in the previous subsection, and the Kalman filtering [11]. To develop the proposed channel estimator, we first reformulate the channel model in (2) using vectorized notations as

$$\hat{h}_0 = R_{10}^\dagger g_0,$$

$$\hat{h}_i = \eta \hat{h}_{i-1} + \zeta R_{i}^\dagger g_i, \quad i \geq 1 \quad (18)$$

\footnote{Note that we explicitly indicate the time slot index $i$ since the proposed channel estimator exploits the temporal correlation.}

**Algorithm 1 Channel Estimation Based on Kalman Filter**

1: Initialization:

$$\hat{h}_{[\cdot | -1]} = 0_{M_K}, \quad M_{[\cdot | -1]} = R = E \left\{ \hat{h}_{0} \hat{h}_{0}^H \right\}$$

2: Prediction:

$$\hat{h}_{[\cdot | -1]} = \eta \hat{h}_{[\cdot | -1]} + \zeta \hat{h}_{[\cdot | -1]}$$

3: Minimum prediction MSE matrix ($M_K \times M_K$):

$$M_{[\cdot | -1]} = \eta M_{[\cdot | -1]} R + \zeta R_{1}^H R_{1} \eta^{-1}$$

4: Kalman gain matrix ($M_K \times M_T$):

$$K_i = M_{[\cdot | -1]} \Phi_i^H \left( C_{\eta} + \Phi_i M_{[\cdot | -1]} \Phi_i^H \right)^{-1}$$

5: Correction:

$$\hat{h}_{[\cdot | i]} = \hat{h}_{[\cdot | i-1]} + K_i \left( r_i - \Phi_i \hat{h}_{[\cdot | i-1]} \right)$$

6: Minimum MSE matrix ($M_K \times M_K$):

$$M_{[\cdot | i]} = \left( I_{MK} - K_i \Phi_i \right) M_{[\cdot | i-1]}$$

where $g_i$ is the vectorized version of innovation process, which is represented as

$$g_i = [g_{i,0}^T, g_{i,1}^T, \ldots, g_{i,K}^T]^T, \quad i \geq 0. \quad (19)$$

Note that the temporal correlation matrices $\eta$ and $\zeta$ in (18) are given by

$$\eta = \text{diag}(\eta_1, \eta_2, \ldots, \eta_K) \otimes I_M,$$

$$\zeta = \text{diag}(\zeta_1, \zeta_2, \ldots, \zeta_K) \otimes I_M \quad (20)$$

where $\eta_k$ is the temporal correlation coefficient of $k$-th user and $\zeta_k = \sqrt{1 - \eta_k}$. We have the same step as in Section III-A as the quantized signal is

$$r_i = Q(y_i). \quad (21)$$

The received signal with the Bussgang decomposition is

$$r_i = Q(y_i) = A_i y_i + q_i \quad (22)$$

where $A_i$ is the linear operator and $q_i$ is the statistically equivalent quantization noise. The receive signal can be represented as

$$r_i = \tilde{h}_i \hat{\Phi} \hat{h}_i + \tilde{n}_i \quad (23)$$

where $\tilde{h}_i = A_i \hat{\Phi} \hat{h}_i \in \mathbb{C}^{M_T \times M_K}$, $\tilde{n}_i = A_i n_i + q_i \in \mathbb{C}^{M_T \times 1}$.

The Kalman filter works when the noise is Gaussian distributed [14]; however, the effective noise $\tilde{n}_i$ in (23) is not Gaussian. To overcome this issue, we replace $\tilde{n}_i$ with $n_i$ that follows the Gaussian distribution with zero mean and the covariance matrix $C_{n_i}$, which is the covariance matrix of the effective noise $\tilde{n}_i$. We define a new receive signal $\tilde{r}_i$:

$$\tilde{r}_i = \tilde{h}_i \hat{\Phi} \hat{h}_i + n_i \quad (24)$$
where $\hat{n}_i \sim \mathcal{CN}(0_{M\tau}, \mathbf{C}_{\hat{n}_i})$. The channel estimation based on the Kalman filter is summarized in Algorithm 1. Note that in Algorithm 1, $\mathbf{R}$ in Step 1 is defined in (6), $\mathbf{r}_i$ in Step 5 is the quantized signal in (24), not the approximated $\tilde{\mathbf{r}}_i$ in (23).

**Remark:** The Gaussian approximation of the quantized noise may result in inaccurate tracking of channels. This effect becomes prominent especially in high SNR regime, which is shown in Fig. 4 in Section V. When SNR is high, the noise $\mathbf{n}_i$ in (1) becomes negligible and the effective noise $\hat{\mathbf{n}}_i$ in (23) is dictated by the quantization process only, which would deviate from the Gaussian approximation further. If SNR is low, the effective noise $\hat{\mathbf{n}}_i$ becomes more like a Gaussian process, which makes the Kalman filtering perform well.

**IV. UPLINK DATA TRANSMISSION**

In the data transmission stage, the $K$ users transmit data symbols to the BS. In the $i$-th time slot, the received signal at the BS can be represented as

$$
\mathbf{r}_{d,i} = \mathbf{Q}(\mathbf{y}_{d,i}) = \mathbf{Q}(\sqrt{\rho_{d,i}} \mathbf{H}_i \mathbf{s}_i + \mathbf{n}_{d,i}) = \sqrt{\rho_{d,i}} \mathbf{A}_{d,i} \mathbf{H}_i \mathbf{s}_i + \mathbf{A}_{d,i} \mathbf{n}_{d,i} + \mathbf{q}_{d,i}
$$

where $\mathbf{s}_i$ is the transmit data symbol vector satisfying $\mathbb{E}(|s_{i,k}|^2) = 1$, and the subscript $d$ represents the data transmission. The linear operator for the Bussgang decomposition in (25) is given by

$$
\mathbf{A}_{d,i} = \sqrt{\frac{2}{\pi}} \text{diag} (\mathbf{C}_{\mathbf{y}_{d,i}})^{-\frac{1}{2}} \simeq \sqrt{\frac{2}{\pi}} \sqrt{\frac{1}{K \rho_{d,i} + 1}} \mathbf{I}_M. \tag{26}
$$

In (26), we can approximate the matrix $\mathbf{A}_{d,i}$ by (a) with a proper spatial correlation matrix satisfying $\sum_{i} \lambda_i = M$, where $\lambda_i$ is the $i$-th eigenvalue of $\mathbf{R}_k$, as in (15). The post-processed signal after receive combining is given by

$$
\hat{\mathbf{s}}_i = \mathbf{W}^T \mathbf{r}_{d,i}
$$

$$
= \sqrt{\rho_{d,i}} \mathbf{W}_i^T \mathbf{A}_{d,i} (\tilde{\mathbf{H}}_i \mathbf{s}_i + \mathbf{\varepsilon}_i \mathbf{s}_i) + \mathbf{W}_i^T \mathbf{A}_{d,i} \mathbf{n}_{d,i} + \mathbf{W}_i^T \mathbf{q}_{d,i} \tag{27}
$$

where $\mathbf{W}_i$ is the receive combiner, $\tilde{\mathbf{H}}_i = \text{vec} (\tilde{\mathbf{h}}_i)$ is the estimated channel matrix, and $\mathbf{\varepsilon}_i = \mathbf{H}_i - \tilde{\mathbf{H}}_i$ is the channel estimation error matrix. The $k$-th element of $\hat{\mathbf{s}}_i$ can be expressed as

$$
\hat{s}_{i,k} = \sqrt{\rho_{d,i}} \mathbf{w}^T_{i,k} \mathbf{A}_{d,i} \mathbf{\hat{h}}_{i,k} s_{i,k} + \sqrt{\rho_{d,i}} \mathbf{w}^T_{i,k} \sum_{j \neq k} \mathbf{A}_{d,i} \mathbf{h}_{i,j} s_{i,j}
$$

$$
+ \sqrt{\rho_{d,i}} \mathbf{w}^T_{i,k} \sum_{j=1}^{K} \mathbf{A}_{d,i} \mathbf{e}_{i,j} s_{i,j} + \mathbf{w}^T_{i,k} \mathbf{A}_{d,i} \mathbf{n}_{d,i} + \mathbf{w}^T_{i,k} \mathbf{q}_{d,i} \tag{28}
$$

where $\mathbf{w}_{i,k}, \mathbf{\hat{h}}_{i,k}$ and $\mathbf{e}_{i,k}$ are the $k$-th columns of $\mathbf{W}_i, \mathbf{\hat{H}}_i$, and $\mathbf{\varepsilon}_i$, respectively.

By treating the quantization noise $\mathbf{q}_{d,i}$ as a Gaussian noise as in [17], we can find a lower bound on the achievable rate of the $k$-th user in (29). The covariance matrix of $\mathbf{q}_{d,i}$ can be represented as

$$
\mathbf{C}_{\mathbf{q}_{d,i}} = \mathbf{C}_{\mathbf{r}_{d,i}} - \mathbf{A}_{d,i} \mathbf{C}_{\mathbf{y}_{d,i}, \mathbf{A}_{d,i}}^H
$$

$$
= \frac{2}{\pi} \text{arcscin} (\mathbf{X}) + j \text{arcscin} (\mathbf{Y}) - \frac{2}{\pi} \left( \mathbf{X} + j \mathbf{Y} \right) \tag{30}
$$

where $\mathbf{X} = \Sigma_{\mathbf{y}_{d,i}}^{-1/2} \mathbf{R} (\mathbf{C}_{\mathbf{y}_{d,i} \mathbf{A}_{d,i}}) \Sigma_{\mathbf{y}_{d,i}}^{-1/2}$, $\mathbf{Y} = \Sigma_{\mathbf{y}_{d,i}}^{-1/2} \text{Im} (\mathbf{C}_{\mathbf{y}_{d,i}}) \Sigma_{\mathbf{y}_{d,i}}^{-1/2}$.

**V. NUMERICAL RESULT**

In this section, we perform Monte-Carlo simulation to verify the proposed channel estimator. We use the NMSE as the performance metric,

$$
\text{NMSE} = \frac{1}{MK} \mathbb{E} \left\{ \| \mathbf{h} - \hat{\mathbf{h}} \|_2^2 \right\} \tag{34}
$$

where $\hat{\mathbf{h}}$ is the estimated channel. We define the pilot sequence $\mathbf{\Phi}$ from the discrete Fourier transform (DFT) matrix and choose $K$ columns of $\tau \times \tau$ DFT matrix to get pilot sequence.

We adopt the exponential model for the spatial correlation matrix $\mathbf{R}_k$:

$$
\mathbf{R}_k = \begin{bmatrix}
1 & r_k & \cdots & r_k^{M-1} \\
r_k^* & 1 & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
r_k^{*(M-1)} & \cdots & \cdots & 1
\end{bmatrix}
$$

where $r_k = r e^{j \theta_k}$ (0 < $r < 1$, 0 < $\theta_k$ < 2$\pi$). For the temporal correlation, we adopt Jakes’ model, which given $\eta_k = J_0 (2\pi f_D \tau) d$ where $J_0 (\cdot)$ denotes the 0-th order Bessel function.

2We assume all users have the same $r$ (since it is a function of the BS antenna spacing) while each user experiences an independent phase $\theta_k$. 

Fig. 2: The NMSE comparison according to time slot with different values of the spatial correlation coefficient $\eta$ when $M = 128$, $K = 4$, $\tau = 20$, $\eta_k = 0.9881$ and SNR = $-5$ dB.

Fig. 3: The NMSE comparison according to time slot with user-dependent temporal correlations. $M = 128$, $K = 4$, $\tau = 20$, $r = 0.9$, and SNR = $-5$ dB. The temporal correlation coefficients $\eta$ are 0.872, 0.936, 0.967, and 0.988 for each user.

Fig. 4: The NMSE comparison according to SNR with different values of the time slot index $i$ when $M = 128$, $K = 4$, $\tau = 20$, $\eta_k = 0.9881$, and $r = 0.6$.

In Fig. 2 we compare the NMSE with respect to the time slot for $r = 0.6$ or $r = 0.9$ when SNR = $-5$ dB. We set the number of BS antennas $M = 128$, the number of users $K = 4$, and the number of training symbols $\tau = 20$. The temporal correlation coefficient is $\eta_k = 0.9881$ (which corresponds to $v = 3$ km/h). We denote NMSE($h_i$) as the NMSE performance of proposed technique at the $i$-th time slot. Also, we denote NMSE($R$) = $\frac{1}{M_i}$ $\text{tr}(M_{ij})$ as the theoretical NMSE of Kalman filter with the Gaussian noise, not the true quantization noise where $M_{ij}$ is the minimum MSE matrix defined in Step 6 of Algorithm 1. We also plot the BLMMSE only proposed in [15], which is the NMSE of the single-shot channel estimation explained in Section III-A In Fig. 2 the NMSE of proposed channel estimator outperforms the BLMMSE only case with the time slot. The estimation performance of proposed technique becomes better when channels are more spatially correlated.

In Fig. 4 we compare the NMSE for each user when they experience user-dependent temporal fading. We set $r = 0.9$ and the temporal correlation coefficient of each user as $\eta = 0.872, 0.936, 0.967, \text{ and } 0.988$ (which correspond to $v_k = 10$ km/h, 7 km/h, 5 km/h, and 3 km/h). All other parameters are the same as in Fig. 2. The figure shows that the proposed channel estimator works for the user-dependent temporal fading as well while the users experiencing more temporal correlation benefit more from the proposed estimator.

In Fig. 4 we compare the NMSE with respect to SNR with different values of the time slot index $i$. We set the temporal correlation coefficient $\eta_k = 0.9881$ and the spatial correlation coefficient $r = 0.6$. All other parameter are the same as in Fig. 2. The proposed channel estimator has low NMSE with larger time slot index $i$. In high SNR regime, we verify that the one-bit ADCs quantizer has almost 5 dB loss with respect to NMSE($R$) where the loss comes from the Gaussian model mismatch as explained in Remark in Section III-B. In low SNR regime, NMSE($h_i$) is almost similar to NMSE($R$) after 10 successive estimations.

In Figs. 5 and 6 we compare the achievable sum-rate according to the time slot with different temporal correlations when $M = 64$, $K = 4$, $\tau = 10$ and SNR = 0 and 10 dB. We also plot the BLMMSE only case. The achievable sum-rate of proposed successive channel estimator outperforms the BLMMSE only case as the time slot increases. The achievable sum-rate of proposed channel estimator increases with larger temporal correlation and SNR values.

VI. CONCLUSION

In this paper, we proposed a channel estimation technique for spatially and temporally correlated channels in massive MIMO systems with one-bit ADCs. We exploited the Bussgang decomposition, which reformulates the non-linear function to statistically equivalent linear function, and the
Kalman filter to estimate the channel by replacing the quantization noise to statistically equivalent Gaussian noise. The performance of proposed channel estimator has a substantial gain compared to the previous technique in [15], especially in low SNR regime. Also we verified that more accurate channel estimation is possible when channels are highly correlated in time and space.

Possible future work includes deriving the fundamental performance limit of the proposed technique and implementing a dithering process to improve the performance in high SNR regimes [19].
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