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Abstract
We propose a theoretical framework of multi-way similarity to model real-valued data into hypergraphs for clustering via spectral embedding. For graph cut based spectral clustering, it is common to model real-valued data into graph by modeling pairwise similarities using kernel function. This is because the kernel function has a theoretical connection to the graph cut. For problems where using multi-way similarities are more suitable than pairwise ones, it is natural to model as a hypergraph, which is generalization of a graph. However, although the hypergraph cut is well-studied, there is not yet established a hypergraph cut based framework to model multi-way similarity. In this paper, we formulate multi-way similarities by exploiting the theoretical foundation of kernel function. We show a theoretical connection between our formulation and hypergraph cut in two ways, generalizing both weighted kernel $k$-means and the heat kernel, by which we justify our formulation. We also provide a fast algorithm for spectral clustering. Our algorithm empirically shows better performance than existing graph and other heuristic modeling methods.

Introduction
Graphs are widely used data representations for data that have pairwise relationships. One of the main aims for graph machine learning is clustering vertices, and the graph cut based spectral clustering is a popular method (Shi and Malik 1997; von Luxburg 2007). For clustering purposes, spectral clustering is also useful for real-valued data. We model real-valued data as graphs by forming a vertex from each data point and an edge from pairwise similarity of each pair of data points (Goyal and Ferrara 2018). One popular modeling method uses kernel functions. The kernel has been theoretically justified; for example, dot product kernel is shown to be linked to the normalized graph cut via weighted kernel $k$-means and Gaussian kernel is justified via heat kernel (Belkin and Niyogi 2003).

Hypergraphs generalize graphs (Berge 1984), and hence are suitable to model data that have multi-way relationships, such as videos (Huang, Liu, and Metaxas 2009) and cells (Klamt, Haus, and Theis 2009). For hypergraphs, cut-based spectral clustering has also been established (Zhou, Huang, and Schölkopf 2006; Hein et al. 2013). Therefore, from the discussion on graphs, it is natural to model real-valued data as hypergraphs for clustering. By looking at multi-way relationships, we aim to gain better clustering results for general data as well as to model data that essentially involves multi-way relationships, such as the examples above. However, while heuristic modeling as hypergraphs has been done in several domains (Govindu 2005; Sun et al. 2017; Yu et al. 2018), we are yet to have a modeling framework that is theoretically connected to hypergraph cut problems.

This paper proposes a hypergraph modeling and its spectral embedding framework for clustering, which we theoretically connect to the established hypergraph cut problems. This framework models real-valued data as an even order $m$-uniform hypergraphs, all of whose edges connect $m$ vertices. For this purpose, we propose a biclique kernel, which formulates multi-way similarity, by exploiting the kernel function’s ability to model similarity but in a way where we expand from pairs to multiplets. We give a theoretical foundation to biclique kernel; a biclique kernel is equivalent to semi-definite even-order tensor (Thm. 1). We show that biclique kernel is theoretically connected to the established hypergraph cut problems proposed by (Zhou, Huang, and Schölkopf 2006; Saito, Mandic, and Suzuki 2018; Ghoshdastidar and Dukkipati 2015) via two problems, weighted kernel $k$-means and heat kernels. We provide a spectral clustering algorithm for our formulation, which is faster than existing ones ($O(n^3)$ vs. $O(n^m)$, where $n$ is the number of data points). This speed-up allows us to model as an arbitrarily higher-order hypergraphs in a reasonable computational time. We numerically demonstrate that our algorithm outperforms the existing graph and heuristic modeling methods. Our empirical study also shows that by increasing order of a hypergraph, the performance is gained until a certain point but slightly drops from there. To our knowledge, it is first time to obtain the behavior of performance of spectral clustering using higher-order (say, $m \geq 8$) uniform hypergraph.

Our contributions are as follows; i) We provide a formulation to model real-valued data as an even order $m$-uniform hypergraph. ii) We show that our formulation is theoretically linked to the established hypergraph cuts in two ways, weighted kernel $k$-means and heat kernel. iii) We provide a.
fast spectral clustering algorithm. iv) We numerically show that our method outperforms the standard graph ones and existing heuristic modeling ones. This paper is an extended version of our AAAI-22 paper in [Saito 2022]. All proofs are in Appendix.

Related Work
This section reviews the related work of graph and hypergraph modeling. There are several approaches for justification of graph modeling via kernel function. Existing work shows the theoretical connection to the graph cut from the weighted kernel $k$-means [Dhillon, Guan, and Kulis 2004], energy minimization problem via continuous heat kernel [Belkin and Niyogi 2003], and kernel PCA [Benjio et al. 2004]. Our approach follows the first two. A study on hypergraph cut has three approaches. One way is a graph reduction way [Agarwal, Branson, and Belongie 2006], which also works for non-uniform hypergraphs. There are three variants of this; star [Zhou, Huang, and Schölkopf 2006], clique [Rodriguez 2002; Saito, Mandic, and Suzuki 2018], and inhomogeneous [Li and Milenkovic 2017].

Veldt, Benson, and Kleinberg 2020; Liu et al. 2021). Our approach follows star and clique ways as well as tensor and its graph reduction approach [Eldt, Benson, and Kleinberg 2020; Liu et al. 2021].

Other ways are total variation [Hein et al. 2013; Li and Milenkovic 2018] and tensor modeling for uniform hypergraph [Hu and Qi 2012; Chen, Qi, and Zhang 2017; Chang et al. 2020; Ghoshdastidar and Dukkipati 2014, 2015]. Our approach follows star and clique ways as well as tensor and its graph reduction approach of [Ghoshdastidar and Dukkipati 2015]. We also connect ours to the inhomogeneous way in Appendix.

Comparing to the production of hypergraph cut objectives as above, ways of modeling as hypergraphs have received less attention. There are various studies to model real-valued data as hypergraphs by heuristic ways [Govindu 2005; Sun et al. 2017; Yu et al. 2018]. However, to our knowledge, no studies developed a hypergraph cut-based framework to model real-valued data as hypergraphs.

We remark that, for hypergraph connection, Whang et al. [2020] considers weighted kernel $k$-means, but they consider a naive connection between reduced contracted graphs and the standard kernel. Also, Louis [2015] and Ikeda et al. [2018] consider discrete heat equation, which is connected to random walk. However, those three are different to ours since they do not intend to formulate multi-way relationships.

Tensors and Uniform Hypergraphs
This section introduces notations of tensors and hypergraphs. We define an $m$-order tensor as $A \in \mathbb{R}^{n_1 \times \cdots \times n_m}$, whose $(i_1, i_2, \ldots, i_m)$-th element is $a_{i_1, i_2, \ldots, i_m} \in \mathbb{R}$. If all the dimensions of an $m$-order tensor $A$ are identical, i.e., $n_1 = \ldots = n_m = n$, we call this tensor as cubical. Let $\mathcal{G}_m$ be a set of permutations $\sigma$ on $\{1, \ldots, m\}$, an even $m$-order cubical tensor is called as half-symmetric if for every elements

$$A_{\sigma(1)\ldots\sigma(m/2)\sigma(m/2+1)\ldots\sigma(m)} = A_{\sigma(m/2+1)\ldots\sigma(m/2)\sigma(1)\ldots\sigma(m/2)} \quad \forall \sigma, \sigma' \in \mathcal{G}_m,$$  \hspace{0.5cm} (1)

see Appendix for examples. In the following, we assume a half-symmetric even order cubical tensor. We define the mode-$k$ product of $A \in \mathbb{R}^{n_1 \times \cdots \times n_m}$ and a vector $x \in \mathbb{R}^{n_k}$ as $A_{\times k} x \in \mathbb{R}^{n_1 \times \cdots \times n_{k-1} \times 1 \times n_{k+1} \times \cdots \times n_m}$, whose element is

$$(A_{\times k} x)_{i_1 \ldots i_{k-1} i_{k+1} i_{k+2} \ldots i_m} := \sum_{i_k=1}^{n_k} A_{i_1 \ldots i_{k-1} i_k \ldots i_{k+2} \ldots i_m} x_{i_k} \quad (2)$$

We define a contracted matrix $A^{(m)}$ for a half-symmetric even $m$-order cubical tensor $A$ as

$$A^{(m)} := A_{\times 2} 1 \times 3 \cdots \times \varphi-1 1 \times \varphi+1 1 \cdots \times m 1 \quad (3)$$

Note that $A^{(m)}$ is symmetric. For details, see [Lim 2005; Oji 2005; De Lathauwer, De Moor, and Vandewalle 2000].

An $m$-uniform hypergraph, a generalized graph, can be represented by an $m$-order cubical tensor. A hypergraph $G$ is a set of $(V, E, w)$, where an element of $V$ is called a vertex, an element of $E$ is called as an edge, and $w$ is a vector $\{w(e)\}_{e \in E}$ where $w(e): E \rightarrow \mathbb{R}^+$ associates each edge with a weight. When all the edge contains the same number of vertices, we call uniform. A hypergraph is connected if there is a path for every pair of vertices. If an edge contains the same vertex multiple times, we call that this edge has a self-loop. We define an adjacency tensor $A$ for uniform hypergraph, where we assign the weight of edge $e=\{i_1, \ldots, i_m\}$ to $(i_1, \ldots, i_m)$-th element of $m$-order cubical tensor. A uniform hypergraph is half-undirected when its adjacency tensor is half-symmetric. Note that a uniform hypergraph is half-undirected if undirected. The following assumes that a hypergraph $G$ is uniform, connected, half-undirected, and has self-loops unless noted. We define the degree of a vertex $v \in V$ as $d_v = \sum_{e \in E: v \in e} w(e)$, and define a degree matrix $D_v$, whose diagonal elements are the degree of vertices. Let $W \in \mathbb{R}^{|E| \times |E|}$ be a diagonal matrix, whose diagonal elements are weight of edge $e$. Let $H \in \mathbb{R}^{|V| \times |E|}$ be an index matrix, whose element $h(v, e) = \sqrt{\rho_v e}$ if a vertex $v$ is connected to an edge $e$, and 0 otherwise, where $\rho_{v,e}$ counts how many times the edge $e$ contains the vertex $v$, e.g., if edge is $e=(v, v_1, v_2)$ for 4 uniform hypergraph, $\rho_{v,e}=2$. Other than this tensor way, there is another way to represent hypergraphs as adjacency matrix, which contracts hypergraphs into graphs. There have been three popular ways for this, star [Zhou, Huang, and Schölkopf 2006] and two variants of clique methods [Rodriguez 2002; Saito, Mandic, and Suzuki 2018]. In terms of clustering for half-undirected uniform hypergraph, which is our focus, these three different methods produce the same result (see Appendix). This paper uses the star method, which contracts a hypergraph into a graph by forming $A_s := HW_c H^T / m$.

Formulation of Multi-way Similarity
This section proposes a formulation of multi-way similarity and discusses its properties. Looking back at a pairwise similarity, kernel functions are a convenient tool to model a similarity. However, kernel functions consider pairwise similarities, not multi-way similarities. The idea to construct a multi-way similarity framework is that we take the benefits of the kernel framework’s modeling ability, but at the same time, we expand to multiplets from pairs.
Biclique Kernel and Tensor Semi-definiteness

This section formulates multi-way similarity as a biclique kernel and discusses its semi-definite property. For two sets of \( m/2 \) variables, \( \{x_i\} \) and \( \{t_i\} \), \( x_i, t_i \in \mathbb{X}, \mathbb{X} \subseteq \mathbb{R}^d \), we formulate even \( m \) multi-way similarity function

\[
\kappa^{(m)}(x_{i_1}, \ldots, x_{i_{m/2}}, t_{i_1}, \ldots, t_{i_{m/2}}) : \mathbb{X}^{m/2} \times \mathbb{X}^{m/2} \rightarrow \mathbb{R}
\]

where \( \kappa : \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R} \) is a standard kernel. We call \( \kappa \) as a base kernel. By construction, \( \kappa^{(m)} \) is also a kernel. Therefore, we call \( \kappa^{(m)} \) as biclique kernel. Let \( \mathcal{K} \) be a gram tensor of \( \kappa^{(m)} \), i.e., an \( m \)-order cubical tensor formed by Eq. (4), whose \( (i_1, \ldots, i_m) \)-th element is \( \kappa^{(m)}(x_{i_1}, \ldots, x_{i_m}) \). Note that \( \mathcal{K} \) is half-symmetric due to the construction of \( \kappa^{(m)} \). Seeing Eq. (4), we can obtain arbitrary even \( m \) order biclique kernel from a standard kernel function \( \kappa \). For example of \( m=4 \), the biclique kernel is as

\[
\kappa^{(4)}(x_1, x_2, t_1, t_2) = \kappa(x_1, t_1) + \kappa(x_2, t_2) - \kappa(x_1, t_2) - \kappa(x_2, t_1).
\]

\[
= \exp(-\|x_1 - t_1\|^2) + \exp(-\|x_2 - t_2\|^2) - \exp(-\|x_1 - t_2\|^2) - \exp(-\|x_2 - t_1\|^2).
\]

The biclique kernels are connected to the semi-definite even order tensors, which serves as a theoretical ground of the biclique kernel. For the standard kernel, a gram matrix for a kernel function is equivalent to a semi-definite matrix (Shawe-Taylor, Cristianini et al. 2004). This characteristic is one of the theoretical foundations of kernel function. Here, we establish a generalization of this characteristics for the gram tensor \( \mathcal{K} \). We begin with the definition of semi-definiteness of even-order tensors. An even \( m \)-order cubical tensor \( \mathcal{A} \) is semi-definite if

\[
\mathcal{A} \times_1 \mathbf{x} \ldots \times_m \mathbf{x} \geq 0, \forall \mathbf{x} \in \mathbb{R}.
\]

Note that the semi-definiteness can be applied only to even order tensors since no odd-order tensors satisfy this semi-definiteness (see Appendix). For this semi-definiteness of tensors, the following theorem for a tensor formed by a biclique kernel holds.

**Theorem 1.** Given a function \( \kappa^{(m)} : \mathbb{X}^{m/2} \times \mathbb{X}^{m/2} \rightarrow \mathbb{R} \) defined by \( \kappa^{(m)}(\{x_i\}, \{t_i\}) = \sum_{\gamma, \nu} \kappa(x_{i_{\gamma}}, t_{i_{\nu}}) \), where \( \kappa \) is a function \( \kappa : \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R} \), then \( \kappa^{(m)} \) can be decomposed as \( \kappa(x, z) = \langle \psi(x), \psi(z) \rangle \) if and only if \( \kappa^{(m)} \) is half-symmetric and has the \( m \)-order tensor semi-definite property.

This theorem gives a theoretical foundation of the biclique kernel. Thm. 1 shows that a half-symmetric even-order semi-definite tensor and a biclique kernel are equivalent, which is similar to the foundations of the standard kernel function.

**Contraction of Biclique Kernel**

Despite of the nice property of Thm. 1 tensors are practically hard to work with. Many tensor problems of generalized common operations in matrix are NP-hard (Hillar and Lim 2013), such as computing eigenvalues. This motivates us to explore a practically easy while theoretical guaranteed way to deal with biclique kernel. This section argues that a contracted matrix of a gram tensor can address this issue.

We consider a contacted matrix \( \mathcal{K}^{(m)} \) (defined in Eq. (5)) of a gram tensor \( \mathcal{K} \) of the biclique kernel \( \kappa^{(m)} \). We call this contacted matrix \( \mathcal{K}^{(m)} \) as a gram matrix of \( \kappa^{(m)} \). In the following, we see this gram matrix is more computationally efficient while equivalent to the original biclique kernel. We first observe the following lemma and corollary by contracting a gram tensor into a gram matrix.

**Lemma 1.** Assume \( \kappa(x, z) = \langle \psi(x), \psi(z) \rangle \) is a base kernel of the biclique kernel \( \kappa^{(m)} \). Let \( \psi_i := \psi(x_i) \), and \( \Psi := \sum_{i=1}^n \psi_i / n \). The gram matrix \( \mathcal{K}^{(m)} \) of \( \kappa^{(m)} \) is equal to a gram matrix formed by a kernel \( \kappa' : \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R} \) as

\[
\mathcal{K}^{(m)}(x_j, x_j) := \langle \psi_i + \frac{m - 2}{2} \Psi, \psi_j + \frac{m - 2}{2} \Psi \rangle, \quad k'.
\]

**Corollary 1.** The gram matrix \( \mathcal{K}^{(m)} \) is semi-definite.

From this lemma, we observe that \( \mathcal{K}^{(m)} \) is more computationally efficient than \( \mathcal{K} \) for the following reason. Computing Eq. (6), we can rewrite \( \kappa^{(m)} \) by using the gram matrix \( \mathcal{K} \) of the base kernel \( \kappa \) as

\[
\frac{\mathcal{K}^{(m)}_{ij}}{n^{m-2}} = K_{ij} + \frac{m - 2}{2n} (\delta_i + \delta_j) + \frac{(m - 2)^2}{4n^2} \rho
\]

where \( \delta_i \) is the sum of \( i \)-th row of \( K \) and \( \rho \) is a sum of all the elements of \( K \), i.e., \( \rho = \sum_{i,j} K_{ij} \). Since we can pre-compute \( \delta_i, \delta_j \) and \( \rho \) from \( K \) in \( O(n^2) \), the overall computational time for \( K^{(m)} \) is \( O(n^2) \), whereas \( O(n^m) \) if we naively form \( K^{(m)} \) from the original tensor and Eq. (3). Note that if we see \( K^{(m)} \) as a graph, its degree matrix is equal to a degree matrix \( D_v \) of a hypergraph formed by \( K \). Using this lemma, we obtain the following proposition about equivalence of \( \mathcal{K} \) and \( \mathcal{K}^{(m)} \).

**Proposition 1.** There exists only one kernel \( \kappa' \) from a biclique kernel \( \kappa^{(m)} \). Also, we can compose only one biclique kernel \( \kappa^{(m)} \) from a kernel \( \kappa' \) and even-order \( m \).

This proposition shows that a biclique kernel \( \kappa^{(m)} \) and a set of a kernel function \( \kappa' \) and even order \( m \) are equivalent. Therefore, Prop. 1 is a theoretical guarantee to use a computationally cheaper gram matrix \( K^{(m)} \) instead of a computationally expensive gram tensor \( K \).

**Hypergraph Cut and Spectral Clustering**

Similarly to the graph case, we want to ground our formulation of multi-way similarity by biclique kernel on a hypergraph cut theory. This section discusses uniform hypergraph cut, to which we aim to link our formulation later. Here we consider partitioning a hypergraph \( G \) into two disjoint vertices sets \( V_1, V_2 \subseteq V \), \( V_1 \cap V_2 = \emptyset \). Since the hypergraph edges contain multiple vertices, a generalization from graph cut to hypergraph cut is not straightforward. The line of the research of graph contraction ways (Zhou, Huang, and Schölkopf 2006).
Saito, Mandic, and Suzuki [2018] defines hypergraph cut to penalize by a balance of the number of intersected vertices in edge by a partition. More formally, following [Zhou, Huang, and Schölkopf 2006], a hypergraph cut is defined as

$$\text{Cut}(V_1, V_2) := \sum_{e \in E} w(e) |e \cap V_1| |e \cap V_2| / m$$  \hspace{1cm} (8)

We define the normalized hypergraph cut problem as

$$\text{NCut}(V_1, V_2) := \text{Cut}(V_1, V_2) \left( \text{vol}^{-1}(V_1) + \text{vol}^{-1}(V_2) \right),$$

where \( \text{vol}(V_j) = \sum_{i \in V_j} d_i \). We extend this to k-way normalized hypergraph cut problem as

$$\text{kNCut}(\{V_i\}_{i=1}^k) := \sum_{j=1}^k \text{NCut}(V_j, V \setminus V_j).$$  \hspace{1cm} (9)

We can rewrite the minimization problem of Eq. (9) as

$$\min \text{kNCut}(\{V_i\}_{i=1}^k)$$

$$= \min \text{trace} Z^T D_v^{-1/2} L_v D_v^{-1/2} Z \text{ s.t. } Z^T Z = I$$  \hspace{1cm} (10)

$$= \max \text{trace} Z^T D_v^{-1/2} A_g D_v^{-1/2} Z \text{ s.t. } Z^T Z = I,$$  \hspace{1cm} (11)

where \( L_v := D_v - A_g \) is a hypergraph Laplacian and

$$Z_{ij} := \begin{cases} \sqrt{d_i / \sum_{i \in V_j} d_i} & (i \in V_j) \\ 0 & \text{otherwise} \end{cases}.$$

Eq. (10) and Eq. (11) become eigenproblem if we relax \( Z \) into real-values. As discussed, there are three types of adjacency matrix for hypergraph: star and two cliques. We can define similar cuts for the other two [Saito, Mandic, and Suzuki 2018]. For uniform hypergraphs, which are our focus, these three cuts would produce the same results. See Appendix for more discussion.

In the line of tensor modeling of uniform hypergraph research [Ghoshdastidar and Dukkipati 2013, 2017], k-way partitioning problem is also considered, which we refer as GD. Slightly changing from GD, we form an adjacency matrix \( A_g \) as a contracted matrix of \( A \), i.e.,

$$A_g := A \times_3 1 \cdots 1.$$  \hspace{1cm} (12)

A change from GD is the “position” of mode-k products. The reason for this change is that we want a contraction of half-undirected hypergraph to be symmetric. On the other hand, this change does not affect the result in GD since GD assumes undirected hypergraph and symmetric tensor and hence contraction does not change by the position of mode-k products. The clustering algorithm of GD is to solve the eigenproblem as

$$\max \text{trace} Z^T D_v^{-1/2} A_g D_v^{-1/2} Z \text{ s.t. } Z^T Z = I.$$  \hspace{1cm} (13)

We here show the connection between these two algorithms through the following proposition.

**Proposition 2.** For half-symmetric uniform hypergraphs, Eq. (13) and Eq. (11) are equivalent.

We call solving these eigenproblems as spectral clustering.

Algorithm 1: Spectral clustering for hypergraph modeled by generalized kernel.

**Require:** Data \( X, \kappa, \) and \( m \)

1. Compute \( K \) from the base kernel kernel \( \kappa \) from data \( X \).
2. Construct a gram matrix \( K^{(m)} \) of the biclique kernel \( \kappa^{(m)} \) from \( K \) by using Eq. (7).
3. Compute degree matrix \( D_v \) from \( K^{(m)} \) and obtain top k-eigenvectors of \( D_v^{-1/2} K^{(m)} D_v^{-1/2} \).
4. Conduct k-means to the obtained top k-eigenvectors

**Ensure:** The clustering result.

**Proposed Algorithm**

We propose an algorithm for clustering real-valued data via modeling as an even \( m \)-uniform hypergraph and using hypergraph cut. The overall algorithm is shown in Alg. 1. The core of our algorithm is that we model real-valued data as a hypergraph by our biclique kernel (Eq. (7)) and use hypergraph spectral clustering (Prop. 2). To do this efficiently, we firstly compute \( K^{(m)} \) using Eq. (7) (the first and second step of Alg. 1) and then conduct spectral clustering (the third step). The fourth step uses a simple k-means algorithm for obtained eigenvectors to decide the split points, same as the previous studies [Zhou, Huang, and Schölkopf 2006; Ghoshdastidar and Dukkipati 2015].

The overall computation time of Alg. 1 is \( O(n^3) \), since it takes \( O(n^2) \) to compute \( K \) as well as \( K^{(m)} \), and takes \( O(n^3) \) to compute eigenvectors, which is equivalent to the standard graph spectral methods. Alg. 1 is faster than spectral algorithms naively using Eq. (7) ([Zhou, Huang, and Schölkopf 2006; Saito, Mandic, and Suzuki 2018]) and Eq. (13) ([Ghoshdastidar and Dukkipati 2015]). For a hypergraph formed by \( K \). Both of these cost \( O(n^m) \) to compute \( K \) and \( K^{(m)} \), while ours takes overall \( O(n^3) \). This reduction allows us to model as an arbitrary even \( m \)-uniform hypergraphs in a reasonable computation time, e.g., for a 20-uniform hypergraph \( O(n^3) \) vs. \( O(n^{20}) \). Therefore, Alg. 1 is as scalable as the standard graph methods in terms of \( n \), and more scalable than the existing hypergraph methods in terms of \( m \).

The question is, what are theoretical justifications for Alg. 1? At this point, it seems ad-hoc to model real-valued data as a hypergraph via biclique kernel for spectral clustering since we do so without any justifications. To justify Alg. 1, next two sections connect Alg. 1 to the weighted kernel k-means and explain Alg. 1 with Gaussian-type biclique kernel from a heat kernel view.

**Kernel k-means and Spectral Clustering**

The graph cut and the standard kernel have a connection through a trace maximization problem via weight kernel k-means [Dhillon, Guan, and Kulis 2004]. This section explores a similar connection between our biclique kernel and the hypergraph cuts. To do so, we first revisit the connection for the standard case and give an alternative way of connection for any kernel, instead of the dot product kernel originally discussed in [Dhillon, Guan, and Kulis 2004]. This
We generalize this way of the graph case to our biclique kernel setting. We show that this generalized weighted kernel $k$-means objective for our biclique kernel is equivalent to the established cut in Prop. 2, which we see as a justification of Alg. 1.

**Revisiting Spectral Connection**

This section revisits the claim in [Dhillon, Guan, and Kulis 2004] that weighted kernel $k$-means and graph cuts are connected. We give here an alternative way of connection. This alternative way allows us to handle any inner product kernels, while the original in [Dhillon, Guan, and Kulis 2004] only assumes the dot product kernel. We define clusters by $\pi_j$, a partitioning of points as $\{\pi_j\}_{j=1}^k$, and the weighted kernel $k$-means objective for this as

$$J(\pi_j^k) := \sum_{x_i \in \pi_j} w(x_i) \|\psi(x_i) - m_j\|^2,$$

where $m_j$ is a weighted mean, which is defined as

$$m_j := \sum_{x_i \in \pi_j} \frac{w(x_i)\psi(x_i)}{s_j},$$

and $\|\cdot\|$ is a norm induced by any inner product forming a kernel function $\kappa(x, y) := \langle \psi(x), \psi(y) \rangle$. Let $\kappa_{ij} := \kappa(x_i, x_j), \psi_i := \psi(x_i)$, and $w_i := w(x_i)$. Using the kernel $\kappa$ and its gram matrix $K$, we can rewrite Eq. (14) as

$$J(\pi_j^k) = \sum_{i \in \pi_j} w_i (\|\psi_i\|^2 - 2\langle \psi_i, m_j \rangle + \|m_j\|^2)$$

$$= \sum_{i \in \pi_j} \left( w_i \kappa_{ii} - 2w_i \sum_{l \in \pi_j} \frac{w_l}{s_j} \kappa_{il} + w_i \sum_{l, r \in \pi_j} \frac{w_l w_r}{s_j^2} \kappa_{lr} \right)$$

$$= \sum_{i \in \pi_j} w_i \kappa_{ii} - \sum_{r, l \in \pi_j} \frac{w_r w_l \kappa_{rl}}{s_j},$$

where

$$Y_{ij} := \begin{cases} \sqrt{w(x_i)/s_j} & (x_i \in \pi_j) \\ 0 & \text{(otherwise)} \end{cases}$$

and $W$ is a diagonal matrix whose diagonal element is $w_i$. To minimize Eq. (17), we want to maximize the second term because the first term is constant w.r.t. the partitioning variable $Y$. Since $Y^2Y = I$, maximizing the second term is taking the top $k$ eigenvectors of $W^{1/2}KW^{1/2}$. Taking $K$ as a graph and $W$ as inverse of the degree matrix, Eq. (17) becomes the relaxed graph cut problem. This gives an alternative way to connect the weighted kernel $k$-means and the graph cut.

**Spectral Connection for Multi-way Similarity**

This section aims to establish a connection between our formulation of multi-way similarity and the hypergraph cut problem, similarly to the graph one. To do so, we first generalize a weighted kernel $k$-means for our biclique kernel.

Looking at Eq. (16), the objective function of weighted kernel $k$-means uses the kernel function $\kappa$ directly. Therefore, we consider generalizing by replacing $\kappa$ in Eq. (16) to our biclique kernel. This discussion leads us to define an objective function for weighted kernel $k$-means for multi-way similarity as follows:

$$J'(\{\pi_j\}_{j=1}^k) := \sum_{i \in \pi_j} \sum_{i \subseteq \pi_j} w_i \kappa_{ij}(i, i, \ldots, i)$$

$$- \sum_{i \in \pi_j} \sum_{i \subseteq \pi_j} \frac{w_i w_j \kappa_{ij}(i, i, \ldots, i, l, \ldots)}{s_j},$$

where we write $i$ instead of $x_i$, and write $i$ instead of $\{x_i\}$, a set of $m/2 - 1$ variables. Seeing the way we form the gram matrix $K(m)$ of $K(m)$ (Eq. 3), we can rewrite Eq. (19) as

$$J'(\{\pi_j\}_{j=1}^k) = \sum_{x \in \pi_j} w_x K_{xx} - \sum_{i \in \pi_j} \sum_{i \subseteq \pi_j} \frac{w_i w_j K_{ij}}{s_j}$$

$$= \text{trace}W^{1/2}KW^{1/2} - \text{trace}YW^{1/2}KW^{1/2}Y,$$

where $Y$ is defined as Eq. (18) and $K(m)$ is a gram matrix of biclique kernel $K(m)$. Similarly to the graph case, Eq. (20) can be solved by taking top $k$ eigenvectors of $W^{1/2}KW^{1/2}$.

This discussion draws a connection between hypergraph cut and biclique kernel, and justifies Alg. 1. Recall that a gram matrix $K(m)$ is obtained by a contraction of a $m$-uniform hypergraph $H$ with $W = D_{-1}$, where $D_i$ is its degree matrix. Eq. (20) is equivalent to the hypergraph cut problem (Prop 2 and Eq. 8). Thus, the hypergraph cut problem for a hypergraph formed by $K(m)$ is equivalent to the weighted kernel $k$-means objective function for $K(m)$ (Eq. 19) with a particular weight. This discussion justifies Alg. 1 since Alg. 1 turns out to be equivalent to a generalization of weighted kernel $k$-means for $K(m)$. Note that since we form $K$ by $K(m)$, elements of $K$ can be negative. This contradicts the assumption that all the weight of an edge is positive. However, this can be practically resolved in a way that does not affect topological structures, e.g., by adding the same constant to all the data points. Finally, we remark that we can rewrite Eq. (19) as an Eq. (13)-style objective function. Let

$$\psi'_i := \frac{m-2}{2} \left( \psi_i + \frac{m-2}{n} \sum_{l=1}^n \psi_l \right).$$

Observing Eq. (20), we can rewrite Eq. (19) as

$$J'(\{\pi_j\}_{j=1}^k) = \sum_{i \in \pi_j} w_i \|\psi'_i - m'_j\|^2,$$

where

$$m'_j := \sum_{i \in \pi_j} \frac{w_i \psi'_i}{s_j}, s_j := \sum_{i \in \pi_j} w_i$$

We can more generalize this framework to connect inhomogeneous cut and weighted kernel $k$-means, which we discuss in Appendix.
This section establishes a connection between heat kernel and biclique kernel to justify Alg 1. In the graph case, for a graph made from a gram matrix of Gaussian kernel formed by randomly generated data, the cut of this graph can be seen as an analog of the asymptotic case of an energy minimization problem of the single variable heat equation using Gaussian kernel as a heat kernel (Belkin and Niyogi 2003). It is also shown that the graph Laplacian converges to the continuous Laplace operator with infinite number of data points (Belkin and Niyogi 2005). We formulate a multivariate heat equation, to which we can similarly connect our biclique kernel. We show that the hypergraph cut problem converges to an asymptotic case of the energy minimization problem of this heat equation using our biclique kernel as heat kernel if the number of data points is infinite.

We define a discrete Laplacian $L^{(m)}_{t,n}$ for $m/2$ variables $\{x_i\} \in \mathbb{X}^{m/2}$, $\mathbb{X} \subset \mathbb{R}^d$ and a function $f: \mathbb{X}^{m/2} \rightarrow \mathbb{R}$ which is "decomposable" by a single variable function $f'$ as

$$L^{(m)}_{t,n} f(\{x_i\}) = -\sum_{\{y_i\}} H^{(m)}(\{x_i\}, \{y_i\}) f(\{y_i\}) + \sum_{\{y_i\}} H^{(m)}(\{x_i\}, \{y_i\}) f(\{x_i\}) \quad \text{where}\ M/2$$

where $H^{(m)}_t$ is a biclique kernel formed as

$$H^{(m)}_t(\{x_i\}, \{y_i\}) := \sum_{\gamma,\mu=1}^{m/2} G_t(x_i, y_i)$$

where $G_t(x, y) := \exp(-\|x-y\|^2/4t) / (4\pi t^{d/2})$. Note that $G_t$ is a Gaussian kernel. Note also that the coefficient $m/2$ in Eq. (23) comes from approximation of heat equation. Also, define an energy as

$$S_2(H^{(m)}_t, f) := \sum_{\{x_i\}, \{y_i\}} L^{(m)}_{t,n} f(\{x_i\}) f(\{y_i\})$$

Minimizing this energy with proper constraints is equivalent to the 2-way hypergraph cut problem for a hypergraph formed by $H^{(m)}_t$. See Appendix for the detail of both remarks.

We consider to relate discrete operator $L^{(m)}_{t,n}$ to continuous Laplace operator. Let us begin with the Laplace operator. Assume a compact differentiable d-dimensional manifold $\mathcal{M}$ isometrically embedded into $\mathbb{R}^N$, a set of $m/2$ variables $\{x_i\}_{i=1}^{m/2}$, $x_i \in \mathcal{M}$, abbreviated as $\{x_i\}$, and a measure $\mu$. Consider a problem to obtain a function $f : \mathcal{M}^{m/2} \rightarrow \mathbb{R}$, such that

$$f = \arg \min S_2(f) \text{ s.t. } \|f\|^2 = 1,$$

where $S_2(f) := \|\nabla f\|^2$, $f(\{x_i\}) := \sum_i f'(x_i)$, and $f'$ is a single variable function $f' : \mathcal{M} \rightarrow \mathbb{R}$. From this formulation, the function $f$ in this problem can be described as "decomposable" by $f'$, similarly to Eq. (23). In physics analogy, we can recognize $S_2(f)$ as energy, and the problem as an energy minimization problem. This problem often appears when we want to know a profile minimizing energy, such as velocity profile in fluid dynamics (Courant and Hilbert 1962). In machine learning, $\nabla f$ can be seen to measure how close each data point is when we embed data from a manifold to the Euclidean space. Then, this problem can be thought to find a suitable mapping $f$ best preserving locality, and hence as a clustering algorithm (Belkin and Niyogi 2003).

By using Stokes theorem, $\|\nabla f\|^2 = \langle \Delta f, f \rangle$, which rewrites this energy minimization problem as

$$\min(S_2(f) = \langle \Delta f, f \rangle) \text{ s.t. } \|f\|^2 = 1, \langle f, c \rangle = 0,$$

where $c$ is constant. Since Laplace operator $\Delta$ is semi-definite and $\|f\|^2=1$ in constraint, the minimizer of Eq. (26) is given as an eigenfunction of $\Delta f$. The first eigenfunction is a constant function that maps variables $x_1 \in \mathcal{M}$ to one point. To avoid this, we introduce the second constraint since the second eigenfunction is orthogonal to the first, which is constant.

We now formulate a multivariate heat equation to analyze $\Delta f$. For even $m$ and $m/2$ variables $x_i \in \mathcal{M} \subset \mathbb{R}^d$, consider the following heat equation on a manifold $\mathcal{M}^{m/2}$ as

$$\left( \frac{\partial}{\partial t} + \Delta \right) U(t, \{x_i\}) = 0, \quad U(0, \{x_i\}) = f(\{x_i\}),$$

where $f(\{x_i\}) := \sum_{\mu=1}^{m/2} f'(x_{i_\mu})$. (27)

and $f$ is "decomposable" in the same sense as Eq. (23) and Eq. (25). Eq. (27) governs an $m/2$ variables system, which evolves by $m/2$ variables interacting with each other but the initial conditions $f'$ only depend on one variable. The solution is given as to satisfy

$$U = \int H_t(\{x_i\}, \{y_i\}) U(0, \{y_i\}) d\mu(y_i)$$

where $d\mu(y_i) := \prod_{i=1}^{m/2} d\mu(y_i)$ (28)

and $H_t$ is a heat kernel. The $d\mu(y_i)$ corresponds to the decomposable functions as in Eq. (23) and Eq. (25). For the heat kernel, a well-known example of heat kernel is Gaussian, which gives a solution to one variable Eq. (27) when $\mathcal{M} = \mathbb{R}^n$. However, it is difficult to obtain a concrete form of heat kernel for a general manifold. For details of heat kernel, refer to Rosenberg and Steven (1997). Since we can prove that $H^{(m)}_t$ is also a heat kernel, there exists a heat equation on manifolds $M'$ and $M''$, where $M' = M''/m/2$, whose solution is given as Eq. (28) using $H_t = H^{(m)}_t$. In the following, we consider the heat equation on this manifold $M'$.
Using Eq. (23), we can relate the energy minimization problem to hypergraph cut and justify Alg. 1. The energy minimization problem Eq. (26) in the Euclidean space can be approximated as

$$S_2(f) = \langle \Delta f, f \rangle \approx \frac{1}{m} S_2(H^{(m)}_i, f),$$  \hspace{1cm} (29)$$

with proper constants in Eq. (26) (see Appendix for details). As discussed when we defined discrete Laplacian (Eq. (23)), the fourth term $S_2(H^{(m)}_i, f)$ is equivalent to the 2-way hypergraph cut problem using a hypergraph formed by a biclique kernel $H^{(m)}_i$ if properly treating constraints. Hence, the energy minimization problem Eq. (26) can be seen as a continuous analog to the hypergraph spectral clustering. This discussion supports our biclique kernel with Gaussian kernel and Alg. 1 since Alg. 1 with the Gaussian-type biclique kernel can be thought as an approximation of energy minimization problem Eq. (26). The key observation is that taking a different $m$ corresponds to taking a different manifold satisfying heat equation Eq. (27). This is because the biclique kernel $H^{(m)}$ is a different heat kernel for each $m$, and each heat kernel has a manifold, on which Eq. (27) holds. This key observation gives an intuitive insight; choosing better $m$ corresponds to choosing a manifold $M'$ to which the given data space $X$ fits better. We conclude this section by theoretically formulating the above discussion in the following theorem.

**Theorem 2.** Let $M'=M^{m/2}$ be a manifold, on which Eq. (27) satisfies with solutions using $H^{(m)}_i$. Let the data points $x_1, \cdots, x_n$ be sampled from a uniform distribution on a manifold $M$, and $f \in C^\infty(M')$. Putting $t_n = n^{-1/(2+\alpha)}$, where $\alpha > 0$, there exists a constant $C$ such that

$$\lim_{n \to \infty} C(n t_n)^{-1} I^{(m)}_{n,t_n} f(\{x_i\}) = \Delta f(\{x_i\}) \text{ in probability.}$$

This theorem theoretically supports the discussion in this section; if we have infinite number of data, Eq. (23) converges to the continuous Laplace operator and approximation in Eq. (29) becomes exact. Note that this theorem is a multivariate version of the result in (Belkin and Niyogi 2003).

**Experiment**

This section numerically demonstrates the performance of our Alg. 1 using our formulation of multi-way similarity with biclique kernel. We evaluated our modeling by comparing the standard kernel and other heuristic hypergraph modelings. To focus on this purpose, we varied the modelings and kept fixed the cut objective function as Eq. (8). Our experiments were performed on classification datasets, iris and spine from the UCI repository, and ovarian cancer data (Petricoin III et al. 2002). We also used Hopkins155 dataset (Tron and Vidal 2007), which contains 155 motion segmentation datasets. We used Gaussian kernel $\kappa(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2)$ and polynomial kernel $\kappa(x_i, x_j) = (\sum_{d} x_i d x_j + c)^{\beta}$ as a base kernel to form a biclique kernel $\kappa^{(m)}$, and conduct Alg. 1. We used $m=2, 4, \ldots, 20$. For comparison, we employed the following types of modeling. First, we used $m=2$, the standard graph method, for both kernels as a baseline. Second, we used ad-hoc modeling used in the experiment of Ghoshdastidar and Dukkipati (2015) for both kernels. Third, we employed Gaussian-type modeling used in various papers such as Govindu (2005), Li and Milenkovic (2017), which is the mean Euclidean distance to the optimal fitted affine subspace. Fourth, we used Gaussian-type modeling used in Li and Milenkovic (2017), which is referred as $d^{H-2}$. Lastly, for polynomial, we used a generalized dot product form (Yu et al. 2018). Note that all the hypergraph comparison methods work for any uniform hypergraph. We can say that we compare five Gaussian-type methods (ours, baseline, Ghoshdastidar and Dukkipati (2015), affine subspace, and $d^{H-2}$) and four polynomial-type methods (ours, baseline, Ghoshdastidar and Dukkipati (2015), and (Yu et al. 2018)). We restrict hypergraph comparison methods to be $m=3$ to make the comparison fair in terms of computational time. By this, all of the comparisons and ours equally cost $O(n^3)$. For the comparisons, we also used the spectral clustering as (11), and conduct the forth step of Alg. 1. We used a free parameter $\gamma \in \{10^{-3}, 10^{-2}, \ldots, 10^{2}\}$ for Gaussian, and $d \in \{1, 3, \ldots, 9\}$ and $c=0, 1$ for polynomial. Since the fourth step of Alg. 1 involves randomness at $k$-means, we repeated this step 100 times. We evaluated our performance on error rate, i.e., (# of mis-clustered data points)/(# of data points), same as the previous studies (Zhou, Huang, and Schölkopf 2006, Li and Milenkovic 2017). We report average errors and standard deviations caused from the fourth step except for Hopkins155. Since Hopkins155 contains 155 tasks and standard deviations vary by each task, we only report an average error of 155 tasks, similar to the previous studies (Ghoshdastidar and Dukkipati 2014, 2017). Our experimental code is available at github.

We summarize the results in Table 1 and Fig. 1. From Table 1 and Fig. 1 we see that ours with Gaussian kernel outperforms the other methods at all the datasets. Ours with polynomial kernel also outperforms other polynomial methods. Additionally, for the most cases in Fig. 1 if we increase $m$, results are improved until a certain point but slightly drop from there. This corresponds to the intuition; multi-way relations could be too “multi” beyond a certain point; Too many relations could work as noise to separate the data. To our knowledge, it is first time to obtain insights on behaviors of higher-order (say, $m \geq 8$) uniform hypergraph on spectral clustering. Moreover, for Gaussian methods, the variance for ours is smaller than one for the others. This means that our methods offer more separated modeling. Additional results are in Appendix.

**Conclusion**

To conclude, we have provided a hypergraph modeling method, and a fast spectral clustering algorithm that is connected to the hypergraph cut problems proposed by Zhou, Huang, and Schölkopf.
| Kernel and Method | iris | spine | Ovarian | Hopkins155 |
|-------------------|------|-------|---------|------------|
| Gaussian (m=2, the standard graph) | 0.1027 ± 0.0033 | 0.3191 ± 0.0025 | 0.1315 ± 0.0023 | 0.1600 |
| Gaussian Ours (m≥4) | **0.0693** ± 0.0033 | **0.2807** ± 0.0000 | 0.0841 ± 0.0000 | 0.1112 |
| Gaussian (Ghoshdastidar and Dukkipati 2015) | 0.0737 ± 0.0318 | 0.3000 ± 0.0000 | 0.1806 ± 0.0000 | 0.1465 |
| Gaussian (Affine Subpace) | 0.2267 ± 0.0000 | 0.2839 ± 0.0000 | 0.1690 ± 0.0023 | 0.1294 |
| Gaussian (Li and Milenkovic 2017)) | 0.2407 ± 0.0662 | 0.3195 ± 0.0078 | 0.3317 ± 0.0892 | 0.1490 |
| Polynomial (m=2, the standard graph) | 0.2922 ± 0.0746 | 0.3183 ± 0.0295 | 0.2043 ± 0.0780 | 0.2278 |
| Polynomial Ours (m≥4) | 0.2719 ± 0.0383 | 0.3142 ± 0.0452 | 0.1982 ± 0.0794 | 0.2258 |
| Polynomial (Ghoshdastidar and Dukkipati 2015) | 0.4359 ± 0.0546 | 0.3219 ± 0.0050 | 0.2817 ± 0.1201 | 0.2934 |
| Polynomial (Y u et al. 2018) | 0.3227 ± 0.0199 | 0.3828 ± 0.0754 | 0.4399 ± 0.0093 | 0.2654 |

Table 1: Experimental Results. The standard deviation is from randomness involved in the fourth step of Alg. Since Hopkins155 is the average performance of 155 datasets, this only shows the average. Details are in the main text.

Figure 1: Experimental results. Red shows the result for Gaussian and blue shows for polynomial. The shade shows the standard deviation of the fourth step of Alg. Since Hopkins155 is the average performance of 155 datasets, this only shows the average.
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Related Work on Graph Spectral Connection

In addition to the Related Work Section, this section gives a detailed explanation to the connection between the graph cut problem, weighted kernel $k$-means, and heat kernel. Since our work is a generalization of of the graph case, the connections in the graph case provides a clearer view of our hypergraph case.

For the spectral clustering purpose, the way we model real-valued data into graph has been justified by connecting to graph cut. First popular way is modeling by dot product kernel. This way is justified since spectral clustering via this way is equivalent to doing the weighted kernel $k$-means. The reason for this is that the objective function of weighted kernel $k$-means has been shown to be equivalent to the graph cut using the graph formed by the kernel function \cite{Dhillon:2004}. Second and the most popular way is modeling by Gaussian Kernel. This way is justified because if the number of data is infinite, the spectral clustering via this way converges to the continuous energy minimization problem. In particular, the graph Laplacian converges to the continuous Laplace operator.

Graph Cut and Spectral Clustering

First, we review the connection between the graph cut and spectral clustering. We define a graph $G=(V,E)$, where $V$ is a set of vertices and $E$ is a set of edges. We also define an adjacency matrix for a graph $A$, whose $ij$-th element $a_{ij}$ is the weight between $i$-th vertex and $j$-th vertex. We consider partitioning a graph $G$ into two vertices sets $V_1, V_2 \subset V$, $V_1 \cap V_2 = \emptyset$. Such partition should happen when a “dissimilarity” of two sets is smallest. In the graph theory language, such a dissimilarity is called as cut; a total weight of edges removed. We formally define a cut as

$$\text{Cut}(V_1, V_2) := \sum_{i \in V_1, j \in V_2} a_{ij},$$

where $a_{ij}$ is a weight of the edge between vertices $i$ and $j$. Then, we define normalized cut as

$$\text{Ncut}(V_1, V_2) := \text{Cut}(V_1, V_2) \left( \frac{1}{\text{vol}(V_1)} + \frac{1}{\text{vol}(V_2)} \right),$$

where $\text{vol}(V) := \sum_{i \in V} d_i$. Minimizing this can partition the vertex set into two subsets. We extend to $k$-way partitioning problem where we partition into $k$ subsets, $V_i (i = 1, \ldots, k)$, where $V_i \cap V_j = \emptyset$ if $i \neq j$ and $\cup_{i=1}^k V_i = V$, formulated as

$$\min \text{kNcut}\{\{V_i\}_{i=1}^k\} := \min_{i=1}^k \text{Ncut}(V_i, V \setminus V_i).$$

We consider to rewrite this problem as a matrix eigenproblem. We here introduce an indicator matrix $Z \in \mathbb{R}^{N \times k}$ as

$$Z_{ij} := \begin{cases} d_i / \sum_{t \in V_j} d_t & (i \in V_j) \\ 0 & (\text{otherwise}) \end{cases}$$

We note that $Z^\top Z = I$. Using this indicator matrix, this problem can be rewritten as

$$\min \text{kNcut}\{\{V_i\}_{i=1}^k\}$$

$$= \max \text{trace}(Z^\top D^{-1/2} A D^{-1/2} Z) \text{ s.t. } Z^\top Z = I,$$

$$= \min \text{trace}(Z^\top D^{-1/2} L D^{-1/2} Z) \text{ s.t. } Z^\top Z = I,$$

where $L$ is a graph Laplacian defined as $L := D - A$. This discrete optimization problem is known to be NP-hard. However, if we relax $Z$ into real value, Eq. (31) becomes an eigenproblem of $D^{-1/2} A D^{-1/2}$, which shows that the graph cut problem can be written as an eigenproblem. Solving eigenproblem Eq. (31) is called spectral clustering.

From the graph cut discussion, the most common modeling algorithm is as follows; i) forming a graph by a kernel function $k$

$$\kappa(x, x') := \langle \psi(x), \psi(x') \rangle,$$

for the given real-valued data. ii) applying spectral clustering Eq. (31).

While this algorithm “models” real-valued data by a kernel function without any justifications, next two sections justify this algorithm. One shows that this algorithm is equivalent to solving the weighted kernel $k$-means problem. The other shows that with the infinite number of data this algorithm converges to solving the energy minimization problem.

Weighted Kernel $k$-means and Spectral Clustering.

This section reviews the connection between spectral clustering and the weighted kernel $k$-means. While these share the same purpose in terms of clustering, the formulations seem quite different. However, the formulations of these are linked via the same trace maximization problem. This discussion leads to model real-valued data into graphs by considering kernels for clustering. Taking a certain weight for the weighted kernel $k$-means, those are equivalent through a trace maximization problem \cite{Dhillon:2004}.

The weighted kernel $k$-means algorithm is to partition data points in feature space by minimizing the sum of the square of the distance between each data point belonging to the cluster and its centroid. We define clusters by $\pi_j$, and a partitioning of points as $\{\pi_j\}_{j=1}^k$. We denote the “energy” of a cluster $\pi_j$ is as

$$J(\pi_j) := \sum_{x_i \in \pi_j} w(x_i) ||\psi(x_i) - m_j||_2^2,$$

where $\| \cdot \|_2$ is a norm induced from the dot product, $w(x_i)$ is a weight at $x_i$ and $m_j$ serves as a weighted mean of the cluster, which can be written as

$$m_j := \sum_{x_i \in \pi_j} \frac{w(x_i) \psi(x_i)}{s_j},$$

By taking $J(\{\pi_j\}_{j=1}^k) := \sum_{j=1}^k J(\pi_j)$, this can be the $k$-means objective function and is often minimized by the EM-type algorithm \cite{Bishop:2007}. We can rewrite $J(\{\pi_j\}_{j=1}^k)$

\footnote{The main text shows that the discussion in this section can be extended from a dot product kernel to any kernel.}
as a trace maximization problem:
$$J\left(\{\pi_j\}_{j=1}^k\right) = \text{trace}W^{1/2}KW^{1/2} - \text{trace}Y^TW^{1/2}KW^{1/2}Y,$$
(34)
where $W$ is a diagonal matrix whose $i$-th element is $w(x_i)$ and $K$ is a gram matrix formed by the dot product kernel, and indicator matrix $Y \in \mathbb{R}^{n \times k}$

$$Y_{ij} := \left\{ \begin{array}{ll} \frac{w(x_i)}{\sum_{x_i \in \pi_j} w(x_i)} & \text{if } x_i \in \pi_j \\
0 & \text{if } x_i \notin \pi_j \end{array} \right.$$

We note that $YY^T = I$. Since the first term of Eq. (34) is fixed with respect to the variable $Y$, we want to maximize the second term of Eq. (34) in order to minimize the $k$-means objective function. Exploiting the linear algebra theory, maximizing $\text{trace}(Y^TW^{1/2}KW^{1/2}Y)$ can be realized by taking $Y$ as the largest $k$ eigenvectors of $W^{1/2}KW^{1/2}$. When we take $W = D^{-1}$ and $K = A$, the objective function Eq. (34) is equivalent to the normalized graph cut objective function Eq. (31). Now we see the connection between spectral clustering and weighted kernel $k$-means.

Above all, modeling into graphs by the dot product kernel is justified; if we conduct spectral clustering to a graph formed by the dot product kernel, this is equivalent to the weighted kernel $k$-means with a particular weight. For more details, see Dhillon, Guan, and Kulis (2004) von Luxburg (2007).

Heat Kernel and Spectral Clustering

This section reviews connection between spectral clustering and the heat kernel. Heat kernel is closely related to the energy minimization problem using Laplace operator, while the graph cut also can be seen the energy minimization problem using graph Laplacian. This section explains that these two continuous and discrete problem is connected. More specifically, for a graph made from a gram matrix of Gaussian kernel formed by randomly generated data, the cut of this graph can be seen as an analog of the asymptotic case of an energy minimization problem of the heat equation using Gaussian kernel formed by randomly generated data, the cut of this graph can be seen as an analog of the asymptotic case of the heat equation using Gaussian kernel as a heat kernel (Belkin and Niyogi 2003). It is also shown that the graph Laplacian converges to the continuous Laplace operator with infinite number of data points (Belkin and Niyogi 2005).

First, we define the energy minimization problem. Assume a compact differentiable $d$-dimensional manifold $M$ isometrically embedded into $\mathbb{R}^N$, a variable $x \in M$, and a measure $\mu$. We consider a problem to obtain a function $f : M^{m/2} \rightarrow \mathbb{R}$, that minimizes the energy as

$$S_2(f) := \|\nabla f\|^2 \text{ s.t. } \|f\|^2 = 1.$$  

(35)

We can rewrite Eq. (35) using Laplace operator as

$$\|\nabla f\|^2 = \langle \nabla f, \nabla f \rangle = \langle \Delta f, f \rangle \text{ s.t. } \|f\|^2 = 1, \ (f, c1),$$ 

(36)

where $c$ is constant. The second equality follows from the Stokes theorem. We introduce the additional constrains $\langle f, c1 \rangle$ in order to avoid the trivial solution to this problem, which is $f = c1$. The reason why this works as a constraint comes from a nature of semi-definiteness of Laplacian operator $\Delta$. See more discussions in the main text and Sec.2 in Belkin and Niyogi (2003).

Now we discuss heat equation and heat kernel, which are useful tools to analyze $\Delta f$. We pay attention to the term $\Delta f$ because this term is the main “actor” of the energy minimization problem in Eq. (36). Consider a variable $x \in M$. The heat equation on $M$ is as

$$\left( \frac{\partial}{\partial t} + \Delta \right) U(t, x) = 0, \ U(0, x) = f(x)$$ 

(37)
The solution is given as to satisfy

$$U = \int H_t(x, y)U(0, y)d\mu(y)$$ 

(38)
where $H_t$ is a heat kernel. A well-known example of heat kernel is Gaussian kernel as

$$G_t(x, y) = \frac{1}{(4\pi t)^{d/2}} \exp\left(-\frac{\|x-y\|^2}{4t}\right),$$

which gives a solution to one variable Eq. (27) when $M = \mathbb{R}^n$. However, it is difficult to obtain a concrete form of heat kernel for a general manifold.

We give a solution in asymptotic case when $t \rightarrow 0$. Locally, we can approximate $H_t(x, y) = G_t(x, y)$ when $t$ and $\|x-y\|$ are small (Rosenberg and Steven 1997a, Belkin and Niyogi 2003). Together with $\lim_{t \rightarrow 0} \int_M d\mu(y)G_t(x, y)f(y) = f(x)$ and $\lim_{t \rightarrow 0} \int_M d\mu(y)G_t(x, y) = 1$, for small $t$ and discrete values $x_1, \ldots, x_n$ instead of continuous value we can approximate as

$$\Delta f(x_i) \approx \sum_j G_t(x_i, x_j)f(x_j) - \sum_j G_t(x_i, x_j)f(x_j).$$

(39)
The right hand side of Eq. (39) is equal to the graph Laplacian $L$ for a graph whose adjacency matrix is a gram matrix for the Gaussian Kernel. Following Eq. (39), we can relate the original energy minimization problem and graph cut problem (Eq. (33)) as

$$\|\Delta f\|^2 \approx Y^TYL$$

with proper constrains. By properly introducing “normalizing” constrains, the continuous energy minimization problem corresponds to 2-way normalized cut problem.

This discussion can justify the modeling by a kernel function for spectral clustering. The reason is that the graph cut problem for a graph made from a Gaussian kernel can be seen as a approximated continuous energy problem of an asymptotic case of the heat equation. Therefore, modeling by kernel for spectral clustering is a discrete analog of energy minimization problem.

Finally, we remark that the approximation becomes exact when a number of randomly generated data is infinite (See Thm.3.1 in Belkin and Niyogi 2005). On more discussion of this, we refer to Belkin and Niyogi 2003, 2005.
Table 2: List of objective functions of $m$-uniform hypergraph spectral connection and the corresponding pairwise ones. If we model by the kernels as listed, the $k$-way cut, the weighted kernel $k$-means with a particular weight, energy minimization problem using Laplace operator are equivalent to the spectral clustering. Details are discussed in the main text.

| Kernel | Graph (pairwise) $\kappa(\psi(x_1), \psi(x_2)) := \langle \psi(x_1), \psi(x_2) \rangle$ | Hypergraph (multi-way) $\kappa^{(m)}(\{x_i\}, \{t_i\}) := \sum_{\gamma, \nu} \kappa(x_i, t_{i\nu})$ |
|--------|------------------------------------------|---------------------|
| $k$-way cut | $\sum_{j=1}^k \sum_{i_1 \in V_j} w_{i_1 i_2}$ \text{The top $k$ largest eigenvectors of graph adjacency matrix $A$} | $\sum_{i=1}^k \sum_{e \in K} w(e)$. \text{Top $k$ largest eigenvectors of hypergraph adjacency matrix $A$} |
| Spectral clustering | | \text{gram matrix $K^{(m)}$.} |
| Kernel $k$-means | $\sum_{j=1}^k \sum_{i_1 \in V_j} \|\psi(x_i) - m_j\|^2$ | $\sum_{x_i \in V_j} \|\psi'(x_i) - m'_j\|^2$ |
| Heat Kernel | $\langle \Delta f, f \rangle$, s.t., $(f, c_1)$ where $f$ obeys $\begin{aligned} \frac{\partial}{\partial t} + \Delta \end{aligned}$ $U(t, x) = 0$, $U(0, x) = f(x)$ | $\langle \Delta f, f \rangle$, s.t., $(f, c_1)$ where $f$ obeys $\begin{aligned} \frac{\partial}{\partial t} + \Delta \end{aligned}$ $U(t, \{x\}) = 0$, $U(t, \{x\}) = f(\{x\}) = \sum_{i=1}^{m/2} f'(x_i)$ |

From Graph to Hypergraph

This section relates to the discussion of graph here to the discussion in the main text. Throughout this section, we justify the graph modeling algorithm. Similarly to this, in the latter of the main text, we justify our biclique kernel by generalizing spectral connection in the graph. Our biclique kernel generalizes from the discussions on a graph and a kernel to the discussions on a biclique kernel and hypergraph. We summarize the relationship of spectral connection in graph and in hypergraph (this work) in Table 2.

Examples of Half-Symmetric Tensors

This section discusses examples of half-symmetric tensors defined as Eq. (1). As an example, we consider 4-order half-symmetric cubical tensor $A$. Let us think about the element $(1,1,2,3)$ of half-symmetric tensor $A$. Then

$$ A_{1234} = A_{2134} = A_{1243} = A_{2143} = A_{3412} = A_{3421} = A_{4321}. $$

More general, for elements $(i_1, i_2, i_3, i_4)$ where $i_j \neq i_l$ if $j \neq l$, the tensor $A$ is

$$ A_{i_1 i_2 i_3 i_4} = A_{i_1 i_2 i_3 i_4} = A_{i_1 i_2 i_4 i_3} = A_{i_2 i_3 i_1 i_4} = A_{i_2 i_4 i_3 i_1} = A_{i_3 i_4 i_1 i_2} = A_{i_3 i_4 i_2 i_1} = A_{i_4 i_2 i_3 i_1}. $$

Then the natural question to ask is what happens if the elements contains the same index. Let us think about the element $(1,1,2,3)$ of half-symmetric tensor $A$. Then

$$ A_{1123} = A_{1132} = A_{2311} = A_{3211}. $$

However, if we think about the elements contains the same index, but in a different "half", e.g., $(1,2,1,3)$, then

$$ A_{1213} = A_{2113} = A_{1231} = A_{2131}, $$

$$ A_{1312} = A_{3112} = A_{1321} = A_{3121}. $$

Needless to say, we do not have such a permutation of index for the "diagonal" elements, where all the indices are the same number, e.g., $(1, 1, 1, 1)$ and $A_{1111}$.

On Tensor Semi-definiteness and Proof for Theorem 1

This section gives a detail for tensor semi-definiteness and full proofs for Thm. 1. Note that our definition of semi-definiteness is not our own and follows the existing work such as Qi [2005], Hu and Qi [2012], Hillar and Lim [2013].

On Tensor Semi-definiteness

We start with reviewing definition of semi-definiteness of an even $m$-order tensor. An even $m$-order tensor is semi-definite when $\forall x \in \mathbb{R}$,

$$ A \times_1 x \times_2 \ldots \times_m x = \sum_{i_1 \ldots i_m} A_{i_1 \ldots i_m} x_{i_1} \ldots x_{i_m} \geq 0. \quad (40) $$

Let us assume a tensor $A$ is 3-order cubical tensor. From this definition, polynomial for $x$ formed from odd order tensor can take both positive and negative values, such as

$$ A \times_1 -x \times_2 -x \times_3 -x = -A \times_1 x \times_2 x \times_3 x. $$

This means that, the polynomial Eq. (40) for $x$ and for $-x$ take different signs. However, the semi-definiteness requires the polynomial Eq. (40) to be positive for all vectors, including $x$ and $-x$. Therefore, there is no odd-order semi-definite tensors for this definition. For more discussion on tensor semi-definiteness, see Sec. 11 in Hillar and Lim [2013] and Qi [2005].

Proof for Thm. 1

We start with the ‘only if’ direction. Following the definition of semi-definiteness of tensors,

$$ K \times_1 v \ldots \times_m v $$

$$ = \sum_{i_1 \ldots i_m=1}^{n} v_{i_1} \ldots v_{i_m} K^{(m)}(\{x_{i_1}\}_{\mu=1}^{m/2}, \{x_{i_1}\}_{\gamma=m/2+1}^{m}) $$
We now introduce inner product

\[ \langle f, g \rangle = \sum_{i_1, \ldots, i_m} v_{i_1} \ldots v_{i_{m/2}} \kappa(x_{i_1}, x_{i_{m/2} + 1}) v_{i_{m/2 + 1}} \ldots v_{i_m} \]

which the second equation follows from the definition. Similarly to the standard kernel, the biclique kernel has the reproducing property.

We call this property as reproducing property.

To conclude the proof, it remains to show separability and completeness. Since \( \kappa \) is also kernel, separability follows for the same reasoning as (Shawe-Taylor, Cristianini et al. 2004). For completeness, we consider a fixed input \( \{x_{i_1} m/2\} \) and a Cauchy sequence \( \{f_n\}_{n=1}^\infty \). From the Cauchy-Schwarz inequality, we obtain

\[ \left( f_n(\{x_{i_1} m/2\}) - f_m(\{x_{i_1} m/2\}) \right)^2 \leq \|f_n - f_m\|^2 \kappa(\{x_{i_1} m/2\}, \{x_{i_1} m/2\}) \]

This means that the Cauchy sequence \( \{f_n\}_{n=1}^\infty \) is bounded, and has a limit. We define such a limit

\[ g(\{x_{i_1} m/2\}) = \lim_{n \to \infty} f_n(\{x_{i_1} m/2\}) \]

and include all such limit functions in \( \mathcal{F}_\kappa \). Then, we obtain the Hilbert space \( \mathcal{F}_\kappa \) associated with kernel \( \kappa \).

We emphasize that the element of the set \( \mathcal{F} \) is a function that takes \( m/2 \) arguments. Note that we have used \( \cdot \) to indicate the position of the argument of the function. Let the function \( f, g \in \mathcal{F} \) as

\[ f(\{x_{i_1} m/2\}) = \sum_{i=1}^l x_i \alpha_1 \alpha_2 \ldots \alpha_{m/2} \kappa(\{t_i\}_{i=1}, \{x_{i_1} m/2\}) \]

\[ g(\{x_{i_1} m/2\}) = \sum_{l=1}^n \beta_1 \beta_2 \ldots \beta_{m/2} \kappa(\{z_l\}_{l=1}, \{x_{i_1} m/2\}) \]

We now introduce inner product \( \langle f, g \rangle \) as follows;

\[ \langle f, g \rangle = \sum_{i, j=1}^m \alpha_i \alpha_j \kappa(\{t_i\}_{i=1}, \{x_{i_1} m/2\}) \]

\[ = \sum_{i=1}^l \alpha_i \alpha_2 \ldots \alpha_{m/2} \kappa(\{t_{i_1} m/2\}) \]

\[ = \sum_{l=1}^n \beta_1 \beta_2 \ldots \beta_{m/2} \kappa(\{z_l\}_{l=1}) \]

where the second equation follows from the definition. We remark that since the assumption that \( \kappa \) is semi-definite, \n
\[ \langle f, f \rangle = \sum_{i_1, \ldots, i_m} \alpha_i \alpha_i \kappa(\{x_{i_1} m/2\}) \]

\[ \geq 0 \]

Similarly to the standard kernel, the biclique kernel has reproducing property. The reproducing property follows from Eq. (41) if we take \( g = \kappa(\{x_{i_1} m/2\}) \), and we do the operation defined as Eq. (41) on the function \( f \).

\[ \langle f, \kappa(\{x_{i_1} m/2\}) \rangle \]
To save the space, we introduce the abbreviation as
\[
\psi_i := \psi(x_i), \quad \psi_{ij} := \langle \psi(x_i), \psi(x_j) \rangle.
\]
Let \(k^{(m)}\) for two \(m/2\) variables \(\{x_i, x_{i+1}, \ldots, x_{i+m/2-1}\}\), \(\{x_j, x_{j+1}, \ldots, x_{j+m-2}\}\). For \(X = \{x_1, \ldots, x_n\}\), we can compute the gram matrix as
\[
K^{(m)}_{ij} = \sum_{i,j} k^{(m)}(\{x_i\}, \{x_j\}, \{x_j\} \cup \{x_{m/2+j}\})
\]
\[= \sum_{i,j} \psi_{ij} + \psi_{i1} + \ldots + \psi_{i(m/2-1)}
+ \psi_{j1} + \ldots + \psi_{j(m/2-1)}
+ \psi_{ij1} + \ldots + \psi_{ijm/2-1}
+ \psi_{ji1} + \ldots + \psi_{ji(m/2-1)}
+ \psi_{i1j1} + \ldots + \psi_{i1jm/2-1}
+ \psi_{j1j1} + \ldots + \psi_{j1jm/2-1}
+ \ldots + \psi_{ijm/2-1jm/2-1}
\]
\[= n^{m-2} \psi_{ij} + n^{m-4} \psi_{ij1} + \ldots + n^{m-4} \psi_{ij(m/2-1)}
+ n^{m-4} \psi_{ij2} + \ldots + n^{m-4} \psi_{ij(m-2)}
= n^{m-2} \psi_{ij} + n^{m-4} \psi_{ij1} + \ldots + n^{m-4} \psi_{ij(m-2)}.
\]

Note that \(i, j\) runs from 1 to \(n\). Then,
\[
\sum_{i,j} \psi_{ij} = n^{m-3} \sum_{l} \psi_{il}
\]
\[
\sum_{i,j} \psi_{ij1} = n^{m-3} \sum_{l} \psi_{jl},
\]
for all \(r=1, \ldots, m/2-1\),
\[
\sum_{i,j} \psi_{ijr} = n^{m-4} \sum_{l} \psi_{lk}
\]
for all \(r, s=1, \ldots, m/2-1\), and
\[
\sum_{i,j} \psi_{ij} = n^{m-2} \psi_{ij}.
\]

Using this we obtain Eq. (43). By Eq. (44), we now prove Lemma 1. We remark that Eq. (43) is equivalent to Eq. (7), since \(\psi_{ij} = K_{ij}\) by definition. Since \(\kappa^{(m)}\) is a kernel by Eq. (44), \(K^{(m)}\) is semi-definite, which concludes Cor. 1.

**Proof of Proposition 1**

It is clear that there exists unique \(k'(m)\) from \(\kappa^{(m)}\), by seeing the way of composition. We move on to show that there exists unique \(k^{(m)}\) from \(\kappa^{(m)}\) and \(m\). Since \(k^{(m)}\) is a kernel by Lemma 1, this concludes that \(K^{(m)}\) is semi-definite. For a semi-definite matrix for \(A^{(m)}\), we have a decomposition \(\psi'\) by the standard Mercer’s theorem. Then, we have
\[
\psi' = n^{m-2} \psi + n^{m-4} \psi + \ldots + n^{m-2} \psi,
\]
where \(\psi\) is a feature map for biclique kernel for \(A\). By the construction, we can rewrite \(\psi\) by \(\psi'\) by solving the linear equation as
\[
\psi' = C\psi,
\]
where \(\psi'(\psi', \ldots, \psi'_n)^T\), \(\psi := (\psi_1, \ldots, \psi_n)^T\), and
\[
C := n^{m-2} \begin{pmatrix}
\frac{m-2}{2} & \frac{m-2}{2} & \ldots & \frac{m-2}{2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{m-2}{2} & \frac{m-2}{2} & \ldots & \frac{m-2}{2} \\
0 & \ldots & 0 & n + \frac{m-2}{2}
\end{pmatrix}.
\]
By construction, \(C\) is a full rank matrix, and therefore we can write as
\[
\psi = C^{-1}\psi'.
\]
Therefore, this concludes the proof.

**On Equivalence for Three Hypergraph Cuts for Uniform Hypergraph**

We firstly introduce the contraction way for any hypergraph, while the main text only assumes uniform hypergraph. For the convenience of notation, we begin with definition of degree matrix of edge. We define the degree of an edge \(e \in E\) is defined as \(|e|\). We also define the degree matrix \(D_e\) whose diagonal elements of edges. Remark that all the diagonal elements of \(D_e\) are \(m\) for \(m\)-uniform hypergraph since \(|e| = m, \forall e \in E\). Using this notation, we expand the star to any hypergraph as \(A_{uc} := \text{HW}_e D_e^{-1} H^T\). The clique way, which has two kinds of formulations; edge-normalized way by \((\text{Saito, Mandic, and Suzuki} 2018)\) as \(A_{nc} := \text{HW}_e (D_e - I)^{-1} H^T - D_e\) and edge-unnormalized way by \((\text{Rodriguez 2002})\) as \(A_{uc} := \text{HW}_e H^T - D_{uc}\), where \(D_{uc}\) is a diagonal matrix whose diagonal element is \(d_{uc} := \sum_{e \in E} w(e)\).

Next, we rewrite uniform hypergraph cut (defined as Eq. (8)) to any hypergraph, as
\[
\text{Cut}(V_1, V_2) := \sum_{e \in E} w(e) \frac{|e \cap V_1||e \cap V_2|}{|e|}.
\]
\[
= \sum_{e \in E} \sum_{j_1, j_2 \in v_{1}, v_{2}} w(e) |e|.
\]
By computing further, we obtain the same eigenproblem as Prop. 2.

While Prop. 2 is a cut for \(A_u\), the cut for the other two \(A_{nc}\) and \(A_{uc}\) is defined by replacing the denominator of Eq. (50) by 1 and \(|e| - 1\), respectively \((\text{Saito, Mandic, and Suzuki} 2018)\). However, these three produce the same results for uniform hypergraph. The reason is seeing Eq. (10), the cuts are rewritten as eigenproblem of Laplacians \(L_{uc} := D_{uc} - A_{uc}\).
and $L_{nc} := D_s - A_{nc}$, but $L_{uc} = (m - 1) L_s = m L_{nc}$ for uniform hypergraph. We elaborate more as follows.

For uniform hypergraph, if we consider the hypergraph cut problem for edge-unnormalized clique as in [Saito, Mandic, and Suzuki, 2018] as

$$\text{Cut}(V_1, V_2) := \sum_{e \in E} \frac{|e \cap V_1| |e \cap V_2|}{m - 1},$$

the $k$-way normalized cut corresponds eigenproblem of unnormalized clique problem as

$$\text{min kNCut} = \min Z^T D_R^{-1/2} L_{nc} D_R^{-1/2} Z s.t. Z^T Z = 1.$$

If we consider the following hypergraph cut problem for edge-normalized clique as

$$\text{Cut}(V_1, V_2) := \sum_{e \in E} \frac{|e \cap V_1| |e \cap V_2|}{m - 1},$$

the $k$-way normalized cut corresponds eigenproblem of normalized clique problem as

$$\text{min kNCut} = Z^T D_v^{-1/2} L_{nc} D_v^{-1/2} Z s.t. Z^T Z = 1.$$

The difference of objective functions Eq. (51), Eq. (52) and Eq. (52) are the constant coefficient. Therefore, the three formulation would produce the same results.

### Proof of Proposition 2

By definition of the star adjacency matrix, the matrix can be computed

$$(A_s)_{ij} = \sum_{e \in E, j \in e} \frac{a_{ij}}{m}$$

Considering the order of edges, this would be

$$(A_s)_{ij} = \sum_{e \in E, j \in e} \left( \frac{m}{2} \right)^2 w(e = i, \cdots, j, \cdots)$$

Eq. (53) is shown to be equivalent to $A_s / m$. Therefore, the problems Eq. (14) and Eq. (11) are equivalent.

### Detailed of Weighted Kernel $k$-means

Here we show the detailed steps of computation from the naive definition of weighted kernel $k$-means to Eq. (17).

$$J(\pi_j) = \sum_{x_i \in \pi_j} \left( \Vert \psi(x_i) \Vert^2 - 2 \langle \psi(x_i), m_j \rangle + \Vert m_j \Vert^2 \right)$$

$$= \sum_{x_i \in \pi_j} \left( \frac{w(x_i) \kappa(x_i, x_i) - 2 w(x_i) \sum_{\beta \in \pi_j} \frac{w(\beta)}{s_j} \kappa(x_j, \beta)}{s_j} \right)$$

$$+ w(x_j) \sum_{\alpha, \beta \in \pi_j} \frac{w(\alpha)w(\beta)}{s_j^2} \kappa(\alpha, \beta)$$

$$= \sum_{x_i \in \pi_j} \frac{w(x_i) \kappa(x_i, x_i) - 2 \sum_{\alpha, \beta \in \pi_j} \frac{w(\alpha)w(\beta)}{s_j} \kappa(\alpha, \beta)}{s_j}$$

Summing up this to all the cluster, we obtain

$$J(\{\pi_j\}_{j=1}^k) = \sum_{j=1}^k \sum_{x_i \in \pi_j} \frac{w(x_i) \kappa(x_i, x_i)}{s_j}$$

$$- \sum_{\alpha, \beta \in \pi_j} \left( \frac{w^{1/2}(\alpha)}{s_j^{1/2}} \right)^2 \kappa(\alpha, \beta) \left( \frac{w^{1/2}(\beta)}{s_j^{1/2}} \right)^2$$

$$= \text{trace} W^{1/2} K W^{1/2}$$

This concludes the steps.

### Details of Heat Kernel for Biclique Kernel

In this section, we discuss the omitted details of Heat Kernel Section of the main text.

### On Discrete Laplacian Eq. (23)

We start to define a matrix $L(m)$ to satisfy

$$L(m) f'(x_i) = \sum_{x_i, y_i \in \pi_j} L(m) f(\{x_i\}) f(\{y_i\}).$$

Then, we can rewrite the minimization problem as

$$S_2^{(m)}(f) := \sum_{\{x_i\}, \{y_i\}} L(m) f(\{x_i\}) f(\{y_i\})$$

$$= \sum_{x_i, y_i} L(m) f'(x) f'(y)$$

Let $A$ be a contracted matrix from a gram tensor $\mathcal{H}$ for the biclique kernel $H^{(m)}$, and $D$ be a degree matrix of $A$. By construction of $L(m)$, we can rewrite

$$L(m) = D^{-1/2} - A.$$

Now we consider to introduce normalizing constrains. This is justified since the continuous counterpart of energy minimization problem Eq. (26) we can introduce such a constraints by properly choosing the measure $\mu$ for inner product. Now, we consider Eq. (55). Introducing the normalizing constraints, we write as

$$\min S_2^{(m)}(f) = \min f^T L(m) f$$

$$= \min f^T D^{-1/2} \left( \frac{D}{m^2} - A \right) D^{-1/2} f$$

$$= \max f^T D^{-1/2} A D^{-1/2} f,$$

s.t. $f^T f = 1$.

This corresponds to the hypergraph cut problem for the hypergraph formed by $H^{(m)}$. 

Proof of the statement that $H^I(t)$ is a heat kernel

Since $H$ is a heat kernel $H : \mathcal{M} \times (0, \infty) \to \mathbb{R}$, we can decompose into

$$H_t(x, y) = \sum_i \exp(-\lambda_i t) \phi_i(x) \phi_i(y) \quad (56)$$

Using the fact that $H_t$ is a heat kernel, we can prove that the kernel $H^I(t)$ is a heat kernel $\mathcal{M}^{m/2} \times \mathcal{M}^{m/2} \times (0, \infty) \to \mathbb{R}$, since we can rewrite $H^I(t)$ as

$$H^I(t) = \sum_i \exp(-\lambda_i t) \phi_i(x_1) + \ldots \phi_i(x_{m/2}) \phi_i(y_1) + \ldots \phi_i(y_{m/2}) \quad (57)$$

Similarly to Eq. (57), this heat kernel $H^I(t)$ is also a heat kernel since we can rewrite this as

$$H^I(x, y) = \sum_i \exp(-\lambda_i t) (\phi(x) + (m/2 - 1) \int_{\mathcal{M}^*} \phi(x) dx) \times (\phi(y) + (m/2 - 1) \int_{\mathcal{M}^*} \phi(y) dy).$$

Detailed Steps of Approximation

This section discusses the details of approximation of asymptotic heat equation. In this subsection about approximation, we approximate $\mathcal{M}^* \approx \mathbb{R}^m$, and $d\mu(y) \approx dy$, similar to (Belkin and Niyogi 2003).

We start with expanding the heat equation as done in the main text.

$$\lim_{t \to 0} \Delta U(t, \{x_i\}_{i=1}^{m/2}) = \Delta f(\{x_i\}_{i=1}^{m/2})$$

$$= -\lim_{t \to 0} \frac{\partial}{\partial t} \int_{\mathcal{M}^*} d\mu(y) H_t(\{x_i\}_{i=1}^{m/2}, \{y\}) U(0, \{y\})$$

Therefore, for small $t$, we obtain

$$-\lim_{t \to 0} \frac{\partial}{\partial t} \int_{\mathcal{M}^*} d\mu(y) H_t(\{x_i\}_{i=1}^{m/2}, \{y\}) U(0, \{y\})$$

$$\approx \frac{1}{t} \left( \int_{\mathcal{M}^*} d\mu(y) H_t(\{x_i\}_{i=1}^{m/2}, \{y\}) f(\{y\}) \right)$$

$$- \int_{\mathcal{M}^*} d\mu(y) H_0(\{x_i\}_{i=1}^{m/2}, \{y\}) f(\{y\}), \quad (58)$$

following from the definition of partial differentiation.

In the following, we consider $H_t = H^I(t)$ since we are interested in this case. Note that the heat kernel $H^I(t)$ is a bilinear kernel whose base kernel is Gaussian kernel $G_t$. To further consider Eq. (58), we next examine a solution to Eq. (27) in the asymptotic case $t \to 0$. This allows us to have $\Delta f$, which we want to analyze in Eq. (26). We provide an analysis on the solution to Eq. (27) when $t \to 0$.

**Proposition 3.** In the Euclidean space, i.e., $\mathcal{M}^* = \mathbb{R}^m$ and $d\mu(y) = dy$, a given a function $f : \mathcal{M}^* \to \mathbb{R}$ and the constraints in Eq. (26), then

$$\lim_{t \to 0} \int_{\mathcal{M}^*} d\mu(y) H^I(t, \{x\}, \{y\}) f(\{y\})$$

$$= \lim_{t \to 0} \int_{\mathcal{M}^*} d\mu(y) H^I(t) f(\{y\})$$

$$= \lim_{t \to 0} \int_{\mathcal{M}^*} d\mu(y) \frac{H^I(t)}{m/2} f(\{y\})$$

$$= \lim_{t \to 0} \int_{\mathcal{M}^*} d\mu(y) H^I(t) \frac{f(\{y\})}{m/2}$$

This proposition is a generalized version of Gaussian kernel features in the following sense. For a single variable Gaussian Kernel, we have

$$\lim_{t \to 0} \int_{\mathcal{M}^*} G_t(x, y) f(y) d\mu(y) = f(x),$$

$$\lim_{t \to 0} \int_{\mathcal{M}^*} G_t(x, y) d\mu(y) = 1.$$
\[ \approx \int_{\mathcal{M}'} d\mu(y_+ \frac{H_t^{(m)}}{m/2}(\{x_i\}, \{y_i\}) f(\{x_i\}) \]  

(63)

This relation further rewrites Eq. (58), as

\[
- \lim_{t \to 0} \frac{\partial}{\partial t} \int_{\mathcal{M}'} d\mu(y_+) \frac{H_t^{(m)}}{m/2}(\{x_i\}, \{y_i\}) f(\{x_i\}, \{y_i\}) U(0, \{y\}) \\
\approx - \frac{1}{t} \left( \int_{\mathcal{M}'} d\mu(y_+) \frac{H_t^{(m)}}{m/2}(\{x_i\}, \{y_i\}) f(\{x_i\}, \{y_i\}) \right) \]

(64)

To obtain the third approximation, we apply Eq. (63) to the second term of the second equation. We also use the fact that \( \{x_i\} \) is an abbreviated form of \( \frac{m}{2} \) continuous variables \( \{x_i\}_{i=1}^{m/2} \).

Consider discrete data points in \( \mathcal{M} \) instead of the continuous variables, Eq. (55), which is approximated as Eq. (64), is further approximated by

\[
\frac{1}{t} \left( - \sum_{\{y_i\}} \frac{H_t^{(m)}}{m/2}(\{x_i\}, \{y_i\}) f(\{y_i\}) \right) + \frac{1}{t} \sum_{\{y_i\}} \frac{H_t^{(m)}}{m/2}(\{x_i\}, \{y_i\}) f(\{x_i\}) = \frac{1}{t} L_t^{(m)} f(\{x_i\})
\]

Thus, the Laplacian Eq. (23) can be seen as a discrete approximation of the continuous Laplacian for \( m/2 \) variables heat equation Eq. (22). We also see that Prop. 3 introduces the coefficient \( m/2 \) in Eq. (23).

Finally, we remark that all the approximation here is justified by Thm. 2.

**Proof of Proposition 3**

This section provides a proof of Prop. 3.

Before we proceed, we review the one variable case. Using single variable Gaussian kernel characteristics Eqs. (60) and Eq. (61), we compute for multivariate version of Eq. (60) as

\[
\lim_{t \to 0} \int_{\mathcal{M}'^{m/2}} H_t^{(m)}(\{x_i\}_{i=1}^{m/2}, \{y_i\}_{i=1}^{m/2}) f(y) d\mu(y_+)
\]

\[= \lim_{t \to 0} \int_{\mathcal{M}'^{m/2}} \sum_{i=1}^{m/2} \sum_{j=1}^{m/2} G_t(x_i, y_i) \sum_{i=1}^{m/2} f(y_i) d\mu(y_+)
\]

\[= \text{vol(\mathcal{M})}^{m/2-1} \left( \frac{m}{2} \right)^2 \sum_{i=1}^{m/2} f(y_i),
\]

(65)

and for multivariate version of Eq. (61) as

\[
\lim_{t \to 0} \int_{\mathcal{M}'^{m/2}} H_t^{(m)}(\{x_i\}_{i=1}^{m/2}, \{y_i\}_{i=1}^{m/2}) d\mu(y_+)
\]

\[= \lim_{t \to 0} \int_{\mathcal{M}'^{m/2}} \sum_{i=1}^{m/2} \sum_{j=1}^{m/2} G_t(x_i, y_i) \sum_{i=1}^{m/2} f(y_i) d\mu(y_+)
\]

\[= \text{vol(\mathcal{M})}^{m/2-1} \left( \frac{m}{2} \right)^2 \sum_{i=1}^{m/2} f(y_i),
\]

(66)

We further compute the inside of the parenthesis in Eq. (66) as

\[
\lim_{t \to 0} \int_{\mathcal{M}'^{m/2}} H_t^{(m)}(\{x_i\}_{i=1}^{m/2}, \{y_i\}_{i=1}^{m/2}) f(y) d\mu(y_+)
\]

\[= \lim_{t \to 0} \sum_{j=1}^{m/2} \left( \int_{\mathcal{M}'^{m/2}} G_t(x_j, y_i) f(y_i) d\mu(y_+) \right)
\]

\[= \sum_{j=1}^{m/2} \left( \frac{\text{vol(\mathcal{M})}^{m/2-1} f'(x_j)}{2} \right) + \frac{m/2 - 1}{2} \text{vol(\mathcal{M})}^{m/2-1} \int_{\mathcal{M}} d\mu(y_i) f'(y_i)
\]

\[= \text{vol(\mathcal{M})}^{m/2-1} \sum_{j=1}^{m/2} f'(x_j) + \frac{m/2 - 1}{2} \text{vol(\mathcal{M})}^{m/2-1} \int_{\mathcal{M}} \mu(y_i) f'(y_i)
\]

Putting this into Eq. (66), we obtain

\[
\lim_{t \to 0} \sum_{i=1}^{m/2} \left( \int_{\mathcal{M}'^{m/2}} H_t^{(m)}(\{x_i\}_{i=1}^{m/2}, \{y_i\}_{i=1}^{m/2}) f'(y_i) d\mu(y_+) \right)
\]

\[= \sum_{i=1}^{m/2} \left( \frac{\text{vol(\mathcal{M})}^{m/2-1} \text{vol(\mathcal{M})}^{m/2-1} \int_{\mathcal{M}} d\mu(y_i) f'(y_i)}{2} \right) + \frac{m/2 - 1}{2} \text{vol(\mathcal{M})}^{m/2-1} \int_{\mathcal{M}} \mu(y_i) f'(y_i)
\]

\[= \frac{m}{2} \text{vol(\mathcal{M})}^{m/2-1} \sum_{i=1}^{m/2} f'(x_i)
\]

\[+ \frac{m/2 - 1}{2} \text{vol(\mathcal{M})}^{m/2-1} \sum_{i=1}^{m/2} \left( \text{vol(\mathcal{M})}^{m/2-1} \int_{\mathcal{M}} d\mu(y_i) f'(y_i) \right)
\]

\[= \frac{m}{2} \text{vol(\mathcal{M})}^{m/2-1} \sum_{i=1}^{m/2} f'(x_i)
\]

(67)
We start by reviewing Hoeffding’s inequality. Applying Hoeffding inequality (Lemma 2), we obtain
\[ 0 = \langle f, \epsilon 1 \rangle = c \int_{\mathcal{M}^{m/2}} d\mu(y_w)f(\{y\}) \]
\[ = c \int_{\mathcal{M}^{m/2}} \prod_{i=1}^{m/2} d\mu(y_i) \left( \sum_{i=1}^{m/2} f'(y_i) \right) \]
\[ = c \sum_{i=1}^{m/2} \text{vol}(\mathcal{M})^{m/2-1} \int_{\mathcal{M}} d\mu(y_i)f'(y_i). \]

Eq. (67) concludes the proof.

**Proof of Theorem 2**

The strategy to prove Thm. 2 is using Hoeffding’s inequality. We start by reviewing Hoeffding’s inequality.

**Lemma 2** (Hoeffding). Let \( X_1, \ldots, X_n \) be independent identically distributed random variables, such that \(|X_i| \leq K\). Then
\[ P \left( \left| \frac{1}{n} \sum_{i=1}^{n} X_i - E(X_i) \right| > \epsilon \right) < 2 \exp \left( -\frac{\epsilon^2 n}{2K^2} \right) \]  
(68)

To prove the theorem for \( L_{tn}^{(m)} \), we evaluate the equation in Eq. (23). We define the operator \( L_{t}^{(m)} : L^2(\mathcal{M}) \rightarrow L^2(\mathcal{M}) \) as
\[ L_{t}^{(m)} f(\{x_i\}) := \int_{\mathcal{M}} d\mu(y) H_{t}^{(m)}(\{x_i\}, \{y_i\}) f(\{x_i\}) \]
\[ - \int_{\mathcal{M}} d\mu(y) H_{t}^{(m)}(\{x_i\}, \{y_i\}) f(\{y_i\}) \]
(69)

We remark that \( L_{t}^{(m)} \) is the empirical average of \( n \) independent random variables with the expectation
\[ E(L_{tn}^{(m)} f(\{x_i\})) = L_{t}^{(m)} f(\{x_i\}). \]

Applying Hoeffding inequality (Lemma 2), we obtain
\[ P \left( \left| \frac{1}{t_n} L_{tn}^{(m)} f(\{x_i\}) - L_{t}^{(m)} f(\{x_i\}) \right| > \epsilon \right) \leq \exp \left( -\frac{\epsilon^2 n t^2}{2} \right). \]

If we choose \( t \) as a function of \( n \), letting \( t = t_n = n^{-1/(2+\alpha)} \) where \( \alpha > 0 \) to the equation Thm. 2, we can obtain for any \( \epsilon > 0 \),
\[ \lim_{n \rightarrow \infty} P \left( \left| \frac{1}{t_n} L_{tn}^{(m)} f(\{x_i\}) - L_{t}^{(m)} f(\{x_i\}) \right| > \epsilon \right) \leq \lim_{n \rightarrow \infty} \exp \left( -\frac{\epsilon^2 n t^2}{2} \right) \]
\[ \leq \lim_{n \rightarrow \infty} \exp \left( -\frac{\epsilon^2 n (n^{-1/(2+\alpha)})^2}{2} \right) = 0. \]

With the discussion in the proof of Prop. 3 we can see that
\[ \lim_{n \rightarrow \infty} L_{tn}^{(m)} f(\{x_i\}) = \Delta f(\{x_i\}). \]

If \( n \rightarrow \infty \), then, \( t \rightarrow 0 \). The above discussion in all leads the conclusion,
\[ \lim_{n \rightarrow \infty} \frac{C}{n t_n} L_{tn}^{(m)} f(\{x_i\}) = \Delta f(\{x_i\}). \]

**Connection to the Symmetric Modeling and Inhomogeneous Cut**

This section discusses connections from our theoretical properties to the symmetric modeling and inhomogeneous cut. If we further assume something on the biclique kernel, we may lose a kernel property, i.e., the multi-way relationship may lose a tensor semi-definite property. Since our discussion fully exploit this property, not every theoretical property holds if we extend from half-symmetric biclique kernel to something beyond that does have a biclique kernel property. However, it is worth looking at what remains.

Let us look at the connection with weighted kernel \( k \)-means. If we only look at the connection, we use the relationship between the tensor and its contracted matrix. At the same time, at the both ends, we use kernel property; at the tensor end we use biclique kernel, and at the contracted matrix end we also use a kernel property for the gram matrix of the biclique kernel. The discussion on the multivariate heat equation and heat kernel hugely depends upon the biclique kernel property. This means that once we lose the biclique kernel property, we immediately lose the assumption of the discussion of multivariate heat equation. Thus, in the following, we focus on the connection between weighted kernel \( k \)-means and these additional modelings.

**Symmetric Modeling**

This section explores symmetric modeling of the weighted kernel \( k \)-means.

**Tensor and Weighted Kernel \( k \)-means Objective Function**

This section discusses the connection between tensor and the weighted kernel \( k \)-means objective function. In the main text, we generalized weighted kernel \( k \)-means to our biclique kernel, see Eq. (19). Here, we further consider to generalize to a general symmetric tensor. The strategy is as follows. Recall that Eq. (16) is a gram matrix form of weighted kernel \( k \)-means objective function Eq. (14). Recall also that the biclique weighted kernel \( k \)-means Eq. (19) is a generalization Eq. (14). Observing these two objective function, Eq. (16) and Eq. (19), we replace these kernel related objects, the gram matrix and the gram tensor of biclique kernel, to the general tensor. We now formalize this discussion. We consider a symmetric tensor \( A \). The tensor we are considering is beyond biclique kernel. Thus, the naming weighted “kernel” \( k \)-means is not appropriate; instead, we use weighted tensor \( k \)-means. In the following, we replace our biclique kernel in Eq. (19) to the symmetric tensor,
where we have weighted tensor \( k \times x \). The result will be very similar to the results of the biclique contraction, since the contraction forms a kernel, the same theoretical support from heat equation discussion Thm. 2.

Symmetric Modeling for Even \( m \) If we want a symmetric modeling, instead of half-symmetric modeling in the main text, a simple modification would lead to this. Remark that if a tensor is symmetric it is half-symmetric. This means that half-symmetricity is a larger concept than symmetricity. In this response we write the data point in \( X \) as \( x_i \) instead of \( x_i \). For even \( m \) variables \( (x_1, \ldots, x_m) \in X \), we can model symmetric multi-way modeling \( \kappa_s(m) \) using the current (half-symmetric) biclique kernel \( \kappa_s \) as

\[
\kappa_s(m)(x_1, \ldots, x_m) := \frac{1}{m^m} \sum_{i_1, \ldots, i_m=1}^{m} \kappa(m)(x_{i_1}, \ldots, x_{i_m})
\]

(72)

where \( \kappa \) is a base kernel for \( \kappa_s(m) \). We obtain Eq. (73) as follows. For each biclique kernel, we have a summation of \( (m/2)^2 \) base kernels. If we sum in a way like Eq. (73), we sum \( m^m \) biclique kernels. Thus, before we simplify Eq. (72), we have \( (m/2)^2 m^m \) terms of base kernels. The sum of the base kernels \( \sum_{i=1}^{m} \kappa(x_i, x_j) \) has \( m^2 \) terms. Furthermore, from symmetry, Eq. (72) contains the same number of base kernels of each pair. Hence, it is easy to say that Eq. (72) can be simplified as Eq. (73).

Consider to contract a tensor formed by \( \kappa_s(m) \) to a matrix \( K_s(m) \) by Eq. (3). Then, if \( m \geq 4 \), \( K_s(m) \) is a gram matrix of the kernel \( \kappa' \) defined as

\[
\kappa'_s(x_i, x_j) := \frac{n^{n-2}}{4} \left( \psi(x_i) + (m - 1) \sum_{l=1}^{n} \frac{\psi(x_l)}{n} \right) \psi(x_j) + (m - 1) \sum_{l=1}^{n} \frac{\psi(x_l)}{n} \kappa,
\]

(74)

This means that \( K_s(m) \) is a gram matrix for a kernel given \( \sum_i \psi(x_i) / n \). For this kernel, we have following indications: i) Since the contraction forms a kernel, the same theoretical discussions like the weighted kernel \( k \)-means. ii) Since the kernel is a scale and constant shift variant from the gram matrix for the biclique kernel (See Eq. (3)), the experimental result will be very similar to the results of the biclique kernel because scale and constant shift operation will not drastically change the topology.

However, we note that this \( \kappa_s(m) \) is not a biclique kernel. Therefore, an argument like Thm. 1 does not hold. The reason why \( \kappa_s(m) \) is not a biclique kernel is the same as the reason why the following example is not a kernel. Consider the \( m = 2 \) case. Then the symmetric similarity function is \( \kappa_s^2(x_1, x_2) = 2\kappa(x_1, x_2) + \kappa(x_1, x_1) + \kappa(x_2, x_2) \). We see that this is not a kernel.

Symmetric Modeling for Odd \( m \) We currently do not have semi-definiteness or related concepts for odd order tensors. Thus, at this point, we do not have any tools to connect the odd order tensor to the kernel-like discussion like one in the main text. We cannot provide Eq. (72)-style objective function for the weighted kernel \( k \)-means or cannot generalize Thm. 2.

Rather, conversely, we can put any relation into odd order tensor. The example for modeling for odd order uniform hypergraph can be a generalization of Eq. (73), as

\[
\kappa_s'(m)(x_1, \ldots, x_m) := \frac{1}{4} \sum_{i=1}^{m} \sum_{j=1}^{m} \kappa(x_i, x_j),
\]

(76)

which can be consistent with the even symmetric modeling Eq. (73).

However, needless to say, we lose the sense of the kernel. Further from the even case, even the contraction matrix is not semi-definite. Thus, we need to compute the contraction naively; instead of having a faster way to compute the contraction, such as Eq. (7).

Takeaway from Symmetric Modeling So far, we see the symmetric modeling of \( m \)-uniform hypergraph. If we take a path to the symmetric modeling, we immediately lose theoretical support from heat equation discussion Thm. 2, which is a generalized version of Ghoshdastidar and Dukkipati (2015). If we focus on the \( m \) even case, the contracted matrix still have semi-definiteness. Thus, we can see some properties of kernel, in the sense of the weighted kernel \( k \)-means; we obtain a similar representation of weighted kernel \( k \)-means objective like Eq. (23). Moreover, using Eq. (74), we obtain the contracted matrix faster. Thus, to compute the hypergraph cut in a sense of (Zhou, Huang, and Schölkopf 2006; Saito, Mandic, and Suzuki 2018; Ghoshdastidar and Dukkipati 2015), this can be computed in \( O(n^3) \). If we go further for the case where \( m \) is odd, we also lose the kernel sense; we cannot obtain the Eq. (7), like a good representation of the contracted matrix. Thus, we need a naive computational time, \( O(n^3) \).

The discussion above shows how we lose the kernel property if we expand from a half-symmetric kernel to a symmetric kernel. In this sense, for the standard case, we use the half-symmetricity even though if \( m = 2 \) when a tensor is half-symmetricity, then symmetricity.

In graph research, the Gaussian modeling is theoretically connected the standard graph cut Eq. (30), as discussed in the extended Related Work in the Appendix. However, we often see the Gaussian modeling is applied to the different cut objective function than the
standard spectral clustering ones. In the same sense, the following is a possible scenario; we only use the modeling and use the different cut objective function than Eq. (8), which is used in (Zhou, Huang, and Schölkopf 2006; Ghoshdastidar and Dukkipati 2015; Saito, Mandic, and Suzuki 2018). The problem for this use is that our representation is only for even $m$; thus, even for the smallest $m$-uniform hypergraph $m = 4$, it costs expensive $O(n^4)$ to create a hypergraph. Seeing the discussion in this section, introducing symmetry, or even reducing $m = 3$ needs some sacrifice of the theoretical support. The main theoretical supports that we lose is from the heat kernel discussion Thm. 2. Hence, unless we need a symmetric modeling, we recommend using sampling form a hypergraph by using the original biclique kernel Eq. (4). The sampling technique is also used in (Ghoshdastidar and Dukkipati 2015; Li and Milenkovic 2018).

Inhomogeneous Cut

An inhomogeneous hypergraph cut is a cut objective which assigns different costs to the different cuts of edges (Li and Milenkovic 2017; Veldt, Benson, and Kleinberg 2020). More formally, the 2-way cut Eq. (8) can be rewritten for inhomogeneous cut as

$$\text{Cut}(V_1, V_1 \setminus V) = \sum_{e \in E} w_e(e \cap V_1),$$

(77)

where $w_e$ is called splitting function for edge $e$ and a split of $e$ incurred by $V$. This extends to $k$-way cut in the same way as Eq. (9). Assume that $w_e(e \cap V)$ is submodular and only depends on cardinality, i.e., depends only on $|V|$. If we change in the objective Eq. (19) as

$$\kappa^{(m)}(i, i, l, l) \rightarrow \kappa^{(m)}_{\text{inh}}(i, i, l, l; V),$$

(78)

where $\kappa^{(m)}_{\text{inh}}$ serves as a cost of splitting function for a multi-way modeling for $w_e(e \cap V)$, the weighted kernel $k$-means objective style discussion can be connected to the inhomogeneous cut Eq. (77). However, since $\kappa^{(m)}_{\text{inh}}$ is not a biclique kernel in general, we (cannot) apply the other theoretical results in this paper to $\kappa^{(m)}_{\text{inh}}$.

We rewrite Eq. (77) as

$$\text{Cut}(V_1, V_1 \setminus V) = \sum_{v, u \in V} \sum_{v, u \in V} w_v(e = (v, v, u, u) \cap V_1)$$

Using the results from (Veldt, Benson, and Kleinberg 2020), if $w_v(e \cap V)$ is submodular and only depends on cardinality, i.e., depends only on the number of vertices in one set,

$$\text{Cut}(V_1, V_1 \setminus V) = \sum_{v \in V_1, u \in V_1 \setminus V} \sum_{v, u \in V} w_v(e = \{v, v, u, u\} \cap V_1).$$

(79)

Veldt, Benson, and Kleinberg (2020) conjectured that this holds for any submodular splitting functions, since there is a good “sense” to believe that this is true (Cor. 4.3 in (Veldt, Benson, and Kleinberg 2020)). We refer to Veldt, Benson, and Kleinberg (2020) for the detailed discussion. Now we put as

$$\kappa^{(m)}_{\text{inh}}(i, i, l, l; V) := w\{(i, i, l, l) \cap V_1\},$$

(80)

and we define the contraction of inhomogeneous weight as

$$K^{(m)}_{\text{inh}}(i, j; V) := \sum_{i, l} w\{(i, i, l, l) \cap V_1\}.$$  

(81)

Now we obtain

$$J'\{(\pi_{j})_{j=1}^{k}\} = \sum_{i \in \pi_{j}, j \in \pi_{j}} \sum_{i, l \in \pi_{j}, \pi_{j}} w_i w_i K^{(m)}_{\text{inh}}(i, i, i, i; \pi_{j}) - \sum_{i, l \in \pi_{j}, \pi_{j}} w_i w_i K^{(m)}_{\text{inh}}(i, i, i, i; \pi_{j})/s_j$$

$$= W_{1/2}K^{(m)}_{\text{inh}} W_{1/2} - Y^T W_{1/2} K^{(m)}_{\text{inh}} W_{1/2} Y.$$  

(82)

From Eq. (79), this is connected to the definition of inhomogeneous cut Eq. (77). Observing Eq. (82), if $K^{(m)}_{\text{inh}}(i, j; V)$ forms a kernel, this can be written Eq. (22), and therefore we can apply $k$-means style algorithm. If $K^{(m)}_{\text{inh}}(i, i, l, l; V)$ is biclique kernel, we can apply Thm. 1 and Thm. 2. On top of the conjecture from (Veldt, Benson, and Kleinberg 2020), it is still open problem which class of splitting function has kernel properties as discussed above.

We conducted some preliminary experiments for the inhomogeneous cut; see the next section.

Additional Experimental Results.

We here give more description on comparison methods. Also, we give more detailed experimental results, runtime. Finally, we demonstrate the preliminary experiments on inhomogeneous cut.

Firstly, we give a details of dataset in Table 5. Next, we give a details of the comparison methods. We used an ad-hoc modeling used in (Ghoshdastidar and Dukkipati 2015) for both kernels, which is $A_{ijk} := \max(\kappa(x_i, x_j), \kappa(x_j, x_k), \kappa(x_k, x_i))$. Thirdly, we employ a Gaussian-type modeling used in computer vision (Govindu 2005), which is $A_{ijk} := \exp(-\gamma \lambda_1)$, where $\lambda_1$ is the smallest eigenvalue of $X^T_{i,j,k} X_{i,j,k}$, and $X_{i,j,k} := (x_i, x_j, x_k)$. The $d^{H-2}$ is an Euclidean distance between $v$ and the affine subspace generated by $e/\{v\}$, for all $v \in e$, and sum this up for all $v \in e$. Lastly, we used a generalized dot product form (Yu et al. 2013), that is $A_{ijk} := \sum_i x_{i,j,k} x_{i,k}$. We would like to mention that our experiments was run with Matlab on Mac Mini with Intel i7 Processor and 32GB RAM.

Although all the comparisons and ours equally cost $O(n^3)$, we provide the runtime of our experiment in Table 5 and Fig 2. Ours are faster than the hypergraph comparisons. This comes from the difference in construction of hypergraphs. All methods have roughly two parts; i) construction of hypergraph and ii) spectral clustering, and ii) costs $O((n^3))$ in all the methods. However, for the construction
Table 3: Runtime Summary (unit: secs). Here we use E notation, e.g., E-06 = 10^{-6}. For Hopkins155, we sum up all the computational time, and report the time which produced the best error result summarized in Table 1.
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(c) Ovarian  
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Figure 2: Runtime for our methods. Red shows the result for Gaussian and blue shows for polynomial. The shade shows the standard deviation of the fourth step of Alg. 1. Since Hopkins155 is the average performance of 155 datasets, this only shows the average.

Table 4: Additional Experimental Results. The standard deviation is from randomness involved in the fourth step of Alg. 1. Since Hopkins155 is the sum of runtime of different 155 datasets, this only shows the average.

Table 5: Dataset Summary. Since Hopkins 155 contains 155 different videos, we report the sum of the data points and average dimensions of videos.

of hypergraphs, while our costs $O(n^2)$, the other comparisons cost $O(n^3)$ to construct. This difference induces the time difference. The actual running time of our method does not change the time very much when we increase the order of the hypergraph $m$. This supports our claim – no matter which $m$ we take, the overall computational time does not depend on $m$. On the other hand, for the comparison methods, if we increase $m$ we expect the actual running time to increase since the comparisons cost $O(n^m)$ to compute.

Finally, we demonstrate a preliminary experiment on inhomogeneous cuts. This experiment aims to try an inhomogeneous cut objective for our formulation and compare it with existing methods. For inhomogeneous cut, we apply the approximation algorithm proposed by Li and Milenkovic (2017). The algorithm needs the “effect” of one vertex to the edge. Using the symmetric modeling Eq. (73), a naive but straightforward formulation of such a splitting function for the edge $e = \{x_{i_1}, \ldots, x_{i_m}\}$ and one vertex $u_{i_j}$ can be formulated as

$$w_e(\{v = x_{i_j}\}) := \sum_{j \in \{1, \ldots, m\} \setminus \{i\}} \kappa(x_{i_j}, x_{i_k}). \quad (83)$$

Then, we apply the algorithm by Li and Milenkovic (2017) to Eq. (83).

The experimental settings are as follows. As a comparison, we use $d^{inh}$ used in Li and Milenkovic (2017), which is the Euclidean distance between $v$ and the affine subspace generated by $e/\{v\}$, for all $v \in e$. Note that $d^{inh} = \sum_{v \in e} d^{inh}(\{v\})$. Since the existing modeling $d^{inh}$ is Gaussian-type, we only compare with Gaussian modeling. Moreover, since Eq. (83) only can be defined for even $m$, we...
employ $m = 4$ for Eq. (83) as well as $d_{\text{inh}}$. We random sample the edges in the same procedure as (Li and Milenkovic 2017) since it is too time-consuming if we take $O(n^4)$ to compute hypergraph edge. We also compare the best performance of our biclique kernel modeling and ours with $m = 4$. The rest of the procedure is the same as the main experiment. For Hopkins155, we report the performance of $m = 4$, and we also report the average of the best performance of each dataset.

The experimental result is summarized in Table 4. For iris, spine, ovarian, ours outperformed the others, especially $d_{\text{inh}}$, which is believed to be a more sophisticated splitting function than the cut function we use. This might come from the benefit of using the formulation of multi-way similarity, which is theoretically connected to the hypergraph cut algorithm. While our formulation and cut algorithm are theoretically connected, the formulation of $d_{\text{inh}}$ is not theoretically supported by the algorithm from (Li and Milenkovic 2017). However, a naive but straightforward inhomogeneous formulation of ours, Eq. (83), poorly worked. This result suggests that modeling for an inhomogeneous splitting function is not a silver bullet – we need to consider a proper splitting function for each case. Moreover, suitable modeling for this approximated inhomogeneous cut algorithm is different from our biclique kernel formulation. This experiment suggests that we need to try more splitting functions to obtain a comprehensive view of the modeling that matches inhomogeneous cut as future work. It would also be nice if we could explore some splitting function and modeling that is theoretically connected to the algorithm of (Li and Milenkovic 2017).