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Abstract. We propose a novel data-driven method to learn multiple kernels in kernel methods of statistical machine learning from training samples. The proposed kernel learning algorithm is based on a U-statistics of the empirical marginal distributions of features in the feature space given their class labels. We prove the consistency of the U-statistic estimate using the empirical distributions for kernel learning. In particular, we show that the empirical estimate of U-statistic converges to its population value with respect to all admissible distributions as the number of the training samples increase. We also prove the sample optimality of the estimate by establishing a minimax lower bound via Fano’s method. In addition, we establish the generalization bounds of the proposed kernel learning approach by computing novel upper bounds on the Rademacher and Gaussian complexities using the concentration of measures for the quadratic matrix forms. We apply the proposed kernel learning approach to classification of the real-world data-sets using the kernel SVM and compare the results with 5-fold cross-validation for the kernel model selection problem. We also apply the proposed kernel learning approach to devise novel architectures for the semantic segmentation of biomedical images. The proposed segmentation networks are suited for training on small data-sets and employ new mechanisms to generate representations from input images.

1. Introduction

KERNEL METHODS are one of the most pervasive techniques to capture the non-linear relationship between the representations of input data and labels in statistical machine learning algorithms. The kernel methods circumvent the explicit feature mapping that is required to learn a non-linear function or decision boundary in linear learning algorithms. Instead, the kernel methods only rely on the inner product of feature maps in the feature space, which is often known as the “kernel trick” in the machine learning literature. For large-scale classification problems, however, implicit lifting provided by the kernel trick comes with the cost of prohibitive computational and memory complexities as the kernel Gram matrix must be generated via evaluating the kernel function across all pairs of datapoints. As a result, large training sets incur large computational and storage costs. To alleviate this issue, Rahimi and Recht proposed random Fourier features that aims to approximate the kernel function via explicit random feature maps [2, 3].

*Theoretical results of this paper is submitted to the International Conference on Machine Learning (ICML), Long Beach, California 2019. The application of the proposed kernel learning approach to biomedical image segmentation is submitted to the IEEE Transactions on Medical Imaging as a separate paper, where the authors’ names appear in a different order [1].
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Although the kernel SVMs with random features are typically formulated in terms of convex optimization problems, which have a single global optimum and thus do not require heuristic choices of learning rates, starting configurations, or other hyper-parameters, there are statistical model selection problems within the kernel approach due to the choice of the kernel. In practice, it can be difficult for the practitioner to find prior justification for the use of one kernel instead of another to generate the random feature maps. It would be more desirable to explore data-driven mechanisms that allow kernels to be chosen automatically.

While sophisticated model selection methods such as the cross-validation, jackknife, or their approximate surrogates [4, 5, 6] can address those model selection issues, they often slow down the training process as they repeatedly re-fit the model. Therefore, to facilitate the kernel model selection problem, Sinha and Duchi [7] proposed a novel scheme to learn the kernel from the training samples via robust optimization of the kernel-target alignment [8]. Cortes, et. al. [9] also presents a kernel learning algorithm based on the notion of centered alignment-a similarity measure between kernels or kernel matrices. In a separate study, [10] have also studied the generalization bounds for learning kernels from a mixture class of base kernels. The same multiple kernel learning scheme have been recently revisited by Shahrampour and Tarokh [11].

An alternative approach to kernel learning is to sample random features from an arbitrary distribution with arbitrary hyper-parameters (i.e. no tuning) and then apply a supervised feature screening method to distill random features with high discriminative power from redundant random features. This approach has been adopted by Shahrampour et al. [12], where an energy-based exploration of random features is proposed. The feature selection algorithm in [12] employs a score function based on the kernel polarization techniques of [13] to explore the domain of random features and retains samples with the highest score. Therefore, in the context of feature selection, the scoring rule of [12] belongs to the class of filter methods [14], i.e., the scoring rule of [12] is based on intrinsic properties of the data, independent of the choice of the classifier (e.g. logistic or SVM). In addition, the number of selected random features in [12] is a hyper-parameter of the feature selection algorithm which must be determined by human user or via the cross-validation.

In this paper, we propose a novel method for kernel learning from the mixture class of a set of known base kernels. In contrast to the previous kernel learning approaches that are either use a scoring rule or optimization of the kernel-target alignment, our approach is based on the maximal separation between the empirical marginal distributions of features given their class labels. More specifically, we select the mixing coefficients of the kernel as to maximize the distance between the empirical distributions based on the maximum mean discrepancy (MMD). We analyze the consistency of the MMD for measuring the empirical distributions. In particular, we prove that a biased MMD estimator based on the empirical distributions converges to the MMD of the population measures. We also prove minimax lower bounds for the MMD estimators, i.e., we prove a lower bound on the difference of the population MMD and its estimator for all admissible MMD estimators. In addition, we prove novel generalization bounds based on the notions of Rademacher and Gaussian complexities of the class of functions defined by random features that improves upon previous bounds Cortes, et al. [10].

We leverage our kernel learning approach to develop two novel architectures for the semantic segmentation of biomedical images using the kernel SVMs. Specifically, in the first architecture, we leverage the VGG network that is pre-trained on natural images in conjunction with a kernel feature selection method to extract semantic features. In the second
mechanism, we extract features via Mallat’s scattering convolution neural networks (SCNNs) [15]. The scattering network uses a tree-like feature extractor in conjunction with pre-specified wavelet transforms. Each node in the tree is a filter that is obtained by scaling and rotating an atom to construct translation invariant representations from the input images. We then validate our kernel learning algorithm and evaluate the performance of our proposed segmentation networks for Angiodysplasia segmentation from colonoscopy images from the GIANA challenge dataset. Angiodysplasia is an abnormality with the blood vessels in the gastrointestinal (GI) tract. The GI tract includes the mouth, esophagus, small and large intestines, and stomach. This condition causes swollen or enlarged blood vessels, as well as the formation of bleeding lesions in the colon and stomach. Gold-standard examination for angiodysplasia detection and localization in the small bowel is performed using Wireless Capsule Endoscopy (WCE). As a benchmark for comparison, we also evaluate the segmentation performance of fully convolutional network (FCN) [16], a popular architecture for the semantic segmentation of natural images. We compare our segmentation results with that of FCN in terms of intersection-over-union (IoU) metric. We show that while FCN over-fit the small dataset, our proposed segmentation architecture provides accurate segmentation results.

1.1. Prior Works on Kernel Learning Methods. There exists a copious theoretical literature developed on kernel learning methods [17], [10]. Cortes, et al. studied a kernel learning procedure from the class of mixture of base kernels. They have also studied the generalization bounds of the proposed methods via notion of Rachademar complexity. The same authors have also studied a two-stage kernel learning in [18] based on a notion of alignment. The first stage of this technique consists of learning a kernel that is a convex combination of a set of base kernels. The second stage consists of using the learned kernel with a standard kernel-based learning algorithm such as SVMs to select a prediction hypothesis. In [19], the authors have proposed a semi-definite programming for the kernel-target alignment problem. An alternative approach to kernel learning is to sample random features from an arbitrary distribution (without tuning its hyper-parameters) and then apply a supervised feature screening method to distill random features with high discriminative power from redundant random features. This approach has been adopted by Shahrampour et al. [12], where an energy-based exploration of random features is proposed. The feature selection algorithm in [12] employs a score function based on the kernel polarization techniques of [13] to explore the domain of random features and retains samples with the highest score.

This paper is closely related to the work of Duchi, et al. [7]. Therein, the authors have studied a kernel learning method via maximizing the kernel-target alignment with respect to non-parametric distributions in the ball of a (user-defined) base distribution defined by the $f$-divergence distance. Therefore, the proposed kernel alignment in [7] has two hyper-parameters, namely, the radius of the ball determining the size of the distribution class, and the base distribution determining the center of the ball.

The rest of this paper is organized as follows. In Section 2, we present some background on kernel methods in classification and regression problems. In Section 3, we review the notion of the kernel-target alignment. In Section 4, we relate the kernel-target alignment to the notion of two-sample test for discriminating between two distributions. We also provide a kernel selection procedure. In Section 5 we state the main assumptions and provide the generalization bounds and performance guarantees, while deferring the proofs to the appendices. In Section 7, we leverage the kernel learning algorithm to devise novel
architectures for the semantic segmentation. In Section 8 we evaluate the performance of the proposed segmentation networks for localization and delineation of Angiodysplasia from colonoscopy images. In Section 9 we discuss future works and conclude the paper.

2. Preliminaries

In this section, we review preliminaries of kernel methods in classification and regression problems.

Notation and Definitions. We denote vector by bold small letters, e.g. \( \mathbf{x} = (x_1, \ldots, x_n) \in \mathbb{R}^n \), and matrices by the bold capital letters, e.g., \( M = [M_{ij}] \in \mathbb{R}^{n \times m} \). The unit sphere in \( n \)-dimensions centered at the origin is denoted by \( S^{n-1} = \{ \mathbf{x} \in \mathbb{R}^n : \sum_{i=1}^n x_i^2 = 1 \} \). We denote the \( n \)-by-\( n \) identity matrix with \( I_n \), and the vector of all ones with \( \mathbf{1}_n = (1, 1, \ldots, 1) \in \mathbb{R}^n \).

For a symmetric matrix \( M = [M_{ij}] \in \mathbb{R}^{n \times n} \), let \( \|M\|_2 = \sup_{\mathbf{x} \in S^{n-1}} \langle \mathbf{x}, M \mathbf{x} \rangle \) denotes its spectral norm, and \( \|M\|_F = \sqrt{\text{Tr}(M M^T)} = \sum_{i,j=1}^n |M_{ij}|^2 \) denotes its Frobenius norm. The eigenvalues of the matrix \( M \) are ordered and denoted by \( \lambda_1(M) \geq \cdots \geq \lambda_n(M) \).

We alternatively write \( \lambda_{\min}(M) = \lambda_n(M) \) and \( \lambda_{\max}(M) = \lambda_1(M) \) for the minimum and maximum eigenvalues of the matrix \( M \), respectively. The empirical spectral measure of the matrix \( M \) is denoted by

\[
\hat{\mu}_M^n = \frac{1}{n} \sum_{i=1}^n \delta_{\lambda_i(M)},
\]

where \( \delta_{\lambda_i(M)} \) is Dirac's measure concentrated at \( \lambda_i(M) \). We denote the limiting spectral distribution of \( \hat{\mu}_M^n \) by \( \mu_M \), and its support by \( \text{support}(\mu_M) \).

The Wigner’s semi-circle law is denoted by \( \mu_{sc} \) and is defined as below

\[
\mu_{sc}(dx) = \frac{1}{2\pi} \sqrt{4 - \lambda^2} \mathbb{I}_{\{\lambda \leq 2\}} \, dx,
\]

where \( \mathbb{I}_{\{\cdot\}} \) is the indicator function. Let \( M \in \mathbb{R}^{n \times d} \) be a random matrix whose entries are independent identically distributed random variables with the zero mean and the variance \( \sigma^2 < \infty \). Let \( n, d \to \infty \) and \( n/d \to \lambda \in (0, \infty) \). The limiting distribution of the covariance matrix \( Y_n = n^{-1} M M^T \) is given by the Marchenko-Pastur law [20],

\[
\mu_{MP, \lambda}(A) = \begin{cases} 
\nu(A) + \left(1 - \frac{1}{\lambda} \right) \mathbb{I}_{\{0 \in A\}} & \text{if } \lambda \geq 1 \\
\nu(A) & \text{if } 0 \leq \lambda \leq 1,
\end{cases}
\]

where

\[
\nu(dx) = \frac{1}{2\pi\sigma^2} \sqrt{(\lambda_+ - x)(x - \lambda_-)} \mathbb{I}_{[\lambda_-, \lambda_+]} \, dx,
\]

and \( \lambda_{\pm} = \sigma^2(1 \pm \sqrt{\lambda})^2 \). The free additive convolution between two laws \( \mu \) and \( \nu \) in the sense of Voiculescu [21] is denoted by \( \mu \boxplus \nu \). Similarly, the free multiplicative convolution is denoted by \( \mu \boxtimes \nu \).

Definition 2.1. (Orlicz Norm) The Young-Orlicz modulus is a convex non-decreasing function \( \psi : \mathbb{R}_+ \to \mathbb{R}_+ \) such that \( \psi(0) = 0 \) and \( \psi(x) \to \infty \) when \( x \to \infty \). Accordingly, the Orlicz norm of an integrable random variable \( X \) with respect to the modulus \( \psi \) is defined as

\[
\|X\|_\psi \overset{\text{def}}{=} \inf\left\{ \beta > 0 : \mathbb{E}[\psi(|X| - \mathbb{E}[|X|]/\beta)] \leq 1 \right\}.
\]
In the sequel, we consider the Orlicz modulus \( \psi_p(x) \equiv \exp(x^p) - 1 \). Accordingly, the cases of \( \| \cdot \|_{\psi_2} \) and \( \| \cdot \|_{\psi_1} \) norms are called the sub-Gaussian and the sub-exponential norms and have the following alternative definitions:

**Definition 2.2. (Sub-Gaussian Norm)** The sub-Gaussian norm of a random variable \( Z \), denoted by \( \| Z \|_{\psi_2} \), is defined as

\[
(2.6) \quad \| Z \|_{\psi_2} = \sup_{q \geq 1} q^{-1/2} (\mathbb{E}|Z|^q)^{1/q}.
\]

For a random vector \( Z \in \mathbb{R}^n \), its sub-Gaussian norm is defined as

\[
(2.7) \quad \| Z \|_{\psi_2} = \sup_{x \in \mathbb{R}^{n-1}} \| \langle x, Z \rangle \|_{\psi_2}.
\]

**Definition 2.3. (Sub-Exponential Norm)** The sub-exponential norm of a random variable \( Z \), denoted by \( \| Z \|_{\psi_1} \), is defined as follows

\[
(2.8) \quad \| Z \|_{\psi_1} = \sup_{q \geq 1} q^{-1} (\mathbb{E}[|Z|^q])^{1/q}.
\]

For a random vector \( Z \in \mathbb{R}^n \), its sub-exponential norm is defined as

\[
(2.9) \quad \| Z \|_{\psi_1} = \sup_{x \in \mathbb{R}^{n-1}} \| \langle x, Z \rangle \|_{\psi_1}.
\]

For a given convex lower semi-continuous function \( f : (0, \infty) \to \mathbb{R} \) with \( f(1) = 0 \), the \( f \)-divergence between two Borel probability distributions \( P, Q \in \mathcal{B}(\mathcal{X}) \) is defined as follows

\[
D_f(P||Q) \equiv \left\{ \begin{array}{ll}
\int_{\mathcal{X}} f \left( \frac{dP(x)}{dQ(x)} \right) dQ(x), & P \ll Q \\
\infty & \text{otherwise.}
\end{array} \right.
\]

Here, \( dP/dQ \) is the Radon-Nikodym derivative of \( P \) with respect to \( Q \). In the case that \( f(x) = x \log(x) \), the \( f \)-divergence corresponds to the Kullback-Leibler (KL) divergence \( D_{\text{KL}}(P||Q) = \int_{\mathcal{X}} \log(dP/dQ) dP \). For \( f(x) = (x-1)^2 \), the \( f \)-divergence is equivalent to the \( \chi^2 \)-divergence \( \chi^2(P||Q) \). Lastly, \( f(x) = \frac{1}{2}|x-1| \) corresponds to the total variation distance \( D_{\text{TV}}(P||Q) = \frac{1}{2}||P-Q||_1 \).

We use asymptotic notations throughout the paper. We use the standard asymptotic notation for sequences. If \( a_n \) and \( b_n \) are positive sequences, then \( a_n = O(b_n) \) means that \( \limsup_{n \to \infty} a_n/b_n < \infty \), whereas \( a_n = \Omega(b_n) \) means that \( \liminf_{n \to \infty} a_n/b_n > 0 \). Furthermore, \( a_n = \Theta(b_n) \) implies \( a_n = O(b_n) \)poly \( \log(b_n) \). Moreover \( a_n = o(b_n) \) means that \( \lim_{n \to \infty} a_n/b_n = 0 \) and \( a_n = \omega(b_n) \) means that \( \lim_{n \to \infty} a_n/b_n = \infty \). Lastly, we have \( a_n = \Theta(b_n) \) if \( a_n = O(b_n) \) and \( a_n = \Omega(b_n) \). Finally, for positive \( a, b > 0 \), denote \( a \lesssim b \) if \( a/b \) is at most some universal constant.

### 2.1. Regularized Risk Minimization in Reproducing Kernel Hilbert Spaces

In this paper, we focus on the classical setting of supervised learning, whereby we are given \( n \) feature vectors and their corresponding univariate class labels \( (x_1, y_1), \ldots, (x_n, y_n) \in \mathcal{X} \times \mathcal{Y} \subset \mathbb{R}^d \times \mathbb{R} \). In this paper, we are concerned with the binary classification. Therefore, the target spaces is given by \( \mathcal{Y} = \{-1, 1\} \).

In the following definition, we characterize the notion of kernel functions and reproducing Hilbert spaces:

---

We say \( P \) is absolutely continuous w.r.t. \( Q \), denoted by \( P \ll Q \), if for all the subsets \( A \subset \mathcal{X} \) satisfying \( Q(A) = 0 \), we have \( P(A) = 0 \).
Definition 2.4. (Kernel Function [22]) Let \( X \) be a non-empty set. Then a function 
\[ k_X : X \times X \to \mathbb{R} \]
is called a kernel function on \( X \) if there exists a Hilbert space \( H_X \) over \( \mathbb{R} \), and a map \( g : X \to H_X \) such that for all \( x_1, x_2 \in X \), we have
\[ k_X(x_1, x_2) = \langle g(x_1), g(x_2) \rangle_{H_X}, \]
where \( \langle \cdot, \cdot \rangle_{H_X} \) is the inner product in the Hilbert space \( H_X \).

Some examples of reproducing kernels on \( \mathbb{R}^d \) (in fact all these are radial) that appear throughout the paper are:

- **Gaussian**: The Gaussian kernel is given by
  \[ k_X(x, y) \overset{\text{def}}{=} \exp(-\|x - y\|^2/2\sigma^2). \]
- **ANOVA**: The ANOVA kernel is defined by
  \[ k_X(x, y) \overset{\text{def}}{=} \prod_{i=1}^d \exp(-(x_i - y_i)^2/2\sigma^2) \]
  and performs well in multidimensional regression problems.
- **Laplacian**: The Laplacian kernel is similar to the Gaussian kernel, except that it is less sensitive to the bandwidth parameter. In particular, \( k_X(x, y) \overset{\text{def}}{=} \exp(-\|x - y\|/\sigma) \).

Definition 2.5. (Characteristic Kernel [22]) We say that an RKHS \( (H_X, k_X) \) is characteristic if the embedding map \( P \to \mathbb{E}_P[k_X(\cdot, \cdot)] \in H_X \) is injective.

If the kernel \( k_X \) is bounded, Definition 2.5 is equivalent to saying that \( H_X \) is dense in \( L_2(P) \) for any Borel probability measure \( P \in \mathcal{B}(\mathcal{X}) \) [23]. Two examples of the characteristic kernels are the Gaussian and Laplacian kernels.

Recall that a positive definite kernel is a function \( k_X : X \times X \to \mathbb{R} \) such that for any \( n \geq 1 \), for any finite set of points \( \{x_i\}_{i=1}^n \in X \) and real numbers \( \{a_i\}_{i=1}^n \), we have
\[ \sum_{i,j=1}^n a_i a_j k_X(x_i, x_j) \geq 0. \]
For any symmetric and positive semi-definite kernel \( k_X(\cdot, \cdot) \), by Mercer’s theorem [24], there exists: (i) a unique functional Hilbert space \( H_X \) referred to as the reproducing kernel Hilbert space (see Definition 2.6) on \( X \) such that \( k_X(\cdot, \cdot) \) is the inner product in the space, and (ii) a map \( g : X \to H_X \) defined as \( g(x) \overset{\text{def}}{=} k_X(\cdot, x) \) that satisfies Definition 2.4. The function \( g \) is called the feature map and the Hilbert space \( H_X \) is often called the feature space.

Definition 2.6. (Reproducing Kernel Hilbert Space [22]) A kernel \( k_X(\cdot, \cdot) \) is a reproducing kernel of a Hilbert space \( H_X \) if \( \forall f \in H_X, f(x) = \langle k_X(\cdot, x), f(\cdot) \rangle_{H_X} \). For a (compact) subset \( X \subset \mathbb{R}^d \), and a Hilbert space \( H_X \) of functions \( f : X \to \mathbb{R} \), we say \( H_X \) is a Reproducing Kernel Hilbert Space if there exists a kernel \( k_X : X \times X \to \mathbb{R} \) such that \( k_X \) has the reproducing property, and \( k_X \) spans \( H_X \) as \( \operatorname{span} \{k_X(\cdot, x) : x \in X\} \), where \( \overline{A} \) is the completion of a set \( A \).

Given a loss function \( L : Y \times \mathbb{R} \to \mathbb{R}_+ \) (e.g., hinge function for SVM, or quadratic for linear regression), and a reproducing Hilbert kernel space \( (H_X, k_X) \), a classifier \( f \in H_X \) is selected by minimizing the empirical risk minimization with a quadratic regularization,
\[
\inf_{f \in H_X} \hat{R}[f] \overset{\text{def}}{=} \mathbb{E}_{\hat{P}^n_{X,Y}} L(Y, f(X)) + \frac{\lambda}{2} \|f\|^2_{H_X},
\]
where \( \| \cdot \|_{H_X} \) is the RKHS norm, \( \lambda > 0 \) is a regularization parameter, and \( \hat{P}^n_{X,Y} \) is the joint empirical measure, i.e.,
\[
\hat{P}^n_{X,Y} = \frac{1}{n} \sum_{i=1}^n \delta(X - x_i, Y - y_i),
\]
where $\delta(\cdot)$ is Dirac’s delta function. The Representer Theorem due to Wahba [25] for quadratic loss functions, and its generalization due to Schölkopf, Herbrich, and Smola [26] for general losses states that the optimal solution $f^*$ of the empirical loss minimization in Eq. (2.11) admits the following representation

$$
 f^*(x) = \omega_0 + \sum_{k=1}^{n} \omega_i k_{\mathcal{X}}(x, x_i),
$$

(2.13)

where $\omega_i \in \mathbb{R}$, for all $1 \leq i \leq n$, where $\omega_0$ is an offset term. Moreover, we have that $\|f\|_{H_{\mathcal{X}}}^2 = \langle \omega, K_n \omega \rangle$, where $K_n \overset{\text{def}}{=} [k_1, \cdots, k_n] \in \mathbb{R}^{n \times n}$ is the kernel matrix with columns $k_i \overset{\text{def}}{=} (k_{\mathcal{X}}(x_i, x_j))_{1 \leq j \leq n}$. The key insight provided by the Representer Theorem is that even when the Hilbert space $H_{\mathcal{X}}$ is high-dimensional or infinite dimensional, we can solve (2.11) in polynomial time via reducing the empirical loss minimization in Eq. (2.11) to a finite dimensional optimization over the spanning vector $\omega$, namely,

$$
 \min_{\omega \in \mathbb{R}^{d}} \frac{1}{n} \sum_{i=1}^{n} L(y_i, \langle k_i, \omega \rangle) + \frac{\lambda}{2} \langle \omega, K_n \omega \rangle.
$$

(2.14)

For small training data-sets, the optimization problem in Eq. (2.14) is solvable in polynomial time using stochastic or batch gradient descent. However, for large training data-sets, solving the empirical risk minimization in Eq. (2.14) is cumbersome since evaluating the kernel expansion (2.13) at a test point requires $O(nd)$ operations. Moreover, the computational complexity of preparing the kernel matrix $K_n$ during training phase increases quadratically with the sample size $n$.

To address this problem, Rahimi and Recht proposed random Fourier features [2] to generate low-dimensional embedding of shift invariant kernels $k_{\mathcal{X}}(x, y) = k_{\mathcal{X}}(x - y)$ using explicit feature maps. In particular, let $\varphi: \mathcal{X} \times \Xi \rightarrow \mathbb{R}$ be the explicit feature map, where $\Xi$ is the support set of random features. Then, the kernel $k_{\mathcal{X}}(x - y)$ has the following

$$
 k_{\mathcal{X}}(x, y) = \int_{\Xi} \varphi(x, \xi) \varphi(y, \xi) \mu_{\Xi}(d\xi)
$$

(2.15)

$$
 = \mathbb{E}_{\mu_{\Xi}} [\varphi(x; \xi) \varphi(y; \xi)],
$$

(2.16)

where $\mu_{\Xi} \in \mathcal{P}(\Xi)$ is a probability measure, and $\mathcal{P}(\Xi)$ is the set of Borel measures with the support set $\Xi$. In the standard framework of random fourier feature proposed by Rahimi and Recht [2], $\varphi(x, \xi) = \sqrt{2} \cos((x, \xi) + b)$, where $b \sim \text{Uni}[0, 2\pi]$, and $\xi \sim \mu_{\Xi}(\cdot)$. In this case, by Bochner’s Theorem [28], $\mu_{\Xi}(\cdot)$ is indeed the Fourier transform of the shift invariant kernel $k_{\mathcal{X}}(x, y) = k_{\mathcal{X}}(x - y)$.

For training purposes, the expression in Eq. (2.15) is approximated using the Monte Carlo sampling method. In particular, let $\xi_1, \cdots, \xi_N \overset{i.i.d.}{\sim} \mu_{\Xi}$ be the $i.i.d.$ samples. Then, the kernel function $k_{\mathcal{X}}(x, y)$ can be approximated by the sample average of the expectation

---

An alternative approach to develop scalable kernel methods is the so-called Nyström approximation [27] which aims to construct a small sketch of the kernel matrix $K_n$ and use it in lieu of the full matrix to solve Problem (2.14).
in Eq. (2.16). Specifically, the following point-wise estimate has been shown in [2]:

\[
\mathbb{P}\left[ \sup_{x, y \in \mathcal{X}} \left| k_{\mathcal{X}}(x, y) - \frac{1}{D} \sum_{j=1}^{D} \varphi(x; \xi_j) \varphi(y; \xi_j) \right| \geq \varepsilon \right] \\
\leq 2^8 \left( \sigma_\beta \text{diam}(\mathcal{X}) \right)^2 \exp \left( - \frac{D \varepsilon^2}{4(d + 2)} \right),
\]

where typically \( D \ll n \). In the preceding inequality, \( \mathcal{X} \subset \mathbb{R}^d \) is assumed to be a compact subset with the diameter of \( \text{diam}(\mathcal{X}) \), and \( \sigma_\beta^2 = \mathbb{E}_{\xi \in [\xi]} \).

Using the random Fourier features \( \{ \varphi(x; \xi) \}_{j=1}^{n} \), the following empirical loss minimization is solved:

\[
(2.18a) \quad \beta^* = \arg \min_{\beta \in \mathbb{R}^n} \frac{1}{n} \sum_{i=1}^{n} L \left( y_i, \frac{1}{\sqrt{N}} \beta^T \varphi(x_i) \right), \]

\[
(2.18b) \quad \text{s.t.:} \|\beta\|_\infty \leq R/N,
\]

for some constant \( R > 0 \), where \( \varphi(x) \overset{\text{def}}{=} (\varphi(x, \xi_1), \cdots, \varphi(x, \xi_m)) \), and \( \beta \overset{\text{def}}{=} (\beta_1, \cdots, \beta_D) \). The approach of Rahimi and Recht [2] is appealing due to its computational tractability. In particular, preparing the feature matrix during training requires \( O(n D) \) computations, while evaluating a test sample needs \( O(D) \) computations, which significantly outperforms the complexity of traditional kernel methods.

3. Data-Dependent Kernel Selection via Kernel-Target Alignment

In this paper, we focus on a hinge loss function associated with the support vector machines (SVMs) for classification problems. To describe a kernel selection strategy for SVMs, we recall the definition of the margin based classifiers. Given a training dataset of \( n \) points of the form \((x_1, y_1), \cdots, (x_n, y_n) \in \mathcal{X} \times \{-1, 1\}\), and a feature map \( g(x) \), the margin based classifier is given by

\[
(3.1a) \quad \min_{\beta} \frac{1}{2} \|\beta\|^2 \\
(3.1b) \quad \text{s.t.}: y_i(\langle \beta, g(x_i) \rangle + b) \geq 1, \quad i = 1, 2, \cdots, n.
\]

Soft-margin SVMs corresponds to the penalty function method for the optimization in Eq. (3.1), namely

\[
(3.2) \quad \min_{(b, \beta) \in \mathbb{R} \times \mathbb{R}^n} \frac{1}{n} \sum_{i=1}^{n} [1 - y_i(\langle \beta, g(x_i) \rangle + b)]_+ + \frac{\lambda}{2} \|\beta\|^2,
\]

where \([x]_+ \overset{\text{def}}{=} \max\{0, x\}\). Alternatively, by transforming Eq. (3.1) into its corresponding Lagrangian dual problem, the solution is given by

\[
(3.3a) \quad \max_{\alpha} \langle \alpha, e \rangle - \alpha^T G_{k_X} \alpha \\
(3.3b) \quad \text{s.t.:} \ 0 \leq \alpha \leq 0, \ \langle \alpha, y \rangle = 0,
\]

where \( G_{k_X} = [G_{ij}]_{i,j \in [n]} \) is a \( n \)-by-\( n \) matrix with elements \( G_{ij} = y_i y_j \langle g(x_i), g(x_j) \rangle_{\mathcal{H}_{k_X}} = y_i y_j k_X(x_i, x_j) \). Moreover, there is the following connection between primal and dual variables

\[
(3.4) \quad \beta = \sum_{i=1}^{n} \alpha_i y_i g(x_i).
\]
Therefore, the optimal margin of the classifier is related to the matrix $G_{kX}$ via

$$
\frac{1}{2} \left\| \beta_\ast \right\|_2^2 = \frac{1}{n} \sum_{i,j=1}^{n} \alpha_\ast,i \alpha_\ast,j y_i y_j \langle g(x_i), g(x_j) \rangle
$$

(3.5)

(3.6)

To gain further insight about the matrix $G_{kX}$, we need to define the notion of the kernel alignment as a similarity measure between two kernel functions over a set of data-points:

**Definition 3.1.** (Kernel Alignment, Cortes, et al. [9]) The empirical alignment of a kernel $k_1(\cdot, \cdot)$ with a kernel $k_2(\cdot, \cdot)$ with respect to the (unlabeled) samples $S = \{x_1, \cdots, x_n\}$ is defined by

$$
\rho_S(k_1, k_2) \overset{\text{def}}{=} \frac{\langle K_1, K_2 \rangle}{\sqrt{\langle K_1, K_1 \rangle \langle K_2, K_2 \rangle}},
$$

(3.7)

where $K_1 \overset{\text{def}}{=} [k_1(x_i, x_j)]_{i,j \in [n]}$, $K_2 \overset{\text{def}}{=} [k_2(x_i, x_j)]_{i,j \in [n]}$, and $\langle K_1, K_2 \rangle \overset{\text{def}}{=} \text{Tr}(K_1 K_2^T)$.

Define the kernel $K_\ast \overset{\text{def}}{=} [k_\ast(x_i, x_j)]_{i,j \in [n]} = y y^T$, defined by the labels $y \overset{\text{def}}{=} (y_1, \cdots, y_n)^T$. Notice that the kernel $K_\ast$ is optimal since it creates optimal separation between feature vectors, i.e., $k_\ast(x_i, x_j) = 1$ when $y_i = y_j$, and $k_\ast(x_i, x_j) = -1$ when $y_i \neq y_j$. From Definition 3.1, we now observe that the matrix $G_{kX}$ captures the alignment between the kernel matrix $K_n \overset{\text{def}}{=} [k_X(x_i, x_j)]_{i,j \in [n]}$ and the optimal kernel $K_\ast$. More specifically, since $\langle K_\ast, K_\ast \rangle = \langle y y^T, y y^T \rangle = n^2$, the kernel alignment metric in Eq. (3.7) can be expressed in terms of the matrix $G_{kX}$ as follows

$$
\rho_S(k_X, k_\ast) = \frac{\langle K_n, y y^T \rangle}{n \| K_n \|_F} = \frac{1}{n \| K_n \|_F} e_n^T G_{kX} e_n,
$$

where $\| \cdot \|_F$ is the Frobenious norm, and $e_n = (1, 1, \cdots, 1) \in \mathbb{R}^n$ is the vector of all ones. Therefore, the matrix $G_{kX}$ captures the alignment of the kernel $k_X$ with the optimal kernel $k_\ast$.

4. Kernel Alignment as an Unbiased Two-Sample Test

In this section, we propose a scoring rule method for selection of random features. To specify the proposed method, we first review the notion of the Maximum Mean Discrepancy (MMD):

**Definition 4.1.** (Maximum Mean Discrepancy [29]) Let $(\mathcal{X}, d)$ be a metric space. Let $\mathcal{F}$ be a class of functions $f : \mathcal{X} \to \mathbb{R}$. Let $P, Q \in \mathcal{B}(\mathcal{X})$ be two Borel probability measures from the set of Borel probability measures $\mathcal{B}(\mathcal{X})$ on $\mathcal{X}$. We define the maximum mean discrepancy (MMD) between two distributions $P$ and $Q$ with respect to the function class $\mathcal{F}$ as follows

$$
D_{\mathcal{F}}^{\text{MMD}}[P, Q] \overset{\text{def}}{=} \sup_{f \in \mathcal{F}} \int_{\mathcal{X}} f(x) d(P - Q)(x).
$$

(4.1)

As shown by Zhang, et al. [30], the kernel-target alignment in Eq. (3.7) is closely related to the notion of the Maximum Mean Discrepancy (MMD) between the distribution of two classes, measured by functions from RHKS, i.e., when $\mathcal{F} = \mathcal{H}_X$ in Definition 4.1. To see this, define the modified labels as $\hat{y}_i = 1/n_+$ for $y_i = 1$, and $\hat{y}_i = -1/n_-$ when $y_i = -1$ each $i = 1, 2, \cdots, n$. Here, $n_+$ and $n_-$ denotes the number of positive and negative labels, such
that $n_+ + n_- = n$. Let $\hat{y} = (\hat{y}_1, \cdots, \hat{y}_n)$. Then, the kernel alignment can be reformulated as follows

\begin{equation}
(K_n, \hat{y} \hat{y}^T) = \left\| \sum_{j \in [n]} \hat{y}_j k(x, x_j) \right\|^2_{HS}.
\end{equation}

The formula in Eq. (4.2) is an unbiased estimator of the MMD between distributions with respect to functions from RHKS,

\begin{equation}
D_{k,x}^{\text{MMD}}[P_0, Q_0] = \left\| \int_{X} k_X(\cdot; x) d(P_0 - Q_0)(x) \right\|_{HS}
= \left[ \mathbb{E}_{z, z' \sim P_0}[k_X(z; z')] + \mathbb{E}_{s, s' \sim Q_0}[k_X(s; s')] - 2\mathbb{E}_{z \sim P_0, s \sim Q_0}[k_X(z; s)] \right]^{1/2},
\end{equation}
equality follows by the reproducing property $(k_X(\cdot; x), k_X(\cdot; x'))_{\mathcal{H}_X} = k_X(x; x')$. Here, $P_0 \overset{\text{def}}{=} P_X|_{Y = +1}$ and $Q_0 \overset{\text{def}}{=} P_X|_{Y = -1}$ are the marginal distributions, whereby features with the positive and negative labels are drawn, respectively.

For characteristic kernels $k_X$ (cf. Definition 2.5), the discrepancy $D_{\mathcal{H}_X}^{\text{MMD}}[\cdot, \cdot]$ indeed defines a valid metric on the space of Borel probability measures $\mathcal{B}(X)$ in the sense that for any $P_0, Q_0 \in \mathcal{B}(X)$, $D_{\mathcal{H}_X}^{\text{MMD}}[P_0, Q_0] = 0$ if and only if $P_0 = Q_0$, see [31].

Let $Y_+$ and $Y_-$ denote the set of samples with positive $y_i = 1$ and negative $y_i = -1$ labels, respectively. We define the empirical marginal distributions corresponding to the observed samples $x_1, \cdots, x_n$

\begin{align}
\hat{P}_0^{n+} &\overset{\text{def}}{=} \frac{1}{n_+} \sum_{i \in Y_+} \delta(x - x_i), \\
\hat{Q}_0^{n-} &\overset{\text{def}}{=} \frac{1}{n_-} \sum_{i \in Y_-} \delta(x - x_i).
\end{align}

Instead of unbiased estimator in Eq. (4.2), we leverage the following biased empirical estimate of Eq. (4.3) is the sum of two $U$-statistics and a sample average as below (see [29])

\begin{equation}
D_{k,x}^{\text{MMD}}[\hat{P}_0^{n+}, \hat{Q}_0^{n-}] = \left( \frac{1}{n_+ (n_+ - 1)} \sum_{i,j \in Y_+, i \neq j} k_X(x_i, x_j) + \frac{1}{n_- (n_- - 1)} \sum_{i,j \in Y_-, i \neq j} k_X(x_i, x_j) - \frac{2}{n_+ n_-} \sum_{i \in Y_+, j \in Y_-} k_X(x_i, x_j) \right)^{1/2}.
\end{equation}

For a balanced training data-set, $n_+ = n_- = n_0$, an unbiased empirical estimate of Eq. (4.3) can be computed as one $U$-statistic

\begin{equation}
D_{k,x}^{\text{MMD}}[\hat{P}_0^{n+}, \hat{Q}_0^{n-}] = \left( \frac{1}{n_0 (n_0 - 1)} \sum_{i,j \in Y_+, i \neq j} \hat{k}_X(z_i, z_j) \right)^{1/2},
\end{equation}

where $z_i = (x_i, y_i)$, and $z_1, \cdots, z_{n_0} \sim_{\text{i.i.d}} P_0 \otimes Q_0$, and

\[
\hat{k}_X(z_i, z_j) = k_X(x_i, x_j) + k_X(y_i, y_j) - k_X(x_i, y_j) - k_X(x_j, y_i).
\]
To simplify the analysis, we assume $n_+ = n_- = n_0$ and consider the $U$-statistics in Eq. (4.6). We also consider a class of mixture kernels of a set of known base kernels $k_X : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$, i.e., we consider

$$(4.7) \quad k_X^w(x, y) = \sum_{\ell=1}^m w_\ell k_X(x, y),$$

where the mixing coefficients $w \defeq (w_1, \ldots, w_m)$ are determined based on the MMD scores

$$(4.8) \quad w_\ell \defeq w_\ell(P_0^{n+}, \hat{Q}_0^{-}) = \frac{D_{k_X}(P_0^{n+}, \hat{Q}_0^{-})}{\sum_{\ell=1}^m D_{k_X}(P_0^{n+}, \hat{Q}_0^{-}).}$$

Computing efficient mixture coefficients $\{w_\ell\}_{\ell=1}^m$ for multiple kernel learning has been studied extensively over the past few years [32]. However, those approaches propose to solve an optimization problem to maximize the kernel alignment which can be computationally prohibitive when the number of base kernels is very large.

Associated with the mixture model of Eq. (4.7), we consider the following class of functions parameterized by $R > 0$:

$$(4.9) \quad F_m(R) \defeq \left\{ f(x) = \frac{\beta^T \varphi(x)}{\sqrt{D}} : \|\beta\|_2 \leq \frac{R}{\sqrt{mD}}, w \in \Delta_m \right\},$$

where $\beta \in \mathbb{R}^{Dm}$ and the vector $\varphi^w(x) \in \mathbb{R}^{mD}$ is defined via concatenation of random features associated with each base kernel, i.e.,

$$(4.10) \quad \varphi^w(x) \defeq (\sqrt{w_1}\varphi^1(x, \xi_1^1), \ldots, \sqrt{w_1}\varphi^1(x, \xi_1^D), \ldots, \sqrt{w_m}\varphi^m(x, \xi_m^1), \ldots, \sqrt{w_m}\varphi^m(x, \xi_m^D)).$$

Furthermore, $\Delta_m \defeq \{w : w \geq 0, \sum_{i=1}^m w_i = 1\}$ is the simplex of probability distributions with $m$ mass functions. Algorithm 1 outlines the procedure for SVMs with the multiple kernel learning algorithm proposed in this paper.

**Remark 4.2.** Alternatively, the statistic in Eq. (4.5) can be rewritten in terms of random Fourier features. In particular, due to the bijection between the kernel and the generative distribution of random features, we can write

$$(4.11) \quad D_{\mu_\text{MMD}}(P_0^{n+}, \hat{Q}_0^{-}) = \left[ \frac{1}{n_+(n_+ - 1)} \sum_{\ell \neq j} E_{\mu_{\xi^+}}[\varphi(x; \xi) \varphi(x; \xi)] + \frac{1}{n_-(n_- - 1)} \sum_{\ell \neq j} E_{\mu_{\xi^-}}[\varphi(x; \xi) \varphi(x; \xi)] - \frac{2}{n_+ n_-} \sum_{\ell \in \mathcal{Y}_+} \sum_{j \in \mathcal{Y}_-} E_{\mu_{\xi^{\ell}}}[- \varphi(x; \xi) \varphi(x; \xi)] \right]^{1/2}. $$

The correspondence between the base kernel $k_X$ and its generative distributions $\mu_{\xi^\ell}$, provides the following alternative mixture model for the distribution of random features instead of
Algorithm 1 SVMs with Multiple Kernels Learning.

1: \textbf{Input:} Training samples \((x_1, y_1), \ldots, (x_n, y_n) \in \mathcal{X} \times \mathcal{Y}\). A set of base kernels \(k_{X}^{\ell}\) for \(\ell = 1, \ldots, m\). Integers \(D\) and \(m\).
2: Compute the empirical marginal measures \(\hat{P}_{0}^{+}\) and \(\hat{Q}_{0}^{-}\) from Eq. (4.4).
3: Compute the MMD score of each kernel \(d_{\text{MMD}}(\hat{P}_{0}^{+}, \hat{Q}_{0}^{-})\) from Eq. (4.6) if \(n_{+} = n_{-}\) or Eq. (4.5).
4: Associated with each base kernel \(k_{X}^{\ell}\), draw \(D\) samples \(\xi_{1}^{\ell}, \ldots, \xi_{D}^{\ell} \sim \text{i.i.d.} \mu_{\Xi}^{\ell}\).
5: Compute the random feature vector \(\varphi^{w}(x)\) in Eq. (4.10) using the mixing coefficients \(w = (w_{i})_{1 \leq i \leq m}\) given in Eq. (4.8).
6: \textbf{Output:} The solution of the following optimization problem

\[
\beta^{*} = \arg \min_{\beta \in \mathbb{R}^{mD}} \frac{1}{n} \sum_{i=1}^{n} L \left( y_{i}, \frac{1}{\sqrt{D}} \beta^{T} \varphi^{w}(x_{i}) \right)
\]

Using the mixture model in Eq. (4.12), we draw \(mD\) random feature maps \(\varphi(x, \xi_{k})\), where \(\xi_{1}, \ldots, \xi_{mD} \sim \text{i.i.d.} \mu_{\Xi}^{D}\), and let \(\varphi^{w}(x) = (\varphi(x, \xi_{k}))_{1 \leq k \leq mD}\). In this paper, we only analyze the mixture kernel model in Eq. (4.7).

5. \textbf{Theoretical Results: Consistency, Minimax Rate, and Generalization Bounds}

In this section, we state our main theoretical results regarding the performance guarantees of the proposed kernel learning procedure in Section 4. The proof of theoretical results in presented in Appendix.

5.1. \textbf{Technical Assumptions.} To state our theoretical results, we first state the technical assumptions under which we prove our theoretical results:

(A.1) The kernel is Hilbert-Schmidt, i.e., \(\sup_{x, y \in \mathcal{X}} |k_{X}(x, y)| \leq M\).

(A.2) The base kernels are shift invariant, i.e., \(k_{X}^{\ell}(x, y) = k_{X}^{\ell}(x - y)\) for all \(\ell = 1, 2, \ldots, m\).

(A.3) Given a loss function \(L : \mathcal{Y} \times S \rightarrow \mathbb{R}\), we assume there exists a function \(\ell : \mathcal{Y} \times \mathcal{S} \rightarrow \mathbb{R}\) dominating \(L\) in the sense that for all \(y \in \mathcal{Y}\) and \(x \in \mathcal{S}\), \(\ell(y, x) \geq L(y, x)\). Further, we suppose \(\ell(y, \cdot)\) is a Lipschitz function with respect to Euclidean distance \(\|\cdot\|_{S}\) on \(\mathcal{S}\) with constant \(K\), i.e., \(|\ell(y, x_{1}) - \ell(y, x_{2})| \leq K \|x_{1} - x_{2}\|_{S}\). Moreover, we assume \(\ell(y, \cdot)\) passes through the origin and is uniformly bounded, i.e., \(\ell(y, 0) = 0\) for all \(y \in \mathcal{Y}\).

(A.4) The feature space \(\mathcal{X} \subset \mathbb{R}^{d}\) is compact with a finite diameter \(diam(\mathcal{X}) < \infty\).

5.2. \textbf{Consistency, Minimax Lower Bound, and Asymptotic Distribution.} The first result of this paper is concerned with the consistency of biased MMD estimator in Eq. (4.3) with respects to the sampling data distributions:

\textbf{Theorem 5.1.} (Consistency and Asymptotic Distribution) Suppose the conditions in (A.1) hold. Let \(P, Q\) be two arbitrary Borel probability measures from the set \(\mathcal{P}_{n}(\mathcal{X}) \overset{\text{def}}{=} \{(P, Q) \in \mathcal{B} : D_{\text{TV}}(P||Q) \leq \alpha\}\). Let \(\hat{P}_{0}^{+}\) and \(\hat{Q}_{0}^{-}\) denote the empirical measures corresponding to the samples \(X_{1}, \ldots, X_{n_{+}} \sim \text{i.i.d.} P\) and \(X_{1}, \ldots, X_{n_{-}} \sim \text{i.i.d.} Q\), respectively. Then, for a fixed distribution \(\mu_{\Xi}^{0} \in \Xi_{m}\) of random features we have that
• With the probability of (at least) $1 - \rho$, we have

\[
(5.1) \quad \sup_{(P,Q) \in \mathcal{P}_n(\mathcal{X})} |D_{k_x}^{MMD}[P,Q] - D_{k_x}^{MMD}[\hat{P}^n, \hat{Q}^n]| \leq \sqrt{\frac{6M \log(en/3)}{n}} + 2 \sqrt{\frac{M}{2n} \log \left(\frac{2}{\rho}\right)}.
\]

In particular,

\[
(5.2) \quad \lim_{n \to \infty} \sup_{(P,Q) \in \mathcal{P}_n(\mathcal{X})} D_{k_x}^{MMD}[\hat{P}^n, \hat{Q}^n] = D_{k_x}^{MMD}[P,Q].
\]

• For the special case of the Gaussian RBF kernel $k_X(x,y) = \exp \left(-\frac{\|x-y\|^2}{2\sigma^2}\right)$, the following lower bound holds with the probability of (at least) $1/5$,

\[
(5.3) \quad \sup_{(P,Q) \in \mathcal{P}_n(\mathcal{X})} |D_{k_x}^{MMD}[P,Q] - D_{k_x}^{MMD}[\hat{P}^n, \hat{Q}^n]| \geq \frac{1}{8} \frac{1}{\sqrt{3(d+1)Mn}}
\]

• Consider a balanced data-set $n_+ = n_- = n_0$. For all the Borel probability measures $(P,Q) \in \mathcal{B}^{\otimes 2}(\mathcal{X})$, the asymptotic distribution is given by

\[
(5.4) \quad \sqrt{n_0}(D_{k_x}^{MMD}[\hat{P}^n, \hat{Q}^n]) \overset{d}{\to} N(0, \sigma^2),
\]

where $\sigma^2 = 2(\mathbb{E}_{z \sim P_0, s \sim Q_0} [k_X^2(z; s)] - [\mathbb{E}_{z \sim P_0, s \sim Q_0} |k_X(z; s)|^2])^2$.

\textit{Proof.} The proof is presented in Section A.1 of the supplementary materials. \hfill \square

The upper bound in Eq. (5.1) shows that the MMD estimator converges to its population value at the rate of $O(1/\sqrt{n})$. The lower bound in Eq. (5.3) also proves a rate of $\Omega(1/\sqrt{n})$, and hence $\Theta(1/\sqrt{n})$.

We remark that a similar upper bound is established in [29], albeit using a different approach. Specifically, our proof relies the convergence rate of the empirical measures to their population value under the total variation distance. In addition, the upper bound in Eq. (5.1) includes the additional supremum term. Note that both the upper bound (5.1) and the lower bound (5.3) are uniform and are independent of the radius $\alpha$ of the distribution set $\mathcal{P}_n(\mathcal{X})$. However, from our proofs in Section A.1 of the supplementary material, it is apparent that the uniform convergence property is exclusive to the total variation distance, and does not extend to the parametric set $\mathcal{P}_n(\mathcal{X})$ defined by different $f$-divergences.

In addition, the lower bound provided in Eq. (5.3) is proved via Fano’s method which is a standard technique to compute the minimax rate via reducing the estimation problem to a multi-way hypothesis testing problem. We remark that our method improves upon [33] that uses Le Cadram’s two point method to establish the minimax rate.

The proof of the asymptotic distribution in Eq. (5.4) is due to Gretton, et al. [29] and shows that the fluctuations of the estimator is asymptotically zero-mean Gaussian, with a variance related to the variance of the random variables $k_X(z, s), z \sim P, s \sim Q$. The additional factor 2 in the variance term $\sigma^2$ is due to the averaging over $[n_0/2]$ terms.

The following corollary is an immediate result of Theorem 5.1 and establishes the convergence in probability of the mixing coefficients defined in Eq. (4.8) to their population versions:

\textbf{Corollary 5.1.1.} For all $(P,Q) \in \mathcal{P}_n(\mathcal{X})$ and for every $\ell = 1, 2, \cdots, m$,

\[
(5.5) \quad \lim_{n \to \infty} w_\ell(\hat{P}^{n_+}, \hat{Q}^{n_+}) = w_\ell(P,Q).
\]
5.3. Generalization Bounds. To upper bound the out-of-sample error in terms of the training error, we require the following notions of complexities of a function class:

**Definition 5.2. (Rademacher and Gaussian Complexities)** Given a finite-sample set $S = (X_1, \ldots, X_n)$, and function class $\mathcal{F}$ consider the following random variable

$$(5.6) \quad \hat{R}_S^n(\mathcal{F}) \overset{\text{def}}{=} \mathbb{E}_{P_\varepsilon} \left[ \sup_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i f(X_i) \right] X_1, \ldots, X_n,$$

where $\varepsilon \overset{\text{def}}{=} (\varepsilon_1, \ldots, \varepsilon_n)$ are i.i.d. Rademacher random variables, i.e., $(\varepsilon_1, \ldots, \varepsilon_n) \sim \text{i.i.d.} P_\varepsilon = \text{Uni}\{-1, 1\}$, and $P_\varepsilon = P_\varepsilon^{\otimes n}$. The Rademacher complexity $\mathcal{R}(\mathcal{F})$ is then defined as the expected value of $\hat{R}_S^n(\mathcal{F})$ with respect to the observed samples, i.e.,

$$(5.7) \quad \mathcal{R}^n(\mathcal{F}) \overset{\text{def}}{=} \mathbb{E}_{P_X} [\hat{R}_S^n(\mathcal{F})].$$

Similarly, the Gaussian complexities $\mathfrak{G}_S^n(\mathcal{F})$ and $\mathfrak{G}^n(\mathcal{F})$ is defined by letting $P_\varepsilon = N(0, 1)$ in Eqs. (5.6)-(5.7), respectively.

In the following proposition, we establish novel upper bounds on the Rademacher and Gaussian complexities of the class of functions based on the mixture kernel (4.7).

**Proposition 5.1. (Upper Bounds on the Function Class Complexities)** Consider the class of functions $\mathcal{F}_m(R)$ defined in Eqs. (4.9)-(4.10). Then,

(i) The Rademacher complexity of the class $\mathcal{F}_m(R)$ is

$$(5.8) \quad \mathcal{R}^n(\mathcal{F}_m(R)) \leq \frac{R}{nD} \sqrt{\frac{\pi}{192}} \|\Phi\|_2 \cdot \text{erfc}\left(\sqrt{192D}\right).$$

(ii) The Gaussian complexity of the class $\mathcal{F}_m(R)$ is given by

$$(5.9) \quad \mathfrak{G}^n(\mathcal{F}_m(R)) \leq \frac{R}{nD} \left( 2 \sqrt{\pi} \text{Tr}(\Phi \Phi^T)^{\frac{1}{2}} + \frac{\|\Phi\|_F}{2\|\Phi\|_2^2} e^{-\frac{\|\Phi\|_F^2}{4\|\Phi\|_2^2}} \right).$$

Here, $\Phi = [\varphi^w(x_i, \xi_j)]_{(i,j) \in [n] \times [mD]}$.

**Proof.** The proof is presented in Section A.2 of the supplementary material. \hfill \Box

Let us make some remarks about the implications of Proposition 5.1.

The proof techniques we used to establish the upper bound on the Rademacher complexity are novel and based on concentration inequalities for quadratic matrix forms. In particular, our proofs does not use the Khintchin-Kahane type inequality that is standard in computation of the upper bounds on the Rademacher complexity; see, e.g., [10],[11]. In particular, the Khintchin-Kahane type inequality yields the following upper bound on the Rademacher complexity (See Section A.2 of the supplementary materials):

$$(5.10) \quad \mathcal{R}^n(\mathcal{F}_m(R)) \leq \frac{R}{nD\sqrt{m}} \sqrt{\frac{2\chi^2}{44\|\Phi\|_F}}.$$  

Since $0 < \text{erfc}(x) \leq 1$ for $0 < x$, and $\|\Phi\|_2 \leq \|\Phi\|_F$ for any feature matrix $\Phi \in \mathbb{R}^{n \times mD}$, the upper bound we established in Eq. (5.8) is sharper than that of Eq. (5.10). Similarly, the proof of the upper bound on the Gaussian complexity is based on the concentration of measure for $\chi^2$ random variables.

To compute explicit bounds from the Rademacher and Gaussian complexities, we require upper and lower bounds on the matrix norms of the feature matrix $\Phi = [\varphi^w(x_i, \xi_j)]_{(i,j) \in [n] \times [mD]}$.  

\hspace{10cm} xiv
The following lemma shows that the spectra of the random matrix \( \Phi \) concentrates around the kernel matrix \( K_n^w = [k^w(x_i, x_j)]_{(i,j)\in[n]\times[n]} \) scaled by the factor \( D \):

**Lemma 5.3. (Concentration of the Spectra of Feature Matrices)** Suppose (A.6) holds. Consider the feature matrix \( \Phi = [\varphi^w(x_i; \xi_j)]_{(i,j)\in[n]\times[D]} \in \mathbb{R}^{n \times D} \) and the associated kernel matrix \( K_n^w \equiv [k^w(x_i, x_j)]_{(i,j)\in[n]\times[n]} \). The Frobenius norm of the matrix \( \Phi \) satisfies the following concentration bound

\[
(5.11) \quad \mathbb{P} \left[ \| \Phi \|_F^2 - D \cdot \text{Tr}(K_n^w) \geq \delta \right] \leq 28 \left( \sigma \rho D n \| w \|_{2\text{diam}(X)}(\delta) \right)^2 e^{-4Dn^2\|w\|_2(d+2)}. 
\]

Furthermore, the spectral norm of the matrix \( \| \Phi \|_2 \) satisfies

\[
(5.12) \quad \mathbb{P} \left[ \| \Phi \|_2^2 - D \cdot \| K_n^w \|_2 \geq \delta \right] \leq 2^8 m \left( 2\sigma \rho D_n \| w \|_{2\text{diam}(X)}(\delta) \right)^2 e^{-\frac{\delta^2}{4Dn^2\|w\|_2(d+2)}}. 
\]

**Proof.** The proof is presented in Section A.3 of the supplementary materials.

Lemma 5.3 suggests that the spectra of the feature matrix \( \Phi \) concentrates around the spectra of the kernel matrix \( K_n^w \). The concentration bounds in Eqs. (5.11)-(5.12) naturally follows from the point-wise estimate in Eq. (2.17) and using the standard \( \varepsilon \)-net argument.

The asymptotic analysis of the spectrum of the kernel matrices has been studied extensively in the random matrix literature; see, e.g., [34] for locally smooth kernel functions, and [35], [36] for non-smooth kernel functions. Those asymptotic results are universal and consequently do not impose any conditions on the distribution of feature vectors. In the sequel, we are concerned with the non-asymptotic results for the spectrum of the Gram matrices of the mixture kernels. Naturally, the proof of non-asymptotic results require tail conditions on the feature vectors.

**Lemma 5.4. (Non-Asymptotic Bounds on the Spectrum of Radial Kernels)** Suppose (A.1) and (A.2) hold.

\[
(5.13) \quad \| K_n^w \|_2 \leq \sum_{\ell=1}^m w\ell \| K_n^\ell \|_2, 
\]

where \( K_n^\ell \equiv [k^\ell(x_i, x_j)]_{(i,j)\in[n]^2} \). Furthermore,

- If the feature vectors \( X_1, \cdots, X_n \sim_{\text{i.i.d.}} N(0, I_{d \times d}) \) are independent Gaussian random variables. Then, with the probability of at least \( 1 - \rho \), the spectral norm of the mixture kernel matrix is bounded from above by

\[
(5.14) \quad \| K_n \|_2 \leq 2k_\chi(0) + \frac{2n \log 3}{c \sqrt{2}} \max \left\{ 3n \times 2^{10} \| \xi \|_2, \sqrt{\ln \left( \frac{1}{\rho} \right)}, 2^8 \| \xi \|_2, \left( \frac{1}{\| \xi \|_2^2} \right) \left( \ln \left( \frac{1}{\rho} \right) \right) \right\}. 
\]

In Equation (5.14), \( c > 0 \) is a universal constant, and \( \mu_{\chi}^\ell \) is the distribution associated with the kernel \( k_\chi^\ell \).

- If the feature vectors \( X_1, \cdots, X_n \) are independent with bounded independent components \( |X_{ij}| \leq K, \ i = 1, 2, \cdots, n, \ j = 1, 2, \cdots, d, \) for some \( K > 0 \). Then, with the probability of at least \( 1 - \rho \), the spectral norm of the mixture kernel matrix is bounded from above by
Table 1. Summary of the benchmark data-sets from ASU data-base [39] for our empirical evaluation.

| BASEHOCK | ISOLET | ORL | PCMAC | ARCENE | warpPIE10P |
|----------|--------|-----|-------|--------|-----------|
| Samples  | 1,993  | 1,560 | 400   | 1,943  | 200       | 210       |
| Features | 4,862  | 617  | 1,024 | 3,289  | 10,000    | 2,420     |
| Classes  | 2      | 26   | 40    | 2      | 2         | 10        |

\[
\|K_n\|_2 \leq 2k_Y(0) + \frac{e^{2n \log 3}}{c\sqrt{2}} \max \left\{ 3n \times 2^{10} \mathbb{E}_\nu \left[ \frac{1}{K\|X\|_2} \right] \sqrt{\ln \left( \frac{1}{\rho} \right)}, 2^8 \sqrt{\frac{n}{2}} \mathbb{E}_\nu \left[ \frac{1}{K^2\|X\|_2} \right] \ln \left( \frac{1}{\rho} \right) \right\}.
\]

Proof. The proof is deferred to Section A.4 of the supplementary materials. \(\square\)

We remark that our non-asymptotic analysis of the spectrum of kernel matrices in Lemma 5.4 generalizes those of [37] that are established for the special cases of the Gaussian and polynomial kernels. More specifically, the proof we present employs the decoupling technique from the random matrix theory [38] as well as a concentration of measure for Lipschitz functions of the Gaussian random variables.

We now are in position to state the main result of this section which is a generalization bound for the risk function based on the Rademacher complexity of the class of function \(F_m(R)\) established by Bartlett, et al. [40]. Due to the space limitation, we state our results using the Rademacher complexity \(\mathcal{R}_n(F_m(R))\). A similar generalization bound can be stated using the Gaussian complexity:

**Theorem 5.5.** (Generalization Bounds, [40]) Consider a loss function \(L: \mathcal{Y} \times \mathbb{R} \rightarrow \mathbb{R}_+\) and a dominating cost function \(\ell\) in (A.3). Let \(F_m(R)\) be the class of functions in Eq. (4.9)-(4.10) and let \(\{(X_i, Y_i)\}_{i=1}^n\) be independently selected from the joint distribution \(P_{X,Y}\). Then, for any integer \(n\) and any \(0 < \delta < 1\), with probability at least \(1 - \delta\) over samples of length \(n\), every \(f\) in \(F_m(R)\) satisfies

\[
\mathbb{E}_{P_{X,Y}}[L(f(X), Y)] \leq \mathbb{E}_{P_{X,Y}}[\ell(f(X), Y)] + K\mathcal{R}_n(F_m(R)) + \sqrt{\mathbb{E} \ln(2/\delta)/n}.
\]

where the Rademacher complexity of the class \(F_m(R)\) is given by

\[
\mathcal{R}_n(F_m(R)) \leq \frac{R}{n\sqrt{D}} \sqrt{\frac{\pi}{192} \text{erfc}(\sqrt{192D})\|K_n^w\|_2^{1/2} + \varepsilon_n},
\]

with the probability of (at least) \(1 - e^{3n \log 3} 2^8 \left( \frac{2\sigma_p Dn^2 \|w\|_2^2 \text{diam}(X)}{\varepsilon_n} \right)^2 e^{-\frac{\sigma_p^2 D n^2 \|w\|_2^2}{\varepsilon_n^2}} \text{erfc}(\sqrt{192D})\|K_n^w\|_2^{1/2} + \varepsilon_n} \), where \(\|K_n^w\|_2^{1/2}\) is upper bounded by the expressions in Eqs. (5.13)-(5.15) of Lemma 5.4. \(\square\)

6. **Experimental Evaluation for Classification of Real-World Datasets**

6.1. **Evaluation Data-Set.** In this section, we carry out experiments on 12 standard benchmark tasks from the ASU feature selection website [39]. Table 1 summarizes the benchmark data sets we use for our empirical evaluation. The data sets are drawn from several domains including gene data, image data, and voice data, and span both the low-dimensional and high-dimensional regimes.
6.2. Feature Selection. For each classification task, we select a subset of features of size $m$. Performance is then measured by training a kernel SVM on the top $m$ features. In our numerical experiments, the top $m$ features are selected using the kernel feature selection scheme of [41]. This is done for $m \in \{5, 10, \ldots, 100\}$.

6.3. Implementation Details. We implement the SVM classification and RBF sampler using Python sklearn library [42], and the MMD metric using Python Shogun library [43]. For multi-class datasets, we use the one-versus-all rule. We implement our codes on Python 3.7 and train our models on NVIDIA Titan V100 32GB graphics processing units (GPU). In all experiments, we fix the regularization constant of the SVM to $\lambda = 1$.

6.4. Numerical Results. In the first set of experiments, we first fix the number of features to $m = 100$, and compute the best value for the bandwidth $\gamma$ of the Gaussian RBF kernel $k_X(x, y) = \exp(-\gamma \|x - y\|^2)$ from the set of base values ranging from $10^{-20}$ to $10^4$.

In Figure 1, we demonstrate the bandwidth selection using the 5-fold cross validation, and the two-sample test via $U$-statistics as defined in Eq. (4.6). The blue curves in Figure 1 are associated with the 5-fold cross validation (CV), averaged over 20 different validation sets. More specifically, for each blue curve, we compute the accuracy of the SVM classifier for 20-trials on different validation sets and average the result. Accordingly, the blue hulls around each blue curve in Figure 1 shows the 95% confidence intervals. Moreover, the red curves denote MMD values in conjunction with the empirical conditional measures defined in Eq. (4.4), using the $U$-statistics in Eq. (4.6).

From Figures 1 (a)-(b)-(d), we observe a good agreement in the selected bandwidth using the 5-fold cross-validation and the MMD attained via the $U$-statistic in Eq. (4.6). However, evaluating $U$-statistics is significantly faster than the cross-validation as it is independent of the SVM classifier and thus does not involve training. Figures 1 (a)-(b)-(d) corresponding have a small number of features and/or a small number of classes. However, for high-dimensional data-sets with a large number of features or classes, such as ORL, ARCENE, and wrapPIE10P in Figures 1 (c)-(e)-(f), there are discrepancies between the bandwidth selected using the cross-validation and the MMD scores.

Nevertheless, the accuracies of the kernel SVM attained on the associated test data-sets are comparable as demonstrated in Figures 2 (c)-(e)-(f). In Figure 2, both the blue and the red curves correspond to the kernel SVM with a single Gaussian RBF kernel, where the bandwidth of the kernel is selected based on the cross-validation, and the highest MMD score, respectively. The green curves in Figure 2 correspond to the kernel SVM using multiple kernels as characterized in Eq. (4.7). We also note that for easier data-sets such as PCMAC, our proposed multiple kernel learning approach outperforms the cross-validation as demonstrated in Figure 2-(b).

7. Application to the Semantic Segmentation of Biomedical Images

Equipped with the theoretical framework for kernel learning in Section 3, here we propose a new architecture for the semantic segmentation of biomedical images.

7.1. Background on the Semantic Segmentation. Semantic Segmentation refers to the process of associating each pixel of an image with a class label, and has extensive applications in precision medicine for the development of computer-aided diagnosis based on radiological images with different modalities such as magnetic resonance imaging (MRI), computed tomography (CT), or colonoscopy images. Semantic segmentation is also crucial
for complete scene understanding and to infer knowledge from imagery which is the principal objective of the field of the computer vision.

In recent years, deep artificial neural networks (ANNs) and, in particular, deep convolutional neural networks (CNNs) have achieved the state-of-the-art performance for the semantic segmentation of natural images; see, e.g., [44, 45, 46]. This success is largely due
to the paradigm shift from manual to automatic feature extraction enabled by large representational capacity of deep learning networks. Such automatic feature extraction is guided by a large amount of training data accessible in public datasets, the archetype of which are CIFAR-10, CIFAR-100, and ImageNet. These datasets collectively contain millions of annotated samples from natural images. In contrast, extracting, harvesting, and building large-scale annotated data-sets in medical imaging is extremely challenging as it requires extensive clinical expertise. Therefore, training deep networks on clinical images can often be cumbersome due to the lack of databases that are adequately sized to satisfy the needs of the deep learning models. Without sufficient training samples, deep architectures with the expressiveness of ResNet [46], AlexNet [47], VGGNet [48], and GoogLeNet [49], often dramatically overfit the dataset, even with generic regularization strategies such as dropout [50], sparse regularization of the network [51], and model averaging [52]. In addition, deep learning networks trained on a small dataset often fail to extract salient features that are crucial for pattern classification due to presence of noisy or irrelevant features.

In contrast, the kernel support vector machines (SVMs) are sample efficient learning algorithms in which representations are generated using a set of pre-specified filters. Contrary to deep learning models, the kernel SVMs are transparent learning models whose theoretical foundations are grounded in the extensive statistical machine learning literature; see [53] and references therein for a survey of theoretical results. However, to improve the accuracy of the kernel-based learning algorithms, the following two challenges must be addressed:

First, although the kernel SVMs are typically formulated in terms of convex optimization problems, which have a single global optimum and thus do not require heuristic choices of learning rates, starting configurations, or other hyper-parameters, there are statistical model selection problems within the kernel approach arising from the choice of the kernel. In practice, it can be difficult for the practitioner to find prior justification for the use of one kernel instead of another. It would be more desirable to explore data-driven mechanisms that allow kernels to be chosen automatically.

Second, the kernel SVMs have been traditionally employed in conjunction with the handcrafted features such as SIFT or Daisy type descriptors [54, 55]. Such hand crafted descriptors are unable to capture semantic representations and are less powerful in extracting semantic features compared to their deep learning counterparts [56]. In addition, the manual design of such hand crafted feature maps requires extensive prior knowledge about the underlying imaging domain.

To address the first challenge, we leverage the kernel learning approach we proposed in Section 4. To circumvent the second challenge, we consider two mechanisms for generating representations from input images. In the first mechanism, we use the VGG network that is pre-trained on natural images from CAIFAR data-set as a generic feature extractor in conjunction with a kernel feature selection method. In the second mechanism, we use a scattering convolution network [15] to generate feature maps. Figure 6 shows the proposed segmentation network. In the sequel, we provide detailed description of each component of this network.

7.2. Feature Extraction via Pre-trained VGG Net and Scattering Convolution Networks (SCN). We consider two feature extraction mechanisms, namely one based on ensemble of filters generated by a pre-trained VGG-net on natural images, and another based on scattering convolution neural networks due to Bruna and Mallat [15]. In the sequel, we describe both feature extractors in details.
7.2.1. Pre-trained VGG-Net. We use a pre-trained VGG-Net as a generic feature extractor. Specifically, we extract the filters of a pre-trained VGG net from all of its layers (thirteen layers) to build a filter bank consisting of 4224 filters.

It is important to differentiate our approach from domain adaptation [57] and transfer learning [58] paradigms. In those approaches, a deep learning network such as the VGG Net or AlexNet is trained on a different dataset such as natural images. Then, the entire network is employed to classify images on a different dataset such as medical imaging.

In contrast, in our approach we only use the convolutional filters of a pre-trained VGG network to extract representation from our data. From this perspective, the VGG network can be thought of as a generic filter bank. As depicted in Figure 6, the extracted representations from the filter bank is further processed before supplying them to the linear SVM for classification.

7.2.2. Scattering Convolution Networks (SCNs). The scattering convolution networks (SCNs) were proposed by and further generalized by Wiatowski and Bölcskei [59]. Scattering convolution network computes a translation invariant image representation, which is stable to deformations and preserves high frequency information for classification. It cascades wavelet transform convolutions with non-linear modulus and averaging operators. The first network layer outputs SIFT-type descriptors, whereas the next layers provide complementary invariant information which improves classification.

The basic building blocks of the feature extractor we described in this section consists of a convolutional transforms with a set of pre-specified structured filters, non-linearity, and pooling operation. In what follows, we first review each building block. We then describe the architecture of the network.

- **Convolutional Transform**: The network we consider consist of \( d \) convolutional layers. Each layer applies a convolutional transform that is made up of a set of pre-specified structured filters \( \Psi_{\Lambda_n} = \{g_{\lambda_n}\}_{\lambda_n \in \Lambda_n}, n = 1, 2, \cdots, d \) to generate different representations of input image. The finite index set \( \Lambda_n \) is a collection of scales, directions, or frequency-shifts, and \( g_{\lambda_n} \) are the corresponding atoms of the filters that can be different in each layer.

As an example, consider the two dimensional Gabor wavelet filters. Let \( j \in \mathbb{Z} \) denotes an integer, \( R_\theta \in \text{SO}(2) \) a rotation element from the rotation group \( \text{SO}(2) \), represented by the matrix

\[
R_\theta = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix},
\]

where \( \theta = k\pi/K \), and \( K \) is the total number of orientations.

Then, \( \lambda = mk \in \Lambda \overset{\text{def}}{=} \mathbb{Z} \times \{0, 1, 2, \cdots, K-1\} \), and the wavelet filters are specified by

\[
\psi_{mn}(x, y) = 2^{-j}\psi(\tilde{x}, \tilde{y}),
\]

where \( \tilde{x} = 2^{-j}(x \cos(\theta) + y \sin(\theta)), \tilde{y} = 2^{-j}(-x \cos(\theta) + y \cos(\theta)) \), and the scale factor \( 2^{-j} \) ensures that the energy is independent of \( j \).

Moreover, \( \psi \) is the mother wavelet. We consider two types of wavelet frameworks:

(i) **Gabor Filters**: The atom of the Gabor filter is specified on 2D spatial domain by the following equation

\[
\psi(x, y) = \frac{1}{2\pi\sigma_x\sigma_y} \exp \left(-\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) + 2\pi jWx \right),
\]
with the following Fourier transform
\[
\hat{\psi}(u,v) = \exp \left( -\frac{1}{2} \left[ \frac{(u-W)^2}{\sigma_u^2} + \frac{v^2}{\sigma_v^2} \right] \right).
\]

Figure 4 depicts the constructed Gabor wavelet filters \( \psi_{mn}(x,y) \) by scaling and rotating the mother wavelet \( \psi \) specified in Eq. (7.3). It is known that the continuous Gabor transform has the ability to identify the singularities of a signal. In fact, if a function \( f \in L^2(\mathbb{R}^2) \) is smooth apart from a discontinuity at a point, say \((x_0,y_0)\), then the continuous Gabor transform \( \langle \psi, f \rangle_{L^2(\mathbb{R})} \) decays rapidly except near \((x_0,y_0)\) [60]. This property is useful to identify the set of points where \( f \) is not regular, and explains the ability of the continuous Gabor transform to detect edges.

(ii) Shearlets: In most multivariate problems, important features of the considered data are concentrated on lower dimensional manifolds. For example, in image processing an edge is a 1D curve that follows a path of rapid change in image intensity. Shearlets provide efficient tools for analyzing the intrinsic geometrical features of a signal using anisotropic and directional window functions [61]. Classical Shearlets are defined as follows. Let \( \psi \in L^2(\mathbb{R}^2) \) be defined by
\[
\psi(x,y) = \psi_1(x)\psi_2(y/x),
\]
where \( \psi_1 \in L^2(\mathbb{R}) \) is a discrete wavelet in the sense that it satisfies the discrete Calderón condition, given by
\[
\sum_{j \in \mathbb{Z}} |\psi_1(2^{-j}x)|^2 = 1,
\]
almost everywhere \( x \in \mathbb{R} \), and \( \psi_1 \in C^\infty(\mathbb{R}) \) and \( \text{supp}\psi_1 \subseteq [-\frac{1}{2},-\frac{1}{16}] \cup [-\frac{1}{16},\frac{1}{2}] \). Furthermore, \( \psi_2 \in L^2(\mathbb{R}) \) is a bump function in the sense that
\[
\sum_{k=-1}^{1} |\psi_2(y+k)|^2 = 1,
\]
amost everywhere \( y \in [-1,1] \), satisfying \( \psi_2 \in C^2(\mathbb{R}) \) and \( \text{supp}(\psi_2) \subseteq [-1,1] \).

Figure 5 demonstrates the constructed Shearlets from the prescribed atom in Eq. (7.5).

Now, we have the following definition:

**Definition 7.1. (Convolutional Set)** Let \( \Lambda \) denotes a finite set. The collection \( \Psi_\Lambda = \{g_\lambda\}_{\lambda \in \Lambda} \) is called a convolutional set with Bessel bound \( B \geq 0 \) if
\[
\sum_{\lambda \in \Lambda_d} \|f * g_{\lambda_d}\|_2^2 \leq B \|f\|_2^2.
\]

- **Non-Linearity**: A pointwise non-linearity \( \rho_n : \mathbb{R} \to \mathbb{R} \) that is Lipschitz \( |\rho(x) - \rho(y)| \leq L|x-y|, \forall x,y \in \mathbb{R} \) is applied after each convolution layer. Some examples of non-linearities are as follows:
  (1) **Hyperbolic Tangent**: The non-linearity is defined as \( \rho(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \), and has the Lipschitz constant \( L = 2 \).
  (2) **Rectified Linear Unit**: The non-linearity is defined by \( \rho(x) = \max\{0, x\} \) with Lipschitz constant \( L = 1 \).
  (3) **Modulus**: The non-linearity is defined as \( \rho(x) = |x| \), and has the Lipschitz constant \( L = 1 \).
Figure 3. Mallat’s scattering propagator [15]. Each path in the scattering diagram yields complementary feature maps by scaling and rotating a mother wavelet filter.

Figure 4. Gabor filters from the first layer of the Mallat’s scattering network [15]. Each filter is obtained by rotating and scaling a mother Gabor wavelet filter.

Figure 5. Shearlets from the first layer of the Mallat’s scattering network [15]. Each filter is obtained by rotating and scaling a mother Shearlet wavelet filter.

- **Pooling Operation**: The pooling operation reduces signal dimensionality in the individual network layers and to ensure robustness of the feature vector with respect to deformations and translations. A Lipschitz-continuous pooling operator $P_n : \mathbb{R}^{N_n} \times \mathbb{R}^{N_n} \rightarrow \mathbb{R}^{N_n/S_n} \times \mathbb{R}^{N_n/S_n}$, where the integers $S_n \in \mathbb{N}$, with $N_n/S_n \overset{\text{def}}{=} N_{n+1} \in \mathbb{N}$ is referred to as pooling factor. Some examples of pooling operations are as follows:

  1. **Sub-sampling**: This operation amounts to $P_n : \mathbb{R}^{N_n} \rightarrow \mathbb{R}^{N_{n+1}}, (Pf)[m] = f[S_n m]$.
     
     When $S_n = 1$, $(Pf) = f$ is the identity operator.

  2. **Average Pooling**: This is defined as $P_n : \mathbb{R}^{N_n} \rightarrow \mathbb{R}^{N_{n+1}}, (Pf)[m] = \frac{1}{S_n} \sum_{k=S_n m}^{S_n m + S_n - 1} f[k]$ for $m \in \{0, 1, 2, \cdots, N_{n+1}\}$.

  3. **Max Pooling**: This is defined by

     $P_n : \mathbb{R}^{N_n} \rightarrow \mathbb{R}^{N_{n+1}}$,

     $(Pf)[m] = f[S_n m] = \max_{k \in \{S_n m, \cdots, S_n m+S_n-1\}} f[k]$,
for $n \in \{0, 1, 2, \cdots, N_{d+1}\}$.

We now have all the ingredients to formally define the notion of a module sequence:

**Definition 7.2. (Module Sequence)** For network layers $n$, $1 \leq n \leq d$, let $\Psi_n = \{g_{\lambda_n}\}_{\lambda_n \in \Lambda_n}$ be a convolutional set, $\rho_n : \mathbb{R} \rightarrow \mathbb{R}$ a point-wise Lipschitz-continuous non-linearity, and $P_n : \mathbb{R}^{N_n} \rightarrow \mathbb{R}^{N_{n+1}}$ a Lipschitz-continuous pooling operator with $N_{n+1} = N_n / S_n$, where $S_n \in \mathbb{N}$ denotes the pooling factor $S_n$ in the $n$-th layer. Then, the sequence of triplets $\Omega \equiv (\Psi_n, \rho_n, P_n)_{1 \leq n \leq d}$ is called a module-sequence.

Consider the module $\Omega = (\Psi_n, \rho_n, P_n)_{1 \leq n \leq d}$, and a path of index $p_n \equiv (\lambda_1, \cdots, \lambda_n) \in \Lambda_n \equiv \prod_{i=1}^{n} \Lambda_i$ of length $n$. The output of the $n$-th layer is computed according to

$$U[p_n](f) \equiv U[\lambda_n] \cdots U[\lambda_2]U[\lambda_1](f),$$

where the scattering propagators are defined as below

$$U[\lambda_i](f) \equiv P_i(\rho_i(f * g_{\lambda_i})), \quad i = 1, 2, \cdots, n.$$  

For the empty path $\varepsilon \equiv \emptyset$ we let $U[\varepsilon](f) \equiv f$. The feature map of the $n$-th layer is computed by

$$S_n[p_n](f) = U[p_n](f) * \chi_n,$$

where $\chi_n$ is the output generating atom. In particular, when $\chi_n = \delta_n$ is Dirac’s delta function concentrated at zero, the feature map is the same as the output of each layer, i.e., $S_n[p_n] = U[p_n]$. Moreover, by letting $\chi_n = 0$, a particular feature map can be eliminated $S_n[p_n] = 0$. See Figure 3 for the diagram of the scattering propagator, and Figures 4 and 5 for some examples of the Garbor filters generated by the scattering network.

**Definition 7.3. (Feature Extractor)** Let $\Omega \equiv (\Psi_d, \rho_n, P_n)_{1 \leq n \leq d}$ be a given module sequence. The feature extractor $T_\Omega$ based on the map $\Omega$ is a map from $L^2(\mathbb{R})$ to its feature vector, defined by

$$T_\Omega(f) \equiv \cup_{k=0}^{d} T_\Omega^k(f),$$

where $T_\Omega^k(f) \equiv \{U[p_n] * \chi_n\}_{p_n \in \Lambda_k}$.
Let \( f = (f_{ij}) \in \mathbb{R}^{n \times m} \) denotes the input image, where \( f_{ij} \) denotes the \((i, j)\)-th pixel of
the input image. The feature vector \( x_{ij} \in \mathbb{R}^D \) associated with the pixel \( f_{ij} \) can be obtained
by stacking the feature maps generated in each layer of the scattering network. Formally, we define
\[
(7.13) \quad x_{ij} \overset{\text{def}}{=} (T \Omega(f))_{ij}.
\]
Stacking features from different layers of the scattering network is similar to the skip architecture in CNNs that is often used to overcome the loss of locality caused by sub-sampling and pooling operations, see [44] for details.

7.3. Kernel Feature Selection in the Feature Space. Although the deep layers of VGG network generates random features that are generic and independent of the segmentation task, the lower layers generate representations that are potentially dependent on the training dataset (here natural images), and are unsuitable for segmentation of colonoscopy images. In addition, VGG networks produces

Kernel feature selection proposed by Chen et al. [41] selects a subset of generated representations. In particular, it employs kernel-based measures of independence to find a subset of covariates that is maximally predictive of the response. Let \( \omega \in \{0, 1\}^d \) denotes a vector that indicates which feature is active. Let \( k_X(\cdot, \cdot) \) denotes the kernel that is learned from data using Algorithm of . The algorithm in [41] proposes to minimize the following integer programming optimization problem
\[
(7.14a) \quad \min_{\omega} y^T (G_{\omega \odot X} + d \varepsilon_d I_d)^{-1} y \\
(7.14b) \quad \text{s.t. : } \omega_i \in \{0, 1\}, \quad i = 1, 2, \ldots, d, \\
(7.14c) \quad 1^T \omega = m,
\]
where \( G_{\omega \odot X} \) is the centralized version of the kernel matrix \( K_{\omega \odot X} \) with \( (K_{\omega \odot X})_{ij} = k_X(\omega \odot x_i, \omega \odot x_j) \).

We then approximate the problem (7.15) by relaxing the domain of \( \omega \) to the unit hypercube \([0, 1]^d\) and replacing the equality constraint with an inequality constraint, i.e.,
\[
(7.15a) \quad \min_{\omega} y^T (G_{\omega \odot X} + d \varepsilon_d I_d)^{-1} y \\
(7.15b) \quad \text{s.t. : } 0 \leq \omega_i \leq 1, \quad i = 1, 2, \ldots, d, \\
(7.15c) \quad 1^T \omega \leq m.
\]
The optimization problem in Eq. (7.15) can be solved efficiently via gradient descent. A solution to the relaxed problem is then converted back into a solution for the original problem by setting the \( m \) largest values of \( \omega \) to 1 and remaining values to 0.

Since we employ random features, we use the following approximation in [41],
\[
(G_{\omega \odot X} + d \varepsilon_d I_d)^{-1} \approx \frac{1}{\varepsilon_n n} (I - V_\omega (V_\omega^T V_\omega + \varepsilon_n n I_D)^{-1} V_\omega^T ),
\]
where \( V_\omega = (I - I D / n) \varphi^T \), where \( \varphi \in \mathbb{R}^{n \times D} \).

7.4. Random Fourier Features with Kernel-Target Alignment. To approximate the RBF kernel, we use the setup of random Fourier features of Rahimi and Recht [2]. In particular, let \( \xi_k = (v_k, w_k) \sim \mathcal{N}(0, I_d) \times \text{Uni}[0, 2\pi] \), and consider the feature vector \( \varphi(x_{ij}) = (\varphi_1(x_{ij}), \ldots, \varphi_D(x_{ij})) \), where \( \varphi_k(x_{ij}) = \varphi(x_{ij}, \xi_k), k = 1, 2, \ldots, D. \)
Each element of the random feature vector is generated according to
\[ \varphi(x_{ij}, \xi_k) \overset{\text{def}}{=} \sqrt{\frac{2}{D}} \cos \left( \frac{1}{2\gamma^2} \langle x_{ij}, v_k \rangle + w_k \right), \]
for all \( k = 1, 2, \ldots, n \). To determine the value of the bandwidth \( \gamma = \frac{1}{2\varphi^2} \), we use a set of base RBF kernels
\[ k_i(x, x_j) = \exp(-\gamma_i \|x_i - x_j\|^2), \]
where \( \gamma_i = 10^{2i-2}, i = -4, \ldots, 4 \). We invoke the procedure in Section 4 to compute the best set of mixtures and compute the optimal parameter \( \theta \) of the mixture class.

In Figure 7, we illustrate the three dimensional visualization of the random feature maps in the kernel space, using the t-SNE plot [62]. To enhance the visualization, we have cropped the selected image and retained a balanced numbers of pixels from each class label. From Figure 7, we clearly observe the effect of the bandwidth parameter \( \gamma = \frac{1}{2\varphi^2} \) on the accuracy of the kernel-based segmentation architecture.

In particular, as we observe from Figures 7 (c) – (d), choosing an unsuitable bandwidth parameters of \( \gamma = 0.1 \) and \( \gamma = 1 \) significantly degrades the classification accuracy, and results in a mixture of two classes that can not be separated by the downstream linear SVMs. The sensitivity of classification accuracy to the value of the bandwidth \( \gamma \) also highlights the importance of our kernel selection approach, as outlined in Section 4, to automating the kernel selection process.

### 7.5. The Linear SVM Classifier

In the last layer of our proposed network, we train a linear SVM classifier. Specifically, we solve the following optimization problem over all the training samples \((y_{ij}, f_{ij})_{(i,j) \in [I \times [J]},
\)
\[
\min_{(b, \beta) \in \mathbb{R} \times \mathbb{R}^n} \frac{1}{n} \sum_{i,j} \left[ 1 - y_{ij} \left( \sum_{k=1}^{D} \beta_k \varphi((T_\Omega(f))_{ij}, \xi_k) + b \right) \right]_+ + \frac{\lambda}{2} \|\beta\|^2.
\]
where \( b \) is an offset term. Let \((b^*, \beta^*)\) denotes the optimal solution of the optimization problem in Eq. (7.17).

For a new input image \( \tilde{f} = (\tilde{f}_{ij})_{(i,j) \in [I \times [J]}, \) we generate a class label \( \tilde{y}_{ij} \in \{-1, +1\} \) using
\[
\tilde{y}_{ij} = \text{sgn} \left[ \sum_{k=1}^{D} \beta^*_k \varphi((T_\Omega(\tilde{f}))_{ij}, \xi_k) + b^* \right],
\]
where \( \text{sgn} \) is the sign function.

### 8. Evaluation of Segmentation Architectures for Angiodysplasia Segmentation

In this section, we present the segmentation results for Angiodysplasia segmentation from colonoscopy images obtained by the architectures described in the previous section.

#### 8.1. Data Set and Pre-processing Steps

We use GIANA challenge data-set for Angiodysplasia detection. The annotated data-set consists of 600 images for training and 600 hundreds for testing. Each set is composed of 300 images presenting with Angiodysplasia and an other set of 300 without pathology.

To demonstrate the performance of our architectures for a small datasets, we limit our experiments to 300 images with Angiodysplasia for training and testing. To accelerate the training phase, we cropped the images of size \( 576 \times 576 \) to the size \( 240 \times 320 \) while preserving the pathologic regions of each image.
Figure 7. Visualization of the random feature maps in three dimensions, using the t-SNE plot [62], and for different bandwidth parameters $\gamma \overset{\text{def}}{=} 1/2\varrho^2$ of the Gaussian RBF kernel. To generate the feature maps, the pre-trained VGG network is used. The red and blue regions correspond to the random feature maps generated by the pixels from each class label in a sampled colonoscopy image, respectively. Panel (a): $\gamma = 10^{-6}$, Panel (b): $\gamma = 10^{-3}$, and Panel (c): $\gamma = 0.1$, Panel (d): $\gamma = 1$.

8.2. Training and Testing Implementations. To demonstrate the effect of the size of training samples on the performance of our proposed networks, we divide our dataset of 300 images to various portions for testing and training. In particular, we consider the training

We implement our codes on Python 3.7 and train our models on NVIDIA Titan V100 32GB graphics processing units (GPUs). To train the deep learning model described in the sequel, the Adam optimizer [63] is used with the momentum parameter $\beta_1 = 0.9$ and $\beta_2 = 0.999$, mini-batch sizes of $L_b = 4$ image for small training data-set. The initial learning rate is $\mu = 10^{-4}$. We implement the SVM classification and RBF sampler using Python Sklearn library [42], and the MMD metric using Python Shogun library [43].

8.3. Comparison Benchmark. FCN [16] is a popular convolutional type network for the image segmentation. The network architecture of FCN is

We compare our networks with FCN for Angiodysplasia segmentation and evaluate their performances. To quantify the foregoing performance comparison, we define the mean Intersection-over-Union (IoU) score as follows: consider an input image with $S$ pixels. Let $n_{ij}$ be the number of pixels of class $i$ predicted to belong to class $j$. The mean IoU score for semantic segmentation is defined as follows (see [16])

$$M_{\text{IoU}} \overset{\text{def}}{=} \frac{1}{2} \frac{n_{11}}{n_{12} + n_{21} + n_{11}} + \frac{1}{2} \frac{n_{22}}{n_{12} + n_{21} + n_{22}}.$$  \hspace{1cm} (8.1)

8.4. Segmentation Results. In Figures 8 and 9, we illustrate the segmentation results for four sampled images from the GIANA challenge data-set, using FCN and our proposed architecture in Figure 6. We train both networks on one percent of the data-set to showcase the ability of our proposed architecture in coping with small training sample sizes.

Figure 8 shows the segmentation results, using the FCN architecture [16]. The middle row corresponds to the heat map generated from the soft-max output of the FCN. In addition, the bottom row shows the the heat map of the residual image, computed as the absolute difference between the generated segmentation map and the ground truth. From Figure 8 (a)-(c), we observe that while FCN correctly locates the swollen blood vessels from the surrounding tissues, the segmentation results is rather poor as can bee seen in the bottom

The Python codes of the experiments in this section can be found on our Github repository.
Figure 8. Segmentation of Angiodysplasia colonoscopy images generated by FCN [16] on sampled test images from the GIANA challenge dataset. Top: the colonoscopy images obtained using Wireless Capsule Endoscopy (WCE), Middle: the heat maps depicting the soft-max output of FCN, Bottom: the heat map of the residual image computed as the absolute difference between the proposed segmentation and the ground truth. Due to training on a small data-set, FCN tends to overfit and does not generalize well to the test dataset.

Figure 9. Segmentation of Angiodysplasia colonoscopy images on sampled test images from the GIANA challenge dataset, generated via the kernel SVM using the VGG filter bank with the kernel feature selection. The bandwidth of RBF kernel $1/2\varrho^2$ is selected via maximum mean discrepancy optimization. Top: the colonoscopy images obtained using Wireless Capsule Endoscopy (WCE), Middle: the heat maps depicting the soft-max of SVM kernel classifier, Bottom: the heat map of the residual image computed as the absolute difference between the proposed segmentation and the ground truth. Despite training on a small data-set, the kernel SVM performs well on the test data set.

In the case of Figure 8 (d), the FCN almost entirely misses the swollen blood vessels.

Figure 8 illustrates the segmentation results for the same images using kernel SVM architecture. Here, the heat maps are generated via the soft-max function (a.k.a. the inverse
Table 2. Comparison between the cross-validation (CV) and the statistical two-sample test for model selection associated with the choice of bandwidth in Gaussian RBF kernels.

| Bandwidth | Cross-Validation | Two Sample Test |
|-----------|------------------|-----------------|
|          | $M^c_{\text{IoU}}$ (VGG) | $D^M_{\text{MMD}}$ (VGG) | $D^M_{\text{MMD}}$ (SCN) |
| $\gamma = 10^{-8}$ | 0.686 | 0.436 | 8.068 | 3.830 x 10^{-4} |
| $\gamma = 10^{-6}$ | **0.697** | 0.542 | **127.106** | 11.114 |
| $\gamma = 10^{-4}$ | 0.667 | **0.618** | 9.796 | **26.880** |
| $\gamma = 10^{-2}$ | 0.584 | 0.514 | 1.996 | 5.518 |
| $\gamma = 1$ | 0.293 | 0.299 | 1.0596 | 1.000 |
| $\gamma = 10^2$ | 0.298 | 0.297 | 1.000 | 1.000 |
| $\gamma = 10^4$ | 0.300 | 0.298 | 1.000 | 1.000 |
| $\gamma = 10^6$ | 0.301 | 0.299 | 1.000 | 1.000 |

We observe from Figure 8 that the segmentation results from the kernel SVM outperforms those of FCN. Moreover, while FCN misses the bleeding region in Figure 8-(d), the SVM network produces a correct segmentation.

In Figure 10, we illustrate the jitter plots as well as box plots for the mean IoU scores defined in Eq. (8.1) for the kernel SVM network as well as FCN on the test data-set. We use different training sample sizes for each plot as reported in Section 8.2 to evaluate the performance of each network. We observe that on a small training data-set, the kernel SVM achieves higher IoU scores than the deep learning network. This due to the fact that fewer hyper-parameters are need to be determined during the training phase of the kernel SVM. In contrast, due to the a large number of hyper-parameters that must be determined in FCN from a small training sample size, the network is prone to over-fitting, even with regularization techniques such as drop-out.

From Figure 10, we also observe that increasing the training sample size does not change the performance of kernel SVMs significantly as the hyper-parameters of the classifiers converge to their optimal values very quickly with a few training samples. In contrast, due to the large representational capacity of deep learning network and due to a large number of hyper-parameters in the network, increasing the number of training samples significantly improves the performance of FCN.

In Table 2, we compare the performance of the 5-fold cross-validation and the two-sample test for the bandwidth selection for the Gaussian RBF kernels. We observe that both model selection methods choose the same bandwidth parameter, namely, $\gamma = 10^{-6}$ for the VGG filter bank, and $\gamma = 10^{-4}$ for the SCN filter bank. Nevertheless, the proposed two-sample test can be computed independent of the SVM classifier and as such it can be carried out quickly and efficiently. Furthermore, in contrast to the cross-validation method, the two-sample test does not require.
Figure 10. Comparison of the mean IoU score \( M_{\text{IoU}} \) for FCN [16] (the red color), the kernel SVM with SCN filter bank (the green color), and the kernel SVM with VGG filter bank (the blue color) on the test dataset. To tune the parameters of the kernel in the Gaussian RBF kernel, the two-sample test is performed. Each plot correspond to the performance of networks that are trained on different sample sizes. Panel (a): 76800 Pixels (1 image), Panel (b): 153600 Pixels (two images), Panel (c): Trained on 1% of the data-set (3 images), (d): Trained on 5% of the data-set (15 images).

9. Discussion and Concluding Remarks

In this paper, we proposed novel kernel-based architectures for localization and segmentation of Angiodysplasia from colonoscopy images. In the first architecture, features are generated via a VGG network pre-trained on natural images combined with a kernel feature selection. In the second network, we used an invariant scattering convolution neural network to generate features that are stable with respect to deformations and rotations.

We compared the performance of the proposed segmentation networks with FCN - a popular convolutional neural network for segmentation of natural images - and showed that the proposed segmentation networks in this paper outperforms FCN in terms of the mean IoU score when the size of training samples is small. However, as the size of training samples increase, the FCN achieve better segmentation results due to its large representational capacity. Therefore, the proposed segmentation networks are particularly suited for medical imaging applications, where extracting and annotating large scale data-sets is difficult. The main issue in applying kernel-based segmentation networks is to select a good kernel function to achieve good generalization performance. To automate the process of kernel selection, we proposed an optimization problem based on the notion of maximum mean discrepancy between two probability distributions.

The performance of kernel-based networks significantly depends on the quality of generated representations. A pre-trained VGG network used as a generic feature extractor
is capable of generating diverse representations from input data. Nevertheless, the key to achieve a good generalization performance is to select the best discriminating representations from the pool of representations produced by VGG filter bank. Consequently, devising better feature selection schemes in the feature space is the research direction that we pursue in future works.
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Appendix A.

A.1. Proof of Theorem 5.1. In the sequel, we separately present the proofs of the upper and lower bounds.

A.1.1. The Upper Bound. To prove the upper bound, we leverage the elementary inequality \(|\sqrt{x} - \sqrt{y}| \leq \sqrt{|x - y|}, x, y \geq 0\). We then have that

\[
|D_{k_X}^{\text{MMD}}[P, Q] - D_{k_X}^{\text{MMD}}[\hat{P}^n, \hat{Q}^n]| \leq \sqrt{|(D_{k_X}^{\text{MMD}}[P, Q])^2 - (D_{k_X}^{\text{MMD}}[\hat{P}^n, \hat{Q}^n])^2|}
\]

\[
= \sqrt{|T_1(P) + T_2(Q) + T_3(P, Q)|}
\]

\[
\leq \sqrt{|T_1(P)| + |T_2(Q)| + |T_3(P, Q)|},
\]

(A.1)

where \(T_1(P), T_2(Q), \text{ and } T_3(P, Q)\) are defined as follows

\[
T_1(P) \overset{\text{def}}{=} \int \int k_X(x, x')d(P - \hat{P}^n) \otimes^2(x, x')
\]

\[
T_2(Q) \overset{\text{def}}{=} \int \int k_X(x, x')d(P - \hat{P}^n) \otimes^2(x, x')
\]

\[
T_3(P, Q) \overset{\text{def}}{=} \int \int k_X(x, y)d(P - \hat{P}^n)(x)d(Q - \hat{Q}^n)(y)
\]

Then, due to (A.2), the following inequalities hold

(A.3a) \(|T_1(P)| \leq 4MD_{TV}(P||\hat{P}^n)\)

(A.3b) \(|T_2(Q)| \leq 4MD_{TV}(Q||\hat{Q}^n)\)

(A.3c) \(|T_3(P, Q)| \leq 4MD_{TV}(P||\hat{P}^n)D_{TV}(Q||\hat{Q}^n)\).

Substituting the upper bounds in Eqs. (A.3) into Eq. (A.1) and some algebraic manipulations yields

\[
|D_{k_X}^{\text{MMD}}[P, Q] - D_{k_X}^{\text{MMD}}[\hat{P}^n, \hat{Q}^n]| \leq 2\sqrt{M}(D_{TV}(Q||\hat{Q}^n) + D_{TV}(P||\hat{P}^n)).
\]

Fix \(Q\) and take the supremum with respect to \(P\) from both sides of the preceding inequality

(A.4)

\[
\sup_{P: D_P(P||Q) \leq \alpha} |D_{k_X}^{\text{MMD}}[P, Q] - D_{k_X}^{\text{MMD}}[\hat{P}^n, \hat{Q}^n]| \leq 2\sqrt{M}D_{TV}(Q||\hat{Q}^n) + 2\sqrt{M} \sup_{P: D_P(P||Q) \leq \alpha} D_{TV}(P||\hat{P}^n).
\]

non-asymptotic convergence rate of the empirical measure to the population distribution with respect to the \(f\)-divergence:

Proposition A.1. (Weak Convergence of Empirical Measures) Let \(P \in \mathcal{B}(\mathcal{X})\) be an arbitrary Borel probability measure, and let \(\hat{P}_0^n\) denotes the empirical measure associated with the i.i.d. samples \(X_1, \cdots, X_n \sim_{\text{i.i.d.}} P\). Then,

(i) \(\hat{P}_0^n \xrightarrow{\text{weakly}} P\).
(ii) For f-divergences, the following inequality holds with the probability of at least $1 - \rho$

\[
\sup_{P : D_f(P)||Q) \leq \alpha} D_f(P||\hat{P}^n_0) \leq \sup_{P : D_f(P)||Q) \leq \alpha} \mathbb{E}_P \left[ D_f \left( P || \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i} \right) \right] + \left( \frac{\beta^2}{2n} \log \frac{1}{\rho} \right)^{\frac{1}{2}}. 
\]

provided that the Fenchel conjugate $f^*(y) = \sup_{x \in \mathbb{R}} \{ xy - f(y) \}$ satisfies $|f^*(y)| < \beta$ for all $y \in \text{dom}(f^*)$ for some constant $\beta < +\infty$. (iii) For the special case of the TV distance, with the probability of at least $1 - \rho$, we have

\[
\sup_{P : D_{TV}(P)||Q) \leq \alpha} D_{TV}(P||\hat{P}^n_0) \leq \sqrt{\frac{6 \log(en/3)}{n}} + \sqrt{\frac{1}{2n} \log \frac{1}{\rho}}. 
\]

Proof. The proof is presented in Section B.1 of Appendix. □

We make some comments on the interpretation of Proposition A.1. Note that $\hat{P}^n$ defines a (sequence of) random probability measure(s), while $P \in \mathcal{B}(\mathcal{X})$ is a deterministic Borel probability measure. In the first part of the theorem, we use terminology that is standard in the theory of random matrices to say that the sequence of random measures $\hat{P}^n$ converges weakly to the deterministic measure $P$, denoted by $\hat{P}^n \xrightarrow{w} P$, if for every continuous compactly supported test function $e : \mathcal{X} \rightarrow \mathbb{R}$ we have $\int_\mathcal{X} e(x)\hat{P}^n(dx) \rightarrow \int_\mathcal{X} e(x)P(dx)$; see, e.g., [64].

Part (ii) provides a non-asymptotic convergence bound for general f-diverging the condition (A.1). Lastly, in part (iii), we establish an explicit convergence rate of $O(1/\sqrt{n})$ for the special case of the total variation distance via its variational form.

We now leverage Inequality (A.6) of Proposition A.1 to upper bound the TV distance in the right hand side of Eq. (B.11). Applying the union bound, we obtain that with the probability of at least $1 - \rho$

\[
\sup_{P : D_{TV}(P)||Q) \leq \alpha} |D_{MMD}^k(P||Q) - D_{MMD}^k(\hat{P}^n, \hat{Q}^n)| \leq 2\sqrt{\frac{M}{n}} + 2\sqrt{\frac{M}{2n} \log \left( \frac{2}{\rho} \right)}. 
\]

A.1.2. The Lower Bound. To prove the lower bound, we use the Fano’s method which is a standard technique in computing the minimax lower bound. The main essence of Fano’s method is to reduce the estimation problem to a multiple hypothesis testing [65]. We first review some preliminary results about Fano’s method based on the lecture notes in [65].

Let $\mathcal{P}$ denote a class of distributions on a sample space $\mathcal{X}$, and let $\theta : \mathcal{P} \rightarrow \Theta$ denote a function defined on $\mathcal{P}$, that is, a mapping $\mathcal{P} \rightarrow \theta(\mathcal{P})$. Let $d_\Theta : \Theta \times \Theta \rightarrow \mathbb{R}_+$ denotes a (semi)metric on $\Theta$, and let $\Phi : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ be a non-decreasing function with $\Phi(0) = 0$. Given the samples $X_1, \ldots, X_n \sim_{\text{i.i.d.}} P$, we define the minimax risk as follows

\[
\mathcal{R}_n(\theta(\mathcal{P}); \Phi \circ d_\Theta) \overset{\text{def}}{=} \inf_{\theta} \sup_{P \in \mathcal{P}} \mathbb{E}_P[\Phi(d_\Theta(\hat{\theta}(X_1, \ldots, X_n), \theta(P)))] ,
\]

where the infimum is taken over all estimators $\hat{\theta} = \hat{\theta}(X_1, \ldots, X_n)$, and the supremum is over the worst case distribution $P \in \mathcal{P}$.

Given an index set $V$ of finite cardinality, consider a family of distributions $\{P_v\}_{v \in V}$ contained within $\mathcal{P}$. This family induces a collection of parameters $\{\theta(P_v)\}_{v \in V}$; we call the family a 2δ-packing in the $d_\Theta$-semimetric if

\[
d_\Theta(\theta(P_{v_1}), \theta(P_{v_2})) \geq 2\delta, \quad \text{for all } v_1 \neq v_2.
\]

Now, we leverage the following proposition regarding the lower bound on the minimax risk defined in (A.7):
Proposition A.2. (Fano’s Minimax Lower Bound [65]) Let \( \{\theta(P_v)\}_{v \in V} \) be a \( \delta \)-packing in the \( \Delta \)-semimetric norm. Assume that \( V \) is uniform on the set \( V \), and conditional on \( V = v \), we draw a sample \( v \sim P_v \). Then, the minimax risk has the following lower bound

\[
\mathcal{R}_n(\theta(P); \Phi \circ d_\delta) \geq \Phi(\delta) \left( 1 - \frac{I(V; X) + \log 2}{\log |V|} \right),
\]

where \( I(V; X) = D_{KL}(P_{V,X}||P_V P_X) \) is the mutual information between the random variables \( V \) and \( X \) with the joint distribution \( P_{V,X} \).

We endow the probability distributions with the KL divergence, i.e., let \( f(x) = x \log(x) \). To apply the Fano’s method, we consider the class of distributions

\[
\{(N(vn, \sigma^2 I_{d \times d}), N(0, \sigma^2 I_{d \times d}))\}_{v \in V},
\]

where the set is defined as follows \( V = \{\delta, 2\delta, \cdots, N\delta\} \), for some \( \delta \) to be determined, and \( n \in \mathbb{R}^d \) is a fixed vector of the unit norm \( |n|_2 = 1 \). Clearly, to attain a non-trivial lower bound from Inequality (A.9), we require that \( |V| > 2 \). The case of \( |V| = 2 \) will be discussed separately (cf. Remark A.1).

The TV divergence between two multivariate Gaussian distributions \( P = N(\mu_P, \sigma^2 I_{d \times d}) \) and \( Q = N(\mu_Q, \sigma^2 I_{d \times d}) \) with \( \mu_0, \mu_1 \in \mathbb{R}^d \) is given by

\[
D_{KL}(N(\mu_P, \sigma^2 I_{d \times d})||N(\mu_Q, \sigma^2 I_{d \times d})) = \int \log(P/Q) \, dP
= \int_{\mathbb{R}^d} \log \left( \frac{\exp(-\frac{1}{2\sigma^2} (x - \mu_P)(x - \mu_P)^T)}{\exp(-\frac{1}{2\sigma^2} (x - \mu_Q)(x - \mu_Q)^T)} \right) P(dx)
= \frac{1}{2\sigma^2} \|\mu_P - \mu_Q\|_2^2.
\]

Therefore, the KL divergence between the parametric distributions parameterized by \( v \in V \) are given by

\[
D_{KL}(N(vn, \sigma^2 I_{d \times d})||N(0, \sigma^2 I_{d \times d})) = \frac{\delta^2}{2\sigma^2}.
\]

Equation (A.11) yields the following upper bound on the total variation distance via Pinsker’s inequality [66],

\[
D_{TV}(N(vn, \sigma^2 I_{d \times d})||N(0, \sigma^2 I_{d \times d})) \leq \sqrt{\frac{1}{2} D_{KL}(N(vn, \sigma^2 I_{d \times d})||N(0, \sigma^2 I_{d \times d}))} = \frac{\delta}{\sigma}.
\]

Therefore, by letting \( \delta = 2\sigma \alpha \), the set of distributions \( \{(N(vn, \sigma^2 I_{d \times d}), N(0, \sigma^2 I_{d \times d}))\}_{v \in V} \) are contained in \( \mathcal{P}_\alpha = \{(P, Q) \in \mathcal{B}^{\otimes 2}(X) : D_{TV}(P||Q) \leq \alpha \} \).

Let \( P_v \stackrel{\text{def}}{=} N(vn, \sigma^2 I_{d \times d}) \) and \( Q = N(0, \sigma^2 I_{d \times d}) \). Furthermore, define the mixture \( \bar{P} \stackrel{\text{def}}{=} \frac{1}{|V|} \sum_{v \in V} P_v \). We compute an upper bound the mutual information \( I(X; V) \) on the r.h.s.
of Eq. (A.9) as follows

\[
I(X; V) \leq \frac{1}{|V|} \sum_{v \in V} D_{KL}(P_v \otimes Q \| \bar{P} \otimes Q)
\]

\[
= \frac{1}{|V|} \sum_{v \in V} D_{KL}(P_v \| \bar{P})
\]

\[
\leq \frac{1}{|V|^2} \sum_{e \in V} D_{KL}(P_{v,v'} \| P_{v,v'})
\]

\[
= \frac{1}{|V|^2} \sum_{v,v' \in V} D_{KL}(N(v, \sigma^2 I_{d \times d}) \| N(v', \sigma^2 I_{d \times d}))
\]

\[
= \frac{\alpha}{N^2} \sum_{i,j=1}^{N} |i-j|^2
\]

\[
\leq \alpha N^2.
\]

(A.13)

where (a) follows from the tensorization property of the KL divergence, i.e.,

\[
D_{KL}(P_0 \otimes Q \| P_1 \otimes Q) = D_{KL}(P_0 \| P_1) + D_{KL}(Q \| Q)
\]

(A.14)

Furthermore, (b) follows from the convexity of the KL divergence \(D_{KL}(P \| \cdot)\).

To obtain a non-trivial lower bound via Fano’s inequality (A.9), we additionally require that

\[
1 - \frac{I(V; X) + \log(2)}{\log |V|} \geq 1 - \frac{\alpha N^2 + \log(2)}{\log N} \geq \varsigma > 0.
\]

(A.15)

The preceding inequality can be achieved if we choose \(2^{\frac{1}{1-\varsigma}} \leq N \leq \lfloor 0.628 \times (1/\sqrt{\alpha}) \rfloor\), for \(\alpha \leq 0.04\).

In addition, the squared MMD between two multivariate Gaussian distributions can be computed as follows (cf. Lemma 14 of [67])

\[
(D_{kx}^{MMD}(N(\mu_P, \sigma^2 I_{d \times d}), N(\mu_Q, \sigma^2 I_{d \times d})))^2 = \frac{2}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} e^{-\sigma^2 \| \xi \|^2} (1 - \cos(\langle \mu_P - \mu_Q, \xi \rangle)) \mu_\Xi(d\xi).
\]

In the case of the Gaussian RBF kernel \(k_x(x, y) = \exp(-\|x - y\|^2/2\sigma^2)\), the squared MMD admits a closed form expression as follows

\[
(D_{kx}^{MMD}(N(\mu_P, \sigma^2 I_{d \times d}), N(\mu_Q, \sigma^2 I_{d \times d})))^2 = 2 \left( \frac{\sigma^2}{\sigma^2 + \sigma^2} \right)^2 \left( 1 - \exp\left( -\frac{\|\mu_P - \mu_Q\|^2}{2\sigma^2 + \sigma^2} \right) \right),
\]

xxxvi
The preceding formula yields the following packing number for \( v_0, v_1 \in V : v_0 \neq v_1 \),
\[
\left| (D_{k_x}^{\text{MMD}}(P_{v_0}, Q) - D_{k_x}^{\text{MMD}}(P_{v_1}, Q))^2 \right| 
\geq 2 \left( \frac{\phi^2}{\phi^2 + \sigma^2} \right)^2 \exp \left( -\frac{\phi^2}{2\phi^2 + \sigma^2} \right) - \exp \left( -\frac{\phi^2}{2\phi^2 + \sigma^2} \right) \right)^{1/2}
\geq 2 \left( \frac{\phi^2}{\phi^2 + \sigma^2} \right)^2 \exp \left( -4N^2\sigma^2\alpha / 2\phi^2 + \sigma^2 \right) - \exp \left( -\frac{4(2N - 1)\sigma^2\alpha}{2\phi^2 + \sigma^2} \right) \right)^{1/2}
\geq 2 \left( \frac{\phi^2}{\phi^2 + \sigma^2} \right)^2 \exp \left( -2(N - 1)^2\sigma^2\alpha / 2\phi^2 + \sigma^2 \right) - 1 - \exp \left( -\frac{20\sigma^2\alpha}{2\phi^2 + \sigma^2} \right) \right)^{1/2}
\geq (2/e) \left( \frac{\phi^2}{\phi^2 + \sigma^2} \right)^2 \left( 1 - \exp \left( -\frac{20\sigma^2\alpha}{2\phi^2 + \sigma^2} \right) \right)^{1/2}.
\]

Since the choice of the variance \( \sigma^2 > 0 \) in the Gaussian distributions is arbitrary, we let \( \sigma^2 = \phi^2(n^2 - 1) \). Then, using Fano’s inequality in Proposition 5.1 in conjunction with the function \( \Phi(\delta) = \delta \) results in

\[
(\text{A.16}) \quad \sup_{(P,Q) \in \mathcal{P}} \left| D_{k_x}^{\text{MMD}}[P,Q] - D_{k_x}^{\text{MMD}}[\hat{P}^{n+}, \hat{Q}^{n-}] \right| \geq \frac{1}{8\sqrt{d} + 1} \frac{1}{\sqrt{n}}
\]

Due to the fact that the kernel is Hilbert-Schmidt (cf. (A.2)), the following inequality holds

\[
(\text{A.17}) \quad \left| (D_{k_x}^{\text{MMD}}[P,Q])^2 - (D_{k_x}^{\text{MMD}}[\hat{P}^{n+}, \hat{Q}^{n-}]) \right| \leq 2\sqrt{3M} \left| D_{k_x}^{\text{MMD}}[P,Q] - D_{k_x}^{\text{MMD}}[\hat{P}^{n+}, \hat{Q}^{n-}] \right|
\]

Combining Eqs. (A.16) and (A.17) yields

\[
(\text{A.18}) \quad \left| D_{k_x}^{\text{MMD}}[P,Q] - D_{k_x}^{\text{MMD}}[\hat{P}^{n+}, \hat{Q}^{n-}] \right| \geq \frac{1}{2\sqrt{3M}}
\]

**Remark** A.1. When \( |V| = 2 \), the minimax lower bound in Eq. (5.3) is trivial since \( I(V; X) + \log(2)/\log|V| \geq 1 \). In such case, the Le Cam’s two point method provide a non-trivial lower bound, see, e.g., [33]. However, the minimax we presented yields a tighter lower bound than that of Le Cam’s two point method.

**A.2. Proof of Proposition 5.1.** Recall the definition of the function class \( \mathcal{F}_m(R) \) from Eq. (4.9). We prove Part (i) by writing the empirical Rademacher complexity for the class of functions in \( \mathcal{F}_m(R) \) as follows

\[
\hat{\mathcal{R}}_n^R(\mathcal{F}_m(R)) = \frac{1}{n} \mathbb{E}_{\mathcal{P}_n} \left[ \sup_{f \in \mathcal{F}_m(R)} \sum_{i=1}^{n} \varepsilon_j f(X_i) \right] \left| X_1, \cdots, X_n \right|
= \frac{1}{n\sqrt{D}} \mathbb{E}_{\mathcal{P}_n} \left[ \sup_{\beta \in \mathcal{A}} \sum_{i=1}^{n} \varepsilon_j \beta_j \sqrt{w_m \phi_m(x_i; \xi_j)} \right] \left| X_1, \cdots, X_n \right|
= \frac{1}{n\sqrt{D}} \mathbb{E}_{\mathcal{P}_n} \left[ \sup_{\beta \in \mathcal{A}} \varepsilon_j^T \Phi \beta \right] \left| X_1, \cdots, X_n \right|
\]

where in the last equality, \( \Phi \overset{\text{def}}{=} \{ \phi^m(X_i; \xi_j) \}_{i,j} \in [n] \times [mD] \) is the feature matrix with \( \Phi \) and \( \mathcal{A} \overset{\text{def}}{=} \{ \beta \in \mathbb{R}^{mD} : ||\beta||_2 \leq R/\sqrt{mD} \} \).
From the Cauchy-Schwarz inequality, it is easy to see that the supremum in Eq. (A.19) is attained when $\beta$ and $\varepsilon^T \Phi$ are co-linear, i.e., $\beta = R \cdot \Phi \varepsilon/(\sqrt{mD\|\Phi \varepsilon\|_2})$. Therefore, from Eq. (A.19) we obtain that

$$\eqref{eq:A.20} \quad \hat{R}^2(I_E(R)) = \frac{R}{nD\sqrt{m}} E_{P \varepsilon}[\|\Phi \varepsilon\|_2 \mid X_1, \cdots, X_n].$$

We now compute the expectation (A.28) via the following concentration inequality for quadratic forms of independent random variables satisfying the moment assumption:

**Theorem A.2.** (Concentration Inequality for Quadratic Matrix Forms, [68, Thm. 3]) Let $Z = (Z_1, \cdots, Z_n) \in \mathbb{R}^n$ be a random vector satisfying the following moment conditions for some $K > 0$:

$$\eqref{eq:A.21} \quad \mathbb{E}|Z_i|^{2p} \leq \frac{1}{2}p!b_i^2K^{2(p-1)}, \quad p \geq 1.$$

Let $A \in \mathbb{R}^{n \times n}$ be a real matrix. Then, for every $t \geq 0$,

$$\eqref{eq:A.22} \quad \mathbb{P}\{|Z^T AZ - \mathbb{E}|Z^T AZ| > t\} \leq \exp \left( -\min \left( \frac{t^2}{192K^2\|AD_b\|_F^2}, \frac{t}{256K^2\|A\|_2^2} \right) \right),$$

where $D_b = \text{diag}(b_1, \cdots, b_n)$, $\|A\|_F = \sum_{i,j=1}^n |A_{ij}|^2$. \hfill \square

**Remark A.3.** Despite resemblance of Inequality (A.22) to the Hanson-Wright (HW) Inequality [69], it differs from the HW Inequality in that it does not have an implicit universal constant in the upper bound. Indeed, the concentration inequality in Eq. (A.22) is sharper than the HW Inequality, albeit with the strong conditions on the moments of the random variables in Eq. (A.21).

Now, let us apply the concentration inequality (A.22) in Theorem A.2 to compute the expectation in Eq. (A.20). First, we show that Rademacher random variable $\varepsilon \sim P \varepsilon = \text{Uni}\{-1, 1\}$ satisfies the moment conditions (A.21). In particular, for all $p \geq 1$, we have

$$\mathbb{E}|\varepsilon_i|^{2p} = (1/2)|-1|^{2p} + (1/2)|1|^{2p} = 1.$$ 

Therefore, the moment condition in Eq. (A.21) is satisfied with $b_i = 1$ for all $i = 1, 2, \cdots, n$, and $K = 1$.

Let $A = \Phi \Phi^T$ and $Z = \varepsilon^T$. Then, $Z^T AZ = \varepsilon \Phi \Phi^T \varepsilon^T = \|\Phi \varepsilon\|_2^2$, $\mathbb{E}|Z^T AZ| = \mathbb{E}|\varepsilon \Phi \Phi^T \varepsilon^T| = \|\Phi \varepsilon\|_2^2$. Furthermore, $D_b = I_n$.

The concentration inequality in Eq. (A.22) turns into

$$\eqref{eq:A.23} \quad \mathbb{P}\{\|\Phi \varepsilon\|_2^2 - \|\Phi\|_F^2 > t\mid X_1, \cdots, X_n\} \leq \exp \left( -\min \left( \frac{t^2}{192\|\Phi \Phi^T\|_F^2}, \frac{t}{256\|\Phi\|_2^2} \right) \right).$$

Also, note that since all Rademacher random variables $\varepsilon_i$ have unit variance, we have $K \geq 2^{-1/2}$. Thus we obtain for any $u \geq 0$ that

$$\mathbb{P}\{\|\Phi \varepsilon\|_2^2 - \|\Phi\|_F^2 > u\mid X_1, \cdots, X_n\} \leq \exp \left( -\min \left( \frac{u^2}{192\|\Phi \Phi^T\|_F^2}, \frac{u}{256\|\Phi\|_2^2} \right) \right).$$
Let \( \delta \geq 0 \) be arbitrary, and let us use this estimate for \( u = \delta \| \Phi \|_F^2 \). Since \( \| \Phi^T \Phi \|_F^2 \leq \| \Phi^T \|_2^2 \| \Phi \|_F^2 = \| \Phi \|_2^2 \| \Phi \|_F^2 \), it follows that
\[
\Pr \{ \| \Phi \|_2^2 - \| \Phi \|_F^2 \geq \delta \| \Phi \|_F^2, X_1, \cdots, X_n \} \leq \exp \left( -\min \left( \frac{\delta}{192}, \frac{\delta^2}{256} \right) \frac{\| \Phi \|_F^2}{\| \Phi \|_2^2} \right)
\]
(A.24)
\[
\leq \exp \left( -\frac{1}{192} \min (\delta, \delta^2) \frac{\| \Phi \|_F^2}{\| \Phi \|_2^2} \right).
\]

Now let \( \epsilon \geq 0 \) be arbitrary; we shall use this inequality for \( \epsilon = \max(\epsilon, \epsilon^2) \). Observe that the (likely) event \( |||\Phi \epsilon|||^2_2 - \| \Phi \|_F^2 \| \epsilon \|_2 \leq \delta \| \Phi \|_F^2 \| \epsilon \|_2 \) implies the event \( |||\Phi \epsilon|||^2_2 - \| \Phi \|_F^2 \| \epsilon \|_2 \leq \epsilon \| \Phi \|_F^2 \). This can be seen by dividing both sides of the inequalities by \( \| \Phi \|_F^2 \) and \( \| \Phi \|_F \) respectively, and using the numeric bound \( \max(|z - 1|, |z - 1|^2) \leq |z^2 - 1| \), which is valid for all \( z \geq 0 \). Using this observation along with the identity \( \min (\delta, \delta^2) = \epsilon^2 \), we deduce from Eq. (A.24) that
\[
\Pr \{ |||\Phi \epsilon|||^2_2 - \| \Phi \|_F^2 \| \epsilon \|_2 \geq \epsilon \| \Phi \|_F^2 | X_1, \cdots, X_n \} \leq \exp \left( -\frac{1}{192} \frac{\epsilon^2 \| \Phi \|_F^2}{\| \Phi \|_2^2} \right).
\]
(A.25)
\[
\Pr \{ |||\Phi \epsilon|||^2_2 - \| \Phi \|_F^2 \| \epsilon \|_2 \geq \epsilon | X_1, \cdots, X_n \} \leq \exp \left( -\frac{1}{192} \frac{\epsilon^2 \| \Phi \|_F^2}{\| \Phi \|_2^2} \right).
\]
(A.26)

Now, we return to computing the expectation in Eq. (A.20). For the positive random variable \( \| \epsilon \Phi \|_2 \), its expectation can be computed as follows
\[
\bar{R}_S^m(F_m(R)) = \frac{R}{nD\sqrt{m}} \mathbb{E}_{\Phi^*} \left[ \| \epsilon \Phi \|_2 \left| X_1, \cdots, X_n \right. \right]
\]
\[
= \frac{R}{nD\sqrt{m}} \int_{-\| \Phi \|_F}^{\infty} \Pr \{ \| \epsilon \Phi \|_2 - \| \Phi \|_F \| \epsilon \|_2 \geq t | X_1, \cdots, X_n \} \ dt
\]
\[
\leq \frac{R}{nD\sqrt{m}} \int_{-\| \Phi \|_F}^{\infty} \exp \left( -\frac{1}{192} \frac{t^2}{\| \Phi \|_2^2} \right) \ dt
\]
\[
= \frac{R}{nD\sqrt{m}} \sqrt{\frac{\pi}{192}} \| \Phi \|_2 \cdot \mathrm{erfc} \left( \sqrt{\frac{192}{\| \Phi \|_2^2}} \right),
\]
(A.27)
where (a) follows from the concentration inequality in Eq. (A.26). Recall that \( D \ll n \).

Using the basic inequality \( \| \Phi \|_F \leq \sqrt{\text{Rank}(\Phi)} \| \Phi \|_2 \) in conjunction with the fact that \( \text{Rank}(\Phi) = \min\{D, n\} = D \) yields the upper bound (5.6) on the Rademacher complexity.

We remark that the upper bound we derived here is sharper than that of Lemma 1 of [10] which is based on the Khintchine-Kahane type inequality. More specifically, the Khintchine inequality yields the following upper bound
\[
\bar{R}_S^m(F_m(R)) = \frac{R}{nD\sqrt{m}} \mathbb{E}_{\Phi^*} \left[ \sqrt{\epsilon \Phi \Phi^T \epsilon^T} \left| X_1, \cdots, X_n \right. \right]
\]
\[
\leq \frac{R}{nD\sqrt{m}} \left( \frac{23}{44} \text{Tr}(\Phi \Phi^T) \right)^{\frac{1}{2}}
\]
\[
= \frac{R}{nD\sqrt{m}} \sqrt{\frac{23}{44} \| \Phi \|_F}.
\]
(A.28)
Since $0 < \text{erfc}(x) \leq 1$ for $0 < x$, and $\|\Phi\|_2 \leq \|\Phi\|_F$ for any matrix $\Phi \in \mathbb{R}^{n \times D}$, the upper bound we established in Eq. (A.27) is sharper than that of Eq. (A.28) using techniques of Lemma 1 in [10].

We now prove Part (ii) of Proposition 5.1. Similar to the derivation in Eq. (A.19), we have that

$$
\hat{\Theta}^n_{\sigma}(F_m(R)) = \frac{1}{n} \mathbb{E}_{\rho_x} \left[ \sup_{f \in F_m(R)} \sum_{i=1}^{n} \sigma_i f(X_i) \right] \mathbf{X}_1, \ldots, \mathbf{X}_n = \frac{R}{nD\sqrt{m}} \mathbb{E}_{\rho_x} \left[ \|\sigma^T \Phi\|_2 \mathbf{X}_1, \ldots, \mathbf{X}_n \right].
$$

Now, recall that $\sigma_i \sim N(0, 1)$, and $\Phi \overset{\text{def}}{=} \cos((\mathbf{X}_i, 1), \xi_i))$ for $i \in [n], j \in [D]$, where $\xi_i = (v_j, w_j) \sim N(0, 1) \times [0, 2\pi]$, where $\xi_i$ and $\mathbf{X}_i$ are independent. A direct calculation of the expectation yields that

$$
\hat{\Theta}^n_{\sigma}(F_m(R)) = \frac{1}{nD\sqrt{m}} \mathbb{E}_{\rho_x} \left[ \|\sigma^T \Phi\|_2 \mathbf{X}_1, \ldots, \mathbf{X}_n \right].
$$

To compute the expectation, we use the following standard tail bound for the sum of $\chi^2$ random variables due to Laurent and Massart [70]:

**Theorem A.4. (Tail Bound for $\chi^2$ R.V.‘s [70])** Let $\mathbf{Z}_1, \cdots, \mathbf{Z}_n$ be independent $\chi^2$ random variables, each with one degree of freedom. For any vector $\mathbf{a} \overset{\text{def}}{=} (a_1, \cdots, a_n) \in \mathbb{R}^n_+$ with non-negative entries, and any $t > 0$,

$$
\mathbb{P} \left( \sum_{i=1}^{n} a_i \mathbf{Z}_i \geq \|\mathbf{a}\|_1 + 2\|\mathbf{a}\|_2 \sqrt{t} + 2\|\mathbf{a}\|_\infty t \right) \leq e^{-t}.
$$

Now, consider the eigenvalue decomposition $\Phi \Phi^T = \mathbf{V} \Lambda \mathbf{V}$, where $\mathbf{V}$ is a matrix of orthonormal eigenvectors, and $\Lambda \overset{\text{def}}{=} \text{diag}(\lambda_1, \cdots, \lambda_n)$ is the diagonal matrix of corresponding eigenvalues $\lambda \overset{\text{def}}{=} (\lambda_1, \cdots, \lambda_n)$. Due to the rotational invariance of the Gaussian distribution, $\mathbf{z} \overset{\text{def}}{=} \sigma \mathbf{V}$ is an isotropic multi-variate Gaussian random vector with mean zero. Thus, $\|\sigma^T \Phi\|_2 = \mathbf{z}^T \Lambda \mathbf{z} = \lambda_1 z_1^2 + \cdots + \lambda_n z_n^2$, and the $z_i^2$’s are independent $\chi^2$ random variables, each with one degree of freedom. Therefore, using the concentration inequality in Eq. (A.30) with $\|\lambda\|_2 = (\text{Tr}((\Phi \Phi^T)^2))^{1/2}$, $\|\lambda\|_1 = \text{Tr}(\Phi \Phi^T) = \|\Phi\|_F^2$, and $\|\lambda\|_\infty = \|\Phi\|_2^2$ yields for all $t > 0$,

$$
\mathbb{P} \left( \|\sigma^T \Phi\|_2^2 - \|\Phi\|_F^2 \geq 2\sqrt{\text{Tr}((\Phi \Phi^T)^2)t} + 2\|\Phi\|_2^2 t \right) \mathbf{X}_1, \ldots, \mathbf{X}_n \leq e^{-t}.
$$

Alternatively, by letting

$$
t = \left( \sqrt{\frac{\|\Phi\|_F^2}{\|\Phi\|_2^2} + \frac{\text{Tr}((\Phi \Phi^T)^2)}{4\|\Phi\|_2^4}} - \sqrt{\text{Tr}((\Phi \Phi^T)^2)} \right)^2,
$$

the concentration bound in Eq. (A.31) can be rewritten as follows

$$
\mathbb{P} \left( \|\sigma^T \Phi\|_2^2 - \|\Phi\|_F^2 \geq \varepsilon \|\Phi\|_F^2 \right) \leq \varepsilon \left( \frac{\|\Phi\|_F^2}{2\|\Phi\|_2^2} + \frac{\text{Tr}((\Phi \Phi^T)^2)}{4\|\Phi\|_2^4} \right)^2.
$$
Due to the inequality \( \max\{|z - 1|, |z - 1|^2\} \leq |z^2 - 1|, z > 0 \), the preceding inequality in turn implies that

\[
\mathbb{P}\left\{ \|\sigma^T \Phi\|_2 - \|\Phi\|_F \geq \varepsilon \|\Phi\|_F \right\} \leq e^{-\left( \sqrt{\frac{(\|\Phi\|_F^2 + \|\Phi\|_F^4)}{2\|\Phi\|_F^2}} - \frac{\|\Phi\|_F^2}{2\|\Phi\|_F^2} \right)^2}.
\]

Letting \( \varrho = \varepsilon \|\Phi\|_F \) yields

\[
\mathbb{P}\left\{ \|\sigma^T \Phi\|_2 - \|\Phi\|_F \geq \varrho \right\} \leq e^{-\left( \sqrt{\frac{(\|\Phi\|_F^2 + \|\Phi\|_F^4)}{2\|\Phi\|_F^2}} - \frac{\|\Phi\|_F^2}{2\|\Phi\|_F^2} \right)^2}.
\]

Using Inequality (A.33) and similar to our derivation in Eq. (A.27), we have that

\[
\widehat{\Theta}_S^*(\mathcal{F}_m(R)) = \frac{R}{nD\sqrt{m}} \int_0^\infty \mathbb{P}\{|\|\sigma^T \Phi\|_2 > t|X_1, \ldots, X_n\|\} dt
\]
\[
\leq \frac{R}{nD\sqrt{m}} \int_0^\infty e^{-\left( \sqrt{\frac{(\|\Phi\|_F^2 + \|\Phi\|_F^4)}{2\|\Phi\|_F^2}} - \frac{\|\Phi\|_F^2}{2\|\Phi\|_F^2} \right)^2} dt
\]
\[
= \frac{R}{nD\sqrt{m}} \sqrt{\pi} \frac{\text{Tr}(\Phi^T \Phi^T)^2}{\|\Phi\|_F^2} \left( 1 + \text{erf} \left( \frac{\sqrt{\text{Tr}(\Phi^T \Phi^T)^2}}{2\|\Phi\|_F^2} - \sqrt{\frac{\|\Phi\|_F^2}{2}} \right) \right)
\]
\[
+ \frac{R}{nD\sqrt{m}} \frac{\|\Phi\|_F}{2\|\Phi\|_F^2} e^{-\left( \sqrt{\frac{(\|\Phi\|_F^2 + \|\Phi\|_F^4)}{2\|\Phi\|_F^2}} - \frac{\|\Phi\|_F^2}{2\|\Phi\|_F^2} \right)^2}.
\]

Since \( \text{erf}(x) \leq 1 \) for all \( x \in \mathbb{R} \), and \( e^{-\left( \sqrt{\frac{a+b^2}{2}} \right)} \leq e^{-\frac{a^2}{2b^2}} \) for all \( a, b > 0 \), we can simplify the preceding bound as follows

\[
\widehat{\Theta}_S^*(\mathcal{F}_m(R)) \leq \frac{R}{nD\sqrt{m}} \left( 2\sqrt{\pi} \frac{\sqrt{\text{Tr}(\Phi^T \Phi^T)^2}}{\|\Phi\|_F^2} + \frac{\|\Phi\|_F}{2\|\Phi\|_F^2} e^{-\frac{\|\Phi\|_F^2}{2\|\Phi\|_F^2}} \right).
\]

### A.3. Proof of Lemma 5.3.

We first compute an upper bound on the Frobenius norm of the feature matrix \( \Phi \). We have that

\[
\|\Phi\|_F^2 = D \cdot \text{Tr}(\Phi \Phi^T)
\]
\[
= \left| \sum_{i=1}^n \left[ \sum_{j=1}^D \sum_{k=1}^m w_{ik} \phi'(x_i; \xi_j) \phi'(x_j; \xi_k) \right] \right|
\]
\[
\leq D \sum_{i=1}^n \left| \sum_{j=1}^D \sum_{k=1}^m w_{ik} \phi'(x_i; \xi_j) \phi'(x_j; \xi_k) \right| - \sum_{j=1}^D \sum_{k=1}^m w_{ik} k^r(x_i, x_j)
\]
\[
\leq D \cdot n \sup_{x_i, y_i \in X} \sum_{j=1}^m w_{ij} \left| \sum_{j=1}^D \phi'(x_i; \xi_j) \phi'(y; \xi_j) - k^r(x, y) \right|.
\]
\[
\leq D \cdot n \left( \sup_{x_i, y_i \in X} \left| \sum_{j=1}^D \phi'(x_i; \xi_j) \phi'(y; \xi_j) - k^r(x, y) \right| \right)^{1/2} \cdot \|w\|_2
\]
\[
\leq D \cdot n \sup_{x_i, y_i \in X} \sum_{j=1}^m \left| \sum_{j=1}^D \phi'(x_i; \xi_j) \phi'(y; \xi_j) - k^r(x, y) \right| \|w\|_2.
\]
where (a) and (b) follows by the triangle inequality, (c) follows by the Cauchy-Schwarz inequality, and (d) is due to the fact that $\ell_1$-norm is larger than $\ell_2$-norm. From the pointwise estimate in Eq. (2.17) and the union bound, we have that

$$\Pr \left[ \|\Phi\|_F^2 - D \cdot \text{Tr}(K_n^w) \geq \delta \right] \leq 2^8 m \left( \frac{\sigma_p Dn \|w\|_2 \text{diam}(X)}{\delta} \right)^2 \exp \left( -\frac{\delta^2}{4Dn^2 \|w\|_2(d+2)} \right).$$

Next, we compute a concentration result for the spectral norm $\|\Phi\|_2$ of the feature matrix. To achieve this goal, we define the estimation error matrix $\Delta_n \overset{\text{def}}{=} K_n^w - (1/D)\Phi\Phi^T$. We now use the standard $\varepsilon$-net argument in [38] and the following lemma:

**Lemma A.5.** (Spectral Norm on a Net, [38, Lemma 5.4.]) Let $A$ be a symmetric $n \times n$ matrix, and let $N_\varepsilon$ be an $\varepsilon$-net of $S^{n-1}$ for some $\varepsilon \in [0,1)$. Then

$$\|A\|_2 = \sup_{y \in S^{n-1}} |\langle Ay, y \rangle| \leq (1 - 2\varepsilon)^{-1} \sup_{y \in N_\varepsilon} |\langle Ay, y \rangle|.$$ (A.36)

Let $N_\varepsilon$ be $\varepsilon$-covering of the sphere $S^{n-1}$. It is shown in [38] that $\log N_\varepsilon \leq n \log(1 + \frac{2}{\varepsilon})$. From Inequality (A.36), we obtain that

$$\|A\|_2 \leq (1 - 2\varepsilon)^{-1} \sup_{y \in N_\varepsilon} |\langle Ay, y \rangle|. $$ (A.37)

For each point in the cover $y \in N_\varepsilon$, the inner product in Eq. (A.37) has the following upper bound
\[ |\langle \Delta_n, y, y \rangle| = \left| \left( K_n - \frac{1}{D} \Phi \Phi^T \right) y, y \right| \]
\[ = \sum_{i,j=1}^n \left( \left[ K_n \right]_{ij} - \frac{1}{D} \left( \Phi \Phi^T \right)_{ij} \right) y_i y_j \]
\[ = \sum_{i,j=1}^n \left( \sum_{\ell=1}^m w_{\ell} k_\ell^f(x_i, x_j) - \frac{1}{D} \sum_{k=1}^D \sum_{\ell=1}^m w_{\ell} \phi^f(x_i; \xi_k) \phi^f(x_j; \xi_k) \right) y_i y_j \]
\[ \leq \sum_{i,j=1}^n \sum_{\ell=1}^m w_{\ell} \left| k_\ell^f(x_i, x_j) - \frac{1}{D} \sum_{k=1}^D \phi^f(x_i; \xi_k) \phi^f(x_j; \xi_k) \right| |y_i y_j| \]
\[ \leq \sum_{\ell=1}^m \left( \sum_{i,j=1}^n \left| k_\ell^f(x_i, x_j) - \frac{1}{D} \sum_{k=1}^D \phi^f(x_i; \xi_k) \phi^f(x_j; \xi_k) \right|^2 \right)^{1/2} \left( \sum_{i,j=1}^n |y_i y_j|^2 \right)^{1/2} \]
\[ = \sum_{\ell=1}^m \left( \sum_{i,j=1}^n \left| k_\ell^f(x_i, x_j) - \frac{1}{D} \sum_{k=1}^D \phi^f(x_i; \xi_k) \phi^f(x_j; \xi_k) \right|^2 \right)^{1/2} \left\| y \right\|_2 \]
\[ \leq \sum_{i,j=1}^n \sum_{\ell=1}^m w_{\ell} \left| k_\ell^f(x_i, x_j) - \frac{1}{D} \sum_{k=1}^D \phi^f(x_i; \xi_k) \phi^f(x_j; \xi_k) \right| \]
\[ \leq \left( \sum_{i,j=1}^n \sum_{\ell=1}^m \left| k_\ell^f(x_i, x_j) - \frac{1}{D} \sum_{k=1}^D \phi^f(x_i; \xi_k) \phi^f(x_j; \xi_k) \right|^2 \right)^{1/2} \left\| w \right\|_2 \]
\[ \leq \left\| w \right\|_2 \sum_{i,j=1}^n \left| k_\ell^f(x_i, x_j) - \frac{1}{D} \sum_{k=1}^D \phi^f(x_i; \xi_k) \phi^f(x_j; \xi_k) \right| \]
\[ \leq n^2 \left\| w \right\|_2 \cdot \sup_{x,y \in X} \left| k_\ell^f(x_i, x_j) - \frac{1}{D} \sum_{k=1}^D \phi^f(x_i; \xi_k) \phi^f(x_j; \xi_k) \right| , \]  

where (a) is due to the Cauchy-Schwarz inequality, (b) is due to the fact that \( y \in S^{n-1} \) and thus \( \| y \|_2 = 1 \), (c) is due to the fact that \( \ell_2 \)-norm of a matrix is smaller than its \( \ell_1 \)-norm, and (d) is due the Cauchy-Schwarz inequality.

Taking the union bound over \( N_\varepsilon \) with \( \varepsilon = 1/4 \) as well as over \( \ell = 1, 2, \ldots, m \), and using the inequality Eq. (A.37) as well as the point-wise estimate in Eq. (2.17) results in
\[
\mathbb{P}\{\|\Delta_n\|_2 \geq \delta/D\} \leq \mathbb{P}\left\{ \sup_{y \in N_{1/4}} |\langle \Delta_n, y \rangle| \geq \delta/2D \right\}
\]
\[
\leq e^{3n \log 3} \sup_{y \in N_{1/4}} \mathbb{P}\{ |\langle \Delta_n, y \rangle| \geq \delta/2D \}
\]
\[
\leq e^{3n \log 3} m \mathbb{P}\left\{ \sup_{x,y \in \mathbb{R}} \left| k(x,y) - \frac{1}{D} \sum_{k=1}^{D} \phi(x; \xi_k) \phi(y; \xi_k) \right| \geq \delta/2D \|w\|_2^2 \right\}
\]
\[
\leq e^{3n \log 3} 2^m \left( \frac{2Dn^2 \|w\|_2 \sigma_{\text{diam}(X)}}{\delta} \right)^2 \exp\left( -\frac{\delta^2}{16n^2 \|w\|_2^2 D(d+2)} \right).
\] (A.39)

We now use the following theorem:

**Theorem A.6.** (Weyl’s Inequality, e.g., [71, Corollary III.2.6]) Let \(A\) and \(B\) be \(n \times n\) Hermitian matrices with eigenvalues ordered as \(\lambda_1(A) \geq \lambda_2(A) \geq \cdots \geq \lambda_n(A)\) and \(\lambda_1(B) \geq \lambda_2(B) \geq \cdots \geq \lambda_n(B)\). Then,

\[
\sup_{1 \leq j \leq n} |\lambda_j(A) - \lambda_j(B)| \leq \|A - B\|_2.
\] (A.40)

Moreover, for given matrix \(A\), this value is attained by some such \(B\). \qed

The Weyl’s inequality (A.40) implies that

\[
|\lambda_i(K^w_n) - (1/D)\lambda_i(\Phi\Phi^T)| \leq \|\Delta_n\|_2,
\] (A.41)

for all \(i = 1, 2, \ldots, n\). Thus in particular,

\[
\|\|K^w_n\|_2 - (1/D)\|\Phi\|_2^2\| \leq \|\Delta_n\|_2,
\] (A.42)

and hence

\[
\mathbb{P}\left\{ \|K^w_n\|_2 - (1/D)\|\Phi\|_2^2 \| \geq \delta/D \right\} \leq \mathbb{P}\{\|\Delta_n\|_2 \geq \delta/D\}
\] (A.43)

where we used the fact that \(\|\Phi\Phi^T\|_2 = \|\Phi\|_2^2\). Combining this inequality with the concentration bound in Eq. (A.39) completes the proof.

### 4. Proof of Lemma 5.4

Recall the notions of the sub-Gaussian and sub-exponential norms from Definition 2.1. In the sequel we collect several useful lemmas regarding the properties of the sub-Gaussian and sub-exponential r.v.’s:

**Lemma A.7.** (Norm of Difference of Sub-Gaussian r.v.’s) Suppose \(X \in \mathbb{R}^d\) and \(Y \in \mathbb{R}^d\) are two sub-Gaussian random variables such that \(\|X\|_{\psi_2} = K_1\) and \(\|Y\|_{\psi_2} = K_2\). Then, \(Z = \|X - Y\|_2\) is also sub-Gaussian random variables, and

\[
\|Z\|_{\psi_2} \leq \|X\|_{\psi_2} + \|Y\|_{\psi_2} \leq K_1 + K_2.
\] (A.44)

Furthermore, the random variable \(W = \|\langle X, Y \rangle\|\) is sub-exponential, and

\[
\|W\|_{\psi_1} \leq \|X\|_{\psi_2} \cdot \|Y\|_{\psi_2} = K_1 K_2.
\] (A.45)

**Proof.** See Section B.2. \qed
Lemma A.8. (Sum of Sub-Gaussian and Sub-Exponential r.v.'s) There exists a universal constant $C_s$, such that the sum of two dependent sub-Gaussian random variables with parameters $K_1$ and $K_2$ is $C_s(K_1 + K_2)$-sub-Gaussian, and the sum of two dependent sub-exponential random variables with parameters $K_1$ and $K_2$ is $C_s(K_1 + K_2)$-sub-exponential.

The proof of lemma A.8 follows directly from the equivalent form of definition of sub-Gaussian and sub-exponential random variables using Orlicz norms.

Lemma A.9. (Bernstein Inequality for Sub-Exponential Random Variables) Let $X_1, \cdots, X_n$ be independent sub-exponential random variables with $\|X_i\|_{\psi_1} \leq b$, and define $S_n = \sum_{i=1}^n X_i - \mathbb{E}[X_i]$. Then there exists a universal constant $c > 0$ such that, for all $t > 0$,

\begin{equation}
\mathbb{P}(S_n \geq \delta) \leq \exp\left\{-c \cdot \min\left(\frac{\delta^2}{nb^2}, \frac{\delta}{b}\right)\right\}.
\end{equation}

In the following lemma, we prove that under suitable conditions, random features are sub-exponential r.v.'s:

Lemma A.10. (Sub-Exponential Random Features) Consider the shift invariant kernel $k_{\mathbf{x}}(\mathbf{x}, \mathbf{y}) = k_{\mathbf{x}}(\mathbf{x} - \mathbf{y})$ with the associated feature maps $\varphi(\mathbf{x}; \xi) = \sqrt{2} \cos(\langle \mathbf{x}, \xi \rangle + b)$, where $\xi \sim \mu_{\xi}$ and $b \sim \text{Uniform}(\pi, \pi)$. Then, the following two claims hold:

- If $\mathbf{X} \sim \mathcal{N}(0, I_{d \times d})$, $\varphi(\mathbf{X}; \xi)$ is a sub-exponential random variable with the Orlicz norm of

\begin{equation}
\|\varphi(\mathbf{X}; \xi)\|_{\psi_1} \leq 16/\|\xi\|_2.
\end{equation}

- If $\mathbf{X} = (X_1, \cdots, X_d)$ has bounded independent components $|X_i| \leq K$, $i = 1, 2, \cdots, d$, then $\varphi(\mathbf{X}; \xi)$ is a sub-exponential random variable with the Orlicz norm of

\begin{equation}
\|\varphi(\mathbf{X}; \xi)\|_{\psi_1} \leq 32/K\|\xi\|_2.
\end{equation}

Proof. See Section B.2.

We also need the decoupling technique from the probability theory. To state this result, consider independent $\{0, 1\}$ valued random variables $\delta_1, \cdots, \delta_n$ with $\mathbb{E}[\delta_i] = m/n$, often known as independent selectors. Then, we define the subset $T = \{i \in [n] : \delta_i = 1\}$. Its average size is $\mathbb{E}[|T|] = m$. Now, we are in position to state the following lemma:

Lemma A.11. (Decoupling, [38, Lemma 5.60]) Consider a double array of real numbers $\{a_{ij}\}_{i,j=1}^n$ such that $a_{ii} = 0$ for all $i = 1, 2, \cdots, n$. Then,

\begin{equation}
\sum_{i,j \in [n]} a_{ij} = 4 \mathbb{E} \sum_{i \in [T], j \in [T^c]} a_{ij}
\end{equation}

where $T$ is a random subset of $[n]$ with average size $\mathbb{E}[|T|] = n/2$. In particular,

\begin{equation}
4 \min_{T \subseteq [n]} \sum_{i,j \in [n]} a_{ij} \leq \sum_{i,j \in [n]} a_{ij} \leq 4 \max_{T \subseteq [n]} \sum_{i,j \in [n]} a_{ij},
\end{equation}

where the maximum and the minimum are over all subsets $T$ of $[n]$.
Let \(N_{1/4}\) be a \((1/4)\)-net of the unit sphere \(S^{n-1}\) such that \(|N_{1/4}| \leq 9^n\). By Lemma A.5, we then have

\[
\|K_n\|_2 = \sup_{z \in S^{n-1}} \langle z, K_n z \rangle \leq 2 \max_{z \in N_{1/4}} \langle z, K_n z \rangle
\]

(A.51)

\[
= 2 \max_{z \in N_{1/4}} \sum_{i=1}^n z_i^2 k_X(X_i, X_i) + \sum_{i,j \in [n]} z_i z_j k_X(X_i, X_j).
\]

We note that for the shift invariant kernels, the identity \(k_X(X_i, X_i) = k_X(X_i - X_i) = k_X(0)\) for all \(i \in [n]\). Leveraging the decoupling technique in Lemma A.11 then yields

\[
\|K_n\|_2 \leq 2k_X(0) + 4 \max_{z \in N_{1/4}} \mathbb{E}_T \sum_{i \in T, j \in T^c} z_i z_j k_X(X_i, X_j)
\]

(A.52)

\[
\leq 2k_X(0) + 4 \max_{z \in N_{1/4}} \mathbb{E}_T \sum_{i \in T, j \in T^c} y_i y_j \mathbb{E}_{\mu_{\Xi}} [\varphi(X_i; \xi) \varphi(X_j; \xi)]
\]

(A.53)

\[
\leq 2k_X(0) + 4 \mathbb{E}_{\mu_{\Xi}, T} \left[ \max_{z \in N_{1/4}} \sum_{i \in T, j \in T^c} z_i z_j \varphi(X_i; \xi) \varphi(X_j; \xi) \right].
\]

(A.54)

Conditioned on the random variables \(T, (X_j)_{j \in T^c}\) as well \(\xi \sim \mu_{\Xi}\), the right hand side of Eq. (B.11) is the sum of \(T\) independent random variables. Let \(g \overset{\text{def}}{=} \sum_{j \in T^c} z_j \varphi(X_j; \xi)\). Note that \(g\) has the following upper bound

\[
|g| \leq \left| \sum_{j \in T^c} z_j \varphi(X_j; \xi) \right|
\]

\[
\overset{(a)}{\leq} \sum_{j \in T^c} |z_j| \cdot |\varphi(X_j; \xi)|
\]

\[
\leq \sqrt{2} \sum_{j \in T^c} |z_j|
\]

\[
\leq \sqrt{2|T^c|} \left( \sum_{j \in T^c} |z_j|^2 \right)^{1/2}
\]

\[
\leq \sqrt{2|T^c|} \cdot \|z\|_2
\]

\[
\overset{(b)}{\leq} \sqrt{2|T^c|},
\]

(A.55)

where (a) follows from the triangle inequality, and (b) follows from the fact that \(z \in N_{1/4}\) and thus \(z \in S^{n-1}\). Using the inequality (A.55), we proceed from Eq. (A.54) as follows

\[
\mathbb{P} \left( \max_{z \in N_{1/4}} g \cdot \sum_{i \in T} z_i \varphi(X_i; \xi) \geq \delta \left| (X_j)_{j \in T^c}, \xi, T \right. \right)
\]

(A.56)

\[
\leq e^{2n \log 3} \max_{z \in N_{1/4}} \mathbb{P} \left( |g| \cdot \sum_{i \in T} z_i \varphi(X_i; \xi) \geq \delta \left| (X_j)_{j \in T^c}, \xi, T \right. \right)
\]

(A.57)

\[
\leq e^{2n \log 3} \max_{z \in N_{1/4}} \mathbb{P} \left( \sum_{i \in T} z_i \varphi(X_i; \xi) \geq \delta/\sqrt{2|T^c|} \left| (X_j)_{j \in T^c}, \xi, T \right. \right).
\]
Due to Lemma A.10, the expression on the right hand side is the sum of sub-exponential random variables. We thus apply the Bernstein inequality (A.46) to attain

\[ \mathbb{P}\left( \sum_{i \in T} z_i \varphi(X_i; \xi) \geq \delta/\sqrt{2|T^c|} \left( X_j \right)_{j \in T^c}, \xi, T \right) \leq e^{-c \min \left\{ \frac{\delta^2}{\ln(\rho^2) \left( 3 |\xi|_{T^c} \right)^2}, \frac{\delta |\xi|_{T^c}}{4 \sqrt{3 |T^c| \ln(\rho)}} \right\}}. \]

Let \( \delta = n \). Conditioned on \( T \), \( (X_j)_{j \in T^c} \) as well \( \xi \sim \mu_z \), with the probability of at least \( 1 - \rho \), we have

\[ \max_{z \in N_{1/4}} g \cdot \sum_{i \in T} z_i \varphi(X_i; \xi) \leq e^{2n \log 3} \cdot \max \left\{ \sqrt{\frac{2^{10} |T| \cdot |T^c|}{c |\xi|_{T^c}^2}}, \sqrt{\frac{2^{10} |T| \cdot |T^c|}{c |\xi|_{T^c}^2}} \right\} \cdot \mathbb{E}_{\mu_z \cdot T} \left[ \max_{z \in N_{1/4}} \sum_{i \in T, j \in T^c} z_i z_j \varphi(X_i; \xi) \varphi(X_j; \xi) \right] \]

Plugging the inequality (A.60) into Eq. (B.11) yields the following upper bound on the spectral norm of the random matrix \( K_n \):

\[ \| K_n \|_2 \leq 2k_x(0) + \frac{e^{2n \log 3}}{c \sqrt{2}} \max \left\{ 3n \times 2^{10} \mathbb{E}_{\mu_z} \left[ \sqrt{\frac{1}{|\xi|_{T^c}^2}}, \sqrt{\frac{2^{10} |T| \cdot |T^c|}{c |\xi|_{T^c}^2}} \right] \cdot \mathbb{E}_{\mu_z} \left[ \sqrt{\frac{1}{|\xi|_{T^c}^2}}, \sqrt{\frac{2^{10} |T| \cdot |T^c|}{c |\xi|_{T^c}^2}} \right] \right\} \]

with the probability of (at least) \( 1 - \rho \).

Now, consider the mixture kernel model \( k_{\lambda}^{w}(x, y) = \sum_{\ell=1}^{n} w_\ell k_\lambda^{\ell}(x, y) \). Let \( \mu_\lambda^{\ell} \) denotes the generative distribution of the random features associated with the kernel \( k_\lambda^{\ell}(x, y) = k_\lambda(x - y) \), given by the Fourier transform of \( k_\lambda(x) \). We note that the spectral norm is convex as it satisfies the triangle inequality. Therefore, by Jensen’s inequality, we have

\[ \| K_n \|^2 = \left\| \sum_{\ell=1}^{m} w_\ell K_n^{\ell} \right\|_2 \leq \sum_{\ell=1}^{m} w_\ell \| K_n^{\ell} \|_{2}. \]

Applying the upper bound in Inequality (A.61) to each kernel on the right hand side of Eq. (A.62) completes the proof of Inequality (5.14).

The proof of Inequality (5.15) is based on the same argument leading to (A.61), except that the Orlicz norm in Eq. (A.48) is used in place of Eq. (A.47).

Appendix B.

B.1. Proof of Proposition A.1. The weak convergence of the empirical measure \( \hat{P}_n \) to its population measure \( P \) is a straightforward consequence of Glivenko-Cantelli theorem and is omitted, see, e.g. [72].
Before we embark with the proof of the rest of the theorem, we recall the result of Sanov’s theorem stating that

\[(B.1)\]

\[
\lim_{n \to \infty} \sup_{\varepsilon} \frac{1}{n} \log \mathbb{P}_n \left[ d(P, \hat{P}^n) \geq \varepsilon \right] \leq -\alpha(\varepsilon),
\]

where \(\alpha(\varepsilon) \equiv \inf_{P, d(P, Q) \leq \varepsilon} D_{\text{KL}}(P | Q)\), and \(d(\cdot, \cdot)\) is any distance function that is continuous with respect to the weak* topology, see, e.g., \([73]\). However, Sanov’s theorem is an asymptotic result and does not provide explicit estimate given \(n\).

To prove the inequality Eq. \(A.5\), consider a convex lower semicontinuous function \(f\) with \(f(1) = 0\). The Fenchel conjugate \(f^*\) of \(f\) is defined as follows

\[(B.2)\]

\[
f^*(y) = \sup_{x \in \mathbb{R}} [xy - f(y)].
\]

Using the notion of convex conjugate, a variational representation of \(f\)-divergence in terms of the convex conjugate of \(f\) is given by (see \([74]\))

\[(B.3)\]

\[
D_f(P|Q) = \mathbb{E}_Q \left[ f \left( \frac{P}{Q} \right) \right] = \sup_{g \in \mathcal{G}} \mathbb{E}_P[g(X)] - \mathbb{E}_Q[f^*(g(X))],
\]

where \(\mathcal{G}\) is an arbitrary function class of functions mapping \(\mathcal{X}\) to \(\mathbb{R}\) that satisfies two conditions: (i) for all \(g \in \mathcal{G}\) the right hand side of Eq. \(B.3\) is finite, and (ii) there exists a function \(g \in \mathcal{G}\) such that \(g(x) \in \partial f(dP(x))/dQ(x) \neq \emptyset\) for all \(x \in \mathcal{X}\), cf. \([74]\). Here, \(\partial f\) is the sub-differential set of function \(f\) defined as follows

\[(B.4)\]

\[
\partial f \equiv \{ g \in \mathbb{R} : f(y) \geq f(x) + g(y - x), \forall x, y \in \mathbb{R} \}.
\]

Let \(\hat{P}^n_0\) denotes the empirical measure associated with the \(i.i.d.\) samples \(X_1, \ldots, X_n \sim_{i.i.d.} P\):

\[(B.5)\]

\[
\hat{P}^n_0 = \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i}(x).
\]

Using the variational form of the \(f\)-divergence in Eq. \(B.3\), we obtain that

\[(B.6)\]

\[
D_f(P|\hat{P}^n_0) = \sup_{g \in \mathcal{G}} \mathbb{E}_P[g(X)] - \mathbb{E}_{\hat{P}^n_0}[f^*(g(X))]
\]

\[(B.7)\]

\[
= \sup_{g \in \mathcal{G}} \mathbb{E}_P[g(X)] - \frac{1}{n} \sum_{i=1}^{n} f^*(g(X_i)),
\]

where the supremum is taken with respect to all functions \(g\) such that the expectations are finite.

We now use the martingale method of McDiarmid \([75]\):

**Proposition B.1.** **(Martingale Inequality \([75]\))** Consider independent random variables \(X_1, \ldots, X_n \in \mathcal{X}\) and a mapping \(\phi : \mathcal{X}^n \to \mathbb{R}\). If, for all \(i \in \{1, 2, \ldots, n\}\) and for all \(x_1, \ldots, x_n, x'_i \in \mathcal{X}\), the function \(\phi\) satisfies

\[(B.8)\]

\[
|\phi(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n) - \phi(x_1, \ldots, x_{i-1}, x'_i, x_{i+1}, \ldots, x_n)| \leq c_i,
\]

xlviii
Then, the following concentration inequality holds,

\[(B.9)\quad \mathbb{P}(\phi(x_1, \cdots, x_n) - \mathbb{E}[\phi] \geq t) \geq \exp\left(-\frac{2t^2}{\sum_{i=1}^{n} c_i^2}\right).\]

We now define the function

\[(B.10)\quad \phi(x_1, \cdots, x_n) = \mathbb{E}_P[g(X)] - \sup_{g \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n} f^*(g(x_i)).\]

Then, we have that

\[(B.11)\quad |\phi(x_1, \cdots, x_{i-1}, x_i, x_{i+1}, \cdots, x_n) - \phi(x_1, \cdots, x_{i-1}, x'_i, x_{i+1}, \cdots, x_n)| \leq \frac{1}{n} \left(\sup_{g \in \mathcal{G}} f^*(g(x_i)) - f^*(g(x'_i))\right) \leq \beta/n,
\]

where the last inequality is due to assumption stated in Lemma A.1.

From the concentration inequality in Eq. (B.9), we obtain that

\[(B.14)\quad \mathbb{P}\left(D_f(P||\hat{P}_0^n) - \mathbb{E}_P[D_f(P||\hat{P}_0^n)] \geq t\right) \leq \exp\left(-\frac{2nt^2}{\beta^2}\right),\]

where the expectation in \(\mathbb{E}_P[D_f(P||\hat{P}_0^n)]\) is taken with respect to the distribution of random samples \(X_1^n \overset{\text{def}}{=} (X_1, \cdots, X_n)\). Therefore, with the probability of at least 1 - \(\rho\), we have

\[(B.15)\quad D_f(P||\hat{P}_0^n) \leq \mathbb{E}_P\left[D_f(P||\hat{P}_0^n)\right] + \left(\frac{\beta^2}{2n} \log \frac{1}{\rho}\right)^{\frac{1}{2}}.\]

Now, take the supremum on the both sides of the inequality and substitute the definition of the empirical measure \(\hat{P}_0^n\), as follows

\[(B.16)\quad \sup_{P : D_f(P||Q) \leq \alpha} D_f(P||\hat{P}_0^n) \leq \sup_{P : D_f(P||Q) \leq \alpha} \mathbb{E}_{X_1^n \sim P^{\otimes n}}\left[D_f\left(P\left|\frac{1}{n} \sum_{i=1}^{n} \delta x_i\right)\right] + \left(\frac{\beta^2}{2n} \log \frac{1}{\rho}\right)^{\frac{1}{2}}.\]

In the sequel, we focus on the special case of the total variation distance. To compute an upper bound on the expectation on the right hand side of Eq. (B.16), we once again leverage the variational form of the total variation divergence

\[(B.17)\quad D_{TV}(P||Q) = \sup_{g \in \mathcal{G}} \mathbb{E}_P[g(X)] - \mathbb{E}_Q[g(X)],\]

where \(\mathcal{G} \subset \mathcal{G}\) is an arbitrary class of functions \(g : \mathcal{X} \rightarrow \mathbb{R}\) satisfying two conditions:

(i) For every \(g \in \mathcal{G}\) we have \(\|g\|_{\infty} \leq 1/2\), and

(ii) there exists \(g \in \mathcal{G}\) such that \(g(x) \in \partial f(dP(x)/dQ(x)) \neq \emptyset\) for any \(x \in \mathcal{X}\).
The first condition is due to the fact that the convex conjugate of \( f(x) = \frac{1}{2}|x - 1| \) defined by

\[
\begin{cases} 
1 & |y| \leq 1 \\
+\infty & |y| \geq 1.
\end{cases}
\]

is unbounded for \(|x| > 1/2\). To leverage the variational form, we also need the following symmetrisation approach of van der Vaart and Wellner [76]: We reproduce it here for the sake of readability:

**Theorem B.1.** (Symmetrization, [76, Lemma 2.3.1]) Let \( X_1, \ldots, X_n \) be independent random variables with values in \( \mathcal{X} \) and \( \mathcal{F} \) is a class of real valued functions on \( \mathcal{X} \). Then

\[
\mathbb{E} \left[ \sup_{f \in \mathcal{F}} |\mathbb{E}_{\tilde{\mu}_{\frac{1}{n}}}[f(X)] - \mathbb{E}_{\mu_{\frac{1}{n}}}[f(X)]| \right] \leq 2\mathbb{E} \left[ \sup_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i f(X_i) \right],
\]

where \( \varepsilon_1, \ldots, \varepsilon_n \) is a Rademacher sequence, independent of \( X_1, \ldots, X_n \).

Using symmetrisation approach of van der Vaart and Wellner [76], yields

\[
\mathbb{E}_{X_1^{\otimes n} \sim P^{\otimes n}} \left[ D_{TV} \left( P \left| \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i} \right. \right) \right] = \mathbb{E}_{X_1^{\otimes n} \sim P^{\otimes n}} \left[ \sup_{g \in \mathcal{G}} \mathbb{E}_P[g(X)] - \frac{1}{n} \sum_{i=1}^{n} g(X_i) \right]
\]

\[
= \mathbb{E}_{X_1^{\otimes n} \sim P^{\otimes n}} \left[ \sup_{g \in \mathcal{G}} \mathbb{E}_{Y_1^{\otimes n}} \left( \frac{1}{n} \sum_{i=1}^{n} g(Y_i) \right) - \frac{1}{n} \sum_{i=1}^{n} g(X_i) \right]
\]

\[
\leq \mathbb{E}_{X_1^{\otimes n} \sim P^{\otimes n}} \left[ \sup_{g \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n} g(Y_i) \right] - \frac{1}{n} \sum_{i=1}^{n} g(X_i)
\]

\[
\leq 2\mathbb{E}_{X_1^{\otimes n} \sim P^{\otimes n}, Y_1^{\otimes n} \sim P^{\otimes n}} \left[ \sup_{g \in \mathcal{G}} \frac{1}{n} \sum_{i=1}^{n} g(X_i) \right]
\]

where in (a) we used Inequality (B.20) in Theorem B.1, and \( \varepsilon \triangleq (\varepsilon_1, \ldots, \varepsilon_n) \in \{-1, 1\}^n \) is the Rademacher sequence (cf. Definition 5.2), and \( P_\varepsilon \otimes n \) where \( P_\varepsilon = \text{Uniform}\{\{-1, 1\}\} \) is the uniform distribution.

Now, we leverage the following lemma whose proof is due to Ben-Tal et al. [77]. The proof of the following lemma can also be found in Duchi et al. [7]:

**Lemma B.2.** (Distributionally Robust Optimization, [77]) Let \( f \) be any closed convex function with the domain \( \text{dom } f \subset [0, \infty) \), and the conjugate function \( f^* \). Then, for any distribution \( P \) and any function \( h : \mathcal{X}^{\otimes n} \rightarrow \mathbb{R} \) we have

\[
\sup_{P : D_f(P||Q) \leq \alpha} \mathbb{E}_{X_1^{\otimes n} \sim P^{\otimes n}}[h(X_1, \ldots, X_n)] = \inf_{(\lambda, \rho) \in [0, \infty) \times [0, \infty)} \left\{ \lambda \mathbb{E}_{X_1^{\otimes n} \sim Q^{\otimes n}} \left[ f^* \left( \frac{h(X_1, \ldots, X_n) - \rho}{\lambda} \right) \right] + \lambda \alpha + \rho \right\}.
\]

We apply the upper bound in Eq. (B.21) to the expectation in Eq. (B.20). Letting \( h(X_1, \ldots, X_n) = \sup_{g \in \mathcal{G}} \left| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i g(X_i) \right| \) yields
where the sub-differential set include piece-wise constant functions. Hence, the function class
\( \mathcal{G}_\infty = \left\{ x \mapsto \frac{1}{4} \text{sgn}(ax + b) + \frac{1}{4}, a, b \in \mathbb{R} \right\} \).

is an admissible choice, where \( \text{sgn}(\cdot) \) denotes the sign function.

**Definition B.3. (Growth Function, VC Dimension, Shattering,[78])** Let \( \mathcal{F} \) denote a class of functions from \( \mathcal{X} \) to \( \{0, 1\} \) (the hypotheses, or the classification rules). For any non-negative integer \( m \), we define the growth function of \( \mathcal{H} \) as
\[
\Pi_{\mathcal{F}}(n) \triangleq \max \{|f(x_1), \ldots, f(x_m)| : f \in \mathcal{F}, x_1, \ldots, x_n \in \mathcal{X} \}.
\]
If \(|\{f(x_1), \ldots, f(x_n)\} : f \in \mathcal{F} \rangle = 2^n \), we say \( \mathcal{F} \) shatters the set \( \{x_1, \ldots, x_n\} \). The Vapnik-Chervonenkis dimension of \( \mathcal{F} \), denoted \( \text{dim}_{\text{VC}}(\mathcal{F}) \), is the size of the largest shattered set, i.e., the largest \( n \) such that \( \Pi_{\mathcal{F}}(n) = 2^n \). If there is no largest \( n \), we define \( \text{dim}_{\text{VC}}(\mathcal{F}) = \infty \).

We also define the following generalization of VC dimension:
Definition B.4. (Pollard’s Pseudo-dimension, [79]) Let $\mathcal{F}$ denote a class of real-valued functions mapping $\mathcal{X}$ to $[0, B]$. Consider the function class $\mathcal{G}$ defined as follows

$$
\mathcal{G} = \{g: \mathcal{X} \times \mathbb{R} \to \{0, 1\} : x \mapsto \mathbb{I}(f(x) \geq c), f \in \mathcal{F}\}.
$$

Then, the Pollard’s pseudo-dimension is defined as follows

$$
\dim_{P}(\mathcal{F}) \overset{\text{def}}{=} \dim_{VC}(\mathcal{G}).
$$

Remark B.5. For any class $\mathcal{F}$, clearly $\dim_{VC}(\mathcal{F}) \leq \dim_{P}(\mathcal{F})$.

In the sequel, we establish the Pollard’s pseudo-dimension for a more general class of functions that subsumes $\mathcal{G}_{\infty}$ as a special case. More formally, define the $\mathcal{F}$ to be the set of functions $f: \mathbb{R}^{d} \times \mathbb{R} \mapsto [0, B]$, where, for all $\alpha \in \mathbb{R}^{d}$ and $b \in \mathbb{R}$,

$$
f(x) = [\alpha^{T} x + b].
$$

Here, $[u]_{B} \overset{\text{def}}{=} \max(\min(u, B), 0)$, and $\alpha \in \mathbb{R}^{d}, b \in \mathbb{R}$ is a vector and a scaler, respectively, that parameterizes $f$. Clearly, for the special case of $d = 1$, we have $\mathcal{F} = \mathcal{G}_{\infty}$.

We use contradiction to prove that $\dim_{P}(\mathcal{F}) \leq d + 2$. Suppose $\dim_{P}(\mathcal{F}) > d + 2$. It must be that there exists a shattered set

$$
\{(\alpha_{1}, b_{1}, c_{1}), (\alpha_{2}, b_{2}, c_{2}), \ldots, (\alpha_{(d+3)}, b_{(d+3)}, c_{(d+3)})\} \subset \mathbb{R}^{d} \times \mathbb{R} \times \mathbb{R}.
$$

such that, for all $e \in \{0, 1\}^{d+3}$, there exists a vector $x \in \mathbb{R}^{d}$ satisfying

$$
[a_{i}^{T} x + b_{i}]_{B} \geq c_{i}, \text{ if } e_{i} = 1, \quad \forall 1 \leq i \leq d + 3.
$$

Observe that we must have $c_{i} \in (0, B]$ for all $i = 1, 2, \ldots, d$, since if $c_{i} \leq 0$ or $c_{i} > B$, then no such shattered set can be demonstrated. But if $c_{i} \in (0, B]$, for all $x \in \mathbb{R}^{d}$, then

$$
[a_{i}^{T} x + b_{i}]_{B} \geq c_{i} \Rightarrow a_{i}^{T} x \geq c_{i} - b_{i},
$$

$$
[a_{i}^{T} x + b_{i}]_{B} < c_{i} \Rightarrow a_{i}^{T} x \leq c_{i} - b_{i}.
$$

For each $1 \leq i \leq d + 3$, define the vector $y_{i} = (y_{i}^{1}, \ldots, y_{i}^{d+1}) \in \mathbb{R}^{d+1}$ component-wise according to

$$
y_{i}^{j} \overset{\text{def}}{=} \begin{cases} 
\alpha_{i}^{j} & \text{if } j < d + 1 \\
 c_{i} - b_{i} & \text{if } j = d + 1
\end{cases}
$$

Let $\mathcal{A} = \{y_{1}, y_{2}, \ldots, y_{(d+3)}\} \subset \mathbb{R}^{d+1}$, and let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be subsets of $\mathcal{A}$ satisfying the conditions of Radon’s lemma (cf. Lemma ??). Define a vector $e \in \{0, 1\}^{d+3}$ component-wise according to

$$
e_{i} = \mathbb{I}(y_{i} \in \mathcal{A}_{i}).
$$

Then, for the corresponding pair $(\alpha, b)$, we have,

$$
\sum_{i=1}^{d} a_{j} y_{j} \geq y_{d+1}, \quad \forall y \in \mathcal{A}_{1}
$$

$$
\sum_{i=1}^{d} a_{j} y_{j} < y_{d+1}, \quad \forall y \in \mathcal{A}_{2}.
$$

Now, let $y_{0} \in \mathbb{R}^{d+1}$ be a point contained in both the convex hull of Conv$(\mathcal{A}_{1})$ and the convex hull of Conv$(\mathcal{A}_{2})$. Such a point must exist by Radons lemma (cf. Lemma ??). Since $y_{0}$ satisfies both inequalities in Eqs. (B.36a)-(B.36b) simultaneously, this yields a
complexity. Therefore, \( \dim_P(\mathcal{F}) \leq d + 2 \). For the particular case of \( F = \mathcal{G}_\infty \), we obtain \( \dim_P(\mathcal{G}_\infty) \leq 3 \). Based on Remark B.5, we then have \( \dim_{VC}(\mathcal{G}_\infty) < 3 \).

Now, using Sauer’s lemma \([80]\), we have the following upper bound on the Rademacher complexity

\[ \mathcal{R}_n^{\text{rad}}(\mathcal{G}_\infty) \leq \sqrt{\frac{2 \log(H_{F}(n))}{n}} \leq \sqrt{\frac{2 \log \left( \sum_{i=0}^{\infty} \left( \binom{d}{i} \right) \right)}{n}} \leq \sqrt{\frac{2 \log \left( \sum_{i=0}^{3} \left( \binom{d}{i} \right) \right)}{n}} \leq \sqrt{\frac{6 \log(en/3)}{n}}. \]

B.2. **Proof of Lemmata A.7 and A.10.** We first present the proof of Lemma A.7. Taking square from both sides yields

\[ Z^2 = \|X - Y\|^2 = \|X\|^2 + \|Y\|^2 - 2\langle X, Y \rangle. \]

Since \( X \in \mathbb{R}^d \) is a \( K_1 \)-sub-Gaussian vector, we have that

\[ \|X\|_{\psi_2} \leq \sup_{v \in S^{d-1}} \|\langle X, v \rangle\|_{\psi_2} = K_1. \]

and thus \( \sup_{v \in S^{d-1}} \mathbb{E}[\|\langle v, X \rangle\|^2 / K_1^2] \leq 2 \). Letting \( v = X / \|X\|_2 \), it follows that \( \mathbb{E}[\|X\|^2 / K_1^2] \leq 2 \). Therefore, \( \|X\|^2 \) is sub-exponential and \( \|X\|_{\psi_1} \leq K_1^2 \). Similarly, \( \|Y\|_{\psi_1} \leq K_2^2 \).

Now, consider \( \langle X, Y \rangle \). Then,

\[ \mathbb{E}[\exp(\|\langle X, Y \rangle\| / K_1 K_2)] \leq \mathbb{E}[\exp(\|X\|_2 / K_1 K_2)\|Y\|_2 / K_1 K_2)] \]

\[ \leq \mathbb{E}[\exp(\|X\|^2 / 2 K_1^2 + \|Y\|^2 / 2 K_2^2)] \]

\[ \leq \mathbb{E}[\exp(\|X\|^2 / 2 K_1^2)\exp(\|Y\|^2 / 2 K_2^2)] \]

\[ \leq \left( \frac{1}{2} (\mathbb{E}[\exp(\|X\|^2 / K_1^2)] + \mathbb{E}[\exp(\|X\|^2 / K_2^2)]) \right) \]

\[ \leq 2, \]

where (b) and (c) is due to Young’s inequality \( ab \leq (a^2 + b^2)/2 \), and (a) is due to the Cauchy-Schwarz inequality. From Inequality Eq. (B.40), we conclude that \( \|\langle X, Y \rangle\|_{\psi_1} \leq K_1 K_2 \).

For the random variable \( Z^2 \) defined in Eq. (B.38), we have that

\[ \|Z^2\|_{\psi_1} \leq \|X\|_{\psi_1} + \|Y\|_{\psi_1} + 2\|\langle X, Y \rangle\|_{\psi_1} = K_1^2 + K_2^2 + 2K_1 K_2 \]

\[ = (K_1 + K_2)^2. \]

Since \( \|Z^2\|_{\psi_1} = \|Z\|_{\psi_2}^2 \), it follows that \( \|Z\|_{\psi_2} \leq K_1 + K_2 \).

We now prove Lemma A.10. To this end, it is easier to expand the cosine function as follows

\[ \varphi(X; \xi) = \sqrt{2} \cos(\langle X, \xi \rangle + B) = \sqrt{2} \cos(B) \cos(\langle X, \xi \rangle) - \sqrt{2} \sin(B) \sin(\langle X, \xi \rangle). \]
Recall that $B \sim \text{Uniform}[-\pi, \pi]$. We prove that $\cos(B)$ and $\sin(B)$ are sub-Gaussian r.v.’s with $\| \cos(B) \|_{\psi_2} \leq 4$ and $\| \sin(B) \|_{\psi_2} \leq 4$. In particular, for any $\lambda > 0$, we have

$$\mathbb{E}[\exp(\lambda \cos(B))] = \frac{1}{2\pi} \int_{-\pi}^{\pi} \exp(\lambda \cos(x)) dx$$

(B.43) $$= \sum_{n \in \mathbb{N}} \frac{(\lambda/2)^{2n}}{(n!)^2}$$

(B.45) $$\leq \exp(\lambda^2/2),$$

where in (a), $I_0(\lambda)$ is the modified Bessel function of the first kind. Consequently, by Markov’s inequality we have

$$\mathbb{P}(\cos(B) \geq t) \leq \frac{\mathbb{E}[\exp(\lambda B)]}{\exp(\lambda t)} \leq \exp(\lambda^2/2 - \lambda t) \leq \exp(-t^2/2),$$

(B.47) where the last step follows by letting $\lambda = t > 0$. It can be shown that a similar inequality holds for $\mathbb{P}(\cos(B) \leq -t)$ and thus by union bound we have

$$\mathbb{P}\{|\cos(B)| \geq t\} \leq 2 \exp(-t^2/2).$$

(B.48) Hence,

$$\mathbb{E}[\exp(\cos^2(B)/4)] = \int_{-\infty}^{\infty} \mathbb{P}\{\exp(\cos^2(B)/4) \geq t\} dt$$

= $$\int_{0}^{\infty} \mathbb{P}\{|\cos(B)| \geq 2\sqrt{t}\} e^t dt$$

(B.49) $$= \int_{0}^{\infty} 2e^{-2t} dt = 2,$$

where (a) follows from concentration inequality in Eq. (B.48). A similar analysis for $\sin(B)$ proves that $\| \sin(B) \|_{\psi_2} \leq 4$.

We now consider the function $\cos(\langle X, \xi \rangle)$. Our proof is based on the Gaussian log-Sobolev argument of Herbst appeared in [?]. To present the proof, we first need the following definition:

**Theorem B.6. (GAUSSIAN LOG-SOBOLEV INEQUALITY)** Let $(\mathcal{X}, d_X, \mu_X)$ denotes a metric measure space $\mathcal{X} \overset{def}{=} \mathcal{X}_1 \times \mathcal{X}_2 \times \cdots \times \mathcal{X}_d$, with the metric $d_X : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$, and the canonical Gaussian measure $\mu_X$. Let $f : \mathcal{X} \to \mathbb{R}$ denotes a function from the space $f \in L_2(\mu)$. The modulus of the gradient of $f$ is defined as follows:

$$|\nabla f(x)| \overset{def}{=} \lim_{y \to x} \frac{|f(y) - f(x)|}{d(y, x)}.$$

When $x$ is not an accumulation point of $\mathcal{X}$, we define $|\nabla f(x)| = 0$.

Then, the following log-Sobolev inequality holds for all $f \in L_2(\mu)$,

$$\int_{\mathcal{X}} f^2(x) \log(f^2(x)) d\mu(x) - \left( \int_{\mathcal{X}} f(x) d\mu(x) \right) \log \left( \int_{\mathcal{X}} f(x) d\mu(x) \right) \leq 2 \int_{\mathcal{X}} |\nabla f(x)|^2 d\mu_X(x).$$

(B.51)
We apply the log-Sobolev inequality in Eq. (B.51) with \( f^2 = e^{\lambda F} \), where \( F(X) = \cos(\langle X, \xi \rangle) \). Now, \( \|\nabla F(X)\|_2 = \|\xi \sin(\langle X, \xi \rangle)\| \leq |\sin(\langle X, \xi \rangle)| \cdot \|\xi\|_2 \leq \|\xi\|_2 \). Therefore, the right hand side of Eq. (B.51) becomes

\[
\int_{\mathcal{X}} |\nabla f(x)|^2 d\mu(x) = \frac{\lambda^2}{2} \int_{\mathcal{X}} \|\nabla F(x)\|_2^2 e^{\lambda F(x)} d\mu(x)
\]

Dividing both sides by \((1/\lambda^2)\)

\[
\leq \frac{\lambda^2}{2} \|\xi\|_2 \int_{\mathcal{X}} e^{\lambda F(x)} d\mu_X(x).
\]

Defining the function \( H(\lambda) \equiv \mathbb{E}_\mu[e^{\lambda F(x)}] = \int_{\mathcal{X}} (e^{\lambda F(x)}) d\mu(x), \lambda \in \mathbb{R} \), we obtain from log-Sobolev inequality (B.51) as well as (B.53) that

\[
\lambda H'(\lambda) - H(\lambda) \log(H(\lambda)) \leq 2\lambda^2 \|\xi\|_2 H(\lambda).
\]

Dividing both sides by \((1/\lambda^2)\)

\[
\frac{1}{\lambda} H'(\lambda) - \frac{1}{\lambda^2} \log(H(\lambda)) \leq 2\|\xi\|_2.
\]

Alternatively,

\[
\frac{d}{d\lambda} \left( \frac{1}{\lambda} \log(H(\lambda)) \right) \leq \|\lambda\|_2.
\]

Due to L’Hospital’s Rule, the initial condition is \( \lim_{\lambda \rightarrow 0} \frac{\lambda}{\log(H(\lambda))} = H'(0)/H(0) = \mathbb{E}_\mu[F] \).

Hence, the differential equation in Eq. (B.56) has the following solution

\[
\frac{1}{\lambda} H(\lambda) = \lim_{\lambda \rightarrow 0} \frac{1}{\lambda} \log(H(\lambda)) + \int_0^\lambda (H'(\gamma)/H(\gamma)) d\gamma
\]

\[
= \mathbb{E}_\mu[F(x)] + 2\lambda \|\xi\|_2.
\]

Alternatively,

\[
H(\lambda) = \mathbb{E}_{\mu_X}[e^{\lambda F(X)}] \leq e^{\lambda \mathbb{E}_{\mu_X}[F(x)] + 2\|\xi\|_2 \lambda^2}
\]

Using Chebyshev’s inequality, and recalling that \( F(X) = \cos(\langle X, \xi \rangle) \), we derive the following inequality

\[
\mathbb{P}(\cos(\langle X, \xi \rangle) - \mathbb{E}_{\mu_X}[\cos(\langle X, \xi \rangle)] \geq t) \leq e^{-\lambda t + 2\lambda^2 \|\xi\|_2^2},
\]

for every \( \lambda, t \geq 0 \). Letting \( \lambda = t/\|\xi\|_2^2 \), we compute from Eq. (B.60) that

\[
\mathbb{P}(\cos(\langle X, \xi \rangle) - \mathbb{E}_{\mu_X}[\cos(\langle X, \xi \rangle)] \geq t) \leq e^{-t^2/2\|\xi\|_2^2}.
\]

Due to the symmetry, and identical inequality holds by replacing \( \cos \) with \(-\cos\). Therefore, taking the union bound, we derive

\[
\mathbb{P}(|\cos(\langle X, \xi \rangle) - \mathbb{E}_{\mu_X}[\cos(\langle X, \xi \rangle)]| \geq t) \leq 2e^{-t^2/2\|\xi\|_2^2}.
\]

An argument identical to that we used in Eqs. (B.47)-(B.49) proves that \( \|\cos(\langle X, \xi \rangle)\|_\psi_2 \leq 2/\|\xi\|_2 \). The proof of \( \|\sin(\langle X, \xi \rangle)\|_\psi_2 \leq 2/\|\xi\|_2 \) is similar and is thus omitted.

Stanford University, 450 Serra Mall, Stanford, CA 94305.,
E-mail address: mbadieik,hongyi,devan,lei@stanford.edu