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Abstract—Estimation of a dynamical system’s latent state subject to sensor noise and model inaccuracies remains a critical yet difficult problem in robotics. While Kalman filters provide the optimal solution in the least squared sense for linear and Gaussian noise problems, the general nonlinear and non-Gaussian noise case is significantly more complicated, typically relying on sampling strategies that are limited to low-dimensional state spaces. In this paper, we devise a general inference procedure for filtering of nonlinear, non-Gaussian dynamical systems that exploits the differentiability of both the update and prediction models to scale to higher dimensional spaces. Our method, Stein particle filter, can be seen as a deterministic flow of particles, embedded in a reproducing kernel Hilbert space, from an initial state to the desirable posterior. The particles evolve jointly to conform to a posterior approximation while interacting with each other through a repulsive force. We evaluate the method in simulation and in complex localization tasks while comparing it to sequential Monte Carlo solutions.

I. INTRODUCTION

State estimation is a core component of many robotic systems and is used in applications ranging from self-driving vehicles for tasks such as ego-vehicle state estimation and dynamic object tracking, to grasping and manipulation for precise object pose estimation. The most widely employed type of state estimation filters are Bayesian filters such as Kalman filters and non-parametric alternatives such as particle filters. A Bayesian filter determines the state of a system based on an a-priori specified process model and an update model. The posterior estimate over the system’s state is computed via Bayes’ rule combining a prior distribution over the system state and a likelihood function which captures the relation between the system state and observations.

A Kalman filter [1] is optimal for linear systems with Gaussian noise while extensions to it such as the extended Kalman filter (EKF) [2] relax the linearity assumption by computing local linearizations to handle nonlinear systems. These approaches are widely used due to their computational efficiency and simplicity. However, the assumptions of a parametric representation limit their applicability in complex and multi-modal scenarios. In those scenarios a non-parametric particle filter [3], which represents the state using a collection of particles, or samples, rather than a parametric distribution, is often employed. The trade-off for this increased expressiveness comes in the form of computational complexity making particle filters challenging to use in high-dimensional problem domains due to the number of particles required growing exponentially.

In this paper, we propose a novel filter method based on a Quasi-Newton extension of Stein Variational Gradient Descent (SVGD) [4] to address the scalability issues of particle filters while remaining flexible to accommodate multi-modal posteriors. Similar to particle filters, SVGD approximates the posterior distribution using a set of particles. However, unlike a particle filter which resamples particles based on their weight, in SVGD particles are transported towards the posterior distribution along the update model’s gradients. This optimization is embedded in a reproducing kernel Hilbert space (RKHS) which provides a closed-form expression of the posterior distribution’s gradient. To ensure the full distribution is recovered as opposed to only the most likely mode the interaction between particles is taken into account via a smoothing kernel. The net result of this is that fewer particles are required to obtain a good approximation. Additionally, since SVGD transports particles towards the posterior without any resampling the issues arising from particle deprivation in standard particle filters are not present. A Python implementation of the proposed method is publicly available¹.

Contribution: The main contribution of the paper is a gradient-based particle filtering algorithm that incorporates second-order information to scale the method to higher dimensional problems. The proposed method exploits the differentiability of the update and process models together with the flexibility of SVGD to model complex dynamical systems. We incorporate second-order information with L-BFGS optimization [5] into the gradient flow of particles to alleviate problems faced by non-parametric filtering methods in higher dimensional problems. Experiments for general state estimation and localization applications demonstrate the practical properties of the method.

II. RELATED WORK

Filtering has long been used in robotics and other fields for a wide range of applications which needed to estimate

¹https://bitbucket.org/fafz/stein_particle_filter
parameters of some system based on observations. For many state estimation systems a Kalman filter [1] or extensions to it such as the extended Kalman filter [2] and unscented Kalman filter (UKF) [6] are used. This includes real-time MAV state estimation [7], self-driving vehicles [8], and NASA’s Ingenuity Mars helicopter [9]. Despite their widespread use in robotics and elsewhere their restrictive assumptions of uni-modality and Gaussian noise makes them a bad fit for a variety of challenging tasks. This includes WiFi-based indoor localization [10] and complex sensor fusion setups [11] where multi-modality and non-Gaussianity are expected to occur.

Despite the more expressive nature of particle filters, when compared to Kalman filters, they have a major drawback, namely computational complexity. To ensure proper operation of a particle filter a sufficient number of particles has to be used which increases with the dimensionality of the problem. For a planar 3 DoF localization problem it is not uncommon to use 1000 particles or more to ensure good performance. Consequently, there is a wide range of methods that attempt to alleviate this challenge of particle filters, including methods such as Hybrid Monte Carlo (HMC) filters [12], [13], corrective gradient refinement filter (CRG) [14], Rao-Blackwellised particle filters (RBPF) [15], and Gaussian particle filters (GPF) [16]. HMC filters uses a set of Markov chains to generate a fixed number of samples and explore the state space. This is combined with more advanced Markov Chain Monte Carlo (MCMC) techniques such as Hamiltonian dynamics and Metropolis rejection test to improve sample efficiency. Nonetheless, even if the number of particles is reduced the overall number of samples remains large in part due to the burn-in required by MCMC. CRG adds a refinement and acceptance step into the standard filter loop with the goal to redistribute samples to better capture uncertainty. To this end CRG uses the gradient of the update model to correct estimates of particles that disagree with the observation model. In contrast to our method, which also uses the gradient of the update model, CRG performs a resampling step. RBPF require structural knowledge of the posterior distribution and increases the particle efficiency by marginalizing out the tractable substructure of the filter from the posterior distribution. In RBPF each particle is equipped with a Kalman filter or a hidden Markov model filter, to perform marginalization, which needs to be updated in each iteration making RBPF computationally more expensive than a particle filter. GPF approximates the posterior distribution by single Gaussian and is sensitive to the linearization errors.

Particle filters also suffer from particle impoverishment [17] which causes all particles to collapse to a small subset of particles in the resampling step, thus reducing diversity. Different methods have been proposed to address this problem by either keeping track of hypothesis or redistributing particles. Clustered particle filters [18] for example preserve the particles for multiple likely hypotheses. KLD adaptive sampling [19] adapts the number of particles based on the uncertainty in the belief potentially maintaining the diversity. To overcome particle degeneracy issues [20] runs an individual UKF for each particle. Sensor resetting [21] is an approach that initializes particles based on hypothesis from the observations when the state estimate is uncertain. However, sensor resetting depends on the likelihood of the current observations given the current state, which makes it sensitive to noise in the observations [22]. Our proposed method does not suffer from this problem as SVGD naturally prevents all particles from collapsing onto each other and forces particles to be distributed over the full posterior via the gradient information of the update model.

An emerging class of filtering methods attempts to combine the correctness of Monte Carlo (MC) sampling with the speed of variational inference (VI). The mapping particle filter (MPF) [23] uses first order gradient information to represent the posterior distribution in a SVGD [4] framework, and hence can be slow to converge [24]. Moreover, MPF uses an isotropic kernel to weight and disperse the particles which can be problematic in capturing the structure of the posterior distribution. Our method generalizes MPF by incorporating second order information into the gradient flow as well as in transforming the kernel to distribute particles to high-probability regions. This results in an improved convergence rate for higher dimensional problems.

III. Preliminaries

We review the basics of Bayes filtering and Stein variational gradient descent [4] as a generic technique for Bayesian inference below. Our proposed solution to filtering is presented in section IV.

A. Bayes Filtering

We consider a discrete-time hidden Markov model with latent states \( X_t = \{x_{1:t}\} \), observations \( Z_t = \{z_{1:t}\} \), and controls \( U_t = \{u_{1:t}\} \) indexed by the time sequence \( 1,2,\ldots,t \). The evolution of the state sequence is given by \( x_t = f_t(x_{t-1}, u_{t-1}, v_{t-1}) \) where \( f_t : \mathbb{R}^{d_x} \times \mathbb{R}^{d_u} \times \mathbb{R}^{d_v} \rightarrow \mathbb{R}^{d_x} \) is potentially a nonlinear function of the state \( x_{t-1} \), control \( u_{t-1} \), and \( v_{t-1} \) are samples from an independent and identically distributed noise process \( p(v_i) = \prod_{i=1}^t p(v_i) \). In filtering, we are interested in recursively estimating \( x_t \) given measurements (or observations) \( z_t = h(x_t, u_i) \), where \( h : \mathbb{R}^{d_x} \times \mathbb{R}^{d_u} \rightarrow \mathbb{R}^{d_z} \) can be a nonlinear sensor model with i.i.d measurement noise sequence \( p(n_{1:t}) = \prod_{i=1}^t p(n_i) \). The dimensions for \( x_t, u_t, v_t, z_i \) and \( n_i \) are denoted by \( d_x \), \( d_u \), \( d_v \), \( d_z \) and \( d_n \) respectively. Within a Bayesian framework, this problem amounts to computing a belief for the current state \( x_t \), given by \( p(x_t | z_{1:t}, u_{1:t}) \), conditioned on the history of observations \( Z_t \) and control actions \( U_t \).

Assuming an initial state distribution or prior \( p(x_0 | z_0) = p(x_0) \), and using the Markov assumption, the posterior can
be calculated iteratively following a two step procedure typically referred to as prediction and update.

The prediction step uses the state transition model \( p(\mathbf{x}_t | \mathbf{x}_{t-1}, \mathbf{u}_t) = p(\mathbf{x}_t | \mathbf{f}(\mathbf{x}_{t-1}, \mathbf{u}_t, \mathbf{v}_{t-1})) \) and the posterior of \( p(\mathbf{x}_{t|t-1}, \mathbf{z}_{1:t-1}, \mathbf{u}_{1:t-1}) \) obtained in the previous iteration to predict \( p(\mathbf{x}_t | \mathbf{z}_{1:t-1}, \mathbf{u}_{1:t}) \), following the Chapman-Kolmogorov equation:

\[
\tilde{\text{bel}}(\mathbf{x}_t) = \int p(\mathbf{x}_t | \mathbf{x}_{t-1}, \mathbf{u}_t) p(\mathbf{x}_{t-1} | \mathbf{z}_{1:t-1}, \mathbf{u}_{1:t-1}) d\mathbf{x}_{t-1}.
\]  

(1)

The update step computes the likelihood of an observation \( (\mathbf{z}_t) \) given the state \( (\mathbf{x}_t) \), using the sensor model \( p(\mathbf{z}_t | \mathbf{x}_t) = p(\mathbf{z}_t | \mathbf{h}(\mathbf{x}_t, \mathbf{u}_t)) \), and updates the belief for the current step following Bayes’ rule:

\[
\text{bel}(\mathbf{x}_t) = \eta p(\mathbf{z}_t | \mathbf{x}_t) \tilde{\text{bel}}(\mathbf{x}_{t-1}),
\]  

(2)

where \( \eta \) is a normalization constant given by

\[
\eta^{-1} = p(\mathbf{z}_t | \mathbf{z}_{1:t-1}) = \int p(\mathbf{z}_t | \mathbf{x}_t)p(\mathbf{x}_t | \mathbf{z}_{1:t-1}, \mathbf{u}_{1:t-1}) d\mathbf{x}_t.
\]  

(3)

B. Particle Filters

As the integrals in (1) and (2) are typically not tractable, particle filters [25] approximate the belief using \( N \) weighted particles, \( \text{bel}(\mathbf{x}_t) = \{ (\mathbf{x}_t^j, w_t^j) \}_{j=1}^N \), generated by Monte Carlo simulation. A particle filter updates the belief in a three step process of prediction, update and resampling. In the prediction step, a particle filter samples a motion model to move each particle stochastically in (4). In the update step, the update (2) is achieved in (5) by assigning weights to each particle using an observation likelihood. In the resampling step, these weighted particles are then resampled proportionally to their weights:

\[
\forall j \quad \mathbf{x}_t^j \sim p(\mathbf{x}_t^j | \mathbf{x}_{t-1}^j, \mathbf{u}_t), \quad (4) \quad \forall j \quad w_t^j = p(\mathbf{z}_t | \mathbf{x}_t^j). \quad (5)
\]

C. Stein Variational Gradient Descent (SVGD)

Similar to particle filters, SVGD approximates an intractable but differentiable posterior (target) distribution \( p(\mathbf{x}|\mathbf{z}) \) with a nonparametric distribution \( q(\mathbf{x}) = \frac{1}{N} \sum_{j=1}^N \delta(\mathbf{x} - \mathbf{x}_j) \) represented by a set of \( N \) particles \( \{ \mathbf{x}_j \}_{j=1}^N \), where \( \delta(\cdot) \) is the Dirac delta function. In contrast to particle filters, the particles are transported deterministically along the optimal gradient direction to match the posterior distribution in a series of steps, each minimizing the KL divergence between the true posterior \( p(\mathbf{x}|\mathbf{z}) \) and the variational approximation \( q_{\epsilon|\phi}(\mathbf{x}) \) as follows:

\[
T(\mathbf{x}_{j+1}^k) = \mathbf{x}_j^k + \epsilon \phi_j^k(\mathbf{x}_j^k), \quad \forall j = 1, \ldots, N, \quad (6)
\]

\[
\phi_j^* = \argmax_{\phi \in \mathcal{B}_k} \left( -\frac{d}{d\epsilon} KL(q_{\epsilon|\phi} \| p) \big|_{\epsilon=0} \right), \quad (7)
\]

where \( \epsilon \) is a small step size, and \( \phi_j^*: \mathbb{R}^d \rightarrow \mathbb{R}^d \) denotes the optimal transport function representing the direction to move the approximation within the functional space \( \mathcal{B}_k \) closer to the target. \( q_{\epsilon|\phi} \) denotes the distribution of the updated particles, \( \mathbf{x}_{k+1} = \mathbf{x}_k + \epsilon \phi_k(\mathbf{x}) \) which decreases the KL divergence along the steepest direction from \( q \) by \( \epsilon \). The iterative transformation in (7) yields \( \phi^*(x) = 0 \) when the KL divergence converges to a local minimum. At this stage, the final \( q \) represents the nonparametric variational approximation to the target.

To obtain a closed-form solution, SVGD chooses \( \mathcal{B}_k \) to be in the unit ball of a vector-valued reproducing kernel Hilbert space (RKHS), \( \mathcal{H}_k = \mathcal{H}_k \times \cdots \times \mathcal{H}_k \), where \( \mathcal{H}_k \) is a RKHS formed by scalar-valued functions associated with a positive definite kernel \( k(\mathbf{x}, \mathbf{x}') \), that is, \( \mathcal{B}_k = \{ \phi \in \mathcal{H}_k : ||\phi||_{\mathcal{H}_k} \leq 1 \} \). The objective function (7) can be expressed as a linear functional of \( \phi \) that connects to the Stein operator \( \mathcal{A}\phi(\mathbf{x}) \) [4],

\[
-\frac{d}{d\epsilon} KL(q_{\epsilon|\phi} \| p) \big|_{\epsilon=0} = \mathbb{E}_{x \sim q} [\text{trace}(\mathcal{A}\phi(\mathbf{x}))],
\]

(8)

\[
\mathcal{A}\phi(\mathbf{x}) = \phi(\mathbf{x})\nabla_x \log p(\mathbf{x})^\top + \nabla_x \phi(\mathbf{x}),
\]

(9)

where \( \nabla_x \log p(\mathbf{x}) \) is the gradient of the log posterior. Note that the Stein operator depends on the posterior distribution only through \( \nabla_x \log p(\mathbf{x}) \), which does not require the normalization constant (also known as marginal likelihood) which is generally intractable. This significantly simplifies the computation of the posterior and makes SVGD a powerful tool for inference of intractable distributions [4] as usually encountered in nonlinear filtering. The SVGD algorithm follows from a closed form solution of (7), as shown in [4], [26], [27], and is given by:

\[
\phi^*(\cdot) = \mathbb{E}_{x \sim q} [\nabla_x \log p(\mathbf{x}) k(\mathbf{x}, \cdot) + \nabla_x k(\mathbf{x}, \cdot)].
\]

(10)

Equation (10) provides the optimal update direction for the particles within \( \mathcal{H}_k \). In practice, the set of particles \( \{ \mathbf{x}_j \}_{j=1}^N \) is initialized randomly according to some prior distribution representing \( q \). These particles are updated with the approximate steepest direction \( \phi^*(\mathbf{x}) \) given by:

\[
\hat{\phi}^*(\mathbf{x}) = \frac{1}{N} \sum_{j=1}^N [\nabla \log p(\mathbf{x}_j) k(\mathbf{x}_j, \mathbf{x}) + \nabla_x k(\mathbf{x}_j, \mathbf{x})],
\]

(11)

where \( k(\mathbf{x}, \mathbf{x}') \) is a positive definite kernel.

The first component in (11) can be interpreted as a weighted gradient of the log posterior with weights given by the kernel function evaluated on the set of particles. This pushes the particles towards the modes of the posterior. The second component is the gradient of the kernel at the particle locations and corresponds to a repulsive force bringing diversity among the particles. If a particle is within the vicinity of another particle, the second term will tend to separate them, thus preventing them from collapsing into a single point. These two components balance each other so that the resulting particle set can approximate complex multi-modal posterior distributions.

SVGD uses first order gradients to sample the posterior distribution and solves the optimization problem in (11) using mini-batch stochastic gradient descent.
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We also scale the gradient update in Eq. 6 by a pos-
tive definite pre-conditioner derived from the Hessian.
This accelerates the convergence rate in the direction
of the curvature. As for high-dimensional problems, the
Hessian can be very expensive to compute we adopt a
quasi-Newton solution based on L-BFGS that iteratively
approximates the inverse Hessian as,
\[ H_{k+1} = (I - \rho_k s_k y_k^T) H_k (I - \rho_k y_k s_k^T) + \rho_k s_k s_k^T \]
\[ s_k = x_{k+1} - x_k \]
\[ y_k = \nabla x_{k+1} \log p(x_{k+1}) - \nabla x_k \log p(x_k). \]
In the above, \( I \) is the identity matrix, \( \rho_k = \frac{1}{y_k^T s_k} \),
and the initial solution is usually set to be a diagonal approxi-
mation to the inverse Hessian. The updated equation for
the Stein particle flow is then,
\[ x^j = x^j + \epsilon H \phi^*(x^j). \]
Note that to update the prediction particles, Stein
particle filter (SPF) uses a quasi-Newton approximation
to the inverse Hessian of the cost function which acts
as a pre-conditioner to the gradient update. The approxi-
mated Hessian incorporates the history of gradients
which accounts for the curvature of the log posterior.
This significantly improves the convergence rate of the
method compared to standard SVGD. The particle up-
date is performed in \( L \) iterations of the L-BFGS algo-
rithm which allows the estimate of the Hessian of the
observation likelihood to iteratively correct the predic-
tion distribution based on new observations. Similar to
particle filters, particles are initialized uniformly for
global state estimation problems. Then for each next
time step, particles utilize the previous updated state as
a prior distribution. In contrast to particle filters, SPF
estimates the posterior distribution with equal weight
particles and does not require a resampling step, thus
eliminating the potential particle impoverishment prob-
lem commonly observed in PFs. The core steps of SPF
are outlined in Algorithm 1.

**Algorithm 1:** One step of Stein particle filter

\textbf{Input:} \( X_{t-1}, u_t, z_t \)

1. \( \forall j=1:N \ \ x_t^j \sim p(x_t^j | z_{t-1}^j, u_{1:t}) \) // Prediction step using (12)

2. for \( l = 1, 2, \ldots, L \) do

3. \( x_{t+1}^j \leftarrow x_t^j + \epsilon H \phi^*(x_t^j) \) \( \forall j = 1, \ldots, N \)

// Update step with L-BFGS (18)

4. end

5. return \( X_t \)
V. Experiments

In the experiments we demonstrate the ability of the proposed SPF method to provide accurate state estimation while requiring significantly fewer particles compared to a particle filter (PF) which uses low variance sampling [29]. In Section V-A, we first demonstrate the efficiency and accuracy of our proposed method on a synthetic task and provide comparisons to a PF. To showcase the improved convergence rate of our method and the relative benefit of adding second-order information and L-BFGS compared to other gradient-based methods,

we employ SVGD [4] and SVN [28] within the particle filter framework to obtain SVGDPF and SVNPF respectively and use Adam [30] as their optimizer. SVN accelerates the convergence of the SVGD algorithm by exploiting the second-order information in Stein variational framework. SVGDPF is our MPF [23] implementation and can be seen as a particular case of SPF, i.e., SVGDPF is SPF with no second order information and Adam as the optimizer. In Section V-B, we demonstrate the ability of SPF to scale to higher dimensional problems with limited particle count. Finally, in Section V-C, we evaluate our method in a challenging 3D localization task. All experiments were performed on a desktop PC with an Intel Core i7-7700 CPU and 16 GB RAM.

A. Multi-modal Tracking

In this experiment we demonstrate the capability of SPF to track the robot accurately in multi-modal occluded scenes and its ability to recover the correct mode upon receiving new observations. Through this experiment we also validate the better convergence rates of SPF in comparison to SVGDPF and SVNPF. In this experiment a simulated moving robot needs to be tracked over time. The scene in Fig. 1a is observed by a static laser scanner which provides observations to the filter to track the state of the robot. As the robot reaches the first obstacle it follows one of two possible paths. Upon reaching the second obstacle to the laser scanner, robot changes its heading in occlusion. To track the state of the moving robot, all methods use a simple constant velocity motion model [29]. The likelihood function of the update model in this experiment is the Euclidean distance between the laser measurements and the proposal distribution [29]. The gradients are then obtained from this optimization problem by minimizing the distance between the state obtained with the observation and the proposal distribution. Gradient-based methods use these gradients to update the state of the robot at the update step using a fixed number of iterations, 35 in this instance. Each method is run 10 times using 50 particles and the error bars over these runs are shown across the entire trajectory in Fig. 1c. Blank spaces represent the occluded motion where we do not compute the errors for clarity.

Fig. 1b shows the quality of estimated trajectories overlaid on the ground truth trajectory and Fig. 1d shows the corresponding particle distributions at a specific time step after all methods have converged. Fig. 1d shows that the particle spread with PF state estimation is more condensed, which is due to the resampling of particles, compared to gradient-based methods where the repulsive force among the particles induces a reasonable spread. The PF particles represent an over-optimistic estimation of the posterior which tends to cause slow convergence to the true state distribution even with 300 particles as shown at the bottom subplot of 1c.

Fig. 1c shows an earlier convergence of SPF to the true state, both in the beginning and towards the end when
A 20-dimensional state space for 10 sine functions. The space consists of phase shift and amplitude, giving us dimensionality up to 10 functions using 50 particles and horizontal phase shift, respectively. The phase shift and amplitude of a sine wave of the form $y(t) = A \sin(k(t + \phi))$, where $A$, $k$, and $\phi$ are amplitude, period, and horizontal phase shift respectively.

Figs. 1b and 1c also demonstrate the ability of gradient-based methods to recover the true state, after a long sequence of update steps with no observations due to the change in the robot’s heading while occluded by an obstacle. In these type of occluded scenarios, a filter typically predicts the motion in a straight line following a constant velocity motion model. Once laser measurements become available only gradient-based methods are able to recover the true trajectory where PF is not, as indicated by the corresponding large error in Fig. 1c.

Fig. 2 presents detailed convergence analysis of gradient-based methods over number of iterations by recording the error over 10 evaluations, each run for 90 iterations. The recordings are shown for the first (top) and the fifteenth (bottom) time step to highlight the difference in convergence behaviour for the global state estimation and tracking tasks respectively. This figure shows that all gradient-based methods take considerably longer time to perform global state estimation, as indicated by large errors before convergence (top), compared to performing the tracking tasks (bottom) where a few iterations suffice. However, among these methods, SPF again, achieves much earlier convergence, followed by SVNPF. This experiment validates the benefits of exploiting curvature information in the estimation process compared to first order gradient information.

B. Solution Quality with limited particle count

In this experiment, we showcase the SPF’s ability to scale to higher dimensions while being limited in particle count where PF does not work. The task is to track the phase shift and amplitude of a sine wave of the form $y(t) = A \sin(k(t + \phi))$, where $A$, $k$, and $\phi$ are amplitude, period, and horizontal phase shift respectively.

We start with two sine functions and increase the dimensionality up to 10 functions using 50 particles and compare the quality of SPF and PF estimates. Each sine function is represented by a two-dimensional state space comprised of phase shift and amplitude giving us 20-dimensional state space for 10 sine functions. The filters receive the noisy observations of the true function value which are used in the update model in constructing the likelihood function as a Euclidean distance between the prediction distribution and the observations. SPF computes the gradients of amplitude and phase shift from the likelihood function to update the SPF estimate of the function. Table I presents the comparison of SPF and PF in estimating the sine wave function over time using root mean squared error (RMSE). Table I demonstrates the ability of SPF to scale to 20 dimensions with just 50 particles.

This experiment shows that SPF can scale to higher dimensions with a limited number of particles by exploiting gradients of the likelihood function. Using the gradient information allows the update model to correct the predicted state, thus improving the quality of state estimate. In contrast, the computational complexity of PF, in terms of required number of particles, increases with the increase in the state dimension. As shown by high RMSE in the Table I PF is not able to estimate the state using 50 particles and requires thousands of particles to estimate the state reasonably. The last column of the table shows the improved state estimation of PF with 10000 particles.

### C. Localization Task

In this experiment we showcase the particle count efficiency of SPF in two case studies: i) a global localization task and ii) a tracking task, both using the 3D LiDAR data of the Newer College dataset [31]. We compare the localization accuracy of SPF and PF using the root mean squared error (RMSE) in Section V-C.2 and present a run-time comparison in Section V-C.3. The localization experiments were performed with a C++ implementation. In the prediction step, both methods propagate the particles towards the proposal distribution using an SGDICP-based [32] motion model. In the update step, each particle uses an observation likelihood model of the following form: $p(z_i | x_i^t, \text{map}) = \frac{1}{K} \sum_{i=1}^{K} \frac{d_i^2}{\sigma^2}$, where the map is represented by an octomap [33] with a 0.2 m resolution, $K$ is the total number of beams in the point cloud, $\sigma$ is the standard deviation of the distance measurements of a single beam. Finally,

$$d_i^2 = ||T_{x_i}b_i - y||^2 = ||T_{x_i}b_i - NN(T_{x_i}b_i)||^2,$$  \hspace{1cm} (19)

is the Euclidean distance between the end of the $i^{th}$ beam $b_i \in \mathbb{R}^3$ and its nearest neighbor $y = NN(T_{x_i}b_i) \in \mathbb{R}^3$. 

| Dim. | SPF RMSE with 50 particles | PF RMSE with 50 particles | SPF RMSE with 10k particles | PF RMSE with 10k particles |
|------|---------------------------|---------------------------|-----------------------------|-----------------------------|
| 4    | 0.82 ± 0.63               | 105.05 ± 47.83            | 8.29 ± 6.44                 |                            |
| 8    | 1.04 ± 0.62               | 265.63 ± 62.33            | 27.03 ± 11.69               |                            |
| 12   | 1.39 ± 1.02               | 319.71 ± 42.99            | 63.08 ± 29.81               |                            |
| 16   | 1.14 ± 0.69               | 366.62 ± 37.28            | 89.65 ± 27.48               |                            |
| 20   | 1.14 ± 0.44               | 407.12 ± 32.66            | 123.89 ± 29.98              |                            |
when projected into the map using the particle's predicted state $x^j$ as transformation $T_{x^j} \in \mathbb{R}^{4 \times 4}$. This captures how well the particle’s pose estimate explains the observations of the environment and ideally is zero. To compute the gradients, the rigid body transformation $T_{x^j}$ is decomposed into six terms corresponding to the three translation and three rotation components of the state of the robot.

1) **Global Localization:** We constrain the 6D localization problem to a 4D one by limiting roll and pitch within $2^\circ$ and perform the global localization using just 50 particles. Particles are spread uniformly over the entire map with the elevation $z$ being restricted to 10 m height. This is done to confine the particles to the map boundaries even in areas with vegetation which lack tall wall structures. To ensure that particles are distributed uniformly, yaw values are constrained to increments of $30^\circ$. These steps ensure that particles roughly cover the entire state space while being limited in number.

Non-convex error landscapes with multiple local minima can potentially slow down the SPF’s convergence to the true state. In order to obtain a single or a few likely modes without performing a resampling step, we propose a re-projection step which guides particles in unlikely locations towards states of more likely particles. To this end we compute a new gradient by using the state of the more likely particle $x_k$ in the nearest neighbor search of (19). This results in a gradient that pulls the particle towards $x_k$ while still allowing variation in the convergence. To ensure that the observation model can find a solution we make use of a representation proposed in [34] which augments the 3D points of the scan with a fourth dimension that represents the Euclidean distance of each point to the centroid of the scan. This rotational invariant information aids in finding good point correspondences.

Allowing particles to follow the new gradient direction gives them a chance to converge to a state closer to the more likely particles’ state while being able to choose different state during the particle interaction in the RKHS. This is in contrast to performing a resampling step which replaces the less likely particles with the more likely ones.

Particles for which no observation exist in the map at a given state, acquire the matched observation pairs of other particles which have a larger number of matching point pairs. This can happen when a particle is propagated outside the map boundaries at which stage the observation model can no longer match to the closest observation in the map.

Once particles are initialized uniformly, SPF is run for a few time steps to allow the particles to converge to possibly several local modes. Ambiguous or noisy observations can result in multiple-hypothesis during the localization process which are corrected using the re-projection step.

Fig. 3 shows the initial local modes SPF recovers in the global localization task. We can see that the SPF converged mode after re-projection step (shown in pink circle) is far from the true state. Since SPF corrects the predicted state during the update step by exploiting the gradients of the observation likelihood model, these particles ultimately converge to the correct mode as shown in blue circle. When SPF converges multiple modes, only one of them survives over the time. Others either die out by crossing the map boundaries or converging to the correct mode. In this task, PF, with 50 particles, in all 20 runs converged to a wrong state at different spots in the Parkland. In this experiment PF requires roughly 1000 particles to reliably converge to the correct mode. SPF with 50 particles and PF with 1000 particles successfully converge to the true state for 9 and 6 times respectively out of 10 runs highlighting the improved performance of SPF even with significantly fewer particles. This experiment confirms the benefit of avoiding the resampling step to overcome the particle impoverishment problem and highlights the particle efficiency of SPF in comparison to PF.

2) **Tracking:** In this task both filters start with the correct state to track the Newer College dataset trajectory using 5, 20, and 50 particles. Table II shows the RMSE of the localization error for both SPF and PF in meters, both mean and standard deviation as well as the 10% and 90% quantiles are reported. While for both 20 and 50 particles both methods achieve comparable results, SPF always achieves lower variance results. When using only 5 particles the PF diverges where as the SPF still achieves acceptable results. This showcases how even in scenarios where a PF works as expected there is
TABLE III: Run-time (milliseconds) with 5, 20, and 50 particles.

| Method | 5          | 20         | 50         |
|--------|------------|------------|------------|
| PF     | 40.28 ± 10.03 | 82.40 ± 15.13 | 108.20 ± 29.85 |
| SPF    | 42.88 ± 10.04 | 89.80 ± 15.20 | 143 ± 30.14  |
| SPF’s extra cost/iteration | 0.13 ± 0.01 | 0.37 ± 0.7 | 1.74 ± 0.29 |

benefits in robustness and number of particles required for our proposed SPF.

3) Run-Time Analysis: Compared to PF, for each time step SPF incurs an extra cost of 10 to 20 iterations for tracking and 10 to 60 iterations for global localization task. The PF’s and SPF’s run-time for update step with fixed 20 iterations and the extra per iteration cost of SPF is shown in Table III. This table shows that SPF bears only minor overhead of few milli-seconds for each iteration resulting in a computationally efficient filtering method.

VI. CONCLUSION

In this paper we introduced a novel particle filter which exploits the Stein variational framework. Our proposed filter transports proposal particles to the target distribution using gradient information. This flow of particles is embedded in a reproducing kernel Hilbert space where particles’ interaction is taken into account to bring diversity among the particles, and moving them harmoniously even when in areas with low or zero probability mass. As a result our proposed method requires fewer particles to approximate the posterior while being able to scale to the higher dimensions. Our method does not require the resampling step which tends to lead to particle impoverishment problem. Experiments on simulated as well as real datasets demonstrate that our method is more particle efficient as well as able to recover the posterior distribution in multi-modal occluded scenes.
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