Error in Image Processing using Fourier Transform and Fast Fourier Transform
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Abstract

This manuscript aims to find out the error in the operations of Fourier Transform (FT) and Fast Fourier Transform (FFT) in digital image processing. We apply FT to transform the time-domain signal to the frequency domain signal. FT is a basic technique in the field of Mathematical and Engineering works. We use Fourier analysis in digital image processing. The Fourier analysis represents a lot of things such as filters, transformation, representation, encoding, data processing, and valid more fields. The FFT development in recent times is very important for the case of image processing. FFT is very exquisite and ubiquitous work in Enfield of digital image processing. In this paper, we study FT and FFT to demonstrate how it solves relative technology problems in the field of security of images. Also, we analyzed the error when changing the fraction order inside FFT, what changes in the mean square error, and on which fraction order our mean square error is obtained the least.
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1. Introduction

FT is very important for conducting Fourier spectroscopy; this alone will explain its importance. FT is also very suitable for many other tasks such as electrical signal analysis, diffraction, optical testing, optical processing, imaging, holography, and also for remote sensing. The main purpose behind FT is to change the time domain signal to the frequency domain signal [1]. The Fourier arrangement is a strategy for communicating an intermittent capacity as several sinusoids. The Fourier Transform is subsequently an expansion of this plan to non-occasional capacities also. This causes the Fourier to change tremendously compelling in conduction of warmth, wave engendering, computerized signal handling, picture preparing, separating, and so forth [2,3]. In the space of sign handling, discrete Fourier change (DFT) is quite possibly the most basic calculation. Also, the FFT is the quickest DFT calculation. In numerous data applications, a signal has a specific level of sparsity or compressibility. Furthermore, it exists in numerous spaces, for example, picture processing¹, packed detecting, computational learning hypothesis, multi-scale analysis, and so on [4]. The approach of quick Fourier change (FFT) has made spectra estimation simpler and more effective. By and by, nonetheless, the intrigued reasonable signals, for example, inadequate moving component courses are typically cyclostationary and non-fixed [5].

Fourier change (FT) is named in the honor of Joseph Fourier (1768-1830), one of the most noteworthy names throughout the entire existence of science and physical science. Fourier changes have been broadly utilized in picture handling applications, for example, picture investigation, picture sifting, picture reproduction, and picture pressure. Up to this
point, there was no meaning of a Fourier change appropriate to shading pictures in a comprehensive way [6]. The Fourier change of a picture is a breakdown of the picture into its recurrence or scale parts. Such channels work on the abundancy range of a picture and eliminate, constrict, or intensify the amplitudes in indicated wavebands. Any capacity that occasionally rehashes the same thing can be communicated as several sines and cosines of various frequencies each increased by an alternate coefficient is known as a Fourier arrangement. FFT-based Image handling has arrived at a bottleneck where further speed improvement from the algorithmic point of view is troublesome. Be that as it may, some continuous applications request quicker Fourier change than what is presently accessible. Would it be advisable for us to stop our excursion for questing the Faster Fourier Transformation strategy because of algorithmic restrictions? That triggers the mission for a quicker method to register the Fourier Transform-based picture handling strategy [7]. In digital processing, FT is a very important part of the progress that is being made within communication, audio, and image processing. As an alternative method of transfer, we use the discrete signal as a function of frequency. Several terms have been defined inside the FT to continuous and discrete signals: Fourier Transform, Fourier series Discrete-Time Fourier Transform (DTFT), Discrete Fourier Transform (DFT), and Discrete Fourier Series (DFS). The only transform used for signal processing is the Discrete Fourier Transform (DFT). This last requires countless duplications and augmentations, which makes it extremely hard to carry out in inserted frameworks. A streamlining strategy is, consequently, needed to work with estimations. FFT Method Created by 1965 Cooley and Tukey. Apart from these, a lot of algorithms are built based on Cooley and Tukey’s approach. The prime factor of algorithms are split radix, vector radix, vector split radix, Winograd Fourier transforms, integer FFT, etc [8]. Practically, the FFT disintegrates the arrangement of information to be changed into a progression of more modest informational collections to be changed. At that point, it disintegrates those more modest sets into much more modest sets. At each phase of preparing, the consequences of the past stage are consolidated in an extraordinary manner [9]. Quick Fourier changes (FFTs) are quick calculations, i.e., of low intricacy, for the calculation of the discrete Fourier change (DFT) on a limited abelian bunch which, thusly, is an extraordinary instance of the Fourier change on a locally smaller abelian bunch. The FFTs are among the main calculations in applied and designing math and in software engineering, specifically for one and multidimensional frameworks hypothesis and sign preparing [10].

2. Fourier Transform

Encryption is a very old method of hiding data, in this process; our information becomes safe that with the help of keys from unauthorized people, who are in the form of our text and photos. Nowadays FT is used in many applications. Has increased use, because is very easy than other methods. So it is used a lot nowadays for keeping photos safe [11]. The first lecture of FT was given by Jean Baptiste Joseph Fourier, in 1807. After this FT started being used in all areas of science and engineering. FFT is introduced in normal state FT which increases the area of FT, it is used in many places such as signal processing optics and quantum mechanics. FT is the general state of the Fourier series [12].

Which is used to describe FT in a constant and a periodic function. How do we interpret FT by the const exact function \( x(t) \) \[1\]

\[
X(\omega) = F\{x(t)\} = \int_{-\infty}^{+\infty} x(t) \cdot e^{-j\omega t} dt
\]

We define inverse Fourier Transform by using Fourier Transform

\[
X(t) = F^{-1}\{x(\omega)\} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} x(\omega) \cdot e^{j\omega t} d\omega
\]
3. Fractional Fourier Transform

FFT as a Classical Fourier Transform into a general form was introduced as an aspect of mathematics as Namias is first and foremost in many applications of optics [14]. We need a new tune to analyze a time frequency in which FFT will play a good role. Which is the optical implementation of the FFT that was given by Mendlovic and Ozaktas in 1993, Which is used a lot in the optical field. In the year 2000, FFT was used in image encryption by G.Unnikrishnan, etc happened for the first time. FFT gives us more freedom in doing image encryption and in increasing the size of the key. FFT technique, people trend suggests that I like encryption field [15].

We will use FFT on a plane image I(x) as follows: [16]

\[
F_{p}(I(x))(u) = \int_{-\infty}^{+\infty} k_{p}(x,u)I(x)dx \quad (3)
\]

Where \(K_{p}(x,u)\) is the kernel function and is expressed as

\[
K_{p}(x,u) = \begin{cases} 
\text{T} \exp \left[ i\pi (x^{2}\cot \theta - 2xu \csc \theta + u^{2}\cot \theta) \right] & \text{if } p \neq n\pi; \\
\delta(x-u), & \text{if } p = n\pi \\
\delta(x+u), & \text{if } p = (2n+1)\pi. \end{cases} \quad (2)
\]

Here,

\[
T = \frac{\exp \left[ -i \left( \pi \text{sgn} \frac{\theta}{2} - \frac{\theta}{2} \right) \right]}{\sqrt{|\sin \theta|}} \quad (5)
\]

where \(\theta = pn/2\). FFT is integral transforms which is the setup of linear and optical. We get some important property from FFT. FFT two dimension is a simple extension of one dimension which we represent as

\[
F^{a_{1}a_{2}}(f(x,y))(u,v) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} K_{a_{1}a_{2}}(x,y;u,v)f(x,y)dxdy \quad (6)
\]

Where

\[
K_{a_{1}a_{2}}(x,y;u,v) = K_{a_{1}}(x,u)K_{a_{2}}(y,v) \quad (7)
\]

4. Mean Squared Error

Mean square error (MSE) is the difference between our actual image and the recovered image, which we use to measure the quality of the image [17]. The closer to zero the rating of MSE, the better is the quality of the image [18]. MSE measures the easiest and most common distortion, the smaller the measurement of our MSE, the better the result [19,20]. MSE is given by the formula

\[
MSE = \frac{1}{M-N} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} [I(i,j) - K(i,j)]^2 \quad (8)
\]

Which is our M and N is the width and length of the images, out of which I(i,j) is recovered image and K(I,j) input image in which i and j are row and columns of the input image and recovered image together.

Figure1 describes the image processing through the FFT.

If the image is the same, then its MSE is zero [21]. We checked in practical by Matlab simulation as we increase the value of the fraction order the value of MSE will decreasing, which we have shown in the tables 1, 2, and figure 2 below:
Table 1: Computation of mean square error by changing the order of phase 1

| Sr. No. | Fractional Order | Mean Square Error |
|---------|------------------|-------------------|
|         | Phase 1 | Phase 2 |                |
| 1       | 0.05    | -0.25   | 597.8093       |
| 2       | 0.10    | -0.25   | 141.2637       |
| 3       | 0.15    | -0.25   | 59.5178        |
| 4       | 0.20    | -0.25   | 31.8424        |
| 5       | 0.25    | -0.25   | 19.4559        |
| 6       | 0.30    | -0.25   | 12.9538        |
| 7       | 0.35    | -0.25   | 9.1684         |
| 8       | 0.40    | -0.25   | 6.7991         |
| 9       | 0.50    | -0.25   | 4.1604         |
| 10      | 0.60    | -0.25   | 2.8472         |
| 11      | 0.70    | -0.25   | 2.1387         |
| 12      | 0.80    | -0.25   | 1.7484         |
| 13      | 0.90    | -0.25   | 1.5504         |

Table 2: Computation of mean square error by changing the order of phase 2

| Sr. No. | Fractional Order | Mean Square Error |
|---------|------------------|-------------------|
|         | Phase 1 | Phase 2 |                |
| 1       | 0.25    | -0.05   | 597.8093       |
| 2       | 0.25    | -0.10   | 141.2637       |
| 3       | 0.25    | -0.15   | 59.5178        |
| 4       | 0.25    | -0.20   | 31.8424        |
| 5       | 0.25    | -0.25   | 19.4559        |
| 6       | 0.25    | -0.30   | 12.9538        |
| 7       | 0.25    | -0.35   | 9.1684         |
| 8       | 0.25    | -0.40   | 6.7991         |
| 9       | 0.25    | -0.50   | 4.1604         |
| 10      | 0.25    | -0.60   | 2.8472         |
| 11      | 0.25    | -0.70   | 2.1387         |
| 12      | 0.25    | -0.80   | 1.7484         |
| 13      | 0.25    | -0.90   | 1.5504         |
4. Conclusion

In this paper, we studied the effect on the MSE of the image by FFT. We have found, using FFT that as we increase the value of fraction order, so decreasing the value of MSE. Due to this the quality of our image increases. Also, we observed from the simulation that Fraction order is inversely proportional to MSE.
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