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Abstract. Motivated by the study of self gravitating cosmic strings, we pursue the well known method by C. Bandle to obtain a weak version of the classical Alexandrov’s isoperimetric inequality. In fact we derive some quantitative estimates for weak subsolutions of a Liouville-type equation with conical singularities. Actually we succeed in generalizing previously known results, including Bol’s inequality and pointwise estimates, to the case where the solutions solve the equation just in the sense of distributions. Next, we derive some new pointwise estimates suitable to be applied to a class of singular cosmic string equations. Finally, interestingly enough, we apply these results to establish a minimal mass property for solutions of the cosmic string equation which are supersolutions of the singular Liouville-type equation.
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1. Introduction

Let $a > 0$ and $N > -1$. Motivated by the study of cosmic strings configurations in the framework of Einstein’s general relativity, the systematic study of the equation

\begin{equation}
-\Delta u = (e^{au} + |x|^{2N}e^u) =: f \quad \text{in } \mathbb{R}^2,
\end{equation}

has been initiated in some recent works \cite{25}, \cite{37}, \cite{43}. A basic question about (1.1) is for which values of $\beta := \frac{1}{2}\int_{\mathbb{R}^2} f$ it admits solutions. This is already a non trivial task for radial solutions, where however the sharp thresholds are known \cite{37}, while it is still open in the general case. A first step to set up this problem is to try to characterize the values of $\beta$ (which we denote by $\beta_0$) which can be achieved along blow up sequences. Let us assume for the moment that $x_0 \in \mathbb{R}^2$ is a blow up point (see Definition 6.3 below) relative to a sequence of solutions of (1.1). By using known arguments based on Brezis-Merle’s estimates \cite{18}, one can prove that $x_0$ is isolated and that $\beta_0 \geq \min\{2(1 + N_-), \frac{2}{3}\}$, where $N_- = \min\{0, N\}$, see \cite{43}. However it is also well known that this ”minimal mass” is not sharp in general, the optimal values being found via a refined analysis of the blow up behavior of a sequence of solutions in the same spirit of \cite{32}, see \cite{43}. Concerning this point, the more subtle situation is met when the blow up point $x_0$ is not finite. In this case, after the Kelvin transform $x \mapsto \frac{x}{|x|^2}$ and even if $N > 0$, one ends up with...
a singular problem (see (6.20) below) where the weights multiplying the nonlinearities $e^{au}$, $e^{u}$ are power-type functions unbounded (in general) near the origin. To find out a minimal mass gets even more complicated in this case. This is one of our motivations, since we succeed in obtaining a simpler and shorter argument yielding better (than $\min\{2(1 + N_\ast), \frac{2}{a}\}$) estimates of the minimal masses which in some cases are also sharp, see Theorem 6.4. Our result is based on some pointwise estimates suitable to be applied to (1.1) and (6.20), see Proposition 6.1.

Moreover, as far as we are interested in the set of $\beta$ for which (1.1) admits solutions, then in general the above estimates on $\beta_0$ do not suffice to catch the optimal range. In this more general setting one needs to work out a much harder blow up analysis which takes into account the many allowed asymptotic behaviours as well as the sharp values of the corresponding local masses to be obtained via a local Pohozaev’s identity. This kind of studies are based on the concentration-compactness-quantization theory for Liouville type equations [18], [31], [32] and its more recent generalizations to some singular cases, see [10], [15], [16], [42] and [41] for a comprehensive exposition of the subject. Interestingly enough, it turns out that, at least in a particular range of values for $a$, our result already provides the best possible estimate for $\beta$, i.e. $\frac{4}{a}$, see (j) in Theorem 6.4. Indeed, if $N > 0$ and $\frac{1}{N+1} < a < \frac{2}{N+1}$, then the sharp lower threshold (see [43]) reads $\beta \geq \frac{4}{a}$.

Next, let us fix some notations. Here and in the rest of this paper $\Omega \subset \mathbb{R}^2$ is any open, bounded and simply connected domain, and $\hat{V} \in L^\infty(\Omega)$ any measurable function satisfying,

$$0 < a \leq \hat{V} \leq b < +1, \text{ for a.a. } x \in \Omega,$$

for some fixed $0 < a \leq b < 1$. We assume that $\alpha \in [0, 1)$ and that $\Omega$ contains the origin, $0 \in \Omega$, and set

$$h_\alpha(x) = -2\alpha \log |x|, \quad x \in \mathbb{R}^2 \setminus \{0\}.$$

We are interested in the analysis of some quantitative properties of subsolutions of the singular Liouville-type equation [33], [36]

$$-\Delta v = \frac{V(x)}{|x|^{2\alpha}} e^v \quad \text{in } \Omega,$$

where

$$V(x) = \hat{V}(x)e^{g(x)}, \quad g \in C^0(\Omega) \text{ and subharmonic in } \Omega.$$

Unless otherwise specified we assume $\alpha \in (0, 1)$ and with an abuse of notation also write $\frac{1}{\alpha}$ meaning $+\infty$ whenever $\alpha = 0$.

We will be concerned with some integral inequalities and pointwise estimates for weak subsolutions of (1.3). However, if $u$ is a solution of (1.1), then it is a supersolution of (1.3). This is another interesting point about our result, since we are able to handle a case which does not fit in the general assumptions needed to apply the Alexandrov-Bol’s inequality [4]. We achieve this goal by a clever use of an auxiliary unknown which is in fact a subsolution of a singular Liouville equation, the inequality in (1.3) being obtained by neglecting some negative terms. However, no informations are at hand concerning these negative terms other than their weak regularity properties, as dictated by the equation (1.1) itself. This is why, unlike previously known results,
we have to keep weaker regularity assumptions about \( v \) (see (a) and (b) below).

Actually, this is a general problem that arises in the study of solutions of singular cooperative Liouville systems [38]. In those cases one has to deal just with supersolutions of singular Liouville-type equations sharing poor regularity properties. Moreover, in that situation the above mentioned arguments based on the Pohozaev’s identity fail to provide the needed sharp local masses. Another interesting point about our result is that it provides a direct method to obtain some estimates about the local masses in this case as well.

So, either one of the following assumptions will be made about \( v \).

(a) \( v \in L^1(\Omega), \ V e^{h_\alpha + v} \in L^1(\Omega) \) and \( v \) is a solution of (1.3) in the sense of distributions.

By the results in [18] (see [18] Remarks 2 and 5) and standard elliptic regularity theory [28] any such solution satisfies

\[
(1.5) \quad v \in W^{2,p}_{\text{loc}}(\Omega \setminus \{0\}) \cap W^{2,q}(\Omega), \quad \text{for any } p \in [1, +\infty), \ q \in \left[ 1, \frac{1}{\alpha} \right).
\]

(b) \( v \) is a strong subsolution of (1.3), that is,

\[
(1.6) \quad v \in W^{2,p}_{\text{loc}}(\Omega \setminus \{0\}) \cap W^{2,q}(\Omega), \quad \text{for some } p > 2 \text{ and some } q \in \left( 1, \frac{1}{\alpha} \right),
\]

and satisfies

\[
(1.7) \quad -\Delta v \leq \frac{V(x)}{|x|^{2\alpha}} e^v \quad \text{for a.a. } x \in \Omega.
\]

Obviously, by the Sobolev embedding Theorem, we have \( v \in C^1_{\text{loc}}(\Omega \setminus \{0\}) \cap C^0(\Omega) \), a fact that will be used throughout the discussion with no further comments.

**Definition 1.1.** We say that \( \omega \subset \mathbb{R}^2 \) is a simple domain, if it is an open and bounded domain whose boundary \( \partial \omega \) is the support of a rectifiable Jordan curve. We will also say that \( \omega \subset \mathbb{R}^2 \) is a regular domain if it is an open and bounded domain whose boundary \( \partial \omega \) is the union of finitely many rectifiable Jordan curves. We will denote by \( \overline{\omega_B} \) the closure of the (possibly disconnected) bounded component of \( \mathbb{R}^2 \setminus \omega \) and by \( \omega_B \) its interior. The set of regular domains includes the set of simple domains which is just characterized by the condition \( \overline{\omega_B} = \emptyset \).

Let \( \omega \Subset \Omega \) be any regular domain and let us define,

\[
L_\alpha(\partial \omega) = \int_{\partial \omega} e^{\frac{v + g + h_\alpha}{2}} d\ell,
\]

where \( d\ell \) denotes the standard arc-length on \( \partial \omega \),

\[
M_\alpha(\omega) = \int_\omega e^{v + g + h_\alpha} dx,
\]

\[
\hat{K}(x) = \frac{1}{2} \hat{V}(x), \quad x \in \Omega,
\]

and, for any \( K_0 \geq 0 \) and \( \lambda \in [0, 1) \)

\[
(1.10) \quad \gamma_\omega(\lambda, K_0) = 2\pi\lambda - \int_{\{\hat{K} > K_0\} \cap \omega} (\hat{K} - K_0) e^{v + g + h_\alpha} dx.
\]
In [4] C. Bandle adopted a weighted rearrangement argument to prove the following inequality,(1.11) \( L_\alpha^2(\partial \omega) \geq (2\gamma_\omega(1 - \alpha, K_0) - K_0 M_\alpha(\omega)) M_\alpha(\omega), \) with \( \omega \) any simple domain, whenever \( 2\gamma_\omega(1 - \alpha, K_0) - K_0 M_\alpha(\omega) > 0 \) and \( 0 \in \omega \). We remark that the inequality in [4] is more general since it allows one to replace \( g + h_\alpha \) with the difference of two subharmonic (not necessarily continuous) functions, say \( g_+ - h_- \). In that case \( 2\pi \alpha \) should be replaced by the total mass relative to the distributional Laplacian of \(-h_-\) in \( \omega \). Our proof could be modified to allow these kind of data. However, on one side the analysis of the cosmic strings equation (1.1) does not require this more general assumptions, which indeed fit more naturally in the framework of the geometric problem (see the short discussion below for more details about this point). On the other side, because of our weak formulation of the problem, the needed modifications would call up for a more involved technical discussion. Therefore we skip this part here for the sake of simplicity. Actually (1.11) is just a local formulation of a singular version of a classical isoperimetric inequality on surfaces, the Alexandrov’s inequality, which has a long history in geometry, [2], [17], [27], [29]. From this point of view, and in case \( g \equiv 0 \) and \( \alpha = 0 \), then \( L_\alpha \) and \( M_\alpha \) are just the local expressions of the length and the area of a portion of a surface whose volume element (in local isothermal coordinates) takes the form \( e^v dx \) and whose Gaussian curvature is \( \hat{K}(x) \). If \( \alpha \neq 0 \) then the origin \( \{0\} \) is a conical singularity of order \( \alpha \), see [46], and the effect of a non vanishing and possibly singular \( g \) is equivalent in general to the introduction of other kind of singularities, see [2], [4]. However, as mentioned above, our main motivation is not just with respect to the geometric problem, which is in fact by now well understood, see [20] (§2.1, §2.2), [4] (§1.3.5) and [34], [35] for more details and [14], [15] for more recent results in this direction. It is worth to remark that, besides the classical geometric applications [7], [8], [9], [21], [46], other well known physical problems motivate this kind of studies, such as those arising in the statistical mechanics description of guiding-centre plasmas [15], turbulent Euler flows [12], [22] and self-gravitating classical systems [6], [47].

Actually, a weaker (and well known in geometry) inequality, known as Bol’s inequality [17], which in our notations reads as

\[
L_\alpha^2(\partial \omega) \geq \frac{1}{2} (8\pi(1 - \alpha) - M_\alpha(\omega)) M_\alpha(\omega),
\]

with \( \omega \) any simple domain,

newly derived in the P.D.E. setting in [3], has been since then widely used in the analysis of elliptic problems with exponential nonlinearities in two-dimensions, see [1], [4], [7], [14], [23], [24], [26], [39], [40] and more recently [11], [12], [13]. The reason for its success in this context essentially relies on the fact that it can be used to build up a weighted rearrangement-type argument [4] to estimate the eigenvalues of linear Dirichlet problems on abstract surfaces, or either of the linearized equations for problems with exponential nonlinearities such as [14-16].

One of our aims here is to prove (see Theorem 3.1 below) a weaker version of the Alexandrov’s inequality as derived in [4] §1.3.5 where \( v \) was assumed to be an analytic subsolution of (1.3). Actually, analyticity in [4] was a reasonable and well suited assumption as it allowed the author to handle the general framework described above. On the contrary, as far as we are concerned with (1.4), it seems a rather strong assumption. This will be our first concern since we are not
aware of any proof of (1.11) under weaker assumptions such as those in (a) or (b). Actually, in [40], (1.12) is proved for $V \equiv 1$, $\alpha = 0$ and $v \in C^2(\Omega) \cap C^0(\Omega)$ a classical subsolution of (1.3). Other results in [24] and more recently in [11], [12], where $v$ is still assumed to be of class $v \in C^2(\Omega) \cap C^0(\Omega)$, are concerned with various forms of Bol’s inequality. So we also obtain a unified proof and a generalization of these inequalities in case $V$ satisfies (1.4) and $\alpha \in (0,1)$, see Theorem 4.1 and Corollary 4.2.

We also make a point which deserves a separate discussion. The case where $\omega \subset \Omega$ is multiply connected in (1.12) with $V \equiv 1$ and $\alpha = 0$, has been handled in Lemma 4.2 in [24] by using the fact that the inequality holds on simply connected domains, and by assuming that

$$\int_{\Omega} e^v \leq 8\pi. \quad (1.13)$$

However, it is readily seen that the same argument will not work when trying to extend the Alexandrov’s inequality (1.11) on multiply connected domains $\omega \subset \Omega$ from simply connected ones. The point is that, even in case $g \equiv 0$ and $\alpha = 0$, the Alexandrov’s inequality is much stronger than Bol’s inequality, since it provides a kind of measure of “how far” the isoperimetric ratio is from the one with $\hat{K} \equiv K_0$ assumed to be constant. Therefore one of our goals is to show that there is no need to assume (1.13), because in fact not only (1.12) but also the Alexandrov’s inequality hold on multiply connected domains $\omega \subset \Omega$ as well, see Theorem 3.1 and Corollary 4.2 below. It is understood that this observation applies as far as $\Omega$ itself is assumed to be simply connected, otherwise these inequalities are well known to be false in general, see [20], [35] and more recently [12]. Although we will not discuss it here, it is worth to remark that a major improvement in the P.D.E. analysis of the Bol’s inequality in case $\Omega$ is assumed to be multiply connected has been recently obtained in [12].

We divide the proof of Theorem 3.1 into two steps. In the first step we manage to pass from the elliptic inequality (1.7) to an elliptic equation for an auxiliary function. In the second one we work out a weighted rearrangement argument. The advantage of this approach is that the arguments in these two steps are suitable to be moved as they stand in the proof of the needed pointwise estimates, see Theorem 5.1 below. Even in this case we obtain a generalization of other results [4], [10] previously derived under stronger assumptions. In any case these pointwise estimates will be the main tool in the analysis of the blow up phenomenon relative to (1.1). We remark that part of our results are likely to be well known to experts. For example a weaker form of Corollary 4.2 has been already used in [5] but its proof was given for granted there.

This paper is organized as follows. In section 2 we discuss an inequality by A. Huber and its consequences. In section 3 we prove the Alexandrov’s inequality (Theorem 3.1). Some Corollaries and improved versions of Theorem 3.1 are discussed in section 4. The pointwise estimates are discussed in section 5. Finally the application arising in cosmic strings theory is discussed in section 6. A technical result is established in the Appendix.
Acknowledgement: We would like to thank Prof. G. Tarantello for many helpful discussions and in particular for bringing to our attention the application of those pointwise estimates to the analysis of the cosmic strings equation.

2. Preliminaries: An inequality by A. Huber and its consequences.

In this section we discuss a particular form of the Huber’s inequality [30] suitable to be applied to our problem. The result due to A. Huber [30] is more general than the one we discuss here and for the sake of simplicity we report only the part which will be needed throughout.

Let $\omega \subset \mathbb{R}^2$ be a regular domain and let us keep the same notations as in the introduction above.

We will need the following generalization of Huber’s result.

**Theorem 2.1.** [Huber’s inequality, see [30]] Let $\omega \subset \mathbb{R}^2$ be a simple domain. Then it holds:

(2.1) \[ \left( \int_{\partial \omega} e^{\frac{g+h_\alpha}{2}} d\ell \right)^2 \geq 4\pi (1 - \alpha) \int_\omega e^{g+h_\alpha} dx, \text{ if } 0 \in \overline{\omega}, \]

(2.2) \[ \left( \int_{\partial \omega} e^{\frac{g+h_\alpha}{2}} d\ell \right)^2 \geq 4\pi \int_\omega e^{g+h_\alpha} dx, \text{ if } 0 \notin \overline{\omega}. \]

We will need the following generalization of Huber’s result.

**Theorem 2.2.** Let $\omega \subset \mathbb{R}^2$ be a regular domain. Then it holds:

(2.3) \[ \left( \int_{\partial \omega} e^{\frac{g+h_\alpha}{2}} d\ell \right)^2 \geq 4\pi (1 - \alpha) \int_\omega e^{g+h_\alpha} dx, \text{ if } 0 \in \overline{\omega} \cup \overline{\omega_B}, \]

(2.4) \[ \left( \int_{\partial \omega} e^{\frac{g+h_\alpha}{2}} d\ell \right)^2 \geq 4\pi \int_\omega e^{g+h_\alpha} dx, \text{ if } 0 \notin \overline{\omega} \cup \overline{\omega_B}, \]

where $d\ell$ denotes the arc-length on $\partial \omega$.

In particular, if $\omega$ is not simply connected, then all the inequalities are strict.

**Remark 2.3.** In view of this result we will be free to use the inequality (2.3) in all the cases considered so far.

**Proof.** In view of Theorem 2.1 we are obviously left to discuss the cases where $\omega$ is not simply connected and prove in particular that in all those cases the inequalities are strict.

Let us assume for the moment that $\omega = \omega_1 \setminus \overline{\omega_0}$ for a pair of simple domains such that $\omega_0 \subset\subset \omega_1$ and $\partial \omega = \partial \omega_1 \cup \partial \omega_0$. For any domain $\omega \subset \mathbb{R}^2$, let us set

\[ \ell(\partial \omega) = \int_{\partial \omega} e^{\frac{g+h_\alpha}{2}} d\ell, \quad m(\omega) = \int_\omega e^{g+h_\alpha} dx. \]

Thus, if $0 \in \overline{\omega}$, we may use (2.1) and (2.2) to obtain

\[ \ell^2(\partial \omega) = \ell^2(\partial \omega_1 \cup \partial \omega_0) > \ell^2(\partial \omega_1) + \ell^2(\partial \omega_0) \geq \]
and the desired conclusion follows in this case. On the other side, if $0 \notin \overline{\omega}$, we obtain

$$\ell^2(\partial\omega) = \ell^2(\partial\omega_1 \cup \partial\omega_0) > \ell^2(\partial\omega_1) + \ell^2(\partial\omega_0) \geq 4\pi m(\omega_1) + 4\pi m(\omega_0) > 4\pi m(\omega).$$

Finally, if $0 \in \overline{\omega}$ we obtain

$$\ell^2(\partial\omega) = \ell^2(\partial\omega_1 \cup \partial\omega_0) > \ell^2(\partial\omega_1) + \ell^2(\partial\omega_0) \geq 4\pi (1 - \alpha)m(\omega_1) + 4\pi (1 - \alpha)m(\omega_0) > 4\pi (1 - \alpha)m(\omega).$$

The case where $\mathbb{R}^2 \setminus \omega$ has finitely many bounded components readily follows by an induction argument on the number of "holes" of $\omega$. □

3. Alexandrov’s inequality

In this section we prove a weak version of the celebrated Alexandrov’s inequality in the form first provided in [4] for analytic subsolutions of (1.3). We remark that, as in [4], the case where the equality holds in Alexandrov’s inequality can be completely characterized as well. We keep the same notations as in Definition 1.1.

**Theorem 3.1.** [Alexandrov’s inequality [2], [4], [20], [35]]

Let $\Omega \subset \mathbb{R}^2$ be any open, bounded and simply connected domain with $0 \in \Omega$ and $\omega \subset \Omega$ be any relatively compact regular domain. Fix $\alpha \in [0, 1)$ and let $v$ satisfy either (a) or (b). Then:

- if $0 \in \overline{\omega} \cup \overline{\omega_B}$, then, for any $K_0 \geq 0$, it holds
  \begin{equation}
  L_\alpha^2(\partial\omega) \geq (2\gamma_\omega(1 - \alpha, K_0) - K_0 M_\alpha(\omega)) M_\alpha(\omega),
  \end{equation}

- while if $0 \notin \overline{\omega} \cup \overline{\omega_B}$, then, for any $K_0 \geq 0$, it holds
  \begin{equation}
  L_\alpha^2(\partial\omega) \geq (2\gamma_\omega(1, K_0) - K_0 M_\alpha(\omega)) M_\alpha(\omega).
  \end{equation}

**Remark 3.2.** One would be tempted to include the strict inequality $K_0 M_\alpha(\omega) < 2\gamma_\omega(1 - \alpha, K_0)$ as an hypothesis to obtain (3.1), at least since otherwise (3.1) is trivially satisfied. However that inequality is not needed during the proof. The same consideration holds for (3.2) and the inequality $K_0 M_\alpha(\omega) < 2\gamma_\omega(1, K_0)$. In particular there is even no need to assume the nonnegativity of $\gamma_\omega(\lambda, K_0)$. However it is well known that if $K_0 M_\alpha(\omega) \geq 2\gamma_\omega(1 - \alpha, K_0)$, then in general no bound for $M_\alpha(\omega)$ is possible in terms of $L_\alpha^2(\partial\omega)$, see for example [34] p.1207.

**Remark 3.3.** If $\omega$ is not simply connected and $0 \in \omega_B$, then there is no hope to obtain (3.2), that is, (3.1) with $\alpha = 0$. In other words, the fact that the a "hole" contains the singularity makes the isoperimetric ratio lower by an amount that is at least as larger as the full weight of the singularity. Actually this is the same reason why Alexandrov’s inequality fails on a general multiply connected domain $\Omega$, see [12] p.14 for further details.
Remark 3.4. We recall some well known facts and refer the reader to [28] §2.8 for further details. An open domain $\omega$ is said to be regular with respect to the Laplacian if for any $x \in \partial \omega$ there exist a barrier function at $x$ relative to $\omega.$ In particular any regular (according to Definition [L7]) domain $\omega$ is regular with respect to the Laplacian. We will use the fact that the classical Dirichlet problem with continuous boundary data on a regular domain admits a unique solution in the class of functions that are continuous up to the boundary.

Proof.
Once (3.1) is proved for $0 \in \omega \cup \omega_B$, a straightforward approximation argument shows that indeed (3.1) holds whenever $0 \in \omega \cup \omega_B$ as well. Also, once the result has been established for $K_0 > 0$, then the case $K_0 = 0$ is worked out by an elementary limiting argument. Therefore we will just discuss the cases $0 \in \omega \cup \omega_B$ and $K_0 > 0$.

The proofs of either (3.2) or of (3.1) in case $\alpha = 0$ as well as that of (3.1) in case $0 \in \omega$ and $\alpha \in (0, 1)$. Therefore, in particular to avoid repetitions, we will just be concerned with the proof of (3.1) in case $0 \in \omega$ and $\alpha \in (0, 1)$.

In view of (1.5), it is obvious that if $v$ satisfies (b) then it also satisfies (a), so we will be concerned just with the former case. The Proof of (3.1) when $v$ satisfies (b) and $0 \in \omega$, $\alpha \in (0, 1)$ and $K_0 > 0$.

Unless otherwise specified, we assume $0 \in \omega$, $\alpha \in (0, 1)$ and $K_0 > 0$.

Step 1.
For any fixed relatively compact and regular domain $\omega \subset \Omega$ such that $0 \in \omega$ we can find an open, simply connected and smooth domain $\Omega_0$ such that $\omega \subset \Omega_0 \subset \Omega$.

Let us also define

$$f(x) := -\Delta v - \frac{V(x)}{|x|^{2\alpha}} e^v, \quad x \in \Omega \setminus \{0\},$$

which in view of (1.7) and (b) satisfies

$$f \in L^p_{\text{loc}}(\Omega \setminus \{0\}) \cap L^q_{\text{loc}}(\Omega), \quad \text{and } f(x) \leq 0, \quad \text{for a. a. } x \in \Omega,$

for some $p > 2$ and some $q \in \left(1, \frac{1}{\alpha}\right)$. Therefore, in view of (1.6), Theorem 9.15, Corollary 9.18 and Lemma 9.17 in [28] we see that the linear problem

$$(3.3) \quad -\Delta w = f(x) \quad \text{in } \Omega_0, \quad w = 0 \quad \text{on } \partial \Omega_0,$$

admits a unique solution $w \in W^{2,p}_{\text{loc}}(\Omega_0 \setminus \{0\}) \cap W^{2,q}(\Omega_0) \cap C^0(\overline{\Omega_0})$, for some $p > 2$ and some $q \in \left(1, \frac{1}{\alpha}\right)$. Clearly $w$ is subharmonic (see [28] §2.8 and Ex. 2.7, 2.8).

Next let $g_1$ be the Perron’s (see [28] §2.8) solution of $\Delta g_1 = 0$ in $\omega$, $g_1 = v$ on $\partial \omega.$ Since $v \in C^0(\overline{\omega})$, then in view of Remark 3.4 $g_1$ is well defined and continuous up to the boundary. Finally let us set $\eta = v - w - g_1$. Then, since $v$ satisfies (1.6), we see that $\eta \in W^{2,p}_{\text{loc}}(\omega \setminus \{0\}) \cap W^{2,q}(\omega) \cap C^0(\overline{\omega})$ for some $p > 2$ and some $q \in \left(1, \frac{1}{\alpha}\right)$ and satisfies

$$(3.4) \quad -\Delta \eta = 2\hat{K} e^{g_2 + h_\alpha} e^\eta \quad \text{for a. a. } x \in \omega, \quad \eta = 0 \quad \text{on } \partial \omega,$$
with
\[(3.5)\quad g_2 = w + g_1 + g \text{ continuous in } \overline{\omega} \text{ and subharmonic in } \omega.\]

Thus, in particular by using (1.6), we conclude that
\[(3.6)\quad \eta \in W^{2,p}_{\text{loc}}(\omega \setminus \{0\}) \cap C^1_{\text{loc}}(\omega \setminus \{0\}) \cap W^{2,q}(\omega) \cap C_0^0(\overline{\omega}),\]
for some $p > 2$ and some $q \in (1, \frac{2}{\alpha})$. Since $\eta \in W^{2,q}(\omega)$, by Sobolev embedding theorem, standard elliptic estimates (see Lemma 9.17 in [28]), an elementary smoothing argument and the maximum principle for $W^{2,2}(\omega)$ solutions (see Theorem 9.1 in [28]), we see that $\eta \geq 0$ in $\omega$.

Thus, in particular by using (1.6), we conclude that
\[(3.6)\quad \eta \in W^{2,p}_{\text{loc}}(\omega \setminus \{0\}) \cap C^1_{\text{loc}}(\omega \setminus \{0\}) \cap W^{2,q}(\omega) \cap C_0^0(\overline{\omega}),\]
for some $p > 2$ and some $q \in (1, \frac{2}{\alpha})$. Since $\eta \in W^{2,q}(\omega)$, by Sobolev embedding theorem, standard elliptic estimates (see Lemma 9.17 in [28]), an elementary smoothing argument and the maximum principle for $W^{2,2}(\omega)$ solutions (see Theorem 9.1 in [28]), we see that $\eta \geq 0$ in $\omega$.

In particular, since $\eta \in W^{2,2}_{\text{loc}}(\omega \setminus \{0\})$, a well known version of the strong maximum principle (see Theorem 9.6 in [28]) applies and we see that $\eta$ is also strictly positive in $\omega \setminus \{0\}$. Finally, due to the fact that $\eta$ is also weakly superharmonic, then it satisfies (see [28] Ex. 2.8)
\[\eta(x) \geq \frac{1}{2\pi r} \int_{\partial B_r(x)} \eta \, d\ell,\]
for any $x \in \omega$ whenever $B_r(x) \subseteq \Omega$. Whence we also have $\eta(0) > 0$ and we conclude that
\[(3.7)\quad \eta(x) > 0 \quad \forall x \in \omega \quad \text{and} \quad \eta(x) = 0 \iff x \in \partial \omega.\]

**Step 2.** Setting $t_m = \max_{\omega} \eta$ and
\[d\tau = e^{g_2 + h_\alpha} dx, \quad d\sigma = e^{2g_2 + h_\alpha} d\ell,\]
for any $t \in [0, t_m)$ we define
\[(3.8)\quad \Omega(t) = \{x \in \omega \mid \eta(x) > t\}, \quad \Gamma(t) = \{x \in \omega \mid \eta(x) = t\}, \quad \mu(t) = \int_{\Omega(t)} d\tau,\]
being understood that $\Gamma$ is defined for $t = t_m$ as well.

Since $\eta$ satisfies (3.4) then $\Gamma(t)$ has null two-dimensional measure, whence we conclude that $\mu$ is continuous. Moreover, in view of (3.7), the following relations hold true
\[(3.9)\quad \Omega(0) = \omega, \quad \Gamma(0) = \partial \omega, \quad \mu(0) = \int_{\omega} d\tau.\]

The fact that $\Gamma(t)$ has null 2-dimensional measure is well known.

Clearly we can extend $\mu$ on $[0, t_m]$ by setting $\mu(t_m) = \lim_{t \to t_m} \mu(t) = 0^+$ whence $\mu \in C^0([0, t_m])$.

Next, since $\eta$ satisfies (3.4), then by a well known consequence (see for example [19] p.158) of the co-area formula and of Sard’s Lemma we see that
\[(3.10)\quad \frac{d\mu(t)}{dt} = - \int_{\Gamma(t)} \frac{e^{g_2 + h_\alpha}}{|\nabla \eta|} d\ell, \quad \text{for a. a. } t \in [0, t_m].\]

**Remark 3.5.** Let $I \subseteq [t_0, t_m]$ be the set where (3.10) holds. Obviously we may assume that if $t \in I$ then $t$ is not a critical level of $\eta$. In particular, letting $t_0 \in (0, t_m)$ be the unique $t$ such that $0 \in \Gamma(t_0)$, there is no loss of generality in assuming $t_0 \notin I$. 

```
For any $s \in [0, \mu(0)) \equiv [\mu(t_m), \mu(0))$, we introduce the following weighted decreasing rearrangement of $\eta$,

\[(3.11) \quad \eta^*(s) = |\{t \in [0, t_m] : \mu(t) > s\}|,\]

where $|E|$ denotes the Lebesgue measure of a Borel set $E \subset \mathbb{R}$. Setting $\eta^*(\mu(0)) = 0$, and using the fact that $\Gamma(t)$ has null 2-dimensional measure, it is not difficult to check that $\eta^* \in C^0([0, \mu(0)])$ is the inverse of $\mu$ on $[0, t_m]$ (hence continuous in $[0, \mu(0)]$), coincides with the distribution function of $\mu$ and it is also strictly decreasing and differentiable almost everywhere.

A crucial point at this stage is to prove that $\eta^*$ is not just continuous but also locally absolutely continuous. It turns out that in fact it is even locally Lipschitz in $(0, \mu(0))$, see Appendix 7. In particular, in view of $(3.10)$, we obtain

\[(3.12) \quad \frac{d\eta^*(s)}{ds} = -\left( \int_{\Gamma(\eta^*(s))} e^{g_2 + h_\alpha} \frac{d\ell}{|\nabla \eta|} \right)^{-1},\]

for any $s \in I^*$, where $[0, \mu(0)] \setminus I^*$ is a set of null measure and $\eta^*(I^*) = I$, $\mu(I) = I^*$.

Next, let us define

\[(3.13) \quad F(s) = 2K_0 \int_{\Omega(\eta^*(s))} e^\eta d\tau, \quad s \in [0, \mu(0)],\]

where

\[(3.14) \quad F(\mu(0)) = 2K_0 \int_\omega e^\eta d\tau = 2K_0 M_\alpha(\omega),\]

and we have set

\[(3.15) \quad F(0) = \lim_{s \searrow 0^+} F(s) = 0.\]

Clearly $F(s)$ is strictly increasing, continuous, and even locally Lipschitz in $(0, \mu(0))$. In fact it satisfies

\[|F(s) - F(s_0)| \leq C|\mu(\eta^*(s)) - \mu(\eta^*(s_0))| = C|s - s_0|, \quad \forall 0 = \mu(t_m) < s_0 < s < \mu(0),\]

for a suitable constant $C > 0$. In particular it holds

\[\int_{\Omega(\eta^*(s))} e^\eta d\tau = \int_{0}^{s} e^{\eta^*(\lambda)} d\lambda, \quad \forall s \in [0, \mu(0)],\]

so that

\[\frac{dF(s)}{ds} = 2K_0 e^{\eta^*(s)}, \quad \frac{d^2F(s)}{ds^2} = 2K_0 \frac{d\eta^*(s)}{ds} e^{\eta^*(s)} = \frac{d\eta^*(s)}{ds} \frac{dF(s)}{ds}, \quad \forall s \in I^*.\]

For any $s \in I^*$ the Cauchy-Schwartz inequality yields,

\[(3.16) \quad \left( \int_{\Gamma(\eta^*(s))} d\sigma \right)^2 \leq \left( \int_{\Gamma(\eta^*(s))} e^{g_2 + h_\alpha} \frac{d\ell}{|\nabla \eta|} \right) \left( \int_{\Gamma(\eta^*(s))} |\nabla \eta| d\ell \right) = \]
\[
\left( -\frac{d\eta^*(s)}{ds} \right)^{-1} \left( \int_{\Gamma(\eta^*(s))} \left( -\frac{\partial \eta}{\partial \nu} \right) d\ell \right),
\]

where \( \nu = \frac{\nabla \eta}{|\nabla \eta|} \) is the exterior unit normal to \( \Omega(\eta^*(s)) \) and we have used (3.12). Since \( \eta \) satisfies (3.10), then it is easy to check that

\[
\int_{\Gamma(\eta^*(s))} \left( -\frac{\partial \eta}{\partial \nu} \right) d\ell = \int_{\Omega(\eta^*(s))} 2K \, e^\eta d\tau,
\]

for any \( s \in I^* \), whence, in particular we deduce that

\[
\int_{\Gamma(\eta^*(s))} \left( -\frac{\partial \eta}{\partial \nu} \right) d\ell \leq 2 \int_{\{K>K_0\} \cap \Omega(\eta^*(s))} (K - K_0) e^\eta d\tau + 2K_0 \int_{\Omega(\eta^*(s))} e^\eta d\tau \leq 2 \int_{\{K>K_0\} \cap \omega} (K - K_0) e^\eta d\tau + 2K_0 \int_{\Omega(\eta^*(s))} e^\eta d\tau = 2\tilde{\gamma}^+_{\omega}(K_0) + F(s),
\]

for any \( s \in I^* \), where

\[
\tilde{\gamma}^+_{\omega}(K_0) = \int_{\{K>K_0\} \cap \omega} (K - K_0) e^\eta d\tau.
\]

Plugging this estimate in (3.16) we conclude that,

\[
\left( \int_{\Gamma(\eta^*(s))} d\sigma \right)^2 \leq 4\pi(1 - \alpha) \mu(\eta^*(s)) = 4\pi(1 - \alpha)s, \forall s \in I^* \cap (s_0, \mu(0)).
\]

On the other side, using the maximum principle and the fact that \( \Gamma(t) \) has null two-dimensional measure, it is not difficult to check that \( \mathbb{R}^2 \setminus \Omega(t) \) has no bounded components with \( t \in (t_0, t_m) \). Therefore the singular point \( 0 \in \mathbb{R}^2 \) cannot be contained in a bounded component of \( \mathbb{R}^2 \setminus \Omega(t) \) with \( t \in (t_0, t_m) \), so we can use (2.4) to conclude that

\[
\left( \int_{\Gamma(\eta^*(s))} d\sigma \right)^2 \geq 4\pi \mu(\eta^*(s)) \geq 4\pi(1 - \alpha)\mu(\eta^*(s)) = 4\pi(1 - \alpha)s, \forall s \in I^* \cap (0, s_0).
\]

Substituting the last two inequalities in (3.18), we obtain,

\[
4\pi(1 - \alpha)s \leq \left( -\frac{d\eta^*(s)}{ds} \right)^{-1} \left[ 2\tilde{\gamma}^+_{\omega}(K_0) + F(s) \right], \forall s \in I^*,
\]
Multiplying by $\frac{dF(s)}{ds} \left( \frac{d\eta^*(s)}{ds} \right)$ it is readily seen that the last two inequalities are equivalent to,

$$4\pi(1 - \alpha)s \frac{dF(s)}{ds} \left( \frac{d\eta^*(s)}{ds} \right) + 2\frac{dF(s)}{ds} \tilde{\gamma}^-_\omega(K_0) + \frac{dF(s)}{ds} F(s) \geq 0, \forall s \in I^*,$$

and we conclude that

$$\frac{d}{ds} \left[ 4\pi(1 - \alpha)s \frac{dF(s)}{ds} - 4\pi(1 - \alpha)F(s) + 2\tilde{\gamma}^-_\omega(K_0)F(s) + \frac{1}{2}(F(s))^2 \right] \geq 0, \forall s \in I^*.$$

Let $P(s)$ denote the function within square brackets in (3.21). Since $F$ and $\eta^*$ are both continuous and locally Lipschitz continuous in $[0, \mu(0)]$ and, in view of (4.15), since $\frac{dF(s)}{ds}$ is continuous and locally Lipschitz continuous in $[0, \mu(0)]$ too, then we come up with the inequality

$$P(\mu(0)) - P(0) \geq 0.$$

Therefore we can use (3.12), (3.14), (3.15) and $\eta^*(\mu(0)) = 0$ to obtain

$$4\pi(1 - \alpha)\mu(0) + (2\tilde{\gamma}^-_\omega(K_0) - 4\pi(1 - \alpha))M_\alpha(\omega) + K_0M^2_\alpha(\omega) \geq 0.$$

By the Huber’s inequality (4.16) once more and (3.10) we have

$$\int_{\partial\omega} L^2_\alpha(v, K_0) = \left( \int_{\partial\omega} e^{\frac{\mu^2}{2} + h_0} \right)^2 \int_{\Gamma(0)} e^{\frac{\mu^2}{2} + h_0} \geq 4\pi(1 - \alpha)\mu(0) \geq$$

$$\left( 4\pi(1 - \alpha) - 2\tilde{\gamma}^-_\omega(K_0) \right)M_\alpha(\omega) - K_0M^2_\alpha(\omega) =$$

$$(2(2\pi(1 - \alpha) - \tilde{\gamma}^-_\omega(K_0)) - K_0M_\alpha(\omega))M_\alpha(\omega) = (2\gamma_\omega(1 - \alpha, K_0) - K_0M_\alpha(\omega))M_\alpha(\omega),$$

which concludes the proof of (5.1). □

4. COROLLARIES AND/OR IMPROVED VERSIONS OF THEOREM 3.1

The first slightly improved version of Theorem 3.1 we wish to discuss has to do with the possibility to allow $\omega = \Omega$. Actually this was the point of view in [40] where however $\Omega$ was assumed to be smooth, $v \in C^2(\Omega) \cap C^0(\overline{\Omega})$ and $\alpha = 0$ and $V \equiv 1$. Here we have,

**Theorem 4.1.** Let $\Omega \subset \mathbb{R}^2$ be a simple domain of class $C^{1,1}$ (see [28]) such that $0 \in \Omega$ and fix $\alpha \in [0, 1]$. Let $g$ (as defined in (1.3)) satisfy $g \in C^0(\overline{\Omega})$ and for any $r > 0$ small enough $v$ satisfy (1.7) and

$$v \in W^{2,p}(\Omega \setminus B_r(0)) \cap W^{2,q}(\Omega) \cap C^0(\overline{\Omega}), \text{ for some } p > 2 \text{ and for some } q \in \left(1, \frac{1}{\alpha}\right).$$

Then (3.7) holds with $\omega \equiv \Omega$.

**Proof.** The proof follows step by step the one of Theorem 3.1 with very few and minor modifications, so we just skip it. □

Next we discuss a Corollary which is an oversimplified (we choose $V \equiv 1$) and weaker (we fix $K_0 = \frac{1}{4}$) version of Theorem 3.1. It improves and generalizes former results in [3], [24] and in [40]. When $\alpha = 0$ it is just the Bol’s inequality, first discovered by G. Bol [17].
Corollary 4.2. [Singular Bol’s inequality [17] and [4], [24], [40]] Let $\Omega \subset \mathbb{R}^2$ be any open, bounded and simply connected domain with $0 \in \Omega$ and $\omega \Subset \Omega$ be any relatively compact regular domain. Fix $\alpha \in [0, 1)$ and let $v$ satisfy either (a) or (b) with $\hat{V} \equiv 1$. Then:

(i) if $0 \in \overline{\omega} \cup \overline{\omega_B}$, then it holds

$$L_\alpha^2(\partial \omega) \geq \frac{1}{2} (8\pi (1 - \alpha) - M_\alpha(\omega)) M_\alpha(\omega),$$

while if $0 \notin \overline{\omega} \cup \overline{\omega_B}$, then it holds

$$L_\alpha^2(\partial \omega) \geq \frac{1}{2} (8\pi - M_\alpha(\omega)) M_\alpha(\omega);$$

(ii) if $\Omega$ is assumed to be simple and of class $C^{1,1}$, $\hat{V} \equiv 1$, and if $v$ satisfies (4.1) and (1.7), then (4.2) holds with $\omega \equiv \Omega$.

Proof. In view of (1.2), (1.9) and (1.10), if $\hat{V} \equiv 1$ and $K_0 = \frac{1}{2}$, then $\hat{K} \equiv \frac{1}{2}$ and we have

$$\gamma_{\omega} \left(1 - \alpha, \frac{1}{2}\right) = 2\pi (1 - \alpha) - \int_{\{K > \frac{1}{2}\} \cap \omega} \left(\hat{K} - \frac{1}{2}\right) e^{v + g + h_\alpha} dx \equiv 2\pi (1 - \alpha),$$

so that

$$2\gamma_{\omega}(1 - \alpha, K_0) - K_0 M_\alpha(\omega) = 4\pi (1 - \alpha) - \frac{1}{2} M_\alpha(\omega).$$

Therefore (4.1), (4.2) readily follow from (3.1), (3.2). The inequality claimed in (ii) follows by the same argument and Theorem 4.1. □

5. Pointwise estimates based on the weighted rearrangement

In this section we will establish pointwise estimates for strong subsolutions. More specifically we will prove the following theorem, which improves and generalizes former results in [3], [40].

Theorem 5.1. Let $\Omega \subset \mathbb{R}^2$ be any open, bounded and simply connected domain with $0 \in \Omega$ and $\omega \Subset \Omega$ be any relatively compact regular domain. Fix $\alpha \in [0, 1)$ and let $v$ satisfy either (a) or (b) with $\hat{V} \equiv 1$. Then:

(i) if $0 \in \overline{\omega} \cup \overline{\omega_B}$ and $M_\alpha(\omega) < 8\pi (1 - \alpha)$ then it holds

$$\max_{\overline{\omega}} e^v \leq \left(1 - \frac{M_\alpha(\omega)}{8\pi (1 - \alpha)}\right)^{-2} \max_{\partial \omega} e^v,$$

while if $0 \notin \overline{\omega} \cup \overline{\omega_B}$ and $M_\alpha(\omega) < 8\pi$, then it holds

$$\max_{\overline{\omega}} e^v \leq \left(1 - \frac{M_\alpha(\omega)}{8\pi}\right)^{-2} \max_{\partial \omega} e^v.$$

(ii) If $\Omega$ is assumed to be simple and of class $C^{1,1}$ and if $v$ satisfies (4.1) and (1.7), then (5.1) holds with $\omega \equiv \Omega$.

Proof. We will be mainly concerned with (5.1), which is the more involved case. The rest of the proof goes along the same lines with minor changes, and we skip this part here to avoid repetitions.
Let \( \eta \) be exactly the same function as defined in Step 1 in the proof of Theorem 3.1. We recall from Step 2 that if we set \( \hat{V} \equiv 1 \) and \( K_0 = \frac{1}{2} \), then \( \hat{K} \equiv \frac{1}{2} \), \( F(s) = \int_{\Omega \eta^*(s)} e^\eta \, d\tau \), \( s \in [0, \mu(0)] \) and \( \gamma^*_{\alpha}(1/2) = 0 \) (see (3.17)). Moreover, setting

\[
P_{\alpha}(s) = 4\pi s F'(s) - 4\pi F(s) + \frac{1}{2}(F(s))^2, \quad \forall \ s \in (0, \mu(0))
\]

then from (3.21) we have

\[
P_{\alpha}(s) \geq P_{\alpha}(0) = 0 \quad \forall \ s \in [0, \mu(0)].
\]

We also recall that if we define

\[
J_{\alpha}(s) = \frac{s}{F(s)} - \frac{s}{8\pi(1 - \alpha)}, \quad s \in (0, \mu(0))
\]

then we can differentiate and from (5.3), (5.4) obtain

\[
J'_{\alpha}(s) = -\frac{P_{\alpha}(s)}{4\pi(1 - \alpha)F^2(s)} \leq 0, \quad s \in (0, \mu(0))
\]

Hence \( J_{\alpha} \) is \( C^1 \) and nonincreasing. Thanks to l'Hôpital rule we can extend it by continuity to \( s = 0 \) as follows

\[
\lim_{s \to 0^+} J_{\alpha}(s) = \lim_{s \to 0^+} \frac{s}{F(s)} = \lim_{s \to 0^+} \frac{1}{F'(s)} = \frac{1}{F'(0)}.
\]

In particular, since \( F'(0) = \max_{\omega} e^\eta \), for any \( s \in (0, \mu(0)) \) we get

\[
\max_{\omega} e^\eta \leq \frac{1}{J_{\alpha}(s)}.
\]

On the other hand, again by (5.11), for \( s \in (0, \mu(0)) \) we deduce

\[
s F'(s) \geq F^2(s) \left( \frac{1}{F(s)} - \frac{1}{8\pi(1 - \alpha)} \right).
\]

Notice that thanks to the hypothesis (5.1) we have \( F(s) \leq F(\mu(0)) = M_{\alpha}(\omega) < 8\pi(1 - \alpha) \), which in turn by (5.9) and \( F' > 0 \) implies that for \( s \in (0, \mu(0)) \) it holds

\[
J_{\alpha}(s) = s \left( \frac{1}{F(s)} - \frac{1}{8\pi(1 - \alpha)} \right) = \frac{s F'(s)}{F^2(s)} \left( \frac{1}{F(s)} - \frac{1}{8\pi(1 - \alpha)} \right) \geq \frac{F^2(s)}{F'(s)} \left( \frac{1}{F(s)} - \frac{1}{8\pi(1 - \alpha)} \right)^2 = \frac{1}{F'(s)} \left( 1 - \frac{F(s)}{8\pi(1 - \alpha)} \right)^2.
\]

Thus combining (5.8) and (5.10), we obtain that for any \( s \in (0, \mu(0)) \) it holds

\[
\max_{\omega} e^\eta \leq F'(s) \left( 1 - \frac{F(s)}{8\pi(1 - \alpha)} \right)^{-2}.
\]

So, passing to the limit as \( s \to \mu(0) \) in (5.11) and noticing that \( F'(\mu(0)) = e^{\eta(\mu(0))} = 1 \) and \( F(\mu(0)) = M_{\alpha}(\omega) \), we finally have

\[
\max_{\omega} e^\eta \leq \left( 1 - \frac{M_{\alpha}(\omega)}{8\pi(1 - \alpha)} \right)^{-2}.
\]
Now, since \( \eta = v - g_3 \) (with \( g_3 \) subharmonic and continuous in \( \omega \), see Step 1) and since \( \eta = 0 \) on \( \partial \omega \), then by the weak maximum principle and (5.11) we obtain

\[
\max_{\omega} e^v = \max_{\omega} e^{\eta + g_3} \leq \max_{\omega} e^{\eta} \max_{\omega} e^{g_3} \leq \left( 1 - \frac{M_\alpha(\omega)}{8\pi(1 - \alpha)} \right)^{-2} \max_{\partial \omega} e^{g_3}
\]

which is (5.11) as claimed.

\[
(6.2)
\]

\[\max_{B_\delta} e^u \leq \left( 1 - \frac{M_{a,N,L}}{8\pi(1 + \min\{N_-, L_-\})} \right)^{-2} \max_{\partial B_\delta} e^u.\]

\section{An application of Alexandrov-Bol’s inequality arising in cosmic strings theory.}

The aim of this section is to discuss an explicit example arising in cosmic strings theory, see [43]. To simplify the exposition, in this section we let \( N_- = \min\{0, N\} \), while \( B_\delta \) will be used to denote a ball of radius \( \delta > 0 \) centered at an arbitrarily fixed point \( x_0 \in \mathbb{R}^2 \). We have the following:

\textbf{Proposition 6.1.} For any \( N, L > -1 \) and \( a > 0 \), let \( u \in L^1_{\text{loc}}(\mathbb{R}^2) \) be a solution (in the sense of distributions) of:

\[
\begin{cases}
-\Delta u = (|x|^{2N} e^u + |x|^{2L} e^{au}) := f & \text{in } \mathbb{R}^2, \\
\int_{\mathbb{R}^2} f < +\infty. 
\end{cases}
\]

If \( M_{a,N,L} := \max\{1, a\} \int_{B_\delta} f < 8\pi(1 + \min\{N_-, L_-\}) \), then

\[
(6.2)
\]

\[\max_{B_\delta} e^u \leq \left( 1 - \frac{M_{a,N,L}}{8\pi(1 + \min\{N_-, L_-\})} \right)^{-2} \max_{\partial B_\delta} e^u.
\]

\textbf{Remark 6.2.} The proof of this result relies on Theorem 5.1 and the fact that suitably modified logarithms of the datum \( f \) satisfy (b). We are indebted with G. Tarantello for bringing this fact to our attention.

\textbf{Proof.} We will discuss the case \( N \geq L \) first, and then indicate how to derive the latter case \( N < L \) from the former.

\textbf{The Proof of (6.2) in case \( N \geq L \).}

If \( N \geq L \) we rewrite (6.1) as follows:

\[-\Delta u = |x|^{2L} (e^{au} + |x|^{2(N-L)} e^u) := |x|^{2L} g \quad \text{in } \mathbb{R}^2.\]

Observe that by the results in [18] we know that \( u^+ \in L^\infty(B_{2\delta}) \), which spells that \( f \in L^\infty(B_{2\delta}) \) whenever \( L \geq 0 \), while \( f \in L^\infty(\Omega_1) \) on any compact subset \( \Omega_1 \subset B_{2\delta} \setminus \{0\} \) whenever \( -1 < L < 0 \). By standard elliptic regularity \( u \) is then smooth away from the origin if \( -1 < L < 0 \), while it is of class \( C^2(B_{2\delta}) \) if \( L \geq 0 \). Thus we shall further divide our discussion in two subcases, namely \( L \geq 0 \) and \( -1 < L < 0 \).

\textbf{The Proof of (6.2) in case \( N \geq L \) and \( L \geq 0 \).}
If $L \geq 0$ the estimate (6.2) is a direct consequence of (5.11) with $\alpha = 0$. In fact we will prove that the function

$$\eta_a = \log(g) + \log(\max\{1, a\}), \quad x \neq 0,$$

satisfies (b) with $V = |x|^{2L}$, and $\alpha = 0$, that is,

$$\eta_a \in W^{2,p}_{\text{loc}}(B_{2\delta} \setminus \{0\}) \cap W^{2,q}(B_{2\delta})$$

for some $p > 2$ and some $q > 1$ and

$$-\Delta \eta_a \leq |x|^{2L} e^{\eta_a} \quad \text{a.e. in } \mathbb{R}^2.$$

Clearly, as far as we are concerned with (6.4), and since here $L \geq 0$, then it will be enough to prove the $W^{2,q}(B_{2\delta})$ regularity of $\eta_a$ for some $q > 1$. At this point, let us set

$$V_a(x) = |x|^{2(N-L)} e^{(1-a)u}$$

and

$$\xi_a(x) := u(x) + \frac{1}{a} \log(1 + V_a(x)),$$

so that

$$-\Delta u = |x|^{2L} (1 + V_a(x)) e^{au} = |x|^{2L} e^{a\xi_a}.$$

In order to compute $\Delta \xi_a$, we observe that, since $N \geq L$, then $1 + V_a(x)$ is bounded away from zero. Hence we have

$$\Delta \log(1 + V_a(x)) = \frac{\Delta V_a(x)}{1 + V_a(x)} - \frac{\nabla V_a(x)^2}{(1 + V_a(x))^2},$$

and, for $x \neq 0$,

$$\Delta V_a = (1 - a)V_a(x)\Delta u + \frac{\nabla V_a(x)^2}{V_a(x)}.$$

So, by using (6.8), (6.9) and (6.10), for $x \neq 0$, we find

$$\Delta \log(1 + V_a(x)) = \left(\frac{1 - a}{1 + V_a(x)}\right) \Delta u + \frac{\nabla V_a(x)^2}{V_a(x)(1 + V_a(x))}. \quad \text{(6.11)}$$

Notice that the r.h.s. in (6.11) may be singular at $x = 0$, but since $u \in C^2(B_{2\delta})$, then the asymptotic behavior is dictated just by the term $|x|^{2(N-L)}$ in the definition of $V_a(x)$ as given by (6.6). In particular, since $V_a(x) = O(|x|^{2(N-L)})$ and $|\nabla V_a(x)| = O(|x|^{2(N-L)-1})$ as $x \approx 0$, we conclude that:

$$\frac{|\nabla V_a(x)|^2}{V_a(x)(1 + V_a(x))} = \begin{cases} 0 \left(|x|^{2(N-L)-2}\right), & N > L \\ O(1), & N = L \end{cases}. \quad \text{(6.12)}$$

Thus, from (6.12), we see that the r.h.s. of (6.11) is in $L^q(B_{2\delta})$ for some $q > 1$ whenever $N \geq L$, and the required regularity of $\eta_a$ is established. Next, in view of (6.11) and (6.12) we obtain,

$$-\Delta \xi_a = -\Delta u \left(\frac{a + V_a(x)}{a(1 + V_a(x))}\right) - \frac{|\nabla V_a(x)|^2}{aV_a(x)(1 + V_a(x))^2} \leq |x|^{2L} e^{a\xi_a} \left(\frac{a + V_a(x)}{a(1 + V_a(x))}\right), \quad \text{a.e. in } \mathbb{R}^2.$$
Finally we distinguish two cases: if \( a \in (0, 1) \), from (6.13) we find,
\[
-\Delta \xi_a \leq \frac{|x|^{2L}}{a} \left( \frac{a + V_a(x)}{1 + V_a(x)} \right) e^{a \xi_a} \leq \frac{|x|^{2L}}{a} e^{a \xi_a}.
\]

In particular, letting \( \eta_a := a \xi_a \) then \( \eta_a \) satisfies (6.5). On the other hand, for \( a > 1 \), the previous computations imply that,
\[
-\Delta \xi_a \leq |x|^{2L} \left( 1 + \frac{1}{a} \frac{V_a(x)}{1 + V_a(x)} \right) e^{a \xi_a} \leq |x|^{2L} e^{a \xi_a},
\]
and the desired conclusion again follows for \( \eta_a := a \xi_a + \log a \).

**The proof of (6.2) in case \( N \geq L \) and \(-1 < L < 0\).**

The proof for \(-1 < L < 0\) is inspired by the previous but is slightly more delicate. This time the estimate (6.2) will be a direct consequence of (5.1) with \( N \geq 1 \). Thus, we see that the r.h.s. of (6.15) is singular at \( x \). However, the first term can be estimated as follows:
\[
-\Delta \eta_a \leq \frac{1}{|x|^{2L}} e^{\eta_a} \quad \text{a.e. in } \mathbb{R}^2.
\]

The proof for \( -1 < L < 0 \) is inspired by the previous but is slightly more delicate. This time the estimate (6.2) will be a direct consequence of (6.15) with \( L \). In fact we will prove that in this case \( \eta_a \), defined as in (6.5), satisfies (b) with \( V \equiv C|x|^{2L} \), and \( \alpha = -L \), that is,
\[
\eta_a \in W^{2,q}(B_{2\delta} \setminus \{0\}) \cap W^{2,q}(B_{2\delta})
\]
for some \( p > 2 \) and some \( q > 1 \) and
\[
\eta_a \in W^{2,q}(B_{2\delta} \setminus \{0\}) \cap W^{2,q}(B_{2\delta})
\]

Once again, it will be enough to prove the \( W^{2,q}(B_{2\delta}) \) regularity of \( \eta_a \) for some \( q > 1 \). With the same definitions of \( V_a \) and \( \xi_a \) as given by (6.10) and (6.13), notice that, since \( u^{+} \in L^{\infty}(B_{2\delta}) \) and \( N \geq \delta \), then \( g \) is bounded. The difference now is that the r.h.s. of (6.15) is singular at \( x = 0 \) due to the presence of \( |x|^{2L} \) with \( L < 0 \). However, the first term can be estimated as follows:
\[
\left| \frac{(a - 1)V_a(x)}{1 + V_a(x)} \Delta u \right| \leq |1 - a| |\Delta u|
\]

with \( \Delta u \in L^{q}(B_{2\delta}) \) for any \( 1 < q < \frac{1}{|L|} \), while the second term can be treated exactly as in (6.12). Thus, we see that the r.h.s. of (6.15) is in \( L^{q}(B_{2\delta}) \) whenever \(-1 < L < 0\), and the required regularity of \( \eta_a \) is established. Next, in view of (6.14) and (6.15) we obtain,
\[
-\Delta \xi_a \leq -\Delta u \left( \frac{1 + aV_a(x)}{1 + V_a(x)} \right) - \frac{|\nabla V_a(x)|^2}{V_a(x)(1 + V_a(x))^2}
\]

\[
\leq \frac{1}{|x|^{2L}} e^{\xi_a} \left( \frac{1 + aV_a(x)}{1 + V_a(x)} \right), \quad \text{a.e. in } \mathbb{R}^2.
\]

Once again we distinguish two cases: if \( a \in (0, 1) \), from (6.16) we find,
\[
-\Delta \xi_a \leq \frac{1}{|x|^{2L}} \left( \frac{1 + aV_a(x)}{1 + V_a(x)} \right) e^{\xi_a} \leq \frac{1}{|x|^{2L}} e^{\xi_a}.
\]
In particular $\eta_a := \xi_a$ satisfies (6.14). On the other hand, for $a > 1$, the previous computations imply,

$$-\Delta \xi_a \leq \frac{a}{|x|^{2L}} \left( \frac{1}{a} + \frac{V_a(x)}{1 + V_a(x)} \right) e^{\xi_a} \leq \frac{a}{|x|^{2L}} e^{\xi_a},$$

and the desired conclusion again follows for $\eta_a := \xi_a + \log a$.

Next, let us discuss the case $N < L$. The proof of (6.2) in case $N < L$.

By a direct calculation we see that if $u$ satisfies (6.1) with parameters $(N, L, a)$, then the function $v = au$ satisfies:

$$-\Delta v = a(|x|^{2N} e^{\frac{1}{a}u} + |x|^{2L} e^u) = a|x|^{2N} (e^{\frac{1}{a}u} + |x|^{2(L-N)} e^u) \quad \text{in} \quad \mathbb{R}^2$$

which is essentially (6.1) but with the different choice of parameters $(L, N, 1/a)$. Furthermore we notice that:

$$M_{1/a, L, N} = \max \left\{ \frac{1}{a}, 1 \right\} \int_{B_0} (|x|^{2L} e^u + |x|^{2N} e^{\frac{1}{a}u}) =$$

$$= \max \left\{ 1, a \right\} \int_{B_0} (|x|^{2L} e^u + |x|^{2N} e^{\frac{1}{a}u}) = \max \left\{ 1, a \right\} \int_{B_0} (|x|^{2L} e^{au} + |x|^{2N} e^u) = M_{a, N, L}$$

In particular, since $L > N$, this means that we can repeat the same discussion of the previous case with minor changes. Indeed, it will enough to replace $u$ and $L$ with $v$ and $N$ respectively, but with the choice of $V(x) = a|x|^{2L}$ (as in (5.1)) and $V_a(x) = |x|^{2(L-N)} e^{(1 - \frac{1}{a})u}$ (as in (6.6)). □

At this point we can apply our results to the blow up analysis of self-gravitating strings [43]. For any $N > -1$ and $a > 0$ we let $u \in L^1_{\text{loc}}(\mathbb{R}^2)$ be a solution (in the sense of distributions) of:

(6.17) \[
\begin{cases}
-\Delta u = (e^{au} + |x|^{2N} e^u) := f & \text{in} \quad \mathbb{R}^2, \\
\int f < +\infty.
\end{cases}
\]

The above problem (6.17) fits in the framework of Proposition 6.1 for $L = 0$, hence if $M_{a, N} := \max \{1, a\} \int_{B_0} f < 8\pi(1 + N_-)$, we have that

(6.18) \[
\max_{B_0} e^u \leq \left( 1 - \frac{M_{a, N}}{8\pi(1 + N_-)} \right)^{-2} \max_{\partial B_0} e^u.
\]

As a direct consequence of (6.18) one can find a lower threshold for the mass, as we shortly describe below, which is usually obtained through a longer and more complicated blow-up analysis, see [43]. Our approach allows for a shorter proof based on Proposition 6.1.

However we should take into account also the presence of blow-up at infinity. In this regard, an important tool is the so called Kelvin transform $\hat{u}$ of $u$, given explicitly by:

(6.19) \[
\hat{u}(x) := u \left( \frac{x}{|x|^2} \right) + \beta_a \log \frac{1}{|x|}
\]
with \( \beta_a = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{au} + |x|^{2N} e^{u} \). It is not difficult to prove (see [43]) that if \( u \) satisfies (6.17), then \( \hat{u} \) satisfies

\[
-\Delta \hat{u} = |x|^{a\beta_a - 4} e^{\alpha \hat{u}} + |x|^{\beta_a - 2(N+2)} e^{\hat{u}} \quad \text{in} \quad \mathbb{R}^2
\]

where \( \beta_a > \max\{2/a, 2(N+1)\} \). In this way we see that equation (6.20) is a particular case of (6.1) with \( N = \frac{\beta_a - 2(N+2)}{2} \) and \( L = \frac{\beta_a - 4}{2} \), which explains the full generality we pursued in Proposition 6.1.

In order to specify our results, let us then consider a sequence \( \{u_k\} \subset L^1(\mathbb{R}^2) \) satisfying (6.1),

\[
\begin{cases}
-\Delta u_k = e^{au_k} + |x|^{2N_k} e^{u_k} =: f_k \\
\beta_{a,k} := \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{au_k} + |x|^{2N_k} e^{u_k}
\end{cases}
\]

with

\[
N_k \to N > -1 \quad \text{and} \quad \beta_{a,k} \to \beta \quad \text{as} \quad k \to +\infty.
\]

Furthermore, let \( \hat{u}_k \) be the sequence of corresponding Kelvin transforms as in (6.19), which satisfy

\[
-\Delta \hat{u}_k = |x|^{a\beta_{a,k} - 4} e^{\alpha \hat{u}_k} + |x|^{\beta_{a,k} - 2(N_k+2)} e^{\hat{u}_k} := \hat{f}_k \quad \text{in} \quad \mathbb{R}^2,
\]

We give the following

**Definition 6.3.** We say that \( x_0 \in \mathbb{R}^2 \) is a blow-up point for a sequence of functions \( u_k \) if there exists a sequence \( x_n \to x_0 \) and a subsequence \( k_n \) such that \( u_{k_n}(x_n) \to +\infty \) as \( n \to \infty \). We say that \( u_k \) has a blow-up point at infinity (and we write \( x_0 = \infty \)) if the sequence \( \hat{u}_k \) has a blow-up point at \( x_0 = 0 \).

In the spirit of [18] and thanks to Proposition 6.1, we will now see that a blow-up point, finite or not, requires a fixed amount of the \( L^1 \)-norm of \( f_k \). In fact,

**Theorem 6.4.** Let \( \{u_k\}_{k \in \mathbb{N}} \) be a sequence that satisfies (6.21) and (6.22). Suppose that \( u_k \) has a blow-up point at \( x_0 \) and let \( u_{k_n} \) be a subsequence as in Definition 6.3. The following alternatives hold:

1. **(j)** If \( x_0 \neq 0, \infty \), then for any \( \delta > 0 \) it holds

\[
\beta_{\infty} := \liminf_{n \to +\infty} \frac{1}{2\pi} \int_{B_\delta} f_{k_n} \geq \frac{4}{\max\{1,a\}}.
\]

2. **(jj)** If \( x_0 = 0 \), then for any \( \delta > 0 \) it holds

\[
\beta_{\infty} := \liminf_{n \to +\infty} \frac{1}{2\pi} \int_{B_\delta} f_{k_n} \geq \frac{4(1 + N_-)}{\max\{1,a\}}.
\]

3. **(jjj)** If \( x_0 = \infty \), then for any \( \delta > 0 \) it holds

\[
\beta_{\infty} := \liminf_{n \to +\infty} \frac{1}{2\pi} \int_{B_\delta} \hat{f}_{k_n} \geq \frac{(2 + \min\{a(\beta - 4)\},(\beta - 2(N + 2))\})}{\max\{1,a\}}.
\]

We give the following

**Definition 6.3.** We say that \( x_0 \in \mathbb{R}^2 \) is a blow-up point for a sequence of functions \( u_k \) if there exists a sequence \( x_n \to x_0 \) and a subsequence \( k_n \) such that \( u_{k_n}(x_n) \to +\infty \) as \( n \to \infty \). We say that \( u_k \) has a blow-up point at infinity (and we write \( x_0 = \infty \)) if the sequence \( \hat{u}_k \) has a blow-up point at \( x_0 = 0 \).

In the spirit of [18] and thanks to Proposition 6.1, we will now see that a blow–up point, finite or not, requires a fixed amount of the \( L^1 \)-norm of \( f_k \). In fact,

**Theorem 6.4.** Let \( \{u_k\}_{k \in \mathbb{N}} \) be a sequence that satisfies (6.21) and (6.22). Suppose that \( u_k \) has a blow-up point at \( x_0 \) and let \( u_{k_n} \) be a subsequence as in Definition 6.3. The following alternatives hold:

1. **(j)** If \( x_0 \neq 0, \infty \), then for any \( \delta > 0 \) it holds

\[
\beta_{\infty} := \liminf_{n \to +\infty} \frac{1}{2\pi} \int_{B_\delta} f_{k_n} \geq \frac{4}{\max\{1,a\}}.
\]

2. **(jj)** If \( x_0 = 0 \), then for any \( \delta > 0 \) it holds

\[
\beta_{\infty} := \liminf_{n \to +\infty} \frac{1}{2\pi} \int_{B_\delta} f_{k_n} \geq \frac{4(1 + N_-)}{\max\{1,a\}}.
\]

3. **(jjj)** If \( x_0 = \infty \), then for any \( \delta > 0 \) it holds

\[
\beta_{\infty} := \liminf_{n \to +\infty} \frac{1}{2\pi} \int_{B_\delta} \hat{f}_{k_n} \geq \frac{(2 + \min\{a(\beta - 4)\},(\beta - 2(N + 2))\})}{\max\{1,a\}}.
\]
Remark 6.5. As mentioned in the introduction, the minimal mass value obtained in (a) is sharp, see [43].

Proof. The proof of (j) and (jj) is an immediate consequence of (6.13), since it can be shown (see [43]) that blow-up points are isolated. In fact, for each blow-up point $x_0$ one can find $\delta_0 = \delta_0(x_0)$ such that for any $0 < \delta_1 < \delta_0$ it holds:

$$\sup_{|x| = \delta_1} u_{k,n} \leq C\delta_1, \quad \forall \ n \in \mathbb{N}.$$ 

Hence, if for some $\delta > 0$ either (6.21) or (6.20) were not true, then, since $f_k$ is nonnegative, (6.13) would contradict the fact that $x_0$ is a blow-up point. The same argument applies to the proof of (jjj). In this case we just use (6.2) of Proposition 6.1 and (6.22), (6.23). \hfill \Box

7. Appendix

In this appendix we prove that $\eta^*$ (as defined in (5.11)) is locally Lipschitz in $(0, \mu(0))$.

Lemma 7.1. For any $\alpha \in [0,1)$ and $0 < \varpi \leq a < b \leq \overline{b} \leq \mu(0)$, there exist $\overline{C} = \overline{C}(\varpi, b, \alpha) > 0$ such that

$$(7.1) \quad \eta^*(a) - \eta^*(b) \leq \overline{C}(b - a).$$

Proof. For fixed $a < b$ as above we can find an open set $\Omega_{a,b}$ such that

$$\{ x \in \omega : \eta^*(b) \leq \eta(x) \leq \eta^*(a) \} \subset \Omega_{a,b} \subset \omega.$$ 

Using Green’s representation formula, and in view of (3.6), it is not difficult to check that

$$|\nabla \eta(x)| \leq C + C \frac{dy}{|x - y||y|^{2\alpha}}, \quad \forall \ x \in \overline{\Omega_{a,b}}.$$ 

It is well known that

$$\int_{\Omega_{a,b}} \frac{dy}{|x - y||y|^{2\alpha}} \leq \int_{B_R(0)} \frac{dy}{|x - y||y|^{2\alpha}} \leq C(1 + |x|^{-2\alpha}),$$

for some $R \geq 1$ depending on $\Omega_{a,b}$. So we find

$$(7.2) \quad |\nabla \eta(x)| \leq C + C|x|^{-2\alpha} \quad \forall \ x \in \overline{\Omega_{a,b}},$$

for a suitable constant $C > 0$. Let

$$d\tau = e^{g_2 + h_2} dx,$$

with $g_2$ as in (3.5). Thus, by the co-area formula and Sard’s Lemma we obtain

$$b - a = \mu(\eta^*(b)) - \mu(\eta^*(a)) = \int_{\eta^*(b)}^{\eta^*(a)} d\tau - \int_{\eta^*(b)}^{\eta^*(a)} d\tau = \int_{\eta^*(b)}^{\eta^*(a)} \left( \int_{\Gamma(t)} e^{g_2 + h_2} \frac{dy}{|\nabla \eta|} dt \right) \geq \int_{\eta^*(b)}^{\eta^*(a)} \left( \int_{\Gamma(t)} \frac{e^{g_2 + h_2}}{C + C|x|^{-2\alpha}} dt \right).$$
for any $\eta$.

\[ C_1 \int_{\eta^*(b)}^{\eta^*(a)} \left( \int_{\Gamma(t)} \frac{e^{\eta}}{|x|^2 + |x|} \, dt \right) \geq C_2 \int_{\eta^*(b)}^{\eta^*(a)} \left( \int_{\Gamma(t)} \, dt \right) \int_{\eta^*(b)}^{\eta^*(a)} L_1(\Gamma(t)) \, dt \geq C_2 \inf_{\eta^*(b) \leq t \leq \eta^*(a)} L_1(\Gamma(t)) \int_{\eta^*(b)}^{\eta^*(a)} \, dt = C(\eta^*(a) - \eta^*(b)), \]

where $L_1(\Gamma)$ is the 1-dimensional Lebesgue measure of the set $\Gamma$ and in the last inequality we have used the standard isoperimetric inequality to conclude that

\[ L_1(\Gamma(t)) \geq 4\pi|\Omega(t)| \geq 4\pi|\Omega(\eta^*(\Gamma)| > 0, \]

for any $\eta^*(b) \leq t \leq \eta^*(a)$.

\[ \square \]

References

[1] R. A. Adams, "Sobolev Spaces", Academic Press, New-York San Francisco London, 1975.
[2] A. D. Alexandrov, Die innere Geometrie der konvexen Flächen, Springer Verlag, Berlin, 1955.
[3] C. Bandle, On a differential Inequality and its applications to Geometry, Math. Zeit. 147, (1976) 253-261.
[4] C. Bandle, Isoperimetric Inequalities and Applications, Pitman, Boston, 1980.
[5] D. Bartolucci, A "Sup + C Inf" inequality for the equation $-\Delta u = \frac{\lambda}{|x|^2 + |x|} e^u$, Proc. Royal Soc. of Edinburgh 140A (2010), 1119-1139.
[6] D. Bartolucci, Stable and unstable equilibria of uniformly rotating self-gravitating cylinders$^2$, Int. Jour. Mod. Phys. D 21(13) (2012), 1250087.
[7] D. Bartolucci, On the best pinching constant of conformal metrics on $S^2$ with one and two conical singularities, Jour. Geom. Analysis 23 (2013) 855-877.
[8] D. Bartolucci, F. De Marchis, On the Ambjorn-Olesen electroweak condensates, Jour. Math. Phys. 53 073704 (2012); doi: 10.1063/1.4731239.
[9] D. Bartolucci, F. De Marchis & A. Malchiodi, Supercritical conformal metrics on surfaces with conical singularities, Int. Math. Res. Not. 2011, (2011)(24), 5625-5643; DOI: 10.1093/imrn/rnq285.
[10] D. Bartolucci, C.C. Chen, C.S. Lin & G. Tarantello, Profile of Blow Up Solutions To Mean Field Equations with Singular Data, Comm. in P. D. E. 29(7-8) (2004), 1241-1265.
[11] D. Bartolucci, C.S. Lin, Uniqueness Results for Mean Field Equations with Singular Data, Comm. in P. D. E. 34(7) (2009), 676-702.
[12] D. Bartolucci, C.S. Lin, Existence and uniqueness for Mean Field Equations on multiply connected domains at the critical parameter, Math. Ann., 359 (2014), 1-44; DOI 10.1007/s00208-013-0990-6.
[13] D. Bartolucci, C.S. Lin, G. Tarantello, Uniqueness and symmetry results for solutions of a mean field equation on $S^2$ via a new bubbling phenomenon, Comm. Pure Appl. Math. 64(12) (2011), 1677-1730.
[14] D. Bartolucci, E. Montefusco, On the Shape of Blow up Solutions to a Mean Field Equation, Nonlinearity 19, (2006), 611-631.
[15] D. Bartolucci, E. Montefusco, Blow up analysis, existence and qualitative properties of solutions for the two dimensional Emden-Fowler equation with singular potential, M$^2$A.S. 30(18) (2007), 2309-2327.
[16] D. Bartolucci, G. Tarantello, Liouville type equations with singular data and their applications to periodic multivortices for the electroweak theory, Comm. Math. Phys. 229 (2002), 3-47.
[17] G. Bol, Isoperimetrische Ungleichungen für Bereiche auf Flächen, Jahresber. Deutschen Math. Vereinigung 51, (1941), 219-257.
[18] H. Brezis & F. Merle, Uniform estimates and blow-up behaviour for solutions of $-\Delta u = V(x)e^u$ in two dimensions, Comm. in P.D.E., 16(8,9) (1991), 1223-1253.
[19] J.E. Brothers & W.P. Ziemer, Minimal rearrangement of Sobolev functions, J. reine Angew. Math. 384 (1988), 153-179.

[20] Y.D. Burago, V.A. Zalgaller, "Geometric inequalities", Springer Ser. Sov. Math., Springer-Verlag Berlin Heidelberg 1988.

[21] A. Carlotto, A. Malchiodi, Weighted barycentric sets and singular Liouville equations on compact surfaces, J. Funct. Anal. 262(2) (2012), 409-450.

[22] E. Caglioti, P.L. Lions, C. Marchioro & M. Pulvirenti, A special class of stationary flows for two dimensional Euler equations: a statistical mechanics description. II, Comm. Math. Phys. 174 (1995), 229–260.

[23] C. C. Chen & C. S. Lin, A sharp sup+inf inequality for a nonlinear elliptic equation in R², Comm. An. Geom., 6(1) (1998), 1-19.

[24] S.Y.A. Chang, C.C. Chen & C.S. Lin, Extremal functions for a mean field equation in two dimension, in: "Lecture on Partial Differential Equations", New Stud. Adv. Math. 3 Int. Press, Somerville, MA, 2003, 61-93.

[25] R.M. Chen, Y. Guo, D. Spirn, Asymptotic behavior and symmetry of condensate solutions in electroweak theory, J. Anal. Math. 117 (2012), 4785.

[26] C.C. Chen, C.S. Lin, On the Symmetry of Blowup Solutions to a Mean Field Equation, Ann. Inst. H. Poincaré Anal. Non Linéaire 18 (2001), 271-296.

[27] F. Fiala, Le problème des isopérimètres sur le surfaces ouvert à courbure positive, Comm. Math. Helv., 9 (1921), 154-160.

[28] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, II Ed., Springer 2001.

[29] A. Huber, On the isoperimetric inequality on surfaces of variable Gaussian curvature, Ann. Math., 60 (2) (1954), 237-247.

[30] A. Huber, Zur Isoperimetrischen Ungleichung Auf Gekrümmten Flächen, Acta. Math., 97 (1957), 95-101.

[31] Y.Y. Li, Harnack type inequality: the method of moving planes, Comm. Math. Phys. 200 (1999), 421–444.

[32] Y.Y. Li & I.Shafrir, Blow-up analysis for Solutions of \(-\Delta u = V(x)e^u\) in dimension two, Ind. Univ. Math. J., 43(4) (1994), 1255–1270.

[33] J. Liouville, "Sur L'Équation aux Différence Partielles \(\frac{d^2}{dx^2} \log \lambda \pm \frac{\lambda}{x^2} = 0\)"., J. Math. Pure Appl. 36 71-72 (1853).

[34] R. Ossermann, The isoperimetric inequality, Bull. A.M.S. 84(6) (1978), 1182-1238.

[35] R. Ossermann, Bonnesen-style Isoperimetric Inequalities, Am. Math. Mont. 86(1) (1979), 1-29.

[36] E. Picard, De l'intégration de l'équation \(\Delta u = e^u\) sur une surface de Riemann fermée, J. Crelle, 130 (1905).

[37] A. Poliakovsky, G. Tarantello, On a planar Liouville-type problem in the study of selfgravitating strings, J. Differential Equations 252 (2012), 3668-3693.

[38] A. Poliakovsky & G. Tarantello, On singular Liouville systems, Preprint (2013).

[39] I.Shafrir, A Sup+Inf inequality for the equation \(-\Delta u = V(x)e^u\), C. R. Acad. Sci. Paris, 315(Ser.2) (1992), 159–164.

[40] T. Suzuki, Global analysis for a two-dimensional elliptic eigenvalue problem with the exponential nonlinearity, Ann. Inst. H. Poincaré Anal. Non Linéaire 9(4) (1992), 307-336.

[41] G. Tarantello, Analytical aspects of Liouville type equations with singular sources, Handbook Diff. Eqs., North Holland, Amsterdam, Stationary partial differential equations, I (2004), 491–592.

[42] G. Tarantello, A quantization property for blow up solutions of singular Liouville-type equations, Jour. Func. An. 219 (2005), 368-399.

[43] G. Tarantello, Blow-up analysis for a cosmic strings equation, in preparation.

[44] P. Topping Mean curvature flow and geometric inequalities, J. Reine Angew. Math., 503, (1998) 47-61.

[45] P. Topping The isoperimetric inequality on a surface, Man. Math., 100, (1999) 23-33.

[46] M. Troyanov, Prescribing curvature on compact surfaces with conical singularities, Trans. Amer. Math. Soc. 324 (1991), 793–821.

[47] G. Wolansky, On steady distributions of self-attracting clusters under friction and fluctuations, Arch. Rational Mech. An. 119 (1992), 355-391.