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1 Introduction

Neural Architecture Search (NAS) [12] has seen significant progress on various computer vision tasks, such as image classification [5,29], object detection [12,39], and semantic segmentation [6,21]. NAS completes architecture design tasks by automating architecture engineering to alleviate the burden of manual architecture designing and heavy dependence on prior knowledge. Despite their remarkable achievements, NAS requires expensive computing resources to search for the optimal neural architecture of the target task.

One line of existing NAS methods focuses on improving search efficiency to explore the large search space, reducing the search time from thousands of GPU days [12,43] to a few GPU days [4,5,23,28]. ENAS [28] trains a supernet to share the parameters among subnets, thus reducing the search time to several GPU days. Similarly, more and more NAS methods [13,38,41] optimize model weights by training a super network with shared parameters and optimize architecture by the evolutionary algorithm. These approaches are summarized into a more systematic framework named one-shot architecture search. In addition, DARTS [23] continuously relaxes the discrete architecture with all candidate operations, which makes it possible to jointly optimize architecture parameters and weight parameters by gradient descent.

However, most NAS approaches are only designed for specific tasks, since large scale and diverse datasets (mainly labeled data) are available for these tasks. This makes it difficult to apply NAS in a multiple-task scenario since the dataset is a collection of small tasks with a few samples. To meet such a need, learning algorithms should be adapted to new tasks rapidly by extracting learning experiences from existing related tasks,
namely, meta-learning. Model-agnostic meta-learning (MAML) estimates a good meta initialization of model parameters for the fast adaptation to new tasks purely by a gradient-based search. Although MAML and its variants [1][11][27] are applied successfully to a variety of learning tasks, existing algorithms mainly optimize the weights while ignoring the architecture, which is more macro in a network.

Meta architecture search learning task-agnostic knowledge that is used to search networks across multiple tasks efficiently. Comparatively speaking, there has been some recent works on meta architecture search [10][16][20][31] by integrating meta-learning with NAS. Bayesian Meta Architecture Search [31] uses a Bayesian formulation of the architecture search problem to learn over an entire set of tasks simultaneously. Lian et al. [16][20] roughly combined MAML and DARTS to find the task-sensitive architecture by updating architecture parameters and weight parameters at the same time. Furthermore, Elsken et al. [10] proposed joint meta-learning of architecture and weights with METANAS. These approaches all find the task-sensitive architecture by updating architecture parameters and weight parameters at the same time. To search for the best meta-architecture, we try to combine various DARTS [23] algorithms with MAML [11]. But as shown in Table 1, existing DARTS-type algorithms [7][23][37] require a lot of GPU memory in training time. Simply training all candidate architecture leads to GPU memory explosion, as the memory consumption grows linearly with respect to the candidate number. In other words, GPU memory limits the search space of DARTS smaller than that of EA-based NAS [13][26][38]. The flaw of DARTS eliminates the possibility of searching deeper networks with better performance.

To solve this issue, we present our effort towards meta architecture search based on meta-learning and EA-based NAS (less GPU memory), namely across task neural architecture search (AT-NAS). A continuous meta-evolution strategy is developed to maximally utilize the meta-knowledge that is learned from multiple tasks in the last evolution generation. Specifically, considerable cells are used to initialize a SuperNet with all candidate architectures. Thus, only one candidate operation is selected at run-time, which reduced the required memory to the same level as running a compact model. Individuals of the architecture population are generated through several benchmark operations (i.e., crossover, mutation, and random sample). According to the mean accuracy of multi-task, architectures with high accuracy are preserved and corresponding cells in the SuperNet will be updated for subsequent optimization. In addition, the proposed distributed parallel meta-search and performance predictor [24][25][36] aim to accelerate the search process of AT-NAS.

AT-NAS exploits the similarities among images of tasks and the corresponding optimal networks to learn a meta-architecture that can quickly adapt to new tasks in less time. The superiority of AT-NAS is verified on benchmark datasets over previous meta architecture search methods. The contributions of the paper are summarized as follows:

- A new approach AT-NAS is proposed to automatically search of the meta-architecture by meta training the supernet and meta evolution algorithm. The optimization of meta-architecture for the specific task can be conducted with a little labeled data and only a few iteration steps (less time consumption and higher accuracy).
- Since the decoupling of architecture and parameter optimization, the search process of AT-NAS is not significantly limited by GPU memory resources. In addition, We propose the distributed parallel meta-learning and online performance predictor to further accelerate the search.
- Extensive experiment results over multiple datasets show that the architecture of a new task by AT-NAS achieves better performance than search from scratch, but with 60× less search cost.

### 2 Preliminary and Problem Formulation

In this section, we formulate the meta architecture search problem. The whole dataset is divided into meta-train dataset $D_{\text{meta-train}}$ and meta-test dataset $D_{\text{meta-test}}$. Consider a distribution over relatively small training tasks $\tau^{\text{train}} \sim p^{\text{train}} (T)$ in $D_{\text{meta-train}}$ and test tasks $\tau^{\text{test}} \sim p^{\text{test}} (T)$ in $D_{\text{meta-test}}$. Same as the task setting of few-shot learning, n-way, k-shot tasks entail that each task is a small classification problem with n classes and k training examples per class.

The meta-architecture $A_{\text{meta}}$ with corresponding model weights $W_{\text{meta}}$ can efficiently adapt to a new task $T_i$ by learning a few labeled samples. In line with MAML [11].
we do so by minimizing a meta-objective function, which can be formulated as:

$$
\mathcal{L}_{\text{meta}} (W, \mathcal{A}, p^{\text{train}}, f) = \sum_{T_i \sim \mathcal{P}^{\text{train}}} \mathcal{L}_{T_i} \left( f^k \left( W, \mathcal{A}, D_{\text{support}}^T, D_{\text{query}}^T \right) \right)
$$

$$
= \sum_{T_i \sim \mathcal{P}^{\text{train}}} \mathcal{L}_{T_i} \left( (W', A'), D_{\text{query}}^T \right)
$$

(1)

$T_i = (D_{\text{support}}^T, D_{\text{query}}^T)$ denotes a training task, $\mathcal{L}_{T_i}$ is the corresponding task loss and $f^k (W, \mathcal{A}, T^{\text{train}})$ represents the task learning algorithm or simply task-learner, where $k$ refers to the iteration number of learning. $f^k (W, \mathcal{A}_{\text{fixed}}, T^{\text{train}})$ (where architecture is pre-defined and fixed) only performs $k$ update to weights within each task. Then, the shared weight $W$ (meta weight) can be updated by summarizing the task-specific parameters and an optimizer like SGD. The task-learner is optimized according to the following rule:

$$
W_i^{m+1} = W_i^m - \lambda_{\text{inner}} \nabla W_i^m \mathcal{L}_{T_i} \left( W_i^m, D_{\text{support}}^T \right)
$$

(2)

where $W_0 = W$ and $\lambda_{\text{inner}}$ is a task-inner learning rate. The meta-learner is optimized according to the following rule:

$$
\mathcal{W} = \mathcal{W} - \lambda_{\text{meta}} \nabla \mathcal{W} \mathcal{L}_{\text{meta}} (\mathcal{W}, D_{\text{query}})
$$

(3)

where $D_{\text{query}}$ includes several task query sets (a meta mini-batch of tasks), and $\lambda_{\text{meta}}$ is a meta learning rate. Meta-learning of architecture parameters $\mathcal{A}$ is directly implemented by using a gradient-based NAS algorithm as a task optimizer $f^k$, like DARTS.

However, such a crude combination causes GPU memory explosion if searching a deep network. Refer to the existing methods [14,23,35], the core of gradient-based NAS is to continuously relax the discrete architecture with all possible operations and jointly optimize the architecture parameters and network weights by gradient descent. In other words, architecture parameters and network weights consume more GPU memory than that of a fixed-architecture network. In addition, architecture parameters and weights naturally have a relationship of competition and cooperation in the DARTS-type strategy, which leads to a poor performance in long-term training, as too many skip-connection in searched architecture. Therefore, we are committed to address the challenge that training meta-parameters and search a meta-architecture during the process with stable GPU memory occupation.

### 3 Across Task Neural Architecture Search

In this section, a novel across-task neural architecture search (AT-NAS) is designed, which includes meta parameter optimization and meta architecture optimization. A SuperNet $\mathcal{N}$ shares parameters $W$ for different architectures and generates a set of well-performed subnets that cover a vast space by genetic algorithms. After that, distributed parallel meta-search and the performance predictor is designed to accelerate the search process of AT-NAS. Finally, an instance is presented to indicate that the searched meta-architecture adapts to a new task by a few gradient descent steps. The overall framework of the AT-NAS can be found in Figure 1 where the main flow path is the EA-based NAS fully integrating gradient-based meta learning.

#### 3.1 SuperNet of AT-NAS

AT-NAS starts with optimizing the SuperNet via MAML-like meta training on multiple tasks. The generality of the selected search space has a major impact on the quality of feasible results. AT-NAS is evaluated on a popular design of the overall structure of the SuperNet (same as DARTS [23]) to compare with previous approaches and illustrate the effectiveness. The SuperNet backbone is conducted by normal cells and reduction cells. The normal cell is used for the layers with the same spatial size of input and output features. The reduction cell is used for layers that downsample the input features.

The cell comprises two input nodes, four intermediate nodes, one output node, and fourteen edges. The two input nodes are the output of the previous two cells. The intermediate node is the sum of the output features of previous nodes after passing through edges. The output node combines the output features of each intermediate node. Edges represent candidate operations (a total of eight operations: separable convolutions $3 \times 3$ and $5 \times 5$; dilated separable convolutions $3 \times 3$ and $5 \times 5$; max pooling $3 \times 3$, average pooling $3 \times 3$; identity; none-operation). The ReLU-Conv-BN structure is used for convolutional operations and applied twice in each separable convolution. The network is stacked with a certain number of searched cells, general 2 or 8 cells.

Each subnet $N_i$ is represented by a set of $W_i$ randomly sampled from the SuperNet $\mathcal{N}$ and an architecture sequence $\mathcal{A}_i$. The architecture sequence is an integer string of length $14 \times c$, where $c$ is the number of cells. The value of each bit expresses the possible operations in the corresponding edge. Observing the network searched by DARTS, we design a restriction of sampling subnets: each intermediate node must have two edges.
with certain operations and the first intermediate node only has two edges with certain operations. Therefore, only two bits of each node have the value of operations and others are zero, as shown in Figure 2.

Fig. 1 The main framework of the proposed Across Task Neural Architecture Search strategy.

From the above, it is seen that each subnet $N_i$ could be represented as a $(W_i, A_i)$ pair. The SuperNet parameters $W$ are shared by a set of subnet parameters $W_i$. If the shared parameters of SuperNet and the architecture population are both randomly initialized, the most frequently used operations for all the architecture would be trained more times. Following one-shot NAS methods, candidate architectures follow the same probability of being sampled to participate in training for several epochs, which is called warm-up. The parameters can be optimized by MAML or REPTILE \(27\), while architectures $A$ are alternately optimized by the meta continuous evolution algorithm. Finally, the optimal $W$ will fit all searched subnets for achieving higher mean recognition accuracy on multiple tasks. The above two steps constitute the main optimization part of our proposed AT-NAS pipeline. We will introduce these two optimization steps in the following.

3.2 Meta Parameter Optimization

The parameters $W$ of the supernet are seen as the collection of all the architecture parameters. The parameters $W_i$ of the $i$-th individual are $W_i = W \odot A_i$, where $\odot$ is the selection operation that keeps the parameters of complete feature maps only for the operations corresponding to the position in the sampled architecture.

Denote $X$ as the input data of a task $T_{train}$, the prediction result of the current subnet is $N_i(X)$, where $N_i$ is the $i$-th subnet architecture. The loss of the $i$-th subnet on the $j$-th task can be expressed as $L_{i,j} = H_{T_j}(N_i(X), Y)$, $H_{T_j}$ is the evaluation criterion of the $T_j$ task. On the support set of $j$-th task, the $i$-th subnet is optimized according to the following formula:

$$W_{i,j}^{m+1} = W_{i,j}^m - \lambda_{task} \nabla W_{i,j}^m L_{i,j} = W_{i,j}^m \odot A_i - \lambda_{task} \nabla W_{i,j}^m \odot A_i L_{i,j}$$

In practice, calculating high-order derivatives is computation inefficient. The finite difference approximation
of the gradient is commonly used to replace the calculating second derivatives in MAML. This is similar to the approximate processing of First-order MAML \[1\] and REPTILE \[27\], which can be formulated as

\[
W^{n+1} = W^n - \eta_{\text{meta}} \frac{1}{K \cdot B_{\text{train}}} \sum_{i=1}^{K} \sum_{j=1}^{B_{\text{train}}} \nabla W_{i,j} L_{i,j} (T_{q}^{\text{train}})
\]

where \(K\) is the number of sampled subnets and \(\eta_{\text{meta}}\) is meta learning rate. \(B_{\text{train}}\) is the number of a batch of training tasks. \(\nabla W_{i,j} L_{i,j} (T_{q}^{\text{train}})\) represents the gradients of meta parameters on the query sets of training tasks. The parameters are only optimized by networks that use corresponding operations during forward. By collecting the individual gradients in the population, the parameters \(W\) are updated by the SGD algorithm.

Training time is greatly extended as there is a large set of architectures with shared weights of SuperNet. Accumulating the gradient of all architectures would take much time for one-step gradient descent. Borrowing the idea of SGD, we randomly extract mini-batch architectures from the population to update parameters. \(B_{\text{arch}}\) different architectures where \(B_{\text{arch}} < K\), and the indices of architectures are \(\{n_1, \ldots, n_{B_{\text{arch}}}\}\). The efficient parameter optimization rule in Eq. 5 can be written as:

\[
W^{n+1} \approx W^n - \eta_{\text{meta}} \frac{1}{B_{\text{arch}} \cdot B_{\text{train}}} \sum_{i=1}^{B_{\text{arch}}} \sum_{j=1}^{B_{\text{train}}} \nabla W_{i,j} L_{i,j} (T_{q}^{\text{train}})
\]

On a mini batch of tasks, the gradients over a mini-batch of architectures are seen as an unbiased approximation of the averaged gradients of the \(K\) individuals. The time cost is largely reduced and architecture mini-batch size \(B_{\text{arch}}\) is seen as a hyper-parameter to balance efficiency and accuracy, same as meta mini-batch size. Moreover, we can further accelerate learning via using distributed parallel computation, specifically demonstrated in Section 3.4.

3.3 Meta Architecture Optimization

Inspired from MAML, a meta continuous evolution algorithm is proposed to accumulate the experience (recognition performance) on multiple tasks. A population with quick task adaptation is maintained via the proposed meta continuous evolutionary algorithm. The impact of the generation of individuals is second only to the SuperNet. Regardless of the search space, the genes of individuals in the population are composed of architecture codes.

There is a one-to-one correspondence between the values of architecture codes and candidate operations, except for “0” as no operation. Preset rules restrict the generation of the architecture code. These rules are related to other evaluation metrics rather than accuracy, such as parameters number, float operations, latency, energy. In this paper, float operations are generally used as additional constraints. We also consider the case of the final compact model. For example, two operations are usually preserved between nodes of the compact model. Therefore, the encoding position of the corresponding node is defined to have only two non-zero values, and the others are all zero. This strategy can ensure accelerated convergence and facilitate comparison with previous methods.

Two pools of tasks \(T_{\text{train}}\) and \(T_{\text{val}}\) are constructed according to the setting of few-shot learning. SuperNet is initialized as described in Section 3.1. The population \(\{A_1, \ldots, A_K\}\) is maintained by \(K\) architectures, where \(K\) is a hyper-parameter. Given the SuperNet \(N\), a batch of tasks from the training tasks pool \(T_{\text{train}}\) and a population of architecture \(A\), the proposed meta-parameter optimizing scheme is used for updating super-net parameters. After several iterations, we evaluate the rapid learning ability of individuals in the population on several batches of tasks. The corresponding subnet is updated on the support set of each task following Eq. 4. The task-inner training iteration period only contains \(M\) iterations to filter out the subnets with fast convergence, where \(M\) is set to a relatively small integer. Then we test the trained subnet on the query set of the corresponding task to get the accuracy. The average accuracy of the single subnet learning multiple tasks is used as the fitness value of this subnet. We design the pseudo-code of the concrete algorithm for Across-Task Neural Architecture Search (AT-NAS) in Algorithm 1.

Evolution algorithm is used to complete the architecture search and Algorithm 2 for the pseudo-code according to the fitness. During the evolution step, \(t \times K\) individuals with high fitness are directly used as direct offspring, where \(t\) is the hyper-parameters controlling the generation of offspring, generally set to 1/4. Considering the difference in search spaces, we design appropriate crossover and mutation to produce other offspring.

Crossover allows two population members to exchange information for generating two new members.
A customized homogeneous crossover [25] is adapted to uniformly generate offspring architectures from parent architectures. Regardless of search space difference, we visualize the implementation of the crossover operation in Figure 3. The crossover operation generates an offspring population of the same size as the parent population in each generation. In addition, code positions of the corresponding node in the offspring code are also designed to have only two non-zero values. This ensures that the nature of the offspring is consistent with that of the parent.

Fig. 3 The offspring architectures are generated by recombining codes of the two-parent architectures. The probability of any parent selected is equal. The number of offspring is the same as the parent.

**Mutation** is a local operation that introduces randomness into the population to get the desired result faster. There is a tiny probability \( p_m \) that a certain part of the gene code of the retained individual may mutate into other situations when copying. It may be the same as the original individual after the copy is completed, or some of the gene codes may be different. The mutation of the code value is random, but like crossover, we restrict the mutation operation in a predefined way.

The mutation and crossover offspring population are then merged with the parent population following Algorithm 2. Significantly, if the population size is smaller than \( K \) after crossover and mutation, the vacant part of the population is randomly sampled from the SuperNet. Following this way, the population size remains at \( K \) until the end of evolution. The final population is sensitive to new tasks and can quickly converge to the optimal network via EA-based NAS on a new task. As described in Figure 3, the evolutionary search based on the meta continuous evolutionary algorithm is embedded in the meta architecture optimization, which iteratively runs together with the meta parameter optimization.

### 3.4 Acceleration Strategy

**Distributed Parallel Meta-search** In common supervised learning, datasets and models are generally distributed to multiple GPUs for parallel computing to accelerate training neural networks. In our survey, MAML-related papers rarely explain how to run MAML algorithms in a distributed way. There are no cases of using distributed parallel computing in code works. When trying to parallelize MAML, we found that the meta-learning dataset setting is the reason that it is difficult to parallelize MAML. As introduced in Section 2, the dataset of meta-learning has a two-layer structure. A single classification task has only a few pictures. If the training

### Algorithm 1 Across Task NAS via Meta-Learning

**Input:** Distribution over tasks \( p(T) \), Task loss function \( L \), SuperNet \( N \)

**Parameter:** Step size hyperparameters \( \lambda_{task} \), \( \epsilon \)

**Output:** A meta-network population including the meta supernet \( N_{meta} \) and the meta-architecture population \( A_{meta} \)

1. Initialize supernet \( N \) with \( W_{meta} \) and \( A_{meta} \)
2. Warm up the SuperNet \( N \) for \( E_{warm} \) epochs
3. for \( e = 1, \ldots, E_{eva} \) do
4. Sample meta task \( T_1 \ldots T_n \) from \( p(T) \)
5. for all \( T_i \) do
6. Random sample architecture \( A_1 \ldots A_B \) from \( A_{meta} \) and select the corresponding \( P \) collections of weights \( W_1 \ldots W_p \) from \( N \) to form the \( B \) subnets \( N_1 \ldots N_B \)
7. for all \( N' \) do
8. for \( m = 1, \ldots, M \) do
9. \( W_{i,j} \leftarrow W_j \odot A_i - \lambda_{task} \nabla W_j \odot A_i \cdot L_{i,j} \)
10. end for
11. end for
12. \( W \leftarrow \frac{1}{\sum B_{w attendance} \sum B_{train} \sum_{j=1}^{B_{train}} \nabla W_{i,j} \cdot L_{i,j} (T_{q train})} \)
13. Evaluate the trained subnets on the validation task pool and get the corresponding accuracy as the fitness of each subnet
14. Updating \( \{A_1, \ldots, A_P\} \) using evolutionary algorithm
15. Random sample subnets from supernet to supplement the population
16. end for
17. end for
18. Return \( N_{meta} \) and \( A_{meta} \)

### Algorithm 2 Evolutionary Search

**Premise:** Evolutionary search is embedded in algorithm 1 as the evolutionary algorithm

**Input:** Architecture population \( A \), SuperNet \( N \) with parameters \( W \), population size \( K \), crossover probability \( p_c \), mutation probability \( p_m \)

1. Compute the mean accuracy of each subnet on multiple tasks \( f(A, W) \)
2. Retain top \( K/4 \) ranked individuals as parents \( P \)
3. Create offspring by crossover between parents \( Q_c \leftarrow Crossover(P, p_c) \)
4. Induce randomness to offspring through mutation \( Q_m \leftarrow Mutation(P, p_m) \)
5. Randon Sample architectures from SuperNet to supplement the population \( Q_s \leftarrow \) Sample(W)
6. Merge parents and offspring \( A \leftarrow P \cup Q_c \cup Q_m \cup Q_s \)
7. Return \( A \)
data is minimal, the parallel calculation will cause the mean and variance of the batch normalization layer in the network of each process to be inaccurate. This leads to incorrect gradients of model weights in multiple processes and affects the final result. Moreover, the time consumed by parallel computation is much smaller than that consumed by system scheduling in the meta-learning process.

In response to this problem, we propose a new distributed parallel computing solution to accelerate meta-architecture search. In practice, the training task pool is divided into \( K \) relatively small task pools in advance, where \( K \) is also the number of processes and available GPUs. Each process obtains the same network \( \mathcal{N}_i \) and various training tasks in each iteration. The inner-task optimization process is executed according to Eq. 4 in each process. During the inner optimization, it is worth noting that the network parameters of each process are independent and do not exchange among processes. When all processes have completed own inner optimization, the gradients of current training networks are accumulated to calculated the average gradients for meta parameters update. The specific parameters update is detailed as Eq. 7

\[
W_{n+1}^{\text{meta}} \approx W_n^{\text{meta}} - \eta_{\text{meta}} \frac{1}{K \cdot B_{\text{arch}} \cdot B_{\text{TT_train}}} \sum_{k=1}^{K} \sum_{i=1}^{B_{\text{arch}}} \sum_{j=1}^{B_{\text{TT_train}}} \nabla W_{i,j} L_{i,j}(T_{T_{\text{train}}}^q)
\]

means that the meta-network can complete the learning of \( K \) tasks at the same time. Finally, the collected average gradients are used as the meta-network update gradients in Eq. 6 to optimize the meta-network. The entire parallelized training and validation process is shown in Fig. 4.

The original time cost \( t_{\text{train}} \) for the supernet to learn a complete task pool is reduced to \( t_{\text{train}}/K \). Since the examples of each task will only be inferred by the network in the corresponding process (that is, a GPU), the variance and mean calculations for this batch of examples are correct and stable, avoiding the instability of the batch normalization layer. When running the evolutionary algorithm, we also divide the verification task pool evenly among \( K \) processes. Finally, only the fitness value of the evaluated architecture in each process is averaged and used as the individual fitness of the architecture.

**Performance Predictor** The main computational bottleneck of NAS arises from the nesting caused by the bi-level optimization problem [24]. Early NAS methods [42, 43] require the subnet to be learned from scratch to evaluate the performance. Weight-sharing strategies [4, 5, 28] allow sampled subnets to inherit weights from the SuperNet, thereby effectively reducing the time consumption of learning for each subnet. However, weight-sharing still requires the subnet inference on validation data to assess its performance (usually taking minutes). Simply evaluating the subnets still requires a lot of time for the population consisting of thousands of architectures [30, 32]. To mitigate the time cost of a complete evaluation of subnets, we adapt a surrogate performance predictor to regress the performance of the sampled subnet without inference. Note that the predictor is only for a single task with a large number of samples. A task only contains dozens of pictures in few-shot learning so that the model inference time cost is not high. The performance of the predictor in actual few-shot learning experiments is relatively poor.

The essence of the performance predictor is to obtain a function to represent the relationship between the integer-string (subnet code) and the corresponding performance by learning on a small amount of data, thereby greatly reducing the time for architecture eval-
The effectiveness of this method strictly depends on the quality of the proxy predictor and sample data. We have defined several demands that a proxy predictor should have:

1) There is a high rank-order correlation between predictor and performance.
2) The prediction performance should be stable across different datasets.
3) The amount of data required to build a performance predictor is as small as possible.

By sampling $p$ samples from the current network population as the training data, the proxy predictor is limited to the search space, thereby ensuring a high-level correlation between prediction performance and performance. To meet above demands, the average accuracy of the subnet served as the training sample is seen as the corresponding label. We adapt three low-complexity online predictors, namely, Gaussian Process (GP) [8], Radial Basic Function [3], and Random Forest [18]. The mean and standard deviation of the Spearman rank correlation are calculated on 5 task datasets for each model. Figure 6 compares the mean Spearman rank correlation between the predicted result of each predictor and true accuracy (the training sample size is varied from 50 to 300). Empirically, Random Forest has a higher correlation compared to the other models. Similar conclusions are also verified in NAT [25]. Quantitatively, predictor performance does not meet our expectations, as the accuracy gap between MAML and transfer learning. The basic target of the performance predictor is to distinguish the pros and cons of architecture rather than predict the specific accuracy [26]. Thus, we compared the predicted rank with the actual rank. The predictor can basically separate higher-performance architectures. Within the acceptable range of prediction accuracy, the performance predictor is adopted to accelerate the search process.

**Fig. 5** Top path: A typical process of evaluating an subnet in weight-sharing NAS algorithm. Lower path: The performance predictor directly regresses the accuracy of the subnet from the architecture code (gene)

**Fig. 6** Accuracy predictor performance as a function of training samples. The size of Random Forest is 100

### 3.5 Fast Architecture Transfer

This paper aims to learn a transferable architecture that can accomplish a new task through a small few learning steps. The final product of AT-NAS is a set of meta networks, which is called meta-network population. The network of the meta-network population is composed of the architecture from the meta-architecture population and the corresponding weights from the meta-supernet. Because the performance of a network with inherited weights is correlated with that of the same subnet fully trained from scratch. Intuitively, a better initial supernet and corresponding initial architectures can accelerate the convergence speed of architecture optimization and further improve search efficiency. The meta-network population is seen as a collection of subnets that can adapt to some new tasks efficiently.

On the basis of the meta-network population, the best task-specific architecture is screened out by Algorithm 2. However, the final result is still a collection of architecture. To improve convergence, we modify the continuous evolutionary algorithm as Algorithm 3. Not randomly sampling new individuals from the supernet,
but new individuals are generated by crossover and mutation. Besides, the population is reduced by half after each evolution and finally shrinks to only an individual. This strategy is called population-halving.

4 Experiments

The effectiveness of AT-NAS is evaluated on the standard few-shot learning and supervised learning image classification benchmarks. The entire experimental process includes architecture search and architecture evaluation. The searched meta-network population is composed of a meta SuperNet and a meta-architecture population. In the architecture evaluation stage, the optimal meta-network is further finetuned by transferring it to multiple tasks. Fast architecture transfer is added to find the optimal meta-network when facing transfer learning tasks on large-scale datasets.

4.1 Datasets

For the standard few-shot image recognition benchmarks, Mini-ImageNet and Omniglot are widely used as a benchmark.

Omniglot [17] consists of 1623 characters from 50 alphabets. 1200 characters are randomly selected for meta training. Each character contains 20 examples drawn by different individuals and the images are downsampled to $28 \times 28$.

MiniImagenet [33] is sampled from the original ImageNet. There are 100 classes in total, with 600 images for each class in Mini-ImageNet. All images are down-sampled to the size of $84 \times 84$. The whole dataset consists of 64 classes for training, 16 classes for validation, and 20 classes for test. Tasks are extracted from corresponding datasets. It is worthy noted that there are $n$ classes (generally, $n \in \{5, 20\}$) and $k$ training samples (generally, $k \in \{1, 5\}$) per class in a classification task, which is considered as $n$-way, $k$-shot task. The training split samples in a task form a new support set and the remaining validation split samples also form a new query set.

In addition, for supervised learning, we considered several image classification datasets for evaluating with sampled sizes varying from 12500 to 180,000 images. These datasets cover a variety of image classification tasks, including superior-level recognition (ImageNet-1K [9], CIFAR-10) and fine-grained recognition (SVHN). We use the ImageNet dataset for training the SuperNet to get the meta-architecture and use the other two datasets to perform the architecture transfer in supervised learning.

4.2 AT-NAS For Few-Shot Learning

According to 5-way 1-shot and 5-way 5-shot settings of few-shot learning, a training task pool and a validation task pool are obtained from the training data and validation data of Mini-ImageNet, respectively. First, the small SuperNet is the structure of two cells normal+reduction for efficiency and the initial channel is set to 16. The SuperNet is trained for 20 epochs with 5000 independent tasks for each epoch. There are $K$ processes in distributed parallel computing and each process is allocated to $\frac{5000}{K}$ tasks. The running time is directly reduced by $K$ times. The parameter warmup stage is the first 5 epochs. After that, we initialize the population, which maintains 128 different architectures. The SuperNet and the population are optimized on multiple tasks based on Algorithm 1. We use vanilla SGD to optimize the subnets weights with inner-task learning rate $\lambda_{task} = 0.01$. In line with Eq. 10 meta weights are optimized by Adam with a learning rate $\eta_{meta} = 0.001$ (initial value).

It is worth noting that we treat the task as the smallest iteration unit instead of the epoch. After every 4 meta weight optimization, the population evolves once for better architectures. Both crossover and mutation occur on population members in the first quarter of the performance rank. In the DARTS search space, each intermediate node in the cell is connected with two

---

Algorithm 3 Faster Architecture Transfer

| Input: | Meta-architecture population $A_{meta}$, Meta SuperNet $\mathcal{N}_{meta}$ with parameters $\mathcal{W}$, criterion $\mathcal{H}$ |
| Parameter: | Evolution number $E_{evo}$, Parameter optimization epoch $E_{evo}$, |
| 1: | for $e = 1, \ldots, E_{evo}$ do |
| 2: | for $i = 1, \ldots, E_{param} do$ |
| 3: | for Mini-batch data $X$, target $Y$ in loader do |
| 4: | Generate the $P$ subnets $\mathcal{N}_1 \ldots \mathcal{N}_P$ from meta SuperNet $\mathcal{N}_{meta}$ |
| 5: | Forward all subnets |
| 6: | Update the network parameters $\mathcal{W}$ based on gradient $\frac{d\mathcal{L}}{d\mathcal{W}} = \frac{1}{L} \sum_{i=1}^{L} \frac{d\mathcal{L}}{d\mathcal{W}} \odot A_i$ |
| 7: | end for |
| 8: | end for |
| 9: | Evaluating trained $\{\mathcal{N}_1, \ldots, \mathcal{N}_P\}$ on validation set |
| 10: | Keep the top 1/4 individuals in accordance with fitness value |
| 11: | Generate new 1/4 individuals by crossover |
| 12: | Generate new 1/4 individuals by mutation |
| 13: | Generate new 1/4 individuals by random sample from SuperNet |
| 14: | end for |
| 15: | Return Optimal network $\mathcal{N}$ |
previous nodes, which means the corresponding integer string only has two non-zero values. Following the above rule, crossover and mutation are conducted on the corresponding integer string. Each node has a 0.5 ratio for the crossover operation to crossover its connections. For mutation operation, each node is randomly reassigned with a 0.5 ratio. All search and evaluation experiments are performed on 8 NVIDIA 2080Ti and the whole search process takes about 4 GPU days.

The definitive collection of 128 subnets is seen as the meta-architecture with corresponding weights. After getting the optimal architecture for the specific task \( T_i \) by algorithm 3, we train the task-specific architecture for 20 epochs with 15000 independent tasks for each epoch. In this process, the weights of subnets are optimized by SGD with \( \lambda_{task} = 0.1 \) and \( n = 5 \) on a task and meta-weights are optimized by Adam with \( \eta_{meta} = 0.001 \). The results are summarized in Table 2. AT-NAS surpasses the standard MAML architecture and REPTILE. AT-NAS also outperforms other meta-search methods (e.g., BASE, AutoMAML, T-NAS++) and achieves new state-of-the-art performance. Another outstanding advantage of AT-NAS is to ensure search performance while decoupling weights and architectures, which means that we can explore larger and deeper DARTS model structures. In the few-shot learning experiment, we successfully search for 8-layer architecture with higher performance, and the GPU memory occupied in a single card only increased by 1G. In contrast, T-NAS can not search as out of memory. So AT-NAS can directly find a deeper network architecture without relying on the stack of searched cells. See Figure 7 and Figure 8 for the best cells in a 5-way 1-shot task and a 5-way 5-shot task.

For Omniglot, the batch size is set to 32 and 16 for 5-way and 20-way classification, respectively. Distributed parallel training allows each process to handle 4 or 2 tasks (assuming there are 8 processes). Distributed training will average the results of 8 processes. The results of AT-NAS on Omniglot are summarized in Table 3. All methods perform similarly well, besides AT-NAS and Meta-SGD having slight advantages over others.

### 4.3 AT-NAS For Supervised Learning

For presenting the transferability of AT-NAS, a meta-learning-like experiment is conducted to complete across task learning on more large-scale datasets. Several classes with corresponding images from the ImageNet-1k are randomly sampled by following the settings of the Mini-ImageNet in few-shot learning, where sampled classes are constructed into a 10-way 200-shot 50-query classification task. The number of the sampled classes is the same as the target dataset, which means that we construct many small tasks with similar structures but fewer samples than the target dataset. Unlike few-shot learning, the architecture is allowed to be searched and trained for each task with more sufficient samples. The image size of target datasets is uniformly set to \( 224 \times 224 \) for subsequent transfer. The super network is still a DARTS structure, but we designed three architectures (2-layer, 8-layer) to tap the performance as much as possible.

A task pool is composed of 500 above-mentioned tasks, of which 450 tasks constitute the training task pool and 50 tasks constitute the validation task pool. Since samples of a single task are enough for the network to extract certain features, we split one task pool into two task pools. One task pool is used for meta weight optimization and the other is used for meta architecture optimization. Namely, meta-weight is updated on the training task pool and meta-architecture is updated on the validation task pool. The initial collection of 1024 architectures is seen as the meta-architecture population to be optimized. The total search process is to run meta-weight optimization and meta-architecture optimization for 50 epochs iteratively. The hyper-parameter settings of the meta-architecture search are consistent with those in AT-NAS for few-shot learning. But the batch size of the sampled architecture is reduced to 16. The sampled subnets are updated for 10 steps on each task. The performance predictor is embedded in the ar-
architecture evaluation step of the meta-architecture optimization to save search time.

After obtaining the meta-network population that consists of the meta-architecture population and the meta supernet, the entire meta-network population is transferred to the object datasets, such as CIFAR-10, SVHN. On the target datasets, the meta supernet is trained for 20 epochs. The population is updated every 2 epochs for a total of 10 updates. The meta-network population is seen as the initial population, and each evolution is carried out in light of the population-halving strategy. The architecture transferred to multiple datasets by AT-NAS can be found in Algorithm 3. The transfer process is shown in Figure 9.

Performance on CIFAR10 Dataset. The result of AT-NAS on CIFAR10 can be found in Table 4. AT-NAS (Multi-Task) is sampled from meta-population without further fine-tuning. The model is used as a baseline since it does not access any information on the object dataset. AT-NAS (CIFAR-10 Tuned) is the model derived from the meta-network fine-tuned on CIFAR-10. Not surprisingly, the model performs best as it has access to both similar information of multiple tasks and unique information of the target dataset. Compared with the accuracy index, AT-NAS has more obvious advantages in search time. For AT-NAS (CIFAR-10 Tuned), we only finetune the meta-network for 0.05 GPU days. The required time is significantly less than that required for searching from scratch of the baseline NAS algorithms. Concerning FLOPs, the proposed models are comparable to the baseline models but have higher performance.

Performance on SVHN Dataset. The result of our Meta Architecture Search on SVHN is shown in Table 5. Since SVHN has the same number of classes as CIFAR10, we use the same multi-task prior that trained on the Imagenet datasets and quickly adapt the meta-network to SVHN in less than an hour. We also train the CIFAR10 specialized architecture searched by DARTS. AT-NAS-B(CIFAR10 Tuned) achieves the best performance in our experiments. AT-NAS-A(CIFAR10
Table 4: Classification Accuracies on CIFAR10

| Model                      | Search Method | Params. (M) | Top1 Test Error(%) | Search Time (GPU-days) |
|----------------------------|---------------|-------------|--------------------|------------------------|
| AT-NAS-A(CIFAR10 Tuned)    | EA            | 3.2         | 3.34 ± 0.06 %      | 3150                   |
| AT-NAS-B(CIFAR10 Tuned)    | EA            | 3.2         | 3.41 ± 0.09 %      | 205                    |
| AT-NAS-A(Multi-task Prior) | EA            | 4.6         | 2.93 ± 0.09 %      | 0.5                    |
| AT-NAS-B(Multi-task Prior) | EA            | 4.6         | 2.86 ± 0.11 %      | 4                      |
| AT-NAS-A(CIFAR10 Tuned)    | EA            | 3.3         | 2.96 ± 0.14 %      | 4                      |
| AT-NAS-B(CIFAR10 Tuned)    | EA            | 3.4         | 2.99 ± 0.14 %      | 3.8                    |
| AT-NAS-A(Multi-task Prior) | EA            | 3.2         | 3.18 ± 0.16 %      | 0.043 Adap / 8 Meta    |
| AT-NAS-B(Multi-task Prior) | EA            | 3.1         | 3.01 ± 0.31 %      | 0.04 Adap / 8 Meta     |

Table 5: Classification Accuracies on SVHN

| Model                      | Params. (M) | Top1 Test Error(%) | Search Time (GPU-days) |
|----------------------------|-------------|--------------------|------------------------|
| WideResnet                | 11.7        | 1.30 ± 0.00 %      | -                      |
| MetaQNN                   | 9.8         | 2.24 ± 0.10 %      | 100                    |
| DARTS(CIFAR10 Searched)   | 3.3         | 2.09 ± 0.10 %      | 3                      |
| BASE(CIFAR10 Tuned)       | 3.2         | 2.13 ± 0.10 %      | 0.04 Adap              |
| BASE(SVHN Tuned)          | 3.2         | 2.01 ± 0.10 %      | 0.04 Adap              |
| AT-NAS-A(Multi-task Prior)| 3.2         | 2.15 ± 0.10 %      | 0.05 Adap              |
| AT-NAS-B(Multi-task Prior)| 10.7        | 2.05 ± 0.08 %      | -                      |
| AT-NAS-B(SVHN Tuned)      | 10.5        | 1.88 ± 0.08 %      | 0.06 Adap              |

Table 6: Comparison of accuracy before and after embedding the performance predictor on CIFAR-10

| Methods                      | Top1 Test Error(%) | Search Time (GPU Days) |
|-------------------------------|--------------------|------------------------|
| ATNAS(predictor)              | 2.45 ± 0.10 %      | 10                     |
| ATNAS                          | 2.81 ± 0.12 %      | 4                      |

Table 7: The accuracy and Search Time of 1,4,8 iterations. Meta task batch size is set to 4

| Iterations | Accuracy | Search Time (GPU Days) |
|------------|----------|------------------------|
| 1          | 54.60 ± 1.29 % | 12                     |
| 4          | 54.23 ± 1.36 % | 4.2                    |
| 8          | 53.29 ± 1.40 % | 3.5                    |

Table 8: The accuracy and Search Time of 1,2,4 meta task batch size. The iteration number is set to 4

| Meta Task Batch Size | Accuracy | Search Time (GPU Days) |
|---------------------|----------|------------------------|
| 1 task              | 54.60 ± 1.29 % | 14                     |
| 2 tasks             | 57.08 ± 1.13 % | 4.2                    |
| 4 tasks             | 53.65 ± 1.37 % | 2.9                    |

5 Ablation Study

5.1 Accuracy Predictor Performance

In this subsection, we evaluate the effectiveness of different performance predictor models. 350 architectures are uniformly sampled from the search space and trained using MAML(first-order) for 100 epochs on 20 tasks with a 10-way 200-shot 50-query setting. Each of them finetunes for 30 epochs on the other 5 tasks different from the above tasks. All tasks are sampled from ImageNet. From the 300 pairs of architectures and accuracy obtained on each task, we remain 50 pairs available for training the predictor models and 20 pairs as a subset for testing. Figure 10 shows the Spearman rank correlation between predicted and factual accuracy of different proxy predictors among 5 tasks. The number of categories is the same, but the specific categories are different. From the trade-off view of minimizing the number of training samples and maximizing the prediction accuracy, Random Forest is chosen as an accuracy predictor embedded in evaluating architectures of AT-NAS in supervised learning experiments.

In addition, we compared the performance difference between AT-NAS with predictor and AT-NAS without predictor. From Table 6, the AT-NAS with predictor has almost no performance loss, and the search time is significantly reduced.

5.2 Analysis of search Hyperparameters

The search process of AT-NAS is divided into meta parameters optimization and meta architecture optimization. The two processes are separate but run iteratively to affect the final searched network. The latter runs once after the former $k$ times, thus the iteration number $k$ is a very important hyperparameter. Table 7 reflects that iterations are negatively correlated with search accuracy and positively correlated with search time. In addition, the respective meta task batch size within each process will also affect the final network performance in distributed parallel meta-learning, as AT-NAS learns the information of $B_{meta} \times K$ tasks at a time. Table 8 shows that meta batch size and iterations have similar properties. At the same time, the meta task batch size has a certain correlation with the
meta learning rate. The parameter sweep experiments are conducted in the few-shot learning experiment for identifying the optimal search hyperparameter values.

6 Conclusion

This paper investigates an efficient algorithm to search a meta-network over multiple tasks. To reduce the time for the network to adapt a new task, we present an across-task NAS framework that fully integrates the concept of MAML and EA-based NAS with weight sharing, namely AT-NAS. The searched meta-network is able to adapt to a new task quickly based on a task-agnostic representation extracted from existing tasks, which is more flexible and faster than ordinary NAS algorithms. We also show a distributed parallel MAML algorithm and how to use an online regressor as a proxy model to predict the accuracy of subnets. Experimental results on standard few-shot learning benchmarks show that the model derived from AT-NAS is on-par or better than other similar meta architecture search methods. As for the supervised learning, the transfer architecture generated by AT-NAS achieves comparable performance to other baselines but with 60× less search cost on the target dataset. This demonstrates the possible great efficiency gains by the meta architecture search over existed task distributions. Since the framework of AT-NAS has no concern with specific meta-learning approaches as well as architecture search methods, we plan to extend the AT-NAS beyond classification to other multiple task.
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