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Abstract. We study various regularity properties of minimizers of the \(\Phi\)-perimeter, where \(\Phi\) is a norm. Under suitable assumptions on \(\Phi\) and on the dimension of the ambient space, we prove that the boundary of a cartesian minimizer is locally a Lipschitz graph out of a closed singular set of small Hausdorff dimension. Moreover, we show the following anisotropic Bernstein-type result: any entire cartesian minimizer is the subgraph of a monotone function depending only on one variable.

1. Introduction. In this paper we are interested in regularity properties of minimizers of the \(\Phi\)-perimeter

\[
P_\Phi(E, \Omega) = \int_{\Omega \cap \partial^* E} \Phi^o(\nu_E) \, d\mathcal{H}^n
\]

of \(E\) in \(\Omega\), and of the related area-type functional

\[
\mathcal{G}_{\Phi^o}(v, \Omega) = \int_{\Omega} \Phi^o(-Dv, 1).
\]

Here \(\Omega \subseteq \mathbb{R}^{n+1}\) is an open set, \(\Phi : \mathbb{R}^{n+1} \to [0, +\infty)\) is a norm (called anisotropy), \(\Phi^o\) is its dual, \(E \subseteq \mathbb{R}^{n+1}\) is a set of locally finite perimeter, \(\partial^* E\) is its reduced boundary, \(\nu_E\) is the outward (generalized) unit normal to \(\partial^* E\), and \(\mathcal{H}^n\) is the \(n\)-dimensional Hausdorff measure in \(\mathbb{R}^{n+1}\). On the other hand, \(\Omega \subseteq \mathbb{R}^n\), \(v\) belongs to the space \(BV_{\text{loc}}(\Omega)\) of functions with locally bounded total variation in \(\Omega\), and \(Dv\)
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is the distributional derivative of \(v\). When \(\Omega = \hat{\Omega} \times \mathbb{R}\) the two functionals coincide provided \(E\) is cartesian, i.e. \(E\) is the subgraph \(\text{sg}(v) \subset \hat{\Omega} \times \mathbb{R}\) of the function \(v \in BV_{\text{loc}}(\hat{\Omega})\) (see (18)).

Anisotropic perimeters appear in many models in material science and phase transitions \([21, 37]\), in crystal growth \([7, 8, 12, 13, 39, 3]\), and in boundary detection and tracking \([15]\). Functionals like \(G_{\Phi_0}\), having linear growth in the gradient, appear quite frequently in calculus of variations \([20, 9, 6]\). The one-homogeneous case is particularly relevant, since it is related to the anisotropic total variation functional

\[
TV_\varphi(v, \hat{\Omega}) = \int_{\hat{\Omega}} \varphi^0(Dv),
\]

(1)
a useful functional appearing, for example, in image reconstruction and denoising \([34, 16, 17, 5, 28]\). Here \(\varphi : \mathbb{R}^n \to [0, +\infty)\) is a norm, and its dual \(\varphi^0\) is typically the restriction of \(\Phi^0\) on the “horizontal” \(\mathbb{R}^n\).

Minimizers of \(P_\Phi\) have been widely studied \([37, 4]\); in particular, it is known \([10, 2]\) that if \(\Phi^2\) is smooth and uniformly convex, (boundaries of) minimizers are smooth out of a “small” closed singular set. In contrast to the classical case, where perimeter minimizers are smooth out of a closed set of Hausdorff dimension at most \(n - 7\), the behaviour of minimizers of anisotropic perimeters is more irregular: for instance, there exist singular minimizing cones even for smooth and uniformly convex anisotropies in \(\mathbb{R}^4\) \([29]\). Referring to functionals of the form (1), we recall that, if \(n \leq 7\), Hölder continuity of minimizers for the image denoising functional \([34]\), consisting of the Euclidean total variation \(TV\) plus the usual quadratic fidelity term, has been studied in \([14]\). In \([26]\) such a result is extended to the anisotropic total variation \(TV_\varphi\).

One of the remarkable results in the classical theory of minimal surfaces is the classification of entire minimizers of the Euclidean perimeter \(P\) on \(\mathbb{R}^{n+1}\): if \(n \leq 6\) the only entire minimizers are hyperplanes, while for \(n = 7\) there are nonlinear entire minimizers (see for instance \([20, \text{Chapter 17}]\) and references therein); in the cartesian case (sometimes called the non parametric case), this is the well-known Bernstein problem. In the anisotropic setting, to our best knowledge, only a few results are available: entire minimizers in \(\mathbb{R}^2\) are classified in \([32]\), and minimizing cones in \(\mathbb{R}^3\) for crystalline anisotropies are classified in \([38]\). In \([23, 35]\) the authors show that if \(n \leq 2\) and \(\Phi^2\) is smooth, the only entire cartesian minimizers are the subgraphs of linear functions (anisotropic Bernstein problem), and the same result holds up to dimension \(n \leq 6\) if \(\Phi\) is close enough to the Euclidean norm \([35]\). However, the anisotropic Bernstein problem seems to be still open in dimensions \(3 \leq n \leq 6\), even for smooth and uniformly convex norms (see \([33]\) for recent results in this direction).

The above discussion shows the difficulty of describing perimeter minimizers in the presence of an anisotropy; it seems therefore rather natural to look for reasonable assumptions on \(\Phi\) that allow to simplify the classification problem. A possible requirement, which will be often (but not always) assumed in the sequel of the paper, is that \(\Phi\) is cylindrical over \(\varphi\), i.e. \(\Phi(\xi, \xi_{n+1}) = \max\{\varphi(\xi), |\xi_{n+1}|\}\), \((\xi, \xi_{n+1}) \in \mathbb{R}^{n+1}\).

(2)

Despite its splitted expression, a cylindrical anisotropy is neither smooth nor strictly convex, and this still makes the above mentioned classification rather complicated. For instance, in Examples 2.7 and 2.9 we show that there exist singular cones minimizing \(P_\Phi\) in any dimension \(n \geq 1\). Moreover, while it can be proved that if
horizontal and vertical sections of $E$ are minimizers of $P_\varphi$ and $P$ respectively then $E$ is a minimizer of $P_\Phi$ (Remark 2.6), in general sections of a minimizer of $P_\Phi$ need not satisfy this minimality property (Examples 2.8 and 2.9).

These phenomena lead us to investigate the classification problem under some simplifying assumptions on the structure of minimizers. We shall consider two cases: cylindrical minimizers (Definition 3.1), and cartesian minimizers (Definition 4.1), the latter being our main interest. Cylindrical minimizers are studied in Sections 4, 5 and 6. In Section 4 we investigate the relationships between cartesian minimizers of $P_\Phi$ and cylindrical minimizers of $P_\Phi$ when $n = 2$ and the unit ball $B_\Phi$ of $\Phi$ (sometimes called Wulff shape) is a cube. Cartesian minimizers are studied in Sections 4, 5 and 6. In Section 4 we investigate the relationships between cartesian minimizers of $P_\Phi$ and cylindrical minimizers of $G_{\Phi^*}$, provided $\Phi$ is partially monotone (Definition 4.4). In Theorem 4.6 we show that the subgraph of a minimizer of $G_{\Phi^*}$ is also a minimizer of $P_\Phi$ among all perturbations not preserving the cartesian structure. In particular, for $\Phi$ satisfying (2) the subgraph a function $\hat u : \hat \Omega \to \mathbb{R}$ is a cartesian minimizer of $P_\Phi$ in $\hat \Omega \times \mathbb{R}$ if and only if $\hat u$ is a minimizer of $\text{TV}_\varphi$.

Sections 5 and 6 contain our main results, valid under the assumptions that

$$\Phi \text{ is cylindrical over } \varphi \text{ and } E \text{ is cartesian.}$$

In Theorem 5.8 (see also Corollary 5.12) we prove the following Bernstein-type classification result: if either $n \leq 7$ and $\varphi$ is Euclidean, or if $n = 2$ and $\varphi^0$ is strictly convex, then any entire cartesian minimizer of $P_\Phi$ in $\mathbb{R}^{n+1}$ (i.e. the subgraph of a minimizer of $\text{TV}_\varphi$) is the subgraph of the composition of a monotone function on $\mathbb{R}$ with a linear function on $\mathbb{R}^n$. We notice that this result is sharp: if $n = 8$, there are entire cartesian minimizers of $P$ in $\mathbb{R}^9$ which cannot be represented as the subgraph of the composition of a monotone and a linear function (see Remark 5.11).

In view of our assumptions, also the regularity results of Section 6 are concerned with the anisotropic total variation functional. For our purposes, it is useful to remark that, even if the anisotropy $\varphi$ is smooth and uniformly convex, in general minimizers of $\text{TV}_\varphi$ are not necessarily continuous. In contrast, we remark that minimizers of $\text{TV}_\varphi$ with continuous boundary data on bounded domains are continuous, see [22, 26, 25]. Nevertheless, in Theorems 6.2 and 6.4 we show that, if $\varphi^2 \in C^3$ is uniformly convex, then the boundary of the subgraph of a minimizer of $\text{TV}_\varphi$ is locally Lipschitz (that is, locally a Lipschitz graph) out of a closed singular set with a suitable Hausdorff dimension depending on $\varphi$. As observed in Remark 6.3, for $\varphi$ Euclidean these statements are optimal, while the statement is false already in dimension $n = 2$ for $\varphi$ the square norm.

2. Notation and preliminaries. In what follows $n \geq 1$, $\Omega \subseteq \mathbb{R}^{n+1}$ and $\hat \Omega \subseteq \mathbb{R}^n$ are open sets. $BV(\Omega)$ (resp. $BV_{\text{loc}}(\Omega)$) stands for the space of functions with bounded (resp. locally bounded) variation in $\Omega$ [6]. The characteristic function of a (measurable) set $E \subset \Omega$ is denoted by $\chi_E$; we write $E \subset BV(\Omega)$ (resp. $E \subset BV_{\text{loc}}(\Omega)$) when $\chi_E \in BV(\Omega)$ (resp. $\chi_E \in BV_{\text{loc}}(\Omega)$). Similar notation holds in $\hat \Omega$. $P(E, A)$ denotes the Euclidean perimeter of the set $E$ in the open set $A$. Recall that the perimeter of $E \subset BV_{\text{loc}}(\Omega)$ does not change if we change $E$ into another set in the same Lebesgue equivalence class; henceforth we shall always assume that any set $E$ coincides with its points of density one [6, 19]. The outward generalized unit normal to the reduced boundary $\partial^* E$ of $E \subset BV_{\text{loc}}(\Omega)$ is denoted by $\nu_E$. We often use the splitting $\mathbb{R}^{n+1} = \{(x, t) : x \in \mathbb{R}^n, t \in \mathbb{R}\}$ and write $\nu_E = (\nu_E, (\nu_E)_t)$.
and $c_{n+1} = (0, \ldots, 0, 1)$. If $F \subseteq \mathbb{R}^{n+1}$, $x \in \mathbb{R}^n$, $t \in \mathbb{R}$ we let

$$
F_t := \{ y \in \mathbb{R}^n : (y, t) \in F \}, \quad F_x := \{ s \in \mathbb{R} : (x, s) \in F \}. \tag{3}
$$

Unless otherwise specified, in the sequel we take $m \in \{ n, n + 1 \}$.

$\mathcal{A}_c(\Omega)$ is the collection of all open relatively compact subsets of $\Omega$. The sequence $\{E_h\}$ of subsets of $\mathbb{R}^m$ converges to set $E \subset \mathbb{R}^m$ in $L^1_\text{loc}(\Omega)$ if $\chi_{E_h} \rightarrow \chi_E$ as $h \rightarrow +\infty$ in $L^1(\Omega)$ for any $A \in \mathcal{A}_c(\Omega)$.

Finally, for a function $u : \hat{\Omega} \rightarrow \mathbb{R}$ we let

$$
\sg(u) := \{(x, t) \in \mathbb{R}^{n+1} : \ x \in \hat{\Omega}, \ u(x) > t \}
$$

be the subgraph of $u$. We recall [20, 27] that

$$
P_{\Phi}(\sg(u), \hat{A} \times \mathbb{R}) < +\infty \quad \forall \hat{A} \in \mathcal{A}_c(\hat{\Omega}). \tag{4}
$$

if and only if $u \in BV_{\text{loc}}(\hat{\Omega})$.

2.1. Norms. A norm on $\mathbb{R}^m$ is a convex function $\Psi : \mathbb{R}^m \rightarrow [0, +\infty)$ satisfying $\Psi(\lambda \xi) = |\lambda|\Psi(\xi)$ for all $\lambda \in \mathbb{R}$ and $\xi \in \mathbb{R}^m$, and for which there exists a constant $c > 0$ such that

$$
c|\xi| \leq \Psi(\xi), \quad \xi \in \mathbb{R}^m. \tag{5}
$$

We let $B_\Psi := \{ \xi \in \mathbb{R}^m : \Psi(\xi) \leq 1 \}$, which is sometimes called Wulff shape, and $\Psi^o : (\mathbb{R}^m)^* \cong \mathbb{R}^m \rightarrow [0, +\infty)$ the dual norm of $\Psi$,

$$
\Psi^o(\xi^*) = \sup\{ \xi^* \cdot \xi : \xi \in B_\Psi \}, \quad \xi^* \in \mathbb{R}^m,
$$

where $(\mathbb{R}^m)^*$ is the dual of $\mathbb{R}^m$, which we identify with a copy of $\mathbb{R}^m$ itself, and $\cdot$ is the Euclidean scalar product. We have

$$
\xi^* \cdot \xi \leq \Psi^o(\xi^*)\Psi(\xi), \quad \xi^* \in \mathbb{R}^m, \ \xi \in \mathbb{R}^m, \tag{6}
$$

and $\Psi^{oo} = \Psi$. When $m = n + 1$ we often split $\xi \in \mathbb{R}^{n+1}$ as $\xi = (\hat{\xi}, \xi_{n+1}) \in \mathbb{R}^n \times \mathbb{R}$, and employ the symbol $\Phi$ (resp. $\varphi$) to denote a norm in $\mathbb{R}^{n+1}$ (resp. in $\mathbb{R}^n$). In $\mathbb{R}^{n+1}$ we frequently exploit the restriction $\Phi|_{(\xi_{n+1} = 0)}$ of $\Phi$ to the horizontal hyperplane $\{\xi_{n+1} = 0\}$, which is a norm on $\mathbb{R}^n$. Note that

$$
\left( \Phi|_{(\xi_{n+1} = 0)} \right)^o \leq \Phi^o|_{(\xi_{n+1} = 0)} \tag{7}
$$

Indeed, let

$$
\varphi := \Phi|_{(\xi_{n+1} = 0)} \text{ and } \phi := \left( \Phi^o|_{(\xi_{n+1} = 0)} \right)^o.
$$

Fix $\hat{\xi}^* \in \mathbb{R}^n$ and choose $\hat{\xi} \in \mathbb{R}^n$ such that $\varphi(\hat{\xi}) = \Phi(\hat{\xi}, 0) = 1$ and $\varphi^o(\hat{\xi}^*) = \hat{\xi} \cdot \hat{\xi}^*$. Thus,

$$
\varphi^o(\hat{\xi}^*) = (\hat{\xi}, 0) \cdot (\hat{\xi}^*, 0) \leq \Phi^o(\hat{\xi}^*, 0) = \phi^o(\hat{\xi}^*).
$$

**Remark 2.1.** Inequality (7) may be strict. For $\alpha \in (0, \pi/2)$ consider the symmetric parallelogram with vertices at $(1 \pm \cot \alpha, \pm 1)$, $(-1 \pm \cot \alpha, \pm 1)$, and let $\Phi_\alpha$ be the Minkowski functional of $P_\alpha$. Notice that

$$
(\Phi_\alpha)|_{(\xi_2 = 0)}(\xi_1) = |\xi_1|
$$

and

$$
(\Phi_\alpha)|_{(\xi_2^* = 0)}(1) = \Phi_\alpha^o(1, 0) = \sup\{ \xi_1 : (\xi_1, \xi_2) \in P_\alpha \} = 1 + \cot \alpha,
$$

thus

$$
\left( (\Phi_\alpha)|_{(\xi_2 = 0)} \right)^o(1) = 1 < 1 + \cot \alpha = (\Phi_\alpha^o)|_{(\xi_2 = 0)}(1).$$
In Lemma A.4 we give necessary and sufficient conditions on $\Phi$ ensuring that equality in (7) holds.

**Definition 2.2** (Cylindrical and conical norms). We say that the norm $\Phi : \mathbb{R}^{n+1} \to [0, +\infty)$ is **cylindrical** over $\varphi$ if

$$\Phi(\xi, \xi_{n+1}) = \max\{\varphi(\hat{\xi}), |\xi_{n+1}|\}, \quad (\hat{\xi}, \xi_{n+1}) \in \mathbb{R}^{n+1},$$

(8)

where $\varphi : \mathbb{R}^n \to [0, +\infty)$ is a norm. We say that $\Phi : \mathbb{R}^{n+1} \to [0, +\infty)$ is **conical** over $\varphi$, if

$$\Phi(\xi) = \varphi(\hat{\xi}) + |\xi_{n+1}|, \quad (\hat{\xi}, \xi_{n+1}) \in \mathbb{R}^{n+1}.$$  

Notice that if $\Phi$ is cylindrical over $\varphi$ then $\Phi^o$ is conical over $\varphi^o$, and vice-versa.

**2.2. Perimeters.** Let $\Psi : \mathbb{R}^m \to [0, +\infty)$ be a norm and $O \subseteq \mathbb{R}^m$ be an open set. For any $E \in BV_{\text{loc}}(O)$ and for any $A \in \mathcal{A}_c(O)$ we define [5] the $\Psi$-perimeter of $E$ in $A$ as

$$P_{\Psi}(E, A) := \int_A \Psi^o(D\chi_E) = \sup \left\{-\int_E \text{div} \eta \, dx : \eta \in C^1_c(A, B\Psi) \right\}.$$  

It is known [5] that

$$P_{\Psi}(E, A) = \int_{A \cap \partial^* E} \Psi^o(\nu_E) d\mathcal{H}^{m-1}.$$  

(9)

**Definition 2.3** (Minimizer of anisotropic perimeter). We say that $E \in BV_{\text{loc}}(O)$ is a **minimizer** of $P_{\Psi}$ by compact perturbations in $O$ (briefly, a **minimizer** of $P_{\Psi}$ in $O$) if

$$P_{\Psi}(E, A) \leq P_{\Psi}(F, A)$$

(10)

for any $A \in \mathcal{A}_c(O)$ and $F \in BV_{\text{loc}}(O)$ such that $E \Delta F \subset \subset A$.

From (9) it follows that if $E$ is minimizer of $P_{\Psi}$ in $O$, then so is $\mathbb{R}^m \setminus E$. If $m = 1$, then $\Phi(\xi) = \Phi(1)|\xi|$, thus $E \subset \mathbb{R}$ is a minimizer of $P_{\Phi}$ in an open interval $I$ if and only if it is a minimizer of the Euclidean perimeter, so $E$ is of the form

$$0, \quad I, \quad (-\infty, \lambda) \cap I, \quad (\lambda, +\infty) \cap I, \quad \lambda \in I.$$  

(11)

The following example is based on a standard calibration argument\(^1\).

**Example 2.4** (Half-spaces). Let $H \subset \mathbb{R}^m$ be a half-space and $O \subseteq \mathbb{R}^m$ be open. Then $E = H \cap O$ is a minimizer of $P_{\Psi}$ in $O$. Indeed, let $\zeta \in \mathbb{R}^m$ be such that $\Psi(\zeta) = 1$ and $\nu_H \cdot \zeta = \Psi^o(\nu_H)$. Consider $F \in BV_{\text{loc}}(O)$ with $E \Delta F \subset \subset A \subset \subset O$. Observe that $\partial^*(E \setminus F)$ can be written as a pairwise disjoint union of $(\mathbb{R}^m \setminus F) \cap \partial E$, $E \cap \partial^* F$ and $J := \{z \in \partial E \cap \partial^* F : \nu_H(z) = -\nu_F(z)\}$ (see for example [24, Theorem 16.3]). For the vector field $N : \mathbb{R}^m \to \mathbb{R}^m$ constantly equal to $\zeta$, we have

$$0 = \int_{E \setminus F} \text{div} N \, dz$$

$$= \int_{(\mathbb{R}^m \setminus F) \cap A \cap \partial E} \nu_H \cdot N \, d\mathcal{H}^{m-1} - \int_{E \cap F \cap \partial^* F} \nu_F \cdot N \, d\mathcal{H}^{m-1}$$

$$+ \int_{J \cap A} \nu_H \cdot N \, d\mathcal{H}^{m-1} := I - II + III.$$  

---

\(^1\)See for instance [1] for some definitions, results and references concerning calibrations.

\(^2\)Up to sets of zero $\mathcal{H}^{m-1}$-measure.
Similarly,
\[
0 = \int_{F \setminus E} \operatorname{div}(-N) \, dz = -\int_{(\mathbb{R}^m \setminus E) \cap A \setminus \partial^*F} \nu_F \cdot N \, d\mathcal{H}^{m-1} + \int_{F \cap A \setminus \partial E} \nu_H \cdot N \, d\mathcal{H}^{m-1} + \int_{\bar{F} \setminus A \setminus \partial E} \nu_F \cdot N \, d\mathcal{H}^{m-1}
\]
Adding (12)-(13) and using Example 2.5 (Parallel planes) \(R\) which both are minimizers of the Euclidean perimeter in \(E\) not satisfied. Notice that the horizontal sections of \(2\) over the Euclidean norm. Given \(\Phi : \mathbb{R} \rightarrow [0, +\infty)\) be cylindrical over the Euclidean norm. Given \(a < b\) consider \(E = \{(x, t) \in \mathbb{R}^3 : a < t < b\}\). Then \(E\) is a minimizer of \(P_\Phi\) in \(E\). Indeed, it is sufficient to compare \(E\) with the set \(E \setminus C\), obtained from \(E\) by removing a sufficiently large cylinder \(C = B_R \times [a, b]\) homothetic to \(B_\Phi\), where \(B_R = \{x \in \mathbb{R}^2 : |x| < R\}\). Then \(P_\Phi(E)\) is reduced by \(2\pi R^2\) (the sum of the areas of the top and bottom facets of \(C\)), while it is increased by the lateral area \(2\pi(b - a)R\) of \(C\). Hence, for \(R > 0\) sufficiently large, (10) is not satisfied. Notice that the horizontal sections of \(E\) are either empty or a plane, which both are minimizers of the Euclidean perimeter in \(E\).

Example 2.5 (Parallel planes). Let \(n = 2\), and let \(\Phi : \mathbb{R} \rightarrow [0, +\infty)\) be cylindrical over the Euclidean norm. Given \(a < b\) consider \(E = \{(x, t) \in \mathbb{R}^3 : a < t < b\}\). Then \(E\) is not a minimizer of \(P_\Phi\) in \(E\). Indeed, it is sufficient to consider \(E\) with the set \(E \setminus C\), obtained from \(E\) by removing a sufficiently large cylinder \(C = B_R \times [a, b]\) homothetic to \(B_\Phi\), where \(B_R = \{x \in \mathbb{R}^2 : |x| < R\}\). Then \(P_\Phi(E)\) is reduced by \(2\pi R^2\) (the sum of the areas of the top and bottom facets of \(C\)), while it is increased by the lateral area \(2\pi(b - a)R\) of \(C\). Hence, for \(R > 0\) sufficiently large, (10) is not satisfied. Notice that the horizontal sections of \(E\) are either empty or a plane, which both are minimizers of the Euclidean perimeter in \(E\).

Remark 2.6. Suppose that \(\Phi : \mathbb{R}^{n+1} \rightarrow [0, +\infty)\) is cylindrical over \(\varphi\). Assume that \(E \in BV_{\text{loc}}(\Omega)\) has the following property: for almost every \(t \in \Omega\) the set \(E_t\) (horizontal section) is a minimizer of \(P_\varphi\) in \(\Omega_t\) and for almost every \(x \in \mathbb{R}^n\) the set \(E_x\) (vertical section) is a minimizer of the Euclidean perimeter in \(\Omega_x\). Then by Remark A.2 \(E\) is a minimizer of \(P_\Phi\) in \(\Omega\).

Example 2.7. For any \(l, \gamma \in \mathbb{R}\) we define the cones \(^3\) in \(\mathbb{R}^{n+1}\)
\[
C_1^{(n)}(l, \gamma) := (-\infty, l) \times \mathbb{R}^{n-1} \times (\gamma, +\infty),
\]
\[
C_2^{(n)}(l, \gamma) := (l, +\infty) \times \mathbb{R}^{n-1} \times (\gamma, +\infty).
\]
From Example 2.4 and Remark 2.6 it follows that the following sets are minimizers of \(P_\Phi\) in \(\mathbb{R}^{n+1}\) provided that \(\Phi\) satisfies (8):
\begin{itemize}
  \item[a)] \(C_1^{(n)}(l_1, \gamma_1) \cup C_2^{(n)}(l_2, \gamma_2) \subset \mathbb{R}^{n+1}\), where \(l_1 \leq l_2, \gamma_1 \geq \gamma_2\) (see Figure 1).
  \item[b)] The union of \(C_1^{(n)}(l_1, \gamma)\) and the rotation of \(C_2^{(n)}(l_2, \gamma)\) around the vertical axis \(x_{n+1}\) of \(\alpha\) radians (see Figure 2).
\end{itemize}
In general, a minimizer of \(P_\Phi\) in \(\Omega\) for a cylindrical \(\Phi\), need \textit{not} satisfy the minimality property of horizontal sections in Remark 2.6.

\(^3\)A set \(E \subseteq \mathbb{R}^m\) is a \textit{cone} if there exists \(x_0 \in \partial E\) such that for any \(x \in E\) and \(\lambda > 0\) the inclusion \(x_0 + \lambda(x - x_0) \in E\) holds.
Example 2.8 (Strips). Let $n = 2$, and let $\tilde{\Omega} = \mathbb{R} \times (0, \gamma) \subset \mathbb{R}^2$, $\gamma > 0$. Take
\[ \varphi^\mu(\xi_1^*, \xi_2^*) = |\xi_1^*| + |\xi_2^*|, \]
so that
\[ P_\varphi(\tilde{F}, \tilde{A}) = \int_{\tilde{A}} |D_{x_1} \chi_{\tilde{F}}| + \int_{\tilde{A}} |D_{x_2} \chi_{\tilde{F}}|, \quad \tilde{F} \in BV_{loc}(\tilde{\Omega}), \quad \tilde{A} \in A_\varphi(\tilde{\Omega}). \]

We prove that if $l > \gamma > 0$ then the rectangle $\tilde{E} = (0, l) \times (0, \gamma)$ is a minimizer of $P_\varphi$ in the strip $\tilde{\Omega}$. Let $\tilde{F} \in BV_{loc}(\tilde{\Omega})$ be such that $\tilde{E} \Delta \tilde{F} \subset \subset \tilde{A} \subset \subset \tilde{\Omega}$. Let $L_{x_1}$ stand for the vertical line passing through $(x_1, 0)$. If $H^1(\tilde{F} \cap L_{x_1}) = 0$ or $H^1(\tilde{F} \cap L_{x_1}) = \gamma$ for some $0 < x_1 < l$, then
\[ P_\varphi(\tilde{F}, \tilde{A}) = P_\varphi(\tilde{F}, \tilde{A} \cap (\infty, x_1) \times (0, \gamma]) + P_\varphi(\tilde{F}, \tilde{A} \cap (x_1, +\infty) \times (0, \gamma]). \]
Hence
\[ P_\varphi(\tilde{F}, \tilde{A} \cap (\infty, x_1) \times (0, \gamma]) \geq P_\varphi(\tilde{E}, \tilde{A} \cap (\infty, x_1) \times (0, \gamma]), \]
Thus \( P_\varphi(\hat{F}, \hat{A}) \geq P_\varphi(\hat{E}, \hat{A}) \) and now assume that \( 0 < \mathcal{H}^1(F \cap L_{x_1}) < \gamma \) for all \( x_1 \in (0, l) \). In this case \( \int_{\hat{A}} |D_{x_1} \chi_{\hat{F}}| \geq 2l \). Indeed, since \( \hat{E} \Delta \hat{F} \subset \subset \hat{A} \), each vertical line \( L_{x_1} \), \( x_1 \in (0, l) \), should cross \( \partial^* \hat{F} \) at least twice. For a similar reason, taking into account the term \( \int_{\hat{A}} |D_{x_1} \chi_{\hat{F}}| \) we may assume that \( \hat{E} \cap \partial^* \hat{F} \) lies on two horizontal parallel lines at distance \( \varepsilon \in (0, \gamma) \). Then by definition of \( \varphi \)-perimeter

\[
P_\varphi(\hat{F}, \hat{A}) - P_\varphi(\hat{E}, \hat{A}) \geq 2l - 2\varepsilon \geq 2(l - \gamma) > 0.
\]

This implies that \( \hat{E} \) is a minimizer of \( P_\varphi \) in \( \hat{\Omega} \). Notice that every horizontal section of \( \hat{E} \) is \( (0, l) \), which is not a minimizer of the perimeter in \( \mathbb{R} \).

Now, let \( \Phi^o(\hat{\xi}^*, \xi^*_1) = \varphi^o(\hat{\xi}^*) + |\xi^*_1| \). By Proposition 3.4(b) below, \( \hat{E} \times \mathbb{R} \) is a minimizer of \( P_\varphi \) in \( \hat{\Omega} \times \mathbb{R} \). Since \( \Phi \) is symmetric with respect to relabelling the coordinate axes, the set \( E = (0, l) \times \mathbb{R} \times (0, \gamma) \) is also a minimizer of \( P_\varphi \) in \( \mathbb{R} \times \mathbb{R} \times (0, \gamma) \). Notice that every horizontal section of \( E \) is a translation of the strip \( (0, l) \times \mathbb{R} \), which is not a minimizer of \( P_\varphi \) in \( \mathbb{R}^2 \) according to Example 2.5.

**Example 2.9.** Let \( \Phi^o(\xi^*_1, \xi^*_2) = |\xi^*_1| + |\xi^*_2| \). Given \( l, \gamma \in \mathbb{R} \) suppose one of the following:

a) \( l = 0 \);

b) \( l \geq 0 \geq \gamma \);

c) \( l \geq \gamma > 0 \).

Then the set \( E = C_1^{(1)}(0, 0) \cup C_2^{(1)}(l, \gamma) \) is a minimizer of \( P_\varphi \) in \( \mathbb{R}^2 \) even though in case (c) for any \( t \in (0, \gamma) \), the horizontal section \( E_t \) is not a minimizer of the perimeter in \( \mathbb{R} \) (see (11)).

Indeed, if \( l \geq 0 \geq \gamma \) then \( E \) satisfies the property in Remark 2.6. If \( l = 0 \) and \( \gamma > 0 \), then \( \mathbb{R}^2 \setminus E \) is union of two disjoint cones satisfying property stated in Remark 2.6. Thus, in both cases \( E \) is a minimizer of \( P_\varphi \) in \( \mathbb{R}^2 \).

Assume (c). By Remark 2.6 both \( C_1 = (-\infty, 0) \times (0, +\infty) \) and \( C_2 = (-\infty, \gamma) \times (l, +\infty) \) are minimizers of \( P_\varphi \) in \( \mathbb{R}^2 \) (for brevity we do not write the dependence on \( l \) and \( \gamma \)). Consider arbitrary \( F \in BV_{loc}(\mathbb{R}^2) \) with \( \hat{E} \Delta F \subset \subset (-M, M)^2 \), for some \( M > 0 \).
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**Figure 3.** In case \( 0 < \gamma \leq l \), among all sets connecting two components of \( E \) the strip parallel to \( \xi_1 \)-axis has the “smallest” \( \varphi \)-perimeter.
If \( F \) perturbs the components \( C_1, C_2 \) of \( E \) separately, i.e. \( F = F_1 \cup F_2 \) and there exist disjoint open sets \( A_1, A_2 \subset \mathbb{R}^2 \) such that \( C_i \Delta F_i \subset A_i \), \( i = 1, 2 \), then by minimality of \( C_1, C_2 \) we have
\[
P_\Phi(F, A_1 \cup A_2) = P_\Phi(F_1, A_1) + P_\Phi(F_2, A_2) \geq P_\Phi(C_1, A_1) + P_\Phi(C_2, A_2) = P_\Phi(E, A_1 \cup A_2).
\]
On the other hand, it is not difficult to see that among all perturbations of \( E \) involving both components, the best one is obtained by inserting an horizontal strip as in Figure 3. However, because of the assumption \( 0 < \gamma \leq l \), this perturbation has larger \( \Phi \)-perimeter than \( E \). Consequently, \( E \) is a minimizer of \( P_\Phi \) in \( \mathbb{R}^2 \).

3. Cylindrical minimizers. Let \( \Phi \) be a norm on \( \mathbb{R}^{n+1} \) and \( \Omega = \bar{\Omega} \times \mathbb{R} \).

**Definition 3.1** (Cylindrical minimizers). We say that a minimizer \( E \subseteq \Omega \) of \( P_\Phi \) in \( \Omega \) is cylindrical over \( \bar{E} \) if \( E = \bar{E} \times \mathbb{R} \), where \( \bar{E} \subseteq \bar{\Omega} \).

The aim of this section is to characterize cylindrical minimizers of \( P_\Phi \). The idea here is that the (Euclidean) normal to the boundary of a cylindrical minimizer is horizontal, and therefore what matters, in the computation of the anisotropic perimeter, is only the horizontal section of the anisotropy. For this reason it is natural to introduce the following property, which informally requires the upper (and the lower) part of the boundary of the Wulff shape to be a generalized graph (hence possibly with vertical parts) over its projection on the horizontal hyperplane \( \mathbb{R}^n \times \{0\} \).

**Definition 3.2** (Unit ball as a generalized graph in the vertical direction). We say that the boundary of the unit ball \( B_\phi \) of the norm \( \Phi : \mathbb{R}^{n+1} \to [0, +\infty) \) is a generalized graph in the vertical direction if
\[
\Phi(\hat{\xi}, \xi_{n+1}) \geq \Phi(\hat{\xi}, 0), \quad (\hat{\xi}, \xi_{n+1}) \in \mathbb{R}^{n+1}.
\]

In Lemma A.3 we show that \( \partial B_\phi \) is a generalized graph in the vertical direction if and only if so is \( \partial B_\Phi \).

**Example 3.3.** (a) If \( \Phi(\hat{\xi}, -\xi_{n+1}) = \Phi(\hat{\xi}, \xi_{n+1}) \) for all \( (\hat{\xi}, \xi_{n+1}) \in \mathbb{R}^{n+1} \), then \( \partial B_\Phi \) is a generalized graph in the vertical direction. Indeed, from convexity
\[
\Phi(\hat{\xi}, 0) \leq \Phi \left( \frac{\hat{\xi}}{2}, \frac{\xi_{n+1}}{2} \right) + \Phi \left( \frac{\hat{\xi}}{2}, -\frac{\xi_{n+1}}{2} \right) = \Phi(\hat{\xi}, \xi_{n+1}), \quad (\hat{\xi}, \xi_{n+1}) \in \mathbb{R}^{n+1}.
\]

(b) There exists \( \partial B_\Phi \) which is a generalized graph in the vertical direction, but \( \Phi \) does not satisfy \( \Phi(\hat{\xi}, -\xi_{n+1}) = \Phi(\hat{\xi}, \xi_{n+1}) \). Fix some \( \varepsilon \in (1/\sqrt{2}, \sqrt{2}] \) and consider the (symmetric convex) plane hexagon \( K_\varepsilon \) with vertices at \((1, 0), (0, 1), (-\varepsilon, 0), (\varepsilon, 0), (-\varepsilon, 0), (0, 1)\). Let \( \Phi_\varepsilon : \mathbb{R}^2 \to [0, +\infty) \) be the Minkowski functional of \( K_\varepsilon \). Then \( \Phi_\varepsilon \) does not satisfy \( \Phi_\varepsilon(\xi_1, -\xi_2) = \Phi_\varepsilon(\xi_1, \xi_2) \). But \( \partial B_\Phi \) is a generalized graph in the vertical direction. Indeed, consider the straight line passing through \((1, 0)\) and parallel to the \( \xi_2 \)-axis. This line does not cross the interior of \( K_\varepsilon \). Thus \( \Phi_\varepsilon(1, \xi_2) \geq 1 = \Phi_\varepsilon(1, 0) \). If \( \xi_1 \neq 0 \), then
\[
\Phi_\varepsilon(\xi_1, \xi_2) = |\xi_1|\Phi_\varepsilon(1, \xi_2/\xi_1) \geq |\xi_1|\Phi_\varepsilon(1, 0) = \Phi_\varepsilon(\xi_1, 0).
\]
If \( \xi_1 = 0 \), the inequality \( \Phi_\varepsilon(\xi_1, \xi_2) \geq \Phi_\varepsilon(\xi_1, 0) \) is obvious.
c) The norm $\Phi : \mathbb{R}^2 \to [0, +\infty)$, $\Phi(\xi_1, \xi_2) = \sqrt{\xi_1^2 + \xi_1 \xi_2 + \xi_2^2}$ has a unit ball the boundary of which is not a generalized graph in the vertical direction, since $\Phi(2, 0) = 2 \sqrt{3} = \Phi(2, -1)$.

**Proposition 3.4** (Cylindrical minimizers). Let $\Phi : \mathbb{R}^{n+1} \to [0, +\infty)$ be a norm and let $\widehat{E} \in BV_{loc}(\Omega)$. The following assertions hold.

(a) If $\widehat{E} \times \mathbb{R}$ is a minimizer of $P_{\Phi}$ in $\widehat{\Omega} \times \mathbb{R}$, then $\widehat{E}$ is a minimizer of $P_{\phi}$ in $\widehat{\Omega}$, where

$$\phi := \left( \Phi^o \right)_{|t=0}^o.$$ 

(b) If $\partial B_{\hat{E}}$ is a generalized graph in the vertical direction and $\widehat{E}$ is a minimizer of $P_{\varphi}$ in $\widehat{\Omega}$, where $\varphi := \Phi_{|t=0}$, then $\widehat{E} \times \mathbb{R}$ is a minimizer of $P_{\Phi}$ in $\widehat{\Omega} \times \mathbb{R}$.

**Remark 3.5.** In general $\phi \neq \varphi$ (see Remark 2.1 and Lemma A.4).

**Proof.** (a) Take $\widehat{A} \in A_\mathcal{L}(\Omega)$ and $\widehat{F} \in BV_{loc}(\Omega)$ with $E \Delta \widehat{F} \subset \subset \widehat{A}$. For any $m > 0$ set $I_m := (0, m)$, and define

$$F_m := [E \setminus (\mathbb{R}^n \times I_m)] \cup [\widehat{F} \times I_m],$$

where $E = \widehat{E} \times \mathbb{R}$. Then $E \Delta F_m \subset \subset \widehat{A} \times I_{m+1} \subset \subset \widehat{\Omega} \times \mathbb{R}$ and, by minimality,

$$P_{\Phi}(E, \widehat{A} \times I_{m+1}) \leq P_{\Phi}(F_m, \widehat{A} \times I_{m+1}).$$

Writing $\nu_E = (\widehat{\nu}_E, \nu_E)$, we have $\nu_E = (\nu_E, 0)$ $\mathcal{H}^n$-almost everywhere on $\partial E$. Hence

$$P_{\Phi}(E, \widehat{A} \times I_{m+1}) = \int_{[\widehat{A} \times I_{m+1}] \cap \partial^* E} \phi^o(\nu_E) d\mathcal{H}^n$$

$$= 2(m+1) \int_{\partial^* \widehat{E}} \phi^o(\nu_E) d\mathcal{H}^{n-1} = 2(m+1)P_{\phi}(\widehat{E}, \widehat{A}).$$

Similarly, $\nu_{F_m} = (\nu_{F_m}, 0)$ on $(\partial^* \widehat{F}) \times I_m$, $\nu_{F_m} = (0, \pm 1)$ on $(\widehat{E} \Delta \widehat{F}) \times \{\pm m\}$ and $\nu_{F_m} = (\nu_{F_m}, 0)$ on $(\partial^* \widehat{F}) \times (I_{m+1} \setminus I_m)$. As a consequence,

$$P_{\Phi}(F_m, \widehat{A} \times I_{m+1}) = \int_{[\widehat{A} \times I_m] \cap \partial^* F_m} \phi^o(\nu_{F_m}) d\mathcal{H}^n$$

$$+ \int_{[\widehat{A} \times \{\pm m\}] \cap \partial^* F_m} \phi^o(\nu_{F_m}) d\mathcal{H}^n$$

$$+ \int_{[\widehat{A} \times (I_{m+1} \setminus I_m)] \cap \partial^* F_m} \phi^o(\nu_{F_m}) d\mathcal{H}^n$$

$$= 2mP_{\phi}(\widehat{F}, \widehat{A}) + 2\phi^o(0, 1)\mathcal{H}^n(\widehat{E} \Delta \widehat{F}) + 2P_{\phi}(\widehat{E}, \widehat{A}).$$

From (16), (17) and (15), it follows

$$P_{\phi}(\widehat{E}, \widehat{A}) \leq P_{\phi}(\widehat{F}, \widehat{A}) + \frac{\phi^o(0, 1)}{m} \mathcal{H}^n(\widehat{F} \Delta \widehat{E}).$$

Letting $m \to +\infty$ we get $P_{\phi}(\widehat{E}, \widehat{A}) \leq P_{\phi}(\widehat{F}, \widehat{A})$, and assertion (a) follows.
(b) By Lemma A.4, \( \varphi^o = \Phi^o |_{\xi_3 = 0} \). Take \( F \in BV_{\text{loc}}(\hat{\Omega} \times \mathbb{R}) \), and let \( \hat{A} \in \mathcal{A}_c(\hat{\Omega}) \) and \( M > 0 \) be such that \( E\Delta F \subset \subset \hat{A} \times I_M \), where \( I_M := (-M, M) \). Then \( \hat{E} \Delta F_t \subset \subset \hat{A} \) for all \( t \in (-M, M) \) and since \( \hat{E} \) is a minimizer of \( P_\varphi \) in \( \hat{\Omega} \), using (14) and (37) we get

\[
P_\varphi(F, \hat{A} \times I_M) = \int_{\hat{A} \times I_M} \Phi^o(v_F, \nu_F) \, d\mathcal{H}^n \geq \int_{\hat{A} \times I_M} \Phi^o(v_\hat{F}, 0) \, d\mathcal{H}^n
\]

and assertion (b) follows.

\[\square\]

**Example 3.6** (Characterization of cylindrical minimizers for a cubic anisotropy). Proposition 3.4 allows us to classify the cylindrical minimizers of \( P_\varphi \) for suitable choices of the dimension and of the anisotropy. Take \( n = 2 \), \( \Omega = \mathbb{R}^2 \), and let \( B_\varphi = [-1, 1]^3 \);

in particular, \( \partial B_\varphi \) is a generalized graph in the vertical direction and \( B_\varphi \) is the square \([-1, 1]^2 \) in the (horizontal) plane. The minimizers of \( P_\varphi \) are classified as follows [32, Theorems 3.8 (ii) and 3.11 (2)]: the infinite cross \( \hat{C} = \{|x_1| > |x_2|\} \) and its complement, the subgraphs and epigraphs \( \hat{S} \) of monotone functions of one variable, and suitable unions \( \hat{U} \) of two connected components, each of which is the subgraph of a monotone function of one variable. Then Proposition 3.4 (b) implies that

\[
\hat{C} \times \mathbb{R}, \ (\mathbb{R}^2 \setminus \hat{C}) \times \mathbb{R}, \ \hat{S} \times \mathbb{R}, \ \hat{U} \times \mathbb{R}
\]

are the only cylindrical minimizers of \( P_\varphi \) in \( \mathbb{R}^3 \). The same result holds if \( B_\varphi \) is a parallelogram centered at the origin, and \( \partial B_\varphi \) is any generalized graph in the vertical direction such that \( B_\varphi = B_\varphi \cap \{\xi_3 = 0\} \).

4. **Cartesian minimizers for partially monotone norms.** Let \( \Phi : \mathbb{R}^{n+1} \to [0, +\infty) \) be a norm.

**Definition 4.1** (Cartesian minimizers). We call a minimizer \( E \subseteq \Omega = \hat{\Omega} \times \mathbb{R} \) a cartesian minimizer of \( P_\varphi \) in \( \Omega = \hat{\Omega} \times \mathbb{R} \) if \( E = \text{sg}(u) \) for some function \( u : \hat{\Omega} \to \mathbb{R} \).

Let \( v \in BV_{\text{loc}}(\hat{\Omega}) \); in what follows the symbol \( \int_\hat{A} \Phi^o(-Dv, 1) \) means

\[
\int_\hat{A} \Phi^o(-Dv, 1) = \sup \left\{ \int_\hat{A} \left( v \sum_{j=1}^n -\eta_j \frac{\partial \eta_j}{\partial x_j} + \eta_{n+1} \right) \, dx : \eta = (\eta_1, \ldots, \eta_{n+1}) \in C^1(\hat{A}, B_\varphi) \right\}.
\]

If \( v \in W^{1,1}_{\text{loc}}(\hat{\Omega}) \) we have [6, Theorem 2.91]

\[
P_\varphi(\text{sg}(v), \hat{A} \times \mathbb{R}) = \int_{(\hat{A} \times \mathbb{R}) \cap \text{sg}(v)} \Phi^o(v_{\text{sg}(v)}) \, d\mathcal{H}^n = \int_{(\hat{A} \times \mathbb{R}) \cap \text{sg}(v)} \Phi^o(-\nabla v, 1) \frac{d\mathcal{H}^n}{\sqrt{1 + |\nabla v|^2}} = \int_\hat{A} \Phi^o(-\nabla v, 1) \, dx.
\]
Using the techniques in [18], the previous equality extends to any \( v \in BV_{\text{loc}}(\hat{\Omega}) \):
\[
P_\Phi(\text{sg}(v), \hat{A} \times \mathbb{R}) = \int_{(\hat{A} \times \mathbb{R}) \cap \partial^* \text{sg}(v)} \Phi^\circ(\nu_{\text{sg}(v)}) \, d\mathcal{H}^n = \int_{\hat{A}} \Phi^\circ(-Dv, 1). \tag{18}
\]
Accordingly, we define the functional \( \mathcal{G}_{\Phi^\circ} : BV_{\text{loc}}(\hat{\Omega}) \times \mathcal{A}_c(\hat{\Omega}) \to [0, +\infty) \) as follows:
\[
\mathcal{G}_{\Phi^\circ}(v, \hat{A}) := \int_{\hat{A}} \Phi^\circ(-Dv, 1), \quad v \in BV_{\text{loc}}(\hat{\Omega}), \quad \hat{A} \in \mathcal{A}_c(\hat{\Omega}).
\]

**Definition 4.2.** We say that \( u \in BV_{\text{loc}}(\hat{\Omega}) \) is a minimizer of \( \mathcal{G}_{\Phi^\circ} \) by compact perturbations in \( \hat{\Omega} \) (briefly, a minimizer of \( \mathcal{G}_{\Phi^\circ} \) in \( \hat{\Omega} \)), and we write
\[
\mathcal{M}_{\Phi^\circ}(\hat{\Omega}),
\]
if for any \( \hat{A} \in \mathcal{A}_c(\hat{\Omega}) \) and \( v \in BV_{\text{loc}}(\hat{\Omega}) \) with supp \((u - v) \subset \subset \hat{A} \) one has
\[
\mathcal{G}_{\Phi^\circ}(u, \hat{A}) \leq \mathcal{G}_{\Phi^\circ}(v, \hat{A}).
\]

Note that \( \mathcal{M}_{\Phi^\circ}(\hat{\Omega}) \neq \emptyset \) since linear functions on \( \hat{\Omega} \) belong\(^4\) to \( \mathcal{M}_{\Phi^\circ}(\hat{\Omega}) \). Observe also that if \( u \in \mathcal{M}_{\Phi^\circ}(\hat{\Omega}) \) then \( u + c \in \mathcal{M}_{\Phi^\circ}(\hat{\Omega}) \) for any \( c \in \mathbb{R} \).

We shall need the following standard result.

**Theorem 4.3** (Compactness). Let \( \Phi : \mathbb{R}^{n+1} \to [0, +\infty) \) be a norm. If \( u_k \in \mathcal{M}_{\Phi^\circ}(\hat{\Omega}), u \in L^1_{\text{loc}}(\hat{\Omega}) \) and \( u_k \rightharpoonup u \) in \( L^1_{\text{loc}}(\hat{\Omega}) \) as \( k \to +\infty \), then \( u \in \mathcal{M}_{\Phi^\circ}(\hat{\Omega}) \).

**Proof.** The proof is the same as in [31, Theorem 3.4] making use of the lower semicontinuity of \( P_\Phi, (5) \) and the inequality \( \Phi^\circ(-Dv, 1) \leq \Phi^\circ(Dv, 0) + \Phi^\circ(0, 1). \)

The aim of this section is to establish the relations between minimizers and cartesian minimizers, under a special assumption on the norm.

**Definition 4.4** (Partially monotone norm). The norm \( \Phi : \mathbb{R}^{n+1} \to [0, +\infty) \) is called partially monotone if given \( \xi = (\hat{\xi}, \xi_{n+1}) \in \mathbb{R}^{n+1} \) and \( \eta = (\hat{\eta}, \eta_{n+1}) \in \mathbb{R}^{n+1} \) we have
\[
\Phi(\hat{\xi}, 0) \leq \Phi(\hat{\eta}, 0), \quad \Phi(0, \xi_{n+1}) \leq \Phi(0, \eta_{n+1}) \implies \Phi(\xi) \leq \Phi(\eta). \tag{19}
\]

Partially monotone norms are characterized in Section A.3.

**Example 4.5.** The following norms on \( \mathbb{R}^{n+1} \) are partially monotone: \( \Phi(\hat{\xi}, \xi_{n+1}) = \max\{\varphi(\hat{\xi}), |\xi_{n+1}|\}; \quad \Phi(\hat{\xi}, \xi_{n+1}) = \left( (|\varphi(\hat{\xi})|^p + |\xi_{n+1}|^p)^{1/p} \right) \), where \( \varphi : \mathbb{R}^n \to [0, +\infty) \) is a norm and \( p \in [1, +\infty) \).

**Theorem 4.6** (Minimizers and cartesian minimizers). Let \( \Phi : \mathbb{R}^{n+1} \to [0, +\infty) \) be a norm, and \( u \in BV_{\text{loc}}(\hat{\Omega}) \). The following assertions hold:
(a) if \( \text{sg}(u) \) is a minimizer of \( P_\Phi \) in \( \hat{\Omega} \times \mathbb{R} \), then \( u \) is a minimizer of \( \mathcal{G}_{\Phi^\circ} \) in \( \hat{\Omega} \);
(b) if \( \Phi \) is partially monotone and \( u \) is a minimizer of \( \mathcal{G}_{\Phi^\circ} \) in \( \hat{\Omega} \), then \( \text{sg}(u) \) is a minimizer of \( P_\Phi \) in \( \Omega = \hat{\Omega} \times \mathbb{R} \).

**Proof.** (a) Let \( \psi \in C^1_c(\hat{\Omega}) \) be such that \( \text{supp}(\psi) \subset \subset \hat{A} \) for some \( \hat{A} \in \mathcal{A}_c(\hat{\Omega}) \). Then there exists \( H > 0 \) such that \( \text{sg}(u) \Delta \text{sg}(u + \psi) \subset \subset \hat{A} \times (-H, H) \). If \( \text{sg}(u) \) is a minimizer of \( P_\Phi \), then \( P_\Phi(\text{sg}(u), \hat{A} \times \mathbb{R}) \leq P_\Phi(\text{sg}(u + \psi), \hat{A} \times \mathbb{R}) \) and so, by virtue of (18),
\[
\mathcal{G}_{\Phi^\circ}(u, \hat{A}) \leq \mathcal{G}_{\Phi^\circ}(u + \psi, \hat{A}). \tag{20}
\]
For a general $\psi \in BV_{\text{loc}}(\hat{\Omega})$ inequality (20) can be proven by approximation.

(b) Let $u$ be a minimizer of $\mathcal{G}_{\phi^*}$ and $F \in BV_{\text{loc}}(\hat{\Omega})$ be such that $\text{sg}(u)\Delta F \subset \subset A = \hat{A} \times (-M, M)$ with $\hat{A} \in \mathcal{A}_c(\hat{\Omega})$ and $M > 0$. Then (4) yields that

$$P_\phi(F, \hat{B} \times \mathbb{R}) < +\infty \quad \forall \hat{B} \in \mathcal{A}_c(\hat{\Omega}).$$

We shall closely follow [20, 27], where the argument is done in the Euclidean setting. For simplicity let $\varphi_1^0(\cdot) = \Phi^0(\cdot, 0)$ and $\varphi_2^0(\cdot) = \Phi^0(0, \cdot)$. We claim that there exists $v \in BV_{\text{loc}}(\Omega)$ with $\text{supp}(u - v) \subset \subset \hat{A}$ such that for any $\hat{B} \in \mathcal{A}_c(\hat{\Omega})$

$$\int_{\hat{B} \times \mathbb{R}} \varphi_1^0(D_x\chi_{\text{sg}(v)}) \leq \int_{\hat{B} \times \mathbb{R}} \varphi_1^0(D_x\chi_F),$$

and

$$\int_{\hat{B} \times \mathbb{R}} \varphi_2^0(D_t\chi_{\text{sg}(v)}) \leq \int_{\hat{B} \times \mathbb{R}} \varphi_2^0(D_t\chi_F).$$

(21)

Supposing that the claim is true, from (21) and from Lemma A.7 we deduce

$$P_\phi(\text{sg}(v), \hat{A} \times \mathbb{R}) = \int_{\hat{A} \times \mathbb{R}} \Phi^0(D\chi_{\text{sg}(v)}) \leq \int_{\hat{A} \times \mathbb{R}} \Phi^0(D\chi_F) = P_\phi(F, \hat{A} \times \mathbb{R}).$$

Then by the minimality of $u$ and (18) we get

$$P_\phi(\text{sg}(u), \hat{A} \times \mathbb{R}) = \int_{\hat{A} \times \mathbb{R}} \Phi^0(-Du, 1) \leq \int_{\hat{A}} \Phi^0(-Dv, 1)$$

$$= P_\phi(\text{sg}(v), \hat{A} \times \mathbb{R}) \leq P_\phi(F, \hat{A} \times \mathbb{R}).$$

Let us prove our claim. Since $\text{sg}(u)\Delta F \subset \subset A$, we have

$$\lim_{t \to +\infty} \chi_F(x, t) = 0, \quad \lim_{t \to -\infty} \chi_F(x, t) = 1 \quad \text{for a.e. } x \in \hat{\Omega}. \quad (22)$$

Then, by [20, Lemma 14.7 and Theorem 14.8] (see also [27, Theorem 2.3]) the function

$$v_h(x) := \int_{-h}^{h} \chi_F(x, t)dt - h, \quad x \in \hat{\Omega}$$

belongs to $L^1_{\text{loc}}(\hat{\Omega})$ and the sequence $\{v_h\}$ converges pointwise to $v \in BV_{\text{loc}}(\hat{\Omega})$ as $h \to +\infty$. To show that $u - v$ is compactly supported in $\hat{A}$ it is enough to take $\hat{A}' \subset \subset \hat{A}$ such that $\hat{A}' \subset \subset \hat{A}$ and $\text{sg}(u)\Delta F \subset \subset \hat{A}' \times (-M, M)$, and to observe that since $\text{sg}(u) \cap ((\hat{\Omega} \setminus \hat{A}') \times \mathbb{R}) = F \cap ((\hat{\Omega} \setminus \hat{A}') \times \mathbb{R})$, if $x \in \hat{\Omega} \setminus \hat{A}'$, for $h$ sufficiently large we have

$$v_h(x) = \int_{-h}^{u(x)} \chi_F(x, t)dt - h = u(x).$$

Now, define $\eta_h : \mathbb{R} \to [0, +\infty)$ as $\eta_h := 1$ on $[-h, h], \eta_h := 0$ on $(-\infty, -h - 1] \cup [h + 1, +\infty)$, and

$$\eta_h(t) := \begin{cases} h + 1 - t & \text{if } h \leq t \leq h + 1, \\ h + 1 + t & \text{if } -h - 1 \leq t \leq -h. \end{cases}$$
Being $1/2 = \int_{-h-1}^{-h} [h + 1 + t] dt$, we have
\[
\left| \int_{\mathbb{R}} \eta_h(t) \chi_F(x,t) dt - h - \frac{1}{2} - v(x) \right| = \left| \int_{-h-1}^{-h} [h + 1 + t] (1 - \chi_F(x,t)) dt 
+ \int_{h}^{h+1} [h + 1 - t] \chi_F(x,t) dt + v_h(x) - v(x) \right|
\leq |v_h(x) - v(x)| + \int_{-h-1}^{-h} (1 - \chi_F(x,t)) dt + \int_{h}^{h+1} \chi_F(x,t) dt.
\]
Hence, from (22), for almost every $x \in \hat{\Omega}$ we get
\[
\lim_{h \to +\infty} \left| \int_{\mathbb{R}} \eta_h(t) \chi_F(x,t) dt - h - \frac{1}{2} - v(x) \right| = 0. \tag{23}
\]
Let us fix $\psi \in C^1_c(\hat{\Omega})$ and $1 \leq j \leq n$. Then, using $\int_{\hat{\Omega}} D_{x_j} \psi(x) dx = 0$, the dominated convergence theorem (see [20, 27] for more details) and (23) we find
\[
\int_{\hat{\Omega} \times \mathbb{R}} \psi(x) D_{x_j} \chi_F(x,t) = \lim_{h \to +\infty} \int_{\hat{\Omega} \times \mathbb{R}} \eta_h(t) \psi(x) D_{x_j} \chi_F(x,t) 
= - \lim_{h \to +\infty} \int_{\hat{\Omega}} D_{x_j} \psi(x) dx \int_{\mathbb{R}} \eta_h(t) \chi_F(x,t) dt 
= - \lim_{h \to +\infty} \int_{\hat{\Omega}} D_{x_j} \psi(x) \left[ \int_{\mathbb{R}} \eta_h(t) \chi_F(x,t) dt - h - \frac{1}{2} \right] dx 
= - \int_{\hat{\Omega}} v(x) D_{x_j} \psi(x) dx.
\]
Hence for any $\tilde{A} \in \mathcal{A}_c(\hat{\Omega})$ and $\eta \in C^1_c(\tilde{A}; B_{\varphi_1})$ one has
\[
- \int_{\tilde{A}} v(x) \sum_{j=1}^{n} D_{x_j} \eta(x) dx = \int_{\tilde{A} \times \mathbb{R}} \eta(x) \cdot D_x \chi_F(x,t) \leq \int_{\tilde{A} \times \mathbb{R}} \varphi_1^\eta(D_x \chi_F(x,t)).
\]
Since $\eta$ is arbitrary, the definition of $\int_{\tilde{A}} \varphi_1^\eta(D_x v)$ implies
\[
\int_{\tilde{A}} \varphi_1^\eta(D_x v) \leq \int_{\tilde{A} \times \mathbb{R}} \varphi_1^\eta(D_x \chi_F). \tag{24}
\]
Being $|D_t \chi_F|$ a counting measure, we have [27]
\[
\int_{\tilde{A} \times \mathbb{R}} \varphi_2^\eta(D_t \chi_F) = \varphi_2^\eta(1) \int_{\tilde{A} \times \mathbb{R}} |D_t \chi_F| \geq \varphi_2^\eta(1) |\tilde{A}|. \tag{25}
\]
Moreover, one checks that
\[
\int_{\tilde{A} \times \mathbb{R}} \varphi_1^\eta(D_x \chi_{\text{sg}(v)}) = \int_{\tilde{A}} \varphi_1^\eta(D_x v), \quad \int_{\tilde{A} \times \mathbb{R}} \varphi_2^\eta(D_t \chi_{\text{sg}(v)}) = \varphi_2^\eta(1) |\tilde{A}|. \tag{26}
\]
Now our claim (21) follows from (24)-(26). \hfill $\square$

**Corollary 4.7.** Let $\Phi^o : \mathbb{R}^{n+1} \to [0, +\infty)$ be a partially monotone norm and $u \in M_{\Phi^o}(\Omega)$. Then $u \in L_\text{loc}^\infty(\Omega)$.
Remark 5.1. Suppose that $Φ : \mathbb{R}^{n+1} \to [0, +\infty)$ is cylindrical over $φ$. Then $u \in \mathcal{M}_{φ^ω}(\bar{Ω}) \implies λu \in \mathcal{M}_{φ^ω}(\bar{Ω})$ $\forall λ \in \mathbb{R}$, \hspace{1cm} (27)

5. Classification of cartesian minimizers for cylindrical norms. The aim of this section is to give a rather complete classification of entire cartesian minimizers, supposing the norm $Φ$ cylindrical. As explained in the introduction, this case covers, in particular, the study of minimizers of the total variation functional. We start with a couple of observations.

Remark 5.2. Suppose that $Φ : \mathbb{R}^{n+1} \to [0, +\infty)$ is cylindrical over $φ$. Then $u \in \mathcal{M}_{φ^ω}(\bar{Ω}) \implies λu \in \mathcal{M}_{φ^ω}(\bar{Ω})$ $\forall λ \in \mathbb{R}$, \hspace{1cm} (28)

Indeed, suppose first $λ = 0$. If $\{u \geq 0\} \in BV_{loc}(\bar{Ω})$, then (28) can be proven as in [31, Lemma 3.5], using [6, Theorem 3.84]. In the general case, by the coarea formula there exists a sequence $λ_j \uparrow 0$ such that $\{u \geq λ_j\} \in BV_{loc}(\bar{Ω})$. Clearly $u_j := u − λ_j \in \mathcal{M}_{φ^ω}(\bar{Ω})$, hence $u_j^+ \in \mathcal{M}_{φ^ω}(\bar{Ω})$. Since $u_j^+ \to u^+$ in $L^1_{loc}(\bar{Ω})$, Theorem 4.3 implies $u^+ \in \mathcal{M}_{φ^ω}(\bar{Ω})$. The case $λ \neq 0$ is implied by the previous proof and the identity $\max\{u, λ\} = (u − λ)^+ + λ$. The relation $\min\{u, λ\} \in \mathcal{M}_{φ^ω}(\bar{Ω})$ then follows from the identity $\min\{u, λ\} = −\max\{-u, −λ\}$ and from Remark 5.1.

Further properties of cartesian minimizers are listed in the following proposition, which in particular (when $φ$ is Euclidean) asserts some properties of minimizers of the total variation functional [17].
Proposition 5.3 (Cartesian minimizers for cylindrical norms). Suppose that $\Phi : \mathbb{R}^{n+1} \to [0, +\infty)$ is cylindrical over $\varphi$. The following assertions hold:

(a) if $u \in \mathcal{M}_{\Phi^e}(\hat{\Omega})$ and $\lambda \in \mathbb{R}$ then $\chi_{\{u > \lambda\}}, \chi_{\{u \geq \lambda\}} \in \mathcal{M}_{\Phi^e}(\hat{\Omega})$;
(b) if $\hat{E} \subset \hat{\Omega}$ and $\chi_{\hat{E}} \in \mathcal{M}_{\Phi^e}(\hat{\Omega})$ then $\hat{E}$ is a minimizer of $P_\varphi$ in $\hat{\Omega}$;
(c) if $u \in \mathcal{M}_{\Phi^e}(\hat{\Omega})$ and $\lambda \in \mathbb{R}$ then $\{u > \lambda\}$ and $\{u \geq \lambda\}$ are minimizers of $P_\varphi$ in $\hat{\Omega}$;
(d) if $u \in BV_{loc}(\hat{\Omega})$ and for almost every $\lambda \in \mathbb{R}$ the sets $\{u > \lambda\}$ (resp. $\{u \geq \lambda\}$) are minimizers of $P_\varphi$ in $\hat{\Omega}$; 
(e) if $u \in \mathcal{M}_{\Phi^e}(\hat{\Omega})$ and $f : \mathbb{R} \to \mathbb{R}$ is monotone then $f \circ u \in \mathcal{M}_{\Phi^e}(\hat{\Omega})$;
(f) let $\zeta \in \mathbb{R}^n$, $f : \mathbb{R} \to \mathbb{R}$ be a monotone function, and define $u(x) := f(x \cdot \zeta)$ for any $x \in \hat{\Omega}$. Then $u \in \mathcal{M}_{\Phi^e}(\hat{\Omega})$.

Clearly, assertion (e) generalizes (27) and (28). We also anticipate here that the converse of statement (f) is considered in Theorem 5.8 below.

Proof. The proof of (a) is the same as in [11, Theorem 1] and (b) is immediate. (c) follows from (a) and (b), while (d) follows from the coarea formula

$$\int_A \varphi^e(Dv) = \int_\mathbb{R} P_\varphi(\{v > \lambda\}, \hat{A}) d\lambda, \quad v \in BV(\hat{A}).$$

Let us prove (c). Without loss of generality we can assume that $f$ is nondecreasing. For each $\lambda \in \mathbb{R}$ define

$$c(\lambda) := \inf\{t \in \mathbb{R} : f(t) > \lambda\}.$$

Letting $v := f \circ u$, one can check that

$$\{v > \lambda\} = \begin{cases} \{u > c(\lambda)\} & \text{if } f(c(\lambda)) \leq \lambda, \\ \{u \geq c(\lambda)\} & \text{if } f(c(\lambda)) > \lambda. \end{cases}$$

Since $u \in \mathcal{M}_{\Phi^e}(\hat{\Omega})$, by (c) both $\{u > c(\lambda)\}$ and $\{u \geq c(\lambda)\}$ are minimizers of $P_\varphi$ in $\hat{\Omega}$, i.e. $\{v > \lambda\}$ is a minimizer of $P_\varphi$ in $\hat{\Omega}$ for all $\lambda \in \mathbb{R}$. Then (d) implies that $v \in \mathcal{M}_{\Phi^e}(\hat{\Omega})$.

Finally (f) follows from (e), since the linear function $u_0(x) = x \cdot \zeta$, $x \in \hat{\Omega}$, is a minimizer of $\mathcal{G}_{\Phi^e}$ in $\hat{\Omega}$. \hfill $\Box$

Now, we show that Proposition 5.3(f) implies the minimality of certain cones; the same conclusion could be obtained by applying Remark 2.6.

Proposition 5.4 (Cones minimizing the anisotropic perimeter). Suppose that $\Phi : \mathbb{R}^{n+1} \to [0, +\infty)$ is cylindrical over $\varphi$. Let $H_1, H_2 \subset \mathbb{R}^{n+1}$ be two half-spaces, with outer unit normals $\nu_1, \nu_2 \in \mathbb{S}^n$ respectively. Suppose that

$$\{0\} \in \partial H_1 \cap \partial H_2 \subset \{t = 0\},$$

and that

(a) $\nu_1 \cdot \nu_2 \geq 0, \nu_2 \cdot e_{n+1} \geq \nu_1 \cdot e_{n+1} \geq 0$;
(b) $\arccos(\nu_1 \cdot \nu_2) + \arccos(\nu_2 \cdot e_{n+1}) = \arccos(\nu_1 \cdot e_{n+1})$.

Then the cones $E := H_1 \cap H_2$ and $F := H_1 \cup H_2$ are minimizers of $P_\Phi$ in $\mathbb{R}^{n+1}$.

Before proving the proposition, some comments are in order. Our assumptions on $H_1$ and $H_2$ exclude, in particular, that $E$ is a “roof-like” cone (as the one depicted in Figure 4). More specifically, in case $\nu_1 \neq \nu_2$, the inclusion $\partial H_1 \cap \partial H_2 \subset \{t = 0\}$
in \((29)\) implies that the orthogonal complement to \(\{t = 0\}\) is contained in the span of the orthogonal complements of \(\partial H_i\), i.e.

\[ e_{n+1} \in \text{span}(\nu_1, \nu_2). \]

Next, assumption (a) implies that \(\nu_1\) and \(\nu_2\) lie “on the same side” with respect to \(e_{n+1}\), while assumption (b) implies that \(\nu_2\) lies between \(\nu_1\) and \(e_{n+1}\) (a condition not satisfied in Figure 4, and satisfied in Figure 5). We shall see in Example 5.6 that, if condition (b) is not satisfied, then \(E\) and \(F\) need not be minimizers.

**Proof.** For \(i = 1, 2\), define

\[
\lambda_i := \begin{cases} 
\sqrt{1 - (\nu_i \cdot e_{n+1})^2} & \text{if } \nu_i \cdot e_{n+1} \neq 0, \\
\nu_i \cdot e_{n+1} & \text{if } \nu_i \cdot e_{n+1} = 0,
\end{cases}
\]

see Figure 5, left. By (a) we have \(\lambda_2 \leq \lambda_1\). Let \(\hat{\nu} \in S^{n-1} \subset \{t = 0\}\) be a unit normal to \(\partial H_1 \cap \partial H_2\) which, according to (b), can be chosen so that \((\hat{\nu}, 0) \cdot \nu_i \leq 0, \quad i = 1, 2\).

If \(\lambda_2 = +\infty\), then by conditions (a) and (b) we have \(H_1 = H_2 = H\), where \(H\) is the half-space whose outer unit normal is \(-\hat{\nu}, 0\). By Example 2.4 it follows that \(H = E = F\) is a minimizer of \(P_\Phi\).

Assume that \(\lambda_2 \leq \lambda_1 < +\infty\). Define

\[
f(\sigma) := \begin{cases} 
\lambda_2 \sigma, & \sigma \geq 0 \\
\lambda_1 \sigma, & \sigma < 0
\end{cases}, \quad g(\sigma) := \begin{cases} 
\lambda_1 \sigma, & \sigma \geq 0 \\
\lambda_2 \sigma, & \sigma < 0
\end{cases}.
\]

Then \(E = \text{sg}(u), F = \text{sg}(v)\), where \(u(x) := f(x \cdot \hat{\nu}), v(x) := g(x \cdot \hat{\nu}), x \in \mathbb{R}^n\). Since \(f, g\) are monotone, by Proposition 5.3(f) we have \(u, v \in \mathcal{M}_{\Phi^c}(\mathbb{R}^n)\). Since \(\Phi^c\) is partially monotone (recall Example 4.5), Theorem 4.6(b) yields that \(E\) and \(F\) are minimizers of \(P_\Phi\) in \(\mathbb{R}^{n+1}\). Now, assume that \(0 \leq \lambda_2 < \lambda_1 = +\infty\). Then \(\nu_1 = -(\hat{\nu}, 0)\). We prove that \(F\) is a minimizer of \(P_\Phi\) in \(\mathbb{R}^{n+1}\) (the proof for \(E\) being similar). It is enough to show minimality of \(F\) inside every strip \(S_m = \mathbb{R}^n \times (-m, m), m > 0\). Define
It is not difficult to see that in Proposition 5.4 the assumption\[ \lambda_1 \leq 0. \]

\[ \text{Remark 5.5.} \]

It is not difficult to see that in Proposition 5.4 the assumption \( \partial H_1 \cap \partial H_2 \subset \{ t = 0 \} \) is in general not necessary. Indeed, assume \( n = 2, \Phi^o(\xi_1^*, \xi_2^*, \xi_3^*) = |\xi_1^*| + |\xi_2^*| + |\xi_3^*| \) and \( H_i, i = 1, 2 \) are half-spaces with outer unit normals \( \nu_1 = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}), \nu_2 = (\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}) \) respectively. Then both \( H_1 \cap H_2 \) and \( H_1 \cup H_2 \) are minimizers of \( P_\Phi \) in \( \mathbb{R}^3 \). Indeed, for the Euclidean isometry \( U(x, t) := (x_1, t, x_2) \), one sees that \( UH_1 \cap UH_2 \) and \( UH_1 \cup UH_2 \) are minimizers of \( P_\Phi \). Since \( \Phi \circ U = \Phi \), the thesis follows.

\[ \text{Example 5.6 (Non minimal cones).} \]

Let \( n = 1, \Phi^o(\xi_1^*, \xi_2^*) = |\xi_1^*| + |\xi_2^*| \) and \( H_1 \) and \( H_2 \) be half-planes of \( \mathbb{R}^2 \) with outer unit normals \( \nu_1, \nu_2 \in S^1 \) such that

\( a) \ \partial H_1 \cap \partial H_2 = \{ 0 \}; \)
\( b) \ \nu_2 \neq e_2, \nu_1 \cdot \nu_2 \geq 0, \) and \( \nu_2 \cdot e_2 \geq \nu_1 \cdot e_2 \geq 0; \)
\( c) \ \text{arccos}(\nu_1 \cdot \nu_2) = \text{arccos}(\nu_1 \cdot e_2) + \text{arccos}(e_2 \cdot \nu_2). \)

Then the cones \( E := H_1 \cap H_2 \) and \( F := H_1 \cup H_2 \) are not minimizers of \( P_\Phi \). Let us prove the assertion for \( E \), the statement for \( F \) being similar. The lines \( \partial H_1, \partial H_2 \) and \( \{ t = -1 \} \) compose a nondegenerate triangle \( T \subset E \) with side lengths \( a_1, a_2, b > 0, b \) the horizontal side length. For any \( A \in \mathcal{A}_c(\mathbb{R}^2) \) with \( T \subset A \) we have

\[ P_\Phi(E, A) - P_\Phi(E \setminus T, A) = a_1 \Phi^o(\nu_1) + a_2 \Phi^o(\nu_2) - b \Phi^o(e_2) \geq a_1 + a_2 - b > 0, \]

since \( \Phi^o(\nu) \geq 1 \) for all \( \nu \in S^1 \). Hence, \( E \) is not a minimizer of \( P_\Phi \).

We shall need the following relevant result (see for instance [20, Theorem 17.3] and references therein).

\[ \text{Theorem 5.7.} \]

Let \( \hat{E} \) be a minimizer of the Euclidean perimeter in \( \mathbb{R}^n \). Then either \( n \geq 8 \) or \( \hat{E} \) is a hyperplane.

Our classification result of minimizers of \( G_{\Phi^o} \) reads as follows:
Theorem 5.8 (Entire cartesian minimizers). Suppose that $\Phi : \mathbb{R}^{n+1} \to [0, +\infty)$ is cylindrical over $\varphi$. Assume one of the two following alternatives:

(a) $1 \leq n \leq 7$ and $\varphi$ is Euclidean;
(b) $n = 2$ and $\varphi^0$ is strictly convex.

If $u$ is a minimizer of $G_{\varphi^0}$ in $\mathbb{R}^n$ then there exists $\zeta \in S^{n-1}$ and a monotone function $f : \mathbb{R} \to \mathbb{R}$ such that

$$u(x) = f(x \cdot \zeta), \quad x \in \mathbb{R}^n. \quad (30)$$

Remark 5.9. If $\varphi$ is a noneuclidean smooth and uniformly convex norm, the conclusion of Theorem 5.8 under assumption (a) does not necessarily hold. For example, if $n = 4$ and $K$ is the cone over the Clifford torus [29] - a minimizer of $P_{\varphi}$ in $\mathbb{R}^4$ for some uniformly convex smooth norm $\varphi$ - then by Proposition 5.3(d), $u = \chi_K$ is a minimizer of $G_{\varphi^0}$ in $\mathbb{R}^4$ which cannot be represented as in (30). We do not know whether there are counterexamples also for $n = 3$.

Proof. Let $u \in M_{\varphi^0}(\mathbb{R}^n)$. By Corollary 4.7, $u \in L^\infty_{\text{loc}}(\mathbb{R}^n)$. Let

$$c_0 := \text{ess inf}_{x \in \mathbb{R}^n} u(x) \in (-\infty, +\infty), \quad c_1 := \text{ess sup}_{x \in \mathbb{R}^n} u(x) \in (-\infty, +\infty).$$

If $c_0 = c_1$, then $u \equiv c_0$ a.e. on $\mathbb{R}^n$. In this case $\zeta \in S^{n-1}$ can be chosen arbitrarily and $f \equiv c_0$.

Assume that $-\infty \leq c_0 < c_1 \leq +\infty$. Given $\lambda \in \mathbb{R}$, Proposition 5.3(c) implies that $\{u > \lambda\}$ is a minimizer of $P_{\varphi}$ in $\mathbb{R}^n$. We claim that either $\partial^*\{u > \lambda\}$ is a hyperplane or $\partial^*\{u > \lambda\} = \emptyset$. Indeed, if $n = 1$ the claim is trivial. If $n = 2$ and $\varphi$ is strictly convex, the claim follows from [32, Theorem 3.11]. When $3 \leq n \leq 7$ and $\varphi$ is Euclidean, the claim is implied by Theorem 5.7. Hence for any $\lambda \in (c_0, c_1)$ there exist $\zeta_\lambda \in S^{n-1}$ and $a_\lambda \in \mathbb{R}$ such that

$$\{u > \lambda\} = \{x \in \mathbb{R}^n : x \cdot \zeta_\lambda < a_\lambda\}.$$

In addition, these hyperplanes cannot intersect transversely, hence there exists $\zeta \in S^{n-1}$ such that $\zeta_\lambda = \zeta$ for all $\lambda \in (c_0, c_1)$. Since the function $\lambda \in (c_0, c_1) \mapsto a_\lambda$ is monotone, it remains to construct the function $f$. We may assume that $\lambda \mapsto a_\lambda$ is nonincreasing, the nondecreasing case being similar. Extend $a_\lambda$ to $\mathbb{R} \setminus [c_0, c_1]$ setting $a_\lambda := +\infty$ for $\lambda < c_0$ if $c_0 \in \mathbb{R}$, and $a_\lambda := -\infty$ for $\lambda > c_1$ if $c_1 \in \mathbb{R}$. Then, we define

$$f(\sigma) := \sup \left\{ \lambda : \sigma < a_\lambda \right\}, \quad \sigma \in \mathbb{R},$$

which is nonincreasing. Note that $f$ is real valued. Indeed, if $f(\sigma) = -\infty$ for some $\sigma \in \mathbb{R}$, then $\sigma \geq a_\lambda$ for all $\lambda \in \mathbb{R}$ which is impossible since $a_\lambda \to +\infty$ as $\lambda \to -\infty$.

Similarly, $f(\sigma) < +\infty$ for any $\sigma \in \mathbb{R}$.

Set $v(x) := f(x \cdot \zeta)$. By construction, we have $\{v > \lambda\} = \{u > \lambda\}$ for a.e. $\lambda \in \mathbb{R}$. It is easy to check that if $w \in L^1_{\text{loc}}(\mathbb{R}^n)$ then for a.e. $x \in \mathbb{R}^n$ one has

$$w(x) = \int_0^{+\infty} \chi_{\{w > \lambda\}}(x)d\lambda + \int_{-\infty}^0 (1 - \chi_{\{w > \lambda\}}(x))d\lambda,$$

hence $u = v$ almost everywhere on $\mathbb{R}^n$.$\square$

Remark 5.10. It seems not easy to generalize Theorem 5.8 to noneuclidean $\varphi$ (for some $n \in \{3, \ldots, 7\}$)\footnote{If $\varphi$ is $C^\infty$-uniformly convex norm and $n = 3$, then $\{u \geq \lambda\}$ is smooth [2, Theorem II.7].}, since our argument was based on Theorem 5.7.
Remark 5.11. Assumption (a) of Theorem 5.8 is optimal in the sense that if \( n \geq 8 \) there exist minimizers of \( G_{\Phi^o} \) on \( \mathbb{R}^n \) which cannot be written as in (30). Indeed, let \( C \subset \mathbb{R}^n \) be the Simons cone minimizing the Euclidean perimeter [11, Theorem A]. By Proposition 5.3(d) \( u = \chi_C \in M_{\Phi^o}(\mathbb{R}^n) \), however \( u \) does not admit the representation (30).

From Theorem 5.8 and Proposition 5.3(f) we deduce the following result.

Corollary 5.12 (Composition of linear and monotone functions). Under the assumptions of Theorem 5.8, \( u \) is a minimizer of \( G_{\Phi^o} \) in \( \mathbb{R}^n \) if and only if there exists \( \zeta \in S^{n-1} \) and a monotone function \( f : \mathbb{R} \to \mathbb{R} \) such that \( u(x) = f(x \cdot \zeta) \) for any \( x \in \mathbb{R}^n \).

6. Lipschitz regularity of cartesian minimizers for cylindrical norms. We recall from [31, Theorem 3.12] that if \( n = 2 \) and if \( \partial B_\varphi \) either does not contain segments, or it is locally a graph in a neighborhood of its segments, then the graph of a minimizer of \( G_{\Phi^o} \) in \( \mathbb{R}^2 \) is locally Lipschitz. On the other hand, an example in [31, Sect. 4] shows that such a regularity result cannot be expected for a general anisotropy. More precisely, for \( \Phi^o \) cylindrical as in (8) with \( \varphi^o(\xi^* ) = |\xi_1| + |\xi_2| \), that example exhibits a function \( u \in M_{\Phi^o}(\mathbb{R}^2) \) such that the set of points where the boundary of \( \text{sg}(u) \) is not locally the graph of a Lipschitz function has positive \( H^2 \)-measure. We look for sufficient conditions on \( \varphi \) which exclude such pathological examples.

Let us start with a regularity property of cartesian minimizers of \( G_{\Phi^o} \) for cylindrical norms over the Euclidean norm, namely for

\[
\Phi (\hat{\xi} , \xi_{n+1}) = \max (|\xi_1|, |\xi_{n+1}|),
\]

which is exactly the case of the total variation functional.

We need the following regularity result, a special case of [36, Theorem 1].

**Theorem 6.1.** Let \( \{ \hat{E}_h \} \) be a sequence of minimizers of the Euclidean perimeter in \( \hat{\Omega} \) locally converging to a set \( \hat{E} \) in \( \hat{\Omega} \), and let \( x_h \in \partial^* \hat{E}_h \) be such that \( \lim_{h \to +\infty} x_h = x \in \partial^* \hat{E} \). Then there exists \( \overline{h} \in \mathbb{N} \) such that \( x_h \in \partial^* \hat{E}_h \) for any \( h \in \mathbb{N}, h \geq \overline{h} \), and

\[
\lim_{h \to +\infty} \nu_{\hat{E}_h}(x_h) = \nu_{\hat{E}}(x).
\]

**Theorem 6.2** (Local Lipschitz regularity). Suppose that \( u \in BV_{\text{loc}}(\hat{\Omega}) \) is a minimizer of the total variation functional

\[
TV(v, \hat{\Omega}) := \int_{\hat{\Omega}} |Dv|, \quad v \in BV_{\text{loc}}(\hat{\Omega}).
\]

Then there exists a closed set \( \Sigma(u) \subseteq \partial \text{sg}(u) \) of Hausdorff dimension at most \( n - 7 \), with \( \Sigma(u) = \emptyset \) if \( n \leq 7 \), such that \( \partial \text{sg}(u) \setminus \Sigma(u) \) is locally Lipschitz.

**Proof.** By Proposition 5.3(e) the sets \( \{ u > \lambda \} \) and \( \{ u \geq \lambda \} \) are minimizers of the Euclidean perimeter in \( \Omega \) for every \( \lambda \in \mathbb{R} \). Let \( \lambda \in \mathbb{R} \) be such that \( \partial \{ u > \lambda \} \) (resp. \( \partial \{ u \geq \lambda \} \)) is nonempty. From classical regularity results (see for instance [20, Theorem 1.18] and references therein) it follows that \( \partial \{ u > \lambda \} \) (resp. \( \partial \{ u \geq \lambda \} \)) is of class \( C^\infty \) out of a closed set \( \partial^{\text{sing}} \{ u > \lambda \} \) (resp. \( \partial^{\text{sing}} \{ u \geq \lambda \} \)) of Hausdorff dimension at most \( n - 8 \). Define

\[
\Sigma(u) := \{ (x, \lambda) \in \partial \text{sg}(u) : x \in \partial^{\text{sing}} \{ u > \lambda \} \text{ or } x \in \partial^{\text{sing}} \{ u \geq \lambda \} \},
\]
so that $\Sigma(u)$ has dimension at most $n - 7$. From Theorem 6.1 it follows that $\Sigma(u)$ is closed.

Fix

$$\left(x, \lambda\right) \in \partial \text{sg}(u) \setminus \Sigma(u).$$

One of the following three (not necessarily mutually exclusive) cases holds:

a) $x \in \text{int}(\{u = \lambda\})$;

b) $x \in \partial^* \{u > \lambda\}$;

c) $x \in \partial \{u \geq \lambda\}$.

In case a) $u$ is locally constant around $x$, thus, the assertion is immediate.

Assume b). We prove that there exists $r_x > 0$ such that $\partial \{u > \mu\}$ is a graph in direction $\nu_{\{u > \lambda\}}(x)$ for every $\mu \in \mathbb{R}$ such that $\partial \{u > \mu\} \cap B_{r_x}(x) \neq \emptyset$. Indeed, otherwise there would exist $\varepsilon > 0$ and an infinitesimal sequence $(r_h) \subset (0, +\infty)$, and sequences $(\mu_h) \subset \mathbb{R}$, $(x_h)$ with $x_h \in \partial^* \{u > \mu_h\} \cap B_{r_h}(x)$ and

$$|\nu_{\{u > \lambda\}}(x) - \nu_{\{u > \mu_h\}}(x_h)| \geq \varepsilon \quad \forall h \in \mathbb{N}. \quad (32)$$

By Corollary 4.7 $u$ is locally bounded, thus $(\mu_h)$ is bounded and we can extract a (not relabelled) subsequence converging to some $\overline{x} \in \mathbb{R}$. There is no loss of generality in assuming $(\mu_h)$ nondecreasing. Then $\{u > \mu_h\} \to \{u \geq \overline{x}\}$ in $L^1_{\text{loc}}(\Omega)$ as $h \to +\infty$. By (31) we have $x \in \partial^* \{u \geq \overline{x}\}$, hence from Theorem 6.1 it follows

$$\nu_{\{u > \mu_h\}}(x_h) \to \nu_{\{u \geq \overline{x}\}}(x) \quad \text{as} \quad h \to +\infty. \quad (33)$$

Clearly, either $\{u \geq \overline{x}\} \subseteq \{u > \lambda\}$ or $\{u \geq \overline{x}\} \supseteq \{u > \lambda\}$. Since

$$x \in \partial^* \{u > \lambda\} \cap \partial^* \{u \geq \overline{x}\}$$

and $\partial \{u \geq \overline{x}\}$ and $\partial \{u > \lambda\}$ are smooth around $x$, necessarily

$$\nu_{\{u > \lambda\}}(x) = \nu_{\{u \geq \overline{x}\}}(x).$$

But then from (32) and (33) we get

$$\varepsilon \leq |\nu_{\{u > \mu_h\}}(x_h) - \nu_{\{u > \lambda\}}(x)| \to 0 \quad \text{as} \quad h \to +\infty,$$

a contradiction.

Thus, for every $x \in \partial^* \{u > \lambda\}$ there exist $r_x > 0$ and $\varepsilon \in (0, 1)$ such that for any $\mu \in (\lambda - r_x, \lambda + r_x)$ and $y \in \partial^* \{u > \mu\} \cap B_{r_x}(x)$ one has

$$\nu_{\{u > \lambda\}}(x) \cdot \nu_{\{u > \mu\}}(y) \geq \varepsilon.$$

Notice that for any $(y, \mu) \in \partial \text{sg}(u) \setminus \Sigma(u)$ one has that

either $\nu_{\text{sg}(u)}(y, \mu) = \frac{(\nu_{\{u > \mu\}}(x), \sigma)}{\sqrt{1 + \sigma^2}}$ for some $\sigma \geq 0$, or $\nu_{\text{sg}(u)}(y, \mu) = c_{n+1}$.

We want to prove that there exist $\rho > 0$, $\eta \in \mathbb{S}^n$ and $c \in (0, 1)$ such that $\mathcal{H}^n$-every $(y, \mu) \in \partial \text{sg}(u) \cap B_\rho (x, \lambda)$ we have

$$\eta \cdot \nu_{\text{sg}(u)}(y, \mu) \geq c, \quad (34)$$

so that [31, Lemma 3.10] implies that $\partial \text{sg}(u) \cap B_\rho (x, \lambda)$ is a Lipschitz graph in the direction $\eta$ with Lipschitz constant $L = \sqrt{1/c^2 - 1}$.

Set

$$\rho = r_x, \quad \eta = \frac{1}{\sqrt{2}} (\nu_{\{u > \lambda\}}(x), 1).$$
Then for any \((y, \mu) \in \partial^\ast \text{sg}(u) \cap B_\rho(x, \lambda)\) we have
\[
\nu_{\text{sg}(u)}(y, \mu) \cdot \eta = \frac{1}{\sqrt{2}},
\] (35)
if \(\nu_{\text{sg}(u)}(y, \mu) = e_{n+1}\), and
\[
\nu_{\text{sg}(u)}(y, \mu) \cdot \eta = \frac{\nu_{\{u > \lambda\}}(y) \cdot \nu_{\{u > \lambda\}}(x) + s}{\sqrt{2} \sqrt{1 + s^2}} \geq \frac{\varepsilon + s}{\sqrt{2}} \geq \frac{\varepsilon}{\sqrt{2}},
\] (36)
if \(y \in \partial \{u > s\}\) (here we use \(\frac{a + s}{\sqrt{1 + s^2}} \geq a\) for any \(a \in (0, 1)\) and \(s \geq 0\)). Formulas (35) and (36) imply (34) with \(c = \varepsilon / \sqrt{2}\).

Finally, case c) can be treated as case b).

**Remark 6.3.** The assertion of Theorem 6.2 cannot be improved: if \(n \geq 8\), there exists a minimizer \(u\) of \(G_{\Phi^o}\) such that the points where \(\partial \text{sg}(u)\) is not locally Lipschitz have positive \((n - 7)\)-dimensional Hausdorff measure. For the Simons cone in \(\mathbb{R}^8\) (and with the Euclidean norm), the graph of \(u = \chi_C\) cannot be represented as the graph of a Lipschitz function in a neighborhood of the origin.

Theorem 6.2 can be generalized as follows.

**Theorem 6.4.** Suppose that \(\Phi : \mathbb{R}^{n+1} \to [0, +\infty)\) is cylindrical over \(\varphi^2 \in C^3(\mathbb{R}^n)\) is uniformly convex.

If \(u\) is a minimizer of \(G_{\Phi^o}\) in \(\hat{\Omega}\), then \(\partial \text{sg}(u) \setminus \Sigma(u)\) is locally Lipschitz, where \(\Sigma(u) \subseteq \partial \text{sg}(u)\) is a closed set of Hausdorff dimension at most \(n - 2\) if \(n > 3\), and \(\Sigma(u) = \emptyset\) if \(n = 2, 3\).

**Proof.** By Proposition 5.3(c) the sets \(\{u > \lambda\}\) and \(\{u \geq \lambda\}\) are minimizers of \(P_\varphi\) in \(\hat{\Omega}\) for every \(\lambda \in \mathbb{R}\). Let \(\lambda \in \mathbb{R}\) be such that \(\partial \{u > \lambda\}\) (resp. \(\partial \{u \geq \lambda\}\)) is nonempty. From [2, Theorems II.7] it follows that \(\partial \{u > \lambda\}\) (resp. \(\partial \{u \geq \lambda\}\)) is of class \(C^2\) out of a closed set \(\partial^{\text{sing}} \{u > \lambda\}\) (resp. \(\partial^{\text{sing}} \{u \geq \lambda\}\)) of Hausdorff dimension at most \(n - 3\). Then
\[
\Sigma(u) := \{(x, \lambda) \in \partial \text{sg}(u) : x \in \partial^{\text{sing}} \{u > \lambda\}\text{ or } x \in \partial^{\text{sing}} \{u \geq \lambda\}\},
\]
is a set of Hausdorff dimension at most \(n - 2\). Now we proceed as in the proof of Theorem 6.2 with only difference that closedness of \(\Sigma(u)\) and (33) follow from [30, Theorem 4.6] instead of Theorem 6.1.

**Remark 6.5.** In [31] it is proven that if \(n = 2\), \(B_{\varphi}\) is not a quadrilateral, and \(u\) is a minimizer of \(G_{\Phi^o}\) in \(\hat{\Omega}\), then the graph of \(u\) is locally Lipschitz around any point of \(\partial \text{sg}(u)\).

**Remark 6.6.** Using the regularity result in [2, Theorem II.8], under the assumption that \(\varphi\) is uniformly convex, smooth and sufficiently close to the Euclidean norm, one can improve Theorem 6.4 by showing that \(\Sigma(u)\) has Hausdorff dimension at most \(n - 5\).
Appendix A.

A.1. A Fubini-type theorem.

Proposition A.1. Let $E \in BV_{loc}(\Omega)$. Then for any $A \in \mathcal{A}_c(\Omega)$

$$
\int_{A \cap \partial^* E} \Phi^o(\nu_E, 0) d\mathcal{H}^n = \int_{R} dt \int_{A_t \cap \partial^* E_t} \Phi^o(\nu_{E_t}, 0) d\mathcal{H}^{n-1},
$$

(37)

where $E_t$ and $E_x$ are defined as in (3), $\nu_{E_t}$ is an outer unit normal to $\partial^* E_t$ and $\nu_{E_x}$ is an outer unit normal to $\partial^* E_x$.

Proof. Let us prove (37). Notice that by [24, Theorem 18.11] for a.e. $t \in R$

$$
\mathcal{H}^{n-1}(\partial^* E_t \Delta (\partial^* E)_t) = 0, \quad \hat{\nu}_E \neq 0, \quad \nu_{E_t} = \frac{\hat{\nu}_E}{|\hat{\nu}_E|},
$$

We can use the coarea formula [6, Theorem 2.93] with the function $f : \mathbb{R}^{n+1} \rightarrow \mathbb{R}$, $f(x, t) = t$. Then $\nabla f = e_{n+1}$ and its orthogonal projection $\nabla^E f$ on the approximate tangent space to $\partial^* E$ is $\nabla^E f = e_{n+1} - (e_{n+1} \cdot \nu_E)\nu_E$. Thus,

$$
\int_{R} dt \int_{A_t \cap \partial^* E_t} \Phi^o(\nu_{E_t}, 0) d\mathcal{H}^{n-1} = \int_{R} dt \int_{(A \cap \partial^* E) \cap \{t = 0\}} \Phi^o(\nu_{E_t}, 0) d\mathcal{H}^{n-1}
$$

$$
= \int_{A \cap \partial^* E} \Phi^o(\nu_{E_t}, 0) |e_{n+1} - (e_{n+1} \cdot \nu_E)\nu_E| d\mathcal{H}^n
$$

$$
= \int_{A \cap \partial^* E} \Phi^o(\nu_{E_t}, 0) \sqrt{1 - |(\nu_E)_t|^2} d\mathcal{H}^n
$$

$$
= \int_{A \cap \partial^* E} \Phi^o(\nu_{E_t}, 0) |\hat{\nu}_E| d\mathcal{H}^n = \int_{A \cap \partial^* E} \Phi^o(\hat{\nu}_E, 0) d\mathcal{H}^n.
$$

Now, (38) follows from (9) and [27, Theorem 3.3]:

$$
\int_{A \cap \partial^* E} \Phi^o(0, (\nu_E)_t) d\mathcal{H}^n = \Phi^o(0, 1) \int_{A \cap \partial^* E} |(\nu_E)_t| d\mathcal{H}^n = \Phi^o(0, 1) \int_A |D_t \chi_E|
$$

$$
= \Phi^o(0, 1) \int_{R^n} dx \int_{A \cap \partial^* E_x} d\mathcal{H}^0.
$$

\Box

Remark A.2. Let $\Phi : \mathbb{R}^{n+1} \rightarrow [0, +\infty)$ be a norm. For notational simplicity set $\varphi_1 := \Phi_{|e_{n+1} = 0}$, $\varphi_2 := \Phi_{|e_{n+1} = 0}$. For $f \in BV_{loc}(\Omega)$ and $A \in \mathcal{A}_c(\Omega)$ we define

$$
\int_A \varphi_1^2(D_x f) = \sup \left\{ \int_A f(x, t) \sum_{i=1}^n \frac{\partial \eta_i(x, t)}{\partial x_i} dx dt : \eta \in C^1_c(A; B_{\varphi_1}) \right\},
$$

$$
\int_A \varphi_2^2(D_t f) = \sup \left\{ \int_A f(x, s) D_t \eta(x, s) dx ds : \eta \in C^1_c(A), \varphi_2(\eta) \leq 1 \right\}.
$$
With this notation (37) and (38) can be rewritten respectively as
\[ \int_A \varphi_1^\circ (D_x \chi_E) = \int_{\mathbb{R}} \int_{A_t} \varphi_1^\circ (D_x \chi_{E_t}), \]
\[ \int_A \varphi_2^\circ (D_t \chi_E) = \int_{\mathbb{R}^n} dx \int_{A_x} \varphi_2^\circ (D_t \chi_{E_x}). \]

A.2. Norms with generalized graph property.

Lemma A.3. \( \partial B_\Phi \) is a generalized graph in the vertical direction if and only if \( \partial B_{\Phi^0} \) is a generalized graph in the vertical direction.

Proof. Suppose that \( \partial B_\Phi \) is a generalized graph in the vertical direction. Let \( \xi^* = (\hat{\xi}^*, 0) \in \mathbb{R}^{n+1} \), and take \( \xi = (\xi, \xi_{n+1}) \in \mathbb{R}^{n+1} \) such that \( \Phi(\xi) = 1 \) and
\[ \hat{\xi} \cdot \hat{\xi}^* = \Phi^0(\hat{\xi}^*, 0) = (\hat{\xi}, \xi_{n+1}) \cdot (\hat{\xi}^*, 0). \] (39)

Since \( \partial B_\Phi \) is a generalized graph in the vertical direction, we have \( \Phi(\hat{\xi}, 0) \leq \Phi(\xi) = 1 \). Thus, by (6) and (39) we get \( \Phi^0(\hat{\xi}^*, 0) \leq \Phi^0(\hat{\xi}^*, \xi_{n+1}^*) \), hence \( \partial B_{\Phi^0} \) is a generalized graph in the vertical direction. The converse conclusion follows then from the equality \( \Phi^0 = \Phi \). \( \square \)

Lemma A.4. Equality in (7), namely
\[ \left( \Phi_{|_{\xi_{n+1}=0}} \right)^0 = \Phi^0_{|_{\xi_{n+1}=0}} \]
holds if and only if \( \partial B_\Phi \) is a generalized graph in the vertical direction.

Proof. Set \( \varphi := \Phi_{|_{\xi_{n+1}=0}} \). Assume that \( \partial B_\Phi \) is a generalized graph in the vertical direction. Let \( (\hat{\xi}^*, 0) \in \mathbb{R}^{n+1} \) and take \( \xi = (\hat{\xi}, \xi_{n+1}) \in \mathbb{R}^{n+1} \) such that \( \Phi(\xi) = 1 \) and (39) holds. By our assumption on \( \partial B_\Phi \), it follows that \( \varphi(\hat{\xi}) = \Phi(\hat{\xi}, 0) \leq \Phi(\hat{\xi}, \xi_{n+1}) = 1 \), hence by (6)
\[ \Phi^0(\hat{\xi}^*, 0) \leq \varphi^0(\hat{\xi}^*) \varphi(\hat{\xi}) \leq \varphi^0(\hat{\xi}^*). \]

This and (7) imply \( \varphi^0(\hat{\xi}^*) = \Phi^0(\hat{\xi}^*, 0) \), i.e.
\[ \left( \Phi_{|_{\xi_{n+1}=0}} \right)^0 = \Phi^0_{|_{\xi_{n+1}=0}}. \]

Now assume that equality in (7) holds. Take any \( \xi = (\hat{\xi}, \xi_{n+1}) \in \mathbb{R}^{n+1} \) and select \( \hat{\xi}^* \in \mathbb{R}^n \) such that \( \varphi^0(\hat{\xi}^*) = \Phi^0(\hat{\xi}^*, 0) = 1 \) and \( \varphi(\hat{\xi}) = \hat{\xi} \cdot \hat{\xi}^* \). Then by (6)
\[ \Phi(\hat{\xi}, 0) = \varphi(\hat{\xi}) = \hat{\xi} \cdot \hat{\xi}^* = (\hat{\xi}, \xi_{n+1}) \cdot (\hat{\xi}^*, 0) \leq \Phi(\hat{\xi}, \xi_{n+1}). \] \( \square \)

\footnote{Following [27, Theorem 3.3] one can prove a more general statement, namely, if \( f \in BV_{\text{loc}}(A) \), then
\[ \int_A \varphi_1^0(D_x f) = \int_{\mathbb{R}} dt \int_{A_t} \varphi_1^0(D_x (f|_{A_t})), \quad \int_A \varphi_2^0(D_t f) = \int_{\mathbb{R}^n} dx \int_{A_x} \varphi_2^0(D_t (f|_{A_x})). \]
A.3. Partially monotone norms.

**Proposition A.5** (Characterization of partially monotone norms). The norm $\Phi : \mathbb{R}^{n+1} \to [0, +\infty)$ is partially monotone if and only if there exists a positively one-homogeneous convex function $\omega : [0, +\infty) \times [0, +\infty) \to [0, +\infty)$ satisfying

$$\omega(1,0), \omega(0,1) > 0, \omega(s_1, s_2) \leq \omega(t_1, t_2), \quad 0 \leq s_i \leq t_i, \ i = 1, 2,$$

such that

$$\Phi(\hat{\xi}, \xi_{n+1}) = \omega(\varphi(\hat{\xi}), |\xi_{n+1}|),$$

where $\varphi = \Phi_{|[\xi_{n+1} = 0]}$.

**Proof.** Concerning the “if” part, one checks that the function $\Phi$ defined in (41) is a partially monotone norm on $\mathbb{R}^{n+1}$. Now, let us prove the “only if” part. Choose any $\hat{\eta} \in \mathbb{R}^n$ with $\varphi(\hat{\eta}) = 1$ and define the function $\omega : [0, +\infty) \times [0, +\infty) \to [0, +\infty)$ as $\omega(s, t) := \Phi(s\hat{\eta}, t)$ for $s, t \geq 0$. Since $\Phi$ is convex and positively one-homogeneous, so is $\omega$. Moreover, the relations $\Phi(\hat{\eta}, 0) = 1$, $\Phi(0, 1) > 0$ and partial monotonicity of $\Phi$ imply that $\omega$ satisfies (40). Now it remains to prove (41). Comparing $\xi = (\hat{\xi}, \xi_{n+1}) \in \mathbb{R}^{n+1}$ with $\eta = (\varphi(\hat{\xi})\hat{\eta}, |\xi_{n+1}|) \in \mathbb{R}^{n+1}$ in (19) and using the relation $\Phi(0, \xi_{n+1}) = \Phi(0, |\xi_{n+1}|)$ and partial monotonicity, we find

$$\Phi(\hat{\xi}, \xi_{n+1}) = \Phi(\varphi(\hat{\xi})\hat{\eta}, |\xi_{n+1}|) = \omega(\varphi(\hat{\xi}), |\xi_{n+1}|).$$

□

Notice that for $\Phi$ as in (41) we have

$$\Phi^o(\xi^o, \xi^*_{n+1}) = \omega^o(\varphi^o(\xi^o), |\xi^*_{n+1}|),$$

where $\omega^o : [0, +\infty) \times [0, +\infty) \to [0, +\infty)$ is defined as

$$\omega^o(s_1^1, s_2^2) = \sup\{s_1s_1^1 + s_2s_2^1 : s_1, s_2 \in [0, +\infty), \omega(s_1, s_2) \leq 1\}, \ s_1^1, s_2^1 \in [0, +\infty).$$

Indeed, take any $\xi^* = (\hat{\xi}^*, \xi^*_{n+1}) \in \mathbb{R}^{n+1}$. Let $\xi = (\hat{\xi}, \xi_{n+1}) \in \mathbb{R}^{n+1}$ be such that $\Phi(\xi) = \omega(\varphi(\hat{\xi}), |\xi_{n+1}|) \leq 1$ and $\xi \cdot \xi^* = \Phi^o(\xi^*)$. Then using (6) twice we get

$$\Phi^o(\xi^*) = \hat{\xi} \cdot \xi^* + \xi_{n+1} \cdot \xi^*_{n+1} \leq \varphi(\hat{\xi})\varphi^o(\hat{\xi}^*) + |\xi_{n+1}| \cdot |\xi^*_{n+1}|$$

$$\leq \omega(\varphi(\hat{\xi}), |\xi_{n+1}|)\omega^o(\varphi^o(\hat{\xi}^*), |\xi^*_{n+1}|) \leq \omega(\varphi(\hat{\xi}), |\xi_{n+1}|).$$

On the other hand, for any $\xi^* \in \mathbb{R}^{n+1}$ there exist $\hat{\xi} \in \mathbb{R}^n$ such that $\varphi(\hat{\xi}) \leq 1 and 

$$\hat{\xi} \cdot \xi^* = \varphi^o(\xi^*).$$

Moreover, by the definition of $\omega^o$ one can find $(s_1, s_2) \in [0, +\infty) \times [0, +\infty)$ such that $\omega(s_1, s_2) \leq 1$ and $\omega^o(\varphi^o(\xi^*), |\xi^*_{n+1}|) = s_1\varphi^o(\xi^*) + s_2|\xi^*_{n+1}|$. Using (40) for $(s_1\varphi(\hat{\xi}), s_2\text{sign}(\xi^*_{n+1}))$ and $(s_1, s_2)$ one has

$$\Phi(s_1\hat{\xi}, s_2\text{sign}(\xi^*_{n+1})) = \omega(s_1\varphi(\hat{\xi}), s_2|\xi^*_{n+1}|) \leq \omega(s_1, s_2) \leq 1.$$ 

Thus,

$$\omega^o(\varphi^o(\xi^*), |\xi^*_{n+1}|) = s_1\varphi^o(\xi^*) + s_2|\xi^*_{n+1}| = (s_1 \hat{\xi}) \cdot \xi^* + (s_2 \text{sign}(\xi^*_{n+1})) \cdot \xi^*_{n+1}$$

$$\leq \Phi(s_1\hat{\xi}, s_2\text{sign}(\xi^*_{n+1})) = \Phi^o(\hat{\xi}^*, \xi^*_{n+1}) \leq \Phi^o(\xi^*, \xi^*_{n+1}).$$

From (44)-(45) we get (42).
Remark A.6. The norm $\Phi : \mathbb{R}^{n+1} \to [0, +\infty)$ is partially monotone if and only if $\Phi^\omega$ is partially monotone.

We give the proof of the following lemma which is used in the proof of Theorem 4.6.

Lemma A.7. Suppose that $\Phi : \mathbb{R}^{n+1} \to [0, +\infty)$ is a partially monotone norm, $E, F \in BV_{loc}(\Omega \times \mathbb{R})$ such that for every $\hat{A} \in \mathcal{A}_c(\Omega)$

$$\int_{\hat{A} \times \mathbb{R}} \Phi^\omega(D_x \chi_E, 0) \leq \int_{\hat{A} \times \mathbb{R}} \Phi^\omega(D_x \chi_F, 0), \tag{46}$$

$$\int_{\hat{A} \times \mathbb{R}} \Phi^\omega(0, D_t \chi_E) \leq \int_{\hat{A} \times \mathbb{R}} \Phi^\omega(0, D_t \chi_F).$$

Then for any $\hat{A} \in \mathcal{A}_c(\Omega)$ we have

$$\int_{\hat{A} \times \mathbb{R}} \Phi^\omega(D_x \chi_E, D_t \chi_E) \leq \int_{\hat{A} \times \mathbb{R}} \Phi^\omega(D_x \chi_F, D_t \chi_F). \tag{47}$$

Proof. We may assume that $\int_{\hat{A} \times \mathbb{R}} \Phi^\omega(D_x \chi_F, D_t \chi_F) < +\infty$. It then follows that $\int_{\hat{A} \times \mathbb{R}} \Phi^\omega(D_x \chi_E, D_t \chi_E) < +\infty$. Indeed, since all norms in $\mathbb{R}^{n+1}$ are comparable, there exists $c, C > 0$ such that

$$c \Phi^\omega(\xi) \leq \Phi^\omega(\tilde{\xi}, 0) + \Phi^\omega(0, \xi_{n+1}) \leq C \Phi^\omega(\xi), \quad \xi \in \mathbb{R}^{n+1},$$

thus

$$c \int_{\hat{A} \times \mathbb{R}} \Phi^\omega(D_x \chi_E, D_t \chi_E) \leq \int_{\hat{A} \times \mathbb{R}} \Phi^\omega(D_x \chi_E, 0) + \int_{\hat{A} \times \mathbb{R}} \Phi^\omega(0, D_t \chi_E)$$

$$\leq \int_{\hat{A} \times \mathbb{R}} \Phi^\omega(D_x \chi_F, 0) + \int_{\hat{A} \times \mathbb{R}} \Phi^\omega(0, D_t \chi_F) \leq C \int_{\hat{A} \times \mathbb{R}} \Phi^\omega(D_x \chi_F, D_t \chi_F).$$

By definition of $\Phi$-perimeter and Proposition A.5, for any $\varepsilon > 0$ there exists $\eta \in C_c(\hat{A} \times \mathbb{R}; B_\varepsilon)$ such that $\Phi(\eta) = \omega(\varphi(\tilde{\eta}), |\eta_{n+1}|) \leq 1$ and

$$\int_{\hat{A} \times \mathbb{R}} \Phi^\omega(D \chi_E) - \varepsilon < - \int_{\hat{A} \times \mathbb{R}} \text{div} \eta dx = \int_{\hat{A} \times \mathbb{R}} \eta \cdot D \chi_E. \tag{48}$$

Then from (46), (41), (43) and (42) we get

$$\int_{\hat{A} \times \mathbb{R}} \eta \cdot D \chi_E = \int_{\hat{A} \times \mathbb{R}} \left( \sum_{j=1}^n \eta_j \cdot D_{x_j} \chi_E + \eta_{n+1} D_t \chi_E \right)$$

$$\leq \int_{\hat{A} \times \mathbb{R}} (\varphi(\tilde{\eta})) d\varphi^\omega(D_x \chi_E) + |\eta_{n+1}| \cdot |D_t \chi_E|$$

$$\leq \int_{\hat{A} \times \mathbb{R}} (\varphi(\tilde{\eta})) d\varphi^\omega(D_x \chi_F) + |\eta_{n+1}| \cdot |D_t \chi_F|$$

$$\leq \int_{\hat{A} \times \mathbb{R}} \omega(\varphi(\tilde{\eta}), |\eta_{n+1}|) d\omega(\varphi^\omega(D_x \chi_F), |D_t \chi_F|)$$

$$\leq \int_{\hat{A} \times \mathbb{R}} \omega^\omega(\varphi^\omega(D_x \chi_F), |D_t \chi_F|) = \int_{\hat{A} \times \mathbb{R}} \Phi^\omega(D \chi_F).$$
This inequality, (48) and the arbitrariness of \( \varepsilon \) yield (47).

REFERENCES

[1] G. Alberti, G. Bouchitté and G. Dal Maso, The calibration method for the Mumford-Shah functional and free-discontinuity problems, *Calc. Var. Partial Differential Equations*, **16** (2003), 299–333.

[2] F. Almgren Jr., R. Schoen and L. Simon, Regularity and singularity estimates on hypersurfaces minimizing elliptic variational integrals, *Acta Math.*, **139** (1977), 217–265.

[3] F. Almgren and J. Taylor, Flat flow is motion by crystalline curvature for curves with crystalline energies, *J. Differential Geom.*, **42** (1995), 1–22.

[4] F. Almgren, J. Taylor and L. Wang, Curvature-driven flows: a variational approach, *SIAM J. Control Optim.*, **31** (1993), 387–438.

[5] M. Amar and G. Bellettini, A notion of total variation depending on a metric with discontinuous coefficients, *Ann. Inst. H. Poincaré Anal. Non Linéaire*, **11** (1994), 91–133.

[6] L. Ambrosio, N. Fusco and D. Pallara, *Functions of Bounded Variation and Free Discontinuity Problems*, The Clarendon Press, Oxford University Press, New York, 2000.

[7] G. Bellettini, M. Novaga and M. Paolini, On a crystalline variational problem, part I: first variation and global \( L^\infty \)-regularity, *Arch. Ration. Mech. Anal.*, **157** (2001), 165–191.

[8] G. Bellettini, V. Caselles, A. Chambolle and M. Novaga, Crystalline mean curvature flow of convex sets, *Arch. Ration. Mech. Anal.*, **179** (2006), 109–152.

[9] G. Bellettini, M. Paolini and S. Venturini, Some results on surface measures in calculus of variations, *Ann. Mat. Pura Appl.*, **170** (1996), 329–357.

[10] E. Bombieri, Regularity theory for almost minimal currents, *Arch. Ration Mech. Anal.*, **78** (1982), 99–130.

[11] E. Bombieri, E. De Giorgi and E. Giusti, Minimal cones and the Bernstein problem, *Invent. Math.*, **7** (1969), 243–268.

[12] J. W. Cahn and D. W. Hoffman, A vector thermodynamics for anisotropic surfaces. I. Fundamentals and applications to plane surface junctions, *Surface Sci.*, **31** (1972), 368–388.

[13] J. W. Cahn and D. W. Hoffman, A vector thermodynamics for anisotropic surfaces. II. Curved and facetted surfaces, *Acta Metall.*, **22** (1974), 1205–1214.

[14] V. Caselles, A. Chambolle and M. Novaga, Regularity for solutions of the total variation denoising problem, *Rev. Mat. Iber.*, **27** (2011), 233–252.

[15] V. Caselles, R. Kimmel, G. Sapiro and C. Sbert, Minimal surfaces based object segmentation, *IEEE Trans. Pattern Anal. Mach. Intell.*, **19** (1997), 394–398.

[16] A. Chambolle, An algorithm for total variation minimization and applications, *J. Math. Imaging Vision*, **20** (2004), 89–97.

[17] A. Chambolle, V. Caselles, M. Novaga, D. Cremers and T. Pock, An introduction to total variation for image analysis. Theoretical foundations and numerical methods for sparse recovery, *Radon Ser. Comput. Appl. Math.*, **9** (2010), 263–340.

[18] G. Dal Maso, Integral representation on \( BV(\Omega) \) of \( \Gamma \)-limits of variational integrals, * Manuscripta Math.*, **30** (1980), 387–416.

[19] H. Federer, *Geometric Measure Theory*, Springer-Verlag New York Inc., 1969.

[20] E. Giusti, * Minimal Surfaces and Functions of Bounded Variation*, Birkhäuser Verlag, Basel, 1984.

[21] M. Gurtin, *Thermomechanics of Evolving Phase Boundaries in the Plane*, The Clarendon Press, Oxford University Press, New York, 1993.

[22] R. Jerrard, A. Moradifam and A. Nachman, Existence and uniqueness of minimizers of general least gradient problems, *J. Reine Angew. Math.*, to appear.

[23] H. Jenkins, On two-dimensional variational problems in parametric form, *Arch. Ration. Mech. Anal.*, **8** (1961), 181–206.

[24] F. Maggi, *Sets of Finite Perimeter and Geometric Variational Problems: an Introduction to Geometric Measure Theory*, Cambridge Studies in Advanced Mathematics no. 135, Cambridge University Press, Cambridge, 2012.

[25] J. M. Mazón, The Euler-Lagrange equation for the anisotropic least gradient problem, *Nonlinear Anal. Real World Appl.*, **31** (2016), 452–472.

[26] G. Mercier, *Curve-and-Surface Evolutions for Image Processing*, PhD Thesis, École Polytechnique, 2015.
[27] M. Miranda, Superfici cartesiane generalizzate ed insiemi di perimetro localmente finito sui prodotti cartesiani, Ann. Sc. Norm. Super. Pisa, 18 (1964), 515–542.

[28] J. Moll, The anisotropic total variation flow, Math. Ann., 332 (2005), 177–218.

[29] F. Morgan, The cone over the Clifford torus in $\mathbb{R}^4$ is $\Phi$-minimizing, Math. Ann., 289 (1991), 341–354.

[30] R. Neumayer, A strong form of the quantitative Wulff inequality, SIAM J. Math. Anal., 48 (2016), 1727–1772.

[31] M. Novaga and E. Paolini, Regularity results for some 1-homogeneous functionals, Nonlinear Anal. Real World Appl., 3 (2002), 555–566.

[32] M. Novaga and E. Paolini, Regularity results for boundaries in $\mathbb{R}^2$ with prescribed anisotropic curvature, Ann. Mat. Pura Appl., 184 (2005), 239–261.

[33] P. Overath and H. von der Mosel, On minimal immersions in Finsler space, Ann. Global Anal. Geom., 48 (2015), 397–422.

[34] L. Rudin, S. Osher and E. Fatemi, Nonlinear total variation based noise removal algorithms, Phys. D, 60 (1992), 259–268.

[35] L. Simon, On some extensions of Bernstein’s theorem, Math. Z., 154 (1977), 265–273.

[36] I. Tamanini, Boundaries of Caccioppoli sets with Hölder-continuous normal vector, J. Reine Angew. Math., 334 (1982), 27–39.

[37] J. Taylor, Crystalline variational problems, Bull. Amer. Math. Soc., 84 (1978), 568–588.

[38] J. Taylor, Complete catalog of minimizing embedded crystalline cones, Proc. Sympos. Pure Math., 44 (1984), 379–403.

[39] J. Taylor and J. Cahn, Catalog of saddle shaped surfaces in crystals, Acta Metall., 34 (1986), 1–12.

Received April 2016; revised February 2017.

E-mail address: bellettini@diism.unisi.it
E-mail address: novaga@dm.unipi.it
E-mail address: sholmat@sissa.it