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Abstract

Neural networks leverage both causal and correlation-based relationships in data to learn models that optimize a given performance criterion, such as classification accuracy. This results in learned models that may not necessarily reflect the true causal relationships between input and output. When domain priors of causal relationships are available at the time of training, it is essential that a neural network model maintains these relationships as causal, even as it learns to optimize the performance criterion. We propose a causal regularization method that can incorporate such causal domain priors into the network and which supports both direct and total causal effects. We show that this approach can generalize to various kinds of specifications of causal priors, including monotonicity of causal effect of a given input feature or removing a certain influence for purposes of fairness. Our experiments on eleven benchmark datasets show the usefulness of this approach in regularizing a learned neural network model to maintain desired causal effects. On most datasets, domain-prior consistent models can be obtained without compromising on accuracy.
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1. Introduction

There has been a growing interest in integrating causal inference into machine learning models at different levels. Recent efforts have focused on post-hoc explanations of a trained neural network (NN) model’s decisions in terms of causal effect [10, 18], using counterfactuals for explanations or augmentations [19, 50, 29], causal discovery [49], or embedding causal structures in disentangled representation learning [41, 45]. None of these efforts however consider the setting when a user, before training a NN model, may have knowledge (complete or partial) of causal relationships between input and output variables. In this work, we propose a new methodology – to the best of our knowledge, the first of its kind - to regularize NN models during training in order to maintain such causal priors known a priori.

Causal domain priors can come in different forms across fields such as algorithmic fairness, economics, health and physical sciences, and can be integrated into a NN model during training using our method. Specific use cases include: (i) Fairness constraints that require a protected attribute’s influence on output to be zero – e.g. skin color in a classifier based on
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facial images [12], or race in a loan approval prediction model in a bank [24]; (ii) Monotonic relationship between a specific input feature and output - e.g., a student’s score on a test may be required to be monotonically and causally related to prediction of admission into a college program, increasing the number of employees should have a positive effect on productivity. The nature of these real-world relationships is often a submodular prior [23] and can be enforced by our method; (iii) Arbitrary non-linear functions causally relating input and output - e.g., in medicine, U-shaped curves have been identified from randomized controlled trials (RCTs) for factors such as cholesterol level and diastolic blood pressure [33] and the dose-response curve for drugs [9]; or a J-shaped relationship between exposure and outcome, such as between alcohol and coronary heart disease [17], or between mortality and Body Mass Index [16]. Further discussion on priors is included in Section 4 and the Appendix.

We propose a method that can embed these different kinds of user-defined causal priors into a NN model during training (see Fig. 1) as detailed in Section 3. Importantly, we show that the final model learns causal effects that are consistent with these domain priors. The efforts closest to ours are those on enforcing monotonicity [38, 11, 20, 39], which however only focus on monotonicity (and not on other kinds of priors), and also do not study their models in terms of the causal effects learned. We study our causal regularizer both in the context of direct and total causal effects [28], depending on what information is available in the domain prior. Existing work does not make such distinction between these effects when training a NN model. Our contributions are:

• We propose a new method for Causal REgularization using DOmain priors (CREDO) and show formally that it can maintain consistency of the learned causal effect with the given domain prior. The method is conceptually simple and is easy to implement.

• The method supports regularization for all three kinds of effects—controlled direct, natural direct, and total causal effects. We show that estimation of natural direct and total effects requires partial knowledge of the underlying causal graph over input features while controlled direct effect does not.

• On 17 real-world and synthetic datasets, we show that CREDO can be used to enforce different kinds of domain priors, including zero effect, monotonic effect, and arbitrary functional priors. We show that the causal effects learned by NN model trained using CREDO is indeed closer to the true prior, with no significant impact on test accuracy.

2. Related Work

Our work focuses on maintaining priorly known causal relationships between input and output variables while training a NN model. One could view the earliest related efforts as [3] and [38], which attempted to maintain monotonicity in the functions learned by NNs by constraining the NN weights to be positive or the derivative of the output to be strictly positive. This was subsequently extended to the case of partially monotone problems [11][14] or specifically
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in Bayesian networks [46]. However, these efforts did not consider the relationships to be causal; besides, these efforts focused on shallow models, where in case of NNs, it may be sufficient to control the parameters of just one layer of the NN.

More recent efforts related to our work are those that attempted to influence the feature attributions of a learned model to be either monotonic [21, 47, 20, 39] or zero [31, 30]; these efforts did not consider the causal implications either. [30] proposed a method to penalize model explanations that did not align with prior knowledge; this method is applicable for enforcing simple constraints like encouraging a feature’s attribution to be zero (e.g., spurious correlated feature) but not for monotonicity or other complex priors. Besides, the method uses associational attribution strategies and hence, may not conform with study of causal effect of input on output. [40] matched the Jacobian of a student network with a teacher network to transfer knowledge and feature influences from teacher to student. [36] proposed an active learning algorithm that samples new counterfactual [28] points by changing a single feature, obtaining a label, and then training a classifier on the augmented training set, with the goal of matching feature influences w.r.t. the oracle. Our key objective of regularizing a model to maintain priors for causal effect is different from these efforts. In contrast to existing methods, our method’s advantage is its generality: our method can not only force a feature’s attribution to be zero or monotonic but can also be used to enforce any differentiable function as a causal prior on the feature attribution. Importantly, we validate our causal regularization method by studying the causal effect of the learned model, which none of the earlier methods consider to the best of our knowledge. Moreover, we consider three kinds of effects—controlled direct, natural direct and total causal effects [27], and provide methods to regularize for any of them, which has not been done hitherto too.

Related efforts with causal implications have had different objectives such as removing confounding features [28] through regularization [4, 36, 22], or using causal discovery to infer stable features for prediction [25]. [4] used a form of weighted $L_1$ regularization to penalize non-causal attributes in a linear model, and show how this can be used in tandem with DNNs to view latent representations in DNNs as causal hypotheses. [22] related confounding and overfitting in shallow regression models, and thereby proposed a regularizer that also learns a co-efficient in $L_1$ or $L_2$ regularization. Both the aforementioned methods do not consider directly regularizing DNN models for causal effect. In contrast to these few existing related methods, our method focuses on training NN models whose causal attributions maintain prior causal influences that are provided as domain knowledge priors.

3. Defining Causal Effect in Neural Networks

As a motivating example, consider the task of predicting the body mass index (BMI) of a person based on features such as miles run each week, calorie intake per day, number of dogs one owns, and so on. From domain knowledge, we may expect a negative causal effect of miles run per week on BMI (higher the miles, lower the BMI). Calorie intake, on the other hand, has a positive effect on BMI, and may have a complex correlation with miles run — e.g., high calorie intake may be correlated both with people who run less as well as with people who run a lot (to support their exercise). While both these features directly cause BMI, a feature may affect BMI indirectly too. For instance, having dogs may enable more miles run or walked in a week, even though owning a dog does not directly affect the BMI.
The above example shows that features may have both direct and indirect effects on the outcome. Without modeling them correctly, a NN model may rely on correlations and produce less generalizable predictions or provide non-causal explanations. For example, a NN model may learn a non-zero direct effect of dogs owned by an individual on his/her BMI, which may lead to incorrect predictions (e.g., even with all other identical features, the model may predict a higher BMI for a person who owns dogs than another person). Similarly, on a training dataset with only high-activity runners who are both fit and have a high calorie intake, a NN model may learn that high calorie intake is associated with a lower BMI. While this may be a valid correlation in a training dataset, it may not reflect the true causal effect between these variables, and can lead to incorrect predictions on new data where the correlation no longer holds. It is hence important to match the feature-to-output relationship learned by a model to a known ground-truth causal relationship from feature to outcome, and distinguish between the kind of effect—direct or indirect.

To this end, we present a method for regularizing a NN that differentiate between different kinds of effects and respect them in the learned model $f$. This is achieved through a gradient matching approach, which enables the NN to learn the correct structural equations underlying the data generation process, whenever the nature of such relationships is known, even if partially only on some input variables. We begin by describing how a NN can be considered as a Structural Causal Model (SCM) and then define causal effects w.r.t the NN SCM.

Neural Network as a Structural Causal Model
Consider a NN $f : \mathbb{R}^d \rightarrow \{1, 2, \ldots, C\}$ (for classification) or $f : \mathbb{R}^d \rightarrow \mathbb{R}$ (for regression), with inputs $X = \{X_1, X_2, \ldots, X_d\}$ and output $\hat{Y} = f(X)$. Since NNs are function approximators, for theoretical analysis, w.l.o.g. one can marginalize the hidden layers of $f$ and consider only input and output nodes. Such NNs can be viewed as Structural Causal Models (SCMs) [10], encoding the interactions between input and output nodes. Thus, a NN can be considered as an SCM $S = (V, U, F)$, corresponding to a causal directed acyclic graph (DAG) $G = (V, U, E_G)$, where $V = \{X_1, X_2, \ldots, X_d, \hat{Y}\}$ is the set of observed variables, $U$ is the set of (unobserved) mutually independent exogenous noise variables and $E_G$ is the set of edges in $G$. $F$ is the set of structural equations operating on $U, V$. $G$ allows us to consider interactions among input nodes and output nodes of a NN by marginalizing hidden layers.

Defining $T, Z, W$. Since our goal is to identify different kinds of causal effect of a feature on output $\hat{Y}$, we divide input features $X$ into three disjoint subsets for convenience: $T, Z, W$. Here $T$ denotes the feature(s) for which we want to enforce a causal domain prior. Aligning with literature in causality [28], $T$ is akin to the treatment variable and $\hat{Y}$ is the target variable. $Z = \{Z_1, Z_2, \ldots, Z_K\}$ is the set of features that lie on a causal path between $T$ and $\hat{Y}$ in $G$ (mediators). $W$ denotes the set of remaining features.

Figure 1 shows the NN causal graph $G$ (exogenous variables not shown) among input features $T, Z, W$, and NN’s prediction $\hat{Y}$. Note that $G$ denotes the graph corresponding to the NN model and is different from the true causal graph of the underlying data-generating process $G^\circ$ that connects $X = \{T, Z, W\}$ to ground-truth $Y$. $X, U_X$ (set of exogenous variables which are ancestors of $X$) are variables present in both $G$ and $G^\circ$, and the relationships among them remain invariant across both graphs. All causal effects henceforth discussed in this paper are w.r.t. $G$ corresponding to the NN $f$, which we influence during training.
Following \cite{28}, we use the counterfactual notation $Y_t(u)$ to denote the value that $Y$ would attain given $U = u$ and the intervention $do(T = t)$, under the SCM $S$. For the treatment variable $T$, $t^*$ refers to a baseline treatment relative to which causal effects are computed. We consider three kinds of causal effects, as in \cite{27, 42}, of an input feature on model output $\hat{Y}$: controlled direct effect, natural direct effect, and (natural) total effect.

**Controlled Direct, Natural Direct, and Total Effect** Prior efforts assume all input features of a NN to be independent; this is a strong assumption which hinders us from considering indirect causal effect that is in turn necessary to estimate total causal effect. Such an assumption may not hold in practice for most real-world datasets. Moreover, the lack of this distinction creates chances of misinterpretation of a human-provided domain prior. Hence, we consider and define different kinds of causal effect priors. Throughout, we make the following assumptions, common in causal inference \cite{34, 37}.

**Assumption 1 Unconfoundedness.** There are no unobserved confounders \cite{28} in $G$. That is, observed features block all backdoor paths between any two features.

Note that unconfoundedness is always satisfied between $\hat{Y}$ and any feature, since parents of $\hat{Y}$ are the input features, which are all observed. While we specify Assumption 1 for clarity, our method can also work under certain weaker assumptions, provided in the Appendix.

**Assumption 2 Positivity.** $p(T = t|W, Z) > 0$ almost surely for all values of $T$, wherever $p(W, Z) > 0$.

where $T$, $W$ and $Z$ are the feature subsets as defined above. Specifically, $T$ refers to the feature subset whose effect we need to estimate (and regularize).

**Definition 3.1 (Controlled Direct Effect).** The Controlled Direct Effect (CDE) measures the causal effect of $T$ at $t$ (i.e. $T = t$) on $\hat{Y}$ when all parents of $\hat{Y}$ except $T$ ($Z, W$ in this case) are intervened to pre-defined control values $z, w$ respectively. CDE is defined as: $CDE^Y_t(u) := \hat{Y}_{t,z,w}(u) - \hat{Y}_{r,z,w}(u)$. The Average Controlled Direct Effect (ACDE) is defined as: $ACDE_t := \mathbb{E}_U[\hat{Y}_{t,z,w}] - \mathbb{E}_U[\hat{Y}_{r,z,w}] = \hat{Y}_{t,z,w} - \hat{Y}_{r,z,w}$.

While the expectation is taken over exogenous noise variables $U$, it can be removed since the neural network $\hat{Y} = f(T, W, Z)$ is a deterministic function which does not depend on the values the exogenous variables take. $t^*$ is a baseline treatment value, as stated earlier. The above definition of ACDE is defined for a particular intervention on $\{Z, W\}$ (i.e. all parents of $\hat{Y}$ except $T$) \cite{27}. By our construction, however, the domain priors are expressed only in terms of $T$ and $Y$, so we propose a modified definition for ACDE that marginalizes over $\{Z, W\}$. That is, we take the expectation over $\{Z, W\}$ (average of ACDE for all interventions on $\{Z, W\}$) along with $U$. Our version of ACDE is hence: $ACDE_t := \mathbb{E}_{Z,W,U}[\hat{Y}_{t,z,w}] - \mathbb{E}_{Z,W,U}[\hat{Y}_{r,z,w}]$

**Definition 3.2 (Natural Direct Effect).** The Natural Direct Effect (NDE) measures the causal effect of $T$ at $t$ on $\hat{Y}$ when the nodes of mediating variables $Z$ are fixed to their natural values $Z_{r}(u)$ under baseline treatment $do(T = t^*)$. NDE is defined as: $NDE^Y_t(u) := \hat{Y}_{t,Z_{r}(u)}(u) - \hat{Y}_{r,Z_{r}(u)}(u)$. The Average Natural Direct Effect (ANDE) is defined as: $ANDE_t := \mathbb{E}_U[\hat{Y}_{t,Z_{r}}] - \mathbb{E}_U[\hat{Y}_{r,Z_{r}}]$. 


Definition 3.3 (Total Causal Effect). The Total Causal Effect (TCE) of $T$ at $t$ on $\hat{Y}$ is given by $TCE_t^T(u) := \hat{Y}_t(u) - \hat{Y}_{t,z,u}(u) = \hat{Y}_{t,z,u}(u) - \hat{Y}_{t,z,u}(u)$. The Average Total Causal Effect (ATCE) is defined as: $ATCE_t^T := E_{Z}[\hat{Y}_{t,Z}] - E_{Z}[\hat{Y}_{t',Z,r}]$.

4. Identify & Regularize Causal Effect in NNs

Domain Prior. Let $g^c_i : \mathbb{R} \rightarrow \mathbb{R}$ be a function that encodes prior causal knowledge of how the $i$th input feature influences output class $c$ (note that this notation trivially extends to a regression setting with one or multiple outputs too). For example, $g^c_i$ may be a monotonically increasing function. While we assume $g$ as the domain prior here, in practice, our method can also work if only the shape of $g$ is available. More information on practical availability of $g$ is provided at the end of this section.

Matching gradients to domain prior. Given a known domain prior $g^c_i$, our objective is to ensure that the causal effects learned by the NN match the prior. Instead of directly matching causal effects, we rather match the gradient of NN’s causal effect with the gradient of $g^c_i$ for two reasons: (i) It is natural to get prior causal knowledge as a shape (or relative values) rather than exact values in many applications (see end of this section for examples), making gradient matching more natural than matching absolute values; and (ii) There is no closed form expression for the interventional expectation terms (Defns 3.1-3.3), thus making gradient matching more computationally efficient. Besides, it avoids having to choose a particular baseline treatment value. We hence match the gradient of $g^c_i$ with the gradient of ACE of $i$th input feature on $\hat{Y}$ under the graph $G$.

Next, we show how we use gradient matching to regularize for each of the aforementioned causal effects. For each of the causal effects considered—controlled direct, natural direct and total, we first prove that these effects are identifiable in NNs and then provide regularization procedures.

Identifying and Regularizing ACDE

Given a NN $f$, a datapoint $(t, z, w) \sim (T, Z, W)$ and its prediction $f(t, z, w)$, we can intervene on $T$ with $t'$ and compute $f(t', z, w)$. The expression $f(t', z, w) - f(t, z, w)$ gives an intuitive formula for the direct effect of $T$ on output. Below we show that this formula captures CDE as in Defn 3.1.

Proposition 1 (ACDE Identifiability in Neural Networks) For a neural network with output $\hat{Y}$, the ACDE of a feature $T$ at $t$ on $\hat{Y}$ is identifiable and given by $\text{ACDE}_t^T = E_{Z,W}[\hat{Y}|t,Z,W] - E_{Z,W}[\hat{Y}|t,Z,W]$.

Proofs of all propositions are in the Appendix. Since the ACDE is measured as the change in interventional expectation w.r.t. a baseline, the expected gradient of $\hat{Y}$ w.r.t. $t$ at $(t,z,w)$ is equivalent to the gradient of ACDE w.r.t. $t$.

Proposition 2 (ACDE Regularization in Neural Networks) The $n$th partial derivative of ACDE of $T$ at $t$ on $\hat{Y}$ is equal to the expected value of $n$th partial derivative of $\hat{Y}$ w.r.t. $T$ at $t$, that is: $\frac{\partial^n \text{ACDE}_t^T}{\partial t^n} = E_{Z,W}[\frac{\partial^n \hat{Y}}{\partial t^n}|t,Z,W]$.

Propn 2 allows us to enforce causal priors in a NN model by matching gradients. Let $x^j$ (instance of random variable $X$) denote the $j$th $d$-dimensional input to the NN. For a given
data point \( x^j \), let \( \delta G^j \) represent the matrix (of dimension \( C \times d \)) of derivatives of all available priors \( g^j \) w.r.t. \( x^j \), i.e. \( \delta G^j_{c,i} \) denotes the derivative of function \( g^j_c \) w.r.t. \( i^{th} \) feature of \( x^j \). To enforce \( f \) to maintain known prior causal knowledge (in terms of gradients), we define our regularizer \( R \) as:

\[
R(f, G, M) = \frac{1}{N} \sum_{j=1}^{N} \max\{0, ||\nabla_j f \odot M - \delta G^j||_1 - \epsilon\} \tag{1}
\]

where \( \nabla_j f \) is the \( C \times d \) Jacobian of \( f \) w.r.t. \( x^j \); \( M \) is a \( C \times d \) binary matrix that acts as an indicator of features for which prior knowledge is available; \( \odot \) represents the element-wise (Hadamard) product; \( N \) is the size of training data; and \( \epsilon \) is a hyperparameter to allow a margin of error. For the case where we wish to make gradient of ACDE of a feature to be zero, we set \( M_{c,i} = 1 \) and \( \delta G_{c,i} \) to be 0 and the regularizer hence simplifies into:

\[
R(f, G, M) = \frac{1}{N} \sum_{j=1}^{N} \max\{0, ||\nabla_j f \odot M||_1 - \epsilon\},
\]

which is equivalent to the loss function defined in fairness literature [31, 20].

**Identifying and Regularizing ANDE**

To identify natural effects in NNs, we need to know: (i) which features belong to the mediating variables set \( Z \) (it is enough to know partial causal graph involving \( Z \)); and (ii) the structural equations of how \( Z \) changes when \( T \) changes (Defs 3.2 and 3.3). If the variables \( Z \) from the true causal graph are not known, it is not possible to learn them from training data because there exists a set of causal graphs that are Markov-equivalent w.r.t. given training data distribution, each leading to different causal effects [28]. When \( Z \) is an empty set, the unbiased ANDE, obtained by controlling for \( \{Z, W\} \) will be ACDE itself [48]. Below we show that when \( Z \) is known, we can identify and regularize the ANDE in \( f \) w.r.t. a baseline \( t^* \).

**Proposition 3 (ANDE Identifiability in Neural Networks)** Given the DAG \( G' \) corresponding to a neural network \( f \), the ANDE of \( T \) at \( t \) on \( \hat{Y} \) is identifiable and is given by \( \text{ANDE}_{f} = \mathbb{E}_{Z_r, W}[\hat{Y}|t, Z_r, W] - \mathbb{E}_{Z_r, W}[\hat{Y}|t^*, Z_r, W] \) under the assumption that the set \( W \) forms a valid adjustment set [28].

**Proposition 4 (ANDE Regularization in Neural Networks)** The \( n^{th} \) partial derivative of ANDE of \( T \) at \( t \) on \( \hat{Y} \) is equal to the expected value of \( n^{th} \) partial derivative of \( \hat{Y} \) w.r.t. \( T \) at \( t \), that is,

\[
\frac{\partial^n \text{ANDE}^f}{\partial t^n} = \mathbb{E}_{Z_r, W} \left[ \frac{\partial^n \hat{Y}|t, Z_r, W}{\partial t^n} \right].
\]

In this case, \( R(f, G, M) \) is same as Equation 1 with the only difference that \( \nabla_j f \) is evaluated at \( (t, Z_r, W) \).

**Identifying and Regularizing ATCE**

Given known \( Z \), similar to ANDE, the ATCE of \( T \) at \( t \) on \( \hat{Y} \) is identifiable under assumptions similar to the previous case, as shown below.

**Proposition 5 (ATCE Identifiability in Neural Networks)** Given the DAG \( G' \) corresponding to a neural network \( f \), the total causal effect of \( T \) at \( t \) on \( \hat{Y} \) is identifiable and is given by \( \text{ATCE}^f = \mathbb{E}_{Z_r, W}[\hat{Y}|t, Z_r, W] - \mathbb{E}_{Z_r, W}[\hat{Y}|t^*, Z_r, W] \), under the assumption that the set \( W \) forms a valid adjustment set.
Proposition 6 (ATCE Regularization in Neural Networks) The gradient of the Average Total Causal Effect (ATCE) of $T$ at $t$ on $Y$ is equal to the expected value of the total gradient of $Y$ w.r.t. $T$ at $t$, that is,
\[
\frac{d\text{ATCE}_T}{dt} = \mathbb{E}_{Z, W} \left[ \frac{d[Y_t(Z,W)]}{dt} \right].
\]

As stated earlier, we provide all proofs in the Appendix. To regularize the total causal effect, we match the total derivative of $Y$ w.r.t. $t$ with the gradient of a given total causal effect prior. The regularizer $R(f, G, M)$ that enforces a NN model to maintain known total causal effect is then:
\[
R(f, G, M) = \frac{1}{N} \sum_{j=1}^{N} \max\{0, \|\nabla_j f \odot M - \delta G_j\|_1 - \epsilon\} \tag{2}
\]
where $\nabla_j f$ is the $C \times d$ matrix of total derivatives at input $x^j$. The computation of the total derivative is described in Algorithm 1. Other variables are as defined in Eqn. 1.

Final Algorithm: CREDO
To summarize, the overall optimization problem with the proposed CREDO regularizer to train the NN is given by:
\[
\arg \min_{\theta} ERM + \lambda_1 R(f, G, M) \tag{3}
\]
where $\theta$ are parameters of the NN $f$, $ERM$ stands for traditional Empirical Risk Minimizer over the given dataset (based on loss functions such as cross-entropy loss). The regularizer $R(f, G, M)$ is defined differently for each desired causal effect, as described above, and is summarized in Algorithm 1.

Algorithm 1: CREDO Regularizer

**Result:** Regularizer for ACDE, ANDE, ATCE of $f$.

**Input:** $D = \{(x^j, y^j)\}_{j=1}^{N}, y^j \in \{0,1, \ldots, C\}, x^j \in X^j; Q = \{i| \exists g^c_i \text{ for some } c\}; G = \{g^c_i\}$ prior for $i^{th}$ feature is available w.r.t. class $c$; $\mathbb{F} = \{f^1, \ldots, f^K\}$ is the set of structural equations of the underlying causal model s.t. $f^i$ describes $Z^i$; $\epsilon$ is a hyperparameter

**Initialize:** $j = 1, \delta G^j = 0_{c \times d} g_j^1 = 1, \ldots, N, M = 0_{c \times d}$

**while** $j \leq N$ **do**

**foreach** $i \in Q$ **do**

**foreach** $g^c_i \in G$ **do**

$\delta G^j[c, i] = \nabla g^c_i |_{x^j}; M[c, i] = 1$

**case 1:** regularizing ACDE do

$\nabla f[c, i] = \frac{\partial g^c_i}{\partial x^j}|_{x^j}$

**case 2:** regularizing ANDE do

/* causal graph is known */

$t = x_i$

$\nabla f[c, i] = \frac{\partial g^c_i}{\partial x^j}(t, z^j[i, w])$

**case 3:** regularizing ATCE do

/* causal graph is known */

$\nabla f[c, i] = \left[ \frac{\partial g^c_i}{\partial x^j} + \sum_{k=1}^{K} \frac{\partial g^c_k}{\partial x^j} \right]|_{x^j}$

end

end

$j = j + 1$

end

return $\frac{1}{N} \sum_{j=1}^{N} \max\{0, \|\nabla f \odot M - \delta G^j\|_1 - \epsilon\}$
### Availability of Causal Domain Priors

Our work is based on priors for the causal effect of a feature provided by users as input. In Table 1, we briefly list where such domain priors could come from and what forms they could assume. We highlight the fact that validating the correctness of the prior is not in the scope of this work; we assume the user-provided prior to be correct (i.e., representing the true causal mechanisms connecting features to true $Y$). When only the general shape is available, we can choose the shape parameters for which we obtain best validation accuracy, and then apply our method. We provide a more detailed discussion of this hyperparameter search in the Appendix. Going forward, we believe that methods like ours will encourage users to arrange for causal priors in their respective domains.

| Domain        | Example Prior                                      | Functional form          |
|---------------|----------------------------------------------------|--------------------------|
| Fairness      | Zero causal effect                                 | $y_x = \alpha; \forall x$ |
| Healthcare    | U-shape of drug effect                             | $y_x = ax^2$             |
| Healthcare    | J-shape of BMI                                      | $y_x = ae^{bx^2}; x > 0$ |
| Economics     | Diminishing returns                                 | $y_x = -ax^3 + bx^2$     |

Table 1: Examples of availability of domain priors ($a, b \in \mathbb{R}^+$).

### 5. Experiments and Results

We performed an extensive suite of experiments to study the proposed CREDO method, presented across this section and the Appendix. We divide this section into two parts: (i) when we know the partial or complete causal graph along with domain priors, we match any of ACDE, ANDE or ATCE; and (ii) when we do not know the causal graph generating the data and we can only match ACDE with the provided prior. We studied the performance of CREDO on synthetic and several well-known real-world datasets including COMPAS [1]; Medical Expenditure Panel Survey (MEPS) [2]; Law School Admission [44]; AutoMPG, Adult, Car Evaluation, Titanic, Boston Housing from the UCI repository [13]; and SANGIOVESE, MEHRA, SACHS, and Asia (Lung Cancer) from the BNLearn repository [35, 32, 43]. The BNLearn datasets have causal graphs provided, and hence help evaluate the first setting mentioned above. W.l.o.g., we set the baseline intervention $t^*$ as 0. Other experimental details including NN architectures and hyperparameters are provided in the Appendix.

#### Evaluation Metrics

To measure the conformity of the learned causal effect of the trained NN models with the given prior, we provide both qualitative and quantitative results. Qualitative results are obtained using ACE plots proposed in [10] that can measure the causal effect of any feature on the NN model’s output; it computes the interventional expectation via a second-order Taylor approximation of the NN. Quantitative results include Root Mean Square Error (RMSE), Frechet score and Pearson correlation coefficient, measured between ACE of the trained model and the given prior. We also report test accuracies to confirm that our regularizer does not affect model performance while incorporating causal priors. We observed that gradients on output logits work better than softmax or logsoftmax activated outputs. A grid search is performed to fix the regularization coefficient $\lambda_1$. We report the specific values chosen for each dataset in the corresponding result.

#### Baselines

We compare against vanilla Empirical Risk Minimization (ERM) without our regularizer in all our experiments. In a setting of making CDE zero, our method becomes the same as [31]; we hence get the same results under such a setting and hence do not compare
explicitly. In a setting of making ACE match a monotonic prior, we compare our results with Point Wise Loss (PWL) [20] and Deep Lattice Networks (DLN) [47]. In all results, “GT” (prefixed with the variable of interest) refers to the ground-truth prior provided. All experiments were conducted on one NVIDIA GeForce 1080Ti.

**Setting 1: Causal Graph is Known**

We first consider datasets from the BN-Learn repository where the causal graph/SCM is known. In this setting, the datasets used to train the NN models are generated from the given SCM. Here, we regularize for ACDE, ANDE, ATCE of a NN to match a desired prior w.r.t. the outcome. In some scenarios, it is possible that only partial knowledge of the SCM may be available, in which case one can perform a search for the exact functional form of the prior. More implementation details are provided in the Appendix.

**SANGIOVESE:** We generate data from the SANGIOVESE conditional Linear Gaussian Bayesian network. We convert the output into a categorical variable and train a NN that predicts if the yield of grapes is better than average. We choose three priors: a linear decreasing ACE of Acid feature on the output; and zero ACE for Potass (potassium content) and Polyph (total polyphenolic content) on the output. Fig 2 and Table 2 show the ACE plots and quantitative metrics learned by the trained model. Evidently, CREDO helps conform to the given causal prior (red and blue lines coincide); moreover, in this case, it even helps improve the accuracy slightly.

**MEHRA:**

We generate data from the conditional linear Gaussian network that models Multidimensional Environment-Health Risk Analysis (MEHRA). We convert the output, total precipitation (TP), into a categorical variable and train a NN that predicts if it is greater than average. We choose three priors: a nonlinear (inverted-V shaped) ACE of Latitude on TP; and a

**Figure 2:** Results on SANGIOVESE: Comparison of ACDE, ANDE, ATCE learned by ERM and CREDO models.

**Figure 3:** Results on MEHRA: Comparison of ACDE, ANDE, ATCE learned by ERM and CREDO models.
Causal Regularization Using Domain Priors

### Table 2: Results on SANGIOVESE: CREDO with ACDE ($\lambda_1 = 1.9$), ANDE ($\lambda_1 = 1.7$), ATCE ($\lambda_1 = 1.9$) and on MEHRA: CREDO with ACDE ($\lambda_1 = 2.2$), ANDE ($\lambda_1 = 2.1$), ATCE ($\lambda_1 = 1.5$)

| Feature | RMSE | Frechet | Corr | Feature | RMSE | Frechet | Corr |
|---------|------|---------|------|---------|------|---------|------|
| **ACDE** |      |         |      | **ACDE** |      |         |      |
| Potass  | 0.161 | 0.000   | 0.417| 0.000   | 0.366 | 0.449   | 0.115| 0.997 |
| PolypH  | 0.233 | 0.001   | 0.492| 0.002   | -     | -       | -    | -     |
| Acid    | 0.333 | 0.059   | 1.589| 1.055   | 0.997 | 0.998   | 0.998| 1.000 |
| Avg.    | 0.242 | 0.020   | 0.833| 0.352   | 0.997 | 0.998   | 0.998| 1.000 |

---

| Feature | RMSE | Frechet | Corr | Feature | RMSE | Frechet | Corr |
|---------|------|---------|------|---------|------|---------|------|
| **ERM CREDO** |      |         |      | **ERM CREDO** |      |         |      |
| Potass  | 0.309 | 0.045   | 0.366| 0.449   | 0.115| 0.997   | 0.997| 1.000 |
| PolypH  | 0.588 | 0.011   | 0.062| 0.991   | -0.494| 0.094   | 0.995| 1.000 |
| Acid    | 0.790 | 0.196   | 3.057| 1.810   | 0.983| 0.995   | 0.995| 1.000 |
| Avg.    | 0.562 | 0.084   | 1.162| 1.093   | -0.494| 0.094   | 0.995| 1.000 |

---

**Test Acc**

| Feature | RMSE | Frechet | Corr | Feature | RMSE | Frechet | Corr |
|---------|------|---------|------|---------|------|---------|------|
| **ERM CREDO-ACDE: 83.05%** |      |         |      | **ERM CREDO-ANDE: 83.00%** |      |         |      |
| **ERM CREDO: 82.00%** |      |         |      | **ERM CREDO-ATCE: 82.75%** |      |         |      |
| **ERM CREDO-ANDE: 80.05%** |      |         |      | **ERM CREDO-ATCE: 79.3%** |      |         |      |

---

**Setting 2: Causal Graph Unknown**

As discussed in Section 4, when we do not know the causal graph, the best we can do is regularize for ACDE. We study the performance of CREDO when regularizing for ACDE on synthetic and real-world datasets with different domain priors as detailed below. In each case, we make the assumption that the parametric form of the prior function as well as the search spaces are given (which is reasonable to assume in this context). We then choose the best parameters for the prior function by tuning for highest validation-set accuracy. More details about this procedure are in the Appendix.

**COMPAS:**

In the COMPAS dataset, the task is to predict the likelihood of two-year recidivism (re-offending in next two years) given a set of features. This dataset is studied in fairness literature [6, 5, 7, 15]. From a fairness perspective, we expect NN models to have zero causal effect of race while predicting recidivism. Table 3 and Fig 4 show our results. CREDO is able to force linearly increasing ACE of $O3$, $SO2$ on $TP$. The ACE plot in Fig 3 and quantitative results in Table 2 show that CREDO helps conform to the causal prior in this case too. Our results on SACHS and Asia datasets showed similar trends, and are reported in the Appendix.

Figure 4: Results on COMPAS, BOSTON, and AutoMPG datasets
the ACDE of race on two-year recidivism to be close to zero with insignificant effect on model accuracy. Note the significant reduction in the RMSE, permutation and Frechet scores, which measure the alignment of ACE of the trained model w.r.t. the domain prior. Fig 4 shows ACDE across the range of the race variable on the recidivism outcome, and shows that CREDO brings ACDE significantly closer to the given prior.

**Boston Housing:** This dataset concerns home values in the suburbs of Boston. We convert the output attribute home value into a categorical output, and learn a classifier that can predict if the home value is better than average. As the domain prior, we want crime rate and concentration of Nitric Oxides (above a threshold) to have a decreasing causal effect and number of rooms (RM) to have an increasing causal effect w.r.t. housing prices. Fig 4 and Table 3 show that CREDO helps align the ACDE of the trained model with the prior in all these cases.

**AutoMPG:** The AutoMPG dataset contains the mileage of various cars given attributes such as weight, horsepower, displacement, etc. We learn a classifier that can predict if the mileage is better than average. We want displacement, weight and horsepower to have a decreasing causal effect w.r.t. mileage. Results shown in Fig 4 and Table 3 once again support the usefulness of our method.

We obtain similar results on enforcing domain priors over the MEPS, Law School Admission, Adult, Car Evaluation, and Titanic datasets, as shown in the Appendix. More studies including time complexity, effect of the regularization co-efficient and the effect of use of incorrect priors are provided in the Appendix owing to space constraints.

### Table 3: Enforcing Causal Effects (ACDE) of Multiple Variables: Results on COMPAS, BOSTON Housing and AutoMPG datasets

| Feature         | RMSE ERM | Frechet Score ERM | Corr. Coeff. ERM | RMSE CREDO | Frechet Score CREDO | Corr. Coeff. CREDO |
|-----------------|----------|-------------------|------------------|------------|---------------------|-------------------|
| COMPAS ($\lambda = 5$) ERM test accuracy is 67.90%, CREDO test accuracy is 67.09% |
| African American | 0.055    | 0.016             | 0.088            | 0.025      | -                   | -                 |
| Asian           | 0.092    | 0.018             | 0.162            | 0.021      | -                   | -                 |
| Native American | 0.059    | 0.011             | 0.109            | 0.025      | -                   | -                 |
| Boston ($\lambda = 2.2$) ERM test accuracy is 88.2%, CREDO test accuracy is 85.30% |
| Crime           | 0.52     | 0.145             | 0.181            | 1.951      | 0.996               | 0.999             |
| Nitric Oxide    | 0.165    | 0.080             | 1.265            | 0.994      | 0.957               | 0.991             |
| Num. of Rooms   | 0.994    | 0.036             | 3.786            | 2.009      | 0.993               | 1.000             |
| AutoMPG ($\lambda = 1.5$) ERM test accuracy is 88.6%, CREDO test accuracy is 87.34% |
| Displacement    | 1.144    | 0.212             | 0.566            | 1.524      | -0.945              | 0.977             |
| Horsepower      | 1.036    | 0.081             | 6.978            | 3.908      | 0.922               | 0.999             |
| Weight          | 1.780    | 0.25              | 9.453            | 5.510      | 0.986               | 0.992             |

6. Conclusion

In this work, we propose a new causal regularization method, CREDO, that can learn neural network models whose learned causal effects match prior domain knowledge as provided by a user. We show that the method can work with any differentiable prior representing complete or partial understanding of the domain. Importantly, we make the distinction between direct and total causal effects, and show how both can be considered in CREDO. We theoretically analyze our method and show why the regularizer helps align the learned causal effect with the prior. We perform extensive experiments on various datasets, with known and unknown causal graphs, to show the effectiveness of our method under different kinds of priors. CREDO shows promising performance in matching causal domain priors with no significant impact on model accuracy/training time.
Appendix A.

In this appendix, we include the following additional information.

- Proofs of propositions
- Discussion on sources of causal domain priors for using CREDO in practice
- Details on the assumptions of causal inference used and implementation details of CREDO
- More experimental results:
  - Enforcing fairness constraints
  - Comparison of CREDO with pointwise loss (PWL) [20], deep lattice networks (DLN) [47]
  - Experiments on BNLearn datasets
- Ablation studies
- Description of computation of ACE (Average Causal Effect), as in [10]
- Causal graphs/DAGs for the BNLearn datasets
- Architectures/training details of our models for all the datasets

Appendix A. Proofs of Propositions

We begin writing the proofs of our propositions by recollecting two key results from [28] which we use in our proofs—(i) When there is no backdoor path from treatment $T$ to the outcome $\hat{Y}$, interventional distribution is equal to the conditional distribution i.e., $p(\hat{Y}|do(T = t)) = p(\hat{Y}) = p(\hat{Y}|T = t)$. (ii) If there exist a set of nodes $W$ that satisfy the backdoor criteria relative to the causal effect of $T$ on $\hat{Y}$, the causal effect of $T$ on $\hat{Y}$ can be evaluated using the adjustment formula $E[\hat{Y}_t] = E[\hat{Y}|do(T = t)] = \sum_{\hat{Y}} \hat{Y}p(\hat{Y}|do(T = t)) = \sum_{w} \sum_{\hat{Y}} \hat{Y}p(\hat{Y}|T = t, W = w)p(W = w)$. Note that this is equivalent to $E[W|\hat{Y}, t, W]$ in our notation, since the inner expectation over $\hat{Y}$ vanishes due to the deterministic nature of the NN. (We use a similar notation for expectations over gradients in Propositions 2, 4 and 6.)

**Proposition 7** (ADCE Identifiability in Neural Networks) For a neural network with output $\hat{Y}$, the ACDE of a feature $T$ at $t$ on $\hat{Y}$ is identifiable and given by $ACDE_t^\hat{Y} = E[Z, W][\hat{Y}_t, Z, W] - E[Z, W][\hat{Y}|T = t, Z, W]$.

**Proof** Starting with the definition of $ACDE$ of $T$ at $t$ on $\hat{Y}$, we get

$$ACDE_t^\hat{Y} = E[Z, W, u][\hat{Y}_t, Z, W] - E[Z, W, u][\hat{Y}_r, Z, W]$$

$$= E[Z, W][\hat{Y}_t, Z, W] - E[Z, W][\hat{Y}_r, Z, W]$$

$$= E[Z, W][\hat{Y}|t, Z, W] - E[Z, W][\hat{Y}|r, Z, W]$$
Since a NN $f$ is a deterministic function of its inputs, expectation over $\mathbf{U}$ can be discarded once we condition on all features (second equality above). Further, once all parents of $\hat{Y}$ (i.e., $T, Z, W$) are intervened, there cannot be an unobserved confounder that causes both $\hat{Y}$ and $T$. Hence unconfoundedness is valid for the effect from $T$ to $\hat{Y}$. For this reason, we can replace the intervention with conditioning in the last step. ■

**Proposition 8 (ACDE Regularization in Neural Networks)** The $n^{th}$ partial derivative of ACDE of $T$ at $t$ on $\hat{Y}$ is equal to the expected value of $n^{th}$ partial derivative of $\hat{Y}$ w.r.t. $T$ at $t$, that is: \[ \frac{\partial^n \text{ACDE}_i}{\partial t^n} = \mathbb{E}_{Z, W}[\frac{\partial^n (\hat{Y}_{t, Z, W})}{\partial t^n}] \]

**Proof** Using the identifiability result from Proposition 1,

\[ \text{ACDE}_i^\hat{Y} = \mathbb{E}_{Z, W}[\hat{Y}_{t, Z, W}] - \mathbb{E}_{Z, W}[\hat{Y}_{t^*, Z, W}] \]

Now, taking the $n^{th}$ partial derivative w.r.t $t$ on both sides,

\[
\frac{\partial^n \text{ACDE}_i^\hat{Y}}{\partial t^n} = \frac{\partial^n [\mathbb{E}_{Z, W}[\hat{Y}_{t, Z, W}] - \mathbb{E}_{Z, W}[\hat{Y}_{t^*, Z, W}]]}{\partial t^n} \\
= \frac{\partial^n [\mathbb{E}_{Z, W}[\hat{Y}_{t, Z, W}]]}{\partial t^n} (\because t^* is a constant) \\
= \mathbb{E}_{Z, W}[\frac{\partial^n [\hat{Y}_{t, Z, W}]}{\partial t^n}] 
\]

**Proposition 9 (ANDE Identifiability in Neural Networks)** Given the DAG $\mathcal{G}$ corresponding to a neural network $f$, the ANDE of $T$ at $t$ on $\hat{Y}$ is identifiable and is given by $\text{ANDE}_i^\hat{Y} = \mathbb{E}_{Z^t, W}[\hat{Y}_{t, Z^t, W}] - \mathbb{E}_{Z^t, W}[\hat{Y}_{t^*, Z^t, W}]$ under the assumption that the set $W$ forms a valid adjustment set \cite{28}.

**Proof** Assuming that the set $W$ forms a valid adjustment set in the calculation of causal effect of $T$ on $\hat{Y}$, from the backdoor adjustment formula \cite{28}, we get $\mathbb{E}_{\mathcal{U}}[\hat{Y}_{t, Z^t}] = \mathbb{E}_{W, \mathcal{U}}[\hat{Y}_{t, Z^t}, W]$. However, the value $Z_t$ not only depends on the intervention $do(T = t)$ but also on $\mathcal{U}, W$ \cite{27}, and hence we can write this as: $\mathbb{E}_{\mathcal{U}}[\hat{Y}_{t, Z^t}] = \mathbb{E}_{Z^t, W, \mathcal{U}}[\hat{Y}_{t, Z^t}, W]$. Therefore,

\[
\text{ANDE}_i^\hat{Y} = \mathbb{E}_{\mathcal{U}}[\hat{Y}_{t, Z^t}] - \mathbb{E}_{\mathcal{U}}[\hat{Y}_{t^*, Z^t}] \\
= \mathbb{E}_{Z^t, W, \mathcal{U}}[\hat{Y}_{t, Z^t}, W] - \mathbb{E}_{Z^t, W, \mathcal{U}}[\hat{Y}_{t^*, Z^t}, W] \\
= \mathbb{E}_{Z^t, W}[\hat{Y}_{t, Z^t}, W] - \mathbb{E}_{Z^t, W}[\hat{Y}_{t^*, Z^t}, W] 
\]

The second equality is because of the adjustment formula as described above. Further, similar to the ACDE case, the third equality is because once we condition on all input features, $f$ is a deterministic function of its inputs and hence expectation over noise variables can be omitted. Further, $Z_{t^*}$ is identified because all parents of $Z$ are observed as per Assumption 1. ■
Proposition 10 (ANDE Regularization in Neural Networks) The $n^{th}$ partial derivative of \( \text{ANDE} \) of $T$ at $t$ on $\hat{Y}$ is equal to the expected value of $n^{th}$ partial derivative of $\hat{Y}$ w.r.t. $T$ at $t$, that is, 
\[
\frac{\partial^n \text{ANDE}_t}{\partial t^n} = E_{Z_t, W} \left[ \frac{\partial^n [\hat{Y}|t, Z_t, W]}{\partial t^n} \right].
\]

Proof Using the identifiability result from Proposition 3,
\[
\text{ANDE}_t \dot{Y} = E_{Z_t, W} [\hat{Y}|t, Z_t, W] - E_{Z_t, W} [\hat{Y}|t^*, Z_t, W]
\]
Now, taking the $n^{th}$ partial derivative w.r.t $t$ on both sides,
\[
\frac{\partial^n \text{ANDE}_t}{\partial t^n} = \frac{\partial^n \left[ E_{Z_t, W} [\hat{Y}|t, Z_t, W] - E_{Z_t, W} [\hat{Y}|t^*, Z_t, W] \right]}{\partial t^n} = \frac{\partial^n \left[ E_{Z_t, W} [\hat{Y}|t, Z_t, W] \right]}{\partial t^n} (\because t^* \text{ is a constant}) = E_{Z_t, W} \left[ \frac{\partial^n \hat{Y}|t, Z_t, W}{\partial t^n} \right]
\]

Proposition 11 (ATCE Identifiability in Neural Networks) Given the DAG $\mathcal{G}$ corresponding to a neural network $f$, the total causal effect of $T$ at $t$ on $\hat{Y}$ is identifiable and is given by 
\[
\text{ATCE}_t \dot{Y} = E_{T, W} [\hat{Y}|t, Z_t, W] - E_{Z_t, W} [\hat{Y}|t^*, Z_t, W],
\]
under the assumption that the set $W$ forms a valid adjustment set.

Proof Assuming that the set $W$ forms a valid adjustment set in the calculation of causal effect of $T$ on $\hat{Y}$, similar to the proofs above, from the backdoor adjustment formula [28], we get:
\[
\text{ATCE}_t \dot{Y} = E_{T, W} [\hat{Y}|t, Z_t, -\hat{Y}_t, Z_t] = E_{Z_t, W} [\hat{Y}|t, Z_t, W] - E_{Z_t, W} [\hat{Y}|t^*, Z_t, W]
\]
Similar to ANDE identifiability in Proposition 3, we can reason about the explicit expectation over $Z_t, Z_t$ in the second equality. Similar to the ACDE, ANDE identifiability in Propositions 1-3, once we condition on all input features, $f$ is a deterministic function of its inputs and hence expectation over noise variables can be omitted.

Note that the values of $Z_t, Z_t$ in both cases (ANDE, ATCE) are decided by the causal mechanism that generates $Z$ which are learned as separate regressors in our implementation.

Proposition 12 (ATCE Regularization in Neural Networks) The gradient of the Average Total Causal Effect (ATCE) of $T$ at $t$ on $\hat{Y}$ is equal to the expected value of the total gradient of $\hat{Y}$ w.r.t. $T$ at $t$, that is, 
\[
\frac{d\text{ATCE}_t}{dt} = E_{Z_t, W} \left[ \frac{d[Y|t, Z_t, W]}{dt} \right].
\]

Proof Let $f^i$ denote the structural equation of the underlying causal model for variable $Z^i$ (a total of $K$ such equations, which are learned separately). W.l.o.g., assuming $Z$'s are topologically ordered, we have $Z^i = f^i(T, Z^{i-1}, W)$ (we add $W$ for generality;
it is not necessary for all variables in \( W \) to cause \( Z^i \). Consequently, at \( T = t \), we have \( Z^i_t = f^i(t, Z^1_t, Z^2_t, \ldots, Z^{i-1}_t, W) \). Consider the first-order Taylor expansion of \( Z^k_{t+\Delta t} \):

\[
Z^k_{t+\Delta t} \approx Z^k_t + \Delta t \left[ \frac{d f^k}{d t} \right], \quad \text{where} \quad \frac{d f^k}{d t} = \frac{\partial f^k}{\partial t} + \sum_{j=1}^{k-1} \frac{\partial f^k}{\partial Z^j} \frac{df^j}{dt}
\]

We can prove Eqn 4 by induction over \( k \). Since we are interested in the behavior of TCE w.r.t. the interventional value, we consider the first-order Taylor expansion of \( \hat{Y}_{t+\Delta t} \):

\[
\hat{Y}_{t+\Delta t} = f(t + \Delta t, Z^1_{t+\Delta t}, \ldots, Z^K_{t+\Delta t}, W)
\]

\[
\approx f(t + \Delta t, Z^1_t + \Delta t \left[ \frac{df^1}{dt} \right], \ldots, Z^K_t + \Delta t \left[ \frac{df^K}{dt} \right], W)\]

\[
\approx \hat{Y}_t + \Delta t \left[ \frac{\partial f}{\partial t} + \sum_{j=1}^{K} \frac{\partial f}{\partial Z^j} \frac{df^j}{dt} \right]
\]

Taking \( \hat{Y}_t \) to the left, and adding-subtracting \( \hat{Y}_t \), we get the LHS of Equation 5 as \( \Delta \text{TCE}^{\hat{Y}}_t = \text{TCE}^{\hat{Y}}_{t+\Delta t} - \text{TCE}^{\hat{Y}}_t \). In the limit that the perturbation \( \Delta t \) is very small, we get rid of the error introduced by the first-order Taylor approximations. Thus we have:

\[
\lim_{\Delta t \to 0} \frac{\Delta \text{TCE}^{\hat{Y}}_t}{\Delta t} = \frac{d \text{TCE}^{\hat{Y}}_t}{dt} = \frac{\partial f}{\partial t} + \sum_{j=1}^{K} \frac{\partial f}{\partial Z^j} \frac{df^j}{dt}
\]

Finally, taking expectation on both sides completes the proof (by Leibniz integral rule).

\[
\frac{d \Delta \text{TCE}^{\hat{Y}}_t}{dt} = \mathbb{E}_{Z_t, W} \left[ \frac{d [\hat{Y}^t|t, Z_t, W]}{dt} \right]
\]

where \( \frac{d [\hat{Y}^t|t, Z_t, W]}{dt} = \frac{\partial [\hat{Y}^t|t, Z_t, W]}{\partial t} + \sum_{j=1}^{K} \frac{\partial [\hat{Y}^t|t, Z_t, W]}{\partial Z^j} \frac{df^j}{dt} \)

\[\blacksquare\]

Appendix B. Availability of Causal Domain Priors

Our work is based on priors for the causal effect of a feature provided by users. Extending our discussion on the availability of such causal domain priors in the main paper (Section 4 and Table 1), we provide below a more detailed discussion and list examples of different kinds of priors that are commonly known in fields such as algorithmic fairness, economics, health and physical sciences, and can be used in CREDO for building robust prediction models.

- **U-shaped causal effects:** There are many situations where it is known that a feature’s effect follows a U-shaped pattern, i.e. increasing the feature may increase the outcome
up to a point, after which it starts decreasing the outcome. In medicine, U-shaped curves have been found for various factors, such as cholesterol level, diastolic blood pressure [33], and the dose-response curve for drugs [9]. Another example is the relationship of mortality with age for certain diseases, where infants and elderly may experience the highest mortality (although sometimes more complex relationships are observed) [26]. All such effects can be modeled by the proposed CREDO algorithm.

- **J-shaped causal effects:** [17] studied the J-shaped relationship between exposure and outcome, such as between alcohol with coronary heart disease. Similarly, [16] observed a J-shaped relationship between mortality and Body Mass Index. CREDO allows the use of such non-linear priors while training a model and thus retain these causal relationships in the NN model.

- **Zero (direct) causal effect:** In many cases, a feature may have a spurious correlation with the outcome and an ML model should not learn such correlations. For example, skin color should not matter in a classifier based on facial images [12], race/caste should not matter in a loan approval prediction model in a bank, and so on. A special case comes up in algorithmic fairness where we may allow total effect of a sensitive feature to be non-zero, but require the direct effect to be zero [48]. For example, sensitive demographic features may affect a college admission decision mediated by the test score, but not directly. By formally distinguishing between direct and total effect regularization, our method makes it possible to regularize for such constraints.

- **General monotonicity (e.g. “diminishing returns”):** In addition to plain monotonicity as done by [20, and 47], domain experts often have additional information. The relationship may be super-linear (gradient of gradient is positive) or sub-linear. A special case of sub-linear monotonicity is the diminishing returns observation [8] in economics (e.g., increasing the number of employees has a positive effect on productivity, but the effect decreases with the number of people already added). This is a popular submodular prior for many scenarios [23] and can be enforced by our method, while prior methods on monotonicity do not provide any guarantees on specific functions.

**Appendix C. Assumption of Causal Inference**

Our work relies on the assumptions of Unconfoundedness and Positivity (Section 3 of main paper). For simplicity and clarity, we used unconfoundedness assumption directly in the main paper. We now list a set of weaker assumptions/conditions than Unconfoundedness which are enough to support all the theoretical analysis in this work. For the treatment $T$, whose effect we want to regularize, we assume that “conditioning on all other features is sufficient to block the backdoor paths from $T$ to $\hat{Y}$”. This assumption holds true whenever one of the following conditions hold in the causal graph $G$.

- Whenever $T$ does not cause any other feature with whom it shares an unobserved confounding.
- Whenever $T$ does not cause any other feature.
- Whenever $T$ does not have any unobserved confounder w.r.t. $\hat{Y}$. 
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Appendix D. Implementation Details of CREDO

D.1 Evaluating $Z_t, Z_{t'}$

The definitions of ANDE and ATCE require the values $Z_t, Z_{t'}$ to evaluate the causal effect of $T$ on $\hat{Y}$. To find $Z_t, Z_{t'}$, we need to know the structure of the causal graph. If complete causal graph is not available, we at least need to know the partial causal graph involving $Z$. Since ANDE and ATCE are regularized for the setting where we have access to causal graph, we chose BNLearn datasets for our study: SANGIOVESE, MEHRA, ASIA (Lung Cancer), and SACHS. We assume that the underlying SCM is linear with Gaussian noise — this assumption holds true for SANGIOVESE and MEHRA— and we model each structural equation of $Z_i \in Z$ as a function of its parents in the form of separate regressors. These regressors are learned independently from the model being trained and regularized using CREDO.

D.2 How is the exact functional form of the prior determined?

If the exact functional form of the prior is provided, we can use it as it is in our method. However, we often get causal domain prior as a shape rather than an exact function. When the true parameters of such a function are not known, we search over possible values they can take (within a range) and choose the ones with the highest validation-set classification accuracy (this would function like any other hyperparameter search done for neural network models). For example, if the prior shape is linear w.r.t. a feature $t$, we search for a hyperparameter value for the slope $\alpha$ such that prior function is $\alpha t + c$ and choose the value with the highest validation accuracy. Performing a simple linear search over 10-20 values of $\alpha$ (e.g., 0.1 to 2 with 0.1 increment) suffices to achieve better/equal performance compared to ERM. We observed this in most of our experiments. For non-linear priors, a similar search can be performed as long as a parametric form and a reasonable search-space can be assumed. We, in general, assume that a prior shape and a search space are provided as the domain priors in this work.

Appendix E. More Experimental Results

Along with the 5 dataset results in the main paper, we herein present additional experimental results on 8 real-world and 4 synthetic datasets covering real-world use cases of CREDO as well as ablation studies.

E.1 Enforcing Fairness Constraints

Law School Admission: In the Law School Admission dataset, the task is to predict whether a student gets admission into a law school based on a set of features. We expect a model to have no influence of protected attributes like gender, race on admission. Table 5 and Fig 4 reiterate our claims of CREDO's usefulness in forcing the ACDE of gender, race on admission to be zero without drop in model accuracy.

MEPS: In the MEPS (Medical Expenditure Panel Survey) dataset, usually the task is to predict the utilization score of an individual. Utilization can be thought of as requiring additional care for an individual, and such decisions should be made independent of the race
Table 4: Enforcing Zero Causal Effect: Plot of ACDE of sensitive attributes on outcome in Law School, MEPS datasets.

Table 5: Results on Law School, MEPS datasets

Table 6: Results on ADULT, Titanic datasets

E.2 Comparison with PWL and DLN

In order to compare CREDO with Pointwise Loss (PWL) [20] and Deep Lattice Networks (DLN) [47], which incorporate monotonicity domain priors into neural networks without causal motivation, we create two synthetic datasets and perform experiments as described below.
Table 7: Enforcing Monotonicity and Zero Causal Effect: Plot of causal effects learned by models trained on Adult dataset.

Table 8: Enforcing Monotonicity on age: Comparison of ACE plots of ERM, CREDO on Titanic dataset.

Table 9: ACDE plots of ERM, CREDO, PWL and DLN on Synthetic Tabular 1 dataset. With known prior, CREDO performs better than other methods.

**Synthetic Tabular-1:** We consider a synthetic dataset of the form $z = \log(1+2x), x \in [0, 1]$. Now, to regularize the causal effect of $x$ on $z$ in a neural network with input $x$ and output $z$, we employ CREDO, PWL, and DLN independently. We observe that CREDO matches the prior shape better when compared to PWL and DLN (Fig 9, Table 10).

**Synthetic Tabular-2:** We also consider a synthetic dataset of the form $f(x, y) = \sin(x) + e^y, x \in [0, 1]$, $y \in [0, 1]$. $f(x, y)$ is monotonically increasing w.r.t. $y$ when $x$ is kept constant; specifically the domain prior is $e^y$ when we regularize the model w.r.t. $y$. The results are shown in Fig 5 and Table 10, where we compare with PWL and DLN. While all models learn monotonic ACE of $y$ on outcome, our regularizer is closer to the true prior.

| RMSE  | Frechet Score | Corr. Coeff | Test Loss |
|-------|---------------|-------------|-----------|
| Synthetic Tabular-1 | | | |
| ERM   | 0.10          | 1.7e-3      | 0.99      | 1e-2         |
| PWL   | 0.10          | 1.7e-3      | 0.99      | 1e-2         |
| DLN   | 0.27          | 0.31        | 0.91      | 1e-3         |
| CREDO | **0.04**      | **1.6e-3**  | **1.0**   | **1e-2**     |

| Synthetic Tabular-2 | | | |
| ERM   | 0.10          | 1e - 3      | 0.98      | 2.05e – 1    |
| PWL   | 0.10          | 1e - 3      | 0.98      | 1.45e – 1    |
| DLN   | 0.25          | 0.26        | 0.90      | 2.7e – 1     |
| CREDO | **0.01**      | **1e - 3**  | **0.99**  | **1.04e – 1** |

Table 10: Comparison of ERM, CREDO, PWL, DLN on Synthetic Tabular-1, Synthetic Tabular-2 datasets.
Causal Regularization Using Domain Priors

Table 11: Causal Bayesian network that generates ASIA/Lung Cancer dataset

Table 12: Enforcing Monotonic Effects: Results on ASIA dataset

| Feature | RMSE | Frechet Score | Corr. Coeff. |
|---------|------|---------------|--------------|
| ERM     | CREDO | ERM           | CREDO        |
| Tub     | 0.387 | 0.279         | 0.729        | 0.579         | 0.874 | 0.983 |
| Lung    | 0.858 | 0.265         | 1.55         | 0.620         | -0.989 | 0.964 |

Table 13: Causal Bayesian network that generates SACHS dataset

Table 14: Enforcing Zero Causal Effects: Results on SACHS

| Feature | RMSE | Frechet Score |
|---------|------|---------------|
| ERM     | CREDO | ERM           | CREDO        |
| Jnk     | 0.030 | 0.000         | 0.038        | 0.000         |
| P38     | 0.026 | 0.000         | 0.036        | 0.000         |
| PIP2    | 0.073 | 0.000         | 0.199        | 0.000         |
| PIP3    | 0.103 | 0.001         | 0.149        | 0.001         |
| Pleg    | 0.020 | 0.000         | 0.035        | 0.000         |

E.3 Known Causal Graph: BNLearn Datasets

Asia/Lung Cancer: Since ASIA/Lung Cancer dataset is taken from the BNLearn repository, we have access to the true causal graph that generated the dataset (Fig 11). In this case, we regularize for tuberculosis (tub) and lung cancer (lung) to have monotonically increasing relationship on the outcome dyspnoea (dysp). Table 12 shows the results where the regularized model, without any change in accuracy, learns to incorporate prior knowledge.

SACHS: In the SACHS dataset (generated using underlying causal graph shown in Figure 13), without going into the semantic meanings of the features, it is evident that Jnk, PIP2, PIP3, Pleg, P38 are non-causal predictors of Akt. With CREDO, we get good accuracy while maintaining the zero causal effect of the non-causal predictors on the outcome (Table 14).

Appendix F. Ablation Studies and Analysis

We now report our results from ablation studies that study various aspects of CREDO, such as how CREDO behaves under different priors for the same problem, time complexity analysis, etc.
Enforcing Monotonicity with Different Priors Using heart disease dataset [13], we show how our method can be used when it is known that the prior shape is monotonic, but the exact slope of the monotonic prior is not known. In particular, we show that we are able to match any assumed shape of the monotonic prior in this setting. (This raises questions on how a given prior can be validated for correctness, which is an interesting direction of future work by itself.)

Fig 6 shows the results, where CREDO is able to match any of the different priors. In such scenarios, one can choose a parametrization of the prior that maximizes generalization performance, while respecting domain knowledge.

Is CREDO always useful? When the domain prior also matches the most significant correlations in a dataset, ERM can perform well by itself. We note however that this is not common especially in most real-world datasets. As an example, in the Car evaluation dataset from the UCI ML repository, the task is to predict the acceptability of a car given a set of features. Intuitively, safety levels of a car should have monotonic causal effect on its acceptability. Fig 7 and Table 15 show the results of running ERM and CREDO on this dataset. On closer analysis of the dataset (Fig 8), we observe that among all features in the dataset: Buying, Maintenance, Doors, Persons, Lug_boot, Safety, high correlation is observed between Safety and acceptability. ERM captures this and performs comparably to CREDO under such a scenario.

Time Complexity: We compared the training time of ERM and CREDO on a single NVidia GTX 1080 Ti GPU. On the Boston Housing dataset, ERM takes 36.02secs while CREDO takes 40.40secs to train for 100 epochs. On AutoMPG, ERM takes 16.39secs while
CREDO takes 17.70 secs to train for 50 epochs. CREDO trains in almost the same time as ERM with a marginal increase, while providing the benefit of causal regularization.

**Effect of Choice of $\lambda_1$, Regularization Coefficient:** To study the effect of regularization coeff $\lambda_1$, we again consider the function $f(x, y) = \sin(x) + e^y$, now with inputs $x \in [-2, -1], y \in [-2, -1]$ (Synthetic Tabular 3) (note the change in interval, this allows the domain prior to be an arbitrary shape close to $\sin(x)$ rather than monotonic). Fig 9 shows the plots of ACDE of $x$ learned by the model with and without CREDO with different co-efficients. We notice that while a specific value ($\lambda_1 = 1$) provides the best match with the GT, most other choices for $\lambda_1$ do better than ERM in matching the prior.

**Effect of Incorrect Prior:** To understand the behavior of regularization with an incorrect prior on model performance, we study the MEPS dataset and observe that while making the model match incorrect priors reduces the model accuracy expectedly as presented in Table 16. Our method may not work well when the provided priors are substantially different from the true causal relationships. This may happen in case of a mismatch between domain knowledge and creation of the causal graph, or a faulty understanding of the causal relationships. While we focused our efforts in this work with the assumption that the provided causal priors are true, studying the faulty nature of priors under/using our framework is an interesting direction of future work.

**Correct Shape and Arbitrary Slope** In this experiment, we ask CREDO the question "If one knows that the causal prior is monotonic but not the exact slope, how well CREDO matches the results with true prior?" To this end, we performed the following experiment. We create a synthetic tabular dataset (Synthetic Tabular 4) using the structural equations given below so that the true gradient of the causal effect of $X$ on $Y$ is known, which is 2.

$$W := N_{\mathbb{R}}(0, 1)$$
$$Z := -2W + N_{\mathbb{R}}(4, 1)$$
$$X := 0.5Z + N_{\mathbb{R}}(2, 1)$$
$$Y := 2X + Z + W + N_{\mathbb{R}}(0, 0.1)$$

| Method  | Prior Slope of Race | Test Acc |
|---------|--------------------|----------|
| ERM     | -                  | 86.27    |
| CREDO   | 0                  | 86.04    |
| CREDO   | -2                 | 85.00    |
| CREDO   | 2                  | 83.50    |
| CREDO   | 3                  | 83.40    |

Table 16: Effect of modulating Race prior on MEPS dataset
In the dataset generated using these equations, we use $X, Z, W$ as inputs and $Y$ as output to a neural network, and the input given to CREDO is that the slope is linearly monotonic. We provide different assumed domain priors (slope values) to CREDO, to simulate a setting where the incorrect slope value is provided as input. We make two observations: (i) As we get closer to the true slope, the CREDO classifier’s accuracy improves (Table 17). The highest accuracy is for the assumed slope=2, which is the true slope. Note that our method here has no information about the true slope. (ii) Assuming that only the linear monotonicity property of the gradient was input to CREDO, if we use this simple linear search to find the gradient hyperparameter $\alpha$, our method would return the correct assumed gradient prior=2 since that achieves the highest classification accuracy. With these results, it is evident that the closer our assumed gradient is to the true gradient, the better the accuracy is.

### Appendix G. ACE Algorithm

For all our experiments, qualitative results are obtained using ACE plots. We use the algorithm proposed in [10] for computation of ACE. For completeness, we briefly present the ACE calculation in Algorithm 2. The algorithm summarizes the method to find $E(\hat{Y}_t)$; it is easy to find ACE subsequently as $ACE_T = E(\hat{Y}_T) - E(\hat{Y}_t)$. For more details please refer to [10]. This algorithm depends on a Taylor’s series expansion of neural network output, and hence the use of first-order and second-order gradients in the method.

**Algorithm 2: ACE learned by the neural network**

- **Result:** $E(\hat{Y}_t)$ for each $t = \alpha$
- **Inputs:** $f, t, t$’s range: [low, high], number of interventions: $n$,
  - data mean : $\mu$, data covariance matrix : $\text{cov}$
- **Initialize:** $\text{cov}[t][:] := 0, \text{cov}[:][t] := 0, \alpha = \text{low}, IE := []$
- **while** $\alpha \leq \text{high}$ **do**
  - $\mu[t] = \alpha$
  - $IE.append(f(\mu) + \frac{1}{2}\text{trace(matmul(\nabla^2 f(\mu), \text{cov}))})$
  - $\alpha = \alpha + \frac{\text{high-low}}{n}$
- **end**
- return $IE$

### Appendix H. BNLearn Datasets: Causal Graphs

For the experiments in Sec 4.1 of the main paper (where we know the causal graph), we used SANGIOVESE and MEHRA dagsets from the BNLearn repository [35]. For completeness of understanding, Figs 18, 19 show the causal DAGs that generate these datasets.
Appendix I. Architectural/Training Details

We use a multi-layer perceptron with ReLU non-linearity across our experiments, each trained using ADAM optimizer with Dropout and $L_2$ weight decay. Table 20 shows the details of neural network architectures and training details of our models for various datasets. 80% of the dataset is used for training and remaining 20% for testing.

| S.No. | Dataset          | Dataset Size | Input Size, Output Size | Learning Rate | Batch Size | $\lambda_1$ (ACDE) | Number of Layers | Size of Each Layer |
|-------|------------------|--------------|-------------------------|---------------|------------|-------------------|------------------|--------------------|
| 1     | COMPAS           | 6,172        | 11.2                    | 1e-3          | 64         | 50                | 3                | 16,32,32           |
| 2     | MEPS             | 15,830       | 138.2                   | 1e-3          | 64         | 2                 | 3                | 128,256,256        |
| 3     | Law School       | 20,797       | 15.2                    | 1e-3          | 64         | 2                 | 3                | 64,32,64           |
| 4     | AutoMPG          | 398          | 7.2                     | 1e-2          | 32         | 1.5               | 4                | 16,16,16,16        |
| 5     | Boston Housing   | 506          | 13.2                    | 1e-2          | 64         | 1                 | 4                | 20,20,20,20        |
| 6     | Titanic          | 1,309        | 10.2                    | 1e-3          | 64         | 3                 | 2                | 64,128             |
| 7     | Car Evaluation   | 1,728        | 6.2                     | 1e-3          | 64         | 2                 | 3                | 64,128,128         |
| 8     | Heart Disease    | 303          | 13.2                    | 1e-2          | 64         | 1                 | 3                | 16,16,16           |
| 9     | Adult            | 48842        | 14.2                    | 1e-2          | 1024       | 0.2               | 3                | 64,64,64           |
| 10    | SANGIOVESE       | 10,000       | 29.2                    | 1e-2          | 64         | 2.3               | 3                | 16,16,16           |
| 11    | SACHS            | 10,000       | 10.3                    | 1e-3          | 64         | 10                | 2                | 16,32              |
| 12    | ASIA             | 10,000       | 7.2                     | 1e-3          | 64         | 1                 | 2                | 32,64              |
| 13    | MEHRA            | 10,000       | 152.2                   | 1e-3          | 64         | 2.2               | 3                | 32,32,32           |
| 14    | Synthetic Tabular 1 $z = \log(1 + 2^x), x \in [0, 1]$ | 1,000 | 1.1 | 1e-2 | 64 | 10 | 2 | 4.8 |
| 15    | Synthetic Tabular 2 $z = \sin x + e^y, x, y \in [0, 1]$ | 1,000 | 2.1 | 1e-2 | 64 | 0.5 | 2 | 8.16 |
| 16    | Synthetic Tabular 3 $z = \sin x + e^y, x, y \in [-2, -1]$ | 1,000 | 2.1 | 1e-3 | 64 | 20 | 2 | 8.16 |
| 17    | Synthetic Tabular 4 $W = N(0, 1)$ | 10,000 | 3.2 | 1e-2 | 64 | 1.0 | 3 | 12,12,12 |

Table 20: Architectural and training details of all datasets.
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