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ABSTRACT

As part of our KMOS AGN Survey at High-redshift (KASHz), we present spatially resolved VLT/KMOS and VLT/SINFONI spectroscopic data and ALMA 870 $\mu$m continuum imaging of eight $z = 1.4$–2.6 moderate AGN ($L_{2-10\text{keV}} = 10^{42}$–$10^{45}$ ergs s$^{-1}$). We map [OIII], H$\alpha$ and rest-frame FIR emission to search for any spatial anticorrelation between ionised outflows (traced by the [O III] line) and star formation (SF; traced by H$\alpha$ and FIR), that has previously been claimed for some high-$z$ AGN and used as evidence for negative and/or positive AGN feedback. First, we conclude that H$\alpha$ is unreliable to map SF inside our AGN host galaxies based on: (i) SF rates inferred from attenuation-corrected H$\alpha$ can lie below those inferred from FIR; (ii) the FIR continuum is more compact than the H$\alpha$ emission by a factor of $\sim$2 on average; (iii) in half of our sample, we observe significant spatial offsets between the FIR and H$\alpha$ emission, with an average offset of 1.4 ± 0.6 kpc. Secondly, for the five targets with outflows we find no evidence for a spatial anticorrelation between outflows and SF using either H$\alpha$ or FIR as a tracer. This holds for our re-analysis of a famous $z = 1.6$ X-ray AGN (‘XID 2028’) where positive and negative feedback has been previously claimed. Based on our results, any impact on SF by ionised outflows must be subtle, either occurring on scales below our resolution, or on long time-scales.

Key words: galaxies: active – galaxies: evolution – infrared: galaxies – X-rays: galaxies.

1 INTRODUCTION

Supermassive black holes (SMBH) are known to reside at the centre of massive galaxies (Kormendy & Ho 2013). When these SMBHs grow, through accretion events, they become visible as active galactic nuclei (AGN; Soltan 1982; Merloni, Rudnick & Di Matteo 2004). Current theoretical models of galaxy evolution require these AGN to inject significant energy into their host galaxies in order to replicate the basic properties of local galaxies and the intergalactic medium (IGM), such as: the black hole–spheroid relationships, the steep mass function, increased width of sSFR distributions (star formation rate normalized to stellar mass) as a function of stellar mass, galaxy sizes, AGN number densities, galaxy colour bimodality, and enrichment of the IGM by metals (e.g. Silk & Rees 1998; Di Matteo, Springel & Hernquist 2005; Alexander & Hickox 2012; Hirschmann et al. 2014; Vogelsberger et al. 2014; Crain et al. 2015; Segers et al. 2016; Beckmann et al. 2017; Harrison 2017; Choi et al. 2018; Scholtz et al. 2018). The key role of the AGN in these models is to either regulate the cooling of the interstellar medium (ISM) or intracluster medium (ICM), or to eject gas out of the galaxy through outflows. Ultimately this process, usually referred to as ‘AGN feedback’, is believed to regulate the rate at which stars can form. However, from an observational perspective, there is still no clear consensus in the literature on the role of AGN in regulating star formation in the overall galaxy population, particularly at high redshift (e.g. Harrison 2017; Cresci & Maiolino 2018).

* E-mail: honzascholtz@gmail.com
Over the past decade there have been many studies identifying and characterizing multiphase outflows (see e.g. Cicone et al. 2018; Harrison et al. 2018). Indeed, there is now significant evidence that energetic ionised, atomic, and molecular outflows are a common property of AGN (e.g. Morganti, Tadhunter & Oosterloo 2005; Veilleux, Cecil & Blund-Hawthorn 2005; Ganguly & Brotherton 2008; Alexander et al. 2010; Sturm et al. 2011; Cicone et al. 2012; Harrison et al. 2012; Mullaney et al. 2013; Cicone et al. 2014; Balmaverde & Capetti 2015; Brusa et al. 2015; Carniani et al. 2015; Woo et al. 2016; Harrison et al. 2016a; Leung et al. 2017; Brusa et al. 2018; Lansbury et al. 2018; Förster Schreiber et al. 2018; Fluetch et al. 2019; Ramos Almeida et al. 2019).

AGN-driven outflows have been identified on scales between tens of parsecs to tens of kiloparsecs (Storchi-Bergmann et al. 2010; Veilleux et al. 2013; Cresci et al. 2015b; Feruglio et al. 2015; Kakkad et al. 2016; McElroy et al. 2016; Rupke, Gültekin & Veilleux 2017; Jarvis et al. 2019). However, despite observations showing that AGN outflows are common, the impact that they have on star formation is still open to debate. Although, in many of the studies, the most powerful outflows are thought to remove gas at a rate faster than it can be formed into stars, there are still considerable uncertainties in these mass outflow rate calculations due to uncertain spatial scales and the assumptions required to convert emission line luminosities into gas masses (e.g. Husemann et al. 2016; Karouzos, Woo & Bae 2016; Villar-Martín et al. 2016; Harrison et al. 2018; Rose et al. 2018). Measurements are more accurate for the most nearby sources (e.g. Revalski et al. 2018; Venturi et al. 2018; Fluetch et al. 2019); however, these samples lack the most powerful AGN which are thought to be the most important for influencing galaxy evolution.

Another approach to determine the impact of AGN-driven outflows is to use spatially resolved observations to map both the outflows and the star formation in or around the outflows. For example, using longslit and integral-field spectroscopy star formation has been detected inside outflows in local AGN host galaxies, which may be a form of ‘positive’ feedback (Maiolino et al. 2017; Gallagher et al. 2019). On the other hand, Cresci et al. (2015b) suggest both suppressed star formation at the location of an ionised outflow (‘negative feedback’) and enhanced star formation around the edges of the outflow (‘positive feedback’) for a $z = 1.6$ X-ray identified AGN, commonly referred to as ‘XID 2028’. Similar findings were presented for three $z = 2.5$ extremely powerful (and consequently rare) quasars by Cano-Díaz et al. (2012) and Carniani et al. (2016). These latter works, studying high-redshift AGN, used high-velocity [OIII]5007 emission-line components to map the ionised outflows and Hα emission to map the spatial distribution star formation.

Hα emission (as well as ultraviolet continuum) can be used to trace regions of on-going star formation (e.g. Hao et al. 2011; Murphy et al. 2011). However, since this emission is at relatively short wavelengths it is sensitive to dust obscuration. Indeed, significant levels of the star formation in high-redshift galaxies is obscured by dust (Madau et al. 1996; Casey, Narayanan & Cooray 2014; Whitaker et al. 2014) and sometimes the UV and Hα emission can be completely hidden by dust (e.g. Hodge et al. 2016; Chen et al. 2017). In these cases the UV and optical light is absorbed by the dust and re-emitted at far-infrared (8–1000 μm; FIR) wavelengths. Consequently, the FIR emission is sensitive to on-going obscured star formation (for reviews see Kennicutt & Evans 2012; Calzetti 2013). Importantly for this work, high-redshift AGN and quasar host galaxies have been shown to host significant levels of star formation obscured by dust (e.g. Whitaker et al. 2012; Burgarella et al. 2013; Stanley et al. 2015, 2018). In this study we investigate different possible tracers of star formation, in $z = 1.4–2.6$ AGN host galaxies, by combining integral-field spectroscopy, to map the Hα emission, with high spatial-resolution observations of the rest-frame FIR from the Atacama Large Millimetre Array (ALMA).

A limitation of previous work, which investigates the impact of AGN outflows on star formation in distant galaxies, is that they are based on only a few targets and it is consequently unclear how common these effects are in the wider population of more typical high-redshift AGN. Therefore, in this work we make use of our large, representative parent sample of the ‘KMOS AGN Survey at High-z’ (KASHz: Harrison et al. 2016a, Harrison et al. in preparation). KASHz is a systematic integral field spectroscopy survey designed to spatially resolve the rest-frame optical emission lines of $\approx 250$ X-ray selected AGN, that are representative of the distant ($z = 0.6–2.6$) AGN population. KASHz has the benefit of characterizing the ionised gas properties of typical distant X-ray AGN and can be used to place into context other studies based on smaller numbers of targets, such as higher spatial-resolution (AO-assisted) integral field unit (IFU) observations (e.g. SUPER survey, see Circosta et al. 2018). By combining multiwavelength photometry from UV–submm we can characterize the star-formation rates, AGN luminosities, and stellar masses of the sample, and explore the ionised gas properties, such as the prevalence of outflows, as a function of various AGN and host galaxy properties. KASHz has already demonstrated that: (1) AGN are 5–10 times more likely to host high-velocity outflows ($\gtrsim 600$ km s$^{-1}$) than star-forming, non-active, galaxies; and (2) shown that the most luminous AGN ($L_\alpha > 6 \times 10^{43}$ erg s$^{-1}$) are $\sim 2$ times more likely to host high-velocity outflows than less luminous AGN (Harrison et al. 2016a).

Importantly, the sample still contains some relatively extreme sources, both in terms of AGN luminosity and outflow properties (e.g. ‘XID 2028’ presented in Cresci et al. 2015b); however, we can place these objects within the context of the overall, more typical, AGN population.

In this pilot study we use sensitive high-resolution ALMA observations and IFU observations of eight moderate luminosity AGN at redshift $z = 1.6–2.6$. With these data we compare and contrast the FIR continuum and Hα as possible star formation tracers in our AGN host galaxies. Combining these possible star formation tracers with the observations of AGN outflows, we then investigate the impact of these outflows on the star formation. In Section 2 we describe the sample selection and the data used in our study, in Section 3 we outline the data analyses such as spectral fitting, constructing outflow maps, and the analyses of the ALMA data, and in Section 4 we present our results and discuss them within the broader context of the impact that AGN outflows have on star formation.

In all of our analyses we adopt the cosmological parameters of $H_0 = 67.3$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_M = 0.3$, $\Omega_{\Lambda} = 0.7$ (Planck Collaboration XVI 2014) and assume a Chabrier (2003) initial mass function (IMF).

2 SAMPLE SELECTION, OBSERVATIONS, AND SOURCE PROPERTIES

The primary objectives of our study are to (i) compare the Hα and FIR continuum emission as tracers of the star-formation inside AGN host galaxies (at the peak of cosmic star-formation and black hole accretion; i.e. $z = 1–3$; Madau & Dickinson 2014; Aird et al. 2015) and to (ii) establish if AGN-driven ionised outflows have an instantaneous impact on the star formation within these galaxies. To
achieve this, we select a sample of AGN host galaxies with spatially resolved Hα and [O III] emission from integral field spectroscopy and with ancillary rest-frame FIR data from ALMA. In Section 2.1 we describe the selection of our sample, in Sections 2.2 and 2.3 we describe the spectroscopic and ALMA observations, respectively, and in Section 2.4 we describe our broad-band SED fitting and investigate how representative our targets are of the parent sample.

### 2.1 Sample selection

We selected our sample from the KASHz survey, which is an IFU survey of 250, z = 0.6–2.6 X-ray detected AGN from the fields of CDFS, COSMOS, UDS, and SSA22 (Harrison et al. 2016a). The IFU data in KASHz is predominantly from VLT/KMOS, but is also supplemented by archival VLT/SINFONI data. The survey description and the first part of the sample is described in Harrison et al. (2016a) and the full sample will be described in Harrison et al. (in preparation). Briefly, the KASHz galaxies were selected based on an X-ray detection and a known archival redshift that places the redshifted Hα and/or [O III] within one of the YJ, H, or K wavebands; 90 per cent of the used archival redshifts were spectroscopic. Some targets were observed in only a single grating, whilst other targets were observed in two gratings to obtain data on both emission lines. Relevant for this study are the 53 targets with observations in two gratings, of which 39 have detections in both [O III] and Hα.

To achieve the objectives of our study (i.e. tracing the ionised gas kinematics using the [O III] line to map ionised outflows; the distribution of Hα emission; determining the location of the dusty star formation as traced by the rest FIR emission) we select the KASHz sources with: (1) sufficient quality IFU data to reliably map both the Hα and [O III] emission lines (i.e. both detected with SNR > 10) and (2) significant detections (SNR > 4) in archival ALMA images at an observed wavelength ≈ 870 or ≈ 1100 μm (i.e. ALMA Bands 6 or 7, corresponding to rest-frame wavelengths of ≈ 260–400 μm; see Section 2.3). We further required the ALMA data to have a resolution comparable to, or better than, our IFU data (i.e. typically ≤ 0.7 arcsec; see Section 2.2). This final criterion allows us to determine the location of the FIR emission to an accuracy of ≤ 0.1 arcsec (see Section 3.3).

Seven KASHz targets met the selection criteria described above (ID 1–7; Table 1). For this study we also include ALESS 75.1 (ID 8), a z = 2.55 AGN from Chen et al. (2019), which is not part of KASHz, but it has existing IFU and ALMA data, matching the criteria described above. This object was identified as an AGN at mid-infrared wavelengths in previous work (Stanley et al. 2018), which we confirm here using new SED fitting (Section 2.4). The 12 μm AGN luminosity of 10^{46.0} erg s^{-1} implies an intrinsic X-ray luminosity of L_{\text{X}}\approx 10^{45.5} erg s^{-1} for this AGN (following Asmus et al. 2011).1

The IDs, sky positions, redshifts, X-ray IDs, and X-ray luminosities for our final sample of eight targets are presented in Table 1. In the table we also provide other names which have been commonly used in the literature for some of the targets. Indeed, our sample includes well-studied objects, including ID 5 which has multiwavelength spatially resolved observations (see a summary in Loiacono et al. 2019). In particular, ID 6 was presented in Cresci et al. (2019). Note that this object is covered by, but undetected in, the E-CDFS field with relatively shallow Chandra X-ray coverage (Xue et al. 2016). This non-detection implies that this source is a heavily obscured AGN.

---

Table 1. Basic properties of our AGN sample.

| (1) ID | (2) X-ray ID | (3) RA | (4) DEC | (5) z | (6) Type (optical) | (7) AGN (optical) | (8) [O III] luminosity | (9) Stellar mass (M_⊙) | (10) FIR luminosity (erg s⁻¹) | (11) Seeing FWHM (arcsec) | (12) Exposure time (ks) |
|-------|-------------|-------|--------|------|-------------------|------------------|-----------------------|------------------------|--------------------------|------------------------|----------------------|
| D1    | XID 481     |       |        |      |                   |                  |                       |                        |                          | 0.25                   | 0.80 ± 0.25          |
| D2    | XID 208     |       |        |      |                   |                  |                       |                        |                          | 0.20                   | 0.80 ± 0.25          |
| D3    | XID 419     |       |        |      |                   |                  |                       |                        |                          | 0.20                   | 0.80 ± 0.25          |
| D4    | XID 408     |       |        |      |                   |                  |                       |                        |                          | 0.20                   | 0.80 ± 0.25          |
| D5    | XID 507     |       |        |      |                   |                  |                       |                        |                          | 0.20                   | 0.80 ± 0.25          |
| D6    | XID 614     |       |        |      |                   |                  |                       |                        |                          | 0.20                   | 0.80 ± 0.25          |
| D7    | XID 715     |       |        |      |                   |                  |                       |                        |                          | 0.20                   | 0.80 ± 0.25          |
| D8    | XID 208     |       |        |      |                   |                  |                       |                        |                          | 0.20                   | 0.80 ± 0.25          |

Notes: (1) Object ID in this paper; (2) X-ray ID from Hsu et al. (2014), Marchesi et al. (2016), Kocevski et al. (2018); (3) other names commonly adopted in the literature; (4, 5) Optical coordinates of the objects; (6) Redshift measured from the emission lines (see Section 3.1.1); (7) AGN spectral type (see Section 3.1.1); (8) X-ray luminosity (2–10 keV) from Hsu et al. (2014), Marchesi et al. (2016), Kocevski et al. (2018); (9) [O III] luminosity due to star formation from our SED fitting (see Section 2.4). The stellar mass has a 0.3 dex systematic error. (10) Reference for details of the two reduced IFU cubes for each target (optical); (11) Optical coordinates of the objects; (12) Seeing FWHM (arcsec) for the cubes containing [O III]; (13) Exposure time (ks) for the cubes containing [O III]; (14) Exposure time (ks) for the cubes containing [O III] (15) Exposure time (ks) for the cubes containing [O III].

---

1We note that this object is covered by, but undetected in, the E-CDFS field with relatively shallow Chandra X-ray coverage (Xue et al. 2016). This non-detection implies that this source is a heavily obscured AGN.
et al. (2015b) as exhibiting both suppression and enhancement of star formation, traced by H α, by an AGN-driven outflow traced by [O III] (also see Brusa et al. 2018, for CO observations); we compare our results to the previous work on this source in Section 4.4.1.

Fig. 1 places our sources within the context of the overall KASHz sample by showing the relative distributions of X-ray luminosities and [O III] emission-line widths (W_80; width of the emission-line containing 80% of the flux; Harrison et al. 2016a). Our sample covers a similarly wide range of X-ray luminosities, from moderate to luminous AGN, but lacks objects with the most extreme [O III] line widths (W_80 > 800 km s^{-1}). However, as we demonstrate in Section 4.4, this does not mean that our targets lack outflow signatures in the [O III] emission-line profiles (Sections 3.1.3 and 4.4). We discuss our results in the context of the overall population in Section 4.4.

2.2 IFS observations

In order to map the Hα and [O III] emission of the targets in our sample, we used data from the near-infrared integral-field spectrograph VLT/KMOS (Sharples et al. 2004, 2013) and VLT/SINFONI (Eisenhauer et al. 2003; Bonnet et al. 2004). A comprehensive overview of the observations and data reduction will be presented in Harrison et al. (in preparation); however, in Table 1 we give the references to the papers that provide the details of the data and reduction steps for the individual data cubes used in this work. We note that the basic methods used for reducing all of the data were fundamentally the same, and any small differences in the adopted approach in the individual papers are accounted for in our data analysis methods and therefore do not affect our conclusions. That is, when obtaining our measurements and their related uncertainties we take into account the spectral resolution, noise, spatial resolution, and imperfect sky subtraction in each data cube (see Section 3.1). Here we provide brief details of the universal approaches taken to obtain and reduce the data.

KMOS has 24 independent IFUs, which can be centred on targets within a 7.2 arcmin field. Each IFU has a field of view (FoV) of 2.8 × 2.8 arcsec with a spatial pixel scale of 0.2 arcsec. Here we present the results of the YJ, H, and K gratings with spectral resolutions of R \approx 3600, 4050, and 4200, respectively. The local spectral resolution (around the emission-lines of interest) were calculated from sky lines and the instrumental spectral broadening was subtracted off, in quadrature, from the observed emission-line widths during the fitting procedure (Section 3.1.1). Observations were carried out using an ABA observing sequence (where A frames are on-source and B frames are on-sky), with individual exposure times of 600 s (YJ-band), 300 s (H-band) and 300 s (K-band). The total on-source exposure times depend on the individual observing programme during which the observations were taken and are listed in Table 1. The data-reduction process primarily made use of SPARK (Software Package for Astronomical Reduction with KMOS; Davies et al. 2013), implemented using ESOREX (ESO Recipe Execution Tool; Freudling et al. 2013). The SPARK recipes were used to perform dark-frame subtraction, flat-fielding, illumination correction, wavelength calibrations, and construct the stacked 3D data cubes. The individual data cubes where then aligned and stacked using the centroids from the dedicated PSF star observations to correct for any offsets. PSF measurements were obtained using observations of stars inside dedicated IFUs that were observed simultaneously to the targets and processed in the same manner as the science observations. Standard star observations were carried out in the same night as the science observations, and processed in an identical manner, in order to flux calibrate the data.

For two of the targets the IFU data were obtained using the SINFONI integral field spectrograph (ID6 and ID8). The observations presented here were all observed using the 8 × 8 arcsec field of view which is divided into 32 slices of width 0.25 arcsec with a pixel scale of 0.125 arcsec along the slices. SINFONI has a comparable spectral resolution to KMOS, ranging from \approx 2000 to 4000; again, the spectral resolution was taken into account during the analyses. Our analyses of the J-band data for ID6 were first presented in Harrison et al. (2016a) (also see Cresci et al. 2015b) and the HK-band data for ID8 were presented in Chen et al. (2019). Here we present, for the first time, H-band data of ID6 which was taken under ESO Programme ID 094.B-0286(A), with 5.4 ks of on-source exposure time. For a more direct comparison to the analyses presented in Cresci et al. (2015b) for this source (see Section 4.4) we also re-reduced the archival HK-band data for ID6 that was first presented in that publication.

Following Harrison et al. (2016a) and Chen et al. (2019), all SINFONI data reduction was carried out using the standard procedures within ESOREX. Centroids of individual exposures were found by creating white-light images from the datacubes and then individual datacubes were stacked using these centroids. Solutions for flux calibration were derived using the IRAF routines STANDARD, SENSFUNC, and CALIBRATE on the standard stars, which were observed on the same night as the science observations. These standard star observations were also used to estimate the PSF of the observations. Whilst this is not as reliable as the simultaneous...
PSF measurements we made for KMOS (see above), we note that we used the broad-line region Hα for the final constraint of the PSF for ID 6 (see Section 3.1.4). Although ID 8 is type-2 source observed with SINFONI, it is very clearly extended in Hα emission (Section 4.3). The final pixel scale of the reduced SINFONI cubes is 0.125 arcsec pixel$^{-1}$. Overall the PSF of the IFU observations range from 0.6 to 1.0 arcsec and are tabulated in Table 1.

The latest versions of the SINFONI and KMOS pipelines were used to reduce the data at the time of the various references provided in Table 1. We verified that the measured continuum flux is calibrated correctly, by measuring continuum flux of the PSF stars against the catalogue values, which were well-matched to their true magnitudes.

### 2.3 ALMA observations and imaging

To map the rest-frame FIR emission for our AGN host galaxies, we make use of observations from ALMA. We queried the ALMA archive for all observations of our targets performed with Band 6 or 7 and at a resolution of ≤ 0.7 arcsec (see Section 2.1). Here we describe the observations used in this work and how we produced the images.

#### 2.3.1 ALMA observations and data reduction

The ALMA observations used in our work come from our own Cycle 1&2 programmes (ID 3, 4 Mullaney et al. 2015; Scholtz et al. 2018; Stanley et al. 2018), the AS2UDS survey (ID 1 Stach et al. 2019), follow-up observations of the ALESS survey (ID 8 Hodge et al. 2013; Simpson et al. 2015; Chen et al. 2019) and other observational campaigns: (ID 2 Jin et al. 2018; Santini et al. 2019), (ID 5 Talia et al. 2018), (ID 6 Brusa et al. 2018), and (ID 7 Barro et al. 2017). Due to the archival nature of this study, the on-source exposure times are wide ranging (between 40 and 14 000 s; where the longest observations were designed to detect CO emission lines). The individual programme IDs and central wavelengths of the observations are provided in Table 2.

We reduced the data by creating the calibrated measurement sets using the standard ALMA pipeline provided in the archive and the corresponding version of Common Astronomy Software Application (CASA) used during the generation of these scripts. Before creating images, we performed manual checks in CASA on the calibrated measurement sets to verify that all calibrations (such as phase calibrations) and flagging of bad antenna pairs had worked correctly during the reduction process.

#### 2.3.2 Imaging the ALMA data

The calibrated ALMA measuring sets were imaged using shorter baselines. The uv-visibility in the measuring set were Fourier transformed to create dirty images and these dirty images were subsequently cleaned using a similar technique to that described by Hodge et al. (2013), using the tclean command in CASA. We measured the RMS in off-source regions of the dirty maps and then cleaned the maps to 3σ depth around the sources from the IFU data or any bright sources identified in the FOV. We verified that the spectral windows used to create the continuum images did not contain any visible emission lines (%C II), CO, etc).

We created two sets of clean images using natural weighting whenever possible and a summary of the resulting resolution and RMS noise of all of the maps is provided in Table 2. The first set of images was created to, as closely as possible, match the resolution of the IFU data containing the Hα emission line (see Table 1). This was done by applying a Gaussian taper of an appropriate width to match the size of the resulting ALMA synthesized beam to the width of the PSF during the Hα IFU observations (i.e. ≈0.6–1.0 arcsec; see Table 2). The ALMA maps created in this process are labelled as ‘IFU matched ALMA maps’ (IFM). If the object was observed by ALMA at a resolution higher than the resolution of IFU data, we also created ALMA maps without any tapering called ‘High Resolution ALMA maps’ (HR), which have a final resolution of 0.15–0.35 arcsec (see Table 2). We used these two sets of maps to assess the impact of differing spatial resolutions upon our measurements of the location of the peak emission (see Section 3.3).

The final IFU matched ALMA maps have an RMS between 0.02 and 0.69 mJy and a median RMS of 0.24 mJy. The quoted signal-to-noise measurements in Table 2 are derived from these maps by dividing the peak flux density by the RMS of the map. The final high

---

**Table 2.** Table summarizing the ALMA observations. The (IFM) and (HR) indicate IFU matched and high resolution maps (see Section 2.3.2).

| ID     | Prog     | $\lambda$/Band µm/- | Beam (IFM) arcsec | RMS (IFM) (mJy) | Beam (HR) arcsec | RMS (HR) (mJy) | ALMA SNR | Flux density (mJy) |
|--------|----------|---------------------|-------------------|-----------------|-----------------|----------------|----------|-------------------|
| ID1    | 2015.1.01528.S | 870/7              | 0.83 ± 0.75     | 0.685           | 0.21 ± 0.20     | 0.367          | 10.0     | 3.09 ± 0.41       |
| ID2    | 2015.1.01074.S | 870/7              | 0.61 ± 0.50     | 0.344           | 0.19 ± 0.16     | 0.268          | 4.3      | 0.74 ± 0.21       |
| ID3    | 2013.1.00884.S | 870/7              | 0.76 ± 0.62     | 0.244           | 0.28 ± 0.23     | 0.143          | 4.5      | 0.37 ± 0.11       |
| ID4    | 2012.1.00869.S | 870/7              | 0.68 ± 0.47     | 0.224           | 0.28 ± 0.24     | 0.215          | 23.3     | 1.87 ± 0.19       |
| ID5    | 2015.1.01379.S | 1100/6             | 0.66 ± 0.56     | 0.031           | –               | –             | 8.1      | 0.68 ± 0.05       |
| ID6    | 2015.1.00299.S | 1100/6             | 0.63 ± 0.53     | 0.018           | –               | –             | 12.2     | 0.14 ± 0.02       |
| ID7    | 2015.1.00907.S | 870/7              | 0.68 ± 0.51     | 0.190           | 0.16 ± 0.16     | 0.114          | 12.1     | 1.26 ± 0.05       |
| ID8    | 2016.1.00735.S | 870/7              | 0.57 ± 0.54     | 0.323           | 0.17 ± 0.12     | 0.110          | 20.1     | 2.61 ± 0.21       |

Note. (1) Object ID in this paper; (2) ALMA programme ID; (3) Central wavelength and ALMA Band of the observations; (4) Synthesized beam size of the IFU matched resolution maps; (5) RMS of the IFU matched resolution maps (1σ map depth); (6) Beam size of the high resolution maps; (7) RMS of the high resolution map (1σ map depth); (8) Signal-to-noise of the peak continuum measured from the IFU matched maps; (9) Flux density of the continuum measured in the uv plane (see Section 3.2).
resolution ALMA maps have the RMS between 0.10 and 0.37 mJy (median value of 0.11 mJy). By selection (see Section 2.1), we detected all of our sources in the IFU-matched ALMA maps with a SNR > 4 (see Table 2). Six of the eight targets have SNR > 8, and are the most reliable for measuring the sizes of the rest-frame FIR emission (Section 3.2).

2.4 SED fitting and sample properties

We compiled multiwavelength photometry from UV to FIR wavelengths and performed SED (spectral energy distribution) template fitting to measure the SFRs, stellar masses, and the dust attenuation of our targets.

All three extragalactic survey fields that contain our sources (CDFS, COSMOS, and UDS) are covered by Herschel and Spitzer imaging in the infrared waveband. We make use of public catalogues from the PEP and HERMES Herschel surveys for FIR fluxes over 100–500 μm (Lutz et al. 2011; Oliver et al. 2012), and catalogues from the FIDEL and SCOSMOS Spitzer programmes for MIPS 24 μm fluxes (available from NASA IPAC). The UV, optical, and NIR photometry are taken from public versions of the multiwavelength catalogues available from the CANDELS, MUSYC (CDF-S), COSMOS, and UKIDSS/UDS survey consortia (Cardamone et al. 2010; Guo et al. 2013; Laigle et al. 2016, and O. Almaini, private communication). Details of each data set and the processing of the public photometry will be described in Rosario et al. (in preparation). We additionally used the band 6/7 continuum fluxes from the ALMA data in the SED fitting. We describe the measurement of these fluxes in Section 3.2.

The multiwavelength SEDs of the targets were modelled using the Bayesian SED code FortesFit (Rosario 2019). Four SED components were used in the modelling:

(i) a stellar component of fixed solar metallicity from the Bruzual & Charlot (2003) library, with a star-formation history modelled as a delayed exponential with a range of ages (0.001–1 Gyr) and exponential time-scales (0.01–2 Gyr). A variable screen extinction following a Milky Way law (B–V relationship (0–4) from Dale et al. (2014).

(ii) an AGN accretion disc with a range of spectral slopes (−1.1 to 0.75) as prescribed by the models of Slone & Netzer (2012) with a variable extinction following a Milky Way law (B–V parameter template sequence (0–4) from Dale et al. (2014).

(iii) an AGN dust emission component with a range of shapes as prescribed by the empirical templates from Mullaney et al. (2011) (short wavelength slope: −3 to 0.8, long wavelength slope: −1 to 0.5, turnover wavelength: 20 to 60 micron).

(iv) dust emission heated by star-formation following the one-parameter template sequence (0–4) from Dale et al. (2014).

Probabilistic priors were used to constrain the luminosity of the accretion disc and AGN dust emission components based on the X-ray luminosity. FortesFit generates full marginalized posterior distributions of stellar mass (M(ID2)), FIR luminosity from star formation (LIR,SF; over 8–1000 μm) and stellar dust attenuation (AV), as well as other parameters that are not used in this work. We present the individual SEDs and the resulting fits in the Supplementary Material. The LIR, SF and M values are provided in Table 1, along with their uncertainties. From the FIR luminosities, we estimate star formation rates (SFR(FIR)) using the calibration from Kennicutt & Evans (2012), and these are discussed in Section 4.2. The dust attenuation, and the impact that this has on the observed Hα fluxes from the IFU data, is discussed in Section 3.1.2.

Six objects in our sample are detected in the radio at 1.4 GHz (Simpson et al. 2006; Schinnerer et al. 2010; Miller et al. 2013). The corresponding rest-frame 1.4 GHz radio luminosities for all but one of the sample are L1.4GHz ≥ 2 × 1024 W Hz−1 (assuming a spectral index of α = −0.7; defined as m = vα). This is consistent with these seven targets being ‘radio-quiet’, and following Kennicutt & Evans (2012), their radio luminosities imply reasonable star formation rates of a few hundred ~1500 M⊙ yr−1, although we cannot rule out low-level radio jets (e.g. Jarvis et al. 2019). The one exception is ID2 which has a luminosity of L1.4GHz = 4 × 1023 W Hz−1 which we discuss further below.

For this work we require that the 870–1100 μm emission is uncontaminated by processes other than star formation (e.g. synchrotron emission from radio jets). For the radio-quiet sources, this is supported by the fact that the sub-mm fluxes (Table 2) would imply unrealistic (highly inverted) spectral indices of α > 0.4 if they arose from synchrotron emission. Additionally, for ID6 the 870 μm/1.1 mm flux ratio is fully consistent with star-formation heated dust; see Appendix of Brusa et al. (2018). In the case of ID2, which has a higher radio luminosity, we also consider the 2.3 and 5.5 GHz data from Zinn et al. (2012) and Huynh et al. (2012), which together imply a spectral index of ~0.3. Extrapolating this radio slope to ALMA band 7 suggests the ALMA emission could have a roughly equal contribution from star formation and synchrotron emission; however, we note that some contamination to the ALMA flux for this single source does not influence our main conclusions in this work. Based on these assessments and our SED results where we decomposed AGN and star formation components, we argue that the ALMA 870 and 1100 μm emission provides a good tracer of the dust–dust obscured star formation in these sources.

In Fig. 2 we show the SFR versus stellar mass plane for the parent KASHz sample and highlight the targets used in this work. We also
show the star-forming galaxy main sequence, at two representative redshifts, as turquoise and orange dashed lines (Schreiber et al. 2015). We find that our target galaxies have SFRs which are either on, or above, the main-sequence of star-forming galaxies. The distribution to relatively high SFRs for the targets in our sample, compared to the parent sample, is due to our requirement for a strong detection in both H\(\alpha\) and rest-frame FIR (Section 2.1). We discuss the implications for this on our results in Section 4.4.

3 ANALYSES
To achieve the goals of our study, we perform the following analyses: (1) compare galaxy-wide star-formation measurements inferred from the rest-frame FIR with those inferred from H\(\alpha\); (2) map the star formation within the galaxies as inferred from maps of both H\(\alpha\) emission and rest-frame FIR emission; and (3) compare the location of AGN-driven ionised outflows with the distribution of star formation. In this section we describe how we achieved this by extracting galaxy-wide (unresolved) and spatially resolved emission-line measurements from the IFU data (Section 3.1), analysing the maps of the rest-frame FIR emission that were created using the ALMA data (Section 3.2) and by measuring the offsets between the FIR and H\(\alpha\) emission (Section 3.3).

3.1 Emission-line properties
Each of our targets have two sets of IFU observations (see Section 2.2), one covering the [O III] emission line (also H\(\beta\) in some cases) and one covering the H\(\alpha\) emission and [N II]6548,6583 emission lines. The emission-line profiles for each of our targets are shown in Fig. 3. Here we describe how we used the IFU data to: (1) extract galaxy-integrated spectra from each data cube to obtain global properties (Section 3.1.1); (2) obtain constraints on the star-formation rates using H\(\alpha\) emission (Section 3.1.2); (3) map the distribution of the H\(\alpha\) emission and [O III] outflows (Section 3.1.3) and; (4) measure the sizes of the H\(\alpha\) emission (Section 3.1.4).

3.1.1 Extracting spectra and emission-line fitting procedure
We extracted galaxy-integrated spectra with the primary goals of identifying [O III] emission-line outflows (e.g. following Mullaney et al. 2013) and calculating total narrow H\(\alpha\) fluxes (to infer star-formation rates). To do this, we first found the peak of the continuum emission in the data cube by creating median wavelength collapsed images of our targets, excluding any spectral channels contaminated by sky-lines or the emission lines. We then fitted a single 2D Gaussian model to the wavelength collapsed continuum image to find the peak of the continuum emission. The 2D Gaussian is a sufficient model of the continuum since our seeing-limited continuum images are dominated by the point source from the central AGN (for the Type 1 AGN) or the stellar light from the galaxy which is the strongest towards the nucleus (for the Type 2 AGN).

From each data cube we extracted spectra from two different circular apertures centred on the continuum peak: (i) a nuclear aperture within 5 kpc diameter (i.e. approximately within one PSF\(^4\)) to characterize the emission-line profile shapes and to search for outflows (see Fig. 3) and (ii) a ‘maximum’ aperture to obtain total fluxes with a diameter of 1.2–2.4 arcsec; see Table 4, for which the sizes were determined by extracting spectra from increasingly large apertures until maximum emission-line fluxes were obtained (see column 5 in Fig. 5). In Table 3 we provide the key measured parameters from the former spectra (i.e. the emission-line flux ratios and velocity widths). The total H\(\alpha\) luminosities, extracted from the latter spectra, are provided in Table 4. We present all of the fitting results of the 5 kpc aperture in Table 1 of the Supplementary data.

To model the H\(\beta\), [O III]4959, 5007 Å, H\(\alpha\), and [N II]6548, 6583 Å emission-line profiles, each line was fitted with one or two Gaussian components, with the centroids, FWHM, and fluxes (normalization) as free parameters. In each case the continuum was well characterized by fitting a straight line with a normalization and slope as a free parameter.\(^5\)

Best-fitting solutions, and the uncertainties, for the free parameters were obtained using the Python lmfit least-square library. The noise of the spectra was estimated as the RMS of the emission-line free region in the spectrum. During the fitting procedures we masked wavelengths which were effected by strong sky-line residuals. To construct the skyline residual masks we extracted a sky spectrum by summing all of the object-free (sky only) spatial pixels in the cube and identifying the strongest skyline residuals by picking any spectral pixels outside 1\(\sigma\). Visual inspection showed this method to be effective (see grey regions in Fig. 3). We estimated the errors using the Monte Carlo approach. With this method we added random noise (with the same RMS as the noise in the spectra) to the best fit solution from the initial fit and then we redid the fit. We repeated this 500 times to build a distribution of all free parameters. The final values and errors on the parameters (median and standard deviation of the distribution) are consistent with the errors estimated by the lmfit.

For the [O III]4959,5007 Å emission-line doublet we simultaneously fit [O III]4959 Å and [O III]5007 Å, using the respective rest-frame wavelengths of 4960.3 and 5008.24 Å. We tied the line widths and central velocities of the two lines and fixed the [O III]5007/[O III]4959 flux ratio to be 2.99 (Dimitrijević et al. 2007). We initially fit a single Gaussian component per emission line, then, we refit with a second Gaussian component. We use the BIC\(^6\) to choose whether the fit needs a second broad component (using \(\Delta\text{BIC}>2\) as boundary for choosing a more complex model); for verification we also performed a visual inspection of the residual spectra after subtracting the narrow component. A ‘broad’ [O III] component was required to fit nuclear spectra for five of the targets (see Fig. 3), which are consequently the targets with the strongest evidence for ionised outflows (e.g. Mullaney et al. 2013; see Section 4.4).

The H\(\beta\) emission line is covered by the datacubes that also contain the [O III] emission line. However, in two of the eight targets the H\(\beta\) emission falls within very strong atmospheric telluric features and we cannot obtain any meaningful constraints (see Fig. 3). Overall, we detected H\(\beta\) at >3\(\sigma\) in the nuclear spectra of five targets. Due to the limited signal-to-noise ratio of the H\(\beta\) detections, we fitted the H\(\beta\) emission line using only a single Gaussian component and were not able to disentangle the

\(^4\)The PSF for the ID 1 is larger than 5 kpc (9 kpc). However, for consistency we used the same aperture for this object as for the others.

\(^5\)We note that we see no significant Fe complexes in our spectra. This is likely due to the lack of very luminous Type 1 sources in our sample.

\(^6\)The Bayesian Information Criterion (Schwarz 1978), which uses \(\Delta\chi^2\) but also takes into the account the number of free parameters, by penalizing the fit for more free parameters. BIC is defined as \(\text{BIC} = \Delta\chi^2 + k\log(N)\), where \(N\) is the number of data points and \(k\) is the number of free parameters.
Figure 3. Rest-frame UV or optical images (left-hand panel), and [O III] (centre panel) and Hα (right-hand panel) emission-line profiles extracted from the inner 5 kpc nuclear spectra for the eight objects in our sample. As labelled, the images are from HST WFC3 H-band or I-band, when available, or UKIRT K-band images. North is up and East is left. The red dashed and cyan solid contours show the narrow Hα and narrow [O III] flux maps, respectively, with levels of 90, 68, 32, and 10 per cent of the peak flux in the map. For the emission-line profiles the light blue curves show the data and the grey curves show the masked sky-line residuals. For the [OIII] spectra the green dotted, dark blue dashed, and red dashed curves show the narrow line, outflow components, and total fits, respectively. The red and blue shaded regions indicate the wavelength slices of the non-outflowing and outflowing ionised gas, respectively, as defined in Section 3.1.3. Overlaid on the Hα profiles the yellow dotted, magenta dashed, dark green dashed dotted, light green dashed dotted, blue dashed, and red dashed curves show the narrow Hα, BLR Hα, [N II] doublet (6583 and 6548 Å), an outflow in Hα and [N II] doublet, and the total fit, respectively.
Table 3. Table of the key emission-line properties for our sample. The spectra have been extracted from the inner 5 kpc (nuclear) region (see Section 3.1).

| ID  | [O III] Narrow FWHM (km s\(^{-1}\)) | [O III] broad FWHM (km s\(^{-1}\)) | H\(\alpha\) Narrow FWHM (km s\(^{-1}\)) | H\(\alpha\) BLR FWHM (km s\(^{-1}\)) | log\(_{10}\)(H\(\alpha\)/H\(\beta\)) ratio | log\(_{10}\)([N II]/H\(\alpha\)) ratio | log\(_{10}\)([O III]/H\(\beta\)) ratio |
|-----|---------------------------------|---------------------------------|---------------------------------|---------------------------------|-------------------------------|-------------------------------|-------------------------------|
| ID1 | 339 ± 50                        | 614 ± 70                        | 478 ± 72                        | 5947 ± 70                       | 1.16 ± 0.1*                   | 0.20 ± 0.1                     | 1.47 ± 0.1                     |
| ID2 | 226 ± 60                        | 792 ± 90                        | 363 ± 48                        | 4622 ± 80                       | 0.53 ± 0.1                    | 0.06 ± 0.1                     | 0.88 ± 0.1                     |
| ID3 | 329 ± 70                        | 747 ± 70                        | 483 ± 63                        | 2291 ± 90                       | 0.79 ± 0.1                    | 0.04 ± 0.1                     | 0.97 ± 0.1                     |
| ID4 | 316 ± 50                        | 951 ± 90                        | 399 ± 48                        | 897 ± 70*                       | 0.94 ± 0.1*                   | 0.16 ± 0.1                     | 1.06 ± 0.1                     |
| ID5 | 383 ± 50                        | 647 ± 60                        | 640 ± 138                       | 5945 ± 90                       | >0.91                         | 0.20 ± 0.1                     | >1.15                         |
| ID7 | 724 ± 100                       | –                              | 468 ± 80                        | –                               | 0.94 ± 0.1                    | -0.64 ± 0.1                    | 1.02 ± 0.1                     |
| ID8 | 374 ± 60                        | –                              | 529 ± 80                        | –                               | 0.94 ± 0.1                    | -0.64 ± 0.1                    | 1.02 ± 0.1                     |

Note. (1) Object ID in this paper; (2) FWHM of narrow [O III]; (3) FWHM of broad [O III]; (4) velocity offset between the narrow and broad components of the [O III]; (5) FWHM of narrow H\(\alpha\); (6) FWHM of BLR H\(\alpha\); (7) log\(_{10}\) flux ratio of narrow H\(\alpha\) and H\(\beta\) used for the Balmer decrement; (8) log\(_{10}\) flux ratio of narrow [N II] and H\(\alpha\); (9) log\(_{10}\) flux ratio of total [O III] and narrow H\(\beta\).

Table 4. Star formation properties and size measurements of our sample.

| ID  | SFR(FIR) (M\(_{\odot}\) yr\(^{-1}\)) | Av\(_{H\alpha}\) (mag) | log\(_{10}\)(H\(\alpha\) uncor) | SFR([N II] cor) | H\(\alpha\) \(t_e\) (kpc) | SNR | FIR \(r_e\) (COG) | FIR \(r_e\) (uv) | H\(\alpha\) - FIR offset (kpc) | Total H\(\alpha\) aperture (arcmin) |
|-----|---------------------------------|----------------------|-------------------------|----------------|------------------|----|----------------|----------------|-----------------------------|-------------------------------|
| ID1 | 459 ± 107 \(^{+177}_{-139}\)    | >5.72                | 42.1 ± 0.1              | 7.8 \(^{+4}_{-4}\)       | 14.7 \(^{+4}_{-4}\)      | 3.3 | 10.0          | 0.9 ± 0.1        | 1.3 ± 0.5                    | 1.2                           |
| ID2 | 107 ± 35 \(^{+111}_{-55}\)     | 42.5 ± 0.1           | 15.6 ± 0.8              | 2.7 ± 0.8                | 8.3 ± 0.1                | 0.8 | 1.9 ± 0.8      | <2.4                        | <2.9                        | (P)                           |
| ID3 | 174 ± 80 \(^{+10}_{-10}\)      | 42.2 ± 0.1           | 9.0 \(^{+10}_{-10}\)    | 14.7 \(^{+10}_{-10}\)    | 2.2 ± 0.3                | 0.8 | 1.9 ± 0.8      | <2.4                        | <2.9                        | (P)                           |
| ID4 | 409 ± 526 \(^{+32}_{-25}\)     | 42.5 ± 0.1           | 11.1 \(^{+32}_{-25}\)   | <3.0                      | 23.3 ± 0.8               | 0.8 | 1.9 ± 0.8      | 0.8 ± 0.6                    | 1.4                           |
| ID5 | 336 ± 249 \(^{+75}_{-53}\)     | 43.0 ± 0.1           | 51.5 ± 25               | 379 \(^{+25}_{-25}\)     | 3.8 ± 0.8                | 0.8 | 1.9 ± 0.8      | 2.9 ± 0.3                    | 1.1 ± 0.7                    | 2.4                           |
| ID6 | 145 ± 190 \(^{+14}_{-14}\)     | >3.93                | 43.0 ± 0.1              | 58.29                     | 2.9 ± 0.8                | 0.8 | 1.9 ± 0.8      | 2.7 ± 0.5                    | 1.9 ± 0.4                    | 2.0                           |
| ID7 | 369 ± 363 \(^{+192}_{-192}\)   | >3.63                | 42.5 ± 0.1              | 16.7 \(^{+192}_{-192}\)  | 1.8 ± 0.8                | 0.8 | 1.9 ± 0.8      | 0.7 ± 0.2                    | 2.8 ± 0.8                    | 1.2                           |
| ID8 | 806 ± 848 \(^{+420}_{-420}\)   | 3.89                 | 43.2 ± 0.1              | 83.8 \(^{+420}_{-420}\)   | 4.4 ± 0.8                | 0.8 | 1.9 ± 0.8      | 1.5 ± 0.8                    | 1.5 ± 0.8                    | 2.0                           |

Notes. (1) Object ID in this paper; (2) SFR derived from FIR luminosities; (3) Dust extinction in the V-band of the nebular lines (derived from narrow Balmer decrement, see Section 3.1.2); ID 2 & 4 do not have reliable upper limits on the H\(\beta\) measurements for three targets (ID 3, ID 5, and ID 8); (5) SFR derived from the observed H\(\alpha\) luminosity; (6) SFR derived from the dust corrected H\(\alpha\) luminosity; (7) Half-light radii of the H\(\alpha\) emission (see Section 3.1.4); (8) SNR of the FIR continuum; (9) The half-light radii of the FIR continuum derived using the curves of growth method (see Section 3.1.4); (10) The half-light radii of the FIR continuum derived in the uv-plane (see Section 3.2). The (P) indicates if the FIR emission is unresolved; (11) Projected physical offset between the H\(\alpha\) and FIR emission regions; (12) Diameter of the aperture to obtain the total H\(\alpha\) flux.

We note that we do not see the H\(\beta\) and [O III] kinematics as we often see that the H\(\alpha\) line (which will follow the same kinematic structure as H\(\beta\)) does not follow the kinematics of the [O III] line (see Section 4.1).

The central velocity and line width for all three emission-line profiles of [N II]6548 Å, H\(\alpha\), [N II]6583 Å were tied, with rest-frame wavelengths of 6549.86, 6564.61, and 6585.27 Å, respectively. This approach, which assumes that the H\(\alpha\) and [N II] emission comes from the same gas, is commonly used in high-redshift observations to limit the number of free parameters ( Förster Schreiber et al. 2009; Genzel et al. 2014; Harrison et al. 2016a; Förster Schreiber et al. 2018). During the fitting the H\(\alpha\) and [N II]6583 Å fluxes were free to vary but the [N II]6548 Å/[N II]6583 Å flux ratio was fixed to 3.06 (based on the atomic transition probability; Osterbrock & Ferland 2006). For the Type 1 sources an additional broad H\(\alpha\) component was included with a free central velocity, line width and flux, associated with the BLR emission. We attempted to also characterize the outflow visible in [O III] emission line in H\(\alpha\) and [N II]. For this case we fitted an additional Gaussian component to the H\(\alpha\) and [N II] doublet (with parameters coupled as above) to characterize the outflowing component. However, except for the ID 5, we did not detect any outflow component in these emission lines. In the unique case of the Type 2 source ID 5, an additional broad component can be identified in both the H\(\alpha\) and [N II] emission-line doublet (also see Genzel et al. 2014, who
3.1.2 Dust-corrections to Hα emission and the derived star-formation rates

In Section 4.2 we compare the star-formation rates inferred from the measured Hα luminosity (excluding the BLR; SFR(Hα)) with those inferred from the FIR (SFR(FIR)). To estimate SFR(Hα) we converted from the measured $L_{\text{H}\alpha}$ by using the calibration from Kennicutt & Evans (2012). However, it is important to also consider the dust-correction to the Hα luminosities. The preferred approach to constrain this is to measure the nebular dust attenuation ($A_{\nu,\text{HII}}$) using the Balmer decrement (the Hα/Hβ flux ratio; Reddy et al. 2015). For three objects (ID 3, ID 5, & ID 8), for which we have reliable narrow Hβ detections in the nuclear spectra (see Section 3.1.1), we can measure the $A_{\nu,\text{HII}}$ directly. We assume the Calzetti et al. (2000) extinction curve and an intrinsic Hα/Hβ ratio of 2.86, and consequently correct the total Hα luminosities for dust attenuation. These correction factors are 1.5–18 (see Table 4). Unfortunately, we are unable to reliably correct for dust-obscuration for the other five sources. Although we can obtain some handle on the obscuration of stellar light from the SED fitting ($A_{\nu,\text{stellar}}$; Section 2.4) we choose not to use these to correct the Hα luminosities because: (1) they are poorly constrained due to the challenges with fitting the uv–optical SEDs of AGN host galaxies (e.g. Alexander & Hickox 2012; Hickox & Alexander 2018); and (2) the stellar light and emission lines are often found to be obscured by different amounts, requiring a further uncertain correction factor to obtain $A_{\nu,\text{HII}}$ (Wild et al. 2011; Kashino et al. 2013; Price et al. 2014; Reddy et al. 2015; Puglisi et al. 2016). In Sections 4.2 and 4.3 we discuss the various challenges in using Hα has a star formation tracer in AGN host galaxies, considering both the dust correction and the contribution of the AGN itself (in addition to the star formation) to illuminating the gas.

3.1.3 Emission-line maps

To map the Hα and [O III] emission in our AGN host galaxies, we performed spaxel-by-spaxel fitting of the emission lines. We binned the spectra by averaging the nearby spaxels within radius of 0.2 arcsec. This significantly increases the SNR of the spaxels’ spectra, while maintaining the seeing limited spatial resolution of ~0.6–1.0 arcsec. We fitted the [O III] and Hα emission lines in the binned spatial spaxels using the same overall procedure as described in Section 3.1.1. The final maps were re-binned to 0.1 arcsec.

For the spaxel-by-spaxel fitting of the Hα emission line we have taken into account the emission coming from the BLR in Type 1 AGN that will contaminate multiple pixels (due to the PSF spreading out the emission). For these targets, we fixed the central velocity and line-width of the BLR component to be the same as that obtained from the nuclear spectrum (Fig. 3), leaving only the flux of the BLR as a free parameter. The resulting flux map of the BLR also serves as a measurement of the PSF inside these data cubes, as it is intrinsically a point source. We found reasonable agreement between the spatial profile of the BLR and the PSF stars (see Section 3.1.4; see column 4 in Fig. 5), with a median ratio of the resulting sizes of 1.1 ± 0.2 (see Section 3.1.4). In each case, we fit the same models as in Section 3.1.1 to Hα spaxel spectra (i.e. continuum model, narrow Hα, and [N II] doublet). In case of ID5 we also fitted a model for the outflow visible in the Hα and [N II] doublet in the nuclear spectrum. The maps of the narrow Hα emission component (i.e. after the broad-line region and continuum emission have been subtracted) are shown in Fig. 5, fourth column and Fig. 6.

In case of the [O III] we were only able to fit a single component to the spaxel-by-spaxel spectra due to the low signal-to-noise ratios. This was even true for the five targets where we identified a second ‘outflow’ component in the nuclear spectra (see Fig. 3). Therefore, we employed a different method to map the outflow for these five targets by creating a narrow-band image in the spectral region of the outflow. We first subtracted the continuum from the [O III] cubes by fitting a continuum model only to the emission-line free spectral regions. To define the velocity band to create this outflow narrow-band image, we first considered the underlying [OIII] velocity map (excluding the BLR; SFR(Hα)). In each case, we fit the same models as in Section 3.1.1 to Hα spaxel spectra...
slice was defined from the galaxy integrated spectra, as 2× FWHM from the centre of the outflow component. Visual inspection reveals that this definition of the outflow is dominated by the broad blue-shifted components. Furthermore, we confirmed that our results on the relative location of the outflow region compared to the Hα and FIR emission (presented in Section 4.4) are not sensitive to the exact definition of the velocity slice for the outflow. The final outflow maps are presented in Section 4.4.

3.1.4 Hα sizes

To measure the extent of the narrow Hα emission we used a curve-of-growth (COG) method (e.g. Chen et al. 2017; Förster Schreiber et al. 2018). Due to using large apertures out to the edge of the field-of-view, the COG method allows us to search for flux in the outer regions that cannot be detected in individual spatial pixels in the emission-line maps described above. We measured the total flux enclosed in a series of increasingly large circular apertures, where the apertures were centred on narrow Hα peak. The narrow Hα peak is defined as the brightest pixel on the narrow Hα component. We further discuss the definition of the location of the narrow Hα in Section 3.3.2. For each aperture, we extracted spectra and fit the emission-line profiles following Section 3.1.1. To reduce the degeneracies during the fitting procedures, for Type 1 AGN, we locked the FWHM and central velocity of the Hα BLR Gaussian component in each aperture. This is a reasonable approach for such point source emission because only the flux in these BLR components will vary with distance, following the PSF. The errors on the COG of the objects are estimated the same way as for the galaxy integrated spectra using the errors from the Python’s lmfit.

We repeated the COG process on both the science observations and the observations of the corresponding PSF stars; however, for the PSF stars we measured the continuum in each aperture (as opposed to the emission line flux). The errors on the PSF are negligible, since all of the PSF stars are well detected and their COG profile can be accurately established. Fig. 5 shows the comparison of the COG for the narrow Hα emission (solid red lines), PSF star (dashed red line), BLR Hα emission (dotted blue line, for the Type 1 AGN), and Hα outflow component (blue solid line, only applicable for ID 5). We used linear splines to interpolate between the data points and we measured the half light radii (radius containing 50 per cent of the total flux). We derived the objects’ intrinsic sizes (r,) by subtracting off, in quadrature, the size of the associated PSF (see e.g. Chen et al. 2017; Förster Schreiber et al. 2018). For the Type 1 AGN we used the BLR as the PSF measurement (because it comes from the exact same datacube) and for the Type 2 AGN we use the corresponding PSF star. We note that for the KMOS observations of the Type 1 AGN (three objects), when we have both measurements of the PSF star, we found that the BLR sizes are 10 per cent larger than the PSF sizes. We define whether a target is resolved in the COG by comparing the half-light radii of the object and the PSF. If a measured narrow Hα half-light radius is bigger than the half-light radius of the corresponding PSF by 1σ, we consider it resolved. By this criterion, five of our eight targets are resolved in Hα. Uncertainties on the final Hα sizes are calculated by considering the full range of possible radii for the 1σ range of fluxes at each radii (see shaded curves in Fig. 5). We note that we obtain consistent results for the r, of the narrow Hα emission compared to Chen et al. (2019) for ID 8, despite their use of slightly different approaches (e.g. the use of non-circular apertures). The original intrinsic sizes of the narrow Hα emission, and their corresponding uncertainties, are provided in Table 4.

3.2 Flux density and size measurements from ALMA data

In this section we describe how we measured the total flux densities and sizes of the FIR emission from the ALMA data. To obtain reliable fluxes and sizes of the FIR emission, we made measurements from the data in the image plane (the images are described in Section 2.3.2) as well as directly from the calibrated visibilities in the uv plane. As described in detail below, in Fig. 5 we show the ALMA maps (see Section 2.3.2), the COG on these images and the spatially binned visibilities in the amplitude–uv distance plane (see below).

Our preferred method to obtain total flux density measurements and sizes from the ALMA data is to use the visibilities directly, as it does not rely on the choices made during the imaging process. We first phase centred our data to the objects’ central coordinates using CASA’s fixvis.8 We then extracted the visibility amplitudes, binning across the uv distance in steps of 50 kλ (see Fig. 5; second column). We modelled these binned visibility amplitudes either as a constant over uv-distance (describing a point source) or as Gaussian centred at 0 kλ (describing a resolved 2D Gaussian source).9 We fitted these models using the Scipy’s curvefit and we estimated the 1σ uncertainty on the position using the covariance matrix from this fitting routine. We used the Bayesian Information Criterion (BIC) to choose the best-fitting model, only accepting the Gaussian extended model if ΔBIC ≥ 2 (see Fig. 5; for more discussion about BIC see Section 3.1.1). With this method we found that six of the eight targets are extended in the ALMA data. We note, however, that the two sources that are consistent with being point sources, are also the two sources with the lowest signal-to-noise ratios with SNRs<4.5, for which it has been shown that sizes cannot be reliably determined (see Simpson et al. 2015 for more details). For these objects, we used the size of the beam as a conservative upper limit on the size. Reassuringly we obtain consistent result on which of the sources are extended by using CASA’s uvmodelfit routine which directly fits to the calibrated uv visibilities. The intrinsic source sizes and their uncertainties, as determined from fitting the Gaussian models (shown in Fig. 5, second column), are provided in Table 4.

As a further verification of our results, we measured flux densities and sizes from the ALMA data in the image plane. Because we are interested in comparing directly these sizes to the Hα sizes (see Section 3.1.4) we make use of the resolution-matched (‘IFU matched’) ALMA maps described in Section 2.3.2 (Fig. 5, first column). To obtain the total flux density measurements we used CASA’s imfit routine to fit a single elliptical Gaussian model convolved with the synthesized beam. These fits reproduced consistent flux densities (within the 1σ errors) that were obtained directly from the visibilities described above.

We then proceeded to measure the rest-frame FIR sizes using a curve-of-growth method on the ‘IFU matched’ ALMA maps, in order to be consistent with the method used to obtain Hα emission.

8The objects’ central coordinates were determined from the peak of the high resolution images described in Section 3.3.2
9In the Fourier space the large uv distance corresponds to a small spatial scale in the image plane. As a result, a point source has constant amplitude across all uv distances, while for any resolved emission the amplitude decreases with uv distance (see e.g. Rohlfs & Wilson 1996).
Figure 5. Size analyses of the ALMA and narrow H\textalpha images. Columns from left to right: Column 1: ALMA data imaged at the resolution of the IFU data (IFU matched). The red contours indicate 2.5, 3, 4, 5\sigma levels of the data. North is up and East is left. Column 2: The uv amplitude data versus the uv distance binned per 50 k\lambda. The orange solid curves, and black dashed curves show the resolved and unresolved model fits. We show the half-light radii when measured or indicate whether it is a point source in the panel. Column 3: The curve of growth (COG) for the IFU-matched FIR continuum (from ALMA; yellow solid curve) normalized to the flux estimated from the uv-plane. The yellow shaded region shows the 1\sigma uncertainty on the flux density. The yellow dashed curves show the COG for the ALMA beam. We do not present the COG for objects which are detected by ALMA at SNR < 8. Column 4: The narrow H\textalpha maps. The white circle show the centre of the continuum from HST or ground-based images. North is up and East is left. Column 5: The COG for the H\textalpha emission normalized to the peak of the COG, where the solid red curve shows the COG for the narrow H\textalpha with the shaded region indicating the 1\sigma uncertainty and the red dashed curves show the COG for the PSF. The dotted blue curves indicate the COG of the broad line region (BLR) and the solid blue curve shows the COG of the H\textalpha outflow for ID 5.

sizes (see Fig. 5, third column). However, we do not perform the curve-of-growth analyses on the two objects which are classified as unresolved in the analysis of the visibilities above, which have low SNRs of <8. For the other six sources, as with the H\textalpha maps, we calculated the total flux in the ALMA maps using apertures with increasing size where the apertures were centred on the location of peak emission. The COG are normalized to the total flux densities obtained from the IMFIT fitting results. We note that the upturn...
We aim to measure the physical offsets between the FIR emission, and the AGN outflows in our targets. These offsets have two main sources of uncertainty: (i) the relative astrometric calibrations of the IFU data cubes and the ALMA maps and; (ii) the data quality in the images (i.e. both their resolution and sensitivity). In the following sub-sections we discuss how we addressed these issues by aligning the astrometric frames (Section 3.3.1) before carefully measuring the final spatial offsets and their corresponding uncertainties (Section 3.3.2).

### 3.3 Alignment of the astrometric frames and measuring spatial offsets

We aim to measure the physical offsets between the FIR emission, the H\(\alpha\) emission, and the AGN outflows in our targets. These offsets have two main sources of uncertainty: (i) the relative astrometric calibrations of the IFU data cubes and the ALMA maps and; (ii) the data quality in the images (i.e. both their resolution and sensitivity). In the following sub-sections we discuss how we addressed these issues by aligning the astrometric frames (Section 3.3.1) before carefully measuring the final spatial offsets and their corresponding uncertainties (Section 3.3.2).

#### 3.3.1 Astrometric alignment of the IFU and ALMA maps

The absolute astrometric accuracy of ALMA depends on the frequency, baseline, and calibration; however, in the case of our observations it is negligible at \(\approx20-30\) mas (ALMA Cycle 7 Technical Handbook\(^{10}\)). However, the astrometric calibration of the IFU data is less accurate and requires additional calibration. Due to the limited field of view of the KMOS and SINFONI instruments (see Section 2.2), it is not possible to calibrate the absolute astrometry by identifying known stars in the field of view with known, accurate positions. Instead, we aligned the IFU astrometry on the object itself by using supplementary high-resolution images from \(HST\) or UKIRT of the targets (e.g. see Fig. 3). To determine the central position of the AGN in the IFU date cubes we created white-light images by collapsing the data over the same wavelength range as the corresponding broad-band images. We then identified the central position of the source in the IFU data cube by fitting a 2D Gaussian model using the Scipy’s `curvefit` and we estimated the 1\(\sigma\) uncertainty on the position using the covariance matrix from this fitting routine. The RA and Dec of this central position in then determined by the position of the source in the corresponding broad-band images (\(HST\) or UKIRT).

As with many previous studies (Miller et al. 2008; Hsu et al. 2014; Dunlop et al. 2017; Elbaz et al. 2018; Scholtz et al. 2018) we noticed a systematic offset between the optical astrometric frame (e.g. in \(HST\)) and the radio astrometric frame (e.g. from VLA or ALMA) in the CDFS field. This affects six of our eight targets in our sample which lie in this field. Previous studies typically corrected for this difference by applying a global shift to the astrometry in the optical frame. However, it has been found that this offset is not constant across the field (Elbaz et al. 2018) and for the purpose of this study we require the most precise correction possible. To accurately align the ALMA and IFU cubes we used the spatially varying second-order corrections adopted in Elbaz et al. (2018) (M. Dickinson; private communication). Briefly, these corrections were obtained by using Pan-STARRS DR1 data to search for offsets in the different regions of GOODS-South field. The distortions from the different regions were then applied to the \(HST\) catalogue of GOODS-South sources.

For our six targets in this field the average correction of the optical astrometry frame is +0.19 and -0.23 arcsec in RA and Dec, respectively. To calculate the final positional uncertainties we propagated the errors of the 2D Gaussian fitting, used to locate the source in the IFU data cubes, and the astrometric uncertainties on the broad-band images. Overall, we are able to constrain the astrometric positions in the IFU datacubes with 0.1 arcsec accuracy (i.e. 0.8 kpc at z~2). We note that the alignment of the individual exposures of the IFU observations does not introduce a large uncertainty, since these mis-alignment primarily influence the size of the PSF, rather than the location of the centre of the emission.

#### 3.3.2 Measuring the projected offsets

To determine the offsets between the H\(\alpha\) and FIR emission we first needed to find the location of the peak emission in the H\(\alpha\) and ALMA maps. Since we have cases where the H\(\alpha\) emission is extended in one direction or has a complex morphology (for example ID 7, see Fig. 6), we cannot apply a simple 2D model to determine the peak position accurately. Instead, we determined the centre of the H\(\alpha\) emission by finding the brightest pixel. We note that we masked the skylines during the emission-line fitting to produce these maps (see Section 3.1.3), therefore these peak positions are not affected by strong skyline residuals. To find the centre of the FIR emission we used the same technique, identifying the peak pixel in the ALMA maps. In Fig. 6 we show H\(\alpha\) maps with contours from the ALMA overlaid (‘IFU matched’ as dashed contours and ‘High Resolution’ as solid contours); the peak positions, with 1\(\sigma\) error circles are shown in red and blue for H\(\alpha\) and rest-frame FIR, respectively. The positional uncertainties for the peak position in the ALMA maps were determined by relating the signal-to-noise ratio of the emission and the size of the PSF (or beam), following \(\delta_{\text{pos}} = \text{PSF}/(2 \times \text{SNR})\) (Condon 1997). The positions of the H\(\alpha\) are dominated by the 0.1 arcsec systematic (see above).

We present the measured offsets in RA and Dec between the narrow H\(\alpha\) and FIR emission in Fig. 7 where the final uncertainties on the offsets between the peaks of the two emission are determined by combining the individual uncertainties on the two positions using a bootstrap method. We draw 1000 random positions from a 2D Gaussian distributions, centred on the individual H\(\alpha\) or FIR positions and with width of the positional uncertainty. We calculated the offsets for all 1000 random positions. The final values in Fig. 7 are the median value of the offsets. The errors are calculated as...
Figure 6. A comparison of the spatial distribution of the FIR emission and the narrow H$\alpha$ emission for our AGN host galaxies. The images show the narrow H$\alpha$ emission (see Section 3.1.3). The red solid line represents the major axis size of the PSF of the IFU observations, labelled with the corresponding physical scale in kiloparsec. The red contours show the FIR continuum (see Section 2.3.2), where the dashed and solid contours are from the IFU-matched (comparable spatial resolution) and high-resolution ALMA maps (where applicable), respectively, with levels of 2.5, 3, 4, 5$\sigma$. The colour bar indicates the surface brightness of the narrow H$\alpha$ map. The blue and red solid circles show the centres of H$\alpha$ and FIR emission, respectively. We discuss the alignment between the two sets of data in Section 3.3.1. There is a range of H$\alpha$ and FIR morphologies, with four targets showing significant spatial offsets between the two sources of emission (ID 5, 6, 7, and 8). North is up and East is left.
In this section we present the results of our analyses of the IFU observations to map star formation, using Hα as a star-formation tracer after correcting the astrometry (see Section 3.3.1). The grey circles indicate the projected physical offset of 1, 2, and 3 kpc. The squares filled with crosses indicate the four objects with significant projected radial offsets between FIR and Hα emission (see Section 4.3 and Fig. 6).

In Fig. 7, we present the offset between the FIR and narrow Hα emission of our targets for our sample (extracted from a 5 kpc diameter aperture; see Section 4.1). We present results that address our two main objectives: (1) to test Hα as a star-formation tracer (both galaxy-integrated and spatially resolved) in our high-z sample; and (2) to search for evidence of AGN outflows in our sample. Our study is motivated by previous work that has used IFU observations to map star formation, using Hα, and AGN outflows, using high-velocity components of [O III] (e.g. Cano-Díaz et al. 2012; Cresci et al. 2015b; Carniani et al. 2016). Here, in addition to Hα and [O III] constraints we also include maps of the rest-frame FIR emission of our targets to trace the obscured star formation. After giving an overview of the emission-line properties of our sample (Section 4.1), we present results that address our two main objectives: (1) to test Hα as a star-formation tracer (both galaxy-integrated and spatially resolved) in our high-z AGN host galaxies (see Sections 4.2 and 4.3), and (2) to search for evidence that AGN outflows suppress and/or enhance star formation in their host galaxies (Section 4.4). In Section 4.5 we discuss the wider implications of our results for understanding the relationship between AGN outflows and star formation.

### 4.1 Overview of the emission-line properties

In Fig. 3 we present the Hβ, [O III], Hα, and [N II] emission-line profiles for our sample (extracted from a 5 kpc diameter aperture; see Section 3.1). Our targets have representative emission-line properties of the parent sample from which they were selected (Harrison et al. 2016a, see Fig. 1 and Section 2.1). For example, they have total [O III] luminosities of log[\(L_{\text{[O III]}}/\text{erg s}^{-1}\)] = 42.2–43.4, which is expected for their X-ray luminosities (see Table 1) based on the \(L_{\text{[O III]}}-L_{\text{[O II]}} \sim 10^{45} \text{erg s}^{-1}\) relation of \(z \approx 1\) X-ray AGN (Harrison et al. 2016a). Furthermore, they have typical [O III] emission line widths (\(W_{\text{[O III]}}\); see Fig. 1, bottom panel). In this respect they represent typical X-ray AGN at this redshift range; however, for more discussion on the sample in terms of their star-formation rates. Here we describe the emission-line profiles in more detail. The key emission-line properties are summarized in the Table 3.

As can be seen in Fig. 3, three of the targets have [O III] emission-line profiles characterized with single Gaussian components (ID 3, 7, 8), and five of the targets require two components (ID 1, 2, 4, 5, and 6; see Section 3.1). These latter five targets have second, broad components with FWHM = 500–950 km s\(^{-1}\) (with blue-shifted velocity offsets of 230–600 km s\(^{-1}\) with respect to the narrow line) and are those targets which we define here as clearly having AGN-driven ionised outflows. The ‘broad’ outflow component in ID1 has a number of degenerate solutions. Regardless of the exact velocity widths of the each components, the fit requires an additional component to account for the blue wing in the emission line. For these targets we are able to define velocity slices in the wings which are most-likely not due to gravitational motions (Section 3.1; see blue shaded regions in Fig. 3). However, we note that although ID 7 is adequately described with a single component fit, the high-velocity width of \(FWHM = 720 \text{km s}^{-1}\) would strongly suggest contributions from gas motions which are non-gravitational (e.g. Liu et al. 2013; Harrison et al. 2016). During the fitting of the emission lines we did not tie the redshifts of the narrow components of [O III], Hα, and Hβ emission lines.

The total narrow Hα luminosities of the sample are in the range log(\(L_{\text{H}\alpha}/\text{erg s}^{-1}\)) = 42.1–43.2 and are discussed in Section 4.2. The nuclear Hα kinematics from the narrow-line region (i.e. after removing broad-line region components in Type 1 AGN) are typically more modest than those seen in [O III], with \(FWHM = 350–640 \text{km s}^{-1}\) (see Fig. 3). Only in one source do we see strong evidence for an outflowing component in Hα and [N II] (ID 5; \(FWHM = 900 \text{km s}^{-1}\); see Fig. 5; also see Genzel et al. 2014). Narrower Hα compared to [O III] has been noted before for both high-z and low-z AGN (Harrison et al. 2016a; Kang, Woo & Bae 2017). Outflow components can be stronger in [O III] when compared to Hα if the outflows are co-located with the AGN ionisation cones (perpendicular to the disc) whilst the Hα is strongly dominated by star-forming discs (as has been seen in local AGN host galaxies; e.g. Venturi et al. 2018). However, we also note that the complexities and degeneracies of simultaneously fitting the [N II] doublet and Hα with broad and narrow components makes it very difficult to isolate, potentially weak, outflow components in these lines. We compare the spatial distribution of the [O III] and Hα emission for our targets in Section 4.4.

### 4.2 Comparison of star-formation rates from FIR and Hα

In Fig. 8 we compare the star-formation rates inferred from the Hα luminosity, SFR(Hα), to those inferred from the FIR luminosity, SFR(FIR) as calculated in Sections 2.4 and 3.1.2. By performing SED fitting on multiwavelength photometry (UV-submm), the FIR emission used here has had the AGN contribution removed (Section 2.4). If we convert the observed Hα luminosities directly to star-formation rates the median ratio of the two SFR tracers is...
In Fig. 8. However, these ratios suffer from two important effects: (1) obscuring dust which will lower the observed Hα fluxes; (2) the contribution from AGN photoionisation, which will increase the Hα fluxes above that produced by star-formation alone. Although Hα and FIR can trace star formation on different time-scales, we assume that the global star formation has not changed significantly in the past 100 Myr (~1 dynamical time) which is a reasonable assumption for massive galaxies like our host galaxies.

To investigate the effect of dust attenuation, we make use of the observed Balmer decrement (i.e. the Hα/Hβ flux ratios), where possible, to calculate a single (flux-weighted average) Av,HH value per galaxy (Section 3.1.2). Although we detect Hβ in five out of eight objects (ID 1, 3, 5, 6, and 8; Fig. 3), it was not possible to decompose the broad and narrow components in the Type 1 AGN (ID 1 & 6), therefore we only have direct Balmer decrement constraints for three targets (see Section 3.1.2). For these targets the correction factors to the fluxes are \( \approx 1.5–18 \) (see red squares in Fig. 8). After correcting for dust obscuration, the SFR(Hα) values of ID 5&8 are a factor 1.1–1.8 higher than the SFR(FIR). Although this discrepancy is within the systematic error on the SFR calibrations, the SFR(Hα) should be considered as an upper limit on the SFR, due to possible photoionisation from the AGN (see discussion below). Even after the dust correction, the SFR(Hα) of ID 3 is a factor of 12 lower than SFR(FIR). For this source the total SFR, as inferred from FIR emission, cannot be recovered from the Hα emission. Similar results have been seen for sub-mm galaxies and may be due to a different spatial distribution of obscured and unobscured star-forming regions and/or star-forming regions being completely undetected in the optical/near-infrared data due to the obscuring dust (Hodge et al. 2016; Chen et al. 2017, 2019).

Using Hα as a star-formation rate indicator in AGN host galaxies is a well-known challenge, and high-redshift data typically lack the diagnostic power to carefully decompose the relative contributions to the Hα luminosity from AGN photoionisation, star formation photoionisation and shocks (Davies et al. 2014a,b; D’Agostino et al. 2019). Previous work using IFU data on AGN host galaxies presented low [N II]/Hα emission-line ratios as evidence that the Hα emission is star-formation dominated in off-nuclear regions for those specific targets (e.g. Cano-Díaz et al. 2012; Cresci et al. 2015b; Carniani et al. 2016); however, we re-assess this for one of these literature sources (our ID 6) in Section 4.4.1. Based on the spectra shown in Fig. 3 the emission-line flux ratios of log10 ([N II]/Hα) range between ~0.64 and 0.20 (median of 0.05) for our sample. For the five objects with detected Hβ, the emission-line ratio of log10 (OIII/Hβ) ranges between 0.97 and 1.47 (median value of 1.02). We do not detect Hβ in the outer parts of the host galaxies, however using the upper limits, these region still lie in the AGN dominated parts of the BPT diagram.

In summary, whilst our sample may be biased to those with particularly high levels of dust (due to the pre-selection of a detection in the ALMA data; Section 2.1), we have shown the Hα luminosities uncorrected for dust could dramatically under predict the true values. Furthermore, in one target the SFR inferred from Hα is still an order of magnitude lower than that inferred from the FIR after a dust correction. On the other hand, we have shown that Hα emission is likely to have a significant ionisation contribution from the AGN which would result in the SFRs inferred from Hα being higher than the true values (also see black arrow in Fig. 8). In conclusion, we find that the narrow Hα emission does not provide a reliable census of the total SFRs within our AGN host galaxies. We have shown the importance of having FIR measurements and/or emission-line ratio diagnostics to assess the true SFRs in AGN host galaxies. In the following sub-section we explore the differences between Hα and FIR further by utilizing the spatially resolved information in our data.

4.3 Spatially resolved comparison of Hα and FIR emission

In Fig. 6, we compare the spatial distribution of Hα emission (background maps) and FIR continuum (contours). The red and blue points with their respective error circles around, show the locations of peak narrow Hα and FIR emission, respectively (see Section 3.3).Except for ID 7 we find that the Hα emission is

\[ \text{SFR(FIR)/SFR(Hα)} = 14.5, \text{ with a range of } \approx 2.5–65 \text{ (black squares in Fig. 8). However, these ratios suffer from two important effects:} \]

12We note that, using independent analyses, Loiacono et al. (2019) also find SFR(Hα) is higher than SFR(FIR) for ID 5, possibly due to AGN contamination.
central. However, we see a variety of sizes of the H$\alpha$ emission, with ID 5 showing a particularly impressive 20 kpc wide H$\alpha$ emitting region elongated in an East–West direction. The FIR emission is also mostly centrally concentrated; however, we see a variety of other optical continuum and dust continuum emission, with ID 5 showing a particularly impressive 20 kpc wide H$\alpha$ emitting region elongated in an East–West direction. The FIR emission is also mostly centrally concentrated; however, we see a variety of other optical continuum and dust continuum emission, with ID 5 showing a particularly impressive 20 kpc wide H$\alpha$ emitting region elongated in an East–West direction. This conclusion is consistent if we use either the 'High Spatial Resolution' or 'IFU matched' ALMA maps (see Section 2.3.2). In Fig. 7 we show the positional offsets in Right Ascension and Declination between the two sources of emission. Across the full sample the projected offsets range from 1.3 to 2.8 kpc, where the median offset is 1.4 ± 0.6 kpc (see Table 4). We could not find previous work which clearly quantifies the spatial offsets between H$\alpha$ emission and FIR continuum for high-$z$ galaxies to compare to.

For four out of the eight targets we find a significant projected spatial offset between the peak in H$\alpha$ emission and the peak in the FIR emission. That is, the positional error circles do not overlap for the two sources of emission in ID 5, 6, 7, and 8 (Fig. 6). These conclusions are consistent if we use either the 'High resolution' or 'IFU matched' ALMA maps (see Section 2.3.2). In Fig. 7 we show the positional offsets in Right Ascension and Declination between the two sources of emission. Across the full sample the projected offsets range from 1.3 to 2.8 kpc, where the median offset is 1.4 ± 0.6 kpc (see Table 4). We could not find previous work which clearly quantifies the spatial offsets between H$\alpha$ emission and FIR continuum for high-$z$ galaxies to compare to.

However, offsets between optical continuum and dust continuum have previously been reported in a qualitative way in several works (e.g. Hodge et al. 2016; Chen et al. 2017; Elbaz et al. 2018). In Fig. 9 we compare the half-light radii of H$\alpha$ and FIR emission. These are calculated as described in Sections 3.1.4 and 3.2 and the values are provided in Table 4. For the five targets for which we were able to make a direct measurement we obtained H$\alpha$ sizes of 1.8–4.4 kpc with an average value of 3.1 kpc. These H$\alpha$ sizes for our targets are consistent with those measured by Förster Schreiber et al. (2018), who targeted massive optically/NIR selected galaxies at z ~ 2 using VLT/SINFONI and KMOS, finding H$\alpha$ sizes between 1 and 8 kpc with a median value of 2.9 ± 1.5 kpc. For six of our targets we have a direct size measurement from the ALMA data (i.e. those with SNR > 8), and find FIR sizes of 0.5–2.9 kpc, using our preferred method of obtaining the sizes from the visibility data (see Section 3.2), with an average value of 1.6 kpc. These FIR sizes agree well with the $\approx 0.6–2.5$ kpc sizes previously found for X-ray AGN host galaxies (Harrison et al. 2016b) and sub-mm and star-forming galaxies (e.g. Ikari et al. 2015; Simpson et al. 2015; Hodge et al. 2016; Spilker et al. 2016; Tadaki et al. 2017; Fujimoto et al. 2018; Chen et al. 2019; Lang et al. 2019). In summary, the H$\alpha$ and FIR sizes that we observe for our AGN host galaxies do not appear to be exceptional compared to other redshift-matched, mostly FIR bright, galaxy samples in the literature.

We find that the H$\alpha$ sizes are factor of $\approx 2$ times larger than the FIR sizes and in the four targets that we can make this comparison directly, the H$\alpha$ sizes are 1.1–2.6 kpc larger than the FIR sizes. In Fig. 9 we compare these different size measurements of our sample to the $z = 1.5–2.5$ sub-mm galaxies from Chen et al. (2019) (blue points) and a z = 1.5–2.5 starburst galaxy from Nelson et al. (2019). These samples also exhibit H$\alpha$ sizes which are $\approx 2x$ larger than the FIR sizes. Also consistent with this are other studies of high-$z$ galaxies which have found that FIR continuum sizes to be 2–3× smaller than the rest-frame optical sizes (Hodge et al. 2016; Tadaki et al. 2017; Elbaz et al. 2018; Fujimoto et al. 2018; Lang et al. 2019), which also implies FIR sizes which are 2–3× smaller than H$\alpha$, because broad-band optical and H$\alpha$ sizes typically agree within $\approx 30$ per cent (Nelson et al. 2012; Förster Schreiber et al. 2018).

Overall, based on the above comparison to the literature, H$\alpha$ sizes that are a factor of 2–3 bigger than the FIR continuum are somewhat expected. However, what is particularly striking in Fig. 9 is that the sub-mm galaxies which host an AGN (see crossed blue points) are those with the largest H$\alpha$ sizes. Although in Chen et al. 2019 they find that the [NII]/H$\alpha$ ratios are generally low, potentially indicating a low AGN contribution to ionising the gas. In our targets we are not able to rule out that AGN have a strong contribution to producing the most extended H$\alpha$ emission. In the outer regions (>0.6 arcsec) of the galaxies the log ([NII]/H$\alpha$) ratios remain high, ranging from ~0.4 to 0.4, which indicates AGN dominating the ionisation in the extended regions at least for some of the targets (unfortunately H$\beta$ is too weak in the outer part of the galaxy to be reliably detected). Future work which is able to de-couple the contribution of the AGN and the star formation components on larger samples is needed to fully understand the contribution of the overall AGN to producing the observed H$\alpha$ emission sizes.

Based on (1) the discrepancy between star-formation rates inferred from H$\alpha$ compared to those from FIR; (2) the different sizes and distributions of the FIR (tracing obscured star formation) compared to the H$\alpha$ distribution and; (3) the challenges in decoupling the contribution of star formation from the AGN contribution to producing the H$\alpha$ emission, we conclude that H$\alpha$ emission alone is not a reliable tracer of the star formation in the AGN host galaxies in our sample. These challenges can be overcome, at least to some degree, in IFU observations of local AGN since the high spatial resolution observations can result in maps of multiple emission-line ratio diagnostics (e.g. Venturi et al. 2018; D’Agostino et al. 2019). However, with the current observational facilities this is rarely possible for high-$z$ systems and caution, and a careful case-by-case assessment is required when using H$\alpha$ emission to trace star formation in high-$z$ AGN host galaxies.

---

**Figure 9.** Comparison of the H$\alpha$ and FIR emission sizes. The red circles represent our AGN sample (filled – FIR SNR > 8, empty – FIR SNR < 8). The red dotted lines indicate the range of FIR sizes between the $uv$ and COG methods (Section 3.2). In each case we took into account of the smearing by the beam/PSF. The blue and green points show sub-mm galaxies (Chen et al. 2019) and a starburst galaxy at $z = 1.5$ (Nelson et al. 2019), respectively, where the blue crosses indicate sub-mm galaxies confirmed to host an AGN (X-ray or MIR). The orange dashed line indicates the one-to-one ratio between the H$\alpha$ and FIR sizes. On average, the FIR emission is more compact than the H$\alpha$ emission, similar to that observed in sub-mm and starburst galaxies.

---

13ID 5 has been considered a compact star-forming galaxy, progenitor of compact quiescent galaxies (Popping et al. 2017; Talia et al. 2018). Despite this, we measure the $r_5$ H$\alpha$ to be 4 kpc and both H$\alpha$ and [O III] are detected on scales up to 20 kpc. We note that these are extraordinary sizes; however, they may be due the additional photoionisation by the AGN.
4.4 Star formation and AGN-driven outflows

Despite the need for AGN feedback in cosmological simulations, we still lack a consensus on what impact AGN outflows have on star formation from observations. This is despite a lot of work in the literature that has searched for such an impact by comparing AGN-driven outflow properties with the star-formation rates and molecular gas measurements within the host galaxies. This is attempted both from a statistical point of view using large samples (e.g. Woo et al. 2016; Wylezalek & Zakamska 2016; Harrison 2017; Lanzuisi et al. 2017; Perna et al. 2018; Scholtz et al. 2018; Kirkpatrick et al. 2019) and from detailed, spatially resolved observations of individual objects (e.g. Alatalo et al. 2015; Cresci et al. 2015a; Husemann et al. 2019; Shin et al. 2019). Of particular relevance for this work is the reported spatial anticorrelation between the AGN-driven outflows (traced through [O III]) and the star formation (traced through Hα) in z = 1.5–2.5 AGN (Cano-Díaz et al. 2012; Cresci et al. 2015b; Carniani et al. 2016). Unlike in the previous studies, we use multiple potential star formation tracers (FIR emission and H\(\alpha\)) to search for the impact of AGN ionised outflows on the star formation within their host galaxies of our sample, which also has representative luminosities and ionised gas kinematics of the parent AGN population (see Fig. 1).

We detected ionised gas outflows in five out of the eight objects in our sample (63 per cent; see Fig. 3; Section 4.1). In Fig. 10 we present maps of the [O III] outflows as white contours (produced as described in Section 3.1.3). 14 We note that, given the deep observations of ID 5, we detected outflows in both H\(\alpha\) and [O III] (also see Genzel et al. 2014; Loiacono et al. 2019). Comparing these two outflows, we found that they differ in both outflow kinematics (Fig. 3) and spatial extent, with the H\(\alpha\) being more extended (up 4 kpc scales see Fig 5). However, it is not the focus of this work to characterize, in detail, the differences or origin of these two outflow components.
ground map) and rest-frame infrared (dashed contours). Similar to the narrow Hα and FIR emission, we found the centre of the outflow as a location of the brightest pixel in the outflow map. We represent the peak locations of the H α, FIR, and outflow emission as red, blue, and green points, respectively. We do not see any strong evidence that the outflows suppress the star formation; i.e. either through cavities in the H α emission at the location of the ionised outflows (cf. Cano-Díaz et al. 2012; Cresci et al. 2015b; Carniani et al. 2016) or cavities in the rest-frame FIR emission. Similar to the offsets between H α and FIR emission, we also measured the position of the peak of the outflow emission. Based on the positional uncertainties (see circles in Fig. 10), in three sources (ID1, ID4, and ID6) we see a significant offsets of 1.7–6.4 kpc between the outflows and the FIR emission (with a median value of 2.3±1.3 kpc across the full sample). However, this could just be due to differential obscuration by the dust (i.e. [OIII] is more obscured where the dust is located); unfortunately, we do not have the required signal-to-noise in the H β emission lines to map the Balmer decrement. Alternatively outflows may preferentially escape away from the dusty regions (e.g. Gabor & Bournaud 2014). Only in ID 6 do we see a significant offset between the peak of the H α emission and the [OIII] outflow, but this is just because the outflow is so extended beyond the centrally concentrated H α emission. This source was originally presented with IFU observations in Cresci et al. (2015b) as showing evidence for positive and negative feedback. We do not conclude the same here, and discuss this source in detail in Section 4.4.1. For three objects without any detected outflow, we do not see any systematic different star formation morphologies compared to those with detected AGN-outflow. This further indicates that the presence (or lack-there-of) of ionised outflows does not impact upon the distribution of star formation within the host galaxies in our sample. Overall, we do not see any strong evidence that ionised outflows are suppressing star formation (or enhancing it) in the host galaxies of our AGN host galaxies. This is in contrast to the results on three luminous z = 2.5 quasars (Cano-Díaz et al. 2012; Carniani et al. 2016). These observations are quite similar to ours, in terms of using seeing-limited ground-based IFU observations to map both the H α and [OIII] emission. Although, in these works the H α may be a more reliable tracer of star formation than for our targets (see Section 4.3), it is worth noting that they do not include an analysis of the rest-frame FIR emission which may yet reveal dusty ‘obscured’ star formation at the location of the observed deficit in H α emission. It is also worth noting that these quasars represent some of the most powerful AGN in the Universe (Lbol ∼ 10^{47.5} ergs s⁻¹), which are a factor of ∼100–1000 higher than our targets. Furthermore, the [OIII] FWHM of the quasars are 700–1500 kms⁻¹, representing the most extreme outflow systems (Fig. 1). Therefore, it is possible that the AGN in our sample lack the required power to rapidly impact upon the host galaxy properties, and it is only the most extreme systems where this effect can be observed. Clearly, similar observations on a much larger sample are now warranted to establish if galactic outflows driven by powerful quasars are uniquely responsible instantaneously suppressing star formation inside their host galaxies.

4.4.1 No clear evidence of feedback in ID 6 - XID 2028

IFU data for target ID 6 was previously presented by Cresci et al. (2015b), where they identified a cavity in the Hα emission at the location of the AGN-driven [O III] outflow, and enhanced Hα emission around the outflow edges. We do not observe similar features, instead finding that the Hα emission is spatially extended, but centrally concentrated (Fig. 10). However, we note that in this work we present the Hα observations using the SINFONI H-band grating (ID 094.B-0286(A); not previously published), while the Cresci et al. (2015b) work used the earlier lower spectral resolution and shallower HK-grating observations (ID 383.A-0573(A)). Therefore, we repeated our analyses on the HK grating data, obtaining consistent conclusions to those seen in Fig. 10 (discussed in more detail below). Regardless of the exact Hα morphology, there is still sufficient FIR continuum to imply significant star formation spatially coincident with the outflow.

The difference in the results of the Hα emission between our results and those of Cresci et al. (2015b) could be the result of different analysis methods; for example, the adopted approach to account for the broad Hα emission. Therefore, we also performed similar analyses to those presented in Cresci et al. (2015b) by first fitting and subtracting the continuum and Hα broad-line region pixel-by-pixel from the cube before making a narrow-band image of the residual narrow-line component. We note that we applied this additional method to create narrow Hα maps to Hα data of the rest of the sample and we did not observe any differences in both flux and morphology of the narrow Hα maps. To be fully consistent, we performed this on the HK-band data and the results are presented in the bottom panel of Fig. 11. Although we do not detect Hα over the large scales measured using the deeper H-band data, this analysis still reveals a possible extension of the Hα emission to the West. Even-so this extension is within the [OIII] outflow, in contrast to that presented by Cresci et al. (2015b), where the extended Hα emission is outside of the region covered by the [OIII] outflow (Fig. 6). The difference between the maps in Fig. 11 is caused by the quality of the H-band and HK-band data. We find that it is only when we use the same fully reduced HK data cube as that used by Cresci et al. (2015b) that we are able to observe a cavity in Hα at the location of the outflow (G. Cresci, private communication). This implies that the differences found in this work to those in Cresci et al. (2015b) are not dominated by the adopted analyses methods but, instead, in the intermediate data reduction steps (e.g. sky subtraction or frame stacking). However, this source is scheduled for observations with JWST/NIRSpec, through an Early Release Science programme (Wylezalek et al. 2017), which will provide sensitive and improved spatial resolution IFU observations of this source, resulting in the most definitive description of this source’s Hα morphology.

We further investigate our results for ID 6 by comparing to the morphology of the rest-frame U-band emission as determined from the HST, I-band image (F814W filter) using the available 1 orbit of observations (Koekemoer et al. 2007; Fig. 11, top panel). It can be seen that the U-band emission is slightly extended in the Western direction, within the region of the [OIII] outflow. Furthermore, there is a possible slight extension of the FIR emission in this direction (in addition to the ‘tail’ to the North East; also see Brusa et al. 2018), possibly implying star formation is located in the general direction of the outflow. Narrow Hα emission is also detected over the extent of the outflow; however, we find that the [NII]/Hα and [OIII]/Hβ emission-line flux ratios are consistent photoionisation dominated by an AGN in this region. In summary, we find FIR emission, rest-frame U-band emission, and Hα emission all cospatial with the [OIII] outflow and consequently find no evidence for suppressed, or enhanced star formation due to the outflow in this source.

15http://www.stsci.edu/jwst/observing-programs/approved-ers-programs/program-1335
4.5 Implications of our results

Our work has shown that Hα emission must be used with caution as a star-formation tracer for AGN host galaxies, even when a global Balmer decrement is available to correct for dust obscuration (which is often not the case for high-\(z\) studies). Future, sensitive, and high-spatial-resolution IFU observations, e.g. with VLT/ERIS, JWST/NIRSpec or ELT/HARMONI, will make it possible to map the ionisation conditions and Balmer decrements, and separate the contribution from AGN and star formation in high-\(z\) AGN host galaxies. Except in exceptional cases of adaptive optics assisted IFU observations of lensed galaxies (Fischer et al. 2019), this is currently only possible for local galaxies (e.g. D’Agostino et al. 2019). Furthermore, for a complete census of the star formation we suggest it is necessary to also use spatially resolved FIR observations to map the dust-obscured star formation.

Our sample is representative of typical AGN luminosities and outflow properties for \(z \approx 1–2\) AGN; however, it is limited to sources with existing detections in FIR and H\(\alpha\) emission, resulting in all of the sources lying on, or above, the ‘main sequence’ of star formation (Fig. 2). We should also caution that, consequently, the systems where the star formation has rapidly shutdown may not be in our sample; however, ID 6 is a strong star-forming galaxy where suppressed star formation was previously suggested.

A key development of our study over previous work is that we focus on more common moderate luminosity AGN. However, it is possible that our moderate luminosity AGN do not have sufficient power to rapidly change the star formation in their host galaxies, compared to their more powerful quasar counterparts (Cano-Díaz et al. 2012; Carniani et al. 2016). A more complete survey covering the full AGN luminosity – star-formation rate – stellar mass parameter space is now required to place more comprehensive constraints.

Useful insight to interpret our results can come from observations of nearby AGN host galaxies. Recently, Shin et al. (2019) observed both positive and negative feedback in NGC 5728, a nearby Seyfert-like galaxy. The IFU and ALMA observations, showed enhanced star formation on the edges of the outflow in the very core of the galaxy as well as a lack of molecular gas in the outflow in the outskirts. However, both effects were observed on scales of \(<1\) kpc scale. Indeed, although the samples lack the most powerful AGN, observations of local systems find that any impact by outflows and/or jets on the star formation, or molecular gas, is localized to small scales and is only affecting a small fraction of the total star formation or gas content in the host galaxy (e.g. Alatalo et al. 2015; Cresci et al. 2015a; Rosario et al. 2019).

Based on our work, we therefore do not find any evidence that outflows from moderate luminosity AGN instantaneously influence the in-situ star formation inside their host galaxies at least on \(\approx 4\) kpc scales. However, impact from these outflows could be occurring on spatial scales below those to which we are sensitive (i.e. \(<a\) few kiloparsec) and maybe subtle, only influencing a small region of the galaxy (e.g. Croft et al. 2006; Alatalo et al. 2015; Cresci et al. 2015a; Querejeta et al. 2016; Husemann et al. 2019; Rosario et al. 2019; Shin et al. 2019). Alternatively, the AGN outflows may have an impact over longer time-scales, without an instantaneous influence on the star formation, for example, by removing low entropy gas which is later prevented from re-accreting onto the host galaxy (McCarthy et al. 2011; Gabor & Bournaud 2014; Harrison 2017; Scholtz et al. 2018).

Figure 11. A comparison between the various emission discussed in this work for ID6 (also known as ’XID 2028”) from various observations. Top panel: \(H\)-band high-spectral resolution observations. Bottom panel: \(HK\)-band low-spectral observations. In both panels the maps show the narrow line H\(\alpha\) emission, the red-dashed contours show the distribution of FIR emission (2.5, 3, 5\(\sigma\) levels) and the red solid line shows the size of the \([\text{O III}]\) emission line (Fig. 3). The black contours show \(HST\) \(I\)-band image (rest-frame \(U\)-band; contour levels of 0.008, 0.015, 0.022, 0.05, 0.1, 0.5 relative to the peak). We observe marginally extended \(U\)-band emission, FIR continuum, and narrow H\(\alpha\) emission all in the Western direction of the giant ionised outflow. We do not see evidence for suppressed star formation, instead, our results could indicate star-formation in the direction of the outflow and/or indicate the preferential direction of the ionising radiation from the AGN (Section 4.4.1). North is up and East is left.
5 CONCLUSIONS

In this work we present integral field spectroscopy (VLT/KMOS and VLT/SINFONI) and rest-frame FIR observations (ALMA) for eight \(z = 1.4-2.6\) moderate luminosity AGN (\(L_{2-10\text{keV}} \approx 10^{42-10^{45}}\text{ergs s}^{-1}\)). Our study is designed to build upon previous work that has claimed evidence for suppression and/or enhancement of star formation by high-\(z\) AGN by using integral field spectroscopy to spatially resolve ionised outflows (using the [O III] line) and to map star formation (using the H\(\alpha\) line; Cano-Díaz et al. 2012; Cresci et al. 2015b; Carniani et al. 2016). In this work, we also used rest-frame FIR observations to map the dust-obscured star formation. We are able to assess how representative our targets are of the overall AGN population (see Section 2.4) by utilizing KASHz, an IFU survey of \(\approx 250\) AGN, as our parent sample.

We performed SED fitting on the compiled multiwavelength photometry (UV-sub-mm) to measure the star-formation rates as traced by the FIR emission (SFR(FIR)) and confirm that the ALMA continuum traces dust-obscured star formation. We extracted galaxy-integrated H\(\alpha\) emission-line profiles to infer star-formation rates from H\(\alpha\) (SFR(\(H\alpha\))). Where possible, the level of dust attenuation (\(A_V\)) was measured using H\(\alpha/H\beta\) ratios. Furthermore, we produced maps of the: (1) narrow component H\(\alpha\) emission; (2) rest-frame FIR emission and; (3) [O III]-identified ionised outflows. On the basis of our analyses we obtained the following results:

(i) For all of our targets, the total SFR inferred from the observed H\(\alpha\) luminosities is lower than that inferred from the FIR, by a factor of 2.5-65, with a median factor of 14.5. After applying a correction to the H\(\alpha\) luminosities for dust attenuation (possible for three targets), the SFR(H\(\alpha\) corr) is still a factor of 12 lower than SFR(FIR) for one target. Furthermore, accounting for the AGN photoionisation contribution to the narrow H\(\alpha\) emission causes further uncertainty in using this as a reliable star-formation tracer in our targets (see Section 4.2; Fig. 8).

(ii) We found that the projected spatial extent of the H\(\alpha\) emission is typically larger than that of the FIR continuum, by an average factor of \(\approx 2\). This is similar to that observed in sub-mm galaxies, particularly those hosting AGN, and is possibly due to dust-obscured star formation generally being more compact than unobscured star formation and/or additional photoionisation by the AGN to the H\(\alpha\) emission (Section 4.3; Fig. 9). Additionally, in half of our sample we observe significant, \(\approx 1-3\) kpc, projected offsets between the peak of the FIR emission and the peak of the narrow H\(\alpha\) emission. The average projected offsets across the full sample of eight targets is \(1.4 \pm 0.6\) kpc (see Section 4.3; Fig. 6; Fig. 7).

(iii) We detected ionised outflows in five out of the eight AGN in our sample, traced by broad [O III] emission-line components (FWHM=610–950 km s\(^{-1}\); Fig. 3). Based on the spatial distribution of star formation and ionised outflows we see no strong evidence that the AGN outflows are rapidly suppressing or enhancing in-situ star formation in the host galaxies. The same conclusion for a lack of impact on star formation is found whether considering either the FIR or H\(\alpha\) emission as possible star-formation tracers; i.e. we see no ‘cavities’ in the star formation at the location of the outflows. In three targets the [O III] outflows are offset from the peak of the FIR emission; however, this could be due to differential dust obscuration or the outflows preferentially escaping away from the dusty regions (see Section 4.4; Fig. 10).

(iv) One of AGN in our sample, ID 6, is a well studied \(z = 1.6\) X-ray AGN where a spatial anticorrelation of H\(\alpha\) emission and the [O III] outflow has previously been claimed as evidence for positive and negative feedback (‘XID 2028’ from Cresci et al. 2015b). We are able to reproduce the observations of a spectacular \(\approx 10\) kpc outflow in this source; however, based on a re-analyses of the H\(\alpha\) data, including new high spectral resolution IFU observations, we do not observe any spatial anticorrelation between the outflow and H\(\alpha\). We find significant star formation (traced through FIR continuum) coincident with the outflow. Furthermore, the H\(\alpha\) emission, rest-frame U-band, and AGN outflow are all roughly co-spatial in the Western regions, consistent with an ionisation cone, or star formation located inside the outflow (see Section 4.4.1; Fig. 11).

Overall, we have highlighted the challenges in using H\(\alpha\) to map the star formation in typical \(z = 1.4-2.6\) AGN host galaxies. We advocate using multiple possible tracers of star formation for a complete consensus such as FIR continuum. Within our sample we see no evidence that ionised outflows from moderate luminosity AGN are instantaneously having an impact upon the star formation inside their host galaxies. However, impact from these outflows could be occurring on spatial scales below those to which we are sensitive (<a few kiloparsec). Alternatively, the outflows may have an impact over longer time-scales, for example by removing low entropy gas, without an instantaneous impact on the current rate of star formation.
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