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Abstract—Nowadays the most exciting technology breakthrough has been the rise of the deep learning in computer vision. Convolutional Neural Networks (CNN or ConvNet) are the default deep learning model used for image classification problems. In these deep network models, feature extraction is figure out by itself and these models tend to perform well with huge amount of samples. Herein we explore the impact of various Hyper-Parameter Optimization (HPO) methods and regularization techniques with deep neural networks on Fashion-MNIST (F-MNIST) dataset which is proposed by Zalando Research. We have proposed deep ConvNet architectures with Data Augmentation and explore the impact of this by configuring the hyperparameters and regularization methods. As deep learning requires a lot of data, the insufficiency of image samples can be expand through various data augmentation methods like Cropping, Rotation, Flipping, and Shifting. The experimental results show impressive results on this new benchmarking dataset F-MNIST.
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I. INTRODUCTION

Deep learning models have made a great breakthrough for the image classification tasks in computer vision. Deep learning often refers to some hidden elements as hyperparameters as they are one of the crucial components of any deep learning applications. Hyperparameters are the fine tuning elements that live outside the model but that can heavily influence its behavior and the performance of the model immensely dependent on the selection of right hyperparameter. Within this paper a ConvNet model has built with various regularization methods and hyperparameter optimization techniques for recognizing images of fashion objects using the Fashion-MNIST (F-MNIST) dataset. F-MNIST is a fashion products image dataset be made up of 60,000 training set and 10,000 test set samples including 10 categories of 28x28 grayscale images. Figure 1 shows all the class labels, names and some images in F-MNIST.

The regularization technologies like Batch normalization (BN) [8] and Dropout [18] are commonly used to ward off overfitting as regards insufficient training images. Data augmentation is a technique of producing new identical sample images to the training data, which can be considered as one sort of regularization method [14]. For the image classification problems, data augmentations are frequently used in the pioneer research works [17]. For preventing overfitting we have used many effective techniques such as data augmentation and dropout. Most common and the easiest technique to avoid overfitting on the image data is to artificially expand the training image samples. The recently-introduced technique “dropout” [18] is regularization method for neural networks suggested by Srivastava, et al., (2014) where randomly selected neurons ignored or “dropped out” during training.

II. BACKGROUND AND RELATED WORK

In image classification different methods are used such as methods based on low-level image feature representation which consider image as a collection of low-level characteristics like texture, shape, size, color, etc. and methods based on mid-level visual feature constructions for image classification tasks. Nowadays, usage of deep neural networks and neural-networks to obtain image representation is trending. Such architectures allows us to extract features from a specified layer of trained neural network and then use extracted feature maps as a numeric image representation. There are a large number of publications related to the image processing with neural networks. Our work is related to this type of research, where CNN are used for classifying images. Image classification in the fashion domain has numerous benefits and applications and has various research works have been presented about it.

One among the previous studies has reviewed deep neural networks is able to attain record breaking outputs on very challenging dataset using supervised learning (Krizhevsky et al., (2012) [11]). Their network contains 5 CNN layers and 3 fully-connected layers. They worked one among the largest ConvNets on the ImageNet dataset subsets and achieved best ever results reported on this. This neural network includes a number of novel and unusual features that increase the performance such as relu nonlinearity, overlapping pooling etc. and decrease the time for training. They have used various effective methods for reducing overfitting, which are data augmentation and dropout. Fashion-MNIST dataset has been presented by Zalando Research (Xiao et al., 2017 [19]). F-MNIST is proposed to intend for a direct drop-in substitute for the classical MNIST handwritten digits dataset which has been considered as the benchmark for machine learning techniques, as it contains the same structure, image format and size of train and test set splits. They have
provided some results of classification in this paper to form a benchmark on this dataset. All algorithms presented on that were repeated five times by shuffling the training data and the mean of the accuracy on the test data were reported on it. Dufourq et al., 2017 [4] suggest EDEN (Evolutionary DEep Networks), an effective neuro-evolutionary algorithm which includes the strengths of deep networks and genetic algorithms. The search area of the neural network model is explored by them by adding supplementary features like optimization of the embedding layers in their study.

In latest research studies, ConvNets has been used for classifying images. In the work of S. Bhatnagar, D. Ghosal, and Kolekar M. H. (2017) [1], F-MNIST categorization is conducted to categorize groups of fashion article images. They have demonstrated 3 different ConvNet models and applied residual skip connections and batch normalization (BN) for ease and speed of the learning process.

F-MNIST is a kind of more challenging task than classical MNIST dataset. Original MNIST dataset—commonly used as the “Hello World” of machine learning applications in computer vision, is overused, too easy and cannot represent modern computer vision tasks. Researchers at Zalando company have developed a new image classification dataset called F-MNIST in hopes that it should be a substitute for original MNIST [13] dataset. This newly introduced dataset contains images of various products of clothing and accessories—such as t-shirts, coats, shoes, and other fashion items. Each image is a 28x28 grayscale fashion article image, related with a label from ten categories (t-shirt/top to ankle boots). F-MNIST is the most challenging dataset and gives us a lot more room for improving the model. Hence it could be a potential substitute for classical MNIST.

### III. PROPOSED METHODOLOGY

Classification of images is used in various applications, ranging from facial recognition to self-driving cars. ConvNets are current state-of-the-art models for object classification. ConvNets are being used everywhere. For getting started with image classification the handwritten digits MNIST dataset is easier and mostly overused.

We propose to classify fashion products images using hyperparameters optimization methods and regularization techniques implementing with CNN. Almost in all computer vision tasks ConvNets are being used. ConvNets mainly consists of three phases. In the first phase a convolution operation occurs in between filters or kernels and input image of very small size and a feature map is produced. Each kernel in a ConvNet learns different features of the image. The convolution operation in ConvNet is simply a mathematical operation i.e. multiplication of the filter and image matrix. The convolution function between a 2D filter Q and 2D image P is,

\[
C(m, n) = (P * Q)(m, n) = \sum_{i=0}^{h-1} \sum_{j=0}^{w-1} P(i, j) Q(m-i, n-j)
\]

It can also be expressed as,

\[
C(m, n) = (Q * P)(m, n) = \sum_{i=0}^{3} \sum_{j=0}^{3} P(m-i, n-j) Q(i, j)
\]

For a 3x3 filter size the equation becomes,

\[
C(m, n) = (Q * P)(m, n) = \sum_{i=1}^{3} \sum_{j=1}^{3} P(m-i, n-j) Q(i, j)
\]

The second phase of ConvNet model is Activation layer. Activation function introduces non-linearity to the model. Most prominent activation functions are ReLU (Rectified Linear Unit) [15], Tanh and Sigmoid. ReLU activation function is implemented in the proposed models. Usually, ReLU function is most popularly used in almost all the ConvNets.

\[
R(z) = \max(0, z)
\]

ReLU is best for hidden layers. \(R(z)\) is zero when \(z\) is less than zero and \(R(z)\) is equal to \(z\) when \(z\) is above or equal to zero. Other alternatives are sigmoid, tanh and other activation functions depending on the task. They are a crucial part of neural networks. The third phase is pooling function which is applied to resize the dimension of the input image to avoid overfitting. ConvNets often use pooling layers to decrease the size of the representation. Suppose we have a 4 x 4 input, and you want to apply a type of pooling called max pooling. And the output of this particular implementation of max pooling will be a 2 x 2 output. To demonstrate, if

\[
A = \begin{bmatrix}
1 & 3 & 2 & 1 \\
2 & 9 & 1 & 1 \\
1 & 3 & 2 & 3 \\
5 & 6 & 1 & 2
\end{bmatrix}
\]

then the result of this 2 x 2 max pooling operation will be

\[
M x P(A) = \begin{bmatrix}
9 & 2 \\
6 & 3
\end{bmatrix}
\]

In this work two different neural network architectures are proposed: 2 ConvNets and 4 ConvNets. The first one includes two convolutional layers. The last one is composed of 4 convolutional layers. These models with hyperparameters like epochs and batch size, optimizers and activation functions and regularization ways such as data augmentation and dropout usage allows us to achieve good results with this model.
architecture compared with others. Current work the main focus is to classify fashion images in F-MNIST dataset which is a new challenging alternative to MNIST dataset. We show limitations and shortcomings of complex and simple methods. Therefore, we show necessity of hyperparameters and regularization techniques usage in this problem. Usage of a benchmarking dataset is the well-known and promising approach for classifying images. Herewith HPO and regularization approach are used and showing how we can utilize available knowledge from initial dataset to achieve significantly better performance. We show how to overcome the complexities we faced. In fully-supervised deep neural architectures with limited training data will dramatically overfit the training data. Final classification model is built on joined methods that allow us to benefit both from using the HPO and regularization methods.

A. Image Preprocessing

The F-MNIST database contains 70000 images of dimension 28x28. These images and their corresponding labels are separated as training data and test data. To prepare the data for training, some processing have applied on the images like resizing images, normalizing the pixel values etc. After doing the necessary processing on the image information’s, the label data, we have converted it into categorical formats like label ‘0’ should be represented as a vector format of [0, 0, 0, 0, 0, 1, 0, 0, 0, 0] to build the model.

![Fig. 2. Some sample Images in Fashion-MNIST Dataset with their labels](image)

Each image has 28 x 28 resolutions. The CNN accepts image input shape in a specific format. So we have reshaped our input. All the images in our dataset are in grayscale. Normalization is applied on the input images for getting the dimensions in same scale. For that images are rescaled so that each pixel in image data lies in [0, 1] interval format instead of [0, 255]. Then we have applied the one-hot encoding technique for the labels. In this process the label which is an integer here is transformed into a vector which includes only one ‘1’ for corresponding label position and the rest of the elements will be ‘0’.

B. Convolutional Neural Network (CNN or ConvNets)

Among various deep learning architectures, ConvNets stands out for its unprecedented performance on computer vision. ConvNet is an Artificial Neural Network inspired by biological visual cortex and been successfully applied to image processing tasks. A special kind of artificial neural network is ConvNet which contains at least one convolutional layer. A typical ConvNet takes an input image, pass it through a set of layers convolution, non-linear activation, pooling (downsampling) and fully connected, and retrieve an output of classification labels. This output of this CNN layer is an activation map.

The first ConvNets architecture of the model defined in this paper consists of 2 convolution layers succeeded by activation, pooling, fully connected and softmax layers respectively. Multiple filters are used at each ConvNet layer, for various types of feature extraction. In our first ConvNet layer 32 numbers of filters of the dimension (3, 3) is given and in the second layer 64 filters of (3, 3) is applied. In the second ConvNet model 4 convolution layers followed by Batch Normalization, relu, maxpooling and dropout. First two convolution layers contain 32 numbers of filters and next two with 64 filters. Each filter has the dimension of (3, 3).

C. Regularization Techniques

1) Dropout

In neural networks the regularization technique used to reduce overfitting by preventing co-adaptations on training data is dropout. While training neural network the technique dropout is used which randomly dropping out the neurons in the learning stage. After pooling layer and fully connected layer, dropout is introduced in this architecture to reduce over-fitting problem. In our model after pooling layer dropout ignored 25% of the neurons and disabled 50% of the neurons after fully connected layer.

2) Data Augmentation

When working with deep neural network models data preparation is required. Object recognition tasks are more complex and increasingly it requires data augmentation. The deep networks require very huge amount of sample data to attain the best performance. One technique to get more data for training is image augmentation; it artificially creates new training images by applying transformations on the data. To improve the performance of deep neural networks which is used for building a classifier of images using very little data, data augmentation technique can be applied. The method of artificially creating new images for training by applying transformations such as random rotations, shifts, shear, flips etc. is known as data augmentation.

D. Hyperparameter Tuning

1) Optimizers

Optimization algorithms help us to minimize or maximize the objective function. Minimizing the loss by the training process is very important and has a main role in the operation of training of the neural network model. The two optimizers used in these architectures are Adam [9] and Adadelta [20] for optimization of the loss function. Adam work well across a wide range of deep learning architectures. Adam usually outperforms the rest followed very closely by the other adaptive learning rate methods, Adagrad and Adadelta. Adam optimizer can be calculated as...
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\[ \Delta \theta_t = - \frac{\eta}{\sqrt{v_t + \epsilon}} \hat{m}_t \]  

\[ \Delta \theta_{t+1} = \theta_t + \Delta \theta_t \]

2) Batch size and Number of Epochs

Mini-batch is usually preferable in the learning process of ConvNets. A range of 16 to 128 batch size is a good choice to test with. ConvNet is sensitive to batch size. In this model we have used 64 and 128 as batch size for training images. Number of epochs is the number of complete pass through the entire training set. The number of epochs has increased until the difference of training and the test error is very small. Here, we have checked with 40 and 60 epochs.

3) Activation Function

Activation function is just a thing that should be added to the output at the end of any neural network. This is used to obtain the output of the neural network like yes or no. Depending upon the function it maps the resulting values in between -1 to 1 or 0 to 1 etc. ReLU is really popular in the last few years and it is used in this models.

E. Other parameters

To increase the training speed of the model Batch Normalization was done. To keep the dimensions to be same in the layers after convolution layer the batch normalization applied and it decrease the time for training obviously. The categorical cross entropy is used as loss function because the current problem is the classification of multi-class. This helps for calculating the fault rate value between the actual and predicted.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. Fashion-MNIST Dataset

In this work, we use F-MNIST dataset, which contains of 60,000 images of training and 10,000 images of test. Each gray scale image has a dimension of 28-by-28 pixels and grouped into ten categories from T-shirt/top to Ankle boots as displayed in Fig. 1. Figure 6 shows that two sample images in F-MNIST dataset, pictures of T-Shirt and Sandal.
In the above table we can see that the accuracy and loss of testing and training set. We have achieved 99.90% training accuracy and 0.47% training loss when we have used Adam optimizer and 64 mini-batch size in 60 epochs with 2 ConvNet layers. We got the maximum testing accuracy of 93.99% and minimum testing loss 20.37% with hyperparameter optimization and regularization techniques used with 4 ConvNet layers. In this model we have implemented Adam optimizer with batch size 64 and iterated the model till 60 epochs.

Comparing with the accuracy results on F-MNIST dataset test data results with various models in literature, the CNN4 + HPO + Reg model shows better accuracy results of 93.99% with minimum loss. Figure 8 displays some of the accuracy and loss graphs when using various hyperparameter optimization and regularization techniques. These HPO techniques are varying with their batch size, epochs, optimizers, convolution layers etc.
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Fig. 8. Accuracy and Loss Graphs using various HPO

| Class          | Recall | Precision | F1 Score |
|----------------|--------|-----------|----------|
| T-shirt/top    | 0.90   | 0.90      | 0.90     |
| Trouser        | 0.99   | 1.00      | 0.99     |
| Pullover       | 0.90   | 0.93      | 0.92     |
| Dress          | 0.93   | 0.94      | 0.94     |
| Coat           | 0.93   | 0.90      | 0.92     |
| Sandal         | 0.99   | 0.99      | 0.99     |
| Shirt          | 0.81   | 0.83      | 0.82     |

| Class    | Recall | Precision | F1 Score |
|----------|--------|-----------|----------|
| Sneaker  | 0.98   | 0.96      | 0.97     |
| Bag      | 1.00   | 0.98      | 0.99     |
| Ankle boot | 0.95   | 0.99      | 0.97     |
| Overall  | 0.94   | 0.94      | 0.94     |
Generally used measures for tasks like image classification are Recall, Precision and F1 Score. These results for 10 different categories are shown in Table III. When compared with other categories the scores of recall, precision and F1-score are very less for Shirt and T-Shirt/top. Shirts, Pullover, T-Shirt/top and Coats also show low scores. Among other categories of images, these 4 categories are frequently misclassified. The reason for this low metrics score is its similarity in such small images of 28-by-28 pixels. In the below Table IV we can clearly see the different categories which are the major causes of error in predicting the correct image. The main sources of error in the proposed model are from Shirt and T-Shirt/Top class.

Table IV. Confusion Matrix : CNN4 + HPO + REG Model

| Class       | Label | 0   | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   |
|-------------|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| T-shirt/top | 0     | 898 | 0   | 13  | 7   | 2   | 1   | 72  | 0   | 7   | 0   |
| Trouser     | 1     | 0   | 988 | 0   | 7   | 1   | 0   | 2   | 0   | 2   | 0   |
| Pullover    | 2     | 14  | 0   | 902 | 6   | 36  | 0   | 41  | 0   | 1   | 0   |
| Dress       | 3     | 15  | 1   | 10  | 932 | 12  | 0   | 29  | 0   | 1   | 0   |
| Coat        | 4     | 0   | 0   | 17  | 20  | 932 | 0   | 27  | 0   | 4   | 0   |
| Sandal      | 5     | 0   | 0   | 0   | 0   | 0   | 995 | 0   | 3   | 0   | 2   |
| Shirt       | 6     | 75  | 0   | 29  | 19  | 54  | 815 | 0   | 8   | 0   |
| Sneaker     | 7     | 0   | 0   | 0   | 0   | 6   | 0   | 984 | 1   | 9   |
| Bag         | 8     | 0   | 0   | 0   | 1   | 0   | 0   | 0   | 0   | 999 | 0   |
| Ankle boot  | 9     | 0   | 0   | 0   | 0   | 8   | 0   | 37  | 1   | 954 | 0   |

V. CONCLUSION

With hyperparameter optimization and regularization techniques used with four layer ConvNets we were capable of attain an accuracy of 93.99%. We can clearly see how by tuning various hyperparameters like optimizers, batch size, number of epochs and regularization methods such as image augmentation and dropout increase the overall performance and significantly decrease the training time. F-MNIST can be a best drop-in substitution for MNIST although it is more difficult than MNIST dataset. We can implement or serve these models with hyperparameter tuning and regularization techniques for various types of image classification tasks and this dataset should be very much challenging when doing machine learning tasks. Configuring hyperparameters needs years of experience and it is a black art, but tuning these parameters we can achieve magical results solving various computer vision tasks.
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