Convergent learning–based model for leukemia classification from gene expression
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Abstract
Microarray data analysis is a major challenging field of research in recent days. Machine learning–based automated gene data classification is an essential aspect for diagnosis of gene related any malfunctions and diseases. As the size of the data is very large, it is essential to design a suitable classifier that can process huge amount of data. Deep learning is one of the advanced machine learning techniques to mitigate these types of problems. Due the presence of more number of hidden layers, it can easily handle the big amount of data. We have presented a method of classification to understand the convergence of training deep neural network (DNN). The assumptions are taken as the inputs do not degenerate and the network is over-parameterized. Also the number of hidden neurons is sufficiently large. Authors in this piece of work have used DNN for classifying the gene expressions data. The dataset used in the work contains the bone marrow expressions of 72 leukemia patients. A five-layer DNN classifier is designed for classifying acute lymphocyte (ALL) and acute myelocytic (AML) samples. The network is trained with 80% data and rest 20% data is considered for validation purpose. Proposed DNN classifier is providing a satisfactory result as compared to other classifiers. Two types of leukemia are classified with 98.2% accuracy, 96.59% sensitivity, and 97.9% specificity. The different types of computer-aided analyses of genes can be helpful to genetic and virology researchers as well in future generation.
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1 Introduction
The hereditary information of a human being is generally stored in the gene. Genetic disease is a type of disease that causes any disorder in the gene expressions of the human body. It happens due to the mutation in a single gene, multiple gene mutations, gene mutation combination, several environmental factors, and damages in chromosomes. Some genetic disorders or mutations can be a cause of developing cancer in the human body. Also the mutation of genes leads to a variety new generated virus. This type of change is referred to the hereditary cancer syndromes and it can be transferred from parents to a child. Leukemia is a type of bone marrow cancer that happens due to genetic disorder [1]. The lifestyle of the human being and environmental factors increase the risk of leukemia. Sometimes it may occur with no known factors. At the initial stage of leukemia, a stem cell turns into the cancerous cell and gradually it multiplies uncontrollably. These cancerous cells do not do their job well and they crowd out healthy cells in the bone marrow and in the bloodstream. The basic factor that develops leukemia in the body is the
mutation of the cells in the bone marrow. Sometimes it may thwart bone marrow from developing healthy cells. It is a complicated task to detect the deoxyribonucleic acid (DNA) mutation for early diagnosis of various genetic diseases because most of the genes have many regions where mutation happens. DNA microarray is one of the advanced technologies that is used to measure the expression level of a large number of genes. This technology has the capability to determine whether the DNA of an individual having a mutation gene or not. Microarray technology is widely used for the analysis and prediction of different types of leukemia [2–4].

Early prediction of leukemia is a challenging job for physicians nowadays and it can be done by adopting computer-aided automated disease diagnosis systems in medical sectors. Different machine learning techniques were applied to medical datasets for developing an intelligent diagnosis system. Due to the digital revolution and advances in information technology, a huge amount of data is generating from the medical sectors. Machine learning techniques are well suited for the analysis of these large data and also several techniques were adopted for the diagnosis of different diseases [5, 6]. For successfully running any machine learning algorithms, different-diagnosis data are available in the form of medical records at multiple hospitals. Due to microarray technology, a big amount of DNA expression data is also generating from hospitals. Automatic analysis and classification of these data are more essential for the early diagnosis and decision-making for any genetic disease. Research on gene expression data is one of the most popular areas in machine learning–based biomedical data analysis. Different machine learning algorithms were also used for the analysis of this data. Here in our work, we have adopted a deep learning technique for the classification of leukemia data. A total of two types of leukemia, acute lymphocytic (ALL) and acute myelocytic (AML), were classified by using deep neural networks. The classification performance of this proposed model is satisfactory as compared with earlier works as presented in the result section.

The rest of the paper is organized as follows. Related literatures are presented in Section 2. Section 3 represents the proposed work. Results obtained through the proposed model are presented in Section 4. Section 5 concludes the work.

## 2 Related literature

Due to the recent advancement in artificial intelligence (AI) and machine learning, different techniques were used by the researchers for the gene expression data analysis. The main goal of these machine learning techniques is to increase the performance of the model by increasing the accuracy and decreasing the error. Authors in [7] adopted three different tree-based supervised machine learning algorithms for classifying cancer from gene expression data. A total of seven types of cancer data were classified using the C4.5 decision tree and bagged and boosted decision trees. From their result, it can be observed that the bagging decision tree classifier is performing better as compared with the other two. The selection of suitable features from the original data is a challenging task in the machine learning approach and it is more important in biomedical data. In order to improve the performance, the authors have used the null space-based feature selection method in [8]. The redundant gene expressions were discarded by null space information generated through scatter matrices. After successfully reducing the feature dimension, the classification was done by applying three types of classifiers such as support vector machine (SVM), Naive Bayes, and linear discriminant analysis (LDA). For identifying AML samples, a one-class SVM classifier was applied in gene expression data in [9]. Their proposed classifier’s performance was verified with different types of kernel function and it was observed that the accuracy was better with a linear kernel. They have also compared their obtained result with some earlier traditional classification models and they have claimed that their result was better as compared with others. Chi-square feature selection technique was introduced to deal with the high-dimension problem in [10]. In their work, they have applied machine learning techniques in the SAGE data set. From the result, they have claimed that SVM and Naive Bayes classifiers were providing better results with the reduced features. The performance of the extreme learning machine (ELM) algorithm was also evaluated with the gene expression dataset in [11]. The reasons for adopting the ELM algorithm were to improve the training time, avoiding local minima and overfitting problems. The multicategory classification was performed in three different types of microarray datasets. Authors in [12] used the random forest algorithm for the selection of gene patterns. The aim of their proposed model was to find significant genes with increased accuracy. Authors have also considered three different types of gene expression datasets for validating the performance of the machine learning model. Their proposed hybrid model was providing efficient result as compared with the traditional models. Another hybrid model for selecting gene patterns was proposed in [13]. They have applied hierarchical clustering and rough set theory approach for the classification of gene patterns. Their proposed approach was a three-step structure. Initially, the gene clusters were formed by using a hierarchical method. After this, the initial clusters were again divided into more clusters by applying lower and upper approximation property of the rough set algorithm. Gene ranking and cluster ranking method were applied to rank the clusters for selecting significant genes. After completing these preprocessing steps, the classification was done by using SVM classifier. In order to design an optimized gene data classification model, authors in [14] have used multi-objective spotted hyena optimizer (MOSHO) and salp swarm algorithm (SSA) in their work. As compared with the real-life optimizing
algorithm, the proposed SSA technique maintains the diversity and training information. MOSHA technique needs low computational time for maintaining the required information. For classification purposes, they have used four types of classifiers in their work. Again SVM classifier was used for classifying the gene expressions in [15–18]. Authors in [17] applied the gray wolf optimization algorithm to develop an optimized data mining model for gene expression data classification. In their work, they have applied information gain techniques for feature selection. Breast and colon cancer gene data was used for the classification purpose. Correlation-based gene features were selected for classification in [18]. For selecting the optimized parameters of the SVM classifier, they have applied teaching-learning-based optimization (TLBO) algorithm in their proposed work. For converting the continuous version of the \( i = \) optimized parameter to binary, they have selected a new encoding technique. K-nearest neighbor (KNN) is another popular data mining method which was broadly used in gene expression data classification [18–22]. The combination of KNN and SVM classifier was proposed in [18, 19] for classifying the leukemia and colon cancer data. Authors in [20] used particle swarm optimization (PSO) and KNN for classifying AML and ALL gene expressions.

Different gene subsets were obtained by applying genetic algorithm in [21] and KNN was used for classifying the subsets. The neural network and its variants were also deployed for the analysis of gene expression in various studies. An artificial neural network (ANN) was used for classifying the gene expression in [23–26]. Authors in [25] preprocessed the gene data by applying normalization and feature selection techniques. K-means clustering technique was applied for creating the specific gene clusters. For reducing the feature size, they have applied SVM in their work. Finally, the reduced selective features were classified using ANN. The proposed model was validated with two types of tumor dataset. A supervised machine learning approach was proposed for classifying the ALL and AML gene data was proposed in [26]. The classification result was better in the ANN classifier as compared with other classifiers as they have claimed. A radial basis function network (RBFN) was used to classify the gene sequences. A novel rough set-based feature selection technique was presented in [27]. The benefit of adopting this method was to avoid gene expression clustering. They have combined the roughest feature selection technique and RBFN for predicting leukemia, lung cancer, and prostate cancer. In their work, they have validated their result with the other two types of classifiers and from the result, it can be observed that RBFN was providing better results as compared with LSVM and Naive Bayes. A generalized RBFN was used for improving the prediction accuracy in gene classification. The efficient features were selected by using BARS, BIRS, and FCBF techniques. Functional logistic discriminant analysis (FLDA) and RBFN were used for the analysis of microarray gene expression data in [28]. Probabilistic neural network (PNN) is another type of neural network which has been used for the analysis and classification of gene expression [29]. After selecting the effective gene features, the classification was conducted by using PNN. The performance of PNN was compared with KNN for classifying three types of data.

Deep learning is an advanced neural network technique that has been widely used in different biomedical applications. Also, researchers have used different deep learning
approaches in gene expression data analysis. The relevant gene features were extracted by applying a convolutional neural network in [30]. The extracted convolutional features were then classified by using SVM. ALL leukemia was classified by applying deep learning–based image processing techniques in [31]. After collecting the microarray image, the segmentation step was done for improving the performance. After completing the segmentation step, a seven-layer convolutional network was used for the classification purpose. A hybrid approach by combining CNN and SVM was introduced by the authors to classify the bone marrow expression images in [32]. A deep convolutional neural network was used for classifying leukemia in [33]. For successfully training the model, they have used a pretrained AlexNet model for their work. A total of four types of leukemia were classified by using CNN. In another study, authors have used a hybrid deep learning model for classifying the leukemia cells. Their proposed hybrid approach was capable of extracting efficient features from the input image. They have used the global average pooling approach in their work to improve the performance. The blood cell images were classified by applying the CNN in [34]. Authors have also used the same seven-layer CNN structure for the classification of leukemia. A discrete cosine transform (DCT)–based CNN classifier model was developed by the authors in [35]. For extracting the features, they have applied DCT in the microscopic images and then classification was conducted by using CNN.

From the literature, it can be observed that a numerous amount of work were conducted for gene expression data classification. Different machine learning algorithms were used to getting a satisfactory accuracy. For reducing the computational time and increasing the accuracy, researchers have also used a deep learning–based approach in gene expression data. Most of the deep learning–based works were conducted with microarray images. But here in this work, we have taken an attempt to classify the previously extracted records of gene features and also we have achieved a better result with this data as compared with other classification models.

## 3 Proposed method

The proposed deep learning–based leukemia classification model consists of three steps as presented in Fig. 1. After collecting the data, it is preprocessed. In the preprocessing step, the entire dataset is checked for detecting the missing value because it may hamper the classification result. Here in our dataset, there was no missing value. After checking the missing value, the entire dataset is divided into two subsets. A deep neural network (DNN) classifier is used for classification purpose.

### 3.1 Dataset and preprocessing

The leukemia dataset is collected from the publicly available microarray gene data [36]. The dataset contains the bone marrow expressions of 72 samples with 7128 genes. There are two types of leukemia classes that are there in the dataset. Forty-seven samples are belonging to ALL class and rest 25 are of AML class with zero missing values. After checking for the missing values, the entire data set is divided into training and testing purposes. Around 80% (58 samples) of data is separated for training purpose and rest 20% (18 samples) data is used for testing and validation.

### 3.2 Classification model

The deep neural network is an advanced neural network model composed of multiple layers where input data is represented with different levels of abstraction. Due to the hierarchical structure of the DNN, it is very easier to represent complex problems. The multiple hidden layers presented in the DNN can be the capability to learn the features from the input data. After learning the features through the hidden layers, the classification is done in the last layer of DNN. The structure of the simple DNN is presented in Fig. 2. In our proposed DNN classifier, there

| Table 1 Leukemia data detail |
|-------------------------------|
| Dataset | Total number of samples | ALL | AML |
| Training set | 56 | 35 | 21 |
| Testing set | 16 | 12 | 4 |
| Total | 72 | 47 | 25 |

| Table 2 Training performance of the proposed DNN |
|-----------------------------------------------|
| Performance measuring parameters | Percentage |
| Accuracy | 99.69 |
| Sensitivity | 97.22 |
| Specificity | 100 |

| Table 3 Testing performance of the proposed DNN |
|-----------------------------------------------|
| Performance measuring parameters | Percentage |
| Accuracy | 98.21 |
| Sensitivity | 96.59 |
| Specificity | 97.9 |
are of five-layer with three hidden layers. DNN is a type of feed-forward neural network where the input data flows from the input layer to the output layer without forwarding back. In the first stage, a map of a virtual neuron is created with random values or weights to make the connections between them. Then, the weights are multiplied with the input data and return the output between 0 and 1. The weights are adjusted with each other if the network faces problem at the time of recognizing a particular pattern [37].

By employing pooling operations and a set of distinct moving filters, CNNs seize correlations between adjacent data pieces, and then generate a successively higher level abstraction of the input data. CNNs can extract features while reducing the model complexity, which mitigates the risk of overfitting. These characteristics make CNNs achieve remarkable performance in signal processing. The vanishing gradient problem can be partially ameliorated by using non-saturating activation functions such as rectified linear unit (ReLU). Each
block coordination–based learning algorithm can guarantee to globally converge.

In the proposed DNN, the input gene data $G = \{g_1, g_2, g_3, \ldots, g_n\}$ is multiplied with the weight $W = \{w_1, w_2, w_3, \ldots, w_n\}$. The output ($O$) of each layer after multiplying with the weight is represented as

$$O = (G \ast W) + b$$

where $b$ is the bias. After completing the weight multiplication with input data, it is passed through the nonlinear activation function and can be represented by:

$$Y = f(g \ast w) = f\left( \sum_{i=1}^{n} g_iw_i \right)$$

where $Y$ is the output of DNN and $n$ is each input gene feature. $f$ is the activation function used in the hidden layer and output layer. Here in our DNN, we have used the rectified linear unit (ReLU) activation function in the hidden layer and softmax in the output layer. ReLU is one of the most used activation function in the deep neural network. The main advantage of using this activation function is that it does not activate all the neurons at the same time and converts all the negative input into zero so that the neuron does not get activated. Training performance in this activation function is much faster as compared with other activation function [38]. It can be represented as

$$f(x) = \max(0, g)$$

$$s_j = \frac{e^{x_j}}{\sum_{i=1}^{n} e^{x_i}}$$ (4)

where the input is $x$ and the output value of $s$ is between 0 and 1 and their sum is equal to 1.

### 4 Results

The microarray data set is generally represented with a $x$ by $y$ matrix where $x$ represents the total number of samples and $y$ represents the gene features. Among 72 samples, around 80% of data (56 samples) are separated for training the DNN and the rest 20% (16 samples) are stored for validation purposes. The detailed structure of the training and testing sets is presented in Table 1.

The deep neural network is trained with the training data. After successfully completing the training, the proposed classifier is validated with the testing data. The training performance is presented in Table 2 and testing performance is presented in Table 3. Figures 3 and 4 show the accuracy and the loss of the proposed DNN classifier with testing data. Figure 5

---

**Table 4** Comparison of DNN performance with other classifiers

| Classifier | Sensitivity (%) | Specificity (%) | Accuracy (%) |
|------------|----------------|----------------|--------------|
| SVM        | 95             | 97             | 96           |
| KNN        | 94             | 96             | 95           |
| Naive Bayes| 91             | 93             | 92           |
| DNN        | 96.59          | 97.9           | 98.21        |

---

![Image](image.png)
shows the final graphical representation of the DNN performance.

5 Discussions

For the comparison of the proposed result, we have compared our result with the other three types of classifiers. The results are presented in Table 4 and Fig. 6. The performance of the DNN classifier is compared with SVM, KNN, and Naive Bayes classifiers. From the result, it can be observed that our proposed DNN classifier is performing better as compared with the other three. In Table 5, the obtained result is compared with some earlier work and it can be observed that our proposed deep learning classifier is performing better for classifying gene expression from the microarray data.

6 Conclusion

Nowadays, genetic disease is one of the major health problems worldwide. Lots of people are suffering from this disease. Early detection and diagnosis of this illness can save life. The proposed work tries to classify the leukemia types by using the deep learning approach. As the size of the gene expression data is very large, a seven-layer deep neural network is designed to classify two types of leukemia. The classification accuracy is quite better as compared with other types of classifiers. The advantage of using deep learning-based classifier is to improve the classification accuracy with minimum computational time. Around 98% classification accuracy is found from the DNN classifier and it is better than SVM, KNN, and Naive Bayes classifiers. This approach can be a useful machine learning tool for automated analysis of microarray data analysis. In the future, the accuracy can be improved by optimizing the network structure. Also the study of mutation of gene recognition will support the genetic as well as virology researchers. Like the current scene of COVID-19 would be early recognized and diagnosed.
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