Adaptive inference over Besov spaces in the white noise model using \( p \)-exponential priors
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In many scientific applications the aim is to infer a function which is smooth in some areas, but rough or even discontinuous in other areas of its domain. Such spatially inhomogeneous functions can be modelled in Besov spaces with suitable integrability parameters. In this work we study adaptive Bayesian inference over Besov spaces, in the white noise model from the point of view of rates of contraction, using \( p \)-exponential priors, which range between Laplace and Gaussian and possess regularity and scaling hyper-parameters. To achieve adaptation, we employ empirical and hierarchical Bayes approaches for tuning these hyper-parameters. Our results show that, while it is known that Gaussian priors can attain the minimax rate only in Besov spaces of spatially homogeneous functions, Laplace priors lead to adaptive or nearly adaptive procedures in both Besov spaces of spatially homogeneous functions and Besov spaces permitting spatial inhomogeneities.
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1. Introduction

A common goal in statistical practice is the inference of a functional unknown. This unknown can have uniform smoothness across its domain or it can be spatially inhomogeneous, that is, smooth in some areas and rough in other areas of its domain. For example, in imaging applications typically there are different smooth objects separated by sharp edges, in geophysical applications the physical parameter of interest has jumps at the intersection of different media and in signal processing some signals are mostly idle and only exhibit activity in localized outbursts. In this work, we will study adaptive Bayesian inference for both of these types of unknowns, in the white noise model and under a class of priors termed \( p \)-exponential, from the point of view of rates of posterior contraction in the small noise limit.

It is well known that both spatially homogeneous and spatially inhomogeneous functions can be modelled using Besov spaces, \( B_{q\beta}^{q'} \) with smoothness \( \beta > 0 \) and integrability indices \( q \geq 2, 1 \leq q' \leq \infty \) for the former and \( 1 \leq q < 2, 1 \leq q' \leq \infty \) for the latter (for a nice heuristic explanation why \( q < 2 \) relates to spatial inhomogeneity we refer to [31, Section 9.6]). Function estimation for such unknowns in the white noise model has been studied extensively in the frequentist statistical literature, and minimax rates under Besov-type regularity in \( L_2 \)-loss have been established by Donoho and Johnstone in [22]. A main finding in [22] is that, unlike the homogeneous case \( q \geq 2 \) in which linear estimators can achieve the minimax rate (Sobolev-type spaces correspond to \( q = 2 \)), in the inhomogeneous case linear estimators only achieve a rate which is polynomially slower than minimax. On the other hand, there are a few (nonlinear) frequentist procedures which are (nearly) adaptive in the minimax sense in both cases, for example based on wavelet thresholding [20, 21] or locally variable bandwidth kernel estimates [37]. We also mention the Bayesian wavelet thresholding method in [1].
We will restrict our attention to Besov spaces with equal integrability indices \( q = q', q \geq 1 \), which will enable us to simplify our analysis while still exhibiting the main statistical phenomena we are interested in. Rates of posterior contraction in \( L_2 \)-loss under such Besov regularity have been studied in the (direct) white noise model in [4], for \( p \)-exponential priors, which is a family of sequence priors with tails between Gaussian \((p = 2)\) and exponential \((p = 1)\). The obtained upper bounds suggested that in the spatially inhomogeneous case \((1 \leq q < 2)\), Gaussian priors are limited by the "linear-minimax" rate; this agrees with the intuition that Gaussian process regression is a linear statistical procedure due to the linearity of the posterior mean in this setting. Indeed, in the recent preprint [6] this was made rigorous by establishing the corresponding lower bounds for rates of contraction holding uniformly over Besov bodies and for sequences of arbitrary Gaussian priors. On the contrary, Laplace priors with appropriately chosen regularity and scaling parameters were shown in [4] to attain the minimax or nearly the minimax rate \((for q = 1 and 1 < q < 2, respectively)\). More generally, it was shown that when \( p \leq q < 2 \), appropriately tuned \( p \)-exponential priors attain the minimax rate \((up to logarithmic terms when p < q)\). In the less intricate spatially homogeneous case \((q \geq 2)\), it was shown that the minimax rate can be achieved using appropriately tuned \( p \)-exponential priors with any \( p \in [1, 2] \).

The purpose of this work is to theoretically establish that the required tuning of \( p \)-exponential priors can be performed automatically. Empirical Bayes procedures based on the maximum marginal likelihood estimator (MMLE) as well as hierarchical Bayes procedures, for choosing either the scaling or the regularity hyper-parameter of a class of Gaussian process priors in the white noise model, have been studied from the point of view of contraction rates in [43] and [32], respectively. In those sources, it was shown that both the empirical and hierarchical procedures lead to partial adaptation over hyper-rectangles when selecting the scaling hyper-parameter (extended to Sobolev spaces in [41]), while both procedures are fully adaptive over Sobolev spaces when selecting the regularity hyper-parameter \((up to logarithmic terms, improved in [41]; see also [10, 42])\). Both contributions [43] and [32], relied on the fact that for Gaussian priors the marginal likelihood can be expressed explicitly. On the other hand, a general theory for studying adaptivity with MMLE empirical Bayes and hierarchical Bayes procedures, which does not require the explicit availability of the marginal likelihood, has been developed in [41]; see also [19] concerning general empirical Bayes procedures. We employ this theory to study adaptation with \( p \)-exponential priors in the white noise model, since for \( p < 2 \) the marginal likelihood is not explicit.

We initially study adaptation over Sobolev spaces, by choosing either the scaling or the regularity hyper-parameter of the \( p \)-exponential prior via the MMLE empirical and hierarchical Bayes procedures. Our results are analogous to the Gaussian case: first, we show that when choosing the scaling hyper-parameter, the minimax rate is achieved provided the truth is not too smooth compared to the prior; second, we show that when choosing the regularity hyper-parameter, the minimax rate is effectively always achieved. These results trivially generalize to Besov spaces of spatially homogeneous functions \((q \geq 2)\) as well.

We then study adaptation over Besov spaces permitting spatial inhomogeneities, \( B_{qq}^{\beta} \) with \( 1 \leq q < 2 \), by choosing both the scaling and regularity parameters simultaneously. We establish that for \( p \)-exponential priors with \( p \leq q \), both the MMLE empirical and hierarchical Bayes posteriors are minimax adaptive \((up to logs when p < q)\), for \( \beta \in (\alpha + 1/p, \bar{\alpha} + 1/p) \) where \( \alpha, \bar{\alpha} > 0 \) can be chosen arbitrarily small and large, respectively. In particular, the main contribution of this work is the establishment that Laplace priors lead to minimax or near minimax adaptation over Besov spaces of spatially homogeneous functions as well as Besov spaces permitting spatially inhomogeneous functions.

Although our results refer to Besov spaces with equal integrability indices \( q = q' \), the setting is sufficiently rich to exhibit the advantage of using Laplace priors over Gaussian priors from the point of view of contraction rates. This is not surprising, since the minimax and linear minimax rates established in [22] are independent of \( q' \). The extension of our results to the general \( B_{qq'}^{\beta} \) case, while outside the
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scope of this work, is expected to be straightforward, despite requiring more technical calculations and a heavier notation.

We mention here that adaptive Bayesian procedures for spatially inhomogeneous functions are also studied in the recent preprint [40], where adaptive contraction rates are obtained for the spike-and-slab prior and Bayesian CART under spatially varying Hölder smoothness assumptions. We also mention the upcoming work [28], which studies adaptation over Besov spaces in density estimation based on (hierarchical) Besov priors. To the best of our knowledge, these two works and the present article are the first Bayesian adaptive results for spatially inhomogeneous functions in the literature.

In the rest of this introductory discussion we briefly introduce the setting, and overview the general theory for studying adaptivity with MMLE empirical and hierarchical Bayes procedures from [41], as well as the concentration theory for $p$-exponential priors from [4]. In Section 2 we state our main results, while their proofs are contained in Section 3. The proofs rely on a number of technical results contained in the Supplement. Finally, Section 4 contains a brief concluding discussion on computation, including two simulation experiments relating to the presented hierarchical Bayes procedures for Sobolev truths.

1.1. The white noise model

We consider the white noise model, which serves as a continuous limit of Gaussian nonparametric regression, [13]. This idealized model is typically used as a tractable stepping stone, before studying more complex nonparametric models.

We are interested in inferring a square integrable function $\theta$ on the unit interval, from an observation of a path of the stochastic process

$$X_t^{(n)} = \int_0^t \theta(s)ds + \frac{1}{\sqrt{n}}W_t, \quad t \in [0, 1].$$

Here $W$ is a standard Brownian motion, $n^{-1}$ is the noise level and we will study the small noise asymptotic regime, $n \to \infty$. The restriction to one dimension is for reasons of notational convenience; we expect the presented theory to generalize to higher dimensional domains in a straightforward way. Furthermore, for simplicity of our exposition, we assume that in addition to square summable, the unknown function $\theta$ is periodic; we write $\theta \in L_2(T)$, where $T = (0, 1]$, and equip this space with the usual $L_2$-inner product $\langle \cdot, \cdot \rangle_2$ and norm $\|\cdot\|_2$. We let $P_0^n$ denote the law of the sample path $X_t^{(n)} := (X_t^{(n)} : 0 \leq t \leq 1)$ in the sample space $\mathcal{X} := C[0, 1]$, where the latter denotes the space of continuous real functions on the unit interval. In particular, $P_0^n$ denotes the law of the scaled Brownian motion $W_t/\sqrt{n}$. Then by the Cameron-Martin theorem, the likelihood function is given as

$$p_\theta^n(X) := \frac{dP_\theta^n}{dP_0^n}(X) = \exp \left(n \langle X, \theta \rangle_2 - \frac{n}{2}\|\theta\|_2^2 \right), \quad X \in \mathcal{X}.$$  (1.2)

We refer to Section 6.1.1 in [27] for more details on the white noise model.
1.2. The MMLE and adaptive contraction rates

Given a class of prior distributions \( \Pi(\cdot|\lambda) \) on the parameter space \( \Theta := L^2(T) \) indexed by a hyperparameter \( \lambda \in \Lambda \), the associated posterior distributions are given as

\[
\Pi(B|X^{(n)}, \lambda) = \frac{\int_B p^n_\theta(X^{(n)})d\Pi(\theta|\lambda)}{\bar{m}(X^{(n)}|\lambda)},
\]

for any Borel set \( B \subseteq \Theta \). Here \( \bar{m}(X^{(n)}|\lambda) := \int_\Theta p^n_\theta(X^{(n)})d\Pi(\theta|\lambda) \)
denotes the marginal likelihood of the path \( X^{(n)} \) in (1.1), given \( \lambda \). Fixing a set of candidate hyperparameter values \( \Lambda_n \subseteq \Lambda \), the MMLE is defined as

\[
\hat{\lambda}_n \in \arg \max_{\lambda \in \Lambda_n} \bar{m}(X^{(n)}|\lambda),
\]

and leads to the associated empirical Bayes posterior distribution \( \Pi(\cdot|X^{(n)}, \hat{\lambda}_n) \).

The asymptotic behaviour of the MMLE \( \hat{\lambda}_n \) was studied in general settings in [41] and sufficient conditions were given securing that, as \( n \to \infty \), \( \hat{\lambda}_n \) belongs to a set \( \Lambda_0 \) of ‘good’ values of the hyperparameter with probability tending to 1. More specifically for \( \Theta = L^2(T) \) as assumed here, let \( \theta_0 \in \Theta \) denote the ground truth and let \( \epsilon_n(\lambda) = \epsilon_n(\lambda; K, \theta_0) \) be such that

\[
\Pi(\theta \in \Theta : \|\theta - \theta_0\|_2 \leq K \epsilon_n(\lambda)|\lambda) = e^{-n\epsilon_n^2(\lambda)},
\]

where \( K > 0 \) is a constant introduced for additional flexibility. Note that, for ‘continuous’ priors as the ones considered in this work, \( \epsilon_n(\lambda) \) is defined uniquely by (1.3) (see Lemma B.1 in the Supplement below). Let \( \epsilon_{n,0} > 0 \) be defined through

\[
\epsilon_{n,0}^2 = \inf_{\lambda \in \Lambda_n} \left\{ \epsilon_n^2(\lambda) : \epsilon_n^2(\lambda) \geq m_n(\log n)/n \right\},
\]

with \( m_n \) tending to infinity arbitrarily slowly. Then the set \( \Lambda_0 \) is given as

\[
\Lambda_0(M_n) := \{ \lambda \in \Lambda_n : \epsilon_n(\lambda) \leq M_n \epsilon_{n,0} \},
\]

with \( M_n \) tending to infinity arbitrarily slowly.

Having identified \( \Lambda_0 \), additional sufficient conditions were derived securing that the contraction rate of the MMLE empirical Bayes posterior is bounded by \( M_n \epsilon_{n,0} \). This was based on the techniques in [19], where rates of contraction for empirical Bayes posteriors were studied with general estimators of the hyper-parameter \( \lambda \) and where the existence of a ‘good’ set \( \Lambda_0 \) in which these estimators concentrate asymptotically was postulated. Further sufficient conditions were derived for establishing the sharpness of the rates for each \( \theta_0 \), as well as conditions for showing that the contraction rates for the MMLE empirical and hierarchical posteriors share the same bounds. We recall these conditions adapted to the assumed white noise model setting in Subsection 3.1 below.
1.3. \textit{p}-exponential priors and their concentration

The class of \textit{p}-exponential priors has been introduced in [4] as a generalization of Gaussian and Besov priors. \( B_{11}^{s} \)-Besov priors, which are sequence priors corresponding to wavelet expansions with independent and appropriately weighted Laplace-distributed coefficients, have been proposed in the applied Bayesian inverse problems literature in order to achieve 'edge-preserving' reconstruction; see [35] as well as [36, 17, 33, 18]. The weights of the wavelet coefficients are chosen in order to penalize the \( B_{11}^{s} \)-norm in the prior probability and, indeed, in [3] it was established in a general nonparametric inverse regression setting that the maximum a posteriori estimator (MAP) arising from these priors is the minimizer of a penalized least squares functional with a \( B_{11}^{s} \)-penalty.

In this work we will study \( \alpha \)-regular and \( \tau \)-scaled \textit{p}-exponential priors, defined as

\[
\Pi(\cdot | \lambda) := \mathcal{L}( (\gamma_{\ell} \xi_{\ell})_{\ell \in \mathbb{N}} ), \quad \lambda = (\alpha, \tau),
\]

where \( \xi_{\ell} \) are independent and identically distributed real random variables with probability density function \( f_{p}(x) \propto \exp(-|x|^{p}/p), \quad x \in \mathbb{R}, \quad p \in [1, 2] \) and \( \gamma_{\ell} \) are deterministic scalings of the form \( \gamma_{\ell} = \tau \ell^{-1/2 - \alpha} \) for some \( \alpha, \tau > 0 \). Note that for \( p = 1 \), these priors are merely a different parametrization of \( B_{11}^{s} \)-Besov priors, while for \( p = 2 \) they correspond to the Gaussian priors studied in [43, 32]. The concentration properties of \textit{p}-exponential priors in general and \( \alpha \)-regular \( \tau \)-scaled \textit{p}-exponential priors in particular, have been studied in [4]. Here we recall two key results for our analysis.

First, note that the term "\( \alpha \)-regular" is used since, for any \( q \geq 1 \), draws from \( \Pi(\cdot | \lambda) \) live in \( B_{q}^{\ell} \) with probability one for \( t < \alpha \) and with probability zero for \( t \geq \alpha \), see [4, Lemma 5.2]. Associated to an \( \alpha \)-regular \( \tau \)-scaled \textit{p}-exponential prior \( \Pi(\cdot | \lambda) \) are two sequence spaces. The first is the space of translations of \( \Pi \) which produce equivalent measures, which is a separable Hilbert space:

\[
Q_{\alpha, \tau} = \left\{ h \in \mathbb{R}^\infty : \tau^{-2} \sum_{\ell=1}^{\infty} h_{\ell}^{2} \ell^{1 + 2\alpha} < \infty, \quad \| h \|_{Q_{\alpha, \tau}} = \tau^{-1} \left( \sum_{\ell=1}^{\infty} h_{\ell}^{2} \ell^{1 + 2\alpha} \right)^{1/2} \right\}.
\]

The second is the following Banach space

\[
Z_{\alpha, \tau} = \left\{ h \in \mathbb{R}^\infty : \tau^{-p} \sum_{\ell=1}^{\infty} |h_{\ell}|^{p \ell^{p/2 + 2\alpha p}} < \infty, \quad \| h \|_{Z_{\alpha, \tau}} = \tau^{-1} \left( \sum_{\ell=1}^{\infty} |h_{\ell}|^{p \ell^{p/2 + 2\alpha p}} \right)^{1/p} \right\}.
\]

Note that \( Z_{\alpha, \tau} \subseteq Q_{\alpha, \tau} \subseteq \ell_{2} \) if \( p \in [1, 2] \), while \( Z_{\alpha, \tau} = Q_{\alpha, \tau} \) if \( p = 2 \), in which case both spaces are identified with the reproducing kernel Hilbert space (RKHS) of the corresponding Gaussian prior.

For any \( \alpha \)-regular \( \tau \)-scaled \textit{p}-exponential prior, it is straightforward to show that for each \( n \in \mathbb{N} \), there exists a unique \( \epsilon_{n}(\lambda) \) such that (1.3) holds, see Lemma B.1 in the Supplement below. Given \( \alpha, \tau > 0 \), we define the concentration function at \( \theta \in \ell_{2} \)

\[
\varphi_{\theta}(\epsilon) := \inf_{h \in Z_{\alpha, \tau}} ||h||_{Z_{\alpha, \tau}}^{2} - \log \Pi \left( \epsilon B_{\ell_{2}} | \alpha, \tau \right),
\]

where \( B_{\ell_{2}} \) is the centered unit ball of \( \ell_{2} \). For \( \theta = 0 \), the concentration function measures the probability of centered \( \epsilon \)-balls, while for \( \theta \neq 0 \) it gives a lower bound on the probability of \( \epsilon \)-balls around \( \theta \)

\[
\Pi(\theta + \epsilon B_{\ell_{2}} | \alpha, \tau) \geq \exp \left( - \varphi_{\theta}(\epsilon/2) \right),
\]

see [4, Theorem 2.13]. This enables us to obtain upper bounds on the value of \( \epsilon_{n}(\lambda) \) solving (1.3). However, except in the Gaussian case \( p = 2 \) [46, Lemma 5.3], the concentration function is not known.
to give an upper bound on the probability of $\epsilon$-balls around $\theta$. Since $p$-exponential priors are log-concave, one can at least use Anderson’s inequality which upper bounds the probability of any non-centered ball by the probability of the corresponding centered one, leading to a lower bound on $\epsilon_n(\lambda)$, see Lemma 3.2. It will transpire that this naive bound is sufficient for our analysis.

Furthermore, $\alpha$-regular $\tau$-scaled $p$-exponential priors satisfy the following concentration inequality derived from the work of Talagrand in [44],

$$
\Pi(\epsilon B_{\ell_2} + R^{\alpha/2} B_{Q_{\alpha, \tau}} + RB_{Z_{\alpha, \tau}} | \alpha, \tau) \geq 1 - \frac{e^{-R^p / \tilde{K}}}{\Pi(\epsilon B_{\ell_2} | \alpha, \tau)}, \quad \epsilon > 0, R > 0,
$$

where $B_Y$ denotes the centered unit ball in the space $(Y, \| \cdot \|_Y)$ and $\tilde{K}$ is a positive constant depending only on $p$, see [4, Proposition 2.15]. Inequality (1.8) shows that, even though it is straightforward to check that both spaces $Q_{\alpha, \tau}$ and $Z_{\alpha, \tau}$ have probability zero under the prior, the prior mass concentrates in small $\epsilon$-enlargements in $\ell_2$ around sums of large balls of these two spaces.

Together the lower bound (1.7) and the concentration inequality (1.8), have been employed to study contraction rates by verifying the ‘prior-mass around the truth’ and ‘sieve-set’ conditions in non-adaptive general posterior contraction results, such as the ones in the seminal papers [24, 25] and the textbooks [26, 27]. This was done in [4] in direct settings, while [6] and [30] supplemented these results with other novel concentration inequalities in order to study non-linear PDE inverse problems and drift estimation for multi-dimensional diffusions, respectively. We will also build on (1.7) and (1.8) in order to verify the more elaborate assumptions of [41] and study adaptivity.

### 1.4. Periodic Besov spaces

We consider an orthonormal wavelet basis $E = \{e_{kl}\}_{k \in \mathbb{N}, 1 \leq l \leq 2^k}$ in $L_2(T)$. We can then uniquely express a function $\theta \in L_2(T)$ as

$$
\theta = \sum_{k=1}^{\infty} \sum_{l=1}^{2^k} \theta_{kl} e_{kl},
$$

where $\theta_{kl} = \langle \theta, e_{kl} \rangle_2$. This allows us to identify a function $\theta \in L_2(T)$ with the corresponding sequence of coefficients $\{\theta_{kl}\} \in \ell_2$, and in particular to define $p$-exponential priors on sequences, even though the goal is to reconstruct functions. We additionally assume that the basis functions $e_{kl}$ have sufficient Hölder regularity, which allows us to characterize Besov function spaces and in particular the corresponding Besov norms, via the coefficients $\theta_{kl}$

$$
\|\theta\|_{B^s_{q,q'}} = \left( \sum_{k=1}^{\infty} 2^{q's + \frac{1}{q} - \frac{1}{q'}} \left( \sum_{l=1}^{2^k} |\theta_{kl}|^q \right)^{q'/q} \right)^{1/q'}, \quad s \in \mathbb{R}, 1 \leq q, q' < \infty.
$$

Note that by working on the torus $T$, we benefit from a particularly clean sequence representation of the Besov norm, however analogous representations exist which allow treating more general domains with additional technical effort (see for example [6] in the non-adaptive inverse problems setting). For details on periodic Besov spaces see [27, Section 4.3.4].

Since we restrict to the case $q = q'$, enumerating $\{\theta_{kl}\}, \ k \in \mathbb{N}, 1 \leq l \leq 2^k$, using a single index as $\{\theta_\ell\}_{\ell \in \mathbb{N}}$, and using the asymptotic equivalence between the sequences $2^{sk}, k \in \mathbb{N}, 1 \leq s \leq 2^k$ and
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\(\ell^s, \ell \in \mathbb{N}\), for any \(s \in \mathbb{R}\), the above characterization of the Besov norms can be simplified to

\[
\|\theta\|_{B_{qq}^s} = \left( \sum_{\ell=1}^{\infty} \ell^{qs+\frac{q}{2}-1} |\theta_\ell|^q \right)^{1/q}, \quad s \in \mathbb{R}, \ 1 \leq q < \infty.
\]

This justifies our definition of the \(p\)-exponential priors in Subsection 1.3 via a single index. Note that for \(q = 2\) we obtain the usual Sobolev-Hilbert spaces which we denote as \(H^s\). The latter can also be defined using the Fourier basis.

### 1.5. Additional notation

We denote by \(E_\theta^n\) the expectation with respect to \(P^n_\theta\), while we denote the log-likelihood of a \(\theta\) as \(\ell_n(\theta) := \log p_{\theta_n}(X)\). The notation \(N(\epsilon, A, d)\) is used for the \(\epsilon\)-covering number of a set \(A\) with respect to a metric \(d\), that is the minimum number of balls of radius \(\epsilon\) with respect to \(d\) which are needed to cover the set \(A\). For two positive sequences \((a_n), (b_n)\), the notation \(a_n \asymp b_n\) means that \(a_n/b_n\) is bounded away from zero and infinity, while \(a_n \lesssim b_n\) means that \(a_n/b_n\) is bounded. For \(L > 0\) and specifically for Sobolev and Besov spaces, we will use the notation \(H^\beta(L)\) and \(B_{qq}^s(L)\), respectively, to denote the corresponding ball of radius \(L\).

### 2. Setup and main results

In this section we formulate our main results, which concern adaptive rates of contraction for empirical and hierarchical Bayes procedures based on \(\alpha\)-regular and \(\tau\)-scaled \(p\)-exponential priors in the white noise model.

In the case of a truth with Sobolev regularity \(\beta\), the non-adaptive upper bounds in [4, Theorem 5.5] show that the minimax rate can be achieved without rescaling if we choose \(\alpha = \beta\), suggesting that a possible strategy for adaptation is to fix \(\tau = 1\) and choose the regularity, \(\lambda = \alpha\). We will see that (similarly to Gaussian priors) another strategy is to fix the regularity and choose the scaling, \(\lambda = \tau\), provided \(\alpha\) is not too small. We study the Sobolev setting in Subsection 2.3.

For a truth in a Besov space \(B_{qq}^\beta\) with \(1 \leq q < 2\), the non-adaptive upper bounds in [4, Proposition 5.8] only match or nearly match the minimax rate if \(p \leq q\), for \(\alpha = \beta - 1/p\) and for an appropriately vanishing sequence of scalings \(\tau\) as \(n \to \infty\). As a result, in Subsection 2.4 we study adaptation in the spatially inhomogeneous Besov setting only for \(p \leq q\) and by simultaneously choosing both the regularity and the scaling, \(\lambda = (\alpha, \tau)\). Note that, since it is not known whether the bounds in [4, Proposition 5.8] are sharp, it is also not known whether \(p \leq q\) and varying \(\alpha\) and \(\tau\) simultaneously are necessary.

### 2.1. Minimax and linear minimax rates under Besov regularity

We first recall the minimax rates in \(L_2\)-loss for the white noise model and under Besov regularity, established in [22]. For a Besov class \(B_{qq}^\beta, q \geq 1,\) with \(\beta > 1/q\) or \(\beta \geq 1\) when \(q = 1\), the minimax rate depends only on the smoothness \(\beta\)

\[
m^*_{\min} := n^{-\frac{\beta}{4+2\beta}}.
\]
When restricting to linear estimators, the minimax rate depends on $q$ as well,

$$t^*_n := n^{-rac{\beta - \gamma/2}{1+2\beta - \gamma}}, \quad \text{where} \quad \gamma = \frac{2}{q} - \frac{2}{\max(q, 2)}.$$  \hfill (2.2)

In particular, for $q < 2$ the linear minimax rate is polynomially slower than the global minimax rate, while for $q \geq 2$ the linear and global minimax rates coincide.

### 2.2. Prior specification

We consider $\alpha$-regular and $\tau$-scaled $p$-exponential priors, $\Pi(\cdot | \lambda)$, as defined in Subsection 1.3. Depending on the setting, we will consider either $\lambda = \tau$, $\lambda = \alpha$ or $\lambda = (\alpha, \tau)$ as the hyper-parameter to be chosen, which accordingly lives in either $\Lambda = (0, \infty)$ or $\Lambda = (0, \infty)^2$. We will study two approaches for automatically tuning $\lambda$:

1. **Empirical Bayes:** choose $\hat{\lambda}_n$ as the maximum marginal likelihood estimator defined in Subsection 1.2 for an appropriate set of candidate hyper-parameter values $\Lambda_n$, leading to the empirical Bayes posterior $\Pi(\cdot | X(n), \hat{\lambda}_n)$;

2. **Hierarchical Bayes:** postulate a hyper-prior $\tilde{\pi}$ on $\lambda \in \Lambda$, giving rise to the hierarchical prior $\Pi(\cdot) = \int_{\Lambda} \tilde{\pi}(\lambda) \Pi(\cdot | \lambda) d\lambda$.

In the hierarchical Bayes setting, we make the following assumptions for the hyper-priors on $\tau$ and/or $\alpha$, respectively:

#### Assumption 2.1 (Hyper-prior distributions).

1. Given $\alpha > 0$, $\tilde{\pi}(\tau)$ is supported on $\left[n^{-1/(2+p+2\alpha p)}, \infty\right)$ and for some $r_0 > 0$, there exist $r_1, r_3 > 0$ and $r_2 > 1 + 1/r_0$ such that

$$e^{-r_1 \tau^{1+2\alpha p}} \lesssim \tilde{\pi}(\tau) \lesssim \tau^{-r_2}, \quad \tau \geq 1,$$

$$\tilde{\pi}(\tau) \gtrsim e^{-r_3 \tau^{-p}}, \quad n^{-\frac{1}{2+p+2\alpha p}} \leq \tau \leq 1.$$  \hfill (2.3)

2. $\tilde{\pi}(\alpha)$ is supported on $[\bar{\alpha}, \tilde{\alpha}]$ for some fixed $\bar{\alpha} > \alpha > 0$, and there exists $\kappa > 0$ such that

$$\tilde{\pi}(\alpha) \geq \kappa, \quad \text{for all} \quad \alpha \in [\bar{\alpha}, \tilde{\alpha}].$$  \hfill (2.4)

3. $\tilde{\pi}(\alpha, \tau) = \tilde{\pi}_{\alpha}(\alpha) \tilde{\pi}_\tau(\tau | \alpha)$, where $\tilde{\pi}_{\alpha}(\alpha)$ satisfies part (ii), while $\tilde{\pi}_\tau(\tau | \alpha)$ satisfies part (i) with constants $r_0, \ldots, r_3$ and constants in the upper and lower bounds in (2.3) which are uniform in $\alpha$ (note that the lower bound for $\tau \geq 1$ is redundant here).

For example, (2.3) is satisfied by appropriately left-truncated inverse gamma distributions with constants $r_0, \ldots, r_3$ independent of $\alpha$, (2.4) by truncated exponential distributions, while combinations of such distributions lead to hyper-priors $\tilde{\pi}(\alpha, \tau)$ satisfying Assumption 2.1(iii).
2.3. Adaptive rates of contraction over Sobolev spaces

We first study adaptation over Sobolev smoothness, using $\alpha$-regular $\tau$-scaled $p$-exponential priors, with a fixed regularity $\alpha$ and by choosing the scaling parameter $\tau$.

**Theorem 2.2** ($\alpha$-fixed, $\lambda = \tau$). Consider $\alpha$-regular $\tau$-scaled $p$-exponential priors $\Pi(\cdot \mid \alpha, \tau)$ in $\Theta$, where $\alpha > 0$ is fixed and $\lambda = \tau > 0$. Assume that $\theta_0 \in H^\beta(L)$ for some $\beta \geq (1 + \alpha p)/(p + 2\alpha p)$ and $L > 0$.

i) Let $\Lambda_0 := \left[n^{-1/(2 + 2\alpha p)}, n^\alpha\right]$ be the set of candidate hyper-parameter values for the MMLE $\hat{\lambda}_n$. Then, for $M_n$ tending to infinity arbitrarily slowly, it holds

$$P^n_{\theta_0} \left(\hat{\lambda}_n \in \Lambda_0(M_n)\right) \to 1$$

and the empirical Bayes posterior satisfies

$$\sup_{\theta_0 \in H^\beta(L)} E^n_{\theta_0} \Pi(\theta : \|\theta - \theta_0\|_2 \geq M_n \epsilon_{n,\alpha,\beta,p} X^{(n)}, \hat{\lambda}_n) = o(1), \quad (2.5)$$

where

$$\epsilon_{n,\alpha,\beta,p} \asymp \begin{cases} n^{-\beta/(1+p)}, & \text{for } \beta < \alpha + 1/p, \\ n^{-\beta/(2p(1+2\alpha p))}, & \text{for } \beta > \alpha + 1/p, \\ n^{-\beta/(2p(1+2\alpha p))}, & \text{for } \beta = \alpha + 1/p. \end{cases} \quad (2.6)$$

ii) Similarly, for a hyper-prior on $\lambda = \tau$ which satisfies Assumption 2.1(i) and for $M_n$ tending to infinity arbitrarily slowly, the hierarchical posterior satisfies

$$\sup_{\theta_0 \in H^\beta(L)} E^n_{\theta_0} \Pi(\theta : \|\theta - \theta_0\|_2 \geq M_n \epsilon_{n,\alpha,\beta,p} X^{(n)}) = o(1). \quad (2.7)$$

Note that, since $p \leq 2$, the assumption $\beta \geq (1 + \alpha p)/(p + 2\alpha p)$ is satisfied for example when $\beta \geq 1/p$. Assuming $\beta \geq (1 + \alpha p)/(p + 2\alpha p)$, the minimax rate $m_n^{\tau}$ is attained by both the empirical and hierarchical Bayes approaches of choosing the scaling $\tau$, provided that $\beta \leq \alpha + 1/p$, that is provided the truth is not too smooth compared to the prior on $\theta$. Interestingly, the smaller $p$ is, the more undersmoothing the prior can be while still achieving the minimax rate by rescaling. This is perhaps counterintuitive, since on the one hand Gaussian priors were expected to be the most compatible with the $\ell_2$ structure of Sobolev spaces among all $p$-exponential priors, and on the other hand the smaller $p$ is the heavier-tailed the prior which should be less suitable for smoother functions. However, it turns out that the smaller $p$ is, the larger the capacity of a $p$-exponential prior to exploit vanishing scalings $\tau$ to achieve the minimax rate for functions with smoothness higher than the prior regularity. This can be understood by examining the concentration function (1.6): the penalty payed in the infimum term for letting $\tau \to 0$ is smaller the smaller $p$ is, while the gain in the centered small ball probability term is identical for all $p$ (see (3.14) in Lemma 3.2 below). Note that for $p = 2$ our results are compatible with the results of [43, 41] (which are in slightly different settings: the former over hyper-rectangles, the latter using truncated rescaled $\alpha$-regular Gaussian priors).

We next study adaptation over Sobolev smoothness, by $\alpha$-regular $\tau$-scaled $p$-exponential priors, with fixed scaling $\tau = 1$ and choosing the regularity parameter $\alpha$. 
Theorem 2.3 \((\tau\text{-fixed, } \lambda = \alpha)\). Consider \(\alpha\)-regular \(\tau\text{-scaled } p\text{-exponential priors } \Pi(\cdot \mid \alpha, \tau)\) in \(\Theta\), where \(\tau = 1, \lambda = \alpha\) and \(\alpha \in [\alpha, \bar{\alpha}]\) for some fixed \(\bar{\alpha} > \alpha > 0\). Assume that \(\theta_0 \in H^{\beta}(L)\) for some \(\beta \in (\alpha, \bar{\alpha})\) and \(L > 0\).

i) Let \(\Lambda_n := [\alpha, \bar{\alpha}]\) be the set of candidate hyper-parameter values for the MMLE \(\hat{\lambda}\) (constant for all \(n \in \mathbb{N}\)). Then, for any \(M_n\) tending to infinity arbitrarily slowly, it holds

\[
P_{\theta_0}^n \left( \hat{\lambda}_n \in \Lambda_0(M_n) \right) \to 1
\]

and the empirical Bayes posterior satisfies

\[
\sup_{\theta_0 \in H^{\beta}(L)} E_{\theta_0}^n \Pi(\theta : \|\theta - \theta_0\|_2 \geq M_n m^*_n | X^{(n)}, \hat{\lambda}_n) = o(1), \tag{2.8}
\]

where \(m^*_n\) is the minimax rate from (2.1).

ii) Similarly, for a hyper-prior on \(\lambda = \alpha\) which satisfies Assumption 2.1(ii), for \(M_n\) tending to infinity arbitrarily slowly, the hierarchical posterior satisfies

\[
\sup_{\theta_0 \in H^{\beta}(L)} E_{\theta_0}^n \Pi(\theta : \|\theta - \theta_0\|_2 \geq M_n m^*_n | X^{(n)}) = o(1). \tag{2.9}
\]

For any \(p \in [1, 2]\), the minimax rate \(m^*_n\) is attained by both the empirical and hierarchical Bayes approaches of choosing the regularity \(\alpha\), provided the truth has Sobolev regularity in the arbitrarily large interval \((\alpha, \bar{\alpha})\), \(\bar{\alpha} > \alpha > 0\). For \(p = 2\), this is compatible with the result for truncated Gaussian priors in [32] and [41, Proposition 3.2].

Remark 2.4. Note that Theorems 2.2 and 2.3 remain true for \(\theta_0 \in B_\lambda^\beta\) with \(q \geq 2\), that is over Besov spaces which do not permit spatial inhomogeneity in the truth. This is a trivial implication of [4, Proposition 5.4] which shows that our upper bounds on the rates \(\epsilon_n(\lambda)\) solving (1.3) are identical for all \(q \geq 2\).

2.4. Adaptive rates of contraction over Besov spaces permitting spatial inhomogeneity

We finally study adaptation over Besov spaces \(B_\lambda^\beta\), with \(1 \leq q < 2\), using \(\alpha\)-regular \(\tau\text{-scaled } p\text{-exponential priors with } p \leq q\) and choosing both the regularity \(\alpha\) and the scaling \(\tau\), simultaneously.

Theorem 2.5. Consider \(\alpha\)-regular \(\tau\text{-scaled } p\text{-exponential priors } \Pi(\cdot \mid \alpha, \tau)\) in \(\Theta\), where \(\lambda = (\alpha, \tau)\) for \(\tau > 0\) and \(\alpha \in [\alpha, \bar{\alpha}]\) with \(\bar{\alpha} > \alpha > 0\) fixed. Assume that \(\theta_0 \in B_\lambda^\beta(L)\) for \(1 \leq p \leq q < 2\), \(\beta \in (\alpha + 1/p, \bar{\alpha} + 1/p)\) and \(L > 0\).

i) Let

\[
\Lambda_n := \left\{ (\alpha, \tau) : \alpha \in [\alpha, \bar{\alpha}], \tau \in \left[n^{-\frac{1}{2+p+2\alphaq}}, n^\alpha\right] \right\},
\]

be the set of candidate hyper-parameter values for the MMLE \(\hat{\lambda}_n\). Then, for \(M_n\) tending to infinity arbitrarily slowly, it holds

\[
P_{\theta_0}^n \left( \hat{\lambda}_n \in \Lambda_0(M_n) \right) \to 1
\]
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and the empirical Bayes posterior satisfies

\[
\sup_{\theta_0 \in B_{q/p}^\beta(L)} E_{\theta_0}^n \Pi(\theta : \|\theta - \theta_0\|_2 \geq M_n m_n^\alpha \log(n) \frac{q-p}{q(1+2\beta)} X^{(n)}, \hat{\lambda}_n) = o(1),
\]  

(2.10)

where \( m_n^\alpha \) is the minimax rate from (2.1).

ii) Similarly, for a hyper-prior on \( \lambda = (\alpha, \tau) \) which satisfies Assumption 2.1(iii), for \( M_n \) tending to infinity arbitrarily slowly, the hierarchical posterior satisfies

\[
\sup_{\theta_0 \in B_{q/p}^\beta(L)} E_{\theta_0}^n \Pi(\theta : \|\theta - \theta_0\|_2 \geq M_n m_n^\alpha \log(n) \frac{q-p}{q(1+2\beta)} X^{(n)}) = o(1).
\]  

(2.11)

The minimax rate is attained when \( p = q \), while for \( p < q \) the minimax rate is attained up to logarithmic terms. Note, that since we consider \( \alpha \) Proposition 5.8] the minimax rate is achieved for \( \beta \) not surprising that the adaptation range is inhomogeneity", [22]. In the case \( p > q \) the hyper-parameter(s) \( \lambda \) the careful control of the constants in the small ball probability estimates, uniformly with respect to \( \text{Remark C.4 in the Supplement below, respectively. A significant amount of effort is also devoted in the posterior contraction for inverse problems to get better controlled sieve sets, see Lemma A.1 and \( \lambda \) are uniform with respect to the hyper-parameter(s) \( \lambda \) verify the assumptions of the invoked general theory of [41]. For example, we rely on a Fernique-type theorem for \( \log \) concave priors to obtain concentration of measure inequalities with constants which \( \text{Lemma A.1 and Remark C.4 in the Supplement below, respectively. A significant amount of effort is also devoted in the careful control of the constants in the small ball probability estimates, uniformly with respect to \( \lambda \) as required by the general theory, see Remark C.3 and Lemma D.1 in the Supplement below. We close this section with some technical comments on our results.}

\textbf{Remark 2.6.}

a) Theorems 2.2, 2.3 and 2.5 assume that \( \beta \geq (1 + \alpha p)/(p + 2\alpha p), \beta \in (\alpha, \tilde{\alpha}) \) and \( \beta \in (\alpha + 1/p, \tilde{\alpha} + 1/p) \), respectively. These assumptions on the regularity of the truth are stronger than the corresponding assumptions in non-adaptive settings: \( \beta > 0 \) under Sobolev regularity and \( \beta > 1/p \) under Besov regularity, see Lemmas 3.4 and 3.6 below, respectively. The source of these more stringent conditions, is the fact that in the upper and lower bounds for the centered small
ball probabilities with respect to $\alpha$-regular $\tau$-scaled $p$-exponential priors, it is impossible to choose the constants uniformly for all $\tau > 0$ and $\alpha > 0$; see Lemma D.1 in the Supplement below. Since the employed general theory of [41] (naturally) requires a uniform control of the constants appearing in the small ball probability bounds with respect to the prior $\Pi(\cdot|\lambda)$ for all $\lambda$ in the set of candidate hyper-parameter values $\Lambda_0$, these assumptions appear to be unavoidable at present. Nevertheless, the additional restrictions are quite mild and do not obscure the main message of this article.

b) More specifically, for fixed prior regularity $\alpha$ and varying scaling $\tau$, the upper and lower bounds for the centered small ball probabilities hold with uniform constants if $\epsilon \leq C \tau$, for any fixed $C > 0$, see Lemma 3.2 below. Our upper bounds on $\epsilon_n(\alpha, \tau)$ solving (1.3), suggest that adaptation is possible for truth regularity $\beta < \alpha + 1/p$ by choosing $\tau = n^{-(\alpha-\beta)/(1+2\beta)}$, see Lemma 3.4(i) below. Hence, the smallest $\tau$ we need to consider is $n^{-1/(2+p+2\alpha p)}$ and the assumption $\beta \geq (1+\alpha p)/(p+2\alpha p)$ is imposed in order to ensure that $\epsilon_n(\alpha, \tau) \leq C \tau$ for all considered $\tau$. Note that for $p = 2$ the assumption becomes $\beta \geq 1/2$, while as $p$ decreases it becomes more stringent. This is because, for a fixed truth regularity $\beta$, when $p$ is smaller adaptation can be achieved down to smaller prior regularities $\alpha$ via faster decaying choices of the scaling $\tau$. Hence, for a smaller $p$ we need to consider smaller values of $\tau$, which imposes a stricter assumption on $\beta$ so that $\epsilon_n(\alpha, \tau) \leq C \tau$.

c) In all three theorems, the set $\Lambda_0$ on which the MMLE concentrates is only implicitly defined in (1.5). Upper bounds for $\epsilon_0(\lambda)$ and $\epsilon_{n,0}$ for Sobolev truths, can be found in Lemmas 3.3 and 3.4 below (by [4, Proposition 5.4] these bounds hold more generally for Besov truths with $q \geq 2$). For Besov truths with $q < 2$, upper bounds for $\epsilon_n(\lambda)$ are implicitly computed in the proof of [4, Proposition 5.8] while bounds for $\epsilon_{n,0}$ are given in the statement of the same result. In general, the upper bounds on $\epsilon_n(\lambda)$ are not known to be sharp (see the brief discussion after (1.7) in Subsection 1.3). Crude lower bounds based on the logarithmic-concavity of $p$-exponential measures are derived in Lemma 3.2 below; however, there is a gap between the upper and lower bounds when the prior is too smooth compared to the truth. As a result, we cannot explicitly characterize $\Lambda_0$. For the same reason, we do not study lower bounds on the rate of contraction.

d) Explicitly identifying $\Lambda_0$ is not necessary for our results. In fact, similarly to [41, Remark 3.4] our empirical Bayes results are stronger than the minimax results stated in Theorems 2.2-2.5. The invoked Theorem 2.1 and Corollary 2.1 of [41] in the proof of our results, show that the MMLE Bayes posterior contracts around the truth for every $\theta_0 \in \Theta$ with rate $\epsilon_{n,0}(\theta_0)$ which can be faster than the minimax rate. A tighter understanding of $\Lambda_0$ is, however, required for the hierarchical result, in particular we need to identify a subset of $\Lambda_0$ with sufficient mass under the hyper-prior, see [41, Section 2.2] or assumption (3.10) below. Due to the gap between the available upper and lower bounds we cannot identify such a subset for arbitrary sequences $M_n \to \infty$, but we can do so for $M_n$ such that $M_n\epsilon_{n,0}$ matches our optimized upper bounds on $\epsilon_n(\lambda)$ (for details see e.g. the proof of Theorem 2.2 below). As a result, for the hierarchical posterior we can only invoke [41, Theorem 2.3] with this choice of $M_n$, and thus can only establish the minimax results as stated in our theorems.

3. Proofs of main results

3.1. Notation and assumptions of the general contraction theory of [41]

In this subsection we briefly recall the assumptions of the general contraction theory for empirical and hierarchical Bayes priors of [41], which we employ in order to establish our main results. We formulate
them specifically for the white noise model, and restrict our attention on the conditions which suffice for obtaining upper bounds on the rates of contraction.

Recall the definitions (1.3)-(1.5) from Subsection 1.2. Consider the transformation $\psi_{\lambda, \lambda'} : \Theta \mapsto \Theta$ for all $\lambda, \lambda' \in \Lambda_n$, which is such that if $\theta \sim \Pi(\cdot \mid \lambda)$ then $\psi_{\lambda, \lambda'}(\theta) \sim \Pi(\cdot \mid \lambda')$. For the different choices of hyper-parameter $\lambda$ studied in this article, the transformation of a $\theta = (\theta_j)_{j \in \mathbb{N}} \in \Theta$ can be expressed as $\psi_{\lambda, \lambda'}(\theta) = (\psi_{\lambda, \lambda'}(\theta_j))_{j \in \mathbb{N}}$, where

$$
\psi_{\lambda, \lambda'}(\theta_j) = \begin{cases} 
\frac{\tau'}{\tau} \theta_j, & \text{for } \lambda = \tau, \\
\rho^{\tau'} \theta_j, & \text{for } \lambda = \alpha, \\
\rho^{-\alpha'} \theta_j, & \text{for } \lambda = (\alpha, \tau).
\end{cases}
$$

(3.1)

Given a loss function $\rho : \Lambda_n \times \Lambda_n \mapsto \mathbb{R}^+$ and a sequence $u_n \to 0$, introduce the notation

$$
q^\rho_{\lambda, n}(X) = \sup_{\rho(\lambda, \lambda') \leq u_n} \rho^n_{\psi_{\lambda, \lambda'}(\theta)}(X), \quad X \in \mathcal{X}
$$

(3.2)

and let $Q^\rho_{\lambda, n}$ be the associated measure. In our setting, the loss function will have the following three forms depending on the choice of hyper-parameter $\lambda$:

$$
\rho(\lambda, \lambda') = \begin{cases} 
|\log \tau - \log \tau'|, & \text{for } \lambda = \tau, \\
|\alpha - \alpha'|, & \text{for } \lambda = \alpha, \\
|\log \tau - \log \tau'| + |\alpha - \alpha'|, & \text{for } \lambda = (\alpha, \tau).
\end{cases}
$$

(3.3)

Additionally, denote by $N_n(\Lambda_0), N_n(\Lambda_n \setminus \Lambda_0)$ and $N_n(\Lambda_n)$ the covering numbers of $\Lambda_0, \Lambda_n \setminus \Lambda_0$ and $\Lambda_n$ by $\rho$-balls of radius $u_n$, respectively.

The following assumptions are employed in [41, Theorem 2.1] in order to show that given $\theta_0 \in \Theta$, the MMLE $\hat{\lambda}_n$ belongs to $\Lambda_0 = \Lambda_0(M_n)$ from (1.5), with $P^n_{\theta_0}$-probability tending to 1 as $n \to \infty$. This is done by establishing that the marginal likelihood is small for $\lambda \in \Lambda_n \setminus \Lambda_0$.

- (A1) There exists $N > 0$ such that for all $\lambda \in \Lambda_n \setminus \Lambda_0$ and $n \geq N$, there exists $\Theta_n(\lambda) \subset \Theta$ such that

$$
\sup_{\|\theta - \theta_0\|_2 \leq K \epsilon_n(\lambda) \cap \Theta_n(\lambda)} \frac{\log Q^\rho_{\lambda, n}(X)}{n \epsilon_n^2(\lambda)} = o(1),
$$

(3.4)

and

$$
\int_{\Theta_n(\lambda) \epsilon} Q^\rho_{\lambda, n}(X) d\Pi(\theta \mid \lambda) \leq e^{-u_n^2 n \epsilon_n^2},
$$

(3.5)

for some positive sequence $u_n$ going to infinity.

- (A2) There exist $\zeta > 0, c_1 < 1$ such that for all $\lambda \in \Lambda_n \setminus \Lambda_0$ and all $\theta \in \Theta_n(\lambda)$, there exist tests $\varphi_n(\theta)$ such that

$$
E^n_{\theta_0} \varphi_n(\theta) \leq e^{-c_1 n \|\theta - \theta_0\|_2^2}, \quad \sup_{\theta' \in \Theta_n(\lambda)} \int_{X} (1 - \varphi_n(\theta')) dQ^\rho_{\lambda, n}(X) \leq e^{-c_1 n \|\theta - \theta_0\|_2^2},
$$

(3.6)
In addition, again for $\lambda \in \Lambda_n \setminus \Lambda_0$, it holds
\[
\log N\{u, \{u \leq \|\theta - \theta_0\|_2 \leq 2u\} \cap \Theta_n(\lambda), \|\cdot\|_2\} \leq c_1 nu^2/2 \tag{3.7}
\]
for all $u \geq K \epsilon_n(\lambda)$, where $K$ is as in (1.3).

In general, there are two additional conditions in [41], which in our assumed setting hold trivially. The first one (equation (2.8) in that source), compares neighbourhoods with respect to the norm of the parameter space $\Theta$ to neighbourhoods with respect to the metric used as loss in the definition of contraction rates. Since here both of these are given by the $L_2$-norm, this comparison is trivial (more specifically note that for $w_n = o(M_n)$ as we will choose later on and for $\lambda \in \Lambda_n \setminus \Lambda_0$, $c(\lambda)$ in (2.8) of [41] is allowed to take the constant value $K$ from (1.3)). The second one (assumption (B1) in the same source), compares balls with respect to the norm of the parameter space (here $L_2$-norm) to Kullback-Leibler neighbourhoods. Since we are interested in the white noise model, [26, Lemma 8.30] shows that these two coincide, hence this assumption also holds trivially. Moreover, note that the assumption on the type-II error bound of the tests in [41, Equation (2.7)], is formulated without restricting $\theta$ on the sieve set $\Theta_n(\lambda)$. However, an inspection of the proof of [41, Theorem 2.1] where this assumption is used, immediately reveals that in all occurrences $\theta'$ does belong to $\Theta_n(\lambda)$, hence we can restrict the supremum on $\Theta_n(\lambda)$ as in (3.6) above.

Having established that the MMLE belongs to $\Lambda_0$ with $P_{\theta_0}$-probability tending to 1, the following additional assumptions are employed in [41, Corollary 2.1] to establish that the MMLE empirical Bayes posterior contracts at rate $M_n\epsilon_{n,0}$. This is done by controlling $\Pi(\|\theta - \theta_0\|_2 \leq M_n\epsilon_{n,0}| X^n, \lambda)$ uniformly over $\lambda \in \Lambda_0$.

- (C1) For every $c_2 > 0$ there exists an $N > 0$ such that for all $\lambda \in \Lambda_0$ and $n \geq N$, there exists $\Theta_n(\lambda)$ satisfying
\[
\sup_{\lambda \in \Lambda_0} \int_{\Theta_n(\lambda)} Q_{X^n(\lambda)}^\theta d\Pi(\theta | \lambda) \leq e^{-c_2 n \epsilon_{n,0}^2}. \tag{3.8}
\]

- (C2) There exist $\zeta < 1$ and $c_1 > 0$ such that for all $\lambda \in \Lambda_0$ and all $\theta \in \Theta_n(\lambda)$, there exist tests $\varphi_n(\theta)$ satisfying (3.6) and (3.7), where (3.7) is supposed to hold for all $u \geq MM_n\epsilon_{n,0}$ for some $M > 0$.

- (C3) There exists $C_0 > 0$ such that for all $\lambda \in \Lambda_0$ and for all $\theta \in \{\|\theta - \theta_0\|_2 \leq M_n\epsilon_{n,0}\} \cap \Theta_n(\lambda)$,
\[
\sup_{\rho(\lambda, \lambda') \leq u_n} \|\theta - \psi_{\lambda, \lambda'}(\theta)\|_2 \leq C_0 M_n\epsilon_{n,0}. \tag{3.9}
\]

The last set of additional assumptions is used in [41, Theorem 2.3] to show that the hierarchical Bayes approach attains the same rates, $M_n\epsilon_{n,0}$, as the empirical Bayes procedure. The idea here, is that the hyper-prior on $\lambda$ must charge the set $\Lambda_0$ of 'good values' of $\lambda$ with sufficient mass. For a sequence $w_n$ satisfying $\hat{w}_n = o(M_n \wedge w_n)$ where $w_n$ is as in (A1), denote by $\Lambda_0(\hat{w}_n)$ the set from (1.5).

- (H1) We assume that there exist $\bar{\Lambda}_0 \subseteq \Lambda_0(\hat{w}_n)$, such that for some sufficiently small $\bar{c}_0 > 0$, there exists $N > 0$ such that
\[
\int_{\bar{\Lambda}_0} \pi(\lambda)d\lambda \geq e^{-n \bar{c}_0^2 \epsilon_{n,0}^2}. \tag{3.10}
\]

and
\[
\int_{\Lambda_n(\hat{w}_n)} \pi(\lambda)d\lambda \leq e^{-c_0 n \epsilon_{n,0}^2}. \tag{3.11}
\]
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for all \( n \geq N \).

- (H2) Uniformly over \( \lambda \in \tilde{\Lambda}_0 \) (where \( \tilde{\Lambda}_0 \) is as in (H1) above) and \( B_n := \{ \theta : \| \theta - \theta_0 \|_2 \leq K \epsilon_n(\lambda) \} \), there exists \( c_3 > 0 \) such that

\[
P^n_{\theta_0} \left\{ \inf_{\rho(\lambda,\lambda')} \ell_n(\psi_{\lambda,\lambda'}(\theta)) - \ell_n(\theta_0) \leq -c_3 n \epsilon_n(\lambda)^2 \right\} = O(e^{-n \epsilon^2_{n,0}}).
\]

For sieve sets \( \Theta_n(\lambda) \) for which there exists a constant \( R > 1 \) such that

\[
\Pi(B_n|\lambda) \leq R \Pi(B_n \cap \Theta_n(\lambda)|\lambda), \quad \forall \lambda \in \Lambda_n,
\]

condition (H2) with \( \theta \) restricted on \( B_n \cap \Theta_n(\lambda) \) is sufficient. Indeed, (H2) is used in the proof of [41, Theorem 2.3] to upper bound the posterior probability of \( B_n^c \) uniformly for \( \lambda \in \Lambda_0(M_n) \) (the denominator in the posterior is lower bounded by an integral over \( B_n \)), by referring to the proof of [19, Theorem 1] where the latter theorem’s assumptions are satisfied with \( \tilde{B}_n = B_n \). It is straightforward to check that under (3.12), the latter assumptions are also satisfied for \( \tilde{B}_n = B_n \cap \Theta_n(\lambda) \), hence the proof of [41, Theorem 2.3] is still valid when restricting (H2) on \( B_n \cap \Theta_n(\lambda) \). Finally, note that (3.10) is slightly weaker than the first part of (H1) of [41], which has \( \exp(-n \epsilon^2_{n,0}) \) on the right hand side. An inspection of the proof of [41, Theorem 2.3], in particular of the last two displays where this assumption is used in order to show that the hyper-posterior \( \hat{\pi}(\lambda|X(n)) \) has little mass outside \( \Lambda_0(M_n) \), immediately reveals that (3.10) is sufficient.

We thus summarize the general results of [41], in the white noise model setting:

**Corollary 3.1** (Theorem 2.1, Corollary 2.1 and Theorem 2.3 of [41] in the white noise model).
Let \( M_n \) tend to infinity arbitrarily slowly.

- i) Assume that there exists \( K > 0 \) such that conditions (A1) and (A2) hold with \( w_n = o(M_n) \). Then if \( \log N_n(\Lambda_0 \setminus \Lambda_0) = o(n w^2_n \epsilon^2_{n,0}) \),

\[
\lim_{n \to \infty} P^n_{\theta_0}(\hat{\lambda}_n \in \Lambda_0(M_n)) = 1.
\]

- ii) Assume that \( \hat{\lambda}_n \in \Lambda_0(M_n) \) with probability going to 1 under \( P^n_{\theta_0} \) and that conditions (C1)-(C3) hold. Then if \( \log N_n(\Lambda_0) \leq O(n \epsilon^2_{n,0}) \), there exists \( M > 0 \) such that the empirical Bayes posterior satisfies

\[
E^n_{\theta_0}(\theta : \| \theta - \theta_0 \|_2 \geq M M_n \epsilon_{n,0} | X^{(n)}, \hat{\lambda}_n) = o(1).\]

- iii) Assume that the conditions in the previous two items hold and consider a hyper-prior on \( \lambda \) which satisfies the conditions (H1) and (H2) with \( \tilde{w}_n = o(M_n \wedge w_n) \). Then there exists \( M > 0 \) such that the hierarchical posterior satisfies

\[
E^n_{\theta_0}(\theta : \| \theta - \theta_0 \|_2 \geq M M_n \epsilon_{n,0} | X^{(n)}) = o(1).
\]

**3.2. Bounds on \( \epsilon_n(\lambda) \) for \( p \)-exponential priors**

In Lemma B.1 in the Supplement below, it is shown that for \( \alpha \)-regular \( \tau \)-scaled \( p \)-exponential priors, there exists a unique solution \( \epsilon_n = \epsilon_n(\alpha, \tau; K, \theta_0) \) to equation (1.3), which is strictly decreasing to zero. [In fact the same proof works for any ‘continuous’ prior supported in \( \Theta \) (more precisely, any
prior which puts positive mass on all balls in \( \Theta \) but no mass on any sphere in \( \Theta \).] Hereafter, we will suppress the dependence of \( \epsilon_n \) on \( K \) and \( \theta_0 \) in the notation. In this subsection we derive bounds for \( \epsilon_n \) based on the concentration function defined in (1.6).

The first basic result, associates the concentration function to \( \epsilon_n \) and establishes a (naive) lower bound which holds for all \( \theta_0 \in \Theta \).

**Lemma 3.2.** Fix \( K > 0 \), let \( \alpha, \tau > 0 \) and \( n \geq 1 \), and consider \( \epsilon_n = \epsilon_n(\alpha, \tau) \) as defined in (1.3). Then \( \epsilon_n \) satisfies

\[
\varphi_0(K\epsilon_n) \leq n\epsilon_n^2 \leq \varphi_{\theta_0}(\frac{K\epsilon_n}{2}),
\]

(3.13)

where \( \varphi_0(\cdot) \) is the concentration function of \( \Pi(\cdot | \alpha, \tau) \) at \( \theta \in \Theta \), as defined in (1.6).

Furthermore, for any \( \tilde{C} > 0 \), there exists \( \tilde{c}_1 = \tilde{c}_1(\alpha, \tilde{C}) \) such that for all \( \epsilon, \tau > 0 \) satisfying \( \epsilon \leq \tilde{C} \tau \), it holds

\[
\tilde{c}_1^{-1} \left( \frac{K\epsilon}{\tau} \right)^{-1/\alpha} \leq \varphi_0(K\epsilon) \leq \tilde{c}_1 \left( \frac{K\epsilon}{\tau} \right)^{-1/\alpha}.
\]

(3.14)

The constant \( \tilde{c}_1 \) can be chosen uniformly for \( \alpha > 0 \) in any bounded interval \( [\alpha, \bar{\alpha}] \) with \( \bar{\alpha} > \alpha > 0 \).

In particular, the above bounds imply that

\[
n\epsilon_n^2 \geq \tilde{c}_1^{-1} \left( \frac{K}{\tau} \right)^{-1/\alpha} \epsilon_n^{-1/\alpha},
\]

(3.15)

and

\[
\epsilon_n \geq \left( \tilde{c}_1^{-1} K^{-1/\alpha} \right)^{\alpha \tau^{1+2\alpha} \tau^{-1} n^{-1-2\alpha}},
\]

(3.16)

provided \( \epsilon_n \leq \tilde{C} \tau \).

**Proof.** By [4, Theorem 2.13] we have that

\[
\Pi(\theta : \|\theta - \theta_0\|_2 \leq K\epsilon_n | \alpha, \tau) \geq e^{-\varphi_{\theta_0}(\frac{K\epsilon_n}{2})},
\]

and by Anderson’s inequality, see [4, Proposition 2.4], and the definition of the concentration function, we have that

\[
\Pi(\theta : \|\theta - \theta_0\|_2 \leq K\epsilon_n | \alpha, \tau) \leq \Pi(\theta : \|\theta\|_2 \leq K\epsilon_n | \alpha, \tau) = e^{-\varphi_0(K\epsilon_n)}.
\]

Combining these bounds with (1.3) we get (3.13). Using Lemma D.1 in the Supplement below (which follows from [9, Theorem 4.2] and other related work of the same author) we also get (3.14).

The expressions in (3.15) and (3.16) follow successively using (3.13), the lower bound in (3.14) and simple computations. \( \square \)

We next employ Lemma 3.2 to derive explicit upper bounds on \( \epsilon_n(\alpha, \tau) \), depending on the regularity of the truth \( \theta_0 \).

**Lemma 3.3.** Assume that \( \Pi(\cdot | \alpha, \tau) \), \( \alpha > 0, \tau > 0 \), is an \( \alpha \)-regular \( \tau \)-scaled \( p \)-exponential prior in \( \Theta \). Then, we have the following upper bounds for \( \epsilon_n(\alpha, \tau) \) defined in (1.3), depending on the regularity of \( \theta_0 \):
Assume that \( \alpha \) where the constant in the above upper bound depends on \( \beta \). Both cases can be treated simultaneously. Using the definition of the concentration function of \( \Pi(\cdot | \alpha, \tau) \), cf. (1.6), together with (3.14) and Lemma 5.13 of [4] (applied with \( q \leq 2 \) and \( p \leq q \), we obtain that

\[
\varphi_{\theta_0}(\epsilon_n) \lesssim \epsilon_n \left( \begin{array}{ll}
\tau^{-p} \epsilon_n^{\frac{\beta-p-\alpha q-1}{2q+q-2}} + \frac{1}{\epsilon_n} \frac{1}{\tau^{\frac{1}{2}}} , & \beta < \alpha + 1/p \\
\tau^{-p} + \epsilon_n^{\frac{1}{\alpha}} \tau^{\frac{1}{\alpha}} , & \beta > \alpha + 1/p \\
\tau^{-p} \left[ \log \left( \frac{1}{\epsilon_n} \right) \right]^{\frac{q-p}{q}} + \epsilon_n^{\frac{1}{\alpha}} \tau^{\frac{1}{\alpha}} , & \beta = \alpha + 1/p .
\end{array} \right.
\]

The constants in the above bounds depend on \( \theta_0 \) only through the norms \( \| \theta_0 \|_{H^\beta} \) and \( \| \theta_0 \|_{B^\beta_{qq}} \), respectively. Furthermore, the constants can be chosen uniformly over \( \tau \) such that \( \epsilon_n/\tau \) is bounded.

**Proof.** Both cases can be treated simultaneously. Using the definition of the concentration function of \( \Pi(\cdot | \alpha, \tau) \), cf. (1.6), together with (3.14) and Lemma 5.13 of [4] (applied with \( q \leq 2 \) and \( p \leq q \), we obtain that

\[
\varphi_{\theta_0}(\epsilon_n) \lesssim \epsilon_n \left( \begin{array}{ll}
\tau^{-p} \epsilon_n^{\frac{\beta-p-\alpha q-1}{2q+q-2}} + \frac{1}{\epsilon_n} \frac{1}{\tau^{\frac{1}{2}}} , & \beta < \alpha + 1/p \\
\tau^{-p} + \epsilon_n^{\frac{1}{\alpha}} \tau^{\frac{1}{\alpha}} , & \beta > \alpha + 1/p \\
\tau^{-p} \left[ \log \left( \frac{1}{\epsilon_n} \right) \right]^{\frac{q-p}{q}} + \epsilon_n^{\frac{1}{\alpha}} \tau^{\frac{1}{\alpha}} , & \beta = \alpha + 1/p .
\end{array} \right.
\]

where the constant in the above upper bound depends on \( \theta_0 \) only through the norm \( \| \theta_0 \|_{B^\beta_{qq}} \), and can be chosen uniformly over \( \tau \) such that \( \epsilon_n/\tau \) is bounded. The claimed upper bounds in (3.17) can thus be obtained using (the second inequality in) (3.13). The calculations for \( \beta \neq \alpha + 1/p \) are straightforward, while in the case \( \beta = \alpha + 1/p \) one can solve \( n \epsilon_n^2 \leq \tau^{-p} \left[ \log \left( \frac{1}{\epsilon_n} \right) \right]^{(q-p)/q} \) using [4, Lemma G.2].

We next optimize the upper bounds \( \tilde{\epsilon}_n(\alpha, \tau) \) of \( \epsilon_n(\alpha, \tau) \) from the first part of the last lemma, over \( \tau \) and \( \alpha \), separately. We thus derive upper bounds for \( \epsilon_{n,0} \) defined in (1.4), for a Sobolev truth.

**Lemma 3.4.** Assume that \( \Pi(\cdot | \alpha, \tau), \alpha > 0, \tau > 0 \) is an \( \alpha \)-regular \( \tau \)-scaled \( p \)-exponential prior in \( \Theta \) and that \( \theta_0 \in H^\beta, \beta > 0 \). The upper bounds \( \tilde{\epsilon}_n(\alpha, \tau) \) from Lemma 3.3 are optimized over the choices of \( \tau \) and \( \alpha \) as follows:

i) Given fixed \( \alpha > 0 \), it holds

\[
\tilde{\epsilon}_n(\alpha, \tau) \gtrsim \tilde{\epsilon}_n := \tilde{\epsilon}_n(\alpha, \tau_0), \text{ for all } \tau > 0 ,
\]
where
\[
\tilde{\epsilon}_n(\alpha, \tau_0) \simeq \begin{cases} 
\frac{n^{-\frac{\beta}{1+2\beta}}}{\frac{1}{\beta + \alpha p}} & \text{for } \tau_0 = n^{\frac{\alpha - \beta}{1+2\beta}}, \quad \beta < \alpha + 1/p \\
\frac{n^{-\frac{\beta}{2+\alpha p(1+2\alpha)}}}{\frac{1}{8p(1+2\alpha)}} & \text{for } \tau_0 = n^{-\frac{1}{2+\alpha p(1+2\alpha)}}, \quad \beta > \alpha + 1/p \\
\frac{1}{n^{\frac{2-p}{2}} \log n^{\frac{2-p}{2p}}} \left| \log \left( \frac{1}{s_n} \right) \right|^{\frac{(2-p)(\beta p-1)}{2p\beta^2}}, \quad \beta = \alpha + 1/p,
\end{cases}
\]

and where \(s_n := \tilde{\epsilon}_n(\beta - 1/p, \tau_0) \simeq n^{-\beta/(1+2\beta)} \left( \log n \right)^{(2-p)/[2p(1+2\beta)]}.

ii) For fixed \(\tau = 1\), it holds
\[
\tilde{\epsilon}_n(\alpha, 1) \gtrsim \tilde{\epsilon}_n := \tilde{\epsilon}_n(\beta, 1), \text{ for all } \alpha > 0,
\]

where
\[
\tilde{\epsilon}_n(\beta, 1) \asymp m_n^*.
\]

for \(m_n^*\) the (global) minimax rate defined in (2.1).

The constants in the above bounds depend on \(\theta_0\) only through the norm \(\|\theta_0\|_{\mathcal{H}_\beta}\).

**Proof.** Fix \(\alpha > 0\) and notice that the upper bounds in Lemma 3.3 (in all three cases) consist of two terms, one increasing and one decreasing in \(\tau\). We can thus optimize the choice of \(\tau\), by balancing the respective terms. For \(\beta \neq \alpha + 1/p\), a straightforward calculation shows that the two terms are balanced for the stated choices of \(\tau, \tau_0\), resulting in the claimed bounds. The same holds for \(\beta = \alpha + 1/p\) and \(p = 2\), in which case the upper bound in (3.17) is the same as for \(\beta > \alpha + 1/p\). The case \(\beta = \alpha + 1/p\) with \(1 \leq p < 2\), is more complicated and we slightly alter the order of the steps of the proof: we first determine \(\tau_0\) as the \(\alpha\) balancing the two terms in the upper bound, subsequently denoted by \(u_{\theta}(\epsilon_n, \tau)\), on the concentration function from (3.19). We then solve \(u_{\theta}(\epsilon_n, \tau_0) = n\epsilon_n^2\) in order to find the corresponding optimized bound \(\tilde{\epsilon}_n(\alpha, \tau_0)\); notice that this change in order does not affect the bounds on \(\epsilon_n(\alpha, \tau)\). Balancing the two terms on the right hand side of (3.19) gives
\[
\tau_0 = \epsilon_n^{1/(\beta p)} \left[ \log \left( 1/\epsilon_n \right) \right]^{(2-p)(\beta p-1)/(2p\beta^2)}.
\]
The equation \(u_{\theta}(\epsilon_n, \tau_0) = n\epsilon_n^2\) can then be seen to be equivalent to
\[
\epsilon_n^{-\frac{1}{\beta + \alpha p}} \left| \log \left( 1/\epsilon_n \right) \right|^{\frac{2-p}{2p\beta^2}} = 1/n,
\]
and using [4, Lemma G.2] we obtain the bound claimed in (3.20). The potential blow up of the constants in (3.17) as we vary \(\tau\) is treated in Remark 3.5 below. Finally, for fixed \(\tau = 1\), it is straightforward to verify the claimed bound (3.21).

**Remark 3.5.** A straightforward calculation shows that for all relationships between \(\alpha, \beta\) and \(p\), the optimized bounds in the case of fixed \(\alpha\) and varying \(\tau\) satisfy \(\epsilon_n(\alpha, \tau_0) \lesssim \tau_0\). Therefore, for \(\tau = \tau_0\) the constant in (3.17) does not blow up as \(n \rightarrow \infty\), and \(\epsilon_n(\alpha, \tau_0)\) are indeed upper bounds for \(\epsilon_n(\alpha, \tau_0)\) hence also for \(\epsilon_n, 0\).

Optimized upper bounds for \(\epsilon_n(\alpha, \tau)\) when the truth is in a \(B_{qq}^{\beta}\) Besov space with \(p \leq q < 2\), were studied in [4, Proposition 5.8]. For the reader’s convenience, we recall these bounds.
Lemma 3.6. Assume that $\Pi(\cdot | \alpha, \tau), \alpha > 0, \tau > 0$ is an $\alpha$-regular $\tau$-scaled $p$-exponential prior in $\Theta$ and that $\theta_0 \in B_{qq}^\beta$, where $\beta \geq 1/p$, $p \leq q$ and $1 \leq q < 2$. The upper bounds $\tilde{\epsilon}_n(\alpha, \tau)$ from part (ii) of Lemma 3.3 are optimized over the choices of $\alpha$ and $\tau$ as follows:

$$\tilde{\epsilon}_n(\alpha, \tau) \gtrsim \tilde{\epsilon}_n(\beta - 1/p, \tau_0), \text{ for all } \alpha, \tau > 0,$$

where

$$\tilde{\epsilon}_n(\beta - 1/p, \tau_0) \approx n^\alpha(\log n)^{\frac{q-p}{\alpha p(1+2\beta)}},$$

and

$$\tau_0 = n^{-\frac{1}{p(1+2\beta)}}(\log n)^\omega, \omega = \left(p - \frac{1}{2+2\beta}\right)\frac{q-p}{p^2q} \geq 0.$$

The constants in the above bounds depend on $\theta_0$ only through the norm $||\theta_0||_{B_{qq}^\beta}$.

Remark 3.7. Similarly to Remark 3.5, it is straightforward to check that the optimized bounds in the last result satisfy $\tilde{\epsilon}_n(\beta - 1/p, \tau_0) \lesssim \tau_0$. Therefore, for $\tau = \tau_0$ the constant in (3.18) does not blow up as $n \to \infty$, and $\tilde{\epsilon}_n(\beta - 1/p, \tau_0)$ are indeed upper bounds for $\epsilon_n(\beta - 1/p, \tau_0)$ hence also for $\epsilon_{n,0}$.

3.3. Proofs of main theorems

In order to prove our three main results, we verify the conditions of Corollary 3.1 in each of the corresponding settings, in a similar way to the proof of [41, Proposition 3.2]. The verification of these conditions is based on a number of lemmas contained in Section C of the Supplement.

Proof of Theorem 2.2. Here we have $\lambda = \tau$, while $\alpha > 0$ is fixed. Let $M_n, w_n$ tending to infinity, $w_n = o(M_n)$. Verifying the conditions of Corollary 3.1 and combining with the bounds on $\epsilon_n(\tau)$ and $\epsilon_{n,0}$ in the first part of Lemma 3.4, establishes the result.

We start the proof with some observations. First, note that for all possible relationships between $\alpha, \beta$ and $p$, the optimal choices of $\tau$, denoted by $\tau_0$ in Lemma 3.4, are contained in the set of candidate hyper-parameters $\Lambda_n = \{n^{-\alpha/(1+2\alpha)}, n^\alpha\}$. Indeed, for $\beta > \alpha + 1/p$ we have $\tau_0 = n^{-1/(2p+2\alpha)}$, for $\beta < \alpha + 1/p$ we have $\tau_0 = n^{\alpha/(1+2\beta)} > n^{-1/(2+2\alpha)}$, while for $\beta = \alpha + 1/p$ we have $\tau_0 = n^{\alpha/(1+2\beta)} \geq n^{-1/(2p+2\alpha)}(\log n)^\delta$ for some $\delta \geq 0$.

Moreover, note that there exists $C > 0$ such that $\epsilon_n(\tau) \leq C_\tau$, for any $\tau \in \Lambda_n$ and in all considered relationships between $\alpha, \beta, p$. Indeed, we use (3.17). First, notice that $n^{-\alpha/(1+2\alpha)} \tau^{1/(1+2\alpha)} \leq \tau$ is equivalent to $\tau \geq n^{-1/2}$, which indeed holds for any $\tau \in \Lambda_n$. For $\beta < \alpha + 1/p$, we check that $(n\tau^p)^{\beta/(\beta(p-2)-\alpha p-1)} \leq \tau$ or equivalently $\tau \geq n^{-\beta/(1+\alpha p+2\beta)}$, which holds for all $\tau \geq n^{-1/(2p+2\alpha p)}$ by the condition $\beta \geq (1+\alpha p)/(p+2\alpha p)$. For $\beta > \alpha + 1/p$, we check that $n^{-\alpha/(1+2\alpha)} \tau^{1/2} \leq n^{-1/(2+2\alpha)}$, which holds trivially for all $\tau \geq n^{-1/(2+2\alpha)}$. For $\beta = \alpha + 1/p$, we check that $n^{-\alpha/(1+2\alpha)} \tau^{1/2} \leq n^{-1/(2+2\alpha)}$, which holds similarly to the previous case [using that for any $\delta > 0$ (arbitrarily small), there exists $C_\delta > 0$ such that $\log(n\tau^p) \leq C_\delta(n\tau^p)^\delta$, for all $n \geq 1$ and for all $\tau \in \Lambda_n$].

Finally, note that the considerations in the last paragraph, enable us to employ Lemma 3.2 to show that for all $\tau \in \Lambda_n$ we have $\epsilon_n(\tau) \gtrsim n^{-\delta}$ where $\delta < 1/2$. By the definition of $\epsilon_{n,0}$, (1.4), we thus get that $\epsilon_n(\tau) \gtrsim \epsilon_{n,0}$ for all $\tau \in \Lambda_n$. 
We take \( u_n = n^{-(3+2\alpha)} \). First, we observe that \( N_n(\Lambda_0) \leq n^H \) for some \( H > 0 \). Indeed, by the definition of \( \rho \), starting from the lower limit of \( \Lambda_0, n^{-1/(2+p+2\alpha p)} \), the number \( N \) of intervals of \( \rho \)-length \( u_n \) required to reach the upper limit \( n^\alpha \), is given as \( N \asymp \log(n)/u_n \leq n^H \) for a sufficiently large \( H \). Since by definition (1.4) it holds that \( \epsilon_{n,0}^2 \geq m_n^{\rho}(\log n)/\rho \) for some \( m_n \) tending to infinity arbitrarily slowly, we obtain \( \log N_n(\Lambda_0) = o(n^{\epsilon_{n,0}^2}) \), thus \( \log N_n(\Lambda_0 \setminus \Lambda_0) = o(n^{\epsilon_{n,0}^2}) \) and \( \log N_n(\Lambda_0) = O(n^{\epsilon_{n,0}^2}) \) as required.

Conditions (A1) and (A2) follow from Lemmas C.2, C.5, C.6 and C.7 (applied with \( \tau_n = n^\alpha \), see also Remark C.1), with \( c_1 = 1/32, \zeta = 1/4 \) and \( K^2 \geq 2M\eta P\hat{c}_1/c_1 \) for (3.5), note that these conditions concern \( \tau \in \Lambda_0 \setminus \Lambda_0 \) so that \( n\epsilon_{n,0}^2 = o(n^{\epsilon_{n,0}^2}) \). Conditions (C1) and (C2) also follow from the same lemmas with \( c_2 = \eta/4, M = K \). For (C1), which is implied by display (C.13) of the Supplement, note that as explained above it holds \( \epsilon_n(\tau) \geq \epsilon_n(0) \) for all \( \tau \in \Lambda_0 \), and that we can replace the constant \( C \) in (C.13) by 1, by replacing \( \eta/2 \) by \( \eta/4 \) in the exponent. For (C2), notice that for \( \lambda \in \Lambda_0 \) we have \( \epsilon_n(\lambda) \leq M\eta \epsilon_n(0) \), so that if (3.7) holds for all \( u \geq K \epsilon_n(\lambda) \), it also holds for all \( u \geq K \epsilon_n(0) \). Moreover, notice that condition (C3) is implied by display (C.19) in the Supplement below combined with the definition of \( \Theta_n(\alpha, \tau) \) in Lemma C.2, in particular by the fact that for \( \theta \in \Theta_n(\alpha, \tau) \) it holds \( \|\theta\|_H \leq \tau n^{\epsilon_{n,0}^2} \). These considerations complete the proof of part (i).

To prove part (ii) we need to additionally verify conditions (H1) and (H2). Due to the lack of sharp lower bounds for \( \epsilon_n(\lambda) \), we do so for \( \bar{w}_n = M_n \bar{\epsilon}_n/\epsilon_n(0) \), for \( \bar{\epsilon}_n \) the optimized upper bounds on \( \epsilon_n(\tau) \) defined in Lemma 3.4 and \( \bar{M}_n \) tends to infinity arbitrarily slowly. By part (iii) of Corollary 3.1, this will secure that the hierarchical Bayes posterior satisfies

\[
E^n_{\Theta_0} \Pi \left( \theta : \|\theta - \theta_0\|_2 \geq MM_n \epsilon_n(0) \mathcal{X}(n) \right) = o(1),
\]

where \( M_n \epsilon_n(0) = M_n \bar{M}_n \epsilon_n/\bar{w}_n \) and where, since the only restriction on \( \bar{w}_n \) is that \( \bar{w}_n = o(M_n \wedge w_n) \), the sequences \( M_n \) and \( w_n \) can be chosen so that \( M_n \bar{M}_n/\bar{w}_n \) (which in the statement we denote again by \( M_n \)) tends to infinity arbitrarily slowly.

In order to allow hyper-priors with polynomial tails for large values of \( \tau \) (for example inverse Gamma distributions), we use a larger set \( \tilde{\Lambda}_0 \) compared to the empirical Bayes setting, in particular we set \( \tilde{\Lambda}_0 = \left[ n^{-1/(2+p+2\alpha p)}, \exp(2\hat{\epsilon}_0 n \bar{w}_n^2 \hat{c}_1^2) \right] \) (this change only concerns the proof, since the formulation of the hierarchical prior does not involve \( \Lambda_n \)). For this larger set \( \tilde{\Lambda}_0 \), there still exists a constant \( \tilde{C} > 0 \) such that \( \epsilon_n(\tau) \leq \tilde{C} \tau \) for all \( \tau \in \tilde{\Lambda}_0 \) (with an identical verification as earlier in this proof, since what matters is the lower boundary of \( \tilde{\Lambda}_0 \)) and it still holds that \( \epsilon_n(\tau) \gtrsim \epsilon_n(0) \) for all \( \tau \in \tilde{\Lambda}_0 \).

An inspection of the proof of [41, Theorem 2.3] reveals that we can use two different choices of \( u_n \), one for verifying the assumptions that concern \( \lambda \in \Lambda_0 \setminus \Lambda_0 \) and one for those that concern \( \lambda \in \Lambda_0 \) (see also [41, Remark 3.3]). On \( \Lambda_0 \setminus \Lambda_0 \) we use \( u_n \asymp \exp(-4\hat{\epsilon}_0 n \bar{w}_n^2 \hat{c}_1^2) \), and conditions (A1), (A2) can again be verified using Lemmas C.2, C.5, C.6 and C.7, applied with \( \tilde{\tau}_n = \exp(2\hat{\epsilon}_0 n \bar{w}_n^2 \hat{c}_1^2) \). In \( \Lambda_0 \) we use \( u_n \asymp n^{-(3+2\alpha)} \) and for this choice the conditions (C1)-(C3) have been verified in the proof of part (i). The corresponding conditions on the (hyper-)entropy still hold too. Indeed, starting from \( n^{-1/(2+p+2\alpha p)} \), the number \( N \) of intervals of \( \rho \)-length \( u_n \asymp \exp(-4\hat{\epsilon}_0 n \bar{w}_n^2 \hat{c}_1^2) \) required to reach \( \exp(2\hat{\epsilon}_0 n \bar{w}_n^2 \hat{c}_1^2) \) satisfies \( N \lesssim n \bar{w}_n^2 \hat{c}_1^2/u_n \), so that \( \log N = O(\bar{w}_n^2 n \epsilon_{n,0}^2) = o(n^{\epsilon_{n,0}^2}) \) since \( \bar{w}_n = o(w_n) \). This implies that \( \log N_n(\Lambda_0 \setminus \Lambda_0) \leq \log N_n(\Lambda_0) = o(n^{\epsilon_{n,0}^2}) \). On the other hand, noticing that (3.16) implies that \( \Lambda_0 \subset [n^{-1/(2+p+2\alpha p)}, n^\alpha] \), the second hyper-entropy condition \( \log N_n(\Lambda_0) = O(n^{\epsilon_{n,0}^2}) \) follows for \( u_n \asymp n^{-(3+2\alpha)} \) as in the proof of part (i).

Turning to assumption (H1), it is implied by Lemma C.9 of the Supplement. Finally, notice that the sieve sets \( \Theta_n(\alpha, \tau) \) as defined in Lemma C.2, satisfy (3.12), since by (1.3) and display (C.2) in the
Supplement below

\[ \Pi(B_n \cap \Theta_n | \lambda) \geq \Pi(B_n | \lambda) - \Pi(\Theta_n^c | \lambda) \geq e^{-ne_n^2(\lambda)} - 2s_1 e^{-me_n^2(\lambda)}, \]

for constants \( s_1 > 0 \) and \( \eta > 1 \). Since there exist \( C > 0 \) and \( t < 1/2 \) such that for all \( \tau \in \Lambda_n \) it holds \( ne_n^2(\tau) \geq Cn^{1-2t} \), for sufficiently large \( n \) the right hand side in the last display can be lower bounded by \( \exp(-ne_n^2(\lambda))/2 = \Pi(B_n | \lambda)/2 \) for all \( \tau \in \Lambda_n \), thus (3.12) holds. As discussed in Subsection 3.1, under (3.12) it suffices to verify condition (H2) for \( \theta \in B_n \cap \Theta_n (\alpha, \tau) \). Indeed, this follows from Lemma C.8 of the Supplement below with \( c_3 \geq 2 + 2K^2 \), recalling that for \( \epsilon_n(\tau) \gtrsim \epsilon_n,0 \) for all \( \tau \in \Lambda_n \).

**Proof of Theorem 2.3.** Here we have \( \lambda = \alpha \), while \( \tau = 1 \). We verify the conditions of Corollary 3.1 and combine with the bounds on \( \epsilon_n(\alpha) \) and \( \epsilon_n,0 \) in the second part of Lemma 3.4 to establish the result. By (3.16), for all \( \alpha > 0 \) it holds \( \epsilon_n(\alpha) \gtrsim n^{-t} \) with \( t < 1/2 \), hence by definition (1.4) it holds \( \epsilon_n(\alpha) \gtrsim \epsilon_n,0 \) for all \( \alpha > 0 \).

We take \( u_n \approx n^{-3} \). The (hyper-)entropy conditions again follow from the fact that \( N_n(\Lambda_n) \leq n^3 \) and the fact that \( \epsilon_n,0 \geq m_n(\log n)/n \) for some \( m_n \) tending to infinity arbitrarily slowly. The verification of conditions (A1), (A2), (C1)-(C3) is almost identical to the \( \lambda = \tau \) case in the proof of Theorem 2.2, based on Lemmas C.2, C.5, C.6 and C.7 as well as Remark C.3 of the Supplement. Note the absence of the constant \( M > 0 \) appearing in Corollary 3.1(ii) from assertion (2.8). An inspection of the proof of [41, Corollary 2.1] shows that the origin of \( M > 0 \) is assumption (C2), which here we verify with \( M = K \), where \( K \) is defined in (1.3) and, in particular, is independent of the sequence \( M_n \). As a result, it is straightforward to check that \( M \) can be absorbed in the diverging sequence \( M_n \). This proves part (i).

The proof of part (ii) is similar to part (ii) of Theorem 2.2, with the difference that the verification of condition (H1) is now based on Lemma C.10 of the Supplement instead of Lemma C.9 (for \( \lambda = \alpha \) we use the same \( \Lambda_n \) in both the empirical and hierarchical settings). Similarly to the proof of part (i), it can be verified that the constant \( M \) appearing in Corollary 3.1(iii) can be absorbed in \( M_n \).

**Proof of Theorem 2.5.** Here we have \( \lambda = (\alpha, \tau) \). We verify the conditions of Corollary 3.1 and combine with the bounds on \( \epsilon_n,0 \) in Lemma 3.6 to obtain the result.

Similarly to the proof of Theorem 2.2, using the bounds in (3.18), it is straightforward to verify that there exists \( \bar{C} > 0 \) such that for all considered \( \beta, p, q \), it holds \( \epsilon_n(\alpha, \tau) \leq \bar{C} \tau \) for all \( (\alpha, \tau) \in \Lambda_n \). It is also straightforward to check that the optimized choices of the hyper-parameter \( \lambda = (\alpha, \tau), \alpha = \beta - 1/p \) and \( \tau = \tau_0 \), where \( \tau_0 \) is defined in Lemma 3.6, are contained in \( \Lambda_n \). The fact that \( \epsilon_n(\alpha, \tau) \gtrsim \epsilon_n,0 \) for all \( (\alpha, \tau) \in \Lambda_n \) and the (hyper-)entropy conditions, follow from a combination of the considerations in the proofs of Theorems 2.2 and 2.3.

The proof of part (i) is then almost identical to the proofs of Theorems 2.2 and 2.3, where we take \( u_n \approx n^{-3} \) (Lemmas C.5, C.6 and C.7 are applied with \( \bar{\tau}_n \approx n^\delta \)).

The proof of part (ii) is also almost identical to the proofs of Theorems 2.2 and 2.3, where we use

\[ \Lambda_n := \left\{ (\alpha, \tau) \in \Lambda_0 : \alpha \in [\bar{\alpha}, \tilde{\alpha}], \tau \in \left[n^{-\frac{1}{2}p^2+2\gamma}, e^{2\bar{\gamma}_0\bar{\gamma}_0 n M_n^2 (m_n)^2 (\log n)^{2\omega'}} \right]\right\}. \]

On \( \Lambda_n \setminus \Lambda_0 \) we choose \( u_n \approx \exp(-4\bar{r}_0\epsilon_0 n M_n^2 (m_n)^2 (\log n)^{2\omega'}) \), in which case Lemmas C.5, C.6 and C.7 are applied with \( \bar{\tau}_n = \exp(2\bar{r}_0\epsilon_0 n M_n^2 (m_n)^2 (\log n)^{2\omega'}) \), while on \( \Lambda_0 \) we choose \( u_n \approx n^{-3} \). Condition (H1) is now based on Lemma C.11 of the Supplement below.
4. Outlook and computation

Combined, the three main theorems of this article indeed show that \( \alpha \)-regular \( \tau \)-scaled Laplace priors lead to adaptivity over all Besov spaces, spatially homogeneous and spatially inhomogeneous. This is in contrast to Gaussian priors which, due to [6, Theorem 4.1], can only adapt over spatially homogeneous Besov spaces.

For this theoretical benefit of Laplace priors to be realized in practice, the efficient numerical implementation of the procedures studied in this work is crucial. Naturally, this implementation is expected to pose some challenges and will be the topic of future work by the authors. The standard way of probing the joint posterior on \( \theta, \lambda \mid X \) in the studied hierarchical setting, uses a (Metropolis within) Gibbs sampler which alternates between updating \( \theta \mid X, \lambda \) and \( \lambda \mid X, \theta \). In high dimensions, the parameters \( \theta \) and \( \lambda \) are strongly dependent under the assumed \( \lambda \)-dependent priors on \( \theta \) and, as a result, the \( \lambda \)-chain in such Gibbs samplers mixes poorly. This has been studied for Gaussian priors with hyper-priors on scaling or regularity hyper-parameters in [2] based on [39]; the intuition carries over to Laplace priors as well. To resolve this issue, [2, 39] propose to re-parametrize the prior by writing \( \theta = T(v, \lambda) \) for some appropriate transformation \( T \), where \( v \) and \( \lambda \) are a priori independent with priors chosen so that \( T(v, \lambda) \) has the desired prior distribution for \( \theta \). For example, for an \( \alpha \)-regular \( \tau \)-scaled \( p \)-exponential prior with \( \lambda = \tau \), we can write \( \theta = \tau v \), where \( v \) is \( \alpha \)-regular \( p \)-exponential with \( \tau = 1 \) and \( \tau \) has the originally postulated hyper-prior distribution. The non-centered parametrization of the initial Gibbs sampler, alternates between updating \( v \mid X, \lambda \) and \( \lambda \mid X, v \); samples for \( \theta \mid X, \lambda \) can be obtained using \( T(v, \lambda) \). While this method leads to robust algorithms with respect to dimension, for small noise the \( \lambda \)-chain again mixes poorly because \( v \) and \( \lambda \) are strongly a posteriori dependent (since they are constrained to satisfy \( T(v, \lambda) \approx \theta_0 \)). As a result, when the discretization level is high and the noise is small, both Gibbs sampler parametrizations have poor performance. A candidate alternative approach is the (pseudo) marginal algorithm which alternates between updating the marginal \( \lambda \mid X \) and \( \theta \mid X, \lambda \), [7]; see also [2, Section 2.3].

In addition, \( p \)-exponential priors with \( p \neq 2 \) are not conjugate to the likelihood in the studied white noise model (conditionally on \( \lambda \)), hence one needs to employ Markov chain Monte Carlo (MCMC) methods for sampling the conditional distributions \( \theta \mid X, \lambda \) or \( v \mid X, \lambda \). Such methods will need to be used even with Gaussian priors, when implementing models for which Gaussian priors are not conjugate, such as density estimation [28] and non-linear inverse problems [29]. For Gaussian priors, MCMC algorithms which are well defined in function spaces and thus remain robust for high discretization levels, have been introduced in the last decade, see for example [15, 16, 11]. The contribution [14] discusses how to modify these algorithms to achieve dimension-robust posterior sampling for non-Gaussian priors including \( p \)-exponential. The idea is to write \( \theta = T(\xi, \lambda) \) where \( \xi \) is a Gaussian white noise and \( T \) is an appropriate transformation, which is such that \( T(\xi, \lambda) \) has the desired prior for \( \theta \), and to use one of the known dimension-robust algorithms for Gaussian priors to sample the posterior \( \xi \mid X, \lambda \). Samples for \( \theta \mid X, \lambda \) can be obtained using \( T(\xi, \lambda) \). In the same contribution, it is discussed how to combine this approach with a non-centered Gibbs sampler, to achieve dimension-robust sampling of the joint distribution of \( \theta, \lambda \mid X \), when the prior on \( \theta \) is non-Gaussian.

For the implementation of the MMLE empirical Bayes approach, one can maximize the marginal likelihood over a fine grid of candidate values \( \lambda \in \Lambda_n \). For the computation of the marginal likelihood \( \tilde{m}(X^{(n)} \mid \lambda) \), which for \( p < 2 \) is not available explicitly, one can exploit the product structure in the assumed setting to express \( \tilde{m} \) as a product of univariate integrals, which can be approximated, for example, using quadrature. Note that, even for \( p = 2 \), it is possible that \( \tilde{m}(X^{(n)} \mid \cdot) \) is multimodal with respect to \( \lambda \), see [43, Section 4.6].

As a preliminary illustration, we provide two simulation experiments relating to our hierarchical Bayes results under Sobolev regularity (part (ii) of Theorems 2.2 and 2.3). In the first, we consider the
Adaptive inference with $p$-exponential priors

Figure 1. Top row left to right: truth (black), hierarchical Bayes posterior means (red) and 95% credible regions (grey) for Laplace priors with regularities $\alpha = \beta, \beta + 1/2, \beta + 1$ and $\lambda = \tau$. Bottom row left to right: truth, posterior means and credible regions for Laplace priors with regularities $\alpha = \beta, \beta - 1/2, \beta - 1$ and $\lambda = \tau$.

setting studied in [43, Section 3]. In particular, we consider the white noise model (1.1) for $n = 200$ and with underlying truth $\theta_0 \in L^2[0,1]$ which has coefficients $\theta_{0,\ell} = \ell^{-2.25}\sin(10\ell)$ with respect to the orthonormal basis $e_\ell(t) = \sqrt{2}\sin(\pi \ell t), t \in [0,1], \ell \in \mathbb{N}$. Such a function corresponds to regularity $\beta = 1.75$ (more precisely it has Sobolev regularity $\beta$ for any $\beta < 1.75$). We consider $\alpha$-regular and $\tau$-scaled Laplace priors defined via the basis $(e_\ell)$, for regularities $\alpha = \beta - 1, \beta - 1/2, \beta, \beta + 1/2, \beta + 1$ and $\lambda = \tau$ with hyper-prior an Inv-Gamma$(1, 1)$ distribution, left-truncated at $n^{-1/(3+2\alpha)}$ (recall Assumption (2.3)). We truncate the relevant series expansions up to $L = 200$, which, since for all choices of $\alpha$ the function $\theta$ is assumed to have Sobolev regularity larger than 0.5 (under the prior, hence, by absolute continuity under the posterior as well), ensures that the approximation error induced by truncation is of lower order compared to the minimax estimation error over $H^\beta$. In Figure 1 we present the resulting posterior means and 95% credible regions (the latter computed by taking the 95% out of the final 20000 iterations of the Gibbs sampler which are closest to the mean in $L^2$-sense). Evidently, the performance of the posterior means is comparable to the results in Figure 6 of [43], obtained using the corresponding Gaussian priors. The large width of the credible regions is attributed to the relatively large size of the noise (running the simulation with Gaussian priors shows that they give rise to credible regions of similar width).

In the second experiment, we consider a similar setting to the one studied in [32, Section 3] (but without inversion). In particular, as in the previous experiment we consider the white noise model, this time for $n = 10^3$ and $n = 10^5$, and with $\theta_{0,\ell} = \ell^{-3/2}\sin(\ell)$ with respect to the orthonormal basis
Figure 2. Top row: truth (black), hierarchical Bayes posterior means (red) and 95% credible regions (grey) for Laplace priors with $\tau = 1$ and $\lambda = \alpha$ for $n = 10^3$ (left) and $n = 10^5$ (right). Bottom row: truth, posterior means and credible regions for Gaussian priors with regularities $\tau = 1$ and $\lambda = \alpha$ for the corresponding noise levels.

e_\ell(t) = \sqrt{2} \cos (\pi (\ell - 1/2)t), \quad t \in [0, 1], \quad \ell \in \mathbb{N},

which corresponds to Sobolev regularity (almost) $\beta = 1$. We use $\alpha$-regular and $\tau$-scaled Gaussian and Laplace priors defined on the basis $(e_\ell)$, with $\tau = 1$ fixed, and $\lambda = \alpha$ with Exponential(1) hyper-prior distribution, truncated to be supported in $[\bar{\alpha}, \bar{\alpha}] = [0.5, 100]$ (recall Assumption (2.4)). We truncate the infinite expansions up to $L \approx n^{1/1.5}$ which again for $\theta$ with regularity at least 0.5 ensures that the truncation error is of lower order compared to the minimax estimation rate. Figure 2 contains the resulting posterior means and 95% credible regions; once more, the performance of the Laplace and Gaussian hierarchical priors is similar, with Laplace giving rise to slightly narrower credible regions.

The above experiments were implemented using the non-centered (whitened) preconditioned Crank-Nicolson within Gibbs algorithm [14, Algorithm 4]. All relevant codes are available at https://bit.ly/3ns9kBA.
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SUPPLEMENTARY MATERIAL

We provide a number of technical results required for establishing the theory presented in the main article.

A. The Fernique theorem for $\alpha$-regular $p$-exponential priors

We formulate a result based on Christer Borell’s generalization of Fernique’s theorem for Gaussian measures, to the class of log-concave measures, see Theorem 3.1. in [12]. Here, we consider the case of $\alpha$-regular $p$-exponential measures, which are known to be log-concave [4, Proposition 2.3], and track the dependence of the constants appearing in the cited theorem on the regularity parameter $\alpha$.

Lemma A.1. Let $\Pi_{\alpha} := \Pi(\cdot \mid \alpha, \tau = 1)$ be an $\alpha$-regular $p$-exponential measure. Fix $\bar{\alpha} > 0$ and assume that $\mu$ is any weighted-$\ell_r$ norm, $r \geq 1$, which is finite almost surely with respect to $\Pi_{\alpha}, \forall \alpha \geq \bar{\alpha}$. Then, there exist $s_1, s_2 > 0$ (depending on $\bar{\alpha}$ and $\mu$), such that

$$E_{\Pi_{\alpha}}[e^{s_2\mu(\theta)}] \leq s_1, \quad \forall \alpha \geq \bar{\alpha}. \quad (A.1)$$

Proof. The proof follows the proof of [12, Theorem 3.1], with the difference that the cited result considers a single logarithmically-concave measure, while we consider the family of $\alpha$-regular $p$-exponential priors with $\alpha \geq \bar{\alpha}$ simultaneously.

Since $\mu$ is finite almost surely with respect to $\Pi_{\alpha}$ and since $\Pi_{\alpha}$ is non-degenerate, there exists a $\lambda > 0$ such that

$$\Pi_{\alpha}(\{\theta : \mu(\theta) < \lambda\}) \in (1/2, 1).$$

Set

$$\gamma := \Pi_{\alpha}(\{\theta : \mu(\theta) < \lambda\}).$$

By the definition of $\Pi_{\alpha}$ and since $\mu$ is a weighted-$\ell_r$ norm with $r \geq 1$, it is straightforward to see that for any $s > 0$ it holds

$$\Pi_{\alpha}(\{\theta : \mu(\theta) < s\}) \geq \Pi_{\alpha}(\{\theta : \mu(\theta) < \gamma\}), \quad \forall \alpha \geq \bar{\alpha}.$$
Let \( A := \{ \theta : \mu(\theta) < \lambda \} \). Combining with [12, Lemma 3.1], we thus get that for all \( t \geq 1 \)
\[
\Pi_\alpha \left( (tA)^c \right) = \Pi_\alpha \left( \{ \theta : \mu(\theta) \geq \lambda t \} \right) \leq \Pi_\alpha \left( \{ \theta : \mu(\theta) \geq \lambda t \} \right) \leq \gamma \left( \frac{1 - \gamma}{\gamma} \right) ^{\frac{1 + t}{\tau}}, \tag{A.2}
\]
where \( 0 < (1 - \gamma)/\gamma < 1 \).
For any \( s_2 > 0 \), using [23, Exercise 2.2.7.] and a change of variables, we get
\[
E_{\Pi_\alpha} [e^{s_2 \mu(\theta)}] = \int_0^\infty s_2 e^{s_2 \lambda \psi} \Pi_\alpha \left( \{ \theta : \mu(\theta) \geq \lambda \psi \} \right) \lambda d\psi \\
= s_2 \lambda \left( \int_0^1 e^{s_2 \lambda \psi} \Pi_\alpha \left( \{ \theta : \mu(\theta) \geq \lambda \psi \} \right) d\psi + \int_1^\infty e^{s_2 \lambda \psi} \Pi_\alpha \left( \{ \theta : \mu(\theta) \geq \lambda \psi \} \right) d\psi \right). \tag{A.3}
\]
Let us study each of the two integrals on the above right hand side separately.
For the first integral, we have that
\[
\int_0^1 e^{s_2 \lambda \psi} \Pi_\alpha \left( \{ \theta : \mu(\theta) \geq \lambda \psi \} \right) d\psi \leq \int_0^1 e^{s_2 \lambda \psi} d\psi = \frac{e^{s_2 \lambda} - 1}{s_2 \lambda}.
\]
For the second integral, using (A.2) we have
\[
\int_1^\infty e^{s_2 \lambda \psi} \Pi_\alpha \left( \{ \theta : \mu(\theta) \geq \lambda \psi \} \right) d\psi \leq \int_1^\infty e^{s_2 \lambda \psi} \gamma \left( \frac{1 - \gamma}{\gamma} \right) ^{\frac{1 + \psi}{\tau}} d\psi \\
= \gamma \int_1^\infty e^{s_2 \lambda \psi + \frac{1 + \psi}{\tau} \log \left( \frac{1 - \gamma}{\gamma} \right)} d\psi \\
= \gamma e^{-\frac{a}{2}} \int_1^\infty e^{\psi(s_2 \lambda - \frac{a}{2})} d\psi,
\]
where \( a = \log \left( \gamma/(1 - \gamma) \right) > 0 \). Choosing \( s_2 < a/2\lambda \), we have
\[
\int_1^\infty e^{s_2 \lambda \psi} \Pi_\alpha \left( \{ \theta : \mu(\theta) \geq \lambda \psi \} \right) d\psi \leq \frac{\gamma e^{-\frac{a}{2}}}{s_2 \lambda - \frac{a}{2}}.
\]
Combining we have that for \( s_2 < a/2\lambda \), it holds
\[
E_{\Pi_\alpha} [e^{s_2 \mu(\theta)}] \leq \frac{s_2 \lambda \gamma e^{-\frac{a}{2}}}{s_2 \lambda - \frac{a}{2}} + e^{s_2 \lambda} - 1, \quad \forall \alpha \geq \alpha,
\]
which completes the proof. \( \square \)

**B. Existence of \( \epsilon_n(\lambda) \) solving (1.3)**

**Lemma B.1.** Let \( \Pi(\cdot \mid \alpha, \tau) \) be an \( \alpha \)-regular \( \tau \)-scaled \( p \)-exponential prior in \( \Theta \), for some \( \alpha, \tau > 0 \). Let \( \theta_0 \in \Theta \) and fix \( K > 0 \). Then, \( \forall \alpha \) there exists a unique \( \epsilon_n = \epsilon_n(\alpha, \tau; K, \theta_0) \), such that
\[
\Pi(\theta : \|\theta - \theta_0\|_2 \leq K\epsilon_n \mid \alpha, \tau) = e^{-n\epsilon_n^2}. \tag{B.1}
\]

Furthermore, given \( \alpha, \tau > 0 \), the sequence \( (\epsilon_n) \) is strictly decreasing to zero.
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**Proof.** We first verify that $r(\epsilon) \coloneqq \Pi(\theta : \|\theta - \theta_0\|_2 \leq K\epsilon \mid \alpha, \tau)$ is a continuous function of $\epsilon > 0$. Indeed this can be checked by verifying left and right continuity using the continuity property of probability measures, where for left continuity one needs to use that $\Pi(\theta : \|\theta - \theta_0\|_2 = \epsilon \mid \alpha, \tau) = 0, \forall \epsilon > 0$, implied by [3, Lemma 6.1].

The function $r(\cdot)$ is obviously non-decreasing with $\epsilon$, with $\lim_{\epsilon \to 0} r(\epsilon) = 0$ and $\lim_{\epsilon \to \infty} r(\epsilon) = 1$. In fact, $r(\cdot)$ is strictly increasing. Indeed, if not, there would exist $\epsilon_1 > \epsilon_2$ such that $r(\epsilon_1) = r(\epsilon_2)$. In particular, there would exist a $\theta_1 \in \Theta$ and a small enough radius $\delta > 0$, such that $\Pi(\theta : \|\theta - \theta_1\|_2 < \delta \mid \alpha, \tau) = 0$. This would be a contradiction to the fact that supp($\Pi(\cdot \mid \alpha, \tau)$) = $\Theta$, as implied by [4, Proposition 2.10].

The above considerations imply the claims in the statement, since $E_n(\epsilon) := e^{-n\epsilon^2}$ is decreasing in both $\epsilon$ and $n$ with $\lim_{\epsilon \to 0} E_n(\epsilon) = 1$ and $\lim_{\epsilon \to \infty} E_n(\epsilon) = 0$. □

**C. Technical lemmas for verifying the conditions of Corollary 3.1**

This section contains a number of technical lemmas used for verifying the assumptions of Corollary 3.1, in order to prove our main theorems.

The next four lemmas combined, allow the verification of conditions (A1), (A2), (B1) and (C1)-(C3).

**Remark C.1.** In all of these lemmas, it is silently assumed that for some fixed $\hat{C} > 0$, $\epsilon_n = \epsilon_n(\alpha, \tau)$ from (1.3) satisfies $\epsilon_n \leq \hat{C} r$; this restriction stems from (3.14). In particular in the proofs of our main results, we will employ these lemmas for $\tau_n \in \Lambda_n$, where $\Lambda_n := [\tau_n, \bar{\tau}_n]$ and $\bar{\tau}_n > \tau_n > 0$, hence we will need to ensure that $\epsilon_n \lesssim \tau_n$. We do not spell this out explicitly in the lemmas, in order to avoid an overload of technical statements.

**Lemma C.2.** Fix $\alpha$ and $s$ such that $\alpha > s > 0$. For any $\alpha \geq \alpha, \tau > 0$ and $\zeta \in (0, 1)$, take $\eta \geq \hat{c}_1^2 (4\zeta^{-1})^{1/\alpha}$, where $\hat{c}_1 = \hat{c}_1(\alpha)$ is as in (3.14) and define the sets

$$\Theta_n(\alpha, \tau) := \left[\frac{\zeta K}{4} \epsilon_n B_{\hat{c}_2} + R_n^p B_{Q_{\alpha, \tau}} + R_n B_{Z_{\alpha, \tau}}, \right.$$ 

where $\epsilon_n = \epsilon_n(\alpha, \tau)$ is as in (1.3) and

$$R_n = R_n(\alpha, \tau) := \left(2\eta K n^2 \right)^{\frac{1}{\alpha}}, \quad p \in [1, 2].$$

Here, $\hat{K} > 0$ is a fixed constant depending only on $p$, defined in the concentration inequality [4, Proposition 2.15].

Let $s_1 = s_1(\alpha; s) > 0$, $s_2 = s_2(\alpha; s) > 0$ be as in Lemma A.1, for $\mu(\cdot) = \|\cdot\|_{H^*}$. For $Y_n = \eta \tau n^2 \epsilon_n^2 / s_2$, define the sets

$$\Theta_n(\alpha, \tau) := \Theta_n(\alpha, \tau) \cap Y_n B_{H^*}, \quad \alpha \geq \alpha, \tau > 0. \quad (C.1)$$

Then,

$$\Pi(\Theta_n(\alpha, \tau) \mid \alpha, \tau) \leq 2s_1 e^{-\eta \tau n^2} \quad (C.2)$$

and there exists a constant $M' > 0$ (independent of $\alpha, \tau$ and $K$) such that

$$\log N(K\zeta \epsilon_n, \Theta_n(\alpha, \tau), \|\cdot\|_2) \leq M' \eta \epsilon_n^2 \hat{c}_1^2 n^2.$$
\textbf{Proof.} We use ideas from the proof of [4, Theorem 3.1]. For the first claim, by [4, Proposition 2.15] (here we denote by \( \tilde{K} \) the constant \( K \) in the notation of that source) we have

\[
\Pi(\Theta_n^c(\alpha, \tau) \mid \alpha, \tau) \leq \frac{1}{\Pi(\tilde{K} \epsilon_n B_{\ell_2} \mid \alpha, \tau)} e^{-R_n^\alpha / \tilde{K}} = e^{\varphi_0(\frac{\tilde{K}}{4} \epsilon_n)} e^{-2n \epsilon_n^2}.
\]

Since \( \eta \geq \epsilon_n^2 (4 \zeta^{-1})^{1/\alpha} \), and by combining (3.14) and (3.15) (see also Remark C.1), it holds

\[
\varphi_0\left( \frac{\tilde{K}}{4} \epsilon_n \right) - \eta n \epsilon_n^2 \leq \varphi_0\left( \frac{\tilde{K}}{4} \epsilon_n \right) - \epsilon_n^2 (4 \zeta^{-1})^{1/\alpha} n \epsilon_n^2 \leq 0,
\]

so that

\[
\Pi(\Theta_n^c(\alpha, \tau) \mid \alpha, \tau) \leq e^{-\eta n \epsilon_n^2}.
\]

By the definition of \( \Theta_n(\alpha, \tau) \), it thus remains to show that

\[
\Pi((Y_n B_{H^s})^c \mid \alpha, \tau) \leq s_1 e^{-\eta n \epsilon_n^2}.
\]

Indeed, using the (exponential) Markov inequality, for any \( c, r > 0 \) we have that

\[
\Pi(\|\theta\|_{H^s} \geq r \mid \alpha, \tau) = \Pi(\|\theta\|_{H^s} \geq r / \alpha, \tau = 1) \leq \frac{E_\alpha(\|\theta\|_{H^s})}{e^{r \alpha}},
\]

where \( E_\alpha \) denotes expectation with respect to \( \Pi(\cdot \mid \alpha, \tau = 1) \). Using Fernique’s theorem, see Lemma A.1, and by [4, Lemma 5.2] which implies that the \( H^s \)-norm is almost surely finite with respect to \( \Pi(\cdot \mid \alpha, \tau) \) for \( s < \alpha \), we get that there exist \( s_1 = s_1(\alpha; s) > 0, s_2 = s_2(\alpha; s) > 0 \) such that

\[
\Pi(\|\theta\|_{H^s} \geq r \mid \alpha, \tau) \leq s_1 e^{-s_2 \epsilon / r} \quad \forall \alpha \geq \alpha, \quad \tau > 0.
\]

Choosing \( r = Y_n \), completes the proof.

For the second claim, note that since \( \Theta_n(\alpha, \tau) \subseteq \Theta_n^c(\alpha, \tau) \) it suffices to establish the same bound for covering \( \Theta_n(\alpha, \tau) \) instead of \( \Theta_n^c(\alpha, \tau) \). We first show that \( \forall \epsilon, R > 0 \)

\[
R^2 B_{Q_{\alpha, \tau}} \subseteq \epsilon B_{\ell_2} + a B_{Z_n, \tau}, \quad \text{(C.3)}
\]

where

\[
a = a(\epsilon, R) = R^{\frac{p}{2} + \frac{2-p}{2(1+2\alpha)} - \frac{2-p}{2(1+2\alpha)}} e^{\frac{p-2}{p+1+2\alpha}}.
\]

Indeed, let \( w \in R^2 B_{Q_{\alpha, \tau}} \), that is

\[
\sum_{\ell=1}^{\infty} \ell^{1+2\alpha} w_{\ell}^2 \leq \tau^2 R^p.
\]

Consider \( h_L = (w_1, \cdots, w_L, 0, \cdots, 0) \), where \( L \) is sufficiently large so that \( \| h_L - w \|_2 \leq \epsilon \). It holds

\[
\| h_L - w \|_2^2 = \sum_{\ell=L+1}^{\infty} w_{\ell}^2 = \sum_{\ell=L+1}^{\infty} \ell^{1+2\alpha} \ell^{-1-2\alpha} w_{\ell}^2 \leq R^{-1-2\alpha} \tau^2 R^p, \quad \text{(C.4)}
\]
so that it suffices to take $L = \left(R^p \tau^2 / \epsilon^2\right)^{\frac{1}{1+2\alpha}}$. Using Hölder inequality with $(2/p, 2/(2-p))$, we then get that

$$
||h_L||_2^p = \tau^{-p} \sum_{\ell=1}^L \frac{\ell^{2+\alpha}p}{p^\frac{1}{2}} \leq \tau^{-p} \left(\sum_{\ell=1}^L \ell^{1+2\alpha}p||w|\|_p^2\right)^\frac{p}{2} L^{\frac{2-p}{2}} \leq \tau^{-p} (\tau^2 R^p)^\frac{p}{2} L^{\frac{2-p}{2}} = R^p \frac{\tau^2}{\epsilon^2} \frac{2}{(1+2\alpha)} = R^p \frac{\tau^2}{\epsilon^2} \frac{2}{(1+2\alpha)}.
$$

The inclusion (C.3) thus holds.

We thus obtain that

$$
\tilde{\Theta}_n(\alpha, \tau) \subseteq \left(\frac{\zeta K}{2} \epsilon_n B_{\ell_2} + \left(a \left(\frac{\zeta K}{4} \epsilon_n, R_n\right) + R_n\right)\right) B_{\ell_2},
$$

where using the definition of $R_n$ and (3.16) (which we solve for $\tau$), we can bound

$$
a \left(\frac{\zeta K}{4} \epsilon_n, R_n\right) = R_n^{\frac{p}{2} + \frac{2-p}{p(1+2\alpha)}} \epsilon_n^{-\frac{p}{p+1}} \left(\frac{\zeta K}{4}\right)^{\frac{p-2}{p+2}} \leq (2\eta K n \epsilon_n^2)^\frac{1}{2} \frac{2-p}{2p(1+2\alpha)} \epsilon_n^{\frac{1}{p+2}} \left(\frac{\zeta K}{4}\right)^{\frac{p-2}{p+2}} \leq (2\eta K n \epsilon_n^2)^\frac{1}{2} \frac{2-p}{2p(1+2\alpha)} \epsilon_n^{\frac{1}{p+2}} \left(\frac{\zeta K}{4}\right)^{\frac{p-2}{p+2}}.
$$

Noting that $\eta \geq 1$ and taking into account that $p \in [1, 2]$ and $\alpha > 0$ (which implies that the exponents $\frac{2-p}{p(1+2\alpha)}, \frac{2-p}{p(1+2\alpha)}$ are bounded above by 1, uniformly in $\alpha$), we can further bound

$$
a \left(\frac{\zeta K}{4} \epsilon_n, R_n\right) \leq \eta c_1 M_2 \left(n \epsilon_n^2\right)^\frac{1}{p},
$$

where the constant $M_2$ does not depend on $\alpha, \tau, K$. We thus get that

$$
\tilde{\Theta}_n(\alpha, \tau) \subseteq \left(\frac{\zeta K}{2} \epsilon_n B_{\ell_2} + \eta c_1 M_2 \left(n \epsilon_n^2\right)^\frac{1}{p} B_{\ell_2}\right),
$$

for some constant $M_2$ again independent of $\alpha, \tau, K$, where we used that $c_1 \geq 1$ and $\eta \geq 1$.

Now, let $h_1, \cdots, h_N \in \eta c_1 M_2 \left(n \epsilon_n^2\right)^\frac{1}{p} B_{\ell_2}$ be $\zeta K \epsilon_n / 2$-apart in $\|\cdot\|_2$. Then, the balls $h_j + \frac{\zeta K}{4} \epsilon_n B_{\ell_2}$ are disjoint, and hence by [4, Proposition 2.11] we obtain

$$
1 \geq \sum_{j=1}^N \Pi \left(h_j + \frac{\zeta K}{4} \epsilon_n B_{\ell_2} | \alpha, \tau\right) \geq \sum_{j=1}^N \left(1 - \frac{\|h_j\|_2^p}{p} \Pi \left(\frac{\zeta K}{4} \epsilon_n B_{\ell_2} | \alpha, \tau\right) \right) \geq \sum_{j=1}^N \left(1 - e^{-\frac{\eta p \epsilon_n \gamma \beta}{p} \frac{n \epsilon_n^2}{2}} \left(\frac{\zeta K}{4} \epsilon_n\right)\right).
$$

(C.6)

If the set of points $h_1, \cdots, h_N$ is maximal in $\eta c_1 M_2 \left(n \epsilon_n^2\right)^\frac{1}{p} B_{\ell_2}$, then the balls $h_j + \frac{\zeta K}{4} \epsilon_n B_{\ell_2}$ cover $\eta c_1 M_2 \left(n \epsilon_n^2\right)^\frac{1}{p} B_{\ell_2}$, and we get that

$$
\tilde{\Theta}_n(\alpha, \tau) \subseteq \bigcup_{j=1}^N \left(h_j + \zeta K \epsilon_n B_{\ell_2}\right).
$$

(C.7)
Combining (C.6) and (C.7) we obtain
\[ N\left(\zeta K\epsilon_n, \hat{\Theta}_n(\alpha, \tau), \|\cdot\|_2\right) \leq N \leq e^{\frac{n^p c^p M^p n e_n^2}{p} + \varphi_0(\zeta K\epsilon_n)}, \]
hence, using (3.14) and (3.15) as for the first claim, we get
\[ \log N\left(\zeta K\epsilon_n, \hat{\Theta}_n(\alpha, \tau), \|\cdot\|_2\right) \leq \frac{n^p c^p M^p n e_n^2}{p} + c^2(\frac{4}{\zeta})^\frac{1}{p} n e_n^2. \]

Taking into account that \( \alpha \geq \alpha \), the second claim follows.

**Remark C.3.** A careful examination of the sharp results of [9], shows that for all \( p \in [1, 2] \), \( \bar{c}_1 \) from (3.14) blows-up linearly as \( \alpha \to \infty \). In particular, restricting \( \alpha \in [\bar{\alpha}, \bar{\alpha}] \) for any \( \bar{\alpha} > \alpha > 0 \), enables a uniform choice of \( \bar{c}_1 \), hence also a uniform choice of \( \eta \) in the last result. We study this in Lemma D.1 below.

**Remark C.4.** The set \( \hat{\Theta}_n(\lambda) \) is a natural candidate for the sieve set due to Talagrand’s inequality (1.8). Here, we intersect \( \hat{\Theta}_n(\lambda) \) with a ball in a Sobolev space \( H^s \) for \( s > 0 \) which can be arbitrarily small, with a suitably growing radius as \( n \to \infty \). The additional regularity infused on the sieve set \( \Theta_n \), will allow us to uniformly control small perturbations of its elements, resulting in a uniform control of the data-dependence of the hyper-parameter (see the proofs of Lemmas C.5 and C.7 below). This technique is inspired by the recent literature on rates of contraction for PDE inverse problems, see for example [38, 29, 6], where the sieve set is intersected with a ball of sufficiently large (but fixed) radius in some suitably regular space (there the motivation is different: it allows the exploitation on the one hand of local-Lipschitz assumptions on the forward operator to get rates of contraction for the forward problem and on the other hand of stability estimates to pass from “forward” to “inverse” rates).

**Lemma C.5.** Let \( \bar{r}_n \to \infty \), and \( s, \alpha, \bar{\alpha} \) such that \( \bar{\alpha} > \alpha > s > 0 \). Recall \( \Theta_n(\alpha, \tau) \) from Lemma C.2. Then for \( u_n \leq n^{-s/2}r_n^{-1} \), we have
\[ \sup_{0 \leq \tau < \bar{r}_n} \sup_{\alpha \leq \alpha \leq \bar{\alpha}} Q_{\lambda,n}^{\Theta}(X) = O(1). \] \hspace{1cm} (C.8)

The bound holds for \( \lambda = \tau \) or \( \alpha \) or \( (\alpha, \tau) \) and the loss \( \rho \) in the definition of \( Q_{\lambda,n}^{\Theta} \) is as in (3.3).

**Proof.** The proof follows the lines of the proof of [41, Lemma E.1] which considers \( \theta \in \mathbb{R}^n \) in the non-parametric regression setting. Apart from considering the white noise model, the main difference here is that we need to additionally control the tail of the sequence \( \theta \in \ell_2 \), and to this end we restrict the inner supremum on the set \( \Theta_n \), which in particular implies that \( \theta \) has a certain minimum regularity, \( \theta \in Y_n B_{H^s} \). We crucially exploit this regularity. Furthermore, we need to study the case \( \lambda = (\alpha, \tau) \). We in fact only study that case, while the cases \( \lambda = \tau \) or \( \alpha \) follow with obvious modifications.

Assume \( \lambda = (\alpha, \tau) \), and recall the loss function \( \rho(\lambda, \lambda') = |\log \tau - \log \tau'| + |\alpha - \alpha'| \) from (3.3). We introduce the notation
\[ \psi_{\lambda,j}^\theta := \inf_{\rho(\lambda, \lambda') \leq u_n} \psi_{\lambda, \lambda'}(\theta_j), \]
\[ \psi_{\lambda,j} := \sup_{\rho(\lambda, \lambda') \leq u_n} \psi_{\lambda, \lambda'}(\theta_j). \]
where the transformation $\psi$ introduced in (3.1) is given as $\psi_{\lambda,\lambda'}(\theta_j) = \frac{\tau'}{\tau} j^{\alpha-\alpha'} \theta_j$. We then have that

$$
\psi_{\lambda,j}^\theta = \inf_{|\log \tau - \log \tau'| + |\alpha - \alpha'| \leq u_n} \frac{\tau'}{\tau} j^{\alpha-\alpha'} \theta_j
$$

Similarly,

$$
\psi_{\lambda,j}^\theta = \inf_{|\log \tau - \log \tau'| \leq u_n} \frac{\tau'}{\tau} j^{\alpha-\alpha'} \theta_j = \inf_{|\log \tau - \log \tau'| \leq u_n} \left( \frac{\tau'}{\tau} \inf_{|\alpha - \alpha'| \leq u_n} j^{\alpha-\alpha'} \theta_j \right)
$$

By triangle inequality, taking into account that $u_n \to 0$, we obtain that for sufficiently large $n$ it holds

$$
\left| \psi_{\lambda,j}^\theta - \psi_{\lambda,j}^\theta \right| \leq \left| j^{\log(\theta_j) u_n} \exp(\theta_j u_n) \theta_j - j^{\log(\theta_j) u_n} \exp(-\log(\theta_j) u_n) \theta_j \right|
$$

$$
\leq \left| \left( 2 j^{u_n} \right) \theta_j \right| + \left| j^{u_n} \exp(-\log(\theta_j) u_n) \theta_j \right| \leq 10 s^{s'-1/2} u_n |\theta_j|,
$$

where for the second to last bound we used the inequality $1 - 1/x \leq \log x, \forall x > 0$ twice and in the last bound we fixed $s'$ such that $1/2 < s' < s + 1/2$.

By the definition of $Q_{\lambda,n}^\theta$ (see (3.2), (1.2)), we have

$$
Q_{\lambda,n}^\theta(\mathcal{X}) = \int_{\mathcal{X}} \sup_{\rho(\lambda,\lambda') \leq u_n} \exp \left( n \langle X, \psi_{\lambda,\lambda'}(\theta) \rangle - \frac{n}{2} \| \psi_{\lambda,\lambda'}(\theta) \|^2 \right) dP_n^\theta(X)
$$

$$
\leq \prod_{j=1}^\infty \int_{\rho(\lambda,\lambda') \leq u_n} \sqrt{\frac{n}{2\pi}} e^{-\frac{n}{2} \left( x_j - \psi_{\lambda,\lambda'}(\theta_j) \right)^2} dx_j.
$$

where we can bound the one-dimensional integrals as follows:

$$
\int_{\rho(\lambda,\lambda') \leq u_n} \sqrt{\frac{n}{2\pi}} e^{-\frac{n}{2} \left( x_j - \psi_{\lambda,\lambda'}(\theta_j) \right)^2} dx_j
$$

$$
\leq \int_{x_j < \psi_{\lambda,j}^\theta} \sqrt{\frac{n}{2\pi}} e^{-\frac{n}{2} \left( x_j - \psi_{\lambda,j}^\theta \right)^2} dx_j + \int_{x_j > \psi_{\lambda,j}^\theta} \sqrt{\frac{n}{2\pi}} e^{-\frac{n}{2} \left( x_j - \psi_{\lambda,j}^\theta \right)^2} dx_j + \int_{x_j \geq \psi_{\lambda,j}^\theta} \sqrt{\frac{n}{2\pi}} e^{-\frac{n}{2} \left( x_j - \psi_{\lambda,j}^\theta \right)^2} dx_j
$$

$$
\leq 1 + \sqrt{\frac{n}{2\pi}} \left| \psi_{\lambda,j}^\theta - \psi_{\lambda,j}^\theta \right|
$$
\[ \leq 1 + 4u_n \sqrt{n} j^{s'-1} |\theta_j| . \]

Using the embedding of \( H^s \) into \( B^s_{11} \) (implied by \( s' < s + 1/2 \), see for example [45, Theorem 3.3.1]), we have that there exists a positive constant \( c > 0 \) such that

\[ Q^\theta_{\lambda, n}(\mathcal{X}) \leq e^{\frac{4u_n}{\sqrt{n}} \sum_{j=1}^\infty j^{s'-1} |\theta_j|} = e^{\frac{4u_n \sqrt{n} \|\theta\|_s}{B^s_{11}}} \leq e^{c u_n \sqrt{n} \|\theta\|_{H^s}}, \quad (C.11) \]

for any \( \alpha > s > 0 \) and any \( \tau > 0 \).

For \( \alpha \geq \alpha > s > 0 \) and \( \theta \in \Theta_n(\alpha, \tau) \), the last bound gives

\[ Q^\theta_{\lambda, n}(\mathcal{X}) \leq e^{c u_n n^{1/2} Y_n} = e^{\frac{c}{2} u_n n^{3/2} \epsilon^2 n}. \quad (C.12) \]

Taking into account Remark C.3 which says that \( \eta = \eta(\alpha) \) remains bounded for \( \alpha \in [\alpha, \bar{\alpha}] \), as well as Lemma A.1 which says that \( s_2 \) depends only on the fixed \( \alpha \) and \( s < \alpha \), we have that the exponent on the right hand side is bounded above by a constant multiple of \( u_n \bar{\tau} n^{3/2} \), and thus remains bounded for the assumed choice of \( u_n \).

\[ \square \]

**Lemma C.6.** Consider the white noise model. Let \( \bar{\tau} \to \infty \) and \( s, \lambda \) such that \( \alpha > s > 0 \). Let \( \epsilon_n = \epsilon_n(\alpha, \tau) \) and recall \( \Theta_n(\alpha, \tau) \) from Lemma C.2. Consider any of the settings:

i) \( \lambda = \tau \), where \( 0 < \tau < \bar{\tau} \) and \( \alpha > 0 \) is fixed, \( u_n \lesssim \bar{\tau}^{-1} n^{-1} \);

ii) \( \lambda = \alpha \), where \( \alpha \geq \alpha > s > 0 \) is fixed, \( u_n \lesssim n^{-1} \);

iii) \( \lambda = (\alpha, \tau) \), where \( 0 < \tau < \bar{\tau} \) and \( \alpha \geq \alpha \), \( u_n \lesssim \bar{\tau}^{-1} n^{-1} \).

Then there exists \( C > 0 \) such that for \( \eta \) as in Lemma C.2, it holds

\[ \int_{\Theta_n^\epsilon(\alpha, \tau)} Q^\theta_{\lambda, n}(\mathcal{X}) \Pi(d\theta | \alpha, \tau) \leq C e^{-\frac{u_n \epsilon^2}{2}}. \quad (C.13) \]

The constant \( C \) is independent of \( \tau \), while in the settings (ii) and (iii), it can be chosen uniformly over \( \alpha > \alpha \).

**Proof.** This lemma corresponds to [41, Lemma E.2], however for the proof we use a different technique relying on the Fernique theorem, see Lemma A.1. We prove here the case \( \lambda = (\alpha, \tau) \) which is based on the estimate (C.11), while the other two cases follow easily with obvious modifications.

Let \( \lambda = (\alpha, \tau) \) where \( \alpha \geq \alpha \) and \( 0 < \tau < \bar{\tau} \). By (C.11) (which holds for any \( \theta \)) and Cauchy-Schwarz inequality, we get that

\[ \int_{\Theta_n^\epsilon(\alpha, \tau, n)} Q^\theta_{\alpha, \tau, n}(\mathcal{X}) \Pi(d\theta | \alpha, \tau) \leq \int_{\Theta_n^\epsilon(\alpha, \tau)} e^{c u_n n^{1/2} \|\theta\|_{H^s}} \Pi(d\theta | \alpha, \tau) \]

\[ \leq \Pi(\Theta_n^\epsilon(\alpha, \tau, n)) \left( \int_{\Theta} e^{2c u_n n^{1/2} \|\theta\|_{H^s}} \Pi(d\theta | \alpha, \tau) \right)^{1/2} \]

\[ = \Pi(\Theta_n^\epsilon(\alpha, \tau, n)) \left( \int_{\Theta} e^{2c u_n n^{1/2} \|\theta\|_{H^s}} \Pi(d\theta | \alpha, 1) \right)^{1/2}. \]

Recall \( \Pi(\Theta_n^\epsilon(\alpha, \tau, n)) \leq 2 s_1 e^{-\frac{n}{2} \epsilon^2 n} \) from Lemma C.2, where \( s_1 > 0 \) is defined in Lemma A.1 and depends only on \( \alpha \) and \( s \) (also recall that by [4, Lemma 5.2] the \( H^s \)-norm is almost surely finite
with respect to $\Pi(\cdot | \alpha, \tau)$ for $s < \alpha$). Therefore, to complete the proof, it suffices to show that the parenthesis term is bounded by a constant depending only on $\alpha$ and $s$. By Lemma A.1 it suffices to have that the exponent in the integrand is less than $s_2$ $\|\theta\|_{H^s}$ for a certain constant $s_2 = s_2(\alpha; s) > 0$. This is indeed the case for the assumed choice of $u_0$.

Lemma C.7. Consider the white noise model. Let $\tilde{\tau}_n \to \infty$ and $s, \alpha, \tilde{\alpha}$ such that $\tilde{\alpha} > \alpha > s > 0$. Recall $\Theta_n(\alpha, \tau)$ from Lemma C.2. Consider any of the settings:

i) $\lambda = \tau$ where $\alpha > 0$ is fixed, $\tilde{\Lambda}_n := (0, \tilde{\tau}_n)$ and $u_n \lesssim \tilde{\tau}_n^{-2} n^{-3}$;

ii) $\lambda = \alpha$ where $\tau > 0$ is fixed, $\tilde{\Lambda}_n := [\alpha, \tilde{\alpha}]$ and $u_n \lesssim n^{-3}$;

iii) $\lambda = (\alpha, \tau)$, $\tilde{\Lambda}_n := [\alpha, \tilde{\alpha}] \times (0, \tilde{\tau}_n)$, and $u_n \lesssim \tilde{\tau}_n^{-2} n^{-3}$.

Then for $\theta \in \Theta_n(\alpha, \tau)$, there exist tests $\varphi_n(\theta)$ such that

$$E^n_{\theta_0} \varphi_n(\theta) \leq e^{-\frac{1}{32} n \|\theta - \theta_0\|^2_2},$$

$$\sup_{\lambda \in \tilde{\Lambda}_n} \sup_{\theta' \in \Theta_n(\alpha, \tau)} \int_{\lambda'} (1 - \varphi_n(\theta)) dQ^{\theta'}_{\lambda,n}(X) \leq e^{-\frac{1}{32} n \|\theta - \theta_0\|^2_2}. \tag{C.14}$$

Proof. The proof proceeds broadly along the lines of the proof of [41, Lemma E.3], which considers $\theta, \theta' \in \mathbb{R}^n$ in the non-parametric regression setting. In order to handle the infinite dimensionality of both the data and the parameter space in the presently assumed white noise model setting, we substantially exploit the $H^s$ regularity of elements of the sieve set $\Theta_n$. Furthermore, we need to study the case $\lambda = (\alpha, \tau)$. We in fact only study that case, while the other two cases follow with obvious modifications.

The likelihood ratio test

$$\varphi_n(\theta) = 1 \left( \langle X, \theta - \theta_0 \rangle > \|\theta\|_2^2 / 2 - \|\theta_0\|_2^2 / 2 \right), \tag{C.15}$$

satisfies for any $\theta, \theta_0 \in \ell_2$

$$\sup_{\theta' \in \ell_2 : \|\theta'\|_2 < \|\theta - \theta_0\|_2 / 4} E^n_{\theta} (1 - \varphi_n(\theta)) \leq e^{-\frac{1}{32} n \|\theta - \theta_0\|^2_2} \tag{C.16}$$

and $E^n_{\theta} \varphi_n(\theta) \leq e^{-\frac{1}{32} n \|\theta - \theta_0\|^2_2}$, see [25, Lemma 5] and [26, Lemma K.6]. In particular, the first inequality in (C.14) is verified and it remains to prove the second.

Using the definition of $Q^{\theta}_{\lambda,n}$ and letting $Z = Z(X) := \sup_{\rho(\lambda, \lambda') \leq u_n} \left| \langle X, \psi_{\lambda, \lambda'}(\theta') - \theta' \rangle \right|$, we have

$$\int_{\lambda'} (1 - \varphi_n(\theta)) dQ^{\theta'}_{\lambda,n}(X) = \int_{\lambda'} (1 - \varphi_n(\theta)) \sup_{\rho(\lambda, \lambda') \leq u_n} \left( e^{n \langle X, \psi_{\lambda, \lambda'}(\theta') \rangle} - \frac{n}{2} \|\psi_{\lambda, \lambda'}(\theta')\|_2^2 \right) dP^n_0(X)$$

$$\leq \int_{\{Z < u_n \|\cdot\|^2 n^2\}} (1 - \varphi_n(\theta)) e^{n \langle X, \theta' \rangle} - \frac{n}{2} \|\theta'\|^2_2$$

$$\times \sup_{\rho(\lambda, \lambda') \leq u_n} \left( e^{n \langle X, \psi_{\lambda, \lambda'}(\theta') - \theta' \rangle} - \frac{n}{2} \|\psi_{\lambda, \lambda'}(\theta')\|_2^2 + \frac{n}{2} \|\theta'\|^2_2 \right) dP^n_0(X)$$

$$+ \int_{\{Z > u_n \|\cdot\|^2 n^2\}} \sup_{\rho(\lambda, \lambda') \leq u_n} \left| e^{n \langle X, \psi_{\lambda, \lambda'}(\theta') \rangle} \right| dP^n_0(X). \tag{C.17}$$
We deal with the two integral-terms on the right hand side separately.

We examine the first integral, and we notice that by (C.16) it suffices to show that the supremum is bounded above by a constant. Indeed, using triangle inequalities (both sided), we obtain

\[
\sup_{\rho(\lambda x^\lambda) \leq u_n} \left| 2n \langle X, \psi_{\lambda x^\lambda}(\theta') - \theta' \rangle - n \left\| \psi_{\lambda x^\lambda}(\theta') \right\|_2^2 + n \left\| \theta' \right\|_2^2 \right|

\leq 2n Z + n \sup_{\rho(\lambda x^\lambda) \leq u_n} \left\{ \left\| \psi_{\lambda x^\lambda}(\theta') \right\|_2 - \left\| \theta' \right\|_2 \left( \left\| \psi_{\lambda x^\lambda}(\theta') \right\|_2 + \left\| \theta' \right\|_2 \right) \right\}

\leq 2n Z + n \sup_{\rho(\lambda x^\lambda) \leq u_n} \left\{ \left\| \psi_{\lambda x^\lambda}(\theta') - \theta' \right\|_2 \left( \left\| \psi_{\lambda x^\lambda}(\theta') \right\|_2 + \left\| \theta' \right\|_2 \right) \right\}

\leq 2n Z + n \sum_{j=1}^{\infty} \left( \psi_{\lambda x^\lambda,j}^{\theta'} - \psi_{\lambda x^\lambda,j}^{\theta'} \right)^2 \left( \sup_{\rho(\lambda x^\lambda) \leq u_n} \left\| \psi_{\lambda x^\lambda}(\theta') \right\|_2 + \left\| \theta' \right\|_{H^s} \right),
\]

where \( \psi_{\lambda x^\lambda,j}^{\theta'} - \psi_{\lambda x^\lambda,j}^{\theta'} \) are defined in the proof of Lemma C.5. Recall from (3.1) that, in the studied setting, the transformation \( \psi \) is given as \( \psi_{\lambda x^\lambda}(\theta_j) = \frac{\theta_j}{\lambda} \). We bound the right hand side above, for \( \lambda = (\alpha, \tau) \) and for \( \theta' \in \Theta_n(\alpha, \tau) \). First note that since \( u_n \rightarrow 0 \), for sufficiently large \( n \) we have

\[
\sup_{\rho(\lambda x^\lambda) \leq u_n} \left\| \psi_{\lambda x^\lambda}(\theta') \right\|_2 \leq e^{u_n} \sup_{|\alpha - \alpha'| \leq u_n} \left( \sum_{j=1}^{\infty} j^{2(\alpha - \alpha')} \theta_j^2 \right)^{1/2} \leq 2 \left( \sum_{j=1}^{\infty} j^{2s} \theta_j^2 \right)^{1/2} = 2 \left\| \theta' \right\|_{H^s},
\]

(C.18)

where we used that \( s > 0 \). Similarly to the derivation of (C.9), using the inequality \( 1 - 1/x \leq \log(x) \) for \( x > 0 \), we have

\[
\left( \psi_{\lambda x^\lambda,j}^{\theta'} - \psi_{\lambda x^\lambda,j}^{\theta'} \right)^2 \leq \left( j^{\text{sign}(\theta_j^{\theta'})} u_n e^{\text{sign}(\theta_j^{\theta'})} u_n \theta_j^2 - j^{-\text{sign}(\theta_j^{\theta'})} u_n e^{-\text{sign}(\theta_j^{\theta'})} u_n \theta_j^2 \right)^2

\leq 2 e^{-2\text{sign}(\theta_j^{\theta'})} u_n (j - u_n)^2 \theta_j^2 + 2j^{2\text{sign}(\theta_j^{\theta'})} u_n \theta_j^2 (e^{-u_n} - e_u)^2

\leq (j^{u_n} - j^{-u_n})^2 \theta_j^2 + j^{2u_n} \theta_j^2 (e^{-u_n} - e_u)^2

\leq u_n j^{2u_n} (\log j)^2 \theta_j^2 + u_n e^{2u_n} j^{2u_n} \theta_j^2

\leq u_n j^{2s} \theta_j^2,
\]

hence

\[
\sum_{j=1}^{\infty} \left( \psi_{\lambda x^\lambda,j}^{\theta'} - \psi_{\lambda x^\lambda,j}^{\theta'} \right)^2 \leq u_n \sum_{j=1}^{\infty} j^{2s} \theta_j^2 = u_n \left\| \theta' \right\|_{H^s}.
\]

(C.19)

Combining with the definition of \( \Theta_n(\alpha, \tau) \) and Remark C.3, we obtain

\[
\left| 2n \langle X, \psi_{\lambda x^\lambda}(\theta') - \theta' \rangle - n \left\| \psi_{\lambda x^\lambda}(\theta') \right\|_2^2 + n \left\| \theta' \right\|_2^2 \right| \leq u_n n^2 n^3 = O(1),
\]

(C.20)

for the given choice of \( u_n \).
Returning to the second integral in (C.17), we first notice that for $X \sim P^n, Z$ is equal in distribution to $|\xi| \sup_{\rho(\lambda, \lambda') \leq u_n} \|\psi_{\lambda, \lambda'}(\theta') - \theta'\|_2$, where $\xi \sim N(0, 1)$ and similarly

$$\sup_{\rho(\lambda, \lambda') \leq u_n} \langle X, \psi_{\lambda, \lambda'}(\theta') \rangle = \frac{|\xi|}{\sqrt{n}} \sup_{\rho(\lambda, \lambda') \leq u_n} \|\psi_{\lambda, \lambda'}(\theta')\|_2.$$  

The integral of interest can thus be written as

$$\frac{1}{\sqrt{2\pi}} \int_{|x| > r} \exp \left( \sqrt{n}|x| \sup_{\rho(\lambda, \lambda') \leq u_n} \|\psi_{\lambda, \lambda'}(\theta')\|_2 - \frac{x^2}{2} \right) dx,$$

where $r = \sup_{\rho(\lambda, \lambda') \leq u_n} \|\psi_{\lambda, \lambda'}(\theta') - \theta'\|_2$. By (C.19), the definition of $\Theta_n(\alpha, \tau)$ and Remark C.3, we have that (for sufficiently large $n$) the denominator in $r$ is bounded above by $u_n \bar{r}_n$, hence the last displayed integral can be bounded above by

$$\frac{1}{\sqrt{2\pi}} \int_{|x| > \bar{r}_n \sqrt{n}} \exp \left( \sqrt{n}|x| \sup_{\rho(\lambda, \lambda') \leq u_n} \|\psi_{\lambda, \lambda'}(\theta')\|_2 - \frac{x^2}{2} \right) dx.$$

Using (C.18), we note that for $|x| > \bar{r}_n \sqrt{n}$ and for $\theta' \in \Theta_n(\alpha, \tau)$, it holds

$$\sqrt{n}|x| \sup_{\rho(\lambda, \lambda') \leq u_n} \|\psi_{\lambda, \lambda'}(\theta')\|_2 \leq 2\sqrt{n}|x| \|\theta'\|_{H^s} = o(1)x^2.$$  

Combined, the above considerations yield that the second integral in (C.17) is bounded by

$$\frac{1}{\sqrt{2\pi}} \int_{|x| > \bar{r}_n \sqrt{n}} \exp \left( -\frac{x^2}{4} \right) dx \leq ce^{-\frac{1}{8}n^3},$$

where the latter bound is implied by [26, Lemma K.6] for a sufficiently large constant $c > 0$. Observing that for $\theta \in \Theta_n(\alpha, \tau)$ it holds

$$\|\theta - \theta_0\| \leq \|\theta_0\| + \|\theta\| \leq 1 + \|\theta\|_{H^s} \leq 1 + \bar{r}_n \epsilon_n(\alpha, \lambda) = o(\bar{r}_n),$$

we have that the obtained bound is of smaller order than $e^{-\frac{1}{8}n\|\theta - \theta_0\|^2}$ which completes the proof.  

The next lemma concerns condition (H2).

**Lemma C.8.** Consider the white noise model. Let $\bar{r}_n \to \infty$ and $s, \alpha, \bar{\alpha}$ such that $\bar{\alpha} > \alpha > s > 0$. Recall $\Theta_n(\alpha, \tau)$ from Lemma C.2 and consider any of the three settings studied in Lemma C.7. Fix $K > 0$. Then for all $\lambda \in \tilde{\Lambda}_n$, for any $c_3 \geq 2 + 2K^2$ it holds

$$\sup_{\theta \in \Theta_n(\alpha, \tau), \|\theta - \theta_0\| \leq K\epsilon_n(\lambda)} P^n_{\theta_0} \left\{ \inf_{\rho(\lambda, \lambda') \leq u_n} \ell_n \left( \psi_{\lambda, \lambda'}(\theta) \right) - \ell_n(\theta_0) \leq -c_3n\epsilon_n^2(\lambda) \right\} \leq 2e^{-n\epsilon_n^2(\lambda)}.$$  

**Proof.** The proof follows the reasoning of the proof of [41, Lemma E.4], which refers to nonparametric regression. As in Lemma C.7 above, we exploit the $H^s$-regularity induced by $\Theta_n$, in order to handle the infinite dimensionality of both the data and the parameter space in the white noise model. As a result,
we have the additional restriction $\theta \in \Theta_n$ in the supremum, compared to [41, Lemma E.4]. Once more, we prove the case $\lambda = (\alpha, \tau)$ while the other two cases follow with obvious modifications.

We first note that it suffices to show that

$$\sup_{\theta \in \Theta_n(\alpha, \tau)} \left\{ \sup_{\theta : \|\theta - \theta_0\|_2 \leq K \varepsilon_n(\lambda)} P^n_{\theta_0} \left\{ |\ell_n(\psi_{\lambda, \lambda'}(\theta)) - \ell_n(\theta)| \geq \frac{C_3}{2} n \varepsilon_n^2(\lambda) \right\} \leq e^{-n\varepsilon_n^2(\lambda)} \right\} \quad (C.21)$$

and

$$\sup_{\theta \in \Theta_n(\alpha, \tau)} \left\{ \sup_{\theta : \|\theta - \theta_0\|_2 \leq K \varepsilon_n(\lambda)} P^n_{\theta_0} \left\{ |\ell_n(\theta) - \ell_n(\theta_0)| \leq -\frac{C_3}{2} n \varepsilon_n^2(\lambda) \right\} \leq e^{-n\varepsilon_n^2(\lambda)}, \quad (C.22)$$

As in the proof of Lemma C.7, define $Z = Z(\lambda) := \sup_{\theta : \|\theta - \theta_0\|_2 \leq K \varepsilon_n(\lambda)} |\langle X, \psi_{\lambda, \lambda'}(\theta) - \theta \rangle|$ and assume that $Z < u_n \varepsilon_n^2 n^2$. Then by (C.20), for $u_n$ as chosen in Lemma C.7, it holds

$$\sup_{\theta : \|\theta - \theta_0\|_2 \leq K \varepsilon_n(\lambda)} |\ell_n(\psi_{\lambda, \lambda'}(\theta)) - \ell_n(\theta)| = O(1).$$

On the other hand, again similarly to the proof of Lemma C.7, for sufficiently large $n$, it holds

$$P^n_{\theta_0} \left( Z(\lambda) > u_n \varepsilon_n^2 n^2 \right) = 2 \left( 1 - \Phi \left( \frac{u_n \varepsilon_n^2 n^{5/2}}{\sup_{\theta : \|\theta - \theta_0\|_2 \leq K \varepsilon_n(\lambda)} \|\psi_{\lambda, \lambda'}(\theta) - \theta\|_2} \right) \right) \leq 2 \left( 1 - \Phi(\tau_n n^{3/2}) \right) \leq e^{-\frac{n \varepsilon_n^2}{2}} = o(e^{-n\varepsilon_n^2(\lambda)}),$$

where $\Phi$ denotes the cumulative distribution function of the standard normal distribution, and we have used [26, Lemma K.6] to bound $1 - \Phi$. Combining we get that (C.21) holds for any $c_3 > 0$. For (C.22), let $K(\theta_0, \theta) = \frac{1}{2} \|\theta - \theta_0\|_2^2$ and note that this quantity coincides with the Kullback-Leibler divergence $KL(P^n_{\theta_0} : P^n_{\theta_0}) = E^n_{\theta_0} [\ell_n(\theta) - \ell_n(\theta_0)]$, see for example [26, Lemma 8.30]. Using the (exponential) Markov inequality, we then have

$$\sup_{\theta \in \Theta_n(\alpha, \tau)} \left\{ \sup_{\theta : \|\theta - \theta_0\|_2 \leq K \varepsilon_n(\lambda)} P^n_{\theta_0} \left\{ \ell_n(\theta) - \ell_n(\theta_0) \leq -\frac{C_3}{2} n \varepsilon_n^2(\lambda) \right\} \right\}$$

$$= \sup_{\theta \in \Theta_n(\alpha, \tau)} \left\{ \sup_{\theta : \|\theta - \theta_0\|_2 \leq K \varepsilon_n(\lambda)} P^n_{\theta_0} \left\{ \ell_n(\theta) - \ell_n(\theta_0) + K(\theta_0, \theta) \leq K(\theta_0, \theta) - \frac{C_3}{2} n \varepsilon_n^2(\lambda) \right\} \right\} \leq \sup_{\theta \in \Theta_n(\alpha, \tau)} \left\{ \sup_{\theta : \|\theta - \theta_0\|_2 \leq K \varepsilon_n(\lambda)} P^n_{\theta_0} \left\{ \ell_n(\theta) - \ell_n(\theta_0) - E^n_{\theta_0} [\ell_n(\theta) - \ell_n(\theta_0)] \leq \frac{K^2 - c_3}{2} n \varepsilon_n^2(\lambda) \right\} \right\}$$

$$\leq \sup_{\theta \in \Theta_n(\alpha, \tau)} \left\{ \sup_{\theta : \|\theta - \theta_0\|_2 \leq K \varepsilon_n(\lambda)} \exp \left( \frac{\ell_n(\theta) - \ell_n(\theta_0) - E^n_{\theta_0} [\ell_n(\theta) - \ell_n(\theta_0)]}{\frac{K^2 - c_3}{2} n \varepsilon_n^2(\lambda)} \right) \right\} \geq e^{\frac{c_3 - K^2}{2} n \varepsilon_n^2(\lambda)}$$

$$\leq \sup_{\theta \in \Theta_n(\alpha, \tau)} \left\{ \sup_{\theta : \|\theta - \theta_0\|_2 \leq K \varepsilon_n(\lambda)} E^n_{\theta_0} \left[ \exp \left( \frac{\ell_n(\theta) - \ell_n(\theta_0) - E^n_{\theta_0} [\ell_n(\theta) - \ell_n(\theta_0)]}{\frac{K^2 - c_3}{2} n \varepsilon_n^2(\lambda)} \right) \right] \right\} e^{\frac{K^2 - c_3}{2} n \varepsilon_n^2(\lambda)}.$$
Since for $W \sim P_0^{(1)}$, it holds that $\langle W, \theta_0 - \theta \rangle$ is a univariate normal random variable with mean zero and variance $\| \theta_0 - \theta \|^2_2$, we obtain that the last expectation is equal to

$$e^{-\frac{1}{2}\|\theta_0\|^2_2 - \frac{\lambda}{2}\|\theta - \theta_0\|^2_2} E_{\theta_0}\left[e^{n\langle x, \theta_0 - \theta \rangle}\right] = e^{\frac{\lambda}{2}\|\theta - \theta_0\|^2_2}.$$  

Choosing $c_3 \geq 2 + 2K^2$, we thus verify (C.22) and the proof is complete.  

The next three lemmas concern condition (H1) for $\lambda = \tau$, $\lambda = \alpha$ and $\lambda = (\alpha, \tau)$, respectively.

**Lemma C.9.** Consider an $\alpha$-regular $\tau$-scaled $p$-exponential prior, for fixed $\alpha > 0$ and $\lambda = \tau$ being the hyper-parameter. Let $\theta_0 \in H^\beta$, $\beta \geq (1 + \alpha p)/(p + 2\alpha p)$. Consider a hyper-prior $\hat{\pi}$ on $\tau$, satisfying Assumption 2.1(i) for some $r_0 > 0$. For $\xi_n = \xi_n(\alpha, \beta, p)$ as defined in Lemma 3.4, any $\tilde{\xi}_n > 0$ and $\hat{M}_n$ tending to infinity arbitrarily slowly, let

$$\Lambda_n := \left[\frac{n^{-\frac{1}{2}+\frac{1}{2+2\alpha p}}}{c}, e^{2\tau_0\xi_n\hat{M}_n^2\xi_n^2}\right].$$

Then Assumption (H1) from Subsection 3.1 is verified for these $\Lambda_n$, $\tilde{\xi}_n$ and for $\tilde{w}_n = \hat{M}_n\xi_n/\xi_n$.

**Proof.** The proof proceeds similarly to the proof of [41, Lemma 3.5], with the difference that, due to the lack of good lower bounds for $\xi_n(\lambda)$, here we work with the upper bounds obtained in Lemma 3.4 rather than the oracle rate $\xi_n(\lambda)$ defined in (1.4).

We first explicitly identify $\Lambda_0 \subseteq \Lambda_0(\tilde{w}_n) = \{ \tau \in \Lambda_n : \xi_n(\alpha, \tau) \leq \hat{M}_n\xi_n \}$, which has enough mass under the hyper-prior $\hat{\pi}(\tau)$, so that (3.10) is satisfied. To this end, we consider the value of $\tau$, denoted by $\tau_0$, which balances the two terms in the upper bounds on $\xi_n(\alpha, \tau)$ found in part (i) of Lemma 3.3 and results in the optimized bounds derived in Lemma 3.4. Clearly, for sufficiently large $n$ it holds $\tau_0 \in \Lambda_0(\tilde{w}_n)$. We will show that $\Lambda_0$ can be chosen as the interval $[\tau_0, 2\tau_0]$.

First, notice that $[\tau_0, 2\tau_0] \subseteq \Lambda_0(\tilde{w}_n)$ for sufficiently large $n$. Indeed, considering the upper bounds in Lemma 3.3 and setting $\tau = c\tau_0$ for $c \in [1, 2]$, it is straightforward to check that for any relationship between $\alpha$, $\beta$ and $p$, there exists $M > 0$, such that $\xi_n(\alpha, \tau) \leq M\xi_n$ for all $c \in [1, 2]$. [For the case $\beta = \alpha + 1/p$, notice that since $\beta > 1/p$ and since $\xi_n \geq \tau_0^{(-1+2\beta)/(1+2\beta)}$, we have $\log\left(n\xi_n^p\right) \to -\infty$ which streamlines the calculation.] Thus, there exists $N > 0$ sufficiently large, such that for all $n \geq N$ and any $\tau \in [\tau_0, 2\tau_0]$, it holds $\xi_n(\alpha, \tau) \leq \hat{M}_n\xi_n$. Moreover, it is straightforward to check that for all relationships between $\alpha$, $\beta$, $p$, we have $[\tau_0, 2\tau_0] \subseteq \Lambda_n$. Combining, we get that $[\tau_0, 2\tau_0] \subseteq \Lambda_0(\tilde{w}_n)$.

Next, the assumed lower bounds on $\hat{\pi}(\tau)$ in (2.3) (taking into account that $p \in [1, 2]$), imply that there exist $r_1', r_3' > 0$, such that

$$\int_{\tau_0}^{2\tau_0} \hat{\pi}(\tau)d\tau \gtrsim e^{-r_1'\tau_0^2/(1+2\alpha)} \wedge e^{-r_3'\tau_0^{-p}}.$$  

In addition, using the definitions of $\xi_n$ and $\tau_0$ in Lemma 3.4, it is straightforward to check that $n\xi_n^2 \gtrsim \tau_0^{2/(1+2\alpha)} \lor \tau_0^{-p}$. Combining, we obtain that for $\tilde{\Lambda}_0 := [\tau_0, 2\tau_0]$ there exists a constant $c' > 0$ such that

$$\int_{\tilde{\Lambda}_0} \hat{\pi}(\tau)d\tau \gtrsim e^{-c'\xi_n^2},$$

which, by the definition of $\tilde{w}_n$ and since $\hat{M}_n \to \infty$, verifies (3.10).
Turning to condition (3.11), by the definition of $\Lambda_n$, the fact that $\tilde{\pi}(\tau)$ is supported on $\left[n^{-\frac{1}{2p+2q}}, \infty\right)$ and the upper bound on $\tilde{\pi}(\tau)$ in (2.3), we can bound
\[
\int_{\Lambda_n} \tilde{\pi}(\tau)d\tau \leq \int_0^\infty e^{2\zeta_0 n M_n^2 \tau^2} \tau^{-r_2} d\tau \leq r_0 e^{-2\zeta_0 n M_n^2 \tau^2} \leq e^{-c_0 n M_n^2 \tau^2}.
\]

By the definition of $\tilde{w}_n$, (3.11) is verified and the proof is complete. \hfill \square

**Lemma C.10.** Consider an $\alpha$-regular $p$-exponential prior (with $\tau = 1$), and let $\lambda = \alpha$ be the hyper-parameter. Consider a hyper-prior $\tilde{\pi}$ on $\alpha$, satisfying Assumption 2.1(ii) for some $\bar{\alpha} > 0$. Let $\theta_0 \in H^\beta$, $\beta \in [\bar{\alpha}, \bar{\alpha}]$. Define $\Lambda_n$ to be the support of $\tilde{\pi}$, $\Lambda_n := [\alpha, \bar{\alpha}]$ (constant for all $n \in \mathbb{N}$). Recall $m_n^*$ from (2.1) and consider any $\tilde{M}_n \to \infty$ such that $\tilde{M}_n = o(1/m_n^*)$. Then, there exists $c_0 > 0$ such that Assumption (H1) from Subsection 3.1 holds for these $\Lambda_n$, $c_0$ and for $\tilde{w}_n = M_n m_n^*/\epsilon_n$.

**Proof.** We fix any sequence $\tilde{M}_n \to \infty$ such that $\tilde{M}_n = o(1/m_n^*)$ and explicitly identify $\bar{\alpha} \subseteq \Lambda_0(\tilde{w}_n)$, which has enough mass under the prior $\tilde{\pi}(\alpha)$, so that (3.10) is satisfied. By Lemma 3.4, for sufficiently large $n$ it holds $\beta \in \Lambda_0(\tilde{w}_n) = \{\alpha \in \Lambda_n : \epsilon_n(\alpha, 1) \leq \tilde{M}_n m_n^*\}$. We will show that $\bar{\alpha}$ can be chosen as the interval $[\beta - r_n, \beta + r_n]$ for appropriately decaying $r_n \to 0$.

To this end, we first use the upper bounds in part (i) of Lemma 3.3 (with $\tau = 1$) in order to identify how fast $r_n$ needs to decay, so that $[\beta - r_n, \beta + r_n] \subseteq \Lambda_0(\tilde{w}_n)$. It suffices to study the case $\beta < \alpha + 1/p$ and the related upper bound
\[
\epsilon_n(\alpha, 1) \lesssim \tilde{\epsilon}_n(\alpha, 1) = n^{-\frac{\alpha}{1+2\sigma}} + n^{\frac{\beta}{(p-2)(1+2\sigma)} - 1}.
\]

The first term dominates in the bound for $\alpha < \beta$ (decreasing with $\alpha$), the second term dominates for $\alpha > \beta$ (increasing with $\alpha$), while the two terms are balanced for $\alpha = \beta$. Replacing the extreme values $\alpha = \beta \pm r_n$ in the corresponding dominating term, it is straightforward to check that for sufficiently large $N > 0$ and for all $n \geq N$, it holds $\epsilon_n(\alpha, 1) \leq \tilde{M}_n m_n^*$ for all $\alpha \in [\beta - r_n, \beta + r_n]$ with $r_n = 1/\log n$. Since $[\beta - 1/\log n, \beta + 1/\log n] \subseteq \Lambda_n$ for sufficiently large $n$, we indeed get that $[\beta - r_n, \beta + r_n] \subseteq \Lambda_0(\tilde{w}_n)$ (also for large $n$).

Next, using the assumed lower bound of $\tilde{\pi}(\alpha)$ in (2.4), we obtain that
\[
\int_{\beta - r_n}^{\beta + r_n} \tilde{\pi}(\alpha)d\alpha \gtrsim r_n \gtrsim \frac{1}{\log n} \gtrsim e^{-n\tilde{M}_n^2(m_n^*)^2},
\]

where for the last bound, we have used that $n(m_n^*)^2 \to \infty$ polynomially fast. By the definition of $\tilde{w}_n$, we have therefore verified (3.10) for $\bar{\alpha} = [\beta - r_n, \beta + r_n]$, $r_n = 1/\log n$.

Due to the fact that $\tilde{\pi}$ is supported on $\Lambda_n$, the upper bound (3.11) is trivially satisfied, thus the proof is complete. \hfill \square

**Lemma C.11.** Consider an $\alpha$-regular $\tau$-scaled $p$-exponential prior and let $\lambda = (\alpha, \tau)$ be the hyper-parameter. Consider a hyper-prior on $\alpha$, with density $\tilde{\pi}(\alpha, \tau)$, which satisfies Assumption 2.1(iii) for some $\bar{\alpha} > 0$ and some $r_0 > 0$.

Let $\theta_0 \in B_{q_0}^\beta$, for $1 \leq p \leq q < 2$, $\beta \in (\alpha + 1/p, \bar{\alpha} + 1/p)$. Recall $m_n^*$ from (2.1) and consider $\tilde{M}_n \to \infty$ such that $\tilde{M}_n = o(1/m_n^*)$. For any $c_0 > 0$, define
\[
\Lambda_n := \left\{ (\alpha, \tau) : \alpha \in [\alpha, \bar{\alpha}], \tau \in \left[n^{-\frac{1}{2p+2q}}, e^{2\zeta_0 n M_n^2 (m_n^*)^2 (\log n)^{2\omega'}} \right] \right\},
\]
where $\omega' = (q-p)/[pq(1+2\beta)]$).

Then Assumption (H1) in Subsection 3.1 holds for these $\Lambda_n, c_0, \tilde{M}_n$ with $\tilde{w}_n = \tilde{M}_nm_n^*(\log n)^{\omega'}/\epsilon_{n,0}$.

**Proof.** We fix any sequence $\tilde{M}_n \to \infty$ such that $\tilde{M}_n = o(1/m_n^*)$ and explicitly identify $\tilde{\Lambda}_0 \subseteq \Lambda_0(\tilde{w}_n)$, which has enough mass under the prior $\tilde{\pi}(\alpha, \tau)$, so that (3.10) is satisfied. We consider $\alpha_0 = \beta - 1/p$ and $\tau_0 = n^{-\frac{1}{1+2\beta}}(\log n)^{\omega'}$, with $\omega = \left(p - \frac{2}{1+2\beta}\right) \frac{q-p}{pq}$, where $\omega \geq 0$, since $\beta > 1/p$ and $p \leq q$. By Lemma 3.6, these choices of $\alpha$ and $\tau$ lead to optimized bounds on $\epsilon_n(\alpha, \tau)$ for $\theta_0 \in B^2_{q, \delta}$, while it is easy to check that $(\alpha_0, \tau_0) \in \Lambda_n$ using the assumption on $\beta$, thus for sufficiently large $n$ it holds that $(\alpha_0, \tau_0) \in \Lambda_0(\tilde{w}_n)$. We will show that $\Lambda_0$ can be chosen as the rectangle $[\alpha_0 - r_n, \alpha_0] \times [\tau_0, 2\tau_0]$ for appropriately decaying $r_n \to 0$.

We first identify how fast $r_n$ needs to decay, so that $[\alpha_0 - r_n, \alpha_0] \times [\tau_0, 2\tau_0] \subseteq \Lambda_0(\tilde{w}_n)$. By part (ii) of Lemma 3.3, for $p \leq q$ and $\alpha < \beta - 1/p$ we have the bound

$$
\epsilon_n(l) \leq \epsilon_n(\alpha, \tau) = \tau_{\frac{1}{1+2\beta}} n^{-\frac{\alpha}{1+2\beta}} + \tau^{-\frac{p}{2} n^{-\frac{1}{2}}}. 
$$

Notice that since $\alpha < \beta - 1/p$, for all $\alpha \in [\tau_0, 2\tau_0]$ it holds that $\tilde{\epsilon}_n(\alpha, \tau) \leq \tau_{\frac{1}{1+2\beta}} n^{-\frac{\alpha}{1+2\beta}}$, thus $\tilde{\epsilon}_n(\alpha, \tau) \leq n^{-\frac{1}{1+2\beta}}(\log n)^{\omega'}$. The last upper bound, can be seen to be decreasing in $\alpha$, therefore, in order to determine $r_n$, as above, it suffices to study $\tilde{\epsilon}_n$ for $\alpha = \alpha_0 - r_n$. Since $\beta > 1/p$ and $r_n \to 0$, it is straightforward to check that for all sufficiently large $n$, it holds $\tilde{\epsilon}_n(\alpha_0 - r_n, \tau_0) \leq \tilde{M}_nm_n^*(\log n)^{\omega'}$ (where the right hand side is equal to $w_n\epsilon_{n,0}$ by the definition of $w_n$), provided $r_n \leq \frac{\log M_n - s \log \log n}{\log n}$, where $s = \frac{\omega}{1+2\beta} - \frac{\omega' - \omega}{2}$, and $\omega'$. In particular, it can be seen that for the choice $r_n = 1/\log n$, it holds that $s \log \log n = o(1)$ and hence this choice of $r_n$ satisfies the required upper bound for sufficiently large $n$. In conclusion, and noticing that, by the assumption on $\beta$, it holds that $[\alpha_0 - r_n, \alpha_0] \times [\tau_0, 2\tau_0] \subseteq \Lambda_n$ for sufficiently large $n$, we have that $\tilde{\Lambda}_n \subseteq \Lambda_0 := [\alpha_0 - 1/\log n, \alpha_0] \times [\tau_0, 2\tau_0] \subseteq \Lambda_0(\tilde{w}_n)$ (also for sufficiently large $n$).

We next verify (3.10) for $\tilde{\Lambda}_n \subseteq \tilde{\Lambda}_\tau$, using the assumed lower bounds on the hyper-priors in (2.3) and (2.4). Similarly to Lemmas C.10 and C.9, noting that $\tau_0 \to 0$ hence only the second bound in (2.3) is relevant, there exists $r_\tau^* > 0$ such that

$$
\int_{\beta - \frac{1}{p} - \frac{1}{\log n}}^{\beta - \frac{1}{p}} \left( \int_{\tau_0}^{\tau_0} \tilde{\pi}_\tau(\tau, \alpha) d\tau \right) \tilde{\pi}_\alpha(\alpha) d\alpha \geq \int_{\beta - \frac{1}{p} - \frac{1}{\log n}}^{\beta - \frac{1}{p}} \left( \int_{\tau_0}^{\tau_0} e^{-r_\tau \tau - p} d\tau \right) \tilde{\pi}_\alpha(\alpha) d\alpha \geq e^{-r_\tau \tau_0 - p} \int_{\beta - \frac{1}{p} - \frac{1}{\log n}}^{\beta - \frac{1}{p}} \tilde{\pi}_\alpha(\alpha) d\alpha \geq \frac{1}{\log n} e^{-r_\tau \tau_0 - p} \geq e^{-nM_n^2(m_n^*)^2(\log n)^{2\omega'}} 
$$

where for the last bound we have used that $n(m_n^*)^2 \to \infty$ polynomially fast and $\tau_0^{-p} \leq n(m_n^*)^2$. By the definition of $\tilde{w}_n$, we have therefore verified (3.10).

Finally, we verify (3.11) using that $\tilde{\pi}_\alpha$ is supported on $[\alpha, \tilde{\alpha}]$, that $\tilde{\pi}_\tau(\cdot|\alpha)$ is supported on $[\alpha^{-\frac{1}{2\beta} + \frac{1}{2\beta} \log n}, \infty)$ and the upper bound on $\tilde{\pi}_\tau(\cdot|\alpha)$ from (2.3). Indeed, using similar calculations as in Lemma C.9, we can bound

$$
\int_{\tilde{\alpha}} \tilde{\pi}_\alpha(\alpha) d\alpha \int_{\alpha}^{\tilde{\alpha}} \left( \int_{\tau_0}^{\tau_0} e^{-c_\alpha n \tilde{M}_n^2(m_n^*)^2(\log n)^{2\omega'}} \tilde{\pi}_\tau(\tau, \alpha) d\tau \right) \tilde{\pi}_\alpha(\alpha) d\alpha \leq \tau_0 e^{-2c_\alpha n \tilde{M}_n^2(m_n^*)^2(\log n)^{2\omega'}}.
$$
\[ e^{-\tilde{c}_0 n \tilde{M}^2_n (m_n^*)^2 (\log n)^{2\alpha'}}. \]

By the definition of \( \tilde{w}_n \), the last bound verifies (3.11) and the proof is complete. \( \square \)

Remark C.12. Notice that the assumed lower bound for \( \tau \geq 1 \) in (2.3), \( \tilde{\pi}_\tau(\tau) \geq e^{-\tau_1 \tau^{\frac{\alpha}{1+\alpha}}} \), is not used in the last proof.

D. The constant in the centered small ball probabilities

Lemma D.1. Fix \( \alpha > 0 \) and consider all \( \alpha \)-regular \( p \)-exponential measures \( \Pi_\alpha := \Pi(\cdot \mid \alpha, \tau = 1) \), with \( \alpha \geq \bar{\alpha} \). Recall the concentration function \( \varphi_0(\cdot) \) from (1.6) and consider

\[ \varphi_0(\epsilon; \alpha) := -\log \Pi_\alpha(\epsilon B_{\ell_2}). \]

There exists a constant \( \hat{c} > 1 \), such that

\[ \hat{c}^{-1} \alpha \leq \lim_{\epsilon \to 0} \epsilon^{1/\alpha} \varphi_0(\epsilon; \alpha) \leq \hat{c} \alpha, \quad \forall \alpha \geq \alpha. \tag{D.1} \]

In particular, for any fixed \( \bar{\alpha} > \alpha \) and any \( \epsilon_0 > 0 \), there exist constants \( \hat{c}_1 > 0 \), such that

\[ \hat{c}_1^{-1} \epsilon^{-1/\alpha} \leq \varphi_0(\epsilon; \alpha) \leq \hat{c}_1 \epsilon^{-1/\alpha}, \quad \forall \epsilon \in (0, \epsilon_0], \quad \forall \alpha \in [\bar{\alpha}, \alpha]. \tag{D.2} \]

Proof. By [9, Theorem 4.2] (where the small ball probabilities in \( \ell_2 \) for \( \alpha \)-regular \( p \)-exponential priors correspond to powers \( p = 2 \) and \( \mu = 1/2 + \alpha \) in that source’s notation), we have that

\[ \lim_{\epsilon \to 0} \epsilon^{1/\alpha} \varphi_0(\epsilon; \alpha) = C(\alpha), \]

where

\[ C(\alpha) := \alpha \left( \frac{K(\alpha)^{\alpha+\frac{1}{2}}}{\sqrt{2}(\alpha + \frac{1}{2})^{\alpha+\frac{1}{2}}} \right)^{1/\alpha}, \tag{D.3} \]

and

\[ K(\alpha) := -\int_{0}^{\infty} \log \mathbb{E}[e^{-z^{1-2\alpha}\xi^2}]\,dz. \]

Here \( \xi \) is a real valued \( p \)-exponentially distributed random variable, with probability density function given by \( f_p(x) = \frac{1}{c_p} \exp(-|x|^p/p) \), where \( c_p = 2\Gamma(1/p)p^{1/p-1} \).

Using the bound

\[ \exp(-|x|^p/p) \geq c \exp(-x^2/p), \quad \forall x \in \mathbb{R}, \tag{D.4} \]

where \( c \) is a sufficiently small positive constant, we can show that there exists another constant \( c > 0 \), such that

\[ \mathbb{E}[e^{-z^{1-2\alpha}\xi^2}] = \frac{1}{c_p} \int_{-\infty}^{\infty} e^{-z^{1-2\alpha}x^2 - \frac{|x|^p}{p}} \,dx \geq c \left( \frac{1}{p} + z^{1-2\alpha} \right)^{-1/2}. \tag{D.5} \]
On the other hand, we have

\[
\mathbb{E}[e^{-z^{-1-2\alpha}\xi^2}] \leq \min \left\{ \int_{-\infty}^{\infty} \frac{e^{-z^{-1-2\alpha}z^2}}{cp} dz, \int_{-\infty}^{\infty} \frac{e^{-|z|^p}}{cp} dz \right\} = \min \left\{ \frac{\sqrt{\pi}}{cp} \frac{1}{z^{1+\alpha}}, 1 \right\} \leq \min \{ \frac{1}{z^{1+\alpha}}, 1 \}. \tag{D.6}
\]

Note that

\[-\int_{1}^{\infty} \log \mathbb{E}[e^{-z^{-1-2\alpha}\xi^2}] dz \leq K(\alpha) < \infty, \quad \forall \alpha \geq 0.\]

Combined with (D.5), this gives

\[K(\alpha) \leq -\int_{1}^{1} \log \mathbb{E}[e^{-z^{-1-2\alpha}\xi^2}] dz + K(\alpha) \leq -\int_{0}^{1} \log \left( c \frac{1}{p} z^{-1-2\alpha} \right)^{-1/2} dz + K(\alpha),\]

and it is straightforward to check that there exists another constant \( c > 1/2 \) depending on \( p \) and \( \alpha \) but not on \( \alpha \), such that

\[K(\alpha) \leq c + \alpha. \tag{D.7}\]

Here, it is possible to take \( c > 1/2 \), due to the fact that in (D.4) the constant \( c \) can be taken as small as we wish. Moreover, using the upper bound (D.6), it is straightforward to show that

\[K(\alpha) \geq -\int_{0}^{\infty} \log \left( \min \{ z^{1/2 + \alpha}, 1 \} \right) dz \geq -\int_{0}^{1} \log \left( z^{1/2 + \alpha} \right) dz = 1/2 + \alpha.\]

By the above bounds on \( K(\alpha) \), we thus have

\[2^{-1/2\alpha} \leq \frac{C(\alpha)}{\alpha} \leq \left( \frac{\alpha + c}{\sqrt{2}(\alpha + \frac{1}{2})^{\alpha + \frac{1}{2}}} \right)^{1/\alpha},\]

and the proof of (D.1) is complete since both the upper and lower bounds of \( C(\alpha)/\alpha \) are continuous over the range of \( \alpha \) and tend to 1 as \( \alpha \to \infty \).

In order to prove (D.2), we delve into the theory developed in [9] (see also the PhD thesis [8]), which lead to [9, Theorem 4.2] which we quoted in the proof of the first claim, and we extract the desired nonasymptotic bound with constants which are uniform for \( \alpha \in [0, \bar{\alpha}] \).

Let \( \xi, \xi_1, \xi_2, \ldots \) be independent and identically distributed real valued \( p \)-exponential random variables, and denote \( \mu = 1/2 + \alpha \). Recall that we are interested in studying the probability

\[\Pi_{\alpha}(eB_{\ell_2}) = \mathbb{P} \left( \sum_{\ell=1}^{\infty} \ell^{-1-2\alpha} \xi_{\ell}^2 \leq \epsilon^2 \right) = \mathbb{P} \left( \sum_{\ell=1}^{\infty} \ell^{-2\mu} \xi_{\ell}^2 \leq \epsilon^2 \right).\]

By [9, Theorem 2.2], applied with \( S(x) = x^{-\mu} \) so that \( S^{-1}(x) = x^{-1/\mu} \), we have for all \( \lambda > 0 \)

\[
\log \mathbb{E} e^{-\lambda \xi^2} + J_\mu \leq \log \mathbb{E} e^{-\lambda \sum_{\ell=1}^{\infty} \ell^{-2\mu} \xi_{\ell}^2} \leq J_\mu, \tag{D.8}
\]

where

\[J_\mu := -\int_{0}^{\sqrt{\lambda}} \log \mathbb{E} e^{-y^2 \xi^2} \frac{d}{dy} \left[ S^{-1}(y^{-\frac{1}{2}}) \right] dy = \lambda^{1/2} \int_{0}^{\sqrt{\lambda}} \log \mathbb{E} e^{-y^2 \xi^2} \frac{1}{\mu} \frac{1}{y} y^{-\frac{1}{2}} dy.\]
A change of variables then shows that $I_\mu = \lambda^{1/2} I_\mu$, where

$$I_\mu = I_\mu(\lambda) := \int_\lambda^\infty \log E e^{-z-2\mu \xi^2} dz.$$ 

We bound $I_\mu$ from above and below, uniformly for all $\mu \in [\bar{\mu}, \bar{\mu}]$, where $\mu := 1/2 + \alpha$, $\bar{\mu} := 1/2 + \bar{\alpha}$.

Noting that the integrand is negative, by (D.7) we have that

$$I_\mu \geq -K(\alpha) \geq -c - \alpha, \quad \forall \lambda > 0,$$

where $c$ depends on $\alpha$ and $p$, but not on $\alpha$. As a result there is a finite constant $R_1 = R_1(p, \alpha, \bar{\alpha}) > 0$ independent of $\alpha$, such that

$$I_\mu \geq -R_1, \quad \forall \lambda > 0, \quad \forall \alpha \in [\alpha, \bar{\alpha}].$$

Furthermore, noting that for any $\lambda \geq 1$

$$I_\mu \leq \int_1^\infty \log E e^{-z-2\mu \xi^2} dz,$$

and bounding $z^{-2\mu}$ from below by $z^{-2\bar{\mu}}$, it is straightforward to show that there exists a finite constant $R_2 = R_2(p, \alpha, \bar{\alpha}) > 0$ independent of $\alpha$, such that

$$I_\mu \leq -R_2, \quad \forall \lambda \geq 1, \quad \forall \alpha \in [\alpha, \bar{\alpha}].$$

We next turn our attention to the term $\log E e^{-\lambda \xi^2}$ appearing in (D.8). Observe that for all $p \in [1, 2]$, $\alpha$-regular $p$-exponential priors satisfy [9, Condition (O)] for any $r > 0$, that there exists $C_1 = C_1(r) > 0$ such that

$$\mathbb{P}(|\xi| \leq r) \geq e^{-C_1 t^{-1/r}}, \quad \forall 0 < t \leq 1.$$ 

Indeed, by [8, Equation (2.21)], it suffices to verify the existence of $\delta, C > 0$ such that

$$\mathbb{P}(|\xi| \leq t) \geq C t^\delta, \quad \forall 0 < t \leq 1. \tag{D.9}$$

Since for any $t \in (0, 1]$, for all $p \in [1, 2]$ we have

$$\mathbb{P}(|\xi| \leq t) = \frac{2}{cp} \int_0^t e^{-\frac{p}{c} x} dx \geq \frac{2}{cp} \int_0^t e^{-x} dx = \frac{2}{cp} (1 - e^{-t}),$$

it is straightforward to check the validity of (D.9) (for example using L’Hôpital’s rule). By [9, Equation (4.5)] and Condition (O) with a fixed $r > \bar{\mu}$, we have

$$\log E e^{-\lambda \xi^2} \geq -1 + \log \mathbb{P}(|\xi| \leq \lambda^{-1/2}) \geq -1 - C_1(r) \lambda^{1/2} = \lambda^{1/2}(\lambda^{-1/2} - C_1(r)\lambda^{1/2} - \frac{1}{\lambda^{1/2}}), \quad \forall \lambda > 0.$$ 

Combining the above considerations, we get that there exist finite constants, also denoted by $R_1, R_2$ and which are independent of $\alpha$, such that for $\mu = 1/2 + \alpha$

$$-\lambda^{1/2} R_1 \leq \log E e^{-\lambda \sum_{k=1}^\infty \ell^2 e^{-2\mu \xi^2}} \leq -\lambda^{1/2} R_2, \quad \forall \lambda \geq 1, \quad \forall \alpha \in [\alpha, \bar{\alpha}]. \tag{D.10}$$
To complete the proof, we exploit the relationship between the Laplace transform $\log \mathbb{E}e^{-\lambda V}$ and the small ball probabilities $P(V \leq \epsilon)$, as presented in the proof of [8, Lemma 1.5]. In particular, by [8, Equations (1.3) and (1.4)], for all $\epsilon, \lambda > 0$ we have

\[
\log P(V \leq \epsilon) \leq \lambda \epsilon + \log \mathbb{E}e^{-\lambda V}
\]  

(D.11)

and

\[
\mathbb{E}e^{-\lambda V} \leq e^{-\lambda \epsilon} + (1 - e^{-\lambda \epsilon})P(V \leq \epsilon).
\]  

(D.12)

We will use these bounds with $V := \sum_{\ell=1}^{\infty} \ell^{-1-2\alpha} \xi^2_{\ell}$. Let $\gamma := 1/2\mu = 1/(1 + 2\alpha)$. On the one hand, by (D.10), we have $\log \mathbb{E}e^{-\lambda V} \geq -R_{1}\lambda^{\gamma}$ for all $\lambda \geq 1$, hence using (D.12) with $\lambda = K_{1}e^{-\frac{1}{1-\gamma}}$ for $K_{1} \geq 1$ to be chosen below, we get

\[
P(V \leq \epsilon) \geq \frac{e^{-R_{1}K_{1}^{\gamma}\epsilon^{\frac{1}{1-\gamma}}}-e^{-K_{1}^{\gamma}\epsilon^{\frac{1}{1-\gamma}}}}{1-e^{-K_{1}^{\gamma}\epsilon^{\frac{1}{1-\gamma}}}} = \frac{e^{-R_{1}K_{1}^{\gamma}\epsilon^{\frac{1}{1-\gamma}}}(1-e^{(R_{1}K_{1}^{\gamma}-K_{1})\epsilon^{\frac{1}{1-\gamma}}})}{1-e^{-K_{1}^{\gamma}\epsilon^{\frac{1}{1-\gamma}}}}.
\]

Choosing $K_{1} > 1$ or $R_{1}\frac{1}{2\gamma}$, we have that $R_{1}K_{1}^{\gamma} - K_{1} < 0$ for all $\alpha \in [\alpha, \bar{\alpha}]$, so that for $\epsilon \in (0, 1]$ the parenthesis term in the right hand side above is lower bounded by a constant $0 < C'' < 1$. We hence obtain

\[
P(V \leq \epsilon) \geq C''e^{-K_{1}^{\gamma}\epsilon^{\frac{1}{1-\gamma}}} = C''e^{-K_{1}^{\gamma}\epsilon^{\frac{1}{1-\gamma}}} \geq e^{-K_{1}^{\gamma}\epsilon^{\frac{1}{1-\gamma}}}, \quad \forall \epsilon \in (0, 1], \quad \forall \alpha \in [\alpha, \bar{\alpha}],
\]

where $K_{1}^{\gamma} > 0$ is independent of $\alpha$ and replacing $\epsilon$ by $\epsilon^{2}$, we have

\[
\log P(V \leq \epsilon^{2}) \geq -K_{1}^{\gamma} \epsilon^{\frac{1}{1-\gamma}}, \quad \forall \epsilon \in (0, 1], \quad \forall \alpha \in [\alpha, \bar{\alpha}].
\]  

(D.13)

On the other hand, by (D.10), we have $\log \mathbb{E}e^{-\lambda V} \leq -R_{2}\lambda^{\gamma}$ for all $\lambda \geq 1$, thus using (D.11) with $\lambda = K_{2}e^{-\frac{1}{1-\gamma}}$ for $0 < K_{2} \leq 1$ to be chosen below and for $0 < \epsilon \leq K_{2}\frac{1}{2\alpha}$ (so that $\lambda \geq 1$), we get

\[
\log P(V \leq \epsilon) \leq -\epsilon^{\frac{1}{1-\gamma}}(R_{2}K_{2}^{\gamma} - K_{2}).
\]

Choosing $K_{2} \leq 1 \land R_{2}\frac{1}{2\gamma}$, we have that $R_{2}K_{2}^{\gamma} - K_{2} = C' > 0$ for all $\alpha \in [\alpha, \bar{\alpha}]$ and by replacing $\epsilon$ by $\epsilon^{2}$, we therefore obtain

\[
\log P(V \leq \epsilon^{2}) \leq -C'\epsilon^{-\frac{2\alpha}{1-\gamma}} = -C'\epsilon^{-\frac{1}{\alpha}}, \quad \forall 0 < \epsilon \leq K_{2}\frac{1}{2\alpha}, \quad \forall \alpha \in [\alpha, \bar{\alpha}],
\]  

(D.14)

where $C' > 0$ is independent of $\alpha$.

Combined, (D.14) and (D.13) verify (D.2) for $\epsilon \in \left(0, K_{2}\frac{1}{2\alpha}\right]$. Let $\epsilon_{0} > 0$. Due to the positivity and the joint continuity of $\epsilon^{1/\alpha}\varphi_{0}(\epsilon; \alpha)$ for $(\epsilon, \alpha) \in \left[K_{2}\frac{1}{2\alpha}, \epsilon_{0}\right] \times [\alpha, \bar{\alpha}]$ (which follows from the continuity of $\varphi_{0}$ separately with respect to $\epsilon$ and $\alpha$ and its monotonicity properties, see [34]), there exist constants $B, D > 0$ such that

\[
B \leq -\epsilon^{1/\alpha}\log P(V \leq \epsilon^{2}) \leq D, \quad \forall \epsilon \in \left[K_{2}\frac{1}{2\alpha}, \epsilon_{0}\right], \quad \forall [\alpha, \bar{\alpha}].
\]

The validity of (D.2) is thus verified and the proof is complete. \qed