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Abstract Zero inflated models have been widely studied in statistical literature. Zero inflated Poisson model and hurdle model are the most commonly used models for modeling the overdispersed count data. In addition to this, recent studies show that a nonparametric and data dependent technique known as artificial neural networks (ANN) produce better performance for modeling the overdispersed and zero inflated count data. In this paper, we compared the performance of different models such as zero inflated Poisson model, hurdle model and ANN for modelling the zero inflated count data in terms of standardized MSE, SE, bias and relative efficiency. An application study is carried out for both the simulated data set and real data set. Also for checking the suitability of these three models, we verified the group membership of the models, by adopting three classification techniques known as discriminant analysis, CART and random forest. We proposed an algorithm for selecting the better model among a set of models and computed the misclassification rates for a zero inflated count data set using different classifiers.
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1. Introduction

A critical question faced by data analysts while modeling the count data is how to choose a suitable model for a particular study. For modeling the categorical count data with excess zero counts, numerous choices of methodologies have been used by various researchers in literature. Usually Regression models are widely applied for modeling this kind of data. However other data analysis techniques also has been adopted in the recent years, which includes machine learning techniques like artificial neural networks (ANN), CART etc. However the major problem encountered is the selection of most suitable model for analysing the count data, since various methods provides dissimilar results, which also varies from one data to another data. One of the widely accepted and used methods for modeling the categorical count data with excess zero counts is the zero inflated regression models, which supply a broad and rigorous area of research [1]. In order to properly describe the characteristic of excess of zeros in the count data, zero inflated models are considered to be more convenient compared to the standard regression models. The concept of zero inflation was first commenced by Neyman [2] and Feller [3]. The zero inflated version of a Poisson regression model was presented by Lambert [4] as a more pragmatic way for handling the count data with large amounts of zero counts. Yip and Yao [5] provided several parametric zero inflated count distributions for accommodating the surplus zero counts in the insurance claim data. A zero inflated generalized Poisson regression model was introduced by Famoye and Singh [6] for analysing a domestic violence data with excess number of zeros. Hurdle models [7] and two part models [8] are some of the other models strongly associated with zero inflated models. Also recent studies shows that a nonparametric and data dependent technique called ANN can be used for count modeling, [9]. For model comparison using standardized MSE, bias and SE, we adopted a simulation study as well as a data study using an existing zero inflated count data set. Also we utilized diagramtic representation of standardized MSE values of different models for depicting the efficiency of models for analysing the zero-inflated count data.

But the appropriate model selection plays a significant role in count data modeling. Most of the studies use mean squared error (MSE), bias, standard error (SE) and root mean square (RMSE) etc for comparing different count data modeling approaches and summarize the result based on these values. One of the most critical problem encountered while adopting this measures for model comparison is that sometimes various models produce different outcomes while changing the data. Hence a model selection criteria is inevitable for the practitioners for finding a most suitable approach for modeling the zero inflated count data. Usually in statistical literature discriminant analysis is used for classification of models.
in to any one of the various possible classes and thereby misclassification rates can be calculated and taking in to account this misclassification rates, we can determine a most appropriate model among several possible models [10]. Later machine learning algorithms are also adopted for classification purpose. ANN is one among them and it takes considerably large amount of learning time and the network is trained based on the selection of parameters like the convergence rate, number of hidden layers etc. Furthermore classification and regression trees (CART) are also used as classifiers which provides interpretation very easily and rapidly while comparing to ANN, but its disadvantages are lower performance for high-dimensional data and shows tendency to overfit the training data [11,12]. Random Forest classifiers are another classifier which use an ensemble of number of CART and has several advantages over other classifiers [13]. So that in our paper we also proposed an algorithm to find an appropriate model among a set of models for modeling the count data with excess zero counts by classifying the mean squared values of different models using discriminant function analysis, CART and random forest.

Organisation of the paper is as follows. Section 2 provides a brief description about various count models for modeling the count data with excess zeros. A simulation study and a data study is performed in section 3 for comparing various count models in terms of standardized MSE, SE and bias. In section 4 describes about different classifiers for selecting the appropriate model and provides a model selection criteria for selecting the best model among a set of models for count data modeling with the help of various classifiers like discriminant function analysis, CART and random forest. Section 5 concludes the results of the study.

2. Zero Inflated Count Models

This section provides a brief discription about conventional parametric models for modeling the excess zero counts such as zero inflated Poisson regression model and hurdle Poisson regerssion model and a nonparametric method called artificial neural networks for zero inflated count data modeling.

2.1. Conventional Zero Inflated Models

Zero inflated models are latent class models proposed for handling the data which shows two kinds of zeros. It is basically a two part model with specific behavioral interpretation. These models are widely accepted by various experts in the domain of count modeling with excess of zero counts. For any zero inflated count model the PMF can be written in the form

\[ p(X = x) = \begin{cases} \omega + (1 - \omega)g(0, \Theta) & \text{if } x = 0 \\ (1 - \omega)g(x, \Theta) & \text{if } x = 1, 2, \ldots \end{cases} \]

Here the variable X represents the count random variable and g(x, \Theta) denotes the probability mass function of the variable X. The zero inflation parameter is represented by the notation \( \omega \) and it always lies between zero and one. Zero inflated distributions mainly focussed on handling the overdispersed count data with many zeros. Mullahi [7] first discussed a two part model for handling the count data with excess number of zeros. Another work related to zero inflated models was zero inflated Poisson (ZIP) model by Lambert [4].

2.1.1. ZeroInflated Poisson (ZIP) Regression Model

In order to handle the zero inflated count data, Lambert [4] introduced a mixture distribution by combining a degenerate at zero distribution and a Poisson distribution. This distribution is suitable for handling the count data with purely overdispersion and zero inflation features. Lambert [4] provided the specification of the ZIP distribution as follows

\[ P(Y = y / \lambda, \omega) = \begin{cases} \omega + (1 - \omega)e^{-\lambda} & \text{if } y = 0 \\ (1 - \omega)e^{-\lambda}y^y/y! & \text{if } y > 0 \end{cases} \]

Here \( \lambda \) represents the mean of the Poisson distribution which is greater than zero and \( \omega \) denotes the zero inflation parameter which is always lies between zero and one. ZIP distribution have two components, one component is for admitting excess zero counts ratio \( \omega \) and the proportion of zeros coming from Poisson distribution \((1 - \omega)(e^{-\lambda})\) and the second component admits positive counts generated from the zero-truncated Poisson distribution. In ZIP regression model two distinct processes are used for estimating the proportion of zero counts \( \omega \) and the mean parameter \( \lambda \).

For classifying the structural zeros from other zeros a logit model is used and a log-linear model is applied for modeling the counts from a Poisson process. Usually in this model a canonical link for the Poisson model is considered for the parameter \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n)^T \) which satisfy

\[ \log(\lambda) = B\beta \]

and the parameter \( \omega = (\omega_1, \omega_2, \ldots, \omega_n)^T \) has the canonical logic link function as follows

\[ \logit(\omega) = \log(\omega(1 - \omega)) = G\gamma \]

where B and G are the covariate matrices. For parameter estimation of Poisson regression model, maximum likelihood approach is used. Since closed form solutions do not exist for the partial derivative equations, Newton-Raphson algorithm or EM algorithm can be used for estimating the parameters of the model.

2.1.2. Hurdle Poisson Regression Model

This is another widely accepted model for modeling count data with excess zero counts. This model admits all zero counts in one part and all positive counts at another part of the model. So that this model can be considered as a superior model, since this model handles zero counts and non-zero counts separately. This model utilizes binomial practice by recognizing either the count random variable attain the value zero or positive value. Usually the second part admits positive counts from a zero truncated Poisson or negative binomial distribution. In this paper, we considered Poisson hurdle specification for modeling the count random variable. It can be written in the form
\[ P(Y = y / \lambda, \omega_0) = \begin{cases} \omega_0 & ; \ y = 0 \\ (1 - \omega_0) e^{-\lambda} \frac{\lambda^y}{y!} & ; \ y > 0. \end{cases} \]

The hurdle is crossed if the count variable \( y \) shows the value greater than zero and for handling the positive values a zero-truncated count model is used. The probability of hurdle clearance for generating non zero counts are denoted by \( \omega_0 = (1 - \omega_0) \). This model considers a complimentary log-log link function for the proportion \( \omega_0 \) and a log link function for the parameter \( \lambda \) as follows.

\[
\log(\lambda) = X\beta \ and \log[-\log(1-\omega_0)] = Y\gamma.
\]

This model returns a standard Poisson model if the the values of \( \beta \) and \( \gamma \) are equal.

### 2.2. Artificial Neural Networks

Artificial neural networks has been used in the field of count modeling by various researchers \([9,14]\). One of the most popular architecture of ANN is multilayer perceptron (MLP). Usually in MLP, back propagation (BP) algorithm is used for learning process by minimizing the sum of squared errors. Due to the generality of ANN, this model produces precise and accurate prediction in almost all situations which is inevitable in most of the applications such as insurance, medicine, epidemiology etc. According to Young II et al. \([15]\), ANN can be able to show the complex input and output non-linear associations. In order to build ANN, the number of nodes or neurons, a method for relating the neurons and a learning algorithm must be fixed. Usually ANN model is represented as a combination of three or more layers, which interconnects the processing elements called neurons. The first layer contains the input observations; last layer is the output layer which produces the output. In between there are one or two layers called hidden layers which are used for learning and tracing the complex patterns regulating the network’s data. And for controlling the signals passing through the network, an activation function is applied. Using a training sample the weights of the network has been initialized and these weights are usually used for prediction of the training sample. The neurons or artificial neurons represent a device with one output and many inputs. Usually ANN produces an output \( y \) by adopting a set of input observations \( x_i \) with the help of a specified number of hidden layers. The architecture of an ANN model with a single hidden layer can be written as

\[
y = \psi_o \left( \beta_o + \sum_{j=1}^{M} \beta_j \psi_h \left( w_{jo} + \sum_{r=1}^{P} x_{jr} w_{jr} \right) \right) \quad i = 1, 2, ..., n
\]

where \( w_{jr} \) represents the weight for the input connection \( X_{ir} \) at the hidden node \( j \). \( w_{jo} \) is the bias for the hidden node and \( \beta_o \) is the bias for the output nodes. \( \beta_j \) also represents the weight dependent to the hidden node \( j \). The number of covariates and the number of nodes in the hidden layer are represented by the symbols \( P \) and \( M \). The functions \( \psi_o \) and \( \psi_h \) denotes the activation functions of output layer and the hidden layer respectively.

### 3. Model Performance Analysis of ZIP, Hurdle and ANN

In this chapter, we considered ZIP regression model, hurdle Poisson regression model and ANN for modeling categorical count data to evaluate the performance of the models using the measures standardized MSE, SE and bias. We conducted two experiments for comparing the performances of these models. For this purpose, we considered a data set from the package Insurance Data from R software. In the first experiment, we conducted a simulation study using ZIP distribution for generating random samples. This set of generated values and secondary data in our hand, we formulated simulated panel data set. In the second experiment, we conducted a data study using car insurance data set available in R for evaluate the performance of the above mentioned models. We plotted the values of standardized MSE, SE and bias of different models with respective to inflation rate to analyze the efficiency of models under study.

#### 3.1. Experiment 1: Simulation Study

We conducted a simulation study to compare the performance of ZIP, hurdle and ANN models for modeling zero inflated count data in terms of standardized MSE, SE and bias. We used the ZIP model for generation of counts for a given value of parameters and randomly pick those counts from our secondary data in order to get the categorical data. The simulation study is conducted using the following steps:

1. Generate a random sample from ZIP for \( \lambda = 2 \) and \( \omega = \omega_0 \) where \( \omega_0 = 0.1, 0.2, ..., 0.8 \).
2. Generate \( m = 50 \) random samples for each of size \( n = 100, 250, \) and \( 500 \) as discussed above.
3. Calculate standardized MSE by using actual and estimated claim counts for the models ANN, hurdle and ZIP as follows

\[
\text{MSE (ANN)} = \frac{1}{m} \sum_{j=1}^{m} \frac{(x_{ij} - x_{ij}^A)^2}{m}, \quad i = 1, 2, ..., n
\]

\[
\text{MSE (Hurdle)} = \frac{1}{m} \sum_{j=1}^{m} \frac{(x_{ij} - x_{ij}^H)^2}{m}, \quad i = 1, 2, ..., n
\]

\[
\text{MSE (ZIP)} = \frac{1}{m} \sum_{j=1}^{m} \frac{(x_{ij} - x_{ij}^Z)^2}{m}, \quad i = 1, 2, ..., n
\]

where \( x_{ij} \) represents claim numbers of the test set of observed values and \( x_{ij}^A \), \( x_{ij}^H \) and \( x_{ij}^Z \) represents the estimated values of claim counts for the models ANN, hurdle and ZIP respectively.

4. The relative efficiency of ANN with respect to hurdle and ZIP models are obtained as
The sample variances are computed as follows

\[ V(\text{ANN}) = \frac{1}{m} \sum_{j=1}^{m} (x_{ij}^A - \bar{x}_{ij}^A)^2; \quad i = 1, 2, ..., n \]

\[ V(\text{Hurdle}) = \frac{1}{m} \sum_{j=1}^{m} (x_{ij}^H - \bar{x}_{ij}^H)^2; \quad i = 1, 2, ..., n \]

\[ V(\text{ZIP}) = \frac{1}{m} \sum_{j=1}^{m} (x_{ij}^Z - \bar{x}_{ij}^Z)^2; \quad i = 1, 2, ..., n \]

5. where \( \bar{x}_{ij}^A = \frac{1}{m} \sum_{j=1}^{m} x_{ij}^A \), \( \bar{x}_{ij}^H = \frac{1}{m} \sum_{j=1}^{m} x_{ij}^H \) and \( \bar{x}_{ij}^Z = \frac{1}{m} \sum_{j=1}^{m} x_{ij}^Z \).

6. The average biases of the predicted values for ANN, hurdle and ZIP are evaluated as follows

\[ \text{bias}(\text{ANN}) = \frac{1}{m} \sum_{j=1}^{m} (x_{ij} - \bar{x}_{ij}) \quad i = 1, 2, ..., n \]

\[ \text{bias}(\text{Hurdle}) = \frac{1}{m} \sum_{j=1}^{m} (x_{ij}^H - \bar{x}_{ij}^H) \quad i = 1, 2, ..., n \]

\[ \text{bias}(\text{ZIP}) = \frac{1}{m} \sum_{j=1}^{m} (x_{ij}^Z - \bar{x}_{ij}^Z) \quad i = 1, 2, ..., n \]

7. Steps (1) to (6) are repeated for \( \omega = 0.1, 0.2, ..., 0.8 \) and \( m = 50 \) samples.

Table 1. Standardized MSE, SE, Bias and relative efficiency of different models for \( n = 100 \)

| \( \omega \) | Type      | Standardized MSE | SE   | Bias    | Relative efficiency |
|-------------|-----------|------------------|------|---------|--------------------|
| 0.1         | ANN       | 1.8773           | 2.9462 | -0.4057 | --                 |
|             | Hurdle    | 1.5061           | 2.5939 | 0.3311  | 1.2465             |
|             | ZIP       | 1.4375           | 2.5641 | 0.3048  | 1.3059             |
| 0.2         | ANN       | 1.5429           | 1.9657 | -0.3541 | --                 |
|             | Hurdle    | 1.7254           | 1.9935 | 0.3543  | 0.8942             |
|             | ZIP       | 1.7214           | 2.0038 | 0.377    | 0.8963             |
| 0.3         | ANN       | 1.3264           | 1.3513 | -0.3551 | --                 |
|             | Hurdle    | 1.5314           | 1.4369 | 0.4178  | 0.8661             |
|             | ZIP       | 1.5276           | 1.4357 | 0.4174  | 0.8683             |
| 0.4         | ANN       | 1.3031           | 1.1027 | -0.3210 | --                 |
|             | Hurdle    | 1.4991           | 1.2476 | 0.3991  | 0.8693             |
|             | ZIP       | 1.4999           | 1.2440 | 0.3972  | 0.8688             |
| 0.5         | ANN       | 1.2244           | 1.0350 | -0.5454 | --                 |
|             | Hurdle    | 1.2077           | 0.8105 | 0.4044  | 1.0138             |
|             | ZIP       | 1.2526           | 0.8473 | 0.4108  | 0.9775             |
| 0.6         | ANN       | 0.7697           | 0.5255 | -0.3360 | --                 |
|             | Hurdle    | 0.8816           | 0.4642 | 0.3396  | 0.8731             |
|             | ZIP       | 0.9331           | 0.5495 | 0.3517  | 0.8250             |
| 0.7         | ANN       | 0.5597           | 0.1953 | -0.1752 | --                 |
|             | Hurdle    | 0.5669           | 0.1918 | 0.1624  | 0.9872             |
|             | ZIP       | 0.5671           | 0.1923 | 0.1628  | 0.9869             |
| 0.8         | ANN       | 0.2456           | 0.1224 | -0.1305 | --                 |
|             | Hurdle    | 0.2849           | 0.0980 | 0.1266  | 0.8621             |
|             | ZIP       | 0.2843           | 0.0956 | 0.1264  | 0.8641             |

For ANN, the number of claims is considered as target variable and other variables are considered as input variables. Standardized MSE, SE and bias are obtained using two hidden layer (3,1) network for ANN. The results of simulation study for sample size (i.e., \( n = 100 \)) for 50 replication (i.e., \( m = 50 \)) are given in the following Table 1.

The relative efficiency of ANN over hurdle and ZIP provided in Table 1 shows ANN performs relatively better than ZIP and hurdle models. From Figure 1, Figure 2, Figure 3, Figure 4, it is observed that the values of standardized MSE, SE and bias of ANN is consistently decreasing and also minimum compared to hurdle and ZIP models for higher values of the inflation parameter \( \omega \). Hence it is concluded that ANN performs relatively better than hurdle and ZIP except \( \omega = 0.1 \). Further, we conclude from the relative efficiencies that ANN provides better fit compared to hurdle and ZIP for modeling zero inflated and over dispersed count data.
3.2. Experiment 2: Using Secondary Data

In this study, we considered the car insurance data set available in the package of `InsuranceData` in R software. The data set contains total records for a period of three years which takes account of the claim file with 1,20,000 records. Our aim is to model the number of claims which depends on three categorical variables namely driver’s age category, vehicle value and period. The frequency distribution of the number of claims is given in Table 2 and its frequency plot is provided in Figure 5. It is observed that the frequency of zero is very high compare to other counts in the data. Further, it is observed that 86% of the values are zeros and the dispersion index is 3.516. Hence the data under study is over dispersed.

![Figure 4](image)

**Figure 4.** Relative efficiency of ANN, Hurdle and ZIP with respect to inflation parameter for simulated data set (n=100)

![Figure 5](image)

**Figure 5.** Frequency of claim count

| Claim Frequency | Count | Percentage | Claim Frequency | Count | Percentage | Claim Frequency | Count | Percentage |
|-----------------|-------|------------|----------------|-------|------------|----------------|-------|------------|
| 0               | 102870| 85.725     | 12             | 19    | 0.016      | 25             | 4     | 0.0033     |
| 1               | 11872 | 9.8933     | 13             | 20    | 0.017      | 26             | 1     | 0.00083    |
| 2               | 2995  | 2.496      | 14             | 8     | 0.007      | 27             | 2     | 0.0017     |
| 3               | 1029  | 0.8575     | 15             | 6     | 0.005      | 29             | 1     | 0.00083    |
| 4               | 457   | 0.38       | 16             | 8     | 0.007      | 30             | 1     | 0.00083    |
| 5               | 260   | 0.2167     | 17             | 6     | 0.005      | 32             | 1     | 0.00083    |
| 6               | 140   | 0.1167     | 18             | 4     | 0.0033     | 33             | 1     | 0.00083    |
| 7               | 96    | 0.08       | 19             | 3     | 0.0025     | 36             | 1     | 0.00083    |
| 8               | 63    | 0.053      | 20             | 6     | 0.005      | 37             | 1     | 0.00083    |
| 9               | 51    | 0.04       | 21             | 4     | 0.0033     | 38             | 1     | 0.00083    |
| 10              | 35    | 0.03       | 22             | 3     | 0.0025     | 43             | 1     | 0.00083    |
| 11              | 25    | 0.021      | 23             | 5     | 0.0042     |                |       |            |
The data analysis is performed using R software for different percentages (10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90% and 100%) of the data. We used two different ratio for training and testing as 70% : 30%, and 80%: 20% and calculated the standardized MSE and RE for ZIP, hurdle and ANN models. For ANN modeling, we used back propagation algorithm since it provides consistent and fast convergence with two hidden layer. The outcome of this experiment is given in Table 4.

From Table 4, it is observed that ANN performs better than ZIP and hurdle models for 75% (15 out of 20) of the trials. In this study, we have calculated standardized MSE for all the three models. The standardized MSE of ANN is relatively smaller compared to ZIP and hurdle models. While comparing the average relative efficiency from Table 5, ANN performs better than ZIP and hurdle models for this particular over dispersed count data. Figure 6 provides relative efficiency of model performance of ZIP, hurdle and ANN with respective inflation rate. It is observed that ANN performs better than ZIP for moderate inflation rate and always better or as good as hurdle model. ZIP overtake the hurdle model for lower inflation rate and equally performs for moderate and higher inflation rate.
4. Model Selection for Count Data using Classification Techniques

In this information era, the advent of new technology for the storage and retrieval of voluminous data is made easy. Further the quantum of count data is also huge and with micro details. As a result, the existing traditional count models sometimes fails to analyse this big data. Hence the processing and analysing of the big data is new and big challenges for the statistician especially for model building aspect. In this section, we proposed a methodology based on classification techniques and new algorithm for the selection of appropriate and efficient model for the given set of inputs for modelling count data. In this connection, we have identified three classification methods namely discriminant analysis, classification and regression tree (CART) and random forest method by training the system to learn by feeding past data for finding a best model for the given set of inputs for modelling the count data.

Usually discriminant analysis is used for classification of models in to any one of the various possible classes and thereby misclassification rates can be calculated and taking in to account this misclassification rates, select appropriate model among several possible models [10]. Classification and regression trees (CART) are also used as classifiers which provides interpretation very easily and rapidly while comparing to ANN, but its disadvantages are lower performance for high-dimensional data and shows tendency to overfit the training data [11,12]. Random Forest classifiers are another classifier which use an ensemble of number of CART and has several advantages over other classifiers [13]. The more details about these three classification techniques is given in the following sections.

4.1. Discriminant Function Analysis

It is a supervised classification technique that entails the usage of a set of certain methods, algorithms and techniques with the aim of determining those features of objects that have the maximum significance concerning the classification of objects associated with a population in to predetermined classes and to establish the classification of new objects in to classes which are predefined. Also this method aims to determine the variables with highest discriminatory power, hence it helps to determine the most appropriate variable for the classification of objects in to specific classes. The discriminant function is used for class separation, which are defined with respect to the descriptive variables of objects and used for determining the discriminant variables. The association between the three crucial elements of discriminant analysis can be summarized as follows

\[ d_i = D_i(x_1, x_2, \ldots, x_p), i = 1, 2, \ldots, p \]

where \( d_i \) is the discriminant variable, \( D_i \) is the discriminant function and \( x_1, x_2, \ldots, x_p \) are the descriptive variables. The two phases representing the process of a discriminant function are

a) Test the significance of a set of discriminant function and
b) Classification

In this method an algorithm is required for the classification of objects in to specified classes. Basically there are two types of discriminant analysis

a) Linear discriminant analysis (LDA) and
b) Quadratic discriminant analysis (QDA)

Linear discriminant analysis method was proposed by Fisher [10] as a method for classifying the objects or observations in to one of the two specified groups which is usually mutually exclusive and exhaustive in nature.

And this classification is based on a linear function called discriminant function which is based on a set of independent variables related with each object. This linear function is preferred to exploit the group separation metric. The important variables which help to classify the given observations in to any of the several groups might be identified while computing this linear function and then this discriminant function can be used to classify the new observations in to any of the predefined groups. The assumption underlying LDA are that for all classes the covariance between the independent variables is equal. While quadratic discriminant analysis does not satisfy the equal covariance assumption across classes. Usually we use the training set which is a randomly selected portion of the data to build the model and the remaining portion called testing set is used for evaluating the accuracy of the model.

4.2. CART

This methodology is introduced by Breiman et.al, [16] and is technically recognized as binary recursive partitioning. CART modeling process divides the data set in to two exact subgroups that are more identical with respect to the response variable than the initial data set, hence this model is considered as binary. It is recursive because each of the resulting subgroups or nodes, the process is repeated. The resulting model is named as a decision tree or simply tree. If the data set is satisfactorily large, CART model builds a model on a particular part (randomly selected part) of the data called learning sample and then test it on the outstanding part of the data called test sample. In this mechanism, the tree building is done using the learning sample and the test sample is used to estimate the misclassification rates and to prune the tree accordingly. The predictive power of the model can be enhanced by this self testing procedure of model building. A tree diagram is usually used for representing the resulting model. It can provide very close estimates of the response to the actual responses, since it divides the data into a set of a number of non-overlapping subgroups or nodes. Ability to deal with missing values and being unaffected by outliers are the important features of CART model.

4.3. Random Forest

It is one of the classification method from the set of most popular classification algorithms. As the name implies it is nothing but an ensemble of classification trees. Instead of growing a single tree in CART model, in this method each of the classification trees is grown using a bootstrap sample of the data and a vector of arbitrarily chosen subset of features is considered at each split [12,13,16]. Thus random forest (RF) method uses both bootstrap aggregation or bagging and random variable
selection for tree building. For obtaining low bias trees each tree is grown fully, simultaneously random variable selection and bagging provides low correlation of the individual trees. Thus the algorithm provide an ensemble that can realize both low variance and low bias by taking the average over a large ensemble of trees with low bias, high variance but low correlation. It has some enhancing advantages like relative robustness to outliers, higher classification accuracy, efficiency in handling high-dimensional small sample data and internal feature selection that makes it ideal for classification [13].

4.4. Algorithm for Model Selection for Modeling Count Data

Classifiers like discriminant function analysis, CART and Random forest are used to identify and classify the observation into particular population among the set of populations. Here we have used some features of these classifiers to identify and select a suitable model among a set of models by considering the past outcome from various count models. For that we adopted a step by step procedure for finding the suitable model for modeling over dispersed count data using these three classifiers. The steps are given below

**Step 1:** Partition the data for training and testing for a particular proportion.

**Step 2:** Finding the mean square values between expected frequency and observed frequency for the test set using ZIP regression model, hurdle model and ANN.

**Step 3:** Find the misclassification rate for all three classification methods (discriminant analysis, CART and random forest).

**Step 4:** Repeat step 1 & 2 for different proportion of training and testing.

**Step 5:** Find out the best model using the classification result.

Adopting this step by step procedure we can obtain the appropriate model for count data by utilizing the misclassification rates.

4.5. Application

Here we considered two populations for model evaluation. As the first population we randomly select 20% of the simulated car insurance data set (data set has been provided in section 3.2). The whole data set is considered as the second population. The analysis in terms of standardized MSE is performed for different percentages (20%, 40%, 60%, 80% and 100%) of the population 1 and performed analysis for 70:30 and 60:40 ratio of partition of the data set and the standardized MSE values also obtained for different hidden layers (2, 3, 4) for ANN. Similarly for the population 2 computation of standardized MSE values for different models are done by considering every additional of 10% from 10% to 100% of the data using training testing ratio (80:20 and 70:30). Figure 7 and Figure 8 shows the relative efficiency of the models for population 1 and population 2.

![Figure 7](image-url)  **Figure 7.** Ratio of Standardized MSE values of ANN, Hurdle and ZIP for population 1

![Figure 8](image-url)  **Figure 8.** Ratio of Standardized MSE values of ANN, Hurdle and ZIP for population 2
By utilizing standardized MSE values obtained for population 1 and population 2, we attempt to find a better model using the classifiers discriminant analysis, CART and Random forest. For classifying the standardized MSE values of ANN, hurdle and ZIP in population 1, we considered sample size, training testing ratio percentage of partitioning the data and number of hidden layers in neural network as independent variables and for population 2 we considered only the sample size and training set percentage (while partitioning the data) as independent variables for finding the overall misclassification rate.

We obtained the misclassification rate of standardized MSE values of three models (ANN, Hurdle and ZIP) using three classifiers Discriminant analysis, CART and random forest. The misclassification rates of predicting the group membership of standardized MSE values of ANN, hurdle and ZIP are given in Table 6. This shows that for both populations the misclassification rate using various classifiers are negligible. Hence based on this result and figures, we can also conclude that ANN provides superior fit to the count data with excess zero counts.

Table 6. Overall misclassification rate using discriminant analysis, CART and Random forest

| Population  | Discriminant Analysis | CART | Random Forest |
|-------------|-----------------------|------|---------------|
| Population 1| 15.6%                 | 20%  | 20%           |
| Population 2| 21%                   | 21%  | 21%           |

5. Conclusion

In this study, we analyzed the performance of three popular count data models for modeling the zero inflated count data. We briefly reviewed these models and presented a simulation study for preferring a most suitable model among ANN, hurdle and ZIP models by comparing the measures standardized MSE, SE, bias and relative efficiency, while modeling the zero inflated count data when the data generated from the ZIP distribution. The results of the simulation study shows that ANN provides relatively better performance compared to hurdle and ZIP models. The study has been extended for already existing zero inflated categorical count data set and obtained the results. The outcomes shows that for this data set also ANN provides relatively better performance in terms of standardized MSE and RE. For obtaining the group membership for classifying the standardized MSE values we adopted three popular classification techniques such as discriminant analysis, CART and random forest and obtained the misclassification rate using R software. The misclassification rates are also negligible. Hence we encourage to use ANN for modeling the count data while the data hold more number of zeros.
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