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Abstract
This paper aims at providing rigorous theoretical analysis to investigate the consensus behavior of opinion dynamics in noisy environments. It is known that the well-known Hegselmann-Krause (HK) opinion dynamics demonstrates various agreement or disagreement behaviors in the deterministic case. Here we strictly show how noises provide great help to "synchronize" the opinions of the HK model. In fact, we prove a "critical phenomena" of the noisy HK dynamics, that is, the opinions merge as a quasi-consensus in finite time in noisy environment when the noise strength is below a critical value, which implies the fragmentation phenomenon of the HK dynamics could eventually vanish in the presence of noise. On the other hand, the opinions almost surely diverge when the noise strength exceeds the critical value.
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1 Introduction
In the past decades, methods of multi-agent systems have been used to investigate the collective behavior in natural and social systems, and several multi-agent models have been proposed. One of the central issues in the study of multi-agent systems is the consensus (or called agreement or synchronization) of the collective behavior and various consensus criteria have been developed mainly based on the graph theory and energy function techniques.[1–5].

Opinion dynamics are important multi-agent systems to describe the evolution and spread of social opinions, which are deeply involved with our daily lives, and their analysis has attracted more and more interests in many research areas, even in our control society.[6–15]. To investigate opinion dynamics, various confidence-based multi-agent models have been recently proposed[11, 12]. One of the famous confidence-based models, called the Hegselmann-Krause (HK) model or Krause model[12, 16, 17], where each agent has a bounded confidence (that is, each agent only considers the opinions from its neighbor agents whose opinion values lie within its confidence range), effectively reveals the basic mechanisms of opinion evolution, and presents rich opinion
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phenomena, including agreement/consensus, polarization, and fragmentation, which are widely found in social networks. Since the inter-agent graphs of the HK model are state-dependent and determined by the confidence bound, recent studies on the HK model have been mainly based on simulations and stochastic process analysis (see [7, 18, 19] or the reference therein).

It is noticed that the classical HK model is deterministic, that is, once the initial opinion value is given, the opinions will evolve in a deterministic way. However, the actual individuals' opinions are inevitably influenced by the randomness during opinion transmission and evolution, due to agents' “free-will” or information influence from social media or private sources. Therefore, randomness becomes an essential factor in opinion dynamics in reality and has been studied from various viewpoints [20–25]. Most of these studies found an interesting phenomenon that the random noise in some situations could play a positive role in enhancing the consensus or reducing the disagreement of opinions, which implies an important potential strategy to induce the agreement of social opinions.

Although there exist many simulations on the noisy HK models (see [25]), to the best of our knowledge, there has almost been no strict theoretical analysis to this interesting phenomenon up to now. The main obstacle of establishing the complete analysis lies in that the state-dependent topologies of the evolving opinions become even more elusive under the influence of the random noise. At the same time, the results concerned with random effect or disturbance to the consensus of multi-agent systems [26–29], which mainly focused on the cases with state-independent graph topologies or given connectivity conditions of graphs (balance, joint connectivity, etc.), are not directly applicable to the complex behaviors of the HK dynamics with noises.

The main contribution in this paper is to establish the rigorous mathematical analysis on how random noises influence the opinion “consensus” for the confidence-based HK opinion model. Stepping further than some of the previous simulation results, we strictly prove a “critical phenomenon” that, for any initial opinion values and any confidence threshold, the noisy HK model will achieve quasi-consensus (a consensus concept defined for the noisy case) in finite time when the noise strength is not larger than half of confidence threshold, while almost surely diverges otherwise. This result possesses its significance in not only revealing the evolution mechanism of social opinions, but also the application of designing intervention strategy to induce the social opinion agreement by injecting random noise to opinion groups.

The organization of the paper is as follows. Section 2 introduces the noisy HK model we investigate, while Section 3 proposes an important result of quasi-consensus for i.i.d. noise. Then Sections 4 and 5 give a sufficient and a necessary condition for quasi-consensus, respectively, with general noise. Section 6 provides numerical simulations for illustration, and finally, Section 7 concludes this paper.

2 HK Models

It is known that the original HK model assumes the following evolution dynamics [12]:

$$x_i(t + 1) = |\mathcal{N}(i, x(t))|^{-1} \sum_{j \in \mathcal{N}(i, x(t))} x_j(t), \quad (2.1)$$

where $i \in \mathcal{V} = \{1, 2, \ldots, n\}$, $x_i(t) \in [0, 1]$ is the opinion value of agent $i$ at time $t$ and

$$\mathcal{N}(i, x(t)) = \{1 \leq j \leq n \mid |x_j(t) - x_i(t)| \leq \epsilon\} \quad (2.2)$$

is the neighbor set of agent $i$ at $t$ with $\epsilon \in (0, 1]$ representing the confidence threshold (interaction radius) and $|S|$ denoting the cardinal number of a set $S$. Though it seems to be simple, the HK
model \((2.1)\) captures a common evolution mechanism of many practical systems and is also able to present rich phenomena of opinion dynamics. Sometimes, all opinions can gather in one cluster and the opinion dynamics achieves consensus or agreement, but very often, opinions are split into more than one clusters, called fragmentation phenomenon, which yields the disagreement of social opinions in another aspect. A standard opinion evolution can be found in Fig. 1, where the opinion fragmentation appears with 3 subgroups.

![Figure 1: Opinion evolution of system \((2.1)\) with 20 agents. The initial states are randomly generated from the interval \([0,1]\) and confidence threshold is chosen so that the opinions are divided into 3 subgroups.](image)

In reality, apart from the random factor of one’s free will, the individuals receive information from media and change their opinions. In some sense, the noises may be formulated to be additive to the original opinions. Since there are extreme opinions to bound the whole opinion dynamics, people still assume that the noisy opinion values in an opinion dynamics are limited in a bounded closed interval (as in \([21,25]\)), say \([0,1]\) without of loss of generality. Therefore, the noisy HK model can be described as follows:

\[
x_i(t+1) = \begin{cases} 
1, & x_i^*(t) > 1 \\
x_i^*(t), & x_i^*(t) \in [0,1] \\
0, & x_i^*(t) < 0
\end{cases}, \quad \forall i \in \mathcal{V}, t \geq 0, \tag{2.3}
\]

where

\[
x_i^*(t) = |\mathcal{N}(i,x(t))|^{-1} \sum_{j \in \mathcal{N}(i,x(t))} x_j(t) + \xi_i(t + 1) \tag{2.4}
\]

with \(\{\xi_i(t)\}_{i \in \mathcal{V}, t > 0}\) being the random noises.

### 3 Critical Noise for Quasi-Consensus

To study the noisy HK model \((2.3)-(2.4)\), we slightly modify the well-known consensus concept as follows. According to the HK model, once all the opinions locate within a confidence threshold, the agents will form a cluster and share the same average opinion in the next time. Therefore, we define the concept of *quasi-consensus* of system \((2.3)-(2.4)\) as follows.

**Definition 3.1.** Define

\[
d_{V}(t) = \max_{i,j \in \mathcal{V}} |x_i(t) - x_j(t)| \quad \text{and} \quad d_{V} = \limsup_{t \to \infty} d_{V}(t).
\]
(i) If $dV \leq \epsilon$, we say the system (2.3)-(2.4) will reach quasi-consensus.
(ii) If $P\{dV \leq \epsilon\} = 1$, we say almost surely (a.s.) the system (2.3)-(2.4) will reach quasi-consensus.
(iii) If $P\{dV \leq \epsilon\} = 0$, we say a.s. the system (2.3)-(2.4) cannot reach quasi-consensus.
(iv) Let $T = \min\{t : dV(t') \leq \epsilon\text{ for all }t' \geq t\}$. If $P\{T < \infty\} = 1$, we say a.s. the system (2.3)-(2.4) reaches quasi-consensus in finite time.

For simplicity, we first give a result for the simplest i.i.d. noise. In fact, this noise condition will be relaxed in the following two sections, that is, Sections 4 and 5, where a necessary and a sufficient condition for quasi-consensus are provided, respectively.

Theorem 3.2. Suppose that the noises $\{\xi_i(t)\}_{i \in V, t \geq 1}$ are zero-mean and non-degenerate random variables with independent and identical distribution and $E\xi_i^2(1) < \infty$. When the initial state $x(0) \in [0, 1]^n$ is arbitrarily given, we have:
(i) if $P\{\xi_1(t) \leq \epsilon/2\} = 1$, then a.s. the system (2.3)-(2.4) will reach quasi-consensus in finite time;
(ii) with the confidence threshold $\epsilon \in (0, 1/3]$, if $P\{\xi_1(t) > \epsilon/2\} > 0$ and $P\{\xi_1(t) < -\epsilon/2\} > 0$, then a.s. the system (2.3)-(2.4) cannot reach quasi-consensus.

Proof. Parts (i) and (ii) of this theorem can be deduced directly from the following Theorems 4.1 and 5.1 respectively.

Remark 3.3. Theorem 3.2 shows that $\epsilon/2$ is the critical strength for the noise to induce the quasi-consensus of HK opinion dynamics: (i) states that when the noise strength is not larger than $\epsilon/2$, the noisy HK model (2.3)-(2.4) will achieve quasi-consensus in finite time; and (ii) states that if the noise strength has a positive probability to be larger than $\epsilon/2$, the noisy HK model (2.3)-(2.4) almost surely cannot reach quasi-consensus.

Remark 3.4. The condition $\epsilon \in (0, 1/3]$ in (ii) is a conservative choice in consideration of the convenience for analysis and better presenting the conclusion, and can be easily extended to $\epsilon \in (0, 1)$ with suitable selection about noises.

To interpret the practical significance of Theorem 3.2, we consider in a community where each agent updates its opinion value not only by averaging the opinions of its neighbors, but also being slightly adjusted by information inflow from free media. This implies somehow that the free flow of information in a society could enhance the consensus of opinions. On the other hand, we can design opinion intervention strategy to reduce the disagreement by intentionally injecting random noise into the group.

4 A Sufficient Condition for Quasi-Consensus

This section will provide a sufficient condition for quasi-consensus with general independent noise, and the following is the main result.

Theorem 4.1. Suppose $\epsilon \in (0, 1]$ and the noise $\xi_i(t)$, $i \in V, t \geq 1$ is independent with each other and satisfies: i) $P\{\xi_i(t) \leq \epsilon/2\} = 1$; ii) There exist constants $a, p \in (0, 1)$ such that $P\{\xi_i(t) \geq a\} \geq p$ and $P\{\xi_i(t) \leq -a\} \geq p$. Then for any initial state $x(0) \in [0, 1]^n$, a.s. the system (2.3)-(2.4) will reach quasi-consensus in finite time.

To prove this result we need introduce some lemmas first. The following result is quite straightforward, which was used in [18].
Lemma 4.2. Suppose \( \{z_i, i = 1, 2, \ldots\} \) is a nonnegative nondecreasing (nonincreasing) sequence. Then for any integer \( n \geq 0 \), the sequence \( g_n(k) = \frac{1}{k} \sum_{i=n+1}^{n+k} z_i, k \geq 1 \), is monotonously nondecreasing (nonincreasing) with respect to \( k \).

Remark 4.3. Lemma 4.2 shows that, for the noise-free HK dynamics (2.1), the opinions of all agents keep their order from the beginning of evolution and the boundary opinions change monotonically, which can guarantee the convergence of the HK dynamics. However, these two key properties disappear in the noisy HK dynamics, and our analysis skill here is totally different with that in the noise-free case.

In what follows, the ever appearing time symbol \( t \) (or \( T \), etc.) all refer to the random variables \( t(\omega) \) (or \( T(\omega) \), etc.) on the probability space \( (\Omega, \mathcal{F}, P) \), and will be still written as \( t \) (or \( T \), etc.) for simplicity.

Lemma 4.4. For protocol (2.3)-(2.4) with the conditions of Theorem 4.1, if a.s. there exists a finite time \( T \geq 0 \) such that \( \delta_V(T) \leq \epsilon \), then \( \delta_V \leq \epsilon \) a.s..

Proof. Denote \( \tilde{x}_i(t) = |N(i, x(t))|^{-1} \sum_{j \in N(i, x(t))} x_j(t), t \geq 0 \), and this denotation remains valid for the rest of the context. If \( \delta_V(T) \leq \epsilon \), by the definition of \( N(i, x(t)) \) we have

\[
\tilde{x}_i(T) = \frac{1}{n} \sum_{j=1}^{n} x_j(T), \quad i \in V. \tag{4.1}
\]

Since \( |\xi_i(t)| \leq \epsilon/2 \) a.s., we obtain

\[
\delta_V(T + 1) = \max_{1 \leq i, j \leq n} |x_i(T + 1) - x_j(T + 1)| \\
\leq \max_{1 \leq i, j \leq n} (|\xi_i(T + 1)| + |\xi_j(T + 1)|) \\
\leq \epsilon. \tag{4.2}
\]

Using (4.1) and (4.2) repeatedly, we get \( \delta_V \leq \epsilon \).

Lemma 4.4 means that, once the opinions of all agents are located within the confidence threshold, the noises with strength no more than \( \epsilon/2 \) cannot separate them any more and the system (2.3)-(2.4) will reach quasi-consensus.

Proof of Theorem 4.1. Define for \( t \geq 0 \)

\[
x_{\max}(t) := \max_{1 \leq i \leq n} x_i(t) \quad \text{and} \quad x_{\min}(t) := \min_{1 \leq i \leq n} x_i(t).
\]

Given any initial condition \( x(0) \), if \( \delta_V(0) = x_{\max}(0) - x_{\min}(0) \leq \epsilon \), then by Lemma 4.4, (2.3)-(2.4) is quasi-consensus. Otherwise, \( \delta_V(0) > \epsilon \). Note that there exist constants \( 0 < a < 1 \) and \( 0 < p < 1 \) such that for \( t \geq 1, k \in V \)

\[
P\{\xi_k(t) \geq a\} \geq p \quad \text{and} \quad P\{\xi_k(t) \leq -a\} \geq p. \tag{4.3}
\]

Let \( V_m(t) = \{i \in V|x_{\min}(t) \leq \tilde{x}_i(t) \leq x_{\min}(t) + \delta_V(t)/2\} \), \( V_M(t) = \{j \in V|x_{\min}(t) + \delta_V(t)/2 \leq \tilde{x}_j(t) \leq x_{\max}(t)\} \), \( t \geq 0 \). Then for \( i \in V_m(0), j \in V_M(0) \), we have

\[
P\{x_i(1) \geq \tilde{x}_i(0) + a\} \geq P\{\xi_i(1) \geq a\} \geq p,
\]

\[
P\{x_j(1) \leq \tilde{x}_j(0) - a\} \geq P\{\xi_j(1) \leq -a\} \geq p.
\]
Thus, by Lemma 4.2 and (4.3), we have
\[ P\{d_V(1) \leq d_V(0) - 2a\} \geq P\{\xi_i(1) \geq a, \xi_j(1) \leq -a, i \in V_m(0), j \in V_M(0)\} \geq p^n > 0. \] (4.4)

Let \( L = \left\lceil \frac{1-\epsilon}{2a} \right\rceil \), and according to Lemma 4.4, (2.3)-(2.4) will reach quasi-consensus once \( d_V(t) \leq \epsilon \) at any time \( t \). Then by repeating the above discussion, we get
\[
P\{d_V(L + 1) \leq \epsilon\} \geq P\left\{ \bigcap_{t=0}^{L} \{d_V(t + 1) \leq d_V(t) - 2a\} \right\} \geq P\left\{ \bigcap_{t=0}^{L} \{\xi_i(t + 1) \geq a, \xi_j(t + 1) \leq -a, i \in V_m(t), j \in V_M(t)\} \right\} \geq \prod_{0 \leq t \leq L} P\{\xi_i(t + 1) \geq a, \xi_j(t + 1) \leq -a, i \in V_m(t), j \in V_M(t)\} \geq p^{n(L+1)} > 0. \] (4.5)

Define \( U(L) = \{\omega : (2.3)-(2.4) \text{ does not reach quasi-consensus in period } L\} \) and \( U = \{\omega : (2.3)-(2.4) \text{ does not reach quasi-consensus in finite time}\} \), then by (4.5),
\[
P\{U(L)\} \leq 1 - p^{n(L+1)} < 1, \quad P\{U\} = \lim_{m \to \infty} P\{U(mL)\} = \lim_{m \to \infty} (1 - p^{n(L+1)})^m = 0, \]
and hence \( P\{ (2.3)-(2.4) \text{ can reach quasi-consensus in finite time} \} = 1 - P\{U\} = 1. \)

Fig. 1 shows that the noise-free HK dynamics cannot reach consensus for some initial conditions and confidence thresholds, while Theorem 4.1 shows that even tiny noises can eventually make the collective opinions merge into one group. It is known that the consensus behavior of multi-agent with or without noise can be guaranteed by the graph connectivity in some sense during the evolution \([1, 2, 26, 27]\). Therefore, Theorem 4.1 implies that the persistent noise will increase the connectivity of the multi-agent opinion dynamics even when the noise strength is very weak.

5 A Necessary Condition for Quasi-Consensus

Here we will present the analysis that when the noise strength is larger than the critical half confidence threshold, the opinions will almost surely diverge.

**Theorem 5.1.** Let the initial state \( x(0) \in [0, 1]^n \) are arbitrarily given. Suppose the confidence threshold \( \epsilon \in (0, 1/3] \). Assume the random noise \( \{\xi_i(t), i \in V, t \geq 1\} \) are all zero-mean and i.i.d. with \( E\xi_i^2(t) < \infty \) or independent with \( \sup_{t \geq 1} |\xi_i(t)| < \infty \), a.s.. If there exists a lower bound \( q > 0 \) such that \( P(\xi_i(t) > \epsilon/2) \geq q \) and \( P(\xi_i(t) < -\epsilon/2) \geq q \), then a.s. the system (2.3)-(2.4) cannot reach quasi-consensus.
Before the proof of Theorem 5.1, we first check how the noisy opinions behave after they get quasi-consensus. Intuitively, the evolution of opinions can fluctuate slightly when the noise is small, but the next lemma shows that, when it is long enough, the synchronized noisy opinion value will cross the whole interval $[0, 1]$ infinite times and thus, implies that the persistent noise may influence the whole opinion dynamics essentially, no matter what the nonzero noise strength is.

For an event sequence $\{B_m, m \geq 1\}$, let $\{B_m, i.o.\}$ be the set of $\bigcap_{m=1}^{\infty} \bigcup_{s=m}^{\infty} B_s$, where $i.o.$ is the abbreviation of “infinitely often” The following lemma is important for our analysis, whose proof can be found in Appendix.

**Lemma 5.2.** Suppose the non-degenerate random noise $\{\xi_i(t), i \in \mathcal{V}, t \geq 1\}$ are all zero-mean and i.i.d. with $E\xi_i^2(1) < \infty$ or independent with $\inf_{i,t} E\xi_i^2(t) > 0$ and $\sup_{i,t} |\xi_i(t)| < \infty$, a.s.. If there exists a finite time $T$ such that $d_T(t) \leq \epsilon, t \geq T$, then on $\{T < \infty\}$ it a.s. occurs $x_i(t) = 0$, i.o. and $x_i(t) = 1$ i.o., for $i \in \mathcal{V}$.

**Proof of Theorem 5.1.** We only need to prove the independent case where we only need to prove that, for any $T \geq 0$, there exists $t \geq T$ a.s., such that $d_T(t) > \epsilon$ when $\epsilon \leq 1/3$, i.e.,

$$P\left\{ \bigcup_{T=0}^{\infty} \{d_T(t) \leq \epsilon, t \geq T\} \right\} = 0.$$ 

Given arbitrary $T < \infty$, we consider on $\{d_T(t) \leq \epsilon, t \geq T\}$. It is easy to see that

$$P\left\{ d_T(t) \leq \epsilon, \bigcap_{k=1}^{\infty} \bigcup_{i \in \mathcal{V}} \{\xi_i(t_{m_k}) > \epsilon\} \right\}$$

$$= P\left\{ d_T(t) \leq \epsilon, \bigcap_{k=1}^{\infty} \bigcup_{i \in \mathcal{V}} \bigcap_{j \in \mathcal{V}} \{\xi_i(t_{m_k}) > \epsilon, \xi_j(t_{m_k}) \geq 0\} \right\}$$

$$\leq P\left\{ \bigcap_{k=1}^{\infty} \bigcap_{j \in \mathcal{V}} \{\xi_j(t_{m_k}) \geq 0\} \right\} = \prod_{k=1}^{\infty} P\left\{ \bigcap_{j \in \mathcal{V}} \xi_j(t_{m_k}) \geq 0\right\}$$

$$\leq \prod_{k=1}^{\infty} \prod_{j \in \mathcal{V}} (1 - P\{\xi_j(t_{m_k}) < -\epsilon/2\}) \leq \lim_{k \to \infty} (1 - q)^k = 0.$$ 

Similarly,

$$P\left\{ d_T(t) \leq \epsilon, \bigcap_{k=1}^{\infty} \bigcup_{i \in \mathcal{V}} \{\xi_i(t_{m_k}) < -\epsilon\} \right\} = 0.$$ 

(5.1) and (5.2) imply that a.s. there are at most only finite times that the noise strength exceed $\epsilon$ when the system reach quasi-consensus. Then by Lemma 5.2, there must exist an infinite time sequence $T_1, T_2, \ldots$ such that for $k = 1, 2, \ldots$

$$x_i\left(T + \sum_{j=1}^{k} T_j\right) \in [\epsilon, 1 - \epsilon], \ i \in \mathcal{V}.$$ 

Denote $M(t) = \{u \in \mathcal{V} | x_u(t) \leq x_v(t), \forall v \in \mathcal{V}\}, t \geq 0$ and note that

$$P\{\xi_i(t) > \epsilon/2\} \geq q \text{ and } P\{\xi_i(t) < -\epsilon/2\} \geq q,$$ 

(5.3)
for $i \in \mathcal{V}, t > 0$. Thus by independence of $\{\xi_i(t), i \in \mathcal{V}, t > 0\}$, we have for $\alpha \in M(t), \beta \in \mathcal{V} - M(t), j \geq 1$

$$P\{d_\mathcal{V}(T + T_j + 1) > \epsilon\}
\geq P\{\xi_\alpha(T + T_j + 1) < -\epsilon/2, \xi_\beta(T + T_j + 1) > \epsilon/2\}
= \sum_{s=0}^{\infty} P\{\xi_\alpha(s + 1) < -\epsilon/2, \xi_\beta(s + 1) > \epsilon/2 | T + T_j = s\} \cdot P\{T + T_j = s\}
= \sum_{s=0}^{\infty} P\{\xi_\alpha(s + 1) < -\epsilon/2, \xi_\beta(s + 1) > \epsilon/2\} \cdot P\{T + T_j = s\}
\geq q^n > 0.$$  

Denote $E_0 = \Omega$ and for $j \geq 1$

$$E_j = \{\omega : d_\mathcal{V}(t) \leq \epsilon, t \in [T + T_j + 1, T + T_j + T_{j+1}]\},$$
then

$$P\left\{E_j \bigcap_{l<j} E_l \right\} \leq P\{d_\mathcal{V}(T + T_j + 1) \leq \epsilon\} \leq 1 - q^n < 1.$$  

It follows that

$$P\{d_\mathcal{V}(t) \leq \epsilon, t \geq T\}
\leq P\left\{\bigcap_{j \geq 1} E_j \right\} = \lim_{m \to \infty} \prod_{j=1}^{m} P\left\{E_j \bigcap_{l<j} E_l \right\} \leq \lim_{m \to \infty} (1 - q^n)^m = 0.$$  

This completes the proof. \qed

6 Simulations

In this section, we provide numerical analysis for system (2.3)-(2.4) to verify our theoretical results.

Note that, when the noise strength is below the critical half of confidence threshold but very strong, the noise will play a leading role in the collective behavior. In this case, it is no surprise that strong opinion fluctuation occurs as a quasi-consensus. Therefore, in what follows, we focus on case when the noise strength is weak, which shows clearly how a “consensus” can be achieved by infected or injected noises. Take $n = 20, \epsilon = 0.2$ and the initial conditions uniformly distributed in $[0, 1]$. The Fig. 1 shows the evolution of noise-free opinions, where three groups are formed. Take $\xi_i(t), i = 1, \ldots, n, t \geq 1$ as the noises uniformly distributed in $[-\delta, \delta]$. Consider Theorem 3.2 (i) and let $\delta = 0.1\epsilon$, and then Fig. 2 shows that all opinions merge into one group.

Next, we show that, when noise strength exceeds the critical value, the opinions will diverge. For simplicity, we set the initial opinions to be identical, and show the noise with strength larger than $0.5\epsilon$ will separate them at some moment. Also, when the confidence threshold is large, the noise strength is very strong that all the opinions fluctuate sharply, though they may get separated. Therefore, we take a small confidence threshold for better illustration. Let $n = 10, \epsilon = 0.01$, all initial opinion values be $0.5$, and $\delta = 0.6\epsilon > 0.5\epsilon$ by Theorem 3.2 (ii), and then it is shown that the gathered opinions diverge at some time in Fig. 3. Clearly, some of our simulation results are consistent with the simulation results given in [21, 22, 25].
The initial states and confidence threshold are the same as those in Fig. 1. It can be seen that the opinions merged in finite time and \((2.3)-(2.4)\) reaches quasi-consensus.

It illustrates that some opinions get separated from the others at some time when noise strength exceeds the critical value though they are gathered at the beginning.

7 Conclusions

The agreement/disagreement analysis of opinion dynamics has become more and more important in recent years. Based on the observation that random noise plays a key role in the opinion evolution in many cases, we have provided a strict analysis for the proposed noisy HK opinion model based on stochastic process and multi-agent network. Particularly, we proved that the random noise could almost surely induce the HK dynamics to achieve “consensus” (quasi-consensus), and also gave the critical value about the noise strength. In fact, although the strict mathematical investigation of the noisy confidence-based opinion models is very hard and rare, we have developed a theoretical method for the noisy HK model, which may be later extended to other confidence-based opinion dynamics.
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A Proof of Lemma 5.2

Lemma A.1. [30] (Law of the Iterated Logarithm) Let \{X_t, t \geq 1\} be random variables with \(EX_t = 0, EX_t^2 = \sigma_t^2 < \infty, s_t^2 = \sum_{i=1}^t \sigma_i^2 \rightarrow \infty\). If (i) \{X_t, t \geq 1\} are i.i.d., or (ii) independent with \(|X_t| \leq d_t, \text{a.s.}\), where the constant \(d_t = o(s_t/(\log \log s_t)^{1/2})\) as \(t \rightarrow \infty\), then, setting \(S_t = \sum_{i=1}^t X_i\),

\[
P\left\{ \lim_{t \rightarrow \infty} \frac{S_t}{s_t \sqrt{\log \log s_t}} = \sqrt{2} \right\} = P\left\{ \lim_{t \rightarrow \infty} \frac{S_t}{s_t \sqrt{\log \log s_t}} = -\sqrt{2} \right\} = 1.
\]

Proof of Lemma 5.2. We only need to prove the case when the noise is independent, and the i.i.d. case can be obtained similarly. Without loss of generality, we assume \(T = 0 \text{ a.s.}\) and only need to prove \(P\{x_i(t) = 1, \text{i.o.}\} = 1\). Consider another modified noisy HK model as follows

\[
y_i(t + 1) = |N(i, y(t))|^{-1} \sum_{j \in N(i, y(t))} y_j(t) + \xi_i(t + 1), \tag{A.1}
\]

for \(i \in V, t \geq 0\). According to the proof of Lemma 4.4 we have that, for any \(i \in V, t > 0\),

\[
y_i(t + 1) = \frac{1}{n} \sum_{j=1}^n y_j(t) + \xi_i(t + 1)
\]

\[
= \frac{1}{n} \sum_{j=1}^n \left( \frac{1}{n} \sum_{k=1}^n y_k(t - 1) + \xi_j(t) + \xi_i(t + 1) \right)
\]

\[
= \frac{1}{n} \sum_{j=1}^n y_j(t - 1) + \frac{1}{n} \sum_{j=1}^n \xi_j(t) + \xi_i(t + 1)
\]

\[
= \frac{1}{n} \sum_{j=1}^n y_j(0) + \frac{1}{n} \sum_{k=1}^t \sum_{j=1}^n \xi_j(k) + \xi_i(t + 1).
\]

Denote \(\eta_k = \frac{1}{n} \sum_{j=1}^n \xi_j(k), k \geq 1\) and suppose \(\sup_{i, t} |\xi_i(t)| \leq d < \infty, \text{a.s.}, \inf_{i, t} E\xi_i^2(t) \geq c > 0\). Then \(\{\eta_k, k \geq 1\}\) are mutually independent and \(|\eta_k| \leq d \text{ a.s.}, E\eta_k = 0, E\eta_k^2 = \frac{1}{n} c\), and

\[
E\eta_k^2 = \frac{1}{n^2} \sum_{j=1}^n E\xi_j^2(k) \geq \frac{1}{n} c,
\]

which implies

\[
E\eta_k^2 \in \left[ \frac{c}{n}, \frac{d^2}{n} \right].
\]

Let \(S_t = \sum_{k=1}^t \eta_k\), and then

\[
s_t^2 = ES_t^2 = \sum_{k=1}^t E\eta_k^2 \in \left[ \frac{tc}{n}, \frac{td^2}{n} \right].
\]
Hence, \( \lim_{t \to \infty} s_t^2 = +\infty \) and
\[
\frac{d}{(s_t/ \sqrt{\log \log s_t})} \leq \frac{d \sqrt{\log \log (\sqrt{td^2/n})}}{\sqrt{tc/n}} \to 0,
\]
as \( t \to \infty \). According to Lemma A.1,
\[
P\{\lim sup_{t \to \infty} S_t = +\infty\} = P\{\lim inf_{t \to \infty} S_t = -\infty\} = 1. \tag{A.3}
\]
Again with (A.2), we have that, for any \( y_i(0) \in [0, 1] \),
\[
P\{\lim_{t \to \infty} y_i(t) = +\infty\} = P\{\lim_{t \to \infty} y_i(t) = -\infty\} = 1. \tag{A.4}
\]
As a result,
\[
P\{x_i(t) = 1, \text{ i.o.}\}
= P\left\{ \bigcap_{m=1}^{\infty} \bigcup_{s=m}^{\infty} \{x_i(s) = 1\} \right\}
= 1 - P\left\{ \bigcup_{m=1}^{\infty} \bigcap_{s=m}^{\infty} \{x_i(s) < 1\} \right\}
\geq 1 - \lim_{m \to \infty} P\left\{ \bigcap_{s=m}^{\infty} \{y_i(s) < 1\} | y_i(m) = x_i(m) < 1\right\}, \tag{A.5}
\]
where the second equality from last holds since the sequence \( \bigcap_{s=m}^{\infty} \{x_i(s) < 1\}, m \geq 1 \) is increasing, and \( P \) is a probability measure. The last equality holds since Lemma 4.2 (2.3), (A.2) and Lemma 4.4 imply that \( y_i(t) \leq x_i(t), t \geq m \) on \( \bigcap_{s=m}^{\infty} \{x_i(s) < 1\} \) and hence, \( \bigcap_{s=m}^{\infty} \{x_i(s) < 1\} \subset \bigcap_{s=m}^{\infty} \{y_i(s) < 1\} \), if letting \( y_i(m) = x_i(m) \) for each \( m \geq 1 \). From (A.4), we obtain
\[
P\left\{ \bigcap_{s=m}^{\infty} \{y_i(s) < 1\} | y_i(m) = x_i(m) < 1\right\} = 0. \tag{A.6}
\]
Thus, by (A.5) and (A.6), we have \( P\{x_i(t) = 1, \text{ i.o.}\} = 1. \)
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