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Abstract

Adversarial defenses train deep neural networks to be invariant to the input perturbations from adversarial attacks. Almost all defense strategies achieve this invariance through adversarial training i.e. training on inputs with adversarial perturbations. Although adversarial training is successful at mitigating adversarial attacks, the behavioral differences between adversarially-trained (AT) models and standard models are still poorly understood. Motivated by a recent study on learning robustness without input perturbations by distilling an AT model, we explore what is learned during adversarial training by analyzing the distribution of logits in AT models. We identify three logit characteristics essential to learning adversarial robustness. First, we provide a theoretical justification for the finding that adversarial training shrinks two important characteristics of the logit distribution: the max logit values and the "logit gaps" (difference between the logit max and next largest values) are on average lower for AT models. Second, we show that AT and standard models differ significantly on which samples are high or low confidence, then illustrate clear qualitative differences by visualizing samples with the largest confidence difference. Finally, we find learning information about incorrect classes to be essential to learning robustness by manipulating the non-max logit information during distillation and measuring the impact on the student’s robustness. Our results indicate that learning some adversarial robustness without input perturbations requires a model to learn specific sample-wise confidences and incorrect class orderings that follow complex distributions.

1 Introduction

Deep neural networks (DNNs) have been shown to be sensitive to small, often imperceptible perturbations around input data [1]. This sensitivity has led to concerns deploying DNNs in security-critical systems such as autonomous cars, face recognition, and malware detection, since an adversary could significantly degrade the network’s performance without direct access to the model [2]. Though the sensitivity of deep neural networks to adversarial attacks remains poorly understood, it aligns with arguments that DNNs utilize input features that run counter to human intuition [3]. This may lead to unexpected behavior when encountering out-of-distribution data [4]. To counteract these adversarial perturbations, numerous defenses have been proposed, but only a few perform consistently against a wide range of attack algorithms [5] [6]. The most notable type of defense is adversarial...
training where adversarial examples are generated to maximize the loss, and the network’s weights are updated to minimize the loss on the generated examples [7]. Although adversarial training is successful at mitigating adversarial attacks, it hurts accuracy on the original input data and adds significant complexity to the training procedure, limiting its adaption in practice [8]. Additionally, how adversarial training changes the behavior of the network compared to standard training is still an open question. An answer to this could allow us to simplify the process of making networks more robust to attacks and even provide additional insight into when networks do and do not generalize beyond their training dataset.

In this paper, we analyze the logits, i.e. the inputs to the softmax activation function, of adversarial trained (AT) models. As demonstrated in [9], a significant amount of robustness can be learned by distilling an AT model. This indicates that the softmax outputs carry significant information pertaining to adversarial robustness and seems to suggest that properly constraining the output of a model could yield robust predictions. We focus on logits since we find they more readily distill adversarial robustness. Adversarial defenses based on logit regularization have been proposed before. Methods such as logit squeezing and label smoothing [10, 11, 12] have shown some promise, but several papers have claimed they are not robust without including some input perturbations [13, 14, 15]. Through a series of experiments and analyses, we have attempted to characterize the information present in the logits of adversarially trained models and found they are different in many complex ways from the logits produced by non-robust models. This suggests to us that it is unlikely that simple logit regularizers can be used to create robust models.

In this work, we reproduce several recent findings about the information present in an adversarially trained network’s logits and expand on them in these three ways:

1. Adversarially trained networks exhibit maximum logit values and "logit gaps" that are drawn from a distribution with a lower mean and a more positive skew than non-robust networks. We justify this with an analytical model and further show how these distributions change during training.

2. Beyond a simple shift in distribution, adversarially trained networks give confident predictions to different inputs than standard, non-robust networks. Further, on a given input, AT networks and standard networks predict a different set of likely class labels.

3. Robustness can be distilled to a student network, but the targets provided by an adversarially trained teacher are finely-tuned. Slight manipulations of the distillation targets can degrade or even wholly remove the resulting student’s robustness.

2 Related work

Since the initial study on adversarial examples [1], increasingly strong attack algorithms have been demonstrated [7, 16, 17] and a variety of defenses have been proposed [7, 18, 19]. Although most defenses have been shown to be robust to particular attacks, [5, 6] demonstrated that most defenses are not robust to a wide variety of attacks. One reliably consistent defense method involves training on adversarial examples generated by projected gradient descent (PGD) [20]. PGD builds on adversarial training [7] by applying iterative FGSM [21], initializing the optimization at a random point within the allowed norm ball, and training exclusively on adversarial examples. Several improvements to PGD adversarial training have been proposed [22, 23, 24].

A separate, less conclusive defense approach is to constrain the neural network’s outputs, either the logits or the softmax outputs. [11] suggested label smoothing [25] as an alternative to the network distillation defense [18] and observed that it improved adversarial robustness. Several other studies [15, 13, 14] demonstrated that label smoothing obfuscates the gradients from adversarial example optimization and is only robust to a small set of attacks. Another defense proposed in [10] was "logit squeezing", penalizing large logit values by adding a regularization term to the loss. [26, 27] question the robustness of adversarial logit pairing and subsequently, the robustness of logit squeezing. [13] argue that using only output regularizers such as logit squeezing and label smoothing are insufficient to learn robustness but claim using the output regularizers with inputs perturbed with Gaussian noise leads to substantial robustness. Beyond simple regularizers, [9] showed that adversarially trained networks can transfer most of their robustness through knowledge distillation on clean inputs only. They demonstrate that the student’s robustness can match or exceed the teacher’s when adversarial examples are used during distillation.
Knowledge distillation [28] proposes training a model, the student, to mimic the outputs of a pre-trained model, the teacher. In early works, the student was trained to match the teacher’s temperature-scaled softmax output using a KL-divergence loss. Since then, numerous distillation losses have been proposed (see the survey [29]). Typically, this setup is used to increase the accuracy of a "low capacity" student by training with a "high capacity" teacher, but it has been shown that self-distillation, where students have the same capacity as the teacher, also leads to improved performance [30]. Several works [30, 31, 32] attempt to identify the information in the teacher’s output. So far, three main mechanisms have been suggested: (1) regularization through an effect similar to label smoothing, (2) sample re-weighting i.e. scaling the gradients of samples where the teacher is less certain, and (3) inter-class correlations referred to as "dark knowledge".

3 Methods

We trained ResNet-18 [33] models for both our CIFAR-10 and CIFAR-100 [34] experiments. The full set of hyperparameters and sweeps we performed are described in detail in Appendix A. We implemented these experiments using PyTorch [35] and the TorchVision ResNet18 implementation.

To learn adversarial robustness without input perturbations, we follow [9] and distill an adversarial trained model using only the clean training data. We focus on the self-distillation scenario where both the student and the teacher are ResNet-18. We find the AT teacher’s epoch has significant impact to the student’s robustness, so we used the checkpoint from epoch 40 for all experiments since this provided the best trade-off between natural and adversarial accuracy. Additionally, we find distilling the logits with the L1 loss leads to consistently better student robustness. Justification for this setup and additional details are in Appendix A.

Following previous knowledge distillation studies [30, 31], we attempt to understand how robustness is distributed in the sample-wise logits of an AT model by fixing the top $k$ values and performing two manipulations for the remaining classes. The "permute" manipulation applies a uniform random permutation to the bottom $(N - k)$ classes where $N$ is the number of classes. This corrupts the inter-class correlation information from the bottom classes, but preserves the logit distribution. The "average" manipulation sets the bottom $(N - k)$ class values to the average of their values. A visualization of these manipulations is provided in Figure 4.

We define adversarial accuracy throughout the paper as the model’s accuracy after the first two attacks in the AutoAttack suite [36], namely auto-PGD with cross entropy (APGD-CE) and auto-PGD with the difference of logits ratio loss (APGD-DLR). We follow their attack procedure by running APGD-CE first, then use APGD-DLR on any samples correctly classified after the initial attack. We believe these attacks are sufficient to analyze how much robustness is transferred to a student. We verify for a few models that the adversarial accuracies are similar to running the full AutoAttack suite and the output-diversified initialization (ODI) attack [37].

4 Results

4.1 Dissecting logit distributional shifts

In this section, we describe our analysis of the relationship between a network’s output logit distribution and its robustness to adversarial attacks. We trained ResNet-18 based neural networks using standard and adversarial training methods on two common image-based datasets (CIFAR10 and CIFAR100) [34]. All of our experiments were run with 3 random seeds and results are shown as mean ± standard deviation, where appropriate. Table 1 shows the natural and adversarial accuracy for our standard and adversarially trained models on CIFAR10 and CIFAR100. For clarity, we will often focus on results from the CIFAR10 dataset, but the results stated below apply to each dataset except where otherwise specified. Results for CIFAR-100 are included in Appendix B. In this work, we find that standard and robust networks produce logits that differ in four important ways:

- The maximum logit values from robust networks are drawn from a distribution with a low mean and positive skew, whereas those from standard networks are drawn from a more symmetric distribution with a much larger mean.
• The "logit gap" (the difference between the maximum logit value and second largest value) is smaller in robust networks. A smaller logit gap is, counter-intuitively, less likely to yield a robust response for a given example, but required to yield robust responses overall.

• Standard networks and robust networks disagree significantly on which examples they classify confidently. Robust networks favor images on plain backgrounds while standard networks favor a more diverse set of examples.

• Standard networks and robust networks disagree significantly on which set of class labels they find most likely for a given example.

### Table 1: Accuracies on CIFAR-10 and CIFAR-100

| Model               | CIFAR-10          | CIFAR-100         |
|---------------------|-------------------|-------------------|
|                     | $A_{\text{natural}}$ | $A_{\text{adversarial}}$ | $A_{\text{natural}}$ | $A_{\text{adversarial}}$ |
| ResNet18            | 94.5% ± 0.20%     | 0.00% ± 0.00%     | 76.1% ± 0.58%       | 0.00% ± 0.00%           |
| AT ResNet18 (Epoch 40) | 74.0% ± 0.63%  | 41.5% ± 0.63%     | 49.1% ± 0.85%       | 19.3% ± 0.48%           |

Figure 1: Evolution of the maximum logit values through 200 epochs of training. A) Standard training produces networks that quickly shift toward a symmetric, high mean distribution. B) Adversarial training produces networks that stay positively skewed with a low mean until very late in training.

The maximum value of a network’s logit outputs is often interpreted as proportional to the model’s confidence in its response. As has been reported previously [13], we find that networks trained using adversarial training (AT) yield maximum logit values that are much smaller than those from networks trained with standard training methods (ST). However, the distribution is non-stationary, developing differently throughout each training method. Figure 1 shows the evolution of the maximum logit distribution across many epochs for both ST and AT networks for the CIFAR10 training dataset. Throughout standard training with the cross entropy loss function, the maximum logit value first increases across all examples, resulting in a nearly symmetric distribution with a high mean value. In contrast, adversarial training more selectively increases a network’s maximum logit value, producing a highly skewed distribution with a long positive tail throughout most of training. Interestingly, AT networks eventually converge to a largely symmetric, high mean distribution late in training while maintaining high robustness. This may relate to the observation that AT models exhibit significant overfitting after the learning rate decreases [38]. However, at convergence AT models continue to produce highly skewed maximum logit distributions on the test dataset.

While the maximum logit value has long been suspected to play a key role in generalization and adversarial robustness (e.g., via label smoothing), more recent work has focused on the "logit gap" (the difference between the maximum logit value and the second largest value). The "logit gap" is intuitively strongly related to the ability of an adversarial attack to change the network’s prediction, as it represents the distance that gradient-based perturbations must push the network’s outputs. In addition to decreasing the maximum logit value, we find that AT also produces smaller logit gaps, with many near-zero values (Figure 2A, also reported in [13]). Throughout training, ST models more quickly develop a large, nearly symmetric logit gap distribution, while AT models retain a small, positively skewed logit gap distribution until near convergence (Figure 2B). Despite this fact, the
Figure 2: Comparing the logit gaps of adversarially trained (AT) models and standard trained (ST) models. (A) AT model logit gaps are significantly smaller than ST models with a peak at zero and few gaps larger than five. (B) The black line with shaded region represents the adversarial accuracy mean and standard deviation for three models across logit gaps. In contrast to ST models, AT model’s large logit gaps are a strong indicator of adversarial accuracy.

examples with low values are not themselves robust. Instead, these small values are a necessary condition for high-confidence, robust responses. This effect can also be seen in analytically tractable models as discussed in Appendix C. Figure 2B shows the adversarial accuracy of an AT network on examples with increasing logit gaps.

To better understand the connection between adversarial robustness and the logit gap distribution, we developed an analytically solvable model that explains many of our empirical observations. Our analytical framework applies to any deep learning model and is especially suited to scenarios involving transfer learning or knowledge distillation where one has prior information provided by a teacher. We relegate the technical details of both the construction and the predictions of the solvable model to Appendix C and briefly summarize the highlights here.

Our analytical model first characterizes the space of logits leading to local minima of the cross-entropy loss conditioned on the distribution of the extrema of the logits. After identifying the space of feasible logit solutions, the model allows us to quantitatively study the effects that adversarial perturbations have on these optimal logits. In particular, we can calculate the change in the logit gap distribution induced by the adversarial perturbations. Our analysis leads us to predict that adversarial perturbations have the most pronounced negative effects on logits with high confidence on the training data. More precisely, logits with large logit gaps suffer larger perturbations to their response compared to logits with smaller gaps. Additionally, within the solvable model’s framework, logits leading to almost perfect accuracy on the training data are more susceptible to adversarial perturbations relative to models which attain high, but not perfect, accuracy on the training data while maintaining small logit gaps. In Section 4.2 we provide further evidence that these errors on the training set play a supportive role in enabling adversarial robustness. The analytical model further reveals that the presence of “small gapped” logits which make incorrect predictions on training samples serve to shield a model from large adversarial perturbations. All of these findings are either directly confirmed or strongly supported by our empirical results from experiments.

Beyond the distribution of logit values, ST and AT networks differ in their specific responses to individual examples. AT and ST networks are confident about different types of images, with AT networks favoring images on plain backgrounds and ST networks responding confidently to a more diverse set of images. These differences can be seen in Figure B.2 in the appendix. This higher confidence in AT networks to objects on plain backgrounds is likely related to the recent demonstrations of shape preference within AT networks [3, 39]. To study this effect quantitatively, we rank ordered the confidence levels of each network on each image category. In this specific case, the rank ordering was performed on the softmax values rather than the logit values, as the normalization of the softmax makes the comparison more consistent across examples. Using the logit values produces qualitatively similar results, however. Figure 3A shows a comparison between the rank orderings of an AT and ST network for all “frog” images in the CIFAR10 test set. By looking at the fraction of images that had a rank difference of more than half of its maximum value, we found that an average of 11.8% of examples across all classes were ranked very differently between AT and
Figure 3: Predictions of adversarially trained (AT) and standard trained networks differ at the level of individual examples. A) Confidence values of both AT and ST networks were rank-ordered for every “frog” image in the CIFAR10 test dataset. The scatterplot shows large discrepancies between the rankings of individual images by the two types of networks. Images where the rank difference was greater than 50% of the maximum value are shown in color. B) Comparison of the percent of examples with greater than 50% rank order difference between individual networks. Three AT networks and three ST networks and their confidence levels on individual images from each of 10 classes were compared. AT networks rank images very similarly to each other but very differently than ST networks, where an average of 11.8% of examples are ranked far apart. C) For both ST and AT networks, the average logit vector strongly predicts which classes the network will predict when it is incorrect. ST networks often predict their second most probable class whereas AT slightly favor a broader set of classes. D) We used the “average overlap” statistic to compare the set of classes predicted on individual examples by ST and AT networks (solid lines). AT networks have high overlap with other AT networks but much lower overlap with ST networks, suggesting that AT networks are very similar but select different sets of likely classes than ST networks. This difference goes away if examples are compared with other images from the same class (dashed lines), suggesting that AT networks provide more diverse predictions to images from the same class. All comparisons are plotted as mean ± standard deviation.

Knowledge distillation research indicates that the non-max logit values relate to inter-class correlations present in the dataset. Thus, not only are the logit values important, so too are the specific class indices for an individual example. For both ST and AT networks, these non-max logit values can be used to predict the errors made on natural and adversarial images alike. To see this, we first computed the average logit vector for each class across all correct answers. We then compared the fraction of incorrect guesses that corresponded to the k-th highest average logit value, for $k \in [1, 10]$ (Figure 3C). As this analysis suggests, those classes the model predicts are possible, though not the most likely, become its most likely errors when faced with an uncertain or perturbed example. ST and AT networks are quite similar in this regard. Given the utility of the rank-order of a model’s logit outputs (i.e. higher rank order is more likely to become one of the model’s incorrect guesses), we computed the average overlap between the logit rank orders for AT and ST networks. The average overlap at rank $k$ is computed as $AO@k = \frac{1}{k} \sum_{i=1}^{k} O(k)$, where $O(k) = \frac{1}{|L_1 \cap L_2|}$, the proportion of intersection between the first $k$ indices in the rank order of two vectors. Different
seeds of AT networks have significantly more overlap than AT and ST networks (Figure 3D, solid lines). Interestingly, this is driven by an increase in output variability for AT networks in response to examples of the same class, and not instead by a difference in the average logit output across examples. To see this, we permuted the examples from each class and computed the $AO_{k}$ again and found that AT networks showed less consistency than ST networks (Figure 3D, dashed lines). This suggests that AT networks produce logits that are more specifically tailored to the individual image than ST networks. In the next section we drill down on the importance of cross-class information in the AT model’s logit outputs. We focus these analyses on the CIFAR10 dataset.

4.2 Analyzing via logit distillation

To investigate how adversarial robustness is encoded in the cross-class information of model’s logits, we used both AT and ST networks as teachers in the process of knowledge distillation. It has been recently demonstrated that robustness can be taught to a student network by training the student to match an AT teacher’s softmax outputs alone [9]. This strongly suggests that the information required to ensure robust image representations is entirely contained within, and readily decoded from, the output distribution of an adversarially trained network. Thus, by manipulating the teacher outputs used to train a student network, we were able to readout important details about the way robust networks encode images. Figure 4A describes the set of manipulations we performed. From these experiments, we found that:

• Robustness is dependent on at least the top-7 logit values produced by the AT teacher.
• A significant amount of cross-class information is encoded in the training examples that the AT teacher gets incorrect.
• Hybrid models combining the AT and ST teachers produce students with remarkably little robustness.
• Student networks that are not robust show poor representations of adversarial images as early as the first residual block, similar to ST teachers.

AT teachers trained for up to 100 epochs showed a strong ability to distill their robustness. Interestingly, though teachers trained for longer retained high robustness, they could not distill it to their students. Based on our findings in the previous section, we believe this is due to the AT teachers overfitting on the training set and producing logit targets with a larger logit gap. Figure B.1 supports this interpretation, as the logit gaps on the test set remain small for these late checkpoint teachers, but the student networks only see the large gap training set outputs. Since the amount of robustness distilled to students varied by which teacher checkpoint was used, all experiments below were performed using the teacher checkpoint that produced maximum robustness (epoch 40). Our first experiment attempted

Figure 4: Fix the per sample top $k$ classes and permute the remaining classes. (A) A visual example of how the logit distribution changes after each type of manipulation where the blue bar indicates the ground truth class and the orange bars represent manipulated logit values (B) The top-3 values provide almost 80% of the full robustness, but the top-7 values are required to be within 99%.

...to characterize the number of CIFAR10 classes per example that carried relevant information in the logit vector. For each example in the training set, we fixed the top $k$ classes (by their logit values) and then either averaged or permuted the remainder. We then trained a student network using these modified teacher logit vectors and computed their adversarial robustness after convergence. We call
this the "fix-k" experiment. The results of this can be found in Figure 4B. For now we’ll focus on the "permute" case, though the results for averaging are qualitatively similar. Keeping only the top 1 class provides the student with only the teacher’s confidence and prediction for each training image. In this case, adversarial accuracy on the test dataset fell dramatically but remained at 12.43%. While this accuracy is significantly lower than the student trained with unmodified teacher logits ("normal" distillation), we point out that it is far higher than a standard trained network, where we routinely measure 0 robust images using our suite of adversarial attacks. As we reduced the number of modified components of the teacher’s logits, the students’ adversarial accuracy increased, up until modifying all but the seven largest logit values for each example. That is, up to seven logit values per image carry relevant information about the AT teacher’s robust response.

Table 2: Accuracies of students distilled using manipulated logits

| Student          | $A_{natural}$      | $A_{adversarial}$ |
|------------------|--------------------|-------------------|
| Normal           | 75.2% ± 0.30%      | 30.4% ± 0.34%     |
| Fix-1 (perm)     | 77.6% ± 0.6%       | 13.3% ± 2.0%      |
| Correct-fix-1 (perm) | 92.1% ± 0.19% | 0.1% ± 0.05%     |
| Hybrid ST-AT     | 87.86% ± 0.19%     | 0.00% ± 0.00%     |

The "fix-k" experiment makes clear that robust predictions are encoded densely in AT networks’ logit outputs. However, the retained adversarial accuracy in the student trained with "fix-1" modified logits suggests two possible explanations: 1) the robustness is due to the teacher providing a per-example confidence level to the student or 2) the robustness is due to the residual cross-class information provided by the teacher when it gets training examples wrong. To disambiguate these two options we performed a second modification to the "fix-1" logits - we corrected each incorrect teacher prediction from the training set (19.6% ± .6% of examples) by swapping the logit values for the teacher’s prediction and the ground truth label. As shown in Table 2, this "correct-fix-1" experiment resulted in a student network with much higher natural accuracy but 0% adversarial accuracy. Thus, it seems the retained adversarial accuracy provided by the max logit value from the teacher is primarily due to the information it contains about class relationships when it incorrectly predicts a training example.

In Figure 3D we showed that AT and ST networks predict significantly different sets of possible classes for individual images. It is unclear, though, whether that magnitude of an effect is critical in practice (though our "fix-k" experiments strongly suggest it). To investigate this, we created a hybrid set of teacher labels by merging the logit values from the AT teacher with the class indices from the ST teacher. If these labels could produce a robust student network, then we might be able to disentangle the challenge of creating logit vectors drawn from a specific distribution from the challenge of determining the appropriate cross-class relationships for each example. Student networks trained with these hybrid labels, however, were not robust to any examples in the CIFAR10 test dataset. Adversarial accuracy provides a blunt measure of a network’s robustness to adversarial perturbations,

![Manifold analysis of robust and non-robust teacher and student networks.](image)

Figure 5: Manifold analysis of robust and non-robust teacher and student networks. The capacity for adversarially perturbed images (A) of non-robust student networks falls off in the early layers, similar to a standard trained teacher. This is largely due to an increase in manifold radius (B) amongst these networks. The manifold dimension (C) and center correlations (D) are similar across networks.

as it only measures differences at the network output and even then only whether or not a perturbation is strong enough to change the network’s prediction. To provide further details about the scale of an adversarial image’s perturbation throughout the network, we applied a recently developed manifold
analysis technique \cite{10.1109/TIP.2018.2792584,10.1109/TPAMI.2019.2897193} (see \cite{10.1109/TPAMI.2020.2986149} for code used) to estimate the size and shape of the induced network representation as it propagates into the deeper layers. This technique is called replica mean field theoretic manifold analysis, or MFTMA, which formally connects the linear decodability of categorical data to its geometrical properties. While this analysis has primarily been applied to categorical data, we can use it to measure the separability of $\ell_\infty$ balls throughout a network. Given $P$ exemplar images, $M$ adversarial perturbations of each and $N$ dimensions, the MFTMA returns the manifold capacity, radius, dimension and center correlations. Manifold capacity is a measure of linear separability and refers to the maximum number of category manifolds that can be linearly separated given $N$ features. Manifold radius and dimension refers to the size and dimensionality of the category manifolds relevant for the linear classification. Center correlation measures the correlation between the center locations of the manifolds (refer to Appendix A for additional details). This analysis suggests that the radius of the manifold for images perturbed within an $\ell_\infty$ ball with radius $\epsilon = 8/255$ increases quickly in early layers of networks that are not adversarially robust (Figure 5B). This analysis instead focuses on the "fix-1 (avg)" experiments. Student networks trained on the "corrected-fix-1" and the "hybrid" logits exhibited significantly decreased capacity for adversarially perturbed images, nearing that of the non-robust standard trained teacher network (Figure 5A). Each tested network that exhibited non-zero adversarial accuracy showed increased capacity in the deeper layers, though the student trained with "fix-1" logits exhibited a final decrease in capacity in the last residual block.

4.3 Promise of visual similarity

Thus far, the results of our empirical analyses suggest that the outputs produced by AT networks are highly tuned and adversarial robustness falls off quickly if the information spread throughout the logit distribution is degraded. Here we note a promising lead on the origin of the cross-class information in the AT network’s logits. Starting with a seed image, we use cosine similarity on the logits to find a set of nearby images. Images nearby in the AT network’s output space are very similar in both color and object shape (Figure B.3). In contrast, images nearby in the ST network’s output space are diverse in appearance and primarily of the same class as the seed image. It seems intuitive that adversarial training would require that the network favor visual similarity, so this may prove to be a causal difference that results in the dense code that is evidenced in our "fix-k" experiments. We leave a more thorough analysis of this to future work.

5 Discussion

Adversarial training remains the gold standard for producing models that are robust to adversarial attacks. A key goal of much recent research has been to better understand the effects of adversarial training on the network such that standard training methods can be made robust through simple modifications. Given the ability of a robust teacher to distill robustness to a student network using only its soft labels, we set out to better understand the structure in a robust network’s logits in the hope that simple modifications of standard training could produce similar logits and thus ease robust distillation. Through a series of experiments and analyses, we have found that this seems unlikely.

Robust networks differ from nonrobust networks in many ways. Not only do their logit distributions show distinct features and evolve separately throughout training, but they process individual images very differently. Robust networks and nonrobust networks answer confidently on very different sets of images. They also differ significantly in how they distribute information across class indices within the logit vector. These differences appear critical to the development of robust responses, as adversarial accuracy in a student network falls after small manipulations to the logit vectors and can easily be wiped out entirely. This fall in adversarial accuracy occurs early in the network, suggesting some of these changes dramatically alter the network’s initial training dynamics.

Limitations Given the consistency of our results through many experiments, multiple datasets and an analytical model, we are hopeful in the generality of our claims. However, we recognize that significant work remains to be done to demonstrate these effects across additional datasets, network architectures, training regimes and problem domains. We feel that a focused approach was necessary for this type of experimental exploration and hope to use this work as a foundation for broader research.
Broader Impact  The challenge of adversarial attacks will continue as a growing concern as deep neural networks are deployed more broadly. For this, any work that is done to better understand how to mitigate these attacks could prove critical. Beyond the security risk that adversarial examples pose, they represent a significant gap in our understanding of how deep networks process the world. Safe and reliable deployment of DNNs depends critically on careful research into the failures of traditional training methods and the mechanisms through which alternative training methods offer improvements.
References

[1] Christian Szegedy, Wojciech Zaremba, Ilya Sutskever, Joan Bruna, Dumitru Erhan, Ian Goodfellow, and Rob Fergus. Intriguing properties of neural networks. In International Conference on Learning Representations, 2014.

[2] Arjun Nitin Bhagoji, Warren He, Bo Li, and Dawn Song. Practical black-box attacks on deep neural networks using efficient query mechanisms. In Proceedings of the European Conference on Computer Vision (ECCV), September 2018.

[3] Robert Geirhos, Patricia Rubisch, Claudio Michaelis, Matthias Bethge, Felix A Wichmann, and Wieland Brendel. Imagenet-trained cnns are biased towards texture; increasing shape bias improves accuracy and robustness. arXiv preprint arXiv:1811.12231, 2018.

[4] Robert Geirhos, Jörn-Henrik Jacobsen, Claudio Michaelis, Richard Zemel, Wieland Brendel, Matthias Bethge, and Felix A Wichmann. Shortcut learning in deep neural networks. Nature Machine Intelligence, 2(11):665–673, 2020.

[5] Anish Athalye, Nicholas Carlini, and David A. Wagner. Obfuscated gradients give a false sense of security: Circumventing defenses to adversarial examples. In ICML, pages 274–283, 2018.

[6] Florian Tramer, Nicholas Carlini, Wieland Brendel, and Aleksander Madry. On adaptive attacks to adversarial example defenses. In H. Larochelle, M. Ranzato, R. Hadsell, M. F. Balcan, and H. Lin, editors, Advances in Neural Information Processing Systems, volume 33, pages 1633–1645. Curran Associates, Inc., 2020.

[7] Ian Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples. In International Conference on Learning Representations, 2015.

[8] Ram Shankar Siva Kumar, Magnus Nyström, John Lambert, Andrew Marshall, Mario Goertzel, Andi Comissoeru, Matt Swann, and Sharon Xia. Adversarial machine learning-industry perspectives. In 2020 IEEE Security and Privacy Workshops (SPW), pages 69–75, 2020.

[9] Micah Goldblum, Liam Fowl, Soheil Feizi, and Tom Goldstein. Adversarially robust distillation. Proceedings of the AAAI Conference on Artificial Intelligence, 34(04):3996–4003, Apr. 2020.

[10] Harini Kannan, Alexey Kurakin, and Ian Goodfellow. Adversarial logit pairing. 2018.

[11] Adversarial Perturbations of Deep Neural Networks. In Perturbations, Optimization, and Statistics. The MIT Press, 12 2016.

[12] Cecilia Summers and Michael J. Dinneen. Improved adversarial robustness via logit regularization methods, 2019.

[13] Ali Shafahi, Amin Ghiasi, Furong Huang, and Tom Goldstein. Label smoothing and logit squeezing: A replacement for adversarial training? 2019.

[14] Yilun Jin, Lixin Fan, Kam Woh Ng, Ce Ju, and Qiang Yang. Rethinking uncertainty in deep learning: Whether and how it improves robustness, 2020.

[15] Chaohao Fu, Hongbin Chen, Na Ruan, and Weijia Jia. Label smoothing and adversarial robustness, 2020.

[16] Seyed-Mohsen Moosavi-Dezfooli, Alhussein Fawzi, and Pascal Frossard. Deepfool: A simple and accurate method to fool deep neural networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2016.

[17] Nicholas Carlini and David Wagner. Towards evaluating the robustness of neural networks. In 2017 IEEE Symposium on Security and Privacy (SP), pages 39–57, 2017.

[18] Nicolas Papernot, Patrick McDaniel, Xi Wu, Somesh Jha, and Ananthram Swami. Distillation as a defense to adversarial perturbations against deep neural networks. In 2016 IEEE Symposium on Security and Privacy (SP), pages 582–597, 2016.

[19] Yang Song, Taesup Kim, Sebastian Nowozin, Stefano Ermon, and Nate Kushman. Pixeldefend: Leveraging generative models to understand and defend against adversarial examples. In International Conference on Learning Representations, 2018.

[20] Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu. Towards deep learning models resistant to adversarial attacks. In International Conference on Learning Representations, 2018.
[21] Alexey Kurakin, Ian J. Goodfellow, and Samy Bengio. Adversarial machine learning at scale. In International Conference on Learning Representations, 2017.

[22] Hongyang Zhang, Yaodong Yu, Jiantao Jiao, Eric Xing, Laurent El Ghaoui, and Michael Jordan. Theoretically principled trade-off between robustness and accuracy. In Kamalika Chaudhuri and Ruslan Salakhutdinov, editors, Proceedings of the 35th International Conference on Machine Learning, volume 97 of Proceedings of Machine Learning Research, pages 7472–7482. PMLR, 09–15 Jun 2019.

[23] Yisen Wang, Difan Zou, Jinfeng Yi, James Bailey, Xingjun Ma, and Quanquan Gu. Improving adversarial robustness requires revisiting misclassified examples. In International Conference on Learning Representations, 2020.

[24] Jingfeng Zhang, Xilie Xu, Bo Han, Gang Niu, Lizhen Cui, Masashi Sugiyama, and Mohan Kankanhalli. Attacks which do not kill training make adversarial learning stronger. In Hal Daumé III and Aarti Singh, editors, Proceedings of the 37th International Conference on Machine Learning, volume 119 of Proceedings of Machine Learning Research, pages 11278–11287. PMLR, 13–18 Jul 2020.

[25] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jon Shlens, and Zbigniew Wojna. Rethinking the inception architecture for computer vision. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2016.

[26] Logan Engstrom, Andrew Ilyas, and Anish Athalye. Evaluating and understanding the robustness of adversarial logit pairing, 2018.

[27] Marius Mosbach, Maksym Andriushchenko, Thomas Trost, Matthias Hein, and Dietrich Klakow. Logit pairing methods can fool gradient-based attacks, 2019.

[28] Geoffrey Hinton, Oriol Vinyals, and Jeffrey Dean. Distilling the knowledge in a neural network. In NIPS Deep Learning and Representation Learning Workshop, 2015.

[29] Jianping Gou, Baosheng Yu, Stephen J. Maybank, and Dacheng Tao. Knowledge distillation: A survey. International Journal of Computer Vision, 129(6):1789–1819, Jun 2021.

[30] Tommaso Furlanello, Zachary Lipton, Michael Tschannen, Laurent Itti, and Anima Anandkumar. Born again neural networks. In Jennifer Dy and Andreas Krause, editors, Proceedings of the 35th International Conference on Machine Learning, volume 80 of Proceedings of Machine Learning Research, pages 1607–1616. PMLR, 10–15 Jul 2018.

[31] Jiaxi Tang, Rakesh Shivanna, Zhe Zhao, Dong Lin, Anima Singh, Ed H. Chi, and Sagar Jain. Understanding and improving knowledge distillation, 2021.

[32] Mary Phuong and Christoph Lampert. Towards understanding knowledge distillation. In Kamalika Chaudhuri and Ruslan Salakhutdinov, editors, Proceedings of the 35th International Conference on Machine Learning, volume 97 of Proceedings of Machine Learning Research, pages 5142–5151. PMLR, 09–15 Jun 2019.

[33] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 770–778, 2016.

[34] Alex Krizhevsky. Learning multiple layers of features from tiny images. Technical report, 2009.

[35] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Kopf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. Pytorch: An imperative style, high-performance deep learning library. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alché-Buc, E. Fox, and R. Garnett, editors, Advances in Neural Information Processing Systems 32, pages 8024–8035. Curran Associates, Inc., 2019.

[36] Francesco Croce and Matthias Hein. Reliable evaluation of adversarial robustness with an ensemble of diverse parameter-free attacks. In Hal Daumé III and Aarti Singh, editors, Proceedings of the 37th International Conference on Machine Learning, volume 119 of Proceedings of Machine Learning Research, pages 2206–2216. PMLR, 13–18 Jul 2020.

[37] Yusuke Tashiro, Yang Song, and Stefano Ermon. Diversity can be transferred: Output diversification for white- and black-box attacks. In H. Larochelle, M. Ranzato, R. Hadsell, M. F. Balcan, and H. Lin, editors, Advances in Neural Information Processing Systems, volume 33, pages 4536–4548. Curran Associates, Inc., 2020.
[38] Leslie Rice, Eric Wong, and Zico Kolter. Overfitting in adversarially robust deep learning. In Hal Daumé III and Aarti Singh, editors, Proceedings of the 37th International Conference on Machine Learning, volume 119 of Proceedings of Machine Learning Research, pages 8093–8104. PMLR, 13–18 Jul 2020.

[39] Yingwei Li, Qihang Yu, Mingxing Tan, Jieru Mei, Peng Tang, Wei Shen, Alan Yuille, and cihang xie. Shape-texture debiased neural network training. In International Conference on Learning Representations, 2021.

[40] William Webber, Alistair Moffat, and Justin Zobel. A similarity measure for indefinite rankings. ACM Transactions on Information Systems (TOIS), 28(4):1–38, 2010.

[41] SueYeon Chung, Daniel D Lee, and Haim Sompolinsky. Classification and geometry of general perceptual manifolds. Physical Review X, 8(3):031003, 2018.

[42] Uri Cohen, SueYeon Chung, Daniel D Lee, and Haim Sompolinsky. Separability and geometry of object manifolds in deep neural networks. Nature communications, 11(1):1–13, 2020.

[43] Cory Stephenson, Jenelle Feather, Suchismita Padhy, Oguz H. Elibol, Hanlin Tang, Josh McDermott, and SueYeon Chung. Untangling in invariant speech recognition. In Hanna M. Wallach, Hugo Larochelle, Alina Beygelzimer, Florence d’Alché-Buc, Emily B. Fox, and Roman Garnett, editors, Advances in Neural Information Processing Systems 32: Annual Conference on Neural Information Processing Systems 2019, NeurIPS 2019, December 8-14, 2019, Vancouver, BC, Canada, pages 14368–14378, 2019.

[44] Y. Fyodorov. A spin glass model for reconstructing nonlinearly encrypted signals corrupted by noise. Journal of Statistical Physics, 175(5):789 – 818, 2019.
A Additional methods

A.1 Computational requirements

All experiments were run on an internal cluster. Individual experiments utilized computational units with 1 NVIDIA Titan Xp GPU, 12 CPU cores and 16 GB RAM each. On this hardware, the average runtime per training run are described in Table 3. In total, the results in this paper represent 136 total training runs. Our experiments were developed using the PyTorch library (pytorch.org), which is open-sourced under the BSD license. Many of our experiments were run on the CIFAR10 and CIFAR100 datasets, which is publicly available under the MIT license.

| Training          | Wall time CIFAR10 | Wall time CIFAR100 |
|-------------------|------------------|--------------------|
| Standard          | 1.66 Hr          | 1.66 Hr            |
| Adversarial       | 18 Hr            | 18 Hr              |
| Knowledge distillation | 3.83 Hr      | -                  |

A.2 Experiment hyperparameters

We use ResNet-18 models for our CIFAR-10 and CIFAR-100 experiments. We train our models for 200 epochs using SGD with momentum of 0.9, learning rate of 0.1 decreased by 0.1 at epoch 100 and 150, batch size of 128, and weight decay of 2e-4. We apply random crops and horizontal flips as data augmentations. The architecture and hyperparameters were chosen to match which we used as the basis for our ResNet18 implementation. For CIFAR-10, we removed 500 random training samples from each class to be used as a validation set. The validation set was used to check progress during training, but all reported results are from the provided CIFAR-10 test set. Results on CIFAR-100 were more sensitive to using a reduced training set, so CIFAR-100 results are from models trained on the full training set.

For adversarial training, we use the projected gradient descent (PGD) algorithm from to generate the adversarial examples within an \( \ell_\infty \) ball with radius \( \epsilon = \frac{8}{255} \). We apply 10 iterations of PGD with a step size of \( \frac{2}{255} \). We use the same architectures and apply the same hyperparameters as our standard training. We use the PGD implementation from.

A.3 Modifications to robust distillation

Our work is focused on transferring adversarial robustness by distilling an adversarially trained model using only clean images. This method was demonstrated by, but we make three observations and changes to the original setup:

1. The teacher’s number of training epochs has significant impact on the student’s adversarial and natural accuracies. As shown in Figure A.6a, the student’s adversarial accuracy ranges from nearly 40% to 0% when distilling from epoch 20 and 200 respectively. We believe this is related to the observation that adversarially trained models exhibit significant overfitting starting a few epochs after the first learning rate decay. We use the teacher’s epoch 40 checkpoint since it provides the best trade-off between natural and adversarial accuracy.

2. Distilling the teacher’s logits using the L1 loss consistently transfers more robustness than distilling the teacher’s softmax output using the KL divergence loss as shown in Figure A.7a. In particular for epoch 100 teacher, there is a 25% absolute difference between student’s trained on logit versus softmax distillation. The improvement is likely similar to increasing the temperature as in 9, but no temperature tuning is required. Additionally, logit distillation leads to lower L1 and KL loss values, suggesting the improvement is from the student getting closer to matching the teacher.

3. When training with knowledge distillation, the target logit is generated by feeding the current batch through the teacher network. This means the target logit for a sample varies based on the current batch statistics and data augmentations. Varying each sample’s target logit across epochs significantly complicates analysis, so we aim to assign a single target logit per image. We find the best method is to average a sample’s target logit across several batches and data augmentations.
A.4 Replica-based Mean Field Theory Manifold Analysis

In this section, we summarize the theory underlying the Replica-based Mean-Field Theoretic Manifold Analysis (MFTMA) used in this paper. First introduced in [41], this framework has been used to analyze internal representations of deep networks, ranging from visual [42] to speech problems [43]. Based on replica theory in statistical physics, the MFTMA framework measures the “manifold” capacity, defined as the maximum number of object manifolds (point clouds in the feature space, tagged with categorical labels) such that the majority of the ensemble of random dichotomy labels for these objects manifolds can be linearly separated. This is a direct generalization of ‘shattering’ capacity of a perceptron, where the counting unit for the perceptron is number of objects (where each objects manifold can include a finite or infinite number of points), rather than number of discrete patterns. The expression for the manifold capacity in the MFTMA framework gives rise to new measures for characterizing geometric properties of object manifolds. Example of these object manifolds are population responses to different exemplars in the same object class (a class manifold), or an exemplar manifold created by a variability around a single stimulus (i.e., a single image or an utterance), where variability in the manifold can be from an adversarial perturbation, such that the shattering capacity of object manifolds can be formally expressed in terms of the geometric properties of object manifolds. As the measure of ‘manifold capacity’ can be empirically evaluated (just as the perceptron capacity can be empirically evaluated), the match between the empirical manifold capacity and the theoretical manifold capacity predicted from the object manifolds’ properties has been shown in many domains with different datasets [41, 42, 43]. As the framework formally...
connects the representational geometric properties and the object manifold’s classification capacity, the measures from this framework are particularly useful for gaining a mechanistic account of how information content about objects are embedded in the structure of the internal representations from deep networks. Below we provide additional details of the measures from this framework: manifold capacity and the geometrical properties (such as manifold dimension, radius, width, and manifold center correlation).

A.4.1 Manifold Capacity

Given neural or feature representations where \( P \) object manifolds are embedded in \( N \)-dimensional ambient feature (or neural state) space, load is defined as \( P/N \). Large/small load implies that many/few object manifolds are embedded in the feature dimension. Consider a linear classification problem where binary positive and negative labels are assigned randomly to \( P \) object manifolds, while all the points within the same manifold share the same label, and the problem is to find a linearly classifying hyperplane for these random manifold dichotomies. Note that there are \( 2^P \) manifold dichotomies, as each object manifold can be either assigned positive or negative labels.

**Manifold capacity** is defined as the critical load \( \alpha_c = P/N \) such that above this value, most of these dichotomies have linearly separating solution, and below this value, most of the dichotomies do not have linearly separating solution. A system with a large manifold capacity has object manifolds that are well separated in the feature space, and a system with a small manifold capacity has object manifolds that are highly entangled in the feature space.

**Interpretation** Here we provide useful interpretations of manifold capacity. First, as the manifold capacity is defined as the critical load for a linear classification task, it captures the linear separability of object manifolds. Second, the manifold capacity is defined as the maximum number of object manifolds that can be packed in the feature space such that they are linearly separable, it has a meaning of how many object manifolds can be “stored” in a given representation such that they can distinguished by the downstream linear readout. Third, the manifold capacity captures the amount of linearly decodable object information per feature dimension embedded in the distributed representation.

Manifold capacity, \( \alpha_M = P/N \), can be estimated using the replica mean field formalism with the framework introduced by [41] and refined in [42]. As mentioned in the main text, \( \alpha_M \) is estimated as \( \alpha_{MFT} \), or MFTMA manifold capacity, from the statistics of anchor points, \( \tilde{s} \), a representative point for the points within a object manifold that contributes to a linear classification solution. The general form of the MFTMA manifold capacity has been shown [41, 42] to be:

\[
\alpha^{-1}_{MFTMA} = \left( \frac{\langle t_0 + \tilde{t} \cdot \tilde{s}(\tilde{T}) \rangle^2}{1 + \|\tilde{s}(\tilde{T})\|^2} \right)_{\tilde{t},t_0}
\]

where \( \langle \ldots \rangle_{\tilde{t},t_0} \) is a mean over random \( D \)- and 1- dimensional Gaussian vectors \( \tilde{t}, t_0 \) whose components are i.i.d. normally distributed \( t_i \sim \mathcal{N}(0, 1) \).

This framework introduces the notion of anchor points, \( \tilde{s} \), uniquely given by each \( \tilde{t}, t_0 \), representing the variability introduced by all other object manifolds, in their arbitrary orientations. \( \tilde{s} \) represents a weighted sum of support vectors contributing to the linearly separating hyperplane in KKT (Karush–Kuhn–Tucker) interpretation.

A.4.2 Manifold Geometric Measures

The statistics of these anchor points play a key role in estimating a object manifold’s effective Manifold Radius \( R_M \) and Manifold Dimension \( D_M \), as they are defined as:

\[
R_M = \sqrt{\langle \|\tilde{s}(\tilde{T})\|^2 \rangle_{\tilde{T}}}
\]

\[
D_M = \langle (\tilde{t} \cdot \tilde{s}(\tilde{T}))^2 \rangle_{\tilde{T}}
\]

where \( \tilde{s} = \tilde{s}/\|\tilde{s}\| \) is a unit vector in the direction of \( \tilde{s} \), and \( \tilde{T} = (\tilde{t}, t_0) \), representing a combined coordinate for the manifold’s embedded space, \( \tilde{t} \), and the manifold’s center direction \( t_0 \).

**Manifold Dimension** measures the dimensionality of the projection of \( \tilde{t} \) on its unique anchor point \( \tilde{s} \), capturing the dimensionality of the regions of the manifolds playing the role of support vectors. In other
words, the manifold dimension is the dimensionality of the object manifolds realized by the linearly separating hyperplane. High value of $D_M$ implies that the fraction of the part within the object manifold embedded in the margin hyperplane is high-dimensional, thereby implying that the classification problem is hard.

**Manifold Radius** measures the average norm of the anchor points, $\tilde{s}(T)$, within the manifold subspace, capturing the size of the object manifold realized by the linearly separating hyperplane. A small value of $R_M$ implies tightly grouped anchor points.

**Center Correlation** $\rho_{\text{center}}$ measures the average pairwise correlation between manifold centroids. Small correlation indicates that on average, manifolds lie along different directions in feature space.

If the object manifold centers are in random locations and orientations, the geometric properties predict the MFTMA manifold capacity [41], by

$$\alpha_{\text{MFTMA}} \approx \alpha_{\text{Ball}}(R_M, D_M) \approx \alpha_{\text{point}}\left(R_M \cdot \sqrt{D_M}\right)$$

where,

$$\alpha_{\text{Ball}}^{-1}(R, D) = \int_{-\infty}^{R \sqrt{D}} D t_0 \frac{(R \sqrt{D} - t_0)^2}{R^2 + 1}$$

is a capacity of $L_2$ spheres with radius $R$ and dimension $D$ as defined in [?] and

$$\alpha_{\text{Point}}^{-1}(\kappa) = \int_{-\infty}^{\kappa} D t (t - \kappa)^2$$

is a classification capacity of points given an imposed margin of $\kappa$ as defined in [41].

In real data, the manifolds have various correlations, hence the above formalism has been applied to the data projected into the null spaces of manifold centers, similar to the method proposed by [42].

The validity of this method is shown in various literature [42, 43], where a good match between the MFTMA manifold capacity and the ground truth (empirical) capacity has been demonstrated (where the empirical capacity is computed using a bisection search on the critical number of feature dimensions required in order to reach roughly 50% chance of having linearly separable solutions given a fixed number of manifolds and their geometries). Hence, the manifold capacity or $\alpha_M$ refers to the mean-field approximation of the manifold capacity, $\alpha_{\text{MFTMA}}$ or MFTMA Manifold Capacity. For more details on the theoretical derivations and interpretations for the mean-field theoretic algorithm, see [42, 41].

### A.4.3 Capacity: theory vs. simulation

In Figure A.8, we show empirical (simulated) capacity vs MFTMA predicted capacity for adversarial perturbation manifolds in all analyzed layers of the models presented in the current study. We observe a tight relationship between MFTMA and simulated capacity, with MFTMA mildly overestimating capacity consistent with prior work [42].

![Simulation vs. Theoretical Capacity](image)

Figure A.8: **MFTMA capacity approximately predicts simulated capacity** for all layers and all models presented, consistent with prior work [42].
B  Additional results

B.1  Teacher logits

We find that an AT network can no longer transfer robustness after epoch 100 and this is likely due to the maximum logit and logit gap distributions becoming similar to the ST network at this late epochs. Figure B.1A and B illustrate that the ST and AT logit distributions are similar on the training set at late epochs. But these late epoch AT networks are still robust, so there should be some distribution differences to ST network. Figure B.1C shows that the AT network maintains a significantly skewed distribution on the testing set after epoch 100, indicating the AT network is still robust.

Figure B.1: Logit gap distributions across training epochs. (A, B) ST and AT logit gap distributions on the training set become very similar after epoch 100. (C) AT logit gap distribution on the testing set maintains a highly skewed, lower mean distribution.

We demonstrated that AT and ST networks are confident in different types of images in Figure 3B. In Figure B.2 we visualize samples where the AT and ST networks either agree or disagree on high and low confidence images. From the top-right and bottom-left squares, AT and ST networks agree on white background images being high confidence and ambiguous images being low confidence. From the bottom-right and top-left squares, the ST network appears to label some white background images as lower confidence and prioritizes more ambiguous samples to be high confidence. This shows AT networks are more consistent at rating samples with clear class indicators as high confidence.
Figure B.2: ST and AT networks are confident in their responses to different frog images. AT networks are primarily confident in unambiguous samples where the object’s shape is prominent (right quadrants). ST networks are confident in a more diverse set of samples (upper quadrants), with some plain background images (top right) but many more complex frog images (top left).

B.2 CIFAR100

Here, we replicate the maximum logit value analysis for CIFAR-100. Figure B.4 compares how standard training (ST) and adversarial training (AT) effect a network’s max logit value for the CIFAR-100 dataset. Similar to Figure 1, AT networks are more positively skewed with a long positive tail early in training. Eventually, AT networks converge to an almost symmetric distribution. In contrast to the CIFAR-10 results, the ST network is less symmetric and exhibits a slightly longer positive tail. Additionally, both ST and AT models have larger average maximum logits.

Next, we examine logit gap distribution for CIFAR-100. Figure B.5 compares the logit gaps of AT and ST models at epoch 40 of training. Similar to the CIFAR-10 results in Figure 2, the CIFAR-100 AT network has a logit gap distribution with a distinct peak at zero and a quick decline for larger values. The CIFAR-100 ST network still has significantly larger logit gaps than the AT network, but the mean logit gap is noticeably less than the mean logit gap for CIFAR-10 ST networks. This shift is likely due to the increased difficulty of CIAR-100.

Finally, we computed the average overlap [40] between the logit rank orders for AT and ST networks on CIFAR-100. In contrast to CIFAR-10, we find ST networks to have more overlap than AT networks for k < 10. After k > 10, AT networks start to have more overlap than ST networks. The AT network overlap has a larger degradation than ST network overlap when we permute the samples within each class. Similar to CIFAR-10, this illustrates AT networks have more output variability in response to examples of the same class. The results are shown in Figure B.6.
Figure B.3: AT networks represent visually similar images more closely together than ST networks. The left column shows seed images from five CIFAR10 categories. Each row shows the 5 most similar images according to an ST network (center) and AT network (right) to the corresponding seed image, as ranked by the cosine similarity of the logits. AT networks favor similar colors and shapes, at the expense of keeping images from different classes close together.

Figure B.4: Evolution of the maximum logit values through 200 epochs of training for CIFAR-100. (a) Standard training results in distributions with less skew and a significantly larger mean. (b) Adversarial training results in distributions with significantly more positive skew and lower mean until very late in training.
Figure B.5: Comparing the logit gaps of adversarial trained (AT) networks and standard trained (ST) networks at epoch 40. (a) AT network logit gaps are significantly smaller than ST networks with a peak at zero and few gaps larger than five. (b) The black line with shaded region represents the adversarial accuracy mean and standard deviation for three networks across logit gaps. In contrast to ST networks (with zero adversarial accuracy), AT network’s large logit gaps are a strong indicator of adversarial accuracy.

Figure B.6: Measuring the "average overlap" statistic to compare the set of classes predicted on individual examples by ST and AT networks (solid lines). AT networks have higher overlap with other AT networks than with ST networks, suggesting that AT networks select different sets of likely classes than ST networks. This difference is reduced if examples are compared with other images from the same class (dashed lines), suggesting that AT networks provide more diverse predictions to images from the same class. All comparisons are plotted as mean ± standard deviation.
C An Analytically Tractable Model

| Description | Dimensions |
|-------------|------------|
| \( y \) | class index represented as a one-hot vector |
| \( z(x) \) | logit given input sample \( x \) |
| \( \beta_k \) | \( z \cdot \max \), i.e. the largest component of \( z \) |
| \( L_{CE}(z|y) \) | cross-entropy loss given \( (z,y) \) |
| \( a \odot b \) | elementwise product of the vectors \( a, b \) |
| \( a \otimes b \) | outer product of the vectors \( a, b \) |
| \( \text{DIAG}(a) \) | diagonal matrix from the elements of \( a \) |
| \( 1 \) | vector whose components are all unity |
| \( N_{\text{classes}} \) | dimension of \( z \) |
| \( N_{\text{classes}} \) | dimension of \( \beta_k \) |
| \( 1 \) | dimension of \( a \times \text{dimension of } b \) |
| \( (\text{dimension of } a)^2 \) | |

C.1 Preliminaries

- Given any vector \( v \in \mathbb{R}^m, m \geq 2 \), define the subset \( \mathcal{S}_m(v) \subset \mathbb{R}^m \) via

\[
\mathcal{S}_m(v) := \left\{ u \in \mathbb{R}^m \mid v \cdot u = 0, \max_{1 \leq i \leq m} \{ u_i \} < \max_{1 \leq i \leq m} \{ v_i \} \right\}
\]  

(1)

In other words, \( \mathcal{S}_m(v) \) consists of all vectors in \( \mathbb{R}^m \) which are orthogonal to \( v \) and have their largest components strictly smaller than the largest component of \( v \).

- Given any trained deep neural network with logits \( z(x) \) corresponding to training input \( x \) with label \( y(x) \), we define
  - \( \beta_k(x) := \text{largest component of } z(x) \)
  - \( \hat{\beta}_k(x) := \text{projection of } z(x) \text{ onto its largest component, i.e. } \hat{\beta}_k(x) \cdot z(x) = \beta_k(x) \).

C.2 Analytically tractable logit estimates

C.2.1 Motivation

A deep neural network is trained to construct a mapping \( x \mapsto z(x) \) via a complex composition of parametrized non-linear functions, rendering any analytical treatment intractable. Our approach proposes replacing the actual trained logits \( z(x) \) with surrogates that, in a very precise sense, mimic the true logits.

Given a training sample \( (x, y(x)) \) that yields a logit \( z(x) \), we fix the projection \( \beta_k \hat{\beta}_k \) onto the logit’s largest component, and consider the set \( \mathcal{S}_N_{\text{classes}}(\hat{\beta}_k \beta_k) \) (c.f. definition [1]). Within each such set, we minimize the cross-entropy loss and extract

\[
\hat{\nu}(\beta_k(x) \hat{\beta}_k(x), y(x)) := \arg \min_{u \in \mathcal{S}_N_{\text{classes}}(\hat{\beta}_k \beta_k)} L_{CE}(\beta_k(x) \hat{\beta}_k(x) + u|y(x))
\]

Once this is done, we will have a parametrization of surrogate logits \( \tilde{z} \) such that

- \( \tilde{z}(x) := \beta_k(x) \hat{\beta}_k(x) + \hat{\nu}(\beta_k(x), \hat{\beta}_k(x), y) \) is a stationary point for the loss, and
- the largest component of \( \tilde{z}(x) \) and the original/true \( z(x) \) are identical.

It follows that the surrogate logits \( \tilde{z} \) and the true logits \( z \) have identical (top-1) classification performance on the training set, and both lie in neighborhoods that contain stationary/critical points of the cross-entropy loss.

Thus, given logits \( z \) from a trained deep neural network, e.g. logits from a Resnet trained on CIFAR-10, we carry out the minimization procedure outlined above to obtain a set of surrogate logits \( \tilde{z} \), such that the latter provide us with analytically tractable estimates of former.

C.2.2 Constructing surrogate logits

Our ultimate goal is to derive an analytically tractable model for the logits of a trained deep neural net under the assumption that the neural net achieves an error rate \( \varepsilon_{\text{error}} \) in the absence of adversarial perturbations to the inputs.
Following the discussion in the previous section, for a trained model with an error rate \( \varepsilon_{\text{error}} \), we have, by definition, that for input \( x \) with label \( y(x) \)

- \( \hat{\phi}_a(x) \parallel y(x) \) with frequency \( 1 - \varepsilon_{\text{error}} \)
- \( \hat{\phi}_a(x) \perp y(x) \) with frequency \( \varepsilon_{\text{error}} \)

Crucially, we note that the error rate \( \varepsilon_{\text{error}} \) is not an independent free parameter, but rather a function of \( z \) and \( y \).

**C.2.3 Loss minimization**

As previously discussed, we construct candidates for surrogate logits by solving the minimization problem

\[
\begin{align*}
\hat{\beta}_a(x, y(x)) &:= \arg\min_{u \in \mathcal{S}_{\beta_a}} \mathcal{L}_{\text{CE}}(\beta_a \hat{\phi}_a(x) + u|y(x))
\end{align*}
\]

(2)

We carry out the minimization procedure separately for each of the following cases:

- If \( z(x) \) leads to the correct classification of the input training pair \( (x, y(x)) \), we are assured that \( \hat{\phi}_a(x) \parallel y(x) \), in which case, we minimize

\[
\mathcal{L}_{\text{CE}}(\beta_a y + u|y) \text{ over all } u \in \mathcal{S}_{\beta_a}(\beta_a y)
\]

- If, instead, the input training pair \( (x, y) \) is misclassified, we have \( \hat{\phi}_a(x) \perp y \). For such instances, we minimize

\[
\mathcal{L}_{\text{CE}}(\beta_a \hat{\phi}_a + u|y) \text{ over all } u \in \mathcal{S}_{\beta_a}(\beta_a \hat{\phi}_a)
\]

**C.2.4 Perturbative solutions to the minimization problem**

For analytical tractability, we assume that the logits of a trained deep neural net are such that \( ||z - \beta_a \hat{\phi}_a||^2 \ll ||\beta_a||^2 \). Intuitively, this means that the largest component of \( z \) and its norm are roughly of the same size. This allows us to analyze the loss as a convergent power series of \( ||z - \beta_a \hat{\phi}_a|| \). A straightforward Taylor expansion of the loss in a neighborhood of \( \beta_a \hat{\phi}_a \) yields

\[
\mathcal{L}_{\text{CE}}(\beta_a \hat{\phi}_a + v|y) = \log Z_{\beta_a} - \beta_a \hat{\phi}_a \cdot y + v \cdot (h_{\beta_a} - y) + \frac{1}{2} v \cdot Q(h_{\beta_a})^2 v + \frac{1}{6} v \cdot (h_{\beta_a})^2 v - \frac{1}{3} v \cdot (h_{\beta_a})^1 v \\
+ O(||v||^4)
\]

(3)

where \( \log Z_{\beta_a} := \beta_a + \log \left[ 1 + e^{-\beta_a} (N_{\text{classes}} - 1) \right] \) and the external field \( h_{\beta_a} \) is given by

\[
h_{\beta_a} := \frac{1}{e^{\beta_a} + (N_{\text{classes}} - 1)} \left[ 1 + (e^{\beta_a} - 1) \phi_a \right]
\]

while \( Q \) is a quadratic form defined as

\[
Q(h_{\beta_a}) := \text{DIAG}(h_{\beta_a}) - h_{\beta_a} \otimes h_{\beta_a}
\]

After carefully walking through a lengthy, yet straightforward, calculation, one can fully characterize the local minima of the loss in equation [3].

(A) For correctly classified examples, the stationary points of [3] are given by

\[
\frac{1}{2} v(\beta_a, y) = f_\pm(\beta_a)(1 - y) \text{ with } \beta_a \in \{ u \in \mathbb{R} | u \geq f_\pm(u) \}
\]

(4)

where

\[
f_\pm(\beta_a) := \frac{1 + e^{-\beta_a} (N_{\text{classes}} - 1)}{1 - e^{-\beta_a} (N_{\text{classes}} - 1)} \left[ -1 \pm \sqrt{1 + \frac{2e^{-2\beta_a} [1 - e^{-\beta_a} (N_{\text{classes}} - 1)]}{1 + e^{-\beta_a} (N_{\text{classes}} - 1)}^2} \right]
\]

There are several reasons why this approach is expected to yield insight into the complete optimization of the loss, one of which is outlined below.
(B) For misclassified samples, i.e. \( \hat{\phi}_a \neq y \), the minima are given by

\[
\nu_{\pm}(\beta, \hat{\phi}_a, y) = g_{\pm}(\beta) y + \psi_{\pm}(\beta)(1 - \hat{\phi}_a - y) \quad \text{with} \quad \beta \in \{ u \in \mathbb{R} | u > \max (\psi_{\pm}(u), g_{\pm}(u)) \}
\]

where

\[
g_{\pm}(\beta) := -\frac{1 - e^{-\beta}}{1 - e^{-\beta z}} (N_{\text{classes}} - 3) \left[ 1 \pm \kappa(\beta) \right]
\]

\[
\kappa(\beta) := \frac{1 + e^{-\beta z} (N_{\text{classes}} - 1)}{1 - e^{-\beta z} (N_{\text{classes}} - 1)} \sqrt{1 + \frac{2[1 - e^{-\beta z} (N_{\text{classes}} - 1)][1 - e^{-\beta z} (N_{\text{classes}} - 3)]}{[1 + e^{-\beta z} (N_{\text{classes}} - 1)] [1 - e^{-\beta z} (N_{\text{classes}} - 3)]}}\]

\[
\psi_{\pm}(\beta) := 2 \left[ \frac{e^{-\beta z}}{1 - e^{-\beta z} (N_{\text{classes}} - 1)} g_{\pm}(\beta) - \frac{1 + e^{-\beta z} (N_{\text{classes}} - 1)}{1 - e^{-\beta z} (N_{\text{classes}} - 3)} \right]
\]

The solutions in (4) indicate that not all values of \( \beta \) give rise to stationary points of the loss. Rather, candidates in \( \mathcal{F}_{\text{N-classes}} \) only yield stationary points for the loss at select values of \( \beta \) in the intervals indicated in equations (4, 5). We can readily visualize permissible values of \( \beta \) by plotting the \( \beta \)-constraints in equations (4, 5).

![Figure C.1: Constraints on \( \beta \). The second top panel shows that only values \( \beta > 3.5 \) are admissible in the solutions to the stationary points of the loss in cases where the inputs are misclassified.](image)

From the figure, we see that the only active constraint is on logits that misclassified examples, where we see that stationary solutions require \( \beta > 3.5 \). In a surprising twist, it turns out that, empirically, adversarially robust logits happen to have a distribution with a mean that is close to 3.5!

To summarize our findings thus far, we have found that for each training example,

- we can explicitly determine logits that are stationary points of the cross-entropy loss – equations (4) & (5) – depending on whether the example was misclassified or not.
- We obtain a pair of solutions per logit, depending on the sign of the square root terms in (4, 5).
- The critical logits for misclassified examples have their maximum constrained by the function \( g_{\pm} \) in (5) as seen in figure (C.1).

With the solutions to the stationary points (4, 5) in hand, we can establish their utility by substituting the solutions back into the expression for the exact cross-entropy loss (as opposed to the approximate loss used in our derivation), and examine their plots. For ease of exposition, we confine ourselves to the positive root solutions.

For the purposes of visualizing the loss, we need to reduce the vast number of the \( \{ \beta_a \} \) parameters determining the stationary points. There are of course \( N_{\text{data}} \) such parameters, one for each sample in the training data. We
propose lumping the values of $\beta_z$ into two groups depending on whether $z(x)$ led to a correct classification or not. Hence, we set

$$\beta_z(x) = \begin{cases} \beta_{✓} & \text{if } x \text{ is correctly classified (occurs at a rate } 1 - \varepsilon_{\text{error}}) \\ \beta_{✗} & \text{if } x \text{ is misclassified (occurs at a rate } \varepsilon_{\text{error}}) \end{cases}$$

and take into account the constraint $\beta_{✗} > 3.5$ as discussed above.

![Image of loss surface](image.png)

Figure C.2: The “mean-field” loss surface as a function of $(\beta_{✓}, \beta_{✗}) = (\beta_1, \beta_2)$

From figure C.2, we discern that

(a) large values of $\beta_{✓}$ give rise to stationary points corresponding to near zero values of the loss. On the other hand, as seen in the top left panel of figure C.1, large values of $\beta_{✓}, \beta_{✗}$ correspond to large values of the logit gaps $\beta_{✓} - f(\beta_{✓})$ and $\beta_{✗} - g(\beta_{✗})$. Hence, within this framework, large logit gaps give rise to stationary points with low loss values.

(b) Small gap values for “incorrect” logits paired with small-to-moderate logit gaps for the “correct” logits also yield low loss values.

(c) Large gap values for “incorrect” logits paired with small logit gaps for the “correct” logits leads to higher loss values.

Our central concern is understanding how the conclusions in items (a) and (b) above are modified when we include adversarial perturbations in our setup.

### C.2.5 Adversarial Perturbations

Now that we have a handle on some expected features of the logits of a model that achieves a given accuracy on the training data, we can ask what happens to these logits when the model is subjected to adversarial perturbations.

For analytic tractability, we confine ourselves to the simplest version of the so-called FGSM adversarial attacks [7] where each input feature vector $x$ undergoes a perturbation $x \mapsto x + \epsilon \delta x$, with

$$\delta x := \frac{1}{\|\nabla_x L_{CE}(z(x)|y)\|} \nabla_x L_{CE}(z(x)|y) = \frac{1}{\|\nabla_x L_{CE}(z(x)|y)\|} [\text{Jac}_x z]^T \nabla_x L_{CE}(z|y)$$

where $[\text{Jac}_x z]$ is the Jacobian of the map $x \mapsto z(x)$. The perturbation in [6] then induces a perturbation to the logits $z(x) \mapsto z(x + \epsilon \delta x) := z(x) + \delta z(x)$, where

$$\delta z(x) = \epsilon [\text{Jac}_x z] \delta x + O(\epsilon^2)$$

$$= \frac{\epsilon}{\|\nabla_x L_{CE}(z(x)|y)\|} [\text{Jac}_x z]^T \nabla_x L_{CE}(z|y) + O(\epsilon^2)$$

The $O(\epsilon^2)$ truncation above assumes we are working in the linear response regime. A rigorous justification of the truncation would require demonstrating that the $O(\epsilon^2)$ term has a strictly smaller norm than the linear contribution. We take this as granted for now.
We would like to understand how the logit gaps change under adversarial perturbations. To do so, we substitute our surrogate logit solutions (4, 5) into equation (8), and consider examples \( x \) for which equation (7) takes the form

\[
\delta z^\mu = \epsilon \sum_{\nu=1}^{N_{\text{data}}} \Omega_\nu [z^\nu \cdot (1 - N_{\text{classes}} y^\nu)] z^\nu + O(\epsilon^2)
\]

where the coefficients \( \Omega_\nu \) are non-negative functions of the population input features \( \{ x^\mu \} \) in the training data, and otherwise play only a peripheral role in our discussion.

Let \( 1 \leq \mu, \nu \leq N_{\text{data}} \) denote sample indices for the data used to train the model, such that \( z^\mu \) denotes the logit output given training input \( x^\mu \). Similarly, \( y^\nu \) denotes the ground truth label for the input \( x^\nu \).

We are ultimately interested in figuring out the effects of the perturbation on the optimal logits defined in (4, 5).

Let \( x \) be output given training input \( x^\mu \). Similarly, \( y^\nu \) denotes the ground truth label for the input \( x^\nu \).

We will show that under an FGSM attack, equation (7) takes the form

\[
\Omega
\]

which, when directly substituted into (8) gives

\[\delta \left( \beta_{\nu} - \ell(\beta_{\nu}) \right) = \frac{\epsilon}{N_{\text{classes}} - 1} \sum_{\nu=1}^{N_{\text{data}}} \Omega_\nu \left( (z^\nu \cdot 1) - N_{\text{classes}} z^\nu \cdot z^\nu \right) + O(\epsilon^2)\] (9)

Equation (9) provides an explicit expression for the expected change in the logit gaps due to adversarial perturbations. More precisely, we first partition the sum over the training data on the RHS of (9) into disjoint subsets consisting of correctly classified and misclassified examples as \( \{ 1 \leq \nu \leq N_{\text{data}} \} = \{ \nu \in \nu \} \cup \{ \nu \in \nu \} \).

After setting

\[
(1 - \varepsilon_{\text{error}}) \Omega_\nu (\epsilon) := \sum_{\nu \in \nu} \epsilon \Omega_\nu \quad \text{and} \quad \varepsilon_{\text{error}} \Omega_\nu (\epsilon) := \sum_{\nu \notin \nu} \epsilon \Omega_\nu
\]

we substitute our surrogate logit solutions (4, 5) into the RHS of (9) to obtain

\[
\delta \left( \beta_{\nu} - \ell(\beta_{\nu}) \right) = - \left[ (1 - \varepsilon_{\text{error}}) \Omega_\nu (\epsilon) \left( \beta_{\nu} - \ell(\beta_{\nu}) \right)^2 + \varepsilon_{\text{error}} \Omega_\nu (\epsilon) \left( \beta_{\nu} - g(\beta) \right)^2 \right]
\]

\[
-2 \frac{N_{\text{classes}} - 2}{N_{\text{classes}} - 1} \varepsilon_{\text{error}} \Omega_\nu (\epsilon) \left( \beta_{\nu} - g(\beta) \right) \left( g(\beta) - \psi \right)
\]

Equation (10) provides the following insights.

- From figure (C.1), we know that for \( \beta_{\nu} > 3.5 \), the quantities appearing in (10) are all positive. Hence adversarial attacks have the effect of shrinking the logit gaps of logits which correctly classify examples prior to the attack.

  Intuitively, one would expect that logits with small gaps will be closer to the classification error threshold (as these are more prone to having their class predictions flipped). It therefore makes sense that the primary effect of an adversarial attack is to close the logit gap as this is a surefire way of pushing a model’s logits towards the error threshold.

- The magnitude of the “gap shrinkage” \( \delta \left( \beta_{\nu} - \ell(\beta_{\nu}) \right) \) due to adversarial attacks is dependent on the model’s classification error rate \( \varepsilon_{\text{error}} \) prior to the attack. Hence, we predict that models that overfit
The training data (i.e., $\varepsilon_{\text{error}} \downarrow 0$) will fail to be robust to adversarial attacks if they exhibit large logit gaps when trained on unperturbed data.

- The magnitude of the change in the logit gap due to adversarial perturbations is quadratically dependent on the logit gaps $\beta_\varepsilon - f(\beta_\varepsilon)$ and $\beta_\gamma - f(\beta_\gamma)$ obtained prior to the adversarial attack.

It follows that logits with logit gaps $\gg 1$ are much more susceptible to large perturbations in their response to adversarial attacks relative to logits with gaps $\ll 1$.

The content of equation (10) is captured in Figure (C.3), showing how the logit gaps in equation (10) depend on the parameters $(\beta_\varepsilon, \beta_\gamma)$.

Figure C.3: Content of equation (10) seen from two vantage points emphasizing the relative change in the logit gap due to adversarial perturbations as a function of $(\beta_\varepsilon, \beta_\gamma) = (\beta_1, \beta_2)$ with $\varepsilon_{\text{adversarial}} = 0.1$ and unperturbed input vectors normalized to unit length. A model is said to be robust if $\frac{|\Delta \text{gap}|}{|\text{gap}|} \ll O(\varepsilon_{\text{adversarial}})$.

### C.3 Estimating the Jacobian

#### C.3.1 Linear Response Regime

The goal of this section is to calculate the change to the logits, $\delta z^\mu$, induced by an adversarial perturbation $x^\mu \rightarrow x^\mu + \epsilon \delta x^\mu$, where $\epsilon$ is the strength of the perturbation. We will do this in the linear response regime where

$$\delta z^\mu = [\text{Jac}_x z^\mu] \epsilon \delta x^\mu + O(\epsilon^2) \quad (11)$$

and $[\text{Jac}_x z^\mu]$ is the jacobian of the deep neural net mapping $x^\mu \mapsto z^\mu$ from inputs to logits. We confine our analysis to simple FGSM attacks \cite{FGSM} of the form

$$\delta x^\mu = \frac{\nabla_{z^\mu} \mathcal{L}_{CE}(z^\mu | y^\mu)}{\|\nabla_{z^\mu} \mathcal{L}_{CE}(z^\mu | y^\mu)\|} = \zeta_{x^\mu, y^\mu, z^\mu} [\text{Jac}_x z^\mu]^T \nabla_{z^\mu} \mathcal{L}_{CE}(z^\mu | y^\mu), \quad \zeta_{x^\mu, y^\mu, z^\mu} := \frac{1}{\| [\text{Jac}_x z^\mu]^T \nabla_{z^\mu} \mathcal{L}_{CE}(z^\mu | y^\mu) \|}$$

Hence, under adversarial FGSM attacks, the logits exhibit a linear response

$$\delta z^\mu = \epsilon \zeta_{x^\mu, y^\mu, z^\mu} [\text{Jac}_x z^\mu]^T [\text{Jac}_x z^\mu]^T \nabla_{z^\mu} \mathcal{L}_{CE}(z^\mu | y^\mu) + O(\epsilon^2) \quad (12)$$
C.3.2 Random Matrix Formulation

From a technical viewpoint, it is convenient to formulate the problem in terms of random matrices. We pause to introduce the relevant notation.

- In what follows, \( \langle f \rangle \) denotes the average of \( f \) relative to a centered, unit-variance Gaussian distribution.
- As before, our training data consists of input feature vectors \( \{ x^\mu \}_{\mu=1}^{N_{\text{data}}} \), with each \( x^\mu \in \mathbb{R}^{N_{\text{feats}}} \), with \( N_{\text{feats}} \) denoting their dimensionality.
- Let \( X \) denote the \( N_{\text{data}} \times N_{\text{feats}} \) matrix whose rows are comprised of the input feature vectors \( \{ x^\mu \}_{\mu=1}^{N_{\text{data}}} \).
- Similarly, \( Z \) denotes the \( N_{\text{data}} \times N_{\text{classes}} \) matrix whose rows are comprised of the output logit vectors \( \{ z^\mu \}_{\mu=1}^{N_{\text{data}}} \).

In this formulation, a deep neural net is trained to map \( X \rightarrow Z \), and our surrogate logits in \([4][5]\) provide us with estimates \( \tilde{Z} \) which depend on \( X \) implicitly through the distribution of the maximum values of the rows of \( Z \). Our goal is to make this dependence explicit to facilitate computing the Jacobian of the mapping.

To do so, we pass through an auxiliary problem by constructing a matrix-valued mapping \( \omega : (X, \tilde{Z}) \rightarrow \omega(X, \tilde{Z}) \), such that

- \( \omega(X, \tilde{Z}) \) is an \( N_{\text{feats}} \times N_{\text{classes}} \) matrix
- \( X \omega(X, \tilde{Z}) - \tilde{Z} \) is a random \( N_{\text{data}} \times N_{\text{classes}} \) matrix with iid centered Gaussian entries with variance \( \sigma_0^2 \).

Note that this imposes a constraint on the expectation value of the trace:

\[
\text{Trace} \left( \omega(X, \tilde{Z}) \omega(X, \tilde{Z})^T X^T X \right) = \text{Trace}(\tilde{Z}^T \tilde{Z}) + \sigma_0^2 N_{\text{data}} N_{\text{classes}}
\]

which implies that any feasible solution \( \omega(X, \tilde{Z}) \) must have a norm

\[
\| \omega(X, \tilde{Z}) \| \sim \frac{1}{\| X \|} \sqrt{\| \tilde{Z} \|^2 + \sigma_0^2 N_{\text{data}} N_{\text{classes}}}
\]

The idea behind this construction is that, as \( \sigma_0^2 \rightarrow 0 \), the matrix \( X \omega(X, \tilde{Z}) \) is forced to be arbitrarily close to the surrogate logit matrix \( \tilde{Z} \). The motivation being that computing the Jacobian of the map \( X \rightarrow X \omega(X, \tilde{Z}) \) is relatively straightforward.

Without loss of generality, we normalize our input feature vectors to unit length so that \( \| X \| = \sqrt{N_{\text{data}}} \). Taking into account the norms of the surrogate logits in \([4]\) suggests that \( \| \omega(X, \tilde{Z}) \| \) should be bounded by \( c\sqrt{N_{\text{feats}} N_{\text{classes}}} \) with \( c \) a positive constant of \( O(1) \).

This makes our optimization problem tractable as we can look for solutions that lie on a convex subspace of \( N_{\text{feats}} \times N_{\text{classes}} \) matrices. The solution to this problem is given in a beautiful piece of analysis by Fyodorov in \([44]\), by minimizing the energy functional

\[
\mathcal{E}(X, \tilde{Z}, \sigma_0 \mathcal{W}, \lambda) := \| X \mathcal{W}(X, \tilde{Z}) - \tilde{Z} - \sigma_0 \mathcal{W} \|^2 - \lambda \| \omega(X, \tilde{Z}) \|^2
\]

where, as above, \( \mathcal{W} \) is a random matrix with entries drawn from a centered, unit-variance Gaussian distribution, and \( \lambda \) is a Lagrange multiplier that enforces the constraint on the norm of \( \omega(X, \tilde{Z}) \).

Fyodorov’s solution yields

\[
\omega(X, \tilde{Z}) = [X^T X - \lambda \cdot 1]^{-1} X^T (\tilde{Z} - \sigma_0 \mathcal{W}) \tag{13}
\]

with the Lagrange multiplier \( \lambda \) as the solution to

\[
\mathcal{E}^2 N_{\text{feats}} N_{\text{classes}} = \text{Trace} \left( X^T [X^T X - \lambda \cdot 1]^{-2} X^T (\tilde{Z}^T \tilde{Z}^T + \sigma_0^2 \mathcal{I}) \right)
\]

For a complete account of the solution, we refer the reader to \([44]\).
C.3.3 The Jacobian

We now have all the pieces needed to compute the Jacobian. The previous section provides us with the estimate

\[ Z = \sigma_0 \mathbf{v} + \mathbf{x} \left( \mathbf{x}^T \mathbf{x} - \lambda_{*} \mathbf{1} \right)^{-1} \mathbf{x}^T \left( \tilde{Z} - \sigma_0 \mathbf{v} \right) \]

or equivalently, with \( \mathbf{w}^\mu, \mathbf{x}^\mu, \mathbf{z}^\mu \) denoting the \( \mu \)th row of \( \mathbf{v}, \mathbf{x}, \mathbf{Z} \) respectively,

\[ \mathbf{z}^\mu = \sigma_0 \mathbf{w}^\mu + \left( \tilde{Z} - \sigma_0 \mathbf{v} \right)^T \mathbf{x} \left( \mathbf{x}^T \mathbf{x} - \lambda_{*} \mathbf{1} \right)^{-1} \mathbf{x}^\mu. \]

As shown in [44], the Lagrange multiplier \( \lambda_{*} \) approaches a fixed constant as \( \sigma_0 \to 0 \). In this case, a straightforward but lengthy computation of the Jacobian of the mapping \( \mathbf{x}^\mu \to \mathbf{z}^\mu \) yields

\[
\begin{align*}
\left[ \text{Jac}_{x^\mu} z^\mu \right]_{mj} &= \sum_{\nu=1}^{N_{\text{data}}} z^\nu_m \frac{\partial}{\partial x^j} \left( \mathbf{x}^\nu \cdot \left( \mathbf{x}^T \mathbf{x} - \lambda_{*} \mathbf{1} \right)^{-1} \mathbf{x}^\mu \right) \\
&= \left( \left( \mathbf{x}^T \mathbf{x} - \lambda_{*} \mathbf{1} \right)^{-1} \mathbf{x}^T \right)_{jm} \tilde{z}_m^\mu + \left( \left( \mathbf{x}^T \mathbf{x} - \lambda_{*} \mathbf{1} \right)^{-1} \tilde{Z} \right)_{jm} \tilde{z}_m^\mu
\end{align*}
\]

so that the matrix \( \left[ \text{Jac}_{x^\mu} z^\mu \right] \left[ \text{Jac}_{x^\mu} z^\mu \right]^T \) appearing in the linear response formula \( [12] \) has entries

\[
\left( \left[ \text{Jac}_{x^\mu} z^\mu \right] \left[ \text{Jac}_{x^\mu} z^\mu \right]^T \right)_{mn} = \left( \mathbf{x}^T \mathbf{x} - \lambda_{*} \mathbf{1} \right)^{-2} \left( \mathbf{x}^T \mathbf{x} - \lambda_{*} \mathbf{1} \right) z^\mu_m z^\mu_n + \left( \mathbf{x}^T \mathbf{x} - \lambda_{*} \mathbf{1} \right)^{-2} \tilde{Z} \tilde{Z}^T z^\mu_m z^\mu_n
\]

Finally, setting

\[ \Omega(\mathbf{x}, \lambda_{*}) := \mathbf{x} \left( \mathbf{x}^T \mathbf{x} - \lambda_{*} \mathbf{1} \right)^{-2} \mathbf{x}^T \]

leads to the expression \( [6] \) for the response of the logits under FGSM attacks.