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Abstract

In this paper, we consider a Generalized Bernstein Theorem for a type of generalized minimal surfaces, namely minimal Plateau surfaces. We show that if an orientable minimal Plateau surface is stable and has quadratic area growth in $\mathbb{R}^3$, then it is flat.

1 Introduction

When we study minimal surfaces, we usually focus on smooth minimal surfaces. But in general, "non-smooth minimal surfaces" can be found in some natural phenomena. Indeed, two types of singular points are observed in soap films and they are documented in Plateau’s work [Pla73]. Hence, a natural problem raised by Bernstein and Maggi [BM21] is,

Problem 1.1. To what extent may the classical theory of minimal surfaces be generalized to "non-smooth minimal surfaces"?

In [BM21], they defined those "non-smooth minimal surfaces" as minimal Plateau surfaces.

To better illustrate our theorem here, let us define the minimal Plateau surfaces first. We define three cones in $\mathbb{R}^3$ by

$P := \{ p = (x_1, x_2, x_3) \in \mathbb{R}^3 : x_3 = 0 \}$,

$Y := \{ p = (r \cos \theta, r \sin \theta, x_3) \in \mathbb{R}^3 : \theta = 0, \frac{2\pi}{3} \text{ or } \frac{4\pi}{3}, r \geq 0 \}$,

$T := \{ p = ap_i + bp_j : a, b \geq 0, 1 \leq i < j \leq 4 \}$,

where $p_i$ are defined as

$p_1 = (1, 1, 1), \ p_2 = (-1, -1, 1), \ p_3 = (-1, 1, -1), \ p_4 = (1, -1, -1)$.

For the following definition, we fix an open set $U \subset \mathbb{R}^3$, $\alpha \in (0, 1)$, and a relatively closed subset $\Sigma \subset U$, we use $\text{reg}(\Sigma)$ to denote the set of all $p \in \Sigma$ such that $B_r(p) \cap \Sigma$ is a $C^{1,\alpha}$ surface for $r > 0$ small enough and $B_r(p) \subset U$.

Definition 1.2. (BM21) We say a relatively closed subset $\Sigma \subset U$ is a Plateau surface if the following two conditions hold,

- For any $p \in \Sigma$, there is an $r > 0$ and a $C^{1,\alpha}$ diffeomorphism $\phi : B_r(p) \to \mathbb{R}^3$ such that $\phi(\Sigma \cap B_r(p)) = C \cap B_r(p)$ and $D\phi_p \in O(3)$ for some $C = P, Y$ or $T$.

- Each connected component of $\text{reg}(\Sigma)$ has constant mean curvature.

In addition, if each connected component of $\text{reg}(\Sigma)$ has zero mean curvature, then we say $\Sigma$ is a minimal Plateau surface in $U$. 
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We note the tangent cone $T_p\Sigma := \lim_{\rho \to 0^+} \Sigma - p \rho$ for any $p \in \Sigma$ can only be isometric to $P,Y$ or $T$ if $\Sigma$ is a minimal Plateau surface. In particular, we use the following notations to denote $Y$-type and $T$-type singular sets.

\[ \Sigma_Y := \{ p \in \Sigma : T_p\Sigma \text{ is isometric to } Y \} , \]
\[ \Sigma_T := \{ p \in \Sigma : T_p\Sigma \text{ is isometric to } T \} . \]

For a minimal Plateau surface $\Sigma$ in $U$, if $\Sigma_T = \emptyset$ and $\Sigma_Y \neq \emptyset$, we call it a minimal triple junction surface. (It was named as $Y$-surface in [BM21].) Indeed, the author has studied the properties of minimal triple junction surfaces in his thesis [Wan22b] and in [Wan22a] as a special case of multiple junction surfaces.

Now we can state our main theorem.

**Theorem 1.3.** Suppose $\Sigma$ is a minimal Plateau surface in $\mathbb{R}^3$. We assume $\Sigma$ is orientable, complete, stable and has at most quadratic area growth. Then $\text{reg}(\Sigma)$ is flat.

Here, the related concepts are defined in Section 2. As a corollary, we can give a more precise description of minimal Plateau surfaces satisfying Theorem 1.3.

**Corollary 1.4.** If $\Sigma$ is a minimal Plateau surface satisfying the conditions in Theorem 1.3, then each component of $\text{reg}(\Sigma)$ is an open subset of some plane, $\Sigma_Y$ is a union of disjoint line segments, rays, and straight lines.

In particular, if $\Sigma_T = \emptyset$, then we can write $\Sigma = N \times \mathbb{R}$ after some right motions in $\mathbb{R}^3$ where $N$ is an embedded stationary network in $\mathbb{R}^2$.

If $\Sigma_T \neq \emptyset$, there are only two possibilities. The first one is $\Sigma_T$ contains only one point and $\Sigma$ is isometric to $T$. The second one is $\Sigma_T$ contains two points and we can glue two $T$-type sets to get $\Sigma$ as shown in Figure 1.

![Figure 1: A flat $\Sigma$ with $\Sigma_T = \{p_1, p_2\}$](image)

Theorem 1.3 can be viewed as an extension of our previous work [Wan22a] in two aspects.

- We allow $T$-type singularities.
- We can remove the restriction on $\Gamma$ appearing in [Wan22a, Theorem 1]. See Appendix A for details.

Before the formal definition of Plateau surfaces in [BM21], Plateau proposed well-known laws (known as Plateau’s laws) to describe the structure of soap films. The definition of Plateau surfaces is just the mathematical way to describe those soap bubbles and soap films obeying Plateau’s laws.

In 1976, Almgren [Alm76] started studying closed sets which minimize Hausdorff measures with respect to local Lipschitz deformations, proving
that they are smooth minimal surfaces out of a closed set of null area. In the same year the work of Taylor [Tay76] appeared with the sharp regularity in $\mathbb{R}^3$, and the singular set $\Sigma_Y$ and $\Sigma_T$ appeared. Her result justified Plateau’s laws mathematically. Using Taylor’s result, Choe [Cho89] could obtain the regularity of the fundamental domains with the least boundary area. In particular, singularities of $Y$-type and $T$-type appeared there.

Besides, $Y$-type and $T$-type singularities are also quite natural in the sense of stationary varifolds. If we know a stationary integral 2-varifold $V$ is sufficient close to $Y$ in a open ball $B_1(0) \subset \mathbb{R}^3$ and we have an area bound like $\|V\|(B_1) < 2$ and a density bound $\Theta(\|V\|, 0) \geq \frac{1}{2}$, then by Simon’s celebrated paper [Sim93], we know spt$\|V\|$ is indeed a $C^{1,\alpha}$ perturbation of $Y$ in a smaller ball $B_{\frac{1}{2}}(0)$. This result has been extended to the case of polyhedral cones by Colombo, Edelen, and Spolaor [CES22]. Roughly speaking, we can get if a stationary integral 2-varifold $V$ is sufficient close to $T$ in $B_1(0)$ and has a suitable area and density bounds, then we can conclude spt$\|V\|$ is a $C^{1,\alpha}$ perturbation of $T$ in $B_{\frac{1}{2}}(0)$.

Inspired by those minimizing properties and stationary properties for minimal Plateau surfaces, we expect there are any other results which can be extended to minimal Plateau surfaces to give some positive answers to Problem 1.1. Of course, Bernstein and Maggi [BM21] showed they can get the rigidity of the $Y$-shaped catenoid.

On the other hand, there are indeed some other properties held for minimal triple junction surfaces compared with the usual minimal surfaces. For example, Mese and Yamada [MY06] showed they could solve the singular version of the Plateau problem using mapping methods in some cases.

These results motivate us to seek whether stable minimal Plateau surfaces have similar results like curvature estimate and generalized Bernstein theorem for stable minimal surfaces. In my PhD thesis [Wan22a], we studied the triple junction surfaces intrinsically and showed we can solve some particular type of elliptic partial differential equations on it. After that, we find several concepts like the Morse index are also well-defined on triple junction surfaces.

For usual stable minimal hypersurfaces, we know that the generalized Bernstein Theorem is equivalent to some curvature estimates via a standard blow-up argument. But for stable minimal Plateau surfaces, things get complicated. This is because even if we assume the second fundamental form of each surface is uniformly bounded, we cannot make sure any sequence of minimal Plateau surfaces has a convergence subsequence. For example, if we only consider the triple junction surfaces shown in Figure 2, we find some of $\Sigma_i$ may become degenerate after taking limits.
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Figure 2: $\Sigma_i$ is degenerate after taking limit

Therefore, we cannot directly get a pointwise curvature estimate for
stable multiple junction surfaces. At least, we need a very careful description of the limit when some of $\Sigma_i$ become degenerate. We hope the works like [Sch83] and [Sim93] may be useful in the later studying of curvature estimates for stable triple junction surfaces.

The organization of the paper is as follows. In Section 2, we fix several notations and review some basic properties of minimal Plateau surfaces. In Section 3, we define some function spaces arising from the variations and give the second variation formula for minimal Plateau surfaces. In Section 4, we can prove our main theorem by using logarithmic cutoff functions.

2 Notations

It is convenient to introduce a class of generalized surfaces in $U$ to describe the variation of minimal Plateau surfaces.

**Definition 2.1.** Given an open set $U \subset \mathbb{R}^3$, we say $\Sigma$ is a generalized surface in $U$ and write $\Sigma \in S(U)$ if $\Sigma$ is (relatively) closed in $U$ and for some $\alpha \in (0,1)$ and any $p \in U$, there is an $r > 0$ and a $C^1,\alpha$ diffeomorphism $\phi : B_r(p) \to \mathbb{R}^3$ such that $\phi(\Sigma \cap B_r(p)) = C \cap B_r(p)$ for some $C = P, Y$ or $T$.

We say $\Sigma \subset S(U)$ is complete if $U = \mathbb{R}^3$.

Note that the Plateau surfaces are in the class $S(U)$.

**Definition 2.2.** We say that $\Sigma \in S(U)$ is orientable in $U$ if each connected component $V \subset U \setminus \Sigma$ satisfies the following condition.

- For each $p \in \Sigma$, there is a $\rho > 0$ with $B_\rho(p) \subset U$ and for all $0 < r < \rho$, we have $B_r(p) \cap V$ is connected.

Note that Definition 2.2 is closely related to the notion of "$\Sigma$ having a cell structure in $U"$, which was introduced in [BM21, Section 1.4] to define a concept of orientability on non-smooth surfaces. With respect to that definition, the notion of orientable surface we propose is different in that we are not assuming $U \setminus \Sigma$ to have finitely many connected components.

**Definition 2.3.** We say a complete generalized surface $\Sigma \in S(U)$ has at most quadratic area growth if there exists a positive constant $C$ such that for any $r > 0$ and $p \in \Sigma$, we have

$$|\Sigma \cap B_r(p)| \leq Cr^2.$$  

Here, we will use $|\Sigma|$ to denote the area of $\Sigma$. Precisely, $|\Sigma| := \mathcal{H}^2(\Sigma)$ where $\mathcal{H}^n$ is the Hausdorff measure.

In the following part of this paper, we always assume $\Sigma \in S(U)$ is orientable. Note that we can define $\Sigma_Y, \Sigma_T$ for $\Sigma \in S(U)$. Precisely, we write

- $\Sigma_Y := \{ p \in \Sigma : T_p \Sigma \text{ is homeomorphic to } Y \}$,
- $\Sigma_T := \{ p \in \Sigma : T_p \Sigma \text{ is homeomorphic to } T \}$,
- $A := \{ \Lambda \subset \text{reg}\Sigma : \Lambda \text{ is a connected component of reg}\Sigma \}$,
- $L := \{ L \subset \Sigma_Y : L \text{ is a connected component of } \Sigma_Y \}$.

For each $\Lambda \in A$, we know $\Lambda \subset U$ is a $C^{1,\alpha}$ surface with piecewise $C^{1,\alpha}$ boundaries. We write $\partial \Sigma = \overline{\Sigma} \cap U$. We say $\nu$ is a unit normal vector field on $\Sigma$ if we can write $\nu = (\nu_\Lambda)_{\Lambda \in A}$ and each $\nu_\Lambda$ is a unit normal vector field on $\Lambda$ for each $\Lambda \in A$. Similarly, we can define the following geometric quantities and functional spaces on $\Sigma$ as follows.
• $A := (A_\Lambda)_{\Lambda \in \mathcal{A}}$ denotes the second fundamental form on $\Sigma$ where $A_\Lambda$ is the second fundamental form on $\Lambda$.

• $H := (H_\Lambda)_{\Lambda \in \mathcal{A}}$ denote the mean curvature of $\Sigma$ with respect to the normal vector field $\nu$. We choose the sign of $H_\Lambda$ such that the unit sphere has mean curvature 2 with respect to the unit normal vector field pointing inside of the sphere.

• $C^{k,\alpha}(\Sigma) := \{ f = (f_\Lambda)_{\Lambda \in \mathcal{A}} : f_\Lambda \in C^{k,\alpha}(\overline{\Lambda}) \}$ denotes the $C^{k,\alpha}$ function space on $\Sigma$.

• $W^{k,p}(\Sigma) := \{ f = (f_\Lambda)_{\Lambda \in \mathcal{A}} : f_\Lambda \in W^{k,p}(\overline{\Lambda}) \}$ denotes the Sobolev spaces on $\Sigma$.

• $C^{k,\alpha}(\Sigma, \mathbb{R}^3) := \{ X = (X_p)_{p \in \Sigma} : X_p \in T_p \mathbb{R}^3 \text{ and } X|_{\overline{\Lambda}} \text{ is a } C^{k,\alpha} \text{ differentiable vector field on } \overline{\Lambda} \text{ for each } \Lambda \in \mathcal{A} \}$ denotes the set of all $C^{k,\alpha}$ vector fields on $\Sigma$.

For any $L \in \mathcal{L}$, we write $\{ \Lambda_1^L, \Lambda_2^L, \Lambda_3^L \}$ as the collection of $\Lambda \in \mathcal{A}$ with $L \subset \partial \Sigma_\Lambda$ for $i = 1, 2, 3$. Note that for each $\Lambda \in \mathcal{A}$, $\Lambda$ is a $C^{1,\alpha}$ surface with piecewise $C^{1,\alpha}$ boundaries and $\Lambda^L_i$ is the surface that has $L$ as one of the boundary curves. For any $f \in C^1(\Sigma)$ or $f \in W^{k,p}(\Sigma)$, we write $f^L_i = f_{\Lambda^L_i}$ for any $L \in \mathcal{L}$ and $1 \leq i \leq 3$. We also write $\nu^L_i = \nu_{\Lambda^L_i}$.

Similarly, for any $Q \in \Sigma_T$, we write $\{ L^T_Q, L^2_Q, L^3_Q \}$ as the collection of $L \in \mathcal{L}$ having $Q$ as its endpoints.

Remark 2.4. Note that $\Lambda^L_1$ cannot be the same with $\Lambda^L_i$ for $i \neq j$ if we assume $\Sigma$ is orientable. Similarly, $L^T_Q, L^2_Q$ are all disjoint curves if $i \neq j$ for any $Q \in \Sigma_T$.

3 Variations of minimal Plateau surfaces

3.1 Function spaces arising from variations

Before talking about the first variation formula for $\Sigma \in \mathcal{S}(U)$, let us consider the definitions of variations and related function spaces.

Definition 3.1. Given an open set $U \subset \mathbb{R}^3$, for any $\Sigma \subset \mathcal{S}(U)$, we say $\Sigma_t = \varphi_t(\Sigma)$, $t \in (-\varepsilon, \varepsilon)$ is a $C^{1,\alpha}$ variation of $\Sigma$ if $\varphi_t$ is a family of $C^{1,\alpha}$ diffeomorphisms supported in $U$ such that $\varphi_0$ is an identity.

We say $\varphi_t$ has compact support if $\varphi_t$ is an identity outside a compact domain $W \subset U$ for any $t$.

We write $V(x) := \frac{d}{dt}\big|_{t=0}\varphi_t(x)$ as the variational vector field on $\Sigma$ for the variation $\Sigma_t$ and we can find $V \in C^{1,\alpha}(\Sigma, \mathbb{R}^3)$. Note that if $V \in C^{1,\alpha}(\Sigma, \mathbb{R}^3)$, then the function $f$ defined by

$$ f := (f_\Lambda)_{\Lambda \in \mathcal{A}}, f_\Lambda = V \cdot \nu_\Lambda, \text{ for any } \Lambda \in \mathcal{A}, $$

is a function in $C^{1,\alpha}(\Sigma)$. Here, $V \cdot \nu_\Lambda$ means the inner product in $\mathbb{R}^3$. We write $f = V \cdot \nu$ for short. Note that not all $f \in C^{1,\alpha}(\Sigma)$ can be written as $f = V \cdot \nu$ for some $V \in C^{1,\alpha}(\Sigma)$. We define a subspace of $C^{1,\alpha}(\Sigma)$ as follows.

Definition 3.2. We say a function $f \in C^{1,\alpha}(\Sigma)$ satisfies the compatible condition if $f$ can be written as $f = V \cdot \nu$ for some $V \in C^{1,\alpha}(\Sigma, \mathbb{R}^3)$. We use $C^{2,\alpha}_X(\Sigma)$ to denote the set of all $f \in C^{1,\alpha}(\Sigma)$ satisfying the compatible condition.
Remark 3.3. Another important function space is defined as

$$C^{1,\alpha}_L(\Sigma) := \left\{ f \in C^{1,\alpha}(\Sigma) : f^i_L = f^i_L, 1 \leq i, j \leq 3 \text{ for each } L \in \mathcal{L} \right\}.$$  

This function space is usually related to the restriction of the functions to $\Sigma$. In particular, it plays an important role when we want to construct triple junction surfaces. These spaces are generalized in [Wan22b].

Indeed, we have different definitions of compatible conditions. Before that, we need to define a sign function to describe the orientation of $\Sigma$. Note that the sign functions have been defined in my thesis [Wan22b] for triple junction hypersurfaces. We extend its definition to generalized surface $\Sigma \in \mathcal{S}(U)$ here.

For each $L \in \mathcal{L}$, we choose an orientation on $L$. Then we define the sign function $\text{sign}(L) \in C^\infty(\mathbb{R}^3)$ with $\text{sign}(L) \equiv \text{sign}^1_L, \text{sign}^2_L \in C^\infty(\mathbb{R}^3)$ and we define $\text{sign}^1_L$ to be a constant function on $L$ such that $\text{sign}^1_L \equiv 1$ if the orientation on $L$ agrees with the induced orientation from $\Lambda_L$ and its orientation $\nu^i_L$. We define $\text{sign}^1_L \equiv -1$ otherwise. Note that by our definition of sign function and fact $\sum_{i=1}^3 \tau^i_L = 0$ on $L$, we have $\sum_{i=1}^3 \text{sign}^i_L(p) \nu^i_L(p) = 0$ for any $p \in L$.

Proposition 3.4. The function $f \in C^{1,\alpha}_L(\Sigma)$ satisfies the compatible condition if and only if $f$ satisfies

$$\sum_{i=1}^3 \text{sign}^i_L(p) f^i_L(p) = 0, \text{ for any } p \in L, \text{ and any } L \in \mathcal{L}.$$  

Proof. If $f = V \cdot \nu$, we can easily find $\sum_{i=1}^3 \text{sign}^i_L(p) f^i_L(p) = 0$ since we know that $\nu$ satisfies $\sum_{i=1}^3 \text{sign}^i_L \nu^i_L = 0$.

On the other hand, for any $f \in C^{1,\alpha}_L(\Sigma)$, we need to construct $V \in C^{1,\alpha}_L(\Sigma, \mathbb{R}^3)$ such that $f = V \cdot \nu$.

We need to use the partition of unity to finish the construction. For any $p \in \Sigma$, we let $B_r(p)$ be the ball in Definition 1.2 such that $\Sigma \cap B_r(p)$ is $C^{1,\alpha}$ diffeomorphic to $\mathcal{C} \cap B_r(p)$ by the diffeomorphism $\phi$ with $D\phi \in O(3)$ for $\mathcal{C} = \mathcal{P}, \mathcal{Y}$ or $\mathcal{T}$. In the later construction, we will extend $\nu_L$ to a $C^{1,\alpha}$ vector field and $f_L$ a $C^{1,\alpha}$ function near $\Lambda$ if necessary.

Firstly, if $p \in \Lambda$ for some $\Lambda \in \mathcal{A}$, we can choose $V = f_L \nu_L$. Secondly, if $p \in \Sigma$ for some $L \in \mathcal{L}$, we can choose $V = \frac{2}{3} \sum_{i=1}^3 f^i_L \nu^i_L$. This time we need to verify $f^i_L = V^i \nu^i_L$. Note that by the definition of sign functions, we have $\nu^i_L \cdot \nu^j_L = -\frac{1}{3} \text{sign}^i_L \text{sign}^j_L$ if $i \neq j$. Hence, using the compatible condition $\sum_{i=1}^3 f^i_L \text{sign}^i_L = 0$, we have,

$$V \cdot \nu^i_L = \frac{2}{3} \sum_{i=1}^3 f^i_L \nu^i_L \cdot \nu^i_L = \frac{2}{3} f^i_L - \frac{1}{3} \sum_{i \neq j} f^i_L \text{sign}^i_L \text{sign}^j_L$$

$$= f^i_L - \frac{1}{3} \text{sign}^i_L \sum_{i=1}^3 \text{sign}^i_L f^i_L = f^i_L.$$  

At last, we suppose $p \in \Sigma_T$. We use $\Lambda_{ij}^p$ to denote the $\Lambda \in \mathcal{A}$ such that $L_{ij}^p \subset \partial \Lambda$. We write $f^i_L = f_{\Lambda_{ij}^p}$ and $\nu^i_L = \nu_{\Lambda_{ij}^p}$. In particular, we write the sign function $\text{sign}_{\Lambda_{ij}^p} := \text{sign}_{ij}^p$, which is the sign function defined on $L_{ij}^p$ induced by surface $\Lambda_{ij}^p$ and its norm $\nu_{ij}^p$. Hence, the compatible condition implies $\sum_{i \leq j \leq 4} f^i_L \text{sign}_{ij}^p = 0$ along $L_{ij}^p$ for each $j$. (Note that
we know \( f_p^{i,j} = f_p^{j,i}, \nu_p^{i,j} = \nu_p^{j,i} \) but \( \text{sign}_p^{i,j} \) are different from \( \text{sign}_p^{i,i} \) for \( i \neq j \).

Now we define

\[
V = \frac{1}{2} \sum_{1 \leq i < j \leq 4} f_p^{i,j} \nu_p^{i,j}.
\]

We note the inner product between \( \nu_p^{i,j}, \nu_p^{k,l} \) is given by

\[
\nu_p^{i,j} \cdot \nu_p^{k,l} = \begin{cases} 
1, & \text{if } (i, j) = (k, l) \text{ or } (l, k), \\
-\frac{1}{4} \text{sign}_p^{i,j} \text{sign}_p^{k,l}, & i = k, \\
0, & \text{if } (i, j, k, l) \text{ is a permutation of } (1, 2, 3, 4),
\end{cases}
\]

using the definition of sign functions. On the other hand, we can use the compatible condition to get

\[
V \cdot \nu_p = \frac{1}{4} \sum_{1 \leq i < j \leq 4} f_p^{i,j} \nu_p^{i,j} \cdot \nu_p^{k,l} = 1.
\]

Now, we can use the partition of unity to glue them into a vector field \( V \) near \( \Sigma \) with \( f = V \cdot \nu \).

\textbf{Remark 3.5.} Inspired by Proposition\textsuperscript{9.4}, we can define the Sobolev space

\[
W_2^{k,p}(\Sigma) := \left\{ f \in W^{k,p}(\Sigma) : \sum_{i=1}^3 |\text{sign}_p^{i} f_L|^2 = 0 \text{ a.e. on } L, \forall L \in \mathcal{L} \right\},
\]

where the restriction should be understood in a trace sense.

At last, we would like to mention the locally constant functions on \( \Sigma \) defined below.

\textbf{Definition 3.6.} We say \( f \in C_2^{1,\alpha}(\Sigma) \) is a locally constant function if \( f_\Lambda \) is a constant for each \( \Lambda \in \mathcal{A} \).

Note that in general, the dimension of the space of all constant functions could be larger than 1. In particular, we can construct some locally constant functions based on orientations. Let \( \Omega \subset U \setminus \Sigma \) be a connected component of \( U \setminus \Sigma \), and we define \( f = f^{\Omega} = (f^{\Omega}_\Lambda)_{\Lambda \in \mathcal{A}} \) by

\[
f^{\Omega}_\Lambda := \begin{cases} 
1, & \Lambda \subset \overline{\Omega} \text{ and } \nu_\Lambda \text{ pointing inward with respect to } \Omega, \\
-1, & \Lambda \subset \overline{\Omega} \text{ and } \nu_\Lambda \text{ pointing outward with respect to } \Omega, \\
0, & \Lambda \not\subset \overline{\Omega}.
\end{cases}
\]

Using the definition of sign functions, it is easy to verify \( f^{\Omega}_\Lambda \in C_2^{1,\alpha}(\Sigma) \).

\textbf{Remark 3.7.} Using locally constant functions, we can describe the orientability in another way. That is, \( \Sigma \) is orientable if and only if there exists a locally constant function \( f \in C_2^{1,\alpha}(\Sigma) \) which is nonvanishing everywhere. Of course, we need to extend our definitions of those function spaces to non-orientable generalized surfaces.

Here, we provide an example to explain why we call it orientable if we can find a nonvanishing locally constant function on \( \Sigma \). Suppose \( \Sigma_1, \Sigma_2 \) are two squares \( [0, 1] \times [0, 1] \) in \( \mathbb{R}^2 \) and we glue their boundaries to get \( \Sigma \). We write \( L_1 = \{0\} \times [0, 1] \) and \( L_2 = \{1\} \times [0, 1] \). If we glue \( \Sigma_1, \Sigma_2 \) showed in Figure\textsuperscript{3} to get a Möbius strip \( \Sigma \), then the compatible condition on \( \Sigma \) is given by \( f_1 = f_2 \) on \( L_1 \) and \( f_1 = -f_2 \) on \( L_2 \). It is impossible to find a nonvanishing locally constant function on \( \Sigma \).
3.2 Second variation formula

Given an open set \( U \subset \mathbb{R}^3 \), we suppose \( \Sigma \in \mathcal{S}(U) \) and \( \Sigma_t = \varphi_t(\Sigma) \) is a \( C^{1,\alpha} \) variation of \( \Sigma \) with compact support in \( W \subset \subset U \). Let \( V \subset C^{1,\alpha}(\Sigma, \mathbb{R}^3) \) be the variational vector field associated with variation \( \Sigma_t \). Then we can compute the variation of the area to get

\[
\frac{d}{dt} \left| \Sigma_t \cap W \right| = -\sum_{\Lambda \in A} \int_{\Lambda} H_\Lambda \phi d\mu_\Lambda + \sum_{L \in L} \sum_{i=1}^{3} \int_L \hat{\tau}_L^i \cdot V d\mu_L.
\]

Hence, we find \( \Sigma \) is minimal if and only if \( \Sigma \) is a critical point of its area functional.

Now let us recall the second variational formula that appeared in [Wan22a]. Note that the computation is valid for minimal Plateau surfaces and hence we do not repeat that proof here. Interested readers may refer to [Wan22a] for more details.

**Theorem 3.8.** Let \( \Sigma \) be a minimal Plateau surface in \( U \) and \( \Sigma_t \) the variation of \( \Sigma \) with compact support in \( W \subset \subset U \). Then, we have

\[
\frac{d^2}{dt^2} \left| \Sigma_t \cap W \right| = \sum_{\Lambda \in A} \int_{\Lambda} |\nabla_{\Lambda} \phi_\Lambda|^2 - |A_\Lambda|^2 \phi_\Lambda^2 d\mu_\Lambda - \sum_{L \in L} \sum_{i=1}^{3} \left( \phi_i^L \right)^2 H_L \cdot \tau_L^i d\mu_L,
\]

where \( \phi = V \cdot \nu \), \( V \) is the variational vector field associated with variation \( \Sigma_t \), and \( H_L \) is the geodesic curvature vector of \( L \) in \( \mathbb{R}^3 \).

We say a minimal Plateau surface \( \Sigma \) is stable if for every variation \( \Sigma_t \) of \( \Sigma \) with support in \( W \subset \subset U \), we have \( \frac{d^2}{dt^2} \left| \Sigma_t \cap W \right| \geq 0 \).

Note that by an approximation argument, we know \( \Sigma \) is stable if and only if for every \( \phi \in W^{1,2}(\Sigma) \) with compact support, we have

\[
\sum_{\Lambda \in A} \int_{\Lambda} |\nabla_{\Lambda} \phi_\Lambda|^2 - |A_\Lambda|^2 \phi_\Lambda^2 d\mu_\Lambda - \sum_{L \in L} \sum_{i=1}^{3} \left( \phi_i^L \right)^2 H_L \cdot \tau_L^i d\mu_L \geq 0. \tag{1}
\]

4 Proof of Main Theorem

From now on, we suppose \( \Sigma \) is a complete minimal Plateau surface in \( \mathbb{R}^3 \). We use \( \{\Omega^j\}_{j=1}^N \) to denote the set of all connected components of \( \mathbb{R}^3 \setminus \Sigma \). That is, we write

\[
\mathbb{R}^3 \setminus \Sigma = \bigcup_{j=1}^N \Omega^j.
\]
We define a logarithmic cutoff function

$$\zeta(p) = \begin{cases} 
1, & p \in B_1(p), \\
1 - \log|p-p_0|, & p \in B_{\alpha}(p_0) \setminus B_1(p_0), \\
0, & \text{otherwise}.
\end{cases}$$

Note that we allow $N = +\infty$. For each connected component $\Omega^j$, we know it induces a locally constant function $f^j := f^{\Omega^j}$. With these notations, let us prove our main theorem.

**Proof of Theorem 1.3.** Fix a point $p_0 \in \Sigma$ and a positive integer $n \in \mathbb{N}$. We define a logarithmic cutoff function $\zeta : \mathbb{R}^3 \to \mathbb{R}$ as

$$\zeta(p) = \begin{cases} 
1, & p \in B_1(p), \\
1 - \log|p-p_0|, & p \in B_{\alpha}(p_0) \setminus B_1(p_0), \\
0, & \text{otherwise}.
\end{cases}$$

Note that the function $f^j \zeta := (f_\Lambda | \zeta)_{\Lambda \in \mathcal{A}}$ satisfies the compatible condition. Then we can choose $\phi = f^j \zeta$ in our stability inequality (1) to get

$$\sum_{\Lambda \in \mathcal{A}} \int_{\Lambda \setminus B_1(p_0)} |A_\Lambda|^2 \, d\mu_\Lambda + \sum_{L \in \Sigma} \sum_{\Lambda \in \mathcal{A}} \int_{L} \zeta^2 H_L \cdot \tau_L \, d\mu_L \leq \sum_{\Lambda \in \mathcal{A}} \int_{\Lambda \setminus (B_{\alpha}(p_0) \setminus B_1(p_0))} \frac{1}{n^2 \rho^2} \, d\mu_\Lambda. \tag{2}$$

Now we can take sum over all $j$ for the inequality (2) to get

$$2 \sum_{\Lambda \in \mathcal{A}} \int_{\Lambda \setminus B_1(p_0)} |A_\Lambda|^2 \, d\mu_\Lambda + 2 \sum_{L \in \Sigma} \sum_{j=1}^3 \int_{L} \zeta^2 H_L \cdot \tau^j_L \, d\mu_L \leq 2 \sum_{\Lambda \in \mathcal{A}} \int_{\Lambda \setminus (B_{\alpha}(p_0) \setminus B_1(p_0))} \frac{1}{n^2 \rho^2} \, d\mu_\Lambda.$$

The stationary condition implies $\sum_{j=1}^3 \tau^j_L = 0$ along $L$. Hence, we get

$$\sum_{\Lambda \in \mathcal{A}} \int_{\Lambda \setminus B_1(p_0)} |A_\Lambda|^2 \, d\mu_\Lambda \leq \sum_{k=1}^n \int_{\Sigma \setminus (B_{\alpha}(p_0) \setminus B_{\alpha - k}(p_0))} \frac{1}{n^2 \rho^2} \, d\mu_{\Sigma} \leq \sum_{k=1}^n \int_{\Sigma \setminus (B_{\alpha}(p_0) \setminus B_{\alpha - k}(p_0))} \frac{C c^2}{n^2} \, d\mu_{\Sigma} = \frac{C}{n}.$$  

Here, we have used the condition of quadratic area growth. Let $n \to +\infty$, we know $A_\Lambda$ vanishes in $B_1(p_0)$. By the arbitrariness of $p_0$, we know $|A_\Lambda|$ should vanish everywhere on $\Lambda$ for each $\Lambda \in \mathcal{A}$. This shows $\Lambda$ is flat for each $\Lambda \in \mathcal{A}$.

Now, we can give the proof of Corollary 1.4.

**Proof of Corollary 1.4.** By Theorem 1.3 we know each $\Lambda \in \mathcal{A}$ is a smooth domain in some plane and each $L \in \Sigma$ is a line segment, ray or a straight line in $\mathbb{R}^3$. This implies $\Lambda$ should be congruent to a generalized polygon in $\mathbb{R}^2$ (could be unbounded). Note that the interior angle of $\Lambda$ is $\cos(-\frac{1}{4})$. So $\Lambda$ can only be unbounded and it could have at most 3 sides. Hence, we know $\Lambda$ is congruent to one of the following domains in $\mathbb{R}^2$.

- A half-plane $\{(x_1, x_2) \in \mathbb{R}^2 : x_1 > 0\}$.
- A strip $\{(x_1, x_2) \in \mathbb{R}^2 : a < x_1 < b\}$ for some $a < b$.
- An angular region $\{(x_1, x_2) \in \mathbb{R}^2 : \sqrt{2}x_2 > |x_1|\}$.
• A 3-sided region given by \(\{(x_1, x_2) \in \mathbb{R}^2 : x_2 + a > 2\sqrt{3} |x_1|, x_2 > 0\}\) for some \(a > 0\).

The first thing we may notice, if \(\Sigma\) contains a plane, then it should be the union of disjoint parallel planes. Otherwise, we know \(\Sigma\) is always connected by the maximum principle.

If there exists some \(L \in \mathcal{L}\) which is a straight line in \(\mathbb{R}^3\), then by induction, we can show that \(\Lambda\) is either a half-plane or a strip for any \(\Lambda \in \mathcal{A}\). Hence we know \(\Sigma\) is isometric to \(N \times \mathbb{R}\) where \(N\) is a stationary network in \(\mathbb{R}^2\). This is the case of \(\Sigma_T = \emptyset\).

Let us assume none of \(L \in \mathcal{L}\) is a straight line. Of course, we know \(\Sigma_T \neq \emptyset\). If \(\Sigma_T\) only contains one point and write \(\Sigma_T = \{p\}\), then every \(L \in \mathcal{L}\) is a ray with \(p\) as its endpoint. So \(\Sigma\) is isometric to \(T\).

Similarly, if \(\Sigma_T\) contains two points, we write \(\Sigma_T = \{p_1, p_2\}\). Then we know the segment \(\overline{p_1p_2} \in \mathcal{L}\) since \(\Sigma\) is connected. Here, we denote \(\overline{p_i}\) the open line segment with endpoints \(p, q\). Any element in \(\mathcal{L}\) besides \(\overline{p_1p_2}\) is a ray in \(\mathbb{R}^3\). Hence, the only possible \(\Sigma\) is the one shown in Figure 1.

If \(\Sigma_T\) contains more than two points. Suppose \(\Sigma_T = \{p_1, p_2, p_3, \ldots\}\). Without loss of generality, we suppose \(\overline{p_1p_2}, \overline{p_2p_3} \in \mathcal{L}\). Let \(\Lambda \in \mathcal{A}\) be the one such that \(\overline{p_1p_2} \cup \overline{p_2p_3} \subset \Lambda\). But this is impossible since \(\Lambda\) can only have at most one side which is bounded. Hence, \(\Sigma_T\) cannot contain more than two points. 

\[\square\]
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A Appendix

A.1 Extension of the results in [Wan22a]

We use the notations from [Wan22a]. We summarize those basic definitions here.

**Definition A.1.** We say \(\Sigma = (\theta^1\Sigma^1, \ldots, \theta^q\Sigma^q)\) is a minimal multiple junction surface if the following conditions hold.

- Each \(\Sigma^i\) is an immersed (connected, orientable) minimal surface with smooth boundary \(\partial\Sigma^i\) and \(\partial\Sigma^i = \partial\Sigma^j\) for \(1 \leq i, j \leq q\). We write \(\Gamma = \partial\Sigma^i\).
- \(\sum_{\Sigma^i} \theta^i = 0\) along \(\Gamma\) where \(\tau^i\) is the outer normal vector field \(\Gamma\) in \(\Sigma^i\).

We use \(\nu^i\) to denote the unit normal vector field on \(\Sigma^i\).

Now let us define a distance function \(d(.\cdot)\) on \(\Sigma\). Let \(d^i(.\cdot)\) be the intrinsic distance function on \(\Sigma^i\) \((d^i(p_1, p_2) = +\infty\) if \(p_1, p_2\) belongs to the different components of \(\Sigma^i\)). We can define

\[
d(x, y) := \inf \{\sum_{k=0}^{l-1} d^k(x_k, x_{k+1}) : x_0 = x, x_l = y, x_1, \ldots, x_{l-1} \in \Gamma, \quad i_0 = i, i_{l-1} = j, 1 \leq i_1, \ldots, i_{l-2} \leq q, \quad \text{for } l \in \mathbb{N}\}.
\]

We denote \(B_\Sigma^r(x) = \{y \in \Sigma : d(x, y) < r\}\) the intrinsic ball on \(\Sigma\).
Definition A.2. We say a minimal multiple junction surface $\Sigma$ is complete if it is complete with respect to the distance function $d(\cdot, \cdot)$.

Definition A.3. We say $\Sigma = (\theta^1 \Sigma^1, \ldots, \theta^q \Sigma^q)$ has equilibrium angles along $\Gamma$ if for each $1 \leq i, j \leq q$, we have $\angle(\nu^i, \nu^j)$ is a constant along $\Gamma$. Here, we write $\angle(\nu^i, \nu^j)$ as the directed angle between $\nu^i$ and $\nu^j$ when we fix an orientation along $\Gamma$.

Remark A.4. This is slightly different from the definition that appeared in [Wan22a] Section 6f. Indeed, we should use $\nu^i$ to define the concept of equilibrium angles instead of using $\tau^i$ since compatibility is related to $\nu^i$. The angle condition that appeared in Theorem 1 of [Wan22a] should also be understood as the equilibrium angles define in Definition A.3.

Theorem A.5. (cf. [Wan22a] Theorem 4) Let $\Sigma$ be a complete stable minimal multiple junction surface in $\mathbb{R}^3$. Then, for any $\phi = (\phi^i)_{i=1}^q$ with $\phi^i \in W^{1, 2}(\Sigma^i)$ satisfying the compatible condition that $\phi^i = W \nu^i \mathcal{H}^1$-a.e., on $\Gamma$ for some $L^2$ vector field $W$ along $\Gamma$, we have

$$0 \leq \sum_{i=1}^q \int_{\Sigma^i} \left( |\nabla_{\Sigma^i} \phi^i|^2 - |A_{\Sigma^i}|^2 (\phi^i)^2 \right) d\Sigma^i - \int_{\Gamma} (\phi^i)^2 H_\Gamma \cdot \tau^i d\Gamma,$$

where $H_\Gamma$ is the geodesic curvature vector of $\Gamma$.

With the above definitions, we can state our main theorem.

Theorem A.6. Let $\Sigma = (\theta^1 \Sigma^1, \ldots, \theta^q \Sigma^q)$ be a minimal multiple junction surface in $\mathbb{R}^3$. We suppose $\Sigma$ is complete, stable and has quadratic area growth and equilibrium angles along $\Gamma$. Then each $\Sigma^i$ is flat.

Proof. Since $\Sigma$ has equilibrium angles along $\Gamma$, we can choose a smooth unit normal vector field $W_1$ along $\Gamma$ such that $\angle(W_1, \nu^i)$ is a constant function along $\Gamma$. By perturbing $W_1$, we can assume $\angle(W_1, \nu^i) \in (0, \frac{\pi}{2}) \cup (\frac{\pi}{2}, \pi) \cup (\pi, \frac{3\pi}{2}) \cup (\frac{3\pi}{2}, 2\pi)$. We choose another unit normal vector field $W_2$ along $\Gamma$ such that $\angle(W_1, W_2) = \frac{\pi}{2}$.

Clearly, we know $\angle(W_2, \nu^i) = \angle(W_1, \nu^i) - \frac{\pi}{2}$.

If we define $c_1, c_2 \in C^\infty(\Sigma)$ by choosing $c_j^i = W_j \cdot \nu^i$ as a constant function on $\Sigma^i$, we can find $c_1, c_2 \in C^\infty(\Sigma)$. The idea is, we want to put $c_1, c_2$ into stability inequality \(\Box\). Of course we need cut-off functions to help us since $c_1, c_2$ do not have compact support.

Fix a point $p_0 \in \Sigma$ and a positive integer $n \in \mathbb{N}$, we denote $\rho(p) := \text{dist}(p, p_0)$. Note that we allow $p_0 \notin \Gamma$. We choose test functions $\phi_1, \phi_2$ defined as

$$\phi_j^i = \begin{cases} c_j^i(p), & p \in B_{1/n}(p_0) \cap \Sigma^i, \\ c_j^i(p) \left(1 - \frac{\log \rho(p)}{n}\right), & p \in (B_{\rho_0}(p_0) \setminus B_{1/n}(p_0)) \cap \Sigma^i, \\ 0, & \text{otherwise}. \end{cases}$$

Note that $\phi_1, \phi_2$ satisfy the compatible condition in the sense that

$$\phi_j^i = W_j \cdot \nu^i, \quad \text{along } \partial \Sigma^i$$

for some Lipschitz normal vector field $W_j$ defined along $\Gamma$. In particular, we can write $W_j$ explicitly as,

$$W_j = \begin{cases} W_j(p), & p \in B_{1/n}(p_0) \cap \Gamma \\ W_j(p) \left(1 - \frac{\log \rho(p)}{n}\right), & p \in (B_{\rho_0}(p_0) \setminus B_{1/n}(p_0)) \cap \Gamma, \\ 0, & \text{otherwise}. \end{cases}$$
Hence, we can choose \( \phi = \phi_j \) in Theorem [A.3] and get the following inequality.

\[
\sum_{i=1}^{q} \int_{\Gamma} (\phi'_i)^2 H_{\Gamma} \cdot \tau^i d\Gamma + \int_{\Sigma^i} |A_{\Sigma^i}|^2 (\phi'_i)^2 d\Sigma^i \leq \sum_{i=1}^{q} \int_{\Sigma^i} \left| \nabla_{\Sigma^i} \phi'_i \right|^2 \theta^i d\Sigma^i.
\]  

(3)

Note that we have \( (\phi'_i)^2 + (\phi''_i)^2 = (\tilde{W}_1 \cdot \nu^i)^2 + (\tilde{W}_2 \cdot \nu^i)^2 = |\tilde{W}_1|^2 \), since \( \angle(\tilde{W}_1, \tilde{W}_2) = \frac{\pi}{2} \) and \( |\tilde{W}_1| = |\tilde{W}_2| \) if \( |\tilde{W}_1| \neq 0 \). Therefore,

\[
\sum_{i=1}^{q} \left[ (\phi'_i)^2 + (\phi''_i)^2 \right] H_{\Gamma} \cdot \tau^i \theta^i = |\tilde{W}_1|^2 \sum_{i=1}^{q} H_{\Gamma} \cdot (\theta^i \tau^i) = 0
\]

by the definition of minimal multiple junction surfaces. Combining (3), we have

\[
\sum_{i=1}^{q} \int_{B_{\rho_1}(p_0)} \left[ (c_1)^2 + (c_2)^2 \right] |A_{\Sigma^i}|^2 \theta^i d\Sigma^i
\]

\[
\leq \sum_{i=1}^{q} \int_{\Sigma^i} \left[ |\nabla_{\Sigma^i} \phi'_i|^2 + |\nabla_{\Sigma^i} \phi''_i|^2 \right] \theta^i d\Sigma^i
\]

\[
= \sum_{i=1}^{q} \left[ (c_1)^2 + (c_2)^2 \right] \int_{\Sigma^i \cap \left( B_{\rho_1}(p_0) \setminus B_{\rho_2}(p_0) \right)} \frac{|\nabla_{\Sigma^i} \rho_j|^2}{n \rho_j^2} \theta^i d\Sigma^i
\]

\[
\leq \sum_{i=1}^{q} \left[ (c_1)^2 + (c_2)^2 \right] \sum_{k=1}^{n} \int_{\Sigma^i \cap \left( B_{\rho_k}(p_0) \setminus B_{\rho_{k-1}}(p_0) \right)} \frac{1}{n^{2k-2}} \theta^i d\Sigma^i
\]

\[
\leq \sum_{i=1}^{q} \left[ (c_1)^2 + (c_2)^2 \right] \frac{C e^2 \theta^i}{n^2} = \frac{C}{n} \sum_{i=1}^{q} \left[ (c_1)^2 + (c_2)^2 \right] \theta^i
\]

Here, we have used the quadratic area growth condition \( |\Sigma^i \cap B_{\rho^1}(p_0)| \leq Cr^2 \). Note that \( (c_1)^2 + (c_2)^2 > 0 \) for each \( i \), by choosing \( n \) large enough, we can conclude \( |A_{\Sigma^i}| \) vanishes in \( B_{\rho_1}(p_0) \cap \Sigma^i \) for each \( 1 \leq i \leq q \). By the arbitrariness of \( p_0 \), we know \( |A_{\Sigma^i}| \) should vanish everywhere on \( \Sigma^i \).

This shows \( \Sigma^i \) is flat for each \( 1 \leq i \leq q \).

\[\square\]
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