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Abstract

We study the dynamics of the interface given by two incompressible viscous fluids in the Stokes regime filling a 2D horizontally periodic strip. The fluids are subject to the gravity force and the density difference induces the dynamics of the interface. We derive the contour dynamics formulation for this problem through a $x_1$-periodic version of the Stokeslet. Using this new system, we show local-in-time well-posedness when the initial interface is described by a curve with no self-intersections and $C^{1+\gamma}$ Hölder regularity, $0 < \gamma < 1$. This well-posedness result holds regardless of the Rayleigh-Taylor stability of the physical system. In addition, global-in-time existence and decay to the flat stationary state is proved in the Rayleigh-Taylor stable regime for small initial data. Finally, in the Rayleigh-Taylor unstable regime, we construct a wide family of smooth solutions with exponential in time growth for an arbitrary large interval of existence. Remarkably, the initial data leading to this exponential growth possibly lack any symmetry.
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1 Introduction

In this paper, we study the long time dynamics of the interface separating two different fluids in a regime with very low Reynolds number. The motion of a two-phase highly viscous flow is a practical problem in many applications ranging from Biology to Physics. Furthermore, this is also a first principles step towards the description of viscous water waves. Indeed, although for most of the applications in coastal engineering, water waves are assumed to be inviscid, as already stated by the celebrated applied mathematician Longuet-Higgins [38] (see [21] for more details regarding the mathematical modeling of viscous waves):

For certain applications, however, viscous damping of the waves is important, and it would be highly convenient to have equations and boundary conditions of comparable simplicity as for undamped waves.

With this physical phenomena in mind, we consider two incompressible, viscous and immiscible fluids filling the $2\pi$-periodic strip in the variable $x_1$, $\mathbb{T} \times \mathbb{R}$. The curve

$$\Gamma(t) = \{(z_1(\alpha,t), z_2(\alpha,t)) : \alpha \in [-\pi,\pi] \}, \quad z(\alpha + 2\pi k, t) = (2\pi k, 0) + z(\alpha, t),$$

is the interface between the fluids in such a way that

$$\mathbb{T} \times \mathbb{R} = \Omega^+(t) \cup \Omega^-(t) \cup \Gamma(t), \quad \Omega^+(t) \cap \Omega^-(t) = \phi, \quad \partial \Omega^\pm(t) = \Gamma(t).$$

Then the upper fluid fills the domain $\Omega^+(t)$, while the lower fluid lies in $\Omega^-(t)$. More precisely, there exists a constant $M$ big enough such that

$$\mathbb{T} \times [M, +\infty) \subset \Omega^+(t) \quad \text{and} \quad \mathbb{T} \times (-\infty, -M] \subset \Omega^-(t).$$

At low Reynolds numbers, the viscosity forces dominate the inertial forces acting on the fluid. In the limit case, where inertial forces are neglected, the fluids flow in the Stokes regime. There is a vast literature about the study of the Stokes operator and Stokes-based models. For instance we refer to the pioneer works by Ladyzhenskaya [35], Ladyzhenskaya & Solonnikov [34] and Abe & Giga [1]. In this paper, we consider the two incompressible fluids modeled by Stokes flow, hence the dynamics of the fluids is described by the following system of PDEs:

$$-\mu^\pm \Delta u^\pm = -\nabla p^\pm - g\rho^\pm (0,1)^t, \quad x \in \Omega^\pm(t), t \in [0,T], \quad (1a)$$
$$\nabla \cdot u^\pm = 0, \quad x \in \Omega^\pm(t), t \in [0,T], \quad (1b)$$
$$[-p I + \mu((\nabla u + (\nabla u)^T)/2)] \cdot (\partial_\alpha z)^\perp = 0, \quad x \in \Gamma(t), t \in [0,T], \quad (1c)$$
$$[u] = 0, \quad x \in \Gamma(t), t \in [0,T], \quad (1d)$$
$$z_t = u(z,t), \quad t \in [0,T], \quad (1e)$$
$$z = z_0, \quad t = 0. \quad (1f)$$

Above we have used the notation

$$(\partial_\alpha z)^\perp = (-\partial_\alpha z_2, \partial_\alpha z_1),$$
$$[F] = F^+(z(\alpha, t), t) - F^-(z(\alpha, t), t),$$

giving in (1c) the continuity of the stress tensor and in (1d) the continuity of the velocity due to the viscosity of the fluids. In the previous equations, $g$ refers to the acceleration due to gravity while $u,p,\mu$ and $\rho$ denote the velocity field, pressure, dynamic viscosity and density of each fluid, respectively. Then, $z$ describes the internal wave separating both fluids, which moves with the flow. This internal wave is a free boundary and should be recovered from the dynamics of the problem. We assume that these fluids have the same viscosities but different densities, i.e.

$$\mu^+ = \mu^-, \quad \rho^+ \neq \rho^-.$$

In what follows, we assume, without loss of generality, that $\mu = g = 1$. 
The dynamics of free boundary viscous waves driven by different forces is a classical and challenging problem, where many scenarios are still unsolved. The fluid dynamics can be subjected to the Stokes regime, Navier-Stokes regime (see [26]) or a water waves regime with viscosity (see [23]), among others. The fluids are typically driven by gravity and capillarity forces, and their dynamics are also subject to the geometry of the problem.

The two-phase Stokes regime driven by capillarity in $\mathbb{R}^2$, where the interface between the two fluids is described by the graph of a function, was first studied by Badea & Duchon [3] in the contour dynamics formulation approach. In this work, the authors prove a global existence and uniqueness result for small initial data in the space of Fourier transforms of bounded measures. This scenario has also been studied by Matioc & Prokert [40, 41], with equal viscosities and viscosity jump, respectively. The authors prove well-posedness in sub-critical Sobolev spaces with arbitrary size initial data and a criterion for global existence, using the potential theory approach. The linear problem for a graph in the case of a Stokes flow driven by capillarity is

$$f_t^L = -\sigma (-\partial^2_x)^{1/2} f^L, \quad \sigma > 0.$$ 

Taking advantage of the parabolic character of the capillarity problem, they also prove parabolic smoothing of the solution. The same authors have recently proven a similar result for the one-phase problem (i.e., the fluid above behaves like vacuum) as a small viscosity limit [42]. Moreover, Guo & Tice [27] (see also [47]) study the stability of contact lines in fluids. In particular, they consider the dynamics of an incompressible viscous Stokes fluid evolving in a two-dimensional open-top vessel under the influence of gravity and capillary forces. Furthermore, the sedimentation of intertialless particles in a viscous flow in 3D is described by a coupled transport-Stokes system subject to gravity. This model was derived by Höfer [28] and Mecherbet [43]. Regarding this problem, Höfer & Schubert [30] and Mecherbet [44] prove in parallel works the existence and uniqueness of solutions with initial density in $L^1 \cap L^\infty$. Further results concerning the transport-Stokes system problem in 2D, are, for instance, [2] and recent work by Grayer II [24], where the authors show global well-posedness for compactly supported and $L^1 \cap L^\infty$ initial density and persistence of regularity results. Moreover, in the also recent result [36], Leblond proves global well-posedness for bounded initial density in the case of bounded domains and the infinite strip $\Omega = \mathbb{R} \times (0, 1)$. See also [29], where Stokes is used to model vortex filaments. A more exhaustive collection of results for the transport-Stokes system can be found in [45].

In this paper we will use a contour dynamic approach to write the Stokes free boundary problem as a single nonlinear and non-local partial differential equation. The study of nonlinear and non-local PDEs have been a very active research area in Applied Mathematical Analysis in the last years. Two celebrated problems sharing the linear part of the capillary driven Stokes problem are the Peskin and the Muskat problems. Furthermore, both problems can be studied as a nonlinear and nonlocal partial differential equation using a contour dynamics approach similar to the one that we use in this paper. On the one hand, the Peskin problem models the dynamics of an elastic filament immersed in a Stokes fluid [46, 20, 37, 10]. However, in the problem under consideration in this paper, the gravity driven Stokes problem, the dynamics is induced by the gravity force. On the other hand, the Muskat problem models the dynamics of fluids with different densities flowing in a porous media according to Darcy’s law [16, 22].

The results concerning the gravity driven free boundary Stokes problem are much more scarce when
the fluids fill an infinitely deep domain. We start noting that the Stokes gravity interface dynamics when the internal wave is given as the graph of the function \( h(x, t) \) verifies the following energy balance

\[
\frac{\rho^- - \rho^+}{2} \| h(t) \|^2_{L^2(T)} + \int_0^t \| \nabla u \|^2_{L^2(T \times \mathbb{R})} ds = \frac{\rho^- - \rho^+}{2} \| h(0) \|^2_{L^2(T)}.
\]

Furthermore, the Stokes gravity interface dynamics the linear operator reads

\[
(-\partial_{xx}^2)^{1/2} f_t^L = -(\rho^- - \rho^+) f^L,
\]

which is not of parabolic type. Instead, we show that this operator has a damping effect without regularization if the denser fluid is below the lighter one: a situation known as the Rayleigh-Taylor stable scenario. We call this a weak damping effect. This is in heavy contrast to the Peskin problem, the Muskat problem and the capillary driven Stokes problem where the linear operator is given by a square root of the Laplacian as shown before. This striking difference makes the gravity driven Stokes problem a hyperbolic problem for the free boundary. For this hyperbolic non-local problem we establish the local existence for \( C^{1,\gamma} \) interfaces and global well-posedness and decay for sufficiently small free boundaries in the RT stable case. We provide two global existence theorems. First, we establish global well-posedness of classical solutions in Sobolev spaces and polynomial decay of the small free boundaries in the RT stable case. We prove this result by a careful study of the linear semi-group, which shows exponential growth bounds. We can generalize this behavior to the full non-linear problem, showing exponential growth for smooth small data in Wiener spaces in an arbitrary large interval of existence. Previous results in this direction are scarce and sometimes are more restricted. In this direction, we have to mention the previous result [25], where Guo, Hallstrom & Spirn showed instability for smooth interfaces in three different physical settings. Namely, vortex sheets with surface tension, the Muskat problem with surface tension and vortex patches. They show that the dynamics of perturbations of the steady states are characterized by the dynamics of their linear semi-groups in a particular time scale related to the size of the perturbation. We would also like to mention the result by Kiselev & Li [31], where the authors show exponential growth of the curvature of an Euler patch boundary under certain symmetry assumptions and with fixed boundary. We have to emphasize that in our result, we do not need any symmetry or time scale restriction, instead we prove the exponential growth for arbitrary time scales and non-symmetric initial data.

2 Main results and methodology

One of the classical methods to deal with free boundary problems is to exploit potential theory in order to reformulate the problem into a new contour dynamics equation, which will be typically non-local and strongly non-linear. Let us mention that this kind of approach has been extensively and successfully used in other free boundary problems in fluid dynamics to show well-posedness (see [4, 9] for the vortex patch, [12] for water waves, [33, 19, 18] for the SQG sharp-front, [13, 17] for the Muskat problem and [20, 10] for the Peskin problem). Furthermore, it has been applied to prove singularity formation for the water waves, the SQG sharp-front and the Muskat problem [7, 5, 32, 19, 6]. In this work, we derive the contour dynamics formulation for (1) through a new kernel, which we call the \( x_1 \)-periodic Stokeslet. This approach results in the following equivalent contour dynamics equation for the internal wave \( z(\alpha, t) \):

\[
z_t(\alpha, t) = (\rho^- - \rho^+) \int_T S(z(\alpha, t) - z(\beta, t)) \cdot \partial_\beta z_2(\beta, t) d\beta,
\]
where the so-called \( x_1 \)-periodic Stokeslet reads
\[
S(y) = \frac{1}{8\pi} \log(2(\cosh(y_2) - \cos(y_1))) \cdot I - \frac{y_2}{8\pi(\cosh(y_2) - \cos(y_1))} \begin{pmatrix} -\sinh(y_2) & \sin(y_1) \\ \sin(y_1) & -\sinh(y_2) \end{pmatrix}.
\]

We take advantage of this contour dynamics formulation (2) to prove the following local in time existence result for the interface with Hölder regularity \( C^{1,\gamma}(\mathbb{T}) \), in the case when the initial geometry of the interface is a curve \( z_0(\alpha) \) satisfying the arc-chord condition (which is measured by the function \( F \) defined in (32)-(33)).

**Proposition** (Local existence of solutions in \( C^{1,\gamma}(\mathbb{T}) \)). Let \( 0 < \gamma < 1 \) be a fixed parameter and \( z_0(\alpha) \in C^{1,\gamma}(\mathbb{T}) \) be the initial data satisfying the arc-chord condition. Then, there is a time \( 0 < T \) such that there exists a unique local solution
\[
z \in C^1((-T, T); C^{1,\gamma}(\mathbb{T}))
\]
of (2) satisfying the arc-chord condition on \((-T, T)\).

The proof of this result relies on the Picard Theorem on a suitable Banach space. Note that it is independent of the regime of the densities, being valid in both the stable and unstable case. Further details of the proof are shown in Section 5.

In the particular case when the internal wave is described as the graph of a function \( h(\alpha, t) \), i.e.,
\[
z(\alpha, t) = (\alpha, h(\alpha, t)),
\]
we show that the contour dynamics equation is equivalent to
\[
h_t(\alpha, t) = \frac{(\rho^- - \rho^+)}{8\pi} \int_{\mathbb{T}} \log(2(\cosh(h(\alpha, t) - h(\beta, t)) - \cos(\alpha - \beta))) h(\beta)[1 + h_\alpha(\alpha)h_\alpha(\beta)]d\beta
\]
\[
+ \frac{(\rho^- - \rho^+)}{8\pi} \int_{\mathbb{T}} \frac{h(\beta)(h(\alpha) - h(\beta))}{\cosh(h(\alpha) - h(\beta)) - \cos(\alpha - \beta)} [(h_\alpha(\alpha)h_\alpha(\beta) - 1) \sinh(h(\alpha) - h(\beta))] d\beta
\]
\[
+ \frac{(\rho^- - \rho^+)}{8\pi} \int_{\mathbb{T}} \frac{h(\beta)(h(\alpha) - h(\beta))}{\cosh(h(\alpha) - h(\beta)) - \cos(\alpha - \beta)} [(h_\alpha(\alpha) + h_\alpha(\beta)) \sin(\alpha - \beta)] d\beta. \tag{3}
\]
The detailed proofs of these formulations are given in Section 3.

In order to prove global in time existence of solutions in Sobolev spaces in the stable regime of the densities, we study the linear semi-group
\[
f_t^L = -(\rho^- - \rho^+)(-\partial_x^2)^{-1/2} f^L,
\]
which results from the linearization of (3) around the equilibrium, and prove a decay result (see Section 4 for further details). The linear semi-group properties together with a priori estimates in \( L^2(\mathbb{T}) \) and \( H^3(\mathbb{T}) \) lead us into one of the main results of this paper, where we show stability for classical solutions with prescribed small initial data in \( H^3(\mathbb{T}) \). Although we expect that the optimal regularity is less than \( H^3 \), we have chosen this space for the sake of simplicity.

**Theorem** (Global existence and decay of solutions for small data). Let \( h_0 \in H^3(\mathbb{T}) \) be the initial data for (3). Assume that the system is in the RT stable regime, i.e.
\[
\rho^- - \rho^+ > 0,
\]
and take \( \frac{3}{2} < m < 2 \). There is a \( 0 < \delta = \delta(\rho^- - \rho^+) \) such that if
\[
\|h_0\|_{H^3(\mathbb{T})} < \delta,
\]
there exists a unique global classical solution \( h(\alpha, t) \)
\[
h \in C([0, T]; H^3),
\]
of (3) for arbitrary \( T > 0 \) such that
\[
(1 + t)^m \|h\|_{L^2} + \|h\|_{H^3} \leq C \|h_0\|_{H^3},
\]
for some constant \( C > 0 \).
Further details of the proof are shown in Section 6.
Moreover, we prove global well-posedness in Wiener spaces of analytic functions

\[ A^1_\nu = \{ u \in L^2(T) \text{ s.t. } \| u \|_{A^1_\nu} = \sum_{k=-\infty}^{\infty} e^{\nu|k|} |\hat{u}(k)| < \infty \} \]

by a careful analysis of equation (3) applying Fourier techniques and taking advantage of the algebra structure of Wiener spaces. This result is stated in the following theorem:

**Theorem** (Global existence of solutions in Wiener algebras for small data). Let \( h_0 \in A^1_{\nu_0}(T) \) be the initial data for (3) in the RT stable case,

\[ \rho^- - \rho^+ > 0. \]

Assume that

\[ \nu_0 > 0. \]

There is a \( 0 < \delta = \delta(\rho^- - \rho^+, \nu_0) \) such that if

\[ \| h_0 \|_{A^1_{\nu_0}} < \delta, \]

so that

\[ \nu_0 - M(\| h_0 \|_{A^1_{\nu_0}}) > 0, \]

for a suitable non negative function \( M(x) \approx x + O(x^2) \), there exists a unique global analytic solution \( h(\alpha, t) \)

\[ h \in C([0, T]; A^1_{\nu(t)}(T)), \]

of (3) for arbitrary \( T > 0 \) satisfying

\[ \| h \|_{A^1_{\nu(t)}} \leq \| h_0 \|_{A^1_{\nu_0}}. \]

The details of the proof are shown in Section 7.2. This result, together with a careful study of the linear semi-group growth and the ideas of the proof of the global existence result in Sobolev spaces, allow us to prove exponential decay of solutions in Wiener algebras. The statement reads as follows:

**Theorem** (Global existence and exponential decay of solutions for small data). Let \( h_0 \in A^1_{\nu_0}(T) \) be the initial data for (3) in the RT stable case,

\[ \rho^- - \rho^+ > 0, \]

fulfilling the hypotheses of Theorem 2. In particular,

\[ \| h_0 \|_{A^1_{\nu_0}} < \delta, \]

for a suitable \( \delta = \delta(\rho^- - \rho^+, \nu_0) \). Assume that

\[ 0 < \nu^* \leq \frac{\nu_0}{24}. \]

There is a \( 0 < \varepsilon = \varepsilon(\nu^*, \rho^- - \rho^+, \| h_0 \|_{A^1_{\nu_0}}) \) such that if

\[ \| h_0 \|_{A^{\nu^*}_0} < \varepsilon, \]

there exists a unique global analytic solution \( h(\alpha, t) \)

\[ h \in C([0, T]; A^{\nu^*}_0(T)), \]

of (3) for arbitrary \( T > 0 \) satisfying

\[ e^{\sqrt{\frac{\rho^- - \rho^+}{4}} \nu^* t} \| h \|_{A^{\nu^*}_0} + \| h \|_{A^{\nu^*}_0} \leq C \| h_0 \|_{A^{\nu^*}_0}, \]

for some constant \( C > 0 \).
The proof is given in Section 7.3.

Finally, using the previous result, we can prove that smooth initial data in the RT unstable scenario can lead to exponential growth in a particular Wiener norm.

**Theorem** (Exponential growth of solutions in the RT unstable case for small data). Let $T > 0$ be an arbitrary fixed parameter. Then, it exists a family of smooth initial data $g_0 \in A^{0}_{\nu^*}(T)$, such that $g \in C([0, T], A^{0}_{\nu^*}(T))$, is a solution of (3) in the RT unstable regime, $\rho^- - \rho^+ < 0$, and

$$| |g(\tau)||_{A^{0}_{\nu^*}} \geq \frac{1}{C} e^{\sqrt{|\rho^- - \rho^+| \nu^* \tau}} | |g_0||_{A^{0}} , \quad \tau \in [0, T].$$

(4)

3 The contour dynamics formulation in $T \times R$

In this section we are going to find that system (1) is equivalent to a single non-local and nonlinear equation for the internal wave $z(\alpha, t)$. This new equation is called the contour dynamics formulation of (1). Although such formulation for the Stokes problem has been used before [3] in the case of $\mathbb{R}^2$, the fact that we are considering periodic waves makes the form of the Stokeslet different and its computation far from being trivial. Thus, as the closed form of the periodic stream function and the periodic Stokeslet for a given generic force $F$ can be of its own interest, we include some of the details in the next section. Then, we restrict us to the case where the force $F$ reduces to the gravity force to further simplify the integral kernels.

3.1 The stream function

Let us consider a generic force $F$. The purpose of this section is to find a representation formula for the stream function $\psi$, i.e. the function such that

$$u(x, t) = \nabla^\perp \psi(x, t) = (- \partial_{x_2} \psi(x, t), \partial_{x_1} \psi(x, t)),$$

(5)

where $u$ is the velocity field given by (1). We have

$$\nabla^\perp \cdot u(x, t) = \Delta \psi(x, t).$$

Let us consider the Stokes equations written as

$$\Delta u - \nabla p = F, \quad x \in T \times \mathbb{R}$$

$$\nabla \cdot u = 0, \quad x \in T \times \mathbb{R}.$$ 

Using the stream function, we find that

$$\Delta^2 \psi = \nabla^\perp \cdot F(x).$$

Then, in order to solve the Stokes system of PDEs, we have to first solve the bilaplacian in the strip $T \times \mathbb{R}$. This latter problem will be solved by finding the Green’s function associated to this fourth order elliptic problem $K$. Namely, we will prove the existence of the stream function by finding

$$\psi(x) = \int_{T \times \mathbb{R}} K(x - y) \nabla^\perp \cdot F(y) dy,$$

(6)

where $K$ is any function satisfying

$$\Delta^2 K = \delta, \quad x \in T \times \mathbb{R}.$$ 

As this Green function can be useful in many different problems in viscous fluid dynamics, we give its precise expression and the proof of its construction in the next proposition.
Proposition 1 (Green function of the $x_1$-periodic bilaplacian). Define

$$K(x) = \sum_{n \in \mathbb{Z}} \beta_n(x_2)e^{inx_1}. \quad (7)$$

where

$$\beta_0(x_2) = \frac{|x_2|x_2^2}{24\pi} \quad (8)$$

$$\beta_n(x_2) = \frac{(|nx_2| + 1)e^{-|nx_2|}}{8\pi n^2 |n|} \text{ for } n \neq 0. \quad (9)$$

Then $K$ verifies

$$\Delta^2 K = \delta, \quad x \text{ in } T \times \mathbb{R}. \quad (10)$$

Proof. Above equation can be expressed as the product of two deltas

$$\Delta^2 K(x) = \delta(x_2)\delta(x_1), \quad x_1 \in T, \quad x_2 \in \mathbb{R}. \quad (10)$$

The delta function in the periodic setting is given by

$$\delta(x_1) = \frac{1}{2\pi} \sum_{n \in \mathbb{Z}} e^{inx_1},$$

if it is understood in the distributional sense. Then, it yields

$$\Delta^2 K(x) = \frac{\delta(x_2)}{2\pi} \sum_{n \in \mathbb{Z}} e^{inx_1}. \quad (11)$$

On the other hand, $K$ must be a $2\pi$-periodic function in $x_1$ so that we find $K(x)$ given by

$$K(x) = \sum_{n \in \mathbb{Z}} \beta_n(x_2)e^{inx_1}. \quad (12)$$

Comparing (11) and (12), we get an ODE for $\beta_n(x_2)$

$$\frac{\delta(x_2)}{2\pi} = \partial_{x_2}^4 \beta_n(x_2) - 2n^2 \partial_{x_2}^2 \beta_n(x_2) + n^4 \beta_n(x_2). \quad (13)$$

The case $n = 0$ can be solve in a direct manner getting (8). The case $n \neq 0$ can be solve by applying the Fourier Transform in the $x_2$ variable

$$\hat{f}(\xi) = \int_{\mathbb{R}} f(x_2)e^{-ix_2 \xi} dx_2.$$

Then we find that

$$\frac{1}{2\pi} = \xi^4 \hat{\beta}_n(\xi) + 2n^2 \xi^2 \hat{\beta}_n(\xi) + n^4 \hat{\beta}_n(\xi). \quad (14)$$

We apply the inverse Fourier Transform to obtain

$$\beta_n(x_2) = \frac{1}{(2\pi)^2} \int_{\xi^4 + 2n^2 \xi^2 + n^4} \frac{1}{\xi^4 + 2n^2 \xi^2 + n^4} e^{ix_2 \xi} d\xi \quad (15)$$

Solving the above integral it is possible to get (9). This concludes the proof of the proposition. \(\square\)

Let us further simplify the expression for the stream function. Integrating by parts,

$$\psi(x) = \int_{T \times \mathbb{R}} K(x-y)(-\partial_{y_2} F_1(y) + \partial_{y_1} F_2(y)) dy$$

$$= \int_{T \times \mathbb{R}} -\partial_{x_2} K(x-y)F_1(y) + \partial_{x_1} K(x-y)F_2(y) dy$$

$$= \int_{T \times \mathbb{R}} \Psi(x-y) \cdot F(y) dy,$$
with

\[ \Psi = (-\partial_{x_2}K, \partial_{x_1}K), \]

with

\[
\partial_{x_1}K(x) = \sum_{n \in \mathbb{Z}} i n \beta_n(x_2) e^{inx_1} \\
= \frac{1}{8\pi} \sum_{n \in \mathbb{Z}, n \neq 0} \left( \frac{|x_2|}{n} e^{-|nx_2|} + \frac{i}{n} e^{-|nx_2|} \right) e^{inx_1} \\
= -\frac{1}{4\pi} \sum_{n > 0} \left( \frac{|x_2|}{n^2} e^{-|nx_2|} + \frac{1}{n} e^{-|nx_2|} \right) \sin(nx_1),
\]

and

\[
\partial_{x_2}K(x) = \sum_{n \in \mathbb{Z}} \partial_{x_2} \beta_n(x_2) e^{inx_1} \\
= \frac{x_2|x_2|}{8\pi} - \frac{x_2}{8\pi} \sum_{n \in \mathbb{Z}, n \neq 0} \frac{1}{|n|} e^{-|nx_2|} e^{inx_1} \\
= \frac{x_2|x_2|}{8\pi} - \frac{1}{4\pi} \sum_{n > 0} nx_2 \cos(nx_1) \frac{e^{-|nx_2|}}{n^2}.
\]

We observe that, due to the Fourier series of the kernel \( K \), we have that \( \Psi \) is, at least, a function whose Fourier series is absolutely convergent and, as a consequence a \( C(\mathbb{T} \times \mathbb{R}) \) function. Therefore we can ensure the existence of the continuous function \( \Psi \).

### 3.2 The \( x_1 \)-periodic Stokeslet

The aim of this section is to use the representation formula for the stream function in order to obtain a representation formula for the velocity \( u \). We recall that

\[ \psi(x) = \int_{\mathbb{T} \times \mathbb{R}} \Psi(x - y) \cdot F(y) dy, \]

with

\[ \Psi = (-\partial_{x_2}K, \partial_{x_1}K), \]

and \( F \) is a generic force. As a consequence,

\[ u(x) = \nabla^\perp \psi(x) \]

\[ = \int_{\mathbb{T} \times \mathbb{R}} S(x - y) \cdot F(y) dy, \]

where the \( x_1 \)-periodic kernel is

\[ S = \begin{pmatrix}
\partial_{x_2}^2 K & -\partial_{x_2} \partial_{x_1} K \\
-\partial_{x_2} \partial_{x_1} K & \partial_{x_1}^2 K
\end{pmatrix}, \]

with

\[ \partial_{x_1}^2 K(x) = -\frac{1}{4\pi} \sum_{n > 0} \left( |x_2| e^{-|nx_2|} + \frac{1}{n} e^{-|nx_2|} \right) \cos(nx_1), \]

\[ \partial_{x_1} \partial_{x_2} K(x) = \frac{1}{4\pi} \sum_{n > 0} x_2 \sin(nx_1) e^{-|nx_2|}, \]
and

\[ \partial_{x_2}^2 K(x) = \frac{|x_2|}{4\pi} - \frac{1}{4\pi} \sum_{n>0} \left( \frac{e^{-n|x_2|}}{n} - |x_2|e^{-n|x_2|} \right) \cos(nx_1). \]

We observe that, even if the kernel Ψ was not explicit, we are able to sum up the Fourier series corresponding to the Stokeslet to find a closed form expression for the kernel S. We compute

\[
\sum_{n>0} \sin(nx_1)e^{-n|x_2|} = \sum_{n>0} \frac{e^{n(ix_1-i|x_2|)} - e^{n(-ix_1-|x_2|)}}{2i} = \frac{1}{2i} \left( \frac{e^{ix_1-i|x_2|}}{1 - e^{ix_1-|x_2|}} - \frac{e^{-ix_1-|x_2|}}{1 - e^{-ix_1-|x_2|}} \right) = \frac{1}{2} \sin(x_1) \frac{1}{\cosh(x_2) - \cos(x_1)} = \frac{1}{2} \partial_{x_1} \log(\cosh(x_2) - \cos(x_1)).
\]

As a consequence

\[
\sum_{n>0} \cos(nx_1)e^{-n|x_2|} = C(x_2) - \frac{1}{2} \log(\cosh(x_2) - \cos(x_1)).
\]

Similarly,

\[
\sum_{n>0} \cos(nx_1)e^{-n|x_2|} = \sum_{n>0} \frac{e^{n(ix_1-i|x_2|)} + e^{n(-ix_1-|x_2|)}}{2} |x_2| = \frac{1}{2} \left( \frac{e^{ix_1-i|x_2|}}{1 - e^{ix_1-|x_2|}} + \frac{e^{-ix_1-|x_2|}}{1 - e^{-ix_1-|x_2|}} \right) |x_2| = \frac{1}{2} \cos(x_1) - \cosh(x_2) + \cosh(x_2) - e^{-|x_2|} |x_2| = \frac{1}{2} |x_2| + \frac{1}{2} \sinh(|x_2|) - \frac{1}{2} |x_2| = \frac{1}{2} \cosh(x_2) - \cos(x_1) |x_2| = -\frac{1}{2} |x_2| + \frac{1}{2} x_2 \sinh(x_2) - \cos(x_1).
\]

Thus, we find that

\[
\partial_{x_2} \sum_{n>0} \cos(nx_1)e^{-n|x_2|} = \frac{1}{2} \frac{x_2}{|x_2|} - \frac{1}{2} \sinh(x_2) - \frac{1}{2} \cosh(x_2) - \cos(x_1) = C'(x_2) - \frac{1}{2} \frac{\sinh(x_2)}{\cosh(x_2) - \cos(x_1)}.
\]

from where

\[
\sum_{n>0} \cos(nx_1)e^{-n|x_2|} = \frac{|x_2|}{2} - \frac{1}{2} \log(\cosh(x_2) - \cos(x_1)) + c.
\]

Choosing \(x_2 = 0\) and \(x_1 = \pi\), we find

\[
\sum_{n>0} \cos(nx_1)e^{-n|x_2|} = \frac{|x_2|}{2} - \frac{1}{2} \log(\cosh(x_2) - \cos(x_1)) - \frac{\log(2)}{2}.
\]

The previous computations lead to

\[
\partial_{y_1} \partial_{y_2} K(y) = \frac{y_2}{8\pi \cosh(y_2) - \cos(y_1)} \frac{\sin(y_1)}{\cosh(y_2) - \cos(y_1)},
\]

\[
\partial_{y_1}^2 K(y) = -\frac{y_2}{8\pi \cosh(y_2) - \cos(y_1)} + \frac{1}{8\pi} \log(2(\cosh(y_2) - \cos(y_1))),
\]

\[
\partial_{y_2}^2 K(y) = \frac{1}{8\pi} \log(2(\cosh(y_2) - \cos(y_1))) + \frac{y_2}{8\pi \cosh(y_2) - \cos(y_1)} \frac{\sinh(y_2)}{\cosh(y_2) - \cos(y_1)}.
\]
Collecting all the terms we can write
\[ S(y) = \frac{1}{8\pi} \log \left( 2(\cosh(y_2) - \cos(y_1)) \right) \cdot I - \frac{y_2}{8\pi(\cosh(y_2) - \cos(y_1))} \begin{pmatrix} -\sinh(y_2) & \sin(y_1) \\ \sin(y_1) & \sinh(y_2) \end{pmatrix}. \]

Similarly, we can compute the pressure using the Green function for the Poisson equation in \( T \times \mathbb{R} \), namely
\[ P(x) = -\frac{1}{4\pi} \log \left( \cosh(x_2) - \cos(x_1) \right) . \]

which solves
\[ -\Delta P = \delta. \]

Then, we find that
\[ p(x) = -\frac{1}{4\pi} \int_{T \times \mathbb{R}} \log \left( \cosh(x_2) - \cos(x_1 - y_1) \right) \nabla \cdot F(y) dy \]
\[ = \frac{1}{4\pi} \int_{T \times \mathbb{R}} -\sin(x_1 - y_1) F_1(y) - \sinh(x_2 - y_2) F_2(y) \cosh(x_2 - y_2) - \cos(x_1 - y_1) dy \]
\[ = -\frac{1}{4\pi} \int_{T \times \mathbb{R}} (\sin(y_1), \sinh(y_2)) \cdot F(x - y) \cosh(y_2) - \cos(y_1) dy. \]

### 3.3 The equation for the free boundary: the case of an arbitrary curve

In this section we are going to focus on the case where the force acting on the fluid \( F \) is the gravity force in order to obtain the contour dynamics formulation for the free surface under consideration. Indeed, in our case of two homogeneous fluids separated by an internal wave under the action of gravity, we can write the acting force as
\[ F(x, t) = g\rho(x, t)(0, 1) = \nabla(\rho(x, t) x_2) \quad \text{for} \quad x \in \Omega^+(t), \]
with
\[ \rho(x, t) = \begin{cases} \rho^+ & \text{for} \ x \in \Omega^+(t) \\ \rho^- & \text{for} \ x \in \Omega^-(t) . \end{cases} \]

We can use this specific structure to further simplify the representation formulas in the situation under study. Let us start with the case of the stream function. We integrate by parts in order to find that
\[ \psi(x) = \int_{T \times \mathbb{R}} \Psi(x - y) \cdot \nabla(\rho(y) y_2) dy \]
\[ = \int_{\Omega^+} \Psi(x - y) \cdot \nabla y \rho^+ y_2) dy + \int_{\Omega^-} \Psi(x - y) \cdot \nabla y \rho^- y_2) dy \]
\[ = -\int_{\Omega^+} \nabla y \cdot \Psi(x - y) \rho^+ y_2 dy - \int_{\Omega^-} \nabla y \cdot \Psi(x - y) \rho^- y_2 dy \]
\[ - \rho^+ \int_T \Psi(x - z(\beta)) \cdot (\partial_3 z(\beta))^1 z_2(\beta) d\beta + \rho^- \int_T \Psi(x - z(\beta)) \cdot (\partial_3 z(\beta))^1 z_2(\beta) d\beta \]
\[ = (\rho^+ - \rho^-) \int_T \Psi(x - z(\beta)) \cdot (\partial_3 z(\beta))^1 z_2(\beta) d\beta. \]

The previous computation implies that the velocity solves
\[ u(x) = (\rho^+ - \rho^-) \int_T \mathcal{S}(x - z(\beta)) \cdot z_2^1(\beta) z_2(\beta) d\beta, \]
with
\[ \mathcal{S}(y) = \frac{1}{8\pi} \log \left( 2(\cosh(y_2) - \cos(y_1)) \right) \cdot I - \frac{y_2}{8\pi(\cosh(y_2) - \cos(y_1))} \begin{pmatrix} -\sinh(y_2) & \sin(y_1) \\ \sin(y_1) & \sinh(y_2) \end{pmatrix}. \tag{16} \]

Since the velocity is continuous across the interface we find the contour equation for the case of an arbitrary periodic curve
\[ z_t(\alpha, t) = (\rho^- - \rho^+) \int_T \mathcal{S}(z(\alpha, t) - z(\beta, t)) \cdot \partial_3 z(\beta, t) z_2(\beta, t) d\beta. \tag{17} \]
3.4 The equation for the free boundary: the case of a graph

In the previous section we have found the contour equation for the internal wave separating both fluids. However, such a free boundary is not necessarily parameterized as the graph of a function. In fact, the graph parametrization is not maintained by the contour equation (17). In this section we are going to find the contour equation for the case where the free boundary is parameterized as a graph. In order to do that we start with an initial data given by the graph of certain function and we evolve such initial data with a modified contour dynamics equation. Due to the smoothness of the evolution, the solution of this modified contour dynamics equation is a graph and, besides this, it is parameterized as a graph. Finally, we show that, due to the definition of our modified evolution, a reparametrization of the graph solves the contour dynamics equation (17) and as a consequence, the evolving graphs are equivalent to a solution of (17) after a reparametrization.

Suppose \( z(\alpha, t) \) is a solution to the following modified contour dynamics equation

\[
\begin{align*}
    z_t(\alpha, t) &= (\rho^- - \rho^+) \int_T S(z(\alpha, t) - z(\beta, t)) \cdot \partial_\beta z^\perp(\beta, t) z_2(\beta, t) d\beta + \lambda(\alpha, t) \partial_\alpha z(\alpha, t),
\end{align*}
\]

where \( \lambda \) will be defined below. Assuming that the curve \( z \) is initially a graph, i.e.,

\[
    z_1(\alpha, 0) = \alpha
\]

then, at least for a short time \( t \), we have \( \partial_\alpha z_1(\alpha, t') \neq 0 \) for every \( t' \in [0, t] \). This way, taking

\[
    \lambda(\alpha, t) = -(\rho^- - \rho^+) \left( \int_T S(z(\alpha, t) - z(\beta, t)) \cdot \partial_\beta z^\perp(\beta, t) z_2(\beta, t) d\beta \right) \cdot (1, 0) (\partial_\alpha z_1(\alpha, t))^{-1},
\]

we can reparametrize the curve \( z \) as the graph of certain function \( h(\alpha, t) \).

With this choice of \( \lambda \), the equation for the graph becomes

\[
    h_t(\alpha, t) = (\rho^- - \rho^+) \int_T S((\alpha - \beta, h(\alpha, t) - h(\beta, t))) \cdot (-\partial_\alpha h(\beta, t), 1) h(\beta, t) d\beta \cdot (-\partial_\alpha h(\alpha, t), 1).
\]

More explicitly,

\[
\begin{align*}
    h_t(\alpha, t) &= (\rho^- - \rho^+) \int_T \log(2(\cosh(h(\alpha, t) - h(\beta, t)) - \cos(\alpha - \beta))) h(\beta)[1 + h_\alpha(\alpha) h_\alpha(\beta)] d\beta \\
    &
    + \frac{(\rho^- - \rho^+)}{8\pi} \int_T \frac{h(\beta)(h(\alpha) - h(\beta))}{\cosh(h(\alpha) - h(\beta)) - \cos(\alpha - \beta)} [h_\alpha(\alpha) h_\alpha(\beta) - 1] \sinh(h(\alpha) - h(\beta)) d\beta \\
    &
    + \frac{(\rho^- - \rho^+)}{8\pi} \int_T \frac{h(\beta)(h(\alpha) - h(\beta))}{\cosh(h(\alpha) - h(\beta)) - \cos(\alpha - \beta)} [(h_\alpha(\alpha) + h_\alpha(\beta)) \sin(\alpha - \beta)] d\beta.
\end{align*}
\]

Then, define a reparametrization of the curve

\[
    z(\alpha, t) = \tilde{z}(\phi(\alpha, t), t)
\]

with new parameter

\[
    \xi = \phi(\alpha, t).
\]

We want to find \( \phi \) such that \( \tilde{z}(\xi, t) \) solves

\[
\begin{align*}
    \tilde{z}_t(\xi, t) &= (\rho^- - \rho^+) \int_T S(\tilde{z}(\xi, t) - \tilde{z}(\chi, t)) \cdot \partial_\chi \tilde{z}^\perp(\chi, t) \tilde{z}_2(\chi, t) d\chi.
\end{align*}
\]

Changing variables

\[
\begin{align*}
    \chi &= \phi(\beta), \\
    \partial_\beta \tilde{z}^\perp(\beta, t) &= \partial_\chi \tilde{z}^\perp(\chi, t) \phi'(\beta), \\
    d\chi &= \phi'(\beta) d\beta
\end{align*}
\]

\[
\begin{align*}
    \int_T S(\tilde{z}(\xi, t) - z(\beta, t)) \cdot \partial_\beta \tilde{z}^\perp(\beta, t) z_2(\beta, t) d\beta &= \int_T S(\tilde{z}(\xi, t) - \tilde{z}(\chi, t)) \cdot \partial_\chi \tilde{z}^\perp(\chi, t) \tilde{z}_2(\chi, t) d\chi
\end{align*}
\]
On the one hand, we compute

\[ z_t(\alpha, t) = \partial_\xi \bar{z}(\phi(\alpha, t), t) = \phi_t(\alpha, t) \partial_\xi \bar{z}(\xi, t) + \bar{z}_t(\xi, t). \]

Dealing with the non-local part of the contour equation we find

\[ z_t(\alpha, t) = (\rho^- - \rho^+) \int_T S(z(\alpha, t) - z(\beta, t)) \cdot \partial_\beta \bar{z}^+(\beta, t) z_2(\beta, t) d\beta + \lambda(\alpha, t) \partial_\alpha z(\alpha, t) \]

\[ = (\rho^- - \rho^+) \int_T S(\bar{z}(\xi, t) - \bar{z}(\chi, t)) \cdot \partial_\chi \bar{z}^+(\chi, t) \bar{z}_2(\chi, t) d\chi + \lambda(\alpha, t) \phi_\alpha(\alpha, t) \partial_\xi \bar{z}(\xi, t). \]

As a consequence, if we chose \( \phi \) solving

\[ \phi_t(\alpha, t) = \lambda(z)(\alpha, t) \phi_\alpha(\alpha, t) \]

we obtain that \( \bar{z} \) solves

\[ \bar{z}_t(\xi, t) = (\rho^- - \rho^+) \int_T S(\bar{z}(\xi, t) - \bar{z}(\chi, t)) \cdot \partial_\chi \bar{z}^+(\chi, t) \bar{z}_2(\chi, t) d\chi. \]

Thus, finding a solution of (19) is equivalent to finding a solution of (17).

4 The linear operator

Let us linearize around the steady state \( z_* = (\alpha, 0) \). Then, we find that the linear problem reads

\[ h_t(\alpha, t) = (\rho^- - \rho^+) \frac{1}{4} \int_T h(\alpha - \beta, t) \log \left( \frac{4 \sin^2 \left( \frac{\beta}{2} \right)}{2} \right) d\beta. \]

Using the properties of the logarithm, we find the equation

\[ h_t(\alpha, t) = - (\rho^- - \rho^+) \frac{1}{4} \Lambda^{-1}(h)(\alpha, t) + \frac{\rho^- - \rho^+}{4} \log \left( \frac{4}{2\pi} \right) \int_T h(\beta, t) d\beta, \]

where the operator \( \Lambda^{-1} \) is given explicitly as follows

\[ \Lambda^{-1}(h)(\alpha, t) = - \frac{1}{2\pi} \int_T h(\alpha - \beta, t) \log \left( \frac{\sin^2 \left( \frac{\beta}{2} \right)}{2} \right) d\beta. \]

Its Fourier coefficients are the following (see [8])

\[ \Lambda^{-1}(k) = \left\{ \begin{array}{ll}
- \frac{1}{2\pi} \int_T e^{-ik\beta} \log \left| \sin^2 \left( \frac{\beta}{2} \right) \right| d\beta = \frac{1}{|k|}, & \text{for } k \neq 0, \\
- \frac{1}{2\pi} \int_T \log \left| \sin^2 \left( \frac{\beta}{2} \right) \right| d\beta = \log(4), & \text{for } k = 0.
\]

Another relevant singular operator is the Hilbert transform in the torus

\[ \mathcal{H}(h)(\alpha, t) = \frac{1}{2\pi} \text{PV} \int_T \cot \left( \frac{\beta}{2} \right) h(\alpha - \beta, t) d\beta \]

which is related to the previous operator in the form

\[ \partial_\alpha \left( \Lambda^{-1}(h)(\alpha, t) \right) = - \mathcal{H}(h)(\alpha, t). \]

Let us emphasize that in the stable case, when \( \rho^- - \rho^+ > 0 \), the linear operator shows a damping effect without regularization. In this sense, the linear operator is not of parabolic type. To simplify the notation we write

\[ \bar{\rho} = \frac{\rho^- - \rho^+}{4}. \]
Using the previous computations, we have that

$$\hat{h}(k, t) = \begin{cases} -\hat{\rho} |k| \hat{h}(k, t), & \text{for } k \neq 0, \\ 0, & \text{for } k = 0, \end{cases}$$

and it follows that

$$\hat{h}(k, t) = \begin{cases} e^{-\hat{\rho} t} \hat{h}_0(k), & \text{for } k \neq 0, \\ \hat{h}_0(0), & \text{for } k = 0. \end{cases}$$

(24)

We will use the notation

$$h(x, t) = e^{-\hat{\rho} \Lambda^{-1} t} h_0(x),$$

for the semi-group acting on some zero-mean data $h_0$. We observe that if we set an initial data with zero mean, i.e., $\hat{h}_0(0, t) = 0$, then, this property is conserved due to (24). In this section we will focus in studying the time decay of the solution to (22) in the Rayleigh-Taylor stable case $\hat{\rho} > 0$.

Before stating our results, let us introduce the following Banach scale of spaces

$$H^s = \{ u \in L^2(\mathbb{T}) \text{ s.t. } \sum_{k = -\infty}^{\infty} e^{2\nu |k|} |k|^{2s} |\hat{u}(k)|^2 < \infty \},$$

(25)

$$A^s = \{ u \in L^2(\mathbb{T}) \text{ s.t. } \sum_{k = -\infty}^{\infty} e^{\nu |k|} |k|^{s} |\hat{u}(k)| < \infty \}. $$

(26)

To simplify notation we write

$$H^s = H^s_0, \quad H_\nu = H^0_\nu$$

together with

$$A^s = A^s_0, \quad A_\nu = A^0_\nu, \quad A = A^0_0.$$ 

In particular, we have the following result:

**Proposition 2 (Decay in $L^2$ and $A$).** Let us consider equation (22) in the RT stable case $\hat{\rho} > 0$ with zero mean initial data $h_0$. Then we have that the solution verifies

$$||h||_{L^2} \leq C ||h_0||_{H^s_0} (1 + t)^{-s},$$

(27)

$$||h||_{A} \leq C ||h_0||_{A^s_0} (1 + t)^{-s},$$

(28)

where

$$0 < s < s_0$$

(29)

is arbitrary. Furthermore, with initial analytic regularity, we also have the following exponential decay

$$||h||_{L^2} \leq C ||h_0||_{H_\nu} e^{-\sqrt{\hat{\rho} \nu} t},$$

(30)

$$||h||_{A} \leq C ||h_0||_{A_\nu} e^{-\sqrt{\hat{\rho} \nu} t}. $$

(31)

**Proof.** Let us first obtain an algebraic decay rate for Sobolev initial data. In the RT stable case we fix $M > 0 < s_0$ and compute

$$||h||^2_{L^2} = \sum_{|k| \leq M, k \neq 0} |\hat{h}(k, t)|^2 + \sum_{|k| > M} |\hat{h}(k, t)|^2$$

$$\leq \sum_{|k| \leq M, k \neq 0} e^{-2 \hat{\rho} t} |\hat{h}_0(k)|^2 + \frac{1}{M^{2s_0}} \sum_{|k| > M} |\hat{h}_0(k)|^2 |k|^{2s_0}$$

$$\leq e^{-2 \hat{\rho} t} ||h_0||^2_{L^2} + \frac{1}{M^{2s_0}} ||h_0||^2_{H^{s_0}}.$$
The global bound $x^n e^{-x} \leq C(n)$ for $x \geq 0$ provides

$$||h||^2_{L^2} \leq C(n)\frac{M^n}{\rho^n 2^n t^n} ||h_0||^2_{L^2} + \frac{1}{M^{2s_0}} ||h_0||^2_{H^{s_0}}$$

where $n$ is arbitrary and $t > 1$. Taking $M$ such that

$$C(n)\frac{M^n}{\rho^n 2^n t^n} = \frac{1}{M^{2s_0}},$$

it is possible to get

$$||h||^2_{L^2} \leq C(n, \bar{\rho}, s_0) ||h_0||_{H^{s_0}} t^{-\frac{s_0 n}{n + 2s_0}}. $$

The uniform bound $||h||_{L^2} \leq ||h_0||_{L^2}$ for $t \leq 1$ yields the desired bound

$$||h||^2_{L^2} \leq C(n, \bar{\rho}, s_0) ||h_0||_{H^{s_0}} (1 + t)^{-\frac{s_0 n}{n + 2s_0}},$$

increasing the constant $C(n, \bar{\rho}, s_0)$. Taking $n$ big enough we find

$$s := \frac{n s_0}{n + 2 s_0} < s_0.$$

A similar approach yields

$$||h||_A \leq C(n, \bar{\rho}, s_0) ||h_0||_{A^{s_0}} (1 + t)^{-\frac{s_0 n}{n + 2s_0}}.$$

We compute for a different $M > 0$ the following

$$||h||^2_{L^2} = \sum_{|k| \leq M, k \neq 0} |\hat{h}(k, t)|^2 + \sum_{|k| > M} |\hat{h}(k, t)|^2 \leq e^{-2\frac{\bar{\rho} t}{M}} \sum_{|k| \leq M, k \neq 0} |\hat{h}_0(k)|^2 + e^{-2\nu M} \sum_{|k| > M} |\hat{h}_0(k)|^2 e^{2\nu |k|}$$

$$\leq e^{-2\frac{\bar{\rho} t}{M}} ||h_0||^2_{L^2} + e^{-2\nu M} ||h_0||^2_{H^s}.$$  

Taking

$$\frac{\bar{\rho}}{M} t = \nu M,$$

allows us to conclude that

$$||h||^2_{L^2} \leq ||h_0||_{H^s} e^{-\sqrt{\nu \bar{\rho} t}}.$$ 

A similar approach provides

$$||h||_A \leq ||h_0||_{A^s} e^{-\sqrt{\nu \bar{\rho} t}}.$$

\[\square\]

5 Local existence

This section is devoted to prove local in time existence of solutions for the contour dynamics problem in the case of an interface defined by a curve $z(\alpha, t)$ (17). We will prove that the local existence of smooth initial data is guaranteed regardless of whether the fluids are in a stable/unstable stratification.

As we need to control the arc-chord condition of the interface to avoid self-intersections, we define the function

$$\mathcal{F}(z)(\alpha, \beta, t) = \frac{\beta^2}{\cosh(z_2(\alpha, t) - z_2(\alpha - \beta, t)) - \cos((z_1(\alpha, t) - z_1(\alpha - \beta, t)))}$$

for $\alpha, \beta \in (-\pi, \pi)$ and

$$\mathcal{F}(z)(\alpha, 0, t) = \frac{2}{|\partial_{\alpha} z(\alpha, t)|^2}.$$
Defining
\[ \|z(t)\|_{L^\infty} = \sup_{\alpha \in T} |z(\alpha, t)|, \]
and
\[ \|\mathcal{F}(z)\|_{L^\infty} = \sup_{\alpha, \beta \in T} |\mathcal{F}(z)|, \]
we emphasize that as long as
\[ \|\mathcal{F}(z)\|_{L^\infty} < \infty, \]
self-intersections of the curve are excluded.

Our result is the following

**Proposition 3** (Local existence of solutions in \( C^{1, \gamma}(T) \)). Let \( 0 < \gamma < 1 \) be a fixed parameter and \( z_0(\alpha) \in C^{1, \gamma}(T) \) be the initial data satisfying
\[ \|\mathcal{F}(z_0)\|_{L^\infty} < \infty. \]
Then, there is a time \( 0 < T \) such that there exists a unique solution
\[ z \in C^1((-T, T); C^{1, \gamma}(T)), \]
of (17) satisfying the arc-chord condition.

**Proof. Sketch of the proof and functional framework:** The proof of this result is based on the Picard Theorem on a suitable Banach Space (see [39] for another application of this method in a different problem). The precise statement of Picard Theorem that we are going to use is

**Lemma 1** (Picard Theorem on a Banach Space). Let \( O \subseteq B \) be an open subset of a Banach space \( B \) and let \( N(X) \) be a nonlinear operator satisfying the following criteria:

- \( N(X) \) maps \( O \) to \( B \),
- \( N(X) \) is locally Lipschitz continuous, i.e., for any \( X \in O \) there exists \( L > 0 \) such that
\[ \left|\left| N(\bar{X}) - N(X) \right|\right|_B \leq L \left|\left| \bar{X} - X \right|\right|_B \quad \forall \bar{X} \in O. \]

Then, for any \( X_0 \in O \), there exists a time \( T > 0 \) such that the ODE
\[ \frac{dX}{dt} = N(X), \quad X|_{t=0} = X_0 \in O \]
has a unique local solution \( X \in C^1((-T, T); O) \).

Our functional frame will be the Banach space \( B = C^{1, \gamma}(T) \), equipped with the norm
\[ \|z(t)\|_{C^{1, \gamma}} = \|z(t)\|_{L^\infty} + \|z_\alpha(t)\|_{L^\infty} + |z_\alpha(t)|_\gamma, \]
where the \( \gamma \)-Hölder seminorm is defined as
\[ |z(t)|_\gamma = \max_{\alpha \neq \beta} \frac{|z(\alpha, t) - z(\beta, t)|}{|\alpha - \beta|^\gamma}. \]

We define the set \( O^M \subset C^{1, \gamma}(T) \) as
\[ O^M = \{ z \in C^{1, \gamma}(T); \|\mathcal{F}(z)\|_{L^\infty} < M, \|z\|_{C^{1, \gamma}} < M \}. \]
This set is open in \( C^{1, \gamma} \) in the appropriate topology. Defining
\[ N(z)(\alpha, t) = (\rho^- - \rho^+) \int_T \mathcal{S}(z(\alpha, t) - z(\beta, t))z^+_\beta(\beta, t)z_\beta(\beta, t) d\beta, \]
(35)
equation (17) can be written as

$$\frac{dz(\alpha, t)}{dt} = N(z)(\alpha, t).$$

Once we have established the functional setting of the theorem, it remains to prove the nonlinear equation (18).

**Step 1:** $N(z)$ maps $O^M$ to $C^{1, \gamma}(T)$; We need to prove

$$\|N(z)\|_{C^{1, \gamma}} \leq C(\rho, \gamma, M), \text{ for all } z \in O^M.$$

The proof of this proposition boils down to the following estimate:

$$|N_\alpha(z)| \leq C(\rho, \gamma, M). \quad (36)$$

We write

$$N(z)(\alpha) = \left(\frac{\rho^\gamma - \rho^{-\gamma}}{8\pi}\right)(N_1(z)(\alpha) - N_2(z)(\alpha))$$

with

$$N_1(z)(\alpha) = \int_T \log \left(2(\cosh(z_2(\alpha) - z_2(\beta)) - \cos(z_1(\alpha) - z_1(\beta)))\right)z_2(\beta)z_\alpha^+(\beta)d\beta, \quad (37)$$

and

$$N_2(z)(\alpha) = \int_T \frac{(z_2(\alpha) - z_2(\beta))z_2(\beta)}{\cosh(z_2(\alpha) - z_2(\beta)) - \cos(z_1(\alpha) - z_1(\beta))} \times \left(\frac{-\sinh(z_2(\alpha) - z_2(\beta))}{\sin(z_1(\alpha) - z_1(\beta))}, \frac{\sin(z_1(\alpha) - z_1(\beta))}{\sinh(z_2(\alpha) - z_2(\beta))}\right)z_\alpha^+(\beta)d\beta.$$

For the sake of brevity, we are going to estimate only the term $N_1$, being $N_2$ similar. To obtain an expression of $\partial_\alpha N_1(z)(\alpha)$, we differentiate the expression (37) and we perform the change of variables $\beta = \alpha - \beta'$ for simplicity. We get

$$\partial_\alpha N_1(z)(\alpha) = \int_T \frac{z_\alpha(\alpha) \cdot (\sin(z_1(\alpha) - z_1(\alpha)), \sinh(z_2(\alpha) - z_2(\alpha)))}{\beta^2} F(z)(\alpha, \beta)z_2(\alpha - \beta)z_\alpha^+(\alpha - \beta)d\beta, \quad (38)$$

where

$$z_i(\alpha) = z_i(\alpha) - z_i(\alpha - \beta). \quad (39)$$

We have the following splitting

$$\partial_\alpha N_1(z)(\alpha + h) - \partial_\alpha N_1(z)(\alpha) = I_1 + I_2 + I_3 + I_4 + I_5, \quad (40)$$

where

$$I_1 = \int_T \frac{(z_\alpha(\alpha + h) - z_\alpha(\alpha)) \cdot (\sin(z_1(\alpha + h)), \sinh(z_2(\alpha + h)))}{\beta^2} \times F(z)(\alpha + h, \beta)z_2(\alpha + h - \beta)z_\alpha^+(\alpha + h - \beta)d\beta,$$

$$I_2 = \int_T \frac{z_\alpha(\alpha) \cdot (\sin(z_1(\alpha + h)) - \sin(z_1(\alpha)), \sinh(z_2(\alpha + h)) - \sinh(z_2(\alpha)))}{\beta^2} \times F(z)(\alpha + h, \beta)z_2(\alpha + h - \beta)z_\alpha^+(\alpha + h - \beta)d\beta,$$

$$I_3 = \int_T \frac{z_\alpha(\alpha) \cdot (\sin(z_1(\alpha)), \sinh(z_2(\alpha)))}{\beta^2} \times (F(z)(\alpha + h, \beta) - F(z)(\alpha, \beta))z_2(\alpha + h - \beta)z_\alpha^+(\alpha + h - \beta)d\beta,$$

$$I_4 = \int_T F(z)(\alpha, \beta) \frac{z_\alpha(\alpha) \cdot (\sin(z_1(\alpha)), \sinh(z_2(\alpha)))}{\beta^2} \times (z_2(\alpha + h - \beta) - z_2(\alpha - \beta))z_\alpha^+(\alpha - \beta)d\beta,$$
and
\[ I_5 = \int_T \mathcal{F}(z)(\alpha, \beta) \frac{z_\alpha(\alpha) \cdot (\sin(z_{1-}(\alpha)), \sinh(z_{2-}(\alpha)))}{\beta^2} z_2(\alpha - \beta)(z^{\perp\alpha}(h - \beta) - z^{\perp\alpha}(\alpha - \beta))d\beta. \]

To prove \(|\partial_\alpha N_1(z)|_\gamma \leq C(\gamma, M)|

we find that
\[ n \leq |h|^\gamma C(\gamma, M) \text{ for } i = 1 \ldots 5. \] (41)

We are going to estimate only the first term, \(I_1\), being the remainder terms similar. We compute
\[
I_1 = \int_T \left( z_\alpha(\alpha + h) - z_\alpha(\alpha) \right) \cdot \frac{(\sin(z_{1-}(\alpha + h)), \sinh(z_{2-}(\alpha + h)))}{\beta^2} \times \mathcal{F}(z)(\alpha + h, \beta) z_2(\alpha + h - \beta) z^{\perp\alpha}(\alpha + h - \beta)d\beta.
\]

The first of these terms is
\[
I_{1,1} = \int_T \left( z_\alpha(\alpha + h) - z_\alpha(\alpha) \right) \cdot \frac{(\sin(z_{1-}(\alpha + h)), \sinh(z_{2-}(\alpha + h)))}{\beta^2} \times \mathcal{F}(z)(\alpha + h, \beta) z_2(\alpha + h - \beta) z^{\perp\alpha}(\alpha + h - \beta)d\beta.
\]

Using the integral Mean Value Theorem
\[
z_-(\alpha + h) = \int_0^1 z'(\alpha + h)s + (1 - s)(\alpha + h - \beta))d\beta,
\]

which, together with the series expansion of the trigonometric functions \(\sin\) and \(\sinh\), implies
\[ |(\sin(z_{1-}(\alpha + h)), \sinh(z_{2-}(\alpha + h))) - z_-(\alpha + h)| \lesssim |\beta^3||z_\alpha||_L^\infty , \]

we find that
\[
I_{1,1} \lesssim |h|^\gamma |z_\alpha|_\gamma \||\mathcal{F}(z)||_L^\infty \||z_\alpha||_L^\infty \||z||_L^\infty \int_T |\beta|d\beta,
\]

\[
\leq |h|^\gamma C(\gamma, M).
\]

The second term reads
\[
I_{1,2} = \int_T \left( \mathcal{F}(z)(\alpha + h, \beta) - \frac{2}{|z_\alpha(\alpha + h)|^2} \right) \left( z_\alpha(\alpha + h) - z_\alpha(\alpha) \right) \cdot z_-(\alpha + h)
\]
\[
\times z_2(\alpha + h - \beta) z^{\perp\alpha}(\alpha + h - \beta)d\beta.
\]

In order to estimate this term, we use (42) and
\[
\left| \mathcal{F}(z)(\alpha + h, \beta) - \frac{2}{|z_\alpha(\alpha + h)|^2} \right| = \left| \frac{\beta^2|z_\alpha(\alpha + h)|^2 - 2(\cosh(z_{2-}(\alpha + h)) - \cosh(z_{1-}(\alpha + h)))}{|z_\alpha(\alpha + h)|^2(\cosh z_{2-}(\alpha + h) - \cosh(z_{1-}(\alpha + h)))} \right|
\]
\[
\lesssim \beta^2 ||\mathcal{F}(z)||_L^2 \||z_\alpha||_L^\infty . \] (43)

to find that
\[
I_{1,2} \lesssim |h|^\gamma |z_\alpha|_\gamma \||\mathcal{F}(z)||_L^2 \||z||_L^2 \||z_\alpha||_L^5 \]
\[
\leq |h|^\gamma C(\gamma, M).
\]

Note that thanks to (33), it holds that
\[
\frac{2}{|z_\alpha(\cdot)|^2} = \mathcal{F}(\cdot, \beta, t) \leq M.
\]
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Finally, the last term reads
\[
I_{1,6} = \frac{2 z_2(\alpha + h)(z_\alpha(\alpha + h) - z_\alpha(\alpha)) \cdot z_\alpha(\alpha + h)}{|z_\alpha(\alpha + h)|^2} 2\pi \mathcal{H}(z_\alpha^*)(\alpha + h).
\]
We observe that the Hilbert transform $\mathcal{H}(\cdot)$ given in (23) maps continuously $C^\gamma$ to $C^\gamma$. In particular,
\[
\left\| \mathcal{H}(z_\alpha^*) \right\|_{L^\infty} \lesssim \left\| z_\alpha^* \right\|_\gamma.
\]
Consequently,
\[
|I_{1,6}| \lesssim |h|^{\gamma} |z_\alpha|_\gamma \left\| \mathcal{F}(z) \right\|_{L^\infty} \left\| z \right\|_{L^\infty} \left\| z_\alpha \right\|_{L^\infty} \left\| z_\alpha \right\|_\gamma,
\]
\[
\lesssim |h|^{\gamma} C(\gamma, M).
\]
Collecting the estimates of the terms $I_{1,1} \ldots I_{1,6}$, we obtain
\[
|I_1| \leq |h|^{\gamma} C(\gamma, M).
\]
Using these ideas we can estimate the remaining terms. This concludes the proof of this step.
Step 2: \( N(z) \) is locally Lipschitz continuous; We have to prove that the operator \( N \) defined as in (35) is locally Lipschitz continuous in \( C^{1,\gamma}(T) \), i.e., for any \( z \in O^M \), there exists a constant \( L > 0 \) such that

\[
||N(z) - N(w)||_{C^{1,\gamma}} \leq L(\rho, \gamma, M) ||z - w||_{C^{1,\gamma}} \quad \forall \, w \in O^M.
\] (47)

For the sake of brevity, we are going to show some of the estimates corresponding to \( J_{\alpha} \) terms. We split as in (38) such that

\[
\text{The terms } J_{\alpha} \text{ is locally Lipschitz continuous;}
\]

\[
|N_{\alpha}(z) - N_{\alpha}(w)|_\gamma \leq L(\rho, \gamma, M) ||z - w||_{C^{1,\gamma}}.
\]

The previous statement is equivalent to prove that

\[
|N_{\alpha}(z)(\alpha + h) - N_{\alpha}(w)(\alpha + h)) - (N_{\alpha}(z)(\alpha) - N_{\alpha}(w)(\alpha))| \leq L(\rho, \gamma, M)||h| \gamma ||z - w||_{C^{1,\gamma}}.
\] (48)

As before, we are going to focus on the term \( N_1 \). From (40), we deduce that

\[
(\partial_{\alpha} N_1(z)(\alpha + h)) - (\partial_{\alpha} N_1(w)(\alpha + h)) - (\partial_{\alpha} N_1(z)(\alpha) - \partial_{\alpha} N_1(w)(\alpha)) = \sum_{i=1}^{5} (I_i(z) - I_i(w)).
\]

Let us focus on the first term. The remaining terms can be estimated using the same tools and ideas. The first term can be split as follows:

\[
I_1(z) - I_1(w) = J_1^1 + J_1^2 + J_3^1 + J_4^1 + J_5^1,
\]

where

\[
J_1^1 = \int_T ((z-w)_{\alpha}(\alpha + h) - (z-w)_{\alpha}(\alpha)) \cdot (\sin(z_{1-}(\alpha + h)), \sinh(z_{2-}(\alpha + h))) \\
\times \mathcal{F}(z)(\alpha + h, \beta)z_2(\alpha + h - \beta)z_{\alpha}^+(\alpha + h - \beta) d\beta,
\]

\[
J_1^2 = \int_T (\sin(z_{1-}(\alpha + h)) - \sin(w_{1-}(\alpha + h)), \sinh(z_{2-}(\alpha + h)) - \sinh(w_{2-}(\alpha + h))) \\
\times (w_{\alpha}(\alpha + h) - w_{\alpha}(\alpha)) \mathcal{F}(z)(\alpha + h, \beta)z_2(\alpha + h - \beta)z_{\alpha}^+(\alpha + h - \beta) d\beta,
\]

\[
J_3^1 = \int_T (w_{\alpha}(\alpha + h) - w_{\alpha}(\alpha)) \cdot (\sin(w_{1-}(\alpha + h)), \sinh(w_{2-}(\alpha + h))) \\
\times (\mathcal{F}(z)(\alpha + h, \beta) - \mathcal{F}(w)(\alpha + h, \beta))z_2(\alpha + h - \beta)z_{\alpha}^+(\alpha + h - \beta) d\beta,
\]

\[
J_4^1 = \int_T (w_{\alpha}(\alpha + h) - w_{\alpha}(\alpha)) \cdot (\sin(w_{1-}(\alpha + h)), \sinh(w_{2-}(\alpha + h))) \\
\times \mathcal{F}(w)(\alpha + h, \beta)(z_2 - w_2)(\alpha + h - \beta)z_{\alpha}^+(\alpha + h - \beta) d\beta,
\]

and

\[
J_5^1 = \int_T (w_{\alpha}(\alpha + h) - w_{\alpha}(\alpha)) \cdot (\sin(w_{1-}(\alpha + h)), \sinh(w_{2-}(\alpha + h))) \\
\times \mathcal{F}(w)(\alpha + h, \beta)w_2(\alpha + h - \beta)(z - w)_{\alpha}^+(\alpha + h - \beta) d\beta.
\]

The terms \( J_1^1, J_4^1 \) and \( J_5^1 \) can be estimated similarly to \( I_1 \) in Step 1. As a consequence we obtain the estimates

\[
|J_{\alpha}^1| \leq L(\gamma, M) ||z - w||_{C^{1,\gamma}} \quad \text{for } i = 1, 4, 5.
\]

We treat the terms \( J_2^1, J_3^1 \) separately, as the difference of the curves is not explicitly present in these terms. We split \( J_2^1 \) as follows:
\[J_2^1 = \int_T \frac{\sin(z_1 - (\alpha + h)) - \sin(w_1 - (\alpha + h)), \sinh(z_2 - (\alpha + h)) - \sinh(w_2 - (\alpha + h))}{\beta^2} \cdot (w_\alpha(\alpha + h) - w_\alpha(\alpha)) F(z(\alpha + h, \beta)z_2(\alpha + h - \beta)z_\alpha^+(\alpha + h - \beta)d\beta
\]

\[= J_{2,1}^1 + J_{2,2}^1 + J_{2,3}^1 + J_{2,4}^1 + J_{2,5}^1 + J_{2,6}^1.
\]

We have that

\[J_{2,1}^1 = \int_T \frac{\sin(z_1 - (\alpha + h)) - \sin(w_1 - (\alpha + h)), \sinh(z_2 - (\alpha + h)) - \sinh(w_2 - (\alpha + h))}{\beta^2} \cdot (w_\alpha(\alpha + h) - w_\alpha(\alpha)) F(z(\alpha + h, \beta)z_2(\alpha + h - \beta)z_\alpha^+(\alpha + h - \beta)d\beta
\]

\[J_{2,2}^1 = \int_T (z - w)_-(\alpha + h) \cdot (w_\alpha(\alpha + h) - w_\alpha(\alpha)) \left( F(z(\alpha + h, \beta) - \frac{2}{|z_\alpha(\alpha + h)|^2} \right)
\]

\[\times z_2(\alpha + h - \beta)z_\alpha^+(\alpha + h - \beta)d\beta,
\]

\[J_{2,3}^1 = \frac{2}{|z_\alpha(\alpha + h)|^2} \int_T (z - w)_-(\alpha + h) \cdot (w_\alpha(\alpha + h) - w_\alpha(\alpha)) \times \frac{(z_2(\alpha + h - \beta) - z_2(\alpha + h))z_\alpha^+(\alpha + h - \beta)}{\beta^2}d\beta,
\]

\[J_{2,4}^1 = \frac{2z_2(\alpha + h)}{|z_\alpha(\alpha + h)|^2} \int_T ((z - w)_-(\alpha + h) - \beta(z - w)_\alpha(\alpha + h)) \cdot (w_\alpha(\alpha + h) - w_\alpha(\alpha))
\]

\[\times \frac{z_\alpha^+(\alpha + h - \beta)}{\beta^2}d\beta,
\]

\[J_{2,5}^1 = \frac{2z_2(\alpha + h)}{|z_\alpha(\alpha + h)|^2} (z - w)_\alpha(\alpha + h) \cdot (w_\alpha(\alpha + h) - w_\alpha(\alpha)) \int_T z_\alpha^+(\alpha + h - \beta) \left( \frac{1}{\beta} - \cot(\beta) \right) d\beta,
\]

and

\[J_{2,6}^1 = \frac{2z_2(\alpha + h)}{|z_\alpha(\alpha + h)|^2} (z - w)_\alpha(\alpha + h) \cdot (w_\alpha(\alpha + h) - w_\alpha(\alpha)) 2\pi \mathcal{H}(z_\alpha^+)(\alpha + h).
\]

To estimate the term \(J_{2,1}^1\), we use the integral Mean Value Theorem and the Taylor series expansion of the functions \(\sin\) and \(\sinh\) leading us to

\[\|(\sin(z_1 - (\alpha + h)) - \sin(w_1 - (\alpha + h)), \sinh(z_2 - (\alpha + h)) - \sinh(w_2 - (\alpha + h)) - (z - w)_-(\alpha + h)\| \leq C(M)|\beta|^3 \|(z - w)_\alpha\|_{L^\infty}.
\]

which implies

\[|J_{2,1}^1| \leq C(M) \|(z - w)_\alpha\|_{L^\infty} |h|^{\gamma}|w_\alpha|_{\gamma} \|F(z)\|_{L^\infty} \|z\|_{L^\infty} \|z_\alpha\|_{L^\infty} \int_T |\beta|d\beta,
\]

\[\leq L(\gamma,M)|h|^{\gamma} \||(z - w)\|_{C^1,\gamma}.
\]

The terms \(J_{2,2}^1 \ldots J_{2,6}^1\) are estimated like the terms \(I_{1,2} \ldots I_{1,6}\). Note that they contain terms depending on the linear difference of the curves \(z - w\), so consequently we obtain estimates of the form:

\[|J_{2,i}^1| \leq L(\gamma,M)|h|^{\gamma} \||(z - w)\|_{C^1,\gamma} \text{ for } i = 2 \ldots 6.
\]
We conclude that
\[ |J_1^2| \leq L(\gamma, M)|h|^\gamma \|z - w\|_{C^{1,\gamma}}. \]

In order to estimate the term \( J_1^3 \) we have to use
\[
F(z)(\cdot, \beta) - F(w)(\cdot, \beta) = F(z)(\cdot, \beta)F(w)(\cdot, \beta) \frac{\cosh(w_2(\cdot)) - \cos(w_3(\cdot)) - \cosh(z_2(\cdot)) + \cos(z_1(\cdot))}{\beta^2},
\]
which, together with
\[
|\cosh(w_2(\alpha + h)) - \cos(w_3(\alpha + h)) - \cosh(z_2(\alpha + h)) + \cos(z_1(\alpha + h))| \leq C(M)|\beta|^2 \|(z - w)\alpha\|_{L^\infty},
\]
lead to
\[ |F(z)(\alpha + h, \beta) - F(w)(\alpha + h, \beta)| \leq C(M) \|(z - w)\alpha\|_{L^\infty}. \]

Similarly, we find that
\[ |F(z)(\alpha + h, \beta) - F(w)(\alpha + h, \beta)| \leq C(M) \|(z - w)\alpha\|_{L^\infty}. \]

This leads to
\[ |J_1^3| \leq L(\gamma, M)|h|^\gamma \|z - w\|_{C^{1,\gamma}}. \]

As a consequence, we have that
\[ |I_1(z) - I_1(w)| \leq L(\gamma, M)|h|^\gamma \|z - w\|_{C^{1,\gamma}}. \]

We can perform the same type of splitting for the other terms \( I_i(z) - I_i(w) \). Then, the desired estimate is obtained using the same ideas. This concludes the proof of the result.

\section{Global existence and decay of Sobolev solutions in the RT stable case}

In this section we assume that the system is in the Rayleigh-Taylor stable case where the lighter fluid lies above the denser fluid, namely
\[ \rho^- - \rho^+ > 0. \]

Then we prove the global existence and decay to equilibrium for small enough initial data
\[ z(\alpha, 0) = (\alpha, h(\alpha, 0)) \]
given as a graph in the Sobolev space \( H^3 \). In particular, the result we prove is the following

\begin{theorem}[Global existence and decay of solutions for small data]
Let \( h_0 \in H^3(\mathbb{T}) \) be the initial data for (20) in the RT stable case,
\[ \rho^- - \rho^+ > 0, \]
and take \( \frac{2}{3} < m < 2 \). There is a \( 0 < \delta = \delta(\rho^- - \rho^+) \) such that if
\[ \|h_0\|_{H^3(\mathbb{T})} < \delta \]
there exists a unique global classical solution \( h(\alpha, t) \)
\[ h \in C([0, T]; H^3) \]
of (20) for arbitrary \( T > 0 \) satisfying
\[ (1 + t)^m \|h\|_{L^2} + \|h\|_{H^3} \leq C \|h_0\|_{H^3} \]
for some constant \( C > 0 \).
\end{theorem}
Proof. **The linear part:** First we observe that, without lost of generality, we can consider the initial data \(h_0(\alpha)\) having zero mean. Due to the fact that the equation for the case of a graph can be written as

\[
\partial_t h(\alpha, t) d\alpha = \partial_\alpha \psi(\alpha, h(\alpha, t))
\]

where \(\psi\) is the stream function, we have that the solution \(h(\alpha, t)\) satisfies

\[
\int_\mathbb{T} h(\alpha, t) d\alpha = 0 \text{ for every } t > 0.
\]

In this setting, equation (20) can be written as

\[
h_t(\alpha, t) = -\bar{\rho} \Lambda^{-1}(h)(\alpha, t) + \frac{\bar{\rho}}{2\pi}(I_1(\alpha, t) + I_2(\alpha, t) + I_3(\alpha, t) + I_4(\alpha, t)),
\]

where

\[
\bar{\rho} = \rho^- - \rho^+,
\]

\[
I_1(\alpha, t) = \int_\mathbb{T} \log \left( 1 + \frac{\sinh^2 \left( \frac{h(\alpha, t)}{2} \right)}{\sin^2 \left( \frac{\beta}{2} \right)} \right) h(\alpha - \beta, t) d\beta,
\]

\[
I_2(\alpha, t) = \int_\mathbb{T} \log \left( \sinh^2 \left( \frac{h(\alpha, t)}{2} \right) + \sin^2 \left( \frac{\beta}{2} \right) \right) h(\alpha - \beta, t) h_\alpha(\alpha, t) h(\alpha - \beta, t) d\beta,
\]

\[
I_3(\alpha, t) = \int_\mathbb{T} \frac{h(\alpha - \beta, t) h_\alpha(\alpha, t)}{2 \sinh^2 \left( \frac{h(\alpha, t)}{2} \right) + 2 \sin^2 \left( \frac{\beta}{2} \right)} [(h_\alpha(\alpha, t) h_\alpha(\alpha - \beta, t) - 1) \sinh(h_\alpha(\alpha, t))] d\beta,
\]

\[
I_4(\alpha, t) = \int_\mathbb{T} \frac{h(\alpha - \beta, t) h_\alpha(\alpha, t)}{2 \sinh^2 \left( \frac{h(\alpha, t)}{2} \right) + 2 \sin^2 \left( \frac{\beta}{2} \right)} [(h_\alpha(\alpha, t) + h_\alpha(\alpha - \beta, t)) \sin(\beta)] d\beta.
\]

Above we use the notation \(h_\alpha(\alpha) = h(\alpha) - h(\alpha - \beta)\) as in previous sections. Define

\[
|||h||| = \sup_{t \in [0, T]} \left( (1 + t)^m ||h||_{L^2} + ||h||_{H^3} \right).
\]

(51)

The proof follows the ideas in [11]. Namely, our goal now is to obtain an inequality of the form

\[
|||h||| \leq M_0 + F(|||h|||),
\]

where \(F\) is a smooth \(O(x^k)\) function with \(k > 1\).

**The \(L^2\) estimate:** In this subsection we prove a \(L^2\) estimate of the interface \(h(\alpha, t)\) by using Duhamel formula. Using Duhamel formula we obtain that

\[
h(\alpha, t) = e^{-\bar{\rho} \Lambda^{-1} t} h_0(\alpha) + \frac{\bar{\rho}}{2\pi} \int_0^t e^{-\bar{\rho} \Lambda^{-1} (t-s)} (I_1(\alpha, s) + I_2(\alpha, s) + I_3(\alpha, s) + I_4(\alpha, s)) ds.
\]

Then, by (27),

\[
||h||_{L^2} \lesssim (1 + t)^{-m} ||h_0||_{H^3} + \frac{\bar{\rho}}{2\pi} \int_0^t (1 + t - s)^{-m} \left( ||I_1(s) + I_2(s) + I_3(s) + I_4(s)||_{H^3} \right) ds
\]

(52)

with \(m < 2\) to be chosen later.

We first estimate each of the terms \(I_1(\alpha, s) \ldots I_4(\alpha, s)\) in \(H^2\). Secondly, we use Gagliardo-Niremberg interpolation inequality, in order to get estimates in our norm, defined by (51). Some basic inequalities we will use are:

\[
\left| \left| \partial_\alpha^k h(t) \right| \right|_{L^\infty} \lesssim ||h(t)||_{H^3}^{(1+2k)/6} \left| \left| h(t) \right| \right|_{L^2}^{(5-2k)/6} \lesssim (1 + t)^{-m \left( \frac{5-2k}{6} \right)} ||h||, \quad 0 \leq k \leq 2,
\]

\[
||h(t)||_{H^k} \lesssim ||h(t)||_{H^3} \left| \left| h(t) \right| \right|_{L^2}^{(k-3)/3} \lesssim (1 + t)^{-m \left( \frac{3-k}{3} \right)} ||h||, \quad 0 \leq k \leq 3.
\]
For the sake of simplicity, we will drop the time dependence in the notation when it does not cause any ambiguity. We start by estimating \( I_1 \) in \( H^2 \). We have that
\[
\| I_1 \|_{H^2} \lesssim K_1^1 + K_1^2 + K_1^3,
\]
where
\[
K_1^1 = \left\| \int_T \log \left( 1 + \frac{\sinh^2 \left( \frac{h_-(\alpha)}{2} \right)}{\sin^2 \left( \frac{\beta}{2} \right)} \right) \partial_\alpha^2 h(\alpha - \beta) d\beta \right\|_{L^2},
\]
\[
K_1^2 = \left\| \int_T \partial_\alpha \log \left( 1 + \frac{\sinh^2 \left( \frac{h_-(\alpha)}{2} \right)}{\sin^2 \left( \frac{\beta}{2} \right)} \right) h(\alpha - \beta) d\beta \right\|_{L^2},
\]
and
\[
K_1^3 = \left\| \int_T \partial_\alpha^2 \log \left( 1 + \frac{\sinh^2 \left( \frac{h_-(\alpha)}{2} \right)}{\sin^2 \left( \frac{\beta}{2} \right)} \right) h(\alpha - \beta) d\beta \right\|_{L^2}.
\]

First of all,
\[
K_1^1 \lesssim \sup_{\alpha, \beta \in \mathbb{T}} \left| \log \left( 1 + \frac{\sinh^2 \left( \frac{h_-(\alpha)}{2} \right)}{\sin^2 \left( \frac{\beta}{2} \right)} \right) \right| \| h \|_{H^2}.
\]

Using the integral Mean Value Theorem in (54), we can estimate the finite differences in \( h \) as
\[
\left| \partial_\alpha^k h_-(\alpha) \right| \lesssim \left| \partial_\alpha^{k+1} h \right|_{L^\infty}.
\]

This fact together with
\[
\frac{\sinh(x)}{x} \leq \cosh(x), \quad \frac{\beta}{2 \sin \left( \frac{\beta}{2} \right)} \leq \frac{\pi}{2},
\]

imply
\[
\left| \log \left( 1 + \frac{\sinh^2 \left( \frac{h_-(\alpha)}{2} \right)}{\sin^2 \left( \frac{\beta}{2} \right)} \right) \right| \leq \left| \sinh \left( \frac{h_-(\alpha)}{2} \right) \right|^2 \left| \sin \left( \frac{\beta}{2} \right) \right|^2,
\]
\[
\leq \left| \sinh \left( \frac{h_-(\alpha)}{2} \right) \right|^2 \left| \frac{h_-(\alpha)}{\beta} \right|^2 \left| \frac{\beta}{2} \right|^2.
\]

The previous computations imply
\[
K_1^1 \lesssim \cosh^2(|h|_{L^\infty}) \| h_\alpha \|_{L^\infty}^2 \| h \|_{H^2}.
\]

Similarly,
\[
K_2^1 \lesssim \cosh(2 |h|_{L^\infty}) \| h_\alpha \|_{L^\infty}^2 \| h \|_{H^2}
\]

and
\[
K_3^1 \lesssim \cosh^2(2 |h|_{L^\infty}) \| h \|_{L^\infty} \left( \| h \|_{H^3} \| h_\alpha \|_{L^\infty} + |h|_{H^2} \| \partial_\alpha^2 h_\alpha \|_{L^\infty} + \| h \|_{H^2} \| \partial_\alpha^2 h \|_{L^\infty} \| h_\alpha \|_{L^\infty}^2 \right).
\]
Now, we apply Gagliardo-Nirenberg interpolation inequalities to (53), (54) and (55), which will produce powers of the energy multiplied by factors of the type \((1 + s)^{−m\mu}\) for some \(\mu > 0\). As a consequence, we find the estimate

\[
||I_1||_{H^2} \lesssim (1 + s)^{-m\frac{3}{4}} \cosh^2(2||h||_{L^\infty}) \left(|||h|||^3 + |||h|||^5\right).
\] (56)

Now, let us estimate the second term \(I_2\) using the same techniques:

\[
||I_2||_{H^2} \lesssim (1 + s)^{-m\frac{3}{4}} \left(1 + \cosh^2(2||h||_{L^\infty})\right) \left(|||h|||^3 + |||h|||^5 + |||h|||^7\right).
\] (57)

The term \(I_3\) is similarly estimated. In this way we find that

\[
||I_3||_{H^2} \lesssim (1 + s)^{-m\frac{3}{4}} \cosh^3(4||h||_{L^\infty}) \left(|||h|||^3 + |||h|||^5 + |||h|||^7 + ||h||^9\right).
\] (58)

Finally,

\[
||I_4||_{H^2} \lesssim (1 + s)^{-m\frac{3}{4}} \left(1 + \cosh^2(2||h||_{L^\infty})\right) \left(|||h|||^3 + |||h|||^5 + ||h||^7\right).
\] (59)

In order to close the estimate in \(L^2\), we need integrability in time in (52). Note that the norm in \(B\) does not depend on time. For that purpose, we use Lemma 2.4 in [15], which establishes that, for \(m, \eta > 0\),

\[
\int_0^t (1 + t - s)^{-m}(1 + s)^{-1-\eta} \lesssim C(m, \eta)(1 + t)^{-m}.
\] (60)

Introducing estimates (56), (57), (58) and (59) in (52) and using (60), we obtain that, for any \(m > \frac{3}{4}\), it holds that

\[
||h||_{L^2} \lesssim (1 + t)^{-m} ||h_0||_{H^2} + C(1 + t)^{-m} \mathcal{B}_1(||h||)||\mathcal{P}_1(||h||),
\] (61)

where \(\mathcal{P}_1\) is a polynomial with monomials at least cubic and \(B_1(x) = 1 + \cosh^3(4x)\).

**The \(H^3\) estimate:** We compute that

\[
\frac{1}{2} \frac{d}{dt} ||h(t)||_{H^3}^2 = -\rho ||h(t)||_{H^2}^2 + \frac{\rho}{2\pi} \int_T \partial_\alpha^3 h(\alpha, t) \partial_\alpha^3 \left(I_1(\alpha, t) + I_2(\alpha, t) + I_3(\alpha, t) + I_4(\alpha, t)\right) d\alpha.
\]

Then,

\[
\frac{d}{dt} ||h||_{H^3}^2 \lesssim \frac{\rho}{2\pi} \int_T \partial_\alpha^3 h(\alpha) \partial_\alpha^3 \left(I_1(\alpha) + I_2(\alpha) + I_3(\alpha) + I_4(\alpha)\right) d\alpha.
\]

The aim is to estimate each of the four terms in \(H^3\). The strategy to bound most of the terms is similar to the one in [14].

For the sake of brevity we will estimate in detail the term corresponding to the first integral. Denote

\[
\int_T \partial_\alpha^3 h(\alpha) \partial_\alpha^3 I_1(\alpha) d\alpha = R_1^1 + R_2^1 + R_3^1 + R_4^1,
\]

where

\[
R_1^1 = \int_T \partial_\alpha^3 h(\alpha) \left(\int_T \log \left(1 + \frac{\sin^2 \left(\frac{h(\alpha)}{2}\right)}{\sin^2 \left(\frac{\beta}{2}\right)}\right) \partial_\beta^3 h(\alpha - \beta) d\beta\right) d\alpha,
\]

\[
R_2^1 = 3 \int_T \partial_\alpha^3 h(\alpha) \left(\int_T \partial_\alpha \log \left(1 + \frac{\sin^2 \left(\frac{h(\alpha)}{2}\right)}{\sin^2 \left(\frac{\beta}{2}\right)}\right) \partial_\alpha^2 h(\alpha - \beta) d\beta\right) d\alpha,
\]
\[ R_3^1 = 3 \int_T \partial_\alpha^3 h(\alpha) \left( \int_T \partial_\alpha^2 \log \left( 1 + \frac{\sinh^2 \left( \frac{h_- (\alpha)}{2} \right)}{\sin^2 \left( \frac{\beta}{2} \right)} \right) \partial_\alpha h(\alpha - \beta) d\beta \right) d\alpha, \]

and

\[ R_4^1 = \int_T \partial_\alpha^3 h(\alpha) \left( \int_T \partial_\alpha^2 \log \left( 1 + \frac{\sinh^2 \left( \frac{h_- (\alpha)}{2} \right)}{\sin^2 \left( \frac{\beta}{2} \right)} \right) h(\alpha - \beta) d\beta \right) d\alpha. \]

Similarly to the estimates performed for the \( L^2 \) estimate of the interface, we find that

\[ R_4^1 \lesssim \| h \|_{H^3}^2 \cosh^2 (\| h \|_{L^\infty}) \| \partial_\alpha h \|_{L^\infty}^2 \lesssim (1 + t)^{-m} \cosh^2 (\| \partial_\alpha h \|_{L^\infty}) \| h \|_{L^\infty}^4, \]

\[ R_2^1 \lesssim \| h \|_{H^3}^2 \| h \|_{L^\infty} \| \partial_\alpha^2 h \|_{L^\infty} \| \partial_\alpha h \|_{L^\infty} \lesssim (1 + t)^{-m} \cosh (\| \partial_\alpha h \|_{L^\infty}) \| h \|_{L^\infty}^4, \]

\[ R_3^1 \lesssim (1 + t)^{-m} \cosh^2 (\| h \|_{L^\infty}) \left( \| h \|_{L^2}^4 + \| h \|_{L^6}^6 \right). \]

The term \( R_4^1 \) is more singular. We split it into parts by computing the derivative explicitly:

\[ R_4^1 = R_{4,1} + R_{4,2} + R_{4,3} + R_{4,4} + R_{4,5} + R_{4,6} + R_{4,7} + R_{4,8}, \]

with

\[ R_{4,1} = \int_T \int_T \partial_\alpha^3 h(\alpha) \frac{(\partial_\alpha^2 h)(\alpha)(\partial_\alpha h)(\alpha) - (\partial_\alpha^3 h)(\alpha)}{2} \frac{\sinh(h_- (\alpha))}{\sin^2 \left( \frac{h_- (\alpha)}{2} \right) + \sin^2 \left( \frac{\beta}{2} \right)} h(\alpha - \beta) d\beta d\alpha \]

\[ R_{4,2} = \int_T \int_T \partial_\alpha^3 h(\alpha) \frac{3(h_- (\alpha) \partial_\alpha^2 h)(\alpha)(\partial_\alpha h)(\alpha) - (\partial_\alpha^3 h)(\alpha)}{2} \frac{\cosh(h_- (\alpha))}{\sin^2 \left( \frac{h_- (\alpha)}{2} \right) + \sin^2 \left( \frac{\beta}{2} \right)} h(\alpha - \beta) d\beta d\alpha \]

\[ R_{4,3} = -\int_T \int_T \partial_\alpha^3 h(\alpha) \frac{(\partial_\alpha h)(\alpha)(\partial_\alpha^2 h)(\alpha)(\partial_\alpha h)(\alpha) - (\partial_\alpha^3 h)(\alpha)}{4} \frac{\sinh^2(h_- (\alpha))}{(\sin^2 \left( \frac{h_- (\alpha)}{2} \right) + \sin^2 \left( \frac{\beta}{2} \right))^2} h(\alpha - \beta) d\beta d\alpha \]

\[ R_{4,4} = \int_T \int_T \partial_\alpha^3 h(\alpha) \frac{(h_- (\alpha) \partial_\alpha^2 h)(\alpha)(\partial_\alpha h)(\alpha) - (\partial_\alpha^3 h)(\alpha)}{2} \frac{\sinh(h_- (\alpha))}{\sin^2 \left( \frac{h_- (\alpha)}{2} \right) + \sin^2 \left( \frac{\beta}{2} \right)} h(\alpha - \beta) d\beta d\alpha \]

\[ R_{4,5} = -\int_T \int_T \partial_\alpha^3 h(\alpha) \frac{(h_- (\alpha) \partial_\alpha^2 h)(\alpha)(\partial_\alpha h)(\alpha) - (\partial_\alpha^3 h)(\alpha)}{4} \frac{\cosh(h_- (\alpha)) \sinh(h_- (\alpha))}{(\sin^2 \left( \frac{h_- (\alpha)}{2} \right) + \sin^2 \left( \frac{\beta}{2} \right))^2} h(\alpha - \beta) d\beta d\alpha \]

\[ R_{4,6} = -\int_T \int_T \partial_\alpha^3 h(\alpha) \frac{(h_- (\alpha) \partial_\alpha h)(\alpha)(\partial_\alpha^2 h)(\alpha)(\partial_\alpha h)(\alpha) - (\partial_\alpha^3 h)(\alpha)}{4} \frac{\sinh^2(h_- (\alpha))}{(\sin^2 \left( \frac{h_- (\alpha)}{2} \right) + \sin^2 \left( \frac{\beta}{2} \right))^2} h(\alpha - \beta) d\beta d\alpha \]
We compute

We focus on the most singular term is $R_{4,1}$. We split $R_{4,1}$ into parts, in order to localize the singularity:

$$R_{4,1} = R_{4,1,1} + R_{4,1,2} + R_{4,1,3} + R_{4,1,4} + R_{4,1,5} + R_{4,1,6},$$

where

$$R_{4,1,1} = \int_T \int_T \partial^3_{\alpha} h(\alpha) \frac{(\partial^3_{\alpha} h(\alpha))}{2} \frac{\sinh(2h(\alpha - \beta))}{\sinh^2 \left( \frac{\alpha}{2} \right) + \sin^2 \left( \frac{\beta}{2} \right)} \, d\beta d\alpha$$

$$\lesssim ||h||_{H^3}^2 \cosh(2 ||h||_{L^\infty}) ||h||_{L^\infty}^2 ||h||_{L^\infty}^2.$$

Similarly, using

$$\left( \frac{\beta^2}{\sinh^2 \left( \frac{\alpha}{2} \right) + \sin^2 \left( \frac{\beta}{2} \right)} - \frac{4}{1 + |h(\alpha)|^2} \right) \lesssim ||h||_{L^\infty} ||h||_{L^\infty} \beta,$$

we find that

$$R_{4,1,2} = \int_T \int_T \partial^3_{\alpha} h(\alpha) \frac{(\partial^3_{\alpha} h(\alpha))}{2} \frac{\sinh(h(\alpha - \beta)) - h(\alpha)}{h(\alpha - \beta)} \, d\beta d\alpha$$

$$\lesssim ||h||_{H^3} ||h||_{C^2} ||h||_{L^\infty}.$$

We compute

$$R_{4,1,3} = \int_T \int_T \frac{4}{1 + |h(\alpha)|^2} \partial^3_{\alpha} h(\alpha) \frac{(\partial^3_{\alpha} h(\alpha))}{2} \frac{h(\alpha - \beta)}{h(\alpha - \beta)} \, d\beta d\alpha$$

$$\lesssim ||h||_{H^3} ||h||_{L^\infty} ||h||_{L^\infty} + ||h||_{H^3} ||h||_{L^\infty}^2.$$

Furthermore, we can continue as follows

$$R_{4,1,4} = \int_T \int_T \frac{4}{1 + |h(\alpha)|^2} \partial^3_{\alpha} h(\alpha) \frac{(\partial^3_{\alpha} h(\alpha))}{2} \frac{h(\alpha - \beta) - h(\alpha)}{h(\alpha - \beta)} \, d\beta d\alpha$$

$$\lesssim ||h||_{H^3} ||h||_{L^\infty} ||h||_{L^\infty} + ||h||_{H^3} ||h||_{L^\infty}^2$$

and

$$R_{4,1,5} = \int_T \int_T \frac{2\pi}{1 + |h(\alpha)|^2} \partial^3_{\alpha} h(\alpha) \frac{(\partial^3_{\alpha} h(\alpha))}{2} \frac{h(\alpha)H(h(\alpha))}{\alpha} \, d\beta d\alpha$$

$$\lesssim ||h||_{H^3} ||h||_{L^\infty} ||h||_{L^\infty} + ||h||_{H^3} ||h||_{L^\infty} ||h||_{L^\infty}.$$

Finally, we have that

$$R_{4,1,6} = \int_T \int_T \frac{4}{1 + |h(\alpha)|^2} \partial^3_{\alpha} h(\alpha) \frac{H(h(\alpha))}{\alpha} \, d\beta d\alpha$$

$$\lesssim ||h||_{H^3} ||h||_{L^\infty} ||h||_{L^\infty}.$$
Consequently,
\[ R_1^t \lesssim (1 + t)^{-m} B(||h||_{L^\infty}) | | | h | | | P(||h||), \]
and, as a consequence,
\[ \int_0^t \frac{d}{dt} ( | | h | |^2_{H^3}) \leq (1 + t)^{-m} B(||h||_{L^\infty}) | | | h | | | P(||h||). \]

The terms corresponding to the remaining integrals \(I_2, I_3\) and \(I_4\) can be estimated following the previous procedure and we conclude
\[ \frac{d}{dt} ( | | h | |^2_{H^3}) \leq (1 + t)^{-m} C(\rho) B_2(||h||) | | | h | | | P(||h||), \]
where \(P_2\) is a polynomial with monomials with degree at least four and
\[ B_2(x) = 1 + \cosh^3(4x). \]

Equipped with this regularity and using standard energy arguments (see [18] section 6 for details), we conclude the continuity in time of \(h\) in \(H^3\).

**Global existence:** Collecting estimates (61) and the integrated (in time) version of (62), we find
\[ | | | h | | | \leq 2 | | | h_0 | |_{H^3} + C(\rho) B_2(||h||) | | | h | | | P(||h||), \]
where \(P\) is a polynomial with monomials of degree at least 3, and
\[ B(x) = 1 + \cosh^3(4x). \]

Let the initial data be such that
\[ | | | h_0 | |_{H^3} < \delta. \]
Now we prove that, if \(\delta\) is small enough, we find that
\[ | | | h | | | < 4\delta. \]

We argue by contradiction. Assume that the solution reaches the value \( | | | h | | | = 4\delta\) at certain time \(t = T\). Then, by (63),
\[ 4\delta \leq 2\delta + C(\rho) B(4\delta) P(4\delta). \]
Using the smallness conditions of \(\delta\) and the fact that \(B\) a monotonic increasing function, we find
\[ 4\delta < 2\delta + CB(4\delta) 16\delta^2, \quad \text{and therefore} \quad 2\delta < CB(1) 16\delta^2, \]
which is a contradiction if
\[ \delta < \min\{((CB(1))^{-1}, 4^{-1}\}. \]

Consequently,
\[ | | | h | | | < 4\delta. \]
Finally, we can find a big enough constant such that
\[ C | | | h_0 | |_{H^3} \geq \delta, \]
thus
\[ 4\delta \leq 4C | | | h_0 | |_{H^3} \]

Therefore, abusing of notation for an arbitrary constant \(C\), we have shown that as long as the initial data is small enough, we can find a classical solution to (20) such that
\[ | | | h | | | = \sup_{t \in [0,T]} ((1 + t)^m | | | h | |_{L^2} + | | | h | |_{H^3}) \leq C | | | h_0 | |_{H^3} \]
for every \(T > 0. \)
7 Global existence and exponential decay of analytic solutions in the RT stable case

This section is devoted to prove global well-posedness and exponential decay of analytic solutions to (20). For that purpose, we will exploit the algebra structure of Wiener spaces $A^s_\nu$ (see (26) in Section 4 for the definition of these spaces). We assume the RT stable scenario, where

$$\bar{\rho} = \frac{\rho^- - \rho^+}{4} > 0.$$  

In this case, we will prove global existence and exponential decay of solutions for small enough initial data, given as a graph in a suitable Wiener space

$$h_0 \in A^1_{\nu_0}(\mathbb{T}), \text{ with } \nu_0 > 0.$$  

We recall that we can assume that the initial data has zero mean without loss of generality, and this property is propagated thanks to the existence of a stream function $\psi$. In particular, we prove the following result:

**Theorem 2** (Global existence of solutions in Wiener algebras for small data). Let $h_0 \in A^1_{\nu_0}(\mathbb{T})$ be the initial data for (20) in the RT stable case,

$$\rho^- - \rho^+ > 0.$$  

Assume that

$$\nu_0 > 0.$$  

There is a $0 < \delta = \delta(\rho^- - \rho^+, \nu_0)$ such that if

$$||h_0||_{A^1_{\nu_0}} < \delta$$

so that

$$\nu_0 - \mathcal{M}(||h_0||_{A^1_{\nu_0}}) > 0$$

for a suitable non negative function $\mathcal{M}(x) \approx x + O(x^2)$, there exists a unique global analytic solution $h(\alpha, t)$

$$h \in C([0, T]; A^1_{\nu(t)}(\mathbb{T}))$$

of (20) for arbitrary $T > 0$ satisfying

$$||h||_{A^1_{\nu(t)}} \leq ||h_0||_{A^1_{\nu_0}}.$$  

The details of the proof are shown in Subsection 7.2. Moreover, we can prove that, assuming the hypotheses of the previous theorem and certain extra conditions, we can get global existence and exponential decay of solutions in $A^0_{\nu^*}$, for a suitable $\nu^* < \nu_0$. This result is captured in the following statement:

**Theorem 3** (Global existence and exponential decay of solutions for small data). Let $h_0 \in A^1_{\nu_0}(\mathbb{T})$ be the initial data for (20) in the RT stable case,

$$\rho^- - \rho^+ > 0.$$  

fulfilling the hypotheses of Theorem 2. In particular,

$$||h_0||_{A^1_{\nu_0}} < \delta$$

for a suitable $\delta = \delta(\rho^- - \rho^+, \nu_0)$. Assume that

$$0 < \nu^* \leq \frac{\nu_0}{24}.$$  
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There is a $0 < \varepsilon = \varepsilon(\nu^*, \rho^- - \rho^+, \|h_0\|_{A^0_{\nu^*}})$ such that if

$$\|h_0\|_{A^0_{\nu^*}} < \varepsilon$$

there exists a unique global analytic solution $h(\alpha, t)$

$$h \in C([0, T]; A^0_{\nu^*}(\mathbb{T}))$$

of (20) for arbitrary $T > 0$ satisfying

$$e^{\sqrt{(\rho^--\rho^+)/4}}t \|h\|_{A^0} + \|h\|_{A^0_{\nu^*}} \leq C \|h_0\|_{A^0_{\nu^*}}$$

for some constant $C > 0$.

The details of the proof are shown in Subsection 7.3.

### 7.1 Fourier analysis

In this subsection, we study the Fourier side of equation (20), in order to exploit its structure in the Wiener Space context. We will use the equivalent expression given in (50).

First of all, we recall some properties of Wiener spaces. The fundamental property of Wiener spaces is their algebra structure:

$$\|f_1 \cdot f_2 \cdots f_n\|_{A^\nu_{\nu^*}} \leq \prod_{i=1}^n \|f_i\|_{A^\nu_{\nu^*}}.$$

We can also interpolate Wiener algebras using Hölder inequality in the following general way:

$$\|h(t)\|_{A^\nu_{\nu^*}(t)} = \sum_{k \in \mathbb{Z}} |k|^{\alpha s + (1-\alpha)s} |\hat{h}(k)|e^{(\beta \nu(t) + (1-\beta)\nu(t))|k|} \leq \|h(t)\|_{A^{\alpha s}_{\nu(t)}}^{1/p} \|h(t)\|_{A^{(1-\alpha)s}_{\nu(t)}}^{1/q},$$

with $p, q \geq 1$ such that $\frac{1}{p} + \frac{1}{q} = 1$ and $0 \leq \alpha, \beta \leq 1$.

Note that nonlinearities in the original equation will result in convolutions in the Fourier side. In the following, we will represent the convolution of $n$ copies of $f$ ($n-1$ convolutions), as

$$*^n f(k) = \left( f * \cdots * f \right)_{n-1}(k).$$

Also note that translations in the original variable $h$ will result in multipliers in the Fourier side. In this sense,

$$\hat{h}(\cdot - \beta)(k, \beta) = \hat{h}(k)e^{-ik\beta} \text{ and } \hat{h}_-(k, \beta) = \hat{h}(k)m(k, \beta),$$

with

$$m(k, \beta) = (1 - e^{-ik\beta}) = -ik\beta \int_0^1 e^{-ik\beta(1-s)}ds.$$

Now, we take the $k-$th Fourier coefficient of equation (50):

$$\hat{h}_4(k, t) = -\hat{h}(k, t) \frac{1}{|k|} + \frac{\hat{h}(k, t)}{2\pi} \left( \hat{I}_1(k, t) + \hat{I}_2(k, t) + \hat{I}_3(k, t) + \hat{I}_4(k, t) \right). \quad (65)$$

In the following, we will drop the time dependence in the notation when it does not cause any ambiguity. Moreover, we consider that $h$ is small enough in order to represent functions $\sinh(x)$ and $\log(1 + x)$ by their Taylor series, and $\frac{1}{1+x}$ as a geometric sum. Define

$$\mathcal{T}_1(\alpha, \beta) = \log \left( 1 + \frac{\sinh^2 \left( \frac{h(\alpha)}{2} \right)}{\sin^2 \left( \frac{1}{2} \right)} \right) = \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} \left( \frac{1}{2} \right)^{2n} \left( \frac{2^{2j+1} (2j+1)!}{2j+1} \right)^{2n}$$
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Therefore, their Fourier coefficients are

\[ T_2(\alpha, \beta) = \frac{h(\alpha - \beta)h_-(\alpha)}{2 \sin^2 \left( \frac{h(\alpha)}{2} \right) + 2 \sin^2 \left( \frac{\beta}{2} \right)} = \frac{1}{2 \sin^2 \left( \frac{\beta}{2} \right)} \sum_{n=0}^{\infty} (-1)^n \left( \frac{\sin \left( \frac{h(\alpha)}{2} \right)}{\sin \left( \frac{\beta}{2} \right)} \right)^{2n} h(\alpha - \beta)h_-(\alpha). \]

Then, the nonlinear terms in (20) can be expressed in the following way:

\[ I_1(\alpha) = \int T_1(\alpha, \beta) h(\alpha - \beta) d\beta, \]

\[ I_2(\alpha) = \int T_1(\alpha, \beta) + \log \left( \sin^2 \left( \frac{\beta}{2} \right) \right) h(\alpha - \beta)h_\alpha(\alpha)h_\alpha(\alpha - \beta) d\beta, \]

\[ I_3(\alpha) = \int T_2(\alpha, \beta) [(h_\alpha(\alpha)h_\alpha(\alpha - \beta) - 1) \sinh(h_-(\alpha))] d\beta, \]

\[ I_4(\alpha) = \int T_2(\alpha, \beta) [(h_\alpha(\alpha) + h_\alpha(\alpha - \beta)) \sin(\beta)] d\beta. \]

Therefore, their Fourier coefficients are

\[ \hat{I}_1(k) = \int \hat{T}_1(k, \beta) * e^{-ik\beta} \hat{h}(k) d\beta, \]

\[ \hat{I}_2(k) = \int \hat{T}_1(k, \beta) * \hat{h}(k)e^{-ik\beta} * (ik\hat{h}(k)) * (e^{-ik\beta} \hat{h}(k)) d\beta \]
\[ + \int T_1(\alpha, \beta) \log \left( \sin^2 \left( \frac{\beta}{2} \right) \right) \hat{h}(k)e^{-ik\beta} * (ik\hat{h}(k)) * (e^{-ik\beta} \hat{h}(k)) d\beta. \]

\[ \hat{I}_3(k) = \sum_{j=0}^{\infty} \frac{1}{(2j+1)!} \int \hat{T}_2(k, \beta) * (ik\hat{h}(k)) * (ike^{-ik\beta} \hat{h}(k)) * (2j+1) \left( m(k, \beta) \hat{h}(k) \right) d\beta \]
\[ - \sum_{j=0}^{\infty} \frac{1}{(2j+1)!} \int \hat{T}_2(k, \beta) * 2j+1 \left( m(k, \beta) \hat{h}(k) \right) d\beta. \]

\[ \hat{I}_4(k) = \int \sin(\beta) \hat{T}_2(k, \beta) * \left[ (ik\hat{h}(k)) + (ike^{-ik\beta} \hat{h}(k)) \right] d\beta. \]

Taking the \( k \)-th Fourier coefficient, we find

\[ \hat{T}_1(k, \beta) = \sum_{n=1}^{\infty} \frac{(-1)^n+1}{n} \ast 2^n \left( \sum_{j=0}^{\infty} \frac{(h_-(\alpha))^{2j+1}}{2^{2j+1}(2j+1)!} \right) \]
\[ \ast 2^{2n} \left( \sum_{j=0}^{\infty} \frac{2j+1(m(k, \beta)\hat{h}(k))}{2^{2j+1}(2j+1)!} \right) \]
\[ \ast 2^{(j+n)+1} \left[ m(k, \beta)\hat{h}(k) \right] \]
\[ \times \sum_{k_1, k_2, \ldots, k_{(j+n)} \neq 0} \left( m(k_{2(j+n)})m(k - k_1) \prod_{l=1}^{2(j+n)-1} m(k_l - k_{l+1}) \right) \]
\[ \times \left( \hat{h}(k_{2(j+n)})\hat{h}(k - k_1) \prod_{l=1}^{2(j+n)-1} \hat{h}(k_l - k_{l+1}) \right). \]
Note that
\[
\left( m(k_{2(j+n)})m(k - k_1) \prod_{l=1}^{2(j+n)-1} m(k_l - k_{l+1}) \right)
\]
\[
= \int_0^1 ds \int_0^1 ds_1 \cdots \int_0^1 ds_2(-i)^{2(j+n)+1} \left( k_{2(j+n)}(k - k_1) \prod_{l=1}^{2(j+n)-1} (k_l - k_{l+1}) \right)
\times \beta^{2n+2j+1} \left( e^{-ik_{2(j+n)}\beta(1-s)} e^{-i(k-k_1)\beta(1-s)} \prod_{l=1}^{2(j+n)-1} e^{-i(k_l-k_{l+1})\beta(1-s)} \right).
\]

Similarly,
\[
\tilde{T}_2(k, \beta) = \left( \frac{1}{2 \sin^2 \left( \frac{\beta}{2} \right)} \sum_{n=0}^{\infty} \sum_{j=0}^{\infty} \frac{(-1)^n}{(2j+1)!2^{j+1} \sin^2 \left( \frac{\beta}{2} \right)} \right) e^{2(n+j)+1} \left[ m(k)\hat{h}(k) \right]
\]
\[
\ast (e^{-ik\beta}\hat{h}(k)) \ast (m(k, \beta)\hat{h}(k))
\]
\[
= \left[ \frac{1}{2 \sin^2 \left( \frac{\beta}{2} \right)} \sum_{n=0}^{\infty} \sum_{j=0}^{\infty} \frac{(-1)^n}{(2j+1)!2^{j+1} \sin^2 \left( \frac{\beta}{2} \right)} \right]
\times \sum_{k_1,k_2,\ldots,k_{2(j+n)} \in \mathbb{Z}} \left( m(k_{2(j+n)})m(k - k_1) \prod_{l=1}^{2(j+n)-1} m(k_l - k_{l+1}) \right)
\times \left( \hat{h}(k_{2(j+n)})\hat{h}(k - k_1) \prod_{l=1}^{2(j+n)-1} \hat{h}(k_l - k_{l+1}) \right) \ast (e^{-ik\beta}\hat{h}(k)) \ast (m(k, \beta)\hat{h}(k)).
\]

### 7.2 Proof of Theorem 2

In this section, we prove Theorem 2 exploiting the structure of nonlinear terms (66)-(69).

**Proof.** Consider the evolution of the norm
\[
\frac{d}{dt} \|h(t)\|_{A_{\nu(t)}^0} = \nu'(t) \|h(t)\|_{A_{\nu(t)}^0} + \sum_{k \neq 0} \frac{\hat{h}_I(k,t)\hat{h}(k,t) + \hat{h}(k,t)\hat{h}_I(k,t)}{2|\hat{h}(k,t)|} e^{\nu(t)|k|}.
\]

From (65), we find that
\[
\frac{d}{dt} \|h(t)\|_{A_{\nu(t)}^0} \leq \nu'(t) \|h(t)\|_{A_{\nu(t)}^0} - \bar{\rho} \|h\|_{A_{\nu(t)}^{-1}} + \bar{\rho} \frac{4}{2\pi} \sum_{k \neq 0} \sum_{i=1}^{4} \frac{\hat{I}_i(k,t)\hat{h}(k,t) + \hat{h}(k,t)\bar{I}_i(k,t)}{2|\hat{h}(k,t)|} e^{\nu(t)|k|}
\]
\[
\leq \nu'(t) \|h(t)\|_{A_{\nu(t)}^0} - \bar{\rho} \|h\|_{A_{\nu(t)}^{-1}} + \bar{\rho} \frac{4}{2\pi} \sum_{k \neq 0} \sum_{i=1}^{4} |\hat{I}_i(k,t)| e^{\nu(t)|k|}
\]
\[
\leq \nu'(t) \|h(t)\|_{A_{\nu(t)}^0} - \bar{\rho} \|h\|_{A_{\nu(t)}^{-1}} + \bar{\rho} \frac{4}{2\pi} \sum_{i=1}^{4} ||I_i||_{A_{\nu(t)}^0}.
\]

Let us estimate the norms $||I_i||_{A_{\nu(t)}^0}$. Note that
\[
|k| \leq |k - k_1| + |k_{2(n+j)}| \sum_{m=1}^{2(n+j)-1} |k_m - k_{m+1}|,
\]
thus
\[ e^{i\nu(t)|k|} \leq e^{i\nu(t)|k-k_1|e^{i\nu(t)|k_{2n+2j}|} \prod_{m=1}^{2(n+j)-1} e^{i\nu(t)|k_m-k_{m+1}|}. \]

Therefore, using (70) and

\[ \sum_{i=1}^{\infty} \frac{x^{2n}}{n} = -\log(1 - x^2) = \log \left( \frac{1}{1 - x^2} \right) \]

for \( x \) small enough, it holds

\[ ||T||_{A^0_{\nu(t)}} \leq \sum_{k \neq 0} \sum_{n=1}^{\infty} \sum_{j=0}^{\infty} \frac{\beta^{2j+2n+1}}{n \sin^2 \left( \frac{\beta}{2} \right) 2^{2j+1}(2j+1)!} \left| \frac{s^{2(n+j)+1}}{i\hat{h}(k)} \right| e^{i\nu(t)|k|} \]

\[ \leq \sum_{k \neq 0} \sum_{n=1}^{\infty} \sum_{j=0}^{\infty} \frac{\pi^{2n+2j+1}}{n^{2j+1}(2j+1)!} ||h||_{A^1_{\nu(t)}}^2 \left| \frac{s^{2(n+j)+1}}{i\hat{h}(k)} \right| e^{i\nu(t)|k|} \]

\[ \leq \sum_{n=1}^{\infty} \sum_{j=0}^{\infty} \frac{\pi^{2n+2j+1}}{n^{2j+1}(2j+1)!} ||h||_{A^1_{\nu(t)}}^2 \sum_{k \neq 0} \left| \frac{s^{2(n+j)+1}}{i\hat{h}(k)} \right| e^{i\nu(t)|k|} \]

\[ \leq \sinh \left( \frac{\pi}{2} ||h||_{A^1_{\nu(t)}} \right) \log \left( \frac{1}{1 - \pi^2 ||h||_{A^1_{\nu(t)}}^2} \right) \]

\[ \leq G_1 \left( ||h||_{A^1_{\nu(t)}} \right), \tag{73} \]

where we defined

\[ G_1 \left( ||h||_{A^1_{\nu(t)}} \right) = \sinh \left( \frac{\pi}{2} ||h||_{A^1_{\nu(t)}} \right) \log \left( \frac{1}{1 - \pi^2 ||h||_{A^1_{\nu(t)}}^2} \right). \]

From (66) and (73), we get the estimates

\[ ||I_1||_{A^0_{\nu(t)}} \leq \int_{\mathbb{T}} ||T||_{A^0_{\nu(t)}} ||h||_{A^0_{\nu(t)}} d\beta \]

\[ \leq 2\pi G_1 \left( ||h||_{A^1_{\nu(t)}} \right) ||h||_{A^0_{\nu(t)}} \tag{74} \]

and

\[ ||I_2||_{A^0_{\nu(t)}} \leq \int_{\mathbb{T}} \left( ||T||_{A^0_{\nu(t)}} + \log \left( \sin^2 \left( \frac{\beta}{2} \right) \right) \right) ||h||_{A^1_{\nu(t)}}^2 ||h||_{A^0_{\nu(t)}} d\beta \]

\[ \leq 2\pi G_1 \left( ||h||_{A^1_{\nu(t)}} \right) ||h||_{A^0_{\nu(t)}} ||h||_{A^1_{\nu(t)}}^2 + 4\pi \log(2) ||h||_{A^0_{\nu(t)}} ||h||_{A^1_{\nu(t)}}^2 \tag{75} \]

From (67), (71) and

\[ \sum_{i=0}^{\infty} x^{2n} = \frac{1}{1 - x^2} \]

for \( x \) small enough, we get

\[ ||T_2||_{A^0_{\nu(t)}} \leq \sum_{k \neq 0} \frac{1}{2 \sin^2 \left( \frac{\beta}{2} \right)} \sum_{n=0}^{\infty} \sum_{j=0}^{\infty} \frac{\beta^{2n+2j+2}}{(2j+1)!2^{2j+1} \sin^2 \left( \frac{\beta}{2} \right)} \left| \frac{s^{2(n+j)+2}}{i\hat{h}(k)} \right| e^{i\nu(t)|k|} \]

\[ \leq \frac{1}{2} \sum_{n=0}^{\infty} \sum_{j=0}^{\infty} \frac{\pi^{2(n+j)+2}}{(2j+1)!2^{2j+1}} ||h||_{A^1_{\nu(t)}}^{2(n+j)+2} ||h||_{A^0_{\nu(t)}} \]

\[ \leq \frac{\pi}{2} \sinh \left( \frac{\pi}{2} ||h||_{A^1_{\nu(t)}} \right) \frac{1}{1 - \pi^2 ||h||_{A^1_{\nu(t)}}^2} ||h||_{A^1_{\nu(t)}} ||h||_{A^0_{\nu(t)}} \]

\[ \leq G_2 \left( ||h||_{A^1_{\nu(t)}} \right) ||h||_{A^0_{\nu(t)}}, \tag{76} \]
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where we defined

\[ G_2(||h||_{A_v^{1(t)}}) = \frac{\pi}{2} \sinh \left( \frac{\pi}{2} ||h||_{A_v^{1(t)}} \right) \frac{1}{1 - \pi^2 ||h||_{A_v^{1(t)}}^2} ||h||_{A_v^{1(t)}}. \]

From (68), (69) and (76), we get the estimates

\[
||I_3||_{A_v^{0(t)}} \leq \int_T ||T_2||_{A_v^{0(t)}} \left(||h||_{A_v^{1(t)}}^2 + 1\right) \sinh \left( \pi ||h||_{A_v^{1(t)}} \right) d\beta \\
\leq 2\pi G_2(||h||_{A_v^{1(t)}}) ||h||_{A_v^{0(t)}} \left(||h||_{A_v^{1(t)}}^2 + 1\right) \sinh \left( \pi ||h||_{A_v^{1(t)}} \right) 
\]

and

\[
||I_4||_{A_v^{0(t)}} \leq \int_T 2|\sin(\beta)| ||T_2||_{A_v^{0(t)}} ||h||_{A_v^{1(t)}} d\beta \\
\leq 8G_2(||h||_{A_v^{1(t)}}) ||h||_{A_v^{0(t)}} ||h||_{A_v^{1(t)}}.
\]

Joining the estimates of terms \( ||I_i||_{A_v^{0(t)}} \) in (72),

\[
\frac{d}{dt} ||h(t)||_{A_v^{0(t)}} \leq \nu'(t) ||h(t)||_{A_v^{1(t)}} - \rho ||h||_{A_v^{1(t)}} + C_1(\rho) ||h||_{A_v^{1(t)}} ||h||_{A_v^{0(t)}} J_1(||h||_{A_v^{1(t)}}),
\]

where \( J_1 \) is an increasing function and \( C(\rho) \) depends linearly on the density jump. In fact,

\[
J_1(x) \approx x + O(x^2)
\]

The evolution of the \( A_v^{1(t)} \) norm can be expressed, similarly, as

\[
\frac{d}{dt} ||h(t)||_{A_v^{1(t)}} \leq \nu'(t) ||h(t)||_{A_v^{2(t)}} - \rho ||h||_{A_v^{0(t)}} + \frac{\rho}{2\pi} \sum_{i=1}^4 ||I_i||_{A_v^{i(t)}}.
\]

We have

\[
||T_1||_{A_v^{1(t)}} \leq \sum_{k \neq 0} \sum_{n=1}^\infty \sum_{j=0}^\infty \frac{\pi^2 \beta^{2j+1}|k|}{n^{2j+1}(2j+1)!} \left[ 2^{(j+n)+1} \left| ik\hat{h}(k) \right| e^{\nu(t)|k|} ight] \\
\leq \sum_{k \neq 0} \sum_{n=1}^\infty \sum_{j=0}^\infty \left( 2(j + n) + 1 \right) \frac{\pi^{2n+2j+1}}{n^{2j+1}(2j+1)!} \left| ik\hat{h}(k) \right| \left| k^2 i\hat{h}(k) \right| e^{\nu(t)|k|} \\
\leq \sum_{n=1}^\infty \sum_{j=0}^\infty \frac{2^{(j+n)+1}}{n^{2j+1}(2j+1)!} ||h||_{A_v^{1(t)}}^2 ||h||_{A_v^{2(t)}} \\
\leq ||h||_{A_v^{2(t)}} \frac{\pi}{2} \cosh \left( \frac{\pi}{2} ||h||_{A_v^{1(t)}} \right) \log \left( \frac{1}{1 - \pi^2 ||h||_{A_v^{1(t)}}^2} \right) \\
+ ||h||_{A_v^{2(t)}} \sinh \left( \frac{\pi}{2} ||h||_{A_v^{1(t)}} \right) \frac{2\pi^2 ||h||_{A_v^{0(t)}}}{1 - \pi^2 ||h||_{A_v^{1(t)}}^2} \\
\leq G_1(||h||_{A_v^{1(t)}}) ||h||_{A_v^{2(t)}}
\]

From (81), we get

\[
||I_1||_{A_v^{1(t)}} \leq \int_T \left| T_1(k, \beta) * e^{-ik\beta} \hat{h}(k) \right|_{A_v^{1(t)}} d\beta \\
\leq \int_T \left( ||T_1||_{A_v^{1(t)}} ||h||_{A_v^{0(t)}} + ||T_1||_{A_v^{0(t)}} ||h||_{A_v^{1(t)}} \right) d\beta \\
\leq 2\pi G_1(||h||_{A_v^{1(t)}}) ||h||_{A_v^{2(t)}} ||h||_{A_v^{0(t)}} + 2\pi G_1(||h||_{A_v^{1(t)}}) ||h||_{A_v^{1(t)}} \\
\leq C ||h||_{A_v^{0(t)}} ||h||_{A_v^{2(t)}} F_1 \left( ||h||_{A_v^{1(t)}} \right)
\]
and
\[ ||I_2||_{A_{\nu}^1(t)} \leq \int_0^T \left( T_1(k, \beta) \ast \hat{h}(k) e^{-ik\beta} \ast (ik\hat{h}(k)) \ast (e^{-ik\beta} ik\hat{h}(k)) \right)_{A_{\nu}^1} d\beta \]
\[ + \int_0^T \log \left( \sin^2 \left( \frac{\beta}{2} \right) \right) \left( ||\hat{h}(k) e^{-ik\beta} \ast (ik\hat{h}(k)) \ast (e^{-ik\beta} ik\hat{h}(k)) ||_{A_{\nu}^1} \right) d\beta \]
\[ \leq ||T_1||_{A_{\nu}^2} ||h||_{A_{\nu}^0}^2 + \int_0^T \left( ||\hat{h}(k) e^{-ik\beta} \ast (ik\hat{h}(k)) \ast (e^{-ik\beta} ik\hat{h}(k)) ||_{A_{\nu}^1} \right) d\beta \]
\[ \leq C ||h||_{A_{\nu}^0} ||h||_{A_{\nu}^2} F_2 \left( ||h||_{A_{\nu}^1} \right). \]

Furthermore,
\[ ||T_2||_{A_{\nu}^1} \leq G_2(||h||_{A_{\nu}^1} ||h||_{A_{\nu}^0} ||h||_{A_{\nu}^2} + G_2(||h||_{A_{\nu}^1} ||h||_{A_{\nu}^0} ||h||_{A_{\nu}^2} \right) ||h||_{A_{\nu}^1} \cdot \tag{82} \]

From (82), we get
\[ ||I_3||_{A_{\nu}^1} \leq C ||h||_{A_{\nu}^0} ||h||_{A_{\nu}^2} F_3 \left( ||h||_{A_{\nu}^1} \right). \]
and
\[ ||I_4||_{A_{\nu}^1} \leq C ||h||_{A_{\nu}^0} ||h||_{A_{\nu}^2} F_4 \left( ||h||_{A_{\nu}^1} \right), \]
where the functions \( F_1, \ldots, F_4 \) are increasing functions.

Joining all the estimates of terms \( ||I_i||_{A_{\nu}^1} \) together, we get
\[ \frac{d}{dt} \left[ ||h(t)||_{A_{\nu}^1} \right] \leq \nu'(t) ||h(t)||_{A_{\nu}^2} - \rho ||h||_{A_{\nu}^0} + C_2(\hat{\nu}) ||h||_{A_{\nu}^0} ||h||_{A_{\nu}^2} J_2 \left( ||h||_{A_{\nu}^1} \right) \], \tag{83} \]
where \( J_2 \) is, again, an increasing function, and \( C_2(\hat{\nu}) \) depends linearly on the density jump.

**Control of norms for all time.** Define
\[ \nu'(t) = - \left( \max_{i=1,2} \left\{ C_i(\hat{\nu} \mathcal{J}_i \left( ||h||_{A_{\nu}^1} \right) \right\} + \varepsilon \right) ||h||_{A_{\nu}^0}. \tag{84} \]

Then, by (79), (83) and (84)
\[ \frac{d}{dt} ||h(t)||_{A_{\nu}^0} < 0, \]
\[ \frac{d}{dt} ||h(t)||_{A_{\nu}^1} < 0, \]
for every \( t \geq 0 \).

Consequently
\[ ||h(t)||_{A_{\nu}^0} \leq ||h_0||_{A_{\nu}^0} \text{ and } ||h(t)||_{A_{\nu}^1} \leq ||h_0||_{A_{\nu}^1} \tag{85} \]
for every \( t \geq 0 \). In addition, from (83), taking into account the damping term, we have
\[ ||h(t)||_{A_{\nu}^1} + \rho \int_0^t ||h(s)||_{A_{\nu}^0} \, ds \leq ||h_0||_{A_{\nu}^1} \ \tag{86} \]
Consequently, the solution is controlled by the initial data for all time \( t \geq 0 \).

**Control of the analyticity band.** Using (86) and the monotonic increasing character of functions \( \mathcal{J}_i \),
\[ \nu(t) = \nu_0 + \int_0^t \nu'(t) \, dt \]
\[ \geq \nu_0 - \left( \max_{i=1,2} \left\{ C_i(\hat{\nu} \mathcal{J}_i \left( ||h_0||_{A_{\nu}^1} \right) \right\} + \varepsilon \right) \int_0^t ||h(s)||_{A_{\nu}^0} \, ds \]
\[ \geq \nu_0 - \frac{1}{\rho} \left( \max_{i=1,2} \left\{ C_i(\hat{\nu} \mathcal{J}_i \left( ||h_0||_{A_{\nu}^1} \right) \right\} + \varepsilon \right) ||h_0||_{A_{\nu}^1} \]
\[ > 0 \]
for small enough data $||h_0||_{A^1_0}$. This ensures that the analiticity bound does not collapse at any time $t \geq 0$.

In particular, we can choose small enough initial data such that

$$0 < \frac{\nu_0}{2} \leq \nu(t) \leq \nu_0.$$  \hspace{1cm} (87)

The estimates (85) and (87) give us the global existence of solutions in $A^1_{\nu(t)}$.

### 7.3 Proof of Theorem 3

In this section, we prove Theorem 3. The proof relies on the proof of Theorem 2 and a similar strategy to the one used in the proof of Theorem 1: we exploit the decay properties of the semi-group in Wiener algebras and combine them with a priori estimates.

**Proof.** Before starting the argument of the proof, let us establish the following decay lemma:

**Lemma 2.** Let $a, b > 0$. Then,

$$\int_0^t e^{-a(t-s)} e^{-\sqrt{b_s}} ds \leq e^{-\sqrt{\min\{a, b\} t}}.$$  \hspace{1cm} (88)

**Proof.** Define $m = \min\{a, b\}$. Then,

\[
\begin{align*}
\int_0^t e^{-a(t-s)} e^{-\sqrt{b_s}} ds &= \int_0^{\frac{t}{2}} e^{-a(t-s)} e^{-\sqrt{b_s}} ds + \int_{\frac{t}{2}}^t e^{-a(t-s)} e^{-\sqrt{b_s}} ds \\
&\leq \int_0^{\frac{t}{2}} e^{-\sqrt{m(t-s)} e^{-\sqrt{ms}}} ds \\
&\quad + \int_{\frac{t}{2}}^t e^{-\sqrt{m(t-s)} e^{-\sqrt{ms}}} ds \\
&\leq e^{-\sqrt{m \frac{t}{2}}} \int_0^{\frac{t}{2}} e^{-\sqrt{ms}} ds \\
&\quad + e^{-\sqrt{m \frac{t}{2}}} \int_{\frac{t}{2}}^t e^{-\sqrt{m(t-s)}} ds \\
&\leq e^{-\sqrt{m \frac{t}{2}}} \frac{2}{m} \left(1 - e^{-\sqrt{mt}} \left(1 + \sqrt{mt}\right)\right) \\
&\leq c(m) e^{-\sqrt{m \frac{t}{2}}}.
\end{align*}
\]

Let $h \in C([0, T]; A^1_{\nu(t)})$ be a solution of (20) in the RT stable case constructed under the hypotheses of Theorem 2, with small enough initial data

$$||h_0||_{A^1_0} < \delta.$$  \hspace{1cm} (89)

Define $\nu^*$ in such a way that

$$0 < 12 \nu^* \leq \frac{\nu_0}{2} \leq \nu(t) \leq \nu_0,$$

and define the norm

$$||h||_{\nu^*} = \sup_{t \in [0, T]} \left( e^{\sqrt{\nu^* t}} ||h||_{A^0} + ||h||_{A^0_{\nu^*}} \right).$$  \hspace{1cm} (90)

The aim is to produce uniform bounds of (90), only depending on the size of the initial data $h_0$.

Using the estimate (31) in Proposition 2 for $\nu = 2\nu^*$ and Duhamel formula, we get

$$||h||_{A^0} \lesssim e^{-\sqrt{\nu^* t}} ||h_0||_{A^0_{2\nu^*}} + \frac{\rho}{2\pi} \int_0^t e^{-\sqrt{\nu^* (t-s)}} ||I_1 + I_2 + I_3 + I_4||_{A^0_{\nu^*}} ds.$$  \hspace{1cm} (91)
Using \( x \leq c(\nu^*)e^{2\nu^*x} \) and Hölder inequality, we can easily derive the estimates

\[
||h||_{A^{1+}_{2\nu^*}} = \sum_{k \neq 0} |k|e^{2\nu^*|k|} |\hat{h}(k)|
\leq c(\nu^*) ||h||_{A^{0}_{2\nu^*}}
\leq c(\nu^*) ||h||_{A^{0}_{12\nu^*}}^{3/4} ||h||_{A^{0}_{12\nu^*}}^{1/4}
\]

and

\[
||h||_{A^{0}_{2\nu^*}} \leq c(\nu^*) ||h||_{A^{0}_{12\nu^*}}^{1/2} ||h||_{A^{0}_{12\nu^*}}^{1/2}.
\]

Since \( 12\nu^* \leq \frac{\nu}{2} \leq \nu(t) \), we have the uniform estimates

\[
||h||_{A^{0}_{4\nu^*}} \leq ||h||_{A^{0}_{12\nu^*}} \leq ||h||_{A^{0}_{\nu(t)}} \leq ||h||_{A^{0}}
\]

and

\[
||h||_{A^{0}_{3\nu^*}} \leq ||h||_{A^{1}_{\nu(t)}} \leq ||h||_{A^{1}_{0}^t},
\]

so that, by (74),(75), (77) and (78) in a band of width \( 2\nu^* \) and the estimates above,

\[
||I_1 + I_2 + I_3 + I_4||_{A^{0}_{2\nu^*}} \leq c(\bar{\rho}) ||\bar{h}||_{A^{1}_{2\nu^*}} ||h||_{A^{0}_{2\nu^*}} J_1(||h||_{A^{0}_{2\nu^*}})
\leq c(\bar{\rho}) ||\bar{h}||_{A^{0}_{2\nu^*}}^{2/3} ||h||_{A^{0}_{2\nu^*}} F(||h||_{A^{0}_{2\nu^*}})
\leq c(\bar{\rho}) ||\bar{h}||_{A^{0}_{0}}^{2} ||h||_{A^{0}_{\nu(t)}} F(||h||_{A^{0}_{\nu(t)}})
\leq c(\bar{\rho}, ||h||_{A^{0}_{0}}, e^{-2\sqrt{\nu^*}t}) ||h||_{A^{0}_{\nu^*}}^{2},
\]

where the first inequality comes from (80).

Consequently, applying Lemma 2,

\[
||h||_{A^{0}} \leq e^{-\sqrt{\nu^*}t} ||h||_{A^{0}_{2\nu^*}} + c(\nu^*, \bar{\rho}, ||h||_{A^{1}_{0}}) \int_{0}^{t} e^{-\sqrt{\nu^*}(t-s)} e^{-\sqrt{\nu^*}s} ds \leq e^{-\sqrt{\nu^*}t} ||h||_{A^{0}_{2\nu^*}} + c(\nu^*, \bar{\rho}, ||h||_{A^{1}_{0}}) ||h||_{A^{0}_{\nu^*}}^{2},
\]

Thus,

\[
e^{\sqrt{\nu^*}T} ||h||_{A^{0}} \leq ||h||_{A^{0}_{2\nu^*}} + c(\nu^*, \bar{\rho}, ||h||_{A^{1}_{0}}) ||h||_{A^{0}_{\nu^*}}^{2}. \tag{89}
\]

Furthermore, by Hölder inequality, we can similarly derive the estimates

\[
||h||_{A^{1}_{\nu^*}} = \sum_{k \neq 0} |k|e^{\nu^*|k|} |\hat{h}(k)|
\leq c(\nu^*) ||h||_{A^{0}_{2\nu^*}}
\leq c(\nu^*) ||h||_{A^{0}_{12\nu^*}}^{3/4} ||h||_{A^{0}_{12\nu^*}}^{1/4}
\]

and

\[
||h||_{A^{0}_{\nu^*}} \leq c(\nu^*) ||h||_{A^{0}}^{1/2} ||h||_{A^{0}_{\nu^*}}^{1/2}.
\]

By (79) in a band of width \( \nu^* \) and (80), it holds that

\[
\frac{d}{dt} ||h||_{A^{0}_{\nu^*}} \leq C_1(\bar{\rho}) ||h||_{A^{1}_{\nu^*}}^{2} ||h||_{A^{0}_{\nu^*}} F(||h||_{A^{0}_{\nu^*}})
\leq c(\nu^*, \bar{\rho}, ||h||_{A^{1}_{0}}, e^{-2\sqrt{\nu^*}t}) ||h||_{A^{0}_{\nu^*}}^{2}.
\]
Integrating from 0 to $t$, we get
\[
||h||_{A_{ν^*}^0} \leq ||h_0||_{A_{ν^*}^0} + c(ν^*, \bar{ρ}, ||h_0||_{A_{ν^*}^0}) \left( ||h||_{L^2}^2 \int_0^t e^{-\sqrt{\bar{ρ}ν^*} s} ds \right)
\]
\[
\leq ||h_0||_{A_{ν^*}^0} + c(ν^*, \bar{ρ}, ||h_0||_{A_{ν^*}^0}) ||h||_{L^2}^2 .
\]

(90)

Joining the estimates (89) and (90), we find
\[
|||h|||_{ν^*} \leq ||h_0||_{A_{ν^*}^0} + c(ν^*, \bar{ρ}, ||h_0||_{A_{ν^*}^0}) |||h|||^2_{ν^*}.
\]

Assuming the condition
\[
||h_0||_{A_{ν^*}^0} < ε,
\]
for $ε > 0$ small enough, we can reproduce the argument in the proof of Theorem 1 and get
\[
|||h|||_{ν^*} = \sup_{t \in [0,T]} \left( e^{\sqrt{|\bar{ρ}| ν^*} t} |||h|||_{A^0} + |||h|||_{A_{ν^*}^0} \right) \leq C ||h_0||_{A_{ν^*}^0}
\]
for every $T > 0$. This gives us the global existence of analytic interfaces in $A_{ν^*}^0$, and the exponential decay of the $A^0$ norm in the stable regime.

8 Exponential growth of solutions in the RT unstable case

In this section, we prove that in the unstable regime of the densities, where the denser fluid lies above the less dense, smooth solutions grow exponentially in certain Wiener norms. We collect this result in the following theorem:

**Theorem 4** (Exponential growth of solutions in the RT unstable case for small data). Let $T > 0$ be an arbitrary fixed parameter. Then, it exists a family of smooth initial data
\[
g_0 \in A_{ν^*}^0(T)
\]
such that
\[
g \in C([0, T]; A_{ν^*}^0(T))
\]
is a solution of (20) in the RT unstable regime,
\[
ρ^- - ρ^+ < 0,
\]
and
\[
||g(τ)||_{A_{ν^*}^0} \geq \frac{1}{C} e^{\sqrt{|\bar{ρ}^- - ρ^+|/4} ν^*τ} ||g_0||_{A^0} \quad τ \in [0, T].
\]

(92)

**Proof.** Let $T > 0$ arbitrary. By Theorem 3, there exists a solution for every $τ \in [0, T]
\[
h \in C([0, τ]; A_{ν^*}^0)
\]
in the RT stable case starting from a small enough initial data $h_0$,
\[
||h_0||_{A_{ν^*}^0} < ε.
\]

Setting a family of different initial data $h_0$, we can find a family of different solutions $h(α, t)$. Furthermore, each solution satisfies
\[
e^{\sqrt{|\bar{ρ}| ν^*} t} ||h(τ)||_{A^0} \leq C ||h_0||_{A_{ν^*}^0} \quad τ \in [0, T]
\]
\[
(93)
\]
where $C > 0$. 38
Now, define the function
\[ g(\alpha, t) = h(\alpha, \tau - t). \]
It is clear from the definition that
\[ g \in C([0, \tau]; A^0_{\nu^*}). \]
Moreover, we find that
\[
g_t(\alpha, t) = -(h_t)(\alpha, \tau - t) = |\bar{\rho}|(I_1(g)(\alpha, t) + I_2(g)(\alpha, t) + I_3(g)(\alpha, t) + I_4(g)(\alpha, t)) \]
i.e., \( g(\alpha, t) \) solves (20) (equivalently (50)) in the unstable RT scenario. Note that
\[ g_0(\alpha) = h(\alpha, \tau) \] and \( g_0(\alpha, \tau) = h_0(\alpha) \).
Then, by (93), it holds that
\[
||g(\tau)||_{A^0_{\nu^*}} \geq \frac{1}{C} e^{r\sqrt{|\bar{\rho}|\nu^*\tau}} ||g_0||_{A^0} \quad \tau \in [0, T].
\] (94)
The previous equation shows exponential growth of smooth analytic solutions of the unstable RT scenario for small initial data, in a time interval which is arbitrarily large.
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