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Abstract. It is known that ab initio molecular dynamics based on the electron ground-state eigenvalue can be used to approximate quantum observables in the canonical ensemble when the temperature is low compared to the first electron eigenvalue gap. This work proves that a certain weighted average of the different ab initio dynamics, corresponding to each electron eigenvalue, approximates quantum observables for any temperature. The proof uses the semiclassical Weyl law to show that canonical quantum observables of nuclei–electron systems, based on matrix-valued Hamiltonian symbols, can be approximated by ab initio molecular dynamics with the error proportional to the electron–nuclei mass ratio. The result covers observables that depend on time correlations. A combination of the Hilbert–Schmidt inner product for quantum operators and Weyl’s law shows that the error estimate holds for observables and Hamiltonian symbols that have three and five bounded derivatives, respectively, provided the electron eigenvalues are distinct for any nuclei position and the observables are in the diagonal form with respect to the electron eigenstates.
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1. Introduction

1.1. Background

Given a quantum system defined by the Hamiltonian $\hat{H}(x,-i\hbar \nabla)$ acting on $L^2(\mathbb{R}^N)$, the quantum canonical ensemble at the inverse temperature $\beta = 1/(k_B T)$ is described by the density operator $\hat{\rho} = e^{-\beta \hat{H}}$. A quantum observable is defined by a Hermitian, densely defined operator $\hat{A}$ on $L^2(\mathbb{R}^N)$, and the quantum canonical ensemble average is obtained from the normalized trace of the product as $\frac{\text{Tr}(\hat{\rho} \hat{A})}{\text{Tr} \hat{\rho}}$. The Weyl quantization establishes a connection between the operator Hamiltonian $\hat{H}(x,-i\hbar \nabla)$ and its real-valued symbol function $H(x,p)$ defined on the classical phase space $\mathbb{R}^N \times \mathbb{R}^N$. The semiclassical analysis for $\hbar \to 0$ shows that the quantum observables can be approximated by the classical Gibbs ensemble average.
\[
\frac{\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(x,p)e^{-\beta H(x,p)} \, dx \, dp}{\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} e^{-\beta H(x,p)} \, dx \, dp},
\]

(1.1)

where the function \(A(\cdot, \cdot)\) is the symbol of the Weyl-quantized operator \(\hat{A}\).

The first mathematical result of such a semiclassical limit was obtained by Wigner [17]. Wigner introduced the “Wigner” function, based on solutions to the Schrödinger equation with scalar potentials, and made an expansion in the Planck constant \(\hbar\) to relate the canonical quantum observable to the classical Gibbs phase-space average.

We study molecular dynamics approximations of canonical ensemble averages for quantum observables of the nuclei–electrons system. The role of the semiclassical parameter is played by the mass ratio \(m_e/m_n\) between electrons mass \(m_e\) (the light particles) and the nuclei mass \(m_n\) (the heavy particles). We assume the atomic units (a.u.) in which \(\hbar = 1\) and the mass of electrons \(m_e = 1\); thus, our small parameter is \(1/M \ll 1\) where \(M\) is the mass of nuclei in atomic units. Note that in atomic units the proton mass is \(m_p \approx 1836\). The Boltzmann constant is \(k_B = 1\) in atomic units hence \(\beta = 1/T\).

The Hamiltonian of this system consists of the kinetic energy of nuclei and the electronic kinetic energy operator together with the operator describing interaction between electrons and nuclei

\[
\hat{H} = -\frac{1}{2M} \Delta_x - \frac{1}{2} \Delta_{x_e} + \hat{V}_e(x, x_e).
\]

In this work, we treat the electronic kinetic energy operator and the interaction operator, \(\hat{H}_e = -\frac{1}{2} \Delta_{x_e} + \hat{V}_e(x, x_e)\) as a matrix-valued potential \(V: \mathbb{R}^N \rightarrow \mathbb{C}^d\) defining the new Hamiltonian

\[
\hat{H} = -\frac{1}{2M} I \otimes \Delta + \hat{V}(x),
\]

(1.2)

where \(I\) is the \(d \times d\) identity matrix. The matrix-valued potential \(V\) is then obtained by approximating \(\hat{H}_e\) on a finite-dimensional subspace of electronic states. We assume that this approximation results in the Hermitian matrix-valued confining potential \(V\) with non-degenerate eigenvalues. By including the electron part as a matrix-valued operator, one can derive the limit as the electron–nuclei mass ratio \(1/M\) tends to zero, see [15] which, in Section 6, includes an overview of previous results. This limit can then be approximated by ab initio molecular dynamics simulations for nuclei, with the potential generated by the electron eigenvalue problem, see [10,12], based on the nuclei and electron scale separation using the Born–Oppenheimer approximation [13,14]. Such molecular dynamics simulations have the benefit to require less computational effort than to solve the Schrödinger equation with time-dependent electrons.

If the temperature is small in comparison with the minimal difference of the second and first eigenvalue of the electron potential \(\hat{V}\), the probability for the quantum system to be in excited electron states is negligible and the canonical ab initio molecular dynamics based on the electron ground state yields accurate approximations. When the temperature is not small compared
to this electron eigenvalue gap, the probability to be in excited states is substantial and the molecular dynamics associated with the electronic ground-state energy will not yield accurate approximation of quantum observables.

1.2. Overview of Results

We address an important question which seems mathematically open: How to modify the canonical ab initio molecular dynamics in order to accurately approximate quantum observables based on matrix-valued potentials and all temperatures?

We derive molecular dynamics methods that accurately, in mathematical sense, approximate a quantum observable also in the case where the temperature can be large compared to the first spectral gap. The approximation consists of a weighted sum of molecular dynamics observables for the scalar Hamiltonians which are the eigenvalues of the original matrix-valued Hamiltonian symbol. Furthermore, the weights, which are the probabilities to be in the corresponding electron states, are determined precisely as molecular dynamics observables. For instance, molecular systems with light atoms and applications with laser heating have been simulated more accurately by taking several electron states into account, see, e.g., [1,8] and Section 5.3.4 in [12].

Section 2 presents analysis with quantum observables not depending on time. In Sect. 3, we study observables that are correlations in time or depending on time correlations. The main result is that the weighted sums of molecular dynamics observables approximate canonical quantum observables, based on Schrödinger Hamiltonians with matrix-valued potentials for any positive temperature. The approximation error is bounded by the square root of electron–nuclei mass ratio, $M^{-1/2}$, times a constant, provided the observable symbols are in the diagonal form with respect to the electron eigenstates and have up to three derivatives bounded in $L^2(\mathbb{R}^N \times \mathbb{R}^N)$, the Hamiltonian symbol has five derivatives and the electron eigenvalues are distinct for any nuclei position. An improved approximation error $O(M^{-1})$ holds with additional assumptions. The main mathematical tool is the semiclassical Weyl law, as formulated, for example, in [15,18].

The semiclassical Weyl law has been used before, see [15], to approximate canonical quantum observables, based on general matrix-valued Hamiltonians, including infinite dimension $d = \infty$, by phase-space averages. For general Hamiltonian operators, the classical approximation with $O(M^{-1})$ accuracy includes $O(M^{-1/2})$ perturbations of the leading order Hamiltonian dynamics, as described in [15] by insightful analysis of the Hamiltonian flow based on perturbed Hamiltonian functions and symplectic forms.

With the aim to obtain sharper error estimates, we focus on a simpler case from the analysis perspective, when the nuclei kinetic energy contribution to the Hamiltonian operator is defined by the Laplacian, as in (1.2), and $d$ is finite. We exploit this simplified structure and the assumption of non-crossing electron eigenvalues, to construct global projections to the electron states related to the adiabatic approximation. We show how these projections, in the special case of the Hamiltonian (1.2), can be determined by a nonlinear eigenvalue
problem solved by a power expansion provided by the Cauchy–Kovalevskaya theorem. This new approach with a nonlinear eigenvalue problem has an advantage in providing more precise error estimates. The construction is based on a convergent power series and not only on a semiclassical expansion which has been used to derive semiclassical limits elsewhere.

Another novelty of our approach is that our error estimates are not using the Calderon–Vaillancourt theorem that bounds the \( L^2 \) operator norm of a symbol by \( L^\infty \) estimates of derivatives of order \( N \) of the symbol. Instead, we take advantage of the Hamiltonian form (1.2) to derive error estimates that combine the Hilbert–Schmidt norm of quantum observables and Weyl’s law to obtain new bounds in terms of the \( L^2(\mathbb{R}^N \times \mathbb{R}^N) \) norm of remainder symbols based on three and five derivatives of the observables and the Hamiltonian, respectively. The new bounds of the remainder symbols given in Lemmas 3.11 and 3.12 are based on Hermitian properties of the Moyal composition. The constant in our \( O(M^{-1}) \) approximation result in Theorem 3.2 depends, for example, on the \( L^2(\mathbb{R}^N \times \mathbb{R}^N) \) norm of three derivatives of the observable, while estimates based on the Calderon–Vaillancourt theorem require similar bounds on derivatives of order \( N \gg 1 \), which in practice can be very large so that \( O(M^{-1}) \) would not lead to useful error estimates for computational approximations with realistic values of \( M \).

In conclusion, we make a step in the direction of precisely estimating constants for semiclassical approximations. There are two main new mathematical ideas that take advantage of the particular form of Hamiltonian (1.2): a nonlinear eigenvalue problem that avoids the traditional asymptotic expansion and an error estimate of remainder terms that use up to fourth-order derivatives only. We think these two ideas can be useful to further trace constants in situations with, for example, avoided crossings, degenerate and crossing electron eigenvalues, vanishing temperature and more general Hamiltonians.

At the core of the canonical ensemble is the Gibbs distribution, which has the important property that it is the marginal distribution for a subsystem weakly coupled to a heat bath, where the composite system is assumed to have the microcanonical distribution, see, e.g., [4]. In “Appendix A,” we present a variant of this property, assuming instead that the marginal distribution of the subsystem is determined by the subsystem Hamiltonian. Another basic property is that the Gibbs density is a time-independent solution of the Liouville–von Neumann equation. “Appendix A” also includes a comparison of the classical and quantum Gibbs densities with respect to the classical and quantum Liouville equations. In Sect. 2.3 and “Appendix B,” we present numerical results of simple model problems where the quantum and molecular dynamics observables are compared.

2. The Schrödinger Equation and Gibbs Ensembles

2.1. Problem Formulation and Weyl Quantization

We consider the matrix-valued Schrödinger operator
\[ \hat{H} = -\frac{1}{2M} I \otimes \Delta + V(x), \]

where \( V: \mathbb{R}^N \to \mathbb{C}^{d \times d} \) is a Hermitian matrix-valued confining potential and \( I \otimes \Delta \) is the \( d \times d \) identity matrix times the Laplacian on \( \mathbb{R}^N \), modeling the nuclei kinetic energy.

Hence, the quantum model consists of \( N/3 \) nuclei whose coordinates are in \( \mathbb{R}^3 \) and the wave functions \( \Phi_n \in L^2(\mathbb{R}^N, \mathbb{C}^d) \) are vector-valued with \( d \) components. We use the notation \( \text{H} := L^2(\mathbb{R}^N, \mathbb{C}^d) \equiv [L^2(\mathbb{R}^N)]^d \). Approximation of the electronic part of the Hamiltonian using the electron eigenvalue problem gives the matrix potential (operator) \( V(x) \) defined for each nuclei configuration \( x \in \mathbb{R}^N \). Here \( M \gg 1 \) is the nuclei–electron mass ratio, assumed to be much larger than one. The setting with individual nuclei masses and a diagonal mass matrix \( M \) can be transformed to form (2.1) by introducing the new coordinates \( M_1^{1/2} \bar{x} = M^{1/2} x \), which transforms the Hamiltonian into

\[ -\frac{1}{2M_1} I \otimes \Delta \bar{x} + V(M_1^{1/2} M^{-1/2} \bar{x}). \]

To handle the spectrum of \( \hat{H} \), we assume that the smallest eigenvalue \( \lambda_1(x) \) of \( V(x) \) tends to infinity as \( |x| \to \infty \). This assumption implies that the spectrum of \( \hat{H} \) is discrete, see [3]. More precisely, let \( \Phi_n: \mathbb{R}^N \to \mathbb{C}^d \) and \( E_n \in \mathbb{R} \) for \( n = 1, 2, 3, \ldots \) be solutions of the eigenvalue problem

\[ \hat{H} \Phi_n = E_n \Phi_n, \quad (2.1) \]

then the set of eigenfunctions \( \{ \Phi_n \}_{n=1}^{\infty} \) forms a complete basis of the Hilbert space \( \mathcal{H} \).

To have a complete set of eigenfunctions in \( \mathcal{H} \) is used for the analysis of the canonical quantum ensemble average in this work, although it is not crucial. The approach we present is based on the concept of the trace of quantum operators introduced by von Neumann [16].

**Notation and Weyl Calculus** Since our analysis provides error estimates for approximating quantum observables with classical ones, it is natural to use tools of Weyl calculus that defines correspondence between operators on \( \mathcal{H} \) and their symbols in a suitable functional space. Here we introduce the notation used throughout this paper.

For functions \( u, v \in \mathcal{H} \) we denote the scalar product

\[ \langle v, w \rangle = \int_{\mathbb{R}^N} v^*(x) \cdot w(x) \, dx, \quad \text{where } v^*(x) \cdot w(x) := \sum_{j=1}^d v_j^*(x) w_j(x), \]

and the corresponding norm \( \| u \|_{\mathcal{H}}^2 = \int_{\mathbb{R}^N} |u(x)|^2 \, dx \). The space of smooth rapidly decaying matrix-valued functions, i.e., Schwartz space, is denoted \( \mathcal{S}(\mathbb{R}^N \times \mathbb{R}^N, \mathbb{C}^{d \times d}) \) and it is abbreviated as \( \mathcal{S} \). We define the Fourier transform \( \mathcal{F}: A(x, p) \mapsto \mathcal{F}[A](\xi_x, \xi_p) \).
\[ \mathcal{F}[A](\xi_x, \xi_p) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} A(x', p') e^{-i(x' \cdot \xi_x + p' \cdot \xi_p)} \, dx' \, dp'. \]  

(2.2)

We emphasize that the Fourier transform of a symbol \( A \) is denoted by \( \mathcal{F}[A] \) while \( \hat{A} \) denotes the Weyl quantization of the symbol \( A \). We also use the notation \( \{A\} \) instead of the simple \( \hat{A} \), in particular in long expressions such as \( \{Ae^{-\beta H}\} \). We define the Weyl quantization operator of the matrix-valued symbol \( A \in S \) as the mapping \( A \mapsto \hat{A} \) that assigns to the symbol \( A \) the linear operator \( \hat{A} : \mathcal{H} \to \mathcal{H} \) defined for all \( \Phi \in \mathcal{S}(\mathbb{R}^N, \mathbb{C}^d) \) by

\[ \hat{A}\Phi(x) = \left( \frac{\sqrt{M}}{2\pi} \right)^N \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} e^{iM^{1/2}(x-y) \cdot p} A\left( \frac{1}{2}(x+y), p \right) \Phi(y) \, dp \, dy. \]  

(2.3)

For example, the symbol \( H(x, p) := \frac{1}{2}|p|^2 I + V(x) \) yields \( \hat{H} = -(2M)^{-1} I \otimes \Delta + V(x) \). Definition (2.3) implies that any quantization \( \hat{A} \) is an integral operator

\[ \hat{A}\Phi(x) = \int_{\mathbb{R}^N} K_A(x, y) \Phi(y) \, dy, \]  

with a matrix-valued, distributional kernel \( K_A(x, y) \)

\[ K_A(x, y) = \left( \frac{\sqrt{M}}{2\pi} \right)^N \int_{\mathbb{R}^N} e^{iM^{1/2}(x-y) \cdot p} A\left( \frac{1}{2}(x+y), p \right) \, dp. \]  

(2.4)

The expression above shows that \( K_A \) is the Fourier transform in the second argument of the symbol \( A(x, p) \), and consequently, the Weyl quantization is well defined for symbols in \( \mathcal{S}' \), the space of tempered distributions.

An important property of the Weyl quantization is given by the Moyal product \( A \# B \) of two symbols \( A, B \)

\[ (A \# B)(x, p) = e^{2i\sqrt{M}(\nabla_x \cdot \nabla_{x'} - \nabla_{x'} \cdot \nabla_x)} A(x, p) B(x', p') \bigg|_{(x, p) = (x', p')} . \]  

(2.5)

The Moyal product provides correspondence between the algebra of operators and the algebra of their symbols by identifying composition of two operators with the Weyl quantization of the Moyal product of their symbols, more precisely

\[ (A \# B) = (A) \, (B) \]. \]  

(2.6)

Further properties and background on the Weyl calculus are presented, for example, in \([6,18]\).

The principal idea in this work is to study the trace of operators on \( \mathcal{H} \) with kernels \( K_A \) defined by (2.4). The trace is a composition of the trace in \( L^2(\mathbb{R}^N) \) and the trace of \( d \times d \) matrices. The two different traces are defined by

\[ \text{Tr} \hat{B} := \sum_{n=1}^{\infty} \langle \Phi_n, \hat{B} \Phi_n \rangle, \text{ for an operator } \hat{B} \text{ on } \mathcal{H}, \]

\[ \text{Tr} B := \sum_{j=1}^{d} B_{jj}, \text{ for a } d \times d \text{ matrix } B. \]
The analysis here uses the fact that the $\mathcal{H}$-trace of a Weyl operator based on a $d \times d$ matrix-valued symbol is equal to the phase-space average of its symbol trace. Indeed, we have by (2.4)
\[
\text{Tr} \hat{A} = \int_{\mathbb{R}^N} \text{Tr} K_A(x, x) \, dx = \left( \frac{\sqrt{M}}{2\pi} \right)^N \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \text{Tr} A(x, p) \, dp \, dx. \tag{2.7}
\]
We introduce the coordinate $z = (x, p) \in \mathbb{R}^{2N}$ in the phase space and its Lebesgue measure $dz = dx \, dp$. In fact, also the composition of two Weyl operators is determined by the phase-space average as follows.

**Lemma 2.1.** The composition of two Weyl operators $\hat{A}$ and $\hat{B}$, with $A \in \mathcal{S}$ and $B \in \mathcal{S}$, satisfies
\[
\text{Tr} (\hat{A} \hat{B}) = \left( \frac{\sqrt{M}}{2\pi} \right)^N \int_{\mathbb{R}^{2N}} \text{Tr} (A(z)B(z)) \, dz,
\]
where $A(z)B(z)$ is the matrix product of the two $d \times d$ matrices $A(z)$ and $B(z)$.

Although this result is not new, see [15], we include a proof since it is important for the work here.

**Proof.** The kernel of the composition is
\[
K_{AB}(x, y) = \left( \frac{\sqrt{M}}{2\pi} \right)^{2N} \int_{\mathbb{R}^{3N}} A\left(\frac{1}{2}(x + x'), p\right)B\left(\frac{1}{2}(x' + y), p'\right) \times e^{iM^{1/2}((x-x') \cdot p + (x'-x) \cdot p')} \, dp' \, dp \, dx'.
\]
so that the trace of the composition becomes
\[
\text{Tr} (\hat{A} \hat{B}) = \int_{\mathbb{R}^N} \text{Tr} K_{AB}(x, x) \, dx
= \left( \frac{\sqrt{M}}{2\pi} \right)^{2N} \int_{\mathbb{R}^{4N}} \text{Tr} \left( A\left(\frac{1}{2}(x + x'), p\right)B\left(\frac{1}{2}(x' + x), p'\right) \times e^{iM^{1/2}((x-x') \cdot p + (x'-x) \cdot p')} \right) \, dp' \, dp \, dx' \, dx
= \left( \frac{\sqrt{M}}{2\pi} \right)^{2N} \int_{\mathbb{R}^{4N}} \text{Tr} \left( A(y, p)B(y, p') \right) e^{iM^{1/2}(y' \cdot (p-p'))} \, dp' \, dp \, dy' \, dy
= \left( \frac{\sqrt{M}}{2\pi} \right)^{N} \int_{\mathbb{R}^{2N}} \text{Tr} \left( A(y, p)B(y, p) \right) \, dp \, dy,
\]
using the change of variables $(y, y') = \left( \left( (x + x')/2, x - x' \right) \right)$, which verifies the claim. \qed

The isometry between Weyl operators with the Hilbert–Schmidt inner product, $\text{Tr} (\hat{A}^* \hat{B})$, and the corresponding $L^2(\mathbb{R}^N \times \mathbb{R}^N, \mathbb{C}^{d \times d})$ symbols obtained by Lemma 2.1 shows how to extend from symbols in $\mathcal{S}$ to $L^2(\mathbb{R}^N \times \mathbb{R}^N, \mathbb{C}^{d \times d})$. 

\( \mathbb{R}^N, \mathbb{C}^{d \times d} \) by density of \( S \) in \( L^2(\mathbb{R}^N \times \mathbb{R}^N, \mathbb{C}^{d \times d}) \), see [15]. We will use the Hilbert–Schmidt norm \( \| \hat{A} \|_{HS}^2 = \text{Tr}(\hat{A}^\dagger \hat{A}) = \text{Tr}(\hat{A}^2) \), to estimate Weyl operators.

### 2.2. Gibbs Density Operator and Its Approximation

The quantum statistical average of the (time-independent) observable \( \hat{A} \) in the canonical ensemble at the inverse temperature \( \beta \) is given by

\[
\frac{\text{Tr}(\hat{\rho} \hat{A})}{\text{Tr}(\hat{\rho})}, \quad \text{with (non-normalized) density operator } \hat{\rho} = e^{-\beta \hat{H}}. \tag{2.8}
\]

Similarly, the time-dependent or time-correlation observables become

\[
\frac{\text{Tr}(\hat{A}_\tau \hat{B}_0 \hat{\rho})}{\text{Tr}(\hat{\rho})}, \quad \text{and related } \frac{\text{Tr}(\hat{A}_\tau (\hat{B}_0 \hat{\rho} + \hat{\rho} \hat{B}_0))}{\text{Tr}(\hat{\rho})}, \tag{2.9}
\]

where \( \hat{C}_\tau := e^{i\tau M^{1/2} \hat{H}} \hat{C} e^{-i\tau M^{1/2} \hat{H}} \) is the quantum observable at time \( \tau \) with \( \hat{C}_0 = \hat{C} \), as presented more precisely in Sect. 3.

The Weyl quantization provides a correspondence between quantum operators \( \hat{A} \) and their classical symbols \( A \). The quantum canonical ensemble is described by the density matrix operator \( \hat{\rho} = e^{-\beta \hat{H}} \), while the classical canonical ensemble is defined by the Gibbs distribution \( \mu(dz) \sim e^{-\beta H} \, dz \) on the phase space \( z = (x, p) \).

Lemma 2.1 suggests that the correspondence between the quantum and classical Gibbs observables can be achieved if we use as the density matrix operator the Weyl quantization \( e^{-\beta \hat{H}} \). In Sect. 3, we derive error estimates that show that quantum observables such as those in (2.9) can be approximated by a classical Gibbs observables in (1.1), derived from the Hamiltonian symbol \( H \), and thus linked to the classical molecular dynamics. Theorems 3.2, 3.6 and 3.7 prove error estimates both if the density operator used in (2.9) is \( \hat{\rho} = e^{-\beta \hat{H}} \) and if it is replaced with Weyl quantization \( e^{-\beta \hat{H}} \).

Replacing the standard density operator \( e^{-\beta \hat{H}} \) with the operator \( e^{-\beta \hat{H}} \) raises a question which one should be taken as a reference for error analysis. We show in the proof of Theorem 3.6 that the observables based on these two operators differ by a quantity of order \( \mathcal{O}(M^{-1}) \) when the number of particles, \( N \), is small compared to \( M \). Thus, in this case one can use either of them. However, the standard density operator \( e^{-\beta \hat{H}} \) is the stationary solution of the (quantum) Liouville–von Neumann equation, while the corresponding symbol is not the time-independent solution of the classical Liouville equation. On the other hand, starting with the classical Gibbs density \( e^{-\beta H} \) the corresponding Weyl quantization gives the proposed density operator \( e^{-\beta \hat{H}} \) which is not a stationary solution of the Liouville–von Neumann equation. We discuss this issue in “Appendix A.”

The trace property of Lemma 2.1 shows that an approximation of the Gibbs observable, where the order of the operations of exponentiation and quantization has been reversed, satisfies
\[
\text{Tr} \left( e^{-\beta H} \hat{A} \right) = \sum_{n=1}^{\infty} \langle \Phi_n, e^{-\beta H} \hat{A} \Phi_n \rangle \\
= \left( \frac{\sqrt{M}}{2\pi} \right)^N \int_{\mathbb{R}^N} \text{Tr} \left( A(z)e^{-\beta H(z)} \right) dz
\]
and in the normalized form
\[
G := \frac{\text{Tr} \left( e^{-\beta H} \hat{A} \right)}{\text{Tr} \left( e^{-\beta H} \right)} = \frac{\int_{\mathbb{R}^{2N}} \text{Tr} \left( A(z)e^{-\beta H(z)} \right) dz}{\int_{\mathbb{R}^{2N}} \text{Tr} \left( e^{-\beta H(z)} \right) dz}.
\] (2.10)

We will use the diagonalized form of the Hamiltonian symbol and similarly of transformed observables. More precisely, let \( \hat{\Psi} : \mathbb{R}^{2N} \to \mathbb{C}^{d \times d} \) be a symbol in the Schwartz class and consider symbols in the matrix product form \( A(z) = \hat{\Psi}(x) \hat{A}(z) \hat{\Psi}^*(x) \), where \( \hat{\Psi}(x) \) is the \( d \times d \) matrix composed of the eigenvectors to \( V(x) \) as columns, i.e.,
\[
\sum_{j=1}^{d} V_{ij}(x) \hat{\Psi}_{jk}(x) = \lambda_k(x) \Psi_{ik}(x),
\] (2.11)
and \( \lambda_k(x), k = 1, \ldots, d \), denote the eigenvalues of \( V(x) \) in the increasing order. Here \( \Psi^*(x) \) is the Hermitian adjoint of \( \Psi(x) \) in \( \mathbb{C}^d \) and \( \delta_{jk} \) is the Kronecker delta. Then \( \hat{\Psi}(x) \) diagonalizes \( H(z) \) and it and \( A(z) \) satisfy:
\[
H(z) = \hat{\Psi}(x) \hat{H}(z) \hat{\Psi}^*(x), \quad \text{where } \hat{H}_{jk}(z) = \delta_{jk} \left( \frac{|p|^2}{2} + \lambda_j(x) \right),
\] (2.12)
\[
A(z) = \hat{\Psi}(x) \hat{A}(z) \hat{\Psi}^*(x), \quad \text{where } \hat{A}(z) = \hat{\Psi}^*(x) A(z) \hat{\Psi}(x).
\]
The diagonal property of \( e^{-\beta \hat{H}} \) shows that the trace satisfies
\[
\text{Tr} \left( A(z)e^{-\beta H(z)} \right) = \text{Tr} \left( \hat{A}(z)e^{-\beta \hat{H}(z)} \right) = \sum_{j=1}^{d} \hat{A}_{jj}(z)e^{-\beta \hat{H}_{jj}(z)},
\]
which only requires the diagonal part of \( \hat{A} \). We obtain by (2.10) the approximate Gibbs quantum observable as a sum
\[
G = \frac{\sum_{j=1}^{d} \int_{\mathbb{R}^{2N}} \hat{A}_{jj}(z)e^{-\beta \hat{H}_{jj}(z)} dz}{\sum_{j=1}^{d} \int_{\mathbb{R}^{2N}} e^{-\beta \hat{H}_{jj}(z)} dz},
\]
and each term can be written in canonical ensemble form:

**Lemma 2.2.** The approximate canonical ensemble average satisfies, for \( \beta > 0 \),
\[
\frac{\text{Tr} \left( e^{-\beta H} \hat{A} \right)}{\text{Tr} \left( e^{-\beta H} \right)} = \sum_{j=1}^{d} q_j \int_{\mathbb{R}^{2N}} \hat{A}_{jj}(z) \frac{e^{-\beta \hat{H}_{jj}(z)} dz}{\int_{\mathbb{R}^{2N}} e^{-\beta \hat{H}_{jj}(z')} dz'},
\] (2.13)
with the weights given by respective probability to be in the state \( j \)
\[
q_j = q_j(\hat{H}) := \frac{\int_{\mathbb{R}^{2N}} e^{-\beta \hat{H}_{jj}(z)} dz}{\sum_{k=1}^{d} \int_{\mathbb{R}^{2N}} e^{-\beta \hat{H}_{kk}(z')} dz'}, \quad j = 1, \ldots, d.
\] (2.14)
In Sect. 3, we analyze the trace based on the time-independent Gibbs density operator $e^{-\beta H}$ and on $e^{-\beta \tilde{H}}$, using instead the transformation $\tilde{A} = \hat{\Psi} \hat{A} \hat{\Psi}^*$ for a diagonal symbol $\tilde{A}: [0, \infty) \times \mathbb{R}^{2N} \to \mathbb{C}^{d \times d}$ with an orthogonal matrix $\hat{\Psi}: \mathbb{R}^N \to \mathbb{C}^{d \times d}$ diagonalizing a nonlinear perturbation of the eigenvalue problem (2.11).

**Remark 2.3.** Since $\hat{\Psi}_j \hat{A}_jj (\hat{\Psi}_j)^*$ is the projection to the electron state $j$, a method to handle projections to electron states is to normalize with respect to that state and use

$$\frac{\sum_{n=1}^{\infty} \langle \Phi_n, (\hat{\Psi}_j \hat{A}_jj (\hat{\Psi}_j)^*) (e^{-\beta \tilde{H}}) \Phi_n \rangle}{\sum_{n=1}^{\infty} \langle \Phi_n, (\hat{\Psi}_j (\hat{\Psi}_j)^*) (e^{-\beta \tilde{H}}) \Phi_n \rangle} = \int_{\mathbb{R}^{2N}} \hat{A}_jj(z) \frac{e^{-\beta \tilde{H}} \hat{A}_jj(z)}{\int_{\mathbb{R}^{2N}} e^{-\beta \tilde{H}} \hat{A}_jj(z) d\tilde{z}} d\tilde{z}.$$ 

\[\square\]

### 2.3. Computational Demonstration

In order to demonstrate computational consequences of the presented analysis, we formulate a simple model problem for comparing quantum observables with observables obtained from molecular dynamics. We consider a model Hamiltonian $\tilde{H} = -M^{-1} I \otimes \Delta + V(x)$, where $V: \mathbb{R} \to \mathbb{R}^{2 \times 2}$ and $I$ is the $2 \times 2$ identity matrix. The corresponding Schrödinger eigenvalue equation $\tilde{H} \Phi_n = E_n \Phi_n$, where $E_n \in \mathbb{R}$ and $\Phi_n: \mathbb{R} \to \mathbb{R}^2$, represents a model with a heavy particle with coordinate $x \in \mathbb{R}$ and a two-state light electron particle. The details of the example, numerical implementation, and specific values of the parameters are described in “Appendix B.”

#### 2.3.1. Equilibrium Observables.

First we focus on equilibrium position observables. We demonstrate numerically an estimate of the difference of the quantum and classical canonical observables, given by (2.8) and the right-hand side in (2.13), respectively. We view the averaging for the quantum, $\int_{\mathbb{R}} A(x) \mu_{qc}(x) \, dx$, and classical, $\int_{\mathbb{R}} A(x) \mu_{cl}(x) \, dx$, position observables as averaging with respect to the measures with the densities

$$\mu_{qc}(x) = \frac{\sum_n |\Phi_n(x)|^2 e^{-\beta E_n}}{\int_{\mathbb{R}} \sum_n |\Phi_n(x')|^2 e^{-\beta E_n} \, dx'}, \quad (2.15)$$

$$\mu_{cl}(x) = \sum_{k=1}^{2} q_k \frac{e^{-\beta \lambda_k(x)}}{\int_{\mathbb{R}} e^{-\beta \lambda_k(x')} \, dx'}, \quad q_k = \frac{\int_{\mathbb{R}} e^{-\beta \lambda_k(x)} \, dx}{\sum_{j=1}^{2} \int_{\mathbb{R}} e^{-\beta \lambda_j(x)} \, dx}. \quad (2.16)$$

Here $(E_n, \Phi_n(x))$ denotes an eigenpair of the operator $\tilde{H}$ and $\lambda_k(x)$, $k = 1, 2$ is the $k$th eigenvalue of the matrix-valued function $V(x)$, such that $\lambda_1(x) \leq \lambda_2(x)$.

Figure 1a shows the classical density $\mu_{cl}$ from molecular dynamics on the electron ground state, corresponding to $q_1 = 1$ and $q_2 = 0$, and the density given by the values of $q_k$ in (2.16). For the choice of parameters, these probabilities are $q_1 = 0.8$ and $q_2 = 0.2$. Figure 2a shows the Schrödinger and classical densities $\mu_{qc}(x)$ and $\mu_{cl}(x)$, computed using (2.15) and (2.16). We note that the classical density computed using (2.16) approximates the quantum density quite well, whereas Fig. 1a shows that the classical density computed using
only the electron ground state is not close to the quantum density. The potential $V(x)$ that was used in these numerical tests is described in “Appendix B” and has eigenvalues $\lambda_k(x)$ depicted in Fig. 3.

Results from numerical simulations demonstrate the error analysis of Sect. 3, in particular that the $L^1$ as well as $L^\infty$ difference between $\mu_{qc}$ and $\mu_{cl}$ decreases as $O(M^{-1})$. We note the striking agreement between the Schrödinger and molecular dynamics equilibrium densities for $M = 1000$ in Fig. 2a. The pointwise difference for $M = 1, 10, 100, 1000$ is given in Fig. 2b. Figure 1b shows the increasing variation of the molecular dynamics density as the temperature decreases. We conclude that although the densities vary substantially for different temperatures, the molecular dynamics density approximates the
canonical Schrödinger density well, with the error $O(M^{-1})$ shown also in Fig. 4. Molecular dynamics approximation of quantum observables in the microcanonical ensemble typically has larger errors, see [2].

Figure 4 depicts the $O(M^{-1})$ decrease in the error for different values of the spectral gap between the ground state $\lambda_1(x)$ and the next state $\lambda_2(x)$ at a fixed temperature. Both errors are inverse proportional to the mass ratio $M$. The temperature $T$ and the spectral gap (controlled by the parameter $\delta$) are chosen so that the weight $q_1 = 0.8$; in other words, the excited state contributes non-trivially to the average. In neither of the norms, in Fig. 4, can we see a $\delta$ dependency in the error while in our derivation the constant in $O(M^{-1})$ of (2.17) depends on the norm of the derivatives up to order five of the eigenvectors and eigenvalues of $V$. In this example, the eigenvector derivative of the order $n$ is $O(\delta^{-n})$.

2.3.2. Time-Correlated Observables. Next we demonstrate that the derived method and analysis are also applicable to observables depending on time correlations. In particular, we test the position observable $x_0$ at time $t = 0$ with the position observable $x_\tau$ at time $t = \tau$. The time evolution of the position observable operator is given, in Heisenberg representation, as

$$\hat{x}_\tau := e^{i\tau \sqrt{M} \hat{H}} \hat{x}_0 e^{-i\tau \sqrt{M} \hat{H}}.$$ 

Applied to the special case in this example, with $\hat{H}$ as in Sect. 2.3.1, Theorems 3.2, 3.6 and 3.7 show that

$$\frac{1}{2} \text{Tr} (\hat{x}_\tau (\hat{x}_0 e^{-\beta \hat{H}} + e^{-\beta \hat{H}} \hat{x}_0)) \rightarrow \text{Tr} (e^{-\beta \hat{H}})$$

$$= \sum_{j=1}^{2} \int_{\mathbb{R}^2} q_j x^j_\tau (z_0) x^j_0 (z_0) \frac{e^{-\beta \left(\frac{|p_0|^2}{2} + \lambda_j (x_0)\right)}}{\int_{\mathbb{R}^2} e^{-\beta \left(\frac{|p|^2}{2} + \lambda_j (x)\right)} \, dz_0} \, dz_0 + O(M^{-1}), \quad (2.17)$$
Figure 4. Dependence on the mass $M$ of the error between quantum and molecular dynamics densities $\mu_{qc}$ and $\mu_{cl}$, respectively, shown in log–log scale. The dotted lines show the reference slope $-1$. See “Appendix B” for details on the choice of the parameter $\delta$ and the temperature $T$. (a) $L^1$ error, (b) $L^\infty$ error.

Figure 5. (a) Molecular dynamics position correlation observable shown together with its Schrödinger counterpart, for three values of the mass ratio $M$, (b) the $L^\infty$-error in the molecular dynamics position correlation observable approximation for $\tau = 0.2$, shown in log–log scale. The dotted line shows the slope $-1$ for reference.

where $z^j_\tau = (x^j_\tau, p^j_\tau)$, $j = 1, 2$ solve the Hamiltonian dynamics

$$\begin{align*}
\dot{x}^j_\tau &= p^j_\tau \\
\dot{p}^j_\tau &= -\frac{d}{dx^j_\tau} \lambda_j(x^j_\tau), \quad \tau > 0
\end{align*}$$

with the initial condition $z^j_0 = (x_0, p_0) = z_0$, and $\lambda_j$ as in Fig. 3, precisely defined in “Appendix B.1”.

With the same values for $T$ and $\delta$ as in the case of equilibrium observables, we show the position correlation observable for different correlation times $\tau$ and three different mass ratios $M$, in Fig. 5a.
Figure 5b demonstrates that the $L^\infty$-error is inversely proportional to the mass ratio $M$ in agreement with the error analysis of Sect. 3.

3. Time-Correlated Observables

In this section, we study canonical quantum observables for correlations in time, namely

$$\text{Tr} \left( \hat{A}_\tau \hat{B}_0 e^{-\beta \hat{H}} \right) = \sum_{n=1}^{\infty} \langle \Phi_n, \hat{A}_\tau \hat{B}_0 e^{-\beta \hat{H}} \Phi_n \rangle,$$

and the related variant $\text{Tr} \left( \hat{A}_\tau (\hat{B}_0 e^{-\beta \hat{H}} + e^{-\beta \hat{H}} \hat{B}_0) \right)$, based on the time-dependent operator $\hat{A}_\tau$, which for $\tau \in \mathbb{R}$ is defined by

$$\hat{A}_\tau := e^{i \tau M^{1/2} \hat{H}} \hat{A}_0 e^{-i \tau M^{1/2} \hat{H}}, \quad (3.1)$$

with a matrix-valued symbol $A_0: \mathbb{R}^{2N} \to \mathbb{C}^{d \times d}$ in the Schwartz class.

Example For instance, the observable for the diffusion constant

$$\frac{1}{6 \tau} \sum_{k=1}^{N/3} |x_k(\tau) - x_k(0)|^2 = \frac{1}{2N\tau} (|x(\tau)|^2 + |x(0)|^2 - 2 x(\tau) \cdot x(0))$$

uses the time correlation $\hat{x}(\tau) \cdot \hat{x}(0)$ where $\hat{A}_\tau = \hat{x}_\tau \mathbb{I}$ and $\hat{B}_0 = \hat{x}_0 \mathbb{I}$ and

$$\hat{x}_\tau \cdot \hat{x}_0 = \sum_{n=1}^{N/3} \sum_{j=1}^{3} e^{i \tau M^{1/2} \hat{H}} \hat{x}_n e^{-i \tau M^{1/2} \hat{H}} \hat{x}_n.$$

To analyze the time evolution of $\hat{A}_\tau$, we use transformed variables: assume that $\Psi: \mathbb{R}^N \to \mathbb{C}^{d \times d}$ and $\hat{\Psi}(x)$ is an orthogonal matrix with the Hermitian transpose $\hat{\Psi}^*(x)$ and define $\bar{A}(0, \cdot) \times \mathbb{R}^{2N} \to \mathbb{C}^{d \times d}$ by

$$\bar{A}(\tau, z) = \hat{\Psi}^*(x) \hat{A}_\tau \hat{\Psi}(x), \quad \tau \geq 0. \quad (3.2)$$

The matrix $\hat{\Psi}(x)$ we will use is defined precisely below and it approximates the matrix $\hat{\Psi}(x)$ that diagonalizes the potential matrix $V(x)$ in the sense that $\|\hat{\Psi}(x) - \hat{\Psi}(x)\| = \mathcal{O}(M^{-1})$. We also assume that

$$\hat{B}_0 = \hat{\Psi} \hat{B}_0 \hat{\Psi}^*,$$

and we restrict our study to the case where the $d \times d$ matrix symbols $\bar{A}(0, \cdot) = \bar{A}_0$ and $\bar{B}_0$ are diagonal, as motivated in (3.7). Let $\alpha$ be any complex number and define for $t \in \mathbb{R}$ the exponential

$$\hat{y}_t := \hat{\Psi}^* e^{t \alpha \hat{H}} \hat{\Psi}.$$  

Differentiation shows that

$$\partial_t \hat{y}_t = \alpha \hat{\Psi}^* \hat{H} \hat{\Psi} \hat{y}_t e^{t \alpha \hat{H}} \hat{\Psi} = \alpha \hat{\Psi}^* \hat{H} \hat{\Psi} \hat{y}_t \quad (3.3)$$

and we conclude that

$$\hat{y}_t = e^{t \alpha \hat{\Psi}^* \hat{H} \hat{\Psi}}. \quad (3.4)$$
The composition rule
\[
A \# B(x, p) := e^{\frac{i}{2}M^{1/2} \left( \nabla_{x'} \cdot \nabla_p - \nabla_x \cdot \nabla_{p'} \right)} A(x, p) B(x', p') \bigg|_{(x, p) = (x', p')},
\]
(3.5)
\[
\hat{A} \hat{B} = \hat{A \# B}
\]
see Theorems 4.11 and 4.12 in [18], implies
\[
\hat{\Psi}^* \hat{H} \hat{\Psi} = (\Psi^* \# H \# \Psi).
\]
(3.6)
A power expansion of the exponential in (3.5), see [18], yields the semiclassical expansion
\[
\sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{i}{2} \frac{\nabla_{x'} \cdot \nabla_p - \nabla_x \cdot \nabla_{p'}}{M^{1/2}} \right)^n A(x, p) B(x', p') \bigg|_{(x, p) = (x', p')} + O(M^{-(m+1)}).
\]
This expansion is defined for symbols in the Schwartz class, and Lemma 3.11 provides an extension to a larger set of symbols. Due to the special form of the Hamiltonian studied here, namely \( H(x, p) = \frac{|p|^2}{2} I + V(x) \), all terms of the semiclassical expansion for (3.6) with higher powers than \( M^{-1} \) drop out, and we obtain a simple sum of only two terms:

**Lemma 3.1.** Any orthogonal two times differentiable matrix-valued mapping \( \Psi: \mathbb{R}^N \rightarrow \mathbb{C}^{d \times d} \) satisfies
\[
\Psi^* \# H \# \Psi(x, p) = \Psi^*(x) H(x, p) \Psi(x) + \frac{1}{4M} \nabla \Psi^*(x) \cdot \nabla \Psi(x).
\]

**Proof.** The composition in (3.5) shows that
\[
\Psi^* \# H \# \Psi(x, p)
= \Psi^*(x) \# (H(x, p) \Psi(x) + \frac{iM^{-1/2}}{2} p \cdot \nabla \Psi(x) - \frac{M^{-1}}{4} \Delta \Psi(x))
= \Psi^*(x) H(x, p) \Psi(x) + \frac{iM^{-1/2}}{2} p \cdot \nabla \Psi^*(x) \Psi(x) - \frac{M^{-1}}{4} \Delta \Psi^*(x) \Psi(x)
+ \frac{i}{2M^{1/2}} \Psi^*(x) p \cdot \nabla \Psi(x) - \frac{1}{4M} \nabla \Psi^*(x) \cdot \nabla \Psi(x) - \frac{1}{4M} \Psi^*(x) \Delta \Psi(x)
\]
which by the property \( \Psi^* \Psi = I \) can be written
\[
\Psi^* \# H \# \Psi(x, p) = \Psi^*(x) H(x, p) \Psi(x) + \frac{i}{2M^{1/2}} p \cdot \nabla (\Psi^*(x) \Psi(x))
- \frac{1}{4M} \left( \Delta (\Psi^*(x) \Psi(x)) - \nabla \Psi^*(x) \cdot \nabla \Psi(x) \right)
= \Psi^*(x) H(x, p) \Psi(x) + \frac{1}{4M} \nabla \Psi^*(x) \cdot \nabla \Psi(x).
\]

Define
\[
\tilde{H}(x, p) := \Psi^* \# H \# \Psi = \Psi^*(x) H(x, p) \Psi(x) + \frac{1}{4M} \nabla \Psi^*(x) \cdot \nabla \Psi(x),
\]
which by (3.3) and (3.4) implies $\hat{\Psi}^* e^{t\alpha \hat{H}} \hat{\Psi} = e^{t\alpha \hat{H}}$ and we obtain by (3.1) and (3.2) that

$$\partial_t \hat{A}_t = i M^{1/2}[\hat{H}, \hat{A}_t].$$

The next step is to determine $\Psi$ so that $\hat{\Psi} = \Psi^* \# H \# \Psi$ is diagonal [or approximately diagonal in (3.18)], in order to make $\hat{H} A_t - A_t \hat{H}$ small since it appears in the expansion of the compositions in

$$\partial_t \hat{A}_t = i M^{1/2}(\hat{H} \# \hat{A}_t - A_t \# \hat{H}).$$

To have $\hat{H} A_t - A_t \hat{H}$ small then also requires $\hat{A}_t$ to be diagonal (or almost diagonal). In the case when $\hat{H}$ is diagonal, the quantization $\hat{H}$ is diagonal and then $\hat{A}$ remains diagonal if it initially is diagonal, since then

$$\frac{d}{dt} \hat{A}_{jk}(t) = i M^{1/2}(\hat{H}_{jj} \hat{A}_{jk}(t) - \hat{A}_{jk}(t) \hat{H}_{kk}) = 0, \text{ for } j \neq k. \quad (3.7)$$

Consequently, we restrict our study to observables where $\tilde{A}_0 = \tilde{A}(0)$ are diagonal.

We have

$$\hat{H}(x, p) = \Psi^*(x) \left( \frac{|p|^2}{2} \mathbb{I} + V(x) + \frac{1}{4M} \Psi(x) \nabla \Psi^*(x) \cdot \nabla \Psi(x) \Psi^*(x) \right) \Psi(x).$$

Therefore, the aim is to choose the orthogonal matrix $\Psi$ so that it is a solution or an approximate solution to the nonlinear eigenvalue problem

$$(V + \frac{1}{4M} \Psi \nabla \Psi^* \cdot \nabla \Psi \Psi^*) \Psi = \Psi \Lambda \quad (3.8)$$

where $\Lambda$ is diagonal with $\Lambda_{jj} =: \lambda_j$. Such a transformation $\Psi$ is an $O(M^{-1})$ perturbation of the eigenvectors to $V(x)$, provided the eigenvalues $\tilde{\lambda}_j(x)$ of $V(x)$ do not cross and $M$ is sufficiently large. Section 3.1 shows that (3.8) has a unique solution, if the potential $V$ is real analytic, and that the solution can be approximated by an asymptotic expansion.

3.1. Solution of the Nonlinear Eigenvalue Problem

This section presents a version of the standard regular perturbation analysis of matrix eigenvalue problems, cf. [9], which shows that the nonlinear eigenvalue problem (3.8) can be written as a nonlinear system of first-order partial differential equations solved by a power expansion provided by the Cauchy–Kovalevskaya theorem or by an asymptotic expansion.

We define for small $\epsilon \in \mathbb{R}$ the matrix

$$\hat{V}(\epsilon) := \hat{V} + \epsilon \hat{B}, \quad (3.9)$$

where $\hat{V}$ and $\hat{B}$ are real symmetric $d \times d$ matrices, depending on a parameter $x \in \mathbb{R}^N$ and on another parameter $M \in \mathbb{R}$. The nonlinear eigenvalue problem (3.8) can then be written as

$$\hat{V}(\frac{1}{4M}) \Psi = \Psi \Lambda, \quad (3.10)$$

$$\hat{B}(x) := \Psi(x) \nabla \Psi^*(x) \cdot \nabla \Psi(x) \Psi^*(x).$$
We assume that the matrices $\hat{V}$ and $\hat{B}$ are $m$ times continuously differentiable as a function of $x$. Differentiating with respect to $\epsilon$, the eigenvalue problem

$$\hat{V}(\epsilon)\psi_k(\epsilon) = \lambda_k(\epsilon)\psi_k(\epsilon),$$

with the eigenvalues $\lambda_k(\epsilon) \in \mathbb{R}$ and the corresponding normalized real-valued eigenvectors $\psi_k(\epsilon) \in \mathbb{R}^d$, $k = 1, \ldots, d$, we obtain

$$(\hat{V}(\epsilon) - \lambda_k(\epsilon))\psi'_k(\epsilon) = -((\hat{V}'(\epsilon) - \lambda'_k(\epsilon))\psi_k(\epsilon).$$

The scalar product with $\psi_\ell(\epsilon)$, where $\ell \neq k$, implies the bounded derivatives

$$\psi'_k(\epsilon) = \frac{\psi^*_k(\epsilon)\hat{B}\psi_k(\epsilon)}{\lambda_k(\epsilon) - \lambda_\ell(\epsilon)} \quad \ell \neq k,$$

$$\lambda'_k(\epsilon) = \psi_k(\epsilon)^*\hat{B}\psi_k(\epsilon).$$

The remaining component in the $\psi_k(\epsilon)$ direction becomes zero by the normalization

$$0 = \frac{d}{d\epsilon}(\psi_k(\epsilon)^*\psi_k(\epsilon)) = 2\text{Re}\left(\left(\frac{d\psi_k(\epsilon)}{d\epsilon}\right)^*\psi_k(\epsilon)\right) = 2\left(\frac{d\psi_k(\epsilon)}{d\epsilon}\right)^*\psi_k(\epsilon).$$

(3.11)

In particular, the nonlinear eigenvalue problem (3.8) is in the form of (3.9), based on (3.10); hence, it can be written as the system of $d^2 + d$ partial differential equations

$$\frac{\partial}{\partial \epsilon}\Psi_{jk}(x, \epsilon) = \sum_{\ell \neq k} \Psi_{j\ell}(x, \epsilon) \frac{\left(\nabla \Psi^*(x, \epsilon) \cdot \nabla \Psi(x, \epsilon)\right)_{\ell k}}{\lambda_k(x, \epsilon) - \lambda_\ell(x, \epsilon)}, \quad j, k = 1, \ldots, d$$

$$\frac{\partial}{\partial \epsilon}\lambda_k(x, \epsilon) = \left(\nabla \Psi^*(x, \epsilon) \cdot \nabla \Psi(x, \epsilon)\right)_{kk}, \quad k = 1, \ldots, d,$$

(3.13)

with the initial data

$$\Psi(x, 0) = \tilde{\Psi}(x),$$

$$\lambda_k(x, 0) = \tilde{\lambda}_k(x),$$

and $0 < \epsilon < \frac{1}{4M}$. There is a power series solution for large $M$ in the case that $V$ is real analytic and the eigenvalues $\tilde{\lambda}_k$ are distinct for all $x$: since then also $\tilde{\lambda}$ and $\tilde{\Psi}$ are real analytic and the Cauchy–Kovalevskaya theorem, see [5], yields a local solution to the nonlinear system of partial differential equations (3.13).

The assumption of distinct eigenvalues $\lambda_1(0) < \lambda_2(0) < \cdots < \lambda_d(0)$ and the combination of (3.12), (3.11), and

$$\psi_k(\epsilon) - \psi_k(0) = \int_0^\epsilon \psi'_k(s) \, ds$$

establishes, for sufficiently small $\epsilon$,

$$\psi_k(\epsilon) - \psi_k(0) = O(\epsilon)$$

and differentiation of (3.11), with respect to the parameter $x \in \mathbb{R}^N$, yields

$$\sup_{|\gamma| \leq m, x \in \mathbb{R}^N} \|\partial_x^\gamma (\psi_k(\epsilon) - \psi_k(0))\| = O(\epsilon).$$
The induction defined in (3.16) uses this estimate for $\epsilon = 1/(4M)$ in (3.15) and (3.17).

An alternative to solve (3.8) exactly, which requires less regularity on $V$, is the following approximate solution based on fixed point iterations to obtain an asymptotic expansion. Let $S(C)$ denote an orthogonal matrix of eigenvectors to a $d \times d$ Hermitian matrix $C$, with the columns in the order of the eigenvalues, so that, e.g., $S(V(x)) = [\tilde{\Psi}_1(x) \tilde{\Psi}_2(x) \ldots \tilde{\Psi}_d(x)]$ as in (2.11). Let $\Psi[1] = S(V(x))$ and define

$$\Psi[j+1] = S \left( \left( V + \frac{1}{4M} \nabla \Psi[j] \cdot \nabla \Psi[j] \right)^j \right) (x).$$

(3.14)

Assume that the eigenvalues $\tilde{\lambda}_j$ of $V$ are distinct and $V \in C^m(\mathbb{R}^N)^{d^2}$. The regular perturbation theory of real symmetric matrices in (3.11) shows that for sufficiently large $M$ and any $k \leq m$

$$\max_{|\gamma| \leq k-1} \| \partial^\gamma (\Psi[2] - \Psi[1]) \|_{L^\infty} = O_k(M^{-1}),$$

(3.15)

where $O_k$ denotes an order relation that is allowed to depend on $k$. Then induction in $j$, for $j \leq k$, shows that

$$\max_{|\gamma| \leq k-j} \| \partial^\gamma (\Psi[j+1] - \Psi[j]) \|_{L^\infty} \leq C_{k,j} M^{-j},$$

(3.16)

as follows: we have

$$V + \frac{1}{4M} \Psi[j+1] \nabla \Psi^*[j+1] \cdot \nabla \Psi[j+1] \Psi^*[j+1]$$

$$= V + \frac{1}{4M} \Psi[j] \nabla \Psi^*[j] \cdot \nabla \Psi[j] \Psi^*[j] + O_1(M^{-(j+1)})$$

so that regular perturbation theory implies that the left-hand side is diagonalized by

$$\Psi[j+2] = \Psi[j+1] + O(M^{-(j+1)})$$

(3.17)

and there is a constant $K_{k,j}$ such that

$$C_{k,j+1} \leq K_{k,j} C_{k,j}.$$

The choice $\Psi = \Psi[k]$ implies

$$\bar{H}(x, p) = \Psi^*[k] \# H \# \Psi[k]$$

$$= \Psi^*[k] \left( \frac{|p|^2}{2} I + V + \frac{1}{4M} \Psi[k-1] \nabla \Psi^*[k-1] \cdot \nabla \Psi[k-1] \Psi^*[k-1] \right) \Psi[k]$$

$$+ \frac{1}{4M} \Psi^*[k] \left( \Psi[k] \nabla \Psi^*[k] \cdot \nabla \Psi[k] \Psi^*[k] \right.$$  

$$- \Psi[k-1] \nabla \Psi^*[k-1] \cdot \nabla \Psi[k-1] \Psi^*[k-1]) \Psi[k]$$

$$= \frac{|p|^2}{2} I + \Lambda(x) + \frac{r_0}{O(M^{-\infty})},$$

(3.18)
where
\[ \Lambda(x) = \tilde{\Lambda}(x) + \mathcal{O}(M^{-1}) \]
is diagonal with \( \tilde{\Lambda}_{jj} = \tilde{\lambda}_j \) as in (2.11) and \( r_0 \) is the term with the factor \( \frac{1}{4M} \Psi^*[\kappa](\ldots)\Psi[\kappa] \), which only depends on the \( x \)-coordinate. Here \( \kappa \leq m \), where \( V \in [C^m(R^N)]^d \) and we remind that
\[ \bar{H}_0 = \frac{|p|^2}{2} I + \Lambda(x) + \mathcal{O}(M^{-1}) = \tilde{H}. \]

We see that
\[ \partial_t \tilde{A}_t = iM^{1/2} H, \tilde{A}_t = iM^{1/2} \tilde{H}_0, \tilde{A}_t + iM^{1/2} r_0, \tilde{A}_t \]
consists of a diagonal part and a small coupling \( \mathcal{O}(M^{-\kappa+1/2}) \) part. This asymptotic recursion for \( \Psi[j] \) is typically not convergent; therefore, the error term \( r_0 = \mathcal{O}(M^{-\kappa}) \) may be large if \( \kappa \) is large, unless \( M \) is very large, which is a reason to avoid large values of \( \kappa \).

### 3.2. Approximation in Time of Observables

The transformation to diagonal \( \tilde{H} \) and \( \tilde{A}_0 \) yields restrictions to the set of observables \( A_0 \) that we can analyze. The aim of this section is to describe these restrictions and present the time- dependent molecular dynamics observable that will be used to approximate \( \tilde{A}_t \).

#### 3.2.1. Time-Dependent Molecular Dynamics.

The symbol \( \tilde{A} : [0, \infty) \times \mathbb{R}^{2N} \to \mathbb{C}^{d \times d} \) that satisfies
\[ \partial_t \tilde{A}_t = \{ \tilde{H}_0, \tilde{A}_t \}, \quad t > 0, \quad \tilde{A}_0 = \tilde{A}_0, \quad (3.19) \]
approximates \( \tilde{A}_t \), as we shall see in Lemma 3.9. By writing the Poisson bracket in the right-hand side explicitly, we see that Eq. (3.19) is a scalar linear hyperbolic partial differential equation for each component:
\[ \partial_t \tilde{A}_{jj}(t, x, p) = (\nabla_p \cdot \nabla_{x'} - \nabla_x \cdot \nabla_{p'}) (\{ \tilde{H}_0_{jj}(x, p) \tilde{A}_{jj}(t, x', p') \})|_{(x', p') = (x, p)}. \quad (3.20) \]

This partial differential equation can be solved by the method of characteristics, which generates molecular dynamics paths as follows. Let \( \tilde{A}_{jj} \) be constant along the characteristic
\[ \tilde{A}_{jj}(t, z_0) := \tilde{A}_{jj}(0, z_0^j(z_0)) \quad (3.21) \]
where the characteristic path \( z_0^j = (x_t, p_t) \) solves the Hamiltonian system
\[ \dot{x}_t = p_t \]
\[ \dot{p}_t = -\nabla \lambda_{j}(x_t), \quad t > 0 \quad (3.22) \]
with initial data \((x_0, p_0) = z_0\) and the Hamiltonian \((\bar{H}_0(x, p))_{jj} = (|p|^2/2 + \Lambda(x))_{jj}\). For each \(j\), we have

\[
\partial_s \ddot{\bar{A}}_{jj}(0, z_s^j(z_0)) = \{(\bar{H}_0)_{jj}(z_0), \ddot{\bar{A}}_{jj}(0, z_s^j(z_0))\}, \tag{3.23}
\]

where the equality in the left-hand side holds because the Hamiltonian system is autonomous and the Poisson bracket in the right-hand side is obtained from the chain rule differentiation at \(s = 0\). We conclude that (3.19) holds for \(\ddot{\bar{A}}\) constructed by (3.21).

3.2.2. The Set of Allowed Observables. Our approximation of canonical quantum observables becomes implicit in the following sense. Given a Hamiltonian symbol \(\bar{H}\), we can determine electron states \(\Psi\) so that \(\bar{H} = \Psi^* \# \bar{H} \# \Psi\) is diagonal. For any diagonal initial symbols \(\bar{A}_0\) and \(\bar{B}_0\), we will, for instance, show that the molecular dynamics observable

\[
\int_{\mathbb{R}^{2N}} \text{Tr} \left( \ddot{\bar{A}}_t(z) \bar{B}_0(z) e^{-\beta \bar{H}(z)} \right) dz
\]

approximates the quantum observable \(\text{Tr} \left( \dot{\bar{A}}_t \dot{\bar{B}}_0 e^{-\beta \bar{H}} \right)\), where \(A_0 = \Psi \# \bar{A}_0 \# \Psi^*\) and \(B_0 = \Psi \# \bar{B}_0 \# \Psi^*\).

To approximate a given quantum observable

\[
\text{Tr} \left( \dot{\bar{A}}_t \dot{\bar{B}}_0 e^{-\beta \bar{H}} \right)
\]

is in this formulation possible only if \(\bar{A}_0 = \Psi^* \# A_0 \# \Psi\) and \(\bar{B}_0 = \Psi^* \# B_0 \# \Psi\) are diagonal (or almost diagonal). From a given diagonal \(\bar{A}_0\), it is therefore direct to determine \(A_0\) but the opposite to first choose \(A_0\) then requires to verify whether \(\bar{A}_0\) is diagonal. The set of such \(A_0\) is in the special case where \(\bar{A}_0\) only depends on \(x\) given by \(A_0 = \Psi \bar{A}_0 \Psi^*\), with \(\bar{A}_0\) any diagonal matrix. If in addition \(\bar{A}_0(x) = a(x)I\), for any scalar function \(a: \mathbb{R}^N \rightarrow \mathbb{R}\), we obtain \(A_0(x) = \bar{A}_0(x) = a(x)I\) and similarly for \(B_0\).

We note that if eigenvalue surfaces cross, i.e., if \(\lambda_j(x) = \lambda_{j+1}(x)\) for some \(j\) and \(x\), then \(\nabla \Psi(x)\) may not be in \(L^2(\mathbb{R}^N)\). We have assumed that the observable symbols \(\bar{A}_0\) and \(\bar{B}_0\) are diagonal in the same coordinate transformation \(\Psi[k]\) that approximately diagonalizes the Hamiltonian, in the composition way (3.18). Example of observables that cannot be diagonalized by the same transformation as the Hamiltonian are \(A_0(z) = x \Psi_1(x)(\Psi_2)^*(x)\) and \(B_0(z) = x \Psi_1(x)(\Psi_2)^*(x)\) and the correlation based on these observables are then not applicable in Theorems 3.2, 3.6 and 3.7, in contrast to the projections \(\Psi_j(\Psi_j)^*\) in Remark 2.3.

3.3. Assumptions and Theorems

This section states our main results on molecular dynamics approximation of quantum observables in the canonical ensemble. The molecular dynamics is based on the Hamiltonian system formulated in (3.21–3.23). The observable \(\bar{A}_{jj}(0, z_s^j(z_0))\), for each \(j \in \{1, \ldots, d\}\), is constant along the molecular
dynamics path and provides the classical approximation of the corresponding quantum observable as we shall see in Theorems 3.2, 3.6 and 3.7. By assuming that the potential \( V \) is real analytic, the nonlinear eigenvalue problem (3.8) generates a matrix \( \Psi \) of eigenvectors and eigenvalues \( \lambda_j \) that yields a diagonal Hamiltonian \( \bar{H} = \bar{H}_0 \) with vanishing remainder \( r_0 = 0 \), as defined in (3.18). The observables \( \hat{A}_\tau = \hat{\Psi} \hat{A}_\tau \hat{\Psi}^* \) and \( \hat{B} = \hat{\Psi} \hat{B}_0 \hat{\Psi}^* \) satisfy

**Theorem 3.2.** Assume that \( V \) is real analytic, \( \bar{A}_0 \) and \( \bar{B}_0 \) are diagonal, the \( d \times d \) matrix-valued Hamiltonian \( H \) has distinct eigenvalues, and that there is a constant \( C \) such that

\[
\max_i \sum_{|\alpha| \leq 3} \| \partial^\alpha_x \partial_x \lambda_j \|_{L^\infty(\mathbb{R}^N)} \leq C,
\]
\[
\sum_{|\alpha| \leq 3} \| \partial^\alpha_z \bar{A}_{jj}(0, \cdot) \|_{L^2(\mathbb{R}^{2N})} \leq C,
\]
\[
\| e^{-\beta \bar{H}(z)} \|_{L^2(\mathbb{R}^{2N})} + \| \bar{B}_0(z) e^{-\beta \bar{H}(z)} \|_{L^2(\mathbb{R}^{2N})} \leq C,
\]

hold, then there is a constant \( c \), depending on \( C \), such that the canonical ensemble average satisfies

\[
\left| \frac{\text{Tr} \left( \hat{A}_\tau \hat{\Psi} \left( \bar{B}_0 e^{-\beta \bar{H}} \right) \hat{\Psi}^* \right)}{\text{Tr} \left( \hat{\Psi} e^{-\beta \bar{H}} \hat{\Psi}^* \right)} - \sum_{j=1}^d \int_{\mathbb{R}^{2N}} \bar{A}_{jj}(0, z_j^0) \bar{B}_{jj}(z_0) e^{-\beta \bar{H}_{jj}(z_0)} \sum_{k=1}^d e^{-\beta \bar{H}_{kk}(z)} \, dz_0 \right| \leq cM^{-1},
\]

where \( z_j^0 \) solves (3.22).

We note that

\[
\frac{\text{Tr} \left( \hat{A}_\tau \hat{\Psi} \left( \bar{B}_0 e^{-\beta \bar{H}} \right) \hat{\Psi}^* \right)}{\text{Tr} \left( \hat{\Psi} e^{-\beta \bar{H}} \hat{\Psi}^* \right)} = \frac{\text{Tr} \left( \hat{A}_\tau \left( \bar{B}_0 e^{-\beta \bar{H}} \right) \right)}{\text{Tr} \left( e^{-\beta \bar{H}} \right)}
\]

and that although \( V \) is assumed to be analytic, this assumption is used only to construct \( \Psi \) and \( \lambda \). For instance, the constant \( c \) does not depend on the size of the fourth-order derivatives of \( \lambda \). Here we have used the quantization of the classical density, \( e^{-\beta \bar{H}} \), as discussed in Sect. 2.2. Our related results for the density \( e^{-\beta \bar{H}} \) require similar but more assumptions on the regularity of the data given below. We note that all assumptions are based on a fixed number of derivatives not depending on \( N \).

**Assumption 3.3.** Assume that \( \kappa = 1 \) or \( \kappa = 2 \) in (3.18) defines the remainder \( r_0 \), the eigenvalues \( \Lambda \), the Hamiltonian \( \bar{H}_0 \) and that there is a constant \( C \) such that
\[ \|r_0\|_{L^\infty(\mathbb{R}^N)} \leq CM^{-\kappa}, \quad (3.24) \]
\[ \|\nabla \Lambda\|^2_{L^\infty(\mathbb{R}^N)} + \|\Delta \Lambda\|_{L^\infty(\mathbb{R}^N)} + \max_{j,k} \|\partial_{x_j} \partial_{x_k} \Lambda\|_{L^\infty(\mathbb{R}^N)} \leq C, \]
\[ \sum_{jk} \sup_{t \in [0,1/T]} \|e^{-t\tilde{H}_0} p_j \partial_{p_k} \tilde{B}_0\|_{L^2(\mathbb{R}^2N)} \]
\[ + \sum_{jk} \sup_{t \in [0,1/T]} \|e^{-t\tilde{H}_0} \partial_{p_j} \partial_{p_k} \tilde{B}_0\|_{L^2(\mathbb{R}^2N)} \leq C, \]
\[ \sum_{jk} \sup_{t \in [0,1/T]} \|e^{-t\tilde{H}_0} p_j p_k \tilde{B}_0\|_{L^2(\mathbb{R}^2N)} \leq C, \]
\[ \sup_{t \in [0,1/T]} \|e^{-t\tilde{H}_0} \Delta_x \tilde{B}_0\|_{L^2(\mathbb{R}^2N)} + \sup_{t \in [0,1/T]} \|e^{-t\tilde{H}_0} \nabla \cdot \nabla_x \tilde{B}_0\|_{L^2(\mathbb{R}^2N)} \leq C, \]
\[ \sup_{t \in [0,1/T]} \|e^{-t\tilde{H}_0} \tilde{B}_0\|_{L^2(\mathbb{R}^2N)} \leq C, \]
\[ \sup_{t \in [0,1/T]} \|e^{-t\tilde{H}_0} (p \cdot \nabla_x \tilde{B}_0 - \nabla \Lambda \cdot \nabla p \tilde{B}_0)\|_{L^2(\mathbb{R}^2N)} \leq C, \quad (3.25) \]
\[ \|\tilde{A}_0\|_{L^2(\mathbb{R}^2N)} \leq C, \quad (3.26) \]
\[ \sup_{t \in [0,1/T]} \|e^{-t\tilde{H}_0}\|_{L^2(\mathbb{R}^2N)} \leq C. \]

**Assumption 3.4.** Assume there is a constant $C$ such that
\[ \sup_{t \in [0,1/T]} \|e^{-t\tilde{H}_0}\|_{L^2(\mathbb{R}^2N)} \leq C, \]
\[ \max_i \sum_{|\alpha| \leq 3} \|\partial_x^\alpha \partial_{x_i} \Lambda\|_{L^\infty(\mathbb{R}^N)} \leq C, \]
\[ \sum_{|\alpha| \leq 3} \|\partial_x^\alpha \tilde{A}_{jj}(0,\cdot)\|_{L^2(\mathbb{R}^2N)} \leq C, \quad (3.27) \]
\[ \|\tilde{B}_0(z)e^{-\beta\tilde{H}_0(z)}\|_{L^2(\mathbb{R}^2N)} \leq C. \]

**Assumption 3.5.** Assume $\kappa = 2$ in (3.18) defines the remainder $r_0$, the eigenvalues $\Lambda$, the Hamiltonian $\tilde{H}_0$ and that there is a constant $C$ such that
\[ \|r_0\|_{L^\infty(\mathbb{R}^N)} \leq CM^{-2}, \]
\[ \frac{1}{(2\pi)^{2N}} \|\mathcal{F}(\partial_{z_n} e^{-\tilde{H}_0})\|_{L^1(\mathbb{R}^2N)} \leq C, \]
\[ \sum_n \|\partial_{z_n} (p \cdot \tilde{B}_0 - \nabla \Lambda \cdot \tilde{B}_0)\|_{L^2(\mathbb{R}^2N)} \leq C, \quad (3.28) \]
\[ \frac{1}{(2\pi)^{2N}} \|\mathcal{F}(p \cdot \tilde{B}_0 - \nabla \Lambda \cdot \tilde{B}_0)\|_{L^1(\mathbb{R}^2N)} \leq C. \quad (3.29) \]

Based on these assumptions, we can formulate two additional theorems for the observables $\tilde{A}_r = \tilde{\Psi} \tilde{A}_r \tilde{\Psi}^*$ and $\tilde{B} = \tilde{\Psi} \tilde{B}_0 \tilde{\Psi}^*$, with $\tilde{\Psi} = \Psi [\kappa]$, $\kappa \in \{1, 2\}$, defined in (3.14) and the diagonal Hamiltonian $\tilde{H} = \tilde{H}_0 + \mathcal{O}(M^{-1})$ in (2.12).
Theorem 3.6. Assume that $\hat{A}_0$ and $\hat{B}_0$ are diagonal, the $d \times d$ matrix-valued Hamiltonian $H$ has distinct eigenvalues, and that Assumptions 3.3 and 3.4 hold, then the canonical ensemble average satisfies
\[
\frac{1}{2} \text{Tr} \left( \hat{A}_\tau (\hat{B}_0 e^{-\beta \hat{H}} + e^{-\beta \hat{H}} \hat{B}_0) \right) \frac{\text{Tr} (e^{-\beta \hat{H}})}{\text{Tr} (\hat{B}_0 e^{-\beta \hat{H}})} = \sum_{j=1}^{d} \int_{\mathbb{R}^{2N}} q_j \hat{A}_{jj}(0, z^j_\tau) \hat{B}_{jj}(z_0) \int_{\mathbb{R}^{2N}} e^{-\beta \hat{H}_{jj}(z)} \frac{e^{-\beta \hat{H}_{jj}(z_0)}}{e^{-\beta \hat{H}_{jj}(z)}} dz_0 + O(M^{-1/2}),
\]
(3.30)
where $z^j_\tau = (x_\tau, p_\tau)$ solves
\[
\dot{x}_t = p_t \\
\dot{p}_t = -\nabla \lambda_j(x_t), \quad t > 0,
\]
and $q_j = q_j(\hat{H})$ is defined by (2.14). If in addition Assumption 3.5 holds, then the estimate in (3.30) holds with the more accurate bound $O(M^{-1})$ replacing $O(M^{-1/2})$.

By comparing instead to the Weyl-quantized classical Gibbs density $\hat{e}^{-\beta \hat{H}_0}$, we have the following more accurate error estimate, that only requires Assumption 3.4.

Theorem 3.7. Assume that $\hat{A}_0$ and $\hat{B}_0$ are diagonal, the $d \times d$ matrix-valued Hamiltonian $H$ has distinct eigenvalues, that $\Psi = \Psi[2]$ and that the Assumptions 3.4, (3.24) and (3.26) hold, then the canonical ensemble average satisfies
\[
\frac{\text{Tr} \left( \hat{A}_\tau \hat{\Psi}(\hat{B}_0 e^{-\beta \hat{H}_0}) \hat{\Psi}^* \right)}{\text{Tr} (\hat{B}_0 e^{-\beta \hat{H}_0} \hat{\Psi}^*)} = \frac{\text{Tr} \left( \hat{A}_\tau (\hat{B}_0 e^{-\beta \hat{H}_0}) \right)}{\text{Tr} (\hat{B}_0 e^{-\beta \hat{H}_0})} = \sum_{j=1}^{d} \int_{\mathbb{R}^{2N}} q_j \hat{A}_{jj}(0, z^j_\tau) \hat{B}_{jj}(z_0) \int_{\mathbb{R}^{2N}} e^{-\beta (\hat{H}_0)_{jj}(z_0)} \frac{e^{-\beta (\hat{H}_0)_{jj}(z)}}{e^{-\beta (\hat{H}_0)_{jj}(z)}} dz_0 + O(M^{-1}),
\]
(3.31)
where $z^j_\tau$ solves (3.22) and $q_j = q_j(\hat{H}_0)$ is defined by (2.14).

3.4. Structure of the Proofs

It is useful to split our estimation into two parts
\[
\text{Tr} \left( \hat{A}_\tau \frac{1}{2} (\hat{B}_0 e^{-\beta \hat{H}} + e^{-\beta \hat{H}} \hat{B}_0) - \hat{A}(\tau, z) \hat{B}_0 e^{-\beta \hat{H}_0} \right) = \frac{1}{2} \text{Tr} \left( \hat{A}_\tau (\hat{B}_0 e^{-\beta \hat{H}} + e^{-\beta \hat{H}} \hat{B}_0) - (\hat{B}_0 e^{-\beta \hat{H}_0} \hat{B}_0) \right) + \text{Tr} \left( (\hat{A}_\tau - \hat{A}(\tau, z)) (\hat{B}_0 e^{-\beta \hat{H}_0}) \right)
\]
(3.32)
where the first part is the approximation error of the Gibbs density operator, which is estimated in Lemma 3.8, and the second part is the approximation error of the dynamics of the observable, which is estimated in Lemma 3.9.
Theorems 3.7 and 3.2 use only Lemma 3.9, while Theorem 3.6 uses both Lemmas 3.8 and 3.9. A third Lemma 3.10 improves the $O(M^{-1/2})$ bound in Lemma 3.8 to $O(M^{-1})$ under additional assumptions.

**Lemma 3.8.** Assume that the $d \times d$ matrix symbols $\bar{A}_0(z)$ and $\bar{B}_0(z)$ are diagonal and the bounds in Assumption 3.3 hold, then
\[
\frac{\text{Tr} \left( \hat{A}_\tau \left( \hat{B}_0 e^{-\beta \hat{H}} - (\hat{B}_0 e^{-\beta H_0}) \right) \right)}{\text{Tr} (e^{-\beta \hat{H}})} = O(M^{-\min(1/2, \kappa - 1/2)}).
\]

**Lemma 3.9.** Assume that the $d \times d$ matrix symbols $\bar{A}_0(z)$ and $\bar{B}_0(z)$ are diagonal and the bounds in Assumption 3.4 hold, then
\[
\frac{\text{Tr} \left( (\hat{A}_\tau - \hat{A}(\tau, z)) (\hat{B}_0 e^{-\beta H_0}) \right)}{\text{Tr} (e^{-\beta H_0})} = O(M^{-1}).
\]

**Lemma 3.10.** Assume that the $d \times d$ matrix symbols $\bar{A}_0(z)$ and $\bar{B}_0(z)$ are diagonal and the bounds in Assumption 3.5 hold, then
\[
\frac{\text{Tr} \left( \hat{A}_\tau \left( \hat{B}_0 e^{-\beta \hat{H}} + e^{-\beta \hat{H}} \hat{B}_0 - (\hat{B}_0 e^{-\beta H_0}) - (e^{-\beta H_0} \hat{B}_0) \right) \right)}{\text{Tr} (e^{-\beta \hat{H}})} = O(M^{-\min(1, \kappa - 1/2)}).
\]

The results in Lemmas 3.8–3.10 have clear limitations since the error estimate of the approximation of the Gibbs density operator in Lemmas 3.8 and 3.10 is not uniform in $N$ and $T^{-1}$ and the approximation error of the observable dynamics in Lemma 3.9 is not uniform in $\tau$. This means that many particles and low temperature yield a large approximation error of the density operator. The approximation error of the observable dynamics depends exponentially on time, $e^{c \tau}$, but $c$ is uniform in $N$ provided the assumptions in Theorem 3.2 hold uniformly in $N$. In conclusion by combining (2.13), (3.32) and Lemmas 3.8–3.10, we obtain the theorems.

The three proofs of the lemmas, in Sect. 4, have the same structure with three steps—find an error representation, estimate remainder terms in Moyal expansions and evaluate the trace—described roughly as follows.

**3.4.1. Error Representation.** In the case of Lemma 3.9, we compare the classical dynamics
\[
\partial_t y(t, z) = \{ \hat{H}_0(z), y(t, z) \}, \quad t > 0, \quad y(0, \cdot) = \bar{A}_0,
\]
with the quantum dynamics
\[
\bar{A}_t = e^{it M^{1/2} \hat{H}} \bar{A}_0 e^{-it M^{1/2} \hat{H}} =: \hat{y}(t, z),
\]
that satisfies
\[
\partial_t \hat{y}(t, z) = i M^{1/2} [\hat{H}, \hat{y}(t, z)], \quad t > 0, \quad \hat{y}(0, \cdot) = \bar{A}_0.
\]
The definition of the composition rule (3.5) yields
\[
\partial_t \hat{y}(t, z) = i M^{1/2} (\hat{H}(z) \# \hat{y}(t, z) - \hat{y}(t, z) \# \hat{H}(z)), \quad t > 0, \quad \hat{y}(0, \cdot) = \bar{A}_0.
\]
and Duhamel’s principle applied to \( \overline{y(t, z) - \tilde{y}(t, z)} \) implies the error representation

\[
\overline{y(t, z) - \tilde{y}(t, z)} = \int_0^t e^{i(t-s)M^{1/2}\hat{H}} \left( \{ \hat{H}_0(z), \tilde{y}(s, z) \} - iM^{1/2}(\hat{H} \# \tilde{y}(s, z) - \tilde{y}(s, z) \# \hat{H}) \right) \times e^{-i(t-s)M^{1/2}\hat{H}} \, ds.
\]

(3.34)

For the other two lemmas, related representations are obtained using \( e^{-t\hat{H}} \) instead of \( e^{itM^{1/2}\hat{H}} \).

### 3.4.2. Estimation of Remainder Terms and Evaluation of the Trace.

We will use the composition rule (3.5) to estimate remainder terms in the error representation (3.34). Expansion of the exponential in the composition rule leads to the so-called Moyal expansion. The usual estimates of the remainder terms in Moyal expansions determine the \( L^2(\mathbb{R}^N) \) operator norm from \( L^\infty \) norm estimates of order \( N \) derivatives of the remainder symbol, using the Calderon–Vaillancourt theorem, see [18, Theorem 4.23]. To avoid derivatives of high order, if \( N \) is large, we instead estimate the remainder terms in the form \( \text{Tr} (\hat{R} \hat{C}) \), for Hermitian operators \( \hat{R} \) and \( \hat{C} \) on \( L^2(\mathbb{R}^N) \), by the \( L^2 \) norms of their symbols. We use the Hilbert–Schmidt inner product, \( \text{Tr} (\hat{R}^* \hat{C}) \), and the corresponding Hilbert–Schmidt norm, \( \| \hat{R} \|_{HS}^2 = \text{Tr} (\hat{R}^* \hat{R}) = \text{Tr} (\hat{R}^2) \), and Lemma 2.1 as follows

\[
|\text{Tr} (\hat{R}^* \hat{C})|^2 \leq \text{Tr} (\hat{R}^* \hat{R}) \text{Tr} (\hat{C}^* \hat{C}) = \left( \frac{\sqrt{M}}{2\pi} \right)^{2N} \int_{\mathbb{R}^{2N}} \text{Tr} R^2(z) \, dz \int_{\mathbb{R}^{2N}} \text{Tr} C^2(z) \, dz.
\]

(3.35)

Lemmas 3.11 and 3.12 estimate the \( L^2(\mathbb{R}^{2N}) \) norm of the remainder terms in Moyal compositions by integration by parts, roughly as follows

\[
\int_{\mathbb{R}^{2N}} |e^{\frac{i}{2M^{1/2}}(\nabla_{x'} \cdot \nabla_p - \nabla_x \cdot \nabla_{p'})} A(x, p) B(x', p') |^2_{z' = z} \, dz
\]

\[
= \int_{\mathbb{R}^{4N}} \left( e^{\frac{i}{2M^{1/2}}(\nabla_{x'} \cdot \nabla_p - \nabla_x \cdot \nabla_{p'})} r(z, z') \right)^* \times \left( e^{\frac{i}{2M^{1/2}}(\nabla_{x'} \cdot \nabla_p - \nabla_x \cdot \nabla_{p'})} r(z, z') \right) \delta(z - z') \, dz \, dz'
\]

\[
= \int_{\mathbb{R}^{4N}} r^* (z, z') \times e^{\frac{i}{2M^{1/2}}(\nabla_{x'} \cdot \nabla_p - \nabla_x \cdot \nabla_{p'})} \left( e^{\frac{i}{2M^{1/2}}(\nabla_{x'} \cdot \nabla_p - \nabla_x \cdot \nabla_{p'})} \right) \delta(z - z') \, dz \, dz'
\]

\[
= \cdots \leq \frac{1}{(2\pi)^{4N}} \| \mathcal{F} A \|_{L^1(\mathbb{R}^{2N})}^2 \| B \|_{L^2(\mathbb{R}^{2N})}^2,
\]

(3.36)

where the last steps indicated by “\( = \cdots \leq \)” are explained in the proof of Lemmas 3.11 and 3.12 using the Fourier transform of the Dirac measure \( \delta(z - z') \),
that $i\nabla_x \cdot \nabla_p$ is anti-Hermitian (so that $(e^{2\text{i}M/\pi \nabla_x \cdot \nabla_p})^* = e^{-2\text{i}M/\pi \nabla_x \cdot \nabla_p}$ is unitary) and applying Young’s inequality to convolutions of Fourier transforms. Here $\mathcal{F}$ denotes the Fourier transform (2.2). In our proof of Theorems 3.7 and 3.2 and to prove (3.30) in Theorem 3.6, we need this estimate only in the special case where one function depends only on the $x$ coordinate, i.e., $A(x)$, and then the right-hand side becomes $\|A\|_{L^2(\mathbb{R}^N)}^2 \|B\|_{L^2(\mathbb{R}^{2N})}^2$. It is a substantial difference using $\|A\|_{L^\infty(\mathbb{R}^N)}^2$ since a bound on $\|\mathcal{F}A\|_{L^1(\mathbb{R}^{2N})}^2$ is related to $2(N+1)$ derivatives of $A$ in $L^2(\mathbb{R}^{2N})$, see (3.37).

The special form of the Hamiltonian, namely $H(x,p) = \frac{|p|^2}{2} I + V(x)$, is essential to only obtain the case $\|A(x)\|_{L^2(\mathbb{R}^{2N})} \leq C_1$ and $\|B\|_{L^2(\mathbb{R}^{2N})} \leq C_2$ in our analysis for the $O(M^{-1/2})$ bound in (3.30), which by Lemma 3.12 is bounded by $\|A\|_{L^\infty(\mathbb{R}^N)} \|C\|_{L^2(\mathbb{R}^N)}$, and not

$$\|C(x,p) D(x,p)\|_{L^2(\mathbb{R}^{2N})} \leq \frac{1}{(2\pi)^{2N}} \|\mathcal{F}C\|_{L^1(\mathbb{R}^{2N})} \|D\|_{L^2(\mathbb{R}^{2N})}$$

from (3.40). An $L^1$-bound on the Fourier transform of a function, which is required in (3.28) and (3.29) to obtain the accuracy $O(M^{-1})$ in (3.30), is more demanding on regularity than the $L^\infty$-norm of the function. For instance, we have

$$\int_{\mathbb{R}^{2N}} |\mathcal{F}g(\xi)| d\xi = \int_{\mathbb{R}^{2N}} (1 + |\xi|^2)^{(N+1)/2} |\mathcal{F}g(\xi)| (1 + |\xi|^2)^{-(N+1)/2} d\xi$$

$$\leq \|(1 + |\xi|^2)^{(N+1)/2} \mathcal{F}g(\xi)\|_{L^2(\mathbb{R}^{2N})} \|1 + |\xi|^2\|_{L^2(\mathbb{R}^{2N})}$$

$$\leq \text{const.} \|(1 + \Delta)^{(N+1)/2} g\|_{L^2(\mathbb{R}^{2N})}.$$

(3.37)

The eigenvalue functions $\tilde{\lambda}_j(x)$ and their Laplacian are typically proportional to the number of particles, since the Hamiltonian is the energy of the system. Therefore, the corresponding estimates in the first row of (3.25) are bounded by a constant proportional to $N$, while (3.27) can be uniform with respect to $N$. Also the remainder term $r_0$, related to $4M^{-1} \nabla \Psi \cdot \nabla \Psi$ in (3.18), may be proportional to $N$. Therefore, also the estimate $\|\lambda_j - \tilde{\lambda}_j\|_{L^\infty(\mathbb{R}^N)} = O(M^{-1})$, obtained from (3.18) with $\kappa = 1$, may have a constant proportional to $N$.

3.5. Remainder Terms in the Moyal Composition

The following two lemmas estimate remainder terms in the Moyal expansions of the compositions that we will use below. Here $\mathcal{F}[C]$ denotes the standard Fourier transform of $C$, see 2.2. We also use the abbreviation $z \equiv (x,p) \in \mathbb{R}^{2N}$ and $\zeta \equiv (\xi_x, \xi_p) \in \mathbb{R}^{2N}$ in which case we write $\mathcal{F}[C](\zeta) = \int_{\mathbb{R}^{2N}} C(z') e^{-iz' \cdot \zeta} d\zeta'$.

**Lemma 3.11.** Assume $C: \mathbb{R}^{2N} \rightarrow \mathbb{C}^{d \times d}$ and $D: \mathbb{R}^{2N} \rightarrow \mathbb{C}^{d \times d}$ and that there exist constants $M_{\gamma}, N_{\gamma}$ such that for integer multi-indices $\gamma = (\gamma_1, \ldots, \gamma_{2N})$

$$\|\partial_\gamma^2 C\|_{L^2(\mathbb{R}^{2N})} + \|\partial_\gamma^2 D\|_{L^2(\mathbb{R}^{2N})} \leq M_{\gamma}, \text{ for all } |\gamma| \leq m + 1,$$

$$\|\mathcal{F}[\partial_\gamma^2 C]\|_{L^1(\mathbb{R}^{2N})} \leq N_{\gamma}, \text{ for all } |\gamma| \leq m + 1,$$
then the composition has the expansion
\[ C\#D(x, p) = \sum_{n=0}^{m} \frac{1}{n!} \left( i \frac{\nabla_{x'} \cdot \nabla_{p} - \nabla_{x} \cdot \nabla_{p'}}{2M^{1/2}} \right)^{n} C(x, p)D(x', p') \bigg|_{(x, p) = (x', p')} + r(z), \]
where the remainder \( r \in L^{2}(\mathbb{R}^{2N}) \) satisfies
\[
\|r\|^{2}_{L^{2}(\mathbb{R}^{2N})} \leq \left( \frac{1}{4M} \right)^{m+1} \frac{1}{(m!)^2 (2m+1)} \times \| \int_{0}^{1} e^{i \frac{1}{2} M^{-1/2} \nabla_{x} \cdot \nabla_{p} - i \nabla_{x} \cdot \nabla_{p'}} m+1 C(x, p)D(x', p') \, ds \bigg|_{z = z'} \|^{2}_{L^{2}(\mathbb{R}^{2N})} = O(M^{-(m+1)}). \]

If \( C(x, p) = A(x) \) depends only on the \( x \)-coordinate and \( \|\partial_{x}^{\gamma} A\|_{L^{\infty}(\mathbb{R}^{N})} \leq M_{\gamma}, \) for all \( |\gamma| \leq m + 1 \) then
\[
r(x, p) = \left( \frac{1}{2M^{1/2}} \right)^{m+1} \times \int_{0}^{1} e^{i \frac{1}{2} M^{-1/2} \nabla_{x} \cdot \nabla_{p}} (-i \nabla_{x} \cdot \nabla_{p})^{m+1} A(x)D(x', p) \left( \frac{1-s}{m!} \right)^{m} \, ds \bigg|_{x' = x}, \quad (3.38)
\]
or if \( C(x, p) = A(p) \) depends only on the \( p \)-coordinate and \( \|\partial_{p}^{\gamma} A\|_{L^{\infty}(\mathbb{R}^{N})} \leq M_{\gamma}, \) for all \( |\gamma| \leq m + 1 \) then
\[
r(x, p) = \left( \frac{1}{2M^{1/2}} \right)^{m+1} \times \int_{0}^{1} e^{i \frac{1}{2} M^{-1/2} \nabla_{x} \cdot \nabla_{p}} (i \nabla_{x} \cdot \nabla_{p})^{m+1} A(p)D(x, p') \left( \frac{1-s}{m!} \right)^{m} \, ds \bigg|_{p' = p}. \quad (3.39)
\]

**Lemma 3.12.** Assume \( C: \mathbb{R}^{2N} \to \mathbb{C}^{d \times d} \) and \( D: \mathbb{R}^{2N} \to \mathbb{C}^{d \times d} \) belong to \( L^{2}(\mathbb{R}^{2N}) \) and in addition one of these functions has its Fourier transform in \( L^{1}(\mathbb{R}^{2N}) \), then
\[
\|C \# D\|_{L^{2}(\mathbb{R}^{2N})} \leq \frac{1}{(2\pi)^{2N}} \min\left( \|C\|_{L^{2}(\mathbb{R}^{2N})}, \|\mathcal{F} D\|_{L^{1}(\mathbb{R}^{2N})}, \|\mathcal{F} C\|_{L^{1}(\mathbb{R}^{2N})} \|D\|_{L^{2}(\mathbb{R}^{2N})} \right), \quad (3.40)
\]
and if \( A: \mathbb{R}^{N} \to \mathbb{C}^{d \times d} \) depends only on the \( x \)-coordinate (or only on the \( p \)-coordinate) and is bounded in \( L^{\infty}(\mathbb{R}^{N}) \) then
\[
\|A \# D\|_{L^{2}(\mathbb{R}^{2N})} \leq \|A\|_{L^{\infty}(\mathbb{R}^{N})} \|D\|_{L^{2}(\mathbb{R}^{2N})}, \quad (3.41)
\]
\[
\|D \# A\|_{L^{2}(\mathbb{R}^{2N})} \leq \|A\|_{L^{\infty}(\mathbb{R}^{N})} \|D\|_{L^{2}(\mathbb{R}^{2N})}.
\]

The proofs of Lemmas 3.11 and 3.12 are in Sect. 4.4.
4. Proofs

4.1. Proof of Lemma 3.8

Proof. The proof has three steps: error representations, estimation of remainder terms and evaluation of the trace.

Step 1. Error representations Let $y: [0, \infty) \times \mathbb{R}^{2N} \to \mathbb{C}^{d \times d}$ and $\bar{y}_i: [0, \infty) \times \mathbb{R}^{2N} \to \mathbb{C}^{d \times d}, i = 0, 1, 2$ be defined by

$$
\begin{align*}
y(t, z) &= e^{-tH_0(z)} \bar{B}_0, \\
\bar{y}_0(t, z) &= e^{-t\hat{H}}, \\
\bar{y}_1(t, z) &= \hat{B}_0 e^{-t\hat{H}}, \\
\bar{y}_2(t, z) &= e^{-t\hat{H}} \hat{B}_0.
\end{align*}
$$

Differentiation yields the linear ordinary differential equation, with $z$ as a parameter,

$$
\partial_t y(t, z) = -\bar{H}_0(z) y(t, z), \quad t > 0, \quad y(0, \cdot) = \bar{B}_0.
$$

The dynamics of $\bar{y}_1$ satisfies

$$
\partial_t \bar{y}_1(t, z) = \hat{B}_0 \frac{d}{dt} e^{-t\hat{H}} = -\hat{B}_0 e^{-t\hat{H}} \hat{H} = -\bar{y}_1(t, z) \hat{H}
$$

and the corresponding evolution equation for $\bar{y}_1$ is the linear partial differential equation

$$
\partial_t \bar{y}_1(t, z) = -\bar{y}_1(t, z) \# \hat{H}(z), \quad t > 0, \quad \bar{y}_1(0, \cdot) = \bar{B}_0,
$$

with time-independent generator. Analogously we obtain the equations

$$
\begin{align*}
\partial_t \bar{y}_2(t, z) &= -\bar{H}(z) \# \bar{y}_2(t, z), \quad t > 0, \quad \bar{y}_2(0, \cdot) = \bar{B}_0, \\
\partial_t \bar{y}_0(t, z) &= -\bar{H}(z) \# \bar{y}_0(t, z), \quad t > 0, \quad \bar{y}_0(0, \cdot) = I.
\end{align*}
$$

We have the two linear equations

$$
\begin{align*}
\partial_t \bar{y}_1(t, z) + \bar{y}_1(t, z) \# \hat{H}(z) &= 0, \quad t > 0, \\
\partial_t \bar{y}(t, z) + y(t, z) \# \hat{H}(z) &= y(t, z) \# \bar{H}(z) - y(t, z) \bar{H}_0(z), \quad t > 0,
\end{align*}
$$

and Duhamel’s principle implies

$$
\begin{align*}
\bar{y}(t, z) - \bar{y}_1(t, z) &= \int_0^t \left( y(s, z) \# \bar{H}(z) - y(s, z) \bar{H}_0(z) \right) \bar{y}_0(t-s, z) \, ds \\
&= \int_0^t \left( y(s, z) \# \bar{H}(z) - y(s, z) \bar{H}_0(z) \right) e^{-\hat{H}(t-s)} \, ds.
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
\partial_t \bar{y}_2(t, z) + \bar{H}(z) \# \bar{y}_2(t, z) &= 0, \quad t > 0, \\
\partial_t \bar{y}(t, z) + \bar{H}(z) \# \bar{y}(t, z) &= \bar{H}(z) \# \bar{y}(t, z) - y(t, z) \bar{H}_0(z), \quad t > 0,
\end{align*}
$$

with time-independent generator.
and

\[ \hat{y}(t, z) - \tilde{y}_2(t, z) = \int_0^t \tilde{y}_0(t - s, z)(\tilde{H}(z)\#y(s, z) - y(s, z)\tilde{H}_0(z))\, ds \]

\[ = \int_0^t e^{-s\tilde{H}}(\tilde{H}(z)\#y(s, z) - y(s, z)\tilde{H}_0(z))\, ds. \]  

(4.2)

The remainder terms satisfy by (3.5)

\[ R_{1s} = (e^{-s\tilde{H}_0}\tilde{B}_0)\#\tilde{H} - e^{-s\tilde{H}_0}\tilde{B}_0\tilde{H}_0 \]

\[ = ((e^{-s\tilde{H}_0}\tilde{B}_0)\#\tilde{H}_0 - e^{-s\tilde{H}_0}\tilde{B}_0\tilde{H}_0) + (e^{-s\tilde{H}_0}\tilde{B}_0)\#r_0 \]

\[ = \left(-\frac{iM^{-1/2}}{2}\{e^{-s\tilde{H}_0}\tilde{B}_0, \tilde{H}_0\} + r_2\right) + (e^{-s\tilde{H}_0}\tilde{B}_0)\#r_0 \]

\[ = \left(-\frac{i}{2M^{1/2}}\tilde{B}_0\{e^{-s\tilde{H}_0}, \tilde{H}_0\} - \frac{i}{2M^{1/2}}e^{-s\tilde{H}_0}\{\tilde{B}_0, \tilde{H}_0\} + r_2\right) \]

\[ + (e^{-s\tilde{H}_0}\tilde{B}_0)\#r_0 \]

(4.3)

and analogously

\[ R_{2s} = (\tilde{H}\#e^{-s\tilde{H}_0}\tilde{B}_0) - e^{-s\tilde{H}_0}\tilde{B}_0\tilde{H}_0 \]

\[ = (\tilde{H}_0\#e^{-s\tilde{H}_0}\tilde{B}_0) - e^{-s\tilde{H}_0}\tilde{B}_0\tilde{H}_0 + r_0\#(e^{-s\tilde{H}_0}\tilde{B}_0) \]

\[ = \left(-\frac{i}{2M^{1/2}}\{\tilde{H}_0, e^{-s\tilde{H}_0}\tilde{B}_0\} + r'_2\right) + r_0\#(e^{-s\tilde{H}_0}\tilde{B}_0) \]

(4.4)

We have \( r_2 = (r'_2)^{**} \) and the next step shows that

\[ \|r_2\|_{L^2(R^{2N})} = \mathcal{O}(M^{-1}). \]

**Step 2. Estimation of remainder terms** The remainder representations (3.38) and (3.39) applied to the \( x \) and \( p \) dependent terms in \( \tilde{H}_0 \) separately imply

\[ r_2(x, p, s) \]

\[ = -\frac{1}{4M} \int_0^1 e^{\frac{4\pi}{3M^{1/2}}(\nabla_x \cdot \nabla_p)} \left((\nabla_x \cdot \nabla_p)^2 \left(\frac{|p|^2}{2}\int e^{-s\tilde{H}_0(x, p')}\tilde{B}_0(x, p') \right) \right. \]

\[ + (\nabla_x \cdot \nabla_p)^2 (\Lambda(x)e^{-s\tilde{H}_0(x', p')}\tilde{B}_0(x', p)) \left|_{x = x', \ p = p'} \right. \]

\[ (1 - \sigma) \frac{d\sigma}{2} \]
Lemma 3.11 and Eq. (3.41) we obtain which can be written

\[ r_2(x, p, s) = -\frac{1}{4M} \int_0^1 e^{\frac{-im}{2M}x} (\nabla_x \cdot \nabla_p) \left( e^{-sH_0(x, p')} \tilde{B}_0(x, p') (s^2 \nabla \Lambda(x) \cdot \nabla \Lambda(x) - s\Delta \Lambda(x)) \right) \]

\[- 2se^{-s\tilde{H}_0(x, p')} \nabla \Lambda(x) \cdot \nabla x \tilde{B}_0(x, p') + e^{-s\tilde{H}_0(x, p')} \Delta_x \tilde{B}_0(x, p')
\]

\[- se^{-s\tilde{H}_0(x', p')} \tilde{B}_0(x', p) \Delta \Lambda(x)
\]

\[ + s^2 e^{-s\tilde{H}_0(x', p')} \tilde{B}_0(x', p) \sum_{jk} p_j p_k \partial_{x_j} \partial_{x_k} \Lambda(x) \]

\[- 2se^{-s\tilde{H}_0(x', p')} \sum_{jk} p_j \partial_{x_j} \partial_{x_k} \Lambda(x) \partial_{p_k} \tilde{B}_0(x', p)
\]

\[ + e^{-s\tilde{H}_0(x', p')} \sum_{jk} \partial_{x_j} \partial_{x_k} \Lambda(x) \partial_{p_k} \tilde{B}_0(x', p) \right)_{x=x', p=p'} (1 - \sigma) d\sigma. \]

(4.5)

We have by (3.41) in Lemma 3.12, where \( A \) is the function of \( x \) and \( D \) is the function of \( (x', p') \) in the estimates of \( r_0 \) and \( r_2 \) in (3.18) and (4.5),

\[
\| r_0 e^{-s\tilde{H}_0} \tilde{B}_0 \|_{L^2(\mathbb{R}^{2N})} \leq \| r_0 \|_{L^\infty(\mathbb{R}^N)} \| e^{-s\tilde{H}_0} \tilde{B}_0 \|_{L^2(\mathbb{R}^{2N})},
\]

\[
\| e^{-s\tilde{H}_0}\{ \tilde{B}_0, \tilde{H}_0 \} \|_{L^2(\mathbb{R}^{2N})} = \frac{\| e^{-s\tilde{H}_0} (p \cdot \nabla_x \tilde{B}_0 - \nabla \Lambda \cdot \nabla p \tilde{B}_0) \|_{L^2(\mathbb{R}^{2N})}}{M^{1/2}},
\]

\[ 4M \| r_2 \|_{L^2(\mathbb{R}^{2N})} \leq s \| e^{-s\tilde{H}_0} \tilde{B}_0(x, p) \|_{L^2(\mathbb{R}^{2N})} \| \Delta \Lambda \|_{L^\infty(\mathbb{R}^{2N})}
\]

\[ + s^2 \sum_{jk} \| p_j p_k e^{-s\tilde{H}_0} \tilde{B}_0(x, p) \|_{L^2(\mathbb{R}^{2N})} \| \partial_{x_j x_k} \Lambda \|_{L^\infty(\mathbb{R}^{2N})}
\]

\[ + 2s \sum_{jk} \| p_j e^{-s\tilde{H}_0} \partial_{p_k} \tilde{B}_0(x, p) \|_{L^2(\mathbb{R}^{2N})} \| \partial_{x_j x_k} \Lambda \|_{L^\infty(\mathbb{R}^{2N})}
\]

\[ + \| e^{-s\tilde{H}_0} \partial_{p_j p_k} \tilde{B}_0(x, p) \|_{L^2(\mathbb{R}^{2N})} \| \partial_{x_j x_k} \Lambda \|_{L^\infty(\mathbb{R}^{2N})}
\]

\[ + \| e^{-s\tilde{H}_0} \Delta x \tilde{B}_0(x, p) \|_{L^2(\mathbb{R}^{2N})}.
\]

Here we see that \( r_0 \) depends only on the \( x \)-coordinate and the composition in \( r_2 \) has one factor that also depends only on the \( x \)-coordinate. Therefore, by Lemma 3.11 and Eq. (3.41) we obtain

\[
\| R_{1^s} \|_{L^2(\mathbb{R}^{2N})} + \| R_{2^s} \|_{L^2(\mathbb{R}^{2N})} = O(M^{-1/2}),
\]

provided there holds

\[
\| r_0 \|_{L^\infty(\mathbb{R}^N)} = O(M^{-1}),
\]

(4.6)
and

\[ \left\| \nabla \Lambda \right\| _{L^\infty(\mathbb{R}^N)} + \left\| \Delta \Lambda \right\| _{L^\infty(\mathbb{R}^N)} + \max_{j,k} \left\| \partial_{x_j} \partial_{x_k} \Lambda \right\| _{L^\infty(\mathbb{R}^N)} = O(1), \]

\[ \sum_{jk} \sup_{t \in [0,1/T]} \left\| e^{-t\hat{H}_0} p_j \partial_{p_k} \hat{B}_0 \right\| _{L^2(\mathbb{R}^{2N})} \]

\[ + \sum_{jk} \sup_{t \in [0,1/T]} \left\| e^{-t\hat{H}_0} \partial_{p_j} \partial_{p_k} \hat{B}_0 \right\| _{L^2(\mathbb{R}^{2N})} = O(1), \]

\[ \sum_{jk} \sup_{t \in [0,1/T]} \left\| e^{-t\hat{H}_0} p_j p_k \hat{B}_0 \right\| _{L^2(\mathbb{R}^{2N})} = O(1), \]

\[ \sup_{t \in [0,1/T]} \left\| e^{-t\hat{H}_0} \Delta_x \hat{B}_0 \right\| _{L^2(\mathbb{R}^{2N})} + \sup_{t \in [0,1/T]} \left\| e^{-t\hat{H}_0} \nabla \Lambda \cdot \nabla_x \hat{B}_0 \right\| _{L^2(\mathbb{R}^{2N})} = O(1), \]

\[ \sup_{t \in [0,1/T]} \left\| e^{-t\hat{H}_0} \hat{B}_0 \right\| _{L^2(\mathbb{R}^{2N})} = O(1), \]

\[ \sup_{t \in [0,1/T]} \left\| e^{-t\hat{H}_0} (p \cdot \nabla_x \hat{B}_0 - \nabla \Lambda \cdot \nabla_p \hat{B}_0) \right\| _{L^2(\mathbb{R}^{2N})} = O(1). \]  

(4.8)

**Step 3. Evaluation of the trace** The Hilbert–Schmidt inner product, \( \text{Tr}(\hat{B}^* \hat{C}) \), for symmetric operators on \( L^2(\mathbb{R}^N) \), and its Cauchy’s inequality imply together with (4.1)

\[ \left[ \text{Tr} (\hat{A}_\tau (\hat{g}(t) - \hat{y}(t))) \right]^2 \]

\[ = (\text{Tr} (\hat{A}_\tau \int_0^t \hat{R}_{1s} e^{-(t-s)\hat{H}} \, ds))^2 \]

\[ = \left( \int_0^t \text{Tr} (\hat{A}_\tau \hat{R}_{1s} e^{-(t-s)\hat{H}}) \, ds \right)^2 \]

\[ \leq \left( \int_0^t \left( \text{Tr} (e^{i\tau M/2\hat{H}} \hat{A}_0^2 e^{-i\tau M/2\hat{H}}) \text{Tr} (e^{-(t-s)\hat{H}} \hat{R}_{1s}^2 e^{-(t-s)\hat{H}}) \right)^{1/2} \, ds \right)^2 \]

\[ \leq \int_0^t \text{Tr} (\hat{A}_0^2) \, ds \left( \int_0^t \left( \frac{\Psi \hat{R}_{1s} \Psi^*}{\sqrt{\frac{M}{2\pi}}} \right)^2 e^{-2(t-s)\hat{H}} \right) \, ds. \]  

(4.9)

Lemma 2.1 establishes

\[ \int_0^t \text{Tr} (\hat{A}_0^2) \, ds = t \left( \frac{\sqrt{M}}{2\pi} \right)^N \int_{\mathbb{R}^{2N}} \text{Tr} (\hat{A}_0^2(0, z)) \, dz \]

and we assume that the initial data satisfies

\[ \| \hat{A}_0 \| _{L^2(\mathbb{R}^{2N})} = O(1). \]  

(4.10)
The basis \( \{ \Phi_n \}_{n=1}^{\infty} \) of solutions to the Schrödinger equation (2.1) implies
\[
\text{Tr} \left( \hat{\bar{R}}^2_s e^{-2(t-s)\hat{H}} \right) = \sum_{n=1}^{\infty} \langle \Phi_n, \hat{\bar{R}}^2_s e^{-2(t-s)\hat{H}} \Phi_n \rangle = \sum_{n=1}^{\infty} \langle \Phi_n, \hat{\bar{R}}^2_s \Phi_n \rangle e^{-2(t-s)E_n} \leq e^{-2(t-s)E_1} \sum_{n=1}^{\infty} \langle \Phi_n, \hat{\bar{R}}^2_s \Phi_n \rangle = e^{-2(t-s)E_1} \text{Tr} \left( \hat{R}^*_s \hat{R}_s \right)
\]
and Lemmas 2.1, 3.11 and (3.41) combined with (4.6) show that
\[
\text{Tr} \left( \hat{\bar{R}}^2_s \hat{R}_s \right) = \sqrt{\frac{M}{2\pi}} \int_{\mathbb{R}^{2N}} \text{Tr} \left( R^*_s R_s \right) d\mu = \mathcal{O}(M^{-1+N/2}), \tag{4.11}
\]
so that
\[
\text{Tr} \left( \hat{\bar{A}}_\tau \left( \tilde{y}(t) - \hat{y}(t) \right) \right) = \mathcal{O}(M^{-1/2+N/2}).
\]
In the special case where \( \bar{A}_0 = \bar{B}_0 = I \), we similarly obtain
\[
\text{Tr} \left( e^{-\beta \hat{H}} - e^{-\beta \hat{H}_0} \right) = \mathcal{O}(M^{-1/2+N/2})
\]
provided
\[
\sup_{t \in [0,1/T]} \| e^{-t\hat{H}_0} \|_{L^2(\mathbb{R}^{2N})} = \mathcal{O}(1), \tag{4.12}
\]
and by (2.7)
\[
\text{Tr} \left( e^{-\beta \hat{H}_0} \right) = \left( \frac{\sqrt{M}}{2\pi} \right)^N \int_{\mathbb{R}^{2N}} \text{Tr} \left( e^{-\beta \hat{H}_0(z)} \right) d\mu, \tag{4.13}
\]
In conclusion, we have for \( M \) sufficiently large
\[
\left| \frac{\text{Tr} \left( \hat{\bar{A}}_\tau \left( [\bar{B}_0 e^{-\beta \hat{H}_0}, \hat{\bar{B}}_0 e^{-\beta \hat{H}}] \right) \right)}{\text{Tr} \left( e^{-\beta \hat{H}} \right)} \right| = \mathcal{O}(M^{-1/2}). \tag*{\blacksquare}
\]

4.2. Proof of Lemma 3.9

Proof. This proof is analogous to the proof of Lemma 3.8 and has three similar steps: error representation, estimation of remainder terms and evaluation of the trace.
Step 1. Error representation We will compare the classical dynamics \( \tilde{y}(t,z_0) := \tilde{A}(t,z_0) \) with the quantum dynamics

\[
\tilde{A}_t = e^{iM^{1/2}\hat{H}} \tilde{A}_0 e^{-iM^{1/2}\hat{H}} =: \tilde{y}(t,z).
\]

The classical dynamics for the symbol \( y:\mathbb{R}^N \times [0,\infty) \to \mathbb{C}^{d \times d} \) satisfies by (3.19) and (3.21) the linear partial differential equation

\[
\partial_t y(t,z) = \{ \tilde{H}_0(z), y(t,z) \}, \quad t > 0, \quad y(0,\cdot) = \tilde{A}_0,
\]

that is, we have the diagonal matrix

\[
y_{jk}(t,z_0) = \begin{cases} (\tilde{A}_0)_{jj}(z_0) & \text{if } k = j, \\ 0 & \text{if } k \neq j, \end{cases}
\]

for \( z_0 \in \mathbb{R}^N \) and \( t \geq 0 \).

The evolution of \( \tilde{y} : [0,\infty) \times \mathbb{R}^N \to \mathbb{C}^{d \times d} \) is defined by the quantum dynamics

\[
\partial_t \tilde{y}(t,z) = iM^{1/2}[\hat{H}, \tilde{y}(t,z)], \quad t > 0, \quad \tilde{y}(0,\cdot) = \hat{A}_0,
\]

which implies

\[
\partial_t \tilde{y}(t,z) = iM^{1/2}(\tilde{H}(z)\# \tilde{y}(t,z) - \tilde{y}(t,z)\# \tilde{H}(z)), \quad t > 0, \quad \tilde{y}(0,\cdot) = \hat{A}_0.
\]

Duhamel’s principle yields

\[
\begin{aligned}
\tilde{y}(t,z) - \tilde{y}(t,z) & = \int_0^t e^{i(t-s)M^{1/2}\hat{H}} \left( \{ \tilde{H}_0(z), y(s,z) \} - iM^{1/2}(\tilde{H}_0 y(s,z) - y(s,z)\# \tilde{H}_0) \right) e^{-i(t-s)M^{1/2}\hat{H}} ds \\
& = \int_0^t e^{i(t-s)M^{1/2}\hat{H}} \hat{R}_s e^{-i(t-s)M^{1/2}\hat{H}} ds.
\end{aligned}
\]

Step 2. Estimation of remainder terms Since \( y(s,z) \) and \( \tilde{H}_0(z) \) are diagonal, the expansion of the composition in Lemma 3.11, and Eq. (3.41) imply

\[
R_s = \{ \tilde{H}_0, y(s,\cdot) \} - iM^{1/2}(\tilde{H}_0 y(s,\cdot) - y(s,\cdot)\# \tilde{H}_0) = r_2 = O(M^{-1}),
\]

where by Lemma 3.11

\[
r_2 = \frac{i}{16M} \int_0^1 e^{iM^{1/2}\hat{H}} \left( \sum_{|\alpha|=3} \partial_x^\alpha \Lambda(x) \partial_p^\alpha y(x',p) \right)_{x'=x} (1-s)^2 ds,
\]

and by (3.41)

\[
\| r_2 \|_{L^2(\mathbb{R}^N)} \leq \frac{1}{48M} \sum_{|\alpha|=3} \| \partial_x^\alpha \Lambda \|_{L^\infty(\mathbb{R}^N)} \| \partial_p^\alpha y(t,\cdot) \|_{L^2(\mathbb{R}^N)},
\]

for \( \| \tilde{y}_0\# - y\# r_0 \|_{L^2(\mathbb{R}^N)} \leq 2 \| r_0 \|_{L^\infty(\mathbb{R}^N)} \| y(t,\cdot) \|_{L^2(\mathbb{R}^N)}.\)
Let $z(t) = z_i^t$. To estimate $\sum_{|\alpha| \leq 3} \| \partial^\alpha_p y(t, \cdot) \|_{L^2(\mathbb{R}^{2N})}$ we use the first-order flow $\nabla z_0 z_i^t(z_0) =: z'(t)$, second-order flow $z''_{km}(t) = \partial_{z_k(0)} z_{m}(0) z(t)$ and third-order flow $z'''(t)$, which are solutions to the system

$$
\dot{z}_i(t) = (J \nabla H_0(z_i))_i =: f_i(z_t),
$$
$$
z'_{i,k}(t) = I_{ik} + \int_0^t \sum_{k'} f_{i,k'}(z_s) z'_{k',k}(s) \, ds,
$$
$$
z''_{i,km}(t) = \int_0^t \left( \sum_{k'} f'_{i,k'}(z_s) z''_{k',km}(s) + \sum_{k'm'} f''_{i,k'm'}(z_s) z'_{k',k}(s) z'_{m',m}(s) \right) \, ds,
$$
$$
z'''_{i,kmn}(t) = \int_0^t \left( \sum_{k'} f'_{i,k'}(z_s) z'''_{k',kmn}(s) + \sum_{k'm'} f''_{i,k'm'}(z_s) z'_{k',k}(s) z''_{m',m}(s) \right. \left. + \sum_{k'm'n'} f'''_{i,k'm'n'}(z_s) z'_{k',k}(s) z'_{m',m}(s) z'_{n',n}(s) \right) \, ds,
$$

where $J$ is the $2N \times 2N$ matrix

$$
J = \begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix}.
$$

By summation and maximization over indices, we obtain the integral inequalities

$$
\max_{ik} |z'_{i,k}(t)| \leq 1 + \int_0^t \sum_{k'} |f'_{i,k'}(z_s)| \max_{ik} |z'_{i,k}(s)| \, ds,
$$
$$
\max_{ik} \sum_m |z''_{i,km}(t)| \leq \int_0^t \sum_{k'} |f'_{i,k'}(z_s)| \max_{ik} \sum_m |z''_{i,km}(s)| \, ds + \int_0^t \sum_{k'm'} |f''_{i,k'm'}(z_s)| (\max_{ik} |z'_{i,k}(s)|)^2 \, ds,
$$
$$
\max_{ik} \sum_{mn} |z'''_{i,kmn}(t)| \leq \int_0^t \sum_{k'} |f'_{i,k'}(z_s)| \max_{ik} \sum_{mn} |z'''_{i,kmn}(s)| \, ds + \int_0^t \sum_{k'm'} |f''_{i,k'm'}(z_s)| \max_{ik} |z'_{i,k}(s)| \max_{ik} \sum_m |z''_{i,km}(s)| \, ds + \int_0^t \sum_{k'm'n'} |f'''_{i,k'm'n'}(z_s)| (\max_{ik} |z'_{i,k}(s)|)^3 \, ds.
$$
The functions \( \max_{ij} \sum_{|\alpha| \leq 2} \partial^\alpha_{z_0} \partial_{z_i} z_j(t, z_0) \) can therefore be estimated as in [7] by Gronwall’s inequality, which states: if there is a positive constant \( K \) and continuous positive functions \( \beta, u : [0, \infty) \to [0, \infty) \) such that

\[
u(t) \leq K + \int_0^t \beta(s) u(s) \, ds, \quad \text{for } t > 0,
\]

then

\[
u(t) \leq K e^{\int_0^t \beta(s) \, ds}, \quad \text{for } t > 0.
\]

Gronwall’s inequality applied to (4.17) implies

\[
\max_{ij} \sum_{|\alpha| \leq 2} \| \partial^\alpha_{z_0} \partial_{z_i} z_j(t, z_0) \|_{L^\infty(\mathbb{R}^{2N})} = O(1)
\]

provided that

\[
\max_i \sum_{|\alpha| \leq 3} \| \partial^\alpha_x \partial_{x_i} \lambda_j \|_{L^\infty(\mathbb{R}^{N})} = O(1).
\]

The flows \( z', z'', z''' \) determine the derivatives of the diagonal matrix \( y(t, \cdot) \), using \( a_j(z) := A_{jj}(0, z) \), by

\[
\begin{align*}
\partial_{z_k} y_{jj}(t) &= \sum_{k'} a'_{j,k'}(z_t) z_{k',k}(t), \quad a'_{j,k'}(z) := \partial_{z_k} a_j(z), \\
\partial_{z_k z_m} y_{jj}(t) &= \sum_{k'} a'_{j,k'}(z_t) z_{k',km}(t) + \sum_{k' m'} a''_{j,k' m'}(z_t) z'_{k',k}(t) z'_{m',m}(t), \\
\partial_{z_k z_m z_n} y_{jj}(t) &= \sum_{k'} a'_{j,k'}(z_t) z'''_{k',kmn}(t) + \sum_{k' m'} a''_{j,k' m'}(z_t) z''_{k',k}(t) z''_{m',m,n}(t) \\
&+ \sum_{k' m'} a'''_{j,k' m'}(z_t) z''_{k',kn}(t) z'_{m',m}(t) \\
&+ \sum_{k' m'} a'''_{j,k' m'}(z_t) z''_{k',km}(t) z'_{m',n}(t) \\
&+ \sum_{k' m' n'} a'''_{j,k' m' n'}(z_t) z'_{k',k}(t) z'_{m',m}(t) z'_{n',n}(t).
\end{align*}
\]

The constant in the right-hand side of (4.18) grows typically exponentially with respect to \( t \), i.e.,

\[
\max_{ij} \sum_{|\alpha| \leq 2} \| \partial^\alpha_{z_0} \partial_{z_i} z_j(t, z_0) \|_{L^\infty(\mathbb{R}^{2N})} \leq e^{ct},
\]

where \( c \) is the positive constant in the right-hand side of (4.19). The integration with respect to the initial data measure \( dz_0 \) can be replaced by integration with respect to \( dz_t \) since the phase-space volume is preserved, i.e., the Jacobian determinant

\[
| \det \left( \frac{\partial z_0}{\partial z_t} \right) | = 1
\]
is constant for all time, so that
\[
\int_{\mathbb{R}^{2N}} |\partial_{z_i}^{\alpha} a_j(0, z_i^j(x_0, p_0))|^2 \, dz_0 = \int_{\mathbb{R}^{2N}} |\partial_{z_i}^{\alpha} \bar{A}_{jj}(0, z_i^j(x_0, p_0))|^2 \, dz_0 \\
= \int_{\mathbb{R}^{2N}} |\partial_{z_i}^{\alpha} \bar{A}_{jj}(0, z_i^j(x_0, p_0))|^2 |\det \left( \frac{\partial z_0}{\partial z_i} \right) | \, dz_i^j \\
= \int_{\mathbb{R}^{2N}} |\partial_{z_i}^{\alpha} \bar{A}_{jj}(0, z_i^j)|^2 \, dz_i^j.
\]

Equations (4.20) and (4.18) therefore imply
\[
\sum_{|\alpha|=1} \sqrt{\int_{\mathbb{R}^{2N}} |\partial_{p_0}^{\alpha} \bar{A}_{jj}(0, z_i^j(x_0, p_0))|^2 \, dz_0} \\
\leq \max_{ik} \| \partial_{z_n(0)z_k(0)} z_i(t) \|_{L^\infty(\mathbb{R}^{2N})} \sum_{|\alpha|=1} \| \partial_{z_i}^{\alpha} \bar{A}_{jj}(0, z) \|_{L^2(\mathbb{R}^{2N})},
\]
\[
\sum_{|\alpha|=2} \sqrt{\int_{\mathbb{R}^{2N}} |\partial_{p_0}^{\alpha} \bar{A}_{jj}(0, z_i^j(x_0, p_0))|^2 \, dz_0} \\
\leq \sum_{n} \max_{ik} \| \partial_{z_n(0)z_k(0)} z_i(t) \|_{L^\infty(\mathbb{R}^{2N})} \sum_{|\alpha|=1} \| \partial_{z_i}^{\alpha} \bar{A}_{jj}(0, z) \|_{L^2(\mathbb{R}^{2N})} \\
+ \max_{ik} \| \partial_{z_k(0)} z_i(t) \|^2_{L^\infty(\mathbb{R}^{2N})} \sum_{|\alpha|=2} \| \partial_{z_i}^{\alpha} \bar{A}_{jj}(0, z) \|_{L^2(\mathbb{R}^{2N})},
\]
and
\[
\sum_{|\alpha|=3} \sqrt{\int_{\mathbb{R}^{2N}} |\partial_{p_0}^{\alpha} \bar{A}_{jj}(0, z_i^j(x_0, p_0))|^2 \, dz_0} \\
\leq \sum_{mn} \max_{ik} \| \partial_{z_n(0)z_k(0)z_j(0)} z_i(t) \|_{L^\infty(\mathbb{R}^{2N})} \sum_{|\alpha|=1} \| \partial_{z_i}^{\alpha} \bar{A}_{jj}(0, z) \|_{L^2(\mathbb{R}^{2N})} \\
+ \sum_{n} \max_{ik} \| \partial_{z_n(0)z_k(0)} z_i(t) \|_{L^\infty(\mathbb{R}^{2N})} \max_{ik} \| \partial_{z_k(0)} z_i(t) \|^2_{L^\infty(\mathbb{R}^{2N})} \\
\times \sum_{|\alpha|=2} \| \partial_{x_i}^{\alpha} \bar{A}_{jj}(0, z) \|_{L^2(\mathbb{R}^{2N})} \\
+ \max_{ik} \| \partial_{z_k(0)} z_i(t) \|^3_{L^\infty(\mathbb{R}^{2N})} \sum_{|\alpha|=3} \| \partial_{x_i}^{\alpha} \bar{A}_{jj}(0, z) \|_{L^2(\mathbb{R}^{2N})}.
\]

Estimate (4.18) implies that these right-hand sides are bounded, provided that
\[
\max_{i} \sum_{|\alpha| \leq 3} \| \partial_{x_i}^{\alpha} \partial_{x_i} \lambda_j \|_{L^\infty(\mathbb{R}^{2N})} = \mathcal{O}(1),
\]
\[
\sum_{|\alpha| \leq 3} \| \partial_{z_i}^{\alpha} \bar{A}_{jj}(0, \cdot) \|_{L^2(\mathbb{R}^{2N})} = \mathcal{O}(1).
\]
We note that the assumption on $\lambda_j$ is compatible with the assumption that $\tilde{\lambda}_j(x)$ tends to infinity as $|x| \to \infty$, which is imposed to have a discrete spectrum of $\hat{H}$. The choice $\Psi = \Psi[2]$ yields $\lambda_j = \tilde{\lambda}_j + \mathcal{O}(M^{-1})$. The eigenvalues $\lambda_j$ have four bounded derivatives if the eigenvalues $\tilde{\lambda}_j$ of the potential $V$ are distinct and also the corresponding eigenvectors $\Psi[1]$ and $\Psi[2]$ have four bounded derivatives, which requires the fifth-order derivatives of the potential $V$ to be bounded.

**Step 3. Evaluation of the trace** Define the diagonal matrix
\[ C(z) = \tilde{B}_0(z)e^{-\beta \hat{H}_0(z)}. \]
Duhamel’s representation implies
\[
\left| \text{Tr} \left( \hat{C}(\tilde{y}(t, z) - \widehat{y}(t)) \right) \right|
\]
\[ = \left| \text{Tr} \left( \int_0^t \hat{C} e^{i(t-s)M^{1/2}\hat{H}} \hat{R}_s e^{-i(t-s)M^{1/2}\hat{H}} ds \right) \right|
\]
\[ = \left| \int_0^t \text{Tr} \left( \hat{C} e^{i(t-s)M^{1/2}\hat{H}} \hat{R}_s e^{-i(t-s)M^{1/2}\hat{H}} \right) ds \right|
\]
\[ = \left| \int_0^t \text{Tr} \left( e^{-i(t-s)M^{1/2}\hat{H}} \hat{C} e^{i(t-s)M^{1/2}\hat{H}} \hat{R}_s ds \right) \right|
\]
and Cauchy’s inequality for the trace, and Lemma 2.1 establishes
\[
\left| \text{Tr} \left( \hat{C}(\tilde{y}(t, z) - \widehat{y}(t)) \right) \right|
\]
\[ \leq \int_0^t \left| \text{Tr} \left( e^{-i(t-s)M^{1/2}\hat{H}} \hat{C} e^{i(t-s)M^{1/2}\hat{H}} \hat{R}_s \right) \right| \text{Tr} \left( \hat{R}_s^* \hat{R}_s \right) \frac{1}{2} ds
\]
\[ = \int_0^t \left| \text{Tr} \left( \hat{C}^* \hat{C} \right) \text{Tr} \left( \hat{R}_s^* \hat{R}_s \right) \right| \frac{1}{2} ds
\]
\[ = \left( \frac{\sqrt{M}}{2\pi} \right)^N \int_0^t \left( \int_{\mathbb{R}^{2N}} \text{Tr} \left( \hat{C}^* \hat{C} \right) dz \int_{\mathbb{R}^{2N}} \text{Tr} \left( \hat{R}_s^* \hat{R}_s \right) dz \right) \frac{1}{2} ds
\]
\[ = \left( \frac{\sqrt{M}}{2\pi} \right)^N \int_0^t \left\| \tilde{B}_0(z) e^{-\beta \hat{H}_0(z)} \right\|_{L^2(\mathbb{R}^{2N})} \left\| \hat{R}_s \right\|_{L^2(\mathbb{R}^{2N})} ds,
\]
which together with (4.13) prove the lemma provided also
\[ \left\| \tilde{B}_0(z) e^{-\beta \hat{H}_0(z)} \right\|_{L^2(\mathbb{R}^{2N})} = \mathcal{O}(1). \quad (4.22) \]

**4.3. Proof of Lemma 3.10**

**Proof.** The improved bound (3.33) is based on
\[
\tilde{y}(t, \cdot) - \frac{1}{2} \tilde{y}_1(t, \cdot) - \tilde{y}_2(t, \cdot) = \frac{1}{2} \int_0^t \left( \hat{R}_{1s} \tilde{y}_0(t-s, \cdot) + \hat{y}_0(t-s, \cdot) \hat{R}_{2s} \right) ds,
\]
(4.23)
which is obtained by (4.1) and (4.2). Let \( r_1 := M^{-1/2} \{ \hat{B}_0, \hat{H}_0 \} e^{-s\hat{H}_0} \). Estimate (4.3) shows that the dominating term in \( R_{1,s} \) is \( r_1 \) and similarly by (4.4) the dominating term in \( R_{2,s} \) is \(-r_1\). By (4.1), applied with \( \hat{B}_0 = I \), we obtain
\[
\hat{y}_0(s) = \hat{y}(s) + \int_0^s \hat{R}_1(s') \hat{y}_0(s - s') \, ds',
\]
which replaces the remainder term \( \hat{r}_1 \hat{y}_0 \) included in (4.1) by the smaller term
\[
(r_1 \# y - y \# r_1),
\]
present in (4.23) and generates the new remainder terms
\[
\int_0^t \hat{r}_1 \hat{R}_1 \hat{y}_0 \, ds = \int_0^t (r_1 \# R_1) \hat{y}_0 \, ds, \\
\int_0^t \hat{y}_0 \hat{R}_1 \hat{r}_1 \, ds = \int_0^t \hat{y}_0 (R_1 \# r_1) \, ds.
\]
Lemma 3.11 and Eq. (3.40) imply \( \| r_1 \# y - y \# r_1 \|_{L^2(\mathbb{R}^2N)} = \mathcal{O}(M^{-1}) \) provided
\[
\frac{1}{(2\pi)^{2N}} \| \mathcal{F}(\partial_{2n} e^{-\hat{H}_0}) \|_{L^1(\mathbb{R}^2N)} = \mathcal{O}(1), \\
\sum_n \| \partial_{2n} (p \cdot \hat{B}_0 - \nabla \Lambda \cdot \hat{B}_0) \|_{L^2(\mathbb{R}^2N)} = \mathcal{O}(1), \tag{4.24}
\]
and there holds \( \| r_1 \# R_1 \|_{L^2(\mathbb{R}^2N)} + \| R_1 \# r_1 \|_{L^2(\mathbb{R}^2N)} = \mathcal{O}(M^{-1}) \) if
\[
\frac{1}{(2\pi)^{2N}} \| \mathcal{F}(p \cdot \hat{B}_0 - \nabla \Lambda \cdot \hat{B}_0) \|_{L^1(\mathbb{R}^2N)} = \mathcal{O}(1) \tag{4.25}
\]
and (4.6) are satisfied. The new error terms
\[
\text{Tr} \left( \hat{A}_\tau \int_0^t (r_1(s) \# y(t - s) - y(t - s) \# r_1(s)) \, ds \right), \\
\text{Tr} \left( \hat{A}_\tau \int_0^t (r_1 \# R_1)_s \hat{y}_0(t - s) \, ds \right),
\]
can then be estimated as in (4.9)–(4.13). We obtain that the first term in the right-hand side of (3.32) has the bound \( \mathcal{O}(M^{-1}) \), by assuming (4.7), (4.8), (4.10), (4.12), (4.24) and (4.25).

### 4.4. Weyl Quantization Estimates: Proof of Lemmas 3.11 and 3.12

The purpose of this section is to prove Lemmas 3.11 and 3.12 that estimate the remainder terms \( r_i, \ i = 0, 2 \) in the \( L^2(\mathbb{R}^2N) \) norm, and avoid derivatives of high order \( N \), using that the Hilbert–Schmidt norm of operators can be bounded based on the \( L^2(\mathbb{R}^2N) \) norm of their symbols, as illustrated in (3.35) and (3.36). The precise estimates of remainder terms in the Moyal expansion of the composition of two Weyl quantizations are presented here using Hermitian properties of the operator-valued exponential \( e^{2M^{1/2} (\nabla x \cdot \nabla y - \nabla x \cdot \nabla y')}. \)
The Moyal expansions, see [18],

\[
A(x)\#D(x, p) = e^{-\frac{i}{2}\nabla_{x'}\cdot\nabla_{\mu'}} A(x + x')D(x, p + p') \bigg|_{x'=p'=0},
\]

\[
C(x, p)\#D(x, p) = e^{\frac{i}{2}\nabla_{x'}\cdot\nabla_{\mu'} - \nabla_{x'}\cdot\nabla_{\mu'}} C(x, p)D(x', p') \bigg|_{(x, p) = (x', p')},
\]

are well defined for the symbols \(A, C\) and \(D\) in the Schwartz class, viewing the exponential as a Fourier multiplier. We begin with the first expansion.

**4.4.1. The Case \(A(x)\#D(x, p)\).** We study the remainder term for the expansion of the exponential using

\[
f_{xp}(x', p') := A(x + x')D(x, p + p')
\]

and apply the Fourier transform \(\mathcal{F}\) defined for \(f(x', p')\) by

\[
\mathcal{F}\{f\}(\xi_x, \xi_p) := \int_{\mathbb{R}^2N} f(x', p')e^{-i(x'\cdot\xi_x + p'\cdot\xi_p)} dx' dp'.
\]

The remainder can be evaluated by the inverse Fourier transform

\[
e^{-\frac{i}{2}\nabla_{x'}\cdot\nabla_{\mu'}} f_{xp}(x', p') \bigg|_{x'=p'=0}
\]

\[
= \left(\frac{1}{2\pi}\right)^{2N} \int_{\mathbb{R}^2N} \mathcal{F} f_{xp}(\xi_x, \xi_p) e^{\frac{i}{2} \cdot M^{-1/2} \cdot \xi_x \cdot \xi_p} d\xi_x d\xi_p
\]

and Taylor expansion of the exponential function

\[
e^{-\frac{i}{2}\nabla_{x'}\cdot\nabla_{\mu'}} f_{xp}(x', p') \bigg|_{x'=p'=0}
\]

\[
= \left(\frac{1}{2\pi}\right)^{2N} \int_{\mathbb{R}^2N} \mathcal{F} f_{xp}(\xi_x, \xi_p) \left( \sum_{n=0}^{m} \left(\frac{i \xi_x \cdot \xi_p}{2M^{1/2}}\right)^n \frac{1}{n!} \right)
\]

\[
+ \left(\frac{i \xi_x \cdot \xi_p}{2M^{1/2}}\right)^{m+1} \frac{1}{m!} \int_0^1 (1 - s)^m e^{\frac{i}{2} \cdot M^{-1/2} \cdot \xi_x \cdot \xi_p} ds d\xi_x d\xi_p
\]

\[
= \sum_{n=0}^{m} \frac{1}{n!} \left(-\frac{i \nabla_{x'} \cdot \nabla_{\mu'}}{2M^{1/2}}\right)^n f_{xp}(x', p') \bigg|_{x'=p'=0}
\]

\[
+ \left(\frac{1}{2M^{1/2}}\right)^{m+1} \int_0^1 e^{-\frac{i}{2} \cdot M^{-1/2} \cdot \nabla_{x'} \cdot \nabla_{\mu'}} \left(-i \nabla_{x'} \cdot \nabla_{\mu'}\right)^{m+1}
\]

\[
\times f_{xp}(x', p') \frac{(1 - s)^m}{m!} ds \bigg|_{x'=p'=0}.
\]
The remainder is therefore

\[
\begin{align*}
    r(x, p) &= \left( \frac{1}{2M^{1/2}} \right)^{m+1} \int_0^1 e^{-\frac{i}{2} M^{-1/2} \nabla_{x'} \cdot \nabla_{p'} ( -i \nabla_x \cdot \nabla_p )^m} \\
    &\quad \times \frac{(1-s)^m}{m!} ds \bigg |_{x'=p'=0} \\
    &= \left( \frac{1}{2M^{1/2}} \right)^{m+1} \int_0^1 e^{-\frac{i}{2} M^{-1/2} \nabla_{x'} \cdot \nabla_{p'} ( -i \nabla_x \cdot \nabla_p )^m} \\
    &\quad \times A(x) B(x', p) (1-s)^m \frac{1}{m!} ds \bigg |_{x'=x}. 
\end{align*}
\]

(4.29)

4.4.2. The Case \( C(x, p) \# D(x, p) \). As above we obtain

\[
\begin{align*}
    C(x, p) \# D(x, p) &= e^{\frac{i}{2} M^{-1/2} (\nabla_{x'} \cdot \nabla_{p'} - \nabla_x \cdot \nabla_p )} C(x, p) D(x', p') \\
    &= \sum_{n=0}^{m} \frac{1}{n!} \left( \frac{\nabla_{x'} \cdot \nabla_{p'} - \nabla_x \cdot \nabla_p}{2M^{1/2}} \right)^n \left. C(x, p) D(x', p') \right|_{(x, p) = (x', p')} \\
    &\quad + \left( \frac{i}{2M^{1/2}} \right)^{m+1} \int_0^1 e^{\frac{i}{2} M^{-1/2} (\nabla_{x'} \cdot \nabla_{p'} - \nabla_x \cdot \nabla_p )} (\nabla_{x'} \cdot \nabla_{p'} - \nabla_x \cdot \nabla_{p'})^{m+1} \\
    &\quad \times C(x, p) D(x', p') \left|_{(x, p) = (x', p')} \right. \frac{(1-s)^m}{m!} ds.
\end{align*}
\]

We can therefore write the remainder as

\[
\begin{align*}
    R(x, p) &= \left( \frac{i}{2M^{1/2}} \right)^{m+1} \int_0^1 e^{\frac{i}{2} M^{-1/2} (\nabla_{x'} \cdot \nabla_{p'} - \nabla_x \cdot \nabla_p )} (\nabla_{x'} \cdot \nabla_{p'} - \nabla_x \cdot \nabla_{p'})^{m+1} \\
    &\quad \times C(x, p) D(x', p') \left|_{(x, p) = (x', p')} \right. \frac{(1-s)^m}{m!} ds \\
    &= \int_0^1 e^{\frac{i}{2} M^{-1/2} (\nabla_{x'} \cdot \nabla_{p'} - \nabla_x \cdot \nabla_{p'})} \tilde{R}(x, p, x', p', s) \bigg |_{x'=x, p'=p} ds,
\end{align*}
\]

with

\[
\tilde{R}(x, p, x', p', s) := \left( \frac{i}{2M^{1/2}} \right)^{m+1} (\nabla_{x'} \cdot \nabla_{p'} - \nabla_x \cdot \nabla_{p'})^{m+1} C(x, p) D(x', p') \frac{(1-s)^m}{m!} ds.
\]

(4.30)
Cauchy’s inequality implies

\[
\|R(z)\|_{L^2(\mathbb{R}^{2N})}^2 = \int_{\mathbb{R}^{2N}} \left| \int_0^1 e^{\frac{i\pi}{2} M^{-1/2}(\nabla_{x'} \cdot \nabla_p - \nabla_{x} \cdot \nabla_{p'}) R(z, z', s) ds \right|^2 dz \\
\leq \int_{\mathbb{R}^{2N}} \left| \int_0^1 e^{\frac{i\pi}{2} M^{-1/2}(\nabla_{x'} \cdot \nabla_p - \nabla_{x} \cdot \nabla_{p'}) R(z, z', s) ds \right|^2 dz \\
= \int_0^1 \int_{\mathbb{R}^{2N}} \left| e^{\frac{i\pi}{2} M^{-1/2}(\nabla_{x'} \cdot \nabla_p - \nabla_{x} \cdot \nabla_{p'}) R(z, z', s) \right|^2 dz ds,
\]

which proves Lemma 3.11.

4.4.3. Estimates of \(\|C \# D\|_{L^2}\) and \(\|A \# D\|_{L^2}\). To verify (3.40), we insert in (4.31) the Fourier representation in the sense of distributions of the Dirac delta measure on \(\mathbb{R}^{2N}\),

\[
\delta(z - z') = (2\pi)^{-2N} \int_{\mathbb{R}^{2N}} e^{i\omega(x - x')} d\omega,
\]

which implies

\[
e^{\frac{i\pi}{2} M^{-1/2}(\nabla_{x'} \cdot \nabla_p - \nabla_{x} \cdot \nabla_{p'})} R(z, z', s) e^{i\omega(x - x') + i\omega(p - p')} \\
e^{i\omega(x - x') + i\omega(p - p')} \times e^{\frac{i\pi}{2} M^{-1/2}((\nabla_{x'} \cdot \nabla_p + \nabla_{x} \cdot \nabla_{p'}) - (\nabla_{x'} \cdot \nabla_{p'} + \nabla_{x} \cdot \nabla_{p'}))} R(z, z', s) \\
e^{i\omega(x - x') + i\omega(p - p')} \times e^{\frac{i\pi}{2} M^{-1/2}((\nabla_{x'} \cdot \nabla_p - \nabla_{x} \cdot \nabla_{p'}) - i\omega(x - x') + i\omega(p - p')} \times \tilde{R}(z, z', s),
\]

and

\[
\int_{\mathbb{R}^{2N}} \left| e^{\frac{i\pi}{2} M^{-1/2}(\nabla_{x'} \cdot \nabla_p - \nabla_{x} \cdot \nabla_{p'})} R(z, z', s) \right|^2 dz \\
= \int_{\mathbb{R}^{4N}} \left( e^{\frac{i\pi}{2} M^{-1/2}(\nabla_{x'} \cdot \nabla_p - \nabla_{x} \cdot \nabla_{p'})} R^*(z, z', s) \right) \\
\times \left( e^{\frac{i\pi}{2} M^{-1/2}(\nabla_{x'} \cdot \nabla_p - \nabla_{x} \cdot \nabla_{p'})} \tilde{R}(z, z', s) \right) \delta(z - z') dz dz' \\
= \frac{1}{(2\pi)^{2N}} \int_{\mathbb{R}^{6N}} \left( e^{\frac{i\pi}{2} M^{-1/2}(\nabla_{x'} \cdot \nabla_p - \nabla_{x} \cdot \nabla_{p'})} R^*(z, z', s) \right) \\
\times \left( e^{\frac{i\pi}{2} M^{-1/2}(\nabla_{x'} \cdot \nabla_p - \nabla_{x} \cdot \nabla_{p'})} \tilde{R}(z, z', s) \right) e^{i\omega(x - x') + i\omega(p - p')} d\omega_x d\omega_p dz dz'.
\]
Integration by parts, property (4.32) and the fact that the differential operators $\nabla_{x' \cdot} \cdot \nabla_p$ and $\nabla_{x \cdot} \cdot \nabla_{p'}$ commute and are symmetric in $L^2(\mathbb{R}^{2N})$ show that

$$\int_{\mathbb{R}^{2N}} |e^{i \frac{1}{2} M^{-1/2}(\nabla_{x'} \cdot \nabla_p - \nabla_x \cdot \nabla_{p'})} \tilde{R}(z, z', s)|^2_{z = z'} dz$$

$$= \frac{1}{(2\pi)^{2N}} \int_{\mathbb{R}^{6N}} \tilde{R}^*(z, z', s) \left( e^{i \frac{1}{2} M^{-1/2}(\nabla_{x'} \cdot \nabla_p - \nabla_x \cdot \nabla_{p'})} \tilde{R}(z, z', s) e^{i \omega_{x'}(x-x') e^{i \omega_{p'}(p-p')}} \right) d\omega_x d\omega_p dz dz'$$

$$= \frac{1}{(2\pi)^{2N}} \int_{\mathbb{R}^{6N}} \tilde{R}^*(z, z', s) \left( e^{i \frac{1}{2} M^{-1/2}(\nabla_{x'} \cdot \nabla_p - \nabla_x \cdot \nabla_{p'})} \tilde{R}(z, z', s) \right)$$

$$\times e^{i \omega_{x'}(x-x') e^{i \omega_{p'}(p-p')}} d\omega_x d\omega_p dz dz'$$

$$= \frac{1}{(2\pi)^{2N}} \int_{\mathbb{R}^{6N}} \tilde{R}^*(z, z', s) \left( e^{i \frac{1}{2} M^{-1/2}(-i \omega_x (\nabla_p + \nabla_{p'}) + i \omega_p (\nabla_x + \nabla_{x'})} \tilde{R}(z, z', s) \right)$$

$$\times e^{i \omega_{x'}(x-x') e^{i \omega_{p'}(p-p')}} d\omega_x d\omega_p dz dz'. \quad (4.33)$$

Let

$$u = (z + z')/2,$$

$$v = (z - z')/2,$$

then by (4.30) we can expand the derivative

$$(\nabla_{x'} \cdot \nabla_p - \nabla_x \cdot \nabla_{p'})^{m+1}$$

in $\tilde{R}(z, z', s)$ and collect the derivatives with respect to $z$ and $z'$ in the functions $\tilde{C}$ and $D$ as

$$\tilde{R}(z, z', s) = \sum_{n=1}^{m+1} \hat{C}_n(z) \hat{D}_n(z') = \sum_{n=1}^{m+1} \hat{C}_n(u + v) \hat{D}_n(u - v) =: r(u, v).$$

The Fourier transform in the $u$-direction is the convolution

$$\hat{r}(\xi, v) := \sum_{n=1}^{m+1} \int_{\mathbb{R}^{2N}} \hat{C}_n(u + v) \hat{D}_n(u - v) e^{-i \xi \cdot u} du$$

$$= \frac{1}{(2\pi)^{2N}} \sum_{n=1}^{m+1} \int_{\mathbb{R}^{2N}} e^{i \xi \cdot v} \mathcal{F} \hat{C}_n(\zeta) e^{-i(\xi - \zeta) \cdot v} \mathcal{F} \hat{D}_n(\xi - \zeta) d\zeta.$$
which can be written
\[
\frac{1}{(2\pi)^{2N}} \int_{\mathbb{R}^{2N}} \tilde{R}^*(z, z', s) \left( e^{-i\omega \cdot (\nabla_x + \nabla_{x'})} + e^{i\omega \cdot (\nabla_x + \nabla_{x'})} \right) \tilde{R}(z, z', s) \times e^{i\omega \cdot (x - x')} \, d\omega_x \, d\omega_p \, dz \, dz'
\]
\[
= \frac{1}{(2\pi)^{2N}} \int_{\mathbb{R}^{2N}} \tilde{r}^*(\xi, v) e^{\frac{-i\omega}{2} M^{-1/2}(2\omega \cdot \xi)} \, d\omega \, d\xi
\]
\[
= \frac{1}{(2\pi)^{2N}} \int_{\mathbb{R}^{4N}} \tilde{r}^*(\xi, v) \tilde{r}(\xi, v) \delta(2v - \frac{8}{2} M^{-1/2} J\xi) \, d\xi \, dv
\]
\[
= \frac{1}{(2\pi)^{2N}} \int_{\mathbb{R}^{2N}} |\tilde{r}(\xi, \frac{8}{2} M^{-1/2} J\xi)|^2 \, d\xi,
\]
(4.34)
using definition (4.16) of the matrix \( J \).
The next step is to determine
\[
\tilde{r}(\xi, \gamma J\xi) =: \sum_{n=1}^{m+1} \tilde{r}_n(\xi, \gamma J\xi)
\]
for \( \gamma := \frac{8}{2} M^{-1/2} \) by using the convolution
\[
|\tilde{r}_n(\xi, v)| = \frac{1}{(2\pi)^{2N}} \left| \int_{\mathbb{R}^{2N}} \mathcal{F} C_n(\zeta) e^{i\zeta \cdot v} \mathcal{F} D_n(\xi - \zeta) e^{-i(\xi - \zeta) \cdot v} \, d\zeta \right|
\]
\[
\leq \frac{1}{(2\pi)^{2N}} \int_{\mathbb{R}^{2N}} |\mathcal{F} C_n(\zeta)||\mathcal{F} D_n(\xi - \zeta)| \, d\zeta
\]
which by Young’s inequality, namely \( \|f \ast g\|_{L^2} \leq \|f\|_{L^2} \|g\|_{L^1} \), implies
\[
\frac{1}{(2\pi)^{2N}} \int_{\mathbb{R}^{2N}} |\tilde{r}_n(\xi, \frac{8}{2} M^{-1/2} J\xi)|^2 \, d\xi
\]
\[
= \frac{1}{(2\pi)^{6N}} \min(\|\mathcal{F} \tilde{C}_n\|_{L^2(\mathbb{R}^{2N})}^2, \|\mathcal{F} \tilde{D}_n\|_{L^2(\mathbb{R}^{2N})}^2), \|\mathcal{F} \tilde{C}_n\|_{L^1(\mathbb{R}^{2N})}^2, \|\mathcal{F} \tilde{D}_n\|_{L^1(\mathbb{R}^{2N})}^2)
\]
\[
= \frac{1}{(2\pi)^{4N}} \min(\|\tilde{C}_n\|_{L^2(\mathbb{R}^{2N})}^2, \|\tilde{D}_n\|_{L^2(\mathbb{R}^{2N})}^2), \|\tilde{C}_n\|_{L^1(\mathbb{R}^{2N})}^2, \|\tilde{D}_n\|_{L^1(\mathbb{R}^{2N})}^2)
\]
that proves (3.40) in Lemma 3.12 and combined with (4.31), (4.33) and (4.34) it also establishes Lemma 3.11.
Estimate (3.41) of \( \|A(x) \# D(x, p)\|_{L^2(\mathbb{R}^{2N})} \) follows similarly from (4.29) by integration by parts
\[
\int_{\mathbb{R}^{2N}} \left| e^{M^{1/2} \nabla_x \cdot \nabla_p A(x) D(x', p)} \right|^2_{x'=x} \, dx \, dp
\]
\[
= \int_{\mathbb{R}^{3N}} \left( e^{M^{1/2} \nabla_x \cdot \nabla_p A^*(x) D^*(x', p)} \right) \left( e^{M^{1/2} \nabla_x \cdot \nabla_p A(x) D(x', p)} \right) \times \delta(x - x') \, dx \, dx' \, dp
\]
\[
= \frac{1}{(2\pi)^N} \int_{\mathbb{R}^{4N}} A^*(x) D^*(x', p) \times e^{M^{1/2} \nabla_x \cdot \nabla_p} \left( e^{M^{1/2} \nabla_x \cdot \nabla_p A(x) D(x', p)} \right) e^{i\omega(x - x')} \, dx \, dx' \, dp \, d\omega
\]
and the Fourier transform, $\mathcal{F}_p$, in the $p$-direction

$$
\int_{\mathbb{R}^2N} \left| e^{\frac{i}{M^{1/2}} \nabla_x \cdot \nabla_p} A(x) D(x', p) \right|^2_{x'=x} \, dx \, dp
$$

$$
= \frac{1}{(2\pi)^N} \int_{\mathbb{R}^2N} A^*(x) D^*(x', p) \left( e^{\frac{i}{M^{1/2}} (\nabla_x + i\omega) \cdot \nabla_p} A(x) D(x', p) \right) 
\times e^{i\omega(x-x')} \, dx \, dx' \, dp \, d\omega
$$

$$
= \frac{1}{(2\pi)^{2N}} \int_{\mathbb{R}^4N} A^*(x) (\mathcal{F}_p D)^*(x', \xi) e^{\frac{i}{M^{1/2}} \omega \cdot \xi} A(x) \mathcal{F}_p D(x', \xi) 
\times e^{i\omega(x-x')} \, dx \, dx' \, d\omega
$$

$$
= \frac{1}{(2\pi)^N} \int_{\mathbb{R}^{2N}} A^*(x) (\mathcal{F}_p D)^*(x', \xi) A(x) \mathcal{F}_p D(x', \xi) \delta \left( x-x' + \frac{\xi}{\sqrt{M}} \right) \, dx \, dx' \, d\xi
$$

$$
= \frac{1}{(2\pi)^N} \int_{\mathbb{R}^{2N}} A^* \left( x' - \frac{\xi}{\sqrt{M}} \right) (\mathcal{F}_p D)^* \left( x', \xi \right) A \left( x' - \frac{\xi}{\sqrt{M}} \right) \mathcal{F}_p D \left( x', \xi \right) \, dx' \, d\xi
$$

$$
= \frac{1}{(2\pi)^N} \int_{\mathbb{R}^{2N}} |A \left( x' - \frac{\xi}{\sqrt{M}} \right)|^2 |\mathcal{F}_p D \left( x', \xi \right)|^2 \, dx' \, d\xi
$$

$$
\leq ||A||_{L^\infty(\mathbb{R}^N)}^2 ||D||_{L^2(\mathbb{R}^{2N})}^2.
$$

The case $A(p) \# D(x, p)$ is analogous to $A(x) \# D(x, p)$.

In conclusion, these estimates bound the remainder symbols $r_0$ and $r_2$ used in Lemmas 3.8–3.10. Finally, using that Schwartz functions are dense in $L^p(\mathbb{R}^{2N})$, for any $p \geq 1$, we have proved Lemmas 3.11 and 3.12.

### Appendix A. Which Density Operator?

If the density operators $e^{-\beta \hat{H}}$ and $\overline{e^{-\beta \hat{H}_0}}$ would differ only little, it would not matter which one we use as a reference. The proof of Theorem 3.6 shows that observables based on these two operators differ by the small amount of order $O(M^{-1/2})$ when the number of particles, $N$, is small compared to $M$. Since we do not know if this difference is small for larger number of particles, we may ask which density operator to use. The density operator $\hat{\rho}_q := e^{-\beta \hat{H}}$ is a time-independent solution to the quantum Liouville–von Neumann equation

$$
\partial_t \hat{\rho}_t = iM^{1/2} [\hat{\rho}_t, \hat{H}]
$$

(A.1)

while the classical Gibbs density $e^{-\beta \hat{H}_0}$ is a time-independent solution to the classical Liouville equation

$$
\partial_t \rho_t = -\{\rho_t, \hat{H}_0\}.
$$

The corresponding density matrix symbol $\rho_q$ is not a time-independent solution to the classical Liouville equation, since $0 = iM^{1/2} (\rho_q \# \hat{H} - \hat{H} \# \rho_q) \neq \{\rho_q, \hat{H}\}$, and the classical Gibbs density is not a time-independent solution to the quantum Liouville–von Neumann equation, since $iM^{1/2} (e^{-\beta \hat{H}_0} \# \hat{H}_0 - \hat{H}_0 \# e^{-\beta \hat{H}_0}) \neq \{e^{-\beta \hat{H}_0}, \hat{H}_0\} = 0$. We are lead to the question which Gibbs density to use and why use any Gibbs measure. This question is analyzed regarding the time-dependence and the classical behavior in the following two subsections.
A.1. Why Should We Use the Gibbs Density?

In Statistical Mechanics books, the Gibbs density is often derived as the marginal distribution of a subsystem weakly coupled to a heat bath, where the composite system is assumed to have the microcanonical distribution, see [4]. Here we give a variant of this derivation, assuming instead that the marginal distribution of the subsystem is determined by the subsystem Hamiltonian.

In molecular dynamics simulations one often wants to determine properties of a large macroscopic system with many particles, say $N \sim 10^{23}$. Such large particle systems cannot yet be simulated in a computer and one may then ask for a setting where a smaller system has similar properties as the large. Therefore, we seek an equilibrium density matrix that has the property that the marginal distribution for a subsystem has the same density as the whole system. We will below motivate how this assumption together with an assumption of weak coupling between the subsystem and the whole system leads to the Gibbs measure; in fact, it is enough to assume that the marginal distribution for the subsystem has an equilibrium density which is a function of the Hamiltonian for the subsystem.

Assume that the Hamiltonian symbol has been diagonalized and consider one component so that the Hamiltonians are scalar-valued, with coordinates $z_s \in \mathbb{R}^{2n}$ and Hamiltonian $H_s(z_s)$ in the subsystem and coordinates $z_b \in \mathbb{R}^{2(N-n)}$ and Hamiltonian $H_b(z_b, z_s)$ for a large heat bath environment system, i.e., $N \gg n$. The whole system has the Hamiltonian $H(z) = H_s(z_s) + H_b(z_b, z_s)$ with $z = (z_s, z_b) \in \mathbb{R}^{2N}$. On the classical side, $F(H)$ for any differentiable function $F: \mathbb{R} \to (0, \infty)$ yields a non-normalized solution to the time-independent Liouville equation. We assume that

\begin{equation}
F: \mathbb{R} \to (0, \infty) \text{ is continuously differentiable,} \quad \int_{\mathbb{R}^{2N}} F(H(z))dz \text{ and } \int_{\mathbb{R}^{2(N-n)}} F(H_b(z_b, z_s))dz_b \text{ are finite.} \tag{A.2}
\end{equation}

The non-normalized marginal distribution for the subsystem is then

\[
\int_{\mathbb{R}^{2(N-n)}} \frac{F(H_b(z_b, z_s) + H_s(z_s))}{\int_{\mathbb{R}^{2(N-n)}} F(H_b(z_b, z_s))dz_b} \frac{F(H_b(z_b, z_s))}{\int_{\mathbb{R}^{2(N-n)}} F(H_b(z_b, z_s))dz_b} dz_b
\]

which by the mean value theorem is equal to

\[
\frac{F(H_b(\bar{z}_b, z_s) + H_s(z_s))}{\int_{\mathbb{R}^{2(N-n)}} F(H_b(\bar{z}_b, z_s))dz_b}
\]

for some $\bar{z}_b \in \mathbb{R}^{2(N-n)}$, that depends on $H_s(z_s)$. We note that $\bar{z}_b$ may be non-unique. For given $F$ and $H_b$, we introduce the notation

\[
\bar{z}_b := \bar{z}_b(H_s(z_s)), \quad \bar{H}_b(z_s, H_s(z_s)) := H_b(\bar{z}_b(H_s(z_s)), z_s).
\]

If the heat bath is uncoupled to the system, the value $\bar{z}_b$ does not depend on $H_s$, i.e., $\bar{H}_b(z_s, H_s(z_s)) = \bar{H}_b(z_s, 0)$. We make two additional assumptions.

Assumption A.1.
Assumption A.2. The coupling between the heat bath and the system is weak in the sense that

\[ \tilde{H}_b(z_s, H_s(z_s)) = \tilde{H}_b(z_s, 0) + o(H_s(z_s)), \quad \text{as } H_s(z_s) \to 0. \]  

(A.3)

This assumption expresses that the coupling energy between the subsystem and the heat bath is much smaller than the subsystem energy \( H_s(z_s) \).

Assumption A.3. For any continuous \( H_b \) there is a function \( f \), a constant \( C \) and a point \( z_s \in \mathbb{R}^{2n} \) such that

\[ f(H_s(z_s)) = C \frac{F(\tilde{H}_b(z_s, H_s(z_s)) + H_s(z_s))}{F(\tilde{H}_b(z_s, H_s(z_s)))} \]  

(A.4)

for a set of continuous subsystem Hamiltonians \( H_s \), containing a sequence \( H_s^{(n)}(z_s) \) such that \( H_s^{(n)}(z_s) \to 0 \), not identically zero, with \( \int_{\mathbb{R}^{2n}} f(H_s^{(n)}(\bar{z}_s))d\bar{z}_s \) finite.

We obtain with the definitions

\[ L(H) := \log F(H), \]
\[ \ell(H) := \log f(H), \]  

(A.5)

and \( \tilde{H}_s := H_s(z_s) \) that

\[ \ell(\tilde{H}_s) = L(\tilde{H}_b(z_s, \tilde{H}_s) + \tilde{H}_s) - L(\tilde{H}_b(z_s, \tilde{H}_s)) + \log C, \]

and note that the assumption that \( F > 0 \) is differentiable shows that \( L \) and \( \ell \) also are differentiable. The continuity of \( F \) and \( L \) yields

\[ \log C = \ell(0), \]

by choosing \( \tilde{H}_s = 0 \), so that

\[ \frac{\ell(\tilde{H}_s) - \ell(0)}{\tilde{H}_s} = \frac{L(\tilde{H}_b(z_s, \tilde{H}_s) + \tilde{H}_s) - L(\tilde{H}_b(z_s, \tilde{H}_s))}{\tilde{H}_s} \]

\[ = \int_0^1 \ell'(\tilde{H}_b(z_s, \tilde{H}_s) + t\tilde{H}_s) \, dt, \]

which as \( \tilde{H}_s \to 0 \) combined with (A.3) and the differentiability of \( \ell \) establishes

\[ \ell'(0) = \ell'(\tilde{H}_b(z_s, 0)), \quad \text{for all } \tilde{H}_b(z_s, 0). \]

Consequently, the function \( \ell' \) is constant, since \( \tilde{H}_b(z_s, 0) = H_b(\bar{z}_b(0), z_s) \) can take any value in \( \mathbb{R} \) by varying \( H_b \). Let the constant be \(-1/T\) so that

\[ L(H) = -\frac{H}{T} + \text{constant}, \quad \text{for any } H \in \mathbb{R}, \]

and we have by definition (A.5) obtained the Gibbs density

\[ F(H) = e^{-\beta H}, \]

which by (A.4) shows that also the marginal is the Gibbs distribution.
Proposition A.4. Assumptions A.1, A.2 and A.3 imply

\[
f(H_s) = \frac{e^{-\beta H_s}}{\int_{\mathbb{R}^{2n}} e^{-H_s(z_s)} \, dz_s}.
\]

In conclusion, molecular dynamics simulations often seek the property that the classical equilibrium for the subsystem is the same as for the larger environment, since the subsystem is supposed to model a larger system. We have shown that the classical Gibbs density is the only differentiable function with this property, in the sense of the derivation based on Assumptions A.1, A.2 and A.3, while we do not know whether the symbol for the quantum density matrix \( \rho_q \) has the same property for a large number of particles. Therefore, we prefer to use the Weyl-quantized classical Gibbs density \( \hat{e}^{-\beta \bar{H}_0} \) as our reference density, as in Theorems 3.7 and 3.2, since its drawback of being non-time-independent solution to the quantum Liouville–von Neumann equation is mild, in the sense that the time-dependent perturbation is small for long time, as shown in Sect. A.2.

Remark A.5. Let us finally informally motivate why it seems difficult to find time-independent solutions to the quantum Liouville equation that are not functions of the Hamiltonian. An equilibrium density operator must commute with the Hamiltonian operator, by the Liouville–von Neumann equation, and consequently it is diagonalized by the same transformation as the Hamiltonian. The diagonalized density operator is then a function of the eigenvalues of the Hamiltonian operator if they are distinct, by mapping the eigenvalues of the Hamiltonian to the eigenvalues of the density operator. Assume that this mapping can be extended to a continuous mapping \( F: \mathbb{R} \to \mathbb{R}_+ \). We can then write the density operator as a function of the Hamiltonian, namely \( \hat{\rho} = F(\hat{H}) \).

A.2. Time-Dependent Density Operators

One criterion for a density operator is that it is a time-independent or approximately time-independent solution to the quantum Liouville–von Neumann equation, so that measurements of the observable at different times vary little. Here we show that the time-dependent perturbation of observables based on the initial density matrix \( \hat{e}^{-\beta \bar{H}} \), namely the quantization of the classical Gibbs density, is small up to time \( t \ll M \), which in some sense justifies to use the density matrix \( \hat{e}^{-\beta \bar{H}} \). We include a motivation for an estimate which is uniform in the total number of particles \( N \), based on a small system weakly coupled to a large heat bath.

Let \( \hat{\rho}_t \) be the solution to the quantum Liouville–von Neumann equation (A.1), with initial data \( \rho_0 = e^{-\beta \bar{H}} \). Introduce the change of variables \( \hat{\rho}_t = \hat{\rho}_0 + \hat{v}_t \), then the perturbation \( \hat{v}: [0, \infty) \times \mathbb{R}^{2N} \to \mathbb{C}^{d \times d} \) satisfies

\[
\partial_t \hat{v}_t = iM^{1/2}[\hat{v}_t, \hat{H}] + iM^{1/2}[\hat{\rho}_0, \hat{H}], \quad t > 0, \quad \hat{v}_0 = 0.
\]
As in (3.7), we see that $v$ is diagonal since $\rho_0$ is diagonal. By Duhamel’s principle, we have

$$
\dot{v}_t = iM^{1/2} \int_0^t e^{-iM^{1/2}\sigma \hat{H}} [\hat{\rho}_0, \hat{H}] e^{iM^{1/2}\sigma \hat{H}} \, d\sigma.
$$

An observable based on this density matrix $\hat{\rho}_t$ can therefore be written

$$
\text{Tr} (\hat{A}_T \hat{B}_0 \hat{\rho}_t) = \text{Tr} (\hat{A}_T \hat{B}_0 \hat{\rho}_0) + \text{Tr} (\hat{A}_T \hat{B}_0 \hat{\omega}_t)
$$

where the time-dependent perturbation takes the form

$$
\text{Tr} (\hat{A}_T \hat{B}_0 \hat{\omega}_t) = iM^{1/2} \int_0^t \text{Tr} \left( \hat{A}_T \hat{B}_0 e^{-iM^{1/2}\sigma \hat{H}} [\hat{\rho}_0, \hat{H}] e^{iM^{1/2}\sigma \hat{H}} \right) \, d\sigma
$$

$$
= iM^{1/2} \int_0^t \text{Tr} \left( e^{iM^{1/2}\sigma \hat{H}} \hat{A}_T e^{-iM^{1/2}\sigma \hat{H}} [\hat{\rho}_0, \hat{H}] e^{iM^{1/2}\sigma \hat{H}} \hat{B}_0 e^{-iM^{1/2}\sigma \hat{H}} \right) \, d\sigma
$$

$$
= iM^{1/2} \int_0^t \text{Tr} \left( \hat{A}_{T+\sigma} \hat{B}_0 \hat{\rho}_0, \hat{H} \right) \, d\sigma.
$$

Let

$$
\hat{h} := [\hat{\rho}_0, \hat{H}],
$$

then the Moyal expansion for composition and $\{\hat{H}, e^{-\beta \hat{H}}\} = 0$ imply

$$
h = e^{-\beta \hat{H}} \# \hat{H} - \hat{H} \# e^{-\beta \hat{H}}
$$

$$
= e^{-\beta \hat{H}} \frac{|p|^2}{2} \mathbb{I} - \frac{|p|^2}{2} \mathbb{I} e^{-\beta \hat{H}} + e^{-\beta \hat{H}} \# \Lambda (x) - \Lambda (x) \# e^{-\beta \hat{H}}
$$

$$
= 2 \sum_{k=1}^{\infty} e^{-\beta \Lambda (x)} \frac{i^{2k+1}}{(2k+1)! (4M)^{(2k+1)/2}} (\nabla_x \cdot \nabla_p)^{2k+1} e^{-|p|^2} \Lambda (x),
$$

and we obtain by Lemma 3.11

$$
h = e^{-\beta \Lambda (x)} \frac{i^3}{3 (4M)^{3/2}} (\nabla_x \cdot \nabla_p)^3 e^{-\beta |p|^2} \Lambda (x) + \mathcal{O}(M^{-5/2})
$$

$$
= e^{-\beta \Lambda (x)} \frac{i^3}{3 (4M)^{3/2}} (p \cdot \nabla_x)^3 \Lambda (x) + 3 (p \cdot \nabla_x) \Lambda (x) + \mathcal{O}(M^{-5/2})
$$

which by Lemma 3.11 yields $\| h \|_{L^2 (\mathbb{R}^{2N})} = \mathcal{O}(M^{-3/2})$. The symbol $h$ is diagonal, since $\rho_0$ is diagonal. We conclude that on the timescale $t \ll M$ the time-dependent perturbation is small and we obtain

$$
\left| \frac{\text{Tr} (\hat{A}_T \hat{B}_0 \hat{\omega}_t)}{\text{Tr} (\hat{\rho}_0)} \right| = \left| iM^{1/2} \int_0^t \int_{\mathbb{R}^{2N}} \text{Tr} (\hat{A}_{T+\sigma} \hat{B}_0 \hat{h}) d\sigma \, dz \right| \leq C \frac{t}{M}.
$$

The remainder $h$ includes error terms, as $(p \cdot \nabla_x)^3 \Lambda$ and $(p \cdot \nabla_x) \Delta \Lambda$, that typically are large proportional to $N$. To obtain estimates that do not increase with $N$, we need a new setting: we consider as in Sect. A.1 a smaller system, with coordinates $(x_s, p_s) = z_s \in \mathbb{R}^{2n}$, weakly coupled to a large heat bath, with coordinates $(x_b, p_b) = z_b \in \mathbb{R}^{2(N-n)}$, where $n \ll N$. We assume weak
coupling, as in (A.3), which here means that \( \Lambda(x, x_b) = \Lambda_s(x_s) + \Lambda_b(x_s, x_b) \) satisfies
\[
|\nabla_{x_s} \Lambda_b(x_s, x_b)| \ll 1. \tag{A.6}
\]
Let \( z = (z_s, z_b) \in \mathbb{R}^{2N} \). To understand the heat bath perturbation with respect to the system Hamiltonian, \( \hat{H}_s \), we can, on the operator level, study
\[
e^{-\gamma \hat{H}_s} e^{-\gamma \hat{H}_b} = e^{-\gamma (\hat{H}_s + \hat{H}_b)} e^{-\gamma \hat{H}_\delta}
\]
based on the Baker–Campbell–Hausdorff expansion for \( \hat{H}_\delta \), which to leading order satisfies
\[
\hat{H}_\delta \simeq \frac{1}{2} [\hat{H}_s, \hat{H}_b] = -\Delta_{x_s} \Lambda_b(x_s, x_b) - 2\nabla_{x_s} \Lambda_b(x_s, x_b) \cdot \nabla_{x_s}.
\]
This perturbation is small in the sense that it is bounded with respect to \( N \), provided the coupling (A.6) is weak. Here \( \gamma = \beta \) or \( \gamma = iM^{1/2} t \) for \( \beta, t \in \mathbb{R} \).

Does the remainder \( e^{-\beta \hat{H}} \) also give a perturbation that is bounded with respect to \( N \)? Integration by parts as follows in fact shows that the perturbation caused by \( h \) is bounded with respect to \( N \). Introduce the notation \( D_\sigma := \bar{A}_{\tau + \sigma} \# \bar{B}_\sigma(z) \). We have by Lemma 3.11
\[
\int_{\mathbb{R}^{2N}} \text{Tr}(\bar{A}_{\tau + \sigma} \# \bar{B}_\sigma h) dz
\]
\[
= \frac{1}{16M^{3/2}} \int_0^1 \int_{\mathbb{R}^{2N}} \text{Tr}
\left(D_\sigma(x', p) e^{-\frac{\nu}{2M^{1/2}} \nabla_x \cdot \nabla_p (\nabla_x \cdot \nabla_p)^3 (\Lambda(x) e^{-\beta |p|^2 / 2})}
\times e^{-\beta \Lambda(x')}\right)|_{x = x'} dxdp (1 - r)^2 dr
\]
\[
= \frac{1}{16M^{3/2}} \int_0^1 \int_{\mathbb{R}^{2N}} \int_{\mathbb{R}^{2N}} \text{Tr}
\left(e^{-\frac{\nu}{2M^{1/2}} \nabla_x \cdot \nabla_p (-\nabla_x \cdot \nabla_p)^3 (D_\sigma(x', p) \Lambda(x))}
\times e^{-\beta \Lambda(x')} e^{-\beta |p|^2 / 2}\right)|_{x = x'} dxdp (1 - r)^2 dr.
\]
We can write
\[
(\nabla_x \cdot \nabla_p)^3 (D_\sigma(x', p) \Lambda(x)) = \sum_{|\alpha| = 3} \partial^\alpha_{x} D_\sigma(x', p) \partial^\alpha_{x} \Lambda(x)
\]
and we assume that there is a constant \( C \) such that
\[
\|\partial^\alpha_{x} \Lambda\|_{L^\infty(\mathbb{R}^N)} \leq C, \quad \text{for } |\alpha| \leq 3,
\]
\[
\sum_{|\alpha| = 3} \|\partial^\alpha_{p} D_\sigma\|_{L^2(\mathbb{R}^{2N})} \leq C, \tag{A.7}
\]
uniformly in \( N \). The first assumption means that three derivatives of the eigenvalue are bounded, and the second assumption is based on the observable \( D_\sigma \) defined by the initial observables \( A_0 \) and \( B_0 \). These two initial observables only depend on the system coordinates. The assumption of weak coupling is then related to the assumption for \( D_\sigma \). The system dynamics \( z_s(t, z_0) \in \mathbb{R}^{2n} \), with initial data \( z_0 = (x_s, p_s, x_b, p_b) \), depends only weakly on the heat bath coordinate \( x_b \) through \( \Lambda_b \). A motivation for the last assumption in (A.7) is the following: to leading order we have
\[
D_\sigma(z_0) \simeq \bar{A}(0, z_s(\tau + \sigma, z_0)) \bar{B}(0, z_s(\sigma, z_0))
\]
and the derivatives $\partial^\alpha_x$ of the right-hand side, with $z_0 = (x, p)$, are determined by the flows $z', z'', z'''_0$ as in (4.20), based on assumption (4.21).

Lemma 3.12 implies that there is a constant $C$ such that the time-dependent perturbation has the bound

$$
\left| \frac{\text{Tr} (\hat{A}_r \hat{B}_0 \hat{v}_t)}{\text{Tr} (\hat{\rho}_0)} \right| \leq \frac{\| e^{-\beta \hat{H}_1} \|_{L^2(\mathbb{R}^2N)} \| e^{-i \Delta \frac{1}{2} \nabla_x \cdot \nabla_p (\nabla_x \cdot \nabla_p)^3 (D_\sigma (x', p) \Lambda (x)) \|_{L^2(\mathbb{R}^2N)} \| e^{-\beta \hat{H}} \|_{L^2(\mathbb{R}^2N)}}{M \| e^{-\beta \hat{H}} \|_{L^1(\mathbb{R}^2N)}} \leq \frac{t \| e^{-\beta \hat{H}} \|_{L^2(\mathbb{R}^2N)} \| \partial^\alpha_x \Lambda \|_{L^\infty(\mathbb{R}^N)} \sum_{|\alpha| = 3} \| \partial^\alpha_p D_\sigma \|_{L^2(\mathbb{R}^2N)}}{M \| e^{-\beta \hat{H}} \|_{L^2(\mathbb{R}^2N)}} \leq \frac{C}{M},
$$

which holds uniformly in $N$.

**Appendix B. Numerical Tests**

In this section, we present precise formulations of the numerical demonstrations in Sect. 2.3. We formulate a simple model problem in order to compare the Schrödinger density with the molecular dynamics density in (2.15) and (2.16). Then we present a similar model for comparing the Schrödinger position correlation observable with its molecular dynamics approximation. In this section, we describe the respective numerical methods that were used in numerical approximation of these quantities.

**B.1. Model Problem Formulation**

We define the model Hamiltonian $\hat{H} = -\hat{M}^{-1} \hat{\Delta} + V(x)$, where $V: \mathbb{R} \to \mathbb{R}^{2 \times 2}$ and $I$ is the $2 \times 2$ identity matrix. We choose to construct the potential $V$ that yields an avoided crossing with a variable spectral gap depending on the parameter $\delta \in \mathbb{R}$. The construction is done in such a way that the smallest energy gap, $2\delta$, appears at a single position, $x = 0$. We define the matrix

$$
\bar{V}(x) = \begin{bmatrix} x + x^2 & \delta \\ \delta & -x + x^2 \end{bmatrix}, \quad x \in \mathbb{R},
$$

with the eigenvalues

$$
\bar{\lambda}_1(x) = x^2 - \sqrt{\delta^2 + x^2}, \quad \bar{\lambda}_2(x) = x^2 + \sqrt{\delta^2 + x^2}
$$

and the normalized eigenvectors $\psi_1 := \bar{\psi}_1 / \| \bar{\psi}_1 \|_2, \psi_2 := \bar{\psi}_2 / \| \bar{\psi}_2 \|_2$ where

$$
\bar{\psi}_1 = \begin{bmatrix} \frac{x - \sqrt{\delta^2 + x^2}}{\delta} \\ 1 \end{bmatrix}, \quad \bar{\psi}_2 = \begin{bmatrix} \frac{x + \sqrt{\delta^2 + x^2}}{\delta} \\ 1 \end{bmatrix}.
$$

The derivatives with respect to $x$ of the eigenvectors $\psi_1$ and $\psi_2$ are of order $1/\delta$. We study how the size of the spatial derivative of the eigenvalues impacts the
approximation of the observables. Therefore, we construct a family of matrices with the eigenvalues

\[ \lambda_1(x) := \bar{\lambda}_1(x) + a \cos(bx) - 1, \quad \lambda_2(x) := \bar{\lambda}_2(x), \]  

(B.3)

illustrated in Fig. 3. Then we define the matrix-valued potential function \( V(x) \)

\[ V := \Psi D \Psi^*, \quad \text{where} \quad D := \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix}, \quad \text{and} \quad \Psi := \begin{bmatrix} \psi_1 \\ \psi_2 \end{bmatrix}. \]

**B.2. Numerical Approximation**

To solve the Schrödinger equation with the Hamiltonian \( \hat{H} \), we discretize the computational domain \( \Omega := [-6, 6] \) using the uniform mesh \( x_k = -6 + k \Delta x, \) \( k = 0, 1, 2, \ldots, K, \) \( \Delta x = \frac{12}{K}. \) The computational domain is chosen such that the quantum density \( \mu_{qc}(x), \) (2.15), approximately vanishes outside \( \Omega. \) In the presented numerical results, we use \( K = 751. \) The eigenvalue problem \( \hat{H} \Phi_n = E_n \Phi_n \) is approximated using the second-order finite difference approximation of the Laplacian with the zero boundary conditions on the computational domain \( \Omega \) resulting in the algebraic eigenvalue problem

\[ H_d \phi_n = e_n \phi_n \]  

(B.4)

with the matrix

\[ H_d := \frac{1}{2M(\Delta x)^2} \begin{bmatrix} h_{11,0} + 2 & h_{12,0} & -1 & 0 \\ h_{21,0} & h_{22,0} + 2 & 0 & -1 \\ -1 & h_{11,1} + 2 & h_{12,1} & -1 \\ 0 & h_{21,1} & h_{22,1} + 2 & 0 \\ -1 & 0 & h_{11,K} + 2 & h_{12,K} \\ h_{11,K} & h_{12,K} & h_{21,K} & h_{22,K} + 2 \end{bmatrix}, \]

and approximation of the eigenfunctions

\[ \phi_n := [\phi_{n,0,1}, \phi_{n,0,2}, \phi_{n,1,1}, \phi_{n,1,2}, \ldots, \phi_{n,K,1}, \phi_{n,K,2}]^T, \]

with the boundary condition \( \phi_{n,0,i} = \phi_{n,K,i} = 0 \) for \( i = 1, 2. \) The entries of the matrix are

\[ h_{ij,k} := 2M(\Delta x)^2 V_{ij}(x_k), \quad i,j = 1, 2 \quad k = 0, \ldots, K. \]

The algebraic eigenvalue problem has been solved using the \texttt{Matlab} function \texttt{eig}. In the numerical experiments reported here we used the parameters \( a = 1 \) and \( b = 10 \) in (B.3).

The quantum density \( \mu_{qc}(x), \) (2.15), is approximated by

\[ \frac{\sum_n \left| \phi_{n,k,1} \right|^2 + \left| \phi_{n,k,2} \right|^2}{\sum_k \sum_{n} \left( \left| \phi_{n,k,1} \right|^2 + \left| \phi_{n,k,2} \right|^2 \right) e^{-\beta e_n \Delta x}}, \quad k = 0, 1, \ldots, N. \]  

(B.5)

Since the computational domain \( \Omega \) is chosen large enough so that \( \mu_{qc}(x) \approx 0 \) for \( x \not\in \Omega, \) the imposed Dirichlet boundary condition does not introduce a significant numerical error. To approximate the integrals in the quotients of
the molecular density $\mu_{c1}(x)$, and the weight $q_k$, (2.16), we use the trapezoidal rule.

**Correlation-Dependent Observables** For numerical simulation of the position correlation observable, we deal with the expression $\text{Tr} (\hat{x}_\tau \hat{x}_0 e^{-\beta \hat{H}})$ where $\hat{x}_\tau = e^{i\tau \sqrt{M} \hat{H}} \hat{x}_0 e^{-i\tau \sqrt{M} \hat{H}}$ for which we introduce the approximations

$$e^{i\tau \sqrt{M} \hat{H}} \approx e^{i\tau \sqrt{M} H_d}, \quad e^{-\beta \hat{H}} \approx e^{-\beta H_d},$$

and

$$\hat{x}_0 \approx \begin{bmatrix} x_0 & x_0 & x_1 & x_1 & \cdots & 0 \\ 0 & x_K & x_K & \cdots & \cdots & \cdots \end{bmatrix} =: X.$$

Next we define the matrices

$$P := \begin{bmatrix} \phi_1 & \phi_2 & \phi_3 & \cdots & \phi_{2K} \end{bmatrix}, \quad D := \begin{bmatrix} e_1 & e_2 & \cdots & 0 \\ 0 & e_2 & \cdots & e_{2K} \end{bmatrix},$$

where the column vectors $\phi_1, \ldots, \phi_K$ and the numbers $e_1, \ldots, e_K$ solve the algebraic eigenvalue problem (B.4) with the mesh $x_k = -4.5 + k\Delta x$, on the computational domain $[-4.5, 4.5]$ for $\Delta x = \frac{9}{K}$ where $K = 2048$. Note that the orthogonal matrix $P$ diagonalizes the real symmetric matrix $H_d$, so $H_d = PDP^T$. Thus

$$e^{i\tau \sqrt{M} H_d} = Pe^{i\tau \sqrt{MD} P^T}, \quad e^{-\beta H_d} = Pe^{-\beta D P^T}.$$

We approximate the left-hand side of (2.17) by

$$\frac{\text{Tr} \left( Pe^{i\tau \sqrt{MD} P^T} X Pe^{-i\tau \sqrt{MD} P^T} (X Pe^{-\beta D P^T} + Pe^{-\beta D P^T} X) \right)}{\text{Tr} \left( 2Pe^{-\beta D P^T} \right)},$$

and perform the calculations in Matlab.

For the right-hand side of the estimate (2.17), we solve the Hamiltonian dynamics (2.18) using a position Verlet scheme, see [11]. More specifically let $(x_k, p_l) = (k\Delta x, l\Delta p)$ be a partition of $[-4.5, 4.5] \times [-4.5, 4.5]$ where

$$\Delta x = \frac{9}{K_x-1}, \Delta p = \frac{9}{K_p-1} \text{ and } K_x = K_p = 1000.$$

We compute for each $k, l \in \{-500, -499, \ldots, 499, 500\}$ the path from the dynamics (2.18) and we approximate the integrals on the right-hand side of the estimate (2.17) with the two-dimensional trapezoidal method.

**Choice of Parameters** The model problem allows us to control the spectral gap by changing the parameter $\delta$ in the definition of $V(x)$. In the numerical simulations for the equilibrium densities, we have chosen $M = 1000$. Note that in the atomic units used here the mass ratio for proton–electron system is approximately $M \approx 1836$. The temperature $T$ and the parameter $\delta$ were chosen such that the weight $q_1$ is kept the same and set to $q_1 = 0.8$. This choice guarantees that the contribution to the observable averaging from the excited state is not negligible.
The simulation evaluating the error for the position correlation observable was done for the correlation time $\tau = 0.2$ and the mass ratios up to $M = 100$. Nonetheless, even this relatively small value of $M$ confirmed that the $L^\infty$-error is inversely proportional to the mass ratio $M$.
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