Short-term forecasting of electric load based on Kalman filter with elastic net method
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Abstract. The short-term forecasting model based on Kalman filter is an important class of predictive algorithm widely used. This paper discusses a self-adaptive Kalman filter. The main idea of the paper is applying elastic net method and covariance matrices estimation to parameter identification, which can select variables of state with linear regression to make the model close to reality. Finally, this paper gives a simulation experiment to prove the effectiveness and feasibility of the model in practice.

1. Introduction
The short-term forecasting of electric load is a basic requirement for reliable operation of the electric energy system. Accurate forecasting is tightly related to the economic benefits, automated operation and scientific management of power grid. The methods of short-term forecasting of electric load have been developed for a long time, and the effectiveness of various methods have been proved, such as expert system [1], wavelet transform method [2], neural network method [3] and so on.

Kalman filter theory was proposed in 1960 and it can be applied to the state-space models with low algorithm complexity, which is easy to be implemented and suitable for both stationary and non-stationary stochastic process [4]. Therefore, researchers have developed many short-term forecasting models of electric load based on Kalman filter. For instance, self-adaptive Kalman filter can be applied to estimating the noise covariance matrices to improve predictive accuracy [5], and spline smoothing is used to project the states on the elements of the basis [6]. The combination of time series analysis and Kalman filter can determine the dimension of the state and improve forecasting delays [7].

This paper is based on self-adaptive Kalman filter, and introduces elastic net method and estimation of covariance matrices to parameter identification, which can select variables of state with linear regression and improve predictive accuracy in practice.

2. Kalman filter
The forecasting of load is using previous load values and temperature to obtain the future load. Assume that we have such an equation:

\[ L(k+1) = \sum_{j=0}^{k-2} a_j(k)L(k-j) + a_{n-1}(k)T(k+1) + u(k+1), \]  

(1)

where \( L(k) \) means the load value at time \( k \), \( T(k) \) means the temperature at time \( k \), \( a_j(k) \) is
coefficient and $u(k)$ is a Gaussian random variable. In such situation, Kalman filter can be used as a predictor [4]. Considering the system in the state space form below,

$$
X(k + 1) = F(k)X(k) + w(k),
Y(k) = H(k)X(k) + v(k),
$$

(2)

where $X(k) \in \mathbb{R}^n$ is the state vector, $Y(k) \in \mathbb{R}^m$ is the observation vector, $F(k) \in \mathbb{R}^{nxn}$ is the state transition matrix, $H(k) \in \mathbb{R}^{mxn}$ is the observation matrix, $w(k) \in \mathbb{R}^n$ is the state noise and $v(k) \in \mathbb{R}^m$ is the observation noise. Both state noise and observation noise are supposed to have the following properties:

$$
E(w(k)) = 0 \quad \forall k, \quad E(w(k)w^T(l)) = \begin{cases} Q(k), & k = l \\ 0, & k \neq l \end{cases}
$$

(3)

$$
E(v(k)) = 0 \quad \forall k, \quad E(v(k)^Tv(l)) = \begin{cases} R(k), & k = l \\ 0, & k \neq l \end{cases}
$$

(3)

$$
E(w(k)v^T(l)) = 0 \quad \forall k, \forall l.
$$

At every time $k$, the following steps are reiterated:

$$
\hat{X}(k + 1 | k) = F(k)\hat{X}(k | k)
$$

$$
P(k + 1 | k) = F(k)P(k | k)F^T(k) + Q(k)
$$

$$
K(k + 1) = P(k + 1 | k)H^T(k + 1)\left[ H(k + 1)P(k + 1 | k)H^T(k + 1) + R(k) \right]^{-1}
$$

$$
\hat{X}(k + 1 | k + 1) = \hat{X}(k + 1 | k) + K(k + 1)\left[ Y(k + 1) - H(k + 1)\hat{X}(k + 1 | k) \right]
$$

$$
P(k + 1 | k + 1) = [I_n - K(k + 1)H(k + 1)]P(k + 1 | k)
$$

(4)

where $K(k)$ is the filter gain matrix and $P(k + 1 | k)$ is the prediction covariance. The initial condition is $X(0 | 0) = X_0$, $P(0 | 0) = P_0$, which is not quite important since the filter values will converge to the true values with the increasing of time $k$. Thus, we apply Kalman filter to the forecasting and let

$$
X(k) = \begin{bmatrix} L(k) & L(k - 1) & \cdots & L(k - n) & T(k) \end{bmatrix}^T,
$$

(5)

$$
H(k) = \begin{bmatrix} 1 & 0 & 0 & \cdots & 0 \end{bmatrix},
$$

(6)

$$
F(k) = \begin{bmatrix}
    a_0(k) & a_1(k) & \cdots & a_{n-1}(k) & a_{n-2}(k) & a_{n-3}(k) \\
    1 & 0 & \cdots & 0 & 0 & 0 \\
    0 & 1 & \cdots & 0 & 0 & 0 \\
    0 & 0 & \cdots & 0 & 0 & 0 \\
    0 & 0 & \cdots & 1 & 0 & 0 \\
    0 & 0 & \cdots & 0 & 0 & 1 
\end{bmatrix}.
$$

(7)

Due to the parameters such as $a_j(k), Q(k)$ and $R(k)$ unknown, we have to identify the parameters by using the observations $Y(k)$ in order to construct the Kalman filter.
3. Parameter identification
The parameter identification in our model can be divided into two steps. First, we apply linear regression method to estimating the state transition matrix $F(k)$. Then, we use self-adaptive Kalman filter to modify the noise covariance matrices $Q(k)$ and $R(k)$.

3.1. Elastic net method
Elastic net method is based on LASSO (least absolute shrinkage and selection operator). LASSO is a regression analysis method that performs both variable selection and regularization [8]. The basic form is to solve the optimization problem

$$
\min_{\beta_0, \beta} \frac{1}{N} \sum_{i=1}^{N} (y_i - \beta_0 - x_i^T \beta)^2 + \lambda \| \beta \|_1,
$$

where $x_i$ and $y_i$ are the input and output of the $i$th sample, $\beta$ and $\beta_0$ are the coefficients of the input and intercept, and $\lambda > 0$ is a parameter which is usually calculated by cross-validation. The $l_1$ regularization can efficiently reduce the order of the predictive model. In other words, LASSO can select which variables are useful in the model during regression process [9]. Therefore, we apply LASSO to the estimate of coefficients $a_j(k)$ to reduce over-fitting and to clarify the essential variables [13].

Moreover, Ridge regularization can be often added to the form of LASSO (6) in practice. The method is called elastic net regularization, which can stabilize the $l_1$ regularization path [14]. The new form to find $F^*(k)$ is that

$$
F^*(k) = \arg \min_{F(k)} \frac{1}{N} \sum_{i=1}^{N} (L(k + 1 - i) - H(k)F(k)X(k - i))^2
$$

$$
+ \lambda [\alpha \| H(k)F(k) \|_1 + (1 - \alpha) \| H(k)F(k) \|_2],
$$

where $\alpha \in (0,1]$.

3.2. Noise covariance matrices
The estimation methods of noise covariance matrices $Q(k)$ and $R(k)$ in state-space models have been developed for a long time [10]. In our model, we combine two techniques to give an estimation at every time $k$. By using ICM (indirect correlation method) [11], we have the equation

$$
e(k) = Y(k) - H(k)\hat{X}(k | k - 1),
$$

$$
\hat{R}(k) = E[e(k)e^T(k)] - H(k)P(k | k - 1)H^T(k).
$$

Applying CMM (covariance matching method) [12] to the estimation of $Q(k)$, we have

$$
\hat{Q}(k) = (1 - z(k))\hat{Q}(k - 1) + z(k) [K(k)e(k)e^T(k)K^T(k)
$$

$$
+ P(k | k) - F(k - 1)P(k - 1 | k - 1)F^T(k - 1)],
$$

where $z(k) \in [0,1]$ is a parameter which determine the rate of update of $\hat{Q}(k)$.

The combination of those two techniques gives an unbiased estimation. However, if the dimension of $X(k)$ is high, the filter values may diverge, while $\hat{Q}(k)$ and $\hat{R}(k)$ are not positive semidefinite [5]. Therefore, we give a biased estimation form,
\[ \hat{R}(k) = \frac{1}{k} \sum_{i=1}^{k} e(i) e^T(i), \]
\[ \hat{Q}(k) = (1 - z(k)) \hat{Q}(k-1) + z(k) \left[ K(k) e(k) e^T(k) K^T(k) + P(k | k) \right]. \] (12)

4. Simulation

In order to test the forecasting model based on Kalman filter, we select 80 days between Nov. 2017 and Feb. 2018 and apply our algorithm to a station load data at every 30 minutes in Shanghai. There are 32 time points in each day after dropping some time points at which some of the load data is missing. We use our model to forecast the load in last day with the previous load data at same time point, and the relative error of forecasting at each time point is calculated with the form,

\[ \varepsilon(k) = \frac{(Y(k) - \hat{Y}(k))}{Y(k)} \times 100\% \] (13)

where \( Y(k) \) is the real load at time \( k \) in the selected day and \( \hat{Y}(k) \) is the forecasting of the load. Moreover, MAPE (mean absolute percentage error) is calculated with the form,

\[ MAPE = \frac{1}{N} \sum_{j=1}^{N} |\varepsilon(k)| \] (14)

**Figure 1.** Forecasting results and the real values.  **Figure 2.** Relative errors \( \varepsilon(k) \) by elastic net.

Let \( n = 7, \alpha = 0.5 \) and we obtain the results in figures 1 and 2. Figure 1 presents the real load and predicted value at time point \( k \) in the selected day. Figure 2 shows the relative error \( \varepsilon(k) \). From the results, we can find that the relative errors at most of time are less than 7% and \( MAPE_{EN} = 5.27\% \), which can be accepted in practice. Then, we apply least square method instead of elastic net method to the same data to estimate \( F(k) \), and the relative errors are in figure 3. From the results, we can find that some of the relative errors are so high that we cannot accept the forecasting error though there exist some time points where the relative errors of least square method is smaller than those of elastic net method, and \( MAPE_{LS} = 5.82\% \). Compared with our model, we can find \( a_j(k) \) estimated by elastic net method has many zero values but those estimated by least square method are not.
Moreover, we construct a LSTM (long short term memory) neural network to forecast the load with the past 7 days load data [15]. The results are in figures 1 and 4. The MAPE of LSTM is 8.48%, which is higher than our Kalman filter method with elastic net method. It shows that our model is more effective dealing with non-stationary series like the electric load data we used. Therefore, applying elastic net method to parameter identification may be a good choice.

5. Conclusion
This paper has presented an application of Kalman filter to the short-term forecasting of the load shape with the station load data in Shanghai. The main idea is parameter identification of the state-space model, and the paper has introduced two methods into the forecasting model.

- Elastic net method is applied to obtaining the state transition matrix $F(k)$. The algorithm can efficiently select the main variables during regression process and always reduce the dimension of state $X(k)$, which means that it may save computing resources during filtering.
- ICM and MCM are combined to estimate the noise covariance matrices $Q(k)$ and $R(k)$. The modified self-adaptive estimation can improve predictive accuracy and avoid divergence of filtering.

Finally, the paper uses the simulation to prove effectiveness and feasibility of our model based on Kalman filter.
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