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INTRODUCTION

One of the key challenges in constructing a quantum computer is keeping the error rate under an acceptable threshold, which will be a requirement even for future fault-tolerant quantum computation.1–7 The optimal control strategy for each quantum gate depends on the parameters that characterize the underlying error channel \(E\). There has been an increasing interest in tailoring control strategies to the error channel, such as variability-aware qubit allocation and movement,8 noise-adaptive compilation,9 and quantum error-correcting codes designed for biased noise.10–15

Although an initial calibration may be sufficient for simpler devices, a fully functional quantum computer will have to deal with the possibility of assessing changes in the error parameters in real time. Many reduction techniques have been proposed for errors that vary slowly in time, such as composite pulses,16–28 optimal control,29–32 dynamical decoupling,33–38 and dynamically corrected gates.39–41 In this work, we analyze the use of a subset of qubits—called spectator qubits—to perform real-time recalibration.

Spectator qubits probe directly the sources of error and thus do not need to interact with the data qubits, so they can be distinguished from ancilla qubits used for syndrome extraction14,42 in quantum error correction. As long as the error channel of the spectator qubits is correlated to the error channel of the data qubits, it is possible to estimate \(E\) by measuring the spectators. Although sensor networks,43 machine learning techniques,44,45 and even spectator qubits46 have been proposed to keep track of error parameters that vary in space or time, more often than not these techniques are not suitable for real-time calibration because of how long it takes to extract useful information about the error parameters from the experimental data. Here we describe the complete feedback loop between the information extracted from the spectator qubits and the recalibration of the control strategy on the data qubits, estimating how this information can positively impact the control protocol. When the necessity for feedback is taken into account, acquisition of information via the spectator qubits has to be sufficiently fast, such that the rate of errors in the data qubit does not exceed the rate at which the parameters are being estimated. Such feedback schemes could, in principle, deal with general classes of errors, but in this work we will limit our discussion to particularly damaging coherent errors.

We illustrate the difficulty of using feedback against coherent errors with a simple example. Consider constant overrotations around the x-axis characterized by the error parameter \(\theta\). If the error rate is the same as the rate of acquisition of information, the estimate of \(\theta\) after \(N\) overrotations will have an imprecision proportional to \(N^{-1/2}\). For this reason, any attempt to correct the error with the inverse unitary will result in an extant error that still grows with \(O(N^{1/2})\):

\[
ed^{	heta N}e^{-iN[\theta+O(N^{-1/2})]x} = e^{O(N^{1/2})x}.
\]

This kind of difficulty is common to coherent errors in general, but can be contained with the help of quantum control techniques that reduce the speed with which the errors accumulate in the data qubits. Other ways of balancing the increase of errors with a sufficient fast acquisition of information are as follows: usage of different species of qubits for data and spectators, and application of different rates of measurements to reach the Heisenberg limit. Here we will focus on the first strategy of making the data qubits less sensitive to errors via control strategies and leave the other methods to be explored in future work.

In this work, we propose that real-time calibration with spectator qubits can, in principle, improve the fidelity of any system undergoing coherent errors, as long as: (1) the information available to the spectator qubits is sufficient to keep track of the rate of change of the error parameters and (2) we have a quantum control method capable of sufficiently suppressing the speed with which the coherent errors accumulate in the data. The general setup that we will consider is the one illustrated in Fig. 1, where spectator qubits embedded in the same architecture as the data qubits are measured periodically to determine the error profile.

---

1Departments of Electrical and Computer Engineering, Chemistry, and Physics, Duke University, Durham, NC 27708, USA; 2Present address: Q-CTRL Pty Ltd, Sydney, NSW, Australia. *email: leoadec@leoad.ec

Published in partnership with The University of New South Wales
where we are expressing the unitary error operator in terms of the rotation axis \( \mathbf{n} \) as \( U = e^{-i(n \cdot \sigma)/2} \) and the expectation value is taken for the initial state of the system.

Although the imprecision decreases with \( 1/\sqrt{N} \), there are other resources that are able to improve our estimate faster than that. Increasing the number of overrotations \( L \) between each measurement reduces the imprecision by \( 1/L \)—the so-called Heisenberg scaling—a kind of precision that can also be achieved by using entangled qubits.\(^{36,49}\) These schemes increase the achievable precision by increasing the Fisher information between each measurement. However, the scaling by the number of measurements will remain the same, \( 1/\sqrt{N} \).

Calling the error parameter during the \( k \)th time slot \( \theta_k \), the optimal correction scheme against the coherent error \( U(\theta_k) \) would be to simply apply its Hermitian conjugate \( U^\dagger(\theta_k) \). Our actual strategy might not be as good as the ideal one, so this description will give us an upper limit for the possible recovery. Moreover, if we only have access to an estimate \( \hat{\theta}_k \) of \( \theta_k \), our strategy will be limited by the amount of precision we can achieve in obtaining this estimate. Although it is possible that our measurement scheme will not be able to saturate the Cramér–Rao bound, this will nevertheless provide an upper limit to how much precision we can achieve. An example of a situation where the Cramér–Rao bound is not saturated occurs when we attempt to apply RPE, a procedure that prescribes doubling the number of gates before each measurement,\(^{50}\) resulting in a precision that achieves the Heisenberg scaling\(^{10}\) if there are no time constraints. With time constraints, this scaling is not always true—as discussed in Section V of the Supplementary Information. Given this risk of underperformance and the fact that robustness of RPE to time-dependent errors is not well-known,\(^{51}\) in this work we will only use a limited number of gate repetitions before measurement and concentrate our analysis on the scaling \( 1/\sqrt{N} \), which comes from varying the number of measurements \( N \).

Regardless of how we obtain the estimate \( \hat{\theta}_k \), once we have a reliable value for it, the best possible evolution after the optimal correction strategy is represented by the effective unitary \( V(\phi) \):

\[
V(\phi) = U^\dagger(\hat{\theta}_k)U(\theta_k),
\]

where \( \phi \) is an effective error parameter that depends essentially on the difference between \( \theta_k \) and \( \hat{\theta}_k \). Using this, we can estimate the best possible process fidelity for a given \( \phi \):

\[
F(\phi) = \frac{\text{Tr} \{ V(\phi) \}^2}{\text{Tr} \{ 1 \}},
\]

which is proportional to the average fidelity.\(^{52}\) Here, \( \phi = 0 \) corresponds to perfect knowledge of the error parameter, allowing a perfect evolution of the system. In addition, invoking the fact that the fidelity for a coherent error should be a continuous function of the angle, we can expand this fidelity as a power series around \( F(\phi = 0) \):

\[
F(\phi) = \sum_{n=0}^{\infty} \phi^n F^{(n)}(0),
\]

where we are using the following notation for the \( n \)th derivative of the fidelity:

\[
F^{(n)}(\phi) = \frac{d^n F}{d \phi^n}|_{\phi=0}.
\]

By our choice of \( \phi \), the point \( \phi = 0 \) corresponds to perfect knowledge of the error, making the fidelity take its maximum value. Therefore, \( F(\phi = 0) = 1 \), \( F^{(1)}(\phi = 0) = 0 \), and \( F^{(2)}(\phi = 0) < 0 \). Expanding the expression up to the second order and

**RESULTS**

Theoretical limits

The purpose of spectator qubits is to obtain information about an error parameter, while its value slowly drifts. This problem can be approximated by a setting where the error parameter is assumed to be fixed within a series of time slots. After the end of each time slot, the parameter changes according to a probability distribution.

In this work, we will assume that the drift is sufficiently slow that this error parameter does not change significantly during a measurement. In this limit, the duration of the measurement process does not affect the result of the measurement and we can assume it to be instantaneous. However, the number \( N \) of measurements that can be performed in the period of time where the error parameters remain fixed is still limited.

The precision with which we can learn about the drift from this series of \( N \) measurements is limited by the Cramér–Rao bound.\(^{57}\) Calling our imprecision \( \delta \theta \), the Cramér–Rao bound has the form:

\[
\langle |\delta \theta| \rangle \geq \frac{1}{\sqrt{\frac{N}{F_0}}},
\]

where \( f_\theta \) is the Fisher information about the error parameter \( \theta \) available to the system between each measurement. The error parameter \( \theta \) could, in principle, represent any kind of information about the error, but in the case of coherent errors, it will often mean an overrotation angle. Still, in the context of coherent errors, if the system can be represented by a pure-state density matrix \( \rho \), the Fisher information takes the specific form:\(^{57}\)

\[
f_\theta = 4 \text{Tr} \left\{ \rho \left( \frac{\partial \rho}{\partial \theta} \right)^2 \right\} = \left( 1 - \langle \mathbf{n} \cdot \sigma \rangle^2 \right).
\]
representing the extra terms as a Lagrange remainder, we find:
\[
F(\phi) = 1 + \frac{1}{2} \phi^2 F^{(2)}(0) + \frac{1}{2} \int_0^\phi dx \ (x - \phi)^2 F^{(3)}(x). \tag{8}
\]
Suppose \(\phi_0\) is the effective error parameter if we do not update our estimates using the spectator qubits, whereas \(\phi_i\) is the effective error parameter if we use spectator qubits to acquire information. The feedback loop will be successful if the fidelity obtained using spectator qubits is, on average, superior to the fidelity that we obtain without using them. Therefore, we want to satisfy:
\[
\langle F(\phi_i) \rangle > \langle F(\phi_0) \rangle,
\]
which in Eq. (8) is equivalent to:
\[
\langle \phi^2 \rangle + \frac{1}{F^{(2)}(0)} \left( \int_0^{\phi_i} dx \ (x - \phi_i)^2 F^{(3)}(x) \right) < \langle \phi^2 \rangle_N
\]
\[
+ \frac{1}{F^{(2)}(0)} \left( \int_0^{\phi_0} dx \ (x - \phi_0)^2 F^{(3)}(x) \right). \tag{10}
\]
Although it is possible to solve the necessary condition above even in situations where our spectators have not helped to decrease the effective error parameters, usually we will want to further impose that:
\[
|\phi_i| < |\phi_0|,
\]
a condition that is ultimately limited by the Cramér–Rao bound. However, while we try to meet this condition, we also should make sure that the errors do not increase excessively. This can be translated into a second set of conditions that are not necessary, but are sufficient to satisfy inequality (10) when we impose (11). These conditions simply say that the higher-order terms of the expansion must be negligible in comparison with the second-order terms that originate condition (11):
\[
\langle \phi^2 \rangle > \frac{1}{F^{(2)}(0)} \left( \int_0^{\phi_0} dx \ (x - \phi_0)^2 F^{(3)}(x) \right), \tag{12}
\]
\[
\langle \phi^2 \rangle_N > \frac{1}{F^{(2)}(0)} \left( \int_0^{\phi_i} dx \ (x - \phi_i)^2 F^{(3)}(x) \right). \tag{13}
\]
It is worth noticing that, as sufficient but not necessary conditions, we do not need to respect (12) and (13) to obtain satisfactory results with spectator qubits. However, if the feedback loop with the spectators is not improving the fidelity of the system despite condition (11) being met, then changing the scheme so that (12) and (13) are satisfied will suffice to make the strategy work.

It is worth remarking that this kind of analysis that requires a Taylor expansion around \(\phi = 0\) is not adequate for metrics that do not have a derivative at \(\phi = 0\), such as the diamond norm, which is defined as:
\[
\diamond_\phi \equiv \max_\rho \| (V(\phi = 0) \otimes 1) |\rho\rangle - (V(\phi) \otimes 1) |\rho\rangle \|_{1}. \tag{14}
\]
For this reason, we opted to use the process fidelity as defined in Eq. (5) in our analyses. In any case, as there is a one-to-one correspondence between the diamond norm and the process fidelity for coherent errors, an improvement in one metric translates into an improvement in the other as well.

Finally, let us consider a simple example of a situation where forcing conditions (12) and (13) to be respected also makes the complete feedback loop to function. Suppose a data qubit and a spectator qubit simultaneously suffer the same kind of overrotation, \(e^{-i\alpha \hat{n}}\). In this situation, the necessary condition (9) takes the following exact form after \(N\) measurements and overrotations:
\[
\cos^2(N\phi_0) > \cos^2(N\phi_i).
\]
\[
\text{If a measurement is performed after each overrotation, the best average estimate we can find for } \phi \text{ is given by } 1/(2\sqrt{N}), \text{ according to the Cramér–Rao bound and Eq. (3). A simple way of satisfying (15) is by restricting the arguments of the cosines to the interval } [-\pi/2, \pi/2] \text{ and then imposing condition (10). However, } \phi_i \text{ will only be smaller than } \phi_0 \text{ if we perform a number of measurements that is sufficiently large to have a clear estimate of } \phi_i \text{—i.e., if } 1/(2\sqrt{N}) < |\phi_0|. \text{ By this point, however, the increase in } N \text{ may have brought the angles of the } [-\pi/2, \pi/2] \text{ range, in which case the necessary condition (15) may no longer be satisfied by simply reducing the value of } \phi_i. \text{ In particular, this translates into a violation of the sufficient condition (12). Instead, we have (see Section I of the Supplementary Information for details of the derivation):}
\]
\[
\left| \frac{1}{F^{(2)}(0)} R_2(\phi_i) \right| = \frac{1}{4N} + \frac{\cos(\sqrt{N} - 1)}{2N^2},
\]
whose right-hand side approaches \(\phi_i \sim 1/\sqrt{2N}\) as \(N\) grows, which causes a violation of the condition.

As this is a sufficient condition, its violation at this point can be seen as merely incidental to the failure of the scheme. Nevertheless, satisfying the sufficient conditions is all that is necessary to turn an ineffective strategy into a successful one. In our case, if we have quantum control strategies available that are capable of slowing down the evolution of the data qubit to a fraction \(\kappa < 1\) of the speed of change of the spectator, so that it now sees an effective error parameter \(k\phi_i\), we find an easier solution to be satisfied:
\[
\langle \phi^2 \rangle > \kappa \left( \frac{1}{F^{(2)}(0)} \int_0^{\phi_0} dx \ (x - \phi_0)^2 F^{(3)}(x) \right).
\]
As long as \(F^{(3)}(\phi)\) is continuous near the origin—a feature expected for coherent errors—he right-hand side of the inequality should go to zero as \(\kappa \rightarrow 0\). This means we can always find a sufficiently small value of \(\kappa\) so that the sufficient conditions are satisfied. Such a suppression \(\kappa\) of the errors in the data qubit, which can be achieved via control techniques, is equivalent to making the spectator qubit more sensitive to errors. This could be achieved by using different kinds of species of qubits for data and spectators. Although this is a promising direction for future research, in this work we will focus on examples where the control techniques are responsible for the suppression.

Moreover, if the actual error parameter \(\theta\) is small, we can alternatively suppress \(\phi_i\) by making the data qubit perceive a quadratic error in \(\theta\), whereas the error in the spectator remains linear. In other words, an effective error proportional to \(~ (\theta^2 - \hat{\theta}^2\) will be smaller than an effective error proportional to \(~ (\theta - \hat{\theta})\).

In the simple example above, we can make a feedback scheme work by increasing the relative sensitivity of the spectator to the noise. We will see in the results below that this kind of suppression is also useful in more realistic scenarios. It is particularly convenient that the quadratic suppression of errors is common in many quantum control techniques.\(^{25,36,38,40}\)

Application to magnetic field noise

A qubit precessing around an axis in the Bloch sphere due to some external coherent error source will behave in a manner that is analogous to a spin-1/2 subjected to an external classical magnetic field. Calling this external classical field \(\mathbf{B}\), the error will be described by the unitary \(U(t) = e^{-i\mathbf{B} \cdot \mathbf{a}}\), where we are incorporating any constants into the magnitude of \(\mathbf{B}\).

If we know the direction of the classical field \(\mathbf{B}\), we can achieve perfect dynamical decoupling by applying \(n\)-pulses in a direction \(\mathbf{n}\) that is perpendicular to \(\mathbf{B}\).\(^{33}\) If we do not keep track of the direction of \(\mathbf{B}\), protection against first-order errors can still be
known as XY-438,54 or modified CPMG.55 However, if we acquire information about the direction of B and rotate the X and Y pulses to a new plane $x'y'$ that is perpendicular to B, this new tailored $X'Y'–4$ sequence will not only cancel perfectly the errors caused by a static B, but will also be robust against small changes in the direction of the classical field.

By placing spectator qubits around the data, as depicted in Fig. 2a, we can detect drifts in the direction of a magnetic field. We measure the components of $B = B_x x + B_y y + B_z z$, by suppressing the undesirable parts of the qubit evolution via dynamical decoupling—a process that can be extended to the spectroscopy of non-unitary errors as well57 and intermediate situations that involve both kinds of errors.54 To achieve this, we measure one component at a time, applying $n$-pulses in the direction that we want to measure, and preparing and measuring the spectator qubit in two distinct bases that are not eigenvectors of the pulses applied. Meanwhile, the data qubit must undergo a dynamical decoupling that suppresses the linear terms of all the components of the magnetic field.

In Fig. 3, we compare the process fidelity ($S$) for the case where we maintain the initial calibration with the case where the spectator qubits are used for recalibration. Spectator qubits are able to keep $1 − F$ below a $10^{−4}$ threshold after the non-calibrated system has crossed it. Although some codes have thresholds of the order of $1%$,58–60 a more strict threshold would allow fault tolerance using fewer resources. We consider the dynamical decoupling via sequences of pairs of pulses perpendicular to the direction of the magnetic field and also the tailored $X'Y'–4$ sequence. In both cases, the spectator qubits stabilize at a level that remains indefinitely below the threshold.

Application to laser beam instability

In ion-trap quantum computers, the laser beams used to drive gates, cool ions, and detect states can suffer from common calibration issues such as beam pointing instability and intensity fluctuations.51 Moreover, they can cause crosstalk, rotations on neighboring qubits that occur when the laser beam overlaps with more qubits than the one being addressed. In principle, the
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**Fig. 2** Diagrams of two spectator qubit applications. In both, we assume an equal distance $x_0$ between spectators (red) and data qubit (black). In a, a classical field is assumed to vary linearly in the position coordinate, so the field in the data ($B_d$) can be estimated as the average of the field in the equidistant spectators ($B_1$ and $B_2$). In b, a laser beam has its ideal Gaussian profile (dashed) changed into an actual beam (solid), which is characterized by the error parameters $\delta$ and $\epsilon$. Obtained via repetitions of an XXXY sequence of $n$-pulses,33,53 also known as XY-438,54 or modified CPMG.55 However, if we acquire information about the direction of the laser beam affecting the data qubit and rotate the X and Y pulses to a new plane $x'y'$ that is perpendicular to the magnetic field, we can detect drifts in the direction of the field.
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**Fig. 3** Classical field error with and without spectator qubits. Here we show the average process fidelity per sequence of four $n$-pulses spaced by a period $\tau$, calculated numerically and averaged over 1000 runs (dashed) analytically (solid for the case without spectator qubits) and semi-analytically (solid for the case with spectator qubits) when we apply (a) just pulses perpendicular to the direction of the field; (b) a tailored $XY–4$ sequence where the $xy$-plane is chosen so that it is perpendicular to the magnetic field. Insets show the long-term behavior of the fidelity, where the spectators stay indefinitely below the threshold. We assume the $n$-pulses to be instantaneous.
One benefit of the different control methods is that they are equally sensitive to noise and we had to use a combination of methods to slow down the error accumulation on data qubits. In this work, both spectator and data qubits are capable of recalibrating the system as spectator or data qubits. However, we can sacrifice this advantage to construct (or choose) spectator qubits that are more sensitive to a particular type of noise than our data qubits. Such a strategy eliminates the need for quantum control methods that were used to slow down errors on data qubits. One example is to use multi-species ions in ion-trap architecture. We can use Zeeman qubits (first-order magnetic field sensitive) as our spectator qubits and hyperfine qubits (first-order magnetic field insensitive) as our data qubits for dealing with magnetic field noise.

In the case of the spectator qubits used to calibrate dynamical decoupling, in Fig. 3, we have seen the fidelity remain under the threshold for an indefinite period. We believe this is possible because the error in this setting depends mainly on the angle between the classical field and the pulses, a parameter whose value is not allowed to grow indefinitely.

For laser beam instability, the inset in Fig. 4 shows that even when we are using spectator qubits, the average gate fidelity crosses over the threshold at a later time. We believe this is because the laser parameters become very large as the random walk is bounded. This contrasts with the magnetic field parameters, whose random walk was bounded. When the error parameters become very large (ε, δ > 1), the data qubit (error is quadratic) becomes more sensitive to the error than the spectator qubits (error is linear). One possible way to fix this is to include an external classical controller that restricts the maximum value of the fluctuating error parameters and prevents the crossing of the threshold.

It is worth noting for the laser beam instability case that although we have simulated the fidelity of a single gate (σx) due to miscalibration, it is straightforward to extend our approach to an arbitrary computation. We can do this by interleaving cycles of control and measurement.
composed of gates that we want to calibrate on data qubits and spectator qubit measurements between gates of the algorithm. When attempting to put the beam instability feedback loop into practice, it may become important to take into account the additional errors that can be caused by measuring neighboring qubits. However, in this setting where we attempt to improve the process fidelity per gate, the penalty for the measurement errors does not accumulate, rather impacting the performance of the gates individually. If a measurement error is modeled by an incoherent process that occurs with probability $p$, this will count as an incoherent channel that occurs after the gate and reduces the probability of no error occurring by a fraction $1 - p$. This new background error will reduce the overall gate fidelity and to maintain gates below the threshold error it is critical to maintain an even better calibration. In effect, this will lower the threshold that we have to reach by a fixed amount, but the overall analysis of the problem remains the same. When the measurement error occurs during an SK1 sequence, the interaction between the series of gates and the incoherent channel will be more complicated, but the overall effect will still be that an incoherent error spoils the state of the system with probability $p$, having the overall effect of lowering the threshold.

The possibilities of applications of spectator qubits are not limited to the two coherent errors that we simulated above. Protection against magnetic fields, e.g., besides being relevant to ion traps and nuclear spin qubits, could be extended to detection and dynamical decoupling of a classical external electric field $E$ for qubits that are instead sensitive to electric fields, such as antimony nuclei.63 In future full-fledged quantum computing systems, spectator qubits will enable error rates below the threshold for fault tolerance for longer times than systems without spectator recalibration. This will allow for longer quantum computations. For near- and medium-term applications, however, enhancements would be required to reduce the prohibitive number of measurements necessary to obtain a reliable estimate of the change in the calibration. It would be particularly desirable to implement small corrections in the calibration after fewer measurements, possibly assuming some prior knowledge of how the calibration changes or a specific biased drift of the error parameters. These could be combined with other venues for improvement, such as using Bayesian learning protocols45,46 to make more accurate predictions of future evolution of error parameters or to implement adaptive measurements,64,65 and

**Fig. 6** Control landscapes for beam instability errors. These are heat maps in base-10 logarithm of the (a, b) ratio of $1 - \langle F \rangle$ with and without spectator qubits at fixed time $N = 4000$; and (c, d) ratio between the points where the $10^{-4}$ threshold is crossed, with and without spectator qubits. These control landscapes are heat maps showing the effect of spectator qubits for different values of measurements per cycle ($M$) and step size. Initial values of the error parameters and ion distance are the same as in Fig. 4, and the values of $\Delta \epsilon$, $\Delta \delta$, and $M$ that correspond to those from Fig. 4 are marked by the white circle. Blue regions represent settings where the spectators improve either (a, b) the fidelity or (c, d) time it stays below the $10^{-4}$ threshold. Regions above the black curve represent situations where (a, b) the system with spectators cross the $10^{-4}$ threshold for the process fidelity or (c, d) where the $10^{-4}$ threshold is crossed before there has been time to complete the first spectator cycle. Spectator qubits perform worse (red areas) when very few measurements are performed before updating (left extremity of the graphs), or when the rate of change is so small that not recalibrating is a better strategy, as in the bottom of a and b. Discontinuities along the x-axis in a and b correspond to situations where the end of a spectator cycle occurs at the point $N = 4000$ and are analogous to the discontinuities seen in Fig. 4.
using entangled states, many-body Hamiltonians, quantum codes, or optimal control to maximize the information available.

**METHODS**

**Error model**

In our numerical, analytical, and semi-analytical simulations for Figs 3–6, the error parameters \( \theta \) are assumed to start at a fixed value \( \theta_0 \) and fluctuate in time according to a random walk with unbiased Gaussian steps of average size \( \Delta \theta \), so that the probability of it having a value \( \theta_n \) after \( N \) steps will be:

\[
p(\Theta = \Theta_n|\Theta_0 = \theta_0) = N(\Theta_n, N(\Delta \theta)^2; \theta_0),
\]

(20)

where the random variable \( \Theta_n \) gives the value of the error parameter after \( N \) steps and \( N(\mu, \sigma^2; x) \) is the normal distribution with mean \( \mu \) and variance \( \sigma^2 \):

\[
N(\mu, \sigma^2; x) = \frac{1}{\sqrt{2\pi\sigma^2}}\exp\left(-\frac{(x-\mu)^2}{2\sigma^2}\right).
\]

(21)

Suppose that, given an actual value of the error parameter \( \theta \) and an estimate \( \hat{\theta} \), we know the expression of the process fidelity per gate, \( F(\theta, \hat{\theta}) \). Then, if the parameter drifts in time but our estimate is not updated, we can use the probability distribution of the random walk to find the average fidelity per gate after \( N \) steps when spectators are not recalibrating the system, \( F_{\text{nospec}} \):

\[
F_{\text{nospec}} = \int d\Theta p(\Theta = \Theta | \Theta_0 = \theta_0) F(\Theta, \hat{\Theta}).
\]

(22)

This expression can be analytically calculated for all the applications above (see Supplementary Information Section III).

If spectator qubits are present, the estimate \( \hat{\theta} \) is updated after every cycle of measurements. After the \( k \)th cycle of measurements of the spectators, the next estimate is obtained via an estimator \( \hat{\theta}_{\text{est}}^k \) that consists of the average of the error parameter sampled at the previous \( M \) steps of the random walk:

\[
\hat{\theta}_{\text{est}}^k = \frac{\Theta_{\text{est}}^{k-1|M} + \Theta_{\text{est}}^{k-2|M} + \cdots + \Theta_{\text{est}}^M}{M},
\]

(23)

where we assume that the parameters change slowly enough so that \( \theta \) has a precisely defined value during each measurement. For this reason, the variance of the Gaussian in Eq. (20) can always be rescaled so that the number of steps of the random walk matches the number of measurements.

The probability distribution of the estimator will be a Gaussian, as this is a random variable consisting of the average of the Gaussian random variables \( \Theta_{\text{est}}^{M,n} \):

\[
p(\Theta_{\text{est}}^k = \hat{\theta}_{\text{est}}^k | \Theta_{\text{est}}^M = \Theta_{\text{est}}^M) = N\left(\mu_k, \sigma_k^2; \hat{\theta}_{\text{est}}^k\right).
\]

(24)

Therefore, the probability distribution will be entirely characterized by the two cumulants that can be calculated from Eq. (23), which are (see Supplementary Information Section II) the mean \( \mu_k \):

\[
\mu_k = \hat{\theta}_{\text{est}}^k = \frac{M - 1}{2k} \hat{\theta}_0 - \hat{\theta}_{\text{est}}^M,
\]

(25)

and the variance \( \sigma_k^2 \):

\[
\sigma_k^2 = \frac{M - 1}{4k^2} \left(3M - 3k + 2\right) (\Delta \theta)^2.
\]

(26)

Finally, the measured value \( \hat{\theta} \) may differ from the estimator, according to the lower limit of the Cramér-Rao bound (2), by an amount that corresponds to the inverse of the Fisher information \( I_{\theta} \) times the number of measurements:

\[
p(\hat{\theta} = \Theta | \Theta_{\text{est}}^M = \hat{\theta}_{\text{est}}^M, M) = N\left(\hat{\theta}_{\text{est}}^M, (M I_{\theta})^{-1/2}; \hat{\theta}\right).
\]

(27)

Given these probability distributions for \( \Theta_{\text{est}}^M, \hat{\theta}_{\text{est}}^M \), and \( \hat{\theta} \), the average fidelity \( N \) steps after the \( k \)th spectator cycle, which we call \( F_{\text{spec}} \), can be calculated from the average fidelity for a fixed calibration given in Eq. (22):

\[
F_{\text{spec}} = \int d\hat{\theta} p(\Theta = \Theta | \Theta_0 = \theta_0) F(\Theta, \hat{\Theta}).
\]

(28)

Using the assumption that the error parameters are small, we solved the triple integrals analytically for \( \epsilon \) and \( \delta \) (see Supplementary Information Section IV), and numerically for the magnetic field case.

**Magnetic field noise**

In the simulation of the dynamical decoupling of a magnetic field, we assumed the field gradient to be linear, so that measurements in two spectators are sufficient to determine the field in the data qubit. We choose the \( z \) axis to coincide with the initial direction of the magnetic field. Using \( \tau \) to denote the time spacing between instantaneous \( n \)-pulses, we choose the initial value \( B_0 \) of the magnetic field in one of the spectators to satisfy \( r B_1 = 2 \times 10^{-7} \) \( z \) when the data qubit undergoes a two-pulse sequence and \( r B_2 = 3.8 \times 10^{-7} \) \( z \) when it undergoes the tailored XY-4 sequence. The second spectator is assumed to experience initially half of the value of this magnetic field \( B_2 = B_0/2 \).

Each component of the magnetic field was assumed to perform an independent random walk, with steps of different size. We choose SDs \( \Delta B_x/B_1 = 3\% \), \( \Delta B_y/B_2 = 2\% \), \( \Delta B_z/B_y = 1\% \) for each random walk. These components are then assessed separately and sequentially in the spectator qubits, which is done by preparing and measuring the spectator in eigenbases of two distinct Pauli matrices that are perpendicular to the component of \( B \) that we want to measure. There is no need for spectator qubit re-initialization after each measurement, as measurement in a particular Pauli basis prepares the spectator qubit in an eigenbasis of that Pauli operator. The other components of \( B \) are decoupled by applying a sequence of \( n \)-pulses to the spectators between each measurement, so that we can approximate our estimates of \( \hat{B}_x, \hat{B}_y, \) and \( \hat{B}_z \) by:

\[
\hat{B}_x = -\arcsin\left(\frac{\langle U(\pi/2)|\sigma_x|U(\pi/2)\rangle}{4n}\right),
\]

(29)

\[
\hat{B}_y = -\arcsin\left(\frac{\langle U(\pi/2)|\sigma_y|U(\pi/2)\rangle}{4n}\right),
\]

(30)

\[
\hat{B}_z = -\arcsin\left(\frac{\langle U(\pi/2)|\sigma_z|U(\pi/2)\rangle}{4n}\right),
\]

(31)

where \( \langle \psi|U(\pi/2)|\sigma_i|U(\pi/2)\rangle \) represents the averages of a measurement of \( \sigma_i \) in a system prepared at a state \( |\psi\rangle \) and left to evolve for a time \( \pi/2 \). The number \( n \) of \( n \)-pulses before each measurement was chosen as 20 for spectators aiding the perpendicular 2-pulse sequence and 4 for spectators whose information was used to tailor a XY-4 sequence. After \( M = 700 \) measurement cycles, we use the new estimate of the direction of \( B \) to update our dynamical decoupling control parameters. For the pairs of perpendicular \( n \)-pulses, we make the pulse direction perpendicular to \( B \).

We estimate the plane that is normal to \( B \) and left to evolve for a time \( \tau \). The number \( n \) of \( n \)-pulses before each measurement was chosen as 20 for spectators aiding the perpendicular 2-pulse sequence and 4 for spectators whose information was used to tailor a XY-4 sequence. After \( M = 700 \) measurement cycles, we use the new estimate of the direction of \( B \) to update our dynamical decoupling control parameters. For the pairs of perpendicular \( n \)-pulses, we make the pulse direction perpendicular to \( B \).

We estimate the plane that is normal to \( B \) and left to evolve for a time \( \tau \). The number \( n \) of \( n \)-pulses before each measurement was chosen as 20 for spectators aiding the perpendicular 2-pulse sequence and 4 for spectators whose information was used to tailor a XY-4 sequence. After \( M = 700 \) measurement cycles, we use the new estimate of the direction of \( B \) to update our dynamical decoupling control parameters. For the pairs of perpendicular \( n \)-pulses, we make the pulse direction perpendicular to \( B \).
averages $\langle \sigma_i \rangle_1$, $\langle \sigma_i \rangle_2$ of the M measurement results in spectator qubits 1 and 2 are then used to estimate $\Omega$ according to:

$$\Omega = \frac{1}{2\sigma_0} \arccos(\langle \sigma_i \rangle_1) - \arccos(\langle \sigma_i \rangle_2),$$

which follows from Eq. (19). As only $\Omega$ affects the data, the sign of our estimate of $\Omega$ is irrelevant. After $M = 400$ repeated measurements, we build sufficient confidence in our estimate $\Omega$ so that, for future gates, we adjust the Rabi frequency to $\Omega(1 - \delta)$ using our classical control setup to compensate for the pointing instability.

As the parameter $\epsilon$ is linear in all qubits, we apply an SK1 composite pulse sequence to slow down the error accumulation in the data qubit. Measurements on the spectator qubits—assumed to be at a distance $x_i = [1i]B$ from the data (where $x_i$ is measured in units of twice the variance)—are performed after each regular $\sigma_i$ gate is applied, but before the application of the second and third pulses of the SK1 sequence. The value of $\epsilon$ is then estimated from the measurement results of $\langle \sigma_i \rangle_1$, $\langle \sigma_i \rangle_2$:

$$\epsilon = \frac{1 - \epsilon^2}{2\epsilon} \arccos(\langle \sigma_i \rangle_1) + \arccos(\langle \sigma_i \rangle_2),$$

where $\epsilon$ is the previous estimate of $\epsilon$. After $M = 1000$ measurements, we update the Rabi frequency to $\Omega(1 - \epsilon)$ to compensate for the errors.
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