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1. Introduction

Clustering, a fundamental task in machine learning, aims to group similar samples, serving as a crucial initial step for various data mining tasks, including domain adaptation [1], anomaly detection [2], and representation learning [3, 4]. Traditionally, clustering is performed in a centralized manner, assuming data stored on a central server for model training. However, in practical scenarios, data may be distributed among numerous client devices, such as smartphones, and can only be kept local at the clients due to privacy restrictions. Figure 1 illustrates that relying solely on local similarity is inadequate for accurately grouping local data, while utilizing global similarity can yield better results. Unfortunately, accessing the global real dataset is unfeasible since sharing local data among clients is strictly prohibited. Thus, the crux of the matter lies in devising means to measure global similarity without sharing private data.

To address this challenge, a novel clustering protocol, Federated Clustering (FC), has emerged, aiming to cluster data based on a global similarity measure while preserving data locally [5, 6]. Extensions of traditional methods, such as K-means (KM) and fuzzy c-means (FCM), have been proposed for FC, referred to as k-FED [5] and Federated Fuzzy C-Means (FFCM) [6]. These extensions iteratively estimate global and local data centroids, mining local centroids from private data, and uploading them to a server where KM is applied to create k global cluster centroids for preserving global similarity.

Figure 1: A toy example to illustrate the inherent interest of federated clustering. (a)-(b) The local data on two client devices. (c) All local data are combined in a central storage. (d) GAN generated synthetic data used in our model. For each dataset, we perform K-means on it. Cluster centroids are indicated by “+” and samples are colored by the clustering results. Only (c) correctly identifies two clusters, and the centroids in (d) are the closest to those in (c).
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Table 1: NMI of clustering methods on the toy example. The results indicate that K-means (KM) and fuzzy c-means (FCM) can recover two true clusters in the centralized setting, but their extensions fail to do so in the federated setting.

|                  | Centralized setting | Federated setting |
|------------------|---------------------|-------------------|
| KM               | 1                   | 0.7352            |
| FCM              | 1                   | 0.3691            |
| k-FED            | 0.7352              | 1                 |
| FFCM             | 0.3691              | 1                 |
| ours             | 1                   | 1                 |

The effectiveness of our proposed method is intuitively illustrated by a toy example in Fig. 1 and the results are presented in Table 1 demonstrating that: 1) The synthetic data generated is a good proxy for the real data. 2) Our proposed method exhibits superior performance compared to alternatives. In addition to the aforementioned challenges, federated settings involve other concerns, such as expensive communication, systems heterogeneity, model inefficiency, and device failures. Nevertheless, the proposed method effectively addresses these concerns, requiring only one communication round between the central server and clients, and can run asynchronously while remaining robust to device failures.

In summary, our contributions are as follows: 1) The proposed method significantly outperforms k-FED and FFCM. 2) Many studies [11] have highlighted the adverse effects of non-IID data among clients, and our method resolves this problem by sharing synthetic data generated from local GANs. 3) We theoretically prove that the GAN-generated samples shared by clients inherently satisfy certain privacy guarantees. 4) Systematic experiments reveal that the proposed method is more effective and robust than the baselines in immunizing against non-IID problems and device failures, and can even benefit from some non-IID scenarios.

The rest of this paper is organized as follows: Sect. 2 provides an overview of representative methods in centralized and federated clustering, respectively. Following that, Sect. 3 introduces some preliminaries about GANs and then presents our new federated deep clustering method. Sect. 4 demonstrates the advantages of our proposed method. Finally, Sect. 5 concludes this paper.

2. Related Work

In this section, we will review some representative methods in centralized clustering and federated clustering, respectively.

2.1. Centralized clustering

The prominent approach for centralized clustering is K-means (KM) [12], widely used despite its limitations, including the assumption of Gaussian data distribution and inefficiency in high-dimensional spaces due to the curse of dimensionality. To address these challenges, dimension reduction techniques have been employed to transform high-dimensional data into a lower-dimensional latent space, which retains meaningful properties and is more amenable to K-means clustering. Representative methods encompass Principal Component Analysis (PCA), Nonnegative Matrix Factorization (NMF), and Stacked Autoencoders (SAE) [13]. Recent research demonstrates that combining dimension reduction and clustering methods can enhance performance, leading to the development of Deep Clustering Network (DCN) [14].

As depicted in Fig. 2, DCN comprises two components: an SAE-based dimension reduction module and a clustering...
module (KM), with alternating parameter optimization. The SAE consists of an encoder, which generates a compressed low-dimensional representation of input data, and a decoder, which reverses the process. An effective SAE within DCN should retain essential information from the input data, resulting in low-dimensional representations more suitable for KM. The objective function of DCN is defined as follows:

\[
\min_{f_e, f_d, C(x)} \sum_{i=1}^{N} \left( \|x_i - f_d(f_e(x_i))\|_2^2 + \lambda \frac{1}{2} \|f_e(x_i) - C_s\|_2^2 \right),
\]

where \(f_e\) is the encoder that inputs samples and outputs their low-dimensional representations, \(f_d\) is the decoder that inputs the low-dimensional representations and outputs the re-constructed samples, \(C\) is the representation matrix of cluster centroids and each column of it corresponds to a cluster centroid, \(s_i\) is the hard assignment vector of \(x_i\) and it is a one-hot vector, and \(\lambda\) is a tradeoff hyperparameter.

Although DCN effectively addresses complex data clustering in centralized settings, its potential in federated scenarios remains unexplored. This work aims to extend DCN to federated clustering.

### 2.2. Federated clustering

Federated clustering aims to cluster data based on a global similarity measure while preserving privacy, prohibiting direct measurement of similarity among samples across clients. The primary challenge is to measure global similarity while keeping all data local.

To tackle this challenge, two similar methods, k-FED [5], and Federated Fuzzy C-means (FFCM) [6], were proposed. In these methods, each client runs a classic centralized clustering method on its local data to generate local cluster centroids, which are then uploaded to the central server. The central server constructs \(k\) global cluster centroids by running KM on the uploaded local cluster centroids. The classic centralized clustering method used in k-FED is KM and that used in FFCM is fuzzy c-means (FCM). However, these methods suffer from three main limitations. Firstly, the constructed global cluster centroids may be sensitive to varying levels of non-independent-and-identically-distributed (non-IID) data among clients, as the distribution of local data heavily impacts the local centroids. Secondly, they assume data follows a Gaussian distribution, rarely satisfied in real-world datasets in their original data space. Lastly, these algorithms perform poorly on high-dimensional data due to the curse of dimensionality.

To address the first limitation, we observe that the non-IID level measures the heterogeneity degree among local data distributions, which is independent of the global distribution. Constructing a good approximation of the global data could potentially immunize the model against the non-IID problem. Additionally, dimensionality reduction methods can transform high-dimensional data into a lower-dimensional space that retains meaningful properties and is more suitable for clustering [14]. Building upon these insights, we propose a simple yet effective federated deep clustering framework, privacy-preserving federated deep clustering based on GAN (PPFC-GAN), which extends DCN to federated settings.

### 3. Privacy-Preserving Federated Deep Clustering based on GAN (PPFC-GAN)

In this section, we first introduce some preliminaries. Then, we propose a new federated deep clustering framework with GAN-based data synthesis, which is called privacy-preserving federated deep clustering based on GAN (PPFC-GAN).

#### 3.1. Preliminaries

##### 3.1.1. Generative adversarial network (GAN)

Generative Adversarial Networks (GANs) have proven highly successful in diverse generative tasks, including image generation [15], image super-resolution [16], and image completion [17]. A vanilla GAN consists of two networks: the generator and discriminator. The generator aims to produce synthetic samples that deceive the discriminator, which, in turn, strives to differentiate between synthetic and real samples. The training process concludes when the discriminator can no longer distinguish between the two, indicating that the generator has approximated the real data distribution, achieving the theoretical global optimum. The GAN’s objective function is defined as follows:

\[
\min_{G} \max_{D} \mathbb{E}_{z \sim N(0, I)} \log(1 - D(G(z))) + \mathbb{E}_{x \sim p_x} \log(D(x)),
\]

where \(G\) is the generator that inputs a noise \(z\) and outputs a synthetic sample, \(N\) is Gaussian distribution, \(D\) is the discriminator that inputs a sample and outputs a scalar to tell the synthetic samples from the real ones, and \(p_x\) is the distribution of real data.

However, practical GAN training encounters challenges, particularly the well-known problem of unstable adversarial training, leading to mode collapses [13]. In mode collapses, synthetic samples exhibit high quality but low diversity, capturing only a fraction of real data characteristics.

To address mode collapses, the method introduced in [19] incorporated an additional categorical variable into the generator’s input, resulting in synthetic data exhibiting a clearer cluster structure and increased diversity (Fig. 3). In our approach, we also adopt a combination of both discrete categorical variables and continuous random variables as input to the generator, with the goal of mitigating mode collapses. The revised GAN
objective function is defined as:
\[
\min_{G} \max_{D} \mathbb{E}_{z \sim \mathcal{N}(0, I)} \log(1 - D(G(z))) + \mathbb{E}_{x \sim p_X} \log(D(x)),
\] (3)
where \(z \sim \mathcal{N}(0, I), x \sim e_u, u \sim \mathcal{U}(1, 2, \cdots, k),\) and \(e_u\) is a one-hot vector with the \(u\)-th element being 1.

3.2. Privacy-Preserving Federated Deep Clustering based on GAN (PPFC-GAN)

To extend the Deep Clustering Network (DCN) to the federated setting, a straightforward integration of DCN into the Federated Averaging (FedAvg) [20] framework involves averaging parameters from local DCN models trained on client devices. However, this approach may prove ineffective and communication-inefficient due to the non-IID problem.

To address these concerns, our key insight is that for a given federated dataset, the non-IID level quantifies the heterogeneity degree among local data distributions and remains independent of the global distribution. Therefore, a good approximation of the global data may immunize the model against the non-IID problem. Inspired by this, we propose a simple yet effective federated deep clustering framework, privacy-preserving federated deep clustering based on GAN (PPFC-GAN), extending DCN to federated settings.

PPFC-GAN requires only one round of communication between clients and the central server and consists of two main steps: global synthetic data construction and cluster assignment. The details are as follows:

3.2.1. Global synthetic data construction

Given a real-world dataset \(X\) distributed among \(m\) clients, i.e., \(X = \bigcup_{i=1}^{m} X^{(i)}\), each client \(i (i = 1, 2, \cdots, m)\) downloads an initial GAN model from the central server and trains it with their local data \(X^{(i)}\). Subsequently, each client \(i\) utilizes the trained generator \(G^{(i)}\) to generate a dataset \(\hat{X}^{(i)}\) of the same size as \(X^{(i)}\) and upload the generated dataset to the central server. Finally, the global synthetic dataset \(\hat{X}\) is obtained by merging all generated datasets, i.e., \(\hat{X} = \bigcup_{i=1}^{m} \hat{X}^{(i)}\).

3.2.2. Cluster assignment

The central server trains a DCN model with the global synthetic dataset \(\hat{X}\). It then provides the trained encoder \(f_c\) and the learned representation matrix of cluster centroids \(C\) to each client. Each local data point can be labeled by solving the optimization problem:
\[
\arg \min_{i=1, \cdots, k} \|f_c(x) - c_i\|_2,
\] (4)
where \(c_i\) is the \(i\)-th column of \(C\), representing the \(i\)-th cluster centroid.

3.2.3. Theoretical analysis

In federated scenarios, although sharing synthetic data as a substitute for sharing private data is a natural approach, it may raise privacy concerns [8][9][10]. Therefore, establishing the theoretical foundation for the privacy guarantees associated with synthetic data used in our proposed method is crucial.

We start with the formal privacy definition [21][22] and a lemma demonstrating privacy guarantees of GAN-generated samples in centralized scenarios [21][22]. Building upon this, we analyze the privacy guarantees of the synthetic data in the proposed method through Theorem 1 affirming that GAN-generated samples shared by clients inherently satisfy privacy guarantees.

Definition 1. (Differential privacy [27][22]) If two datasets, \(X_0\) and \(X_1\), differ only in one sample, we refer to them as neighboring datasets. A mechanism \(M\) gives \((\epsilon, \delta)\)-differential privacy if for any neighboring datasets \(X_0\) and \(X_1\), and any set \(S \subseteq \text{range}(M)\),
\[
\Pr[M(X_0) \in S] \leq e^\epsilon \Pr[M(X_1) \in S] + \delta.
\]
\(\epsilon\) refers to the privacy budget and governs the level of protection and the amount of noise introduced. \(\delta\) represents the probability of violating DP constraints.

Lemma 1. [22] Given a GAN trained on \(n\) samples and used to generate \(s\) samples, the generated samples guarantee \((\epsilon, \delta)\)-differential privacy, where \(\delta\) scales as \(O(s/n)\).

Theorem 1. The GAN-generated samples shared by client \(i\) guarantee \((\epsilon_i, \delta_i)\)-differential privacy, where \(\delta_i\) scales as \(O(s_i/n_i)\).

Proof. Since each GAN is trained independently on individual clients, the privacy assurance of a client is solely tied to the generated samples they share with the server. According to Lemma 1, the GAN-generated samples shared by client \(i\) guarantee \((\epsilon_i, \delta_i)\)-differential privacy, where \(\delta_i\) scales as \(O(s_i/n_i)\).

4. Experimental results

In this section, we first detail the experimental settings. Then, we showcase the effectiveness of PPFC-GAN on several datasets with different non-IID scenarios, and analyze the necessity of simultaneous dimensionality reduction and clustering in the proposed method, both quantitatively and qualitatively. Finally, we validate the sensitivity of different federated clustering methods to device failures induced by system heterogeneity, and summarize the experimental results.
4.1. Experimental Settings

There is still a lack of universal non-IID benchmark datasets for FL due to the complexity of federated learning itself [24, 25]. In this paper, following ref. [26], we simulate different federated scenarios by dividing a real-world dataset into k smaller subsets, with each subset corresponding to a specific client, and scaling the non-IID levels through the parameter p for each client, where k is the number of true clusters. For the i-th client with p data samples, there are p · s ones sampled from the i-th cluster, while the remaining ones are sampled from the entire data. Specially, p = 0 means the data are randomly distributed on the clients, whereas p = 1 means one client is one cluster.

As is shown in Table 2, four image datasets MNIST, Fashion-MNIST, CIFAR-10 [27] and STL-10 [28], and a time series dataset Pendigits [29] are selected for comprehensive analysis. In PPFC-GAN, all networks are trained with Adam Optimizer [30]. Moreover, to avoid unrealistic tuning, we use the same stacked autoencoder (SAE) architecture in all experiments. The SAE architecture is very simple and the forward network of it has only 3 hidden layers which have 500, 500, 2000 neurons, respectively. The reconstruction network has a symmetric structure and the code layer has 10 neurons. More detailed hyperparameter settings can be found in the Appendix. Codes are available upon request and will be public available after acceptance.

1Note that, to reduce the computational cost of baseline methods and to use the same network structure for CIFAR-10, we performed a preprocessing step to resize the images in STL-10 to 32 × 32.

Table 3: NMI of clustering methods in different federated scenarios. For each comparison, the best result is highlighted in boldface.

| Dataset   | p | Centralized setting | Federated setting |
|-----------|---|---------------------|-------------------|
|           |   | KM | FCM | DCN | l-K-FED | FFCM | PPFC-GAN | PPFC-GAN |
| MNIST     | 0.0 | 0.5901 | 0.5157 | 0.6026 | 0.6582 |
|           | 0.25 | 0.4897 | 0.5264 | 0.5883 | 0.6392 |
|           | 0.5 | 0.5304 | 0.5187 | 0.6085 | 0.6721 |
|           | 0.75 | 0.4552 | 0.4855 | 0.6657 | 0.7433 |
|           | 1.0 | 0.4142 | 0.5372 | 0.7572 | 0.8353 |
| Fashion-MNIST | 0.0 | 0.5912 | 0.5786 | 0.5713 | 0.6091 |
|           | 0.25 | 0.5730 | 0.5995 | 0.5519 | 0.5975 |
|           | 0.5 | 0.6070 | 0.6026 | 0.6391 | 0.6143 |
|           | 0.75 | 0.5237 | 0.6139 | 0.5696 | 0.6103 |
|           | 1.0 | 0.5452 | 0.5855 | 0.6255 | 0.6467 |
| CIFAR-10  | 0.0 | 0.0820 | 0.0812 | 0.1153 | 0.1165 |
|           | 0.25 | 0.0866 | 0.0832 | 0.1166 | 0.1185 |
|           | 0.5 | 0.0871 | 0.0823 | 0.1260 | 0.1237 |
|           | 0.75 | 0.0818 | 0.0842 | 0.1157 | 0.1157 |
|           | 1.0 | 0.0881 | 0.0832 | 0.1337 | 0.1318 |
| STL-10    | 0.0 | 0.1468 | 0.1436 | 0.1318 | 0.1318 |
|           | 0.25 | 0.1472 | 0.1493 | 0.1449 | 0.1501 |
|           | 0.5 | 0.1532 | 0.1469 | 0.1718 | 0.1495 |
|           | 0.75 | 0.1455 | 0.1314 | 0.1469 | 0.1432 |
|           | 1.0 | 0.1403 | 0.1565 | 0.1584 | 0.1629 |
| Pendigits | 0.0 | 0.9091 | 0.8666 | 0.6812 | 0.7179 |
|           | 0.25 | 0.6620 | 0.6848 | 0.6618 | 0.7054 |
|           | 0.5 | 0.6877 | 0.6862 | 0.7409 | 0.6625 |
|           | 0.75 | 0.5521 | 0.6075 | 0.7057 | 0.7472 |
|           | 1.0 | 0.6296 | 0.7236 | 0.7572 | 0.6527 |
| count     | 2 | 2 | 2 | 2 | 2 |

Table 4: Kappa of clustering methods in different federated scenarios. For each comparison, the best result is highlighted in boldface.

| Dataset   | p | Centralized setting | Federated setting |
|-----------|---|---------------------|-------------------|
|           |   | KM | FCM | DCN | l-K-FED | FFCM | PPFC-GAN | PPFC-GAN |
| MNIST     | 0.0 | 0.5052 | 0.5060 | 0.6665 | 0.6234 |
|           | 0.25 | 0.4000 | 0.5105 | 0.5838 | 0.5773 |
|           | 0.5 | 0.4786 | 0.5024 | 0.7699 | 0.5667 |
|           | 0.75 | 0.5358 | 0.4543 | 0.6508 | 0.6482 |
|           | 1.0 | 0.5386 | 0.5103 | 0.7480 | 0.7084 |
| Fashion-MNIST | 0.0 | 0.0 | 0.4073 | 0.4974 | 0.4918 |
|           | 0.25 | 0.5222 | 0.5180 | 0.4380 | 0.4721 |
|           | 0.5 | 0.4778 | 0.5212 | 0.5186 | 0.4951 |
|           | 0.75 | 0.4240 | 0.4995 | 0.4625 | 0.4774 |
|           | 1.0 | 0.3923 | 0.4672 | 0.5794 | 0.5745 |
| CIFAR-10  | 0.0 | 0.1305 | 0.1439 | 0.1488 | 0.1426 |
|           | 0.25 | 0.1366 | 0.1491 | 0.1458 | 0.1400 |
|           | 0.5 | 0.1347 | 0.1437 | 0.1599 | 0.1443 |
|           | 0.75 | 0.1303 | 0.1197 | 0.1412 | 0.1358 |
|           | 1.0 | 0.1147 | 0.1237 | 0.1612 | 0.1499 |
| STL-10    | 0.0 | 0.1900 | 0.1514 | 0.1579 | 0.1557 |
|           | 0.25 | 0.1361 | 0.1479 | 0.1578 | 0.1611 |
|           | 0.5 | 0.1550 | 0.1602 | 0.1909 | 0.1415 |
|           | 0.75 | 0.1256 | 0.0100 | 0.1782 | 0.1813 |
|           | 1.0 | 0.1328 | 0.1551 | 0.1832 | 0.1868 |
| Pendigits | 0.0 | 0.0709 | 0.0523 | 0.7403 | 0.6966 |
|           | 0.25 | 0.6420 | 0.6355 | 0.7283 | 0.7466 |
|           | 0.5 | 0.6523 | 0.6521 | 0.7489 | 0.6916 |
|           | 0.75 | 0.4493 | 0.6325 | 0.7542 | 0.7774 |
|           | 1.0 | 0.5222 | 0.5772 | 0.7524 | 0.9128 |

Figure 4: The label distribution of different partitions on the dataset Pendigits with p = 0. π(0) and π(1) are two clustering results obtained by PPFC-GAN and PPFC-GAN, respectively.
respectively. 2) With the help of synthetic dataset, the proposed method demonstrates greater efficacy and robustness compared to the baselines, and can even benefit from non-IID scenarios. In particular, it exhibits superior performance compared to the centralized counterpart (DCN) when \( p \) is large on MNIST and Fashion-MNIST. Actually, for each client, a higher value of \( p \) corresponds to a greater proportion of samples from the same cluster, meaning that they are more similar with each other and the local GAN is easier to be trained. As a result, the cluster structure of the global synthetic dataset is more pronounced, sometimes even clearer than that of the real dataset, which can be seen in Fig. 5. It is noteworthy that a large \( p \) is in line with the reality, as the preference of most people is focused on a single category/cluster. 3) The two evaluation metrics, NMI and kappa, yield significantly different rankings. The NMI values suggest that the joint model, PPFC-GAN, can enhance the performance in most cases, whereas the kappa values indicate that the performance of PPFC-GAN is overestimated and sometimes even regress. Although kappa discourages the proposed method, we must honestly point out that it is a more reliable metric than NMI. As shown in Fig. 4 there are two partitions \( \pi^{(1)} \) and \( \pi^{(2)} \) obtained by PPFC-GAN\(^{†} \) and PPFC-GAN, respectively. Obviously, the label distribution of \( \pi^{(1)} \) is more close to the ground-truth one. However, the NMI of \( \pi^{(1)} \) and \( \pi^{(2)} \) are 0.6812 and 0.7179 respectively, which is unreasonable. On the contrary, the rank obtained by kappa is more reasonable, 0.7403 for \( \pi^{(1)} \) and 0.6966 for \( \pi^{(2)} \). A more comprehensive discussion and more evidence of the disadvantages of NMI can be found in [32, 33]. 4) We further narrow the gap between federated clustering and centralized clustering by a big margin.

Although we have validated that dimensionality reduction is beneficial to clustering performance, an intuitive understanding of how it works in the clustering process is still lacking. Hence, we visualize the data distribution in both the original and latent data space using t-SNE [34] in Fig. 5. From the figure, one can see that: 1) There are many data points from different clusters mixed together. 2) The problem can be alleviated by PPFC-GAN\(^{†} \) and PPFC-GAN. 3) The global synthetic dataset shows a clearer cluster structure than the global real dataset. These are why PPFC-GAN is more effective than the federated baselines, and even superior to DCN in centralized setting when \( p = 1 \).
4.3. Sensitivity analysis of clustering performance to device failures

During the training process, some client devices may lose connection with the server due to wireless network fluctuations, energy constraints, etc. Consequently, some specific data characteristics of the failed devices may be lost, resulting in poor and unrobust performance. Hence, it is critical for a federated model to be resilient to device failures.

To simulate different disconnected scenarios, we define disconnection rate that measures the percentage of the failed devices among all devices. In all disconnected scenarios, following [35], the federated model simply ignores the failed devices and continues training with the remaining ones. As shown in Fig. 6, one can observe that: 1) The proposed method is almost always superior to k-FED and FFCM by a big margin. 2) The sensitivity of clustering performance to device failures is positively correlated with the non-IID level \( p \), i.e., device failures affect the clustering performance more severely as \( p \) increases. This is because the level of complementarity among clients decreases with a higher value of \( p \), and in the extreme case where \( p = 1 \), there is no complementarity among clients.

In summary: 1) Dimensionality reduction can improve the clustering performance significantly. 2) The proposed method is more effective and robust than the baselines in immunizing the non-IID problem and the device failures, and can even benefit from some non-IID scenarios. 3) The sensitivity of clustering performance to device failures is positively correlated with the non-IID level \( p \). 4) Kappa is a more reliable metric than NMI.

5. Conclusion

In this study, we introduce Privacy-Preserving Federated Clustering with GAN-Generated Samples (PPFC-GAN). Our method addresses a critical challenge posed by non-independent and non-identically-distributed (non-IID) data across clients, which has been well-documented in previous research. By leveraging synthetic data produced by local Generative Adversarial Networks (GANs), our approach mitigates the non-IID issue. The proposed framework harnesses deep clustering models to estimate global cluster centroids, which are subsequently communicated to clients for precise sample labeling. Crucially, we establish a theoretical foundation that underscores the inherent privacy guarantees encapsulated within the GAN-generated samples shared among clients. Our thorough experiments underscores the superior efficacy and robustness of the proposed method compared to baseline techniques.

While the amalgamation of the clustering model, Deep Clustering Network (DCN), may not be perfectly tailored to handle the clustering of the synthetic global dataset, a promising avenue for future research lies in the exploration of an end-to-end joint framework that seamlessly integrates both steps. Such a framework holds potential to enhance the overall clustering performance. Finally, mounting evidence suggests that kappa is a more dependable metric than NMI, and therefore, it is recommended to utilize kappa over NMI for evaluating the clustering performance.
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Appendix A. Detailed hyperparameter settings

The proposed method consists of two main steps, global synthetic data construction and cluster assignment. In the first step, we train m local GANs with the local data, where m is the number of clients and is set to the number of true clusters [6]. All of these local GANs have the same hyperparameter settings, and each one comprises two networks: the generator and discriminator. In the second step, we train a stacked autoencoder (SAE) on the constructed global synthetic dataset. The detailed hyperparameter settings of these networks are tuned according to the specific dataset. For GAN, the hyperparameter settings are shown in Tables A.3 and A.7. For SAE, one can find those in Table A.8.
### Table A.5: GAN hyperparameters for MNIST and Fashion-MNIST. BN stands for batch normalization.

| Operation | Kernel | Stride | Padding | Layer width / Feature maps | BN? | Nonlinearity |
|-----------|--------|--------|---------|----------------------------|-----|--------------|
| Generator (Input 72 dim vector) | | | | | | |
| Linear | - | - | - | 1024 | ✓ | ReLU |
| Linear | - | - | - | 6272 | ✓ | ReLU |
| Transposed Convolution | 4 | 2 | 1 | 64 | ✓ | ReLU |
| Transposed Convolution | 4 | 2 | 1 | - | - | Sigmoid |
| Discriminator (Input 28 × 28 × 1) | | | | | | |
| Convolution | 4 | 2 | 1 | 64 | ✓ | LeakyReLU |
| Convolution | 4 | 2 | 1 | 128 | ✓ | LeakyReLU |
| Convolution (Removed for Fashion-MNIST) | 4 | 2 | 1 | 256 | ✓ | LeakyReLU |
| Linear | - | - | - | 1024 | ✓ | LeakyReLU |
| Linear | - | - | - | - | - | - |
| Generator Optimizer | Adam (lr = 6 × 10⁻⁴, β₁ = 0.5, β₂ = 0.999) |
| Discriminator Optimizer | Adam (lr = 2 × 10⁻⁴, β₁ = 0.5, β₂ = 0.999) |
| Batch size | 64 |
| Leaky ReLU slope | 0.2 |

### Table A.6: GAN hyperparameters for CIFAR-10 and STL-10. BN stands for batch normalization.

| Operation | Kernel | Stride | Padding | Feature maps | BN? | Nonlinearity |
|-----------|--------|--------|---------|--------------|-----|--------------|
| Generator (Input 1 × 1 × 72) | | | | | | |
| Transposed Convolution | 4 | 1 | 0 | 128 | ✓ | ReLU |
| Transposed Convolution | 4 | 2 | 1 | 64 | ✓ | ReLU |
| Transposed Convolution | 4 | 2 | 1 | 32 | ✓ | ReLU |
| Transposed Convolution | 4 | 2 | 1 | - | - | Tanh |
| Discriminator (Input 32 × 32 × 3) | | | | | | |
| Convolution | 4 | 2 | 1 | 32 | - | LeakyReLU |
| Convolution | 4 | 2 | 1 | 64 | ✓ | LeakyReLU |
| Convolution | 4 | 2 | 1 | 128 | ✓ | LeakyReLU |
| Convolution | 4 | 1 | 0 | - | - | - |
| Generator Optimizer | Adam (lr = 6 × 10⁻⁴, β₁ = 0.5, β₂ = 0.999) |
| Discriminator Optimizer | Adam (lr = 2 × 10⁻⁴, β₁ = 0.5, β₂ = 0.999) |
| Batch size | 64 |
| Leaky ReLU slope | 0.2 |
### Table A.7: GAN hyperparameters for Pendigits. BN stands for batch normalization.

| Operation                     | Layer width | BN? | Nonlinearity   |
|-------------------------------|-------------|-----|----------------|
| Generator (Input 15 dim vector) |             |     |                |
| Linear                        | 256         | √   | LeakyReLU      |
| Linear                        | 256         | √   | LeakyReLU      |
| Linear                        | 16          |     | Sigmoid        |
| Discriminator (Input 16 dim vector) |             |     |                |
| Linear                        | 256         | √   | LeakyReLU      |
| Linear                        | 256         | √   | LeakyReLU      |
| Linear                        | 1           |     |                |
| Generator Optimizer           | Adam (lr = 6 \times 10^{-4}, \beta_1 = 0.5, \beta_2 = 0.999) |     |                |
| Discriminator Optimizer       | Adam (lr = 2 \times 10^{-4}, \beta_1 = 0.5, \beta_2 = 0.999) |     |                |
| Batch size                    | 64          |     |                |
| Leaky ReLU slope              | 0.2         |     |                |

### Table A.8: SAE hyperparameters. BN stands for batch normalization.

| Operation                     | Layer width | BN? | Nonlinearity |
|-------------------------------|-------------|-----|--------------|
| Encoder (Input $z_c$ dim vector) |             |     | ReLU         |
| Linear                        | 500         |     | ReLU         |
| Linear                        | 500         | √   | ReLU         |
| Linear                        | 2000        | √   | ReLU         |
| Linear                        | 10          | √   | ReLU         |
| Decoder (Input 10 dim vector) |             |     | ReLU         |
| Linear                        | 2000        | √   | ReLU         |
| Linear                        | 500         | √   | ReLU         |
| Linear                        | 500         | √   | ReLU         |
| Linear                        | $z_c$       |     |              |
| Optimizer                     | Adam (lr = 2 \times 10^{-3}, \beta_1 = 0.9, \beta_2 = 0.999) |     |              |
| Batch size                    | $0.01 \times n$ |     |              |
| Leaky ReLU slope              | 0.2         |     |              |

where $z_c = 784$ for MNIST and Fashion-MNIST, 3072 for CIFAR-10 and STL-10, 16 for Pendigits. $n$ is the number of samples in the constructed global synthetic dataset.