The Role of Aesthetic Style in Alleviating Anxiety About the Future

James Carney

Style is a form of concrete metaphysics. It is metaphysical to the extent that every given style implies that all of reality has a particular character; it is concrete because it structures the materials from which representations of actual or possible states of affairs are made. Moreover, style is a cultural universal: every culture on record has stylistic traditions, and even the refusal of style in favor of (purported) direct representation is itself a stylistic choice (Barthes, 2000; Dutton, 2009). For these reasons, style and its associated phenomena are crucially important to the understanding of human culture. And yet, while there is no shortage of historical expositions on particular styles of representation, the origin of style itself is far less frequently theorized. Even where worthwhile expositions do exist (e.g., Meyer, 1987; Schapiro, 1997), they tend to focus on specific types of style, such as musical or pictorial, at the expense of a more general appreciation of the features common to all styles.

In the present chapter, I shall present a new account of style that attends to the wider principles underwriting it. My goal will be to show that the purpose of style is to establish a cognitive orientation towards the future—that is, it represents the world as being inherently more predictable. In doing this, I argue that style succeeds in reducing anxiety with respect to the future by framing certain aspects of the future as probable and framing other aspects as less probable. I shall pursue this idea by way of concepts from information theory, which provide a powerful framework for dealing with symbolic systems from a quantitative perspective. Specifically, I shall show that style results from an agent’s desire to establish an optimum balance between the simplicity of a model of the environment (technically, its entropy) and the model’s accuracy. I hypothesize that the agent preserves low model entropy by
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actively saturating the environment with model evidence, and thus preserves model integrity for longer by reducing prediction errors. This reduces anxiety by creating plausible expectations about future perceptual and cognitive experiences. Given that the accuracy of environmental models is subject to direct and indirect selection processes, my account of style will in the final account be evolutionary. However, I shall also show that the process of stylistic creation and elaboration is historically conditioned, and it is only when evolutionary processes are considered in conjunction with historical ones that any new knowledge about a particular style emerges.

I shall begin my account by summarizing our intuitions about style and how it has previously been theorized. As I do not aim to present a historical survey of thinking about style, this summary will not be exhaustive; nevertheless, it should map some general contours of the phenomenon. The next step will come with an introduction to some information-theoretic concepts, and how they relate to perception. This will be followed by the central part of my exposition, which connects perception, prediction, and style. I shall finish by showing how some of the features of style outlined in the first section can be explained and making some further predictions that invite testing.

1 What Is Style?

To begin, it is a useful exercise to summarize our intuitions about style. Though this may lack empirical rigor, it will at least provide a starting point for the formalization of the general principles at work in stylistic representation. Equally, it will allow for engagement to be made with some of the existing literature on the nature of style. For the record, I shall mostly use pictorial art for the purposes of example throughout the discussion: this should not be taken to imply that my conclusions only apply to the visual arts—in principle they have relevance for any medium, including language.

The most basic understanding of the concept of style identifies it as a principle of organization based on normative rather than practical precepts. Significantly, this principle is not co-extensive with the habits or heuristics of an individual agent. Though individuals certainly have stylistic signatures (‘Kafkaesque’), their stylistic practices can vary over their lifetime (‘Picasso’s late style’); moreover, stylistic similarity is used to demarcate both collective aesthetic movements (‘Russian suprematism’) and longer periods of artistic or decorative production (‘the medieval aesthetic’). Even more reductively, style can sometimes be used to capture the aesthetic and decorative norms associated with a cultural group, whether based on national origin (‘French chic’), economic class (‘bourgeois art’), or religious denomination (‘Catholic expressiveness’). What this serves to show is that style has no obvious subject; it is a practice that can be implemented across multiple agents who are often distributed in time and space. Moreover, these agents need not even be compositionally human: deep learning algorithms have already produced visual and linguistic artefacts that are indistinguishable from human productions (Gatys,
Ecker, & Bethge, 2015; Gwern, 2019), and there is ample evidence of stylistic variation in animal communication (Botero, Pen, Komdeur, & Weissing, 2010).

Clearly, then, any appreciation of style cannot begin with its cognitive implementation in humans; instead, it needs to identify the underlying structure that is common to its implementation (psychological or otherwise) across all subjects. In this regard, Meyer (1987) offers a useful starting point when he defines style as ‘a replication of patterning … that results from a series of choices made within some set of constraints’ (p. 21)—with ‘choice’ to be understood in the weak sense as merely meaning that alternative patterns are possible. The value of this formulation is that it captures two components—contingency and necessity—that are visible in any coherent manifestation of style. The necessity derives from the fact that, at any point, a style will prohibit certain aesthetic choices being made; the contingency lies in the liberty of the subject to choose freely once these prohibitions are respected. Inevitably, matters are not so simple in reality, as styles typically evolve by permitting and incorporating small deviations relative to established norms (Adorno, 2004; Eco, 1985); equally, there is always the degree to which an artefact evinces a particular style (Munro, 1946). But even allowing these caveats, it remains the case that an aesthetic style—whether lodged in an individual, a genre, a movement, or a historical period—defines a set of normative standards that both positively and negatively select for aesthetic choices.

This issue of normativity brings to the fore another core feature of style—its polemical character. Friedrich Nietzsche (1927) captures one aspect of this in his discussion of the dichotomy, in Greek art, between the integrative, rationalist ‘Apollonian’ aesthetic and the disintegrative, hedonic ‘Dionysian’ aesthetic. One need not subscribe to Nietzsche’s categories to appreciate the wider point: styles are defined by what they are not as much by what they are, so no style can exist without at least implicitly defining itself against a counter-style. Moreover, given that the subjects of a style are often (but not always) social collectives, this means that stylistic oppositions can be coordinated with political ones. This can be seen readily enough in the culture of the manifesto and the radical break, which often attends the emergence of a new style (Danchev, 2011). Equally, the stylistic innovations associated with marginal subcultures can be interpreted as implicit refusals of a dominant or received pattern of meanings. In Dick Hebidge’s words (1979), these innovations ‘carry “secret” meanings which express, in code, a form of resistance to the order which guarantees their continued subordination’ (p. 18). It takes no great conceptual leap from here to identify a style as an expression of a worldview—a claim we shall return to; for now, the idea to retain is that styles are typically (though not necessarily always) antagonistic with respect to each other.

A third feature that is visible in our intuitions about style is that individual styles are transitory. Depending on context, the degree to which this is so can vary. More strictly decorative expressions of style (such as found in fashion) have their value defined, at least in part, by novelty, and thus evince the transitory nature of style with particular effect. Equally, fast-moving milieux like the twentieth-century avant-garde, where unprecedented social and technological change was matched by equivalent innovation on the aesthetic sphere, are characterized by quick
successions of different stylistic practices. (Indeed, some authors go so far as to claim that this drive for novelty will ultimately result in incoherent artforms [Martindale, 1990; Martindale & Locher, 2009].) However, no human society is without history, and even relatively static societies—such as, presumably, those found in the Palaeolithic—still see stylistic variation in time and space (Pigeaud, 2007). By the same token, even where styles persist over long durations, it remains the case that sub-styles and local variations proliferate, sometimes to the point of becoming distinct styles in their own right—a pattern most visible in the evolution of popular genres like science fiction and fantasy. All of this suggests that whatever function style may serve, it can only do so for a limited time: whether in the long or the short term, styles will eventually become exhausted, superannuated, or otherwise obsolete.

These, then, are some of the core intuitions that any theory of style should be able to reproduce. Before advancing to such a theory, however, it is important to address some possible objections to the wider project I am proposing. The most important of these centers on the viability of style itself as an analytical category. Such objections generally maintain that style has no objective reality and exists only as a denotative shorthand for historical particulars that cannot be meaningfully discussed outside of the material and contextual details of these particulars (Alpers, 1987; Smith, 1980). In practice, this results in a rejection of any general theory of style: ‘it is because style is a historical phenomenon that an absolute science of style is impossible’ (Jameson, 1972, p. 335). As such claims are so visibly the product of a politically aggressive historicism, it is tempting to just not bother engaging with them at all. However, a rebuttal is easily formulated. If the idea of style is to be rejected because it is abstracted from contingent material phenomena, then so too must concepts like species, gene, function, adaptation and many others that make up the lexicon of scientific biology. Biological forms, no less than cultural ones, are contingent, with the only difference being that the contingency lies in the operations of natural selection over any purported historical dialectic. While there is no shortage of theorists—past and present—who remain willing to intrude their political convictions into the natural order (Kolchinsky, Kutschera, Hossfeld, & Levit, 2017), the utter failure of such approaches to create new knowledge presents its own verdict on their viability. For a concept like style, which is vastly simpler than even the most rudimentary biological system, it therefore follows that formalism is not only allowed, but mandated.

2 Perception and Information

Translating the features of style into a model requires formalizing them in an appropriate way. In this regard, the first step comes with taking a step back and making some observations concerning human perceptual experience and how it informs models of the environment. Once this has been done, it will become possible to mathematically model style as an attempt to reduce the information-processing
demands of psycho-perceptual interaction with the world. Though this will lead the
discussion into some mathematical formalism, I submit that this formalism will
repay its presence by sharpening our understanding of how style works, and where
it sits in relation to the wider repertoire of human activities.

Though perception is one of the largest research areas in psychology, it is also
one of the most mature, with a core discovery being that human perception is not
experienced as a continuous set of gradations; instead, continuous sensory inputs
are discretized (often recursively) into perceptual elements (Marr, 1982, 2010;
Nakayama, Motoyoshi, & Sato, 2018; Sims, 2016). Moreover, these elements are
not experienced in a neutral fashion. As explored in the enactivist literature, perceptu-
tual elements are at once registrations of the state of the world and invitations to act
on it (Bach-y-Rita & Kercel, 2003; Georgeon, Marshall, & Manzotti, 2013). In the
simplest case, these perceptual experiences center on spatial location and physical
manipulation; more complex experiences—like those supported by cultural objects
and experiences—are freighted with the sophisticated meanings and affordances
that inform human intersubjective existence (Durt, 2017; Gallagher, 2008).

Putting this on a probabilistic footing, what emerges is that a human perceptual
environment can be modelled as a set of \( n \) discrete elements, \( S \), such that each \( s_i \in S \)
for \( 1 \leq i \leq n \) picks out one of these elements. Necessarily, the full repertoire of these
elements must be purely theoretical, as no analysis can ever enumerate them in
advance.

\[ S = \{s_1, s_2, \ldots, s_n\} \]  

(1)

The value of this formalism is that a given perceptual environment, \( S_j \) can then be
defined by a probability distribution, \( P_j \), where \( p_{ji} \) denotes the probability of a ran-
domly selected perceptual element in that environment being the element \( s_{ji} \). In this
scenario, each \( p_{ji} \) for \( 1 \leq i \leq n \) can theoretically take a value between 0 and 1 inclu-
sive, and the entire distribution sums to 1—even if in practice there will always be
some non-zero probability assigned to every element, though it might be vanish-
ingly small.

\[ P_j = (p_{j1}, p_{j2}, \ldots, p_{jn}) \]  

(2)

More generally, what each \( P_j \) here represents is a model of an environment. By
defining a set of expectations, this model has an obvious role in guiding the alloca-
tion of resources (including attention) for an organism or process embedded in the
given environment (Clark, 2016). As the environment varies, so too will the model,
with both the duration (a moment, a day, a lifetime) and the scope (an organ, a body,
a landscape, a cosmos) of the model being parameters of variation. For this model
to be useful, a necessary (but not sufficient) condition is that it has low entropy. As
the logic behind this constraint may not be familiar to some readers, I will now
briefly outline the concept of entropy (technically, Shannon entropy) as it functions
in information theory, given that this is crucial to the discussion that follows.
On one definition, entropy is ‘a measure of the information contained in a message as opposed to the part of the message that is strictly determined (hence predictable) by inherent structures’ (Kuzemsky, 2017, p. 275). That is to say, entropy measures how unpredictable a message is, with messages high in entropy being unpredictable and those low in entropy being predictable (Cover & Thomas, 2005; Shannon, 1948). As the core concept of information theory, entropy allows for symbolic complexity to be quantified. This is done by way of the probability distribution of symbols in a message, such that the entropy, $H$, of a distribution, $X$, is defined as the product of the probability of a symbol occurring and the logarithm of this probability, summed across all symbols $x_i \in \{x_1, x_2, \ldots, x_n\}$. When the base of the logarithm is 2, the outcome is measured in bits.

$$H(X) = -\sum_i p(x_i) \log_2 p(x_i)$$

The mathematical details here are less important than the intuition behind them, which is that entropy is highest for systems with several equiprobable outcomes. Take the entropy for a coin toss with a coin that has an equal chance of heads or tails coming up (i.e. $p(H) = \frac{1}{2}$; $p(T) = \frac{1}{2}$). The entropy of this system can be calculated as follows:

$$-1 \times \left[ \left( \frac{1}{2} \times -1 \right) + \left( \frac{1}{2} \times -1 \right) \right] = 1$$

This shows that only one bit of information is needed to encode the states of this system. Very different results emerge when the coin is biased. Figure 1 shows the effect of shifting the bias from one extreme ($H$ always comes up, or $p(H) = 1$) to the other ($T$ always comes up, or $p(T) = 1$). As can be seen, entropy is zero for the extreme scenarios as the system is perfectly predictable and there is no uncertainty; as calculated above, the maximum entropy occurs when $H$ and $T$ occur with equal probability.

Bringing this back to the discussion of perceptual models, it should now be clearer why the model $P_j$ should have low entropy if it is to be effective. A model that defines a uniform probability distribution cannot be used to create a differentiated set of expectations, because all outcomes are expected equally. Far more useful is a model that accurately identifies specific outcomes as being more likely than others in a given perceptual environment; better yet is a suite of models that recalibrate expectations across different scenarios. If this so, then it is likely that there should be an evolutionary selection pressure for accurate, low entropy models—and this, indeed, is what we see in the literature linking anxiety to uncertainty. Here, the suggestion is that the experience of anxiety can be understood as a penalty function for cognitive models of the environment that fail to offer identifiable predictions (Craske, 2003; Craske et al., 2009; Ellsberg, 1961; Hirsh, Mar, & Peterson, 2012; Lake & LaBar, 2011; Sullivan, 2016). Though such evidence is only phenomenologically accessible with respect to humans (through self-report), there is evidence
from neuroscience that it is present in animals, too (e.g., Grillon, Baas, Lissek, Smith, & Milstein, 2004; Herry et al., 2007). Thus, one of the central aversive sensations for an organic agent is linked directly to the entropy of its model of the environment. In such a scenario, the clear incentive that emerges is for the agent to reduce anxiety by optimizing for low-entropy models.

And it is here that the problem emerges. Building a predictive model of the environment is extremely difficult, largely because discrete perceptual elements admit being combined into composites that are themselves experienced discretely. The result of this combinatorial facility is the quick supervening of distributions that are intractable with respect to computing probabilities. To see this, imagine a highly parsimonious ontology of 100 colors; at the same time, allow that a discrete experience can consist of combinations of up to four colors together. The approximately four million potential perceptual items that emerge from this is already too large for any on-the-fly cognitive system to easily deal with—a situation that becomes entirely unworkable for systems with anything approaching real-world complexity. Necessarily, this latter scenario will expose an organism to all the existential threats that attend a poor environmental model, which will ultimately result in those organisms with more effective models being genetically selected for. The result is to trap the agent between two competing imperatives: the desire to avoid anxiety by optimizing for simple, low-entropy models of the world, and the difficulty of satisfying

Fig. 1 Entropy of a coin toss for $p(H) = p$ and $p(T) = 1 - p$ as $p$ takes values in the $[0,1]$ interval. Note that entropy is at a maximum for an unbiased coin toss, when both $p(H)$ and $p(T) = 0.5$. 
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model accuracy due to a combinatorial explosion in the number of possible ele-
ments of experience.

A useful way to quantify this situation is by way of what are known as Bregman divergences (Bregman, 1967). These divergences measure the difference between a ‘true’ distribution, \( P \), and an estimating distribution, \( Q \). As such, they provide a good metric of how well a model fits the environment. For the purposes of illustration, the most useful of these is the Kullback–Leibler divergence—also known as the relative entropy—between two distributions (Kullback & Leibler, 1951). This measures how much extra information, in bits, is needed to model a distribution \( P(X) \) when an approximating distribution \( Q(X) \) is already known.

\[
D_{\text{KL}}(P \| Q) = \sum_{x \in X} P(x) \log_2 \frac{P(x)}{Q(x)}
\]

When the distributions are identical, the divergence is zero, and no extra information is needed to represent \( P \) in terms of \( Q \); as \( D_{\text{KL}} \) increases, the approximating distribution becomes less and less accurate as a model of the target distribution. In the context under discussion, this means that the need for accuracy will drive organisms to create models of the world that drive \( D_{\text{KL}} \) down; however, the impossibility of doing so will—through the mechanism of anxiety—push organisms towards low-entropy approximations that can often drive \( D_{\text{KL}} \) up. How can this dilemma be resolved?

It is here, after our information-theoretic detour, that it becomes possible to return to the topic of style. As we shall now see, style can be theorized as an attempt to inject maximum predictability into the environment, subject to constraints of model accuracy. What this should show is that style is a local example of a general tendency on the part of organisms to optimize their behavior by minimizing prediction error while maximizing model simplicity.

### 3 Style and Prediction

Every style is encountered as an arrangement of the material world—whether that be in the form of paint on a canvas, patterns of sound in the air, or the movement of limbs on the human body. As such, each style exists as part of a perceptual repertoire. Given this, the perceptual considerations outlined in the previous section also apply to style. In fact, their application is even more appropriate. For the perceptual elements circumscribed by a particular style are always exaggerated—one of the functions of a style is to draw attention to itself (Shklovsky, 1965). This is a logical prerequisite, to the extent that a style cannot be individuated from a background unless it is perceptually salient; however, neuroscientific research also shows that aesthetic phenomena have distinctive, measurable impacts on neural processing (Ishizu & Zeki, 2013; Seeley, 2013). In this sense, style offers a condensed form of
perception, such that a stylized element is freighted with greater salience than a non-stylized element.

Paralleling this exaggeration of perceptual salience, most styles are enacted across a smaller number of perceptual elements than are likely to comprise the world of phenomenal experience. Take *De Stijl*, the aesthetic style associated with Piet Mondrian and other Dutch artists of the inter-war period. In Mondrian’s words, this aesthetic ignores ‘the particulars of appearance, that is to say, natural form and color. On the contrary it should find its expression in the abstraction of form and color, that is to say, in the straight line and the clearly defined primary colour’ (qtd. in Huntsman, 2016, p. 141). Thus, in this aesthetic, there are essentially two elements: the straight line and the set of primary colors. This is a generative system, so there are certainly more than two perceptual experiences available through it; nevertheless, the probability distribution, \( P \), defined across the set of possible perceptual elements, \( S \), will, in this instance, consist mostly of zeroes, with those elements that are not zero having a high value. Naturally, a more mimetically oriented style than *De Stijl* will emphasize a greater number of elements, but any style that falls short of a one-one reproduction of reality—which is to say, every style—will still perform this reductive operation.

What all of this points to is the functional role of style in making an environment more predictable. Because each style is associated with a set of perceptual expectations, any environment that is saturated with that style lends itself to being predicted with greater facility than an environment which is not. Thus, if an agent wishes to reduce the uncertainty in the environment, it can do so by actively shaping the environment in accordance with the precepts of a given style. In this way, ‘action then ensures that prior expectations are met and desired states are frequented’ (Friston, 2009, p. 299). If this perspective is allowed, style becomes much more than mere decoration; it is instead the efferent arm of a process of uncertainty reduction, where the environment is actively manipulated so as to render it consistent with a set of model expectations. Intuitive support for this idea comes from the observation that a core impulse of a style is to percolate outwards. What began as niche aesthetic in Dutch abstract art now defines the perceptual experience of the London underground (Lloyd, 2017), just as the discordant aesthetic of punk music projected itself into the jarring sartorial choices of its performers and followers (Hebidge, 1979). The examples could be multiplied, but the point remains the same: styles colonize environments, thereby making them more predictable.

The first impact of this colonization will be to reduce anxiety. If high-entropy scenarios are intrinsically more anxiety-provoking, the saturation of the environment with predictable stylistic features will attenuate the baseline uncertainty that attends perception and action. While this claim is difficult to test empirically, the evidence that does exist supports it. For instance, there is a robust literature on the therapeutic effects of artistic creation on the experience of anxiety (Curry & Kasser, 2005; Jang, Kang, Lee, & Lee, 2016; Sandmire, Gorham, Rankin, & Grimm, 2012; Slaytohn, D’Archer, & Kaplan, 2010; van der Vennet & Serice, 2012). So also, conditions like autism spectrum disorder that may derive from impaired predictive abilities are often attended by repetitive ‘stimming’ (self-stimulation) and
pattern-matching behaviors that regularize the environment by actively making it more predictable (Lawson, Rees, & Friston, 2014; Sinha et al., 2014). While it would be unwise to generalize these observations across the entire cultural record, the fact remains that they provide a compelling explanation for the excess that characterizes style. As has been observed by several commentators, aesthetic stylization is something of an evolutionary mystery: though consuming of resources, aesthetic phenomena seem to offer no functional advantages (Dutton, 2009; Pinker, 2007; Tooby & Cosmides, 2001). On the view offered here, the impulse to stylization is to be found in the manipulation of the environment so as to reduce the likelihood of encountering surprising states; the seeming superfluity of stylization derives from the requirement that this must be done at scale if it is to be effective.

But if this satisfies one of the constraints identified of model building—the reduction of entropy—it leaves to one side the other constraint, which centers on model accuracy. This, it will be remembered, concerns the combinatorial explosion in the possible forms of perceptual experience on the back of linear increases in the elements that compose these experiences. If the model of style offered here has any value, then this pressure should be in some way visible in how style manifests itself in the cultural record. And this, in fact, is the case, to the extent that the duration of a style is intrinsically related to the accuracy of the model of the environment it represents.

To see how this is so, we need to look at the items from which a style is composed. Though these items can, in principle, be anything, it is notable that the duration of a style is to an important degree determined by the psychological, cultural, and historical significance of the items that compose it. ‘Significance’ can, of course, mean anything, so it is as well to be clear and indicate that its meaning here centers on what might be thought of as the explanatory salience of an item. In lived experience, there will always be some class of forms that seem expressive of a deeper or hidden principle of structure or value. Sometimes, these will coincide with biological cues, which evolution has conferred with a suggestive or stimulating power (Dawkins & Krebs, 1979; Thom, 1990)—such forms are visible, for example, in the big-breasted Venus figurines of the Palaeolithic (Schebesch, 2013). Other times, it may be that the frequency with which a specific form is encountered increases, due to material changes in the environment—in the way, for instance, that the new technologies of the early Bronze Age served to make perceptual forms associated with metal smelting more culturally salient (Brück, 2006; Sørensen & Rebay, 2008). In both cases, the relevant forms point to a set of hidden variables or propositions, $Z$, that stand behind the flux of phenomenal experience (e.g. ‘the world is/is not the creation of a benign mother’; ‘fire is/is not the underlying nature of reality’). Necessarily, these purported hidden variables will enter into cosmological and philosophical speculation on the nature of reality (or some part of it), in that they will define a probability distribution, $P(Z)$, that functions as an interpretive prior in the assessment of new sense data. To greater and lesser degrees, the encounter with real-world evidence, $X$, will change the estimation of the prior probabilities assigned to the items of the $P(Z)$ distribution in accordance with Bayes’ formula.
That is, corroborating or disconfirming evidence will be used to update the probabilities assigned to the items that comprise $Z$ (‘given evidence $X$, it is more/less likely that the world is/is not the creation of a benign mother’). If model accuracy is a criterion of interest, then these hidden variables—if actually present—will therefore allow for low entropy to be coordinated with high accuracy. The question is, are they present?

It is here that the issue of stylistic duration comes into view. As part of the perceptual environment, the elements of a given style will act as evidence for the likelihood of an associated set of hidden variables—whether through causal implication, symbolic association, or subjective conviction (Peirce, 1958). However, when a style is the only evidence for these variables that are encountered, the reduction in anxiety is offset by the loss of accuracy. In this scenario, an agent can either increase evidence by further saturating the environment with stylistic elements or else abandon the style entirely. Conversely, when a style aligns with other aspects of the environment, it adds further evidence for a posited set of hidden variables; here, the style is likely to persist due to satisfying both the low entropy and high accuracy constraints. Thus, the duration of a style is directly informed by the set of hidden variables that motivate it.

This hypothesis predicts several known categories of style. At one extreme, there is the fad, where the hidden variables offer some contingent or facile model of the world that cannot be sustained; at the other extreme, a style becomes a tradition, where the hidden variables correspond to cosmological or metaphysical principles that cannot easily be disproved. The only other possibility—the hidden variables exist and perform genuine explanatory work—is almost never encountered in stylistic elaboration, as it is epistemologically equivalent to scientific theorizing. The one exception (to the author’s knowledge) is the set of action roles found in narrative, to the extent that these provide folk-psychological ways of understanding social behavior that actually reflects the structure of human motivations (Gallagher, 2011; Hutto, 2009). For reasons we explore in Carney, Robertson, and Dávid-Barrett (2019), this produces a situation in which the hidden variables come to be taken as an approximation of reality without needing to be supported by conditioning evidence. (That is, they make up the estimating distribution in a process of variational Bayesian inference, where the estimated distribution of motives is intractable due to the combinatorial explosion, as groups get bigger, in representations of the form ‘I believe that $A$ thinks that $B$ is certain that $D$ knows … that $X$ is the case’.) But leaving aside the special case of narrative, what emerges is that model accuracy is the key variable that impacts on the duration of a style. When the hidden values that inform a style perform no explanatory work, the style is evanescent (if potentially intense); when the style evokes variables that are less easily dismissed, it will be compelling for much longer. In situations where there is perfect predictive knowledge, I suggest there will be no style at all. However, I caveat this by suggesting that

$$P(Z | X) = \frac{P(X | Z)P(Z)}{P(X)}$$ (6)
even a perfect model can only predict accurately with exhaustive data, and for most situations, we do not have (and probably never will have) exhaustive data. We can aspire to successful knowledge about physical processes, and to the extent that we do, we no longer stylize these processes because our uncertainty is reduced. Against this, there is no scientific theory that usefully accounts for dealing with social situations and uncertainties at the level they are experienced, because there are no non-trivial scientific laws predicting the exact form my dinner party, night on the town, and first encounter with my in-laws will take.

As these considerations are somewhat abstract, it is useful to close this section with an example—once again, De Stijl. When De Stijl emerged, the Netherlands was undergoing a wave of industrialization that consolidated its position as ‘part of the advanced economic core of North-West Europe’ (Wintle, 2000, p. 245). At the same time, massive and unprecedented infrastructural projects like the reclamation of land from the Zuiderzee were being initiated (Van Lier & Steiner, 1982). When combined with international developments in physics and mathematics, it is easy to see how such a milieu would incubate a model of the world as intrinsically ordered and rational. At a perceptual level, this would be experienced by way of increased encounters with manufactured items and landscapes, where the idiosyncrasies of natural and artisanal forms are replaced by a geometrical schematism composed of straight lines, right angles, and formal equivalences between objects. Though familiarity makes these forms unexceptionable to present-day eyes, at the time they would have been salient as indicators of a rationalist, collective—and, in the USSR of the same period, revolutionary—re-ordering of the human lifeworld. This in turn would have facilitated a world-model that has, as its animating claim, the rejection of subjectivity as a generative principle and the embracing of impersonal processes. It is not surprising, therefore, to see this given expression in the first manifesto of De Stijl, which juxtaposes the subjectivist impulse of earlier art—‘traditions, dogmas, and the predominance of the individual’—against the ‘relationship of equality between the universal and the individual’ that attends the new style (Conrads, 1970, p. 39). Thus, the De Stijl aesthetic—and indeed the modernist aesthetic more generally—can be understood as an attempt to infuse the environment with perceptual evidence for a low-entropy model of the world that retains a high accuracy value due to the historical salience of the perceptual elements that compose it.

4 Conclusion: Some Predictions

Style reduces anxiety about the future by making the environment more predictable, subject to the constraints of model accuracy—with environment corresponding to both the specific field of aesthetic creation and the more general world of all fabricated objects and processes. That, at least, is the claim I am making here. If correct, this model of style should both account for our existing intuitions and—ideally—allow for new insights. We have already seen how the transitory nature of style is explained by the model accuracy parameter. Stylistic forms that do not evince
hidden explanatory variables (or do so implausibly) are evanescent; styles that point to hidden variables less easy to disprove tend to last longer. Explanations are also available for the normative and polemical character of style. Specifically, styles are normative and polemical for the same reason: each one defines a model of the world, and models of the world are exclusive (mathematically, the probability distribution across the elements of the model sums to one). This means that no style can accommodate the prescriptions of another without radically changing its own forms and becoming a new style. At the same time, the political function of a worldview that is encoded in a set of stylistic forms cannot admit another style without conceding legitimacy. While this latter point does not mean that syncretic styles are impossible, it does suggest that they will be most common (like religious syncretism) in times when a secure collective identity is available. Compare, for instance, the openness of the later Roman Empire to regional aesthetics with the competitive elaboration of highly individual styles by small tribal societies that exist in close proximity to each other (e.g. in Papua and West Papua).

But the question remains: What are the new insights provided by the information-theoretic model? We have already seen how varying the accuracy parameter generates predictions; it is perhaps worth finishing by cataloguing the predictions that follow from varying the simplicity parameter. In practice, this means varying the entropy of the model associated with the style. Doing this at once introduces considerations of cognitive load. All styles are simplifications, but some styles simplify to a far greater degree than others—and because these styles are predictable, they impose lower demands on working memory and attention (Carney, 2019; Hunter & Pisoni, 2018). This contrasts with more elaborate or ornate styles, which impose high demands by approximating more and more to the degree of complexity that attends real-world phenomena. From this, two predictions emerge. The first is that stable, unchanging contexts will support high-entropy styles, whereas unstable contexts will support low-entropy ones. The second is that the greater the psychological distance associated with a topic of aesthetic representation, the lower the entropy of the associated style is likely to be. (‘Distance’, in this instance, picks out displacement with respect to space, time, familiarity, and likelihood—see below.)

With respect to the first prediction, unstable environments place obvious demands on cognitive budgets with respect to time, energy, memory, and attention (Dunbar, Lehmann, Korstjens, & Gowlett, 2014; Mithen, 1995; Stout, Hecht, Khreisheh, Bradley, & Chaminade, 2015). Any activity that competes for the same resources will, therefore, negatively impact on the processing of threats and opportunities by reducing these resources, and thereby raise anxiety. Conversely, environments that are highly predictable can free up cognitive resources for activities that are not directly adaptive without compromising agent survival. Thus, the simplicity parameter—the model entropy—associated with anxiety reduction in style will have a much tighter bound in challenging environments. In practice, this means we should expect to see more schematic, geometrical, and repetitive styles when societies and individuals are exposed to ongoing stress. At the same time, there is likely to be an ameliorative value in the identification of simple hidden variables standing behind otherwise chaotic experiences, given that these can provide a focus for ritual or
therapeutic behaviors. Against this, more ornate, baroque, or organic styles should become visible when the producers of style exist in a stable, predictable milieu. In this regard, it has already been hypothesized that the impulse towards abstraction comes from ‘the immense spiritual dread of space,’ which leaves humanity ‘tormented by the entangled inter-relationship and flux of the phenomena of the outer world’ (Worringer, 1997, pp. 15–16). This is most obvious with respect to the linear, schematic exercises in artistic creation from the earliest parts of human history (Henshilwood et al., 2002), but it is no less true that the sensory richness of French impressionism and Victorian realism in the latter half of the nineteenth century could not contrast more with the revolutionary formalism of Russian art in the early twentieth century. And tellingly enough, the consolidation of the USSR and the regularization of daily life brought with it a migration to a less abstract, more realistic aesthetic. Nevertheless, I readily acknowledge that these claims—which take in the entirety of the cultural record—will need more evidence than I am able to supply here if they are to be compelling.

The second prediction is no less speculative, but hopefully equally provocative. This is the hypothesis that lower entropy styles should attend subject matter that is distant or cognitively remote. Here, the reasoning is that remote subject matter will, all things being equal, offer fewer familiar perceptual elements, and therefore make bigger claims on cognitive budget by requiring such elements to be explicitly memorized or inferred. What this means in practice is that any associated style is likely to make do with fewer, more schematic elements that are often repeated, as opposed to reproducing a familiar reality with a more expressive style. Once more, evidence for such a hypothesis requires a survey of the cultural record that I cannot offer, except to note that the fantastical cultural forms like myth, folktale, and the epic consistently make use of formulaic patterns, stock phrases, and predictable characters (Gray, 1971), just as genres like contemporary science fiction and fantasy are well-known for complementing far-reaching speculation with prosaic (i.e. predictable) delivery (Stockwell, 2014). However, a useful independent body of evidence in support of my view comes from construal level theory (CLT), a branch of social psychology that deals with the interaction between abstraction and psychological distance. The core discovery of CLT is that abstract representations cue expectations of psychological distance in the dimensions of space, time, likelihood, and social familiarity, just as the experience of psychological distance cues expectations of abstraction, with a similar relationship holding true for concreteness and nearness (Liberman & Trope, 2009; Trope & Liberman, 2010). In other words, CLT shows that cognition centering on far away, temporally distant, socially alien, or implausible themes is biased towards abstract modes of representation, with the reverse being true for representations that are near in those dimensions. I have explored this claim already with respect to science fiction in Carney (2017), where I show that four of its core topics—space travel, time travel, non-human agency, and counterfactual history—pair extremes of psychological distance with various forms of linguistic and cognitive abstraction. Extending this claim to other stylistic modes and cultural genres is certainly possible; doing so would both supply CLT with an
The explanatory mechanism for its claims and allow for these claims (and the associated prediction I am offering here) to be tested against rich cultural data.

The information-theoretical model of style therefore presents two clear further lines of development for future work. Here, my purpose will have been achieved if I have made clearer the precise ways in which anxiety about the future is alleviated by the injection of stylistic elements into the environment. Style, on this view, is less a cultural incidental or a hedonic decoration than it is the material implementation of perhaps the signature psycho-perceptual strategy of all forms of organic life (Friston, 2012; Friston et al., 2012). This is an ambitious claim, and even if true, a peremptory one. Nevertheless, the increasingly necessary intellectual project of reconciling our models of biological, cognitive, and cultural processes is an argument for at least pursuing it. If successful, the present chapter will have made one step—even if only a negative one—towards doing so.
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