Classification of Active Multiple Sclerosis Lesions in MRI Without the Aid of Gadolinium-Based Contrast Using Textural and Enhanced Features from FLAIR Images
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Abstract. Multiple sclerosis (MS) is an autoimmune demyelinating disease that affects one’s central nervous system. The disease has a number of lesion states. One of them is known as active, or enhancing, and indicates that a lesion is under an inflammatory condition. This specific case is of interest to radiologists since it is commonly associated with the period of time a patient suffers most from the effects of MS. To identify which lesions are active, a Gadolinium-based contrast is injected in the patient prior to a magnetic resonance imaging procedure. The properties of the contrast medium allow it to enhance active lesions, making them distinguishable from nonactive ones in T1-w images. However, studies from various research groups in recent years indicate that Gadolinium-based contrasts tend to accumulate in the body after a number of injections. Since a comprehensive understanding of this accumulation is not yet available, medical agencies around the world have been restricting its usage to cases only where it is absolutely necessary. In this work we propose a supervised algorithm to distinguish active from nonactive lesions in FLAIR images, thus eliminating the need for contrast injections altogether. The classification task was performed using textural and enhanced features as input to the XGBoost classifier on a voxel level. Our database comprised 54 MS patients (33 with active lesions and 21 with nonactive ones) with a total of 22 textural and enhanced features obtained from Run Length and Gray Level Co-occurrence Matrices. The average precision, recall and F1-score results in a 6-fold cross-validation for active and nonactive classes were 0.892, 0.968, 0.924 and 0.994, 0.987, 0.991, respectively. Moreover, from a lesion perspective, the algorithm misclassified only 3 active lesions out of 157. These results indicate our tool can be used by physicians to get information about active lesions without the aid of Gadolinium-based contrast.
MS lesions in FLAIR images without using any kind of contrast, thus improving one’s health and also reducing the cost of MRI procedures for MS patients.
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## 1 Introduction

Multiple sclerosis (MS) is an autoimmune demyelinating disease that attacks one’s central nervous system and affects more than 2.3 million people worldwide [21]. The most common form of MS is known as relapsing-remitting and is characterized by episodes of neurological dysfunctions that evolve over a period of time before plateauing and remitting with some degree of recovery [17]. Each MS lesion can be classified into a specific class, namely preactive, active, chronic active and chronic inactive [15]. The active - or enhancing - state indicates that one or more lesions are under an inflammatory condition and it is commonly associated with the period of time a patient suffers most from the effects of MS.

To identify which lesions are active, a Gadolinium-based contrast is injected in the patient prior to the procedure itself. The properties of the contrast enhance active lesions [17], making them distinguishable from other kinds of pathologies in T1-w images. However, recent works [4, 14, 27] indicate that Gadolinium-based contrasts tend to accumulate in one’s brain, bones, skin and other parts of the body after a number of injections.

A comprehensive understanding of this accumulation is not yet available, which has made several agencies, such as the U.S. Food and Drug Administration and the European Medicines Agency, issue statements [10, 11, 24–26] restricting the usage of Gadolinium-based contrasts only to cases where it is absolutely necessary. There are indications that infrequent contrast administrations pose no threat [16]; however, this is not the case for MS patients, who must undergo a magnetic resonance imaging (MRI) procedure with contrast injections from time to time for the rest of their lives in order to assess how the disease is progressing.

Some works in the literature have used supervised and unsupervised techniques to segment and classify different types of MS lesions [18]. Since it is a challenging task, it is common for techniques to use different features from MR images besides gray level intensity. In [20], the authors used texture analysis to distinguish normal appearing white matter (NAWM) from active MS lesions in T2-w images. They used features extracted from both Gray Level Co-occurrence Matrix (GLCM) and Run Length Matrix (RLM) to help differentiate between the two classes. Using linear discriminant analysis (LDA), partial least squares (PLS) and logistic regression (LR), they were able to get different sets of textural features and results according to each technique. The authors achieved the highest accuracy when using PLS in a 6-texture parameter model with a sensitivity of 0.88 and specificity of 0.81. According to the authors, a limitation of their study concerned the limited number of patients (a total of 21) and
active lesions (a total of 58), indicating that further investigations should be conducted in order to confirm their findings in a larger set of data. Another important aspect to consider is that the goal of the authors was to distinguish active MS lesions from NAWM instead of active from nonactive lesions. Though the correct distinction between NAWM and other MS pathologies is crucial, it is not a sufficient condition to withdraw the usage of Gadolinium-based contrast.

In [1], a study was conducted in order to distinguish between three classes of lesions: non-enhancing lesions (NEL), enhancing lesions (EL) and persistent black holes (PBH). The authors used more than 300 textural features from GLCM, RLM, absolute gradient and wavelets extracted from T2-w images. Their dataset comprised 90 patients of which 39 of them had NELs, 32 had PBHs and 19 had ELs. The authors used LDA to classify two classes at a time. In this sense, they verified that 18 features were significant to differentiate NELs from ELs, 14 features to separate NELs and PBHs and other 18 to distinguish ELs from PBHs. Their model yielded perfect classification for NEL vs. EL and EL vs. PBH and a sensitivity and specificity of 0.943 and 0.963, respectively, for NEL vs. PBH. These results are a strong indication that texture analysis can be successfully applied to tell different MS lesion types apart without contrast injection.

Finally, in [8] the authors presented a pipeline for detection and segmentation of MS lesions, including active ones. To this end, they used pre- and post-contrast T1-w images to train their model using a Markov Random Field and textural features. They detected candidate active voxels with a Conditional Random Field classifier. Then, higher order features modeling the texture of the lesion and surrounding tissue were calculated for the patches containing the candidates. They also included an option to use longitudinal information, when available, in order to leverage any differences between time-points. They trained their algorithm with 1760 scans acquired at 180 sites. Applying their model to a test set of 2770 patients led to a sensitivity of 0.91 and average false positive counts of 0.46. A good point made by the authors regarded that active lesions can be as small as 3–10 voxels. This obviously poses a difficulty for segmentation algorithms and must be given special attention in the context of MS. In this sense, textures and patches can mitigate the problem by factoring in the neighborhood information.

Given this scenario, in this work we propose a supervised algorithm to distinguish active from nonactive lesions in Gadolinium-free fluid attenuation inversion recovery (FLAIR) images, thus eliminating the need for contrast injections altogether. The classification task was performed on a voxel level on 54 MS patients - 33 with active lesions and 21 with nonactive ones - using the XGBoost classifier [7]. We used a total of 22 features, including textures extracted from Run Length Matrix and Gray Level Co-occurrence Matrix. The average precision, recall and F1-score results in a 6-fold cross-validation for active and nonactive classes were 0.892, 0.968, 0.924 and 0.994, 0.987, 0.991, respectively. Moreover, from a lesion (instead of voxel) classification perspective, the algorithm misclassified only 3 active lesions out of 157, meaning mistakes on the voxel level are tolerable to some extent when we look at lesions as a whole. These results indicate our tool
can be used by physicians to get information about active MS lesions in FLAIR images without using any kind of contrast, thus improving one’s health and also reducing the costs of MRI procedures for MS patients.

This paper is divided as follows. In Sect. 2 we present and describe our active and nonactive patient databases, along with explanations of the image features extracted from FLAIR images and the XGBoost classifier; in Sect. 3, we present our results and discuss them; finally, in Sect. 4, we present our conclusions and lay out future works that can be derived from our findings.

2 Materials and Methods

In this section we present the databases used in this work, the preprocessing pipeline applied to the images, the textural features used in the classification step, the classifier itself and the metrics to assess the results.

2.1 Databases

Nonactive Lesions. We used the training data of the Longitudinal MS Lesion Segmentation Challenge of the 2015 International Symposium on Biomedical Imaging [5] as our nonactive lesions database with scans from five patients and a total of 21 time-points (4 patients with 4 time-points and 1 patient with 5 time-points). The imaging sequences were adjusted to produce T1-w, T2-w, PD and FLAIR images, which were all skull-stripped, bias field corrected and registered to the same space. Each time-point included manual lesion annotations by two expert raters. Image dimensions were $181 \times 217 \times 181$ and voxel resolution was $1 \text{mm}^3$.

Active Lesions. Our active lesions database came from the Demyelinating Diseases Outpatient Clinics - Neurology & Neurosurgery Department - Universidade Federal de São Paulo - (UNIFESP), Brazil. This database comprised scans of 33 patients with FLAIR and post-contrast T1-w images. An expert rater annotated active MS lesions in FLAIR using post-contrast T1-w as a reference for lesion location. Since this database existed prior to this work and the annotations were made on images as they were, 7 patients out of 33 had slightly different acquisition protocols regarding the number of slices per scan. While 26 patients were scanned with image dimensions $384 \times 512 \times 20$, the other 7 were scanned with image dimensions $384 \times 512 \times 25$. However, qualitatively speaking, the extra number of slices in this second group did not interfere with our region of interest (i.e., the brain itself). Voxel resolution was $0.44 \times 0.44 \times 6.5 \text{mm}^3$ across all images. An example of a patient from this database is shown in Fig. 1.

2.2 Preprocessing

The preprocessing pipeline shown in Fig. 2 was applied to all FLAIR images from both databases.
Fig. 1. Patient with active lesions from the UNIFESP database. (a) T1, (b) FLAIR, (c) Active lesion mask annotated by an expert rater.

First, we applied a noise reduction step using the Non-local means technique [3] with $\sigma = 15$. This step is important because it helps mitigate intensity variations, thus creating a smoother brain profile across all images. After that, we applied the N4 algorithm [23] to reduce the bias field effect. Following that, a histogram matching [22] using two matching points was conducted to bring all images to a standard intensity domain. As a reference for this histogram matching we chose the FLAIR scan in the nonactive dataset with the heaviest lesion load (32.3 ml). The rationale behind this choice was to make lesions as representative as possible when matching histograms in both active and nonactive datasets. Finally, all images were rescaled to the $[0, 255]$ interval.

![Preprocessing pipeline](image)

Fig. 2. Preprocessing pipeline.

2.3 Feature Extraction

After completing the preprocessing pipeline explained the previous section, we extracted features to aid in the distinction between active and nonactive lesions. Such features can be divided into two groups, as shown in Fig. 3.

The highlight branch was comprised of Sobel and two other feature images, enhanced and hyperintensity map, generated by the algorithm proposed in [12].
In short, these enhanced and hyperintensity map feature images were created by first scattering the histogram in order to attenuate mean intensities and enhance “tail” ones, using it to further highlight hyperintensities through patch comparisons. An example of the images generated from this branch are shown in Fig. 4.

The other branch of feature extraction concerned textures and was divided into two techniques: GLCM and RLM. The former was first introduced by [13] and has been widely used in MRI segmentation and classification problems.
The GLCM computes the joint probability of two voxels with the same, or co-occurring, gray level intensities within a distance $d$ and direction $\theta$. In this work, we set the distance to a radius of 2 and 13 directions, scaled analogously from the default 4 directions - 0, 45, 90 and 135° - used in 2D images. Each texture map was calculated as the average of all 13 directions. We extracted eight features from each GLCM, namely energy, entropy, correlation, inverse difference moment, inertia, cluster shade, cluster prominence and Haralick correlation. Similarly, RLM [6] counts the number of times two (or more) voxels with the same gray level intensity occur in a given direction. Features from RLM are mostly related to the fineness and coarseness of a given image represented by long runs and short runs, respectively. We extracted ten features from each RLM, namely short run emphasis (SRE), long run emphasis (LRE), grey level non uniformity (GLN), run length non uniformity (RLN), low grey level run emphasis (LGRE), high grey level run emphasis (HGRE), short run low grey level emphasis (SRLGE), short run high grey level emphasis (SRHGE), long run low grey level emphasis (LRLGE), long run high grey level emphasis (LRHGE).

An example of features extracted from GLCM and RLM are shown in Fig. 5.

Fig. 5. Textures extracted from the patient with active lesions depicted in Fig. 4. (a) GLCM Energy, (b) GLCM Entropy, (c) RLM GLN, (d) RLM LRE.
After completing feature extraction, a total of 22 attributes were selected to be used in the classification step.

2.4 Classifier

The classifier used in this paper is the XGBoost [7], a gradient tree boosting algorithm. The main goal of boosting is to improve the accuracy of a given learning algorithm by using an ensemble of weak learners whose joint decision rule has an arbitrarily high accuracy on the training set [9]. We chose XGBoost due to its growing popularity in classification contests [2] and optimized structure that makes it scalable.

Mathematically, given a data set with $n$ samples, indexed by $i = 1 \ldots n$, and $m$ features $D = \{(x_i, y_i)\}$, where $|D| = n$, $x_i \in \mathbb{R}^m$ and $y_i \in \mathbb{R}$, a tree ensemble model is comprised of the sum of $K$ functions to predict the output

$$
\hat{y}_i = \phi(x_i) = \sum_{k=1}^{K} f_k(x_i),
$$

where $f_k \in \mathcal{F} = \{f(x) = w_q(x)\}$ with $q : \mathbb{R}^m \rightarrow T$ and $w \in \mathbb{R}^T$ is the space of trees. In this context, $q$ is related to the arrangement of each tree that maps a sample to its corresponding leaf index and $T$ is the number of leaves in a tree. Therefore, each $f_k$ is related to one particular tree $q$ and leaf weights $w$.

In order to learn the functions that will describe the model itself, the following loss function is used as the objective

$$
\mathcal{L}(\phi) = \sum_i l(\hat{y}_i, y_i) + \sum_k \Omega(f_k),
$$

where

$$
\Omega(f_k) = \gamma T + \frac{1}{2} \lambda \|w\|^2,
$$

$l$ is a differentiable loss function and $\Omega$ is a penalty term to avoid selecting complex trees. The goal is to keep the model simple and highly predictive at the same time. We can think of gradient boosting in the following way:

1. Fit a model to the data, $\mathcal{F}_1(x) = y$.
2. Fit a model to the residuals (i.e., the loss), $h_1(x) = y - \mathcal{F}_1(x)$.
3. Create a new model, $\mathcal{F}_2(x) = \mathcal{F}_1(x) + h_1(x)$.
4. Repeat steps (1)–(3) until a number $M$ of trees or a sufficiently small difference between loss functions of subsequent steps is reached.

In other words, the algorithm trains successive component classifiers and the output for a test sample $x$ is based on the outputs of these very same components. The scalability of XGBoost is achieved by analyzing and optimizing cache access patterns, data compression and sharding, which are described in more detail in [7]. Regarding parameters, we set the maximum depth of each tree to one and the number of estimators to 5000 in order to avoid specialization of learners and provide enough of them to get an accurate joint decision rule.
2.5 Metrics

To assess the classification of active and nonactive voxel lesions we used the precision, recall and F1-score metrics defined in Table 1.

Table 1. Metrics used to assess classification of active and nonactive voxel lesion. TP, FP and FN are true positives, false positives and false negatives, respectively.

| Metric    | Evaluation                       |
|-----------|----------------------------------|
| Precision | \( \frac{TP}{TP + FP} \)        |
| Recall    | \( \frac{TP}{TP + FN} \)        |
| F1-score  | \( 2 \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \) |

The ratio of active to nonactive lesions in our databases was roughly 1:4, i.e., the active voxel class had a representativity of approximately 25%. Given this imbalance and the paramount importance of correctly detecting active lesions, the recall and F1-score metrics bear more meaning to the assessment of classification performance. This is due to the fact that the former is related to the actual ground truth and the latter provides a better grasp on the overall performance - which can be distorted by the uneven distribution among both classes of interest.

We also conducted a lesion-level analysis. To do so, the active and nonactive voxels were grouped into connected components, thus indicating how many actual lesions were present in each patient. Given the classification probability of each lesion voxel, we calculated the average probability of any given lesion component being active or nonactive. Let \( C \) be a lesion component and \( p \) the probability of a given lesion voxel inside \( C \). If the average probability of component \( C \) was equal to or greater than 50%, we ranked it as being active; otherwise, we ranked it as nonactive, as indicated in Eq. 4.

\[
\text{Class} = \begin{cases} 
\text{Nonactive}, & \frac{1}{\|C\|} \sum_{p \in C} p < 0.5 \\
\text{Active}, & \text{otherwise}
\end{cases}
\] (4)

3 Results and Discussion

In this section we present the voxel-level classification results based on precision, recall and F1-score, as well as the accuracy of our method on a lesion-level basis. Before discussing the results per se, two observations regarding the number of folds are deemed necessary.

First, we set the number of patients per fold to five as a trade-off between the size of the training and test sets in order to make the classifier general enough to avoid overfitting problems. However, since the number of patients with active lesions was 33, the last fold would comprise either 3 or 8 patients. We chose
the latter for the sake of generalization. The results using only 3 patients in the training set indicated a strong overfitting, especially for the active lesion class. Hence, we decided to include these 3 patients in the last 5-patient fold. Since this experiment design choice implied in less samples for the training set, thus making the classification task “harder”, we decided it was a valid approach. This is the reason why the sixth fold included eight instead of five patients from each class.

Second, as mentioned in Sect. 2.1, the nonactive database was comprised of 5 patients, four of them with four time points and one with five. The rationale to choose which patients with nonactive lesions would go into each fold was to randomly choose one time point per patient when the fold size was five. For the last fold, with eight patients, we simply chose three additional random time points from the first three patients in the nonactive dataset (i.e., the last fold had two time points from the first three patients and one time point from the rest).

The voxel-level classification results are shown in Table 2. The nonactive classification yielded higher results when compared to the active class, especially regarding the precision metric. However, as mentioned in Sect. 2.5, recall and F1-score are more significant when it comes to analyze imbalanced datasets as the one we used in this work. In this sense, we can observe that these two metrics were similar between the active and nonactive classes. Moreover, we verified that most misclassifications occurred when a nonactive voxel was mistaken for an active one. Even though this is not ideal, this result is still better for a physician - who can discard these misclassifications when reviewing the outcome of our approach - than the other way around.

On a lesion-level perspective, 154 out of 157 lesions were correctly classified as active and the classification was perfect for the nonactive class. As mentioned in Sect. 2.5, we averaged the probability of each lesion as a whole and labeled them according to the majority class. We can see that even though the active class did not have precision, recall and F1-score as high as the nonactive class in a voxel-level analysis, the mistakes were compensated by the surrounding voxels comprising the lesion itself. In other words, the voxel-level classification provided a margin of safety for errors, making them less significant when viewed from a coarser granularity. Since the outcome of interest for neurologists and physicians is on the lesion-level, this margin indicates there is room for mistakes on a voxel-level that, to a certain extent, do not interfere on the lesion-level results.

Only one patient, ID 32, did not have their lesions identified as active. Some features from this particular patient are shown in Fig. 6. Visual analysis indicate that not only were the lesions small, they also had an intensity profile too similar to that of nonactive lesions. Moreover, the quality of the FLAIR image itself was rather poor. Even though textural and enhanced features aid in the distinction between both classes, there are cases where the classification step fails to yield the expected output due to conditions that are out our reach but yet have influence on the final outcome.
Table 2. Precision, recall and F1-score metrics for the 6-fold cross-validation.

| Patients | Class       | Results  |
|----------|-------------|----------|
|          | Precision  | Recall   | F1-score |
| 1–5      | Active      | 0.945    | 1        | 0.972   |
|          | Nonactive   | 1        | 0.993    | 0.997   |
| 6–10     | Active      | 0.7      | 0.996    | 0.823   |
|          | Nonactive   | 1        | 0.966    | 0.983   |
| 11–15    | Active      | 0.765    | 1        | 0.867   |
|          | Nonactive   | 1        | 0.977    | 0.988   |
| 16–20    | Active      | 0.99     | 1        | 0.995   |
|          | Nonactive   | 1        | 0.998    | 0.999   |
| 21–25    | Active      | 0.887    | 0.863    | 0.875   |
|          | Nonactive   | 0.978    | 0.982    | 0.98    |
| 26–33    | Active      | 0.999    | 0.958    | 0.978   |
|          | Nonactive   | 0.991    | 1        | 0.995   |
| Weighted avg. | Active | 0.892    | 0.968    | 0.924   |
|          | Nonactive   | 0.994    | 0.987    | 0.991   |

Fig. 6. Example of slices from patient ID 32 who had zero lesion hits. (a) FLAIR, (b) active lesion annotation, (c) T1 with Gadolinium enhancement, (d) RLM LRE, (e) RLM GLN.
We can also observe that the standard deviation across all lesions was quite small and the average lesion probability for most patients, both active and non-active, was close or equal to one. It indicates our classifier was able to accurately distinguish both classes with a high degree of certainty, which is important when dealing with a sensitive healthcare scenario as this one.

To analyze the effect of the features in the classification step, we plotted histograms for all 22 attributes extracted from all images of both active and nonactive datasets. Doing so we observed the RLM features RLE, RLN, GLN showed a significant distinction between both classes, whereas GLCM features, in general, had an overlay between one class and the other. Histograms from RLM and GLCM features are shown in Figs. 7 and 8.

The enhancement effect mentioned in Sect. 2.3 can be seen in histograms shown in Fig. 9. We can see that the enhanced and hyperintensity map features offset and spread the class histograms apart, making them more distinguishable. Extracting good features is of paramount importance for the supervised learning pipeline, since they have a direct effect on the classification step. Therefore, combining dissimilar and relevant textural and enhanced features creates a domain space that is adequate for a proper class separation. However, it is also relevant to note that features with significant overlays cannot be promptly discarded because their combination with other more key/distinct features can be useful for the classification step as a whole, especially when the overlay areas between these features are complementary (i.e., the overlay area between classes in one histogram is the most distinctive area in another).
Enhanced feature histograms: (a) Histogram matched (no enhancement), (b) Enhanced and (c) Hyperintensity Map. Class “Lesion” represents the nonactive lesions.

Overall, the classification accuracy on a lesion-level for the active class was over 98%, indicating that it is possible to identify this particular kind of MS lesion using only FLAIR images and without any kind of contrast agent. In addition, RLM features proved to be the most distinctive ones in this scenario. Performing the classification step on a voxel-level provided us with enough samples to properly train our classifier and also allowed for a margin of safety to take place, “smoothing out” the effects of misclassifications on a lesion-level.

4 Conclusions

This paper presented a supervised classification pipeline to distinguish between active and nonactive MS lesions in FLAIR images without using any contrast agent based on textural and enhanced features to create a feature space where both classes could be easily distinguished using the XGBoost classifier. Our dataset comprised 54 patients, 33 with active lesions and 21 with nonactive ones, with varying lesion loads, shapes, sizes and locations.

Though active lesions represented a small portion of samples when compared to nonactive ones, the results indicate that is possible to tell these two classes apart using information from FLAIR images and without the aid of any sort of contrasts. Out of the 157 active lesions, 154 were correctly identified as so. This is relevant because it unburdens patients from the accumulation of heavy metal based contrasts in their systems, makes it possible for patients with kidney problems to get an assessment of their active lesion progress (since they cannot be injected with contrasts in the first place) and also lowers the cost of the MRI procedure with the elimination of contrast shots.

There are limitations in this work. A larger number of patients would be required to assess the classification performance on a broader set of lesions. Also, lesions were not rated by an independent neuroradiologist, and that could have introduced bias in our study. And finally, we lacked an external validation set, which would make our data more robust. Nonetheless, we were able to show that is very possible to correctly identify active MS lesions without using Gadolinium-based contrasts.

We expect to further investigate these findings by conducting a feature selection and analysis to verify which of them are the most relevant for the classification.
tion step and which can be discarded without affecting accuracy. We also intend to create a fully automatic pipeline to segment MS lesions and classify them into active and nonactive without any kind of contrast agent.
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