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ABSTRACT

As recommender systems become increasingly central for sorting and prioritizing the content available online, they have a growing impact on the opportunities or revenue of their items producers. For instance, they influence which recruiter a resume is recommended to, or to whom and how much a music track, video or news article is being exposed. This calls for recommendation approaches that not only maximize (a proxy of) user satisfaction, but also consider some notion of fairness in the exposure of items or groups of items. Formally, such recommendations are usually obtained by maximizing a concave objective function in the space of randomized rankings. When the total exposure of an item is defined as the sum of its exposure over users, the optimal rankings of every users become coupled, which makes the optimization process challenging. Existing approaches to find these rankings either solve the global optimization problem in a batch setting, i.e., for all users at once, which makes them inapplicable at scale, or are based on heuristics that have weak theoretical guarantees. In this paper, we propose the first efficient online algorithm to optimize concave objective functions in the space of rankings which applies to every concave and smooth objective function, such as the ones found for fairness of exposure. Based on online variants of the Frank-Wolfe algorithm, we show that our algorithm is computationally fast, generating rankings on-the-fly with computation cost dominated by the sort operation, memory efficient, and has strong theoretical guarantees. Compared to baseline policies that only maximize user-side performance, our algorithm allows to incorporate complex fairness of exposure criteria in the recommendations with negligible computational overhead. We present experiments on artificial music and movie recommendation tasks using Last.fm and MovieLens datasets which suggest that in practice, the algorithm rapidly reaches good performances on three different objectives representing different fairness of exposure criteria.

Keywords fairness, recommender systems, online ranking

1 Introduction

Recommender systems are ubiquitous in our lives, from the prioritization of content in news feeds to matching algorithms for dating or hiring. The objective of recommender systems is traditionally formulated as maximizing a proxy for user satisfaction such as ranking performance. However, it has been observed that these recommendation strategies can have undesirable side effects. For instance, several authors discussed popularity biases and winner-take-all effects that may lead to disproportionately expose a few items even if they are assessed as only slightly better than others [Abdollahpouri et al., 2019, Singh and Joachims, 2018, Biega et al., 2018], or disparities in content recommendation across social groups defined by sensitive attributes [Sweeney, 2013, Imana et al., 2021]. An approach to mitigate these undesirable effects is to take a more general perspective to the objective of recommendation systems. Considering recommendation as an allocation problem [Singh and Joachims, 2018, Patro et al., 2020] in which the “resource” is the exposure to users, the objective of recommender systems is to allocate this resource fairly, i.e., by taking into account the interests of the various stakeholders – users, content producers, social groups defined by sensitive attributes – depending on the application context. This perspective yields the traditional objective of recommendation when only the ranking performance averaged over individual users is taken into account.
There are two main challenges associated with the fair allocation of exposure in recommender systems. The first challenge is the specification of the formal objective function that defines the trade-off between the possibly competing interests of the stakeholders in a given context. The second challenge is the design of a scalable algorithmic solution: when considering the exposure of items across users in the objective function, the system needs to account for what was previously recommended (and, potentially, to whom) when generating the recommendations for a user. This requires solving a global optimization problem in the space of the rankings of all users. In contrast, traditional recommender systems simply sort items by estimated relevance to the user, irrespective of what was recommended to other users.

In this paper, we address the algorithmic challenge, with a solution that is sufficiently general to capture many objective functions for ranking with fairness of exposure, leaving the choice of the exact objective function to the practitioner. Following previous work on fairness of exposure, we consider objective functions that are concave functions that should be optimized in the space of randomized rankings [Singh and Joachims, 2018, 2019, Morik et al., 2020, Do et al., 2021]. Our algorithm, Offr (Online Frank-Wolfe for Fair Ranking), is a computationally efficient algorithm that optimizes such objective functions online, i.e., by generating rankings on-the-fly as users request recommendations. The algorithm dynamically modifies item scores to optimize for both user utility and the selected fairness of exposure objective. We prove that the objective function converges to the optimum in $O(1/\sqrt{t})$, where $t$ is the number of time steps. The computational complexity of Offr at each time step is dominated by the cost of sorting, and it requires only $O(\#users + \#items)$ storage. The computation cost of Offr are thus of the same order as what is required in traditional recommenders systems. Consequently, using Offr, taking into account fairness of exposure in the recommendations is (almost) free. Our main technical insight is to observe that in the context of fair ranking, the usage of Frank-Wolfe algorithms [Frank and Wolfe, 1956] resolves two difficulties:

1. Frank-Wolfe algorithms optimize in the space of probability distributions but use at each round a deterministic outcome as the update direction. In our case, it means that Offr outputs a (deterministic) ranking at each time step while implicitly optimizing in the space of randomized rankings.

2. Even though the space of rankings is combinatorial, the objective functions used in fairness of exposure have a linear structure that Frank-Wolfe algorithms can leverage, as already noticed by [Do et al., 2021].

Compared to existing algorithms, Offr is the first widely applicable and scalable algorithm for fairness of exposure in rankings. Existing online ranking algorithms for fairness of exposure [Morik et al., 2020, Biega et al., 2018, Yang and Ai, 2021] are limited in scope as they apply to only a few possible fairness objectives, and only have weak theoretical guarantees. [Do et al., 2021] show how to apply the Frank-Wolfe algorithm to general smooth and concave objective functions for ranking. However, they only solve the problem in a batch setting, i.e., computing the recommendations of all users at once, which makes the algorithm impractical for large problems, because of both computation and memory costs. Our algorithm can be seen as an online variant of this algorithm, which resolves all scalability issues.

We showcase the generality of Offr on three running examples of objective functions for fairness of exposure. The first two objectives are welfare functions for two-sided fairness [Do et al., 2021], and the criterion of quality-weighted exposure [Singh and Joachims, 2018, Biega et al., 2018]. The third objective, which we call balanced exposure to user groups, is novel. Taking inspiration from audits of job advertisement platforms [Imana et al., 2021], this objective considers maximizing ranking performance while ensuring that each item is evenly exposed to different user groups defined by sensitive attributes.

In the remainder of the paper, we present the recommendation framework and the different fairness objectives we consider in the next section. In Sec. 3 we present our online algorithm in its most general form, as well as its regret bound. In Sec. 4 we instantiate the algorithm on three fairness objectives and provide explicit convergence rates in each case. We present our experiments in Sec. 5. We discuss the related work in Sec. 6. Finally, in Sec. 7 we discuss the limitations of this work and avenues for future research.

2 Fairness of exposure in rankings

This paper addresses the online ranking problem, where users arrive one at a time and the recommender system produces a ranking of $k$ items for that user. We focus on an abstract framework where the recommender system has two informal goals. First, the recommended items should be relevant to the user. Second, the exposure of items should be distributed “fairly” across users, for some definition of fairness which depends on the application context. We formalize these two goals in this section, by defining objective functions composed of a weighted sum of two terms: the user objective which depends on the ranking performance from the user’s perspective, and the fairness objective, which depends on the exposure of items. In this section, we focus on the ideal objective functions, which are defined in a static ranking framework. In the next sections, we focus on the online ranking setting, where at each time step, an
incoming user requests recommendations and the recommender systems produces the recommendation list on-the-fly while optimizing these ideal objective functions.

In order to disentangle the problem of learning user preferences from the problem of generating fair recommendations, we consider that user preferences are given by an oracle. We start this section by describing the recommendation framework we consider. We then present the fairness objectives we focus on throughout the paper.

**Notation** Integer intervals are denoted within brackets, i.e., \( \forall n \in \mathbb{N}, \lfloor n \rfloor = \{1, \ldots, n\} \). We use the Dirac notation \( \langle x \mid y \rangle \) for the dot product of two vectors of same dimension \( x \) and \( y \). Finally, \( \mathbb{I}_{\{expr\}} \) is 1 when \( expr \) is true, and 0 otherwise.

### 2.1 Recommendation framework

We consider a recommendation problem with \( n \) users and \( m \) items. We identify the set of users with \( \lfloor n \rfloor \) and the set of items with \( \lfloor m \rfloor \). We denote by \( \mu_{ij} \in [0, 1] \) the value of recommending item \( j \) to user \( i \) (e.g., a rating normalized in \([0, 1]\)). To account for the fact that users are more or less frequent users of the platform, we define the activity of user \( i \) as being commensurable to the exposure an item receives given its rank. The weights are non-increasing to account for the position bias \( b_r \geq \ldots \geq b_k \geq 0 \).

The recommendation for a user is a top-\( k \) ranking (or simply ranking when the context is clear), i.e., a sorted list of \( k \) unique items, where typically \( k \ll m \). Formally, we represent a ranking by a mapping \( \sigma : \lfloor k \rfloor \to \lfloor m \rfloor \) from ranks to recommended items with the constraint that different ranks correspond to different items. The ranking performance on the user side follows the position-based model, similarly to previous work [Singh and Joachims 2018, 2019, Patro et al. 2020, Biega et al. 2018, Do et al. 2021]. Given a set of non-negative, non-increasing exposure weights \( b = (b_1, \ldots, b_k) \), the ranking performance of \( \sigma \) for user \( i \), denoted by \( u_i(\sigma) \), is equal to:

\[
\sum_{r=1}^{k} \mu_{i,\sigma(r)} b_r
\]

\[u_i(\sigma) = \sum_{r=1}^{k} \mu_{i,\sigma(r)} b_r \quad \text{with } b_1 \geq \ldots \geq b_k \geq 0. \tag{1}\]

We use the shorthand user utility to refer to \( u_i \). Following previous work on fairness of exposure, we interpret the weights in \( b \) as being commensurable to the exposure an item receives given its rank. The weights are non-increasing to account for the position bias, which means that the user attention to an item decreases with the rank of the item. Given a top-\( k \) ranking \( \sigma \), the exposure vector induced by \( \sigma \), denoted by \( E(\sigma) \in \mathbb{R}^m \) assigns each item to its exposure in \( \sigma \):

\[
\forall j \in \lfloor m \rfloor, E_j(\sigma) = \begin{cases} b_r & \text{if } \exists r \in \lfloor k \rfloor, \sigma(r) = j \\ 0 & \text{otherwise} \end{cases}. \tag{2}\]

The user utility is then equal to \( u_i(\sigma) = \sum_{j=1}^{m} \mu_{ij} E_j(\sigma) = \langle \mu_i \mid E(\sigma) \rangle \).

In practice, the ranking given by a recommender system to a user is not necessarily unique: previous work in static rankings consider randomization in their rankings [Singh and Joachims 2018], while in our case of online ranking, it is possible that the same user receives different rankings at different time steps. In that case, we are interested in averages of user utilities and item exposures. To formally define these averages, we use the notation:

\[
\mathcal{E} = \{ E(\sigma) : \sigma \text{ is a top-} k \text{ ranking} \} \quad \mathcal{F} = \text{convexhull}(\mathcal{E}) \quad \Pi = \mathcal{F}^n. \tag{3}\]

\( \mathcal{E} \) is the set of possible item exposures vectors and \( \mathcal{F} \) is the set of possible average exposure vectors. \( \Pi \) is an exposure matrix, where \( \pi_{ij} \) is the average exposure of item \( j \) to user \( i \). Under the position-based model, a matrix \( \pi \in \Pi \) characterizes a recommender system since it specifies the average exposure of every item to every user. We use \( \pi \) as a convenient mathematical device to study the optimization problems of interests, keeping in mind that our algorithms effectively produce a ranking at each time step.

Recalling that \( w \) represents the user activities, the user utilities and total item exposures under \( \pi \) are defined as

\[
\text{(utility of user } i) \quad u_i(\pi) = \langle \mu_i \mid \pi_i \rangle \\
\text{(exposure of item } j) \quad v_j(\pi) = \sum_{i=1}^{n} w_i \pi_{ij}. \tag{4}\]

3
Fairness of exposure refers to objectives in recommender systems where maximizing average user utility is not the sole or main objective of the system. Typically, the exposure of items \( v_j \), or variants of them, should also be taken into account in the recommendation. We formulate the goal of a recommender system as optimizing an objective function \( f(\pi) \) over \( \pi \in \Pi \), where \( f \) accounts for both the user utility and the fairness objectives.

\[ \pi^* \in \arg \max_{\pi \in \Pi} f(\pi). \]  

(5)

Since our algorithm works on any concave function of the average exposures respecting some regularity conditions, we emphasize that the three objective functions below are only a few examples among many.

### 2.2 Fairness Objectives

We now present our three examples of objective functions \( f(\pi) \) in order of “difficulty” to perform online ranking compared to static ranking. In all three cases, it is easy to see that the objective functions are concave with respect to the recommended exposures \( \pi \). The objective functions should be maximized, so the optimal exposures \( \pi^* \) satisfy

\[ \pi^* \in \arg \max_{\pi \in \Pi} f(\pi). \]  

(6)

### Two-sided fairness

The first example is from Do et al. [2021] who optimize an additive concave welfare function of user utilities and item exposures. Interpreting item exposure as the utility of the item’s producer, this approach is grounded into notions of distributive justice from welfare economics and captures both user- and item-fairness [Do et al. 2021]. For \( \eta > 0, \beta > 0 \) and \( \alpha_1 \in (-\infty, 1), \alpha_2 \in (-\infty, 1) \), the objective function is:

\[ f(\pi) = \sum_{i=1}^{n} w_i \psi_{\alpha_1}(u_i(\pi)) + \frac{\beta}{m} \sum_{j=1}^{m} \psi_{\alpha_2}(v_j(\pi)) \]

where \( \psi_{\alpha}(x) = \begin{cases} \text{sign}(\alpha)(\eta + x)^\alpha & \text{if } \alpha \neq 0 \\ \log(\eta + x) & \text{if } \alpha = 0 \end{cases} \).  

### Quality-weighted exposure

One of the main criteria for fairness of exposure is quality-weighted exposure [Biega et al. 2018, Wu et al. 2021] (also called merit-based fairness [Singh and Joachims 2018, Morik et al. 2020]). A measure \( q_j \) of the overall quality of an item is taken as reference, and the criterion stipulates that the item exposure is proportional to its quality. \( q_j \) is often defined as the average value \( \mu_{ij} \) over users. Using this definition of \( q_j \), as noted by Do et al. [2021], it is possible to optimize trade-off between average user utility and proportional exposure using a penalized objective of the form:

\[ f(\pi) = \sum_{i=1}^{n} w_i u_i(\pi) - \beta \sqrt{\eta + \frac{1}{m} \sum_{j=1}^{m} \left( q_{\text{avg}} v_j(\pi) - q_j \|b\|_1 \right)^2} \]

where \( q_j = \sum_{i=1}^{n} w_i \mu_{ij} \) and \( q_{\text{avg}} = \frac{1}{m} \sum_{j=1}^{m} q_j \).

As before, \( \beta > 0 \) controls the trade-off between user utilities and the fairness of exposure penalty and \( \eta > 0 \) avoids infinite derivatives at 0. This form of the exposure penalty was chosen because it is concave and differentiable, and it is equal to zero when exposure is exactly proportional to quality, i.e., when \( \forall j, j' \in S, v_j = \frac{\mu_{ij}}{\mu_{ij'}} \). We use \( q_{\text{avg}} v_j(\pi) - q_j \|b\|_1 \) rather than \( \frac{\pi_j(\pi)}{q_j} - \frac{\|b\|_1}{q_{\text{avg}}} \) because the former is more stable when qualities are close to 0 or estimated.

### Balanced exposure to user groups

We also propose to study a new criterion we call balanced exposure to user groups, which aims at exposing every item evenly across different user groups. For instance, a designer of a recommendation system might want to ensure a job ad is exposed to the similar proportion of men and women [Imana et al. 2021], or to even proportions within each age category. Let \( S = \{s_1, ..., s_{|S|}\} \) be a set of non-empty groups of users. We do not need \( S \) to contain all users, and groups may be overlapping. Let \( v_j|s \) be the exposure of item \( j \) within the group \( s \), i.e., the amount of exposure \( j \) receives in group \( s \) with respect to the total exposure available for this group. That is, for any \( \pi \in \Pi \), define

\[ v_j|s(\pi) := \sum_{i \in s} w_i \pi_{ij}, \quad \text{with } \pi_s := \sum_{i \in s} w_i, \quad v_j|\text{avg} = \frac{1}{|S|} \sum_{s \in S} v_j|s(\pi) \]
Also, let $v_{j \text{avg}} := (1/|S|) \sum_{s \in S} v_{j[s]}(\pi)$ be the average exposure for item $j$, across all the groups. The objective function we consider takes the following form, where $\beta > 0$ and $\eta > 0$ play the same roles as before:

$$f(\pi) = \sum_{i=1}^{n} w_i u_i(\pi) - \frac{\beta}{m} \sum_{j=1}^{m} \left( \eta + \sum_{s \in S} \left( v_{j[s]}(\pi) - v_{j \text{avg}}(\pi) \right) \right)^2.$$  \hspace{1cm} (8)

### 3 Fast online ranking

#### 3.1 Online ranking

The online setting we consider is summarized as follows. At each time step $t \geq 1$:

1. A user $i^{(t)} \in [n]$ asks for recommendations. We assume $i^{(t)}$ is drawn at random from the fixed but unknown distribution of user activities with parameters $w$, i.e., $i^{(t)} \sim \text{Categorical}(w)$.
2. The recommender system picks a ranking $\sigma^{(t)}$.

Note that as stated before, the main assumptions of this framework are the fact that incoming users are sampled independently at each step from a distribution that remains constant over time. In our setting, we consider that the (user, item) values $\mu_{ij}$ are known to the system. However, the user activities $w_i$ are unknown.

Let $c^{(t)} = E(\sigma^{(t)})$ be the exposure vector induced by $\sigma^{(t)}$, and define, for every user $i$:

- The user counts at time $t$: $c_i^{(t)} = \sum_{\tau \leq t} \mathbb{1}_{\{i(\tau) = i\}}$;
- The average exposure at time $t$: $\pi_i^{(t)} = \frac{1}{c_i^{(t)}} \sum_{\tau \leq t} \mathbb{1}_{\{i(\tau) = i\}} c^{(\tau)}$.

Given an objective function $f$ such as the ones defined in the previous section, our goal is to design computationally efficient algorithms with low regret when $t$ grows to infinity. More formally the goal of the algorithm is to guarantee:

$$R^{(t)} = \max_{\pi \in \Pi} \left[ f(\pi) - \mathbb{E}[f(\pi^{(t)})] \right] \xrightarrow{t \to \infty} 0$$  \hspace{1cm} (9)

where the expectation in $R^{(t)}$ is taken over the random draws of $i^{(1)}, ..., i^{(t)}$ and the $O(.)$ hides constants that depend on the problem, such as the number of users or items.

#### 3.2 The Offr algorithm

We describe in this section our generic algorithm, called Offr for Online Frank-Wolfe for Fair Ranking. Offr works with an abstract objective function $f_w : \Pi \to \mathbb{R}$, which is parameterized by the vector of user activities $w$. The $f_w(\pi)$ of this section is exactly the $f(\pi)$ of the previous section, except that we make explicit the dependency on $w$ because it plays an important role in the algorithm and its analysis.

**Assumptions on $w$ and $f_w$** In the remainder, we assume $w$ is fixed and non-degenerate, i.e., $\forall i \in [n], w_i > 0$. We assume that for every $w$, $\pi \mapsto f_w(\pi)$ is concave and differentiable. More importantly, the fundamental object in our algorithm are the partial derivatives of $f$ with respect to $\pi_i$ normalized by $w_i$. Given a user index $i$, let

$$g_{w,i}(\pi) = \frac{1}{w_i} \frac{\partial f_w}{\partial \pi_i}(\pi) \in \mathbb{R}^m.$$  \hspace{1cm} (10)

We assume that $g_{w,i}$ is bounded and Lipschitz with respect to $\pi_i$: for every $\pi \in \mathcal{E}$ and every $\pi_i' \in \mathcal{E}$, we have:

- Bounded gradients: $\|g_{w,i}(\pi)\|_{\infty} \leq G_i$;
- Lipschitz gradients:

$$\|g_{w,i}(\pi) - g_{w,i}(\pi_1, ..., \pi_{i-1}, \pi_i', \pi_{i+1}, ..., \pi_n)\|_2 \leq L_i \|\pi_i - \pi_i'\|_2.$$

Notice that with the normalization by $w_i$ in $g_{w,i}$, these assumptions guarantee that the importance of a user is commensurable with their activity, i.e., that the objective does not depend disproportionately on users we never see.
Online Frank-Wolfe with an approximate gradient  Our algorithm is described by the following rule for choosing $e^{(t)}$. First, we rely on $\hat{g}_{i}^{(t)}$ which is an approximation of the gradient $g_{w,i}(\pi^{(t-1)})$. We describe later the required properties of the approximation we need is given (see Th. 2 below), and the approximation one we use in practice (see (14) below). Notice that we rely on an approximation because the user activities are unknown. Then, choose $e^{(t)}$ as:

$$e^{(t)} \in \arg\max_{e \in E} \langle \hat{g}_{i}^{(t)}, e \rangle.$$  

(11)

Since we compute a maximum dot product with a gradient (or an approximation thereof), our algorithm is a variant of online Frank-Wolfe algorithms. We discuss in more details the relationship with this literature in Sec. 6.

Frank-Wolfe algorithms shine when the argmax in (11) can be computed efficiently. As previously noted by Do et al. [2021, Thm. 1] who only study static ranking, Frank-Wolfe algorithms are particularly suited to ranking because (11) only requires a top-$k$ sorting. Let topk(x) be a routine that returns the indices of $k$ largest elements in vector $x$. \footnote{Formally, $\sigma = \text{topk}(x) \implies \left( x_{\sigma(1)} \geq \ldots \geq x_{\sigma(k)} \right)$ and $\forall j \not\in \{\sigma(1), \ldots, \sigma(K)\}, x_{j} \leq x_{\sigma(k)}$, using an arbitrary tie breaking rule as it does not play any role in the analysis.}

We have:

**Proposition 1.** [Do et al., 2021, Thm. 1]

$$\sigma^{(t)} = \text{topk}(\hat{g}_{i}^{(t)}) \implies E(\sigma^{(t)}) \in \arg\max_{e \in E} \langle \hat{g}_{i}^{(t)}, e \rangle.$$  

We call OFFR (Online Frank-Wolfe for Fair Ranking) the usage of the online Frank-Wolfe update (11) in ranking tasks, i.e., using Prop. 1 to efficiently perform the argmax computation of (11).

We are now ready to state our main result regarding the convergence of argmax tasks, i.e., using Prop. 1 to efficiently perform the FFR. Proposition 1. [Do et al., 2021, Thm. 1]

$$\sigma^{(t)} = \text{topk}(\hat{g}_{i}^{(t)}) \implies E(\sigma^{(t)}) \in \arg\max_{e \in E} \langle \hat{g}_{i}^{(t)}, e \rangle.$$  

We call OFFR (Online Frank-Wolfe for Fair Ranking) the usage of the online Frank-Wolfe update (11) in ranking tasks, i.e., using Prop. 1 to efficiently perform the argmax computation of (11).

We are now ready to state our main result regarding the convergence of dynamic ranking. The result does not rely on the specific structure of ranking problems. The result below is valid as long as $E \subset \mathbb{R}^{m}$ is a finite set with $\forall e \in E, 0 \leq e_{i} \leq 1$. We denote by $B_{E} = \max_{e \in E} \|e\|_{1}$ ($B_{E} = \|b\|_{1}$ in our case).

**Theorem 2 (Convergence of (11)).** Let $\pi_{0} \in \mathbb{R}^{n}$, and assume there exists $D_{i}$ such that $\forall t \geq 1$ and $\forall i \in [n]$, we have:

$$\mathbb{E} \left[ \left\| \hat{g}_{i}^{(t)} - g_{w,i}(\pi^{(t-1)}) \right\|_{\infty} \right] \leq \frac{D_{i}}{\sqrt{t}}.$$  

(12)

where the expectation is taken over $i^{(1)}, \ldots, i^{(t-1)}$.

Then, with $e^{(t)}$ chosen by (11) at all time steps, we have $\forall t \geq 1$:

$$R^{(t)} \leq 2B_{E} \sum_{i=1}^{n} (L_{i} + G_{i}) \ln(\epsilon t) \frac{\ln \epsilon t}{t} + 6B_{E} \sum_{i=1}^{n} \sqrt{w_{i}(G_{i} + D_{i})} \frac{\ln \epsilon t}{t}.$$  

(13)

Appendix A is devoted to the proof of this result. The main technical difficulty comes from the fact that we only update the parameters of the incoming user $i^{(t)}$ with possibly non-uniform user activities, and we need a stochastic step size $t^{-1}$ so that the iterates of the optimization algorithm match the resulting average exposures. Notice that the guarantee does not depend on the choice of $\pi_{0}$ because it only affects the first gradient computed for the user. In practice we set $\pi_{0}$ to the average exposure profile of a random top-$k$ ranking.

Since we do not have access to the exact gradient because user activities are unknown, we use in practice the approximate gradient built using the empirical user activities:

$$\hat{g}_{i}^{(t)} = g_{w,i}(\pi^{(t-1)})$$  

(14)

with a fallback formula when $\hat{w}_{i}^{(t-1)} = 0$. In the next section, we discuss the computationally efficient implementation of this rule for the three objectives of Sec. 2.2 and we provide explicit bounds for $D_{i}$ of (12) in each case.

### 4 Applications of OFFR

Practical implementations of OFFR do not rely on naive computations of $\hat{g}_{i}^{(t)} = g_{w,i}(\pi^{(t-1)})$, because they would require explicitly keeping track of $\pi^{(t)}$. $\pi^{(t)}$ is a matrix of size $n \times m$, which is impossible to store explicitly in large-scale applications. \footnote{$n \times m$ is also the size of the matrix of (user, item) values $\mu$, which in practice is not stored explicitly. Rather, the values $\mu_{ij}$ are computed on-the-fly (possibly using caching for often-accessed values) and the storage uses compact representations, such as latent factor models [Koren and Bell, 2015] or neural networks [He et al., 2017].} Importantly, as we illustrate in this section, for the objectives of Sec. 2.2 it is unnecessary to maintain explicit representations of $\pi^{(t)}$ because the gradients depend on $\pi^{(t)}$ only through utilities or exposures, for which we can maintain online estimates.
Input at time $t$: user index $i$

\text{// Step (1)}

Compute score for each item $j$:

\[ \hat{g}_{ij} = \psi_{\alpha_1}(\hat{u}_i) \mu_{ij} + \frac{\beta}{m} \psi_{\alpha_2}(\hat{v}_j) \]

\text{// Step (2)}

Update $\hat{u}_i$ and all $\hat{v}_j$ using \[17\]

\text{// Step (3)}

Return $\sigma = \text{topk}(\hat{g}_i)$

Alg. 1: OFFR/two-sided fairness \[6\].

Input at time $t$: user index $i$

\text{// Step I}

Compute score for each item $j$:

\[ \hat{g}_{ij} = \mu_{ij} - \frac{\beta}{mZ} \left( q_{avg} \hat{v}_j - \hat{q}_j \|b\|_1 \right) \]

where $Z = \sqrt{n + \frac{1}{m} \sum_{j=1}^m (q_{avg} \hat{v}_j - \hat{q}_j \|b\|_1)^2}$

\text{// Step (2)}

Update all $\hat{v}_j, \hat{q}_j, q_{avg}$ using \[18\]

\text{// Step (3)}

Return $\sigma = \text{topk}(\hat{g}_i)$

Alg. 2: OFFR/quality-weighted \[7\].

Input at time $t$: user index $i$

\text{// Step I (s[i] is the group of user $i$)}

Compute score for each item $j$:

\[ \hat{g}_{ij} = \mu_{ij} - \frac{\beta}{mZ} \left( \frac{1}{c_{s[i]} + 1} (\hat{v}_{j,s[i]} - \hat{v}_{j,avg}) \right) \]

where $Z = \sqrt{n + \sum_{s \in S} (\hat{v}_{j,s} - \hat{v}_{j,avg})^2}$

\text{// Step (2)}

Update $\forall j, \hat{v}_{j,s[i]}$ using \[19\]

\text{// Step (3)}

Return $\sigma = \text{topk}(\hat{g}_i)$

Alg. 3: OFFR/balanced exposure \[8\].

4.1 Practical implementations

The implementation of OFFR for the three fairness objectives \[6\], \[7\] and \[8\] are described in Alg. \[1\] \[2\] and \[3\] respectively, where we dropped the superscripts \((t-1)\) and \((t)\) for better readability. At every round $t$, there are three steps:

1. compute approximate gradients based on online estimates of user values and exposures,
2. update the relevant online estimates of user utility and item exposures,
3. perform a top-$k$ sort of the scores computed in step (1) to obtain $\sigma^{(t)}$.

We omit the details of the calculation of $\hat{g}_{ij}$ in Alg. \[1\] \[2\] and \[3\] which are obtained by differentiation of $f_{\hat{w}}$ using \[14\] \[3\]

Two-sided Fairness  For two-sided fairness \[6\], we have:

\[ g_{w,ij}(\pi^{(t)}) = \psi_{\alpha_1}(u_i(\pi^{(t)})) \mu_{ij} + \frac{\beta}{m} \psi_{\alpha_2}(v_j(\pi^{(t)})). \] (15)

Let:

\[ \forall i \in [n], \hat{u}_i^{(t)} = u_i(\pi^{(t)}) = \frac{1}{c_{i(t)}} \sum_{\tau \leq t} \mathbb{I}_{\{i(\tau) = i\}} \langle \mu_i, e^{(\tau)} \rangle, \]

\[ \forall j \in [m], \hat{v}_j^{(t)} = \frac{\sum_{i=1}^n \hat{w}_i^{(t)} \hat{u}_i^{(t)}}{t} = \frac{1}{t} \sum_{\tau = 1}^t e^{(\tau)}. \] (16)

(Recall $e^{(t)} = E(\sigma^{(t)})$.) This gives the formula computed in Alg. \[1\] for $\hat{g}_i^{(t)} = g_{\hat{w}^{(t-1)},i}(\pi^{(t-1)})$.

For the online updates of $\hat{u}$ and $\hat{v}$, we use as initial value $\hat{u}_i^{(0)}$ the utility of the random ranking and $\hat{v}_j^{(0)} = 0$. Since $\hat{u}_i^{(t)}$ only changes for $i^{(t)} = i$, they are given by:

\[ \forall i, \hat{u}_i^{(0)} = \langle \mu_i, \frac{\|b\|_1}{m} \rangle, \]

\[ \hat{u}_i^{(t)} = \hat{u}_i^{(t-1)} + \frac{1}{t} \left( \langle \mu_i, e^{(t)} \rangle - \hat{u}_i^{(t-1)} \right) \] (17)

\[ \hat{v}_j^{(t)} = \hat{v}_j^{(t-1)} + \frac{1}{t} \left( e^{(t)} - \hat{v}_j^{(t-1)} \right). \]

\[ In Alg. \[3\] we use a factor $\frac{1}{c_{s[i]} + 1}$ while the direct calculation would give a factor $\frac{1}{c_{s[i]}}$. The formula we use more gracefully deals with the case $c_{s[i]} = 0$ and enjoys similar bounds when $t$ is large. \]
We use Proposition 3. The approximate gradients of Alg. 1, 2 and 3 satisfy:

\[ \hat{q}_j^{(t)} = \frac{1}{t} \sum_{\tau=1}^{t} \mu_{i(\tau)} = \hat{q}_j^{(t-1)} + \frac{1}{t} \left( \mu_{i(\tau)} - \hat{q}_j^{(t-1)} \right), \]
\[ \hat{q}_j^{(t)}_{\text{avg}} = \frac{1}{m} \sum_{j=1}^{m} \hat{q}_j^{(t)}. \] (18)

**Quality-weighted exposure** Similarly, for quality-weighted exposure \[7\], approximate gradients \( \hat{g}_{i(\tau),i}(\pi^{(t)}) \) use online estimates of exposures \( \hat{v}^{(t)} \) as in [17], as well as online estimates of the qualities using \( \forall j, \hat{q}_j^{(0)} = 0 \):

\[ \hat{q}_j^{(t)} = \frac{1}{t} \sum_{\tau=1}^{t} \mu_{i(\tau)} = \hat{q}_j^{(t-1)} + \frac{1}{t} \left( \mu_{i(\tau)} - \hat{q}_j^{(t-1)} \right), \]
\[ \hat{q}_j^{(t)}_{\text{avg}} = \frac{1}{m} \sum_{j=1}^{m} \hat{q}_j^{(t)}. \] (18)

**Balanced exposure** Balanced exposure to user groups \[8\] works similarly, except that we need to keep track of user counts within each group, which we denote by \( c_i^{(t)} \), as well as exposures within each group:

\[ \forall j \in \left[ m \right], c_i^{(t)} = \sum_{i \in s} c_i^{(t)}, \]
\[ \hat{v}^{(t)}_{j|s} = \frac{1}{c_i^{(t)}} \sum_{\tau=1}^{t} \mathbb{1}_{\{i(\tau) \in s\}} \hat{v}^{(\tau)}_{j|s}, \]
\[ \hat{v}^{(t)}_{j|\text{avg}} = \frac{1}{|s|} \sum_{s \in S} \hat{v}^{(t)}_{j|s}. \] (19)

We use \( \hat{v}^{(t)}_{j|s} = 0 \) if \( c_i^{(t)} = 0 \) since the item has not been exposed to a group we never saw. As for \( \hat{v} \) and \( \hat{q} \), these counts are updated online in \( O(m) \) operations because they only change for the group of user \( i^{(t)} \).

The guarantees we obtain for these algorithms are the following. The proof is given in App. B.

**Proposition 3.** The approximate gradients of Alg. [7, 2 and 3] satisfy:

\[ \text{Alg. 1:} \quad \mathbb{E} \left[ \left\| \hat{q}_{i,t}^{(t)} - g_{w,i}(\pi^{(t-1)}) \right\|_{\infty} \right] \leq \frac{\beta \| \psi_{\tau_{\pi}} \|_{\infty}}{m} \frac{n}{t-1}, \]
\[ \text{Alg. 2:} \quad \mathbb{E} \left[ \left\| \hat{q}_{i,t}^{(t)} - g_{w,i}(\pi^{(t-1)}) \right\|_{\infty} \right] \leq \frac{\beta (2 + \| b \|_1)}{m \min(\eta, \sqrt{t})} \frac{n}{t-1}, \]
\[ \text{Alg. 3:} \quad \mathbb{E} \left[ \left\| \hat{q}_{i,t}^{(t)} - g_{w,i}(\pi^{(t-1)}) \right\|_{\infty} \right] \leq \frac{\beta (1 + 8 \sum_{s \in S} \sqrt{\frac{|s|}{\pi_{\tau_{\pi}}(t-1)}})}{m \min(\eta, \sqrt{t})}. \]

Overall, they all decrease in \( O(\frac{1}{\sqrt{t}}) \) as desired to apply our convergence result Th. 2. More interestingly, the bounds do not depend on \( w \), which means that the objectives are well-behaved even when some users have low probabilities. The balanced exposure criterion does depend on \( \frac{1}{\sqrt{t}} \), which means that the bound becomes arbitrarily bad when some groups have small cumulative activity. This is natural, since achieving balanced exposure across groups dynamically is necessarily a difficult task if one group is only very rarely observed.

Putting together Thm. 2 and Prop. 3, we obtain regret bounds of order \( 1 / \sqrt{t} \):

**Corollary 4.** Ignoring constants and assuming \( \eta \leq 1 \), the regrets \( R(t) \) of Alg. 1, 2 and 3 are bounded as in Table 7.

The proof of Cor. 4 is given in App. C. Compared to a batch Frank-Wolfe algorithm for the same objectives, we obtain a convergence in \( O(1 / \sqrt{t}) \) instead of \( 1 / t \) [Do et al., 2021, Prop 4.]. Part of this difference is due to the variance in the gradients due to unknown user activities, but Th. 2 would be of order \( 1 / \sqrt{t} \) even with true gradients (i.e., \( D_i = 0 \)). We do not believe our bound can be improved because our online setting we consider is only equivalent to a Frank-Wolfe algorithm if we consider a stochastic “stepsize” of \( 1 / c_i^{(t)} \) for user \( i \) at time step \( t \) (which yields the average exposures \( \pi^{(t)} \), our object of study), which introduces additional variance in the optimization. We leave the proof of lower bounds to future work.

### 4.2 Computational complexity

To simplify the discussion on computational complexity, we assume the number of groups in balanced exposure is \( O(1) \) (i.e., negligible compared to \( n \) and \( m \)), which is the case in practice for groups such as gender or age. For each
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| Algorithm | Order of magnitude of $R(t)$ |
|-----------|-----------------------------|
| Alg. 1    | $(\sqrt{n}||b||_1 + \frac{n||b||_1 \beta}{m}) \left(\eta^{\alpha_1 - 1} + \eta^{\alpha_2 - 2}\right) \frac{1}{t}$ |
| Alg. 2    | $(\sqrt{n}||b||_1 + \frac{n||b||_1 \beta}{m}) \eta^{-1} \frac{1}{t}$ |
| Alg. 3    | $(\sqrt{n}||b||_1 + \frac{n||b||_1 \beta}{m} \sqrt{\frac{|S|}{\bar{w}_{min}^4}}) \eta^{-1} \frac{1}{t}$ |

Table 1: Upper bounds on regret $R(t)$, ignoring constants and assuming $\eta \leq 1$. In all cases, we have $R(t) = O(1/\sqrt{t})$. For balanced exposure, the regret bound also depends on the minimum total weight of a group $\bar{w}_{min} = \min_{s \in S} \bar{w}_s$.

of the algorithms, the necessary computations involve $O(m)$ floating point operations to compute the scores of all items (step (1)), $O(m + k \ln k)$ (amortized) comparisons for the top-$k$ sort (step (3)). The update of the online estimates (step (2)) requires $O(m)$ operations. More involved implementations of this step require only $O(k)$ operations by only updating the recommended items, but they require additional computations in step (1), which remains in $O(m)$. In all cases, the computation cost is dominated by the top-$k$ sort, which would likely required in practice even without consideration for fairness of exposure. Thus, OffR provides a general approach to fairness of exposure in online ranking that does not involve significantly more computations than having no considerations for fairness of exposure at all, despite optimizing an objective function where the optimal ranking of each user depends on the rankings of all other users.

Memory requirements For two-sided fairness (Alg. 1), we need $O(n + m)$ bytes for $\hat{v}$ and $\hat{\phi}$. For quality weighted exposure we need $O(m)$ bytes to store $\hat{v}$ and $\hat{\phi}$, while we need $O(m|S|)$ bytes for balanced exposure. In all cases, storage is of the order $O(n + m)$. Notice that in practice, it is likely that counters of item exposures and user utility are computed to monitor the performance of the system anyway. The additional storage of our algorithm is then negligible.

5 Experiments

We provide in this section experiments on simulated ranking tasks following the protocol of [Do et al., 2021]. Our experiments have two goals. First we study the convergence of OffR to the desired trade-off values for the three objectives of Sec. 2.2 by comparing objective function values of OffR and the batch Frank-Wolfe algorithm for fair ranking of [Do et al., 2021] at comparable computational budgets. Second, we compare the dynamics of OffR and FairCo [Morik et al., 2020], an online ranking algorithm designed to asymptotically achieve equal quality-weighted exposure for all items. We also provide a comparison between OffR and FairCo on balanced exposure by proposing an ad-hoc extension to FairCo for that task. In the three next subsections, we first describe our experimental protocol (Subsection 5.1). Then, we give qualitative results in terms of the trade-offs achieved by OffR by varying the weight of the exposure objective (Subsection 5.2). We finally we dive into the comparison between OffR and batch Frank-Wolfe (Subsection 5.3) and between OffR and FairCo (Subsection 5.4).

5.1 Experimental setup

Data We use the Last.fm dataset of Celma [2010], which includes 360k users and 180k items (artists), from which we select the top 15k users and 15k items having the most interactions. We refer to this subset of the dataset as lastfm15k. The (user, item) values are estimated using a standard matrix factorization for learning from positive feedback only [Hu et al., 2008]. Details of this training can be found in App. D.1. Since we focus on ranking given the preferences rather than on the properties of the matrix factorization algorithm, we consider these preferences as our ground truth and given to the algorithm, following previous work [Patro et al., 2020; Wu et al., 2021; Chakraborty et al., 2019; Do et al., 2021]. In App. D.3, we present results on the MovieLens dataset [Harper and Konstan, 2015]. The results are qualitatively similar. Both datasets come with a “gender” table associated to user IDs. It is a ternary value ‘male’, ‘female’, ‘other’ (see Celma [2010]; Harper and Konstan [2015] for details on the datasets). On lastfm15k, the resulting dataset contains 10k/3.6k/1.4k users of category ‘male’/’female’/’other’ respectively.
Tasks We study the three tasks described in Sec. 2.2: two-sided fairness, quality-weighted exposure and balanced exposure to user groups. Note that it is possible to study weighted combinations of these objective, since the combined objective would remain concave and smooth. We focus on the three canonical examples to keep the exposition simple. We use the gender category described above as user groups, and they are only used for the last objective. We study the behavior of the algorithm as we vary $\beta > 0$, which controls the trade-off between user utility and item fairness. For two-sided fairness, we take $\alpha_1 = \alpha_2 = 0$ in (6), which are recommended values in Do et al. [2021] to generate trade-offs between user and item fairness. In all cases, we use $\eta = 1$ in this section, and show the results for $\eta = 0.01$ (a less smooth objective function) in App. D.2. We assume that the true user activities are uniform (but the online algorithm does not know about these activities). We consider top-$k$ rankings with $k = 40$. We set the exposure weights to $b_r = \frac{1}{\log_2(1 + r)}$, which correspond to the well-known DCG measure, as in Biega et al. [2018], Patro et al. [2020], Do et al. [2021]. In the following, we use the term iteration to refer to a time step, and epoch to refer to $n$ timesteps (which correspond to the order of magnitude of time steps required to see every user). Notice that in the online setting, users are sampled with replacement at each iteration following our formal framework of Sec. 2 so the online algorithms are not guaranteed to see every user at every epoch.

Comparisons We compare to two previous works:

1. Batch Frank-Wolfe (batch-FW): The only tractable algorithm we know of for all these objectives is the static algorithm of Do et al. [2021]. We compare offline vs online learning in terms of convergence to the objective value for a given computational budget. The algorithm of Do et al. [2021] is based on Frank-Wolfe as well, which we refer to as batch-FW and our approach (referred to as OFFR) is an online version of batch-FW. Thus the cost per user per epoch (one top-$k$ sort) are the same. We use this baseline to benchmark how fast OFFR convergence to the optimal value.

2. FairCo [Morik et al. 2020]: We use the approach from Morik et al. [2020] introduced for quality-weighted exposure in dynamic ranking. In our notation, dropping the time superscripts, given user $i$ at time step $t$, FairCo outputs

$$\sigma = \text{topk}(\hat{\mu})$$

with $\hat{\mu}_j = \mu_{ij} + \beta (t - 1) \max_{j'} \left( \frac{\hat{v}_{ij'}}{\hat{q}_{j'}} - \frac{\hat{v}_j}{\hat{q}_j} \right)$ \hspace{1cm} (20)

where $\beta$ trades-off the importance of the user values $\mu_{ij}$ and the discrepancy between items in terms of quality-weighted exposure. Notice that the item realizing the maximum in (20) is the same for all $j$, so the computational complexity of FairCo is similar to that of OFFR.

A fundamental difference between FairCo is that the weight given to the fairness objective increases with $t$. The authors proved in the paper that the average $\frac{1}{m(m-1)} \sum_{j,j'} | \frac{\hat{v}_{ij'}}{\hat{q}_{j'}} - \frac{\hat{v}_j}{\hat{q}_j} |$ converges to 0 at a rate $O(1/t)$. However, they do not discuss the convergence of the user utilities depending on $\beta$. Fundamentally, FairCo and OFFR address different problems, since OFFR aims for trade-offs where the relative weight of the user objective and the item objective is fixed from the start. Even though they should converge to different outcomes, we compare the intermediate dynamics at the early stage of optimization.

In addition, we compare to an extension of FairCo to balanced exposure. Even though FairCo was not designed for balanced exposure, we propose to follow a similar recipe as (20) as baseline for balanced exposure:

$$\sigma = \text{topk}(\hat{\mu})$$

with $\hat{\mu}_j = \mu_{ij} + \beta (t - 1) \max_{s \in S} \left( \hat{v}_{js} - \hat{v}_{j_s[i]} \right)$ \hspace{1cm} (21)

All our experiments are repeated and averaged on three seeds for sampling the users at each step. The online algorithms are run for 5000 epochs, and the batch algorithms for 50,000 epochs.

5.2 Qualitative results: effect of varying $\beta$

We first present qualitative results regarding the trade-offs that are obtained by varying the weight of the fairness penalty $\beta$ from 0.001 to 100 by powers of 10, for all three tasks in Fig. 1. The $y$-axis is the user objective for two-sided fairness and the average user utility for quality-weighted and balanced exposure. The $x$-axis is the item objective (higher is better) for two-sided fairness, and the item penalty term with $\eta = 0$ of (7) and (8) for quality-weighted and balanced exposure respectively.

At a high level, we observe as expected a Pareto front spanning a large range of (user, item) objective values. We also observe on all three tasks but specifically quality-weighted and balanced exposure that at the beginning of training
Figure 1: Trade-offs between user objective (y-axis) and item fairness (x-axis), at the beginning of the online process (10 epochs) and closer to the end (1000 epochs). For two-sided fairness, both user and item objectives should be maximized, while for quality-weighted balanced exposure the item objectives (x-axis) should be minimized. As expected, varying the weight of the item objective $\beta$ leads to different trade-offs between user utility and item exposure. Comparing epochs 10 and 1000 on quality-weighted and balanced exposure, we observe that with large $\beta$, OFFR tends to prioritize the item objective and has low user utility at the beginning of training.

Figure 2: Convergence speed of OFFR compared to batch-FW on the three fairness objectives, for $\beta \in \{0.01, 1\}$ and $\eta = 1$. The y-axis is the regret in log-scale. We observe that OFFR is faster than batch-FW at the beginning, especially for large $\beta$.

(epoch 10), the item objective values are close to the final values, but the user objective values increase a lot on the course of training. We will get back to this observation in our comparison with FairCo. As anecdotal remarks, we first observe that on two-sided ranking, convergence is very fast and the trade-offs obtained at epoch 10 and 1000 are relatively close. Second, we observe that for balanced exposure on this dataset, it is possible to achieve near perfect fairness (item objective $\leq 10^{-3}$) at very little cost of user utility at the end of training.

5.3 Online convergence

To compare the convergence of OFFR compared to batch-FW, Fig. 2 plots the regret, i.e., the difference between the maximum value and the obtained objective value on the course of the optimization for both algorithms in log-scale as a function of the number of epochs for the three tasks for $\beta \in \{0.01, 1.0\}$. We first observe that convergence is slower for larger values of $\beta$, which is coherent with the theoretical analysis. We also observe that for the first 1000 epochs (recall that an epoch has the same computational cost for both algorithms), OFFR fares better than the batch algorithm. Looking at more epochs or different values of $\eta$ (shown in Fig. 4 and 6 in App. D.2), we observe that batch-FW eventually catches up. This is coherent with the theoretical analysis, as the batch-FW converges in $1/t$ [Do et al., 2021], but OFFR in $O(1/\sqrt{t})$. In accordance with the well-known performance of stochastic gradient descent in machine learning [Bottou and Bousquet, 2008], the online algorithm seems to perform much better at the beginning, which suggests that it is practical to run the algorithm online.

4The maximum value for the regret is taken as the maximum between the result of batch-FW after 50k epochs and OFFR after 5k epochs. For both OFFR and batch-FW, we compute the ideal objective function, i.e., knowing the user activities $w$. Notice that OFFR does not know $w$ but batch-FW does.
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Figure 3: Convergence of OFFR compared to the dynamics of FairCo. Each point is the average user utility (y-axis) vs item objective (x-axis, log-scale) for an algorithm and value of $\beta$ (color/marker), at a given epoch (the size of the markers increases with the epoch number). The trajectory describes the online dynamics of each algorithm in terms of the trade-offs they achieve. (left) OFFR converges to the trade-off dictated by its value of $\beta$ while keeping its item objective near the target value from the beginning, increasing the user utility with time. (right) the pacing heuristic added to OFFR provides a way to approach the final trade-off while keeping user utility high during the entire course of optimization.

5.4 Comparison to FairCo

We give in Fig. 3 illustrations of the dynamics of OFFR compared to FairCo [Morik et al., 2020] described in (20) and (21). Since FairCo aims at driving a disparity to 0, it cannot be applied to two-sided fairness, so we focus on quality-weighted and balanced exposure. Contrarily to the previous section, we cannot compare objective functions at convergence or convergence rates because FairCo does not optimize an objective function. Our plots show the item objective (x-axis, lower is better, log-scale) and the average user utility on the y-axis. Then, for OFFR and FairCo for two values of $\beta$, we show the (item objective, user utility) values obtained on the course of the algorithm. For FairCo, we chose $\beta = 0.001$ which gives overall the highest user utility values we observed, and $\beta = 1$, a representative large value. For OFFR we chose two different values of $\beta$ that achieve different trade-offs. This choice has no impact on the discussion. The left plots show vanilla OFFR, the right plots show OFFR with a “pacing” heuristic described later.

Convergence properties

Looking at the left plot, we see OFFR converging to its trade-off dictated by the value of $\beta$. On the other hand, FairCo does not converge. As expected, as time goes by, FairCo reduces the item objective to low values. Interestingly though, it seems that the average user utility seems to converge for FairCo to a value that depends on $\beta$. It is likely an effect of the experimental setup: with $\beta = 0.001$, FairCo is far from the regime where it achieves low values of the item objective within our 5000 epochs (as seen by the discrepancy in item objective between $\beta = 1$ and $\beta = 0.001$). Overall, since FairCo does not have a clear objective function nor theoretical guarantees regarding the user utility, FairCo does not allow to choose the trade-off between user and item objectives that is desired. On the bright side, FairCo does happen to reduce the item objective to very low values for $\beta = 1$ as the number of iteration decreases.

Trade-offs

Interestingly, FairCo and OFFR have different dynamics. The plots show that on the course of the iterations, OFFR rapidly reaches its item objective, but takes time to reach its user objective (as seen by the “vertical” pattern of OFFR in the left plot of Fig. 3 which means that the item objective does not change a lot). In contrast, FairCo for small $\beta$ starts from high user utility and decreases the item objective from there. Evidently, OFFR and FairCo strike different trade-offs, and neither of them is universally better: it depends on whether we prioritize user utility or item fairness at the early stages of the algorithm. Nonetheless, to emulate FairCo’s trade-offs, we propose a “pacing” heuristic which uses a time-dependent $\beta$ in our objective, using $\beta_t = \min(\beta, \gamma \cdot \frac{t}{n})$ where $\gamma > 0$ is the pacing factor. The right plots of Fig. 3 show the results with $\gamma = 0.01$. We observe now a more “horizontal” pattern in the dynamics of OFFR, similarly to FairCo, meaning that OFFR successfully prioritizes user utility over item fairness in the early stages of the algorithm. Whether or not such a pacing should be used depends on the requirements of the application.
6 Related Work

The question of the social impact of recommender systems started with independent audits of bias against groups defined by sensitive attributes [Sweeney, 2013, Kay et al., 2015, Hannak et al., 2014, Mehrotra et al., 2017, Lambrecht and Tucker, 2019]. Algorithms for fairness of exposure have been studied since then [Celis et al., 2018, Burke, 2017, Biela et al., 2018, Singh and Joachims, 2018, Morik et al., 2020, Zehlike and Castillo, 2020, Do et al., 2021]. The goal is often to prevent winner-take-all effects or popularity bias [Singh and Joachims, 2018, Abdollahpouri et al., 2019] or promote smaller producers to incentivize production [Liu et al., 2019, Mehrotra et al., 2018, Mladenov et al., 2020].

The question of online ranking is often studied in conjunction with learning to rank, i.e., learning the (user, item) values $\mu$. The previous work by Morik et al. [2020], which we compare to in the experiments (the FairCo baseline), had this dimension, which we do not. On the other hand, as we discussed, their algorithm has limited scope because it only aims at asymptotically removing any disparity. The algorithm cannot be used on other forms of loss function such as two-sided fairness, and cannot be used to converge to intermediate trade-offs. Their theoretical guarantee is also relatively weak, since they only prove that the exposure objective converges to 0, without any guarantee on the user utility. In contrast, we show that the regret of our algorithm converges to 0 for a wide range of objectives.

Yang and Ai [2021] also propose an online algorithm combining learning to rank and fairness of exposure, but they compare the exposure of groups of items within single rankings, as opposed to considering exposure of items across users. Their fairness criterion does not involve the challenge we address, since the optimal rankings in their case can still be computed individually for every user.

Recently, fairness of exposure has been studied in the bandit setting [Jeunen and Goethals, 2021, Mansoury et al., 2021]. These works provide experimental evaluations of bandit algorithms with fairness constraints, but they do not provide theoretical guarantees. Wang et al. [2021] also consider fairness of exposure in bandits, but without ranking.

Compared to this literature on dynamic ranking, we decided to disentangle the problem of learning the user preferences from the problem of generating the rankings online while optimizing a global exposure objective. We obtain a solution to the ranking problem that is more general than what was proposed before, with stronger theoretical guarantees. Our approach unlocks the problem of online ranking with a global objective function, and we believe that our approach is a strong basis for future exploration/exploitation algorithms.

We studied online ranking in a stationary environment. Several works consider multi-step recommendations scenarios with dynamic models of content production [Mladenov et al., 2020, Zhan et al., 2021]. They study the effect of including an exposure objective on the long-term user utilities, but they do not focus on how to efficiently generate rankings.

Relationship to Frank-Wolfe algorithms The problem of inferring ranking lies in between convex bandit optimization [see Berthet and Perchet, 2017] and references therein] and stochastic optimization. Our problem is easier than bandit optimization since the function is known – at least partially, and in all cases there is no need for active exploration. The main ingredient we add to the convex bandit optimization literature is the multi-user structure, where parameters are decomposed into several blocks that can only be updated one at a time, while optimizing for a non-decomposable objective function. The similarity with the bandit optimization algorithm of Berthet and Perchet [2017] is the usage of the Frank-Wolfe algorithm to generate a deterministic decision at each step while implicitly optimizing in the space of probability distributions.

Our algorithm is a Frank-Wolfe algorithm with a stochastic gradient [Hazan and Kale, 2012, Lafond et al., 2016] and block-separable constraints [Lacoste-Julien et al., 2013, Kerdreux et al., 2018]. The difference with this line of work is twofold. First, the distribution $\nu$ is not necessarily uniform. Second, in our case, different users have different “stepsizes” for their parameters (the stepsize is $\frac{1}{cl}$ for the user $i$ sampled at time $t$), rather than a single predefined stepsize. These two aspects complicate the analysis compared to that of the stochastic Frank-Wolfe with block-separable constraints of Lacoste-Julien et al. [2013].

7 Conclusion and discussion

We presented a general approach to online ranking by optimizing trade-offs between user performance and fairness of exposure. The approach only assumes the objective function is concave and smooth. We provided three example tasks involving fairness of exposure, and the scope of the algorithm is more general. For instance, it also applies to the formulation of Do et al., 2021 for reciprocal recommendation tasks such as dating applications.
Despite the generality of the framework, there are a few technical limitations that could be addressed in future work. First, the assumption of the position-based model \( \{i\} \) is important in the current algorithmic approach, because it yields the linear structure with respect to exposure that is required in our Frank-Wolfe approach. Dealing with more general cascade models [Craswell et al., 2008; Mansoury et al., 2021] is an interesting open problem. Second, we focused on the problem of generating rankings, assuming that (user, item) values \( \mu_{ij} \) are given by an oracle and are stationary over time. Relatedly to this stationarity assumption, we ignored the feedback loops involved in recommendation. These include feedback loops due to learning from prior recommendations [Bottou et al., 2013], the impact of the recommender system on users’ preferences themselves [Kalimeris et al., 2021], as well as the impact that fairness interventions on content production [Mladenov et al., 2020]. Third, our approach to balanced exposure is based on the knowledge of a discrete sensitive attribute of users. Consequently, this criterion cannot be applied when there are constraints on the direct usage of the sensitive attribute within the recommender system, when the sensitive attribute is not available, or when the delineation of groups into discrete categories is not practical or ethical [Tomasev et al., 2021].

Finally, while we believe fairness of exposure is an important aspect of fairness in recommender systems, it is by no means the only one. For instance, the alignment of the system’s objective with human values [Stray et al., 2021] critically depends on the definition of the quality of a recommendation, the values \( \mu_{ij} \) in our framework. The fairness of the underlying system relies on careful definitions of these \( \mu_{ij} \)'s and on unbiased estimations of them from user interactions – in particular, taking into account the non-stationarities and feedback loops mentioned previously.
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A Proof of Theorem 2

In this section, we prove Theorem 2.

A.1 Preliminary remarks

We make here some preliminary observations that we take for granted in the proof. These are well-known in the analysis of variants of Frank-Wolfe.

We start with an observation that is crucial to the analysis of Frank-Wolfe algorithms, which is the following direct consequence of the concavity and differentiability of $f$:

$$f^* - f_w \leq \max_{\bar{e} \in \mathcal{E}} \langle \nabla f_w(\pi) | \bar{e} \rangle$$

(22)

The second observation is that the block-separable structure in Frank-Wolfe allows to solve for each user independently [also see Lacoste-Julien et al., 2013, Eq. 16]:

$$\forall \pi \in \mathcal{E}_n, \max_{\bar{e} \in \mathcal{E}} \langle \nabla f_w(\pi) | \bar{e} \rangle = \sum_{i=1}^{n} \max_{\bar{e} \in \mathcal{E}} \langle \nabla_i f_w(\pi) | \bar{e} \rangle = \sum_{i=1}^{n} \max_{e \in \mathcal{E}} \langle \nabla_i f_w(\pi) | e \rangle.$$  

(23)

These equalities are straightforward, and the last inequality comes from the fact that for a linear program solved over a polytope, there exists an extreme point of the polytope that is optimal.

The second observation relates to the use of approximate gradients [Lafond et al., 2016, Berthet and Perchet, 2017]. Recall that $B_{\mathcal{E}} = \max_{e \in \mathcal{E}} \|e\|_1$ is the maximum 1-norm of arms. Let $g, \hat{g} \in \mathbb{R}^m$ and let

$$\hat{e} \in \arg\max_{\bar{e} \in \mathcal{E}} \langle g | \bar{e} \rangle \quad \hat{e} \in \arg\max_{e \in \mathcal{E}} \langle \hat{g} | e \rangle$$

Then

$$\langle g | \hat{e} \rangle = \langle g | \hat{e} \rangle + \langle g | \hat{e} - \hat{e} \rangle = \langle g | \hat{e} \rangle + \langle \hat{g} | \hat{e} - \hat{e} \rangle + \langle g - \hat{g} | \hat{e} - \hat{e} \rangle \geq \langle g | \hat{e} \rangle - 2B_{\mathcal{E}} \|g - \hat{g}\|_\infty$$

(24)

A.2 Proof of Thm 2

In the remainder, we denote by $\mathbb{E}_t[X]$ the conditional expectation $\mathbb{E}[X | i_1, ..., i^{(t)}]$. 
Let \( t \geq 1 \) to simplify notation, we use the following shortcuts:

\[
    g_i^{(t)} = \frac{1}{w_i} \frac{\partial f_w(\pi^{(t-1)})}{\partial \pi_i}, \quad e_i^{(t)} = \arg \max_{e \in E} \langle g_i^{(t)} | e \rangle, \quad \tilde{e}_i^{(t)} = \arg \max_{e \in E} \langle g_i^{(t)} | e \rangle.
\]  

(25)

We also denote by \( f_i^{w,\pi}(\pi_i') \) the partial function with respect to \( \pi_i \):

\[
    f_i^{w,\pi}(\pi_i') = f_w(\pi_1, \ldots, \pi_{i-1}, \pi_i', \ldots, \pi_{i+1}, \ldots, \pi_n).
\]  

(26)

We now start the proof. First, let us fix \( i^{(t+1)} \) and notice that \( \pi^{(t+1)} \) is such that:

\[
    \pi_i^{(t+1)} = \begin{cases} 
    \pi_i^{(t)} + \frac{1}{c_i(t)+1} (e_i^{(t+1)} - \pi_i^{(t)}) & \text{if } i \neq i^{(t+1)} \\
    \pi_i^{(t)} & \text{if } i = i^{(t+1)} 
\end{cases}
\]  

(27)

Thus, only \( \pi_{i^{(t+1)}}^{(t)} \) changes. Let \( L_i = \frac{1}{2} L_i \max_{e, e' \in E} ||e - e'||_2 \leq L_i B_E \) because we assumed \( \forall j, 0 \leq e_j \leq 1 \).

By the concavity of \( f_i^{w,\pi}(\pi_i) \) and its Lipschitz continuous gradients, we have [see e.g. Bottou et al. 2018, Sec. 4.1]:

\[
    f_i^{w,\pi}(\pi_i^{(t+1)}) \geq f_i^{w,\pi}(\pi_i^{(t)}) + \left( w_i^{(t+1)} g_i^{(t+1)} \right) \frac{1}{c_i^{(t+1)}+1} \left( e_i^{(t+1)} - \pi_i^{(t)} \right) - \frac{w_i^{(t+1)}}{c_i^{(t+1)}+1} C_{i^{(t+1)}}
\]  

(28)

Let \( R^{(t)} = f_w^* - f_w(\pi^{(t+1)}) \). Noticing that given \( i_1, \ldots, i^{(t+1)} \), we have \( f_i^{w,\pi}(\pi_{i^{(t+1)}}^{(t)}) = f_w(\pi^{(t+1)}) \), we can rewrite

\[
    R^{(t+1)} \leq R^{(t)} - \left( w_i^{(t+1)} g_i^{(t+1)} - \frac{w_i^{(t+1)}}{c_i^{(t+1)}+1} \left( e_i^{(t+1)} - \pi_i^{(t)} \right) \right) + \frac{w_i^{(t+1)}}{c_i^{(t+1)}+1} C_{i^{(t+1)}}
\]  

(29)

Taking the expectation over \( i^{(t+1)} \) (still conditional to \( i_1, \ldots, i^{(t)} \)) gives:

\[
    E_i[R^{(t+1)}] \leq R^{(t)} - \sum_{i=1}^{n} \left( w_i^{(t)} g_i^{(t+1)} \right) \frac{w_i}{c_i^{(t)}+1} \left( e_i^{(t+1)} - \pi_i^{(t)} \right) + \sum_{i=1}^{n} \frac{w_i^2}{(c_i^{(t)}+1)^2} C_i
\]  

(30)

A.2.1 Step 1: stepsize

Let \( \gamma_i^{(t+1)} = \frac{w_i}{c_i^{(t+1)}+1} \) and \( \gamma^{(t+1)} = \frac{1}{t+1} \). Using \( \hat{\gamma}_i^{(t+1)} = \gamma^{(t+1)} + (\hat{\gamma}_i^{(t+1)} - \gamma^{(t+1)}) \), \( \pi_i^{(t+1)} \), \( \gamma^{(t+1)} \) and \( \hat{\gamma}_i^{(t+1)} \) are bounded by \( 2B_E \) and \( \|g_i^{(t+1)}\|_\infty \leq G_i \) in \( R^{(t)} \), we have:

\[
    R^{(t)} \leq -\gamma^{(t+1)} \sum_{i=1}^{n} \left( w_i g_i^{(t+1)} \right) \hat{e}_i^{(t+1)} - \pi_i^{(t)} + 2B_E \sum_{i=1}^{n} w_i G_i \gamma^{(t+1)} - \hat{\gamma}_i^{(t+1)} \|G_i \|_{\infty} + 2B_E \|G_i \|_{\infty} \|G_i \|_{\infty}
\]  

(31)

Step 2: approximate gradients

Now using the fact that \( \hat{e}_i^{(t+1)} \) maximizes the dot product with the approximate gradient \( g_i^{(t+1)} \) and using the inequality (24) in (31), we obtain:

\[
    R^{(t)} \leq -\gamma^{(t+1)} \sum_{i=1}^{n} \left( w_i g_i^{(t+1)} \right) \hat{e}_i^{(t+1)} - \pi_i^{(t)} + 2\gamma^{(t+1)} B_E \sum_{i=1}^{n} w_i \|g_i^{(t+1)} - \hat{g}_i^{(t+1)}\|_\infty + 2B_E \|G_i \|_{\infty}
\]  

(32)

Plugging into (30), we finally obtain (recall \( \gamma^{(t+1)} = \frac{1}{t+1} \)):

\[
    E_i[R^{(t+1)}] \leq (1 - \gamma^{(t+1)} ) R^{(t)} + 2\gamma^{(t+1)} B_E D^{(t)} + 2B_E G^{(t)} + \gamma^{(t+1)} \sum_{i=1}^{n} \frac{w_i^2 (t+1)}{(c_i^{(t)}+1)^2} C_i
\]  

(33)

\footnote{In more details: \( \forall j, 0 \leq e_j \leq 1 \) implies \( \|e - e'\|_2^2 = \sum_{j=1}^{m} (e_j - e'_j)^2 \leq \sum_{j=1}^{m} |e_j - e'_j| \leq 2 \max_{e \in E} \|e\|_1 = 2B_E. \)
Taking the full expectation over \(i^{(1)}, \ldots, i^{(t)}\), using the notation \(\overline{R}^{(t)} = \mathbb{E}[R^{(t+1)}]\) and dividing by \(\gamma^{(t+1)}\) yields:

\[
(t + 1)\overline{R}^{(t+1)} \leq t \overline{R}^{(t)} + \mathbb{E}[C^{(t)} + 2B\varepsilon D^{(t)} + 2(t + 1)B\varepsilon G^{(t)}]
\]  

(34)

We separately bound each term in order in Lemmas 5, 6, and 7, we obtain:

\[
t\overline{R}^{(t)} \leq \sum_{t=0}^{t-1} \left( \frac{2\sum_{i=1}^{n} C_i}{t + 1} + \frac{3B\varepsilon \sum_{t=1}^{p} \sqrt{w_i G_i}}{\sqrt{t + 1}} + \frac{2B\varepsilon \sum_{i=1}^{n} G_i}{t + 1} \right) + 4B\varepsilon \sqrt{t} \sum_{i=1}^{n} w_i D_i
\]

(35)

\[
\leq 2 \sum_{i=1}^{n} (C_i + B\varepsilon G_i) \ln(\varepsilon t) + 6B\varepsilon \sum_{i=1}^{n} (G_i + D_i) \sqrt{w_i t}
\]

(36)

using \(\sum_{t=1}^{n} \frac{1}{\sqrt{t}} \leq 2\sqrt{t}\) as in Lemma 6.

A.3 Technical lemmas

These lemmas depend heavily on the following standard equality regarding a Binomial variable with success probability \(p\) and \(t\) trials [Chao and Strawderman, 1972]:

\[
\mathbb{E}[X \sim \text{Bin}(p, t)] = \frac{1}{p(t + 1)} (1 - (1 - p)^{t+1}) \leq \frac{1}{p(t + 1)}.
\]

(37)

Lemma 5.

\[
\mathbb{E}[C^{(t)}] = \sum_{i=1}^{n} C_i \mathbb{E} \left[ \frac{w_i^2(t + 1)}{(c_i^{(t)} + 1)^2} \right] \leq 2 \sum_{i=1}^{n} \frac{C_i}{t + 1}
\]

(38)

Proof. We use the following result, where Bin\((w_i, t)\) denotes the binomial distribution with probability of success \(w_i > 0\) and \(t\) trials:

\[
\mathbb{E}[X \sim \text{Bin}(w_i, t)] = \frac{1}{w_i^2 (t + 1)^2} \leq 2 \frac{w_i^2(t + 1)}{w_i^2 (t + 1)^2}
\]

(39)

The proof uses \(\frac{1}{(X+1)^2} \leq \frac{2}{(X+1)(X+2)}\) and the result is obtained by direct computation of the expectation. The arguments are the same as those required to obtain the standard equality (37).

The result follows by noticing that \(c_i^{(t)} \sim \text{Bin}(w_i, t)\), using the inequality above if \(w_i \neq 0\) and noticing that the inequality \(\frac{w_i^2(t + 1)}{c_i^{(t)} + 1)^2} \leq \frac{2}{t + 1}\) holds when \(w_i = 0\).

Lemma 6. Using (12), we have:

\[
\sum_{t=0}^{t-1} \mathbb{E}[D^{(t)}] = \sum_{i=1}^{n} w_i \sum_{t=1}^{t} \mathbb{E} \left[ \|g_i^{(t)} - g_i^{(r)}\|_\infty \right] \leq 2 \sqrt{t} \sum_{i=1}^{n} w_i D_i
\]

(40)

Proof. It is straightforward to show by induction that \(\sum_{t=1}^{t} \frac{1}{\sqrt{t}} \leq 2\sqrt{t}\) and recall that \(\sum_{i=1}^{n} w_i = 1\).

Lemma 7.

\[
(t + 1)\mathbb{E}[G^{(t)}] = \sum_{i=1}^{n} w_i G_i \mathbb{E} \left[ \frac{w_i(t + 1)}{c_i^{(t)} + 1} - 1 \right] \leq \frac{3 \sum_{i=1}^{n} \sqrt{w_i G_i}}{2\sqrt{t + 1}} + \frac{\sum_{i=1}^{n} G_i}{t + 1}
\]

(41)

Proof. Let \(i \in [n]\) and \(t > 0\) we have

\[
\mathbb{E} \left[ \frac{w_i(t + 1)}{c_i^{(t)} + 1} - 1 \right] \leq \mathbb{E} \left[ \frac{w_i t - c_i^{(t)}}{c_i^{(t)} + 1} \right] + \mathbb{E} \left[ \frac{1 - w_i}{c_i^{(t)} + 1} \right] \leq \frac{1}{\gamma^{(t+1)}} \text{ because } c_i^{(t)} \sim \text{Bin}(w_i, t)
\]

(42)
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by Jensen’s inequality. The result follows from the expectation of

And the result follows.

We give here the computations that lead to the bounds of \[3\]. The bounds themselves mostly rely on calculations of bounds on second-order derivatives, but they rely on a set of preliminary results regarding the deviation of multinomial distributions. We first give these results, and then detail the calculations for each fairness objective in separate subsections.

In this section, we drop the superscript in \(t\). All quantities with a hat \(^\hat{}\) are implicitly taken at time step \(t\), i.e. they should be read \(^\hat{}(t)\). This is also the case for \(\pi\), which should read \(\pi^{(t)}\). We also remind that \(\mu_{ij} \in [0, 1]\) so user utilities and item qualities are also in \([0, 1]\), and \(\|w\|_\infty \leq 1\) so all exposures are also in \([0, 1]\).

**B.1 Main inequalities**

All our bounds are based on the following result [Han et al., 2015 Thm. 1]:

\[
\left(1\text{-norm distance between } \hat{w} \text{ and } w \right) \quad \mathbb{E}\left[\Vert \hat{w} - w \Vert_1 \right] \leq \sqrt{\frac{n - 1}{t}},
\]

where the expectation is taken over the random draws of \(i^{(1)}, \ldots, i^{(t)}\).

From \[45\] we obtain a bound on the deviation of online estimates of exposures from their true value:

\[
\mathbb{E}\left[|\hat{v}_j - v_j(\pi)|\right] \leq \mathbb{E}\left[\sum_{i=1}^{|s|} |\hat{v}_i - v_i|_{\pi_{ij}}\right] \leq \mathbb{E}\left[\Vert \hat{w} - w \Vert_1 \right] \leq \sqrt{\frac{n - 1}{t}}.
\]

For balanced exposure, we need a refined version of \[45\] regarding the convergence of per-group user activities:

**Lemma 8.** For every group \(s\)

\[
\mathbb{E}\left[\sum_{i \in s} \frac{c_i}{c_s} \frac{w_i}{w_s}\right] \leq \sqrt{\frac{2(|s| - 1)}{w_s t}}
\]

**Proof.** The lemma is a consequence of \[45\], by first conditioning on the groups sampled at each round. Let \(s^{(1)}, \ldots, s^{(t)}\) correspond to the sequence of groups sampled at each round. Since given the group, the sampled users are i.i.d. within that group, we can use \[45\]:

\[
\mathbb{E}\left[\sum_{i \in s} \frac{c_i}{c_s} \frac{w_i}{w_s}\right]_{s^{(1)}, \ldots, s^{(t)}} \leq \mathbb{I}_{\{c_s>0\}} \sqrt{\frac{|s| - 1}{c_s}} + \mathbb{I}_{\{c_s=0\}}.
\]

Notice that in the equation above we have \(c_s^{(t)} = \sum_{\tau=1}^t \mathbb{I}_{\{s^{(\tau)}=s\}}\).

Using \(\frac{|s| - 1}{c_s} \leq 2 \frac{|s| - 1}{c_s + 1}\) when \(c_s > 0\) and \(\sqrt{2} > 1\) when \(c_s = 0\), taking the expectation over the random draws of groups, we obtain:

\[
\mathbb{E}\left[\sum_{i \in s} \frac{c_i}{c_s} \frac{w_i}{w_s}\right] \leq \sqrt{2 \frac{|s| - 1}{c_s + 1}} \leq \sqrt{2 \mathbb{E}\left[\frac{|s| - 1}{c_s + 1}\right]}
\]

by Jensen’s inequality. The result follows from the expectation of \(\frac{1}{X+1}\) when \(X\) follows a binomial distribution \(\text{Binomial}(2, \frac{1}{X+1})\).  

\(\square\)
The lemma above allows us to extend (46) to exposures within a group:

\[
\mathbb{E}
\left[ |\hat{v}_{j|S} - v_{j|S}(\pi) | \right] \leq \sqrt{\frac{2(|S| - 1)}{w_{S,t}}} \quad \text{and} \quad \mathbb{E}
\left[ |\hat{v}_{j|\text{avg}} - v_{j|\text{avg}}(\pi) | \right] \leq \frac{1}{|S|} \sum_{s \in S} \sqrt{\frac{2(|s| - 1)}{w_{s,t}}} \tag{50}
\]

**B.2 Two-sided fairness (Alg. 1)**

We have \( g_{w,ij}(\pi) = \psi_{\alpha_1}'(u_i(\pi))\mu_i + \frac{\beta}{m} \psi_{\alpha_2}'(v_j(\pi)) \), and, by definition, \( \hat{u}_i = u_i(\pi) \) and \( g_{\hat{w},ij}(\pi) = \psi_{\alpha_1}'(\hat{u}_i)\mu_{ij} + \frac{\beta}{m} \psi_{\alpha_2}'(\hat{v}_j) \). We thus have:

\[
|g_{w,ij}(\pi) - g_{\hat{w},ij}(\pi)| = \frac{\beta}{m} |\psi_{\alpha_2}'(v_j(\pi)) - \psi_{\alpha_2}'(\hat{v}_j)| \leq \frac{\beta \|\psi_{\alpha_2}'\|_\infty}{m} |v_j(\pi) - \hat{v}_j| \tag{51}
\]

Taking the expectation over \( i^{(1)}, \ldots, i^{(t)} \) and using (46), we obtain the desired result:

\[
\mathbb{E}
\left[ |g_{w,ij}(\pi) - g_{\hat{w},ij}(\pi)| \right] \leq \frac{\beta \|\psi_{\alpha_2}'\|_\infty}{m} \sqrt{\frac{n - 1}{t}} \tag{52}
\]

**B.3 Quality-weighted exposure (Alg. 2)**

By similar direct calculations, let

\[
\hat{Z} = \sqrt{\eta + \frac{1}{m} \sum_{j=1}^{m} \left( \hat{q}_{\text{avg}} \hat{v}_j - \hat{q}_j \|b\|_1 \right)^2} \quad \text{and} \quad \hat{Z} = \sqrt{\eta + \frac{1}{m} \sum_{j=1}^{m} \left( q_{\text{avg}} v_j(\pi) - q_j \|b\|_1 \right)^2}. \tag{53}
\]

Notice first that given some \( B > 0 \), for \( x \in [-B, B]^m \), the function \( h(x) = \sqrt{\eta + \frac{1}{m} \sum_{j=1}^{m} x_j^2} \) has derivatives bounded by \( \frac{B}{m \sqrt{\eta}} \) in \( \|.|\|_\infty \). Thus, we have, for every \( x, x' \in [-B, B]^m \):

\[
\left| \sqrt{\eta + \frac{1}{m} \sum_{j=1}^{m} x_j^2} - \sqrt{\eta + \frac{1}{m} \sum_{j=1}^{m} x_j'^2} \right| \leq \frac{B}{m \sqrt{\eta}} \sum_{j=1}^{m} |x_j - x_j'| \tag{54}
\]

With \( x_j = q_{\text{avg}} v_j(\pi) - q_j \|b\|_1 \) and \( x_j' = \hat{q}_{\text{avg}} \hat{v}_j - \hat{q}_j \|b\|_1 \), we have \( B \leq 1 + \|b\|_1 \). Moreover, the bound (55) writes:

\[
\frac{m}{\beta} |g_{w,ij}(\pi) - g_{\hat{w},ij}(\pi)| = \left| \frac{x_j}{h(x)} - \frac{x_j'}{h(x')} \right| \leq \frac{|x_j - x_j'| h(x)}{h(x)h(x')} + |x_j| \frac{h(x) - h(x')}{h(x)h(x')} \tag{55}
\]

\[
\leq \frac{|x_j - x_j'|}{\sqrt{\eta}} + \frac{B}{m \eta} \|x - x'\|_\infty \leq \frac{1 + B}{m \min(\eta, \sqrt{\eta})} \|x - x'\|_\infty, \tag{56}
\]

where we used (56) and the fact that \( h(x) \geq \sqrt{\eta} \) and \( h(x') \geq |x'| \). Now, since all exposures and qualities are upper bounded by 1, notice that

\[
|x_j - x_j'| \leq |\hat{q}_{\text{avg}} - \hat{q}_{\text{avg}}| + |\hat{v}_j - v_j(\pi)| + \|b\|_1 |q_j - \hat{q}_j| \leq (2 + \|b\|_1) \|\hat{w} - \hat{w}\|_1, \tag{57}
\]

where we used similar calculations as in (46) to bound for \( q_j - \hat{q}_j \) and \( q_{\text{avg}} - \hat{q}_{\text{avg}} \).

Putting it all together, and using (46) for the expectation, we obtain:

\[
\mathbb{E}
\left[ |g_{w,ij}(\pi) - g_{\hat{w},ij}(\pi)| \right] \leq \frac{\beta (2 + \|b\|_1)^2}{m \min(\eta, \sqrt{\eta})} \sqrt{\frac{n - 1}{t}}. \tag{58}
\]
B.4 Balanced exposure

For balanced exposure, let us denote by
\[ Z_j = \sqrt{\eta + \sum_{s \in S} (\hat{v}_{j[s]} - \hat{v}_{avg})^2} \] and
\[ Z_j = \sqrt{\eta + \sum_{s \in S} (v_{j[s]}(\pi) - v_{j[avg]}(\pi))^2} \]. (60)

We then have
\[ |g_{w,ij}(\pi) - g_{\bar{w},ij}(\pi)| = \frac{\beta}{m} \left| \frac{1}{c_{s[i]} + 1} \frac{v_{j[s[i]}(\pi) - v_{j[avg]}(\pi)}{Z_j} - 1}{m_{s[i]}} \right|. \] (61)

Similarly to quality of exposure, for \( x \in [-B, B] |S| \) let us denote by \( h(x) = \sqrt{\eta + \sum_{s \in S} x_s^2} \) for \( x_s \in [0, B] |S| \). We have \( |h(x) - h(x')| \leq \frac{B}{\sqrt{\eta}} \sum_{s \in S} |x_s - x_s'| \). Moreover, with
\[ x_s = \hat{v}_{j[s]} - \hat{v}_{avg} \] \[ x'_s = v_{j[s]}(\pi) - v_{j[avg]}(\pi) \] \[ \alpha_j = \frac{t + 1}{c_{s[i]} + 1} \] \[ \alpha'_j = \frac{1}{m_{s[i]}} \] (62)
we can use \( B = 1 \), and, using similar steps as (57) (here the gradients of \( h \) are bounded by \( \frac{B}{\sqrt{\eta}} \) in infinity norm):
\[ |g_{w,ij}(\pi) - g_{\bar{w},ij}(\pi)| = \frac{\beta}{m} \left( \frac{B}{\sqrt{\eta}} |\alpha_j - \alpha'_j| + \alpha'_j |\frac{x_s[i]}{h(x)} - \frac{x'_s[i]}{h(x')}| \right) \] \[ \leq \frac{\beta}{m_{s[i]} \min(\eta, \sqrt{\eta})} \left( \frac{W_{s[i]} |\alpha_j - \alpha'_j| + |x_s[i] - x'_s[i]| + \| x - x' \|_1} \right) \] (63)

We now notice that using (50), we have:
\[ \mathbb{E}\left[ |x_s[i] - x'_s[i]| \right] \leq \sqrt{\frac{2(|S[i]| - 1)}{m_{s[i]}} + \frac{1}{|S[i]|} \sum_{s \in S} \frac{2(|S| - 1)}{m_s t}} \] and thus \( \mathbb{E}\left[ \| x - x' \|_1 \right] \leq 2 \sum_{s \in S} \frac{2(|S| - 1)}{m_s t} \) (65)

We finish the proof with the bound on \( |\alpha_j - \alpha'_j| \):
\[ \mathbb{E}\left[ |\alpha_j - \alpha'_j| \right] = \mathbb{E}\left[ \left| \frac{t + 1}{c_{s[i]} + 1} - \frac{1}{m_{s[i]}} \right| \right] = \frac{1}{m_{s[i]}} \mathbb{E}\left[ \frac{W_{s[i]} + (W_{s[i]} - 1)}{c_{s[i]} + 1} \right] \] (66)

Following the same steps as (42) in Lem. 7 we obtain:
\[ \mathbb{E}\left[ \frac{W_{s[i]} + (W_{s[i]} - 1)}{c_{s[i]} + 1} \right] \leq \frac{3}{2 \sqrt{m_{s[i]}(t + 1)}} + \frac{1}{m_{s[i]}(t + 1)} \] (67)

Putting it all together, we get:
\[ \mathbb{E}\left[ |g_{w,ij}(\pi) - g_{\bar{w},ij}(\pi)| \right] \leq \frac{\beta}{m \max(\eta, \sqrt{\eta})} \left( \frac{3}{2 \sqrt{m_{s[i]}(t + 1)}} + \frac{1}{m_{s[i]}(t + 1)} + 4 \sum_{s \in S} \frac{2(|S| - 1)}{m_s t} \right) \] (68)

Finally, using \( 4 \sqrt{2(|S| - 1)} + \frac{3}{2} \leq 8 \sqrt{|S|} \) as long as \( |S| \geq 1 \) (we assumed groups are non-empty)\(^6\) we obtain
\[ \mathbb{E}\left[ |g_{w,ij}(\pi) - g_{\bar{w},ij}(\pi)| \right] \leq \frac{\beta}{m \max(\eta, \sqrt{\eta})} \left( \frac{1}{m_{s[i]}(t + 1)} + 8 \sum_{s \in S} \frac{|S|}{m_s t} \right) \] (69)

which simplifies to the desired result when \( \eta \leq 1 \).

\(^{6}\) We notice that in Alg. 3 we have \( \frac{t}{c_{s[i]} + 1} \) rather than \( \frac{t + 1}{c_{s[i]} + 1} \). This is because here we are considering \( g_{\bar{w},ij}(\pi(t)) = g_{\bar{w},ij}(t+1) \) (see (14)), while the algorithm uses \( g_{\bar{w},ij}(t) \).

\(^{7}\) The function \( s \rightarrow 4 \sqrt{2(|S| - 1)} + \frac{3}{2} - 8 \sqrt{|S|} \) is decreasing and is \( \leq 0 \) when \( |S| = 1 \).
Proof of Corollary 4

When $\eta \leq 1$, and using $A \lesssim B$ as a shorthand for $A = O(B)$, one can bound the constants $D_i$ in Theorem 2 as follows.

- Alg. 1 (two-sided fairness): Using Proposition 3, $D_i$ taken as follows is sufficient
  \[ D_i \lesssim \frac{\beta \| \psi_{\alpha} \|_\infty \sqrt{n}}{m} \lesssim \frac{\beta \eta^{\alpha_2 - 2} \sqrt{n}}{m} \]

- Alg. 2 (quality-weighted):
  \[ D_i \lesssim \frac{\beta (2 + \| b \|_1)^2 \sqrt{n}}{m \min(\eta, \sqrt{\eta})} \lesssim \frac{\| b \|_1^2 \beta \sqrt{n}}{m \eta} \]

- Alg. 3 (balanced exposure): By euclidean Cauchy-Schwarz inequality, we have
  \[ \left( \frac{1}{|S|} \sum_{s \in S} \sqrt{\frac{|s|}{\bar{w}_s}} \right)^2 \leq \left( \frac{1}{|S|} \sum_{s} |s| \right) \left( \frac{1}{|S|} \sum_{s} \frac{1}{\bar{w}_s} \right) \leq \frac{n}{|S| \bar{w}_{\text{min}}} \]
  where $\bar{w}_{\text{min}} := \min_{s \in S} \bar{w}_s$. Thus, we deduce that $\sum_{s \in S} \sqrt{|s|/\bar{w}_s} \leq \sqrt{n|S|/\bar{w}_{\text{min}}}$, and so
  \[ D_i \lesssim \frac{\beta}{m \bar{w}_{s[i]} \min(\eta, \sqrt{\eta})} \sum_{s \in S} \sqrt{\frac{|s|}{\bar{w}_s}} \leq \frac{\beta \sqrt{n|S|/\bar{w}_{\text{min}}}}{m \bar{w}_{s[i]} \min(\eta, \sqrt{\eta})} \lesssim \frac{\beta \sqrt{n}}{m \eta} \frac{|S|}{\bar{w}_{\text{min}}} \]

Thus, the gradient estimates 12 required in Theorem 2 hold with $D_i = O(C_i)$ for all $i$, where the constants $C_i$ are given above.

In addition, we can note that

- $\ln(\eta t)/t \ll 1/\sqrt{t}$ and so the first term in 13 is dominated by the second, hence can be ignored.
- The $L_i$'s are bounded independently of $t$ and only impact the $\log(\eta t)/t$ term, so we can ignore them.
- $B_{E} = \| b \|_1$.
- By Jensen’s inequality, $(1/n) \sum_i \sqrt{w_i} \leq \sqrt{(1/n) \sum_i w_i} = \sqrt{1/n}$, and so $\sum_i \sqrt{w_i} \leq \sqrt{n}$.

The regret bounds presented in Table 1 then follow upon plugging these estimates for $D_i$ into the generic regret bound 13 of Theorem 2 together with the following bounds for $G_i$:

- Alg. 1 (two-sided fairness) $G_i \lesssim \| \psi_{\alpha_1} \|_\infty + \frac{\beta}{m} \| \psi_{\alpha_2} \|_\infty \lesssim \eta^{\alpha_1 - 1} + \frac{\beta}{m} \eta^{\alpha_2 - 1}$,
- Alg. 2 (quality-weighted) $G_i \leq 1 + \frac{\beta}{m \sqrt{\eta}}$,
- Alg. 3 (balanced exposure) $G_i \leq 1 + \frac{\beta}{m \bar{w}_{\text{min}} \sqrt{\eta}}$.

Notice that the user activity does not appear explicitly in these upper-bounds on the normalized gradient because (1) the user objective weights $\pi_i$ by $w_i$, and (2) in the definition of item exposure, $\pi_{ij}$ is also weighted by $w_i$. The normalization removes these weights.

Additional experimental details

D.1 Training

For the lastfm15k experiments, following Do et al. [2021], the training was performed by randomly splitting the dataset into 3 splits 70%/10%/20% of train/validation/test sets. The hyperparameters of the factorization are selected on the validation set by grid search. The number of latent factors is chosen in [16, 32, 64, 128], the regularization in [0.1, 1., 10., 20., 50.], and the confidence weighting parameter in [0.1, 1., 10., 100.]. The estimated preferences we use are the positive part of the resulting estimates.
D.2 More details on lastfm15k

In this section, we provide additional details regarding convergence, as well as the choice of $\eta$.

**Convergence** In Fig. 4 we give the results of the algorithms with more epochs than in Fig. 2 in the main paper. The online algorithm was run for 5000 epochs, while the batch algorithm was run for $50k$ epochs (which was necessary to reach the convergence value for batch for large values of $\beta$). We observe of online on two-sided fairness and balanced exposure, the convergence on quality weighted exposure is more noisy and seems to oscillate around $10^{-4}/10^{-5}$ of the objective, but nonetheless converges to the desired value with much faster convergence as beta becomes large.

**Changing $\eta$** In our objective functions, the main purpose of $\eta$ is to ensure that the objective functions are smooth. Note that fundamentally, we are looking from trade-offs between a user objective and a fairness objective by varying $\beta$. Different values of $\eta$ lead to different trade-offs for fixed $\beta$, but not necessarily different Pareto fronts when varying $\beta$ from very small to very large values. Nonetheless, as $\eta$ controls the curvature of the function, it is important for the convergence of both batch-FW (see e.g., the analysis in [Clarkson 2010] for more details in the convergence of batch Frank-Wolfe algorithms and the importance of the curvature).

In Fig. 5 we show the trade-offs achieved with $\eta = 0.01$ compared to $\eta = 1$ as shown in the main paper, for the same values of $\beta \in \{10^x, x \in \{-3, -2, -1, 0, 1, 2\}\}$, as in Fig. 1. For both quality-weighted and balanced exposure, we observe that the smaller values of $\eta$ (top row) reaches better trade-offs than $\eta = 1$ for this range of $\beta$, which may indicate that $\eta = 0.01$ might be preferable in practice to $\eta = 1$.

In Fig. 6 we plot the convergence speed of OFFR and batch-FW for the first 1000 epochs when $\eta = 0.01$. comparing with Fig. 2 we observe that, as expected, both OFFR and batch-FW converge to their objective function slower
Figure 5: Comparison of the trade-offs obtained by varying $\beta$ for $\eta = 0.01$ (top row) and $\eta = 1$ (bottom row, repeating Fig. 1 for better visibility), for Offr with 10 and 1000 epochs on lastfm15k.

Figure 6: Convergence speed of Offr compared to batch-FW on lastfm15k for $\eta = 0.01$. The overall trends are similar as for $\eta = 1$ in Fig. 2, except that batch-FW becomes more rapidly better than Offr on the balanced exposure objective for small $\beta$.

Overall, the relative convergence of Offr compared to batch-FW follow similar trends as for $\eta = 1$, with Offr obtaining better values of the objective at the beginning, and Offr being significantly better than batch-FW for large values of $\beta$.

Interestingly though, compared to batch-FW, Offr still converges relatively fast, and seems less affected by the larger curvature than batch-FW. This is coherent with the observation that Offr converges faster than batch-FW at the beginning, especially for large values of $\beta$. While the exact reason why Offr is less affected by large curvatures than
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Figure 7: Trade-offs in terms of user objective (y-axis) and item fairness (x-axis) for MovieLens-1m. The observations are similar than on lastfm15k.

batch-FW is an open problem, these results are promising considering the wide applicability of online Frank-Wolfe algorithms.

D.3 Results on Movielens data

To show the results on another dataset, we replicate the experiments on the MovieLens-1m dataset (MovieLens-1m) [Harper and Konstan 2015]. The dataset contains ratings of movies, with $3k$ users and $4k$ items, as well as a gender attribute. We transform the rating matrix as a binary problem by considering ratings $\geq 3$ as positive examples, and setting all other entries as 0. This makes the problem similar to lastfm15k, and we then follow exactly the same as for lastfm15k, including sampling and learning the matrix factorization of user values.

Qualitative trade-offs The trade-offs obtained by varying $\beta \in \{10^x, x \in \{-3, -2, -1, 0, 1, 2\}\}$ are shown in Fig. 7. The plots are qualitatively very similar to those of lastfm15k.

convergence The convergence of OFFR compared to batch-FW are shown in Fig. 8. They again look very similar to the plots of lastfm15k, with OFFR being better than batch-FW at the beginning, and reaching the same values at convergence than batch-FW, up to noise when the objective is close to the optimum.

Comparison to FairCo Fig. 9 shows the comparison to FairCo. The observations are once again similar to those on lastfm15k, with the main trends exacerbated (OFFR without pacing heuristic converging in fairness objective extremely fast and taking time to converge in user objective, while FairCo keeping a high value of user objective as much as possible while consistently reducing the item objective.
Figure 8: Convergence speed of OFFR compared to batch-FW on MovieLens-1m, for $\beta \in \{0.01, 1\}$ and $\eta = 1$ for the first 1$k$ epochs (top row), 5$k$ epochs (middle row) and 50$k$ epochs (bottom row, note that only batch-FW was ran for 50$k$ epochs.
Figure 9: Convergence of OFFR compared to the dynamics of FairCo on MovieLens-1m (left) without the pacing heuristic (right) with the pacing heuristic.