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Abstract

The stable marriage and stable roommates problems have been extensively studied due to their high applicability in various real-world scenarios. However, it might happen that no stable solution exists, or stable solutions do not meet certain requirements. In such cases, one might be interested in modifying the instance so that the existence of a stable outcome with the desired properties is ensured.

We focus on three different modifications. In stable roommates problems with all capacities being one, we give a simpler proof to show that removing an agent from each odd cycle of a stable partition is optimal. We further show that the problem becomes NP-complete if the capacities are greater than one, or the deleted agents must belong to a fixed subset of vertices.

Motivated by inverse optimization problems, we investigate how to modify the preferences of the agents as little as possible so that a given matching becomes stable. The deviation of the new preferences from the original ones can be measured in various ways; here we concentrate on the $\ell_1$-norm. We show that, assuming the Unique Games Conjecture, the problem does not admit a better than 2 approximation. By relying on bipartite-submodular functions, we give a polynomial-time algorithm for the bipartite case. We also show that a similar approach leads to a 2-approximation for general graphs.

Last, we consider problems where the preferences of agents are not fully prescribed, and the goal is to decide whether the preference lists can be extended so that a stable matching exists. We settle the complexity of several variants, including cases when some of the edges are required to be included or excluded from the solution.
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1 Introduction

The stable marriage problem was introduced by Gale and Shapley in 1962 in their seminal paper [13]. Since then, an enormous amount of research has been done in the field; see for example [22] for a survey.
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Our work belongs to the line of research that studies modifications of the preference system in order to get a stable solution with certain properties. Preference modifications in stable matching problems have been widely studied, mainly from a strategic point of view, where a given agent or a coalition of agents wants to submit false preferences in order to achieve better results. This setting is also closely related to inverse optimization problems, where we are given a feasible solution to an underlying optimization problem together with a linear weight function, and the goal is to modify the weights as little as possible so that the input solution becomes optimal; for further details on inverse optimization, see e.g. [10,24].

Previous work. Concerning edge modifications, Abraham et al. [1] considered the problem of finding a matching in the roommates problem that has a minimum number of blocking edges. They showed that the problem is hard and is also hard to approximate. Biró et al. [4] studied a similar question for the marriage problem, where the goal is to find a maximum matching with minimum number of blocking edges. Tan [27] considered the problem of finding a maximum number of disjoint pairs of persons such that these pairs are stable among themselves, and gave an algorithm for determining an optimum solution.

Roth [25] showed that there is no matching mechanism that produces a stable matching and is strategy-proof for every agent, but the Gale-Shapley algorithm is at least strategy-proof for one side. Coalitional manipulations were studied by Shen et al. [26]. Hosseini et al. [17] investigated cases where the coalition can contain both men and women. Aziz et al. [3] investigated the case where the agents who want to manipulate the outcome have capacity larger than one, like firms or hospitals. Coalitional manipulations where a fixed subset of edges must be contained in the output of the Gale-Shapley algorithm has been studied by Kobayashi and Matsui [20] and by Gupta and Roy [15].

Modifying the preferences by ‘bribing’ the agents in order to have a stable matching satisfying certain conditions was studied by Boehmer et al. [5]. They examined several variants in terms of manipulative actions and manipulation goals in bipartite preference systems. Later, Eiben et al. [12] extended their work to the capacitated case. Finding a matching that is robust with respect to small modifications of the preferences have been studied by Chen et al. [7].

Stable matchings with forced and forbidden edges were considered by several papers, see Dias et al. [11], Cseh and Manlove [9], Cseh and Heeger [8].

Our results. One of the difficulties in markets that can be described as stable roommates problems is that they might not have a stable solution at all. To overcome this difficulty, a natural idea is to exclude certain agents or contracts from the market in order to guarantee the existence of a stable outcome. Both cases have been studied already, we concentrate on the deletion of agents. The latter problem was previously solved by Tan [27] who gave an algorithm based on Irving’s algorithm [18]. We give a significantly simpler approach to show that deleting an agent from each odd cycle in a stable partition is optimal. We also study the case when the cost of excluding someone might differ from agent to agent, or when only agents of some fixed subset are allowed to be removed, and show that these problems are NP-hard as well as when agents have nonnegative integer capacities.

In certain applications, it might happen that the central authority already has a most preferred outcome and it wants to make this outcome acceptable to the agents, too, by possibly compensating them. We concentrate on the problem where to goal is to bribe the agents in order to make a given outcome stable. We consider a more general framework than the one in [5] and [12]. In our framework, the preferences are given with real numbers, and instead of swap distance we work with the $\ell_1$-norm. This model allows to express that the differences between two adjacent agents in a preference list might differ a lot, whereas in swap distance
interchanging any two of them would count as only one swap. In addition, this approach also makes possible to have ties among agents. We show that the problem is solvable in bipartite graphs in the capacitated setting, even when upper and lower bounds are given on the changes and the compensation cost differs for each agent. We also consider the roommate case which has not yet been investigated before. We show that the problem is NP-hard, but it admits a 2-approximation.

Finally, we investigate problems where the preferences are manipulated by the agents themselves in order to force or avoid certain contracts to form. While previous papers only considered manipulations with respect to the outcome of the Gale-Shapley algorithm, we investigate more general cases. Our goal is to ensure that there exists a stable matching with respect to the modified preferences. This can be practically important, for example when a stable matching is chosen randomly, not by the Gale-Shapley algorithm. We also study cases where there are forbidden edges instead of forced ones, or some places in the preferences are fixed and cannot be manipulated. We show that almost all problems arising this way are NP-complete even in rather restricted settings. On the positive side, we give an algorithm for the case when certain places in the preference lists are not allowed to be manipulated by the agents.

The rest of the paper is organized as follows. Basic notation and definitions are introduced in Section 2. Section 3 focuses on problems where the goal is to ensure the existence of a stable matching through the deletion of a subset of vertices. Preference modifications in order to make a given outcome stable are discussed in Section 4. Finally, in Section 5, we investigate preference extension problems.

2 Preliminaries

Basic notations. We denote the sets of real, nonnegative real, integer, and nonnegative integer numbers by $\mathbb{R}$, $\mathbb{R}_+$, $\mathbb{Z}$, and $\mathbb{Z}_+$, respectively. For a positive integer $k$, we use $[k] := \{1, \ldots, k\}$.

Given a ground set $S$ and subsets $X, Y \subseteq S$, the difference of $X$ and $Y$ is denoted by $X \setminus Y$. If $Y$ consists of a single element $y$, then $X \setminus \{y\}$ and $X \cup \{y\}$ are abbreviated by $X - y$ and $X + y$, respectively. We call a 3-element subset a 3-set for short. Some hardness proofs in Section 5 will be based on the following NP-complete problems, see [14].

**x3c**

**Input:** A family $\mathcal{C} = \{C_1, \ldots, C_{3n}\}$ of 3-sets of a ground set $a_1, \ldots, a_{3n}$.

**Question:** Does there exist $n$ 3-sets in $\mathcal{C}$ that partition $\{a_1, \ldots, a_{3n}\}$?

**3sat**

**Input:** A Boolean formula $\Phi$ in conjunctive normal form where each clause is limited to at most three literals.

**Question:** Does there exist a truth assignment to the variables for which $\Phi$ is true?

Let $G = (V, E)$ be an undirected graph, $S \subseteq V$ be a subset of vertices, and $F \subseteq E$ be a subset of edges. The graphs obtained by deleting the vertices in $S$ (together with the edges incident to them) or the edges in $F$ are denoted by $G - S$ and $G - F$, respectively. We call $S$ a vertex cover if $G - S$ has no edges. For a vertex $u \in V$, the set of neighbors of $u$ is denoted by $N(u) = \{v \in V \mid uv \in E\}$. The set of edges in $F$ incident to a vertex $v \in V$ is denoted by $F(v)$. The following is a well-known NP-hard problem.
Submodular and bipartite-submodular set functions. A set function \( f: 2^V \to R \) is called submodular if \( f(X) + f(Y) \geq f(X \cup Y) + f(X \cap Y) \) holds for every \( X, Y \subseteq V \). It is known that this is equivalent to \( f(X + a) + f(X + b) \geq f(X + a + b) + f(X) \) for every \( X \subseteq V \) and distinct \( a, b \in V \setminus X \). A function \( f \) defined on the vertex set of a bipartite graph \( G = (A, B; E) \) is bipartite-submodular if there exist two submodular functions \( f_A \) and \( f_B \) defined on \( A \) and \( B \), respectively, such that \( f(X) = f_A(X \cap A) + f_B(X \cap B) \) for every \( X \subseteq A \cup B \). The following result appeared in [16].

**Theorem 1** (Hochbaum). Given a bipartite graph \( G = (A, B; E) \) and a polynomial-time computable submodular cost function \( c: 2^A \cup B \to E \), the minimum cost vertex cover problem can be 2-approximated in polynomial time. Furthermore, if \( c \) is also bipartite-submodular, then a minimum cost vertex cover can be found in polynomial time.

Stable matchings. Let \( G = (V, E) \) be an undirected simple graph, and let \( u \prec v \) be a linear order on \( N(u) \) for each \( u \in V \). The pair \( (G, \succ) \) is called a stable roommates instance. If \( G \) is bipartite, then \( (G, \succ) \) is a stable marriage instance. If ties are allowed, i.e., \( u \prec v \) are weak orders, then \( (G, \succ) \) is a stable roommates instance with ties. For a stable roommates instance \( (G = (V, E), \succ) \) and a matching \( M \subseteq E \), an edge \( uv \in E \setminus M \) is blocking if \( u \) prefers \( v \) to its partner in \( M \) (or has no partner in \( M \)) and \( v \) prefers \( u \) to its partner in \( M \) (or has no partner in \( M \)). If no blocking edge exists, then \( M \) is a stable matching.

Let \( (G, \succ) \) be a stable roommates instance. A stable partition of \( (G, \succ) \) is a permutation \( \pi: V \to V \) such that for each \( u \in V \), (i) if \( \pi(u) \neq \pi^{-1}(u) \), then \( u \pi(u), u \pi^{-1}(u) \in E \) and \( \pi(u) > u \pi^{-1}(u) \), and (ii) for each \( v \) adjacent to \( u \), if \( \pi(u) = u \) or \( v > u \pi^{-1}(u) \), then \( \pi^{-1}(v) > u \pi(u) \). The cycles of the permutation \( \pi \) partition the agents into odd and even cycles depending on the parity of their lengths. We call an agent \( u \) a singleton in \( \pi \) if \( \pi(u) = u \). The following fundamental result is due to Tan [28].

**Theorem 2** (Tan). Any stable roommates instance \( (G, \succ) \) admits a stable partition \( \pi \), and such a partition can be found in \( O(|V|^2) \) time. Furthermore, each stable partition has the same set of singleton agents and the same set of odd cycles. There exists a stable matching if and only if there exist a stable partition without odd cycles of length \( \geq 3 \).

We will also need the notion of weak stability. Let \( (G = (V, E), \succ) \) be a stable roommates instance with ties, and let \( M \subseteq E \) be a matching. An edge \( uv \in E \setminus M \) strongly blocks \( M \) if \( u \) strictly prefers \( v \) to its partner in \( M \) (or has no partner in \( M \)) and \( v \) strictly prefers \( u \) to its partner in \( M \) (or has no partner in \( M \)). If no strongly blocking edge exists, then \( M \) is a weakly stable matching.

We also consider cases where the vertices of \( G \) have nonnegative integer capacities \( q(v) \). In such an instance, we call \( M \subseteq E \) a \( q \)-matching if \( |M(v)| \leq q(v) \) for each \( v \in V \). A vertex is unsaturated in \( M \) if \( |M(v)| < q(v) \). We say that an edge \( uv \in E \setminus M \) blocks \( M \) if both \( u \) and \( v \) are either unsaturated by \( M \) or strictly prefer the other to some of their partners in \( M \). The \( q \)-matching \( M \) is called a stable \( q \)-matching if it is not blocked by any edge. We also say that an edge \( uv \in E \setminus M \) is dominated at \( u \) if \( |M(u)| = q(u) \) and for all \( xu \in M(u) \), we have \( x > u \). Clearly a \( q \)-matching \( M \) is stable if and only if each \( uv \in E \setminus M \) is dominated at either \( u \) or \( v \).

The hardness of the following problem, proved by Manlove et al. [23], is a useful tool for proving NP-completeness of various stable matching problems.
The following two versions of the stable marriage with ties problem was proven to be NP-complete by Cseh and Heeger [8].

1-FORCED-SMTI
\textbf{Input:} An instance \((G = (A, B; E), >)\) of the stable marriage problem with ties and a forced edge \(e \in E\).
\textbf{Question:} Is there a weakly stable matching containing \(e\)?

1-FORBIDDEN-SMTI
\textbf{Input:} An instance \((G = (A, B; E), >)\) of the stable marriage problem with ties and a forbidden edge \(f \in E\).
\textbf{Question:} Is there a weakly stable matching not containing \(f\)?
**Vertex-Delete-SR**

**Input:** A graph $G = (V,E)$ with strict preferences $>_{v}$ on the vertices and an integer $k \in \mathbb{Z}_{+}$.

**Question:** Does there exist a removable set $S \subseteq V$ such that $|S| \leq k$?

**Vertex-Subset-Delete-SR**

**Input:** A graph $G = (V,E)$ with strict preferences $>_{v}$ on the vertices and a vertex subset $T \subseteq V$.

**Question:** Does there exist a removable set $S \subseteq T$?

**Vertex-Delete-SQM**

**Input:** A graph $G = (V,E)$ with strict preferences $>_{v}$ and capacities $q(v)$ on the vertices, and an integer $k \in \mathbb{Z}_{+}$.

**Question:** Does there exist a removable set $S \subseteq V$ such that $|S| \leq k$?

The analogous edge-deletion problems are also of interest, and have already been studied in the literature. The minimization version is equivalent to finding a matching that has the smallest possible number of blocking pairs. This problem was shown to be NP-hard by Abraham et al. [1], even for complete preference lists. The subset version is equivalent to the following: given an edge subset $F \subseteq E$, is there a matching in $G$ for which every blocking edge is in $F$? This problem is called *stable roommates with free edges*, and was shown to be NP-complete by Cechlárová and Fleiner [6].

Among the vertex deletion problems, VERTEX-DEL-SR was considered by Tan [27] who gave an algorithm based on Irving’s algorithm [18]. In the following, we give a significantly simpler algorithm for VERTEX-DEL-SR. We also show that VERTEX-SUBSET-DEL-SR is NP-complete. The latter implies that finding a minimum weight removable set is NP-complete even for vertex weights in $\{0,1\}$, and it is inapproximable, since it is hard to decide if there is a removable set of weight 0.

We show that it is very easy to determine a minimum cardinality removable vertex set using a stable partition. The algorithm is presented as Algorithm 1; it chooses an arbitrary vertex from each odd cycle in the stable partition. Note, however, that a removable set does not necessarily contain a vertex from each odd cycle, so optimality is not obvious. We show the correctness of the algorithm in the proof of the theorem below.

**Theorem 4.** Algorithm 1 runs in polynomial time and finds a smallest removable set.

**Proof.** By Theorem 2, the algorithm has polynomial running time. We prove the correctness in two steps. First, we show that Algorithm 1 outputs a removable set.

**Claim 5.** Algorithm 1 outputs a set $S \subseteq V$ and a matching $M$ that is stable in $G - S$.

**Proof.** Let $uv$ be an edge of $G - S$ not in $M$; we show that $uv$ is not a blocking edge. Recall that $\pi$ denotes the stable partition of $(G, >)$ obtained by applying Tan’s algorithm.

Assume first that at least one of $u$ and $v$ is a singleton in $\pi$, say, $\pi(u) = u$. Then for any of its neighbors $w \in N(u)$, we have $\pi(w) \neq w$, $\pi(w) >_{w} u$, and $\pi^{-1}(w) >_{w} u$ since $\pi$ is a stable partition. In particular, this holds for $v$. Since $v$ is matched to either $\pi(v)$ or $\pi^{-1}(v)$ in $M$, $uv$ is not a blocking edge.

Consider the case when $\pi(u) \neq u$ and $\pi(v) \neq v$. Since every vertex in $V \setminus S$ that is not a singleton in $\pi$ gets a partner in $M$, both $u$ and $v$ are matched by the algorithm. If $u \neq \pi(v)$ and...
Algorithm 1 Algorithm for vertex-del-sr.

Input: A graph \( G = (V, E) \) with strict preferences \( >_v \) on the vertices.

Output: A smallest removable set \( S \subseteq V \) and a stable matching \( M \) in \( G - S \).

1: Set \( S \leftarrow \emptyset \) and \( M \leftarrow \emptyset \).
2: Find a stable partition \( \pi \) using Theorem 2.
3: Let \( C_1, \ldots, C_k \) be the set of odd cycles of \( \pi \) of length \( \geq 3 \), and let \( C_{k+1}, \ldots, C_l \) be the set of even cycles of \( \pi \). Let \( \{v^0_1, \ldots, v^0_i\} \) denote the vertices of \( C_i \), where \( \pi(v^0_j) = v^0_1 \), and \( \pi(v^1_j) = v^1_{j+1} \) otherwise.
4: for \( i = 1, \ldots, k \) do
5: \hspace{1cm} Set \( S \leftarrow S + v^0_1 \) and \( M \leftarrow M \cup \{v_{2j-1}v_{2j} \mid 1 \leq j \leq j_i/2\} \).
6: end for
7: for \( i = k + 1, \ldots, l \) do
8: \hspace{1cm} Set \( M \leftarrow M \cup \{v_{2j-2}v_{2j-1} \mid 1 \leq j \leq j_i/2\} \).
9: end for
10: return \( S, M \)

v \( \neq \pi(u) \), then \( \pi(v) >_v u, \pi^{-1}(v) >_v u \) or \( \pi(u) >_u v, \pi^{-1}(u) >_u v \) hold as \( \pi \) is a stable partition. As \( u \) is matched to one of the vertices \( \pi(u), \pi^{-1}(u) \) and \( v \) is matched to one of the vertices \( \pi(v), \pi^{-1}(v) \), \( uv \) is not a blocking edge. Therefore we may assume that \( \pi(u) = v \). However, as \( u \) and \( v \) are not in \( S \) and \( uv \) is not in \( M \), \( v \) is matched to \( \pi(v) \) in \( M \). By \( \pi(v) >_v u \), \( uv \) is not a blocking edge.

It remains to show that the size of a removable set cannot be smaller than the number of odd cycles in a stable partition.

Claim 6. The minimum size of a removable set is equal to the number of odd cycles of length at least 3 in any stable partition \( \pi \).

Proof. Let \( S^* \) be a removable set, and let \( M^* \) be a stable matching in \( G - S^* \). Since \( \pi \) is a stable partition, every odd cycle of length at least 3 in \( \pi \) must either have a vertex in \( S^* \) or a vertex \( u \) matched in \( M^* \) to a partner better than \( \pi^{-1}(u) \). Indeed, if this does not hold for a cycle, then there is a vertex \( v \) in the cycle that is unmatched or matched to a worse partner than \( v\pi(v) \) and \( v\pi^{-1}(v) \). But then \( \pi^{-1}(v)v \) blocks, since \( \pi^{-1}(v) \) is not matched to anyone that is better than \( v \) by our assumption. We call a vertex \( v \in V \setminus S^* \) out-dominated if it is matched in \( M^* \) to a vertex \( u \neq \pi(v) \) with \( u >_v \pi^{-1}(v) \). A vertex \( u \) is an in-dominator if it is the partner in \( M^* \) of an out-dominated vertex \( v \). Note that \( u \) prefers \( \pi(u) \) and \( \pi^{-1}(u) \) to \( v \) because \( \pi \) is a stable partition.

Let \( C = \{v_1, \ldots, v_l\} \) be an arbitrary cycle of length at least 2 in \( \pi \) such that \( \pi(v_i) = v_{i+1} \), and let \( v_i, \ldots, v_z \) be the in-dominator vertices in \( C \). Observe that these vertices are pairwise non-adjacent on the cycle \( C \) as an adjacent pair would block \( M^* \). Also, each of \( v_{i-1}, \ldots, v_{i-1} \) must be either in \( S^* \) or out-dominated. Indeed, if for some \( 1 \leq j \leq z \) the vertex \( v_{i-1} \) is not in \( S^* \) and also not out-dominated, then the edge \( v_{i-1}v_{i} \) blocks as \( v_{i} \) is an in-dominator.

Suppose now that \( t \) is odd. We claim that there is at least one vertex in \( C \setminus \{v_{i-1}, \ldots, v_{i-1}\} \) that is either in \( S^* \) or is out-dominated. To see this, consider the paths obtained by removing the vertices \( \{v_{i-1}, v_{i}, v_{i}, v_{i-1}, v_{i}\} \) from \( C \). Since \( t \) is odd, one of the paths contains an odd number of vertices; we may assume that this path is \( v_1, \ldots, v_p \) for some odd \( p \). If none of these vertices is deleted or out-dominated, then at least one them, say \( v_i \), must be unmatched or matched in \( M^* \) to a vertex worse than \( \pi^{-1}(v_i) \). If \( i \neq 1 \), then \( v_{i-1}v_i \) blocks \( M^* \), a contradiction. If \( i = 1 \), then \( v_1 = \pi^{-1}(v_1) \) is an in-dominator as \( v_1 \) is the first vertex of the path. This implies
that \( v_p v_1 \) blocks \( M^* \), a contradiction again. That is, at least one of the vertices \( v_1, \ldots, v_p \) is deleted or out-dominated.

We conclude that the number of in-dominators in each odd cycle \( C \) is at most the sum of the numbers of out-dominated and deleted vertices in \( C \) minus one. If \( C \) is an even cycle, then the number of in-dominators is at most the sum of the numbers of out-dominated and deleted vertices. Finally, a singleton in \( \pi \) cannot be an in-dominator. It follows from the definitions that the number of in-dominators and the number of out-dominated vertices are the same. By combining these observations, we get that \(|S^*|\) is at least the number of odd cycles in \( \pi \).

The theorem follows by Claims 5 and 6.

We now show that the subset version of the problem is hard.

**Theorem 7.** VERTEX-SUBSET-DEL-SR is NP-complete.

**Proof.** The problem is clearly in NP. To show hardness, we reduce from COM-SMTI, see the definition in Section 2.

Consider an instance \((G = (A, B; E), >)\) of COM-SMTI, where \( A = \{a_1, \ldots, a_n\} \), \( B = \{b_1, \ldots, b_n\} \), and ties are restricted to a subset \( b_1, \ldots, b_\ell \), each of which have two neighbors. We create an instance of VERTEX-SUBSET-DEL-SR as follows, see Figure 1b for an example. For each \( a_i \in A \), we add three agents \( a'_i, x_i \) and \( x'_i \). For each \( i \in [\ell] \), we add three agents \( b'_i, b''_i \) and \( y_i \). Finally, for \( i = \ell + 1, \ldots, n \), we add an agent \( b'_i \). Let \( T := \{b'_i \mid i \in [n]\} \cup \{b''_i \mid i \in [\ell]\} \cup \{y_i \mid i \in [\ell]\} \).

The preference lists of the vertices \( a'_i \) for \( i \in [n] \) and \( b'_i \) for \( i = \ell + 1, \ldots, n \) are inherited from the original instance. We further extend the preferences as follows:

- we add \( x_i > x'_i \) to the end of each \( a'_i \)'s preference lists,
- \( x_i \) has preference \( x'_i > a'_i \) and \( x'_i \) has preference \( a'_i > x_i \),
- \( y_i \) has preference \( b''_i > b'_i \),
- if \( i \in [\ell] \) and \( b'_i \)'s two neighbors were \( a_j \) and \( a_k \) with \( j < k \), then \( b''_i \)'s preference is \( y_i > b''_i > a'_j \) and \( b''_i \)'s preference is \( b'_i > y_i > a'_k \).

Let \((G', >', T)\) denote the obtained instance of VERTEX-SUBSET-DEL-SR. We claim that there exists a perfect weakly stable matching in \((G, >)\) if and only if there exists a removable set \( S \subseteq T \) in \((G', >', T)\). First suppose there is a perfect weakly stable matching \( M \). We create a matching \( M' \) in \( G' \) by adding \( a'_i b'_j \) or \( a'_i b''_j \) for each \( a_i b_j \in M \) and \( x_i x'_i \) for \( i \in [n] \). Then, for every \( i \in [\ell] \), we delete \( y_i \) and the unmatched copy of \( b_i \). Suppose there is a blocking edge to \( M' \). It cannot contain \( x_i \) or \( x'_i \), since each \( a'_i \) is with a better partner. On the other hand, if there is a blocking edge of type \( a'_i b'_j \), then \( j > \ell \), since \( b'_i \) is matched with the best remaining partner if \( j \leq \ell \). But by the definition of \( >' \), this means that \( a_i b_j \) is blocking \( M \), a contradiction.

For the other direction, suppose there is a set \( S \subseteq T \) such that there is a stable matching \( M' \) in \( G' - S \). Each \( a_i \) must be matched to some \( b'_j \) or \( b''_j \), since otherwise there would be no stable matching because of the cycle \( \{a'_i, x_i, x'_i\} \). Also, for any \( j \in [\ell] \), at most one of \( b'_j \) and \( b''_j \) can be matched to some \( a'_i \), since otherwise \( b'_j b''_j \) would be a blocking edge. Therefore, \( M' \) induces a perfect matching \( M \) in the original instance. If there is an edge blocking \( M \), then the copy of the same edge is blocking \( M' \), contradiction.

**Remark 8.** VERTEX-SUBSET-DEL-SR is NP-complete even in the special case when \( G \) is complete. In the reduction above, we can add the remaining edges to the end of the agents’ preference lists, such that they are strictly worse than any original edge.
Remark 9. It also follows from Theorem 7 that the weighted version of \textsc{vertex-del-src} is NP-complete too. This can be seen from the fact that if we let the vertices of \( T \) have weight 0 and other vertices have weight 1, then there is a removable set of weight 0 if and only if there is a removable set \( S \subseteq T \).

Finally, we investigate \textsc{vertex-min-del-sqm}. The only difference now is that each vertex \( v \) has a nonnegative integer capacity \( q(v) \), and the aim is to achieve the existence of a stable \( q \)-matching by removing a minimum number of vertices. Note that if the aim was to decrease the vertex capacities by a minimum total amount, then the problem would be polynomial-time solvable. Indeed, it could be reduced to \textsc{vertex-del-sr} by making \( q(v) \) copies of each vertex. However, if we look for a minimal size removable set \( S \subseteq V \), then the problem becomes NP-hard.

**Theorem 10.** \textsc{vertex-del-sqm} is \( \text{NP} \)-complete even if the capacities are at most 3.

**Proof.** The problem is clearly in \( \text{NP} \). To show hardness, we reduce from \textsc{com-smti}, see the definition in Section 2.

Consider an instance \((G = (A, B; E), >)\) of \textsc{com-smti}, where \( A = \{a_1, \ldots, a_n\} \), \( B = \{b_1, \ldots, b_\ell\} \), and ties are restricted to a subset \( b_1, \ldots, b_\ell \), each of which have two neighbors. We create an instance of \textsc{vertex-del-sqm} as follows, see Figure 1c for an example. For each \( a_i \in A \), we add three agents \( a'_i, x_i, x'_i \) with \( q(a'_i) = q(x_i) = q(x'_i) = 1 \). For each \( i \in [\ell] \), we add a gadget \( G_i \) with eight agents \( b'_i, b''_i, s^1_i, s^2_i, s^3_i, z^1_i, z^2_i, z^3_i \). Among these agents, \( q(b'_i) = q(b''_i) = q(s^1_i) = q(z^1_i) = 3 \) and \( q(s^2_i) = q(s^3_i) = q(z^2_i) = q(z^3_i) = 1 \). Finally, for \( i = \ell + 1, \ldots, n \), we add an agent \( b'_i \) with \( q(b'_i) = 1 \). For \( i \in [\ell] \), let \( a_{i_1} \) and \( a'_{i_2} \) denote the two neighbors of \( b_i \) where \( i_1 < i_2 \).
The preference lists of the vertices \( a'_i \) for \( i \in [n] \) and \( b'_i \) for \( i = \ell + 1, \ldots, n \) are inherited from the original instance. We further extend the preferences as follows:

- we add \( x_i > x'_i \) to the end of each \( a'_i \)'s preference lists,
- \( x_i \) has preference \( x'_i > a'_i \) and \( x'_i \) has preference \( a'_i > x_i \),
- for \( i \in [\ell] \), the agents have the following preferences:

\[
\begin{align*}
b'_i: & \quad s_1^3 > z_1^3 > a'_{i1} \quad & s_1^1: & \quad b'_i > b'_i' > s_2^3 > s_1^3 \quad & z_1^1: & \quad b'_i > b''_i > z_2^3 > z_3^3 \\
b''_i: & \quad s_1^3 > z_1^3 > a'_{i2} \quad & s_2^3: & \quad s_1^3 > s_2^3 \quad & z_2^3: & \quad z_1^3 > z_1^3 \\
s_1^3: & \quad s_1^3 > s_1^3 \quad & z_3^3: & \quad z_1^3 > z_2^3.
\end{align*}
\]

Let \((G' = (V', E'), >', q)\) denote the obtained instance of VERTEX-DEL-SQM and set \( k = \ell \).

We claim that there is a perfect weakly stable matching \( M \) in \((G, >)\) if and only if there is a removable set \( S \subseteq V' \) with \(|S| \leq k \) in \((G', >', q)\). We start with an important observation.

**Claim 11.** The gadget \( G_i \) has no stable \( q \)-matching for \( i \in [\ell] \). Furthermore, if \( v \in V(G_i) \) is a vertex such that \( G_i - v \) admits a stable \( q \)-matching, then \( v \in \{b'_i, b''_i\} \).

**Proof.** Let \( G_i \) be one of the gadgets. To see that \( G_i \) does not admit a stable \( q \)-matching, observe that since \( q(b'_i) = q(b''_i) = q(s_1^3) = q(z_1^3) = 3 \), all of them can get their two best partners, so the edges \( b'_i s_1^3, b'_i z_1^3, b''_i s_1^3 \) and \( b''_i z_1^3 \) must be contained in any stable \( q \)-matching. But then \( s_1^3 \) has only one remaining capacity for \( s_2^3 \) and \( s_3^3 \). Thus there exists no stable \( q \)-matching as one of \( s_1^3, s_1^3, s_1^3, s_1^3, s_1^3, s_1^3, z_2^3 \) blocks.

Suppose now that \( v \in V(G_i) \) is such that \( G_i - v \) admits a stable \( q \)-matching. If \( v \in \{s_1^3, s_2^3, s_3^3\} \), then, since \( z_1^3 \) is the best remaining choice for both \( b'_i \) and \( b''_i \), and \( b'_i \) and \( b''_i \) are the best two choices for \( z_1^3 \), the edges \( b'_i z_1^3 \) and \( b''_i z_1^3 \) are contained in any stable \( q \)-matching. But then \( z_1^3 \) has only one remaining capacity for \( z_2^3 \) and \( z_3^3 \), thus there exists no stable \( q \)-matching.

The case when \( v \in \{z_1^3, z_2^3, z_3^3\} \) can be proved analogously.

Suppose there is a perfect weakly stable matching \( M \). We create a \( q \)-matching \( M' \) in \( G' \) by adding \( a'_i b'_i \) or \( a'_i b''_i \) for each \( a_i b_j \in M \) and \( x'_i x'_i \) for \( i \in [n] \). Then, for every \( i \in [\ell] \), we delete the copy of \( b_i \) not matched to \( a'_i \) to \( A' = \{a'_i \mid i \in [n]\} \). Then, if \( b'_i \) got deleted, we add the edges of \( N_i' = \{b'_i s_1^3, b'_i z_1^3, s_1^3 s_2^3, s_1^3 s_3^3, z_1^3 z_2^3, z_1^3 z_3^3\} \) to \( M' \) and otherwise we add \( N_i'' = \{b''_i s_1^3, b''_i z_1^3, s_2^3 s_3^3, z_2^3 z_3^3, z_1^3 z_2^3, z_1^3 z_3^3\} \). The number of deleted vertices is then exactly \( k \). Suppose there is a blocking edge to \( M' \). It cannot contain \( x_i \) or \( x'_i \), since each \( a_i \) is with a better partner. If there is a blocking edge of type \( a'_i b'_i \), then \( j > \ell \), since \( b'_i \) (or \( b''_i \)) is matched with all of its partners if \( j \leq \ell \). But by the definition of \( >' \), this means that \( a_i b_j \) is blocking \( M' \), contradiction. Finally, the edges \( s_2^3 s_3^3 \) and \( z_2^3 z_3^3 \) also do not block \( M' \), because \( s_2^3 \) and \( z_3^3 \) match with their best partner in \( M' \) for each \( j \leq \ell \).

Now assume that there is a set \( S \subseteq V' \) with \(|S| \leq k \) such that there is a stable \( q \)-matching \( M' \) in \( G' - S \). Each \( a'_i \) must be matched to some \( b'_i \) or \( b''_i \), since otherwise there would be no stable matching because of the cycle \( \{a'_i, x_i, x'_i\} \). Also, for any \( j \in [\ell] \), at most one of \( b'_i \) and \( b''_i \) can be matched to some \( a'_i \), since by claim 11 one of them has to be deleted, otherwise there would be a gadget \( G_i \) where at least two vertices are deleted (it is also clear that deleting vertices outside \( V(G_i) \) cannot create a stable \( q \)-matching in \( G_i \)), contradicting \(|S| \leq k \). Therefore, \( M' \) induces a perfect matching \( M \) in the original instance. If there is an edge blocking \( M' \), then the copy of the same edge is blocking \( M' \), contradiction.

\( \square \)
4 Preference modifications

In this section, we consider problems where the goal is to make a given matching stable by bribing the agents to change their preferences. Each agent \( v \) assigns a nonnegative real number \( p_v(u) \) to each acceptable partner \( u \). By abuse of notation, we extend this notation to edges incident to \( v \) by setting \( p_v(uv) := p_v(u) \), and call this the value of the edge \( uv \) for \( v \). The weak preference list of \( v \) is derived from these values by declaring \( u \geq_v u' \) if and only if \( p_v(u) \geq p_v(u') \). The agents might also have positive integer capacities, denoted by \( q(v) \) for agent \( v \).

The cost of modifying the preferences can be measured in various ways; here, we concentrate on the case of \( \ell_1 \)-norm. That is, changing the value of \( p_v(u) \) from \( a \) to \( b \) has cost \(|a - b|\). If \( p' \) denotes the modified preference values, then the cost of \( p' \) (with respect to \( p \)) is \( \text{cost}(p') := \sum_{v \in V} \sum_{u \in N(v)} |p_v(u) - p'_v(u)| \). The goal is to find a new preference matrix \( p' \) of minimum cost such that a given b-matching \( M \) becomes weakly stable with respect to \( p' \).

| \( \ell_1\)-MIN-PM |
|----------------|
| **Input:** A maximal \( q \)-matching \( M \) and a matrix \( p \) describing the preferences of the agents. |
| **Goal:** Preferences \( p' \) of minimum cost such that \( M \) is weakly stable with respect to \( p' \). |

First we show that the problem is not only NP-hard in general, but it is also hard to approximate within a factor better than 2.

**Theorem 12.** \( \ell_1\)-MIN-PM is NP-hard even if each capacity is one. Furthermore, assuming the Unique Games Conjecture, it cannot be approximated within a factor of \( 2 - \varepsilon \) for any \( \varepsilon > 0 \).

**Proof.** Observe that if each capacity is 1, then there always exists an optimal solution that changes the values only on the edges of \( M \). Indeed, lowering the value of a non-matching edge \( uv \) to become dominated at vertex \( v \) has the same cost as increasing the value of the edge in \( M(v) \) for \( v \) to dominate \( uv \). By doing the latter, we are surely better off as other edges may become dominated too at \( v \), while in the first case we do not make any progress on dominating the other edges.

The problem is clearly in NP. To show NP-hardness, we reduce from VERTEX-COVER. Let \( G = (V, E) \) be an instance of the minimum vertex cover problem. We construct an instance \((G', E', P, M)\) of \( \ell_1\)-MIN-PM. Let \( V' = \{v', v'' | v \in V\} \) and \( E' = \{v'v' | v \in E\} \cup \{v'v'' | v \in V\} \). Furthermore, set \( M = \{v'v'' | v \in V\} \). For each vertex \( v \in V \), we define \( p_v(v'') = p_{v'}(v') = 0 \) and set all the other \( p_{v'}(u') \) values to be 1, see Figure 2.

Let \( p' \) be a minimum cost solution of the \( \ell_1\)-MIN-PM instance thus obtained. By the observation above, we may assume that \( p' \) differs from \( p \) only on edges of \( M \). Since vertices in \( \{v'' | v \in V\} \) are matched with their only partner, their preference values do not change. Clearly, for each vertex \( v' \), we have either \( p'_{v'}(v'') = 0 \) or \( p'_{v'}(v'') = 1 \). Furthermore, at least one of the end vertices of each original edge increases the value of the incident matching edge to 1, hence the set of such vertices forms a vertex cover. Vice versa, if we increase the values of the matching edges on the vertices of a vertex cover, then no original edge of \( G \) blocks \( M \).

By the above, MINIMUM VERTEX COVER in \( G \) is equivalent to \( \ell_1\)-MIN-PM in \((G', E, P, M)\), concluding the proof of NP-hardness. Assuming the Unique Games Conjecture, VERTEX-COVER cannot be approximated within a factor better than 2 by a result of Khoth and Regev [19], implying the second half of the theorem.

As a positive result, we show that \( \ell_1\)-MIN-PM is polynomial-time solvable in bipartite graphs. Interestingly, our solution relies on Hochbaum’s algorithm for the minimum cost vertex cover problem under bipartite-submodular functions.
Theorem 13. $\ell_1$-MIN-PM can be solved in polynomial time in bipartite graphs.

Proof. We reduce $\ell_1$-MIN-PM to a minimum weight vertex cover problem in a bipartite graph with a polynomial-time computable bipartite-submodular cost function. Recall that, by Theorem 1, the latter problem is solvable in polynomial time.

Let $G = (A, B; E)$ be the bipartite graph and $M$ be a fixed $q$-matching. We first start with a series of preprocessing steps. If the $q$-matching $M$ is not maximal, then the problem is infeasible and we stop. Otherwise, we iterate through all edges and check whether they are already dominated. If an edge is already dominated, then we delete it. This can be done as there always exists an optimal solution that does not decrease the values on $M$ and does not increase the values on $E \setminus M$. Therefore, we may assume that the $q$-matching $M$ is maximal and all edges outside $M$ are blocking edges.

We construct an an auxiliary bipartite graph $H = (U, W; F)$ as follows. For each vertex $v$, we add $\ell_v$ copies $v_1, \ldots, v_{\ell_v}$ of $v$, where $\ell_v$ is the number of edges in $E(v) \setminus M(v)$. These vertices are added to $U$ if $v \in A$ and to $W$ if $v \in B$. For each vertex $v$, consider an arbitrary ordering $e_{v,1}^v, \ldots, e_{v,\ell_v}^v$ of the non-matching edges incident to $v$. Then we define the edges of $H$ as follows: $u_i v_j \in F$ if and only if $w \in E \setminus M$, $uw = e_{v,i}^v$, and $uv = e_{v,j}^v$.

Now we define an LP for each vertex $v$ saturated by $M$ and each subset $\{e_{j,1}^v, \ldots, e_{j,k}^v\}$ of $\{e_{1}^v, \ldots, e_{\ell_v}^v\}$:

$$\begin{align*}
\min \sum_{e \in E(v)} |x(e) - p_v(e)| \\
\text{s.t. } \quad 0 \leq x(e_{j,i}^v) \leq \min_{e \in M(v)} x(e) \quad \text{for } 1 \leq i \leq k
\end{align*}$$

Though the above formulation is not an LP, both the objective function and the constraints can be linearized using standard techniques. It is not difficult to see that the optimum value of the LP is exactly the minimum cost of dominating all of $\{e_{j,1}^v, \ldots, e_{j,k}^v\}$ at $v$ by changing the values of the edges. We denote the optimum value by $\text{OPT}_v(v_1, \ldots, v_{\ell_v})$. If $v$ is not saturated by $M$, then $\text{OPT}_v(v_1, \ldots, v_{\ell_v})$ is defined to be $+\infty$, since then no edge can be dominated at $v$. By the maximality of $M$, at least one endpoint of each blocking edge is saturated, so we know that there exists a solution.

For each vertex $v \in A \cup B$, we define a function $f_v$. Let $X \subseteq U \cup W$. If $X \cap \{v_1, \ldots, v_{\ell_v}\} = \emptyset$, then define $f_v(X) := 0$. Otherwise, if $X \cap \{v_1, \ldots, v_{\ell_v}\} = \{v_{j_1}, \ldots, v_{j_k}\}$, then define $f_v(X) = f_v(\{v_{j_1}, \ldots, v_{j_k}\}) := \text{OPT}_v(v_{j_1}, \ldots, v_{j_k})$.

Claim 14. For each $v \in A \cup B$, $f_v$ is submodular.
Proof. Our goal is to show that for any set \( X \subseteq U \cup W \) and any two distinct elements \( x, y \in (U \cup W) \setminus X \), we have \( f_v(X + x + y) + f_v(X) \leq f_v(X + x) + f_v(X + y) \). If the left hand side is \( +\infty \), then \( v \) must be unsaturated by \( M \) and \( X \cup \{x, y\} \) must contain a vertex from \( \{v_1, \ldots, v_{\ell_v}\} \), hence the right hand side is also \( +\infty \). Thus, we may assume that the left hand side is finite.

If \( x \notin \{v_1, \ldots, v_{\ell_v}\} \), then the inequality holds by \( f_v(X + x + y) = f_v(X + y) \) and \( f_v(X + x) = f_v(X) \), while if \( y \notin \{v_1, \ldots, v_{\ell_v}\} \), then the inequality holds by \( f_v(X + x + y) = f_v(X + x) \) and \( f_v(X + y) = f_v(X) \).

It only remains to consider the case when \( x, y \in \{v_1, \ldots, v_{\ell_v}\} \). Let \( e \) and \( f \) be the edges of \( H \) incident to \( x \) and \( y \), respectively. By symmetry, we may assume that \( p_v(e) \leq p_v(f) \).

Let \( z_1 \) be an optimal solution for \( LP_v((X + x) \cap \{v_1, \ldots, v_{\ell_v}\}) \) and \( z_2 \) be an optimal solution for \( LP_v((X + y) \cap \{v_1, \ldots, v_{\ell_v}\}) \). If one of them is a feasible solution for \( LP_v((X + x + y) \cap \{v_1, \ldots, v_{\ell_v}\}) \), then since the other is a feasible solution of \( LP_v(X \cap \{v_1, \ldots, v_{\ell_v}\}) \), we get \( f_v(X + x + y) + f_v(X) \leq f_v(X + x) + f_v(X + y) \).

Otherwise, \( f \) is not dominated when the edge values are set to \( z_1 \), and \( e \) is not dominated when the edge values are set to \( z_2 \). Since \( p_v(e) \leq p_v(f) \), this means that \( z_2(f) = \min_{g \in M(v)} z_2(g) \leq z_2(e) = p_v(e) \leq p_v(f) \). To see this, observe that \( p_v(f) \geq \min_{g \in M(v)} p_v(g) \) as non-blocking edges were deleted during the preprocessing step, and that setting the value of \( z_2(f) \) below \( \min_{g \in M(v)} z_2(g) \) or setting \( z_2(e) \neq p_v(e) \) would be suboptimal. An analogous reasoning shows \( z_1(e) = \min_{g \in M(v)} z_1(g) \leq z_1(f) = p_v(f) \). We distinguish two cases.

If \( z_1(e) \leq z_2(f) \), then \( z_1(e) \leq z_2(f) = \min_{g \in M(v)} z_2(g) \leq z_2(e) = p_v(e) \leq z_1(f) \). Consider \( z'_1 \) that is obtained from \( z_1 \) by changing \( z'_1(e) \) to \( p_v(e) \) and \( z'_2 \) that is obtained from \( z_2 \) by changing \( z'_2(e) \) to \( z_2(f) \). Then \( z'_1 \) is a feasible solution for \( LP_v(X \cap \{v_1, \ldots, v_{\ell_v}\}) \), while \( z'_2 \) is a feasible solution for \( LP_v((X + x + y) \cap \{v_1, \ldots, v_{\ell_v}\}) \). As the sum of the objective values is at most as much as for \( z_1 \) and \( z_2 \), we get that \( f_v(X + x + y) + f_v(X) \leq f_v(X + x) + f_v(X + y) \).

If \( z_2(f) \leq z_1(e) \), then \( z_2(f) \leq z_1(e) \leq z_2(e) = p_v(e) \leq z_1(f) = p_v(f) \). Consider \( z'_1 \) that is obtained from \( z_1 \) by changing \( z'_1(f) \) to \( z_1(e) \) and \( z'_2 \) that is obtained from \( z_2 \) by changing \( z'_2(f) \) to \( p_v(f) \). Then \( z'_1 \) is a feasible solution for \( LP_v((X + x + y) \cap \{v_1, \ldots, v_{\ell_v}\}) \), while \( z'_2 \) is a feasible solution for \( LP_v(X \cap \{v_1, \ldots, v_{\ell_v}\}) \). As the sum of the objective values is at most as much as for \( z_1 \) and \( z_2 \), we get that \( f_v(X + x + y) + f_v(X) \leq f_v(X + x) + f_v(X + y) \). \( \blacksquare \)

Let us define a cost function \( c \) on the subsets of \( U \cup W \) by \( c(X) := \sum_{v \in U} f_v(X) + \sum_{w \in W} f_v(X) \). Clearly, since each function \( f_v \) is submodular and the copies of the same vertex are on the same side, \( c \) is bipartite-submodular. Note that the value of \( f_v(X) \) can be computed in polynomial time by solving the corresponding LP, hence \( c \) is also computable in polynomial time. By Theorem 1, we can find a vertex cover of \( H \) of minimum cost efficiently.

By the nonnegativity of \( c \) and the fact that each vertex has degree one in \( H \), there exists an optimal vertex cover that covers exactly one endpoint of each edge. Such a vertex cover has the same cost as dominating each edge at the chosen endpoint in an optimal way. This implies that the cost of an optimum vertex cover is equal to the cost of an optimal preference modification in the original \( \ell_1\text{-MIN-PM} \) instance. Furthermore, given an optimal vertex cover, the optimal modified preference values can be determined by solving the corresponding LPs, concluding the proof of the theorem. \( \square \)

The same reduction can be applied even if the original graph is not bipartite. However, then it is not possible to put each copy of a vertex on the same side of the auxiliary graph \( H \) (which is a perfect matching), therefore the cost function \( c = \sum f_v \) cannot be written as the sum of two submodular cost functions, which means that, though it is submodular, it is not bipartite-submodular. Therefore, by Theorem 1, we get the following.

**Theorem 15.** There is a polynomial-time 2-approximation algorithm for the \( \ell_1\text{-MIN-PM} \) problem. \( \square \)
Note that, assuming the Unique Games Conjecture, the approximation given by Theorem 15 is best possible by Theorem 12.

Remark 16. If an arbitrary (not necessarily maximal) $q$-matching $M$ is given and the goal is to modify the preferences in such a way that there exists a stable $q$-matching containing $M$, then the problem becomes difficult. Indeed, deciding the existence of a stable matching containing a given edge in the stable marriage problem with ties is NP-complete, as was proved by Cseh and Heeger [8].

Remark 17. If the values are not allowed to be changed on the edges of $M$, then the problem becomes very simple even for hypergraphs. Indeed, in such a case one only has to go through the hyperedges $f$ not in $M$ and decrease the value of $p_v(f)$ to $\min_{e \in M(v)} p_v(e)$ at a vertex $v$ where the cost of such a change is minimum, that is, $v \in \arg \min_{u \in f} |p_u(f) - \min_{e \in M(u)} p_u(e)|$.

The technique described in the proof of Theorem 13 can be extended to a more general setting. Assume that for each vertex-edge pair $v \in V$ and $e \in E(v)$, nonnegative lower and upper bounds $\ell_v(e), u_v(e)$ are given for the target value of $e$ at $v$. We call this problem $\ell_1\text{-}\text{MIN-PMRI}$ (minimum preference modification with restricted intervals).

### $\ell_1\text{-}\text{MIN-PMRI}$

**Input:** A maximal $q$-matching $M$, a matrix $p$ describing the preferences of the agents, and nonnegative lower and upper bounds $\ell, u$ on the values of the modified preferences.

**Goal:** Preferences $p'$ of minimum cost such that $M$ is weakly stable with respect to $p'$ and $\ell_v(e) \leq p'_v(e) \leq u_v(e)$ for each $v \in V$, $e \in E(v)$.

Note that this extra condition does not make the problem harder. First, one can apply the following preprocessing step: if $p_v(e) \leq \ell_v(e)$ for some vertex $v$ and $e \in E(v)$, then change the value of $p_v(e)$ to $\ell_v(e)$, and if $p_v(e) \geq u_v(e)$ for some vertex $v$ and $e \in E(v)$, then change the value of $p_v(e)$ to $u_v(e)$. It is not difficult to see that this results in an equivalent problem. After the preprocessing step, the problem can be simply encoded into LPs as before by changing each $LP_v(v_{j_1}, \ldots, v_{j_k})$ as follows:

$$\min \sum_{e \in E(v)} |x(e) - p_v(e)|$$

s.t. \begin{align*}
0 &\leq x(e_{j_i}) \leq \min_{e \in M(v)} x(e) \quad \text{for } 1 \leq i \leq k,
0 &\leq x(e) \leq u_v(e) \quad \text{for } e \in M,
\ell_v(e) &\leq x(e) \quad \text{for } e \in E \setminus M
\end{align*}

As a consequence, we have the following result.

**Corollary 18.** $\ell_1\text{-}\text{MIN-PMRI}$ can be solved in polynomial time in bipartite graphs, and admits a polynomial-time 2-approximation in general graphs.

**Remark 19.** The proposed framework can also be extended to more general cases, for example when the cost for each individual agent might depend not only of the $\ell_1$ norm of the changes, but on the agent itself - e.g., it might be a lot more difficult to get some agents to cooperate than others. This can be modeled by a cost function of the form $\text{cost}(p') = \sum_{u \in V} \sum_{u \in N(v)} \lambda_v |p_v(u) - p'_v(u)|$, where $\lambda_v$ is a constant that depends on the agent $v$. Such a cost function can be encoded in the LP by multiplying the objective of each $LP_v(v_{j_1}, \ldots, v_{j_k})$ by $\lambda_v$. 


5 Preference extension problems

5.1 Fixed and arbitrary preferences

Now we turn our attention to problems where the preference list of each agent is either fixed or can be set arbitrarily. Such problems may arise, for example, when dealing with cheating strategies, where some of the agents might submit falsified preferences in order to get a desired stable matching.

Similar problems have been considered before, see e.g. [15, 20]. Kobayashi et al. [20] investigated problems where each preference list has to be complete. They showed that if the preferences are fixed for each man, then deciding whether there are preference lists of the women such that a partial matching \( M \) is included in the men-optimal stable matching is NP-complete. On the positive side, they showed that if the preferences of all the women unmatched by \( M \) are fixed too, then the problem becomes polynomial-time solvable.

The problems that we consider differ from previous results in several aspects: the completeness of the preference lists is not always assumed, the underlying graph might be non-bipartite, and some of the edges might be forced or forbidden to be contained in a stable matching. It should be emphasized that we are interested not only in men-optimal stable matchings, but in the existence of a stable matching satisfying the constraints in general.

The problems that are featured in this section are the followings.

**K-forced-sm-strat**

**Input:** A bipartite graph \( G = (A,B;E) \), strict preferences \( >_a \) for each man \( a \in A \), strict preferences \( >_b \) for some women \( b \in B \), and a partial matching \( \mu \) with \( |\mu| = K \).

**Question:** Are there preferences for the rest of the women such that there exists a stable matching containing \( \mu \)?

**K-forbidden-sm-strat**

**Input:** A bipartite graph \( G = (A,B;E) \), strict preferences \( >_a \) for each man \( a \in A \), strict preferences \( >_b \) for some women \( b \in B \), and a set of forbidden edges \( \tau \) with \( |\tau| = K \).

**Question:** Are there preferences for the rest of the women such that there exists a stable matching disjoint from \( \tau \)?

**SR-strat**

**Input:** A graph \( G = (V,E) \) and strict preferences \( >_v \) for some agents \( v \in V \).

**Question:** Are there preferences for the rest of the agents such that there exists a stable matching \( M' \)?

First we consider the complexities of 1-forced-sm-strat and 1-forbidden-sm-strat.

**Theorem 20.** 1-forced-sm-strat and 1-forbidden-sm-strat are NP-complete even if the preference list is fixed for none of the women.

**Proof.** We start with the proof for 1-forbidden-sm-strat; the problem is clearly in NP. To show NP-hardness, we reduce from MIN-POM, see the definition in Section 2.

Given an instance \( (G = (A,B;E), >) \), \( k \) of MIN-POM, we construct another bipartite graph \( H = (U,W;F) \), where \( U \) is the set of men and \( W \) is the set of women as follows. Let \( n := |A| \).

We extend the original bipartite graph by adding \( n-k \) women \( s_1, \ldots, s_{n-k} \) to \( B \) that will be called selectors. Finally, we add two men \( u \) and \( u' \) to \( A \) and a woman \( w \) to \( B \). So \( U = A \cup \{u, u'\} \)
(a) An instance of MIN-POM. Thick edges form a Pareto-optimal matching \( M \).

(b) The corresponding 1-FORBIDDEN-SM-STRAT instance. Thick edges form a stable matching \( M' \) not containing \( uw \).

Figure 3: An illustration of Theorem 20. Higher values correspond to higher preferences.

is the set of men and \( W = B \cup \{w\} \cup \{s_1, \ldots, s_{n-k}\} \) is the set of women in the new instance. The edges are \( F = E \cup \{s_ia_j \mid i \in [n-k], a_j \in A\} \cup \{u's_i \mid i \in [n-k]\} \cup \{uw, u'w\} \). The preferences are fixed only for the men:

- \( u: w \),
- \( u': s_1 > \cdots > s_{n-k} > w \),
- \( a_i: [N(a_i)] > s_1 > \cdots > s_{n-k} \),

where \( [N(a_i)] \) denotes the original neighbors of \( a_i \) as in \( G \) ranked in their original order, see Figure 3. Finally, let \( \tau \) consists of the single forbidden edge \( uw \). We claim that there is a Pareto-optimal matching of size at most \( k \) in \( G \) if and only if the preferences of the women can be set in a way such that there is a stable matching not containing \( uw \) in \( G' \).

We claim that the original MIN-POM instance has a solution if and only if the 1-FORBIDDEN-SM-STRAT instance thus obtained does. First suppose there exists a Pareto-optimal matching \( M \) in \( G \) of size \( k \). Then extend this matching by assigning \( s_1, \ldots, s_{n-k} \) to \( n-k \) agents in \( A \) who are unassigned in \( M \) arbitrarily, and assign \( u' \) to \( w \). Denote this matching by \( M' \). Set the preferences of each woman such that they prefer their partner the most if they have any, and arbitrarily otherwise. Clearly, \( M' \) does not contain \( uw \). Suppose there is a blocking edge \( xy \) where \( x \in U \) and \( y \in W \). Then \( y \) can only be an unassigned woman, that is, \( y \in B \). This implies that \( x \in A \) and either \( x \) is unmatched, \( x \) is matched with a selector, or \( x \) is matched with a \( b_i \) in \( M' \) that is worse than \( y \). In the first two cases \( M \) is not maximal, while the third option means that \( M \) is not non-wasteful, a contradiction.

For the other direction, suppose there is a preference extension for the women and a matching \( M' \) not containing \( uw \) that is stable with respect to those preferences. This is equivalent to the case where each woman’s preference list is just a tie and there is a weakly stable matching \( M' \) not containing \( uw \). Since \( uw \) does not block, we have \( u'w \in M' \). Therefore, each selector woman \( s_i \) is assigned, since otherwise they would block with \( u' \). Let \( M \) be the restriction of \( M' \) to \((A, B; E)\). The size of \( M \) is at most \( k \), because each selector is matched to \( A \) and \( |A| = n \). We claim that \( M \) is non-wasteful and maximal. If it is not maximal, then there is an edge \( ab \) that can be added, but \( ab \) would block \( M' \). Similarly, if an agent \( a \) would prefer an unassigned agent \( b \) to \( M(a) \), then again \( ab \) would block \( M \).

We conclude that there is a maximal and non-wasteful matching \( M \) for the original problem of size at most \( k \). If \( M \) is coalition-free, then we are done. Otherwise, if there is a coalition \( (a_1, b_1, \ldots, a_r, b_r) \), then by changing \( M \) to \((M \setminus \{a_ib_i \mid i \in [r]\}) \cup \{a_{i+1}b_i \mid i \in [r]\}\), we get another matching that covers the same set of vertices, each agent weakly improves, and some agents strictly improve, so it is still maximal and non-wasteful. By iterating this step we get a matching \( M \) covering the same set of vertices that is maximal, coalition-free, and non-wasteful, so it is a Pareto-optimal matching of size at most \( k \) by theorem 3.
The forced edge case 1-FORCED-SM-STRAT can be proved in a similar way, the only difference being that \( u \) is dismissed from the construction and we set \( \mu \) to contain the single forced edge \( u\hat{w} \).

**Remark 21.** Kobayashi et al. [20] showed hardness of the problem whether there exist preferences for the women such that the man-optimal stable matching contains a given matching \( M \). Our results imply that if the graph is not complete, then the problem remains hard even if the matching consists of a single edge. To see this, observe that in our construction this problem also reduces to deciding whether there are preferences for women such that the man-optimal stable matching matches a given set of women. Indeed, the additional man \( u' \) proposes to all of them before proposing to his forced pair \( w \), so they all have to reject him, which is only possible if each of them gets a partner that can be set to be the best on the preference list of the given woman. Since each stable matching covers the same set of agents, this is equivalent to deciding whether there is a stable matching that matches all the original women.

In the proof of Theorem 20, the reduction was based on a non-complete bipartite graph, e.g., it contained a pendant edge \( uw \). We show that the problems remain NP-complete even in complete bipartite graphs. However, in this case the preference lists of some women might be fixed.

**Theorem 22.** 1-FORCED-SM-STRAT and 1-FORBIDDEN-SM-STRAT are NP-complete even if the graph is a complete bipartite graph.

**Proof.** We start with the proof for 1-FORBIDDEN-SM-STRAT; the problem is clearly in NP. To show NP-hardness, we reduce from COM-SMTI, see the definition in Section 2.

Consider an instance \( I = (G = (A, B; E), >) \) of COM-SMTI, where \( A = \{a_1, \ldots, a_n\} \), \( B = \{b_1, \ldots, b_n\} \), and ties are restricted to a subset \( b_1, \ldots, b_i \), each of which have two neighbors. We construct a 1-FORBIDDEN-SM-STRAT instance \( I' \) as follows. We extend the original bipartite graph by adding two men \( u \) and \( u' \) to \( A \) and two women \( w \) and \( w' \) to \( B \). That is, \( U = A \cup \{u, u'\} \) and \( W = B \cup \{w, w'\} \). Finally, \( H \) is a complete graph, that is, \( F = \{xy \mid x \in U, y \in W\} \), see Figure 4 for an example.

Let \( W_1 = \{b_i \mid i \in [\ell]\} \) and \( W_2 = \{b_i \mid \ell < i \leq n\} \). The fixed preferences are the following. Each \( a_i \) has the same preferences as in \( I \) as the top of its preference list, followed by \( w \), and then by the remaining women in any order. Each \( b_i \in W_2 \) has the same preferences as in \( I \) as the top of her preference list, followed by the remaining men in any order. The other fixed preference lists are the following:

- **\( w \):** \( u \) is the least preferred, otherwise arbitrary,
- **\( w' \):** \( u \), followed by \( u' \), then the rest in arbitrary order,
- **\( u \):** \( w \), followed by \( w' \), then the rest in arbitrary order,
- **\( u' \):** \( w' \), then the rest in arbitrary order.

Finally, let \( \tau \) consists of the single forbidden edge \( uw' \).

We claim that there is a perfect weakly stable matching \( M \) in \( G \) if and only if the preferences of the remaining women in \( H \) can be set in a way such that there is a stable matching \( M' \) avoiding \( uw' \). First suppose there is a perfect weakly stable matching \( M \) in \( I \). Let \( M' \) be the matching obtained from \( M \) by adding \( wu \) and \( w'u' \). We set the preferences of the women in \( W_1 \) such that the best man for them is their partner in \( M \). We claim that \( M' \) is stable. Suppose indirectly that there is a blocking edge \( xy \). Then \( y \) cannot be \( w \) since each man \( a_i \) is with an original (and hence better) partner, and \( u \) is with a better partner, too. Furthermore, \( y \) cannot be \( w' \) either, since her only better partner \( u \) is with his best choice. Similarly, \( y \) cannot be from \( W_2 \), since
they get their most preferred choices. We conclude that \( y = b_j \in W_2 \) for some \( \ell < j \leq n \), so her partner is the same as in \( M \). Thus \( x = a_i \) for some \( 1 \leq i \leq n \), and \( a_i \) must be a man in \( A \) who prefers \( b_j \) to his partner in \( M \). But then \( a_i b_j \) would block \( M \), a contradiction.

For the other direction, suppose that we can set the preferences of the women in \( W_1 \) such that there is a stable matching \( M' \) not containing \( uw' \). Since \( uw' \) does not block, we have \( uw \in M' \). This implies that \( u'w' \) must be in \( M' \), too. So the agents corresponding to the original ones are matched among each other. Also, \( M' \) has to be a perfect matching, since a man not covered by \( M' \) would block with \( w \). Let \( M \) be the perfect matching obtained by restricting \( M' \) to \( H - \{u, u', w, w'\} \). If \( M \) is not weakly stable in the original instance, then there exists a blocking edge between a woman \( b_j \) where \( j > \ell \) and a man \( a_i \), but then \( a_i b_j \) would block \( M' \) too, a contradiction.

The forced edge case 1-FORCED-SM-STRAT can be proved in a similar way, the only difference being that we set \( \mu \) to contain the single forced edge \( uw \).

Remark 23. Note that if the graph is a complete bipartite graph and no woman’s preference list is fixed, then K-FORCED-SM-STRAT and K-FORbidden-SM-STRAT become easily solvable: we just have to find a perfect matching satisfying the edge restrictions if one exists, which is an assignment problem.

Remark 24. Theorem 22 also implies NP-hardness of the stable allocation problem with forced or forbidden edges, where only one side has preferences.

Our results have an interesting consequence for the stable marriage problem with ties and the incomplete preference lists problem with forced and forbidden edges.

Corollary 25. 1-FORCED-SMT1 and 1-FORbidden-SMT1 are NP-complete even if each man’s preference list is strict and each woman’s preference list is just a single tie. The same holds if each man’s preference list is strict, each woman’s preference list is either strict or a single tie, and all preferences are complete.

Now we turn to the complexity of sr-strat.

Theorem 26. sr-strat is NP-complete even for complete graphs.

Proof. The problem is clearly in NP. To show NP-hardness, we reduce from x3c, see the definition in Section 2.

Let \( I \) be an instance of the x3c. We construct an instance \( I' \) of sr-strat with \( G = (V, E) \) as follows. For each set \( C_j \), we add seven agents \( c_{j1}, c_{j2}, c_{j3}, d_{j1}, d_{j2}, d_{j3}, x_j \) called the gadget for \( C_j \). For each element \( a_i \), we add an agent also denoted by \( a_i \). Finally, we add \( 2n \) selector agents \( s_1, \ldots, s_{2n} \), see Figure 5.

The preference lists are defined as follows:
the preference lists of agents $a_i$ ($1 \leq i \leq 3n$) and $s_j$ ($1 \leq j \leq 2n$) are not fixed,

- if $C_j = (a_{j_1}, a_{j_2}, a_{j_3})$ is the $j$-th set in $I$, then:

  \[
  x_j: [S] > c_j^1 > c_j^2 > c_j^3 > d_j^1 > \ldots \\
  c_{j_1}^i: a_{j_1} > x_j > c_j^2 > d_j^1 > c_j^3 > \ldots \\
  c_{j_2}^i: a_{j_2} > x_j > c_j^3 > d_j^1 > c_j^1 > \ldots \\
  c_{j_3}^i: a_{j_3} > x_j > c_j^1 > c_j^2 > d_j^1 > \ldots \\
  d_j^i: x_j > d_j^2 > c_j^1 > d_j^3 > \ldots \\
  d_j^2: d_j^i > d_j^1 > \ldots \\
  d_j^3: d_j^i > d_j^2 > \ldots 
  \]

  where $[S]$ denotes $s_1 > \ldots > s_{2n}$ and ‘$>$’ means that the rest of the agents are ranked in an arbitrary order.

We claim that there is an exact 3-cover in $I$ if and only if the preferences of the remaining agents can be set in a way such that there is a stable matching $M$ in $G$. Suppose there is an exact 3-cover $C' \subseteq C$. Then, we make construct a matching $M$ as follows. We match the agents in $S = \{s_1, \ldots, s_{2n}\}$ to the agents $x_j$ that correspond to the 3-sets not in $C'$. In the gadgets for these sets, we add the edges $c_{j_1}^i c_{j_2}^i, d_j^2 d_j^3$ and $c_{j_2}^i d_j^1$ to the matching. In the gadgets of the sets in $C'$, we add the edges $a_{j_1}, a_{j_2} c_{j_2}^3, a_{j_3} c_{j_3}^1, x d_j^1$, and $d_j^2 d_j^3$ to the matching. Finally, we set the preferences of the $a_i$s and $s_j$s such that each prefers its partner in $M$ the most.

Suppose there is a blocking edge $uv$. It is clear that both $u$ and $v$ must be from the same set gadget, since each $a_i$ and $s_j$ is with their best partner, everyone is matched, and each agent in a set gadget prefers everyone in their gadget to anyone from another gadget. If $u$ and $v$ are in a gadget for a set $C_j \in C'$, then each $c_{j_1}^i$ and $d_j^1$ is with their best partner, so they cannot block. Moreover, $x_j$ is with the best partner from the gadget that is not a $c_{j_1}^i$. Therefore, only $d_j^2 d_j^3$ could block, but it is in $M$. If $u$ and $v$ are in a gadget for a set $C_j \notin C'$, then $x_j$ is matched with its best partner, so it cannot block with anyone. It is straightforward to check that the edges $c_{j_2}^3 c_{j_2}^i, c_{j_2}^1 d_j^2, d_j^3 d_j^1$, and $d_j^2 d_j^3$ are all dominated, so no edge can block.

Now suppose that there are preferences for the elements and selectors such that there exists a stable matching $M$ in $G$. We can assume that the elements and selector agents like their partner the most if there exists one. If a gadget for a set $C_j$ would get no selector and no element agent from outside, then $c_{j_1}^i$ and $x_j$ must be matched together. However, then there is no stable matching among the vertices $d_j^1, d_j^2$, and $d_j^3$. If the gadget for $C_j$ gets a selector, then we may assume that it is matched with $x_j$. In this case, there is a stable matching inside the gadget consisting of the edges $c_{j_2}^2 c_{j_2}^3, c_{j_2}^1 d_j^2$, and $d_j^2 d_j^3$. If the gadget for $C_j$ gets no selector, then it must get all three of the corresponding element agents, as otherwise neither $x_j$ nor $c_{j_1}^i$ is matched to $d_j^1$, implying that there is no stable matching among the vertices $d_j^1, d_j^2$, and $d_j^3$. Indeed, if only one or two element agents would get matched, then the preferences of $x_j$ imply that it must be matched to a remaining $c_{j_2}^i$ since the remaining $c_{j_2}^i$ prefers $x_j$ the most, and $x_j$
does not get a selector. If \( x_j \) was matched to \( c_2^j \) or \( c_3^j \), then \( x_j c_1^j \) would block, so it is matched to \( c_1^j \).

In summary, for each set gadget, we must match either at least one selector agent or all three element agents to it in any stable matching. Therefore, if there is a stable matching \( M \), then all set gadgets in \( M \) must get either a selector or three element agents. But there are \( 2n \) selectors only, so there must be at least \( n \) set gadgets that can only get element agents. By the above observation, each must get exactly three of those, so these \( n \) sets must form an exact cover.

The following corollary provides a different interpretation of Theorem 26.

**Corollary 27.** \( srt \) is NP complete even if the graph is complete and each preference list is either strict or a single tie.

As a positive result, we show that the problem becomes tractable when the preferences are fixed for agents forming an independent set in the graph.

**Theorem 28.** If the preferences are only fixed on an independent set, then \( sr-strat \) is polynomial-time solvable.

**Proof.** Let the agents with fixed preference lists be \( v_1, \ldots, v_k \). For \( i \in [k] \), we do the following. Let \( v_i \) choose its best available partner \( u_i \) if there is any, add \( u_i v_i \) to \( M \), and set \( u_i \)'s preference such that \( v_i \) is the best. Then find an inclusionwise maximal matching among the rest of the vertices, add it to \( M \), and set the preference of each remaining vertex in a way that it prefers its partner the most. It follows from the construction that the matching thus obtained is stable. \( \square \)

### 5.2 Fixed entries in the preference lists

We move on to problems where the preference lists of the agents have some fixed places that cannot be modified. The setting we concentrate on is the following. We are given a graph \( G = (V, E) \) with vertex capacities \( q(v) \) for \( v \in V \) and an inclusionwise maximal feasible \( q \)-matching \( M \subseteq E \). For a saturated vertex \( v \) and edge \( e \in M(v) \), we have a fixed number \( p_v(e) \) denoting that \( e \) is the \( p_v(e) \)-th worst edge in \( v \)'s ranking on the incident edges. Furthermore, a similar \( p_v(e) \) value might be given for other vertex-edge pairs as well. Note that the \( p_v(e) \) values for \( e \in M(v) \) where \( v \) is non-saturated are not interesting in the sense that no edge can be dominated at such a vertex. The task is to determine whether there exists an extension of these partial preference lists such that the given \( q \)-matching \( M \) is stable. Such an extension is called a stable preference extension. In a sense, this problem is the inverse of the stable \( q \)-matching problem, where the preferences are set in advance and the task is to find a stable \( q \)-matching \( M \).

| INC-MAX-SPE |
|-------------|
| **Input:** A graph \( G = (V, E) \), vertex capacities \( q \in \mathbb{Z}_+^V \), an inclusionwise maximal feasible \( q \)-matching \( M \subseteq E \), preference values \( p_v(e) \) for each saturated vertex \( v \in V \) and \( e \in M(v) \), and preference values for some other vertex-edge pairs. |
| **Question:** Does there exist a preference extension for which \( M \) is stable? |

We show that the problem of finding a stable preference extension can be reduced to computing a maximum stable matching in a bipartite graph.

**Theorem 29.** For any graph \( G = (V, E) \), \( q \)-matching \( M \) and partial preference \( p \) which fixes \( p_v(e) \) for each saturated vertex \( v \) and each edge \( e \in M \) containing \( v \), INC-MAX-SPE an be solved in polynomial time.
We modify the edges of \( H = (U, W; F) \) entirely. We may assume that there is no edge \( e \in E \setminus M \) whose rank is fixed on both of its vertices in such a way that \( e \) necessarily blocks \( M \), as otherwise the answer is clearly ‘NO’. Also, we may assume that no edge \( e \in E \setminus M \) has a fixed rank at a vertex where all edges in \( M \) have better rank, because then \( e \) is dominated and can be removed.

We construct a bipartite graph \( H = (U, W; F) \) as follows. For each saturated vertex \( v \in V \), we add vertices \( v_1, \ldots, v_{p_v(f)} \) to \( U \) where \( f \) is the worst edge for \( v \) in \( M \). If \( p_v(f) = 1 \), then we do not include any copies of \( v \). Also, if there is an index \( 1 \leq j \leq p_v(f) - 1 \) such that \( j \) is already assigned to an edge, then we delete that copy of \( v \) from the graph. For each edge \( e \not\in M \) we add a vertex \( v_e \) to \( W \). Finally, we add an edge between a copy \( v_j \) of a vertex \( v \in V \) and a vertex \( v_e \) corresponding to edge \( e \in E(v) \) if and only if \( p_v(e) \) is not yet fixed.

We claim that the preferences can be extended in such a way that \( M \) is a stable \( q \)-matching if and only if \( H \) admits a matching covering the vertices in \( W \). First suppose there is a matching \( N \) in \( H \) covering all vertices in \( W \). We allocate the unassigned preferences of the saturated vertices that are worse than its worst edge in any order to the edges that are matched to its copies in \( N \). The remaining preferences are chosen arbitrarily from the free positions. Then \( M \) will become a stable \( q \)-matching of \( G \) with respect to those preferences, since any edge contains a vertex that is saturated with strictly better edges.

For the other direction, suppose that it is possible to extend the preferences in \( G \) such that \( M \) becomes stable. If we take the matching \( M \) in \( H \) that matches \( v_j \) to the vertex corresponding to its \( j \)'th worst edge, then \( M \) covers all vertices in \( W \) as an uncovered vertex would correspond to a blocking edge.

As a matching covering the vertices in \( W \) can be found in polynomial time, the theorem follows.

As a slightly more general problem, suppose that lower and upper bounds \( \ell_v(e) \) and \( u_v(e) \) are given for each vertex \( v \in V \) and edge incident to \( v \). The goal is to extend the preferences in such a way that \( M \) is stable and \( \ell_v(e) \leq p_v(e) \leq u_v(e) \) holds for each vertex \( v \) and each edge \( e \) adjacent to \( v \).

**Theorem 30.** If only lower bounds are given, then Inc-Max-Spe can be solved in polynomial time.

**Proof.** We give an algorithm consisting of four phases.

**Phase 1:** We construct a bipartite graph \( H = (U, W; F) \) similarly as in the proof of the unbounded case (Theorem 29). For each saturated vertex \( u \in V \), we add \( p_u(f) - k_u \) copies of \( u \) to \( U \), where \( f \) is the worst edge for \( u \) in \( M \) and \( k_u \) is the number of fixed values in the first \( p_u(f) \) places. Also, for each edge \( e \in E \setminus M \) that is not dominated already, we add a vertex \( v_e \) to \( W \). We add an edge between a copy \( u_j \) of a vertex \( u \in V \) and a vertex \( v_e \) corresponding to an edge \( e \in E(u) \) if and only if \( p_u(e) \) is not yet fixed and \( j \geq \ell_u(e) \).

We check whether there exists a matching that covers all vertices of \( W \); such a matching corresponds to the domination of the edges in \( E \setminus M \) not yet dominated. If no such matching exists, then the algorithm stops with the answer ‘NO’, the preferences cannot be extended in such a way that \( M \) is a stable \( q \)-matching and the lower bounds are met. Otherwise, let \( N_1 \) be a matching covering \( W \).

**Phase 2:** We extend the bipartite graph \( H \) by adding another vertex to \( W \) for each edge that was not dominated originally, and two vertices for every edge that was not considered in Phase 1. That is, for each edge \( e = xy \in E \), there are two corresponding vertices \( v_e^x \) and \( v_e^y \) in \( W \). We modify the edges of \( H \) in such a way that \( v_e^x \) is only connected to the copies \( x_i \) of \( x \) and \( v_e^y \) is only connected to the copies \( y_j \) of \( y \) where \( i \geq \ell_x(e) \) and \( j \geq \ell_y(e) \), respectively. Finally,
we construct a matching $N_2$ in the extended bipartite graph by adding $u^v_{e} u_j$ to $N_2$ for each $v_j u_j \in N_1$.

**Phase 3:** Starting from the matching $N_2$, we check whether there exists a matching that covers all vertices of $U$ using the Hungarian method [21]. If no such matching exists, then the preferences cannot be extended in such a way that $M$ is a stable $q$-matching and the lower bounds are met, and the algorithm stops with the answer ‘NO’. If there exists such a matching, then a nice feature of the algorithm is that once a vertex becomes covered, it remains so throughout. Hence, for each edge $e = xy$, one of the vertices $v^x_{e}$ and $v^y_{e}$ is covered. We denote the resulting matching by $N_3$.

**Phase 4:** We further extend $H$ by adding all the copies of each vertex $u \in V$ to $U$ that have not been added in Phase 1. Also, we extend the set of edges such that there is an edge $u_j v^u_{e}$ for each $u \in V$, $e \in E(u) \setminus M(u)$ and $j \geq \ell_u(e)$. Consider the vertices corresponding to edges $e$ that were isolated until the addition of the new edges, that is, satisfied $\ell_u(e) \geq \min\{p_u(f) \mid f \in M(u)\}$. We check if these vertices can all be matched to vertices not covered by $N_3$ by running the Hungarian algorithm. If no such matching exists, then there is no preference extension satisfying the lower bounds at all, and the algorithm outputs ‘NO’.

Otherwise, let $N_4$ denote the matching obtained. We claim that the matching $N_3 \cup N_4$ can be extended to a matching in such a way that it covers all vertices in $H$. To see this, observe that only lower bounds are given and for each remaining copy $v^u_{e}$ of an edge, the lower bound $\ell_u(e)$ is smaller than the indices of the uncovered copies of $u$. Indeed, all $v^u_{e}$ vertices with $\ell_u(e) \geq \min\{p_u(f) \mid f \in M(u)\}$ are matched by $N_4$, and for each $u \in V$ the copies $u_j$ with $j \leq \min\{p_u(f) \mid f \in M(u)\}$ are matched by $N_3$. Therefore, the graph induced by the unmatched vertices consists of a union of complete bipartite graphs with equal sized color classes, so it admits a perfect matching $N_5$.

Setting the preferences according to $N_3 \cup N_4 \cup N_5$ gives a preference extension that satisfies all conditions.

**Remark 31.** Theorems 29 and 30 can be straightforwardly extended to hypergraphs. That is, given a hypergraph $H = (V, E)$, vertex capacities $q \in \mathbb{Z}^V$, a feasible $q$-matching $M \subseteq E$, preference values $p_v(f)$ for $v \in V$ and $f \in M(v)$, preference values for some other vertex-hyperedge pairs, and lower bounds $\ell_v(f)$ for $v \in V$, $f \in E(v)$, one can decide in polynomial time if there exists a preference extension for which $M$ is stable.

A further extension would be to consider $q$-matchings $M$ that are not necessarily inclusion-wise maximal. Let $M$ be an arbitrary $q$-matching and suppose that the places in the preference lists of the agents are fixed for the edges of $M$ for each saturated vertex and maybe on some other vertex-edge pairs, too. The goal is to set the remaining preferences in such a way that there exists a stable $q$-matching $M'$ containing $M$.

**FORCED-SPE**

**Input:** A graph $G = (V, E)$, vertex capacities $q \in \mathbb{Z}^V$, a feasible $q$-matching $\mu \subseteq E$, preference values $p_v(e)$ for each saturated vertex $v \in V$ and $e \in \mu(v)$, and preference values for some other vertex-edge pairs.

**Question:** Does there exist a preference extension together with a stable $q$-matching $M$ for which $\mu \subseteq M'$?

Surprisingly, this problem becomes NP-complete even for the stable marriage case.

**Theorem 32.** FORCED-SPE is NP complete even for bipartite graphs with capacity one on each vertex.
Proof. The problem is clearly in NP. To show NP-hardness, we reduce from x3C, see the definition in Section 2.

Let $I$ be an instance of x3C. We construct an instance $I'$ with $H = (U, W; F)$ of forced-spe as follows. Let $P = \{p_1, \ldots, p_m\}$ be a set of agents corresponding to the ground set $S$, and $Q = \{q_1, \ldots, q_n\}$ be a set of agents corresponding to the 3-sets. These two sets of agents form one color class of the bipartite graph which will be referred to as men. Agents in $X = \{x_1, \ldots, x_m\}$, $Y = \{y_1, \ldots, y_n\}$ and $Z = \{z_1, \ldots, z_{3n}\}$ form the other color class of the bipartite graph which will be referred to as women. Finally, we add a special agent $u$ to the set of men and a special agent $w$ to the set of women. So $U = P \cup Q \cup \{u\}$, $W = X \cup Y \cup Z \cup \{w\}$.

The forced matching is $\mu = \{uw, p_iz_i \mid i \in [3n]\}$. The fixed preferences of the agents on the edges of $\mu$ are the following:

- for $u$, the rank of $M(u)$ is $m - n + 1$,
- for a man $p_i$, the rank of $M(p_i)$ is 2,
- for a woman $z_i$, the rank of $M(z_i)$ is set arbitrarily.

We further add the edges $\{ux_i, x_iq_i, q_iy_i \mid i \in [m]\}$ to $F$, and for each 3-set $C_j = \{s_{i_1}, s_{i_2}, s_{i_3}\}$ of $I$ we add the edges $y_jp_{i_1}, y_jp_{i_2}$ and $y_jp_{i_3}$.

We claim that there is an exact 3-cover in $I$ if and only if the preferences can be extended in a way that there is a stable matching $M$ containing $\mu$. Let us first suppose that $C_{i_1}, \ldots, C_{i_n}$ is a solution of the x3C instance $I$. Let $M$ be the matching obtained by adding the edges $\{x_iq_j \mid j \in [n]\}$ and the edges $\{q_jy_k \mid k \notin \{i_1, \ldots, i_n\}\}$ to $\mu$. The preferences are set such that the $m - n$ places worse than that of $uw$ for $u$ are given to the edges $\{ux_k \mid k \notin \{i_1, \ldots, i_n\}\}$. For $k \notin \{i_1, \ldots, i_n\}$, we set $q_k$ to prefer $y_k$ to $x_k$. For $j \in [n]$, we set $q_{ij}$ to prefer $x_{ij}$ to $y_{ij}$ and $x_{ij}$ to prefer $q_{ij}$ to $u$. Also for each $i = 1, \ldots, 3n$, we set the worst position of $p_i$ to be the $y_{ij}$ corresponding to the set $C_j \in \{C_{i_1}, \ldots, C_{i_n}\}$ containing the element $q_i$. Since $C_{i_1}, \ldots, C_{i_n}$ is a partition, there is no collision when doing this. Then, all edges not in $M$ are dominated: each edge of type $ux_j$ is dominated at either $u$ or $x_j$, each edge $q_jx_j \notin M$ is dominated at $q_j$, each edge $q_jy_j \notin M$ is dominated at $q_j$, and each edge $p_jy_j$ is dominated at either $y_j$ or $p_i$.

For the other direction, suppose there is a preference extension and a matching $M$ with $\mu \subseteq M$ that satisfy the conditions. For any triple $x_i, q_i$, and $y_i$, one of these vertices must be uncovered in $M$ since the only possible partner of both $x_i$ and $y_i$ is $q_i$ as the other neighbors are already matched in $\mu$. There are $m - n$ women $x_i$ such that $x_i$ is worse for $u$ than $w$. At the same time, there must be $n$ women $x_{i_1}, \ldots, x_{i_n}$ that are better, so for the edges $ux_{i_1}$ to be dominated we must have $x_{i_1}q_{i_1} \in M'$. Then $y_{ij}$ cannot be matched for $j = 1, \ldots, n$, hence the edges that join these vertices to $P$ must be dominated at the vertices of $P$. But there are at least $n$ such $y_{ij}$-s with altogether $3n$ edges incident to them and each $p_i \in P$ can dominate at most one such edge, therefore $C_{i_1}, \ldots, C_{i_n}$ is necessarily a partition.

Remark 33. If the size of the maximal matching $M$ containing $\mu$ is larger than the size of $\mu$ only by a constant, then the problem can be solved in polynomial time.

Remark 34. The proof of Theorem 32 implies that the bipartite variant of forced-spe when the preferences are set on $M$ only for one class of the agents is also NP-complete.

Remark 35. If the graph is a complete bipartite graph, or a complete graph and the preferences are only set on the edges of $\mu$, then the problem can be solved in polynomial time. First, check whether the edges that connect vertices matched by $\mu$ can all be dominated as we did before. If this is possible, then find a perfect matching $M$ containing $\mu$ and set the edges of $M \setminus \mu$ as the best edges for every agent. Then $M$ is clearly a stable matching.
A bipartite graph $G = (V, E)$, vertex capacities $q \in \mathbb{Z}_+^V$, a set $\tau \subseteq E$, and preference values for some other vertex-edge pairs.

Question: Does there exist a preference extension together with a stable $q$-matching $M$ for which $\tau \cap M = \emptyset$?

Interestingly, FORBIDDEN-SPE turns out to be NP-hard even if there are no predefined preferences, each capacity is one and the graph is bipartite. In that case the problem is equivalent to the following: Given a bipartite graph $G = (A, B; E)$ where $E$ is partitioned into red edges $E_r$ and blue edges $E_b$, decide if there is a matching $M$ in the subgraph $G_r = (A, B; E_r)$ such that the vertices of $M$ cover every blue edge. We call this problem RED-BLUE-EDGE-COVER.

**Theorem 36.** RED-BLUE-EDGE-COVER is NP-complete.

**Proof.** The problem is clearly in NP. To show NP-hardness, we reduce from 3sat.

Let $\Phi$ be a 3sat instance with clauses $C_1, \ldots, C_m$ and variables $x_1, \ldots, x_n$. We construct a bipartite graph $G = (A, B; E)$ as follows. For each clause $C_j$, we add two vertices $c_j'$ and $c_j''$ to $A$. For each literal $x_i$ or $\overline{x}_i \in C_j$, we add a vertex $y_j^i$ or $z_j^i$, respectively, to $B$. We connect these five vertices with red edges, that is, a red $K_{2,3}$ subgraph is added for every clause. For each variable $x_i$, we add two vertices $y_i$ and $z_i$ to $A$, a selector vertex $s_i$ to $B$, and two red edges $y_is_i$ and $z_is_i$. Finally, for $i \in [n]$ we add blue edges between $y_i$ and $y_j^i$ for the values of $j$ for which $x_i \in C_j$, and between $z_i$ and $z_j^i$ for the values of $j$ for which $\overline{x}_i \in C_j$.

We claim that $\Phi$ has a satisfying assignment if and only if $G$ admits a matching $M$ consisting of red edges whose end vertices cover every blue edge. Suppose there exists a satisfying assignment for $\Phi$. Then for each $i$, we add the red edge $y_is_i$ to $M$ if $x_i$ was true, otherwise the edge $z_is_i$. For each clause $C_j$, we pick a literal that is true and add two red edges from $a_j'$ and $a_j''$ to the vertices corresponding to the other two literals. This way each blue edge will be covered. Indeed, if a blue edge is not covered at its vertex in $A$, then it corresponds to a false literal. However, in such a case the edge is covered in one of the $K_{2,3}$s.

For the other direction, let $M$ be a red matching that covers every blue edge. In every red $K_{2,3}$, there is a blue edge from one of its vertices in $B$ that is not covered by edges of the $K_{2,3}$, hence it has to be covered by an edge $y_is_i$ or $z_is_i$, and only one of these two edges can be in $M$. If we set the values of the variables such that $x_i$ is true if and only if $y_is_i \in M$, then we get a satisfying assignment.
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