Post-Newtonian gravitational effects in quantum interferometry
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We investigate general properties of optical interferometry in stationary spacetimes and apply the obtained results focusing on quantum-optical experiments in near-Earth environments. We provide a rigorous expression for the gravitationally induced phase difference and adapt the parameterized post-Newtonian formalism for calculations of polarization rotation. We investigate two optical versions of the Colella-Overhauser-Werner experiment and show that the phase difference is independent of the post-Newtonian parameter γ, making it a possible candidate for an optical test of the Einstein equivalence principle. Polarization rotation provides an example of the quantum clock variable, and while related to the optical Lense-Thirring effects, shows a qualitatively different behaviour.

I. INTRODUCTION

Quantum theory and general relativity are often described as the two pillars of modern physics; this metaphor is apt in more than one way [1]. The two theories are built on different foundations — probabilities that evolve in time cannot be more than one way [1]. The two theories are built on different foundations — probabilities that evolve in time cannot be more than one way [1]. Their various aspects are verified with dynamical spacetime. Their various aspects are verified with dynamical spacetime. Their various aspects are verified with dynamical spacetime. Their various aspects are verified with dynamical spacetime. Their various aspects are verified with dynamical spacetime. Their various aspects are verified with dynamical spacetime. Their various aspects are verified with dynamical spacetime. Their various aspects are verified with dynamical spacetime. Their various aspects are verified with dynamical spacetime. Their various aspects are verified with dynamical spacetime. Their various aspects are verified with dynamical spacetime. Their various aspects are verified with dynamical spacetime.

The early universe and late time black holes are two environments where both theories are expected to produce large effects. However, apart from an obvious lack of a complete quantum theory of gravity these regimes are hardly accessible for precision measurements.

Once a causal structure is fixed, relativity and quantum mechanics can “peacefully coexist” [4]. In fact, explicit quantum effects and post-Newtonian gravity tend “to share quarters by keeping clear of each other” [5]. Two of the four classic tests of general relativity (light deflection and time delay) are based on classical interferometry [6–8]. Even if quantum phenomenon, such as the Mössbauer effect is used to test the weight of photons [9, 10], the influence of gravity is modelled by classical electromagnetic waves on a curved background [7, 8].

Moving atomic clocks [11] — from the Hafele-Keating experiment [12] to GPS satellites are described as time-keeping devices moving along well-defined classical trajectories [13]. Moreover, when (non-relativistic) quantum mechanics is used to describe particle motion, e.g. in neutron interferometry [14, 15] or atomic fountains [11, 16], Newtonian gravity is sufficient [7, 18]. This is the case even if matter-wave interferometry is used to bound possible violations of Einstein’s equivalence principle [19] in the gravitational Standard Model Extension [20].

From a theoretical point of view, there is a useful hierarchy of models that describe the interplay between quantum mechanics and gravity: beginning with non-relativistic quantum mechanics on a curved background (level 0), through quantum fields propagating on a curved background (level 1), to semiclassical gravity (level 2), and stochastic semiclassical gravity (level 3) [21], and finally different effective field theory treatments of matter-gravity systems [22] and models based on the minimal length scale expected in the canonical quantum gravity and/or modified commutation relations [23].

While it is generally accepted that the only modification at the first level is due to obvious changes in the classical field modes on a given curved background, it has not been experimentally verified. The development of quantum technologies provides an opportunity to test explicit (and counterintuitive) quantum effects, like macroscopic superpositions and entanglement on a given gravitational background, and to investigate the interface between gravity and quantum mechanics.

The quest for improved performance of gravitational wave interferometers was one of the strong driving forces behind quantum metrology [24]. Several quantum nondemolition [25] readout schemes for gravitational wave interferometers that are based on strongly non-classical states have been investigated theoretically and experimentally. By the end of this decade the second generation LIGO detectors may have been upgraded enabling the injection of squeezed light [26]. With this upgrade non-classical states on a non-trivial gravitational background become experimentally accessible. In the field of atomic interferometry phase calculations that make use of general relativity to model the effects of gravity [27] indicate that measuring non-Newtonian effects may soon become possible.

Recent programs that aim to deploy quantum cryptography in space [28–31] provide a platform for single-photon interferometry sensitive to relativistic effects. A number of experiments have been envisaged in this setting. The QEYSSAT (Quantum EncYption and Science SATellite) mission, led by the Institute for Quantum Computing in Waterloo, Canada, is being considered by the Canadian Space Agency. Its main goal is a feasibility study of space-based quantum cryptography. In its basic configuration it consists of a ground station, where a photon source is located, and a microsatellite in a noon-midnight low-Earth orbit. Despite its simplified nature, the QEYSSAT mission will also allow the testing of long distance entanglement (over 1000 km). In addition, a variety of quantum optics experiments have been proposed that will test different aspects of the relationship between quantum theory and relativity [31]: they range from experiments achievable...
with current technology, to clearly fantastic.

One of the proposed experiments — the optical version of the Colella-Overhauser-Werner (COW) experiment [14] — is considered in this article. In this experiment, a large Mach-Zender interferometer (MZI) is constructed and a gravity-induced phase, resulting from the arms of interferometer passing through different gravitational potentials, is measured. While a back-of-the-envelope estimation of the resulting phase shift can be made on the basis of the mass-energy equivalence and coupling of the resulting fictitious particle to Newtonian gravity [31], the general relativistic effects are more subtle. Superpositions of a photon traveling in different arms of the interferometer will experience different time delays; if this difference is comparable with the photon’s coherence time, the visibility of the interference pattern will drop [33].

Gravity causes polarization to rotate. This frame-dragging effect is known as a gravitomagnetic/Faraday/Rytov-Skrotski rotation [34-38]. It may be possible to exploit this rotation to observe frame-dragging effects, which are the last of the classical tests of general relativity yet to be performed with sufficient accuracy [7, 8]. The main difficulty with the usual experiments that aim to detect frame-dragging is the necessity to isolate a much larger geodetic effect due to the Earth’s mass from the frame-dragging that is caused by its spin. However, in the case of gravity-induced polarization rotation the net rotation along a closed trajectory is insensitive to the geodetic effect. It might be possible to measure this polarization rotation and optically test frame-dragging effects.

Hence our motivation is twofold. First, to investigate the interferometric phase in a stationary spacetime and adapt it to the near-Earth environment. While supporting and qualifying previous results, the results presented here can be used as a convenient starting point for more sophisticated post-Newtonian analysis and higher-level calculations that include the effects of quantum gravity. Second, to study in detail polarization rotation, which is interesting and important in its own right. Moreover, the recently proposed interference of quantum clocks — particles with evolving internal degrees of freedom — provides an example of a quantum effect that cannot be explained without the general relativistic notion of time [39]. We discuss to what extent polarization rotation can be considered as such a clock.

The rest of this article is organized as follows: in Sec. II we briefly review the COW experiment, geometric optics, and interferometry in a stationary spacetime, rigorously deriving the resulting phase shift; in Sec. III we examine the optical COW experiment in the near Earth environment giving concrete estimates for both the resulting phase shift and gravity induced polarization rotation; and in Sec. IV we discuss our results and comment on future directions.

To make the exposition more transparent we adopt the following notation: a four-vector $k$ has the components $k^a$, $\mu = 0, 1, 2, 3$; the spacetime metric has the signature $-+++$ and is denoted by $g_{\mu\nu}$; coordinates of an event are labeled by $x^{\mu} = (t, \vec{x})$, where $\vec{x}$ stands for three spacelike coordinates in any spacetime. A vector in a three-dimensional Euclidian space is denoted as $\vec{a}$, and it is equipped with the usual Euclidian inner product $\vec{x} \cdot \vec{y} = x^1 y^1 + x^2 y^2 + x^3 y^3$. A spatial metric $\gamma_{ab}, a, b = 1, 2, 3$ is derived from $g_{\mu\nu}$, and $\vec{k}$ denotes a three-vector on this space. Accordingly, $\vec{k}$ is a unit three-dimensional vector and $\vec{n}$ is a unit Euclidean vector. We define the coordinate distance as $r := \sqrt{\vec{x} \cdot \vec{x}}$. Unless it is stated otherwise we use an Earth-centered inertial system.

II. INTERFEROMETRY IN A STATIONARY SPACETIME

To motivate our work, we begin by introducing the optical COW experiment. Then we briefly review the main features of geometric optics on a stationary curved background, providing equations that govern the propagation and polarization rotation.

A. Optical COW experiment

The COW experiment [14] was the first experimental demonstration of a gravitationally induced phase shift in a quantum system. Silicon crystals were used to split, reflect, and recombine a beam of neutrons, constructing a Mach-Zender interferometer. The two paths taken by the neutrons in this MZI correspond to the arms $ABD$ and $ACD$ of Fig. 1. By changing the inclination angle $\delta$ of the interferometer with respect to the horizontal plane, a range of phase shifts were obtained; with $\zeta = \pi/2 + \theta$, the resulting phase difference is given by

$$\Delta\psi = \frac{m^2 ghq \sin \delta}{2\pi\hbar^2} = \frac{2\pi g A \sin \delta}{\lambda v^2}, \quad (1)$$

where $m, \lambda, v$ denote the neutron mass, de Broglie wavelength, and velocity respectively; $A$ denotes the area enclosed by the two arms of the interferometer and $g$ is the free fall acceleration at the surface of the Earth. Although there have been many improvements to the original experiment, a small discrepancy of 0.6%-0.8% remains [13].

In the optical version of the COW experiment considered by QEYSSAT, an optical MZI is constructed on a scale sufficient for gravity to introduce an observable phase shift along one of the paths. Such an experiment would involve sending a beam of coherent light through a beam splitter, with one of the sub-beams directly transmitted to a satellite and the other sub-beam sent through an optical delay at the Earth’s surface before being transmitted. The two beams would be recombined at the satellite, completing the interferometer. The effect of the two sub-beams traversing paths with differing gravitational potentials, manifests itself as a phase shift in the resulting interference pattern, constituting a measurable effect of the gravitational redshift. The use of light rays instead of massive particles allows interferometry on the scale of 10^6 m, which is not currently achievable with matter interferometry.

Making use of the equivalence of energy and gravitational mass $E = \hbar \omega \rightarrow m g c^2$, and Eq. (1), one obtains a phase difference due to the gravitational redshift [31]

$$\Delta\psi = \frac{2\pi ghq}{\lambda c^2}, \quad (2)$$
for a satellite located directly above a ground station, where \( h \) is the height of the satellite, \( q \) is the length of the optical delay, and \( c \) is the speed of light. Using the estimated mission parameters of \( \lambda = 800 \text{ nm} \), \( h = 400 \text{ km} \), and \( q = 6 \text{ km} \) we get a significant phase shift of \( \Delta \psi \sim 2 \text{ rad.} \)

For the remainder of the article we consider a modified version of the QEYSSAT experiment pictured in Fig. 1, similar to the scheme considered in [39].
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**FIG. 1:** Experimental setup: in the Earth-centred inertial frame (see Sec. III) the \( z \)-axis is directed along the Earth’s angular momentum \( \vec{J} \). An interferometer is positioned in the \( xx \)-plane and oriented at an angle \( \zeta \) with respect to the \( z \)-axis. The arms \( AB \) and \( CB \) have a length \( q \) and are perpendicular to the direction of \( q \) for \( \zeta = \pi/2 + \theta \). The arms \( AC \) and \( BD \) have length \( h \). For the relationship between coordinates, directions, and physical distances see Sec. III A.

Semi-Newtonian arguments in the analysis of light propagation in a gravitational field qualitatively agree with the predictions of general relativity, but may be off by a factor of two [7, 40, 41]. In addition to the gravitational red shift, other effects, particularly the Doppler effect, are important. We give a careful derivation of the redshift effect in Sec. III A and discuss other effects in Sec. IV.

### B. Geometric optics

As appropriate for a level 1 model (quantum fields on a given classical background), light propagation is described by the classical wave equation. Having in mind optical applications, we use the short-wave approximation [42]. Writing the complex vector potential as

\[
A^\mu = a^\mu e^{i \psi},
\]

we assume [42, 43] that the four-vector \( a^\mu \) is a slowly-varying amplitude that is independent of the wavelength \( \lambda \), and the fast-varying phase (eikonal) \( \psi \) scales inversely with \( \lambda \).

The equations of geometric optics result from inserting this vector potential into the wave equation and imposing the Lorentz gauge. The wave vector \( k_\mu := \partial_\mu \psi \), by definition is normal to hypersurfaces of constant phase \( \psi \); in addition the wave vector is null, \( k^\mu k_\mu = 0 \), hence hypersurfaces of constant \( \psi \) are null and their normals are also tangent vectors to the null geodesics \( x^\mu(\sigma) \) they contain [44, 46].

\[
\frac{dx^\mu}{d\sigma} = k^\mu, \quad k^\mu \nabla_\mu k^\nu = 0.
\]

Here \( \nabla_\mu \) is a covariant derivative compatible with the background metric \( g \) and \( \sigma \) is the affine parameter along a geodesic. Light rays are null geodesics that generate surfaces of constant phase.

The eikonal equation, which is a restatement of the null condition, is given by

\[
g^{\mu
u} \frac{\partial \psi}{\partial x^\mu} \frac{\partial \psi}{\partial x^\nu} = 0,
\]

which is the Hamilton-Jacobi equation for a free massless particle on a given background spacetime. Hence when discussing classical electromagnetic wave propagation, it is sometimes convenient to refer to fictitious photons.

The polarization vector is defined as \( f^\mu := a^\mu / \sqrt{a^\alpha a_{\alpha}} \), is transversal to the null geodesic generated by \( k^\mu \) and is parallel-propagated along it

\[
f^\mu k_\mu = 0, \quad k^\mu \nabla_\mu f^\nu = 0.
\]

Thus we treat photons as massless point particles that move on the rays prescribed by geometric optics; the subtleties of photon localization [45] are not relevant for the discussion. In the geometrical approximation, polarization can be described either in terms of a two-dimensional Hilbert space or complex three- or four-dimensional vectors, which are orthogonal to the momentum [6, 31, 47]; here we adopt the latter.

### C. Phase

A key quantity in interferometry is the phase difference at the point of detection between photons that take different paths in the interferometer [42]

\[
\Delta \psi(t, \vec{x}) := \psi_{ABD}(t, \vec{x}) - \psi_{ACD}(t, \vec{x}),
\]

where the subscripts refer to the path that the photon took.

Stationary spacetimes allow considerable simplification of the eikonal equation due to the existence of a timelike Killing vector field, which allows one to define conserved energy (or frequency) of test particles [43, 44, 46]. In particular, a Schwarzschild metric in isotropic coordinates [44] takes the form

\[
ds^2 = -V^2(r)c^2 dt^2 + W^2(r)d\vec{x} \cdot d\vec{x},
\]

where

\[
V = \left(1 - \frac{r_g}{4r}\right) / \left(1 + \frac{r_g}{4r}\right), \quad W = \left(1 + \frac{r_g}{4r}\right)^2,
\]

for the remainder of the article we consider a modified version of the QEYSSAT experiment pictured in Fig. 1, similar to the scheme considered in [39].
and the gravitational radius is $r_g := 2GM/c^2$. Its timelike Killing vector is simply $\xi^\mu = \partial/\partial t$. Hence

$$k^\mu \xi_\mu = V^2 k^0 = -\omega_\infty/c = -V \omega_L/c = \text{const},$$

where $\omega_L$ is the frequency measured by a local stationary observer and $\omega_\infty$ is the frequency at infinity.

In stationary spacetimes, solutions of the Hamilton-Jacobi equation (5) for a free particle take the form

$$\psi(t, \vec{x}) = -\omega_\infty(t - t_0) + \omega_\infty S(\vec{x}, \vec{x}_0),$$

where $(t_0, \vec{x}_0)$ is the starting point of the photon’s trajectory; the explicit form of the function $S(\vec{x}, \vec{x}_0)$ does not concern us here. At a given moment of the coordinate time the three-dimensional projections of the light rays are orthogonal to the surfaces of constant $S$,

$$k_m \frac{d x^m}{d t} = 0,$$

for any curve $\vec{x}(l)$ that is contained in the surface $S(\vec{x}, \vec{x}_0) = \text{const}$.

Different families of constant phase hypersurfaces correspond to different families of rays and different paths correspond to different initial momenta of photons. We distinguish trajectories that pass through the intermediate points $B$ or $C$ in Fig. 1 as well as the related phases, by appropriate subscripts. All time and phase differences are calculated at the point $D$.

The constancy of phase along null geodesics implies

$$\omega_\infty(t - t_0) = \omega_\infty S_\Gamma(\vec{x}(t), \vec{x}_0),$$

where the subscript $\Gamma$ indicates a path that corresponds to a particular set of initial conditions. As a result, the phase difference between the two arms of the interferometer is

$$\Delta \psi(t, \vec{x}_D) = \omega_\infty S_{ABC}(\vec{x}_D, \vec{x}_A) - \omega_\infty S_{ACD}(\vec{x}_D, \vec{x}_A) = \omega_\infty(t_{ABD} - t_{ACD}) = \omega_\infty \Delta t,$$

where $\Delta t$ is the difference in arrival coordinate times of photons travelling along paths $ABD$ and $ACD$. The proper time difference of a stationary observer at some point is related to the coordinate time difference at that point by the relation

$$d \tau = \sqrt{g_{00}} dt,$$

In the case of the Schwarzschild spacetime, this yields a difference in the proper time given by $\Delta \tau = V \Delta t$. The gravitationally-induced phase difference is then

$$\Delta \psi = \omega_L \Delta \tau.$$

This result is correct regardless of the validity of the post-Newtonian approximation.

D. Polarization

Stationary spacetimes allow a convenient three-dimensional representation of the evolution of the polarization vector [35, 48]. Static observers follow the congruence of timelike Killing vectors that define a projection from the spacetime manifold $M$ onto a three-dimensional space $\Sigma_3$, $\pi : M \rightarrow \Sigma_3$. In practice, this projection is performed by dropping the timelike coordinate of an event, and vectors are projected via a push-forward map: $\pi_* \kappa = \kappa$. For a static observer, the three spacelike basis vectors of a local orthonormal tetrad are projected into an orthonormal triad: $\pi_* \mathbf{e}_m = \mathbf{e}_m$, with the property $\mathbf{e}_m \cdot \mathbf{e}_m = \delta_{mm}$.

The metric $g_{\mu\nu}$ on $M$ can be written in terms of a three-dimensional scalar $h$, a vector $\mathbf{g}$ with components $g_m$, and a three-dimensional metric $\gamma_{mn}$ on $\Sigma_3$ as

$$ds^2 = h (dx^0 - g_m dx^m)^2 + dl^2,$$

where $h := g_{00}$, $g_m := -g_{0m}/g_{00}$, and the three-dimensional distance is $dl^2 := \gamma_{mn} dx^m dx^n$, with

$$\gamma_{mn} = g_{mn} - \frac{g_{0m} g_{0n}}{g_{00}}.$$
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III. INTERFEROMETRY IN THE PPN APPROXIMATION

The parameterized post-Newtonian (PPN) approximation \cite{6, 7, 44, 49, 52} is a systematic method for studying a system of slowly moving bodies bound together by weak gravitational forces. This method admits a broad class of metric theories of gravity, including general relativity as a special case, and is particularly well suited for Solar system experiments. In this regime $GM/r \sim v^2$, where $v$ is the velocity of a massive test particle or of some component of a gravitating body, is small. The PPN formalism constitutes a method for obtaining corrections to the Newtonian motions of a system, resulting from the metric theory in question, to higher orders in $GM/r$. The order of expansion is conveniently labelled by the parameter $c$, that is taken to unity at the end of the calculation \cite{44}. The scale is set by the upper bound on the gravitational potential, which is defined to be of the order $c^2$, e.g. at the centre of the Sun the gravitational potential is $\sim 10^{-5}$.

While performing calculations in the PPN formalism we will treat all vectors and vector products as Euclidian. Note that unit vectors such as $\vec{f}$ associated with the metric $\gamma_{ab}$, are not necessarily unit vectors in Euclidian space, $\vec{f} \cdot \vec{f} \neq 1$.

Electromagnetic radiation and massless particles are not affected by Newtonian gravity. The leading post-Newtonian contributions (corrections to trajectories, time differences, and phases) are of order $c^2$ in the PPN expansion \cite{6, 7, 44, 49}; to take into account gravitomagnetic effects we need contribution up to $c^3$.

The PPN expansion of the metric of a single slowly-rotating quasi-rigid gravitating body, assuming that the underlying theory of gravity is conservative and does not have preferred frame effects \cite{7, 44}, up to terms of order $c^3$ is given by

$$ds^2 = -V(r)c^2 dt^2 + \vec{R} \cdot d\vec{x} dt + W^2(r)d\vec{x} \cdot d\vec{x},$$

where

$$V(r) = 1 - c^2 \frac{U}{c^2}, \quad W(r) = 1 + c^2 \gamma \frac{U}{c^2},$$

where the Newtonian gravitational potential $-U = -GMQ(r, \theta)/r \simeq -GM/r$ depends on the mass $M$ and higher multipoles \cite{6, 49} (we take $Q \simeq 1$), and

$$\vec{R} = -c^3(1 + \gamma) \frac{G}{c^3} \frac{\vec{J} \times \vec{x}}{r^3}.$$
The PPN parameter $\gamma$ determines how local straight lines are bent relative to far away asymptotic straight lines. In general relativity $\gamma = 1$, which is confirmed experimentally with an uncertainty less than a fraction of a percent. To obtain the leading contributions to the phase and polarization rotation, the photon trajectories only need to be expanded up to $\epsilon^2$,

$$\dd x(t) = c\dd x(0)(t) + \epsilon^2 \dd x(2)(t) = \dd \hat{x}_n(t) + \dd \hat{n}(t - t_0) + \epsilon^2 \dd \hat{x}(2)(t),$$  \hspace{1cm} (26)

where $\dd \hat{x}$ is the initial coordinate and $\dd \hat{n}$ is the Newtonian (zeroth-order in $\epsilon$) propagation direction. The equations of motion become \cite{7}

$$\dd^2 \dd x(2)(t) = (1 + \gamma) (\dd \hat{\nabla} U - \dd \hat{n} \cdot \dd \hat{\nabla} U),$$  \hspace{1cm} (27)

$$\dd \dd x(2)(t) = -(1 + \gamma) \frac{U}{c^2},$$  \hspace{1cm} (28)

where the parallel and perpendicular components of the second-order term are defined as

$$\dd \dd x(2) := \dd \hat{x}(2) \cdot \dd \hat{n}, \quad \dd \dd x(2) := \dd \hat{x}(2) - \dd \hat{n}(\dd \hat{x}(2) \cdot \dd \hat{n}).$$  \hspace{1cm} (29)

The coordinate time that it takes light to travel from $\dd \hat{x}$ to $\dd \hat{x}$ in the gravitational field of a massive body is longer than it would in the Newtonian gravity,

$$c \Delta t = |\dd \hat{x} - \dd \hat{b}| + (1 + \gamma) \frac{GM}{c^2} \ln \frac{r + \dd \hat{n}}{b + \dd \hat{n}},$$  \hspace{1cm} (30)

where the second order terms is the Shapiro time delay \cite{54].

A. Phase

The phase difference is obtained by substituting the above result into Eq. (13). We introduce the coordinate difference

$$\Delta l := |\dd \hat{x}_C - \dd \hat{x}_A| + |\dd \hat{x}_D - \dd \hat{x}_C| - |\dd \hat{x}_B - \dd \hat{x}_A| - |\dd \hat{x}_D - \dd \hat{x}_B|.$$  \hspace{1cm} (31)

As indicated on Fig. 1, the interferometer lies in the $xz$-plane. Take the coordinates of point $A$ to be

$$\dd \hat{x}_A = (b \sin \theta, 0, b \cos \theta)^T,$$  \hspace{1cm} (32)

and the directions along different arms of the interferometer, e.g. $AB$, etc, to be

$$\dd \hat{n}_{AB} = \dd \hat{n}_{CD} = (\sin \zeta, 0, \cos \zeta)^T,$$  \hspace{1cm} (33)

$$\dd \hat{n}_{AC} = \dd \hat{n}_{BD} = (- \cos \zeta, 0, \sin \zeta)^T,$$  \hspace{1cm} (34)

resulting in the coordinates of the two mires at $B$ and $C$, and the detector at point $D$ to be

$$\dd \hat{x}_B = \dd \hat{x}_A + \dd \hat{q}_{AB}, \quad \dd \hat{x}_C = \dd \hat{x}_A + \dd \hat{h}_{AC},$$

$$\dd \hat{x}_D = \dd \hat{x}_B + \dd \hat{h}_{AC}.$$  \hspace{1cm} (35)

In what follows we assume $b \gg h, q$.

Assuming that the coordinates of Eq. (35) are exact up to second-order in $\epsilon$, resulting in $\Delta l = 0$, and taking the leading terms in the expansion over the inverse powers of $b$, we obtain

$$\Delta t := t_{ABD} - t_{ACD} \bigg|_{\Delta l = 0} \approx (1 + \gamma) \frac{GM}{c^2} \frac{h \epsilon q}{b^2} \left( \sin(\zeta - \theta) - \cos(\zeta - \theta) \right).$$  \hspace{1cm} (36)

Taking into account that the free fall acceleration near the surface is $g = GM/b^2$, we obtain in the leading order

$$\Delta \psi = \omega (1 + \gamma) \frac{G h \epsilon q}{c^3} (\sin(\zeta - \theta) - \cos(\zeta - \theta)).$$  \hspace{1cm} (37)

A physical path difference is obtained by following the trajectories in a three-dimensional space. The length of a segment $AB$ is

$$L_{AB} = \int_A^B \sqrt{\gamma_{mn} \dd x^m \dd x^n} = \int_{t_A}^{t_B} W \left( 1 + \frac{U(\delta(t))}{c^2} \right) \left( c + \frac{\dd x^n(\delta(t))}{\dd t} \right) \dd t,$$  \hspace{1cm} (38)

where the integration is performed along the trajectory $AB$. In the first PPN approximation it reduces to

$$L_{AB} \approx \int_{t_A}^{t_B} \left( 1 + \frac{U(\delta(t))}{c^2} \right) \left( c + \frac{\dd x^n(\delta(t))}{\dd t} \right) \dd t = c \Delta t_{AB} - \frac{r_B}{2} \ln \frac{r_B + \dd \hat{x}_B^B \dd \hat{n}_{AB}}{r_A + \dd \hat{x}_A^A \dd \hat{n}_{AB}}.$$  \hspace{1cm} (39)

To simplify the exposition we consider the case where the MZI is oriented so the $AB$ arm is perpendicular to the local free fall acceleration, i.e. $\zeta = \pi/2 + \theta$. The travel times $t_{AC}$ and $t_{BD}$ differ by a term proportional to $h \epsilon^2 / b^3$ up to second-order in $\epsilon$, which can be neglected relative to the difference in the time of flight along the horizontal segments. If $L_{AB} = L_{CD}$, then

$$\Delta_{L}t = \frac{g \epsilon q}{c^3}, \quad \Delta_{L} \psi = \omega \frac{g \epsilon q}{c^3}.$$  \hspace{1cm} (40)

The factor of two between the results given in Eq. (37) and (40) corresponds to the difference in setting up the actual experiments, as we discuss in Sec. IV B.

B. Polarization rotation

A combination of general results and the PPN expansion considerably simplifies our analysis. The polarization vector may be expanded along each segment of the photon’s trajectory as

$$f^m(t) = f^m_{(0)} + \epsilon^2 f^m_{(2)}(t) + \epsilon^4 f^m_{(3)}(t) + \mathcal{O}(\epsilon^4),$$  \hspace{1cm} (41)

where the $f^m_{(0)}$ term represents the flat spacetime contribution, which remains constant along the entire trajectory. The evolution of the polarization vector along the trajectory is given by Eq. (20). In order to evaluate the three-dimensional covariant derivative appearing in the left hand side of Eq. (20), we must expand the three-dimensional Christoffel symbols $\lambda_{nl}^m$ as

$$\lambda_{nl}^m = \epsilon^2 \lambda_{nl}^{m(2)} + \mathcal{O}(\epsilon^4),$$  \hspace{1cm} (42)
where we have made use of the fact that the third-order term, \( \epsilon^3 \frac{m}{\sin^3(\epsilon)} \), vanishes in the PPN coordinates [7]. We can now expand the left hand side of Eq. (20) up to third-order in \( \epsilon \) as a function of coordinate time

\[ \frac{Df^m}{d\tau} = \frac{Df^m}{dt} \frac{dt}{d\tau} = \epsilon^2 \left( \frac{df^m}{dt} + \eta f^m(0) \right) \frac{\omega_{\infty}}{c^2} + \epsilon^3 \frac{df^m}{d\tau} \frac{\omega_{\infty}}{c^2}. \]  

(43)

The right hand side of Eq. (20) may be expanded as

\[ (\hat{\Omega} \times \hat{f})^m = \epsilon^2 \left( \hat{\Omega}(2) \times \hat{f}(0) \right)^m + \epsilon^3 \left( \hat{\Omega}(3) \times \hat{f}(0) \right)^m + O(\epsilon^4). \]  

(44)

As a result of the above, the second and third order terms of the polarization vector evolve independently. In the Newton gauge, there is no rotation relative to the polarization basis at second-order in \( \epsilon \). This is because at this order in the expansion the PPN metric in Eq. (23) and the far field Schwarzschild metric are identical, and as was discussed in Sec. [11] employing the Newton gauge in the Schwarzschild spacetime results in the vanishing net polarization on any segment of the trajectory. Hence the polarization at any point up to the order \( \epsilon^2 \) can be recovered from the momentum and the photon momentum at that point.

From Eq. (21), we may expand the third-order term as

\[ \left( \hat{\Omega} \times \hat{f} \right)^m = \left( \left( 2\hat{\omega}(3) - (\hat{\omega}(3) \cdot \hat{k}(0)) \hat{k}(0) \right) \times \hat{f}(0) \right)^m, \]  

(45)

where \( \hat{\omega}(3) \) is obtained by expanding Eq. (22):

\[ \hat{\omega}(3) = \frac{\omega_{\infty}}{c} \frac{1 + \gamma}{2} \frac{GJ}{c^3} \begin{pmatrix} 3xz \\ 3yz \\ 3z^2 - r^2 \end{pmatrix}, \]  

(46)

where \( x, y, z \) are functions of the coordinate time \( t \) and describe the trajectory to zeroth-order in \( \epsilon \). The resulting equation for the evolution of the third order contribution to the polarization vector is given by

\[ \frac{d\hat{F}(3)}{dt} = \left( \frac{1 + \gamma}{2} \frac{GJ}{c^3} \hat{\omega}(3) \times \hat{f}(0) \right). \]  

(47)

where along the \( AB \) and \( CD \) arms of the interferometer is

\[ \hat{\omega}(3) = \begin{pmatrix} (r^2 - 3z^2) \sin 2\zeta + 3xz \cos 2\zeta + 9rz \\ \cos 2\zeta (r^2 - 3z^2) - 3 (r^2 + xz \sin 2\zeta - 3z^2) \end{pmatrix} \]  

(48)

and along the \( AC \) and \( BD \) arms

\[ \hat{\omega}(3) = -\begin{pmatrix} \sin 2\zeta (r^2 - 3z^2) - 3xz \cos 2\zeta + 9xz \\ \cos 2\zeta (r^2 - 3z^2) - 3r^2 + 6xz \sin \zeta \cos 2\zeta + 9z^2 \end{pmatrix}. \]  

(49)

To account for the effect the reflection of the photon’s at mirrors \( B \) and \( C \) has on the polarization vector, we expand the inward pointing normal of mirror \( B \) as

\[ \hat{I}_B = \left( \begin{array}{c} \sin (\zeta + \pi/4) \\ \cos (\zeta + \pi/4) \end{array} \right) + \epsilon^2 \frac{\gamma r}{\sqrt{2}r_B} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) + O(\epsilon^4), \]  

(50)

and mirror \( C \) as

\[ \hat{I}_C = -\left( \begin{array}{c} \sin (\zeta + \pi/4) \\ \cos (\zeta + \pi/4) \end{array} \right) + \epsilon^2 \frac{\gamma r}{\sqrt{2}r_B} \left( \begin{array}{c} 1 \\ 0 \end{array} \right) + O(\epsilon^4). \]  

(51)

We then make use of a simple model of reflection and its effect on the polarization vector: the polarization component that is directed along \( \hat{I} \) is unchanged, and the component that is orthogonal to \( \hat{I} \) changes sign [42]. Explicitly, the reflected polarization vector \( \hat{f} \) is given in terms of the incident polarization vector \( \hat{f} \) by

\[ \hat{f} = 2 (\hat{f} \cdot \hat{I}) \hat{I} - \hat{f}. \]  

(52)

Since the corrections to the normals are of order \( \epsilon^2 \) and from the above equation we can see we will be projecting \( \epsilon^3 \) terms in the polarization vector along them, we only need their zeroth-order in \( \epsilon \) expressions, i.e. the flat space normals. Admittedly this is a simple model of reflection valid for an ideal mirror; properties of actual mirrors, described by their Mueller matrices that depend on the wavelength, incidence angle and have only approximate symmetries [53].

To highlight the effect of polarization rotation, the light that follows the path \( ABD \) is chosen to be initially polarized along \( \hat{I}(k_{AB}) \sim \hat{y} \), i.e., perpendicular to the plane of the interferometer, and the light that follows the path \( ACD \) to be polarized in the plane of the interferometer along the direction \( \hat{b}(\hat{n}_{AC}) = -\cos \zeta \hat{x} + \sin \zeta \hat{z} \). Without the gravitomagnetic effects, the two beams \( ABD \) and \( ACD \), would remain with orthogonal polarizations and no interference would be observed.

For simplicity we choose \( \zeta = \theta + \pi/2 \), so that the \( AC \) arm of the interferometer lies along the radial direction, and integrating Eqs. (47) and along the \( ABD \) arm of the interferometer results in the polarization vector

\[ \hat{f}_{ABD} = \hat{f}_{ABD(0)} + \epsilon^3 \frac{GJ}{8b^3c^3} \begin{pmatrix} 8h \cos 2\theta + qn(\theta) \\ -8h \sin 2\theta + qn(-\theta) \end{pmatrix} + O(\epsilon^4), \]  

(53)

where \( q(\theta) := 6(\cos 2\theta + \sin 2\theta) + 5(\cos 4\theta + \sin 4\theta) + 5; \)

and along the \( ACD \) arm

\[ \hat{f}_{ACD} = \hat{f}_{ACD(0)} + \epsilon^3 \frac{GJ}{b^3c^3} \begin{pmatrix} 0 \\ b \sin \theta - h \cos \theta \end{pmatrix} + O(\epsilon^4). \]  

(54)
In the above equations we disregarded the $\ell^2$ order contributions to polarization, as they lie in the planes defined by the corresponding $\hat{k}$ and $\hat{f}$ and do not contribute to the quantities of interest.

As discussed at the end of Sec [11D] to observe the effect of polarization rotation we compare the inner product of the initial polarization vectors at point $A$, which vanish since the initial polarizations were chosen to be orthogonal, with the inner product of polarization vectors at $D$:

\[ \hat{f}_{ABD} \cdot \hat{f}_{ACD} = W^2 f_{ABD} \cdot f_{ACD} = -\frac{(1 + \gamma)GJ}{8b^2c^5} \left[ (8h + q) \sin \theta + (8h - 5q) \cos \theta + 5q (\sin 3\theta + \cos 3\theta) \right] + \mathcal{O}(c^4). \quad (55) \]

Choosing favourable values for $\theta$ and $\zeta$, and taking $q = 100$ km and $h = 10$ km, we find $\hat{f}_{ABD} \cdot \hat{f}_{ACD}$ is approximately $2 \times 10^{-17}$, which corresponds to a rotation of the initial polarization vector by roughly 4 pico arcseconds.

IV. IMPLICATIONS

We now discuss interesting possibilities that the effects considered above offer, as well as experimental challenges that should be overcome in their measurement.

A. Red shift and interferometric phase

1. Experimental issues

The phase difference given in Eq. (40), agrees with the results of [51-54]. This scenario corresponds to the optical COW experiment with the arms $AB$ and $CD$ realized as optical fibre delay lines. The condition $L_{AB} = L_{CD}$ can be, at least in principle, also realized with a free-space propagation by suitably adjusting the mirrors at $B$ and $C$. The factor of $(1 + \gamma) \approx 2$ highlights the difference between the physical distance and the difference in coordinates. The standard time-delay analysis assumes that the sender and receiver are far from the gravitating body, while some trajectories pass close to it [6, 7, 44, 54]. In this case, some of the coordinate differences actually represent physical distances, and the resulting phase difference is given by expressions similar to Eq. (57).

The phase difference due to the gravitational redshift is not directly observable in either satellite or ground-based experiments; it needs to be separated from other effects. Consider first a satellite-based experiment. Our treatment is similar to the analysis that was performed for Gravity Probe A [53-56]. For a photon that was emitted from the ground station with frequency $\nu_G$ and detected at the satellite, the frequency $\nu_S$ measured onboard is

\[ \frac{\nu_S - \nu_G}{\nu_G} = -\frac{U_G - U_S}{c^2} - \frac{\nu_G^2 - \nu_S^2}{c^2} - \frac{(\ddot{v}_S - \ddot{v}_G) \cdot \hat{n}_{GS}}{c} + \mathcal{O}(c^{-3}), \quad (56) \]

where $\nu_G$ and $\nu_S$ are velocities of the ground station and the satellite in the Earth-centered inertial frame, $-U_G$ and $-U_S$ are the Newtonian gravitational potentials at the ground station and satellite respectively, and $\hat{n}_{GS}$ is the propagation direction at the ground station. Assuming the satellite is in a low Earth orbit and neglecting influence of the Earth’s multipole moments gives

\[ \frac{\Delta \omega}{\omega} \approx -\frac{gh}{c^2} - \frac{\nu_G^2 - \nu_S^2}{c^2} - \frac{(\ddot{v}_S - \ddot{v}_G) \cdot \hat{n}_{GS}}{c}, \quad (57) \]

where $h$ is height of the satellite above the ground, $g$ is the free fall acceleration, and $\omega = \omega_G \approx \omega_S$. The first term on the right hand side of Eq. (57) is the gravitational red-shift, the second term represents the time dilation due to the relative motion of the satellite and ground station, and the third term results from the linear Doppler effect, which is about $10^5$ times larger than the other terms. Since the experiment relies on accumulating phase along different paths, unlike Gravity Probe A, there is no obvious way to effectively cancel the linear Doppler effect [55].

In addition, since $\nu \sim \sqrt{gh/\omega}$, the time dilation dominates the redshift by a factor of $(R_\oplus/h) \sim 20$. Making this ratio of the order of unity was the reason for launching Gravity Probe A to an altitude of 10,000 km in a nearly vertical trajectory [56].

To obtain an interference pattern one has to adjust the phase difference $\Delta \psi$ between the arms of the interferometer. In ground-based experiments [14, 59] this is achieved by rotating the interferometer in the vertical plane. The analysis of the proposed QEYSSAT trajectory [57] shows that quantum communication will be possible for a range of elevations and inclination angles naturally occurring along it, thus enabling it to collect data corresponding to different phase differences. However, to extract the signal from the noise, a sensitivity to phase changes smaller than $10^{-7}$ is required, as well as precise information of the satellite’s position and velocity.

Since the area enclosed by arms of a ground-based MZI [39] is much smaller than in a satellite experiment, the expected phase difference (for $h \sim 100$ m, $q \sim 6$ km) is $\Delta \psi \sim 10^{-4}$. However, the Doppler effect is negligible, and the main competing effects are caused by the Earth’s rotation. The leading terms in the PPN metric of Eq. (23) of an isolated, quasi-rigid Earth that rotates uniformly around its z-axis be-
come in the comoving coordinates

\[ V^2(r) = 1 - \frac{2U}{c^2} + \frac{\Omega_{\oplus}^2 (x^2 + y^2)}{c^2}, \tag{58} \]

\[ \vec{R} = -2(1 + \gamma) \frac{G}{c^3} \frac{\vec{j} \times \vec{E} - 2\vec{E} \times \vec{\Omega}_{\oplus}}{r^3}, \tag{59} \]

\[ W^2(r) = 1 + 2\gamma \frac{U}{c^2}, \tag{60} \]

where \( \Omega_{\oplus} \) is the angular velocity of Earth’s rotation.

Orienting plane of the MZI along a meridian eliminates the Sagnac effect \[64\] (we discuss it in Sec. IVB), while near the surface the redshift contribution from the Newtonian potential is larger than that of rotation by a factor of 300.

2. Applications

As appropriate for the level 1 \[21\] analysis, light propagation was analyzed classically. A phase shift that is proportional to frequency leads to a reduction of the interferometric visibility, if the width of the wave-packet is not negligible. While this naturally can be explained within the theory of classical coherence \[42\], this analysis does not hold for single-photon experiments that explore wave-particle duality \[59\]. Difference in flight times provide the which-way information (a particle property) and thus reduces the visibility (a wave property) \[58\].

Even without observing this decoherence, a MZI is a convenient platform for observing wave-particle duality. Indeed, if a photon is first split by beam splitter \( A \), travels inside an interferometer, and is finally recombined at a second beam splitter \( D \) before detection; then if the second beam splitter is present, we observe interference fringes, indicating the photon behaved as a wave traveling in both arms of the MZI. If on the other hand, the beam splitter at \( D \) is absent, we randomly register a click in only one of the two detectors, concluding that the photon travelled along a single arm, indicating particle properties.

In Wheeler’s delayed-choice experiment \[59\] one randomly chooses whether or not to insert the second beam splitter when the photon is already inside the interferometer and before it reaches \( D \). The rationale behind the delayed choice is to avoid a possible causal link between the experimental setup and the photon’s behaviour: the photon should not “know” beforehand if it has to behave like a particle or like a wave. The choice of inserting or removing the beam splitter is either classically controlled by a random number generator \[60\], or by an axillary quantum system \[61\]. The set-up we considered naturally lends itself to the largest scale delayed-choice experiment to date, as well as the phase shift resulting from an entirely different physical situation.

Discussion so far assumed the exact validity of the Einstein equivalence principle (EEP) \[7, 8, 44\]. Since the EEP is a necessary element of any metric theory of gravity, the PPN formalism does not include a free parameter for the strength of its violation. From a phenomenological point of view, we can introduce a parameter \( \alpha \) that characterizes a possible violation, such that we can set

\[ g_{00} = -1 + (1 + \alpha)U/c^2 + \ldots, \tag{61} \]

which results in a modification of the gravitational redshift \[8\]

\[ \frac{\Delta \omega}{\omega} = (1 + \alpha) \frac{\Delta U}{c^2}. \tag{62} \]

Experiments performed in different systems, such as \[9, 12, 19, 56, 62\], resulted in bounds \( |\alpha| \lesssim 10^{-6} - 10^{-8} \).

The Standard Model Extension (SME) \[24\] is a framework to analyze possible violations of Lorentz symmetry. It takes the standard model of particle physics and adds a variety of tensorial quantities, combined with both fermionic and bosonic fields. The resulting terms in the action are not necessarily renormalizable and explicitly violate local Lorentz invariance. The latter is a key part of the EEP, and thus violations of the EEP are expected in such models. Numerous experiments are performed and re-interpreted \[63\] to obtain bounds on various Lorentz-violating terms. Experiments with atomic clocks that have led to the tightest bounds on \( \alpha \), naturally focus on the fermionic sector and the associated Lorentz-violating terms \[19, 62\]. In fact, light is taken to propagate in the usual way \[19\].

The optical COW experiment offers a different system, where the quantum clock is realized by a single photon. Tests of light deflection and time delay are interpreted as giving a bound on \( |\gamma - 1| \[7, 8\]. However, the phase shift in the optical COW experiment Eq. \(40\) is independent of \( \gamma \), and hence the difference with general relativity can be directly interpreted in terms of the degree of violation \( \alpha \) of the EEP.

B. Clocks and polarization

Having additional internal degrees of freedom in a system which act like a clock, can affect the observed interference \[33\], if the evolution of this clock is affected by the gravitational time dilation. While photons have no proper time, polarization provides a similar clock. Unlike various clocks proposed for massive particles, polarization couples to gravity similarly to the spatial degree of freedom. As with other clocks, the ability to control the internal degrees of freedom allows one to observe the interference that would be absent without gravity. In the case of polarization such an experiment can be sensitive only to the angular momentum contribution from the gravitational field (Lense-Thirring effect), and different from the Sagnac interferometric experiments, where the gravitational contribution to the phase appear together \[6\]. However, this tuneability does not make estimating polarization rotation a viable option for optical measurement of the Lense-Thirring effect.

The Sagnac effect \[64\] results in a phase shift between one counterpropagating wave with respect to another wave of the same mode in a rotating ring interferometer; the shift is proportional to the angular velocity of rotation \( \vec{\Omega} \) of the interferometer platform, the area enclosed by the interferometer \( \vec{A} \),
and the frequency $c/\lambda$ of the wave:

$$\Delta \psi = \frac{8 \pi \tilde{\Omega} \cdot \hat{A}}{\lambda c}. \quad (63)$$

Ring laser interferometers are very sensitive devices with a variety of uses, including a proposed measurement of post-Newtonian effects [65]. Approximating the Earth as a rigid sphere of a uniform density with a radius $R$, the phase difference between the two waves of frequency $\omega$, including the leading PPN corrections, can be represented as [6]

$$\Delta \psi = \frac{4 \omega}{c^2} A \left( \Omega_{\oplus} \cos \zeta + \Omega_{LT} + \Omega_G \right) =: \Delta \psi_S + \Delta \psi_{PN}, \quad (64)$$

where $\zeta$ is the angle between the normal to the interferometer and the $z$-axis. Both the Lense-Thirring and geodetic frequencies are proportional to $\Omega_{\oplus} r_g / R$, making the post-Newtonian contributions at least $10^{-9}$ times smaller than the classical Sagnac phase shift.

Polarization rotation behaves qualitatively different from the Sagnac effect: it does not scale with the area. As a result,$$
\frac{\Delta \chi}{\Delta \psi_{PN}} \sim \frac{l_+}{A} \sim \frac{\lambda}{l_-} \ll 1, \quad (65)
$$

where $l_+$ and $l_-$ are the short and the long arms of the MZI, and we assume that the area $A = l_+ l_-$ enclosed by the interferometers is the same in both cases.

**V. SUMMARY AND PERSPECTIVES**

We have examined several interesting effects present in both ground-based and near Earth space-based interferometry experiments. A rigorous derivation of the gravitationally induced phase shift in the optical COW experiment was given, and concrete estimates of this phase along with the induced polarization rotation were derived. The sensitivity required to observe this effect is high, but experimentally accessible. Polarization rotation provides a realization of an internal clock for photons. However, the minuscule scale of the effect puts it beyond the current experimental reach. On the other hand, the optical COW experiment is a platform to test EEP with and for light. We plan to investigate the opportunities it provides in future work.
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**Appendix A: Comparison of polarizations**

The product of polarization vectors $\hat{f}_1 \cdot \hat{f}_2$ gives one operationally meaningful way of quantifying polarization rotation along a closed trajectory. However, unless the directions $\hat{k}_1$ and $\hat{k}_2$ are collinear, some ambiguity remains. Beams can brought together in a variety of ways that are described mathematically by rotation of one of the pairs ($\hat{k}_i, \hat{f}_i$). Such rotations will in general lead to different results for the polarization rotation.

The simplest rotation of this type is performed in the plane defined by the vectors $\hat{k}_1$ and $\hat{k}_2$ that brings the two vectors together. Set $\hat{z} = \hat{k}_1 \times \hat{k}_2 / |\hat{k}_1 \times \hat{k}_2|$, and define

$$\hat{b}_y^i := \hat{z} \times \hat{k}_i, \quad \hat{b}_x^i := \hat{b}_y^i \times \hat{k}_i = -\hat{z}.$$  \quad (A1)

As a result, the polarizations are written as

$$\hat{f}_i = -f_i^x \hat{z} + f_i^y \hat{b}_y^i,$$  \quad (A2)

hence their product is

$$\hat{f}_1 \cdot \hat{f}_2 = f_1^x f_2^x + f_1^y f_2^y \cos \varphi,$$  \quad (A3)

where $\varphi$ is the angle between the propagation directions.

After the rotation $R_{z}^{-1}(\varphi)$ that brings $b_2$ to $b_1$ the standard polarizations also coincide. Hence the product

$$\hat{f}_1 \times \hat{f}_2 := f_1^x f_2^x + f_1^y f_2^y,$$  \quad (A4)

represents the polarization overlap after rotation,

$$\hat{f}_1 \times \hat{f}_2 = \hat{f}_1 \cdot R_{z}^{-1}(\varphi) \hat{f}_2,$$  \quad (A5)

giving an alternative comparator of polarizations.
