Development of Machine Learning-Based Ideas for Teaching Physical Education and Health
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With various social pressures and the lack of knowledge about physical health, students have poor physical education quality and insufficient knowledge acquisition about physical health. Traditional physical health teaching is a process in which the teacher tells the theory of physical health and students passively accept it, which leads to physical health problems such as low learning efficiency of students’ physical health knowledge and low interest in learning physical health knowledge. With the emphasis on physical health teaching and the development of technologies such as machine learning, machine learning is used to analyze the problems of physical health teaching and help students to learn physical health better to improve the efficiency of physical health teaching. The results of this paper show that the machine learning-based physical education and traditional physical education can reduce the injury rate of students’ sports by 7.7% compared with traditional physical education, make students’ interest in physical education and health learning reach 53.3%, and improve the efficiency of physical health teaching. There is a degree of students’ acquisition of physical health knowledge. The change from traditional physical health teaching ideology to machine learning-based physical education ideology can improve the teaching efficiency of physical health teaching, allow students to acquire more physical health knowledge, and effectively reduce the risk of students’ injuries in sports.

1. Introduction

With the development of machine learning and other technologies, it has a significant impact on the production and life of society as well as education. People’s thinking about physical health education has also changed. The traditional idea of physical health education belongs to the classroom lecture mode, in which physical education teachers instill physical education knowledge to students and teach little about health concepts. Students are in the process of receiving physical education knowledge passively for a long time, which leads to the lack of active learning ability for physical health knowledge, and the defects of traditional physical health education such as single content and high repetitiveness make some students averse to physical health. Traditional physical health education ideology makes students’ physical health knowledge acquisition insufficient, average body quality decreases, and physical health teaching efficiency decreases. Therefore, it is crucial to change the idea of physical health education. Machine learning has a good ability of classification and prediction as well as data analysis, and machine learning technology is used to analyze the substandard physical action of students, predict students’ physical hobby, and motivate students to learn physical health. The education of students’ physical health requires a fundamental change in the thinking of physical health education, and the use of machine learning technology makes the teaching of physical health more efficient. Therefore, this paper has research significance.

Due to the lack of students’ physical health knowledge, some researchers have improved students’ lack of physical health knowledge through physical health instruction. Among them, Hodges et al. showed that the majority of students lack physical health knowledge, and that enhancing physical health instruction can improve students’ physical health knowledge [1]. Dunleavy et al. pointed out that physical health instruction can promote students’ motivation and initiative towards physical health [2]. Thompson et al., who
conducted a study in collaboration with experts in psychological aspects, stated that physical health instruction can not only reduce students’ chances of sports injuries but also enhance students’ mental health [3]. Chun and Yin found that students’ physical health is poor, and physical health education is important for improving students’ physical fitness [4]. The Bartram et al. experiment compared those who received physical health instruction with those who did not and found that those who received physical health instruction have better physical fitness [5]. Although the physical health teaching approach can improve the efficiency of physical health teaching to a certain extent and help students acquire physical health knowledge, there is a lack of intelligent technology to assist physical health teaching [6].

Machine learning can be a good way to analyze and predict physical health teaching data and use machine learning to assist in analyzing physical health teaching [7]. Among them, Li used machine learning that can analyze various problems in physical health teaching and greatly improve the quality of physical health teaching and the efficiency of students’ learning [8]. Zhang showed that the machine learning-based approach to physical health teaching can effectively develop students’ knowledge in physical health [9]. Hou stated that using techniques such as machine learning technology to analyze students’ physical health education can develop appropriate physical health teaching plans to help students better acquire knowledge about physical health [10]. Zhang and Min stated that traditional physical health teaching methods cannot meet the development of physical health curriculum, and that the combination of technologies such as machine learning and physical health teaching is the trend of physical health development [11]. Yang stated that physical health teaching using machine learning can improve students’ physical fitness [12]. Although the use of technologies such as machine learning to assist in teaching physical health can be effective in improving students’ physical fitness and help them learn physical health more effectively, the use of machine learning to analyze predictions is not optimal [13].

This paper uses machine learning techniques to analyze physical health teaching problems and predict the learning status of students conducting physical education, so as to develop personalized physical health teaching programs and improve the efficiency of students conducting physical health learning. The innovation points of this paper are as follows: (1) to assist physical health teaching by machine learning and (2) comparing machine learning-based physical education and health teaching with traditional physical education and health teaching to highlight the advantages of machine learning-based physical education and health teaching.

2. Machine Learning-Based Approach to Teaching Physical Health

Machine learning-based physical health teaching is used to improve the efficiency of physical health teaching by analyzing students’ learning status of physical health learning and students’ feedback on physical health teaching to change the way of physical health teaching and improve students’ physical training ability. The model of physical health teaching based on machine learning is shown in Figure 1.

Machine learning predicts the output of the system by training the samples. Its principle is to find the dependence between the independent variable $U$ and the dependent variable $V$, that is, to find the probability of $f(U, V)$. That is, according to $n$ samples $(u_1, v_1), (u_2, v_2), \ldots, (u_n, v_n)$, a function $\{f(u, w)\}$ is selected to find the optimal solution $f(u, w_b)$, and the risk value $K(w)$ is the lowest.

\[
K(w) = \int D(v, f(u, w))dF(u, v). \quad (1)
\]

In equation (1), $f(u, w)$ denotes the prediction function, $w$ is the parameter to be determined, and $D(v, f(u, w))$ is the loss of the prediction made by $f(u, w)$ for $v$.

The core of machine learning is to train the observed data and predict to get the accurate data, and there are many methods to construct the prediction model for machine learning, among which, BP neural network, support vector machine, and plain Bayes are good regression prediction models [14, 15].

2.1. BP Neural Network Method. BP neural network is a type of artificial neural network, which is an intelligent model designed to simulate the processing computation of the human brain [16]. With a processing structure similar to that of the human brain, BP neural networks have superb learning and computational capabilities and have the ability to predict and analyze students’ learning status.

2.1.1. Neurons. Neurons are the most basic component unit of BP neural network and the basis of information processing. The information processing of BP neural network goes through neurons, and the weighted average of the outputs
of all neurons is the output of BP neural network. The structure of neurons is shown in Figure 2.

As can be seen from Figure 2, the neuron needs to process many input signals. Let the input signal of the neuron be \((x_1, x_2, \ldots, x_n)\) and the connection weights between the neuron and the input signal be \(W = (w_1, w_2, \ldots, w_n)\), and the signal processing process of the neuron is to sum the product of the input signal and the connection weights. The result of the neuron after processing is

\[
s = \sum_{i=1}^{n} w_i x_i. \tag{2}
\]

The result of the neuron processing is then passed into the \(f\) function and finally output. \(f\) function is the activation function.

\[
f(s) = \frac{1}{1 + e^{-s}}. \tag{3}
\]

2.1.2. BP Neural Network Structure. Different structures of neurons lead to different structures of neural networks. BP neural network is a multilayer feedforward network, which has the advantages of simple network structure, strong learning ability, and wide application range. It is very suitable for dealing with complex data structures and analyzing and predicting nonlinear problems, a good analysis of sports health teaching [17].

BP neural network is a three-layer structure model, where the information arrives first as the input layer, the information output as the output layer, and the middle structure as the hidden layer. The structure of BP neural network is shown in Figure 3.

As can be seen in Figure 3, let the input signal be \(X = (x_1, x_2, \ldots, x_n)^T\), the output of the implicit layer be \(Y = (y_1, y_2, \ldots, y_m)^T\), the output of the output layer be represented as \(U = (u_1, u_2, \ldots, u_k)^T\), the connection weight of the input layer to the implicit layer be \(V = (v_{11}, v_{12}, \ldots, v_{1m})^T\), and the connection weight of the implicit layer to the output layer be \(W = (w_1, w_2, \ldots, w_k)^T\).

The output layer is expressed as

\[
U_t = f(\text{net}_t). \tag{4}
\]

In equation (4), the range of values of \(t\) is \((1, 2, \ldots, k)\), and \(\text{net}_t\) represents the processing of the \(t\)-th neuron in the output layer.

\[
\text{net}_t = \sum_{j=0}^{m} w_{jt}. \tag{5}
\]

The implicit layer is expressed as

\[
y_j = f(\text{net}_j). \tag{6}
\]

In equation (6), \(j\) takes values in the range \((1, 2, \ldots, m)\), and \(\text{net}_j\) represents the processing of the \(j\)-th neuron in the hidden layer.

\[
\text{net}_j = \sum_{i=0}^{n} v_{ij} x_i. \tag{7}
\]

2.1.3. The Learning Process of BP Neural Network. The learning process of BP neural network is also the process of approaching the actual output of BP neural network to the desired output, which is composed of forward propagation of information and backward transmission of error [18]. The backward transmission of error is the process by which the error of the output layer goes through the hidden layer and then to the input layer, and the structure of the neural network is adjusted by adjusting the threshold of the neurons in each layer. Thus, the output of the neural network is changed and finally, the error is brought to an acceptable range.

The reverse transmission of errors modulates neurons as follows.

Let \(U_i\) be the output of the \(i\)-th neuron, \(R_j\) be the input of the \(j\)-th neuron, and \(v_{ij}\) be the connection weight between the \(i\)-th and \(j\)-th neurons. The \(j\)-th neuron has the following...
relationship.

\[ R_j = \sum_i v_{ij} U_i. \]  

(8)

Then, the error of the BP neural network is expressed as

\[ E = \frac{1}{2} \sum_k (y_k^q - y_k^r)^2. \]  

(9)

In equation (9), \( y_k^q \) denotes the desired output of the \( k \)-th neuron, \( y_k^r \) denotes the actual output of the \( k \)-th neuron, and \( E \) represents the error of the BP neural network.

Let the connection weights from the \( j \)-th neuron to the \( k \)-th neuron at moments \( t \) and \( t+1 \) be \( v_{jk}(t) \) and \( v_{jk}(t+1) \), respectively, and then there is the following relationship.

\[ v_{jk}(t+1) = v_{jk}(t) + \Delta v_{jk}. \]  

(10)

In equation (10), \( \Delta v_{jk} \) denotes the connection weight of the \( j \)-th neuron to the \( k \)-th neuron for this variable.

The core of BP neural network learning is the back propagation of error. The network structure is adjusted by changing the connection weights between neurons. Therefore, finding \( \Delta v_{jk} \) is the key to the learning of BP neural network. The gradient descent method is used to solve the minimum error of \( E \) and \( \Delta v_{jk} \).

\[ \Delta v_{jk} = -z \frac{\partial E}{\partial v_{jk}}. \]  

(11)

In equation (11), \( z \) denotes the error factor. Organizing equations (11) and (8) yields as follows:

\[ \Delta v_{jk} = -z \frac{\partial E}{\partial v_{jk}} \frac{\partial R_k}{\partial v_{jk}}. \]  

(12)

Solve \( \partial E/\partial R_k \) and \( \partial R_k/\partial v_{jk} \):

\[ \frac{\partial R_k}{\partial v_{jk}} = U_j, \]  

(13)

\[ \frac{\partial E}{\partial R_k} = -(y_k^q - y_k^r)f'(R_k). \]  

(14)

BP neural networks have powerful regression analysis capabilities and can predict quite accurate results after only a certain amount of data training [19].

2.2. Support Vector Machine Method. Statistical learning methods are a way in which a system can make accurate predictive estimates with a limited number of training samples [20]. Support vector machine is a method in statistical learning that regulates the optimal relationship between learning ability and learning accuracy based on a limited number of samples. The principle of support vector machines is to create a classification hyperplane that categorize physical health teaching problems into certain categories.

The support vector machine is based on statistical learning methods to find the optimal classification surface to minimize the error of the sample data from the found classification surface, and the classification model of the support vector machine is shown in Figure 4.

The classification prediction principle of the support vector machine is based on a finite set of training samples with \( m \) training samples \( \{(u_1, v_1), (u_2, v_2), \ldots, (u_m, v_m)\} \), where \( u_i \) is the \( i \)-th input data, and \( v_i \) is the \( i \)-th output data [21].

The support vector machine linear regression function is

\[ f(x) = a\phi(x) + b. \]  

(15)

In equation (15), \( \phi(x) \) is the mapping function.

Let \( r \) be the error spacing, and then the linear insensitivity function is expressed as

\[ G(f(x), y, r) = \begin{cases} |y - f(x)| - r, & |y - f(x)| > r \\ 0, & \text{other} \end{cases}. \]  

(16)

In equation (16), \( y \) is the corresponding output value of the input data \( x \).

Let the slack variables be \( h_i \) and \( h_i' \), and then finding the values of the regression parameters \( a \) and \( b \) can be converted to

\[ \min \frac{1}{2} ||a||^2 + Q \sum_{i=1}^{m} (h_i + h_i'), \begin{cases} y_i - a\phi(x_i) - b \leq r + h_i, i = 1, 2, \ldots, m, \\ -y_i + a\phi(x_i) + b \leq r + h_i', \\ h_i, h_i' \geq 0. \end{cases} \]  

(17)

In equation (17), \( Q \) denotes the penalty factor, and a larger \( Q \) indicates a larger penalty for samples with larger error than \( r \).

Let the kernel function be \( D(x) \), and then the regression function is expressed as

\[ f(x) = \sum_{i=1}^{m} a^i D(x) + b'. \]  

(18)
Figure 5: Diagram of the plain Bayesian classification model.

In equation (18), \( a' \) and \( b' \) are the solutions of the regression parameters, respectively.

2.3. Plain Bayesian Approach. The plain Bayesian classification algorithm is based on the features of the data, has the advantages of high classification accuracy and fast computation, and is a common classification algorithm used in machine learning, and it can accurately classify the problems of sports health teaching [22].

2.3.1. Bayes’ Theorem. Let the sample set of the experiment be \( K \), \( C \) be the experimental event, and \( D_1, D_2, \cdots, D_n \) be the event set of \( K \), and each event in the event set has a probability other than zero. Then,

\[
P(C) = P(C|D_1)P(D_1) + P(C|D_2)P(D_2) + \cdots + P(C|D_n)P(D_n)
\]

\[
= \sum_{i=1}^{n} P(C|D_i)P(D_i).
\]  

(19)

The formulation process of equation (19) is the full probability formula.

\[
P(D_i|C) = \frac{P(C|D_i)P(D_i)}{\sum_{j}^{n} P(C|D_j)P(D_j)}.
\]  

(20)

In equation (20), \( i, j \in (1, 2, \cdots, n) \).

2.3.2. Plain Bayesian Classification Model. Plain Bayesian classification is usually performed using a plain Bayesian parser, in which the input set is made to be \( \{B_1, B_2, \cdots, B_n, C\} \), and the plain Bayesian classifier model is shown in Figure 5.

Let the input data sample set be \( S = \{s_1, s_2, \cdots, s_n\} \) and the posterior probability be \( P(B_i|S) \).

A parsimonious analysis of conditionally independent data has been presented, viz.,

\[
P(S|B_i) = \prod_{k=1}^{n} P(s_k|B_i).
\]  

(21)

2.3.3. Bayesian Classification Model with Expanded Tree Shape. The independence between conditions of the plain Bayesian is strong, and since the subnodes of the plain Bayesian are covered by attribute nodes, enhancing the correlation between subnodes can reduce the independence between conditions [23]. The Bayesian classification model with an expanded tree shape is shown in Figure 6.

Let the child node be \( \{B_1, B_2, \cdots, B_n\} \), the attribute node be \( C \), and the input data sample set be \( S = \{s_1, s_2, \cdots, s_n\} \).

Then, the function of child nodes passing information to each other is

\[
H_p(B_i, B_j|Z) = \sum_{s_i, s_j, z} P(s_i, s_j, z) \log \frac{P(s_i, s_j|z)}{P(s_i|z)P(s_j|z)}. \]  

(22)

3. Experimental Data Comparing Machine Learning-Based Physical Education and Health Teaching with Traditional Physical Education and Health Teaching

3.1. Sample Data. In order to be able to better analyze the impact of machine learning-based teaching methods on physical health teaching, this paper compares physical health teaching based on machine learning with traditional physical health teaching, mainly through the form of comparative evaluation indicators [24]. Therefore, the selection of the experimental sample is especially critical to the comparison experiment, and the improper sample selection can easily lead to invalid comparison experiment. In order to make the sample sufficiently convincing, the sample should be randomly selected and randomly distributed over the whole segment of the sample.

Since the high school level is the stage that best reflects the quality of physical health instruction, an experiment will be conducted on high school physical health instruction. Twenty high schools will be selected for the experimental data, 10 of which will use machine learning-based physical health instruction while the other 10 high schools will use traditional physical health instruction. A questionnaire will be administered to 100 students in each of the three categories of senior high school, sophomore high school, and senior high school for a period of 3 months to investigate the indicators that reflect the quality of physical health teaching, and the results of the study are shown in Table 1.

The data in Table 1 shows that the six indicators studied affect the quality of physical health instruction, an experiment will be conducted on high school physical health instruction. Twenty high schools will be selected for the experimental data, 10 of which will use machine learning-based physical health instruction while the other 10 high schools will use traditional physical health instruction. A questionnaire will be administered to 100 students in each of the three categories of senior high school, sophomore high school, and senior high school for a period of 3 months to investigate the indicators that reflect the quality of physical health teaching, and the results of the study are shown in Table 1.

3.2. Correlation Analysis of the Sample. When selecting indicators for evaluating the quality of physical health teaching, a correlation analysis of the sample of evaluation indicators and physical health teaching is required. Correlation analysis of the sample is used to determine the degree of correlation between the indicators and physical health instruction, and correlation analysis of the sample allows amplification of the main features of the physical health instruction.
experiment and makes it more useful to observe which indicators have an impact on physical health instruction [25]. The results of the correlation analysis of the evaluation indicators are shown in Table 2.

From the data in Table 2, it can be obtained that the highest correlation of students’ physical education injury rate to physical health instruction was 0.264, and the lowest correlation was students’ love for physical education [26]. The correlation degree of the first four evaluation indicators in Table 2 exceeded 0.2, while the correlation degree of the last two evaluation indicators were 0.026 and 0.034, respectively. Therefore, the last two evaluation indicators will not be used as indicators for evaluating physical health teaching.

### 3.3. Analysis of the Validity of the Sample

In order to test whether the first four indicators in Table 2 can compare two types of physical health instruction, the experiment will perform $k$-weight crossvalidation of the evaluation indicators and physical health instruction. Since the sample data for this experiment is not very large, the experiment uses a 5-fold crossvalidation method, which means that 240 of the data are the test set and the remaining 60 data are the test set, and the results of the experiment are the average of five experiments [27]. The results of the sample validity analysis are shown in Table 3.

From the data in Table 3, the highest validity in the machine learning-based physical health instruction was 88.4% for the acquisition of physical health knowledge, and the highest validity in the traditional physical health instruction was 86.2% for the students’ interest in physical health learning. The average validity of the four evaluation indicators for the two types of physical health instruction was 82.4% and 80.0%, respectively. Since the average validity of both physical health instruction exceeded 80%, a comparative analysis of these four evaluation indicators could be conducted for both physical health instruction.

### 4. Physical Health Teaching Results and Discussion

Machine learning-based physical health teaching is based on techniques such as BP neural networks to analyze the state of students when they perform physical health teaching in order to predict and analyze to determine the most suitable physical health teaching method for students, while traditional physical health teaching uses the teacher-to-student indoctrination teaching method [28]. The experiment will compare the two physical health teaching methods in four aspects: students’ physical injuries, students’ level of interest in physical health learning, the efficiency of physical health teaching, and the degree of physical health knowledge acquisition.

#### 4.1. Students’ Sports Injuries

Students’ physical education injury rate is a reflection of students’ knowledge of physical education and health, and a low rate of students’ physical education injury reflects good physical education and health teaching ability, while a high rate of students’ physical education injury reflects poor physical education and health teaching ability. A 6-month experiment was conducted with 100 students in each of the three years of senior high school, sophomore high school, and junior high school, and the
students’ physical education injury rates were investigated at one-month intervals. The results of the comparison of the students’ physical education injury rates between the two physical health teaching styles are shown in Figure 7.

From the analysis of the data in Figure 7, it can be seen that the PE injury rate of students in the machine learning-based PE health teaching model is gradually decreasing, while the PE injury rate of students in the
The traditional PE health teaching model is decreasing slowly and sometimes tends to increase. In the six-month experiment, the lowest average PE injury rate for students in the machine-learning-based physical health instruction group was 21% for seniors, while the average PE injury rate for seniors in the traditional physical health instruction was 30.2%, and machine learning-based physical health teaching has lower injury rates for students.

4.2. The Level of Students’ Interest in Physical Health Learning. A good way of teaching physical health is to stimulate students’ interest in physical health learning. Since the degree of interest of male and female students in physical health is not the same, the experiment was conducted separately for male and female students. The experimental time was set to 6 months to observe the students’ interest in physical health learning under the two physical health teaching methods.
modes, and the experimental results of students’ interest in physical health learning are shown in Figure 8.

From the analysis of the data in Figure 8, it can be seen that the level of interest of boys in physical health learning is generally a little more than that of girls, but both the level of interest in physical health learning and the growth degree of interest in physical health learning are better in the machine learning-based physical health teaching model than the traditional physical health teaching model, and the average interest of students in the two teaching models in physical health learning is 53.3% and 40.3%.

4.3. Efficiency of Physical Education and Health Teaching. The teaching efficiency of traditional physical health education is not very good because it is conducted in the form of teachers teaching students what to do. In order to effectively compare the differences in teaching efficiency between the two physical education modes, the experiment was carried out on three types of students in senior high school, sophomore high school, and senior high school, the teaching efficiency of the two kinds of physical health teaching was compared in one semester, the efficiency of physical health teaching was counted every 4 weeks interval, and the teaching efficiency of the two kinds of physical health teaching is shown in Figure 9.

From the analysis of the data in Figure 9, it can be obtained that the two physical health teaching methods have roughly similar trends among the three groups of students, but overall, the teaching efficiency of the machine learning-based physical health teaching is higher than the traditional physical health teaching, and the teaching efficiency of the senior students of the two physical health teaching methods is the highest, respectively: 66.5% and 49.3%.
4.4. Degree of Access to Physical Health Knowledge. Teaching physical health will improve students’ acquisition of physical health knowledge, and the degree of acquisition of physical health knowledge is also a measure of how well a physical health teaching approach works. The experiment was conducted for three grades, senior high school, sophomore high school, and junior high school, and the students’ acquisition of physical health knowledge was counted once a month for six months. The results of the degree of students’ acquisition of physical health knowledge under the two types of physical health teaching are shown in Figure 10.

From the analysis of the data in Figure 10, it can be seen that the difference in the students’ acquisition of physical health knowledge in the first two months under the two types of physical health instruction was not significant, but the growth rate of students’ acquisition of physical health knowledge under the machine learning-based physical health instruction was much larger than that under the traditional model. The average degree of students’ acquisition of physical health knowledge under the two types of physical health instruction was 73.2% and 63.9%, respectively, higher acquisition of sports knowledge based on machine learning.

4.5. Experimental Analysis. Through a comparative analysis of all aspects of the two physical health teaching methods, the experimental results show that the machine learning-based physical health teaching mode is better than the traditional physical health teaching in four aspects: students’ physical injuries, students’ degree of interest in physical health learning, the efficiency of physical health teaching, and students’ acquisition of physical health knowledge, and the average comparison of the specific two methods of physical health teaching was as follows. The data are shown in Table 4.

5. Conclusions

By comparing four aspects of machine learning-based physical health instruction with traditional physical health instruction, the following conclusions were drawn: (1) students’ interest level in physical health learning under the machine learning-based physical health instruction model was 53.3%, compared with 40.3% under traditional physical health instruction. The machine learning-based physical health teaching model can effectively reduce the probability of injury in students’ sports, and the probability of injury in students’ sports is reduced by 7.7% compared with the traditional physical health teaching. (2) Machine learning-based physical health teaching is 16.1% and 9.3% more effective than traditional physical health teaching in terms of the efficiency of physical health teaching and the degree of physical health knowledge acquisition, respectively. In summary, machine learning-based physical health teaching can substantially improve the efficiency of physical health teaching, enable students to learn more physical health knowledge, and effectively reduce the frequency of students’ sports injuries. However, the predictive analysis ability of BP neural network and other techniques cannot reach zero error, the machine learning-based physical health teaching relies on ultra-highly accurate predictive analysis techniques, and improving the predictive analysis ability of machine learning techniques will be the direction of future research.
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