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Abstract

We study the relation between the lattice points of a stacky polytope and a prequantisation of the stack associated to the stacky polytope. We introduce a prequantisation of a Deligne–Mumford stack and discuss the uniqueness and the existence of a prequantisation. After that we describe explicitly the condition for the existence of a prequantisation in terms of stacky polytope under some conditions and discuss the relation between the holomorphic line bundle associated to a prequantisation and the lattice points of the stacky polytope.

1 Introduction

It is well-known that the dimension of the quantisation space of a compact (quantisable symplectic) toric manifold agrees with the number of the lattice points of the moment polytope. This theorem is proved by Danilov in terms of algebraic geometry [4]. A very simple proof of the theorem is also known [8].

Consider a complex line bundle $L$ of $M$ together with a connection whose curvature form agrees with the symplectic form of $M$. Such a connection gives a holomorphic structure to the line bundle and the quantisation space of $M$ is defined as the virtual vector space $\sum_q (-1)^q H^q(M, L)$. By the Demazure vanishing theorem $H^q(M, L)$ vanishes for $q > 0$.

On the other hand, a toric manifold $M$ admits a moment map $\mu : M \rightarrow \mathbb{R}^d$ ($2d := \dim M$) and its image $\Delta$ is called the moment polytope of $\mu$. The statement mentioned at the beginning says that the identity

$$\dim H^0(M, L) = \#(\Delta \cap \mathbb{Z}^d)$$

holds.

The theorem does not extend to (compact) symplectic toric Deligne–Mumford stacks [10] in a straightforward way, because a Delzant-type classification of symplectic toric Deligne–Mumford stacks is not known. In fact we can reconstruct a toric manifold from its moment polytope and the reconstruction is important to prove the above identity.

However we have a combinatorial construction of toric Deligne–Mumford stacks: stacky fans [3] and stacky polytopes [16]. While they do not give a classification for toric Deligne–Mumford stacks, they give a combinatorial construction of a wide class of Deligne–Mumford stacks.

In this paper we study an extension of the theorem in the framework of stacky polytopes. The basic idea is to extend the theory of prequantisations to stacks. The stack associated to a stacky polytope has
two special atlases. One gives a symplectic structure while another gives a holomorphic structure. The former is important to see the existence of prequantisations and the topology of the stack and the latter is needed to discuss holomorphic line bundles. Therefore we define a prequantisation without any atlases and discuss the relation between the two atlases.

We explain very briefly our main theorem (Theorem 4.4). A stacky polytope \((N, \Delta, \beta)\) consists of a \(\mathbb{Z}\)-module \(N\), a polytope \(\Delta \subset (N \otimes \mathbb{Z})^\vee\) and a homomorphism of \(\mathbb{Z}\)-modules \(\beta : \mathbb{Z}^d \to N\) (Definition 2.3). Here \(d\) is the number of facets of \(\Delta\). The \(\mathbb{Z}\)-module \(N^\vee\) is the lattice in \((N \otimes \mathbb{Z})^\vee\). We can construct a symplectic Deligne–Mumford stack \(X_\Delta\) from the stacky polytope \((N, \Delta, \beta)\). We require the stacky polytope to satisfy two conditions (Assumption 4.2). The first condition is technical and the second condition guarantees the existence of a prequantisation (under the first condition). The main theorem states that

\[
\dim H^0(X_\Delta, \mathcal{L}) = \begin{cases} 
\sharp(\Delta \cap N^\vee) & \text{if } c_v \in \mathbb{Z} (v = 1, \ldots, d), \\
0 & \text{else.}
\end{cases}
\]

Here \(\mathcal{L}\) is the holomorphic line bundle associated to the prequantisation and \(c_1, \ldots, c_d\) are determined by the description of the polytope \(\Delta\).

In the case of toric manifolds, the condition “\(c_1, \ldots, c_d \in \mathbb{Z}\)” is equivalent to the existence of prequantisation and the dimension of the space of holomorphic sections is always equal to the number of the lattice points of the polytope under the condition. However the condition is just a sufficient condition for the case of the stack \(X_\Delta\).

This paper is organised as follows. In §2 we review briefly the theory of Deligne–Mumford (quotient) stacks and stacky polytopes. We introduce a prequantisation of a (DM quotient) stack in §3. We discuss existence and uniqueness for a prequantisation under several assumptions which holds for the stack associated to a stacky polytope. We also discuss an explicit condition for the existence of a prequantisation. After we give a holomorphic structure to the stack \(X_\Delta\) associated to the stacky polytope \((N, \Delta, \beta)\), we prove the main theorem in §4. After we look at small examples, we discuss the relation between our main theorem and the Hirzebruch–Riemann–Roch theorem for stacks.

**Notation** Throughout this paper we use the following notation.

- \(\mathbb{T}\) the 1-dimensional compact torus \(\mathbb{R}/\mathbb{Z}\). We denote by \([\theta]\) the image of \(\theta \in \mathbb{R}\) in \(\mathbb{T}\).
- \(\mathbb{T}_\mathbb{C}\) the 1-dimensional complex torus \(\mathbb{C}/\mathbb{Z}\)
- \(\mathbb{C}^\times\) the multiplicative group \(\text{GL}_1 \mathbb{C}(= \mathbb{C} \setminus \{0\})\)
- \(e_1, \ldots, e_d\) the standard basis of \(\mathbb{R}^d\)
- \(e^1, \ldots, e^d\) the dual basis of \(e_1, \ldots, e_d\)
- \(\mathbb{i}\) \(\sqrt{-1}\)
- \(z_1, \ldots, z_d\) the standard complex coordinate functions of \(\mathbb{C}^d\)
- \(X_1 \rightrightarrows X_0\) the groupoid with \(\text{Ob}(X_1 \rightrightarrows X_0) = X_0\) and \(\text{Ar}(X_1 \rightrightarrows X_0) = X_1\)
- \(BG\) the classifying space of a Lie group \(G\)
- \(EG\) a contractible space equipped with a free action of a Lie group \(G\)
the Lie algebra of the Lie group $G$

e the base of the natural logarithm (i.e. not the exponential map of a Lie group)

$\langle \cdot, \cdot \rangle$ the natural pairing (i.e. $V^\vee \times V \to \mathbb{R}$ for a real vector space $V$.)

$[\eta]$ the de Rham cohomology class of a differential form $\eta$

$[\eta]_G$ the cohomology class of $\eta$ in the Cartan model

$\mathbb{Z}_G$ the integral lattice: the kernel of $\exp : \mathfrak{g} \to G$. ($G$ is a compact torus)

$\mathbb{Z}_G^\vee$ the weight lattice $\{w \in \mathfrak{g}^\vee \mid \langle w, \mathbb{Z}_G \rangle \subset \mathbb{Z} \}$ ($G$ is a compact torus.)

The notation “$\vee$” always means “dual” in the usual sense: $A^\vee := \text{Hom}_\mathbb{Z}(A, \mathbb{Z})$ for a $\mathbb{Z}$-module $A$ and $V^\vee := \text{Hom}_\mathbb{R}(V, \mathbb{R})$ for an $\mathbb{R}$-vector space $V$.

2 Quotient stacks and stacky polytopes

In this section we review briefly facts about quotient stacks and stacky polytopes [16].

2.1 A differentiable stack

Because we deal mainly with quotient stacks, we omit details of differentiable stacks. Details can be found in Behrend–Xu [2] or Metzler [12] for example. For Lie groupoids, see Moerdijk [13], for example.

We denote by $\text{Diff}$ the category of smooth manifolds and smooth maps. A stack (over $\text{Diff}$) is a category fibred in groupoids over $\text{Diff}$ which satisfies the descends condition. A stack consists of a category $X$ and a functor $F_X : X \to \text{Diff}$, however we will write it $X$ for simplicity.

By definition, for each $U \in \text{Diff}$ the fibre $X_U$ over $U$ forms a groupoid. Here the classes of objects and arrows are defined by

$$\text{Ob}(X_U) = \{x \in X \mid F_X(x) = U\} \quad \text{and} \quad \text{Ar}(X_U) = \{a \in \text{Ar}(X) \mid F_X(a) = \text{id}_U\}$$

respectively.

Stacks form a (2,1)-category $\text{St}(\text{Diff})$. Namely for any stacks $\mathcal{X}$ and $\mathcal{Y}$ the class $\text{Hom}(\mathcal{X}, \mathcal{Y})$ of morphisms of stacks is a groupoid. Two stacks $\mathcal{X}$ and $\mathcal{Y}$ are said to be equivalent if there are two morphisms of stacks $f : \mathcal{X} \to \mathcal{Y}$ and $g : \mathcal{Y} \to \mathcal{X}$ such that $g \circ f \leftrightarrow \text{id}_{\mathcal{X}}$ in $\text{Hom}(\mathcal{X}, \mathcal{X})$ and $f \circ g \leftrightarrow \text{id}_{\mathcal{Y}}$ in $\text{Hom}(\mathcal{Y}, \mathcal{Y})$.

By the 2-Yoneda lemma, the category $\text{Diff}$ can be embedded into $\text{St}(\text{Diff})$ as a full subcategory. Here a manifold $M$ is identified with the slice category $(\text{Diff} \downarrow M)$. Thus $M_U$ for $U \in \text{Diff}$ means the discrete category $\mathcal{C}_\infty(U, M)$. A stack $\mathcal{X}$ is said to be representable if there is a manifold which is equivalent to $\mathcal{X}$.

A representable morphism $\varphi$ from a manifold to a stack $\mathcal{X}$ is called an atlas of $\mathcal{X}$ if $\varphi$ is a surjective submersion. Let $\varphi : X_0 \to \mathcal{X}$ be an atlas and $X_1$ a manifold equivalent to the pullback $X_0 \times_{\mathcal{X}} X_0$. The Lie
groupoid $X_1 \rightrightarrows X_0$ is said to be associated to the atlas $\varphi : X_0 \to X$.

\[
\begin{array}{c}
\begin{array}{ccc}
X_1 & \xrightarrow{\text{tgt}} & X_0 \\
\downarrow & & \downarrow \\
X_0 & \xrightarrow{\varphi} & X
\end{array}
\end{array}
\]

The stack $\mathcal{X}$ is said to be differentiable if the Lie groupoid is proper: the map $(\text{src, tgt}) : X_1 \to X_0 \times X_0$ is proper. This definition is independent of the choice of an atlas. A stack is said to be Deligne–Mumford (DM) if it admits an atlas such that the associated Lie groupoid is a proper étale groupoid.

In this paper, we study the geometry and topology of a differentiable stack $\mathcal{X}$ through the Lie groupoid $X_1 \rightrightarrows X_0$ associated to an atlas. In particular, the homotopy type of $X$ means that the homotopy type of the classifying space of the Lie groupoid.

### 2.2 A quotient stack

Let $G$ be a Lie group. We mainly consider right $G$-manifolds, while we deal with a $G$-representation as a left $G$-module.

We define the quotient stack $[M/G]$ for a $G$-manifold $M$ as follows. The class of objects of the fibre $[M/G]_U$ over $U \in \text{Diff}$ consists of pairs $(\pi^P, \varepsilon^P)$ of a principal $G$-bundle $\pi^P : P \to U$ and a $G$-equivariant map $\varepsilon^P$ from the total space $P$ to $M$:

\[
\begin{array}{ccc}
U & \xleftarrow{\pi^P} & P \xrightarrow{\varepsilon^P} M \\
\downarrow & & \downarrow \\
V & \xleftarrow{\pi^Q} & Q \xrightarrow{\varepsilon^Q} M.
\end{array}
\]

An arrow from $(\pi^Q, \varepsilon^Q)$ to $(\pi^P, \varepsilon^P)$ is a pair $(f, \tilde{f})$ of a map $f : V \to U$ and a $G$-equivariant map $\tilde{f} : Q \to P$ which make the diagram commutative.

The quotient stack $[M/G]$ has a natural atlas $\pi^M : M \to [M/G]$. The morphism $\pi^M$ assigns to each map $m : U \to M$ the diagram

\[
\begin{array}{ccc}
U & \xleftarrow{\text{pt}_1} & U \times G \xrightarrow{(u, g) \mapsto m(u) \cdot g} M \\
\downarrow & & \downarrow \\
U & \xrightarrow{\pi^M} & P \xrightarrow{\varepsilon^P} M
\end{array}
\]

The Lie groupoid associated to the atlas is the action groupoid $M \times G \rightrightarrows M$. Therefore if the $G$-action on $M$ is proper, then the quotient stack $[M/G]$ is differentiable. Moreover $[M/G]$ is DM if the $G$-action is additionally locally free.

The stack $[\text{pt}/G]$ is called the classifying stack of $G$ and denoted by $BG$. There is a unique $G$-equivariant map $M \to \text{pt}$ and this induces a morphism of stacks $F_M : [M/G] \to BG$. The morphism $F_M$ is defined by

\[
\begin{array}{c}
\begin{array}{c}
U \xleftarrow{\pi} P \xrightarrow{\varepsilon} M \\
\downarrow \quad \quad \quad \downarrow
\end{array}
\end{array} \quad \rightarrow \quad \begin{array}{c}
\begin{array}{c}
U \xleftarrow{\pi} P \xrightarrow{\varepsilon} \text{pt}
\end{array}
\end{array}
\]
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for objects.

Let $H$ be a closed subgroup of $G$. Every $G$-manifold $M$ is naturally an $H$-manifold and we have a morphism of stacks $\varphi_M : [M/H] \to [M/G]$ defined by the formula

$$\left( U \xrightarrow{\pi^Q} Q \xrightarrow{\epsilon^Q} M \right) \mapsto \left( U \leftarrow \pi' Q \times_H G \xrightarrow{\epsilon'} M \right)$$

for objects. $\pi'$ and $\epsilon'$ are defined by $\pi'([q, g]) = \pi^Q(q)$ and $\epsilon'([q, g]) = \epsilon^Q(q)g$ ($q \in Q$ and $g \in G$) respectively.

**Lemma 2.1.** The following diagram is 2-cartesian:

$$\begin{array}{ccc}
    [M/H] & \xrightarrow{\varphi_M} & [M/G] \\
    F_M \downarrow & & \downarrow F_M \\
    B H & \xrightarrow{\varphi_{pt}} & B G.
\end{array}$$

**Proof.** The commutative diagram induces a morphism of stacks $[M/H] \to B H \times_{B G} [M/G]$. The inverse of the morphism is given by

$$\begin{array}{ccc}
    \varphi_{pt} & & \\
 \downarrow & & \downarrow \\
 B H \times_{B G} [M/G] & \to & [M/H]; \\
 (\pi^Q, (\pi^P, \epsilon^P), a : Q \times_H G \to P) & \mapsto & (\pi^Q, q \mapsto (\epsilon^P \circ a)([q, 1]))
\end{array}$$

for objects and an arrow $(a, b)$ in $B H \times_{B G} [M/G]$ is sent to the arrow $a$ in $[M/H]$. \hfill \Box

### 2.3 Cohomology of a DM quotient stack

Since the classifying space of the action groupoid is (homotopically equivalent to) the Borel construction $EG \times_G M$ of the $G$-manifold $M$, the cohomology of the quotient stack $[M/G]$ is the equivariant cohomology of $M$.

The complex of $G$-basic forms:

$$\Omega^\ast_{bas}(M) := \{ \eta \in \Omega^\ast(M)^G | m(\xi^M) \eta = 0 \ (\forall \xi \in \mathfrak{g}) \},$$

is a subcomplex of $\Omega^\ast(M)$. Here $\xi^M$ is the infinitesimal action of $\xi$, i.e.

$$\xi^M(m) := \frac{d}{d\lambda} \bigg|_{\lambda=0} m \cdot \exp(\lambda \xi) \quad (m \in M).$$

*If the $G$-action on $M$ is proper and locally free,* the cohomology ring of the complex of $G$-basic forms is isomorphic to the cohomology ring $H^\ast([M/G], \mathbb{R})$. We call a $G$-basic form on $M$ a (differential) form on the quotient stack $[M/G]$.

*If $G$ is compact and connected,* then we can use the Cartan model for $H^\ast_G(M, \mathbb{R})$ (i.e. $H^\ast([M/G], \mathbb{R})$). We denote by $\Omega^\ast_G(M)$ the space of equivariant differential forms of degree $k$:

$$\Omega^k_G(M) := \bigoplus_{p+2q=k} \left( \Omega^p(M) \otimes S^q(\mathfrak{g}^\vee) \right)^G.$$
Here \( S^q(g^\vee) \) is the space of homogeneous polynomials on \( g \) of degree \( q \) and inherits the \( G \)-module structure from the coadjoint representation \( g^\vee \). We regard an equivariant differential form \( \eta \) as an equivariant polynomial function on \( g \) with values in differential forms. The graded algebra \( \Omega^*_G(M) \) is equipped with the differential defined by the formula

\[
(d_G\eta)(\xi) := d\eta(\xi) - i(\xi^M)\eta(\xi).
\]

The cohomology ring of the complex \( (\Omega^*_G(M), d_G) \) is isomorphic to \( H^*_G(M, \mathbb{R}) \). It is also known that the inclusion \( \Omega^*_\text{bas}(M) \to \Omega^*_G(M) \) is a quasi-isomorphism if the \( G \)-action is locally free.

The details of this discussion can be found in Behrend [1] and Guillemin–Sternberg [7].

### 2.4 A symplectic quotient stack

Consider the standard linear \( \mathbb{T}^d \)-action on \( \mathbb{C}^d \):

\[
\mathbb{C}^d \overset{\mathbb{T}^d}{\rightarrow} \mathbb{C}^d : (z_1, \ldots, z_d) \cdot (\theta_1, \ldots, \theta_d) := (e^{2\pi i \theta_1} z_1, \ldots, e^{2\pi i \theta_d} z_d).
\]

The function

\[
\mu_0 : \mathbb{C}^d \rightarrow (\mathbb{R}^d)^\vee ; \quad z \mapsto \pi \sum_{v=1}^d |z_v|^2 e^v,
\]

is a moment map of the \( \mathbb{T}^d \)-manifold \( \mathbb{C}^d \). Namely the map \( \mu_0 \) is \( \mathbb{T}^d \)-equivariant and satisfies the identity

\[
d\langle \mu_0, \xi \rangle = -i(\xi^M)\omega_{\text{std}} \quad \text{for all } \xi \in \mathbb{R}^d.
\]

Here \( \omega_{\text{std}} \) is the standard symplectic structure on \( \mathbb{C}^d (\mathbb{R}^{2d}) \).

**Proposition 2.2** ([16, Theorem 14]). Let \( (G, \rho, \tau) \) consist of

- a compact Lie group \( G \) whose adjoint representation is trivial,
- a Lie group homomorphism \( \rho : G \rightarrow \mathbb{T}^d \), and
- a regular value \( \tau \in g^\vee \) of the map \( \mu := \rho^\vee \circ \mu_0 \).

Here \( \rho^\vee : (\mathbb{R}^d)^\vee \rightarrow g^\vee \) is the dual of the induced Lie algebra homomorphism \( \rho : g \rightarrow \mathbb{R}^d \). If the level set \( \mu^{-1}(\tau) \) is nonempty and the map \( \mu : \mathbb{C}^d \rightarrow g^\vee \) is proper, then the quotient stack \( [\mu^{-1}(\tau)/G] \) is a compact symplectic DM stack. The symplectic form \( \omega_\tau \in \Omega^2_{\text{bas}}(\mu^{-1}(\tau)) \) is given by the restriction of \( \omega_{\text{std}} \) to \( \mu^{-1}(\tau) \).

We denote by \( \mathcal{X}_\tau \) the quotient stack and call \( \mathcal{X}_\tau \) the stack associated to the triple \( (G, \rho, \tau) \).

### 2.5 A stacky polytope and the associated stack

We recall briefly the theory of stacky polytopes [16 §3].

**Definition 2.3.** A triple \((N, \Delta, \beta)\) of

- a finitely generated \( \mathbb{Z} \)-module or rank \( r \),
• a simple polytope $\Delta$ with $d$-facets $F_1, \ldots, F_d$ in $(N \otimes \mathbb{R})^\vee$ and
• a homomorphism of $\mathbb{Z}$-modules $\beta : \mathbb{Z}^d \to N$ with finite cokernel

is called a stacky polytope if the vectors $\beta(e_1) \otimes 1, \ldots, \beta(e_d) \otimes 1$ in $N \otimes \mathbb{R}$ are perpendicular to the facets $F_1, \ldots, F_d$ in inward-pointing way, respectively.

We can assign to each stacky polytope $(N, \Delta, \beta)$ a triple $(G, \rho, \tau)$ satisfying the assumptions in Proposition 2.2 as follows.

Take projective resolutions $E$ and $F$ of the $\mathbb{Z}$-modules $\mathbb{Z}^d$ and $N$ respectively. The homomorphism of $\mathbb{Z}$-modules $\beta : \mathbb{Z}^d \to N$ induces a map of chain complexes $\beta : E \to F$ and gives rise to a short exact sequence of chain complexes $0 \to F \to \text{Cone}(\beta) \to E[1] \to 0$. Here $\text{Cone}(\beta)$ is the mapping cone. The dual sequence $0 \to E[1]^\vee \to \text{Cone}(\beta)^\vee \to F^\vee \to 0$ is a short exact sequence of cochain complexes and the long exact sequence of cohomology groups contains the exact sequence

$$0 \to N^\vee \xrightarrow{\beta^\vee} (\mathbb{Z}^d)^\vee \xrightarrow{\beta^{DG}} \text{DG}(\beta) \xrightarrow{\text{Ext}_1^G(N, \mathbb{Z})} 0.$$  (1)

Here $\text{DG}(\beta) := H^1(\text{Cone}(\beta)^\vee)$. Applying the contravariant functor $\text{Hom}_\mathbb{Z}(\cdot, T)$ to $\beta^{DG}$, we obtain

$$\rho : G \to \mathbb{T}^d,$$

where $G := \text{Hom}_\mathbb{Z}(\text{DG}(\beta), \mathbb{T})$. Note that we can naturally identify $\text{Hom}_\mathbb{Z}((\mathbb{Z}^d)^\vee, \mathbb{T})$ with $\mathbb{T}^d$. Since $\text{DG}(\beta)$ is a finitely generated $\mathbb{Z}$-module, $G$ is a compact abelian Lie group. Set $w^\vee := \rho^\vee(e^\vee) \in \mathfrak{g}^\vee$ ($\nu = 1, \ldots, d$).

The second condition in Definition 2.3 implies that the polytope $\Delta$ is rational and can be described as

$$\Delta = \{ \eta \in (N \otimes \mathbb{R})^\vee \mid \langle \eta, \beta(e_a) \otimes 1 \rangle \geq -c_a \}.$$  (2)

for some $c_a \in \mathbb{R}$ ($a = 1, \ldots, d$).

**Proposition 2.4 ([16] Theorem 18]).** Let $(N, \Delta, \beta)$ be a stacky polytope. Define $(G, \rho, \tau)$ by the triple of

• the Lie group $G = \text{Hom}_\mathbb{Z}(\text{DG}(\beta), \mathbb{T})$,
• the homomorphism $\rho : G \to \mathbb{T}^d$ induced by $\beta^{DG} : (\mathbb{Z}^d)^\vee \to \text{DG}(\beta)$, and
• the covector $\tau := \sum_{\nu=1}^d c_{\nu} w^\vee$.

Here $c_1, \ldots, c_d$ are the constants appearing in (2). Then the triple $(G, \rho, \tau)$ satisfies the assumptions of Proposition 2.2.

For a stacky polytope $(N, \Delta, \beta)$ we denote by $\mathcal{X}_\Delta$ the DM stack associated to the triple $(G, \rho, \tau)$ given by the above Proposition. We call $\mathcal{X}_\Delta$ the stack associated to the stacky polytope.

### 3 Prequantisations

We introduce a prequantisation of a quotient stack. Its notion is mostly a straightforward extension of the notion of a prequantisation of a manifold.
3.1 Definitions of $\mathbb{T}$-bundles and connections

Let $G$ be a Lie group and $M$ a $G$-manifold. We assume that the $G$-action on $M$ is proper and locally free so that the quotient stack $\mathcal{X} := [M/G]$ is DM.

**Definition 3.1** ([2] §4). A principal $\mathbb{T}$-bundle over $\mathcal{X}$ is a representable morphism of stacks $\pi : \mathcal{P} \to \mathcal{X}$ together with a 2-commutative diagram

\[
\begin{array}{ccc}
\mathcal{P} \times \mathbb{T} & \xrightarrow{\Psi} & \mathcal{P} \\
\downarrow{\text{pr}_1} & & \downarrow{\pi} \\
\mathcal{P} & \xrightarrow{\pi} & \mathcal{X}
\end{array}
\]

such that for every $x : U \to \mathcal{X}$, the pullback $x^* \mathcal{P} \to U$ along $x$ is an ordinary principal $\mathbb{T}$-bundle over $U$.

By definition the pullback of $\mathcal{P}$ along the atlas $\pi^M : M \to \mathcal{X}$ is a principal $\mathbb{T}$-bundle $P \to M$. Namely we have a 2-cartesian diagram

\[
\begin{array}{ccc}
P & \xrightarrow{\pi^P} & \mathcal{P} \\
\downarrow{\pi} & & \downarrow{\pi} \\
M & \xrightarrow{\pi^M} & \mathcal{X}
\end{array}
\]

The manifold $P$ inherits a $G$-action from $M$ and we can see that $P \to M$ is a $G$-equivariant principal $\mathbb{T}$-bundle. Conversely for a $G$-equivariant principal $\mathbb{T}$-bundle $P \to M$, the induced map $[P/G] \to \mathcal{X}$ gives us a principal $\mathbb{T}$-bundle on $\mathcal{X}$. The $\mathbb{T}$-action map $\psi : P \times \mathbb{T} \to P$ descends a $\mathbb{T}$-action map $\Psi : [P/G] \times \mathbb{T} \to [P/G]$ on $\mathcal{P}$. This correspondence gives rise to an equivalence between the category of principal $\mathbb{T}$-bundles on $\mathcal{X}$ and the category of $G$-equivariant principal $\mathbb{T}$-bundles on $M$ [2 Proposition 4.3].

In the diagram (4), the morphism of stack $\pi^P : P \to \mathcal{P}$ is an atlas of the stack $\mathcal{P}$ and induces an equivalence of stacks $[P/G] \to \mathcal{P}$ [15 §3]. Since the projection map $P \to M$ is a proper $G$-equivariant map to the locally free $G$-space, the $G$-action on $P$ is also proper and locally free. Therefore $\mathcal{P}$ is a DM stack and a differential form (§2.2) and a vector field on $\mathcal{P}$ is meaningful.

**Definition 3.2.** A connection of a principal $\mathbb{T}$-bundle $\pi : \mathcal{P} \to \mathcal{X}$ is a 1-form $\Theta$ on $\mathcal{P}$ satisfying the following conditions.

(i) For any $\zeta \in \mathbb{R}(=\text{Lie}\mathbb{T})$, the identity $\Theta(\epsilon^\zeta) = \zeta$ holds.

(ii) $\Theta$ is $\mathbb{T}$-invariant, i.e. $\Psi^* \Theta = \text{pr}_1^* \Theta$ holds on $\Omega^1(\mathcal{P} \times \mathbb{T})$.

Here morphisms of stacks $\Psi$ and $\text{pr}_1$ in the second condition come from the diagram (3), and the infinitesimal action $X^\mathcal{P}$ is a vector field on $\mathcal{P}$ which is defined by using the morphism of stacks $\Psi : \mathcal{P} \times \mathbb{T} \to \mathcal{P}$ [10 §3.6].
We can explicitly describe the above definition in terms of atlases as follows. As we see above, the stack $\mathcal{P}$ is (equivalent to) the quotient stack $[P/G]$, where $P$ is the $G$-equivariant principal $\mathbb{T}$-bundle over $M$. Since the source map and the target map of the groupoid $P \times G \rightrightarrows P$ are both $\mathbb{T}$-equivariant, (the equivalent class of) the pair $([\zeta^P,0],[\xi^P])$ of vector fields on $P \times G$ and $P$ gives a vector field on $\mathcal{P}$. The connection $\Theta$ is a $G$-basic $1$-form on $P$ and the pairing $\Theta([\xi^P])$ is given by the usual pairing on $P$: $\Theta([\xi^P]) = \Theta([\xi^P])$ and $\mathbb{T}$-invariance of $\Theta$ agrees with the usual $\mathbb{T}$-invariance. Therefore a connection $\Theta$ of a principal $\mathbb{T}$-bundle $\mathcal{P} \to \mathcal{X}$ is nothing but a $G$-basic $\mathbb{T}$-connection of the $G$-equivariant principal $\mathbb{T}$-bundle $P \to M$.

**Remark 3.3.** Our definition of a connection of the principal $\mathbb{T}$-bundle $\mathcal{P} \to \mathcal{X}$ agrees with definition of a connection of the principal $\mathbb{T}$-bundle $P \to M$ over the Lie groupoid $G \times M \rightrightarrows M$ [9]. A principal $\mathbb{T}$-bundle over a Lie groupoid might not admit a connection, but our principal bundle does. (See the proof of Theorem [3.10].)

We can easily see through atlases that the pullback $\pi^* : \Omega(\mathcal{X}) \to \Omega(\mathcal{P})$ induces an isomorphism from $\Omega(\mathcal{X})$ to the complex of $\mathbb{T}$-basic forms on $\mathcal{P}$. If $\Theta$ is a connection of the principal $\mathbb{T}$-bundle $\mathcal{P} \to \mathcal{X}$, then $d\Theta$ is a $\mathbb{T}$-basic $2$-form on $\mathcal{P}$. Therefore there uniquely exists a $2$-form $F_\Theta$ on $\mathcal{P}$ satisfying $\pi^* F_\Theta = d\Theta$. We call the closed $2$-form $F_\Theta$ the curvature of the connection $\Theta$. The de Rham cohomology class $|F_\Theta|$ is the first Chern class of $\mathcal{P}$ [9].

### 3.2 A prequantisation of a quotient stack

Let $G$ be a Lie group and $M$ a manifold equipped with a proper and locally free $G$-action. We fix a closed $2$-form $\omega$ on $\mathcal{X} := [M/G]$ i.e. a closed $G$-basic $2$-form on $M$. If $\ker \omega_m$ coincides with $\{\xi^M(m) | \xi \in \mathfrak{g}\}$ for every $m \in M$, then $\omega$ is a symplectic form on $\mathcal{X}$ in the sense of Lerman–Malkin [10]. However we assume here only the closedness of $\omega$.

**Definition 3.4.** A prequantisation of $\mathcal{X}$ is a pair $(\mathcal{P}, \Theta)$ of a principal $\mathbb{T}$-bundle $\mathcal{P} \to \mathcal{X}$ and a connection $\Theta$ whose curvature $F_\Theta$ agrees with $\omega$.

**Remark 3.5.** A prequantisation $(\mathcal{P}, \Theta)$ of $[M/G]$ is an equivariant prequantisation $(P, \Theta)$ of $(M, \omega, 0)$, where $0 : M \to \mathfrak{g}^*$ is the $(G$-equivariant) zero map. The discussion about equivariant prequantisation depends largely on the Cartan model [6]. Since we deal with a non-compact or non-connected Lie group $G$, we can not use the theory of equivariant prequantisations directly.

**Assumption 3.6.** For the quotient stack $\mathcal{X} := [M/G]$, we assume the following conditions.

(i) The $G$-manifold $M$ is simply-connected.

(ii) Principal $\mathbb{T}$-bundles on $\mathcal{X}$ are classified by $H^2(\mathcal{X}, \mathbb{Z})$ through the first Chern class.

If $G$ is compact, then by restating the classification of smooth $G$-equivariant line bundles on $M$ [6] [14], we can see that Assumption (ii) holds for the stack $\mathcal{X}_r$ associated to the triple $(G, p, r)$ satisfying the assumptions in Proposition 2.2.

**Remark 3.7.** We do not assume $G$ to be compact, since we deal with a non-compact Lie group.
Theorem 3.8. If \((\mathcal{P}_1, \Theta_1)\) and \((\mathcal{P}_2, \Theta_2)\) are both prequantisations of \(\mathcal{X}\), then there is a map \(\gamma : \mathcal{X} \to \mathbb{T}\) such that \(\Theta_2 = \Theta_1 + \gamma^*\Theta\). Here \(\Theta\) is the Maurer-Cartan form on \(\mathbb{T}\).

Proof. Since \([F_0] = [\omega] = [F_{02}]\), we may identify \(\mathcal{P}_1\) with \(\mathcal{P}_2\) by Assumption 3.6 (ii) and denote by \(\mathcal{P}\) each of them.

The simple-connectedness of \(M\) and the homotopy exact sequence of the fibration \(M \times_G EG \to BG\) imply that \(H^1(\mathcal{X}, \mathbb{R}) = 0\). Since \(\Theta_1 - \Theta_2\) is a closed \(\mathbb{T}\)-basic 1-form, there is a function \(f : \mathcal{X} \to \mathbb{R}\) satisfying \(\pi^*df = \Theta_1 - \Theta_2\). The composition \(\gamma = f : \mathcal{X} \to \mathbb{R}\) and the quotient map \(\mathbb{R} \to \mathbb{T}\) is what we want. \(\square\)

Remark 3.9. The reason why we take a function \(\gamma : \mathcal{X} \to \mathbb{T}\) instead of \(f : \mathcal{X} \to \mathbb{R}\) is that \(\gamma\) gives a \(G\)- and \(\mathbb{T}\)-equivariant diffeomorphism \(P \to P\) over \(M\):

\[\gamma : M \to \mathbb{T}\text{ is the composition of }\gamma\text{ and the atlas }M \to \mathcal{X}.\]

Since above map gives an \(\mathbb{T}\)-equivariance of stacks \(\mathcal{P} \to \mathcal{P}\) over \(\mathcal{X}\), Theorem 3.8 could say that a prequantisation of \(\mathcal{X}\) is unique up to automorphisms.

Theorem 3.10. Assume that \(G\) is compact. Then \(\mathcal{X}\) admits a prequantisation if and only if the cohomology class \([\omega]\) is integral.

Proof. If \(\mathcal{X}\) admits a prequantisation \((\mathcal{P}, \Theta)\), then \([\omega] = c_1(\mathcal{P}) \in H^2(\mathcal{X}, \mathbb{Z})\).

Conversely we assume that \([\omega] \in H^2(\mathcal{X}, \mathbb{Z})\). By Assumption 3.6 (ii), we have a \(\mathbb{T}\)-bundle \(\mathcal{P} \to \mathcal{X}\) such that \(c_1(\mathcal{P}) = [\omega]\). Let \(P \to M\) be the \(G\)-equivariant principal \(\mathbb{T}\)-bundle associated to \(\mathcal{P}\).

Choose a \(G\)-invariant \(\mathbb{T}\)-connection \(\theta \in \Omega^1(P)^G\) on \(P\). (Such a connection can be obtained by averaging a \(G\)-connection over \(G\)). Since the \(G\)-action on \(P\) is locally free, we may have a \(G\)-connection \(A\) on \(P\) i.e. a \(g\)-valued \(G\)-invariant 1-form \(A\) on \(P\) satisfying \((\xi \cdot A) = \xi \cdot A\) for all \(\xi \in g\). Define a 1-form \(\Theta\) on \(P\) by the formula

\[\Theta(v) := \theta(v - A(v)\xi) \quad (p \in P, v \in T_pP)\]

Then \(\Theta\) is a \(G\)-basic \(\mathbb{T}\)-connection on \(P\). Since \([F_0] = c_1(\mathcal{P}) = [\omega]\), there is a \(G\)-basic 1-form \(\beta\) on \(M\) satisfying \(\pi^*\beta = \omega\). Since \(\pi^*\beta\) is \(G\)-basic and \(\mathbb{T}\)-basic, \(\Theta + \pi^*\beta\) is also a \(G\)-basic \(\mathbb{T}\)-connection on \(P\). Therefore the pair \((\mathcal{P}, \Theta + \pi^*\beta)\) is a prequantisation of \(\mathcal{X}\). \(\square\)

Remark 3.11. From the stacky point of view, the assumption of Theorem 3.10 should be “\(\mathcal{X}\) admits a representable morphism \(\mathcal{X} \to \mathcal{B}G\) for some compact Lie group \(G\),” because the compactness of \(G\) is not a property of \(\mathcal{X}\) even though \(\mathcal{X}\) is defined as the quotient stack \([M/G]\).

3.3 The integral condition

In this subsection we consider a prequantisation of the stack associated to a triple \((G, \rho, \tau)\) with the following assumptions.
**Assumption 3.12.** For the triple \((G, \rho, \tau)\) satisfying the conditions in Proposition 2.2, we additionally assume that

- The Lie group \(G\) is a compact torus, and
- The level manifold \(\mu^{-1}(\tau)\) is 2-connected.

The above assumptions imply that the quotient stack \(\mathcal{X}_\tau\) satisfies Assumption 3.6. The first condition allows us to use the Cartan model for equivariant cohomology. The second condition seems to be rather strong, but it holds for the triple \((G, \rho, \tau)\) defined by a stacky polytope.

**Lemma 3.13.** The module map \(H^2(BG, \mathbb{Z}) \rightarrow H^2_G(\mu^{-1}(\tau), \mathbb{Z})\) is an isomorphism.

**Proof.** The long exact sequence associated to the fibre bundle \(\mu^{-1}(\tau) \times G \rightarrow BG\) implies that \(\pi_1(\mu^{-1}(\tau) \times G \rightarrow EG)\) vanishes and the induced homomorphism \(\pi_2(\mu^{-1}(\tau) \times G \rightarrow BG)\) is an isomorphism. According to the Hurewicz theorem, \(H_1(\mu^{-1}(\tau) \times G, \mathbb{Z}) = 0\) and the induced homomorphism \(H_2(\mu^{-1}(\tau) \times G, \mathbb{Z}) \rightarrow H_2(BG, \mathbb{Z})\) is an isomorphism of free \(\mathbb{Z}\)-modules. This isomorphism implies the isomorphism of cohomology groups. \(\square\)

**Lemma 3.14.** We can identify \(Z^\vee_G\) with \(H^2_G(\mu^{-1}(\tau), \mathbb{Z})\).

**Proof.** For \(\tau \in Z^\vee_G\) we define the \(G\)-action on \(\mathbb{T}\) by

\[
\mathbb{T} \curvearrowright G; \quad [t] \cdot \exp(\xi) := [t + \langle \tau, \xi \rangle]
\]

(5)

Here \([\ ] : \mathbb{R} \rightarrow \mathbb{T} = \mathbb{R}/\mathbb{Z}\) is the natural quotient map. We denote by \(\mathbb{T}_\tau\) the \(G\)-space and we regard it as a \(G\)-equivariant principal \(\mathbb{T}\)-bundle over a point. It is known that the map

\[
Z^\vee_G \rightarrow H^2_G(\text{pt}, \mathbb{Z}); \quad \tau \mapsto c^G_\tau(\mathbb{T}_\tau \rightarrow \text{pt})
\]

is an isomorphism of abelian groups. Moreover the Maurer–Cartan form \(dt\) on \(\mathbb{T}_\tau\) is a \(G\)-invariant \(\mathbb{T}\)-connection and its equivariant curvature form is \(\tau\), \(c^G_\tau(\mathbb{T}_\tau \rightarrow \text{pt}) = \tau\). \(\square\)

**Lemma 3.15.** The identity \(\langle \omega_\tau \rangle_G = \tau\) holds in the Cartan model.

**Proof.** It is easy to see that the 1-form \(\lambda := (4\pi)^{-1} \sum_{v=1}^d (\overline{z}_v dz_v - z_v d\overline{z}_v)\) on \(\mathbb{C}^d\) is a \(G\)-equivariant form and satisfies \(d_G \lambda = \omega_{\text{ad}} - \mu\). Its restriction to \(\mu^{-1}(\tau)\) is \(\omega_\tau - \tau\). \(\square\)

By the two above lemmas and Theorem 3.10, we can conclude the following theorem.

**Theorem 3.16.** Under Assumption 3.12

\[
\tau \in Z^\vee_G \iff \langle \omega_\tau \rangle_G \text{ is integral} \iff \mathcal{X}_\tau \text{ admits a prequantisation.}
\]
Remark 3.17. Given \( \tau \in \mathbb{Z}_G^\vee \), we can explicitly construct a principal \( T \)-bundle on \( \mathcal{X}_\tau \) under Assumption 3.12. The pullback \( \mu^{-1}(\tau) \times T_\tau \rightarrow \mathcal{T}_\tau \) of \( T_\tau \rightarrow \text{pt} \) is a \( G \)-equivariant principal \( T \)-bundle whose the \( G \)-equivariant first Chern class of is \( \tau \). Here \( T_\tau \) is the \( G \)-space defined by the formula (5).

In terms of stacks the principal \( T \)-bundle \( \mathcal{P} = [\mu^{-1}(\tau) \times T_\tau]_G \rightarrow X_\tau \) is a pullback of \([T_\tau]_G \rightarrow B_G \) along the morphism \( F_M : X_\tau \rightarrow B_G \) (§2.2). Note by Assumption 3.6 (ii) that we may assume that every principal \( T \)-bundle \( P \rightarrow X_\tau \) is given by \([\mu^{-1}(\tau) \times T_\tau]_G \rightarrow [\mu^{-1}(r)/G] \).

4 The number of the lattice points of a stacky polytopes

In this section we discuss the relation between the number of the lattice points \( \Delta \cap N^\vee \) of a stacky polytope \((N, \Delta, \beta)\) and prequantisation of the associated stack \( \mathcal{X}_\Delta \) (§2.5). First we discuss a holomorphic atlas of \( \mathcal{X}_\Delta \) so that we can deal with a holomorphic line bundle of \( \mathcal{X}_\Delta \). We assign to each prequantisation \((P, \Theta)\) of \( \mathcal{X}_\Delta \) a holomorphic line bundle \( L \rightarrow \mathcal{X}_\Delta \) and define \( \mathcal{Q}(\mathcal{X}_\Delta) \) by the dimension of the space of the holomorphic sections of \( L \). After making sure the condition of existence of a prequantisation in terms of a stacky polytope, we see the relation between \( \mathcal{Q}(\mathcal{X}_\Delta) \) and \( |\Delta \cap N^\vee| \). Finally we make a remark on the relation between \( \mathcal{Q}(\mathcal{X}_\Delta) \) and the Hirzebruch–Riemann–Roch theorem.

4.1 The holomorphic atlas of the stack associated to a stacky polytope

We can translate the stacky polytope \((N, \Delta, \beta)\) into a stacky fan, which Borisov Chen and Smith [3] define, and the stacky fan gives us a holomorphic atlas of \( \mathcal{X}_\Delta \). In this subsection we review the construction of the holomorphic atlas in terms of a stacky polytope [16 §4].

Let \( \mathbb{C}[z_1, \ldots, z_d] \) be the coordinate ring of \( \mathbb{C}^d \). Define the ideal \( I_\Delta \) of \( \mathbb{C}[z_1, \ldots, z_d] \) by
\[
I_\Delta = \left\langle \prod_{v \in F, z \in F} z \mid F \text{ is a face of } \Delta \right\rangle.
\]
Here \( F_1, \ldots, F_d \) are the facets of \( \Delta \) as in Definition 2.3. Denote by \( Z_\Delta \) the complement of the algebraic set defined by the ideal \( I_\Delta \):
\[
Z_\Delta := \mathbb{C}^d \setminus V(I_\Delta).
\]

Applying the contravariant functor \( \text{Hom}_{\mathbb{Z}}(-, \mathcal{T}_\mathbb{C}) \) to \( \beta^{DG} \) in the exact sequence [1], we obtain a homomorphism of Lie groups \( \rho_C : G_C \rightarrow \mathbb{T}_\mathbb{C}, \) where \( G_C := \text{Hom}_{\mathbb{Z}}(DG(\beta), \mathbb{T}_\mathbb{C}) \). The Lie group \( G_C \) acts on \( \mathbb{C}^d \) through \( \rho_C \). We can see that \( Z_\Delta \) is \( G_C \)-invariant and \( [Z_\Delta/G_C] \) is a DM stack.

Proposition 4.1.

(i) The affine open subset \( Z_\Delta \) is the complement of the union of coordinate subspaces of (complex) codimension at least 2.

(ii) Both \( \mu^{-1}(\tau) \) and \( Z_\Delta \) are 2-connected.
(iii) Define the morphism of stacks \( \Phi : [\mu^{-1}(\tau)/G] \to [Z_\Delta/G_C] \) by

\[
\begin{array}{c}
(U \xleftarrow{\pi} P \xrightarrow{\mu^{-1}(\tau)} Z_\Delta) \\
\downarrow \Phi \\
(U \xleftarrow{\pi} P \times_{\mu^{-1}(\tau)} Z_\Delta \xrightarrow{\Phi} Z_\Delta)
\end{array}
\]

for objects, where \( \Phi_\pi = \pi \circ \text{pr}_1 \) and \( P \times_{\mu^{-1}(\tau)} Z_\Delta \) and \( \Phi_\pi \) are defined by the cartesian square

\[
P \xrightarrow{\mu^{-1}(\tau)} Z_\Delta \xrightarrow{\Phi_\pi} Z_\Delta \xleftarrow{\Phi} Z_\Delta
\]

Here \( Z_\Delta \to \mu^{-1}(\tau) \) is the natural projection \( Z_\Delta \to Z_\Delta/\exp(i \mathfrak{g}) = \mu^{-1}(\tau) \). The morphism \( \Phi \) for arrows are naturally defined. Then \( \Phi \) is an equivalence of stacks.

(iv) The diagram

\[
\begin{array}{c}
[\mu^{-1}(\tau)/G] \xrightarrow{\Phi} [Z_\Delta/G_C] \\
\downarrow F_{\mu^{-1}(\tau)} \\
\mathcal{B}G \xrightarrow{\psi} \mathcal{B}G_C
\end{array}
\]

is 2-commutative.

The statement (iii) is a direct conclusion of the definition of \( Z_\Delta \) and the statement (iii) is well-known. The proof of the statement (iii) can be found in the author’s paper [16, §4]. The statement (iv) follows from the definition of \( \Phi \).

Since the \( G_C \)-action on \( Z_\Delta \) is holomorphic, the Lie groupoid \( Z_\Delta \times G_C \rightrightarrows Z_\Delta \) is a complex Lie groupoid and therefore the atlas \( Z_\Delta \to \mathcal{X}_\Delta \) gives a holomorphic structure on \( \mathcal{X}_\Delta \). The symplectic form \( \omega_\tau \) of \( \mathcal{X}_\tau \) is given by a \( G_C \)-basic closed real \((1,1)\)-form whose kernel coincides with \( \{ \xi \in \text{Lie}(G_C) \} \) at each point \( z \in Z_\Delta \) by definition. We use the same letter \( \omega_\tau \) for the 2-form on \( Z_\Delta \).

### 4.2 The number of the lattice points of a stacky polytope

Let \((\mathcal{P}, \Theta)\) be a prequantisation for \( \mathcal{X}_\Delta \). The pullback of \( \mathcal{P} \) via the atlas \( Z_\Delta \to \mathcal{X}_\Delta \) is a \( G_C \)-equivariant principal \( T \)-bundle \( \mathcal{P}' \to Z_\Delta \) and the pullback \( \theta \) of the connection \( \Theta \) is a \( G_C \)-basic \( \mathbb{T} \)-connection on \( \mathcal{P}' \) whose curvature \( F_\theta \) agrees with \( \omega_\tau \). Since the \((0,2)\)-component of \( F_\theta \) vanishes, \( \theta \) gives rise to a \( G_C \)-equivariant holomorphic structure of the associated line bundle \( L := \mathcal{P}' \times \mathbb{C} \to Z_\Delta \). We call the DM stack \( \mathcal{L} = [(\mathcal{P}' \times \mathbb{C})/G_C] \) the holomorphic line bundle associated to the prequantisation \((\mathcal{P}, \Theta)\).

From now on, we assume the following assumptions unless otherwise stated.

**Assumption 4.2.** For a stacky polytope \((N, \Delta, \beta)\) we assume the following conditions.

(i) The homomorphism \( \beta : \mathbb{Z}^d \to N \) is surjective.
Here the constants $c_1, \ldots, c_d \in \mathbb{R}$ defined by the description of the polytope $\Delta$.

The first condition implies that the short exact sequence

$$0 \rightarrow \ker(\beta) \rightarrow \mathbb{Z}^d \rightarrow N \rightarrow 0$$

gives a projective resolution of $N$. We can see by direct calculation that $\text{DG}(\beta)$ is isomorphic to $(\ker \beta)^\vee$. Since $\text{DG}(\beta)$ is a free $\mathbb{Z}$-module, $G_C = \text{Hom}_\mathbb{Z}(\text{DG}(\beta), \mathbb{T}_C)$ is a complex torus and $G = \text{Hom}_\mathbb{Z}(\text{DG}(\beta), \mathbb{T})$ is a compact torus. Therefore the triple $(G, \rho, \tau)$ defined by the stacky polytope satisfies Assumption 3.12 (and therefore Assumption 3.6).

The Lie algebra of $G$ is given by $g = \text{Hom}_\mathbb{Z}(\text{DG}(\beta), \mathbb{R})$ and the natural map $\mathbb{R} \rightarrow \mathbb{T}$ induces the exponential map $g \rightarrow G$. Therefore the integral lattice is given by $Z_G = \text{Hom}(\text{DG}(\beta), \mathbb{Z})$. Note that the free $\mathbb{Z}$-module $\text{DG}(\beta)$ is naturally embedded into $g^\vee = \text{Hom}_\mathbb{R}(\text{Hom}_\mathbb{Z}(\text{DG}(\beta), \mathbb{R}), \mathbb{R})$:

$$\text{DG}(\beta) \rightarrow \text{Hom}_\mathbb{R}(\text{Hom}_\mathbb{Z}(\text{DG}(\beta), \mathbb{R}), \mathbb{R}); \quad w \mapsto \langle \xi \mapsto \xi(w) \rangle.$$

It is easy to see that the weight lattice $Z_G^\vee$ agrees with $\text{DG}(\beta)$. Therefore, by Theorem 3.16 the second condition in Assumption 4.2 is equivalent to the existence of a prequantisation for $\mathcal{X}_\Delta$ (under the first condition).

**Definition 4.3.** Given a prequantisation $(\mathcal{P}, \Theta)$ of $\mathcal{X}_\Delta$, we define

$$\varepsilon(\mathcal{X}_\Delta) := \dim H^0(\mathcal{X}_\Delta, \mathcal{L}).$$

Here $\mathcal{L}$ is the holomorphic line bundle associated to the prequantisation.

Our main theorem is following:

**Theorem 4.4.** If a stacky polytope $(N, \Delta, \beta)$ satisfies Assumption 4.2, then

$$\varepsilon(\mathcal{X}_\Delta) = \begin{cases} \#(\Delta \cap N^\vee) & \text{if } c_v \in \mathbb{Z} \quad (\forall v), \\ 0 & \text{else.} \end{cases}$$

In the rest of this subsection we prove this theorem.

**Remark 4.5.** It is known that the above theorem holds for (compact) symplectic toric manifold. The subtle point is that the condition "$c_v \in \mathbb{Z} \quad (\forall v)$" is just a sufficient condition of the existence of a prequantisation for the stack $\mathcal{X}_\Delta$.

By Assumption 4.2 the associated stack $\mathcal{X}_\Delta$ admits a prequantisation $(\mathcal{P}, \Theta)$. We have a convenient description of the holomorphic line bundle associated to a prequantisation. Let $C_\tau$ be the $G_C$-manifold defined by

$$C \cap G_C; \quad v \cdot \exp(\xi) := ve^{2\pi i (r, \xi)} \quad (\xi \in \text{Lie}(G_C)).$$
The $G_C$-manifold $C_t$ is naturally the $G$-manifold and the complex line bundle $L$ satisfying $c_1(L) = [\omega_t]$ is given by the pullback of $F_{C_t} : [C_t/G] \to \mathcal{B}G$ along $F_{\mu^{-1}(\tau)} : \mathcal{X}_\Delta = [\mu^{-1}(\tau)/G] \to \mathcal{B}G$. Lemma 2.1 and Proposition 4.1 (iv) imply that $L$ is also the pullback of $F_{C_t} : [C_t/G_C] \to \mathcal{B}G_C$ along $F_{Z_\Delta} : \mathcal{X}_\Delta \to \mathcal{B}G_C$. Therefore $L$ is equivalent to $[(Z_\Delta \times C_t)/G]$:

$$\begin{align*}
Z_\Delta \times C_t &\to L \to [C_t/G_C] \\
Z_\Delta &\to \mathcal{X}_\Delta \to \mathcal{B}G_C.
\end{align*}$$

Here $Z_\Delta \times C_t$ is equipped with the diagonal $G_C$-action. The principal $T$-bundle $\mathcal{P}$ can be described as the associated principal $T$-bundle of $L$. The $T$-connection $\Theta$ defines a $G_C$-equivariant holomorphic structure on the bundle $Z_\Delta \times C_t \to Z_\Delta$, while it has the canonical $G_C$-equivariant holomorphic structure. According to Assumption 3.6 (ii) there is a $G_C$-invariant gauge transformation which sends our holomorphic structure to the canonical one. Therefore the space of holomorphic sections $H^0(\mathcal{X}_\Delta, L)$ is isomorphic to the $G_C$-equivariant holomorphic sections of the $Z_\Delta \times C_t \to Z_\Delta$ and

$$\mathcal{D}(\mathcal{X}_\Delta) \cong \dim \{ \text{holomorphic } f : Z_\Delta \to C_t \mid f(z \cdot g) = f(z) \cdot g \}.$$ 

The following lemma completes the proof of the theorem.

**Lemma 4.6.** Let $\sigma : \mathbb{R}^d \to \text{Hom}_Z(N^\vee, \mathbb{R})$ be the linear map induced by $\beta^\vee : N^\vee \to (\mathbb{Z}^d)^\vee$. We naturally identify $\text{Hom}_Z(N^\vee, \mathbb{R})$ with $N \otimes \mathbb{R}$ so that the domain of the dual map $\sigma^\vee$ is $(N \otimes \mathbb{R})^\vee$. Set $\tau' = \sum_{v=1}^d c_v e^v$ and denote by $\Delta'$ the polytope $\sigma^\vee(\Delta) + \tau'$ in $(\mathbb{R}^d)^\vee$. Then the identity

$$\#(\Delta' \cap (\mathbb{Z}^d)^\vee) = \dim \{ \text{holomorphic } f : Z_\Delta \to C_t \mid f(z \cdot g) = f(z) \cdot g \}$$

holds.

Note that $\beta^\vee : N^\vee \to (\mathbb{Z}^d)^\vee$ and $\sigma^\vee : (N \otimes \mathbb{R})^\vee \to (\mathbb{R}^d)^\vee$ are both injective and $\beta^\vee$ coincides with the lattice map induced by $\sigma^\vee$. Therefore $\sigma^\vee + \tau'$ sends $\Delta$ to $\Delta'$ bijectively. If $\nu \in \mathbb{R}$ for all $\nu$, then $\Delta \cap N^\vee$ is bijectively sent to $\Delta' \cap (\mathbb{Z}^d)^\vee$. If $c_\nu \notin \mathbb{Z}$ for some $\nu$, then $\Delta' \cap (\mathbb{Z}^d)^\vee$ is empty.

We prove the above lemma by modifying the proof for toric manifolds [8 §3].

**Proof.** The Hartogs’ theorem and Proposition 4.1 (i) imply that a $G_C$-equivariant holomorphic map from $Z_\Delta$ to $C_t$ extends to a $G_C$-equivariant holomorphic map $f$ from $C^d \to C_t$. Consider its Taylor expansion

$$f(z) = \sum_\alpha A_\alpha z^\alpha \quad (A_\alpha \in \mathbb{C}).$$

Here $\alpha \in \mathbb{Z}_{\geq 0}^d$ is a multi-index. We regard a multi-index $\alpha$ as an element of $(\mathbb{Z}^d)^\vee$ through the formula
\( \alpha = (\alpha_1, \ldots, \alpha_d) = \alpha_1 e^1 + \cdots + \alpha_d e^d. \) Then for \( \xi \in g_C \) we have
\[
f(z \cdot \exp(\xi)) \cdot \exp(-\xi) = \left( \sum_{\alpha} A_{\alpha} \prod_{v=1}^{d} (z_v e^{2\pi i (e^v \rho C(\xi))} \alpha_v) \right) e^{-2\pi i (r, \xi)}
\]
\[
= \sum_{\alpha} A_{\alpha} e^{2\pi i \sum_{v=1}^{d} \alpha_v e^v \rho C(\xi)} e^{-2\pi i (r, \xi)}
\]
\[
= \sum_{\alpha} A_{\alpha} e^{2\pi i (\rho \nu(\alpha) - r, \xi)}.
\]
Therefore the set
\[
\{ z^\alpha \mid \alpha \in (\mathbb{Z}^d)^\vee, \langle \alpha, e_v \rangle \geq 0 \quad (\forall v), \rho(\alpha) = \tau \}
\]
gives a \( C \)-basis of the space of \( G_C \)-equivariant holomorphic maps \( \mathbb{C}^d \to \mathbb{C}_r \).

On the other hand the polytope \( \Delta' \) is explicitly given by \( \Delta' = \{ s \in (\mathbb{R}^d)^\vee \mid \langle s, e_v \rangle \geq 0 \quad (\forall v), \rho^\vee(s) = \tau \} \) [16, Lemma 17]. Thus \( \Delta' \cap (\mathbb{Z}^d)^\vee = \{ \alpha \in (\mathbb{Z}^d)^\vee \mid \langle \alpha, e_v \rangle \geq 0 \quad (\forall v), \rho^\vee(\alpha) = \tau \}. \]

### 4.3 Examples

In this subsection we consider a stacky polytope which defines a weighted projective stack \( \mathbb{C}P(a, ab) \).

Let \( a \) and \( b \) be positive integers. Set \( N = \mathbb{Z}_a \oplus \mathbb{Z} \), where \( \mathbb{Z}_a := \mathbb{Z} / a\mathbb{Z} \). We denote by \( \mathbb{T} \) for the image of \( n \in \mathbb{Z} \) via the natural projection \( \mathbb{Z} \to \mathbb{Z}_a \). We have a natural isomorphism \( (N \otimes_{\mathbb{Z}} \mathbb{R})^\vee \to \mathbb{R}^\vee \) and we identify \( \mathbb{R}^\vee \) with \( \mathbb{R} \). Set \( \Delta = [0, c] \quad (c > 0) \). Define a homomorphism of \( \mathbb{Z} \)-module \( \beta : \mathbb{Z}_2 \to N \) by
\[
\beta(e_1) = (\mathbb{T}, -b) \quad \text{and} \quad \beta(e_2) = (\mathbb{T}, 1).
\]
The triple \( (N, \Delta, \beta) \) gives a stacky polytope and the polytope \( \Delta \) is described by the form
\[
\Delta = \{ \eta \in \mathbb{R} \mid \langle \eta, \beta(e_1) \otimes 1 \rangle \geq -c_1, \langle \eta, \beta(e_2) \otimes 1 \rangle \geq -c_2 \}
\]
Here \( c_1 = bc \) and \( c_2 = 0 \).

We construct explicitly the stack \( \mathcal{H}_\Delta \) associated to the stacky polytope \( (N, \Delta, \beta) \). Defining a homomorphism of \( \mathbb{Z} \)-modules \( \bar{\rho} : \mathbb{Z} \to \mathbb{Z}_2 \) by \( 1 \mapsto (a, ab) \), we obtain a short exact sequence of \( \mathbb{Z} \)-modules
\[
0 \longrightarrow \mathbb{Z} \overset{\rho}{\longrightarrow} \mathbb{Z}_2 \overset{\beta}{\longrightarrow} N \longrightarrow 0.
\]
Thus \( DG(\beta) = \mathbb{Z}^\vee \) and therefore \( G = \text{Hom}_\mathbb{Z}(DG(\beta), \mathbb{T}) = \mathbb{T} \). Applying the contravariant functor \( \text{Hom}_\mathbb{Z}(\mathbb{T}, \mathbb{T}) \), we have the short exact sequence of tori
\[
0 \longrightarrow G \overset{\rho}{\longrightarrow} \mathbb{T}_2 \overset{\sigma}{\longrightarrow} \text{Hom}_\mathbb{Z}(\mathbb{N}^\vee, \mathbb{T}) \longrightarrow 0.
\]
The weights of the \( G \)-action are \( w^1 = \rho^\vee(e^1) = a \) and \( w^2 = \rho^\vee(e^2) = ab \). The moment map of the \( G \)-action on \( \mathbb{C}^2 \) is given by
\[
\mu : \mathbb{C}^2 \to \mathbb{R}; \ (z_1, z_2) \mapsto \pi a |z_1|^2 + \pi ab |z_2|^2
\]
and \( \tau = c_1 w^1 + c_2 w^2 = abc \) is a regular value of \( \mu \). Therefore the stack \( \mu^{-1}(\tau)/G \) is the weighted projective stack \( \mathbb{CP}(a,ab) \).

Now Assumption 4.2 (i) holds while (ii)—the existence of prequantisation—is equivalent to \( abc \in Z \).

(i) \( \mathbb{CP}(1,2) \) \( (a = 1, b = 2) \)

The stack \( \mathcal{X}_\Delta \) admits a prequantisation if and only if \( 2c \in Z \).

\[
\begin{array}{c|cccccccc}
  c & 1/2 & 1 & 3/2 & 2 & 5/2 & 3 & 7/2 & 4 \\
  \tau & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
  \mathcal{D}(\mathcal{X}_\Delta) & 1 & 2 & 2 & 3 & 4 & 4 & 5 & \\
\end{array}
\]

(ii) \( \mathbb{CP}(1,3) \) \( (a = 1, b = 3) \)

The stack \( \mathcal{X}_\Delta \) admits a prequantisation if and only if \( 3c \in Z \).

\[
\begin{array}{c|cccccccc}
  c & 1/3 & 2/3 & 1 & 4/3 & 5/3 & 2 & 7/3 & 8/3 \\
  \tau & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
  \mathcal{D}(\mathcal{X}_\Delta) & 1 & 1 & 2 & 2 & 2 & 3 & 3 & 3 \\
\end{array}
\]

(iii) \( \mathbb{CP}(1,b) \) \( (a = 1) \)

The stack \( \mathcal{X}_\Delta \) admits a prequantisation if and only if \( bc(= \tau) \in Z \) and we have

\[
\mathcal{D}(\mathcal{X}_\Delta) = \lfloor c \rfloor + 1 = \left\lfloor \frac{\tau}{b} \right\rfloor + 1.
\]

Here \( \lfloor \rfloor \) is the floor function.

(iv) \( \mathbb{CP}(2,2) \) \( (a = 2, b = 1) \)

The stack \( \mathcal{X}_\Delta \) admits a prequantisation if and only if \( 2c(= \tau) \in Z \). However \( c_1 \in Z \) is equivalent to \( c \in Z \) (i.e. \( \tau \in 2Z \)). Therefore if \( c \not\in Z \), then \( \mathcal{D}(\mathcal{X}_\Delta) = 0 \) even though \( \mathcal{X}_\Delta \) admits a prequantisation.

\[
\begin{array}{c|cccccccc}
  c & 1/2 & 1 & 3/2 & 2 & 5/2 & 3 & 7/2 & 4 \\
  \tau & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
  \sharp(\Delta \cap N^\vee) & 1 & 2 & 2 & 3 & 4 & 4 & 5 & \\
  \mathcal{D}(\mathcal{X}_\Delta) & 0 & 2 & 0 & 3 & 0 & 4 & 0 & 5 \\
\end{array}
\]

(v) \( \mathbb{CP}(3,3) \) \( (a = 3, b = 1) \)

The stack \( \mathcal{X}_\Delta \) admits a prequantisation if and only if \( 3c(= \tau) \in Z \). However \( c_1 \in Z \) is equivalent to \( c \in Z \) (i.e. \( \tau \in 3Z \)). Therefore if \( c \not\in Z \), then \( \mathcal{D}(\mathcal{X}_\Delta) = 0 \) even though \( \mathcal{X}_\Delta \) admits a prequantisation.

\[
\begin{array}{c|cccccccc}
  c & 1/3 & 2/3 & 1 & 4/3 & 5/3 & 2 & 7/3 & 8/3 \\
  \tau & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
  \sharp(\Delta \cap N^\vee) & 1 & 1 & 2 & 2 & 2 & 3 & 3 & 3 \\
  \mathcal{D}(\mathcal{X}_\Delta) & 0 & 0 & 2 & 0 & 0 & 3 & 0 & 0 \\
\end{array}
\]
The stack \( \mathcal{X}_\Delta \) admits a prequantisation if and only if \( ac(=\tau) \in \mathbb{Z} \). However \( c_1 \in \mathbb{Z} \) is equivalent to \( c \in \mathbb{Z} \). Therefore if \( c \notin \mathbb{Z} \), then \( \mathcal{Q}(\mathcal{X}_\Delta) = 0 \) even though \( \mathcal{X}_\Delta \) admits a prequantisation. If \( c \in \mathbb{Z} \) (i.e. \( \tau \in a\mathbb{Z} \)), then \( \mathcal{Q}(\mathcal{X}_\Delta) = c + 1 = \frac{\tau}{a} + 1 \).

### 4.4 Relation between \( \mathcal{Q}(\mathcal{X}_\Delta) \) and the Hirzebruch–Riemann–Roch theorem

In the rest of the paper we stick with the complex analytic atlas \( Z_\Delta \rightarrow \mathcal{X}_\Delta \) and a holomorphic line bundle \( L \rightarrow \mathcal{X}_\Delta \) so that we can regard \( \mathcal{X}_\Delta \) as a Deligne–Mumford stack over the category of schemes over \( \mathbb{C} \) and \( L \) as an algebraic line bundle.

In the theory of (ordinary) quantisations, we define the quantisation space by the virtual vector space

\[
\sum_q (-1)^q H^q(\mathcal{X}_\Delta, L).
\]

The Euler characteristic \( \chi(\mathcal{X}_\Delta, L) \) of \( L \) is the dimension of the virtual vector space by definition.

If \( \mathcal{X}_\Delta \) is representable (i.e. \( \mathcal{X}_\Delta \) is a symplectic toric manifold), then we can see \( H^q(\mathcal{X}_\Delta, L) = 0 \) for \( q > 0 \) by applying the Demazure vanishing theorem. Therefore \( \mathcal{Q}(\mathcal{X}_\Delta) = \chi(\mathcal{X}_\Delta, L) \) holds. Unfortunately the Demazure vanishing theorem for the toric stack \( \mathcal{X}_\Delta \) has not been established yet.

Applying the Kodaira vanishing theorem [11], we can however see the identity \( \mathcal{Q}(\mathcal{X}_\Delta) = \chi(\mathcal{X}_\Delta, L) \) for many cases. In particular if \( \mathcal{X}_\Delta \) is Fano (e.g. a weighted projective stack), then the identity holds and we can apply the Hirzebruch–Riemann–Roch theorem for stacks [5] to compute \( \mathcal{Q}(\mathcal{X}_\Delta) \).

We check directly for the weighted projective stacks \( \mathbb{C}P(a, ab) \) \((a = 1) \) or \( b = 1) \) that \( \mathcal{Q}(\mathcal{X}_\Delta) \) agrees with the Euler characteristic of \( L \). See §4.3 for the notation for the stack and see Edidin [5] for the notation relating to the \( K \)-theory and the Hirzebruch–Riemann–Roch theorem.

Denote by \( \ell \) the \( G_\mathbb{C} \)-equivariant line bundle \( C_1 \rightarrow \text{pt} \). Then the representation ring \( R(C_\mathbb{C}) (= K_0(C_\mathbb{C}, \text{pt})) \) is isomorphic to \( \mathbb{Z}[\ell^\mathbb{Z}] \) and the bundle \( C_\mathbb{C} \rightarrow \text{pt} \) is \( \ell^\mathbb{C} \) in \( R(C_\mathbb{C}) \) (\( \tau \in \mathbb{Z} = \mathbb{Z}[\mathbb{Z}] \)). The terminal map \( Z_\Delta \rightarrow \text{pt} \) induces the module map \( R(G_\mathbb{C}) \rightarrow K_0(C_\mathbb{C}, \mathbb{C}^2 \setminus \{0\}) = K_0(\mathcal{X}_\Delta) \) and \( [L] = \ell^\mathbb{C} \) in \( K_0(\mathcal{X}_\Delta) \).

Applying the localisation theorem [17 Theorem 2.7], we can see that the module map is surjective and its kernel is generated by \( (\ell^a - 1)(\ell^{ab} - 1) \). Thus \( K_0(\mathcal{X}_\Delta) \cong \mathbb{Z}[\ell^\mathbb{Z}] / ((\ell^a - 1)(\ell^{ab} - 1)) \). The algebra \( K_0(\mathcal{X}_\Delta) \otimes \mathbb{C} \) is supported at the points \( 1, \zeta, \zeta^2, \ldots, \zeta^{ab-1} \) of \( \mathbb{C}^\times = \text{Spec}(R(C_\mathbb{C}) \otimes \mathbb{C}) \), where \( \zeta \) is a primitive \( ab \)-th root of unity.
The case of $\mathbb{C}P(1, b)$ ($a = 1$) we have

$$\chi(X_\Delta, \ell^\tau) = \int_{\mathbb{C}P(1,b)} \text{ch}(\ell^\tau) \text{Td}(\mathbb{C}P(1,b)) + \sum_{k=1}^{b-1} \int_{\mathbb{C}P(b)} \frac{\text{ch}(\zeta^k \ell^\tau)}{\text{ch}(1 - (\zeta^k \ell)^{b-1})} \text{Td}(\mathbb{C}P(b))$$

$$= \frac{2\tau + 1 + b}{2b} + \frac{1}{b} \sum_{k=1}^{b-1} \frac{\zeta^k}{1 - \zeta^k(b-1)}$$

$$= \left\lfloor \frac{\tau}{b} \right\rfloor + 1.$$

The case of $\mathbb{C}P(a,a)$ ($b = 1$), we have

$$\chi(X_\Delta, \ell^\tau) = \sum_{k=0}^{a-1} \int_{\mathbb{C}P(a,a)} \text{ch}(\zeta^k \ell^\tau) \text{Td}(\mathbb{C}P(a,a)) = \sum_{k=0}^{a-1} \frac{\zeta^k \tau + a}{a^2} = \begin{cases} \frac{1}{a} + 1 & \tau \in a\mathbb{Z}, \\ 0 & \tau \notin a\mathbb{Z}. \end{cases}$$
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