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Abstract

We propose a construction for spectral triple on algebras associated with subshifts. One-dimensional subshifts provide concrete examples $\mathbb{Z}$-actions on Cantor sets. The $C^*$-algebra of this dynamical system is generated by functions in $C(X)$ and a unitary element $u$ implementing the action. Building on ideas of Christensen and Ivan, we give a construction of a family of spectral triples on the commutative algebra $C(X)$. There is a canonical choice of eigenvalues for the Dirac operator $D$ which ensures that $[D, u]$ is bounded, so that it extends to a spectral triple on the crossed product.

We study the summability of this spectral triple, and provide examples for which the Connes distance associated with it on the commutative algebra is unbounded, and some for which it is bounded. We conjecture that our results on the Connes distance extend to the spectral triple defined on the noncommutative algebra.

---

*Supported in part by a grant from NSERC, Canada
1 Introduction

Alain Connes introduced the notion of a spectral triple which consists of a separable, infinite dimensional complex Hilbert space $\mathcal{H}$, a $\ast$-algebra of bounded linear operators on $\mathcal{H}$, $A$, and a self-adjoint unbounded operator $D$ such that $(1 + D^2)^{-1}$ extends to a compact operator. The key relation is, roughly, that for all $a$ in $A$, $[D, a] = Da - aD$ is densely defined and extends to a bounded operator [9]. The motivating example is where $A$ consists of the smooth functions on a compact manifold and $D$ is some type of elliptic differential operator.

In spite of its geometric origins, there has been considerable interest in finding examples where the algebra $A$ is the continuous functions on a compact, totally disconnected metric space with no isolated points. We refer to such a space as a Cantor set. The first example was given by Connes [8, 9, 10] but many other authors have also contributed: Sharp [26], Pearson–Bellissard [22], Christensen–Ivan [7], etc. Many of these results concern not just a Cantor set, but also some type of dynamical system on a Cantor set. Many such systems are closely related to aperiodic tilings and are important as mathematical models for quasicrystals.

We continue these investigations here by studying subshifts. Let $A$ be a finite set (called the alphabet). Consider $A^\mathbb{Z}$ with the product topology and the homeomorphism $\sigma$ which is the left shift: $\sigma(x)_n = x_{n+1}$, $n \in \mathbb{Z}$, for all $x$ in $A^\mathbb{Z}$. A subshift $X$ is any non-empty subset of $A^\mathbb{Z}$ which is closed and $\sigma(X) = X$ and is regarded with the map $\sigma|_X$ as a dynamical system.

Our aim here is to construct and study examples of spectral triples for the algebra of locally constant functions on $X$, which we denote $C_\infty(X)$. In addition, letting $C(X)$ denote the $C^*$-algebra of continuous functions on $X$ and $C(X) \times \mathbb{Z}$, which is generated by $C(X)$ and a canonical unitary which we denote $u$, we also consider the $\ast$-subalgebra of the crossed product generated by $C_\infty(X)$ and $u$.

Our construction is just a special case of that given by Christensen and Ivan for AF-algebras [7]. Given an increasing sequence of finite-dimensional $C^*$-algebras

$$A_1 \subseteq A_2 \subseteq A_3 \subseteq \cdots$$

one considers their union and a representation constructed by the GNS method. The same sequence of sets provides an increasing sequence of finite-dimensional subspaces for the associated Hilbert spaces which is used to construct the eigenspaces for the operator $D$. The one other piece of data needed for our construction is a $\sigma$-invariant measure with support $X$, which
we denote $\mu$.

Our case of the subshift has some special features. The first is that the sequence of finite-dimensional subalgebras we construct is canonical, arising from the structure as a subshift. Secondly, the choice of eigenvalues for the operator $D$ is constrained by the dynamics (see Theorem 3.2) in such a way that we find a canonical choice for $D$, which we denote by $D_X$.

One similarity with the situation of Christensen and Ivan is that our operator $D_X$ is positive, meaning that, at least to this point, it has no interesting index data, but is rather regarded as a noncommutative metric structure as in Rieffel’s work [23, 24].

We mention one other result by Bellissard, Marcolli and Rehmani [4] which is relevant and motivated our work. They begin with a spectral triple $(\mathcal{H}, A, D)$ and an action $\alpha$ of the integers on $A$ by automorphisms. Under the assumption that the action is quasi-isometric (that is, there is a constant $C \geq 1$ such that $C^{-1} \|[D, a]\| \leq \|[D, \alpha^n(a)]\| \leq C\|[D, a]\|$, for all $a$ in $A$ and $n$ in $\mathbb{Z}$, they construct a spectral triple for $A \times \mathbb{Z}$ satisfying certain conditions. Moreover, they show that every spectral triple on $A \times \mathbb{Z}$ satisfying these conditions arises this way. While this is a very good result, it is somewhat disappointing since the hypothesis of quasi-isometric is very strong and quite atypical in dynamical systems of interest. In fact, subshifts are expansive. That is, if $d$ is any metric on the shift space, there is a constant $\epsilon_0 > 0$ such that for every $x \neq y$, there is an integer $n$ with $d(\sigma^n(x), \sigma^n(y)) \geq \epsilon_0$. In some sense, this is the opposite of quasi-isometric. Of course, our spectral triples do not satisfy the conditions given in [4]. The key point is that the representation of $A \times \mathbb{Z}$ used in [4] is the left regular one on $\mathcal{H} \otimes \ell^2(\mathbb{Z})$. Our representations are on the Hilbert space $L^2(X, \mu)$, which may be regarded as more natural from a dynamical perspective.

We should also mention previous constructions of spectral triples for subshifts or tiling spaces. Kellendonk, Lenz and Savinien [18, 17] built spectral triples for the commutative algebra of one-dimensional subshifts. Their construction is similar to ours in the sense that it is based on the “tree of words” (which is related to our increasing family of subalgebras). In their papers, however, the algebra is represented on a Hilbert space of the form $\ell^2(E)$, where $E$ is a countable set built from a discrete approximation of the subshift. It is unclear how the shift action reflects on this set, and there doesn’t seem to be an obvious extension to the noncommutative algebra. They can still relate combinatorial properties of the subshift (namely the
property of being repulsive) to properties of the spectral triples. Their construction also seems to be topologically quite rich, as the $K$-homology class of their triple is in general not trivial. In a recent paper, Savinien extended some results to higher-dimensional tilings \[25\]. Previously, Whittaker \[27\] had proposed a spectral triple construction for some hyperbolic dynamical systems (Smale spaces), a family which contains self-similar tiling spaces. In Whittaker’s construction, the triple is defined on a noncommutative algebra which would corresponds to $C(X) \times Z$ in our case. His representation is however quite specific to the Smale space structure, and it is unclear how our construction compares to his.

This paper is organized as follows. In section 2, we discuss the basics of subshifts. This includes an introduction to three important classes which will be our main examples. The third section gives the construction of the spectral triples and some of their basic properties. In the fourth section, we establish results on the summability of the spectral triples. Leaving the precise statements until later, various aspects of summability are closely linked with the entropy of the subshift and also its complexity. In the fifth section, we discuss the Connes’ metric. At this point all of our results here deal with the algebra $C_\infty(X)$. We hope to extend these to $C_\infty(X) \times Z$ in future work. Again leaving the precise statements until later, it turns out that the behaviour of the Connes metric depends on very subtle properties of the dynamics and varies quite wildly between our three classes of examples.

**Summary of the main results**

Given a subshift $X$ with an invariant measure $\mu$, we represent $C(X) \times Z$ on $L^2(X, \mu)$. Let $C_\infty(X)$ be the algebra of locally constant functions on $X$. For any increasing sequence going to infinity $(\alpha_n)_{n \geq 0}$, we define a Dirac operator with these eigenvalues, so that $(C_\infty(X), L^2(X, \mu), D)$ is a spectral triple (Theorem 3.2). It extends to a spectral triple on $C_\infty(X) \times Z$ if and only if $(\alpha_n - \alpha_{n-1})$ is bounded. This leads to the definition of a canonical operator $D_X$ (with $\alpha_n = n$), which is studied in the rest of the paper (Definition 3.3).

The summability depends on the complexity of the subshift. The complexity counts the number of factors of length $n$ appearing in the subshift. If the subshift has positive entropy $h(X)$ (which corresponds to the complexity function growing exponentially), the summability of $e^{sD_X}$ depends on whether $s < h(X)$ or $s > h(X)$ (Theorem 4.1). In the case of zero entropy, the complexity may grow asymptotically like $n^d$ for some number $d$. Whether $D_X$ is $s$-summable then depends whether $s < d$ or $s > d$ (Theorem 4.2).
In the last section, we investigate the Connes metric for various subshifts. In this section, we focus on the spectral triple restricted to the commutative algebra $C_\infty(X)$. For (aperiodic, irreducible) shifts of finite type, the Connes metric is infinite (Theorem 5.8). For linearly recurrent subshifts (which include primitive substitution subshifts), the Connes metric is finite and induces the weak-* topology (Theorem 5.10). This result is positive in the sense that it includes many examples from one-dimensional tilings, including (primitive) substitution tilings. For Sturmian subshifts, the results depend rather subtly (but probably not surprisingly) on the continued fraction expansion of the irrational number which parameterizes the subshift. We show that there is a large class of numbers $\theta \in (0, 1)$ such that the subshift with parameter $\theta$ has finite Connes metric and induces the weak-* topology (Theorem 5.14). In particular, this is the case for almost all $\theta \in (0, 1)$ (for the Lebesgue measure). However, we also exhibit Sturmian subshifts having infinite Connes metric (Theorem 5.13).
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2 Subshifts

Let $A$ be a finite set. We let $\sigma : A^\mathbb{Z} \to A^\mathbb{Z}$ denote the left shift map. That is, $\sigma(x)_n = x_{n+1}$, for $x$ in $A^\mathbb{Z}$ and $n$ in $\mathbb{Z}$. Let $X \subset A^\mathbb{Z}$ be a subshift; that is, it is a closed subset with $\sigma(X) = X$. Let $\mu$ be a $\sigma$-invariant probability measure on $X$ with support equal to $X$. The existence of such a measure is a hypothesis on the subshift, but it is satisfied in most cases of interest.

For $m \geq 1$, we let $X_m$ denote the words in $X$ of length $m$. That is, we have

$$X_m = \{(x_1, x_2, \ldots, x_m) \mid x \in X\}.$$ 

We say that such finite words are admissible. For convenience, we let $X_0$ be the set consisting of the empty word, which we denote $\varepsilon$. For $w$ in $X_n$, we define the associated cylinder set

$$U(w) = \{x \in X \mid (x_{-m}, \ldots, x_m) = w\}, n = 2m + 1,$$

$$U(w) = \{x \in X \mid (x_{1-m}, \ldots, x_m) = w\}, n = 2m.$$
We let $\xi(w)$ be the characteristic function of $U(w)$. The set $U(w)$ is clopen and $\xi(w)$ lies in both $C(X)$ and $L^2(X, \mu)$. We let $\mu(w) = \mu(U(w))$, for convenience. The fact that we assume the support of $\mu$ is $X$ means that $\mu(w) \neq 0$, for any word $w$.

We define $\pi : X_m \to X_{m-1}$, for $m > 1$, by

$$\pi(w_{-m}, \ldots, w_m) = (w_{1-m}, \ldots, w_m) \quad \text{if } n = 2m + 1,$$

$$\pi(w_{1-m}, \ldots, w_m) = (w_{1-m}, \ldots, w_{m-1}) \quad \text{if } n = 2m.$$ 

We extend this to $m = 1$ by defining $\pi(a)$ to be the empty word, for all $a$ in $X_1$. We also define $U(\varepsilon)$ to be $X$. Notice with this indexing, we have $U(\pi(w)) \supseteq U(w)$, for all $w$ in $X_n, n > 1.$

Of course, the function $\pi$ may be iterated and for all positive integers $k$, $\pi^k : X_n \to X_{n-k}$. Unfortunately for us, this will usually appear as $\pi^{n-m} : X_n \to X_m$, when $n > m$. For convenience, we let $\pi_m$ be the map defined on the union of all $X_n, n > m$, which is $\pi^{n-m}$ on $X_n$. Thus $\pi_m : \cup_{n>m} X_n \to X_m$. We also extend this function to be defined on $X$ by

$$\pi_{2m+1}(x) = (x_{-m}, \ldots, x_m),$$
$$\pi_{2m}(x) = (x_{1-m}, \ldots, x_m).$$

Observe that if $w$ is in $X_n$ then $\#\pi^{-1}\{w\} > 1$ if and only if, for any $w'$ with $\pi(w') = w$, we have $U(w) \supseteq U(w')$. For $n \geq 1$, we denote by $X_n^+$ the $w$ in $X_n$ satisfying either condition. Such words are called (left- or right-) special words.

Of basic importance in the dynamics of subshifts is the complexity of the shift $X$, which is simply $\#X_n, n \geq 1$, regarded as a function on the natural numbers. Notice first that if $X = A^\mathbb{Z}$ is the full shift, then the number of words of length $n$ is simply $(\#A)^n$, for $n \geq 1$. More generally, if $X$ is a somewhat large subset of $A^\mathbb{Z}$, then we reasonably expect the growth of the complexity to be exponential. To capture the base of the exponent, the entropy of $X$, denoted $h(X)$, is defined to be

$$h(X) = \lim_{n \to \infty} \frac{\log(\#X_n)}{n} = \inf \left\{ \frac{\log(\#X_n)}{n} : n \geq 1 \right\}.$$ 

Of course, it is a non-trivial matter to see both the limit and the infimum exist, as well as the fact they are equal. This “configuration entropy” or “patch-counting entropy” agrees with the topological entropy for the dynamical system. See [20] [3]. Secondly, there is some variation in the literature in dynamical systems as to the base with which the logarithm should be taken. We will use log to mean natural logarithm throughout.
We also define $R(w)$ for any $w$ in $\bigcup_{n \geq 1} X_n$

$$R(w) = \sup \left\{ \frac{\mu(w)}{\mu(w')} | \pi(w') = w \right\}.$$ 

Notice that $R(w) \geq 1$, with strict inequality if and only if $w$ is in $\bigcup_n X_n^+$.

**Lemma 2.1.** For any $w$ in $X_n^+, n \geq 1$ and $w'$ with $\pi(w') = w$, we have

$$\left( \frac{\mu(w)}{\mu(w')} - 1 \right)^{-1} \leq R(w).$$

**Proof.** Let $\pi^{-1}\{w\} = \{w_1, \ldots, w_I\}$, arranged so that $\mu(w_1) \leq \mu(w_2) \leq \ldots \leq \mu(w_I)$. Since $w$ is in $X_n^+$, we know that $I \geq 2$. Since $U(w)$ is the disjoint union of the sets $U(w_i), 1 \leq i \leq I$, we have $\mu(w_1) + \mu(w_2) + \ldots + \mu(w_I) = \mu(w)$. It follows that for any $1 \leq i \leq I$, we have

$$\left( \frac{\mu(w)}{\mu(w_i)} - 1 \right)^{-1} = \frac{\mu(w_i)}{\mu(w) - \mu(w_i)} \leq \frac{\mu(w_i)}{\mu(w)} = R(w).$$

2.1 Shifts of finite type

Let $G = (G^0, G^1, i, t)$ be a finite directed graph. That is, $G^0, G^1$ are finite sets (representing the vertices and edges, respectively) and $i, t$ (meaning 'initial' and 'terminal') are maps from $G^1$ to $G^0$.

The set of edges in the graph is our symbols, $A = G^1$, and $X^G$ consists of all doubly infinite paths in the graph. That is, we have

$$X^G = \{(x_n)_{n \in \mathbb{Z}} | x_n \in G^1, t(x_n) = i(x_{n+1}), \text{ for all } n \in \mathbb{Z}\}.$$ 

Associated to the graph $G$ is an incidence matrix $A$. It is simplest to describe if we set $G^0 = \{1, 2, \ldots, I\}$, for some positive integer $I$. In the case, $A$ is $I \times I$ and

$$A_{i,j} = \#\{e \in G^1 | i(e) = i, t(e) = j\}, \ 1 \leq i, j \leq I.$$ 

For any $n \geq 1, 1 \leq i, j \leq I$, $A^n_{i,j}$ equals the number of paths of length $n$ from $i$ to $j$.

We say that $G$ is irreducible if for each $i, j$, there exists $n$ with $A^n_{i,j} > 0$. We say that $G$ is aperiodic if $X^G$ is infinite. In this case, the matrix $A$ has a unique positive eigenvalue of maximum absolute value called the Perron
eigenvalue, which we denote by $\lambda_G$. We denote $u_G$ and $v_G$ (or simply $u$ and $v$) respectively the left and right eigenvectors associated with $\lambda_G$, normalised such that $\sum_k v_k = 1$ and $\sum_k u_k v_k = 1$.

Then the subshift has a unique invariant measure of maximal entropy (see for example [11]) which we refer to as the Parry measure. It is defined by

$$\mu(w_1, \ldots, w_n) = u_{t(w_1)} v_{t(w_n)} \lambda^{-(n-1)}.$$  \hspace{1cm} (1)

We remark that if $G$ is an irreducible graph, then the entropy of the associated shift of finite type is $h(X^G) = \log(\lambda_G)$.

### 2.2 Linearly recurrent subshifts

Linear recurrence (or linear repetitivity) is a very strong regularity condition for a subshift. The name refers to estimates on the size of the biggest gap between successive repetitions of patterns of a given size. Equivalently, it refers to the biggest return times in small neighbourhoods of a given size in the dynamical system $(X, \mathbb{Z})$

**Definition 2.2.** If $w$ is a finite word admissible word of a subshift $X$, a right return word to $w$ of $X$ is any word $r$ such that: – $rw$ is admissible; – $w$ is a prefix of $rw$; – there are exactly two occurrences (possibly overlapping) of $w$ in $rw$.

**Definition 2.3.** A minimal subshift $X$ is linearly recurrent if there exists a constant $K$ such that for all $n \in \mathbb{N}$, any word $w \in X_n$ and any right return word $r \to w$, we have

$$|r| \leq K |w|.$$  

It is a bound on the return time in the cylinders $U(w)$ for $w \in X_n$: for any $x \in U(w)$, there is $0 < k \leq K |w|$ such that $\sigma^k(x) \in U(w)$.

Here are a few important consequences of linear recurrence.

**Proposition 2.4** (Durand [12, 13]). Let $X$ be a linearly recurrent subshift. Then $(X, \sigma)$ is uniquely ergodic.

**Proposition 2.5** (Durand [12, 13]). Let $X$ be a linearly recurrent subshift with constant $K$, and $\mu$ be its unique invariant measure. Then for all $n \in \mathbb{N}$ and all $w \in X_n$,

$$\frac{1}{K} \leq n \mu(w) \leq K.$$  \hspace{1cm} (2)
This presentation is actually somewhat backwards. In [12], Durand proves that equation (2) holds for any invariant measure, and uses it in conjunction with a result of Boshernitzan [6] to prove unique ergodicity.

**Proposition 2.6** (Durand [12, 13]). Let $(X, \sigma)$ be a linearly recurrent subshift with constant $K$. Then

- Any right return word $r$ to $w \in X_n$ has length at least $|r| > |w|/K$;
- For any fixed $w \in X_n$, there are at most $K(K+1)^2$ return words to $w$.

Also proved in [12], is the fact that any linearly recurrent subshift has sub-linear complexity (in the sense that $\#X \leq Cn$ for some constant $C$).

Proposition 2.5 has an immediate consequence.

**Lemma 2.7.** Let $X$ be a linearly recurrent subshift. Then there exists a constant $C > 1$ such that for all $w \in X_n^+$,

$$C^{-1} \leq R(w) \leq C.$$

### 2.3 Substitutions

Let $A$ be a finite set and $A^*$ denote the set of all finite words in $A$. That is, if we consider $X = A^\mathbb{Z}$, then $A^*$ is the union of $X_n$, over all $n \geq 1$.

A substitution $\omega$ is a map from $A$ to $A^*$. This map can be extended to $A^*$ by setting

$$\omega(a_1a_2\cdots a_l) = \omega(a_1)\omega(a_2)\cdots \omega(a_l).$$

Associated with $\omega$ is a matrix, which we denote by $\Omega$. Here it is convenient if we list $A$ as $\{a_1, a_2, \ldots, a_I\}$. Then $\Omega$ is an $I \times I$ matrix whose $i, j$ entry is the number of occurrences of $a_i$ in $\omega(a_j)$, for all $1 \leq i, j \leq I$. It is an easy exercise to prove that the $i, j$ entry of $\Omega^k$ is the number of occurrences of $a_i$ in $\omega^k(a_j)$, for all $k \geq 1$.

We say that $\omega$ is **primitive** if $\#A > 1$ and, for some positive integer $k$, $\Omega^k$ has no zero entries.

**Definition 2.8.** The subshift associated with the substitution $\omega$, noted $X^\omega$, is the set of all words $w$ which satisfy: $\forall n \in \mathbb{Z}, \forall k \geq 0$, the word $w_n \ldots w_{n+k}$ appears as a subword in some $\omega^l(a_i)$ for some letter $a_i$ and some integer $l$. It is known that it is a minimal subshift when the substitution is primitive.

As noted before, subshifts associated with a primitive substitution are linearly recurrent (see [15], for example). Therefore, any result which applies to linearly recurrent subshifts also applies to primitive substitution.
subshifts. In particular, as for linearly recurrent subshift, the complexity function of substitution subshifts is bounded above by a linear function. As examples, the Thue–Morse or the Fibonacci words are substitutive, and are also linearly recurrent.

2.4 Sturmian systems

There are many different equivalent ways to define a Sturmian sequence (see [2], for example). We give here the definition as the coding of an irrational rotation of angle $\theta$ on a circle. A crucial ingredient to identify properties satisfied by a Sturmian sequence is the continued fraction expansion of the number $\theta$. We recall a few properties. The results on continuous fraction, which are stated here without proof, can be found in the book by Khinchin\(^1\) [19].

Let $\theta$ be a real number, which we assume irrational. Let $\theta_0 = \theta$ and $\theta_1 = \{\theta\}$ the fractional part of $\theta$, so that $\theta = a_0 + \theta_1$, with $a_0 \in \mathbb{N}$. Then there are a unique $a_1 \in \mathbb{N}$ and $0 < \theta_2 < 1$ such that

$$\theta = a_0 + \frac{1}{a_1 + \theta_2},$$

namely $a_1 = \lfloor 1/\theta_1 \rfloor$ and $\theta_2 = \{1/\theta_1\}$.

By iteration, there is a sequence $a_2, a_3, \ldots$ of positive integers such that for all $n$,

$$\theta = a_0 + \frac{1}{a_1 + \frac{1}{\ddots + \frac{1}{a_n + \theta_{n+1}}}}.$$

The number $\theta$ is entirely determined by the sequence of partial quotients $(a_n)_{n \geq 0}$, and we write $\theta = [a_0; a_1, a_2, \ldots]$.

The finite continued fraction

$$[a_0; a_1, \ldots, a_n] = a_0 + \frac{1}{a_1 + \frac{1}{\ddots + \frac{1}{a_n}}}$$

is called the $n$-th convergent. It is a rational number, which has a unique representation as an irreducible fraction $p_n/q_n$.

\(^1\)Also transcribed “Khinchine” in the French-language publications.
It is a standard result that \( p_n \) and \( q_n \) satisfy the recurrence relations

\[
\begin{align*}
p_n &= a_n p_{n-1} + p_{n-2} \\
q_n &= a_n q_{n-1} + q_{n-2}
\end{align*}
\]

with the convention \( p_{-2} = 0, \ p_{-1} = 1 \)

\( q_{-2} = 1, \ q_{-1} = 0 \).

**Lemma 2.9.** Let \( 0 < \theta < 1 \) be irrational, so that \( \theta = [0; a_1, a_2, \ldots] \). Let \((\theta_n)_{n \geq 0}\) be defined as above. We define \( \lambda_n(\theta) \) (or just \( \lambda_n \)) by \( \lambda_n = \prod_{i=1}^{n} \theta_i \), for \( n \geq 1 \) (with the convention \( \lambda_0 = 1 \)). Let \( p_n/q_n \) be the \( n \)-th convergent. Then the following holds.

1. For all \( n \),
\[
\theta = \frac{\theta_{n-1} p_{n-1} + p_{n-2}}{\theta_{n-1} q_{n-1} + q_{n-2}}.
\]

2. For all \( n \), \( q_n p_{n-1} - p_n q_{n-1} = (-1)^n \).

3. For all \( n \), \( \theta_{n-1} q_{n-1} + q_{n-2} = \lambda_{n-1} \).

**Proof.** The first two points are classic (see for example [19]). The third point is proved by induction. For \( n = 1 \), this is the equality \( \theta_{1-1} = \lambda_{1-1} \). Assume it holds for fixed \( n \). Then

\[
\begin{align*}
\theta_{n+1} q_n + q_{n-1} &= \theta_{n+1} ((a_n + \theta_{n+1}) q_{n-1} + q_{n-2}) \\
&= \theta_{n+1} \theta_{n-1} q_{n-1} + q_{n-2} \\
&= \theta_{n+1} \lambda_{n-1} = \lambda_{n+1}.
\end{align*}
\]

**Definition 2.10.** Sturmian sequences of irrational parameter \( 0 < \theta < 1 \) are defined as the sequences \( w \in \{0, 1\}^\mathbb{Z} \) such that

\[
w_n = \begin{cases} 0 & \text{if } \{n \theta - x\} \in I, \\ 1 & \text{otherwise,}
\end{cases}
\]

where \( x \) is a real number, \( \{y\} = y - \lfloor y \rfloor \) is the fractional part of the real number \( y \), and \( I \) is either \([0, 1 - \theta)\) or \((0, 1 - \theta]\)

Let \( X^\theta \) be the set of all Sturmian sequences of parameter \( \theta \).

It is well known that \( X^\theta \) is a closed shift-invariant subspace of the full shift. By irrationality of \( \theta \), it is aperiodic and minimal.

**Proposition 2.11.** If \( X^\theta \) is a Sturmian subshift with irrational \( \theta \), then \( \#X_n^\theta = n + 1 \). It implies that \( \#(X_n^\theta)^+ = 1 \) for all \( n \).
As a consequence of Weyl’s equidistribution theorem, the subshift is uniquely ergodic, and the frequency of the letter 1 is equal to the length of the interval $I$, i.e. $\theta$ (the frequency of the letter 1 is defined as the measure of the cylinder set associated with the word $1 \in X^\theta_1$ for the unique invariant measure; it coincide with a notion of frequency that one would spontaneously like to define given the name “frequency”).

The measure of the cylinder sets for a Sturmian subshift is very well controlled in terms of the partial quotients. The following theorem of is a close relative of the three distance theorem, but it is remarkable that it can be proved by using techniques of word combinatorics (namely the Rauzy graph, see [5, 1]).

**Theorem 2.12** (Berthé). Let $X^\theta$ be a Sturmian subshift, and $m \in \mathbb{N}$. Then the set $\{\mu(w) ; w \in X^\theta_m\}$ contains at most three values; when it contains three values, one is the sum of the two others.

More precisely, if $kq_n + q_{n-1} \leq m < (k + 1)q_n + q_{n-1}$ for some $n \geq 1$ and $0 < k \leq a_{n+1}$, then the frequencies $\mu(w)$ for $w \in X^\theta_m$ are in the set:

$$\{(-1)^n (kp_n + p_{n-1} - \theta(kq_n + q_{n-1})) , \, (-1)^n (\theta q_n - p_n) ,$$

$$(-1)^n ((k-1)p_n + p_{n-1} - \theta((k-1)q_n + q_{n-1}))\}. \tag{3}$$

If $m = (k + 1)q_n + q_{n-1} - 1$ (still for $n \geq 1$ and $0 < k \leq c_{n+1}$), then the third frequency does not occur.

This theorem is equivalent to the following (maybe less intimidating) statement, which uses the quantities $\lambda_n$.

**Corollary 2.13.** Let $X^\theta$ be a Sturmian subshift of parameter $0 < \theta < 1$ irrational. If $kq_n + q_{n-1} \leq m < (k + 1)q_n + q_{n-1}$ for some $n \geq 1$ and $0 < k \leq a_{n+1}$, then the frequencies $\mu(w)$ ($w \in X^\theta_m$) are in the set:

$$\{\lambda_n - k\lambda_{n+1}, \, \lambda_{n+1}, \, (\lambda_n - (k-1)\lambda_{n+1})\}.$$

If $m = (k + 1)q_n + q_{n-1} - 1$, the third frequency does not occur.

Remark in particular that if $m = q_n + q_{n-1} - 1 = (a_n + 1)q_{n-1} + q_{n-2} - 1$, then the $\mu(w)$ is either $\lambda_n$ or $\lambda_{n-1} - a_n \lambda_n = \lambda_{n+1}$ for $w \in X^\theta_m$. 
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Proof. It is enough to show that $kp_n + p_{n-1} - \theta(kq_n - q_{n-1}) = (-1)^n(\lambda_n - k\lambda_{n+1})$. We use in succession points 1, 2 and 3 of Lemma 2.9 to compute:

$$kp_n + p_{n-1} - \theta(kq_n + q_{n-1})$$

$$= \frac{(kp_n + p_{n-1})(\theta^{-1}_{n+1}q_n + q_{n-1}) - (kq_n + q_{n-1})(\theta^{-1}_{n+1}p_n + p_{n-1})}{(\theta^{-1}_{n+1}q_n + q_{n-1})}$$

$$= \lambda_{n+1}((-\theta^{-1}_{n+1} - k)(q_n p_{n-1} - p_n q_{n-1}))$$

$$= (-1)^n(\lambda_n - k\lambda_{n+1}).$$

$\square$

3 Spectral triples

We consider the crossed product $C^*$-algebra $C(X) \times \mathbb{Z}$, which is generated by $f \in C(X)$ and a unitary $u$ satisfying $uf = f \circ \sigma^{-1}u$, for all $f$ in $C(X)$. This is represented on $L^2(X, \mu)$ by

$$(f\xi)(x) = f(x)\xi(x),$$

$$(u\xi)(x) = \xi(\sigma^{-1}(x)),$$

for $\xi$ in $L^2(X, \mu)$, $f$ in $C(X)$ and $x$ in $X$.

Let $C_0 = \mathbb{C}1$ be the constant functions and $C_n = \text{span}\{\xi(w) \mid w \in X_n\}$, for $n \geq 1$. Notice that $C_0 \subset C_1 \subset C_2 \cdots$, each $C_n$ is a finite-dimensional subspace of $L^2(X, \mu)$ and a finite-dimensional $*$-subalgebra of $C(X)$. Moreover, the union of the $C_n$ is dense in both, with the appropriate norms. For convenience, let $C_{-1} = \{0\}$. Let $P_n$ denote the orthogonal projection of $L^2(X, \mu)$ on $C_n$, for each non-negative $n$. We let $C_\infty(X) = \cup_{n=1}^\infty C_n$. We will denote by $C_\infty(X) \times \mathbb{Z}$ the $*$-algebra of operators on $L^2(X, \mu)$ generated by $C_\infty(X)$ and $u$.

As we indicated above, our main interest is in the crossed product $C(X) \times \mathbb{Z}$. We have here a specific representation of this $C^*$-algebra, but it is a reasonable question to ask if it is faithful. First, the representation of $C(X)$ on $L^2(X, \mu)$ is faithful since we assume our measure $\mu$ has support equal to $X$. Secondly, we use the fact that, if our system is topologically free, that is, for every $n$ in $\mathbb{Z}$, the set $\{x \in X \mid \sigma^n(x) = x\}$ has empty interior in $X$, then every non-trivial, closed, two-sided ideal in $C(X) \times \mathbb{Z}$ has a non-trivial intersection with $C(X)$. (See [1] for a precise statement.) In our case, since the representation of $C(X)$ is faithful, so is that of $C(X) \times \mathbb{Z}$, provided our system is topologically free. We make this assumption implicitly from now on and remark that it holds in all of our examples.
We define an operator $D$ as follows. First, we choose a strictly increasing sequence of positive real numbers, $\alpha_n, n \geq 0$. We define

$$D = \left\{ \sum_{n \geq 0} \xi_n \mid \xi_n \in C_n \cap C_{n-1}^\perp, \sum_n (\alpha_n \|\xi_n\|)^2 < \infty \right\}$$

We define

$$D\xi = \alpha_n \xi, \xi \in C_n \cap C_{n-1}^\perp.$$

**Lemma 3.1.** Let $n \geq 0$. For all $f$ in $C_n$, we have

1. $fC_m \subset C_m$, for all $m \geq n$,
2. $fD \subset D$,
3. $[D, f]|C_{n-1}^\perp = 0$.

**Proof.** For the first item, we know that $C_n \subset C_m$ whenever $m \geq n$ and that $C_m$ is a unital subalgebra so that $fC_m \subset C_n C_m \subset C_m C_m = C_m$. For the second, suppose that $\xi$ is in $C_m \cap C_{m-1}^\perp$, for some $m > n$. $C_m$ and $C_{m-1}$ are invariant under $C_n$. Hence so is $C_{m-1}^\perp$ and $C_m \cap C_{m-1}^\perp$. The second part follows from this. On the space $C_m \cap C_{m-1}^\perp$, $D$ is a scalar and hence commutes with $f$. Taking direct sums over all $m > n$ yields the result.

**Theorem 3.2.** Let $X$ be a subshift.

1. $(C_\infty(X), L^2(X, \mu), D)$ is a spectral triple if and only if the sequence $\alpha_n, n \geq 0$ tends to infinity.
2. $[D, u]$ extends to a bounded linear operator on $L^2(X, \mu)$ if and only if $\alpha_n - \alpha_{n-1}, n \geq 1$ is bounded.
3. $(C_\infty(X) \times \mathbb{Z}, L^2(X, \mu), D)$ is a spectral triple if and only if the sequence $\alpha_n, n \geq 0$ tends to infinity and $\alpha_n - \alpha_{n-1}, n \geq 1$ is bounded.

We use here Connes’ definition of a spectral triple (or $K$-cycle) [10, Chapter IV-2] (see also [16, Def. 9.16]). There is a variety of conditions that may be required on a spectral triple depending on the context. For example, in the context of quantum spaces, Rieffel [23, 24] requires that a certain metric induced by $D$ on the state space of the algebra coincides with the weak-* topology. We make no such assumption at this stage, however we shall investigate this Connes metric in Section 4.

Remark also that we defined $D$ to be a positive operator. It follows that the associated Fredholm module has a trivial class in $K$-homology and carries no index data.
Proof. We see from the third part of Lemma 3.1 that for any \( f \) in \( C_\infty(X) \), \( f \) maps the domain of \( D \) to itself and from the final part, \([D, f]\) obviously extends to a bounded linear operator on \( L^2(X, \mu) \). The final condition is that \((1 + D^2)^{-1}\) is compact, which is evidently equivalent to its eigenvalues converging to zero, and also to the sequence \( \alpha_n, n \geq 0 \) tending to infinity.  

Fix a positive integer \( n \) and let \( \mathcal{P}_n \) be the partition of \( X \) given by the cylinder sets: \( \{U(w) \mid w \in X_n\} \). It is can easily be seen that the partition \( \sigma(\mathcal{P}_n) = \{\sigma(U(w)) \mid w \in X_n\} \) is clearly finer than \( \mathcal{P}_{n-2} \) while it is coarser than \( \mathcal{P}_{n+2} \). (It is probably easiest to check the cases of \( n \) even and odd separately.) From this it follows that \( C_{n-2} \subset uC_n \subset C_{n+2} \). Hence, we also have \( C_{n-2}^\perp \subset uC_n^\perp \subset C_{n+2}^\perp \) as well. Let \( \xi \) be any vector in \( C_n \cap C_{n-1}^\perp \). We know that \( u\xi \) is in \( C_{n+2} \cap C_n^\perp \) and on this space, which is invariant under \( D \), we have \( \alpha_{n-2} \leq D \leq \alpha_{n+2} \). Now, we compute

\[
[D, u]\xi = Du\xi -uD\xi = Du\xi - \alpha_n u\xi = (D - \alpha_n)u\xi,
\]

and the conclusion follows.

In particular cases, we will consider the following spectral triple.

**Definition 3.3.** Let \( X \) be a subshift and let \( \mu \) be a \( \sigma \) invariant probability measure with support \( X \). The spectral triple \((C_\infty(X), L^2(X, \mu), D_X)\) is defined as above, associated with the sequence \( \alpha_n = n \).

**Theorem 3.4.** Let \( X \subseteq A^\mathbb{Z} \) and \( X' \subseteq A'^\mathbb{Z} \) be subshifts with invariant probability measures \( \mu \) and \( \mu' \), respectively. If there exists a homeomorphism \( h : X \to X' \) such that \( h \circ \sigma_X = \sigma_{X'} \circ h \) and \( h^*(\mu') = \mu \), then \( v\xi = \xi \circ h \) is a unitary operator from \( L^2(X', \mu') \) to \( L^2(X, \mu) \) such that

1. \( vC_\infty(X')^*v = C_\infty(X) \),
2. \( vu_X^*v = u_X \),
3. \( v \) maps the domain of \( D_{X'} \) onto the domain of \( D_X \) and \( vD_{X'}v^* - D_X \) is bounded.

**Proof.** That \( v \) is unitary and the first two parts of the conclusion all follow trivially from the hypotheses. For the last part, we use the result of Curtis–Lyndon–Hedlund \([21, \text{Theorem 6.2.9}]\) that \( h \) arises from a sliding block code.
That is, there exist positive integers \( M, N \) and function \( h_0 : X_{N+M+1} \to A' \) such that
\[
h(x)_n = h_0(x_{n-M} \ldots x_{n+N}),
\]
for all \( x \) in \( X \). We lose no generality in assuming that \( M = N \). It then easily follows that for any \( w \) in \( X_n, n > N, h(U(w)) \) is contained in \( U'(w') \), where \( w' \) is in \( X_{n-2N} \) and is given by \( w'_i = h_0(w_{i-N} \ldots w_{i+N}) \), for all appropriate \( i \). It follows that
\[
v_{C_{n-2N}^v} \subseteq C_n.
\]
A similar result also holds for \( h^{-1} \) and we may assume without loss of generality, it uses the same \( N \). This means that
\[
v_{C_n^v} \supseteq C_{n-2N},
\]
as well. From these two facts, it is easy to see that \( \|v_{D_X} v^* - D_X\| \leq 2N \). \( \square \)

4 Summability

In this section, we consider the summability of the operator \( D_X \), for a shift space \( X \) as in Definition 3.3.

For any shift space \( X \), recall that the complexity of \( X \) is \( \#X_n \), regarded as a function on the natural numbers, \( n \). Also, that the entropy of the shift \( X \), which we denote by \( h(X) \), is given by
\[
h(X) = \lim_{n \to \infty} \frac{\log(\#X_n)}{n}.
\]
Also note that in our construction earlier, \( \dim(C_n) = \#X_n \), for all \( n \geq 1 \), while \( \dim(C_n \cap C_{n-1}^\perp) = \#X_n - \#X_{n-1} \), for all \( n \geq 0 \). Also recall, that on the space \( C_n \cap C_{n-1}^\perp \), the operator \( D_X \) is the scalar \( n \geq 0 \).

**Theorem 4.1.** Let \( X \subset A^\mathbb{Z} \) be a subshift and \( D_X \) be defined as in Definition 3.3.

1. If \( s > h(X) \), then \( e^{-sD_X} \) is trace class.
2. If \( s > 0 \) is such that \( e^{-sD_X} \) is trace class, then \( s \geq h(X) \).

**Proof.** For the first part, choose \( s > s' > h(X) \). There exists \( n_0 \geq 1 \) such that \( \frac{1}{n} \log(\#X_n) < s' \), for all \( n \geq n_0 \). Hence, we have \( \#X_n \leq e^{ns'} \) and \( e^{-sn} \#X_n \leq e^{n(s'-s)} \), for \( n \geq n_0 \). Since \( s' < s \), the series \( e^{n(s'-s)} \) is a summable geometric series. It follows that \( e^{-sn} \#X_n \) is also summable.
Also, we have

$$\text{Tr}(e^{-sD_X}) = \sum_{n=0}^{\infty} e^{-sn} \dim(C_n \cap C_{n-1}^\perp)$$

$$\leq \sum_{n=0}^{\infty} e^{-sn} \dim(C_n)$$

$$= \sum_{n=0}^{\infty} e^{-sn} \#X_n.$$

This completes the proof of the first part.

Conversely, suppose that $e^{-sD_X}$ is trace class. This operator is positive and its trace is

$$\text{Tr}(e^{-sD_X}) = \sum_{n=0}^{\infty} e^{-sn}(\dim(C_n) - \dim(C_{n-1})).$$

The $N$-th partial sum of this series is

$$\sum_{n=0}^{N} e^{-sn}(\dim(C_n) - \dim(C_{n-1})) = \sum_{n=0}^{N-1} (e^{-sn} - e^{-s(n+1)}) \dim(C_n)$$

$$+ e^{-sN} \dim(C_N)$$

$$\geq \sum_{n=0}^{N-1} (1 - e^{-s})e^{-sn} \dim(C_n)$$

Since the left-hand side converges, the series $\sum e^{-sn} \dim(C_n)$ is convergent and hence the terms go to zero. On the other hand, we have

$$0 = \lim_{n \to \infty} e^{-sn} \dim(C_n)$$

$$= \lim_{n \to \infty} e^{-sn + \log(\dim(C_n))}$$

$$= \lim_{n \to \infty} (e^{-s\frac{1}{n}\log(\#X_n)})^n$$

We conclude that for $n$ sufficiently large, $e^{-s\frac{1}{n}\log(\#X_n)}$ is less than 1. On the other hand we know that $\frac{1}{n}\log(\#X_n)$ tends to $h(X)$. The conclusion follows.

\[ \square \]

**Theorem 4.2.** Let $X \subset \mathcal{A}^Z$ be a subshift and $D_X$ be defined as in Definition 3.3.
1. If, for some constants $C, s_0 \geq 1$, $\#X_n \leq Cn^{s_0}$, for all $n \geq 1$, then $D_X$ is $s$-summable for all $s > s_0$.

2. If $D_X$ is $s$-summable for some $s > 0$, then there exists $C \geq 1$ such that $\#X_n \leq Cn^s$, for $n \geq 1$.

Proof. For the first part, let $s > s_0$ and compute

$$\text{Tr}((1 + D_X^2)^{-s/2}) = \lim_{N \to \infty} \sum_{n=0}^{N} (1 + n^2)^{-s/2} (\dim(C_n) - \dim(C_{n-1}))$$

$$= \lim_{N \to \infty} \sum_{n=1}^{N} \left( (1 + n^2)^{-s/2} - (1 + (n+1)^2)^{-s/2} \right) \dim(C_n)$$

$$+ (1 + N^2)^{-s/2} \dim(C_N)$$

For the second term, we have

$$\lim_{N \to \infty} (1 + N^2)^{-s/2} \dim(C_N) \leq \lim_{N \to \infty} (1 + N)^{-s} \dim(C_N) = 0,$$

from the hypothesis. For the first term, we denote

$$S_N := \sum_{n=1}^{N} ( (1 + n^2)^{-s/2} - (1 + (n+1)^2)^{-s/2} ) \dim(C_n)$$

for convenience. Consider the function $f(x) = -(1 + x^2)^{-s/2}$. Its derivative is $f'(x) = sx(1 + x^2)^{-s/2-1}$ which is positive and decreasing for $x \geq 1$. By an application of the mean value theorem to this function on the interval $[n, n+1]$, we obtain

$$(1 + n^2)^{-s/2} - (1 + (n+1)^2)^{-s/2} \leq sn(1 + n^2)^{-s/2-1} \leq sn^{-s-1}.$$ 

Multiplying by $\dim(C_n)$ and summing, we obtain

$$S_N \leq s \sum_{n=1}^{N} n^{-s-1} \dim(C_n)$$

$$\leq s \sum_{n=1}^{N} n^{-s_0} \dim(C_n)n^{-s+s_0-1}$$

$$\leq s \sum_{n=1}^{N} Cn^{-s+s_0-1}$$
\[ \leq s \sum_{n=1}^{\infty} C_n^{-s + s_0 - 1} \]

since \( s > s_0 \).

For the second statement, assume \( D_X \) is \( s \)-summable for a fixed \( s \), and let \( \beta_n, n \geq 0 \) be any \( \ell^1 \) sequence. Define a bounded operator \( B \) on \( L^2(X, \mu) \) by setting it equal to \( \sum_{m \geq n} |\beta_m| \) on the space \( C_n \cap C_{n-1}^\perp \), for all \( n \geq 0 \). Notice that \( B \) is positive and commutes with \( D_X \). The operator \( (1 + D_X^2)^{-s/2} B \) is then a positive, trace class operator so, for every \( N \geq 1 \), we have

\[
\infty > \text{Tr} \left( (1 + D_X^2)^{-s/2} B \right)
= \sum_{n=0}^{N} (1 + n^2)^{-s/2} \left( \sum_{m \geq n} |\beta_m| \right) \left( \dim(C_n) - \dim(C_{n-1}) \right)
\geq \sum_{n=0}^{N-1} \dim(C_n) \left[ \left( \sum_{m \geq n} |\beta_m| \right) (1 + n^2)^{-s/2} \right.
- \left( \sum_{m \geq n+1} |\beta_m| \right) (1 + (n + 1)^2)^{-s/2} \right]
\geq \sum_{n=0}^{N-1} \dim(C_n) \left[ \left( \sum_{m \geq n} |\beta_m| \right) (1 + n^2)^{-s/2} \right.
- \left( \sum_{m \geq n+1} |\beta_m| \right) (1 + n^2)^{-s/2} \right]
\geq \sum_{n=0}^{N-1} \dim(C_n) \left[ |\beta_n| (1 + n^2)^{-s/2} \right].
\]

We have shown that for any \( (\beta_n)_{n \geq 0} \in \ell^1 \), the sequence \( (\beta_n \dim(C_n)(1 + n^2)^{-s/2})_{n \geq 0} \) is also in \( \ell^1 \). It follows that \( (\dim(C_n)(1 + n^2)^{-s/2})_{n \geq 0} \) is bounded. The conclusion follows after noting that \( (1 + n^2)^{-s/2} \leq n^{-s} \), provided \( n \geq 1 \).

5 The Connes metric

In this section, we develop some tools to analyze the Connes metric and apply them to our specific cases of interest. These results are very technical
so it may be of some value to indicate, at least vaguely, what is going on. It
seems that a number of factors influence the behaviour of the Connes metric
for a subshift \( X \). The two most important ones are:

1. For a given \( x \) in \( X \), the sequence \( \{ n \in \mathbb{N} \mid \pi_n(x) \in X^+_n \} \). That is, in
looking at the sequence of words \( \pi_n(x) \), how often do we have strict
containment \( U(\pi_n(x)) \supseteq U(\pi_{n+1}(x)) \)? Generally speaking, large gaps
between such values of \( n \) will tend to help keep the Connes metric
finite. For example, in substitution subshifts, this sequence tend to
grow exponentially (see Theorem 5.5).

2. For the various \( w \), the ratio \( \frac{\mu(\pi(w))}{\mu(w)} \). These ratios remaining bounded
seem to help keep the Connes metric finite.

Our main interest is in the operator \( D_X \) whose eigenvalues are the nat-
ural numbers. However, we will treat the more general case of \( D \) for most
of our estimates, partly so that we can see the exact rôle of the eigenvalues
\( \alpha_n \). We will assume that this sequence is increasing and unbound-
ed.

5.1 Technical preliminaries

For \( w \) in \( X^+_n \), we introduce a space of functions
\[
F_w = \text{span} \{ \xi(w') \mid \pi(w') = w \} \cap C_n^+.
\]
In fact, we could also make the same definition for any \( w \) in \( X_n \), but \( F_w \)
would be non-zero if and only if \( w \) is in \( X^+_n \). Let \( Q_w \) denote the orthogonal
projection of \( L^2(X, \mu) \) onto \( F_w \). Note that \( Q_w(f) = \xi(w)(P_{n+1}(f) - P_n(f)) \),
for any \( f \) in \( L^2(X, \mu) \). This is a finite-dimensional space and it will be
convenient to have an estimate comparing the supremum norm with the
\( L^2 \)-norm for its elements.

**Lemma 5.1.** For \( w \) in \( X^+_n \) and \( f \) in \( F_w \), we have
\[
\|f\|_2 \leq \mu(w)^{\frac{1}{2}} \|f\|_\infty \leq R(w)^{\frac{1}{2}} \|f\|_2.
\]

**Proof.** The first inequality is trivial. For the second, since \( f \) is in \( F_w \), \( f = \sum_{\pi(w')=w} a_{w'} \xi(w') \) and so \( \|f\|_\infty = |a_{w'}| \), for some \( w' \) with \( \pi(w') = w \). Then
we have
\[
\|f\|_2^2 = \int_{U(w)} f^2 d\mu \geq |a_{w'}|^2 \mu(w') = \mu(w') \|f\|_\infty^2 \geq \mu(w)R(w)^{-1}\|f\|_\infty^2.
\]
Multiplying by \( R(w) \) and taking square roots yields the result.
We are next going to introduce a special collection of functions. At the simplest level they provide spanning sets for our subspaces $F_w$. More importantly and subtly, their interactions with the operator $D$ are quite simple.

Suppose that $\pi(w)$ is in $X_n^+$, let

$$\eta(w) = \frac{\mu(\pi(w))}{\mu(w)} \xi(w) - \xi(\pi(w)).$$

Notice that we could make the same definition for any $w$, but if $\pi(w)$ is not in $X_n^+$, for some $n$, then $\eta(w) = 0$. Also, if $w$ is in $X_n^+$, the vectors $\{\eta(w') \mid \pi(w') = w\}$ span $F_w$, but are linearly dependent since their sum is zero. Also observe that for any $w$ in $X_n$, the sequence of vectors $\eta(\pi_m(w))$, for those $m$ with $\pi_m(w)$ in $X_m^+$ are an orthogonal set.

We summarize some properties of $\eta(w)$.

**Lemma 5.2.** Suppose that $\pi(w)$ is in $X_n^+$.

1. $\eta(w)$ is in $C_{n+1}$.
2. $\eta(w)$ is in $C_n^\perp$.
3. $\eta(w)^2 = \left(\frac{\mu(\pi(w))}{\mu(w)} - 2\right) \eta(w) + \left(\frac{\mu(\pi(w))}{\mu(w)} - 1\right) \xi(\pi(w))$.
4. $\|\eta(w)\|^2 = \mu(\pi(w)) \left(\frac{\mu(\pi(w))}{\mu(w)} - 1\right)$.
5. If we consider $\eta(w)$ in $C(X)$ and $\eta(w) + \mathbb{C}$ in the quotient space $C(X)/\mathbb{C}$, then $\|\eta(w) + \mathbb{C}\|_{\infty} = \frac{\mu(\pi(w))}{2\mu(w)}$.

**Proof.** The first part is clear. For the second, $\eta(w)$ is clearly supported on $\xi(\pi(w))$ so it is perpendicular to $\xi(w')$, for all $w' \neq \pi(w)$ in $X_n$. In addition, we compute

$$\langle \eta(w), \xi(\pi(w)) \rangle = \frac{\mu(\pi(w))}{\mu(w)} \mu(w) - \mu(\pi(w)) = 0.$$ 

For the third part, use the fact that $\xi(w)$ and $\xi(\pi(w))$ are idempotents and
their product is the former, so that
\[ \eta(w)^2 = \left( \frac{\mu(\pi(w))^2}{\mu(w)^2} - 2 \frac{\mu(\pi(w))}{\mu(w)} \right) \xi(w) + \xi(\pi(w)) \]
\[ = \left( \frac{\mu(\pi(w))}{\mu(w)} - 2 \right) \frac{\mu(\pi(w))}{\mu(w)} \xi(w) + \xi(\pi(w)) \]
\[ = \left( \frac{\mu(\pi(w))}{\mu(w)} - 2 \right) \left( \eta(w) + \xi(\pi(w)) \right) + \xi(\pi(w)) \]
\[ = \left( \frac{\mu(\pi(w))}{\mu(w)} - 2 \right) \eta(w) + \left( \frac{\mu(\pi(w))}{\mu(w)} - 1 \right) \xi(\pi(w)). \]

For the fourth part, we know already that \( \frac{\mu(\pi(w))}{\mu(w)} \xi(w) = \eta(w) + \xi(\pi(w)). \) Moreover, the two terms on the right are orthogonal, so we have
\[ \left( \frac{\mu(\pi(w))}{\mu(w)} \right)^2 \mu(w) = \|\eta(w)\|_2^2 + \mu(\pi(w)), \]
and the conclusion follows.

For the last part, the function \( \eta(w) \) takes on three values: \( 0, a = \frac{\mu(\pi(w))}{\mu(w)} - 1 > 0 \) (on \( U(w) \)) and \( b = -1 < 0 \). For any such function, the minimum norm on \( \eta(w) + \mathbb{C} \) is obtained at \( \eta(w) - \frac{a+b}{2} \) and equals \( a - \frac{a+b}{2} = \frac{a-b}{2} \). The rest is a simple computation.

We next want to summarize some of the properties of the functions \( \eta(w) \) as operators. In particular, their commutators with \( D \) are of a simple form.

**Lemma 5.3.** Suppose that \( w \) is in \( X_{n+1} \) with \( \pi(w) \) in \( X_n^+ \). Considering \( \eta(w) \) as an element of \( C(X) \), we have the following.

1. \( \eta(w)C_n \subset \mathbb{C}\eta(w) \subset C_{n+1} \cap C_n^\perp \)

2. \([\eta(w), D] = \eta(w) \otimes \zeta(w)^* - \zeta(w) \otimes \eta(w)^* \), where \( \zeta(w) = \mu(\pi(w))^{-1}(D - \alpha_{n+1})\xi(\pi(w)). \)

3. \( ||[\eta(w), D]|| = ||\eta(w)||_2||\zeta(w)||_2. \)

4. \( \zeta(w) \) is in \( C_n \) and is non-zero.

5. \( ||[\eta(w), D]|| \leq \left( \frac{\mu(\pi(w))}{\mu(w)} \right)^{1/2} \alpha_{n+1}. \)
Proof. For the first point, the support of \( \eta(w) \) is contained in \( U(\pi(w)) \). So for any \( w' \in X_n, \eta(w)\xi(w') = 0 \) unless \( w' = \pi(w) \), in which case \( \eta(w)\xi(w') = \eta(w) \in C_{n+1} \cap C_n^\perp \).

For the second point, we know that \( DC_n \subset C_n \) and \( D(C_{n+1} \cap C_n^\perp) \) is a subspace of \( (C_{n+1} \cap C_n^\perp) \). Combining this with the first part above, we see that \( D\eta(w) \) and \( \eta(w)D \) both map \( C_n \) into \( (C_{n+1} \cap C_n^\perp) \). We also know that \( [\eta(w), D]|_{C_{n+1}^\perp} = 0 \). In other words, \( [\eta(w), D](I - P_{n+1}) = 0 \). From above, we have \( P_n[\eta(w), D]P_n = 0 \). In addition, we compute

\[
(P_{n+1} - P_n)[\eta(w), D](P_{n+1} - P_n)
= (P_{n+1} - P_n)(\eta(w)D - D\eta(w))(P_{n+1} - P_n)
= (P_{n+1} - P_n)\eta(w)D(P_{n+1} - P_n) - (P_{n+1} - P_n)D\eta(w)(P_{n+1} - P_n)
= (P_{n+1} - P_n)\eta(w)\alpha_{n+1}(P_{n+1} - P_n)
- (P_{n+1} - P_n)\alpha_{n+1}\eta(w)(P_{n+1} - P_n)
= 0.
\]

From all this—writing \( I = P_n + (P_{n+1} - P_n) + (I - P_{n+1}) \)—, we have

\[
[\eta(w), D] = (P_{n+1} - P_n)[\eta(w), D]P_n + P_n[\eta(w), D](P_{n+1} - P_n)
\]

Since \( [\eta(w), D] \) is skew adjoint, the second term is the opposite of the first. From part 1, the first is a rank one operator of the form \( \eta(w) \otimes \zeta(w)^* \), for some \( \zeta(w) \) in \( C_n \).

To find \( \zeta(w) \), the simplest thing is to apply \( [\eta(w), D] \) to \( \eta(w) \) so that

\[
||\eta(w)||^2_2 \zeta(w) = -[\eta(w), D](\eta(w))
= -\eta(w)D(\eta(w)) - D(\eta(w))^2
= -\alpha_{n+1}\eta(w)^2 - D(\eta(w))^2
= -(\alpha_{n+1} - D)(\eta(w)^2)
= -(\alpha_{n+1} - D)
\]

\[
\left[ \left( \frac{\mu(\pi(w))}{\mu(w)} - 2 \right) \eta(w) + \left( \frac{\mu(\pi(w))}{\mu(w)} - 1 \right) \xi(\pi(w)) \right]
= 0 + \left( \frac{\mu(\pi(w))}{\mu(w)} - 1 \right) (D - \alpha_{n+1})\xi(\pi(w)).
\]

Now using the fact that \( ||\eta(w)||^2_2 = \left( \frac{\mu(\pi(w))}{\mu(w)} - 1 \right) \mu(\pi(w)) \), we have

\[
\zeta(w) = ||\eta(w)||^2_2 \left( \frac{\mu(\pi(w))}{\mu(w)} - 1 \right) (D - \alpha_{n+1})\xi(\pi(w))
= \mu(\pi(w))^{-1}(D - \alpha_{n+1})\xi(\pi(w)).
\]
For the third part, having expressed $[\eta(w), D] = \eta(w) \otimes \zeta(w)^* - \zeta(w) \otimes \eta(w)^*$, we note that the first term maps $C_n$ to $C_n^\perp$ and the second maps $C_n^\perp$ to $C_n$. Hence the norm is equal to the supremum of the norms of the two terms which is simply $\|\eta(w)\|_2 \|\zeta(w)\|_2$.

The first statement of the fourth part follows from the fact that $\xi(\pi(w))$ is in $C_n$, which is invariant under $D$, and the formula for $\zeta(w)$. The second part follows because $D - \alpha_{n+1}$ is invertible on $C_n$ as $\alpha_{n+1} > \alpha_1, \alpha_2, \ldots, \alpha_n$.

For the last part, we have

$$\|[\eta(w), D]\| = \|\eta(w)\|_2 \|\zeta(w)\|_2$$

$$= \left(\frac{\mu(\pi(w))}{\mu(w)} - 1\right)^{1/2} \mu(\pi(w))^{1/2} \mu(\pi(w))^{-1} \|(D - \alpha_{n+1})\xi(\pi(w))\|_2$$

$$\leq \left(\frac{\mu(\pi(w))}{\mu(w)}\right)^{1/2} \mu(\pi(w))^{-1/2} \|(D - \alpha_{n+1})\xi(\pi(w))\|_2.$$

It remains only to note that $\mu(\pi(w))^{1/2} = \|\xi(\pi(w))\|$ and that $\xi(\pi(w))$ is a vector in $C_n$, with $0 \leq D|C_n \leq \alpha_{n+1}$ so that $\|D - \alpha_{n+1}\| \leq \alpha_{n+1}$.

A nice simple consequence of this result is that the only functions in $C_\infty$ commuting with $D$ are the scalars.

**Theorem 5.4.** Let $X$ be a subshift and assume the sequence $\alpha_n$ is strictly increasing. If $f$ is in $C_\infty(X)$ and $[f, D] = 0$, then $f$ is in $C_0 = \mathbb{C}1$.

**Proof.** Begin by adding a scalar to $f$ so that $f$ is in $C_0^\perp$ which clearly alters neither hypothesis nor conclusion. Suppose that $f$ is in $C_n$. We will prove by induction on $n$ that $f = 0$. The case $n = 0$ is straightforward, since $f$ lies in both $C_0$ and $C_0^\perp$. Now assume $n \geq 1$. We may write

$$f = \sum_{0 \leq m < n} \sum_{\pi(w) \in X_m^+} \beta(w)\eta(w),$$

where the $\beta(w)$ are scalars.

Fix $w_0$ in $X_{n-1}^+$ and let $w_1$ be in $X_n$ with $\pi(w_1) = w_0$. We will compute $[f, D]\eta(w_1)$, which is zero by hypothesis. This will be done term by term in the sum above for $f$, using part 2 of Lemma 5.3. First, if $w$ is in $X_m$ with $m < n$. In this case, both $\eta(w)$ and $\zeta(w)$ lie in $C_{n-1}$ and hence their inner products with $\eta(w_1)$ are zero so this term contributes nothing.
Secondly, if $w$ is in $X_n$ with $\pi(w) \neq w_0$, then $\eta(w)$ is supported on $U(\pi(w))$ while $\eta(w_0)$ is supported on $U(w_0)$. As these sets are disjoint, the vectors are orthogonal. Since $\zeta(w)$ is in $C_{n-1}$, it is also orthogonal to $\eta(w_0)$.

This leaves us to consider $w$ with $\pi(w) = w_0$. For each such $w$, $\zeta(w)$ is again in $C_{n-1}$ and is orthogonal to $\eta(w_1)$. We conclude that

$$[f, D] \eta(w_1) = \sum_{\pi(w)=w_0} \beta(w) \langle \eta(w_1) , \eta(w) \rangle \zeta(w).$$

Observe from the formula in part 2 that $\zeta(w)$ depends only on $\pi(w) = w_0$ and is non-zero. We conclude that

$$\sum_{\pi(w)=w_0} \beta(w) \langle \eta(w_1) , \eta(w) \rangle = 0.$$

Since $\eta(w)$ and $\eta(w_1)$ are real-valued, we also have

$$0 = \sum_{\pi(w)=w_0} \beta(w) \langle \eta(w) , \eta(w_1) \rangle = \langle \sum_{\pi(w)=w_0} \beta(w) \eta(w) , \eta(w_1) \rangle = \langle Q_{w_0}(f) , \eta(w_1) \rangle.$$

If we now vary $w_1$ over $\pi^{-1}\{w_0\}$, this forms a spanning set for $F_{w_0}$. We conclude that $Q_{w_0}(f) = 0$. As this holds for every $w_0$ in $X^+_n$, we conclude that $f$ actually lies in $C_{n-1}$. By induction hypothesis $f = 0$. 

It is a good time to observe the following fairly simple consequence of these estimates. We will use this later to give examples of Sturmian systems where the Connes metric is infinite.

**Theorem 5.5.** Let $X$ be a subshift and let $\mu$ be a $\sigma$-invariant probability measure with support $X$. If the set

$$\left\{ (n+1)^{-2} \frac{\mu(\pi(w))}{\mu(w)} \right\} | n \geq 1, \pi(w) \in X^+_n \}$$

is unbounded, the Connes metric associated with $(C_\infty(X), L^2(X, \mu), D_X)$ is infinite.

**Proof.** It follows from the last part of Lemma 5.3 that the functions

$$f_w = (n+1)^{-1} \left( \frac{\mu(\pi(w))}{\mu(w)} \right)^{-1/2} \eta(w)$$
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all satisfy $\| [f_w, D] \| \leq 1$. On the other hand, from part 5 of Lemma 5.2 we have

$$\| f_w + C \|_\infty = (2(n + 1))^{-1} \left( \frac{\mu(\pi(w))}{\mu(w)} \right)^{1/2},$$

which, by hypothesis, is unbounded. 

The next results will be used as tools in showing the the Connes metric is finite and induces the weak-* topology for some subshifts. The point is really to get estimates on how a function may move vectors in $C_n \cap C_{n-1}^\perp$ to $C_m \cap C_{m-1}^\perp$, for values $n > m$. The second is the important estimate; we include the first because it seems convenient to divide it into two steps.

**Lemma 5.6.** Let $f$ be in $\cup_n C_n$. Let $w$ be in $X^+_n$ and $m < n$ with $\pi_m(w)$ in $X^+_m$. We have

$$\langle [D, f] \eta(\pi_{m+1}(w)), Q_w(f) \rangle = (\alpha_{n+1} - \alpha_{m+1}) \| Q_w(f) \|^2 \left( \frac{\mu(\pi_m(w))}{\mu(\pi_{m+1}(w))} - 1 \right).$$

**Proof.** For convenience let $w' = \pi_{m+1}(w)$. Observe that the function $Q_w(f)$ is in $C_{n+1} \cap C_m^\perp$ while $\eta(w')$ is in $C_{m+1} \cap C_m^\perp$. Therefore, we have

$$\langle [D, f] \eta(w'), Q_w(f) \rangle = \langle Df \eta(w'), Q_w(f) \rangle - \langle f D \eta(w'), Q_w(f) \rangle$$

$$= \langle f \eta(w'), D Q_w(f) \rangle - \langle \alpha_{m+1} f \eta(w'), Q_w(f) \rangle$$

$$= \langle f \eta(w'), \alpha_{n+1} Q_w(f) \rangle - \langle \alpha_{m+1} f \eta(w'), Q_w(f) \rangle$$

$$= (\alpha_{n+1} - \alpha_{m+1}) \langle f \eta(w'), Q_w(f) \rangle.$$ 

Now we observe that $Q_w(f)$ is supported on $U(w) \subset U(w')$ (since $w' = \pi_{m+1}(w)$) and $\eta(w')$ is identically $\left( \frac{\mu(\pi(w'))}{\mu(w')} - 1 \right)$ on the latter. Therefore, we have

$$\langle [D, f] \eta(w'), Q_w(f) \rangle = (\alpha_{n+1} - \alpha_{m+1}) \langle f \eta(w'), Q_w(f) \rangle$$

$$= (\alpha_{n+1} - \alpha_{m+1}) \left( \frac{\mu(\pi(w'))}{\mu(w')} - 1 \right) \langle f, Q_w(f) \rangle$$

$$= (\alpha_{n+1} - \alpha_{m+1}) \left( \frac{\mu(\pi(w'))}{\mu(w')} - 1 \right) \langle Q_w(f), Q_w(f) \rangle.$$

**Proposition 5.7.** Let $f$ be in $\cup_n C_n$. Let $w$ be in $X^+_n$ and $m < n$ with $\pi_m(w)$ in $X^+_m$. If $\| [D, f] \| \leq 1$, then

$$\| Q_w(f) \|_\infty \leq R(w)^{1/2} R(\pi_m(w))^{1/2} (\alpha_{n+1} - \alpha_{m+1})^{-1} \mu(w)^{-1/2} \mu(\pi_{m+1}(w))^{1/2}.$$
Proof. Let $w' = \pi_{m+1}(w)$. From the hypothesis and the last Lemma, we have
\[
\|\eta(w')\|_2 \|Q_w(f)\|_2 \geq |\langle [D, f]\eta(w'), Q_w(f) \rangle|
\]
\[
= (\alpha_{n+1} - \alpha_{m+1}) \|Q_w(f)\|_2^2 \left( \frac{\mu(\pi(w'))}{\mu(w')} - 1 \right),
\]
and hence
\[
\|\eta(w')\|_2 \geq (\alpha_{n+1} - \alpha_{m+1}) \|Q_w(f)\|_2 \left( \frac{\mu(\pi(w'))}{\mu(w')} - 1 \right).
\]
Now we invoke our estimate for $\|\eta(w')\|_2$ from Lemma 5.2 and recall from Lemma 2.1
\[
\left( \frac{\mu(\pi(w'))}{\mu(w')} - 1 \right)^{-1} \leq R(\pi(w')) = R(\pi_m(w)),
\]
so we have
\[
\|Q_w(f)\|_\infty \leq \mu(w)^{-1/2} R(w)^{1/2} \|Q_w(f)\|_2
\]
\[
\leq \mu(w)^{-1/2} R(w)^{1/2} \|\eta(w')\|_2
\]
\[
(\alpha_{n+1} - \alpha_{m+1})^{-1} \left( \frac{\mu(\pi(w'))}{\mu(w')} - 1 \right)^{-1}
\]
\[
= \mu(w)^{-1/2} R(w)^{1/2} \mu(w')^{1/2} \left( \frac{\mu(\pi(w'))}{\mu(w')} - 1 \right)^{1/2}
\]
\[
(\alpha_{n+1} - \alpha_{m+1})^{-1} \left( \frac{\mu(\pi(w'))}{\mu(w')} - 1 \right)^{-1}
\]
\[
\leq \mu(w)^{-1/2} R(w)^{1/2} \mu(w')^{1/2}
\]
\[
(\alpha_{n+1} - \alpha_{m+1})^{-1} \left( \frac{\mu(\pi(w'))}{\mu(w')} - 1 \right)^{-1/2}
\]
\[
= \mu(w)^{-1/2} R(w)^{1/2} \mu(\pi_m(w))^{1/2}
\]
\[
(\alpha_{n+1} - \alpha_{m+1})^{-1} R(\pi_m(w))^{-1/2}.
\]
The conclusion follows. 

5.2 Shifts of finite type

Theorem 5.8. Let $G$ be an aperiodic, irreducible graph, $X^G$ be its associated shift of finite type and $\mu$ be the Parry measure. The Connes metric from $(C(X^G), L^2(X^G, \mu), D_{X^G})$ is infinite.
The proof will involve some technical lemmas, but less us establish some basic tools. Recall that our vertex set \( G^0 = \{1, 2, \ldots, I\} \). Also recall that \( u_G, v_G \) are the left and right Perron eigenvectors for the incidence matrix \( A \) with Perron eigenvalue \( \lambda_G \), appropriately normalised. For convenience, we shorten these to \( u, v \) and \( \lambda \) respectively. The invariant measure is defined by Equation (1).

Since \( G \) is aperiodic there exists a vertex \( j \) with \( \#t^{-1}\{j\} > 1 \). Let us assume that \( j = 1 \). It follows then that for any word \( w = e_1 e_2 \cdots e_n \) of even length with \( i(e_1) = 1 \), \( w \) is in \( X_1^+ \).

From the fact that \( G \) is irreducible, we may find a word \( w = e_1 e_2 \cdots e_p \) with \( i(e_1) = 1 = t(e_p) \). For each \( k \geq 1 \), we define \( w_k = e_p w^{2k} \). Note that \( w_k \) is in \( X_{2kp+1}^+ \) and \( \pi(w_k) = w^{2k} \), which is in \( X_{2kp}^+ \).

We note that \( \mu(w_k) = \|\xi(w_k)\|_2^2 = v_{i(e_p)} u_1 \lambda^{-2kp} \) and that \( \mu(\pi(w_k)) = \|\xi(\pi(w_k))\|_2^2 = v_1 u_1 \lambda^{-2kp+1} \). It follows that

\[
\frac{\mu(\pi(w_k))}{\mu(w_k)} = v_1 v_{i(e_p)}^{-1} \lambda.
\]

This is constant in \( k \) and we denote its value by \( a \) for convenience.

For \( K \geq 1 \), consider the function \( f_K = \sum_{k=1}^K k^{-1} \eta(w_k) \). Notice this function is in \( C_0^+ \), so it takes on both positive and negative values. Secondly, from the definition, we see that

\[
f_K[U(w_k)] = \sum_{k=1}^K k^{-1} \left( \frac{\mu(\pi(w_k))}{\mu(w_k)} - 1 \right) = (a - 1) \sum_{k=1}^K k^{-1}.
\]

Since \( f_K \) takes on negative values, we conclude that in the quotient \( C(X)/\mathbb{C} \), we have \( \|f_K + \mathbb{C}\|_\infty \geq \frac{a - 1}{2} \sum_{k=1}^K k^{-1} \). The obvious conclusion being that these norms go to infinity as \( K \) does. We will now show that \( \|[f_K, D]\| \) is bounded and the conclusion follows from [24 Theorem 2.1].

It follows from part 3 of Lemma 5.3 that

\[
[f_K, D] = \sum_{k=1}^K k^{-1} (\eta(w_k) \otimes \zeta(w_k)^* - \zeta(w_k) \otimes \eta(w_k)^*)
\]

\[
= \left( \sum_{k=1}^K k^{-1} \zeta(w_k) \otimes \eta(w_k)^* \right)^* - \sum_{k=1}^K k^{-1} \zeta(w_k) \otimes \eta(w_k)^*.
\]

Let \( T_K = \sum_{k=1}^K k^{-1} \zeta(w_k) \otimes \eta(w_k)^* \). It suffices to prove that \( \|T_K\| \) is bounded, independent of \( K \).
First notice that $T_K$ is zero on the orthogonal complement of the span of the $\eta(w_k), 1 \leq k \leq K$. Secondly, this set is orthonormal. Therefore, in order to control $\|T_K\|$, it suffices to evaluate the norm of products $\|T_K \eta\|$ for vectors $\eta$ of the form

$$\eta = \sum_{k=1}^{K} \beta_k \mu(\pi(w_k))^{-1/2}(a-1)^{-1/2}\eta(w_k).$$

It follows from Lemma 5.2 and (4) that $\|\eta\|^2_2 = \sum_{k=1}^{K} |\beta_k|^2$.

We also have

$$T_K \eta = \left[ \sum_{k=1}^{K} k^{-1}\zeta(w_k) \otimes \eta(w_k)^* \right] \sum_{k'=1}^{K} \beta_{k'} \mu(\pi(w_{k'}))^{-1/2}(a-1)^{-1/2}\eta(w_{k'})$$

$$= \sum_{k=1}^{K} \sum_{k'=1}^{K} k^{-1} \beta_{k'} \mu(\pi(w_{k'}))^{-1/2}(a-1)^{-1/2}\langle \eta(w_{k'}), \eta(w_k) \rangle \zeta(w_k)$$

$$= \sum_{k=1}^{K} k^{-1} \beta_k \mu(\pi(w_k))^{-1/2}(a-1)^{-1/2} \mu(\pi(w_k))(a-1) \zeta(w_k)$$

$$= \sum_{k=1}^{K} k^{-1} \beta_k \mu(\pi(w_k))^{-1/2}(a-1)^{-1/2} \zeta(w_k).$$

**Lemma 5.9.** For all $k \geq 1$, we have

1. $P_{2p(k-1)} \xi(\pi(w_k)) = \lambda^{-2p} \xi(\pi(w_{k-1}))$,
2. $\xi(\pi(w_k)) - \lambda^{-2p} \xi(\pi(w_{k-1}))$ is in $C_{2p} \cap C_{2p(k-1)}^{\perp}$,
3. $\|\xi(\pi(w_k)) - \lambda^{-2p} \xi(\pi(w_{k-1}))\|_2^2 = u_1 v_1 (\lambda - \lambda^{1-2p}) \lambda^{-2p}$.
4. $\xi(\pi(w_k)) = \sum_{j=1}^{k} \lambda^{-2p(k-j)} \left[ \xi(\pi(w_j)) - \lambda^{-2p} \xi(\pi(w_{j-1})) \right] + \lambda^{-2p}.$

**Proof.** The vectors $\xi(w), w \in X_{2p(k-1)}$ form an orthonormal set in $C_{2p(k-1)}$. The only one of these with a non-zero inner product with $\xi(\pi(w_k))$ is
\( \xi(\pi(w_k)) \). Hence we have

\[
P_{2p(k-1)}\xi(\pi(w_k)) = \frac{\langle \xi(\pi(w_k)), \pi(\xi(w_{k-1})) \rangle}{\langle \xi(\pi(w_{k-1})), \pi(\xi(w_{k-1})) \rangle} \xi(\pi(w_{k-1}))
\]

so we have

\[
\lambda (\xi\pi(\xi(w_{k-1}))) = \mu(\xi(\pi(w_k)))\xi(\pi(w_{k-1})))
\]

and

\[
\lambda^{-2p}\xi(\pi(w_{k-1})).
\]

The second part follows immediately from the first. The third follows from the orthogonality of \( \lambda^{-2p}\xi(\pi(w_{k-1})) \) and \( \xi(\pi(w_k)) - \lambda^{-2p}\xi(\pi(w_{k-1})) \), so we have

\[
\|\xi(\pi(w_k)) - \lambda^{-2p}\xi(\pi(w_{k-1}))\|_2^2 = \|\xi(\pi(w_k))\|_2^2 - \|\lambda^{-2p}\xi(\pi(w_{k-1}))\|_2^2
\]

\[
= u_1v_1\lambda^{-2kp+1} - \lambda^{-4p}u_1v_1\lambda^{-2(k-1)p+1}
\]

\[
= u_1v_1(\lambda - \lambda^{1-2p})\lambda^{-2kp}.
\]

The last also follows from the first and an easy induction argument, which we omit. \( \square \)

In the following computation, it will be convenient to denote \( \xi(\pi(w_j)) - \lambda^{-2p}\xi(\pi(w_{j-1})) \) by \( \xi_j \), for \( 1 \leq j \leq K \). We compute

\[
T_K\eta = \sum_{k=1}^{K} k^{-1} \beta_k \mu(\pi(w_k))^{1/2}(a - 1)^{1/2}\zeta(w_k)
\]

\[
= \sum_{k=1}^{K} k^{-1} \beta_k \mu(\pi(w_k))^{1/2}(a - 1)^{1/2}\mu(\pi(w_k))^{-1}(2pk + 1 - D)\xi(\pi(w_k))
\]

\[
= \sum_{k=1}^{K} k^{-1} \beta_k \mu(\pi(w_k))^{-1/2}(a - 1)^{1/2}(2pk + 1 - D)\xi(\pi(w_k))
\]

\[
= \sum_{k=1}^{K} k^{-1} \beta_k (u_1v_1\lambda^{-2pk+1})^{-1/2}(a - 1)^{1/2}(2pk + 1 - D)\xi(\pi(w_k))
\]

\[
= \left( \frac{a - 1}{u_1v_1\lambda} \right)^{1/2} \sum_{k=1}^{K} k^{-1} \beta_k \lambda^{pk}(2pk + 1 - D)\xi(\pi(w_k))
\]

\[
= \left( \frac{a - 1}{u_1v_1\lambda} \right)^{1/2} \sum_{k=1}^{K} k^{-1} \beta_k \lambda^{pk}(2pk + 1 - D)
\]

\[
\left[ \sum_{j=1}^{k} \lambda^{-2p(k-j)}(\xi(\pi(w_j)) - \lambda^{-2p}\xi(\pi(w_{j-1}))) + \lambda^{-2pk} \right]
\]
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\[
= \left( \frac{a - 1}{u_1v_1\lambda} \right)^{1/2} \sum_{k=1}^{K} \lambda^{2p} \left[ \sum_{k=j}^{K} k^{-1} \beta_k \lambda^{-pk} (2pk + 1 - D) \xi_j \right] + \left( \frac{a - 1}{u_1v_1\lambda} \right)^{1/2} \sum_{k=1}^{K} \lambda^{2p} \left[ \sum_{k=j}^{K} k^{-1} \beta_k \lambda^{-pk} (2pk + 1 - D) \right] \xi_j
+ \left( \frac{a - 1}{u_1v_1\lambda} \right)^{1/2} \sum_{k=1}^{K} k^{-1} \beta_k (2pk + 1) \lambda^{-pk}.
\]

Let us begin by considering the second term on the right which is simply a constant function considered as a vector in \( L^2(X, \mu) \). Ignoring the constants in front of the sum, we have

\[
\left\| \sum_{k=1}^{K} k^{-1} \beta_k (2pk + 1) \lambda^{-pk} \right\|_2 \leq \sum_{k=1}^{K} |k^{-1} \beta_k (2pk + 1) \lambda^{-pk}|
\leq \sum_{k=1}^{K} |\beta_k| \lambda^{-2pk} \leq \sum_{k=1}^{K} |\beta_k| \lambda^{-2pk} \leq \left( \sum_{k=1}^{K} |\beta_k|^2 \right)^{1/2} \left( \sum_{k=1}^{K} \lambda^{-2pk} \right)^{1/2}
\leq \|\eta\|_2 \left( \frac{\lambda^{-2p}}{1 - \lambda^{-2p}} \right)^{1/2}.
\]

Now we turn to the first term, fixing \( j \) for the moment. The vector \( \xi_j \) is in \( C_{2pj} \cap C_{2p(j-1)} \) and on this space \( 1 + 2p(j - 1) \leq D \leq 2pj \). For values of \( k \geq j \), we have \( 0 \leq 2pk + 1 - D \leq 2pk \) and, in particular, \( \|2pk + 1 - D\| \leq 2pk \). The norm of the vector \( \lambda^{2p} \left[ \sum_{k=j}^{K} k^{-1} \beta_k \lambda^{-pk} (2pk + 1 - D) \right] \xi_j \) is bounded above by

\[
\sum_{k=j}^{K} k^{-1} |\beta_k| \lambda^{-pk} 2pk \|\xi_j\|_2 \leq \sum_{k=j}^{K} 2p |\beta_k| \lambda^{-pk} (u_1v_1(\lambda - \lambda^{-2p}))^{1/2} \lambda^{-pk}
\]
\[
\leq 2p \left( u_1 v_1 (\lambda - \lambda^{1-2p}) \right)^{1/2} \sum_{k=j}^{K} |\beta_k| \lambda^{-2pk}
\]
\[
\leq 2p \left( u_1 v_1 (\lambda - \lambda^{1-2p}) \right)^{1/2} \left( \sum_{k=1}^{K} |\beta_k|^2 \right)^{1/2} \left( \sum_{k=j}^{K} \lambda^{-4pk} \right)^{1/2}
\]
\[
\leq 2p \left( u_1 v_1 (\lambda - \lambda^{1-2p}) \right)^{1/2} \|\eta\|_2^2 \left( \sum_{k=j}^{\infty} \lambda^{-4pk} \right)^{1/2}
\]
\[
\leq 2p \left( u_1 v_1 (\lambda - \lambda^{1-2p}) \right)^{1/2} \|\eta\|_2 \left( \frac{\lambda^{-4pj}}{1 - \lambda^{-4p}} \right)^{1/2}
\]
\[
\leq 2p \left( \frac{u_1 v_1 (\lambda - \lambda^{1-2p})}{1 - \lambda^{-4p}} \right)^{1/2} \|\eta\|_2 \lambda^{-2pj}
\]

Summing over \(1 \leq j \leq K\), we obtain the upper bound
\[
2p \left( \frac{u_1 v_1 (\lambda - \lambda^{1-2p})}{1 - \lambda^{-4p}} \right)^{1/2} \|\eta\|_2 \lambda^{-2p} \frac{\lambda^{-2p}}{1 - \lambda^{-2p}}
\]

Putting all of this together we have shown that \(\|T_K \eta\|_2\) is bounded above by a constant, independent of \(K\), times \(\|\eta\|_2\). This complete the proof of Theorem 5.8.

### 5.3 Linearly recurrent subshifts

**Theorem 5.10.** Let \(X\) be a linearly recurrent subshift and let \(\mu\) be its unique invariant measure. Then the spectral triple
\[
(C_\infty(X), L^2(X, \mu), D_X)
\]
has finite Connes distance and the topology induced on the state space of \(C(X)\) is the weak-\ast\ topology.

The proof will occupy the remainder of the subsection, and use Proposition 5.7 in a crucial way.

The general idea of the proof goes along these lines: starting from a function \(f \in C_\infty(X)\) with \(||[f, D]|| \leq 1\), Proposition 5.7 allows to control \(\|Q_w(f)\|_\infty\) where \(w \in X^+_n\), in terms of \(n\). Since any such function can be written up to a constant term as \(f = \sum_{w \in X^+_n} Q_w(f)\), this allows to control
the norm of $f$ in the algebra $C(X)/\mathbb{C}$. Eventually, Rieffel’s criterion \cite{23,24} is applied.

First, this lemma is an immediate consequence of Proposition \cite{2,5}

**Lemma 5.11.** Let $X$ be a linearly recurrent subshift. There are $C_1, C_2 > 0$ such that for all $n$ and all $w \in X_n$, $C_1 \leq R(w) \leq C_2$.

Let us consider now $w \in X^+_n$. Any such $w$ is the prefix of a word of the form $rw$ where $r$ is a return word to $w$. Therefore, all sufficiently long right-extensions of $w$ start by a word of the form $rw$, with $r$ some return-word to be picked in a finite set. Besides, the length of $rw$ is always at least $(1 + 1/K)n$. Therefore, $w$ has at most $K(K+1)^2$ right-extensions of length $(1 + 1/K)n$. As a conclusion, there are at most $K(K+1)^2$ indices $n < k \leq (1 + 1/K)n$ for which the right-extension of length $k$ of $w$ (say $w'$) is a special word.

A similar result holds for left-extensions. The conclusion is then that for any $w \in X_n$, the number of indices $n < k \leq n(1 + 1/K)$ for which there is a $w' \in \pi_n^{-1}(\{w\}) \cap X^+_k$ is bounded above, and this bound is uniform in $n$ (it only depends on $K$).

Consider now a sequence $f_i \in C\infty$, such that $\|[D, f_i]\| \leq 1$ for all $i$. The goal is to extract a converging subsequence from the image of the sequence $(f_i)_i$ in the quotient algebra $C(X)/\mathbb{C}$. If we assume that all the $f_i$ belong to $C^1_0$ (which is possible up to adding a suitable scalar multiple of the identity), it is then sufficient to prove that the sequence $(f_i)_i$ has a convergent subsequence in $C(X)$.

Since $f_i \in C^1_0$, we can write

$$f_i = \sum_{w \in X^+} Q_w(f_i).$$

For a fixed $w$ in $X^+_n$, $n \geq 1$, we may apply Proposition \cite{5,7} with $m = 0$ to conclude that

$$\|Q_w(f_i)\|_\infty \leq R(w)^{1/2}R(\varepsilon)^{1/2}(n+1)^{-1}\mu(w)^{-1/2} \leq C_0(n + 1)^{-1}\mu(w)^{-1/2}, \quad (5)$$

where $C_0$ is a constant which does not depend on $w$. In particular, this is bounded independent of $i$. Since the vector space $F_w$ is finite-dimensional, any bounded sequence must have a convergent subsequence.

Enumerate $X^+ = \{w_1, w_2, w_3, \ldots\}$. Let $(f_n^1)_{n \geq 1}$ be a subsequence of $(f_n)_{n \geq 1}$ such that $Q_{w_1}(f_n^1)$ converges. Inductively define a sequence $(f_n^k)_{n \geq 1}$ as a subsequence of $(f_n^{k-1})_{n \geq 1}$ such that $(Q_{w_k}(f_n^k))_n$ converges.
We now prove that the sequence \((f_n^n)_{n \geq 1}\) converges in \(C(X)\). It is enough to show that it is Cauchy. The goal is to show that \(\|f_n^n(x) - f_m^m(x)\|_{\infty}\) goes to zero uniformly in \(x\) when \(n, m\) tend to infinity.

To prepare this, consider a function \(f\) and evaluate
\[
\sum_{w \in X^+} Q_w(f)(x),
\]
for \(x \in X\). For a given \(x\), infinitely many terms of the sum are zero. It is possible to rewrite it: if \(f \in C_0^\perp\) and \(\|[D, f]\| \leq 1\),
\[
|f(x)| = \left| \sum_{n \in \mathbb{N}} 1_{\{\pi_n(x) \in X_n^+\}}(n)Q_{\pi_n}(x)(f)(x) \right|
\]
In particular,
\[
\left| f(x) - \sum_{n=1}^N \sum_{w \in X_n^+} Q_w(f)(x) \right| \leq \sum_{n>N} \sum_{\pi_n(x) \in X_n^+} \left( \sum_{n \in \mathbb{N}} 1_{\{\pi_n(x) \in X_n^+\}}(n) \right) \|Q_{\pi_n}(x)(f)\|_{\infty}. \tag{6}
\]
By the argument above, the cardinality of the set
\[
\{n \in [(1 + 1/K)^k, (1 + 1/K)^{k+1}] \mid \pi_n(x) \in X_n^+\}
\]
is bounded above by \(K(K + 1)^2\), independently of \(k\) and \(x\). Call \(I_k\) the interval \([(1 + 1/K)^k, (1 + 1/K)^{k+1}]\). One has
\[
\left| f(x) - \sum_{n=1}^N \sum_{w \in X_n^+} Q_w(f)(x) \right| \leq \sum_{k \geq k_0} K(K + 1)^2 \max \left\{ \|Q_{\pi_n}(x)(f)\|_{\infty} \right\} ;
\]
\[n \in I_k\text{ such that }\pi_n(x) \in X_n^+\}. \tag{7}
\]
Now, it turns out that if \(n \in I_k\), then \(\mu(w)^{-1/2} \leq K^{1/2}(1 + 1/K)^{(k+1)/2}\), and \(1/n \leq (1 + 1/K)^{-k}\), so using the bound of Equation 5 with \(w = \pi_n(x)\) together with Lemma 2.7, we get
\[
\|Q_{\pi_n}(x)(f)\|_{\infty} \leq C\alpha^k, \quad \text{for } \alpha = \left( 1 + \frac{1}{K} \right)^{-1/2} < 1.
\]
It is crucial to notice that both constants \(C\) and \(\alpha\) are completely independent of \(f\) and \(x\) (as long as \(\|[D, f]\| \leq 1\)). In conclusion, the convergence
in (7) is geometric, and \( \sum_{w \in X^+} Q_w(f) \) converges uniformly to \( f \) on \( X \). In particular, its norm converges.

Back to the sequence \( (f_n^m)_{n \geq 1} \). Let \( \varepsilon > 0 \). First, choose \( M \) such that
\[
\left\| \sum_{n \geq M} \sum_{w \in X^+_n} Q_w(f_n^m) \right\|_{\infty} < \varepsilon/4 \quad (\text{independent of } f).
\]
Next, number the elements of \( \bigcup_{i < M} X^+_i := \{w_1, \ldots, w_L\} \). For each \( 1 \leq l \leq L \), pick a number \( I_l \) such that for all \( n, m \geq I_l \),
\[
\left\| Q_{w_l}(f_n^m) - Q_{w_l}(f_m^m) \right\|_{\infty} \leq \frac{\varepsilon}{2L}.
\]
Pick \( I = \max\{I_l | 1 \leq l \leq L\} \).

Then, for all \( n, m \geq I \), we can compute
\[
\|f_n^m - f_m^m\|_{\infty} = \left\| \sum_{l=1}^{\infty} Q_{w_l}(f_n^m - f_m^m) \right\|_{\infty}
\leq \left\| \sum_{l=1}^{L} Q_{w_l}(f_n^m - f_m^m) \right\|_{\infty} + \left\| \sum_{n=M}^{\infty} \sum_{w \in X^+_n} Q_{w_l}(f_n^m) \right\|_{\infty}
\leq \sum_{l=1}^{L} \left\| Q_{w_l}(f_n^m) - Q_{w_l}(f_m^m) \right\|_{\infty} + \left\| \sum_{n=M}^{\infty} \sum_{w \in X^+_n} Q_{w_l}(f_n^m) \right\|_{\infty}
\leq L \frac{\varepsilon}{2L} + \frac{\varepsilon}{4} + \frac{\varepsilon}{4} = \varepsilon.
\]
Therefore, the sequence is Cauchy, so it converges in \( C(X) \).

5.4 Sturmian systems

In this section, it is understood that the subshift in question is \( X = X^\theta \). The following result is a consequence of Theorem 2.12.

**Lemma 5.12.** Let \( X^\theta \) be a Sturmian subshift with \( 0 < \theta < 1 \) irrational. Let \( \theta = [0; a_1, a_2, \ldots] \) be the continued fraction expansion of \( \theta \). Then:

1. Assume \( q_n + q_{n-1} - 1 \leq m < q_{n+1} + q_n - 1 \). Then for all \( w \in X^+_m \),
\[
R(w) \leq a_{n+1} + 1.
\]
2. For any \( n \), there exist \( q_n + q_{n-1} \leq m < q_{n+1} + q_n \) and \( w \) in \( X_m \) such that \( \frac{\mu(\pi(w))}{\mu(w)} \geq a_{n+1} \).

3. Let \( x \in X \). Then, for all \( n \),

\[
\# \{ m \in \mathbb{N} \cap [q_n + q_{n-1}, q_{n+1} + q_n) \mid \pi_m(x) \in X_m^+ \} \leq a_{n+1} + 2
\]

4. \( q_n \geq 2^{(n-1)/2} \).

Proof. Point 1 is obtained by direct inspection of the formulas in Theorem 5.12. If \( w \in X_m^+ \) with \( q_n + q_{n-1} \leq m < q_{n+1} + q_n - 1 \), then the biggest quotient of the form \( \mu(w)/\mu(w') \) for \( \pi(w') = w \) is of the form

\[
\frac{\lambda_n - k' \lambda_{n+1}}{\lambda_{n+1}} \leq \frac{\lambda_n}{\lambda_{n+1}} < a_{n+1} + 1
\]

for some \( 0 \leq k' \leq a_{n+1} \). If \( m = q_n + q_{n-1} - 1 = (a_n + 1)q_{n-1} + q_{n-2} \), such a quotient is of the form

\[
\frac{\lambda_n}{\lambda_{n+1}} \leq a_{n+1} + 1.
\]

Similarly for point 2, observe that the frequencies associated with words of length \( q_n + q_{n-1} - 1 \) are \( \lambda_{n+1} \) and \( \lambda_n \), while the frequencies associated with words of length \( q_n + q_{n-1} \) are \( \lambda_n, \lambda_{n+1} \) and \( \lambda_n - \lambda_{n+1} \). Since \( \#X_m^+ = 1 \) for all \( m \), let \( w' \) be the unique word in \( X_{q_n + q_{n-1} - 1}^+ \). By inspection, \( \mu(w') = \lambda_n \) and it has two extensions of frequencies \( \lambda_{n+1} \) and \( \lambda_n - \lambda_{n+1} \). Let \( w \) be its extension of frequency \( \lambda_{n+1} \). Then \( \mu(w')/\mu(w) = \theta_{n+1} \geq a_{n+1} \).

Point 3 can also be deduced from Theorem 2.12. Let \( w \in X_m^+ \) if and only if \( \mu(w) \neq \mu(w') \) for \( w' \in \pi^{-1}(\{w\}) \). Now, \( \mu(w) \) can only take \( a_{n+1} + 2 \) values if \( w \in X_m \) and \( q_n + q_{n-1} \leq m < q_{n+1} + q_n \). This proves the result.

Point 4 is classic (see [19, Theorem 12]).

Let us begin with the less positive result, simply because it is easier to prove.

**Theorem 5.13.** There exists \( 0 < \theta < 1 \) irrational such that the spectral triple \( (C_\infty(X^\theta), L^2(X^\theta, \mu), D_{X^\theta}) \) has infinite Connes metric.

Proof. Choose \( a_1 = 1 \). Define \( a_n \) inductively by \( a_{n+1} = n(q_n + q_{n-1})^2 \).

Letting \( m \) and \( w \) be as in part 2 of Lemma 5.12, we have

\[
(m + 1)^{-2} \frac{\mu(\pi(w))}{\mu(w)} \geq (m + 1)^{-2} a_{n+1} = (q_{n+1} + q_n)^{-2} a_{n+1} = n.
\]

The conclusion follows from Theorem 5.5. \( \square \)
On the more encouraging side, we prove the following.

**Theorem 5.14.** Let \(0 < \theta < 1\) be irrational with \(\theta = [0; a_1, a_2, \ldots].\) If there exist constants \(C \geq 1, s \geq 1\) such that \(a_j \leq Cj^s\), then the spectral triple \((C_\infty(X^\theta), L^2(X^\theta, \mu), D_{X^\theta})\) has finite Connes metric and the topology induced on the state space of \(C(X^\theta)\) is the weak-* topology.

This result has an immediate consequence.

**Corollary 5.15.** For almost all \(\theta \in (0, 1)\) (for the Lebesgue measure), the spectral triple \((C_\infty(X^\theta), L^2(X^\theta, \mu), D_{X^\theta})\) has finite Connes metric and the topology induced on the state space of \(C(X^\theta)\) is the weak-* topology.

**Proof.** By a result of Khinchin [19, Theorem 30], if \(\varphi\) is a positive function defined on the natural numbers, then the estimate \(a_n = O(\varphi(n))\) holds for almost all \(\theta \in (0, 1)\) if and only if \(\sum_{n \geq 1} (\varphi(n))^{-1}\) converges. In this case, we consider the function \(\varphi(n) = n^s\) for \(s > 1\). It results that for almost all \(\theta \in (0, 1)\), the numbers \(a_n\) satisfy \(a_n \leq Cn^s\). In particular, almost all \(\theta \in (0, 1)\) satisfy the hypotheses of Theorem 5.14.

We now turn to the proof of Theorem 5.14. It is actually quite similar to that of Theorem 5.10 for linearly recurrent subshifts.

As for linearly recurrent subshift, if \(f \in C_0^1\), we estimate

\[
\left| f(x) - \sum_{n=1}^{N} \sum_{w \in X_n^+} Q_w(f)(x) \right| \leq \sum_{n>N} 1_{\{\pi_n(x) \in X_n^+\}}(n) \|Q_{\pi_n}(f)\|_\infty. \tag{8}
\]

Now, we partition integers into intervals \([q_k + q_{k-1} - 1, q_{k+1} + q_k - 1]\). For \(w \in X_n^+\) with \(n\) in this interval, we can use Proposition 5.7 together with points 1 and 2 of Lemma 5.12 to get the following estimate. This estimate holds for any \(m\) in \([q_{k-2} + q_{k-3} - 1, q_{k-1} + q_{k-2} - 1]\) such that \(\pi_m(w) \in X_m^+\).

\[
\|Q_w(f)\|_\infty \leq R(w)^{1/2} R(\pi_m(w))^{1/2} (n-m)^{-1} \mu(w)^{-1/2} \mu(\pi_{m+1}(w))^{1/2} \\
\leq (a_{k+1}a_k)^{1/2} (n-m)^{-1} \mu(w)^{-1/2} \mu(\pi_{m+1}(w))^{1/2}.
\]

Now, given the intervals chosen,

\[
(n-m)^{-1} \leq (q_k - q_{k-2})^{-1} = (a_kq_{k-1})^{-1} \leq 2^{-(k/2-1)} \leq \alpha^k
\]

for some \(\alpha < 1\). Furthermore, it results directly from Berthé’s estimation on frequencies that \(\mu(w)^{-1/2} \leq \lambda_{k+1}^{-1/2}\), and \(\mu(\pi_{m+1}(w))^{1/2} \leq \lambda_{k-2}^{1/2}\). Therefore,

\[
\|Q_w(f)\|_\infty \leq (a_{k+1}a_k)^{1/2} \alpha^k (\theta_{k-1}\theta_k\theta_{k+1})^{-1/2}.
\]
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It is straightforward from the definition that \( \theta_k^{-1} \leq a_k + 1 \). So using the assumption that \( a_k = O(k^s) \), we can write
\[
\|Q_w(f)\|_{\infty} = O(k^{5s/2}a^k).
\]
In other words, this is bounded above by a geometric series in \( k \). The rest is similar to the proof for linearly recurrent subshifts: using point 3 of Lemma 5.12, we prove that the expressions in Equation (8) are dominated by
\[
\sum_{k \geq k_0} k^s(k^{5s/2}a^k),
\]
for some \( k_0 = k_0(N) \). It is essentially the remainder of a geometric series, which does not depend on \( x \). Therefore the convergence of \( \sum_w Q_w(f) \) to \( f \) is uniform. The rest of the proof is identical as before.

References

[1] P. Alessandri and V. Berthé. Three distance theorems and combinatorics on words. *Enseign. Math. (2)*, 44(1-2):103–132, 1998.

[2] P. Arnoux. Sturmian sequences. In *Substitutions in dynamics, arithmetics and combinatorics*, volume 1794 of *Lecture Notes in Math.*, pages 143–198. Springer, Berlin, 2002.

[3] M. Baake, D. Lenz, and C. Richard. Pure point diffraction implies zero entropy for Delone sets with uniform cluster frequencies. *Lett. Math. Phys.*, 82(1):61–77, 2007.

[4] J. Bellissard, M. Marcolli, and K. Reihani. Dynamical systems on spectral metric spaces. *preprint arXiv:1008.4617*, 2010.

[5] V. Berthé. Fréquences des facteurs des suites sturmiennes. *Theoret. Comput. Sci.*, 165(2):295–309, 1996.

[6] M. D. Boshernitzan. A condition for unique ergodicity of minimal symbolic flows. *Ergodic Theory Dynam. Systems*, 12(3):425–428, 1992.

[7] E. Christensen and C. Ivan. Spectral triples for AF \( C^* \)-algebras and metrics on the Cantor set. *J. Operator Theory*, 56(1):17–46, 2006.

[8] A. Connes. Noncommutative differential geometry. *Inst. Hautes Études Sci. Publ. Math.*, (62):257–360, 1985.
[9] A. Connes. Compact metric spaces, Fredholm modules, and hyperfiniteness. *Ergodic Theory Dynam. Systems*, 9(2):207–220, 1989.

[10] A. Connes. *Noncommutative geometry*. Academic Press, Inc., San Diego, CA, 1994.

[11] E. M. Coven and M. E. Paul. Endomorphisms of irreducible subshifts of finite type. *Math. Systems Theory*, 8(2):167–175, 1974/75.

[12] F. Durand. Linearly recurrent subshifts have a finite number of non-periodic subshift factors. *Ergodic Theory Dynam. Systems*, 20(4):1061–1078, 2000.

[13] F. Durand. Corrigendum and addendum to: “Linearly recurrent subshifts have a finite number of non-periodic subshift factors”. *Ergodic Theory Dynam. Systems*, 23(2):663–669, 2003.

[14] E. G. Effros and F. Hahn. *Locally compact transformation groups and C*-algebras*. Memoirs of the American Mathematical Society, No. 75. American Mathematical Society, Providence, R.I., 1967.

[15] N. P. Fogg. *Substitutions in dynamics, arithmetics and combinatorics*, volume 1794 of *Lecture Notes in Mathematics*. Springer-Verlag, Berlin, 2002. Edited by V. Berthé, S. Ferenczi, C. Mauduit and A. Siegel.

[16] J. M. Gracia-Bondía, J. C. Várilly, and H. Figueroa. *Elements of noncommutative geometry*. Birkhäuser Advanced Texts: Basler Lehrbücher. [Birkhäuser Advanced Texts: Basel Textbooks]. Birkhäuser Boston, Inc., Boston, MA, 2001.

[17] J. Kellendonk, D. Lenz, and J. Savinien. A characterization of subshifts with bounded powers. *Discrete Math.*, 313(24):2881–2894, 2013.

[18] J. Kellendonk and J. Savinien. Spectral triples and characterization of aperiodic order. *Proc. Lond. Math. Soc. (3)*, 104(1):123–157, 2012.

[19] A. Y. Khinchin. *Continued fractions*. Dover Publications, Inc., Mineola, NY, russian edition, 1997. With a preface by B. V. Gnedenko, Reprint of the 1964 translation.

[20] J. C. Lagarias and P. A. B. Pleasants. Repetitive Delone sets and quasicrystals. *Ergodic Theory Dynam. Systems*, 23(3):831–867, 2003.

[21] D. Lind and B. Marcus. *An introduction to symbolic dynamics and coding*. Cambridge University Press, Cambridge, 1995.
[22] J. Pearson and J. Bellissard. Noncommutative Riemannian geometry and diffusion on ultrametric Cantor sets. J. Noncommut. Geom., 3(3):447–480, 2009.

[23] M. A. Rieffel. Metrics on state spaces. Doc. Math., 4:559–600 (electronic), 1999.

[24] M. A. Rieffel. Compact quantum metric spaces. In Operator algebras, quantization, and noncommutative geometry, volume 365 of Contemp. Math., pages 315–330. Amer. Math. Soc., Providence, RI, 2004.

[25] J. Savinien. A metric characterisation of repulsive tilings. preprint, arXiv:1410.7251, 2014.

[26] R. Sharp. Spectral triples and Gibbs measures for expanding maps on Cantor sets. J. Noncommut. Geom., 6(4):801–817, 2012.

[27] M. F. Whittaker. Spectral triples for hyperbolic dynamical systems. preprint, arXiv:1011.3292, 2010.