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Abstract. The use of sensor data as well as the combination of different data from diverse systems in production and logistics lead to new opportunities for monitoring, controlling and optimization of processes within the scope of Industry 4.0. New developments of camera-based systems support this trend, which is particularly relevant for the control of cyber physical systems (CPS). This paper discusses a new approach for camera-based dynamic identification and localization, including speed and orientation determination, in combination with joined data from different sources and data analysis for CPS. In order to assess the potential of the approach, various possibilities and methods for camera-based optimizing CPS are discussed. A production-oriented logistics application shows the technical feasibility of the approach.
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1 Introduction

Increasing customer requirements and individualized products lead to a growth of complexity in production processes and the amount logistics processes due to distributed production sites and higher complex delivery networks [1]. To meet these higher requirements, a new level of organization and control of the entire value chain over the lifecycle of products is necessary [2]. This is summarized under the term Industry 4.0 based on Cyber-Physical Systems (CPS). CPS are embedded open-ended socio-technical systems and enable a range of new functions, services and features for production, logistics, engineering, coordination and management processes as well as internet services [3]. An essential basis is the availability of all relevant information in real time through directly captured physical data by sensors and networking of entities involved in the value creation as well as the ability to derive optimal value-added flows from data obtained [2].

Industry 4.0 contains vertical integration and networking of production systems [4]. These aspects include the areas of sensor networks as well as intelligence, flexibility
and changeability of systems through comprehensive solutions. In particular, sensor networks provide a new way of process understanding by permanently collecting and analyzing sensor data from production and logistics. This includes further development of camera-based sensor technology to intelligent, configurable and networked sensor systems with case-specific and adaptive measurement strategies. After an overview of related work, we show an approach using camera-based sensors in combination with joined data from different sources, data analysis and visualizations to analyze and control CPS to improve production-oriented logistics. An implementation in a modular production system and opportunities of the approach are discussed subsequently.

2 Developments in sensor technology and related work

Various methods for obtaining production and material flow data, such as manual data collection by employees, applications of auto-ID techniques (bar code or RFID techniques), subsequent analysis of film recordings, analysis of production documents and statistics or data collection from ERP systems are available. Through the continuous development of sensor technologies, new and more effective methods for obtaining these data could be developed.

Camera-based data collection systems can provide a useful complement to existing data collection methods. This increases the availability of distributed information from a wide range of sources, which also have to be analyzed in real time and can be used for system control. Providing information for self-control becomes increasingly important. New camera models for camera-based systems have the capability to build the function of different sensors and to generate virtual sensor data in the desired quality. This allows an analysis of the effects for sensor-specific and process-specific parameters on situation analysis.

Concerning the use of camera-based sensors in logistics, the number of applications and research projects is limited. Computer vision is used as a method for realizing and replacing different sensors on forklifts trucks with just one technology at the project “Staplerauge”. The replacement or supplementation for various sensors such as localization of hoist height determination and fork-occupied detection leads to decreasing integration costs on forklifts trucks and background IT-systems. In practice the technical feasibility and a high potential of the vision-based state monitoring for forklifts has been proved.

A different approach pursue the marker-based location of resources at the project MarLO. Fixed infrastructure is equipped with appropriate video sensors to detect optical markers on different mobile logistics resources like forklift trucks. Marked objects are tracked from the outside and the acquisition and calculation systems are firmly connected with the sensor processing units. This system is advantageous for spatially restricted application environments as well as for free surfaces, in which numerous mobile operating means are used.

At the project tracing intelligent logistics objects (TiLo) the feasibility of data acquisition and analysis by the industrial image processing and the use of simulation studies...
are demonstrated [14]. The used camera covers only individual areas and the obtained data is only used for simulations. There is also no connection of the camera data with production and sensor data.

The presented projects often show only individual elements of Industry 4.0. A comprehensive connection of camera-based data with further production data analysis and evaluation in combination with visualization in real time and for simulation is not achieved in the production environment.

3 Technical concept

In addition to the necessary basic conditions, the technical concept includes four stages. First, the type of identifiers as well as the type of identification and localization methods are defined. An interface to existing production databases is created subsequently. In a third step the camera-based data and the data from the existing systems have to be prepared and evaluated in order to make decisions and to support workers through appropriate visualizations in a final step. Such virtual sensors are a step ahead to reach Industry 4.0 goals. Figure 1 shows the complete process.

3.1 Requirements and necessary conditions

The use of camera-based sensors needs various minimum requirements and conditions, which must be taken in order to achieve a secure identification and localization of objects in a required quality. For locating different equipment by camera-based systems, two essential technical approaches are possible. Either the mobile object itself captures its surroundings. For this purpose, cameras are installed directly on the objects and markers are placed firmly in the environment. Or the mobile object is captured, realized by cameras attached in the infrastructure and markers mounted the objects.

The size of the covered area is to be taken into consideration. Depending on the design, several camera-based sensors have to be used for larger areas. This leads to an increase in system complexity. Furthermore, the type of the relevant objects have to be taken into account. In addition to natural identifiers, artificial identifiers can be used too. The size of the objects observed as well as the distance leads to minimum requirements for the resolution of camera-based sensors. Influence on the minimum sampling rate of the sensors has among other things the speed of the objects. The light conditions on the spot have an influence on the quality of the object detection. These factors influence the exact design of the camera-based sensors.
3.2 Image Processing and Localization Algorithm

Because artificial identifiers often lead to a more stable detection of objects, further matrix codes are discussed. ArUco markers are synthetic square marker composed by a black border and an inner binary matrix containing a number as an ID. The ID and the direction and size of these markers is easy to detect with software libraries to analyze camera images, like the open source computer vision OpenCV. For the recognition of the markers, they need at least the space of about 30x30 pixels of the camera image. The resulting data of the recognition – ID, Coordinates of the edges – are used to compute more derived information: direction and speed of the objects, distances to other objects etc. These data may be seen as received from virtual sensors and are saved for further investigation. The object itself does not need any sensors or wireless communication facilities, but if it is able to communicate, it could be provided with all these data concerning itself or all other marked objects. The data seems to come from a superset of sensor built in – virtual sensors. To reach the goals of Industry 4.0, these data may be distributed to the different elements of the production in real time.

3.3 Connection and processing of data from different sources

A software interface to relevant production database has to be implemented to read the state of all involved elements to combine these data with the data of marker recognition and derived data together with the timestamp to build a database of the production process containing all relevant information. This data could be used to monitor the production process just in time or later in simulations. Chapter 5 discusses these possibilities.

3.4 Visualization and worker support

These compacted data from different sources are used to visualize the production process in a different view like augmented vision or a virtual picture of a system. The augmented vision combines the real camera image with additional superimpositions. Thus provides a detailed insight into systems along with necessary added information. The camera images are not necessary needed any longer for the virtual view – may be stored for some time for controlling purposes – and the compact sensor may be transferred to any place to see the production in real time or later. The commented and with all information added data can be used to monitor and control the production. Based on this added data new decisions could be made to optimize production processes.

4 Demonstrator and implementation on an CPS

The presented concept is implemented in a modular production system shown in figure 2. This CPS produces individualized valves in small batches up to lot size 1. A work piece carrier equipped with a RFID tag contains orders, work plans and work pieces. The production line consists of six connection points for various production modules and a conveyor belt circuit. To realize an improved material flow control, the system
has two switch points to skip stations. Each module is decentralized controlled via its own PLC. Orders and certain production steps are also documented centrally in a MES with appropriate databases. In the first module, three different basic bodies are provided from stock. The second module performs several machining operations, such as drilling. Quality control is performed in the third module. A robot assembles individual components of a valve in the fourth module, which can subsequently be stored in the fifth module. Module six commissions and delivers finished orders to customers.

Based on this system, various hardware changes were performed based on the process shown in Figure 1. This includes in a first step the placement of ArUco markers on the workpiece carriers for identification and localization. A camera was installed centrally above the modular production system and provides images of the whole system. The analysis software, located on an external PC, recognizes the parameters of all markers inside the image and continuously calculates the position of all carriers almost in real time, shown in figure 2. The parameters of the markers (ID, position of the center and the position of the corners of the markers) are stored in a database table together with time stamps. The alignment, the speed and the direction of movement of the markers can be calculated from these image sequences. This design of the camera system is easy to implement with minimal interferences of the production and logistics processes.

Secondly, the production databases of the MES were connected to the software through a two-way interface. During the data connection and analysis, the tables of the production database are constantly read out. These data are combined with the data from the position calculation of the markers. According to this, in a third step the system derives different evaluations and results. In the example shown in figure 3, eight carriers are used. Two carriers (3 and 5) being filled with a basic cylinder. Carrier 3 moves to the station "Camera" for a quality check. Carrier 5 transported its basic cylinder to the station "Driller" and waits for the completion of the drilling process.

The detailed view of production and logistics processes leads to abilities for self-optimization, self-configuration and self-diagnosis, which are essential for Industry 4.0. Standstills of the conveyor belt can be detected immediately. The blockage of the belt by a jammed carrier also between the stations triggers an alarm message. In addition, the evaluation determines the service life of a carrier at a station, whether the processes run stably or require more time than usual. The position of the individual carriers is determined continuously and independently from sensors of the individual modules.
This allows a more precise localization of the carriers and a higher transparency of logistics processes. The position and the type of parts on the carriers can also be determined precisely. The software identifies the markers of the loaded parts and evaluates the images in combination with the data from the MES. Thereby a plausibility check of the work pieces (presence, color and diameter) is possible. Different lengths of processing steps on individual modules can cause queues, which cannot be adequately regulated by the decentralized control, without an image of the entire system.

In addition to a real time evaluation, the data can be used for later simulations too. Without intervention in the plant, the influence of different parameters and strategies on the production can be tested. This includes changes in the belt speed, changes in the duration of individual production steps or influence of the distance of the stations. Layout decisions and optimizations can also be determined.

Several views are implemented for the visualization of the system within the fourth process step. One view shows the camera image of the plant with augmented information of identified carriers and important parameters from the production database. Figure 3 shows the virtualized representation of the plant with the current status of the orders, work pieces and work piece carriers. This view gives a good overview of the production and logistics processes including messages and warnings.

5 Optimization methods and opportunities of the approach

The presented concept leads to a shift of hardware functions to software functions via software modules. These software modules are the basis for higher flexibility and changeability for CPS and in production-oriented logistics.
The presented camera-based systems have the advantage that they do not need a direct connection to the existing controls of the systems. Therefore, they collect information independently from existing automation and control data of production plants. Changes of the camera and evaluation software can be made during production. This leads to minimal disturbances in production and logistics. In this way, camera-based systems can collect data on details that cannot be captured or can only be captured at great expense by installed sensors in existing production facilities.

The continuous connection of identification and localization with different production data can be used to monitor a production. Already in a simple structure, an augmented representation of the current production is possible over the network or internet. Standstills of transport systems, such as conveyor belts, can be detected immediately and an alarm message can be triggered. Processing and handling times of production stations can be determined and evaluated, too. Without direct encroachment on plants, data for simulations can be collected. The data can be used to test the influence of different parameters and strategies in production and logistics. Thus leads to an evaluation and optimization of individual production stations, identification of bottlenecks and to improved layout decision for production networks. In addition to the presented possibilities, there are numerous other possibilities for optimization for CPS in Industry 4.0:

- Providing high-resolution state data and relevant information to entities and systems in real time through directly captured physical data and data analysis for an adaptive production control
- Plausibility comparison with the signals from other sensors, e.g. combination of artificial with natural identification features or production data
- Replacement and extension of various existing sensors
- Continuous monitoring and Real time control of processes
- Increasing the transparency and system understanding of the production and logistics facilities by recording and analyzing services and loads
- Support for workers through clear visualization and decision-making
- Later made simulations based on the data could help to discover and eliminate weaknesses and errors and to optimize production

6 Conclusion and Outlook

In this paper, various possibilities for the use of camera-based sensor data in production and logistics were presented. Camera-based sensor technologies become more effective, more powerful and more cost-effective, and will be used largely in logistics and production systems. By combining the resolved sensor data with other data from the production and logistics, CPS control can be improved and optimized. The presented methods of visualization provide a good basis for system monitoring and decision support of workers. Therefore, combining of different data resources leads to an improvement and optimization of processes. The technical feasibility was demonstrated by an implementation in a modular system with production-related logistics processes.

In the further work, additional implementations for evaluation will be developed. This will includes extended use and combination of different data sources as well as
new methods for visualization of data and providing relevant information for CPS in Industry 4.0.
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