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Abstract
This paper introduces a new algorithm to approximate smoothed additive functionals of partially observed diffusion processes. This method relies on a new sequential Monte Carlo method which allows to compute such approximations online, i.e., as the observations are received, and with a computational complexity growing linearly with the number of Monte Carlo samples. The original algorithm cannot be used in the case of partially observed stochastic differential equations since the transition density of the latent data is usually unknown. We prove that it may be extended to partially observed continuous processes by replacing this unknown quantity by an unbiased estimator obtained for instance using general Poisson estimators. This estimator is proved to be consistent and its performance are illustrated using data from two models.
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1 Introduction
This paper introduces a new algorithm to solve the smoothing problem for hidden Markov models (HMMs) whose hidden state is a solution to a stochastic differential equation (SDE). These models are referred to as partially observed diffusion (POD) processes in [27]. The hidden state process \( (X_t)_{t \geq 0} \) is assumed to be a solution to a SDE, and the only information available is given by noisy observations \( (Y_k)_{0 \leq k \leq n} \) of the states \( (X_k)_{0 \leq k \leq n} \) (where \( X_k \) stands for \( X_{t_k} \)) at some discrete time points \( (t_k)_{0 \leq k \leq n} \).

The bivariate stochastic process \( (X_k, Y_k)_{0 \leq k \leq n} \) is a state-space model such that conditional on the state sequence \( (X_k)_{0 \leq k \leq n} \), the observations \( (Y_k)_{0 \leq k \leq n} \) are independent and for all \( 0 \leq t \leq n \) the conditional distribution of \( Y_t \) given \( (X_k)_{0 \leq k \leq n} \) depends on \( X_t \) only.

Statistical inference for HMMs often requires to solve Bayesian filtering and smoothing problems, i.e., the computation of the posterior distributions of sequences of hidden states given observations. The filtering problem refers to the estimation, for each \( 0 \leq k \leq n \), of the distributions of the hidden state \( X_k \) given the observations \( (Y_0, \ldots, Y_k) \). Smoothing stands for the estimation of the distributions of the sequence of states \( (X_k, \ldots, X_p) \) given observations \( (Y_0, \ldots, Y_\ell) \) with \( 0 \leq k \leq p \leq \ell \leq n \). These posterior distributions are crucial to compute maximum likelihood estimators of unknown parameters using the observations \( (Y_0, \ldots, Y_n) \) only. For instance, the E-step of the EM algorithm introduced in [9] boils down to the computation of a conditional expectation of an additive functional of the hidden states given all the observations up to time \( n \). Similarly, by Fisher’s identity, recursive maximum likelihood estimates may be computed using the gradient of the log likelihood which can be written as the conditional expectation of an additive functional of the hidden states. See [7, Chapters 10 and 11], [19, 23, 24, 31] for further references on the use of these smoothed expectations of additive functionals applied to maximum likelihood parameter inference in latent data models.

However, in most cases, the exact computation of these expectations is usually not possible explicitly. Sequential Monte Carlo (SMC) methods are popular algorithms to approximate smoothing distributions with random particles associated with importance weights. [17, 22] introduced the first particle filters and smoothers for state-space models by combining importance sampling steps to propagate particles with resampling steps to duplicate or discard particles according to their importance weights. In the case of HMMs, approximations of the smoothing distributions may be obtained using the...
forward filtering backward smoothing algorithm (FFBS) and the forward filtering backward simulation algorithm (FFBSi) developed respectively in [11, 18, 22], and [16]. Both algorithms require first a forward pass which produces a set of particles and weights approximating the sequence of filtering distributions up to time \( n \). Then, a backward pass is performed to compute new weights (FFBS) or sample trajectories (FFBSi) in order to approximate the smoothing distributions. Recently, [28] proposed a new SMC algorithm, the particle-based rapid incremental smoother (PaRIS), to approximate on-the-fly (i.e., using the observations as they are received) smoothed expectations of additive functionals. Unlike the FFBS algorithm, the complexity of this algorithm grows only linearly with the number of particles \( N \) and contrary to the FFBSi algorithm, no backward pass is required. One of the best features of PaRIS algorithm is that it may be implemented online, using the observations \( (Y_k)_{k \geq 0} \) as they are received, without any increasing storage requirements.

Unfortunately, these methods cannot be applied directly to POD processes since some elementary quantities, such as transition densities of the hidden states, are not available explicitly. In the context of SDEs, discretization procedures may be used to approximate transition densities. For instance, the classical Euler-Maruyama method, the Ozaki discretization which proposes a linear approximation of the drift coefficient between two observations [29, 32], or Gaussian-based approximations using Taylor expansions of the conditional mean and variance [29, 32], or Gaussian-based approximations using Taylor expansion of the conditional mean and variance [29, 32]. Other approaches based on Hermite polynomials expansion were also introduced by [1–3] and were extended in several directions recently, see [25] and all the references on the approximation of transition densities therein. However, even the most recent discretization-based approximations of the transition densities induce a systematic bias in the approximation of the transition densities, see for instance [8].

To overcome this difficulty, [13] proposed to solve the filtering problem by combining SMC methods with an unbiased estimate of the transition densities based on the generalized Poisson estimator (GPE). In this case, only the Monte Carlo error has to be controlled as there is no Taylor expansion to approximate unknown transition densities, i.e., no discretization scheme is used. The only solution to solve the smoothing problem for POD processes using SMC methods without any discretization procedure has been proposed in [27] and extends the fixed-lag smoother of [26]. Using forgetting properties of the hidden chain, the algorithm improves the performance of [13] to approximate smoothing distributions but at the cost of a bias, this time due to the fixed lag approximation, that does not vanish as the number of particles grows to infinity.

In this paper, we propose to use SMC methods to obtain consistent approximations of smoothing expectations of POD processes by extending the PaRIS algorithm. The proposed algorithm allows to approximate smoothed expectations of additive functionals online, with a complexity growing only linearly with the number of particles and without any discretization procedure or Taylor expansion of the transition densities. The crucial and simple result (Lemma 1) of the application of the PaRIS algorithm to POD processes is that the acceptance rejection mechanism introduced in [10] ensuring the linear complexity of the procedure is still correct when the transition densities are replaced by unbiased estimates. The usual FFBS and FFBSi algorithms may not extend this easily since they both require the computation of weights defined as ratios involving the transition densities, thus replacing these unknown quantities by unbiased estimates does not lead to unbiased estimators of the weights. The linear version of the FFBSi algorithm proposed in [10] could be extended in a similar way as PaRIS algorithm but it would still require a backward pass and would not be an online smoother. The proposed generalized random version of PaRIS algorithm, hereafter named GRand PaRIS algorithm, may not only be applied to POD processes but also to any general state-space model where the transition density of the hidden chain may be approximated using a positive and unbiased estimator.

Section 2 describes the model and the smoothing quantities to be estimated. Section 3 provides the algorithm to approximate smoothed additive functionals using unbiased estimates of the transition density of the hidden states. This section also details the application of this algorithm when the transition density are approximated using a GPE. In Section 4, classical convergence results for SMC smoothers are extended to the setting of this paper and illustrated with numerical experiments in Section 5. All proofs are postponed to Appendix.

2 Model and framework
Let \( (X_t)_{t \geq 0} \) be defined as a weak solution to the following SDE in \( \mathbb{R}^d \):

\[
X_0 = x_0 \quad \text{and} \quad dX_t = \alpha(X_t)dt + \Gamma(X_t)dW_t, \quad (1)
\]

where \( (W_t)_{t \geq 0} \) is a standard Brownian motion on \( \mathbb{R}^d \), \( \alpha : \mathbb{R}^d \to \mathbb{R}^d \), and \( \Gamma : \mathbb{R}^d \to \mathbb{R}^{d \times d} \). The solution to (1) is supposed to be partially observed at times \( 0 = t_0 < \ldots < t_n \) through an observation process \( (Y_k)_{0 \leq k \leq n} \) in \( \mathbb{R}^{m+n} \). In the following, for all \( 0 \leq k \leq n \), the state \( X_{t_k} \) at time \( k \) is referred to as \( X_k \). For all \( 0 \leq k \leq n \), the distribution of \( Y_k \) given \( X_k \) has a density with respect to a reference measure \( \lambda \) on \( \mathbb{R}^m \) given by \( g(X_k) \). For the sake of simplicity, the shorthand notation \( g_k(X_k) \) for \( g(X_k, Y_k) \) is used. The distribution of \( X_0 \) has a density with respect to a reference measure \( \mu \) on \( \mathbb{R}^d \) given by \( \chi \). For all \( 0 \leq k \leq n-1 \),
the conditional distribution of $X_{k+1}$ given $X_k$ has a density $q_k(X_{k}, \cdot)$ with respect to $\mu$.

For all $0 \leq k \leq k' \leq n$, the joint smoothing distributions of the hidden states are defined, for all measurable function $h$ on $(\mathbb{R}^d)^{k-k+1}$, by:

$$
\phi_{k:k'|n}[h] = \mathbb{E}[h(X_{k}, \ldots, X_{k'}) | Y_{0:n}],
$$

and $\phi_k = \phi_{k:k|k}$ denotes the filtering distributions. The aim of this paper is to approximate expectations of the form:

$$
\phi_{0:n|n}[H_n] = \mathbb{E}[H_n(X_{0:n}) | Y_{0:n}],
$$

where $H_n = \sum_{k=0}^{n-1} h_k(X_k, X_{k+1})$,

when $\{h_k\}_{k=0}^{n-1}$ are given functions on $\mathbb{R}^d \times \mathbb{R}^d$. Smoothed additive functionals as (2) are crucial for maximum likelihood inference of latent data models. These quantities appear naturally when computing the Fisher score in hidden Markov models or the intermediate quantity of the expectation maximization algorithm (see Section 5). They are also pivotal to design online expectation maximization-based algorithms which motivates the method introduced in this paper that does not require growing storage and can process observations online.

The algorithm proposed in this paper is based on sequential Monte Carlo methods which offer a flexible framework to approximate such distributions with weighted empirical measures associated with random samples. At each step time, the samples are moved randomly in $\mathbb{R}^d$ and associated with importance weights. In general situations, the computation of these importance weights involves the unknown transition density of the process (1). The solution introduced in Section 3 requires an unbiased estimator of these unknown transition densities. Moreover, this estimator must be almost surely positive and upper bounded. Statistical inference of stochastic differential equations is an active area of research, and several solutions have been proposed to design unbiased estimates of these transition densities. Those estimators require different assumptions on the model (1), we provide below several solutions that can be investigated.

**General Poisson estimators** This paper focuses mainly on GPEs which have been widely used recently and applied in a variety of disciplines. These estimators require that the diffusion coefficient $\Gamma$ is constant and equal to the identity matrix, see [13]. They may be applied to reducible SDE for which there exists an invertible and infinitely differentiable function $\eta$ such that the process $\{Z_t = \eta(X_t)\}_{t \geq 0}$ satisfies the SDE $Z_0 = \eta(x_0)$ and

$$
dZ_t = \beta(Z_t)dt + dW_t.
$$

By Ito’s formula, it is straightforward to show that, in the case of a reducible diffusion, the Jacobian matrix of $\eta$ satisfies

$$
\nabla \eta = \Gamma^{-1},
$$

and, in the case $d = 1$,

$$
\beta : u \mapsto \frac{\alpha(\eta^{-1}(u))}{\Gamma(\eta^{-1}(u))} - \frac{\Gamma''(\eta^{-1}(u))}{2}.
$$

In the case of a scalar diffusion, this Lamperti transform is given by

$$
\eta : x \mapsto \int_{x_0}^{x} \Gamma^{-1}(u) du.
$$

In the general case, [3, Proposition 1] shows that when $\Gamma$ is non-singular, the SDE is reducible if and only if, for all $1 \leq i, j, k \leq d$,

$$
\frac{\partial \Gamma^{-1}_{ij}}{\partial x_k} = \frac{\partial \Gamma^{-1}_{ik}}{\partial x_j}.
$$

(4)

In the case of a diagonal matrix $\Gamma$ (4) is equivalent to assume that $\Gamma$ is such that for each $1 \leq i \leq d$, $\Gamma_{ii}$ depends on $x_i$ only. [3] notes that the reducibility condition (4) holds also for some non-diagonal matrices $\Gamma$. This is true in particular in the case $d = 2$ for stochastic volatility models where $\sigma$ is of the form:

$$
\Gamma(x) = \begin{pmatrix}
\sigma(x_1) & a(x_1) \\
0 & \sigma(x_2)
\end{pmatrix}.
$$

GPEs consider that the process $(X_t)_{t \geq 0}$ satisfies the SDE (1) with $\Gamma$ being the identity matrix, i.e., we consider a diffusion after the application of the Lamperti transform. In addition, designing GPEs also requires that

i) $\alpha$ is of the form $\alpha(x) = \nabla A(x)$ where $A : \mathbb{R}^d \rightarrow \mathbb{R}$ is a twice continuously differentiable function;

ii) the function $x \mapsto (||\alpha(x)||^2 + \Delta A(x)) / 2$ is lower bounded where $\Delta$ is the Laplace operator.

Assumption (i) is somewhat restrictive as it requires $\alpha$ to derive from a scalar potential, however, it has natural applications in many fields such as movement ecology, see [15]. Assumption (ii) is a technical condition which ensures that exact sampling of processes solution to (1) using acceptance rejection methods, see for instance [4, 5, 13]. In addition to provide an unbiased estimate of the transition density, the GPE ensure that this estimate is almost surely positive. Moreover, as detailed below, under additional conditions, a GPE that is almost surely upper bounded can be defined.

**Continuous importance sampling-based estimators** In the case the previous assumptions are not fulfilled, in particular assumption (i), alternatives to GPEs are given by continuous importance sampling procedures for SDE. In
[34], for each \(0 \leq k \leq n-1\), the transition density between \(t_k\) and \(t_{k+1}\) is expressed as an infinite expansion obtained using the Kolmogorov backward operator associated with (1). This analytical expression of the transition density is not tractable and is estimated by updating random samples at random times between \(t_k\) and \(t_{k+1}\) using tractable proposal distributions (for instance, based on an Euler discretization of the original SDE). Then, these samples are associated with random weights to ensure that the proposed estimator is unbiased. More recently, [14] extended the discrete time importance sampling estimator by introducing updates at random times associated with a renewal process. The random samples are weighted using the Kolmogorov forward operator associated with the SDE which relies on the first two order derivatives of the drift and diffusion coefficients (and is therefore tractable).

The unbiasedness of these procedures and the controls of the variability of the estimates require moments assumptions and H"older type conditions on the parameters of the SDE (1). Their efficiency require a fair amount of tuning as they highly depend on the proposal densities used to obtain the Monte Carlo samples and the point processes generating the underlying random times. In addition to unbiasedness, the proposed algorithm in this work requires that the estimator of the transition density is almost surely positive and upper bounded. This implies additional assumptions on the SDE depending on the chosen estimate and could lead to interesting perspectives.

### 3 The generalized random PaRIS algorithm

The algorithm is based on the following link between the filtering and smoothing distributions for additive functionals, see [28]:

\[
\phi_{\Omega_0^n}[h] = \phi_0[T_0^n[h]], \quad \text{where} \quad T_0^n[h](X_n) = \mathbb{E}[h(X_{0:n})|X_n,Y_{0:n}].
\]

(5)

The approximation of (5) requires first to approximate the sequence of filtering distributions. Sequential Monte Carlo methods provide an efficient and simple solution to obtain these approximations using sets of particles \(\{\xi^N_k\}_{i=1}^N\) associated with weights \(\{\omega^N_k\}_{i=1}^N\), 0 \(\leq k \leq n\).

At time \(k = 0\), \(N\) particles \(\{\xi^N_0\}_{i=1}^N\) are sampled independently according to \(\xi^N_0 \sim \eta_0\), where \(\eta_0\) is a probability density with respect to \(\mu\). Then, \(\xi^N_0\) is associated with the importance weights \(\omega^N_0 = \chi(\xi^N_0) g_0(\xi^N_0)/\eta_0(\xi^N_0)\). For any bounded and measurable function \(h\) defined on \(\mathbb{R}^d\), the expectation \(\phi_0[h]\) is approximated by

\[
\phi_0^N[h] = \frac{1}{\Omega_0^N} \sum_{i=1}^N \omega^N_i h(\xi^N_i), \quad \Omega_0^N := \sum_{i=1}^N \omega^N_i.
\]

Then, for 1 \(\leq k \leq n\), using \(\{(\xi^N_{k-1},\omega^N_{k-1})\}_{i=1}^N\), the auxiliary particle filter of [30] samples pairs \(\{(I^N_k,\xi^N_k)\}_{i=1}^N\) of indices and particles using an instrumental transition density \(p_{k-1}\) on \(\mathbb{R}^d \times \mathbb{R}^d\) and an adjustment multiplier function \(\phi_k\) on \(\mathbb{R}^d\). Each new particle \(\xi^N_k\) and weight \(\omega^N_k\) at time \(k\) are computed following these steps:

- choose a particle index \(I^N_k\) at time \(k-1\) in \(\{1,\ldots,N\}\) with probabilities proportional to \(\omega^N_{k-1}\phi_k(\xi^N_{k-1})\), for \(j\) in \(\{1,\ldots,N\}\);
- sample \(\xi^N_k\) using this chosen particle according to \(\xi^N_k \sim p_{k-1}(\cdot|\xi^N_{k-1})\);
- associate the particle \(\xi^N_k\) with the importance weight:

\[
\omega^N_k := \frac{q_{k-1}(\xi^N_{I^N_k-1},\xi^N_k) g_k(\xi^N_k)}{\phi_k(\xi^N_{I^N_k-1}) p_{k-1}(\xi^N_{I^N_k-1},\xi^N_k)}.
\]

(6)

The expectation \(\phi_k[h]\) is approximated by

\[
\phi_k^N[h] := \frac{1}{\Omega_k^N} \sum_{i=1}^N \omega^N_i h(\xi^N_i), \quad \Omega_k^N := \sum_{i=1}^N \omega^N_i.
\]

The most simple choice for \(p_{k-1}\) and \(\phi_k\) is the bootstrap filter proposed by [17] which sets \(p_{k-1} = q_{k-1}\) and for all \(x \in \mathbb{R}^d\), \(\phi(x) = 1\). In the case of POD processes, \(q_{k-1}\) is unknown but it can be replaced by any approximation to sample the particles as any choice of \(p_{k-1}\) can be made. The approximation can be obtained using a discretization scheme such as Euler method or a Poisson-based approximation as detailed below. A more appealing choice is the fully adapted particle filter which sets for all \(x,x' \in \mathbb{R}^d\), \(p_{k-1}(x,x') \propto q_{k-1}(x,x') g_k(x')\) and for all \(x \in \mathbb{R}^d\), \(\phi(x) = \int q_{k-1}(x,x') g_k(x') \mu(dx')\). Here, again \(q_{k-1}\) has to be replaced by an approximation. In Section 5, it is replaced by the Gaussian approximation provided by a Euler scheme which leads to a Gaussian proposal density \(p_{k-1}\) as the observation model is linear and Gaussian.

The PaRIS algorithm uses the same decomposition as the FFBS algorithm introduced in [12] and the FFBSi algorithm proposed by [16] to approximate smoothing distributions. It combines both the forward-only version of the FFBS algorithm with the sampling mechanism of the FFBSi algorithm. It does not produce an approximation of the smoothing distributions but of the smoothed expectation of a fixed additive functional and thus may be used to approximate (2). Its crucial property is that it does not require a backward pass, the smoothed expectation is computed on-the-fly with the particle filter and no storage of the particles or weights is needed.
PaRIS algorithm relies on the following fundamental property of $T_k[H_k]$ when $H_k$ is as in (2):

$$
T_k[H_k]|\mathcal{X}_k = \mathbb{E}
\left[
T_{k-1}[H_{k-1}]|\mathcal{X}_{k-1} + \phi_{k-1}\left(\mathcal{X}_{k-1} - \mathcal{X}_k\right)\right].
$$

Therefore, (28) introduces sufficient statistics $\tau_k^N$ (starting with $\tau_0^N = 0$, $1 \leq i \leq N$), approximating $T_k[H_k](\xi_k)$, for $1 \leq i \leq N$ and $0 \leq k \leq n$. First, replacing $\phi_k$ by $\phi_{k-1}$ in the last equation leads to the following approximation of $T_k[H_k](\xi_k)$:

$$
T_k^N[H_k](\xi_k^N) = \sum_{j=1}^{N} \Lambda_k^{N}(i,j)\left[T_{k-1}\left[H_{k-1}\right](\xi_{k-1}^j) + h_{k-1}\left(\xi_{k-1}^j, \xi_k^N\right)\right],
$$

where

$$
\Lambda_k^N(i,\ell) = \frac{\omega_k^i N^q k}{\sum_{k=1}^{N} \omega_k^i N^q k(x_k,\xi_k^N)} , \quad 1 \leq \ell \leq N. 
$$

Computing exactly these approximations would lead to a complexity growing quadratically with $N$ because of the normalizing constant in (8). Therefore, PaRIS algorithm sample particles in the set $\{\xi_{k-1}^j\}_{j=1}^N$ with probabilities $\Lambda_k^N(i,\cdot)$ to approximate the expectation (7) and produce $\tau_k^N$. Choosing $N \geq 1$, at each time step $0 \leq k \leq n - 1$ these statistics are updated according to the following steps:

(i) Run one step of a particle filter to produce $\{(\xi_k^j, \omega_k^j)\}$ for $1 \leq \ell \leq N$.

(ii) For all $1 \leq i \leq N$, sample independently $f_k^{i\ell}$ in $\{1, \ldots, N\}$ for $1 \leq \ell \leq N$ with probabilities $\Lambda_k^N(i,\cdot)$, given by (8).

(iii) Set

$$
\tau_{k+1}^N := \frac{1}{\sum_{k=1}^{N} \omega_k^i N^q k(x_k,\xi_k^N)} \sum_{k=1}^{N} \omega_k^i N^q k(x_k,\xi_k^N). 
$$

Then, (2) is approximated by

$$
\phi_{\lambda,\alpha}^N(t_n) = \frac{1}{\sum_{k=1}^{N} \omega_k^i N^q k(x_k,\xi_k^N)} \sum_{k=1}^{N} \omega_k^i N^q k(x_k,\xi_k^N). 
$$

It is clear from steps (i) to (iii) that each time a new observation $Y_{n+1}$ is received, the quantities $(\tau_{k+1}^N)_{1 \leq k \leq N}$ can be updated only using $Y_{n+1}$, $(\tau_{k}^N)_{1 \leq k \leq N}$ and the particle filter at time $n$. This means that storage requirements do not increase when processing additional data.

As proved in (28), the algorithm is asymptotically consistent (as $N$ goes to infinity) for any precision parameter $\tilde{N}$. However, there is a significant qualitative difference between the cases $\tilde{N} = 1$ and $\tilde{N} \geq 2$. As for the FFBSi algorithm, when there exists $\sigma_+$ such that $0 < \sigma_k < \sigma_+$, PaRIS algorithm may be implemented with $\mathcal{O}(N)$ complexity using the accept-reject mechanism of [10].

In general situations, PaRIS algorithm cannot be used for stochastic differential equations as $q_k$ is unknown. Therefore, the computation of the importance weights $\omega_k^i$ and of the acceptance ratio of [10] is not tractable. Following [13, 27], filtering weights can be approximated by replacing $q_k(\xi_k^j, \xi_k^j)$ by an unbiased estimator

$$
q_k(\xi_k^j, \xi_k^j; \xi_k^j) := \bar{q}_k(\xi_k^j, \xi_k^j; \xi_k^j) > 0 \text{ a.s. and}
$$

$$
\mathbb{E}[q_k(\xi_k^j, \xi_k^j; \xi_k^j)|\mathcal{G}_k^N] = q_k(\xi_k^j, \xi_k^j), 
$$

for all $0 \leq k \leq n$,

$$
\mathcal{F}_k^N = \sigma \left\{ Y_{0:k} \left(\xi_k^j, \omega_k^i N^q k(x_k,\xi_k^N), \xi_k^j\right); j \leq N, 0 \leq m \leq N \right\},
$$

$$
\mathcal{G}_k^{N+1} = \mathcal{F}_k^N \lor \sigma \left\{ Y_{k+1}; \left(\xi_k^j, \omega_k^i N^q k(x_k,\xi_k^N), \xi_k^j\right); 1 \leq \ell \leq N \right\}. 
$$

Practical choices for $\xi_k$ are discussed below, see for instance (14) which presents the choice made for the implementation of such estimators in our context. In the case where $q_k$ is unknown, the filtering weights in (6) then become

$$
\bar{q}_k(\xi_k^j, \xi_k^j; \xi_k^j) := q_k(\xi_k^j, \xi_k^j) \mathbb{E}[p_k(\xi_k^j, \xi_k^j)|\mathcal{G}_k^N] .
$$

In Algorithm 1, $M$ independent copies $(\xi_{k+1}^m)_{1 \leq m \leq M}$ of $\xi_{k+1}$ are sampled and the empirical mean of the associated estimates of the transition density are used to compute $\bar{q}_k^N$ instead of a single realization. Therefore, to obtain a generalized random version of PaRIS algorithm, we only need to be able to sample from the discrete probability distribution $\Lambda_k^N(i,\cdot)$ in the case of POD processes.

Consider the following assumption: for all $0 \leq k \leq n - 1$, there exists a random variable $\bar{\delta}_k^N$ measurable with respect to $\mathcal{G}_k^N$ such that

$$
\sup_{x\in\mathcal{X}, \xi_k} \bar{q}_k(x, y; \xi_k) \leq \bar{\delta}_k^N. \tag{10}
$$

**Lemma 1** Assume that (10) holds for some $0 \leq k \leq n - 1$. For all $1 \leq i \leq N$, define the random variable $f_k^i$ as follows:

**repeat**

- Sample independently $\xi_k, U \sim U[0,1]$, and $I \in \{1, \ldots, N\}$ with probabilities proportional to $\bar{\delta}_k^N$.
until $U \leq \hat{q}_k \left( \xi^j_k, \xi^l_k, \zeta \right) / \hat{\sigma}_+^k$.

Set $J_k^i = J$.

Then, the conditional probability distribution given $\mathcal{G}^{N}_{k+1}$ of $J_k^i$ is $N_{k, \zeta}(i, \cdot)$.

Proof See Appendix.

Note that Lemma 1 still holds if assumption (10) is relaxed and replaced by

$$\sup_{j, \xi} \hat{q}_k \left( \xi^j_k, y, \xi \right) \leq \hat{\sigma}_+^k.$$ (11)

It is worth noting that under assumptions (10) or (11), the linear complexity property of PaRIS algorithm is ensured. The following assumption can also be considered. For all $1 \leq i \leq N$,

$$\sup_{j, \xi} \hat{q}_k \left( \xi^j_k, \xi^l_k, \zeta \right) \leq \hat{\sigma}_+^k.$$ (12)

If only assumption (12) holds, the algorithm has a quadratic complexity. The bound of (10) is uniform (it does not depend on the particles) and can be used for every particle $1 \leq i \leq N$. However, this bound can be large (with respect to the simulated set of particles) for the algorithm of Lemma 1. The bound of (12) requires $N$ computations per particle (therefore, $N^2$ computations). However, it is clear that this second bound is sharper that the one of (10) for the acceptance rejection procedure and may lead to a computationally more efficient algorithm.

**Bounded estimator of $q_k$ using GPEs** For $x, y \in \mathbb{R}^d$, by Girsanov and Itô’s formulas, the transition density $q_k(x, y)$ of (1) satisfies, with $\Delta_k = t_{k+1} - t_k$,

$$q_k(x, y) = \varphi_{\Delta_k}(x, y) \exp \left\{ A(y) - A(x) \right\},$$

where $\mathcal{W}^{x, y, \Delta_k}$ is the law of Brownian bridge starting at $x$ at 0 and hitting $y$ at $\Delta_k$, $(w_t)_{0 \leq t \leq \Delta_k}$ is such a Brownian bridge, $\varphi_{\Delta_k}(x, y)$ is the p.d.f. of a normal distribution with mean $x$ and variance $\Delta_k$, evaluated at $y$ and $\varphi: \mathbb{R}^d \rightarrow \mathbb{R}$ is defined as

$$\varphi(x) = \left( \|x\|^2 + \Delta A(x) \right) / 2.$$

Assume that there exist random variables $L_w$ and $U_w$ such that for all $0 \leq s \leq \Delta_k$, $L_w \leq \phi(w_s) \leq U_w$. The performance of the estimator depends on the choice of $L_w$ and $U_w$ which is specific to the SDE. In the case of the models analyzed in Section 5, these bounds are discussed in [13] for the SINE model and in [27] for the log-growth model. Note that in the case where $\phi$ is not upper bounded, [5] proposed the EA3 algorithm. This layered Brownian bridge construction first samples random variables to determine in which layer the Brownian bridge lies before simulating the bridge conditional on the event that it belongs to the layer. By continuity of $\phi$, $L_w$, and $U_w$ can be computed easily.

Let $\kappa$ be a random variable taking values in $\mathbb{N}$ with distribution $\mu$ and $(U_l)_{1 \leq l \leq \kappa}$ be independent uniform random variables on $[0, \Delta_k]$ and $\zeta_k = \{ \kappa, w_l, U_1, \ldots, U\kappa \}$. As shown in [13], a positive unbiased estimator is given by

$$\hat{q}_k(x, y; \zeta_k) = \varphi_{\Delta_k}(x, y) \exp \left\{ A(y) - A(x) \right\} \times \exp \left\{ -U_w \Delta_k \right\} \prod_{j=1}^{\kappa} \left( U_w - \phi(w_l) \right).$$ (13)

Interesting choices of $\mu$ are discussed in [13], and we focus here on the so called GPE-1, where $\mu$ is a Poisson distribution with intensity $(U_w - L_w)\Delta_k$. In that case, the estimator (13) becomes

$$\hat{q}_k(x, y; \zeta_k) = \varphi_{\Delta_k}(x, y) \exp \left\{ A(y) - A(x) - L_w \Delta_k \right\} \prod_{j=1}^{\kappa} \left( U_w - \phi(w_l) \right) / U_w - L_w.$$ (14)

On the r.h.s. of (14), the product over $\kappa$ elements is bounded by 1. Therefore, a sufficient condition to satisfy one of the assumptions (10)–(12) is that the function

$$\rho_{\Delta_k} : \mathbb{R}^d \times \mathbb{R}^d \mapsto \mathbb{R}$$

$$(x, y) \mapsto \varphi_{\Delta_k}(x, y) \exp \left\{ A(y) - A(x) - L_w \Delta_k \right\}$$

is upper bounded almost surely by $\hat{\sigma}_+^k$. In particular, if $L_w$ is bounded below almost surely, (14) always satisfies assumption (12) and Algorithm 1 can be used. This condition is always satisfied for models in the domains required for the applications of exact algorithms EA1, EA2, and EA3 defined in [6].

When (10) or (11) holds, it can be nonetheless of practical interest to choose the bounds $\hat{\sigma}_+^k$, $1 \leq i \leq N$, corresponding to (12). Indeed, this might increase significantly the acceptance rate of the algorithm, and therefore reduce the number of draws of the random variable $\zeta_k$, which has a much higher cost than the computation of $\rho_{\Delta_k}$, as it requires simulations of Brownian bridges. Moreover, this option allows to avoid numerical optimization if no analytical expression of $\hat{\sigma}_+^k$ is available. In practice, this seems more efficient in terms of computational time when $N$ has moderate values.
Algorithm 1 GRand PaRIS algorithm

for all \( i = 1, \ldots, N \) do
  Sample \( \xi^i_k \sim \eta_0 \), \( t^i_0 = 0 \) and \( \hat{\omega}_0 = g_0(\xi^i_0) \chi_0(\xi^i_0) / \eta_0(\xi^i_0) \).
end for

for \( k = 0, \ldots, n - 1 \) do
  for all \( i = 1, \ldots, N \) do
    Set \( t^i_{k+1} = 0 \);
    Sample \( \hat{\omega}^i_{k+1} \in \{1, \ldots, N\} \) with probabilities proportional to \( \hat{\omega}^i_k \phi^i_k \).
    Sample \( \xi^{i}_{k+1} \sim p_k\left(\xi^{i}_{k+1}, \cdot\right) \).
    For all \( 1 \leq m \leq M \), sample independently \( \tau^{m} = (k_m, w_m, \left(\ell^m_{1}, \ldots, \ell^m_{N}\right)) \) with \( k_m \sim \mu, w_m \sim \psi^\tau_{k+1} \).
    Compute \( \tilde{\omega}^i_{k+1} \) using Eq. (9).
  end for
  Sample \( I_i^k \) as in Lemma 1.
  Update \( t^i_{k+1} = t^i_{k+1} + (\tau^i_{k} + h_k(\xi^{i}_{k}, \xi^{i}_{k+1})) / N \).
end for
end for

4 Convergence results

Consider the following assumptions.

**H1**
(i) For all \( k \geq 0 \) and all \( x \in \mathbb{R}^d, \tilde{g}_k(x) > 0 \).
(ii) \( \sup_{k \geq 0} |\tilde{g}_k| < \infty \).

Assumption **H1** only involves the marginal likelihood \( \tilde{g}_k \) of the observations and does not depend on the unbiased estimation of the transition density. In the case where the observations are given as in the Section 5, this assumption holds as soon as the variance of the observation is bounded away from zero.

**H2** \( \sup_{k \geq 1} |\hat{\omega}_k| < \infty, \sup_{k \geq 1} |p_k| < \infty, \) and \( \sup_{k \geq 1} |\hat{\omega}_k| < \infty, \) where

\[
\hat{\omega}_0(x) = \frac{\chi(x)g_0(x)}{\eta_0(x)} \quad \text{and for } k \geq 1,
\]

\[
\hat{\omega}_k(x, x'; z) = \frac{\hat{q}_k(\xi^k, \xi^{k+1}) g_k(x')}{\hat{\omega}_k(x)p_{k-1}(x, x')}.
\]

Assumption **H2** depends on the algorithm used to estimate the transition densities and on the tuning parameters of the SMC filter. The most common choice is \( \hat{\omega}_k = 1 \) so that under **H1**, the only requirement is to control \( \hat{q}_{k-1} \) and \( p_{k-1} \). For instance, in the case of the GPE-1, as explained in Section 3, **H2** is satisfied if \( \phi \) is upper bounded (as for the EA1).

**Lemma 2** For all \( 0 \leq k \leq n - 1 \), the random variables \( \left\{ \hat{\omega}^i_{k+1}\right\}_{i=1}^N \) are independent conditionally on \( F^N_k \) and

\[
\mathbb{E} \left[ \frac{1}{N} \int q_k(\cdot, x) g_k(\cdot) \left| t_{k+1} = k \right. \right] = \left\{ \phi^N_k[\hat{q}_k]\right\}^{-1} \hat{q}_k \int q_k(\cdot, x) \left| t_{k+1} = k \right. \ dx.
\]

**Proof** See Appendix

**Proposition 1** Assume that **H1** and **H2** hold and that for all \( 1 \leq k \leq n \), \( \text{osc}(h_k) < +\infty \). For all \( 0 \leq k \leq n \) and all \( N \geq 1 \), there exist \( b_k, c_k > 0 \) such that for all \( N \geq 1 \) and all \( \epsilon \in \mathbb{R}_+^* \),

\[
\mathbb{P} \left[ \left| \frac{\hat{q}_k}{q_k} \right| - \phi_k \left| T_k h_k \right| \geq \epsilon \right] \leq b_k \exp \left( -c_k N \epsilon^2 \right).
\]

**Proof** See Appendix

5 Numerical experiments

This section investigates the performance of the proposed algorithm with the sine and log-growth models (Fig. 1). In both cases, the proposal distribution \( p_k \) is chosen as the following approximation of the optimal filter (or the fully adapted particle filter in the terminology of [30]):

\[
p_{k-1}(x_{k-1}, x_{k}) \propto \hat{q}_{k-1}(x_{k-1}, x_{k}) g_k(x_{k}),
\]

where \( \hat{q}_{k-1}(x_{k-1}, x_{k}) \) is the p.d.f. of Gaussian distribution with mean \( \alpha(x_{k-1}) \Delta_k \) and variance \( \Delta_k L_d \), i.e., the Euler approximation of Eq. (1). As the observation model is linear and Gaussian, the proposal distribution is therefore Gaussian with explicit mean and variance.

In order to evaluate the performance of the proposed algorithm, the following strategy has been chosen. We compare the estimation of the EM intermediate quantity with the one obtained by the fixed lag method of [27], for different values of the lag (namely, 1, 2, 5, 10, 50). The particle approximation of \( \mathcal{Q}(\theta, \theta) \) for each model is computed using each algorithm, see Fig. 2 for the SINE model and Fig. 3 for the log-growth model. This estimation is performed 200 times to obtain the estimates \( \hat{Q}_1, \ldots, \hat{Q}_{200} \), using \( \hat{N} = 2 \) particles for PaRIS algorithm, and \( M = 30 \) replications for the Monte Carlo approximation \( \hat{q}_k \) of each \( q_k \). Moreover, the E step requires the computation of a quantity such as (2) with \( h_k = \log \hat{q}_k + \log q_k \). \( \log q_k \) is not available explicitly and is approximated using the unbiased estimator proposed in [27, Appendix B] based on 30 independent Monte Carlo simulations. In order to obtain a reference value for our study, the intermediate quantity of the EM algorithm is also estimated 30 times using the GRand PaRIS algorithm with \( N = 5000 \) particles, the
reference value is then computed as the arithmetic mean of these 30 estimations, and denoted by \( \hat{Q} \). Figures 2 and 3 display this estimate for an example with one simulated data set. The GRand Paris algorithm is performed using \( N = 400 \) particles in both cases, the fixed lag technique using \( N = 1600 \) so that both estimations require similar computational times, resulting a fair comparison. On a personal computer\(^1\), for the parameters mentioned above, it takes around 25 s to perform each E step.

5.1 The SINE model

The performance of the GRand PaRIS algorithm are first highlighted using the SINE model, where \((X_t)_{t \geq 0}\) is supposed to be the solution to

\[
\mathrm{d}X_t = \sin (X_t - \mu) \, \mathrm{d}t + \mathrm{d}W_t, \quad X_0 = x_0 .
\]  

This simple model has no explicit transition density, however, GPEs may be computed by simulating Brownian bridges. The process solution to (15) is observed regularly at times \( t_0 = 0, \ldots, t_{100} = 50 \) through the observation process \((Y_k)_{0 \leq k \leq 100}\):

\[
Y_k = X_k + \varepsilon_k ,
\]

where the \((\varepsilon_k)_{0 \leq k \leq 100}\) are i.i.d. \( \mathcal{N} (0, \sigma_{\text{obs}}^2) \), the resulting set of model parameters is \( \theta = (\mu, \sigma_{\text{obs}}) \). In the example displayed in Fig. 1, we set \( \mu = 0 \) and \( \sigma_{\text{obs}} = 1 \).
In the case of the SINE model, the estimator $\hat{q}_k$ defined by Eq. (14) satisfies both (10) and (11). The corresponding bound $\hat{\sigma}_k^+$ can be obtained using numerical optimization. If that bound is chosen, the GRand PaRIS algorithm has linear complexity in the number of particles. As an alternative, it is worth noting here that the bounds $\hat{\sigma}_k^+, 1 \leq i \leq N$, defined by (12) can also be used. This method has a quadratic cost in the number of particles but provides the optimal bound for the algorithm of Lemma 1. This may reduce significantly the expected time before acceptance, in particular when the time step $\Delta_k$ is large. In the experiment configuration presented here, both bounds resulted in an equivalent computational time.

This same experiment was reproduced on 100 different simulated data sets. For each simulation $s$, the empirical absolute relative bias $\text{arb}_s$ and the empirical absolute coefficient of variation $\text{acv}_s$ are computed as

$$\text{arb}_s = \frac{|m(Q^s) - \hat{Q}_s^*|}{|Q^s|},$$

$$\text{acv}_s = \frac{\sigma(Q^s)}{|m(Q^s)|},$$

where $m(Q^s)$ and $\sigma(Q^s)$ are the empirical mean and standard deviation of the sequence $Q^s_1, ..., Q^s_{200}$. For each estimation method, the resulting distributions of $\text{arb}_1, ..., \text{arb}_{100}$ and $\text{acv}_1, ..., \text{acv}_{100}$ are shown in Figs. 4 and 5.

The GRand PaRIS algorithm outperforms the fixed-lag methods for any value of the lag as the bias is the lowest (it is already negligible for $N = 400$) and with a lower variance than fixed lag estimates with negligible bias (i.e., in this case, lags larger than 10). Small lags lead to strongly biased estimates for the fixed-lag method, and unbiased estimates are at the cost of a large variance. It is worth noting here that the lag for which the bias is small is model dependent.

**Generalized EM procedure** The performance of our algorithm is also assessed in the case where $\theta$ and the variance $\sigma^2_{\text{obs}}$ are unknown and estimated using a generalized EM algorithm. The study is done using a data set with $n = 200$ observations simulated with $\mu = 0$ and $\sigma^2_{\text{obs}} = 1$. The GRand PaRIS algorithm is used to perform the E step, with the same settings as before for $N, \tilde{N},$ and $M$. As there is no closed form solution to compute the M step of the EM algorithm and propose new parameter estimates, we use a generalized EM procedure: given the current estimation $\theta^{(k)} := \left(\mu^{(k)}, \sigma^{(k)}_{\text{obs}}\right)$, the function $Q(\cdot, \theta^{(k)})$ is approximated for 50 new candidates $\theta_1, ..., \theta_{50}$ chosen by the user. The new estimate is set as

$$\theta^{(k+1)} = \arg\max_i Q(\theta_i, \theta^{(k)}).$$

This procedure has the nice property of using the same particle filter and the same retrospective sampling of Lemma 1 for all candidates, avoiding to repeat this time consuming procedure. The number of candidates and the way to choose them is problem dependent and then left to the user. In our case, we sampled candidates using Gaussian distributions around the current estimate $\theta^{(k)}$, decreasing the variance when $k$ increases. Figures 6 and 7
illustrate the performance of the estimation for 12 different initializations of $\mu$ (resp. $\sigma_{\text{obs}}$) uniformly chosen in $[-\pi, \pi]$ (resp. in $[0, 6]$), illustrating a convergence after only a few iterations of the EM procedure.

5.2 Log-growth model

Following [6] and [28], the performance of the proposed algorithm are also illustrated with the log-growth model (Fig. 8) defined by

$$dZ_t = \kappa Z_t \left(1 - \frac{Z_t}{\gamma}\right) dt + \sigma Z_t dW_t, \quad Z_0 = z_0. \quad (16)$$

In order to use the exact algorithms of [6] and the GPE of [13], we consider (16) after the Lamperti transform, i.e., the process defined by $X_t = \eta(Z_t)$, with $\eta(z) = -\log(z)/\sigma$, which satisfies the following SDE:

$$dX_t = \left(\frac{\sigma}{2} - \frac{\kappa}{\sigma} + \frac{\kappa}{\gamma\sigma} \exp(-\sigma X_t)\right) dt + dW_t, \quad X_0 = x_0 = \eta(z_0). \quad (17)$$

In this case, the conditions of the exact Algorithm 2 defined in [6] are satisfied, as for any $m \in \mathbb{R}$ there exists
U_m such that for all x ≥ m, \( \psi(x) := \alpha^2(x) + \alpha'(x) \leq U_m \). Moreover, \( \psi \) is lower bounded uniformly by \( L \). Then, GPE estimators may be computed by simulating the minimum of a Brownian bridge, and simulating Bessel bridges conditionally to this minimum, as proposed by [6].

The process solution to (17) is observed regularly at times \( t_0 = 0, \ldots, t_{50} = 100 \) through the observation process \((Y_k)_{0 \leq k \leq 50}\) defined as

\[
Y_k = X_k + \varepsilon_k,
\]

where the \((\varepsilon_k)_{0 \leq k \leq 50}\) are i.i.d. \( \mathcal{N}(0, \sigma_{\text{obs}}^2) \). The parameters are given by

\[
\theta = (\kappa = 0.1, \sigma = 0.1, \gamma = 1000, \sigma_{\text{obs}} = 2) .
\]

In the case of the log-growth model, the estimator \( \hat{q}_k(\cdot) \) defined by Eq. (14) satisfies (11), leading to a GRand PaRIS algorithm with linear complexity in the number of particles. However, the remarks about the bound \( \hat{\sigma}_k^2 \) made for the SINE model above still hold in this case. The intermediate quantity of the EM algorithm is evaluated as for the SINE model, see Figs. 3, 9, and 10.

The results for the fixed-lag technique are similar to the ones presented in [27, Figure 1] using the same model. For small lags, the variance of the estimates is small, but the estimation is highly biased. The bias rapidly decreases as the lag increases, together with a great increase of variance. Again, the GRand PaRIS algorithm outperforms the fixed lag smoother as it shows a similar (vanishing) bias as the fixed lag for the largest lag and a smaller variance than the fixed lags estimates with negligible bias.

Note that in this case, the Lamperti transform to obtain a diffusion with a unitary diffusion term depends on \( \sigma \). The process \((X_t)_{t \geq 0}\) is a function of \( \sigma \) and is not directly observed if \( \sigma \) is unknown, which prevents a direct use of an EM algorithm to estimate \( \sigma \). Following [6, Section 8.2], this may be overcome with a two-step transformation of the process \((Z_t)_{t \geq 0}\).
6 Conclusions
This paper presents a new online SMC smoother for partially observed differential equations. This algorithm relies on an acceptance-rejection procedure inspired from the recent PaRIS algorithm. The main result of the article for practical applications is that the mechanism of this procedure remains valid when the transition density is approximated by a non-negative positive estimator. The proposed procedure therefore extends the PaRIS algorithm to HMMs whose transition density is unknown and can be unbiasedly approximated. The GRandPaRIS algorithm outperforms the existing fixed lag smoother for POD processes of [27], as it does not introduce any intrinsic and non-vanishing bias. In addition, numerical simulations highlight a better variance using data from two different models. It can be implemented for the class of models for which exact algorithms of [6] are valid, with a linear complexity in $N$ in the best cases, or at worst in $N^2$.

Endnote
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Appendix
Proof of Lemma 1 Let $\tau$ be the first time draws are accepted in the accept-reject mechanism. For all $\ell \geq 1$, write

$$\mathcal{A}_\ell^k = \left\{ U_\ell < q_k \left( \xi_{\ell, k}^1, \xi_{\ell, k+1}^1, \xi_{\ell, k}^1 \right) / \sigma_k^+ \right\} .$$

Let $h$ be a function defined on $\{1, \ldots, N\}$,

$$\mathbb{E} \left[ h \left( \xi_{\ell}^k \right) \bigg| \mathcal{G}_{k+1}^N \right] = \sum_{m=1}^{N} \mathbb{E} \left[ h(\mathcal{A}_m^1 \mathcal{G}_{k+1}^N) \bigg| \mathcal{G}_{k+1}^N \right] ,$$

$$= \sum_{m=1}^{N} \left( \prod_{\ell=1}^{m-1} \mathbb{E} \left[ 1_{\mathcal{A}_\ell^m} \bigg| \mathcal{G}_{k+1}^N \right] \right) \mathbb{E} \left[ h(f_{m-1}^1) \bigg| \mathcal{G}_{k+1}^N \right] ,$$

$$= \sum_{m=1}^{N} \left( \prod_{\ell=1}^{m-1} \mathbb{E} \left[ 1 - \frac{q_k \left( \xi_{\ell, k}^1, \xi_{\ell, k+1}^1, \xi_{\ell}^m \right)}{\sigma_k^+} \bigg| \mathcal{G}_{k+1}^N \right] \right) \mathbb{E} \left[ h(f_{m-1}^1) \bigg| \mathcal{G}_{k+1}^N \right] ,$$

$$= \sum_{m=1}^{N} \left[ \mathbb{E} \left[ h(f_{m-1}^1) q_k \left( \xi_{m, k}^1, \xi_{m, k+1}^1 \right) \bigg| \mathcal{G}_{k+1}^N \right] \right] ,$$

$$= \mathbb{E} \left[ h(f_{m-1}^1) q_k \left( \xi_{m, k}^1, \xi_{m, k+1}^1 \right) \bigg| \mathcal{G}_{k+1}^N \right] ,$$

$$= \sum_{i=1}^{N} h(\xi_{i, k}^1) q_{k-1} \left( \xi_{i, k}^1, \xi_{i, k+1}^1 \right) \left\{ \xi_{i, k}^1 \right\} ,$$

which concludes the proof.

Proof of Lemma 2 The independence is ensured by the mechanism of SMC methods. By (9),

$$\mathbb{E} \left[ \tilde{\omega}_{k+1}^{i, 1} \bigg| \mathcal{F}_{k}^{N} \right] = \mathbb{E} \left[ \tilde{q}_k \left( \xi_{k}^{i, 1}, \xi_{k+1}^{i, 1}, \zeta_k \right) g_{k+1} \left( \xi_{k+1}^{i, 1} \right) \bigg| \mathcal{F}_{k}^{N} \right] .$$

Note that by Lemma 1,

$$\mathbb{E} \left[ \tilde{r}_{k+1}^{i, 1} \bigg| \mathcal{G}_{k+1}^{N} \right] = \sum_{i=1}^{N} \omega_k q_k \left( \xi_{k}^{i, 1}, \xi_{k+1}^{i, 1} \right) \left( \tau_{k} + h_k \left( \xi_{k}^{i, 1}, \xi_{k+1}^{i, 1} \right) \right) \mathbb{E} \left[ \tilde{q}_k \left( \xi_{k}^{i, 1}, \xi_{k+1}^{i, 1}, \zeta_k \right) \bigg| \mathcal{G}_{k+1}^{N} \right] .$$

Since $\tau_{k+1}^{i, 1}$ and $\zeta_k$ are independent conditionally to $\mathcal{G}_{k+1}^{N}$,

$$\mathbb{E} \left[ \tilde{r}_{k+1}^{i, 1} \bigg| \mathcal{G}_{k+1}^{N} \right] = \sum_{i=1}^{N} \omega_k q_k \left( \xi_{k}^{i, 1}, \xi_{k+1}^{i, 1} \right) \left( \tau_{k} + h_k \left( \xi_{k}^{i, 1}, \xi_{k+1}^{i, 1} \right) \right) \mathbb{E} \left[ \tilde{q}_k \left( \xi_{k}^{i, 1}, \xi_{k+1}^{i, 1}, \zeta_k \right) \bigg| \mathcal{G}_{k+1}^{N} \right] .$$

Moreover, conditionally to $\mathcal{F}_{k}^{N}$, the probability density function of $\xi_{k+1}^{i, 1}$ is given by

$$\mathbb{E} \left[ \tilde{r}_{k+1}^{i, 1} \bigg| \mathcal{F}_{k}^{N} \right] = \frac{\omega_k q_k \left( \xi_{k}^{i, 1}, \xi_{k+1}^{i, 1} \right) \left( \tau_{k} + h_k \left( \xi_{k}^{i, 1}, \xi_{k+1}^{i, 1} \right) \right)}{\sum_{i=1}^{N} \omega_k q_k \left( \xi_{k}^{i, 1}, \xi_{k+1}^{i, 1} \right)} \mathbb{E} \left[ \tilde{q}_k \left( \xi_{k}^{i, 1}, \xi_{k+1}^{i, 1}, \zeta_k \right) \bigg| \mathcal{G}_{k+1}^{N} \right] .$$

Therefore, this yields

$$\mathbb{E} \left[ \tilde{\omega}_{k+1}^{i, 1} \bigg| \mathcal{F}_{k}^{N} \right] = \left( \phi_k^{N} \left[ \mathcal{G}_{k+1}^{N} \right] \right)^{-1} \sum_{j=1}^{N} \phi_k^{N} \left( \xi_{j, k+1}^{i, 1} \right) \frac{q_k \left( \xi_{j, k+1}^{i, 1} \right) g_{k+1} \left( \xi_{j, k+1}^{i, 1} \right)}{\sum_{j=1}^{N} \phi_k^{N} \left( \xi_{j, k+1}^{i, 1} \right) g_{k+1} \left( \xi_{j, k+1}^{i, 1} \right)} .$$

which concludes the proof.

Proof of Proposition 1 The results are proved by induction. At time $k = 0$, the result holds using that for all $1 \leq i \leq N$, $\rho^{0}_i = 0$ and the convention $T_0 \left[ h_0 \right] = 0$. In
addition, $\phi_0^N$ is a standard importance sampler estimator of $\phi_0$ with $\widehat{\epsilon}_{\infty} \leq |\widehat{\epsilon}_{\infty}|$ so that for any bounded function $h$ on $\mathcal{X}$,
\[
\mathbb{P} \left( \left| \phi_0^N[h] - \phi_0[h] \right| \geq \epsilon \right) \leq b_0 \exp \left( -c_0 \epsilon^2 \right).
\]

Assume the results holds for $k \geq 0$ and that $\theta_{k+1} = 1$ for simplicity. Write
\[
\phi_{k+1}^N \left[ T_{k+1} \right] = a_N/b_N,
\]
where $a_N = N^{-1} \sum_{i=1}^{N} \phi_{k+1} \left[ T_{k+1} \left[ h_{k+1} \right] \right]$ and $b_N = N^{-1} \sum_{i=1}^{N} \omega_i^{\theta_k+1} \left[ T_{k+1} \left[ h_{k+1} \right] \right]$. By Lemma 2, the random variables $\left( \omega_i^{\theta_k+1} \right)_{i=1}^{N}$ are independent conditionally on $\mathcal{F}_k^N$ and by H2,
\[
\left| \omega_i^{\theta_k+1} \left[ T_{k+1} \left[ h_{k+1} \right] \right] - \phi_{k+1} \left[ T_{k+1} \left[ h_{k+1} \right] \right] \right| \leq 2 |\omega_i| \infty H_{k+1} \infty.
\]

Therefore, by Hoeffding inequality,
\[
\mathbb{P} \left( \left| a_N - \mathbb{E} \left[ a_N | \mathcal{F}_k^N \right] \right| \geq \epsilon \right) = \mathbb{E} \left[ \mathbb{P} \left( \left| a_N - \mathbb{E} \left[ a_N | \mathcal{F}_k^N \right] \right| \geq \epsilon \right) | \mathcal{F}_k^N \right] \leq 2 \exp \left( -c_k N \epsilon^2 \right).
\]

On the other hand,
\[
\mathbb{E} \left[ a_N | \mathcal{F}_k^N \right] = \phi_k^N \left[ Y_k \right],
\]
where
\[
Y_k(x_k) = \int q_k(\cdot,x)g_{k+1}(x) \left( \tau_{k+1}[x_k] + h_{k+1}[x_k,x] - \phi_{k+1} \left[ T_{k+1} \left[ h_{k+1} \right] \right] \right) dx.
\]

By [28, Lemma 11], $\phi_k \left[ Y_k \right] = 0$ which implies by the induction assumption that
\[
\mathbb{P} \left( \left| a_N | \mathcal{F}_k^N \right| \geq \epsilon \right) \leq b_k \exp \left( -c_k N \epsilon^2 \right).
\]

Then,
\[
\mathbb{P} \left( \left| a_N \right| \geq \epsilon \right) \leq b_k \exp \left( -c_k N \epsilon^2 \right).
\]

Similarly, as $b_N \leq |\omega_i| \infty$, by Hoeffding inequality,
\[
\mathbb{P} \left( \left| b_N - \mathbb{E} \left[ b_N | \mathcal{F}_k^N \right] \right| \geq \epsilon \right) = \mathbb{E} \left[ \mathbb{P} \left( \left| b_N - \mathbb{E} \left[ b_N | \mathcal{F}_k^N \right] \right| \geq \epsilon \right) | \mathcal{F}_k^N \right] \leq 2 \exp \left( -c_k N \epsilon^2 \right).
\]

Note that
\[
\mathbb{E} \left[ b_N | \mathcal{F}_k^N \right] = \phi_k^N \left[ \int q_k(\cdot,x)g_{k+1}(x)dx \right].
\]

By the induction assumption,
\[
\mathbb{P} \left( \left| \mathbb{E} \left[ b_N | \mathcal{F}_k^N \right] - \phi_k \left[ \int q_k(\cdot,x)g_{k+1}(x)dx \right] \right| \geq \epsilon \right) \leq b_k \exp \left( -c_k N \epsilon^2 \right).
\]

The proof is completed using Lemma 3.

Lemma 3 Assume that $a_N$, $b_N$, and $b$ are random variables defined on the same probability space such that there exist positive constants $\beta$, $B$, $C$, and $M$ satisfying

(i) $|a_N/b_N| \leq M$, $\mathbb{P}$-a.s. and $b \geq \beta$, $\mathbb{P}$-a.s.,
(ii) For all $\epsilon > 0$ and all $N \geq 1$,
\[
\mathbb{P} \left( \left| b_N - b \right| > \epsilon \right) \leq B \exp \left( -CN \epsilon^2 \right),
\]
(iii) For all $\epsilon > 0$ and all $N \geq 1$,
\[
\mathbb{P} \left( \left| a_N \right| > \epsilon \right) \leq B \exp \left( -CN^2 \left( \epsilon/M \right)^2 \right).
\]

Then,
\[
\mathbb{P} \left( \left| a_N/b_N \right| > \epsilon \right) \leq B \exp \left( -CN \left( \epsilon \beta/2M \right)^2 \right).
\]

Proof See [10].
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