Laser Spectroscopy of the \( \gamma^7P_2^o \) states of Cr I
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Here we report measured and calculated values of decay rates of the \( 3d^4(3D)4s4p(3P^o) \gamma^7P_{2,3,4} \) states of Cr I. The decay rates are measured using time-correlated single photon counting with roughly 1 % total uncertainty. In addition, the isotope shifts for these transitions are measured by laser induced fluorescence to roughly 0.5 % uncertainty. The decay rate calculations are carried out by a hybrid approach that combines configuration interaction and the linearized coupled cluster method (CI+all-order method). The measurements provide a much needed precision benchmark for testing the accuracy of the CI+all-order approach for such complicated systems with six valence electrons. This method has provided precision data for many applications, including development of ultra-precise clocks, searches for the variation of fundamental constants, quantum simulation and computation, plasma physics, nuclear physics, and many others. It was previously thought to be unfeasible to apply this method to systems such as Cr due to extremely large number of configurations that have to be considered as well as limitation of the initial closed-shell approximation. In this work, we demonstrated a 1 % to 2.5 % agreement with experiment for Cr electric-dipole transition matrix elements and a few percent accuracy for a wide range of energy levels. We also tested the intrinsic accuracy of the approach by demonstrating the ability to saturate a CI space in such computation to a good numerical precision. The methodology used here is not specific to Cr and we expect to be able to apply CI+all-order method for a wide range of other systems with 5 to 6 valence electrons, which opens many future applications.

To our knowledge, these are the highest precision decay rates reported to date for any Cr I levels. The decay rates of the \( \gamma^7P_2^o \) states were previously measured by Becker et al. [5].
with roughly 3% uncertainty using laser excitation; by Cooper et al. [17] with 4.5% uncertainty using laser excitation; and by Marek and Richter [16] to roughly 10% uncertainty by the phase shift method. Tian et al. [31] have measured decay rates of 43 Cr I levels with an uncertainty of a few percent using pulsed laser excitation in the wavelength range 216 nm to 649 nm. Despite this extensive survey, the \( \gamma^2 P_0 \) states were omitted, apparently due to a gap in the coverage of their dye laser. Another compilation of Cr I decay rates is found in Frumann [35].

**II. THEORY**

We calculated Cr energies and transition rates using the method that combines linearized coupled-cluster and configuration interaction approaches; the CI+all-order method [36]. In this method, the coupled-cluster approach is used to construct an effective Hamiltonian \( H_{\text{eff}} \) that includes core and core-valence correlations. The many-electron wave function is obtained using the CI method as a linear combination of all distinct many-electron states of a given angular momentum \( J \) and parity:

\[
\Psi_J = \sum_i c_i \Phi_i.
\]

The energies and wave functions of the low-lying states are determined by diagonalizing this effective rather than bare Hamiltonian.

The CI+all-order method was demonstrated to produce accurate results for a wide range of atomic properties for atoms and ions with 2 to 4 valence electrons [19–22]. The main problem in extending this approach to more complicated systems such as Cr is an exponential increase in the number of configurations in the CI expansion with the number of valence electrons. Another problem is the degrading quality of one-electron functions, which are built in a closed-shell Dirac-Hartree-Fock potential, i.e., \( V^{N-M} \), where \( N \) is the total number of electrons and \( M \) is the number of valence electrons.

In some cases a different potential can be used to construct one-electron orbitals for the CI+all-order calculations. For example, in Ref. [25] Pb I was considered as a system with four valence electrons but the \( V^{N-2} \) potential was used for the construction of the basis-set orbitals. Such an approach is expected to provide better initial approximation but it is more complicated and the area of its applicability requires further research. While one can construct one-electron orbitals for partially open shells, an all-order effective Hamiltonian \( H_{\text{eff}} \) cannot be constructed for such a basis.

The problems mentioned above hampered application of the effective Hamiltonian approach to the systems with more than 4 valence electrons. However, in 2005 Dzuba [37] used this method to calculate properties of the Kr atom. An effective Hamiltonian was formed using second order many-body perturbation theory in the \( V^{N-8} \)
potential and Kr was considered as an 8-electron system. Only the ground state was calculated and 2.4% accuracy for the ionization potential was obtained.

In this work, we have successfully applied the CI+all-order approach for the case of six valence electrons for the first time. We start from Dirac-Hartree-Fock one-electron wave functions for the low-lying valence electrons: 3d, 4s, 4p, 5s, 4d, 5p, and 4f with the $1s^22s^22p^63s^23p^6$ core, i.e., constructed in a $V^{N-6}$ potential. All other orbitals (up to $35spdfghij$) are constructed in a spherical cavity using B-splines. Such a finite basis set method discretizes the continuum spectrum: a sum over the finite basis is equivalent (to a numerical precision) to the sum over all bound states and integration over the continuum. This large basis is used for all coupled-cluster computations but can be reduced for CI computations. Taking into account that we are starting from a potential of the Cr$^{6+}$ core, which is significantly more compact than neutral Cr, we reduced the cavity size from 60 $a_0$ used for 2 to 3 valence electrons to 30 $a_0$ ($a_0 \approx 52.9$ pm is the Bohr radius).

Usually, we construct the set of CI configurations by starting from the configurations of interest, here $3d^64s$, $3d^44s^2$, $3d^44p$, and $3d^44s4p$, and make all possible single and double excitations to a large basis, such as $20spd18f16g$. Then, one accounts for some triple and quadrupole excitations, which are generally much smaller. However, because the one-electron orbitals were built in the $V^{N-6}$ potential, 4s orbital for neutral Cr is a mixture of our 4s, 5s, and higher n basis set orbitals. This leads to increased weights of the $3d^55s$, $3d^44d4s$, $3d^44s5p$, etc. configurations. A solution is to use all such configurations as basis configurations and allow all single and double excitations for such configurations into as many basis set states as numerically feasible. In addition, we allow all single excitations from a large number of dominant configurations ($\sim 130$ non-relativistic configurations) to the $20spd18f16g$ basis when constructing the CI space for odd states.

An obvious problem is a very large number of resulting configurations and corresponding Slater determinants (207,000 and 223,000 relativistic configurations and 45 million and 51 million Slater determinants for odd and even states, respectively). We note that even and odd states are computed separately in CI. Our recently developed Message Passing Interface (MPI) version of the CI code [19] [38] allows us to carry our computations with such a large number of configurations in a reasonable time, using 500 to 1000 central processing units (CPUs). Using very large number of configurations also significantly affects convergence of the Davidson procedure that extracts low-lying eigenvalues and eigenstates. We carried out additional improvements to the code, allowing for fast diagonalization of a much larger matrix used to initialize a Davidson procedure [49], improving convergence. To further alleviate the convergence issues, we carry out computations for different $J$ separately, reordering configurations by weight and omitting those with negligible weights, reducing the size of the computations.

The results for the energy levels in cm$^{-1}$ are listed in Table I, grouped by $J$ and parity. Comparing with experimental energy values [14] required resolving another issue, i.e., correct identification of the $7^3P_j$ levels, as $z^2D^*$ levels have similar energy and both $5^2P^o$ levels mix with the $7^3P^o$ levels for $J = 2$ and $J = 3$ states (there is no $5^2P^o$ level with $J = 4$). We wrote a code that computes the expectation values of $\langle L^2 \rangle$ and $\langle S^2 \rangle$ with the final wave functions, where $L$ and $S$ are total electron orbital angular momentum and spin operators, respectively. Computing these quantities for all states allowed us to find approximate quantum numbers $L$ and $S$, where $\langle L^2 \rangle = L(L + 1)$ and $\langle S^2 \rangle = S(S + 1)$, and unambiguously identify all terms in Table I. The energies are generally in good agreement with the experiment. The differences between the theory and experiment for $7^3P^o$ levels are $-2.5\%$ (shown in bold in Table I).

We use the resulting CI + all-order wave functions to calculate the electric-dipole reduced matrix elements, with the effective electric-dipole operator $D_{eff}$ in the random-phase approximation (RPA). Such effective operator accounts for the core-valence correlations in analogy with the effective Hamiltonian discussed above [40] [42]. We also include other correction to the E1 operator beyond RPA: the core-Brueckner ($\sigma$), two-particle (2P) corrections, structural radiation (SR), and normalization (Norm) corrections [40] [42]. In most computations of E1 matrix elements, they are omitted, as SR and normalization corrections tend to partially cancel for divalent atoms [44]. Reference [45] discussed the size of these corrections in Sr, concluding that they cannot be omitted at the 1% level of accuracy. For Cr, we find that a normalization correction is very large, 11%, which is another consequence of starting from the $V^{N-6}$ potential. All other corrections are small ($<1\%$). The results are listed in Table II. The CI+all-order values include RPA correction, the contributions from the core-Brueckner ($\sigma$), two-particle (2P), structural radiation (SR), and normalization (Norm) corrections are listed separately. Final matrix elements are given in column “Total”. The transition rates are given in the last column in s$^{-1}$.

We also studied the effects of saturating the configuration space for all three transitions. In these tests, we compared results of two computations obtained when the odd configurations with weights above $10^{-6}$ and $10^{-7}$ were truncated, corresponding to 44878 relativistic configurations, 13.2 million Slater determinants and 115359 relativistic configurations, 38.6 million Slater determinants, respectively. Truncating configurations with small weights is frequently done in CI computations to improve convergence, compute more states, or calculate small corrections. However, our tests show that truncating configurations at the $10^{-6}$ level may introduce significant differences in cases where mixing is important. For $J = 4$, truncation of odd configurations with weight smaller than $10^{-6}$ only changed the value of the $7^3P^o_j - a7^5S^o_3$ matrix.
TABLE II. Electric-dipole reduced matrix elements (in $e a_0$, where $e$ is the electron charge and $a_0$ is the Bohr radius) and transition rates (in s$^{-1}$) in Cr. The CI+all-order values include RPA correction; the contributions from the core-Brueckner ($\sigma$), two-particle (2P), structural radiation (SR), and normalization (Norm) corrections are listed separately. Final matrix elements are given in column “Total”. The transition rates are given in the last column.

| Transition | CI+all-order+RPA | $\sigma$ | SR | 2P | Norm | Total | Tr. rate |
|------------|------------------|---------|----|----|------|-------|---------|
| 3d$^4$4s4p $^7P_3^o$ → 3d$^4$4s $^3S_3$ | 6.089 | 0.004 | 0.010 | 0.038 | -0.704 | 5.437 | 145×10$^6$ s$^{-1}$ |
| 3d$^4$4s4p $^7P_3$ → 3d$^4$4s $^3S_3$ | 5.295 | 0.003 | 0.008 | 0.027 | -0.611 | 4.722 | 139×10$^6$ s$^{-1}$ |
| 3d$^4$4s4p $^7P_3$ → 3d$^4$4s $^3S_3$ | 4.476 | 0.002 | 0.007 | 0.022 | -0.511 | 3.996 | 138×10$^6$ s$^{-1}$ |

element by 0.1%, while the $^7P_3^o$ → $^3S_3$ and $^7P_2$ → $^3S_3$ matrix elements changed by 2.7% and 4.9%, respectively. This sensitivity is due to mixing the $^5P^o$ levels for $J=2$ and $J=3$ cases mentioned above.

We confirm the sensitivity of matrix elements to mixing of $^5P^o$ levels by studying changes in approximate quantum numbers $L$ and $S$ computed as described above. For $J=4$, $S=2.9994$, even if we omit configurations with weights above 10$^{-5}$. For $^5P_2^o$, $^7P_2^o$, and $^5P_3^o$ levels, $S$ is equal to 2.033, 2.965, 2.023, respectively, when configurations with weights above 10$^{-7}$ are included. These values change to 2.094, 2.859, 2.118, respectively, when only configurations with weights above 10$^{-6}$ are included. We note that the $^7P_3$ → $^3S_3$ matrix elements are nearly purely nonrelativistic – i.e. very nearly proportional to $\sqrt{2J+1}$ – so we expect $L$ and $S$ to be good quantum numbers.

We also calculate transitions from the $^7P_3^o$ levels to other states besides the ground state. This contribution is negligible for $J=4$. The largest contribution to total transition rates for $J=2$ and $J=3$ comes from transitions to the 3d$^4$4s $^3S_2$ state, with the branching on the order of 1%. We note that mixing strongly affects these small matrix elements, and large CI spaces are needed for branching ratio computations. The final total decay rates $\Gamma$ for the $^7P_3^o$ for $J=2,3,4$ are 140 × 10$^6$ s$^{-1}$, 141 × 10$^6$ s$^{-1}$, and 145 × 10$^6$ s$^{-1}$, respectively. We expect slightly worse accuracy for $J=2$ and $J=3$ cases as these are more sensitive to the saturation of the CI space as described above.

### III. EXPERIMENTAL DETAILS

Our experimental apparatus is based on a pulsed beam of Cr atoms produced using a cryogenic buffer gas beam (CBGB) source [44, 45]. The CBGB source cell dimensions are based on the design outlined in Trupp et al. [46]. Atoms are laser ablated from a solid chromium metal sample with a nominally 9 ns long, 10 mJ pulse of 532 nm light. In our design, the chromium sample is stationary. The ablation laser focus is repositioned when the yield of an ablation spot has dropped by roughly half, typically after several thousand ablation pulses. The source is run with a He buffer gas flow rate of 30 mL/min at standard temperature and pressure. We orient our experiment by taking $\hat{z}$ to be the direction of travel of the atomic beam (roughly parallel to the ground), $\hat{y}$ vertically upward, and $\hat{x}$ parallel to the ground and forming a right-handed coordinate system.

Excitation light is produced using a titanium-doped sapphire laser. The light is frequency doubled by a lithium triborate crystal in a bow-tie resonator cavity to produce the ultraviolet light resonant with the transitions from the ground state to the $^7P_3^o$ states. An acousto-optic modulator (AOM) allows the laser light to be turned on and off rapidly; we observe a typical turn-off times of 4.5 ns. In order to minimize the presence of stray light in the experiment, the first-order diffracted beam is directed to the atomic beam vacuum chamber via a 1 m-long polarization maintaining optical fiber. The laser beam has a nominal 1/e$^2$ diameter of 15 mm. It is retroreflected to intersect the atomic beam twice, propagating in the $\pm\hat{y}$-directions, and polarized linearly in the $\hat{z}$-direction.

A hybrid photomultiplier and avalanche photodiode (Picoquant PMA Hybrid-06) images the atomic beam along the $\hat{z}$ direction. This detector combines the single photon sensitivity of a photomultiplier (roughly 20% quantum efficiency for the wavelengths of interest here), but has negligible afterpulsing [48], a common systematic effect inherent to standard PMT detectors [49]. Because afterpulsing is not present, the data do not need to be cut to exclude events where multiple fluorescence photons are detected from a single excitation. However, care must still be taken to ensure the photon count rate is sufficiently low that multiple photons are not incident on the detector within the the detector dead time. The detector is cooled and typically produces 10 dark counts per second. A complementary metal-oxide-semiconductor (CMOS) camera viewing along $+\hat{x}$ images fluorescence from the atomic beam on the $^3S_3$ → $^7P_3^o$ transition. The camera images were used to measure isotope shifts from the observed fluorescence, and to monitor the ablation yield during decay rate measurements.

### IV. ISOTOPE SHIFT MEASUREMENT

The laser is scanned over a roughly 2 GHz range centered on each transition. Typical fluorescence spectra for each transition measured by total counts on the CMOS camera are shown in Fig. 1. As is typical with CBGB sources, the yield tends to decrease with a halflife of
several thousand ablation pulses, and the observed peak heights in Fig. 1 do not identically match the natural isotopic abundance of Cr [49]. Systematic asymmetry in the observed lineshapes is mitigated by summing multiple scans of the laser up and down in frequency. The $^{52}$Cr and $^{53}$Cr isotopes are readily identified. By collecting fluorescence for multiple sets of 10 ablation pulses with the laser alternately resonant with the $^{50}$Cr (2.4 % natural isotopic abundance) and $^{54}$Cr (4.3 % natural isotopic abundance) isotopes, we achieve an average signal ratio in good agreement with their natural isotopic abundance ratio.

The titanium-doped sapphire laser is referenced to a confocal Fabry-Pérot cavity locked to a frequency stabilized helium-neon laser. The cavity has a nominal 1.5 GHz free spectral range. The cavity nonlinearity is measured to be less than 2 MHz per free spectral range by scanning the laser frequency while applying 115 MHz sidebands using an electro-optic modulator.

The line centers for the bosonic isotopes are determined by fitting to a Voigt profile with Lorentzian width equal to the measured decay rate $\Gamma$ given in Table IV and detailed in Sec. V. Due to the partially resolved nature and low signal to noise ratio of the $^{53}$Cr features, we have not attempted to fit this isotope. Our measured isotope shifts $\nu_{A'-A} = \nu_A - \nu_{A'}$ are listed in Table III.

| Isotope shift $y^7$P$^o_j - a^7$S$^3$; $y^7$P$^o_j - a^7$S$^3$ | $\nu_{50-52}$ | $\nu_{52-54}$ |
|------------------|-------------|-------------|
| $y^7$P$^o_3 - a^7$S$^3$ | 807.9(1.4)  | 738.7(2.8)  |
| $y^7$P$^o_4 - a^7$S$^3$ | 811.6(1.9)  | 744.2(2.8)  |
| $y^7$P$^o_5 - a^7$S$^3$ | 836.8(1.2)  | 763.3(1.8)  |

TABLE III. Measured isotope shifts in MHz for the Cr I $y^7$P$^o_j - a^7$S$^3$ transitions. Values in parentheses are the combined 1σ statistical and systematic uncertainty.

V. DECAY RATE MEASUREMENT

In this section we detail the measurement and analysis procedures used to determine the decay rates $\Gamma$. Our measured values of $\Gamma$ for the $y^7$P$^o_j$ states are presented in Table IV with a list of uncertainty estimates.

The output of an arbitrary waveform generator in pulse mode is split and sent to both the AOM switching electronics and the sync channel of a multichannel event timer device (Picoquant Multiharp 150 [47]). The output of the photodetector is sent to an input channel of the event timer, and the time of arrival is measured against the sync channel. A histogram of events is collected with 80 ps time bins by the event timer. Timing, computer control of equipment, and data collection are performed using the Labscript Suite [50].

Each pulse of the cryogenic buffer gas beam of Cr lasts roughly 8 ms. At helium flow rates of 30 mL/min, the temporal distribution of the pulse is observed to be bimodal, with roughly half of the atoms passing through the detection region between 0.8 ms and 2.8 ms after ablation. We therefore typically only collect decay rate data for this fraction of the atom pulse. In the standard measurement configuration, the AOM produces light pulses with 16 ns full width at half maximum at a pulse rate of 5 MHz for a duration of 2 ms (i.e. $10^4$ light pulses per Cr ablation pulse). The Cr target is ablated at a repetition rate of 15 Hz. Data is read out from the multichannel event timer after 300 ablation pulses. We then perform the same procedure, absent the ablation pulse, to obtain a background scattered light signal. We define a run of the experiment as 50 iterations of this signal plus background measurement procedure. A single run lasts roughly 40 min and achieves about 1% to 2% statistical uncertainty on the decay rate for the state of interest. We performed 6, 12, and 7 runs measuring the decay rate of the $J = 2, 3$ states, respectively. In addition, several runs were performed on each state with one experimental parameter varied in order to quantify potential systematic errors.

For the $J = 2, 3$ states, typical laser power is 10 mW,
and narrow bandpass interference filters are used to monitor the fluorescence decay of the $\lambda = 495$ nm, 494 nm transitions to $a^5S_2$, respectively. For $J = 4$, the transition to $a^5S_2$ is electric dipole forbidden, and we initially attempted to monitor the combined fluorescence decay on the 504 nm and 509 nm transitions to the $a^5P_{1,4}$ states with another bandpass filter. However, the $y^7P_4^o \rightarrow a^5D_{3,4}$ signal was observed to be roughly 100 times lower than the $y^7P_2^o, 3 \rightarrow a^5S_2$ decays, in agreement with our calculated transition dipole matrix elements as well as the relative line strengths reported by Wallace and Hinkle \[51\]. We therefore proceeded to measure the $y^7P_4^o$ decay by monitoring the 358 nm $y^7P_4^o \rightarrow a^5S_3$ transition using a third interference filter set with the laser power reduced to 10 $\mu$W. This measurement configuration produces similar signal and background count rates as the one used for $y^7P_2^o, 3$, but the 358 nm fluorescence is too weak for useful ablation monitoring with the CMOS camera.

### 1. Pulse Pileup

In order to minimize missed counts due to coincident events, or “pulse pileup”, we typically collect data with roughly 1 count per 1000 excitation cycles. Fluorescence photons are counted using a multithit-capable event timer with a dead time of 650 ps. The photodetector has a maximum average count rate of 80 MHz. Therefore, we correct the raw signal counts $N_i$ in each time bin $i$ to obtain $N_i’$ corrected counts per time bin using

$$N_i’ = N_i \left(1 - \frac{1}{N_{cycle}} \sum_{j=1}^{N_{cycle}} N_j\right)$$  \(1\)

where $N_{cycle}$ is the total number of excitation cycles, and $k_d = t_{bin} \times 80$ MHz is the number of time bins of width $t_{bin}$ in the detector-limited deadtime \[52\]. We estimate the error $\delta \Gamma$ due to this correction by analyzing the data assuming the detector has no response after the first detection of an excitation cycle. The difference is less than $4 \times 10^{-4}$ fractional uncertainty $\delta \Gamma/\Gamma$ for our measurements.

### 2. Fit Procedure and Truncation Error

After correcting for pulse pileup, background counts $N_i^{bg}$ are subtracted from the signal counts $N_i^{sig}$, and the result is fit to a single decaying exponential plus offset

$$N_i^{sig} - N_i^{bg} = A e^{-\Gamma t_i} + c.$$ \(2\)

As an example, the pulse-pileup-corrected data measuring the $y^7P_4^o$ decay are shown in upper portion of Fig. 2. The single largest systematic uncertainty on the measured decay rate is the choice of the start time $t_{start}$ of the fit (sometimes called truncation error). We vary $t_{start}$, setting this parameter to the start of each $t_{bin} = 80$ ps time bin over a 12 ns range which corresponds to between about 30% to 5% of the peak observed counts (Fig. 2 lower portion). For these late times, the influence of the excitation laser on the decay is negligible. In an effort to reduce possible systematic error due to an arbitrary choice of $t_{start}$, we assign a value for $\Gamma$ by taking the average fitted $\Gamma$ over this 12 ns range of start times, weighted by the nonlinear least-squares 1 $\sigma$ confidence interval when fitting to Eq. \(2\). We assign a statistical uncertainty equal to the median 1 $\sigma$ nonlinear least-squares fit uncertainty in the range, and assign a truncation uncertainty equal to the standard deviation of the fitted $\Gamma$ values.

The truncation error is observed to typically be of comparable magnitude to the nonlinear least-squares fit confidence interval for $\Gamma$, and therefore decreases with improved counting statistics. We minimize the effects of truncation error by applying the fit to the combined data set of all runs taken under standard conditions. We also analyzed each data run individually and took a weighted average of the fitted $\Gamma$. That analysis obtained the same results for each state within the fit confidence intervals.

### 3. Hyperfine Quantum Beats

The laser pulse has a full width at half maximum of 16 ns, corresponding to a Fourier limited linewidth of about 100 MHz. Decay rate measurements are taken with the laser tuned to the peak in fluorescence which nominally corresponds to resonance with the $^{52}$Cr isotope (84% natural isotopic abundance). Hyperfine quantum beats are nonexistent for the nuclear spin $I = 0$ $^{52}$Cr isotope. However, hyperfine splitting is present in $^{53}$Cr ($I = 3/2$, 9.5% natural isotopic abundance), and the $^{52}$Cr-$^{53}$Cr isotope shift is sufficiently small that several $^{53}$Cr lines are not resolved from the $^{52}$Cr line within the

| Parameter (×10$^{-6}$ s$^{-1}$) | $y^7P_2^o$ | $y^7P_3^o$ | $y^7P_4^o$ |
|---------------------------------|------------|------------|------------|
| Decay Rate $\Gamma$            | 147.5      | 148.4      | 148.4      |
| Statistical Uncertainty        | 1.1        | 0.6        | 0.5        |
| Truncation Error                | 1.0        | 0.5        | 0.4        |
| Hyperfine Quantum Beats         | 0.15       | 0.07       | 0.07       |
| Zeeman Quantum Beats            |            |            |            |
| $B_z$                            | 0.05       | 0.03       | 0.02       |
| $B_y$                            | 0.3        | 0.26       | 0.5        |
| $B_x$                            | 0.09       | 0.08       | 0.05       |
| Laser Polarization              | 0.26       | 0.19       | 0.07       |
| Pulse Pileup                    | 0.017      | 0.014      | 0.05       |
| Differential Nonlinearity       | 0.017      | 0.018      | 0.018      |
| Time Calibration                | 0.003      | 0.003      | 0.003      |
| Systematic Uncertainty, Total   | 1.1        | 0.6        | 0.6        |
| Total Uncertainty               | 1.6        | 1.0        | 0.8        |

TABLE IV. Measured decay rates $\Gamma$ and 1 $\sigma$ error budget for the Cr $y^7P_4^o$ levels.
FIG. 2. (Top) Histogram of counts as a function of time used to determine decay rate \( \Gamma \) for the \( ^7P_0 \) state (358 nm center wavelength). The histogram bin width is 80 ps. The line labeled “fit” is a representative fit to Eq. (2) with \( t_{\text{start}} = 40 \) ns. (Bottom) Fitted \( \Gamma \) as a function of \( t_{\text{start}} \), with error bars indicating the fit uncertainty (blue line). The range of \( t_{\text{start}} \) chosen for our analysis and the standard deviation of fitted \( \Gamma \) over this range is indicated by the red line. The orange band indicates the current consensus range for \( \Gamma \) in the NIST atomic spectral database [14].

4. Zeeman Quantum Beats

After truncation error, the largest uncertainty in our measurement is the presence of Zeeman quantum beats. There is no polarizer in the imaging optics, and we did not make an effort to cancel the ambient magnetic field in the detection region, which is measured to be \( (B_x, B_y, B_z) \approx (0.0, 0.2, 0.4) \) G by a three axis Hall probe (1 G \( \equiv \) 0.1 mT). The interaction region is surrounded by three pairs of Helmholtz coils which produce a field uniform to 3% over the detection volume. We test for systematic errors due to Zeeman quantum beats by applying a variable magnetic field along each axis between \( \pm 5 \) G.

As expected for our geometry (excitation light polarized along \( \hat{z} \) and imaging along \( \hat{x} \)), when varying \( B_x \) and \( B_z \), we observe no statistical difference in the fitted \( \Gamma \). We estimate error due to these magnetic field components by linear regression assuming an uncertainty of 0.2 G. Zeeman quantum beats are definitively observed when \( B_y \) is varied, which produce an inflated truncation error due to the fit amplitude \( A \) of Eq. (2) oscillating with fit start time \( t_{\text{start}} \). For each state, the fitted \( \Gamma \) is observed to reach a local extremum around \( B_y \approx 3 \) G; we therefore empirically fit the fitted \( \Gamma \) to a quartic function of \( B_y \) and assume an uncertainty in \( B_y \) equal to its measured value of 0.2 G to estimate the error in \( \Gamma \).

We attempted to model the quantum beats for all three decays. Because the initial Zeeman phase of the excited state is unknown, it is difficult to predict the quartic fit curves in Fig. 3 \textit{a priori}. Nevertheless, given that the decay rates and transition wavelengths are roughly equal for all three states, the reduced matrix elements are all roughly the same. The relative scale of the curves in the panels in Fig. 3 is then set by the relative Clebsch-Gordan coefficients for the decays that can produce quantum beats. Our model shows that the amplitude of the beats from \( ^7P_0 \) should be roughly half that of the \( ^7P_3 \) and \( ^7P_4 \), which are roughly expected to be identical. These expectations in line with the fit curves of Fig. 3.

As the ambient magnetic field is not exactly collinear with the applied laser polarization, we further test for...
FIG. 3. Fitted decay rate $\Gamma$ as a function of applied magnetic field $B_y$. The line shows a quartic polynomial determined by a least-squares fit to the data. Error bars indicate one standard error.

Zeeman quantum beats by intentionally rotating the laser polarization to lie along the $\hat{x}$ axis. In this configuration, we again detect no statistical difference in the fitted $\Gamma$. The fractional uncertainty obtained by linear regression are all $\delta \Gamma / \Gamma < 0.1 \%$.

5. Time Calibration

The multievent timer has a differential nonlinearity (that is, non-cumulative uncertainty in the bin width of the time digitizer) of less than 1 % [48]. This amounts to an uncertainty of 800 fs, or about $8 \times 10^{-5}$ fractional uncertainty in the decay rate. Of secondary concern is the nonlinearity of the time base of the electronics. The timing for the experiment is referenced to the internal clock of the TCSPC electronics, which has a specification of $10^{-5}$ stability; we assign a systematic error of twice this value.

VI. COMPARISON OF RESULTS AND CONCLUSION

Here we have presented laser spectroscopy of the $^7P_{0j}$ states of Cr I with a comparison to theory. We measure the isotope shifts to roughly 0.5 % uncertainty. This appears to be the first reported measurement of these values. Table V compares our measured and calculated decay rates as well as prior reported values. Our measured decay rates uncertainties are roughly a factor of three better than the next smallest reported uncertainty. We find excellent agreement, 2 % to 5 %, between theory and experiment decay rates, therefore, the differences for the matrix elements are only 1 % to 2.5 %. We use experimental energies in decay rate calculations. As noted above, slightly worse accuracy for $J = 3$ and $J = 2$ is explained by the sensitivity of the mixing with the $^5P_0$ states to the saturation of the CI space as described above.

We verified that the $J = 4$ matrix element value is numerically stable with addition of more configurations. We also tested the accuracy of the effective Hamiltonian by carrying out an additional computation where $H_{\text{eff}}$ is constructed using second-order perturbation theory, resulting in only 1.7 % difference for the $J = 4$ matrix element. Therefore, such excellent agreement of the $J = 4$ value with experiment confirms our calculations are robust to large (11 %) normalization correction, which is important for further calculations of various properties of atoms and ions with 5 to 6 valence electrons.

These experiments demonstrate the operation of a cryogenic buffer gas beam source, laser system, and detection system suitable for spectroscopic studies of a variety of atomic and molecular species. We intend to use this apparatus to next perform spectroscopic characterization of the MgF molecule toward laser cooling and trapping. With minimal modifications, this system could also perform similar studies of more complex molecules such as MgNC, which has been proposed as a candidate for precision measurements of nuclear spin-dependent parity violating physics [54, 55].

| Method | Decay Rate $\Gamma (\times 10^6 \text{s}^{-1})$ | Reference |
|--------|---------------------------------------------|-----------|
| Experiment | 147.5(1.6) | 148.4(1.0) | 148.4(0.8) | this work |
| Theory | 140 | 141 | 145 | this work |
| Experiment | 174(17) | 165(17) | 164(16) | [16] |
| Experiment | 152(7) | 152(7) | 152(7) | [17] |
| Experiment | 158(5) | 140(4) | 144(4) | [5] |
| Compilation | 162(16) | 150(15) | 148(15) | [14] |

TABLE V. Comparison of our measured and calculated decay rates to values from previous works. Values in parentheses are the combined 1σ statistical and systematic uncertainty.
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