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Abstract—In this paper, we present a brief survey on the system-level optimizations used for convolutional neural network (CNN) inference accelerators. For the nested loop of convolutional (CONV) layers, we discuss the effects of loop optimizations such as loop interchange, tiling, unrolling and fusion on CNN accelerators. We also explain memory optimizations that are effective with the loop optimizations. In addition, we discuss streaming architectures and single computation engine architectures that are commonly used in CNN accelerators. Optimizations for CNN models are briefly explained, followed by the recent trends and future directions of the CNN accelerator design.

Index Terms—Convolutional Neural Network (CNN); Inference; Accelerator; Optimization

I. INTRODUCTION

Deep neural networks (DNNs) have been gaining more and more popularity, since they provide significant improvements in various applications such as image recognition, natural language processing, etc. Unfortunately, abundant compute and memory resources are necessary to execute DNNs. DNNs have different use cases, objectives and constraints depending on whether they are executed on edge devices (such as smart phones or sensor nodes) or data centers. Wherever DNNs are executed, low power, low energy, programmability, low cost, small footprint, low latency, high throughput and real-time execution are required. To address these requirements, many techniques related to DNN accelerator design have been already published as known from survey papers [1][2][3][4][5][6]. [3] investigates CNN-to-FPGA tools flows, [6] provides a comprehensive survey on compression techniques for DNN models. [4] surveys DNNs on edge devices. [2] shows a comprehensive survey on DNN inference accelerators. [1] includes the recent programmable CNN accelerator from Xilinx.

There are various types of DNNs depending on the target applications, and accelerators to efficiently execute these DNNs have been proposed. Convolutional neural networks (CNNs) are the first breakthrough DNNs [7] targeting mainly for image applications such as image recognition, object detection [8] and segmentation [9]. 3D CNNs are used for human action recognition [10] and the memory footprint for 3D CNNs are larger than (2D) CNNs [11][12]. For speech recognition, recurrent neural networks (RNNs) such as LSTM have been used [13]. Recently, a neural network model based on transformers called BERT [14] was proposed and made a breakthrough in natural language processing. Although the BERT model is successful, it requires large amount of memory resources. Graph Neural Networks (GNNs) can handle recognition tasks on graph structures [15]. Spiking neural networks (SNNs) have been proposed for power-efficient implementations [16]. Generative Adversarial Networks (GANs) [17] are DNNs that generate synthetic data from limited genuine datasets.

Many accelerator design have been proposed to accelerate DNN execution exploiting traditional architectures such as systolic arrays, VLIW/SIMD/Vector (manycore/multicore) processors, CPUs, GPUs, ASICs and FPGAs. In addition, the use of novel architectures and emerging devices such as processing-in-memory (PIM) and ReRAMs [5], etc. has been actively studied for energy-efficient and/or high-performance execution of DNNs.

There are two types of accelerators for DNNs: inference accelerators and training accelerators. Training of DNNs is much more compute and memory intensive compared to inference because we must execute many iterations of forward and backward propagation. Although GPUs are currently most often used for training, the research on hardware accelerators for DNN training is an active area [18][19][20]. In both types of accelerators, the memory architectures of accelerators have significant impact on the performance, power and area of the accelerators.

In this paper, we provide a brief review on CNN inference accelerator design with traditional architectures such as ASICs, FPGAs, etc. In particular, we review the CNN accelerator design from the viewpoints of loop optimizations and memory access optimizations for nested loops of CNN layers, because these optimizations significantly affect the quality of the accelerators. We expect that these optimizations can be utilized for quickly generating efficient CNN accelerator RTL with high-level synthesis (HLS) or for compiling CNNs to programmable CNN accelerators.

The organization of this paper is as follows. In Section II., the inference by convolutional neural networks (CNNs) are briefly reviewed. Section III. shows the nested loops of the convolutional layer and discusses how the ordering of the loops affects the data reuse. In Section IV., we illustrate optimization techniques on the nested loops for designing efficient CNN accelerators. In Section V., we describe how multiple layers in CNNs can be efficiently executed. Section VI. reviews important optimizations of CNN models such as quantization and pruning. We mention some trends in recent CNN accelerators in Section VII. and discuss future directions in Section VIII.

II. CONVOLUTIONAL NEURAL NETWORKS (CNNs)

In this section, we briefly overview convolutional neural networks (CNNs) used in image recognition tasks. Fig. 1(a) shows an example CNN called VGG11. VGG11 consists of a sequence of 3 types of layers: convolution (CONV) layer, pooling layer and fully connected (FC) layer, and VGG11
contains 11 layers that have weights, namely, 8 CONV layers and 3 FC layers. CONV layers perform image filtering and execute a large portion of computations for CNNs. Pooling layers perform image subsampling and reduce the sizes of images. FC layers compute matrix-vector multiplications, and some CNNs do not include FC layers. For more details on CNNs, please refer to the survey paper [2]. Fig. 1(b) shows the inputs and outputs of the VGG11 layers. Inputs and outputs of CNN layers are called input activations (IA) (or input feature maps (IFMs)) and output activations (OAs) (or output feature maps (OFMs)), respectively, and OAs of a layer become IAs of the following layer. These inputs and outputs have 3 dimensions of width, height and channel. For example, the first CONV layer of VGG11 accepts the IA of size 224x224x3 and generates the OA of sizes 224x224x64 as shown in Fig. 1(b).

The following expression (1) shows the computation performed in a CONV layer and Fig. 2 shows the code for the computation. The multiply-and-accumulate (MAC) operation in the innermost loop in Fig. 2 is the major computation in CONV layers.

\[
\text{OA}[n][k][p][q] = \sum_{i=0}^{S-1} \sum_{j=0}^{R-1} \sum_{c=0}^{C-1} \text{IA}[n][c][p+r][q+s] \times W[k][c][r][s];
\]

(1)

The arrays OA, IA and W in Fig. 2 represent output activation, input activation and weight, respectively. The meanings of the other symbols in Fig. 2 are summarized in Table I. Batch size means the number of input images that are processed by a layer at one time. In the code shown in Fig. 2, each element of output activation OA[n][k][p][q] is computed and an activation function is applied to each of the element. Usually, ReLU shown in the expression (2) is used for the activation function.

\[
\text{ReLU}(x) = \begin{cases} 
0 & \text{if } x \leq 0 \\
 x & \text{if } x > 0 
\end{cases}
\]

(2)

In Fig. 2, we can move the code for initialization and applying the activation function into the innermost loop and change the nested loop to a fully nested loop as shown in Fig. 3. In the following discussions, we omit the code for initialization and activation for simplicity, since the omission does not affect the discussions. In addition, we also assume batch size to be 1 for simplicity. Fig. 4 shows the simplified code for a CONV layer and we use the code in the following discussions.

### III. Dataflow of Convolutional Layers

The code in Fig. 4 has 6 loops whose loop variables are (k, p, q, r, s, c) from the outermost loop to the innermost loop, respectively. An important property of the code in Fig. 4 is that the computation of each output activation (OA) is independent of each other. As a result, we can perform loop
interchange optimization, or in other words, the order of the 6 loops can be changed in any order. Such orderings of loops are called dataflow in some literatures [2] [21]. If we change the ordering of loops, the array access patterns to arrays OA, IA and W are also changed, significantly impacting the performance of accelerators [22].

Fig. 5 shows the nested loop with a loop ordering called output stationary. Hereafter, we denote a loop ordering with a vector consisting of loop variables from the outermost loop to the innermost loop. For the output stationary dataflow, the loop ordering is (k, p, q, r, s, c). As the name suggests, the array indices k, c, r and s of weight W[k][c][r][s] do not change while executing the innermost loops (p, q) enclosed by the broken line in Fig. 6. Because of the temporal data reuse, the number of array accesses to W is reduced by a factor of $P \times Q$ in the weight stationary dataflow compared to the case without the data reuse.

From the cases of output stationary and weight stationary, we see that loop orderings significantly impact the number of memory accesses. As we will see later, loop orderings also affect the datapath (MAC units) implementing the loop body. There are other different loop orderings such as input stationary, row stationary [23], etc., which will lead to the different performance of accelerators. Since the parameter values K, P, Q, R, S and C largely vary per CONV layers, the optimal dataflow for improved data reuse varies per layer in general.

IV. SOURCE-LEVEL OPTIMIZATIONS FOR CNN ACCELERATOR DESIGN

In this section, we review loop and memory optimizations that are useful for designing CNN accelerators. Since these optimizations are applied to the loop nests of CONV layers, they are especially useful when designing CNN accelerators with high-level synthesis (HLS). In Section III., we have reviewed one of the loop optimizations called loop interchange. Memory optimizations are usually more effective when combined with appropriate loop optimizations. Furthermore, some loop optimizations require memory optimizations for the loop optimizations to be effective.

A. Loop tiling

One of useful loop optimizations for optimizing CNN accelerators is loop tiling (also called loop blocking) [24]. Loop tiling breaks a given loop into a set of smaller loops and optionally changes the execution ordering of the loop body by loop interchange. After tiling a loop, we have two loops: one that iterates over tiles and one that iterates within a tile. Fig. 7 shows the result of loop tiling for the code in Fig. 6, where the inner loops (p, q) in Fig. 6 are tiled with the tile sizes of Tp and Tq, respectively. Fig. 8 depicts the iterations of inner loops (p, q) before and after loop tiling for the
code in Fig. 6. After loop tiling, the iteration space is broken into a set of smaller iterations (tile) with the tile size of (Tp, Tq) and each tile is executed one by one. For efficient use of local memories, as shown in Fig. 7 (details are omitted for simplicity), inputs IA and W for a tile are loaded from an off-chip memory ((1) in Fig. 7), tiled OA is computed from tiled IA and W ((2) in Fig. 7), and tiled OA computed from the tiled IA and W are stored in the off-chip memory ((3) in Fig. 7). As shown in Fig. 9, the loading of inputs for a tile, computation of the inner loops (ps, qs) and storing of outputs for the tile are pipelined to overlap the computation and communication using ping-pong buffers explained in Section IV.B.

By changing the tile sizes, the sizes of tiled arrays IA, W or OA referenced in the loop body can be flexibly changed in order to satisfy the constraints on on-chip memory size. Loop tiling also enables flexible partial parallelization to satisfy chip area constraints by selectively tiling loops with appropriate tile sizes and by unrolling the selected loops. For the code of the CONV layer, we can apply loop tiling at any loop level, so the target loops to be tiled and their tile sizes can be freely chosen to satisfy design constraints.

B. Ping-pong buffers

Fig. 10 illustrates ping-pong buffers where PE (Processing Element) array is, for example, an array of Multiply-and-accumulate (MAC) units and blue arrows represent communication between blocks. A ping-pong buffer is a pair of duplicated local memories which are read and written alternatingly from two modules to avoid memory access conflicts. Ping-pong buffers are often used in CNN accelerators and we can parallelize computations in the PE array and data transfers between the DRAM and local memories with ping-pong buffers.

C. Loop unrolling

Loop unrolling duplicates a loop body multiple times and it is a common technique to parallelize the execution of a loop body. In general, unrolling more times means more degrees of parallelism and more hardware units needed to execute the unrolled loop body. By applying loop tiling and unrolling the tiled loops completely, we can control the degree of loop unrolling by changing the tile size. Often, memory optimizations are necessary to get expected parallel performance with loop unrolling, since memory accesses conflicts usually occur after loop unrolling by the duplication of array accesses.

Fig. 11 shows the code generated from the code in Fig. 6 by tiling the innermost loop q by the tile size of 4 and unrolling the tiled innermost loop completely. In addition, the array access W[k][c][r][s] is moved out of the inner loops (p, q) to reduce the array access instances, since the indices of the array access do not change during the inner loops.

Fig. 12 shows the datapath circuit that is extracted from the unrolled loop body in Fig. 11. In the loop body, four different elements of OA (output activation) are computed with four different elements of IA and one common weight value. To execute the datapath in Fig. 12 in one clock, four input data (IA) and four output data (OA) must be accessed in one clock. When we use high-level synthesis (HLS) to generate
an accelerator from the code in Fig. 11, arrays OA and IA must be partitioned into multiple local memory banks to increase the bandwidth of the local memories, since an array is mapped to a RAM which typically has at most 2 ports. Memory partitioning techniques [26][27] for resolving the issue are discussed in Section IV.D.

Fig. 13 shows the code generated from the code in Fig. 5 by tiling the innermost loop c by the tile size of 4 and unrolling the tiled innermost loop completely. From the code in Fig. 13 that performs reduction operations to OA (output activation), two types of datapath as shown in Fig. 14 (a)(b) can be generated. With loop pipelining, pipeline registers can be inserted into the datapath. As in the case of Fig. 12, memory access conflicts exist for the arrays IA and W and memory partitioning explained in Section IV.D. will be necessary to resolve the conflicts. By comparing Fig. 12 and Fig. 14, loop orderings (or dataflow) significantly change not only memory access patterns but also the datapaths of accelerators.

D. Memory partitioning

Memory partitioning (also called array partitioning or memory banking) is a technique to increase the bandwidth of a local memory by partitioning the local memory into smaller ones [26][27][28]. Fig. 15 shows an example of simple memory partitioning. Fig. 15 (a) is a sample loop and Fig. 15 (b) is a loop where the innermost loop j of Fig. 15 (a) is completely unrolled. Unfortunately, if the array A is mapped to a 1-port memory, it takes 4 clock cycles to execute the loop body in Fig. 15 (b). By applying the memory partitioning as shown in Fig. 15(c), the array A is partitioned into 4 memories A0, A1, A2, and A3 and the loop body can be executed in one clock cycle. The array A before and after memory partitioning is depicted in Fig. 15 (d) and (e), respectively. Memory partitioning techniques for more complex array indices are proposed in [27][28].

E. Loop fusion

Loop fusion [29] fuses a set of loops into a single fully nested loop as shown in Fig. 16. With loop fusion, data locality is improved for shared temporal array accesses between loops (In Fig. 16, the array B is the temporal array). A memory access optimization called scalar replacement [30][31][32][33] can be used to remove the temporal arrays and generate line buffers. Typically, loop fusion is effective for fusing loops with the similar loop bounds. In CNNs, successive loops corresponding to convolutional layers can be fused and the buffers for storing the activations between the layers can be replaced with line buffers.

V. CNN accelerator architectures

In the previous sections, we discussed the accelerator architectures for a single CONV layer. In this section, we discuss how a set of layers in a CNN can be executed. Fig. 17 illustrates two types of accelerator architectures that execute a set of CNN layers, where compute arrays can be systolic
On-chip memory (144MB) has a huge on-chip memory for bounding layers. A recent single computation engine architecture using high-level synthesis (HLS) is proposed in [21]. In [49][50], a technique to utilize on-chip memories for CNNs with branches is run by the streaming architecture in turn, thus reducing the accelerator size at the cost of increased off-chip memory accesses.

To minimize the latency of a streaming architecture by balancing the computation and communication, the roofline model [44] is utilized in [39]. To minimize the buffer sizes, the uses of line buffers were proposed in [38][40] and a proposal to reduce the line buffer is proposed in [42]. Since putting all layers on chip is usually prohibitive because of large amounts of weights and MAC units, FINN-R [34] utilizes quantization to reduce the bitwidth of weights and activations. In [38], CNN layers are partitioned, and each partition is run by the streaming architecture in turn, thus reducing the accelerator size at the cost of increased off-chip memory accesses.

Recent work [43] proposed a combined architecture of a streaming architecture and a single computation engine architecture and also presented a design space exploration method to achieve higher performance. Recent programmable CNN accelerators [1][40][52] support both streaming architecture and a single computation engine architecture. The combination of a streaming architecture and a single computation engine architecture opens up the larger design space of CNN accelerators. The work [36] proposes an analytical model for energy and hardware cost of streaming architectures in CGRAs, and discusses that streaming architectures are more energy efficient than single computation engine architectures. A recent streaming architecture [53] has L2 SRAM to further reduce off-chip memory accesses.

VI. CNN MODEL OPTIMIZATIONS

In the previous sections, we reviewed optimization techniques for nested loops of CNN layers. Basically, these techniques do not degrade the accuracy of the CNN inference. In this section, we briefly review CNN model optimizations, or in other words, CNN algorithm optimizations, such as quantization and pruning by which significant reductions of weights are expected at the cost of accuracy loss. The required accuracies depend on applications, so we can reduce the CNN model size as long as the accuracy degradations are tolerable for target applications. One example of manually optimized compact CNN model is MobileNet [54] that greatly reduces multiply-and-accumulate (MAC) operations and memory size by the use of depth-wise and point-wise convolutions. Network Architecture Search (NAS) tries to find accurate, compact and hardware friendly CNN model automatically [1][6].

A. Quantization

Quantization is a technique to reduce bitwidth of activations and/or weights of CNN models. By quantization, memory size, compute array size and communication bandwidth demand are significantly reduced at the cost of accuracy loss. The relation between quantized bitwidth and accuracy is summarized in [4]. For some target applications, such as particle detectors, quantization significantly reduces hardware resources with enough accuracy [55]. On the other hand, for
some applications, 16-bit floating point MAC units are necessary [51] to reduce significant development cost. State-of-the-art CNN accelerators [51][53][56] have both 8bit MAC units for efficient execution of CNNs and 16bit floating-point MAC units for the accurate execution.

B. Pruning

Pruning is a technique to set redundant weight values to zero [4][6][57] while keeping the accuracy. By pruning, we expect to reduce the amount of memories and computations, since we can skip storing zero weight values and computations with zero weight values. Pruning is classified into two categories: non-structural pruning and structural pruning. In non-structural pruning, any weights can be set to zero, however, in structural pruning, weights are set to zero satisfying some forms of regularity. A training technique for structured sparsity is proposed in [58]. In principle, non-structural pruning has better compression rate compared to structural pruning, since non-structural pruning has no constraint on the positions of zero weights.

In non-structural pruning, resulting pruned weights are typically stored in compressed formats like CSC (Compressed Sparse Column) format [23], COO (Coordinate) format [1], etc. In such formats, not only data but also indices to non-zero elements must be stored in memories, which possibly cancels the effect of pruning when sparsity after pruning is not high enough. In addition, computations that use pruned weights become more complex than those that do not use pruned weights.

Fig. 18 illustrates channel pruning, which is one of the structural pruning techniques [1][4]. As shown in the figure, the whole weights corresponding to an output channel are completely removed in channel pruning so the channel of the output activation (OA) is also removed. The channel pruning can be implemented in CNN accelerators with a little modification that simply reduces the number of weights and channels. In general, structural pruning [59] are hardware friendly compared to non-structural pruning.

VII. TRENDS IN RECENT CNN ACCELERATOR

In this section, we review recent trends in CNN accelerator research which are not covered in the previous sections. In the previous sections, we mentioned the trends of CNN accelerators, for example, large on-chip memories (144MB [51], 220MB [56]), 8bit fixed point MAC units and 16bit floating point MAC units for CNN accelerators, popularity of streaming architectures and single computation engine architectures. As we saw in the previous sections, the design space of CNN accelerators is huge, since the single convolutional layer is a nested loop with 7 loops. Each of the 7 loops can be interchanged, can be tiled with any tile size, unrolled or pipelined. In addition, recent CNNs have complex topologies with many layers of significantly different loop bounds. Since it is very hard to manually explore such huge design spaces of CNN accelerators, automatic design space exploration techniques have been proposed [22][36][63]. The recent work [22] explores the design space with a mixed-integer program solver. Unfortunately, it is limited to a single computation engine architecture.

VIII. SUMMARY AND FUTURE DIRECTIONS

In this paper, we briefly reviewed the basics on convolutional neural networks (CNNs) and system-level optimizations used in CNN accelerator designs. A significant number of works have been proposed to improve efficiency and performance of CNN accelerator designs and these works are summarized in survey papers [1][3][4][5][6]. Based on the discussions in this paper, we point out the following future directions.

A. Compiler for programmable CNN accelerators

Programmable accelerators have significant advantages over fixed-functionality accelerators. Programmable accelerators [1] have SIMD/Vector processors with distributed memories and customized interconnections. To fully exploit the programmable CNN accelerators in short design time, optimizing compilers are necessary for them. Since there are many types of CNNs, many architectural choices
and many parameters to be selected, it is challenging but useful to develop optimizing compilers for CNN programmable accelerators. A compiler infrastructure MLIR [1] could be a good starting point for developing such compilers.

B. Design environment of CNN accelerators from DNN frameworks

CNN algorithms are usually implemented with frameworks such as PyTorch/TensorFlow, etc. Unfortunately, it is not yet easy to implement CNN applications written in PyTorch/TensorFlow on CNN accelerators. Tools that generate efficient accelerators from PyTorch/TensorFlow descriptions of CNN applications would be very useful to quickly implement ideas in edge devices.

C. Quick design tool of CNN accelerators

There are many architecture choices in CNN accelerator design such as single computation engine architectures, streaming architectures, combination of both architectures, loop orderings, degree of parallelism, memory hierarchy and organizations, programmability or non-programmability, static/dynamic sparsity, etc. Tools that quickly perform design space exploration, generate implementations and evaluate performance of CNN accelerators would be very useful. Unfortunately, the previous design tools can handle only limited architectures.
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