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ABSTRACT
Current reporting standards for insurers require a decomposition of observed profits and losses in such a way that changes in the insurer’s balance sheet can be attributed to specified risk factors. Generating such a decomposition is a non-trivial task because balance sheets generally depend on the risk factors in a non-linear way. This paper starts from an axiomatic perspective on profit and loss decompositions and finds that the axioms necessarily lead to infinitesimal sequential updating (ISU) decompositions, provided that the latter exist and are stable, whereas the current practice is rather to use sequential updating (SU) decompositions. The generality of the axiomatic approach makes the results useful also beyond insurance applications wherever profits and losses shall be additively decomposed in a risk-oriented manner.

1. Introduction
Profits and losses that emerge in an insurer’s balance sheet between two reporting dates can stem from various sources. The international financial reporting standard IFRS 17 of the International Accounting Standards Board (2017), the MCEV reporting principles of the CFO Forum (2016) as well as the insurance regulation of the European Union (2015) require a change analysis of the insurer’s own funds (or solvency reserves) that identifies and quantifies the sources of the observed profits and losses. Alternative names for change analysis are profit and loss attribution, analysis of movement, or variation analysis. The implementation of these guidelines by insurance companies is a non-trivial task, cf. Candland & Lotz (2014) and Bashford & Dubischar (2020).

This paper starts from an axiomatic perspective on profit and loss decompositions, calling for additivity, normalization and stability of decompositions. Additive decompositions are easy to interpret and allow the insurer to redistribute profits and losses among different parties. Normalization means that no profits and losses are attributed to a risk factor that had no updates in the last reporting period. Stability describes the property of a decomposition to be continuous with respect to time lags or time quantization in the empirical risk factor data. Stability ensures that these perturbations in the empirical observations do not change a decomposition too much.

We take a time-dynamic perspective here where profit and loss decomposition means that we are decomposing a discounted surplus process into a sum of partial discounted surplus processes that each uniquely refer to specified time-dynamic risk factors. In the special case of a one-period model, the problem simplifies to decomposing a surplus random variable to a sum of partial surplus random variables. The latter kind of problem is discussed at length by Schilling et al. (2020), who introduced the notion of ‘meaningful risk decompositions’ by a list of six axioms. Schilling et al. (2020) show that
none of the decompositions suggested in the literature before are meaningful risk decompositions and come up with a new and meaningful decomposition principle that bases on the martingale representation theorem (MRT). While their axioms are time-static in nature, the MRT decomposition is actually a time-dynamic decomposition of a discounted surplus process. Unfortunately, the MRT decomposition concept is limited to cases where the insurer’s discounted surplus process is a martingale. So, unless the insurer’s balance sheet valuations are purely based on conditional expectations, the MRT decomposition principle is not applicable for profit and loss attribution.

Among practitioners, a popular method for profit and loss attribution is a sequential updating of the insurer’s balance sheet by iterating the balance sheet calculations and layering the changes of each risk factor. This sequential updating (SU) decomposition principle produces additive decompositions and is frequently used in the economics literature, but unfortunately, it depends on the update order of the risk factors, cf. Fortin et al. (2011) and Biewen (2014). The so-called one-at-a-time method avoids that problem by resetting after each update step all parameters to the previous year’s status, but the resulting decomposition is not additive anymore, cf. Shorrocks (2013) and Schilling et al. (2020). In the context of surplus redistribution in with-profit life insurance, Jetses & Christiansen (2022) recently introduced an infinitesimal sequential updating (ISU) decomposition principle that eliminates the disadvantages of sequential updating by decreasing the length of the reporting periods down to zero so that the impact of the update order vanishes. More specifically, ISU decompositions are defined as limits of SU decompositions for update interval lengths going to zero. While the asymptotic theory can be technically challenging, in insurance practice ISU decompositions are easy to implement since by construction they can be simply approximated by SU decompositions.

The central finding of this paper is that our axiomatic approach necessarily leads to ISU decompositions, provided that the latter exist and are stable. So, this paper finally promotes the same decomposition principle as Jetses & Christiansen (2022), but motivation and justification are different. We look at three examples that illustrate the results of this paper. The examples are kept simple in order to make the fundamental mechanism easily comprehensible. The analysis of more complex examples is left for future research.

The paper is structured as follows. The second section defines the profit and loss attribution problem and sets the mathematical frame for profit and loss decompositions. The third section introduces the axiomatic perspective. In the fourth section, we recall the SU and ISU decomposition principles. The key message of the paper is in section five, where we show that our axioms lead to ISU decompositions. Section six calculates a couple of examples, where the technical proofs are outsourced to section seven. The eighth section draws a conclusion.

2. The insurer’s surplus process

This section is based on Jetses & Christiansen (2022) but takes a more general perspective beyond surplus decompositions in with-profit life insurance. We generally assume that we have a complete probability space \((\Omega, \mathcal{A}, P)\) with a right-continuous, complete filtration \(\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}\). Let \(dC(t)\) be the insurer’s cash flow at time \(t\). We use the convention that outgoing payments get a negative sign and incoming payments get a positive sign, looking from the perspective of the insurer. Let \(d\Phi(t)\) be the return on investment of the insurer’s investment portfolio at time \(t\). Assuming that \(C\) is a finite variation semimartingale, the asset value process \(A\) of the insurer is a semimartingale with the dynamics

\[
dA(t) = A(t-) \, d\Phi(t) + dC(t).
\]

By defining \(\kappa\) as the value process of a self-financing portfolio with investment return \(\Phi\) and with a starting value of one, i.e. \(\kappa\) is the solution of

\[
d\kappa(t) = \kappa(t-) \, d\Phi(t), \quad \kappa(0) = 1,
\]
the solution of the stochastic differential equation of the asset value process can be represented as

\[ A(t) = \kappa(t) A(0) + \int_{[0,t]} \frac{\kappa(t)}{\kappa(s)} \, dC(s), \]

provided that \( \kappa \) is strictly positive. In order to see that, apply integration by parts on the latter formula.

In the hypothetical case that the insurer knew the future, the liabilities at time \( t \) would be likewise calculated as

\[ L(t) = \int_{[t,\infty)} \frac{\kappa(t)}{\kappa(s)} \, d(-C)(s). \]

The difference between assets and the hypothetical liabilities determines the value of the insurer’s hypothetical own funds,

\[ A(t) - L(t) = \kappa(t) (A(0) - L(0)). \tag{1} \]

The time-dynamic changes of the insurer’s own funds constitute the insurer’s profits and losses. In the hypothetical setting (1), the profits and losses are solely investment returns earned on the own funds themselves. However, as \( A(0) - L(0) \) depends on the future and is nowhere adapted to the currently available information, the insurer actually replaces \( A(0) - L(0) \) at each time \( t \) with an \( \mathcal{F}_t \)-measurable proxy \( R(t) \). We call

\[ R = (R(t))_{t \geq 0} \]

the \textit{revaluation process}, since it continuously revaluates \( A(0) - L(0) \) as the currently available information \( \mathcal{F}_t \) increases with time \( t \). So in the insurer’s balance sheet calculations, the own funds are actually of the form

\[ S(t) = \kappa(t) R(t). \tag{2} \]

We call \( S = (S(t))_{t \geq 0} \) the \textit{surplus process}. The dynamics of \( S \) is driven by two factors, first the dynamics of \( \kappa \), describing investment gains earned on the surplus itself, and second the dynamics of \( R \), representing revaluation profits and losses that arise from the continuous revaluation of \( A(0) - L(0) \).

The central aim of this paper is to decompose \( R \) with respect to different risk sources. Let \( \mathbb{D} \) denote the set of adapted processes on \([0, \infty)\) whose paths are right-continuous and have left limits. We assume that the stochastic balance sheet model of the insurer rests on a so-called \textit{risk basis}

\[ X = (X_1, \ldots, X_m) \in \mathbb{D}^{d_1 \times \cdots \times d_m}, \]

which is a multivariate adapted process composed of so-called \textit{risk factors} \( X_1, \ldots, X_m \) such that

\[ \sigma(R(t)) \subseteq \sigma(X^t), \quad t \geq 0. \tag{3} \]

The stopped process \( X^t = (X_1^t, \ldots, X_m^t) \) is defined by

\[ X_i^t(s) = 1_{s \leq t} X_i(s) + 1_{s > t} X_i(t) \]

and represents the information that the risk basis \( X \) provides at time \( t \). By allowing the risk factors \( X_1, \ldots, X_m \) to be multivariate processes with varying dimensions \( d_1, \ldots, d_m \in \mathbb{N} \), we have flexibility for grouping of risk factors, where necessary. Because of (3), the time-\( t \) proxy \( R(t) \) of \( A(0) - L(0) \) can be seen as a mapping

\[ (t, X^t) \mapsto R(t) \]

that assigns to the information \( X^t \) at time \( t \) the random variable \( R(t) \). Let \( L_0 \) denote the set of all real random variables. This paper generally assumes that there even exists a mapping \( \varrho : \mathbb{D} \to L_0 \) with
\( \{ X^t : t \geq 0 \} \subseteq \mathcal{D} \), where \( \mathcal{D} \subseteq \mathbb{D}^{d_1 \times \cdots \times d_m} \), such that
\[
\varrho(X^t) = R(t), \quad t \geq 0. \tag{4}
\]

By assuming here that the time parameter \( t \) itself is not an argument of \( \varrho \) but appears only as a stopping time parameter in \( X^t \), we make sure that the dynamics of \( R(t) \) can be completely explained from the increase of information in the \( t \)-stopped risk basis \( X^t \).

**Example 2.1:** In case that the insurer uses risk-neutral valuation in an arbitrage-free financial market, the mapping \( \varrho \) takes the form
\[
R(t) = \varrho(X^t) = \mathbb{E}^\mathbb{Q} \left[ A(0) - L(0) \mid \sigma(X^t) \right], \tag{5}
\]
where \( \mathbb{Q} \) is a risk-neutral measure, see, for example, Sheldon & Smith (2004) for MCEV calculations. In the classical life insurance literature, \( \mathbb{Q} \) is rather a conservative valuation measure that represents a technical valuation basis, cf. Norberg (1999).

**Example 2.2:** The conditional expectation in (5) is an example of a so-called conditional risk measure \( \gamma \), which is a mapping that assigns to a financial claim \( \xi \) a risk value \( \gamma[\xi \mid \mathcal{G}] \) that is measurable with respect to the current information \( \mathcal{G} \subseteq \mathcal{A} \). Popular examples are the Conditional Value at Risk and the Conditional Average Value at Risk, cf. Föllmer and Schied (2016, Section 11). Based on such a conditional risk measure \( \gamma \), the revaluation process \( R \) may be defined by
\[
R(t) = \varrho(X^t) = \gamma \left[ A(0) - L(0) \mid \sigma(X^t) \right]. \tag{6}
\]

In the special case where \( \gamma \) satisfies the axioms of conditional cash invariance and conditional positive homogeneity, by using (1) the right-hand side of (6) can be transformed to
\[
\frac{1}{\kappa(t)} A(t) - \frac{1}{\kappa(t)} \gamma \left[ L(t) \mid \sigma(X^t) \right],
\]
provided that \( \kappa \) is adapted to the natural filtration of \( X \). The latter equation means that it is only the liabilities that make it necessary to use the proxy \( R(t) \) in the insurer’s balance sheet.

**Example 2.3:** In classical with-profit life insurance, there typically exists a deterministic operator \( F \) such that
\[
R(t)(\omega) = \varrho(X^t)(\omega) = F(X^t(\omega)), \quad \omega \in \Omega, \tag{7}
\]
provided that we define \( X \) suitably, see Jetses & Christiansen (2022).

The central aim of this paper is to decompose \( R(t) = \varrho(X^t) \) as
\[
R(t) = R(0) + D_1(t) + \cdots + D_m(t), \quad t \geq 0, \tag{8}
\]
where \( D_1, \ldots, D_m \) are adapted processes with \( D_i(0) = 0 \) and such that \( D_i(t) \) describes the contribution of risk factor \( X_i \) to the dynamics of \( R \). The first addend \( R(0) \) represents the initial own funds, which are not decomposed here. Equation (8) is equivalent to the additive decomposition
\[
S(t) = \kappa(t) S(0) + \kappa(t) D_1(t) + \cdots + \kappa(t) D_m(t), \quad t \geq 0, \tag{9}
\]
for the surplus process \( S \). The first addend \( \kappa(t) S(0) \) represents the time-\( t \) value of the initial own funds \( S(0) = R(0) \). The remaining addends \( \kappa(t) D_1(t), \ldots, \kappa(t) D_m(t) \) describe the time-\( t \) values of the contributions that the risk factors \( X_1, \ldots, X_m \) make to the dynamics of \( S \).
3. An axiomatic perspective on profit and loss decompositions

In this section, we postulate three desirable properties for the decomposition $D = (D_1, \ldots, D_m)$ of $R = (\varrho(X^t))_{t \geq 0}$. Our first axiom is *additivity*, which was already postulated in (8). Additive decompositions are intuitively interpretable and make it possible to redistribute profits and losses among different parties. Our second axiom is *normalization*. Recall that our construction (4) of the revaluation process follows the principle that revaluation profits and losses are a result of information growth. If the risk basis $X$ were constant on some interval $(a, b]$, then the information growth $t \mapsto \sigma(X^t)$ is de facto halted on $(a, b]$ and the revaluation process $t \mapsto \varrho(X^t)$ produces no new profits and losses. By postulating the latter principle also for the partial profit and loss contributions of the risk factors, we arrive at the normalization axiom:

$$X_i \text{ is constant on } (a, b] \implies D_i \text{ is constant on } (a, b]$$

for $i \in \{1, \ldots, m\}$ and $(a, b] \subseteq [0, \infty)$. Our third axiom is *stability* of $D$ with respect to perturbations in the empirical observation of the risk basis $X$. The potential deformations of $X$ shall be given by the set

$$\mathcal{X} \subseteq \mathbb{D}^{d_1 \times \cdots \times d_m}.$$

The perturbed empirical observations $Y \in \mathcal{X}$ replace the original risk basis $X$ and the insurer calculates the revaluation process de facto as $t \mapsto \varrho(Y^t)$. In order that the latter process is well-defined, we need to assume here that the domain $\mathcal{D}$ of $\varrho$ includes the set

$$\{Y^t : Y \in \mathcal{X}, t \geq 0\} \subseteq \mathcal{D}.$$

The perturbed empirical observations $Y \in \mathcal{X}$ replace the original risk basis $X$ also in the calculation of the decomposition $D$. Therefore, we need to define profit and loss decompositions not only for $X$ but for all $Y \in \mathcal{X}$. Let $\mathbb{D}_0$ be the subset of those processes of $\mathbb{D}$ that are zero at time zero. For the sake of a simple notation, we assume from now on that $\mathcal{X}$ includes also the original risk basis $X$.

**Definition 3.1:** We call $\delta : \mathcal{X} \to \mathbb{D}_0^m$ a *decomposition scheme* for $\varrho$ if $\delta$ assigns to each $Y \in \mathcal{X}$ a decomposition $\delta(Y) = (\delta_1(Y), \ldots, \delta_m(Y))$ of $(\varrho(Y^t))_{t \geq 0}$.

Recall that the decomposition $\delta(X)$ is inaccessible to the insurer and de facto replaced by a perturbed decomposition $\delta(Y)$. So far, our axioms of additivity and normalization refer to the decomposition $\delta(X)$ only. It is desirable that $\delta(Y)$ is also additive and normalized. Additivity is intuitively comprehensible and necessary whenever profits and losses shall be split among different parties. Normalization implements the intuitive principle that there are no revaluation profits and losses without information growth. Therefore, we extend the additivity and normalization axioms to the whole set $\mathcal{X}$.

(A) **Additivity:** For all $Y \in \mathcal{X}$ and $t \geq 0$ let

$$\varrho(Y^t) - \varrho(Y^0) = \delta_1(Y)(t) + \cdots + \delta_m(Y)(t)$$

almost surely.

(N) **Normalization:** For all $Y \in \mathcal{X}$ and $(a, b] \subseteq [0, \infty)$ let the implication

$$Y_i \text{ is constant on } (a, b] \implies \delta_i(Y) \text{ is constant on } (a, b]$$

be satisfied for all $i \in \{1, \ldots, m\}$.

Before we can formalize our stability axiom, we need to further specify the potential perturbations $\mathcal{X}$ of the risk basis $X$. 


Asynchronous time lags and time quantization in the observation of $X$ do not just mean that the current information $X^t$ is behind schedule, but they can fundamentally change the structure of the information: Asynchronous time lags may permutate the order of events, and time quantization means that the observed information on $X$ is generally incomplete. We model such perturbations of the risk basis by non-decreasing and right-continuous functions $\tau_i : [0, \infty) \to [0, \infty)$, $i \in \{1, \ldots, m\}$ with $\tau_i(t) \leq t$ for all $t \geq 0$. The multivariate function

$$\tau(t) = (\tau_1(t), \ldots, \tau_m(t))$$

is called a delay. The difference $t - \tau_i(t)$ represents the current time lag at time $t$ in component $i$. For example, if data processing efforts for observations on risk factor $X_i$ imply a constant time lag of $\varepsilon > 0$, then we have $\tau_i(t) = \max\{0, t - \varepsilon\}$. The jumps of $\tau_i$ represent time quantization in the observation of process $X_i$. For example, $\tau_i(t) = \lfloor t \rfloor$ means that $X_i \circ \tau_i$ reveals us only the values of $X_i$ at integer times. In case that the empirical observation of the risk basis $X$ suffers from the delay $\tau$, the insurer actually observes

$$X \circ \tau := (X_1 \circ \tau_1, \ldots, X_m \circ \tau_m)$$

instead of $X$. The image $\tau_i([0, t])$ gives the time points for which we come to know the values of $X_i$. If the image $\tau_i([0, t])$ is a dense subset of $[0, t]$ and includes time $t$, then we already know the whole process $X_i$ because right-continuous processes are uniquely defined by their values on dense subsets.

**Proposition 3.2:** Let $(\tau^n)_{n \in \mathbb{N}}$ be a sequence of delays that satisfy

$$\tau_i^n([0, t]) \subseteq \tau_i^{n+1}([0, t]), \quad n \in \mathbb{N} \quad \text{and} \quad \bigcup_{n \in \mathbb{N}} \tau_i^n([0, t]) = [0, t] \quad (10)$$

for each $t \geq 0$ and $i \in \{1, \ldots, m\}$. Then for $t > 0$ and $n \to \infty$ it holds that

(a) $\sup_{0 \leq s \leq t} |s - \tau_i^n(s)| \to 0$ for all $i \in \{1, \ldots, m\}$,

(b) $X \circ \tau^n(t-) \to X(t-)$ for all $i \in \{1, \ldots, m\}$,

(c) the sequence of sigma-algebras $\sigma((X \circ \tau^n)^{-})$, $n \in \mathbb{N}$, is non-decreasing and converges to $\bigvee_{n \in \mathbb{N}} \sigma((X \circ \tau^n)^{-}) = \sigma(X^{-})$.

**Proof:** At first, we show the pointwise convergence $\tau_i^n(t) \to t$ for each time $t$. Note that $\tau_i^n(0) = 0$ by definition. Suppose that there is a time point $t_0 > 0$ where $\liminf_{n \to \infty} \tau_i^n(t_0) = s_0 < t_0$. Then, due to the monotonicity assumption in (10) and the fact that delays are non-decreasing functions by definition, we must have $\tau_i^n([0, s_0]) \subseteq [0, s_0]$ for all $n \in \mathbb{N}$, which is a contradiction to the second assumption in (10). Thus, we necessarily have $\liminf_{n \to \infty} \tau_i^n(t) = t$ for each time $t \geq 0$, which implies $\tau_i^n(t) \to t$ since $\tau_i^n(t) \leq t$ by definition.

Let $\varepsilon > 0$ be arbitrary but fixed. The fact that delays have the identity function as upper bound implies that $\tau_i^n(s + \varepsilon/4) \leq s + \varepsilon/4$ for all $s \geq 0$. On the other hand, because of the pointwise convergence of $\tau_i^n$ to the identity function (as we showed before), there exists for each time $s_0$ an integer $n_0 \in \mathbb{N}$ such that $\tau_i^n(s_0 - \varepsilon/4) \geq s_0 - \varepsilon/2$ for all $n \geq n_0$. That means that

$$|s - \tau_i^n(s)| \leq |s_0 - \tau_i^n(s_0 - \varepsilon/4)| + |s_0 - \tau_i^n(s_0 + \varepsilon/4)| \leq \varepsilon$$

for all $|s - s_0| < \varepsilon/4$ and $n \geq n_0$ since $\tau_i^n$ is a non-decreasing function. Hence, on each compact interval $[0, t]$, there is an integer $n_1 \in \mathbb{N}$ such that $\sup_{s \in [0, t]} |s - \tau_i^n(s)| \leq \varepsilon$ for all $n \geq n_1$. This proves assertion (a).
Statement (b) follows from (a) and the left-continuity of $s \mapsto X(s-)$. The monotonicity of the sequence $\sigma((X \circ \tau^n)^t)$, $n \in \mathbb{N}$, is a direct consequence of the monotony assumption in (10). Moreover, since delays have the identity function as an upper bound, we have $\sigma((X \circ \tau^n)^t) \subseteq \sigma(X^t)$ for all $n \in \mathbb{N}$. As $X$ is right-continuous, it is uniquely defined by its values on any dense subset of the time line. So assumption (10) implies that

$$\sigma(X^t) = \sigma \left( X_i(u) : u \in \bigcup_{n \in \mathbb{N}} \tau^n_i([0,t)) \right) \subseteq \bigvee_{n \in \mathbb{N}} \sigma((X \circ \tau^n)^t).$$

This proves assertion (c).

Suppose that $(X \circ \tau^n)^t$ describes the actually observable information about $X^t$ at time $t$. The first condition in (10) implies that the observable information is monotonously increasing in $n$, and the second condition in (10) implies that the observable information is increasing to full information as $n \to \infty$, see Proposition 3.2(c). If $(\tau^n)_{n \in \mathbb{N}}$ is a sequence of delays that satisfies (10), then we say that $(\tau^n)_{n \in \mathbb{N}}$ is a refining sequence of delays that increase to identity.

In the following let $\mathbb{T}$ denote the set of all delays, and let $\mathcal{T} \subseteq \mathbb{T}$ be a non-empty subset that describes the potential perturbations that shall be accounted for in particular applications. So we have

$$\mathcal{X} = \{X \circ \tau : \tau \in \mathcal{T} \} \cup \{X\}.$$

A delay $\tau \in \mathcal{T}$ in the empirical observation of $X$ has the consequence that the revaluation process $t \mapsto \varphi(X^t)$ and its decomposition $\delta(X)$ are de facto replaced by $t \mapsto \varphi((X \circ \tau)^t)$ and $\delta(X \circ \tau)$. In order that potential data collection issues – here represented by the delay $\tau$ – do not severely interfere with the profit and loss decomposition, it is desirable in insurance practice that $\delta(X \circ \tau)$ and $\delta(X)$ are not too different. If it were possible that just small delays in the data collection and data processing significantly impact the profit and loss decomposition, then in practice we would have an erratic decomposition that would be unsuitable for the intended applications.

(S) **Stability at $X$:** For any refining sequence $(\tau^n)_{n \in \mathbb{N}} \subseteq \mathcal{T}$ of delays that increase to identity, let

$$\delta(X \circ \tau^n)^t(t-) \xrightarrow{P} \delta(X)^t(t-).$$

Condition (11) uses left limits because we generally have $X \circ \tau^n(t-) \to X(t-)$ according to Proposition 3.2(b), whereas $X \circ \tau^n(t)$ is not necessarily converging to $X(t)$. Depending on the choice of $\mathcal{T}$, axiom (S) can describe different levels of stability. For $\mathcal{T} = \mathbb{T}$, we obtain the strongest form of stability. For $\mathcal{T}$ strictly smaller than $\mathbb{T}$, we get weaker forms of stability. For example, if we want to focus on continuous delays only, then we would set $\mathcal{T} = \{\tau \in \mathbb{T} : \tau$ is continuous\}.

### 4. Decompositions based on sequential updating

For the moment, we put the axiomatic perspective of the previous section aside and turn to the ISU decomposition principle introduced by Jetses & Christiansen (2022). We largely follow the definition of Jetses & Christiansen (2022) but expand the perspective from just a fixed time point to the full time line. Recall that the $t$-stopped process $X^t = (X^t_1, \ldots, X^t_m)$ represents the currently available information on the risk factors $X_1, \ldots, X_m$ at time $t$. Suppose that the information updates on the risk factors $X_1, \ldots, X_m$ are asynchronously time-lagged with $t_1, \ldots, t_m \leq t$ being the current update statuses of
each risk factor at time $t$. Then $(X_1^t, \ldots, X_m^t)$ represents the currently observable information and

$$U(t_1, \ldots, t_m) := \varrho((X_1^t, \ldots, X_m^t))$$

is the de facto value of the revaluation process at time $t$. We need to assume here that the domain $\mathcal{D}$ of $\varrho$ includes the set

$$\{(X_1^t, \ldots, X_m^t) : t_1, \ldots, t_m \geq 0\} \subseteq \mathcal{D}.$$  

We denote $U = (U(t_1, \ldots, t_m))_{t_1, \ldots, t_m \geq 0}$ as the revaluation surface. We can recover the revaluation process $R$ from the revaluation surface $U$ by

$$R(t) = U(t, \ldots, t), \quad t \geq 0.$$  

For any unbounded partition $\pi = \{0 = s_0 < s_1 < \cdots\}$ of the interval $[0, \infty)$ we can build the telescoping series

$$R(t) - R(0) = U(t, \ldots, t) - U(0, \ldots, 0)$$

$$= \sum_{l=0}^{\infty} \left( U(s_{l+1} \wedge t, s_l \wedge t, \ldots, s_l \wedge t) - U(s_l \wedge t, s_l \wedge t, \ldots, s_l \wedge t) \right)$$

$$+ \sum_{l=0}^{\infty} \left( U(s_{l+1} \wedge t, s_{l+1} \wedge t, s_l \wedge t, \ldots, s_l \wedge t) - U(s_l \wedge t, s_l \wedge t, s_l \wedge t, \ldots, s_l \wedge t) \right)$$

$$+ \cdots$$

$$+ \sum_{l=0}^{\infty} \left( U(s_{l+1} \wedge t, \ldots, s_{l+1} \wedge t, s_{l+1} \wedge t) - U(s_l \wedge t, \ldots, s_{l+1} \wedge t, s_l \wedge t) \right)$$

for each $t \geq 0$. These sums always exist since they have at most finitely many non-zero addends. It is natural here to interpret the $m$ different sums as an additive decomposition $R(t) - R(0) = D_1(t) + \cdots + D_m(t)$, since the $i$-th sum collects exactly the information updates for the $i$-th risk factor.

**Definition 4.1:** The $m$-dimensional process $D = (D_1, \ldots, D_m)$ defined by

$$D_1(t) = \sum_{l=0}^{\infty} \left( U(s_{l+1} \wedge t, s_l \wedge t, \ldots, s_l \wedge t) - U(s_l \wedge t, s_l \wedge t, \ldots, s_l \wedge t) \right),$$

$$\ldots$$

$$D_m(t) = \sum_{l=0}^{\infty} \left( U(s_{l+1} \wedge t, \ldots, s_{l+1} \wedge t, s_{l+1} \wedge t) - U(s_l \wedge t, \ldots, s_{l+1} \wedge t, s_l \wedge t) \right)$$

is called the SU (sequential updating) decomposition of $(\varrho(X^t))_{t \geq 0}$ with respect to $\pi$.

The SU decomposition principle is frequently used in the economics literature, cf. Fortin et al. (2011), Shorrocks (2013) and Biwen (2014). Insurers regularly apply the SU decomposition principle for the change analysis of profits and losses, cf. Bashford & Dubisch (2020). Candland & Lotz (2014) denote the SU decomposition as the ‘waterfall decomposition’, which reflects the fact that the decomposition results are often plotted in waterfall charts, as illustrated in Figure 1.

**Proposition 4.2:** For any unbounded partition $\pi$, the corresponding SU decomposition of $(\varrho(X^t))_{t \geq 0}$ is additive and normalized.
**Proof:** The additivity follows from the construction of the SU decomposition as a telescoping sum. If $X_1$ is constant on some interval $(a, b]$, then $U(s_{t+1} \wedge t, s_1 \wedge t, \ldots, s_1 \wedge t)$ and $U(s_1 \wedge t, s_1 \wedge t, \ldots, s_1 \wedge t)$ are also constant on $(a, b]$, so $D_1$ is constant on $(a, b]$. For $D_2, \ldots, D_m$ we can argue likewise. Thus, the SU decomposition is normalized.

In (12), the information on $X$ is updated in each time step in a specific order, starting with risk factor $X_1$, then updating $X_2$, and so on. So the SU decomposition depends on the update order, which is its main disadvantage. Bashford & Dubischar (2020) give a real-life example that illustrates the huge impact that the update order can have in insurance applications. Jetses & Christiansen (2022) suggest to make the impact of the update order vanish by increasing the number of updating steps to infinity.

Let $\pi = \{0 = s_0^n < s_1^n < \cdots\} n \in \mathbb{N}$ be an increasing (i.e. $\pi^n \subset \pi^{n+1}$ for all $n$) sequence of unbounded (i.e. $\lim_{k \to \infty} s_k^n = \infty$) partitions of $[0, \infty)$ with vanishing step lengths (i.e. $\lim_{n \to \infty} \max_k |s_{k+1}^n - s_k^n| = 0$). For each $n \in \mathbb{N}$ let $D^n = (D^n_1, \ldots, D^n_m)$ be the SU decomposition of $R$ with respect to $\pi^n$. We are looking for a process $D$ that satisfies

$$D_i(t) = \lim_{n \to \infty} D_i^n(t), \quad i \in \{1, \ldots, m\}, \quad t \geq 0. \quad (13)$$

**Definition 4.3:** Let $\Pi = (\pi^n)_{n \in \mathbb{N}}$ be an increasing sequence of unbounded partitions of $[0, \infty)$ with vanishing step lengths. If $D \in \mathbb{D}^m_0$ is a process that satisfies (13), then we call $D$ the ISU (infinitesimal sequential updating) decomposition of $(\varrho(X^t))_{t \geq 0}$ with respect to $\Pi$.

Since we assume that $D \in \mathbb{D}^m_0$, the ISU decomposition is unique up to indistinguishability. However, we do not have a guarantee that it really exists.

**Proposition 4.4:** For an increasing sequence of unbounded partitions $\Pi$, the corresponding ISU decomposition of $(\varrho(X^t))_{t \geq 0}$ is additive and normalized, provided that it exists.

**Proof:** As the SU decomposition is additive, see Proposition 4.2, Equation (13) implies that

$$\sum_i D_i(t) = \sum_i \lim_{n \to \infty} D_i^n(t) = \lim_{n \to \infty} \sum_i D_i^n(t) = \varrho(X^t) - \varrho(X^0).$$
If $X_i$ is constant on $(a, b]$, then we get

$$D_i(t) - D_i(s) = \lim_{n \to \infty} (D_i^n(t) - D_i^n(s)) = 0$$

for $a \leq s \leq t \leq b$ since the SU decomposition is normalized, cf. Proposition 4.2.

\[ \text{Definition 4.5 (ISU decomposition scheme): } \] The ISU decomposition scheme $\delta_{ISU}$ with respect to $\Pi$ is the mapping that assigns to each argument $Y \in \mathcal{X}$ the ISU decomposition of $(\varphi(Y^t))_{t \geq 0}$ with almost surely.

We say that $\delta_{ISU}$ exists if the ISU decompositions of $(\varphi(Y^t))_{t \geq 0}$ exist for all $Y \in \mathcal{X}$, which in particular implies that the domain $\mathcal{D}$ of $\varphi$ has to include the set

$$\{(Y_1^1, \ldots, Y_m^m) : t_1, \ldots, t_m \geq 0, Y \in \mathcal{X} \} \subseteq \mathcal{D}.$$

We say that a delay $\tau$ is \textit{phased} if there exists an unbounded partition $\{0 = s_0 < s_1 < \cdots \}$ of $[0, \infty)$ such that on each interval $(s_j, s_{j+1}]$ of the partition at most one component of $\tau$ is non-constant. As we show in the following proposition, if ISU decompositions are stable with respect to phased delays, then they are generally invariant with respect to the choice of $\Pi$ and invariant with respect to the choice of the update order.

\[ \text{Proposition 4.6 (Invariance): } \] Suppose that $T$ includes a refining sequence $(\tau^n)_{n \in \mathbb{N}}$ of phased delays that increase to identity. Let $\delta_{ISU}$ and $\tilde{\delta}_{ISU}$ denote the ISU decomposition schemes with respect to $\Pi$ and $\tilde{\Pi}$, assuming that they exist. The update order in $\tilde{\delta}_{ISU}$ may be permuted. If $\delta_{ISU}$ and $\tilde{\delta}_{ISU}$ are stable at $X$, then

$$\delta_{ISU}(X) = \tilde{\delta}_{ISU}(X)$$

almost surely.

\[ \text{Proof: } \] For each $n \in \mathbb{N}$, let $(a_{i,i}^n, b_{i,i}^n), l \in \mathbb{N}_0, i \in \{1, \ldots, m\}$ be a partition of $[0, \infty)$ such that $(\tau^n_j)_{j \neq i}$ is constant on $(a_{i,i}^n, b_{i,i}^n], l \in \mathbb{N}_0$. Since $\delta_{ISU}$ is normalized, see Proposition 4.4, we have

$$\delta^n_{ISU}(X \circ \tau^n)(t) = \sum_l \left( \varphi((X \circ \tau^n)_{b_{i,i}^n}^{a_{i,i}^n}) - \varphi((X \circ \tau^n)_{a_{i,i}^n}^{b_{i,i}^n}) \right)$$

for all $i \in \{1, \ldots, m\}$ and $t \geq 0$. In the latter formula, we really only need the normalization property of the ISU decomposition, so the choice of the partition sequence for the ISU decomposition actually does not matter, and thus we also have

$$\tilde{\delta}^n_{ISU}(X \circ \tau^n)(t) = \sum_l \left( \varphi((X \circ \tau^n)_{b_{i,i}^n}^{a_{i,i}^n}) - \varphi((X \circ \tau^n)_{a_{i,i}^n}^{b_{i,i}^n}) \right)$$

for all $i \in \{1, \ldots, m\}$ and $t \geq 0$. Hence,

$$\delta^n_{ISU}(X \circ \tau^n)(t) = \tilde{\delta}^n_{ISU}(X \circ \tau^n)(t)$$

for all $i \in \{1, \ldots, m\}$ and $t \geq 0$, and since both of the latter processes are right-continuous by definition, we even have $\delta^n_{ISU}(X \circ \tau^n) = \tilde{\delta}^n_{ISU}(X \circ \tau^n)$ almost surely. By using the stability of $\delta_{ISU}$ and $\tilde{\delta}_{ISU}$ at $X$, we obtain

$$\delta^n_{ISU}(X)(t- \to) = \lim_{n \to \infty} \delta^n_{ISU}(X \circ \tau^n)(t- \to) = \lim_{n \to \infty} \tilde{\delta}^n_{ISU}(X \circ \tau^n)(t- \to) = \tilde{\delta}^n_{ISU}(X)(t- \to)$$

almost surely for each $t > 0$. Since $\delta^n_{ISU}(X)$ and $\tilde{\delta}^n_{ISU}(X)$ are elements of $\mathbb{D}_0$, we can conclude that $\delta^n_{ISU}(X) = \tilde{\delta}^n_{ISU}(X)$ almost surely for all $i \in \{1, \ldots, m\}$. \[ \square \]
5. Characterization of additive, normalized, stable decompositions

This section characterizes decompositions that satisfy the axioms (A), (N), and (S).

**Theorem 5.1 (Uniqueness):** Let the set $\mathcal{T}$ include a refining sequence $(\tau^n)_{n \in \mathbb{N}}$ of phased delays that increase to identity. Suppose that $\delta$ and $\tilde{\delta}$ are additive, normalized decomposition schemes that are stable at $X$. Then we almost surely have

$$\delta(X) = \tilde{\delta}(X).$$

**Proof:** The proof is analogous to the proof of Proposition 4.6, since the latter proof uses only the additivity and normalization of ISU decompositions but not their specific structure. ■

**Theorem 5.2 (ISU representation):** Let the set $\mathcal{T}$ include a refining sequence $(\tau^n)_{n \in \mathbb{N}}$ of phased delays that increase to identity. Suppose that $\delta$ is any additive, normalized decomposition scheme that is stable at $X$. If $\delta_{ISU}$ exists for some $\Pi$ and is stable at $X$, then we almost surely have

$$\delta(X) = \delta_{ISU}(X).$$

**Proof:** The theorem follows from Proposition 4.4 and Theorem 5.1. ■

Theorem 5.2 shows us that the axioms (A), (N), (S) necessarily lead to ISU decompositions if the latter are sufficiently stable. For given mapping $\varrho$ and risk basis $X$, the above results suggest to determine the decomposition $D$ for $(\varrho(X_t))_{t \geq 0}$ as follows:

1. Define the set $\mathcal{T}$ of delays that shall be considered.
2. Calculate $\delta_{ISU}$ on $X$ for some choice of $\Pi$.
3. Verify that $\delta_{ISU}$ is stable at $X$.
4. Set $D = \delta_{ISU}(X)$.

If all steps can be successfully completed, then $D$ is the only decomposition of $(\varrho(X_t))_{t \geq 0}$ that is additive, normalized, and stable.

In insurance practice, it is usually not really necessary to numerically calculate the ISU decomposition $D = \delta_{ISU}(X)$, since it can be approximated by SU decompositions, see (13). SU decompositions are easy to calculate; the insurer just needs to sufficiently increase the frequency of the usual balance sheet calculations so that the addends in (12) become available. Yet, before such an approximation is used, one should verify on a theoretical level that the ISU decomposition scheme $\delta_{ISU}$ indeed exists and is stable at $X$.

Also beyond our axiomatic theory, thinking of a situation where an insurer decides for another decomposition concept than the ISU decomposition, it is worth checking a decomposition for stability. Without the stability property, a decomposition may produce erratic results, which makes it unsuitable for profit and loss attributions. In the following section, we illustrate how ISU decompositions can be explicitly calculated and checked for stability.

6. Examples

This section looks at three examples that illustrate the theoretical results of the previous sections. In all three examples, we aim to split the profits and losses of a life insurance portfolio into investment surplus and mortality surplus. For improving the readability, the mathematical proofs are postponed to the next section.

We consider a portfolio of endowment insurances that start at time zero and run for $T$ years. Let $(p_j)_j$ be the individual lump sum premiums at the start of the insurance contracts, and let $(b_j)_j$ be
the endowment benefits in case of survival till time $T$. The status of the $j$-th insured shall be given by a right-continuous jump process $N_j$ that starts from zero at time zero and jumps to 1 at the time of death. The so-called mortality intensity for the $j$-th insured is defined as

$$\lambda_j(t) = \lim_{h \to 0} \frac{\mathbb{P}(N_j(t + h) = 1| N_j(t) = 0)}{h}, \quad t \geq 0,$$

assuming that the limit exists. For the sake of a convenient notation, we set $I_j = 1 - N_j$. At time zero, the hypothetical own funds of the insurance portfolio equal

$$A(0) - L(0) = \sum_j p_j - \sum_j \frac{I_j(T)}{\kappa(T)} b_j.$$ 

In all three examples below, we choose $T = T$, so we are studying the strongest form of stability.

### 6.1. Risk-neutral valuation by a martingale measure

With the aim to decompose the revaluation process $R$ into an investment part and a mortality part, we set

$$X = (X_1, X_2) = (\Phi, N),$$

where $N = (N_j)_j$ is the vector of all individual counting processes. Suppose that $R$ is given by

$$R(t) = \varphi(X^t) = \mathbb{E}^Q[A(0) - L(0)| \sigma(X^t)]$$

for some risk-neutral martingale measure $Q$, see Example 2.1. By stopping the processes $X_1 = \Phi$ and $X_2 = N$ at asynchronous time points $t_1$ and $t_2$, we obtain the revaluation surface

$$U(t_1, t_2) = \varphi((X^t_1, X^t_2)) = \mathbb{E}^Q[A(0) - L(0)| \sigma(X^{t_1}_1, X^{t_2}_2)].$$

Let $\Phi$ be a Brownian motion under $Q$ with the representation

$$d\Phi(t) = r \, dt + \sigma \, dW^Q(t)$$

so that $\kappa$ corresponds to a Black–Scholes model. We assume that $\Phi, N_1, N_2, \ldots$ are stochastically independent under $Q$. Let $(\lambda^Q_j)_j$ be the transition intensities of $(N_j)_j$ under $Q$, so that $dN_j(t)$ has the $Q$-compensator

$$dC^Q_j(t) = I_j(s) - \lambda^Q_j(s) \, ds$$

with respect to the natural filtration of $X$.

**Proposition 6.1:** The ISU decomposition scheme $\delta_{ISU}$ exists and is stable at X. It holds that

$$\delta_{ISU}^1(X)(t) = \sum_j b_j \int_{[0,t \wedge T]} I_j(s) e^{-\int_s^T \lambda^Q_j(u) \, du} \kappa(s) e^{(T-s)(r-\sigma^2)} \sigma \, dW^Q(s),$$  

(14)
\[
\delta_{2}^{\text{ISU}}(X)(t) = \sum_{j} b_{j} \int_{(0, t \wedge T]} \frac{e^{- \int_{s}^{t} \lambda_{j}(u) \, du}}{\kappa(s) e^{(T-s)(\mu-\sigma^2)}} \, d(N_{j} - C_{j}^{Q})(s) \, (15)
\]

almost surely for all \( t \geq 0 \).

According to Proposition 6.1 and Theorem 5.2, the formulas (14)&(15) represent the only decomposition of \((\varrho(X_{t}))_{t \geq 0}\) that is additive, normalized, and stable. The decomposition (14)&(15) actually coincides with the martingale representation of \( R \), so it equals the so-called MRT decomposition of Schilling et al. (2020). While the 'meaningful risk decomposition' axioms of Schilling et al. (2020) are not sufficient to uniquely identify the MRT decomposition, our axioms of additivity, normalization and stability uniquely characterize the MRT decomposition here.

According to Definition 4.5, the ISU decomposition concept is derived from the hypothetical idea of a continuous information updating, but in practice, an insurer does not really need to do continuous updating for calculating (14)&(15). The insurer just needs to (numerically) calculate (14)&(15) at required reporting dates \( t \), which are discrete-time in practice. Profit and loss decompositions are usually calculated retrospectively, so the realized path of \( X_{t} \) is known at time \( t \), and the quantities (14)&(15) just need to be calculated for this single observed path of \( X_{t} \). Alternatively, the insurer can approximately calculate (14)&(15) by an SU decomposition with sufficiently fine partition \( \pi \). A suitable step-size for \( \pi \) can be found by numerical experiments, starting from a coarse partition and then refining it until a numerical stopping criteria is satisfied. By the definition of the ISU decomposition, this numerical scheme indeed converges.

6.2. Conservative valuation by a conditional risk measure

We redefine \( R \) as conditional \( \mathbb{P} \)-expectation plus a safety margin according to the standard deviation principle,

\[
R(t) = \varrho(X_{t}) = \mathbb{E}[A(0) - L(0)|\sigma(X_{t})] + \alpha \sqrt{\text{Var}[A(0) - L(0)|\sigma(X_{t})]},
\]

where \( \alpha > 0 \) is a fixed parameter that controls the safety level. This formula is an example of a conditional risk measure according to (6). We still use

\[
X = (\Phi, N)
\]

as our risk basis. Under the real-world measure \( \mathbb{P} \) the Brownian motion \( \Phi \) may have a different drift,

\[
d\Phi(t) = \mu \, dt + \sigma \, dW(t).
\]

We assume that \( \Phi, N_{1}, N_{2}, \ldots \) are stochastically independent under \( \mathbb{P} \). The process \( dN_{j}(t) \) has the \( \mathbb{P} \)-compensator

\[
dC_{j}(t) = I_{j}(s-) \lambda_{j}(s) \, ds
\]

with respect to the natural filtration of \( X \).

Proposition 6.2: The ISU decomposition scheme \( \delta_{1}^{\text{ISU}} \) exists and is stable at \( X \). It holds that

\[
\delta_{1}^{\text{ISU}}(X)(t) = \sum_{j} b_{j} \int_{(0, t \wedge T]} \frac{I_{j}(s) e^{- \int_{s}^{t} \lambda_{j}(u) \, du}}{\kappa(s) e^{(T-s)(\mu-\sigma^2)}} \, \sigma \, dW(s) - \alpha \sum_{i,j} b_{i}b_{j} \int_{(0, t \wedge T]} \Psi_{ij}(s) \left( (T_{ij}(s) - 1) \sigma \, dW(s) + \frac{\sigma^2}{2} \, ds \right), \quad (16)
\]
\[
\delta_2^{ILS}(X)(t) = \sum_j b_j \int_{(0,t \land T]} \frac{e^{-\int_s^t \lambda_j(u) \, du}}{\kappa(s) e^{(T-s)(\mu-\sigma^2)}} \, d(N_j - C_j)(s) \\
+ \alpha \sum_j \int_{(0,t \land T]} (V(s) - V(s^-)) \, dN_j(s) \\
+ \alpha \sum_{i,j} b_i b_j \int_{(0,t \land T]} \psi_{ij}(s) \frac{\gamma_{ij}(s)(1 + \mathbb{I}_{i \neq j}) - 2}{2} \, dC_j(s)
\]

almost surely for all \( t \geq 0 \), where \( V(s) = \sqrt{\text{Var}[A(0) - L(0)|\sigma(X^t)]] \) and

\[
\gamma_{ij}(s) = e^{(T-s)\sigma^2} e^{\mathbb{I}_{i=j} \int_s^T \lambda_j(u) \, du}, \\
\psi_{ij}(s) = \frac{I_i(s)I_j(s) e^{-\int_s^T (\lambda_i(u) + \lambda_j(u)) \, du}}{V(s) \kappa(s^2) e^{2(T-s)(\mu-\sigma^2)}}.
\]

According to Proposition 6.2 and Theorem 5.2, the formulas (16)&(17) represent the only decomposition of \( (\varphi(X^t))_{t \geq 0} \) that is additive, normalized, and stable. Compared to the decomposition formulas (14)&(15) of the previous example, in (16)&(17) we have further addends that stem from the safety margin \( \alpha \sqrt{\text{Var}[A(0) - L(0)|\sigma(X^t)]]} \) and that can be interpreted as the contributions of \( \Phi \) and \( N \) to the overall safety margin. To our knowledge, the decomposition (16)&(17) is completely new in the literature.

### 6.3. Conservative valuation by a first-order basis

We study an example from Jetses & Christiansen (2022). Let \( d\Phi^*(t) = \phi^*(t) \, dt \) be a technical interest intensity and \( d\Lambda^*_j(t) = \lambda^*_j(t) \, dt \) be a technical mortality intensity. Together they constitute a first-order basis \( (\Phi^*, \Lambda^*_j) \) for the \( j \)-th insurance policy. The classical conservative evaluation of life insurance liabilities uses for \( A(0) - L(0) \) at time \( t \) the proxy

\[
R(t) = \sum_j p_j - \sum_j b_j I_j(t) e^{-\int_s^t \lambda^*_j(u) \, du} / \kappa(t) e^{\int_s^t \phi^*(u) \, du}
\]

\[
= \sum_j p_j - \sum_j b_j \mathcal{E}_T(-\Lambda^*_j - (N_j - \Lambda^*_j)^T) / \mathcal{E}_T(\Phi^* + (\Phi^*)^T)
\]

in case of \( t \leq T \) and \( R(t) = R(T) \) in case of \( t > T \), see e.g. Norberg (1999). The representation in the second line uses the so-called Doléans–Dade exponential for semimartingales, cf. Protter (2005, Section II.8). By setting

\[
X = (X_1, X_2) = (\Phi - \Phi^*, (N_j - \Lambda^*_j)_j),
\]

the revaluation process \( R \) can be represented as

\[
R(t) = \varphi(X^t) = \sum_j p_j - \sum_j b_j \mathcal{E}_T(-\Lambda^*_j - X_2^{t \land T}) / \mathcal{E}_T(\Phi^* + X_1^{t \land T})
\]

We assume that \( d\Phi = \phi(t) \, dt \). There exists a probability measure \( \mathbb{P}^* \) such that

\[
dC_j^*(t) = I_j(t^-) \lambda^*_j(t) \, dt
\]
is the $\mathbb{P}^*$-compensator of $dN_j$ with respect to the natural filtration of $N_j$. By stopping $X_1$ and $X_2$ at asynchronous time points $t_1$ and $t_2$, we obtain the revaluation surface

$$U(t_1, t_2) = \varrho((X_{1}^{t_1}, X_{2}^{t_2})) = \sum_j p_j - \sum_j b_j \frac{\mathcal{E}_T(-\Lambda^*_j - X_2^{t_2 \land T})}{\mathcal{E}_T(\Phi^* + X_1^{t_1 \land T})}.$$ 

The following proposition is a special case of Example 6.2 in Jetses & Christiansen (2022).

**Proposition 6.3:** The ISU decomposition $\delta_{\text{ISU}}(X)$ in the sense of Definition 4.3 exists and almost surely equals

$$\delta_{\text{ISU}}^1(X)(t) = \sum_j b_j \int_{(0,t \land T]} \frac{I_j(s) e^{-\int_t^s \lambda_j^*(u) \, du}}{\kappa(s) e^{\int_t^s \phi^*(u) \, du}} (\phi(s) - \varrho^*(s)) \, ds,$$

$$\delta_{\text{ISU}}^2(X)(t) = \sum_j b_j \int_{(0,t \land T]} \frac{e^{-\int_t^s \lambda_j^*(u) \, du}}{\kappa(s) e^{\int_t^s \phi^*(u) \, du}} \left( dN_j(s) - dC_j^*(s) \right)$$

for all $t \geq 0$.

We do not show the proof of the latter proposition since it is more or less included in the proof of the next proposition below.

The decomposition (18)&(19) is used in Danish life insurance practice since many decades, cf. Ramlau-Hansen (1988) and Norberg (1999). What has been unclear so far is whether there are alternative decompositions that are even more suitable. Our axiomatic approach answers in the negative, as we will see now.

**Proposition 6.4:** The ISU decomposition scheme $\delta_{\text{ISU}}$ from Proposition 6.3 exists and is stable at $X$.

So, according to Proposition 6.4 and Theorem 5.2, the formulas (18)&(19) represent the only decomposition of $(\varrho(X^t))_{t \geq 0}$ that is additive, normalized, and stable. Hence, our axiomatic approach approves the classical decomposition formulas (18)&(19), which have so far been derived in a heuristic manner only.

7. **Proofs of the results of section sec6**

**Proof of Proposition 6.1:** For $t > T$ it suffices to notice that $t \mapsto \varrho(X^t)$ is constant. So in the remaining proof, we focus on the time interval $[0, T]$ only. As $\Phi$ and $N$ are independent under $\mathbb{Q}$ and since $\mathbb{Q}(N_j(T) = 0 | N_j(t) = 0) = \exp\{ - \int_t^T \lambda_j^*(s) \, ds \}$, we can conclude that

$$\mathbb{E}^\mathbb{Q}[A(0) - L(0) \mid \Phi, N^t] = \sum_j p_j - \sum_j b_j \frac{1}{\kappa(T)} \mathbb{E}^\mathbb{Q}[1 - N_j(T) \mid N_j(t) = 0] \, I_j(t)$$

$$= \sum_j p_j - \sum_j b_j \frac{1}{\kappa(T)} e^{-\int_t^T \lambda_j^*(s) \, ds} \, I_j(t)$$

for $t \leq T$. Moreover, by applying the tower property of conditional expectations and using again the independence of $\Phi$ and $N$ under $\mathbb{Q}$, we can show that the revaluation surface equals

$$U(t_1, t_2) = \mathbb{E}^\mathbb{Q}[A(0) - L(0) \mid \sigma(\Phi^{t_1}, N^{t_2})]$$
for \( t_1, t_2 \leq T \). By applying Itô’s formula to \( Y_s := e^{-(T-s)(r-\sigma^2)}/\kappa(s) \), we can show that

\[
U(t_{k+1}, t_k) - U(t_k, t_k) = \sum_j b_j I_j(t_k) e^{-\int_{t_k}^{t_{k+1}} \lambda^Q_j(s) ds} \int_{t_k(t_{k+1})} Y_s \sigma dW^Q(s)
\]

for \( t_k < t_{k+1} \leq T \). By applying the dominated convergence theorem for Itô integrals we obtain the ISU decomposition (14). Similarly, we can show that

\[
U(t_{k+1}, t_{k+1}) = U(t_{k+1}, t_k) + \sum_j b_j \int_{t_k(t_{k+1})}^{t_{k+1}} \sigma e^{-\int_{t_k}^{t_{k+1}} \lambda^Q_j(s) ds} dN_j - C_j(s),
\]

so the sum \( \sum_k(U(t_{k+1}, t_{k+1}) - U(t_{k+1}, t_k)) \) converges almost surely to (15) as \( |t_{k+1} - t_k| \to 0 \) according to the dominated convergence theorem for Lebesgue integrals.

For continuous delays \( \tau \), analogously to the above, we can show that \( X \triangleq \tau \) generates the mortality surface

\[
U^\tau(t_1, t_2) = \sum_j p_j - \sum_j b_j e^{-(T-t_1)} \int_{t_1(t_2)}^{t_2} \sigma e^{-\int_{t_1}^{t_2} \lambda^Q_j(s) ds} dN_j - C_j(s),
\]

for any time points \( t_1, t_2 \) such that \( \tau_1(t_1), \tau_2(t_2) \leq T \). Building the ISU limits with the help of the dominated convergence theorem leads to the decomposition

\[
\sum_j b_j \int_{0}^{\tau_1(t)} e^{-(T-s)(r-\sigma^2)} I_j(s) ds\int_{0}^{\tau_1(t_2)} e^{-\int_{0}^{s} \lambda^Q_j(u) du} \sigma dW^Q(s),
\]

(22)

\[
\sum_j b_j \int_{0}^{\tau_2(t)} e^{-(T-t_1)(r-s)} I_j(s) ds\int_{0}^{\tau_2(t_2)} e^{-\int_{0}^{s} \lambda^Q_j(u) du} \sigma dN_j - C_j(s),
\]

(23)

for \( \tau_i^{-1}(s) := \inf\{u \geq 0 : \tau_i(u) \geq s\} \). The stochastic integral (22) is well-defined if we read it as an Itô integral with respect to the natural filtration of \( X \triangleq \tau \). If we replace \( \tau \) in (22) and (23) by a refining sequence \( (\tau^n)_{n \in \mathbb{N}} \subset T \) of continuous delays that increase to identity, then for \( n \to \infty \) Proposition 3.2(a) and the dominated convergence theorems yield that the left-continuous versions of (22) and (23) converge in probability to the left-continuous versions of (14) and (15).

Now we consider non-continuous delays \( \tau \). Since \( 1/\kappa(t_1) = \exp(\Phi(0) - \Phi(t_1) + t_1\sigma^2/2) \) and \( (N_j(t_2))_j = (1 - I_j(t_2))_j \), formula (20) yields that for each \( t_1, t_2 \geq 0 \) the random variable \( U(t_1, t_2) \) is \( \sigma(\Phi(0), N(t_2)) \)-measurable. Recall that \( \tau_1(0) = 0 \) by the definition of delays. The latter measurability property and the fact that

\[
\sigma(\Phi(\tau_1(t_1)), \Phi(0), N(t_2(t_2)) \subseteq \sigma((\Phi \circ \tau_1)^{1_1}, (N \circ \tau_2)^{1_2}), \quad t_1, t_2 \geq 0,
\]

(24)

imply that Equation (21) is still true for non-continuous delays \( \tau \). All the arguments that follow Equation (21) also still apply for non-continuous delays, which completes the proof. ■

**Proof of Proposition 6.2:** For \( t > T \) it suffices to notice that \( t \mapsto \varrho(X^t) \) is constant. So in the remaining proof, we focus on the time interval \([0, T]\) only. We may calculate the expectation part and the standard deviation part of \( \varrho \) separately and add the two components afterwards. For the expectation part, we just need to follow the proof of Proposition 6.1. So the remaining proof deals with the
Proposition 6.1, we can show that \( \tau \) and (17). Likewise, for any continuous delay \( \tau \) one can show that \( \delta^i_{ISU}(X \circ \tau)(t) = \sum_j b_j \int_{(0, \tau_1(t) \wedge T]} \frac{I_j \circ \sigma_{21}(s) q_j \circ \sigma_{21}(s)}{\kappa(s) K(s)} \sigma \, dW(s) \). The decomposition of the standard deviation part only. Let \( \widetilde{U} \) be the revaluation surface of the standard deviation part,

\[
\widetilde{U}(t_1, t_2) = \alpha \sqrt{\text{Var}[A(0) - L(0)|\sigma(\Phi^{t_1}, N^{t_2})]}
\]

Let \( K(s) = \exp((T - s)(\mu - \sigma^2)) \) and \( q_j(s) = \exp(- \int_s^T \lambda_j(u) \, du) \). Analogously to the proof of Proposition 6.1, we can show that

\[
\begin{align*}
\mathbb{E} \left[ \sum_j b_j \frac{I_j(T)}{\kappa(T)} \Phi, N^t \right] &= \sum_j b_j \frac{1}{\kappa(T)} q_j(t) I_j(t), \\
\mathbb{E} \left[ \left( \sum_j b_j \frac{I_j(T)}{\kappa(T)} \right)^2 \Phi, N^t \right] &= \sum_j b_j^2 \frac{1}{\kappa(T)^2} q_j(t) I_j(t) + \sum_{i,j,i \neq j} b_i b_j \frac{1}{\kappa(T)^2} q_i(t) q_j(t) I_i(t) I_j(t),
\end{align*}
\]

where we used that fact that \( N_1, N_2, \ldots \) are independent. So, by applying the tower property of conditional expectations and using the independence of \( \Phi \) and \( N \), we obtain that

\[
\text{Var}[A(0) - L(0)|\sigma(\Phi^{t_1}, N^{t_2})] = \sum_{i,j} b_i b_j \frac{K(t_j)^2}{\kappa(t_j)^2} q_j(t_2) I_i(t_2) I_j(t_2) \left( e^{(T-t)\sigma^2} q_j(t_2)^{1_{i 
eq j}} - q_j(t_2) \right), \tag{25}
\]

since \( 1/\kappa(T)^2 = \exp\{-2(T-t)\mu + 2(T-t)\sigma^2/2 - 2\sigma(W(T) - W(t))\}/\kappa(t_1)^2 \). By applying Itô’s formula, we get

\[
\begin{align*}
\widetilde{U}(t_{k+1}, t_k) - \widetilde{U}(t_k, t_k) &= -\alpha \sum_{i,j} b_i b_j q_i(t_k) I_i(t_k) I_j(t_k) \\
&\times \int_{(t_k, t_{k+1}]} \frac{\alpha}{2 \widetilde{U}(s, t_k) K(s)} \left( e^{(T-s)\sigma^2} q_j(t_k)^{1_{i 
eq j}} - q_j(t_k) \right) 2\sigma \, dW(s) + q_j(t_k)\sigma^2 \, ds
\end{align*}
\]

and

\[
\begin{align*}
\widetilde{U}(t_{k+1}, t_{k+1}) - \widetilde{U}(t_{k+1}, t_k) &= \alpha \sum_{i,j} b_i b_j \frac{K(t_{k+1})^2}{\kappa(t_{k+1})^2} \int_{(t_k, t_{k+1}]} \frac{\alpha}{2 \widetilde{U}(t_{k+1}, s)} I_i(s) I_j(s) q_i(s) \\
&\times \left( e^{(T-t_{k+1})\sigma^2} (\lambda_i(s) + 1_{i 
eq j} \lambda_j(s)) q_j(s)^{1_{i 
eq j}} - (\lambda_i(s) + \lambda_j(s)) q_j(s) \right) \, ds \\
&+ \sum_j \int_{(t_k, t_{k+1}]} (\widetilde{U}(t_{k+1}, s) - \widetilde{U}(t_{k+1}, s-)) \, dN_j(s),
\end{align*}
\]

using the fact that \( N_1, N_2, \ldots \) almost surely have no simultaneous jumps. By applying the dominated convergence theorem and rearranging the terms, we arrive at the ISU decomposition according to (16) and (17). Likewise, for any continuous delay \( \tau \) one can show that \( X \circ \tau \) has the ISU decomposition

\[
\delta^i_{ISU}(X \circ \tau)(t) = \sum_j b_j \int_{(0, \tau_1(t) \wedge T]} \frac{I_j \circ \sigma_{21}(s) q_j \circ \sigma_{21}(s)}{\kappa(s) K(s)} \sigma \, dW(s)
\]
\[-\alpha \sum_{i,j} b_i b_j \int_{(0,\tau_1(t) \land T]} \frac{\alpha}{\kappa(s)^2 K(s) \bar{U}(s, \sigma_1(s))} \left( \frac{\sigma^2}{q_j(s) \bar{U}(s, \sigma_1(s))} - 1 \right) \sigma \, dW(s) + \frac{\sigma^2}{2} \, ds, \]

\[\delta_2^{ISU}(X \circ \tau)(t) = \sum_j b_j \int_{(0,\tau_2(t) \land T]} \frac{q_j(s)}{\kappa(s) \sigma_{12}(s) K \circ \sigma_{12}(s)} \, d(N_j - C_j)(s) \]

\[+ \sum_j \int_{(0,\tau_2(t) \land T]} \left( \bar{U}(\sigma_{12}(s), s) - \bar{U}(\sigma_{12}(s), s-) \right) \, dN_j(s) \]

\[+ \alpha \sum_{i,j} b_i b_j \int_{(0,\tau_2(t) \land T]} \frac{I_i(s) I_j(s) q_i(s) q_j(s)}{\kappa(s) \sigma_{12}(s)^2 K \circ \sigma_{12}(s)^2 \bar{U}(\sigma_{12}(s), s)} \]

\[\times \frac{1}{2} \left( \frac{\sigma^2}{q_j(s) \bar{U}(s, \sigma_1(s))} - 1 \right) (\lambda_i(s) + \mathbb{1}_{i \neq j, \lambda_j(s)}) - \mathbb{1}_{i=j, \lambda_j}(s) \, ds \]

for \( \sigma_{12}(t) := \tau_1 \circ \tau_2^{-1} \) and \( \sigma_{21}(s) := \tau_2 \circ \tau_1^{-1} \) where \( \tau_i^{-1}(s) := \inf \{ u \geq 0 : \tau_i(u) \geq s \} \). If we replace \( \tau \) by a refining sequence \((\tau^n)_{n \in \mathbb{N}} \subset T^c \) of continuous delays that increase to identity, then for \( n \to \infty \) Proposition 3.2(a) and the dominated convergence theorem verify the stability of \( \delta^{ISU} \) at \( X \).

Now consider non-continuous delays \( \tau \). First of all, observe that (25) is \( \sigma(\Phi(t_1), \Phi(0), N(t_2)) \)-measurable since \( 1/\kappa(t_1) = \exp[\Phi(0) - \Phi(t_1) + t_1 \sigma^2/2] \) and \( (N(t_2))_{t_2} = (1 - I_2(t_2))_t \). By following the proof of Proposition 6.1, we get a similar measurability property also for \( \mathbb{E}[A(0) - L(0) - \sigma(\Phi(t_1), N(t_2))] \). The latter two measurability properties and (24) imply that all of our above arguments for continuous delays work also for non-continuous delays.

**Proof of Proposition 6.4:** For \( t > T \) it suffices to notice that \( t \mapsto \phi(X_t) \) is constant. So in the remaining proof, we focus on the time interval \([0, T]\) only. The delayed risk basis \( X \circ \tau \) has the revaluation surface

\[U^T(t_1, t_2) = \sum_j p_j - \sum_j b_j I_j \circ \tau_2(t_2) e^{-\int_0^{\tau(t_1)} \phi(u) \, du} e^{-\int_0^{\tau(t_1)} \phi^*(u) \, du} e^{-\int_0^{\tau(t_2)} \lambda_j^*(u) \, du} \]

for all \( t_1, t_2 \) with \( \tau_1(t_1), \tau_2(t_2) \leq T \). By applying Itô’s formula, we can show that

\[U^T(t_{k+1}, t_k) - U^T(t_k, t_k) = \sum_j \int_{(\tau(t_k), \tau(t_{k+1})]} b_j I_j \circ \tau_2(t_k) \frac{\kappa(s)}{\sigma^2} e^{-\int_0^{\tau(t_k)} \phi^*(u) \, du} e^{-\int_0^{\tau(t_k)} \lambda_j^*(u) \, du} (\phi(s) - \phi^*(s)) \, ds. \]

Building the ISU limits with the help of the dominated convergence theorem leads to the decomposition

\[\delta_1^{ISU}(X \circ \tau)(t) = \sum_j \int_{(0,\tau_1(t) \land T]} b_j \frac{I_j \circ \tau_2 \circ \tau_1^{-1}(s)}{\kappa(s)} e^{-\int_0^{\tau(t_1) \circ \tau_1^{-1}(s)} \phi^*(u) \, du} e^{-\int_0^{\tau(t_2) \circ \tau_1^{-1}(s)} \lambda_j^*(u) \, du} (\phi(s) - \phi^*(s)) \, ds \]

for \( \tau_i^{-1}(s) := \inf \{ u \geq 0 : \tau_i(u) \geq s \} \). Likewise, we can show that

\[\delta_2^{ISU}(X \circ \tau)(t) = \sum_j \int_{(0,\tau_2(t) \land T]} b_j \frac{e^{-\int_0^{\tau_2 \circ \tau_1^{-1}(s)} \phi^*(u) \, du}}{\kappa \circ \tau_1 \circ \tau_2^{-1}(s)} e^{-\int_0^{\tau(t_2) \circ \tau_2^{-1}(s)} \lambda_j^*(u) \, du} (dN_j(s) - dC_j^*(s)). \]
For \( t_1, t_2 \) with \( \tau_1(t_1), \tau_2(t_2) \leq T \) the process \( t \mapsto \varrho((X \circ \tau)^t) \) is constant. If we replace \( \tau \) by a refining sequence \( (\tau^n)_{n \in \mathbb{N}} \) of delays that increase to identity, then for \( n \to \infty \) Proposition 3.2(a) and the dominated convergence theorem verify the stability of \( \delta^{ISU} \) at \( X \).

8. Conclusion

In insurance practice, the currently preferred method for the change analysis of an insurer’s own funds is the SU decomposition principle with yearly time steps. The main disadvantage of the SU decomposition principle is its dependence on the update order of the risk factors. This observation raises the question whether there exist more convincing decomposition concepts. In this paper, we started the search for better decomposition methods from an axiomatic basis that postulates additivity, normalization and stability as desirable properties of profit and loss decompositions. Our key finding is that these three axioms necessarily lead to ISU decompositions, provided that the latter exist and are stable themselves. The definition of ISU decompositions implies that they can be approximated by SU decompositions. So, insurers can easily implement approximate ISU decompositions in practice. For our examples in Section 6, we even developed explicit formulas which allows the practitioner to directly numerically calculate the ISU decompositions, bypassing the approximation by SU decompositions.

For each of the three examples in Section 6, we verified the existence and stability of ISU decompositions separately. This is due to the fact that our examples for the mapping \( \varrho \) are mathematically rather different. Finding general existence and stability results is a challenge for future research. Our three examples indicate that our axiomatic concept might work for a large variety of revaluation mappings \( \varrho \). So this paper is rather the starting point of a research journey than its endpoint.
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