Mott Transition in the Hubbard Model on Checkerboard Lattice
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We investigate the bandwidth-controlled Mott transition in the Hubbard model on the checkerboard lattice at half filling using the path-integral renormalization group (PIRG) method. It is demonstrated that the system undergoes a first-order phase transition to the plaquette-singlet insulating phase at a finite Hubbard interaction. This conclusion is drawn via a detailed analysis of the spin and charge correlations around the phase transition point by means of the PIRG method aided with a new iteration scheme introduced in this paper.
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1. Introduction

Strongly correlated electron systems with geometrical frustration have attracted much interest recently. A well-known example is the frustrated pyrochlore lattice, which is given by a three-dimensional corner-sharing network of tetrahedra. This family includes the transition-metal oxides \(\text{LiV}_2\text{O}_4\)\textsuperscript{1} and \(\text{Tl}_2\text{Ru}_2\text{O}_7\),\textsuperscript{2,3} where heavy fermion behavior and the Mott transition without magnetic ordering were observed at low temperatures. In these compounds, electron correlations on the frustrated lattice may be a source of intriguing properties at low temperatures. These experimental findings have stimulated the intensive studies of the Hubbard model on the pyrochlore lattice and its two-dimensional (2D) analog called the checkerboard lattice (Fig. 1).\textsuperscript{4-16} We will focus on the checkerboard lattice model in this paper.

The pyrochlore- and checkerboard-lattice models with nearest-neighbor hopping have some peculiar properties at half filling; the Fermi level just touches a flat band (Fig. 2), which invalidates standard perturbation calculations\textsuperscript{4-6} and thus makes theoretical investigations extremely difficult. This in turn poses a challenging theoretical problem in the Mott physics in the frustrated systems. In the early work on the checkerboard lattice model, it was claimed that there may be a metal-insulator (MI) transition at infinitesimally small interaction, which is followed by the second insulator-insulator transition.\textsuperscript{5,6} Later on, however, it was demonstrated that the paramagnetic metallic state is stabilized at least in the weak coupling region,\textsuperscript{17,18} although it remains still open how the paramagnetic metallic state competes with other states, and how it is connected to the plaquette valence-bond crystal state realized in the strong coupling limit.\textsuperscript{19}

In this paper, we investigate electron correlations in the Hubbard model on the checkerboard lattice at half filling at absolute zero by means of the path-integral renormalization group (PIRG) method. We show that the system undergoes a single first-order phase transition to the plaquette-singlet Mott phase at a finite Hubbard interaction. To carry out the calculation, we propose a
new iteration scheme for the PIRG algorithm, which substantially improves the numerical accuracy, and hence allows us to figure out the nature of the phase transition.

The paper is organized as follows. In §2, we introduce the model Hamiltonian and briefly explain the PIRG method. The newly introduced iteration scheme is also mentioned in the section. We discuss the phase transition in the checkerboard Hubbard model in §3. A brief summary is given in §4.

2. Model and Method

We start with the Hubbard model on the checkerboard lattice (see Fig. 1),

\[ \hat{H} = -t \sum_{\langle im, jm \rangle, \sigma} \hat{c}_{im\sigma}^\dagger \hat{c}_{jm\sigma} + U \sum_{i,m} \hat{n}_{im\uparrow} \hat{n}_{im\downarrow}, \]

where \( \hat{c}_{im\sigma} (\hat{c}_{im\sigma}^\dagger) \) is an annihilation (creation) operator of electron in the \( i \)-th unit cell with spin \( \sigma \) and sublattice index \( m \) (=1,2), and \( \hat{n}_{im\sigma} = \hat{c}_{im\sigma}^\dagger \hat{c}_{im\sigma} \). \( U \) is the Coulomb interaction and \( t \) is the transfer integral with the same couplings on vertical, horizontal and diagonal bonds of the checkerboard lattice. A unitary transformation of the kinetic term of the Hamiltonian \( \hat{H}_k \) gives the diagonalized form \( \hat{H}_k = \sum_{k,\alpha, \sigma} \varepsilon_\alpha (k) \hat{a}^\dagger_{k\alpha\sigma} \hat{a}_{k\alpha\sigma} \), with two eigenvalues for each \( k \),

\[ \varepsilon_\alpha (k) = \begin{cases} 2t & \text{for } \alpha = 1, \\ -2t(1 + \cos k_x + \cos k_y) & \text{for } \alpha = 2, \end{cases} \]

where \( \alpha \) represents the band index. We assume \( t > 0 \), hereafter. The dispersion relations and the corresponding density of states are depicted in Fig. 2. The topmost energy band is flat over the whole Brillouin zone (B.Z.), while the lower one is dispersive with the characteristic band structure for the square lattice with nearest-neighbor hopping. It is known that the band structure originates from highly frustrated geometry of the checkerboard lattice.\(^{20}\)

As discussed in Refs.\(^4\),\(^5\) the perturbation expansion in \( U \) encounters divergence at third and higher orders, which is due to the presence of the flat band in the system. Therefore, powerful numerical techniques are necessary to discuss the phase transitions in the model. In the frustrated system, the quantum Monte Carlo simulations usually suffer from the minus sign problems, and the exact diagonalization may not be efficient to discuss the ground state properties in the thermodynamic limit. Although one can deal with larger systems by means of the variational Monte Carlo simulations, the obtained results strongly depend on a trial wave function employed. In this way, it may not be easy to discuss the nature of the phase transitions in the system. To overcome the difficulty, we here make use of the PIRG method developed by Imada \textit{et al.},\(^21\),\(^22\) which allows us to improve the ground state systematically. It has an advantage in treating frustrated electron systems with large clusters, in contrast to the other numerical methods.

The PIRG treatment is in principle independent of an initial state and an iterative method employed. However, careful choices of them are important to converge the PIRG calculations within available computational time. To obtain an appropriate initial state, we make use of the unrestricted Hartree-Fock (UHF) approximation.\(^{23}\)

In the approximation, the site- and spin-dependent mean fields \( \langle \hat{n}_{im\sigma} \rangle \) are introduced and the interaction term \( \hat{H}_U \) in the Hamiltonian is then replaced by

\[ \hat{H}_U^{\text{UHF}} = U_{\text{int}} \sum_{i,m} \{ \langle \hat{n}_{im\uparrow} \rangle \hat{n}_{im\downarrow} + \langle \hat{n}_{im\downarrow} \rangle \hat{n}_{im\uparrow} \}, \]

(3)

where the parameters \( \langle \hat{n}_{im\sigma} \rangle \) are determined by the self-consistent equations \( \langle \hat{n}_{im\sigma} \rangle = \langle \phi \hat{n}_{im\sigma} | \phi \rangle \). Here \( | \phi \rangle \) is the ground state of the Hamiltonian \( \hat{H}_k + \hat{H}_U^{\text{UHF}} \). We use the resulting wave function as an initial one for the PIRG simulations, and then take into account quantum fluctuations. Note that the interaction \( U_{\text{int}} \) is not necessarily equal to the original \( U \) when the initial wave function is determined. By performing the PIRG iteration, the approximate ground state is described by the Slater basis states as \( | \psi \rangle = \sum_{\alpha=1}^{L} c_{\alpha} | \phi_\alpha \rangle \), where \( c_{\alpha} \) is an amplitude of \( | \phi_\alpha \rangle \), and \( L \) is the dimension of the truncated Hilbert space. Furthermore, by using an energy variance extrapolation scheme,\(^21\),\(^22\),\(^24\) we can deduce physical quantities such as the ground state energy and the double occupancy. Here the energy variance is defined by \( \langle \langle \hat{H}^2 \rangle - \langle \hat{H} \rangle^2 \rangle / \langle \hat{H} \rangle^2 \).

We now introduce a new iteration scheme which can substantially improve the convergence of PIRG algorithm for the frustrated systems. Note that the true ground state could be obtained in principle by acting the time evolution operator on the initial state as

\[ | \psi_g \rangle = e^{-\beta \hat{H}} | \phi_0 \rangle, \]

(4)

with imaginary time \( \beta \rightarrow \infty \). To approach the ground state in the framework of the PIRG method, we divide the operator into those in a small imaginary time slice \( \Delta \tau \). In terms of the Hubbard-Stratonovich transformations, the operator is explicitly given as

\[ e^{-\Delta \tau \hat{H}} = \sum_{\{s\}} e^{-\Delta \tau \hat{H}_{\{s\}}/2} \hat{V}(\{s\}) e^{-\Delta \tau \hat{H}_{\{s\}}/2} + O((\Delta \tau)^3), \]

(5)

\[ \hat{V}(\{s\}) = \prod_{i=1}^{N} \frac{1}{2} e^{\alpha(s_i) \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}} e^{\alpha(-s_i) \hat{n}_{i\uparrow}} e^{\alpha(s_i) \hat{n}_{i\downarrow}} e^{\alpha(-s_i) \hat{n}_{i\downarrow}}, \]

(6)

where \( \sum_{\{s\}} \) represents \( \sum_{s_1=\pm 1} \sum_{s_2=\pm 1} \cdots \sum_{s_N=\pm 1} \), \( \alpha(s) = 2as - \Delta \tau U/2 \) and \( a = \tanh^{-1} \sqrt{\tanh(\Delta \tau U/4)}/\Delta \tau \).

In the ordinary PIRG method, the Hilbert subspace with \( L \) basis states is generated by the time evolution operators for the local interacting term \( e^{-\Delta \tau U \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}}. \) Since the operator is replaced by the potential terms with one auxiliary field as \( e^{-\Delta \tau U \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}} = 1/2 \sum_{s_i=\pm 1} e^{\alpha(s_i) \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}} e^{\alpha(-s_i) \hat{n}_{i\uparrow}} e^{\alpha(s_i) \hat{n}_{i\downarrow}} e^{\alpha(-s_i) \hat{n}_{i\downarrow}} \), it generates two basis states. Therefore, by acting the operators with different \( i \) on a certain basis state a couple dozen times, we can easily produce \( L \) states. However, it is difficult to numerically generate independent basis states in this procedure, because the effective dimension is often decreased. This drawback may result from the fact that two states generated by the local Hubbard-Stratonovich field are very similar, making it sometimes difficult to
distinguish themselves within given numerical accuracy. This may cause the reduction in the effective dimension of the Hilbert subspace. To improve the situation, we here select \( L \) basis states randomly within the \( 2^N \) states generated by the operator \( e^{-\Delta \tau \hat{H}} \) with the full Hamiltonian. In this case, unfavorable history accumulated via successive actions of the projection operators does not appear and thereby we can effectively avoid the decrease in the dimension of Hilbert subspace. In particular, when \( \Delta \tau (\neq 0) \) is small, the above procedure improves the PIRG results substantially, and the introduction of random variables does not cause serious statistical errors.

After the initial basis states are generated in the above procedure, we have to modify these states to approach the true ground state. The ordinary PIRG iteration process, which is denoted as Iteration process B, is based on the local update. Therefore, the optimized ground state is sometimes trapped in a local minimum of the energy, and could be far from the true ground state. To overcome this problem, we introduce the following iteration process denoted as A, which enables us to modify the basis state globally, in spite of the local update.

The detail of both processes is summarized as follows.

**Iteration process A**
- To approach the true ground state, we have to modify the basis states \( \{ | \phi_a \rangle \} \). We pick up one basis state \( | \phi_a \rangle \), and compare it with its modified state \( | \phi'_a \rangle = e^{-\Delta \tau \hat{H}_a / 2} \hat{V} (\{ s \}) e^{-\Delta \tau \hat{H}_a / 2} | \phi_a \rangle \). If the energy for \( | \phi'_a \rangle \) with appropriate sets of \( \{ s \} \) is lower than that for \( | \phi_a \rangle \), we update the basis state.

**Iteration process B**
- We perform the ordinary PIRG iteration procedure.\(^{21, 22} \) We first consider a new basis state by acting the following three operators on a certain basis state \( | \phi_a \rangle \) step by step: first \( e^{-\Delta \tau \hat{H}_a / 2} \), and then \( e^{-\Delta \tau \hat{U} \alpha_i \beta_i / 2} \) for all \( i \), and finally \( e^{-\Delta \tau \hat{H}_a / 2} \). In each step, we pick up the lowest-energy state among the original state and the newly generated states. We perform similar updating procedures successively for the \( L \) basis states.

In our PIRG calculation, we first perform the process A a couple dozen times to modify the basis states globally. After that, the basis states are locally modified by the process B. The combined scheme, which is referred to as ‘Iteration A → B’, allows us to approach the ground state efficiently in small iteration steps and thus obtain the physical quantities precisely.

Furthermore, to improve numerical accuracy, we also use the quantum-number projection scheme in the framework of the PIRG method (PIRG+QP).\(^{25} \) In this paper, we employ a projection operator to the total spin-singlet state, \( \hat{P}_{S=0} \), which acts on the converged state obtained in the above procedure: \( | \psi_{S=0} \rangle = \sum_{a=1}^L c'_a | \hat{P}_{S=0} | \phi_a \rangle \). Here \( c'_a \) is an amplitude reevaluated from the generalized eigenvalue problem for a new set of the quantum-number projected basis states \( \{ | \hat{P}_{S=0} | \phi_a \rangle \} \).

The PIRG+QP method is particularly powerful to precisely determine the phase diagram of frustrated electron systems.\(^{26} \)

![Fig. 3. (Color online) Energy as a function of the number of PIRG iteration at \( L = 500 \) in the Hubbard model on checkerboard lattice of \( N = 16 \) with \( U = 10t \). Circles, triangles and squares represent the results obtained from different initial states. For comparison, the results for several different iteration processes are shown. Note that the iteration mode is changed from A to B between the 9th and 10th step in the case of ‘Iteration A → B’.
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Here, we demonstrate how effective our method introduced here is. In Fig. 3, we show the energy as a function of the number of iteration for the small cluster of \( N = 16 \) with \( U = 10t \), which is obtained by the PIRG method with \( L = 500 \), \( \Delta \tau = 0.5 \), and \( \Delta \tau' = \Delta \tau \times 10^{-3} \). It is found that the energy converges in a dozen steps of iteration in spite of the fact that a large number of basis states are treated. This is in contrast to the results of the ordinary PIRG method where a few hundred steps of iteration are needed for the convergence. Note that the converged ground state is not necessarily optimized by the initial state obtained by the UHF approximation with \( U = U_{\text{int}} \). For example, in the present case \( U = 10t \), the optimized ground state is deduced more effectively starting from the UHF approximation with \( U_{\text{int}} = 4t \). For comparison, we also show the results obtained only by the Iteration B process. It is found that the energy is always slightly higher than the energy obtained by ‘Iteration A → B’. Although the energy difference seems small, this optimization process of the ground state plays a crucial role in deducing the physical quantities precisely. We show the results for the cluster of \( N = 16 \) with \( U = 10t \) obtained by the PIRG+QP method with a few choices of \( U_{\text{int}} \). In fact, it is found that when the energy variance is small, the data in each \( U_{\text{int}} \) are well fitted to a straight line, as shown in Fig. 4. We thus obtain the ground state energy and the double occupancy precisely, and confirm that the PIRG+QP results are indeed in good agreement with those of the exact diagonalization.
In the PIRG method, we use $\Delta$ it might be a good probe to observe the MI transition. Although this "quasi-Fermi" point artificially appears under the periodic boundary condition, it might be a good probe to observe the MI transition. In the PIRG method, we use $\Delta \tau \times U/t = 0.5$ for both iteration processes and $\Delta \tau' = \Delta \tau \times 10^{-3}$ for generating initial states, and repeat the iteration until the energy converges under the truncated Hilbert space. We keep the Slater basis states up to $L = 500$. Note that numerical errors for the finite cluster (thermodynamic limit), which will be shown in the next section, mostly arise from the energy variance (system size) extrapolation scheme.

3. Results

In this section, we present the numerical results for the half-filled Hubbard model on the checkerboard lattice. First, we compute the ground state energy, the double occupancy and the charge excitation gap. The results are shown in Fig. 5. We also perform a finite-size scaling to obtain the results in the thermodynamic limit, as shown in the inset, where a scaling form of $N^{-3/2}$ is used for the physical quantities. In the noninteracting case, the dispersive band ($\alpha = 2$) is fully occupied, where $E_g/N = -2t$ and $(\partial E_g/\partial U)/N = 0.25$. The introduction of the Coulomb interaction monotonically decreases the double occupancy, as expected for the paramagnetic metallic state which persists up to $U/t \sim 6$.

Further increase in the interaction yields a cusp singularity in the ground state energy and a jump singularity in the double occupancy, as shown in Figs. 5 (a) and (b). This suggests the existence of the first-order phase transition.

The transition point is estimated as $U_c/t = 6.75 \pm 0.25$. To discuss the nature of the transition, we also calculate the charge excitation gap $\Delta_c$, which is defined by a difference between two chemical potentials,

$$\Delta_c = \frac{\mu_+ - \mu_-}{2},$$

where $\mu_+ = (E_g(M_1 + 1, M_1) - E_g(M_1, M_1))/2$, $\mu_- = (E_g(M_1, M_1) - E_g(M_1 - 1, M_1 - 1))/2$ and $E_g(M_1, M_1)$ is the ground state energy of the system, where $M_\sigma$ is the number of electrons with spin $\sigma$. We find in Fig. 5 (c) that the charge gap is zero for $U < U_c$ while it is finite for $U > U_c$, i.e. the system is driven to an insulating state. It is, however, difficult to quantitatively estimate the charge gap in the thermodynamic limit from the finite-size scaling analysis within the present numerical accuracy, as seen in the inset of Fig. 5 (c).

We now discuss the instability of the insulating state against conventional spin or charge ordered states. To
this end, we examine the spin and charge correlations for the system with the largest cluster of $N = 32$, where the first-order transition occurs near $U_c$ ($N \to \infty$) in the thermodynamic limit. We first calculate the momentum distribution function defined by

$$n_{\alpha}(k) = \begin{cases} \frac{1}{2N} \sum_{\sigma} \langle \hat{a}^\dagger_{k\alpha\sigma} \hat{a}_{k\alpha\sigma} \rangle & \text{for } k \neq (\pi, \pi), \\ \frac{1}{4N} \sum_{\sigma,\beta} \langle \hat{a}^\dagger_{k\beta\sigma} \hat{a}_{k\beta\sigma} \rangle & \text{for } k = (\pi, \pi). \end{cases} \quad (8)$$

The obtained results are shown in Fig. 6. Since the non-interacting system has the quasi-Fermi point at $(\pi, \pi)$, a discontinuity should appear in the momentum distribution for the dispersive band $n_2(k)$. We indeed observe it for $U < U_c$, while this singularity disappears for $U > U_c$, in accordance with the fact that the MI transition occurs at $U = U_c$, as discussed above.

We next consider the equal-time correlation functions in spin and charge sectors, which are given by

$$S_{mm'}(q) = \frac{2}{3N} \sum_{i,j=1}^{N/2} \langle \hat{S}_{im} \cdot \hat{S}_{jm'} \rangle \times e^{iq \cdot (R_{im} - R_{jm'})}, \quad (9)$$

$$N_{mm'}(q) = \frac{2}{N} \sum_{i,j=1}^{N/2} \left( \langle \hat{n}_{im} \hat{n}_{jm'} \rangle - \langle \hat{n}_{im} \rangle \langle \hat{n}_{jm'} \rangle \right) \times e^{iq \cdot (R_{im} - R_{jm'})}, \quad (10)$$

where $\hat{n}_{im} = \hat{n}_{i\alpha m} + \hat{n}_{i\beta m}$ and $R_{im}$ represents the position of the $i$-th unit cell in the $m$-th sublattice. Diagonalizing the $2 \times 2$ matrix, we obtain $S_\alpha(q)$ and $N_\alpha(q)$ ($\alpha = \min, \max$), as shown in Fig. 7. It is found that spin and charge correlations are little changed in the case $U < U_c$. On the other hand, further increase in the interaction $U$ leads to totally different behavior in the spin correlation function. It is found that when $U > U_c$, $S_{\max}(q)$ is enhanced at $q = (0, 0)$ although it never diverges even in the thermodynamic limit. This may suggest that short-range spin correlations are enhanced in the insulating phase. To clarify this point, we also calculate the site-dependent spin correlation function defined by

$$C_s(n) = \frac{1}{N} \sum_{i=1}^{N} \sum_{\tau_n=1}^{N_n} \langle \hat{S}_i \cdot \hat{S}_{i+\tau_n} \rangle, \quad (11)$$

where $\tau_n$ labels the $n$-th neighbor site connected by transfer integral $t$ and $N_n$ is the number of them ($N_1 = 4$, $N_2 = 2$). We find that both $C_s(1)$ and $C_s(2)$ are always negative as shown in the inset of Fig. 7 (a). Note that the spin correlations $C_s(2)$ are negative even in the strong coupling limit, implying that antiferromagnetic correlations are suppressed due to geometrical frustration. As

![Fig. 6.](image-url) (Color online) The momentum distribution function $n_{\alpha}(k)$ in the system with $N = 32$ for several choices of $U/t$ along the symmetry lines in the B.z.

![Fig. 7.](image-url) (Color online) (a) [(b)] Equal-time correlation function $S_\alpha(q)$ [$N_\alpha(q)$] in the system with $N = 32$ for different choices of $U/t$ along the symmetry lines in the B.z. The inset of (a) shows spin correlation $C_s(n)$. $N_{\max}(0,0)$ as a function of $U/t$ is shown in the inset of (b). We note that $4S_0(q) = N_0(q)$ at $U/t = 0$. For the charge sector, the increase in $U/t$ gradually suppresses charge correlations, as shown in Fig. 7 (b). In addition, we find the monotonic decrease in $N_{\max}(0,0)$ in the inset. Therefore, there is no tendency to stabilize the charge ordered state with $q = (0, 0)$.

To discuss the spin configuration of the insulating phase in detail, we calculate the dimer correlation function $D_{\alpha\beta}$ and the plaquette correlation function $P_{A(B)}$. 
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are enhanced in the region $U > U_c$. Therefore, the quantum phase transition breaks the translational symmetry, leading to the formation of a plaquette-singlet ordered state. In fact, the plaquette order parameter alternates spatially in the insulating phase ($U > U_c$), as shown in the inset of Fig. 9. Here, the $n$-th neighbor plaquette correlations are defined by

are not stabilized in the strong coupling limit. The existence of three dimer correlations concludes that the ordinary dimer ordered state is not stabilized but the plaquette ordered state with pattern $A$ emerges instead. It is indeed seen that the positive $D_{\xi\eta}$ appears in the plaquette ordered state with $A$ configuration.

To confirm the above results, we also calculate the plaquette-singlet correlations, as shown in Fig. 9 (b). It is seen that the plaquette correlations with pattern $A$
configuration shown in Fig. 8 (d). We thus confirm that our PIRG method with a new iteration scheme works well to obtain the reliable results for the Hubbard model on the checkerboard lattice.

4. Summary

We have studied the Hubbard model on the checkerboard lattice at half filling by means of the PIRG method. When the method has been naively applied to our frustrated model, we have encountered a serious problem that the approximate ground state is sometimes trapped in local minima, leading to unreliable results. To overcome this, we have proposed a new iteration scheme in the PIRG method, and have demonstrated that the satisfactory convergence is achieved in much smaller iteration steps. We believe that our iteration scheme can be generally applied to other frustrated electron systems for accelerating the convergence and improving the numerical accuracy.

It has been found that the increase in the Hubbard interaction yields the first-order metal-insulator transition at $U_c/t = 6.75 \pm 0.25$, where the jump singularity appears in the double occupancy. Furthermore, we have calculated the dimer and plaquette correlation functions to clarify that the system is driven to the plaquette ordered state.

We have focused on the isotropic checkerboard lattice model in this paper. If the magnitude of the diagonal hopping is varied, magnetic correlations are enhanced, which should yield a rich phase diagram. This issue on the anisotropic checkerboard lattice is important to study the role of geometrical frustration systematically, which is now under consideration. It also remains interesting to investigate finite-temperature Mott transitions, which should provide further invaluable information about frustrated electrons on the checkerboard lattice.
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