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Recent measurements of QCD interactions involving large momentum transfers are reviewed. The status of measurements of the strong coupling constant is summarised. Recent developments in the measurement and interpretation of deep inelastic scattering, proton-anti-proton collisions and two-photon processes are discussed. While QCD at next-to-leading order gives a qualitative description of many processes, next-to-NLO calculations are now required to allow quantitative information to be extracted from hadron-initiated multijet data. This is illustrated by a discussion of recent data on the photoproduction of dijet events at HERA.

1. Introduction

Experimentation over the last three decades has established quantum chromodynamics (QCD) as the theory that describes the interactions of quarks and gluons. The phenomenology of QCD is rich, a consequence of the gluon self-interactions. These interactions cause the strong coupling, $\alpha_S(\mu)$, to fall with increasing momentum scale, $\mu$. When $\mu$ is large, $\alpha_S(\mu)$ is small and perturbative QCD (pQCD) can be used to give an excellent description of hadronic phenomena. Conversely, as $\mu$ falls and $\alpha_S(\mu)$ grows, higher-order diagrams become increasingly important. When $\mu$ is comparable to the masses of initial or final state hadrons, the effects of confinement begin to become important. In this kinematic regime, non-perturbative models must be employed to obtain insight into the dynamics of the process under consideration.

A complete and quantitative understanding of QCD over the full kinematic range is required before it can be claimed that the Standard Model (SM) is understood. For some processes, for example jet production in $e^+e^-$ annihilation, inclusive deep inelastic lepton-nucleon scattering and inclusive jet production in $p\bar{p}$ and $ep$ scattering, the QCD description is precise enough at next-to-leading order (NLO) for quantitative information, such as the value of $\alpha_S$, to be extracted from the data. The description of other processes is, at best, qualitative. Examples include multijet and heavy quark production in $p\bar{p}$ and $ep$ scattering. My purpose in this brief contribution is to review the data on hard processes, i.e. those for which $\alpha_S(\mu)$ is ‘small’, and by comparing the data to the pQCD predictions establish where quantitative information can be extracted and where progress is required for the development of a full, quantitative understanding of QCD.

2. Measurement of colour factors and $\alpha_S$

Electron-positron annihilation to hadrons at high energy is well suited to the measurement of the parameters of QCD since the initial state contains no hadrons. Four-jet production in $e^+e^-$
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annihilation is of particular interest since at leading order (LO) the cross section is proportional to $\alpha_s^2$. An illustrative subset of Feynman diagrams contributing at LO is shown in figure 1. Note that the gluon self interaction (figure 1c) contributes at LO. The ‘multiplicity’ of the various colour configurations allowed by the theory is coded in the colour factors $C_F$, $C_A$, and $T_R$ as indicated. The angular momentum of the initial states that may contribute are determined by the vector nature of the electroweak interaction. Hence, angular correlations amongst the final state jets may be used to disentangle the various diagrams.

The LEP experiments ALEPH and OPAL have each made a simultaneous fit to the four-jet rate and the distributions of the angular correlations to determine simultaneously the colour factors and $\alpha_s(M_Z)$, where $M_Z$ is the mass of the Z boson (1). The results are summarised in figure 2. The DELPHI collaboration has also presented such an analysis based on a smaller data sample (2). Four-jet production in $e^+e^-$ annihilation is able to determine the colour factors with a precision of $\sim 20\%$. Additional constraints may be obtained from the ratio of multiplicity in gluon-induced jets to that of quark-induced jets. This has been done by DELPHI, the result is shown in figure 3 (3). Further constraints may be obtained from the analysis of the evolution of the means of event shape variables with energy. This has been done using a renormalisation group invariant analysis by DELPHI (4). The results are plotted in figure 3 (4). JADE data has been used in a power correction fit to event shape variables yielding $C_A = 2.84 \pm 0.24$ and $C_F = 1.29 \pm 0.18$ (5). Overall, the data is consistent with the QCD prediction and verify that SU(3)$_{\text{color}}$ is the gauge

Figure 2. 68% confidence level contours in the $(C_A/C_F, T_R/C_F)$ plane obtained from measurements of angular correlations amongst the jets in 4-jet production at LEP. The ALEPH and OPAL results are shown as the solid and dashed lines respectively.

Figure 3. Constraints in the $(C_A/C_F, T_R/C_F)$ plane obtained from analyses of the hadronic final states produced in $e^+e^-$ annihilation. The vertical dark-shaded band shows the limit obtained from the ratio of multiplicity in gluon-induced to quark-induced jets. The diagonal light-shaded band shows the constraint obtained from a measurement of the QCD $\beta$ function in a renormalisation group invariant analysis. The solid ellipse shows the result obtained by combining the DELPHI measurements shown in the figure with the ALEPH measurement based on 4-jet angular correlations (dashed ellipse).
group underlying QCD.

Exploiting the exquisite sensitivity of the four-jet rate to \( \alpha_S \), ALEPH has set the colour factors to the values predicted by QCD and used the four-jet rate to make a precise determination of \( \alpha_S(M_Z) \). The four-jet rate as a function of a jet separation parameter is used together with an \( O(\alpha_S^3) \) calculation that includes a resummation of the large logarithms at next-to-leading order accuracy. The value of \( \alpha_S(M_Z) \) obtained is:

\[
\alpha_S(M_Z) = 0.1170 \pm 0.0001 \pm 0.0013,
\]

where the first error is the statistical uncertainty and the second error contains both the experimental systematic and the theoretical uncertainties. This is a determination of \( \alpha_S \) with a precision \( \sim 1\% \), a remarkable achievement.

The distribution of event-shape variables, such as thrust, have long been used in the study of \( e^+e^- \rightarrow \) hadrons to determine \( \alpha_S \) QCD calculations at \( O(\alpha_S^2) \) matched to resummations of the leading logarithms at NLL accuracy have been used to fit event shape distributions by each of the LEP collaborations at each centre-of-mass (cms) energy. For ICHEP2002, the LEP collaborations have updated these results to ensure a uniform treatment of the data. The measurements of the individual experiments at each cms energy have been combined by the LEP QCD working group, the results are shown in figure 4. The data clearly exhibit the expected running of the strong coupling. The value of \( \alpha_S \) obtained by combining all the data at each cms energy is \( \alpha_S(M_Z) = 0.1198 \pm 0.0048 \). This result represents the last major update on the value of \( \alpha_S \) from event shapes at LEP. A similar analysis has been performed using JADE data for cms energies in the range 14 GeV to 44 GeV. These results are also plotted in figure 4. The value of \( \alpha_S \) obtained by combining all the JADE data is \( \alpha_S(M_Z) = 0.1194^{+0.0028}_{-0.0068} \).

The ZEUS collaboration has measured the inclusive jet cross section and used it to verify the running of \( \alpha_S \) and to determine \( \alpha_S(M_Z) \). Jets were reconstructed in the Breit frame. The Breit frame is defined such that the current (virtual photon or Z boson) is collinear with the initial state quark, the momentum of the quark being reversed by the collision (see figure 5). The advantage of this choice is that the transverse energy of the jets in the current region of the Breit frame, \( E_T^{\text{jet}} \), arises from gluon radiation. The measured differential cross section \( d\sigma/dE_T^{\text{jet}} \) is shown in figure 4 in bins of the virtuality of the exchanged boson, \( Q^2 \). The excellent description of the data afforded by NLO QCD allows a fit for \( \alpha_S \) to be made. The result, using \( E_T^{\text{jet}} \) as the scale, is shown in figure 4. The data exhibit the expected running and are well described by the NLO QCD calculation. Combining the results for \( \mu = M_Z \) yields \( \alpha_S = 0.1212 \pm 0.0017(\text{stat.})^{+0.0023}_{-0.0031}(\text{sys.})^{+0.0028}_{-0.0027}(\text{theory}) \). This result is in good agreement with the world average and other determinations of \( \alpha_S \) presented at this conference (see figure 5).
CDF has measured the cross section for inclusive jet production in $pp$ collisions, $d\sigma/dE_{T,\text{jet}}$, with $E_{T,\text{jet}}$ measured in the laboratory frame \[10\]. For $E_{T,\text{jet}} \lesssim 250$ GeV NLO QCD may be used with standard parton density functions (PDFs) to give a good description of the data. With the PDFs available when the data was published the data for $E_{T,\text{jet}} \gtrsim 250$ GeV was in excess of the NLO QCD expectation \[11\]. The data for $E_{T,\text{jet}} \lesssim 250$ GeV have been fitted to extract $\alpha_S$ using $\mu = E_{T,\text{jet}}$. The results are shown in figure 4. A value of $\alpha_S(M_Z) = 0.1178 \pm 0.0001(\text{stat.}) \pm 0.0005(\text{sys.}) \pm 0.0002(\text{theory})$ is obtained by combining all these results. The level of agreement between the inclusive jet data and NLO QCD is discussed in more detail in section 3.5.

The measurements of $\alpha_S(M_Z)$ reported at this conference are shown in figure 6. The new measurements, which have been obtained using a wide variety of independent processes and techniques, are consistent both with one-another and with the world average \[12\]. The most precise of the new measurements is that obtained from the 4-jet rate in $e^+e^-$ annihilation by the ALEPH collaboration. Taking the weighted mean of all the new measurements, on the assumption that the errors are uncorrelated, yields the result $\alpha_S(M_Z) = 0.1183 \pm 0.0009$. The precision of this result is striking and motivates a more careful analysis to update the world average.

3. Proton and photon structure

3.1. Deep inelastic $ep$ scattering

The generic Feynman diagram for lepton-proton deep inelastic scattering (DIS) is shown in figure 5. At HERA the incoming lepton is either an electron or a positron. $Q^2$ is the virtuality of the exchanged boson squared and the fraction of the four-momentum of the proton carried by the struck quark is $x$. The double differential cross section for the neutral current (NC) process $e^\pm p \to e^\pm X$ may be written

$$
\frac{d^2\sigma_{e^\pm p}^{\text{NC}}}{dx dQ^2} = \frac{2\pi\alpha^2}{xQ^2} \left[ Y_+ F_2^{\text{NC}} \mp Y_- x F_3^{\text{NC}} - y^2 F_L^{\text{NC}} \right],
$$

(1)
Figure 7. Measurements of $\alpha_s(M_Z)$ reported at this conference compared to the world average. The result of taking the weighted mean of the new results is also indicated. The errors were treated as uncorrelated in this calculation. The long, solid, vertical line attached to the point representing the weighted mean shows the measurements that entered this calculation.

Figure 8. Feynman diagram for lepton-proton deep inelastic scattering.

where $\alpha$ denotes the fine structure constant, $Y = 1 \pm (1 - y)^2$ and $y = Q^2/xs$. $F_2^{NC}$, the longitudinal structure function, is zero at LO in QCD, whereas the structure functions $F_2^{NC}$ and $xF_3^{NC}$ can be expressed as products of electroweak couplings and PDFs as follows:

$$F_2^{NC} = x \Sigma_f [A_f (q_f + \bar{q}_f)];$$
$$xF_3^{NC} = x \Sigma_f [B_f (q_f - \bar{q}_f)];$$

where $xq_f(x, Q^2)$ are the quark and $x\bar{q}(x, Q^2)$ the anti-quark PDFs, the functions $A_f$ and $B_f$ contain the electroweak couplings and $f$ runs over the five quark flavours $u, ..., b$. $F_2^{NC}$ may be corrected for the $Z$-exchange contribution to yield $F_2^{EM}$, the purely electromagnetic contribution to $F_2^{NC}$. The double differential cross section for the charged current (CC) process $e^\pm p \rightarrow \nu_e(\bar{\nu}_e)X$
may be written

\[ \frac{d^2 \sigma^{CC}_{e^- p}}{dx dQ^2} = \frac{G_F^2}{4\pi x} \frac{M_W^2}{(Q^2 + M_W^2)^2} \left[ Y_+ F_2^{CC} + Y_- x F_3^{CC} - \frac{1}{2} x F_L^{CC} \right], \]

where \( G_F \) is the Fermi constant and \( M_W \) the mass of the W boson. At LO, \( F_L^{CC} = 0 \) and \( F_2^{CC} \) and \( x F_3^{CC} \) can be written in terms of the quark PDFs, for example:

\[
F_2^{CC} = x [d + s + \bar{u} + \bar{c}] ;
\]

\[
x F_3^{CC} = x [d + s - \bar{u} - \bar{c}].
\]

The expressions for \( e^- p \) CC DIS may be obtained by replacing quark densities with anti-quark densities and vice versa. The following paragraphs review recent progress in the measurement and interpretation of neutral and charged current deep inelastic scattering.

### 3.2. Determination of PDFs and \( \alpha_S \)

Figure 3 shows \( F_2^m \) as a function of \( Q^2 \) for several values of \( x \). For \( x \sim 0.1 \) the data show little dependence on the scale \( Q^2 \). At lower \( x \) values the data show a clear rise with \( Q^2 \). For \( Q^2 \) sufficiently large, the DGLAP formalism may be used to calculate the evolution of \( F_2^m \) with \( Q^2 \) by solving the evolution equation [17]:

\[
\frac{dF_2^m}{d \ln Q^2} = \frac{\alpha_S}{2\pi} \left[ (P_{qq} \otimes F_2^m) + (P_{gq} \otimes xG) \right],
\]

where \( xG(x, Q^2) \) is the gluon PDF, \( P_{qq} \) and \( P_{gq} \) are the quark and gluon splitting functions and the symbol \( \otimes \) represents a convolution integral. Equation 3 may be used to fit the data for both the PDFs and \( \alpha_S \). NLO DGLAP fits are now routinely performed by experimental and theoretical groups [18-21]. Over the past year or so particular emphasis has been placed on a full treatment of the correlated experimental systematic uncertainties. Both the ZEUS and the H1 collaborations have performed such fits. As an example, figure 3 shows the ZEUS NLO QCD fit together with the full error band which includes the contributions of the statistical, the correlated and the uncorrelated systematic uncertainties. The fit describes the data well. The error band has
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Figure 10. Parton density functions extracted from the ZEUS and H1 NLO QCD fits. a) The quark PDFs plotted as a function of \( x \) for \( Q^2 = 1000 \text{ GeV}^2 \). b) The gluon PDF plotted as a function of \( x \) for \( Q^2 = 5, 20 \) and \( 200 \text{ GeV}^2 \). The bands show the uncertainty estimated in the fit including the statistical, correlated and uncorrelated systematic uncertainties.
the tendency to grow as $x$ falls (for example at $Q^2 = 100 \text{ GeV}^2$ the fractional error at $x = 0.08$ is $\sim 1\%$ while at $x = 0.008$ it is $\sim 2.5\%$).

Figure 11 shows the quark PDFs that result from the ZEUS and H1 fits evaluated at $Q^2 = 1000 \text{ GeV}^2$ as a function of $x$. The sea quark PDF, $x\Sigma (= 2x\bar{u} + 2x\bar{d} + x\bar{s} + x\bar{x} + x\bar{c} + x\bar{b})$, extracted in the two analyses agree well within errors. The valence quark PDFs show reasonable agreement, but differ by between 5% and 10%. The ZEUS and H1 analyses differ in the choice of data used as input to the fit, the parameterisation chosen for the PDFs at the starting scale and the treatment of charm and beauty quarks close to threshold. When the differences between the analyses are taken into account the level of agreement between the PDFs seems reasonable. It is interesting to note that, within a particular analysis, the $u$-valence PDF is known with a precision of $\sim 3\%$, the $d$-valence PDF is known to $\sim 10\%$ while the sea-quark PDF is known to $\sim 5 - 10\%$. The gluon PDF contributes to DIS only at NLO. Therefore, the fits exhibit a strong correlation between $\alpha_S$ and the parameters of $xG$. Figure 10b shows the gluon PDF obtained by the ZEUS and H1 collaborations at several values of $Q^2$ as a function of $x$. The agreement between the analyses is reasonable, taking into account the different choices made in setting up the fits. The gluon density exhibits a strong rise towards low $x$. The values of $\alpha_S$ extracted by the collaborations from these fits are: $\alpha_S(M_Z) = 0.1150 \pm 0.0053$ (H1) [24], $\alpha_S(M_Z) = 0.1166 \pm 0.0052$ (ZEUS) [21]. The errors quoted include statistical, uncorrelated and correlated contributions to the systematic uncertainty as well as theoretical and model errors. Space does not permit a full description of the error analysis. The CTEQ and MRST groups have also performed such analyses and have obtained the following values: $\alpha_S(M_Z) = 0.1165 \pm 0.0065$ (CTEQ) [13], $\alpha_S(M_Z) = 0.1190 \pm 0.0036$ (MRST) [19]. The error quoted by the MRST group takes account of experimental and theoretical uncertainties. The experimental contribution is determined by allowing a change in the fit $\chi^2$ of 20, while the theoretical error is estimated by varying the theoretical treatment to include an approximate treatment of next-to-NLO terms, re-summation of $\ln(1/x)$ or $\ln(1 - x)$ terms. The CTEQ group quotes only the experimental uncertainty on $\alpha_S$, arguing that the strong correlation between $\alpha_S$ and the functional form of $xG$ makes this method of determining $\alpha_S$ uncompetitive. The experimental uncertainty is determined by allowing a $\chi^2$ change of 100. This, comparatively large, value is determined by a careful study of the variation of fit parameters allowed by the data. Overall, the values of $\alpha_S$ obtained from NLO QCD fits are in good agreement. The precision of the data and of the theoretical analysis has now reached a stage where details of model and theoretical assumptions can be verified.

3.3. Search for low $x$, low $Q^2$ limit of validity of DGLAP evolution

The analysis of the data presented above depends on the assumption that $Q^2$ is ‘large enough’ for the DGLAP formalism to be applied. A large $Q^2$ is required so that the partons may be treated as independent non-interacting particles and so that $\alpha_S(Q)$ is sufficiently small to allow QCD at NLO to be applied. The $x$ values to which the fit is sensitive should be sufficiently large that terms proportional to powers of $\alpha_S \ln(1/x)$ are not important. It is therefore of interest to investigate the extent to which the DGLAP formalism describes the data at low $Q^2$ and low $x$.

One approach to this is to parameterise $F_2^\text{em}$ at a particular $Q^2$ as a power of $x$ as follows:

$$F_2^\text{em} = cx^{-\lambda},$$

where $c$ and $\lambda$ are positive parameters. neighbouring data points at a particular $Q^2$ may be combined to estimate the slope parameter $\lambda$. This has been done by the H1 collaboration and the results are shown in figure 11 [22]. For $x \gtrsim 10^{-2}$ the contribution of the valence quarks to $F_2^{\text{em}}$ is large and the ansatz $F_2^{\text{em}} \propto x^{-\lambda}$ does not hold. However, for $x \lesssim 10^{-2}$ the data is well described by a single value of $\lambda$, independent of $x$ over the range of $x$ to which the experiment is sensitive. Hence, at each value of $Q^2$, $F_2^{\text{em}}$ may be characterised by a particular value of $\lambda$. The dependence of $\lambda$ on $Q^2$ is shown in figure 12 [22, 5]. For $Q^2 \gtrsim 4 \text{ GeV}^2$, where the DGLAP formalism
Figure 11. H1 measurement of the dependence of the parameter $\lambda$ on $x$ as a function of $Q^2$. The inner error bars represent the statistical uncertainty while the full error bars include the systematic uncertainty added in quadrature. The solid curves show the results of the H1 NLO QCD fit. The dashed curves show the extrapolation of the fit below $Q^2 = 3.5$ GeV$^2$.

Figure 12. The $Q^2$ dependence of the parameter $\lambda$. The data (solid points) were obtained from fits to ZEUS and H1 structure function data. The inner error bars represent the statistical uncertainty while the full error bars include the systematic uncertainty added in quadrature. The solid line shows the result of performing a straight line fit to the data for $Q^2 > 3.5$ GeV$^2$.

gives a good description of the data, the dependence of $\lambda$ on $Q^2$ is, to a good approximation, linear. However, for $Q^2 \lesssim 1$ GeV$^2$ the data lie above the extrapolation of this linear dependence.

It is intriguing to note that while no significant dependence of $\lambda$ on $x$ for $x \lesssim 10^{-2}$ has been observed, there is a change in the dependence of $\lambda$ on $Q^2$ at $Q^2 \sim 1$ GeV$^2$. The explanation for this change of behaviour is the subject of intense theoretical speculation.

3.4. Deep inelastic scattering at high $Q^2$

Figure 13 shows the differential cross section for NC and CC $e^\pm p$ scattering at high $Q^2$ [13,14,24,25,26,27,28,29]. The NC cross section falls by 3–4 orders of magnitude between $Q^2 = 200$ GeV$^2$ and $Q^2 = 2000$ GeV$^2$, exhibiting the $1/Q^4$ dependence of the dominant single-photon exchange contribution. For $Q^2 \gtrsim 5000$ GeV$^2$ the $e^- p$ NC DIS cross section lies above that for $e^+ p$ NC DIS reflecting the fact that the $\gamma Z$ interference contribution is constructive in the case of $e^- p$ scat-
tering and destructive for \( e^+p \). The \( e^-p \) CC DIS cross section is always larger than that for \( e^+p \) CC DIS because the u-quark density, which gives the dominant contribution, is larger than that of the d-quark and, in the case of \( e^+p \) CC DIS, the d-quark contribution is suppressed by \((1-y)^2\) (see equation 4). The SM, evaluated using standard PDFs evolved in the DGLAP formalism, gives a measure of the valence quark PDF. The photon propagator dependence having been removed, \( \sigma^{NC}_{e^+p} \) depends only weakly on \( Q^2 \). As described above, the effect of Z-boson exchange is to cause \( \sigma^{NC}_{e^+p} \) to lie above \( \sigma^{NC}_{e^-p} \) for \( Q^2 \gtrsim 5,000 \text{ GeV}^2 \). The difference between \( \sigma^{NC}_{e^+p} \) and \( \sigma^{NC}_{e^-p} \) can be used to determine \( x F^3_{q} \) (see equation 4). This has been done by the H1 and ZEUS collaborations and the final results for pre-upgrade HERA running are shown in figure 13. Since \( x F^3_{q} \propto \Sigma_q (q - \bar{q}) \), \( x F^3_{q} \) gives a measure of the valence quark PDF. The data are well described by the SM expression evaluated with standard PDFs. The large data sets that will be provided in the near future at HERA will allow a precise determination of \( x F^3_{q} \) to be made yielding an important constraint on the valence quark PDFs.

At LO in \( \alpha_S \), \( \sigma^{CC}_{e^+p} \) can be written
\[
\sigma^{CC}_{e^+p} = d + s + (1 - y)^2 (\bar{u} + \bar{c}) .
\]
The expression for $e^-p$ CC DIS may be obtained by replacing $u$-type quark densities with $d$-type quark densities and vice versa. A measurement of the CC cross section at high $x$ can therefore be used to constrain the valence $u$- ($e^-p$) and valence $d$-quark ($e^+p$) PDFs. Figure 15 shows $\bar{\sigma}_{e^+p}^{\text{CC}}$ as a function of $x$ at several values of $Q^2$. The data are well described by the SM. Also shown, are the contributions of the $u$-type quarks in $e^-p$ CC DIS and the $d$-type quarks in $e^+p$. The statistical precision of the data is not yet sufficient to allow a precise determination of the $u$- and $d$-quark PDFs. The large data sets expected to be obtained at HERA II will allow precise measurements of the $e^+p$ CC DIS cross sections to be made. This will yield important constraints on the $u$- and $d$-quark PDFs.

3.5. Impact of D0 inclusive jet data

Last year the D0 collaboration published their measurement of the inclusive jet double differential cross section as a function of jet transverse energy, $E_{T,\text{jet}}$, in bins of jet pseudorapidity, $\eta = -\ln[\tan(\theta_{\text{jet}}/2)]$, where $\theta_{\text{jet}}$ is the polar angle of the jet in the D0 laboratory frame \[50\]. The data, shown in figure 16, are well described by QCD at NLO over the full range of $E_{T,\text{jet}}$ and $\eta$. 

Figure 15. The structure function $xF_{2}^{\text{NC}}$ plotted as a function of $x$ for various values of $Q^2$. The points represent the data while the solid lines represent the expectation of the Standard Model evaluated with the ZEUS NLO QCD fit.

Figure 16. The reduced cross section $\bar{\sigma}_{e^+p}^{\text{CC}}$ plotted as a function of $Q^2$ for various values of $x$. The points represent the data while the solid lines represent the expectation of the Standard Model evaluated with the ZEUS NLO QCD fit.
The CTEQ and MRST groups have used the data in fits to determine the proton PDFs [18,19]. The importance of this data in constraining the gluon PDF can be judged from figure 18 where $xG$ is plotted as a function of $x$ for two values of the scale $Q$. The new result (labelled CTEQ6) is compared to the result of a fit that did not include this data (CTEQ5) [31]. The gluon density obtained in the new fits is much harder than that obtained previously. It is important to note that the new PDFs, containing the enhanced gluon density at high $x$, give a good description of both the CDF and the D0 jet data, including the data at high transverse energy ($E_{T,jet} \gtrsim 250$ GeV) in the central region ($|\eta| < 0.5$) which were in excess of QCD at NLO evaluated with older PDFs.

3.6. Remark on the precision of PDFs

NLO QCD fits to data are able to determine the quark PDFs with a precision of 5–10% and the gluon PDF with a precision of 10–15%. Progress is being made towards calculations of many of the cross sections used in the fits at next-to-NLO (NNLO). PDFs extracted from a fit using a partial NNLO calculation have recently become available [32]. A consistent analysis at NNLO combined with the large data sets soon to become available from HERA and the Tevatron will allow a significant reduction in the PDF uncertainties to be obtained before the LHC era begins.

3.7. Photon structure

The LEP collaborations have updated their measurements of the photon structure functions and contributed new measurements at the highest LEP energies [33]. Figure 19 shows a compilation of all measurements of the photon structure function $F_2^\gamma$. The data are reproduced to within $\sim 20\%$ by the NLO QCD calculation using various parameterisations of $F_2^\gamma$. Motivated by this level of agreement, the value of $\alpha_S$ has been extracted from a fit to the data with the result $\alpha_S(M_Z) = 0.1198 \pm 0.0054$ [34]. The result is in good agreement with the world average and other recent results (see figure 7). It will be im-

Figure 17. The double differential inclusive jet cross section for the process $p\bar{p} \rightarrow$ Jet + $X$ measured by the D0 collaboration (points) versus jet transverse energy in intervals of jet pseudorapidity. The solid lines show the result of a NLO QCD calculation.

Figure 18. Comparison of the CTEQ6 (dashed) to CTEQ5 (dash-dotted) gluon distributions at scales of 2 and 100 GeV.
important to establish the insensitivity of the result to the form of the parameterisation of the gluon density if the result is to be included in a future world average $\alpha_S(M_Z)$.

4. Deep inelastic diffraction

The sample of NC DIS events observed by the H1 and ZEUS collaborations contains an intriguing diffractive subsample. Events in this subsample are characterised by the presence of a proton in the final state at small $|t|$ where $\sqrt{|t|}$ is the four-momentum transfer between the incoming and outgoing proton. The subsample is large, accounting for $\sim 10\%$ of all NC DIS events. Figure 20 shows a schematic Feynman diagram for deep inelastic diffraction. The incoming proton scatters through a small angle, emerging from the collision with an energy $\sim (1 - x_P)E_p$ (where $E_p$ is the proton beam energy) and a transverse momentum kick of $\sim \sqrt{|t|}$. The four-momentum lost by the proton is carried into the deep inelastic scatter by a colourless partonic state often referred to as the Pomeron. The electroweak current then picks out a parton, generating a hadronic system $X$, of mass $M_X$, which may be observed in the detector. Note that the hadronic excitation produced in the deep-inelastic scatter is not colour connected to the scattered proton. As a result, diffractive deep inelastic scattering events are characterised by an absence of hadronic energy flow between the proton and the hadronic system $X$.

Two methods have been used to select such events. The most direct method is to tag the scattered proton. In this case the cross section can be measured as a function of $t$. The most recent measurement from the ZEUS collaboration is shown in figure 21. The cross section exhibits the exponentially falling behaviour typical of diffractive processes. A fit to the data of the form $d\sigma/dt \propto \exp(-b|t|)$ yields $b = 7.8 \pm 0.5_{-0.6}^{+0.9}$ GeV$^{-2}$. The second method used to select diffractive events exploits the lack of hadronic activity in the forward (proton) direction. This selection is referred to as the large rapidity-gap selection. It is not possible with the large rapidity-gap selection to distinguish between events in which the proton scatters elastically from those in which a low mass excitation is produced at the proton vertex making it necessary to estimate the size of such a dis-
sociative contribution and make an appropriate correction to the data.

Substantial experimental and theoretical progress has been made in recent years. An important theoretical development was the proof that at a particular $x_B$ and $t$, the cross section for the inclusive diffractive process $ep \to eXp$ may be written in the form [30]:

$$\sigma^{D(4)} \propto \sum_f [q_f^{Diff}(x_B, t; \beta, Q^2) \otimes \sigma_f(\beta, Q^2)],$$

where $q_f^{Diff}(x_B, t; \beta, Q^2)$ are diffractive parton densities, $\sigma_f(\beta, Q^2)$ is the hard $eq$ deep inelastic scattering cross section and the sum runs over all active flavours $f$. A consequence of this is that a determination of the diffractive cross section at fixed $x_B$ and $t$ as a function of $\beta$ and $Q^2$ may be used in a NLO DGLAP analysis to determine the diffractive PDFs. The H1 collaboration has exploited the fact that the data are consistent with the hypothesis of Regge factorisation to carry out such an analysis [27]. A reduced diffractive cross section was defined in analogy to $\sigma^{NC}_{e^+p}$ as follows:

$$\tilde{\sigma}^{D(4)} = \left[2\pi\alpha^2_\gamma\right]^{-1} \frac{d^4\sigma}{dx_Bdt\beta Q^2}.$$ 

Regge factorisation implies that the diffractive parton densities do not vary in shape with $x_B$.
Figure 23. Diffractive parton densities determined in the H1 NLO QCD fit to the reduced diffractive cross section. The left-hand side shows the singlet quark distribution. The right-hand side shows the gluon density. The light shaded band shows the total error (experimental and theoretical) estimated using the fit, while the inner band (more heavily shaded) shows the experimental (statistical and systematic) uncertainties. The result of a LO fit is shown as the solid line.

Figure 24. Comparison of the H1 measurement of (a) the diffractive dijet cross section and (b) the diffractive $D^*$ cross section with the result of a NLO QCD calculation using the diffractive parton densities extracted from the H1 NLO QCD fit to the reduced diffractive cross section.

The H1 collaboration has calculated the diffractive dijet rate and the cross section for diffractive $D^*$ production. The results of these calculations are compared to the H1 measurements in figure 24. With the current precision of the data, and of the diffractive PDFs, the calculation gives a reasonable description of the data and therefore lends support to the notion that the diffractive PDFs are universal.

An alternative approach to the interpretation of diffractive DIS is to build a model of the interaction. This is usually done in the framework of a dipole model in which the interaction between the virtual photon and the proton is assumed to arise from the exchange of a Pomeron between the proton and a colour dipole parton system (see figure 25) [38]. The colour dipole system arises as a vacuum fluctuation in the wave function of the virtual photon, at lowest order a $q\bar{q}$ pair, at NLO a colour dipole $q\bar{q}g$ state. The exchanged Pomeron is modelled as a collection of gluons in a colour singlet state. The simplest (lowest order) configuration is a pair of gluons. Parameters governing the functional form of the parameterisation of the cross section were determined in fits to data on inclusive diffraction in DIS. The ZEUS collaboration has measured the differential cross section $d\sigma/dM_X$ [39]. The data is shown at fixed photon-proton cms energy ($W$) as a function of...
$Q^2$ for several values of $M_X$ together with the predictions of the colour dipole model in figure 26. The data rise as $Q^2$ falls, reaching a plateau for $Q^2 \sim 1 \text{ GeV}^2$. The colour dipole model gives a good description of the data. The $qg$ contribution dominates, particularly at low $Q^2$.

5. Jet production: an example

Substantial progress has been made in the measurement of a variety of inclusive jet topologies both at HERA and at the Tevatron. At the same time, theoretical progress in the development of codes to calculate at fixed order has also been made. It is not possible to make a complete survey of all the important contributions in the space available. QCD at NLO is often able to describe the qualitative features of the data. However, it is often not possible to obtain quantitative information, such as measurements of $\alpha_S$ or parton densities. The reason for this is either that the data or the theory (or both) is too imprecise. The complementarity of the precision achieved in jet measurements and in the theoretical predictions at LEP is striking and has led to precise determinations of such quantities as $\alpha_S$. I have chosen to discuss the photoproduction of dijets below as an example of the need to strive for a similar complementarity in experimental and theoretical precision in hadron induced processes. Dijet photoproduction is particularly exciting because it offers sensitivity to photon and proton PDFs, especially at high $x$, and sensitivity to $\alpha_S$.

The LO Feynman diagrams contributing to dijet photoproduction are shown in figure 27. At leading order, the direct process occurs through photon-gluon fusion. Two diagrams contribute, at LO, to the resolved process (figures 27b and c). The $gg$ scattering diagram, in which a gluon is exchanged, gives the dominant contribution to the resolved process. Both ZEUS and H1 have presented measurements of the cross sections for dijet photoproduction and have shown that these measurements are well described by NLO QCD.

If the two jet transverse energies ($E_{T,1}$ and $E_{T,2}$) and the jet pseudo-rapidities ($\eta_1$ and $\eta_2$) are measured, the fraction of the momentum of the photon ($x_{\gamma}^{\text{obs}}$) and the fraction of the proton momentum ($x_p^{\text{obs}}$) entering the collision can be estimated from the following formulæ:

$$x_{\gamma}^{\text{obs}} = \frac{E_{T,1} \exp (-\eta_1) + E_{T,2} \exp (-\eta_2)}{2yE_e};$$

$$x_p^{\text{obs}} = \frac{E_{T,1} \exp (\eta_1) + E_{T,2} \exp (\eta_2)}{2yE_e}. $$

A cut on $x_{\gamma}^{\text{obs}}$ can be used to obtain a sample...
enriched in resolved or direct events. A measurement of the dijet photoproduction cross section as a function of \( x_{\gamma}^{\text{obs}}(x_{p}^{\text{obs}}) \) is sensitive to the photon (proton) PDFs.

H1 has measured the dijet photoproduction cross section for \( E_{T,1} > 25, E_{T,2} > 15 \) GeV and \(-0.5 < \eta_{1,2} < 2.5\). The measurement is compared to the predictions of QCD at NLO in figure 28 for two ranges of \( E_{T,\text{max}} = (E_{T,1} + E_{T,2}) \). For \( x_{\gamma}^{\text{obs}} < 0.8 \) the data are well described by the calculation. The theoretical and experimental uncertainties are presented in the figure. It is interesting to note that the experimental statistical and systematic errors are of comparable size and are somewhat smaller than the QCD scale uncertainty.

ZEUS has also measured the dijet photoproduction cross section using the following selection: \( E_{T,1} > 14, E_{T,2} > 12 \) GeV and \(-1 < \eta_{1,2} < 2.4\). The measurement is compared to the NLO QCD prediction in figure 29 as a function of \( x_{\gamma}^{\text{obs}} \) in bins of \( E_{T,1} \). The figure indicates that the data falls less steeply with \( E_{T,1} \) than the NLO QCD calculation. Again, the experimental statistical and systematic errors are of comparable size and, in the lower \( E_{T,1} \) bins, are smaller than the theoretical uncertainty.

The apparent discrepancy in the extent to which NLO QCD describes the data is resolved by considering the dependence of the cross section on the cut on \( E_{T,2} \). Consider the H1 measurement in the bin \( 25 < E_{T,\text{max}} < 35 \) GeV and the ZEUS measurement in the bin \( 25 < E_{T,1} < 35 \) GeV. The cross section for \( E_{T,1} > 25 \) GeV is plotted as a function of the cut on \( E_{T,2} (E_{T,\text{cut}}^{\text{jet2}}) \) in figure 30. Also shown are the results obtained using the leading-log shower Monte Carlo HERWIG and a NLO QCD calculation [12,43]. The HERWIG Monte Carlo, which has been normalised to the data, gives a good description of the shape of the cross section. The NLO QCD calculation, on the other hand, gives a good description of the size of the cross section but is unable to describe the shape. Note that the theoretical uncertainty is large and increases as \( E_{T,\text{cut}}^{\text{jet2}} \) falls. The difference in the level of agreement of the ZEUS and H1 data with the calculation can now be ex-
plained by noting the position of the cut applied on $E_{T,2}$. As shown in the figure, the H1 collaboration have chosen a value of $E_{T,\text{jet2,cut}}$ in a region in which NLO QCD is close to the data, while the ZEUS collaboration cuts in a region where the NLO QCD prediction lies significantly above the data.

The large data sets soon to be collected at HERA II will make a substantial reduction in the experimental error possible if the experimental collaborations can reduce the systematic uncertainty. To extract quantitative information from this beautiful data will require progress in reducing the theoretical uncertainty, perhaps through going to a next-to-NLO calculation.

6. Conclusions

The papers submitted to the QCD sessions at this conference amply demonstrate the breadth and depth of activity in the field. At the end of the LEP era we have a detailed understanding of the process $e^+e^- \rightarrow \text{hadrons}$. This understanding has been exploited to yield measurements of the fundamental parameters of QCD, $\alpha_S$ and the colour factors at a precision of $\sim 1 - 5\%$ and $\sim 20\%$ respectively. Lepton-nucleon deep inelastic scattering has provided measurements of the partonic structure of the proton with a precision of $\sim 5\%$ for quarks and $\sim 15 - 20\%$ for the gluons. Yet much remains to be accomplished if we are to achieve a complete, quantitative, understanding of QCD. The detailed measurements of diffraction in deep inelastic scattering present a clear challenge and highlight the need to continue the experimental and theoretical investigation of the transition from the perturbative to the non-perturbative regime.

The coming years will see HERA and the Tevatron deliver large data sets. The experimental challenge will be to ensure that the systematic uncertainties are reduced to match the statistical precision of the data. The LEP measurements of $\alpha_S$ demonstrate the precision which can be achieved if theoretical uncertainties can be made at least as small as those of the experiment. At present the theoretical uncertainty on the majority of hadron-induced cross sections is large.

![Figure 29](image-url)  
**Figure 29.** Ratio of the ZEUS measurement of the cross section for dijet photoproduction to the NLO QCD prediction as a function of $x_{\text{obs}}$ in four regions of $E_{T,1}$. The data are shown with statistical errors (inner bars) and statistical and systematic errors added in quadrature (outer bars). The shaded band shows the uncertainty due to that of the jet energy scale. The theoretical uncertainty is shown as the hatched band.
Figure 30. ZEUS measurement of the di-jet photoproduction cross section as a function of $E_{T,2}^{jet, cut}$ for $25 < E_{T,1} < 35$ GeV and for $x_{\gamma}^{obs} < 0.8$ (open circles). The HERWIG prediction is shown as the solid histogram and the result of the NLO QCD calculation is shown as the solid line. The theoretical uncertainty is shown as the hatched band. The positions of the cuts made by the H1 and the ZEUS collaborations are indicated.
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