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Abstract
A form of time series path integral expansion is provided that enables both analytic and numerical temporal effect calculations for a range of stochastic processes. All methods rely on finding a suitable reproducing kernel associated with an underlying representative algebra to perform the expansion. Birth–death processes can be analysed with these techniques, using either standard Doi-Peliti coherent states, or the su(1, 1) Lie algebra. These result in simplest expansions for processes with linear or quadratic rates, respectively. The techniques are also adapted to diffusion processes. The resulting series differ from those found in standard Dyson time series field theory techniques.
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1 Introduction

Deriving the time dependent behaviour for stochastic processes is a primary goal, irrespective of the type of process involved, and is the focus of interest presented herein. The processes considered in this work are continuous in time and may be discrete or continuous in state. Specifically, time dependent birth–death and diffusion processes are analysed.

For many models the analytic difficulty of obtaining short term temporal behaviour means that asymptotic techniques are studied. The long term behaviour and steady state conditions are of interest in their own right, and relevant techniques include renormalisation [60, 61] and system size expansion methods [63], to name a couple. However, it is short term behaviour considered in this work.

The classic discrete state processes are birth–death processes, and methods to obtain the population size distributions have been extensively studied. Solving the master equation for linear rates was achieved by Feller [19] via Bartlett’s generating function methods [4], with extension to time dependent rates by Kendall [36]. A general framework was derived by Karlin and McGregor [33, 34], which relies on finding a suitable set of orthogonal polynomials involving rates that can be population and time dependent. The difficulty with this method is...
finding an analytic form for the polynomial orthogonality weights. This has been achieved for many types of birth–death rate, including linear, quadratic and quartic [55, 62], although including time dependence generally makes this approach difficult.

The classic continuous state processes are diffusion processes, which were initially developed to analyse Brownian motion [64], later developing into Ito calculus techniques [40]. The state probability distribution is described by the Fokker–Planck equation, which has enabled alternative methods such as semi-group approaches [18] to analyse such systems.

Both discrete and continuous state processes can also be modelled via path integral techniques. Although these were popularised by Feynman [20], they were initially developed by Daniell [13] for functional integration and by Weiner [65] from work on Brownian motion. Approaches utilising path integrals include Onsager–Machlup functional [42, 47] and Martin–Siggia–Rose approaches [43], developed primarily for diffusion processes. More recently, the use of field theoretic methods for discrete state processes was developed by Doi [16, 17] (for molecular reaction systems), and adapted to birth–death processes via path integral techniques by Peliti [50]. For further results on path integrals, see [41, 66].

The use of field theory in birth–death processes has seen a wealth of development. This includes renormalization techniques that can be used to investigate asymptotic properties of systems and perturbation techniques to evaluate some path integrals of interest [60]. These expansion techniques are usually of the Feynman variety, where non quadratic terms in the associated action are expanded and generating functional techniques (or similar) are then applied. Such methods have also seen applications involving glass phase transition [21], branching random walks [11], phylogeny [30], age structured systems [12, 23, 26], neural network fluctuations [10], exclusion processes [24, 57, 58], predator prey systems [15], stochastic duality [24, 46], knot diagram dynamics [54] and algebraic probability [45], to name a few.

Here we take a different approach and evaluate the path integrals via time series expansion. Such an approach can be commonly found in quantum mechanics under the guise of Dyson series [41, 52]. This normally involves using an interaction framework (bridging Heisenberg and Schrödinger representations) where the Hamiltonian is split into a standard and interacting component. The approach adopted here does not do this, rather it implements an exact calculation based on the entire Hamiltonian (or more specifically the Liouvillian, a designation for the Hamiltonian operator when applied to stochastic processes) and utilises a reproducing kernel framework to extract time series information.

This relies on an underlying algebra to work with. Classically, this is the Doi-Peliti framework derived from the ladder operators frequently seen with quantum harmonic oscillators. Other algebras have also seen utility in various reaction diffusion models, including anti-commuting algebras of fermionic and parafermionic systems used to model systems with forms of exclusion [24, 57, 58, 60], and spin algebras used to analyse reaction diffusion systems via quantum chains [2, 27, 59].

The Doi-Peliti framework is the one most frequently used to model standard birth–death processes, the simplest expansions arising for cases with linear rates. This framework can also be adapted to diffusion systems. Although this algebra can model birth–death processes with quadratic rates, this generally results in quartic terms in the action producing more complicated expansions. Instead we introduce an alternative system based on the $\mathfrak{su}(1, 1)$ Lie algebra, which can more naturally deal with these systems.

The paper is structured as follows. In Sect. 2 expansion techniques for birth–death models via standard Doi-Peliti structures are introduced, exemplified with a linear rate process. In Sect. 3 quadratic rate birth–death processes via the $\mathfrak{su}(1, 1)$ Lie algebra are then considered,
after which Sect. 4 adapts the techniques for diffusion processes. Finally, conclusions in Sect. 5 complete the manuscript.

2 Doi-Peliti Reproducing Kernel Expansion Methods

This section introduces reproducing kernel expansion techniques for birth–death processes with time and population size dependent birth and death rates. These will utilise a Doi-Peliti based framework, and be exemplified by a process with rates linear in population size, which have the simplest expansion for this type of reproducing kernel. The next subsection describes a pedagogic model of interest and provides numerical results exemplifying the methods. Then in turn the algebra, the relevant path integral, the associated reproducing kernel, and expansion methods are described, finishing with a description of some of the difficulties seen when trying to adapt this method to Dyson expansions.

2.1 A Spontaneous Annihilation-Immigration Process

In order to highlight the methods, we consider the following process,

\[ A + A \xrightarrow{\alpha_n(t)} \phi, \]
\[ \phi \xrightarrow{\beta_n(t)} A. \] (1)

Thus we have a time dependent annihilation (death) and immigration (birth) process. Here the rates are given by \( \alpha_n(t) = \alpha(t)n(n - 1) \) and \( \beta_n(t) = \beta(t)n \). Then we have linear population size dependence (giving quadratic dependence for the coming together of two annihilating particles) and time dependent functions \( \alpha(t) \) and \( \beta(t) \). We also assume the initial population size is Poisson distributed with mean value \( w \).

The annihilation process \( A + A \rightarrow \phi \) is a classic model for reaction diffusion processes, one application being the analysis of particle \( A \) concentrations in molecular reactions of the form \( A + A \rightarrow B \). A series solution to the time independent case can be found in [44]. It is also a model case for field theoretic renormalisation methods [11, 31, 51]. Furthermore, analysing these kind of annihilation systems directly with classical methods is complicated by a moment closure problem. Specifically, using the master equation to get a dynamic equation for the first moment (mean) population size implicates the second moment, which itself requires a further dynamic equation, subsequently leading to a cascade of equations. This results in a BBGKY like hierarchy [7, 8, 37, 38, 67], making the evaluation of moments difficult, and the need for additional methods is desirable.

The immigration process \( \phi \rightarrow A \) is also a feature of classic models of interest [1], known as birth–death-innovation models in biological applications [32], where the influx of new mutations or species are considered. The rate at which arrivals occur can take a range of forms. The general time independent case can be found in [1] where colonial movement is considered. More specific examples are also of interest. For example, the rate can be proportional to \( c - n \) where \( c \) and \( n \) denote the destination population carrying capacity and current size, respectively, for the immigrating particles [14]. The linear form chosen in Eq. 1 is similar, and can arise in population dynamics when resources able to deal with immigration are proportional to the current population size. Comments on the effects of configurations other than Eq. 1 are given in Sect. 2.5.5.
Fig. 1 Plots of population size mean and standard deviation for the process in Eq. 1. The background of 5000 simulations is provided, along with the sample means (A, C) and standard deviations (B, D). The time series approximations using up to 32 terms for constant rates $\alpha(t) = 1$, $\beta(t) = 20$ in A, B is provided. The case of variable rates $\alpha(t) = 1 - e^{-t}$ and $\beta(t) = 20e^{-t}$ using up to 8 time series terms are given in C, D (see text for further details). In all cases the initial population size had Poisson parameter $w = 0.5$.

For the present example, then, in Fig. 1 we can see the results of simulating the process of Eq. 1, along with the sample mean and standard deviation. This is done for the time independent case (Fig. 1A, B), where the population size will eventually reach a non-trivial equilibrium. It is also done for the time dependent case (Fig. 1C, D), with rates such that the initial growth will ultimately lose out to an increasing rate death process, resulting in extinction or the survival of a lone particle which cannot pairwise annihilate. The time series expansions (derived below) are also provided, showing a good fit for an initial time period. For the case of pure annihilation ($\beta = 0$) or pure immigration ($\alpha = 0$), closed form solutions can also be obtained (see below). The next few subsections describe the associated path integral machinery and expansion methods in more detail.

2.2 Ladder Operators

The algebra underlying the path integral for linear birth–death processes is the relatively standard ladder operators of quantum harmonic oscillators, so the overview is concise. However, some details of the underlying reproducing kernel are not normally discussed and are needed for the time series expansion, which will later be discussed in a bit more detail.

We have annihilation, creation and number operators $a$, $a^{\dagger}$ and $N$, that obey the usual commutation relations,

\begin{align*}
[a, a^{\dagger}] &= I, \\
[N, a] &= -a, \\
[N, a^{\dagger}] &= a^{\dagger}.
\end{align*}

(2)
Their action is defined on the orthogonal basis \(|n\rangle, n \in \{0, 1, 2 \ldots \}\), normalised via \(|m|n\rangle = \delta_{mn}m!\), as follows,

\[
\begin{align*}
   a |n\rangle &= n |n-1\rangle, \\
   a^{\dagger} |n\rangle &= |n+1\rangle, \\
   N |n\rangle &= n |n\rangle.
\end{align*}
\]

(3)

Now, if \(p_n(t)\) represents the probability of population size \(n\) at time \(t\), we have state vector \(|\Phi_t\rangle = \sum_n p_n(t) |n\rangle\) which satisfies evolution equation,

\[
\frac{\partial}{\partial t} |\Phi_t\rangle = L |\Phi_t\rangle,
\]

(4)

for a suitable Liouvillian operator \(L(a^{\dagger}, a; t)\). For the model above, the associated Liouvillian is given by [16, 17, 50],

\[
L = \alpha(t)(a^2 - (a^{\dagger})^2a^2) + \beta(t)(a^{\dagger} - 1).
\]

(5)

The last components needed are the coherent states. These are defined as \(|z\rangle = e^{za^{\dagger}}|0\rangle\) for possibly complex \(z\), and have the following properties,

\[
\begin{align*}
   a |z\rangle &= z |z\rangle, \\
   a^{\dagger} |z\rangle &= \frac{\partial}{\partial z} |z\rangle, \\
   \langle x|z\rangle &= e^{\bar{z}x}.
\end{align*}
\]

(6)

where the second equation is meant in the sense that \(\langle x|a^{\dagger}|z\rangle = \frac{\partial}{\partial z} \langle x|z\rangle\).

Next consider the path integral construction.

2.3 Path Integral Construction

Now, to construct a path integral for features of interest such as correlation functions and the moments given in Fig. 1 there are a few approaches. One can use the Bargman–Fock formalism adopted by Peliti [29, 50] which convert states and operators to functions. Other approaches vary depending on how the resolution of the identity is selected. The approach taken in [23] utilises a form that will be used in Sect. 4. However, the following identity shall be adopted, which is a standard form more often seen in quantum field theory, where,

\[
I = \int \frac{d\Omega(z)}{\pi} \frac{d\Omega(z)}{\pi} e^{-\bar{z}z} |z\rangle \langle z| = \int \frac{dz^2}{\pi} e^{-\bar{z}z} |z\rangle \langle z|.
\]

(7)

Now, to exemplify the expansion method, consider constructing a path integral for the population size generating function, \(G(x, w; t) = \sum_n p_n(t) x^n = \langle x|T e^{\int_0^t ds L(a^{\dagger}, a; s)} |\Phi_0\rangle\). We assume that the initial population is Poisson distributed with mean value \(w\), so \(|\Phi_0\rangle = e^{-w} |w\rangle\). The Liouvillian \(L(a^{\dagger}, a; s)\) can be time dependent, so we have the time ordering operator \(T\). The expansion method will utilise the path integral in an exact calculation, meaning the standard process of taking the continuum limit after time slicing to give an action does not suit our purposes. We take one step back, and find, using \(n\) time slices (with \(n\Delta = t\) and \(t_k = k\Delta\)) that,

\[
e^w \langle x|T e^{t_k \int_0^t ds L(a^{\dagger}, a; s)} |\Phi_0\rangle = \int \prod_{k=0}^{n} \frac{dz_k^2}{\pi} \langle x|z_n\rangle T \prod_{k=1}^{n} \langle z_k|e^{\Delta L(a^{\dagger}, a; t_k)}|z_{k-1}\rangle \langle z_0|w\rangle
\]

\[
= \int \prod_{k=0}^{n} \frac{dz_k^2}{\pi} \exp \left\{ \bar{x}z_n - \sum_{k=0}^{n} \bar{z}_kz_k + \sum_{k=1}^{n} \bar{z}_kz_{k-1} + \Delta \sum_{k=1}^{n} L(\bar{z}_k, z_{k-1}; t_k) + \bar{z}_0 w \right\}
\]

\[\circ\] Springer
\[
= \int \prod_{k=0}^{n} \frac{dz_k^2}{2\pi} \exp \left\{ - \sum_{k=0}^{n} \bar{z}_k z_k + \sum_{k=0}^{n+1} \bar{z}_k z_{k-1} \right\} 
\prod_{k=1}^{n} \left( 1 + \Delta \left[ \alpha(t_k) \left( \bar{z}_{k-1}^2 - \bar{z}_k^2 \right) + \beta(t_k)(\bar{z}_k - 1) \right] \right). \tag{8}
\]

Note that the weight notation has been simplified in the last line with the introduction of \(z_{n+1} \equiv x\) and \(z_{-1} \equiv w\). We are now left with an integration problem and time ordering has been resolved. The expansion method involves a path integral with the time slicing still in place. To proceed further, we need some reproducing kernel machinery, which we go through next.

### 2.4 Reproducing Kernel Machinery

Now a reproducing kernel \(K(x, w)\) satisfies the property

\[
K(x, w) = \int d\mu(z) K(x, z) K(z, w), \tag{9}
\]

for some suitable measure \(\mu(z)\).

Now the main utility of the choice of resolution of identity in Eq. 7 is down to the following relationship, which can be found by pre and post multiplying \(I\) by \(|x\rangle\langle w|\) (where \(x\) and \(w\) are for the moment treated as general and possibly complex).

\[
e^{\bar{x}w} = \int \frac{dz^2}{2\pi} e^{-\bar{z}z} e^{\bar{z} \bar{x} \bar{z} w}.
\tag{10}
\]

Thus we find that we have reproducing kernel \(K(x, w) = e^{\bar{x}w}\) for the measure \(\mu(z) = \frac{dz^2}{2\pi} e^{-\bar{z}z}\). Now, if we differentiate this form, we find the useful relationship,

\[
\int \frac{dz^2}{2\pi} e^{-\bar{z}z} z^m \bar{z}^n e^{\bar{z} \bar{x} \bar{z} w} = \partial_w^m \partial_{\bar{x}}^n \int \frac{dz^2}{2\pi} e^{-\bar{z}z} e^{\bar{z} \bar{x} \bar{z} w} = \partial_w^m \partial_{\bar{x}}^n e^{\bar{x}w},
\tag{11}
\]

where the shorthand \(\partial_w \equiv \frac{\partial}{\partial w}\) is adopted. In particular, we find,

\[
\int \frac{dz^2}{2\pi} e^{-\bar{z}z} \bar{z}^n e^{\bar{z} \bar{x} \bar{z} w} = w^n e^{\bar{x}w},
\]

\[
\int \frac{dz^2}{2\pi} e^{-\bar{z}z} \bar{z}^m e^{\bar{z} \bar{x} \bar{z} w} = \bar{x}^m e^{\bar{x}w}.
\tag{12}
\]

Thus the \(z\) and \(\bar{z}\) powers get substituted with \(w\) and \(\bar{x}\), respectively. When both variables are present, the result is more complicated and we get,

\[
\int \frac{dz^2}{2\pi} e^{-\bar{z}z} f(\bar{z}, z) e^{\bar{z} \bar{x} \bar{z} w} = f(\partial_w, w) e^{\bar{x}w},
\tag{13}
\]

\[
\int \frac{dz^2}{2\pi} e^{-\bar{z}z} g(z, \bar{z}) e^{\bar{z} \bar{x} \bar{z} w} = g(\partial_{\bar{x}}, \bar{x}) e^{\bar{x}w}.
\tag{14}
\]

Note in this last expression, we are treating the functions \(f\) and \(g\) as a power series in \(\bar{z}\) and \(z\), where the ordering is important. In \(f\), \(\bar{z}\) is left of \(z\), meaning the \(\partial_w\) terms are left of \(w\), whereas in \(g\) the order of \(z\) and \(\bar{z}\) is reversed. This somewhat akin to normal ordering of creation and annihilation operators, where the \(a^\dagger\) terms are left of \(a\) terms. From these we can
also recover the following expressions (where \( f(z) \) and \( g(\tilde{z}) \) are now taken to be functions of just one variable),

\[
\int d\mu(z) \frac{K(\tilde{x}, z)K(z, w)}{K(x, w)} f(z) = f(w),
\]

\[
\int d\mu(z) \frac{K(\tilde{x}, z)K(z, w)}{K(x, w)} g(\tilde{z}) = g(\tilde{x}),
\]

and find that the kernels can be interpreted to play a role that Dirac delta functions typically provide.

2.5 Path Integral Expansion

We now have what is needed to do the integration in Eq. 8. Consider integrating with respect to \( z_0 \), which implicates factor \( (1 + \Delta L(z_0, \tilde{z}_1; t_1)) \) from the product, and three terms \( e^{-\tilde{z}_1z_0}e^{\tilde{z}_1z_0}e^{\tilde{z}_0w} \) from the exponential weight. Note that we have now reversed the normal order of \( z_0 \) and \( \tilde{z}_1 \) in the factor. The reason for this will be explained shortly, but is trivial to implement, as these are commutative complex numbers rather than operators. Then from Eq. 13 this integrates to \( (1 + \Delta L(w, \tilde{z}_1; t_1))e^{\tilde{z}_1w} \). Next we integrate factors \( (1 + \Delta L(w, \tilde{z}_1; t_1))(1 + \Delta L(z_1, \tilde{z}_2; t_2)) \) with weights \( e^{-\tilde{z}_1z_1}e^{\tilde{z}_1z_1}e^{\tilde{z}_2w} \) with respect to \( z_1 \), resulting in \( (1 + \Delta L(w, \partial_w; t_1))(1 + \Delta L(w, \tilde{z}_2; t_2))e^{\tilde{z}_2w} \). Note again that the normal ordering is reversed, and also that second (later in time) factor is to the right. This form of time ordering allows \( \tilde{z}_1 \) and \( z_1 \) to be normal ordered and Eq. 13 be used correctly. We repeat this process iteratively until we obtain,

\[
e^wG(x, w; t) = \lim_{n \to \infty} \prod_{k=1}^{n} (1 + \Delta L(w, \partial_w; t_k))e^{\tilde{x}_w} = \int e_{\tilde{T}}^{\int_0^t ds L(w, \partial_w; s)} e^{\tilde{x}_w}. \tag{16}
\]

Note the re-emergence of a time ordering operator \( \tilde{T} \), although now time is ordered to the right. The final term obtained in the product will actually be \( L(w, x; t_n) \). However, the term \( x \) can be replaced by \( \partial_w \) due to the action on rightmost factor \( e^{\tilde{x}_w} \), resulting in the form above.

For most models of interest, the integration over time will be over rate parameters. For the model in Eq. 5 we find,

\[
e^wG(x, w; t) = \tilde{T} e^{A(t)(w^2 - \tilde{x}^2) + B(t)(\partial_w - 1)} e^{\tilde{x}_w}, \tag{17}
\]

where \( A(t) = \int_0^t ds \alpha(s) \) and \( B(t) = \int_0^t ds \beta(s) \) are cumulative annihilation and immigration rates.

It is possible to do the integration in reversed time order. That is, integrate with respect to \( z_n \) first and use Eq. 14 instead of 13, resulting in an equation in \( \tilde{x} \) instead of \( w \). The calculation is similar, although the difference between Eqs. 13 and 14 means the operator orders get reversed and we end up with,

\[
e^wG(x, w; t) = \tilde{T} e^{A(t)(\tilde{x}^2 - \tilde{x}^2) + B(t)(\tilde{x} - 1)} e^{\tilde{x}_w}, \tag{18}
\]

where \( \tilde{T} \) is the reverse time ordering operator.

Now differentiating either Eqs. 17 or 18 with respect to time produces the partial differential equation for the generating function, where we find (taking \( x \) to be real),

\[
G_t = \alpha(t)(1 - x^2)G_{xx} + \beta(t)(x - 1)G. \tag{19}
\]
The initial condition is \( G(x, w; 0) = e^{w(x-1)} \). This equation could have been obtained directly by differentiating \( e^w G = \langle x | T e^{\int_0^t L(a_1, a_2) ds} | w \rangle \) with respect to time and letting \( L \) act on \( \langle x | \). However, even with constant rates this PDE is not particularly trivial, and simplifying into canonical form [5] is not that helpful. For example, solutions for the simpler case of pure annihilation (\( \beta = 0, \alpha(t) = \alpha \)) are in series form and involve eigenvalue expansion techniques [44].

### 2.5.1 Pure Annihilation

First then, consider the simpler case of pure annihilation (\( \beta = 0 \)), where we find that the time ordering operator plays no active role and can be ignored in Eq. 17. Expanding in series we find that,

\[
e^w G(x, w; t) = \sum_{k=0}^{\infty} \frac{(A(t))^k k!}{k!} (w^2 - w^2 \partial^2_w)^k \sum_{m=0}^{\infty} \frac{(x w)^m}{m!}.
\]

Now we have the action of two operators to consider. In summary,

\[
w^2 : w^m \longrightarrow w^{m+2},
- w^2 \partial^2_w : w^m \longrightarrow -(m)_2 w^m,
\]

where we adopt the Pochhammer notation \((m)_2 = m(m-1)\). Thus either the power of \( w \) is increased by two with coefficient unity, or the power is unchanged and we pick up the factor \(-(m)_2\). Now if we start with power \( w^m \) and operate \( k \) times this can be viewed as a discrete walk involving these two classes of step as seen in Fig. 2A. Any walk that starts from height \( m \) and ends at height \( n = m + 2r \) in \( k \geq r \) steps must use operator \( w^2 \), \( r \) times, and operator \(-w^2 \partial^2_w \), \( k - r \) times. Now, each each distinct path connecting these points corresponds to a different order of operators, so it remains to combine the factors of the form \(-m)_2\) that emerge from the different paths.

To this end, define \( X_{k,n} \) as the product of coefficients 1 and \(-m)_2\), summed across all paths of length \( k \) that go from height \( m \) to \( n \) with \( r = \frac{1}{2}(n - m) \) increasing steps each of size

![Fig. 2 Plots of paths associated with annihilation and immigration processes.](attachment:image.png)

In **A**, annihilation walks consist of double up steps or flat steps. In **B**, immigration walks consist of horizontal or single down steps. In both cases weights associated with moves are given (see text for more details).
two. Now, we can form a recurrence by conditioning over a single step to find that;

\[ X_{k,n} = -(n)_2 X_{k-1,n} + X_{k-1,n-2}, \]
\[ X_{0,n} = \delta_{nm}. \]  

(22)

One can then attempt generating function approaches to solve the recurrence. However, by inspection, we note that if we take \(-Eq.17,\) the operator actions of interest are now, decreasing steps of size one, rather than increasing steps of size two, to consider. From with repetition allowed) to give,

\[ \text{Then again consider paths of} \ m \ \text{steps going from height} \ m \ \text{to} \ n. \ \text{All the horizontal steps have factor} \ -1. \ \text{The first down step has factor} \ m, \ \text{and the next down step has factor} \ m - 1, \ \text{irrespective of whether horizontal steps have occurred meanwhile. Then when} \ r \ \text{down steps take place, we get factor} \ (m)_r. \ \text{Let} \ X_{k,n} \ \text{sum these factors over paths, which follows a simpler recursion of the form} \ X_{k,n} = -X_{k-1,n} + (n + 1)X_{k-1,n+1}. \ \text{Note that requiring} \ n \ \text{to be non-negative limits the number of down steps. Now, it doesn’t matter where all the} \ m - n \ \text{down steps are positioned relative to the horizontal steps, the same factors occur, giving} \ (m)_{m-n} = \frac{m!}{n!} \ \text{(see Fig. 2B). Also, the number of ways to position the} \ k - m + n \ \text{horizontal steps is} \ \binom{k}{k-m+n}. \ \text{Thus we obtain,}

\[ G(x, z; t) = e^{-w} \sum_{k=0}^{\infty} \frac{B(t)^k}{k!} \sum_{m=0}^{\infty} \frac{x^m}{m!} \sum_{n=m\text{max}(0, m-k)}^{m} X_{k,n} w^n. \]  

(26)

where,

\[ X_{k,n} = (m)_{m-n} \binom{k}{k-m+n} (-1)^{k-m+n}. \]  

(27)

2.5.2 Pure Immigration

The solution for the case of \( \alpha = 0 \) (pure immigration) is similar, except now we have decreasing steps of size one, rather than increasing steps of size two, to consider. From Eq. 17, the operator actions of interest are now,

\[ \partial_w : w^m \rightarrow mw^{m-1}, \]
\[ -1 : w^m \rightarrow -w^m. \]  

(25)
Now, if the summation over \( n \) is moved to the left, after a little algebra, we find
\[
G(x, w; t) = e^{(x-1)(B+w)}.
\]
The simplicity of this result is reflected in the fact that for this example, the result can be more easily obtained from the first order PDE derived from Eq. 19, where \( G_t = \beta(x-1)G \), and even more trivially from the generating function expression in Eq. 18, or from the observation that the arrivals are Poisson with rate found from adding the initial rate \( w \) to the cumulative arrival rate \( B(t) \).

### 2.5.3 Annihilation and Immigration with Constant Rates

The case of mixed processes involves time ordering and is more involved. For the time independent case of constant rates (\( \alpha(t) = \alpha \) and \( \beta(t) = \beta \)), the problem can be approached in a similar manner to above, although the path walking element now has up, down and horizontal steps, going from \( m \) to \( n \). We now have two rates involved, meaning we have a recurrence of the following form,
\[
X_{k,n} = \alpha X_{k-1,n-2} - \alpha(n)_{2}X_{k-1,n} + \beta(n+1)X_{k-1,n+1} - \beta X_{k-1,n},
\]
\[
X_{0,n} = \delta_{n,m}. \tag{28}
\]
Then we similarly find a solution of the form,
\[
G(x, w; t) = e^{-w} \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} \frac{x^m}{m!} \sum_{n=\max\{0,m-k\}}^{m+2k} X_{k,n} w^n. \tag{29}
\]
This simplifies slightly if we introduce \( Y_{k,n} = \sum_{m=0}^{\infty} \frac{x^m}{m!} \sum_{k=0}^{\infty} \sum_{n=\max\{0,m-k\}}^{m+2k} X_{k,n} w^n \), which has corresponding recurrence,
\[
Y_{k,n} = (\alpha w^2 Y_{k-1,n-2} - \alpha t(n)_{2}Y_{k-1,n} + \beta w^{-1}t(n+1)Y_{k-1,n+1} - \beta t Y_{k-1,n})/k,
\]
\[
Y_{0,n} = e^{(x-1)w}, \tag{30}
\]
along with generating function,
\[
G(x, w; t) = \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} Y_{k,n}. \tag{31}
\]
This later form was used in Fig. 1A, B, where the mean and standard deviation of population size were extracted from the generating function in the standard way (e.g. \( \mathbb{E}(N_t) = G_x(1, w) \)), for \( k \leq 32 \). Higher order approximations started to run into numerical issues and likely require more than the standard double precision that was utilised in Matlab.

### 2.5.4 Annihilation and Immigration with Time Dependent Rates

For time dependent mixed processes the time ordering plays an active role. Now, expanding Eq. 17, we find generating function,
\[
e^{w} G(x, w; t) = \mathcal{T} \sum_{k=0}^{\infty} \frac{(A(t)A + B(t)B)^k}{k!} e^{x w}. \tag{32}
\]
Here \( A = w^2 - w^2 \partial_w^2 \) and \( B = \partial_w - 1 \) are operators. Note that although \( A \) and \( B \) are not time dependent, the time ordering operator \( \mathcal{T} \) is acting upon \( A(t)A \) and \( B(t)B \) and so they are time ordered.

\[\text{Springer}\]
Table 1 Coefficients for time dependent annihilation immigration model

| Order (k) | Rates | w Term | Order (k) | Rates | w Term |
|-----------|-------|--------|-----------|-------|--------|
| 0         | –     | w      | 3         | ααα   | −8w^2 − 64w^3 − 48w^4 |
| 1         | α     | −2w^2  |           |       |        |
|           | β     | 1      |           |       |        |
| 2         | αα    | 4w^2 + 8w^3 | αββ   | 8w^2  |
|           | αβ    | 0      |           | αβα   | 8w + 24w^2 |
|           | βα    | −4w    |           | βαβ   | 0      |
|           | ββ    | 0      |           | ββα   | −4     |
|           |       |        |           | βββ   | 0      |

The order is the \( k \)th term in series from Eq. 33, given up to \( k = 3 \). The rates are the time ordered rates to be integrated from 0 to \( t \). The \( w \) term indicates the weight of each integrated order rate.

If we focus on the expected population size, we then require,

\[
G_x(1, w; t) = e^{-w} \sum_{k=0}^{\infty} \frac{(A(t)A + B(t)B)^k}{k!} we^w.
\]

(33)

Consider these term by term. The zeroth order term \( (k = 0) \) can be simply read off as \( w \), the initial mean of the population. The first order term \( (k = 1) \) requires no time ordering and we obtain,

\[
e^{-w}(w^2 - w^2 \partial_w^2)we^w A(t) + e^{-w}(\partial_w - 1)we^w B(t)
= -2w^2 \int_0^t ds \alpha(s) + \int_0^t ds \beta(s).
\]

(34)

Second order and higher order terms require time ordering to be observed. For example, the second order term arising from operator product \( BA \) would be,

\[
e^{-w} \int_{0<s<s'<t} ds ds' \beta(s)\alpha(s') (\partial_w - 1)(w^2 - w^2 \partial_w^2)we^w
= -4w \int_{0<s<s'<t} \beta(s)\alpha(s').
\]

(35)

The term corresponding to \( AB \) comes out as zero because \( (w^2 - w^2 \partial_w^2)(\partial_w - 1)we^w \) vanishes. The full second order term is,

\[
(4w^2 + 8w^3) \int_{0<s_1<s_2<t} ds_1 ds_2 \alpha(s_1)\alpha(s_2) + (-4w) \int_{0<s_1<s_2<t} ds_1 ds_2 \beta(s_1)\alpha(s_2).
\]

(36)

The breakdown up to third order terms is given in Table 1, where the ordered rates to be integrated, and the associated functions of \( w \) are given. These features can be built up iteratively. The action of operators \( A \) and \( B \) can be expressed generally in the form,

\[
Af(x) \cdot e^x = x^2(f_{xx} - 2f_x) \cdot e^x
\]

\[
Bf(x) \cdot e^x = f_x \cdot e^x.
\]

(37)

Also, the coefficient of \( \beta\alpha\alpha \) given in Table 1 is simply obtained by differentiating the coefficient for \( \alpha\alpha \).
For the example in Fig. 1C, D the approximations up to order eight are given, which took about three hours on a laptop. The rates in this example can be integrated as an algebraic recursion, allowing for a relatively simple implementation. This was initially done with the aid of Matlab’s symbolic toolbox, although direct coding of the recursion was much quicker. Increasing the expansion’s order eventually resulted in memory and run time issues (due to the exponential number of terms), rather than precision became a limiting factor.

2.5.5 General Considerations

Some comments are warranted. To calculate the \( r \)th factorial moments, we just replace \( w\) with \( we^w \) in Eq. 33. Note that the integrated rates \( A(t), B(t) \) and operators \( A, B \) remain identical irrespective of what moment is considered.

The time ordering component is the hardest part of the calculation, which involves integrating over simplexes such as \( 0 < s_2 < s_1 < t \) in Eq. 35. This was done recursively via Matlab. For constant rates the calculation in Sect. 2.5.4 is trivial resulting in terms of the form \( \frac{\alpha^m \beta^n t^{m+n}}{m!n!} \), although then the approach of previous Sect. 2.5.3 becomes applicable. The case of a single time dependent factor \( A(t) = B(t) \) is also relatively simple because the time ordering just reduces to a general term of the form \( \frac{A(t)^k}{k!} \). Note the recursion direction for integration of the rates over a simplex (forward time). This is in opposite order to the operator recursion (reverse time), where, for example, the calculation of \( ABwe^w \) can be obtained recursively from \( Bwe^w \). These different directions need aligning during implementation.

For the more general setting, using families of rate functions closed under the rate recurrence will avoid getting into intractable integration. The model used in Fig. 1C, D belonged to the family of terms with the form \( t^ne^n \) which are closed under recursion making the calculation tractable, which will not always be the case.

This has all been implemented by acting on the initial state variable \( w \). However, the expansion could have been performed using the generating function variable \( x \) with Eq. 18, although then the operators \( A \) and \( B \) act on \( x \) as does the operator \( \partial_x \) needed to extract moments from the generating function and some care is needed. Time ordering is also reversed in this case.

The modifications for different models to that of Eq. 1 are implemented relatively straightforwardly by adjusting Eq. 16. For example, if we modify the pure immigration process to a pure birth process \( A \rightarrow A + A \), the exponent becomes \( B(t)(w\partial^2_n - w\partial_n) \). One can then adapt the path expansion techniques of Sect. 2.5.2 (or in this case solve Eq. 16 directly). For more general processes, corresponding Liouvillians can be constructed and expansions formed similarly. However, the Doi-Peliti framework is most naturally suited to linear rates, which have simpler expansions in this framework.

2.6 Interaction Picture Perturbation

It is natural to question what happens when the classical Dyson series approach of time dependent perturbation is adapted to the methods above. Dyson series perturbation uses the interaction picture, which assumes that the Liouvillian can be split up as \( L = H + V(t) \), where \( H \) is a well behaved part, and the remaining terms in \( V \) treated perturbatively. Typically, time dependencies are contained in \( V(t) \).

Then next we introduce the state (in the interaction picture) \( |\xi_t\rangle_I = e^{-Ht} |\Phi_t\rangle \) (so that \( |\xi_0\rangle_I = |\Phi_0\rangle \)) and operator (in interaction picture) \( V_I(t) = e^{-Ht} V(t) e^{Ht} \). This leads to the following conditions, with time ordering operator \( \hat{T} \).
\[ \frac{\partial}{\partial t} |\xi_t\rangle_I = V_I(t) |\xi_t\rangle_I, \]

\[ |\xi_t\rangle_I = \mathcal{T} e^\int_0^t ds V_I(s) |\xi_0\rangle_I. \] (38)

Then if we consider a feature of interest, such as the factorial moments, we find,

\[ \mathbb{E}((N_t)_m) = \langle 1|a^m|\Phi_I \rangle = \langle 1|a^m e^{H_I} \sum_{m=0}^{\infty} \int_{0<s_1<\cdots<s_m<t} V_I(s_m) \cdots V_I(s_1) |\Phi_0 \rangle. \] (39)

Now to progress further we need to use resolutions of identity between operators. We do this for the example in Eq. 1, where we use \( H = \beta(a^\dagger - 1) \) and \( V(t) = \alpha(t)(1 - (a^\dagger)^2)a^2. \) We assume \( \beta(t) = \beta \) is constant and \( \alpha(t) \) is time dependent. Then consider the required terms. Firstly we find using Eq. 6 that,

\[ \langle z|e^{H_I}|z'\rangle = e^\hat{z}z' e^{\beta t(\hat{z} - 1)}. \] (40)

From this we find (using the resolution of identity twice) that,

\[ \langle z|V(s)|z'\rangle = \int dx \int dy \frac{d^2x}{\pi} \frac{d^2y}{\pi} e^{-\hat{x}x} e^{-\hat{y}y} \langle z|e^{-H_I} |x\rangle \langle x|V(t)|y\rangle \langle y|e^{H_I}|z'\rangle = \alpha(t)e^{-\beta t(\hat{z} - 1)} e^{\hat{z}z'} (z')^2 (1 - z^2). \] (41)

Note that the time variable is not separable from the integration variables (cf. Eq. 36) and we are left with difficult integrations if we attempt to use this with Eq. 39. Furthermore, most time dependent stochastic models of interest will have rates that either all depend upon time, or none do, making the extraction of a simpler component \( H \) somewhat redundant.

### 3 \( su(1, 1) \) Reproducing Kernel Expansion Methods

The Doi-Peliti methods described above (stemming from the Lie algebra of Eq. 2) are ideally suited for birth–death processes with linear rates. However, quadratic rates can also be modelled this way: the resultant Liouvillians involve quartic terms, from which time series expansions can be formed (or standard perturbative methods applied). However, we now demonstrate that the \( su(1, 1) \) Lie algebra offers an alternative approach, from which general time series expansions can also be constructed. In contrast, however, these are now most naturally suited for birth–death processes with quadratic rates. This hinges on finding a suitable resolution of identity and associated reproducing kernel which is now explored.

#### 3.1 The Model

The following model will eventually be considered,

\[ A \xrightarrow{\alpha_n(t)} A + A, \]

\[ A \xrightarrow{\beta_n(t)} \phi. \] (42)

That is, we have standard birth and death, with rates that are quadratic in population size. The overall rates \( \alpha_n(t) = \alpha(t)(n^2 + vn) \), and \( \beta_n(t) = \beta(t)(n^2 + vn) \) can be time dependent.

The linear adjustment \( v \) is a fixed positive real number which adds a bit of flexibility, but is fixed across time and both processes.
In terms of motivation for such a model, non-linear rate birth death processes have seen fruitful development. Methods for a range of polynomial rate processes can be found in [55, 62]. This includes quadratic rate processes, for which Valent has specific results [53] (see also references in [62]). The case of quadratic rates was originally considered in a genetics application by Karlin and McGregor [35]. This has since seen development via Hahn polynomials [28], numerical approaches via continued fractions [48], and applications to forms of fluid flows [49]. The development of field theoretic approaches tailored to such systems would be of interest, as is now provided in detail.

3.2 The Algebra

First we consider a general framework that the above model will be applied to. We introduce an orthogonal set of states \( |n\rangle \), \( n \in \{0, 1, \ldots\} \), this time with normalisation \( \langle m|n \rangle = \delta_{mn} \Gamma(n + 1)\Gamma(n + v + 1) \). It is assumed that \( p_n(t) \) is the population size probability distribution for the system of interest. To look for an appropriate algebra for the system, the usual state vector is assumed,

\[
|\Phi(t)\rangle = \sum_{n=0}^{\infty} p_n(t) |n\rangle .
\]  

(43)

Next annihilation, creation and number operators, \( a, a^\dagger \) and \( N \), respectively, are introduced such that,

\[
a |n\rangle = (n^2 + vn) |n - 1\rangle ,
\]

\[
a^\dagger |n\rangle = |n + 1\rangle ,
\]

\[
N |n\rangle = n |n\rangle .
\]

(44)

Then by letting commutators act on \( |n\rangle \) we find the following non-trivial relations,

\[
[a, a^\dagger] = 2N + v + 1 \equiv 2M,
\]

\[
[M, a] = -a,
\]

\[
[M, a^\dagger] = a^\dagger.
\]

(45)

Thus we obtain the operator triple \( M, a \) and \( a^\dagger \) which obey the commutation relations of semi-simple Lie algebra \( su(1, 1) \). Note that this three dimensional Lie algebra is not isomorphic to the standard one adopted from quantised harmonic oscillators from the previous section. More specifically, the Lie algebra \( \mathfrak{g} \) of the quadruple \( I, a, a^\dagger \) and \( N \) in Eq. 2 is solvable, with the upper series \( \mathfrak{g}^{(3)} = 0 \) terminating after three commutations. Alternatively, if we factor out (in turn) the ideals \( \{I\} \), \( \{a, a^\dagger\} \) and \( \{N\} \), we can resolve \( \mathfrak{g} \) as \( t(1) \oplus t(2) \oplus t(1) \). In both cases we are using an infinite dimensional representation of the relevant Lie algebra [22, 56].

Now with these relations the form of the dynamic equation is still that seen in Eq. 4, except this time to model the system above we have a Liouvillian of the form,

\[
L = \alpha(t) \left( (a^\dagger)^2 a - a^\dagger a \right) + \beta(t) \left( a - a^\dagger a \right) .
\]

(46)

Note that this is the standard Liouvillian for a birth–death process, except that now the rates are quadratic in population size rather than linear. This suggests we have a natural framework for the model. The rates \( \alpha(t) \) and \( \beta(t) \) are time dependent functions left in an unspecified form.
We again need the notion of a coherent state. These are now defined as,

\[ |z\rangle = \sum_{m=0}^{\infty} \frac{(za^\dagger)^m}{\Gamma(m+1)\Gamma(m+v+1)} |0\rangle, \tag{47} \]

which (after some manipulations using the commutation relations) have the following properties,

\[ a |z\rangle = z |z\rangle, \quad a^\dagger |z\rangle = z^{-v} \partial_z z^{1+v} |z\rangle, \]

\[ \langle x|z\rangle = \sum_{m=0}^{\infty} \frac{(\bar{x}z)^m}{\Gamma(m+1)\Gamma(m+v+1)} = I_v(2\sqrt{\bar{x}z}) \equiv \hat{I}_v(\bar{x}z), \tag{48} \]

where \( \partial_z \equiv \frac{\partial}{\partial z} \), and we have the modified Bessel function of the first kind in the last expression \[9\]. The unorthodox modified, modified Bessel function \( \hat{I}_v \) is introduced purely to simplify expressions.

Finally we note that in this framework the coherent state \( |1\rangle \) stills plays the same role as a sum over states. However, note that moments are extracted differently. We find, for example (using \( N_t \) as the population size random variable, distinct from the number operator \( N = \frac{1}{2}(aa^\dagger - a^\dagger a - 1) \)),

\[ E(N_t^m) = \langle 1|N_t^m|\Phi_t\rangle, \]
\[ E(N_t^2) = \langle 1|a|\Phi_t\rangle. \tag{49} \]

The last term that is needed is the product of a coherent and a base state, where the standard form \( \langle z|n\rangle = \bar{z}^n \) is found, which means the probability generating function is just \( \langle z|\Phi_t\rangle = \sum_{n=0}^{\infty} p_n(t)\bar{z}^n \).

### 3.3 Path Integral Construction

Now that the machinery has been developed, path integrals of interest can be formed. This relies on a suitable resolution of identity. To this end, the following identity is defined,

\[ I = \int \frac{d\sigma^2}{2 \pi^2} |z|^v K_v(2|z|) |z\rangle \langle z|, \tag{50} \]

where \( K_v \) is a modified Bessel function of the second kind \[9\], and integration is over the entire complex domain. The validity of this will be seen in the next subsection, where properties of the associated reproducing kernel are considered.

To construct a path integral for features of interest, an initial state is also needed. Given the framework above, the most convenient form will be seen to be \( |\Phi_0\rangle = \hat{I}_v(w)^{-1} |w\rangle \).

Then if we consider the path integral for the generating function, time slicing in the usual fashion results in the expression,

\[ \hat{I}_v(w)G(x, w; t) = \int \mathcal{D}z \langle x|z_n\rangle \prod_{k=1}^{n} \langle z_k|e^{\Delta L(a^\dagger \partial a; t_k)}|z_{k-1}\rangle \langle z_0|w\rangle \]
\[ = \int \mathcal{D}z \prod_{k=1}^{n} (1 + \Delta L (\bar{z}_k, z_{k-1}; t_k)) \prod_{k=0}^{n+1} \hat{I}_v (\bar{z}_k z_{k-1}), \tag{51} \]

where we have measure \( \int \mathcal{D}z = \prod_{k=0}^{n} \int \frac{d\bar{z}^2}{2 \pi} |z|^v K_v(2|z_k|) \), and set \( z_{n+1} = 1 \) and \( z_{-1} = w \).
This will later be used for expansion methods and to find some exact results (in Sect. 3.5). First we need some properties of the associated reproducing kernel.

### 3.4 The Reproducing Kernel

Now given the normalisation properties in Eq. 48 we can pre and post multiply Eq. 50 by $\langle u |$ and $| v \rangle$ to get the expression,

$$
\hat{I}_v(\bar{u}v) = \int \frac{dz^2}{\pi} 2|z|^v K_v(2|z|) \hat{I}_v(\bar{u}z)\hat{I}_v(\bar{z}v). \tag{52}
$$

Thus we have a reproducing kernel $\hat{I}_v(\bar{u}v)$ with measure $d\mu(z) = \frac{2}{\pi} dz^2 |z|^v K_v(2|z|)$. Coherent state formalism of this nature was originally developed for charged bosons [6, 39], although the most comprehensive and transparent exposition can be found in a more recent application to Landau levels [3].

Now from the series expansion for $\hat{I}_v$ we find $\Delta_x \hat{I}_v(xy) = y \hat{I}_v(xy)$, where we define the differential operator $\Delta_x = x^{-v}\partial_x x^{1+v}\partial_x$. Thus from the expression above we find,

$$
\int d\mu(z) z^m z^n \hat{I}_v(\bar{u}z)\hat{I}_v(\bar{z}v) = \Delta_v^m \Delta_u^n \hat{I}_v(\bar{u}v). \tag{53}
$$

Thus for functions $f(z)$ or $g(\bar{z})$ that contain one of $z$ or its conjugate we get the simple reproducing results,

$$
\begin{align*}
\int d\mu(z) f(z) \frac{\hat{I}_v(\bar{u}z)\hat{I}_v(\bar{z}v)}{\hat{I}_v(\bar{u}v)} &= f(\bar{v}), \\
\int d\mu(z) g(\bar{z}) \frac{\hat{I}_v(\bar{u}z)\hat{I}_v(\bar{z}v)}{\hat{I}_v(\bar{u}v)} &= f(\bar{u}). \tag{54}
\end{align*}
$$

For functions involving both variables, the terms interact and the result is more complicated. Consider a function $f(\bar{z}, z)$ written such that $\bar{z}$ is left of $z$, along with a function $g(\bar{z}, z)$ with $z$ followed by $\bar{z}$. Then we find that,

$$
\begin{align*}
\int d\mu(z) f(\bar{z}, z) \hat{I}_v(\bar{u}z)\hat{I}_v(\bar{z}v) &= f(\Delta_v, v) \hat{I}_v(\bar{u}v), \\
\int d\mu(z) g(\bar{z}, z) \hat{I}_v(\bar{u}z)\hat{I}_v(\bar{z}v) &= g(\Delta_u, \bar{u})\hat{I}_v(\bar{u}v). \tag{55}
\end{align*}
$$

This is the form that will be applied to the path integral in Eq. 51 (cf. Eqs. 13, 14).

### 3.5 Time Series Expansion

The expansion methods are now very similar to the previous section. First the path integral is calculated, which can again be performed forward or backward in time. Integrating forward or backward in time induces the same ordering requirements as the last section, and we end up with the following form,

$$
\begin{align*}
\hat{I}_v(w)G(x, w; t) &= \mathcal{T} e^{A(t)w(\Delta_w \Delta_u = \Delta_w) + B(t)w(1 - \Delta_u)} \hat{I}_v(\bar{x}w), \tag{56} \\
\hat{I}_v(w)G(x, w; t) &= \mathcal{T} e^{A(t)(\bar{x}^2 - \bar{x}) + B(t)(1 - \bar{x})\Delta_x} \hat{I}_v(\bar{x}w), \tag{57}
\end{align*}
$$

where we again have integrated rates $A(t) = \int_0^t ds \alpha(s)$ and $B(t) = \int_0^t ds \beta(s)$. These can now be expanded in much the same way as Sect. 2. There the expansion was performed in
terms of \( w \) dependent operators. However, the expansion can also be done on the generating function variable \( x \), which we next exemplify.

### 3.5.1 Pure Birth

If we take the pure birth case \((\beta(t) = 0)\) we find time ordering is not important, and expanding Eq. 57 (choosing \( x \) to be real),

\[
\hat{I}_v(w) G(x, w; t) = \sum_{k=0}^{\infty} \frac{A(t)^k}{k!} (x^2 \Delta x - x \Delta x)^k \sum_{m=0}^{\infty} \frac{(xw)^m}{\Gamma(m+1)\Gamma(m+v+1)}. \tag{58}
\]

Then note that we have the following operator actions, where we use shorthand \((m)_\nu \equiv m(m+\nu)\) (this should not be confused with the Pochhammer symbol, which is not used in this section),

\[
x^2 \Delta x : x^m \longrightarrow (m)_\nu x^{m+1}, \\
-x \Delta x : x^m \longrightarrow -(m)_\nu x^m. \tag{59}
\]

Thus we have a walk that either goes up one step or moves horizontally, both with the same coefficient \((m)_\nu\) (albeit with different signs). Now if we have a path over \( k \) steps that includes \( r \) increases, then we must have factors \((m)_\nu, (m+1)_\nu, \ldots, (m+r)_\nu\) occurring at the up steps. The remaining \( k - r \) horizontal steps are composed from \((-1)^{k-r}\) and a subset of these factors (with repetition allowed). Then we find that if \( X_{k,r} \) sums the products across the paths, that (cf. Eq. 23),

\[
X_{k,r} = (m)_\nu (m+1)_\nu \ldots (m+r)_\nu \sum_{\{\eta_i: \sum \eta_i = k-r\}} (m)_{\nu_0} (m+1)_{\nu_1} \ldots (m+r)_{\nu_r} (-1)^{k-r}. \tag{60}
\]

The generating function can then be written as,

\[
G(x, w; t) = I_v(w)^{-1} \sum_{k=0}^{\infty} \frac{A(t)^k}{k!} \sum_{m=0}^{\infty} \frac{(xw)^m}{\Gamma(m+1)\Gamma(m+v+1)} \sum_{r=0}^{k} X_{k,r} x^r. \tag{61}
\]

Again like Sect. 2 we have an inner product for the generating function, this time between an exponential and a modified Bessel function. Note that the mixing factor \(\sum_{r=0}^{k} X_{k,r} x^r\) now involves \( x \) (rather than \( w \)) meaning getting moments is slightly more awkward, but the results of expanding with respect to \( x \) or \( w \) are similar. Note that the expansion in terms of \( w \) would involve down steps rather than up steps.

### 3.5.2 Pure Death

If we take the pure death case \((\alpha(t) = 0)\) we similarly find, expanding Eq. 57, that (again choosing \( x \) to be real),

\[
\hat{I}_v(w) G(x, w; t) = \sum_{k=0}^{\infty} \frac{B(t)^k}{k!} ((1 - x)\Delta x)^k \sum_{m=0}^{\infty} \frac{(xw)^m}{\Gamma(m+1)\Gamma(m+v+1)}. \tag{62}
\]

Then the following operator actions are needed, where,
\[ \Delta_x : x^m \mapsto (m)_v x^{m-1}, \]
\[ -x \Delta_x : x^m \mapsto -(m)_v x^m. \]  

Then we have the same situation as before, except now we have down steps. If \( X_{k,r} \) again sums the factors over paths, we similarly find,

\[ X_{k,r} = (m)_v (m-1)_v \ldots (m-r)_v \sum_{\{\eta; \sum_{i=0}^{\eta} = k\}} (m)_r^\eta (m-1)_r^\eta \ldots (m-r)_r^\eta (-1)^{k-r}. \]  

The generating function then takes a similar form to above (albeit with distinct \( X_{k,r} \)),

\[ G(x, w; t) = \hat{I}_v(w)^{-1} \sum_{k=0}^{\infty} \frac{B(t)^k}{k!} \sum_{m=0}^{\infty} \frac{(xw)^m}{\Gamma(m+1)\Gamma(m+v+1)} \sum_{r=0}^{\min[k,m]} X_{k,r}x^{-r}. \]  

### 3.5.3 Time Independent Birth and Death

When both processes are included we need to consider time ordering. For time independent rates, the path walking approach can be used, giving a solution semi-numerical in nature. We now have all four operators above involved and so the paths can move up, down and horizontally (with two choices of coefficient). If \( X_{k,r} \) sums the coefficients over paths, the following recurrence is applicable,

\[ X_{k,r} = \alpha(m+r-1)_v X_{k-1,r-1} - \alpha(m+r)_v X_{k-1,r} \]
\[ + \beta(m+r+1)_v X_{k-1,r+1} - \beta(m+r)_v X_{k-1,r}. \]  

The generating function is then,

\[ G(x, w; t) = I_v(w)^{-1} \sum_{k=0}^{\infty} \frac{t^k}{k!} \sum_{m=0}^{\infty} \frac{(xw)^m}{\Gamma(m+1)\Gamma(m+v+1)} \sum_{r=-\min[k,m]}^{k} X_{k,r}x^r. \]  

### 3.5.4 Time Dependent Birth and Death

For time dependent rates \( \alpha(t) \) and \( \beta(t) \) the time ordering needs to be considered in much the same way as Sect. 2 giving a numerical, semi-analytic approach. This requires a bit of formalism and it is a bit simpler to consider operators acting on \( w \) rather than \( x \). We introduce a generalised modified, modified Bessel function,

\[ \hat{I}_v'(w; f) = \sum_{m=\max(0, -r)}^{\infty} \frac{w^{m+r} f(m)}{\Gamma(m+1)\Gamma(m+v+1)}. \]  

Now, from Eq. 56 we can write the expected size as the following expansion (higher order moments can be obtained in much the same way),

\[ \hat{I}_v(w) \mathbb{E}(N_r) = \bar{T} \sum_{k=0}^{\infty} \frac{(A(t)A + B(t)B)^k}{k!} I_v^0(w; m), \]

where we have operators \( A = w(\Delta_w^2 - \Delta_w) \) and \( B = w(1 - \Delta_w) \). Now we know that \( \Delta_w : w^m \mapsto (m)_v w^{m-1} \), and so we find actions,

\[ A \cdot I_v'(w; f) = I_v'^{-1}(w; (m+r)_v f) - I_v'(w; (m+r)_v f), \]

\[ B \cdot I_v'(w; f) = I_v'^{-1}(w; (m+r)_v f) - I_v'(w; (m+r)_v f), \]

Springer
\[ B \cdot I^\nu_v(w; f) = I^{\nu+1}_v(w; f) - I^\nu_v(w; (m + r)_v f). \]  

(70)

Then, the zeroth order term \((k = 0)\) for the mean requires no time ordering, and we get \(I^\nu_v(w)^{-1} I^0_\nu(w; m)\). The first order term \((k = 1)\) also requires no time ordering and is found from the action of \((A(t)A + B(t)B)\) on \(I^0_\nu(w; m)\) (details are left to the reader). Second order (and higher) terms require time ordering and is much like Sect. 2. For example the action of \(BA\) arising in the expansion of second order terms \((k = 2)\) is given by,

\[
I^\nu_v(w) - I^{-1}_\nu(w; (m - 1)_v (m)^2 (m)) - I^1_\nu(w; (m)_v, m))
\]

(71)

\[
\int_0<s'<t ds' \alpha(s') \beta(s).
\]

Higher order terms can be obtained similarly, allowing approximations to moments to be evaluated.

### 4 Diffusion Equations

Stochastic PDEs provide a way of modelling Brownian motion and generalizations thereof [40]. Such systems have been put into path integral form previously [41–43, 47, 66]. More recently, the work of [25, 46] has seen application of the Doi framework to establish duality between diffusion processes and birth–death processes. This section develops a Doi algebra based path integral formalism for diffusion processes that allows time series expansion to be successfully applied, as well as obtaining exact results.

#### 4.1 Setup

Now, as noted in [46], diffusion equations can be modelled in the following way. Take a stochastic PDE of the following form,

\[
dX_t = \mu(X_t, t) dt + \sigma(X_t, t) dW_t,
\]

(72)

where \(\mu(X_t, t)\) is a drift term and \(\sigma(X_t, t)\) is a noise term, weighting the standard Brownian motion, \(dW_t\). Let \(P(x, t)\) denote the associated probability density function, which satisfies the Fokker-Planck equation,

\[
\frac{dP}{dt} = -\mu(x, t) \frac{dP}{dx} + \frac{1}{2} \sigma(x, t)^2 \frac{d^2P}{dx^2}.
\]

(73)

We assume for simplicity that the process starts at a known fixed value \(X_0 = w\).

Now, to use Doi formalism, the following state representation is adopted,

\[
|\Phi_t\rangle = \int dx \ P(x, t) |x\rangle,
\]

(74)

where the states \(|x\rangle\) are coherent (in the sense of Sect. 2). The initial condition is thus simply represented by the state \(|\Phi_0\rangle = |w\rangle\), and the Fokker-Planck equation can be re-written as,

\[
\frac{\partial}{\partial t} |\Phi_t\rangle = L |\Phi_t\rangle,
\]

(75)
where the Liouvillian operator $L$ is given by,

$$L(a^\dagger, a; t) = a^\dagger \mu(a, t) + \frac{1}{2}(a^\dagger)^2 \sigma(a, t)^2.$$

(76)

The sign change between Eqs. 73 and 76 is due to an integration by parts when using the representation in Eq. 74. Note also that the order of operators $a$ and $a^\dagger$ representing $x$ and $\frac{\partial}{\partial x}$ gets swapped. This formalism also relies on the assumption that $\mu$ and $\sigma^2$ are polynomial functions of $x$. Note that the operators are then in natural order.

Now to construct features of interest note that the coherent state $|0\rangle$ (which is also the null state) plays the role of the sum operator usually seen in Doi formalism. We find that probability conservation is given by the expression $L|\Phi_1\rangle = 0$. It can also be seen that $\langle iy|\Phi_1\rangle$ is the characteristic function, and $\langle s|\Phi_1\rangle$ is the moment generating function. We shall consider correlation functions, such as the $m$th factorial moment $E_X((X_t)^m) = \langle 0|a^m|\Phi_1\rangle$. To do this, we next we build associated path integrals.

4.2 Exact Calculation

To construct a path integral requires the construction of a resolution of identity. We could use that of Eq. 7, however, the following form offers simpler exact calculations and offers an alternative reproducing kernel to consider,

$$I = \int \int \frac{du}{2\pi} e^{-iuv} |i v\rangle \langle u|.$$

(77)

Here $u$ and $v$ are real variables [23]. Then time slicing results in the following matrix element,

$$\langle z|e^{\int_0^t ds L(a^\dagger, a; s)}|w\rangle = \int \int \prod_{k=0}^N \frac{du_k dv_k}{2\pi} \exp \left\{ -i \sum_{k=0}^N u_k v_k + i \sum_{k=1}^N u_k v_{k-1} \right\}$$

$$+ i z v_n + \sum_{k=1}^N \Delta L(u_k, i v_{k-1}; t_k) + u_0 w \right\}.$$

(78)

This is the form that we shall use for time series expansion. However, to see the path integral continuum approach, consider the example with $\mu(a, t) = \alpha(t)a + \beta(t)$ and $\sigma(a, t)^2 = \sigma(t)^2$, that is, scaled, time dependent Brownian motion with linear drift. Then taking the continuum limit, and forming a generating functional by adding a source term with function $J$ to the resultant action, gives the following (an integration by parts also takes place in the action),

$$G(z, x, J; t) = \int \int Du Dv \exp \left\{ i v(t)(z - u(t)) + u(0)x \right\}$$

$$+ \int_0^t ds \left[ \beta(s)u(s) + \frac{1}{2} \sigma(s)^2 u(s)^2 \right]$$

$$+ \int_0^t ds \left[ \alpha(s)u(s) + J(s) \right],$$

(79)

where $\int \int Du Dv = \lim_{n \to \infty} \int \prod_{k=0}^n \frac{du_k dv_k}{2\pi}$.

Then integration over the $v$ variable forces the conditions,

\[ Springer \]
\[ u(t) = z, \]
\[ \frac{\partial u(s)}{\partial s} = -\alpha(s)u(s) - J(s). \]  

(80)

Integration over the \( u \) variables then results in the solution,

\[ G(z, x, J; t) = \exp \left\{ u(0)x + \int_0^t ds \left[ \beta(s)u(s) + \frac{1}{2}\sigma(s)^2 u(s)^2 \right] \right\}, \]

\[ u(s) = z \exp \left\{ \int_s^t ds' \alpha(s') \right\} + \int_s^t ds' J(s') \exp \left\{ \int_s^{s'} ds'' \alpha(s'') \right\}. \]  

(81)

This allows us to get correlation functions of interest. For example, the mean is given by the functional derivative,

\[ \mathbb{E}(X_t) = \left. \frac{\delta G(0, x, J; t)}{\delta J(t)} \right|_{J=0} = x \exp \left\{ \int_0^t ds \alpha(s) \right\} + \int_0^t ds \beta(s) \exp \left\{ \int_s^t ds' \alpha(s') \right\}, \]  

(82)

which can be quickly found directly from the stochastic PDE in Eq. 72. However, higher order moments are less easy to get this way, but can be readily obtained from the generating functional. Other features of interest, such as the characteristic function \( \mathbb{E}_X(e^{iyX_t}) = G(iy, x, 0, t) \) are also available from the same formalism.

Note that this path integral, obtained with the resolution of identity in Eq. 77, gives the same form of action that a Bargman–Fock type approach used by Peliti [50] would produce, although the derivation is slightly different.

### 4.3 Expansion Methods

Expansion methods can also be applied to these systems, as is now demonstrated. To highlight them, we analyse the characteristic function which can be written as \( \mathbb{E}_x(e^{iyX_t}) = \langle iy | T e^{\int_0^t ds L(a^\dagger, a; s)} | w \rangle \). To implement the expansion methods, we need to identify an associated reproducing kernel system. Now, if we left and right multiply Eq. 77 by \( \langle x | \) and \( | iy \rangle \), respectively, note that,

\[ e^{ixy} = \int \frac{du}{2\pi} \frac{dv}{2\pi} e^{-iuv} e^{ixv} e^{iuy} = \int du \frac{\delta(u - x)}{2\pi} e^{iuy} = \int dv \frac{\delta(v - y)}{2\pi} e^{ixv}. \]  

(83)

This is an integral over delta functions and (unlike Eq. 10) is interpreted in the distribution sense. Note that there is some latitude in this identity. If \( x \) (resp. \( y \)) is real, then \( y \) (resp. \( x \)) can be any complex number. Now from this we obtain,

\[ \int \frac{du}{2\pi} \frac{dv}{2\pi} e^{-iuv} u^m(v)^n e^{ixv} e^{iuy} = \partial_{iy}^m \partial_x^n e^{ixy}. \]  

(84)

This results in the more general forms,

\[ \int \frac{du}{2\pi} \frac{dv}{2\pi} e^{-iuv} f(u, iv) e^{ixv} e^{iuy} = f(\partial_y, iv)e^{ixy}, \]

\[ \int \frac{du}{2\pi} \frac{dv}{2\pi} e^{-iuv} g(iv, u) e^{ixv} e^{iuy} = g(\partial_x, x)e^{ixy}. \]  

(85)
Note that the transformation of the function $f$ is essentially equivalent to that of Eqs. 13 and 14. Using the associated kernel properties of Sect. 2 could have been used in this section to give the same results.

Then, from Eq. 78, the path integral for the characteristic function, for example, can be expressed as,

$$
\mathbb{E}(e^{iyX_t}) = \langle iy|e^{\int_0^t ds L(a^+,a;)}|w\rangle
$$

$$
= \int \int DuDV \exp \left\{ -i \sum_{k=0}^n u_k v_k + i \sum_{k=0}^{n+1} u_k v_{k-1} \right\} \prod_{k=1}^n \left( 1 + \Delta L(u_k, i v_{k-1}; t_k) \right),
$$

where we have $u_{n+1} \equiv 0$ and $v_{-1} \equiv -iw$, and measure $\int \int DuDV \equiv \int \prod_{k=0}^n \frac{du_k dv_k}{2\pi}.$

Then doing the integration term by term gives the following, where $M(w,t) = \int_0^t ds \mu(w,s)$ and $S(w,t)^2 = \int_0^t ds \sigma^2(w,s)$ are the cumulative drift and noise,

$$
\mathbb{E}(e^{iyX_t}) = e^{M(w,t)\partial w + \frac{1}{2} S(w,t)^2 \partial^2 w} e^{iyw}.
$$

The expansion techniques are then similar to previous sections. If we consider geometric Brownian motion as a simple example, we have drift $\mu(X_t,t) = \mu X_t$ and noise $\sigma(X_t,t)^2 = \sigma X_t$ terms, we find,

$$
\mathbb{E}(e^{iyX_t}) = \sum_{m=0}^\infty \sum_{k=0}^\infty \frac{t^k}{k!} (\mu m + \frac{1}{2} \sigma^2 m(m-1)) \frac{(iyw)^m}{m!}.
$$

Then the operators to consider are,

$$
 w\partial_w : w^m \rightarrow mw^m,
$$

$$
 w^2\partial^2_w : w^m \rightarrow (m)_{2}w^m.
$$

Thus we have neither up or down steps to consider, just horizontal steps. This makes the path counting exercise simple and we find,

$$
\mathbb{E}(e^{iyX_t}) = \sum_{m=0}^\infty e^{t(\mu m + \frac{1}{2} \sigma^2 m(m-1))} \frac{(iyw)^m}{m!}.
$$

This gives the correct characteristic function, from which the $m^{th}$ moment $w^m e^{t(\mu m + \frac{1}{2} \sigma^2 m(m-1))}$ can be read off. This result can be derived by classical methods. However, for more complicated diffusions, the path walking approach offers an alternative method of investigation.

### 5 Conclusions

We have introduced a time series expansion method for path integrals across a range of stochastic models including birth–death and diffusion processes. This results in series solutions for features of interest such as correlation, characteristic and moment generating functions. For processes with a single time dependent rate function, these series can often
be fully expressed in entirety. For processes with more than one time dependent rate, this is not particularly trivial due to the time ordering effects. However, it still provides a method of approximation such that approximating terms have closed (rather than just numerical) form.

This method is somewhat akin to the Dyson expansion methods of quantum mechanics, except that instead of splitting the Hamiltonian into a standard and complex part, the series is calculated directly with the aid of an underlying reproducing kernel space. This has the advantage for stochastic processes where the Liouvillian (that is, the Hamiltonian for the stochastic process) cannot in general be separated into time dependent and independent operator parts, requisite for Dyson expansion methods.

The process is semi-analytic, and can be implemented numerically with relative simplicity. When the series cannot be explicitly evaluated in its entirety and is instead considered as a numerical method of approximation, there are some computational limitations. These arise either because greater numerical precision is required, or the number of terms in the expansion gets too large, causing either memory or run time constraint problems.

The standard algebra utilised for applying field methods to birth–death processes is that of Doi-Peliti methods, being naturally tuned to process rates linear in population size. However, we have shown that $\text{su}(1, 1)$ can also be used to model birth–death processes, exhibiting particular affinity for quadratic rates. This does open the possibility that other algebras (Lie or otherwise) may prove useful when analysing other systems of interest with these kind of techniques.
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