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Abstract

We study random quotients of a fixed non-elementary hyperbolic group in the Gromov density model. Let $G = \langle S | T \rangle$ be a finite presentation of a non-elementary hyperbolic group, and let $Ann_{l,\omega}(G)$ be the set of elements of norm between $l - \omega(l)$ and $l$ in $G$. A random quotient at density $d$ and length $\omega$-near $l$ is defined by killing a uniformly randomly chosen set of $|S_i(G)|^d$ words in $Ann_{l,\omega(l)}(G)$, where $\omega(l) = o(l)$. We prove that for any $d > 1/3$, such a quotient has Property (T) with probability tending to 1 as $l$ tends to infinity. This result answers a question of Gromov–Ollivier and strengthens a theorem of Żuk (c.f. Kotowski–Kotowski).

1 Introduction

The study of random quotients of hyperbolic groups goes back to the origins of geometric group theory. Indeed, Gromov posed a question concerning Property (T) in such quotients in his original monograph [Gro87 §4.5C]. This question was later refined by Ollivier in [Oll05 §IV.c.]. Let $G = \langle S | T \rangle$ be a finite presentation of a non-elementary hyperbolic group with growth rate $\eta$, so that letting $S_i(G)$ be the sphere of radius $l$ in $G$, we have $|S_i(G)| = \eta(1 + o_l(1))\exp\{hl\}$ for some constant $\eta = \eta(G) > 0$ [Can84] (see e.g. [Cal13] for an overview). Since hyperbolic groups are coarse-geometric objects, it is most natural to study quotients at length ‘near’ $l$; see e.g. [Oll05 §1.2C].

Question (Gromov–Ollivier). Does a random quotient of a non-elementary hyperbolic group $G$ at density $d > 1/3$ have Property (T) with probability tending to 1 as $l$ tends to infinity?

The above question was answered in the case of free groups by a major result of Żuk [Z03] (c.f. [KK13, DM19, Ash21]). This work provided a large class of hyperbolic groups with (T), a previously rare phenomenon. However, one of the major advances of geometric group theory when compared to classical combinatorial group theory is the ability to finely control the quotients of hyperbolic groups, as opposed to understanding only the quotients of free groups. It is therefore still of great interest to answer the Gromov–Ollivier question; we prove the following, answering the Gromov–Ollivier question in the affirmative.

Theorem A. Let $G = \langle S | T \rangle$ be a non-elementary hyperbolic group with growth rate $\eta$. Let $\omega(l) \leq \log \log l$ be any slow-growing function. Let $d > 1/3$ and for each $l \geq 1$ randomly select a set $R_i \subseteq Ann_{l,\omega}(G)$ of size $\exp\{hl_d\}$. The group $G/(\langle R_i \rangle)$ has Property (T) with probability tending to 1 as $l$ tends to infinity.
A function $\omega$ is slow-growing if both $\omega(n+1)/\omega(n) \to 1$ and $\omega(n) \to \infty$ as $n \to \infty$. The main difficulty in the Gromov–Ollivier question stems from the fact that the Markov chain, $M$, parametrizing the automatic structure for $G$ will often not be connected, let alone ergodic. To circumvent this, we use a specific connected component $C_{\text{max}}$ of $M$ that arises in the work of [GTT18]. If we assume that $C_{\text{max}}$ is aperiodic, we may prove the following, stronger, theorem.

**Theorem B.** Let $G = \langle S \mid T \rangle$ be a non-elementary hyperbolic group with growth rate $h$. Let $d > 1/3$ and for each $l \geq 1$ uniformly randomly select a set $R_l \subseteq \text{Ann}_l(G)$ of size $\exp\{hl d\}$. If $C_{\text{max}}$ is aperiodic, then the group $G/\langle\langle R_l \rangle\rangle$ has Property (T) with probability tending to 1 as $l$ tends to infinity.

Clearly, Theorems A and B hold for any constant multiple of $\exp\{hl d\}$. Since the Markov chain $M$ is connected and aperiodic for free groups, Theorem B strengthens the result of [Ż03, KK13] (c.f. [DM19]), which considers random quotients of free groups, i.e. the Gromov–Ollivier question for free groups only.

Studying the random quotients of a general hyperbolic group is much more complicated than studying the random quotients of a free group. One of the main difficulties is that the sphere of radius $l$ in $F_n$ is far more easily understood than that of a more general hyperbolic group. This difficulty occurs as the Markov chain parameterizing geodesics is irreducible for free groups, but will often be reducible for hyperbolic groups. Detailed study of this Markov chain can be found in [GTT18] and [GTT20]. A further difficulty of the Gromov–Ollivier question stems from the fact that we are quotienting by elements of the group, rather than words in the generating set. In the latter case, this would give us a quotient of a random quotient of $F_n$, and so we would be able to apply the work of Žuk [Z03] (c.f. [KK13]) to deduce (T). However, if the group $G$ has cogrowth $\xi$ (which necessarily satisfies $1 \geq \xi \geq 1/2$), and $d > 1 - \xi$, then such a random quotient is trivial with high probability [Oll04, Theorem 2]. We could therefore meet situations where $1/3 < 1 - \xi$, and so all such quotients would be trivial with high probability.

Importantly, the only requirement we place on $G$ is that it is non-elementary hyperbolic. In particular, $G$ is allowed to contain torsion. We believe this to be the only result in the literature that considers the random quotients of any non-elementary hyperbolic group. To our knowledge, the following two results are the only prior results in the literature studying random quotients of a class of non-elementary hyperbolic groups that is not limited to contain only free groups. In [Oll04], Ollivier considered quotienting non-elementary hyperbolic groups with ‘harmless torsion’ by a set of $\exp\{hl d\}$ words chosen randomly with respect to a sequence of measures $\{\mu_l\}_l$. In the case that the quotients are taken

---

1 Ollivier’s question for free groups concerns random quotients at length $l$ and discusses elements of length $l/3$, so clearly requires $l$ to be divisible by 3. There is no distinction in the literature between the case of random quotients at exactly length $3l$ versus quotients at length near $l$, with function $\omega(l) = 2$. It should be possible to extend Theorem B to choices of random subsets $R_l \subseteq S_l(G)$ in a manner similar to the extension of Žuk’s theorem in [Asi21]. Due to the length of this paper we have decided to omit this extension.
with respect to the uniform measure on elements of $S_l(G)$, then such a quotient is infinite, torsion-free, and hyperbolic with probability tending to $1$ if $d < 1/2$ and is trivial if $d > 1/2$ [Oll04, Theorem 3] (this is a specific case of the far more general result proved in the same paper; see [Oll04, Theorem 13]). Let us suppose instead that $G = \pi_1(X)$ for a non-positively curved cube complex, and take a random quotient of $G$ by a uniformly random set of $\exp\{hld\}$ words in $S_l(G)$. There exists a $d_{cub} = d_{cub}(\langle S \mid T \rangle)$ such that for $d < d_{cub}$, a random quotient at density $d$ is also the fundamental group of a non-positively curved cube complex with probability tending to $1$ [FW21]. Of course, Futer–Wise’s theorem cannot hold for all hyperbolic groups $G$. If $G$ has $(T)$, then this is inherited by all quotients of $G$, so that quotients of $G$ are the fundamental group of a non-positively curved cube complex if and only if they are finite. There are, to our knowledge, no previous results on Property $(T)$ in random quotients of a hyperbolic group that is not the free group $F_n$.

The density bound in Theorem A is clearly not optimal for every hyperbolic group $G$. If the group $G$ has $(T)$, then so does any of its quotients. We note that by Ollivier, for a group $G$ with harmless torsion, and for $d < 1/2$, the above quotients are also infinite, non-elementary hyperbolic, and torsion free with high probability [Oll04]. Therefore, Theorem A coupled with [Oll04], provides an interesting class of group presentations with Property $(T)$. However, we cannot apply the work of [Oll04] in the case that $G$ has harmful torsion. The example provided by Ollivier of the failure of [Oll04, Theorem 4] is not enlightening for our purposes, since the quotient is not taken with a uniform selection of words; the chosen measures $\mu_l$ are non-uniform. This leads us to a natural question.

**Question 1.** Let $G$ be a non-elementary hyperbolic group with harmful torsion in the sense of Ollivier, and let $1/3 < d < 1/2$. Let $\Gamma_l := G/\langle\langle R_l \rangle\rangle$ be a sequence of quotients as in Theorem A at density $d$ (so that has $\Gamma_l$ has $(T)$ almost surely). Is $\Gamma_l$ almost surely infinite? Is $\Gamma_l$ almost surely hyperbolic?

The classical density model of random groups is obtained by taking $G$ to be the free group $F_n = \langle a_1, \ldots, a_n \mid \rangle$ and restricting relators to be cyclically reduced words. It is typical when working with models of randomness to consider asymptotics. There are many theorems concerning the properties of random groups in the density model; all of the following statements hold with probability tending to $1$. Firstly, a random group in the density model at density $d < 1/2$ is infinite, non-elementary hyperbolic, and torsion free [Gro93] (c.f. [Oll04]). Groups in the density model are virtually special for $d < 1/6$ [OW11, Ago13] and contain a free codimension-1 subgroup for $d < 3/14$ [Mon21] (c.f. [MP15]). If we instead consider Property $(T)$, then a random group in the density model has Property $(T)$ at $d > 1/3$ [Z03, KK13, Ash21] (c.f. [DM19]). There is a similar model (the $k$-gonal model) to the density model where we keep $l$ fixed and let $n$ tend to infinity. There are results concerning hyperbolicity [Z03, Odr16, ARD20], cubulation [Duo17, Odr18, Odr19], and Property $(T)$ [Z03, KK13, ALS15, Odr19, Mon22, Ash21] in this model.
1.1 The structure of the paper

The paper is structured as follows. In Section 2, we remind the reader of some definitions relating to graphs and spectral graph theory. In Section 3, we introduce a new spectral criterion for Property (T), which we obtain by an application of the work of Ozawa [Oza16]. This new spectral criterion relates to an easily understood graph, τ, constructed from a set of relators. The edges are added to this graph independently, and so we can model τ by a suitable random graph. We split each relator \( r = uvw \) into 3 almost-equal parts and add edges between \( u \) and \( w^{-1} \) in τ. The main advantage to this is that we do not need \( uw \) to be geodesic. If we were to use Żuk’s criterion, then we would also add the edges \((v, u^{-1})\) and \((w, v^{-1})\). Since these edges require \( uv \) and \( vw \) to be geodesic, this could effectively decompose τ into strongly connected ‘cliques’, with distinct cliques only connected by few edges. This could potentially decrease the first eigenvalue of τ below \( 1/2 \) (the value required by Żuk’s criterion [Ż96]).

The spectral criterion we introduce requires two objects to be analysed. Firstly, we are required to find a language of geodesics with certain properties. We use a result of [GTT18] on the dynamical structure of geodesics in hyperbolic groups in Section 4, which allows us to study a set of geodesic words. Section 5 studies the eigenvalues of certain random graphs that model the graph τ appearing in our spectral criterion. Section 6 then uses these results to provide a proof of Theorem A. We then discuss how to adapt the proof strategy in the case that \( C^{max} \) is aperiodic in order to prove Theorem B.

1.2 Some notation

We now briefly discuss some notation and assumptions. We will fix an ordering on \( S \) and choose the automatic structure for \( G \) of shortlex geodesics, i.e. each element of \( G \) is represented by a unique word of the same length. Let \( L^{geo} \) be the regular prefix-closed language of lexicographically first geodesics. For each element \( g \) of \( G \), we identify it with the unique word \( w_g \in L^{geo} \) that evaluates to \( g \). In particular, by \( S_l(G) \) we are referring to the elements in the sphere of radius \( l \) in \( G \), as well as the unique elements of \( L^{geo} \) evaluating to them.

We are dealing with asymptotics, and so we frequently arrive at situations where \( m \) is some parameter tending to infinity that is required to be an integer. If \( m \) is not integer, then we will implicitly replace it by \( \lfloor m \rfloor \). Since we are dealing with asymptotics, this will not affect any of our arguments.

**Definition 1.1.** Given \( m_1 : \mathbb{N} \to \mathbb{N} \) a function such that \( m_1(m) \to \infty \) as \( m \to \infty \), we write \( m_2 = m_2(m_1) \) to mean that \( m_2(m) = f(m_1(m)) \) for some function \( f \), and \( m_2(m_1(m)) \to \infty \) as \( m \to \infty \), i.e. \( m_2 \) only depends on \( m_1 \), and tends to infinity as \( m_1 \) tends to infinity.

The following are standard.

**Definition 1.2.** Let \( f, g : \mathbb{N} \to \mathbb{R}_+ \) be two functions. We write \( f = o(g) \) if \( f(m)/g(m) \to 0 \) as \( m \to \infty \), \( f = O(g) \) if there exists a constant \( N \geq 0 \) and
$M \geq 1$ such that $f(m) \leq Ng(m)$ for all $m \geq M$, and $f = \Omega(g)$ if $g = o(f)$.

Finally, $f = \Theta(g)$ if $f(m)/g(m) \to c \in (0, \infty)$ as $m \to \infty$.

We write $f = o_m(g)$ etc to indicate that the variable name is $m$. Typically we will deal with functions $m_2 = m_2(m_1)$, and $f = f(m_1, m_2)$. We will write $f = o_m(g)$ etc to mean that the function $f'(m_1) = f(m_1, m_2(m_1)) = o_m(g'(m_1))$, where $g'(m_1) = g(m_1, m_2(m_1))$.

Definition 1.3. Let $\mathcal{M}(m)$ be some model of random groups (or graphs) depending on a parameter $m$, and let $\mathcal{P}$ be a property of groups (or graphs). We say that $\mathcal{P}$ holds asymptotically almost surely with $m$ (a.a.s.(m)) if

$$\lim_{m \to \infty} \mathbb{P}(G \sim \mathcal{M}(m) \text{ has } \mathcal{P}) = 1.$$  

Again, we will regularly have to deal with cases where $m_2 = m_2(m_1)$ is fixed, $\mathcal{M}(m_1, m_2)$ is some model of random groups (or graphs) depending on parameters $m_1$ and $m_2$, and $\mathcal{P}$ is a property of groups (or graphs). We say that $\mathcal{P}$ holds asymptotically almost surely with $(m_1)$ (a.a.s.(m_1)) if

$$\lim_{m_1 \to \infty} \mathbb{P}(G \sim \mathcal{M}(m_1, m_2(m_1)) \text{ has } \mathcal{P}) = 1.$$  

Finally, we will often be working with bipartite graphs. The vertex partition of a bipartite graph $\Sigma$ will always be written $V(\Sigma) = V_1(\Sigma) \sqcup V_2(\Sigma)$.
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2 Graphs and eigenvalues

Let $\Sigma = (V, E)$ be a graph (we allow multiple edges between vertices, as well as loops). Given two graphs $\Sigma_1 = (V_1, E_1)$ and $\Sigma_2 = (V_2, E_2)$, we define the union of $\Sigma_1$ and $\Sigma_2$ as the graph $\Sigma_1 \cup \Sigma_2 := (V_1 \cup V_2, E_1 \cup E_2)$. In particular, we take the union of vertices, and the disjoint union of edge sets (i.e. we assume that different graphs have disjoint edge sets).

Let $\Sigma = (V, E)$ be a graph with vertex set $V = \{v_1, \ldots, v_m\}$. The adjacency matrix of $\Sigma$, $A(\Sigma)$, is the $m \times m$ matrix with $A(\Sigma)_{i,j}$ defined to be the number of
Let $\Sigma$ be a directed graph. For $i = 1, \ldots, m$, we define $\lambda_i(\Sigma) := \lambda_i(L(\Sigma))$.

We can also define $L(\Sigma) = I - D(\Sigma)^{-1/2}AD^{-1/2}$, and $\lambda_i(L(\Sigma)) = \lambda_i(L(\Sigma))$ for each $i$. We will switch between $L(\Sigma)$ and $L(\Sigma)$ depending on which best suits our purpose.

If $M$ is a symmetric real $m \times m$ matrix, then $M$ has real eigenvalues, which we order by $\lambda_0(M) \leq \lambda_1(M) \leq \ldots \leq \lambda_{m-1}(M)$. We define the reverse ordering of eigenvalues $\mu_1(M) \geq \mu_2(M) \geq \ldots \geq \mu_m(M)$, i.e., $\mu_i(M) = \lambda_{m-i}(M)$. Therefore we may also define $\mu_i(\Sigma) = \mu_i(L(\Sigma))$. The reason we introduce this ordering is that $\lambda_i(\Sigma)$ has a close connection to $\mu_i(A(\Sigma))$.

**Remark 2.1.** Let $M$ be a symmetric $m \times m$ matrix. For $i = 1, \ldots, m$:

$$\mu_i(-M) = -\mu_{m+1-i}(M).$$

Let $\Sigma$ be an undirected graph. For $i = 0, \ldots, |V(\Sigma)| - 1$:

$$\lambda_i(\Sigma) = 1 - \mu_{i+1}(D(\Sigma)^{-1/2}A(\Sigma)D(\Sigma)^{-1/2}) = 1 - \mu_{i+1}(D(\Sigma)^{-1}A(\Sigma)).$$

**Remark 2.2.** If $\Sigma$ is instead a directed graph, there is an analogous definition of $A(\Sigma)$, $D(\Sigma)$, $L(\Sigma)$, and $\lambda_i(\Sigma)$. In particular, $A(\Sigma)_{i,j}$ is equal to the number of directed edges starting at $v_i$ and ending at $v_j$. Furthermore $D(\Sigma)$ is the diagonal matrix with $D(\Sigma)_{i,i} = deg(v_i)$ (i.e. the number of directed edges starting at $v_i$).

We note the following well known lemma that allows us to find an upper bound for $|\mu_i(A(\Sigma))|$.

**Lemma 2.3.** If $\Sigma$ is an undirected graph, then

$$\max_i |\mu_i(A(\Sigma))| \leq \max_{v \in V(\Sigma)} deg(v).$$

If $\Sigma$ is bipartite, then

$$\max_i |\mu_i(A(\Sigma))| \leq \max_{v \in V_1(\Sigma)} \sqrt{deg(v)deg(w)}.$$

**Proof.** The first result follows as $||A(\Sigma)||_\infty = \max_{v \in V(\Sigma)} deg(v)$, and it is standard that $||A(\Sigma)||_\infty$ is an upper bound for the absolute values of the eigenvalues of $A(\Sigma)$.

The second inequality follows from e.g. [HJ94, 3.7.2], as we now detail. In this case, we have

$$A(\Sigma) = \begin{pmatrix} 0 & B \\ B^T & 0 \end{pmatrix},$$
for some matrix $B$. By definition, the set of eigenvalues of $A$ are the set of singular values of $B$, $\{\sigma_j(B)\}_j$. Therefore, $\max_j |\lambda_i(A(G))| = \max_j |\sigma_j(B)|$. By [HJ94] 3.7.2,

$$\max_j |\sigma_j(B)| \leq \sqrt{\|B\|_\infty \|B\|_1} = \max_{v \in V_1(\Sigma)} \sqrt{\deg(v) \deg(w)}.$$

We now note some matrix inequalities, which we will use to analyse eigenvalues of graphs.

**Lemma** (Weyl's inequality, [Weyl2]). Let $A$ and $B$ be symmetric $m \times m$ real matrices. For $i = 1, \ldots, m$:

$$\mu_i(A) + \mu_m(B) \leq \mu_i(A + B) \leq \mu_i(A) + \mu_1(B).$$

In a similar spirit to this, we provide an application of the Horn inequalities.

**Lemma 2.4.** [Bha97, Problem III.6.14.] Let $A$ be a $|V| \times |V|$ positive real diagonal matrix with minimum entry $A_{\min}$ and maximum entry $A_{\max}$, and let $B$ be a $|V| \times |V|$ symmetric real matrix. Then

$$A_{\min} \mu_2(B) \leq \mu_2(AB) \leq A_{\max} \mu_2(B).$$

**Definition 2.5.** For a vector $v = (v_1, \ldots, v_m)$ we define $||v|| = \sqrt{\sum v_i^2}$. For an $m \times m$ matrix $A$, we define

1) $||A||_2 = \max_{v \neq 0} \frac{|Av|}{||v||}$,

2) $||A||_1$ as the maximum absolute column sum of $A$, and

3) $||A||_\infty$ as the maximum absolute row sum of $A$.

We note that $(||A||_2)^2 \leq ||A||_1 ||A||_\infty$. Using Weyl's inequality and the fact that $\max_j |\mu_i(A)| \leq ||A||_2$, we can deduce the following, which will be used implicitly throughout the paper.

**Lemma 2.6.** Let $A$ and $B$ be symmetric $m \times m$ real matrices. For $i = 1, \ldots, m$:

$$\mu_i(A) - ||A - B||_2 \leq \mu_i(B) \leq \mu_i(A) + ||A - B||_2$$

Finally, we note the following consequence of the Courant-Fischer theorem: see, e.g. [Bha97] Corollary III.1.2.

**Theorem.** Let $A$ be a symmetric $m \times m$ real matrix with first eigenvalue $\mu_1(A)$ and corresponding eigenvector $\mathbf{e}$. Then

$$\mu_2(A) = \max_{||w|| = 1} \langle Aw, w \rangle = \max_{||\mathbf{e}|| = 1} \frac{\langle Aw, w \rangle}{\langle \mathbf{e}, w \rangle}.$$
3 A spectral criterion for Property (T)

In this section we deduce a spectral criterion for Property (T); we first remind the reader of some of the relevant definitions. We focus only on finitely generated groups; for a further exposition the reader should see, for example, [BdlHV08].

**Definition 3.1.** Let $\Gamma$ be a finitely generated group with finite generating set $S$, let $\mathcal{H}$ be a Hilbert space, and let $\pi : \Gamma \to U(\mathcal{H})$ be a unitary representation of $\Gamma$. We say that $\pi$ has almost-invariant vectors if for every $\epsilon > 0$ there is some non-zero $u_\epsilon \in \mathcal{H}$ such that for every $s \in S$, $||\pi(s)u_\epsilon - u_\epsilon|| < \epsilon ||u_\epsilon||$.

We say that $\Gamma$ has Property (T) if for every Hilbert space $\mathcal{H}$ and unitary representation $\pi : \Gamma \to U(\mathcal{H})$ with almost-invariant vectors, there exists a non-zero invariant vector for $\pi$.

**Remark 3.2.** It is standard that the above definition is not reliant on the choice of generating set $S$. Let $\Gamma$ be a finitely generated group. If $H$ is a finite index subgroup of $\Gamma$, then $\Gamma$ has Property (T) if and only if $H$ has Property (T) (see e.g. [BdlHV08 Theorem 1.7.1]). If $\Gamma$ has Property (T) and $\Gamma'$ is a homomorphic image of $\Gamma$, then $\Gamma'$ has Property (T) (see e.g. [BdlHV08 Thm 1.3.4]).

Now, let $G = \langle S \mid R \rangle$ be a finite presentation of a group. We assume that we have fixed a language $L_G \subseteq (S \sqcup S^{-1})^*$ with the following properties:

1) $L_G$ is regular, prefix and suffix closed, and consists of geodesics words, and

2) for any $l \geq 1$, the set, $L^l_G$, of words of length $l$ in $L^G_G$ generates a finite index subgroup of $G$.

Recall that a language $L$ is **prefix closed** if for any word $uv \in L$, $u \in L$. It is **suffix closed** if for any word $uv \in L$, $v \in L$. Finally, it is **regular** if it can be recognised by a finite state automaton. In our application, the language $L^G_G$ will appear as a set of specific subwords of the language recognised by the canonical automatic structure on a hyperbolic group.

We define $\mathcal{L}^l_G$ to be the set of words in $L^G_G$ of length $l$, and $\mathcal{L}^l_{i,\omega}$ to be the set of words in $L^G_G$ of length between $l - \omega(l)$ and $l$. Since the evaluation map $\mathcal{E} : \mathcal{L}^G_G \to G$ is not necessarily injective, we need to make the following definitions.

**Definition 3.3.** Let $G$ and $L^G_G$ be as above, let $g \in G$ and $w \in L^G_G$. We define the following.

1) $\overline{w}$ is the image of $w$ under $\mathcal{E}$.

2) We say $g \in L^G_G$ if there exists some $w \in L^G_G$ with $\overline{w} =_G g$.

3) We define $\text{word}(g) := \{w \in L^G_G : \overline{w} =_G g\}$, and

$$\Phi(g) := |\text{word}(g)|.$$
We now define the graph that plays a central role in our spectral criterion.

**Definition 3.4 (The graph \( \Upsilon(G, \mathcal{L}^G, R) \)).** Let

\[
R = \{ r = (x_r, y_r, z_r) \}_{r}
\]

be a finite set of triples of elements in \( \mathcal{L}^G \), such that for each \( r \in R \): \( x_r y_r z_r \) is reduced without cancellation and lies in \( \mathcal{L}^G \); and each \( x_r, y_r, z_r \) is reduced and is not the empty word. Let \( \mathcal{R} = \{ x_r y_r z_r : r \in R \} \) and \( W(R) := \cup_{r \in R} \{ x_r, y_r, z_r \} \). Define the directed graph \( \Upsilon(G, \mathcal{L}^G, R) \) as follows. Let

\[
V(\Upsilon(G, \mathcal{L}^G, R)) = W(R) \cup (W(R))^{-1} := W \cup \{ w^{-1} \mid w \in W(R) \}.
\]

In particular, we add in all words in \( W(R) \) and their inverses. For each triple \( r = (x_r, y_r, z_r) \in R \), add the directed edges \( (x_r, z_{r^{-1}}), (x_{r^{-1}}, z_r) \). By construction, \( A(\Upsilon(G, W, R)) \) is symmetric, so that

\[
L(\Upsilon(G, W, R)) := I - D(\Upsilon(G, W, R))^{-1/2}A(\Upsilon(G, W, R))D(\Upsilon(G, W, R))^{-1/2}
\]

has real eigenvalues, all of which lie in \([0, 2] \). For a vertex \( w \in V \) (so that \( w \neq w^{-1} \)) define

\[
\text{rep}(w) := |\{(u, w, v) \in R\}| + |\{(u, w^{-1}, v) \in R\}|
\]

For a fixed choice of \( R \) and for an element \( g \in G \), we define

\[
deg(g) := \sum_{\substack{w \in V \\text{s.t.} \text{rep}(w) \neq 0 \\text{and} \text{rep}(w) \cdot w = g}} \deg_{\Upsilon(G, W, R)}(w), \quad \text{and} \quad \text{rep}(g) := \sum_{\substack{w \in V \\text{s.t.} \text{rep}(w) \neq 0 \\text{and} \text{rep}(w) \cdot w = g}} \text{rep}(w).
\]

We may now introduce our spectral theorem. Recall for \( g \in G \), we write \( g \in V(\Upsilon(G, \mathcal{L}^G, R)) \) when there exists \( w \in V(\Upsilon(G, \mathcal{L}^G, R)) \) with \( \overline{w} = _G g \).

**Theorem 3.5.** Let \( G = \langle S \mid T \rangle \) be a finite presentation of a hyperbolic group. Let \( R = \{ r = (x_r, y_r, z_r) \}_{r} \) be a finite collection of triples in \( \mathcal{L}^G \) as above, such that \( W(R) \) generates a finite index subgroup of \( G \). Let \( \mathcal{R} = \{ x_r y_r z_r : r \in R \} \). Suppose that there exist constants \( \epsilon, \delta > 0 \) such that for all \( g \in G \) with \( g \in V(\Upsilon(G, \mathcal{L}^G, R)) \):

\[
deg(g) \leq (1 + \epsilon)\deg(g^{-1}) \text{ and } \text{rep}(g) \leq (1 + \delta)\deg(g).
\]

If

\[
\lambda_1 \left( \Upsilon(G, \mathcal{L}^G, R) \right) > \frac{1 + \delta}{2 - 4\epsilon^2},
\]

then \( G/\langle \langle \mathcal{R} \rangle \rangle \) has Property \((T)\).

In order to prove this, we will use a criterion due to Ozawa [Oza16]. For \( \Gamma \) a finitely generated group, let \( \mathbb{R}[\Gamma] \) be the real group algebra, i.e. the set of all finitely supported functions \( \Gamma \to \mathbb{R} \). We can write an element \( \xi \in \mathbb{R}[\Gamma] \) as \( \sum_{g \in \Gamma} \xi(g)g \). The group algebra comes equipped with an involution map, \( * \), given by \( \xi^*(g) = \xi(g^{-1}) \). We define the positive cone

\[
\Sigma^2 \mathbb{R}[\Gamma] = \left\{ \sum_{i=1}^{n} \xi_i \xi_i^* : n \in \mathbb{N}, \xi_i \in \mathbb{R}[\Gamma] \right\}.
\]
For \( \xi \in \mathbb{R}[\Gamma] \), we write \( \xi \geq 0 \) to indicate that \( \xi \in \Sigma^2 \mathbb{R}[\Gamma] \). Similarly, we write \( \xi \geq 0 \) if \( \xi \geq 0 \).

Now, let \( A \) be a finite symmetric generating set for \( \Gamma \), and let \( \nu \) be a symmetric probability measure with support \( A \). The Laplacian \( \Delta_\nu \) is defined as

\[
\Delta_\nu = \frac{1}{2} \sum_{a \in A} \nu(a)(2 - a - a^*) = \frac{1}{2} \sum_{a \in A} \nu(a)(1 - a)(1 - a)^* = 1 - \sum_{a \in A} \nu(a)a
\]  

(1)

If \( \mu \) is a non-symmetric probability measure with finite support \( A \), we define

\[
\Delta_\mu := 1 - \sum_{a \in A} \mu(a)a.
\]  

(2)

We will use the following result of [Oza16].

**Theorem.** [Oza16] **Main Theorem.** Let \( \Gamma \) be a finitely generated group and \( \nu \) a symmetric probability measure on \( \Gamma \) whose support generates \( \Gamma \). The group \( \Gamma \) has Property (T) if and only if there exists a constant \( \kappa > 0 \) such that \( \Delta_\nu^2 - \kappa \Delta_\nu \geq 0 \).

We may now turn to proving Theorem 3.5. Given an element \( \xi \in \mathbb{R}[\Gamma] \), its 1-norm is \( ||\xi||_1 = \sum |\xi(g)| \).

Define

\[
I[\Gamma] := \left\{ \xi \in \mathbb{R}[\Gamma] : \sum \xi(g) = 0 \right\},
\]

and

\[
I[\Gamma]^h = \{ \xi \in I[\Gamma] : \xi^* = \xi \}.
\]

**Proof of Theorem 3.5.** For notational ease, let \( \Upsilon = \Upsilon(G, L^G, R) \) and \( \Gamma = G/\langle\langle R \rangle\rangle \). Suppose \( \Upsilon = (V, E) \). The proof of the theorem proceeds in two parts. Firstly, we find: a finite symmetric generating set, \( A \), for \( \Gamma \); two probability measures, \( \mu, \nu \), on \( A \) that will (often) not be symmetric; and a probability measure \( \xi \) on \( A \) that is symmetric, such that \( \Delta_\mu \Delta_\nu - \Delta_\mu - \Delta_\nu + \lambda_1(\Upsilon)^{-1} \Delta_\xi \geq 0 \).

We then show how to construct a symmetric probability measure \( \nu \) such that \( ||\Delta_\mu - \Delta_\nu||_1 \leq 2 \epsilon \). Finally, we show that we can replace \( \Delta_\mu, \Delta_\nu \), and \( \Delta_\xi \) by \( \Delta_\nu \) in the above equation, at the expense of replacing the constant \( \lambda_1(\Upsilon)^{-1} \) by the constant \( (1 + \delta)\lambda_1(\Upsilon)^{-1} - 4\epsilon^2 \). The first part of the proof proceeds extremely similarly to [Oza16] Example 5.

We may assume that \( V \) generates \( G \). By assumption, \( V \) generates a finite index subgroup of \( G \) and furthermore, \( R \subseteq \langle V \rangle \). As Property (T) is preserved under finite index extensions and quotients, we may replace \( G/\langle\langle R \rangle\rangle \) by the subgroup \( \langle V \rangle/\langle\langle R \rangle\rangle \) if \( |G : \langle V \rangle| > 1 \).

Let \( \phi : G \rightarrow \Gamma \) be the quotient map, and \( A = \{ \phi(\pi) : w \in V \} \), so that \( A \) is a symmetric generating set for \( \Gamma \). Let \( \mu' \) be the probability measure on \( V := V(\Gamma) \) given by \( \mu'(w) = \deg(w)/|E| \). Let \( \mu \) be the probability measure on \( A \) given by

\[
\mu(a) := \sum_{w \in V, \phi(\pi) = a} \deg(w)/|E| = \sum_{w \in V, \phi(\pi) = a} \mu'(w).
\]
Let \( \overline{\mu} \) be the probability measure on \( A \) defined by \( \overline{\mu}(a) := \mu(a^{-1}) \). Next, we define the probability measure \( \xi \) on \( A \) by

\[
\xi(a) := \sum_{\nu \in V} \frac{\text{rep}(v)}{|E|} \\
= \sum_{\nu \in V, \phi(v) = a} \frac{|\{(w^{-1}, v) \in E : (v, u, w) \in R\}| + |\{(v, w^{-1}) \in E : (v, u^{-1}, w) \in R\}|}{|E|}
\]

By our assumptions in the statement of the theorem, we have that for all \( a \in A \):

\[
\xi(a) \leq (1 + \delta)\mu(a), \quad \xi(a) \leq (1 + \delta)\overline{\mu}(a), \\
\overline{\mu}(a) \leq (1 + \epsilon)\mu(a), \quad \mu(a) \leq (1 + \epsilon)\overline{\mu}(a).
\]  

Let \( \sigma \) be the uniform probability measure on \( E \); we define \( d : L^2(V, \mu') \to L^2(E, \sigma) \) by \( (d\xi)(x, y) = \xi(y) - \xi(x) \). Consider the Laplacian \( \Lambda := d^*d/2 \). As a matrix, \( \Lambda = L(\mathcal{Y}) \). In particular, \( \Lambda \) has real eigenvalues, all lying in \([0, 2] \). Let \( \lambda = \lambda_1(\Lambda) = \lambda_1(\mathcal{Y}) \). Let \( P \) be the orthogonal projection from \( L^2(V, \sigma) \) to constant functions, and \( I \) be the identity operator. It is standard (see e.g. [Oza16 Example 5]) that \( \lambda^{-1}\Lambda + P - I \geq 0 \), so that there is an operator \( T \) on \( L^2(V, \mu') \) with \( \lambda^{-1}\Lambda + P - I = T^*T \). Given \( v, w \in V \) and \( O \) an operator on \( L^2(V, \mu') \), let \( O_{v,w} := \langle O\delta_v, \delta_w \rangle \).

In \( \mathbb{R}[\Gamma] \), we have that:

\[
\sum_{v, w \in V} (\lambda^{-1}I_{v,w} + P_{v,w} - I_{v,w})\phi(\overline{\nu})^{-1}\phi(\overline{\nu}) \\
= \mathbb{R}[\Gamma] \sum_{v, w \in V} \langle T^*T\delta_v, \delta_w \rangle\phi(\overline{\nu})^{-1}\phi(\overline{\nu}) \\
= \mathbb{R}[\Gamma] \sum_{v, w \in V} \langle T\delta_v, T\delta_w \rangle\phi(\overline{\nu})^{-1}\phi(\overline{\nu}) \\
(\dagger) = \mathbb{R}[\Gamma] \sum_{v, w \in V} \left( \sum_{i \in V} \mu(i)^{-1}\langle T\delta_v, \delta_i \rangle\langle \delta_i, T\delta_w \rangle \right)\phi(\overline{\nu})^{-1}\phi(\overline{\nu}) \\
= \mathbb{R}[\Gamma] \sum_{v, w \in V} \sum_{i \in V} \mu(i)^{-1}T_{i,v}T_{i,w}\phi(\overline{\nu})^{-1}\phi(\overline{\nu}) \\
= \mathbb{R}[\Gamma] \sum_{i \in V} \zeta_i^* \zeta_i \geq \mathbb{R}[\Gamma] 0,
\]

where we have defined

\[
\zeta_i = \mu'(i)^{-1/2} \sum_{v \in V} T_{i,v}\phi(\overline{\nu}) \in \mathbb{R}[\Gamma].
\]

The inequality (\dagger) follows by definition of the inner product on \( L^2(V, \mu') \).
We calculate that:

\[
\Lambda_{v,w} = \frac{1}{2|E|} \sum_{(x,y) \in E} (\delta_v(x) - \delta_v(y))^2
\]

\[
= \sum_{y \neq v,(v,y) \in E} \frac{1}{2|E|} + \sum_{y \neq v,(y,v) \in E} \frac{1}{2|E|}
\]

\[
= \frac{|\{(v,y) \in E\}| - |\{(v,v) \in E\}|}{|E|}
\]

\[
= \mu'(v) - \frac{|\{(v,v) \in E\}|}{|E|}
\]

For \( v \neq w \), \( \Lambda_{v,w} = -|E|^{-1} \) if \((v,w) \in E\), and \( \Lambda_{v,w} = 0 \) otherwise. Hence:

\[
\sum_{v,w \in V} \lambda^{-1} \Lambda_{v,u} \phi(\overline{y})^{-1} \phi(\overline{y})
\]

\[
= \sum_{v \in V} \mu'(v) \phi(\overline{y})^{-1} \phi(\overline{y}) - \sum_{(v,u) \in E} \frac{\phi(\overline{y})^{-1} \phi(\overline{y})}{|E|}
\]

\[
= \sum_{v \in V} \mu'(v) - \sum_{(v,u) \in E} \frac{\phi(\overline{y})^{-1} \phi(\overline{y})}{|E|}
\]

\[
(\ddagger) = \sum_{a \in A} \sum_{\substack{u \in V \\phi(\overline{y}) = \gamma a \}} |\{(y^{-1}, x) \in E : (x, u, y) \in R\}| a
\]

\[- \sum_{a \in A} \sum_{\substack{u \in V \\phi(\overline{y}) = \gamma a \}} |\{(x, y^{-1}) \in E : (x, u^{-1}, y) \in R\}| a
\]

\[
= \sum_{v,w \in V} \mu'(v) \mu'(w)
\]

\[
= \sum_{v,w \in V} \mu'(v) \mu'(w) \phi(\overline{y})^{-1} \phi(\overline{y})
\]

\[
= \sum_{v \in V} \mu'(v) \mu'(w) \phi(\overline{y})^{-1} \phi(\overline{y}) - \sum_{v \in V} \mu'(v)
\]

\[
= \sum_{v \in V} \mu'(v) \mu'(w) \phi(\overline{y})^{-1} \phi(\overline{y}) - \sum_{v \in V} \mu'(v)^2
\]

\[
= \mu'(v - 1 - \Delta_y)(1 - \Delta_{\overline{y}}) - 1
\]

\[
= \mu'(v - \Delta_{\overline{y}} - \Delta_y)
\]

(7)
Therefore, by equations (5), (6), and (7):
\[ \Delta_\mu \Delta_\pi - \Delta_\mu - \Delta_\pi + \lambda^{-1} \Delta_\xi \geq \mathbb{R}[\Gamma] 0. \]

Note that \( \Delta_\pi := \mathbb{R}[\Gamma] \Delta_\pi^* \). Since \( \xi \) is symmetric, by taking the involution, we see that
\[ \Delta_\pi \Delta_\mu - \Delta_\mu - \Delta_\pi + \lambda^{-1} \Delta_\xi \geq \mathbb{R}[\Gamma] 0. \]

Therefore:
\[ \frac{1}{2} \left( \Delta_\pi \Delta_\mu + \Delta_\mu \Delta_\pi \right) - \Delta_\mu - \Delta_\pi + \lambda^{-1} \Delta_\xi \geq \mathbb{R}[\Gamma] 0. \]  \( \text{(8)} \)

Let \( \nu := (\mu + \pi)/2 \), so that \( \nu \) is a symmetric probability measure on \( A \). We see that
\[ \Delta_\nu := \mathbb{R}[\Gamma] (\Delta_\mu + \Delta_\pi)/2. \]

Furthermore:
\[ \Delta_\nu^2 = \mathbb{R}[\Gamma] \left[ \frac{1}{4} \left( \Delta_\mu + \Delta_\pi \right)^2 = \mathbb{R}[\Gamma] \left( \frac{1}{4} \left( \Delta_\mu^2 + \Delta_\pi^2 + \Delta_\mu \Delta_\pi + \Delta_\pi \Delta_\mu \right) \right) \right. \]
\[ = \mathbb{R}[\Gamma] \frac{1}{4} \left( \Delta_\mu \Delta_\pi + \Delta_\pi \Delta_\mu \right) + \frac{1}{4} \left( \Delta_\mu^2 + \Delta_\pi^2 - \Delta_\mu \Delta_\pi - \Delta_\pi \Delta_\mu \right) \]
\[ = \mathbb{R}[\Gamma] \frac{1}{4} \left( \Delta_\mu \Delta_\pi + \Delta_\pi \Delta_\mu \right) + \frac{1}{4} \left( \Delta_\mu - \Delta_\pi \right) \left( \Delta_\mu - \Delta_\pi \right). \]  \( \text{(9)} \)

It is easy to see that \( (1 + \delta) \Delta_\nu \geq \mathbb{R}[\Gamma] \Delta_\xi \), since \( (1 + \delta) \mu(a) \geq \xi(a) \) for all \( a \in A \), and similarly for \( \pi(a) \). Let \( \Sigma = (\Delta_\mu - \Delta_\pi)(\Delta_\mu - \Delta_\pi) \in I[\Gamma] \). By equations (8) and (9), we have
\[ \Delta_\nu^2 - 2 \Delta_\nu + \lambda^{-1} \Delta_\xi \geq \mathbb{R}[\Gamma] - \Sigma/4, \]
and hence
\[ \Delta_\nu^2 - (2 - (1 + \delta) \lambda^{-1}) \Delta_\nu \geq \mathbb{R}[\Gamma] - \Sigma/4. \]  \( \text{(10)} \)

To apply Ozawa’s criterion, it therefore remains to analyze \( \Sigma \). We note that, by e.g. \cite[Lemma 2]{Oza16}, for any \( a, b \in \Gamma \):
\[ (2 - ab - (ab)^*) \leq \mathbb{R}[\Gamma] 2(2 - a - a^*) + 2(2 - b - b^*). \]  \( \text{(11)} \)

Now, \( \Sigma^* = \Sigma \) (in particular \( \Sigma(g) = \Sigma(g^{-1}) \)), and \( \sum \Sigma(g) = 0 \), so that \( \Sigma \in I[\Gamma]^h \). We may therefore write
\[ \Sigma = \frac{1}{2} \sum_{a, b \in A} \Sigma(ab)(2 - (ab)^* - ab). \]

This is a standard characterization of such elements, as the cone \( I[\Gamma]^h \) is spanned by the elements \( 2 - x - x^{-1} \); see e.g. \cite{Oza16}. By comparing coefficients with the definition of \( \Sigma \), we see that
\[ \Sigma(ab) = (\mu(a) - \mu(a^{-1}))(\mu(b) - \mu(b^{-1})). \]
Therefore, as $\mu(a) \leq (1 + \epsilon)\mu(a^{-1})$ for all $a \in A$:

$$
\Sigma = \mathbb{E}[\Gamma] \left( \sum_{a,b \in A} (\mu(a) - \mu(a^{-1}))(\mu(b) - \mu(b^{-1}))(2 - ab - (ab)^*) \right)
$$

\[\leq \mathbb{E}[\Gamma] \left( \sum_{a,b \in A} 2(\mu(a) - \mu(a^{-1}))(\mu(b) - \mu(b^{-1}))(2 - a - a^*) + \frac{1}{2} \sum_{a,b \in A} 2(\mu(a) - \mu(a^{-1}))(\mu(b) - \mu(b^{-1}))(2 - b - b^*) \right)

= \mathbb{E}[\Gamma] \left( \sum_{b \in A} 2(\mu(b) - \mu(b^{-1})) \sum_{a \in A} (\mu(a) - \mu(a^{-1}))(2 - a - a^*) \right)

\leq \mathbb{E}[\Gamma] \left( 4\epsilon \sum_{a \in A} (\mu(a) - \mu(a^{-1}))(2 - a - a^*) \right)

\leq \mathbb{E}[\Gamma] \left( 8\epsilon^2 \sum_{a \in A} \nu(a)(2 - a - a^*) \right)

= \mathbb{E}[\Gamma] 16\epsilon^2 \Delta_{\nu}. \quad (*)

We have the (in)equality (††) by equation (11), (†‡) by equation (4), and (†††) by the definition of $\nu$. Dividing by $-1/4$, this implies that

$$-\Sigma/4 \geq -4\epsilon^2 \Delta_{\nu}. \quad (13)$$

Hence, by equations (10) and (13), we have that:

$$\Delta_{\nu}^2 - (2 - (1 + \delta)\lambda^{-1})\Delta_{\nu} \geq \mathbb{E}[\Gamma] - \Sigma/4 \geq \mathbb{E}[\Gamma] - 4\epsilon^2 \Delta_{\nu},$$

so that

$$\Delta_{\nu}^2 - (2 - 4\epsilon^2 - (1 + \delta)\lambda^{-1})\Delta_{\nu} \geq \mathbb{E}[\Gamma] 0.$$

Set $\kappa = 2 - 4\epsilon^2 - (1 + \delta)\lambda^{-1}$; since $\lambda > (1 + \delta)/(2 - 4\epsilon^2)$, we have that $\kappa > 0$. Therefore, $\nu$ is a symmetric probability measure on $\Gamma$, with finite support that generates $\Gamma$, and there exists $\kappa > 0$ such that

$$\Delta_{\nu}^2 - \kappa\Delta_{\nu} \geq \mathbb{E}[\Gamma] 0.$$

Hence, by [Oza16], $\Gamma = G/\langle \langle R \rangle \rangle$ has Property (T). \qed

This allows us to deduce the following.

**Corollary 3.6.** Let $G = \langle S \mid T \rangle$ be a hyperbolic group. For each $l \geq 1$, choose a set of triples $R_l = \{r = (x_r, y_r, z_r) \}_{r}$ in $S^G$ such that: each $x_r$, $y_r$, $z_r$ has
length between least \( l/3 - \omega(l)/3 \) and \( l/3 + 2 \); and \( x, y, z \) is reduced without cancellation and lies in \( \mathcal{L}^G_{(l/3)} \). Let \( \mathcal{R}_l = \{ x, y, z : r \in \mathcal{R} \} \), and \( G/\langle\langle \mathcal{R}_l \rangle\rangle \) be a series of quotients of \( G \). Suppose that \( \mathcal{L}^G_{(l/3)} \subseteq V(\Upsilon(G, \mathcal{L}^G, \mathcal{R}_l)) \), and for all \( g \in V(\Upsilon(G, \mathcal{L}^G, \mathcal{R}_l)) \):

\[
\deg(g) = (1 + o_l(1)) \deg(g^{-1}) = (1 + o_l(1)) \rep(g),
\]

where the \( o_l(1) \) term is independent of \( g \). If \( \lim_{l \to \infty} \lambda_1(\Upsilon(G, \mathcal{L}^G, \mathcal{R}_l)) > 1/2 \), then \( G/\langle\langle \mathcal{R}_l \rangle\rangle \) has Property (T) for all sufficiently large \( l \).

Proof. Since \( \lambda = \lim_{l \to \infty} \lambda_1(\Upsilon(G, \mathcal{L}^G, \mathcal{R}_l)) > 1/2 \), we may choose \( \epsilon, \delta > 0 \) such that

\[
\lambda > (1 + \delta)/(2 - 4\epsilon^2).
\]

Then

\[
\lambda_1(\Upsilon(G, \mathcal{L}^G, \mathcal{R}_l)) > (1 + \delta)/(2 - 4\epsilon^2)
\]

for all sufficiently large \( l \). Similarly, by the assumptions of the corollary, we may assume that for all sufficiently large \( l \) and for all \( g \in V(\Upsilon(G, \mathcal{L}^G, \mathcal{R}_l)) \): \( \deg(g) \leq (1 + \epsilon) \deg(g^{-1}) \) and \( \rep(g) \leq (1 + \delta) \deg(g) \). Since \( \mathcal{L}^G_{(l/3)} \subseteq V(\Upsilon(G, \mathcal{L}^G, \mathcal{R}_l)) \), we see that \( \mathcal{W}(\mathcal{R}) \) generates a finite index subgroup of \( G \). Applying Theorem 3.5 allows us to conclude the result.

4 Counting geodesics in hyperbolic groups

Now that we have a spectral criterion for Property (T), we have two remaining tasks. Firstly, we need to find our language \( \mathcal{L}^G \), and secondly, we have to analyse the resulting graphs \( \Upsilon \). We turn to the theory of geodesics in hyperbolic groups. We wish to encode the geodesics in a hyperbolic group as an easily understood dynamical system. The most natural way to do this is to use Markov chains and subshifts. The reader should see, for example, [Cal13] for an in-depth discussion of these concepts. Let \( G = \langle S \mid T \rangle \) be a finite presentation of a non-elementary hyperbolic group (we may assume that \( S \) is inverse-closed). Assign an ordering to \( S \), and extend this to the lexicographical ordering of words in \( S^* \).

**Definition 4.1.** A finite state automaton (FSA) is a finite directed graph with a single distinguished start vertex \( v_0 \), with edges are labelled by elements of \( S \) such that for each vertex \( v \) and each \( s \in S \) there is at most one edge incident to \( v \) bearing the label \( s \). Some of the vertices are marked as accept vertices. The language parameterized by the FSA is the set of words that can be read by starting at \( v_0 \) and concatenating edge labels along a path that ends in an accept state.

The automatic structure of hyperbolic groups was analysed in [Can84]. We will make great use of the following.

**Definition 4.2.** A subset \( \mathcal{L} \subseteq S^* \) is a combing for \( G \) if: \( \mathcal{L} \) bijects with \( G \) under evaluation; \( \mathcal{L} \) is regular (i.e. there exists an FSA parameterizing \( \mathcal{L} \)); \( \mathcal{L} \) is prefix closed, i.e. if \( vw \in \mathcal{L} \), then \( w \in \mathcal{L} \); and each word in \( \mathcal{L} \) is geodesic in \( G \).
Given a language $L$ and $l \geq 1$, $L_l$ is the subset of $L$ of words of length $l$. We define $L_\infty$ to be the set of right-infinite words of $L$. The following is one of the major results in the study of hyperbolic groups.

**Theorem.** [Can84] Let $G = \langle S \mid T \rangle$ be a finite presentation of a hyperbolic group, and let $L^{geo}$ be the language of lexicographically first geodesics. Then $L^{geo}$ is a combing for $G$.

In particular, there is a directed graph $\Sigma = (V, E)$ parameterizing $L^{geo}$ with a unique start vertex $v_0$ and all other vertices accept vertices [Can84] for an overview of its construction). For $n \geq 1$, let $Y_n$ be the set of paths of length $n$ in $\Sigma$ starting at $v_0$. Define $X_n$ as the set of all paths of length $n$ in $\Sigma$. Note that $Y_n \subseteq X_n$. Let $E : \sqcup_n X_n \to G$ be the evaluation map, i.e. map a path to the corresponding path in $G$ starting at $e$ and take its endpoint in $G$. We can prove the following.

**Lemma 4.3.** The evaluation map $E : \sqcup_n X_n \to G$ is bounded-to-one, with bound $|V(\Sigma)|$.

**Proof.** Suppose that $\sigma, \sigma'$ are two paths in $\Sigma$ starting from the same vertex, $v$, and evaluating to the same element in $G$. Let $\gamma$ be a path from the start vertex $v_0$ to $v$. Then $\gamma \sigma$ and $\gamma \sigma'$ are two paths in $Y_{|\gamma|+|\sigma|}$ evaluating to the same element. Since $L^{geo}$ is a combing, we have that $\gamma \sigma = \gamma \sigma'$ as words, and so $\sigma = \sigma'$ as words. Therefore, for any $g \in G$ and any vertex $v$ of $\Sigma$, there is at most one path in $\Sigma$ starting at $v$ and evaluating to $g$. This implies that the evaluation map has preimage size bounded by $|V(\Sigma)|$.

A component $C$ of $\Sigma$ is a maximal subgraph of $\Sigma$ such that there is a directed path from any vertex $v$ in $C$ to any vertex $w$ in $C$. In this case, by an abuse of notation we can view a component $C$ as a FSA, $\Gamma_C$, by adding a unique start vertex $v'_0$ adjacent to every vertex in $C$ with each of these added edges having label the empty word, and make all other vertices accept states. Therefore, we can write $L(C) = L(\Gamma_C)$. In fact, $C$ is an irreducible (topological) Markov chain (see e.g. [Cal13, p. 23]).

For such a component, let $M(C)$ be its adjacency matrix, and let $M$ be the adjacency matrix of $\Sigma$. Let $\mu$ be the maximal real eigenvalue of $M$ and $\mu(C)$ the maximal real eigenvalue of $M(C)$. A component $C$ is maximal if $\mu(C) = \mu$. We remark that in actuality $\mu = \exp\{h\}$ and the number of paths of length $n$ in $M(C)$ is $\eta(C)(1 + o(1))\mu(C)^n$ for some constant $\eta(C) > 0$.

Since each component $C$ is connected, by the Perron–Frobenius theorem, $M_C$ has a unique real eigenvalue $\mu(C)$ of maximal norm (with algebraic multiplicity 1).

The following Lemma appears as a component of the proof of Proposition 6.2 in [GTT18].

**Lemma 4.4.** [GTT18] Proof of Proposition 6.2] There exists a maximal component, $C^{\text{max}}$, of $\Sigma$ such that for any $l \geq 1$, the set $L_l(C^{\text{max}})$ generates a finite-index subgroup of $G$. 
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We may now fix $C^{\text{max}}$ to be the desired maximal component in the above lemma and let $L^G = L(C^{\text{max}})$ be the language of $C^{\text{max}}$.

We wish to encode the geodesics in a hyperbolic group as an easily understood dynamical system. The most natural way to do this is to use shifts.

**Definition 4.5.** Let $V$ be a finite set. The two-sided shift on $V$ is the topological space $X := V^\mathbb{Z}$. We endow $V$ with the discrete topology and $X$ with the product topology. It comes endowed with the shift map $\sigma : X \to X$ defined by $(\sigma(x))_i = x_{i+1}$.

A subshift is a closed $\sigma$-invariant subspace of $X$. We wish to look at a specific type of shift, called a subshift of finite type.

**Definition 4.6.** Let $A$ be a $|V| \times |V| 0 - 1$ matrix. The subshift of finite type associated to $A$ is the subshift $X_A \subset X$ defined by $X_A = \{ x \in X : A x_i = 1 \}$.

If we take $\Sigma = (V, E)$ to be a finite directed graph, the edge subshift associated to $\Sigma$ is the set $X_\Sigma \subset (E)^\mathbb{Z}$ that is defined by the incidence matrix of $\Sigma$ (recall the incidence matrix $B$ is the $|E| \times |E| 0 - 1$ matrix, where $B_{i,j} = 1$ if the endpoint of $e_i$ is equal to the startpoint of $e_j$, and is zero otherwise).

Let $Z$ be the set of bi-infinite paths in $C^{\text{max}}$, i.e. it is the edge subshift of $C^{\text{max}}$. Since $C^{\text{max}}$ is connected, we see that $B$ (the incidence matrix) is irreducible, and furthermore, by the Perron-Frobenius theorem, it has unique largest real eigenvalue; using the growth rate of $Z$, this eigenvalue is exactly $\mu$.

**Definition 4.7 (The Parry measure).** Let $\alpha, \beta$ be the left and right $\mu$-eigenvectors for $B$, normalised so that $\alpha \beta = 1$. Let $p_i = u_i v_i$, and $P_{i,j} = B_{i,j} \beta_j / \mu \beta_i$.

For an edge path $\gamma = (e_{i_0}, e_{i_1}, \ldots, e_{i_n})$ in $C^{\text{max}}$ and $n \geq 0$, the cylinder set $Z[\gamma, m]$ is defined as

$$Z[\gamma, m] = \{ z \in Z : (z_m, z_{m+1}, \ldots, z_{m+n}) = \gamma \}.$$

These sets form a clopen basis for the subshift. The Parry measure on $Z$, $\nu$, defined in [Par64], is given by its definition on cylinder sets

$$\nu(Z[(e_{i_0}, e_{i_1}, \ldots, e_{i_n}), m]) = p_{i_0} P_{i_0, i_1} \ldots P_{i_{n-1}, i_n} \frac{\alpha_{i_0} \beta_{i_n}}{\mu^n}.$$

We now begin to analyse the number of paths in $C^{\text{max}}$, weighted by the Parry measure. First, we prove the following.

**Lemma 4.8.** For $\omega(L)$ a small-growing function, define

$$B_{L, \omega} = \frac{1}{\omega(L)} \sum_{m=L-\omega}^L \frac{1}{\mu^m} B^m.$$

Then $B_{L, \omega} \to \beta \alpha$. 
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Proof. We calculate that:

$$\|B_{L+1,\omega} - B_{L,\omega}\| \leq \frac{1}{\omega(L+1)\mu^{L+1}} \|B^{L+1}\| + \frac{1}{\mu} \sum_{m=L-\omega(L)}^{L+1-\omega(L+1)} \frac{1}{\mu^m} \|B^m\|$$

$$+ \frac{1}{\omega(L)} \sum_{m=\max\{L+1-\omega(L+1), L-\omega(L)\}}^{L} \left( \frac{1}{\omega(L)} - \frac{1}{\omega(L+1)} \right) \frac{1}{\mu^m} \|B^m\|$$

$$\leq \frac{1}{\omega(L+1)} + \frac{\omega(L+1) + 1 - \omega(L)}{\omega(L)} \sum_{m=\min\{L+1-\omega(L+1), L-\omega(L)\}}^{L} \frac{\omega(L+1) - \omega(L)}{\omega(L)\omega(L+1)}$$

$$\leq o_L(1) + 2 \frac{\omega(L+1) - \omega(L)}{\omega(L)}$$

$$= o_L(1).$$

Hence $B_{L,\omega}$ converges to a matrix $B_\omega$. Next,

$$\left\| \frac{1}{\mu} BB_{L,\omega} - B_{L+1,\omega} \right\| \leq \sum_{m=L-\omega(L)}^{L+1-\omega(L+1)} \frac{1}{\omega(L)} + \sum_{m=L-\omega(L)}^{L+1-\omega(L+1)} \left( \frac{1}{\omega(L)} - \frac{1}{\omega(L+1)} \right) \frac{1}{\mu^m} \|B^m\|$$

$$\leq o_L(1).$$

Therefore

$$\frac{1}{\mu} BB_\omega = B_\omega = \frac{1}{\mu} B_\omega B.$$

Since $B$ has a unique real eigenvalue $\mu$ of largest norm, by applying the above we see that $B_\omega$ has eigenvalues 1 (of algebraic multiplicity 1) and 0. In particular, $B_\omega$ is a rank one projection, and so can be written

$$B_\omega = \beta \alpha,$$

where $\alpha$ (respectively $\beta$) is the left (respectively right) $\mu$-eigenvector of $B_\omega$, and hence of $B$.

\[\square\]

We now observe the following.

**Lemma 4.9.** Let $\gamma = (e_{i_1}, \ldots, e_{i_m}), \gamma' = (e_{j_1}, \ldots, e_{j_n})$ be paths in $C^{\max}$. Then

$$\sum_{L-\omega(L) \leq s \leq L, \sigma = (e_{k_1}, \ldots, e_{k_s})} \nu(\gamma, \sigma, \gamma', 0) = (1 + o_L(1))\omega(L)\alpha_i \beta_m \alpha_j \beta_j / \mu^{m+n-1}.$$  

**Proof.** We see that

$$\sum_{L-\omega(L) \leq s \leq L, \sigma = (e_{k_1}, \ldots, e_{k_s})} \nu(\gamma, \sigma, \gamma', 0) = \sum_{L-\omega(L) \leq s \leq L, \sigma = (e_{k_1}, \ldots, e_{k_s})} \alpha_i \beta_j / \mu^{m+n+s-1}$$

where $\gamma \sigma \gamma'$ is a path in $C^{\max}$.
\[ \frac{\alpha_i \beta_j}{\mu^{m+n-1}} \sum_{\gamma \sigma \gamma': \text{a path in } C^{\max}} \omega(L) \leq s \leq L \]  

\[ \frac{\alpha_i \beta_j}{\mu^{m+n-1}} \sum_{L-\omega(L) \leq s \leq L} B_{\sigma, \gamma, \gamma'}^t 1/\mu^s \]  

\[ = (1 + o_1(1)) \omega(L) \alpha_i \beta_j \alpha_j \beta_j / \mu^{m+n-1} \]  

by Lemma 4.8.

We can also immediately deduce the following lemmas.

**Lemma 4.10.** Let \( \gamma = (e_{i_1}, \ldots, e_{i_m}) \), be a path in \( C^{\max} \). Then

\[ \sum_{L-\omega(L) \leq n \leq L} \sum_{\sigma = (e_{j_1}, \ldots, e_{j_n}) \sigma' = (e_{k_1}, \ldots, e_{k_s})} \nu(Z[\gamma, \sigma, \sigma'], 0) = \omega(L)^2 \nu(Z[\gamma]) \]

\[ = \sum_{L-\omega(L) \leq n \leq L} \sum_{\sigma = (e_{j_1}, \ldots, e_{j_n}) \sigma' = (e_{k_1}, \ldots, e_{k_s})} \nu(Z[\sigma, \sigma'], 0). \]

**Lemma 4.11.** Let \( \gamma = (e_{i_1}, \ldots, e_{i_m}) \) be a path in \( C^{\max} \). Then

\[ \sum_{L-\omega(L) \leq n \leq L} \sum_{\sigma = (e_{j_1}, \ldots, e_{j_n}) \sigma' = (e_{k_1}, \ldots, e_{k_s})} \nu(Z[\sigma, \gamma, \sigma'], 0) = \omega(L)^2 \nu(Z[\gamma, 0]). \]

### 5 The first eigenvalue of some random graphs

To prove Theorem A, we are required to analyse the eigenvalues of a particular model of random graphs. We first introduce the following well known model.

**Definition 5.1.** Let \( m \geq 1 \) and let \( \mathbf{w} = (w_1, \ldots, w_m) \in \mathbb{Z}_+^m \). The random graph \( \Gamma(m, \mathbf{w}) \) is the graph with vertex set \( V = \{u_1, \ldots, u_m\} \), and each edge between \( u_i \) and \( u_j \) is added with probability \( w_i w_j \rho \), where \( \rho = 1/\sum w_i \). We define \( w_{\min} = \min\{w_i\} \) and \( \overline{w} = \sum w_i/m \).

The eigenvalues of this graph were analysed in [CLV04].

**Theorem.** [CLV04, Theorem 5] Suppose that \( m \) and \( \overline{w} \) are defined such that \( w_{\min} = \Omega_m(\sqrt{\log^3 m}) \). Let \( \Sigma \sim \Gamma(m, \mathbf{w}) \). Then a.a.s. \( m \),

\[ \max_{i \neq 0} |1 - \lambda_i(\Sigma)| = 2[1 + o_m(1)]/\sqrt{\overline{w}}. \]

The above inequality can be rewritten as

\[ \max_{i \neq 1} |\mu_i(D(\Sigma)^{-1} A(\Sigma))| = 2[1 + o_m(1)]/\sqrt{\overline{w}}. \]
We now introduce several models of random graphs specific to our needs. Ultimately, we wish to model our graph $\Gamma$ by a suitable random graph model $\hat{\Gamma}(m_1, m_2, \pi, p, \ast)$. However, the random graph $\hat{\Gamma}(m_1, m_2, \pi, p, \ast)$ is somewhat complicated, and so, we build up to understanding the eigenvalues of this graph by first passing through some simpler models of random graphs. In particular, $\hat{\Gamma}(m_1, m_2, \pi, p, \ast)$ is formed from the union of $\Gamma(m, \pi, p, \ast)$, $\mathcal{B}(m_1, m_2, \pi, p)$ and $\Lambda(m_1, m_2, \pi, p, \ast)$; we study each of these graphs in turn.

In what follows, $\pi$ will be a vector in $(0, \infty)^{|V|}$, where $V$ will be the vertex set of the graph under consideration. Informally, $\pi$ corresponds to the ‘weight’ of the $i$th vertex of the graph. For notational ease we will write $\pi(v)$ to be the entry of $\pi$ corresponding to the vertex $v$. Furthermore, to be technically accurate, the below constructions are actually constructions of sequences of graphs. We therefore require a choice of $\pi_m \in \mathbb{Z}^m$ for each $m$: we will ignore the subscripts $m$ for notational ease. For the remainder of this text, we always assume that $p < 1/2$.

**Definition 5.2 (The graph $\Gamma(m, \pi, p, \ast)$).** Let $m \geq 1$, $\pi_{\min}$ be a constant independent of $m$, and let $\pi \in [\pi_{\min}, \infty]^m$. The random graph $\Gamma(m, \pi, p, \ast)$ has vertex set $V = \{v_1, \ldots, v_m\}$. The map $\ast : V \to V$ a fixed-point free involution specified in advance. Let $v_i^{-1} := \ast(v_i)$. Each edge $(v_i, v_j)$ is added with probability $(\pi(v_i)\pi(v_j^{-1}) + \pi(v_j^{-1})\pi(v_j))p$.

**Definition 5.3 (The graph $\mathcal{B}(m_1, m_2, \pi, p)$).** Let $m_1, m_2 \geq 1$, $\pi_{\min} > 0$ be a constant independent of $m_1$ and $m_2$, and $\pi \in [\pi_{\min}, \infty)^{m_1 + m_2}$. The random graph $\mathcal{B}(m_1, m_2, \pi, p)$ is the bipartite graph with vertex partition $V_1 \sqcup V_2$, where $V_1 = \{u_1, \ldots, u_{m_1}\}$ and $V_2 = \{v_1, \ldots, v_{m_2}\}$. Each edge $(u_i, v_j)$ is added with probability $\pi(u_i)\pi(v_j)p$.

**Definition 5.4 (The graph $\Lambda(m_1, m_2, \pi, p, \ast)$).** Let $m_1, m_2 \geq 1$, $\pi_{\min} > 0$ be a constant independent of $m_1$ and $m_2$, and $\pi \in [\pi_{\min}, \infty)^{m_1 + m_2}$. The random graph $\Lambda(m_1, m_2, \pi, p, \ast)$ is defined as follows. It has vertex set $V = V_1 \sqcup V_2 \sqcup V_3$, where $V_1 = \{u_1, \ldots, u_{m_1}\}$, $V_2 = \{v_1, \ldots, v_{m_2}\}$, and $V_3 = \{v_1^{-1}, \ldots, v_{m_2}^{-1}\}$. The map $\ast : V_1 \to V_1$ is a fixed-point free involution specified in advance. Let $u_i^{-1} := \ast(u_i)$. Each edge $(u_i, v_j)$ is added with probability $\pi(u_i^{-1})\pi(v_j)p$. Each edge $(u_i, v_j^{-1})$ is added with probability $\pi(u_i)\pi(v_j^{-1})p$.

**Definition 5.5 (The graph $\hat{\Gamma}(m_1, m_2, \pi, p, \ast)$).** Let $m_1, m_2 \geq 1$, $\pi_{\min} > 0$ be a constant independent of $m_1$ and $m_2$, and $\pi \in [\pi_{\min}, \infty)^{m_1 + m_2}$. The random graph $\hat{\Gamma}(m_1, m_2, \pi, p, \ast)$ is the random graph defined as follows. It has vertex set $V = V_1 \sqcup V_2 \sqcup V_3$, where $V_1 = \{u_1, \ldots, u_{m_1}\}$, $V_2 = \{v_1, \ldots, v_{m_2}\}$, and $V_3 = \{v_1^{-1}, \ldots, v_{m_2}^{-1}\}$. The map $\ast : V_1 \to V_1$ is a fixed-point free involution specified in advance. Let $u_i^{-1} := \ast(u_i)$.

1) Each edge $(u_i, v_j)$ is added with probability

$$(\pi(u_i)\pi(u_j^{-1}) + \pi(u_j^{-1})\pi(u_j))p.$$
2) Each edge $(u_i, v_j)$ is added with probability $\pi(u_i^{-1})\pi(v_j)p$.

3) Each edge $(u_i, v_j^{-1})$ is added with probability $\pi(u_i)\pi(v_j)p$.

4) Finally, each edge $(v_i, v_j^{-1})$ is added with probability $\pi(v_i)\pi(v_j)p$.

Definition 5.6. For all of the above graphs, we define

$$\pi_{max} = \max\{\pi(v) : v \in V\}.$$  

5.1 Switching between the adjacency matrix and expected adjacency matrix

Define the matrix

$$M(\Gamma(m, \pi, p, *)) = \mathbb{E}(D(\Sigma))^{-1}\mathbb{E}(A(\Sigma))$$

for $\Sigma \sim \Gamma(m, \pi, p, *)$. We define similarly the matrices $M(\Gamma(m, w))$, $M(B(m_1, m_2, \pi, p))$, $M(A(m_1, m_2, \pi, p, *))$, and $M(\Lambda(m_1, m_2, \pi, p, *))$.

It will be important for us to switch between the random matrices $D^{-1}A$ associated to a random graph and the fixed matrix $\mathbb{E}(D^{-1})\mathbb{E}(A)$. In order to do this, we will use the matrix Bernstein inequality.

Theorem 5.7. ([Tr012, Theorem 1.4], c.f. [Oli09]) Let $X_1, \ldots, X_M$ be a set of independent random symmetric $m \times m$ matrices. Suppose for $i = 1, \ldots, M$:

$$||X_i - \mathbb{E}(X_i)||_2 \leq L.$$  

Let $X = \sum_i X_i$, and

$$\sigma(X) = \left\| \sum_i \mathbb{E}[(X_i - \mathbb{E}(X_i))(X_i - \mathbb{E}(X_i))^T] \right\|.$$  

Then for all $t > 0$:

$$\mathbb{P}(||X - \mathbb{E}(X)||_2 \geq t) \leq 2m \exp\left(\frac{-t^2/2}{\sigma(X) + Lt/3}\right).$$

We will also need to use the Chernoff bounds: for $X \sim \text{Bin}(m, p)$ and $\sigma \in [0, 1]$,

$$\mathbb{P}(|X - mp| \geq \delta mp) \leq 2 \exp(-mp\delta^2 / 3).$$

This allows us to prove the following.

Lemma 5.8.

i) Let $\Sigma \sim \Gamma(m, \pi, p, *)$ with $mp = \Omega_m(\pi_{max} \log m)$ or $\Sigma \sim \Gamma(m, w)$ with $w_{\min} p = \Omega_m(w_{\max} \log m)$. Then

$$||D(\Sigma)^{-1}A(\Sigma) - \mathbb{E}(D(\Sigma)^{-1})\mathbb{E}(A(\Sigma))||_2 = o_m(1)$$  

with probability tending to 1 as $m$ tends to infinity.
Let $\Sigma \sim \mathcal{B}(m_1, m_2, \pi, \rho)$ with $\min\{m_1, m_2\} p = \Omega_{m_1}(\pi_{\text{max}} \log(m_1 + m_2))$. Then

$$||D(\Sigma)^{-1}A(\Sigma) - \mathbb{E}(D(\Sigma)^{-1})\mathbb{E}(A(\Sigma))||_2 = o_{m_1}(1)$$

with probability tending to 1 as $m_1$ tends to infinity.

**Proof.** Consider statement i). Let $\Sigma \sim \Gamma(m, \pi, \rho, \sigma)$. For $1 \leq i < j \leq m$ let $E_{i,j}$ be the matrix with all zero entries except for entry 1 in position $(i, j)$. Let $X_{i,j}$ be the random symmetric matrix $X_{i,j} = \xi_{i,j}(E_{i,j}^{1} + E_{j,i}^{1})$, where $\xi_{i,j} \sim \text{Bernoulli}(p_{i,j})$ for $p_{i,j} := (\pi(u_i)\pi(u_j^{-1}) + \pi(u_i^{-1})\pi(u_j))p$. For each $i, j$;

$$||X_{i,j} - \mathbb{E}(X_{i,j})||_2 \leq \max \{||X_{i,j} - \mathbb{E}(X_{i,j})||_1, ||X_{i,j} - \mathbb{E}(X_{i,j})||_\infty\} \leq 1.$$

Furthermore, for each $i, j$;

$$\mathbb{E}[(X_{i,j} - \mathbb{E}(X_{i,j}))(X_{i,j} - \mathbb{E}(X_{i,j}))^T] = p_{i,j}(1 - p_{i,j})(E_{i,j}^{1} + E_{j,i}^{1}).$$

Let $X = \sum_{i,j} X_{i,j}$, so that $X = A(\Sigma)$. Since $p_{i,j} \leq \pi_{\text{max}}2p$, we have that

$$\sigma(X) = \left\| \sum_{i,j} p_{i,j}(1 - p_{i,j})(E_{i,j}^{1} + E_{j,i}^{1}) \right\|_2$$

$$\leq \max \left\{ \left\| \sum_{i,j} p_{i,j}(1 - p_{i,j})(E_{i,j}^{1} + E_{j,i}^{1}) \right\|_1, \left\| \sum_{i,j} p_{i,j}(1 - p_{i,j})(E_{i,j}^{1} + E_{j,i}^{1}) \right\|_\infty \right\} \leq 2\pi_{\text{max}}mp.$$

Therefore, by Theorem [7,1] (the matrix Bernstein inequality), letting $\omega$ be any function such that $\omega = \Omega_{m_1}(1)$ and $mp = \Omega_{m_1}(\pi_{\text{max}}\omega \log m)$:

$$\mathbb{P} \left( ||X - \mathbb{E}(X)||_2 \geq \sqrt{\pi_{\text{max}}mp\omega \log m} \right) \leq \exp \left\{ -\frac{\pi_{\text{max}}mp\omega \log m}{2mp\pi_{\text{max}} + \sqrt{mp\omega \log m}/3} \right\} \leq m^{-\omega/100} = o_{m}(1).$$

Next, $\mathbb{E}(D)_{\text{min}} \geq \pi_{\text{min}}^2mp$. Note that $X = A(\Sigma)$, and so:

$$\mathbb{P} \left( ||\mathbb{E}(D)_{-1}[A(\Sigma) - \mathbb{E}(A(\Sigma))]||_2 \geq \sqrt{\pi_{\text{max}}mp\omega \log m/\pi_{\text{min}}mp} \right) \leq \mathbb{P} \left( ||A(\Sigma) - \mathbb{E}(A(\Sigma))||_2 \geq \sqrt{\pi_{\text{max}}mp\omega \log m} \right) = o_{m}(1).$$

Finally, since $mp = \Omega_{m}(\pi_{\text{max}}\log m)$, it is follows by a standard application of the Chernoff bounds (see e.g. [FK15, Theorem 3.4]) that with probability tending to 1,

$$||I - D(\Sigma)\mathbb{E}(D(\Sigma))^{-1}||_2 \leq o_{m}(1),$$
i.e. the actual degree of a vertex is close to its expected degree. Hence

\[ ||D^{-1}A(\Sigma) - E(D)^{-1}A(\Sigma)||_2 \leq ||I - E(D)^{-1}D||_2||D^{-1}A(\Sigma)||_2 \leq o_m(1) \]

with probability 1 - o_m(1), and the result follows. The remaining cases follow similarly.

As \( A(\Lambda(m_1, m_2, \pi, p, *)) \) and \( A(\bar{\Delta}(m_1, m_2, \pi, p, *)) \) are formed by summing matrices of the above form, this immediately implies the following.

**Lemma 5.9.** Let \( \Sigma \sim \Lambda(m_1, m_2, \pi, p, *) \) or \( \Sigma \sim \bar{\Delta}(m_1, m_2, \pi, p, *) \) where \( (m_1 + 2m_2)p = \Omega_m(\pi_{\max} \log (m_1 + 2m_2)) \). Then

\[ ||D(\Sigma)^{-1}A(\Sigma) - E(D(\Sigma)^{-1})E(A(\Sigma))||_2 = o(1) \]

with probability tending to 1 as \( m_1 + m_2 \) tends to infinity.

### 5.2 The first eigenvalue of \( \Gamma(m, \pi, p, *) \)

We now turn to analysing the first eigenvalue of the graph \( \Gamma(m, \pi, p, *) \).

**Lemma 5.10.** Suppose that \( m \geq 1 \), and \( p \) is such that that \( mp = \Omega_m(\pi_{\max} \log^6 m) \). Then \( \mu_2(M(\Gamma(m, \pi, p, *))) = o_m(1) \).

**Proof.** Let \( M = M(\Gamma(m, \pi, p, *)) \), and let \( W' \) be the expected degree matrix of \( \Gamma(m, \pi, p, *) \). Define

- \( N_\pi = \sum_{v \in V} \pi(v) \),
- \( u(x_i) = \pi(x_i)Np \),
- \( u'(x_i) = \pi(x_i^{-1})Np \), and
- \( w(x_i) = 2(\pi(x_i) + \pi(x_i^{-1}))Np \).

Let \( W_1 = E(D(\Gamma(m, w))) \) and \( W_2 = E(D(\Gamma(m, w'))) \). Define similarly the matrices \( A_1 \) and \( A_2 \) as the expected adjacency matrices of the graphs \( \Gamma(m, w) \) and \( \Gamma(m, w') \). Let \( W' = E(D(\Gamma(m, w'))) \). Note that \( (WW_1^{-1})_{\max} \leq 1/\pi_{\min} \).

Let \( M' = M + W^{-1}A_1 + W^{-1}A_2 = 2M(\Gamma(m, w')) \). By our assumptions, we have that \( w_{\min} = \Omega(w_{\max} \sqrt{\pi} \log^3(m)) \), and similarly for \( w \) and \( w' \). Therefore \( \mu_2(M') = o_m(1) \) by [CLV04 Theorem 5] and Lemma 5.9. Similarly

\[ \mu_1(-W_1^{-1}A_1) = -\mu_m(W_1^{-1}A_1) = o_m(1), \]

and \( \mu_2(-W_2^{-1}A_2) = o_m(1) \).

By Weyl’s inequality and the Courant-Fischer theorem, we have that

\[ \mu_2(M) = \mu_2\left(M' - W^{-1}W_1(W_1^{-1}A_1) - W^{-1}W_2(W_2^{-1}A_2)\right) \]
\[
\leq \mu_2(M') + [W^{-1}W_1]_{\text{max}}\mu_1(-W_1^{-1}A_1) + [W^{-1}W_2]_{\text{max}}\mu_1(-W_2^{-1}A_2)
\leq \mu_2(M') + \mu_1(-W_1^{-1}A_1) + \mu_1(-W_2^{-1}A_2)
\leq o_m(1).
\]

\[\square\]

5.3 The first eigenvalue of \(B(m_1, m_2, \pi, p)\)

We now aim to prove a similar theorem for \(B(m_1, m_2, \pi, p)\). In particular, we prove the following.

Lemma 5.11. Suppose that \(m_1, m_2 \geq 1\), and \(p\) is such that that \[
\min\{m_1, m_2\}p = \Omega_{m_1}(\pi_{\text{max}} \log^6 (m_1 + m_2)).
\]
Then \(\mu_2(M(B(m_1, m_2, \pi, p))) \leq o_m(1)\).

Proof. The proof proceeds as in the proof of Theorem 5.10. Let \(A_1\) be the matrix with \((A_1)_{i,j} = \pi(u_i)\pi(u_j)p\) for \(i, j \leq m\) and 0 otherwise. Let \(A_2\) be the matrix with \((A_2)_{i,j} = \pi(v_i)\pi(v_j)p\) for \(i, j > m\) and 0 otherwise.

Then \(M' = M + W^{-1}A_1 + W^{-2}A_2 = 2M(\Gamma(m_1 + m_2, \underline{w}))\), where \(\underline{w}\) is defined similarly to the previous lemma. We observe

\[
\mu_2(M'), \mu_1(-W^{-1}A_1), \mu_1(-W^{-1}A_2) = o_{m_1 + m_2}(1).
\]

The proof now follows similarly to Lemma 5.10. \[\square\]

5.4 The first eigenvalue of \(\Lambda(m_1, m_2, \pi, p, *)\)

We now turn to analysing the eigenvalues of \(\Lambda(m_1, m_2, \pi, p, *)\).

Lemma 5.12. Suppose that \(m_1, m_2 \geq 1\), and \(p\) is such that that \[
\min\{m_1, m_2\}p = \Omega_{m_1}(\pi_{\text{max}} \log^6 (m_1 + m_2)).
\]
Then \[
\mu_2(M(\Lambda(m_1, m_2, \pi, p, *))) \leq o_m(1).
\]

Proof. We will use the Rayleigh quotient theorem. We note that \(M := M(\Lambda(m_1, m_2, \pi, p, *)) = W_1M_1 + W_2M_2\), where \(M_1\) corresponds to the edges in \(V_1 \times V_2\) and \(M_2\) corresponds to the edges in \(V_1 \times V_3\) (normalised by the expected degrees). In particular \(M_1 = M(B(m_1, m_2, \pi, p))\), and \(M_2 = M(B(m_1, m_2, \pi \circ \ast, p))\). Each \(M_i\) has largest eigenvalue equal to 1, with corresponding eigenvector \(\underline{1}_{V_1 \cup V_2}\) and \(\underline{1}_{V_1 \cup V_2 \cup V_3}\), respectively. Similarly, the first eigenvalue of \(M\) is 1, with corresponding eigenvector \(\underline{1}_{V_1 \cup V_2 \cup V_3}\).
Therefore, to estimate $\mu_2(M)$, we analyse

$$
\mu_2 := \max_{\|x\|_1 = 1} \langle Mx, x \rangle.
$$

Let $\phi$ be a unit vector with $\phi \cdot 1_V = 0$ achieving the above maximum, whose existence is guaranteed by the Courant-Fischer theorem. We may write

$$
\phi = \xi + \psi = \begin{pmatrix} \alpha 1_{V_1} \\ \beta 1_{V_2} \\ \gamma 1_{V_3} \end{pmatrix} + \begin{pmatrix} \psi_1 \\ \psi_2 \\ \psi_3 \end{pmatrix},
$$

where $\psi_i \cdot 1_{V_i} = 0$ for $i = 1, 2, 3$. Since $\phi \cdot 1_V = 0$, we have that

$$
\alpha|V_1| + \beta|V_2| + \gamma|V_3| = \alpha m_1 + (\beta + \gamma)m_2 = 0,
$$

and so $\alpha(\beta + \gamma) \leq 0$.

Define

$$
N_1 = \sum_{u \in V_1} \pi(u), \text{ and } N_2 = \sum_{v \in V_2} \pi(v).
$$

Furthermore, define

$$
D_1 = \text{diag}\left(\pi(u_1^{-1})N_2, \ldots, \pi(u_{m_1}^{-1})N_2, \underbrace{0, \ldots, 0}_{m_2}, \pi(v_1)N_1, \ldots, \pi(v_{m_2})N_1\right),
$$

$$
D_2 = \text{diag}\left(\pi(u_1)N_2, \ldots, \pi(u_{m_1})N_2, \pi(v_1)N_1, \ldots, \pi(v_{m_2})N_1, \underbrace{0, \ldots, 0}_{m_2}\right).
$$

Then

$$
M_1 = D_1^{-1} \begin{pmatrix} 0 & A_1 \\ A_1^T & 0 \\ 0 & 0 \\ 0 & 0 \end{pmatrix},
$$

where $(A_1)_{i,j} = \pi(u_i^{-1})\pi(v_j)$, and similarly

$$
M_2 = D_2^{-1} \begin{pmatrix} 0 & 0 & A_2 \\ 0 & 0 & 0 \\ A_2^T & 0 & 0 \end{pmatrix},
$$

where $(A_2)_{i,j} = \pi(u_i)\pi(v_j)$. We can see that

$$
W_1 = \text{diag}\left(\frac{\pi(u_1^{-1})}{\pi(u_1) + \pi(u_1^{-1})}, \ldots, \frac{\pi(u_{m_1}^{-1})}{\pi(u_{m_1}) + \pi(u_{m_1}^{-1})}, \underbrace{0, \ldots, 0}_{m_2}, 1, \ldots, 1\right),
$$

so that $\|W_1\|_2 \leq 1$. Similarly,

$$
W_2 = \text{diag}\left(\frac{\pi(u_1)}{\pi(u_1) + \pi(u_1)}, \ldots, \frac{\pi(u_{m_1})}{\pi(u_{m_1}) + \pi(u_{m_1})}, \underbrace{1, \ldots, 1}_{m_2}, 0, \ldots, 0\right).
$$
so that $\|W_2\|_2 \leq 1$. Now, $\|\psi\| \leq 1$ and $\psi \cdot 1_{V_1 \cup V_2} = 0$, and so by the Courant-Fischer theorem:

$$\langle M_1 \psi, \psi \rangle \leq \mu_2(M_1) \|\psi\|^2 \leq \mu_2(M_1).$$

Therefore:

$$\langle W_1 M_1 \psi, \psi \rangle = \psi^T W_1 M_1 \psi = \frac{\psi^T W_1 \psi T M_1 \psi / \|\psi\|^2}{\psi^T T / \|\psi\|^2}.$$

$$\langle W_1 M_1 \psi, \psi \rangle \leq \psi^T T M_1 \psi max (x^T W_1 x / x^T x) \leq \langle W_1 M_1 \psi, \psi \rangle (\|W_1\|_2)^2 \leq \mu_2(M_1) \|\psi\|^2 (\|W_1\|_2)^2 \leq \mu_2(M_1) = o_{m_1}(1).$$

We can also see that $\langle W_2 M_2 \psi, \psi \rangle \leq o_{m_1}(1)$. It therefore remains to analyse $\langle M_1 \xi, \xi \rangle$. We have that

$$M_1 \xi = \left( \begin{array}{c} \gamma \pi (u_1) + \beta \pi (u_1^{-1}) \\ \pi (u_1) + \pi (u_1^{-1}) \\ \ldots \\ \gamma \pi (u_{m_1}) + \beta \pi (u_{m_1}^{-1}) \\ \pi (u_{m_1}) + \pi (u_{m_1}^{-1}) \\ \alpha 1_{V_2} \\ \alpha 1_{V_3} \end{array} \right).$$

Therefore, as $|V_1|, |V_2| = |V_3| \geq 0$ and $*$ is fixed-point free:

$$\langle M_1 \xi, \xi \rangle = \sum_{u \in V_1} \frac{\alpha \gamma \pi (u) + \alpha \beta \pi (u^{-1})}{\pi (u) + \pi (u^{-1})} + \alpha \beta |V_2| + \alpha \gamma |V_3| = \alpha \gamma |V_1| + \alpha \beta |V_2| + \alpha \beta |V_2| + \alpha \gamma |V_3| = \alpha (\beta + \gamma) (|V_1| + |V_2|) \leq 0.$$

Hence

$$\mu_2(M) = \langle M \phi, \phi \rangle = \langle M_1 \xi, \xi \rangle + \langle W_1 M_1 \psi, \psi \rangle + \langle W_2 M_2 \psi, \psi \rangle \leq \langle W_1 M_1 \psi, \psi \rangle + \langle W_2 M_2 \psi, \psi \rangle \leq o_{m_1}(1).$$

□
5.5 The first eigenvalue of $\tilde{\Delta}(m_1, m_2, \pi, p, \ast)$

We finally have all the pieces in place to analyse the first eigenvalue of the random graph $\tilde{\Delta}(m_1, m_2, \pi, p, \ast)$. We will approach this in a similar manner to the previous subsection. However, we need three different results: we split the subsequent analysis into three smaller sections.

5.5.1 The case $m_1 = \Omega_{m_1}(m_2)$

Lemma 5.13. Let $m_1, m_2 \geq 1$ with $m_1 = \Omega_{m_1}(\pi_{\max}m_2)$. Suppose that $p$ satisfies $(m_1 + 2m_2)p = \Omega_{m_1}(\pi_{\max} \log^6(m_1 + 2m_2))$. Let $\Sigma \sim \tilde{\Delta}(m_1, m_2, \pi, p, \ast)$. Then with probability tending to 1 as $m_1$ tends to infinity,

$$\lambda_1(\Sigma) \geq 1 - o_{m_1}(1).$$

Proof. Since $m_1 = \Omega_{m_1}(\pi_{\max}m_2)$, we have that $m_1p = \Omega_{m_1}(\pi_{\max} \log^6(m_1))$. Let $\Sigma_1$ be the subgraph of $\Sigma$ corresponding to the edges in $V_1^2$, so that $\Sigma_1 \sim \Gamma(m, \pi, p, \ast)$. Similarly let $\Sigma_2$ be the subgraph of $\Sigma$ corresponding to the edges in $V_1 \times (V_2 \cup V_3)$, so that $\Sigma_2 \sim A(m_1, m_2, \pi, p, \ast)$. Finally, let $\Sigma_3$ be the subgraph of $\Sigma$ corresponding to the edges in $V_2 \times V_3$, so that $\Sigma_3 \sim B(m_1, m_2, \pi, p)$.

We note that $D(\Sigma)_{\min} \geq \pi_{\min}m_1p/2$ almost surely. Furthermore, with probability tending to 1,

$$\max_{v \in V_1(\Sigma_2)} \deg_{\Sigma_2}(v) = o_{m_1}(m_1p/\pi_{\max}),$$

since $m_1 = \Omega_{m_1}(m_2\pi_{\max})$. Similarly, for some fixed $C > 0$, with probability tending to 1:

$$\max_{v \in V_2(\Sigma_2)} \deg_{\Sigma_2}(v) \leq C\pi_{\max}m_1p.$$

By Lemma 2.3 almost surely

$$\max_{v \in V(\Sigma_3)} \deg_{\Sigma_3}(v) = o_{m_1}(m_1p/\pi_{\max}).$$

We have that $A(\Sigma) = A(\Sigma_1) + A(\Sigma_2) + A(\Sigma_3)$, and by Lemma 2.3 we see that:

$$||A(\Sigma_2)||_2, ||A(\Sigma_3)||_2 = o_{m_1}(m_1p)$$

with probability tending to 1. Therefore,

$$||D(\Sigma)^{-1}A(\Sigma_2)||_2, ||D(\Sigma)^{-1}A(\Sigma_3)||_2 = o_{m_1}(1)$$

almost surely. Hence

$$||D(\Sigma)^{-1}A(\Sigma) - D(\Sigma)^{-1}A(\Sigma_1)||_2 = o_{m_1},$$

so that $\mu_i(D(\Sigma)^{-1}A(\Sigma)) = \mu_i(D(\Sigma)^{-1}A(\Sigma_1)) + o_{m_1}(1)$ for all $i$. By applying the Chernoff bounds, we see that almost surely

$$||D(\Sigma)|_{\Sigma_1} - D(\Sigma_1)|| = o_{m_1} \min \{||D(\Sigma)|_{\Sigma_1}||, ||D(\Sigma_1)||\}.$$
so that
\[ ||D(\Sigma)^{-1}A(\Sigma_1) - D(\Sigma_1)^{-1}A(\Sigma_1)||_2 = o_{m_1}(1) \]
with probability tending to 1. By assumption, \( \Sigma_1 \sim \Gamma(m, \pi, p, \ast) \) with \( m_1p = \Omega(\pi_{\max} \log^6 m_1) \), and hence \( \mu_2(D(\Sigma_1)^{-1}A(\Sigma_1)) = o_{m_1}(1) \) by Lemmas 5.9 and 5.10. Hence
\[ \mu_2(D(\Sigma)^{-1}A(\Sigma)) = o_{m_1}(1), \]
after surely and the result follows.

\[ \square \]

### 5.5.2 The case \( om_2 = \Omega_{m_2}(m_1) \)

**Lemma 5.14.** Let \( m_1, m_2 \geq 1 \) with \( m_2 = \Omega(\pi_{\max} m_1) \). Suppose that \( p \) satisfies \( (m_1 + 2m_2)p = \Omega_{m_2}(\pi_{\max} \log^6 (m_1 + 2m_2)) \). Let \( \Sigma \sim \tilde{\Delta}(m_1, m_2, \pi, p, \ast) \). Then with probability tending to 1 as \( m_2 \) tends to infinity,
\[ \lambda_1(\Sigma) \geq 1 - o_{m_2}(1). \]

**Proof.** Since \( m_2 = \Omega_m(\pi_{\max} m_1) \), we have that \( m_2p = \Omega_{m_2}(\pi_{\max} \log^6 (m_2)) \). Let \( \Sigma_1 \) be the subgraph of \( \Sigma \) corresponding to the edges in \( V_1^2 \), so that \( \Sigma_1 \sim \Gamma(m, \pi, p, \ast) \). Similarly let \( \Sigma_2 \) be the subgraph of \( \Sigma \) corresponding to the edges in \( V_1 \times (V_2 \cup V_3) \), so that \( \Sigma_2 \sim \Delta(m_1, m_2, \pi, p, \ast) \). Finally, let \( \Sigma_3 \) be the subgraph of \( \Sigma \) corresponding to the edges in \( V_2 \times V_3 \), so that \( \Sigma_3 \sim B(m_1, m_2, \pi, p) \).

We note that \( D(\Sigma)_{\min} \geq \pi_{\min}^2 m_2/2 \) almost surely. Furthermore, we may deduce similarly to the previous lemma that, with probability tending to 1:
\[ ||A(\Sigma_1)||_2, ||A(\Sigma_2)||_2 = o_{m_2}(m_2p/\pi_{\max}). \]
We have that \( A(\Sigma) = A(\Sigma_1) + A(\Sigma_2) + A(\Sigma_3) \). Therefore
\[ ||D(\Sigma)^{-1}A(\Sigma_1)||_2, ||D(\Sigma)^{-1}A(\Sigma_2)||_2 = o_{m_2}(1) \]
almost surely. Hence
\[ ||D(\Sigma)^{-1}A(\Sigma)|_{\Sigma_3} - D(\Sigma)^{-1}A(\Sigma_3)||_2 = o_{m_2}(1) \]
almost surely, so that \( \mu_i(D(\Sigma)^{-1}A(\Sigma)) = \mu_i(D(\Sigma)^{-1}A(\Sigma_3)) = o_{m_2}(1) \) for all \( i \). Finally,
\[ ||D(\Sigma)^{-1}A(\Sigma_3) - D(\Sigma_3)^{-1}A(\Sigma_3)||_2 \leq o_{m_2}(1) \]
with probability tending to 1. By assumption, \( \Sigma_3 \sim B(m_1, m_2, \pi, p) \) with \( m_2p = \Omega_{m_2}(\pi_{\max} \log^6 m_2) \), so that \( \mu_2(D(\Sigma_3)^{-1}A(\Sigma_3)) \leq o_{m_2}(1) \) by Lemmas 5.9 and 5.11. Therefore
\[ \mu_2(D(\Sigma)^{-1}A(\Sigma)) \leq o_{m_2}(1), \]
as required.

\[ \square \]
5.5.3  The case $m_1 = \Theta(m_2)$

We now turn to the final case.

**Lemma 5.15.** Let $m_1, m_2 \geq 1$ with

$$O_{m_1 + m_2}(m_2/\pi_{\max}) \leq m_1 \leq O_{m_1 + m_2}(m_2\pi_{\max}).$$

Suppose that $p$ satisfies $(m_1 + 2m_2)p = \Omega_{m_1}(\pi_{\max}^2 \log^6(m_1 + 2m_2))$. Then

$$\mu_2 \left( M(\tilde{\Delta}(m_1, m_2, \pi, p, *)) \right) \leq o_{m_1}(1).$$

**Proof.** We may write $M := M(\tilde{\Delta}(m_1, m_2, \pi, p, *)) = W_1M_1 + W_2M_2 + W_3M_3$, where $M_1 = M(\Gamma(m_1, \pi, p, *))$, $M_2 = M(\Lambda(m_1, m_2, \pi, p, *))$, and $M_3 = M(\mathcal{B}(m_1, m_2, \pi, p))$.

Now, as previously, let $\phi$ be a vector with $||\phi|| = 1$, $\phi \cdot 1_{V_1} = 0$, and $\mu_2(M) = \langle M\phi, \phi \rangle$.

This vector is guaranteed to exist by the Courant-Fischer theorem. We again write

$$\phi = \left( \alpha 1_{V_1} \right) + \left( \psi_1 \right) = \xi + \psi_1,$$

where $\psi_1 \cdot 1_{V_1} = \psi_2 \cdot 1_{V_2 \cup V_3} = 0$. As we previously argued, by our assumptions on $p$ we have that:

$$\langle W_iM\xi, \psi \rangle = o_{m_1}(1),$$

for $i = 1, 2, 3$.

It therefore remains to analyse $\langle M\xi, \xi \rangle$. Recall that we defined

$$N_1 = \sum_{u \in V_1} \pi(u), \quad N_2 = \sum_{v \in V_2} \pi(v).$$

For $i \leq m_1$, we calculate

$$M_{i,j} = \begin{cases} \frac{\pi(u_i)\pi(u_j^{-1}) + \pi(u_i^{-1})\pi(u_j)}{(\pi(u_i) + \pi(u_i^{-1}))(N_1 + N_2)} : j \leq m_1, \\ \frac{(\pi(u_i) + \pi(u_i^{-1}))(N_1 + N_2)}{\pi(u_i)\pi(v_j)} : m_1 + 1 \leq j \leq m_1 + m_2, \\ \frac{(\pi(u_i) + \pi(u_i^{-1}))(N_1 + N_2)}{(\pi(u_i) + \pi(u_i^{-1}))(N_1 + N_2)} : m_1 + m_2 + 1 \leq j. \end{cases}$$
For $m_1 + 1 \leq i \leq m_1 + m_2$, we see that
\[
M_{i,j} := \begin{cases} 
\pi(v_i)\pi(u_j^{-1}) : j \leq m_1, \\
n(v_i)(N_1 + N_2) : m_1 + 1 \leq j \leq m_1 + m_2, \\
\pi(v_i)\pi(v_j) : m_1 + m_2 + 1 \leq j.
\end{cases}
\]

For $m_1 + m_2 + 1 \leq i \leq m_1 + 2m_2$, we see that
\[
M_{i,j} := \begin{cases} 
\pi(v_i)\pi(u_j) : j \leq m_1, \\
n(v_i)(N_1 + N_2) : m_1 + 1 \leq j \leq m_1 + m_2, \\
\pi(v_i)\pi(v_j) : m_1 + m_2 + 1 \leq j.
\end{cases}
\]

We therefore have:
\[
M_\xi = \begin{pmatrix} N_1 \alpha + N_2 \beta \\ N_1 \alpha + N_2 \end{pmatrix} \frac{1_{V_1}}{N_1 + N_2}
\]
\[
N_1 \alpha + N_2 \beta \frac{1_{V_1}}{N_1 + N_2} \frac{1_{V_2 \cup V_3}}{N_1 + N_2}
\]

Recall that $|V_2| = |V_3|$. We calculate:
\[
\langle M_\xi, \xi \rangle = \left( \frac{N_1 \alpha + N_2 \beta}{N_1 + N_2} \frac{1_{V_1}}{N_1 + N_2} \frac{1_{V_2 \cup V_3}}{N_1 + N_2} \right) \left( \frac{\alpha}{N_1 + N_2} \frac{1_{V_1}}{N_1 + N_2} \right)
\]
\[
= \frac{N_1 \alpha^2 + N_2 \alpha \beta}{N_1 + N_2} |V_1| + \frac{N_1 \alpha \beta + N_2 \beta^2}{N_1 + N_2} |V_2 \cup V_3|
\]
\[
= \frac{1}{N_1 + N_2} \left[ N_1 \alpha^2 |V_1| + N_2 \alpha \beta |V_1| + N_1 \alpha \beta |V_2 \cup V_3| + N_2 \beta^2 |V_2 \cup V_3| \right]
\]
\[
= \frac{N_1 \alpha + N_2 \beta}{N_1 + N_2} \left[ \alpha |V_1| + \beta |V_2 \cup V_3| \right]
\]
\[
= 0,
\]

since
\[
\xi \cdot 1_V = \alpha |V_1| + \beta |V_2 \cup V_3| = 0.
\]

Hence,
\[
\mu_2(M) = \langle M_\phi, \phi \rangle = \langle M_\xi, \xi \rangle + \langle W_1 M_1 \psi, \psi \rangle + \langle W_2 M_2 \psi, \psi \rangle + \langle W_3 M_3 \psi, \psi \rangle
\]
\[
\leq 0 + o_{m_1}(1) + o_{m_2}(1) + o_{m_3}(1).
\]

Applying Lemma 5.9 to Lemmas 5.13, 5.14, and 5.15 we deduce the following.
Lemma 5.16. Let $m_1, m_2 \geq 1$. Suppose that $p$ satisfies $(m_1 + 2m_2)p = \Omega_{m_1+2m_2}(\pi_{\text{max}}^2 \log^6(m_1 + 2m_2))$. Let $\Sigma \sim \mathbb{A}(m_1, m_2, \pi, p, \ast)$. Then

$$\lambda_1(\Sigma) \geq 1 - o_{m_1+2m_2}(1)$$

with probability tending to 1 as $m_1 + 2m_2$ tends to infinity.

6 Property (T) in random quotients of hyperbolic groups

We can now turn to proving Theorem A. We will first focus on a result for a slightly different model of random groups, where each relator is added independently with probability close to some $p$. We now fix $\omega$ a slow-growing function.

Definition 6.1. Given a word $w$, let $\text{Path}(w)$ be the set of paths in $C^{\text{max}}$ with label $w$. Note that for any word $w$, this set is of size at most $|V(C^{\text{max}})|$. For a number $l - \omega(l) \leq L \leq l$, let $\text{Sol}_l(L)$ be the set of ordered triples $(a, b, c)$ with $a + b + c = L, 1/3 - \omega(l)/3 \leq a, b, c \leq l/3 + 2$ (note that $|\text{Sol}_l(L)| \geq 1$ for all $l - \omega(l) \leq L \leq l$).

The binomial model of random groups at length $\omega$-near $l$ is obtained as follows. Let $\Xi = \Xi(l) \leq \mu^{-\omega(l)}$. For each path $\gamma$ in $C^{\text{max}}$ of length between $l - \omega(l)$ and $l$, and each $(a, b, c) \in \text{Sol}(|\gamma|)$, add $\text{lab}(\gamma)$ to $R_{a, b, c}$ with probability

$$\nu(\Xi[\omega, 0])\Xi/(\omega(l)/3)^2.$$

Let $R_l = \bigcup_{a,b,c} \{x_r, y_r, z_r : (x_r, y_r, z_r) \in R_{a,b,c}\}$, and consider

$G/\langle\langle R_l\rangle\rangle$.

Note that

$$\Pr(w \in R_l) = (1 + o_1(1))|\text{Path}(w)||\Xi\nu(\Xi[\omega, 0])| \leq |V(C^{\text{max}})| K/\mu^{|w|}$$

for some constant $K > 0$. We can prove the following.

Theorem 6.2. Let $G = \langle S \mid T \rangle$ be a finite presentation of a hyperbolic group with growth rate $\gamma > 0$. Let $R_l$ be obtained as above. If $\Xi \exp(-h/3) = \Omega_l(l^7)$, then $G/\langle\langle R_l\rangle\rangle$ has Property (T) with probability tending to 1 as $l$ tends to infinity.

This allows us to prove Theorem A.

Proof of Theorem A Consider the following model of random quotients of $G$, which we denote by $G_1(l, p)$. Let $p_l : \mathcal{L}^G \to [0, 1]$. Add each word $w \in \mathcal{L}^G_{l, \omega(l)}$ to the relator set $\mathcal{R}_l$ with probability $p_l(w)$, and consider $G/\langle\langle \mathcal{R}_l \rangle\rangle$.

First note that, in the binomial model, there exists a constant $C$ such that $p(w \in R_l) \leq C\mu^{d-|w|}$, independent of $w$. Therefore, as $(T)$ is preserved under
quotients, Theorem 6.2 implies that \( G_1(l, p_1) \) has (T) with probability \( 1 - o_l(1) \) for all \( p_1 \) with \( \min_{w \in \mathcal{L}^G_{l,\omega(t)}} \{ p_1(w) \} \exp\{2hl/3\} = \Omega_l(l^\gamma) \).

Fix \( d > 1/3 \) and choose \( d > d_1 > d_2 > 1/3 \). Recall that Property (T) is preserved under adding relators. We have that

\[
|\mathcal{L}^G_l| = (1 + o_l(1))\eta' \exp\{hl\}
\]

for some \( \eta' > 0 \). We previously defined

\[ \Phi(g) := \left| \{ w \in \mathcal{L}^G : w = g \} \right|, \]

and proved that \( \Phi(g) \) is uniformly bounded above by some constant \( \Phi \).

We refer to the model in Theorem 6.2 (i.e. killing a random subset \( \mathcal{B}_l \subseteq \text{Ann}_l,\omega(G) \) of size \( \exp\{hld\} \) by \( G(l, d) \). Finally, for \( \rho_1 : G \rightarrow [0,1] \) we produce the model \( G_2(l, \rho_1) \) as follows. Add each element \( g \in \text{Ann}_l,\omega(t)(G) \) to \( X_l \) with probability \( \rho_1(g) \), and consider \( G/\langle\langle X_l \rangle\rangle \).

Now, consider \( p_1 \) defined by

\[
p_1(w) := \frac{\exp\{hl(d_2 - |w|)\}}{\Phi(w)},
\]

and the model \( G_1(l, p) \). We may assume that \( p_1(w, d_2) = o_l(1) \) for all words \( w \). The probability that an element \( g \) appears in \( \mathfrak{B}_l \) is

\[
1 - (1 - p_1(w, d_2))^{\Phi(g)} \approx (1 + o_l(1))\Phi(g)p_1(w, d_2)
= (1 + o_l(1))\exp\{hl(d_2 - |w|)\}.
\]

Therefore the model \( G_1(l, p) \) is effectively the same as the model \( G_2(l, \rho) \), where we add each element \( g \) of \( \text{Ann}_l,\omega(t)(G) \) to \( Y_l \) with probability \( \rho_1 := \exp\{hld_2 - h|g|\} \). In particular, if \( d_2 > 1/3 \), then by Theorem 6.2 we have that \( G_2(l, \rho_1) \) has property (T) with overwhelming probability.

Now, it is easily seen that for \( G/\langle\langle \mathfrak{B}_l \rangle\rangle \sim G(l, d) \), we have almost surely that for \( 0 \leq n \leq \omega(l) \):

\[
|\mathfrak{B}_l \cap S_{l-n}| \geq (1 + o_l(1))\exp\{hld - h\omega\} \geq \exp\{hld_1\} \quad (*),
\]

since \( n \leq \omega(l) \leq \log \log l \).

Therefore, let \( \Gamma = G/\langle\langle X_l \rangle\rangle \sim G_2(l, p_1(d_2)) \): by the Chernoff bounds we have that

\[
|X_l \cap S_{l-n}| = (1 + o_l(1))\exp\{hld_2\}
\]

for each \( 0 \leq n \leq \omega(l) \).

Choose a random subset \( X_l \subset \mathfrak{B}_l \) of size \( \exp\{hld\} \): then \( G/\langle\langle \mathfrak{B}_l \rangle\rangle \sim G(l, d) \), conditioned on \( G \) having (\( \ast \)). Since \( \Gamma \) has property (T) with probability \( 1 - o_l(1) \), and \( G \sim G(l, d) \) has (\( \ast \)) with probability \( 1 - o_l(1) \), the result follows.

It thus remains to prove Theorem 6.2. There is one small issue, in that we do not wish to study directed graphs. Given \( G \) and \( R_l \) as above, we can define the
graph $\Psi(G, R_l)$ by collapsing each pair of directed edges $(w, v^{-1}), (v^{-1}, w)$ in $\Upsilon(G, L^G, R_l)$ to a single undirected edge. In particular, the edge set of $\Psi(G, R_l)$ is obtained by adding the undirected edge $\{w_1, w_3\}$ for each $r = (w_1, w_2, w_3) \in R_l$. Since $L(\Upsilon(G, L^G, R_l)) = L(\Psi(G, R_l))$, we can instead just analyse $\Psi(G, R_l)$.

Let $L^\pm_{i/3, \omega}$ be the set of $w \in L^G_{i/3, \omega(l)/3}$ with $w^{-1} \notin L^G$. Define the set

$$L^-_{i/3, \omega} := \{ w \in L^G_{i/3, \omega(l)/3} : w^{-1} \in L^+_{i/3, \omega(l)/3} \}.$$

Finally, let $L^+_{i/3, \omega(l)/3}$ be the set

$$L^+_{i/3, \omega} := \{ w \in L^G : w^{-1} \in L^G_{i/3, \omega(l)/3} \}.$$

Note that, if $w = w^{-1}$, then $w$ is the trivial word. We now apply our previous work on geodesics in hyperbolic groups to count the degrees of vertices in our random graphs. Recall the Chernoff bounds: for $X \sim Bin(m, p)$ and $\delta \in [0, 1]$,

$$\mathbb{P}(|X - mp| \geq \delta mp) \leq 2 \exp(-mp\delta^2 / 3).$$

We now prove the following.

**Lemma 6.3.** Let $G = \langle S \mid T \rangle$ be a hyperbolic group with growth rate $h > 0$. Let $R_l$ be obtained as in Theorem 6.2 where $\exp(-hl/3) = \Omega_l(l)$. Then with probability tending to 1 as $l$ tends to infinity, for any $v \in L^-_{i, \omega(l)/3}, w \in L^+_{i, \omega(l)/3}$:

$$rep(v) = (1 + o_1(1))\Xi\nu(Z[v]),$$

$$rep(w) = (1 + o_1(1))\Xi\nu(Z[w]) + \nu(Z[w^{-1}]).$$

**Proof.** Let us suppose that $w \in L^+_{i/3, \omega(l)/3}$. Then we calculate, using Lemma 4.11

$$\mathbb{E}(rep(w)) = \sum_{\sigma\gamma \sigma' \text{ a path} \atop lab(\gamma) = w} \Pr(\sigma\gamma\sigma' \text{ added to } R_{|\sigma|, |w|, |\sigma'|})$$

$$+ \sum_{\sigma\gamma \sigma' \text{ a path} \atop lab(\gamma) = w^{-1}} \Pr(\sigma\gamma\sigma' \text{ added to } R_{|\sigma|, |w^{-1}|, |\sigma'|})$$

$$= \Xi\nu(Z[w]) + \nu(Z[w^{-1}]).$$

The result follows by an application of the Chernoff bounds. 

We next need to analyse edge probabilities.

**Lemma 6.4.** Let $G = \langle S \mid T \rangle$ be a hyperbolic group with growth rate $h > 0$. Let $l \geq 1$. Let $R_l$ be obtained as in Theorem 6.2 where $\exp(-hl/3) = \Omega_l(l)$. Let $E$ be the edge set of $\Psi(G, R_l)$. There exists a constant $\pi_{min} > 0$ and a function
\[\pi : \mathcal{L}^G \to [\pi_{\text{min}}, \infty)\] such that for any \(u \in \mathcal{L}^+_{l/3, \omega(l)/3}, v \in \mathcal{L}^+_{l/3, \omega(l)/3}, w, w' \in \mathcal{L}^+_{l/3, \omega(l)/3}:\]

\[
Pr\{\{u, v\} \in E\} = (1 + o(1))\pi(u)\pi(v^{-1})\exp\{-2hl/3\}3\Xi/\omega(l),
\]

\[
Pr\{\{u, w\} \in E\} = (1 + o(1))\pi(u)\pi(w^{-1})\exp\{-2hl/3\}3\Xi/\omega(l),
\]

\[
Pr\{\{v, w\} \in E\} = (1 + o(1))\pi(v^{-1})\pi(w)\exp\{-2hl/3\}3\Xi/\omega(l),
\]

\[
Pr\{\{w, w'\} \in E\} = (1 + o(1))\pi(w)\pi(w')\exp\{-2hl/3\}3\Xi/\omega(l).
\]

Clearly \(u\) is never connected to \(v^{-1}\), etc.

**Proof.** We prove Statement 4 only. For a path \(\gamma = (e_1, \ldots, e_n)\), let

\[\pi(\gamma) = \alpha_i \beta_i \exp\{h(l/3 - n)\}.
\]

Define

\[\pi(w) = \sum_{\gamma \in \mathcal{L}^G} \pi(\gamma).
\]

The edge \(\{w, w'\}\) can occur when either \(wuw^{-1}\) is added to \(R_{l|\omega|, l|\omega|, l|\omega|}\), or \(w'u'w^{-1}\) is added to \(R_{l|\omega|, l|\omega|, l|\omega|}\). By Lemma 4.9, the probability such a word appears in the correct \(R_{l|\alpha|, l|\beta|}\) is

\[(1 + o(1))\frac{l/3}{3} (\pi(w)\pi(w^{-1}) + \pi(w^{-1})\pi(w')) \exp\{-2hl/3\}(\omega(l)/3)^{-1}.
\]

The probability the word is then added to the correct \(R_{l|\alpha|, l|\beta|}\) to obtain the desired edge is \((\omega(l)/3)^{-2}\), and the result follows.

Finally, we can easily observe the following.

**Lemma 6.5.** Let \(G = \langle S \mid T \rangle\) be a hyperbolic group with growth rate \(h > 0\). Let \(l \geq 1\), and let \(R_l\) be obtained as in Theorem 6.2. Then for all \(g \in G\) with \(g \in V:\]

\[\deg(g) = (1 + o(1))\deg(g^{-1}) = (1 + o(1))\repl(g).
\]

We now note that, importantly, for small \(p\), there are not too many double edges in \(\Psi(G, R_l)\). A *matching* in a graph is a set, \(\mathcal{M}\), of edges in the graph such that no two edges in \(\mathcal{M}\) share a common endpoint.

**Lemma 6.6.** (c.f. ALS15) Let \(G = \langle S \mid T \rangle\) be a hyperbolic group, with growth rate \(h > 0\). Let \(R_l\) be constructed as in Theorem 6.2. If \(\Xi \leq \exp\{hl^d\}\) for some \(d < 5/12\), then with probability tending to 1 as \(l\) tends to infinity, the set of double edges in \(\Psi(G, R_l)\) forms a matching, and there are no triple edges in \(\Psi(G, R_l)\).

The proof of the above is effectively that of [Ash21, Lemma 6.3], which closely follows the [ALS15] p.12.
Proof. Fix $\Xi \leq \exp\{hd\}$ for some $d < 5/12$. The probability, $P_3$, that there exists a pair of vertices $u, v$ with at least three edges between $u$ and $v$ is bounded above by

$$P_3 \leq O_1((\exp\{hl/3\})^2(\exp\{hl/3\})^3\Xi^3 \exp\{-2hl\} \log l)$$

$$\leq O_1((\exp\{hl/3\})^{(5+9d-9)hl/2} \log l)$$

$$= o(l),$$

since $d < 5/12 < 4/9$. The probability, $P_{doub}$, that there are vertices $u, v, w$ with double edges between $u$ and $v$ and $u$ and $w$ is bounded by

$$P_{doub} = O_1((\exp\{hl/3\})^3(\eta \exp\{hl/3\})^4\Xi^4 \exp\{-4hl\} \log l)$$

$$\leq O_1((\exp\{hl/3\})^{(12d-5) hl/2} \log l)$$

$$= o(l),$$

since $d < 5/12$.

This allows us to prove Theorem 6.2.

Proof of Theorem 6.2. As (T) is an increasing property, we may assume that $\Xi$ satisfies the conditions of Theorem 6.2 and Lemma 6.6. For example, we may take $\Xi = \exp\{hd\}$ for $1/3 < d < 5/12$. Note that the minimum degree of $\Psi(G, R_l)$ tends to infinity with probability tending to 1. Therefore, as the set of double edges forms a matching in $\Psi(G, R_l)$, by collapsing double edges in $\Psi(G, R_l)$, we find a graph $\Psi'$ with at most one edge between any two vertices such that

$$\lambda_1(\Psi') = \lambda_1(\Psi(G, R_l)) + o_l(1)$$

almost surely. Applying Lemma 6.4, we observe that

$$\Psi' \sim \Delta \left( |L_{l/3, \omega(l)/3}|, |L_{l/3, \omega(l)/3}|, \pi, \exp\{-2hl/3\}/\omega(l), \pi \right),$$

where $\pi : V_1 \to V_1$ maps $w \mapsto w^{-1}$ (and hence is fixed point free). Now,

$$|L_{l/3, \omega(l)/3}^{0} = |L_{l/3, \omega(l)/3}^{0} + 2|L_{l/3, \omega(l)/3}^{0}, \log^6(|L_{l/3, \omega(l)/3}^{0}|) = O_l(l^6).$$

Furthermore, $\pi_{max} \leq \log \log l$. As $\Xi$ satisfies the assumptions of Theorem 6.2, we may apply Lemma 6.10 to deduce that with probability $1 - o_l(1)$;

$$\lambda_1(\Psi') \geq 1 + o_l(1).$$

Since

$$\lambda_1(\Psi(G, R_l)) = \lambda_1(\Psi'(G, R_l)) + o_l(1)$$

almost surely, we have

$$\lambda_1(\Psi(G, R_l)) \geq 1 + o_l(1)$$

almost surely. Furthermore, with probability $1 - o_l(1)$, $L_{l/3}^G \subseteq W(R_l)$, and so $W(R_l)$ generates a finite index subgroup of $G$ by Lemma 4.4. The result now follows by Corollary 8.6 and Lemma 6.4. 

\[\square\]
We now very briefly indicate how to alter the preceding proofs to obtain a proof of Theorem B. Firstly, we can replace Lemma 4.8 by the following classical result in ergodic Markov chains.

**Lemma 6.7.** Let $B$ be the edge incidence matrix of $C^\text{max}$, with left (right) $\mu$ eigenvector $\alpha$ ($\beta$). If $C^\text{max}$ is aperiodic, we have convergence

\[
\frac{B^m}{\mu^m} \to \beta \alpha.
\]

We then switch to a new binomial model as follows.

**Definition 6.8.** The binomial model of random groups at length $3l$ is obtained as follows. Let $\Xi = \Xi(l) \leq \mu l - \omega(l)$. For each path $\gamma$ in $C^\text{max}$ of length $3l$, add $\text{lab}(\gamma)$ to $R_{3l,l,l}$; $l,l,l$ with probability $\nu(\mathcal{Z}[\gamma, 0])\Xi$, and consider $G/\langle\langle R_{l}\rangle\rangle$.

The aim is to prove the following.

**Theorem 6.9.** Let $G = \langle S \mid T \rangle$ be a finite presentation of a hyperbolic group with growth rate $h > 0$, and $C^\text{max}$ aperiodic, Let $R_{3l}$ be obtained as above. If $\Xi \exp\{-hl\} = \Omega_l(l^7)$, then $G/\langle\langle R_{3l}\rangle\rangle$ has Property (T) with probability tending to 1 as $l$ tends to infinity.

The proof of the above follows immediately as the proof of Theorem 6.2, using the following lemma, which is obtained by an application of Lemma 6.7.

**Lemma 6.10.** Let $\gamma = (e_{i_1}, \ldots, e_{i_l}), \gamma' = (e'_{i_1}, \ldots, e'_{i_l})$, be paths in $C^\text{max}$. The following hold.

\[
\sum_{\sigma = (e_{j_1}, \ldots, e_{j_k})} \nu(\mathcal{Z}[\gamma, \sigma, \gamma'], 0) = (1 + o_L(1))\alpha_{i_1}\beta_{i_m}\alpha_{j_1}\beta_{j_n}/\mu^{m+n-1}.
\]

\[
\sum_{\sigma = (e_{j_1}, \ldots, e_{j_k})} \sum_{\sigma' = (e_{k_1}, \ldots, e_{k_l})} \nu(\mathcal{Z}[\gamma, \sigma, \sigma'], 0) = \nu(\mathcal{Z}[\gamma, 0])
\]

\[
\sum_{\sigma = (e_{j_1}, \ldots, e_{j_k})} \sum_{\sigma' = (e_{k_1}, \ldots, e_{k_l})} \nu(\mathcal{Z}[\sigma, \sigma', \gamma], 0) = \nu(\mathcal{Z}[\gamma, 0])
\]

\[
\sum_{\sigma = (e_{j_1}, \ldots, e_{j_k})} \sum_{\sigma' = (e_{k_1}, \ldots, e_{k_l})} \nu(\mathcal{Z}[\sigma, \gamma, \sigma'], 0) = \nu(\mathcal{Z}[\gamma, 0]).
\]

We then prove Theorem B from Theorem 6.9 in a manner similar to that employed to deduce Theorem A from Theorem 6.2. The main observation is that for a choice $T_l \subseteq \text{Ann}_{1,2}(G)$ of size at least $\exp\{h\ell \delta d\}$ for any $\epsilon > 0$, we have $|T_l \cap S_{3\lceil l/3 \rceil}| \geq \exp\{h\ell (d - \epsilon)\}$ almost surely. Theorem 6.9 then implies that the group $G/\langle\langle T_l \cap S_{3\lceil l/3 \rceil}\rangle\rangle$ has (T) almost surely.
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