Counterfactual Explanations for Arbitrary Regression Models

Abstract

We present a new method for counterfactual explanations (CFEs) based on Bayesian optimisation that applies to both classification and regression models. Our method is a globally convergent search algorithm with support for arbitrary regression models and constraints like feature sparsity and actionable recourse, and furthermore can answer multiple counterfactual questions in parallel while learning from previous queries. We formulate CFE search for regression models in a rigorous mathematical framework using differentiable potentials, which resolves robustness issues in threshold-based objectives. We prove that in this framework, (a) verifying the existence of counterfactuals is \(NP\)-complete; and (b) that finding instances using such potentials is \(CLS\)-complete. We describe a unified algorithm for CFEs using a specialised acquisition function that composes both expected improvement and an exponential-polynomial (EP) family with desirable properties. Our evaluation on real-world benchmark domains demonstrate high sample-efficiency and precision.

1 Introduction

Counterfactual explanations (CFEs) have garnered attention in the explainable AI (XAI) literature \[35\] as a tool for inspecting the outputs of machine learning models \[53, 12, 35\]. In its most basic form, a CFE of a model \(f\) takes an input query instance \(q\) belonging to the input data space and applies a minimal perturbation \(\varepsilon\) such that the new model output, \(f(q + \varepsilon)\), differs from the original output, \(f(q)\), in some desired way. The ability to inspect local changes in a model’s output allows one to understand a decision boundary in more detail, diagnose issues with robustness or to suggest ways consumers of a model’s output can improve their own model-dependent outcomes. The latter idea is known as actionable recourse \[27, 52\], and is important for high-stakes decisions such as credit decisioning and healthcare. The European Union now legally stipulates that any individual subject to (semi)-autonomous decision making has the right to an explanation \[54, 16\], and similar rights to explanation have existed in the US in domains such as credit decisioning \[11\].

Existing work on CFEs focus on classification models \[5\]. Since the model outputs are discrete, the notion of when a model’s output changes is unambiguous. In contrast, regression models have
continuous outputs which can change under arbitrarily small perturbations. Applying the usual notion of counterfactuals (CFs) to explain changes to regression models is hence prone to CFEs that are essentially uninformative by dint of their being too similar to the query instance. The naïve solution to this problem, by requiring a minimal threshold of change on the dependent variables, turns out to be very sensitive to the chosen threshold, as we describe in Section 2. This phenomenon suggests that there are questions around counterfactual specification that have yet to be addressed.

**Our contributions.** We present a new method for computing CFEs for regression models that is based on Bayesian optimisation. Our method is principled, yet flexible: it requires only black box access to the model, and supports arbitrary nonlinear constraints on feature perturbations. Our specific contributions are to:

1. Introduce a rigorous mathematical framework for specifying counterfactual search problems with regression models based on differentiable potentials and, in so doing, resolve the known robustness issues of threshold-based objectives.
2. Prove that, under this formalism, finding an optimal CF is CLS-complete [18], and that deciding CF existence more generally is NP-complete.
3. Motivate the definition of an exponential-polynomial (EP) family of potentials, explore their theoretical properties, and demonstrate their effectiveness on practical problems.
4. Provide a unified algorithm for generating counterfactuals with Bayesian optimisation and a specialised acquisition function based on a composition of expected improvement and the EP family of potential functions.

To the best of our knowledge, we are the first to use Bayesian optimisation to generate CFEs.

**1.1 Related Work**

Several comprehensive surveys on CFEs have recently been published [10, 53, 49]. CF generation techniques vary by how much we can introspect into the model. On one extreme, some methods use only black box access to model outputs, and are model agnostic [14, 42]. On the other, methods exist that require full introspection into the model’s specification, notably for tree ensembles [50, 30, 19]. Such methods are specific to a particular class of model. Intermediate between these are methods that require gradient information, which presumes that the model is differentiable [40, 38, 29].

**Computational cost.** In general, CFE methods that require fewer assumptions about the model have higher computational complexity. The CF search is often formulated as a non-convex optimisation problem, although some convexified formulations do exist [11, 2]. and are computationally hard to solve optimally [34, 22]. Despite this cost, we use Bayesian optimisation (BO) for our CF search, as it is globally convergent [21, 48] and is efficient in practice [47, 6]. To amortize the cost incurred in CFE search, some methods provide multiple diverse CFEs to a given query instance [38, 14, 19], while others permit reuse of a single optimisation run to generate CFEs for multiple query instances [53]. Our method is an example of the latter.

**Desiderata.** **Sparsity.** Human interpretable CFEs should involve changes to only a few features, and is usually enforced by $\ell_1$-regularisation [30, 19, 27, 38] or $\ell_0$-regularisation [14]. However, such sparsity penalties are not always appropriate, particularly when handling predictive multiplicity, when multiple trained classifiers all have similar output [56, 39]. In our method, sparsity can be induced by any $\ell_p$-regulariser as specified by the user. **Proximity.** Generated CFEs should be close to the manifold of observed data [14, 29, 26]. **Causality.** CFEs should account for causal relations between features [2, 27, 33], assuming the underlying causal structure is known [41]. **Actionability (recourse).** The changes described in a CFE can be realized in a future input to the model, which requires methods to distinguish between mutable and immutable features [26, 14, 27]. Our method permits nonlinear constraints, which allows the user to impose their own actionability properties: for instance, that age can only increase, or that two features must change in the same direction. **Use of categorical features.** Categorical features must be processed into a differentiable representation before they can be used in gradient-based methods. Methods like the standard Gumbel-softmax trick [23, 32] presents scaling issues when many categories are present [55]. Some methods like MiVaBo [15] and CoCaBO [45] permit Bayesian optimisation over mixed variables, while others use
Table 1: Key properties of our counterfactual generation algorithm.

| Property            | Description                                      | Value   |
|---------------------|--------------------------------------------------|---------|
| Assumptions         | Model Access                                     | How much information is needed about the model? | Black Box |
|                     | Model Agnostic                                   | Is the algorithm model-independent?             | ✓        |
| Optimisation        | Amortised Inference                              | CF generation for multiple query instances without optimising separately | ×        |
| Amortisation        | Multiple Counterfactuals                         | Multiple CF examples produced for a given query instance | ✓        |
| CF Attributes       | Sparsity                                         | Does the algorithm consider sparsity?           | ✓        |
|                     | Data Manifold                                    | Are generated examples forced to be close to the data manifold? | ×        |
|                     | Causal relation                                  | Are causal relations between features considered? | ×        |
| CF Optimisation     | Feature preference                               | Is feature actionability accounted for?         | ✓        |
| Attributes          | Categorical dist. func.                          | Distance function for categorical features if different to continuous. | –        |

Table 1 describes our method using the categorisation of Verma et al. [53], while noting that this categorisation excludes regressions. At present, the only other CFE method that is black-box, model-agnostic and capable of producing multiple counterfactual example is Dandl et al. [14]. Like us, they pose CFE as an optimisation problem. Also, the method applies to both regression and classification models, albeit focusing on the latter. Our method differs in two key aspects. First, we use counterfactual potentials instead of thresholding, which we argue in Section 2 is not appropriate in general. Second, we use Bayesian optimisation, which guarantees global convergences as in Theorem 3.2 instead of genetic programming, which does not provide such convergence rigorously.

2 Counterfactual Search and its Complexity

The generation of CFs can be formulated as a classic search, or satisfiability problem. Given some model \( f: \mathcal{X} \rightarrow \mathcal{Y} \), where \( \mathcal{X} \) is of finite dimensionality — but possibly infinite in cardinality — and a query instance \( q \in \mathcal{X} \), the objective is, broadly speaking, to identify another input \( c \neq q, c \in \mathcal{X} \), such that the new output qualifies as “contrary to the fact”. To formalise this, we first introduce the notion of a counterfactual algebra which contains all possible subsets of a model’s range, excluding \( f(q) \). We then identify a form of duality between the chosen target set and the input values that could plausibly give rise to an output in this region. These two concepts characterise the problem of finding a CFE, regardless of the domain or codomain of the model.

**Definition 2.1** (Counterfactual Algebra). For a model-query pair \((f, q)\), define the counterfactual algebra as the powerset

\[
\mathcal{T}_f^q = \mathcal{P}\left(\{f(x) : x \in \mathcal{X}, f(x) \neq f(q)\}\right).
\]  

Further, let \( \tilde{T}^q \subset \mathcal{T}_f^q \) denote the set of subsets that admit polynomial-time membership circuits/oracles (see Definition A.1).

**Definition 2.2** (Counterfactual Duality). Take a model-query pair \((f, q)\) and choose a target set \( T \in \mathcal{T}_f^q \) to be the dual space. The corresponding primal (or, counterfactual) space is then defined as the preimage of the target set under \( f \),

\[
S_T^f = f^{-1}[T] = \{x \in \mathcal{X} : f(x) \in T\}.
\]  

The abbreviated notations \( S_T \) and \( S \) will be used when \( f \) and/or \( T \) are clear from context.

The construction above makes it clear that the outcome and efficacy of any counterfactual experiment hinges on (a) the nature of the domain \( \mathcal{X} \) and codomain \( \mathcal{Y} \); (b) the query instance \( q \in \mathcal{X} \); and (c) the choice of target set \( T \in \mathcal{T}_f^q \). While Definition 2.1 implies that any element \( x \in T \) is reachable under the model, it says nothing of how difficult it is to find such a point. To provide intuition into this property of CF search, we define a new computational problem CFX-E

\[\text{EXISTENCE}\] below and prove in Theorem 2.1 that it is NP-complete. In other words, while finding a solution may be hard, verifying CFs for a given query instance is relatively easy.
When agents’ incentives are dictated by a single global function. Definition 2.3 below formalises this.

This concept is closely related to the construction used in potential games \[37\] to analyse equilibria. They are also tractable, since the function is efficient to compute, which is true for many models developed in practice. For classifiers, where the set \(\mathcal{Y}\) is finite, computing set membership is trivial, and the convention is to express the target set for a given query point \(q\) as \(\mathcal{T} = \{ y \in \mathcal{Y} : y \neq f(q) \}\), or some subset thereof. Since the codomain is finite, it follows that the target set must also be finite, and thus one can construct practical algorithms that provide candidate solutions to CFX-E under mild constraints on the model and its domain (see Section 1.1 and references therein). In contrast, regression models have codomains that are subsets of an \(n\)-dimensional real Euclidean space, and the definition of a “valid” CF is much more nuanced. First, we may not always have an obvious how to choose a set from the model-induced algebra so as to obtain “realistic” counterfactuals.

Setting thresholds for regression models is brittle. For scalar regression problems, one solution to specifying validity of CFs is to set a threshold \(\varepsilon\), so that the CF set is \(\mathcal{S} = \{ x \in \mathcal{X} : |f(x) - f(q)| \geq \varepsilon \}\). This construction yields an equivalency between instances of CFX-E for (binary) classifiers and regressors. They are also tractable, since the targets are defined using preorders, which admit trivial verification circuits. However, thresholding does not distinguish between CFs in \(\mathcal{S}\), which is a problem when the distance in \(x\) far exceeds \(\varepsilon\), leading to unrealistic CFs that are far from the query point. Furthermore, CFs defined via thresholding can be very sensitive to \(\varepsilon\). Figure 1 shows an example where the query instance \(q \in \mathcal{X}\) is bounded above by \(q < x_1 < x_2\), and \(f\) is monotone increasing such that \(f(q) + \varepsilon_1 < f(x_1) < f(q) + \varepsilon_2 < f(x_2)\) for \(0 < \varepsilon_1 < \varepsilon_2\). Define \(\Delta = x_2 - x_1\). Setting \(\varepsilon_1\) as the threshold yields the CF \(x_1\), whereas choosing \(\varepsilon_2\) yields \(x_2\) instead. Considering the distance \(\Delta\) is large, \(x_2\) is further from \(q\) than \(x_1\) is, and thus \(\varepsilon_2\) is arguably a worse threshold than \(\varepsilon_1\), as it yields CFs far from the query point. However, there is no ex ante way to choose between \(\varepsilon_1\) and \(\varepsilon_2\), which causes this threshold robustness issue. A key contribution our work is to formalise the notion of regression counterfactuals in terms of potentials instead of the direct instantiation of the primal-dual spaces via thresholds, which we will now describe.

2.1 Potential-Based Search

In this work, we focus on a subset of \(\mathbb{T}_q^f\) where, for a given query \(q \in \mathcal{X}\), we ascribe to each output \(y \in \mathcal{Y}\) a scalar potential which quantifies the value associated with candidate counterfactual points. This concept is closely related to the construction used in potential games \[37\] to analyse equilibria when agents’ incentives are dictated by a single global function. Definition 2.3 below formalises this.

**Definition 2.3 (Potential).** A counterfactual potential function is an element \(\rho\) of the set
\[
\mathcal{R}_q = \left\{ \rho \in C^1_{L}(\mathcal{X}, \mathbb{R}) : \max_{x \in \mathcal{X}} \rho(f(x)) - \rho(f(q)) > 0 \right\}
\] (3)
of all continuously differentiable maps between model outputs and the real line, where \((f, q)\) is a model-query pair, \(\rho\) and \(\nabla \rho\) are \(L\)-Lipschitz, and the value of \(\rho\) is not maximized at \(q\).

Theorem 2.1. CFX-EEXISTENCE is NP-complete.

**Proof (Sketch).** Polynomial verification and a reduction from SAT; see Appendix A.  \(\square\)
Using this notion of a potential, we can now refine the counterfactual duality of 

**Definition 2.4** (Potential Duality). For a model-query pair \((f, q)\) and potential \(\rho \in \mathcal{R}^f_q\), define the 

\[ \mathcal{T}_\rho = \{ y = f(x) : x \in \mathcal{X}, \rho(y) \geq (1 - \varepsilon)\rho^* \} \subseteq \mathcal{T}_q^f, \]

\[ \mathcal{S}_\rho^\varepsilon = \{ x \in \mathcal{X} : f(x) \in \mathcal{T}_\rho^\varepsilon \}, \]

where \(\rho^* \doteq \max_{x \in \mathcal{X}} \rho(f(x))\) and \(0 \leq \varepsilon < 1\). Let the induced sub-algebra of (potential-based) target sets be denoted by \(\mathcal{T}_\rho^\varepsilon \subseteq \mathcal{T}_q^f\) and defined as the powerset over the \((1 - \varepsilon)\rho^*\)-superlevel sets. As in **Definition 2.1** let \(\mathcal{T}_\rho \subseteq \mathcal{T}_\rho^\varepsilon \cap \mathcal{T}_q^f\) denote the subset of efficient potential-based target sets.

**Remark.** The model and its properties will have a strong bearing on the nature of the potential-based target sets. For example, continuity and differentiability will lead to closed target sets since **Definition 2.3** also stipulates that each \(\rho\) be in \(C^1_L\). Under certain conditions it can even be shown that \(\mathcal{T}_\rho^\varepsilon\) is a connected set in which case we can derive simple membership circuits; e.g., for boxes or bounded convex polytopes. This implies that it may often be practical and feasible to choose a target set that we know ex ante is a member of the (efficient) sub-algebra \(\mathcal{T}_\rho^\varepsilon\).

A counterfactual search problem that is expressible using potential duality can always be recast as an optimisation problem, where the goal is to find one or more points in a given counterfactual set \(\mathcal{S}_{\rho}^\varepsilon\). Note, however, that **Equation 4** defines the target set under a global sense of optimality, whereas existing gradient-based methods \([38, 55]\) only find locally optimal solutions. Such methods find a CF as the limit point of a sequence \(\{x_n\}_{n \in \mathbb{N}}\) defined by a recurrence relation of the form:

\[ x_{n+1} \leftarrow \Pi_\mathcal{X}[x_n + \eta \nabla \rho(f(x_n))] = \Pi_\mathcal{X}[x_n + \eta \rho'(f(x_n)) f'(x_n)], \]

where \(\Pi_\mathcal{X}\) denotes an Euclidean projection onto \(\mathcal{X}\), and thus cannot apply to nondifferentiable models like boosted decision trees. Furthermore, gradient-based methods can fail with high probability, even if \(\nabla f\) exists \([22]\). Nevertheless, we show below that finding a CF using **Equation 6** is \(\text{CLS-complete}\) while finding a globally optimal CF is \(\text{CLS-hard}\). This complexity results complement those of Tsirtsis and Gomez Rodriguez \([51]\) and also suggest that any instance of \(\text{CFX-POTENTIAL-LOCALOPT}\) can be transformed in polynomial time into problems such as \(\text{GD-FINITE-DIFF}\) \([13]\). This affords us access to a powerful toolbox of methods from numerical computing and optimisation.

### CFX-POTENTIAL-(LOCALOPT/GLOBALOPT) (informal)

**Input:** A differentiable model \(f : \mathbb{R}^n \to \mathbb{R}^m\) and potential function \(\rho \in \mathcal{R}^f_q\).

**Goal (LOCALOPT):** Find a point \(c \in \mathcal{X}\) such that \(\|c - \Pi_\mathcal{X}[c + \eta \nabla \rho(f(c))]\|_2 \leq \delta\).

**Goal (GLOBALOPT):** Find an element of the counterfactual set \(\mathcal{S}_{\rho}^0\).

**Theorem 2.2.** CFX-POTENTIAL-LOCALOPT is \(\text{CLS-complete}\).

**Proof (Sketch).** Show inclusion by reducing to \(\text{GENERAL-CONTINUOUS-LOCALOPT}\), then hardness follows by reducing from \(\text{GD-LOCAL-SEARCH}\) \([18]\); see Appendix A.

**Corollary 2.2.1.** CFX-POTENTIAL-GLOBALOPT is \(\text{CLS-hard}\).

**Proof (Sketch).** Follows directly from the injective mapping between solutions of CFX-POTENTIAL-GLOBALOPT and CFX-POTENTIAL-LOCALOPT; see Appendix A.

### The Exponential-Polynomial Family

Potentials should facilitate CFs that are neither too near nor too far from the query, to ensure that CFs are both interpretable and actionable \([39, 52]\). To this end, we introduce the exponential-polynomial (EP) family of potentials \([\text{Definition 2.5}]\) below that have this “sweet spot” property.

**Definition 2.5** (EP Family). For a model-query pair \((f, q)\), define the asymmetric exponential-polynomial (AEP) potentials as the functions

\[ \rho^\pm_q(y; w) \doteq z_q(y; w)^2 \exp\left\{ -z_q(y; w)^2 \right\}, \]

where
whose arguments are the real value \( y \in \mathcal{Y} \subseteq \mathbb{R} \) and width parameter \( w > 0 \), with \( z_q(y; w) = \frac{y - f(q)}{w} \), \([z]_+ = \max \{z, 0\}, [z]_- = -\min \{z, 0\}\). The corresponding symmetric EP (SEP) potential is then
\[
\rho_{q}^{\text{SEP}}(y; w) = \rho_{q}^{\text{AEP}+}(y; w) + \rho_{q}^{\text{AEP}+}(y; w). \tag{8}
\]
By construction, EP potentials have customisable optima, and their shapes define nesting superlevel sets\(^4\), which ensure consistent ordering of CFs. Figure 2 provides an example of EP potentials with maxima at \( f(q) \pm w \), where the signs correspond to those in Definition 2.5.

### 3 Bayesian Optimisation and the EI-CFX Algorithm

Unlike existing work \cite{55, 38, 14}, we take a global optimisation perspective on the problem of finding CFEs by leveraging Bayesian optimisation \cite{36, 24, 46}, a technique that is sample-efficient and has known convergence guarantees. BO can be applied to non-differentiable models as it searches over the posterior distribution of a Gaussian process (GP) surrogate, and is thus applicable to models outside CFX-POTENTIAL-GLOBALOPT, like decision trees. However, as we show in Section 4, taking a naïve approach to using BO in this setting can lead to very poor performance. This can be attributed to the following question: should the surrogate just predict \( f \) or the entire composition \( \rho \circ f \)? We argue that the former is better \cite{3}, since it makes our algorithm more effective and parallelisable by leveraging structure in the potential.

Suppose we have a model \( f \) that is continuous over \( \mathbb{R} \) and have sampled \( f(0) = 0 \) and \( f(1) = 2 \) under a potential \( \rho(y) = y^2e^{-y^2} \), yielding \( \rho(0) = 0 \) and \( \rho(2) = 4e^{-4} \). The intermediate value theorem now implies that that there exists some \( z \in (0, 1) \) with \( f(z) = 1 \) such that \( (\rho \circ f)(z) \) attains its maximum value of \( e^{-1} \). A surrogate that models the composition \( \rho \circ f \) will not be guaranteed to attain this maximum. Figure 3 shows corroborating numerical evidence from a simple experiment, searching for counterfactuals for a logistic regression model with two features. We formulate the CF search using two different Bayesian optimisation problems, (a) using the explicit form of our EP potential \( \rho \) and modeling \( f \) with the surrogate, and (b) modeling the composition \( \rho \circ f \) with the surrogate. The former shows rapid convergence to the target set (red line), with the acquisition function recovering the desired set with just 7 or 8 samples. In contrast, the acquisition function of (b) does not show any meaningful convergence even after 8 samples.

To formalise our proposed method as a Bayesian optimisation problem we first take a scalar regression model \( f : \mathcal{X} \to \mathbb{R} \) and define the surrogate \( \tilde{f} \) as being drawn from a GP prior, \( \mathcal{G}\mathcal{P}(\mu, K) \), with mean function \( \mu : \mathcal{X} \to \mathbb{R} \) and covariance function \( K : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \). Given a dataset \( \mathcal{D}_n \equiv \{(x_i, f(x_i))\}_{i \in [n]} \) we can also compute the posterior distribution \( \mathcal{G}\mathcal{P}(\mu_n, K_n) \), where the conditioned mean and covariance functions, \( \mu_n : \mathcal{X} \to \mathbb{R} \) and \( K_n : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \), can be evaluated in closed form \cite{44}. Our novel acquisition function for performing (potential-based) counterfactual search then follows by a refinement of the well-known expected improvement function \cite{36, 24}. As shown in Proposition 3.1 and Figure 3, this function admits “well-behaved,” closed-form expressions for its value and derivative.

\(^4\)The \( \varepsilon \)-optimal target sets form an annulus of outer radius \( w \) and fixed inner radius under the SEP potential.
Definition 3.1 (Expected Counterfactual Improvement). For a surrogate-potential pair \((\hat{f}, \rho)\), define the expected counterfactual improvement as

\[
\text{EI-CFX}^n(x) \doteq \mathbb{E}_n \left[ \max \left\{ 0, \rho \circ \hat{f}(x) - \rho^*_n \right\} \right]
\]

where \(\mathbb{E}_n[X] \doteq \mathbb{E}[X \mid D_n]\) is an expectation conditioned on a set of \(n\) samples \(D_n \doteq \{(x_i, f(x_i))\}_{i \in [n]}, \rho^*_n \doteq \max_i \{\rho(f(x_i)) : (x_i, f(x_i)) \in D_n\}\) is the maximum potential observed over these samples, and \(\phi\) is the standard normal probability density function.

Proposition 3.1. EI-CFX and \(\nabla \text{EI-CFX}\) are continuous functions of \(X\) for any \(\rho \in \{\rho_{\text{AEP}^+}, \rho_{\text{AEP}^-}, \rho_{\text{SEP}}\}\) or \(n \geq 1\).

Proof (Sketch). Identify the 0-superlevel sets and replace the \(\max\) operation with refined limits of integration. The rest follows through routine analysis of Gaussian integrals; see Appendix B.

Under our composite structure of modeling just \(f\) with the surrogate, we can show that Bayesian optimisation using EI-CFX converges asymptotically to a globally optimal counterfactual. In other words, assuming that the counterfactual sets \(S_\rho^n\) are non-empty for all \(\epsilon \geq 0\), our proposed algorithm is guaranteed to find a point \(c \in S_\rho^n\) in the limit of infinitely many observations, \(n \to \infty\). This result, which we state informally below, establishes our algorithm as the first method for finding CFEs for regression models with global convergence guarantees. This proof holds even for non-differentiable models, which is a key advantage over past approaches [55, 38, 14], and motivates a wider adoption of Bayesian optimisation for solving instances of CFX-POTENTIAL-GLOBALOPT and related problems in this area.

Theorem 3.2. The EI-CFX acquisition function is asymptotically consistent.

Proof (Sketch). Follows directly from Theorem 1 of Astudillo and Frazier [3]; see Appendix C.
4 Numerical Experiments

The objective of this section is to establish whether the theoretical arguments underpinning our Bayesian optimisation algorithm (and EI-CFX function) stand to account when applied in practice. To do this, we consider two well-known supervised learning problems based on: (a) the adult income dataset [17], for which we use a logistic regression model; and (b) the New York City (NYC) taxi trip duration dataset [25], for which we train a light gradient boosting machine (LightGBM) [28]. Details on hyperparameter selection and training are given in Appendix D. For all experiments, the GPyOpt [4] library was used for the Bayesian optimisation components, with the underlying GP furnished with an RBF kernel and zero mean function.

Adult Income. For the adult income dataset we posed the following broad question: “what would it take for the model to be class-indifferent, for young adults, given an initially confident classification?” To assess this, we took all inputs with an age less than 30 and at least 90% probability — as designated by the logistic regression model — of having a higher-income (i.e. \( f(q) \geq 0.9 \)). For each query instance \( q \), we define the counterfactual potential \( \rho_q \) as the AEP− potential of Definition 2.5 with the width \( w \) set such that \( f(q) - w = 0.5 \). The CF search problem is thus formulated as the optimisation \( \max_{x \in X} \rho_q(f(x)) \). We then apply the following set of CF search algorithms and compare performance: (a) random search; (b) limited-memory Broyden–Fletcher–Goldfarb–Shanno quasi-Newton with bounds (L-BFGS-B) using box constraints [9, 58] and finite-difference gradients, to facilitate a comparison with the other gradient-free methods; (c) Bayes, where we optimise the composite function \( \rho_q(f(x)) \) directly via Bayesian optimisation; and (d) Bayes-CFX, where we use the EI-CFX acquisition function of Definition 3.1 with Bayesian optimisation.

The results of this experiment, as illustrated in Figure 4, suggest that our proposed method is highly sample efficient and consistent across query instances and seeds. Panel (a) shows that Bayes-CFX converges after few queries to the highest potential value of the four methods. Panel (b) shows that Bayes-CFX incurs the smallest change in the hours-per-week feature (HPW) on average, with changes in the remaining features consistent with the other methods. The performance of L-BFGS-B was surprisingly poor, which could be due to convergence to a local optimum or limited memory preventing such convergence entirely [9]. Indeed, Bayes-CFX and random search both strongly support our thesis that performing gradient-based search directly on a surrogate modeling \( \rho \circ f \) is much less effective, even when the model \( f \) is differentiable. Note that random search, while certainly sub-optimal, was also able to achieve competitive performance across all cases, outperforming naïve Bayesian optimisation and L-BFGS-B.

|          | A     | CC    | HPW  |
|----------|-------|-------|------|
| Random   | 18.4  | -25270| 10.9 |
| L-BFGS-B | 15.3  | -1060 | 12.3 |
| Bayes    | 16.3  | 54590 | 10.2 |
| Bayes-CFX| 16.8  | -24890| 4.2  |

Figure 4: A summary of the counterfactual experiment results on the adult income dataset.
Table 2: Sample set of counterfactuals generated using Bayes-CFX on the NYC taxi trip duration (LightGBM) model. In each case the target deviation and outcome is provided, the maximum number of features allowed to change under an $\ell_0$ constraint, and the change in each feature. The query instance was for a one-person trip of 0.41 km that occurred on a Monday in May at 10AM.

| Target change | $\ell_0$ Bound | Passengers | Weekday [days] | Change in time [hours] | Distance [km] | Result change |
|---------------|----------------|------------|---------------|------------------------|--------------|---------------|
| +20%          | 1              | 0          | 0             | 0                      | +2.16        | +19.6%        |
|               | 2              | 0          | +2            | 0                      | +1.12        | +19.5%        |
|               | 3              | 0          | +1            | -1                     | +1.18        | +19.9%        |
|               | 4              | +2         | -2            | +1                     | +0.92        | +20.9%        |
| +10%          | 3              | 0          | 0             | 0                      | -0.31        | +10.1%        |
| +50%          | 3              | 0          | +1            | -1                     | +2.45        | +50.0%        |
| +100%         | $\infty$      | +2         | +2            | +1                     | +3.89        | +57.9%        |

NYC Taxi Trip Durations. For the NYC trip duration dataset we wanted to explore the impact of sparsity (via an $\ell_0$ constraint) and satisfiability (via increasingly challenging targets) on the performance of the Bayes-CFX algorithm. To this end, we took a random query instance — modulo a constraint that the duration be in the lower tail of the distribution — and posed the following question: “what would it take to increase the trip duration by some fixed percentage?” We allowed the search method to increase the number of passengers by up to two, perturb the weekday and hour by unit increments in the range $[-2, 2]$ and vary the distance by plus or minus one standard deviation about the query value. Example CFEs for a representative query instance — a one-person trip of 410m that occurred on a Monday in May at 10AM — are shown in Table 2.

The results suggest that distance is the leading factor of trip durations: it appears in all counterfactuals regardless of the sparsity constraint. We also found that the number of passengers played a consistent role when the target deviation was very large. These are both intuitive results as they align with the natural causal model of the problem; one cannot escape the laws of physics. Table 2 also highlights the value of counterfactuals for model diagnosis. For the counterfactual targeting a fare increase of +10%, we see that a substantial decrease in the distance was the only necessary change, which is unintuitive and could reflect traffic conditions, geographic locality or other confounding factors. Additionally, the counterfactuals that are earlier in the day (time -1 hr, i.e., 9 am) tend to be more expensive, which is understandable given that it is near the end of rush hour traffic. Furthermore, we see also that counterfactuals that are later in the day (time +1 hr, i.e., 11 am) correlates with more passengers, which could reflect a divide between business and social cab trips, particularly for weekend brunch (weekday -2 days and time +1 hour, i.e., Saturday at 11 am). Finally, we note that even when there is no constraint, there are some target deviations that were not possible to satisfy; this observation was also validated via brute-force computation. Nevertheless, by accumulating a dataset of candidate counterfactuals, the Bayes-CFX algorithm was able to yield a global “best-guess”. This is in contrast to existing (direct) gradient-based methods which are strictly local and path-dependent.

5 Conclusions and Future Directions

In this paper, the computational aspects of finding CFEs for regression models have been explored, the challenges around specification and formal robustness addressed, and a practical algorithm for solving such problems provided. This algorithm is shown to perform well in empirical experiments and is the first of its kind to enjoy global convergence guarantees (in the regression setting) — a result that holds even when the model itself is non-differentiable. We argue that this motivates wider use of Bayesian optimisation in this problem domain, and suggest that future work explore this direction further. As part of the research process, we have also contributed a principled mathematical framework that lays the foundations for rigorous theoretical studies into the algebraic and geometric properties of regression counterfactuals. In particular, we note that it would be possible — and indeed an interesting line of future work — to refine our counterfactual algebra to the set of measurable subsets in order to examine the probabilistic aspects of CFs. Moreover, it would also be of great
interest to investigate the impact of different classes of models on the $S$-$T$ duality. When the model is differentiable, for example, it is clear that potential-based target sets will comprise closed and connected sets. It stands to reason that a better understanding of this and other behaviors would yield more efficient, tailored search methods.
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A Complexity Results

In this section we outline our proofs for the complexity results included in the paper. We will restrict our attention only to well-behaved circuits that may be evaluated in polynomial-time with respect to their input and output spaces. In particular, we leverage the definition of Fearnley et al. [18] which states that an arithmetic circuit is well-behaved if, on any directed path that leads to an output, there are at most \( \log(\text{size}(f)) \) true multiplication gates. A true multiplication gate is one where both inputs are non-constant nodes of the circuit. Even allowing an unrestricted number of constant multiplications, it can be shown that (a) we can check that a given arithmetic circuit is well-behaved in polynomial time; and (b) that such a circuit may be evaluated efficiently. For a proof of this claim we refer the reader to Lemma 3.3 of Fearnley et al. [18] and their subsequent discussion on the robustness of this formulation.

A.1 CFX-EXISTENCE

The first problem that was presented in the paper asks the question of whether the primal space associated with a model-query-target set triple \((f, q, T_q)\) is or isn’t non-empty. Note that since \(T_q \in T_q\), by construction we have that all elements in the dual space are reachable, but we do not know whether the corresponding primal space \(S_q\) has entries (see Definition 2.2). For example, if the model output \(f(q)\) is only achieved at the query point itself, then by definition there is no set in the algebra \(T_q\) such that the primal is non-empty. Of course, we do not know this ex ante, and finding a solution may require enumeration of all sets in the algebra in the worst case! On the other hand, taking any query \(q \in X\), we can always choose an empty dual space \(\emptyset \in T_q\) for which the assertion is satisfied immediately. As we show below, this problem can be shown to be \(\text{NP}\)-complete. To do so, we first define a membership circuit which is used to constrain the model domain in a principled way; recall that the existence of such a circuit is the defining property of a target set \(T\) that is an element of the efficient sub-algebra \(\overline{T_q}\).

**Definition A.1** (Membership Circuit). Let \(A\) be an arbitrary topological space. A membership circuit, \(M_T : A \to \{0, 1\}\), with respect to a subset \(T \subseteq A\) is then defined such that

\[
M_T(a) = \begin{cases} 
1 & \text{if } a \in T, \\
0 & \text{otherwise}. 
\end{cases}
\]

CFX-EXISTENCE

**Input:**
- A well-behaved arithmetic (model) circuit \(f : X \to Y\),
- query instance \(q \in X\),
- and dual set \(T \in \overline{T_q}\) with well-behaved membership circuit \(M_T\).

**Goal:** Decide if the counterfactual (primal) set \(S\) is non-empty.

**Theorem 2.1.** CFX-EXISTENCE is \(\text{NP}\)-complete.

**Proof.** We prove completeness by first showing that CFX-EXISTENCE admits polynomial-time solution verification, and then identifying a reduction from SAT which implies hardness.

**Inclusion.** We demonstrate a certificate of polynomial length that may be verified in polynomial time. Note that any proposed counterfactual point \(c \in X\) acts as a witness to verify that \(S\) is non-empty. The certificate requirement is thus satisfied by construction since \(X\) is finite dimensional. Then, since the assertion that \(f(c) \in T\) may be computed in polynomial-time using the membership circuit, it follows that we have recovered the verifier definition of \(\text{NP}\).

**Hardness.** We reduce from SAT. Let \(\phi : X \to \{0, 1\}\) denote a boolean formula which evaluates to TRUE (i.e. 1) iff \(f(x) \in T\), and FALSE (i.e. 0) otherwise; note that this operation can be performed in polynomial-time using the membership circuit. If the set \(T_q\) is empty then the formula \(\phi\) is unsatisfiable, whence deciding if \(S\) is empty or not is \(\text{NP}\)-hard. \(\square\)
A.2 CFX-POTENTIAL-LOCALOPT

The second problem presented in the paper was concerned with finding a counterfactual point that is locally optimal with respect to a given potential. The definition, which we state formally below, is closely related to the GD-LOCAL-SEARCH problem of Fearnley et al. [18]. In particular, CFX-POTENTIAL-LOCALOPT can be seen as a constrained variant in which we stipulate a promise that the function $\rho$ is a valid counterfactual potential; i.e. does not attain a global optimum at the query instance. In general, establishing whether this promise is held is hard since it amounts to a global optimisation problem in and of itself. As such, we rely on an explicit promise since it is unclear how one might define an efficient violation witness. As we show in Theorem 2.2 below, this does not change the complexity of the problem since the solution criterion is otherwise unchanged, though we acknowledge that this renders the reduction slightly less natural. Overall, the conclusions align with the results of Fearnley et al. [18], which suggest that the class CLS is robust to promise variants of the otherwise complete (total) problems considered.

| CFX-POTENTIAL-LOCALOPT |
|-------------------------|
| **Input:**             |
| • Bounded non-empty domain $\mathcal{X} = \{x \in \mathbb{R}^n : Ax \leq b\}$ for $(A, b) \in \mathbb{R}^{m \times n} \times \mathbb{R}^m$. |
| • well-behaved arithmetic (model) circuits $f : \mathbb{R}^n \rightarrow \mathbb{R}^d$ and $\nabla f : \mathbb{R}^n \rightarrow \mathbb{R}^{d \times n}$, |
| • well-behaved arithmetic (potential) circuits $\rho : \mathbb{R}^d \rightarrow \mathbb{R}$ and $\nabla \rho : \mathbb{R}^d \rightarrow \mathbb{R}^d$, |
| • Lipschitz constant $L > 0$, step size $\eta > 0$, and tolerance $\delta > 0$. |
| **Promise:** The model circuit $\rho$ is a valid counterfactual potential (see Definition 2.3). |
| **Goal:** Find a point $c \in \mathcal{X}$ such that $\|c - \Pi_X[c + \eta \nabla \rho(f(c))]\|_2 \leq \delta$. |
| Alternatively, we accept one of the following violation cases as a solution: |
| • One of $f, \nabla f, \rho$ or $\nabla \rho$ is not $L$-Lipschitz. |
| • $\nabla f$ is not the gradient of $f$. |
| • $\nabla \rho$ is not the gradient of $\rho$. |

**Theorem 2.2** CFX-POTENTIAL-LOCALOPT is CLS-complete.

*Proof.* We prove completeness by first showing inclusion in CLS, and then identifying a reduction from GD-LOCAL-SEARCH which implies hardness.

**Inclusion.** Observe that CFX-POTENTIAL-LOCALOPT reduces immediately to GENERAL-CONTINUOUS-LOCALOPT by instantiating $p(x) \equiv \rho(f(x))$ and $g(x) \equiv x + \eta \nabla \rho(f(x))$, where the gradient $\nabla \rho(f(x)) = [\nabla \rho (f(x)) \nabla f(x)]^T \nabla f(x)$ follows from the chain rule. These quantities can be computed in polynomial-time since the operations comprise only of well-behaved arithmetic circuits and an $(1 \times d)$-by-$(d \times n)$ vector-matrix product, where $d, n < \infty$. As shown by Fearnley et al. [18] in Proposition 5.6, this implies inclusion in CLS. Furthermore, this result holds regardless of whether the potential promise is kept or not, since the remaining violation conditions are identical in both problems, and GENERAL-CONTINUOUS-LOCALOPT otherwise has the same solution set.

**Hardness.** To show hardness, we need only prove that GD-LOCAL-SEARCH over the domain $\mathcal{X} = [0, 1]^2$ can be reduced to CFX-POTENTIAL-LOCALOPT; see Theorem 5.1 of Fearnley et al. [18]. For this, consider an instance of GD-LOCAL-SEARCH, $(\delta, \eta, g, \nabla g, L)$, where the objective is to find a stationary point of $g$. In order to reduce to CFX-POTENTIAL-LOCALOPT, we must identify an instance $(\delta, \eta, f, \nabla f, \rho, \nabla \rho, L)$ in which there is equivalence in solutions; i.e. an algorithm for solving CFX-POTENTIAL-LOCALOPT can also be used to solve GD-LOCAL-SEARCH. This can be achieved by instantiating the potential as $\rho(y) \equiv y$ such that $\nabla \rho(y) = 1$, and model function as $f(x) \equiv -g(x)$ such that $\nabla f = -\nabla g$. This is promise-breaking in the sense that $\rho$ is not guaranteed to be a valid potential for any given $f$. However, the solutions to CFX-POTENTIAL-LOCALOPT are

---

\[2\]Note that, if we could design such a witness, a violation solution would also satisfy the requirements for our hardness reduction.
all valid for GD-LOCAL-SEARCH even if the promise was indeed broken. With this construction we ensure that the Lipschitz constant is unchanged between the two problem instances, and thus the violation solutions are immediately preserved. We thus have a polynomial-time reduction and the proof is complete.

A.3 CFX-POTENTIAL-GLOBALOPT

Input:
• Bounded non-empty domain $\mathcal{X} = \{x \in \mathbb{R}^n : Ax \leq b\}$ for $(A, b) \in \mathbb{R}^{m \times n} \times \mathbb{R}^m$,
• well-behaved arithmetic (model) circuits $f : \mathbb{R}^n \rightarrow \mathbb{R}^d$ and $\nabla f : \mathbb{R}^n \rightarrow \mathbb{R}^{d \times n}$,
• well-behaved arithmetic (potential) circuits $\rho : \mathbb{R}^d \rightarrow \mathbb{R}$ and $\nabla \rho : \mathbb{R}^d \rightarrow \mathbb{R}^d$,
• Lipschitz constant $L > 0$ and tolerance $\varepsilon > 0$.

Promise: The model circuit $\rho$ is a valid counterfactual (see Definition 2.3).

Goal: Find an element of the counterfactual set $S^\rho_\varepsilon$.

Alternatively, we accept one of the following violation cases as a solution:
• One of $f$, $\nabla f$, $\rho$ or $\nabla \rho$ is not $L$-Lipschitz.
• $\nabla f$ is not the gradient of $f$.
• $\nabla \rho$ is not the gradient of $\rho$.

Corollary 2.2.1 CFX-POTENTIAL-GLOBALOPT is CLS-hard.

Proof. The proof follows using the same logic as that for Theorem 2.2 but instantiating CFX-POTENTIAL-GLOBALOPT with the tolerance $\varepsilon = 0$. This ensures that the only solutions are globally optimal points which will also be valid for GD-LOCAL-SEARCH since the gradient at any of the corresponding inputs must be zero. This concludes the proof.

B EI-CFX Acquisition Function

In this section we will go over the proof of Proposition 3.1 and examine the derivation of the closed-form expression for the EI-CFX acquisition function. Recall that, for a given model-potential pair $(f, \rho)$, the EI-CFX function is given by the Gaussian integral

$$EI_{\text{CFX}}^\rho(x) = \frac{1}{\sqrt{K_n(x)}} \int_{\mathbb{R}} \max\{0, \rho(y) - \rho^*_n\} \phi\left(\frac{y - \mu_n(x)}{\sqrt{K_n(x)}}\right) dy.$$  \hspace{1cm} (11)

As will be shown below, this function can be evaluated efficiently and resolves to a continuous function with (relatively) well-behaved derivative.

Proposition 3.1 EI-CFX and $\nabla EI_{\text{CFX}}$ are continuous functions of $\mathcal{X}$ for any $\rho \in \{\rho_{\text{AEP}^+, \rho_{\text{AEP}^-}, \rho_{\text{SEP}}\}$ or $n \geq 1$.

Proof. For clarity of exposition, fix the iteration number $n \geq 1$, take the symmetric EP potential $\rho^{\text{SEP}}$ for a query $q \in \mathcal{X}$, and define the shorthand notation $\alpha(x) \equiv EI_{\text{CFX}}^\rho(x)$. We will show that the analysis for $\rho^{\text{SEP}}$ generalises that of $\rho^{\text{AEP}+}$ and is independent of the particular value of $n$.

To begin, we perform a change of measure such that $\alpha(x)$ is expressed in terms of the standard Normal distribution:

$$\alpha(x) = \int_{\mathbb{R}} \max\{0, \rho_q(\mu_n + \sigma_n z) - \rho^*_n\} \phi(z) \, dz,$$  \hspace{1cm} (11)

where $\phi(\cdot)$ is the PDF of the standard Normal distribution with $y \equiv \mu_n + \sigma_n z$ and $z \sim \mathcal{N}(0, 1)$. The mean and standard deviation of the GP after the $n$ iterations have also been simplified to $\mu_n \equiv \mu_n(x)$ and $\sigma_n \equiv \sqrt{K_n(x, x)}$, respectively.
Now, to remove the max non-linearity observe that, for $0 < \rho_n^* \leq 1/e$, the SEP potential has exactly four real roots. Further, when $\rho_n^* = 1/e$, these four values degenerate to two unique solutions that are also minima of the function. This means that we can replace the max operation with limits of integration that restrict the summation only to the positive parts. To formalise this, we provide the following auxiliary lemma:

**Lemma B.1.** Let $c \in [-1/e, 0)$ denote a constant, then the four real solutions to the equation $-x^2 e^{-x^2} = c$ are given by $x = \pm i \sqrt{W_{-1}(c)}$ and $x = \pm i \sqrt{W_0(c)}$, where $W_k(x)$ denotes the $k^{th}$ branch of Lambert’s $W$-function \[13\]. When $c = -1/e$, then $W_{-1}(c) = W_0(c)$ and the two remaining solutions are $x = \pm i \sqrt{W_{-1}(c)}$.

**Proof.** The original equation implies that $-x^2 = W_k(c)$ for any $k \in \mathbb{Z}$, and thus that $x = \pm i \sqrt{W_k(c)}$. Since the only real branches of Lambert’s $W$-function are for $k \in \{-1, 0\}$, the only real solutions must have the form stated in the claim. The degeneracy then follows from the fact that the principal branch is separated from the $k = \pm 1$ branches by a cut at $c = 1/e$ \[13\].

Lemma [B.1] above implies that $\alpha(\cdot)$ may be decomposed into the following two integrals:

$$
\alpha(x) = \int_{\tau_1^+}^{\tau_2^+} \frac{[\rho(\mu_x + \sigma_x z) - \rho_n^*] \phi(z)}{\alpha'(x)} dz + \int_{\tau_1^-}^{\tau_2^-} \frac{[\rho(\mu_x + \sigma_x z) - \rho_n^*] \phi(z)}{\alpha'(x)} dz, \quad (12)
$$

where

$$
\tau_\pm \equiv \pm \frac{\pm i w \sqrt{W_k(\rho_n^*) - \tilde{\mu}_x}}{\sigma_x},
$$

and $\tilde{\mu}_x \equiv \mu_x - \rho(q)$. The functions $\alpha^\pm(\cdot)$ have the natural interpretation of being the (re-scaled) expected counterfactual improvement with respect to the potential under negative/positive perturbations. They also correspond to applying a Gaussian kernel over the two regions for which $\rho(q(\mu_x + \sigma_x z)) - \rho_n^*$ is in either of the two positive quadrants, as illustrated in Figure 2.

Focusing only on the positive case (the negative follows analogously) we can show that

$$
\alpha^+(x) = \rho_n^* \left[ \Phi(\tau_0^+) - \Phi(\tau_1^-) \right] + \int_{\tau_1^+}^{\tau_2^+} \frac{\rho(q(\mu_x + \sigma_x z) \phi(z)}{\alpha'(x)} dz,
$$

where $\Phi(\cdot)$ denotes the standard Normal CDF. One may then solve the remaining integral by substitution, taking

$$
k \equiv w^2 + 2\sigma_z^2, \quad a \equiv \frac{2\tilde{\mu}_x^2}{n}, \quad b \equiv \frac{2\tilde{\mu}_x \sigma_x}{k},
$$

such that the exponent reduces in the following way:

$$
-\frac{\tilde{\mu}_x^2 + 2\tilde{\mu}_x \sigma_x z + \sigma_x^2 z^2}{w^2} - \frac{z^2}{2} = -\frac{1}{2w^2} \left[ 2\tilde{\mu}_x^2 + 4\tilde{\mu}_x \sigma_x z + (2\sigma_x^2 + w^2) z^2 \right],
$$

$$
= -\frac{\kappa}{2w^2} \left[ a + 2bz + z^2 \right],
$$

$$
= -\frac{\kappa}{2w^2} \left[ (b + z)^2 + a - b^2 \right].
$$

This means that the exponential term in $\alpha^+(\cdot)$ can be expressed as

$$
\exp \left\{ \frac{\kappa}{2w^2} (b^2 - a) \right\} \exp \left\{ -\frac{\xi^2}{2} \right\},
$$

\[\text{Constant Integrand}\]

\[\text{Note that we drop subscripts denoting dependence for notational clarity. It should be assumed that everything depends on the input argument } x.\]
via a second change of variables, with \( \zeta = \sqrt{\frac{2v}{\kappa}}(b + z) \). This is convenient because we have now isolated the integrand — it remains only to evaluate a standard Gaussian integral.

Taking \( d\zeta = \sqrt{\frac{2v}{\kappa}} \, dz \) and \( z = \sqrt{\frac{2v}{\kappa}} \, \zeta - b \), we arrive at the transformed integral

\[
I^+ = C \int_{\tau_0^+}^{\tau_{n+1}^+} \left[ \bar{\mu}_x - b \sigma_x + \sqrt{\frac{2v}{\kappa}} \sigma_x \zeta \right]^2 \phi(\zeta) \, d\zeta,
\]

where \( \tau_n^\pm = \sqrt{\frac{2v}{\kappa}} (b + \tau_n^\pm) \) and \( C = \exp \left\{ \frac{\Phi(\kappa)}{2w^2} (b^2 - a) \right\} \sqrt{\frac{1}{w^2 \kappa}} \). This integral can then be broken down into three terms as follows:

\[
\frac{1}{C} I^+(x) = \int_{\tau_0^+}^{\tau_{n+1}^+} \left[ \bar{\mu}_x - b \sigma_x + \sqrt{\frac{2v}{\kappa}} \sigma_x \zeta \right]^2 \phi(\zeta) \, d\zeta,
\]

\[
= [\bar{\mu}_x - b \sigma_x]^2 \int_{\tau_0^+}^{\tau_{n+1}^+} \phi(\zeta) \, d\zeta
\]
\[ + 2 \sqrt{\frac{2v}{\kappa}} \sigma_x [\bar{\mu}_x - b \sigma_x] \int_{\tau_0^+}^{\tau_{n+1}^+} \zeta \phi(\zeta) \, d\zeta
\]
\[ + \frac{w^2 \sigma_x^2}{\kappa} \int_{\tau_0^+}^{\tau_{n+1}^+} \zeta^2 \phi(\zeta) \, d\zeta,
\]

where the right hand side resolves to

\[
\left[ (\bar{\mu}_x - b \sigma_x)^2 + \frac{w^2 \sigma_x^2}{\kappa} \right] \Phi(\zeta) - 2 \sqrt{\frac{2v}{\kappa}} \sigma_x [\bar{\mu}_x - b \sigma_x] \phi(\zeta) - \frac{w^2 \sigma_x^2}{\kappa} \zeta \phi(\zeta) \right]_{\tau_0^+}^{\tau_{n+1}^+}.
\]

To simplify further, we can define \( \gamma = \bar{\mu}_x - b \sigma_x \) and \( \eta = \frac{w \sigma_x}{\sqrt{\kappa}} \) such that

\[
I^+(x) = C \left[ (\gamma^2 + \eta^2) \Phi(\zeta) - 2 \eta \gamma \phi(\zeta) - \eta^2 \zeta \phi(\zeta) \right]_{\tau_0^+}^{\tau_{n+1}^+},
\]

with the same logic implying that

\[
I^-(x) = C \left[ (\gamma^2 + \eta^2) \Phi(\zeta) - 2 \eta \gamma \phi(\zeta) - \eta^2 \phi(\zeta) \right]_{\tau_0^+}^{\tau_{n+1}^+}.
\]

These functions are both continuous in the argument \( x \) and the derivative follows from the product rule, standard Gaussian identities and properties of Lambert’s \( W \)-function \[^{13}\] to give a closed-form expression. Substituting back into \( \alpha^\pm(x) \) we clearly maintain continuity. Finally, note that (a) the value of \( n \) doesn’t affect the result; and (b) that the decomposition in Equation 12 aligns exactly with the distinctions between the SEP and AEP \(^\pm\) potentials. It follows that the continuity property holds for all three potentials and thus the proof is complete.

\[\square\]

**C  Asymptotic Consistency and Global Optimality**

In this final section we include a formal statement of the global convergence guarantee of our Bayesian optimisation algorithm. In particular, we show below that this result follows directly from the result proved by Theorem 1 of Astudillo and Frazier \[^3\].

**Theorem 3.2.** Let \( \{x_n\}_{n \in \mathbb{N}} \) denote a sequence of points generated by the optimisation routine such that, for some \( n_0 \in \mathbb{N} \) and all \( n \geq n_0 \), the iterates satisfy the inclusion relation

\[
x_{n+1} \in \arg \max_{x \in X} EI-\text{CFX}_n(x).
\]

Then, under suitable regularity conditions, and as \( n \to \infty \), we have that

\[
\rho_n^* \to \rho^* = \max_{x \in X} \rho(f(x)).
\]

\[^3\]We omit the explicit derivation of this expression as it’s not particularly constructive. We simply note that while we implemented this exactly, one can use any robust autograd library to perform the computation with ease.
Proof. The proof follows directly from Theorem 1 of Astudillo and Frazier [3] under the assumption that the covariance function of the GP satisfies the Generalised-No-Empty-Ball property (Definition 5.1 in [3]). This can be seen by direct instantiation of their functions \( g(y) \) and \( f(x) \) with the potential and model functions, respectively.

D Model Training

D.1 Adult Income

The adult-income model comprised two stages — a preprocessing phase and a model fitting phase — that followed an example from the kaggle website [20]. We outline the two parts below.

Preprocessing.

1. Compress the “Workclass” feature such that:
   (a) “Without-pay” and “Never-worked” is merged into “Unemployed.”
   (b) “State-gov” and “Local-gov” is merged into “Government.”
   (c) “Self-emp-inc” and “Self-emp-not-inc” were merged into “Self-employed”.

2. Compress the “Marital Status” feature such that “Married-AF-spouse,” “Married-civ-spouse,” and “Married-spouse-absent” were merged into one value “Married.”

3. Group the “Country” feature into the following categories:
   (a) “North America”
   (b) “Asia”
   (c) “South America”
   (d) “Europe”
   (e) “Other,” which includes the spurious values “South” and “?”.

4. Remove all rows that contain missing values; i.e. “?” values.

5. Apply a standard scaling to the numerical features.

6. Apply an ordinal encoding to the ordinal features.

7. Apply a one-hot encoding to the categorical features.

Fitting. The logistic regression model was then fit using an 80/20 training/testing data-split using a randomly initialised random state of 7. An \( \ell_2 \) regulariser was added with unit scaling. The resulting accuracy was measured at approximately 85% on the holdout dataset.

D.2 NYC Taxi Trip Duration

As with the adult-income model, the model development for the NYC Taxi dataset comprised two stages — preprocessing phase and model fitting — that followed an example from the kaggle website [43]. We outline the two parts below.

Preprocessing.

1. Filter the dataset for sensible values:
   (a) A “trip_duration” of less than 5900.
   (b) A non-zero “passenger_count.”
   (c) A “pickup_longitude” of greater than -100 and “pickup_latitude” of less than 50.

2. Apply a log transformation to the “trip_duration” feature to make the distribution “more Normal”.

3. Apply one-hot encodings to the “store_and_fwd_flag” and “vendor_id” features.

4. Drop the “dropoff_datetime” column.

5. Split the “pickup_datetime” column into months, weeks, weekdays, hours and minutes of the day features, dropping the original column.
6. Add Haversine distance and direction features based on the pickup and dropoff locations, and filter by those rows with “distance” less than 200.

7. Compute the implied speed of the taxi and filter by those values where the new “speed” features was less than 30.

Fitting. A light gradient-boosting machine model was fit on the training dataset using: a learning rate of 0.1; maximum depth of 25; 1000 leaves; feature fraction of 0.9; bagging fraction of 0.5; and a maximum bin of 1000. A random seed of 123 was used during training.