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Abstract—In this work, two practical concepts related to private information retrieval (PIR) are introduced and coined full support-rank PIR and strongly linear PIR. Being of full support-rank is a technical, yet natural condition required to prove a converse result for a capacity expression and satisfied by almost all currently known capacity-achieving schemes, while strong linearity is a practical requirement enabling implementation over small finite fields with low subpacketization degree.

Then, the capacity of MDS-coded, linear, full support-rank PIR in the presence of colluding servers is derived, as well as the capacity of symmetric, linear PIR with colluding, adversarial, and nonresponsive servers for the recently introduced concept of matched randomness. This positively settles the capacity conjectures stated by Freij-Hollanti et al. and Tajeddine et al. in the presented cases. It is also shown that, further restricting to strongly-linear PIR schemes with deterministic linear interference cancellation, the so-called star product scheme proposed by Freij-Hollanti et al. is essentially optimal and induces no capacity loss.

I. INTRODUCTION

User privacy has increased its importance together with the increasing usage of distributed services such as cloud storage and various peer-to-peer networks. Recently, private information retrieval (PIR) [2] in the context of coded storage has gained a lot of interest. With PIR, a user is able to download a desired file from a database or distributed storage system without revealing the identity of the file to the servers. Several PIR capacity results have been derived in various scenarios, e.g., for replicated storage [3] and maximum distance separable (MDS) coded storage [4], colluding servers [5], single-server PIR with side information [6], [7], and symmetric PIR (SPIR) [8]–[12]. Symmetric refers to the property that the user is only able to decode the file that she has requested, and learns nothing about the other files. We will denote nonsymmetric/symmetric PIR with \( t \)-collusion by TPIR/TSPIR and with additional \( b \) Byzantine (and possibly \( r \) nonresponsive) servers by TBPIR/TBSPIR, respectively. It has also been shown that the MDS property is not necessary for achieving the MDS–PIR capacity [13], [14].

In this paper, we derive new results on the capacity for different PIR models. First, we will prove Conjecture 1 in [15] for MDS-coded, linear, full support-rank PIR with colluding servers. After this, we will develop the concept of a strongly-linear PIR scheme, and prove the capacity of strongly-linear (nonsymmetric) PIR schemes for any number of files \( m \). This also yields a proof in this practical special case for the conjecture stated in the asymptotic regime \( (m \to \infty) \) in [16, Conj. 1]. Finally, we prove Conjecture 2 in [16] for linear, symmetric PIR with coded, colluding, and adversarial servers for the case of matched randomness as introduced in [12] (see Section V for a rigorous definition). We restate the conjectures later in this section for the ease of reading and numbering.

The main contribution of this paper is the proof for the capacity of MDS-coded, linear, full support-rank PIR with colluding servers. Nonrigorously, linearity refers to the property that the responses are obtained as a linear combination of the (encoded pieces of the) files stored at each node, with the scalar coefficients given by the entries of the received query. While this restricts the PIR scheme in its generality, it appears to be a natural assumption to make, as to the best of our knowledge all (asymptotically) capacity-achieving schemes fulfill this property [3]–[5], [13]–[19]. The converse (upper bound) is given by Theorem 1 and a scheme achieving this bound is given by applying the refinement and lift operation of [19, Cor. 1] to, e.g., the star product scheme [15]. While the seemingly technical assumption of full support-rank (cf. Def. 3) is unnecessary from the point of view of proving a general capacity result, we demonstrate its practical relevance in two important regards. Firstly, all capacity achieving schemes for the special cases of \( k = 1 \) (uncoded storage) or \( t = 1 \) (no collision) given in [3]–[5], [8], [13] fulfill this definition. Second, the only scheme for general parameters, introduced in [19], achieving this newly proved capacity is also of full support-rank.

Further, and maybe most importantly, the result provides insights towards what is required for proving a general capacity expression. To better illustrate this, we take a high-level look
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at existing schemes: In the “simplest” approach, as utilized in \cite{16, 19, 20}, privacy is achieved through ensuring that each $t$-tuple of servers receives a set of vectors uniformly distributed over the respective vector space. The advantage of these schemes is that they achieve the respective asymptotic PIR capacity (at least for the cases where it is known), are relatively simple, and allow for small subpacketization (see also Section \ref{sec:5}). However, they fall short in achieving the capacity for a finite number of files. The schemes able to achieve these capacities are based on querying for specific, carefully chosen pieces of (encoded) files. In this case, the queries received by $t$-tuples are no longer uniformly distributed over all vectors, since, for example, the all-zero vector will never be a query in this case. Similarly, the only general scheme achieving the new capacity for the coded-colluding case $k, t > 1$, given in \cite{16}, is also based on constructing queries supported only on the positions corresponding to specific, carefully chosen files. Further, as shown in Appendix \ref{sec:6} the natural choice to achieve privacy here, is requiring supported positions to be linearly independent. Our definition of full support-rank PIR (see Definition \ref{def:2}) captures this linear independency of the queries that these schemes have in common. Thereby, the results we prove in the following show that in order to exceed the rate achieved by the scheme in \cite{16}, it is necessary for some restrictions of the queries to subsets of $t$ servers to be linearly dependent. To further support this argument, we show in Appendix \ref{sec:6} that it is exactly this property that allows the scheme of \cite{17}, which is not of full support-rank, to exceed the (thereby disproved in full generality) conjectured capacity of \cite{15} Conjecture 1.

Finally, the used transformation of the problem of linear PIR to the properties of the Khatri-Rao product of matrices results in a new formulation of the problem that might be useful for determining the general capacity of linear PIR, as discussed in Remark \ref{remark:8}.

Nonrigorously, the rate of a PIR scheme with $m$ files is denoted and defined as

$$R_m = \frac{\text{size of the desired file}}{\text{size of the total download}}$$

We denote by $C_m$ the capacity, i.e., the largest achievable rate of a PIR scheme for $m$ files under some given constraints. A collection of schemes defined for a varying number of files has is said to have asymptotic rate

$$R := \lim_{m \to \infty} R_m,$$

and is called asymptotically capacity achieving if

$$R = \lim_{m \to \infty} C_m.$$

In Table \ref{table:1}, we summarize the known asymptotic capacity results relevant to this paper, as well as show the conjectured results \cite{15, 16} in red. We give a precise problem setup as well as more rigorous definitions for the rate and capacity later in Section \ref{sec:3}.

### A. Notation

Throughout the paper, we denote a finite field of $q$ elements by $\mathbb{F}_q$ or shortly $\mathbb{F}$. For integers $a, b$ we write $[a, b]$ for the set of integers $\{i : a \leq i \leq b\}$ and if $a = 1$ we neglect it, i.e., write $[1, b] = [b]$. A code over $\mathbb{F}_q$ mapping $k$ information symbols to $n$ encoded symbols with minimum distance $d$ is denoted by $(n, k, d)$. Here, the length $n$ can also be thought of as the number of servers in the storage system. Maximum distance separable (MDS) codes satisfying the Singleton bound with equality, i.e., $d = n - k + 1$, are denoted by $(n, k)$. Linear codes are respectively denoted by $[n, k, d]$ and $[n, k]$, where the distinction from the set of integers $[a, b]$ will be clear from context.

In the following we will define several random variables that represent matrices in the setting of linear PIR. When treating these random variables, we use capital letters $W = \{W_1, W_2, \ldots, W_n\}$ and write $\supp(W)$ to denote the set of realizations of $W$ with nonzero probability. For integers $j, l \in [n]$ with $j \leq l$ denote $W_{j, \ldots, l} = W_{j+1, \ldots, l}$ and for a set of integers $T \subseteq [n]$ denote $W_T = \{W_j : j \in T\}$. To establish the required technical results we will also need to treat these random variables, which then correspond to matrices, as a matrix of random variables, where each $W_j$ corresponds to a set of rows or columns. We denote such a matrix by $W = [W_1, W_2, \ldots]$, or $W = [W_1, W_2, \ldots]$, respectively, where $W^\top$ denotes the transpose of $W$. In this matrix, the $j$-th block of rows/columns corresponds to $W_j$. To denote the restriction to the rows/columns of this matrix indexed by a set of integers $I$ we write $W[I, :]$, and similarly, $W[:, I]$ to denote the restriction to the respective columns.

Semantically, the rows/columns of such a matrix $W$ corresponding to each $W_j$ belong together. However, to avoid double indexing, we restrict ourselves to only use one method of indexing, i.e., either super/subscripts or square brackets, at a time. When necessary, we refer to such sets of rows/columns as thick rows/columns and to index them, we define a map from the indices of such thick rows/columns, to sets of normal rows/columns. For a set $I \subseteq [n]$ define

$$\psi_\beta(I) = \bigcup_{i \in I} \{(i-1)\beta + 1, \ldots, i\beta\}.$$  \hspace{2cm} (1)

Then, for an $m \times n\beta$ matrix $W = [W_1, W_2, \ldots, W_n]$, where each $W_j$ is a $m \times \beta$ matrix, the restriction $W[:, \psi_\beta(I)]$ indexes the $|I|$ $\beta$-thick columns given by $I$, where in this case a thick column is a submatrix consisting of $\beta$ consecutive

| PIR model | $(n, k)$ MDS-coded PIR | Ref. |
|-----------|------------------------|-----|
| $b, r = 0$ | $1 - \frac{k - 1}{n}$ | \cite{15} |
| $k = 1, r = 0$ | $1 - \frac{k - 2b}{n}$ | \cite{13} |
| $t = 1, b = r = 0$ | $1 - \frac{1}{t}$ | \cite{3} |
| $k = 1, b = r = 0$ | $1 - \frac{1}{t}$ | \cite{5} |
columns of $\mathbf{W}$. Note that this is equivalent to the set of random variables $W_{j}$. The same notation is used to index thick rows. We use $\text{colsupp}(\mathbf{W})$ to denote the set of indices of nonzero columns of $\mathbf{W}$. For the row and column span of a matrix $\mathbf{W}$ we write $\langle \mathbf{W} \rangle_{\text{row}}$ and $\langle \mathbf{W} \rangle_{\text{col}}$, respectively.

For the reader’s convenience, the notation used in this paper is summarized in the Table IV given in Appendix D.

B. Conjectures and contributions

Let us now assume $n > k + t + 2b + r - 1$, where $t, b, r$ refer to the number of colluding, Byzantine, and nonresponsive servers, respectively. The following conjectures describe a capture an observation that can be made for the cases where both are known, i.e., the cases where either $k = 1$ or $t = 1$. There, it can be seen that the symmetric capacity coincides with the asymptotic (in the number of files), nonsymmetric capacity.

**Conjecture 1** (*[16]*, Conjecture 1). *The asymptotic capacity (as $m \to \infty$) of PIR from an $(n, k)$ MDS storage code with $t$-collusion, $b$ Byzantine servers, and $r$ nonresponsive servers is*

$$1 - \frac{k + t + 2b + r - 1}{n}.$$

**Conjecture 2** (*[16]*, Conjecture 2). *The capacity of SPIR from an $(n, k)$ MDS storage code with $t$-collusion, $b$ Byzantine servers, and $r$ nonresponsive servers is*

$$1 - \frac{k + t + 2b + r - 1}{n}.$$

**Remark 1.** In the original version of the above conjectures, the denominator is $n - r$ instead of $n$. This is due to assuming that we do not download anything from the nonresponsive servers (e.g., the request is dropped after a certain waiting time). Here, we also count the nonresponsive servers in the download cost, but point out that the results apply to both points of view.

For the case of finite number of files, the observation of the capacity expressions for the known cases of either $k = 1$ or $t = 1$ naturally leads to the following conjecture.

**Conjecture 3** (*[15]*, Conjecture 1). *Let $\mathcal{C}$ be an $[n, k, d]$ code with a generator matrix $\mathbf{G}$ that stores $m$ files via the distributed storage system $\mathbf{Y} = \mathbf{X} \cdot \mathbf{G}$, and fix $1 \leq t \leq n - k$. Any PIR scheme for $\mathbf{Y}$ that protects against any $t$ colluding servers has rate at most $R_m$.*

$$R_m \leq 1 - \frac{k + t - \frac{k + t - 1}{n}}{m \to \infty} 1 - \frac{k + t - 1}{n}.$$  

However, Conjecture 3 in its full extent was disproved in [17], where the authors exhibited an explicit PIR scheme for $m = 2$ files distributed over $n = 4$ servers using a rate 1/2 storage code, which protects against $t = 2$ collusion. This scheme has rate 3/5, while the conjectured capacity was 4/7. The proposed query scheme is not of full support-rank, see Appendix C and does therefore not violate the results in this paper.

We refine Conjecture 3 here by adding a technical requirement, and state this modified version as Theorem 1 for MDS-coded, linear, full support-rank PIR. The proof can be found in Sec. V-A. We will show later in Sec. V Theorem 3 that the asymptotic capacity expression holds for any strongly-linear PIR scheme regardless of the number of files, under the assumption that all servers respond and their responses have the same size. See Sec. V for more details.

**Theorem 1.** Let $n, k, t, m$ be integers with $n > k + t - 1$ and $m \geq 2$. The capacity of linear, full support-rank PIR from $[n, k]$ MDS-coded storage with $t$ colluding servers, where all servers are honest and responsive, is given by

$$C_{\text{TPIR}}^{[n,k]-\text{MDS}} = \frac{1 - \frac{k + t - 1}{n}}{1 - \frac{k + t - 1}{n}m} \to \frac{m \to \infty}{1 - \frac{k + t - 1}{n}}.$$  

In what follows, we will prove Conjecture 2 for linear SPIR and Conjecture 3 for linear, MDS-coded, full support-rank PIR (that is, we prove Thm. 1). We subsequently provide a proof for Conjecture 1 in the case that, in addition to the responses, also the query scheme and the (deterministic) interference cancellation are linear. We coin such a system strongly-linear.

**Remark 2.** We would like to emphasize that strongly-linear schemes form a very relevant and practical case, namely the respective capacity result is known to be achievable [13, 16] by a small field size $q \geq n$, which is that of a generalized Reed–Solomon code. Moreover, the subpacketization level is independent of $n$ and is (at most) quadratic in $n$ [15]. This is in contrast to the schemes in [9–11] where each file is assumed to be subdivided into a number of packets that grows exponentially with the number of files $m$. It was shown in [17] that an exponential (in $m$) number of packets per file was necessary for a PIR scheme with optimal download rate, under the assumption that all servers respond to the queries and the responses have the same size. In [22] a scheme was presented that achieves the capacity with only $O(n)$ packets by making a weaker assumption on the size of the responses than in [27].

In Section VI we prove the capacity of MDS-coded, symmetric PIR with colluding, byzantine, and nonresponsive servers, as stated in Conjecture 2 for specific distributions of the randomness shared by the servers (for rigorous definitions and known results see Section VII).

Finally, in Section VII we show that, when assuming that files and responses are over the same field, the rate achievable by strongly linear schemes is in fact optimal in some parameter regimes by generalizing the results of [23].

II. PROBLEM SETUP AND KNOWN RESULTS

We consider a distributed storage system with $n$ servers storing $m$ files $X = \{X^1, X^2, \ldots, X^m\}$, where each $X^j$ is a random variable over $\mathbb{F}_q^{n \times k}$. Interpreted as a matrix, the data matrix is denoted by $\mathbf{X}$, where each block of $\alpha$ consecutive rows corresponds to a file. This matrix is encoded with an
(n, k) MDS storage code and server \( j \) stores the \( j \)th thick column of
\[
Y = X \cdot \mathbf{G} = \begin{pmatrix}
    X^1 \\
    X^2 \\
    \vdots \\
    X^m
\end{pmatrix} \cdot \mathbf{G} = \begin{pmatrix}
    Y^1_1 & Y^1_2 & \ldots & Y^1_n \\
    Y^2_1 & Y^2_2 & \ldots & Y^2_n \\
    \vdots & \vdots & \ddots & \vdots \\
    Y^m_1 & Y^m_2 & \ldots & Y^m_n
\end{pmatrix}
\]
where \( \mathbf{G} \) is a generator matrix of the storage code. Note that
\( Y^i = X^i \cdot \mathbf{G} \) is the encoded version of the \( i \)th file. For \( i \in [m] \), \( X^i \) is the initial file stored at server \( i \) and \( T \subset [n] \), we define \( Y^i \), \( Y_j \), and \( Y_T \) to be the random variables corresponding to the encoded version of \( Y^i \), i.e., \( Y^i \); \( Y^j \), and the restriction of \( Y \) to the columns indexed by \( T \), i.e., \( Y^i \); \( T \), respectively. We think of \( n \) as the number of stripes of each file, and each stripe is encoded independently of other stripes. The \( m \) files are independent and each consists of \( k \) i.i.d. randomly drawn symbols from \( \mathbb{F}_q \), hence, for the entropies it holds that
\[
H(X^i) = k \alpha \log q, \quad \forall i \in [m]
\]
\[
H(X^i, \ldots, X^m) = mk \alpha \log q.
\]
We consider MDS codes, so every \( k \) servers exactly recover the file, i.e., for any set \( \mathcal{W} \subset [n] \) with \( |\mathcal{W}| = k \) it holds that
\[
H(Y_\mathcal{W}) = H(X^1, \ldots, X^m) = mk \alpha \log q
\]
\[
H(X^1, \ldots, X^m | Y_\mathcal{W}) = 0.
\]
We also assume that the servers have access to a shared source of randomness, which has been shown [24] (see also [8] Footnote 2) to be required for enforcing the property of symmetry, i.e., ensuring that the user learns nothing about the files other than the requested file. Formally, let \( S \) be a vector space over \( \mathbb{F} \), and let
\[
S = (S_1, \ldots, S_n) \in \mathbb{S}^n
\]
be a random vector, where the symbols of \( S_j \) may be used by the \( j \)th server.

In a general PIR scheme, a user desiring the file with index \( i \) picks the corresponding query
\[
Q^i = (Q^i_1, \ldots, Q^i_n)
\]
from the set of all possible queries \( Q \), and sends \( Q^j \) to the \( j \)th server. Every server returns a response \( A^j \) that is an \( \beta \)-tuple of symbols in \( F \). For a nonadversarial server, this response depends on the query \( Q^j \), the symbols \( Y_j \) stored at server \( j \), and the randomness \( S \) shared by the servers, in a way known to the user. The list of responses from all servers for a given query is denoted by
\[
A^i = (A^i_1, \ldots, A^i_n).
\]
The desired file \( X^i \) should now be recoverable from the responses, meaning that
\[
H(X^i | Q^i, A^i) = 0.
\]

In this work we only consider PIR schemes in which the query functions are linear.

**Definition 1 (Linear PIR).** A PIR scheme is said to be linear if:

- the query \( Q^j \) can be represented as a matrix \( Q^j \in F_q^{\beta \times m} \), where each \( \beta \)-thick column \( Q^j[\cdot; \psi(j)] \) corresponds to the query \( Q^j \) to server \( j \in [n] \), and
- the responses \( A^j \) of server \( j \in [n] \) are given by the vector
\[
A^j[\cdot; \psi(j)] = (\langle Y^i[\cdot, j], Q^i[\cdot, (j-1)\beta + s] \rangle + S[\cdot, (j-1)\beta + s])_{s \in [\beta]} = Y^i[j]^{\top} \cdot Q^i[\cdot, \psi(j)] + S[\cdot, \psi(j)],
\]
where the vector \( S \in F_1^{1 \times \beta n} \) depends on the randomness \( S \) shared by the servers.

Briefly and nonrigorously, in a linear PIR scheme each server receives \( \beta \) query vectors and responds with the \( \beta \) inner products between these vectors and the column of \( Y \) that it stores (possibly an additional symbol given by the shared randomness). In the case of nonsymmetric PIR, the servers do not need any shared randomness and we may assume that \( S = 0 \).

It is customary to think of the \( \beta \) coordinates of the queries \( Q^j \) as iterations. In this terminology, a linear PIR scheme consists of \( \beta \) iterations, where in iteration \( s \) the user sends for each \( j \in [n] \) the query vector
\[
Q^j[\cdot, (j-1)\beta + s] \in F_q^{1 \times 1}
\]
and receives a response row vector
\[
(A^j[\cdot, (j-1)\beta + s])_{j \in [n]} \in F_1^{1 \times n}.
\]
It is easy to see that it is suboptimal to send linearly dependent queries to servers. However, in general, submatrices of the query matrix may indeed be nontrivially linearly dependent (see [17] and Appendix C, i.e., have supported columns that are linearly dependent. The technical assumption we make in the following, given below in Definition 2 restricts all supported columns of the query for a subset of less than or equal to \( t \) servers to be linearly independent, even when restricting to an arbitrary subset of files. We therefore coin these schemes as full support-rank PIR schemes.

**Definition 2 (Full support-rank PIR).** A linear PIR scheme is said to be of full support-rank if for every query realization \( Q^j = q \in F_q^{\beta \times m} \), any subset \( T \subseteq [n] \) of \( |T| \leq t \) servers, and any file index \( j \in [n] \) it holds that
\[
\text{rank}(q[\psi(a(j), \psi(T))) = |\text{colsupp}(q[\psi(a(j), \psi(T))]|)
\]
Most PIR schemes in the literature are indeed of full support-rank, including those in [31–35], [8], [18], [19], [22], [25]–[27]. A notable example of a scheme that is not of full support-rank is that in [17], as discussed in Appendix C.

In the general, the goal of information-theoretic private information retrieval with \( t \)-collusion is for the user to retrieve a file such that any set of \( t \) storage servers learns nothing about the index of the desired file. This is referred to as user privacy.
Definition 3 (User Privacy with t-Collusion). Any $t$ colluding servers shall not be able to obtain any information about the index of the requested file, i.e., the mutual information

$$I(i; Q^T_i, A^T_i, Y_T, S) = 0, \quad \forall T \subset [n], |T| = t.$$  

We will also consider symmetric PIR (SPIR), where the user is not supposed to learn any information about the files other than the requested one.

Definition 4 (Server Privacy). The user shall learn no information about files other than the requested one, i.e.,

$$I(X^{[n]} \mid i; A^i, Q, i) = 0.$$  

A scheme that satisfies (3) and (4) is called a PIR scheme. If the scheme in addition satisfies Definition (6) then it is called an SPIR scheme. We are interested in the capacities of linear PIR and SPIR with collusion and adversaries, i.e., the highest achievable rate at which a desired file can be retrieved under these constraints.

Definition 5 (S)PIR Rate and Capacity). The rate of an (S)PIR scheme is the number of information bits of the requested file retrieved per downloaded answer bits, i.e.,

$$R_{(S)PIR} = \frac{H(X^i)}{\sum_{j=1}^{t} H(A^j)}.$$  

In order to achieve symmetric privacy, the servers require some amount of shared randomness.

Definition 6 (Secrecy Rate). The secrecy rate is the amount of common randomness shared by the storage servers relative to the file size, i.e.,

$$\rho_{SPIR} = \frac{H(S)}{H(X^i)}.$$  

We give some results closely related to the ones presented in this work.

Theorem 2 (Capacity of TSPIR [10 Theorem 1] and TB-SPIR [9 Theorem 1]). For linear symmetric private information retrieval from a set of $m \geq 2$ files stored on $n$ servers with an $(n, k)$ MDS code (for replication $k = 1$), where any $t$ servers may collude, the capacity is

$$C_{n \times MDS_{TSPIR}} = \begin{cases} \frac{1}{n} - \frac{k + t - 1}{n}, & \text{if } \rho_{TSPIR} \geq \frac{k + t - 1}{n - k + 1}, \\ 0, & \text{otherwise} \end{cases}.$$  

For symmetric private information retrieval from a set of $m \geq 2$ files replicated on $n$ servers, where any $t$ servers may collude and any $b$ servers are Byzantine, the capacity is

$$C_{n \times MDS_{TSPIR}} = \begin{cases} \frac{1}{n} - \frac{b + t}{n}, & \text{if } \rho_{TSPIR} \geq \frac{1}{n - t - 2b}, \\ 0, & \text{otherwise} \end{cases}.$$  

It is known that when $t = 1$ or $k = 1$, the above SPIR capacity coincides with the asymptotic capacity of PIR with no server privacy [4, 5]. Motivated by this, our aim is to prove that this is the case more generally. Namely, we will prove Conjectures 2 and 3 for MDS-coded linear PIR, and then proceed to provide a proof in the case of strongly-linear schemes (see Definition 7) for Conjecture 1, further extending the conjectured asymptotic capacity to the nonasymptotic regime in this special case.

In our proofs, we will repeatedly use Han’s inequality for joint entropies [23], which we state here for completeness. Let $W = \{W_1, \ldots, W_n\}$ be a set of random variables defined on the same probability space. Denote by $\binom{n}{k}$ the set of all subsets of $[n]$ with cardinality $k$. Then

$$\frac{k}{n} H(W_1, \ldots, W_n) \leq \frac{1}{\binom{n}{k}} \sum_{T \in \binom{n}{k}} H(W_T).$$  

III. PRELIMINARY LEMMAS

We begin by introducing some intermediate lemmas which will be required in both Section [V] and Section [VI]. Our proofs of linear full support-rank MDS-TPSPIR in Section [IV] and MDS-TBSPIR capacity in Section [VI] are partly based on the proofs of TBSPIR capacity in a replicated setting [9] as well as the proofs of SPIR capacity [11] and TSPIR capacity [10] from MDS-coded storage. We first prove the intermediate results for a set of servers that is free of adversaries and then, similar to [9], argue that the entropy of the adversarial responses has to be the same as for nonadversarial servers to obtain the capacity. For completeness, the proofs of the intermediate steps are included, though some of the proofs can be taken directly from [10] and [9].

Similar to the replicated case in [9 Lemma 6], in the following we argue that when considering zero error probability, i.e., guaranteeing that the user can decode if the number of corrupted answers is less than or equal to $b$ and the number of nonresponsive servers is less than or equal to $r$, every realization of $n - 2b - r$ authentic answers has to be unique.

Lemma 1. In an optimal scheme with zero error probability for $b$ adversarial and $r$ nonresponsive servers it holds that

$$H(X^i | A^i_H, Q) = 0,$$

for any set $H$ of honest servers with $|H| \geq n - 2b - r$.

Proof. The proof is similar to the replicated case of [9 Lemma 6] and included for completeness. We show that the response of any $n - 2b - r$ honest servers must suffice to correctly recover the desired file by proving that the corresponding responses must be unique for any realization of file $i$. Denote by $A^i_j(X^i = x^i)$ the honest response of the $j$th server for the realization $X^i = x^i$ of the $i$th file. For a contradiction, assume that for a set $R \subset [n]$ with $|R| = r$ of nonresponsive servers and a set $H \subset [n] \setminus R$ of honest servers with $|H| = n - 2b - r$ it holds that $A^i_R(X^i = x^i) = A^i_H(X^i = x^i)$ for two different realizations $x^i \neq x^i$ of file $i$. Partition the $2b$ remaining servers $B = \{R \setminus (H \cup R)\}$ into two subsets $B_1$ and $B_2$, each of size $b$, and denote their responses by $A^i_{B_1}$ and $A^i_{B_2}$, respectively. Now consider the following cases:

- The realization of file $i$ is $X^i = x^i$. The servers of $B_1$ are adversarial and reply with $A^i_{B_1}(X^i = x^i)$, the servers of $B_2$ are honest, i.e., they reply with $A^i_{B_2}(X^i = x^i)$.
- The realization of file $i$ is $X^i = x^i$. The servers of $B_1$ are honest, i.e., they reply with $A^i_{B_1}(X^i = x^i)$, the servers of $B_2$ are adversarial and reply with $A^i_{B_2}(X^i = x^i)$. 

As $A^i_H(X^i = x^i) = A^i_H(X^i = x^i)$ by assumption, the user receives exactly the same responses from the servers in both cases and is therefore not able to differentiate between the two realizations. Hence unique decoding would fail, thereby violating the zero error probability requirement. Note that, as we require the zero decoding error probability it is not necessary for the adversarial servers to know the index $i$. Instead, in each case it suffices that the probability of the adversarial servers replying with the respective responses is nonzero. We conclude that for any two different realizations $x^i \neq \tilde{x}^i$ of file $i$ we have $A^i_H(X^i = x^i) \neq A^i_H(X^i = \tilde{x}^i)$, and the statement of the lemma follows. \hfill \square

The following basic lemma will also be required in multiple proofs and applies to both the symmetric and nonsymmetric setting.

**Lemma 2.** For any set $\mathcal{N} \subset [n]$ of nonadversarial servers

$$H(A^i_N|Q, X^i, Q^i_N) = H(A^i_N|X^i, Q^i_N).$$

**Proof.** We first show that $I(A^i_N; Q|X^i, Q^i_N) \leq 0$, as follows

$$I(A^i_N; Q|X^i, Q^i_N) \leq I(A^i_N, X^i|m; S, Q|X^i, Q^i_N)$$

$$(a) \quad I(X^i, m; S|Q, X^i, Q^i_N)$$

$$= H(X^i|m, S|Q, X^i) - H(X^i|m, S|Q, X^i, Q^i_N)$$

$$= H(X^i|m, S|Q^i_N) - H(X^i|m, S|Q^i_N, Q)$$

$$(b) \quad H(X^i|m, S|Q^i_N) - H(X^i|m, S|Q^i_N, Q) = 0 ,$$

where $(a)$ follows because the answers $A^i_N$ are a function of the queries $Q^i_N$, the files $X^i|m$, and the shared randomness $S$ (for the nonsymmetric case $S$ can be thought of as a constant, e.g., $S = 0$), and $(b)$ holds because the files $X^i|m$ and shared randomness $S$ are independent of the queries. As mutual information is nonnegative, it follows that

$$I(A^i_N; Q|X^i, Q^i_N) = H(A^i_N|X^i) - H(A^i_N|Q, X^i, Q^i_N) = 0$$

$$\Rightarrow H(A^i_N|X^i, Q^i_N) = H(A^i_N|Q, X^i, Q^i_N) .$$

\hfill \square

**IV. PROOF OF LINEAR FULL SUPPORT-RANK MDS-TPIR CAPACITY**

**A. Converse**

A novel formulation of the key Lemma 3 which is slightly stronger than the corresponding lemmas in [10, 11], allows us to induct over the number of files, without requiring the symmetry assumption. We then use this induction result to prove the MDS-TPIR capacity for linear, full support-rank schemes. The same proof also yields an upper bound for the capacity in the presence of adversarial servers. However, the upper bound for MDS-TBPIR does not correspond to any known scheme constructions, and does not even agree with the MDS-TBPIR capacity asymptotically as the number of files grows to infinity.

The following lemma, which is key to our capacity bounds, describes how sets of as many as $k + t - 1$ servers will give responses that are independent of the index of the desired file, even when conditioned on an arbitrary subset of files. In order to show this we need some additional technical results on the rank of the Khatri-Rao product [29] of certain matrices. To not disturb the flow of the paper, we give these (lengthy) statements and corresponding proofs in Appendix A. As we are only concerned with nonsymmetric PIR here, we assume $S = 0$ for the remainder of this section.

**Lemma 3.** Let $\mathcal{N} \subset [n]$ with $n > k + t - 1$ be a set of $|\mathcal{N}| = k + t - 1$ nonadversarial servers, and let $\mathcal{F} \subset [m]$ be any proper subset of the rows of the MDS-coded storage system. For any optimal linear, full support-rank PIR scheme, and any $i, i' \in [m]$, it holds that

$$H(A^i_N|X^\mathcal{F}, Q^i_N) = H(A^{i'}_N|X^\mathcal{F}, Q^{i'}_N) .$$

**Proof.** First note that an equivalent problem formulation is given by (cf. [23] Section 2.2, Eq. (2.10))

$$E_{q_i[:], \psi beta(N) (\subset \operatorname{supp}(Q^i)} (H(A^i_N|X^\mathcal{F}, Q^i_N) = q_i[:], \psi beta(N)) | q_i[:], \psi beta(N)) \right.$$

Further, observe that by Definition 4 the responses of servers $j \in [N]$ can be expressed as the star-product (Hadamard product) between rows of the restricted query matrix $Q^i[:], \psi beta(N)$ and the restricted storage matrix with each column repeated $beta$ times, i.e., $Y \otimes 1 beta$, where $\otimes$ denotes the Kronecker product. Specifically, we have

$$A^i_N = A^i [\cdot, \psi beta(N)]$$

$$= ( (Y[i, j], Q^i[:], (j - 1)beta + s) )_{s \in [beta], j \in N}$$

$$= (Y[i, j] \cdot Q^i[:], \psi beta(j))_{j \in N}$$

$$= \sum_{i \in \psi alpha(|m|)} ( (Y[l, j] \otimes 1 beta) \ast Q^i[l, \psi beta(j)])_{j \in N}$$

$$\Rightarrow \sum_{i \in \psi alpha(|m|)} ( (Y[l, N] \otimes 1 beta) \ast Q^i[l, \psi beta(N)]) .$$

Next, we show that for every query realization, the entropies only depend on the size of the support of the query realization as

$$H(A^i_N|X^{\psi alpha(F)}, Q^i_N = q_i[:], \psi beta(N))$$

$$= H(\sum_{i \in \psi alpha(|m|)} ( (Y[l, N] \otimes 1 beta) \ast q_i[l, \psi beta(N)]) \right.$$ 

$$\right. | X^\mathcal{F}, Q^i_N = q_i[:], \psi beta(N))$$

$$= H(\sum_{i \in \psi alpha(|m|) \setminus \mathcal{F}} ( (Y[l, N] \otimes 1 beta) \ast q_i[l, \psi beta(N)]) \right.$$ 

$$\right. | Q^i_N = q_i[:], \psi beta(N))$$

$$\Rightarrow | \operatorname{cosp}(\{q_i[:]|m| \setminus \mathcal{F}, \psi beta(N)) | .$$

3We choose to refer to the realizations of $Q^i_N$ as $q_i[:], \psi beta(N)$ to be consistent with notation and indexing, i.e., we treat the realizations of $Q^i_N$ as a submatrix consisting of $k + t - 1$ thick columns of the realizations $q$ of $Q^i$.
where (a) holds by Lemma 8 given in Appendix A. Taking the expectation over the support of $Q'_X$ gives

$$
E_{q_i \in \psi(N) \in \supp(Q'_X)} \left( H(A_{X_i}^h | X^F, Q'_X = q_i; \psi(N)) \right) = E_{q_i \in \psi(N) \in \supp(Q'_X)} \left( \text{colsupp} \left( q_i \psi \left( [m] \setminus F, \psi(N) \right) \right) \right) (2) = E_{q_i \in \psi(N) \in \supp(Q'_X)} \left( \text{colsupp} \left( q_i \psi \left( [m] \setminus F, \psi(N) \right) \right) \right) = E_{q_i \in \psi(N) \in \supp(Q'_X)} H(A_{X_i}^h | X^F, Q'_X = q_i; \psi(N)) ,
$$

where (a) follows from Lemma 9 given in Appendix A.

Remark 3. The formulation of the server responses used in Lemma 8 simplifies a novel formulation of the PIR problem with linear decoding functions. As shown in (18) and Lemma 8, the received responses are given by (to simplify the notation we assume $\alpha = 1$ here)

$$
A^i = (X[1,1], X[2,1], \ldots, X[m,1], X[1,2], X[2,2], \ldots, X[m,2], \ldots, X[m,k]) \cdot (G \otimes \mathbf{1}_h) \otimes Q' \), (8)
$$

where $\otimes$ denotes the column-wise Khatri-Rao product [29] and $G$ is a generator matrix of the storage code. When restricting to linear decoding functions, the application of a decoder $D$ such that $D(A) = X^r$, is equivalent to performing linear combinations of the received responses $A^i$, which, in turn, is equivalent to performing linear combinations of the columns of $(G \otimes \mathbf{1}_h) \otimes Q'$. It is easy to see that the $1$th symbol of the information vector can be obtained exactly if the $1$th unit vector $e_1$ is in the column span of this matrix. Therefore, the problem of linear PIR with linear decoding functions can be defined solely based on operations from linear algebra: For each $i \in [m]$ determine a distribution of query matrices $Q^i$ such that $e_1 \in (G \otimes \mathbf{1}_h) \otimes Q^i$ colset all $l \in \{i, m+i, 2m+i, \ldots, (k-1)m+i\}$

$$
\Pr(Q^i_l = q) = \Pr_Q(Q^i_l = q) \forall i, i' \in [m], T \subset [n], |T| \leq t .
$$

The first condition guarantees decodability, as the given set indexes the symbols of file $i$ in the data vector of $Q^i$, while the second condition guarantees $t$-privacy.

The following lemma will be used to prove the upper bounds on the nonsymmetric MDS-TPIR capacity.

Lemma 4. Consider an optimal linear (S)PIR scheme, and let $H \subset [n]$ be a minimal set (set of smallest possible cardinality) such that the requested file $i$ can be obtained from the respective responses, i.e.,

$$
H(X^i | A^i_h, Q) = 0 .
$$

For $1 \leq s \leq m$, let

$$
h_s = \frac{n}{|H|} H(A^s_h | Q, X^1, \ldots, s-1) \text{ and } h_{m+1} = 0.
$$

Then, for all $1 \leq s \leq m$,

$$
h_s \geq \frac{n}{n - 2b - r} \left( H(X^s) + \frac{k + t - 1}{n} h_{s+1} \right) .
$$

Proof. By Lemma 1, $|H| \leq n - 2b - r$. By Han’s inequality, the average value of $H(A^s_h | Q, X^1, \ldots, s)$ over all sets $H \subset [n]$, $|H| = k + t - 1$ is at least

$$
\frac{k + t - 1}{n} H(A^s_h | Q, X^1, \ldots, s) = \frac{k + t - 1}{n} h_{s+1} .
$$

By independence of the files and the queries, we have

$$
H(X^s | Q, X^1, \ldots, s-1) = H(X^s) .
$$

We thus get

$$
h_s = \frac{n}{|H|} H(A^s_h | Q, X^1, \ldots, s-1) \geq \frac{n}{|H|} \left( H(X^s) + H(A^s_h | Q, X^1, \ldots, s) \right) \geq \frac{n}{|H|} \left( H(X^s) + H(A^s_h | Q, X^1, \ldots, s) \right) \geq \frac{n}{|H|} \left( H(X^s) + H(A^s_h | Q, X^1, \ldots, s) \right) \geq \frac{n}{|H|} \left( H(X^s) + \frac{k + t - 1}{n} h_{s+1} \right) ,
$$

where (a) follows from Lemma 8.

Setting $b = r = 0$, we are now ready to prove the capacity of MDS-TPIR. We restate Theorem 1 here for the sake of completeness.

Theorem 1. Let $n, k, t, \text{ and } m$ be integers with $n > k + t - 1$ and $m \geq 2$. The capacity of linear, full support-rank PIR from $[n, k]$ MDS-coded storage with $t$ colluding servers, where all servers are honest and responsive, is given by

$$
C_{\text{TPIR}}^{[n,k]-\text{MDS}} = \frac{1 - \frac{k+t-1}{n}}{1 - \left( \frac{k+t-1}{n} \right)^m} \xrightarrow{m \to \infty} 1 - \frac{k+t-1}{n} .
$$

Proof. Achievability: An explicit scheme achieving the rate is constructed in [19] by “lifting” the star product scheme of [15]. To be private, this scheme needs to fulfill Definition 2, as discussed in Appendix B.
Converse: Let \( \mathcal{H} \subseteq [n] \) be a minimal set such that
\[
H(X^i | A_H^i, Q) = 0,
\]
and for \( s = 1, \ldots, m \), let
\[
h_s = \frac{n}{|\mathcal{H}|} H(A_{\mathcal{H}}^s | Q, X^{1, \ldots, s-1})
\]
as in Lemma 4. Denote the size \( H(X^i) \), which is equal for all files, by \( L \). By definition and Lemma 2, the rate \( R \) of the scheme satisfies
\[
\frac{1}{R} = \frac{1}{L} \sum_{j \in [n]} H(A_j^s) \geq \frac{1}{L} \sum_{j \in [n]} H(A_j^s | Q) \geq h_1 \tag{9}
\]
where the last equation follows by minimality of \( \mathcal{H} \). It is thus enough to show that
\[
h_s \geq \frac{1 - (\frac{k+t-1}{n})^{m-s+1}}{1 - \frac{k+t-1}{n}}
\]
holds for all \( 1 \leq s \leq m \). We will prove this by backwards induction on \( s \).

As the base case consider \( s = m \) and observe that (9) simplifies to \( h_s \geq L \) in this case. Recall that \( A^m \) is a function of the files \( X \) and the queries \( Q \). As we have \( b = r = 0 \), Lemma 4 gives
\[
h_m = H(A_{\mathcal{H}}^m | Q, X^{1, \ldots, m-1}) = H(A_{\mathcal{H}}^m, X^m | Q, X^{1, \ldots, m-1}) = H(X^m) = L.
\]
It follows that (9) is correct for \( s = m \). Now assume as an induction hypothesis that
\[
h_{s'} \geq \frac{1 - (\frac{k+t-1}{n})^{m-s'+1}}{1 - \frac{k+t-1}{n}},
\]
and let \( s' = s - 1 \) Then Lemma 4 yields
\[
h_s \geq \frac{1 + \left(1 - \frac{k+t-1}{n}\right) \cdot \frac{1 - (\frac{k+t-1}{n})^{m-s'+2}}{1 - \frac{k+t-1}{n}}}{L}
\]
\[
\geq \frac{1 + \left(1 - \frac{k+t-1}{n}\right) \cdot \frac{1 - (\frac{k+t-1}{n})^{m-s+1}}{1 - \frac{k+t-1}{n}}}{L}.
\]
This proves (9) for all \( 1 \leq s \leq m \) by induction. The case \( s = 1 \) is the statement of the theorem.

Remark 4. By similar techniques, we get an upper bound
\[
C_{\text{TBPIR}}^{[n,k]} \leq \left(1 - \frac{2b+r}{n}\right) \cdot \frac{1 - (\frac{k+t-1}{n})^{m}}{1 - (\frac{k+t-1}{n})^m} \tag{10}
\]
for the case where we also have Byzantine and nonresponsive servers. However, we believe this to be a loose upper bound. If the bound (10) were to be tight, the result given in Theorem 3 would imply that in this setting symmetric PIR has a strictly lower capacity than PIR even as the number of files goes to infinity. This would be in sharp contrast to the known cases of TPIR/TSPIR and MDS-PIR/MDS-SPIR with and without Byzantine/nonresponsive servers, where the nonsymmetric capacity converges (from above) to the symmetric capacity as the number of files increases.

V. STRONGLY-LINEAR PIR CAPACITY

We have seen that, for a symmetric linear scheme, the rate cannot be larger than that obtained by a star product scheme in [16], regardless of the number of files. Further, Theorem 1 shows that as the number of files grows, the rate of the star product scheme in [15] approaches the full support-rank capacity. We will now show that, under stronger linearity assumptions, this is also true for a finite number of files and without assuming server privacy. In essence, we define a strongly linear PIR scheme to be one where all interference cancellation is linear and deterministic, and where every computation uses only one response symbol from each server. This is a highly natural assumption, that also has practical implications as it allows decoding to happen instantly, even when queries are sent sequentially. However, the assumption is not true for schemes such as those in [4], [5], which do not satisfy Definition 7 below.

Definition 7 (Strongly Linear PIR). We say that a linear PIR scheme is strongly linear if each symbol of the desired file is obtained as a deterministic linear function over \( \mathbb{F} \) of a response vector consisting of one response symbol from each server
\[
(A_{[\cdot], (j-1)\beta + s})_{j \in [n]},
\]
for some \( s \in [\beta] \). By this, we mean that the reconstruction function does not depend on the randomness used to produce the queries. We informally think of \( (A_{[\cdot], (j-1)\beta + s})_{j \in [n]} \) as the response obtained in the \( s^\text{th} \) iteration of the scheme.

Remark 5. Note that a full support-rank PIR scheme does not have to be strongly linear. However, the rate of every optimal strongly linear scheme is upper bounded by the rate of the star product scheme [15], which agrees with the asymptotic capacity of a full support-rank PIR scheme with corresponding parameters. This result is proved in Theorem 3. Hence, a full support-rank scheme can always be replaced by a strongly linear scheme (e.g., a star product scheme) without a loss in the asymptotic rate.

For the results in this section, we need to recall a notion that is central to much recent work on PIR. For two vectors \( c, d \in \mathbb{F}^{1 \times n} \), their coordinate-wise/star/Hadamard product is denoted
\[
c \ast d = (c[1,1]d[1,1], \ldots, c[n,1]d[1,1])
\]
Let \( C \) and \( D \) be two codes of length \( n \) over \( \mathbb{F} \). The star product \( C \ast D \) is the linear span of the codewords \( c \ast d \), where \( c \in C \), \( d \in D \). Note that this definition does not require that the codes \( C \) and \( D \) are linear, but it always yields a linear code \( C \ast D \) as the star product.
Lemma 5. Consider a strongly linear PIR scheme from a linear storage code \( \mathcal{C} \), and fix an index \( s \in [\beta] \). For all \( l \in [m] \), let \( \mathcal{D}^{i,l} \subseteq \mathbb{F}^n \) be the linear span of the row vectors that can occur as the \( l^{th} \) row of the \( s^{th} \) iteration of a query matrix \( Q^i \), i.e.,
\[
\mathcal{D}^{i,l} = \{ Q[l, \{ s, \beta+s, \ldots, (n-1)\beta+s \}] : Q^i \in \text{supp}(Q^i) \} \text{row}.
\]
Then the rate of the PIR scheme is at most
\[
1 - \frac{\dim(\mathcal{C} \star (\sum_l \psi_l(i)^{\mathcal{D}^{i,l}}))}{\dim(\mathcal{C} \star (\sum_l \mathcal{D}^{i,l})).}
\]
If the strongly linear PIR scheme downloads equally much from all servers, then the rate is at most
\[
\frac{\dim(\mathcal{C} \star (\sum_l \mathcal{D}^{i,l})))}{\dim(\mathcal{C} \star (\sum_l \mathcal{D}^{i,l})))}.
\]

Proof. By (7) the responses in a linear PIR scheme as in Definition 4 can be described as the sum of the star product (i.e., Hadamard product) of rows of the query matrix and rows of the storage by
\[
(A[i, (j-1)\beta+s])_{j \in [n]} = \sum_{l=1}^{m} (Y[l, (j-1)\beta+s] + Q^i[l, (j-1)\beta+s])_{j \in [n]} \in \sum_{l=1}^{m} \mathcal{D}^{i,l} \star \mathcal{C}.
\]

Let
\[
\Phi : (A[i, (j-1)\beta+s])_{j \in [n]} \mapsto x \in \mathbb{F}^n
\]
be the deterministic map that returns \( \gamma \) desired coordinates of the desired file \( X \) from the responses in iteration \( s \). Then for each \( l \not\in \psi_l(i), \Phi \) must be constant on each coset of \( \mathcal{D}^{i,l} \star \mathcal{C} \), because otherwise changing the query matrix and the \( l^{th} \) row of \( Y \) would affect the value of \( \Phi((A[i, (j-1)\beta+s])_{j \in [n]}). \)

Since this holds for every \( l \neq i \), \( \Phi \) must be constant on each coset of \( \sum_{j \neq i} \mathcal{D}^{j,l} \star \mathcal{C} \). Thus, the dimension of the range of \( \Phi \) is
\[
\gamma = \dim \left( \sum_{j} \mathcal{D}^{i,j} \star \mathcal{C} \right) - \dim \ker(\Phi)
\]
\[
\leq \dim \left( \sum_{j \neq i} \mathcal{D}^{i,j} \star \mathcal{C} \right) - \dim \left( \sum_{j \neq i} \mathcal{D}^{j,i} \star \mathcal{C} \right).
\]

The answer \( (A[i, (j-1)\beta+s])_{j \in [n]} \) can be reconstructed from the responses of \( \dim \left( \sum_{j} \mathcal{D}^{i,j} \star \mathcal{C} \right) \) servers, or from \( n \) servers if we require to download equally much from each server. Dividing the number \( |E| \) of downloaded \( q \)-ary symbols from the desired file by the number of \( q \)-ary symbols in \( (A[i, (j-1)\beta+s])_{j \in [n]} \), we get the claimed bounds on the PIR rate. This concludes the proof. \( \square \)

For the rest of the paper, we assume downloading the same number of symbols from all the servers for simplicity.

Before proceeding, for the reader’s convenience, we briefly recapitulate the star product PIR scheme of [15, 16]. Consider a distributed storage system storing \( m \) files encoded with an \([n,k]\) MDS storage code \( \mathcal{C} \) and a user looking to retrieve file \( i \) with collision resistance \( t \). For simplicity we assume \( n = 2k + t + 2k + r - 1 \) and \( \alpha = 1 \) here, as this allows the recovery of the file in one iteration, for more details see [15, 16]. Further, for ease of notation, we only consider the case of all servers being responsive, i.e., \( r = 0 \). The extension to the case of nonresponsive servers is trivial. The star product scheme consists of the following steps:

1) The user chooses a query code \( \mathcal{D}_Q \) with \( d_{\mathcal{D}_Q} \geq t + 1 \), where \( d_{\mathcal{D}_Q} \) denotes the minimum distance of the dual code \( \mathcal{D}_Q^\perp \). From this code, she generates a matrix \( D \in F^{m \times n} \) whose \( m \) rows are codewords of \( \mathcal{D}_Q \) chosen i.i.d. at random.

2) The query matrix is given by
\[
Q^i = D \ast E,
\]
where \( E \) is all-zero, except for the \( t^{th} \) row \( E[i, :] \), which is chosen to be the basis of an \([n,1]\) code \( \mathcal{E} \).

3) The user sends the \( j^{th} \) column of \( Q^i \) to the \( j^{th} \) server. The server replies with \( A[i,1] = \langle Q^i[i,1], Y[i, j] \rangle + z[i,j] \), where \( z[i,j] = 0 \) if the server is honest and arbitrary if the server is adversarial (\( z \) can be thought of as the received error vector).

4) By (7) the user receives
\[
A^i = \left( \sum_{l \in [m]} Y[l, :] \ast Q^i[l, :] \right) + z
\]
\[
= \left( \sum_{l \in [m]} Y[l, :] \ast (D[l, :] + E[l, :]) \right) + z
\]
\[
= \left( \sum_{l \in [m]} Y[l, :] \ast D[l, :] \right) + \left( Y[i, :] \ast E[i, :] \right) + z
\]
\[
\in \mathcal{C} \ast \mathcal{E} \cup \mathcal{C} \ast \mathcal{D}_Q.
\]

Recall that the Hamming weight of \( z \) is at most \( b \), the number of adversarial servers. Hence, if the code \( \mathcal{C} \ast \mathcal{D}_Q \ast \mathcal{E} \ast \mathcal{C} \ast \mathcal{D}_Q \ast \mathcal{E} \) is of distance \( d_{\mathcal{C} \ast \mathcal{D}_Q \ast \mathcal{E}} \geq 2b + 1 \), the errors can be decoded and the user obtains
\[
\left( \sum_{l \in [m]} Y[l, :] \ast D[l, :] \right) + \left( Y[i, :] \ast E[i, :) \right) \in \mathcal{C} \ast \mathcal{E}.
\]

As \( E \) is chosen by the user, we only require that the codes \( \mathcal{C} \ast \mathcal{D}_Q \ast \mathcal{E} \) intersect trivially to recover the vector \( Y[i, :) \ast E[i, :]) \in \mathcal{C} \ast \mathcal{E} \). Finally, the file \( X^i \) can be recovered from this vector, given that \( \mathcal{C} \ast \mathcal{E} \) is of dimension \( k \).

\footnote{We would like to emphasize that the scheme discussed here is a special case of the star product PIR scheme of [15, 16], with parameters chosen for an illustrative purpose. The full scheme is not limited to this specific choice of \( n \).}

\footnote{The fact that \( d_{\mathcal{D}_Q} \geq t + 1 \) implies that any \( t \) positions in a codeword of \( \mathcal{D}_Q \) are an information set. Hence, any \( t \) columns of \( D \) are i.i.d. distributed over \( \mathbb{F}^m \).}

\footnote{Here and for the general scheme it is convenient to view this as a code instead of a vector. Note that for a different choice of \( n \) and \( \alpha \) the dimension of this code could be larger than 1.}
It remains to determine codes $C$, $D_Q$, and $E$ that fulfill the required properties for the given $n$. Conveniently, it has been shown \cite{13,15} that the popular class of generalized Reed-Solomon (GRS) codes provides such codes, however, these details are beyond the scope of this short summary.

We are now ready to show that any strongly linear scheme can be replaced by a star product scheme for the same privacy model, without losing in the PIR rate.

**Theorem 3 (Capacity of Strongly Linear PIR).** The capacity of strongly linear PIR from an $(n,k)$ storage code $C$, with $b$ Byzantine and $r$ non responsive servers, that protects against $t$-collusion, is

$$C^{(n,k)\text{-MDS}_{\text{TBPIR}}} = 1 - \frac{k + t + 2b + r - 1}{n}$$

for any number of files $n$.

**Proof.** Consider an arbitrary strongly linear PIR scheme. Like in Lemma 5 fix an iteration $s \in [\beta]$ and define

$$D^{(s)} = \{ (Q^{(s)}, l, \{ s, \beta + s, \ldots, (n-1)(\beta + s) \} : Q^s \in \text{supp}(Q^{(1)}) \}$$

for $l \in [n]$. Define $D = \bigcup_{i=1}^{s} D^{(i)}$. Let $E \in \mathbb{F}_{\alpha_{\text{m}}}^{n \times n}$ be a matrix such that $E[\varphi_0(i),:]$ is an arbitrary realisation of $Q^{s}[\varphi_0(i), \{ s, \beta + s, \ldots, s + (n-1)(\beta) \}$, and all other entries are zero. Let $D \in \mathbb{F}_{\alpha_{\text{m}}}^{n \times n}$ be a random matrix whose rows are selected uniformly at random from $D$.

Now consider the star product scheme with query matrix $D + E$. This scheme has a set of feasible query matrices that is more restrictive in the row of the desired file, but less restrictive in the rows of the unwanted files, than the strongly linear scheme under consideration. Thus, whatever privacy constraints were satisfied by the original scheme, including robustness against non-responsive and byzantine servers, are also respected by the star product scheme. By design all symbols that were decoded in the $r$-th iteration of the strongly linear scheme are also decoded in the star product scheme. Moreover, by construction the rate of the star product scheme is

$$1 - \frac{\dim(D)}{\dim(\bigcup_{i=1}^{s} D^{(i)})},$$

which is at least the rate of the original strongly linear scheme by Lemma 5. So the rate of any strongly linear scheme is bounded from above by the rate of a star product scheme with the same privacy constraints, which is in turn bounded by $1 - \frac{k + 2b + r - 1}{n}$ as shown in \cite{16}. The paper also presents a scheme achieving this bound via the star product construction.

Note that the capacity of strongly linear PIR is independent of the number of files (see also the remark below). Hence, the above theorem also yields a proof for Conjecture 1 in the strongly linear case. The capacity of a strongly linear scheme also matches the asymptotic rate of Conjecture 3, hence proving the asymptotic expression for such schemes.

**Remark 6.** Here, to simplify the notation, we have assumed that all the servers respond with equal size responses. However, by loosening this assumption, improvements for finite $n$ are possible, along the same lines as in \cite{22}. The proof of the above theorem shows that, among strongly-linear schemes as in Definition 7 the star product scheme \cite{13,15} is optimal.

**VI. CAPACITY OF MDS-CODED TBSPIR FOR SCHEMES WITH ADDITIVE RANDOMNESS**

In this section we prove the capacity of MDS-coded TBSPIR for the specific system models considered in \cite{12}. Recent works \cite{12,30} have shown that it is crucial to consider the distribution of the randomness shared by the servers when deriving the capacity of such systems. We begin by shortly reviewing the results presented in these works. In \cite{30} the authors derive the capacity of MDS-coded SPIR with mismatched randomness, meaning that they assume the complete randomness to be available to all servers. It is shown that this assumption of sharing the complete randomness among the servers leads to a strictly larger rate than when the randomness is also coded with the MDS storage code, referred to as matched randomness. The resulting capacity approaches the capacity of coded, matched SPIR when the number of files tends to infinity and is always strictly lower than the coded PIR capacity.

In \cite{12} the authors derive the capacity of MDS-coded SPIR with and without collusion for the case of matched randomness, i.e., where the randomness is also encoded with the storage code. Further, they consider the special case of schemes with additive randomness independent of the queries. Specifically, the authors show

- the capacity of $(n,k)$ MDS-coded storage, where for any $k$ servers the randomness is independent, to be

$$C_{\text{matched MDS-SPIR}} = 1 - \frac{k}{n},$$

- the capacity of uncoded, i.e., $k = 1$, SPIR with collusion of any $t$ servers (TSPIR) to be

$$C_{\text{TSPIR}} = 1 - \frac{t}{n},$$

- the capacity of MDS-coded TSPIR, for schemes where the servers add the randomness to the responses and the randomness is independent of the queries to be

$$C_{\text{add. MDS-TSPIR}} = 1 - \frac{k + t - 1}{n}.$$

In this section we consider the extension of the results from \cite{12} to the MDS-TB-SPIR setting, i.e., to symmetric PIR from coded databases protecting against a number of byzantine servers $b$ and a number of unresponsive servers $r$.

**Definition 8 (Matched SPIR \cite{12}).** We say a SPIR scheme is matched if the randomness shared by the servers is independent for every subset of $k$ servers.

**Definition 9 (Additive randomness TBSPIR \cite{12}).** We define a scheme to be an additive randomness TBSPIR scheme if the responses are of the form

$$A_i = f_j(Q^i_j, Y_j) + S_j$$

where $S_j$ is independent of the received query $Q^i_j$.
Lemma 6. For any MDS-TBSP scheme and for any set of nonadversarial servers \( \mathcal{N} \subset [n] \) with \( |\mathcal{N}| = k + t - 1 \) it holds that
\[
H(A_{\mathcal{N}'}|X^t, Q_{\mathcal{N}'}) = H(A_{\mathcal{N}'}|Q_{\mathcal{N}'})
\]
if the randomness is additive as in Definition 9 or \( t = 1 \).

Proof. The proof for the case of additive randomness follows directly from the proof of [12, Lemma 8], as it is independent of the total number of servers and we restrict the lemma to nonadversarial servers. For the same reasons the proof of [12, Lemma 7] also applies here for the case of \( t = 1 \).

Theorem 4. The capacity of linear symmetric PIR from \([n, k]\) MDS-coded storage with \( b \) adversarial, \( r \) nonresponsive and \( t \) colluding servers is given by
\[
1 - \frac{k + t + 2b + r - 1}{n},
\]
if the randomness is additive as defined in Definition 8 or for \( t = 1 \) as in Definition 9.

Proof. Let \( \mathcal{H} \subset [n] \) and \( \mathcal{N} \subset \mathcal{H} \) be sets of honest, responsive servers with \( |\mathcal{H}| = n - 2b - r \) and \( |\mathcal{N}| = k + t - 1 \). Then
\[
H(X^t) \geq H(X^t|Q) \equiv H(X^t|A_{\mathcal{H}}|Q, Q^t_{\mathcal{N}'}) = I(X^t; A_{\mathcal{H}}|Q, Q^t_{\mathcal{N}'}) = H(A_{\mathcal{H}}|Q) - H(A_{\mathcal{H}}|X^t, Q, Q^t_{\mathcal{N}'})
\]
\[
\leq H(A_{\mathcal{H}}|Q) - H(A_{\mathcal{H}}|X^t, Q^t_{\mathcal{N}'}) = H(A_{\mathcal{H}}|Q) - H(A_{\mathcal{H}}|Q^t_{\mathcal{N}'})
\]
\[
\leq H(A_{\mathcal{H}}|Q) - H(A_{\mathcal{H}}|A_{\mathcal{N}'})
\]
Equality (a) holds because the files are independent of the queries, (b) holds by Lemma 1, (c) holds because \( \mathcal{N} \subset \mathcal{H} \), (d) holds by Lemma 2 and (e) holds by Lemma 6.

Averaging over all sets \( \mathcal{N} \) gives
\[
H(X^t) \leq H(A_{\mathcal{H}}|Q) - \frac{1}{(n - 2b - r)} \sum_{\mathcal{N} \subset H, |\mathcal{N}| = k + t - 1} H(A_{\mathcal{N}'})|Q)
\]
and by Han’s inequality (see Equation (5))
\[
\frac{1}{(n - 2b - r)} \sum_{\mathcal{N} \subset \mathcal{H}, |\mathcal{N}| = k + t - 1} H(A_{\mathcal{N}'})|Q) \geq \frac{k + t - 1}{n - 2b - r} H(A_{\mathcal{H}}|Q).
\]

Hence, there exists an \( h \in \mathcal{H} \) such that
\[
H(X^t) \leq H(A_{\mathcal{H}}|Q) - \frac{k + t - 1}{n - 2b - r} H(A_{\mathcal{H}}|Q)
\]
\[
= \frac{n - k - 2b - r - t + 1}{n - 2b - r} H(A_{\mathcal{H}}|Q)
\]
\[
\leq \frac{n - k - 2b - r - t + 1}{n - 2b - r} (n - 2b - r) H(A_{\mathcal{H}}|Q).
\]

Since the adversaries could otherwise be easily identified, we can assume that the answers of the adversarial servers are of the same entropy as the nonadversarial answers. This gives
\[
\frac{H(X^t)}{\sum_{i=1}^{n} H(A_{i}^t|Q)} = \frac{H(X^t)}{H(X^t)} \leq \frac{n - k - 2b - r - t + 1}{n} \frac{n - k - 2b - r - t + 1}{n}.
\]

Achievability: The symmetric version of the scheme introduced in [16], which generalizes the scheme of [15], achieves the presented upper bound on the PIR rate. Note that this scheme fulfills both Definition 8 and Definition 9 since the symmetry is achieved by adding a random codeword from the (n, k) MDS storage code to the answers.

Note that we include the nonresponsive servers in the calculation of the download cost, which is debatable, due to the reasonable argument that nonresponsive servers do not contribute to this cost. However, this depends on the particular system as, e.g., dropped packets on the side of the user could also cause a missing response, while clearly causing network traffic. Therefore we include the nonresponsive servers in the download cost, but note that this can be modified by changing the upper limit of the sum in (11) to \( n - r \).

Finally, we derive the secrecy rate of TBSP by combining the proofs of [10, Theorem 7] and [9, Theorem 1].

Theorem 5. The secrecy rate of a linear TBSP scheme from an \((n, k)\) MDS-coded storage system fulfills
\[
\rho \geq \frac{k + t - 1}{n - k - t - 2b - r + 1},
\]
if the randomness is additive as in Definition 9 or \( t = 1 \).

Proof. Let \( \mathcal{H} \subset [n] \) and \( \mathcal{N} \subset \mathcal{H} \) be sets of honest, responsive servers with \( |\mathcal{H}| = n - 2b - r \) and \( |\mathcal{N}| = k + t - 1 \). First, observe that
\[
H(A_{\mathcal{H}}|Q) = H(X^t) + H(A_{\mathcal{H}}|X^t, Q)
\]
\[
\geq H(X^t) + H(A_{\mathcal{H}}|X^t, Q) \geq H(X^t) + H(A_{\mathcal{H}}|Q).
\]

Averaging over all sets \( \mathcal{N} \subset \mathcal{H} \) with \( |\mathcal{N}| = k + t - 1 \) we get
\[
H(A_{\mathcal{H}}|Q) \geq H(X^t) + \frac{k + t - 1}{n - 2b - r} H(A_{\mathcal{H}}|Q). \tag{12}
\]

Let \( \mathcal{H} \subset [n] \) and \( \mathcal{N} \subset \mathcal{H} \) be sets of honest, responsive servers
with $|\mathcal{H}| = n - 2b - r$ and $|\mathcal{N}| = k + t - 1$. By server privacy,
\begin{align*}
0 &= I(X^{[m]\setminus i}; A_{\mathcal{H}}|Q) \\
&= H(X^{[m]\setminus i}|Q) - H(X^{[m]\setminus i}|A_{\mathcal{H}}|Q) \\
&= H(X^{[m]\setminus i}|X^i, Q) - H(X^{[m]\setminus i}|A_{\mathcal{H}}^i, X^i, Q) \\
&= I(X^{[m]\setminus i}; A_{\mathcal{H}}^i|Q, X^i) \\
&\geq I(X^{[m]\setminus i}; A_{\mathcal{H}}^i|Q, X^i) \\
&= H(A_{\mathcal{H}}^i|X^i, Q) - H(A_{\mathcal{H}}^i|X^{[m]}, Q) + H(A_{\mathcal{H}}^i|S, X^{[m]}, Q) \\
&= H(A_{\mathcal{H}}^i|X^i, Q) - I(S; A_{\mathcal{H}}^i|X^{[m]}, Q) \\
&\geq H(A_{\mathcal{H}}^i|Q, X^i|Q, Q) - H(S) \\
&= H(A_{\mathcal{H}}^i|Q_{\mathcal{H}}) - H(S) \\
&\geq H(A_{\mathcal{H}}^i|Q) - H(S).
\end{align*}

Averaging over all sets $\mathcal{N}$, we get [12] that
\begin{align*}
H(S) \geq \frac{1}{n - 2b - r - 1} \sum_{|\mathcal{N}| = k + t - 1} H(A_{\mathcal{H}}^i|Q) \\
&\geq \frac{k + t - 1}{n - 2b - r - 1} H(A_{\mathcal{H}}^i|Q) \\
&\geq \frac{k + t - 1}{n - k - t - 2b - r + 1} H(X^i),
\end{align*}

The bound on the secrecy rate follows by
\begin{align*}
\rho = \frac{H(S)}{H(X^i)} \geq \frac{k + t - 1}{n - k - t - 2b - r + 1}.
\end{align*}

\section{VII. Optimality of the Star Product Scheme for Some Parameters}

\subsection{A. Replicated, no Collusion/Adversaries}

In the previous sections we derived the capacity for some specific settings. In the case of linear, full support-rank MDS-PIR, as considered in Section IV, this capacity depends on the number of files in the system, similar to the capacity in the known settings of PIR from replicated storage [3], MDS-PIR [4], and TPIR [5]. For a finite number of files, the rate of PIR schemes in these settings can be increased compared to the asymptotic (as the number of files $m \to \infty$) capacity, as reated in Table I. However, whether this improvement can actually be realized depends on the level of subpacketization $L = \alpha k$, i.e., the number of symbols in a file, the size of the alphabet on which the PIR scheme operates, and the size of the alphabet used for transmission [6]. In this section, we derive the explicit relation between these system parameters for which this asymptotic regime is reached. Thereby, we show that for some parameter regimes strongly linear schemes, and therefore also the star-product scheme of [13, 14], are in fact optimal in terms of rate.

The following results are based on the results for binary schemes in [31], where it was proved that if $L \leq n - 1$, the optimal download is $L + 1$ bits. Now consider a scheme over a $q$-ary alphabet and transmission using a $q'$-ary alphabet. In [23] the results of [31] were generalized to arbitrary alphabets, by including conditions on the size of the alphabet used for transmission of data to the user. For the case of mismatched alphabets, i.e., $q \neq q'$, the optimal download cost is determined up to a constant offset and for the case of matched alphabets, i.e., $q = q'$, a complete characterization of the optimal download cost is given. In particular, [23] shows that the result on the optimal download of [31] is a special case of their result, i.e., for a subpacketization of $L \leq n - 1$ symbols of a $q$-ary alphabet, the optimal download over a $q'$-ary alphabet is $L + 1$ symbols.

Denote by $D_L$ the download cost for a given level of subpacketization $L$, and define it as the maximum number of symbols of the transmission alphabet $M'$ a user has to download for any realization of the queries In [23] it was shown that the optimal download for PIR from $n$ noncolluding databases, each storing all $m \geq 2$ files, for message size $L$ is given by
\begin{align}
D_L &= \left[ \frac{L}{C} \right]_C, \tag{13}
\end{align}
where $C$ is the capacity of unrestrained PIR given by
\begin{align*}
C &= \frac{1 - \frac{1}{n}}{1 - \frac{k + t + 1}{n m}}. \tag{14}
\end{align*}

\subsection{B. Coded Storage with Collusion}

We generalize this approach to the case of PIR from coded databases and/or colluding servers. In Section IV, the capacity of linear, full support-rank PIR was shown to be
\begin{align*}
C &= \frac{1 - \frac{k + t + 1}{n m}}{1 - \frac{k + t + 1}{n m}}.
\end{align*}

\begin{remark}
This expression does not hold in full generality, i.e., when not assuming linearity and full support-rank, see [17] for a counter-example for the case of $m = 2$ files. However, it is the best rate for which a scheme for general parameters is known, given by applying the technique presented in [19] to the PIR scheme of [13]. Further, note that [14] includes both, the capacity for uncoded storage ($k = 1$) with collusion ($t \geq 1$) [5] and the capacity for coded storage ($k \geq 1$) without collusion ($t = 1$) [3] as special cases, both of which are valid in general. Hence using this expression provides some insight beyond the linear, full support-rank case.
\end{remark}

It is easy to see that the proof of converse for [13] given in Section IV for the case of matched alphabets ($q = q'$) also applies in this setting. Our goal in the following is not to characterize the optimal download cost, but instead to determine the number of files required to reach the asymptotic regime for a given set of parameters.

Consider a scheme that achieves the asymptotic capacity (cf. Table I), such as, e.g., the star product PIR scheme [13]. Such a PIR scheme can obtain $n - k - t + 1$ symbols of the
desired file by downloading $n$ symbols, one from each server. Assume a subpacketization of

$$L = \beta(n - k - t + 1).$$

A file can be obtained privately by applying this PIR scheme $\beta$ times, downloading a total of $\beta n$ symbols For the optimal download cost for linear, full support-rank PIR (cf. Remark 7 for motivation of using this expression) we obtain

$$D_L = \left[\frac{L}{C}\right] = \beta \left(1 - \frac{k + t - 1}{n}\right)^{m - 1}$$

$$= \beta n \left(1 - \frac{k + t - 1}{n}\right)^{m}$$

Hence, in the linear, full support-rank setting and under the assumption that the transmission alphabet equals the alphabet of the PIR scheme, the asymptotic regime is reached when

$$\beta < n^{m - 1}$$

or in terms of the number of files,

$$m > \frac{\log n + \log \beta}{\log n - \log(k + t - 1)}.$$  

On the other hand, if the scheme has optimal rate, then only $k$ symbols have been downloaded from each stripe, so $L$ is a multiple of $k$. Thus we get

$$\beta = \frac{L}{n - k - t + 1} \geq \frac{k}{\gcd(n - k - t + 1, k)}.$$  

For example, for parameters $n = 30$, $k = 15$, $t = 10$, and $\beta = 5$ this condition if fulfilled for $m \geq 23$ files.

For the simplest case of replicated storage ($k = 1$) and no collusion ($t = 1$) this can be further simplified to show that the asymptotic regime is reached when

$$\beta < n^{m - 1}.$$  

Note that for the nontrivial settings of $m \geq 2$ this is always fulfilled if $\beta < n$.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we defined the practical notions of full support-rank PIR and strongly linear PIR. We have proved the capacity of MDS-coded, linear, full support-rank PIR with colluding servers. The capacity of symmetric linear PIR with MDS-coded, colluding, Byzantine, and nonresponsive servers was proved for the case of matched randomness.

The results on full support-rank PIR are a significant step towards the general proof for MDS-coded and colluded PIR capacity. Meanwhile, the results on strongly linear PIR bear high practical interest in that these schemes allow for small field sizes and low subpacketization levels, making implementation of the schemes much simpler. These simpler schemes also achieve the same asymptotic capacity as the full support-rank schemes. The main open problem that remains is proving the capacity of (linear) PIR with MDS-coded and colluding servers without the assumption of full support-rank. As explained in Section III the presented definition of full support-rank PIR isolates a property required for a scheme to achieve this capacity for general linear, MDS-coded PIR, namely for the restrictions of its queries to not be of full support-rank. Thereby, the results in this paper provide a good starting point for both giving upper bounds on the PIR rate and constructing achieving schemes.

Another open problem is determining the capacity of TPIR for transitive storage codes, along the lines of [15], by adapting the proofs of Lemma 7 and 8 accordingly.
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**APPENDIX A**

**PROPERTIES OF FULL SUPPORT-RANK PIR SCHEMES**

We define the following notation of matrix products:

- the regular matrix/vector/scalar product (if obvious from context, we neglect this symbol) $\otimes$ $\mathbb{F}_n^{m \times n} \times \mathbb{F}_n^{m \times n'} \to \mathbb{F}_n^{m' \times n}$

- the star-product / Hadamard product $\mathbb{F}_n^{m \times n} \times \mathbb{F}_n^{m' \times n'} \to \mathbb{F}_n^{m \times n'}$

- the Kronecker product $\mathbb{F}_n^{m \times n} \times \mathbb{F}_n^{m' \times n''} \to \mathbb{F}_n^{mm' \times nn''}$

- the column-wise Khatri-Rao product $\mathbb{F}_n^{m \times n} \times \mathbb{F}_n^{m' \times n'} \to \mathbb{F}_n^{mm' \times nn'}$

- the row-wise Khatri-Rao product / face-splitting product $\mathbb{F}_n^{m \times n} \times \mathbb{F}_n^{m' \times n''} \to \mathbb{F}_n^{mm' \times nn''}$

It is easy to check (see, e.g., [32] and [33] Lemma 4.2.10) that for matrices $A, B, C, D$ and a row vector $z$ it holds that

\[
(A \cdot B) \ast (C \cdot D) = (A \ast C) \cdot (B \circ D)
\]

\[
(A \cdot B) \circ z = A \cdot (B \circ z)
\]

\[
\langle A \rangle_{\text{row}} \ast \langle B \rangle_{\text{row}} = \{ \langle a \ast b \mid a \in \langle A \rangle_{\text{row}}, b \in \langle B \rangle_{\text{row}} \}_{\text{row}} = \langle A \circ B \rangle_{\text{row}}.
\]

Further, observe that for a matrix $X \in \mathbb{F}_n^{m \times k}$ we have

\[
\mathbf{1}_m \ast (X \ast \mathbf{1}_m) = \langle X[1,1], X[2,1], \ldots, X[m,1], X[1,2], X[2,2], \ldots, X[m,2], \ldots, X[m,k] \rangle \in \mathbb{F}_n^{1 \times km},
\]

where $\mathbf{1}_m$ denotes the $m \times m$ identity matrix. Moreover, if the matrix $X$ is uniformly distributed over $\mathbb{F}_n^{m \times n}$, then $\mathbf{1}_m \ast (X \ast \mathbf{1}_m)$ is uniformly distributed over $\mathbb{F}_n^{1 \times km}$.

For completeness, we note that the following results also hold if the thick columns are not all of the same size $\beta$, but instead each consist of a (possibly) different number of columns. However, to not complicate the notation even further, we restrict ourselves to PIR schemes that query each node exactly $\beta$ times, which corresponds to equal sized thick columns, each consisting of $\beta$ columns.

**Lemma 7.** Let $C$ be an $[k+t-1, k]$ MDS code with generator matrix $G \in \mathbb{F}_q^{m \times (k+t-1)}$ and $q \in \mathbb{F}_q^{m \times \beta(k+t-1)}$ be a matrix such that for any set $T \subset [k+t-1]$ with $|T| = t$ we have

\[
\text{rank}(G[; T]) = \text{colsupp}(G[; T])
\]

Then

\[
\text{rank}(G \otimes 1) \ast q = \text{colsupp}(q)
\]

**Proof.** By a similar argument as in [34] Proof of Lemma 6], we determine the rank of this matrix by proving that the unit vectors $e_i \in \mathbb{F}_q^{k+t-1}$, $l \in \text{colsupp}(q)$ are contained in the row span of the matrix $(G \otimes 1) \odot q$, where $\odot$ denotes the all-one vector of length $\beta$. First observe that for any full-rank matrices $P_1 \in \mathbb{F}_n^{k \times k}$ and $P_2 \in \mathbb{F}_n^{k \times \alpha}$ we have

\[
\text{rank}((G \otimes 1) \ast q) = \dim((G \otimes 1) \odot q)_{\text{row}}
\]

\[
= \dim((G \otimes 1)_{\text{row}} \odot (q)_{\text{row}})
\]

\[
= \dim((P_1 \cdot (G \otimes 1))_{\text{row}} \odot (P_2 \cdot q)_{\text{row}})
\]

\[
= \dim((P_1 \cdot G) \otimes 1)_{\text{row}} \odot (P_2 \cdot q)_{\text{row}}
\]

\[
= \text{rank}(P_1 \cdot (G \otimes 1)) \odot (P_2 \cdot q)
\]

where (a) follows from [17], (b) holds because the left-multiplication by a full-rank matrix does not change the row space, and (c) holds by [16]. To obtain the unit vectors
\(e_i \in \mathbb{F}^{[k+t-1]G}, l \in \psi(1) \cap \text{colsupp}(q), \) choose \(P_1\) such that \(P_1 \cdot G\) is in systematic form, \(i.e.,\) its \(k\) columns are an identity matrix. This is always possible, since \(G\) is the generator matrix of and MDS code. Next consider the set \(T = \{1, k + 1, \ldots, k + t - 1\}\) and choose \(P_2\) such that the submatrix of \(P_2 \cdot q\) consisting of the \(t\) columns indexed by \(\psi(T),\) \(i.e.,\) the \(\beta\)-th columns \(T\), contain the unit vectors \(e_i \in \mathbb{F}^{[k+t-1]G}, l \in \text{colsupp}(q_i, \psi(T))\) as rows. Condition guarantees that such a matrix exists.

Now the first row of the matrix \((P_1 \cdot G) \otimes 1_\beta\) is a vector that is only (and exactly) supported on the positions \(\psi(T)\). Further, by the choice of \(P_2\), for any \(l \in [\beta] \cap \text{colsupp}(q_i, \psi(T))\) there exists a row in the matrix \(P_2 \cdot q\) of support \(S \subset \{l\} \cup \psi(T)\{2, 3, \ldots, k}\) and \(l \in S\) (for an illustration, see Figure [1]). Hence, the star-product of these rows, which by definition of the column-wise Khatri-Rao product is a row of \((P_1 \cdot (G \otimes 1_\beta)) \otimes (P_2 \cdot q)\), is the \(l\)-th unit vector.

By the same approach we can show that all the unit vectors \(e_i \in \mathbb{F}^{[k+t-1]G}, l \in \text{colsupp}(q)\) are contained in the row span\(^7\) of \((G \otimes 1_\beta) \otimes q\) and the lemma statement follows.

**Remark 8.** We consider the application of Lemma [7] to the two special cases of \(t = 1\) and \(k = 1\), \(i.e.,\) the case of no collusion and the uncoded (repetition-coded) setting:

- **t = 1:** In this case, the matrix \(G\) is simply a full-rank \(k \times k\) matrix spanning the trivial \([k, k]\) code, \(i.e.,\) the full space \(\mathbb{F}^k\). The matrix \(P_1\) is given by \(G^{-1}\) and the \(\beta\) columns of \((P_1 \cdot G) \otimes 1_\beta\) are \(\beta\) repetitions of each unit vector. Hence, the matrix \((P_1 \cdot G) \otimes 1_\beta\) is a block diagonal matrix, where each block along the diagonal is a thick column of \(P_2 \cdot q\). Clearly, the columns of different blocks are linearly independent and therefore the rank of this matrix is the sum over the rank of each thick column of \(q\). If \([19]\) holds, this is exactly the cardinality of the column support of \(q\).

- **k = 1:** In this case, the matrix \(G\) spans a \([1, 1]\) repetition code, \(i.e.,\) is a \(1 \times 1\) matrix with non-zero entries. Hence, the matrix \((G \otimes 1_\beta) \otimes q\) is equal to \(q\) up to non-zero scalar multiples of the columns. As \(q_i, \psi(T) = q\) for \(k = 1,\) the lemma holds trivially.

With this technical lemma established, we can now link the entropy of the answers of any subset of \(k + t - 1\) servers to the column support of the query.

**Lemma 8.** Let \(C\) be an \([n, k]\) MDS code with generator matrix \(G \in \mathbb{F}_q^{[n \times k]}\) and \(Y = X \cdot G \in \mathbb{F}_q^{[n \times n]},\) where \(X\) is chosen uniformly at random from all \(\mathbb{F}_q^{[n \times m]}\) matrices. Further, let \(q \in \mathbb{F}_q^{[n \times \beta]}\) be a matrix such that for any set \(T \subset [n]\) with \(|T| = t\), and nonempty set \(F \subset [n]\) we have

\[
\text{rank}(q \psi(\mathcal{F}), \psi(T)) = |\text{colsupp}(q \psi(\mathcal{F}), \psi(T))| .
\]

Then for any set \(\mathcal{N} \subset [n]\) with \(|\mathcal{N}| = k + t - 1\) it holds that

\[
H \left( \sum_{l \in \psi(\mathcal{F})} (Y[l, \mathcal{N}] \otimes 1_\beta) \cdot q \psi(\mathcal{F}), \psi(\mathcal{N}) \right) = |\text{colsupp}(q \psi(\mathcal{F}), \psi(\mathcal{N}))| ,
\]

where \(q \psi(\mathcal{F}), \psi(\mathcal{N})\) denotes \(q\) restricted to the \(\beta\)-th columns indexed by \(\mathcal{N}\) and \(\alpha\)-th rows indexed by \(\mathcal{F}\).

**Proof.** Let \(I_m\) denote the \(m \times m\) identity matrix. We begin with some transformation steps:

\[
\sum_{l \in \psi(\mathcal{F})} (Y[l, \mathcal{N}] \otimes 1_\beta) \cdot q \psi(\mathcal{F}), \psi(\mathcal{N})
\]

\[
= \left( I_{\psi(\mathcal{F})} \right) \cdot \left( (X \psi(\mathcal{F}) \cdot G \mathcal{N}) \otimes 1_\beta \right)
\]

\[
= \left( I_{\psi(\mathcal{F})} \right) \cdot \left( (X \psi(\mathcal{F}) \cdot G \mathcal{N}) \otimes 1_\beta \right)
\]

\[
= \left( I_{\psi(\mathcal{F})} \right) \cdot \left( (X \psi(\mathcal{F}) \cdot G \mathcal{N} \otimes 1_\beta) \cdot q \psi(\mathcal{F}), \psi(\mathcal{N}) \right)
\]

\[
= \left( (X \psi(\mathcal{F}) \cdot G \mathcal{N} \otimes 1_\beta) \cdot q \psi(\mathcal{F}), \psi(\mathcal{N}) \right)
\]

By [13] and the definition of \(X\), the vector

\[
1_{\psi(\mathcal{F})} \cdot \left( X \psi(\mathcal{F}) \cdot G \mathcal{N} \otimes 1_\beta \right) \cdot q \psi(\mathcal{F}), \psi(\mathcal{N})
\]

is uniformly distributed over \(\mathbb{F}_q^{[1 \times k]}\) and it follows that

\[
H \left( \sum_{l \in \psi(\mathcal{F})} (Y[l, \mathcal{N}] \otimes 1_\beta) \cdot q \psi(\mathcal{F}), \psi(\mathcal{N}) \right)
\]

\[
= \left( I_{\psi(\mathcal{F})} \right) \cdot \left( (X \psi(\mathcal{F}) \cdot G \mathcal{N} \otimes 1_\beta) \cdot q \psi(\mathcal{F}), \psi(\mathcal{N}) \right)
\]

\[
= \left( (X \psi(\mathcal{F}) \cdot G \mathcal{N} \otimes 1_\beta) \cdot q \psi(\mathcal{F}), \psi(\mathcal{N}) \right)
\]

where the last equality holds by Lemma [7].

One key to the proof of the capacity of full support-rank schemes is that while it is generally not possible to make a statement on the expected rank of a query solely based on the requirement that a PIR scheme is t-private, it is possible to make such a statement on the expected size of the support of the query.

**Lemma 9.** For any PIR scheme, file indices \(i, i' \in [m]\), and any \(\mathcal{F} \subset [m]\) it holds that

\[
E_{q \in \text{supp}(Q^i)} \left| \text{colsupp}(q | \psi(\mathcal{F}), \psi(\mathcal{N})) \right| = E_{q \in \text{supp}(Q^i)} \left| \text{colsupp}(q | \psi(\mathcal{F}), \psi(\mathcal{N})) \right| .
\]

**Proof.** As the scheme is private, the query \(Q^j\) to each individual server \(j \in [n]\) must be independent of the index \(i, i', \mathcal{Q}^i, \psi(\mathcal{F}), \mathcal{Q}^i, \psi(\mathcal{F}), \psi(\mathcal{F})\) and \(Q^j\) must have the same probability distribution. Trivially, this implies that, the \([\mathcal{F} | \alpha \times \beta]\)-matrices
Writing the column support as a disjoint union, we get

$$
\sum_{\mathbf{j} \in [n]} \mathbb{E}_{\mathbf{q} \in \text{supp}(Q')} \left| \text{colsupp}(\mathbf{q}[\psi_\alpha(\mathcal{F}), :) \cap \psi_\beta(\mathbf{j})) \right|
$$

and so by additivity of the expectation we have

$$
\mathbb{E}_{\mathbf{q} \in \text{supp}(Q')} \left| \text{colsupp}(\mathbf{q}[\psi_\alpha(\mathcal{F}), :)\right| = \sum_{\mathbf{j} \in [n]} \mathbb{E}_{\mathbf{q} \in \text{supp}(Q')} \left| \text{colsupp}(\mathbf{q}[\psi_\alpha(\mathcal{F}), :) \cap \psi_\beta(\mathbf{j})) \right|
$$

$$
= \sum_{\mathbf{j} \in [n]} \mathbb{E}_{\mathbf{q} \in \text{supp}(Q')} \left| \text{colsupp}(\mathbf{q}[\psi_\alpha(\mathcal{F}), :) \cap \psi_\beta(\mathbf{j})) \right|
$$

$$
= \mathbb{E}_{\mathbf{q} \in \text{supp}(Q')} \left| \text{colsupp}(\mathbf{q}[\psi_\alpha(\mathcal{F}), :)\right|.
$$

APPENDIX B
REFINED AND LIFTED PIR SCHEMES

In this appendix we aim to clarify some of the details of the refinement operation of [19]. Specifically, this operation is based on choosing vectors such that their respective inner product with the stored vectors are “linearly independent random variables”. Given the application of these rules in [19] Example 7], this appears to mean that the corresponding columns in the column-wise Khatri-Rao product of the matrix of storage vectors and the matrix of the query vectors are linearly independent. However, as we discuss in the following, this is not sufficient for the scheme to be private. To allow for better comparison with [19], we follow their notation in the following.

A. A Counter-Example Violating Privacy

We consider [19] Example 7 for the setting n = 4 and k = t = 2 with m = 2 files. There and in the following, file 1 is assumed to be desired by the user. The storage code is a [4, 2] MDS code over \( \mathbb{F}_3 \) with generator matrix (cf. [19] Table VIII)

$$
G = \begin{pmatrix}
1 & 0 & 1 & 1 \\
0 & 1 & 1 & 2
\end{pmatrix}.
$$

Considering the linear combinations used to obtain \( x_2^3 \) and \( x_2^4 \), it is easy to see that

$$
[x_2^3, x_2^4, x_2^3, x_2^4] = [x_1^3, x_2^2] \cdot G
$$

and we therefore also refer to the code generated by G as the query code\footnote{In general, the storage and query code do not need to be the same.} For the desired file 1, the vectors \( x_1 \) are chosen uniformly at random from all query vectors of \( \mathbb{F}_3^{2 \times 4} \) supported only on file 1 (cf. [19] Definition 1) and such that the \( \langle Y_j, x_1 \rangle \) are "linearly independent random variables". For the undesired file 2, the vectors \( x_2 \) are chosen uniformly at random from all query vectors supported only on file 2 and such that \( \langle Y_1, x_2 \rangle \) and \( \langle Y_2, x_2 \rangle \) are "linearly independent random variables".

...
independent random variables”. The vectors $x_3^1$ and $x_3^2$ are given by (21).

We set the subpacketization to be $\alpha = 2$, i.e., the storage is a length 4 vector, where the first two positions correspond to file 1 and the other two positions to file 2. Now assume the following realizations of $x^1$ and $x^2$ (the $j$th column of $x^i$ gives $x_j^i$)

$$x^1 = \begin{pmatrix} 1 & 2 & 0 & 0 \\ 0 & 0 & 1 & 2 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad x^2 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 2 & 0 & 2 \end{pmatrix} .$$

By [19, Lemma 1] and written in terms of our notation, the query is then given by

$$q = \begin{pmatrix} 1 & 0 & 1 & 2 & 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 & 1 & 2 & 0 & 1 \\ 0 & 1 & 0 & 1 & 2 & 0 & 1 & 0 \end{pmatrix},$$

where server $j$ receives the $j$th thick column, as indicated by the dashed lines. We make the following observations:

- The (positions in the Khatri-Rao product corresponding to) $\langle Y_j, x_j^1 \rangle, j = 1, 2, 3, 4$, are indeed linearly independent, as any two columns of the storage code are linearly independent.
- By the same argument, $\langle Y_1, x_1^2 \rangle$ and $\langle Y_2, x_2^2 \rangle$ are linearly independent.
- The third and fourth columns of $x^2$, i.e., $x_3^2$ and $x_4^2$, are as in (21).

As $x^1$ and $x^2$ are chosen uniformly at random such that these properties are fulfilled, this is a query realization with nonzero probability. However, since $\langle Y_3, x_3^2 \rangle = \langle Y_3, 0 \rangle = 0$, the query $x_3^2$ is not a valid query if file 2 is the desired file. Hence, upon receiving the queries $x_3^1$ and $x_3^2$, server 3 is able to deduce that file 2 is not the desired file. Further, observe that here we have $x^1 \langle \{1, 2\}, 1 \rangle = x^2 \langle \{3, 4\}, 1 \rangle$ and $x^1 \langle \{1, 2\}, 2 \rangle = x^2 \langle \{3, 4\}, 2 \rangle$, so simply excluding this case for the undesired file is not an option, as this would allow servers one and two to deduce that file 1 is the desired file.

### B. High-Level View of the Fixed Scheme

It is easy to see that the problem described in the previous section is that while $\langle Y_1, x_1^i \rangle$ and $\langle Y_2, x_2^i \rangle$ give linearly independent random variables, the vectors $x_3^1$ and $x_3^2$ themselves are not linearly independent. This leads to an $x_3^1$ that trivially results in a “linearly dependent random variable”.

The additional property required for the scheme of [19] to be private is that the queries received by any $t$-subset of servers leads to “linear independent random variables” for both files. In the counter-example above this was violated because $x_3^2 = 0$. The simplest solution to guaranteeing that this property is fulfilled is controlling the rank of any $t$-subset of the submatrices of $x^1, x^2$ corresponding to each file, i.e., in the example given by $x^1 \langle \{1, 2\}, \cdot \rangle$ and $x^2 \langle \{3, 4\}, \cdot \rangle$. In particular, choosing these matrices uniformly random from all matrices generating a given $[n, t]$ MDS codes ensures that every subset of $t$ columns is of full rank $t$. In this case, it is easy to see that the inner products $\langle Y_1, x_1^1 \rangle, \langle Y_2, x_2^1 \rangle, \ldots, \langle Y_t, x_t^1 \rangle$ are linearly independent for both $\ell \in \{1, 2\}$. Specifically, consider the subset $\mathcal{T} \subset [n]$ with $|\mathcal{T}| = t$. Then, by [14, Lemma 6] the dimension of the space spanned by these inner products is

$$\dim(\langle G_\mathcal{T} \rangle_{\text{row}} \ast \langle x_\mathcal{T}^i \rangle_{\text{row}}) = t,$$

which implies their independence. This choice for $x^1, x^2$ also guarantees the privacy of the scheme. Since the submatrix corresponding to each file is chosen randomly from all matrices generating the MDS code, the part received by each $t$-subset of servers is a full-rank $t \times t$ matrix uniformly distributed over the set of all full-rank matrices in $[\mathbb{F}_q]^{t \times t}$.

While this ensure privacy, we need to make sure that it preserves retrievability of the desired symbols. Here, the critical property that allows for the increase in rate is the difference in dimension of the star-product between the query for the desired and undesired file. First, consider the desired file and w.l.o.g. assume this to be file 1. For this file the goal is to ensure that the inner products $\langle Y_1, x_1^1 \rangle, \langle Y_2, x_1^2 \rangle, \ldots, \langle Y_n, x_n^1 \rangle$ are independent or, equivalently, for the space $\langle G_\mathcal{T} \rangle_{\text{row}} \ast \langle x_\mathcal{T}^1 \rangle_{\text{row}}$ to be of large dimension. As noted in [19, Proof of Lemma 1], this is a generic property and easily satisfied over a large enough field.

The basis for the code of the undesired file needs to be chosen according to the one-shot scheme being refined. An explicit method to choose this code is obtained, e.g., by using the star-product scheme of [15] as the one-shot scheme. For the undesired file, the dimension of the inner products $\langle Y_1, x_1^2 \rangle, \langle Y_2, x_2^2 \rangle, \ldots, \langle Y_n, x_n^2 \rangle$ is supposed to be as small as possible, which is guaranteed in the star-product scheme [15] by using a GRS code with the same code locators as the GRS storage code (see also Section V). By choosing the part of $x^2$ corresponding to file 2 such that it generates this code, we obtain

$$\dim(\langle G \rangle_{\text{row}} \ast \langle x^2 \rangle_{\text{row}}) = k + t - 1 .$$

This implies that all the inner products $\langle Y_1, x_1^2 \rangle, \langle Y_2, x_2^2 \rangle, \ldots, \langle Y_n, x_n^2 \rangle$ can be obtained from just a subset of $k + t - 1$ of these inner products. In turn, this enables the gain of the refinement lemma, as $n - (k + t - 1)$ queries can be saved by querying with sums of columns of $x^1$ and $x^2$ instead of individual columns, as will be discussed in more detail in the following example.

In conclusion, a “fix” to the ambiguity in the choice of the matrices $x$, which ensures the privacy of this scheme, is given by requiring that the supported columns of any subset of $t$ thick columns of each $x^i$ are linearly independent, exactly as required in Definition 2. Note that our proposed fix allows the scheme to achieve the highest rate possible (for this specific scheme, not in general). Hence, albeit it might be possible to find a different distribution that also results in a private version of the scheme in [19], there is no advantage to be gained in terms of rate.
C. Example of the Fixed Scheme

We now give an updated version of the refinement for \( m = 2 \) files in [19] Example 7 and address the subsequent lifting operation to \( m > 2 \) files of [19] Section VA]. Recall the system parameters in this example are \( n = 4, k = 2, \) and \( t = 2 \). For the one-shot scheme being refined we use the star-product scheme of [15] and set the subpacketization \( \alpha = 2 \).

1) Refinement: In the following we consider a storage code \( C \) with the same generator matrix

\[
G = \begin{pmatrix}
1 & 0 & 1 & 1 \\
0 & 1 & 1 & 2
\end{pmatrix}
\]

as in [19], but over \( \mathbb{F}_5 \) instead of \( \mathbb{F}_3 \). Note that another generator matrix of this code is given by

\[
G' = \begin{pmatrix}
1 & 1 & 1 & 1 \\
0 & 1 & 3 & 4
\end{pmatrix} \cdot \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 2 & 0 \\
0 & 0 & 0 & 3
\end{pmatrix},
\]

hence the code \( C \) is a \([4,2]\) GRS code with code locators \((0,1,3,4)\) and column multipliers \((1,1,2,3)\).

As explained in the previous section, for constructing the query we need to find two codes which result in different dimensions when taking the star-product with the storage code—large dimension for the desired file and small dimension for the undesired file(s).

We begin with the \([n,t]\) MDS code \( C^1 \) for the desired file, which we again assume to be file 1. Recall that the proposed fix requires the property that \( \text{dim}(C \ast C^1) = 4 \). It is easy to check that this is fulfilled, e.g., by choosing the code \( C^1 \) to be generated by

\[
G^1 = \begin{pmatrix}
1 & 0 & 1 & 1 \\
0 & 1 & 1 & 3
\end{pmatrix}.
\]

Next, consider the code \( C^2 \) used for querying the undesired file 2. This code is chosen according to the one-shot scheme being refined, in our case the star-product scheme of [15]. For constructing the parts of the query corresponding to the undesired files, this scheme uses an \([n,t]\) GRS code with the same code locators as the storage code and arbitrary column multipliers. For simplicity, we choose \( C^2 = C \) here. It is then easy to check that \( C \ast C^2 \) is the 3-dimensional code generated by the matrix

\[
\begin{pmatrix}
1 & 0 & 0 & 4 \\
0 & 1 & 0 & 2 \\
0 & 0 & 1 & 2
\end{pmatrix}.
\]

Hence, the decoding equation of the scheme is given by

\[
\langle Y_4, Y_2 \rangle = 4 \langle Y_1, x_1^3 \rangle + 2 \langle Y_2, x_2^2 \rangle + 2 \langle Y_3, x_3^3 \rangle.
\]

Finally, to construct the query, choose the parts of \( x^1 \) and \( x^2 \) to be uniformly random matrices generating the codes.

10The reason for this increase in field size is that the proposed fix requires a \([4,2]\) MDS with the property that the dimension of the star-product with the storage code is the product of their respective dimensions, i.e., equal to 4. However, despite this being a generic property for MDS codes of larger field size (cf. [19] Proof of Lemma 1]), the remarkably small field size of 3 causes none of the combinations of the few \([4,2]\) MDS codes that exist in this field to have this property.

11For the parameters considered here these matrices are simply the generator matrices of the codes.

The independent entries of these symbols is guaranteed by the dimension of the star-product between \( C \) and \( C^1 \) being \( \text{dim}(C \ast C^1) = 4 \).

Table II

| Server 1 | Server 2 | Server 3 | Server 4 |
|----------|----------|----------|----------|
| \( x_1^1 \) | \( x_2^2 \) | \( x_3^3 \) | \( x_4^4 \) |

Query structure for the example of Section B.C; same as the structure of [19] Example 7 / Table XVIII.

The columns of these matrices are used to construct the queries to each server, as in [19] Table XVIII (which is included here in Table II for the reader’s convenience). In terms of our notation, the query matrix is therefore given by

\[
Q = \begin{pmatrix}
1 & 0 & 1 & 4 & 0 & 3 \\
3 & 3 & 1 & 4 & 0 & 0 & 0 & 0 & 0 \ \\
0 & 0 & 0 & 1 & 0 & 1 & 2 \\
0 & 3 & 1 & 0 & 4 & 2 \end{pmatrix}.
\]

Note that the response generated by the last column, i.e., the response of server 4, is given by

\[
\langle Y_4, q[:,7] \rangle = \langle Y_4, x_1^3 \rangle + \langle Y_4, x_2^2 \rangle.
\]

Using the decoding equation of this scheme, as given in (22), we obtain

\[
\langle Y_4, x_1^3 \rangle = \langle Y_4, q[:,7] \rangle - \langle Y_4, x_2^2 \rangle = \langle Y_4, q[:,7] \rangle - (4 \langle Y_1, x_1^3 \rangle + 2 \langle Y_2, x_2^2 \rangle + 2 \langle Y_3, x_3^3 \rangle) - (4 \langle Y_1, q[:,2] \rangle + 2 \langle Y_2, q[:,4] \rangle + 2 \langle Y_3, q[:,6] \rangle).
\]

As all terms on the right hand side are known after receiving the responses, the user obtains 4 independent symbols

\[
\langle Y_1, x_1^3 \rangle, \langle Y_1, x_2^2 \rangle, \langle Y_1, x_3^3 \rangle, \langle Y_1, x_4^4 \rangle
\]

and can recover the \( \alpha k = 4 \) information symbols of the desired file 1.

2) Lifting: The second part of the scheme in [19], which the authors refer to as lifting, is concerned with extending this refined scheme for \( m = 2 \) files to any number of files \( m > 2 \). In the following we discuss the extension of the example discussed above to \( m = 3 \) files, similar to the extension of [19] Example 7 in [19] Section VA]. The system parameters remain unchanged, except that the subpacketization is increased to \( \alpha = 8 \).

The query structure for this setting is given in [19] Table XX] and consists of 27 single columns, 9 sums of two columns (two-sums), and 1 sum of three columns (three-sum) of the matrices \( x^l \in \mathbb{F}^{24 \times 16}, l = 1, 2, 3 \). The key to the success of the lifting operation is that three of the two-sums, which are required for symmetrization (to guarantee privacy), and
the three-sum behave similar to the queries in the two-file example—the parts corresponding to the undesired files are of low dimension while the part corresponding to the desired file is of large dimension. However, this step has a similar problem as the refinement operation (see Appendix B-C-A), as the two-sums used for symmetrization are chosen randomly (non-zero), which could make their linear combination distinguishable from the sums involving the desired file.

To lift the discussed scheme we need a method to choose the matrices \( x^l, l \in 1, 2, 3 \) such that the scheme is private while preserving retrievability. To this end, we consider the same codes \( C^1 \) and \( C^2 \) as in Appendix B-C-1 and define the permutation matrix

\[
P = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}.
\]

For the desired file, we choose the part corresponding to the desired file 1 to be a random basis of the code \( \langle (G^1 \otimes I_1) \cdot P \rangle \). It is easy to check that

\[
\langle (G^1 \otimes I_1) \cdot P \rangle \times \langle (G \otimes I_4) \cdot P \rangle = \langle ((G^1 \otimes G) \otimes I_4) \cdot P \rangle
\]

and therefore this star-product is of dimension \( 4 \cdot \dim(C \times C^1) = 16 \).

Similarly, for the undesired files 2 and 3, the corresponding parts of the matrices \( x^2 \) and \( x^3 \) are each chosen uniformly random from the bases of the code \( \langle (G^2 \otimes I_1) \cdot P \rangle \).

Now consider the queries as given in Table III (which is included here in Table XXI for the reader’s convenience). First observe that privacy is preserved as for each 2-tuple of servers the part of the query corresponding to a given file is uniformly distributed over all 8 × 8 full-rank matrices. For example, assume the first two servers collude. For each file \( l = 1, 2, 3 \), the queries received by these servers are made up of the 8 columns \( x_{i,j} \) where \( i = 1, 2, 7, 8, 13, 14, 15, 16 \). Furthermore, for each file and the given permutation matrix, these 8 columns contain exactly 2 columns from each subblock of a random basis of \( (G^1 \otimes I_1) \) or \( (G^2 \otimes I_1) \) (here, a subblock is one of the 4 instances of the matrix \( G^1 \) or \( G^2 \)). It is easy to see that this matrix is of full rank 8 if and only if the corresponding restriction to the \( t \) columns within each subblock is of full rank. As the codes \( C^1 \) and \( C^2 \) are MDS, this is always the case.

Note that the strategy described above results in a set of viable (with non-zero probability) queries which is a subset of the original scheme, namely those where the matrices \( x^1, l = 1, 2, 3 \) contain MDS codes in the respective subblocks. Hence, the retrievability of all 16 symbols of the desired file 1, which is given by multiple applications of the same process as in Appendix B-C-1 follows immediately from the arguments in [19].

**APPENDIX C**

A Scheme that does not fulfill Definition 2

In [17], a linear PIR scheme from \( [n = 4, k = 2] \) MDS-coded storage with \( t = 2 \) colluding servers and \( m = 2 \) files was presented, achieving a PIR rate 3/5. This rate exceeds the one in Conjecture 3 thereby providing a counter-example that disproves it in its full generality. In the following, we briefly introduce this counter-example with a focus on the query construction and show that it does not fulfill Definition 2.

Each of the two files is assumed to be comprised of 12 symbols from \( \mathbb{F}_p \) for a large prime \( p \) and the subpacketization level is set to \( \alpha = 6 \). Let

\[
\begin{pmatrix}
V_1 \\
V_2 \\
\vdots \\
V_6
\end{pmatrix}
\]

be two random full-rank 6 × 6 matrices over \( \mathbb{F}_p \). Without loss of generality, suppose that the first file is desired. The queries to servers 1 and 2 are given in [23] and [24], respectively, where \( L_{ij} \) (a, b, c) denotes some linear combinations of a, b, c (see P1 and P2 in [17], Pg. 1004) for more details on the requirements on the coefficients of the involved linear combinations), and

\[
U_6 = U_1 + U_2, \quad U_7 = U_1 + 2U_2, \\
U_8 = U_3 + U_4, \quad U_9 = U_3 + 2U_4.
\]
\[
Q_1^1 = \left( \mathcal{L}_{11}(V_1^T, V_2^T, V_3^T) \quad \mathcal{L}_{12}(V_1^T, V_2^T, V_3^T) \quad \mathcal{L}_{11}(U_0^T, U_0^T, U_8^T) \quad \mathcal{L}_{12}(U_0^T, U_0^T, U_8^T) \quad \mathcal{L}_{13}(V_1^T, V_2^T, V_3^T) \right), \quad (23)
\]
\[
Q_2^1 = \left( \mathcal{L}_{21}(V_1^T, V_2^T, V_3^T) \quad \mathcal{L}_{22}(V_1^T, V_2^T, V_3^T) \quad \mathcal{L}_{21}(U_0^T, U_0^T, U_8^T) \quad \mathcal{L}_{22}(U_0^T, U_0^T, U_8^T) \quad \mathcal{L}_{23}(V_1^T, V_2^T, V_3^T) \right), \quad (24)
\]

Note that this definition includes the processing step done at the servers in \[17\] as part of the query, which is necessary to describe the scheme as a linear scheme as in Definition 1. Then, in our notation for the query, we have for \( \mathcal{F} = \{1\} \) and \( \mathcal{T} = \{1, 2\} \)

\[
q[\psi_\alpha(\mathcal{F}), \psi_\beta(\mathcal{T})] = q[\psi_\alpha(1), \psi_\beta(\{1, 2\})] = q[[6], [12]]
\]

\[
= \left( \mathcal{L}_{11}(V_1^T, V_2^T, V_3^T) \quad \mathcal{L}_{12}(V_1^T, V_2^T, V_3^T) \quad \mathcal{L}_{13}(V_1^T, V_2^T, V_3^T) \quad \mathcal{L}_{21}(V_1^T, V_2^T, V_3^T) \quad \mathcal{L}_{22}(V_1^T, V_2^T, V_3^T) \quad \mathcal{L}_{23}(V_1^T, V_2^T, V_3^T) \right),
\]

where \(0_{6 \times 2}\) denotes the \(6 \times 2\) zero matrix. The matrix \(q[\psi_\alpha(1), \psi_\beta(\{1, 2\})]\) is a \(6 \times 10\) matrix with 6 non-zero columns that are linear combinations of the 5 vectors \(V_1^T, V_2^T, V_3^T, V_4^T, \) and \(V_5^T\). Therefore, we have

\[
\text{rank}(q[\psi_\alpha(1), \psi_\beta(\{1, 2\})]) \leq 5
\]

\[
< 6 = |\text{colsupp}(q[\psi_\alpha(1), \psi_\beta(\{1, 2\})])|,
\]

and conclude that the PIR scheme in \[17\] does not fulfill Definition 2.

While it might seem excessive to describe a scheme that does not fall into the class of full support-rank PIR schemes in this much detail, we would like to point out that this in fact further motivates our definition. The results presented in Section 4 show that the distinguishing feature of this scheme is in fact the low rank of the queries, when restricting to a subset of thick columns and rows, thereby strongly hinting at what a scheme for general parameters and of a PIR rate that exceeds the one in Conjecture 3/ Theorem 1 must fulfill.

APPENDIX D
NOTATION

The notation used in this work is summarized in Table IV.
| Notation | Description |
|----------|-------------|
| $(n, k, d)$ | Code parameters of a (resp. linear) code |
| $(n, k)$ | Code parameters of an (resp. a linear) MDS code |
| $R_m$ ($C_m$) | Rate (resp. Capacity) of a PIR scheme with $m$ files |
| $R$ | $\lim_{m \to \infty} R_m$ |
| $[b]$ | Set of integers $\{i, 1 \leq i \leq b\}$ |
| $k$ | Code dimension of an MDS code |
| $d$ | Minimum distance of a code |
| $\text{supp}(W)$ | The set of realizations of $W$ with nonzero probability |
| $W$ | A matrix with the $j$th block of rows corresponding to $W_j$ |
| $W[\cdot; \cdot]$ | Submatrix of $W$ restricted to the rows indexed by $\mathcal{I}$ |
| $W[\cdot; \cdot]$ | Submatrix of $W$ restricted to the columns indexed by $\mathcal{I}$ |
| $X$ | Stands for $[(X_1^\top, X_2^\top, \ldots, X_m^\top)^\top]$ |
| $Y_l^t = X_l^t \cdot G$ | Encoded version of the $l$th file |
| $Y^t$ | Encoded version of all the files |
| $Y_l$ | The $l$th column of $Y$ |
| $Y_\mathcal{I}$ | The restriction of $Y$ to the storage of servers indexed by $\mathcal{I}$ |
| $S$ | Randomness shared by the servers |
| $S_l \in S$ | Shared randomness that used by the $l$th server |
| $\langle W \rangle_{\text{row}}$ or $\langle C \rangle_{\text{row}}$ | Row span of the matrix $W$ or vectors in the set $C$ |
| $Q_i^t$ | Query when the $i$th file is requested |
| $Q_j^t$ | Query sent to the $j$th server when the $i$th file is requested |
| $A_j^i$ | Response from the $j$th server when the $i$th file is requested |
| $\text{colsupp}(W)$ | The set of indices of nonzero columns of $W$ |