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**ABSTRACT**

We present a generative model for controllable person image synthesis, as shown in Figure 1, which can be applied to pose-guided person image synthesis, i.e., converting the pose of a source person image to the target pose while preserving the texture of that source person image, and clothing-guided person image synthesis, i.e., changing the clothing texture of a source person image to the desired clothing texture. By explicitly establishing the dense correspondence between the target pose and the source image, we can effectively address the misalignment introduced by pose transfer and generate high-quality images. Specifically, we first generate the target semantic map under the guidance of the target pose, which can provide more accurate pose representation and structural constraints during the generation process. Then, decomposed attribute encoder is used to extract the component features, which not only helps to establish a more accurate dense correspondence, but also realizes the clothing-guided person generation. After that, we will establish a dense correspondence between the target pose and the source image within the sharded domain. The source image feature is warped according to the dense correspondence to flexibly account for deformations. Finally, the network renders image based on the warped source image feature and the target pose. Experimental results show that our method is superior to state-of-the-art methods in pose-guided person generation and its effectiveness in clothing-guided person generation.

1 Introduction

Person image generation is regarded as one of the most difficult problems in image analysis, and has important applications in movie making, virtual reality, and data enhancement. Pose-guide person image generation and clothing-guide person image generation are important tasks in this topic, but these tasks are extremely challenging due to the non-rigid nature of the human body and the intricate relationship among various attributes of the human body.

For pose-guided person image generation, proposed by [1], its goal is to convert the pose to the target pose while preserving the texture of the source image. This task is challenging due to the deformation between the source image and the target image, and the occlusion caused by the pose change. The current methods can be roughly divided into two categories: direct methods and warping-based methods. The direct method [1, 2, 3, 4] uses the target pose, the source pose and the source image as the input of a vanilla convolutional network to directly generate an image. However, images generated in this way often lead to blurred results because the deformation between the source image and the target image is not considered. The warping-based method usually uses affine transformation [5], optical flow [6, 7] or attention mechanism [8] to establish the correspondence between the source image and the target image, and explicitly solves the deformation problem caused by the pose change. Compared with the direct method, it can generate more realistic images. But most of these methods only focus on pose-guided person image generation and cannot perform clothing-guided person image generation, due to the complex relationship between person attributes. Different from the appeal method, a few approaches combines the two tasks by extracting pose representation and texture features through independent encode modules. However, these approaches cannot accurately render the texture details of the source image under the target view because they fail to model the intricate interplay of the source image and target image.
To solve the above problems, in this paper, we combine pose-guided person image generation task and clothing-guided person image generation task. Our starting point is to first extract the target pose feature and texture attributes independently, and then establish the dense corresponding at deep feature space, which can effectively solve the misalignment caused by the pose transfer. Our network consists of the following parts: 1) We first use the sub-network guided by the target pose to generate the target semantic map, which can better guide the image generation by providing stronger structural constraints. 2) We use existing semantic segmentation methods to separate the attributes of the source image and map them to the deep feature space, and finally combine these feature codes to build a complete texture code. Then using an independent pose encoder to obtain the target pose code 3) Using the extracted pose code and texture code, dense correspondence can be established. Under the guidance of dense correspondence, we can obtain the warped source image feature 4) Using the lightweight decoder to render the warped source image feature according to the target pose to obtain the final result. In fact, the above network parts facilitate each other. First of all, decoupling person attribute extraction can not only better extract features to establish more accurate dense correspondences, but also make clothing-guided person generation possible. At the same time, the establishment of the dense corresponding can solve the deformation problem caused by the pose change and generate more realistic images, which is not only beneficial to the pose-guided person image generation task but also beneficial to the clothing-guided person image generation. Our contributions are mainly as follows: 1) We combine the pose-guided person image generation task with the clothing-guided person image generation task, and learn the dense correspondence between the target pose and the source image through a joint learning method to solve deep feature maps misalignment. 2) The experiment results show that our method is superior to state-of-the-art methods on the pose-guided person image generation task due to the preservation of the correct structure and accurate texture details, and further verifies that our method is effective on clothing-guided person image generation tasks.
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Figure 1: Our method can generate person images in different target poses (left) and transfer upper clothing textures to a person image (right)

## 2 Related Work

Recent years have witnessed a huge breakthrough in image generation through the use of deep generative models such as Generative Adversarial Networks (GAN) [9] and Variational Autoencoder (VAE) [10]. Among them, GAN, including generator and discriminator, has been widely used because of its ability to generate realistic images in adversarial training methods. DCGAN [11] combines convolutional neural network and GAN to generate realistic images through an unsupervised method. In practical applications, we often need to generate conditional images, the proposal of CGAN [12] solves this problem very well, which allows GAN to generated images conditionally. Pix2pixHD [13] successfully applies GAN to image translation tasks, which can generate high resolution images from semantic label maps by multi scale generator and discriminator. Park et al. [14] proposes a novel network structure called SPADE for image translation task, which effectively avoids "wash away" semantic information. StyleGAN [15] successfully applied GAN to the task of face generation through a new generator architecture composed of AdaIN layers, and achieved amazing results. StyleGAN2 [16] solves the problem of artifacts in the generated image by modifying the AdaIN structure, and further improves the quality of the generated image. However, these methods cannot be effectively
applied to the task of person image generation due to the misalignment caused by pose deformation and complexity of appearance. Different from these methods, we establish dense correspondences in the deep feature space to solve the misalignment of deep features and effectively render image textures for person image generation.

Person image generation is an important sub-area of image generation. Many methods have been proposed for pose-guided person image generation. PG2 [1] proposes to use a two-stage network “from coarse to fine” to generate person under the guidance of the source image and the keypoint-based target pose. Def-GAN [5] introduced a U-net with a deformable skip connection to alleviate the problem of deformation. Li et al. [2] propose to generate a dense 3D appearance flow, which can guide the transfer of pixels between poses. PATN [8] introduces the attention mechanism into the generator to solve the problem of deformation in a progressive generation method. Ren et al. [6] regards the target image as the deformation version of the source image, and uses a global flow field estimator to calculate correspondence between sources and targets and a local attention sampling module as a content-aware sampling method to generate the image. There are also some methods that try to combine pose-guided person image generation with clothing-guided person image generation. Based on VAE, VNet [4] proposed the conditional U-net to manipulate pose and appearance. Zhou et al. [17] uses a text-guided approach to transform the appearance of person, including pose and attribute. Men et al. [2] proposed to decouple person attributes by the existing human parsing method, which not only realizes pose transfer but also realizes the control of person attributes. However, all methods above usually either only focus on pose-guided person image generation or simply combine pose-guided person image generation and clothing-guided person image generation. Our method solves the problem of deep feature misalignment by establishing the dense correspondence between the target pose and the source image in the deep feature space. A joint learning method that effectively combines pose-guided person image generation task and clothing-guided person image generation to generate high-quality person images.

3 Method Description

Our goal is to achieve controllable person image synthesis. Different from previous pose-guided person image generation methods, we also need to consider clothing-guided person image generation. In order to complete this difficult task, we divide the networks architectures into three parts: pose-guided semantic map generation, generator and discriminator, due to the powerful ability of GAN in image generation. firstly, we present pose-guided semantic map generation. Then, generator and discriminator will be discussed in details, respectively. Finally, we will describle in detail the objective function used in our network.

we give some notations here. \( \{(I_s^{(i)}) \in \mathbb{R}^{3 \times H \times W}, I_t^{(i)} \in \mathbb{R}^{3 \times H \times W}\}_{i=1,...,N} \) denotes pairs of source-target images of same person in different poses. \( H \) is the height of the image, \( W \) is the width of the image, \( N \) is the number of person images. For each pair \((I_s, I_t)\), a keypoint-based source and a keypoint-based target pose \(P_s \in \mathbb{R}^{18 \times H \times W} \) and \(P_t \in \mathbb{R}^{18 \times H \times W} \) is extracted from the correspondance image, which encoder pose as 18-channel heatmap representing 18 joints of a human body. We adopt the same Pose Estimator [18] used in [1]. What’s more, we extract semantic map pairs \((S_s, S_t)\) of image pairs \((I_s, I_t)\) with an state-of-the-art Human parser [19] and converts semantic map \(S_t\) into \(K\)-channel heatmap \(M_s \in \mathbb{R}^{K \times H \times W}\) as [2], each channel is a mask map, corresponding to an attribute of the human body.

3.1 pose-guided semantic map generation

In this module, we try to use the source image \(I_s\), the source semantic map \(M_s\) and the keypoint-based source pose \(P_s\) to generate the target semantic map. As shown in Figure 2(left), \(I_s, M_s, P_s\) is used as the input of network \(G_{\text{parsing}}\), which uses a Unet-based network structure, and the output is the predicted target semantic map \(\hat{S}_t = G_{\text{parsing}}(I_s, M_s, P_s)\) by minimizing the pixel-wise \(L_1\) loss between \(S_t\) and \(\hat{S}_t\). Note that if we directly use keypoint-based pose, we cannot accurately establish the correspondence between the target pose and the source image. We address this problem in a coarse-to-fine way by predicting the target semantic map. Predicting target semantic map can not only provide effective structural constraints in the generation process, but also help establish the accurate dense correspondence between the target pose and the source image.

3.2 Generator

Figure 3 shows the architecture of the generator. During training, the inputs of genetator are the target pose \(P_t\), the target semantic map \(S_t\), the source semantic map \(M_s\) and the source image \(I_s\), and the output is the synthesized image \(I_g = G(P_t, S_t, M_s, I_s)\) with the texture of \(I_s\) and the pose of \(I_t\). At test time, we replace \(S_t\) with \(\hat{S}_t\) as input of network since \(S_t\) is not available. In fact, we can treat the target image as a deformed version of the source image, which means that the pixels on the target image can find the corresponding pixels on the source image. In order to find the dense
correspondence, our generator encode the target pose and the source image into two latent codes by two encoders, called Pose Encoder (Section 3.2.1) and Decomposed Attribute Encoder (Section 3.2.2). Then, dense correspondence between the target pose and the source image can be established within shared domain (Section 3.2.3). Finally, texture renderer (Section 3.2.4) take warped source image feature and target pose feature as inputs to generate final result.

### 3.2.1 Pose encoder

Usually, the dense correspondence is established in the feature domain through a pre-trained model. According to this idea, we first map the target pose and the source image to the shared domain. Different from the previous method, which is to establish the correspondence between two images in the same domain, we try to establish the correspondence between pose representation and image in different domains. Specifically, Pose Encoder is composed of four down-sampling layers, which map the pose representation into the feature code $f_p$. The pose representation consist of the keypoint-based target pose $P_t$ and the target semantic map $S_t$. The reason why we use the target semantic map as a pose representation is that we think that the keypoint-based target pose is too sparse to accurately represent the correct pose, therefore, we use semantic map with richer information as pose representation to improve the accuracy of pose representation, which can also provide structural constraints during the generation process and help to establish the accurate dense correspondence between the target pose and the source image.

### 3.2.2 Decomposed attribute encoder

In order to more accurately extract the feature of source image and achieve the task of clothing-guided person image generation, we use decomposed attribute encoder for this part, inspired by [2]. Figure 2 (right) shows the architecture of decomposed attribute encoder. As mentioned before, each channel of $M_s$ corresponds to an attribute of the human body, so we first uses heatmap $M_s$ to extract correspondence attributes $I_i$ of $I_s$ by

$$I_i = I_s \odot M_{s,i}$$

where $\odot$ denotes element-wise product, $M_{s,i}$ denotes the channel $i$ of $M_s$. After that, $I_i$ is mapped to texture code by pretrainied VGG19-guided texture encoder $T_{enc}$.

$$f_i = T_{enc}(I_i)$$

Finally, all texture code $f_i, i = 1...K$ are concatenated in channel-wise to get full texture code $f_s$. Different from [2], however, which use a avgpooling layer after each $f_i$. We modify the encoder network structure and cancel pooling, because we think pooling will cause a lot of information to be lost. What’s more, in order to extract the feature of the texture code, [2] uses a fully connected layer to extract the affine parameters required by the AdaIN layer, which will greatly increase the parameters of the network and reduce the efficiency of the network. On the contrary, we use a convolutional network as the fusion module, which makes the model more lightweight.

### 3.2.3 Dense correspondence within shared domain

After mapping the target pose and the source image into the shared domain, we get pose feature $f_p \in \mathbb{R}^{c \times h \times w}$ and texture code $f_s \in \mathbb{R}^{c \times h \times w}$, where $h, w$ are feature spatial size and $c$ is the channel wise demension. We then reshape $f_p \in \mathbb{R}^{c \times (hw)}$ and $f_s \in \mathbb{R}^{c \times (hw)}$. After that, we can establish the correspondence between the target pose and the source image feature by

$$C(i,j) = \frac{(f_p(i) - \mu(f_p))^T \cdot (f_s(i) - \mu(f_s))}{||f_p(i) - \mu(f_p)||_2 \cdot ||f_s(i) - \mu(f_s)||_2}$$

Figure 2: Left: pose-guided semantic map generation. Right: Details of decomposed attribute encoder in our generator.
Figure 3: An overview of the network architecture of our generator. During training, given inputs: $P_t$, $\hat{S}_t$, $M_s$ and $I_s$, we first use pose encoder and decomposed attribute encoder to map the pose and the source image to shared domain. Then, within the shared domain, we can establish dense correspondence between the target pose and the source image. The source image is embedded into the latent space via another independent decomposed attribute encoder, and warped source image feature can be obtained according to the dense correspondence. Finally, texture renderer generates output image based warped source image feature and target pose feature.

$C \in \mathbb{R}^{hw \times hw}$ is called correspondence matrix, whose elements $C(i, j)$ measure the similarity of $f_p$ at point $i$ and $f_s$ at point $j$. $\mu(f_p)$ and $\mu(f_s)$ represent mean value. Then, we can use the correspondence matrix to warp the source image feature by

$$f_{s\rightarrow t}(i) = \sum_j \text{softmax}(C(i, j)) \cdot \bar{f}_s(j)$$

We use an independent decomposed attribute encoder to map the source image to shared domain and then apply reshape operation to get $\bar{f}_s(j) \in \mathbb{R}^{(hw) \times c}$. Here we refer to the method of [20] to establish the correspondence between the target pose and the source image. But unlike [20], which establishes the one-to-one correspondence between the semantic map and the exemplar image by selecting the largest value in each row of correspondence matrix. We think that due to the largely deformation of pose, there may be a one-to-many correspondence between the target pose and the source image, that is to say, there is a correspondence between a point on the target image and a point on the source image and its neighborhood. It’s benefit if we can also establish this relationship, so we save the complete correspondence matrix. In addition, the other difference is that [20] uses bilinear interpolation to downsample the source image to a specific size, whereas we use an independent decomposed attribute encoder to map the source image to specific size. In fact, the establishment of correspondence and the use of decomposed attribute encoder play a mutually promoting role: the establishment of correspondence can solve the problem of misalignment between the source image and the target image, so that the network can generate more realistic images, on the other hand, the use of decomposed attribute encoder can better extract image features to establish a more accurate dense correspondence.
3.2.4 Texture Renderer

After obtaining the warped source image feature, we need to use this information to generate the final output. Figure 3 shows the architecture of the texture renderer. In order to better preserve the information of texture feature, we have borrowed from the SPADE network structure [14]. The texture features of different sizes are used as the input of the SPADE module. But we need to emphasize that: (1) As opposed to [14], we replaced the BN layer in the SPADE module with the IN layer, because in the image generation task, different images have different styles, therefore, the IN layer that performs feature statistics on a single channel of a single instance is more suitable. (2) We did not use constant code as the input of texture renderer, but target pose features. Compared to the constant code, the target pose feature has richer information, which can speed up the convergence of the model. What’s more, target pose features can provide position constraints for texture features, making the dense corresponding more accurate, leading to more realistic generated image.

3.3 Discriminator

Inspired by [13], we combine GAN loss and feature loss function in the discriminator to achieve a stable training effect. The input of the discriminator is the real image and the generated image. We calculate the feature loss function at the output of each layer of the discriminator, and calculate the GAN loss function in the last layer.

3.4 Objective Functions

Due to the complexity of the task, we apply a joint loss to train our network, including adversarial loss, feature loss, reconstruction loss, contextual loss and correspondence loss, written as follows.

$$\mathcal{L}_{total} = \lambda_{adv}\mathcal{L}_{adv} + \lambda_{fea}\mathcal{L}_{fea} + \lambda_{rec}\mathcal{L}_{rec} + \lambda_{per}\mathcal{L}_{per} + \lambda_{con}\mathcal{L}_{con} + \lambda_{cor}\mathcal{L}_{cor}$$

where $\lambda_{adv}$, $\lambda_{fea}$, $\lambda_{rec}$, $\lambda_{per}$, $\lambda_{con}$, $\lambda_{cor}$ denote the weights of corresponding losses, respectively. The goal of adversarial loss is to make the distribution of the generated image as close as possible to the distribution of the real image, which is defined as

$$\mathcal{L}_{adv} = \mathbb{E}[\log(1 - D(G(I_s, S_s, S_t, P_t))) + \mathbb{E}[\log D(I_t)]$$

The feature loss can be written as

$$\mathcal{L}_{fea} = \sum_{i=0}^{n} \alpha_i||D_i(I_g) - D_i(I_t)||_1$$

where $D_i$ denotes the $i$-th ($i = 0, 1, 2$) layer feature from discriminator, $\alpha_i$ denotes the weight of the feature loss of each layer. The reconstruction loss is used to penalize the difference between the generated image and the real image at the pixel level:

$$\mathcal{L}_{rec} = ||I_g - I_t||_1$$

In addition, we also used the perceptual loss to match the deep features of the image, which is effective in image generation tasks.

$$\mathcal{L}_{per} = ||\phi_l(I_g) - \phi_l(I_t)||_1$$

where $\phi_l$ denotes the output of $l$-th layer from the pretrained VGG-19 model. We also adopt contextual loss proposed in [21], which is designed for image generation that naturally handles tasks with non-aligned training data and is very suitable for our task. The contextual loss is defined as follow.

$$\mathcal{L}_{con} = -\log(CX(\phi_l(x), \phi_l(y)))$$

where $CX$ denotes the contextual similarity between feature. The detailed definition can be found in [21]. Finally, in order to ensure the correctness of the correspondence matrix, we use correspondence loss:

$$\mathcal{L}_{cor} = ||f_{s\rightarrow t} - \phi_l(I_t)||_1$$

4 Experiments

4.1 Implementation Details

Datasets. We conduct experiments on the In-shop Cloths Retrieval Benchmask of the Deepfashion dataset [22], which contains 52,712 images of people with varying poses and appearances. We adopt the data division in [2], using 10,1966 image pairs as training dataset and 8750 image pairs as test dataset to ensure that the same person does not appear in the training dataset and the test dataset, and crop the image with a resolution of $256 \times 256$ to remove the excess background, leaving a $256 \times 176$ area in the center.
Metrics. We use Inception Score(IS) [23], Structural Similarity(SSIM) [24], Frechet Inception Distance(FID) [25] and Learned Perceptual Image Patch Similarity(LPIPS) [26] to quantitatively evaluate the quality of the generated image, which are commonly used evaluation metrics in image generation task. For IS and SSIM, a higher score is better. For FID and LPIPS, a lower score is better.

Network Implementation and Training Details. We implement our network based on pytorch, using four 2080Ti GPUs. Pose Encoder contains 4 down-sampling layers, decomposed attribute encoder contains 3 down-sampling layers, and texture renderer is composed of 3 SPADE ResBlks. Discriminator is composed of three down-sampling layers. In each layer of the network, spectrum normalization [27] is used to stabilize network training. We use the Adams optimizer [28] with \( \beta_1 = 0.5 \) and \( \beta_2 = 0.999 \). Inspired by TTUR [25], we set the initial learning rates of the generator and discriminator to 0.0002 and 0.0003, respectively. The batchsize is set to 4, the training process lasts for 30 epochs, and the learning rate is linearly decayed to 0 after 15 epochs.

4.2 Pose-guided image synthesis results

The result of pose-guided image synthesis is shown in Figure 4. Given an source image and any target pose, our method can convert the pose to the target pose while maintaining the texture of the source image.

4.2.1 Qualitative result

In addition, we select some state-of-the-art pose transfer methods as baselines to compare with our method, including PG2 [1], DefGAN [5], PATN [8] and ADGAN [2]. Among them, Def-GAN and PATN model the deformation between the source image and the target image, but PG2 and ADGAN do not consider it. The result of the comparison method is provided by authors or obtained by open source code and pre-trained model. The qualitative comparison result is shown in Figure 5. We can learn from the results, on the one hand, compared with PG2 and ADGAN, which generate the a blurry and coarse results without considering the establishment of the dense correspondence between the source image and the target image, while our method has the correct pose and more detailed texture results due to model the deformation. On the other hand, compared with other methods that model deformation, such as DefGAN and PATN, our method can also generate more natural and realistic results due to the mutual promotion of dense correspondence and decomposed attribute modules, especially on faces identity and hair texture.

4.2.2 Quantitative result

In order to verify the effectiveness of our method more objectively, we conducted quantitative experiments to compare our method with state-of-the-art methods. The results of the quantitative comparison are shown in Table 1. It can be seen from the table that our method is better than state-of-the-art methods in all three evaluation Metrics, increasing the best IS score from 0.771 to 0.814, improving the best SSIM score from 3.439 to 3.538 and reducing the best FID score from 13.009 to 11.385. The results of qualitative experiments further verify the effectiveness of our method.
Figure 5: Qualitative comparison with state-of-the-art methods.

Table 1: Quantitative comparison with state-of-the-art methods. Deform indicates if the method models deformation

| Model                  | Deform | SSIM↑ | IS↑ | FID↓ | LPIPS↓ |
|------------------------|--------|-------|-----|------|--------|
| PG2 [1](NIPS2017)      | X      | 0.773 | 3.202 | 47.713 | 0.245 |
| Def-GAN [5](CVPR2018)  | ✓      | 0.756 | 3.439 | 26.430 | 0.209 |
| PATN [8](CVPR2019)     | ✓      | 0.771 | 3.203 | 19.822 | 0.196 |
| ADGAN [2](CVPR2020)    | X      | 0.770 | 3.392 | 13.009 | 0.177 |
| w/o parsing            | ✓      | 0.727 | 3.461 | 45.404 | 0.242 |
| w/o pose feature       | ✓      | 0.806 | 3.410 | 13.487 | 0.134 |
| w/o GAN loss           | ✓      | 0.808 | 3.448 | 13.439 | 0.132 |
| Ours(full)             | ✓      | **0.814** | **3.538** | **11.385** | **0.132** |
| Real Data              | -      | 1.000 | 3.898 | 0.000 | 0.000 |

4.2.3 Ablation study

In order to verify the influence of the important part of the proposed method on the final result, we conducted ablation study. Our ablation study is divided into the following parts: w/o parsing: In order to verify that semantic map can provide a richer pose information, we did not use semantic map as a target pose representation, but only a keypoint-based pose representation. w/o pose feature: We replace the pose feature input of texture renderer with the constant input to illustrate the role of pose feature in the decoding process. w/o GAN loss: We retrain our model without using GAN loss to illustrate the impact of GAN loss.
The results of the ablation study are shown in Table 1 and Figure 6. We can learn from the results, we first compare the results with using semantic map and those without it. We can learn that the target semantic map generation can provide effective structural constraints during the image generation process and improve the quality of the generated images. After that, we can know from the comparison result of the result of using the constant input and the result of using the target pose feature as the input that the target pose feature as input can effectively guide the rendering of texture features. Moreover, under the constraint of GAN loss, the network can generate more realistic image. We can learn from the results: the semantic map has a major impact on the final result, and not using pose code and GAN loss will slightly reduce the quality of the generated image.

4.3 Clothing-guided image synthesis results

As described in Section 3.2.2, decomposed attribute encoder encodes different attributes through a shared encoding module, and finally combines all the codes to generate images. Through decomposed attribute encoder, we can extract the desired clothing attributes from different source images and combine them to achieve clothing-guided image synthesis. As shown in Figure 7, given an source image, the first row represents the conditional image with the desired clothing attributes, and the second row represents the generated image. In the first three columns, we changed upper clothes of the source image according to the desired clothing attributes. In the last three columns, we changed pants of the source image according to the desired clothing attributes.

5 Conclusion

In this paper, we propose a new network architecture for controllable person image generation, which can be applied to pose-guided person image generation and clothing-guided person image generation. Our method generates target semantic map under the guidance of target pose, which can provide effective structural constraints during the generation process. In order to effectively combine the pose-guided person image generation task and the clothing-guided person image generation task, we use two independent encoders to map the target pose and the source image to the shared domain. In the shared domain, we can establish the dense corresponding between the target pose and the source image. Under the guidance of dense corresponding, we can generate realistic and natural results. The experimental results show the effectiveness of our method in two tasks.
Figure 7: Results of synthesizing person images with controllable component attributes.
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