Orthogonal-Ansatz VQE: Locating excited states without modifying a cost-function
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Most literature in the Variational Quantum Eigensolver (VQE) algorithm focuses on finding the ground state of a physical system, by minimizing a quantum-computed cost-function. When excited states are required, the cost-function is usually modified to include additional terms ensuring orthogonality with the ground state. This generally requires additional quantum circuit executions and measurements, increasing algorithmic complexity. Here we present a design strategy for the variational ansatz which enforces orthogonality in candidate excited states while still fully exploring the remaining subset of Hilbert space. The result is an excited-state VQE solver which trades increasing measurement complexity for increasing circuit complexity. The latter is anticipated to become preferable as quantum error mitigation and correction become more refined. We demonstrate our approach with three distinct ansatze, beginning with a simple single-body example, before generalizing to accommodate the full Hilbert space spanned by all qubits, and a constrained Hilbert space obeying particle number conservation.

1 Introduction

Quantum chemistry and materials science are anticipated to be among the first of applications transformed by quantum computing. Several promising algorithms have been...
developed over the past two decades for characterizing electronic states, including the Variational Quantum Eigensolver (VQE) \[1, 2, 3\], Quantum Phase Estimation \[4, 5, 6\], Quantum Subspace Expansion \[7, 8, 9\], Quantum Imaginary Time Evolution \[10, 11\], and many others. See \[12\] for a thorough review.

Variational algorithms like VQE are particularly popular today because their hybrid quantum-classical approach renders them compatible with the available qubit count, connectivity, decoherence, and gate fidelity, which pose severe engineering constraints on many other algorithms’ efficacy. In VQE, a parameterized quantum circuit is used to prepare an arbitrary trial state, whose energy is measured by estimating the expectation value of a molecule or material’s Hamiltonian operator $\hat{H}$. The parameters are then updated according to a classical optimization routine in an attempt to minimize the energy. Despite theoretical challenges in minimizing the potential energy surface of a chemical system \[13, 14\], many recent experiments have reported that VQE implemented on actual quantum hardware is capable of producing a high-quality estimate of the ground state.\[15, 16, 17\]

Many properties of interest require knowledge not only of the ground-state, but of excited states as well. Most strategies for locating excited states involve a modification of the system Hamiltonian, and therefore the cost-function to be measured on the quantum computer. For example, if one is interested in the lowest excited state above an energy $E_0$, one may minimize the energy of a “folded” Hamiltonian $(\hat{H} - E_0)^2$, which will tend to quadratically increase the complexity of the cost-function.\[18\] More commonly, one attempts to find excited states iteratively, beginning from the ground state and working up one energy level at a time. One strategy is to directly subtract from the Hamiltonian the subspace spanned by the ground state \[19\], but we find this approach quickly leads to intractably complex cost-functions. This method is refined in Orthogonally-Constrained VQE (OC-VQE): one measures the energy of a trial state as usual, but adds to the cost-function an additional term obtained from a subsequent circuit measuring orthogonality with the ground state, which ensures the trial state will find its optimal value in the excited subspace.\[20, 21, 18\] As each excited state is located, every cost-function evaluation requires running additional circuits to guarantee each trial state optimizes to the correct subspace.

In this paper, we present Orthogonal-Ansatz VQE (OA-VQE), an alternative iterative eigensolver comparable to OC-VQE. In OA-VQE, trial-states are directly constrained to explore the excited subspace by modification of the parameterized quantum circuit rather than the cost-function. This has the immediate benefit of keeping the cost-function consistent for each excited state optimization - measurement complexity is determined only by the complexity of the Hamiltonian itself. Additionally, because the circuit must explore a smaller subspace each time a new excited state is located, the optimization step in OA-VQE becomes easier as the algorithm proceeds (albeit with a possibly longer circuit).

In Section 2, we describe the properties a parameterized quantum circuit family must have to be compatible with OA-VQE, and we summarize the algorithm. In Sections 3, 4, and 5, we present circuit families suitable for performing OA-VQE for various chemical systems and qubit mappings. In Section 6, we conclude by commenting on the limitations and potential of our algorithm.

### 2 Orthogonal-Ansatz VQE

Suppose the active space of our system of interest comprises the $N$ computational basis vectors $|z_i\rangle$, where $i \in \{0, 1, \ldots, N - 1\}$. Our objective is to iteratively construct an alternate basis (such as an eigenbasis for some observable) with vectors $|\psi_l\rangle \in \text{Span}\{|z_i\rangle, i < N\}$ guaranteeing orthogonality: $\langle \psi_k | \psi_l \rangle = \delta_{kl}$.
Define the family of unitary operators $\hat{\Omega}_l$ with the following conditions:

$$\hat{\Omega}_l\hat{\Omega}_l^\dagger = \hat{\Omega}_l^\dagger\hat{\Omega}_l = \hat{I}$$  \hspace{1cm} (1)

$$\langle z_{i<l} |\hat{\Omega}_l | z_i \rangle = 1$$  \hspace{1cm} (2)

$$\langle z_{i<l} |\hat{\Omega}_l | z_l \rangle = 0$$  \hspace{1cm} (3)

Eq. 1 is the unitary constraint. Eq. 2 ensures that the $l$th $\hat{\Omega}$ acts trivially on all basis vectors indexed before $l$. Note that Eq. 2 implies $\hat{\Omega}_l^\dagger$ must act trivially on the same vectors. Eq. 3 is redundant (it can be inferred from Eqs. 1 and 2) but instructive: it ensures that the $l$th $\hat{\Omega}$ operating on the $l$th basis vector results in a vector which spans only those basis vectors indexed on or after $l$.

We now construct $|\psi_l \rangle$ as:

$$|\psi_l \rangle = \prod_{i=0}^{l-1} \hat{\Omega}_i | z_i \rangle$$  \hspace{1cm} (4)

The product is ordered such that $\hat{\Omega}_l$ acts directly on $| z_l \rangle$. In quantum computing parlance, the circuit implementing $\hat{\Omega}_l$ is applied to the state $| z_l \rangle$, and then each preceding circuit is applied, ending with the one implementing $\hat{\Omega}_0$.

Consider the inner product $\langle \psi_k | \psi_l \rangle$ for $k < l$:

$$\langle \psi_k | \psi_l \rangle = \langle z_k | \left( \hat{\Omega}_1^\dagger...\hat{\Omega}_0^\dagger \right) \left( \hat{\Omega}_0...\hat{\Omega}_k\hat{\Omega}_{k+1}...\hat{\Omega}_l \right) | z_l \rangle$$

$$= \langle z_k | \hat{\Omega}_{k+1}...\hat{\Omega}_l | z_l \rangle$$  \hspace{1cm} (5)

where equality is due to Eq. 1. Because of Eq. 2, the bra $\langle z_k | \hat{\Omega}_{k+1}$ can be contracted to $\langle z_k |$. Repeating this contraction, we are left with

$$\langle \psi_k | \psi_l \rangle = \langle z_k | z_l \rangle = 0$$  \hspace{1cm} (6)

Thus, the orthogonality of $|\psi_l \rangle$ is guaranteed.

Now we will describe the Orthogonal-Ansatz Variational Quantum Eigensolver (OAVQE) algorithm. We would like to find the eigenstates of a Hermitian operator $\hat{H}$ acting on a given active space. We should construct a parameterized quantum circuit $\hat{V}_0(\theta)$ such that the ansatz $|\Psi(\theta) \rangle = \hat{V}_0(\theta) | z_0 \rangle$ thoroughly explores the entire active space, and variationally locate the parameters $\theta_0$ which minimize the expectation value $\langle \Psi | \hat{H} | \Psi \rangle$. We identify the first of our orthogonalization operators $\Omega_0 \equiv \hat{V}(\theta_0)$. Next we should construct a new parameterized quantum circuit $\hat{V}_1(\theta)$ such that $\hat{V}_1(\theta) | z_0 \rangle$ (Eq. 2), and $| \Phi(\theta) \rangle = \hat{V}_1(\theta) | z_1 \rangle$ thoroughly explores the span of every basis vector in the active space except $| z_0 \rangle$ (Eq. 3). A new ansatz $\Psi(\theta) = \hat{\Omega}_0 | \Phi(\theta) \rangle$ is guaranteed from the arguments above to be orthogonal to the ground state; minimizing its expectation value $\langle \Psi | \hat{H} | \Psi \rangle$ therefore locates the first excited state. If circuits can be effectively parameterized to iteratively omit each basis vector, this protocol may be repeated to obtain as many eigenstates as desired, all without needing to alter the cost-function. As an additional benefit, one may expect each optimization to require fewer and fewer resources because subsequent eigenstates are located in a lower-dimensional space.

3 Single-Body Circuits

The eigendecomposition protocol described in Section 2 requires designing quantum circuits which thoroughly explore the Hilbert space spanned by certain basis vectors, while acting
Figure 2: Fig. 2a is the band structure and quantum variational error for a toy model of Polonium. The black curves give the analytically calculated band structure, while diamonds mark the values obtained using OA-VQE on a noiseless quantum simulator using the COBYLA optimization routine. The central inset is a schematic of the $s$ and three $p$ orbitals in a simple cubic lattice. The left inset labels the high-symmetry points in the corresponding Brillouin zone. Fig. 2b marks the worst-case error for each band. The single-body circuit from Section 3 is approximation-free, and optimization error is negligible. The compact circuit from Section 4 introduces approximation error via Trotterization, but this quickly falls off by Trotter-order $r = 3$.

trivially on others. The next three sections present examples to illustrate how such circuits may be constructed for a specific problem. In the first example, we will briefly re-present a family of circuits used to solve the band-structure of a periodic system.

Band-structures are a tool for characterizing periodic materials under the single-body approximation, presuming all electrons in the material behave independently. Here we will use the reciprocal-orbital qubit mapping from [22], which assigns one qubit to each orbital included in the material’s unit cell. Since we consider only one electron, the active space consists only of those basis vectors with a Hamming weight of one. Considering a toy model for elemental polonium in a cubic lattice (Fig. 2a), we require four qubits; the basis vectors $|1000\rangle$, $|0100\rangle$, $|0010\rangle$, $|0001\rangle$ represent the reciprocal $s$, $p_x$, $p_y$, and $p_z$ orbitals.

In order to construct a quantum circuit, we use the two-qubit $A$ gates presented in [23]. Each $A$ gate takes two independent angles $\theta$, $\phi$ and rotates between the $|01\rangle$ and $|10\rangle$, such that chaining each $A$ gate together as in Fig. 3a successfully spans the full active space. For excited states, cutting out individual basis vectors is as simple as cutting out qubits from the chain, as in Fig. 3b. We have previously used this variational circuit design for band-structures under a different qubit mapping in [24].

4 Full Hilbert Space

In this section, we consider a case when the active space corresponds to the full Hilbert space accessible by all qubits. To ease the transition, we will continue to consider single-body band-structure calculations. Instead of the reciprocal-orbital qubit mapping used above, we will adopt a compact mapping which assigns each orbital to its own basis state, as was done for silicon in [19]. Considering the same toy model for elemental polonium as above, we require two qubits; the basis vectors $|00\rangle$, $|01\rangle$, $|10\rangle$, $|11\rangle$ represent the reciprocal $s$, $p_x$, $p_y$, and $p_z$ orbitals.

To construct a suitable variational circuit, let us begin by writing down an arbitrary
wavefunction spanning the basis states $|z \geq l\rangle$:

$$|\phi_l\rangle = \sum_{z \geq l} \phi_z |z\rangle$$  \hspace{1cm} (7)

subject to the normalization constraint $\langle \phi_l | \phi_l \rangle = 1$. Express the complex numbers $\phi_z$ in polar form as $\phi_z = r_z e^{i\gamma_z}$. We facilitate parameterization of this wave-function by adopting hyperspherical coordinates $t_z, \alpha_z \in [0, 1]$ such that:

$$r_z = \sin \left( \frac{\pi}{2} t_z \right) \prod_{i=0}^{z-1} \cos \left( \frac{\pi}{2} t_i \right)$$  \hspace{1cm} (8)

$$\gamma_z = 2\pi \alpha_z$$  \hspace{1cm} (9)

Normalization is enforced by setting $t_{N-1} = 1$, and an arbitrary global phase is fixed by setting $\alpha_l = 0$. This leaves $2N - 2$ free parameters for $|\phi_0\rangle$ to span the full Hilbert space. Eliminating successive basis states for $|\phi_{l>0}\rangle$ is accomplished simply by setting $t_{z<l} = \alpha_z = 0$.

Now consider the following non-unitary operator:

$$\hat{T}_l = \sum_{z<l} |z\rangle\langle z| + \sum_{z \geq l} \phi_z |z\rangle\langle l|$$  \hspace{1cm} (10)

It is clear that $\hat{T}_l |l\rangle = |\phi_l\rangle$, and that $\hat{T}_l$ satisfies the constraints in Eqs. 2 and 3. In order to satisfy Eq. 1 we must first construct the following Hermitian operator:

$$\hat{H}_l = \frac{1}{2} (\hat{T}_l + \hat{T}_l^\dagger)$$  \hspace{1cm} (11)

and unitary operator:

$$\hat{\Omega}_l = e^{i\hat{H}_l}$$  \hspace{1cm} (12)

This construction is similar in form to the popular Unitary Coupled Cluster ansatz.$[^2, ^{21}]$

Implementing $\hat{\Omega}_l$ as a quantum circuit is equivalent to time-evolving a Hamiltonian operator $\hat{H}$, a well-studied problem in the quantum computing literature. The most straightforward approach is Suzuki-Trotter decomposition$[^{25}]$, in which $\hat{\Omega}_l$ is approximated as
the product $\hat{\Omega}_l \approx \left[ \prod_k \exp\left( i \frac{\pi}{r} \hat{H}_{lk} \right) \right]^r$, where $\hat{H}_l = \sum_k \hat{H}_{lk}$ and each factor $\exp\left( i \frac{\pi}{r} \hat{H}_{lk} \right)$ is straightforward to implement as a quantum circuit (see Appendix A for a tutorial). Error in the approximation is reduced by increasing $r$, leading to longer and longer circuits less suitable for noise-prone devices.

Fig. 2 demonstrates the success of band-structure calculations with self-orthogonalizing circuits on a noiseless quantum simulator. All optimizations are carried out with the COBYLA algorithm implemented in the scipy Python package. Results using the single-body circuits from Section 3 (four qubits) are virtually indistinguishable from the analytically obtained band-structure. The compact basis enables the same calculation with exponentially fewer qubits (two qubits, in this case), but implementing the quantum circuit requires Trotterization, which introduces noticeable approximation error. Nevertheless, we observe that the worst-case error falls off rapidly even for very small $r$. That said, implementing these circuits becomes much more difficult on a real quantum device vulnerable to qubit decoherence and gate infidelity. One possible alternative would be to exploit the Linear Combination of Unitaries lemma [26, 27] for exponentially improved error scaling, at the cost of additional ancillary qubits.

5 Many-body Circuits

In this section, we consider a standard formulation in which the active space corresponds to all many-body states with fixed particle number. We again associate one qubit with each orbital, but we now adopt the Jordan-Wigner mapping [2, 28] to enforce fermionic anti-commutation relations. We shall consider the hydrogen molecule in a minimal basis (two atoms each contributing two spin-orbitals) with no symmetry reduction, so that we require four qubits. Our active space consists of the basis vectors $|1100\rangle$, $|1010\rangle$, $|1001\rangle$, $|0110\rangle$, $|0101\rangle$, $|0011\rangle$.

The self-orthogonalizing variational circuit and parameterization we adopt is essentially the same as in Section 4. The crucial difference is that we replace the ket $|z\rangle$ with the state $A^\dagger_z |\rangle$. Here $|\rangle$ is the vacuum state, $z$ indexes the vector in our active space (note that an order must be assigned to the vectors), and $A^\dagger_z$ is shorthand for the normal-ordered product of creation operators which fill up the orbitals corresponding to the bits indicated in the basis vector. For example, if the basis vectors are ordered as in the previous paragraph, then $A^\dagger_0 = a^\dagger_3 a^\dagger_2$, $A^\dagger_1 = a^\dagger_3 a^\dagger_1$, and so on. These creation operators are then mapped onto qubit operators via the Jordan-Wigner mapping, and $\hat{\Omega}_l$ is implemented via Suzuki-Trotter decomposition or a comparable method as described above.

Fig. 4 gives the ground-state dissociation curve of the hydrogen molecule, in addition to the excited state energies for this basis. Orbital integral calculations are made using the pyscf Python package [29] and the Jordan-Wigner mapping is carried out with the openfermion Python package. [30] While we should not expect the minimal basis to yield extremely accurate calculations for excited states, we can observe the long-known fact that the first-excited state (triply-degenerate) lacks a minimum, illustrating the fact that electronic excitations in hydrogen gas tend to split the molecule apart.[31] As observed in the compact single-body example in Fig. 2, the circuits $\hat{\Omega}_l$ require only very small Trotterization constants $r$ to be effective.

6 Conclusion

In this paper, we have formulated an Orthogonal-Ansatz Variational Quantum Eigensolver (OA-VQE) algorithm for iteratively locating excited states, using variational quantum
(a) Hydrogen dissociation curve

(b) Worst-case optimization error.

Figure 4: Fig. 4a is the dissociation curve for the hydrogen molecule. Solid lines give the FCI energy while diamonds mark the values obtained from OA-VQE on a noiseless quantum simulator using the COBYLA optimization routine. The bottom curve gives the electronic ground-state energy under the Born-Oppenheimer approximation over increasing atomic separation. Its minimum value at approximately 0.74 Angstroms marks the bond of the hydrogen molecule. The ground-state itself is multi-reference, consisting predominantly of the Hartree-Fock bonding orbital, but increasingly large contributions from the anti-bonding orbital as the molecule is stretched. The second-lowest curve is triply-degenerate, including the spatially symmetric combination of bonding and anti-bonding orbitals, and both states in which the electron spins are parallel. It has no minimum value, illustrating that the triplet state of molecular hydrogen is inherently unstable. Fig. 2b marks the worst-case error for each energy level. The circuit used in Section 5 introduces approximation error via Trotterization, but is practically negligible even for \( r = 1 \), on the same order as exponentiating the Hermitian operator analytically, without Trotterization.

circuits spanning only the subspace orthogonal to previously-located states. The main distinction of this approach as compared to Orthogonally-Constrained VQE (OC-VQE) is to leave the cost-function unchanged for all excited states, simplifying measurement complexity.

We have offered several families of self-orthogonalizing variational circuits, suitable for studying both single-body band structure calculations and many-body molecular spectroscopy. However, we emphasize that the circuit families presented in Sections 3-5 are by no means the only circuits consistent with the self-orthogonality constraints presented in Section 2. If other variational circuit families (eg. UCC, ADAPT, hardware-efficient ansatze, etc.) can be adapted to be consistent with Eqs. 1-3, they will be compatible with OA-VQE.

For example, the circuit families presented in Sections 4 and 5 have a similar form to Unitary Coupled Cluster (UCC) circuits. The “cluster operators” \( \hat{T}_l \) used in this paper are designed to robustly explore the entire Hilbert subspace orthogonal to previously located eigenstates. Meanwhile, the standard UCC cluster operator is formulated to preferentially explore the basis vectors most likely contributing to the ground state, for example by considering only single- and double-excitations (UCCSD) from the Hartree-Fock solution. Reconciling the UCCSD approximation with the self-orthogonality constraints presented here could lead to fewer terms in the Hermitian operator \( \hat{H}_l \) and thus more efficient implementations of \( \hat{\Omega}_l \) as a quantum circuit.

The improved measurement complexity in OA-VQE is balanced by an increased circuit complexity required to guarantee orthogonality. In the short-term, this is a high price to pay due to relatively low coherence time and gate fidelity in present-day quantum computers. However, the relatively high cost of measuring and resetting qubits suggests that
hybrid quantum-classical algorithms such as VQE may soon transition to favoring fewer, longer circuits. Moreover, not every circuit family will necessarily incur an asymptotic cost in circuit complexity: for example, the single-body circuits presented in Fig. 3 can overlap such that the circuit length is consistently $O(N)$. This emphasizes the importance of problem-specific quantum circuit design, rather than a one-size-fits-all approach, when developing algorithms for quantum chemistry and materials science.
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A Suzuki-Trotter Circuits

This appendix is meant for readers unfamiliar with Hamiltonian simulation via Suzuki-Trotter simulation. We remind the reader that other methods of Hamiltonian simulation exist, such as in [26, 27], but we provide this tutorial so that the industrious reader may reproduce our procedure.

Our objective is to implement the unitary operator $\hat{\Omega} = \exp(i\pi\hat{H})$ as a quantum circuit. We first map the Hamiltonian $\hat{H}$ onto a sum of qubit operators:

$$\hat{H} \rightarrow \sum_{k=1}^{4^n} c_k \hat{P}_k$$  \hspace{1cm} (13)

Each $\hat{P}_k$ is a “Pauli word”, consisting of one of the Pauli-spin operators $\hat{X}$, $\hat{Y}$, $\hat{Z}$, or the identity operator $\hat{I}$, acting on each of $n$ qubits. The coefficients $c_k$ are determined by the particular qubit mapping. In Section 4, we map projection operators $|z\rangle\langle z'|$ directly onto Pauli words; we refer the reader to [24] for details. In Section 5, we map a second-quantized Hamiltonian onto Pauli words using the Jordan-Wigner mapping; see [28] or documentation for the openfermion Python package [30] for details.

Next we take advantage of the second-order exponential product formula (also known as the first-order symmetrized product formula):

$$e^{x(A+B+...Z)} = e^{xA/2}e^{xB/2}...e^{xz/2} + O(x^3)$$  \hspace{1cm} (14)

Higher-order formulæ exist, but become needlessly complicated - see [25] for an excellent tutorial. Therefore, the following decomposition is sufficient:

$$\hat{\Omega} = e^{ix\hat{H}} \approx \prod_{k=1}^{4^n} e^{i\pi c_k \hat{P}_k/2}$$  \hspace{1cm} (15)

If the coefficient $x$ in the exponential product formula is sufficiently small, the single-operator exponentials on the right-hand side are an adequate approximation of the complex operator exponential on the left. In order to guarantee the operator $x$ is sufficiently small, we introduce Trotterization:

$$\hat{\Omega} \approx \left[ \prod_{k=1}^{4^n} e^{i\frac{\pi c_k}{2^n} \hat{P}_k} \right]^{r}$$  \hspace{1cm} (16)
Let $\Lambda = \max_k c_k$; then the error in the product formula scales with $O(\Lambda^3 r^3)$.

It now suffices to specify how to implement the factor $\hat{\Omega}_k = \exp\left(i\theta \hat{P}_k/2\right)$ as a quantum circuit. The circuit for $\hat{P}_k = \hat{Z} \otimes \hat{Z} \otimes \hat{Z} \otimes \hat{Z}$ is given in Fig. 5a. To account for $\hat{I}$ operators, one simply omits the CNOT gate on the corresponding qubit. To account for $\hat{X}$ and $\hat{Y}$ operators, one must apply basis-rotation gates before and after: Fig. 5b illustrates the circuit for $\hat{P}_k = \hat{X} \otimes \hat{I} \otimes \hat{Y} \otimes \hat{Z}$. See [28] for a more thorough explanation. The full operator $\hat{\Omega}$ is constructed by applying each $\hat{\Omega}_k$ one after the other.
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