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1. Introduction

Wright-Fisher diffusions model the type-frequency evolution of an essentially infinite haploid population. Individuals are of either one of two types, say type 0 or type 1; the biological interpretation usually being that of two different genotypes within the same species or of two different competing species. The basic reproduction mechanism in the population is neutral, i.e. it is independent of the type; but selective effects and mutations can be included in the model. Selective pressure can originate from the environment. In many biological situations, the environment is not stable and the effect of its fluctuations on the type-frequency process is complex. Models involving fluctuating selection have been extensively studied in the past (see e.g. [4, 5, 11, 20, 21, 22, 28]) and there is currently a renewed interest for such models (see e.g. [2, 3, 6, 13, 14, 17, 18]). In [8], the author studied Wright-Fisher diffusions with Lévy environments in the case where selection always favors the same type. There, the selective advantage of fit individuals is boosted at punctual exceptional environmental events (that may represent peaks of temperature, precipitations, availability of resources, etc.) modeled by the jumps of the Lévy environment, and those fit individuals may additionally have a permanent selective advantage that is expressed continuously. In many population genetics models that
include environmental effects on selection, always the same type is favored by selection. This is less because it is more realistic, but rather due to the technical difficulties that arise in the analysis of models where both types can be favored. In practice, changing environmental situations may very well favor sometimes one type and sometimes the other (see Section 1.3 for examples).

In the present paper we are interested in a generalization of the model of [8] but where the Lévy environment has two types of jumps: jumps that give a selective advantage to individuals of type 0 and jumps that give a selective advantage to individuals of type 1. We call this feature two-sided selection, as opposed to one-sided selection where always the same type is favored by selection. More precisely, we study the following SDE:

\[ dX(s) = X(s-)(1 - X(s-))dL(s) + \sqrt{2X(s)(1 - X(s))}dB(s), \]  

(1.1)

where the Lévy process \( L \) is defined as the sum of a compound Poisson process with jumps in \((-1,1)\) and of a non-positive drift (see Section 2.1) and \( B \) is an independent Brownian motion. \( X(s) \) represents the proportion of individuals of type 0 at time \( s \) in the infinite population. The diffusion term in (1.1) represents the effect of neutral reproductions. The Lévy process \( L \) models the effect of selection and is called the environment. Its non-positive drift component (let us denote it by \(-\sigma\)) represents the rate at which individuals of type 1 are subject to selective reproductions, thus modeling their permanent selective advantage. The resulting drift term \(-\sigma X(s)(1 - X(s))ds\) is classical for continuous Wright-Fisher diffusions. Each positive (resp. negative) jump of \( L \) represents an exceptional environmental event that favors individuals of type 0 (resp. 1). Let \((t_k, j_k)_{k \in I}\) be the Poisson point process of the jumps of \( L \) (so that \( \Delta L(t_k) = j_k \)). The effect of these jumps may be heuristically understood as follows: at each time \( t_k \) such that \( j_k > 0 \) (resp. \( j_k < 0 \)), type 0 (resp. 1) gets a high fitness equal to \(|j_k|^{-1}\) on the time interval \([t_k, t_k + \epsilon]\), which means the SDE has an additional term \( j_k\epsilon^{-1}X(s)(1 - X(s))ds\) in this interval. For infinitesimal \( \epsilon \), this amounts to \( \Delta X(t_k) = X(s-)(1 - X(s-))\Delta L(t_k) \), leading to the jump term in (1.1). For simplicity, we work in a setting without mutations (but see Section 3.2 where extensions to more general models are discussed, in particular to the case with mutations). The model considered in [8] (in the case without mutations) can be recovered from (1.1) by considering \( 1 - X(s) \) with \( L(t) := -J(t) - \sigma t \), where \( \sigma \) is non-negative and \( J \) has only jumps in \((0, 1)\). Applications of our results to this particular case are discussed in Section 3.1.2.

Biological motivations of the model include understanding the effect, on evolution, of random occurrence of extreme events that provoke shifts in the type distribution of a population, and also understanding the combined effect of different kinds of selective pressures possibly acting in opposite directions. This includes bi-directional selective pressure induced by extreme events and permanent environmental conditions. More details on the biological relevance of the model and examples are discussed in Section 1.3.

As time goes to infinity, a solution of (1.1) almost surely has a limit that belongs to \(\{0,1\}\), as proved in Proposition 5.9 of Section 5.7. The main object of study of the paper is the fixation probability associated with the SDE with jumps (1.1), that is,

\[ h(x) := \mathbb{P} \left( \lim_{t \to \infty} X(t) = 1 \mid X(0) = x \right). \]  

(1.2)
combinatorial properties are at the center of our study and they allow us to circumvent difficulties caused by the unavailability of classical genealogical methods (see Section 1.2 for more details) leading to results in the involved case of two-sided selection. More precisely, we proceed as follows. As a first step, we encode the relevant combinatorics of the ASG into a function. This allows to establish a duality between moments of the jump-diffusion (1.1) and coefficients defined in terms of the encoding function (Theorem 2.14). We then establish a semigroup property for those coefficients (Proposition 2.15) and determine their small-time behavior (Lemma 5.6). This allows to show that those coefficients satisfy a system of linear differential equations (Theorem 2.19). Combining the above steps we then obtain a series representation for $h(x)$ as an infinite sum of polynomials whose coefficients satisfy explicit linear relations (Theorem 2.22). Finally, we derive Taylor expansions of every order for $h(x)$ near $x = 0$ and provide an explicit recursion formula for the coefficients (Theorem 2.25).

To sum up, our motivation to study models with two-sided selection is twofold. On the one hand, mathematical challenges arising in the study of these models require the development of new methods (see Section 1.2). On the other hand, SDE (1.1) captures realistic situations arising in important practical problems (see Section 1.3).

1.1. Limit of finite population models in Lévy environment. The heuristic justification for the different terms in the SDE (1.1) can be made rigorous by passing through the Moran model in Lévy environment. In the latter, the ASG also arises naturally (see Section 2.2). We now describe this finite population model and explain its relation with (1.1).

Consider a population of size $N$ with two types, type 0 and type 1, subject to random reproduction and environmental effects. The environment is modeled by a Poisson point process $(t_k, j_k)_{k \in I}$ on $[0, \infty) \times (-1, 1)$ with intensity measure $dt \times \nu_N$, where $\nu_N$ is a finite measure on $(-1, 1)$. The population undergoes the following dynamic. Individuals of type 0 reproduce (neutrally) at rate 1. Type-1 individuals reproduce at rate $1 + \sigma_N$, where $\sigma_N \geq 0$. Here, the rate for neutral reproductions is 1, and $\sigma_N$ for selective reproductions. In addition, at each time $t_k$ for $k \in I$ such that $j_k > 0$ (resp. $j_k < 0$), each individual of type 0 (resp. 1) reproduces with probability $|j_k|$, independently from the others. At any reproduction time: (a) each individual produces at most one offspring which inherits the parent’s type, and (b) if $n$ individuals are born, $n$ individuals are randomly sampled without replacement from the extant population to die, hence keeping the size of the population constant. For any $s \geq 0$, let $L^N(s) := -\sigma_N s + \sum_{k; t_k \leq s} j_k$. Clearly, $L^N$ is the sum of a compound Poisson process with jumps in $(-1, 1)$ and of a non-positive drift (and is thus a Lévy process). A trajectory of $L^N$ contains all the information on $(t_k, j_k)_{k \in I}$; therefore, for convenience, we also refer to $L^N$ as the environment. We see that positive (resp. negative) jumps of $L^N$ give a selective advantage to type 0 (resp. 1).

The Moran model admits a classical graphical representation, see Fig. 1. Here, each of the $N$ individuals is represented by a horizontal line. Time runs from left to right. A (potential) reproduction is represented by an arrow from the (potential) parent to the (potential) offspring. There are three types of arrowheads: triangle, filled star-shaped, or unfilled star-shaped. Neutral reproductions are represented by the triangle heads. Potential selective reproductions that favor type 0 (resp. type 1) are represented by the filled (resp. unfilled) star-shaped heads. Arrows with triangle arrowhead appear for each ordered pair of lines independently at rate $1/N$. Arrows
with unfilled star-shaped arrowhead occur on each ordered pair of lines independently at rate \( \sigma_N/N \). In addition, for each \( k \in I \), each line is independently included into a (random) set \( S_k \) with probability \( |j_k| \). Let \( \tilde{S}_k \) be a set of lines chosen uniformly at random among all sets of lines having the same cardinality as \( S_k \). Among all matchings between \( S_k \) and \( \tilde{S}_k \), choose one uniformly. Then, if \( j_k > 0 \) (resp. \( j_k < 0 \)), draw at time \( s = t_k \) arrows from elements of \( S_k \) to elements \( \tilde{S}_k \) according to the matching; the arrowheads are filled (resp. unfilled) star-shaped. Each arrow with filled (resp. unfilled) star-shaped arrowhead corresponds to an actual reproduction event only if the line at the arrowtail has type 0 (resp. type 1), and it is void otherwise.

Let \( X_N(s) \) denote the proportion of individuals of type 0 at time \( s \). Proposition 2.1 of Section 2.1 says that there is a Lévy process \( L \) such that \( X_N \) converges, as \( N \) goes to infinity and after appropriate renormalization, to the solution of (1.1).

1.2. Classical genealogical techniques and difficulties with two-sided selection. Classically, \( h(x) \) is studied using the Ancestral Selection Graph (ASG). The intuition behind this object and its rigorous definition are given in Section 2.2. In the case of one-sided selection studied in [8], a moment duality holds; that is,

\[
\forall x \in [0, 1], \ n \geq 1, \quad \mathbb{E}[X(t)^n|X(0) = x] = \mathbb{E}[x^{G_t}|G_0 = n],
\]

where \( G_t \) denotes the number of lines in the ASG at instant \( t \) [8, Thm. 2.3 applied to \( 1 - X \)]. Such a relation usually forms the core of a genealogical technique. On one hand establishing such a relation is classically the way to relate rigorously a Wright-Fisher diffusion with its ASG. On the other hand having such a relation allows to analyze the long-time behavior of \( X \) through \((G_t)_{t \geq 0}\). Indeed, as \( t \) goes to infinity, the left-hand side of (1.3) converges to

\[
\mathbb{E}[X(\infty)^n|X(0) = x] = \mathbb{P}(X(\infty) = 1|X(0) = x) = h(x),
\]

where we have written \( X(\infty) \) for \( \lim_{t \to \infty} X(t) \), whereas the right-hand side converges to \( \mathbb{E}[x^{G_\infty}] \) with \( G_\infty \) being a random variable that follows the stationary distribution of \((G_t)_{t \geq 0}\). This allows us to write

\[
h(x) = 1 - \sum_{n \geq 0} a_n (1 - x)x^n,
\]

where \( a_n = \mathbb{P}(G_\infty > n) \). These coefficients are known to satisfy a recurrence relation [8, Eq. (2.18) with \( \theta = 0 \)].
For the general Wright-Fisher diffusion (1.1) it is still possible to define an ASG; we do so in Section 2.2. We can also rigorously relate (1.1) with its ASG, but in a way that is more abstract than (1.3); this is done in Section 5.6, but see Section 2.3 for a heuristic. The difference with the model studied in [8] is that there are two types of branchings in the ASG of (1.1): those favoring type 0 and those favoring type 1 (see Section 2.2), while only one type of branchings in the ASG of the model of [8]. As a result, the structure of the information contained in the ASG of (1.1) is much more complicated and we have to take the whole combinatorics of this ASG into account. In fact, it is no longer possible to express the moments of $X(t)$ via the distribution of the number of lines in its ASG, not even after allowing modifications of the ASG. In situations with one-sided selection and mutations, modifications of the ASG were successfully used for deriving the common ancestor’s type distribution (one would then work with a pruned LD-ASG [8, Sect. 2.6 ]), or for the long run type distribution (one would then work with the killed ASG [8, Sect. 2.5]). However, in general, it will not work to extend (1.3) and derive a representation analogous to (1.4) for $h(x)$ in the setting of (1.1), with coefficients $a_n$ that are probabilities related to a modification of the ASG. Indeed, we show that the coefficients appearing in a Taylor expansion of $h(x)$ are not always probabilities as some of them can be negative (see Theorem 2.25 and Remark 2.26 in Section 2.5). Moreover, it seems that the Taylor series of $h(x)$ at 0 can in general be divergent (see Subsection 3.1.4).

It is natural to study models with two-sided selection. However, as explained above, the lack of the classical moment duality in this general case prevents us from using genealogical techniques and leads to serious difficulties in the analysis. In particular, studying such models requires a new set of methods. In this spirit, we propose the combinatorial approach outlined above. This method seems relatively robust and can be extended to more general models. For example, in Section 3.2 we explain how the ideas can be adapted to the case of an inhomogeneous environment, the case with mutations, and the case of a population divided into several colonies.

1.3. Biological motivations. In this subsection we discuss some biological considerations that motivate the different aspects of (1.1) where fluctuating selection is driven by a Lévy environment with jumps of both signs. Moreover, we provide examples of biological situations that can be captured by the model and describe the corresponding parameters settings.

Determining the impact of extreme events on evolution is of high relevance in biology [15]. Here, extreme events refer to strong perturbations of the environment that are relatively rare and punctual, but that may influence long-term evolution. Examples include heat waves, freezing events, floods, droughts, exceptional rain falls, hurricanes, fires, pest outbreaks, etc. [15] makes the distinction between two types of environmental perturbations: pulses that are episodic and presses that are prolonged. This motivates having a model where there are two types of environmental influence that occur on two different time scales. In our case, the drift of the Lévy process $L$ corresponds to the constant selective advantage of one type (due to the environment in normal conditions, or to a prolonged environmental perturbation). The Poisson point process $(t_k, j_k)_{k \in I}$ of the jumps of $L$ models punctual extreme events that have an immediate impact on the type frequency in the population (see below (1.1)). By nature, occurrences and effects of extreme events are random, so it makes sense to model them by a Poisson point process.

Whether some events can be considered to be punctual depends on the time scale over which the population is observed, on the speed of evolution between those events, or also on the generation time of the species involved. There are documented examples of episodic events that
caused non-negligible genetic shifts in populations, without immediate return of the population to its initial state after the event. One is the effect of a heat wave in Europe, in spring 2011, on Drosophila subobscura [15, 27]. Another is the effect of an algal bloom along the California coast, in 2011, on abalone [9, 15]. It seems that for such events, a mathematical model with instantaneous jumps of type frequencies is relevant. Even if, in a large time scale, an extreme event is considered as punctual, it may in practice span over a few generations. During this brief period, the least affected type has much higher fitness than the other type, of which many individuals do not survive long enough to reproduce. As explained below (1.1), such a greatly enhanced fitness over a brief period may lead to the jump mechanism of (1.1).

In nature, it may very well happen that the selective pressure induced by extreme events acts opposite to the one induced by normal environmental conditions. In the model (1.1), this corresponds to $\sigma > 0$ and $L$ having positive jumps. An example that seems to correspond to such a situation is as follows. In Alaska, seeds of sedge Eriophorum vaginatum from the south were planted further north and compared with local plants [15, 25]. It was first observed that normal conditions favored the local type, but that the southern type was then favored in turn, seemingly due to increasing frequency of heat waves. Another example is that of infectious agents getting resistant to medicine. Usually, normal conditions favor non-resistant individuals because their metabolism is optimally adapted. Then, massive use of medicine is an extreme event favoring resistant individuals.

A particularly important feature of the model (1.1) is to allow both positive and negative jumps for $L$ (and, therefore, for type frequencies). A biological motivation for this is the abundance of situations where the environment is subject to several types of extreme events with opposing selective effects on populations. [15] mentions in particular cases with succession of abundant rains and intensive droughts and the effects of those events on allele frequencies in bird populations and on species frequencies in plant populations. We can also mention the evolution of the frequency of a type, in populations of Mediterranean wild thyme, that is frost-sensitive but summer drought-tolerant [15, 30]. Two types of extreme events (freezing events and droughts) have opposing selective effects on such populations. Another example of extreme events of two types having opposing effects on plant populations is given by peaks of abundance or rarefaction of herbivores [1, 10, 15].

1.4. **Organization of the paper.** The rest of the paper is organized as follows. In Section 2 we introduce the main objects that we use all along the paper and state our main results. In Section 3 we apply our results in some simple or particular cases and discuss some extensions to more general models. Section 4 is mainly dedicated to studying the combinatorics of the ancestral structure. In Section 5 we study thoroughly the coefficients that form the dual of the diffusion (1.1) and then prove the series representation of the fixation probability $h(x)$. Section 6 is dedicated to the Taylor expansions of $h(x)$. Some technical proofs are given in Appendix A. A table of notations is given in the end of the paper. More details about the content of sections are given in the end of Section 2.

2. **Main tools, methods, and results**

In this section we describe the main objects that we use in our analysis and state our main results. More precisely, in Subsection 2.1 we state some general facts about the jump-diffusion
(1.1). In Subsection 2.2 we define the ASG and provide some intuition for it. In Subsection 2.3 we describe the relation between (1.1) and the ASG (the rigorous relation between the two objects is established later in Section 5.6). In Subsection 2.4 we introduce an Enlarged ASG and the main tool for our analysis, a function of the Enlarged ASG that encodes the relevant information of its combinatorics. In Subsection 2.5 we state our main results including the announced representation of the fixation probability and its Taylor expansions near 0.

2.1. The jump-diffusion. The relation between the Wright-Fisher diffusion (1.1) and the Moran model defined in Section 1.1 is done by the following convergence result that can be obtained as a generalization of Theorem 2.2 of [8]:

**Proposition 2.1.** Let $J$ be a compound Poisson process with jumps in $(-1, 1)$. Assume that $X_N(0) \rightarrow x$ and $N \sigma_N \rightarrow \sigma$ for some $\sigma \geq 0$, as $N \rightarrow \infty$. Then the type-frequency process $(X_N(s))_{s \geq 0}$ in environment $L_N(s) := -\sigma N s + J(s/N)$ converges in distribution to $(X(s))_{s \geq 0}$ where $X$ is the solution of (1.1) with $X(0) = x$ and $L(s) := -\sigma s + J(s)$.

Throughout this paper, we fix $\sigma \geq 0$, $\nu$ a finite measure on $(-1, 1)$, and $\lambda := \nu((-1,1))$. Let $(k_i, j_i)_{i \in I}$ be a Poisson point process on $[0, \infty) \times (-1, 1)$ with intensity measure $dt \times \nu$. We define the Lévy process $L$ by $L(s) := -\sigma s + \sum_{k_i \leq s} j_i$. We study the Wright-Fisher diffusion (1.1) with initial condition $X(0) = x \in (0, 1)$. Existence and pathwise uniqueness of the solution to (1.1) are classical and can be proved similarly as in Proposition 3.3 of [8]. We define the annealed probability measure $\mathbb{P}(\cdot)$ as the law of $(X(s))_{s \geq 0}$. $\mathbb{E}[\cdot]$ denotes the associated expectation.

Next, we define the jump-diffusion in a quenched setting, that is, in a fixed deterministic environment. Since $L$ is the sum of a compound Poisson process with jumps in $(-1, 1)$ and of a non-positive drift, any realization of $L$ is càdlàg piecewise linear function (with slope $-\sigma$) with finitely many jumps on finite intervals, and all jump sizes in $(-1, 1)$. We fix such a function $\omega = (\omega(s))_{s \geq 0}$ and refer to it as a fixed environment. Let $(t^n_i)_{n \geq 1}$ be the discrete sequence of the jumping times of $\omega$. For convenience, set $t^n_0 := 0$. The jump-diffusion in the fixed environment $\omega$ is denoted by $(X(\omega, s))_{s \geq 0}$ and defined as follows: $X(\omega, t^n_0) = x$ and for $i \geq 1$, $(X(\omega, s))_{s \in [t^n_{i-1}, t^n_i)}$ is distributed as a solution of

$$
\frac{dX(r)}{d\omega} = -\sigma X(r)(1 - X(r))dr + \sqrt{2X(r)(1 - X(r))}dB(r),
$$

with initial value $X(\omega, t^n_{i-1})$ and $X(\omega, t^n_i) := X(\omega, t^n_{i-1})(1 - X(\omega, t^n_{i-1}))\Delta \omega(t^n_i)$. The quenched probability measure $\mathbb{P}^\omega(\cdot)$ is defined as the law of $(X(\omega, s))_{s \geq 0}$. $\mathbb{E}^\omega[\cdot]$ denotes the associated expectation. Note that $\mathbb{P}^\omega(\cdot)$ is the law of (1.1) conditionally on $L = \omega$. More precisely, if $P(\cdot)$ denotes the law of $(L(s))_{s \geq 0}$, then

$$
\int \mathbb{P}^\omega(\cdot)P(d\omega) = \mathbb{P}(\cdot).
$$

2.2. The ASG. The ASG is a Markovian graph-valued process that was introduced by Krone and Neuhauser [23, 26]. The idea behind this object is to start at an instant $s = T$ with a finite number of lines that represent randomly chosen individuals in the infinite population and, by analogy with the Moran model, to draw lines of potential ancestors. Let us explain the intuition behind the ASG of the diffusion (1.1) using the Moran model defined in Section 1.1 and represented in Figure 1. Consider a realization of the Moran model on $[0, T]$ and a sample of $l$ lines at time $T$. Then go backward in time, that is, from right to left in Figure 1, to trace the lines of their potential ancestors, ignoring the types.
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We observe the following dynamic. When two potential ancestors are connected by an arrow with triangle-shaped head, they are both replaced by the single line at the tail of the arrow; that is, the two lines coalesce. When a potential ancestor is connected by an arrow with triangle-shaped head to a line that is outside the set of current potential ancestors, the potential ancestor, if it is at the tip of the arrow, is replaced by the line at the tail of the arrow. When a potential ancestor is hit by an arrow with filled (resp. unfilled) star-shaped head, the ancestor of that potential ancestor is either the incoming line at the tail or the continuing line at the tip. Which one is the actual ancestor depends on the type of the incoming branch. For the moment, we ignore types so the incoming and continuing lines become (if not already) potential ancestors. If the incoming line was not already a potential ancestor, we observe a branching, in the sense that the initial potential ancestor splits into two potential ancestors. If the incoming line was already a potential ancestor, we observe a collision. This procedure defines a dynamical graph, the Moran-ASG in $[0, T]$, that contains all the lines that are potentially ancestral to the $l$ lines chosen at time $s = T$.

Intuitively, the ASG associated to (1.1) traces back potential ancestors in the infinite population limit of the Moran model. It is thus natural to define this ASG as the Markovian graph-valued process whose transition rates are the limits of the transition rates of the Moran-ASG (after speeding up time by $N$ as in Proposition 2.1). This motivates the following definition.

**Definition 2.2** (The quenched annealed ASG). Let $\omega = (\omega(s))_{s \geq 0}$ be a fixed environment, $T > 0$ and $l \geq 1$. The quenched ASG on $[0, T]$ in environment $\omega$ starting with $l$ lines is the branching-coalescing particle system denoted by $(A^{\omega, T}_s)_{s \in [0, T]}$ and defined as follows. It starts with $l$ lines at time $s = T$ (i.e. $A^{\omega, T}_T$ contains $l$ lines) and, between jumping times of $\omega$, has the following dynamic as $s$ decreases:

(i) Any pair of lines coalesces into a single line at rate 2, independently from other pairs.

(ii) Any line splits into two lines, an incoming line and a continuing line, at rate $\beta$, independently from other lines. We refer to this as a single branching favoring type 1.

Additionally, if at a time $s \in [0, T]$ we have $\Delta \omega(s) > 0$ (resp. $\Delta \omega(s) < 0$), then $A^{\omega, T}_s$ is obtained from $A^{\omega, T}_T$ as follows:

(iii) Every line of $A^{\omega, T}_s$, independently from the others, splits with probability $|\Delta \omega(s)|$ into two lines, an incoming line and a continuing line. We call this a simultaneous branching favoring type 0 (resp. 1).

Let $l \geq 1$. The annealed ASG starting with $l$ lines is the branching-coalescing particle system denoted by $(A_\beta)_{\beta \geq 0}$ and defined as follows. It starts with $l$ lines at time $\beta = 0$ (i.e. $A_0$ contains $l$ lines) and, as $\beta$ increases, it satisfies (i), (ii) and (iii') If there are currently $n$ lines in the system, for any $k \in \{1, ..., n\}$ and any group of $k$ lines independently at rate $\int_{(0,1)} |y|^k(1 - |y|)^{n-k}\nu(dy)$ (resp. $\int_{(-1,0)} |y|^k(1 - |y|)^{n-k}\nu(dy)$), any line in the group branches into two: an incoming line and a continuing line. We refer to this as a simultaneous branching favoring type 0 (resp. 1).

We denote by $\mathbb{P}^{\omega, T}_l(\cdot)$ (resp. $\mathbb{P}_l(\cdot)$) the probability measure associated with $(A^{\omega, T}_s)_{s \in [0, T]}$ (resp. $(A_\beta)_{\beta \geq 0}$), and $\mathbb{E}^{\omega, T}_l[\cdot]$ (resp. $\mathbb{E}_l[\cdot]$) is the associated expectation. For the quenched ASG, the environment is fixed and the process evolves backward in time (it starts at $s = T$ and ends...
Figure 2. A realization of the ASG. The timeline of $X$ runs from left to right and the timeline of the ASG from right to left. The environment has a positive jump at time $s = t_1$ and a negative jump at time $s = t_2$.

at $s = 0$). In the annealed case, the environment is random. Since the Poisson point process defining the environment has the same law in forward and backward directions, and since the dynamic of the annealed ASG does not depend on the starting time $T$, the annealed ASG is defined as a process $(A_\beta)_{\beta \geq 0}$ that has its own timeline. Running $(A_\beta)_{\beta \geq 0}$, starting with $l$ lines at time $\beta = 0$, until time $\beta = T$, corresponds heuristically to choosing uniformly at random $l$ individuals at time $s = T$ in the infinite population of the model (1.1) and then tracing back their potential ancestors until time $s = 0$. In other words, the timelines $s$ and $\beta$ run in opposite directions.

In the graphical representation of the ASG in Figure 2, we use the same convention as for the Moran model: two lines involved into a coalescence event are joined by an arrow with triangle-shaped head, and branchings that favor type 0 (resp. 1) are represented by arrows with filled (resp. unfilled) star-shaped head. More precisely, a line subject to a branching turns into a continuing line and an incoming line appears. The arrow with star-shaped head goes from the incoming line to the continuing line.

2.3. Relation between Wright-Fisher diffusion and ASG. In this subsection we explain in which way the Wright-Fisher diffusion (1.1) and the ASG from Definition 2.2 are related.

The interest in tracing back potential ancestors of a set of individuals via the ASG is that it allows to analyze their types. The analogy to the Moran model motivates the following type assignment procedure for lines of the ASG.

**Definition 2.3** (Type assignment procedure for the ASG). For $T > 0$ and $x \in [0,1]$, the type assignment procedure with initial condition $x$ for the annealed (resp. quenched) ASG on $[0, T]$ is defined as follows.

(i) At instant $\beta = T$ (resp. instant $s = 0$) lines in the annealed (resp. quenched) ASG receive iid types with law $x\delta_0 + (1-x)\delta_1$.

(ii) Types propagate as $\beta$ decreases (resp. as $s$ increases).

(iii) If a line resulting from a coalescence is of type $i \in \{0,1\}$, the two lines involved in the coalescence event receive type $i$. 
(iv) If, in a branching favoring type \( i \in \{0, 1\} \), the incoming line is of type \( i \), then the line that branches receives type \( i \). If the incoming line is of type \( 1 - i \), then the line that branches receives the type of the continuing line.

The first point in Definition 2.3 is related to the initial condition \( X(0) = x \) for (1.1). The propagation rules are illustrated in Figure 3 for the case of a branching favoring type 0. We define the backward type distribution as follows.

**Definition 2.4** (Backward type distribution). Let \( T > 0, l \geq 1 \) and \( x \in [0, 1] \). We consider the annealed ASG \((A_\beta)^b_{\beta \in [0,T]}\) (resp. the quenched ASG \((A^\omega_{\omega,T})_{s \in [0,T]}\)) starting with \( l \) lines at time \( \beta = 0 \) (resp. time \( s = T \)), and apply the type assignment procedure on \([0,T]\) with initial condition \( x \) (see Definition 2.3). We define the annealed (resp. quenched) backward type distribution \( h^l_\beta(x) \) (resp. \( h^l_\beta(x) \)) to be the \( \mathbb{P}_l \)-probability (resp. \( \mathbb{P}^\omega_{l,T} \)-probability) that all the \( l \) lines from time \( \beta = 0 \) (resp. time \( s = T \)) receive type 0 at the end of this procedure. For \( 0 < T_1 < T_2 \) we define \( h^l_{T_1,T_2}(x) \) similarly as we defined \( h^l_{0,T}(x) \). We similarly define \( h^l_{T_1,T_2}(x) \), \( h^l_{T_1,T_2}(x) \) and \( h^l_{T_1,T_2}(x) \).

Note that,

\[
\int h^l_{T_1,T_2}(x)P(d\omega) = h^l_{T_2-T_1}(x). \tag{2.7}
\]

Heuristically, the procedure defining \( h^l_T(x) \) and \( h^l_{0,T}(x) \) can be interpreted as choosing randomly \( l \) individuals at instant \( s = T \) in the infinite population, tracing back their potential ancestors until time \( s = 0 \), assigning iid types to potential ancestors from time \( s = 0 \) (taking into account that \( X(0) = x \)), and propagating the types forward as in the Moran model. Thus, \( h^l_T(x) \) (resp. \( h^l_{0,T}(x) \)) can informally be understood as the annealed (resp. quenched) probability that \( l \) randomly chosen individuals in the infinite population at time \( s = T \) are all of type 0, given that \( X(0) = x \). We can therefore expect that the rigorous relation between the ASG and the diffusion (1.1) should be \( h^l_T(x) = \mathbb{E}[(X(T))^l | X(0) = x] \) in the annealed setting and \( h^l_{0,T}(x) = \mathbb{E}^\omega[(X(\omega,T))^l | X(\omega,0) = x] \) in the quenched setting. This turns out to be true and is the content of Proposition 5.7 from Section 5.6. That proposition rigorously relates \( h^l_T(x) \) and \( h^l_{0,T}(x) \), which are defined via the ASG, to \( X \). Most of the time, in this paper, we do not work with the jump-diffusion \( X \) itself but with the ASG (or a slightly modified version of it) and study the quantity \( h^l_T(x) \). In particular, we will use it in Section 5.7 to prove a series representation for \( h(x) \) (see Theorem 2.22).

In the case of one-sided selection studied in [8], \( h^l_T(x) \) (resp. \( h^l_{0,T}(x) \)) turns out to be the generating function of the line counting process of the annealed (resp. quenched) ASG. In that case, Proposition 5.7 results into the classical moment duality (1.3).

**Figure 3.** Case of a branching favoring type 0. The line that branches (L) splits into the continuing line (C) and the incoming line (I). Since the branching favors type 0, the incoming line transmits its type if and only if it is of type 0.
2.4. The Enlarged ASG and a useful function.

2.4.1. Definition. It will be convenient to work with a simple extension of the ASG, which we call Enlarged ASG (E-ASG).

**Definition 2.5** (The quenched/annealed E-ASG). Let \( \omega = (\omega(s))_{s \geq 0} \) be a fixed environment, \( T > 0 \) and \( m \geq 1 \). The quenched E-ASG on \([0, T]\) in environment \( \omega \) starting with \( m \) lines is the branching-coalescing particle system denoted by \((G_{s}^{\omega,T})_{s \in [0, T]}\) and defined as follows. It starts with \( m \) ordered lines at time \( s = T \) (i.e. \( G_{T}^{\omega,T} \) contains \( m \) ordered lines) and, between jumping times of \( \omega \), has the following dynamic as \( s \) decreases:

(i) Any pair of lines coalesces into a single line at rate 2, independently from other pairs.

(ii) Any line splits into two lines, an incoming line and a continuing line, at rate \( \sigma \), independently from other lines, and such a branching is assigned the weight \(-1\).

Additionally, if at a time \( s \in [0, T] \) we have \( \Delta \omega(s) \neq 0 \), then \( G_{s-}^{\omega,T} \) is obtained from \( G_{s}^{\omega,T} \) as follows:

(iii) All lines of \( G_{s}^{\omega,T} \) simultaneously split into two: an incoming line and a continuing line for each line of \( G_{s}^{\omega,T} \). Each branching that is part of this simultaneous branching event is assigned the weight \( \Delta \omega(s) \).

Let \( m \geq 1 \). The annealed E-ASG starting with \( m \) lines is the branching-coalescing particle system denoted by \((G_{\beta}^{\omega})_{\beta \geq 0}\) and defined as follows. It starts with \( m \) ordered lines at time \( \beta = 0 \) (i.e. \( G_{0}^{\omega} \) contains \( m \) ordered lines) and, as \( \beta \) increases, it satisfies (i), (ii), and

(iii') At rate \( \lambda \), all lines split simultaneously into two: an incoming line and a continuing line for each existing line. A common weight, chosen according to the distribution \( \nu(\cdot)/\lambda \), is assigned to each branching that is part of this simultaneous branching event.

In particular, in the E-ASG all lines split when there is a jump of the environment (as opposed to just a subset of lines in the ASG). This is independent of the jump size. However, the E-ASG keeps track of the jump size at each such branching. Except at time \( s = T/\beta = 0 \), the order of lines in Definition 2.5 is irrelevant. The purpose of the ordering is that it will allow to define without ambiguity a function of the E-ASG in Section 2.4.5.

We still denote by \( \mathbb{P}_{m}^{\omega,T}(\cdot) \) (resp. \( \mathbb{P}_{m}(\cdot) \)) the probability measure associated with \((G_{s}^{\omega,T})_{s \in [0, T]}\) (resp. \((G_{\beta})_{\beta \geq 0}\)), and \( \mathbb{E}_{m}^{\omega,T}[\cdot] \) (resp. \( \mathbb{E}_{m}[\cdot] \)) the associated expectation.

2.4.2. Line counting process. The line counting process of the annealed E-ASG is a continuous-time Markov process with values on \( \mathbb{N} = \{1, 2, \ldots\} \) and infinitesimal rates:

\[
q(i, j) := \begin{cases} 
  i(i-1) & \text{if } j = i-1, \\
  i \sigma & \text{if } j = i+1, \\
  \lambda & \text{if } j = 2i. 
\end{cases}
\]

We can see that it is a positive recurrent irreducible Markov chain (see for example [8, Lem. 5.2 with \( \theta = 0 \) and \( \mu = \lambda \delta_{1} \])). In particular, it admits a stationary distribution that we denote by \( \pi \). The probabilities \( \pi(k) \) satisfy a recursion formula and the right tail of \( \pi \) can be controlled. These results are gathered in the following proposition.
Proposition 2.6.

\[ \forall k \geq 2, \pi(k) = \frac{\sigma}{k} \pi(k-1) + \frac{\lambda}{k(k-1)} \left( \pi \left( \left\lfloor \frac{k+1}{2} \right\rfloor \right) + \ldots + \pi(k-1) \right). \]  

(2.8)

There are two explicit positive constants \( C_1 := C_1(\sigma, \lambda) \) and \( C_2 := C_2(\sigma, \lambda) \) such that we have

\[ \forall k \geq 1, \sum_{j \geq k} \pi(j) \leq C_1 e^{-C_2(\log(k))^2}. \]  

(2.9)

The proof of Proposition 2.6 is quite computational and thus we shift it to Appendix A.1. The ratios \( \pi(j)/\pi(1) \) can be recursively computed via (2.8) for all \( j \geq 2 \). Then, using (2.9) for some large \( k \), together with \( \sum_{j \geq 1} \pi(j) = 1 \), one can subsequently deduce a good approximation for \( \pi(1) \), and then for \( \pi(j) \) and \( \sum_{k \geq j} \pi(k) \).

2.4.3. Relation with ASG and backward type distribution. We now relate the E-ASG to \( h^l_T(x) \) and \( h^l_{0,T}(x) \). To this end, we define a type assignment procedure for the E-ASG:

**Definition 2.7** (Type assignment procedure for the E-ASG). For \( T > 0 \) and \( x \in [0,1] \), the type assignment procedure with initial condition \( x \) for the annealed (resp. quenched) E-ASG on \([0,T]\) is defined as follows. For each branching we draw a Bernoulli random variable with parameter the absolute value of its weight. The branching is labeled real or virtual depending on whether the random variable equals 1 or 0. The Bernoulli random variables associated to the different branchings are independent. Note that at an event corresponding to (iii) or (iii’) in Definition 2.5, there are several branchings that occur simultaneously and that have a common weight, so we emphasize that independent Bernoulli random variables are assigned to them. Then, types are assigned according to the rules (i),(ii),(iii) of Definition 2.3 but, instead of the rule (iv) of that definition, we have

- In a branching labeled real, with weight of sign \((-1)^i\), \( i \in \{0,1\} \), we have: If the incoming line is of type \( i \), then the line that branches receives type \( i \). If the incoming line is of type \( 1-i \), then the line that branches receives the type of the continuing line.
- In a branching labeled virtual the line that branches receives the type of the continuing line.

The labels of the E-ASG are defined so that for \( m \geq l \geq 1 \), the annealed (resp. quenched) E-ASG starting with \( m \) lines contains the annealed (resp. quenched) ASG starting with \( l \) lines. Indeed, in the annealed (resp. quenched) E-ASG starting with \( m \) lines, let us color in grey the last \( m-l \) lines from time \( \beta = 0 \) (resp. time \( s = T \)), the incoming lines that arise from branchings labeled virtual, and all lines that arise from branchings of grey lines. If two grey (resp. non-grey) lines coalesce we set the resulting line to be grey (resp. non-grey). If a grey line coalesces with a non-grey line, we set the resulting line to be non-grey. Then the system of non-grey lines is a realization of the annealed (resp. quenched) ASG starting with \( l \) lines. Moreover, the rules from Definition 2.7 ensure that, for the realization of the ASG starting with \( l \) lines that is contained in the E-ASG starting with \( m \) lines, the type assignment procedure is the same as the one given
by Definition 2.3, and the types are not influenced by the grey lines. Consequently, we obtain the following:

**Lemma 2.8.** If we consider the annealed (resp. quenched) E-ASG on $[0, T]$, starting with $m$ lines at time $\beta = 0$ (resp. $s = T$), and apply the type assignment procedure on $[0, T]$ with initial condition $x$ from Definition 2.7, then $h^l_T(x)$ (resp. $h^{l,\omega}_0, T(x)$) is the probability that the first $l$ lines from time $\beta = 0$ (resp. $s = T$) all receive type $0$.

The E-ASG has several advantages over the ASG. It will become apparent in Section 2.5 that many of our expressions decompose according to the number of lines in the ancestral graph that we use (see for example (2.21)). In the proofs we will require bounds on the tail distribution of this number of lines and, in the final results, these bounds also allow to measure the quality of the approximation of $h(x)$ by finitely many terms from its series representation (see (2.27) in Theorem 2.22). The simplicity of the structure and of the line counting process of the E-ASG makes it possible to derive useful explicit formulas and bounds in Proposition 2.6. Moreover, a disadvantage of the ASG is that, at simultaneous branchings, both the number of branchings and the combinatorics need to be taken into account. In this sense, working with the E-ASG and keeping track of the weights of branchings is simpler. This significantly reduces the number of cases that have to be considered in the analysis of the small-time behavior of the ancestral graph in Section 5.3, and the number of terms in the ODE system coding for the combinatorics of the graph (see Theorem 2.18). The information contained in the weights of branchings is not too bothersome and it will lead to coefficients $\tau(i, j)$ from Definition 2.17. We suspect that our methodology extends to the case of an infinite measure $\nu$, at the cost of more complexity because one then probably needs to work directly with the ASG.

Consistency is another useful property of the E-ASG. More precisely, being able to run the process with $m$ lines for some $m \geq l$, while we are only interested in the types of $l$ lines in order to determine $h^l_T(x)$ or $h^{l,\omega}, T(x)$, makes it possible to formulate a crucial branching property (see Lemma 5.3 of Section 5.2) and to define some coefficients for which we can establish a semigroup property (see Proposition 2.15 of Section 2.5).

2.4.4. *Some definitions and notations.* We use the terminology of trees for the E-ASG: For $n \geq 1$ (resp. $n = 0$), we define generation $n$ of the E-ASG as the set of pieces of lines present in the E-ASG just after its $n^{th}$ transition (resp. starting time). When looking at a realization of the E-ASG as such a pseudo-tree, we view pieces of lines from a given generation as vertices and forget about their lengths. If a line is unaffected by the $n^{th}$ transition, we say that the part of this line lying in generation $n - 1$ (resp. $n$) is *parent* (resp. *son*) to the part of this line lying in generation $n$ (resp. $n - 1$). From now, we abusively refer to pieces of lines from a given generation as *lines*. We say that a branching line is *parent* to the incoming line and the continuing line and that the later are its *sons*. Similarly, we say that two coalescing lines are *parents* to the resulting line, and that the later is their *son*. For $m \geq 1$, let $\mathcal{G}_m$ denote the family of finite graphs containing possible realizations of the E-ASG on finite time-intervals, starting with $m$ ordered lines. A graph $G \in \mathcal{G}_m$ has $m$ ordered lines in generation 0, finitely many generations, and only three possible types of generations that we call *multiple branching generations*, *single branching generations*, and *coalescing generations*.

For $n \geq 0$, the $n^{th}$ generation of $G \in \mathcal{G}_m$ is assigned a *weight* $S_n \in [-1, 1)$. This weight is always 0 (resp. $-1$) if the $n^{th}$ generation is a coalescing (resp. a single branching) generation.
In each branching generation (multiple or single), we distinguish two kinds of lines: \textit{incoming lines} and \textit{continuing lines}. Each pair of sons of a line from the previous generation contains an incoming line and a continuing line. When a line from the previous generation has a single son, the son is a continuing line.

Clearly, for any \( t \geq 0 \), the random finite graph generated by the annealed E-ASG \((G_{\beta})_{\beta \in [0,T]}\) starting with \( m \) ordered lines at time \( \beta = 0 \) is an element of \( \mathbb{G}_m \) that we identify with \( G_t \) (formally \( G_t \) is a more complicated object containing information about lengths of lines but we will not need it, so we can make this identification). Similarly, for any fixed environment \( \omega \), \( T > 0 \) and \( r \in [0,T] \), the random finite graph generated by the quenched E-ASG \((G_s^{\omega,T})_{s \in [r,T]}\) starting with \( m \) ordered lines at time \( s = T \) is an element of \( \mathbb{G}_m \) that we identify with \( G_r^{\omega,T} \). In both cases, the weight of a multiple branching generation is set to be the common weight assigned to the corresponding simultaneously occurring branchings (in Definition 2.5).

For \( G \in \mathbb{G}_m \), let \( \text{depth}(G) \) denote the number of generations of \( G \), not counting generation 0. For any integer \( n \geq 0 \), \( \mathbb{G}_m^n \) denotes the set of elements of \( \mathbb{G}_m \) with depth \( n \). For \( n \leq \text{depth}(G) \), let \( \pi_n(G) \) denote the projection of \( G \in \mathbb{G}_m \) on \( \mathbb{G}_m^n \), that is, the graph obtained by restricting \( G \) to its first \( n + 1 \) generations (including generation 0). For each \( G \in \mathbb{G}_m \), let \( V_G \) denote the set of lines in the last generation of \( G \) and let \( \mathcal{P}(V_G) \) denote the family of non-empty subsets of \( V_G \). Note that, if \( \text{depth}(G) \geq 1 \), \( V_{\pi_{\text{depth}(G)-1}(G)} \) is the set of lines in the generation before the last generation of \( G \). For \( A \in \mathcal{P}(V_G) \), let \( \mathcal{P}(A) \subseteq \mathcal{P}(V_{\pi_{\text{depth}(G)-1}(G)}) \) be the set of parents of elements of \( A \). For \( A \in \mathcal{P}(V_{\pi_{\text{depth}(G)-1}(G)}) \), let \( D(A) \subseteq \mathcal{P}(V_G) \) be the set of sons of elements of \( A \) in \( V_G \). For a set of lines \( A \subseteq \mathcal{P}(V_G) \), \(|A|\) denotes its cardinality.

**Definition 2.9** (Type 0 events). Let \( T > 0 \), \( t \in [0,T] \), \( x \in [0,1] \), \((G_{\beta})_{\beta \in [0,T]}\) be the annealed E-ASG on \([0,T]\), and \( A \subseteq \mathcal{P}(V_{G_{\beta}}) \). We apply the type assignment procedure from Definition 2.7 on \([0,T]\) with initial condition \( x \). We define \( E(t,T,A,x) \) to be the event where all the lines belonging to \( A \) receive type 0 after this procedure.

Note from Definition 2.9 and Lemma 2.8 that for \( m \geq l \geq 1 \), \( h_T^l(x) = \mathbb{P}_m(E(0, T, \{L_1, ..., L_l\}, x)) \), if \( L_1, ..., L_l \) denote the first \( l \) lines in the annealed E-ASG at time \( \beta = 0 \). The events from Definition 2.9 will be useful to study the expression of \( h_T^l(x) \) (see the proof of Theorem 2.11).

Let \((\mathcal{F}_t)_{t \geq 0}\) be the filtration generated by the annealed E-ASG, i.e. \( \mathcal{F}_t := \sigma((G_{\beta})_{\beta \in [0,t]}) \) for any \( t \geq 0 \). Note that \( \mathcal{F}_t \) contains the information of the weights assigned at transitions of the E-ASG on \([0,t]\), but no information related to the type assignment procedure from Definition 2.7 (i.e. no information on labels or types). In the quenched setting, for any \( 0 \leq r \leq t \), let \( \mathcal{F}_{r,t} := \sigma((G_s^{\omega,T})_{s \in [r,t]}) \). We also define \( \mathcal{F}_{r,s} := \cap_{s < r} \mathcal{F}_{r,s} \).

For \( \beta \geq 0 \), \((|V_{G_{\beta}}|)_{\beta \geq 0}\) is just the line counting process of the E-ASG (recall \( V_{G_{\beta}} \) is the set of lines of the E-ASG at instant \( \beta \)). In particular, its stationary distribution is \( \pi \) (defined in Section 2.4.2). This implies the following estimate, which is useful for bounds that are uniform in \( \beta \).

**Lemma 2.10.** For any \( m, k \geq 1 \) and \( \beta \geq 0 \) we have
\[
\mathbb{P}_m \left( |V_{G_{\beta}}| = k \right) \leq \frac{\pi(k)}{\pi(m)}.
\]
G ∈ ℓ m we deterministically associate a function F_{G}^{l} : ℙ(V_{G}) → ℝ that contains the relevant information about the combinatorics of G. Let m ≥ 1 and 1 ≤ l ≤ m. Given a graph G ∈ ℓ m, let \{L_{1}, ..., L_{m}\} denote the ordered lines in generation 0 of G. Then, F_{G}^{l} is defined recursively on depth(G). If G ∈ ℓ^{0} m (i.e. depth(G) = 0), then V_{G} = \{L_{1}, ..., L_{m}\} and F_{G}^{l}(A) := 1_{A=\{L_{1}, ..., L_{l}\}} for A ∈ ℙ(V_{G}). If, for some n ≥ 0, F_{G}^{l} is defined for all G ∈ ℓ^{n+1} m, then for G ∈ ℓ^{n+1} m, we define F_{G}^{l} as follows.

- If n + 1 is a multiple branching generation of G, then for any A ∈ ℙ(V_{G}) we set

  \[ F_{G}^{l}(A) := F_{\pi_{n}(G)}^{l}(P(A)) × (1 + S_{n+1}1_{S_{n+1}<0})^{\alpha(A)} × (S_{n+1}1_{S_{n+1}>0})^{\beta(A)} × (-S_{n+1})^{\gamma(A)}, \quad (2.11) \]

  where \( \alpha(A) \) is the number of continuing lines in A whose incoming brothers are in A, \( \beta(A) \) is the number of incoming lines in A whose continuing brothers are in A, and \( \gamma(A) \) is the number of pairs of brothers that are both in A. In (2.11) we use the convention \( 0^{0} = 1 \).

- If n + 1 is a single branching generation of G, then for any A ∈ ℙ(V_{G}) we set

  \[ F_{G}^{l}(A) := F_{\pi_{n}(G)}^{l}(P(A)) × 1_{N(A) \in \{0, 2\}}, \quad (2.12) \]

  where \( N(A) \) is the number of sons of the branching line in A.

- If n + 1 is a coalescing generation of G, then for any A ∈ ℙ(V_{G}) we set

  \[ F_{G}^{l}(A) := \sum_{B \in ℙ(V_{n\pi_{n}(G)}) : D(B) = A} F_{\pi_{n}(G)}^{l}(B). \quad (2.13) \]

Note that under \( ℙ_{m} \), for any \( t ≥ 0 \), \( F_{Gi}^{l} \) is a deterministic function of the random object \( (G_{\beta})_{\beta ∈ [0,1]} \) (which contains information on the weights of transitions of \( (G_{\beta})_{\beta ∈ [0,1]} \)) and does not depend on labels and types that are assigned in the type assignment procedure from Definition 2.7.

The updating rules of \( F_{G_{i}^{l}}(\cdot) \) are chosen such that they allow deriving expression (2.14) for the probability \( h_{T}^{l}(x) \) as an expectation involving the coefficients \( F_{G_{i}^{l}}^{l}(A) \) (see Theorem 2.11 of Section 2.5). The idea is that (2.14) is obtained by updating the expression of \( h_{T}^{l}(x) \) along events of the E-ASG. It will become apparent in the proof of Theorem 2.11 that (2.11)–(2.13) form the only possible definition so that \( F_{G}^{l}(\cdot) \) is updated accordingly at each event of the E-ASG, in order for (2.14) to hold true.

Finally, let us mention that an extension of the function \( F_{G}^{l}(\cdot) \) will be defined in Section 5.2.1, in order to formulate and establish a renewal property for \( (F_{G_{i}^{l}}^{l}(\cdot))_{\beta ≥ 0} \) in Section 5.2.2.

### 2.5. Main results.

Our approach is based on deriving an exact expression of the probability \( h_{T}^{l}(x) \) in terms of the E-ASG. The next theorem is a key point in our analysis. It relates \( h_{T}^{l}(x) \) to \( F_{G}^{l}(\cdot) \) introduced in the previous subsection.

**Theorem 2.11.** For any \( l ≥ 1, m ≥ l, x ∈ [0,1] \) and \( T ≥ 0 \) we have the following two expressions for \( h_{T}^{l}(x) \).

\[
h_{T}^{l}(x) = \mathbb{E}_{m}\left[ \sum_{A ∈ ℙ(V_{G_{T}})} F_{G_{T}}^{l}(A)1_{E(T,T,A,x)} \right] = \mathbb{E}_{m}\left[ \sum_{A ∈ ℙ(V_{G_{T}})} F_{G_{T}}^{l}(A)x^{\mid A\mid} \right], \quad (2.14)
\]
where $E(T, T, A, x)$ is as in Definition 2.9. Moreover, we have $\mathbb{P}_m$-almost surely

$$
\sum_{A \in \mathcal{P}(V_{G_T})} F_{G_T}^l(A) \mathbb{I}_{E(T, T, A, x)} \in [0, 1], \quad \text{and} \quad \sum_{A \in \mathcal{P}(V_{G_T})} F_{G_T}^l(A)x^{|A|} \in [0, 1], \quad (2.15)
$$

and

$$
\sum_{A \in \mathcal{P}(V_{G_T})} F_{G_T}^l(A) = 1. \quad (2.16)
$$

The combination of (2.15) with a combinatorial argument plays a crucial role in controlling the absolute values of the coefficients $F_{G_T}^l(A)$ and sums thereof (see Lemmas 4.1 and 5.1 for details).

**Remark 2.12.** The proof of Theorem 2.11 also works in the quenched setting. We thus obtain for any fixed environment $\omega$, $l \geq 1, m \geq l$, $x \in [0, 1]$, $r \geq 0$ and $t > r$,

$$
h_{r,t}^{i,\omega}(x) = \mathbb{E}_m^\omega \left[ \sum_{A \in \mathcal{P}(V_{G_T}^t)} F_{G_T}^{i,t} (A) x^{|A|} \right]. \quad (2.17)
$$

Let us fix $i \geq 1$ and $m \geq i$. From (2.14) we have $h_{r,t}^l(x) = \mathbb{E}_m[\sum_{j \geq 1} \sum_{A \in \mathcal{P}(V_{G_T})} \mathbb{I}_{|A| = j} F_{G_T}^l(A) x^j]$. One could be tempted to rewrite this as

$$
\sum_{j \geq 1} \mathbb{E}_m[\sum_{A \in \mathcal{P}(V_{G_T})} \mathbb{I}_{|A| = j} F_{G_T}^l(A)] x^j \quad \text{and thus expect that } h(x) = \sum_{j \geq 1} b_j x^j \quad \text{where } b_j := \lim_{T \to \infty} \mathbb{E}_m[\sum_{A \in \mathcal{P}(V_{G_T})} \mathbb{I}_{|A| = j} F_{G_T}^l(A)].
$$

The problem with this heuristic reasoning is that the inversion of the sum and expectation, and then passage to the limit, seem to be not valid in general (but they are in some particular cases, see Sections 3.1.1 and 3.1.2). Moreover, even though we show below that the coefficients $b_j$ are well-defined, it seems that the power series $\sum_{j \geq 1} b_j y^j$ may have null radius of convergence. Therefore, we decompose $h_{r,t}^l(x)$ in a more suitable basis of polynomials. We first define some useful coefficients:

**Definition 2.13** (Duality coefficients). For any $i, j \geq 1$ and $t \geq 0$, we define

$$
Q_t(i, j) := \mathbb{E}_i \left[ \sum_{A \in \mathcal{P}(V_{G_1}) : |A| = j} F_{G_1}^i(A) \right]. \quad (2.18)
$$

For any $m, k \geq 1, i \in \{1, ..., m\}, j \in \{1, ..., k\}$, $t \geq 0$, we define

$$
R_t^{m,k}(i, j) := \mathbb{E}_m \left[ \mathbb{I}_{|V_{G_1}| = k} \sum_{A \in \mathcal{P}(V_{G_1}) : |A| = j} F_{G_1}^i(A) \right]. \quad (2.19)
$$

For any fixed environment $\omega$, $m, k \geq 1, i \in \{1, ..., m\}, j \in \{1, ..., k\}$, $r \geq 0$ and $t > r$, we define

$$
F_{r,t}^{m,k,\omega}(i, j) := \mathbb{E}_m^\omega \left[ \mathbb{I}_{|V_{G_T}^t| = k} \sum_{A \in \mathcal{P}(V_{G_T}^t) : |A| = j} F_{G_T}^{i,t}(A) \right]. \quad (2.20)
$$

We similarly define $R_{r,t-r}^{m,k,\omega}(i, j)$, $R_r^{m,k}(i, j)$, and $R_{r-t}^{m,k}(i, j)$.
The expectations in Definition 2.13 are well-defined, we prove this in Lemma 5.1 of Section 5.1. Let us show how the quantities \( R^{m,k}_{t}(i,j) \) are related to \( h^{l}_{t}(x) \). Using (2.14) and that, by (2.15), \( \sum_{A \in \mathcal{P}(V_{Gt})} F^{l}_{Gt}(A) x^{\mid A \mid} \in [0,1] \, \mathbb{P}_{m} \)-almost surely, we get for all \( i \geq 1, \, m \geq i, \) and \( t \geq 0, \)

\[
h^{l}_{t}(x) = \sum_{k=1}^{\infty} \mathbb{E}_{m} \left[ \mathbb{I}_{\mid V_{Gt} \mid = k} \sum_{A \in \mathcal{P}(V_{Gt})} F^{l}_{Gt}(A) x^{\mid A \mid} \right] = \sum_{k=1}^{\infty} \sum_{j=1}^{k} R^{m,k}_{t}(i,j)x^{j}. \quad (2.21)
\]

Similarly, for any fixed environment \( \omega, \) \( i \geq 1, \, m \geq i, \) and \( 0 \leq r < t, \)

\[
h^{l,\omega}_{r,t}(x) = \sum_{k=1}^{\infty} \sum_{j=1}^{k} R^{m,k,\omega}_{r,t}(i,j)x^{j}. \quad (2.22)
\]

Combining Proposition 5.7 from Section 5.6, Theorem 2.11, Remark 2.12, equations (2.21) and (2.22), we obtain annealed and quenched expressions for the moments of the Wright-Fisher diffusion (1.1):

**Theorem 2.14.** For any \( l \geq 1, \, m \geq l, \, x \in [0,1] \) and \( T \geq 0 \) we have

\[
\mathbb{E} \left[ (X(T))^{l} \mid X(0) = x \right] = \mathbb{E}_{m} \left[ \sum_{A \in \mathcal{P}(V_{G^{T}})} F^{l}_{G^{T}}(A) x^{\mid A \mid} \right] = \sum_{k=1}^{\infty} \sum_{j=1}^{k} R^{m,k}_{T}(l,j)x^{j}. \quad (2.21)
\]

For any fixed environment \( \omega, \, l \geq 1, \, m \geq l, \, x \in [0,1] \) and \( T \geq 0 \) we have

\[
\mathbb{E}^{\omega} \left[ (X(\omega,T))^{l} \mid X(\omega,0) = x \right] = \mathbb{E}_{m}^{\omega,T} \left[ \sum_{A \in \mathcal{P}(V_{G^{T}})} F^{l}_{G^{T}}(A) x^{\mid A \mid} \right] = \sum_{k=1}^{\infty} \sum_{j=1}^{k} R^{m,k,\omega}_{T}(l,j)x^{j}. \quad (2.22)
\]

For deriving expressions for \( h(x) \), it will be necessary to understand the behavior of the coefficients \( R^{m,k}_{t}(i,j) \) as \( t \) goes to infinity. What makes this difficult is that \( F^{l}_{Gt}(\cdot) \) is not explicit (in fact, it is quite complicated). However, we can establish the existence of a renewal structure for the E-ASG and \( (F^{l}_{G_{t}}(\cdot))_{t \geq 0} \) in Section 5.2, which allows to show that \( (R^{m,k}_{t}(\cdot,\cdot))_{t \geq 0} \) forms a semigroup.

**Proposition 2.15** (semigroup property). For any \( m, \, k \geq 1, \, i \in \{1,...,m\}, \, j \in \{1,...,k\}, \)

\( t \geq 0, \, r \geq 0, \) the series \( \sum_{k=1}^{\infty} \sum_{j=1}^{k} R^{m,k}_{t}(i,j) \beta^{k} R^{m,k}_{r}(j,j) \) converges and we have

\[
R^{m,k}_{t+r}(i,j) = \sum_{k=1}^{\infty} \sum_{j=1}^{k} R^{m,k}_{t}(i,j) \beta^{k} R^{m,k}_{r}(j,j). \quad (2.23)
\]

**Remark 2.16.** Proposition 2.15 allows to interpret Theorem 2.14 as a moment duality between (1.1) and a non-stochastic semigroup. In this sense, it is a generalization of the classical moment duality (1.3) between the Wright-Fisher diffusion and the stochastic semigroup of the line counting process of the ASG (the later holds only in the case of one-sided selection). Let us note that \( (R^{m,k}_{t}(\cdot,\cdot))_{t \geq 0} \) is indeed not a stochastic semigroup since coefficients can be negative.

The semigroup property (more precisely, the ingredients for its proof) and the study of the behavior of the coefficients \( R^{m,k}_{t}(i,j) \) as \( t \) goes to 0 in Section 5.3 allow, in Section 5.4, to establish a system of ODEs satisfied by the coefficients \( R^{m,k}_{t}(i,j) \) that is analogous to the Kolmogorov forward equations. Let us first define some notations.
Theorem 2.18. For $j, k \geq 1$ we set $d_j := \lambda + j(j - 1) + j\sigma$, $e_{k,j} := (k + 1)k - j(j - 1)$, $f_j := (j - 1)\sigma$, $f_{k,j} := (k - 1 - j)\sigma$, and for $i, j \geq 1$ we set

$$
\tau(i, j) := \begin{cases} 
0 & \text{if } j < i - 1, \\
i(i - 1) & \text{if } j = i - 1, \\
\left(\frac{i}{j}\right) \sum_{z=1}^{\infty}(1 + z)^{2i-j}(-z)^{j-i}\nu(dz) & \text{if } i \leq j \leq 2i, \\
0 & \text{if } j > 2i.
\end{cases}
$$

The following result provides the system of ODEs satisfied by the coefficients $R^m_{i,k}(i, j)$.

Theorem 2.18. For any $m, k \geq 1, i \in \{1, \ldots, m\}, j \in \{1, \ldots, k\}$, $t \geq 0$, we have

$$
\frac{\mathrm{d}}{\mathrm{d}t} R^m_{i,k}(i, j) = \tau(j + 1, j)R^m_{i,k+1}(i, j + 1) + e_{k,j}R^m_{i,k+1}(i, j) + 1_{k \geq 2}f_jR^m_{i,k-1}(i, j - 1)
$$

$$
+ 1_{j \leq k - 1}f_{k,j}R^m_{i,k-1}(i, j) - d_k R^m_{i,k}(i, j) + 1_{k \text{ is even}} \sum_{l=1}^{j \wedge (k/2)} \tau(l, j)R^m_{i,k/2}(i, l).
$$

The next step is to show the convergence of the coefficients $R^m_{i,k}(i, j)$ as $t$ goes to infinity. This is done in Section 5.5 via the renewal structure of $(F^m_{G_{\beta}}(\cdot))_{\beta \geq 0}$ and coupling arguments. Combining this convergence with Theorem 2.18, we deduce linear relations satisfied by the limit coefficients. These results are gathered in the following theorem.

Theorem 2.19. For $m, k \geq 1, i \in \{1, \ldots, m\}, j \in \{1, \ldots, k\}$,

$$
a^k_j := \lim_{t \to \infty} R^m_{i,k}(i, j)
$$

exists and does not depend on $m, i$. Convergence is exponentially fast in $t$ and uniform in $m, i$. Moreover, $a^1_1 = \pi(1)$ (where $\pi$ is defined in Section 2.4.2) and for all $k \geq 1$ and $j \in \{1, \ldots, k\}$,

$$
\tau(j + 1, j)a^{k+1}_{j+1} + e_{k,j}a^{k+1}_j = d_k a^{k}_j - 1_{k \geq 2}f_j a^{k-1}_{j-1} - 1_{j \leq k - 1}f_{k,j}a^{k-1}_j - 1_{k \text{ is even}} \sum_{l=1}^{j \wedge (k/2)} \tau(l, j)a^{k/2}_l.
$$

(2.25)

Remark 2.20. Let $k \geq 0$. Via (2.19) and (2.16), we obtain $\sum_{l=1}^{k+1} R^1_{i,l}(1, l) = \mathbb{P}_1(|V_{G_1}| = k + 1)$, which, as $t$ goes to infinity, yields the relation $\sum_{i=1}^{k+1} a^1_i = \pi(k + 1)$. However, for $k \geq 1$, the latter turns out to be a linear combination of the $k$ equations given by (2.25) and therefore does not provide additional information.

Remark 2.21. Relations (2.25) can be stated in matrix form: for each $k \geq 1$, we have

$$
A_k (a^{k+1}_1, a^{k+1}_2, \ldots, a^{k+1}_{k+1})^T = v_k,
$$

where $A_k$ is a matrix of size $k \times (k + 1)$ and $v_k$ is a vector of size $k$ that depends on the coefficients $(a^1_i)_{1 \leq i \leq k, 1 \leq j \leq l}$.

Finally, we are ready to state the announced series representation for $h(x)$.

Theorem 2.22. Define the sequence of polynomials $(P_k(x))_{k \geq 1}$ via $P_k(x) := \sum_{j=1}^{k} a^k_j x^j$ (note that $P_k(0) = 0$). $\mathbb{P}$-almost surely, $\lim_{t \to \infty} X(t)$ exists and belongs to $\{0, 1\}$. Moreover,

$$
h(x) = \sum_{k=1}^{\infty} P_k(x),
$$

(2.26)
where the series is normally convergent on $[0, 1]$. Moreover, for any $m \geq 2$ and $x \in [0, 1]$,
\[
    \left| h(x) - \sum_{k=1}^{m-1} P_k(x) \right| \leq \sum_{j \geq m} \pi(j) \leq C_1 e^{-C_2 (\log(m))^2},
\]
where $C_1 = C_1(\sigma, \lambda)$ and $C_2 = C_2(\sigma, \lambda)$ are the explicit positive constants from Proposition 2.6.

Even if it does not seem possible to have a power series decomposition for $h(x)$ in the full generality of (1.1), we can establish Taylor expansions of every order for $h(x)$ near $x = 0$. Recall the coefficient $Q_t(i, j)$ defined in (2.18). Provided that it is well-defined, we see from (2.14) that for any $n \geq 1$,
\[
    h_t^n(x) = \sum_{j=1}^{n} Q_t(i, j)x^j + \mathbb{E}_i \left[ \sum_{j>n} \sum_{A \in P(V_G)} \sum_{|A|=j} F_{Gt}^i(A)x^j \right].
\]
Thus, to obtain a Taylor expansion for $h(x)$, we need to consider the long-time behavior of the coefficients $Q_t(i, j)$ and of the remainder term. Similarly to the coefficients $R_t^{m,k}(i, j)$, the coefficients $Q_t(i, j)$ satisfy a system of ODEs analogous to the Kolmogorov forward equations:

**Theorem 2.23.** For any $i, j \geq 1$, $t \geq 0$, we have
\[
    \frac{d}{dt} Q_t(i, j) = -d_j Q_t(i, j) + f_j Q_t(i, j - 1) + \sum_{l=1}^{j+1} \tau(l, j) Q_t(i, l).
\]

The coefficients $Q_t(i, j)$ also converge as $t$ goes to infinity and their limits satisfy the following linear relations:

**Theorem 2.24.** For $i, j \geq 1$,
\[
    b_j := \lim_{t \to \infty} Q_t(i, j)
\]
exists and does not depend on $i$. Moreover, $b_j = \sum_{k=1}^{\infty} a_j^k$. For all $j \geq 1$, we have
\[
    -d_j b_j + f_j b_{j-1} + \sum_{l=1}^{j+1} \tau(l, j) b_l = 0.
\]

Our result on the Taylor expansion of $h(x)$ then reads as follows.

**Theorem 2.25.** For any $n \geq 1$, we have $h(x) = \sum_{k=1}^{n} b_k x^k + o(x^n)$.

**Remark 2.26.** Relation (2.29) allows to compute recursively explicit expressions for $b_k/b_1$. In particular, we get $b_2 = \left( \sigma - \int_{(-1,1)} z\nu(dz) \right) b_1/2$ and
\[
    b_3 = \left( 2\sigma - 2 \int_{(-1,1)} z\nu(dz) - \int_{(-1,1)} z^2\nu(dz) \right) \left( \sigma - \int_{(-1,1)} z\nu(dz) \right) b_1/12.
\]

The series representation (in Theorem 2.22) and the estimates (in Theorem 2.25) for the fixation probability of a Wright-Fisher diffusion in Lévy environment with jumps of both signs (a case where the classical moment duality does not hold) are, to the best of our knowledge, new. Novelty also lies in the strategy of encoding the combinatorics of the ASG into a function, leading to an extension of the classical moment duality (1.3) to a moment duality between (1.1)
and a non-stochastic semigroup (see Remark 2.16). Moreover, we establish analytical analogues to the usual probabilistic properties of the dual (Proposition 2.15 and Theorems 2.18, 2.19, 2.23, 2.24), even though that object is quite complex and not very explicit in the present case.

The content of the remaining sections has been described in Section 1.4. Now that our main results have been stated we can be more specific about Sections 4, 5, 6 and Appendix A. In Section 4 we prove Theorem 2.11 and some estimates about the function $F^l_G(\cdot)$. In Section 5 we show that the coefficients $R_{l}^{m,k}(i, j)$ are well-defined, make appear a renewal structure in the E-ASG and in $(F^l_{G_j}(\cdot))_{j \geq 0}$, prove Proposition 2.15, study the small-time behavior of $R_{l}^{m,k}(i, j)$ and prove Theorems 2.18 and 2.19 (for the sake of brevity, we prove Theorem 2.18 only in the subcase $\sigma = 0$). Finally, we combine these results to prove Theorem 2.22. In Section 6 we prove Theorems 2.23–2.25. Appendix A contains some technical proofs, including the proof of Proposition 2.6, and some technical lemmas. The section dependency is as follows. The definitions from Sections 1 and 2, as well as Lemmas 2.8, 2.10 and Proposition 2.6, are used all along the paper. Sections 4, 5, 6, in this order, are built on each others and contain the proofs of the main results stated in Section 2.5. Section 3 relies on the results proved in the other sections. Appendix A.1 (resp. A.2, A.3, A.4) can be considered as being part of Section 2.4.2 (resp. 5.3, 5.6, 6.1).

3. Examples, applications, and generalizations

3.1. Examples and applications.

3.1.1. Case without random environment. As to illustrate the basic ideas of the method outlined in Section 2.5, we here apply it in the classical case, where it simplifies, of no random environment, i.e. $L(t) := -\sigma t$ in (1.1). By definition of $F^l_G(A)$ in Section 2.4.5, we have in this case $F^l_G(A) \geq 0$ for any $t$. This and Theorem 2.11 in particular imply that the heuristic reasoning just after Remark 2.12 is now valid. Thus, $h^l_1(x) = \sum_{k \geq 1} Q_l(i, k) x^k$. Since the integrand in (2.18) is null on $\{|V_{G_l}| < k\}$, using (2.16), the non-negativity of coefficients $F^l_G(A)$, Lemma 2.10, and Proposition 2.6 we get $|Q_l(i, k)| \leq P_l (|V_{G_l}| \geq k) \leq \sum_{j \geq k} \pi(j)/\pi(i) \leq C_1 e^{-C_2 (\log(k)^2)/\pi(i)}$. Combining with (2.28) from Theorem 2.24 and the convergence of $h^l_1(x)$ to $h(x)$ (from Proposition 5.9), and applying dominated convergence, we get $h(x) = \sum_{k \geq 1} b_k x^k$, which improves Theorem 2.25 in this case. Since in the present case the coefficients $a^l_j$ are non-negative, $h(x) = \sum_{k \geq 1} b_k x^k$ alternatively follows directly from (2.26) of Theorem 2.22, together with $b_j = \sum_{k=1}^{\infty} a^l_j$ (see Theorem 2.24). Then, (2.29) of Theorem 2.24 (which is a consequence of Theorem 2.23) yields

$$b_2 = \frac{\sigma}{2} b_1 \text{ and } \forall k \geq 2, b_{k+1} = \left( \frac{k-1}{k+1} + \frac{\sigma}{k+1} \right) b_k - \frac{(k-1)\sigma}{k(k+1)} b_{k-1}. \quad (3.30)$$

Since the sequence $(b_1 a^{k-1}/k!)_{k \geq 1}$ satisfies (3.30) and has same initial term as $(b_k)_{k \geq 1}$, we get $b_k = b_1 a^{k-1}/k!$ for any $k \geq 1$. Therefore, $h(x) = b_1 (e^{\sigma x} - 1)/\sigma$ and, since $h(1) = 1$, we get $h(x) = (e^{\sigma x} - 1)/(e^{\sigma} - 1)$. We thus recover a classical result known in this case (see for example (7) of [24] applied to $1 - X$).

3.1.2. Case of one-sided selection. Let us consider the case where the Lévy process $L$ has only negative jumps, that is, $\nu((0, 1)) = 0$. Then, type 0 never expresses a selective advantage but type 1 does. The definition of $F^l_G(A)$ in Section 2.4.5 shows that in this case $F^l_G(A) \geq 0$ for any $t$. Reasoning as in Section 3.1.1 yields the following improvement of Theorem 2.25.
Corollary 3.1. If $\nu((0,1)) = 0$, then $h(x) = \sum_{k \geq 1} b_k x^k$, where the coefficients $b_k$ satisfy (2.29) and $\sum_{k \geq 1} b_k = 1$.

This case is also covered by [8, Cor. 2.7, applied to $1 - X$]. That result yields in particular $h(x) = 1 - \sum_{k \geq 0} a_k (1 - x)^k = \sum_{k \geq 1} (a_{k-1} - a_k) x^k$, where the coefficients $(a_k)_{k \geq 0}$ are the ones from [8, Th. 2.6, applied to $1 - X$] (in the present case one needs to set $\theta = 0$ in that theorem). Therefore, the coefficient $b_k$ from Corollary 3.1 should equal $\hat{b}_k := a_{k-1} - a_k$. $(a_k)_{k \geq 0}$ satisfies a recursion relation given by (2.18) of [8], which can be re-written as a recursion relation for $(\hat{b}_k)_{k \geq 0}$. The later and (2.29) seem to indeed generate the same sequence. In particular, a straightforward calculation shows that the recursion relation for $(\hat{b}_k)_{k \geq 0}$ provides the same values for $b_2/b_1$ and $b_3/b_1$ as those given by Remark 2.26 for $b_2/b_1$ and $b_3/b_1$.

3.1.3. Martingale case. Recall from Theorem 2.22 that, almost surely, $\lim_{t \to \infty} X(t)$ exists and belongs to $\{0, 1\}$. In the particular case where $\int_{(-1,1)} z\nu(dz) = \sigma$, $X$ is a bounded martingale so $\mathbb{E}[\lim_{t \to \infty} X(t)|X(0) = x] = x$. Therefore, $h(x) = x$ so that $b_1 = 1$ and $b_k = 0$ for $k \geq 2$. This is in line with our results. Indeed, when $\int_{(-1,1)} z\nu(dz) = \sigma$, Remark 2.26 yields that $b_2 = 0$. Since $\tau(1,j) = 0$ for $j \geq 3$ (see Definition 2.17), using (2.29) we obtain by induction that also $b_k = 0$ for all $k \geq 2$.

3.1.4. A numerical application. Let us apply the formulas provided by Theorems 2.24 and 2.25 to some particular parameter choices. Assume $\sigma > 0$ and $\nu$ is of the form $\nu(dx) = \lambda \delta_a(dx)$ for some $\lambda \geq 0$ and $a \in \{0, 1\}$. For a given choice of $(\sigma, \lambda, a)$, the numbers $b_k/b_1$ can be computed recursively thanks to (2.29) from Theorem 2.24. For large $k$, those numbers explode for many parameter choices. This suggests that the Taylor expansion from Theorem 2.25 cannot be improved into a power series decomposition. However, it turns out that if the parameters are sufficiently small, $|b_k|$ decays rather fast towards 0. In such cases, we expect $h(x) = \sum_{k \geq 1} b_k x^k$, similarly to the case with one-sided selection (see Section 3.1.2). Assuming this is indeed true, $1/b_1$ could be approximated by summing the previously computed values of $b_k/b_1$. For $\sigma = 0.8$, $\lambda = 0.8$, and $a \in \{0, 0.1, 0.2, 0.3\}$, this leads to the approximated values of coefficients $b_k$ given in Table 1 and to the graphical representations of $h(x)$ given in Figure 4. Note that the case $a = 0$ is the classical case without random environment, considered in Section 3.1.1.

| $a$ | $b_1$ | $b_2$ | $b_3$ | $b_4$ | $b_5$ | $b_6$ | $b_7$ |
|-----|-------|-------|-------|-------|-------|-------|-------|
| 0.0 | 0.6527730 | 0.2611092 | 0.0696291 | 0.0139258 | 0.0022281 | 0.0002971 | 0.0000340 |
| 0.1 | 0.6830193 | 0.2458870 | 0.0586850 | 0.0166059 | 0.0015352 | 0.0002021 | 0.0000229 |
| 0.2 | 0.7145930 | 0.2286698 | 0.0475633 | 0.0078140 | 0.0011734 | 0.0001641 | 0.0000201 |
| 0.3 | 0.7473968 | 0.2092711 | 0.0365527 | 0.0056493 | 0.0009582 | 0.0001497 | 0.0000206 |

Table 1. Calculated approximations of coefficients $b_1, \ldots, b_7$ when $\sigma = 0.8$, $\lambda = 0.8$, and $a \in \{0, 0.1, 0.2, 0.3\}$.

To estimate $h(x)$ for small $x$ and under parameter choices that make $b_k/b_1$ explode, one can determine an approximation of $b_1$ (for example via simulations of the E-ASG) and then use Theorems 2.24 and 2.25. In order to compute suitable approximations of $h(x)$ on $[0,1]$, one can determine approximations of a reasonable number of coefficients $a_k^b$ and then use Theorem 2.22.
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Figure 4. $h(x)$ as a function of $x$ when $\sigma = 0.8$, $\lambda = 0.8$, and $a \in \{0, 0.1, 0.2, 0.3\}$. For $a = 0$, the curve is generated from the classical formula $h(x) = (e^{x\sigma} - 1)/(e^{\sigma} - 1)$ (see Section 3.1.1).

interest, the upper bound $\sum_{j \geq m} \pi(j)$ is better and can be calculated numerically with high precision (see the discussion after Proposition 2.6). Therefore, the later seems more useful in practice in measuring how well $h(x)$ is approximated by $\sum_{k=1}^{m-1} P_k(x)$.

3.2. Relation with other models and generalizations.

3.2.1. Other types of fluctuating selection. Different types of fluctuating selection exist in the literature. There are models without jumps, but with selection coefficient $\sigma$ fluctuating over time. For example, these fluctuations can be random [14, 18] or be a function of the type-frequency process [7, 12] (this last setting is called frequency-dependent selection). Another setup arises when the Lévy process $L$ in (1.1) is replaced by a continuous Lévy process, i.e. a drifted Brownian motion, see e.g. [3]. The effects of jumps can also be different or more general, i.e. the term $X(s-)(1 - X(s-))dL(s)$ in (1.1) can be replaced by a different or more general function of $X(s-)$ and of the jump of the environment at time $s$, see e.g. [2, 13]. In the following subsection, we consider (1.1), but in a fluctuating (or rather in-homogeneous) environment, which is yet another type of fluctuating selection.

3.2.2. Partial generalization to the case of an in-homogeneous environment. In the model (1.1), the environmental influence on selection is given by the jumps of the Lévy process $L$, that is, by a Poisson point process $(t_k, j_k)_{k \in I}$ on $[0, \infty) \times (-1, 1)$ with intensity measure $dt \times \nu$ where $\nu((-1, 1)) < \infty$. In other words, the distribution of the environment is homogeneous. It can also make sense to consider a model with an in-homogeneous distribution of the environment, which allows to take into account some time-dependent tendencies; for example, increasing frequency of extreme events over time and/or change of the typical intensity of those events. In this case, since the distribution and rate of environmental events changes over time, we model the environment by a Poisson point process $(t_k, j_k)_{k \in I}$ on $[0, \infty) \times (-1, 1)$ with intensity measure $\tilde{\nu}$ which satisfies $\tilde{\nu}([t] \times (-1, 1)) = 0$ and $\tilde{\nu}([0, t] \times (-1, 1)) < \infty$ for any $t \geq 0$. Such an environment is quite general, allowing different kinds of situations to fit into this framework. Consider $L$ being defined via $L(s) := -\sigma s + \sum_{k: t_k \leq s} j_k$ as in the homogeneous case. Then, according to Remark 9.9 in [29], $L$ is an additive process in the sense of Definition 1.6 of [29] (but, in general, no longer a
Lévy process. Thus, replacing the Lévy process $L$ by the just-defined additive process turns SDE (1.1) into a model with in-homogeneous environment.

The quenched ASG (resp. E-ASG) generalizes to the in-homogeneous case using Definition 2.2 (resp. 2.5) given a realization of the environment. The annealed ASG (resp. E-ASG) on $[0, T]$ is the branching-coalescing particle system $(A^T_x)_{x \in [0, T]}$ (resp. $(G^T_x)_{x \in [0, T]}$) arising from the quenched ASG (resp. E-ASG) by randomizing the environment. We note that the annealed ASG and E-ASG need to have the same (complicated) time-line as the quenched ASG and E-ASG because of the non-homogeneity of the distribution of the environment. The quenched coefficients $R^m_{r,t}(i, j)$ can be defined via (2.20). The annealed coefficients $R^m_{r,t}(i, j)$ arise by integration of the quenched coefficients with respect to the random environment. (5.53) in Lemma 5.1 of Section 5.1 translates to the in-homogeneous case and guarantees the well-definedness of the coefficients.

Our methodology partially generalizes to the in-homogeneous case. All our quenched results remain of course true. Integrating the quenched result from Theorem 2.14 with respect to the law of the in-homogeneous environment yields:

**Theorem 3.2.** In the in-homogeneous case, for any $l \geq 1, m \geq l, x \in [0, 1]$ and $T \geq 0$, we have

$$
\mathbb{E} \left[ (X(T))^l \mid X(0) = x \right] = \mathbb{E}^T \left[ \sum_{A \in \mathcal{P}(V_{G^T_0})} F^l_{G^T_0}(A) x^{|A|} \right] = \sum_{k=1}^{\infty} \sum_{j=1}^{k} R^m_{0,T}(l, j) x^j.
$$

In other words, the moment duality between (1.1) and a non-stochastic semigroup also holds in the in-homogeneous case. Imposing some additional conditions on the measure $\nu$, it seems possible to prove convergence of $X(t)$ (almost surely) and of the coefficients $R^m_{0,T}(l, j)$ as $t$ goes to infinity, and to generalize the representation (2.26) of $h(x)$ with the limit coefficients. However, getting linear relations such as (2.25) for the limit coefficients is more challenging. In the homogeneous case, Theorem 2.18 strongly relies on the homogeneity of the environment. Therefore, even if one finds conditions on $\nu$ that allow to deduce that $\frac{d}{dt} R^m_{0,T}(l, j)$ exists, it seems hard to generalize Theorem 2.18 (and therefore (2.25)) to the in-homogeneous case.

### 3.2.3. Generalization to the case with mutations.

In this subsection we discuss how the methods and results of the present paper extend to the model with mutations. For the sake of brevity, we do so without proofs. Here,

$$
dX(s) = [\theta \nu_0(1 - X(s)) - \theta \nu_1 X(s)] ds + X(s)(1 - X(s)) dL(s) + \sqrt{2X(s)(1 - X(s))} dB(s),
$$

where $L$ and $B$ are as in (1.1), $\theta > 0$ and $\nu_0, \nu_1 \in (0, 1)$ with $\nu_0 + \nu_1 = 1$. The extra term (compared to (1.1)) reflects that individuals mutate at positive rate with the resulting type being 0 (resp. 1) with probability $\nu_0$ (resp. $\nu_1$). We are interested in the stationary distribution of the solution of (3.31). For $l \geq 1$, let $M_{l}$ denote the moment of order $l$ of that stationary distribution.

In this model the ASG is defined as in Definition 2.2, but with the additional rule that each line is decorated with a mutation to type 0 (resp. 1) with rate $\theta \nu_0$ (resp. $\theta \nu_1$). We define the E-ASG as in Definition 2.5, but with the additional rule that each line is decorated with a mutation to type 0 (resp. 1) with rate $\theta \nu_0$ (resp. $\theta \nu_1$) and is subsequently terminated. For the
annealed E-ASG on \([0, \infty)\), there is then almost surely a finite time \(T_{\text{ext}}\) at which the E-ASG enters (and remains in) the state of 0 lines.

Extending the encoding function \(F_G^l(\cdot)\) to the mutation case requires modifying some definitions of Section 2.4.4. First, we need to allow two extra types of generations for elements of \(G_m\): when each line in generation \(n\) has exactly one son, but exactly one line has no son and is decorated with a mutation to type 0 (resp. 1). Then, there is one less line in generation \(n+1\) than in generation \(n\). We refer to the new generation as type 0 (resp. 1) mutation generation of \(G\). Next, we need to include the empty set of lines into \(\mathcal{P}(V_G)\). Other definitions from Section 2.4.4 are unchanged. For \(l \geq 1\), we recursively define the function \(\tilde{F}_G^l(\cdot)\) by (2.11)–(2.13) as in Section 2.4.5, but with the following additional rules:

- If \(n+1\) is a type 0 mutation generation of \(G\), let us denote by \(L_M\) the line from generation \(n\) that is decorated with a mutation. Then, for any \(A \in \mathcal{P}(V_G)\), we set
  \[\tilde{F}_G^l(A) = \tilde{F}_G^l(\pi_n(G)(P(A)) + \tilde{F}_G^l(\pi_n(G)(P(A) \cup \{L_M\})).\]

- If \(n+1\) is a type 1 mutation generation of \(G\), then we set
  \[\tilde{F}_G^l(A) = \tilde{F}_G^l(\pi_n(G)(P(A))\text{ for any } A \in \mathcal{P}(V_G).\]

These additional rules can be interpreted as follows. Sets of lines that contain a line subject to a mutation are removed. If the mutation is to type 1, the values of \(\tilde{F}_G^l\) on other sets of lines are unchanged. If the mutation is to type 0, the contributions of removed sets of lines are added to the remaining sets of lines. Under this definition of \(\tilde{F}_G^l(\cdot)\), we can possibly have \(\tilde{F}_G^l(\emptyset) \neq 0\).

Under the above definition of \(\tilde{F}_G^l(\cdot)\), we claim \(\tilde{F}_G^l(\cdot)\) satisfies (2.15), and (3.31) satisfies the following generalization of Theorem 2.14: For any \(l \geq 1, m \geq l, t \in [0, 1]\) and \(T \geq 0\),

\[
\mathbb{E}\left[(X(T))^l | X(0) = x\right] = \mathbb{E}_m\left[\sum_{A \in \mathcal{P}(V_G)} \tilde{F}_G^l(A)|x|^{|A|}\right].
\]  

(3.32)

Similarly to Definition 2.13, we define for any \(i \geq 1, j \geq 0\) and \(t \geq 0\), \(\tilde{Q}_t(i, j) := \mathbb{E}_t[\sum_{A \in \mathcal{P}(V_G), |A| = j} \tilde{F}_G^l(A)|x|^{|A|}\] and for any \(j \geq 0\) and \(t \geq 0, \tilde{Q}_t(0, j) := 1_{j=0}.

Note that, \(\mathbb{P}_m\)-almost surely, we have for \(t \geq T_{\text{ext}}, \sum_{A \in \mathcal{P}(V_G)} \tilde{F}_G^l(A)|x|^{|A|} = \tilde{F}_G^l(\emptyset).\) From (3.32) and dominated convergence we deduce that

\[
M_t = \mathbb{E}_t\left[\tilde{F}_{G_{\text{ext}}}^l(\emptyset)\right] = \lim_{t \to \infty} \mathbb{E}_t[\tilde{F}_G^l(\emptyset)] = \lim_{t \to \infty} \tilde{Q}_t(0, 0),
\]  

(3.33)

where the last equality follows from the definition of \(\tilde{Q}_t(i, j).\) It is then reasonable to expect the methodology from Section 5 to be applicable. This allows to prove that the coefficients \(\tilde{Q}_t(i, j)\) satisfy a system of ODEs in which each \(\frac{\text{d}}{\text{d}t}\tilde{Q}_t(i, j)\) is a linear combination of coefficients \(\tilde{Q}_t(k, j)\) for finitely many indices \(k \geq 0\). Here, the system of ODEs is analogous to the Kolmogorov backward equations. Letting \(j = 0\) in those equations and combining with (3.33) leads to linear relations satisfied by the moments \((M_t)_{t \geq 1}\).

3.2.4. Generalization to the case with colonies and migrations. In this subsection we consider a population divided into \(K\) colonies. Each of them has its own selection mechanism and there is migration between them. Fix \(m(i, j) \geq 0\) (for \(i \neq j\)) such that \((m(i, j))_{1 \leq i, j \leq K}\) is an irreducible rate matrix. Let \((\rho_1, \ldots, \rho_K)\) be the corresponding equilibrium probability distribution. If
(m(i, j))_{1 \leq i, j \leq K}$ represents the migration rates between colonies (i.e. on the infinitesimal time interval $(t, t + dt)$, a proportion $m(i, j)dt$ of individuals from colony $i$ have moved to colony $j$), then the sizes of the colonies (with respect to the total population size) are given at equilibrium by $\rho_1, \ldots, \rho_K$. This model is then described by the system of SDEs

$$dX_i(t) = X_i(t-)(1 - X_i(t-))dL_i(t) + \sqrt{\frac{2}{\rho_i}X_i(t)(1 - X_i(t))}dB_i(t)$$

$$+ \left( \sum_{j=1; j \neq i}^K \tilde{m}(i, j)(X_j(t) - X_i(t)) \right) dt,$$

where $i \in \{1, \ldots, K\}$, $\tilde{m}(i, j) := m(i, j)\rho_j/\rho_i$ are known as the backward migration rates, $B_1, \ldots, B_K$ are independent Brownian motions, $L = (L_1, \ldots, L_K)$ is an independent Lévy process built as the sum of a compound Poisson process in $\mathbb{R}^K$ with jumps in $(-1, 1)^K$ and of a drift, where the drift vector $(-\sigma_1 t, \ldots, -\sigma_K t)$ has non-positive components. $X_i(t)$ represents the proportion of type 0 individuals in colony $i$ at time $t$. The last term in (3.34) represents the effect of migrations. For the more classical version of this model without jumps, we refer to [16].

The ancestral structure can be extended to this model. Here, lines of the ASG are partitioned into $K$ subsets that correspond to the $K$ colonies. Only lines in the same colony can coalesce (at rate $2/\rho_i$ for a pair in colony $i$). Single branchings favoring type 1 occur in colony $i$ at rate $\sigma_i$. In the quenched setting, at each jump of the environment, each line from colony $i$ independently branches with probability $|J_i|$, where $J_i$ is the $i^{th}$ component of the jump. A line from the $i^{th}$ colony migrates to the $j^{th}$ colony at rate $\tilde{m}(i, j)$. For the classical model without jumps, this definition of the ASG reduces to the one in [16].

The E-ASG arises from the ASG along the lines of Section 2.4. Now, the E-ASG additionally has migration generations. For $l = (l_1, \ldots, l_K)$, we can define a function $\tilde{F}_G(l)$ similarly as in Section 2.4.5. Though, here the mapping is from $\mathcal{P}(V_G^1) \times \cdots \times \mathcal{P}(V_G^K)$ to $\mathbb{R}$, where $V_G^i$ is the set of lines in the last generation of $G$ that belong to colony $i$ and $\mathcal{P}(V_G^i)$ is the corresponding family of (possibly empty) subsets. Definitions (2.11)–(2.13) straightforwardly generalize to this setting. In the case where the $n + 1^{st}$ generation is a migration generation (where the migration is from colony $i$ to colony $j$ and $L_M$ denotes the migrated line), one should set

$$\tilde{F}_G(A_1, \ldots, A_i, \ldots, A_j, \ldots, A_K)$$

$$= \begin{cases} 
\tilde{F}_{\pi_n(G)}(P(A_1), \ldots, P(A_i) \cup \{L_M\}, \ldots, P(A_j \setminus \{L_M\}), \ldots, P(A_K)), & \text{if } L_M \in A_j, \\
\tilde{F}_{\pi_n(G)}(P(A_1), \ldots, P(A_i), \ldots, P(A_j), \ldots, P(A_K)), & \text{if } L_M \notin A_j.
\end{cases}$$

Theorem 2.14 should be generalizable to cover product moments $E[\prod_{i=1}^K (X_i(T))^j]$ (for initial conditions of the form $X_i(0) = x_i, i = 1, \ldots, K$) with this choice of $\tilde{F}_l(\cdot)$. Moreover, it should be possible to extend the other results from Section 2.5 by generalizing the coefficients $R_l^m,(i,j)$ from Definition 2.13 to multi-index coefficients. Eventually, this should lead to a representation for the fixation probability $h(x_1, \ldots, x_K)$, and linear relations for the coefficients of the monomials.
4. A Function That Catches the Combinatorics of the ASG

4.1. Expression of $h_T^l(x)$: Proof of Theorem 2.11. The idea is to update the expression of $h_T^l(x)$ along events of the E-ASG. More precisely we take a subdivision $((kT/2^m, (k+1)T/2^n))_{k<2^n}$ of $(0,T]$ so that, for each interval of the subdivision there is, with high probability, either 0 or 1 transition of the E-ASG. Then, by induction on $k$ we prove (4.37), which essentially says that a quantity related to $h_T^l(x)$ is expressed in terms of the coefficients $F^l_{G_{kT/2^n}}(A)$ and of the indicator functions of the events $E(kT/2^n, T, A, x)$ (introduced in Definition 2.9) for sets $A \in \mathcal{P}(V_{G_{kT/2^n}})$. To do so we compute, for $A \in \mathcal{P}(V_{G_{kT/2^n}})$, the indicator function of $E(kT/2^n, T, A, x)$ in terms of the indicator functions of events $E((k+1)T/2^n, T, B, x)$ for $B \in \mathcal{P}(V_{G_{(k+1)T/2^n}})$, depending on the evolution of the E-ASG on $(kT/2^n, (k+1)T/2^n]$. We then plug this into the induction hypothesis of order $k$ and use the definition of $F^l(\cdot)$ to recognize $F^l_{G_{(k+1)T/2^n}}(\cdot)$ in the resulting expression, which yields the induction hypothesis of order $k+1$. Then, (2.14) will follow.

We fix $m \geq 1, l \in \{1, \ldots, m\}, x \in [0,1]$ and $T > 0$. Let us consider the annealed E-ASG on $[0,T]$, starting with $m$ ordered lines $L_1, \ldots, L_m$ at time $\beta = 0$, and apply the type assignment procedure on $[0,T]$ with initial condition $x$ (see Definition 2.7). According to the discussion after Definition 2.9, we have $h_T^l(x) = \mathbb{E}_m[\mathbb{P}_x E_{[0,T,\{L_1,\ldots,L_l\},x]}]$. For $n \geq 1$ let us define

$$E_n := \{\forall t \in \{1, \ldots, 2^n\}, \sharp\{\text{transitions of E-ASG on } ((i-1)T/2^n, iT/2^n) \leq 1\} \}.$$  

Note that $\mathbb{I}_{E_n} \mathbb{P}_m$-almost surely increases to 1 as $n$ goes to infinity. In particular we have

$$h_T^l(x) = \lim_{n \to \infty} \mathbb{E}_m[\mathbb{I}_{E_n} \mathbb{I}_{E_{[0,T,\{L_1,\ldots,L_l\},x]}}]. \quad (4.35)$$

For $0 \leq a < b$, let us denote by respectively $I_0(a,b)$, $I_1(a,b)$, $I_2(a,b)$, and $I_3(a,b)$ the events where the E-ASG has, respectively, no transition on $(a,b)$, exactly one transition on $(a,b)$ that is a coalescence, exactly one transition on $(a,b)$ that is a multiple branching, and exactly one transition on $(a,b)$ that is a single branching. Let us fix $n \geq 1$ and prove by induction on $k \in \{0, 1, \ldots, 2^n\}$ that $\mathbb{P}_m$-almost surely,

$$\mathbb{E}_m[\mathbb{I}_{E_n} \mathbb{I}_{E_{[0,T,\{L_1,\ldots,L_l\},x]}}] = \mathbb{E}_m \left[ \mathbb{I}_{E_n} \sum_{A \in \mathcal{P}(V_{G_{kT/2^n}})} F^l_{G_{kT/2^n}}(A) \mathbb{I}_{E_{[kT/2^n,T,A,x]}} \right] \quad (4.36)$$

and that

$$\mathbb{E}_m[\mathbb{I}_{E_n} \mathbb{I}_{E_{[0,T,\{L_1,\ldots,L_l\},x]}}] = \mathbb{E}_m \left[ \mathbb{I}_{E_n} \sum_{A \in \mathcal{P}(V_{G_{kT/2^n}})} F^l_{G_{kT/2^n}}(A) \mathbb{I}_{E_{[kT/2^n,T,A,x]}} \right]. \quad (4.37)$$

Note that $V_{G_0} = \{L_1, \ldots, L_m\}$ and, by definition of $F^l(\cdot)$ in Section 2.4.5, $F^l_{G_0}(A) = \mathbb{I}_{A=\{L_1,\ldots,L_l\}}$. This shows that (4.36) and (4.37) are true for $k = 0$. Let us now assume that (4.36) and (4.37) are true for some $k \in \{0, 1, \ldots, 2^n - 1\}$ and prove them for $k + 1$. By the induction hypothesis

$$\mathbb{E}_m[\mathbb{I}_{E_n} \mathbb{I}_{E_{[0,T,\{L_1,\ldots,L_l\},x]}}] \geq \mathbb{E}_m \left[ \mathbb{I}_{E_n} \sum_{A \in \mathcal{P}(V_{G_{kT/2^n}})} F^l_{G_{kT/2^n}}(A) \mathbb{I}_{E_{[kT/2^n,T,A,x]}} \right] = \sum_{p=0}^3 \mathbb{E}_m[H_p]. \quad (4.38)$$

On the event $I_0(kT/2^n, (k+1)T/2^n)$ we have $G_{kT/2^n} = G_{(k+1)T/2^n}$ and for any set $A \in \mathcal{P}(V_{G_{kT/2^n}}) = \mathcal{P}(V_{G_{(k+1)T/2^n}})$, the lines of $A$ are, after assignment of types for the E-ASG on $[0,T]$ (see Definition 2.7), all of type 0 at instant $\beta = kT/2^n$ if and only if they are at instant
\[ \beta = (k + 1)T/2^n. \] Therefore the events \( I_0(kT/2^n, (k + 1)T/2^n) \cap E(t, T, A, x) \) are equal for \( t = kT/2^n \) and \( t = (k + 1)T/2^n \). Therefore, \( P_m \)-almost surely

\[
H_0 = \mathbb{1}_{I_0(kT/2^n, (k+1)T/2^n)} \mathbb{1}_{E_n} \sum_{A \in \mathcal{P}(V_{G(k+1)T/2^n})} F_{G(k+1)T/2^n}^1(A) \mathbb{1}_{E((k+1)T/2^n, T, A, x)}. \tag{4.39}
\]

By the induction hypothesis, \( H_0 \in [0, 1] \) so the right-hand side belongs \( P_m \)-almost surely to \([0, 1]\).

On the event \( I_1(kT/2^n, (k + 1)T/2^n) \), \( G_{(k+1)T/2^n} \) is obtained by adjunction of a coalescing generation to \( G_{kT/2^n} \) (where the coalescence is made uniformly randomly among all pairs). Thus, there is exactly one pair of lines in \( V_{G_{kT/2^n}} \) that share the same son in \( V_{G_{(k+1)T/2^n}} \). For a set \( A \in \mathcal{P}(V_{G_{kT/2^n}}) \), recall that \( D(A) \in \mathcal{P}(V_{G_{(k+1)T/2^n}}) \) is the set of sons in \( V_{G_{(k+1)T/2^n}} \) of lines of \( A \). For any \( A \in \mathcal{P}(V_{G_{kT/2^n}}) \), \( A \) contains either 0, 1, or 2 of the two lines whose son is common. In either case we have that, after assignment of types for the E-ASG on \([0, T]\) (see Definition 2.7), all lines of \( A \) are of type 0 at instant \( \beta = kT/2^n \) if and only if all lines of \( D(A) \) are of type 0 at instant \( \beta = (k + 1)T/2^n \). Therefore,

\[
H_1 = \mathbb{1}_{I_1(kT/2^n, (k+1)T/2^n)} \mathbb{1}_{E_n} \sum_{A \in \mathcal{P}(V_{G_{kT/2^n}})} F_{G_{kT/2^n}}^1(A) \mathbb{1}_{E((k+1)T/2^n, T, D(A), x)}
\]

\[
= \mathbb{1}_{I_1(kT/2^n, (k+1)T/2^n)} \mathbb{1}_{E_n} \sum_{B \in \mathcal{P}(V_{G_{(k+1)T/2^n}})} \left( \sum_{A \in \mathcal{P}(V_{G_{kT/2^n}}), D(A) = B} F_{G_{kT/2^n}}^1(A) \right) \mathbb{1}_{E((k+1)T/2^n, T, B, x)}. \tag{4.40}
\]

In the above we have used that each \( B \in \mathcal{P}(V_{G_{(k+1)T/2^n}}) \) is equal to \( D(A) \) for at least one set \( A \in \mathcal{P}(V_{G_{kT/2^n}}) \), since \( D(P(B)) = B \). We have by definition of \( F_{G_{kT/2^n}}^1(\cdot) \) that, on the event \( I_1(kT/2^n, (k+1)T/2^n) \), the expression inside the parenthesis equals \( F_{G_{(k+1)T/2^n}}^1(B) \). We thus get

\[
H_1 = \mathbb{1}_{I_1(kT/2^n, (k+1)T/2^n)} \mathbb{1}_{E_n} \sum_{B \in \mathcal{P}(V_{G_{(k+1)T/2^n}})} F_{G_{(k+1)T/2^n}}^1(B) \mathbb{1}_{E((k+1)T/2^n, T, B, x)}. \tag{4.40}
\]

By the induction hypothesis, \( H_1 \in [0, 1] \) so the right-hand side belongs \( P_m \)-almost surely to \([0, 1]\).

On the event \( I_2(kT/2^n, (k + 1)T/2^n) \), \( G_{(k+1)T/2^n} \) is obtained by adjunction of a multiple branching generation to \( G_{kT/2^n} \). Let \( W \in (-1, 1) \) denote its weight, as in Section 2.4.4. For a set \( A \in \mathcal{P}(V_{G_{kT/2^n}}) \), let us denote the lines of \( A \) by \( L^A_1, \ldots, L^A_{|A|} \) and let \( L^A_{i,1} \) and \( L^A_{i,2} \) denote the two sons in \( V_{G_{(k+1)T/2^n}} \) of the line \( L^A_i \), where \( L^A_{i,1} \) is the continuing brother and \( L^A_{i,2} \) is the incoming brother. We apply the type assignment procedure to the E-ASG on \([0, T]\) (see Definition 2.7) and denote by \( L^A_i \) the label of the branching that occurs on the line \( L^A_i \). By the type propagation rules: If \( l^A_i = \text{virtual} \) then \( L^A_i \) has the same type as \( L^A_{i,1} \). If \( l^A_i = \text{real} \) and \( W > 0 \), then \( L^A_i \) has type 0 if and only if either \( L^A_{i,2} \) has type 0 or \( L^A_{i,2} \) and \( L^A_{i,1} \) have respectively type 1 and 0. If \( l^A_i = \text{real} \) and \( W < 0 \), then \( L^A_i \) has type 0 if and only if both \( L^A_{i,1} \) and \( L^A_{i,2} \) have type 0. We thus
get that $\mathbb{1}_{E((k+1)T/2^n, T, \{L^A_t\}, x)}$ equals

$$
\mathbb{1}_{W>0} \left( \mathbb{1}_{\{t^A = \text{virtual}\}} \mathbb{1}_{E((k+1)T/2^n, T, \{L^A_t\}, x)} + \mathbb{1}_{\{t^A = \text{real}\}} \left( \mathbb{1}_{E((k+1)T/2^n, T, \{L^A_t\}, x)} + (1 - \mathbb{1}_{E((k+1)T/2^n, T, \{L^A_t\}, x)}) \mathbb{1}_{E((k+1)T/2^n, T, \{L^A_t\}, x)} \right) \right) + \mathbb{1}_{W<0} \left( \mathbb{1}_{\{t^A = \text{virtual}\}} \mathbb{1}_{E((k+1)T/2^n, T, \{L^A_t\}, x)} + \mathbb{1}_{\{t^A = \text{real}\}} \left( \mathbb{1}_{E((k+1)T/2^n, T, \{L^A_t\}, x)} + \mathbb{1}_{W>0} \mathbb{1}_{\{t^A = \text{real}\}} \mathbb{1}_{E((k+1)T/2^n, T, \{L^A_t\}, x)} \right) \right) = 
\left( 1 - \mathbb{1}_{W<0} \mathbb{1}_{\{t^A = \text{real}\}} \right) \mathbb{1}_{E((k+1)T/2^n, T, \{L^A_t\}, x)} + \mathbb{1}_{W>0} \left( \mathbb{1}_{\{t^A = \text{real}\}} \mathbb{1}_{E((k+1)T/2^n, T, \{L^A_t\}, x)} + \mathbb{1}_{\{t^A = \text{virtual}\}} \mathbb{1}_{E((k+1)T/2^n, T, \{L^A_t\}, x)} \right)
$$

For $B \in \mathcal{P}(V_{G_{k+1}/2^n})$, recall that $P(B) \in \mathcal{P}(V_{G_{k+1}/2^n})$ is the set of parents in $V_{G_{k+1}/2^n}$ of lines of $B$. For our fixed $A \in \mathcal{P}(V_{G_{k+1}/2^n})$, let $\mathcal{D}(A)$ denote the family of sets $B \in \mathcal{P}(V_{G_{k+1}/2^n})$ that are such that $P(B) = A$. In other words, $B \in \mathcal{D}(A)$ if and only if each line of $A$ has at least one son in $B$ (possibly two) and each line of $B$ has its parent in $A$. Note that any $B \in \mathcal{D}(A)$ is included in $\mathcal{D}(A)$. Since $\mathbb{1}_{E((k+1)T/2^n, T, A, x)} = \prod_{i=1}^{\lfloor |A|/2 \rfloor} \mathbb{1}_{E((k+1)T/2^n, T, \{L^A_t\}, x)}$, we deduce from above that

$$
\mathbb{1}_{E((k+1)T/2^n, T, A, x)} = \sum_{B \in \mathcal{D}(A)} \prod_{j=1}^{\lfloor |B|/2 \rfloor} W(L^B_j) \mathbb{1}_{E((k+1)T/2^n, T, \{L^B_t\}, x)} = \sum_{B \in \mathcal{D}(A)} \mathbb{1}_{E((k+1)T/2^n, T, B, x)} \prod_{j=1}^{\lfloor |B|/2 \rfloor} W(L^B_j)
$$

(4.41)

where we denoted by $L^B_1, \ldots, L^B_{|B|}$ the lines of any set $B \in \mathcal{D}(A)$ and where

$$
W(L^B_j) := (1 - \mathbb{1}_{W<0} \mathbb{1}_{\{\text{branching from which } L^B_j \text{ is issued has label real}\}})
$$

if $L^B_j$ is a continuing line whose associated incoming brother is in $B^c$,

$$
W(L^B_j) := \mathbb{1}_{W>0} \mathbb{1}_{\{\text{branching from which } L^B_j \text{ is issued has label real}\}}
$$

if $L^B_j$ is an incoming line whose associated continuing brother is in $B^c$,

$$
W(L^B_j) := \mathbb{1}_{\{\text{branching from which } L^B_j \text{ is issued has label real}\}} (1 - \mathbb{1}_{W<0} - \mathbb{1}_{W>0})
$$

if $L^B_j$ is an incoming line whose associated continuing brother is in $B$, and $W(L^B_j) = 1$ if $L^B_j$ is a continuing line whose associated incoming brother is in $B$. Then, replacing $\mathbb{1}_{E((k+1)T/2^n, T, A, x)}$ by (4.41) into the expression of $H_2$ (see (4.38)) we get

$$
H_2 = \mathbb{1}_{I_2(kT/2^n, (k+1)T/2^n)} \mathbb{1}_{E_n} \sum_{A \in \mathcal{P}(V_{G_{k+1}/2^n})} \sum_{B \in \mathcal{D}(A)} F^A_{G_{k+1}/2^n} (A) \left( \prod_{j=1}^{\lfloor |B|/2 \rfloor} W(L^B_j) \right) \mathbb{1}_{E((k+1)T/2^n, T, B, x)}
$$

($G_{\beta})_{\beta \in [0,T]} being given, note from Definition 2.7 that the types of lines in $V_{G_{\beta}}$ (for any $t \in [0, T]$) is a deterministic function of ($G_{\beta})_{\beta \in [0,T]}$, the labels on $[t, T]$, and the types of lines in $V_{G_{T}}$. Also, recall that for any $t \in [0, T]$, $F^B_{G_{\beta}} (\cdot)$ is a deterministic function of ($G_{\beta})_{\beta \in [0,T]}$ and that it does not depend on the labels. Let us define the sigma-field

$$
\mathcal{G}_k := \sigma((G_{\beta})_{\beta \in [0,T]}), \text{ labels on } [(k+1)T/2^n, T], \text{ types of lines in } V_{G_T}.
$$

Note that $\mathcal{G}_k$ contains all the information on the weights of the transitions of the E-ASG on $[0, T]$. Then, $E_m[H_2] = E_m[E_m[H_2|\mathcal{G}_k]]$. In the above expression, only the factors $W(L^B_j)$ are
not measurable with respect to $G_k$ so we get that $\mathbb{E}_m[H_2]$ equals

$$
\mathbb{E}_m \left[ \mathbb{I}_{I_2(kT/2^n,(k+1)T/2^n)} \mathbb{I}_{E_n} \sum_{A \in \mathcal{P}(V_{G_{kT/2^n}})} \sum_{B \in \mathcal{D}(A)} F^l_{G_{kT/2^n}}(A) \mathbb{I}_{E_{((k+1)T/2^n,T,B,x)}} \right].
$$

(4.42)

Moreover, what is inside the above expectation $\mathbb{P}_m$-almost surely belongs to $[0,1]$ since it equals $\mathbb{E}_m[H_2|G_k]$ and, $\mathbb{P}_m$-almost surely, $H_2 \in [0,1]$. From Definition 2.7, the labels of the branchings occurring in $(kT/2^n,(k+1)T/2^n)$ are iid, real with probability $|W|$ and virtual with probability $1-|W|$. Therefore, for any $B \in \mathcal{D}(A)$ we have

$$
F^l_{G_{kT/2^n}}(A) \times \mathbb{E}_m \left[ \prod_{j=1}^{[B]} W(L_j^B)|G_k \right] = F^l_{G_{kT/2^n}}(A) \times (1+W\mathbb{I}_{W<0})^{\alpha(B)} \times (W\mathbb{I}_{W>0})^{\beta(B)} \times (-W)^{\gamma(B)},
$$

where $\alpha(B)$, $\beta(B)$ and $\gamma(B)$ are defined in Section 2.4.5. Recall that for any $B \in \mathcal{D}(A)$ we have $P(B) = A$. Therefore, the above equals

$$
F^l_{G_{kT/2^n}}(P(B)) \times (1+W\mathbb{I}_{W<0})^{\alpha(B)} \times (W\mathbb{I}_{W>0})^{\beta(B)} \times (-W)^{\gamma(B)}.
$$

Using the definition of $F^l(\cdot)$ in Section 2.4.5, we can identify the above with $F^l_{G_{(k+1)T/2^n}}(B)$. Plugging into (4.42) we deduce

$$
\mathbb{E}_m[H_2] = \mathbb{E}_m \left[ \mathbb{I}_{I_3(kT/2^n,(k+1)T/2^n)} \mathbb{I}_{E_n} \sum_{B \in \mathcal{P}(V_{G_{kT/2^n}})} F^l_{G_{(k+1)T/2^n}}(B) \mathbb{I}_{E_{((k+1)T/2^n,T,B,x)}} \right].
$$

(4.43)

$$
\mathbb{E}_m \left[ \mathbb{I}_{I_3(kT/2^n,(k+1)T/2^n)} \mathbb{I}_{E_n} \sum_{B \in \mathcal{P}(V_{G_{(k+1)T/2^n}})} F^l_{G_{(k+1)T/2^n}}(B) \mathbb{I}_{E_{((k+1)T/2^n,T,B,x)}} \right].
$$

(4.44)

For the last equality we used that for each $B \in \mathcal{P}(V_{G_{(k+1)T/2^n}})$ there is exactly one $A \in \mathcal{P}(V_{G_{kT/2^n}})$ such that $B \in \mathcal{D}(A)$ (this $A$ is precisely $P(B)$). Therefore, for each $B \in \mathcal{P}(V_{G_{(k+1)T/2^n}})$, $F^l_{G_{(k+1)T/2^n}}(B)$ appears exactly once in the sum in the expression (4.43). Moreover, since the quantities inside the expectations (4.42), (4.43) and (4.44) are actually $\mathbb{P}_m$-almost surely equal, they belong $\mathbb{P}_m$-almost surely to $[0,1]$.

On the event $I_3(kT/2^n,(k+1)T/2^n)$, $G_{(k+1)T/2^n}$ is obtained by adjunction of a single branching generation to $G_{kT/2^n}$. Thus, there is exactly one line in $V_{G_{kT/2^n}}$ that has two sons in $V_{G_{(k+1)T/2^n}}$. Let us denote this line by $L_0$ and by $L_{0,1}$ and $L_{0,2}$ the two sons in $V_{G_{(k+1)T/2^n}}$ of $L_0$, where $L_{0,1}$ is the continuing brother and $L_{0,2}$ is the incoming brother. For a set $A \in \mathcal{P}(V_{G_{kT/2^n}})$, let us denote the lines of $A$ (others than $L_0$) by $L^A_1, L^A_2, \ldots$ and let $L^A_{i,1}$ denote the son in $V_{G_{(k+1)T/2^n}}$ of the line $L^A_i$. Note that after assignment of types for the E-ASG on $[0,T]$ (see Definition 2.7), we
have $\mathbb{I}_{E((kT)/2^n,T,\{L_0\},x)} = \mathbb{I}_{E((k+1)T/2^n,T,\{L_{0,1},L_{0,2}\},x)}$. Therefore $\mathbb{I}_{E((kT)/2^n,T,A,x)}$ equals

$$
\mathbb{I}_{L_0 \notin A} \prod_{i=1}^{\lfloor A \rfloor} \mathbb{I}_{E((kT)/2^n,T,\{L_i^A\},x)} + \mathbb{I}_{L_0 \in A} \prod_{i=1}^{\lfloor A \rfloor - 1} \mathbb{I}_{E((kT)/2^n,T,\{L_i^A\},x)}
$$

Moreover, the terms in (4.39), (4.40), (4.45), as well as what are inside the expectations in (4.43)-(4.44) we can conclude where the last equality comes from the definition of $F_{\lfloor G \rfloor T/2^n}^l$ in Section 2.4.5. Proceeding as in (4.43)-(4.44) we can conclude

$$
H_3 = \mathbb{I}_{E_3((kT)/2^n,(k+1)T/2^n)} \mathbb{I}_{E_n} \sum_{B \in \mathcal{D}(G_{(k+1)T/2^n})} F_{\lfloor G \rfloor T/2^n}^l (B) \mathbb{I}_{E((k+1)T/2^n,T,B,x)}, \quad (4.45)
$$

By the induction hypothesis, $H_3 \in [0, 1]$ so the right-hand side belongs $\mathbb{P}_m$-almost surely to $[0, 1]$.

Plugging (4.39), (4.40), (4.44) and (4.45) into (4.38) we get that (4.37) holds for $k + 1$. Moreover, the terms in (4.39), (4.40), (4.45), as well as what are inside the expectations in (4.44), are $\mathbb{P}_m$-almost surely in $[0, 1]$, and since at most one indicator $\mathbb{I}_{E_3((kT)/2^n,(k+1)T/2^n)}$ is not 0, (4.36) holds for $k + 1$. The induction is thus proved. Recall $(F_1)_{t \geq 0}$ from Section 2.4.4. We evaluate (4.37) at $k = 2^n$ and get that $E_m \mathbb{E}_m \left[ \mathbb{I}_{E_n} \mathbb{I}_{E_0(T,\{L_{1,\ldots,L_{1}}\},x)} \right]$ equals

$$
E_m \left[ \mathbb{I}_{E_n} \sum_{A \in \mathcal{P}(V_{G_T})} F_{\lfloor G \rfloor T}^l (A) \mathbb{I}_{E(T,T,A,x)} | F_T \right] = E_m \left[ \mathbb{I}_{E_n} \sum_{A \in \mathcal{P}(V_{G_T})} F_{\lfloor G \rfloor T}^l (A) \mathbb{I}_{E(T,T,A,x)} | F_T \right]
$$

Moreover, by (4.36) at $k = 2^n$ we get that all the terms that are inside the above expectations $\mathbb{P}_m$-almost surely belong to $[0, 1]$ which shows that

$$
\mathbb{I}_{E_n} \sum_{A \in \mathcal{P}(V_{G_T})} F_{\lfloor G \rfloor T}^l (A) \mathbb{I}_{E(T,T,A,x)} \in [0, 1], \quad \mathbb{I}_{E_n} \sum_{A \in \mathcal{P}(V_{G_T})} F_{\lfloor G \rfloor T}^l (A) x^{|A|} \in [0, 1]. \quad (4.47)
$$

Combining (4.46) with (4.35) we get

$$
h_T(x) = \lim_{n \to \infty} E_m \left[ \mathbb{I}_{E_n} \sum_{A \in \mathcal{P}(V_{G_T})} F_{\lfloor G \rfloor T}^l (A) \mathbb{I}_{E(T,T,A,x)} \right] = \lim_{n \to \infty} E_m \left[ \mathbb{I}_{E_n} \sum_{A \in \mathcal{P}(V_{G_T})} F_{\lfloor G \rfloor T}^l (A) x^{|A|} \right].
$$

Recall that $\mathbb{I}_{E_n} \mathbb{P}_m$-almost surely increases to 1 as $n$ goes to infinity, and thanks to (4.47) we can apply dominated convergence which yields (2.14). Combining (4.47) and the fact that $\mathbb{I}_{E_n}$ increases to 1 we get (2.15). Finally, by choosing $x = 1$ in (2.15) and (2.14) we see that $\sum_{A \in \mathcal{P}(V_{G_T})} F_{\lfloor G \rfloor T}^l (A) \mathbb{P}_m$-almost surely belongs to $[0, 1]$ and has expectation 1, which yields (2.16).
4.2. An important estimate. The following lemma provides an estimate, based on (2.15) and on a combinatorial argument, that allows to bound deterministically the absolute value of the coefficients $F^l_{GT}(B)$. This deterministic bound and its consequences (like Lemma 5.1) will be used extensively all along the proofs in the paper.

**Lemma 4.1.** Let us fix $T > 0$ and $m \geq 1$. For any $l \in \{1, \ldots, m\}$ and $B \in \mathcal{P}(V_{GT})$ we have $\mathbb{P}_m$-almost surely

$$|F^l_{GT}(B)| \leq |B|^l.$$  \hspace{1cm} (4.48)

Recall the measure $\pi$ from Section 2.4.2. For all $M \geq 1$, $m \geq 1$, $k \geq 1$, and $T \geq 0$,

$$\mathbb{E}_m \left[|V_{GT}|^k \mathbb{1}_{|V_{GT}| \geq M}\right] \leq \frac{1}{\pi(m)} \sum_{j \geq M} j^k \pi(j) < \infty.$$  \hspace{1cm} (4.49)

**Proof.** Let us fix a realization $G_T$ of the E-ASG on $[0, T]$. We apply the type assignment procedure on $[0, T]$ with initial condition, say, $1/2$ (see Definition 2.7). For $B \in \mathcal{P}(V_{GT})$, under $\mathbb{P}_m$ and conditionally on the fixed realization $G_T$ of the E-ASG, the event where only the lines that belong to $B$ are of type 0 at instant $\beta = T$ while all other lines in $V_{GT}$ are of type 1 has positive probability. On this event we have

$$\sum_{A \in \mathcal{P}(V_{GT})} F^l_{GT}(A) \mathbb{1}_{E(T,T,A,x)} = \sum_{A \subseteq B} F^l_{GT}(A),$$

where $E(T, T, A, x)$ is as in Definition 2.9. Using (2.15) we deduce

$$\sum_{A \subseteq B} F^l_{GT}(A) \in [0, 1].$$  \hspace{1cm} (4.50)

Note that (4.50) holds for any $B \in \mathcal{P}(V_{GT})$. Let us now prove (4.48) by induction on the cardinality of $B \in \mathcal{P}(V_{GT})$. If $|B| = 1$, (4.50) yields $F^l_{GT}(B) \in [0, 1]$ so $B$ satisfies (4.48). Now assume that for some $k \geq 1$, (4.48) is satisfied for all $B \in \mathcal{P}(V_{GT})$ with cardinality $|B| \leq k$ and let us prove it for a $B \in \mathcal{P}(V_{GT})$ with cardinality $|B| = k + 1$. From (4.50) we get

$$|F^l_{GT}(B)| \leq 1 + \sum_{A \subseteq B} |F^l_{GT}(A)| = 1 + \sum_{i=1}^k \sum_{A \subseteq B: |A| = i} |F^l_{GT}(A)|.$$

Using the induction hypothesis for sets $A \subseteq B$ with cardinality $i \leq k$ and using that there are exactly $\binom{k+1}{i}$ subsets $A \subseteq B$ with cardinality $i$, we get

$$|F^l_{GT}(B)| \leq 1 + \sum_{i=1}^k \binom{k+1}{i} i^i \leq \sum_{i=0}^{k+1} \binom{k+1}{i} k^i = (k+1)^{k+1}.$$

Therefore, (4.48) holds for $B$ which proves the induction. Finally, (4.49) is an easy consequence of Lemma 2.10 and Proposition 2.6.

5. Average coefficients of the encoding function and representation of $h(x)$

5.1. Well-definedness and some inequalities. The well-definedness of the coefficients $R^m_{t}(i, j)$ and $Q_t(i, j)$ from Definition 2.13 is guaranteed by the following lemma. Its last inequality will be useful in the rest of the paper to control coefficients $R^m_{t}(i, j)$. 

□
Lemma 5.1. For any \( m \geq 1, i \in \{1, ..., m\}, j \geq 1, t \geq 0 \), we have \( \mathbb{P}_m \)-almost surely:

\[
\sum_{A \in \mathcal{P}(V_{G_t}) : |A| = j} |F^i_{G_t}(A)| \leq \frac{j^j}{j!} |V_{G_t}|^j, \tag{5.51}
\]

\[
\mathbb{E}_m \left[ \sum_{A \in \mathcal{P}(V_{G_t}) : |A| = j} |F^i_{G_t}(A)| \right] \leq \frac{j^j}{\pi(m)j!} \sum_{l \geq 1} l^j \pi(l) < \infty. \tag{5.52}
\]

In particular the coefficients \( R^{m,k}_t(i,j) \) and \( Q_t(i,j) \) are well-defined and we have

\[
|R^{m,k}_t(i,j)| \leq \left( \frac{jk}{j!} \right)^i \mathbb{P}_m(|V_{G_t}| = k). \tag{5.53}
\]

**Proof.** Using (4.48) and that there are exactly \( \binom{|V_{G_t}|}{j} \) \( |V_{G_t}|/j! \) sets \( A \in \mathcal{P}(V_{G_t}) \) with cardinality \( j \) we get (5.51). Then, taking expectation and using (4.49) we obtain (5.52). (5.53) is a simple consequence of the definition of \( R^{m,k}_t(i,j) \) in Definition 2.13 and of (5.51).

\[\square\]

5.2. Renewal structure, semigroup property, proof of Proposition 2.15.

5.2.1. Some definitions: an extension of the encoding function. In order to establish a renewal property for \( (F^i_{G_t}(.))_{t \geq 0} \) we first define an extension of the function \( F^i_{G_t} \). Let \( G, \tilde{G} \in \mathbb{G}_m \) be such that \( \pi_{\text{depth}(G)}(\tilde{G}) = G \). In other words, \( G \) is the restriction of \( \tilde{G} \) to its first \( \text{depth}(G) \) + 1 generations (including generation 0). Let \( B \in \mathcal{P}(V_{\tilde{G}}) \). We define the shifted graph \( \tilde{G} \setminus B G \in \mathbb{G}_{|V_{\tilde{G}}|} \) as follows. First let \( \{L_1, ..., L_{|B|}\} \) be the lines of \( V_{\tilde{G}} \), ordered in such a way so that the first \( |B| \) lines are the lines of \( B \) (i.e. \( \{L_1, ..., L_{|B|}\} = B \)). Then we let \( \tilde{G} \setminus B G \) be the graph in \( \mathbb{G}_{|V_{\tilde{G}}|} \) obtained from removing generations 0, 1, ..., \( \text{depth}(G) - 1 \) of \( \tilde{G} \). In other words, for any \( i \geq 0 \), generation \( i \) of \( \tilde{G} \setminus B G \) is generation \( \text{depth}(G) + i \) of \( \tilde{G} \). In particular generation 0 of \( \tilde{G} \setminus B G \) is \( \{L_1, ..., L_{|V_{\tilde{G}}|}\} \). Now, for \( A \in \mathcal{P}(V_{\tilde{G}}) \) let us define

\[
f_{G,\tilde{G}}(B, A) := F^{(|B|)}_{\tilde{G} \setminus B G}(A). \tag{5.54}
\]

Note that there are several possible choices for \( \tilde{G} \setminus B G \) (as many as the number of orderings of \( V_{\tilde{G}} \) such that the first \( |B| \) lines are the lines of \( B \) ) but that all these choices yields the same value for \( f_{G,\tilde{G}}(B, A) \). Indeed, \( F^{(|B|)}_{\tilde{G} \setminus B G}(\cdot) \) depends on the ordering of lines of generation 0 of \( \tilde{G} \setminus B G \) only via the choice of which are the first \( |B| \) lines. \( f_{G,\tilde{G}}(B, A) \) is thus uniquely defined.

**Lemma 5.2.** For any \( t \geq 0 \) and \( B \in \mathcal{P}(V_{G_t}) \), the process \( (f_{G_t,G_{t+r}}(B, \cdot))_{r \geq 0} \) is well-defined. Moreover, for all \( 0 \leq r \leq r_1, B \in \mathcal{P}(V_{G_{r_1}}) \) and \( A \in \mathcal{P}(V_{G_{r_1}}) \), we have \( \mathbb{P}_m \)-a.s.

\[
f_{G_{r_1},G_{r_1}}(B, A) \leq |A ||A| \tag{5.55}
\]

**Proof.** For any \( u \geq t \geq 0 \) we have \( \pi_{\text{depth}(G_u)}(G_u) = G_t \). For \( t \geq 0 \) and \( B \in \mathcal{P}(V_{G_t}) \) we can thus define the \( G_{|V_{G_t}|} \)-valued process \( (G_{t+r}, \setminus, B G_t)_{r \geq 0} \) that can be considered as the E-ASG shifted at time \( t \) and \( (f_{G_t,G_{t+r}}(B, \cdot))_{r \geq 0} \) is well-defined. (5.55) is a consequence of (5.54) and (4.48). \[\square\]

Let \( m \geq 1, i \in \{1, ..., m\}, \) and \( L_1, ..., L_i \) denote the first \( i \) lines of \( G_0 \). We note that we have \( \mathbb{P}_m \)-a.s. \( f_{G_0,G_t}((L_1, ..., L_i), \cdot) = F^i_{G_t}(\cdot) \).
5.2.2. Renewal structure. The following lemma makes appear the renewal structure of \((F^{t}_{G_{B}}(\cdot))_{\beta \geq 0}\) and is a key ingredient in proving the semigroup property (Proposition 2.15) and in deriving the system of differential equations satisfied by coefficients \(R_{m,k}^{t}(i,j)\) (Theorem 2.18). It contains 1) a formula, involving \(f,(\cdot,\cdot)\), that can be seen as a branching property for \((F^{t}_{G_{B}}(\cdot))_{\beta \geq 0}\), and 2) a formula for conditional expectations involving \(f,(\cdot,\cdot)\), which makes the renewal appear.

**Lemma 5.3.** Let us fix \(m \geq 1, j \in \{1,\ldots,m\}, r_{1} > r_{2} \geq 0\), then \(\mathbb{P}_{m}\)-a.s. we have

\[
\forall A \in \mathcal{P}(V_{G_{r_{1}}}), \quad F^{j}_{G_{r_{1}}}(A) = \sum_{B \in \mathcal{P}(V_{G_{r_{2}}})} F^{j}_{G_{r_{2}}}(B)f_{G_{r_{2}},G_{r_{1}}}(B,A). \tag{5.56}
\]

Recall the filtration \((\mathcal{F}_{t})_{t \geq 0}\) defined in Section 2.4.4. For any \(B \in \mathcal{P}(V_{G_{r_{2}}})\) we have

\[
\mathbb{E}[\mathbb{1}_{|V_{G_{r_{1}}}|=k} \sum_{A \in \mathcal{P}(V_{G_{r_{1}}}) : |A|=j} f_{G_{r_{2}},G_{r_{1}}}(B,A) | \mathcal{F}_{r_{2}}] = R_{r_{1}-r_{2}}^{k}(|B|,j). \tag{5.57}
\]

The idea is to prove (5.56) by induction on the number of transitions of the E-ASG on \((r_{2}, r_{1})\). If (5.56) holds when there are \(n\) transitions on \((r_{2}, r_{1})\), then we deduce (5.59) below, which shows that (5.56) still holds when a supplementary transition is added into \((r_{2}, r_{1})\), provided that some variants of (5.56) hold. We then prove those variants of (5.56) (namely (5.60), (5.61) and (5.62) below) by using the definitions of \(f,(\cdot,\cdot)\) and \(F^{j}(\cdot)\) in all possible cases. (5.57) will be a consequence of the Markov property for the E-ASG.

**Proof of Lemma 5.3.** Let us fix \(A \in \mathcal{P}(V_{G_{r_{1}}})\). Let \(n\) be the number of transitions of the E-ASG on \((r_{2}, r_{1})\). We prove (5.56) by induction on \(n\). If \(n = 0\) then \(G_{r_{1}} = G_{r_{2}}\) so, for any \(B \in \mathcal{P}(V_{G_{r_{2}}})\), \(\text{depth}(G_{r_{1}} \backslash B \cap G_{r_{2}}) = 0\) and we see, by the definition of \(f_{G_{r_{2}},G_{r_{1}}}(B, \cdot)\) in (5.54) and by the definition of \(F^{j}(\cdot)\) in Section 2.4.5, that for any \(A \in \mathcal{P}(V_{G_{r_{1}}})\), \(f_{G_{r_{2}},G_{r_{1}}}(B,A) = \mathbb{1}_{A=B}\). Therefore the right-hand side of (5.56) equals \(F^{j}_{G_{r_{2}}}(A)\). Since \(G_{r_{1}} = G_{r_{2}}\) we get that (5.56) holds if \(n = 0\).

Let us now fix \(n \geq 0\), assume that (5.56) holds for any interval \((r_{2}, r_{1})\) containing \(n\) transitions of the E-ASG, and prove that it holds for an interval \((r_{2}, r_{1})\) containing \(n+1\) transitions. Let us choose \(r \in (r_{2}, r_{1})\) that lies strictly between the \(n^{th}\) and \(n+1^{th}\) transition on \((r_{2}, r_{1})\). By the induction hypothesis we can apply (5.56) with \(r\) instead of \(r_{1}\) and get, for \(C \in \mathcal{P}(V_{G_{r}})\):

\[
F^{j}_{G_{r}}(C) = \sum_{B \in \mathcal{P}(V_{G_{r_{2}}})} F^{j}_{G_{r_{2}}}(B)f_{G_{r_{2}},G_{r}}(B,C). \tag{5.58}
\]

We now choose \(A \in \mathcal{P}(V_{G_{r_{1}}})\), multiply both sides of (5.58) by \(f_{G_{r},G_{r_{1}}}(C,A)\) and sum over all \(C \in \mathcal{P}(V_{G_{r}})\). We get

\[
\sum_{C \in \mathcal{P}(V_{G_{r}})} F^{j}_{G_{r}}(C)f_{G_{r},G_{r_{1}}}(C,A) = \sum_{C \in \mathcal{P}(V_{G_{r}})} f_{G_{r},G_{r_{1}}}(C,A) \sum_{B \in \mathcal{P}(V_{G_{r_{2}}})} F^{j}_{G_{r_{2}}}(B)f_{G_{r_{2}},G_{r}}(B,C)
\]

\[
= \sum_{B \in \mathcal{P}(V_{G_{r_{2}}})} F^{j}_{G_{r_{2}}}(B) \sum_{C \in \mathcal{P}(V_{G_{r}})} f_{G_{r_{2}},G_{r}}(B,C)f_{G_{r},G_{r_{1}}}(C,A). \tag{5.59}
\]

We distinguish three cases. If the \(n+1^{th}\) transition of the E-ASG in \((r_{2}, r_{1})\) is a coalescence, then we see from the definitions of \(f,(\cdot,\cdot)\) and \(F^{j}(\cdot)\) (in (5.54) and in Section 2.4.5) that for any \(C \in \mathcal{P}(V_{G_{r}}), f_{G_{r},G_{r_{1}}}(C,A) = \mathbb{1}_{D(C)=A}\). Recall that for \(C \in \mathcal{P}(V_{G_{r}}), D(C) \in \mathcal{P}(V_{G_{r_{1}}})\) is the set
of sons, in \(V_{G_{r_1}}\), of lines of \(C\). We also have that \(f_{G_{r_2}G_{r_i}}(B, C) = F_{G_{r_iB}G_{r_2}}(C)\) by definition of \(f_{r_i}(\cdot, \cdot)\). We thus have

\[
\sum_{C \in \mathcal{P}(V_{G_{r_1}})} f_{G_{r_2}G_{r_i}}(B, C)f_{G_{r_i}G_{r_1}}(C, A) = \sum_{C \in \mathcal{P}(V_{G_{r_1}})} F_{G_{r_iB}G_{r_2}}(C) \times 1_{D(C)=A}
\]

\[
= \sum_{C \in \mathcal{P}(V_{G_{r_1}}), D(C)=A} F_{G_{r_iB}G_{r_2}}(C) = F_{G_{r_1B}G_{r_2}}(A) = f_{G_{r_2}G_{r_i}}(B, A), \quad (5.60)
\]

where the last two equalities come from respectively (2.13) and (5.54). Proceeding similarly for the left-hand side of (5.59) we get

\[
\sum_{C \in \mathcal{P}(V_{G_{r_1}})} F_{G_{r_i}}(C) f_{G_{r_i}G_{r_1}}(C, A) = F_{G_{r_1}}(A). \quad (5.61)
\]

Plugging (5.60) and (5.61) into (5.59) we obtain that (5.56) holds for this interval \((r_2, r_1]\) with \(n+1\) transitions of the E-ASG, when the last transition is a coalescence. We now assume that the \(n+1\)th transition in \((r_2, r_1]\) is a multiple branching with weight \(W\). We then see from the definitions of \(f_{r_i}(\cdot, \cdot)\) and \(F_{r_i}(\cdot)\) in (5.54) and in Section 2.4.5 that for any \(C \in \mathcal{P}(V_{G_{r_1}})\) we have \(f_{G_{r_i}G_{r_1}}(C, A) = 1_{P(A)=C} \times (1 + W 1_{W<0})^\alpha(A) \times (W 1_{W>0})^\beta(A) \times (-W)^\gamma(A)\). We recall that for \(A \in \mathcal{P}(V_{G_{r_1}})\), \(P(A) \in \mathcal{P}(V_{G_{r_1}})\) is the set of parents, in \(V_{G_{r_1}}\), of lines of \(A\). We also have from the definition of \(f_{r_i}(\cdot, \cdot)\) that \(f_{G_{r_2}G_{r_i}}(B, C) = F_{G_{r_iB}G_{r_2}}(C)\). We thus get

\[
\sum_{C \in \mathcal{P}(V_{G_{r_1}})} f_{G_{r_2}G_{r_i}}(B, C)f_{G_{r_i}G_{r_1}}(C, A) = \sum_{C \in \mathcal{P}(V_{G_{r_1}}), P(A)=C} F_{G_{r_iB}G_{r_2}}(C) \times (1 + W 1_{W<0})^\alpha(A) \times (W 1_{W>0})^\beta(A) \times (-W)^\gamma(A)
\]

\[
= F_{G_{r_1B}G_{r_2}}(P(A)) \times (1 + W 1_{W<0})^\alpha(A) \times (W 1_{W>0})^\beta(A) \times (-W)^\gamma(A)
\]

\[
= F_{G_{r_1B}G_{r_2}}(A) = f_{G_{r_2}G_{r_i}}(B, A), \quad (5.62)
\]

where the last two equalities come from respectively (2.13) and (5.54). Proceeding similarly for the left-hand side of (5.59) we get that (5.61) also holds when the \(n+1\)th transition of the E-ASG on \((r_2, r_1]\) is a multiple branching. Plugging (5.62) and (5.61) into (5.59) we obtain that (5.56) holds for this interval \((r_2, r_1]\) with \(n+1\) transitions of the E-ASG, when the last transition is a multiple branching. The proof of (5.56) for this interval \((r_2, r_1]\) with \(n+1\) transitions of the E-ASG, in the case where the last transition is a single branching, is done similarly. This concludes the proof by induction.

We now justify (5.57). First, we see from (5.55) that the conditional expectation in (5.57) is well-defined. Using the definitions of \(\cdot \mid B\) and \(f_{r_i}(\cdot, \cdot)\) we get that, for any \(B \in \mathcal{P}(V_{G_{r_2}})\), the term inside that conditional expectation equals

\[
1_{|V_{G_{r_1}}\setminus B G_{r_2}|=k} \sum_{A \in \mathcal{P}(V_{G_{r_1}} \setminus B G_{r_2}) : |A|=j} F_{G_{r_1B}G_{r_2}}(A),
\]

which is only a function of the process \((G_{t+r_2} \setminus B G_{r_2})_{t \geq 0}\). By the Markov property for \((G_t)_{t \geq 0}\) we see that \((G_{t+r_2} \setminus B G_{r_2})_{t \geq 0}\) under \(P_m(\cdot|B_{r_2})\) is equal in law to the E-ASG under \(P_{V_{G_{r_2}}}(\cdot)\). Therefore, using the definition of \(R_{r_i}^i(\cdot, \cdot)\) in (2.19), we get that the left-hand side of (5.57) equals \(R_{r_1-r_2}^{|B|, k} (|B|, j)\), completing the proof.
Remark 5.4. Note that (5.56) actually holds for any $G, \tilde{G} \in G_m$ such that $\pi_{\text{depth}(G)}(\tilde{G}) = G$. In particular, (5.56) holds in the quenched setting: for any fixed environment $\omega$ and $t > 0$ we have $\mathbb{P}_m^{\omega,t}$-a.s.

$$\forall 0 \leq r_1 < r_2 \leq t, \forall A \in \mathcal{P}(V_{G_{r_1}}), \quad F^i_{G_{r_1}}(A) = \sum_{B \in \mathcal{P}(V_{G_{r_2}})} F^i_{G_{r_2}}(B) f_{G_{r_2}}(B, A).$$

(5.63)

Also, proceeding as in the proof of (5.57) we can see that for $0 \leq r_1 < r_2 \leq t$ and $B \in \mathcal{P}(V_{G_{r_2}})$ we have

$$\mathbb{P}_m^{\omega,t}\left[ \mathbb{I}_{|V_{G_{r_1}}| = k} \sum_{A \in \mathcal{P}(V_{G_{r_1}}): |A| = j} F^i_{G_{r_1}}(A) \right] = R_{r_1,r_2}(|B|, j).$$

(5.64)

5.2.3. Semigroup property: Proof of Proposition 2.15. The semigroup property can now be derived thanks to Lemma 5.3: Using the definition of $R^\cdot(\cdot, \cdot)$ in (2.19), dominated convergence, (5.56) and (5.57) with $r_1 = t + r$ and $r_2 = t$, and again the definition of $R^\cdot(\cdot, \cdot)$, we get that $R_{t+r}^{m,k}(i, j)$ equals

$$\sum_{k=1}^{\infty} \mathbb{E}_m \left[ \mathbb{I}_{|V_{G_{t+r}}| = k} \mathbb{I}_{|V_{G_{t+r}}| = k} \sum_{A \in \mathcal{P}(V_{G_{t+r}}): |A| = j} F^i_{G_{t+r}}(A) \right]$$

$$= \sum_{k=1}^{\infty} \mathbb{E}_m \left[ \mathbb{I}_{|V_{G_{t+r}}| = k} \sum_{B \in \mathcal{P}(V_{G_{t+r}})} F^i_{G_{t+r}}(B) \mathbb{E}_m \left[ \mathbb{I}_{|V_{G_{t+r}}| = k} \sum_{A \in \mathcal{P}(V_{G_{t+r}}): |A| = j} f_{G_{t+r}}(B, A) | F_t \right] \right]$$

$$= \sum_{k=1}^{\infty} \mathbb{E}_m \left[ \mathbb{I}_{|V_{G_{t+r}}| = k} \sum_{B \in \mathcal{P}(V_{G_{t+r}})} F^i_{G_{t+r}}(B) R_{t+r}^{k,k}(|B|, j) \right]$$

$$= \sum_{k=1}^{\infty} \sum_{j=1}^{k} \mathbb{E}_m \left[ \mathbb{I}_{|V_{G_{t+r}}| = k} \sum_{B \in \mathcal{P}(V_{G_{t+r}}): |B| = j} F^i_{G_{t+r}}(B) \right] R_{t+r}^{k,k}(j, j) = \sum_{k=1}^{\infty} \sum_{j=1}^{k} R_{t+r}^{n,k}(i, j) R_{t+r}^{k,k}(j, j).$$

5.2.4. Another lemma. The following lemma will be used in the proof of Theorem 2.18 where we differentiate $R_{t+r}^{m,k}(i, j)$ with respect to $t$. For this we deal with finitely many relevant terms and some remainders consisting of sums of infinitely many terms. The following lemma will allow to see that those infinitely many terms can be non-zero only on an event with negligible probability, so that we only need to use a simple deterministic bound for the remainders in order to neglect their expectations, and eventually work with finitely many terms.

Lemma 5.5. Let us fix $m \geq 1$, $r_1 > r_2 \geq 0$. $\mathbb{P}_m$-a.s. we have that, if there are strictly less than two coalescences in the E-ASG on $(r_2, r_1]$, then $f_{G_{r_2}G_{r_1}}(B, A) = 0$ for any $A \in \mathcal{P}(V_{G_{r_1}})$ and $B \in \mathcal{P}(V_{G_{r_2}})$ such that $|B| \geq |A| + 2$. 

□
Proof. We fix \(k \geq 1, j \in \{1, \ldots, k\}\). Let \((\hat{G}_\beta)_{\beta \geq 0}\) be a realization of the E-ASG under \(\mathbb{P}_k\) and \(\hat{T}_1 < \hat{T}_2 < \ldots\) be its transition times. Let \(M_\beta := \min\{|A|, A \in \mathcal{P}(V_{\hat{G}_\beta}) \text{ s.t. } F_{\hat{G}_\beta}^j(A) \neq 0\}\). We see from the definition of \(F_{\hat{G}_\beta}^j(\cdot)\) in Section 2.4.5 that \(M_0 = j\), and \(M\) is constant between two transition times of \((\hat{G}_\beta)_{\beta \geq 0}\). Moreover, at a transition time \(\hat{T}_n\), if the transition is a single or a multiple branching then \(M_{\hat{T}_n} \geq M_{\hat{T}_{n-1}}\). If the transition at time \(\hat{T}_n\) is a coalescence between two lines that both lie in a set \(A \in \mathcal{P}(V_{\hat{G}_{\hat{T}_{n-1}}})\) such that \(|A| = M_{\hat{T}_{n-1}}\), then \(M_{\hat{T}_n} = M_{\hat{T}_{n-1}} - 1\). If the transition at time \(\hat{T}_n\) is a coalescence, but there is no set \(A \in \mathcal{P}(V_{\hat{G}_{\hat{T}_{n-1}}})\) with \(|A| = M_{\hat{T}_{n-1}}\) that contains both lines involved in the coalescence, then \(M_{\hat{T}_n} \geq M_{\hat{T}_{n-1}}\). In any case we get that, if there are strictly less than two coalescences on \([0, t]\), then \(M_t \geq j - 1\). In this case we thus have \(F_{\hat{G}_t}^j(A) = 0\) for all \(A \in \mathcal{P}(V_{\hat{G}_t})\) such that \(|A| \leq j - 2\).

Now let us fix \(m \geq 1, r_1 > r_2 \geq 0\), and let \((G_\beta)_{\beta \geq 0}\) be a realization of the E-ASG under \(\mathbb{P}_m\). We assume that \((G_\beta)_{\beta \geq 0}\) has strictly less than two coalescences on \((r_2, r_1]\) and choose \(A \in \mathcal{P}(V_{G_{r_1}})\) and \(B \in \mathcal{P}(V_{G_{r_2}})\) such that \(|B| \geq |A| + 2\). By the definition of \(f_{\cdot, \cdot, \cdot}(\cdot, \cdot)\) in (5.54) we have \(f_{G_{r_2}, G_{r_1}}(B, A) = F_{G_{r_1} \setminus B G_{r_2}}^{|B|}(A)\). Applying the above with \(k := |V_{G_{r_2}}|, \hat{G}_\beta := G_{r_2 + \beta} \setminus B G_{r_2}\) and \(j := |B|\) we get \(f_{G_{r_2}, G_{r_1}}(B, A) = 0\).

\[\square\]

5.3. Small-time behavior. This subsection and the following are dedicated to the proof of Theorem 2.18. The proof is a little heavy as it requires to consider separately several sub-cases. In order to make the proof lighter and more understandable, we make the choice to write the proof of Theorem 2.18 only in the case \(\sigma = 0\) (i.e. without single branchings). The general case with \(\sigma > 0\) can be proved exactly in the same way and involves more sub-cases but it does not bring any additional technical issue. In this Subsection and the following, we thus assume that \(\sigma = 0\).

As shown by Proposition 2.15, \((R^*_t(\cdot, \cdot))_{t \geq 0}\) is a semigroup. To derive the system of differential equations satisfied by \((R^*_t(\cdot, \cdot))_{t \geq 0}\), we first need to establish the asymptotic behavior of \(R^{m,k}_t(i, j)\) as \(t\) goes to 0, for all possible combinations of \(m, k, i, j\). We do this in the following lemma. Recall the definitions of the coefficients \(d_j, e_{k,j}\) and \(\tau(i, j)\) in Definition 2.17 (but note that, since \(\sigma = 0\) here, we have \(d_j = \lambda + j(j - 1)\)). We have

Lemma 5.6.

\[\forall k \text{ even } \geq 2, j \in \{1, \ldots, k\}, i \in \{1, \ldots, j \wedge k/2\}, \lim_{\epsilon \to 0} \frac{1}{\epsilon} R^{k/2,k}_\epsilon(i, j) = \tau(i, j), \quad (5.65)\]

\[\forall k \geq 1, j \in \{1, \ldots, k\}, \lim_{\epsilon \to 0} \frac{1}{\epsilon} R^{k+1,k}_\epsilon(j + 1, j) = \tau(j + 1, j), \quad (5.66)\]

\[\forall k \geq 1, j \in \{1, \ldots, k\}, \lim_{\epsilon \to 0} \frac{1}{\epsilon} R^{k+1,k}_\epsilon(j, j) = e_{k,j}, \quad (5.67)\]

\[\forall k \geq 1, j \in \{1, \ldots, k\}, \lim_{\epsilon \to 0} \frac{1}{\epsilon} R^{k,k}_\epsilon(j, j - 1) = -d_k, \quad (5.68)\]

For \(k \geq 1, m \neq k/2, j \in \{1, \ldots, k\}, i \in \{1, 2, \ldots, (j - 1) \wedge m\}\), and \(\epsilon > 0\) we have

\[|R^{m,k}_\epsilon(i, j)| \leq 16m^4 \frac{(j k)^j}{j!} (1 + \lambda)^2 \epsilon^2.\]  

(5.69)
For $k \geq 1, m \neq k+1, j \in \{1, ..., k \wedge (m-1)\}$, and $\epsilon > 0$ we have
\[
|R_{\epsilon}^{m,k}(j+1, j)| \leq 16m^4 \frac{(jk)^j}{j!} (1 + \lambda)^2 \epsilon^2. \tag{5.70}
\]

For $k \geq 1, m \notin \{k/2, k+1\}, j \in \{1, ..., k \wedge m\}$, and $\epsilon > 0$ we have
\[
|R_{\epsilon}^{m,k}(j, j)| \leq 16m^4 \frac{(jk)^j}{j!} (1 + \lambda)^2 \epsilon^2. \tag{5.71}
\]

To prove Lemma 5.6 we study the behaviors of the expectations defining the coefficients $R_{\epsilon}^{m,k}(i, j)$, for all possible choices of $m, k, i, j$, on the events where the number of transitions of the E-ASG on $[0, \epsilon]$ is $0, 1$, and larger or equal to $2$. We then deduce the estimates (5.65)-(5.71) from those behaviors. This involves both the combinatorics arising from the definition of $F(\cdot)$, and the small-time behavior of transition probabilities of the E-ASG. Some technical lemmas are required to cover some cases; we state and prove them in Appendix A.2.

**Proof of Lemma 5.6.** Let $N_{\text{multi}}(\epsilon)$ and $N_{\text{coal}}(\epsilon)$ denote respectively the number of multiple branchings and coalescences of the E-ASG on $[0, \epsilon]$. $N_{\text{multi}}(\epsilon) + N_{\text{coal}}(\epsilon)$ is then the total number of transitions of the E-ASG on $[0, \epsilon]$ (since we assume that $\sigma = 0$). For all $p \geq 1$ we set
\[
C_p(\epsilon) := \{N_{\text{multi}}(\epsilon) + N_{\text{coal}}(\epsilon) = p\} \quad \text{and} \quad C_{\geq p}(\epsilon) := \{N_{\text{multi}}(\epsilon) + N_{\text{coal}}(\epsilon) \geq p\}.
\]

Let us fix $k, m \geq 1, j \in \{1, ..., k\}$ and $i \in \{1, 2, ..., m\}$. We can write
\[
R_{\epsilon}^{m,k}(i, j) = \mathbb{E}_m \left[ \sum_{A \in \mathcal{P}(V_{G_0}) : |A| = j} F_{G_0}(A) \right] = \mathbb{E}_m \left[ \sum_{i \in \{1, 2, \ldots, m\}} \mathbb{1}_{C_0(\epsilon)} \cdots \mathbb{1}_{C_i(\epsilon)} \cdots \right] =: E_0(m, k, i, j, \epsilon) + E_1(m, k, i, j, \epsilon) + E_{\geq 2}(m, k, i, j, \epsilon). \tag{5.72}
\]

We first study $E_{\geq 2}(m, k, i, j, \epsilon)$. Fix $m, k \geq 1, j \in \{1, ..., k\}, i \in \{1, 2, ..., m\}$. Using the definition of $E_{\geq 2}(m, k, i, j, \epsilon)$ in (5.72), (5.51) with $t = \epsilon$, and (A.116) from Lemma A.2, we get
\[
E_{\geq 2}(m, k, i, j, \epsilon) \leq \frac{(jk)^j}{j!} \mathbb{E}_m \left[ \mathbb{1}_{C_{\geq 2}(\epsilon)} \right] \leq 16m^4 \frac{(jk)^j}{j!} (1 + \lambda)^2 \epsilon^2. \tag{5.73}
\]

(5.73) implies in particular that $\epsilon^{-1} E_{\geq 2}(m, k, i, j, \epsilon)$ converges to $0$ as $\epsilon$ goes to $0$.

In (5.72), since $E_{\geq 2}(m, k, i, j, \epsilon)$ can be neglected, we now focus on cases where there is $0$ or $1$ transition on $[0, \epsilon]$. We first justify that $E_0(m, k, i, j, \epsilon)$ is null for some choices of $m, k, i, j$. Let $k, m \geq 1, j \in \{1, ..., k\}, i \in \{1, 2, ..., (j+1) \wedge m\}$ with $i \neq j$. We have, on $C_0(\epsilon)$, that $G_\epsilon = G_0$ so $F_{G_\epsilon}(\cdot) = F_{G_0}(\cdot)$ and, by definition of $F(\cdot)$ in Section 2.4.5, $F_{G_0}(A) = \mathbb{1}_{A \in \{L_1, ..., L_i\}}$ where we recall that $L_1, ..., L_i$ denote the first $i$ lines of $G_0$. This shows that $\mathbb{1}_{C_0(\epsilon)} \sum_{A \in \mathcal{P}(V_{G_0}) : |A| = j} F_{G_0}(A) = 0$ if $j \neq i$. Taking expectation $\mathbb{E}_m[\cdot]$ we get
\[
\forall k, m \geq 1, j \in \{1, ..., k\}, i \in \{1, 2, ..., (j+1) \wedge m\} \text{ with } i \neq j, \quad E_0(m, k, i, j, \epsilon) = 0. \tag{5.74}
\]

Let $k \geq 1, m \neq k, j \in \{1, 2, ..., m\}$. On $C_0(\epsilon)$ there is no transition of the E-ASG on $[0, \epsilon]$ so $\mathbb{1}_{C_0(\epsilon)} \mathbb{1}_{|V_{G_0}| = k} = 0$, $\mathbb{P}_m$ almost surely. Taking expectation $\mathbb{E}_m[\cdot]$ we thus get
\[
\forall k \geq 1, m \neq k, j \in \{1, 2, ..., m\}, i \in \{1, 2, ..., m\}, \quad E_0(m, k, i, j, \epsilon) = 0. \tag{5.75}
\]
We now study $E_0(k, k, j, j, \epsilon)$ where $k \geq 1, j \in \{1, \ldots, k\}$. Recall that, on $C_0(\epsilon)$, we have $G_\epsilon = G_0$ and $F^{i}_{G_{\epsilon}}(\cdot) = F^{i}_{G_0}(\cdot)$ and, by definition, $F^{i}_{G_{\epsilon}}(A) = 1_{A = \{L_1, \ldots, L_j\}}$. Therefore

$$1_{C_0(\epsilon)} 1_{|V_{G_\epsilon}| = k} \sum_{A \in \mathcal{P}(V_{G_\epsilon}) : |A| = j} F^{i}_{G_{\epsilon}}(A) = 1_{C_0(\epsilon)} 1_{|V_{G_0}| = k}.$$  

Taking expectation $E_k[.]$ and subtracting 1 we get

$$E_0(k, k, j, j, \epsilon) - 1 = P_k (C_0(\epsilon)) - 1 = e^{-(\lambda + k(k-1))} - 1.$$  

In the last equality we used that, under $P_k$, the first transition of the E-ASG appears at rate $\lambda + k(k-1)$. We deduce that

$$\forall k \geq 1, j \in \{1, \ldots, k\}, \lim_{\epsilon \to 0} \frac{E_0(k, k, j, j, \epsilon) - 1}{\epsilon} = - (\lambda + k(k-1)) = -d_k. \quad (5.76)$$

We now study the terms $E_1(m, k, i, j, \epsilon)$. First, let $k \geq 1, m \neq k/2, j \in \{1, \ldots, k\}$, $i \in \{1, 2, \ldots, (j-1) \land m\}$. On $C_1(\epsilon)$ there is exactly one transition on $[0, \epsilon]$. Under $P_m$, if this transition is a multiple branching, then $|V_{G_\epsilon}| = 2m \neq k$ so $1_{|V_{G_\epsilon}| = k} \sum_{A \in \mathcal{P}(V_{G_\epsilon}) : |A| = j} F^{i}_{G_{\epsilon}}(A) = 0$. Recall that, by definition, $F^{i}_{G_0}(A) = 1_{A = \{L_1, \ldots, L_j\}}$, and that $D(\{L_1, \ldots, L_j\}) \in \mathcal{P}(V_{G_0})$ denotes the set of sons in $V_{G_0}$ of the lines $L_1, \ldots, L_i$. If the transition on $[0, \epsilon]$ is a coalescence then $|D(\{L_1, \ldots, L_j\})| \in \{i - 1, i\}$. By $\lambda \to 0$ and by $F^{i}_{G_0}(A) = 1_{A = \{L_1, \ldots, L_j\}}$ we get that $F^{i}_{G_0}(A) = 0$ if $A \neq D(\{L_1, \ldots, L_i\})$. In particular $F^{i}_{G_0}(A) = 0$ for all $A \in \mathcal{P}(V_{G_0})$ such that $|A| = j$. Therefore $1_{|V_{G_0}| = k} \sum_{A \in \mathcal{P}(V_{G_0}) : |A| = j} F^{i}_{G_{0}}(A) = 0$ in any case on $C_1(\epsilon)$ under $P_m$. Taking expectation $E_m[.]$ we get

$$\forall k \geq 1, m \neq k/2, j \in \{1, \ldots, k\}, i \in \{1, 2, \ldots, (j-1) \land m\}, E_1(m, k, i, j, \epsilon) = 0. \quad (5.77)$$

(5.69) now follows from (5.72) together with (5.74), (5.77), and (5.73).

Now let $k \geq 1, m \neq k + 1, j \in \{1, \ldots, k \land (m-1)\}$. On $C_1(\epsilon)$ there is exactly one transition on $[0, \epsilon]$. Under $P_m$, if this transition is a coalescence, then $|V_{G_\epsilon}| = m - 1 \neq k$ so $1_{|V_{G_\epsilon}| = k} \sum_{A \in \mathcal{P}(V_{G_\epsilon}) : |A| = j} F^{j+1}_{G_{\epsilon}}(A) = 0$. If this transition is a multiple branching then (2.11) shows that, for any $A \in \mathcal{P}(V_{G_\epsilon})$, $F^{j+1}_{G_{\epsilon}}(A)$ is proportional to $F^{j+1}_{G_0}(P(A))$. Recall that $P(A) \in \mathcal{P}(V_{G_0})$ is the set of parents in $V_{G_0}$ of lines of $A$. By definition, $F^{j+1}_{G_0}(P(A)) = 1_{P(A) = \{L_1, \ldots, L_{j+1}\}}$, where $L_1, \ldots, L_{j+1}$ denote the first $j + 1$ lines of $G_0$. We thus get that $F^{j+1}_{G_{\epsilon}}(A) \neq 0$ implies $P(A) = \{L_1, \ldots, L_{j+1}\}$ so, in particular, $|A| \geq j + 1$. This shows that, when $|A| = j$, $F^{j+1}_{G_{\epsilon}}(A) = 0$. Therefore $1_{|V_{G_\epsilon}| = k} \sum_{A \in \mathcal{P}(V_{G_\epsilon}) : |A| = j} F^{j+1}_{G_{\epsilon}}(A) = 0$ in any case on $C_1(\epsilon)$ under $P_m$. Taking expectation $E_m[.]$ we get

$$\forall k \geq 1, m \neq k + 1, j \in \{1, \ldots, k \land (m-1)\}, E_1(m, k, j + 1, j, \epsilon) = 0. \quad (5.78)$$

(5.70) now follows from (5.72) together with (5.74), (5.78), and (5.73).

Now let $k \geq 1, m \notin \{k/2, k + 1\}, j \in \{1, \ldots, k \land m\}$. On $C_1(\epsilon)$ there is exactly one transition on $[0, \epsilon]$. Under $P_m$, if this transition is a coalescence, then $|V_{G_\epsilon}| = m - 1 \neq k$. If this transition is a multiple branching, then $|V_{G_\epsilon}| = 2m \neq k$. Therefore $1_{|V_{G_\epsilon}| = k} \sum_{A \in \mathcal{P}(V_{G_\epsilon}) : |A| = j} F^{i}_{G_{\epsilon}}(A) = 0$ in any case on $C_1(\epsilon)$ under $P_m$. Taking expectation $E_m[.]$ we get

$$\forall k \geq 1, m \notin \{k/2, k + 1\}, j \in \{1, \ldots, k \land m\}, E_1(m, k, j, j, \epsilon) = 0. \quad (5.79)$$

(5.71) now follows from (5.72) together with (5.75), (5.79), and (5.73). Also, (5.68) follows from (5.72) together with (5.76), (5.79), and (5.73).
We now study $E_1(k/2, k, i, j, \epsilon)$ where $k \geq 2$ is even, $j \in \{1, \ldots, k\}, i \in \{1, \ldots, \lfloor j/2 \rfloor - 1\}$. On $C_1(\epsilon)$ there is exactly one transition on $[0, \epsilon]$. Under $\mathbb{P}_{k/2}$, if this transition is a coalescence, then $|V_{G_\epsilon}| = (k/2) - 1 \neq k$ so $1_{|V_{G_\epsilon}|=k} \sum_{A \in \mathcal{P}(V_{G_\epsilon})} 1_{|A|=j} F_{G_\epsilon}^j(A) = 0$. If this transition is a multiple branching then (2.11) shows that, for any $A \in \mathcal{P}(V_{G_\epsilon})$, $F_{G_\epsilon}^j(A)$ is proportional to $F_{G_\epsilon}^j(P(A))$. By definition of $F^j(\cdot)$, $F_{G_\epsilon}^j(P(A)) = 1_{P(A)=(L_1, \ldots, L_i)}$. Therefore $F_{G_\epsilon}^j(A) \neq 0$ implies $P(A) = \{L_1, \ldots, L_i\}$ so $|A| \leq 2i$, since $A$ can only contain lines in $V_{G_\epsilon}$ that are children of the lines $L_1, \ldots, L_i$ and there are $2i$ such children in $V_{G_\epsilon}$. Here we have $i \in \{1, \ldots, \lfloor j/2 \rfloor - 1\}$ so $2i < j$. In particular, $F_{G_\epsilon}^j(A) = 0$ whenever $|A| = j$. Therefore $1_{|V_{G_\epsilon}|=k} \sum_{A \in \mathcal{P}(V_{G_\epsilon})} 1_{|A|=j} F_{G_\epsilon}^j(A) = 0$ in any case on $C_1(\epsilon)$ under $\mathbb{P}_{k/2}$. Taking expectation $\mathbb{E}_{k/2}[\cdot]$ we get that $E_1(k/2, k, i, j, \epsilon) = 0$. When $i \in \{1, \ldots, \lfloor j/2 \rfloor - 1\}$ we have $2i < j$ so $\tau(i, j) = 0$ by Definition 2.17. Therefore

$$\forall k \text{ even } \geq 2, j \in \{1, \ldots, k\}, i \in \{1, \ldots, \lfloor j/2 \rfloor - 1\}, \lim_{\epsilon \to 0} \frac{1}{\epsilon} E_1(k/2, k, i, j, \epsilon) = \tau(i, j). \quad (5.80)$$

We now study $E_1(k/2, k, i, j, \epsilon)$ where $k \geq 2$ is even, $j \in \{1, \ldots, k\}, i \in \{\lceil j/2 \rceil, \ldots, j \land k/2\}$. Note that we have

$$1_{C_1(\epsilon)} = 1_{N_{\text{mult}}(\epsilon)=0, N_{\text{coal}}(\epsilon)=1} + 1_{N_{\text{mult}}(\epsilon)=1, N_{\text{coal}}(\epsilon)=0}. \quad (5.81)$$

Decomposing $1_{C_1(\epsilon)}$ in this way in the expectation defining $E_1(k/2, k, i, j, \epsilon)$ we get that $E_1(k/2, k, i, j, \epsilon)$ can be written as the sum of two expectations $E_{1,C}(k/2, k, i, j, \epsilon)$ (containing $1_{N_{\text{mult}}(\epsilon)=0, N_{\text{coal}}(\epsilon)=1}$) and $E_{1,J}(k/2, k, i, j, \epsilon)$ (containing $1_{N_{\text{mult}}(\epsilon)=1, N_{\text{coal}}(\epsilon)=0}$). On $C_1(\epsilon)$, if the transition of the E-ASG on $[0, \epsilon]$ is a coalescence, then $|V_{G_\epsilon}| = (k/2) - 1$ so the indicator $1_{|V_{G_\epsilon}|=k}$ appearing in the expectation $E_{1,C}(k/2, k, i, j, \epsilon)$ is null. Therefore

$$E_{1,C}(k/2, k, i, j, \epsilon) = 0. \quad (5.82)$$

Recall that $(S_n)_{n \geq 1}$ denotes the sequence of weights associated with transitions of the E-ASG. On $C_1(\epsilon)$, if the transition of the E-ASG on $[0, \epsilon]$ is a multiple branching, then the indicator $1_{|V_{G_\epsilon}|=k}$ appearing in the expectation $E_{1,J}(k/2, k, i, j, \epsilon)$ equals 1. Applying Lemma A.3 with our choice of $k, i, j$ and with $m = k/2$ we get

$$E_{1,J}(k/2, k, i, j, \epsilon) = \mathbb{E}_{k/2}\left[1_{N_{\text{mult}}(\epsilon)=1, N_{\text{coal}}(\epsilon)=0}\begin{pmatrix} i \\ j-i \end{pmatrix}(1+S_1)^{2i-j} \times (-S_1)^{j-i}\right].$$

Note from Section 2.4.4 and Definition 2.5 that, conditionally on the event in the indicator function, $S_1$ is distributed as $\nu(\cdot)/\lambda$. Combining with Definition 2.17 we get that the above equals $\mathbb{E}_{k/2}(N_{\text{mult}}(\epsilon) = 1, N_{\text{coal}}(\epsilon) = 0)\lambda^{-1}\tau(i, j)$. Then, using (A.117) from Lemma A.2 we get

$$\lim_{\epsilon \to 0} \frac{1}{\epsilon} E_{1,J}(k/2, k, i, j, \epsilon) = \tau(i, j).$$

Combining with (5.82) we get

$$\forall k \text{ even } \geq 2, j \in \{1, \ldots, k\}, i \in \{\lceil j/2 \rceil, \ldots, j \land k/2\}, \lim_{\epsilon \to 0} \frac{1}{\epsilon} E_1(k/2, k, i, j, \epsilon) = \tau(i, j). \quad (5.83)$$

(5.65) now follows from (5.72) together with (5.75), (5.80), (5.83), and (5.73).

We now study $E_1(k + 1, k, j + 1, j, \epsilon)$ where $k \geq 1, j \in \{1, \ldots, k\}$. Using (5.81) in the expectation defining $E_1(k + 1, k, j + 1, j, \epsilon)$ we get that the latter is the sum of two expectations $E_{1,C}(k + 1, k, j + 1, j, \epsilon)$ (containing $1_{N_{\text{mult}}(\epsilon)=0, N_{\text{coal}}(\epsilon)=1}$) and $E_{1,J}(k + 1, k, j + 1, j, \epsilon)$ (containing $1_{N_{\text{mult}}(\epsilon)=1, N_{\text{coal}}(\epsilon)=0}$). Under $\mathbb{P}_{k+1}$, on $C_1(\epsilon)$, if the transition of the E-ASG on $[0, \epsilon]$ is a
multiple branching, then \(|V_{G_\epsilon}| = 2(k+1)| so the indicator \(1_{|V_{G_\epsilon}|=k}\) appearing in the expectation \(E_1(k+1,k,j+1,j,\epsilon)\) is null. Therefore
\[
E_1(k+1,k,j+1,j,\epsilon) = 0. \tag{5.84}
\]
Under \(P_{k+1}\), on \(C_1(\epsilon)\), if the transition of the E-ASG on \([0,\epsilon]\) is a coalescence, then the indicator \(1_{|V_{G_\epsilon}|=k}\) appearing in the expectation \(E_1(k+1,k,j+1,j,\epsilon)\) equals 1. Using (2.13) and that, by definition, \(F^{j+1}_{G_0}(B) = 1_{B=\{L_1,\ldots,L_{j+1}\}}\), we have
\[
\sum_{A\in P(V_{G_\epsilon};|A|=j)} F^{j+1}_{G_\epsilon}(A) = \sum_{B\in P(V_{G_\epsilon};|B|=j)} F^{j+1}_{G_0}(B)
\]
\[
= \sum_{B\in P(V_{G_\epsilon};|B|=j)} 1_{B=\{L_1,\ldots,L_{j+1}\}} = 1_{|D(\{L_1,\ldots,L_{j+1}\})|=j}.
\]
We thus get
\[
E_{1,C}(k+1,k,j+1,j,\epsilon) = P_{k+1}(N_{\text{mult}}(\epsilon) = 0, N_{\text{coal}}(\epsilon) = 1, |D(\{L_1,\ldots,L_{j+1}\})| = j).
\]
\(|D(\{L_1,\ldots,L_{j+1}\})| = j\) means that the two lines involved in the coalescence both belong to \(\{L_1,\ldots,L_{j+1}\}\). Conditionally on \(\{N_{\text{mult}}(\epsilon) = 0, N_{\text{coal}}(\epsilon) = 1\}\), the pair of lines involved is chosen uniformly among the \((k+1)/2\) possible pairs of lines. In particular, the two lines involved belong to \(\{L_1,\ldots,L_{j+1}\}\) with probability \((j+1)/((k+1)/2)\). We thus get
\[
E_{1,C}(k+1,k,j+1,j,\epsilon) = P_{k+1}(N_{\text{mult}}(\epsilon) = 0, N_{\text{coal}}(\epsilon) = 1) \times (j+1)/(k+1).
\]
Then, using (A.118) from Lemma A.2 we get
\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon} E_{1,C}(k+1,k,j+1,j,\epsilon) = (j+1)\tau = \tau(j+1,j),
\]
where the last equality is from Definition 2.17. Combining with (5.84) we get
\[
\forall k \geq 1, j \in \{1,\ldots,k\}, \lim_{\epsilon \to 0} \frac{1}{\epsilon} E_1(k+1,k,j+1,j,\epsilon) = \tau(j+1,j). \tag{5.85}
\]
(5.66) now follows from (5.75), (5.85), and (5.73).

Reasoning similarly as in the proof of (5.85) we can prove that
\[
\forall k \geq 1, j \in \{1,\ldots,k\}, \lim_{\epsilon \to 0} \frac{1}{\epsilon} E_1(k+1,k,j,j,\epsilon) = (k+1)\tau - j^2 = e_{k,j}. \tag{5.86}
\]
(5.67) now follows from (5.72) together with (5.75), (5.86), and (5.73).}

5.4. A system of differential equations: proof of Theorem 2.18. We can now derive rigorously the system of differential equations satisfied by coefficients \(R_{t}^{m,k}(i,j)\). Unfortunately, we cannot use the semigroup property (Proposition 2.15) to differentiate \(R_{t}^{m,k}(i,j)\) with respect to \(t\). This is due to the difficulty in working with infinitely many terms that are not all positive and to the lack of uniformity in the behavior of those terms. What we do is establishing a decomposition (5.90) of \(e^{-1}(R_{t+\epsilon}^{m,k}(i,j) - R_{t}^{m,k}(i,j))\) into a sum of finitely many relevant terms and a remainder term. For the first ones, we proceed as in the proof of Proposition 2.15 to show, in (5.95) below, that they can be can be written in terms of sums of coefficients \(R^\cdot(\cdot,\cdot)\) that can be dealt with thanks to Lemmas 5.6 and 5.1. Lemma 5.5 shows that the integrand, inside the expectation defining the remainder term, is non-zero only on the event where there are at least two coalescences on \([t, t+\epsilon]\). Lemma A.2 allows to neglect the probability of this event
and, thanks to (5.88) below, the integrand can be re-written in terms of finitely many terms for which we have deterministic bounds (provided in particular by Lemma 5.1). Recall that in this subsection and in the previous one we assume that we are in the particular case $\sigma = 0$ (i.e. without single branchings) in order to make the proof lighter. This does not change anything about the idea or the difficulty of the proof.

Let us fix $m, k \geq 1$, $i \in \{1, \ldots, m\}$, $j \in \{1, \ldots, k\}$, $t \geq 0$, and $\epsilon > 0$. By definition of $R^\epsilon(\cdot, \cdot)$, \(\frac{d}{dt}R_t^{m,k}(i, j)\) equals

\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon} \mathbb{E}_m \left[ \mathbf{1}_{|V_{G_{t,t+\epsilon}}|=k} \sum_{A \in \mathcal{P}(V_{G_{t,t+\epsilon}}); |A|=j} F_{G_{t,t+\epsilon}}^i (A) - \mathbf{1}_{|V_{G_t}|=k} \sum_{B \in \mathcal{P}(V_{G_t}); |B|=j} F_{G_t}^i (B) \right],
\]

provided the limit exists. By (5.56) applied with $r_1 = t + \epsilon$, $r_2 = t$, the term inside the expectation equals:

\[
\mathbf{1}_{|V_{G_{t,t+\epsilon}}|=k} \sum_{A \in \mathcal{P}(V_{G_{t,t+\epsilon}}); |A|=j} \left( \sum_{B \in \mathcal{P}(V_{G_t})} F_{G_t}^i (B) f_{G_t,G_{t,t+\epsilon}} (B, A) \right) - \mathbf{1}_{|V_{G_t}|=k} \sum_{B \in \mathcal{P}(V_{G_t}); |B|=j} F_{G_t}^i (B)
\]

\[
= \sum_{B \in \mathcal{P}(V_{G_t})} F_{G_t}^i (B) \left( \mathbf{1}_{|V_{G_{t,t+\epsilon}}|=k} \sum_{A \in \mathcal{P}(V_{G_{t,t+\epsilon}}); |A|=j} f_{G_t,G_{t,t+\epsilon}} (B, A) \right) - \mathbf{1}_{|V_{G_t}|=k} \sum_{B \in \mathcal{P}(V_{G_t}); |B|=j} F_{G_t}^i (B)
\]

\[
= \sum_{l=1}^{j+1} \sum_{B \in \mathcal{P}(V_{G_t}); |B|=l} F_{G_t}^i (B) \left( \mathbf{1}_{|V_{G_{t,t+\epsilon}}|=k} \sum_{A \in \mathcal{P}(V_{G_{t,t+\epsilon}}); |A|=j} f_{G_t,G_{t,t+\epsilon}} (B, A) \right) + \sum_{B \in \mathcal{P}(V_{G_t}); |B| \geq j+2} F_{G_t}^i (B) \left( \mathbf{1}_{|V_{G_{t,t+\epsilon}}|=k} \sum_{A \in \mathcal{P}(V_{G_{t,t+\epsilon}}); |A|=j} f_{G_t,G_{t,t+\epsilon}} (B, A) \right)
\]

\[
=: \left( \sum_{l=1}^{j+1} M(l, t, t+\epsilon) \right) + L(t, t+\epsilon). \tag{5.87}
\]

Let us also define

\[
\tilde{M}(l, t, t+\epsilon) := \sum_{B \in \mathcal{P}(V_{G_t}); |B|=l} F_{G_t}^i (B) \left( \mathbf{1}_{|V_{G_{t,t+\epsilon}}|=k} \sum_{A \in \mathcal{P}(V_{G_{t,t+\epsilon}}); |A|=j} f_{G_t,G_{t,t+\epsilon}} (B, A) \right),
\]

and note that $\tilde{M}(l, t, t+\epsilon) = M(l, t, t+\epsilon)$ for $l \neq j$. The same reasoning as above yields

\[
\mathbf{1}_{|V_{G_{t,t+\epsilon}}|=k} \sum_{A \in \mathcal{P}(V_{G_{t,t+\epsilon}}); |A|=j} F_{G_{t,t+\epsilon}}^i (A) = \left( \sum_{l=1}^{j+1} \tilde{M}(l, t, t+\epsilon) \right) + L(t, t+\epsilon). \tag{5.88}
\]

We now justify that the expectations of the terms $M(\cdot, t, t+\epsilon)$ and $L(t, t+\epsilon)$ are well-defined. By (5.55) we have almost surely $|f_{G_t,G_{t,t+\epsilon}} (B, A)| \leq |A|^{|A|}$. Moreover, on $\{|V_{G_{t,t+\epsilon}}|=k\}$, there are $\binom{k}{j}$ sets $A \in \mathcal{P}(V_{G_{t,t+\epsilon}})$ with cardinality $j$. Using also (5.51) to bound $|\sum_{B \in \mathcal{P}(V_{G_t}); |B|=l} F_{G_t}^i (B)|$ we get that for all $l \in \{1, \ldots, j+1\}$ we have:

\[
|M(l, t, t+\epsilon)| \leq \frac{l}{\pi} \left( 1 + \frac{k}{j} \right)^{|V_{G_t}|} |V_{G_t}|^l \quad \text{and} \quad |\tilde{M}(l, t, t+\epsilon)| \leq \frac{l}{\pi} \left( \frac{k}{j} \right)^{|V_{G_t}|} |V_{G_t}|^l. \tag{5.89}
\]
\[ \mathbb{E}_m[|M(l, t, t + \epsilon)|] < \infty \] and \[ \mathbb{E}_m[\bar{M}(l, t, t + \epsilon)] < \infty \] now follow from (5.89) together with (4.49). The absolute value of the left-hand side of (5.88) is deterministically bounded by \((jk)^j/j!\), according to (5.51), and the expectation of \(\sum_{l=1}^{j+1} M(l, t, t + \epsilon)\) is well-defined as we have just shown. We thus get from (5.88) that \(\mathbb{E}_m[|L(t, t + \epsilon)|] < \infty\). Therefore,

\[
\frac{d}{dt} R_t^{m,k}(i, j) = \sum_{l=1}^{j+1} \lim_{\epsilon \to 0} \frac{1}{\epsilon} \mathbb{E}_m[M(l, t, t + \epsilon)] + \lim_{\epsilon \to 0} \frac{1}{\epsilon} \mathbb{E}_m[L(t, t + \epsilon)],
\]

provided the limits exist. We are thus left to prove the following four statements:

\[ \lim_{\epsilon \to 0} \frac{1}{\epsilon} \mathbb{E}_m[L(t, t + \epsilon)] = 0, \]

(5.91)

\[ \forall l \in \{1, \ldots, j - 1\}, \quad \lim_{\epsilon \to 0} \frac{1}{\epsilon} \mathbb{E}_m[M(l, t, t + \epsilon)] = \mathbb{1}_{k \ \text{even}} \frac{\tau(l, j) R_t^{m,k/2}(i, l)}{\tau(\phi)}, \]

(5.92)

\[ \lim_{\epsilon \to 0} \frac{1}{\epsilon} \mathbb{E}_m[M(j + 1, t, t + \epsilon)] = \frac{\tau(j + 1, j) R_t^{m,k+1}(i, j, 1)}{\tau(\phi)}, \]

(5.93)

\[ \lim_{\epsilon \to 0} \frac{1}{\epsilon} \mathbb{E}_m[M(j, t, t + \epsilon)] = -d_k R_t^{m,k}(i, j) + \mathbb{1}_{k \ \text{even}} \frac{\tau(j, j) R_t^{m,k/2}(i, j)}{\tau(\phi)} + e_k R_t^{m,k+1}(i, j). \]

(5.94)

Once (5.91), (5.92), (5.93), and (5.94) are proved Theorem 2.18 will follow.

Let us first justify (5.91). We let \(C(t, t + \epsilon)\) denote the event where there are at least two coalescences of the E-ASG on \((t, t + \epsilon]\). The set \(\{B \in \mathcal{P}(V_{G_t}); |B| \geq 2\}\) is non-empty if and only if \(|V_{G_t}| \geq 2\). In this case, for \(B \in \mathcal{P}(V_{G_t})\) with \(|B| \geq 2\), we see from Lemma 5.5 that the set \(\{A \in \mathcal{P}(V_{G_{t+\epsilon}}); |A| = j, f_{G_t, G_{t+\epsilon}}(B, A) \neq 0\}\) is non-empty only on \(C(t, t + \epsilon)\). Therefore \(L(t, t + \epsilon) = \mathbb{1}_{C(t, t + \epsilon)} L(t, t + \epsilon)\) and, using (5.88), we get

\[
L(t, t + \epsilon) = \mathbb{1}_{C(t, t + \epsilon)} \left( \mathbb{1}_{|V_{G_{t+\epsilon}}| = k} \sum_{A \in \mathcal{P}(V_{G_{t+\epsilon}}); |A| = j} F_{G_{t+\epsilon}}(A) \right).
\]

Then, by (5.51) and (5.89) we have

\[
|L(t, t + \epsilon)| \leq \mathbb{1}_{C(t, t + \epsilon)} \left( \frac{(jk)^j}{j!} + \sum_{l=1}^{j+1} \frac{j^l}{l!} \left( \begin{array}{c} j \\ l \end{array} \right) |V_{G_t}|^l \right) \leq C_{k,j} \mathbb{1}_{C(t, t + \epsilon)} |V_{G_t}|^{j+1},
\]

where we have set \(C_{k,j} := (j + 2)(j + 1)^{j+1}(jk)^j/j!\). Taking expectation:

\[
\mathbb{E}_m[|L(t, t + \epsilon)|] \leq C_{k,j} \mathbb{E}_m[\mathbb{1}_{C(t, t + \epsilon)} |V_{G_t}|^{j+1}]
\]

\[
= C_{k,j} \sum_{r \geq 1} r^{j+1} \mathbb{P}_m(C(t, t + \epsilon); |V_{G_t}| = r) \times \mathbb{E}_m(|V_{G_t}| = r).
\]

By the Markov property, \(\mathbb{P}_m(C(t, t + \epsilon); |V_{G_t}| = r) = \mathbb{P}_r(C(0, \epsilon))\) and, by (A.116) from Lemma A.2, the later is smaller than \(16r^4(1 + \lambda)^2 \epsilon^2\). Therefore, \(\mathbb{E}_m[|L(t, t + \epsilon)|]\) is smaller than

\[
eq \sum_{r \geq 1} r^{j+5} \mathbb{P}_m(|V_{G_t}| = r) \leq \mathbb{E}_m[|V_{G_t}|^{j+5}] \leq \frac{e^2 \check{C}_{k,j}}{\pi(m)} \sum_{r \geq 1} r^{j+5} \pi(r),
\]

where we have set \(\check{C}_{k,j} := 16(1 + \lambda)^2 C_{k,j}\) and where the last inequality comes from (4.49). This concludes the proof of (5.91).
For \( l \in \{1, \ldots, j+1\} \), starting from the definition of \( M(l,t,t+\epsilon) \) in (5.87) and proceeding as in the proof of Proposition 2.15 (in Section 5.2.3), we can show that

\[
\frac{1}{\epsilon} \mathbb{E}_m[M(l,t,t+\epsilon)] = \sum_{r=0}^{\infty} \frac{1}{\epsilon} (R^{(r,k)}(l,t) - \mathbb{1}_{l=j,r=k}) R^{m,r}_1(i,l).
\] (5.95)

Let us fix \( l \in \{1, \ldots, j-1\} \). From (5.95) we get

\[
\frac{1}{\epsilon} \mathbb{E}_m[M(l,t,t+\epsilon)] = \mathbb{1}_{k \text{ even},l \leq k/2} \frac{1}{\epsilon} R^{k/2,k}(l,j) R^{m,k/2}_l(i,l) + \sum_{r \geq l; r \neq k/2} \frac{1}{\epsilon} R^{r,k}_l(l,j) R^{m,r}_l(i,l).
\]

By (5.65), the first term in the right-hand side converges to \( \mathbb{1}_{k \text{ even},l \leq k/2} \tau(l,j) R^{m,k/2}_l(i,l) \) when \( \epsilon \) goes to 0. According to (5.69), (5.53) and then to (4.49) we have

\[
\left| \sum_{r \geq l; r \neq k/2} \frac{1}{\epsilon} R^{r,k}_l(l,j) R^{m,r}_l(i,l) \right| \leq \epsilon \sum_{r \geq l; r \neq k/2} 16r^4(1 + \lambda)^2 \frac{(jk)^j}{j!} \frac{(rl)^l}{l!} \mathbb{P}_m(|V_{G_1}| = r)
\]
\[
\leq 16(1 + \lambda)^2 \frac{(jk)^j}{j!} \frac{(rl)^l}{l!} \mathbb{E}_m[|V_{G_1}|^{l+4}]
\]
\[
\leq 16(1 + \lambda)^2 \frac{(jk)^j}{j!} \frac{(rl)^l}{l!} \pi(m) \sum_{r \geq 1} r^{l+4} \pi(r) \xrightarrow{\epsilon \to 0} 0.
\]

Therefore (5.92) follows. Let us now apply (5.95) with \( l = j + 1 \). We get

\[
\frac{1}{\epsilon} \mathbb{E}_m[M(j+1,t,t+\epsilon)] = \frac{1}{\epsilon} R^{k+1,k}(j+1,j) R^{m,k+1}_l(i,j+1) + \sum_{r \geq j+1; r \neq k+1} \frac{1}{\epsilon} R^{r,k}(j+1,j) R^{m,r}_l(i,j+1).
\]

By (5.66), the first term in the right-hand side converges to \( \tau(j+1,j) R^{m,k+1}_l(i,j+1) \) when \( \epsilon \) goes to 0. The convergence of the second term to 0 is proved exactly as in the proof of (5.92) above, using this time (5.70) instead of (5.69). (5.93) follows.

Let us now apply (5.95) with \( l = j \). We get

\[
\frac{1}{\epsilon} \mathbb{E}_m[M(j,t,t+\epsilon)] = \frac{1}{\epsilon} \left( R^{k,k}(j,j) - 1 \right) R^{m,k}_l(i,j) + \mathbb{1}_{k \text{ even},j \leq k/2} \frac{1}{\epsilon} R^{k/2,k}(j,j) R^{m,k/2}_l(i,j)
\]
\[
+ \frac{1}{\epsilon} R^{k+1,k}(j,j) R^{m,k+1}_l(i,j) + \sum_{r \geq j; r \neq \{k/2,k+1\}} \frac{1}{\epsilon} R^{r,k}(j,j) R^{m,r}_l(i,j).
\]

According to (5.68), (5.65), and (5.67), the first, second, and third terms in the right-hand side converge to respectively \(-d_k R^{m,k}_l(i,j)\), \( \mathbb{1}_{k \text{ even},j \leq k/2} \tau(j,j) R^{m,k/2}_l(i,j)\), and \( e_{k,j} R^{m,k+1}_l(i,j)\) when \( \epsilon \) goes to 0. The convergence of the fourth term to 0 is proved exactly as in the proof of (5.92) above, using this time (5.71) instead of (5.69). (5.94) follows, which concludes the proof.

5.5. Behavior at infinity: proof of Theorem 2.19. We first prove the existence of the limit in (2.24) using a coupling argument. The idea is to take two independent realizations of the E-ASG and glue them together after a common bottleneck. It is shown in (5.97) below that the probability that this common bottleneck hasn’t occurred within time \( t \) decays exponentially fast. Using the branching property from Lemma 5.3 we obtain, in (5.99) below, that the functions \( F^{\cdot}(\cdot) \) are the same for the two realizations of the E-ASG after their common bottleneck. Combining this with (5.97) and estimates from Lemma 5.1 we obtain (5.100), which shows that \( (R^{m,k}_l(i,j))_{t \geq 0} \) satisfies the Cauchy property as \( t \) goes to infinity and is therefore convergent.
Let \((G_{\beta})_{\beta \geq 0}\) start with \(m \geq 1\) lines at \(\beta = 0\) and let \(i \in \{1, \ldots, m\}\). Recall from Section 2.4.2 that the line counting process of \((G_{\beta})_{\beta \geq 0}\) is a Markov process for which the state 1 is recurrent, which means that \((G_{\beta})_{\beta \geq 0}\) experiences infinitely many bottlenecks. Moreover the state 1 can be reached with positive probability in any time \(t > 0\) from any starting position so the event \(\{|V_{G_{\hat{1}}} = 1\}\) has positive probability for any \(t > 0\). On this event we denote by \(L_{\hat{T}}^G\) the single line of \(G_{\hat{1}}\). By (2.16) we have \(\sum_{A \in \mathcal{P}(V_{G_{\hat{1}}})} F_{G_{\hat{1}}}^1(A) = 1\) almost surely so, in particular, this also holds on \(\{|V_{G_{\hat{1}}} = 1\}\) which induces

\[
1 = \sum_{A \in \mathcal{P}(V_{G_{\hat{1}}})} F_{G_{\hat{1}}}^1(A) = F_{G_{\hat{1}}}^1(\{L_{\hat{T}}^G\}).
\] (5.96)

Thanks to this we are able, in the following, to build a coupling of two realizations of \((F_{G_{\beta}}^1)_{\beta \geq 0}\) that remain identical after a common bottleneck.

We fix \(m_1, m_2 \geq 1, i_1 \in \{1, \ldots, m_1\}, i_2 \in \{1, \ldots, m_2\}\), \(r > 0\). Let \((G_{\beta})_{\beta \geq 0}\), \((G_{\beta})_{\beta \geq 0}\), and \((G_{\beta})_{\beta \geq 0}\) be three independent realizations of the E-ASG with distribution \(\mathbb{P}_{m_1}\), \(\mathbb{P}_{m_2}\) and \(\mathbb{P}_1\) respectively. We denote by \(\mathbb{P}_{m_1,m_2,1}(\cdot)\) the law of the joint process \((G_{\tau}^1, G_{\beta}^2, G_{\beta}^3)_{\beta \geq 0}\) and we set \(\mathcal{T} := \inf\{t \geq 0, \ |V_{G_{\hat{1}}} = |V_{G_{\hat{2}}} = 1\}\). A couple of two independent realizations of the line counting process of the E-ASG is an irreducible Markov chain with stationary distribution \(\pi \otimes \pi\) so it is recurrent. In particular the state \((1, 1)\) is recurrent for the Markov chain \((V_{G_{\hat{1}}}, V_{G_{\hat{2}}}, V_{\hat{T}})_{t \geq 0}\) so \(\mathcal{T}\) is \(\mathbb{P}_{m_1,m_2,1}\)-almost surely finite. As a by-product of the proof of Lemma 5.2 of [8] (with \(\theta = 0\) and \(\mu = \lambda \delta_1\)), the expectation of the hitting time of a given state by the line counting process of the E-ASG is bounded independently from the initial state. In other words, for any \(k \geq 1\) there is a finite constant \(C_k > 0\) such that

\[
\forall m \geq 1, \mathbb{E}_m[\inf\{t \geq 0, \ |V_{G_{\hat{1}}} = k\}] < C_k.
\]

It is not difficult to deduce that the same holds for a couple of two independent realizations of the line counting process of the E-ASG. In particular the expectation of the hitting time, by the Markov chain \((V_{G_{\hat{1}}}, V_{G_{\hat{2}}, < t})_{t \geq 0}\) of the state \((1, 1)\), is bounded by a constant \(C\) that does not depend on the initial position. By successive applications of the Markov property at times \(2C, 4C, 6C, \ldots\) and Markov inequality we get \(\forall n \geq 1, \mathbb{P}_{m_1,m_2,1}(\mathcal{T} \geq 2nC) \leq 2^{-n}\). Therefore, if we set \(c := \log(2)/2C > 0\), we get

\[
\forall m_1, m_2 \geq 1, \forall r, t \geq 0, \mathbb{P}_{m_1,m_2,1}(\mathcal{T} > t) \leq 2e^{-ct}.
\] (5.97)

We define \((\hat{G}_{\beta}^1)_{\beta \geq 0}\) as follows: \(\hat{G}_{\beta}^1 := G_{\beta}^1\) if \(\beta \leq \mathcal{T}\) and, for \(\beta > \mathcal{T}\), \(\hat{G}_{\beta}^1\) is obtained by gluing \(\hat{G}_{\beta - \mathcal{T}}\) to \(G_{\mathcal{T}}^1\). Let us define what we mean by gluing. Let \(N_{\mathcal{T}}^1 := \text{depth}(G_{\mathcal{T}}^1)\), as defined in Section 2.4.4. For \(\beta > \mathcal{T}\) and \(i \geq 0\), generation \(i\) of \(\hat{G}_{\beta}^1\) is generation \(i\) of \(G_{\mathcal{T}}^1\) if \(i \leq N_{\mathcal{T}}^1\), and it is generation \(i - N_{\mathcal{T}}^1\) of \(\hat{G}_{\beta - \mathcal{T}}\) if \(i \geq N_{\mathcal{T}}^1\). Note that generation \(N_{\mathcal{T}}^1\) of \(G_{\mathcal{T}}^1\) (which contains only one line) is identified with generation 0 of \(\hat{G}_{\beta - \mathcal{T}}\) (which also contains only one line). \((\hat{G}_{\beta}^2)_{\beta \geq 0}\) is defined as follows: \(\hat{G}_{\beta}^2 := G_{\beta}^2\) if \(\beta \leq r + \mathcal{T}\) and, for \(\beta > r + \mathcal{T}\), \(\hat{G}_{\beta}^2\) is obtained by gluing \(\hat{G}_{\beta - (r + \mathcal{T})}\) to \(G_{r + \mathcal{T}}^2\) in the way described above. We see from the strong Markov property for the E-ASG, applied at times respectively \(\mathcal{T}\) and \(r + \mathcal{T}\), that \((\hat{G}_{\beta}^1)_{\beta \geq 0}\) and \((\hat{G}_{\beta}^2)_{\beta \geq 0}\) have distribution respectively \(\mathbb{P}_{m_1}\) and \(\mathbb{P}_{m_2}\). Moreover we see from the definitions of \((\hat{G}_{\beta}^1)_{\beta \geq 0}\) and \((\hat{G}_{\beta}^2)_{\beta \geq 0}\), and from the definition of the shifting in Section 5.2.1, that for any \(t \geq \mathcal{T}\),

\[
\hat{G}_{t}^1 \setminus \{L_{\mathcal{T}}^G\} = \hat{G}_{t - \mathcal{T}} = \hat{G}_{r + t}^2 \setminus \{L_{r + \mathcal{T}}^G\} \hat{G}_{r + \mathcal{T}}^2.
\] (5.98)
Note also that $|V_{G_1^T}| = |V_{G_2^T}| = 1$. We consider $(\hat{G}_1^\beta, \hat{G}_2^\beta)_{\beta \geq 0}$ and $u \geq T$. Applying (5.56) to $F_{G_1^T}(\cdot)$ with $r_1 = u$ and $r_2 = T$ we have
\[ \forall A \in \mathcal{P}(V_{G_1^T})(= \mathcal{P}(V_{G_u \cdot T})), F_{G_u}^{i_1}(A) = \sum_{B \in \mathcal{P}(V_{G_T})} F_{G_T}^{i_1}(B) f_{G_T, G_u^k}(B, A). \]

Since $|V_{G_1^T}| = 1$ we have $\mathcal{P}(V_{G_1^T}) = \{ \{1\} \}$ (where $L_1^G$ is the single line in $V_{G_1^T}$, and is identified with $L_2^G$, the single line in $V_{G_0}$). We thus get
\[ \forall A \in \mathcal{P}(V_{G_1^T})(= \mathcal{P}(V_{G_u \cdot T})), F_{G_u}^{i_1}(A) = F_{G_T}^{i_1}(\{1\}) f_{G_T, G_u^k}(\{1\}, A). \]

By (5.96), (5.54), and (5.98), we get $F_{G_u}^{i_1}(A) = F_{G_u}^{1}(A)$ for all $A \in \mathcal{P}(V_{G_1^T})(= \mathcal{P}(V_{G_u \cdot T}))$. We similarly get $F_{G_T}^{i_1}(A) = F_{G_T}^{1}(A)$ for all $A \in \mathcal{P}(V_{G_2^T})(= \mathcal{P}(V_{G_u \cdot T}))$. We deduce that for any $k \geq 1$ and $j \in \{1, \ldots, k\}$ we have $\mathbb{P}_{m_1,m_2,1}$-almost surely
\[ 1_{|V_{G_1^T}| = k} \sum_{A \in \mathcal{P}(V_{G_1^T})} F_{G_1^T}^{i_1}(A) = 1_{|V_{G_2^T}| = k} \sum_{A \in \mathcal{P}(V_{G_2^T})} F_{G_2^T}^{i_2}(A). \]

In particular we get that we have $\mathbb{P}_{m_1,m_2,1}$-almost surely for all $t > 0$,
\[ 1_{t \geq T} \left( 1_{|V_{G_1^T}| = k} \sum_{A \in \mathcal{P}(V_{G_1^T})} F_{G_1^T}^{i_1}(A) - 1_{|V_{G_2^T}| = k} \sum_{A \in \mathcal{P}(V_{G_2^T})} F_{G_2^T}^{i_2}(A) \right) = 0. \]  

By (5.51), the absolute value of the integrand in the above expectation is smaller than $\frac{2(kj)!}{j!} 1_{t \geq T}$.

Finally, for any $m, k \geq 1, i \in \{1, \ldots, m\}, j \in \{1, \ldots, k\}, (5.100)$ applied with $m_1 = m_2 = m$ and $i_1 = i_2 = i$ shows that $(R_{t}^{m,i,k}(i,j))_{t \geq 0}$ satisfies the Cauchy property as $t$ goes to $\infty$ and is therefore convergent. It moreover shows that the convergence is exponentially fast in $t$ and uniform in $m, i$. Then, (5.100) applied with $r = 0$ shows that $\lim_{t \to \infty} R_{t}^{m,i,k}(i,j)$ does not depend on $m$ and $i$. This proves the first claim of Theorem 2.19. Then, (2.25) follows combining Theorem 2.18 and the convergence (2.24). The claim $a_1^i = \pi(1)$ comes from Remark 2.20.
5.6. **Rigorous relation between Wright-Fisher diffusion and ASG.** We have so far worked on quantities defined from the ASG or the E-ASG. An essential step is to relate them to (1.1). The following proposition establishes rigorously the relation, announced in Section 2.3, between the diffusion (1.1) and the ASG.

**Proposition 5.7.** For any $x \in [0, 1]$, $l \geq 1$ and $T \geq 0$, we have

$$h^l_T(x) = \mathbb{E} \left[ (X(T))^l \mid X(0) = x \right].$$

(5.101)

For any fixed environment $\omega$, $x \in [0, 1]$, $l \geq 1$ and $T \geq 0$, we have

$$h^{l(x)}_{0,T}(x) = \mathbb{E}^\omega \left[ (X(\omega,T))^l \mid X(\omega,0) = x \right].$$

(5.102)

The proof of Proposition 5.7 is technical and thus we shift it to Appendix A.3.

5.7. **Representation of $h(x)$: Conclusion of the proof of Theorem 2.22.** We now have almost all the ingredients required to prove Theorem 2.22. Lemma 5.8 below provides some simple estimates that will allow 1) to justify the well-definedness of the series in (2.26), 2) to apply term by term the convergence from Theorem 2.19 in the series representation (2.21), which will be done in Proposition 5.9 to prove (2.26), 3) to apply Proposition 2.6 in order to justify the bound (2.27). This will yield Theorem 2.22.

**Lemma 5.8.** For any $m, k \geq 1, i \in \{1, \ldots, m\}, y \in [0, 1], t \geq 0$,

$$P^m_{t,k,i}(y) := \sum_{j=1}^k R^m_{t,k}(i,j)y^j \in [0, \mathbb{P}_m([V_{G_t} = k]) \subset [0, \pi(k)/\pi(m)].$$

For any $k \geq 1, y \in [0, 1], P_k(y) \in [0, \pi(k)].$ In particular, for any $m \geq 1, i \in \{1, \ldots, m\}, t \geq 0$, the series $\sum_{k=1}^\infty P^m_{t,k,i}(\cdot)$ and $\sum_{k=1}^\infty P_k(\cdot)$ are normally convergent on $[0, 1]$.  

**Proof.** We fix $m, k \geq 1, i \in \{1, \ldots, m\}, y \in [0, 1]$ and $t \geq 0$. Using the definitions of $P^m_{t,k,i}(y)$ and $R^m_{t,k}(i,j)$ (see (2.19)), (2.15), and (2.10), we get

$$P^m_{t,k,i}(y) = \sum_{j=1}^k R^m_{t,k}(i,j)y^j = \sum_{j=1}^k \mathbb{E}_m \left[ 1_{|V_{G_t}| = k} \sum_{A \in \mathcal{P}(V_{G_t}) : |A| = j} F^i_{G_t}(A) \right] y^j$$

$$= \mathbb{E}_m \left[ 1_{|V_{G_t}| = k} \sum_{A \in \mathcal{P}(V_{G_t})} F^i_{G_t}(A)y^{|A|} \right] \in [0, \mathbb{P}_m([V_{G_t} = k]) \subset [0, \pi(k)/\pi(m)].$$

This proves the first part. By (2.24), $P^m_{t,k,i}(y)$ converges to $P_k(y)$ as $t$ goes to infinity. Moreover, by the classical result about converge to the equilibrium distribution for continuous-time irreducible positive recurrent Markov chains, $\mathbb{P}_m([V_{G_t} = k])$ converges to $\pi(k)$ as $t$ goes to infinity. We thus get the second part of the proposition, letting $t$ go to infinity in the first part. The last statement about normal convergences is an easy consequence of the bounds in the first two parts and of $\sum_{k \geq 1} \pi(k) = 1 < \infty$.  

□
Proposition 5.9. $\mathbb{P}$-almost surely, $\lim_{t \to \infty} X(t)$ exists and belongs to $\{0, 1\}$. Moreover, for any $i \geq 1$ and $x \in [0, 1]$ we have

$$h(x) = \lim_{t \to \infty} h^i_t(x) = \sum_{k=1}^{\infty} P_k(x). \tag{5.103}$$

Proof. Let us fix $i \geq 1$, $x \in [0, 1]$, and $m \geq i$. Recall from (2.21) and the definition of $P_t^{m,k,i}(x)$ that we have $h^i_t(x) = \sum_{k=1}^{\infty} P_t^{m,k,i}(x)$. From (2.24) we see that for every $k \geq 1$ we have $P_t^{m,k,i}(x) \longrightarrow_{t \to \infty} P_k(x)$. The bound $|P_t^{m,k,i}(x)| \leq \pi(k)/\pi(m)$ from Lemma 5.8 allows to apply dominated convergence so we get the second equality in (5.103).

By (1.1), $X$ is a sub-martingale if $\mathbb{E}[L(1)] \geq 0$, and a super-martingale if $\mathbb{E}[L(1)] \leq 0$. Moreover $X$ is bounded. Therefore, in any case, $X(t)$ converges almost surely to a limit as $t$ goes to infinity. By dominated convergence we get that for any $i \geq 1$,

$$\lim_{t \to \infty} \mathbb{E} \left[ X(t)^i \, | \, X(0) = x \right] = \mathbb{E} \left[ \left( \lim_{t \to \infty} X(t) \right)^i \, | \, X(0) = x \right]. \tag{5.104}$$

Combining (5.104), the second equality in (5.103), and Proposition 5.7, we get that for any $i \geq 1$,

$$\mathbb{E} \left[ \left( \lim_{t \to \infty} X(t) \right)^i \, | \, X(0) = x \right] = \sum_{k=1}^{\infty} P_k(x). \tag{5.105}$$

(5.105) shows in particular that all moments of positive order of $\lim_{t \to \infty} X(t)$ are equal so this random variable is supported on $\{0, 1\}$. Combining with (1.2) we get

$$h(x) = \mathbb{P} \left( \lim_{t \to \infty} X(t) = 1 \, | \, X(0) = x \right) = \mathbb{E} \left[ \lim_{t \to \infty} X(t) \, | \, X(0) = x \right] = \sum_{k=1}^{\infty} P_k(x),$$

where we have used (5.105) for the last equality. This concludes the proof.

We can now conclude the proof of Theorem 2.22. (2.26) and the claims about $\lim_{t \to \infty} X(t)$ are established in Proposition 5.9. The normal convergence of $\sum_{k=1}^{\infty} P_k(y)$ has been proved in Lemma 5.8. From (2.26) and the bound $|P_k(x)| \leq \pi(k)$ from Lemma 5.8 we get (2.27), where the second inequality in (2.27) is only (2.9) from Proposition 2.6.

Remark 5.10. We have proved in Proposition 5.9 that $X$ is almost surely eventually absorbed at $\{0, 1\}$ but more can actually be proved. Indeed, since it can be seen that the line counting process of the E-ASG comes down from infinity, one can use classical arguments (see for example [7, Prop. 2.19]) to show that $X$ is actually almost surely absorbed in $\{0, 1\}$ in finite time.

6. Taylor expansion of $h(x)$ near $x = 0$

6.1. System of differential equations and asymptotics of coefficients: Proofs of Theorems 2.23 and 2.24. We can proceed similarly as in the proofs of Theorems 2.18 and 2.19 to prove Theorems 2.23 and 2.24. However, we rather choose to show that the latter two can be derived from Theorems 2.18 and 2.19 via two lemmas. Lemma 6.1 below relates the coefficient $Q_t(i,j)$ to a series of coefficients $R_t^{m,k}(i,j)$, and Lemma 6.2 below allows to differentiate this series term by term. Theorems 2.23 and 2.24 will then easily follow.
Lemma 6.1. For any $t \geq 0$ and $i, j \geq 1$, $Q_t(i, j) = \sum_{k=1}^{\infty} R_t^{i,k}(i, j)$ and the convergence of the series holds uniformly in $t \in [0, \infty)$.

Proof. Using the expressions of the coefficients $R_t^{m,k}(i, j)$ and $Q_t(i, j)$ in Definition 2.13, (5.51) from Lemma 6.1, and (4.49) from Lemma 4.1, we get for $n \geq 1$,
\[
\left| Q_t(i, j) - \sum_{k=1}^{n} R_t^{i,k}(i, j) \right| = \left| \mathbb{E}_i \left[ \mathbb{I}_{|V_{G_t}| > n} \sum_{A \in \mathcal{P}(V_{G_t}) : |A| = j} F_{G_t}^1(A) \right] \right| \\
\leq \frac{j^2}{j!} \mathbb{E}_i \left[ \mathbb{I}_{|V_{G_t}| > n} |V_{G_t}|^j \right] \leq \frac{j^2}{j! \pi(i)} \sum_{l > n} b^l(l).
\]
By (2.9), the right-hand side converges to 0 as $n$ goes to infinity and the lemma follows. \hfill \Box

Lemma 6.2. For any $t \geq 0$ and $i, j \geq 1$,
\[
\sum_{k=1}^{\infty} \frac{d}{dt} R_t^{i,k}(i, j) = -d_j Q_t(i, j) + f_j Q_t(i, j - 1) + \sum_{l=1}^{j+1} \tau(l, j) Q_t(i, l),
\]
and the convergence of the series in the left-hand side holds uniformly in $t \in [0, \infty)$.

The proof of Lemma 6.2 is rather straightforward (modulo the use of Theorem 2.18) but quite computational so we shift it to Appendix A.4. Theorem 2.23 now follows easily from Lemmas 6.1 and 6.2. We conclude the proof of Theorem 2.24 as follows. The existence of the limit in (2.28) and the identity $b_j = \sum_{k=1}^{\infty} a_k^j$ follow from the combination of (2.24) with the uniform convergence from Lemma 6.1. $b_j = \sum_{k=1}^{\infty} a_k^j$ shows that $b_j$ does not depend on $i$. Then, (2.29) follows combining Theorem 2.23 and the convergence (2.28).

6.2. Taylor expansion: Proof of Theorem 2.25. Let us fix $n \geq 1$, $T > 0$, and $x \in [0, 1]$. Using (2.14) and decomposing on the cardinality of $A \in \mathcal{P}(V_{G_T})$, we get that $h_T^1(x)$ can be decomposed as
\[
\mathbb{E}_1 \left[ \sum_{j=1}^{2n} \sum_{A \in \mathcal{P}(V_{G_T}) : |A| = j} F_{G_T}^1(A) \mathbb{I}_{E(T, T, T, A, x)} \right] + \mathbb{E}_1 \left[ \sum_{j > 2n} \sum_{A \in \mathcal{P}(V_{G_T}) : |A| = j} F_{G_T}^1(A) \mathbb{I}_{E(T, T, T, A, x)} \right],
\]
where $E(T, T, T, A, x)$ is as in Definition 2.9. The finiteness of the first expectation follows from (5.52) applied for each $j$ from 1 to $2n$. The finiteness of the second expectation follows from (2.15) together with the finiteness of the first expectation. Let us denote by $S_T(n, x)$ the second expectation. Proceeding as in (4.46) we see that the first term equals $\mathbb{E}_1 \left[ \sum_{j=1}^{2n} \sum_{A \in \mathcal{P}(V_{G_T}) : |A| = j} F_{G_T}^1(A) x^j \right]$ and clearly the later equals $\sum_{j=1}^{2n} Q_T(1, j) x^j$. We thus get
\[
h_T^1(x) = \sum_{j=1}^{2n} Q_T(1, j) x^j + S_T(n, x).
\]
(6.106)

We now bound the term $S_T(n, x)$ when $x$ is small, uniformly in $T$. Once this is done, it will be possible to justify Theorem 2.25 by letting $T$ go to infinity in (6.106).

Proposition 6.3. For any $n \geq 1$ there exists $c_n > 0$ such that
\[
\forall T > 0, \forall x \in (0, c_n), \quad |S_T(n, x)| \leq x^{n+1/4}.
\]
(6.107)
The idea is that the integrand, inside the expectation defining $S_T(n, x)$, is non-zero only if, after applying the type assignment procedure from Definition 2.7, the E-ASG contains at least $2n + 1$ lines of type 0 at time $\beta = T$. The probability of this event is controlled using our upper bounds for the tail distribution of the line counting process of the E-ASG and, thanks to (2.15), the integrand is re-written in terms of finitely many terms for which we have suitable bounds.

**Proof of Proposition 6.3.** On $\{|V_{G_T}| \leq 2n\}$, the sum inside the expectation defining $S_T(n, x)$ is empty and therefore null. We apply the type assignment procedure on $[0, T]$ with initial condition $x$ (see Definition 2.7) and denote by $N_T$ the number of lines that are assigned type 0 in $V_{G_T}$. Note that for any $k \geq 1$, conditionally on $\{|V_{G_T}| = k\}$, we have $N_T \sim \mathcal{B}(k, x)$, where $\mathcal{B}(k, x)$ denotes the binomial distribution with parameters $k$ and $x$. Note moreover that for any $A \in \mathcal{P}(V_{G_T})$ such that $|A| > 2n$ we have $\mathbb{1}_{E(T, T, A, x)} = 0$ on $\{N_T \leq 2n\}$. Therefore, the sum inside the expectation defining $S_T(n, x)$ is null outside the event $\{|V_{G_T}| > 2n, N_T > 2n\}$. We thus have

$$S_T(n, x) = \mathbb{E}_1 \left[ \mathbb{1}_{\{V_{G_T} > 2n, N_T > 2n\}} \sum_{j > 2n} \sum_{A \in \mathcal{P}(V_{G_T}) : |A| = j} F^1_{G_T}(A) \mathbb{1}_{E(T, T, A, x)} \right]$$

$$= \mathbb{E}_1 \left[ \mathbb{1}_{\{V_{G_T} > 2n, N_T > 2n\}} \sum_{A \in \mathcal{P}(V_{G_T})} F^1_{G_T}(A) \mathbb{1}_{E(T, T, A, x)} \right]$$

$$- \sum_{j = 1}^{2n} \mathbb{E}_1 \left[ \mathbb{1}_{\{V_{G_T} > 2n, N_T > 2n\}} \sum_{A \in \mathcal{P}(V_{G_T}) : |A| = j} F^1_{G_T}(A) \mathbb{1}_{E(T, T, A, x)} \right].$$

Therefore

$$|S_T(n, x)| \leq \mathbb{E}_1 \left[ \mathbb{1}_{\{V_{G_T} > 2n, N_T > 2n\}} \sum_{A \in \mathcal{P}(V_{G_T})} F^1_{G_T}(A) \mathbb{1}_{E(T, T, A, x)} \right]$$

$$+ \sum_{j = 1}^{2n} \mathbb{E}_1 \left[ \mathbb{1}_{\{V_{G_T} > 2n, N_T > 2n\}} \sum_{A \in \mathcal{P}(V_{G_T}) : |A| = j} F^1_{G_T}(A) \right].$$

Using (2.15) for the first term and (5.51) for each of the $2n$ other terms we get

$$|S_T(n, x)| \leq \mathbb{E}_1 \left[ \mathbb{1}_{\{V_{G_T} > 2n, N_T > 2n\}} \right] + \sum_{j = 1}^{2n} \mathbb{E}_1 \left[ \frac{j!}{2n} \mathbb{1}_{\{V_{G_T} > 2n, N_T > 2n\}} \right]$$

$$\leq (2n + 1)^{2n+1} \mathbb{E}_1 \left[ |V_{G_T}|^{2n} \mathbb{1}_{\{V_{G_T} > 2n, N_T > 2n\}} \right].$$

Recall that, conditionally on $|V_{G_T}|$, we have $N_T \sim \mathcal{B}(|V_{G_T}|, x)$. Therefore the above expectation can be re-written as $\mathbb{E}_1[|V_{G_T}|^{2n} \mathbb{1}_{|V_{G_T}| \geq \sum_{i=1}^{2n+1} Y_i}]$, where $Y_1, Y_2, ..., Y_{2n+1}$ are iid geometric random variable with parameter $x$, independent of $|V_{G_T}|$. We set $J := \{i \in \{1, ..., 2n + 1\}, Y_i \leq x^{-1/2}\}$. 
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Note that $J \sim B(2n + 1, \mathbb{P}(Y_1 \leq x^{-1/2}))$ and that $J$ is independent of $|V_{G_T}|$. We have
\[
|S_T(n, x)| \leq (2n + 1)^{2n+1} E_1 \left[ |V_{G_T}|^{2n} 1_{|V_{G_T}| \geq \sum_{i=1}^{2n+1} Y_i} \right] \\
\leq (2n + 1)^{2n+1} \left( E_1 \left[ |V_{G_T}|^{2n} \right] \mathbb{P}(J = 2n + 1) + E_1 \left[ |V_{G_T}|^{2n} 1_{|V_{G_T}| \geq x^{-1/2}} \right] \right) \\
= (2n + 1)^{2n+1} \left( E_1 \left[ |V_{G_T}|^{2n} \right] \mathbb{P}(Y_1 \leq x^{-1/2})^{2n+1} + E_1 \left[ |V_{G_T}|^{2n} 1_{|V_{G_T}| \geq x^{-1/2}} \right] \right) \\
\leq \frac{(2n + 1)^{2n+1}}{\pi(1)} \left( \sum_{k \geq 1} k^{2n} \pi(k) \right) \mathbb{P}(Y_1 \leq x^{-1/2})^{2n+1} + \sum_{k \geq x^{-1/2}} k^{2n} \pi(k),
\]
where we have used two times (4.49) for the last inequality. The sum $\sum_{k \geq 1} k^{2n} \pi(k)$ is finite according to (2.9). By (2.9) again, we see that if $\epsilon_n$ is chosen small enough then for all $x \in (0, \epsilon_n)$ and $k \geq x^{-2}$ we have $\pi(k) \leq k^{-4n-3}$. We thus get
\[
|S_T(n, x)| \leq C(n) \left( \mathbb{P}(Y_1 \leq x^{-1/2})^{2n+1} + x^{n+1/2} \right),
\]
where $C(n)$ is a constant depending on $n$ (and not on $T$ or $x$). Moreover we have
\[
\mathbb{P}(Y_1 \leq x^{-1/2}) = \mathbb{P}(e^{-x^{1/2}Y_1} \geq e^{-1}) \leq e^{1} e^{-x^{1/2}Y_1} e^{-x^{-1/2}Y_1} = \frac{e^{1} e^{-x^{1/2}Y_1}}{1 - (1 - x)e^{-x^{1/2}}} \leq 2e^{1} x^{1/2},
\]
where the last inequality holds for all $x \in (0, \epsilon_n)$ if $\epsilon_n$ is chosen small enough. Plugging into (6.108) we get $|S_T(n, x)| \leq C'(n)x^{n+1/2}$, where $C'(n)$ is a constant depending on $n$ (and not on $T$ or $x$). By choosing $\epsilon_n$ even smaller if necessary we obtain (6.107). Note that $\epsilon_n$ does not depend on $T$. \hfill \Box

We can now conclude the proof of Theorem 2.25. We fix $n \geq 1$ and $x \in (0, \epsilon_n)$, where $\epsilon_n$ is given by Proposition 6.3. We have $h_T^1(x) \rightarrow_{T \rightarrow \infty} h(x)$ according to Proposition 5.9 and $\sum_{j=1}^{2n} Q_T(1, j)x^j \rightarrow_{T \rightarrow \infty} \sum_{j=1}^{2n} b_j x^j$ according to Theorem 2.24. Combining with (6.106) we get that $S_T(n, x)$ has a limit as $T$ goes to infinity, that we denote by $S_\infty(n, x)$, and
\[
h(x) = \sum_{j=1}^{n} b_j x^j + \sum_{j=n+1}^{2n} b_j x^j + S_\infty(n, x).
\]
Taking the limit as $T$ goes to infinity into (6.107) we get
\[
\forall x \in (0, \epsilon_n), |S_T(n, x)| \leq x^{n+1/4}.
\]
The combination of (6.109) and (6.110) concludes the proof of Theorem 2.25.

**Appendix A.**

**A.1. Line counting process of the E-ASG: Proof of Proposition 2.6 from Section 2.4.2.** For the line counting process of the E-ASG $(G_\beta)_{\beta \geq 0}$ we use the notation $(|V_{G_\beta}|)_{\beta \geq 0}$ from Section 2.4.4. Recall from Section 2.4.2 that $(|V_{G_\beta}|)_{\beta \geq 0}$ is an irreducible, positive recurrent, continuous-time Markov process on $\mathbb{N} = \{1, 2, \ldots\}$, and that its stationary distribution is denoted by $\pi$. We now justify Proposition 2.6. In order to establish the recursion formula (2.8) for the
probabilities \( \pi(k) \) we use Siegmund duality. Let us consider the Markov process \( (D_\beta)_{\beta \geq 0} \) with rates

\[
q_D(i,j) := \begin{cases} i(i-1) & \text{if } j = i+1, \\ \sigma(i-1) & \text{if } j = i-1, \\ \lambda & \text{if } j = \left\lfloor \frac{i+1}{2} \right\rfloor.
\end{cases}
\]

Note that 1 is an absorbing state and that the process may explode to \( \infty \) in finite time.

**Lemma A.1** (Siegmund duality). The processes \( (|V_{G_\beta}|)_{\beta \geq 0} \) and \( (D_\beta)_{\beta \geq 0} \) are Siegmund duals, i.e. for all \( \ell, d \in \mathbb{N} \) and \( t \geq 0 \), we have

\[
\begin{align*}
\mathbb{P} (|V_{G_\ell}| \geq d \mid |V_{G_\ell}| = \ell) &= \mathbb{P} (\ell \geq D_t \mid D_0 = d), \tag{A.111} \\
\pi((d, \infty)) &= \mathbb{P} (\exists t \geq 0 \text{ s.t. } D_t = 1 \mid D_0 = d). \tag{A.112}
\end{align*}
\]

**Proof.** We consider the function \( H : \mathbb{N} \times \mathbb{N} \to \{0, 1\} \) defined via \( H(\ell, d) := 1_{\ell \geq d} \) for \( \ell, d \in \mathbb{N} \). Let \( G_1 \) and \( G_2 \) be the infinitesimal generators of \( (|V_{G_\beta}|)_{\beta \geq 0} \) and \( (D_\beta)_{\beta \geq 0} \), respectively. By [19, Prop. 1.2] we only have to show that \( G_1 H(\cdot, d)(\ell) = G_2 H(\ell, \cdot)(d) \) for all \( \ell, d \in \mathbb{N} \) in order to justify (A.111). We have

\[
G_1 H(\cdot, d)(\ell) = -\ell(\ell - 1) 1_{\ell = d} + \ell \sigma 1_{\ell = d - 1} + \lambda 1_{\ell < d \leq 2\ell},
\]

and

\[
G_2 H(\ell, \cdot)(d) = -d(d - 1) 1_{d = \ell} + (d - 1) \sigma 1_{d = \ell - 1} + \lambda 1_{\frac{d+1}{2} \leq \ell, d \geq \ell} = G_1 H(\cdot, d)(\ell).
\]

(A.111) follows. Then (A.112) follows letting \( t \) go to infinity into (A.111).

\[ \square \]

**Proof of Proposition 2.6.** Using (A.112) and applying a first step decomposition to the process \( D \), we obtain that for all \( k \geq 1 \) we have

\[
(k(k - 1) + \sigma(k - 1) + \lambda) \pi([k, \infty))
\]

\[
= k(k - 1) \pi([k + 1, \infty)) + \sigma(k - 1) \pi([k - 1, \infty)) + \lambda \pi \left( \left\lfloor \frac{k+1}{2} \right\rfloor, \infty \right). \tag{A.113}
\]

Using (A.113) we get that, for any \( k \geq 2 \), \( \pi(k) \) equals

\[
\pi([k, \infty)) - \pi([k + 1, \infty))
\]

\[
= \pi([k, \infty)) - \frac{(k(k - 1) + \sigma(k - 1) + \lambda) \pi([k, \infty)) - \sigma(k - 1) \pi([k - 1, \infty)) - \lambda \pi \left( \left\lfloor \frac{k+1}{2} \right\rfloor, \infty \right)}{k(k - 1)}
\]

\[
= \frac{\sigma}{k} \pi(k - 1) + \frac{\lambda}{k(k - 1)} \left( \pi \left( \left\lfloor \frac{k+1}{2} \right\rfloor \right) + \ldots + \pi(k - 1) \right),
\]

which is (2.8). In order to prove (2.9), let us first prove by induction on \( n \) that for any \( n \geq 0 \),

\[
\forall k \geq 3 \times 2^n, \quad \pi(k) \leq \frac{(\sigma(\sigma + \lambda) + \lambda)(\sigma + \lambda)^n}{k(k - 1) \prod_{i=1}^{n}(2^{-i}k - 1)}, \tag{A.114}
\]

with the convention \( \prod_{i=1}^{0} \cdots = 1 \). Using (2.8) and that \( \pi(\cdot) \) is a probability measure we get for all \( k \geq 2 \),

\[
\pi(k) \leq \frac{\sigma}{k} + \frac{\lambda}{k(k - 1)} \leq \frac{\sigma + \lambda}{k}. \tag{A.115}
\]
Using now (2.8) together with (A.115), and that $\pi(\cdot)$ is a probability measure, we get for $k \geq 3$,

$$\pi(k) \leq \frac{\sigma}{k} \frac{\sigma \lambda}{k-1} \frac{\lambda}{k(k-1)} = \frac{\sigma(\sigma + \lambda) + \lambda}{k(k-1)}.$$  \hfill (A.114)

Thus holds for $n = 0$. Let us now assume that (A.114) holds for some $n$. We fix $k \geq 3 \times 2^n + 1$ and apply (A.114) to each term in the right-hand side of (2.8) which yields

$$\pi(k) \leq \frac{\sigma(\sigma + \lambda) + \lambda)(\sigma + \lambda)^n}{k(k-1)(k-2) \prod_{i=1}^n (2^{-i}(k-1) - 1)} + \frac{\lambda}{k(k-1)} \sum_{j=\lceil \frac{k+1}{3} \rceil}^{k-1} \frac{(\sigma(\sigma + \lambda) + \lambda)(\sigma + \lambda)^n}{j(j-1) \prod_{i=1}^n (2^{-i}j - 1)}$$

$$\leq \frac{\sigma(\sigma + \lambda) + \lambda)(\sigma + \lambda)^n}{k(k-1) \prod_{i=1}^n (2^{-i}(k-1) - 1)} \left( \frac{\sigma}{k-2} + \frac{\lambda}{\prod_{i=1}^n (2^{-i}j - 1)} \right)$$

$$\leq \frac{\sigma(\sigma + \lambda) + \lambda)(\sigma + \lambda)^n+1}{k(k-1) \prod_{i=1}^n (2^{-i}(k-1) - 1)} \times \frac{1}{2^{j-1}k-1} = \frac{\sigma(\sigma + \lambda) + \lambda)(\sigma + \lambda)^n+1}{k(k-1) \prod_{i=1}^n (2^{-i}k - 1)}.$$  \hfill (A.115)

The induction is thus proved. Let $\log_2(\cdot) := \log(\cdot)/\log(2)$. We now fix $k \geq 4$ and apply (A.114) at $n = \lfloor \log_2(k) \rfloor - 2$:

$$\pi(k) \leq \frac{\sigma(\sigma + \lambda) + \lambda}{k(k-1)} \exp \left( \log(\sigma + \lambda)(\lfloor \log_2(k) \rfloor - 2) - \sum_{i=1}^{\lfloor \log_2(k) \rfloor - 2} \log(2^{-i}k - 1) \right).$$

Note that for $i \leq \lfloor \log_2(k) \rfloor - 2$, $\log(2^{-i}k - 1)$ equals

$$\log(2^{\lfloor \log_2(k) \rfloor - 2-i}) = \log(2^{\lfloor \log_2(k) \rfloor - 2-i} - 1) = 0.$$  \hfill (A.116)

Therefore the above yields

$$\pi(k) \leq \frac{\sigma(\sigma + \lambda) + \lambda}{k(k-1)} \exp \left( \log(\sigma + \lambda)(\lfloor \log_2(k) \rfloor - 2) - \log(2^{\lfloor \log_2(k) \rfloor - 2-i}) \right)$$

$$= \frac{\sigma(\sigma + \lambda) + \lambda}{k(k-1)} \exp \left( \log(\sigma + \lambda)(\lfloor \log_2(k) \rfloor - 2) - \frac{\log(2)}{2} (\lfloor \log_2(k) \rfloor - 2)(\lfloor \log_2(k) \rfloor - 3) \right).$$

Applying the above inequality to all $j \geq k$ and summing we get (2.9). \hfill (A.117)

\section*{A.2. Technical results for the E-ASG: some lemmas for Section 5.3 and after.}

\begin{lemma}
For any $m \geq 1$,

$$\mathbb{P}_m \left[ \text{\# of transitions of E-ASG on } [0, \varepsilon] \geq 2 \right] \leq 16m^4(1 + \lambda + \sigma)^2 \varepsilon^2,$$  \hfill (A.118)

$$\mathbb{P}_m \left( N_{mult}(\varepsilon) = 1, N_{coal}(\varepsilon) = 0, N_{sing}(\varepsilon) = 0 \right) \sim \frac{\lambda}{\varepsilon \rightarrow 0},$$  \hfill (A.119)

$$\mathbb{P}_m \left( N_{mult}(\varepsilon) = 0, N_{coal}(\varepsilon) = 1, N_{sing}(\varepsilon) = 0 \right) \sim m(m-1) \varepsilon,$$  \hfill (A.120)

$$\mathbb{P}_m \left( N_{mult}(\varepsilon) = 0, N_{coal}(\varepsilon) = 0, N_{sing}(\varepsilon) = 1 \right) \sim m \sigma \varepsilon,$$

\end{lemma}

where $N_{mult}(\varepsilon)$, $N_{coal}(\varepsilon)$, and $N_{sing}(\varepsilon)$ denote respectively the number of multiple branchings, coalescences, and single branchings of the E-ASG on $[0, \varepsilon]$ (as in the proof of Lemma 5.6).
Proof. From Definition 2.4.1 we see that, under $\mathbb{P}_m$, the first transition of the E-ASG occurs with rate $\lambda + m\sigma + m(m - 1)$. Immediately after the first transition, the number of lines in the E-ASG is at most $2m$, so the second transition always occurs with a rate smaller than $\lambda + 2m\sigma + 4m^2$. We thus see that both the first and the second transition occur with a rate smaller than $4m^2(1 + \lambda + \sigma)$. Therefore, if $e_1$ and $e_2$ denote two independent exponential random variables with parameter $4m^2(1 + \lambda + \sigma)$, the probability in the left-hand side of (A.116) is smaller than

$$\mathbb{P}(e_1 + e_2 \leq \epsilon) \leq \mathbb{P}(e_1 \leq \epsilon, e_2 \leq \epsilon) \leq (1 - e^{-4m^2(1 + \lambda + \sigma)\epsilon})^2 \leq 16m^4(1 + \lambda + \sigma)^2 \epsilon^2.$$  

This yields (A.116). We now prove (A.117). Let $T_1 < T_2 < \ldots$ denote the transition times of the E-ASG and let $E_{MB}$ denote the event where the first transition of the E-ASG is a multiple branching. Note that the left-hand side of (A.117) equals

$$\mathbb{P}_m(T_1 \leq \epsilon, E_{MB}) = \mathbb{P}_m(T_2 \leq \epsilon, E_{MB}). \quad (A.120)$$

$T_1$ follows an exponential distribution with parameter $\lambda + m\sigma + m(m - 1)$ and, conditionally on $T_1$, $E_{MB}$ has probability $\lambda/(\lambda + m\sigma + m(m - 1))$. The first term in (A.120) thus equals $(1 - e^{-(\lambda + m\sigma + m(m - 1))\epsilon}) \lambda/(\lambda + m\sigma + m(m - 1)) \sim \lambda\epsilon$, while the second term in (A.120) is smaller than $16m^4(1 + \lambda + \sigma)^2 \epsilon^2$ because of (A.116). (A.117) follows. (A.118) and (A.119) are proved exactly in the same way. \hfill \square

Lemma A.3. Let $m \geq 1$, $j \in \{1, \ldots, 2m\}, i \in \lfloor j/2 \rfloor, j \wedge m$, and $G \in G^m_1$. If generation $1$ of $G$ is a multiple branching generation then

$$\sum_{A \in \mathcal{P}(V_G):|A|=j} F^i_G(A) = \binom{i}{j-i} \times (1+S_1)^{2i-j} \times (-S_1)^{j-i}, \quad (A.121)$$

where, as in Section 2.4.4, $S_1$ denotes the weight of generation $1$ of $G$.

Proof. Assume first that $S_1 < 0$. By (2.11) we have

$$F^i_G(A) := F^i_{\pi_0(G)}(P(A)) \times \mathbb{I}_{\beta(A)=0} \times (1+S_1)^{\alpha(A)} \times (-S_1)^{\gamma(A)},$$

and by definition of $F^i(\cdot)$ we have $F^1_{\pi_0(G)}(P(A)) = \mathbb{I}_{P(A)=\{L_1, \ldots, L_i\}}$. We thus get

$$\sum_{A \in \mathcal{P}(V_G):|A|=j} F^i_G(A) = \sum_{A \in \mathcal{P}(V_G):P(A)={L_1, \ldots, L_i},|A|=j,\beta(A)=0} (1+S_1)^{\alpha(A)} \times (-S_1)^{\gamma(A)}.$$  

For $A \in \mathcal{P}(V_G)$ such that $P(A) = \{L_1, \ldots, L_i\}$ we see by definition of $\alpha(A)$, $\beta(A)$ and $\gamma(A)$ that $\alpha(A) + \beta(A) + \gamma(A) = i$ and $i + \gamma(A) = |A|$. We thus see that, for $A \in \mathcal{P}(V_G)$ such that $P(A) = \{L_1, \ldots, L_i\}$, $|A| = j$ is equivalent to $\gamma(A) = j-i$ and there exist such sets $A$ if and only if $j-i \leq i$, which is the case here since $i \in \{\lfloor j/2 \rfloor, \ldots, j \wedge m\}$. Therefore, the above equals

$$\sum_{A \in \mathcal{P}(V_G):P(A)={L_1, \ldots, L_i},\gamma(A)=j-i,\beta(A)=0} (1+S_1)^{2i-j} \times (-S_1)^{j-i}.$$  

The number of terms (all equal to $(1+S_1)^{2i-j} \times (-S_1)^{j-i}$) in the above sum is the number of choices for the $j-i$ lines that contribute to $\gamma(A)$, among the lines of $\{L_1, \ldots, L_i\}$. This number of choices is $\binom{i}{j-i}$ so we get (A.121).

Assume now that $S_1 > 0$. By (2.11) we have

$$F^i_G(A) := F^i_{\pi_0(G)}(P(A)) \times S_1^{\beta(A)} \times (-S_1)^{\gamma(A)}.$$
Let us now use again that \( F_{\gamma_i}^i(P(\bar{A})) = \mathbb{1}_{P(\bar{A}) = \{L_1, \ldots, L_i\}} \) and that, for \( A \in \mathcal{P}(V_G) \) with \( P(\bar{A}) = \{L_1, \ldots, L_i\} \), \( |A| = j \) is equivalent to \( \gamma(\bar{A}) = j - i \). We get
\[
\sum_{A \in \mathcal{P}(V_G) ; |A| = j} F_{\gamma_i}^i(A) = \sum_{A \in \mathcal{P}(V_G) ; P(\bar{A}) = \{L_1, \ldots, L_i\}; \gamma(\bar{A}) = j - i} S_{\gamma_i}^{j-1} \times (-S_1)^{j-i}.
\]
For the sets \( A \) in the above sum, since \( \alpha(A) + \beta(A) + \gamma(A) = i \), the possible values for \( \beta(A) \) are \( 0, \ldots, 2i - j \). We thus get
\[
\sum_{A \in \mathcal{P}(V_G) ; |A| = j} F_{\gamma_i}^i(A) = \sum_{l=0}^{2i-j} \sum_{A \in \mathcal{P}(V_G) ; P(\bar{A}) = \{L_1, \ldots, L_i\}; \gamma(\bar{A}) = j - i; \beta(A) = l} S_{\gamma_i}^l \times (-S_1)^{j-i}.
\]
The number of terms (all equal to \( S_{\gamma_i}^l \times (-S_1)^{j-i} \)) in the second sum is the number of choices for the \( j - i \) lines that contribute to \( \gamma(\bar{A}) \), among the lines of \( \{L_1, \ldots, L_i\} \), and then for the \( l \) lines that contribute to \( \beta(A) \), among the \( 2i - j \) remaining lines. The total number of choices is \((j-i)(2i-j)\). We thus get
\[
\sum_{A \in \mathcal{P}(V_G) ; |A| = j} F_{\gamma_i}^i(A) = \binom{i}{j-i} (-S_1)^{j-i} \sum_{l=0}^{2i-j} \binom{2i-j}{l} S_{\gamma_i}^l = \binom{i}{j-i} (-S_1)^{j-i}(1 + S_1)^{2i-j}.
\]

A.3. Proof of Proposition 5.7 from Section 5.6. We first prove the quenched identity (5.102). For this we need to prove two lemmas: Lemma A.4 shows that (5.102) holds on intervals where there are no jumps, which is a consequence of the classical moment duality. Lemma A.5 is a composition property for the function \( h_{\gamma_i}^l(\cdot) \), it is a consequence of the quenched renewal structure appearing in Remark 5.4. Then, (5.102) will be proved by showing iteratively the identity \( \mathbb{E}^\omega[(X(\omega, T))^I \mid X(\omega, r) = y] = h_{\gamma_i}^l(\omega)(y) \), starting with \( r = T \) and decreasing \( r \), going successively along 1 intervals without jumps, and 2 jumping times of the environment, until \( r = 0 \). (5.101) will follow by integrating (5.102) with respect to the environment.

Lemma A.4. Let \( \omega \) be a fixed environment and \( 0 \leq r < t \). If there are no jumps of \( \omega \) on the time interval \((r, t)\) then for any \( l \geq 1 \) and \( x \in [0, 1] \) we have
\[
h_{\gamma_i}^l(x) = \mathbb{E}^\omega \left[ (X(\omega, t-))^I \mid X(\omega, r) = x \right]. \tag{A.122}
\]
If moreover \( t \) is not a jumping time of \( \omega \) we have
\[
h_{\gamma_i}^l(x) = \mathbb{E}^\omega \left[ (X(\omega, t))^I \mid X(\omega, r) = x \right]. \tag{A.123}
\]

Proof. Recall that \( h_{\gamma_i}^l(x) \) is defined in Definition 2.4. Since, by assumption, \( \omega \) has no jumps on \((r, t)\), the only events that may occur in the ASG are single branchings (that favor type 1) and coalescences. Therefore, in the type assignment procedure from Definition 2.3, all \( l \) lines from time \( s = t- \) receive type 0 if and only if all lines from time \( s = r \) receive type 0. We thus get
\[
h_{\gamma_i}^l(x) = \mathbb{E}^{\omega}_{t-} \left[ x^{N_{\gamma_i}^{i,t-}} \mid N_{t-}^{\gamma_i} = l \right], \tag{A.124}
\]
where \( (N_{s}^{\gamma_i,t-})_{s \in [r, t]} \) denotes the line counting process of the ASG \( (A_{s}^{\gamma_i,t-})_{s \in [r, t]} \) (introduced in Definition 2.2). Note that \((N_{s}^{\gamma_i,t-})_{s \in [0,t-r]}\) is a continuous-time Markov chain with transition rates \( q(i, j) = i(i-1) \) for every \( i \geq 2 \) and \( j = i-1 \), \( q(i, j) = \sigma i \) for every \( i \geq 1 \) and \( j = i+1 \), and \( q(i, j) = 0 \) otherwise. On the other hand, since \( \omega \) has no jumps on \((r, t)\), we see from (1.1) that
(1 − X(ω, s))_{s ∈ (r, t)} satisfies the SDE "dX(r) = σX(r)(1 − X(r))dr + \sqrt{2X(r)(1 − X(r))dB(r)}". Applying Theorem 2.3 of [8] to (1 − X(ω, s))_{s ∈ (r, t)} we get

\[ \mathbb{E}_ω \left[ \left( X(ω, t) - x \right)^l | X(ω, r) = x \right] = \mathbb{E}_ω \left[ \left. x^{N_r,l} | N_r,l = l \right. \right]. \]

Combining with (A.124) we get (A.122). If moreover \( t \) is not a jumping time of \( ω \) we have \( X(ω, t) = X(ω, t⁻) \) and \( h_{r,t⁻}^{l,ω}(x) = h_{r,t⁻}^{l,ω}(x) \) so (A.123) follows.

\[ \square \]

The following lemma relies on Theorem 2.11 (via Remark 2.12 and (2.22)), on Lemma 5.3 (via Remark 5.4), and on Lemma A.4.

**Lemma A.5.** Let \( ω \) be a fixed environment and \( 0 ≤ r < t ≤ T \). If \( ω \) has no jumps on \( (r, t) \) then for any \( l ≥ 1 \) and \( x ∈ [0, 1] \) we have

\[ \mathbb{E}_ω \left[ h_{r,T}^{l,ω}(X(ω, t⁻)) | X(ω, r) = x \right] = h_{r,T}^{l,ω}(x). \]

**Proof.** Recall the definition of the sigma-field \( \mathcal{F}_{r,T}^{l,ω} \) in Section 2.4.4. Using (2.17), (5.63), (5.64), (2.22) we get that \( h_{r,T}^{l,ω}(x) \) equals

\[ \mathbb{E}_ω \left[ \sum_{A ∈ \mathcal{P}(\mathcal{V}_{G_r,T})} F^l_{G_r,T}(A) x^{1|A]} \right] = \mathbb{E}_ω \left[ \sum_{A ∈ \mathcal{P}(\mathcal{V}_{G_r,T})} \sum_{B ∈ \mathcal{P}(\mathcal{V}_{G_r,T})} F^l_{G_r,T}(B) f_{G_r,T}^{G_r,ω}(B, A) x^{1|A]} \right]. \]

By assumption, \( ω \) has no jumps on \( (r, t) \). Therefore, combining with Lemma A.4 and using Fubini’s Theorem and (2.17) we get

\[ h_{r,T}^{l,ω}(x) = \mathbb{E}_ω \left[ \sum_{B ∈ \mathcal{P}(\mathcal{V}_{G_r,T})} F^l_{G_r,T}(B) \mathbb{E}_ω \left[ (X(ω, t⁻))^{1|B]} | X(ω, r) = x \right] \right]. \]
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We can now prove Proposition 5.7, relying only on the above two lemmas.

Proof of Proposition 5.7. We first prove (5.102). If \( \omega \) has no jumps on \([0, T]\) the result follows by (A.123) applied with \( r = 0 \) and \( t = T \). Let \( t_{N}^{\omega} < \ldots < t_{N}^{\omega} \) denote the jumping times of \( \omega \) on \([0, T]\) if there are \( N \geq 1 \) such jumping times. For convenience we assume that \( T \) is not a jumping time of \( \omega \) (the following proof can be easily adapted to the case where it is). Since there is no jump of \( \omega \) on \([t_{N}^{\omega}, T]\) we have by (A.123), applied with \( r = t_{N}^{\omega} \) and \( t = T \), that for all \( y \in [0, 1] \):

\[
\mathbb{E}\left[ (X(\omega, T))^l \mid X(\omega, t_{N}^{\omega}) = y \right] = h_{t_{N}^{\omega}, T}^{l}(y). \tag{A.125}
\]

Let us assign \( \text{iid} \) types with law \( y\delta_{0} + (1 - y)\delta_{1} \) to lines of \( V_{G_{N}}^{\omega, T} \) and propagate types as in Definition 2.3. If \( \Delta \omega(t_{N}^{\omega}) > 0 \), each line in \( V_{G_{N}}^{\omega, T} \) receives type 0 with probability

\[
\Delta \omega(t_{N}^{\omega})(y + (1 - y)y) + (1 - \Delta \omega(t_{N}^{\omega}))y = y + y(1 - y)\Delta \omega(t_{N}^{\omega}).
\]

If \( \Delta \omega(t_{N}^{\omega}) < 0 \), each line in \( V_{G_{N}}^{\omega, T} \) receives type 0 with probability

\[
-\Delta \omega(t_{N}^{\omega})y^{2} + (1 + \Delta \omega(t_{N}^{\omega}))y = y + y(1 - y)\Delta \omega(t_{N}^{\omega}).
\]

Using Definition 2.4 and (A.125), we get that in any case we have

\[
h_{t_{N}^{\omega}, T}^{l}(y) = h_{t_{N}^{\omega}, T}^{l}(y + y(1 - y)\Delta \omega(t_{N}^{\omega})) = \mathbb{E}^{\omega}\left[ (X(\omega, T))^l \mid X(\omega, t_{N}^{\omega}) = y + y(1 - y)\Delta \omega(t_{N}^{\omega}) \right]. \tag{A.126}
\]

Now, note that according to (1.1) we have

\[
X(\omega, t_{N}^{\omega}) = X(\omega, t_{N}^{\omega}) + X(\omega, t_{N}^{\omega}) - (1 - X(\omega, t_{N}^{\omega} - ) - )\Delta \omega(t_{N}^{\omega}) \quad \mathbb{P}^{\omega}-\text{almost surely.}
\]

Plugging into (A.126) we get

\[
\mathbb{E}^{\omega}\left[ (X(\omega, T))^l \mid X(\omega, t_{N}^{\omega} - ) = y \right] = h_{t_{N}^{\omega}, T}^{l}(y). \tag{A.127}
\]

Then, disintegrating on the value of \( X(\omega, t_{N}^{\omega} - ) \) and using (A.127) we get that for any \( y \in [0, 1] \),

\[
\mathbb{E}^{\omega}[ (X(\omega, T))^l \mid X(\omega, t_{N}^{\omega} - ) = y ]
\]

equals

\[
\int_{0}^{1} \mathbb{E}^{\omega}\left[ (X(\omega, T))^l \mid X(\omega, t_{N}^{\omega} - ) = z \right] \times \mathbb{P}^{\omega}\left( X(\omega, t_{N}^{\omega} - ) \in dz \mid X(\omega, t_{N}^{\omega} - ) = y \right)
\]

\[
= \int_{0}^{1} h_{t_{N}^{\omega}, T}^{l}(z) \times \mathbb{P}^{\omega}\left( X(\omega, t_{N}^{\omega} - ) \in dz \mid X(\omega, t_{N}^{\omega} - ) = y \right)
\]

\[
= \mathbb{E}^{\omega}\left[ h_{t_{N}^{\omega}, T}^{l}(X(\omega, t_{N}^{\omega} - )) \mid X(\omega, t_{N}^{\omega} - ) = y \right] = h_{t_{N}^{\omega}, T}^{l}(y).
\]

We have used Lemma A.5 for the last equality. Iterating the above two procedures at respectively each jumping time and each interval between two jumping times, we eventually get (5.102). The combination of (5.102) with (2.6) and (2.7) yields (5.101), concluding the proof.

\[\square\]
A.4. Proof of Lemma 6.2 from Section 6.1. Using Theorem 2.18 and the definition of the coefficients \(d_{j,n,k,j} \), \(f_{k,j} \) in Definition 2.17, we get that, for \(i,j,n \geq 1 \), \( \sum_{k=1}^{n} d_{j,n,k,j} R_t^{i,k+1}(i,j) \) equals

\[
\sum_{k=1}^{n} \left( \tau(j+1,j) R_t^{i,k+1}(i,j+1) + e_{k,j} R_t^{i,k+1}(i,j) + \mathbb{1}_{k \geq 2} f_{j} R_t^{i,k-1}(i,j-1) \right) \\
+ \mathbb{1}_{j \leq k-1} f_{k,j} R_t^{i,k-1}(i,j) - d_{k,j} R_t^{i,k-1}(i,j) + \mathbb{1}_{k \text{ is even}} \sum_{l=1}^{j/(k/2)} \tau(l,j) R_t^{i,k/2}(i,l) \\
= \tau(j+1,j) \left( \sum_{k=1}^{n} R_t^{i,k+1}(i,j+1) \right) + \left( \sum_{k=1}^{n} (k+1)k R_t^{i,k+1}(i,j) \right) - j(j-1) \left( \sum_{k=1}^{n} R_t^{i,k+1}(i,j) \right) \\
+ f_{j} \left( \sum_{k=2}^{n} R_t^{i,k-1}(i,j-1) \right) + \sigma \left( \sum_{k=1}^{n} (k-1) R_t^{i,k-1}(i,j) \right) - j \sigma \left( \sum_{k=1}^{n} R_t^{i,k-1}(i,j) \right) \\
- \lambda \left( \sum_{k=1}^{n} k R_t^{i,k}(i,j) \right) - \sigma \left( \sum_{k=1}^{j} k R_t^{i,k}(i,j) \right) \\
- \sigma \left( \sum_{k=1}^{j} k R_t^{i,k}(i,j) \right) - \lambda \left( \sum_{k=1}^{n} R_t^{i,k}(i,j) \right) + (n+1)n R_t^{i,n+1}(i,j) \\
- j \sigma \left( \sum_{k=1}^{n} R_t^{i,k}(i,j) \right) - \lambda \left( \sum_{k=1}^{n} R_t^{i,k}(i,j) \right) + (n+1)n R_t^{i,n+1}(i,j) \\
- \sigma \left( \sum_{k=1}^{n} R_t^{i,n}(i,j) + \sum_{k=1}^{j} k R_t^{i,k}(i,j) \right) + \sum_{l=1}^{j} \tau(l,j) \left( \sum_{k \text{ even} ; k \leq 2n+2} R_t^{i,k/2}(i,l) \right).
\]

By definition of \( R_t^{i,n,k}(i,j) \), we have \( R_t^{i,n,k}(i,j) = 0 \) whenever \( k < j \). Therefore the above equals

\[
\tau(j+1,j) \left( \sum_{k=1}^{n} R_t^{i,k}(i,j+1) \right) + f_{j} \left( \sum_{k=1}^{n-1} R_t^{i,k}(i,j-1) \right) - d_{j} \left( \sum_{k=1}^{n} R_t^{i,k}(i,j) \right) \\
+ \sum_{l=1}^{j} \left[ \tau(l,j) \left( \sum_{k=1}^{|n/2|} R_t^{i,k}(i,l) \right) \right] + ((n+1)n - j(j-1)) R_t^{i,n+1}(i,j) + (j-n) \sigma R_t^{i,n}(i,j).
\]

By the combination of (5.53) and (2.10) we have

\[
\left| ((n+1)n - j(j-1)) R_t^{i,n+1}(i,j) \right| \leq ((n+1)n + j(j-1)) \frac{j^2(n+1)j}{j!\pi(i)} \pi(n+1).
\]

By (2.9), the right-hand side converges to 0 as \( n \) goes to infinity. Therefore the term in the left-hand side converges to 0, uniformly in \( t \in [0,\infty) \), as \( n \) goes to infinity. The same holds for \( (j-n) \sigma R_t^{i,n}(i,j) \). Applying Lemma 6.1 to each of the other terms in (A.128) we get the result.
Combinatorics of ancestral lines for a Wright-Fisher diffusion with selection in a Lévy environment

Table 2. Table of notations

| Notation | Meaning | Definition location |
|----------|---------|---------------------|
| $X, (X(t))_{t \geq 0}$ | solution of (1.1) | Section 1, Section 2.1 |
| $L, (L(t))_{t \geq 0}$ | Lévy environment | Section 2.1 |
| $\sigma, \lambda, \nu$ | parameters of $L$ | Section 2.1 |
| $P$ | law of $L$ | Section 2.1 |
| $\mathbb{P}, \mathbb{E}$ | annealed law of $X$ | Section 2.1 |
| $h(x)$ | fixation probability | (1.2) in Section 1 |
| $(X(\omega, t))_{t \geq 0}$ | quenched version of $X$ | Section 2.1 |
| $(\mathbb{P}^\omega, \mathbb{E}^\omega)$ | quenched law of $X$ | Section 2.1 |
| $(A^\omega_{s,T})_{s \in [0,T], (A^\beta_{s,T})_{s \in [0,T], \beta \geq 0}}$ | quenched/annealed ASG | Definition 2.2 in Section 2.2 |
| $h^1_T(x), h^\omega_T(x), h^\omega_{T_1, T_2}(x)$ | backward type distribution | Definition 2.4 in Section 2.3 |
| $(G^\omega_{s,T})_{s \in [0,T], (G^\beta_{s,T})_{s \in [0,T], \beta \geq 0}}$ | quenched/annealed E-ASG | Definition 2.5 in Section 2.4.1 |
| $\mathbb{P}^\omega_{m,T}, \mathbb{E}^\omega_{m,T}$ | annealed law of (E-)ASG | Section 2.2, Section 2.4.1 |
| $E(t, T, A, x)$ | quenched law of (E-)ASG | Section 2.2, Section 2.4.1 |
| $(\mathcal{F}_t)_{t \geq 0}, (\mathcal{F}^\omega_r)_{r \in [0,t]}$ | type 0 event | Definition 2.9 in Section 2.4.4 |
| $\mathcal{G}_m$ | filtrations for E-ASG | Section 2.4.4 |
| $(S_n)_{n \geq 0}$ | set of realizations of E-ASG | Section 2.4.4 |
| depth($G$) | weights of E-ASG | Section 2.4.4 |
| $\mathcal{G}^n_m$ | counts generations of $G \in \mathcal{G}_m$ | Section 2.4.4 |
| $\pi_n(G)$ | elements of $\mathcal{G}_m$ with depth $n$ | Section 2.4.4 |
| $V_G$ | projection of $G \in \mathcal{G}_m$ on $\mathcal{G}^n_m$ | Section 2.4.4 |
| $\pi$ | lines in last generation of $G$ | Section 2.4.4 |
| $\mathcal{P}(V_G)$ | stationary law for $(|V_{G^\beta}|)_{\beta \geq 0}$ | Section 2.4.2 |
| $P(A)$ | non-empty parts of $V_G$ | Section 2.4.4 |
| $D(A)$ | parents of lines in $A$ | Section 2.4.4 |
| $F^l_G(\cdot)$ | sons of lines in $A$ | Section 2.4.4 |
| $F^l_G(\cdot)$ | encoding function | Section 2.4.5 |
| $N(A), \alpha(A), \beta(A), \gamma(A)$ | quantities used to define $F^l_G(\cdot)$ | Definition 2.13 in Section 2.5 |
| $Q_l(i, j), R^{m,k}_{s,T}(i, j), R^{m,k,\omega}_{s,T}(i, j)$ | duality coefficients | Definition 2.17 in Section 2.5 |
| $d_{i,j}, e_{k,j}, f_{i,j}, e_{k,j}, \tau(i, j)$ | ODEs coefficients | Definition 2.17 in Section 2.5 |
| $a_{i,j}^k, b_j$ | limits of $R^{m,k}_{s,T}(i, j)$ and $Q_l(i, j)$ | (2.24) and (2.28) in Section 2.5 |
| $F_k(x)$ | Theorem 2.22 in Section 2.5 |
| $\hat{G} \setminus B G$ | shifted E-ASG | Section 5.2.1 |
| $f_{G,\hat{G}}(\cdot, \cdot)$ | extended encoding function | (5.54) in Section 5.2.1 |
| $I^{m,k}_{t, s}(y)$ | remainders in (6.106), (6.109) | Lemma 5.8 in Section 5.7 |
| $S_T(n, x), S_\infty(n, x)$ | | Section 6.2 |

Acknowledgements: This paper is supported by NSFC grant No. 11688101. The author is grateful to Fernando Cordero for many interesting discussions and to Sebastian Hummel for useful references and help in improving the writing. The author is also grateful to two anonymous referees for their careful reading and valuable suggestions.
References

[1] A.A. Agrawal, A.P. Hastings, M.T.J. Johnson, J.L. Maron, and J.-P. Salminen. Insect herbivores drive real-time ecological and evolutionary change in plant populations. *Science*, 338:113–116, 2012.

[2] V. Bansaye, M.-E. Caballero, and S. Méliard. Scaling limits of population and evolution processes in random environment. *Electron. J. Probab.*, 24:38 pp., 2019.

[3] N. Biswas, A. Etheridge, and A. Klimek. The spatial Lambda-Fleming–Viot process with fluctuating selection. *Electron. J. Probab.*, 26(25):1–51.

[4] J. J. Bull. Evolution of phenotypic variance. *Evolution*, 41(2):303–315, 1987.

[5] R. Bürgler and A. Gimelfarb. Fluctuating environments and the role of mutation in maintaining quantitative genetic variation. *Genetical Research*, 80(1):31–46, 2002.

[6] J. Chetwynd-Diggle and A. Klimek. Rare mutations in the spatial Lambda-Fleming–Viot model in a fluctuating environment and super Brownian motion. *arXiv e-prints*, 2019.

[7] F. Cordero, S. Hummel, and E. Schertzer. General selection models: Bernstein duality and minimal ancestral structures. *Ann. Appl. Probab.*, in press.

[8] F. Cordero and G. Véchambre. Wright-Fisher diffusion models with selection and mutation in random environment. *Adv. in Appl. Probab.*, in press.

[9] P. DeWitt, L. Rodgers-Bennett, R.M. Kudela, and S.R. Palumbi. Forensic genomics as a novel tool for identifying the causes of mass mortality events. *Nat. Commun.*, 5(3652), 2014.

[10] T.J. Didiano, N.E. Turley, G. Everwand, H. Schaefer, M.J. Crawley, and M.T.J. Johnson. Experimental test of plant defense evolution in four species using long-term rabbit exclosures. *J. Ecol.*, 102:584–594, 2014.

[11] J.H. Gillespie. The effects of stochastic environments on allele frequencies in natural populations. *Theor. Popul. Biol.*, 3(3):241–248, 1972.

[12] A. González Casanova and D. Spanò. Duality and fixation in $\Xi$-Wright–Fisher processes with frequency-dependent selection. *Ann. Appl. Probab.*, 28:250–284, 2018.

[13] A. González Casanova, D. Spanò, and M. Wilke Berenguer. The effective strength of selection in random environment. *arXiv e-prints*, 2019.

[14] G. Gorgui, A. Guillín, and A. Personne. When can the discrete Moran process may be replaced by Wright–Fisher diffusion? *arXiv e-prints*, 2019.

[15] P.R. Grant, B.R. Grant, R.B. Huey, M.T.J. Johnson, A.H. Knoll, and J. Schmitt. Evolution caused by extreme events. *Philos. Trans. R. Soc. Lond. B. Biol. Sci.*, 372(1723), 2017.

[16] A. Greven, P. Pfaffelhuber, C. Pokalyuk, and A. Wakolbinger. The fixation time of a strongly beneficial allele in a structured population. *Electron. J. Probab.*, 21:1 – 42.

[17] A. Guillín, F. Jabot, and A. Personne. On the Simpson index for the Moran process with random selection and immigration. *arXiv e-prints*, 2018.

[18] A. Guillín, A. Personne, and E. Strickler. Persistence in the Moran model with random switching. *arXiv e-prints*, 2019.

[19] S. Jansen and N. Kurt. On the notion(s) of duality for Markov processes. *Probab. Surv.*, 11:59–120, 2014.

[20] S. Karlin and B. Benny Levikson. Temporal fluctuations in selection intensities: Case of small population size. *Theor. Popul. Biol.*, 6(3):383–412, 1974.

[21] S. Karlin and U. Liberman. Random temporal variation in selection intensities: One-locus two-allele model. *J. Math. Biol.*, 2(1):1–17, Mar 1975.
[22] S. Karlin and U. Lieberman. Random temporal variation in selection intensities: Case of large population size. *Theor. Popul. Biol.* 6(3):355–382, 1974.

[23] S.M. Krone and C. Neuhauser. Ancestral processes with selection. *Theor. Popul. Biol.* 51(3):210–237, 1997.

[24] U. Lenz, S. Kluth, E. Baake, and A. Wakolbinger. Looking down in the ancestral selection graph: A probabilistic approach to the common ancestor type distribution. *Theor. Popul. Biol.* 103:27–37, 2015.

[25] J.B. McGraw, J.B. Turner, S. Souther, C.C. Bennington, M.C. Vavrek, G.R. Shaver, and N. Fetcher. Northward displacement of optimal climate conditions for ecotypes of eriophorum vaginatum across a latitudinal gradient in Alaska. *Glob. Change Biol.*, 21:3827–3835.

[26] C. Neuhauser and S.M. Krone. The genealogy of samples in models with selection. *Genetics*, 145(2):519–534, February 1997.

[27] F. Rodríguez-Trelles, R. Tarrío, and M. Santos. Genome-wide evolutionary response to a heat wave in drosophila. *Biol. Lett.*, 9(20130228), 2013.

[28] S. Sagitov, P. Jagers, and V. Vatutin. Coalescent approximation for structured populations in a stationary random environment. *Theor. Popul. Biol.*, 78(3):192–199, 2010.

[29] K.-I. Sato. *Lévy processes and infinitely divisible distributions*. Cambridge university press, 1999.

[30] J. Thompson, A. Charpentier, G. Bouguet, F. Charmasson, S. Roset, B. Buatois, P. Vermet, and P.-H. Gouyon. Evolution of a genetic polymorphism with climate change in a mediterranean landscape. *Proc. Natl Acad. Sci. USA*, 110:2893–2897, 2013.