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Abstract

Mixed microbial communities, usually composed of various bacterial and fungal species, are fundamental in a plethora of environments, from soil to human gut and skin. Their evolution is a paradigmatic example of intertwined dynamics, where not just the relations among species plays a role, but also the opportunities—and possible harms—that each species presents to the others. These opportunities are in fact affordances, which can be seized by heritable variation and selection. In this paper, starting from a systemic viewpoint of mixed microbial communities, we focus on the pivotal role of affordances in evolution and we contrast it to the artificial evolution of programs and robots. We maintain that the two realms are neatly separated, in that natural evolution proceeds by extending the space of its possibilities in a completely open way, while the latter is inherently limited by the algorithmic framework it is defined. This discrepancy characterises also an envisioned setting in which robots evolve in the physical world. We present arguments supporting our claim and we propose an experimental setting for assessing our statements. Rather than just discussing the limitations of the artificial evolution of machines, the aim of this contribution is to emphasize the tremendous potential of the evolution of the biosphere, beautifully represented by the evolution of communities of microbes.

1 Introduction

The debate between Georges Léopold Dagobert, Baron Cuvier, and Étienne Geoffroy Saint Hilaire regarding the causal relation between form and function of animal parts highlights the central role of shapes and functions in the evolution of organisms. Geoffroy wrote that “Animals have no habits but those that result from the structure of their organs: if
the latter varies, there vary in the same manner all their springs of action, all their fa-
cilities, and all their actions." 1 and he maintained that the same structure in different
organisms may express different functions. Geoffroy’s perspective emphasizes the role of
the environment and the actions that the “organ” enables the organism in that environ-
ment. Two centuries later, the central role of the environment and the possibilities offered
by organism “parts” in evolution is certainly acknowledged, but probably not as widely as
it deserves. Foremost in this respect is, we believe, the notion of affordances 2. Here
we refer to the evolutionary viewpoint of affordances, i.e. those opportunities typically
seized by heritable variation and natural selection. A notable example is that of flight
feathers, which initially evolved for thermal insulation or as bristles, but subsequently
has been used for enabling flight 59, or the swim bladder 39. Once a new function for an
organism “part” is established, it becomes available for further uses or as a component in
the descendants.

Mixed microbial communities (MMCs) are characterized by a wide spectrum of phe-
nomena in which the opportunities offered by the environment—communities themselves
included—are vital for evolutionary adaptation 23. Furthermore, MMCs are a prominent
illustration of the intertwined paths natural evolution traverses, acting at the same time
across the whole organization of the system, from the molecular level to interaction among
communities. We maintain that this property is typical of biological systems and cannot
be achieved in the artificial evolution of computer programs and robots. Contrasting the
natural evolution of MMCs with the artificial evolution of robots makes it possible to high-
light the distinguishing generic properties of biological systems and understand the limits
of artificial evolution of machines, as well as to appreciate the flourishing potential of the
evolution in our biosphere. In addition, we propose an experimental setting for assessing
the discrepancy between natural and artificial evolution.

2 The role of affordances in evolution

Most adaptations in evolution are affordances, generally seized by heritable variation and
natural selection. 2 Gibson 22 used the term “affordance” to represent the fact the “things”
perceived by organisms in an environment afford them possible “actions”. These “things”
can be inanimate structures, such as rocks, or other organisms; by “actions” we mean
activities pursued by the organism in its environment and functions performed by the
organism to support its maintenance and ultimately its survival. For example, a hole in a
rock affords a wasp a safe place to build a nest, or a shell—with suitable characteristics—
affords a home for the hermit crab Pagurus bernhardus. Since the initial work by Gibson
in ecological psychology, the notion of affordance has been elaborated in diverse fields,
such as biosemiotics 10, robotics 33 and philosophy 28. In general, an affordance can be
defined as “a possible use of X by an organism to accomplish Y”. Here we focus on
“accomplishments” that can occur by heritable variation and selection, as in the evolution

\footnote{Text quoted in [5], page 12.}
\footnote{Heritable variations include gene mutation and also epigenetic phenomena [31].}
of the heart and the loop of Henle [41]. Crucially, affordances are not independent features of the environment [70], as a change can be neutral or not depending on the conditions of the organism, its “goals” and its repertoire of actions [64, 63].

The history of evolution is rich of examples of adaptation emerged by co-opting the same organ for a new function, i.e. of so-called Darwinian preadaptations or exaptations [24]. In this case, the organ affords a new use for the organism. Typical examples are flight feathers, evolved for accomplishing functions such as thermal insulation and then co-opted for the new function of flight [59, 54], and lens crystallins, which originated first as enzymes [7]. A prominent example, discussed in [39], is the evolution of the swim bladder, which enables fishes to attain neutral buoyancy. Paleontologists conjecture that the swim bladder has arisen from the lungs of lung fish: This is precisely finding a new use for the same initial organ.

The evolutionary adaptation to new environmental conditions is often achieved by organisms’ phenotypic plasticity, whereby adaptation occurs without requiring a genetic variation; however, this phenotypic variant can be inherited if produced by epigenetic differences in gene expressions [68], or it can bias the subsequent selection of favourable genetic traits [71].

A new use can be driven by random events and accidents, such as genetic mutations, or by a change in the environment. Changes in the environment consist in any alteration that happens in the portion of the environment that the organism can perceive and with which it can interact, including other organisms. This “niche” represents the umwelt of the organism, according to von Uexküll [69, 44]. The biosemiotic viewpoint of affordances [45] is crucial here: a mutation or a change in the environment triggers the need for identifying affordances, and the ones useful for the organism can be seized by selection.

As the organism’s umwelt also includes other organisms, the systems composed of more than one species are a fabulous example of higher-order dynamics. For instance, the by-product or waste of a species might be exploited by another species able to take profit of this niche, i.e. the waste produced by an entity can be seen as an affordance by another entity. In this perspective, also symbiosis can be interpreted as the result of combinations of seized affordances, whereby species interaction provides reciprocal and long-term coupling sustaining their life. Nature abounds in examples of symbiotic structures, spanning the whole spectrum of life beings [47]. Ecosystems and in general systems composed of several species have an evolutive advantage when they can mutually offer each other complementary capabilities [16]. This symbiotic cooperation also produces rich semiotic networks [66], which confer both robustness and plasticity by enabling multiple alternative signaling pathways and diverse mechanisms to act in the environment. These properties are typical of mixed microbial communities (MMCs), whose main characteristics are succinctly illustrated in the following section.
3 A Systemic View of Mixed Microbial Communities

Communities composed of several species of micro-organisms, such as bacteria and fungi, are pervasive in nature, from marine environments to the microbiome in human guts. These communities are currently of great interest and are studied both for understanding the general mechanisms of their dynamics and evolution [58], and for their applications in human health and agriculture [19].

The dynamics underpinning their activity and their evolution have still to be fully understood [57]. The dynamical properties of a community of microbes, and in particular its stability, robustness and adaptiveness, is the result of the networks of interactions among its composing organisms. Some key interactions [60] sustaining their dynamics are mutualism, where all organisms involved benefit from the interaction; commensalism, where only one organism or species has a benefit; and parasitism, where one organism has a benefit while harming the others.

The composition and the kind of interactions of MMCs change along evolution, taking profit of new possibilities offered by the colonies and adapting to possible environmental variations [12, 23]. Different environmental conditions give rise to possibly different composition in the community, different interactions and different community proteomes [67]. A case in point is the emergence and dynamical creation of new niches, favored also by horizontal gene transfer mechanisms [6]. From a cybernetic perspective [4], this evolutionary adaptation coincides with the creation of meaning, in that the system reorganizes and changes itself to respond to environmental changes, attributing sense to what is relevant to its survival [64, 50].

The interactions among micro-organisms and communities not only take place at different levels, from the individual organism to the community of diverse species, but the levels themselves interact in a mixture of upward and downward causation [18, 50, 40]. In the former, causal processes at the lower level produce a higher level phenomenon. Hence, the explanatory arrow points downward. While in downward causation a process or an entity has causal effects to lower level entities. Hence, in this case the explanatory arrow points upward. A representative illustration of emergent dynamics across all the levels is that of metabolically cohesive microbial consortia [52], which are stable intermediate-level entities, composed of some species, emerging in MMCs. These structures are dynamically created as a response to environmental conditions and their structure can be modified if conditions change. Their evolutive advantage is attributed to a more efficient consumption of resources. Cohesive consortia are a paradigmatic example in our discussion, for they represent a prominent case in which affordances are identified and provide a reciprocal advantage for the entities involved in the consortium. Moreover, not only the cohesive consortia can be favored by selection, but the organisms composing them remain individually available for selection [42]. Therefore, the appearance of a cohesive consortium extends the adjacent possible of the mixed community [59]. Affordances are in fact degrees of freedom of biological systems [40]. A seized affordance produces a non-reversible effect in the biosphere as it extends the phase space of possibilities: There is something that is possible now, which was not possible before. The evolution of the biosphere is then
moved by affordances and, astonishingly, no mathematics based on Set Theory—hence algorithmic—can be used to predict its evolution [41].

Finally, we observe that living systems are dynamically critical, poised between order and disorder [65]. The reasons for this property are to be found in the capability of optimally balancing (i) discrimination of inputs and reliability of actions—at the individual adaptation level—, and (ii) adaptiveness and robustness against mutation—at the evolutionary level. Remarkably, repeated interactions among the entities of a system subject to evolution are likely to lead to systems composed of critical entities [38, 29]. Although in the literature there are no results on criticality of MMCs [38, 29], we expect also these systems to exhibit this dynamical property.

4 Artificial Evolution of Robots

Artificial Life has a long record of studies concerning the artificial evolution of in silico organisms [4]. The objectives of studies in evolution of artificial creatures are multiple and involve the investigation of the conditions for the emergence of target properties or capabilities, the exploration of possible evolutionary scenarios, and system design applications, just to cite a few. The fundamental machinery of artificial evolution consists in iteratively applying variation and selection—and possibly other genetic operators—on individuals encoded in a formal representation (e.g. a LISP program), where selection is based on an objective function—the fitness function—that evaluates the quality of the individuals with respect to a given merit factor. The fitness function can also be implicitly defined by designing an environment in which the digital creatures compete for resources.

We have previously addressed elsewhere the main issues in artificial evolution of organisms [64] and the limits of Artificial General Intelligence [63], emphasizing the crucial role played by affordances and the creation of meaning. Here we just summarize the main points and refer the interested reader to the specific papers [64, 41, 63], and the references they contain. The cardinal statement is that since algorithmic procedures can only identify a limited set of affordances, artificial evolution—inasmuch based on Universal Turing Machines (UTMs)—is inherently limited compared to the natural one. A computer simulation of an evolutionary process, such as the famous Tierra [61] in which digital organisms are evolved in a digital world, can only produce results inside the framework of the data structures and the operations that have been defined by the designer. For example, the interactions among digital organisms are either predefined or the result of predefined compositional rules. Such a simulation can surely produce outcomes that surprise the human observers, but it cannot produce anything outside the “ontology” that has been provided. The space of possibilities in a computer program is like a LEGO® bricks world, where the basic components and the rules for combining them are already given. Magnificent constructions can be built, but none of them can produce pieces combined in an illegal way, e.g. at an angle of 27 degrees, neither can they contain pieces of arbitrary shape.

---

3 To the best of our knowledge
4 See, e.g. the ALife conference series [1].
Only if we add tape and a cutter we are able to do this, i.e. only if we arbitrarily break the rules of the game. Note that there are no boundaries to the ways we can break the rules of the game. In the evolution of the biosphere these rules are constantly changed, and in an unpredictable way as they depend upon affordances. An objection might be raised by observing that living organisms are essentially made of elementary particles, which are somehow given along with the interactions among them; therefore, one could in principle define a phase space in which trajectories of evolution can be depicted and possibly predicted with an error that can be reckoned. This is true for a physical space, in perfect agreement with the Newtonian Paradigm, where the degrees of freedom and so the phase space are known in advance, but it falls short for the biosphere, where affordances are the degrees of freedom, which appear unpredictably. In this space, no error measure can be defined, so no sound prediction can be made, but just educated or wild and haphazard guesses.

In the case of evolution of communities composed of different species, the limits of simulated evolution are even stronger. An experiment can be conceived to assess the discrepancy between evolution of natural and artificial MMCs and and will be discussed in Section 6.

One might ask if robots subject to evolution can exploit their property of being embodied and so reduce or even clear this discrepancy. Robotics and evolution are combined in Evolutionary Robotics (ER), which is a branch of Artificial Life and Artificial Intelligence, in which robots are designed by means of an artificial evolution process. The typical experimental setting in ER consists in artificially evolving a population of robot controllers (e.g. an artificial neural network) such that a robot with desired performance at a given task is produced. In some notable studies, also the morphology of robots is evolved. Usually, owing to practical constraints, robot performance is evaluated in simulation. Notable achievements in ER have been attained, especially showing that artificial evolution can produce robots with high performing behavior as well as capable of showing novel solutions—somehow surprising—to the designers.

As long as robots are simulated, i.e. a model of them and of the environment is run in a computer program, the limits of the “LEGO® bricks world” still hold. However, a recent remarkable work presents an automated system that evolve robots in the physical world, thus exploiting the physical properties of robots and their environment. In that work, robots are assembled from basic building blocks by an automatic factory that follows given rules. Then, the performance of the robot is assessed in the physical world. If we project this idea to a context in which the fitness function is not defined by the designer, but rather implicitly expressed as the survival of the robot, we ask whether this might make it feasible to achieve a fully-fledged evolution of artificial entities. Furthermore, systems undergoing coevolution have been proven to attain high performance and the evolutionary process can explore the space of possible configurations more efficiently and can exhibit generic properties typical of living systems, such as criticality. If we add to coevolution mechanisms the possibility of evolving colonies of heterogeneous robots—in the same way

\[5\] This holds also for quantum mechanics, even if in probability.
as MMCs evolve—we might believe to be very close to achieving true open-ended evolution of embodied machines. We maintain that, despite these thrilling and perhaps threatening plausible scenarios, there is a hiatus between the evolution of organisms and the evolution of robots that cannot be bridged (at least in practice). We elaborate our arguments in the next section.

5 Contrasting the evolution of living beings with the artificial evolution of robots

Our argument is based on five pillars:

(i) Living organisms evolve together with their sensors and actuators—being these terms used in analogy to robots. Sensors are the means by which organisms perceive what is relevant to them in the world, and, by virtue of this, they attribute meanings to the world. Actuators are the tools that enable organisms to act purposively. As Cariani beautifully depicts: “Sensors and effectors are the crucial points at which a real world situation is encoded into a symbolic representation and at which an action-decision is transformed from symbolic representation into physical action. It is only by virtue of actual connection to the world via sensors and effectors that symbolic representations become semantically grounded.” [11]. The main sensors and actuators of micro-organisms are proteins. As long as machines cannot create their own sensors and actuators, this crucial stage cannot be met because they will only be able to perceive what has been connoted with meaning by the designers, and perform actions affecting what the designers have identified as relevant in the environment. Therefore, a question arises as to what extent robots will be able to create their own sensors and actuators. This creation can be fully achieved only if robots will be capable of (a) building artefacts at the level nature can build, and (b) generating their own goals. The first capability is unlikely to be achieved but maybe feasible if robots are built of biological material. The second property is needed because only what is relevant to the organism makes it possible to see and identify affordances. This requires organismal agency, which we illustrate in the second pillar.

(ii) Truly open-ended evolution can be achieved only by organismal agency [32], which grants “co-emergent dialectic between organisms’ goals, actions, and affordances” [63], and makes it possible for evolution to transcend its predefined phase space. Organismal agency does not just characterize humans and animals in general, but also bacteria [21]. Therefore, MMCs are the result of co-evolution of colonies of micro-organisms to which we can attribute the capability of seeing the world, evaluating what is “good or bad for me”, and acting [53].

(iii) If the robot control system is a computational unit implementing a UTM, then robots cannot be creative [2, 63]. Nevertheless, affordances can also be seen by robots just by random accidents [64]. For example, a collision against a hard object could produce a dent in the robot’s chassis; this dent could serendipitously be useful to detect places for
recharging, so this change in the morphology could turn out to be an advantage for the robot. This property can be included in the evolutionary process only if it can be somehow modeled as a heritable trait or the robot can give it a name and make explicit use of it. Both the conditions have to face the symbol grounding problem [27], which again requires organismal agency to be tackled [63]. In addition, finding affordances by pure chance requires an overwhelmingly long time scale.

(iv) The “evolutionary machinery” must be subject to evolution, too, because in nature also genetic operators evolve together with the organisms—see, for example, horizontal gene transfer in bacteria. Therefore, these mechanisms cannot be based on a predefined set of formal rules or instructions, but it should be embedded in the very same evolutionary setting of the organisms. Furthermore, the “code” describing the construction of robots should be evolvable as well and, again, it must not be based on a formal language, which would introduce the limitations already illustrated in Section 4.

(v) Current robots have very few levels of organization and they can be easily articulated according to their parts and functions. This is not the case for micro-organisms, and living systems in general [35]. This situation is even more striking in MMCs, where we also observe higher levels of organization. Therefore, the interactions among parts in robots and among robots should be left completely open to evolve, which means that they have not to be defined in a formal language with predefined semantics.

6 Assessing the discrepancy between evolution in silico and in nature

The evolution of MMCs can now be experimentally studied in a feasible experimental setting: $N$ samples from a MMC are taken and are cultivated independently in $N$ separated and identical bioreactors [4, 25]. Their features, such as diversity of species, composition, community metabolome, genome and proteome, can be studied over time in each of the $N$ samples as the members of the community evolve by changing their relative abundances and accumulating mutations by means of current available technologies [14, 67, 52, 48, 20, 13]. This produces a time dependent fingerprint for each of the $N$ colonies, which can then be compared. The metabolome, proteome, genomic, and metagenomic analysis of a MMC provides a rich source of information on the evolving organization of the colony, as it makes it possible to identify the species, their relations, the emergence of novel functions of existing proteins, and the time course of the accumulated mutations. A quantitative analysis of metabolome, proteome and genomic diversity across the $N$ colonies provides an estimation of the diversity of evolutionary paths taken by the MMCs. The same experiment allows us to assess if the $N$ initial samples of the MMC evolve to the same, similar or very distinct final compositions. Similar studies allow us to ask if initially divergent communities evolve to the same or different final communities.

If an analogous experiment could be designed also for the evolution of artificial organisms, then an assessment of the discrepancy between evolution in MMCs and in robot
groups could be achieved.

A technologically currently feasible experiment can be conceived regarding the evolution of communities of agents in simulation. This experiment consists in evolving populations of Boolean networks \[34, 36\]. The Boolean networks (BNs) can interact by connecting some of their nodes: the current value of a network node can be overridden by the node value of another network. These connections may be defined via a kind of genetic code, which also comprises topology and functions of the network. The selective pressure can be defined in terms of values assumed in time by BN essential variables \[3\]. In the initial condition the colony should be composed of heterogeneous communities of homogeneous networks, i.e. networks with the same topology and Boolean functions—and all other components of the “genetic code” which describes them. An assessment of their “proteome” can be done by clustering the genetic descriptions of the BNs by means of the Normalized Compression Distance \[15\], which can be applied to any data structure. The comparison of different replicas of the experiment makes it possible to quantitatively assess the diversity of the final “artificial proteome”, plus several other properties such as communities and their interactions, and generic dynamical properties such as criticality.

Moving towards embodied robots we might envision an experiment involving physical robots controlled by BNs. An evaluation of the robot in the physical environment is time demanding, but in principle it can be done. Nevertheless, further limitations are imposed by the morphology of the robots, and their sensors and actuators, which should be evolvable. We believe that such an experiment has currently too many technological obstacles to be realized. However, the evolution of robots made of biological material is highly promising and could be the way to design an experiment of “embodied machines”, analog to that of communities of BNs.

7 Conclusion

MMC are a wonderful example of systems exhibiting a rich dynamics of intertwined levels, balancing robustness and adaptiveness, which manifests itself in a kaleidoscope of different functions and capabilities. A wealth of examples of MMCs can be observed in nature, and, due to fast genetic mechanisms, their evolution can be studied in reasonably short amounts of time. A systemic view of MMCs makes it possible to compare them with communities of artificial machines and contrast the evolution of MMCs with the (envisioned) evolution of communities of robots. The aim of this comparison is to provide a support to the thesis that living beings and their evolution are inherently and inexorably different than machines based on UTMs and their artificial evolution: The former are capable of making sense of their world and be creative, while the latter cannot create information and are only able to achieve some kind of combinatorial creativity or innovation. By elucidating this difference we are not arguing that computational methods cannot be used to study MMCs tout court, but rather than they can be used to address generic properties, and we propose to experimentally assess the discrepancy between the two realms. If we accept this hiatus, then have to acknowledge that the evolution of robots based on UTMs will never
be capable of creativity and true innovation. Maybe this is possible with robots made of biological material, but the question arises as whether we really aim at this technology.
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