Numerical Simulation of 2_D Turbidity Currents and Wall Jet
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Abstract: Dense underflows are continuous currents, which move down the slope due to the fact that, their density are heavier than ambient water. In turbidity currents the density differences arises from suspended solids. Vicinity of the wall make density currents and wall jets similar in some sense but Variation of density cause this flows more complex than wall jets. An improved form of ‘near-wall’ k-ε turbulence model is chosen which preserve all characteristics of both density and wall jet currents and a compression is made between them. Then the outcomes from low Reynolds number k-ε model is compared with $\overline{\nu^2} - f$ model which show similarity. Also results show good agreement with experimental data.
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INTRODUCTION

The gravity currents on the inclined boundaries are formed when the inflow fluid has a density difference with the ambient fluid and a tangential component of gravity becomes the driving force. The salinity concentration and/or the temperature difference cause the density difference. Sometimes, the extra weight of suspend solids causes the density difference, for example turbidity currents in the ocean or in the large lake and powder snow avalanches in the mountains. Turbulent wall jets are an important test case for "general" turbulence models because they contain a near wall as well as a free layer, both interacting with each other. Vicinity of the wall make density currents and wall jets similar in some sense but Variation of density, dynamic instability due to shear forces at the interface of dense layer and ambient fluid with buoyancy forces effect cause this flows more complex than wall jets.

The k-ε model of turbulence is one of the most extensively used methods but it should be developed to exert damping of lateral velocity fluctuations due to the wall to predict the normal spreading of the wall jets truly. Commonly used eddy viscosity models do not account for the damping of lateral fluctuations by the presence of a wall (unless this is put in empirically) and thus tend to over predict the spreading of the wall jet when empirical constants are used that give the correct spreading for the free jet[1]. For example, the widely adopted k-ε model[2] produces a spreading rate more than 30 percent too high when the standard constants are used which are suitable for many other flows. One solution for this problem is using Reynolds stress equation models which are complex and expensive in application. However, wall damping effect in wall jets can also be obtained with a simpler model in which the stress equations are reduced to algebraic expression[1]. Furthermore density currents are flows, which become unstable and turbulent in low Reynolds number. Hence choosing the low Reynolds number k-ε model is necessary due to predominant effect of molecular viscosity on the flow structures in the immediate neighborhood of the wall[3]. There are researches on modeling turbulent laden density current such as[4,5] with high Reynolds number k-ε model. But this model couldn't enter all the characteristics of the density current flows.

Jones and Launder[6] were the first to extend the original k-ε model to the low –Reynolds-number form which allowed calculations right up to a solid wall. Later, improvements of the k-ε model are made successively for the same purpose[7-10].

The objective of the present study is to simulate the flow characteristics of 2D turbulent particle laden density current with low Reynolds number k-ε model[10]. Then a compression is made between turbidity current and wall jets in order to specify how
the density differences effect on the structure of turbidity currents. Also the results from low Reynolds number k-ε model is compared with $v^2 - f$ model\cite{11} that solve $v^2$ transport equation due to enter damping of lateral velocity fluctuations, which have similarity with Herrero\cite{10}. Also results show good agreement with experimental data.

Nomenclature

- $C = \Delta$ concentration, $C = (\rho - \rho_w)/(\rho_s - \rho_w)$
- $E$ value of entrainment
- $h_0$ height of sluice gate
- $h$ density current depth
- $g$ gravitational acceleration
- $g'$ reduced gravitational acceleration, $g' = g (\rho - \rho_w)/\rho_w$
- $P$ pressure
- $Re$ Reynolds number, $Re = u h/\nu$
- $Re_t = k^2/\nu\varepsilon$ turbulence Reynolds number
- $Re_\varepsilon = y_\varepsilon^* = y^*$ dimensionless distance
- $u^*$ friction velocity
- $\tau_w = \mu \frac{\partial u}{\partial y}$ shear stress at wall
- $u_i, u^i, v^i$ fluctuating velocity in $x_i$ direction
- $U_{in}$ inlet velocity
- $U_{ave}$ average value of velocity
- $U_{max}$ Maximum velocity
- $x$ stream wise co-ordinate
- $y$ vertical co-ordinate
- $y_{max}$ height of velocity maximum
- $y_{1/2}$ height above velocity maximum where $u = .5 U_{max}$
- $\lambda$ molecular diffusion
- $\rho$ density of saline solution
- $\rho_w$ water density
- $\rho_s$ density of particles
- $\theta$ Angle of the bed
- $\sigma_s, \sigma_\varepsilon$ turbulent Prandtl numbers for diffusion of $k$ and $\varepsilon$
- $\Delta$ source term in Eq.(3)
- $\Delta c, \Delta c_i, C_i, C_s, C_j, C_\varepsilon, C_u$
- $\rho, \rho_s, \rho_w$ density constants in the $k - \varepsilon$ model
- $f_{\mu}, f_1, f_2, f$ damping functions
- $k$ turbulence kinetic energy
- $\varepsilon$ turbulence energy dissipation rate
- $\nu$ turbulence viscosity
- $Sc$ Schmidt number
- $S_A$ source term in Eq.(3)
- $\theta$ turbulence diffusivity
- $\zeta$ turbulence diffusivity
- $\sigma_s, \sigma_\varepsilon$ turbulent Prandtl numbers for diffusion of $k$ and $\varepsilon$
- $D, F$ source term in equations(7,9 )

Governing equation: Figure 1 shows the schematic sketch of turbidity current. In the present model computations are based on steady state turbulent turbidity current and wall jet. The concentration of turbid-water is so small that Bosinesque approximation can be used. With this assumption, the effects of density difference are neglected in the inertial term, but included in buoyancy force term in momentum equations. However, the equations of this current are

\[
\frac{\partial U_i}{\partial x_i} = 0 
\]

\[
U_j \frac{\partial U_i}{\partial x_j} = - \frac{1}{\rho_w} \frac{\partial P}{\partial x_j} + \frac{\partial}{\partial x_j} \left( \nu \frac{\partial U_i}{\partial x_j} - u_i u_j \right) + g_\rho \frac{\rho - \rho_w}{\rho_w} + \frac{S_A}{\Delta x_i} 
\]

Where these equations are, continuity, momentum and mass balances. $\Delta$ is the concentration of fluid defined as $\Delta = (\rho - \rho_w)/(\rho_s - \rho_w)$ and $\rho$ is the density of the mixture. $\rho_i$ and $\rho_s$ are the particles and water density. $\nu$ and $\lambda$ are the viscosity and diffusivity of fluid, respectively. In the momentum equation, $g'$ is the reduced gravitational acceleration

\[
g' = g \frac{\rho - \rho_w}{\rho_s}
\]

In the concentration equation $S_A = \nu \cos \theta \frac{\partial \Delta}{\partial y}$ is a source term which is added due to particles falling and $V_f$ is the particles fall velocity which takes equal to .0014 m/s for 50 micron diameter size and $\zeta$ is the turbulence diffusivity. By using the turbulent Schmidt number $Sc$, eddy diffusivity
\[ \zeta = \frac{\nu}{Sc} \]  

(5)

While the Schmidt number, similar to the Prandtl number is predictable to be affected by the buoyancy, it is assumed to be unity here. The particles in the current are assumed dilute and non-cohesive with equal settling velocities. Pressure term, \( p \), denotes instantaneous pressure which is subtracted from the hydrostatic pressure. The model used through the equation (7) is computational rather than physical; for, in solving the \( \epsilon \) equation, there are decisive advantages, in letting \( \epsilon \) go to zero at the wall. However, the turbulence dissipation rate is not zero there; it is in fact equal to

\[ \epsilon = \frac{\nu}{\Delta} \]  

(9)

The reason for including the extra term \( D \) in equation(7) is that it reflects pressure fluctuations, thereby inhibiting the distribution of kinetic energy within the viscosity –affected region should be in reasonable accord with experiment[6].

The Reynolds stress \( \overline{u_j u_j} \) appearing in the system of Eqs.(2,6) may be expressed as:

\[ \overline{u_j u_j} = \nu \left( \frac{\partial U_j}{\partial x_j} + \frac{\partial U_i}{\partial x_i} \right) + \frac{2}{3} \delta_j k \]  

(11)

The eddy viscosity \( \nu \) is related to \( k \) and \( \epsilon \) through the Kolmogorov-Prandtl relations as:

\[ \nu = C_{\mu} \frac{k^2}{\epsilon} \]  

(12)

For the wall jets considered here, the Reynolds stresses \( \overline{uv} \), \( \overline{v^2} \) are of prime importance and modeling transport equations for these stresses are necessary, but these equations are differential because of the appearance of differential expression in the convective and diffusive transport term, an approximation has been made to reduce these equations to algebraic expressions. Finally, by simplifying differential equations of \( \overline{uv}, \overline{v^2} \) the \( C_{\mu} \) function has been proposed which accounts for the damping effect of the

\[ \tilde{\epsilon} \]

\[ \tilde{\epsilon} + D \]  

(7)
At the outflow-boundary, the stream wise gradients of all variables are set to zero. At the free surface, the symmetry condition is applied that includes zero gradients and zero fluxes perpendicular to the boundary. At the rigid wall, due to the no slip conditions and a pure depositing assumption, \( u_i \) and gradient of concentration are set zero. Also for \( k - \varepsilon \) equations, at free surface, no flux conditions are imposed, i.e. \( \frac{\partial k}{\partial y} = \frac{\partial \varepsilon}{\partial y} = 0 \) and at the inlet \( k_m = \left( 0.1u_m \right)^2 \) and \( \varepsilon_m = 0.016u_m^3/h_0 \).

**Solution procedure:** The flow and the turbulent equations have to be accurately resolved to obtain concentration distribution predictions. All computations were performed in Cartesian coordinates with rectangular geometry. Cartesian grids were used, with a high resolution near all solid boundaries. In all cases, the first grid point was at \( y^+ = 1 \) or less. Therefore, the solutions presented here are considered grid independent.

**Solver:** The governing equations are discreted by a finite-volume method. The continuity, momentum, turbulence and particles mass balance equations are solved in the fixed Cartesian directions on a non-staggered grid. All the variables are thus stored at the center of the control volume. The velocity components at the control volume faces are computed by the Rhie-Chow interpolation method and the pressure-velocity coupling is handled by SIMPLEC method. The convective terms are treated by the hybrid scheme. TDMA-based algorithms are applied for solving the algebraic equations. The solution procedure is iterative and the computations are terminated when the sums of absolute residuals normalized by the inflow fluxes were below \( 10^{-4} \) for all variables.

**RESULTS AND DISCUSSION**

The height of the dense layer in laboratory is identified by the naked eye of its dim. Therefore, it should be a good opinion to define the height of the dense layer by using the boundary layer concept. Here, we assumed that the interface is a location where its concentration becomes about 1% of inlet concentration which denotes by \( \Delta_m \). Figure 2 show the height of steady density current in comparison with experimental data and \( v^+ - f \) model.
Figure 2: Height of the turbidity current simulated by Herrero model\textsuperscript{[10]} compared with experimental data and $\vec{v}^2 - f$ model.

Figure 3: Velocity profile of the turbidity current along the channel which simulated by Herrero model\textsuperscript{[10]} compared with experimental data and $\vec{v}^2 - f$ model.

Figure 4: Horizontal velocity vector and concentration line-isocontours of the turbidity current simulated by Herrero model\textsuperscript{[10]}.

Figure 5: Comparing velocity profile of wall jet and turbidity current along the channel.

Figure 6: variation of maximum velocity along the channel for wall jet and turbidity current.
the stream wise direction the velocity values decrease for both currents and the maximum velocity goes upward due to entrainment. Also the velocity magnitude in wall jet is higher than density current at the same height which leads to higher shear rate and more entrainment for wall jet. It may be as a cause of buoyancy term which represents an exchange between the turbulent kinetic energy \( k \) and potential energy.

Figure 6 and 7 show the variation of maximum velocity and average velocity, respectively, along the channel for both wall jet and turbidity current which is in consistent with Fig. 4.

Average velocity is calculated from bellow equation which is the ratio of momentum to flux at each stream wise cross section\(^{[17]}\):

\[
U_{\text{ave}} = \frac{\int_0^h U^2 dy}{\int_0^h U dy}
\]  

(23)

In order to compare the height of turbidity current and wall jet the depth of maximum velocity \( y_{\text{max}} \) and \( y_{\frac{1}{2}} \)\(^{[18]}\), which is the heights above the maximum velocity where the velocity equals half of the maximum velocity, are calculated (Fig. 8). As it can be observed at the inlet of the channel the heights are the same for both wall jet and turbidity current but after propagation in the stream wise direction the height of the wall jet becomes larger due to higher amount of entraining water.

Due to shear layer at the interface of turbidity current or wall jet and ambient fluid, it disturbs and entrains the surrounding fluid. Turbulence at this boundary entrains the stationary ambient fluid immediately above it, into the layer and dilutes it. The turbulent region grows with distance downstream as the non-turbulent fluid becomes entrained in it. Therefore, a small mean velocity perpendicular to the mean flow is generated when the ambient fluid is initially at rest. The value of Entraining ambient fluid can be obtained from differentiating the flux at each cross section:

\[
\frac{dUA}{dx} = \text{Water entrainment}
\]

(24)

Figure 9 shows the value of flux and entrainment along the channel for both wall jet and turbidity current. Entrainment raises the mass flux and increases the current’s height. In wall jet due to high amount of entrained fluid, the velocity profiles move upward and then, its maximum is higher than density current.

CONCLUSION

The low Reynolds number \( k-\varepsilon \) model (Herrero\(^{[10]}\)) has been applied to simulate the structure of turbidity
current. Momentums, continuity, mass balance of particles and turbulence equations are solved, simultaneously, by SIMPLEC method, without any limited or simplify assumption. The computed height of dense layer and velocity profile fall well whit the experimental data. Moreover, results have been compared with the $\overline{v^2} - f$ turbulent model. It has been shown that the results are similar to $\overline{v^2} - f$ model due to the effects of damping function obtained from algebraic equation by simplifying $\overline{v^2}$ and $\overline{uv}$ transport equations. Also a compression is made between the characteristics of wall jet and density currents. It seems that density difference can relax the flow entirely and dissipate some of the flow momentum in both directions. The maximum velocity and height of the wall jet is higher than turbidity current as a result of more amount of entraining ambient fluid.
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