GDFace: Gated Deformation for Multi-View Face Image Synthesis
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Abstract
Photorealistic multi-view face synthesis from a single image is an important but challenging problem. Existing methods mainly learn a texture mapping model from the source face to the target face. However, they fail to consider the internal deformation caused by the change of poses, leading to the unsatisfactory synthesized results for large pose variations. In this paper, we propose a Gated Deformable Face Synthesis Network to model the deformation of faces that aids the synthesis of the target face image. Specifically, we propose a dual network that consists of two modules. The first module estimates the deformation of two views in the form of convolution offsets according to the input and target poses. The second one, on the other hand, leverages the predicted deformation offsets to create the target face image. In this way, pose changes are explicitly modeled in the face generator to cope with geometric transformation, by adaptively focusing on pertinent regions of the source image. To compensate offset estimation errors, we introduce a soft-gating mechanism that enables adaptive fusion between deformable features and primitive features. Extensive experimental results on five widely-used benchmarks show that our approach performs favorably against the state-of-the-arts on multi-view face synthesis, especially for large pose changes.

Introduction
Synthesizing face images with different views has many practical applications, e.g., surveillance, virtual reality, and image editing/enhancement. It is ill-posed to synthesize a face with a different view while keeping its identity well-preserved. Conventional methods resolve this problem by fitting a 3D face model from a single-view 2D face image (Hassner et al. 2015; Zhu et al. 2015). Although accurate face structure can be captured, these methods cannot “generate” occluded face regions, and therefore can only rotate the face in a small range. Deep networks, especially GAN (Goodfellow et al. 2014), show great performance in creating multi-view faces (Tran, Yin, and Liu 2017; Huang et al. 2017; Hu et al. 2018; Tian et al. 2018; Yin et al. 2017). These methods mostly adopt an encoder-decoder structure to learn the texture mapping from the input image to the target image, usually conditioned by the pose information (e.g., a pose vector or two face landmark masks).

Notwithstanding the demonstrated success, large pose variation is still the main barrier. GAN-based methods learn a direct mapping between the source image and the target image but ignore the geometric transformations of faces across different views. The involved generator applies convolution operations over fixed geometric structures, making it difficult to model complex deformations of faces (e.g., examples shown in Fig. 1). But indeed, modeling face deformation plays an important role in face synthesis. We observe that the rotation of faces from different identities share a similar geometric structure changes. This is a strong prior knowledge that can be incorporated as a guidance to model face deformation and benefits the synthesis of multi-view faces.

Based on the above observation, we aim to incorporate face deformation into multi-view face image synthesis. To this end, we propose a dual network that consists of two modules, each of which copes with deformation modeling and face synthesis, respectively. Given a source landmark and a target landmark, the proposed face deformation module learns to estimate the inherent transformation between two poses in the form of deformable convolution offset. It serves as the deformation prior for the face synthesis mod-
ule, which is composed by several gated deformable convolution blocks. These blocks perform deformable convolution operations on the source image, which enables free-form deformations of the sampling grid according to the face transformation. Although the learned deformation offset can capture large pose variations, it may increase the learning ambiguity. As a consequence, we introduce a soft-gating mechanism in our gated deformable convolution blocks, which allows a dynamic sampling between deformable features and primitive features. This strategy further enhances the capability of our model for modeling both large and small face variations. Extensive experiments demonstrate that the proposed model outperforms existing state-of-the-art methods in five widely-used datasets. To summarize, our contributions are threefold:

- We delve into the problem of large pose variations of face synthesis. We tailor a dual network, in which the first branch models face deformation in the form of convolution offset using two face landmarks, and the other leverages this strong prior for face synthesis.
- We propose to inject diverse and rich features representations to the network by presenting a soft-gating mechanism. It enables our model to adapt to different angles of face rotations by integrating deformable and primitive features.
- We outperform state-of-the-art methods on five widely-used benchmarks by a large margin, especially for the scenarios with large pose variations.

**Related Work**

**Multi-view Face Synthesis.** Traditional methods mostly tackle the problem of multi-view face synthesis by adopting 2D/3D local texture warping (Ferrari et al. 2016; Hassner et al. 2015; Zhu et al. 2015). For example, Hassner et al. (Hassner et al. 2015) employ a simple 3D approximation of faces to produce frontal-view face image. However, this kind of methods suffer from severe texture loss due to occlusion. Recently, there are many deep learning methods focusing on face frontalization and multi-view face synthesis (Huang et al. 2017; Hu et al. 2018; Zhao et al. 2018a; Tran, Yin, and Liu 2017; Yin et al. 2017; Tian et al. 2018; Zhao et al. 2018b). TP-GAN (Huang et al. 2017) proposes a two-pathway network to take both local details and global face structure into consideration. CAPG-GAN (Hu et al. 2018) employs the landmark mask to guide the rotation of faces, achieving multi-view face synthesis. CR-GAN (Tian et al. 2018) introduce a generation sideway to enhance generalization capacity of the network. Existing deep learning based methods can produce better results than traditional methods, but they suffer from large pose variations, which is mainly addressed in this paper.

**Pose-invariant Face Recognition.** Large pose variations lead to significant influences on face recognition performance. Ensuring the recognition accuracy under a large rotation angle of faces is a challenging problem. Part of existing methods aim to generate profiles for data augmentation or directly learn the pose-invariant features to eliminate the influences caused by poses (Zhu et al. 2014; Masi et al. 2016; Zhao et al. 2019). The others propose to synthesize a frontal-view face from a profile face so that face recognition can be performed in a constrained way (Huang et al. 2017; Hu et al. 2018; Zhao et al. 2018a; Tran, Yin, and Liu 2017). These generative methods are shown to be effective in many datasets. Our approach also belongs to this category, and face recognition accuracy is the major metric to evaluate the synthesized results.

**Generative Adversarial Network.** Generative Adversarial Network (GAN) (Goodfellow et al. 2014) is a powerful generative model which can generate samples similar to the specific data distribution through a min-max game between the generator and the discriminator. It has been extended to various applications. For example, Deep Convolutional GAN (DCGAN) (Radford, Metz, and Chintala 2015) first shows the huge potential of GAN in the task of image generation. Conditional GAN (cGAN) (Mirza and Osindero 2014) is proposed to incorporate condition constraints on the random noise, which guides the generative network to synthesize images of better quality. To help the GAN learn the interpretable representation, InfoGAN (Chen et al. 2016) proposes a mutual information regularizer for optimization. Pixel2Pixel (Isola et al. 2017) improves cGAN to deal with the image translation problem. To enable the usability of the unpair training data, CycleGAN (Zhu et al. 2017a) is proposed as an effective unsupervised learning model. All state-of-the-art face synthesis methods apply the discriminator to ensure the identity of the generated faces. To incorporate pose prior to guide the multi-view synthesis, our model adapt the design of the conditional generative adversarial network (Mirza and Osindero 2014).

**Approach**

In this section, we first present the architecture of the proposed network, then we discuss the proposed gated deformable block and soft-gating mechanism in detail.

**Architecture**

We aim to synthesize face images with multiple views, by learning the deformable face mapping between the source face and the target face given pose landmarks as guidance. To achieve this goal, we present a Gated Deformation Face Synthesis Network (see Fig. 2), which has a dual structure composed of a generator and two discriminators. The generator consists of a series of deformable convolution blocks, each integrates a gating mechanism. Specifically, the generator has two branches. The first branch takes the source face as input, and the second branch is fed with pose conditions (concatenated landmarks of the source face and the target face). Both the inputs of the two branches are encoded by the down-sampling convolution layers. Then the encoded features of the two branches are sent into the face synthesis module, which consists of several gated deformable convolution blocks. Each block aims to transform the pose of the input features progressively to the target pose under the guidance of the face deformation module. A soft-gating mechanism is introduced to control the weight of face deformation. Meanwhile, the entire network is trained end-to-end, and therefore both two branches can mutually update
for producing optimized face features. The final output features in the face synthesis module are sent to a decoder for producing a face image with the target pose. Two discriminators in our model aim to provide two kinds of discriminative supervisions to ensure the consistencies of appearance (identity) and pose of the target face.

**Gated Deformable Convolution**

To model the face deformation caused by pose change, we introduce a Gated Deformable Convolution Block inspired by (Dai et al. 2017). As shown in Fig. 2, each block is fed with the image features $F_t^i$ and the pose features $F_p^t$ ($t$ denotes the index of a block) via two branches. The image features $F_t^i$ pass through the deformable convolution layers $Conv_d$, with the deformation offsets to get the deformable image features $F_t^{d,i}$. The offsets are predicted by a common convolution layer $Conv_c$ fed with the pose feature map $F_p^c$. For the standard 2D convolution sampling, there is a fixed grid $K$ and corresponding weights for computing the summation of weighted sampled values. We assume $K = \{(x, y) | x, y \in \{-1, 0, 1\}\}$, which has a size of $3 \times 3$ and dilation of $1$ for simplicity. We let $N$ denote the size of $K$, i.e., $N = |K|$. To sample a deformable feature map, we first predict the offset field $P(P \in \mathbb{R}^{H \times W \times 2N})$ by passing the pose features through $Conv_c$:

$$P = Conv_c\left(F_p^c\right). \quad (1)$$

In the deformable convolution, the sampling grid $K$ is augmented with the offsets in the grid $\{\Delta p_n | n = 1, \ldots, N\}$, which is reshaped from the vector $V(V \in \mathbb{R}^{1 \times 1 \times 2N})$ of $P$ in the sampling grid center. For each location $x$ in the deformable image feature map $F_d^i$, we could sample its value by computing

$$F_d^i(x) = \sum_{p_n \in K} w(p_n) \cdot F_t^i(x + p_n + \Delta p_n), \quad (2)$$

where $w$ denotes the weight of convolution kernel. Since the offset $\Delta p_n$ is usually fractional, we employ a bilinear interpolation kernel to compute the value of a fractional location as follows:

$$F_t^i(p) = \sum_{q \in L} H(q, p) \cdot F_t^i(q), \quad (3)$$

where $p$ denotes a fractional location and $L$ denotes the set of all integral neighbor locations of $p$. The bilinear interpolation kernel $H$ can be formulated as

$$H(q, p) = \max(0, 1 - |q_x - p_x|) \cdot \max(0, 1 - |q_y - p_y|). \quad (4)$$

Once $H$ is computed, we can get the weight of each integral neighbor location value for location $p$, with which we can obtain the final deformable sampling value using Eq. (3).

Our introduced gated deformable convolution block is able to conduct free-form sampling. Therefore it can not only achieve common affine transformation, but also has a strong capability to model complex face deformation caused by pose change, by sampling from the most pertinent irregular area. We give an example to demonstrate the face deformation capability of deformable convolution for multi-view face synthesis. In Fig. 3, we visualize the heat maps of offsets in each deformable convolution block. Note that, each pixel in the heat map represents the mean value of the 9 x-coordinates of the offsets in a $3 \times 3$ sampling grid since we only consider a yaw face rotation where the x-coordinates of all integral neighbor locations of $p$. The bilinear interpolation kernel $H$ can be formulated as

$$H(q, p) = \max(0, 1 - |q_x - p_x|) \cdot \max(0, 1 - |q_y - p_y|). \quad (4)$$

Once $H$ is computed, we can get the weight of each integral neighbor location value for location $p$, with which we can obtain the final deformable sampling value using Eq. (3).
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Soft-Gating Mechanism

Although the proposed gated deformable convolution can model complex face deformation caused by pose changes, the predicted offsets inevitably introduce some estimation errors into the deformable features. In case of small pose changes, features that produced by a fixed grid structure are easy to learn, and thus may contain optimum representations. To adaptively control the weight of face deformation according to different pose changes and compensate the estimation errors introduced by offset prediction, we employ a soft-gating mechanism in the fusion of the deformable face features and the primitive face features to get updated image features \( F_{i+1}^t \), which will be fed into the \((t+1)\)-th block. In particular, we pass the pose feature \( F_p^t \) in the pose feature branch through a convolution layer denoted by \( Conv_m \), followed by a sigmoid operation over each location on the feature map. The whole process is formulated as follows:

\[
M_s^t = \text{Sigmoid}(Conv_m(F_p^t)),
\]

where \( M_s^t \) is a soft-gating map with each element ranges in \([0, 1]\). Then we can get weighted-fusion features \( F_{i+1}^t \) of the primitive features and the deformable features as follows:

\[
F_{i+1}^t = F_i^t + M_s^t \odot F_d^t.
\]

By adjusting the values of \( M_s^t \), we could dynamically balance the effects of deformable features and primitive features according to their importance. In other words, the soft-gating mechanism enhances the robustness of our model to different pose variations and estimation errors, which further improves the quality of the synthesized target face.

Training Objective

To synthesize photorealistic and identity-preserved multi-view faces, we apply five different losses, including adversarial loss, pixel-wise loss, identity preserving loss, 3D shape loss, and total variation loss, to govern the training in an end-to-end manner.

Adversarial Loss. We employ two discriminators for two different objectives. Both the discriminators have two down-sampling convolution layers and several residual blocks. Discriminator \( D_I \) is responsible for keeping the identity of the generated face \( x_g \) consistent with the source face \( x_s \). \( D_I \) takes the source face \( x_s \) and the generated face \( x_g \) as a fake pair, while the source face and the ground truth target face \( x_t \) as a real pair. Discriminator \( D_P \) has a similar structure with \( D_I \), which aims to measure the pose consistency of \( x_g \) and the target pose \( p_t \). \( D_P \) takes the target pose landmark \( p_t \) and the generated face \( x_g \) as a fake pair, while \( p_t \) and the target ground truth image \( x_t \) as a real pair. Under the adversarial supervision of the coupled discriminators, the generator can produce photorealistic and identity-preserved faces with specific poses. The adversarial loss is defined as follows:

\[
\mathcal{L}_{adv} = E_{x_g \sim P_s, x_s, x_t \sim P_{data}} \left[ \log D_I (x_t, x_s) + \log \left[ 1 - D_I (x_g, x_s) \right] \right] \\
+ E_{x_g \sim P_s, x_s \sim P_{data}, p_t \sim P_{pt}} \left[ \log D_P (p_t, x_t) + \log \left[ 1 - D_P (p_t, x_g) \right] \right],
\]

where \( P_s, P_{data}, \) and \( P_{pt} \) denote the distribution of generated faces, ground truth target faces and ground truth target landmark pose, respectively.

Pixel-wise Loss. To maintain the content consistency, we employ a pixel-wise loss:

\[
\mathcal{L}_{pixel} = \sum_{i=1}^{W} \sum_{j=1}^{H} \left| x_g^i,j - x_t^i,j \right|,
\]

where \( W \) and \( H \) denote the width and height of the image.

Identity-preserving Loss. We define the identity preserving loss as follows:

\[
\mathcal{L}_{idt} = \frac{1}{W \times H} \sum_{i=1}^{W} \sum_{j=1}^{H} \left| F(x_g)_i,j - F(x_t)_i,j \right|,
\]

where \( F \) denotes the feature map of the last pooling layer in a pretrained Light-CNN. The identity preserving loss forces the synthesized face to share a small distance with the ground truth image in the feature space, which enables the identity preservation when synthesizing a target-pose face.

3D Shape Loss. To further improve the quality of the synthesized face, we add a constraint that we should be able to fit a 3D face from the synthesized face which is close to the ground truth 3D face. To this end, we introduce the UV position map (Feng et al. 2018), which is a 2D image that records the 3D positions of all points in UV space to provide \( L_1 \)-like supervision \( \mathcal{L}_{3D} \) on the shape and pose of face. By adding a UV position map prediction task on top of the decoder in the generator, this 3D shape guidance can improve the shape and pose consistency between the ground truth and the synthesized face. All the ground truth UV position maps are obtained by an off-the-shelf 3D face reconstruction model. We compute the 3D shape loss as follows:

\[
\mathcal{L}_{3D} = \sum_{i=1}^{W} \sum_{j=1}^{H} \left| UV_g^{i,j} - UV_t^{i,j} \right|,
\]

where \( W \) and \( H \) denote the width and height of the UV position maps. \( UV_g \) and \( UV_t \) denote the predicted and the ground truth UV position map, respectively.

Total Variation Loss. To alleviate the artifacts and obtain a smooth face image, we employ the total variation loss \( \mathcal{L}_{tv} \) as used in (Huang et al. 2017).

Figure 3: Deformable offsets visualization. The offset heat maps from the eleven gated deformable convolution blocks are all shown (from left to right, top to bottom). We can see that our model indeed “rotates” the source face to the target face step by step via deformable sampling.
Final Objective. The final loss of the proposed model is a weighted sum of the above losses, the generator $G$ and two discriminators $D_I$ and $D_P$ are trained to alternatively optimize the min-max problem as follows:

$$
\min_G \max_{D_I, D_P} \mathcal{L}_{total} = \lambda_1 \mathcal{L}_{adv} + \lambda_2 \mathcal{L}_{pix}\text{el} \\
+ \lambda_3 \mathcal{L}_{idt} + \lambda_4 \mathcal{L}_{3D} + \lambda_5 \mathcal{L}_{tv},
$$

where $\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5$ are weighted parameters to balance the above five loss items.

Experiment

In this section, we conduct extensive experiments on five widely-used datasets to demonstrate the effectiveness of our proposed model.

Datasets and Settings

Multi-PIE (Gross et al. 2010) is the largest multi-view face recognition benchmark in the constrained setting. It contains 754,204 images of 337 identities in 15 poses and 20 illumination conditions. We follow (Hu et al. 2018; Tran, Yin, and Liu 2017) to use the images from 13 poses between $-90^\circ$ and $90^\circ$ and 20 illuminations with the neutral expression for experiments on two different settings. The first setting only uses faces of the first 150 subjects for training and the rest 100 subjects for testing. For testing, the face with neutral expression and illumination of each subject is selected to be the gallery and all the rest faces are probes. In the second setting, all the images from 337 subjects are included. The first 200 subjects are used for training and the rest 137 subjects for testing. Each subject for testing has one gallery image with the neutral expression and illumination from its first appearance.

CelebA (Liu et al. 2015) is a large-scale face dataset in the wild, including 202,599 face images of 10,177 identities with various poses, expressions, and occlusions. We use it to demonstrate the face synthesis capability of our model on unconstrained faces.

IJBB-A (Klare et al. 2015) is a challenging face dataset for face detection and recognition in the wild, it contains 5712 images and 2085 videos from 500 subjects with large variations in expressions, poses and image quality. We leverage IJB-A to evaluate the performance of our model on the unconstrained data.

CFP (Sengupta et al. 2016) is a widely-used dataset for large-pose face recognition, it contains 7000 images of 500 subjects, where each subject has 10 frontal and 4 profile face images with large pose variations. We use CFP for evaluating our model in large-pose face verification.

LFW (Huang et al. 2008) is the most commonly used databases for face recognition in the unconstrained environment. It contains 13223 from 5729 subjects with huge variations of expressions, poses, and occlusions, etc. We use LFW to evaluate the performance of our model trained with Multi-PIE in the unconstrained scenario. Furthermore, we also add theCelebA into our training set and employ the same testing protocols as in (Hu et al. 2018). Since CelebA has no pair data, we follow the method in (Zhu et al. 2017b) to generate profiles with different views from frontal faces. We use the PRNet (Feng et al. 2018) to generate ground truth UV position maps of images for training.

We compare to several state-of-the-art methods, including 3D-PIM (Zhao et al. 2018b), PIM (Zhao et al. 2018a), CAPG-GAN (Hu et al. 2018), CR-GAN (Tian et al. 2018), TP-GAN (Huang et al. 2017), and DR-GAN (Tran, Yin, and Liu 2017), both qualitatively and quantitatively.

Implementation Details

The training requires image pairs $\{x_s, x_t\}$ and pose pairs $\{p_s, p_t\}$. We enumerate all images in the datasets as source images $x_s$, and target pose is randomly chosen from 13 poses ranging from $-90^\circ$ to $90^\circ$. Once the target pose is determined, we pair $x_s$ with its corresponding target image.

Figure 4: Multi-view face synthesis results on Multi-PIE. The first row are 13 target landmarks from $90^\circ$ to $-90^\circ$ with $15^\circ$ intervals. The others are the corresponding synthesized results (inputs are marked in red).
the performance and computing costs, we set the number of loss is a pretrained Light CNN (Wu et al. 2018). To balance the batch size is set to 16 and learning rate is 0.0001. We is $x_1$. The image size of source and target images for training is $128 \times 128$. Our network is implemented using Pytorch, the batch size is set to 16 and learning rate is 0.0001. We empirically set $\lambda_1 = 5$, $\lambda_2 = 10$, $\lambda_3 = 0.01$, $\lambda_4 = 10$, $\lambda_5 = 0.0001$. The feature extractor for identity-preserving loss is a pretrained Light CNN (Wu et al. 2018). To balance the performance and computing costs, we set the number of gated deformable convolution blocks $N_h = 11$.

We adopt 5-point facial landmarks as pose conditions, where the 5 points annotate the left eye, right eye, nose, left mouth corner, and right mouth corner, respectively. Compared with the 68-point landmark, our setting is easy to get and sufficient as a pose indicator. During training or testing, we first generate the landmark heatmap by plotting a Gaussian distribution centered at each keypoint on each channel, then the source and the target landmark heatmaps are sent to the model as input. During the testing phase, we use an off-the-shelf landmark detector (Zhang et al. 2016) for producing input.

**Qualitative Evaluation**

For face synthesis, visual effect of the synthesized image is an important metric to assess synthesizing capability of the model. We conduct experiments on Multi-PIE and CelebA to verify the superiority of our model to synthesize photorealistic faces with multiple views. In Fig. 4, we present the multi-view synthesis results on Multi-PIE with faces from $90^\circ$ to $-90^\circ$ using four input faces with different poses ($i.e.$, $0^\circ$, $-45^\circ$, $60^\circ$, $-90^\circ$). It shows that our model can recover the occluded face regions even for a large pose variation and produce a photorealistic target face with a clear global structure and fine details. This attributes to the gated deformable face sampling which enables our model to learn free-from face deformation.

Meanwhile, we show the multi-view synthesis results between $60^\circ$ and $-60^\circ$ on CelebA in Fig. 5. The state-of-the-art methods are also presented for comparison. These synthesized faces are visual-pleasing with the identity well-preserved, which demonstrates a good generalization ability.
of our model for the unconstrained data. On the contrary, we can see that CAPG-GAN and CR-GAN produces faces with artifacts especially on the occluded regions.

To further compare with the state-of-the-art methods, we conduct a visualization experiment on LFW and IJB-A to generate the frontal face given a profile. As shown in Fig. 6, the frontal faces generated by the competing methods fail to produce a clear global structure and recover the details which are important for identity-preserving. Besides, they contain more artifacts. By contrast, our approach can produce photorealistic face with identity well-preserved.

We also conduct experiments to demonstrate the superior synthesizing capability of our model. Fig. 7 and Fig. 8 show the synthesized faces with interpolated views and faces in high resolution, respectively. These results are visually plausible and indicate our potential for practical applications.

**Quantitative Evaluation**

In addition to the visual effects, we also conduct face recognition and verification experiments on four datasets to evaluate the identity-preserving capability of our model. For face recognition and verification, we leverage Light CNN (Wu et al. 2018) to extract the features of input faces and then compute the cosine similarity of the feature vectors extracted from the two faces. We evaluate the face recognition performance on Multi-PIE under two experimental settings, the numerical scores are shown in Table 1 and Table 2, respectively. For setting 1, our approach outperforms the other methods for large pose change by a large margin. For setting 2, our approach also consistently surpasses the competitors for all views. These quantitative results demonstrate that our model can preserve better identity with face rotation.

To evaluate the identity-preserving performance of our model on the unconstrained data, we further conduct face verification on LFW, CFP, and the identity similarity experiments on IJB-A following (Tian et al. 2018). In Table 3, 4, and 5, our model shows a superior performance over the other methods, which demonstrates that our model is robust to faces in the wild with various expressions, poses, and occlusions. Overall, the quantitative results prove that our model can synthesize photorealistic and identity-preserved faces in both constrained and unconstrained settings.
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