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**Abstract**

Few-shot learning, which aims at extracting new concepts rapidly from extremely few examples of novel classes, has been featured into the meta-learning paradigm recently. Yet, the key challenge of how to learn a generalizable classifier with the capability of adapting to specific tasks with severely limited data still remains in this domain. To this end, we propose a Transductive Episodic-wise Adaptive Metric (TEAM) framework for few-shot learning, by integrating the meta-learning paradigm with both deep metric learning and transductive inference. With exploring the pairwise constraints and regularization prior within each task, we explicitly formulate the adaptation procedure into a standard semi-definite programming problem. By solving the problem with its closed-form solution on the fly with the setup of transduction, our approach efficiently tailors an episodic-wise metric for each task to adapt all features from a shared task-agnostic embedding space into a more discriminative task-specific metric space. Moreover, we further leverage an attention-based bi-directional similarity strategy for extracting the more robust relationship between queries and prototypes. Extensive experiments on three benchmark datasets show that our framework is superior to other existing approaches and achieves the state-of-the-art performance in the few-shot literature.

**1. Introduction**

Deep neural networks have achieved great success on many practical applications recently and even have surpassed humans in image recognition domain \cite{8, 15, 28}. However, these successes largely benefit from tens of thousands of labeled data, enormous number of parameters and sophisticated training strategies. In terms of the low-data scenarios, such as medical images classification and ma-
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The whole framework is illustrated in Fig. 2 in details. Tasks, we propose a task-level data augmentation technique for all samples within each task to construct auxiliary training approaches. In addition, by utilizing the convex combination of types, which further improves the performance of our approach. Specifically, we perform a novel attention-based bi-embeddings, we then compute more robust representations to assign labels for query points and formulate the adaptation prior, see Fig. 1 (left). Namely, this assumption does not take the task-level information (meta-data) into account but example-level feature only, which neglects the specificity of different tasks. Actually, what is missing of this idea is an adaptive module that tailors the metric space for each task. The other is that most current methods follow the setup of inductive inference, that is, training the meta-learner with severely limited support data and predicting queries one by one in each task. Obviously, this process does not adequately consider the interaction between the support set and unlabeled test set and thus weakens the advantages of meta-learning.

To deal with the key challenge of how to learn a generalizable classifier with the capability of adapting to specific tasks with severely limited data, we propose a novel meta-learning framework for few-shot classification, named as Transductive Episodic-wise Adaptive Metric (TEAM), which efficiently tailors an episodic-wise metric space with applying the idea of transductive inference. Specifically, we put forward not only to learn a task-agnostic instance embedding model end-to-end over a pool of few-shot tasks as a meta-learning manner, but also constructs a task-specific distance metric explicitly for each task with the distinctive information, such as the pairwise constraints and regularization prior, see Fig. 1 (right). Furthermore, we formulate the optimization process for task-specific metric into a standard semi-definite programming (SDP) problem [2] and finally acquire the closed-form solution by solving the SDP problem on the fly. Hereafter all features generated by the task-agnostic model are adapted into task-specific metric spaces where samples from the same class are closer and different classes are farther apart. According to the transformed embeddings, we then perform a novel attention-based bi-directional similarity strategy to compute more robust relationship between each unlabeled query and class prototypes, which further improves the performance of our approach. In addition, by utilizing the convex combination of all samples within each task to construct auxiliary training tasks, we propose a task-level data augmentation technique for boosting the generalization of the embedding model. The whole framework is illustrated in Fig. 2 in details.

The main contribution is summarized as threefold. (1) We propose a general meta-learning framework of applying the transductive inference on formulating the adaptation procedure into a SDP problem and tailoring the episodic-wise metric in each task for few-shot learning, which can also be directly extended to other existing methods and even semi-supervised learning. (2) We identify a novel bi-directional similarity strategy for extracting the more robust relationship between queries and prototypes. (3) The experimental results on three benchmark datasets show that our framework is superior to other state-of-the-art approaches.

2. Related Work

Meta-learning in Few-shot Learning. Meta-learning, or learning to learn [31], is the technique of observing how different machine learning approaches perform on a wide range of tasks rather than batches of data points, and then starting from this experience, or meta-data, to learn new tasks much faster and obtain higher performance. In recent few-shot learning literature, more and more approaches follow the idea of meta-learning to alleviate over-fitting. Meta-LSTM [24] aims to learn efficient parameter updating rules for training neural network (learner) with a LSTM-based meta-learner. MAML [5], on the other hand, tries to learn a good model parameter initialization strategy that generalizes better to similar tasks. Similarly, Reptile [21] is an approximation of MAML that executes stochastic gradient descent with a first-order form. Meta-SGD [17] goes further in meta-learning by arguing to learn the weights initialization, gradient update direction and learning rate within a single step. However, these approaches mentioned above suffer from the issue of fine-tuning. In contrast, after optimizing a meta-learner over a series of tasks, our approach solves unseen target tasks in an feed-forward manner without any further model updates and just optimize an episodic-wise distance metric efficiently for each task, thus avoiding gradient computation and serious overfitting.

Distance Metric Learning Approaches. Another category of approach focus on obtaining a generalizable embedding model to transform all samples into a common metric space where can perform simple classifiers such as nearest neighbor directly. Matching Network [35] integrates metric learning with meta-learning for the first time by training a learnable nearest neighbor classifier with deep neural networks. Prototypical Network [29] utilizes class prototype representations to assign labels for query points and formulates the final loss function with euclidean distance directly. Later, this work is extended to semi-supervised few-shot scenario by [25], unlabeled data are used to refine the class prototypes. Relation Network [38] trains an auxiliary network to compute the similarity score between each query and the support set, which is equivalent to further learn a non-linear metric. These approaches assume all samples are embedded into a task-agnostic metric space. Instead, our framework intends to emphasize the specificity among
different tasks, that is, samples from different tasks should be embedded into a more discriminative task-specific space.

Task Adaptation Approaches. The third family of approaches, which aims to mine the task adaptability with the meta-learning paradigm, is currently a hot research direction for few-shot learning. MT-Net [16] proposes that the meta-learner learns on each layers activation space and the task-specific learner performs gradient descent on a subspace, which is more sensitive to task identity. TADAM [22] proposes a Task Encoding Network to produce scaling and shift vectors for each layer weights, leading to a task-dependent metric space. Our approach is slightly similar to these methods in the sense that we all focus on the idea of task adaptation. However, without imposing auxiliary network or applying complicated training strategy, our proposed framework formulates the adaptation procedure into a standard SDP problem under the transductive inference setting, which is more efficient and convenient.

Transductive Inference. Transductive inference [34] follows the setting of generalizing from the training set to the test set directly and avoiding the intermediate problem of estimating a function. In data-scarce scenario, it can significantly improve the performance over inductive methods. Reptile [21], which implicitly shared information between all test samples via batch normalization [11], is the first work of applying the transductive setting in few-shot learning. TPN [18] models the transductive inference explicitly by learning a graph construction module, which propagates labels from labeled instances to unlabeled query points directly. Different from using example-wise parameters for the static Euclidean distance in [18], our approach explores the episodic-wise distance metric by integrating the small support set with the entire query set for transduction.

3. Transductive Episodic-wise Adaptive Metric

In this section, we describe the definition of few-shot learning problem (FSL) and then introduce the **Transductive Episodic-wise Adaptive Metric (TEAM)** in details.

3.1. Problem Formulation

Just like what is employed in various previous works [25, 29, 35, 38], we organize the learning procedure into the form of episodic paradigm, which gradually collects meta-knowledge across a pool of source tasks and performs adaptation on target tasks quickly. Under this setting, the ultimate goal of our algorithm is to train models with a large labeled dataset \( D_{\text{train}} \), which is composed of a set of seen classes \( C_{\text{train}} \), and apply the classifiers on a novel testing set \( D_{\text{test}} \) with many unseen classes \( C_{\text{test}} \). Note that there are only a few labeled examples for each category in \( C_{\text{test}} \) and \( C_{\text{test}} \cap C_{\text{train}} = \emptyset \). In order to mimic the few-shot test scenario during the training procedure and take full advantage of the large quantities of labeled \( D_{\text{train}} \), we reorganize all examples in \( D_{\text{train}} \) as a series of \( N \)-way \( K \)-shot tasks (or episodes). Concretely, \( N \)-way \( K \)-shot task is usually constructed by first selecting \( N \) classes from \( C_{\text{train}} \) randomly and then generate a support set and a query set from the selected classes. The support set includes \( K \) samples per classes, termed as \( S = \{(x_i, y_i)\}_{i=1}^{N \times K} \), and whilst the query set \( Q = \{(\hat{x}_1, \hat{y}_1), \ldots, (\hat{x}_M, \hat{y}_M)\} \) contains different samples from the same label space with \( S \). In each episode, we train the learner with small labeled support set \( S \) and minimize the loss on the large query set \( Q \). After training episode by episode until convergence, the learned model can perform pretty well on novel few-shot tasks.

However, we argue that it is not ideal to apply the learned model to all target tasks directly without considering the specificity of them. Our approach proposes an episodic-wise metric construction module to transform the
task-agnostic embeddings into a task-specific metric space, namely episodic adaptation. Moreover, in order to mitigate the data-scarce problem of support set and construct a more generalizable task-agnostic metric, we follow the paradigm of transductive inference and consider the query set as a whole for prediction, instead of one by one.

Specifically, our few-shot classification framework (see Fig. 2) is composed of three modules: (1) learning a task-agnostic feature extractor to embed raw inputs into a shared embedding space, this procedure includes a loss function to drive the parameters update and a novel task-level augmentation strategy to boost the generalization, (2) tailoring an episodic-wise adaptive metric for each task by solving a standard SDP problem efficiently and (3) performing a novel bi-directional similarity strategy in the task-specific space to assign label for each query. It is worth noting that the latter two modules utilize the setting of transduction. We describe the details of each module in the following sections.

3.2. Task-agnostic Feature Extractor

Learning Embedding Function. Our approach first employs an embedding function \( f_\theta \) to extract feature of an instance \( x \), where \( f_\theta(x) \) refers to the embedding of \( x \) and \( \theta \) indicates the parameters of deep model. Given the few-shot task sequence \( T \) from \( D_{\text{train}} \), we train the feature extractor \( f_\theta \) episode by episode with minimizing the negative log-probability of true label for each sample via SGD as:

\[
\arg\min_{f_\theta} \sum_{T_i \sim T} \sum_{(x, y) \in \text{TIM}(T_i)} -\log p(y \mid f_\theta(x, M_{T_i})) \tag{1}
\]

where \( T_i \) is a few-shot episode sampled from task sequence randomly, \( \text{TIM}(\cdot) \) is the novel task-level data augmentation operation and \( M_{T_i} \) stands for the episodic-wise adaptation metric of \( T_i \). Until convergence, the optimal embedding model \( f_\theta^* \) is applied directly to unseen target tasks which are sampled from \( D_{\text{test}} \) instead of \( D_{\text{train}} \).

Task Internal Mixing Augmentation Strategy. Recently, some data augmentation techniques, such as flipping, rotation or distorting the inputs, follow the learning principle named Vicinal Risk Minimization (VRM) \[3\] to improve the generalization performance of deep neural networks. Inspired by \[10, 39\], we further propose a task-level data augmentation technique which is termed as Task Internal Mixing (TIM), performing the convex combination between all support samples in each task to synthesize new episodes. To be concrete, for each instance \((x_i, y_i)\) in a source task, we randomly select another sample \((x_j, y_j)\) from the same task and synthesize new training examples \((\tilde{x}, \tilde{y})\) as follows:

\[
\tilde{x} = \omega \cdot x_i + (1 - \omega) \cdot x_j, \quad \tilde{y} = y_i \tag{2}
\]

where \( \omega \sim U(l, h) \) and \( 0.5 \leq l < h \leq 1.0 \). Note \( x_i \) and \( x_j \) are just the raw input tensors instead of features. Then we handle each instance a few times with Eq. (2) to form a virtual task (i.e. \( \text{TIM}(T_i) \)) for training. In essence, \( \text{TIM} \) extends the source task distribution by incorporating the prior that if two samples are similar to each other in the original pixel space, then they are likely to be closer in the feature space. As such, \( x_i \) and \( \tilde{x} \) are more similar to each other than \( x_j \) and \( \tilde{x} \) in Eq. (2) because of \( \omega > 0.5 \), which leads to the synthetic label \( \tilde{y} \) should be \( y_i \) instead of \( y_j \).

3.3. Episodic-wise Adaptive Metric

Distance with Metric \( M_t \). Given two embeddings \( x_i \) and \( x_j \) in vector space \( \mathcal{V} \in \mathbb{R}^d \), we denote the distance between them with the metric \( M_t \) as follows:

\[
d_{M_t}(x_i, x_j) = \sqrt{\text{tr}(M_t(x_i - x_j)(x_i - x_j)^T)} \tag{3}
\]

where \( \text{tr}(\cdot) \) stands for the trace operator and \( M_t \) is a symmetric positive semi-definite matrix, which ensures that \( d_{M_t} \) satisfies the properties of a pseudo-distance \[1\]. In general, the matrix \( M_t \) parameterizes a family of Mahalanobis distances in the vector space \( \mathcal{V} \). In particular, the \( d_{M_t} \) in Eq. (3) will degenerate into the popular Euclidean distance if we set \( M_t = I \), that is, assuming all features are equally scaled and equally relevant \[32\]. Inspired by these observations, we proposed to explicitly construct episodic-wise adaptive metric by leveraging the specific information of each task, such as the pairwise constraints and the regularization prior.

Pair-constrained Loss. Given a few-shot task, our goal is to minimize the mean of distances between all similar sample pairs (must-link constraints, denoted with \( M \)) while keeping the mean of distances between all dissimilar sample pairs (cannot-link constraints, denoted with \( C \)) larger than 1 at meanwhile. Motivated by the above idea, we formulate the Min-Max principle as a convex optimization problem in Eq. (4) by adopting the square distance in terms of its effectiveness and efficiency.

\[
\min_{M_t \geq 0} \frac{1}{|M|} \sum_{(x_i, x_j) \in M} d_{M_t}^2(x_i, x_j) \tag{4}
\]

\[\text{s.t.} \quad \frac{1}{|C|} \sum_{(x_i, x_j) \in C} d_{M_t}^2(x_i, x_j) \geq 1\]

Based on Eq. (3) and the methods of lagrange multiplier, we rewrite the Eq. (4) into a pair-constrained loss function as:

\[
\min_{M_t} \mathcal{L}_C(M_t \mid \tilde{M}, \tilde{C}) = \text{tr}(M_t \cdot \tilde{M}) - \lambda \cdot \text{tr}(M_t \cdot \tilde{C}) \tag{5}
\]

where \( \lambda \) is the multiplier, \( \tilde{M} \) and \( \tilde{C} \) have the following form:

\[
\tilde{M} = \frac{1}{|M|} \sum_{(x_i, x_j) \in M} (x_i - x_j)(x_i - x_j)^T \tag{6}
\]

\[
\tilde{C} = \frac{1}{|C|} \sum_{(x_i, x_j) \in C} (x_i - x_j)(x_i - x_j)^T \tag{6}
\]

Furthermore, given a N-way K-shot task with support set \( S = \{(x_i, y_i)\}_{i=1}^{NK} \) and its query set \( Q \), we first shrink the support set \( S \) to a prototype set \( P = \{p_c\}_{c=1}^{N} \) by:

\[
p_c = \frac{1}{|S_c|} \sum_{(x_i, y_i) \in S_c} x_i \tag{7}
\]
where \( S_c \) is the subset which contains the samples with the same label \( c \) in \( S \). The we define the similar and dissimilar constraints with \( M = \{ x_i \in S_c, x_j \in S_c, i \neq j \} \cup \{ x_i \in S_c, x_j \in P_c \} \cup \{ x_i \in S_c, x_j \in N(x_i, k, Q) \} \) and \( C = \{ x_i \in P_c, x_j \in P_c, c \neq c' \} \cup \{ x_i \in P_c, x_j \in P_T \} \) where \( P_c \) is a prototype with label \( c \) in \( P, N(x_i, k, Q) \) is a set of \( k \) nearest neighbors of \( x_i \) in the query set \( Q \) and \( P_T \) is the prototype set from the seen classes \( C_{train} \).

**Regularization Loss.** Without imposing any restrictions or prior information into the Eq. (5), we have \( d^2 \) parameters to be optimized for each task due to \( M_t \in \mathbb{R}^{d \times d} \), while we can only construct a few pairwise constraints in few-shot scenario. From the perspective of machine learning theory, this inconsistency will lead to severe over-fitting of our models.

To this end, we propose the second principle to regularize the episodic-wise metric \( M_t \) to be close to a given metric \( M_0 \), which is associated with the prior across all few-shot tasks. Specifically, we try to minimize the Bregman divergence \( D_\Phi(M_t)\|M_0) = \Phi(M_t) - \Phi(M_0) - \langle \nabla \Phi(M_0), M_t - M_0 \rangle \) between \( M_t \) and \( M_0 \) with the log-determinant function \( \Phi(M) = -\log \det(M) \), which is a strict convex, continuously differentiable divergence function. Then we formulate the regularization loss function \( \mathcal{L}_R(M_t \mid M_0) \) as:

\[
\mathcal{L}_R(M_t \mid M_0) = \text{tr}(M_0^{-1}M_t) - \log \det(M_t) \quad (8)
\]

where \( \text{tr}(\cdot) \) means the trace operator on matrix and Eq. (8) ignores the constant term regarding \( M_0 \). More precisely, with the information-theory, optimizing \( \mathcal{L}_R \) is equivalent to minimizing the KL divergence between two multivariate Gaussian distributions parameterized by \( M_t \) and \( M_0 \).

**Episodic-wise Adaptive Metric.** By integrating two principles mentioned above, we formulate a novel episodic-wise adaptive metric (EAM) loss function for each task as:

\[
\min_{M_t \succeq 0} \mathcal{L}_R(M_t \mid M_0) + \gamma \cdot \mathcal{L}_C(M_t \mid \hat{M}, \hat{C}) \quad (9)
\]

where \( \mathcal{L}_C \) and \( \mathcal{L}_R \) are defined in Eq. (5) and Eq. (8) respectively, \( \gamma \) is a positive trade-off parameter. In general, minimizing Eq. (9) with SGD-based optimizers or other existing convex optimization solvers [30] will produce a local optimal solution for each task. However, due to the high time complexity of SDP solvers and requiring too many iterations with SGD-based optimizers, this sub-optimization procedure within each task will lead to an inefficient learning process. Here, we propose a faster and more efficient approach to construct the episodic-wise metric for each task. Concretely, we first reformulate the Eq. (9) as follows:

\[
\min_{M_t \succeq 0} \text{tr}(M_t \cdot (M_0^{-1} + \gamma \cdot \hat{M} - \gamma \cdot \hat{C})) - \log \det(M_t) \quad (10)
\]

Based on the Lemma (1), we get the optimal solution \( M_t^* \) by letting \( \mathcal{Y} = M_0^{-1} + \gamma \cdot \hat{M} - \gamma \cdot \hat{C} \) and assuming \( \mathcal{Y} > 0 \),

\[
M_t^* = (M_0^{-1} + \gamma \cdot \hat{M} - \gamma \cdot \hat{C})^{-1} \quad (11)
\]

And the assumption of \( \mathcal{Y} > 0 \) can always hold if we pick up a positive definite matrix as prior metric \( M_0 \). In addition to considering the pairwise constraints and regularization prior, we further introduce the feature correlation information into the final metric \( M_t^* \) with the task covariance matrix \( \Sigma_t = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})(X_i - \bar{X})^T \), which results in:

\[
M_t^* = (M_0^{-1} + \gamma \cdot \hat{M} - \gamma \cdot \hat{C})^{-1} + \alpha \cdot \Sigma_t \quad (12)
\]

where \( \alpha, \lambda, \gamma \) are positive trade-off parameters and \( \hat{M}, \hat{C} \) are from Eq. (6). Moreover, with the insights of transduction, we calculate the task covariance matrix \( \Sigma_t \) with both the support set and query set in each episode. Obviously, the Eq. (12) only involves simple matrix operations, such as inversion and transpose, which is more efficient than SGD-based optimizers and naive SDP solvers. In addition, as a symmetric positive definite matrix, another insights into the nature of the learned episodic-wise metric is an adaptive linear projection layer by expressing \( M_t^* \) as \( \hat{L}_t^T \hat{L}_t \), then the \( d_{M_t^*}(x_i, x_j) \) in Eq. (7) can be formulated as \( \sqrt{\text{tr}((\hat{L}_t x_i - \hat{L}_t x_j)(\hat{L}_t x_i - \hat{L}_t x_j)^T)} \), where \( \hat{L}_t \in \mathbb{R}^{r \times d} \) is a task-specific transformation matrix.

**Lemma 1** Let \( \mathcal{X}, \mathcal{Y} \) be two symmetric positive-definite matrices of the same size, then the function \( f(X) = \text{tr}(X^\gamma \mathcal{Y}) - \log \det(X) \) is minimized uniquely by: \( X^* = \mathcal{Y}^{-\gamma} \).

*Proof.* See supplementary material for more details.

### 3.4. Bi-directional Similarity

Assuming all samples have been transformed into a task-specific embedding space with the learned feature extractor \( f_\phi \) and the episodic-wise adaptive metric \( M_t^* \) in Eq. (12), we then perform a novel bi-directional similarity strategy (Bi-SIM) to calculate the probability that each query belongs to each category. In detail, after shrinking the the support set \( S \) to a prototype set with Eq. (7), we formulate the positive-direction similarity \( s_{i \rightarrow c} \) between query \( x_i \) and each prototype \( p_c \) with the softmax function:

\[
s_{i \rightarrow c} = \frac{\exp(-d_{M_t^*}(x_i, p_c))}{\sum_c \exp(-d_{M_t^*}(x_i, p_c))} \quad (13)
\]

Most previous methods used this similarity as the final probability of the query \( x_i \) belonging to each category. However, taking the entire query set into account with transductive inference, we further compute the probability of prototype \( p_c \) belonging to each query \( x_i \) with the following equation:

\[
s_{c \rightarrow i} = \frac{\exp(-d_{M_t^*}(p_c, x_i))}{\sum_i \exp(-d_{M_t^*}(p_c, x_i))} \quad (14)
\]

We termed \( s_{c \rightarrow i} \) as the negative-direction similarity which can be interpreted as an attention-based weight of the prototype \( p_c \) over the whole query set \( Q \). At last, we perform the product of \( s_{i \rightarrow c} \) and \( s_{c \rightarrow i} \) as the final bi-directional similarity (denoted with Bi-Sim) between the query \( x_i \) and the prototype \( p_c \), i.e. \( s_{i \rightarrow c} \cdot s_{c \rightarrow i} \). Essentially, the basic idea behind the Bi-Sim strategy is that if a query is similar to one prototype and the prototype is also similar to the query, then we argue that they are more matching with
each other. Without increasing any computational burden or requiring any human interaction, our proposed strategy calculates more robust similarity efficiently.

4. Experiments

In this section, we detail our experimental setting and compare TEAM with state-of-the-art approaches on three challenging datasets, i.e. miniImageNet [35], Cifar-100 [14] and CUB [36], which are widely used as few-shot classification benchmarks in the literature.

4.1. Datasets

**miniImageNet.** The miniImageNet dataset is the most popular benchmark in few-shot learning community, which is proposed by [35] originally. This dataset is composed of 100 classes selected from ImageNet [15] randomly, and each class has 600 images, which are resized to $84 \times 84$ pixels for fast training and inference. Note that we follow the setup provided by [24] which splits the total 100 classes into 64 classes, 16 classes and 20 classes for training, validation and evaluation respectively. The validation set is only used for tracking model generalization in all experiments.

**Cifar-100.** The Cifar-100 [14] is a simple dataset for image classification and consists of 100 categories, each having 600 RGB images ($32 \times 32$). We further split the whole dataset into 64 classes as seen categories for training, 16 and 20 classes for validation and testing respectively [40]. Compared with miniImageNet, Cifar-100 keeps the simplicity of dataset and decreases the inference complexity.

**CUB.** CUB [36], which is a benchmark dataset for fine-grain classification initially, is composed of 11788 images over 200 birds classes. Follow the same partition as [9], we use 100 classes for training, and another 20 classes as unseen classes for validation and evaluation. All images are cropped with the provided bounding box [33].

4.2. Experimental Settings

**Backbone Networks.** For fair and comprehensive comparison with previous baselines, we employ two backbone networks as our embedding function. 1) A four-layers convolution network (ConvNet) and 2) A standard deep residual network (ResNet-18) are widely adopted in the few-shot learning literature. Specifically, the ConvNet contains 4 repeated convolutional blocks, where each block is composed of a convolution layer with 64 filters ($3 \times 3$ kernel), a batch normalization layer [11], a ReLU non-linearity and a max-pooling layer with size 2. In addition, we empirically add a global average pooling layer as last for accelerating the convergence of the model and reducing the dimensionality of the features. All inputs are resized to $84 \times 84 \times 3$ uniformly and the final output dimension is 256 for each image accordingly. For ResNet, we utilize the standard architecture proposed by [8] and remove the last fc-layer for reducing parameters. Furthermore, all inputs are resized to $224 \times 224 \times 3$ like many previous works. After the last average pooling layer, it leads to a 512 vector for each image.

**Training Strategy.** All backbone networks are optimized via SGD by Adam [13] end-to-end on DGX-1. Follow the strategy in [23] [24], we pre-train the ConvNet to classify all seen classes and utilizing the optimal weights for model initialization, and we train ResNet from scratch for simplicity. Moreover, We perform TIM strategy in all experiments and set $l = 0.5$ and $h = 1.0$ for $U(l, h)$. Inspired by [10], we start TIM strategy after 5000 episodes and intermittently disable it during training procedure, that is, performing task mixing for $Y$ episodes and then close it for the next $Z$ episodes. We empirically set $Y = 4$ and $Z = 1$ in our experiments. We decay the learning rate half every 10000 episodes and set the patience of early stopping as 20000.

**Parameter Setup in $M^{t}_{f}$.** In Eq. (9), we set the trade-off parameters as $\alpha = 2$, $\gamma = 0.2$, $\lambda = 0.01$ and the prior metric as $M_{0} = I$ in all experiments. In general, the choice of $M_{0}$ is not fixed and has an important influence on generalization of the learned episodic-wise metric. However, based on the following two observation, we argue the identity matrix is a quite natural choice for $M_{0}$. Firstly, learning from the Euclidean distance provides the most unbiased prior across all few-shot tasks, that is, assuming all features from the task-agnostic embedding space are equally scaled and equally relevant. Secondly, we observe that the optimal adaptive metric for each few-shot task is close to the identity matrix, which has been illustrated in Fig. 3 of the paper. Please zoom in the Fig. 3 or refer appendix for more details.

4.3. Few-shot Learning Results

To verify the effectiveness of our approach for few-shot classification, we compare the proposed TEAM framework with our re-implemented baseline (ProtoNet [29]) and many state-of-the-art methods in various setting on three benchmark datasets (miniImageNet, Cifar-100 and CUB). For fair comparison with previous works, we focus on two popular few-shot learning settings, namely 5-way 1-shot and 5-way 5-shot tasks, which both contain 15 queries per episode for validation. In addition to the above setup, we also experiment with the transductive setting in all datasets, where the model utilizes the entire query set in each task. Specifically, we consider two types of transduction in our experiments. 1) Transductive batch normalization [5] [21], which shares information between all test examples via batch normalization layer, denoted with $BN$ in all tables and 2) explict transduction, which is first introduced into the few-shot learning by [18]. Moreover, to make the evaluation more convincing, we report the final mean accuracy over 1000 test trails for all experiments and present 95% confidence intervals of all results in our supplementary material.
Please refer our appendix for more complete results.

**Results on miniImageNet.** Experimental results on miniImageNet are shown in Table 1, where we can see that our model achieves state-of-the-art performance with ConvNet backbone and competitive results with ResNet architecture. We re-implement ProtoNet as our baseline with the simple pre-train strategy proposed by [23], and achieve better performance than previously reported ones in [29]. Taking ConvNet as an example, we get 51.68% and 68.71% for 5-way 1-shot and 5-way 5-shot respectively, which are slightly better than 49.42% and 68.20% in [29]. After applying the TEAM framework on the baseline, the performance has been further improved significantly. For example, the absolute promotion of TEAM over published state-of-the-art is 1.06% for 1-shot and 2.18% for 5-shot, over our baseline is 4.89% and 3.33% respectively. Note that the comparisons with PFA [23], LEO [26] and TADAM [22] are a bit unfair since we train the TEAM(ResNet) without any pre-train weights or including a classification objective, however, our model still achieves the best performance on 1-shot task.

**Results on Cifar-100.** Next we turn to the rich experiments evaluated on the Cifar-100, and all results are shown in Table 2 for comparison in detail. Note that all results of MatchNet [35], MAML [5] and DEML [40] in Table 2 refer to the reported performance in [40]. Compared with our baseline, whose accuracy is slightly higher than previous points, we notice that our TEAM(ConvNet) increases by 6.24% on 1-shot tasks and 2.65% on 5-shot tasks, which demonstrates the effectiveness of our approach.

**Results on CUB.** The CUB dataset [36] is proposed for fine-grain recognition initially and also widely utilized in current few-shot classification literature. From Table 3, we observe that the performance of our baseline is far better than the previous ProtoNet [29], that is because we pre-process all images with the provided bounding boxes [33] to reduce the impact of background on final performance. Comparing the TEAM with our re-implemented baseline, both ConvNet and ResNet backbones achieve outstanding performance over 1-shot and 5-shot tasks.

**Further Analysis.** All results which are summarized in the Table 1-3 indicate that our approach can consistently improve the few-shot learning performance on different datasets. This confirms that, under the setting of transductive inference, our model can efficiently tailor an episodically adaptive metric for each task and perform a suitable similarity between all samples. Furthermore, we notice that the performance promotion of our approach in 1-shot scenario is more significant than that in 5-shot. This observation agrees with the nature of transduction [12, 18], where more training data are available, the less performance improvement will be. With regards to this, we then perform 5-way k-shot (k=1, 3, 5, 7, 9) experiments on mini-ImageNet and all results are shown in Table 4. As the number of shots increases, we notice that our TEAM consistently outperforms our baseline with a large margin, but the performance improvement from TEAM decreases slightly, which further verifies the above analysis about transductive inference.

### 4.4. Ablation Study

**Effectiveness of Different Modules.** According to the previous analysis, the proposed TEAM framework is far superior to our baseline and becomes the new state-of-the-art approach in few-shot classification literature. As a necessary step to the ablation study, we first analyze how much each module (TIM, EAM and Bi-Sim) contributes to the ultimate performance. All results are shown in Table 4 in great details. Note that our baseline (ProtoNet) uses the ConvNet as...
backbone network and achieves higher performance on all three datasets (see the second row in Table 4) than previous performance because of the pre-train weights initialization. Furthermore, we perform various setting of TEAM framework as follows. 1) TEAM$^2$ adds the TIM strategy into our baseline, 2) TEAM$^1$ utilizes the TIM strategy and episodic-wise adaptive metric (EAM) simultaneously and 3) TEAM combines all three modules together to get the ultimate performance. By comparing the second and third rows in Table 4 we observe that the TIM strategy can consistently improve the performance of all few-shot tasks. Then we further compare the TEAM$^2$ and TEAM$^1$, where the only difference between them is whether using EAM module. Taking 1-shot task of miniImageNet as an example, TEAM$^1$ is $2.38\%$ higher than TEAM$^2$, which demonstrates that it is feasible to construct an episodic-wise adaptive metric for each task in few-shot learning. And the last row of Table 4 further shows the effectiveness of our entire framework.

Comparison with semi-Supervised Few-shot Learning. From the perspective of unlabeled data, transductive inference is a special case of semi-supervised learning, that is, the former one directly uses test set as unlabeled data and the latter uses more auxiliary unlabeled data. As such, we propose a semi-supervised version of the TEAM framework, namely TEAM-semi, to compare it with other semi-supervised few-shot approaches. Specifically, following the labeled/unlabeled data split in [25], we use $40\%$ and $60\%$ in each class as labeled and unlabeled data respectively. Note that the support/query examples in each task are both randomly sampled from the labeled set only for fair comparison. All results, which are averaged over 10 random labeled/unlabeled partition of the training set, are reported in Table 5 in details. Compared with the previous state-of-the-art approaches TPN [18], our TEAM-semi framework increases by $2.03\%$ and $2.50\%$ for 1-shot/5-shot respectively, which verifies its ability to handle both supervised and semi-supervised few-shot classification.

Sparsity Nature of Episodic-wise Adaptive Metric. In this section we explore the sparsity nature of the episodic-wise adaptive metric in few-shot learning. Take a 5-way 5-shot task as an example, we set 15-queries in each class and exploit the classic LMNN algorithm [37] with all support and query samples to optimize an oracle metric, which ensures all examples in this task can be completely distinguished. Then we scale all elements of the metric into the region $[0, 1]$ and visualize its heatmap in Fig. 3(left). We observe that diagonal elements always maintain larger values (close to red) than off-diagonal elements (close to blue). After reorganizing all values with numerical descending order in Fig. 3(right), we further notice that there is a large value gap between the diagonal elements and off-diagonal elements. These practical observations indicate that, due to the low-data setup, we cannot have enough prior to find accurate correlations between all dimensions, except strong self-correlation in diagonal, which leads to the sparsity nature of episodic-wise adaptive metric. Moreover, from this practical viewpoint, we further verify that it is reasonable to set the identity matrix as prior metric $M_0$ in Eq. (12).

5. Conclusions

We have proposed Transductive Episodic-wise Adaptive Metric (TEAM) for few-shot learning, which is a simple and efficient framework based on meta-learning. It not only learns a shared embedding model across all tasks end-to-end but also further tailors an episodic-wise metric by taking more distinctive information within each task into account. Moreover, with using the entire query set at once for inference, we leverage a bi-directional similarity strategy for extracting more robust relationship between queries and
prototypes. Our TEAM achieves the state-of-the-art performance on three few-shot benchmark datasets and is easily extended to semi-supervised version. The extensions of TEAM on other few-shot approaches could be future work.
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