Implicit Neural Representations for Deconvolving SAS Images
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Abstract—Synthetic aperture sonar (SAS) image resolution is constrained by waveform bandwidth and array geometry. Specifically, the waveform bandwidth determines a point spread function (PSF) that blurs the locations of point scatterers in the scene. In theory, deconvolving the reconstructed SAS image with the scene PSF restores the original distribution of scatterers and yields sharper reconstructions. However, deconvolution is an ill-posed operation that is highly sensitive to noise. In this work, we leverage implicit neural representations (INRs), shown to be strong priors for the natural image space, to deconvolve SAS images. Importantly, our method does not require training data, as we perform our deconvolution through an analysis-by-synthesis optimization in a self-supervised fashion. We validate our method on simulated SAS data created with a point scattering model and real data captured with an in-air circular SAS. This work is an important first step towards applying neural networks for SAS image deconvolution.

I. INTRODUCTION

Synthetic aperture sonars (SAS) measure acoustic backscattering by successively pinging a scene from a moving platform. Image reconstruction algorithms coherently combine these measurements to reconstruct high-resolution images of the scene. In practice, SAS operators carefully consider important parameters like waveform design and hardware limitations to maximize image resolution at the desired area coverage rate. In this paper, we focus our attention to the bandwidth of the transmitted waveform and its impacts on image resolution.

Array geometry and waveform parameters determine a point spread function (PSF) that upper bounds the fidelity of reconstructed imagery. Specifically, if we model the measured scene as a distribution of real-valued point scatterers, then the convolution of this PSF with the scatterers describes the measured scene reflectivity function. When the scale of the scene features are smaller than the bandwidth-limited resolution, this convolution effectively smears the location of point scatterers resulting in blurred imagery. However, because the PSF for a particular array geometry and waveform parameters is known, it is theoretically possible to restore the original distribution of scatterers by deconvolving the measured scene with the PSF \cite{1,2,3}. Unfortunately, deconvolution is an ill-posed inverse problem, and algorithms applied to this problem are highly sensitive to noise. Incorporating prior information about the image (e.g., sparsity in some basis) improves results \cite{4,5}, but defining these priors is challenging and often domain specific.

Our key insight is to leverage recent advances in optical image reconstructions where neural networks learn a function that maps scene coordinates to physical values. Specifically, we use a new type of neural network called an implicit neural representation (INR) that learns a representation of the scene within the network weights \cite{6,7}. This strategy is effective because neural networks are natural priors for the image space. In particular, neural networks trained to learn a scene function demonstrate an affinity for reconstructing meaningful scene features while being robust to noise. These methods are typically self-supervised and do not require training datasets. This phenomenon is termed the deep image prior in the computer vision literature \cite{8}.

Primary contributions: We formally outline this paper’s contribution as follows: First, we present an algorithm for performing deconvolution to reconstruct SAS images. To deconvolve SAS images, we define an analysis-by-synthesis optimization (i.e., our method does not require training data) that optimizes neural network weights to model a function that maps point scattering positions \((x, y)\) to real-valued amplitudes. We validate our method on simulated SAS data generated with a ray-based scattering model and on real data captured from an in-air circular SAS system, called AirSAS \cite{9}. We provide a comparison of our reconstructions to delay-and-sum beamformed images, and show that our method reconstructs more detailed image features by deconvolving side lobes from the transmitted waveform. To the best of our knowledge, our work is the first to consider the use of neural networks to deconvolve SAS images.

II. RELATED WORK

SAS image reconstruction: A variety of algorithms exist for reconstructing SAS images from backscattered measurements. The primary class of reconstruction algorithms operate in either the time-domain or frequency domain \cite{3}. Time-domain algorithms delay the signal from each transmitter-receiver pair based on the two-way propagation time for the spatial location of each pixel \cite{10}. Frequency-domain algorithms map the Fourier transform of measured waveforms to k-space and invoke an inverse Fourier transform to resolve a scene’s spatial reconstruction \cite{11,12}. Under standard SAS operating conditions, the two reconstruction approaches are equivalent. Recent work also explores the applicability of SAS image representations to machine learning algorithms \cite{13}. In this paper, we utilize a time-domain delay-and-sum beamformer for all our experiments and describe its function...
We estimate a delay-and-sum reconstructed SAS image by convolving the array PSF with an estimate of the point scattering distribution. We compare estimated measurements with given measurements to compute a loss and iteratively update the network weights until convergence.

Fig. 2. Plot of the PSF used in our experiments. We generate this PSF by replica-correlating a 20kHz LFM and backprojecting the measurements onto the center of a 0.4 × 0.4 meter scene, which is the geometry used in our experiments. We observe that the scatterer introduces non-zero amplitudes to a radial neighborhood of approximately 10 pixels.

with the term backprojection, as it coherently backprojects measured acoustic backscattering to the scene.

**Deconvolution in optical domain:** Many algorithms for blind and non-blind deconvolution are fundamental to imaging modalities in the optical domain such as microscopes and telescopes. In blind deconvolution, the deconvolution algorithm must jointly estimate the PSF and deconvolved scene. In non-blind deconvolution, the PSF is assumed known and used to reconstruct a representation of the scene. We characterize our approach as non-blind deconvolution since we compute the PSF from the array geometry and waveform parameters. Deconvolution is an ill-posed operation that is notoriously sensitive to noise sources in the scene. Conventional algorithms attenuate noise by reconstructing the scene under a maximum-likelihood framework or by filtering noise (e.g., Wiener filter) in the frequency domain [14], [15]. Additionally, regularizing deconvolution algorithms by leveraging prior information is known to improve results [16]–[18]. State-of-the-art deconvolution methods leverage untrained and trained neural networks [4], [19]. Our work is most similar to these approaches, as we leverage a neural network as an image space prior to deconvolve SAS images.

**Implicit neural representations:** Recently, coordinate-based neural networks called INRs have found great success in the imaging domain for reconstructing 3D scenes from 2D images. These methods are termed implicit representations as they implicitly learn the structure of a scene by learning a function that maps coordinates (e.g., \((x, y)\)) to physical properties in the scene (e.g., the density at \((x, y)\)). Many works in the optical domain leverage these networks to achieve impressive reconstructions of 3D scenes using only 2D images as input [7], [20], [21]. INRs have also recently been applied to tomographic imaging problems such as computed tomography [6], [22], which inspired our motivation for applying them to SAS imaging.

**Deconvolving SAS images:** Few works consider the deconvolution of SAS imagery. In [2], the authors derive a PSF that is spatially invariant, making it useful for deconvolution of
The convolution of this PSF with \( \sigma \) used in our experiments, as well as its 1-D cross section. In Figure 2, we show the absolute value of the complex by backprojecting returns from a point scatterer centered in the scene. In our experiments, we assume the PSF is spatially invariant for computation’s sake, and observe that this approximation yields acceptable results.

The purpose of our method is to attenuate the reconstruction artifacts caused by side lobe energy in the SAS waveform by deconvolving SAS measurements with the scene PSF. We now describe this procedure formally: First, we define \( P_c \) as a complex-valued PSF for a scene. We obtain this PSF by delay-and-sum beamforming replica-correlated measurements reflected from single point scatterer centered in the scene. The estimated reflectivity function for a distribution of scatterers is then,

\[
\begin{align*}
\hat{b}(x, y) &= \iint_{-\infty}^{\infty} \sigma(u, v)P_c(x-u, y-v) \, du \, dv \\
&= \sigma \ast P_c,
\end{align*}
\]

where \( \hat{b}(x, y) \) is complex valued and the SAS image pixel value at each \( (x, y) \). Deconvolution restores the original distribution of scatterers, \( \sigma = \text{IFFT}(\hat{b} / P_c) \) where \( \text{IFFT} \) is the inverse Fourier transform operator and \( \text{IFFT} \) is the inverse Fourier transform [1].

**Neural network deconvolution:** To perform SAS deconvolution, we leverage a neural network prior to implicitly regularize the scene reconstruction through an analysis-by-synthesis optimization. Figure [1] illustrates our reconstruction pipeline. In the figure, the network is queried with a grid of coordinates and estimates five of the coordinates have relatively high amplitudes — this network output is the deconvolved representation of the scene. We compute the complex-valued PSF by backprojecting simulated returns from a scatterer centered in the scene, and then convolve the network output with the PSF to obtain an estimated reconstruction of the scene. Our goal is to compare this estimate with the delay-and-sum reconstruction to compute a loss. As such, on the right side of the figure we illustrate the process of reconstructing the scene by delay-and-sum beamforming replica-correlated SAS measurements of the scene’s backscattered acoustic energy. We then compare these two reconstructions to compute a loss that is backpropagated to the network weights. We repeat this process iteratively until the network learns a deconvolved representation of the SAS image.

Formally, we model the scene as the output of a neural network that maps scene coordinates to a point scattering amplitude \( F_\theta : (x, y) \rightarrow \lambda(x, y) \) such that

\[
\hat{b}_{\text{estimated}} = F_\theta \ast P_c,
\]

where \( \theta \) are the trainable parameters of the network. We solve for network parameters with the following optimization,

\[
\min_\theta \|\hat{b}_{\text{estimated}}(x, y) - \lambda(x, y)\|_1,
\]

where \( \lambda(x, y) \) are the delay-and-sum reconstructed amplitudes and \( \hat{b}_{\text{estimated}}(x, y) \) are the neural network’s estimated amplitudes convolved with the scene PSF. We perform our loss using...
the complex representations of $b_{\text{estimated}}(x, y)$ and $\lambda(x, y)$ — we find this provides sharper reconstructions compared with computing our loss using the absolute values of these signals.

**Neural network architecture:** Our network architecture adopts the design presented in [7]. Our goal is to learn a non-linear function that maps input coordinates to their correct reflectivity amplitudes. As such, we construct a network architecture that serves as a template for this function — the network weights define the function behavior. We learn the network weights through an analysis-by-synthesis optimization so that we do not require training data. Our network architecture consists of four fully connected layers, and each layer is followed by a non-linear activation function. The first three layers use ReLU activations to ensure we reconstruct positive amplitudes, and the final layer uses a Sigmoid activation to map amplitudes within $[0, 1]$.

Recent work shows that neural networks exhibit a bias towards learning low spatial frequencies which diminishes reconstruction quality [23]. As such, we encourage our network to learn the scene’s salient spatial frequencies by leveraging random Fourier features, as described in [7]. Formally, for each scene coordinate, \( \mathbf{v} = (x, y) \), we compute \( \gamma(\mathbf{v}) = [\cos(2\pi\kappa \mathbf{B} \mathbf{v}), \sin(2\pi\kappa \mathbf{B} \mathbf{v})] \), where \( \cos \) and \( \sin \) are performed element-wise; \( \mathbf{B} \) is a vector randomly sampled from a Gaussian distribution \( \mathcal{N}(0, I) \), and \( \kappa \) is the bandwidth factor. Functionally, the bandwidth of the Fourier features regulates the cutoff for reconstructed spatial frequencies (i.e., increasing \( \kappa \) allows for higher spatial frequencies). In practice, we choose a network bandwidth large enough to reconstruct salient scene features and ignore high-frequency noise features.

**IV. IMPLEMENTATION**

In this section, we describe the implementation for acquiring our simulated and real SAS measurements.

**Network implementation:** We optimize our network on a Tesla V100 GPU — reconstructing a $129 \times 129$ scene takes approximately 5 minutes using a learning rate of $1e - 4$ via Adam optimizer [24]. We use $\kappa = 12$ and $\kappa = 20$ as the Fourier features bandwidth values for the real AirSAS and simulated reconstructions, respectively.

**Simulated SAS measurements:** We simulate SAS measurements of a scene using a circular array geometry. Specifically, we define a ring of 300 transducers circling a $0.4 \times 0.4$ meter scene. We simulate the AirSAS geometry, where the array circles the scene 0.85 meters radially from the center at a height of approximately 0.2 meters. The scene is comprised of point scatterers with real-valued amplitudes — we represent the point scatterers as the image titled *Ground Truth Point Scatterer Position* in Figure 4. Each pixel in the $129 \times 129$ image represents a single point scatterer. We assume each scatterer is centered within its respective pixel and is amplitude modulated by the pixel intensity. To simulate SAS measurements for our geometry, we delay a LFM waveform (same parameters as AirSAS and described in next section) by the time-of-flight from the transducers to each scatterer in the image, and weight the delayed LFM by the amplitude of the scatterer. We then replica-correlate these waveforms and reconstruct the complex scene using coherent delay-and-sum beamforming.

**AirSAS measurements:** In addition to simulated measurements, we capture in-air SAS measurements using AirSAS [9]. AirSAS consists of a tweeter and microphone directed towards a turntable. Rotating the turntable during the measurement process effectively mimics a circular SAS imaging geometry. We provide an illustration of the AirSAS setup in Figure 3. For our experiment, we place an empty aluminum can offset from the center of the platform and capture 360 measurements (between 0 and 360 degrees) of the scene. We transmit a LFM
waveform (30 kHz to 10 kHz) for a duration of .01 seconds and modulated with a tapered cosine window (cosine fraction of 0.1). We sample returns at 100 kHz.

V. RESULTS

We provide an analysis of the results on our simulated data and AirSAS data. We note that we also compared our method to an off-the-shelf Wiener deconvolution [25], but the results were exceptionally poor so we do not include them in the paper. All results are shown on a linear scale.

Simulated results: In Figure 4, we show our method’s ability to reconstruct fine details in an image that serves as our point scattering distribution. The ground-truth image, $\sigma(x,y)$ illustrates rocks and a man-made structure. We observe that these features become distorted in the beamformed reconstruction, $\lambda(x,y)$, due to side lobe activity in the PSF. However, our method attenuates much of this side lobe activity through its optimization and reconstructs a more accurate representation, $F_\theta(x,y)$, of the original image. We observe that convolving the network output with the scene PSF yields a $b_{\text{measured}}(x,y)$ that is nearly indistinguishable from the beamformed reconstruction.

AirSAS results: We observe that beamformed reconstruction accurately captures the aluminum can geometry, but also contains blurring and side lobe activity. Specifically, the brightest ring in the beamformed reconstruction shows the outer edge of the aluminum can. This edge is blurred by the PSF, and a fainter ring forms around the outside of the can due
to the PSF side lobes. We observe that our method sharpens the outer edge of the aluminum can substantially, providing clear reconstruction of its boundary. Further, our deconvolution method does not reconstruct the side lobe ring on the outside of the can. However, our method also reconstructs erroneous information within the boundary of the aluminum can. We believe this is due to a phase mismatch between the PSF and the real-world measurements.

VI. DISCUSSION

In this work, we present a method for deconvolving SAS images using a neural network and analysis-by-synthesis optimization. We believe this work is an important first step for applying neural networks to SAS image deconvolution. However, there are several limitations to our current approach, and many research directions we intend to explore in the future.

First, while our reconstruction of the simulated SAS measurements far outperforms delay-and-sum beamforming, these simulated measurements have some unrealistic properties. Specifically, we assume one point scatterer exists within the center of each image pixel. We delay-and-sum simulated measurements to the center of each pixel, meaning the reconstruction is perfectly in phase with the underlying scattering distribution. As such, our convolution of the network output with the complex scene PSF is phase aligned with the delay-and-sum beamformed image, a fact that will not hold true for real data. In real data, the point scatterer positions are not exactly known and far exceed the number of pixels resulting in the estimated PSF having a phase mismatch with the underlying scatterer distribution. We have observed in offline experiments that these phase mismatches can make the optimization unstable and sometimes not converge. While we are able to reconstruct the real AirSAS measurements (where the number of scatterers far exceeds the number of pixels since the underlying scattering distribution is continuous), our method does reconstruct erroneous features within the can edge, likely because of a phase mismatch. Future work should address the phase mismatch issue to ensure the optimization is more robust to a range of applications.

For future analysis and experiments, we wish to compare our deconvolution method to the suite of existing deconvolution methods tailored for optical applications. Additionally, we would like to better characterize our method with different array geometries and waveform bandwidths. Specifically, we wish to measure our reconstruction quality against a range of waveform bandwidths to better understand how our method applies to different hardware constraints. Further, the array geometry and its relation to the scene (e.g., if the array is undersampled) also affect the PSF geometry — we believe future work should characterize the performance of our method in these cases.
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