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Abstract. For \( R = Q/J \) with \( Q \) a commutative graded algebra over a field and \( J \neq 0 \), we relate the slopes of the minimal resolutions of \( R \) over \( Q \) and of \( k = R/R_+ \) over \( R \). When \( Q \) and \( R \) are Koszul and \( J_1 = 0 \) we prove \( \text{Tor}_j(Q, k)_j = 0 \) for \( j > 2i \geq 0 \), and also for \( j = 2i \) when \( i > \dim Q - \dim R \) and \( \text{pd}_Q R \) is finite.

Let \( K \) be a field and \( Q \) a commutative \( \mathbb{N} \)-graded \( K \)-algebra with \( Q_0 = K \). Each graded \( Q \)-module \( M \) with \( M_j = 0 \) for \( j \ll 0 \) has a unique up to isomorphism minimal graded free resolution, \( F^M \). The module \( F_i^M \) has a basis element in degree \( j \) if and only if \( \text{Tor}_i^Q(k, M)_j \neq 0 \) holds, where \( k = Q/Q_+ \) for \( Q_+ = \bigoplus_{j \geq 1} Q_j \). Important structural information on \( F^M \) is encoded in the sequence of numbers

\[
\text{t}^Q_i(M) = \sup\{ j \in \mathbb{Z} \mid \text{Tor}_i^Q(k, M)_j \neq 0 \}.
\]

It is distilled through the notion of Castelnuovo-Mumford regularity, defined by

\[
\text{reg}_Q M = \sup_{i \geq 0} \{ \text{t}^Q_i(M) - i \}.
\]

One has \( \text{reg}_Q k \geq 0 \), and equality means that \( Q \) is Koszul; see, for instance, [17].

When the \( K \)-algebra \( Q \) is finitely generated, every finitely generated graded \( Q \)-module \( M \) has finite regularity if and only if \( Q \) is a polynomial ring over some Koszul algebra, see [6]; by contrast, the slope of \( M \) over \( Q \), defined to be the real number

\[
\text{slope}_Q M = \sup_{i \geq 1} \left\{ \frac{\text{t}^Q_i(M) - \text{t}^Q_0(M)}{i} \right\},
\]

is always finite; see Corollary 1.3. Following Backelin [7], we set \( \text{Rate}_Q = \text{slope}_Q Q_+ \) and note that one has \( \text{Rate}_Q \geq 1 \), with equality if and only if \( Q \) is Koszul.

Main Theorem. If \( Q \) is a finitely generated commutative Koszul \( K \)-algebra and \( J \) a homogeneous ideal with \( 0 \neq J \subseteq (Q_+)^2 \), then for \( R = Q/J \) and \( c = \text{Rate}_R \) one has

1. \( \max\{c, 2\} \leq \text{slope}_Q R \leq c + 1 \), with \( c < \text{slope}_Q R \) when \( \text{pd}_Q R \) is finite.
2. \( \text{t}^Q_i(R) = (c + 1) \cdot i \) for some \( i \geq 1 \) implies the following conditions:
   \( \text{t}^Q_i(R) = (c + 1) \cdot h \) for \( 1 \leq h \leq i \) and \( i \leq \text{rank}_k(J/Q_+ J)_{c+1} \).
3. \( \text{t}^Q_i(R) < (c + 1) \cdot i \) holds for all \( i > \dim Q - \dim R \) when \( \text{pd}_Q R \) is finite.
4. \( \text{reg}_Q R \leq c \cdot \text{pd}_Q R \) when \( Q \) is a standard graded polynomial ring, equality holds if and only if \( J \) is generated by a \( Q \)-regular sequence of forms of degree \( c + 1 \).
The result is new even in the case of a polynomial ring $Q$, where a related statement was initially proved by using Gröbner bases; see [5.3].

The theorem is proved in Section 4. Its assertions have very different underpinnings: The inequalities in (1) come from results in homological algebra, established in Section 1 with no finiteness or hypotheses on $Q$. The remaining statements are deduced from results about small homomorphism $Q \to R$, proved in Section 3 by using delicate properties of commutative noetherian rings.

Much of the discussion in the body of the paper concerns the general problem of relating properties of the numbers slope $Q M$, slope $Q R$, and slope $R M$, when $Q \to R$ is a homomorphism of graded $K$-algebras and $M$ is a graded module defined over $R$.

The essence of our results is a comparison of two types of degrees, ones arising from homological considerations, the others induced by internal gradings of the objects under study. In constructions involving two or more gradings the index referring to an internal degree always appears last. When $y$ is a homogeneous element of a bigraded object, $|y|$ denotes the homological degree and $\text{deg}(y)$ the internal degree.

The proofs presented below involve various homological constructions that are well documented in the case of commutative local rings and their local homomorphisms, but for which graded analogs may be difficult to find in the literature. When explicit information on the behavior of internal degrees is needed, we give the statements in the graded context with references to sources dealing with the local situation. We have verified—and invite readers to follow suit—that in these instances an internal degree can be factored in all the arguments involved.

1. Slopes of graded modules

In this section $\varphi: Q \to R$ is a surjective homomorphism of graded $K$-algebras, and $M$ is a graded $R$-module with $M_j = 0$ for all $j \ll 0$; we set $J = \text{Ker } \varphi$.

We recall a classical change-of-rings spectral sequence of Cartan and Eilenberg.

1.1. By [12, Ch. XVI, §5], there exists a spectral sequence of trigraded $k$-vector spaces

\begin{equation}
E_{p,q,j}^{r} \Rightarrow \text{Tor}^Q_{p+q}(k, M)_j \quad \text{for} \quad r \geq 2,
\end{equation}

with differentials acting according to the pattern

\begin{equation}
\delta_{p,q,j}^{r}: E_{p,q,j}^{r} \to E_{p-r,q+r-1,j}^{r} \quad \text{for} \quad r \geq 2,
\end{equation}

with second page of the form

\begin{equation}
E_{p,q}^{2} \cong \bigoplus_{j_1+j_2=j} \text{Tor}^R_{p-j_1}(k, M)_{j_1} \otimes_k \text{Tor}^Q_{j_2}(k, R)_{j_2},
\end{equation}

and with edge homomorphisms

\begin{equation}
\text{Tor}^Q_i(k, M)_j \to \infty E_{i,0,j} = i+1 E_{i,0,j} \hookrightarrow 2 E_{i,0,j} \cong \text{Tor}^R_i(k, M)_j.
\end{equation}

equal to the canonical homomorphisms of $k$-vector spaces

\begin{equation}
\text{Tor}^r_i(k, M)_j: \text{Tor}^Q_i(k, M)_j \to \text{Tor}^R_i(k, M)_j.
\end{equation}

For all $r$, $p$, and $q$ we set $\sup r E_{p,q,*} = \sup \{ j \in \mathbb{Z} \mid r E_{p,q,j} \neq 0 \}$.

The proof of the next result is based on an analysis of the convergence of the preceding change-of-rings spectral sequence on the line $q = 0$.  

Proposition 1.2. When $J \neq QJ_1$ holds there are inequalities
\[ \text{slope}_R M \leq \max \left\{ \text{slope}_Q M, \sup_{i \geq 1} \left\{ \frac{t_i^Q(R) - 1}{i} \right\} \right\} \leq \max \{ \text{slope}_Q M, \text{slope}_Q R \}. \]

Proof. If $t_i^Q(R)$ or $t_i^Q(M)$ is infinite for some $i \geq 0$, then so are both maxima above, hence there is nothing to prove. Thus, we may assume that $t_i^Q(R)$ and $t_i^Q(M)$ are finite for every $i \geq 0$; in this case the second inequality is clear. Let $m$ denote the middle term in the inequalities above. Using the equality $t_0^Q(M) = t_0^R(M)$, we get
\[ t_i^Q(M) \leq mi + t_0^R(M); \]
\[ t_i^Q(R) \leq mi + 1. \]

For $i \geq 0$ and $r \geq 2$, from formulas (1.1.2) and (1.1.3) one gets exact sequences
\[ 0 \longrightarrow \tau^{r-1}\text{E}_{i,0,j} \longrightarrow \tau^r\text{E}_{i,0,j} \longrightarrow \tau^{d_i,0,j} \tau^r\text{E}_{i-r,r-1,j} . \]
We set up a primary induction on $i$ and a secondary, descending one, on $r$ to prove
\[ \text{sup} \tau^r\text{E}_{0,0,*} \leq mi + t_0^R(M) \quad \text{and} \quad i + 1 \geq r \geq 2. \]

In view of (1.1.3), the validity of (1.2.4)$_{i,2}$ is the assertion of the proposition.

The basis of the primary induction, for $i = 1$, comes from (1.1.4) and (1.2.1)$_i$.

Fix an integer $i \geq 2$ and assume that (1.2.4)$_{i',r}$ holds for $i' < i$. Formulas (1.1.4) and (1.2.1)$_i$ imply (1.2.4)$_{i,i+1}$. Fix $r \in [2, i]$ and assume that (1.2.4)$_{i,r'}$ holds for $i + 1 \geq r' > r$. The first relation in the following chain
\[ \text{sup} \tau^r\text{E}_{i,0,*} \leq \max \{ \text{sup} \tau^{r+1}\text{E}_{i,0,*}, \text{sup} \tau^{r}\text{E}_{i-r,r-1,*} \} \]
\[ \leq \max \{ mi + t_0^R(M), \text{sup} \tau^{r}\text{E}_{i-r,r-1,*} \} \]
\[ \leq \max \{ mi + t_0^R(M), \text{sup} (2\text{E}_{i-r,r-1,*}) \} \]
\[ = \max \{ mi + t_0^R(M), t_{i-r}^R(M) + t_0^Q(R) \} \]
\[ \leq \max \{ mi + t_0^R(M), (m(i-r) + t_0^R(M)) + (m(r-1) + 1) \} \]
\[ = \max \{ mi + t_0^R(M), mi + t_0^R(M) - (m-1) \} \]
\[ \leq mi + t_0^R(M) \]
comes from the exact sequence (1.2.3). The second one holds by (1.2.4)$_{i,r+1}$, the third because $\tau^r\text{E}_{i-r,r-1,*}$ is a subfactor of $2\text{E}_{i-r,r-1,*}$, the fourth by (1.1.3), the fifth by (1.2.4)$_{i-r,2}$ and (1.2.2)$_{r-1}$, and the last one because $J \neq QJ_1$ implies $m \geq 1$.

This completes the inductive proof of the inequality (1.2.4)$_{i,r}$. \hfill \Box

Variants of the proposition have been known for some time, at least when $M$ is finitely generated and $R$ is standard graded; that is, $R = K[R_1]$ with $\text{rank}_K R_1$ finite. Thus, Aramova, Bărcăinescu, and Herzog in [2.1.3] established the corresponding result for a related invariant, $\text{rate}_R M = \sup_{i \geq 1} \{ t_i^Q(M)/i \}$. They used the same spectral sequence, extending an argument of Avramov for $M = k$, see [4] p. 97; in the latter case, the corollary below was first proved by Anick in [1.4.2].

Corollary 1.3. If $R$ is finitely generated over $K$, then for every finitely generated $R$-module $M$ one has $\text{slope}_R M < \infty$. 

Proof. One may choose \( Q \) to be a polynomial ring in finitely many indeterminates over \( K \). In this case \( \text{Tor}_i^R(k,R)_* \) and \( \text{Tor}_i^Q(k,M)_* \) are finitely generated over \( k \) for each \( i \geq 0 \) and are zero for almost all \( i \), so \( \text{slope}_Q R \) and \( \text{slope}_Q M \) are finite.

In the proof of the next result we again use the spectral sequence in \( 1.1 \) this time analyzing its convergence on the line \( p = 0 \). The hypothesis includes a condition on the maps \( \text{Tor}_i^r(k,M)_j \); see \( 3.4 \) and Proposition \( 4.1 \) for situations where it is met.

**Proposition 1.4.** If \( M \neq 0 \) and \( \text{Tor}_i^r(k,M) \) is injective for each \( i \), then one has

\[
\text{slope}_Q R \leq 1 + s \quad \text{where} \quad s = \sup_{i \geq 2} \left\{ \frac{t_i^R(M) - t_0^R(M) - 1}{i - 1} \right\}.
\]

**Proof.** The hypothesis implies \( t_i^R(M) > -\infty \). There is nothing to prove if \( t_i^Q(M) = \infty \) for some \( i \), so we assume that \( t_i^Q(M) \) is finite for all \( i \geq 0 \). By the definition of the number \( s \), the following inequalities then hold:

\[
(1.4.1)_i: \quad t_i^R(M) \leq s(i - 1) + 1 + t_i^R(M) \quad \text{for all} \quad i \geq 2.
\]

It follows from \( (1.1.2) \) and \( (1.1.3) \) that for \( r \geq 2 \) there exist exact sequences

\[
(1.4.2) \quad rE_{r,i-r+1,j} \xrightarrow{r\Delta_{r,i-r+1,j}} rE_{0,i,j} \xrightarrow{} rE_{0,i,j} \xrightarrow{} 0
\]

By primary induction on \( i \) and secondary, descending induction on \( r \), we prove

\[
(1.4.3)_{i,r}: \quad \sup rE_{0,i,\ast} \leq (s + 1)i + t_0^R(M) \quad \text{for} \quad i + 2 \geq r \geq 2.
\]

In view of \( (1.3) \), the validity of \( (1.4.3)_{i,2} \) yields the assertion of the proposition.

The injectivity of \( \text{Tor}_i^r(k,M) \) and \( (1.1.3) \) imply \( \oplus_{q \geq 1} \text{E}_{p,q,\ast} = 0 \) for \( q \geq 1 \) and all \( p \). It follows from \( (1.1.2) \) and \( (1.1.3) \) that \( n + 2 \text{E}_{0,i,\ast} \) is isomorphic to \( \text{Tor}_0^R(k,M)_* \) for \( i = 0 \) and to zero for \( i \geq 1 \), so \( (1.4.3)_{i,2} \) holds for all \( i \geq 0 \). This gives the basis of the primary induction for \( i = 0 \) and that of the secondary induction for all \( i \geq 1 \).

Fix an integer \( i \geq 1 \) and assume that \( (1.4.3)_{i',r'} \) holds for all pairs \((i', r')\) with \( i' < i \) and \( i + 2 \geq r' > r \). One then has a chain of relations

\[
\sup rE_{r,i-r+1,\ast} \leq \sup 2E_{r,i-r+1,\ast}
\]

\[
= t_i^R(M) + t_{i-r+1}^Q(R)
\]

\[
\leq t_i^R(M) + (s + 1)(i - r + 1)
\]

\[
\leq s(r - 1) + 1 + t_i^R(M) + (s + 1)(i - r + 1)
\]

\[
= (s + 1)i + (2 - r) + t_i^R(M)
\]

\[
\leq (s + 1)i + t_0^R(M),
\]

where the first one holds because \( rE_{r,i-r+1,\ast} \) is a subfactor of \( 2E_{r,i-r+1,\ast} \), the second by formula \( (1.1.3) \), the third by \( (1.4.3)_{i-r+2,2} \) and \( (1.1.3) \), and the fourth by \( (1.4.1)_r \). The exact sequence \( (1.4.2) \) the preceding inequalities, and \( (1.4.3)_{i,r+1} \) give

\[
\sup rE_{0,i,\ast} \leq \max\{\sup rE_{0,i,\ast}, \sup rE_{r,i-r+1,\ast}\}
\]

\[
\leq (s + 1)i + t_0^R(M).
\]

Hereby, the inductive proof of the inequality \( (1.4.3)_{i,r} \) is complete. \( \square \)
2. Regular elements

Not surprisingly, the bounds obtained in the preceding section can be sharpened in cases when the minimal free resolution of $R$ or of $M$ over $Q$ is particularly simple.

In this section we discuss a classical avatar of this phenomenon.

**Proposition 2.1.** If $R = Q/(f)$ for a non-zero divisor $f \in Q_+$, then one has:

1. $\text{slope}_Q M \leq \max\{\text{slope}_R M, \deg(f)\}$ with equality for $f \notin (Q,)_2$.
2. $\text{slope}_R M \leq \max\{\text{slope}_Q M, \deg(f)/2\}$ with equality for $f \in Q_+ \text{Ann}_Q M$.

**Proof.** We start by noting an elementary inequality that will be invoked a couple of times: All pairs of real numbers $(a_1, a_2)$ and $(b_1, b_2)$ with positive $b_1$ and $b_2$ satisfy

\[(\frac{a_1 + a_2}{b_1 + b_2}) \leq \max\left\{\frac{a_1}{b_1}, \frac{a_2}{b_2}\right\}.\]

Set $d = \deg(f)$. The minimal graded free resolution of $R$ over $Q$ is

\[0 \to Q(-d) \to f \to Q \to 0\]

so $\text{Tor}^Q_q(R, k)$ vanishes for $q \neq 0, 1$, is isomorphic to $k$ for $q = 0$, and to $k(-d)$ for $q = 1$, so for each pair $(i, j)$ the spectral sequence \[1.1\] yields an exact sequence

\[\text{Tor}^R_{i+1}(k, M)_{j} \xrightarrow{\delta_{i+1,j}} \text{Tor}^R_{i-1}(k, M)_{j-d} \xrightarrow{\delta_{i,j}} \text{Tor}^R_{i}(k, M)_{j} \xrightarrow{\delta_{i-1,j}} \text{Tor}^R_{i-2}(k, M)_{j-d}\]

The one for $i = 0$ gives the following equality:

\[t^Q_0(M) = t^R_0(M).\]

(1) For $i \geq 1$ the middle three terms of the exact sequences \[2.1.2\] yield

\[t^Q_i(M) \leq \max\{t^R_i(M), (t^R_{i-1}(M) + d)\}\]

From \[2.1.3\], \[2.1.3\], and \[2.1.4\] we obtain the inequalities below:

\[
\text{slope}_Q M = \sup_{i \neq 1} \left\{ \frac{t^Q_i(M) - t^Q_0(M)}{i} \right\} \\
\leq \sup_{i \neq 1} \left\{ \max \left\{ \frac{t^R_i(M) - t^R_0(M)}{i}, \frac{(t^R_{i-1}(M) - t^R_0(M)) + d}{(i-1) + 1} \right\} \right\} \\
\leq \sup_{i \neq 2} \left\{ \max \left\{ \frac{t^R_i(M) - t^R_0(M)}{i}, \frac{t^R_{i-1}(M) - t^R_0(M)}{i-1} \right\}, d \right\} \\
= \max \left\{ \sup_{i \neq 1} \left\{ \frac{t^R_i(M) - t^R_0(M)}{i} \right\}, d \right\} \\
= \max \{\text{slope}_R M, d\}.
\]

When $f \notin (Q,)_2$ holds, the proof in \[3.3.3(1)\] of a result of Nagata, implies $\delta_{i,j} = 0$ in \[2.1.2\], so equalities hold in \[2.1.4\]. This and \[2.1.3\] give

\[t^Q_1(M) - t^Q_0(M) = \max\{t^R_1(M) - t^R_0(M), d\},
\]

\[t^Q_i(M) - t^Q_0(M) \geq t^R_i(M) - t^R_0(M) \quad \text{for} \quad i \geq 2.\]
The preceding relations clearly imply slope\(_Q\) \(M \geq \max\{\text{slope}_R M, d\}\).

(2) For \(i \geq 1\) the last three terms of the exact sequences (2.1.2) yield
\[
\begin{array}{l}
  t_1^R(M) \leq \max\{t_1^Q(M), t_{i-2}^R(M) + d\} \\
  \leq \max\{t_i^Q(M), (t_{i-2}^Q(M) + d), (t_{i-4}^R(M) + 2d)\} \leq \cdots \\
  \leq \max_{0 \leq 2h \leq i} \{t_{i-2h}^Q(M) + hd\}.
\end{array}
\]
(2.1.5)

From (2.1.3), (2.1.3), and (2.1.1) we obtain the inequalities below:
\[
\text{slope}_R M = \sup_{i \geq 1} \left\{ \frac{t_i^R(M) - t_0^R(M)}{i} \right\} \\
\leq \sup_{i \geq 1} \left\{ \max_{0 \leq 2h \leq i} \left\{ \frac{t_{i-2h}^Q(M) - t_0^Q(M) + hd}{(i - 2h) + (2h)} \right\} \right\} \\
\leq \sup_{i \geq 1} \left\{ \max_{0 \leq 2h < i} \left\{ \frac{t_{i-2h}^Q(M) - t_0^Q(M)}{i - 2h} \right\} \right\} \\
= \max \left\{ \sup_{i \geq 1} \left\{ \frac{t_i^Q(M) - t_0^Q(M)}{i} \right\} \cdot \frac{d}{2} \right\} \\
= \max \left\{ \text{slope}_Q M \cdot \frac{d}{2} \right\}.
\]

For \(f \in Q\), \(\text{Ann}_Q M\), the proof in [4, 3.3.3(2)] of a result of Shamash shows that \(\delta_{i,*} \) in (2.1.2) is surjective, so equalities hold in (2.1.5); in view of (2.1.3) one gets
\[
\begin{array}{l}
  t_1^R(M) - t_0^R(M) = t_1^Q(M) - t_0^Q(M), \\
  t_2^R(M) - t_0^R(M) = \max\{t_0^Q(M) - t_0^Q(M), d\}, \\
  t_i^R(M) - t_0^R(M) = t_i^Q(M) - t_0^Q(M) \quad \text{for} \quad i \geq 3.
\end{array}
\]
These relations clearly imply an inequality \(\text{slope}_R M \geq \max\{\text{slope}_Q M, d/2\}\). \(\square\)

3. Small homomorphisms of graded algebras

A homomorphism \(\varphi : Q \to R\) of graded \(K\)-algebras is called small if the map
\[
\text{Tor}_i^Q(k,k)_j : \text{Tor}_i^Q(k,k)_j \to \text{Tor}_i^R(k,k)_j
\]
is injective for each pair \((i,j) \in \mathbb{N} \times \mathbb{Z}\); see 3.4 for examples. Recall that homological products turn \(\text{Tor}_i^Q(k,R)\) into a bigraded algebra; see [12, Ch. XI, §4].

**Theorem 3.1.** Let \(Q\) be a standard graded \(K\)-algebra, \(\varphi : Q \to R\) a surjective small homomorphism of graded \(K\)-algebras with \(\text{Ker}\, \varphi \neq 0\), and set \(c = \text{Rate}_R R\).

For every integer \(i \geq 1\) there are then inequalities
\[
t_i^Q(R) \leq \text{slope}_R R \cdot i \leq (c + 1) \cdot i,
\]
and the following conditions are equivalent:

(i) \(t_i^Q(R) = (c + 1) \cdot i\).
(ii) \(t_i^Q(R) = (c + 1) \cdot h \) for \(1 \leq h \leq i\).
(iii) \(t_i^Q(R) = c + 1\) and \(\text{Tor}_i^Q(k,R)_{(c+1)} = (\text{Tor}_i^Q(k,R)_{c+1})^i \neq 0\).
Before starting on the proof of the theorem we present an application, followed by a couple of easily verifiable sufficient conditions for the smallness of \( \varphi \).

**Corollary 3.2.** With \( J = \text{Ker } \varphi \), the following assertions hold:

1. \( t^Q_i(R) = (c+1) \cdot i \) for some \( i \geq 1 \) implies the conditions
   \[ t^{Q, h}_i(R) = (c+1) \cdot h \text{ for } 1 \leq h \leq i \text{ and } i \leq \text{rank}_k(J/Q, J)_{c+1}. \]
2. \( t^Q_i(R) < (c+1) \cdot i \) holds for all \( i > \dim Q - \dim R \) when \( \text{pd}_Q R \) is finite.
3. \( \text{reg}_Q R \leq c \cdot \text{pd}_Q R. \)

**Proof.** Homological products are strictly skew-commutative for the homological degree, see [12 Ch. XI, §4], so \( \text{Tor}^Q_i(k, R)_* \) is the image of a canonical \( k \)-linear map
\[ \lambda_{i,*} : \text{Tor}^Q_i(k, R)_* \rightarrow \text{Tor}^Q_i(k, R)_*. \]

1. This follows from the map above and the implication (i) \( \implies \) (ii) and (iii).
2. When \( \text{pd}_Q R \) is finite one has \( \text{grade}_Q R = \dim Q - \dim R \) by a theorem of Peskine and Szpiro [16], and \( \lambda_{i,*} = 0 \) for \( i > \text{grade}_Q R \) from a theorem of Bruns [8].
3. Theorem 3.1 implies \( \text{Tor}_i^Q(k, R)_{(c+1)i} = 0 \) for \( i \geq (c+1)i \).

A bit of notation comes in handy at this point.

**3.3.** A standard graded \( K \)-algebra \( R \) has a canonical presentation \( R = \overline{R}/I_R \) with \( \overline{R} \)
the symmetric \( K \) algebra on \( R_1 \) and \( I_R \subseteq (R_2)^2 \), obtained from the epimorphism of \( K \)-algebras \( \overline{R} \rightarrow R \) extending the identity map on \( R_1 \).

If \( Q \) is standard graded \( K \)-algebra and \( \varphi : Q \rightarrow R \) is a surjective homomorphism with \( \text{Ker } \varphi \subseteq (Q_*)^2 \), then \( \overline{R} \rightarrow R \) factors as \( \overline{R} \cong Q/\mathcal{Q} \xrightarrow{\varphi} R. \)

**3.4.** A homomorphism \( \varphi \) as in 3.3 is small if \( J = \text{Ker } \varphi \) satisfies one of the conditions:

1. \( J \subseteq (f_1, \ldots, f_a) \), where \( f_1, \ldots, f_a \) is some \( Q \)-regular sequence in \( Q_r \).
2. \( J_j = 0 \) for \( j \leq \text{reg}_Q Q \), where \( Q = \overline{Q}/I_Q \) is the canonical presentation.

Indeed, see [3 4.3] for (a), and [Sega 19 5.1, 9.2(2)] for (b).

The hypothesis of Theorem 3.1 are in force for the rest of this section. The proof of the theorem utilizes free resolutions with additional structure.

A model of \( \varphi \) is a differential bigraded \( Q \)-algebra \( Q[X] \) with the following properties: For \( n \geq 1 \) here exist linearly independent over \( K \) homogeneous subsets
\( X_n = \{ x \in X \mid |x| = n \} \), such that the underlying bigraded algebra is isomorphic to \( Q \otimes_k \bigotimes_{n=1}^\infty K[X_n] \), where \( K[X_n] \) is the exterior algebra of the graded \( K \)-vector space \( KX_n \) when \( n \) is odd, and the symmetric algebra of that space when \( n \) is even. The differential satisfies \( \deg(\partial(y)) = \deg(y) \) for every element \( y \in Q[X] \), and the following sequence of homomorphisms of free graded \( Q \)-modules is resolution of \( R \):
\[ \cdots \rightarrow Q[X]_{n,*} \xrightarrow{\partial} Q[X]_{n-1,*} \cdots \rightarrow Q[X]_{0,*} \rightarrow 0 \]

A \( Q \)-basis of \( Q[X] \) is provided by the set consisting of 1 and all the monomials \( x_1^{d_1} \cdots x_n^{d_n} \) with \( x_r \in X_r \), and with \( d_r = 1 \) when \( |x_r| \) is odd, respectively, \( d_r \geq 1 \) when \( |x_r| \) is even. The model \( Q[X] \) is said to be minimal if for each \( x \in X \), the coefficient of every \( x \) in the expansion of \( \partial(x) \) is contained in \( Q_* \).

We summarize the properties of minimal models used in our arguments.
3.5. A minimal model $Q[X]$ of $\varphi$ always exists, and is unique up to non-canonical isomorphism of differential bigraded $Q$-algebras; see [4, 7.2.4]. In such a model $\partial(X_1)$ is a minimal set of homogeneous generators of the $\text{Ker} \varphi$ and $Q[X_1]$ is the Koszul complex on that set, with its standard bigrading, differential and multiplication.

3.6. Let $\tilde{R}[Z]$ be a minimal model for the canonical presentation $\tilde{R} \to R$, see 3.3. Let $Z_0$ be a $K$-basis of $\tilde{R}_1$, and choose a $k$-linearly independent set

$$Z' = \{z' \mid |z'| = |z| + 1 \text{ and } \deg(z') = \deg(z)\}_{z \in Z_0 \cup Z}.$$ 

By [4 7.2.6], there exists an isomorphism of bigraded $k$-vector spaces

$$\text{Tor}^R(k, k) \cong \bigotimes_{n=1}^\infty k(Z'_n),$$

where $k(\langle Z'_n \rangle)$ denotes the exterior algebra of the graded $k$-vector space $kZ'_n$ when $n$ is odd, and the divided powers algebra of that space when $n$ is even.

3.7. Let $Q[X]$ be a minimal model for $\varphi$, and let $\tilde{R} \xrightarrow{\psi} Q \xrightarrow{\varphi} R$ be a factorization of the canonical presentation $\tilde{R} \to R$ as in 3.3. If $\tilde{R}[Y]$ is a minimal model for $\psi$, then there is a minimal model $\tilde{R}[Z]$ of $\tilde{R} \to R$ with $Z = Y \cup X$; see [5 4.11].

3.8. Proof of Theorem 3.1. For every integer $i \geq 2$ the following equality holds:

$$\text{(3.8.1)} \quad t^R_i(R_n) - t^R_0(R_n) = t^R_i(k) - 1.$$

Thus, for $i \geq 1$ the definition of slope and Proposition 1.4 applied with $M = k$ give

$$\text{(3.8.2)} \quad t^Q_i(R) / i \leq \text{slope}_Q R \leq i + 1.$$

It remains to establish the equivalence of the conditions in the theorem.

(iii) $\implies$ (ii). The condition $(\text{Tor}^Q_i(k, R)_{c+1})^i \neq 0$ forces $(\text{Tor}^Q_i(k, R)_{c+1})^h \neq 0$ for $h = 1, \ldots, i$. As $\text{Tor}^Q_i(k, R)$ is a bigraded algebra, one gets

$$\text{Tor}^Q_i(k, R)_{c+1} \cong (\text{Tor}^Q_i(k, R)_{c+1})^h \neq 0.$$ 

This implies $t^Q_i(R) \geq (c + 1)h$, and (3.8.2) provides the converse inequality.

(ii) $\implies$ (i). This implication is a tautology.

(i) $\implies$ (iii). The hypothesis means $\text{Tor}^Q_i(k, R)_{i(c+1)} \neq 0$, so we have to prove

$$\text{(3.8.3)} \quad \text{Tor}^Q_i(k, R)_{i(c+1)} = (\text{Tor}^Q_i(k, R)_{i(c+1)})^i.$$

Let $Q[X] \to R$ be a minimal model and set $k[X] = k \otimes_Q Q[X]$. The bigraded $k$-algebras $H(k[X])$ and $\text{Tor}^Q_i(k, R)$ are isomorphic, with

$$\text{(3.8.4)} \quad \text{Tor}^Q_i(k, R) \cong H_i(k[X])_1.$$

In view of (3.7) each $x \in X_n$ can be viewed as an indeterminate of a minimal model of $\tilde{R} \to R$, and so by 3.6 it defines an element $x'$ in $\text{Tor}^R_{n+1}(k, k)$ with $\deg(x) = \deg(x')$. From this equality and (3.8.1) we obtain

$$\deg(x) = \deg(x') \leq t^R_{n+1}(k) \leq cn + 1 = c|x| + 1.$$
The \(k\)-vector space \(k[X]_{i,(c+1)i}\) has a basis of monomials \(x_1^{d_1} \cdots x_s^{d_s}\) with \(x_r \in X\) and \(d_r \geq 1\). The following relations hold, with the inequality coming from (3.8.5):

\[
\sum_{r=1}^{s} d_r |x_r| = |x_1^{d_1} \cdots x_s^{d_s}| = (c+1)i - ci \\
= \deg (x_1^{d_1} \cdots x_s^{d_s}) - c|x_1^{d_1} \cdots x_s^{d_s}| \\
= \sum_{r=1}^{s} d_r (\deg(x_r) - c|x_r|) \\
\leq \sum_{r=1}^{s} d_r.
\]

All \(d_r\) and \(|x_r|\) are positive integers, so for \(1 \leq r \leq s\) we get first \(|x_r| = 1\), then \(|x_r| = \deg(x_r) - c|x_r|\); that is, \(\deg(x_r) = c + 1\). We have now proved

\[
k[X]_{i,(c+1)i} = k[X]_{i,(c+1)i} = (kX_{1,(c+1)})^i.
\]

The isomorphism (3.8.4) maps \(\text{Tor}_Q^1(k,R)_{(c+1)i}\) to \(kX_{1,(c+1)i}\) and \(\text{Tor}_Q^1(k,R)_{(c+1)i}\) to a quotient of \(k[X]_{i,(c+1)i}\), so the equalities above establish (3.8.3).

\[\square\]

4. Koszul algebras

In this section we prove and discuss the theorem stated in the introduction.

Here \(Q\) is a standard graded \(K\)-algebra, \(\varphi: Q \rightarrow R\) a surjective homomorphism of graded \(K\)-algebras, and \(M\) a graded \(R\)-module. As in [17], we say that \(M\) is Koszul over \(Q\) if \(\text{Tor}_Q^i(k,M)_j \neq 0\) unless \(i = j\). In the following proposition the Koszul hypotheses are related to the injectivity of \(\text{Tor}_Q^i(k,M)\) through the following lemma.

**Proposition 4.1.** Assume that \(J\) is contained in \((Q_+)^2\).

(1) If \(Q\) is Koszul, then \(\varphi\) is small.

(2) If \(\varphi\) is small and \(M\) is Koszul over \(Q\), then \(\text{Tor}_Q^i(k,M)\) is injective.

**Proof.** Forming vector space duals, one sees that the injectivity of \(\text{Tor}_Q^i(k,M)\) is equivalent to surjectivity of the homomorphism of bigraded \(k\)-vector spaces

\[
\text{Ext}_Q^i(M,k): \text{Ext}_R(M,k) \rightarrow \text{Ext}_Q(M,k).
\]

(1) For \(M = k\) the map above is a homomorphism of \(K\)-algebras, with multiplication given by Yoneda products. The map \(\text{Ext}_Q^1(k,k)_a\) is isomorphic to

\[
\text{Hom}_R(\varphi_1,k)_a : \text{Hom}_R(R_1,k)_a \rightarrow \text{Hom}_Q(Q_1,k)_a,
\]

which is bijective as \(J \subseteq (Q_+)^2\) holds. As \(Q\) is Koszul, the \(k\)-algebra \(\text{Ext}_Q(k,k)\) is generated by \(\text{Ext}_Q^1(k,k)\), see [17] Ch. 2, §1, Def. 1], so \(\text{Ext}_Q(k,k)\) is surjective.

(2) Yoneda products turn \(\text{Ext}_Q(M,k)\) into a homomorphism of bigraded left modules over \(\text{Ext}_R(k,k)\), with this algebra acting on \(\text{Ext}_Q^0(M,k)\) through \(\text{Ext}_Q(k,k)\). The bigraded module \(\text{Ext}_Q(M,k)\) is generated over \(\text{Ext}_Q(k,k)\) by \(\text{Ext}_Q^0(M,k)\), because \(M\) is Koszul over \(Q\); see [17] Ch. 2, §1, Def. 2]. Since \(\varphi\) is small, \(\text{Ext}_Q^0(k,k)_a\) is surjective, and hence \(\text{Ext}_Q^0(M,k)\) generates \(\text{Ext}_Q(M,k)\) as an \(\text{Ext}_R(k,k)\)-module as well. The map \(\text{Ext}_Q^0(M,k)_a\) is surjective, because it is canonically isomorphic to the identity map of \(\text{Hom}_R(M_0,k)_a\). It follows that \(\text{Ext}_Q(M,k)\) is surjective. \[\square\]
4.2. Proof of Main Theorem. Recall that $Q$ is Koszul, $J$ is a non-zero ideal of $Q$ with $J_1 = 0$, and $c = \text{slope}_R R$. Note that $\varphi$ is small by Proposition 4.1.

(1) The inequality $\text{slope}_Q R \leq c + 1$ was proved as part of Theorem 3.1.

One has $t^Q_i(k) = i$ for $1 \leq i < \text{pd}_Q k + 1$ by the Koszul hypothesis on $Q$, and $t^Q_i(R) \geq i + 1$ for $1 \leq i < \text{pd}_Q R + 1$ by the conditions $J_1 = 0$. The exact sequence

$$\text{Tor}^Q_{i+1}(k, k) \to \text{Tor}^Q_i(k, R) \to \text{Tor}^Q_i(k, R).$$

of graded vector spaces, which holds for every $i \geq 1$, therefore implies

$$t^Q_i(R) \leq \max\{t^Q_{i+1}(k), t^Q_i(R)\} = t^Q_i(R),$$

and hence $\text{slope}_Q R_+ \leq \sup_{i \geq 1}\{t^Q_i(R) - 1/i\}$. Now Proposition 1.2 gives

$$c \leq \max \left\{ \text{slope}_Q R_+ \sup_{i \geq 1} \left\{ \frac{t^Q_i(R) - 1}{i} \right\} \right\} \leq \sup_{i \geq 1} \left\{ \frac{t^Q_i(R) - 1}{i} \right\} \leq \text{slope}_Q R.$$

When $\text{pd}_Q R$ is finite the last inequality is strict, so one has $c < \text{slope}_Q R$.

The inequalities in (2), (3), and (4) were proved as part of Corollary 3.2.

Finally, assume that $Q$ is a standard graded polynomial ring and $\text{reg}_Q R = cp$ holds with $p = \text{pd}_Q R$. Theorem 3.1 then shows that $(\text{Tor}^Q_1(k, R_{c+1}))^p$ is not zero, and so $\text{Ker} \varphi$ needs at least $p$ minimal generators of degree $c + 1$. As a bigraded $k$-algebra, $\text{Tor}^Q(k, R)$ is isomorphic to the homology of the Koszul $E$ complex on some $K$-basis of $Q_1$, so one also has $(H_1(E))^p \neq 0$. Now a theorem of Wiebe, see [11, 2.3.15], implies that $\text{Ker} \varphi$ is generated by a $Q$-regular sequence of $p$ elements. \hfill $\square$

Proposition 4.3. For a Koszul $K$-algebra $Q$ and $R = Q/J$ with $J \subseteq (Q_+)^2$ one has

$$2 \leq \text{slope}_Q R \leq \text{slope}_R R,$$

where $R = R/I_R$ is the canonical presentation. Equalities hold when $R$ is Koszul.

Proof. The canonical presentation factors as $\bar{R} \to Q \xrightarrow{\varphi} R$; see [33]. Part (1) of the main theorem, applied to the homomorphism $\bar{R} \to Q$ and the $Q$-module $R$, gives inequalities $2 \leq \text{slope}_{\bar{R}} Q \leq \text{Rate} Q + 1 = 2$, so Proposition 1.2 yields

$$\text{slope}_Q R \leq \max \{\text{slope}_{\bar{R}} R, \text{slope}_{\bar{R}} Q\} = \max \{\text{slope}_R R, 2\} = \text{slope}_R R.$$

When $R$ is Koszul, the computation above gives $2 \leq \text{slope}_R R \leq \text{Rate}_R R + 1 = 2$. \hfill $\square$

The last assertion of Proposition 1.2 does not admit a converse. To demonstrate this we appeal to a family of graded algebras constructed by Roos [18]. Recall that the formal power series $H_M(s) = \sum_{j \in \mathbb{N}} \text{rank}_K M_j s^j$ in $\mathbb{Z}[s]$ is called the Hilbert series of $M$, and the formal Laurent series $P_k(s, t) = \sum_{i \in \mathbb{N}, j \in \mathbb{Z}} \beta^R_{i,j}(M) s^i t^j$ in $\mathbb{Z}[s^{\pm 1}][t]$, where $\beta^R_{i,j}(M) = \text{rank}_k \text{Tor}^R_i(k, M)_j$, is known as its graded Poincaré series.

4.4. Let $P = K[x_1, x_2, x_3, x_4, x_5, x_6]$ be a polynomial ring.

For each integer $a \geq 2$ set $R(a) = P/I(a)$, where $I(a)$ is the ideal

$$\{ (x_1^2)_{1 \leq i \leq 6}, \{x_i x_{i+1}\}_{1 \leq i \leq 5}, x_1 x_3 + ax_3 x_6 - x_4 x_6, x_1 x_4 + x_3 x_6 + (a - 2)x_4 x_6 \}.$$ 

When the characteristic of $K$ is zero, Roos [18] Thm. 1' proves the equalities

$$H_{R(a)}(s) = 1 + 6s + 8s^2 \quad \text{and} \quad P_k^{R(a)}(s, t) = \frac{1}{H_{R(a)}(st) - (st)^{a+1}(s + st)}.$$
Example 4.5. For each $a \geq 2$ the graded $K$-algebra $R(a)$ from \cite{4} satisfies
\[ \text{slope}_P R(a) - 1 = 1 < 1 + (1/a) \leq \text{Rate}(R(a)) \leq 1 + (2/a). \]

Indeed, one has $t_i^P(R(n)) = 2$ because $I(a)$ is generated by quadrics. The isomorphism $\text{Tor}_i^2(k, R(a)) \cong H_i(E \otimes_P R(a))$, where $E$ denotes the Koszul complex on some basis of $P_1$, and the equalities $R(a)_j = 0$ for $j \geq 3$ imply $t_i^P(R(a)) \leq i + 2$ for $2 \leq i \leq 6$. Comparing the numbers $t_i^P(R(a))/i$, one gets slope$_P R(a) = 2$. Following \cite{2}, for each $f(s, t) = \sum_{i,j \geq 0} b_{i,j} s^i t^j \in R[s][t]$ we set
\[ \text{rate}(f(s, t)) = \sup \{ j/i \mid i \geq 1 \text{ and } b_{i,j} \neq 0 \}. \]

Writing $h(s, t) = 6 - 8s + s^{a+1}t^a + s^{a+1}t^{a+1}$, we obtain the expression
\[ P^R_{R(a)_v}(s, t) = \frac{P^R_{R(a)}(s, t) - 1}{t} = \frac{sh(s, t)}{1 - (st)h(s, t)} = \sum_{i \geq 1} s^i t^{i-1}h(s, t)^i. \]

The monomial $s^i t^j$ with least $i \geq 1$ and largest $j$, which appears with a non-zero coefficient in the sum on the right, is $s^{a+2}t^a$. This gives the first inequality below:
\[ \frac{a + 1}{a} \leq \text{slope}_{R(a)}(R(a)_v) = \text{rate}\left( \frac{s \cdot h(s, t)}{1 - (st)h(s, t)} \right) \leq \max \{ \text{rate}(s \cdot h(s, t)), \text{rate}(1 - (st)h(s, t)) \} \]
\[ = \max \left\{ \frac{a + 2}{a}, \frac{a + 2}{a + 1} \right\} = \frac{a + 2}{a}. \]

The second inequality comes from \cite{2} 1.1. The desired inequalities follow.

5. Slopes and Gröbner bases

Let $R$ be a standard graded $K$-algebra and $R = \tilde{R}/I_R$ its canonical presentation.

Let $T(R)$ denote the set of all term orders on all $K$-bases of $\tilde{R}_1$. Letting $\text{in}_\tau(I_R)$ denote the initial ideal corresponding to $\tau \in T$, Eisenbud, Reeves, and Totaro \cite{14} set
\[ \Delta(R) = \inf_{\tau \in T(R)} \{ t_R^\tau(\tilde{R}/\text{in}_\tau(I_R)) \}. \]

In words: $\Delta(R)$ is the smallest number $a$ such that $I_R$ has a Gröbner basis of elements of degree $\leq a$ with respect to a term order on some coordinate system. Now we set
\[ \Delta'(R) = \inf \{ \Delta(Q) \}, \]
where $Q$ ranges over the set of all graded $K$-algebras satisfying $Q/L \cong R$ for some ideal $L$ generated by a $Q$-regular sequence of elements of degree 1.

Proposition 5.1. When $R$ is not a polynomial ring the following inequalities hold:
\[ 2 \leq \text{Rate}(R + 1) \leq \Delta'(R). \]

Proof. For $R \cong Q/(l)$ with $l$ a non-zero-divisor in $Q_1$, one has a chain
\[ \text{Rate}(R) = \text{slope}_Q R = \text{slope}_Q R = \text{slope}_Q Q = \text{Rate}(Q) < \Delta(Q) - 1, \]
where the first and third equalities hold by definition, the second one by Proposition \cite{21} 1, and the last one from the exact sequence $0 \rightarrow Q(-1) \rightarrow Q \rightarrow R \rightarrow 0$; the inequality, announced without proof by Backelin \cite{7} Claim, p. 98, is established in \cite{14} Prop. 3. The second inequality in the proposition follows. \qed
Combining the main theorem and the preceding proposition, one obtains:

**Corollary 5.2.** The following inequalities hold.

1. \( \text{slope}_R^\beta R \leq \Delta^\ell(R) \).
2. \( t_i^R(R) < \Delta^\ell(R) \cdot i \) for all \( i > (\text{rank}_K R_1 - \text{dim} R) \).
3. \( \text{reg}_R^\beta R \leq (\Delta^\ell(R) - 1) \cdot (\text{rank}_K R_1 - \text{depth} R) \).

The research reported in this paper was prompted by the inequalities above, which were initially obtained by a very different argument; we proceed to sketch it.

**5.3.** For any isomorphism \( R \simeq Q/L \), with \( L \) generated by a regular sequence of linear forms, and for each \( \tau \in T(Q) \) and every pair of integers \( (i, j) \) one has:

\[
\beta_i^\tau(Q) = \beta_i^\tau(Q) \leq \beta_i^\tau(Q/\text{in}_\tau(I_Q)) ;
\]
see, for instance, [9, 3.13]. The Taylor resolution of the monomial ideal \( \text{in}_\tau(I_Q) \), see [15, §5], yields inequalities \( t_i^\tau(Q/\text{in}_\tau(I_Q)) \leq t_i^\tau(Q/\text{in}_\tau(I_Q)) \cdot i \), which are strict for \( i > \text{rank}_K Q_1 - \text{dim} Q \). From these observations one obtains:

\[
\text{slope}_R^\beta R = \text{slope}_Q^\beta Q = \text{sup}_{i \geq 1} \{ t_i^\tau(Q)/i \} \leq \text{inf}_{\tau \in T(Q)} \{ t_i^\tau(Q/\text{in}_\tau(I_Q)) \} = \Delta(Q) .
\]

These inequalities imply part (1) of Corollary 5.2 part (3) is a formal consequence.

In [13], algebras \( R \) satisfying \( \Delta(R) = 2 \) are called \( G \)-quadratic, and those with \( \Delta^\ell(R) = 2 \) are called \( LG \)-quadratic. A \( G \)-quadratic algebra is \( LG \)-quadratic by definition, and an \( LG \)-quadratic one is Koszul, see Proposition 5.4.

The first one of the preceding implications is not invertible: By an observation of Caviglia, see [13, 1.4], complete intersections of quadrics are \( LG \)-quadratic, while it is known that not all of them are \( G \)-quadratic, see [14]. Which leaves us with:

**Question 5.4.** Is every Koszul algebra \( LG \)-quadratic?

The Betti numbers \( \beta_i^\tau(R) = \sum_{j \in \mathbb{Z}} \text{rank}_k \text{Tor}_j^\tau(k, R)_j \) might help separate the two notions. Indeed, when \( R \) is \( LG \)-quadratic one has \( R \simeq Q/L \) and \( Q = \tilde{Q}/I_Q \), where \( Q \) is a standard graded \( K \)-algebra, \( L \) is an ideal generated by a \( Q \)-regular sequence of linear forms, and the initial ideal \( \text{in}_\tau(I_Q) \) for some \( \tau \in T(Q) \) is generated by quadrics.

As a consequence, one has \( \beta_i^\tau(Q) = \beta_i^\tau(Q/\text{in}_\tau(I_Q)) \), so we obtain

\[
\beta_i^\tau(R) \leq \beta_i^\tau(Q/\text{in}_\tau(I_Q)) \leq \left( \frac{\beta_i^\tau(Q/\text{in}_\tau(I_Q))}{i} \right) = \left( \frac{\beta_i^\tau(R)}{i} \right) ,
\]
with inequalities coming from (5.3.1) and the Taylor resolution. Thus, we ask:

**Question 5.5.** If \( R \) is a Koszul algebra, does \( \beta_i^\tau(R) \leq \left( \frac{\beta_i^\tau(R)}{i} \right) \) hold for every \( i \)?
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