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Abstract
The objective of this paper is to examine the effect of government spending volatility on economic growth in an oil producing country—Saudi Arabia. The Hodrick–Prescott (HP) filtering approach was applied to decompose the data series into cyclical and trend components. The ordinary least squares, and nonlinear autoregressive distributed lag were also used, and the results confirm the negative effect of government spending volatility on real GDP growth in an oil-based economy. Moreover, the estimated coefficients of the nonlinear ARDL models indicate that changes in government spending have a significant short run and long run impact on real GDP growth, and real GDP growth responds asymmetrically to movements in government spending. Moreover, the more trade openness and credit fluctuate, the more volatile real economic growth is. Although the magnitude of government spending volatility is acceptable, the result proves that the exclusion of oil-based economies from the test of government spending volatility was inappropriate and unjustified. These results suggest that controlling the sources of instability in real GDP growth depends on the external sector and domestic credit. However, the successes of other countries should be presented and studied in order to choose appropriate policies that mitigate public spending volatility and contribute to sustainable economic growth.
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Introduction
Oil-producing countries such as Saudi Arabia have been cynically described as having enough oil to create problems, but not enough to solve them (Gelb, 1981, p. 1). While oil revenues are seen as a blessing, their wide fluctuations can be a curse. Nevertheless, oil revenues dominate all sources of revenue in the kingdom that are controlled and managed by the government. Oil and gas revenues account for a significant portion of the national budget. In 1970, for example, the share of oil as a source of revenue reached 90% of total government revenue. In 1974, however, oil revenues accounted for about 94% of total revenues. Drawing on Norway’s experience, van Ingen et al. (2014) suggested that oil-producing countries should adopt a prudent fiscal rule to limit consumption to the flow of revenues from invested and accumulated assets to contain the volatility of their economies.

To what extent can fiscal policy affect real economic growth? Stounaras (2010) summarizes the viewpoints of various schools of economic thought in economics regarding fiscal policy and its role in determining economic growth. Fiscal policy affects economic growth during transitions, as is the case with exogenously induced technological progress and population growth. From a neoclassical perspective, however, variations in tax systems, government spending, and government debt are influential determinants of economic growth but not of actual output. Similarly, Keynesians using different models have suggested that macroeconomic policies play a major role in the observed differences across growth models. Therefore, output volatility can have a considerable negative effect on social welfare (Turan & Iyidogan, 2017). This strand...
of the literature is consistent with Ramey and Ramey (1995), Kim and Nelson (1999), and Badinger (2008).

Studies generally almost agree that there exists a negative relation between the size of state and economic growth. Accordingly, a 10% increase in tax revenues or government spending as a share of gross domestic product (GDP) leads to a negative impact on real growth of 0.5 to 1 percentage points (Bergh & Henrekson, 2011). Similarly, Afonso and Jalles (2012) and Fernández-Villaverde et al. (2015) confirmed the negative effect of fiscal volatility on economic growth. Pham (2018) claimed that there is either a positive or negative association between government spending volatility and economic growth. An increase (decrease) in government spending implies an increase (decrease) in the revenue channels required for growth (Afonso & Furceri, 2008). Moreover, identifying the sources of disturbances in economic growth could help to control them. Furceri (2007) asserts that the volatility of government spending includes both output and policy. The inclusion of output volatility serves to examine the effect of government spending volatility on real economic growth. In his study, Furceri (2007) justified the exclusion of oil producing countries and the use of non-oil producing countries by pointing out that standard growth models are not used in measuring GDP. He also stressed that the exclusion of oil-producing countries is equivalent to the exclusion of countries with poor data. Against this background, Saudi Arabia’s GDP components, GDP excluding oil (government and private), increased by 16.21% at current prices in 1970 and by about 26% in 2004. Moreover, it reached 24.6% in 2014 and then declined to about 16% in 2018 (Figure 1). Thus, the above percentages justify the use of GDP as a measure of accountability in the current case of an oil-based economy.

The objective of this paper is to investigate and test the asymmetric relationship between government spending volatility and real economic growth in an oil-based economy. Although studies of this type focus on developed countries with high income levels, oil-producing countries are excluded because of the unpredictability of GDP measures. In addition, the hypothesis is that government spending volatility has negative impact on real GDP growth, as well a short and long run asymmetries in government spending in Saudi Arabia from 1970 to 2018. The results are consistent with those of Furceri (2007) for some African and South American economies and are supported by the validity of the volatility hypothesis for most oil-producing countries (Aladejare, 2018).

This attempt is motivated by the negative results of researchers who have studied the association between the volatility of government spending and real economic growth (see, e. g., Furceri, 2007; Furceri & Ribeiro, 2008). Using this method, filtering techniques and nonlinear ARDL, we consider government spending volatility, real GDP growth, private sector credit, trade openness, and monetary expansion variables. The results show that changes in government spending affects real GDP growth asymmetrically.

The remainder of this paper is organized as follows. Section 2 discusses the theoretical and empirical literature on government spending volatility and its impact on real GDP growth. Section 3 describes the data and the empirical methodology. Section 4 describes the results and discusses the empirical estimates. Section 5 concludes the paper with the findings and policy implications.

**Review of Theoretical and Empirical Literature**

Macroeconomic volatility, fiscal and monetary volatility, and their effects on economic progress have not yet been settled as economic issues. The size of government is measured either by the ratio of total government expenditure to GDP or by the ratio of government consumption to GDP. The size of state is usually considered a determinant of economic growth. To test this argument, Churchill et al. (2017) conducted a meta-regression analysis of 799 effect size estimates from 87
studies, looking for evidence to support the conventional wisdom of an association between government size and per-capita income growth. Their results do not support the negative association between government expenditure and per-capita real economic growth. This is attributed to possible bias, lack of cross-sectional controls, and asymmetric relation between government size and per-capita growth.

In reviewing the literature on government spending volatility, Çakerri et al. (2014) provided a comprehensive account of the pros and cons. They addressed the role of government spending, which is considered an element of growth. In addition, they gave several reasons for the negative correlation between government spending and economic development such as, extraction costs and crowding out costs. The larger the government, the more negative the impact on per-capita growth depending on the level of development. Similarly, Siounaras (2010) used the simplest version of the Keynesian-Ramsey model to determine the level and change in Greek government spending in steady state. He found that government spending affects the rate of economic growth and concluded that fiscal policy acts like a “golden nexus” between economic growth and trade activity. In a well-received paper, Afonso and Jalles (2012) tested the impacts of the volatility of fiscal policy and financial crises on economic growth for a panel of developed and developing economies from 1970 to 2008, finding that economic growth is lower under fiscal policy volatility. However, more consistent fiscal policy helps stabilize economic growth. Moreover, spending volatility has a negative impact in the countries studied. Moreover, Güreşçi (2018) studied the effect of macroeconomic volatility on economic expansion in 27 European Union countries covering the period 1995 to 2015 and found that volatility has a negative impact on real economic growth.

Further, elaborating on this issue, Surjaningsih et al. (2012) examined the relationship between fiscal policy and taxes on production and the impact of discretionary fiscal policy on the volatility of production and inflation in the Indonesian economy. They found that an increase in government expenditure has a positive impact on production in the short run, while an increase in taxes has a negative impact on production. They concluded that government spending has a greater effect on output changes than taxes during periods of recession. In contrast, Pham (2018) argued that the variability of fiscal policy can affect short run and long run volatility either positively or negatively. This argument depends on technological parameters and the size of government.

In a study of 92 economies, Ramey and Ramey (1995) concluded that economies with higher volatility tend to have lower economic growth. However, there is a negative correlation between government spending volatility and economic expansion. In contrast, Onyimadu (2017) reviewed the postulates of Ramey and Ramey (1995) and Aghion et al. (2005) to examine the relation between macroeconomic volatility and economic growth for a panel of 40 African economies. His findings contradicted the postulates of a negative correlation between volatility of macroeconomic and economic progress and argued more for a positive correlation. In another study on Nigeria, Olubokun et al. (2016) examined the effect of government spending and inflation on real economic growth. They confirmed the positive relationship between high government spending, inflation, and real economic growth for the assigned period. Similarly, Doessel and Valadkhani (2003) analyzed the impact of government size on economic growth in the Fijian economy and found that government consumption expenditure positively affects economic growth in the private sector. However, they concluded that marginal productivity in the public sector is lower than in the private sector and claimed that inefficiency prevails in the public sector.

To investigate the inconclusive results of the connection between government spending volatility and economic growth, Ali (2005) tested the correlation between government spending volatility and economic growth. His empirical investigation showed that the impact of fiscal policy on economic progress is ambiguous, and the variables of fiscal instability are significantly and negatively associated with economic progress. Similarly, Bergh and Henrikson (2011) limited their study on the relation between the size of government and economic growth to rich countries and measured state size as total tax revenue or the ratio of total government to GDP. They found that 10% of government spending is correlated with a 0.51% to 1% reduction in annual growth and argue that countries with higher social trust have higher than average growth. Moreover, Raju and Acharya (2020) use output volatility as a proxy for macroeconomic volatility, which has a negative impact on economic growth in 67 countries. In addition, Ali et al. (2018) concluded that the volatility of unsystematic discretionary public spending has a negative impact on economic growth for 74 developed and developing countries.

In a different vein, Maluleke (2017) reviewed the literature on the determinants of government spending. The determinants of government spending include economic growth, government revenue, trade openness, poverty, government debt, dependency ratio, and population. He found that the correlation between government spending and its determinants is positive, although in some cases it is negative. He also concluded that most studies confirm a positive relationship between government spending and economic expansion. Accordingly, Aladejare (2018) examined oil prices and the macroeconomic bias of government spending in 15 oil-exporting economies. He found evidence of a mixture of Dutch disease and rent-seeking hypotheses. This leads to real sector growth in these economies and the volatility assumption holds for oil-exporting economies in the short term.

To reduce government volatility, Koh (2017) examined the role of funds and institutional quality in reducing fiscal procyclicality in 42 oil-exporting economies over the period 1960 to 2014 and concluded that economies with high institutional quality and oil funds reduce fiscal procyclicality. However, oil funds are correlated with lower volatility in government spending and real exchange rates in the context of low institutional quality.
Similarly, Bleaney and Halland (2014) attributed lower economic growth in some African countries to poor institutions and unstable macroeconomic fiscal volatility. Thus, poor institutions play a role in instability. To further investigate the role of quality institutions, Sahu and Nirola (2019) tested the effect of government size on economic growth in 23 Indian states from 2005 to 2014. They found results consistent with the economics literature and concluded that states with better institutions had a smaller negative effect on economic expansion. Similarly, Garayva and Tahirova (2016) studied the cyclical behavior of government spending and output for the period 1996 to 2013 for a sample of 45 countries divided into three groups: Western Europe, Eastern Europe, and the economies of the Commonwealth independent states (CIS). They concluded that the effectiveness of government spending in Western Europe is determined by institutional quality, while access to financial markets is more pronounced in developing economies.

To elaborate further, Albuquerque (2011) confirmed a statistically significant negative effect of the quality of institutions on the volatility of government spending in 23 EU economies for the period 1980 to 2017. Similarly, Neicheva (2006) found that government investment influences economic growth in a Keynesian context. Equally important, Ali et al. (2018) pointed out that volatile discretionary government spending has a negative impact on real economic growth.

To this end, Iheanacho (2016) examined the short and long-run association between government spending and real growth in Nigeria from 1986 to 2014 and found a negative and significant long-run correlation between recurrent spending and real growth, and a positive short-run relationship between recurrent spending and real growth. In addition, Nyasha and Odhiambo (2019) reviewed the literature on the causal relationship between government size and economic expansion for developed and developing economies. They concluded that study results on the association between government spending and real growth are sensitive and generally negative when the relationships are expressed as a percentage of gross domestic product (GDP). They are also generally positive when expressed as annual percentage change. However, Nworji et al. (2012) examined the effect of government spending on economic growth in Nigeria over the period 1970 to 2009 and found that capital and recurrent spending had a nonsignificant negative impact on real growth.

Numerous studies have inspected the effect of financial development on growth volatility. Rodrigues da Silva et al. (2018) pointed out that a moderate degree of financial depth tends to amplify the increase in the average volatility of economic growth. Moreover, improving financial development increases growth volatility. Accordingly, Manganelli and Popov (2015) found that financial development improves the speed at which production approaches the benchmark. Similarly, Leibrecht and Scharler (2012) used credit availability as a proxy for fiscal stabilization policy. They found that tightening relative credit constraints and the size of government tend to stabilize production and consumption fluctuations.

Regarding the impact of terms of trade, Andrews and Rees (2009) examined the impact of terms of trade volatility on government volatility for a panel of 71 countries over the period 1971 to 2005 and found that terms of trade volatility have a positive statistically significant effect on the volatility of growth and inflation. They suggested that terms of trade affect the volatility of consumption, exports, and imports, and could be mitigated by stronger financial market development.

Empirical studies on Saudi Arabia are scarce. Eid and Awad (2017) examined the relation between government spending and non-oil GDP for Saudi Arabia from 1970 to 2015 and found that the simultaneous impact of government consumption and fixed investment on growth is negative only during a recession. They attributed the negative effect to the crowding-out effect. However, when government spending is disaggregated, both positive and negative signs are found during a weak economic phase.

Studies have also highlighted the role of fiscal policy and its relationship with oil price volatility among members of the Organization of Petroleum Exporting Countries (OPEC). Alley (2016) argues that OPEC fiscal policy is not procyclical but is driven by oil price volatility. Moreover, oil price volatility lowers primary fiscal balances in the short-run, while primary fiscal balances increase in the long-run due to oil price volatility. Conversely, Sadeghi (2017) claimed that output volatility is higher when government spending is higher. Moreover, an unexpected increase in oil prices leads to an increase in government spending.

Overall, this work makes a twofold contribution to the economic literature. First, it is the first attempt to discuss, analyze, and estimate the asymmetry of government spending and its impact on real GDP growth using HP filtering and ARDL nonlinear techniques, although the approaches and results of previous studies are inconsistent. Second, various statistical methods are applied to confirm and consolidate a better understanding of the negative correlation between government spending volatility and real GDP growth in a major oil producing country.

**Material and Methodology**

**Description of Data**

Descriptive statistical analysis summarizes the statistical data of the most important variables and is used to visualize the raw data in a meaningful way. Therefore, descriptive statistics can be performed using various measures. The measure of central tendency includes mean, median, and mode. Other measures for the variables are standard deviation and so on (see Table 1).

A look at the data in Table 1, shows that the average value of GOVEXP, is 323,997.5 million Saudi riyals. In 1970, the value of GOVEXP, was 6,028 million and reached a peak of 1,140,603 million in 2015, after which it began to decline.
Table 1. Results of Descriptive Statistics of Real Growth of GDP (GROWTH), Real Money Supply (MS1), and Trade Openness (TO) for the Period 1970 to 2018.

|                | GROWTH | CRt | MS1t | GOVEXPt | TOt |
|----------------|--------|-----|------|---------|-----|
| Mean           | 4.2184 | 313.527.9 | 137.354.10 | 323.997.5 | 0.237056 |
| Median         | 2.8900 | 120.044.0 | 89.323.00 | 221.272.0 | 0.169810 |
| Maximum        | 24.1700 | 1,418.945 | 761.995.0 | 1,140.603 | 0.636506 |
| Minimum        | −20.7300 | 1,573.000 | 1,326.00 | 6,028.000 | 0.022809 |
| Std. Dev.      | 9.2751 | 425.501.8 | 164.501.7 | 295.726.8 | 0.169358 |
| Skewness       | −0.0743 | 1.496564 | 2.043821 | 1.342782 | 1.025102 |
| Kurtosis       | 3.3120 | 3.918583 | 7.193109 | 3.716943 | 2.999864 |
| Jarque-Bera    | 0.2425 | 20.01367 | 70.01075 | 15.77445 | 8.581815 |
| Probability    | 0.8858 | 0.000045 | 0.000376 | 0.013692 |
| Sum            | 206.7000 | 15.362.869 | 6.730349 | 15.875.877 | 11.61572 |
| Sum square deviation | 4.129.3220 | 8.69E + 12 | 1.30E + 12 | 4.20E + 12 | 1.376742 |
| Observations   | 49     | 49   | 49   | 49      | 49   |

Source. Saudi Central Bank (SCB). Annual statistics, 2019.

The fluctuations in government spending reflect the situation in the international oil market. Real GDP growth also averaged 4.2184, peaking at 24.17 in 1973, reflecting better oil profits. Equally important, credit to the private sector (CR) averaged 313.527.9 million Saudi riyals, rising over time to a high of 1,418.945 million in 2017. During this period, the government encouraged financial institutions to lend to the private sector to promote privatization. Similarly, trade openness (TO) peaked at 0.636506 in 2008 compared to 0.022809 in 1970, reflecting the importance of the foreign trade sector in the Saudi economy.

To see the deviation of the variables from the mean, CRt and GOVEXP, had the largest deviation from the mean, while TOt had the smallest deviation from the mean with a value of 0.169358. Next, skewness measured symmetry, and all variables were positively skewed. The most skewed variables were MS1t, CRt, and GOVEXPt, which may be attributed to the higher incremental values. However, the least positively skewed variable was GROWTHt. Similarly, kurtosis measures the slope of the variables, with MS1t, and then CRt, having the highest kurtosis. This indicates the presence of outliers and slopes. In addition, the Jarque -Bera statistics for the series show that CRt, MS1t, GOVEXPt, and TOt have a probability of less than 5%. GROWTHt is not normally distributed at 5%.

Data for this paper are from the Saudi Central Bank (SCB). Annual Statistics 2019. In addition, some of the data were sourced and cross-checked from the General Authority of Statistics (GAS).

The Model

Following Furceri (2007), the model is modified to include the second and third measures. The output variable is defined as real gross domestic product (GDP) growth. Real government spending is denoted by Yt. If we set yt = ln (Yt), the simple differentiation (growth rate of real government spending) is such that:

\[ c_t = y_t - y_{t-1} \]  

The second and third methods use the Hodrick–Prescott (HP) filter proposed by Hodrick and Prescott (1997), where the smoothing parameter for annual data λ is equal to 100 and 6.25, respectively. The filter decomposes the series into a cyclical component (c_t) and a trend component (g_t) by minimizing the following quantity with respect to g_t, for λ > 0:

\[ \sum_{t=1}^{T} (y_t - g_t)^2 + \lambda \sum_{t=2}^{T-1} (y_{t+1} - y_{t+2})^2 \]  

Based on the implementation of the second and third methods and using the value of the smoothing parameter λ of 100 and 6.25, the volatility of the business cycle of government spending is the standard deviation of the cyclical component of government spending obtained by the above filtering methods. In this case, the following model is as follows:

\[ \Delta y_t = \lambda \sigma_t + \Omega Q_t + \beta Z_t + \epsilon_t \]  

Where \( \Delta y_t \) is the real GDP growth rate (GROWTHt) for the given period. \( \sigma_t \) is the volatility of government spending. \( Q_t \) is a set of control variables such as private sector credit/GDP, trade openness, and money supply (MS1). The purpose of including control variables is to avoid specification errors. \( Z_t \) are regional dummy variables. Other relevant independent variables such as investment and population rates are suggested (Eid & Awad, 2017; Onyimadu, 2017).

In this paper, in line with the growth literature, the dependent variable is proxied by real GDP growth, which is a simple differentiation of real GDP growth (GROWTH). However, money supply or high-powered money (MS1) was
included as an independent variable to capture the impact of monetary expansion on economic activities (Ehikioya, 2019; Mohammad et al., 2009). Trade openness (TO) is the sum of real exports and imports/real GDP. It is the standard deviation of the percentage of (TO/GDP). This variable captures the link between government spending and the growth variable (see, Andrews & Rees, 2009; Ehikioya, 2019; Maluleke, 2017). In addition, credit to the private sector is the standard deviation of the percentage of real credit to real GDP. This variable represents the state of financial development (see, Ehikioya, 2019; Leibrecht & Scharler, 2012; Manganelli & Popov, 2015; Onyimadu, 2017; Rodrigues da Silva et al., 2018).

Based on the above analysis, an eclectic model was designed to fit the data from Saudi Arabian. The specifications of the model are as follows:

\[
\Delta GROWTH_t = \varphi_1 \sigma_t + \varphi_2 T O_t + \varphi_3 M S I_t + \varphi_4 C R_t + \epsilon_t \quad (4)
\]

\[
\partial GROWTH_t / \partial \sigma < 0; \partial GROWTH_t / \partial T O_t < 0; \partial GROWTH_t / \partial M S I_t > 0; \partial GROWTH_t / \partial C R_t > 0
\]

where \( \Delta GROWTH_t \) is the simple difference of real GDP growth rate at time \( t \), \( \sigma \) is the standard deviation of log volatility of real government spending, \( T O \) is the standard deviation of trade openness, \( M S I \) is the standard deviation of log real monetary expansion, \( C R \) is the standard deviation of log real credit to the private sector/real GDP, and \( \epsilon_t \) is the error term.

**Estimation and Discussion**

The empirical analysis here relies on the work of Furceri (2007) as a baseline model. Two different methods were implemented over annual data from 1970 to 2018, the second and the third measures of Furceri’s (2007) model. The measure of volatility is the simple standard deviation of the variables considered in this study. The purpose of using different statistical methods in this paper is to confirm and consolidate a better understanding of the negative effect of government spending volatility on real GDP growth in a major oil producing country.

**The Unit Root Tests**

To determine the stationarity of the variables, the integration order of the variables was examined. It refers to how many times a variable is differentiated before it becomes stationary (Wickremasinghe, 2005). The Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) tests were conducted to test the degree of integration. The two-unit root tests provide an evidence of the volatility of government spending as a random walk. The ADF and PP tests were used to test the stationarity of the residuals of the variables under consideration.

In the literature, the ADF test is performed using the following equation:

\[
\Delta Y_t = \eta + \delta T + \lambda \Delta Y_{t-1} + \Gamma \sum_{i=1}^{n} \Delta Y_{t-i} + \epsilon_t \quad (5)
\]

Here \( \eta \) is a constant, \( \delta \) is the coefficient of the time trend \( T \), \( \lambda \) and \( \Gamma \) are the parameters (where \( \lambda = p - 1 \), \( \Delta Y \) is the first difference of the \( Y \)-series, \( n \) is the number of lagged first differences, and \( \epsilon_t \) is the noise term. The PP-test was performed using the following equation:

\[
\Delta Y_t = \beta + \pi T + \delta \Delta Y_{t-1} + \epsilon_t \quad (6)
\]

Where \( \beta \) is a drift, \( \pi \) is the coefficient of the time trend \( T \), \( \delta \) is the parameter, and \( \epsilon_t \) is the error term. Table 2 reveals the results of the ADF and PP unit root tests. The ADF and PP tests show that real government spending, real GDP growth, trade openness, money supply (MS1), and credit to the private sector had unit roots in first difference \( I(1) \), except for money supply \( I(0) \). Accordingly, all variables had significance levels of 1% to 5%. This indicates that all variables are stationary in first difference \( I(1) \) except the monetary expansion. In addition, the ADF and PP tests indicate that none of the variables considered are in second difference \( I(2) \). Since the macroeconomic variables lie between \( I(0) \) and \( I(1) \), this argues for the use of the bound test technique.

**The OLS Regression Models Results**

Table 3 reveals the OLS estimation with real GDP growth as the dependent variable. To test the volatility of government spending, the standard deviation of the Hodrick-Prescott filter (HP) with a smoothing parameter of 100, that is, \( \lambda = 100 \), is used as the cyclical component. After numerous attempts to find the best fit, four equations with different specifications are selected. Since the growth rate is a function of the standard deviation of the volatility of the government spending business cycle (equation model 1), a 10% increase in the standard deviation of the government spending business cycle leads to a 0.475 percentage point decrease in the real GDP growth rate. The \( R^2 \) is .183, and the government spending volatility variable is statistically significant at the 1% level. The \( F \)-test probability is .0022, indicating that the regressors jointly and significantly impact the regressor. In addition, the magnitude of volatility reflects the results of the standard literature. The equations in models 2, 3, and 4, also show that a 10% increase in the standard deviation of government spending causes a decline in the standard deviation of real economic growth of 0.926 and 1.348 percentage points, respectively, except in equation (4), where the decline in growth due to the change in the volatility of government spending is 1.035 percentage points. However, the sign of TO is negative and not statistically significant. An increase in the standard deviation of TO, by 10% leads to an immense...
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decline in real GDP growth and vice versa. Interestingly, the inclusion of TO_t in the growth equation has changed the sign of CR_t from negative to positive. This could be explained by the pressure on real growth due to the volatility of TO_t. In small economies, the source of trade openness volatility is foreign countries. Using the third method, where the smoothing parameter HP is equal to 6.25, that is, $\lambda = 6.25$, does not change the results significantly.

The Nonlinear ARDL Model

In general, the ARDL model assumes linear or symmetric relationships between the variables, which makes it difficult to capture the effects of nonlinear relationships between the variables. Nevertheless, in this work the nonlinear ARDL approach developed by Shin et al. (2014) is used to capture the positive and negative effects of government spending on real GDP growth. To capture the asymmetric effect of government spending on real GDP growth, the economic literature suggests using asymmetries in the relationship between government spending and real economic growth. Equation (4) can be reformulated as follows to account for positive and negative changes in government spending:

$$
\Delta GROWTH_t = \delta_0 + \delta_1 GOVEXP_{t-1} + \delta_2 GOVEXP_t - \delta_3 MS1_t + \delta_4 CR_t + \delta_5 TO_t + \epsilon_t
$$

To check for the presence of asymmetry, one considers $\delta_1$ and $\delta 2$. If $\delta_1 = \delta_2$, it means that there is no asymmetry and vice versa. To capture the asymmetric effects of positive and

| Table 2. Results of Augmented Dickey-Fuller and Phillips-Perron Tests. |
|--------------------------|--------------------------|
| augmented Dickey-Fuller  | Phillips-Perron          |
| Level                    | First difference         | Level                  | First difference       |
| GROWTH_t                 | $-2.33$                  | $-6.28^*$              | $-2.155$               | $-6.263^*$              |
| GOVEXP_t                 | $-1.24$                  | $-8.49^*$              | $-0.96$                | $-9.15^*$               |
| TO_t                     | $-1.53$                  | $-5.95^*$              | $-1.59$                | $-5.87^*$               |
| MS1_t                    | $-1.59$                  | $-1.29$                | $-4.13^*$              | $-0.62$                 |
| CR_t                     | $-3.04$                  | $-11.77^*$             | $-2.60$                | $-10.62^*$              |

$^*$, **, and *** indicates statistical significance at the 1%, 5%, and 10% levels, respectively.

| Table 3. Estimates of the OLS Regression With Dependent Variable GROWTH_t ($\lambda = 100$). |
|---------------------------------|-----------------|----------------|-----------------|-----------------|----------------|
| Variable | Coefficient | SE | t-Statistic | p-Value |
| Model 1  |            |    |            |         |
| C        | 41.72384   | 11.62777 | 3.588294 | .0008 |
| GOVEXP_t | $-4.747325$| 1.463810 | $-3.243129$| .0022* |
| $R^2$    | .18286     | Adj. $R^2$ | 1.664 | F-statistic 10.5179 | .0022* |

Model 2 |
| C        | 58.25132   | 14.90987 | 3.906987 | .0003 |
| GOVEXP_t | $-9.257839$| 2.991017 | $-3.095215$| .0033* |
| MS1_t    | 2.908560   | 1.692497 | 1.718502 | .0924*** |
| $R^2$    | .23216     | Adj. $R^2$ | 1.771 | F-statistic 6.9541 | .0023* |

Model 3 |
| C        | 70.30330   | 17.71246 | 3.969144 | .0003 |
| GOVEXP_t | $-13.47631$| 4.512375 | $-2.986523$| .0046* |
| MS1_t    | $-2.680270$| 4.801171 | $-0.558253$| .5794 |
| CR_t     | $-114.8631$| 92.41713 | $-1.242876$| .2204 |
| $R^2$    | .25764     | Adj. $R^2$ | 1.835 | F-statistic 5.2089 | .0036* |

Model 4 |
| C        | 106.4656   | 150.3044 | 0.708333 | .4825 |
| GOVEXP_t | $-10.35481$| 13.66519 | $-0.757751$| .0501*** |
| TO_t     | $-79.33329$| 327.3926 | $-0.24319$| .8097 |
| MS1_t    | $-6.474196$| 16.39141 | $-0.394975$| .6948 |
| CR_t     | 185.9809   | 307.9921 | 0.603850 | .5490 |
| $R^2$    | .25863     | Adj. $R^2$ | 1.841 | F-statistic 3.8374 | .0093* |
negative government spending on real GDP growth, \( \text{GOVEXP}_t^+ \) and \( \text{GOVEXP}_t^- \) are the partial sum of an increase and a decrease in government spending, such that:

\[
\begin{align*}
\text{GOVEXP}_t^+ &= \sum_{i=1}^{t'} \text{AGOVEXP}_i^+ \\
&= \sum_{i=1}^{t'} \max(\text{GOVEXP}_i, 0)
\end{align*}
\]

\[
\begin{align*}
\text{GOVEXP}_t^- &= \sum_{i=1}^{t'} \text{AGOVEXP}_i^- \\
&= \sum_{i=1}^{t'} \min(\text{GOVEXP}_i, 0)
\end{align*}
\]

The long run positive impact of government spending is represented by \( \delta_1 = (-\beta_1 / \beta_2) \), and \( \delta_2 = (-\beta_1 / \beta_3) \) represents the long run negative impact of government spending. Furthermore, \( \sum_{i=0}^{2,3} \gamma(i, i) \) measures positive and negative effects of government spending and captures asymmetry of government spending.

Using the unrestricted error correction form for equation (7), it can be rewritten into the following form:

\[
\begin{align*}
\text{GROWTH}_t &= \beta_0 + \beta_1 \text{GROWTH}_{t-1} + \beta_2 \text{GOVEXP}_t^+ \\
&+ \beta_3 \text{GOVEXP}_{t-1}^- + \beta_4 \text{MS1}_{t-1} + \beta_5 \text{CR}_{t-1} \\
&+ \beta_6 \text{TO}_{t-1} + \sum_{i=0}^{n_1} \gamma_{1i} \text{AGROWTH}_{t-i} \\
&+ \sum_{i=0}^{n_2} \gamma_{2i} \text{AGOEVP}_t^+ \\
&+ \sum_{i=0}^{n_3} \gamma_{3i} \text{AGOEVP}_{t-1}^- \\
&+ \sum_{i=0}^{n_4} \gamma_{4i} \text{AMS1}_{t-1} \\
&+ \sum_{i=0}^{n_5} \gamma_{5i} \text{ACR}_{t-1} \\
&+ \sum_{i=0}^{n_6} \gamma_{6i} \text{ATO}_{t-1} + \epsilon_t
\end{align*}
\]

(8)

The Nonlinear ARDL Regression Model and Diagnostic Tests

Looking at the variables in equation (8) of the nonlinear autoregressive distributed lag (NARDL) regression model (Table 4), we find that a 10% increase in GOVEXP produces a 0.98% increase in real GDP growth. However, a 1 year lagged 10% increase in government spending, results in a 3.80 percentage point decrease in real GDP growth. Both coefficients are statistically significant at the 1% significance level. More precisely, a 10% decrease in government spending causes real GDP growth to increase by 0.35 percentage points, and the sign of the coefficient is not statistically significant. In contrast, a 1 year lagged 10% decline in government spending leads to a 3.8 percentage point decline in real GDP growth. It is possible that government spending takes a little more time to materialize. Thus, the short run \( \text{GOVEXP}_t^+ \) coefficient is significant at the 1% level, while the short run \( \text{GOVEXP}_t^- \) coefficient is not. This suggests short run asymmetry between government spending and real GDP growth and is consistent with the OLS volatility results for government spending. Moreover, a 10% increase in monetary expansion leads to a 3 percentage points decline in real GDP growth and is statistically significant at the 1% level. In comparison, a 10% increase in monetary expansion with a lag of 3 years, leads to a decline in real GDP growth of 5.1 percentage points in the short run, when all other factors remain the same, and is statistically significant at the 1% level. However, this result is consistent with the OLS result, except model 2, even though the coefficients on monetary expansion are not statistically significant.

On the other hand, a 1 year lagged 10% increase in CR, leads to a 2.1 percentage point decline in real GDP growth and is statistically significant at the 1% level. This result is not expected a priori. In addition, a 10 increase in TO, which measures the relationship between the volatility of government spending and the real GDP growth variable, causes real GDP growth to decline by 0.94 percentage points and the coefficient is not statistically significant, while the increase in the coefficient of trade openness lagged by one, two, three, and 4 years causes real GDP growth to increase by between 22 and 81 percentage points and is statistically significant at the 1% level. This result is consistent with the OLS estimation results and in line with the findings of Andrews and Rees (2009). The magnitude of this variable, TO, is negative, suggesting that an increase in trade openness leads to a decrease in real GDP growth and could be due to low financial development. Accordingly, a long-run negative sign is expected in a small open economy, that is vulnerable to changes in the international economic environment and low financial development. In contrast, financial development, represented by credit to the private sector, has a positive sign in the long run and is statistically significant at the 1% level. A 10% increase in domestic credit to the private sector causes real GDP growth to increase by 0.98 percentage points. This result is consistent with the OLS results here, and Leibrecht and Scharler (2012), where tighter credit constraints have a stabilizing effect on the economy. On the other hand, the increase in financial deepening reduces the volatility of economic growth (Rodrigues da Silva et al., 2018). The error correction term, \( \text{ECT}_{t-1} \), (Table 4) had the correct sign and was (-4.06) with probability .0000 and was significant at the 1% level. However, the rate of convergence from the short run to the long run is 406% per year. In other words, about 100% of the unit deviation from the long-run equilibrium between GROWTH, CR, MS1, GOVEXP, and TO, is corrected at a rate of 406% per year. The high speed of convergence from the short to the long-run equilibrium is justified by the volatility of oil prices, government revenues, and thus government expenditures for different sectors of the economy.
To sum up, (Table 5) shows that the long run coefficient of \( GOVEXP_t^+ \) has the correct sign and is significant at the 1% level, while the long coefficient of \( GOVEXP_t^- \) has the opposite sign and is statistically significant at the 1% level. This result suggests that there is a long run asymmetry between government spending and real GDP growth. The overall results support the existence of an asymmetry between government spending and real GDP growth in the short and long run.

On the other hand, the long run results in Table 5, show that a 10% increase in government spending leads to a 0.60 percentage point increase in real growth and is statistically significant at the 1% level. While a 10% decrease in government spending leads to a 1.6% increase in real growth and is significant at the 1% level. Although government spending has a positive and significant impact, the reduction in government spending has the opposite sign, indicating an asymmetric relationship. This shows an asymmetric impact of government spending on real economic growth in the long run.

Importantly, the nonlinear ARDL bounds test (Table 6), confirms the long-run relationship between the variables. Thus, the null hypothesis that there is no long-run relationship between the variables \( GROWTH_t, CR_t, GOVEXP_t^+, GOVEXP_t^-, MS1_t, \) and \( TO_t \) is rejected. In addition, the bounds test shows that the \( F \)-statistic = 31.36 is greater than the upper bound test value 4.15 at a significance level of 1%. The variables are cointegrated and show a long-run relationship. Similarly, Tables 5 and 6 and the WALD test confirm the long run asymmetric relationships between government spending and real GDP growth (see Figure 2). It also shows

### Table 4. Nonlinear Estimation Results With Dependent Variable \( GROWTH_t \)

| Variables          | Coefficient | SE     | t-Statistic | p-Value |
|--------------------|-------------|--------|-------------|---------|
| \( D(GROWTH_t(-1)) \) | 2.084943    | 0.166087 | 12.55331    | .0000*  |
| \( D(GROWTH_t(-2)) \) | 1.379301    | 0.127021 | 10.85881    | .0000*  |
| \( D(GROWTH_t(-3)) \) | 0.688070    | 0.083678 | 8.222845    | .0000*  |
| \( D(GOVEXP,(POS)) \) | 9.762304    | 2.756563 | 3.541477    | .0041*  |
| \( D(GOVEXP,(-1) (POS)) \) | -38.02486   | 5.520901 | -6.887438   | .0000*  |
| \( D(GOVEXP,(-2) (POS)) \) | -35.13606   | 5.261514 | -6.677936   | .0000*  |
| \( D(GOVEXP,(-3) (POS)) \) | -8.353545   | 3.637292 | -2.296638   | .0404** |
| \( D(GOVEXP,(NEG)) \) | 3.482928    | 6.946971 | 0.501359    | .6252   |
| \( D(GOVEXP,(-1) (NEG)) \) | -37.69220   | 7.609869 | -4.953069   | .0003*  |
| \( D(GOVEXP,(-2) (NEG)) \) | 7.654314    | 5.325167 | 1.437385    | .1762   |
| \( D(MS1) \) | -29.82531   | 6.245300 | -4.775641   | .0005*  |
| \( D(MS1,(-1)) \) | -6.958940   | 7.137591 | -0.974970   | .3488   |
| \( D(MS1,(-2)) \) | -18.42208   | 6.792562 | -2.712096   | .0189** |
| \( D(MS1,(-3)) \) | -50.65639   | 6.756665 | -7.497247   | .0000*  |
| \( D(MS1,(-4)) \) | -41.21076   | 6.757332 | -6.098673   | .0001*  |
| \( D(CR) \) | -6.049889   | 4.777295 | -1.266384   | .2294   |
| \( D(CR,(-1)) \) | -21.06232   | 4.547423 | -4.631704   | .0006*  |
| \( D(CR,(-2)) \) | -5.930519   | 4.771177 | -1.242989   | .2376   |
| \( D(CR,(-3)) \) | -20.19549   | 3.679330 | -5.488904   | .0001*  |
| \( D(CR,(-4)) \) | -31.13739   | 3.794730 | -8.205429   | .0000*  |
| \( D(T0) \) | -9.480741   | 35.20889 | -0.269271   | .7923   |
| \( D(T0,(-1)) \) | 814.3415    | 67.18139 | 12.12153    | .0000*  |
| \( D(T0,(-2)) \) | 700.6525    | 73.13916 | 9.579719    | .0000*  |
| \( D(T0,(-3)) \) | 519.7949    | 58.63742 | 8.864559    | .0000*  |
| \( D(T0,(-4)) \) | 226.8339    | 43.95784 | 5.160261    | .0002*  |
| \( Cointegrated equation (-1) \) | -4.063380   | 0.223930 | -18.14576   | .0000*  |

\( R^2 \) | .9664
\( D-W \) | 1.986927

* indicates statistical significance at the 1% level. ** indicates statistical significance at the 1% level. *** indicates statistical significance at the 1%, 5%, and 10% level, respectively.

### Table 5. Long Run Nonlinear ARDL Estimates With Dependent Variable Real \( GROWTH_t \)

| Variables          | Coefficient | SE     | t-Statistic | p-Value |
|--------------------|-------------|--------|-------------|---------|
| \( GOVEXP_t^+ \) | 5.965168    | 1.854084 | 3.217313    | .0074*  |
| \( GOVEXP_t^- \) | 15.67947    | 1.914870 | 8.188266    | .0000*  |
| \( CR_t \) | 9.827855    | 2.285408 | 4.300264    | .0010*  |
| \( MS1_t \) | -1.675599   | 1.199689 | -1.396695   | .1878   |
| \( TO_t \) | -154.0140   | 32.92330 | -4.677963   | .0005*  |
| \( C \) | 87.48560    | 21.62932 | 4.044768    | .0016*  |

* indicates statistical significance at the 1% level.
that the variables in the model have a significant impact on long run real growth.

It is equally important to compare the OLS and nonlinear ARDL results. Table 7 shows that a 10% increase in the standard deviation of the volatility of government spending over the business cycle leads to a reduction in growth rate of real GDP by −0.475 to −1.348 percentage points. Conversely, the nonlinear ARDL model shows that the long-run impact of a 10% increase in government spending increases real growth by 0.60 percentage points, while a decrease in government spending leads to an increase in real GDP growth by 1.60 percentage points. This study confirms that the volatility of monetary expansion has a positive impact on real GDP growth. In the case of the trade openness TO, the results have a negative impact on real GDP growth in the long run.

Diagnostic Tests

To ensure that the results were reliable, the nonlinear ARDL model was subjected to diagnostic tests. It passed the Breusch–Godfrey tests for serial correlation and heteroskedasticity. Table 8 shows the F-values for serial correlation (LM) and heteroskedasticity. The values were .9885 and .8181, respectively, and were significant at the 5% level of significance. The plots of CUSUM and CUSUMQ are shown in Figure 3. The model was stable and within the critical 5% lines.

The Impulse Response Function

Interestingly, a look at Figure 4, shows that the response to one standard deviation of government spending volatility over the business cycle leads to a decline in real GDP growth. It started negative and reached its lowest value between 5 and 7 years. Thereafter, it increased slightly but remained negative until the tenth year. Similarly, 1 SD of volatility in private sector credit led to a decline in real growth until about year seven, after which it began to turn positive and remained so until the end of the period. Similarly, a standard deviation of trade openness volatility had a negative impact on real GDP growth and remained so until the end of the period. Moreover, a standard deviation of monetary policy volatility had a positive impact on real GDP growth until the sixth year. This was followed by 2 years of negative volatility, which had a positive effect on real economic growth in the last 2 years.

Conclusion and Policy Implications

The objective of this study was to analyze and estimate the impact of government spending volatility on economic growth in an oil-based economy covering the period 1970 to 2018. The study used HP filtering with the OLS approach. The nonlinear ARDL and the bounds Test were also applied. The aim was to gain a better understanding of the effect of government spending on real GDP growth in Saudi Arabia. Almost all existing studies ignore the effect of government spending volatility on real economic growth in oil producing countries, arguing that standard growth models do not
Table 8. Nonlinear ARDL Serial Correlation and Heteroskedasticity Tests.

| Test                                      | F-statistics | Prob. | Prob. Chi-square |
|-------------------------------------------|--------------|-------|-----------------|
| Breusch-Godfrey serial correlation LM Test | 0.011542     | 0.9885|                 |
| Observed $\times R^2$                     | 0.101337     | 0.9506|                 |
| Heteroskedasticity Test: Breusch-Pagan-Godfrey null hypothesis | 0.672456     | 0.8181|                 |

Figure 3. NARDL recursive residuals CUSUM and CUSUM of residuals square.

Figure 4. Response to Cholesky one standard innovations.

account for measured GDP in these economies. Their results on government spending volatility negate economic growth. This study contributes to the existing literature by applying the HP and the nonlinear ARDL approach to test the effect of government spending volatility on real GDP growth in an oil producing economy using different statistical methods. The volatility of government spending has a negative sign and is statistically significant. Equally important, a positive change in credit causes a huge increase in real growth. Moreover, a positive change in TO causes a decline in real GDP growth. Accordingly, the magnitude of trade openness is negative in
the long run, reducing real GDP growth by 15% percent. The huge impact of TO in the long run can be seen in the large changes in the price of oil in the world oil market.

The ECM_{t−1} is negative and statistically significant with a value of −4.06%. The convergence from the short to the long run is 406% per year. The high adjustment process is justified by the fact that government expenditures depend mainly on oil revenues, which are affected by the large fluctuations in oil prices. The nonlinear ARDL tests, tend to support the existence of a short run and long run asymmetry between government spending and real GDP growth.

The results of the statistical tests show a consensus on the negative impact of government spending volatility on real GDP growth, which is consistent with the studies of Furceri (2007), Afonso and Jalles (2012), Iheanacho (2016), and Raju and Acharya (2020). However, there are slight differences in the impacts of the other parameters on real GDP growth. The long-run results tend to support the findings of the short-run statistical approaches. On the other hand, the IRF shows that the response of real GDP growth to government spending volatility is negative, ranging from −0.475 to −1.348 over a 10-year period. The negative association between macroeconomic volatility and real economic growth is not unique to developed countries. Therefore, less developed and oil-based countries may also be affected by such negative effects.

The study’s findings are of great importance to policymakers, researchers, and anyone interested in fiscal policy in general. For the government to implement its Vision 2030, it needs stable government revenues and thus spending. The continued instability of resources for sustained economic growth is hampering efforts to achieve higher economic goals. Policymakers should be aware that spending volatility hurts future economic prospects. Wise and rational decisions must be made to drive economic progress. Developing a local tax system and stronger stabilizing instruments will counteract the volatility of government spending. The Norwegian experience in this matter is largely commendable. The limited time series data for some of the variables that could be included, such as human capital, population growth over a long period, and segregated capital formation, forced us to neglect them. Future extensions of this model to account for symmetric and asymmetric oil price shocks are of interest. The future extensions are also applicable to the Gulf countries since they share the same economic and social environment.
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