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4-Hydroxytamoxifen (4-OHT), the most common hormone used for the treatment of breast cancer, is a selective estrogen receptor modulator (SERM) inhibitor that acts as an antagonist in breast tissue and a partial agonist in the endometrium. However, the detailed molecular mechanism of 4-OHT structure modification has not been well investigated to date. Herein, molecular docking, molecular dynamics simulations and free energy calculations were performed to explore the mechanisms of the molecular interactions between newly designed benzophenone imines (BIs) and the three forms apo, antagonist and agonist of the human estrogen receptor hERα. The proposed inhibitors were designed by replacing the triarylethylene estrogenic scaffold found in 4-OHT with Schiff base triarylimine derivatives. The antiestrogen scaffold i.e. the O-alkyl side chain in 4-OHT was developed by incorporating an alanine amino acid side chain functionality into the triarylimine scaffold. Docking results reveal that the newly designed BIs bind to the hydrophobic open pocket of the apo and antagonist hERα conformations with higher affinity as compared to the natural and synthetic estrogen estradiol (E2) and 4-OHT. The analysis of the molecular dynamics simulation results based on six different systems of the best docked BI (5c) with hERα receptors demonstrates stable interactions, and the complex undergoes fewer conformational fluctuations in the open apo/antagonist hERα receptors as compared to the case of the closed agonist. In addition, the calculated binding free energies indicate that the main factor that contributes to the stabilization of the receptor–inhibitor complexes is hydrophobic interactions. This study suggests that the development of these Schiff base derivatives may be worth exploring for the preparation of new 4-OHT analogues.

Introduction

Breast cancer is the most common cancer among women worldwide and in the Asia-Pacific region, accounting for 18% of all cancer cases in 2012. Although the incidence rates of breast cancer remain significantly higher in New Zealand and Australia, in recent years, a rapid increase in the cases of breast cancer has been observed in several Asian countries, particularly Malaysia and Thailand.1 The incidence and mortality estimates for Malaysia in 2012 alone were 5410 and 2572 cases, respectively.1,2 The human estrogen receptor hERα protein, which is located on the surface of tumors, can bind to estrogen (17β-estradiol, E2) and enhance the growth and spreading of cancer cells;3 moreover, the estrogen hormone has been identified as a key stimulant in the development of hERα-positive breast cancer, which constitutes around 70–80% of all breast cancers.4,5 Breast cancer involves the generation of tumors through estrogen signalling after the binding of estrogen to the hERα receptors; this activates hormone-responsive genes that promote DNA synthesis and cell reproduction;6 the estrogen receptor is a nuclear receptor, and these receptors have common structural functions, referred to as domains, including the N-terminal (A/B) domain, the DNA binding domain (C), the hinge domain (D) and the ligand binding domain (LBD, E/F) or the C-terminal domain. The activation function 2 (AF-2) in the ligand binding domain has a ligand-dependent transcriptional factor.7,8 A common treatment of hormone-sensitive breast cancer in the early stage is surgery to remove the tumour, radiotherapy and hormone therapy.9 The hormone therapy can be used to remove or block the action of hormones such as estrogen, which has been recognised as a key molecular driver in breast cancers.9,10 In the ligand–receptor pathway, the binding of E2 to hERα induces a dynamic conformational change that leads to hERα dimerization and association with co-regulatory proteins with the subsequent transcriptional
activation of estrogen-responsive genes. Selective estrogen receptor modulators (SERMs), such as the benzothiophene derivative 4-hydroxy tamoxifen (4-OHT), act as competitive blockers of the estrogen-hERz binding and have been successfully used in the treatment of hERz-positive breast cancer. When the ligands bind to hERz, many changes occur, particularly in the position of helix12 (H12) at the ligand binding site, and these changes differ when different ligands bind to the receptor. Moreover, the transcriptional activity differs when different ligands bind to hERz. Upon the binding of E2 to the hERz ligand binding domain, estradiol rests in a binding cavity within the hydrophobic core of the LBD formed by the helices H3, H6, H8, H11 and H12. The substrate forms a series of specific hydrogen bonds via the two hydroxyl groups. The phenolic hydroxyl group from the A ring forms direct hydrogen bonds with the carboxylate of a glutamic acid residue in H3 (Glu353) and the arginine residue in H6 (Arg394). On the other hand, the 17β-hydroxyl group in the D ring forms a hydrogen bond with a single histidine residue in H11 (His524) (see Fig. 1). The hydrophobic core of E2 also plays a role in the binding of E2 with the hydrophobic residues of the ER-LBD, which forms close contacts with the alanine and phenylalanine amino acid residues that bind the ligand.

The result of the hydrophobic and polar binding modes of E2 is the folding of H12 across H3 and H11, leading to the agonist conformation and thus enhancing gene transcription. When agonists, such as estradiol, bind to ER (see Fig. 2a), the ligand is trapped within a hydrophobic binding cavity formed by the helices H3 (blue), H6 (grey) and H11 (green). This allows the inner hydrophobic surface of H12 (red) to fold across H3 and H11 and cap the entrance of the cavity. Conversely, antagonists, such as the synthetic antiestrogen 4-OHT, have polar or bulky steric side-chains and occupy the same binding cavity as agonists; however, they force H12 to move towards the open binding site. This allows H12 (red) to overlap with the H3 (blue) and H5 (orange) regions (see Fig. 2b) and occupy the surface where the co-activator protein should bind.

The extended apo conformation of the NR LBDs was first described in retinoic X receptor-α (RXRα), where H12 was extended away from the surface of the ligand binding core and did not have any hydrophobic interactions with the LBD. Similarly, the apo-form of the human estrogen receptor hERz PDB ID: 1A52 (see Fig. 2c) employs this type of extended conformation, where H12 interacts with the other monomer of the dimer binding site. Moreover, H11 and H12 in two neighboring monomers bond via disulphide bonds. Therefore, H12 in the first monomer interacts with the binding site of the second monomer to result in these cross-monomer interactions.

SERMs, such as 4-OHT, can deactivate the estrogen signaling pathway via competitive binding to the ER, causing a conformational change in the subsequently formed ER dimer. This involves the shifting of H12 to an adjacent coactivator site (AF-2), thus blocking the binding of the co-activator; this significantly reduces the level of estrogen-regulated gene transcription.

**Antiestrogens**

4-OHT has been used as a front-line endocrine therapy for breast cancer in pre-menopausal and post-menopausal women for the last 40 years. Moreover, it is used in the treatment of male breast cancer. At the hERz binding site, 4-OHT occupies the same hydrophobic binding pocket as E2, involving the helices H3, H6, H8 and H11 (see Fig. 3). Similar to the A-ring of E2, the phenolic hydroxyl group of 4-OHT interacts with Glu353 and Arg394. The dimethylaminoethoxy group, which is the side-chain of 4-OHT, lies in a narrow channel between H3 and...
H11, and the tertiary amine of the chain is placed near an amino acid residue, Asp351. These strong interactions prevent the hydrophobic inner surface of H12 from entering the region and folding over the binding pocket, thereby disrupting the coactivator surface and forcing the H12 orientation towards an open/antagonist conformation. For this reason, the majority of SERMs possess an alkylaminoethoxy side-chain that contributes to the blocking of the transcription of estrogen-dependent genes in breast tissue.

The interactions of the side-chain terminal in 4-OHT with the Asp351 amino acid residue in the LBD differ from those in other SERMs, such as the raloxifene side-chain, as the alkylaminoethoxy side-chain is significantly stronger in raloxifene compared to that in 4-OHT. The side-chain adopts a position much closer to the Asp351 residue, with a distance of 2.7 Å (as compared to 3.8 Å in other SERMs) and this contributes to the improved shielding of Asp351 from H12 binding and an increased antagonistic effect.

The effects of side-chain and Asp351 amino acid interactions on the enhanced antagonistic properties were further demonstrated by amino acid substitution experiments.

The mutation of Asp351 to glutamate results in an increased distance between the piperidine nitrogen and the protein residue, which subsequently results in an increase in the agonist effect.

On the other hand, SERMs, such as 4-OHT and raloxifene, share the same estrogenic framework binding mode in hERα and act as antagonists in some tissues, whereas they show agonist properties in others, as presented in Table 1. Fulvestrant is a selective estrogen receptor down-regulator (SERD), a type of inhibitor with a bulky hydrophobic alkyl-sulfonil side chain that binds to hERα and causes protein degradation. It is used to treat estrogen receptor-sensitive breast cancer, along with older classes of drugs and aromatase inhibitors. Fulvestrant has been found to alter the antagonistic behaviour of full antiestrogen as compared to the previously described SERMs. Fulvestrant causes the complete disruption of the AF2 domain and deactivation of the AF1 domain; moreover, it does not demonstrate agonistic behaviour in any tissue as compared to other SERMs (see Table 1).

Although 4-OHT is a front-line treatment for breast cancer, resistance and increased risk of endometrial and uterus cancers are important clinical problems that have been associated with 4-OHT. Therefore, novel small molecule inhibitors with the ability to overcome antiestrogen resistance while limiting the adverse side effects are valuable pharmaceutical targets. This study describes new approaches to obtain these inhibitors through the incorporation of imine derivatives with alanine side chain functionalities into the antiestrogen scaffolds to generate analogues of 4-OHT. In this study, novel benzophenone imines (BIs) were designed by replacing the triarylethenyl estrogenic scaffold found in 4-OHT with Schiff base triarylimine derivatives. On the other hand, the antiestrogenic tail O-alkyl side chain in 4-OHT was replaced by incorporating the alanine amino acid side chain functionality into the triarylimine scaffolds.

Recently, bisphenols, cyclic amides, diphenylamines, and Schiff bases have been studied as estrogen receptor ligands. Schiff bases were first designed as selective ligands for the estrogen receptors α and β, where they behaved as ERα agonists and ERβ antagonists. However, the development of Schiff bases as hERα antagonists through the incorporation of side chains to mimic the 4-OHT backbone has never been reported. The presence of alkyl chains of varying lengths in tamoxifen and various SERMs has been shown to increase the activity of Schiff bases as selective estrogen receptor down-regulators (SERDs), leading to enhanced antagonist effects in MCF-7 cells and anti-breast cancer activity.

In this article, we report the binding interactions of newly designed Schiff bases with hERα using molecular docking and molecular dynamics simulations. In addition, we explored the stability and structural changes of the newly designed ligands following their complexation with three hERα forms, i.e. agonist, antagonist and apo conformations, to provide new information that might be useful in the development of new inhibitors with improved anti-estrogenic properties to treat breast cancer.

Table 1: estrogen behavior of various ligands in different tissues based on preclinical studies.

| Compound | Uterus | Bone | Cholesterol |
|----------|-------|------|-------------|
| Estradiol | Agonist | Agonist | Agonist |
| Tamoxifen | Partial agonist | Agonist | Agonist |
| Raloxifene | Antagonist | Agonist | Agonist |
| Fulvestrant | Antagonist | Antagonist | Antagonist |

Methods

Strategies for the design of new benzophenone imines

The development of new BI hybrids with strong affinity for hERα could be achieved using core scaffolds that mimicked the binding interactions of known antiestrogens. In this study, the non-steroidal SERM triphenylethylene backbone of 4-OHT was chosen as a suitable scaffold due to its high affinity for hERα. The triarylethenyl framework in tamoxifen, ospemifene, toremifene and many SERMs forms a backbone, which is responsible for mimicking the effect of natural estrogen, that can bind to the...
hER as an agonist or antagonist.\textsuperscript{39} The triethylene framework acts as an estrogen agonist, and the two alkyl chains attached to this framework are responsible for its antagonist behavior.\textsuperscript{39,40} Based on these observations, the contributions of polar imine functional groups in the presence of an alanine amino acid side chain (see Fig. 4) towards the anti-breast cancer activities of the novel triarylimines were examined.

Molecular preparations of the hER\textsubscript{2} structures and ligands

The X-ray crystal structures of apo, agonist and antagonist human estrogen receptor (hER\textsubscript{2}), PDB ID: 1A52, 1G50 and 3ERT were retrieved from the Protein Data Bank (http://www.rcsb.org). In the protein preparation step, all the water molecules were removed except for those involved in the stabilization of the protein–ligand complex. The ligands, \textit{i.e.} 17β-estradiol (E2) bound to apo 1A52, 4-OHT bound to the antagonist 3ERT and E2 bound to agonist 1G50, were removed from the crystal structures of the host molecules. Prior to conducting the docking calculations using Autodock 4.2.6, hydrogen atoms were added to the protein structures, and the missing residues of the proteins were fixed. Then, the hydrogen bonds were optimized to relax the strains using the AMBER FF99SB-ILDN force field\textsuperscript{41} program with the steepest descent approach. The 3-D structures of the ligands were built using the Gaussview program,\textsuperscript{42} and the energy minimizations for the ligands were performed using the semiempirical PM3 method\textsuperscript{43} available in Gaussian 2009.\textsuperscript{44} In the second docking protocol, the preparation of proteins was carried out using the protein preparation utilities of Discovery Studio Client 16.1.0. Similarly, all water molecules were removed except for those involved in the stabilization of the protein–ligand complex. Hydrogen atoms were added to the protein structure to obtain the correct ionization and tautomeric states. The active site was selected around the co-crystal ligand within the protein structure using the Make Receptor 3.3.0 tool in OpenEye Suite.\textsuperscript{45} In the ligand preparation step, the structures of all nine benzophenone imine derivatives were generated using ChemDraw Professional v15, and energy minimizations of the compounds were carried out using the ligand preparation utilities available in Discovery Studio Client 16.1.0; moreover, the maximum conformers were generated using the OMEGA 2.5.1 tools of OpenEye Suite.\textsuperscript{46}

Molecular docking

The molecular docking calculations were performed using two approaches. The first approach uses a Lamarckian Genetic Algorithm available in Autodock 4.2.6.\textsuperscript{47,48} Docking simulations were applied for the three hER\textsubscript{2} conformations, \textit{i.e.} 17β-estradiol bound to the apo (1A52.pdb), 4-OHT bound to the antagonist (3ERT.pdb), and 17β-estradiol bound to the agonist (1G50.pdb) structure, to ensure reproducibility in predicting the binding sites, binding conformations and binding affinities. The receptors and the ligands were prepared using the Autodock Tools program. Gasteiger partial charges were computed for each molecule. Rotatable bonds were defined as free for the ligands and rigid for the receptors. The grid maps of the docking simulation for the apo system 1A52 protein were prepared using a grid box of 70 × 70 × 65 Å and centred on the x, y, and z coordinates (107.27, 13.94, and 96.38), respectively. For the antagonist system 3ERT protein, the grid maps were prepared using an 80 × 80 × 80 Å grid box along the axes (30.01, –1.90, and 24.46), respectively. Finally, for the agonist system, the 1G50 protein was centred on the coordinates 105.28, 15.09, and 23.94 with the grid box size of 70 × 70 × 65 Å, respectively. Grid spacings were set at 0.375 Å for all systems. In this study, each docked compound was derived from 100 independent docking runs that were set to terminate after a maximum of 25 × 10\textsuperscript{6} energy evaluations, a maximum number of 27 000 generations, and a mutation rate of 0.02; moreover, the population size was set to use 300 randomly placed individuals. A total of 100 independent docking runs were carried out for each docking system. For the second comparative docking approach, molecular docking calculations were performed using the utilities FRED and HYBRID within the OEDocking tool of OpenEye Suite.\textsuperscript{49} The docking protocol was validated by re-docking the crystal structures of E2 and 4-OHT present in the respective proteins and found to have the RMSD values lower than 2 Å. After the docking validation protocol, all nine benzophenone imines were docked into the active sites of the target proteins, and a minimum 10 poses were generated. After the completion of the docking calculations, the best poses of each compound were selected based on the lowest FRED Chimguass4 and HYBRID Chimguass4 scores. The best possible conformations were then selected and analysed using the LigPlot and Chimera (http://www.cgl.ucsf.edu/chimera) programs.\textsuperscript{50,51} The newly designed BI ligands including the
natural and synthetic substrates used in this study are shown in Fig. 5. The newly designed BIs were verified by the Lipinski’s rule of five (RO5, molecular weight less than 500, log \( P \) or coefficient partition between −5 and 5, less than five hydrogen bond donors and less than ten hydrogen bond acceptors), as presented in Table 2.

**Molecular dynamics simulations**

A 100 ns MD simulation was performed for each of the six models obtained from the best benzophenone imines BIs 5c with the three hER\(\zeta\) conformations apo 1A52, antagonist 3ERT and agonist 1G50, as shown in Table 3. All simulations were performed using the GROMACS 5.0.7 software package with the AMBER FF99SB-ILDN force field. The starting conformations of the protein–ligand were obtained from the lowest binding energy conformations via the docking study. The topology parameters of the hER\(\zeta\) conformations were created using the GROMACS program, whereas the topology of ligand 5c was generated using ACPYPE available in the AmbersTools package. The systems were solvated with the TIP3P water model in a cubic box with the spacing distance of 1.2 nm around the surface. To neutralize the systems, counter ions were added to balance the charge of the proteins. Then, the systems were minimized using the steepest descent method for 6000 steps, followed by the Berendsen thermostat equilibration run in the NVT (constant number of particles, volume and temperature) ensemble for 200 ps at 300 K. Then, the production runs were performed using the Parrinello–Rahman barostat in the NPT ensemble (constant number of particles, pressure and temperature) for 1 ns at 1 bar and 300 K. After the temperature and pressure adjustments, MD simulation runs were performed for the six different models for 100 ns each (see Table 3). The simulations were performed at 1 bar and 300 K without position restraints on the solute. The cutoffs for the Coulomb and van der Waals interactions were set to 12 Å and updated every 2 fs. The particle mesh Ewald (PME) method was used to correct the electrostatic interactions. The LINCS algorithm was used to constrain the bonds with hydrogen atoms. All simulations were computed with a time step of 2 fs, and the coordinates were obtained every 500 steps. Molecular graphics images were produced using VMD and PyMOL. The graphs were prepared using the xmgrace software (http://plasma-gate.weizmann.ac.il/Grace/). The results of the MD simulation trajectories were analysed using root mean square deviation (RMSD), root mean square fluctuation (RMSF), structure stability, transition path and hydrogen bond analysis.

**Free energy calculations**

Free energy calculations were performed using the molecular mechanics Poisson–Boltzmann surface area (MM-PBSA) method available in the GROMACS software package preparing the g_mmpbsa tool. In this study, the last 20 ns of all the simulations of the complexes were chosen as the equilibrium part of the trajectory for energy analysis. MM-PBSA was applied to predict the average binding free energies using a Python script, MmPbsaStat.py, available in the g_mmpbsa package. Moreover, two output files, summary_energy.dat and full_energy.dat, were obtained; summary_energy.dat contains the average and standard deviations of all energetic components including the binding energy, polar solvation energy, \( \Delta G_{\text{polar}} \), solvent-accessible surface area \( (\text{SASA}) \), \( \Delta G_{\text{nonpolar}} \), electrostatic interaction, \( \Delta E_{\text{elec}} \), and van der Waals interaction, \( E_{\text{vdw}} \), whereas full_energy.dat contains the values of the energetic terms as a function of time, which have been plotted using the xmgrace software. On the other hand, to calculate the average contribution of the residues to the binding energy, the Python script MmPbsaDecomp.py was

| Model no. | Initial conformation | Ligand |
|-----------|----------------------|--------|
| Ap        | Apo_1A52             | None   |
| ap_c      | Apo_1A52             | 5c     |
| An        | Antagonist_3ERT      | None   |
| an_c      | Antagonist_3ERT      | 5c     |
| Ag        | Agonist_1G50         | None   |
| ag_c      | Agonist_1G50         | 5c     |

**Table 2** Computed standard properties of 4-hydroxytamoxifen (4-OHT) and benzophenone imine (BI) derivatives based on the Lipinski’s rule of five.

| Ligand   | Molecular weight | H-Bond donors | H-Bond acceptors | log \( P \) |
|----------|------------------|---------------|------------------|------------|
| 4-OHT    | 387              | 1             | 3                | 4.28       |
| 1c       | 360              | 4             | 5                | 3.51       |
| 2c       | 378              | 4             | 5                | 3.65       |
| 3c       | 394              | 4             | 5                | 3.39       |
| 4c       | 374              | 4             | 5                | 3.82       |
| 5c       | 376              | 5             | 6                | 3.22       |
| 6c       | 344              | 3             | 4                | 3.81       |
| 7c       | 284              | 5             | 5                | 1.76       |
| 8c       | 360              | 1             | 4                | 4.50       |
| 9c       | 428              | 4             | 5                | 4.64       |
used, and the results, including the binding energy for each residue, were plotted using the energyMapln.dat file with the xmgrace software. Furthermore, the energy2hfac tool was used to visualize the energy contribution of each residue with its structure using the VMD program.

Results and discussion

Docking studies

Molecular docking of benzophenone imines (BIs) (1–9)c was studied with the three hERα forms i.e. apo, antagonist and agonist binding sites to compare the binding interactions and free binding energies of the benzophenone imine derivatives with those of the three receptors (see Table 4). It is interesting to observe that the binding affinities of BIs (1–6)c are higher than those of natural E2 and synthetic 4-OHT in the apo and antagonist models except for the diarylimine 7c and the O-alkyl chain scaffold 8c, which have lower binding affinities.

Table 4 shows that BIs (1–6)c, 4-OHT and E2 display single cluster docking conformations, which means that the ligands are docked in the same orientation. On the other hand, the diarylimine 7c and the O-alkyl chain scaffold 8c showed multiple cluster docking conformations (see Fig. 7). A comparison of the docked poses of 100 conformations of E2 at the apo hERα binding site with its original crystal structure is shown in Fig. 6a. It can be observed that E2 engages in hydrophobic interactions along with hydrogen bonding interactions with Arg394, Glu353 and His524. The docked pose of 4-OHT with apo hERα is shown in Fig. 6b.

It has been observed that the estrogenic scaffold in 4-OHT has the same binding mode as that of E2; moreover, the O-alkyl side chain in 4-OHT is responsible for the interaction

| Ligand | Autodock Cluster | Binding energy, ΔG | Calculated | Binding energy, ΔG | Binding energy, ΔG |
|--------|------------------|-------------------|------------|-------------------|-------------------|
|        |                  |                   |            |                   |                   |
| Apo hERα-ligand |                  |                   |            |                   |                   |
| E2     | 100              | −9.67             | 81.36      | −16.53            | −16.83            |
| 4-OHT  | 100              | −10.30            | 28.06      | −15.24            | −14.37            |
| 1c     | 100              | −11.67            | 2.81       | −18.52            | −10.34            |
| 2c     | 100              | −11.68            | 2.73       | −12.32            | −10.43            |
| 3c     | 100              | −11.30            | 5.22       | −12.32            | −13.84            |
| 4c     | 100              | −11.59            | 3.21       | −17.32            | −10.06            |
| 5c     | 100              | −11.89            | 1.91       | −18.16            | −15.14            |
| 6c     | 100              | −11.28            | 5.43       | −16.46            | −10.04            |
| 7c     | 92               | −9.39             | 131.2      | −12.80            | −10.72            |
| 8c     | 96               | −11.18            | 5.16       | −16.13            | −10.36            |
| 9c     | —                | —                 | —          | −14.81            | −12.70            |
| Antagonist hERα-ligand |                  |                   |            |                   |                   |
| E2     | 100              | −10.23            | 27.86      | −14.69            | −14.95            |
| 4-OHT  | 100              | −10.84            | 11.40      | −18.02            | −17.72            |
| 1c     | 100              | −10.29            | 28.84      | −16.92            | −15.78            |
| 2c     | 100              | −10.30            | 28.06      | −13.03            | −9.67             |
| 3c     | 100              | −10.64            | 15.77      | −16.74            | −16.18            |
| 4c     | 100              | −10.85            | 11.14      | −16.58            | −16.49            |
| 5c     | 100              | −10.92            | 9.95       | −17.91            | −17.32            |
| 6c     | 100              | −9.81             | 63.99      | −15.18            | −13.75            |
| 7c     | 92               | −7.86             | 1730       | −12.92            | −12.12            |
| 8c     | 82               | −9.99             | 47.96      | −17.60            | −17.48            |
| 9c     | —                | —                 | —          | −16.40            | −14.44            |
| Agonist hERα-ligand |                  |                   |            |                   |                   |
| E2     | 100              | −10.81            | 12.00      | −18.31            | −18.31            |
| 4-OHT  | 48               | −7.31             | 4350       | −8.95             | −8.71             |
| 1c     | 13               | −6.35             | 22 180     | −10.63            | −9.82             |
| 2c     | 6                | −5.52             | 90 310     | −8.75             | −8.87             |
| 3c     | 37               | −5.03             | 207 180    | −9.03             | −9.18             |
| 4c     | 47               | −5.14             | 170 180    | −9.44             | −9.19             |
| 5c     | 19               | −5.00             | 217 020    | −9.57             | −9.59             |
| 6c     | 18               | −6.43             | 19 210     | −12.28            | −9.91             |
| 7c     | 11               | −7.40             | 3770       | −14.01            | −11.62            |
| 8c     | 13               | −8.12             | 1120       | −10.55            | −9.33             |
| 9c     | —                | —                 | —          | −7.88             | −7.77             |
with Asp351, which is responsible for the antiestrogen properties. For the newly designed Schiff bases, the hydroxyl groups in all BI derivatives except 6c form hydrogen bonding interactions with the Glu353 and/or Arg394 amino acid residues, thus mimicking the binding modes of E2 and 4-OHT. Moreover, the hydroxyl group in the imine aromatic ring forms a hydrogen bond with His524 at the other site of the LBD. On the other hand, the carboxylic acid groups in the 1–7c side chains, along with the N-alkyl side chain in 8c, form hydrogen bonds with Asp351. The best docked conformer, 5c, formed a hydrogen bond with Asp351 that was shorter (2.13 Å) than the bond observed in 4-OHT (3.29 Å, see Fig. 6c); this indicated that the BI derivatives might form stronger hydrogen bonds with Asp351 and decrease the agonistic activity.

This means that triarylimines in the 1–9c framework along with triarylethylene in 4-OHT act as agonists mimicking the effect of the natural estrogen E2, which can bind to ER as an agonist or antagonist. On the other hand, the two side chains, alanine in 1–7c and the O-alkyl chain in 8c, attached to triarylimine along with the O-alkyl side chain in 4-OHT are responsible for its antagonist behaviour. In addition, the docking studies of the BI derivatives revealed that polar (Glu353, Arg394, His524, Asp351 and Lys529), aromatic (Trp383 and Phe404) and non-polar (Leu346, Leu349, Leu384, Leu391, Leu525, Met388, Ala350, Thr347, Trp383, Phe404 and Gly521) amino acid residues played important roles in the stabilization of the hERz–BI complexes, as presented in Table 5. Interestingly, the docking poses for BIs 1–6c display a single mode interaction with the antagonist hERz-LBD, as shown in Fig. 7b, which confirms the selectivity of the apo hERz–1–6c clusters. This can be attributed to fact that the newly designed triarylimines with alanine side chains display significant structural fitting to the apo and antagonist binding sites, thus mimicking the effects of the triarylethylene and O-alkyl side chain frameworks in 4-OHT.

The docking results of the antagonist model show that the binding free energies of BIs 1–6c to antagonist hERz are in the same range as that of 4-OHT, −10.84 kcal mol⁻¹, whereas 5c has the lowest binding free energy of −10.92 kcal mol⁻¹. The antagonist hERz–7c shows a higher binding energy of −7.86 kcal mol⁻¹, and this is in agreement with the apo hERz–7c complex, which also shows the highest binding energy of −9.39 kcal mol⁻¹ but with multiple clusters.

The results were also compared with those of other docking protocols, i.e. FRED and HYBRID Chemgauss4, and the results are tabulated in Table 4. Generally, the results obtained from the three different docking protocols showed different trends for the binding affinities of all the investigated ligands. However, the three docking protocols agree that the antagonist hERz–5c has highest binding affinities. FRED performs a systematic and non-stochastic examination of all possible protein–ligand poses and filters for shape complementarity and chemical feature alignment before selecting and optimizing the poses using the Chemgauss4 scoring function. The HYBRID program, on the other hand, uses the information present in both the structure of the protein and the bound ligand to enhance the docking performance. The results are also consistent with the calculated binding energies obtained using Autodock, which show that the binding affinities of the apo and antagonist hERz complexes are stronger than that of the agonist complex.

It has been observed that 4-OHT is engaged in hydrogen bonding interactions with the Glu353, Arg394 and Asp351 amino acid residues (see Fig. 8a), whereas 5c, which has two hydroxyl groups, forms four hydrogen bonds with Glu353, Arg394, His524 and Asp351, as shown in Fig. 8b. Previously, Celik and his co-workers highlighted the importance of hydrogen bond formation with the Glu353 and Arg394 amino acid residues in their docking study on E2 and 4-OHT. It was observed that BIs formed hydrophobic contacts mainly with leucines (Leu346, Leu384, Leu387, Leu391 and Leu525) and methionines (Met343, Met388 and Met421). Other amino acid residues, such as Thr347, Ala350, Trp383, Gly521 and Phe404, also form hydrophobic contacts with 5c, as shown in Table 5. The ligand forms four hydrogen bonds with Glu353, Arg394, His524 and Asp351. In both the apo and the antagonist models, 5c and 7c reveal the lowest hydrophobic interactions due to the hydrophilic nature of 5c, whereas the small diaryl ligand 7c contributes to fewer interactions with amino acid residues at the binding site. On the other hand, 4c has the highest hydrophobic interactions due to the hydrophobic methyl group in the imine aryl ring.

Furthermore, the side chain tails in the BIs 1–7c ligands are highly flexible, as noted from the docking poses with the
antagonist hERα-LBD as compared to the case of the apo system, as shown in Fig. 7. The NH₂ groups in the side chains of BIs 1–7c form hydrogen bonds with the Asp351 amino acid residue in both the apo and the antagonist systems. Moreover, the carboxylic acid group (COOH) forms a hydrogen bond with the Lys529 amino acid residue in the apo system only. This is due to the difference in the Lys529 amino acid positions in the apo and antagonist systems. Lys529 is located at the end of H11 in the apo system and faces the binding site. However, Lys529 in the antagonist system points out of the binding pocket, thus preventing the formation of hydrogen bonds with the COOH group in the BI ligands. The agonist hERα forms stable complexes with small ligands such as E2, and this allows H12 to cover the binding site and restricts the movement of the ligand. The natural and synthetic substrates E2 and 4-OHT were redocked to the hERα agonist binding site to compare the interaction energies and cluster distributions in the close LBD towards the bulky BI SERMs-like ligands, and the results are

Fig. 7 Superimpositions of 100 conformations for BIs 1–6c docked in the same orientation in (a) apo hERα–BIs and (b) antagonist hERα–BIs. 6c and 7c show multiple cluster docking conformations in both the apo and the antagonist models. Important amino acid residues are highlighted.
By comparing the binding energies between \(E_2\), 4-OHT and the BIs, we have found that \(E_2\) forms single clusters in the LBDs of all three hER\(\alpha\) forms (see Fig. 9a). Moreover, both 4-OHT and BIs exist in multiple clusters in the agonist form and generally have higher binding energies as compared to \(E_2\). In addition, the interactions of the BIs and 4-OHT in the hER\(\alpha\) binding pocket involve hydrophobic interactions with the helices H3 (blue), H6 (grey) and H11 (green) (see Fig. 9b). On the other hand, the synthetic antagonist 4-OHT and the newly designed BIs interact with the open/apo and open/antagonist hER\(\alpha\) with higher binding affinities. This suggests that the binding poses of the newly designed BIs adopt 4-OHT-like modes in the binding pocket of the antagonist hER\(\alpha\).

**Molecular dynamics studies**

The flexibility of the hER\(\alpha\) binding site is an important factor to investigate the conformational changes of the apo, antagonist and agonist forms of hER\(\alpha\) upon its binding with BIs. Molecular dynamics (MD) simulations have provided insights into the dynamic fluctuations of the hER\(\alpha\) apo, antagonist and agonist forms upon binding with natural \(E_2\) or synthetic 4-OHT.\(^{62-65}\)

| Ligand | Apo hER\(\alpha\)-ligand | Antagonist hER\(\alpha\)-ligand |
|--------|--------------------------|-------------------------------|
| \(E_2\) | Phe404, Met388, Ile424, Gly521, Leu384, Leu387, Leu391, Leu428, Leu525 | Leu346, Leu384, Leu387, Leu391, Leu525, Met343, Met421, Thr347, Ala350, Trp383, Gly521, Phe404 |
| 1c     | Leu346, Leu384, Leu387, Leu391, Leu525, Trp383, Gly521, Met388, Met421, Ala350, Thr347, His524 | Leu346, Leu384, Leu387, Leu391, Leu525, Met343, Met421, Thr347, Ala350, Trp383, Gly521 |
| 2c     | Leu346, Leu384, Leu387, Leu391, Leu525, Trp383, Gly521, Met388, Met421, Ala350, Thr347, His524, Phe404 | Leu346, Leu384, Leu387, Leu391, Leu525, Met343, Met421, Thr347, Ala350, Trp383, Gly521 |
| 3c     | Leu346, Leu384, Leu387, Leu391, Leu525, Gly521, Met388, Met421, Ala350, Thr347, Phe404 | Leu346, Leu384, Leu387, Leu391, Leu525, Met343, Met421, Thr347, Ala350, Trp383, Gly521 |
| 4c     | Leu346, Leu384, Leu387, Leu525, Ile424, Met388, Met421, Ala350, Thr347, Trp383, Phe404, His524, Gly521 | Leu346, Leu384, Leu387, Leu525, Met343, Met421, Thr347, Ala350, Trp383, Gly521, His524 |
| 5c     | Leu346, Leu349, Leu384, Leu391, Leu525, Met388, Ala350, Thr347, Trp383, Phe404, Gly521 | Leu346, Leu349, Leu384, Leu391, Leu525, Met343, Ala350, Thr347, Trp383, Gly521 |
| 6c     | Leu346, Leu384, Leu387, Leu391, Leu525, Ala350, Met388, Met421, Trp383 | Leu346, Leu349, Leu384, Leu391, Ala350, Met343, Ala350, Thr347, Trp383, Gly521 |
| 7c     | Leu346, Leu349, Leu384, Leu391, Leu387, Leu391, Leu525, Ala350, Trp383, Phe404 | Leu346, Leu349, Leu384, Leu391, Ala350, Met343, Ala350, Thr347, Trp383, Gly521 |
| 8c     | Leu346, Leu354, Leu384, Leu387, Leu391, Leu525, Met388, Met421, Thr347, Ala350, Gly521, Trp383, Phe404 | Leu346, Leu354, Leu384, Leu387, Leu391, Leu525, Met343, Met421, Thr347, Ala350, Trp383, Gly521 |
| 9c     | Ala350, Asp351, Glu353, Leu387, Leu391, Ile424, Met421, Gly521, His524, Leu525 | Met343, Leu346, Thr347, Ala350, Glu353, Leu387, Leu391, Leu384, Glu421, Ile424, Met421, Gly521, His524, Leu525 |

**Table 5** Hydrophobic residues of the apo 1A52 and antagonist 3ERT hER\(\alpha\) conformations interacting with \(E_2\), 4-OHT and BIs (1–9c)

---

**Fig. 8** Superimpositions of the 100 conformations of (a) 4-OHT and (b) 5c docked in the binding pocket of the antagonist hER\(\alpha\) complex. The important bond lengths involved in the hydrogen bond formation are highlighted.

---

Tabulated in Table 4. By comparing the binding energies between \(E_2\), 4-OHT and the BIs, we have found that \(E_2\) forms single clusters in the LBDs of all three hER\(\alpha\) forms (see Fig. 9a). Moreover, both 4-OHT and BIs exist in multiple clusters in the agonist form and generally have higher binding energies as compared to \(E_2\). In addition, the interactions of the BIs and 4-OHT in the hER\(\alpha\) binding pocket involve hydrophobic interactions with the helices H3 (blue), H6 (grey) and H11 (green) (see Fig. 9b). On the other hand, the synthetic antagonist 4-OHT and the newly designed BIs interact with the open/apo and open/antagonist hER\(\alpha\) with higher binding affinities. This suggests that the binding poses of the newly designed BIs adopt 4-OHT-like modes in the binding pocket of the antagonist hER\(\alpha\).
Furthermore, the dynamics of H12 at the binding site in the apo and antagonist systems have been reported to be profoundly different.\(^6,65\)

Simulations were conducted on each of the six different models to determine the best candidate among the benzophenone imines, 5c, with the three hER\(_x\) conformations. Previously, Fratev investigated the transition of the apo form to either the agonist or the antagonist state,\(^64\) whereas Celik and co-workers investigated the binding of E2 in the presence and absence of co-activator proteins.\(^62\)

Herein, we report the results of the simulations of the apo state to study its behavior as an open binding site towards 4-OHT-like ligands and compare their stabilities with the agonist and antagonist forms. The RMSD values showed that the antagonist and agonist models did not reach stable RMSD values until 20 ns. This is in agreement with previous MD simulations involving the agonist and antagonist forms of hER\(_x\), which shows stable RMSD values only after 20 ns.\(^65\) The average and maximum RMSDs of 2.8 and 4.0 Å for the antagonist form were larger than those for the agonist form, which had the values of 1.8 and 2.8 Å, respectively (see Fig. 10). Moreover, relatively large fluctuations of the antagonist form as compared to those of the agonist form were observed in the longest MD simulations reported to date\(^65\) and in 5 ns MD simulations reported by Celik and co-workers.\(^62\) The larger RMSD value fluctuation from 0 to 35 ns in the free and bound apo forms appears to have occurred due to the large fluctuation in the extended H12 region, and the values started to stabilize after 35 ns until the end of the simulation. These results demonstrate that 5c promotes the stability of the apo hER\(_x\) complex as compared to the free apo protein. This is also in agreement with a previous study, which states that the apo ER\(_x\) monomer exhibits high conformational flexibility with respect to H12, thus affecting the stability of the overall hER\(_x\) structure as compared to the folding of the H12 conformation in the antagonist and agonist forms.\(^62\) Upon comparing the RMSD values for the three systems, the results suggest that the complexation of 5c to the apo and antagonist hER\(_x\) is more favourable and provides stability to the protein structure. On the contrary, the close/agonist hER–5c complex has higher RMSD values as compared to its free agonist form due to the position of H12 that covers the binding site and restricts the movement of the ligand. Variation in the gyration radii (\(\text{R}_g\)) values of the three systems was expected due to the differences in the folding structure of H12 (ESI Fig. S1†). H12 in the apo free and complex forms is unfolding and extending away from the binding site. However, in the antagonist conformation, H12 shifts to an adjacent co-activator site. In the agonist form, H12 covers the ligand binding site with the highest level of folding as compared to the apo and antagonist forms.

Therefore, \(\text{R}_g\) of the agonist was stable from the beginning to the end of the simulation. Moreover, the \(\text{R}_g\) values for the antagonist model continued to fluctuate until 60 ns. For the extended apo state, the \(\text{R}_g\) values started to fluctuate between 2.03 and 1.85 nm during the simulation time. The fluctuations of the free and complex systems were high at the beginning of the simulation time and then started to decrease to around 1.9 ± 0.05 nm. This result supports the changes observed in the RMSD plot, which show high fluctuations at the beginning of the simulation time.

To illustrate and compare the flexibilities and conformational changes of the three free and bound models, the RMSFs were analyzed, and the results are presented in Fig. 11. The RMSFs of the free and complex antagonist systems are similar to those of the apo system. However, lower flexibility regions in the beginning for H4 and H10 were observed in the antagonist system. On the other hand, the higher regions of the antagonist systems as compared to those of the apo system involve the Asp531 amino acid residue in the end of H11. In general, the fluctuations in the free and complex forms of the apo system are quite similar to each other and to those in the antagonist systems, in which the fluctuation profile of the free antagonist form is similar to that of its complex system.

However, the agonist complex differs greatly from the apo and antagonist open systems. Further analysis reveals that most of the amino acid residues in the agonist complex have highest RMSF values throughout the simulation period. This can be explained by the close LBD of the agonist estrogen receptor conformation with H12, which restricts the ligand movement.

As a whole, amino acid fluctuations in the antagonist forms, \textit{i.e.}, free and complex systems, are located in the residue number 526–535 and 545–550, corresponding to the loops that

![Fig. 9](https://example.com/fig9.png) Superimpositions of the 100 conformations of (a) E2 and (b) 5c docked in the binding pocket of the hER\(_x\) agonist complex.
are attached to both H12 terminals. These fluctuations in the loops around H12 were also observed in the hER\(_a\)–4-OHT simulation study.\(^{64}\) A high dynamic region was also observed in a loop preceding the H9 involving residues 460–466. The dynamic behavior observed in this region has also been reported in many agonist/antagonist simulation studies.\(^{66,67}\)

Simulations of the apo systems show slightly different RMSF values in the same region as compared to those of the antagonist forms. Moreover, the free agonist systems have similar dynamic regions as those of the apo and antagonist systems, with decreased fluctuations in a loop preceding H9 (residues 460–466), and this agrees well with a previous simulation study involving hER\(_a\).\(^{65}\)

To study the conformational flexibility and binding of the 5c ligand at the three binding sites of the apo, antagonist and agonist forms of hER\(_a\), the RMSDs for 5c in the three systems were analyzed and are presented in Fig. 12a. The calculated ligand RMSDs reached stable values after approximately 20–100 ns and stabilized at 0.1 ± 0.05 nm in both the apo and the antagonist hER\(_a\) complexes.

However, in the agonist hER\(_a\) complex, higher RMSDs of 0.17 ± 0.02 nm were observed for the ligand. This high variation for the ligand in the agonist system is in agreement with the increasing conformational fluctuations of the agonist receptor amino acid residues in the RMSF plot. The images showing the dynamics of 5c in the binding pocket of the apo, antagonist and agonist systems are shown in Fig. 12. The binding orientation of 5c shows relatively similar variations in the open LBD apo and antagonist forms. The amino group in the alanine side chain binds with the Asp351 amino acid residue, whereas the carboxylic acid functional group in 5c interacts with the Lys529 amino acid residue. In contrast, relatively higher variation in the alanine side chain was observed in the agonist system, as shown in Fig. 12d. In addition, the amino group in the alanine side chain along with the carboxylic acid functional group in 5c bind in opposite orientations in the agonist system as compared to that in the apo and antagonist systems. This prevents the hydrogen bond formation between 5c and the Lys529 amino acid residue in the agonist system.
Transition path analysis

The dynamics of the apo, antagonist and agonist hERɑ complexes at different simulation times were studied and are presented in Fig. 13. Further images were analyzed for the apo complex with an extended H12 conformation, as shown in Fig. 13a. The largest changes occur very quickly, involving H12, which moves from the unfolded form at the beginning of the simulation time to the folded form, and this is actually in agreement with the high fluctuation observed in the RMSD plot during the first 30 ns. Moreover, no transitions to either the agonist or the antagonist form were observed for the folding of H12 until the end of the simulation time; this was also in agreement with a previous study reported by Fratev.

The author claimed that the apo hERɑ monomer did not show any transition from the unfolded conformation to either an agonist or an antagonist state, and the transition could only be achieved in the dimer form.

Hydrogen bond analysis

The percentages of hydrogen bond occupancy between the three hERɑ forms and 5c during the simulation period were calculated using the Python script readHBmap.py and the gmx h-bond program in the GROMACS database. The hydrogen bonds were determined based on the acceptor–donor atom distances of less than 3.5 Å and the acceptor–H–donor angles greater than 120°. The highest number of amino acid residues participating in the hydrogen bond formation among the three systems was in the agonist hERɑ–5c complex. It was observed that the hydrogen bond formation in the agonist complex involved His524, Glu353 and Thr347 with more than 50% occupancy. Sporadically, hydrogen bond formation with less than 50% occupancy was observed with Leu346, Met342, Met343, Gly344 and Val533. This result is expected for the close binding site of the agonist system, which restricts the motion of the ligand, allowing high numbers of amino acids to form hydrogen bonds with 5c, as shown in Table 6. In the apo and agonist cases, hydrogen bonding interactions with Glu353 and His524 were observed with high percentages of occupancy (96.8% and 97.3%, respectively).

In contrast, the His524 amino acid residue in the antagonist receptor repositioned to the opposite site during the simulation period, and the percentage of occupancy decreased to 2.0%. The MD results further confirmed that the hydrogen bond formation between Glu353 and 5c played a key role in the ligand–receptor interaction and was found in all three systems.

Free energy calculations

To gain an insight into the contributions of the amino acid residues to the binding energy and predict the average binding energies for the apo, antagonist and agonist complexes, free energy calculations were performed, and the obtained binding free energy components and the results are shown in Table 7. 5c is bound to the apo and antagonist receptors with the strong binding affinities of −68.68 kJ mol⁻¹ and −59.96 kJ mol⁻¹, respectively. The calculated free energies, ΔGcalc, of 5c towards the different hERɑ forms are in the order of agonist > antagonist > apo. These results are consistent with the calculated binding
energies obtained from the docking results in this study, which show that the binding affinities of the apo and antagonist complexes are stronger than that of the agonist complex. From the contribution of the calculated energy components of the binding free energies shown in Table 7, the main driving force for hERα–5c binding is hydrophobic nonpolar interactions. The polar interactions contributed unfavorably to the binding of the ligand to hERα.

Indeed, the electrostatic and van der Waals interactions contribute favorably towards the binding of 5c to hERα and are compensated by the large polar solvation energy.

Table 8 summarizes the calculated ΔG_elec values along with the experimental ΔG_exp values of the natural estradiol E2 and synthetic 4-OHT obtained from previous studies.69,70 Compared to the natural estrogen E2 and synthetic 4-OHT inhibitor, 5c is bound to the hERα by strong interactions. The calculated binding affinities of the three complexes were in good agreement with the experimental values of E2 and 4-OHT. Surprisingly, the calculated binding affinity of the antagonist complex, −59.96 kJ mol⁻¹, is in excellent agreement with the experimental value of the antagonist hERα–4-OHT (−59.70 kJ mol⁻¹) obtained by Liu and his co-workers.70 Although the calculated binding affinities of E2 and 4OHT with hERα obtained by Liu and his co-workers were high as compared to the experimental ΔG_exp values,70 our calculated binding free energies, ΔG_calc, are in very good agreement with the experimental data, especially the calculated value for the antagonist complex hERα–4-OHT (−59.70 kJ mol⁻¹). ΔG_calc of the agonist hERα–5c complex (−45.23 kJ mol⁻¹) is consistent with the calculated and experimental binding energies, −51.21 kJ mol⁻¹ and −51.88 kJ mol⁻¹, respectively, reported by Lipzig and his co-workers.69 The fact that the total binding energies, ΔG_calc, for the different hERα conformations are comparable to the experimental ΔG_exp values reported in the literature reflects the similarity in terms of the chemical and physical properties of newly designed Schieß base ligands, such as 5c.

A detailed profile of the binding energy contributions was analysed using the MM-PBSA method. Fig. 14 shows the mapping of the energy contributions and the intermolecular ligand–receptor per-residue interaction spectra of the three complexes. During the initial transition to the stable hERα–5c forms, the energy arose mainly from the binding with residues H3, H5 and H11 in the three receptors. The hydrophobic interactions arose from the Leu525, Leu346, Leu387, Leu384, Met343, Met241 and Ala350 amino acid residues in both the apo and antagonist complexes. On the other hand, the nonpolar amino acid residues of the agonist hERα–5c complex interactions mainly arose from Leu346, Leu525, Leu391, Met388, Met241 and Ile424, with the strongest interactions from the hydrophobic residue Leu525. In addition, amino acid residues Glu353, Arg394, Lys529 and Asp531 made obvious polar interactions.

Table 7 Calculated binding free energies (in kJ mol⁻¹) and their components based on the MM-GBSA method for the three hERα–5c complexes

| Energy components | Apo | Antagonist | Agonist |
|-------------------|-----|------------|--------|
| van der Waals     | −177.21 | −145.19 | −108.12 |
| Electrostatic     | −139.07 | −100.61 | −73.37 |
| Polar solvation   | 267.86  | 201.35  | 148.62 |
| SASA              | −20.25  | −15.51  | −12.37 |
| Total binding energy | −68.68 | −59.96 | −45.23 |

Table 8 Comparison of the calculated (ΔG_calc) and experimental (ΔG_exp) total binding free energy values (in kJ mol⁻¹) for E2 and 4-OHT complexed with hERα as well as with hERα–5c

| From previous studies a,b | In this study |
|--------------------------|--------------|
| Complex                  | ΔG_calc | ΔG_exp | Complex | ΔG_calc |
| hERα–E2                  | −51.21 (ref. 65) | −51.88 (ref. 65) | Apo | −68.68 |
| hERα–E2                  | −127.61 (ref. 64) | −57.44 (ref. 64) | Antagonist | −59.96 |
| hERα–4-OHT               | −166.94 (ref. 64) | −59.70 (ref. 64) | Agonist | −45.23 |

a a, b, c, d, e, f and ΔG_calc values were calculated using the linear interaction energy (LIE) approximation method. a, b, c, d, e, f and ΔG_calc values were calculated using the molecular mechanics Poisson–Boltzmann surface area (MM-PBSA) method.
residues, especially Leu525, form strong interactions with 5c, which forms face-to-face interactions with the imine ring; also, Leu387 forms interactions with the second hydroxyl aromatic ring. This suggests that the stability of the 5c ligand in hERz is achieved via hydrophobic interactions.

Overall, the obtained results show that BIs can form stable complexes with hERz through the open H12 binding pockets of apo and antagonist hERz. Meanwhile, the open binding pocket of the agonist form restricts the movement of the bulky BIs, such that 5c binds to the receptor with lower affinity and selectivity.

Conclusions

Herein, the mechanisms of the binding of the newly designed benzophenone imine (BI) Schiff base ligands to the apo, antagonist and agonist forms of human estrogen receptor (hERz) were investigated using molecular docking, molecular dynamics simulations and molecular mechanics Poisson–Boltzmann surface area (MM-PBSA) energy calculations. A total of nine proposed ligands were docked, and the results demonstrated that the newly designed Schiff bases could bind to the hydrophobic open pockets of the apo and antagonist hERz conformations with high affinity, mimicking the behavior of the synthetic inhibitor 4-hydroxytamoxifen (4-OHT). Furthermore, the docking poses of the newly designed Schiff base ligands display single modes of interaction with both the open apo and antagonist hERz-LBD, as denoted by single clusters similar to the natural estradiol (E2) and the synthetic inhibitor 4-OHT. The molecular dynamics simulation results of the best docked benzophenone imine derivatives 5c with the three receptors (apo, antagonist and agonist hERz) demonstrate that 5c binds well to the hydrophobic pockets of the three systems. The flexibility and conformational change analysis based on the RMSD, RMSF and ligand RMSD values revealed stable interactions with fewer conformational fluctuations for 5c with the open apo/antagonist hERz receptors as compared to the closed agonist binding site. These results are consistent with the calculated binding energies obtained from the docking results, which show that the binding affinities of the apo and antagonist hERz–5c complexes are higher than that of the agonist hERz–5c complex. The results also prove that the newly designed Schiff base mimics the behavior of the synthetic antagonist 4-OHT. The occupancy of hydrogen bonds obtained from the MD results further confirmed that the hydrogen bond formation between Glu353 and 5c played a key role in the ligand–receptor interactions and displayed highest hydrogen bond formation among the three systems. The MM-PBSA binding free energy calculation results further confirmed the stability of the hERz–5c systems in the order of apo > antagonist > agonist. These results are consistent with the calculated binding energies obtained from the docking results. In addition, based on the contribution of the calculated energy components of the total binding free energies highlighted herein, the main driving force for the hERz–5c binding is hydrophobic nonpolar interactions. Polar interactions contributed unfavourably to the binding of the ligand. Finally, the high binding affinity for the newly designed Schiff base ligand with hERz suggests that this Schiff base T-shaped C=N family may be worth exploring in the development of new drugs for breast cancer treatment.
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