A New Procedure to Assess When Estimates from the Cumulative Link Model Can Be Interpreted as Differences for Ordinal Scales in Quality of Life Studies

Purpose: Assessing the clinical importance of an exposure effect on a quality of life (QoL) score often requires quantifying the effect in terms of a difference in scores. Using the linear regression model (LRM) for this purpose assumes the ordinal score is a proxy for an underlying continuous variable, but the analysis offers no assessment for the validity of the assumption. We propose an approach that assesses the proxy assumption and estimates the exposure effect by using the cumulative link model (CLM).

Patients and methods: CLM is a well-established regression model that assumes an ordinal score is an ordered category generated from applying thresholds to a latent continuous variable. Our approach assesses the proxy assumption by testing whether these thresholds are equidistant. We compared the performance of CLM and LRM using simulated ordinal data and illustrated their application to the effect of time since diagnosis on five subscales of fatigue among breast cancer survivors measured using the Multidimensional Fatigue Inventory.

Results: CLM had good performance in estimating the difference in means with simulated ordinal data satisfying the proxy assumption, even when the outcome had only a few categories. When the proxy assumption was inadequate, both the CLM and LRM had biased estimates with poor coverage. The proxy assumption was appropriate for four of the five subscales in our real data application to fatigue scores, which highlighted the importance of assessing the proxy assumption to avoid reporting invalid estimates in terms of the difference in scores.

Conclusion: The proxy assumption is critical to the interpretation of the exposure effect on the difference in mean QoL scores. CLM offers a valid test for the presence of an association, a method for assessing the proxy assumption, and when the assumption is adequate, an assessment for clinical significance using the difference in means.
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Introduction

Quality of life (QoL) scores from questionnaires are often ordinal variables. Although the ordered categories are often represented by integer values ranging from 1 to a maximum “score”, the difference between any two consecutive categories does not necessarily reflect the same change in perceived well-being. Because of these characteristics, conventional methods for continuous outcomes,
such as the linear regression model (LRM), may be inappropriate for analysis of ordinal variables such as QoL measures.\textsuperscript{2-4} A number of studies have examined the performance of the LRM in assessing the presence of an association between an exposure and an ordinal score,\textsuperscript{2,5-7} but few have investigated its validity in estimating the measure of association as the difference in means of an ordinal score that is used to assess the clinical importance of the effect.\textsuperscript{8,9}

When analyzing an ordinal QoL score as the outcome of interest in the LRM, there is an implicit assumption that the ordinal score is a good proxy for an underlying (unobserved) continuous QoL level. Thus, the estimated change in the mean of the QoL score per unit change in the exposure variable is being used to infer the change in the underlying unobserved QoL level that is attributable to the exposure, thereby viewing the QoL score as a rounded value of the QoL level. However, there is currently no procedure in LRM analysis that allows the assessment of this proxy assumption, although it is critical to the validity of such inferences. Given the relevance of the difference in mean QoL scores as a measure of clinical importance,\textsuperscript{8,9} we propose an alternative to the LRM that assesses the proxy assumption and enables the reporting of the estimates of mean differences when the assumption is adequate.

The cumulative link model (CLM) is a well-established regression model that assumes an ordinal score is an ordered category that arises from the application of thresholds to a latent continuous variable.\textsuperscript{10,11} Although the CLM models the cumulative probabilities of discrete ordinal categories,\textsuperscript{10,11} a real data application\textsuperscript{12} suggested the potential of transforming the CLM estimates to express the effect of an exposure on an ordinal outcome as the difference in the mean score. Specifically, when comparing the effect of an exposure on the ordinal outcome estimated from the LRM and the CLM (with probit link), the authors found that the CLM estimate multiplied by the standard deviation of the ordinal outcome was similar to the LRM estimate. The authors commented that this transformation of the CLM estimate was based on the assumption that the ordinal score was a good proxy for an underlying continuous variable in this example, but did not suggest a formal assessment of this assumption.

In this paper, we propose a new procedure for assessing the proxy assumption with the CLM, and when the assumption is adequate, a valid estimate of the difference in the means of an ordinal score between groups of individuals is obtained from the CLM. This approach allows both statistical and clinical significance to be assessed in a simple two-step workflow that is appropriate for analyzing ordinal scores. We outline the steps when applying our approach, compare the performance of the estimates from the CLM and LRM in simulation studies, and in a real data application investigating the effect of time since diagnosis on fatigue among breast cancer survivors.

**Materials and Methods**

**Applying the Cumulative Link Model (CLM) to Ordinal Scores**

Let $w$ denote an ordinal outcome with $J$ categories represented by integer scores: $1, 2, \ldots, J$, and let $x$ denote a continuous exposure. The CLM models the cumulative probability of observing each ordinal score with a linear predictor via a link function.\textsuperscript{10,11} Specifically, for the CLM with probit link, the probability that an individual with exposure $x$ will have a score $w \leq j$ is modelled as follows:

$$
Pr(w \leq j) = \Phi(\theta_j - \beta x)
$$

(1)

where $j = 1, \ldots, J - 1$, $\Phi(\cdot)$ is the cumulative density function of the standard normal distribution, and $\theta_1 < \ldots < \theta_{J-1}$ are category-specific terms. Thus $\Phi^{-1}(\cdot)$ enables the probability of the observed outcome to be expressed in terms of the simple linear function of the exposure in each of the categories, and is referred to as the “link function”. As illustrated in Figure 1, the specification of a negative sign before $\beta$ in Equation [1] ensures that with $\beta > 0$, an increase in the exposure ($x$) increases the probabilities of observing higher ordinal categories, which is in line with the convention of a positive association when the outcome is continuous (as exposure increases the mean increases).\textsuperscript{10}

Although the CLM is often introduced as a generalized linear model for ordered categories, it is well known in the literature that the formulation of the CLM with probit link for $w$ can also be based on the following LRM that describes a latent (ie, unobserved) continuous random variable, $y^*$:\textsuperscript{10,11}

$$
y^* = \beta x + \epsilon
$$

(2)

where the independent error term, $\epsilon$, has a standard normal distribution, ie, $\epsilon \sim N(0, \sigma^2 = 1)$. If the $\theta_j$ terms in Equation [1] are the thresholds that determine which ordinal score would be assigned for a specific (unobserved) $y^*$, ie, $w = 1$ when $y^* < \theta_1$, $w = j$ when $\theta_{j-1} < y^* \leq \theta_j$ for $j =$
2, \ldots, J - 1 \) and \( w = J \) when \( y^* > \theta_{J-1} \), then the \( \beta \) parameter in Equations [1] and [2] is identical\(^{10,11} \) (see top two rows of Figure 2 for a visual illustration) provided the error term in the LRM has a standard normal distribution. Due to this close connection with the widely used LRM, we focus on the CLM with probit link when developing an estimate for the difference in mean scores from the CLM. Similar to the assessment of model assumptions with residuals from the LRM, recent work\(^{13} \) has proposed to assess the assumption regarding the link function of the CLM by using a quantile-quantile plot (qq-plot) of “surrogate residuals”, defined as the difference between a random sample of \( y^* \) and its expected value. The surrogate residuals are expected to follow a standard normal distribution if the probit link is appropriate.

### Applying the Linear Regression Model (LRM) to Ordinal Outcomes

The CLM can be used to assess the presence and direction of an exposure effect by modelling the ordered categories of a QoL outcome, and the exposure effect (\( \beta \)) can be interpreted in terms of the cumulative probability of a higher ordinal category for the observed ordinal outcome \( w \).\(^{10,11} \) After ascertaining the statistical significance of an exposure effect, an important follow-up analysis in QoL studies is to assess the clinical significance of the exposure

---

**Figure 1** An illustration of an exposure effect (\( \beta > 0 \)) on an ordinal outcome (\( w \)) from the cumulative link model with probit link by using the cumulative probabilities associated with the \( j \)th category, \( j = 1, \ldots, J - 1 \).

**Figure 2** An illustration of the relationship between the following three variables when the thresholds (\( \theta_j \)s) are equidistant: the ordinal outcome (\( w \)), the latent continuous variable (\( y^* \)) and the underlying continuous variable (\( y \)).
in terms of some measure of the magnitude of its effect on the continuous QoL that underlies the observed categories. This assessment of clinical significance is often conducted using the LRM of integer scores representing the categories of \(w\), assuming these are good proxies for the underlying QoL levels.

Although the CLM of \(w\) in Equation [1] is closely connected with the LRM of \(y^*\) in Equation [2], this latent continuous variable \(y^*\) does not directly correspond to the underlying QoL level that is proxied by the ordinal scores of \(w\), because the variability of the ordinal scores would clearly depend on the number of distinct values in \(w\), but the error terms for \(y^*\) in Equation [2] are restricted to have unit variance so that the exposure effect and thresholds can be identified.\(^{11}\) Hence, we propose a linear transformation of \(y^*\) so that the new continuous variable, \(y = \alpha_L + \sigma y^*\) (where \(\sigma > 0\), spans the range of the ordinal scores and hence represents the underlying QoL level of interest. We refer to \(y\) as the underlying continuous variable to differentiate it from the latent continuous variable \(y^*\). Following from the LRM for \(y^*\) in Equation [2], the LRM for \(y\) is:

\[
y = \alpha_L + \beta_L x + \varepsilon_L
\]

where \(\beta_L = \sigma \beta\) corresponds to the exposure effect that is approximated by the estimate from the LRM of the ordinal scores, and is interpreted as the difference in the mean ordinal score per unit change in the exposure (\(x\)). The new error term, \(\varepsilon_L \sim N(0, \sigma^2)\), now has an unrestricted variability \(\sigma\), and the subscript \(L\) in Equation [3] is used to distinguish the parameters in this model from those in the CLM (Equation [2]). The relationship between \(w\) and \(y\) is illustrated visually in Figure 2.

Although both \(y^*\) and \(y\) are unobservable, the exposure effect on \(y^*\) (ie, \(\beta\)) can be estimated from the CLM of the observed ordinal outcome \(w\), and given the relationship, \(\beta_L = \sigma \beta\), the effect of interest, \(\beta_L\), can be estimated as \(\hat{\beta}_L = \hat{\sigma} \hat{\beta}\). Winship and Mare\(^{12}\) estimated \(\sigma\) using the standard deviation of the ordinal scores, assuming the proxy assumption is adequate. In the next paragraph, we propose a new procedure to test for the proxy assumption with the CLM that also provides an alternative method for estimating \(\sigma\) when the assumption is found to be adequate.

When the ordinal score representing \(w\) is a good proxy (for \(y\)), we can view the scores as positive integers derived from rounding-up \(y\) when \(1.5 \leq y < J - 0.5\), and truncating \(y\) to 1 and \(J\) when \(y < 1.5\) and \(y \geq J - 0.5\) respectively. This is illustrated visually in Figure 2. Equivalently, this relationship between \(w\) and \(y\) can be described as the categorisation of \(y\) with the following thresholds that are one-unit apart: \(1.5, 2.5, \ldots, J - 0.5\). The proposed linear transformation of \(y^*\) to \(y\), ie, \(y = \alpha_L + \sigma y^*\), is also applicable to their thresholds; therefore, the consecutive thresholds for \(y^*\) (ie, \(\theta_j\)), are equidistant when the ordinal score representing \(w\) is a good proxy for \(y\). Specifically, the successive differences between thresholds, \(\Delta \theta = \theta_j - \theta_{j-1}\), is constant for \(j = 2, \ldots, J - 1\), and \(\sigma = 1/\Delta \theta\). We propose to estimate \(\sigma\) from the reciprocal of the slope of a simple LRM of the estimated thresholds (\(\hat{\theta}_j\)) from the CLM as the outcome, and the \(j\) index as the predictor. Our proposed linear transformation of \(y^*\) suggests that \(\alpha_L\) is the shift to anchor the first threshold at 1.5 after scaling \(y^*\) with \(\sigma\), and therefore it takes the value 1.5 – \(\sigma \theta_1\) (see Section S1 of the Supplementary Material for details). Although there are other thresholds that would make the integer score that represents \(w\) a proxy for \(y\) (eg, 1.2, 2, \ldots, \(J - 1\) corresponding to the score being a rounded-down integer of \(y\) when \(1 \leq y < J - 1\)), these thresholds will not change \(\sigma\), but only result in a shift in \(\alpha_L\).

In summary, the ordinal score representing the ordinal outcome \(w\) is a good proxy of an underlying continuous variable \((y)\) when the score is approximately a rounded value of \(y\). The CLM assumes that \(w\) is generated from applying thresholds \((\theta_j)\) to a latent continuous variable \((y^*)\), which we have shown to be a linear transformation of \(y\). Hence, the proxy assumption is valid when the thresholds, \(\theta_j\), are equidistant.

**Proposed Workflow for Applying the Cumulative Link Model (CLM)**

The CLM was developed for modelling ordinal outcomes and is therefore a preferable approach to the widely used LRM for assessing the statistical significance of findings in studies of ordinal QoL scores.\(^{11}\) Our proposed workflow extends the application of CLM to estimate the difference in the mean of an ordinal score per unit difference in an exposure, a statistic often used to assess clinical significance in QoL studies. In Step 1 of the workflow, the presence and direction of the exposure effect are assessed by analyzing the ordinal outcome using the CLM, and the estimate \(\hat{\beta}\) provides a measure of the strength of the exposure effect. When it is desirable to quantify the exposure effect in terms of the difference in the ordinal score, such an estimate can
be obtained in Step 2 by estimating the scaling parameter (ie, \(\sigma\)) from the estimated thresholds (ie, \(\theta_j\)) of the CLM to obtain a plug-in estimate, \(\hat{\beta}_L = \tilde{\sigma}\hat{\beta}\), with standard error \(SE(\hat{\beta}_L) = \tilde{\sigma}SE(\hat{\beta})\), provided the proxy assumption (ie, equidistant thresholds assumption) and the probit link assumption are adequate. The proxy assumption is assessed by comparing two CLMs using the likelihood ratio test, where one of the CLMs has the equidistant constraint on the thresholds (implemented as an option in the *ordinal* package\(^\text{14}\) in R) and the other does not. The appropriateness of the probit link function is assessed by using the surrogate residuals from the CLM (obtained using the *sure* package\(^\text{15,16}\) in R), which follow a standard normal distribution when the probit link assumption is adequate. When there is evidence suggesting the \(\theta_j\)s are not equidistant, the ordinal score may not be a reasonable proxy for an underlying continuous variable, and \(\hat{\beta}_L\) (from CLM or LRM) no longer has a clear interpretation. In such scenarios, however, the CLM remains valid for making inference on the statistical significance of the exposure effect. The workflow described is summarized visually in Figure 3.

In practice, the minimum value of the ordinal score (denoted by \(m\)) is not necessarily 1: for the five subscales of fatigue measured using the Multidimensional Fatigue Inventory (MFI) instrument\(^\text{17}\) the minimum score was 4 in our data. Such outcomes can be analyzed by subtracting \(m-1\) from the ordinal score, in which case the estimation of \(\beta_L\) is unaffected, and \(\alpha_L\) based on the original observed score can be estimated by adding \(m-1\) to the estimated intercept term.

**Simulation Study**

In the simulation study, we generated an ordinal outcome \((w)\) under the CLM framework to assess the performance of the estimate \(\hat{\beta}_L\) obtained from the CLM using our proposed approach and compared the estimates from our approach with those from the LRM applied to \(w\) when the proxy assumption does, and does not, hold. To generate \(w\), we first generated the underlying continuous variable \(y\) from Equation [3] where the exposure \(x\) was generated from \(N(1.5,0.5^2)\). To obtain a \(w\) that satisfies the proxy assumption, we categorised \(y\) into \(J\) categories by applying equidistant thresholds: \(1.5, 2.5, \ldots, J - 0.5\), and represent the categories in using integers \(1, 2, \ldots, J\). We considered

---

### Step 1: Fit the cumulative link model (CLM)

- ✓ Assess and report the presence and direction of the exposure effect (\(\beta\)) from the CLM in equation [1].
- ! If it is desirable to quantify the difference in means of ordinal scores, go to Step 2.

### Step 2: Assess proxy and probit link assumptions

- ◆ Proxy assumption is adequate when the p-value of the likelihood ratio test for equidistant thresholds is greater than 0.05.
- ◆ Probit link assumption is adequate when the qq-plot of surrogate residuals does not suggest evidence against a standard normal distribution.
- ◆ Report an estimate for the difference in the mean ordinal scores by scaling the CLM estimate with the scaling factor estimated from the thresholds of CLM.
- ✗ Proxy assumption is inadequate when the p-value of the likelihood ratio test for equidistant thresholds is less than 0.05.
- ✗ Probit link assumption is inadequate when the qq-plot of surrogate residuals suggests evidence against a standard normal distribution.
- ✗ The scaled CLM estimate does not have a clear interpretation.

*Figure 3* Our proposed analytical workflow for analyzing an ordinal outcome. *Abbreviations: CLM, cumulative link model; qq-plot, quantile–quantile plot.*
J = 5, 7, 14, as 5 or 7 categories is common in practice and J=14 allowed us to assess the impact of a large number of categories on the performance of the two methods. The standard deviation of the normal error distribution took the value $\sigma = J/4$, the effect of interest was assigned values of $\beta_L = 0, 0.4\sigma$, and the intercept term in Equation [3] was specified as $\alpha_L = J/2 - 1.5\beta_L$, to ensure no empty categories for w in any of the scenarios considered. An ordinal outcome w with inadequate proxy assumption was generated from y using the following non-equidistant thresholds that ensured all ordinal categories were well represented in all simulation cycles: (i) 1, 2.5, 2.75 and 3.5 for J=5, (ii) 0.8, 1.2, 2.4, 4.4, 5 and 6.6 for J=7, and (iii) 1, 2.7, 4.4, 4.7, 5, 5.6, 6.1, 7, 7.9, 9, 10.1, 11.6 and 13 for J=14 (see visual illustration in Figure S1 in the Supplementary Material).

We assessed the performance of the estimated difference in the mean ordinal score for one-unit change in the continuous exposure x using the CLM with probit link and LRM applied to w, in 2000 simulation cycles. The measures of performance used were the average bias (over the 2000 simulations), the empirical standard error (empirical SE), the average of the model-based standard error (mean SE) and the proportion of simulation cycles where the 95% confidence interval (CI) of $\hat{\beta}_L$ included the true value (coverage). The properties of $\hat{\beta}_L$ were assessed for different sample sizes (n=300, 1000), number of categories in the ordinal outcome (J=5, 7, 14), different effect sizes ($\beta_L = 0$ for zero effect, and $\beta_L = 0.5, 0.7, 1.4$ for non-zero effect when J=5, 7, 14, respectively) and types of thresholds (equidistant and non-equidistant), creating in total 24 scenarios. We also evaluated the likelihood ratio test of CLM for assessing the equidistant thresholds assumption by using the type I error and power in these simulation scenarios.

Real Data Analysis

We used the CLM and LRM to assess the association between time since diagnosis and fatigue among breast cancer survivors in a survey of 348 women diagnosed with breast cancer at the National University Hospital, Singapore. This study was approved by the National Health Group Domain Specific Review Board (Ref: 2014/00026). Fatigue was assessed using the Multidimensional Fatigue Inventory (MFI) which has five subscales representing General Fatigue, Physical Fatigue, Mental Fatigue, Reduced Activity and Reduced Motivation. Each subscale may take 17 unique values ranging from 4 to 20, with a higher score indicating a greater level of fatigue. The association of interest was adjusted for age, employment status at the time of the survey, ethnicity, cancer stage at diagnosis, type of surgery and the use of chemotherapy. The final dataset included 316 participants who had complete information for all variables of interest.

Analyses were performed using R version 3.6.1. The CLM was implemented using the ordinal package, with surrogate residuals generated using the sure package. The LRM was implemented using the lm function.

Results

Simulation Study

When the thresholds were equidistant, $\hat{\beta}_L$ from the CLM with probit link was unbiased in all the scenarios investigated (see panel A of Figure 4). Although $\hat{\beta}_L$ from the LRM was also unbiased when there was no effect of exposure, it was biased for non-zero effect when there were only five categories in the outcome, with the bias decreasing to within $\pm10\%$ of the true effect when J increased to 14. When the thresholds were non-equidistant, the $\hat{\beta}_L$ estimates from both methods were unbiased for zero effect. For non-zero effect, the $\hat{\beta}_L$ estimates from the CLM were biased in all scenarios, and similarly, the estimates from the LRM were biased in all scenarios except when J=5. The mean SE of $\hat{\beta}_L$ and its corresponding empirical SE were comparable and similar for both methods, and became smaller as expected when the sample size increased in all scenarios.

When the thresholds were equidistant, the coverage of $\hat{\beta}_L$ was generally close to the nominal level of 95% for the CLM with probit link in all the scenarios investigated (see panel B of Figure 4). Although the coverage of $\hat{\beta}_L$ for the LRM was generally close to 95% for zero effect in all scenarios, for non-zero effect it was close to 95% only when n=300 and J=14, and decreased with increasing sample size and decreasing number of categories. Since some of the LRM estimates had large bias when there were only five or seven categories, generally a lower coverage was observed for the larger sample size, as the reduced SE of $\hat{\beta}_L$ made the 95% CI less likely to cover the true effect. With non-equidistant thresholds, the coverage of $\hat{\beta}_L$ from both models was generally close to 95% for zero effect, but lower than 95% for non-zero effect, especially when biased estimates were observed.

When the likelihood ratio test of the CLM was applied to the data generated with equidistant thresholds, the rejection
rate was close to the expected level of 5% (range: 4.2%-5.9%) for both zero and non-zero effects (see Table 1). When the data were generated with non-equidistant thresholds, the test had a high power across all scenarios, and detected the non-equidistant thresholds in all of the simulation cycles for both zero and non-zero effects.

Table 1 Percent of Simulation Cycles Where the Likelihood Ratio Test of the Cumulative Link Model for Equidistant Thresholds Assumption Was Rejected, Under Different Sample Size (n), Number of Categories in the Outcome (j) and Exposure Effects

| n   | j  | Data Were Generated with Equidistant Thresholds | Data Were Generated with Non-Equidistant Thresholds |
|-----|----|-----------------------------------------------|---------------------------------------------------|
|     |    | Zero Effect | Non-Zero Effect | Zero Effect | Non-Zero Effect |
| 300 | 5  | 5.0         | 4.7             | 100         | 100             |
|     | 7  | 5.1         | 5.2             | 100         | 100             |
|     | 14 | 4.8         | 5.7             | 100         | 100             |
| 1000| 5  | 5.0         | 5.9             | 100         | 100             |
|     | 7  | 5.1         | 5.5             | 100         | 100             |
|     | 14 | 4.2         | 5.0             | 100         | 100             |

Real Data Analysis

As illustrated in Figure S2 in the Supplementary Material, two of the 17 categories (ie, the 15th and 16th categories that corresponded to scores 18 and 19), were not consistently observed in all five subscales. Hence, we grouped the last three categories (ie, categories 15 to 17) to form a new category and assigned it a score of 18. The numbers of subjects in this new category were 6, 5, 2, 2 and 1 for the General Fatigue, Physical Fatigue, Mental Fatigue, Reduced Activity and Reduced Motivation, respectively. Characteristics of the 316 breast cancer survivors are described in Table S1 in the Supplementary Material. When analyzing the new outcomes with 15 categories, the estimated exposure effect, $\hat{\beta}$, suggested that there was a significant negative association between time since diagnosis and the ordinal score for General Fatigue and Mental Fatigue, but the estimated negative associations for the other three subscales were not significant (see Table 2). The qq-plot of surrogate residuals suggested the probit link assumption was adequate for all five subscales (see Figure 5), and the likelihood ratio test suggested no evidence against the equidistant thresholds assumption for all five subscales, except for Mental Fatigue (see Table 2). Thus, the significant
Table 2: Estimated Difference in the Mean Scores of the Five Multidimensional Fatigue Inventory Subscales per Year Since Breast Cancer Diagnosis from the Cumulative Link Model (CLM) with Probit Link and the Linear Regression Model (LRM)

| Outcome* | Method | Exposure Effect ($β$) from CLM | Difference in Mean Scores ($β_β$) | P-value of Likelihood Ratio Test for Equidistant Thresholds |
|----------|--------|--------------------------------|----------------------------------|-------------------------------------------------------------|
|          |        | Estimate | 95% Confidence Interval    | Estimate | 95% Confidence Interval |
| General  | CLM    | −0.045   | −0.072, −0.018             | −0.154   | −0.248, −0.061          | 0.861 |
| Fatigue  | LRM    | −0.019   | −0.046, 0.008              | −0.070   | −0.168, 0.028           | 0.563 |
| Physical | CLM    | −0.051   | −0.078, −0.024             | −0.181   | −0.278, −0.084          | <0.001 |
| Fatigue  | LRM    | −0.022   | −0.048, 0.005              | −0.073   | −0.163, 0.017           | 0.594 |
| Mental Fatigue | CLM | −0.020   | −0.047, 0.007             | −0.062   | −0.146, 0.021           | 0.492 |
| Reduced Activity | LRM  | −0.020   | −0.047, 0.007             | −0.062   | −0.146, 0.021           | 0.492 |
| Reduced Motivation | LRM  | −0.020   | −0.047, 0.007             | −0.062   | −0.146, 0.021           | 0.492 |

Notes: *The last three categories (ie, 15th–17th categories) of the original subscale scores were grouped into a new category and assigned a score of 18.
Abbreviations: CLM, cumulative link model; LRM, linear regression model.

(negative) exposure effect on General Fatigue obtained from the CLM can be transformed to the difference in mean scores for further assessment on its clinical importance, resulting in an estimated decrease of 0.154 (95% CI: 0.061, 0.248) in the mean score per year since diagnosis (see Table 2).

Findings from the LRM were consistent with the CLM concerning the direction and statistical significance of the exposure effect on all five subscales. The qq-plot suggested the normal error assumption was generally adequate for all five subscales (see Figure 5). The significant decrease in the mean score for General Fatigue estimated from the LRM (0.139; 95% CI: 0.052, 0.225) was similar to the estimate from the CLM though somewhat lower (percentage difference: 9.7%), and the non-significant decrease in the mean score for Physical Fatigue, Reduced Activity and Reduced Motivation estimated from the LRM and CLM were also similar (percentage difference of 5.7%, 4.1% and 1.6%, respectively). For Mental Fatigue, the difference in the mean score should not be reported as there was evidence against the equidistant thresholds assumption in the CLM analysis.

![Figure 5](image_url)  
**Figure 5** qq-plots of surrogate residuals from the cumulative link model (CLM) with probit link (A, C, E, G and I) and residuals from the linear regression model (B, D, F, H and J) when analyzing the five subscales of the Multidimensional Fatigue Inventory.  
**Notes:** The last three categories (ie, 15th to 17th categories) of the original subscale scores were grouped into a new category and assigned a score of 18.
Discussion

Although modelling the ordered categories of a QoL outcome with CLM will enable one to assess the presence and direction of the effect of an exposure, this alone is not sufficient to enable conclusions of whether the magnitude of the exposure effect is of clinical importance. Investigators often quantify the exposure effect in terms of the difference in the mean QoL score and use this difference to evaluate whether the exposure is of clinical importance. However, such interpretation is valid only when the score is a good proxy for an underlying continuous quantity, which may not hold true in practice. Therefore, there is a need to assess this proxy assumption before reporting the estimated difference in ordinal QoL scores. In this paper, we have proposed a new procedure for assessing the proxy assumption by using the CLM to test for non-equidistant thresholds. When the proxy assumption is adequate (ie, no evidence against equidistant thresholds), the CLM coefficient can be scaled to the familiar measure of association used for assessing the clinical significance of findings (ie, the difference in the mean ordinal score per unit change in an exposure). Using simulated data, we demonstrated the power of our proposed approach in detecting scenarios with invalid proxy assumption and its good performance when the ordinal score was generated under the CLM framework with an adequate proxy assumption. We illustrated the application of the method in assessing both the statistical and clinical significance of an exposure effect in a real-life study of fatigue scores.

An ordinal score is a good proxy for an underlying continuous variable if the score approximates the rounded value of the continuous variable, but this proxy assumption is not assessed in the conventional LRM analyses of ordinal outcomes. The CLM assumes that an ordinal score arises from the application of thresholds to a continuous random variable,\textsuperscript{10,11} which allows us to express the proxy assumption in terms of the thresholds by requiring them to be equidistant. When applied to simulated ordinal data, our proposed CLM approach generated unbiased estimates with good coverage only when applied to data generated with equidistant thresholds, and the likelihood ratio test had high power in identifying the scenarios where the equidistant thresholds assumption was inadequate. Although the LRM could perform well in some scenarios when applied to simulated data generated with non-equidistant thresholds, there is currently no way to identify these scenarios in real-life data with the LRM. Hence, our proposed CLM approach is useful and practical for analyzing ordinal data, because it provides a test to assess whether the assumption is met for identifying scenarios where a difference in mean ordinal scores has a valid interpretation.

Our simulation study highlighted the importance of the proxy assumption to ensure only reliable estimates of differences in means are reported. This assumption restricts the differences between consecutive ordinal categories to correspond to the same range of values in the underlying continuous variable, thereby mimicking a characteristic of a continuous quantity where a one-unit change is the same regardless of where it occurs along the continuum. In this way, the difference in means of the underlying continuous variable can be associated with a “scale of measurement” of a one-unit difference in the observed ordinal score. The implication of this assumption is of importance in clinical practice because it allows clinicians to anticipate the amount of change in the exposure associated with a change of one unit in the mean ordinal score, with possible exceptions at the lowest and highest scores. For example, as illustrated in panel A of Figure 6, a change in the underlying continuous variable that corresponds to a $1/\beta_1$-unit change in the exposure results in the same one-unit change in the ordinal score for subjects with initial score of 2 or 5. When the test for equidistant thresholds suggests the proxy assumption is inadequate, this casts doubts on the interpretation of the estimate from the continuous quantity perspective. For example, in panel B of Figure 6, the same amount of change in the underlying continuous quantity resulted in a one-unit increase in the ordinal score among patients with an initial score of 5, but could result in no change or a change of one or two unit(s) in the observed score for patients with an initial score of 2 because of non-equidistant thresholds. Thus, without a formal test of the proxy assumption, there is a danger of drawing conclusions that are not supported by the data. When the proxy assumption is inadequate, the statistical significance of an exposure effect can still be assessed by analyzing the ordered categories using a CLM, but an investigator who also wants to report some measure of clinical significance will need to consider alternatives to the difference in mean scores. For example, in the literature on patient-reported outcomes (PRO) there are toolkits\textsuperscript{20} developed for conveying clinically relevant information with PRO reference values\textsuperscript{21} and PRO-Bookmarking.\textsuperscript{22}
In the real data application, the likelihood ratio test suggested adequacy of the proxy assumption for all MFI subscales of fatigue except Mental Fatigue. With 15 categories in the scores, we expected, and observed, the estimated difference in mean fatigue score per year since diagnosis to be similar (less than 10%) between the CLM with probit link and the LRM when the proxy and probit assumptions were adequate. Due to the inadequacy of the proxy assumption, the effect of the exposure on Mental Fatigue should only be reported using the results from Step 1 because the difference in means may not be valid. Our finding of a negative association between fatigue scores and time since diagnosis is consistent with findings in the literature, but the estimated reduction (ie, less than 1-unit per year in all five subscales) does not reach the general threshold of a 2-unit difference in MFI subscales for clinical significance. Given that the proxy and probit assumptions were found to be adequate for General Fatigue, where a significant decrease in the mean score per year since diagnosis was estimated to be 0.154, breast cancer survivors could expect their General Fatigue score to decrease by 1-unit for every 6.5 (=1/0.154) additional years since diagnosis.

In this paper, we applied our approach on ordinal QoL outcomes that are constructed from Likert-type variables in a survey by aggregating them to form ordinal categories. Although several regression models are available for analyzing such ordinal outcomes, they are generally defined and interpreted with respect to the probabilities associated with the ordinal categories (or their related measures) instead of the scores representing these categories. Our proposed transformation of an exposure effect that is based on probabilities to one that is based on mean score leverages on the equivalence between the LRM of a latent continuous variable that underlies the CLM of ordered QoL categories and the LRM of a single continuous variable that underlies the assigned integers to the QoL categories, which is easy to compute from CLM parameters that can be estimated by any standard software package. Alternative approaches for analyzing QoL outcomes are models based on item response theory (eg, the generalized partial credit model-), which have been used in PRO studies. Since such models assume the existence of latent traits and express the exposure effect in terms of the probabilities associated with the categories, future work should explore extending our proposed CLM approach to models based on item response theory for analyzing ordinal outcomes.

Although the CLM is robust to misspecification of the link function when assessing the presence and direction of

---

**Figure 6** An illustration of a one-unit change (indicated by an arrow pointing to the right) along the continuum of the underlying continuous outcome (y) and the corresponding change in the observed ordinal outcome (w) when the thresholds (indicated by vertical ticks) are equidistant (A) and non-equidistant (B).

**Notes:** The relationship between the underlying continuous outcome and the observed ordinal outcome is not applicable to the lowest and highest categories in the ordinal outcome, eg, the first and seventh categories in this example.
an exposure effect, the adequacy of the probit link becomes important when estimating the difference in the means of the ordinal score from the CLM, because it is equivalent to assuming a normal error distribution for the underlying continuous variable of interest. 10,11 Inadequacy of the probit link can be resolved by using other link functions (eg, logit), where our approach can be adapted by considering a different error distribution in Equation [2] that corresponds to the distribution associated with the selected link function11 (eg, logistic distribution). However, regardless of the link function assumed, the proxy assumption still needs to be assessed (via the likelihood ratio test for equidistant thresholds) to ensure valid estimation of the difference in mean ordinal scores. In the simulation studies, the non-equidistant thresholds were detected with 100% power, and generally, we observed an adverse impact on the performance of the CLM and LRM in estimating the difference in mean ordinal scores when the true effect was non-zero. In the supplemental simulation studies, we investigated whether this adverse impact would also be observed when the deviations from equidistance were smaller than the non-equidistant thresholds presented in Figure 4 (see Section S3 of the Supplementary Material). As expected, we observed lower power to detect the smaller deviations from equidistance with a smaller sample size (see Table S3 in the Supplementary Material for additional simulation results).

The bias of the CLM in estimating the difference in mean scores decreased as the deviation from equidistance decreased, and the coverage for the smaller deviations from equidistance was close to 95%. For LRM, the bias for the smaller deviations from equidistance were generally comparable to or larger than that presented in Figure 4 and the coverage were comparable to or smaller than that presented in Figure 4, suggesting smaller deviations from equidistance can also adversely impact the performance of LRM. Future work should be conducted to better understand how deviations from equidistance impact the performance of LRM.

When some categories in an ordinal outcome are not observed in the sample (eg, due to small sample size), we can still test for equidistant thresholds with the CLM by combining the ordinal categories. For example, we could group a few categories at the upper or lower extreme if the category that is not observed in the sample occurs at or near the extreme (as in our study of MFI subscales), or group a fixed number of consecutive categories when the category that is not observed occurs among non-extreme values, in order not to distort the potential equidistant thresholds’ structure in the original ordinal outcome. Using the General Fatigue score that had all the categories observed, we performed a sensitivity analysis to assess the impact of collapsing the last three categories in our study and found negligible difference in the estimates obtained from the scores with or without collapsing (see Table S2 in the Supplementary Material for the estimates from the study of the original General Fatigue score).

Conclusion
In conclusion, this paper addresses the dichotomy faced when choosing an ordinal or linear regression model to analyze ordinal outcomes to assess the statistical and clinical significance of an exposure effect on an ordinal QoL score. Using the well-established CLM, we propose a test for the proxy assumption when assessing the clinical significance of an exposure effect in terms of the difference in scores, and a valid estimate for the effect when this assumption is adequate. Although motivated and illustrated in the context of analyzing QoL outcomes, our approach is useful for the study of any ordinal outcomes where interest is focused on estimating the change in the ordinal score per unit change in an exposure.
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