Evaluation of the Antarctic Circumpolar Wave Simulated by CMIP5 and CMIP6 Models
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Abstract: As a coupled large-scale oceanic and atmospheric pattern in the Southern Ocean, the Antarctic circumpolar wave (ACW) has substantial impacts on the global climate. In this study, using the European Centre for Medium-Range Weather Forecasts ERA5 dataset and historical experiment outputs from 24 models of the Coupled Model Intercomparison Project Phase 5 and Phase 6 (CMIP5/CMIP6) spanning the 1980s and 1990s, the simulation capability of models for sea-level pressure (SLP) and sea surface temperature (SST) variability of the ACW is evaluated. It is shown that most models can capture well the 50-month period of the ACW. However, many simulations show a weak amplitude, but with various phase differences. Selected models can simulate SLP better than SST, and CMIP6 models generally perform better than the CMIP5 models. The best model for SLP simulation is the CanESM5 model from CMIP6, whereas the best model for SST simulation is the ACCESS1.3 model from CMIP5. It seems that the SST simulation benefits from the inclusion of both a carbon cycle process and a chemistry module, while the SLP simulation benefits from only the chemistry module. When both SLP and SST are taken into consideration, the CanESM5 model performs the best among all the selected models.
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1. Introduction

The Antarctic circumpolar wave (ACW) is a large-scale air-sea interactive phenomenon in the Southern Hemisphere, first named by White and Peterson in 1996 [1]. It manifests as an eastward-propagating signal around the Antarctic in sea-level pressure (SLP) [1–4], sea surface temperature (SST) [1–7], sea-ice extent/sea-ice concentration (SIE/SIC) [1,8,9], sea surface height (SSH) [5,10], meridional wind speed (MWS) [1,6,11,12], wind stress [5,10], surface air temperature (SAT) [9,11,13] and salinity [3,11,13], with a mean speed of 6–8 cm s\(^{-1}\) and a period of 4–5 years. As a major component of the Southern Ocean (SO), the ACW plays an important role in the Southern Hemisphere and global climate change and has drawn wide interest around the world [14]. In the past two decades, many researchers have investigated its origin, maintenance mechanism, development, variation and impact on both regional and global climate via statistical diagnostics and numerical modeling. Therefore, various hypotheses and theoretical models have been developed. Qiu and Jin [15] used a coupled model to show that the instability of the coupled ocean-atmosphere interaction is the main source of the ACW. Nevertheless, the ACW in SST anomalies is principally modulated by the El Niño-Southern Oscillation (ENSO) teleconnections [11,16]. It has been suggested that ENSO is
responsible for the generation of the ACW [17]. Moreover, it has been found that the ACW can explain
the ENSO variability during the last half of the twentieth century and that it will continually influence
ENSO under global warming [18]. Bonekamp et al. [3] found that a one-way atmosphere-ocean
coupling is sufficient to generate the ACW signature in the SAT, while Venegas [19], along with White
and Chen [20], considered that a combination of two different mechanisms that include coupled air-sea
interactions is needed. As a climate indicator, the ACW sheds lights on the prediction of regional
anomalies several seasons ahead. White and Cherry found that the SST anomaly in the ACW is closely
related to the autumn-winter precipitation in New Zealand, and it surpasses ENSO as an indicator [6].
White found that the ACW has a great impact on Australian interannual precipitation and that it
can explain most variations in specific regions [21]. According to Prabhu et al., the ACW not only
affects the high latitudes of the Southern Hemisphere but also influences the Subtropical Front via the
tropospheric response [22] and modulates the extremes of the Indian summer monsoon rainfall via SST
and the upper tropospheric meridional transport of heat over the southeast Pacific [23]. Recently, some
Chinese researchers have also investigated its evolution dynamics and climate influence. Xiao et al.
found a regular phase difference between the SLP and SST signals in the South Indian Ocean from
1980 to 1996 [24]. Bian and Lin found that the ACW experienced a shift from wavenumber 3 to
wavenumber 2 in 1972 [25]. They further pointed out that ACW has featured a wavenumber 2 pattern
and eastward propagation since the 1980s [26]. Xie et al. found that the ACW has a close link to the
summer precipitation anomalies in China [18]. However, because of the poor observation density
and lack of long-term observations, it is difficult to study the ACW over a long period, let alone
comprehensively understand the dynamics and its impacts on the climate.

However, studies using a climate-model-simulated ACW have achieved much progress. Researchers have used coupled air-sea models with a sea-ice module [27–30] and global model
coupling atmospheric, oceanic, sea ice and biospheric components [31] to investigate the evolution
features and driving mechanisms of the ACW. In these studies, the problems of unfixed ACW fluctuation
periods and various fluctuation features in different models have been highlighted. For example,
Motoi used the MRI-GCM-1 model and obtained a period of 10–15 years [27], while Christoph et al.
simulated the ACW using the MPI-CGCM model and found a period of 12–16 years. It was also found
that the ACW variability is mainly dominated by the variation of wavenumbers 2–4 on the century
timescale [30,31]. As mentioned above, the lack of reference data and the defects of numerical models
contribute to the large uncertainties in these research results, which needs further confirming by using
the latest climate models.

Conducted by The Working Group on Coupled Modelling (WGCM), the completed CMIP5
included more than 40 models and promoted a standard set of model simulations in order to:
(1) Evaluate how realistic the models are in simulating the recent past. (2) Provide projections of
future climate change on two time scales, near term (out to about 2035) and long term (out to 2100 and
beyond). (3) Understand some of the factors responsible for differences in model projections. Started in
2016, the ongoing CMIP6 with over 70 models, which generally have a finer resolution and improved
dynamical processes to their family predecessors in CMIP5, continues the pattern of evolution and
adaptation characteristic of CMIP5. These multimodel results are currently widely used in many
areas of climate research [32,33]. They are a useful research tool to deeply understand the sources and
evolution of climate change and the response in future scenarios, playing a vital role in climate change
assessments and international negotiations. Yet it is still uncertain how well these models can simulate
the ACW and whether they can be used in ACW research. To partly answer these questions, this study
focuses on evaluating the ability of multiple CMIP5 and CMIP6 models to simulate the ACW, with the
aim of increasing the knowledge about the ACW.
2. Data and Methods

2.1. Gridded Datasets

Owing to the scarcity of observations in the SO, reanalysis data is used here to define the ACW. According to Marshall [34], the ERA reanalysis dataset from the European Centre for Medium-Range Weather Forecasts (ECMWF) can well depict high-latitude circulations in the Southern Hemisphere. Therefore, the monthly SLP and SST product from the ERA5 dataset [35] was used as the reference data for comparison with numerical model results. The spatial resolution was interpolated to 1° × 1° and the temporal range was from January 1979 to December 1997. The SLP and SST output from 12 CMIP5 and 12 CMIP6 models’ historical experiments were also collected to evaluate their ability to simulate the ACW (Table 1). The first six of the CMIP5 models were physical climate system models and the last six models were Earth system models with a carbon cycle process [36]. The CMIP6 models were the latest version of the corresponding CMIP5 models. The CNRM-CM6-1 model includes an atmospheric chemistry module, the IPSL-CM6A-LR model includes an oceanic chemistry module, and the CESM2, GFDL-CM4, CanESM5 and GFDL-ESM4 models include both of these modules. For comparison, all model results were bilinearly interpolated into the same grid as the ERA5 data.

| Project | No. | Model Name | Institution and Country | SLP Spatial Grids | SST Spatial Grids |
|---------|-----|------------|-------------------------|------------------|------------------|
| CMIP5   | 1   | ACCESS1.3  | CSIRO-BOM, Australia    | 192 × 145        | 192 × 145        |
| CMIP5   | 2   | CESM1-CAM5 | NSF-DOE-NCAR, USA       | 288 × 192        | 384 × 320        |
| CMIP5   | 3   | CNRM-CM5   | CNRM-CERFACS, France    | 256 × 128        | 362 × 292        |
| CMIP5   | 4   | FGOALS-g2  | LASG-CESS, China        | 128 × 60         | 360 × 196        |
| CMIP5   | 5   | GFDL-CM3   | NOAA GFDL, USA          | 144 × 90         | 360 × 200        |
| CMIP5   | 6   | GISS-E2-H  | NASA GISS, USA          | 144 × 90         | 144 × 90         |
| CMIP5   | 7   | BCC-CSM1.1 | BCC, China              | 128 × 64         | 360 × 232        |
| CMIP5   | 8   | CanESM2    | CCCMA, China            | 128 × 64         | 256 × 192        |
| CMIP5   | 9   | FIO-ESM    | FIO, China              | 128 × 64         | 320 × 384        |
| CMIP5   | 10  | GFDL-ESM2G | NOAA GFDL, USA          | 144 × 90         | 360 × 210        |
| CMIP5   | 11  | HadGEM2-CC | MOHC, UK                | 192 × 145        | 360 × 216        |
| CMIP5   | 12  | IPSL-CM5A-LR | IPSL, France          | 96 × 96          | 182 × 149        |
| CMIP6   | 1   | ACCESS-CM2 | CSIRO-ARCCSS, Australia | 192 × 144        | 360 × 300        |
| CMIP6   | 2   | CESM2      | NCAR, USA               | 288 × 192        | 320 × 384        |
| CMIP6   | 3   | CNRM-CM6-1 | CNRM-CERFACS, France    | 256 × 128        | 362 × 294        |
| CMIP6   | 4   | FGOALS-g3  | CAS, China              | 180 × 80         | 360 × 218        |
| CMIP6   | 5   | GFDL-CM4   | NOAA-GFDL, USA          | 360 × 180        | 1440 × 1080      |
| CMIP6   | 6   | GISS-E2-1-H | NASA-GISS, USA         | 144 × 90         | 360 × 180        |
| CMIP6   | 7   | BCC-CSM2-MR | BCC, China             | 320 × 160        | 360 × 232        |
| CMIP6   | 8   | CanESM5    | CCCMA, Canada           | 128 × 64         | 360 × 291        |
| CMIP6   | 9   | FIO-ESM-2-0 | FIO-QLNM, China       | 192 × 288        | 320 × 384        |
| CMIP6   | 10  | GFDL-ESM4  | NOAA-GFDL, USA          | 288 × 180        | 720 × 576        |
| CMIP6   | 11  | HadGEM3-GC31-LL | MOHC NERC, UK   | 192 × 144        | 360 × 330        |
| CMIP6   | 12  | IPSL-CM6A-LR | IPSL, France            | 144 × 143        | 362 × 332        |

2.2. Taylor Analysis

The Taylor analysis is widely used to evaluate model simulations against reference data. It draws a diagram that can provide a concise statistical summary of how well patterns match each other in terms of their correlations, their root-mean-square differences and the ratios of their variances [37]. Then we can calculate the skill score S of each model as:

\[
S = \frac{4(1 + R)^4}{(\sigma + 1)^2 (1 + R_0)^4}
\]
where $R$ is the pattern correlation between the reference and simulation, $\sigma$ is the simulated standard deviation divided by that of the reference (also normalized standard deviation) and $R_0$ represents the maximum of probable correlation coefficient (here set as 1). $S$ ranges from 0 to 1. The closer $S$ is to 1, the better simulation skill the model has.

2.3. ACW Extraction

There are several definitions of the ACW, and here we followed in the steps of White and Peterson [1]. First, the monthly anomalies were calculated to remove the seasonal cycle, then a bandpass filter of 3–7 years was used to remove the fast change and long-term signals. To avoid the boundary effect, the data from 4 year before and after the study period were omitted. A small difference is that we used the Butterworth filter with a flat amplitude response function, which is commonly used in ACW studies [16,31,38,39]. The empirical orthogonal function (EOF) was applied to filter monthly anomalies, and the first mode (EOF1) represents the ACW signal [16,25]. Moreover, a spectrum analysis was carried out to obtain a clear period.

In the following section, results from the reference data, the model with the highest skill score, the unweighted average of the CMIP5 and CMIP6 model ensembles and the models in CMIP5 and CMIP6 with the highest correlation with the reference data are shown.

3. Results

3.1. Taylor Analysis of Model Simulations

The Taylor analysis was applied to pick up well simulated SLP and SST for further evaluation. Figure 1a shows the results for the SLP. Twelve CMIP5 models had normalized and standardized deviation ranging from 0.9 to 1.1 except for the IPSL-CM5A-LR and BCC-CSM1.1 model. The BCC-CSM1.1 model simulated a weaker-centered SLP variance with a normalized and standardized deviation less than 0.9, while the IPSL-CM5A-LR model simulated a stronger-centered SLP variance with normalized and standardized deviation near 1.2. Correlation coefficients between all the models and reference data were larger than 0.3. The CESM1-CAM5 model had the highest $S$ score while the GISS-E2-H model had the lowest. Earth system models show no obvious advantage over physical climate system models (Figure 2a).

For the 12 CMIP6 models, normalized and standardized deviation ranged from 0.92 to 1.12, except for the CESM2 model, which was slightly larger. All CMIP6 models’ correlation coefficients were larger than 0.3. The FIO-ESM-2-0 model had the highest $S$ score while the CNRM-CM6-1 model had the lowest. Models with an atmospheric chemistry module had a higher $S$ score than the other models, with the exception of the CNRM-CM6-1 model (Figure 2a). Compared with the CMIP6 models, CMIP5 models generally had poorer correlation coefficients and larger variances between models. The CMIP6 model ensemble was superior to the CMIP5 model ensemble, but not at all times. The FIO-ESM-2-0 model had the highest $S$ score among all 24 models, and thus was considered the best in simulating the reference SLP.

Same as Figure 1a but for SST, Figure 1b shows that 5 out of the 12 CMIP5 models had normalized and standardized deviations of less than 1, meaning that these model-simulated centered SST variances were weaker than the reference data. All CMIP6 models’ correlation coefficients were larger than 0.3. The FIO-ESM-2-0 model had the highest $S$ score while the CNRM-CM6-1 model had the lowest. Those in other models were weaker, with the weakest being the CESM2 model with a normalized and standardized deviation of less than 0.75. Correlation coefficients of four models (GFDL-CM4, CanESM5, GFDL-ESM4 and HadGEM3-GC31-LL) exceeded 0.9, and those of all 12 models were over 0.76. The GFDL-CM4 model had the highest $S$ score while the ACCESS-CM2 model had the lowest. Except for the CESM2 model, all models with a chemistry module performed better than those without (Figure 2b). Besides lower normalized standardized deviations, the CMIP6 model ensemble
was generally superior to the CMIP5 model ensemble, except for some particular model versions. The GFDL-CM4 model was selected as the best among all 24 models in simulating the reference SST.

Figure 1. Taylor diagrams of (a) sea-level pressure (SLP) and (b) sea surface temperature (SST) simulated by the 12 CMIP5 models and 12 CMIP6 models with ERA5 as the reference data.

Figure 2. Skill scores of the 12 CMIP5 models (blue) and 12 CMIP6 models (orange) for (a) SLP and (b) SST, respectively.
In general, both the CMIP5 and CMIP6 models can better simulate SST than SLP. The CMIP6 model ensemble has little advantage over the CMIP5 model ensemble. A chemistry module seems to improve the performance of both SLP and SST simulations. In contrast, the carbon cycle process brings benefits only to the SST simulation.

3.2. Evaluation of Model-Simulated SLP

The time-longitude figure shows the evolution of the filtered SLP signal from the reference data (Figure 3a), the best simulation from the FIO-ESM-2-0 model selected via the Taylor analysis (Figure 3b), the unweighted average of both CMIP5 (Figure 3c) and CMIP6 model ensembles (Figure 3e), the CESM1-CAM5 model simulation selected from CMIP5 (Figure 3d) and the CanESM5 model simulation selected from CMIP6 (Figure 3f). There was an obvious annual oscillation at a particular longitude, and a peak to valley pattern appeared in parallel at the same time. This ACW-like pattern shows a dominant eastward propagation, which was most intense and clear in the Pacific sector. The pattern had two wavelengths that encircled the globe with an average period of 6–8 years, which is consistent with previous studies [1,28]. Compared with White and Peterson [1], our result had a 15% (0.5 hPa) weaker amplitude of fluctuation. When the result sensitivities to different data and filters were taken into consideration, it is reasonable to conclude that these reference data could well reproduce the ACW during our study period. The selected CESM1-CAM5, FIO-ESM-2-0 and CanESM5 models basically captured the wave pattern and propagating trend when compared with the reference result. In contrast, the CMIP5 and CMIP6 model ensembles barely show a propagating wave-like pattern. The neutralization of different simulated ACW signals may be responsible for this bad result obtained via the unweighted mean. Among the CMIP5 models, Earth system models show no notable difference from the physical climate models. However, there were several models with poor performance, such as the BCC-CSM1.1 model, which reproduced a random meridional distribution and barely half of the peak value. Although it shows a small eastward-propagating trend, it is among the worst simulations when the vague wave pattern was considered. Moreover, instead of a propagating pattern, the FGOALS-g2 result rather shows a zonally uniform annual oscillation, which greatly differed from the ACW. For CMIP6 models, the CESM2 and HadGEM3-GC31-LL models could not reproduce the wave pattern or propagation trend of the ACW (figure omitted).

It is interesting to notice an abnormal westward propagation between 0 and 90°W (South Atlantic, including the Drake Passage region) in many models, especially for physical climate models, which cannot be seen in reference data. According to White and Peterson [1], the ACW SST anomalies originate in the western subtropical South Pacific and propagate eastward, which is mainly due to the Antarctic circumpolar current (ACC). The ACC in the Drake Passage region is extremely strong with a velocity of 3–15 cm s\(^{-1}\) that would affect the ACW signal propagation in model simulations [27] and may block the eastward propagation in a specific region [13]. Moreover, the ACW signal tends to be much weaker in the South Atlantic sector [31]. Therefore, there may be large uncertainties for models in simulating the ACC or the mechanisms of how the ACC influences the ACW, making the simulated westward propagation trend rather dubious [40].
It is interesting to notice an abnormal westward propagation between 0 and 90°W (South Atlantic, including the Drake Passage region) in many models, especially for physical climate models, which cannot be seen in reference data. According to White and Peterson [1], the ACW SST anomalies originate in the western subtropical South Pacific and propagate eastward, which is mainly due to the Antarctic circumpolar current (ACC). The ACC in the Drake Passage region is extremely strong with a velocity of 3–15 cm s⁻¹ that would affect the ACW signal propagation in model simulations [27] and may block the eastward propagation in a specific region [13]. Moreover, the ACW signal tends to be much weaker in the South Atlantic sector [31]. Therefore, there may be large uncertainties for models in simulating the ACC or the mechanisms of how the ACC influences the ACW, making the simulated westward propagation trend rather dubious [40].

To further investigate the ability of models in simulating the SLP signal, an EOF analysis was applied to the filtered series mentioned above. Figure 4 shows the first EOF mode representing the ACW. As the main mode, the EOF1 of the reference data explained 41.9% of the total variance and took the general form of three complete wavelengths in time series (Figure 4a). This is consistent with the result of Bian and Lin [25], in which the EOF1 explains 33% of the total variance. The CESM1-CAM5 model from CMIP5 explained a little less than the reference data (Figure 4e), while for other models, such as the FIO-ESM model, the explanation rates exceeded 75% (figure omitted). All models had clear fluctuations but varied considerably in wavenumbers and phases (Figure 4d). Furthermore, by calculating the correlation coefficients between the time series of the reference data and model simulations (results omitted), four models—ACCESS1.3, CESM1-CAM5, BCC-CSM1.1 and FIO-ESM—were found to be significantly positively related to the reference data. The CESM1-CAM5 model had the largest correlation coefficient of over 0.85. However, it failed to reproduce the first ACW in the early 1980s. Among the CMIP6 models, CanESM5’s EOF1 explanation rate reached 65% (Figure 4g) and had a positive correlation coefficient of 0.99. Models with an atmospheric chemistry module seem to have a higher positive correlation than those without, although they show no advantage in terms of explaining the total variance. Compared with CMIP5 models, CMIP6 models show no improvement in terms of explained variance but had better performance in fluctuation manifestation.
Furthermore, by calculating the correlation coefficients between the time series of the reference data and model simulations (results omitted), four models—ACCESS1.3, CESM1-CAM5, BCC-CSM1.1 and FIO-ESM—were found to be significantly positively related to the reference data. The CESM1-CAM5 model had the largest correlation coefficient of over 0.85. However, it failed to reproduce the first ACW in the early 1980s. Among the CMIP6 models, CanESM5's EOF1 explanation rate reached 65% (Figure 4g) and had a positive correlation coefficient of 0.99. Models with an atmospheric chemistry module seem to have a higher positive correlation than those without, although they show no advantage in terms of explaining the total variance. Compared with CMIP5 models, CMIP6 models show no improvement in terms of explained variance but had better performance in fluctuation manifestation.

Figure 4. Time series and spatial pattern for the first empirical orthogonal function (EOF) mode of SLP from the ERA5 dataset (a,b) and selected models (c–g), with the explained percentage of variance given on the top right (5–95% percentile shaded). Models (c–g) are the same as Figure 3 (b–f).

The spectrum analysis of the EOF1 time series was employed to extract the clear period of the ACW (Figure 5). Seven out of 12 CMIP5 models show a nearly 50-month period of the ACW, similar to the reference data (passing the 95% red noise confidence level). Among the other five models, the BCC-CSM1.1, GFDL-ESM2G and IPSL-CM5A-LR models had a major period of 40 months while the CNRM-CM5 and GFDL-CM3 models contained two signals of both 30-month and 50-month periods. Except a 40-month period for the FGOALS-g3 and GFDL-CM4 models, all CMIP6 models show a 50-month period signal as well. Compared with the CMIP5 models, the CMIP6 models reproduce the ACW period better, but the carbon cycle process and chemistry module make no contribution to the better period performance.
The spectrum analysis of the EOF1 time series was employed to extract the clear period of the ACW (Figure 5). Seven out of 12 CMIP5 models show a nearly 50-month period of the ACW, similar to the reference data (passing the 95% red noise confidence level). Among the other five models, the BCC-CSM1.1, GFDL-ESM2G and IPSL-CM5A-LR models had a major period of 40 months while the CNRM-CM5 and GFDL-CM3 models contained two signals of both 30-month and 50-month periods. Except a 40-month period for the FGOALS-g3 and GFDL-CM4 models, all CMIP6 models show a 50-month period signal as well. Compared with the CMIP5 models, the CMIP6 models reproduce the ACW period better, but the carbon cycle process and chemistry module make no contribution to the better period performance.

Figure 5. Spectra for bandpass-filtered first EOF time series of SLP from the ERA5 dataset (a) and selected models (red line is the red noise, and dashed line is the 5% and 95% confidence bounds). Models (b–f) are the same as Figure 3 (b–f).

Hence, we concluded that three models could simulate the ACW SLP signal well: the FIO-ESM model from CMIP5, and the CanESM5 and GFDL-ESM4 models from CMIP6.

3.3. Evaluation of Model-Simulated SST

Same as Figure 3, Figure 6 shows the evolution features of the spatiotemporal variation of SST from the reference data (Figure 6a), the best-performing model, GFDL-CM4, selected according to Taylor analysis (Figure 6b), the unweighted average of the CMIP5 model ensemble (Figure 6c) and the CMIP6 model ensemble (Figure 6e), the ACCESS-1.3 model simulation selected from CMIP5 (Figure 6d) and the CESM2 model simulation selected from CMIP6 (Figure 6f). The reference data result was similar to the SLP features, which shows an obvious annual oscillation at a particular longitude and a peak to valley pattern in parallel at the same time. The wave pattern propagated eastward and took about 8 year to encircle the Antarctic. Furthermore, it reconfirmed the findings that the ACW is the strongest in the South Pacific sector in previous studies [11,38,41] and provided confidence regarding the ability of the reference data in capturing real ACW features. Unsatisfactory simulations, such as the BCC-CSM1.1 model, had a small eastward-propagating trend but a fragmentary wave pattern, and the GISS-E2-H model was 50% less than the reference data in amplitude. The ACCESS1.3 model
represents the SST signal well in the eastern hemisphere but blurred the propagation trend in the western hemisphere. It took the CESM1-CAM5 model 6 year to encircle the Antarctic, while it took 4 year for the CanESM2 model. In contrast, the CMIP6 models were much improved in representing the wave pattern and propagation trend. The best GFDL-CM4 model result was similar to the reference data with a two-wavelength parallel form and 8 year encircling period. The CESM2 model performed well in the western hemisphere but had a small amplitude in the eastern hemisphere, therefore blurring the ACW. Other models had various problems, such as having a one-third loss in amplitude for the HadGEM2-CC model and a quasi-biennial oscillation instead of the ACW for the BCC-CSM2-MR model (figure omitted).

Figure 6. Same as Figure 3, but for SST (contours at 0.2 °C interval). (a) ERA5 (as reference data); (b) GFDL-CM4 model (highest S score); (c) CMIP5 ensemble mean; (d) ACCESS1.3 model (highest EOF1 time series correction in CMIP5); (e) CMIP6 ensemble mean and (f) CESM2 model (second highest EOF1 time series correction in CMIP6 with GFDL-CM4 as the highest).

By applying the EOF analysis to filtered monthly SST anomalies, EOF1 was still taken as the ACW and its time series is shown in Figure 7. The reference data result shows three complete waves and explained over half of the total variance. It exceeded the SLP result, which indicates that there were too many short-time signals in the atmosphere to filter out, while in the ocean, long-time signals were strong and steady, resulting in a high signal-to-noise ratio. Only 1 out of 12 CMIP5 models, namely, the FIO-ESM model, had a larger explanation rate than the reference data, while three, the FGOALS-g3, GISS-E2-1-H and BCC-CSM models, had small explanation rates of less than 40%. The EOF1 time series of the ACCESS1.3, CNRM-CM5, BCC-CSM1.1 and FIO-ESM models were significantly positively
related to the reference data result, with the ACCESS1.3 model reaching the highest, over 0.98. However, all CMIP6 models had a lower explanation rate than the reference data, and the HadGEM3-GC31-LL model had the lowest of around 33%. This is consistent with the Taylor analysis result mentioned in Section 3.1, suggesting a weaker SST signal in the CMIP6 model simulations. One more thing to notice is that the three models with a chemistry module, i.e., the CESM2, GFDL-CM4 and CanESM5 models, had significantly positive correlations with the EOF1 time series from the reference data, supporting the above finding that the chemistry module helps to improve SST simulations.

*Figure 7.* Time series and spatial pattern for the first EOF mode of SST from the ERA5 dataset (a,b) and selected models (c–g), with the explained percentage of variance given on the top right (5–95% percentile shaded). Models (c–g) are the same as Figure 6 (b–f).

Figure 8 shows the spectrum analysis result of the SST EOF1 time series. The peak of the reference data exactly corresponded to the 50-month period of the ACW and passed over the 95% red noise confidence level. The ACCESS1.3 model also generated a similar spectrum. Among the other CMIP5 models, FGOALS-g2’s main peak failed the significance test, and the significant period of the GISS-E2-H and FIO-ESM models was below 40 months while that of the IPSL-CM5A-LR model exceeded 70 months. However, all CMIP6 models except FIO-ESM-2-0 reproduced the 50-month
significant period of the ACW. In general, CMIP6 models could simulate the ACW period more accurately than CMIP5 models, especially those with a chemistry module.

![Figure 8](https://example.com/figure8.png)

Figure 8. Spectra for bandpass-filtered first EOF time series of SST from the ERA5 dataset (a) and selected models (red line is the red noise, and dashed line is the 5% and 95% confidence bounds). Models (b–f) are the same as Figure 6 (b–f).

In summary, five models could simulate the SST signal of the ACW well: the ACCESS1.3 and CNRM-CM5 models from CMIP5, and the CESM2, GFDL-CM4 and CanESM5 models from CMIP6.

4. Conclusions

The ACW is a crucial air-sea coupling system in the Southern Hemisphere, and it further influences the global climate. Using White and Peterson’s method of extracting the ACW from SLP and SST fields, we compared the simulated ACWs from historical experiments of the CMIP5 and CMIP6 models with those from the ERA5 data during the most active period of the 1980s and 1990s. The main findings were as follows.

(1) For SLP simulation, models had low correlations with the reanalysis data. The CMIP6 models show a slightly better performance than the CMIP5 models. Three models, namely, the FIO-ESM model from CMIP5 and the CanESM5 and GFDL-ESM4 models from CMIP6, performed well. Models with an atmospheric chemistry module had better simulations.
(2) For SST simulation, the CMIP6 models reproduced weaker but more reliable signals than the CMIP5 models. Five models, the ACCESS1.3 and CNRM-CM5 models from CMIP5 and the CESM2, GFDL-CM4 and CanESM5 models from CMIP6, performed well. Models with a carbon cycle process and a chemistry module tended to produce better simulations.

(3) When both SLP and SST were taken into consideration, most CMIP6 models show an improvement compared with the CMIP5 version. Models simulated SST better than SLP. The best simulation was produced by the CanESM5 model. Most models could capture the 50-month period of SLP and SST signals in the ACW. The main problem remained in generating the correct phase.

It should to be clear that here we evaluated the ACW SLP and SST signals separately without considering their correlation; however, they had stable phase differences. Further research may investigate other variables and introduce the correlations between them. Moreover, the physical mechanism of the model spread remains as further research. Finally, although the EOF method has advantages in presenting the ACW in the form of a standing wave, it cannot reveal the propagation trend [16,42]. More sufficient statistical methods and new appropriate variables representing the ACW should be adopted in future studies to deepen our understanding.
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