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Abstract
We study an intrinsic Lagrange spectrum of the unit circle \( |z| = 1 \) in the complex plane with respect to the Eisensteinian field \( \mathbb{Q}(\sqrt{-3}) \). We prove that the minimum of the Lagrange spectrum is 2 and that its smallest accumulation point is \( 4/\sqrt{3} \). In addition, we characterize the set of all values in the spectrum between 2 and \( 4/\sqrt{3} \).
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1 Introduction

1.1 Motivation

Call \((a, b)\) an Eisenstein pair if \(a\) and \(b\) are positive integers such that \(a^2 + ab + b^2\) is a perfect square. Plot all Eisenstein pairs \((a, b)\) on the complex plane by associating \((a, b)\) to \(a + b\omega\) where \(\omega = \frac{1 + \sqrt{-3}}{2}\). Suppose that we draw a half-line \(\ell\) from the origin into the subset \(\{z \in \mathbb{C} \mid 0 \leq \arg(z) \leq \pi/3\}\) of the complex plane and we aim to make \(\ell\) stay as far away as possible from all but finitely many Eisenstein pairs (see Fig. 1). What is the greatest possible margin by which \(\ell\) misses all but finitely many Eisenstein pairs? What is the second greatest?

To formulate this question more precisely, let \(z = \alpha + \beta\omega\) for any nonnegative real numbers \(\alpha\) and \(\beta\) with \(\alpha^2 + \alpha\beta + \beta^2 = 1\) and let \(\ell(z)\) be the half-line in the complex plane which begins at 0 and passes through \(z\). Denote by \(\delta'(z, (a, b))\) the shortest (Euclidean) distance from \(a + b\omega\) to the half-line \(\ell(z)\). Then we are interested in maximizing

\[
\delta(z) = \liminf_{(a, b)} \delta'(z, (a, b))
\]
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Table 1  The 5 smallest values of $L(z)$

| $L(z)$ | $z$ |
|--------|-----|
| $\sqrt{13}/3$ = 2.08166599946613... | $\frac{1}{\sqrt{3}} + \frac{1}{\sqrt{3}}\omega$ |
| $\sqrt{133}/5$ = 2.30651251893416... | $\frac{1}{2} + \frac{1+\sqrt{13}}{4}\omega$ |
| $\frac{2\sqrt{15841}}{109}$ = 2.30937677942215... | $\frac{10}{\sqrt{399}} + \frac{13}{\sqrt{399}}\omega$ |
| $\frac{2\sqrt{1884961}}{1189}$ = 2.30940087256323... | $\frac{1189}{\sqrt{5654883}} + \frac{1549}{\sqrt{5654883}}\omega$ |

where the Eisenstein pairs $(a, b)$ are ordered by the absolute value $|a + b\omega| = \sqrt{a^2 + ab + b^2}$. Equivalently, we are interested in minimizing

$$L(z) := \frac{1}{\delta(z)} = \limsup_{(a,b)} \frac{1}{\delta'(z, (a,b))}.$$ 

Our first theorem provides answers for the questions we asked in the beginning.

**Theorem 1**  The 5 smallest values of $L(z)$, together with corresponding $z$, are as in Table 1.

In fact, for each value of $L(z)$, there are (infinitely) many $z$ which share the same $L(z)$. Table 1 lists only one such $z$.

**Theorem 2**  The smallest accumulation point of $\{L(z) \mid |z| = 1, L(z) > 0\}$ is

$$\frac{4}{\sqrt{3}} = 2.30940107675850...$$

1.2 Intrinsic Diophantine approximation

To place our results in a general context, we introduce some notions about intrinsic Diophantine approximation, following the exposition in [8]. Suppose that $(X, d)$ is a complete metric space and that $Z$ is a countable dense subset of $X$ equipped with a height function

$$Ht : Z \longrightarrow (0, \infty),$$

namely, a function whose inverse image of any bounded subset of $(0, \infty)$ is finite. We will call $(X, d, Z, Ht)$ (or more simply $(X, Z)$) a Diophantine space. With respect to a Diophantine space $(X, Z)$, we say that a function $\psi : (0, \infty) \longrightarrow (0, \infty)$ is a Dirichlet function if it has the property that, for each $P \in X$, there exists a constant $C(P)$ and a sequence $\{Z_n\}_{n=1}^\infty$ in $Z$ such that $d(P, Z_n) \leq C(P)\psi(Ht(Z_n))$ for all $n \geq 0$. Once the data $(X, d, Z, Ht, \psi)$ are fixed, we define an approximation constant

\[ \text{-- Springer} \]
\( \delta(P) \) of each \( P \in X - Z \) to be

\[
\delta(P) = \liminf_{Z \in Z} \frac{d(P, Z)}{\psi(Ht(Z))}.
\]

(1)

The approximation constant \( \delta(P) \) is thought to measure the approximability of \( P \); this means that the smaller \( \delta(P) \) is the better \( P \) is approximated by points in \( Z \). In particular, \( P \) is said to be \textit{badly approximable} if \( \delta(P) > 0 \). There is a notion of an \textit{optimal} Dirichlet function, which is equivalent to the existence of badly approximable points under some technical conditions. We refer the reader to [7] for more in-depth discussion on this. In our paper, we will simply pick a function \( \psi \) which is known to be an optimal Dirichlet function (thus guaranteeing that badly approximable points exist), and we study the resulting approximation constants. For instance, if \( X = \mathbb{R}^n \) and \( Z = \mathbb{Q}^n \) (with the distance in \( X \) being given by the supremum norm and \( Ht(p/q) = q \) with primitive \( p \in \mathbb{Z}^n \) and \( q > 0 \)), it is well-known that the function \( \psi : H \mapsto H^{-\frac{1}{2} + \frac{1}{n}} \) is an optimal Dirichlet function. In addition to the approximation constant \( \delta(P) \), we define the \textit{Lagrange number} \( L(P) \) of \( P \in X - Z \) to be

\[
L(P) = \frac{1}{\delta(P)} = \limsup_{Z \in Z} \frac{\psi(Ht(Z))}{d(P, Z)}.
\]

(2)

If \( \delta(P) = 0 \), then we let \( L(P) = \infty \). We also define the \textit{Lagrange spectrum} \( \mathcal{L}(X, Z) \) to be

\[
\mathcal{L}(X, Z) = \{ L(P) \mid P \in X - Z, L(P) < \infty \}.
\]

Suppose that \((X_1, Z_1, d_1, Ht_1)\) and \((X_2, Z_2, d_2, Ht_2)\) are Diophantine spaces. Assume that there exists an isometry \( \iota : (X_1, d_1) \longrightarrow (X_2, d_2) \) such that

- \( \iota \) maps \( Z_1 \) bijectively onto \( Z_2 \), and
- \( \iota \) preserves heights, that is, \( Ht_2(\iota(Z)) = Ht_1(Z) \) for all \( Z \in Z_1 \).

In other words, the isometry \( \iota \) preserves the structure of “rational points”. Let us call such an \( \iota \) a \textit{Diophantine isometry}. The Diophantine spaces \((X_1, Z_1)\) and \((X_2, Z_2)\) then share a common Dirichlet function \( \psi \) and we have \( \delta(P) = \delta(\iota(P)) \) for all \( P \in X_1 - Z_1 \). As a result, \( \mathcal{L}(X_1, Z_1) = \mathcal{L}(X_2, Z_2) \).

1.3 Main theorem

Let \( K = \mathbb{Q}(\sqrt{-3}) \), which we call the \textit{Eisensteinian field}. In the present paper, we are concerned with the following Diophantine space:

\[
\begin{align*}
X_C &= \{ z \in \mathbb{C} \mid |z| = 1 \}, \\
Z_K &= X_C \cap K.
\end{align*}
\]
Here, $X_C$ is equipped with the usual Euclidean metric in the complex plane. To define a height function on $Z_K$, notice that any element in $y \in K$ is written uniquely in the form

$$y = \frac{a + b\omega}{c}$$

with $a, b, c \in \mathbb{Z}$ having no common factor and $c > 0$. (Recall $\omega = (1 + \sqrt{-3})/2$.)

The height function $Ht_K(y)$ is defined by

$$Ht_K(y) = Ht_K\left(\frac{a + b\omega}{c}\right) = c.$$ 

Finally, we let $\psi : H \mapsto H^{-1}$, which is a Dirichlet optimal function in this case. With respect to this data $(X_C, Z_K, Ht_K, \psi)$, the definition (2) becomes

$$L(z) = \lim_{y \to \infty} \sup_{y \in \mathbb{Z}} \frac{1}{Ht_K(y)d(z, y)}.$$ 

It is easy to see that this $L(z)$ coincides with the $L(z)$ defined in Sect. 1.1.

**Theorem 3** Define

$$\lambda = \frac{3 + \sqrt{13}}{2} \text{ and } \overline{\lambda} = \frac{3 - \sqrt{13}}{2}.$$ 

Then we have

$$\mathcal{L}(X_C, Z_K) \cap \left(0, \frac{4}{\sqrt{3}}\right) = \left\{ \sqrt{\frac{13}{3}}, \frac{2}{\sqrt{3}} \cdot \sqrt{4 - \frac{13}{(\lambda^{2k+1} - \overline{\lambda}^{2k+1})^2}} \bigg| k = 0, 1, \ldots \right\} = \left\{ 2, \sqrt{\frac{133}{3}}, \frac{2}{109} \sqrt{15, 841}, \frac{2}{1189} \sqrt{1, 884, 961}, \ldots \right\}.$$ 

This theorem is an easy consequence of Theorem 43, which is our main theorem. Also, given any element $L$ in $\mathcal{L}(X_C, Z_K) \cap \left(0, \frac{4}{\sqrt{3}}\right)$, Theorem 43 provides a recipe to produce a point $z \in X_C$ with $L = L(z)$. All assertions in Theorems 1 and 2 easily follow from this.

**1.4 Literature review**

In the study of Lagrange spectra of various Diophantine spaces, perhaps the most prototypical example is the case $(X, \mathcal{Z}) = (\mathbb{R}, \mathbb{Q})$ with the usual Euclidean metric on $\mathbb{R}$.
and the height function being $Ht(\frac{a}{b}) = |b|$. The function $\psi : H \mapsto H^{-2}$ is an optimal Dirichlet function here. With this set-up, a celebrated theorem of Markoff in [13] and [14] characterizes every (irrational) number $P$ whose Lagrange number $L(P) < 3$ in terms of its continued fraction expansion. In particular, Markoff’s theorem proves that 3 is the smallest accumulation point of $\mathcal{L}(\mathbb{R}, \mathbb{Q})$. For detailed discussion of this remarkable theorem, we refer the reader to [6] and [12], as well as to [1] and [16] for more recent expositions.

There are numerous generalizations of Markoff’s theorem in various contexts. However, structures of Lagrange spectra of intrinsic Diophantine approximation seem to be less known. See the introduction in [8] for an overview on this topic. In [9] Kleinbock and Merrill studied intrinsic Diophantine approximation for $(X, Z) = (S^n, S^n \cap \mathbb{Q}^{n+1})$, where $S^n$ is the unit $n$-sphere in $\mathbb{R}^{n+1}$. Here, the metric on $S^n$ is the sup norm in $\mathbb{R}^{n+1}$ and the height of $z/q \in S^{n+1}$ is $q$ whenever $z \in \mathbb{Z}^{n+1}$ is a primitive integral vector and $q$ is a positive integer. They show in [9] that there exist badly approximable points in $S^n$ with respect to the function $\psi : H \mapsto H^{-1}$, therefore, establishing that $\psi$ is an optimal Dirichlet function in this setting. As for the Lagrange spectrum of $\mathcal{L}(S^n, S^n \cap \mathbb{Q}^{n+1})$, Kopetzky [10] and, independently, Moshchevitin [15] found that the minimum (or the Hurwitz bound) of $L(S^n, S^n \cap \mathbb{Q}^2)$ is $1/\sqrt{2}$.

In 2008, Romik introduced in [17] a certain dynamical system on the unit quarter circle \{(x, y) \in \mathbb{R}^2 \mid x, y \geq 0, x^2 + y^2 = 1\} and used it to define a certain digit expansion for points in the quarter circle. Romik’s dynamical system is based on an old theorem of Berggren [2], which provides a tree-like structure for the set of all Pythagorean triples $(a, b, c)$, namely, a triple of coprime positive integers with $a^2 + b^2 = c^2$. Jointly with Dong Han Kim in [4], the first-named author of the present paper utilized Romik’s digit expansions to reveal the structure of the initial discrete part of $\mathcal{L}(S^1, S^1 \cap \mathbb{Q}^2)$. (In [4], the metric on $S^1$ is the usual Euclidean metric on $\mathbb{R}^2$, not the sup norm.) In particular, they prove that 2 is the smallest accumulation point of $\mathcal{L}(S^1, S^1 \cap \mathbb{Q}^2)$ and characterize those $P$ in $S^1$ whose Lagrange numbers $L(P) < 2$ in terms of Romik’s digit expansions of $P$. This provides an analogue of the aforementioned theorem of Markoff in the context of intrinsic Diophantine approximation of $S^1$. A similar but less direct result had been previously proven by Kopetzky in [11].

1.5 Comparison with A. Schmidt’s Markoff spectrum

Let $f(x, y) = \alpha x^2 + \beta xy + \gamma y^2$ be a quadratic form with $\alpha, \beta, \gamma \in \mathbb{R}$ and $\alpha \neq 0$ and discriminant $\Delta(f) = \beta^2 - 4\alpha \gamma > 0$. In [18], A. Schmidt defines the 3-minimum of $f$ to be

$$\mu_3(f) = \inf_{(x, y) \in \mathbb{Z}^2 - \{(0, 0)\}} \left| f(x, y) \right|_{\gcd(x, 3)},$$

and the 3-spectrum $\mathcal{M}_3$ to be

$$\mathcal{M}_3 = \{\sqrt{\Delta(f)/\mu_3(f)} \mid f \text{ as above}\}.$$
His main result (Theorem 2.1 in [18]) gives

\[M_3 \cap (0, 4) = \{ \sqrt{13} \} \cup \left\{ 4 \sqrt{1 - \frac{4}{M_n^2}} \mid M_0 = 4, M_1 = 40, M_n = 11M_{n-1} - M_{n-2} \text{ for } n \geq 2 \right\}\]

To connect this with our results, let \( \lambda, \bar{\lambda} \) be as in Theorem 3. Then one can use induction to show that, for \( n \geq 0 \),

\[M_n = \frac{4}{\sqrt{13}} \left( \lambda^{2n+1} - \bar{\lambda}^{2n+1} \right).\]

Combining this and Theorem 3, we have

\[M_3 \cap (0, 4) = \sqrt{3} = \mathcal{H}(X_C, \mathcal{Z}_K) \cap \left( 0, \frac{4}{\sqrt{3}} \right).\]

This is analogous to the well-known fact that the original Markoff and Lagrange spectra coincide below 3, their common smallest accumulation point. It would be desirable to provide a more detailed explanation on the connection between our Lagrange spectrum and A. Schmidt’s Markoff spectrum. Indeed, Kopetzky’s result in [11] can be interpreted as providing this connection in the Pythagorean case. We intend to return to this theme in the near future.

1.6 Diophantine isometry and structure of the paper

Instead of dealing with \((X_C, \mathcal{Z}_K)\) directly, we consider another Diophantine space \((X_0, \mathcal{Z}_0)\) with

\[
\begin{cases}
X_0 = \{(x, y) \in \mathbb{R}^2 \mid x^2 + xy + y^2 = 1\} \\
\mathcal{Z}_0 = X_0 \cap \mathbb{Q}^2.
\end{cases}
\]  

To define a metric on \(X_0\), we equip the ambient vector space \(\mathbb{R}^2\) of \(X_0\) with an inner product

\[P_1 \cdot P_2 = x_1x_2 + \frac{x_1y_2 + x_2y_1}{2} + y_1y_2\]

for \(P_1 = (x_1, y_1)\) and \(P_2 = (x_2, y_2)\) in \(\mathbb{R}^2\) and let \(X_0\) inherit the metric from the inner product space \((\mathbb{R}^2, \cdot)\). With respect to this metric, \(X_0\) is the “unit circle” centered at the origin and \(\mathcal{Z}_0\) is the set of its rational points. Also, we define a height function \(Ht\) on \(\mathcal{Z}_0\) to be

\[Ht \left( \frac{a}{c}, \frac{b}{c} \right) = c,\]
The Diophantine isometry $P \mapsto z(P)$ whenever $(\frac{a}{c}, \frac{b}{c}) \in \mathbb{Z}_0$ is written in lowest terms with $c > 0$. Finally we choose our Dirichlet function $\psi$ to be $\psi : H \mapsto H^{-1}$.

One can easily check that the map $z : \mathbb{R}^2 \rightarrow \mathbb{C}$, $P = (\alpha, \beta) \mapsto z(P) = \alpha + \beta \omega$ is an isometry (see Fig. 2). Furthermore, this map sends $\mathcal{X}_0$ bijectively onto $\mathcal{X}_C$ and $\mathbb{Z}_0$ bijectively onto $\mathbb{Z}_K$, preserving heights. In other words, $z : (\mathcal{X}_0, \mathbb{Z}_0) \rightarrow (\mathcal{X}_C, \mathbb{Z}_K)$ is a Diophantine isometry (see Sect. 1.2). By symmetry, it is enough for us to consider a “one-sixth” $(\mathcal{X}, \mathbb{Z})$ of $(\mathcal{X}_0, \mathbb{Z}_0)$, which is defined to be

$\mathcal{X} = \{(x, y) \in \mathcal{X}_0 \mid x, y \geq 0\}$

and $\mathbb{Z} = \mathbb{Z}_0 \cap \mathcal{X}$. Clearly $\mathcal{L}(\mathcal{X}, \mathbb{Z}) = \mathcal{L}(\mathcal{X}_0, \mathbb{Z}_0)$.

Let us call $(a, b, c)$ an Eisenstein triple if $(a, b, c)$ is a coprime positive integer triple satisfying $a^2 + ab + b^2 = c^2$. The set of all Eisenstein triples are in one-to-one correspondence with points in $\mathbb{Z}$. On the other hand, it is proven by Wayne in [19] that the set of all Eisenstein triples forms a certain tree-like structure, just as in the Pythagorean case. This enables us to apply the same strategy developed in [4] to our situation.

In fact, the current paper should be thought of as a companion paper to [4] in the Eisensteinian case. We begin in Sect. 2 by outlining constructions of Romik’s dynamical system and digit expansions, making necessary modifications for the Eisensteinian case. We will give a self-contained exposition for the sake of completeness at the expense of some duplication.

A central theme in the techniques developed in [4] is the fact that Romik’s digit expansion plays an analogous role as continued fraction expansions in the classical case. The same is true for the Eisensteinian case. One of the main technical results in Sect. 2 is to establish the fact that, for a fixed $P \in \mathcal{X} - \mathbb{Z}$, all the best approximants of $P$ are contained in boundary points of the cylinder sets containing $P$ (Theorem 16). Another key step is to prove a version of Perron’s formula in the Eisensteinian case (Theorem 23).

Once Perron’s formula is established, it becomes possible to define a doubly infinite Romik sequence $T$ and its Lagrange number $L(T)$ (see Definition 6), so that to each
P \in \mathcal{X} - \mathcal{Z} we can associate a doubly infinite Romik sequence T such that L(T) = L(P) (see Lemma 27). Therefore, in order to characterize every Lagrange number L(P) < 4/\sqrt{3}, it is enough to characterize every doubly infinite Romik sequence T with L(T) < 4/\sqrt{3}. This is the goal of Sect. 4 and we give such a characterization in Theorem 43, which is the main theorem of the paper.

Finally we mention that there is another Diophantine space (\mathcal{X}', \mathcal{Z}'), whose intrinsic Diophantine approximation is equivalent to (\mathcal{X}_0, \mathcal{Z}_0). Define

\mathcal{X}' = \{(x, y, z) \in \mathbb{R}^3 \mid x^2 + y^2 + z^2 = 2, \ x + y + z = 0\}

and \mathcal{Z}' = \mathcal{X}' \cap \mathbb{Q}^3. To define a metric on \mathcal{X}', we simply rescale the Euclidean metric on \mathbb{R}^3 and let \text{d}' = \frac{\text{d}_{\text{Euclidean}}}{\sqrt{2}}, so that \mathcal{X}' becomes a “unit circle” in \mathbb{R}^3. In addition, we define the height of \frac{p}{q} \in \mathcal{Z}' to be \frac{q}{\text{gcd}(p, q)} whenever \frac{p}{q} \in \mathbb{Z}^3 is primitive and \frac{q}{\text{gcd}(p, q)} > 0 is a positive integer. Let i = (1, -1, 0) and j = (1, 0, -1). Then it is easy to check that the map

\iota : \mathbb{R}^2 \longrightarrow \{(x, y, z) \in \mathbb{R}^3 \mid x + y + z = 0\}

with \iota(\alpha, \beta) = \alpha i + \beta j is a Diophantine isometry between (\mathcal{X}_0, \mathcal{Z}_0) and (\mathcal{X}', \mathcal{Z}'). Recall that \mathbb{R}^2 is equipped with the metric defined by the inner product in (4). In particular, L(\mathcal{X}, \mathcal{Z}) = L(\mathcal{X}', \mathcal{Z}').

2 Romik’s dynamical system and Berggren trees of Eisenstein triples

2.1 Preliminary results on linear algebra

Let (\mathbb{R}^3, Q(x)) be a quadratic space, namely, a real vector space \mathbb{R}^3 equipped with a quadratic form

Q(x) = x_1^2 + x_1 x_2 + x_2^2 - x_3^2

for x = (x_1, x_2, x_3) \in \mathbb{R}^3. Associated to the form Q(x), there is a symmetric bilinear pairing \langle \cdot, \cdot \rangle

\langle x, y \rangle = \frac{1}{2} (Q(x + y) - Q(x) - Q(y))

= x_1 y_1 + \frac{x_1 y_2 + x_2 y_1}{2} + x_2 y_2 - x_3 y_3

for x = (x_1, x_2, x_3) and y = (y_1, y_2, y_3).

We also consider an inner product space (\mathbb{R}^2, \cdot), where the inner product P_1 \cdot P_2 is defined by

P_1 \cdot P_2 = x_1 x_2 + \frac{x_1 y_2 + x_2 y_1}{2} + y_1 y_2

\(\square\) Springer
whenever \( P_1 = (x_1, x_2) \) and \( P_2 = (y_1, y_2) \). This dot product, being positive definite, defines a metric on \( \mathbb{R}^2 \) and we will henceforth regard \( \mathbb{R}^2 \) as a metric space using this metric. Let \( \mathcal{X}_0 \) be a “unit circle”, that is,

\[
\mathcal{X}_0 = \{(x, y) \in \mathbb{R}^2 \mid x^2 + xy + y^2 = 1\}. \tag{8}
\]

For \( P = (\alpha, \beta) \in \mathcal{X}_0 \), denote by \( \theta(P) \) the angle with \( 0 \leq \theta(P) < 2\pi \) satisfying

\[
\begin{cases}
\cos(\theta(P)) = \alpha + \frac{\beta}{2}, \\
\sin(\theta(P)) = \sqrt{3}\beta.
\end{cases} \tag{9}
\]

Also, we write

\[
P_1 \preceq P_2 \tag{10}
\]

whenever \( \theta(P_1) \leq \theta(P_2) \). Geometrically speaking, \( \theta(P) \) is the angle measured from \((1, 0)\) to \( P \) counterclockwise using the inner product (7). If \( P_1, P_2 \in \mathcal{X}_0 \), we write

\[
\theta(P_1, P_2) = \theta(P_2) - \theta(P_1). \tag{11}
\]

**Definition 1** Let \( x = (x_1, x_2, x_3) \in \mathbb{R}^3 \). We say that \( x \)

(a) is normalized (or \( x_3 \)-normalized) if \( x_3 = 1 \),

(b) is positive if \( x_3 > 0 \), and

(c) represents a point \((x, y) \in \mathbb{R}^2 \) if \( x = x_1/x_3 \) and \( y = x_2/x_3 \).

When \( P = (x, y) \in \mathbb{R}^2 \), we will denote by \((P, 1)\) a normalized vector \((x, y, 1)\).

The bilinear pairing \( \langle \cdot, \cdot \rangle \) and the inner product in (7) are related in the following obvious way. If \( x_1 = (P_1, 1) \) and \( x_2 = (P_2, 1) \), then

\[
\langle x_1, x_2 \rangle = P_1 \cdot P_2 - 1, \tag{12}
\]

where \( P_1 \cdot P_2 \) is the inner product defined in (4). Moreover, we have the following proposition.

**Proposition 4** If \( P_1, P_2 \in \mathcal{X}_0 \) and if \( x_1 = (P_1, 1) \) and \( x_2 = (P_2, 1) \), then

\[
\langle x_1, x_2 \rangle = -2 \sin^2 \left( \frac{\theta(P_1, P_2)}{2} \right). \]

**Proof** Writing \( P_1 = (x_1, y_1) \) and \( P_2 = (x_2, y_2) \), we have

\[
-2 \sin^2 \left( \frac{\theta(P_1, P_2)}{2} \right) = 2 \cos^2 \left( \frac{\theta(P_1, P_2)}{2} \right) - 2
\]

\[= \cos(\theta(P_2) - \theta(P_1)) - 1
\]

\[= \cos \theta(P_2) \cos \theta(P_1) + \sin \theta(P_2) \sin \theta(P_1) - 1
\]
\[ \begin{align*}
&= \left( x_1 + \frac{y_1}{2} \right) \left( x_2 + \frac{y_2}{2} \right) + \frac{\sqrt{3}}{2} y_1 \cdot \frac{\sqrt{3}}{2} y_2 - 1 \\
&= \langle x_1, x_2 \rangle.
\end{align*} \]

\[ \square \]

**Lemma 5** Let \( p_1 \) and \( p_2 \) be vectors with positive \( x_3 \)-coordinates such that \( Q(p_1) = Q(p_2) = 0 \). Then we have \( \langle p_1, p_2 \rangle \leq 0 \), with the equality holding only when \( p_1 \) and \( p_2 \) are (positive) scalar multiples of one another.

**Proof** Without loss of generality, we may assume that both \( p_1 \) and \( p_2 \) are normalized. The conclusion of the lemma then follows immediately from Proposition 4. \[ \square \]

We say that an invertible linear map \( A \) from the quadratic space \((\mathbb{R}^3, Q(x))\) to itself is **orthogonal** with respect to \( Q(x) \) if \( Q(Ax) = Q(x) \) for any \( x \in \mathbb{R}^3 \). Equivalently, \( A \) is orthogonal if and only if \( \langle Ax, Ay \rangle = \langle x, y \rangle \) for any \( x, y \in \mathbb{R}^3 \).

**Definition 2** (See §3.2.4 of [5]) Define \( H \) to be the linear map of \( \mathbb{R}^3 \) onto itself given by the matrix

\[
H = \begin{pmatrix}
-4 & -3 & 4 \\
-3 & -4 & 4 \\
-6 & -6 & 7
\end{pmatrix}
\]

with respect to the standard basis of \( \mathbb{R}^3 \). Additionally, define \( U_1, \ldots, U_5 \) by the following matrices:

\[
U_1 = \begin{pmatrix}
0 & -1 & 0 \\
1 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad
U_2 = \begin{pmatrix}
-1 & -1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad
U_3 = \begin{pmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad
U_4 = \begin{pmatrix}
1 & 0 & 0 \\
-1 & -1 & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad
U_5 = \begin{pmatrix}
1 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

Finally, we define

\[ M_d = HU_d \]

for \( d = 1, \ldots, 5 \). Explicitly, we have

\[
M_1 = \begin{pmatrix}
-3 & 1 & 4 \\
-1 & -1 & 4 \\
-6 & 0 & 7
\end{pmatrix}, \quad
M_2 = \begin{pmatrix}
4 & 1 & 4 \\
3 & -1 & 4 \\
6 & 0 & 7
\end{pmatrix}, \quad
M_3 = \begin{pmatrix}
4 & 3 & 4 \\
3 & 4 & 4 \\
6 & 6 & 7
\end{pmatrix}, \quad
M_4 = \begin{pmatrix}
-1 & 3 & 4 \\
1 & 4 & 4 \\
0 & 6 & 7
\end{pmatrix}, \quad
M_5 = \begin{pmatrix}
-1 & -4 & 4 \\
1 & -3 & 4 \\
0 & -6 & 7
\end{pmatrix}.
\]
The subset $\Omega$ of $\mathbb{R}^2$ is shown as a gray region in Fig. 3.

Lemma 6 (§3.2.4 in [5]) The maps $U_1, \ldots, U_5$ and $H$ are orthogonal with respect to $Q(x)$. (As a result, $M_1, \ldots, M_5$ are also orthogonal.) Furthermore, define

$$\hat{d} =\begin{cases} 
5 & \text{if } d = 1, \\
2 & \text{if } d = 2, \\
3 & \text{if } d = 3, \\
4 & \text{if } d = 4, \\
1 & \text{if } d = 5.
\end{cases}$$

Then we have

(a) $H = H^{-1}$,
(b) $U_{\hat{d}} = U_d^{-1}$,
(c) $M_d = HU_d$, and $M_d^{-1} = U_{\hat{d}}H$.

Proof All these can be verified by straightforward calculation. \qed

Before we finish this subsection, we will prove a geometric lemma (Lemma 7), which will be used later. First, we define a subset $\Omega$ of $\mathbb{R}^2$ to be

$$\Omega = \{(x, y) \in \mathbb{R}^2 \mid x + y \geq 1, \quad x^2 + xy + y^2 \leq 1\}, \quad (14)$$

which is shown as a gray region in Fig. 3.

It is easy to see that $y$ represents a point in $\Omega$ whenever

(\Omega-I) $y$ is positive,
(\Omega-II) $Q(y) \leq 0$, and
(\Omega-III) $\langle y, (2, 2, 3)^T \rangle \geq 0$.

Also, if $y = (y_1, y_2, y_3)$ is a positive vector representing a point in $\Omega$, then

(\Omega-IV) $y_1, y_2 \geq 0, \ y_3 > 0$, and
(\Omega-V) $y_3 \geq y_1$ and $y_3 \geq y_2$. 
Lemma 7 Suppose that \( y \) is a positive vector representing a point in \( \Omega \). Then the vectors \( y'_d = M_d y \) for \( d = 1, \ldots, 5 \) are positive and they represent points in \( \Omega \).

Proof Write \( y = (y_1, y_2, y_3) \). A straightforward calculation shows that the \( x_3 \)-coordinates of \( y'_d \) are

\[
7y_3 \pm 6y_1, \quad 7y_3 \pm 6y_2, \quad \text{or} \quad 6y_1 + 6y_2 + 7y_3.
\]

From (\( \Omega \)-IV) and (\( \Omega \)-V) above, we see that all these quantities are positive and therefore \( y'_d \) is positive. Also, \( Q(y'_d) = Q(y) \leq 0 \) because of the orthogonality of \( M_d \) (Lemma 6). It remains to prove that \( y'_d \) satisfies the condition (\( \Omega \)-III) above.

From the orthogonality of \( M_d \) again, we have

\[
\langle y'_d, (2, 2, 3)^T \rangle = \langle M_d y, (2, 2, 3)^T \rangle = \langle y, M_d^{-1}(2, 2, 3)^T \rangle.
\]

An easy calculation shows

\[
M_d^{-1} \begin{pmatrix} 2 \\ 2 \\ 3 \end{pmatrix} = \begin{cases} (2, -4, -3)^T & \text{if } d = 1, \\ (4, -2, -3)^T & \text{if } d = 2, \\ (2, 2, -3)^T & \text{if } d = 3, \\ (-2, 4, -3)^T & \text{if } d = 4, \\ (-4, 2, -3)^T & \text{if } d = 5. \end{cases}
\]

From this, we get

\[
\langle y, M_d^{-1}(2, 2, 3)^T \rangle = \begin{cases} 3y_3 - 3y_2 & \text{if } d = 1, \\ 3y_3 + 3y_1 & \text{if } d = 2, \\ 3y_1 + 3y_2 + 3y_3 & \text{if } d = 3, \\ 3y_3 + 3y_2 & \text{if } d = 4, \\ 3y_3 - 3y_1 & \text{if } d = 5. \end{cases}
\]

From (\( \Omega \)-IV) and (\( \Omega \)-V), we see that all these quantities are nonnegative. This completes the proof of the lemma. \( \Box \)

2.2 Berggren trees of Eisenstein triples and Romik’s dynamical system

We review a result of Wayne in [19] on Eisenstein triples. Wayne’s theorem states that every Eisenstein triple is obtained from one of the four Eisenstein triples—\((8, 7, 13), (3, 5, 7), (5, 3, 7), (7, 8, 13)\)—by successively multiplying \( M_{d_1}, \ldots, M_{d_k} \) for some \([d_1, \ldots, d_k] \in \{1, 2, 3, 4, 5\}^k\) in a unique way (see Definition 2). Another way of stating this theorem is that the set of all Eisenstein triples forms four quinary trees (that is, directed trees with each vertex having one incoming edge and 5 outgoing edges, except for the base vertices which have no incoming edges), where each edge in the tree denotes left-multiplication. Such trees are called Berggren trees in [5] and
Wayne’s theorem is a direct analogue of a much older theorem of Berggren regarding Pythagorean triples. It will be convenient for us to treat \((1, 0, 1)\) and \((0, 1, 1)\) as Eisenstein triples and add them to the Berggren trees, as drawn in Fig. 4.

**Definition 3** (Romik’s dynamical system) Let

\[
\mathcal{X} = \{(x, y) \in \mathbb{R}^2 \mid x^2 + xy + y^2 = 1, x, y \geq 0\}
\]
and define $T : \mathcal{X} \rightarrow \mathcal{X}$ to be

$$T(x, y) = \begin{cases} 
(\frac{3x + 4y - 4}{6x - 6y + 7}, \frac{-7x - 7y + 8}{6x - 6y + 7}) & \text{if } 0 \leq x \leq \frac{3}{7}, \\
(\frac{-6x - 6y + 7}{-4x - 3y + 4}, \frac{-4x - 3y + 4}{7x + 7y - 8}) & \text{if } \frac{3}{7} < x \leq \frac{7}{13}, \\
(\frac{-6x - 6y + 7}{4x + 3y - 4}, \frac{-6x - 6y + 7}{3x + 4y - 4}) & \text{if } \frac{7}{13} < x \leq \frac{8}{13}, \\
(\frac{-6x - 6y + 7}{7x + 7y - 8}, \frac{-6x - 6y + 7}{-3x - 4y + 4}) & \text{if } \frac{8}{13} < x \leq \frac{5}{7}, \\
(\frac{-6x - 6y + 7}{-7x - 7y + 8}, \frac{-6x - 6y + 7}{4x + 3y - 4}) & \text{if } \frac{5}{7} < x \leq 1. 
\end{cases}$$

We will call the dynamical system $(\mathcal{X}, T)$ the Romik system.

For each $P = (x, y) \in \mathcal{X}$, we define the Romik digit $d(P)$ of $P$ to be

$$d(P) = \begin{cases} 
1 & \text{if } \frac{5}{7} \leq x \leq 1, \\
2 & \text{if } \frac{8}{13} \leq x \leq \frac{5}{7}, \\
3 & \text{if } \frac{7}{13} \leq x \leq \frac{8}{13}, \\
4 & \text{if } \frac{3}{7} \leq x \leq \frac{7}{13}, \\
5 & \text{if } 0 \leq x \leq \frac{3}{7}, 
\end{cases}$$

(15)

as pictured in Fig. 5. Notice in the definition (15) that there are four (rational) points—\((\frac{5}{7}, \frac{3}{7}), (\frac{8}{13}, \frac{7}{13}), (\frac{7}{13}, \frac{8}{13}), \text{ and } (\frac{3}{7}, \frac{5}{7})\)—whose Romik digits are not uniquely defined. It will be convenient for us to regard those points as having two valid Romik digits. The following proposition reveals how the Romik system $(\mathcal{X}, T)$ is related to the Berggren trees of Eisenstein triples.

**Proposition 8** Let $p$ be a positive vector representing a point $P$ in $\mathcal{X}$. Then the vector $M_{d(P)}^{-1}p$ is a positive vector representing $T(P)$.

**Proof** To prove this, we observe from (13) that

$$M_1^{-1} = \begin{pmatrix} -7 & -7 & 8 \\
4 & 3 & -4 \\
-6 & -6 & 7 
\end{pmatrix}, \quad M_2^{-1} = \begin{pmatrix} 7 & 7 & -8 \\
-3 & -4 & 4 \\
-6 & -6 & 7 
\end{pmatrix}, \quad M_3^{-1} = \begin{pmatrix} 4 & 3 & -4 \\
3 & 4 & -4 \\
-6 & -6 & 7 
\end{pmatrix},$$

$$M_4^{-1} = \begin{pmatrix} -4 & -3 & 4 \\
7 & 7 & -8 \\
-6 & -6 & 7 
\end{pmatrix}, \quad M_5^{-1} = \begin{pmatrix} 3 & 4 & -4 \\
-7 & -7 & 8 \\
-6 & -6 & 7 
\end{pmatrix}$$

and compare this with Definition 3 and (15). The proof follows from this immediately. □
2.3 Romik sequences and cylinder sets

To each \( P \in \chi \), we associate an infinite sequence \( \{d_j\}_{j=1}^\infty \) in \{1, 2, 3, 4, 5\}, which is defined by

\[
d_j = d(T^{-1}(P))
\]

for \( j \in \mathbb{N} \). Such a sequence is called a Romik digit expansion of \( P \) and we write

\[
P = [d_1, d_2, \ldots].
\]

The next proposition says that \( T \) is an analogue of the Gauss map for ordinary continued fractions.

**Proposition 9** If \( P = [d_1, d_2, \ldots]_\chi \in \chi \) then \( T(P) = [d_2, d_3, \ldots]_\chi \). In other words, \( T \) is a shift-map on the digit expansion of \( P \).

**Proof** This is clear from the definition \( d_j = d(T^{j-1}(P)) \). \( \square \)

Note that both points \((1, 0)\) are \((0, 1)\) are fixed by \( T \) and therefore

\[
(1, 0) = [1, 1, 1, \ldots]_\chi = [1^\infty]_\chi \text{ and } (0, 1) = [5, 5, 5, \ldots]_\chi = [5^\infty]_\chi.
\]
Because of the ambiguity in Romik digits for the four points—\(\left(\frac{5}{7}, \frac{3}{7}\right)\), \(\left(\frac{8}{13}, \frac{7}{13}\right)\), \(\left(\frac{7}{13}, \frac{8}{13}\right)\), and \(\left(\frac{3}{7}, \frac{5}{7}\right)\), they admit two Romik digit expansions:

\[
\begin{align*}
\left(\frac{5}{7}, \frac{3}{7}\right) &= [1, 5^\infty], \ X \text{ or } [2, 5^\infty], \ X, \\
\left(\frac{8}{13}, \frac{7}{13}\right) &= [2, 1^\infty], \ X \text{ or } [3, 1^\infty], \ X, \\
\left(\frac{7}{13}, \frac{8}{13}\right) &= [3, 5^\infty], \ X \text{ or } [4, 5^\infty], \ X, \\
\left(\frac{3}{7}, \frac{5}{7}\right) &= [4, 1^\infty], \ X \text{ or } [5, 1^\infty], \ X.
\end{align*}
\]

If \(P\) is a rational point on \(X\) not equal to \((1, 0)\) and \((0, 1)\), Wayne’s theorem implies that \(T^j(P)\) is equal to one of the four rational points in (16) for some \(j \geq 0\). Therefore, we conclude that a Romik digit expansion of every rational point, except for \((1, 0)\) and \((0, 1)\), terminates with two alternate tails as given in (16). However, every irrational point \(P \in X - Z\) has a unique Romik digit expansion.

For any finite sequence \(d_1, \ldots, d_k\) in \(\{1, \ldots, 5\}\), we define its cylinder set

\[
C(d_1, \ldots, d_k) = \{P \in X \mid d_j = d(T^{i-1}(P)) \text{ for } j = 1, \ldots, k\}.
\]

The cylinder sets of length one are pictured in Fig. 6. Topologically speaking, cylinder sets are closed sub-arcs of \(X\) with rational boundary points. To describe this more explicitly, we let

\[
u^{(1,0)} = \begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix} \quad \text{and} \quad \nu^{(0,1)} = \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix}.
\]

Once a finite sequence \(d_1, \ldots, d_k\) of Romik digits is fixed, we write

\[
z^{(1,0)} = M_{d_1} \cdots M_{d_k} \nu^{(1,0)} \quad \text{and} \quad z^{(0,1)} = M_{d_1} \cdots M_{d_k} \nu^{(0,1)}.
\]
Write \( z^{(1,0)} = (a^{(1,0)}, b^{(1,0)}, c^{(1,0)}) \) and \( z^{(0,1)} = (a^{(0,1)}, b^{(0,1)}, c^{(0,1)}) \), and define rational points \( Z^{(1,0)} \) and \( Z^{(0,1)} \) to be

\[
Z^{(1,0)} = \left( \frac{a^{(1,0)}}{c^{(1,0)}}, \frac{b^{(1,0)}}{c^{(1,0)}} \right) \quad \text{and} \quad Z^{(0,1)} = \left( \frac{a^{(0,1)}}{c^{(0,1)}}, \frac{b^{(0,1)}}{c^{(0,1)}} \right).
\]

(19)

Then the cylinder set \( C(d_1, \ldots, d_k) \) is a closed sub-arc of \( \mathcal{X} \) whose boundary points are \( Z^{(1,0)} \) and \( Z^{(0,1)} \).

**Definition 4** Let \( P \in \mathcal{X} - Z \) and write \( P = [d_1, \ldots, d_k, \ldots] \). To each \( k \geq 0 \) we define

\[
z^{(1,0)}_k(P) = \left( \frac{a^{(1,0)}_k(P)}{c^{(1,0)}_k(P)}, \frac{b^{(1,0)}_k(P)}{c^{(1,0)}_k(P)} \right) = M_{d_1} \cdots M_{d_k} u^{(1,0)}
\]

and

\[
z^{(0,1)}_k(P) = \left( \frac{a^{(0,1)}_k(P)}{c^{(0,1)}_k(P)}, \frac{b^{(0,1)}_k(P)}{c^{(0,1)}_k(P)} \right) = M_{d_1} \cdots M_{d_k} u^{(0,1)}
\]

Also, define

\[
Z^{(1,0)}_k(P) = \left( \frac{a^{(1,0)}_k(P)}{c^{(1,0)}_k(P)}, \frac{b^{(1,0)}_k(P)}{c^{(1,0)}_k(P)} \right) \quad \text{and} \quad Z^{(0,1)}_k(P) = \left( \frac{a^{(0,1)}_k(P)}{c^{(0,1)}_k(P)}, \frac{b^{(0,1)}_k(P)}{c^{(0,1)}_k(P)} \right).
\]

For a finite Romik sequence \( \{d_1, \ldots, d_k\} \), define \( \text{sign}(d_1, \ldots, d_k) \) to be

\[
\text{sign}(d_1, \ldots, d_k) = \det(M_{d_1} \cdots M_{d_k}).
\]

(20)

An easy calculation shows

\[
\det(M_d) = \begin{cases} 
1 & \text{if } d = 1, 3, 5, \\
-1 & \text{if } d = 2, 4.
\end{cases}
\]

So we have

\[
\text{sign}(d_1, \ldots, d_k) = (-1)^{\text{the number of occurrences of 2 and 4 in } \{d_1, \ldots, d_k\}}.
\]

**Proposition 10** Let \( P_1, P_2 \in C(d_1, \ldots, d_k) \), and let \( P'_1 = T^k(P_1) \) and \( P'_2 = T^k(P_2) \).

(a) Assume that \( \text{sign}(d_1, \ldots, d_k) = 1 \). Then \( P_1 \leq P_2 \) if and only if \( P'_1 \leq P'_2 \).

(b) Assume that \( \text{sign}(d_1, \ldots, d_k) = -1 \). Then \( P_1 \leq P_2 \) if and only if \( P'_1 \leq P'_2 \).
Proof Recall from Proposition 9 that \( T \) is a shift-map on the digit expansion. In particular, this implies that, for each of \( d = 1, \ldots, 5 \), the restriction \( T|_{C(d)} \) of \( T \) to a cylinder set \( C(d) \) is a bijection \( T|_{C(d)} : C(d) \rightarrow \mathcal{X} \).

Moreover, \( T|_{C(d)} \) is “order-preserving” (with respect to \( \leq \)) when \( d = 1, 3, 5 \) and is “order-reversing” when \( d = 2, 4 \). The proof of the proposition follows from induction on \( k \).

Proposition 11 Suppose \( P \in \mathcal{X} \) with

\[
P = [d_1, \ldots, d_k, \ldots]_\mathcal{X}
\]

and let \( P' = T^k(P) \) for some \( k \geq 1 \). Let \( p \) and \( p' \) be normalized vectors representing \( P \) and \( P' \), that is, \( p = (P, 1) \) and \( p' = (P', 1) \). Then for any \( z_1 \) and \( z_2 \) in \( \mathbb{R}^2 \) we have

\[
\langle p, z_1 \rangle \langle p', M^{-1}z_2 \rangle = \langle p, z_2 \rangle \langle p', M^{-1}z_1 \rangle.
\]

Proof Let \( M = M_{d_1} \cdots M_{d_k} \). By applying Proposition 8 successively \( k \) times, we conclude that \( p' = \lambda M^{-1}p \) for some positive scalar \( \lambda \). The left-hand side of the statement in the proposition then becomes

\[
\langle p, z_1 \rangle \langle p', M^{-1}z_2 \rangle = \langle p, z_1 \rangle \langle \lambda M^{-1}p, M^{-1}z_2 \rangle = \lambda \langle p, z_1 \rangle \langle p, z_2 \rangle
\]

because of the orthogonality of \( M \). Likewise, the right-hand side is

\[
\langle p, z_2 \rangle \langle p', M^{-1}z_1 \rangle = \lambda \langle p, z_2 \rangle \langle p, z_1 \rangle.
\]

This proves the proposition.

\( \square \)

2.4 Heights, approximation constants and best approximants

The metric space \( \mathcal{X} \) has a countable dense subset

\[
\mathcal{Z} = \mathcal{X} \cap \mathbb{Q}^2.
\]

For each \( Z \in \mathcal{Z} \), there exists a unique nonnegative and coprime triple \((a, b, c)\) of integers satisfying \( a^2 + ab + b^2 = c^2 \) (that is, an Eisenstein triple), so that \( Z = (\frac{a}{c}, \frac{b}{c}) \in \mathcal{Z} \). We define the height \( \text{Ht}(Z) \) of \( Z \) to be

\[
\text{Ht}(Z) = c.
\]

We can express \( \text{Ht}(Z) \) using the bilinear pairing in the following way. Let \( z = (a, b) \) be the primitive integral vector representing \( Z = (\frac{a}{c}, \frac{b}{c}) \) as above and let

\[
\nu_Q = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.
\]
Then
\[ Ht(Z) = -\langle z, v_\varnothing \rangle. \] (21)

Finally, we define the approximation constant \( \delta(P) \) of \( P \in X - Z \) to be
\[ \delta(P) = \lim \inf_{Z \in \mathcal{Z}} \frac{Ht(Z)d(P, Z)}{Ht(Z) \to \infty}. \]

Recall that the metric \( d(\cdot, \cdot) \) on \( X \) comes from the inner product (7).

**Definition 5** Let \( P \in X \) and \( Z = (\frac{a}{c}, \frac{b}{c}) \in \mathcal{Z} \). Write \( p \) for the normalized vector representing \( P \), that is, \( p = (P, 1) \) and \( z = (a, b, c) \). We define \( \delta(P; Z) \) to be the positive real number satisfying
\[ \delta^2(P; Z) = -2c\langle p, z \rangle. \] (22)

Notice from Lemma 5 that \( \langle p, z \rangle \) is always negative. If we apply Proposition 4, this becomes equivalent to
\[ \delta(P; Z) = 2c\left| \sin\left(\frac{\theta(P, Z)}{2}\right)\right|. \] (23)

It is easy to see that, as \( Z \to P \), we have
\[ \frac{d(P, Z)}{2|\sin(\theta(P, Z)/2)|} \to 1. \]

It follows from this that
\[ \delta(P) = \lim \inf_{Z \in \mathcal{Z}} \frac{\delta(P; Z)}{Ht(Z) \to \infty}. \] (23)

For the rest of this subsection, our focus is to prove the following statements:

- The heights of boundary points of a cylinder set are less than or equal to those of interior points (Theorem 14).
- Fix \( P = [d_1, d_2, \ldots, d_k, \ldots] \in X - Z \). Then the set of all boundary points of cylinder sets \( \{C(d_1, \ldots, d_k)\}_{k=1}^\infty \) will contain all the best approximants of \( P \). (Theorem 16)

**Notation 1** Fix a finite Romik sequence \{\( d_1, \ldots, d_k \)\}. First, we define
\[
\begin{align*}
  u_1 &= (1, 0, 1), & u_2 &= (5, 3, 7), & u_3 &= (8, 7, 13), \\
  u_4 &= (7, 8, 13), & u_5 &= (3, 5, 7), & u_6 &= (0, 1, 1)
\end{align*}
\]

and \( y_j = M_{d_1} \cdots M_{d_k} u_j \). Let \( Y_j \) be the point represented by \( y_j \) for \( j = 1, \ldots, 6 \). As a result, \( Y_1 \) and \( Y_6 \) are the boundary points of the cylinder set \( C(d_1, \ldots, d_k) \). Further, \( Y_d \)
and $Y_{d+1}$ are the boundary points of the cylinder set $C(d_1, \ldots, d_k, d)$ for $d = 1, \ldots, 5$. Also, Proposition 10 shows that

$$Y_1 \leq \cdots \leq Y_6 \text{ or } Y_6 \leq \cdots \leq Y_1,$$

depending on $\text{sign}(d_1, \ldots, d_k) = 1$ or $-1$. Figure 7 shows the former case. If the latter holds, we can relabel $Y_j$ and $C(d_1, \ldots, d_k, d)$ in reverse order.

**Proposition 12** With Notation 1, we have

$$\max\{\text{Ht}(Y_2), \text{Ht}(Y_5)\} \leq \min\{\text{Ht}(Y_3), \text{Ht}(Y_4)\}.$$

**Proof** First, we prove $\text{Ht}(Y_2) \leq \text{Ht}(Y_3)$.

Using Lemma 6 and the orthogonality of $H$ and $U_d$ with respect to the bilinear pairing $\langle \cdot, \cdot \rangle$, we obtain

$$\text{Ht}(Y_3) - \text{Ht}(Y_2) = -\langle H U_{d_1} \cdots H U_{d_k} (u_3 - u_2), v_Q \rangle$$

$$= -\langle u_3 - u_2, U_{d_k} H \cdots H U_{d_1} \cdot H v_Q \rangle$$

$$= -\langle H (u_3 - u_2), M_{d_k} \cdots M_{d_1} \cdot H v_Q \rangle.$$

An easy calculation shows that

$$H (u_3 - u_2) = -(0, 1, 0)^T.$$

(24)
Notice that $Hv_Q = (4, 4, 7)^T$ represents a point in the set $\Omega$ in Sect. 2.1. Therefore, if we let
\[ y = (y_1, y_2, y_3) = M_{d_k} \cdots M_{d_1} \cdot Hv_Q = M_{d_k} \cdots M_{d_1} (4, 4, 7)^T, \]
then we can apply Lemma 7 repeatedly and see that $y$ represents a point in $\Omega_1$ as well. In particular, $y_1, y_2 \geq 0$ from the property ($\Omega_1$-IV). So,
\[ Ht(Y_3) - Ht(Y_2) = -\langle H(u_3 - u_2), y \rangle = \langle (0, 1, 0)^T, y \rangle = \frac{y_1}{2} + y_2 \geq 0. \]

Similarly, in order to prove $Ht(Y_5) \geq Ht(Y_4)$, we use
\[ H(u_4 - u_5) = -(1, 0, 0)^T \]
in place of (24) and obtain
\[ Ht(Y_4) - Ht(Y_2) = \langle (1, 0, 0)^T, y \rangle = y_1 + \frac{y_2}{2} \geq 0. \]

Next, we prove that $Ht(Y_4) \geq Ht(Y_2)$ and $Ht(Y_3) \geq Ht(Y_5)$. To do the former, we compute
\[ Ht(Y_4) - Ht(Y_2) = \langle (-1, 2, 0)^T, y \rangle = \frac{3y_2}{2} \geq 0. \]

For the latter,
\[ Ht(Y_3) - Ht(Y_5) = \langle (2, -1, 0)^T, y \rangle = \frac{3y_1}{2} \geq 0. \]

The proof of the proposition is now complete. \(\square\)

**Proposition 13** With Notation 1, we have
\[ 3Ht(Y_1) \leq Ht(Y_2) \quad \text{and} \quad 3Ht(Y_6) \leq Ht(Y_5). \]

**Proof** We prove the two inequalities in a similar way as in the proof of Proposition 12. First, note that
\[ H(u_2 - 3u_1) = -\begin{pmatrix} 1 \\ 2 \\ 2 \end{pmatrix} = -\frac{2}{3} \begin{pmatrix} 2 \\ 2 \\ 3 \end{pmatrix} - \frac{1}{3} \begin{pmatrix} -1 \\ 2 \\ 0 \end{pmatrix}. \]

Also, $y$ represents a point in $\Omega$ and therefore $\langle (2, 2, 3)^T, y \rangle \geq 0$ from the property ($\Omega$-III) in Sect. 2.1. So,
\[ 3Ht(Y_1) - Ht(Y_2) = \frac{2}{3} \langle (2, 2, 3)^T, y \rangle + \frac{1}{3} \langle (-1, 2, 0)^T, y \rangle. \]
\[ = \frac{2}{3}\langle (2, 2, 3)^T, y \rangle + \frac{y_1}{2} \geq 0. \]

Likewise, the other inequality is proven in the same way. We omit the detail. \(\square\)

**Theorem 14** Let \(Z^{(1,0)}\) and \(Z^{(0,1)}\) be the boundary points of a cylinder set \(C(d_1, \ldots, d_k)\) (see (19)) and let \(Z\) be a rational point in the interior of the same cylinder set \(C(d_1, \ldots, d_k)\). Then we have

\[
\max\{\text{Ht}(Z^{(1,0)}), \text{Ht}(Z^{(0,1)})\} \leq \text{Ht}(Z).
\]

**Proof** First, we prove that \(\text{Ht}(Y_1) \leq \text{Ht}(Y_5)\) following the same strategy. That is,

\[
\text{Ht}(Y_5) - \text{Ht}(Y_1) = ((-1, 2, 0)^T, y) = \frac{3y_2}{2} \geq 0.
\]

Since Propositions 12 and 13 together imply

\[
\text{Ht}(Y_1) \leq \min\{\text{Ht}(Y_2), \text{Ht}(Y_3), \text{Ht}(Y_4)\},
\]

we have shown that

\[
\text{Ht}(Y_1) \leq \min\{\text{Ht}(Y_2), \text{Ht}(Y_3), \text{Ht}(Y_4), \text{Ht}(Y_5)\}. \tag{26}
\]

Likewise,

\[
\text{Ht}(Y_6) \leq \min\{\text{Ht}(Y_2), \text{Ht}(Y_3), \text{Ht}(Y_4), \text{Ht}(Y_5)\}. \tag{27}
\]

The inequalities (26) and (27) can be summarized by saying that, if \(Z_1\) is a boundary point of \(C(d_1, \ldots, d_k)\) and \(Z_2\) is a boundary point of \(C(d_1, \ldots, d_k, d_{k+1})\), then

\[
\text{Ht}(Z_1) \leq \text{Ht}(Z_2).
\]

The proof of Theorem 14 then follows by applying this argument repeatedly. \(\square\)

**Proposition 15** Suppose \(P \in \mathcal{X} - \mathcal{Z}\) with \(P = [d_1, d_2, \ldots]_{\mathcal{X}}\). Then the diameter of \(C(d_1, \ldots, d_k)\) (with respect to the metric defined by the inner product (7)) tends to zero as \(k \to \infty\). Also, \(Z^{(1,0)}_k(P)\) and \(Z^{(0,1)}_k(P)\) tend to \(P\) as \(k \to \infty\).

**Proof** The second statement in the proposition follows from the first because \(d(Z^{(1,0)}_k, P)\) and \(d(Z^{(0,1)}_k, P)\) are both bounded by the diameter \(\text{diam}(C(d_1, \ldots, d_k))\) of the cylinder set \(C(d_1, \ldots, d_k)\). Because \(C(d_1, \ldots, d_k)\) is a (closed) subarc of \(\mathcal{X}\), \(\text{diam}(C(d_1, \ldots, d_k))\) is given by the distance between \(Z^{(1,0)}_k(P)\) and \(Z^{(0,1)}_k(P)\). Using the notations introduced in Definition 4, we have

\[
\text{diam}(C(d_1, \ldots, d_k))^2 = \left( \frac{d^{(1,0)}_k}{c^{(1,0)}_k} - \frac{d^{(0,1)}_k}{c^{(0,1)}_k} \right)^2 + \left( \frac{b^{(1,0)}_k}{c^{(1,0)}_k} - \frac{b^{(0,1)}_k}{c^{(0,1)}_k} \right)^2.
\]
\[ \begin{align*}
&= \left( \frac{a_k^{(1,0)}}{c_k^{(1,0)}} - \frac{a_k^{(0,1)}}{c_k^{(0,1)}} \right) \left( \frac{b_k^{(1,0)}}{c_k^{(1,0)}} - \frac{b_k^{(0,1)}}{c_k^{(0,1)}} \right)
\end{align*} \]

On the other hand, utilizing Notation 1, we have (cf. Fig. 7)

\[ c_k^{(1,0)} c_k^{(0,1)} = \text{Ht}(Z_k^{(1,0)}(P)) \text{Ht}(Z_k^{(0,1)}(P)) = \text{Ht}(Y_1) \text{Ht}(Y_6) \]

and

\[ c_{k+1}^{(1,0)} c_{k+1}^{(0,1)} = \begin{cases} 
\text{Ht}(Y_1) \text{Ht}(Y_2) & \text{if } d_{k+1} = 1, \\
\text{Ht}(Y_2) \text{Ht}(Y_3) & \text{if } d_{k+1} = 2, \\
\text{Ht}(Y_3) \text{Ht}(Y_4) & \text{if } d_{k+1} = 3, \\
\text{Ht}(Y_4) \text{Ht}(Y_5) & \text{if } d_{k+1} = 4, \\
\text{Ht}(Y_5) \text{Ht}(Y_6) & \text{if } d_{k+1} = 5.
\end{cases} \]

From Theorem 14, we have

\[ \max\{\text{Ht}(Y_2), \text{Ht}(Y_3), \text{Ht}(Y_4), \text{Ht}(Y_5)\} < \min\{\text{Ht}(Y_1), \text{Ht}(Y_6)\}, \]

so we conclude that \( c_k^{(1,0)} c_k^{(0,1)} < c_{k+1}^{(1,0)} c_{k+1}^{(0,1)} \). This proves that \( \text{diam}(C(d_1, \ldots, d_k)) \) tends to zero as \( k \to \infty \). \( \square \)

**Theorem 16** Let \( P \in \mathcal{X} - \mathcal{Z} \) and \( Z \in \mathcal{Z} \). Then there exists a \( k \geq 1 \) such that

\[ \min\{\delta(P; Z_k^{(1,0)}(P)), \delta(P; Z_k^{(0,1)}(P))\} \leq \delta(P; Z). \]

*(See Definition 4.)*

**Remark 1** Write \( P = [d_1, \ldots] \mathcal{X} \) and let \( k \) be the greatest integer such that \( Z \in C(d_1, \ldots, d_k) \) but \( Z \notin C(d_1, \ldots, d_{k+1}) \). Then our proof will reveal that \( \delta(P; Z) \) is greater than or equal to one of the following four values:

\[ \delta(P; Z_k^{(1,0)}(P)), \quad \delta(P; Z_k^{(0,1)}(P)), \quad \delta(P; Z_{k+1}^{(1,0)}(P)), \quad \delta(P; Z_{k+1}^{(0,1)}(P)). \]

The rest of this subsection is devoted to giving a proof of Theorem 16, which will consist of several propositions and lemmas.

**Proposition 17** Let \( z_1 \) and \( z_2 \) be distinct primitive integral vectors representing \( Z_1, Z_2 \in \mathcal{Z} \), respectively. Then

\[ \langle z_1, z_2 \rangle \leq -\frac{1}{2} \]

\( \square \) Springer
with the equality holding if $Z_1$ and $Z_2$ are the boundary points of a common cylinder set. Also, using Notation 1, we have

$$\langle y_j, y_{j+2} \rangle = -\frac{3}{2}$$

for $j = 1, \ldots, 4$.

**Proof** From the definition (6) of the pairing, $\langle z_1, z_2 \rangle$ is always a half integer whenever $z_1$ and $z_2$ are integral vectors. If we combine this with Lemma 5, we obtain the desired inequality. Now, if $Z_1$ and $Z_2$ are the boundary points of a common cylinder, then we may assume $z_1 = z^{(1,0)}$ and $z_2 = z^{(0,1)}$ in (18), so that

$$\langle z_1, z_2 \rangle = \langle M_{d_1} \cdots M_{d_k} u^{(1,0)}, M_{d_1} \cdots M_{d_k} u^{(0,1)} \rangle = \langle u^{(1,0)}, u^{(0,1)} \rangle = -\frac{1}{2}.$$ 

The last assertion is proven similarly, with the easy observations $\langle u_j, u_{j+2} \rangle = -3/2$ for $j = 1, \ldots, 4$.  

**Lemma 18** Let $P_1, P_2, P_3 \in X_0$ and let $p_1, p_2, p_3$ be normalized vectors representing them, that is, $p_j = (P_j, 1)$ for $j = 1, 2, 3$. If $P_1 \preceq P_2 \preceq P_3$ then

$$\langle p_1, p_3 \rangle \leq \langle p_1, p_2 \rangle.$$ 

The same holds if the condition $P_1 \preceq P_2 \preceq P_3$ is replaced by $P_3 \preceq P_2 \preceq P_1$.

**Proof** From Proposition 4 and (11), we have

$$\langle p_1, p_3 \rangle = -2 \sin^2 \left( \frac{\theta(P_3) - \theta(P_1)}{2} \right)$$

and

$$\langle p_1, p_2 \rangle = -2 \sin^2 \left( \frac{\theta(P_2) - \theta(P_1)}{2} \right).$$

The conclusion follows immediately from this because the condition in the lemma implies

$$\theta(P_2) - \theta(P_1) \leq \theta(P_3) - \theta(P_1).$$

When $P_1$ and $P_3$ are exchanged, the conclusion remains unchanged because the bilinear pairing is symmetric.  

In what follows, whenever $Z, Z_1, Z_2, \ldots$ denote elements in $\mathbb{Z}$, the corresponding small bold-faced letters $z, z_1, z_2, \ldots$ will mean the primitive integral vectors representing $Z, Z_1, Z_2$, etc.,.
Lemma 19 (Type I) Let $P \in \mathcal{X}$ and $Z, Z_1 \in \mathcal{Z}$. Assume that the following conditions hold:

(A) $\text{Ht}(Z_1) \leq \text{Ht}(Z)$

(B) Either $Z \preceq Z_1 \preceq P$ or $P \preceq Z_1 \preceq Z$.

Then $\delta(P; Z_1) \leq \delta(P; Z)$.

Proof Write $c_1 = \text{Ht}(Z_1)$ and $c(Z) = \text{Ht}(Z)$. Also, let $p$ be the normalized vector representing $P$. With these notations, we can use Definition 5 to express $\delta(P; Z_1)$ and $\delta(P; Z)$ using the bilinear pairing. That is,

$$\frac{\delta^2(P; Z_1)}{\delta^2(P; Z)} = \frac{-2c_1 \langle p, z_1 \rangle}{-2c(Z) \langle p, z \rangle} = \frac{c_1 \langle p, z_1 \rangle}{c(Z) \langle p, z \rangle}. \tag{28}$$

On the other hand, we can apply Lemma 18 with the condition (B) to obtain

$$\frac{\langle p, z \rangle}{c(Z)} \leq \frac{\langle p, z_1 \rangle}{c_1}. \tag{29}$$

Now combine (29) with (28) to obtain the following: (Warning: Notice from Lemma 5 that the values of the above pairings are all negative and one needs care handling the directions of these inequalities.)

$$\frac{\delta^2(P; Z_1)}{\delta^2(P; Z)} \leq \frac{c_1^2}{c(Z)^2} \leq 1$$

where the last inequality is from (A). This proves the lemma. \hfill \Box

Lemma 20 (Type II) Let $P \in \mathcal{X}$ and $Z, Z_1, Z_2 \in \mathcal{Z}$. Assume that the following conditions hold:

(A) $\text{Ht}(Z_1) \leq \text{Ht}(Z)$

(B) Either $Z_1 \preceq P \preceq Z_2 \preceq Z$ or $Z \preceq Z_2 \preceq P \preceq Z_1$,

(C) $\langle z_1, z_2 \rangle \leq \langle z_1, z_2 \rangle$.

Then $\delta(P; Z_1) \leq \delta(P; Z)$.

Proof Again we write $c_1 = \text{Ht}(Z_1), c_2 = \text{Ht}(Z_2)$, and $c(Z) = \text{Ht}(Z)$ and proceed similarly. That is,

$$\frac{\delta^2(P; Z_1)}{\delta^2(P; Z)} = \frac{c_1 \langle p, z_1 \rangle}{c(Z) \langle p, z \rangle} \leq \frac{\langle p, z_1 \rangle}{\langle p, z \rangle}, \tag{30}$$

where the last inequality is from the condition (A) in the statement of the lemma. This time, Lemma 18, when applied with the condition (B), gives

$$\frac{\langle z_1, z_2 \rangle}{c_1 c_2} \leq \frac{\langle p, z_1 \rangle}{c_1} \quad \text{and} \quad \frac{\langle p, z \rangle}{c(Z)} \leq \frac{\langle z, z_2 \rangle}{c(Z) c_2}. \tag{31}$$
Therefore,
\[
\frac{\delta^2(P; Z_1)}{\delta^2(P; Z)} \leq \frac{\langle p, z_1 \rangle}{\langle p, z \rangle} \leq \frac{\langle z_1, z_2 \rangle}{c_2 \langle z, z_2 \rangle} = \frac{\langle z_1, z_2 \rangle}{\langle z, z_2 \rangle} \leq 1,
\]
where the last inequality is from (C). This proves the lemma. \(\square\)

**Proposition 21** We continue to use Notation 1. Suppose that \(P\) is in the interior of a cylinder set \(C(d_1, \ldots, d_k, d_{k+1})\).

(a) If \(d_{k+1} = 1\), then \(\delta(P; Y_1) \leq \min\{\delta(P; Y_3), \delta(P; Y_4), \delta(P; Y_5)\}\).

(b) If \(d_{k+1} = 2\), then \(\delta(P; Y_2) \leq \delta(P; Y_4)\) and \(\delta(P; Y_1) \leq \delta(P; Y_5)\).

(c) If \(d_{k+1} = 3\), then \(\delta(P; Y_1) \leq \delta(P; Y_2)\) and \(\delta(P; Y_6) \leq \delta(P; Y_5)\).

(d) If \(d_{k+1} = 4\), then \(\delta(P; Y_5) \leq \delta(P; Y_3)\) and \(\delta(P; Y_6) \leq \delta(P; Y_2)\).

(e) If \(d_{k+1} = 5\), then \(\delta(P; Y_6) \leq \min\{\delta(P; Y_2), \delta(P; Y_3), \delta(P; Y_4)\}\).

**Proof** For (a), we will prove \(\delta(P; Y_1) \leq \delta(P; Y_3)\) first. Let \(Z_1 = Y_1, Z_2 = Y_2,\) and \(Z = Y_3\). We will apply Lemma 20 (Type II) to obtain the desired inequality. To do so, we verify the conditions (A)–(C) in Lemma 20. The point \(Z_1\) is a boundary point of \(C(d_1, \ldots, d_k)\) and \(Z\) is in its interior. So Proposition 14 gives (A). For (B), it is clear by definition that either \(Z_1 \leq P \leq Z_3 \leq Z\) or \(Z \leq Z_2 \leq P \leq Z_1\). In addition, since \(Z\) is in the interior of \(C(d_1, \ldots, d_k)\), we can apply Proposition 14 to \(C(d_1, \ldots, d_k)\) and conclude \(\operatorname{Ht}(Z_1) \leq \operatorname{Ht}(Z)\). Finally, Proposition 17 gives \(\langle z_1, z_2 \rangle = -1/2\), which is the maximum value of the pairing with integral vectors. So the condition (C) in Lemma 20 is satisfied. As a result, we obtain from Lemma 20 that \(\delta(P; Y_1) \leq \delta(P; Y_3)\). The same argument with \(Z = Y_4\) and \(Z = Y_5\) proves \(\delta(P; Y_1) \leq \delta(P; Y_4)\) and \(\delta(P; Y_1) \leq \delta(P; Y_5)\).

The proof of (b) is similar. To prove \(\delta(P; Y_2) \leq \delta(P; Y_4)\), we let \(Z_1 = Y_2, Z_2 = Y_3,\) and \(Z = Y_4\). In this case, the condition (A) of Lemma 20 comes from Proposition 12. The other conditions are verified similarly as before. For \(\delta(P; Y_1) \leq \delta(P; Y_5)\), we apply Lemma 20 again with \(Z_1 = Y_1, Z_2 = Y_3,\) and \(Z = Y_5\). Proposition 17 says \(\langle y_1, y_3 \rangle = \langle y_3, y_5 \rangle = -3/2\), which gives (C).

It remains to prove (c) in the proposition. Let \(c_1 = \operatorname{Ht}(Y_1)\) and \(c_2 = \operatorname{Ht}(Y_2)\). First, we apply Proposition 13 to get
\[
\frac{\delta(P; Y_1)}{\delta(P; Y_2)} = \frac{c_1 \langle p, y_1 \rangle}{c_2 \langle p, y_2 \rangle} \leq \frac{1}{3} \frac{\langle p, y_1 \rangle}{\langle p, y_2 \rangle}. \tag{32}
\]

Next, let \(P' = T^k(P)\) and \(p' = (P', 1)\) and apply Proposition 11:
\[
\frac{\langle p, y_1 \rangle}{\langle p, y_2 \rangle} = \frac{\langle p', u_1 \rangle}{\langle p', u_2 \rangle}. \tag{33}
\]

To simplify this expression further, we note that \(d(P') = d_{k+1} = 3\) and
\[
u' := M_3^{-1}u_1 = \begin{pmatrix} 0 \\ -1 \\ 1 \end{pmatrix} \quad \text{and} \quad u'_2 := M_3^{-1}u_2 = \begin{pmatrix} 1 \\ -1 \\ 1 \end{pmatrix}.
\]
Let \( P'' = T(P') \) and \( p'' = (P'', 1) \), and apply Proposition 11 once again to obtain

\[
\begin{align*}
\langle p', u_1 \rangle &= \langle p', u_2 \rangle = \frac{\sin^2 \left( \frac{\theta(P'') - \theta(U'_1)}{2} \right)}{\sin^2 \left( \frac{\theta(P'') - \theta(U'_2)}{2} \right)},
\end{align*}
\]

(34)

where \( U'_1 = (0, -1) \) and \( U'_2 = (1, -1) \). Clearly, \( \theta(U'_1) = 4\pi/3 \) and \( \theta(U'_2) = 5\pi/3 \) (see Fig. 8).

Some elementary calculus shows that

\[
\frac{\sin^2 \left( \frac{\theta(P'')}{2} - \frac{4\pi}{3} \right)}{\sin^2 \left( \frac{\theta(P'')}{2} - \frac{5\pi}{3} \right)} = \left( \frac{\sqrt{3}}{2} \cot \frac{\theta(P'')}{2} + \frac{1}{2} \right)^2 \leq 3
\]

when \( 0 \leq \theta(P'') \leq \pi/3 \). Combining this with (33) and (34), we obtain

\[
\frac{\langle p, y_1 \rangle}{\langle p, y_2 \rangle} \leq 3.
\]

Then we conclude from (32) and (35) that

\[
\frac{\delta(P; Y_1)}{\delta(P; Y_2)} = \frac{c_1 \langle p, y_1 \rangle}{c_2 \langle p, y_2 \rangle} \leq 1,
\]

which gives (c) of the proposition. The second inequality of (c) is proven by the same method.

The cases (d) and (e) immediately follow from (b) and (a) by symmetry. This completes the proof of the proposition.

\[\square\]

**Proof of Theorem 16** As before, we write \( P = [d_1, \ldots, d_k, \ldots] \). If \( Z \) is one of the boundary points of the cylinder sets \( \{ C(d_1, \ldots, d_k) \}_{k=1}^{\infty} \) containing \( P \), then the
conclusion of Theorem 16 is obviously true and there is nothing to prove. So we will assume that $Z$ is not equal to any boundary point of $C(d_1, \ldots, d_k)$ for every $k \geq 1$.

Fix $k$ to be the largest integer such that $Z$ is in $C(d_1, \ldots, d_k)$ but not in $C(d_1, \ldots, d_k, d_{k+1})$. Then the Romik digit expansion of $Z$ is given by

$$Z = [d_1, \ldots, d_k, d_Z, \ldots]_\chi$$

with $d_Z \neq d_{k+1}$. In particular, $Z$ is not equal to any of the four points $Z_k^{(1,0)}(P)$, $Z_k^{(0,1)}(P)$, $Z_{k+1}^{(1,0)}(P)$, and $Z_{k+1}^{(0,1)}(P)$.

We first handle the case when $Z \in \{Y_1, \ldots, Y_6\}$. However, recall that $Z$ is assumed to be not equal to boundary points of any cylinder set containing $P$. Since $Y_1$ and $Y_6$ are the boundary points of $C(d_1, \ldots, d_k)$ we have

$$Z \in \{Y_2, Y_3, Y_4, Y_5\} - \{Z_{k+1}^{(1,0)}(P), Z_{k+1}^{(0,1)}(P)\}.$$ 

Now, we use Proposition 21 to show that the conclusion of the theorem is true. For example, if $d_{k+1} = 1$, then $Y_2 = Z_{k+1}^{(0,1)}(P)$ and therefore $Z \in \{Y_3, Y_4, Y_5\}$ and Proposition 21 gives

$$\delta(P; Z_k^{(1,0)}(P)) \leq \delta(P; Z).$$

Similarly for all remaining values of $d_{k+1}$, Proposition 21 gives either

$$\min\{\delta(P; Z_k^{(1,0)}(P)), \delta(P; Z_k^{(0,1)}(P))\} \leq \delta(P; Z),$$

or

$$\min\{\delta(P; Z_{k+1}^{(1,0)}(P)), \delta(P; Z_{k+1}^{(0,1)}(P))\} \leq \delta(P; Z).$$

To finish the proof of Theorem 16, we now suppose that $Z$ is in the interior of $C(d_1, \ldots, d_k, d_Z)$. We handle the adjacent interior case, namely, $d_Z = d_{k+1} + 1$ or $d_Z = d_{k+1} - 1$. Say the former holds. We let $Z_1$ be the common boundary of $C(d_1, \ldots, d_k, d_{k+1} + 1)$ and $C(d_1, \ldots, d_k, d_{k+1})$. Then we have $Z \leq Z_1 \leq P$ or $P \leq Z_1 \leq Z$. We apply Proposition 14 to the cylinder set $C(d_1, \ldots, d_k, d_{k+1})$ to conclude that $\text{Ht}(Z_1) \leq \text{Ht}(Z)$. Therefore the conditions (A) and (B) for Lemma 19 (Type I) are satisfied and we conclude that $\delta(P; Z_1) \leq \delta(P; Z)$. This proves the statement in the conclusion of Theorem 16.

The only remaining case is when $Z$ is in the interior of $C(d_1, \ldots, d_k, d_Z)$, which is not adjacent to $C(d_1, \ldots, d_k, d_{k+1})$. Then one of the boundary points, say, $Y$, of $C(d_1, \ldots, d_k, d_Z)$, satisfies either $Z \leq Y \leq P$ or $P \leq Y \leq Z$, while $Y$ itself is not a boundary of $C(d_1, \ldots, d_k)$ or $C(d_1, \ldots, d_k, d_{k+1})$. Then we can apply Lemma 19 as before to obtain $\delta(P; Y) \leq \delta(P; Z)$. However, we have already proved that

$$\min\{\delta(P; Z_k^{(1,0)}(P)), \delta(P; Z_k^{(0,1)}(P))\} \leq \delta(P; Y).$$
for any such \( Y \). The proof of Theorem 16 is now completed. \( \square \)

3 Perron’s formula

The goal of this section is to state and prove a version of Perron’s formula (Theorem 23).

3.1 Preliminary definitions and the statement of Perron’s formula

Define a stereographic projection \( \| \cdot \| : \mathcal{X} \rightarrow [0, \infty) \) to be

\[
\| (\alpha, \beta) \| = \frac{\sqrt{3}(\alpha + \beta - 1)}{-2\alpha - \beta + 2}.
\] (36)

The above stereographic projection is chosen so that our version of Perron’s formula (Theorem 23) becomes similar to the classical Perron formula in the theory of continued fractions. Also, see Remark 2.

The stereographic projection is order-reversing in the sense that \( P_1 \preceq P_2 \) if and only if \( \| P_1 \| \geq \| P_2 \| \). Also, we define \((\cdot)^\vee : \mathcal{X} \rightarrow \mathcal{X}\) to be

\[ (\alpha, \beta)^\vee = (\beta, \alpha). \]

The map \((\cdot)^\vee\) is compatible with vectors in the following sense. If \( P \) is represented by the normalization of \( p = (p_1, p_2, p_3) \), then \( P^\vee \) is represented by the normalization of \( p^\vee := (p_2, p_1, p_3) \).

**Lemma 22** For \( d \in \{1, 2, 3, 4, 5\} \), define

\[
d^\vee = \begin{cases} 
5 & \text{if } d = 1, \\
4 & \text{if } d = 2, \\
3 & \text{if } d = 3, \\
2 & \text{if } d = 4, \\
1 & \text{if } d = 5.
\end{cases}
\]

Suppose that \( P \in \mathcal{X} \) with \( P = [d_1, d_2, \ldots]_\mathcal{X} \). Then \( P^\vee = [d_1^\vee, d_2^\vee, \ldots]_\mathcal{X} \).

**Proof** It is obvious that the first digit of \( P \) is \( d_1 \) if and only if the first digit of \( P^\vee \) is \( d_1^\vee \) (see Fig. 5). To see that the remaining digits of \( P^\vee \) are given as in the lemma, we
write \( P = (x, y) \) and \( \mathbf{p} = (x, y, 1) \). And we let

\[
S = \begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

so that \( S\mathbf{p} = \mathbf{p}^\vee \). It is easy to verify that \( SM_d^{-1} = M_d^{-1}S \) for \( d = 1, \ldots, 5 \). Now, for any \( k > 1 \),

\[
M_d^{-1} \cdots M_d^{-1} \mathbf{p}^\vee = S \cdot M_d^{-1} \cdots M_d^{-1} \mathbf{p}.
\]

Combining this with Proposition 8, we see that the \( k \)-th digit of \( P^\vee \) is the same as \( d_k^\vee \).

\[ \square \]

Lastly, we define another map \((\cdot)^\hat{} : \mathcal{X} \rightarrow \mathcal{X}\) using Romik digit expansion. If \( P = [d_1, d_2, \ldots, \mathcal{X}] \in \mathcal{X} \), then define

\[
\hat{P} = [\hat{d}_1, \hat{d}_2, \ldots, \mathcal{X}]
\]

where \( \hat{d} \) is defined as in Lemma 6.

**Theorem 23** (Perron’s formula) Let \( P \in \mathcal{X} \setminus \mathbb{Z} \) with

\[
P = [d_1, d_2, \ldots, d_k, d_{k+1}, \ldots, \mathcal{X}].
\]

We use the following notations: for each \( k \geq 1 \),

(a) \( \mathbf{u} = \mathbf{u}^{(1, 0)} = (1, 0, 1) \),

(b) \( \mathbf{z}_k = \mathbf{z}_k^{(1, 0)}(P) \) and \( \mathbf{Z}_k = \mathbf{Z}_k^{(1, 0)}(P) \) as defined in Definition 4,

(c) \( P'_k = T^k(P) = [d_{k+1}, d_{k+2}, \ldots, \mathcal{X}] \),

(d) \( P''_k = [d_k, d_{k-1}, \ldots, d_2, d_1, 1^\infty] \), and

(e) \( \epsilon_k(P) = \left| \frac{\sin(\theta(P)/2)}{\sin(\theta(Z_k)/2)} \right| \).

Then we have

\[
delta(P; Z_k) = \frac{\epsilon_k(P)}{\| (\hat{P}'_k)^\vee \| + \| P'_k \|}.
\]

**Corollary 24** The notations are the same as in Theorem 23. Then

\[
\delta(P) = \liminf_{k \to \infty} k \left\{ \frac{1}{\| (\hat{P}'_k)^\vee \| + \| P'_k \|}, \frac{1}{\| (\hat{P}''_k)^\vee \| + \| P''_k \|} \right\}.
\]
First of all, note that \( \epsilon_k(P) \to 1 \) as \( k \to \infty \) because \( Z_k \to P \) (cf. Proposition 15). Next, we see from Theorem 16 that it is sufficient to approximate \( P \) by \( Z_k^{(1,0)}(P) \) and \( Z_k^{(0,1)}(P) \). So,

\[
\delta(P) = \liminf_{k \to \infty} \min \left\{ \delta(P; Z_k^{(1,0)}(P)), \delta(P; Z_k^{(0,1)}(P)) \right\}.
\]

However, one can show that

\[
\delta(P; Z_k^{(0,1)}(P)) = \delta(P^\vee; Z_k^{(1,0)}(P^\vee)).
\]

For instance, the proof of Proposition 2.12 in [4] applies identically to our situation. The corollary then follows from Theorem 23.

3.2 Proof of Perron’s formula

Proposition 25 Let \( P \in \mathcal{X} \).

(a) \( \|P\| \cdot \|P^\vee\| = 1 \). (When \( \|P\| = \infty \) or 0, we interpret this as \( \infty \cdot 0 = 1 \).)

(b) We have

\[
\cot \left( \frac{\theta(P)}{2} \right) = 2 \|P\| + \sqrt{3}.
\]

Proof The identity (a) is proven by some straightforward but tedious calculation from the definition of \( \|P\| \), together with the condition that \( \alpha^2 + \alpha \beta + \beta^2 = 1 \). Also, (b) comes from the definition (9) of \( \theta(P) \), combined with some elementary trigonometry. We omit the details.

Proof of Theorem 23 We use the notations that are given in the statements of Theorem 23. In addition, we define

\[
w_k = (M_{d_1} \cdots M_{d_k})^{-1} u.
\]

(37)

Also, we denote by \( p \) and \( p_k' \) the normalized vectors representing \( P \) and \( P_k' \), that is, \( p = (P, 1) \) and \( p_k' = (P_k', 1) \). With these notations, we prove Theorem 23 in the following steps:

Step 1: \( \delta^2(P; Z_k) = -2 \text{Ht}(Z_k) \frac{\langle p, u \rangle \langle w_k, u \rangle \langle p_k', u \rangle}{\langle z_k, u \rangle \langle p_k', w_k \rangle}. \)

To prove Step 1, we begin with Definition 5, which gives

\[
\delta^2(P; Z_k) = -2 \text{Ht}(Z_k) \langle p, z_k \rangle.
\]

(38)
Then we apply Proposition 11 (with \( z_1 = z_k \) and \( z_2 = u \)) to obtain

\[
\langle p, z_k \rangle = \langle p, u \rangle \frac{\langle p'_k, u \rangle}{\langle p'_k, w_k \rangle}.
\] (39)

On the other hand, we note from the orthogonality of \( M_{d_1}, \ldots, M_{d_k} \) that

\[
\langle w_k, u \rangle = \langle (M_{d_1} \cdots M_{d_k})^{-1} u, u \rangle = \langle u, z_k \rangle.
\] (40)

Now, we combine (38), (39), and (40) to obtain Step 1.

**Step 2:**

\[
\delta^2(P; Z_k) = \epsilon^2(P, Z_k) \left( \frac{2}{\cot \left( \frac{\theta(P_k)}{2} \right) - \cot \left( \frac{\theta(W_k)}{2} \right)} \right)^2.
\]

Here, \( W_k \) is the point represented by the normalization of \( w_k \). In other words, if we write \( w_k = (w_1, w_2, w_3) \), then \( W_k = (w_1/w_3, w_2/w_3) \in \mathcal{X}_0 \) (see (8)). To prove Step 2, we apply Proposition 4 repeatedly to the pairings in Step 1. That is,

\[
\text{Ht}(Z_k) \frac{\langle p, u \rangle}{\langle z_k, u \rangle} = \frac{\langle p, u \rangle}{\langle z_k/\text{Ht}(Z_k), u \rangle} = \frac{\sin^2(\theta(P)/2)}{\sin^2(\theta(Z_k)/2)} = \epsilon^2(P, Z_k),
\] (41)

and

\[
\frac{\langle w_k, u \rangle \langle p'_k, u \rangle}{\langle p'_k, w_k \rangle} = -2 \frac{\sin^2 \left( \frac{\theta(W_k)}{2} \right) \sin^2 \left( \frac{\theta(P_k)}{2} \right)}{\sin^2 \left( \frac{\theta(P'_k, W_k)}{2} \right)}
\]

\[
= -2 \left( \cot \left( \frac{\theta(P'_k)}{2} \right) - \cot \left( \frac{\theta(W_k)}{2} \right) \right)^2,
\] (42)

where the last line is justified by some easy trigonometric identities. Then Step 2 follows from Step 1, together with (41) and (42).

**Step 3:**

\[
\delta^2(P; Z_k) = \epsilon^2(P, Z_k) \left( \frac{2}{\cot \left( \frac{\theta(P'_k)}{2} \right) + \cot \left( \frac{\theta(\hat{P}_k')}{2} \right) - 2\sqrt{3}} \right)^2.
\]

To obtain the equality in Step 3 from Step 2, it suffices to show

\[
\cot \left( \frac{\theta(W_k)}{2} \right) + \cot \left( \frac{\theta(\hat{P}_k')}{2} \right) = 2\sqrt{3}.
\] (43)
First, write $W_k = (w_1, w_2, w_3)$ as before and use Proposition 25 to get

$$
\cot \left( \frac{\theta(W_k)}{2} \right) = \frac{2\sqrt{3}(w_1 + w_2 - w_3)}{-2w_1 - w_2 + 2w_3} + \sqrt{3}. \tag{44}
$$

For the other cotangent, we define

$$p''_k = M_{d_k} \cdots M_{d_1} u.$$

By definition, its normalization represents $P''_k = [d_k, \ldots, d_1, 1^\infty].\chi$. Therefore, $\hat{P}''_k$ is represented by the normalization of

$$\hat{p}''_k := M_{\hat{d}_k} \cdots M_{\hat{d}_1} \hat{u},$$

where $\hat{u}$ is defined to be

$$\hat{u} = \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix}.$$

A quick calculation using Definition 2 shows that $\hat{u} = Hu$. We use Lemma 6 and (37) to see that

$$\hat{p}''_k = M_{\hat{d}_k} \cdots M_{\hat{d}_1} Hu = Hu_{\hat{d}_k} H \cdots U_{\hat{d}_1} H u = Hw_k.$$

This lets us express the entries of $\hat{p}''_k$ directly using $w_k = (w_1, w_2, w_3)$. Namely,

$$\hat{p}''_k = Hw_k = \begin{pmatrix} -4 & -3 & 4 \\ -3 & -4 & 4 \\ -6 & -6 & 7 \end{pmatrix} \begin{pmatrix} w_1 \\ w_2 \\ w_3 \end{pmatrix} = \begin{pmatrix} -4w_1 - 3w_2 + 4w_3 \\ -3w_1 - 4w_2 + 4w_3 \\ -6w_1 - 6w_2 + 7w_3 \end{pmatrix}.$$

Therefore, we see that $(\hat{P}''_k)^\vee = (\alpha, \beta)$ with

$$\alpha = \frac{-3w_1 - 4w_2 + 4w_3}{-6w_1 - 6w_2 + 7w_3} \quad \text{and} \quad \beta = \frac{-4w_1 - 3w_2 + 4w_3}{-6w_1 - 6w_2 + 7w_3}.$$

Apply this to Proposition 25 again and, after some simplification, we get

$$\cot \left( \frac{\theta((\hat{P}''_k)^\vee)}{2} \right) = \frac{2\sqrt{3}(-w_1 - w_2 + w_3)}{-2w_1 - w_2 + 2w_3} + \sqrt{3}.$$

Combine this with (44) to obtain the proof of (43). This completes the proof of Step 3. Finally, we apply Proposition 25 one more time to observe that

$$\cot \left( \frac{\theta(W_k)}{2} \right) + \cot \left( \frac{\theta((\hat{P}''_k)^\vee)}{2} \right) - 2\sqrt{3} = 2\|P'_k\| + \|((\hat{P}''_k)^\vee)\|.$$
This concludes the proof of Theorem 23. □

4 Admissible sequences and their Lagrange numbers

4.1 Doubly infinite Romik sequences and Lagrange numbers

By a Romik sequence, we mean an element of \( \{1, 2, 3, 4, 5\}^\mathbb{N} \). By a slight abuse of language, we think of a Romik sequence \( P \) as a point of \( \mathcal{X} \) whose Romik digit expansion is \( P \). When \( P = [d_1, d_2, \ldots] \), we define \( P^\vee \) and \( \hat{P} \) to be \( P^\vee = [d_1', d_2', \ldots] \) and \( \hat{P} = [\hat{d}_1, \hat{d}_2, \ldots] \) (cf. Lemmas 6 and 22).

A reversed Romik sequence is an element of \( \{1, 2, 3, 4, 5\}^\mathbb{Z}_{<0} \). For a Romik sequence \( P = [d_1, d_2, \ldots] \), we denote by \( P^\ast \) the reversed Romik sequence obtained by reading the digits of \( P \) backwards. Namely,

\[
P^\ast = [\ldots, d_2, d_1].
\]

A doubly infinite Romik sequence is an equivalence class of \( \{1, 2, 3, 4, 5\}^\mathbb{Z} \) where two elements in \( \{1, 2, 3, 4, 5\}^\mathbb{Z} \) are defined to be equivalent whenever they are shifts of one another. A section of a doubly infinite Romik sequence \( T \) is simply an element in (the equivalence class) \( T \). Informally, we think of a doubly infinite Romik sequence to be an “unmarked” or “base point free” doubly infinite sequence in \( \{1, 2, 3, 4, 5\} \), while its section is obtained by fixing a “base point”.

Suppose that two Romik sequences \( P = [p_1, p_2, \ldots] \) and \( Q = [q_1, q_2, \ldots] \) are given. We define \( P^\ast|Q \) to be an element of \( \{1, 2, 3, 4, 5\}^\mathbb{Z} \) given by

\[
P^\ast|Q = [\ldots, p_2, p_1, q_1, q_2, \ldots].
\]

Informally, we think of \( P^\ast|Q \) as a section of a doubly infinite Romik sequence with its base point fixed at \( q_1 \). For a doubly infinite Romik sequence \( T \), we define \( \hat{T}, T^\vee \) and \( T^\ast \) in an obvious way; \( \hat{T} \) and \( T^\vee \) are the doubly infinite Romik sequences obtained by applying \( (\cdot)^\vee \) to each digit of \( T \), and \( T^\ast \) is obtained from \( T \) by reading the digits backwards. Finally, any sequence (finite or infinite) with values in \( \{1, 2, 3, 4, 5\} \) is called reduced if it contains neither 1 nor 5.

For \( P \in \mathcal{X} - \mathcal{Z} \), we define the Lagrange number \( L(P) \) of \( P \) to be \( L(P) = 1/\delta(P) \). Corollary 24 shows that

\[
L(P) = \lim \sup_{k \to \infty} \max \left\{ \| (\hat{P}_k')^\vee \| + \| P_k' \|, \| \hat{P}_k'^\vee \| + \| (P_k')^\vee \| \right\}.
\]

Modeling after this, we define a Lagrange number of a doubly infinite Romik sequence.

Definition 6 (Lagrange number of a doubly infinite Romik sequence) Let \( T \) be a doubly infinite Romik sequence. If \( P^\ast|Q \) is section of \( T \), we define

\[
L(P^\ast|Q) = \| \hat{P}^\vee \| + \| Q \|.
\]
Also, the *Lagrange number of* \( T \) is defined to be
\[
L(T) = \sup_{P \ast |Q} \{ \max \{ L(P \ast |Q), L((P \vee) \ast |Q \vee) \} \}
\]

Here, the supremum is taken over all sections \( \{ P \ast |Q \} \) of \( T \).

**Proposition 26** Let \( T \) be a doubly infinite Romik sequence.

(a) \( L(T) = L(T \vee) = L(\hat{T} \ast) = L((\hat{T} \ast) \vee) \).

(b) If \( T \) is reduced (that is, \( T \) contains neither 1 nor 5), then \( L(T) = L(T \vee) = L(T \ast) = L((T \ast) \vee) \).

(c) If \( T \) is reduced and \( T = T \ast \) then
\[
L(T) = \sup_{P \ast |Q} \{ L(P \ast |Q) \}
\]

where the supremum is taken over all sections \( \{ P \ast |Q \} \) of \( T \).

**Proof**Whenever \( P \ast |Q \) is a section of \( T \), \( (P \vee) \ast |Q \vee \) is a section of \( T \vee \). It follows from this that \( L(T) = L(T \vee) \). Note that, if \( P \ast |Q \) is a section of \( T \), then \( \hat{Q} \ast | \hat{P} \) is a section of \( \hat{T} \ast \). Therefore,
\[
L(\hat{Q} \ast | \hat{P}) = \| Q \vee \| + \| \hat{P} \| = L((P \vee) \ast |Q \vee),
\]

which shows that \( L(\hat{T} \ast) = L(T \vee) \). This proves all the equalities in (a). If \( T \) is reduced, then \( \hat{T} = T \) and all the equalities in (b) follow from (a). For (c), assume \( T \) is reduced and \( T = T \ast \). If \( P \ast |Q \) is a section of \( T \), then \( Q \ast |P \) is also a section of \( T \). Since \( T \) is also assumed to be reduced we have
\[
L((P \vee) \ast |Q \vee) = \| P \| + \| Q \vee \| = L(Q \ast |P).
\]

This proves (c).

Following Bombieri (§2 in [3]), we say that a doubly infinite Romik sequence \( T \) is *extremal for a point* \( P \) in \( \mathcal{X} \) if \( L(P) = L(T) \).

**Lemma 27** (Bombieri’s trick) For any \( P \in \mathcal{X} - \mathcal{Z} \), there exists an extremal doubly infinite Romik sequence \( T \).

**Proof** Our proof is based on Bombieri’s argument in page 191 of [3]. We will frequently rely on the fact that the function \( \| \cdot \| : \{ 1, 2, 3, 4, 5 \}^\mathbb{N} \rightarrow [0, \infty] \) is continuous when \( \{ 1, 2, 3, 4, 5 \}^\mathbb{N} \) is equipped with the product topology. This is an immediate corollary of Proposition 15.

Let \( \mathcal{P} \in \mathcal{X} - \mathcal{Z} \).\(^1\) It is not difficult to prove that the lim sup and max in (45) commute, that is,
\[
L(\mathcal{P}) = \lim \sup_{k \rightarrow \infty} \max \left\{ \| (\hat{P}''_k) \vee \| + \| P'_k \|, \| (\hat{P}''_k) \| + \| P''_k \| \right\}
\]

\(^1\) During this proof, we use a calligraphic font \( \mathcal{P} \) to denote an element in \( \mathcal{X} - \mathcal{Z} \) in order to avoid the conflict with the \( P \) in a section \( P \ast |Q \) of \( T \).
because the digit-wise substitutions

\[ L(\mathcal{P}) = \limsup_{k \to \infty} \left( \|\hat{P}_k''\| + \|P_k'\| \right) \geq \limsup_{k \to \infty} \left( \|\hat{P}_k''\| + \|P_k'\| \right), \tag{46} \]

and we shall find a doubly infinite sequence \( T \) satisfying

\[ L(\mathcal{P}) = L(T). \tag{47} \]

Choose a sequence (of indices) \( k_1 < k_2 < \cdots \) such that

\[ L(\mathcal{P}) = \lim_{j \to \infty} \left( \|\hat{P}_{k_j}''\| + \|P_{k_j}'\| \right). \]

According to Tychonoff’s theorem, \( \{1, 2, 3, 4, 5\}^\mathbb{Z} \) is a compact set. Therefore the sequence \( \{(P_{k_j}'')^*|P_{k_j}'\}_{j=1}^\infty \) has a limit point, say, \( P_0^*|Q_0 \) in \( \{1, 2, 3, 4, 5\}^\mathbb{Z} \). Let \( T \) be the equivalence class of \( P_0^*|Q_0 \) and we will show that (47) is satisfied for this \( T \).

By replacing \( \{k_j\}_{j=1}^\infty \) with its subsequence, if necessary, we may assume without loss of generality that \( (P_{k_j}'')^*|P_{k_j}' \to P_0^*|Q_0 \) with respect to the product topology in \( \{1, 2, 3, 4, 5\}^\mathbb{Z} \). Consequently, we have \( P_{k_j}'' \to P_0 \) and \( P_{k_j}' \to Q_0 \) as elements of \( \{1, 2, 3, 4, 5\}^\mathbb{N} \) with respect to the product topology. In particular, \( (\hat{P}_{k_j}'')^\vee \to \hat{P}_0^\vee \) because the digit-wise substitutions \( (\cdot)^\vee \) and \( (\cdot)^\vee \) are continuous. Therefore,

\[ \|\hat{P}_{k_j}'\| + \|P_{k_j}'\| \to \|\hat{P}_0\| + \|Q_0\| = L(P_0^*|Q_0), \]

which proves \( L(\mathcal{P}) = L(P_0^*|Q_0) \).

Next, we prove that \( L(P_0^*|Q_0) = L(T) = \sup_{P^*|Q} \max\{L(P^*|Q), L(P^\vee)^*|Q^\vee\} \) where \( \{P^*|Q\} \) runs over all sections of \( T \). Let \( P^*|Q \) be a \( t \)-shift of \( P_0^*|Q_0 \) for some \( t \in \mathbb{Z} \). Then it is obvious that \( P_{k_j+t}'' \to P \) and \( P_{k_j+t}' \to Q \), and therefore

\[ \|\hat{P}_{k_j+t}'\| + \|P_{k_j+t}'\| \to \|\hat{P}_0\| + \|Q\| = L(P^*|Q). \]

This shows that \( L(P^*|Q) \) is a subsequential limit of \( \{(\hat{P}_{k_j}'')^\vee + \|P_{k_j}'\|\} \), thus \( \leq L(\mathcal{P}) \).

Since \( L(\mathcal{P}) = L(P_0^*|Q_0) \), we conclude that \( L(P^*|Q) \leq L(P_0^*|Q_0) \). Additionally, we deduce from \( P_{k_j+t}'' \to P \) and \( (P_{k_j+t}')^\vee \to Q^\vee \) that

\[ \|\hat{P}_{k_j+t}''\| + \|(P_{k_j+t}')^\vee\| \to \|\hat{P}\| + \|Q^\vee\| = L((P^\vee)^*|Q^\vee), \]

showing that \( L((P^\vee)^*|Q^\vee) \) is a subsequential limit of \( \|\hat{P}''\| + \|(P')^\vee\| \). From the assumption we made in (46), we conclude that \( L((P^\vee)^*|Q^\vee) \leq L(\mathcal{P}) = L(P_0^*|Q_0) \). This completes the proof of \( L(P_0^*|Q_0) = L(T) \), thus of (47).
Next, assume that
\[
\limsup_{k \to \infty} \left( \| \hat{P}'_k \| + \| P'_k \| \right) \leq \limsup_{k \to \infty} \left( \| \hat{P}''_k \| + \| P''_k \| \right) = L(P).
\]
In this case, we let \( P^*_{0,1} \) be a limit point of \( \{(P''_{k_j^*})^* | P''_{k^*}\} \) in \( \{1, 2, 3, 4, 5\}^Z \) and let \( T \) be the equivalent class of \( P^*_{0,1} \). The proof of \( L(T) = L(P) \) can be done in a similar way as before, so we omit it. \( \square \)

Thanks to this lemma, it suffices to characterize all doubly infinite Romik sequences \( T \) with \( L(T) < 4/\sqrt{3} \).

### 4.2 Romik system on the real line

Let \( \mathcal{X}_{[0, \infty]} = [0, \infty] \) and define a map \( T_{[0, \infty]} : \mathcal{X}_{[0, \infty]} \to \mathcal{X}_{[0, \infty]} \) to be

\[
T_{[0, \infty]}(t) = \begin{cases} 
    t - \sqrt{3} & \text{if } t \geq \sqrt{3}, \\
    -t + \sqrt{3} & \text{if } 2/\sqrt{3} \leq t \leq \sqrt{3}, \\
    2t - \sqrt{3} & \text{if } 2\sqrt{3}/2 \leq t \leq 2/\sqrt{3}, \\
    -\sqrt{3}t + 2 & \text{if } 1/\sqrt{3} \leq t \leq \sqrt{3}/2, \\
    -2t + \sqrt{3} & \text{if } 1/\sqrt{3} \leq t \leq \sqrt{3}/2, \\
    \sqrt{3}t - 1 & \text{if } 0 \leq t \leq 1/\sqrt{3}.
\end{cases}
\]

Recall from (36) that we have defined a stereographic projection \( \| \cdot \| : \mathcal{X} \to \mathcal{X}_{[0, \infty]} \). Some straightforward but tedious calculation shows that the dynamical system \((\mathcal{X}_{[0, \infty]}, T_{[0, \infty]}))\) is conjugate to the Romik system \((\mathcal{X}, T)\) with the conjugation map being the stereographic projection. In other words, the diagram

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{\| \cdot \|} & \mathcal{X}_{[0, \infty]} \\
\downarrow T & & \downarrow T_{[0, \infty]} \\
\mathcal{X} & \xrightarrow{\| \cdot \|} & \mathcal{X}_{[0, \infty]}
\end{array}
\]

commutes. Also, the Romik digit of \( P \) is determined by its stereographic image:

\[
d(P) = \begin{cases} 
    1 & \text{if } \| P \| \geq \sqrt{3}, \\
    2 & \text{if } 2/\sqrt{3} \leq \| P \| \geq \sqrt{3}, \\
    3 & \text{if } \sqrt{3}/2 \leq \| P \| \geq 2/\sqrt{3}, \\
    4 & \text{if } 1/\sqrt{3} \leq \| P \| \geq \sqrt{3}/2, \\
    5 & \text{if } 0 \leq \| P \| \geq 1/\sqrt{3}.
\end{cases}
\]
Figure 9 shows how the cylinder sets of $X$ are mapped under the stereographic projection (cf. Fig. 6). By abuse of language, a cylinder set of $X_{[0, \infty]}$ will mean the image of the corresponding cylinder set of $X$.

How do the actions of $M_1, \ldots, M_5$ on $X$ translate to $X_{[0, \infty]}$? To answer this, we let $\text{GL}_2(\mathbb{R})$ act on $\mathbb{R} \cup \{\infty\}$ via the fractional linear transformation:

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \cdot x = \frac{ax + b}{cx + d}. \quad (49)$$

(If $x = \infty$ then $\begin{pmatrix} a & b \\ c & d \end{pmatrix} \cdot \infty = a/c$ by definition.) And we define the matrices $N_1, \ldots, N_5$ to be

$$N_1 = \begin{pmatrix} 1 & \sqrt{3} \\ 0 & 1 \end{pmatrix}, \quad N_2 = \begin{pmatrix} 2 & \sqrt{3} \\ \sqrt{3} & 1 \end{pmatrix}, \quad N_3 = \begin{pmatrix} 2 & \sqrt{3} \\ \sqrt{3} & 2 \end{pmatrix},$$

$$N_4 = \begin{pmatrix} 1 & \sqrt{3} \\ \sqrt{3} & 2 \end{pmatrix}, \quad N_5 = \begin{pmatrix} 1 & 0 \\ \sqrt{3} & 1 \end{pmatrix}. \quad (50)$$

Then the following proposition shows that the actions of $N_d$ on $X_{[0, \infty]}$ and those of $M_d$ on $X$ are the same (cf. Proposition 8).

**Proposition 28** Let $P \in X$. Then we have

$$\| [d, P] \| = N_d \cdot \| P \|$$

for $d = 1, \ldots, 5$. Here, the dot between $N_d$ and $\| P \|$ indicates the $\text{GL}_2(\mathbb{R})$-action of $N_d$ on $X_{[0, \infty]}$ as in (49).

**Proof** For each $d = 1, \ldots, 5$, write $P = (\alpha, \beta) = [d_1, d_2, \ldots]$ and $P'_d = (\alpha'_d, \beta'_d) = [d, d_1, d_2, \ldots]$. Then $P = T(P'_d)$. If we let $t_d = \| P'_d \|$ and $t = \| P \|$ then the commutativity of (48) implies that

$$t = T_{[0, \infty]}(t_d). \quad (51)$$

On the other hand, (50) gives

$$N_1^{-1} = \begin{pmatrix} 1 & -\sqrt{3} \\ 0 & 1 \end{pmatrix}, \quad N_2^{-1} = \begin{pmatrix} -1 & \sqrt{3} \\ \sqrt{3} & -2 \end{pmatrix}, \quad N_3^{-1} = \begin{pmatrix} 2 & -\sqrt{3} \\ -\sqrt{3} & 2 \end{pmatrix},$$

$$N_4^{-1} = \begin{pmatrix} -2 & \sqrt{3} \\ \sqrt{3} & -1 \end{pmatrix}, \quad N_5^{-1} = \begin{pmatrix} 1 & 0 \\ -\sqrt{3} & 1 \end{pmatrix}. \quad \diamondsuit$$
By comparing this with (51) (and the definition of $T_{[0, \infty)}$), we complete the proof of the proposition. □

For a fixed finite sequence $w = [d_1, \ldots, d_k]$ of Romik digits, we define

$$N_w = \left( \frac{a_w}{c_w} \cdot \frac{b_w}{d_w} \right) = N_{d_1} N_{d_2} \cdots N_{d_k}.$$  

We denote by $w^*$ and $w^\vee$ the corresponding sequences of Romik digits obtained from $w$ by applying $*$ and $\vee$, that is,

$$w^* = [d_k, d_{k-1}, \ldots, d_1] \text{ and } w^\vee = [d_1^\vee, d_2^\vee, \ldots, d_k^\vee].$$

**Proposition 29** Let $w = [d_1, \ldots, d_k]$ and suppose $P \in C(d_1, \ldots, d_k)$. Then

$$\begin{cases} b_w/d_w \leq \|P\| \leq a_w/c_w & \text{if } \det(N_w) = 1, \\ a_w/c_w \leq \|P\| \leq b_w/d_w & \text{if } \det(N_w) = -1. \end{cases}$$

Also,

$$\|Z_{\infty}^{(1,0)}(P)\| = a_w/c_w \text{ and } \|Z_{\infty}^{(0,1)}(P)\| = b_w/d_w.$$  

**Proof** Proposition 28 implies

$$\|Z_{\infty}^{(1,0)}(P)\| = \|[d_1, \ldots, d_k, 1^\infty]|| = N_{d_1} \cdots N_{d_k} \cdot \|(1, 0)|| = N_w \cdot \infty = \frac{a_w}{c_w}.$$  

The equality for $Z_{\infty}^{(0,1)}(P)$ is similarly proven. Now, the inequalities for $P \in C(d_1, \ldots, d_k)$ follow from Proposition 10. □

For instance, let $[2, d_1, d_2, \ldots] \in C(2)$. Since $N_2 = \left( \begin{array}{c}2 \\ \sqrt{3} \\ 1 \end{array} \right)$ and its determinant is $-1$ we have

$$\frac{2}{\sqrt{3}} \leq \|[2, d_1, d_2, \ldots]|| \leq \frac{\sqrt{3}}{1}$$

for any $P = [d_1, d_2, \ldots] \in \mathcal{X}$. To simplify notations, we will write the above inequality as

$$\frac{2}{\sqrt{3}} \leq \|2 \cdots \| \leq \sqrt{3}. \quad (52)$$

In other words, the ellipses ($\cdots$) will be used whenever the inequality holds true regardless of the choice of the remaining Romik digits.
Proposition 30 Suppose that \( w \) is a common prefix (possibly empty) of \( P_1 \) and \( P_2 \), that is,
\[
\begin{cases}
P_1 = [w, d_1, \ldots] \\
P_2 = [w, d_2, \ldots],
\end{cases}
\]
with \( d_1 \neq d_2 \). If \( \det(N_w) = 1 \), then
\[
\|P_1\| \leq \|P_2\| \iff d_1 > d_2.
\]
If \( \det(N_w) = -1 \), then
\[
\|P_1\| \leq \|P_2\| \iff d_1 < d_2.
\]

Proof This follows from Proposition 10 and the fact that the stereographic projection is order-reversing.

Lemma 31 For a fixed sequence \( w = [d_1, \ldots, d_k] \) of Romik digits, write
\[
N_w = \begin{pmatrix}
a_w & b_w \\
c_w & d_w
\end{pmatrix}.
\]
Then we have
\[
N_w^\vee = \begin{pmatrix}
d_w & c_w \\
b_w & a_w
\end{pmatrix}.
\]
Further, if \( w \) is reduced (that is, \( w \) contains neither 1 nor 5), then
\[
N_{w^*} = \begin{pmatrix}
d_w & c_w \\
b_w & d_w
\end{pmatrix},
\]
and that
\[
N_{(w^*)^\vee} = \begin{pmatrix}
d_w & b_w \\
c_w & a_w
\end{pmatrix}.
\]

Proof Let
\[
J = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}.
\]
Then it is easy to see \( J^2 = I_2 \) (the 2 \times 2 identity matrix) and that
\[
J \begin{pmatrix} a & b \\ c & d \end{pmatrix} J = \begin{pmatrix} d & c \\ b & a \end{pmatrix}
\]
for any $a, b, c, d \in \mathbb{R}$. A quick inspection of (50) reveals

$$JN_d J = N_d^\vee$$

for $d = 1, \ldots, 5$. From this observation, we have

$$N_{w^\vee} = N_1^\vee N_2^\vee \cdots N_k^\vee$$

$$= (JN_{d_1} J)(JN_{d_2} J) \cdots (JN_{d_k} J) = JN_w J$$

$$= \begin{pmatrix} d_w & c_w \\ b_w & a_w \end{pmatrix}.$$

For the second claim, note that $N_2, N_3, N_4$ are symmetric and

$$N_{w^*} = N_{d_k} \cdots N_{d_1} = N_{d_k}^T \cdots N_{d_1}^T = (N_w)^T.$$

The third comes from combining the previous two. \hfill \Box

**Remark 2** It is a consequence of our choice of the stereographic projection in (36) that $JN_d J = N_d^\vee$ and $N_2, N_3, N_4$ are symmetric. This is one of the reasons why we have selected this particular stereographic projection in (36).

Given a finite Romik sequence $w = [d_1, \ldots, d_k]$, we denote by $\infty w^\infty$ the doubly infinite Romik sequence

$$\infty w^\infty = \cdots w w w \cdots.$$

Notice that, if $P_w = w^\infty$ then $(P_w^*)^* | P_w$ is a section of $\infty w^\infty$, that is,

$$(P_w^*)^* | P_w = \cdots w | w \cdots.$$

**Proposition 32** Given $w = [d_1, \ldots, d_k]$, let $P_w = w^\infty$ and write

$$N_w = \begin{pmatrix} a_w & b_w \\ c_w & d_w \end{pmatrix}.$$

Also, let $\Delta_w = \text{Tr}(N_w)^2 - 4 \det(N_w)$. Then,

$$\|P_w\| = \frac{a_w - d_w + \sqrt{\Delta_w}}{2c_w}.$$

Further, if $w = [d_1, \ldots d_k]$ is reduced, then

$$L((P_w^*)^* | P_w) = \frac{\sqrt{\Delta_w}}{c_w}.$$
Proof Since $T_{[0, \infty]}^k(P_w) = P_w$ we have from Proposition 28 that $N_w^{-1} \cdot \|P_w\| = \|P_w\|$. On the other hand, it is easy to see from (49) that, for any $N \in \text{GL}_2(\mathbb{R})$, we have $N \cdot x = x$ whenever the (column) vector $(x, 1)$ is an eigenvector of $N$. Now a direct calculation shows that the vector

$$\left(\frac{a_w - d_w + \sqrt{\Delta_w}}{2c_w}, \frac{1}{1}\right)$$

is an eigenvector of $N_w$. This establishes the first equation in the proposition. For the second, combine this with Lemma 31. \qed

4.3 Examples

4.3.1 Constant sequences

Since $(3^\infty)^{\vee} = 3^\infty$ Proposition 25 gives $\|3^\infty\| = 1$. So,

$$L(3^\infty) = L(3^\infty | 3^\infty) = \|P^{\vee}\| + \|P\| = 1 + 1 = 2.$$ 

For $\infty 2^\infty$, we use Proposition 32 with $N_2 = \left(\frac{2}{\sqrt{3}}, \frac{\sqrt{3}}{1}\right)$ to obtain

$$L(\infty 2^\infty) = \frac{\sqrt{3^2 + 4}}{\sqrt{3}} = \sqrt{\frac{13}{3}}.$$ 

Likewise, using $N_4 = \left(\frac{1}{\sqrt{3}}, \frac{\sqrt{3}}{2}\right)$,

$$L(\infty 4^\infty) = \sqrt{\frac{13}{3}},$$

which proves

$$L(\infty 2^\infty) = L(\infty 4^\infty) = \sqrt{\frac{13}{3}}.$$ 

4.3.2 Some periodic sequences of period length 2

Let $w = [2, 4]$ and $P_w = w^\infty$. Since

$$N_2 N_4 = \left(\frac{5}{2\sqrt{3}}, \frac{4\sqrt{3}}{5}\right),$$

Proposition 32 gives

$$L((P_w)^* | P_w) = \frac{\sqrt{10^2 - 4}}{2\sqrt{3}} = 2\sqrt{2}.$$
Next, we calculate $L(\ldots 1515|1515\ldots)$. This sequence is not reduced, so we cannot apply the second equation in Proposition 32 directly. Let $P = (51)^\infty$ and $Q = (15)^\infty$.

We begin with

$$N_3N_1 = \begin{pmatrix} 1 & \sqrt{3} \\ \sqrt{3} & 4 \end{pmatrix}.$$ 

So the first equation in Proposition 32 gives

$$\|P\| = -3 + \frac{\sqrt{21}}{2\sqrt{3}}.$$ 

Apply Proposition 25 to get

$$\|Q\| = \|P^\vee\| = \|P\|^{-1} = \frac{3 + \sqrt{21}}{2\sqrt{3}}.$$ 

So,

$$L(\ldots 1515|1515\ldots) = L(P^*|Q) = \| (\hat{P})^\vee \| + \| Q \|$$
$$= \|P\| + \|Q\| = \frac{\sqrt{21}}{\sqrt{3}}$$

$$= \sqrt{7}. \tag{53}$$

4.3.3 The case $T = \infty 232^\infty$

We claim that $L(T) = 4/\sqrt{3}$. From (c) of Proposition 26, it is enough for us to compute $L(P^*|Q)$ for every section $P^*|Q$ of $T$. First, we compute

$$L(\infty 232|2^\infty) = \|34^\infty\| + \|2^\infty\|.$$ 

For $\|2^\infty\|$, we apply Proposition 32 with $P = 2^\infty$ to obtain

$$\|2^\infty\| = \frac{\sqrt{13} + 1}{2\sqrt{3}}.$$ 

Then use Proposition 25 to get

$$\|4^\infty\| = \|2^\infty\|^{-1} = \frac{\sqrt{13} - 1}{2\sqrt{3}}.$$ 

From Proposition 28 and the fact that $N_3 = \left( \begin{array}{r} 2 \\ \sqrt{3} \end{array} \right)$, we have

$$\|34^\infty\| = \frac{2\|4^\infty\| + \sqrt{3}}{\sqrt{3}\|4^\infty\| + 2} = \frac{\sqrt{3}(\sqrt{13} + 5)}{2(\sqrt{13} + 4)}.$$
Some easy simplification gives
\[
L(\infty 2^3 2^{\infty}) = \frac{\sqrt{3}(\sqrt{13} + 5)}{2(\sqrt{13} + 4)} + \frac{\sqrt{13} + 1}{2\sqrt{3}} = \frac{4}{\sqrt{3}}.
\]

Next, we show that \(L(P^\ast|Q) \leq 4/\sqrt{3}\) for any section \(P^\ast|Q \neq \infty 2^3 2^{\infty}\) of \(T\). We consider \(\infty 2^3 2^k|2^{\infty}\) for some \(k \geq 1\). Notice from Proposition 30 that \(\|4^k 3 2^{\infty}\| < \|3 2^{\infty}\|\). So,
\[
L(\infty 2^3 2^k|2^{\infty}) = \|4^k 3 2^{\infty}\| + \|2^{\infty}\| < \|3 2^{\infty}\| + \|2^{\infty}\| = \frac{4}{\sqrt{3}}.
\]

The remaining sections to be considered are of type \(\infty 2^3 2^k 3^{\infty}\) for some \(k \geq 1\). We use Proposition 30 again to get \(\|2^k 3 2^{\infty}\| \leq \|2^3 2^{\infty}\|\) for any \(k \geq 1\). Then apply Proposition 29 with \(N_2 N_3 = \left(\frac{7\sqrt{3}}{3\sqrt{5}}\right)\) to obtain \(\|2^3 2^{\infty}\| \leq \frac{4\sqrt{3}}{5}\). So,
\[
L(\infty 2^3 2^k 3^{\infty}) = \|4^{\infty}\| + \|2^k 3 2^{\infty}\|
\leq \frac{\sqrt{13} - 1}{2\sqrt{3}} + \frac{4\sqrt{3}}{5} = \frac{1}{30}(5\sqrt{13} + 19)
\leq \frac{4}{\sqrt{3}}.
\]

### 4.4 Admissible sequences

A doubly infinite Romik sequence \(T\) is admissible if
\[
L(T) \leq \frac{4}{\sqrt{3}},
\]
and is strongly admissible if
\[
L(T) < \frac{4}{\sqrt{3}}.
\]

Note that \(T\) is admissible (or strongly admissible) if and only if any one of the sequences \(\{T, T^\vee, \hat{T}^\ast, (\hat{T}^\ast)^\vee\}\) is admissible (or strongly admissible).

**Proposition 33** The digits 1 and 5 are forbidden in an admissible \(T\).

**Proof** It is enough to show that 1 is forbidden. First, we prove that 14 is forbidden. If \(T\) does contain 14, we choose a section \(P^\ast|Q\) of \(T\) with \(Q = 14 \cdots\). Apply Proposition 29 with \(w = [1, 4]\) and \(N_1 N_4 = \left(\frac{4\sqrt{3}}{3\sqrt{2}}\right)\) to obtain \(\|Q\| \geq \frac{4}{\sqrt{3}}\). As a consequence,
\[
L(P^\ast|Q) = \|P^\ast\| + \|Q\| > \frac{4}{\sqrt{3}}.
\]
Similar arguments show that 11, 12, 13 are all forbidden in an admissible \(T\). Therefore, if an admissible \(T\) contains 1, it must extend to the right as 15. This implies that \(T^\vee\) must contain 51. So the sequence 51 in \(T^\vee\) must extend as 515. Repeating this argument, we show that \(T\) must admit a section

\[ P^*|15^\infty. \]

By choosing another section of \(T\) (cutting far to the right), we conclude from (53) that

\[ L(T) \geq L(\ldots 1515|1515\ldots) = \sqrt{7} > \frac{4}{\sqrt{3}}, \]

which shows that \(T\) cannot be admissible.

\[ \square \]

One easy consequence of the above proposition is that an admissible \(T\) cannot terminate with 1\(^\infty\) or 5\(^\infty\) in either direction. In particular, when we apply Proposition 29 to obtain a bound of a cylinder set, the inequalities are always strict.

**Proposition 34** The sequences 24 and 42 are forbidden in an admissible \(T\).

**Proof** As before, it is enough to show that 42 is forbidden. Assume that \(T\) contains 42. Choose a section \(P^*4|2Q\). Then the bound (52) gives

\[ L(P^*4|2Q) = \|2\hat{P}^\vee\| + \|2Q\| > \frac{2}{\sqrt{3}} + \frac{2}{\sqrt{3}} = \frac{4}{\sqrt{3}}. \]

This shows that \(T\) is not admissible.

\[ \square \]

**Proposition 35** The sequences 234 and 432 are forbidden in an admissible \(T\).

**Proof** We will derive a contradiction by assuming that an admissible \(T\) contains 432. Consider a section \(P^*43|2Q\) of \(T\). We have

\[ L(P^*43|2Q) = \|32\hat{P}^\vee\| + \|2Q\|. \]

To find a lower bound for \(\|32\hat{P}^\vee\|\), we invoke Proposition 33 with \(w = [3, 2]\) and \(N_3N_2 = \left( \frac{7}{4\sqrt{3}}, \frac{3\sqrt{3}}{5} \right)\) to obtain

\[ \|32\hat{P}^\vee\| > \frac{7}{4\sqrt{3}}. \]

For \(\|2Q\|\), we need a better bound than (52). Note from Proposition 33 that \(P\) and \(Q\) are reduced, that is, they contain no 1 and 5. Therefore, \(Q\) cannot begin with 1. In particular, \(\|2Q\| \geq \|22\cdots\|\). Apply Proposition 29 with \(N_2N_2 = \left( \frac{7}{3\sqrt{3}}, \frac{3\sqrt{3}}{4} \right)\) to obtain

\[ \|2Q\| \geq \|22\cdots\| > \frac{3\sqrt{3}}{4}. \]
To sum up, we have
\[ L(P^* 33|2 Q) > \frac{7}{4\sqrt{3}} + \frac{3\sqrt{3}}{4} = \frac{4}{\sqrt{3}}, \]
which contracts the assumption that \( T \) is admissible.

**Proposition 36** Suppose that \( T \neq \infty 3 \infty \) and that \( T \) is admissible. Then the sequence 33 is forbidden in \( T \).

**Proof** Since \( T \) is reduced we may assume, by replacing \( T \) with \( T^\lor \) and/or \( T^* \) if necessary, that \( T \) contains a section \( P^* 33|2 Q \). As before, we use \( N_3 N_3 = \left( \frac{7}{4\sqrt{3}} \frac{4\sqrt{3}}{7} \right) \) to yield
\[ \| 33 P^\lor \| > \frac{4\sqrt{3}}{7}. \]

For \( 2 Q \) in this case, we need a bit sharper bound than (54), which came from the fact that \( 2 Q \) is bounded below by the lower bound of \( C(2, 2) \). To improve this bound, we note that, because \( Q \) is reduced, \( 2 Q \) cannot belong to the cylinder set \( C(2, 2, 5) \).

Therefore, \( 2 Q \) is bounded below by the lower bound of \( C(2, 2, 4) \). See Fig. 10.

Since \( N_2 N_2 N_4 = \left( \frac{16}{7\sqrt{3}} \frac{13\sqrt{3}}{17} \right) \) the lower bound of \( C(2, 2, 4) \) is \( \frac{16}{7\sqrt{3}} \) and therefore
\[ \| 2 Q \| \geq \frac{16}{7\sqrt{3}}. \]

So,
\[ L(P^* 33|2 Q) = \| 33 P^\lor \| + \| 2 Q \| > \frac{4\sqrt{3}}{7} + \frac{16}{7\sqrt{3}} = \frac{4}{\sqrt{3}}. \]

\( \square \)

**4.5 Lagrange numbers of admissible sequences**

We characterize all doubly infinite admissible sequences in the following theorem.

**Theorem 37** Suppose that \( T \) is admissible. Then either \( T \) or \( T^\lor \) is equal to
(a) \( \infty 2 \infty, \infty 3 \infty \),
We have already proven in Sect. 4.3 that \(\infty 2^\infty, \infty 3^\infty, \text{ and } \infty 4^\infty\) are strongly admissible and that \(\infty 2^\infty 2^\infty\) is admissible. We will now assume that \(T\) is non-constant (meaning that \(T\) is not equal to any of \(\infty 2^\infty, \infty 3^\infty, \infty 4^\infty\)) and admissible, therefore reduced. Also, by replacing \(T\) with \(T^\vee\) if necessary, we may assume that \(T\) contains 2 as one of its digits.

Pick a digit 2 in \(T\) and continue reading the subsequent digits to the right until a consecutive sequence of 2 is broken. Either \(T\) terminates (to the right) with \(2^\infty\) or \(T\) must have as a section \(P^*|Q = P^*|2^k 3 \cdots\), because 24 is forbidden by Proposition 34. Since 33 and 234 are also forbidden by Propositions 36 and 35 we see that \(Q\) must be of the form \(Q = 2^k 3 \cdots\). By repeating the same argument indefinitely we conclude that

\[Q = 2^{k_1} 3 \cdots 2^{k_1} \cdots\]

where \(k_1, k_2, \ldots\) are positive integers or \(k_j = \infty\) for some \(j\) (which means that \(Q\) terminates with \(2^\infty\) at that place). Apply the same argument to \(T^*\) to get

\[T = \cdots 2^{k-1} 3 \cdots 2^{k-1} \cdots.\] (56)

To complete the proof of Theorem 37, we must show that all \(k_j\) are equal to the same positive even integer or two consecutive \(k\)'s are both equal to \(\infty\). Pick two consecutive exponents of 2 and call them \(m\) and \(k\), so that

\[T = \cdots 2^m 3 \cdots 2^m 3 \cdots.\] (57)

If \(k = m = \infty\), we are done. So, we will assume from now on that at least one of them is \(< \infty\). We prove a series of propositions below (Propositions 39–42), which will collectively show that \(k\) and \(m\) must be equal to a (common) even integer.

An important technical lemma in our proof is to give explicit expressions for \(N_k^2 N_3\) and \(N_3 N_4^k\) for \(k \geq 0\).

**Proposition 38** For each \(k \geq 0\), we have

\[N_k^2 N_3 = \left(\frac{4c_k - d_k}{\sqrt{3} c_k} \frac{\sqrt{3}(3c_k - d_k)}{d_k}\right),\]

and

\[N_3 N_4^k = \left(\frac{d_k}{\sqrt{3} c_k} \frac{\sqrt{3}(3c_k - d_k)}{4c_k - d_k}\right).\]
Here, the sequences \( \{c_k\} \) and \( \{d_k\} \) are given by

\[
c_k = \frac{1}{\sqrt{13}} \left( \lambda^{k+1} - \bar{\lambda}^{k+1} \right),
\]

and

\[
d_k = \frac{1}{\sqrt{13}} \left[ \left( \frac{7 - \sqrt{13}}{2} \right) \lambda^{k+1} - \left( \frac{7 + \sqrt{13}}{2} \right) \bar{\lambda}^{k+1} \right]
\]

where

\[
\lambda = \frac{3 + \sqrt{13}}{2}, \quad \text{and} \quad \bar{\lambda} = \frac{3 - \sqrt{13}}{2}.
\]

Further,

\[
9c_k^2 - 7c_k d_k + d_k^2 = (-1)^{k+1}.
\]

**Proof** The formula for \( N_2^k N_3 \) can be proven by induction as follows. The case for \( k = 0 \) is easy. The induction hypothesis shows that

\[
\left( \begin{array}{c} c_{k+1} \\ d_{k+1} \end{array} \right) = \left( \begin{array}{cc} 5 & -1 \\ 9 & -2 \end{array} \right) \left( \begin{array}{c} c_k \\ d_k \end{array} \right)
\]

with \( c_0 = 1 \) and \( d_0 = 2 \). Then we show that the given expressions for \( c_k \) and \( d_k \) satisfy the above recursive formula. We omit the detail.

For \( N_3 N_4^k \), we use Lemma 31 with the fact

\[
((2^k 3)^*)^\vee = 3 4^k.
\]

The last equation is equivalent to the fact that \( \det(N_2^k N_3) = (-1)^k \).

**Proposition 39** In the expression (57), if \( k \) is odd and if \( k \leq m \leq \infty \) then \( T \) is not admissible.

**Proof** Write \( P = 3 2^m 3 \cdots \) and \( Q = 2^k 3 \cdots \), so that

\[
P^*|Q = \cdots 3 2^m 3|2^k 3 \cdots
\]

is a section of \( T \). Then,

\[
L(P^*|Q) = \|P^\vee\| + \|Q\| = \|3 4^m \cdots\| + \|2^k 3 \cdots\|.
\]
We find the lower bounds of the two terms above using Proposition 38. Since \( k \) is odd we have \( \det(N_2 N_3) = \det(N_3 N_4) = -1 \) and

\[
\|2^k 3 \cdots \| > \frac{4c_k - d_k}{\sqrt{3}c_k}, \tag{58}
\]

and

\[
\|3 4^m \cdots \| = \|3 4^k 4^{m-k} \cdots \| = \|3 4^k \cdots \| > \frac{d_k}{\sqrt{3}c_k}.
\]

So,

\[
L(P^*|Q) > \frac{4c_k - d_k}{\sqrt{3}c_k} + \frac{d_k}{\sqrt{3}c_k} = \frac{4}{\sqrt{3}}.
\]

This shows that \( T \) is not admissible. \( \Box \)

**Proposition 40** In the expression (57), if \( k \) is odd and if \( m \) is even then \( T \) is not admissible.

**Proof** Proposition 39 implies that \( m > k \) is impossible for an admissible \( T \). So, we will assume that \( m < k \).

First, Proposition 30 says that

\[
\|3 4^m 3 \cdots \| \geq \|3 4^m 4^{(k-1)-m} 3 \cdots \| = \|3 4^{k-1} 3 \cdots \|.
\]

To find a lower bound for \( \|3 4^{k-1} 3 \cdots \| \), we use Proposition 38 to get

\[
N_3 N_4^{k-1} N_3 = (N_3 N_4^k)(N_4^{-1} N_3) = \begin{pmatrix} d_k & \sqrt{3}(3c_k - d_k) \\ \sqrt{3}c_k & 4c_k - d_k \end{pmatrix} \begin{pmatrix} -1 & 0 \\ \sqrt{3} & 1 \end{pmatrix}
= \begin{pmatrix} 9c_k - 4d_k & \sqrt{3}(3c_k - d_k) \\ \sqrt{3}(3c_k - d_k) & 4c_k - d_k \end{pmatrix}.
\]

Since \( \det(N_3 N_4^{k-1} N_3) = 1 \) we have

\[
\|3 4^{k-1} 3 \cdots \| > \frac{\sqrt{3}(3c_k - d_k)}{4c_k - d_k}. \tag{59}
\]

On the other hand, combining (58) and (59), we have

\[
L(P^*|Q) - \frac{4}{\sqrt{3}} = \|3 4^m 3 \cdots \| + \|2^k 3 \cdots \| - \frac{4}{\sqrt{3}}
> \frac{\sqrt{3}(3c_k - d_k)}{4c_k - d_k} + \frac{4c_k - d_k}{\sqrt{3}c_k} - \frac{4}{\sqrt{3}}
\]
\[ \frac{9c_k^2 - 7ckd_k + d_k^2}{\sqrt{3}(4c_k - d_k)} = \frac{1}{\sqrt{3}(4c_k - d_k)} > 0. \]

Here, the last equality is obtained from Proposition 38, together with the assumption that \( k \) is odd. \( \square \)

**Proposition 41**  
In the expression (57), if \( k \) is odd then \( T \) is not admissible.

**Proof**  
The only remaining case (after Propositions 39 and 40) is when both \( k \) and \( m \) are odd and \( m < k \). But, in this case, \( T^* \) would contain a pattern which is forbidden by Proposition 39. \( \square \)

Now we consider the case when both \( k \) and \( m \) are even and distinct. Replacing \( T \) by \( T^* \) if necessary, we may assume without loss of generality that \( m < k \). The next proposition completes the proof of Theorem 37.

**Proposition 42**  
In the expression (57), if both \( k \) and \( m \) are even and if \( m < k \) (possibly \( k = \infty \)) then \( T \) is not admissible.

**Proof**  
We handle the case \( k < \infty \) first. Since \( m \leq k - 2 \), Proposition 30 implies that

\[ \|3^m 4^3 \cdots \| \geq \|3^m 4^{(k-2)-m} 3 \cdots \| = \|34^{k-2} 3 \cdots \|. \]

We need to find a lower bound of \( \|3^{2k-2} 3 \cdots \| \). To do so,

\[
N_3N_4^{k-2}N_3 = (N_3N_4^k)(N_4^{-2}N_3) = \left( \frac{d_k}{\sqrt{3}c_k} \quad \frac{\sqrt{3}(3c_k - d_k)}{4c_k - d_k} \right) \left( \begin{array}{c} 5 \\ -2\sqrt{3} \\ -1 \end{array} \right) = \left( \begin{array}{c} -18c_k + 11d_k \\ \sqrt{3}(-3c_k + 2d_k) \\ c_k + d_k \end{array} \right).
\]

Since \( \det(N_3N_4^{k-2}N_3) = 1 \), we have

\[ \|34^{k-2}3 \cdots \| > \frac{\sqrt{3}(-3c_k + 2d_k)}{-c_k + d_k}. \quad (60) \]

For \( \|2^k 3 \cdots \| \), we note that \( \det(N_2^kN_3) = 1 \). Proposition 38 gives

\[ \|2^k 3 \cdots \| > \frac{\sqrt{3}(3c_k - d_k)}{d_k}. \quad (61) \]

Let \( P = 3^2^m 3 \cdots \) and \( Q = 2^k 3 \cdots \). We use (60) and (61) to obtain

\[
L(P^*|Q) - \frac{4}{\sqrt{3}} = \|3^m 4^3 \cdots \| + \|2^k 3 \cdots \| - \frac{4}{\sqrt{3}} > \frac{\sqrt{3}(-3c_k + 2d_k)}{-c_k + d_k} + \frac{\sqrt{3}(3c_k - d_k)}{d_k} - \frac{4}{\sqrt{3}}
\]
\[
\frac{-9c_k^2 + 7ckd_k - d_k^2}{\sqrt{3}d_k(d_k - c_k)} = \frac{1}{\sqrt{3}d_k(d_k - c_k)} > 0.
\]

Suppose that \( m < k = \infty \). Let \( Q_{2j} = 2^{2j}3 \cdots \) (with an arbitrarily chosen tail). Then Proposition 30 implies that \( \{\|Q_{2j}\|\} \) is a monotonically increasing sequence (regardless of the choice of tail in \( Q_{2j} \)), converging to \( 2^{\infty} \). So, for any given \( \epsilon > 0 \),

\[
L(P^\ast|2^{\infty}) - \frac{4}{\sqrt{3}} - \epsilon = \|P^\vee\| + 2^{\infty} - \epsilon - \frac{4}{\sqrt{3}}
\geq \|P^\vee\| + \|Q_{2j}\| - \frac{4}{\sqrt{3}}
= L(P^\ast|Q_{2j}) - \frac{4}{\sqrt{3}}
> 0
\]

for all sufficiently large \( j \). \( \square \)

**Theorem 43** (Main Theorem) A doubly infinite Romik sequence \( T \) is admissible if and only if \( T \) or \( T^\vee \) is equal to one of the sequences in Theorem 37. Their Lagrange numbers are

(a) \( L(\infty 3\infty) = 2, \) and \( L(\infty 2\infty) = L(\infty 4\infty) = \sqrt{13}/3. \)

(b) \( L(23 2\infty) = 4/\sqrt{3}. \)

(c) For each \( k > 0 \),

\[
L(\cdots 3 22^k 3 22^k 3 \cdots) = \frac{2}{\sqrt{3}} \left[ 4 - \frac{13}{\left(\lambda^{2k+1} - \tilde{\lambda}^{2k+1}\right)^2} \right].
\]

Here, \( \lambda \) and \( \tilde{\lambda} \) are the constants defined in Proposition 38.

**Proof** We have already computed in Sect. 4.3 the Lagrange numbers of the sequences in (a) and (b). So, we need to find the Lagrange number of

\[
T_{2k} = \cdots 3 22^k 3 22^k 3 \cdots.
\]

Since \( T_{2k} \) is reduced and \( T_{2k} = T_{2k}^\ast \), Proposition 26 says that we only need to compute \( L(P^\ast|Q) \) for the following types of \( P \) and \( Q \):

(A) \( P_A = (3 22^k)\infty \) and \( Q_A = (2^{2k}3)\infty \),

(B) \( P_B = (2^{2k}3)\infty \) and \( Q_B = (3 22^k)\infty \),

(C) \( P_C = (2^{2k-m} 3 2m)\infty \) and \( Q_C = (2^m 3 2^{2k-m})\infty \) with \( 0 < m < 2k \).

\( \square \) Springer
For the case (A), we deduce from Propositions 32 and 38 that

\[ L(P_A^* | Q_A) = \sqrt{\frac{(4c_{2k})^2 - 4}{3c_{2k}}} \]
\[ = \frac{2}{\sqrt{3}} \sqrt{4 - \frac{1}{c_{2k}}} \]
\[ = \frac{2}{\sqrt{3}} \sqrt{4 - \frac{13}{\left(\lambda^{2k+1} - \frac{1}{\lambda^{2k+1}}\right)^2}}, \tag{62} \]

which is the value stated in the theorem. So, in order to complete the proof, we will show that

\[ L(P_A^* | Q_A) \geq L(P_B^* | Q_B) \quad \text{and} \quad L(P_A^* | Q_A) \geq L(P_C^* | Q_C). \tag{63} \]

Notice from (50) (or simply from Fig. 9) that

| 3 \ldots | \leq \frac{2}{\sqrt{3}} \quad \text{and} \quad |4 \ldots | \leq \frac{\sqrt{3}}{2}.

So, we have

\[ L(P_B^* | Q_B) = |4^{2k}3 \ldots | + |32^{2k} \ldots | \leq \frac{2}{\sqrt{3}} + \frac{\sqrt{3}}{2} = \frac{7}{2\sqrt{3}} = 2.0207 \ldots \]
\[ < \frac{\sqrt{133}}{5} \leq L(P_A^* | Q_A), \]

which establishes the first inequality in (63). For the second,

\[ L(P_A^* | Q_A) - L(P_B^* | Q_B) = |P_A^\vee| - |P_C^\vee| + |Q_A| - |Q_C| \]
\[ = (|34 \ldots | - |4^{2k-m}3 \ldots |) + (|22 \ldots | - |2^m3 \ldots |). \tag{64} \]

Observe that

\[ N_2N_2 = \begin{pmatrix} 7 & 3 \sqrt{3} \\ 3 \sqrt{3} & 4 \end{pmatrix}, \quad \frac{3\sqrt{3}}{4} < |22 \ldots | < \frac{7}{3\sqrt{3}}. \]
\[ N_3N_4 = \begin{pmatrix} 5 & 4 \sqrt{3} \\ 3 \sqrt{3} & 7 \end{pmatrix}, \quad \frac{5}{3\sqrt{3}} < |34 \ldots | < \frac{4\sqrt{3}}{7}. \]
\[ N_4N_3 = \begin{pmatrix} 5 & 3 \sqrt{3} \\ 4 \sqrt{3} & 7 \end{pmatrix}, \quad \frac{5}{4\sqrt{3}} < |43 \ldots | < \frac{3\sqrt{3}}{7}. \]
Therefore,
\[ \|34 \ldots \| - \|4^{2^k-m}3\ldots\| \geq \|34 \ldots \| - \|43 \ldots \| \geq \frac{5}{3\sqrt{3}} - \frac{3\sqrt{3}}{7} = \frac{8\sqrt{3}}{63} \]
and
\[ \|22 \ldots \| - \|2^m3\ldots\| \geq \|22 \ldots \| - \|22 \ldots \| \geq \frac{3\sqrt{3}}{4} - \frac{7}{3\sqrt{3}} = -\frac{\sqrt{3}}{36}. \]
So, (64) becomes
\[ L(P_A^*|Q_A) - L(P_C^*|Q_C) \geq \frac{8\sqrt{3}}{63} - \frac{\sqrt{3}}{36} > 0. \]
This completes proving (63), thus the theorem is now proven. □
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