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ABSTRACT
In this study, a quadtree adaptive viscous numerical wave tank in which the free surface is resolved by the volume of fluid method is established to solve Bragg resonance caused by Stokes and cnoidal waves. Numerical wavemakers of third-order cnoidal and fifth-order Stokes waves are implemented. Additionally, a numerical damping zone is implemented such that the numerical grid in that area is automatically coarsened under a prescribed low resolution in which the time-matching is more efficient without an excessively small time-step. Furthermore, the areas with intense vorticity, boundary layers, and free surfaces are automatically refined to prescribed high resolutions. The model is shown as stable even when multiple adaptation (t) criteria are implemented in the computation. With respect to the simulation of Bragg resonance caused by Stokes waves, the obtained reflection and transmission coefficients, velocity in the boundary layers as well as velocity and vorticity fields are compared with other results obtained by extant studies. The model is then applied for solving Bragg resonance caused by cnoidal waves which show stronger scouring on the lee side of the submerged obstacles. The numerical results exhibit higher resolution for examining the secondary eddies compared with the conventional numerical methods. In addition, the computing time of the model with an adaptive grid is at least six times faster than that with a semi-uniform grid while their results are in a good agreement.

1. Introduction
A numerical wave tank (NWT) is the computational counterpart of a wave flume that corresponds to a physical tank with length that significantly exceeds other dimensions. In an NWT, the wave motion is simulated either by an inviscid model (Borsen & Larsen, 1987; Senturk, 2011; Tanizawa, 1996) or a viscous model (Anbarsooz, Passandideh-Fard, & Moghiman, 2013; Lin & Liu, 1999). Predominantly, several applications of wave interactions were explored by a potential-theory-based NWT. Wang, Tang, and Wu (2016) explored the issue of the wave–body interactions for a surface-piercing barge by DBIEM (Wang, Tang, & Wu, 2015). They indicate that the forces of first harmonics decrease with increases in the pitch moment. Typically, the viscous NWT is modeled by using the Navier–Stokes equations and are more suitable for simulating flow conditions with significant eddies in the wave motions. Essentially, the Navier–Stokes equations are solved by the finite difference method (Park, Kim, & Miyata, 1999), finite element method (Ramawamy & Kawahara, 1987), or finite volume method (Bai, Mingham, Causon, & Qian, 2010). Additionally, the free surfaces are mostly resolved by the level set method (Bihs & Kamath, 2017) or the volume of fluid (VOF) method (Hirt & Nichols, 1981).

To improve the efficiency of the prescribed methods of static meshes, it is necessary to focus on the development of novel algorithms to more efficiently solve the governing equations of physically-complicated flows with free surfaces. A method to reduce the computational cost of solving these problems involves using the adaptive mesh refinement. Examples include the adaptive unstructured meshes with the level set method (Xie et al., 2014; Zheng, Lowengrub, Anderson, & Cristini, 2005) as well as structured meshes with hybrid level set/front tracking methods (Ceniceros, Roma, Silveira-Neto, & Villar, 2010) and with the quadtree adaptation and VOF method (Popinet, 2003, 2009, 2013). The last method was applied to several problems in engineering and science (Cimpeanu & Papageorgiou, 2014; Dasgupta, Tomar, & Govindarajan, 2015; Deike, Melville, & Popinet, 2015; Deike, Popinet, & Melville, 2015; Dietze, 2016; Li, Li, Zong, & Chen, 2014; Tsai, Hou, Popinet, & Chao, 2013). In this study, the quadtree–adaptive solver is applied to study the Bragg resonance by a viscous NWT that is composed of a numerical wavemaker at one end and a numerical
damping zone at the other end to restrict wave reflections.

Bragg resonance for water waves was examined by several studies in experimental investigations or numerical simulations. A simple row of breakwaters produces a nature water wall in front of the first submerged structure to dissipate wave energy. Several researchers followed this idea in experimental and numerical efforts as reported in international journals. For example, Cho, Lee, and Kim (2004) experimentally investigated a strong Bragg reflection given the issue of regular wave propagation. Hsu (2004) experimentally investigated a strong Bragg reflection in international journals. For example, Cho, Lee, and Kim (2004) experimentally investigated a strong Bragg reflection given the issue of regular wave propagation. In order to further observe hydrodynamic details with respect to surroundings of breakwaters, Hsu et al. (2014) investigated vortex evolution during Bragg renounce caused by a Stokes wave. They obtained numerical results by using the COBRAS model (Lin & Liu, 1998) and indicated that a shift of reflection at the primary resonance occurred on non-linear, viscous, and turbulence effects.

The present study involves establishing a quadtree–adaptive viscous NWT to examine the Bragg resonance caused by the Stokes and cnoidal waves. Numerical wavemakers with 3rd cnoidal and 5th Stokes waves as well as a numerical damping zone are implemented. The damping zone is designed such that the numerical grid is sufficiently coarse to enable an efficient time-matching without an excessively small time-step. Furthermore, the areas with intense vorticity, boundary layers, and free surfaces are automatically refined to prescribed high resolutions. The model is shown as stable even when multiple adaptation criteria are considered in the computation. In addition, the computing time of the model with an adaptive grid will be shown to be of the same accuracy but much higher efficiency compared with the model with a semi-uniform grid. To compare our results for the Stokes Bragg resonance with those obtained by extant studies (Hsu et al., 2014), we also use the NWT to study the Bragg resonance caused by cnoidal waves.

This paper is organized as follows. In Section 2, a viscous NWT is established by the quadtree–adaptive solver. Specifically, a higher order wave making boundary is simply added with known conditions of initial velocities. A dynamic quadtree–adaptive grid automatically provides an immediate improvement with respect to grid treating. Additionally, a numerical wavemaker and a damping zone are introduced. The numerical results and validations are given in Section 3. Finally, the conclusions are presented in Section 4.

2. Viscous numerical wave tank

2.1. Quadtree–adaptive flow solver

Popinet (2003) created a general-purpose spacetime adaptive solver to analyze multi-phase fluid flows with interfaces resolved by the VOF method. The two-dimensional and three-dimensional flow problems are solved by using quadtree and octree, respectively. Subsequently, an algorithm was developed to include the effect of surface tension (Popinet, 2009). A short review on the flow solver for solving two-dimensional problems is provided. We consider a two-phase flow problem of air and water, and the governing Navier–Stoke equations based on an incompressible assumption with variable density (Deike, Melville, et al., 2015; Deike, Popinet, et al., 2015; Popinet, 2009; Popinet, 2009) are given as follows:

\[ \nabla \cdot \mathbf{u} = 0 \]  
\[ \partial_t c + \nabla \cdot (c \mathbf{u}) = 0 \]  
\[ \partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla p + \nabla \cdot (v \mathbf{D}) + \Gamma \]

where \( \mathbf{u} = (u, v) \) denotes the two-dimensional fluid velocity, \( c \) denotes the volume fraction with an interval value from 0 to 1, \( \mathbf{D} = (\nabla \mathbf{u} + (\nabla \mathbf{u})^T)/2 \) is defined as the strain tensor, \( p \) denotes pressure, \( v = c v_{\text{water}} + (1 - c)v_{\text{air}} \) and \( \rho = c \rho_{\text{water}} + (1 - c)\rho_{\text{air}} \) denote coupled kinematic viscosity and fluid density with respect to \( c \), respectively, and \( \Gamma \) denotes a term of the surface tension. Then the surface elevation \( \eta \) is defined as \( c = 0.5 \). In addition, \( v_{\text{water}} \) and \( v_{\text{air}} \) denote the kinematic viscosities for water and air, respectively. This is similar for \( \rho_{\text{water}} \) and \( \rho_{\text{air}} \). Additionally, Eq. (2) is an advection–density equation. Numerically, we denote \( c = 0 \) if a grid cell is full of air. Conversely, \( c = 1 \) represents that a grid cell is full of water. In order to focus on the interface, the reduced gravity model is utilized while considering the surface tension force.

After the governing equations are introduced, the projection method (Chorin, 1968) can be applied to obtain a second-order accurate time discretization on Eqs. (1)–(3). In the projection method, the viscous terms of the discretized momentum equation are efficiently treated by the second-order accurate Crank–Nicolson method. Furthermore, the density and the velocity advection terms in Eqs. (2) and (3), respectively, are solved by
the second-order unsplit upwind scheme (Bell, Colella, & Glaz, 1989). As a result, the velocity is governed by a vector-valued Helmholtz equation. Additionally, \( p \) and \( c \) are obtained by solving scalar Poisson and Helmholtz equations, respectively. The numerical stability satisfies the following limitations (Johnston & Liu, 2004):

\[
\Delta t \leq \min \left( \frac{\Delta x^2}{4v}, \frac{\Delta x}{|u|} \right) 
\]

(4)

where \( \Delta x \) and \( \Delta t \) denote the local grid size and time-step, respectively.

With respect to the spatial discretization, the equations are solved by using the quadtree based multilevel solver that is described in detail in a previous study (Popinet, 2003). A typical quadtree grid is depicted in Figure 1. Furthermore, second order accuracy is considered in the spatial discretization. More details on the flow solver are given in the previous studies (Popinet, 2003, 2013). The treatment of the surface tension is also given in extant studies (Deike, Popinet, et al., 2015; Popinet, 2009).

### 2.2. Numerical wavemakers

As depicted in Figure 2, a viscous NWT is implemented with a numerical wavemaker on \( x = x_0 \leq 0 \) and a numerical damping zone in \( 0 \leq x \leq L \). In the figure, \( H \) denotes the wave height, \( \lambda = (2\pi)/k \) denotes the wave length with \( k \) denoting the wavenumber, \( d \) denotes the water depth, and \( h \) denotes the trough depth. Additionally, \( C = \lambda / T \) denotes the phase velocity of the wave with \( T \) denoting the wave period and no current is considered in the study. In numerical experiments, \( -x_0 \geq 0 \) should be set sufficiently large to contain the numerical
wave gages and structures but not too large so that the computation are kept efficient.

With respect to \( x = x_0 \), the numerical wavemaker is implemented by setting the following boundary conditions:

\[
\begin{align*}
  u(y, t) &= \bar{u}(y, t) \\
  v(y, t) &= \bar{v}(y, t) \\
  c(y, t) &= \begin{cases} 
  1 & \text{if } y < d + \bar{h}(t) \\
  0 & \text{if } y > d + \bar{h}(t)
  \end{cases}
\end{align*}
\]

where \((\bar{u}, \bar{v})\) and \(\bar{h}\) denote the given velocity and water elevation based on the theories of Stokes and cnoidal waves, respectively.

With respect to the Stokes waves, the prescribed boundary conditions are based on fifth-order solutions (Fenton, 1985; Tsai, Chen, & Hsu, 2015). It should be noted that the initial fluid flow is assumed as irrotational and the surface tension effects are neglected. Subsequently, the solutions are as follows:

\[
\begin{align*}
  \bar{u}(y, t) &= \sqrt{\frac{g \tanh kd}{k}} \sum_{i=1}^{5} \varepsilon^i \sum_{j = \text{Mod}(i,2), \text{Mod}(i,2)+2, \ldots} A_{i,j} \cos jk(x_0 - Ct) \cosh jky \\
  \bar{v}(y, t) &= \sqrt{\frac{g \tanh kd}{k}} \sum_{i=1}^{5} \varepsilon^i \sum_{j = \text{Mod}(i,2), \text{Mod}(i,2)+2, \ldots} A_{i,j} \sin jk(x_0 - Ct) \sinh jky \\
  \bar{\eta}(t) &= \sum_{i=1}^{5} \varepsilon^i \sum_{j = \text{Mod}(i,2), \text{Mod}(i,2)+2, \ldots} B_{i,j} \cos jk(x_0 - Ct)
\end{align*}
\]

where \text{Mod}(i, 2)\) gives the remainder on division of \(i\) by 2, \(\varepsilon = kH/2\) denotes the perturbation parameter, and \(g\) denotes the gravity. The dimensionless coefficients of \(A_{i,j}\) and \(B_{i,j}\) are given in previous studies (Fenton, 1985; and Tsai et al., 2015).

With respect to the cnoidal wave solutions, the boundary condition is based on the third-order cnoidal solutions of Fenton (1998). The solutions are given as follows:

\[
\begin{align*}
  \frac{\bar{u}(y, t)}{\sqrt{gh}} &= \frac{\bar{U}}{\sqrt{gh}} - 1 + \sum_{i=1}^{3} \delta_i \sum_{j=0}^{i-1} \left( \frac{y}{h} \right)^{2j+1} \sum_{l=0}^{i} \text{cn}^2(l-1) \frac{\Phi_{i,j,l}}{2j+1} \\
  \frac{\bar{v}(y, t)}{\sqrt{gh}} &= 2a \text{cn}(\theta) \text{sn}(\theta) \sum_{i=1}^{3} \delta_i \sum_{j=0}^{i-1} \left( \frac{y}{h} \right)^{2j+1} \sum_{l=0}^{i} \text{cn}^2(l-1) \frac{\Phi_{i,j,l}}{2j+1} \\
  \frac{d + \bar{h}(t)}{h} &= 1 + \left( \frac{\varepsilon}{m} \right) mcn^2(\theta) \\
  &+ \left( \frac{\varepsilon}{m} \right)^2 \left( -\frac{3}{4} m^2 \text{cn}^2(\theta) + \frac{3}{4} m^2 \text{cn}^4(\theta) \right) \\
  &+ \left( \frac{\varepsilon}{m} \right)^3 \left( -\frac{61}{80} m^2 + \frac{111}{80} m^3 \text{cn}^2(\theta) \right) \\
  &+ \left( \frac{61}{80} m^2 - \frac{53}{20} m^3 \right) \text{cn}^4(\theta) + \frac{101}{80} m^3 \text{cn}^6(\theta)
\end{align*}
\]

where \(\bar{U} = C, \delta = 4\alpha^2/3, \theta = \alpha(x_0 - Ct)/h, \varepsilon = H/h\), and \(\text{cn}(\theta|m), \text{sn}(\theta|m)\) and \(\text{dn}(\theta|m)\) correspond to elliptic functions. With respect to a given wave condition \((d, \lambda, H)\) given), the parameter of elliptic functions \(m\) is solved by using the combined equation of Eqs. (24) and (A.2) in Fenton (1998). Thus, we obtain \(h, \alpha, \) and \(\bar{U}\) from Eq. (A.8), (A.2), and (A.6), respectively, in Fenton (1998). The dimensionless coefficients of \(\Phi_{i,j,k}\) are based on a study by Fenton (1998).

In previous studies (Fenton, 1990, 1998), Fenton proposed a method to distinguish the usage of Stokes or
cylindrical wave theory as shown in Figure 3. The Ursell number is defined as follows:

\[ U_r = \frac{H \lambda^2}{d^3} \]  

(14)

In the present implementation of the numerical wave-maker, we use Figure 3 to identify the two theories when a specific wave condition \((d, \lambda, \text{and } H)\) is considered. Essentially, the 5th Stokes wave theory is used for \(U_r \leq 40\). With respect to a longer wave \((U_r > 40)\), the numerical wavemaker is replaced using the 3rd cylindrical wave theory.

### 2.3. Numerical damping zone

To dissipate the wave energy and avoid secondary wave reflection, a numerical damping zone is conducted in \(0 \leq x \leq L\) as shown in Figure 2. The elimination of wave reflections at the domain boundaries is commonly achieved by the following:

(i) Increasing the domain size
(ii) Beaches (Lal & Elangovan, 2008): configuring a slope in a zone beside the domain boundary
(iii) Grid damping (Kraskowski, 2010): Increasing the grid size towards the corresponding domain boundary
(iv) Active wave absorption techniques (Schäffer & Klopman, 2000): a boundary-based wavemaker generates waves to eliminate incoming waves
(v) Damping layer approaches (Ha, Lee, & Cho, 2011; Park et al., 1999): momentum sinks are included in the governing equations to damp the waves propagating through the zone

In the study, we use artificial kinematic viscosity combined with the adapted grid damping to form our numerical damping zone. In the zone, an artificial kinematic viscosity is assumed as a function of location as follows:

\[ \nu(x) = \nu_{\text{water}} e^{\beta x} \]  

(15)

where

\[ \beta = \frac{1}{L} \log \frac{\nu_{\text{max}}}{\nu_{\text{water}}} \]  

(16)

Evidently, \(\nu(L) = \nu_{\text{max}}\). In this study, we typically select \(\nu_{\text{max}} = 1\) and \(L = 3\lambda\). In addition, the maximum refined level in a box is denoted as \(N_{\text{max}}\) and the minimum level is defined as \(N_{\text{min}}\) (or equivalently the grid of a box is refined to \(1/2N_{\text{min}}\)). In order to ensure the numerical stability and the convergence in computing process, the temporal domain is automatically adjusted as per Eq. (4). To implement the numerical damping zone, we typically set the grid size in the entire damping zone as the minimum level \(N_{\text{min}}\) as depicted in Figure 4. If the maximum refined level is otherwise utilized in the damping zone, the time-step should be \(4^{N_{\text{max}}-N_{\text{min}}}\) times smaller as indicated in Eq. (4). As a result, the present implementation of numerical damping zone significantly improves numerical accuracy. Numerical evidence will be given in the next section.

### 2.4. Other adaption criteria

In addition to the adapted damping zone considered in the previous subsection, adaptations of free surface and vorticity are also considered to achieve grid-cost reduction and improvements on the solution accuracy. On the free surface \((0 < c < 1)\), the grid size is adapted to the maximum refined level \(N_{\text{max}}\) to have a higher resolution of the surface profiles.

In present studies, the simulations are all started with the quiet initial conditions. As time passes, the vorticity generated at the structure boundaries is advected away from the structure and evolves into eddies. Therefore, the computational grid should be adapted dynamically to follow this evolution using the vorticity criterion as

\[ \frac{|\nabla \times \mathbf{u}| \Delta x}{\max |\mathbf{u}|} > \Omega \]  

(17)

where \(\Omega\) is the threshold value which is interpreted as the maximum acceptable angular deviation defined according to the maximum cell cost, which is typically set to 0.01 in this study. More details can be found in the literature (Popinet, 2003, 2009, 2013).

### 3. Results and discussions

In this section, we consider the cylindrical Bragg resonance in subsection 3.3 and the Stokes Bragg resonance
in the other subsections where the latter NWT is set based on the following configuration. It should be noted that the conditions of the incident waves for the Stokes and the cnoidal Bragg resonances are selected as shown in Figure 3. In the present investigation, a numerical wave tank is established by 90 connected boxes in which each box size is defined as $0.24m \times 0.24m$ as shown in Figure 5. To construct an environment of simulations, we follow initial settings and conditions in previous studies (Hsu et al., 2014). The mean water depth $d$ is 0.12m; the wave height $H$ is 0.032m; the height of the submerged breakwater $D$ is 0.04m, the width of the submerged breakwater $W$ is 0.12m and the distance $S$ of each bar is 0.48m. In addition to the basic investigations on the free surface, we also observe variations of vortex and investigate velocity profiles in the boundary layer near the breakwaters. Additionally, a simple dissipating mechanic with $N_{\text{max}} = 7$ and $N_{\text{min}} = 2$ as mentioned in subsection 2.3 is implemented. To evaluate the performance of the numerical damping zone, an empty tank is considered by removing the submerged breakwaters in Figure 5. The wave condition is configured according to the Stokes Bragg resonance in subsection 3.2. Using the least squares method (Mansard & Funke, 1980), the reflection coefficient is evaluated to be 2.7% which is similar to the results obtained by a potential-theory-based numerical damping zone (Tanizawa, 1996). Evidently, it is good for wave dissipation without considering the fluid and solid interaction problems. In addition, dynamic grid adaptations on free surface and vorticity as introduced in subsection 2.4 are also implemented. The maximum and minimum refined levels of the dynamic grid adaptations are tabulated in Table 1.

In the table, the computing configurations of uniform and semi-uniform grids will be introduced and utilized in subsection 3.4.
3.1. Validations

In the beginning of this numerical experiment, we follow the benchmark example of water wave Bragg reflections (Hsu et al., 2014). The Bragg reflections on the free surface are calculated by using the least squares method (Mansard & Funke, 1980), and the velocity profiles are directly estimated by numerical wave gages. Figure 6 mainly shows scattering results that are compared to the results obtained by (Hsu et al., 2014). Specifically, we investigate and add the reflection and transmission of several types of long waves based on cnoidal wave theory. It is observed that the present results are in reasonable agreement with their investigations. It should be noted that the same shift of reflection trend is observed on the primary resonance due to the non-linearity, and thus the shear stress and turbulence effects are captured. It should also be noted that a shift of reflection trend truly occurs in the second resonance. This phenomenon is reasonably revealed by reviewing the Bragg reflections results obtained by Kirby and Anton (1990). To provide additional information to support this argument, the VEMM model (Tsai et al., 2016) is also used to predict a solution of the present case for comparison purposes. The evidences indicate that even in the linear water wave condition, the reflection peak on the second peak also shifts away from a ratio of 2S/λ = 2.0. Furthermore, explorations of velocity profile under the water surface are implemented, and a complete velocity variation on the vertical direction from the free surface to the bottom is also depicted in Figure 7. Clearly, an overshooting phenomenon can be observed. Overall agreements in terms of velocity profiles between present investigations and the previous results (Hsu et al., 2014) are reasonable.

3.2. Stokes Bragg resonance

The velocity profile is deformed when a water wave propagates over submerged obstacles. Additionally, vortices are principally formed around the same obstacles due to the quick development of boundary layer. The impact of height/speed vortices causes substantial damage to the surface of artificial obstacles and makes the structure foundation unstable. Figures 8 and 9 show the results...
of velocity vectors and vorticity contours for the Stokes Bragg resonance \((2S/\lambda = 0.90)\) at an accelerating phase \(t/T = 1/8\) and a decelerating phase \(t/T = 5/8\), respectively. Given the use of dynamic grid adaptations, the results indicate the development of a primary counterclockwise eddy on the top of the first breakwater close to the lee side when a mature wave crest approaches. In contrast, a primary clockwise eddy forms behind the first breakwater when the wave crest passes through the first breakwater (i.e. the next trough approaches the first breakwater). These primary eddies are also noted in the literature (Hsu et al., 2014).

By using the dynamic grid adaptations based on the vorticity intensity, the grid is dynamically refined to capture these eddies as shown in Figures 8c and 9c. Significantly, secondary counterclockwise eddies can be found at the right of the primary eddies for both cases of the accelerating and decelerating phases. These secondary eddies, however, were not resolved in the previous study (Hsu et al., 2014). Evidently, these eddies result in strong scouring on the lee side of the submerged obstacles.

Additionally, tracks of particles movements are depicted in Figure 10. In the figure, particles are shown to shift to the downstream with the mass transport when wave trains propagate over a flat topography. Significantly, the trajectories are not closed. Also, the movements of particles are directly relevant to the variations of vortices. The high turbulences of scouring make particle trajectories unstable on the lee side of the submerged obstacles. Briefly, the details of particles tracking are helpful for observations related to the scour, sediment drift, and pollutant diffusion.

To investigate the viscous effect, a higher viscosity liquid (SAE oil, \(\nu = 4.2 \times 10^{-4} \text{m}^2/\text{s}\)) is considered. Other arrangements are kept unchanged. Figures 11 and 12
**Figure 9.** Numerical results of (a) vorticity fields, (b) velocity vector fields and (c) adaptive grids at phase \( t/T = 5/8 \) for the Stokes Bragg resonance.

**Figure 10.** A time history distributions \((t = 20\, \text{sec})\) of particles trajectories at different positions for the Stokes Bragg resonance.
show the results of velocity vectors and vorticity contours at an accelerating phase $t/T = 1/8$ and a decelerating phase $t/T = 5/8$, respectively. Compared with the results of water waves in Figures 8 and 9, the values of wave heights, velocities and vorticities are much smaller due to the stronger dissipation of the oil. In addition, no eddies can be clearly observed and therefore the scours behind the bars are very mild.

### 3.3. Cnoidal Bragg Resonance

In this subsection, fluid motions near the submerged breakwater are investigated when the cnoidal water waves propagate over a series of rectangular breakwaters. To obtain further understanding of the fluid behavior of non-linear long wave at resonance conditions, a large-scale model based on a ratio value of wavelength and
Figure 13. Comparisons of velocity profiles between Stokes waves and cnoidal waves under Bragg resonance condition (a) before 1st breakwater and (b) on the top center of 1st breakwater.

Figure 14. Numerical results of (a) vorticity fields, (b) velocity vector fields and (c) adaptive grids at phase $t/T = 1/8$ for the cnoidal Bragg resonance.
In the figure, it shows more severe chaotic motions on the lee side of the submerged obstacles compared with those for the Stokes Bragg resonance. This also tends to indicate that the scouring of the cnoidal Bragg resonance is stronger than that of the Stokes Bragg resonance.

Lastly, Table 2 shows few parameters that are relevant to wave scattering for the Stokes and cnoidal Bragg resonances. This illustrates that the arrangement of the series submerged breakwaters is a good coastal construction technique to reduce the transmissions of waves coming from the distant sea. Generally, the non-linearity of wave propagation is more relevant and the vorticities are enhanced more severely when comparing the results of cnoidal Bragg resonances to those of the Stokes case. As a result, the energy dissipation of the cnoidal waves is 20% higher than that of the Stokes waves.

3.4. Computing efficiency

In order to demonstrate the efficiency improvement of the dynamic grid adaptations, we also consider simulations on the Stokes Bragg resonance by using semi-uniform and uniform grids. For the semi-uniform grid, the adaptations on the free surface and in the damping zone are maintained; however, the solutions in the water area are resolved by the maximum refined level of grids. On the other hand, the grid is set to the maximum level in the entire computational domain including the damping zone for the uniform grid. Details for the settings are given in Table 1. Typical grid configurations are given in

\[ R = | R |, \quad T = | T |, \quad E_{\text{loss}} = (1 - | R |) \times 100\% \]
Figures 17 and 18, respectively, for the accelerating and decelerating phases.

In order to realize the efficiency of different usages of adaptations, a parallel test by a high standard work station (Intel® Xeon(R) CPU ES-2620 V3@ 2.4 GHz × 16, 8G memories) is implemented. A comparison of the computational costs is summarized in Table 3 for the simulations of uniform grid, semi-uniform grid, and dynamic grid adaptations. In the table, it can be observed that the acceleration of the simulation by the dynamic grid adaptations over that by the semi-uniform grid is more than six times faster. In order to ensure the accuracy of those results, vorticity contours obtained by the semi-uniform grid are given in Figure 19. Compared with Figures 8 and 9, excellent agreements between the vorticity contours obtained by the dynamic grid adaptations and the semi-uniform grid can be observed. The evidence shows that the results of both cases are reasonable and coincident while the acceleration for the simulation by the dynamic grid adaptations is significant. In other words, the same accurate numerical results can be obtained by using the dynamic grid adaptations with a much higher efficiency compared with those by the semi-uniform grid.

For the simulation by the uniform grid, the computing time is estimated to be too long and unrealistic since the damping zone is also resolved by the maximum refined level. According to the explanation in subsection 2.3, to ensure the simulation is stable the time-step for the uniform grid should be $2^{10}$ times smaller than those of the other two grid settings. As a result, the computing
time for the simulation by the uniform grid is about one thousand times longer than that by the other two grid settings as given in Table 3. This demonstrates the efficiency improvement of the proposed adapted damping zone.

4. Conclusions

In this study, a quadtree–adaptive flow solver is used to establish a viscous numerical wave tank. Numerical wavemakers of fifth-order Stokes and third-order cnoidal waves are implemented. To eliminate the reflective waves of the tank, a numerical damping zone is implemented such that the numerical grid is automatically coarsened to the minimum level. Therefore, the time-matching is stable and more efficient without an excessively small time-step as shown by numerical results. The dynamic adaptation model is then applied for solving Bragg resonances caused by both of the Stokes and cnoidal waves. The cnoidal Bragg resonance is shown to have a stronger scouring on the lee side of the submerged obstacles and a 20% higher energy dissipation compared with those of the Stokes Bragg resonance. With the dynamic grid adaptations, the model can resolve not only the primary eddies but also the secondary eddies in which the later ones are not found in a previous study. Numerical results also indicate that the computing time of the model with an adaptive grid is at least six times faster than that with a semi-uniform grid while their results are in a good agreement.

In the near future, the dynamic grid adaptation will become a more popular numerical technique for solving problems in oceanic engineering. For example, the method can be applied for solving three-dimensional wave problems with fluid–structure interactions. This is currently under investigation.

Nomenclature

\[ A_{ij} \quad \text{Dimensionless coefficient of } \bar{u} \text{ and } \bar{v} \text{ (–)} \]
\[ B_{ij} \quad \text{Dimensionless coefficient of } \eta \text{ (–)} \]
\[ c(y, t) \quad \text{Parameter of volume fraction (–)} \]
\[ cn(\theta|m) \quad \text{Elliptic function (–)} \]
\[ C \quad \text{Phase velocity (m/s)} \]
\[ d \quad \text{water depth (m)} \]
\[ dn(\theta|m) \quad \text{Elliptic function (–)} \]
\[ D \quad \text{strain tensor (–)} \]
\[ g \quad \text{gravity (m²/s)} \]
\[ h \quad \text{Trough depth (m)} \]
\[ H \quad \text{Wave height (m)} \]
\( k \) Wave number \((1/m)\)

\( L \) Length of damping zone \((m)\)

\( m \) Parameter of elliptic functions and integrals \((-)\)

\( N_{\text{max}} \) Maximum refined level in a box \((-)\)

\( N_{\text{min}} \) Minimum refined level in a box \((-)\)

\( p \) Pressure \((N/m^2)\)

\( |R| \) Reflection coefficient \((-)\)

\( T \) Wave period \((\text{sec})\)

\( |T| \) Transmission coefficient \((-)\)

\( \text{sn}(\theta|m) \) Elliptic function \((-)\)

\( S \) Distance between adjacent submerged breakwaters \((m)\)

\( u(y,t) \) Horizontal component of fluid velocity in domain \((m^2/s)\)

\( \ddot{u}(y,t) \) Horizontal component of fluid velocity at \(x = x_0\) \((m^2/s)\)

\( U_r \) Ursell number \((-)\)

\( \bar{U} \) Mean fluid speed in frame of wave \((m^2/s)\)

\( v(y,t) \) Vertical component of fluid velocity at in domain \((m^2/s)\)

\( \ddot{v}(y,t) \) Vertical component of fluid velocity at \(x = x_0\) \((m^2/s)\)

\( \alpha \) Expression of shallowness \((-)\)

\( \delta \) Quantity used in series for velocity components \((-)\)

\( \varepsilon \) Dimensionless water height \((-)\)

\( \eta \) Surface elevation in domain \((m)\)

\( \bar{\eta} \) Surface elevation at \(x = x_0\) \((m)\)

\( \lambda \) Wave length \((m)\)

\( v \) Coupled kinematic viscosity \((m^2/s)\)

\( \theta \) \(\alpha(x_0 - Ct)/h\) \((-)\)

\( \Omega \) Threshold value of adaptation \((-)\)

\( \rho \) Coupled fluid density \((kg/m^3)\)

\( \Phi_{i,j,k} \) Dimensionless coefficients of cnoidal wave velocity \((-)\)

\( \Gamma \) Surface tension \((N/m)\)
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