Effective model for rare-earth Kitaev materials and its classical Monte Carlo simulation
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Recently, the family of rare-earth chalcogenides were proposed as candidate compounds to realize the Kitaev spin liquid (KSL) [Chin. Phys. Lett. 38 047502 (2021)]. In the present work, we firstly propose an effective spin Hamiltonian consistent with the symmetry group of the crystal structure. Then we apply classical Monte Carlo simulations to preliminarily study the model and establish a phase diagram. When approaching to the low temperature limit, several magnetic long range orders are observed, including the stripe, the zigzag, the antiferromagnetic (AFM), the ferromagnetic (FM), the incommensurate spiral (IS), the multi-$Q$, and the 120° ones. We further calculate the thermodynamic properties of the system, such as the temperature dependence of the magnetic susceptibility and the heat capacity. The ordering transition temperatures reflected in the two quantities agree with each other. For most interaction regions, the system is magnetically more susceptible in the ab-plane than in the c-direction. The stripe phase is special, where the susceptibility is fairly isotropic in the whole temperature region. These features provide useful information to understand the magnetic properties of related materials.
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1. Introduction

Quantum spin liquid (QSL) is a phase of matter beyond the Landau paradigm, which exhibits a disordered state even at absolute zero temperature due to strong quantum fluctuations. Long-range quantum entanglement instead of long-range correlations (i.e., long-range magnetic orders) is established in the QSL ground states. The elementary excitations in a gapped QSL obey fractional Abelian statistics, or even non-Abelian statistics. [2] Candidate QSL materials with weak spin–orbit couplings have been found in triangular lattice, Kagome lattice, and three-dimensional hyper-Kagome lattice. [3–9]

The Kitaev spin liquids (KSL), either gapless or gapped, are a special type of QSLs which are exact ground states of a simple honeycomb lattice spin model. [10] A magnetic field can drive the gapless KSL into a non-Abelian chiral QSL which hosts non-Abelian anyons and has potential applications in quantum computations. [11–13] Several materials, including the well studied $\alpha$-RuCl$_3$, were proposed to realize the Kitaev interactions. [14–30] The Ru$^{3+}$ ions behave like spin-1/2 spins whose exchange interactions contain the Kitaev terms. [29,31–35] However, the ground state falls outside the KSL phase since the material exhibits zigzag-type long-range magnetic order at low temperatures. [14–18,22] This indicates that additional non-Kitaev (K) interactions exist, such as Heisenberg (J) terms and off-diagonal symmetric interactions (such as $I^+$ and $I^-$ terms). [23,29,31,36,37]

Besides the transition metal compounds, the rare-earth chalcogenide families are also QSL candidates. The rare-earth chalcogenide materials A$\text{RE}$Ch$_2$ (where $A$ = alkali or monovalent ions, RE = rare-earth, Ch = O, S, Se) on triangular lattice, such as NaYbO$_2$, have attracted much attention. [38–40] On the other hand, the family of honeycomb lattice rare-earth chalcogenides REChX (RE = rare earth, Ch = O, S, Te, X = F, Cl, Br, I), such as YbOCl and SmS$I$, provides alternative possibilities to realize Kitaev QSLs. [1] The REChX family is a good quasi-two-dimensional material due to the lager...
distance between layers. Furthermore, the strong crystalline electronic field (CEF) owing to chalcogen ion ensures that the effective spin of the rare earth ion is spin-1/2. The strong spin–orbital coupling results in anisotropic exchange interactions. The physical properties of YbOCl in the temperature range of 1.8 K–300 K have been reported in Ref. [1], but the microscopic effective model needs to be investigated.

In this work, we first discuss possible interactions in YbOCl based on symmetry analysis. The potential Hamiltonian includes the Heisenberg terms ($J$), the Kitaev terms ($K$), the off diagonal terms ($I'$, $I''$), and the DM interactions. We then study the resultant model Hamiltonian using classical Monte Carlo simulation, and obtain the preliminary phase diagram, which includes the stripe phase, the zigzag phase, the antiferromagnetic (AFM) phase, the ferromagnetic (FM) phase, the 120° phase, the incommensurate spiral (IS) phase, and the multi-$Q$ phase. We further calculate thermodynamic properties such as the temperature dependence of the magnetic susceptibility and the heat capacity, which may help to determine the interaction parameters and to understand the magnetic and thermal properties at low temperatures in real materials.

## 2. Symmetry allowed spin–spin interactions

### 2.1. Structure and symmetry

The layered rare-earth material YbOCl belongs to the SmS family with ABCABC stacking structure, and its space group symmetry is 166 ($\bar{R}3m$),\textsuperscript{[1,41]} as illustrated in Fig. 1(a). The Yb$^{3+}$ ions form two adjacent layers of triangular lattice, whose lattice constant in each layer reads $d_2 = 3.72$ Å. The two layers nest with each other to form a rough ‘honeycomb lattice’, where the distance between nearest neighbors (the nearest bond linking the two triangular layers) is $d_1 = 3.545$ Å, which is smaller than $d_2$. Although the two layers of triangular lattice do not have $C_6$ rotation or $\sigma_6$ mirror reflection symmetry, the combined operation $S_6 = C_6\sigma_b$ is indeed a symmetry element (here the mirror plane $\sigma_b$ locates at the middle of the two triangular layers). Moreover, the distance between two adjacent honeycomb layers is $d_3 = 6.443$ Å, which is much larger than $d_2$. Therefore, we can treat YbOCl as a quasi-two-dimensional material with honeycomb lattice structure.

![Fig. 1. (a) The crystal structure of YbOCl. (b) The quasi honeycomb lattice ‘plane’ (called the $ab$-plane with the normal direction $c$) formed by the Yb$^{3+}$. (c) The conventional frame ($x'$, $y'$, $z'$) vs. the new frame ($x$, $y$, $z$), where $x' = \sqrt{2}(\hat{x} - \hat{y})$, $y' = \frac{1}{\sqrt{6}}(\hat{x} + \hat{y} - 2\hat{z})$, $z' = \frac{1}{\sqrt{3}}(\hat{x} + \hat{y} + \hat{z})$.](image)

Each Yb$^{3+}$ ion is surrounded by three Cl$^-$ (the angle formed by the bonds Cl–Yb–Cl is 85.505°) and four O$^2-$ (the angle formed by the bonds O–Yb–O is 76.229° or 114.52°). These anions form the complex polyhedral CEF environment for the magnetic ion Yb$^{3+}$ with site group $\bar{6}3\text{y}$. The electronegativity of coordination anion Cl$^-$ and O$^2-$ is very strong, and the energy splitting caused by the CEF is of order of 65 meV, which is much larger than the band width ($\sim$ 10 meV) of the low-lying energy level. Therefore, the system maintains an effective spin $S = 1/2$ local moment at a large temperature range. The nearest neighbor sites perform super-exchange interaction through O$^2-$, while the next nearest-neighbor sites perform it through both Cl$^-$ and O$^2-$. Since the orbits of the Yb$^{3+}$ ions are fairly local, the intensity of the super-exchange interaction is relatively weak which is of order of 1 K.\textsuperscript{[39,42–48]}

Since the $\bar{R}3m$ group is symmorphic, its point group $D_{3d}$ precisely describes the symmetry of the center of the unit cell. The $D_{3d}$ point group is generated by $S_6$ and $C_2$, where the $S_6$ symmetry operation was illustrated previously. The two-fold rotation axis $C_2$ lies in the mirror plane of $S_6$ and points from the center of the unit cell to the bond center of two adjacent Yb$^{3+}$ ions (this $C_2$ axis is perpendicular to the bond direction, in contrast to the standard orientation of the Kitaev model where the $C_2$ axis is along the bond direction\textsuperscript{[49,50]}. The $D_{3d}$ point group determines the possible effective interactions between the Yb$^{3+}$ spins.

The 4f electrons in Yb$^{3+}$ ions have a strong spin–orbit coupling (of order of 0.36 eV). This indicates that the effective interactions have a strong anisotropy. Actually, the strong electronegativity of O$^2-$ makes the bonds strongly ionic, which causes a higher tendency of performing super-exchange interactions between cations and coordination anions. Meanwhile, adjacent polyhedrons share the same side, thus the Heisenberg interactions are suppressed and the rest interactions are strongly anisotropic.\textsuperscript{[32]}

Recall that the Kitaev honeycomb lattice model also has a $D_{3d}$ point group symmetry when considering spin–orbit coupling, which is the same as the point group of YbOCl. Therefore,
fore it is natural to infer that the low-energy effective model of YbOCl contains the Kitaev type interactions (the $K$ terms). This makes YbOCl a possible Kitaev material. Like most Kitaev materials, the Kitaev interaction has negative sign ($K < 0$). Other interactions are also allowed as long as they are consistent with the $D_{3d}$ symmetry. We will discuss the effective spin–spin interactions in Subsection 2.2.2.

2.2. Low-energy effective Hamiltonian model

As mentioned above, the symmetry group $D_{3d}$ of YbOCl is consistent with that of the Kitaev model. In the Kitaev model, owing to spin–orbit coupling, the $c$-axis is parallel to the $\frac{1}{\sqrt{3}}(\hat{x} + \hat{y} + \hat{z})$ direction in the spin frame such that a $C_3$ rotation permutes $\hat{x}$, $\hat{y}$, $\hat{z}$ cyclically. Here we adopt the same convention. Furthermore, the horizontal direction (i.e., the $C_2$ axis) is identified as $\frac{1}{\sqrt{6}}(\hat{x} - \hat{y})$, and the vertical direction is indentified as $\frac{1}{\sqrt{6}}(\hat{x} + \hat{y} - 2\hat{z})$. Hence we obtain the most general Hamiltonian of the family of rare-earth chalcocides:[39,42–47,51–56]

$$H = \sum_{(i,j) \in \Gamma(\gamma)} KS_i^\gamma S_j^\gamma + JS_i^\alpha S_j^\alpha + \Gamma(\alpha, \beta, \gamma) \sum_{(i,j)} D_{ij} \cdot (S_i \times S_j),$$

where $\alpha, \beta, \gamma$ label the type of the nearest neighbor bonds and the spin indices, and $(i,j), (i,j)$ denote the nearest-neighbor and the next-nearest-neighbor sites, respectively.

The last term in Eq. (1) is the DM interaction on the next nearest-neighbor bonds, which is assumed to be stronger than other interactions on the same bonds. Structurally, the $D_{ij}$ vector takes the following form $D_{ij} = D(r_i \times r_j)$ with $r_i$ the position vector pointing from the $i$th magnetic ion to the coordination anion which mediates the super-exchange. For YbOCl, the next nearest-neighbor rare-earth ions mainly exchange through the $O^{2-}$ ions (the other type anions $\text{Cl}^{-}$ are far away from the next-nearest bonds and have weaker effects). Since the $O^{2-}$ anions are almost locating in the cation layer, it is expected that the DM vector $D_{ij}$ is almost pointing along the $c$-direction (namely, the $[1,1,1]$ direction in the spin frame).

Here we clarify the difference between the conventional spin frame (we label the axes as $\hat{x}', \hat{y}', \hat{z}'$) and the one introduced above. Since the $D_{3d}$ point group has only one high-symmetry axis $\hat{c}$, conventionally the $\hat{c}$ axis is chosen to be the $\hat{z}'$-axis, the horizontal line is identified with the $\hat{x}'$-axis, and the vertical line is identified with the $\hat{y}'$-axis (see Fig. 1 for illustration). In other words, in the conventional spin frame, the axes are parallel to the corresponding ones of the lattice frame. The spin operators in the two frames are related in the following way:

$$S'^x = \frac{1}{\sqrt{2}}(S^x + S^y),$$
$$S'^y = \frac{1}{\sqrt{6}}(S^x + S^y - 2S^z),$$
$$S'^z = \frac{1}{\sqrt{3}}(S^x + S^y + S^z).$$

The symmetry operations act differently in the two frames. Owing to the spin–orbital coupling, the point group symmetry elements not only transform the sites but also transform the spins in the same way. For instance, if $i$ and $j$ label two sites on a nearest neighbor $z$-bond, then in the symmetric spin frame, $S_i$ transforms $S_{i,x}^{x}, S_{i,y}^{y}$ to $S_{i,x}^{x}, S_{i,y}^{y}$, and $C_2$ operation transforms $S_{i,x}^{x}, S_{i,y}^{y}$ to $-S_{i,x}^{x}, -S_{i,y}^{y}$, respectively. However, in the conventional frame, $S_i$ transforms $S_{i,x}^{x}, S_{i,y}^{y}, S_{i,z}^{z}$ to

$$S_{6} S_{i}^{x} S_{6}^{-1} = -\frac{1}{2} S_{j}^{x} - \frac{\sqrt{3}}{2} S_{j}^{y},$$
$$S_{6} S_{j}^{y} S_{6}^{-1} = \frac{\sqrt{3}}{2} S_{j}^{x} - \frac{1}{2} S_{j}^{y},$$
$$S_{6} S_{j}^{z} S_{6}^{-1} = S_{j}^{z},$$

respectively, and $C_2$ transforms $S_{i}^{x}, S_{i}^{y}, S_{i}^{z}$ to

$$C_{2} S_{i}^{x} C_{2}^{-1} = -S_{i}^{y}, \quad C_{2} S_{i}^{y} C_{2}^{-1} = -S_{i}^{x}, \quad C_{2} S_{i}^{z} C_{2}^{-1} = -S_{i}^{z},$$

respectively.

In the conventional spin frame, the model (1) takes a different form (see Appendix A). Under the above rule of symmetry transformations, the transformed model still preserves the $D_{3d}$ symmetry group.

3. Preliminary results of the model

3.1. Classical Monte Carlo simulation

We use the classical Monte Carlo (MC) method to numerically simulate the model (1), where the spins are treated as classical three-component unit vectors. Since $\Gamma'$ is generally small in Kitaev materials,[57,58] we set $\Gamma' = 0$ in our calculations. We firstly investigate the case with $D_{ij} = 0$, and then study the effect of the DM interactions. We aim to determine the phase diagram of the classical ground states, and provide the critical temperatures of each ordered phase.

In our classical MC simulation, the spin configurations are distributed with a probability proportional to $\exp \{-E / k_B T\}$ (where $E$ is the total energy of the system) according to Boltzmann statistics. Metropolis algorithm is applied to update the spin configurations in the MC sampling.

However, for the honeycomb lattice model the slowing down of configuration updating is very serious when approaching the critical temperatures. To solve this problem, we use the microcanonical over-relax algorithm to reduce the autocorrelation time and replace the usual MC steps by the ‘mixed’ MC steps. Generally, the over-relax algorithm makes the spin rotate at any angle around the local equivalent field,[59] so that the total energy will not be changed. The simplest and most effective method is to make the spin rotate $\pi$
angle around the local equivalent field, which is actually adopt in our MC simulations. There is no need to generate random numbers to achieve such spin flip, thus saving the simulation time. Practically we extend each usual MC step (a usual MC step consists of \( N \) times of trial spin flip) by a mixed MC step, which consists of a usual MC step and some over-relaxation updates. The deterministic change of spin is very important to reduce the autocorrelation time at low temperatures. According to the lattice size, we increase the number of over-relaxation updates per MC step.

Finally, to avoid being trapped into local minima, we apply the annealing algorithm in the low temperature region.

In our simulation, the system size is \( N = 2 \times L^2 \), with \( L = 24 \). Periodic boundary condition is adopt. For each parameter point, the system is preheated by \( 5 \times 10^5 \) times to reach the thermal equilibrium, then measurements are made every three MC steps. The total number of measurements is \( 5 \times 10^5 \).

We also calculate the static spin structure factor. Each phase is characterized by the Bragg peaks in the reciprocal lattice, as shown in Fig. 3. The stripe phase and zigzag phase are both peaked at three \( C_3 \) symmetry-related \( M \) points, namely, the midpoint of the hexagonal edge of the Brillouin zone. Since the two types of orders have the same inter unit-cell patterns but different intra unit-cell patterns, the positions of the Bragg peaks in the two phases differ by a reciprocal lattice vector. Similarly, the FM phase has a Bragg peak at the center of the BZ, while the AFM phase is peaked at the boundary of the BZ. The static structure factor of the IS phase is peaked at several equivalent non-high-symmetry points which are related by symmetry.

The magnetic ground state of the system is the stripe phase when \( 0 < J/|K| < 0.9 \) and is the AFM phase when \( J/|K| > 0.9 \), where \( J \) is the antiferromagnetic interaction and \( \Gamma = 0 \). When the strengths of \( J \) and \( K \) are basically the same, the Heisenberg (\( J \)) interaction dominates and the system enters the AFM phase. When both \( J \) and \( K \) are ferromagnetic, the ground state of the system naturally enters the FM phase. Next, we focus on the regulation of \( \Gamma \) in the pure \( J-K \) model. Antiferromagnetic \( \Gamma \) will cause transition from the stripe phase to the AFM phase or the IS phase. And \( \Gamma \) will also cause transition from the FM phase to the IS phase. Experimentally, most of the Kitaev materials fall in the zigzag phase or the IS phase, indicating the existence of \( \Gamma \) and other interactions.

In order to analyze the regulation of \( \Gamma \) on \( J \) interaction, we simulate the ground state magnetic phase diagram of \( J/|\Gamma| \) when \( K = 0 \), as shown in Figs. 2(b) and 2(c). \( \Gamma \) in Fig. 2(b) is the antiferromagnetic exchange interaction. When \( J/\Gamma > 0 \), the ground state of the system is the AFM phase. When \( J = 0 \), the system enters the multi-\( Q \) state. When \( -0.45 < J/\Gamma < 0 \), the system transits to the zigzag phase, namely, the system

---

**Fig. 2.** (a) Phase diagram of the classical \( J-K-\Gamma \) \((K < 0)\) model, which contains the stripe, the antiferromagnetic (AFM), the ferromagnetic (FM), and the incommensurate spiral (IS) phases. (b) Phase diagram of the classical \( J-\Gamma \) model for \( \Gamma > 0 \); the transitions occur at \( J/|\Gamma| = 0, -0.45, \) and \(-0.55 \). (c) Phase diagram of the classical \( J-\Gamma \) model for \( \Gamma < 0 \); the transitions occur at \( J/|\Gamma| = 0 \) and 0.45. (d)–(g) The spin configurations in different magnetic phases. The orientations of the magnetic moments in each phase are the following: the stripe \( M_i \parallel [1, 0, 0] \) (equivalent orientations related by the symmetry group also include \([0, 1, 0]\) and \([0, 0, 1]\); here and later we only list one of them), the AFM phase \( M_i \parallel [1, 1, 1] \), the FM phase \( M_i \parallel [5, 3, -8] \), and the zigzag phase \( M_i \parallel [1, -1, 1] \).
can also enter the zigzag phase when only $J$ and $\Gamma$ interactions exist. When $-0.55 < J/\Gamma < -0.45$, the system enters the IS phase again. It can be seen that the zigzag phase and the IS phase are always related to each other, indicating that they may have similar energy. When $J/\Gamma < -0.55$, the system enters the conventional FM phase.

Figure 2(c) is the phase diagram with $\Gamma < 0$, $K = 0$.

When $J$ is antiferromagnetic interaction and $J/|\Gamma| > 0.45$, the ground state of the system is the AFM phase, which is natural under large antiferromagnetic Heisenberg interaction. But when $0 < J/|\Gamma| < 0.45$, the system enters the stripe phase. When $J = 0$, the system also enters the multi-$Q$ state. And when $J/|\Gamma| < 0$, the system no longer enters the strange magnetic ordered phase, but directly enters the FM phase.

3.3. The thermodynamic quantities

In order to study the magnetic properties of each magnetic ordered phase, we simulate the thermodynamic quantities, including the susceptibility and the heat capacity, for each phase in the phase diagram.

From the fluctuation–dissipation theorem, the above thermal quantities can be evaluated in the MC simulations from the correlation functions of the corresponding physical quantities, namely,

$$C(T) = \langle (E^2) - \langle E \rangle^2 \rangle / (NT^2),$$
$$\chi_{\alpha}(T) = \langle (M^2) - \langle M \rangle^2 \rangle / (NT).$$

The susceptibility, as a tensor, has the same point group symmetry as the crystal, which is $D_{3d}$. Since the material is uni-axial, so the magnetic susceptibility has two different eigenvalues $\chi_c$ and $\chi_{ab}$ (the symmetry guarantees that the magnetic susceptibility in the $ab$-plane is isotropic). In all of the magnetic phases, $\chi_c$ is smaller than $\chi_{ab}$, meaning that the spins are more susceptible along the $ab$-plane and the $c$-direction is a hard axis. At high temperature region, the susceptibility obeys the Curie law. In order to accurately identify the phase transition temperatures, the quantity $d(\chi T)/dT$ is also plotted, whose singular points indicate the transitions.

For most of the ordered phases, the susceptibility shows a $\lambda$-shape peak near the critical point in two directions. However, for the zigzag phase there is no obvious peak in $\chi_c$ near the phase transition point. Instead, a plateau appears near the phase transition point and then monotonously increases with decreasing temperature. $\chi_{ab}$ has obvious $\lambda$-shape peak, and the phase transition occurs at the point where the susceptibility decreases most rapidly.

The $\chi_{ab}$ of IS is also very unusual, which shows a strange double-peak structure, the one at the low-temperature side is sharp and the other is relatively boarder. The structure factor and susceptibility demonstrate that the sharp peak represents the phase transition. Therefore, the phase transition temperature of IS order is very low, indicating that the system remains fluctuating and forms the IS order only at very low temperatures.

The magnetic susceptibility in the stripe phase is almost isotropy. The AFM order is arranged in the [1,1,1] direction, so $\chi_c$ approaches zero but $\chi_{ab}$ remains finite at zero temperature.

The transition temperatures identified from the heat capacity (see Fig. 5) are basically consistent with those obtained from the $d(\chi T)/dT$. The heat capacity shows a sharp peak in the transition point to the stripe phase, or the AFM phase, or the FM phase. The zigzag and IS phase are special, since there is a shoulder like structure in the heat capacity at the right hand side of the transition point.
These features of the magnetic susceptibility in Fig. 4 and the specific heat in Fig. 5 are helpful to identify the magnetic orders in real materials.

However, it should be realized that in the low temperature limit, quantum effects can not be neglected even in the ordered phases. In the pure classical model, since the energy is a continuous function of spin configurations, the specific heat has a finite residue value at zero temperature (it is of order 1 in all of the magnetic phases, see Fig. 5). By considering the quantum corrections in the semi-classical linear spin wave theory, the residue specific heat should be zero. If the magnon excitations are gapless, then the specific heat should decay to zero in power law when $T$ approaches to zero, namely, $C(T) \propto T^n$ (where $n$ is an integer); otherwise, if the magnons are gapped, then $C(T)$ decays exponentially with lowering temperature, namely, $C(T) \propto e^{-\Delta/k_{B}T}$ with $\Delta$ being the magnon gap and $k_{B}$ the Boltzmann constant. In both cases, $C = 0$ at $T = 0$, which is consistent with the zeroth law of thermodynamics. Similarly, the low-temperature behavior of the magnetic susceptibility in Fig. 4 should also be strongly affected by quantum fluctuations.

3.4. Effect of the DM interaction

In this subsection we study the effect of the next nearest-neighbor DM interaction with $D \parallel [1,1,1]$. A finite $|D|$ dramatically changes the phase diagram. For instance, at fixed $|D|/|K| = 0.2$, the magnetic phase diagram of the classical ground states is shown in Fig. 6(a).

Compared to Fig. 2(a), the main difference is that the IS phase is replaced by two new phases (a shortened IS phase should remains if $|D|$ is smaller), the 120° phase and the multi-Q phase. The static structure factor of the 120° phase is peaked at $K$ points while the static structure factor of the multi-Q phase is peaked at more than one non-equivalent momentum points, see Figs. 3(g) and 3(d), respectively.

The 120° phase occurs at the region $0 < J < 0.6$ and $\Gamma/|K| < 0.94$. The multi-Q phase roughly locates at $-0.2 < J < 0$ as $\Gamma/|K| < 0.6$. When $\Gamma/|K| > 0.6$, the multi-Q phase competes with the 120° phase and completely beats it as $\Gamma/|K| > 0.94$. Furthermore, the sizes for all of the rest phases are shortened. The lower boundary of the AFM phase slightly goes up, and the upper boundary of the FM phase moves down. The stripe phase as a whole slightly moves up, giving part of its place to the 120° phase.

From the above analysis, we can see the strong preference of the 120° phase and the multi-Q phase by the out-of-plane DM interactions. In order to explore the critical DM interaction, we simulate the magnetic phase transitions with increasing $|D|/|K|$ in different magnetic phase regions, as shown in Figs. 6(b)–6(d).

At $\Gamma/|K| = 0.1$, $J/|K| = 0.3$, the stripe phase turns to the 120° phase at $|D|/|K| = 0.1$. 
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At $\Gamma/|K| = 0.5$, $J/|K| = 0.2$, the IS ($J$ is antiferromagnetic interaction) phase is replaced by the multi-$Q$ phase at extremely small DM interaction, and then transits to the $120^\circ$ phase at $|D/|K| = 0.1$.

At $\Gamma/|K| = 0.8$, $J/|K| = -0.1$, the IS phase survives for a finite region of $D$, until it is replaced by the multi-$Q$ phase as $|D/|K| > 0.2$.

Finally, we preliminarily study the effect of magnetic field in the presence of DM interactions. Figure 6(e) shows extremely small DM interaction, and then transits to the $120^\circ$ phase at $Q$. The inset illustrates the in-plane ordering pattern (the out-of-plane components which are partially polarized by the field are not shown). Firstly, when the field is weaker than $g_\mu_B H/|K|$, the multi-$Q$ phase is suppressed and the $120^\circ$ phase is enlarged. Secondly, when the filed is strong enough, the $120^\circ$ order will be destroyed at a critical field strength. It turns out that the critical field strength increases with the increase of $\Gamma/|K|$.

When quantum effects are taken into account, an out-of-plane DM interaction and a magnetic field can cause thermal Hall effect since the magnon excitations (in the ordered phase) or the spinon excitations (in the disordered phase) will feel nonzero Berry phase.\textsuperscript{[67,68]} Furthermore, in-plane DM interactions and out-of-plane magnetic field may generate skyrmion excitations at suitable temperature region.\textsuperscript{[69]} These possibilities make the rare-earth chalcohalide a platform to explore the interesting physics.

4. Discussion and conclusion

In summary, we have studied the magnetism of rare-earth chalcohalides as candidate materials of Kitaev QSL. Based on the crystal structure and symmetry group, a low-energy effective model is proposed. We calculate the classical phase diagram of the magnetic ground state of the $J$–$K$–$\Gamma$–$D$ model using classical Monte Carlo method. We identify the classical magnetic orders in the ground states, including the stripe, the zigzag, the antiferromagnetic (AFM), the ferromagnetic (FM), the incommensurate spiral (IS), the multi-$Q$, and the $120^\circ$ order. The next nearest-neighbor DM interaction strongly prefers the $120^\circ$ and the multi-$Q$ phase. The temperature dependence of the magnetic susceptibility and the heat capacity are provided, which may help to experimentally identify the magnetic orders and to understand their low-temperature behaviors.

The family of rare-earth chalcohalides provides an ideal platform for the further study of Kitaev QSLs. The parameters of the effective model for the YbOCl and other materials in the family need to be determined from further experimental measurements (such as inelastic neutron scattering). On the other hand, the quantum phase diagram of the model with nonzero next-nearest neighbor interactions (DM and other possible interactions) needs to be figure out using quantum many-body computation methods. We leave these studies to future work.

Appendix A: Hamiltonian transformation in different coordinate systems

Notice that the $D_{3d}$ point group has only one high-symmetry axis. Usually this axis is chosen to be the $z'$-axis for both the lattice frame and the spin frame. The Hamiltonian will be complicated when the spin and lattice share the same conventional frame $\{x', y', z'\}$ (see Fig. 1(c)). And the $D_{3d}$ symmetry can be expressed by introducing a higher symmetric frame for the spin axis. The spin coordinate system is changed to $\{x, y, z\}$ (see Fig. 1(c)) after corresponding rotation. In the new coordinate system, $\{x', y', z'\}$ unit vector can be expressed as $z' = \frac{1}{\sqrt{3}}(1, -1, 0), y' = \frac{1}{\sqrt{6}}(1, 1, -2), x' = \frac{1}{\sqrt{2}}(1, 1, 1)$.

In other words, the spin components in Hamiltonian (1) can be expressed as

$$S' = \frac{\sqrt{3}}{2} S^x + \frac{\sqrt{6}}{6} S^y + \frac{\sqrt{3}}{3} S^z,$$
\[ S' = -\frac{\sqrt{2}}{2} S'^{z} + \frac{\sqrt{6}}{6} S'^{y} + \frac{\sqrt{3}}{3} S'^{x}, \]
\[ S' = -\frac{\sqrt{6}}{3} S'^{y} + \frac{\sqrt{3}}{3} S'^{z}. \]

By introducing the transformed spin into Hamiltonian (1), we can get the spin Hamiltonian model in conventional frame \{x', y', z'\}
\[ H_x = \sum_{\langle i,j \rangle} \left( J + K - \gamma^3 \right) S'_{i} S'_{j}, \]
\[ + \left( J + \frac{K}{2} - \gamma^3 - \frac{1}{3} \gamma^3 \right) S'_{i} S'_{j}, \]
\[ + \left( J + \frac{K}{3} + \frac{4}{3} \gamma^3 \right) S'_{i} S'_{j}, \]
\[ + \left( \frac{\sqrt{3}}{6} K + \frac{\sqrt{3}}{3} \gamma - \frac{\sqrt{3}}{3} \gamma^3 \right) (S'_{i} S'_{j} + S'_{i} S'_{j}), \]
\[ + \left( \frac{\sqrt{6}}{6} K - \frac{\sqrt{6}}{6} \gamma + \frac{\sqrt{6}}{6} \gamma^3 \right) (S'_{i} S'_{j} + S'_{i} S'_{j}), \]
\[ + \left( \frac{\sqrt{2}}{6} K - \frac{\sqrt{2}}{6} \gamma - \frac{\sqrt{2}}{6} \gamma^3 \right) (S'_{i} S'_{j} + S'_{i} S'_{j}), \]
\[ H_y = \sum_{\langle i,j \rangle} \left( J + \frac{K}{2} - \gamma^3 \right) S'_{i} S'_{j}, \]
\[ + \left( J + \frac{K}{2} - \gamma^3 - \frac{1}{3} \gamma^3 \right) S'_{i} S'_{j}, \]
\[ + \left( J + \frac{K}{3} + \frac{4}{3} \gamma^3 \right) S'_{i} S'_{j}, \]
\[ + \left( -\frac{1}{6} \gamma^3 K + \frac{1}{3} \gamma - \frac{1}{3} \gamma^3 \right) (S'_{i} S'_{j} + S'_{i} S'_{j}), \]
\[ + \left( -\frac{1}{6} \gamma^3 K + \frac{1}{6} \gamma - \frac{1}{6} \gamma^3 \right) (S'_{i} S'_{j} + S'_{i} S'_{j}), \]
\[ + \left( \frac{1}{3} \gamma^3 K + \frac{1}{3} \gamma - \frac{1}{3} \gamma^3 \right) (S'_{i} S'_{j} + S'_{i} S'_{j}), \]
\[ H_z = \sum_{\langle i,j \rangle} \left( J + \gamma^3 \right) S'_{i} S'_{j}, \]
\[ + \left( \frac{1}{2} K + \frac{1}{6} \gamma - \frac{4}{3} \gamma^3 \right) S'_{i} S'_{j}, \]
\[ + \left( J + \frac{K}{3} + \frac{4}{3} \gamma^3 \right) S'_{i} S'_{j}, \]
\[ + \left( -\frac{\sqrt{2}}{3} K + \frac{\sqrt{2}}{3} \gamma - \frac{\sqrt{2}}{3} \gamma^3 \right) (S'_{i} S'_{j} + S'_{i} S'_{j}), \]
where the Hamiltonians \( H_x \), \( H_y \), \( H_z \) is the Hamiltonian of the x-, y-, z-bond, respectively. Above Hamiltonian can take a compact form by a 90° rotation, \( \hat{x}' \rightarrow \hat{y}' = \frac{1}{\sqrt{2}} (1, 1, -2), \hat{y}' \rightarrow \hat{z}' = \frac{1}{\sqrt{2}} (-1, 1, 0), \hat{z}' = \frac{1}{\sqrt{2}} (1, 1, 1). \) Thus the effective model is transformed into[31]
\[ H = \sum_{\langle i,j \rangle} J_{2i} S_i^x S_j^x + J_1 (S_i^y S_j^y + S_i^z S_j^z) \]
\[ + J_2 (\gamma_1 S_i^x S_j^y + \gamma_2 S_i^y S_j^x) \]
\[ + J_3 (\gamma_3 S_i^x S_j^y + \gamma_4 S_i^y S_j^x + (i \leftrightarrow j)), \quad (A1) \]
where \( S_i^\pm = S_i^x \pm i S_i^y \), and the phase factors \( \gamma_j \) along the \( \alpha_1, \alpha_2, \alpha_3 \) bonds (see Fig. 1(b)) are \( e^{i2\pi/3}, e^{-i2\pi/3}, 1 \) respectively.

There exists DM interaction in YOC1. Structurally, the nearest neighbor bonds have inversion symmetry according to their bond centers, but the next nearest-neighbor bond has no central inversion symmetry, so DM interactions are allowed. There is a mirror symmetry plane perpendicular to the next nearest-neighbor bond, so the DM vector is perpendicular to the bond.[70] Furthermore, the anion Cl⁻ is far away from the next-nearest bonds and have weaker effects, so the next nearest-neighbor rare-earth ions mainly exchange through the O²⁻ ions. And the DM vector \( D_{ij} \) is almost perpendicular to the triangular cation-layer plane. In the following discussion, we analyze the symmetry restraint to the direction of \( D_{ij} \), where \( \langle ij \rangle \) is oriented in the counterclockwise manner.

Here we provide the orientation of the DM vector \( D_{ij} \) in the new spin coordinate system \( \{x, y, z\} \) (see Fig. 1(c)). Firstly, we consider the component perpendicular to the honeycomb plane. In the new frame, \( c || \frac{\sqrt{3}}{6} (1, 1, 1), \) so, \( D || \frac{\sqrt{1}}{\sqrt{6}} (1, 1, 1). \) Furthermore, owing to the \( D_{xy} \) symmetry, the \( c \)-components of the \( D_{ij} \) vector on the two sublattices have the same sign.

Then we analyze the in-plane components although they are relatively weak. Since the \( D \) vector is perpendicular to the next nearest-neighbor bond,[70] the allowed direction is one of \( \pm \frac{1}{\sqrt{6}} (2x - y - z), \pm \frac{1}{\sqrt{6}} (2y - z - x), \pm \frac{1}{\sqrt{6}} (2z - x - y), \) depending on the bond direction.
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