Hyperspectral Reconnaissance: Joint Characterization of the Spectral Mixture Residual Delineates Geologic Unit Boundaries in the White Mountains, CA
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Abstract: We use a classic locale for geology education in the White Mountains, CA, to demonstrate a novel approach for using imaging spectroscopy (hyperspectral imaging) to generate base maps for the purpose of geologic mapping. The base maps produced in this fashion are complementary to, but distinct from, maps of mineral abundance. The approach synthesizes two concepts in imaging spectroscopy data analysis: the spectral mixture residual and joint characterization. First, the mixture residual uses a linear, generalizable, and physically based continuum removal model to mitigate the confounding effects of terrain and vegetation. Then, joint characterization distinguishes spectrally distinct geologic units by isolating residual, absorption-driven spectral features as nonlinear manifolds. Compared to most traditional classifiers, important strengths of this approach include physical basis, transparency, and near-uniqueness of result. Field validation confirms that this approach can identify regions of interest that contribute significant complementary information to PCA alone when attempting to accurately map spatial boundaries between lithologic units. For a geologist, this new type of base map can complement existing algorithms in exploiting the coming availability of global hyperspectral data for pre-field reconnaissance and geologic unit delineation.
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1. Introduction

Geologic maps undergird fundamental understanding of Earth’s history, drive billions of dollars in economic activity, and inform risks to lives and livelihoods from natural hazards [1]. Given the broad importance of these maps, their generation and interpretation have been a core competency for geologists since the origin of the field [2]. Recognizing the need for both accuracy and precision, earth scientists throughout the generations have incorporated technological advances throughout all stages of the mapping process.

Remote sensing has provided many of these advances, especially for reconnaissance prior to costly and sometimes dangerous field campaigns. Shortly after the invention of flight, visual interpretation of aerial photography started to be used for such geologic reconnaissance (e.g., [3]). Topographic structure has been studied for decades using photogrammetry (e.g., [4]), significantly enhanced in recent years with the development of rigorous, automated computation [5,6] and laser scanning [7]. Information about surficial mineralogy and weathering severity has also been recognized as a useful contributor to the geologic mapping process since the launch of the Landsat program (e.g., [8]). Interest in satellite and airborne remote sensing continues today, and the subject plays a growing role in geologic education, research, and industrial applications.

Imaging spectroscopy (IS), also known as hyperspectral imaging, is an emerging technology that promises to significantly advance geologic remote sensing. NASA has specifically highlighted this technology in the form of the Surface Biology and Geology
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(SBG) designated observable, both in the most recent Decadal Survey [9], and in planning for a multisatellite Earth system observatory [10]. Precursor missions are in development (including the successful July 2022 launch of the Earth Mineral Dust Source Investigation, EMIT; [11]), as are complementary missions from commercial ventures and other space agencies, such as ESA’s PRISMA and CHIME [12,13], DLR’s DESIS and EnMAP [14,15], and JAXA’s HISUI [16]. Critically, open data access agreements and rigorous intercalibration efforts are also planned. The depth and breadth of these efforts suggest that the 2020s may be the decade in which long-term global repeat coverage of decameter imaging spectroscopy data finally becomes a reality.

Despite decades of studies led by the development and operation of NASA’s Airborne Visible Infrared Imaging Spectrometer (AVIRIS; e.g., [17,18], for excellent historical perspective, see [19]) and extended to early spaceborne [20,21] IS, applications have faced both geographic (for airborne) and sensor performance (for spaceborne) limitations. The observations promised by a new generation of satellite-based sensors is expected to yield a wealth of new information for field geologists globally. However, fully exploiting this information will require the geologic mapping community to contend with the serious computational and conceptual challenges inherent to imaging spectroscopy data, such as high dimensionality, band-to-band correlation, and spectral nonuniqueness [22–25].

Mineral identification and mapping have been a core focus of airborne and laboratory reflectance spectroscopy for 50 years [11,17,26–32]. One proven approach has been to comprehensively characterize the reflectance signatures of known minerals in laboratory conditions (e.g., by the USGS Spectroscopy Lab [33]), then to determine and map dominant surface minerals through comparisons of observed pixel spectra to this library of known signatures. This approach, best known through the popular Tetracorder algorithm [17], has been shown to consistently yield accurate and precise mineral maps even in challenging terrestrial and extraterrestrial landscapes (e.g., [17,34–37]).

Further, as recently reviewed by [38], a wide range of other algorithms have been developed for the use of imaging spectroscopy in lithological mapping, mineral exploration, and environmental geology. One popular set of tools is used for statistical endmember selection, including approaches such as the pixel purity index [39], N-finder [40], and vertex component analysis [41]. Another set is used for discrete image classification, including both traditional algorithms like maximum likelihood (e.g., [42]) and support vector machines [43], as well as more recent neural network-based approaches [44,45]. Such discrete classification approaches almost entirely operate using various statistical operators to partition the variance-based spectral feature space. A need thus still exists for a complementary approach which (1) does not require an a priori spectral library, (2) explicitly accommodates subpixel spatial mixing, and (3) isolates potentially lithologically informative low-variance absorption signals from potentially confounding high-variance continuum-driven land cover signals.

Here, we present a new approach for the application of imaging spectroscopy to geologic mapping. The approach is designed to complement the successes of mineral mapping algorithms, such as Tetracorder [17]. The foundational premise begins with the observation that, for some applications, rocks—assemblages of minerals—may be the primary unit of interest to the geologist (rather than, or in addition to, the individual minerals). From this premise, we designed a new characterization approach that seeks to directly identify regions of observed geologically relevant spectral similarity—i.e., potential map units—within a geographically defined study area.

As highlighted by [46–49] and recently summarized by [50], a special need exists for algorithms capable of harnessing the power of recent advances in machine learning, while retaining the key criteria of transparency, interpretability, and uniqueness of results. The approach introduced here works towards this need by leveraging the deep information content of spectroscopic data in a way that is specifically tailored to the needs of geologists. Conceptually, the approach can be considered as lying at the nexus of physically based linear models and statistically based nonlinear models. On the physical side, the spectral
mixture residual (MR; [51]) offers a fast, scalable, and generalizable decomposition of high-variance spectral features in the mixed pixels that dominate decameter-resolution imagery. On the statistical side, the exploration of joint multiscale characterization (JC; [52], followed by [53,54]) offers a novel approach to the characterization and modeling of low-variance spectral features as statistically distinct nonlinear data manifolds. To date, these two approaches have been developed separately and for differing applications: MR has largely been framed in the context of vegetation and terrestrial ecology, and JC in the context of cryospheric, agricultural, and spatiotemporal applications. To our knowledge, this work presents the first investigation into the potential value of the union of the two approaches.

The algorithm works as follows: first, the initial application of the MR pretreats the image to isolate the signals of geologic interest from confounding contributions of vegetative cover and terrain effects. The subsequent application of JC then works across scales of variance to leverage spatially and/or spectrally coherent manifolds with (potentially) high geologic information, but low contributions to overall spectral variance.

Using archival AVIRIS-classic data from a previously mapped area of the White Mountains, CA (Figure 1), field investigation, and knowledge of regional geology, we demonstrate this example MR + JC methodology and ask the following questions:

1. To what extent can the imaging spectroscopy-based mixture residual provide a useful pre-field characterization of an area with highly diverse geology?
2. What information emerges from the synergy between the mixture residual and joint characterization? How does this differ from principal component (PC)-based characterization?
3. What is the conceptual difference between the information provided by this approach and the information that would be provided by existing approaches to mapping mineral presence and abundance (e.g., Tetracorder)?
4. In what ways can this new information be relevant for geologic mapping?

Figure 1. Overview map showing regional context of the study area in Eastern California. Extent of the main frame is shown as an orange square inset at upper right. Extent of the study area is covered by a red box. The image in the main frame is shown in true color.
The remainder of the paper is organized as follows. First, we outline both the geologic and remote sensing data used for the analysis. Next, we provide a brief description of the IS processing methodology. We then provide a detailed demonstration of the results produced by each step in the methodology, demonstrating the outcome of the analysis both geographically (in map space) and statistically (in spectral feature space). Finally, we discuss results and summarize conclusions in the context of geology, geophysics, remote sensing, and machine learning.

2. Data

2.1. Study Site

2.1.1. Geology

Bedrock geology of the study area includes a diversity of lithologic units, including Precambrian to Cambrian metasedimentary rocks of the White-Inyo succession ([55]; citations therein), and the Late Cretaceous Birch Creek pluton that intrudes and deforms the older section [56]. The metasedimentary units primarily consist of either carbonate or mixed carbonate-siliciclastic lithologies, and include the Wyman Formation, Reed Dolomite, Deep Spring Formation, Campito Formation, Poleta Formation, Harkless Formation, and Emigrant Formation. The Cretaceous Birch Creek pluton consists of quartz monzonite and granodiorite and was emplaced circa 82 Ma [57]. The spatial distribution of bedrock units is documented in a published geologic map [58].

2.1.2. Site Selection

Several scientific reasons inform our decision to focus this work on this particular area of geologic interest at Schulman Grove, White Mountains, CA. Foremost is scientific popularity across a broad range of disciplines. Published geologic maps of this area have been available since at least the 1960’s [58], and in the intervening decades, a significant body of work has been developed utilizing the White Mountains as a natural laboratory [59–61]. While this includes important contributions to our understanding of lithospheric evolution [62], it also spans other areas of fundamental research of broad interest to the scientific community, e.g., dendrochronology [59,63] and animal physiology [64]. Additionally, the site is a classic locale for geoscience education. Over the last half of the 20th century, the White Mountains have hosted 1000s of student geologists developing their geologic mapping skills [65,66]. These reasons, together with the lithologic and geochemically distinct bedrock units and spatial heterogeneity, make this study site an excellent proving ground for this study. For field geologists who are not experts in imaging spectroscopy—the intended audience of this paper—the popularity of the site within the geologic education community suggests this location might provide valuable intuition that might be less well developed at the traditionally popular location for hyperspectral algorithm testing within the remote sensing community, Cuprite, NV [27,67–70].

2.2. Airborne Imaging Spectroscopy

Imaging spectroscopy data were collected by the Airborne Visible Infrared Imaging Spectrometer (AVIRIS-classic) on 17 September 2018. Level-2 surface reflectance data were downloaded free of charge from the Jet Propulsion Laboratory’s AVIRIS data portal at: https://aviris.jpl.nasa.gov/dataportal/ (accessed 3 February 2022). All analysis was based on a single cloud-free flightline (f180917t01p00r06—HyspIRI_3_Line49—NASA Log # 182023). Flight azimuth was approximately NNE to SSW. The local time of collection was between 13:08 and 14:02. Pixel size was 13.5 m. ATREM-based atmospheric correction [71] was implemented before being downloaded from the web portal. Notably, ISOFIT [72] atmospheric correction was additionally run on Level-1 at-sensor radiance data. Analyses were repeated using these data, and comparable (though not identical) results were found. A detailed comparison of results on ATREM vs. ISOFIT corrections was beyond the scope of this study but presents an important avenue for future work. The analysis below proceeds.
using the ATREM-based reflectance data, which are currently most commonly available for direct download from the AVIRIS-classic web portal.

An exemplary 750 × 150 pixel spatial subset (Figure 2) was selected from the full 1205 × 46,354 pixel orthorectified AVIRIS flightline on the basis of geologic diversity using one author’s (FJS) knowledge of the area. Bands 1–5, 59–65, 104–120, 142–148, 154–179, and 220–224 were excluded (corresponding to wavelengths 365–404, 908–966, 1322–1482, 1701–1761, 1820–2046, and 2455–2496 nm) due to atmospheric contamination and/or visually apparent sensor artifacts. Bad lines were further masked by removing all pixels with any nonphysical (< 0 or > 1) reflectance value in any non-excluded band.

Figure 2. The Schulman Grove study area. Top and center images show true color and false color AVIRIS band combinations, respectively. Black line trending ESE-NNW across the center of these images was excluded from subsequent analysis due to nonphysical reflectance values. Bottom frame shows bedrock geology of the same area from [58]. Geologic units are described in more detail later in this paper. Ch: Harkless Formation; Cpl and Cpu: lower and upper members of Poleta Formation, respectively; Cel, Cem, Ceu: lower, middle, and upper members of Emigrant Formation, respectively; Ccm and Cca: Montenegro and Andrews Mountain members of Campito Formation, respectively; dl, dm, du: lower, middle, and upper members of Deep Spring Formation; rl and r, Lower member and undifferentiated Reed Dolomite, respectively; w: Wyman Formation; Kmb: Birch Creek Pluton; Qoa: older alluvium, Qa: alluvium.

3. Methods

Analysis proceeded in three main stages:

1. Linear spectral unmixing with retention of the spectrally explicit mixture residual.
2. Joint characterization based on both linear and nonlinear dimensionality reduction.
3. Geologic interpretation.

Methods for stages 1 and 2 are described briefly below. For more detailed methodological description of each stage, the reader is referred to the original literature introducing each of the MR and JC approaches, referenced below.

3.1. Linear Spectral Unmixing and Mixture Residual

First, the mixture residual procedure of [51] was implemented. Briefly, this consisted of:

1. Manual selection of local spectral endmembers.
2. Simultaneous estimation of the spectral endmember fraction and mixture residual spectrum (observed—modeled reflectance) for each pixel.
To select local endmembers, the spectral feature space was computed using the covariance-based principal component (PC) transform. Algebraically,

\[ D = U \Sigma V \] (1)

where \( D \) is the (geographically unwrapped) \( n \times m \) matrix of pixel reflectance spectra, \( U \) is the \( n \times n \) matrix of spatial PCs, \( \Sigma \) is the \( n \times m \) (diagonal) matrix of singular values, and \( V \) is the \( m \times m \) matrix of (uncorrelated) spectral eigenvectors. The conceptual effect of the PC transform can be understood as a linear tool to distill image variance. In the reflectance image, this variance is spread unevenly across all channels of the image. In the PC image, variance is distributed preferentially into weighted contributions of a small number of uncorrelated spectral patterns.

Endmember selection was performed manually through interrogation of the low-order PC-based spectral feature space computed from all pixels in both subsets. As noted by [73], the various generative signals within the ground sampling distance of a single imaging spectroscopy pixel can be profitably considered to comprise elements of a convex set. Thus, the geometric relationships of pixel spectra within a high-dimensional spectral feature space imply algebraic structure which can be formulated in the mixing equations. Briefly, vertices in spectral feature space represent compositionally pure spectral endmembers which form a spectral mixing space. Straight edges connecting vertices represent binary linear mixing relations between these vertices, and pixels plotting interior to the space can be considered mixture of more than 2 endmembers (e.g., Figure 3), with a conceptual analog to a geologist’s barycentric plot (better known as a ternary diagram).

![Spectral feature space of the study area (top) and example local endmembers (bottom). Substrate, vegetation, and dark (S: red, V: green, D: blue) endmembers used for the three-endmember mixture model are shown in the lower left. As expected for a lithologically complex area, the set of plausible S endmember signatures contains substantial diversity (e.g., S2–S4, each hosting distinct mineral assemblages, lower right). To the generic mixture model, this variability manifests as an error—but to the mixture residual, it is treated as a signal.](image-url)

In order to demonstrate broad applicability and relevance to global applications, we selected generic substrate, vegetation, and dark (S, V, and D) endmembers. S, V, and D endmembers have been shown to well-characterize diverse global compilations of
Landsat [74–76], MODIS [77], and Sentinel-2 [78] multispectral data, as well as regional compilations of AVIRIS-classic [79], and AVIRIS-ng [51,80] spectra. Conceptually, these endmembers were not selected on the basis of providing an optimal pixelwise spectral fit, as in multiple endmember spectral mixture analysis (MESMA; [81]). Rather, they were selected for global generality and computational efficiency. We also note that generalized global endmembers are likely to be developed from stable satellite sensors in the near future.

The implementation of the linear spectral mixture model and computation of the mixture residual spectrum is linear, invertible, and computationally efficient (<1 s to compute modeled, residual, and fraction images for this study area on a laptop computer with 32 GB RAM, 2GHz Quad-Core Intel Core i5 CPU, 1536 MB Intel Iris Plus Graphics GPU). The mixture residual code is fully open source and the computation of the residual spectrum itself can be performed in one line of Python code. Algebraically,

\[
R = (1 - G(G^T G)^{-1} G^T) D
\]

where \( D \) is the (geographically unwrapped) \( n \times m \) matrix of pixel reflectance spectra, \( G \) is the \( m \times p \) matrix of endmember reflectance spectra, and \( R \) is the (geographically unwrapped) \( n \times m \) matrix of mixture residual pixel spectra.

The effect of Equation (2) is to compute an image which describes the spectrally explicit misfit of the mixture model at each pixel. Conceptually, this residual image encodes the wavelength-specific difference between each pixel's observed reflectance spectrum and the reflectance that would have been observed if the linear mixture model were perfectly accurate.

We further note that the linear mixing model used in Step 1 does not fit important nonlinear mixing processes. Instead, it computes a first-order linear fit, and partitions any signals not modeled by simple linear mixing into the spectrally explicit residual. To the extent that nonlinear mixing processes result in a misfit from a simple linear model, this information is explicitly leveraged in the subsequent joint characterization step. We also emphasize that, in this context, the residual spectra are not intended for direct physical interpretation. Rather, they are used statistically as quantitative information about processes (nonlinear or otherwise) that are not well-fit by a simple linear \( S, V \) and \( D \) mixture.

For more background and details about the mixture residual, see [51]; for inspirational early studies, see [82,83].

3.2. Joint Characterization

Next, the joint characterization (JC) methodology introduced by [52] and extended by [53,54,84] was applied to the mixture of residual images.

Conceptually, JC seeks to characterize spectral information across scales of variance. This is achieved by contrasting the characterization of statistically global patterns of image variance with the characterization of statistically local patterns of image variance. In theory, the combination of global and local approaches should provide more information about the land surface than either approach alone.

In the context of imaging spectroscopy, the “continuum-plus-absorption” cognitive model has been used for decades as a useful analytical framework (e.g., [30,32,85]). Briefly, this approach consists of decomposing the spectral signal quantified by decameter-scale reflectance observations into two constituent components. One component, the spectral continuum, varies mainly in overall amplitude and curvature. The other component, specific absorption features, can be characterized using measures, such as precise center wavelength, depth, and asymmetry—potentially in a diagnostic fashion associated with a particular composition (e.g., individual mineral, or mineral association).

Joint characterization under this conceptual regime can be considered a mechanism for using an appropriately matched analytic tool for each aspect of the measurement. Several properties of the spectral continuum — high amplitude variability, correlation across many spectral bands, and limited observed variability in spectral shape across landscapes—are well-suited for variance-based tools, such as PCA and spectral mixture analysis (i.e., the methods of Section 3.1). In contrast, several properties of absorption features—low overall
amplitude, significant variability in center wavelength, and high observed variability across landscapes—are less well-suited for mathematical approaches that rely on overall spectral variance alone, and are potentially better suited for alternative characterization approaches, such as manifold learning.

Here, we implemented an abbreviated variation of the full JC methodology. Following [53], we used t-distributed stochastic neighbor embedding (t-SNE; [86]) to isolate data manifolds and stabilize the t-SNE output using a Monte Carlo approach. Briefly, t-SNE is a nonlinear dimensionality reduction algorithm designed to find clustering relationships within high-dimensional data. This is achieved by minimizing the Kullback–Leibler divergence between pairwise statistical similarity among data points in high-dimensional space (here, the full 200+ band AVIRIS pixel spectra) and pairwise statistical similarity among data points in a low-dimensional embedding (here, a 2D representation of these spectra).

A notable limitation of t-SNE, along with many other manifold learning algorithms, is its dependence on initial seeding and hyperparameter choice, in particular the perplexity hyperparameter. Here, we stabilize the characterization by computing several t-SNE realizations and applying a PC transformation to the stack of t-SNE outputs (following [53]). The result, deemed PC[t-SNE(MR)], identifies pixel clusters which are consistent among iterations. We used 10 iterations with default scikit-learn perplexity and learning rate hyperparameter values. In theory, this approach should retain the sensitivity to low-variance features provided by t-SNE. It should also improve interpretability and stability by reinforcing separation between sets of pixels which are repeatedly identified as clusters in multiple t-SNE realizations, and mitigate the problem of nonuniqueness, which is inherent to single t-SNE realizations. We note that this algorithm is entirely open source and computationally feasible using commercially available hardware (for this analysis, all t-SNE runs were computed in <12 h on a laptop computer with a 32 GB RAM, a 2GHz Quad-Core Intel Core i5 CPU, and a 1536 MB Intel Iris Plus Graphics GPU).

Once PC(t-SNE) is computed, we interactively analyze the PC(t-SNE) result. Clusters are determined manually by the user. While cluster delineation could, of course, be automated, current automation methods were found to produce less satisfactory results than manual delineation. Cluster labels are assigned by comparing the geographic location of pixel clusters to the geologic map, then confirmed with targeted field observations. Since the final cluster selection is manual, the number of unclassified pixels can be increased or decreased easily by contracting or expanding the clusters. We use ENVI software for this step of visualization and manual cluster selection, but note that open-source Python alternatives, such as Glue (https://docs.glueviz.org/en/stable/ accessed on 3 February 2022), could be used instead.

Finally, we note that the PC(t-SNE) approach is one realization of the general approach. While PC(t-SNE) is found to give useful results in this analysis, we note that manifold learning is currently a rapidly evolving field. Additional testing is underway, and it is possible that other algorithms, e.g., uniform manifold approximation and projection (UMAP) [87], may supplant PC(t-SNE) as a more useful practical implementation of the low-variance component of JC. However, while the details of the implementation are sure to evolve, this will not alter the fundamental idea proposed here: that both high-variance and low-variance features can each be explicitly characterized, and can each contribute important information to imaging spectroscopy for geologic mapping.

4. Results
4.1. Endmember Selection

The combined low-order spectral feature space was visually examined, and endmember spectra were selected. The variance-based low-order spectral feature space was found to be bounded by three dominant spectral signatures—substrate, vegetation, and dark. This result is in accordance with previous, more spatially extensive studies of imaging spectroscopy data [51,79] as well as global multispectral studies [74–77].
As expected for such a diverse study site, a single generic, spectrally convex substrate endmember is clearly unable to represent the full complexity of the geologic signatures in the area (e.g., S2–4 in Figure 3). Endmember S2 corresponds to the quartzite dominant Deep Springs Formation (d), Endmember S3 corresponds to the shale-rich Harkless Formation (ch), and Endmember S4 corresponds to the carbonate Reed Dolomite (r); (See Discussion for more detail). For this reason, we used a multipixel mean S spectrum in our initial mixture model. The goal of this step was primarily to model and remove the high variance and relatively uninformative spectral continuum (estimated with endmember fraction images). This allows subsequent analysis to focus specifically on the narrowband absorption signatures (which are not fit by the mixture model, but are retained in the mixture residual spectrum), which have lower overall spectral variance but higher geologic information content.

4.2. Mixture Model Performance

Despite the geologic complexity of the study area, over 99% of pixels are characterized by S and D fraction estimates within physical [0, 1] bounds (Figure 4). The V fraction estimates do include a nontrivial number (12%) of nonphysical negative pixel values, largely driven by the significant amount of observed variability in the concavity of the NIR spectral continuum in some geologic substrates. The root mean square mixture model misfits are < 5% for > 98% of the image pixels. However, despite this low amplitude, it is precisely the spectral signatures retained within this misfit which are shown to yield substantial geologic information in subsequent stages of the analysis.

![Figure 4](#)

**Figure 4.** Mixture model fraction histograms. (Left) S, V, and D fractions are shown in red, green, and blue, respectively. S and D fractions are almost entirely (>99% pixels) within physical bounds. Twelve percent of pixels show negative V fractions, due to variation in NIR spectral convexity driven by substrate diversity which is not well accommodated by a single S endmember. (Right) Root-mean-square (RMS) misfit histogram of the generalized model is shown in black. Despite the geologic complexity of the study area, RMS misfit is <5% for >98% of pixel spectra. However, rather than focusing on the aggregate mixture model misfit, its pixelwise spectral signature—a small fraction of the total variance—drives the remaining analysis.

The resulting spectral mixture fraction map (Figure 5, top) provides spatial approximations of photosynthetic vegetation cover and substrate exposures, as well as albedo and variations in illumination and topography. While useful from the perspective of land cover mapping, these spatial patterns are relatively uninteresting geologically. The converse is found for maps based on spectral mixture residuals, as presented below.
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Figure 5. (Top) Spectral mixture model. Red: rock and soil (Substrate); green: illuminated photosynthetic vegetation; blue: albedo, illumination, and soil moisture (Dark). The spectral contribution of each generic component is modeled and removed. The unmodeled remainder of the spectral information is retained in the mixture residual and used for subsequent analysis. (Bottom) Spectral mixture residual. False color composite shows spatial variability in wavelength-dependent mixture model misfit. Variability within and among mapped geologic units is evident in the mixture residual that is not clearly expressed in the reflectance (Figure 2) or in the spectral mixture model.

4.3. Mixture Residual

In contrast to the broad patterns associated with vegetation cover and topography found by the spectral mixture model, the wavelength-dependent spectral mixture residual (Figure 5, bottom) yields geologically interesting patterns which are found to correlate well with both differences among map units and compositional heterogeneity within map units. The richer information content of the mixture residual is visually apparent when the false color composite of Figure 5 is compared to the true color and false color composite images previously shown in Figure 2.

Low dimensional projections of the spectral feature space of the mixture residual image (Figure 6, top) suggest a truncated tetrahedral geometry. Surface reflectance spectra of mixture residual endmembers show similarity at VNIR wavelengths and divergence at SWIR wavelengths, while mixture residual spectra generally retain the narrow SWIR absorptions but also capture much more deviation at VNIR wavelengths (Figure 6, bottom). As stated above, we do not suggest that the signals in the mixture residual spectra necessarily possess direct physical, mineralogical, or optical meaning. Rather, we use these signals statistically, focusing on the information which might be provided by (potentially low variance) topological connectivity and clustering relations.
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Figure 5. (Top) Spectral mixture model. Red: rock and soil (Substrate); green: illuminated photosynthetic vegetation; blue: albedo, illumination, and soil moisture (Dark). The spectral contribution of each generic component is modeled and removed. The unmodeled remainder of the spectral information is retained in the mixture residual and used for subsequent analysis. (Bottom) Spectral mixture residual. False color composite shows spatial variability in wavelength-dependent mixture model misfit. Variability within and among mapped geologic units is evident in the mixture residual that is not clearly expressed in the reflectance (Figure 2) or in the spectral mixture model.
4.3. Mixture Residual

In contrast to the broad patterns associated with vegetation cover and topography found by the spectral mixture model, the wavelength-dependent spectral mixture residual (Figure 5, bottom) yields geologically interesting patterns which are found to correlate well with both differences among map units and compositional heterogeneity within map units. The richer information content of the mixture residual is visually apparent when the false color composite of Figure 5 is compared to the true color and false color composite images previously shown in Figure 2.

Low dimensional projections of the spectral feature space of the mixture residual image (Figure 6, top) suggest a truncated tetrahedral geometry. Surface reflectance spectra of mixture residual endmembers show similarity at VNIR wavelengths and divergence at SWIR wavelengths, while mixture residual spectra generally retain the narrow SWIR absorptions but also capture much more deviation at VNIR wavelengths (Figure 6, bottom). As stated above, we do not suggest that the signals in the mixture residual spectra necessarily possess direct physical, mineralogical, or optical meaning. Rather, we use these signals statistically, focusing on the information which might be provided by (potentially low variance) topological connectivity and clustering relations.

Figure 6. Mixture residual feature space (top) and example endmember residual spectra (bottom). Viewed as surface reflectance (lower left), all endmember spectra show similar overall convex shapes, with similar VNIR brightness, diverging SWIR brightness, and low-amplitude SWIR absorptions. Viewed as mixture residual spectra (lower right), significant differences in VNIR curvature and SWIR absorption features dominate. Surface reflectance spectra are highly correlated (median Spearman +0.84; MAD 0.20; range +0.38 to +0.97), while mixture residual spectra are uncorrelated (median Spearman +0.04; MAD 0.63; −0.52 to +0.84). Endmembers were found and labeled by interactive exploration of geographic pixel locations, with comparison against the geologic map and targeted field observations. Geologic units are described in more detail in Section 4.5, below. Rl: lower member of Reed Dolomite; Qa: Quaternary alluvium; Ce: Emigrant Formation; Cc: Campito Formation; d: Deep Springs Formation; Ch: Harkless Formation.

4.4. The PC[t-SNE(MR)] Spectral Feature Space

The multiscale variance structure of the data is then explored through the PC[t-SNE(MR)] feature space (Figure 7, bottom), compared to the PC feature space of the untransformed reflectance (Figure 7, top). The PC[t-SNE(MR)] spectral feature space clearly exhibits a more clustered topology, in many cases with readily identifiable boundaries among pixel clusters. Spectrally distinct rock units were isolated from pixel clusters in the PC[t-SNE(MR)] 3 vs. 2 projection and back-propagated to the other projections. Several regions of interest, which are ambiguous and indistinct in the PC space (top), are unambiguous and clearly distinct in the PC[t-SNE(MR)] space (bottom). The implications of this result for geologic mapping are profound.
Clusters in PC[t-SNE(MR)] feature space frequently correspond to mapped geologic units. When viewed in map space (center left), pixel clusters from Figure 7 correspond well to mapped geologic units (bottom left), yielding significantly more information than the true color imagery (top left) routinely used for current geologic mapping and reconnaissance. Average reflectance spectra from each pixel cluster (right) show clear differences in narrow SWIR absorptions, which provide a mechanistic geophysical explanation of the observed spectral separability among classes. The colors of spectra and pixel clusters are identical to Figure 7.
Compared to each other, the PC-based spectral feature space clearly offers a more continuous projection, while the PC[t-SNE(MR)] spectral feature space visibly enhances class separability. Decision boundaries among geologic map units are ambiguous at best from the PC-based space, while regions of interest selected from the PC[t-SNE(MR)] space are visually clearer and statistically unambiguous (transformed divergence = 2.0 for all pairs shown).

In many cases, regions selected from the PC[t-SNE(MR)] feature space also frequently demonstrate both high-fidelity agreement with detailed geologic maps of the area and additional nuances that were not clearly identifiable in the geologic map alone. Specific geologic observations are briefly presented in the following subsection and further expanded in the discussion section.

4.5. Geology

It is clear from inspection that several pixel clusters identified from the mixture residual and joint characterization directly correlate to geologic map units from field-based observations (two lower frames on the left side of Figure 8). The three most clearly distinguished rock units that accurately locate the mapped bedrock contacts are (1) the Cretaceous Birch Creek pluton (red, map unit Kmb), (2) the lower member of the Precambrian Reed dolomite (green, map unit rl), and (3) the Cambrian Harkless Formation (yellow, map unit ch). Several of the other pixel clusters partially correspond to bedrock units and overlap the mapped bedrock contacts (e.g., cyan and orange), as does a significant part of the Quaternary surficial deposits (pale pink). A more detailed explanation of the distinctive characteristics of the three clusters most congruent with bedrock map units, as well as the specific geologic conditions of the partially overlapping clusters, is included in the discussion below.

5. Discussion
5.1. Remote Sensing
5.1.1. Conceptual Overview and Distinction from Mineral Mapping Algorithms

We emphasize that the approach presented here is not intended to be exclusive of established mineral mapping algorithms. Rather, we suggest that, in some cases, it may provide additional useful information—both quantitative and qualitative—which may complement mineral maps in conducting a comprehensive geologic characterization of a study area. We expect this information to be most useful as basemaps to use while planning fieldwork, but clearly, some information is likely to be additionally useful for post-field consideration and formulation of the final mapping product.

Expanding upon this, we suggest the approach presented here can be framed using (at least) the following four conceptual models:

1. As imaging spectroscopy data with global coverage becomes available in the future, this tool can help translate that data into usable products for geologic reconnaissance.
2. To the geophysical inverse theory community, the approach can be considered an attempt to formulate outcrop delineation from hyperspectral imagery as a “well-posed problem” through a two-step procedure which partitions high-variance signals from low-variance signals.

   - High-variance signals are: (1) attributed to spatial land cover mixing, (2) considered continuous (albeit computationally discrete) parameters, and (3) estimated using a linear, invertible, and physically based inverse model.

   - Low-variance signals are: (1) attributed to geologic drivers, such as mineralogy and chemical weathering, (2) considered categorical parameters, and (3) estimated on the basis of (manual or automated) clustering after the application of an iterative, nonlinear, noninvertible, and topologically informed operator.

   - In theory, the high-variance and low-variance signals could be treated together, assigned continuously variable weights, and estimated using a joint inversion.
Such an undertaking is beyond the scope of this work but does present an interesting avenue for future study.

3. To the remote sensing community, the approach can be viewed as a novel approach to high-dimensional image analysis that bridges both the continuous-discrete and physical-statistical conceptual dichotomies.

4. To the data science and machine learning community, the approach can be considered a step towards “explainable machine learning” through the fusion of an easily interpretable physical model with a powerful statistical approach for leveraging high-dimensional information using manifold learning.

Under each of the frameworks considered above, the approach presented here differs fundamentally from algorithms seeking to map surficial mineralogy in the following ways:

1. To the geologic mapping community, the approach is explicitly focused on rock units, rather than surficial mineral abundance.

2. To the geophysical inverse theory community, model design does not incorporate a finite library of possible minerals with \textit{a priori} physical meaning, but rather seeks to define geologically meaningful assemblages directly from the imaging spectroscopy data themselves. Physical meaning is inferred \textit{a posteriori}.

3. To the remote sensing community, the result incorporates both continuously variable fraction images and a discrete classification of (possible) rock units.

4. To the data science and machine learning community, the approach explicitly distinguishes global and local variance, and treats each using separate algorithms.

Clearly, the wise geologist will seek to use all available information while planning a field campaign (within reason). We suggest such an actor might be best served by approaching geologic imaging spectroscopy data analysis with a “yes/and” mindset, rather than presupposing an “either/or” dichotomy.

5.1.2. Contrast to Multispectral

IS contributes information about spatial boundaries and compositional heterogeneity that cannot be obtained from multispectral images. For nearly all observed diagnostic absorptions, center wavelengths and widths would not be resolvable by the two broad SWIR channels of Landsat and Sentinel-2—although sensors with multiple, narrower SWIR bands may differ [88]. The geologic value added by IS will vary in both study area and sensor specification. For this site, the narrow SWIR bands offered by AVIRIS clearly inform geologic mapping in a way that is simply not possible from the 2 (or 0) broad SWIR bands commonly used by current multispectral sensors.

5.1.3. Context with Previous MR and JC Studies

Spectral pretreatment with the MR was found to be effective at mitigating vegetative cover. To our knowledge, this is the first application of MR using generalized S, V, D linear mixture models to geologic mapping (of course, other approaches to continuum removal have been standard practice for decades, e.g., [17,34,35]). In some ways, geologic mapping might be expected to be more challenging than the vegetation applications initially proposed for MR, as generalized endmembers are certainly limited in representing the amplitude and range of spectral diversity in Earth’s substrates (although on the other hand, minerals are far more spectrally stable than vegetation).

These results also extend recent findings from other application areas [52,53], which find that the topology and geometry of multiscale variance structures can hold important information in IS datasets. As is clear from the feature space comparison in Figure 7, clustering identified from low-variance features clearly maps onto useful distinctions both within and among mapped geologic units. Decision boundaries are clearly not evident using a characterization approach based on global variance alone (i.e., the feature space of PC-transformed reflectance; at least using the low-order dimensions). Decision boundaries are
much more evident with PC[t-SNE(MR)] than with the PCA alone, although in many cases, gradational transitions remain inherently poorly described by any discrete classification.

### 5.1.4. Future Work

While this approach is currently limited geographically by data coverage of airborne imaging spectroscopy, this is likely to be resolved as high quality satellite imaging spectroscopy data become increasingly available. One way that global satellite data can simplify this workflow is by providing global S, V, D endmembers. This would eliminate the limitations associated with the initial step of manual endmember selection (although we suspect that a comparison of MR results using both global and local EMs is likely to be most informative).

As stated previously, we emphasize that the strength of JC lies in the ability for patterns of global- and local-scale variance to work together. While t-SNE has proven to be one useful approach to date, the JC concept is explicitly designed to generalize beyond this specific algorithm. In particular, algorithms, such as Robust PCA (RPCA, [89]) and uniform manifold approximation and projection (UMAP, [87]) currently seem promising as well. Application of JC directly to the output of mineral mapping algorithms, or implementation of these algorithms on ROIs found from JC, also seem to be promising next steps.

A clear opportunity also exists in the integration of this methodology with additional modalities, such as LiDAR, SAR, and multispectral thermal. While the MR approach is specific to linear mixing within a pixel’s IFOV, the idea underlying JC is sufficiently general to apply to other high-dimensional datasets. In particular, the fusion of IS with data from multichannel thermal sensors, such as HyTES, MAKO, and MASTER is a natural avenue, e.g., [24].

### 5.2. Geology

#### 5.2.1. Accurately Mapped Geologic Contacts

This analysis accurately geolocated some bedrock geologic contacts (Figure 8), while others remained elusive. We first discuss the geologic units whose spatial patterns are best described by our analysis, and then we discuss the examples where such patterns are not clearly defined. This contrast informs both the strengths and limitations of the approach.

Map extent of three units in the Schulman Grove study area are well-identified:

1. **82 Ma Birch Creek pluton** [57]. This intrusive body consists of two rock types, quartz monzonite and granodiorite, and generally consists of a homogeneous bulk chemical composition on the 15-m scale of the AVIRIS data. The pluton does not express any major topographic changes that might result in spatially variable erosion or sediment accumulation that could change the local expression of the rocks exposed at the earth’s surface. Furthermore, this pluton is lithologically unique relative to all other rock types outcropping in the study area—it is an intermediate to felsic plutonic rock.

2. **Precambrian Reed dolomite** [58]. This unit is a gray to buff oolitic carbonate. Its massive coarse-grained texture indicates significant metamorphic recrystallization and significant bulk chemical homogeneity on the spatial scales of a 15-m pixel. This oolite consists predominantly of carbonate minerals, and so its bulk chemistry and mineralogy are almost entirely unique relative to the Birch Creek pluton.

3. **Cambrian Harkless Formation** [58]. This rock unit is a gray-green to brown platy silty shale with thin beds of fine-grained quartzite. This rock type is composed of metamorphosed siliciclastic sediments, and largely lacks carbonate minerals. In terms of bulk chemistry, this unit is highly distinct from the Reed dolomite. In terms of texture, this unit is highly distinct from the Birch Creek pluton.

These three rock units have distinct bulk chemical, mineralogic, and textural manifestations, and so it is not surprising that they are the best constrained rock units in the study area. In contrast, several other rock types in the map area were not so well behaved. We discuss these cases next.
5.2.2. Complex Cases

Several pixel clusters and map units do not uniquely match. This broadly includes three main types, each of which we discuss below:

1. **Poorly defined general outcrop extent.** The best example of this is the magenta pixel cluster, which has its greatest number of pixels concentrated in the lower left corner of Figure 8 (left side, middle panel). At this location, it primarily represents the Cambrian Emigrant Formation, which is composed of mixed limestone, chert, and shale lithologies. Unlike the unique character of the more distinctive units discussed above, this rock unit is highly heterogeneous on the 15-m scale. At several other locations across the map area, this cluster reappears, in particular at the locations of several of the members of the Deep Spring Formation (lower, middle, and upper). These are generally described as mixed carbonate-siliciclastic units composed of carbonates, shale, sandstone, and siltstone. In this case, the Emigrant Formation and Deep Spring Formation have similar chemical, mineralogical, and textural characteristics, which we interpret as the geologic cause for the algorithms grouping them together into a single cluster.

2. **Imprecise locations of geologic contacts between map units.** This type of difference between the geologic bedrock map and the IS results is best exemplified by observing the edges around the Quaternary alluvium (Qal) map unit in the central portion of the study area. These edges are diffuse, consist of multiple different pixel clusters, and generally are not precisely located at the location where they appear on the geologic map [58]. In this case, Qal is a Quaternary alluvium surficial deposit, which represents an accumulation of detritus in a local topographic low area where debris settles after transiting down hillslopes. Due to this, the Qal unit is physically composed of eroded chunks from all of the bedrock units exposed in the surrounding upslope catchment area. This results in some local accumulations of specific rock types from different slopes, grain size sorting based on local topography, and also fine-grained accumulations where standing water may pond and dry up seasonally. This extreme diversity of local geologic processes results in a single map unit (Qal) that is defined based on its very high geologic dimensionality and, therefore, is not well represented as a homogeneous chemical, mineralogical, or textural expression at the earth’s surface. Because of this, it is not surprising that its boundaries are poorly constrained by IS data.

3. **Internal variation within a unit.** The best example of internal variation in map units that confounds accurate algorithmic identification is the Cambrian Campito Formation. This formation outcrops in the map area as two distinct members, the Montenegro Member, gray shale and interbedded quartzite, and the Andrews Mountain Member, massively bedded cross-stratified quartzitic sandstone, siltstone, and shale. In this case, the map unit for each member includes multiple pixel clusters. The lithologically heterogeneous strata that make up these units result in heterogeneity on the pixel scale that confounds the algorithm’s ability to reproduce the boundary designations composed in the geologic map. Additionally, the outcrop extent of these units in the study area is primarily on a steep hillslope that spans approximately 1000 m of the topographic relief. This results in significant erosion at high elevations and accumulations at low elevations that result in map-scale surficial heterogeneity.

The examples discussed here highlight cases where IS analysis succeeds and fails to reproduce bedrock geologic mapping. In many ways, both types of examples meet geologic expectations. The map units with accurate and precise agreement to IS data are clearly distinct in terms of their mineralogy, chemistry, and texture. On the other hand, the lithologies with poor agreement to IS data exist in complex locations where multiple geologic processes interact to complexify the surface observations. Cases such as these require a depth of on-the-ground field observation and interpretation to elucidate the true nature of the bedrock relationships that are standard for a field mapper, but not currently achievable computationally.
For the experienced geologic field worker, this comes as no surprise. The practice of generating geologic maps in the field is intentionally repetitive, redundant, and iterative. Despite the best efforts of geologists, field data often remain nonunique and maps reflect best-guesses and best-practice interpretations based on limited data. In this context, it appears that the level of information extracted by this new IS analysis framework is approaching the field scale of surface observations. This approach is clearly useful for pre-field geologic reconnaissance and base-map utilization. Additionally, as it is further applied and refined, the implications for geologists will surely continue to grow.

6. Conclusions

Using a popular area for geologic field education in the White Mountains, CA, we demonstrate a new approach for the application of imaging spectroscopy for field reconnaissance and boundary delineation of bedrock units. This approach synthesizes two analysis methods: the spectral mixture residual and joint characterization. First, the mixture residual mitigates potentially confounding effects of vegetation cover and terrain in a linear, physically based way. Then, joint characterization identifies spectrally distinct clusters, which may correspond to meaningful geologic differences among and within some rock units. Field validation confirms these spectrally distinct units can partially identify well-established boundaries among geologic map units, as well as refine and contextualize the information conveyed by a geologic map. Once global hyperspectral data are available, this approach could easily be extended to study sites worldwide, offering a step toward efficient and effective use of imaging spectroscopy by field geologists in research, education, and industry.
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