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Abstract. We analyze a differential equation with a state-dependent delay that is implicitly defined via the solution of an ODE. The equation describes an established though little analyzed cell population model. Based on theoretical results of Hartung, Krisztin, Walther and Wu we elaborate conditions for the model ingredients, in particular vital rates, that guarantee the existence of a local semiflow. Here proofs are based on implicit function arguments. To show global existence, we adapt a theorem from a classical book on functional differential equations by Hale and Lunel, which gives conditions under which - if there is no global existence - closed and bounded sets are left for good, to the $C^1$-topology, which is the natural setting when dealing with state-dependent delays. The proof is based on an older result for semiflows on metric spaces.
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0 Introduction

In this paper we analyze a class of differential equations of the form

\[ w'(t) = q(v(t))w(t), \]  
\[ v'(t) = \beta(v(t - \tau(v_t)))w(t - \tau(v_t))F(v_t) - \mu v(t). \]  

(0.1)  

(0.2)

We use the standard notation

\[ x_t(s) := x(t + s), \quad s < 0, \]

if a function \( x \) is defined in \( t + s \in \mathbb{R} \). If \( t \) is fixed, then \( x_t \) is a function describing the history of \( x \) at time \( t \). Both (0.1) and (0.2) are equations in \( \mathbb{R} \) and all functions are real-valued. Next, \( \tau \) and \( F \) are nonlinear functionals with nonnegative values and domain in a space of functions, \( \beta \) and \( q \) denote functions with real arguments and \( \mu \) is a parameter. The functional \( \tau \) describes the delay and is allowed to depend exactly on the second component \( v_t \) of the two components of the system at time \( t \). The delay is in general only implicitly given. We specify \( \tau \) in \( v_t \) as the solution of the equation \( y(\tau, v_t) = x_1 \), where \( y(v_t) = y(\cdot, v_t) \) is defined via the ODE

\[ y'(s) = -g(y(s), v_t(-s)), \quad s > 0, \]
\[ y(0) = x_2, \]

where \( x_1, x_2 \in \mathbb{R}, x_1 < x_2 \) are given model parameters and \( g \) is a given (nonnegative) model function, see Figure 1. The functional \( F \) can, in \( v_t \), be specified as

\[ F(v_t) := e^{\int_0^{v_t} d(y(s,v_t),v_t(-s))ds}, \]  

(0.3)

where \( d \) is another given (nonnegative) model function. Equations (0.1–0.2) together with the ODE can be classified as a differential equation with implicitly defined delay with state dependence.

The system describes the maturation process of stem cells. It was first formulated in [2] following an idea of Anna Marciniak-Czochra to analyze a partial differential equation of transport type, that is a variant of ODE models for related biological problems. In the following we summarize the biological interpretation and refer to [2, 10] and references given therein for further biological background and modeling aspects. See Figure 1 for visualization of the exposition.

The dynamics of the whole cell population can be described in terms of the dynamics of the concentration of stem cells \( w \) and fully mature cells \( v \). The function \( q \) is the stem cell population net growth rate. This rate describes stem cell population growth due to division as well as outflow due to maturation or decay. It is regulated by the current size of the mature cell population. The function \( \beta \) is a rate describing the outflow of those stem cells that commit themselves to maturation. It is also regulated. Next, \( \tau(v_t) \) is the time it takes until a stem cell committed to maturation becomes fully mature given that it survives and that at the moment of entering the mature cell compartment it is time \( t \) and a history of regulation by mature cells \( v_t \) is experienced. The value \( F(v_t) \) can be interpreted as the population net growth factor during the maturation process, which means that if \( \Psi \) is a given outflow of committed stem
Figure 1: Maturation process of stem cells modeled as differential equations with state-dependent delay: Dashed arrows refer to regulation by mature cells. Continuous arrows refer to mortality (vertical), self-renewal (circular, anti-clockwise) and transition to higher maturity (circular, clockwise).
cells at time \( t - \tau(v_t) \) then \( F(v_t)\Psi \) is the inflow of cells into the mature cell compartment \( \tau(v_t) \) time units later, i.e., at time \( t \). Finally \( \mu \) is the decay rate of mature cells. This completes our interpretation of (0.1–0.2).

In a further specification, we describe the maturity of a cell by a one-dimensional variable \( x \in \mathbb{R} \). We assume that maturation occurs at a rate \( g(x, y) \) that depends on maturity \( x \) and on the current size of the population of mature cells \( y \). The stem cells \( u \) are then cells at initial maturity \( x = x_1 \), and the fully mature cells \( v \) are cells of maturity \( x = x_2 > x_1 \). We here do not describe the population size development for progenitor cells, i.e., cells with maturities \( x \in (x_1, x_2) \), though, in general, it can be computed, see [2]. Moreover, we now assume that the net growth of the cell population during maturation, that includes reproduction and decay of cells, can be described by a per cell net rate \( d = d(x, y) \) that, like \( g \), depends on maturity and mature cell population. This leads to the given specification of \( F \).

In [13], Hartung et al. elaborated conditions that can be satisfied by differential equations with state-dependent delay and that guarantee the existence of a local (in time) semiflow for such equations. The main idea is to restrict initial histories to a submanifold of a space of \( C^1 \)-functions. In [9 Proposition VII 2.2] the authors present a criterion for global existence for local semiflows on metric spaces. The idea is to show that if the maximal time interval of existence is finite, then an arbitrary compact set at some point in time is left for good, see Figure 2 (left). In applications it is useful to have a variant of this criterion in which the assumption of compact sets is relaxed to closed and bounded sets, see Figure 2 (right). For non-autonomous functional differential equations with functionals that satisfy smoothness conditions in a setting of continuous functions, such a criterion is [13, Theorem 2.3.2].

In this paper we apply the mentioned results of [13, 9] to establish local and global existence for (0.1–0.2). As our main result we consider the elaboration of respective sets of conditions on the rates \( \beta, q, g \) and \( d \) that guarantee local and global existence of (0.1–0.2). As our aim is to preserve generality where possible, we do this stepwise in a top down approach.

At the top level we adapt the criterion for global existence of [9] to the setting for state dependent delay equations of [15] and obtain a new sufficient criterion for global existence, similar to the mentioned one in [13], but applicable to general differential equations with state-dependent delay.

We then study a class of delay differential equations (DDE) of the form

\[
x'(t) = A(x_t)x(t) + b(x_t), \tag{0.4}
\]

where \( A \) is a diagonal matrix valued functional and \( b \) a vector valued functional. Note that this class contains (0.1–0.2). For (0.4) we can show a variation of constants formula with which we establish useful bounds for the trajectory. We show local and global existence for this class of DDE.

The next step is to elaborate conditions for \( \beta, q, \tau \) and \( F \) such that we can use the previously established theory for (0.4). These are differentiability and Lipschitz conditions in finite dimensions, in the case of \( \beta \) and \( q \), and in infinite dimensions, in the case of \( \tau \) and \( F \).

Finally we establish properties for \( g \) and \( d \) that guarantee that the conditions for \( \tau \) and \( F \) hold. This amounts to defining, often implicitly, nonlinear operators and showing their differentiability with the implicit function theorem.
In order to highlight our results before the technicalities and to come soon to our main theorem (Theorem 1.13), we have opted for the following structure for the remainder of the paper. Section 1 is devoted to the presentation of both existing results from the literature and our main results in a precise mathematical setting and in Section 2 we elaborate proofs of our main results. In each of these two sections each subsection refers to one step of the discussed top down approach. In particular Section 2.1 contains the proofs of Section 1.1, Section 2.2 the proofs of Section 1.2 etc.. We close the paper with a discussion section.

1 Existing results and main results of the paper

1.1 Differential equations with state dependent delay

Conditions for existence and uniqueness of a noncontinuable solution for differential equations with state dependent delay are given in [15]. We start by summarizing these results. For \( n \in \mathbb{N} \) we will use the Banach spaces
\[
(C([a, b], \mathbb{R}^n), \| \cdot \|), \quad \| \phi \| := \max_{\theta \in [a, b]} |\phi(\theta)|,
\]
\[
(C^1([a, b], \mathbb{R}^n), \| \cdot \|_1), \quad \| \phi \|_1 := \| \phi \| + \| \phi' \|.
\]

Next, we define \( C := C([-h, 0], \mathbb{R}^n) \) and \( C^1 := C^1([-h, 0], \mathbb{R}^n) \) for some \( h \in (0, \infty) \). Let
\[
U \subset C^1 \text{ open, } \quad f : U \rightarrow \mathbb{R}^n.
\]
Then we can define solutions for DDE:

**Definition 1.1.** For any \( \phi \in U \), a solution on \( [-h, t_*] \), for some \( t_* \in (0, \infty) \), of the initial value problem (IVP)
\[
x_0 = \phi, \quad x'(t) = f(x_t), \quad t > 0
\]
is a continuously differentiable function \( x : [-h, t_*] \rightarrow \mathbb{R}^n \), which satisfies \( x_t \in U \) for all \( t \in (0, t_*) \) as well as the IVP.

Solutions on closed intervals \( [-h, t_*] \), \( t_* > 0 \) are defined analogously. A necessary condition for the unique solvability of IVPs is that initial data are restricted to the closed set
\[
X = X(f) := \{ \phi \in U : \phi'(0) = f(\phi) \}.
\]

So naturally one requires that \( f \) is chosen in a way that \( X = X(f) \) is nonempty. Moreover the following smoothness condition (S) is appropriate:

(S1) \( f : U \rightarrow \mathbb{R}^n \) is continuously differentiable,

(S2) each derivative \( Df(\phi), \phi \in U \) extends to a linear map \( D_x f(\phi) : C \rightarrow \mathbb{R}^n \)

(S3) the following map is continuous
\[
U \times C \rightarrow \mathbb{R}^n, \quad (\phi, \chi) \mapsto (D_x f)(\phi)\chi.
\]
We can then rephrase parts of Theorem 3.2.1 in [15] as

**Theorem 1.2.** (Local semiflow) Suppose that \( f \) satisfies (S) and is such that \( X \) is nonempty. Then \( X \) is a continuously differentiable submanifold of \( U \) with codimension \( n \). Moreover, for each \( \phi \in X \) there exists some \( t_\phi > 0 \) and a unique noncontinuable solution \( x^\phi : [-h, t_\phi) \longrightarrow \mathbb{R}^n \) of the IVP. All segments \( x^\phi_t, t \in [0, t_\phi) \), belong to \( X \) and for \( \Omega := \{(t, \phi) : t \in [0, t_\phi), \phi \in X\} \)

the map

\[ S : \Omega \longrightarrow X; \quad S(t, \phi) := x^\phi_t \]

defines a continuous semiflow.

By the existence of a local semiflow we shall mean that the conditions in the conclusions of the previous theorem hold. For \( \phi \in X \), we denote by \( I_\phi := [0, t_\phi) \) maximal intervals of existence of \( x^\phi_t \).

Proposition VII 2.2 in [9] states some properties of semiflows on metric spaces in a context in which completeness of the metric space is assumed. See also the earlier Section II 10 in Amann [3] on flows. The following result is an application of part (iii) of the proposition to \( X \). We do not know whether \( X \) is complete (we know that it is closed in the relative topology of the open set \( U \)) but for Proposition VII 2.2 (iii) in [9] completeness is not necessary and the proof needs not to be changed if one drops the completeness assumption, see also Figure 2 (left).

**Lemma 1.3.** Suppose that there exists a local semiflow on \( X \). Let \( \phi \in X \) and assume that \( t_\phi < \infty \). Then, for any \( W \subset X \) compact there exists some \( t_W \), such that \( x_t \notin W \) for all \( t \in [t_W, t_\phi) \).

For non-autonomous functional differential equations with functionals that are defined on \( C \)-open subsets of \( C \) and \( C \)-completely continuous Theorem 2.3.2 in [13] is a variant of this statement in which the assumption of compact sets is relaxed to closed and bounded sets, see Figure 2 (right). Also in our setting we obtain such a result if we add more smoothness assumptions:
Definition 1.4. A functional $A : U \to \mathbb{R}^{n \times m}$ is called (Lb) (where $L$ stands for Lipschitz and $b$ for bounded) if for any $C^1$-bounded set $B \subset U$ there exists some $L_B \geq 0$, such that

$$|A(\phi_1) - A(\phi_2)| \leq L_B \|\phi_1 - \phi_2\|,$$

for all $\phi_1, \phi_2 \in B$.

We identify $\mathbb{R}^{n \times 1}$ and $\mathbb{R}^n$.

Remark 1.5. Note the $C$-norm on the right hand side. For $\mathbb{R}^n$-valued functionals the property is stronger than the corresponding local property in [23], which would be implied by (S2-S3), and stronger than the property being almost locally Lipschitz in [19]. In [15] (Lb) is defined for $\mathbb{R}^n$-valued functionals and used to show compactness of the maps $t \to S(t, \cdot)$ for $t \geq h$.

If for $f$ there exists a local semiflow let us denote by

$$T_\phi := \{x_t^\phi : t \in I_\phi \} \subset C^1$$

the trajectory of $\phi \in X$. We denote by $\overline{A}$ the closure of a set $A$. Our main result for general differential equations with state dependent delay can then be formulated as

Theorem 1.6. Suppose that there exists a local semiflow and that $f$ is (Lb). Let $\phi \in X$ be such that $T_\phi \subset U$ and $t_\phi < \infty$. Then for all $C^1$-closed and $C^1$-bounded $L \subset U$ there exists some $t_L < t_\phi$, such that $x_t \notin L$ for all $t \in [t_L, t_\phi)$.

A consequence is a sufficient criterion for global existence:

Corollary 1.7. Suppose that there exists a local semiflow and that $f$ is (Lb). Let $\phi \in X$ be such that $T_\phi$ is $C^1$-bounded and $T_\phi \subset U$, then $t_\phi = \infty$, i.e., the solution is global.

To prove this, simply assume that $t_\phi < \infty$ and apply Theorem 1.6 to $L := \overline{T_\phi}$, which produces the contradiction that $x_{t_L} \notin L = T_\phi$ for some $t_L < t_\phi$.

1.2 Variation of constants formula

In what follows we study the equation (0.4), where $A : U \to \mathbb{R}^{n \times n}$ is diagonal-matrix-valued, i.e., $(A)_{ij} := \delta_{ij} a_i$.

$$\delta_{ij} := \begin{cases} 1, & i = j, \\ 0, & i \neq j, \end{cases}$$

for $1 \leq i, j \leq n$ is the Kronecker-delta and $a, b : U \to \mathbb{R}^n$ are given. Note that for $\phi \in U$, $x \in \mathbb{R}^n$ and $\{e_1, \ldots, e_n\}$ the standard basis of $\mathbb{R}^n$, we have $A(\phi)x = \sum_{i=1}^n e_i a_i(\phi)x_i$. If we define

$$f(\phi) := A(\phi)\phi(0) + b(\phi) = \sum_{i=1}^n e_i a_i(\phi)\phi_i(0) + b(\phi),$$

the DDE $x'(t) = f(x_t)$ becomes (0.4). For this type of equations we show a variation of constants formula that will be useful for showing $C^1$-boundedness and nonnegativity of the trajectory.
Lemma 1.8. (Variation of constants formula) Suppose that for \( \phi \in U \) there exists a solution \( x \) on \([-h, t_\star]\) of (0.4). Then \( x \) satisfies

\[
x(t) = e^{\int_0^t A(x_s)ds} \left[ \phi(0) + \int_0^t e^{-\int_0^s A(x_r)dr} b(x_s)ds \right], \quad t \in [0, t_\star)
\]

with \((e^{\int_0^t A(x_s)ds})_{ij} = \delta_{ij}e^{\int_0^t a_i(x_s)ds}\).

To guarantee that \( T_\phi \subset U \) one should make further assumptions on \( a, b \) and \( U \), so to keep some generality, in the present setting we keep \( T_\phi \subset U \) as an assumption. We now have \( X = \{ \phi \in U : \phi'(0) = A(\phi)\phi(0) + b(\phi) \} \).

Theorem 1.9. Suppose that \( X \neq \emptyset \) and \( a \) and \( b \) fulfill the smoothness condition \((S)\), then there exists a local semiflow. Let now additionally \( a \) and \( b \) be \((Lb)\), map \( C^1\)-bounded subsets of \( U \) on bounded sets and for some \( \phi \in X \) let \( a \), \( b \) and \( x \) fulfill the boundedness property

\[(B) \text{ there exist } K_1, K_2 \geq 0, \text{ such that } |a(x_s^\phi)| \leq K_1, |b(x_s^\phi)| \leq e^{K_2 s}, \text{ for all } s \in (0, t_\phi).\]

If moreover \( T_\phi \subset U \), then \( t_\phi = \infty \), i.e., the solution is global.

The proof that we will give can be outlined as follows: The condition that \( a \) and \( b \) fulfill \((S)\) implies that \( f \) fulfills \((S)\) and Theorem 1.2 can be applied. The property \((Lb)\) and the condition that \( a \) and \( b \) map \( C^1\)-bounded subsets of \( U \) on bounded sets imply that \( f \) is \((Lb)\). \((B)\) will be used to estimate the trajectory with the variation of constants formula and Corollary 1.7 can be applied.

1.3 A DDE describing stem cell maturation

In the following, we show how the assumed conditions for \( a \) and \( b \) can be satisfied if \( a \) and \( b \) are specified such that (0.4) describes the maturation process of stem cells as modeled in the introduction. Let \( I \subset \mathbb{R} \), \( I \neq 0 \) be open. We will use the following notation and definitions:

\[
C[a, b] := C([a, b], \mathbb{R}), \quad C^1[a, b] := C^1([a, b], \mathbb{R}), \quad M := C^1([-h, 0], I), \quad U := C^1[-h, 0] \times M, \quad \mathbb{R}^m_+ := \{ x \in \mathbb{R}^m : x_i \geq 0, i = 1, \ldots, m \}, \quad m \in \mathbb{N}.
\]

Hence, also \( M \) and \( U \) are open and \( \mathbb{R}^m_+ \) is the nonnegative cone of \( \mathbb{R}^m \). We now focus on \( n = 2 \) and on delays \( \tau \) that are allowed to depend on exactly the second of the two components. Suppose that

\[
\beta : I \longrightarrow \mathbb{R}_+, \quad q : I \longrightarrow \mathbb{R}, \quad \tau : M \longrightarrow [0, h], \quad \mathcal{F} : M \longrightarrow \mathbb{R}_+, \quad \mu \geq 0.
\]

Note that since \( \tau(M) \subset [0, h] \), for \( \varphi \in C^1[-h, 0] \) and \( \psi \in M \) the evaluation \( \varphi(\tau(\psi)) \) is well-defined and \( \psi(\tau(\psi)) \in I \) holds. Then we define

\[
a(\varphi, \psi) := (q(\psi(0)), -\mu) \quad \text{and} \quad b(\varphi, \psi) := (0, \beta(\psi(\tau(\psi)))) \varphi(\tau(\psi)) \mathcal{F}(\psi).
\]

1.7 can be applied.
It follows that
\[ f(\varphi, \psi) = \left( \begin{array}{c} q(\psi(0)\varphi(0)) \\ \beta(\psi(-\tau(\psi)))\varphi(-\tau(\psi))F(\psi) - \mu\psi(0) \end{array} \right). \] (1.7)

If we define \( x = (w, v) \) the equation \( x'(t) = f(x) \) yields \( 0.1 \). We first guarantee that \( X \neq \emptyset \). We assume that \( 0 \in I \), as this guarantees that \( 0 \in M \) and \( 0 \in U \). Then, as \( f(0) = 0 \), we also have that \( 0 \in X \), hence \( X \neq \emptyset \). Similarly one can show that if there exists a nontrivial equilibrium, the corresponding constant function also lies in \( X \). We rewrite the variation of constants formula for a given \( \phi = (\varphi, \psi) \in X \) and for a given solution \((w, v)\) for \( t \in [0, t_\phi)\) as
\[
\begin{align*}
w(t) &= \varphi(0)e^\int_0^t q(v(s))ds, \\
v(t) &= e^{-\mu t}[\psi(0) + \int_0^t e^{\mu s}\beta(v(s-\tau(v_s)))F(v_s)w(s-\tau(v_s))ds].
\end{align*}
\] (1.8)

To get global existence we would like to guarantee that the closure of the trajectory lies in \( U = C^1([-h, 0] \times M \). This can be done if we allow for a large range \( I \) for the functions in \( M \). This leads us to assume that \( I = (R_-, \infty) \), for some \( R_- < 0 \).

**Theorem 1.10.** Suppose that \( I \subset \mathbb{R} \) open, \( 0 \in I \) and \( M = C^1([-h, 0], I) \). Let \( \beta, q, \tau, F \) and \( \mu \) be as in \( 1.4 \), suppose that \( \beta \) and \( q \) are continuously differentiable and \( \tau \) and \( F \) satisfy (S). Then the following properties hold:

(a) For the DDE describing stem cell maturation \( 0.1 \) there exists a local semiflow \( S \) on \( \Omega \) in the sense of Theorem 1.2.

(b) If additionally \( I = (R_-, \infty) \) for some \( R_- < 0 \), \( \tau \) and \( F \) are \( (Lb) \), \( F \) is bounded, \( \beta \) and \( q \) are bounded and Lipschitz on bounded sets, then for \( (t, \phi) \in \Omega \) and \( \phi \in C^1([-h, 0], \mathbb{R}^2_+) \) one has \( S(t, \phi) \in C^1([-h, 0], \mathbb{R}^2_+) \) and \( t_\phi = \infty \), i.e., nonnegative initial conditions yield nonnegative global solutions.

### 1.4 Specification of \( \tau \) and \( F \)

We denote open balls by \( B(x_0, b) := \{ x \in \mathbb{R} : |x - x_0| < b \} \) for some \( x_0 \in \mathbb{R} \) and some \( b > 0 \). The following result is a corollary of the Picard-Lindelöf theorem and we shall refer to it as the Picard-Lindelöf theorem. It is our specification of the delay, see Figure 1 for visualization.

**Theorem 1.11.** (Picard-Lindelöf theorem) Let \( I \subset \mathbb{R} \) be open, \( I \neq \emptyset \). Suppose that there exist real positive numbers \( x_1, x_2, b, K \) and \( \varepsilon \) and a function \( g \) with the following properties

(i) \( g : \overline{B(x_2, b)} \times I \to \mathbb{R} \) is continuous,

(ii) \( g \) is uniformly Lipschitz with constant \( K_b \) in the first argument,

(iii) \( \varepsilon \leq g(x, y) \leq K \) for \( (x, y) \in \overline{B(x_2, b)} \times I \) and \( x_2 - x_1 \in (0, \frac{b}{K} \varepsilon) \).

Then for all \( \psi \in C^1([-\frac{h}{K}, 0], I) \) there exists a unique \( y(\psi) = y(\cdot, \psi) \in C^1[0, \frac{h}{K}] \) with \( y([0, \frac{h}{K}], \psi) \subset \overline{B(x_2, b)} \) and
\[
\begin{align*}
y'(s) &= -g(y(s), \psi(-s)), \quad s > 0, \\
y(0) &= \frac{x_2}{x_2}.
\end{align*}
\] (1.10)

Moreover there exists a unique \( \tau = \tau(\psi) \in (0, \frac{b}{K}) \), such that \( y(\tau, \psi) = x_1 \).
Note that condition (iii) implies that \( x_1 \in B(x_2, b) \).

**Remark 1.12.** Note that as \( g \) is continuous, for \( a \in (0, h) \) the function

\[
B(x_2, b) \times [0, a] \to \mathbb{R} \\
(y, s) \mapsto -g(y, \psi(-s))
\]

is continuous on a compact set and thus bounded. Hence, for a fixed \( \psi \) the boundedness of \( g \) does not have to be assumed. We assume it nevertheless as we would like to have an interval of existence that is uniform for all \( \psi \).

To achieve that \( \tau \) fulfills (S), we sharpen the assumptions of the previous theorem. More precisely, we will assume that \( g \) satisfies property (G): There exist numbers \( x_1, x_2, b, K, \varepsilon \in \mathbb{R} \) and an open interval \( J \) with

(G1) \( B(x_2, b) \subset J \) and \( (g \) can be extended such that) \( g : J \times I \to \mathbb{R} \) is \( C^1 \),

(G2) \( |\partial_1 g(x, y)| < \frac{K}{b} \) for all \( (x, y) \in B(x_2, b) \times I \),

(G3) \( 0 < \varepsilon \leq g(x, y) \leq K \) for \( (x, y) \in B(x_2, b) \times I \) and \( x_2 - x_1 \in (0, \frac{K}{b} \varepsilon) \).

We specify the population growth factor for a given maturation rate \( d \), using the ingredients \( \tau \) and \( g \) obtained via the Picard-Lindelöf theorem, as

\[
\mathcal{F}(\psi) = e^{\int_0^{\tau(\psi)} d(y(s, \psi), \psi(-s))} ds.
\]

We now formulate the main result of this paper.

**Theorem 1.13.** Let \( I \subset \mathbb{R}, I \neq \emptyset \) be open. Suppose that \( g \) satisfies (G). Let \( h := \frac{b}{K} \). Then the following statements hold:

(a) By the Picard-Lindelöf theorem for any \( \psi \in M = C^1([h, 0], I) \) there exists a unique \( y = y(\cdot, \psi) \in C^1[0, h] \) with \( y([0, h], \psi) \subset B(x_2, b) \) and a unique \( \tau = \tau(\psi) \in [0, h] \), such that \( y(\tau, \psi) = x_1 \). Moreover \( \tau \) satisfies (S).

(b) Let additionally \( d : J \times I \to \mathbb{R} \) be \( C^1 \), then also \( \mathcal{F} \) satisfies (S).

(c) Suppose that moreover \( 0 \in I, \beta, q \) and \( \mu \) are as in (1.4) and \( f \) is as in (1.7). Then \( f \) induces a local semiflow \( S \) on \( \Omega \).

(d) Suppose that additionally \( I = (R_-, \infty) \), and that the sets

\[
d(B(x_2, b) \times I), \partial_1 g(B(x_2, b) \times A), \text{ and } \partial_1 d(B(x_2, b) \times A), i = 1, 2,
\]

are bounded, whenever \( A \subset I \) is bounded and that \( \beta \) and \( q \) are bounded and Lipschitz on bounded sets. Let \( (t, \phi) \in \Omega \) and \( \phi \in C^1([-h, 0], \mathbb{R}^+_2) \), then \( S(t, \phi) \in C^1([-h, 0], \mathbb{R}^+_2) \) and \( t_\phi = \infty \), i.e., nonnegative initial conditions yield nonnegative global solutions.

2 Proofs of Section 1

2.1 Differential equations with state dependent delay - proofs of 1.1

To prove that in case of a finite existence interval closed and bounded sets are left for good (Theorem 1.6) we will apply the existing result that compact sets are left for good (Lemma
A further useful tool is the following result on $C^1$-compactness that is a straightforward corollary (which we state without proof) of the Arzela-Ascoli theorem. For $A \subset C^1$, we denote by $A' := \{f' : f \in A\} \subset C$ the set of derivatives of $A$.

**Lemma 2.1.** If $A \subset C^1$ is $C^1$-bounded and $A$ and $A'$ are equicontinuous, then $A$ is relatively $C^1$-compact.

**Proof of Theorem 1.6.** Let $\phi \in X$ and $L \subset U$ be $C^1$-closed and $C^1$-bounded. Choose $r$, such that $\psi \notin L$, whenever $\|\psi\| \geq r$ or $\|\psi'\| \geq r$. We first consider the case that $x$ is unbounded. By its continuity $x$ is bounded on $[-h, t_\phi - h]$. From the unboundedness of $x$ it then follows that there exists some $t_N \in [t_\phi - h, t_\phi)$, such that $|x(t_N)| \geq r$. Let $t \in [t_N, t_\phi)$. Then

$$|x_t| = \sup_{\theta \in [-h, 0]} |x(t + \theta)| \geq |x(t_N)| \geq r.$$ 

Thus $x_t \notin L$. Hence, the conclusion of the theorem holds. Now we assume that $x$ is bounded on $[-h, t_\phi)$. Choose $M_1 > 0$, such that $\|x_t\| \leq M_1$ for all $t \in I_\phi$. Thus, $T_\phi$ is $C^1$-bounded. Next, we consider the case that $x'$ is unbounded. By its continuity $x'$ is bounded on $[-h, t_\phi - h]$. From the unboundedness of $x'$ it then follows that there exists some $t_N \in [t_\phi - h, t_\phi)$, such that $|x'(t_N)| \geq r$. Let $t \in [t_N, t_\phi)$. Then

$$|x'_t| = \sup_{\theta \in [-h, 0]} |x'(t + \theta)| \geq |x'(t_N)| \geq r.$$ 

Thus $x_t \notin L$ and again the conclusion of the theorem holds. Hence, we should consider the case that there is some $M_2 > 0$, such that $\|x'_t\| \leq M_2$ for all $t \in I_\phi$. It follows that $T'_\phi$ is $C^1$-bounded and thus $T_\phi$ is $C^1$-bounded. From the boundedness of $x'$ we can conclude that there exists some $M_3 > 0$, such that

$$|x'(t)| \leq M_3$$ 

for all $t \in I_\phi$.

Hence for $t_1 \geq t_2 \geq 0$ one has

$$|x(t_1) - x(t_2)| \leq \int_{t_2}^{t_1} |x'(t)|dt \leq M_3|t_1 - t_2|$$

and thus $x$ is uniformly continuous on $I_\phi$ and thus also on $[-h, t_\phi)$. It follows that $T_\phi$ is equicontinuous. As $f$ is (Lb) and $x'$ is bounded, we know that for $t \geq s > 0$

$$|x'(t) - x'(s)| = |f(x_t) - f(x_s)| \leq LT_\phi\|x_t - x_s\|$$

$$= LT_\phi \sup_{\theta \in [-h, 0]} |x(t + \theta) - x(s + \theta)|$$

$$= LT_\phi \sup_{\theta \in [-h, 0]} \int_{s+\theta}^{t+\theta} |x'(\sigma)| d\sigma \leq LT_\phi b|t - s|$$

for some constant $b$. Thus $x'$ is uniformly continuous on $I_\phi$ and thus also on $\overline{T_\phi}$. Hence, $T'_\phi$ is equicontinuous. We have shown that $T_\phi$ satisfies the assumptions of Lemma 1.3. Hence, $T'_{\phi}$ is $C^1$-compact. The assumption $T_{\phi} \subset U$ and the continuity of $f$ imply that $T_{\phi} \subset X$. ThenLemma 1.3 implies the existence of some $t_{T_{\phi}}$, such that $x_t \notin T_{\phi}$ for all $t \in [t_{T_{\phi}}, t_\phi)$, which is a contradiction. \[\square\]
2.2 Variation of constants formula - proofs of 1.2

To show existence of a local semiflow it remains to guarantee that \( f(\phi) = A(\phi)\phi(0) + b(\phi) \) satisfies (S):

**Lemma 2.2.** Suppose that \( a \) and \( b \) satisfy (S), then so does \( f \) and

\[
\begin{align*}
Df(\phi)\chi &= A(\phi)\chi(0) + \phi(0)DA(\phi)\chi + Db(\phi)\chi \\
(\delta_{ij}Da_i(\phi))_{ij} &= \delta_{ij}Da_i(\phi)\chi_i
\end{align*}
\]

for \( \phi \in U, \chi \in C^1 \). The extension \( D_e f \) required in (S) is obtained by replacing \( DA(\phi) \) and \( Db(\phi) \) by \( Da(\phi) \) and \( Db(\phi) \), where \( (Da(\phi))_{ij} = \delta_{ij}Da_i(\phi)\chi_i \).

**Proof.** Define \( z : U \to \mathbb{R}^n; \phi \mapsto \phi(0) \). Then \( z \) is \( C^1 \) with \( Dz(\phi)\chi = \chi(0) \) and this formula can also define an extension \( D_e z(\phi) \) to \( C \). One easily checks that

\[
U \times C \to \mathbb{R}^n; (\phi, z) \mapsto D_e z(\phi)\chi
\]

is continuous. Thus, \( z \) satisfies (S). As so do \( a \) and \( b \) it follows from the sum- and product rules of differentiation and continuity that \( f \) satisfies (S) and has the derivatives and extensions as claimed.

To show global existence we first guarantee that \( f \) is (Lb). The proof of the following result is straightforward and we omit it.

**Lemma 2.3.** If \( f_1, f_2 : U \to \mathbb{R}^{n \times m} \) are (Lb), then so is \( f_1 + f_2 \). If additionally \( f_1 \) and \( f_2 \) map \( C^1 \)-bounded subsets of \( U \) on bounded sets, then \( f_1 \cdot f_2 \) is (Lb).

A consequence is

**Lemma 2.4.** If \( a \) and \( b \) are (Lb) and map \( C^1 \)-bounded subsets of \( U \) on bounded sets then \( f \) is (Lb).

**Proof.** By definition of \( A \) and the hypothesis it follows that \( A \) is (Lb) and maps \( C^1 \)-bounded subsets of \( U \) on bounded sets. Then, by Lemma 2.3, \( f \) is (Lb).

Next, to estimate the trajectory we show that the variation of constants formula holds.

**Proof of Lemma 1.8** Define \( y(t) := e^{-\int_0^t A(x_s)ds}x(t), \quad t \in [0, t_*) \). By the solution properties of \( x \) and the product rule of differentiation we get that \( y \) is \( C^1 \) on \( [0, t_*) \). For \( t \in [0, t_*) \) one has

\[
y'(t) = -A(x_t)e^{-\int_0^t A(x_s)ds}x(t) + e^{-\int_0^t A(x_s)ds}x(t)
\]

\[
= -A(x_t)e^{-\int_0^t A(x_s)ds}x(t) + e^{-\int_0^t A(x_s)ds}[A(x_t)x(t) + b(x_t)]
\]

\[
= e^{-\int_0^t A(x_s)ds}b(x_t).
\]

It follows that

\[
y(t) = \int_0^t e^{-\int_0^s A(x_\sigma)ds}b(x_\sigma)ds + \phi(0), \quad t \in [0, t_*).
\]

We use the definition of \( y \) and get the desired result.
Lemma 2.5. Suppose that there exists a local semiflow, that for some \( \phi \in X \) one has \( t_\phi < \infty \) and that \( a, b \) and \( x \) fulfill the boundedness property (B), then \( T_\phi \) is \( C^1 \)-bounded.

Proof. With the variation of constants formula we can estimate

\[
|x(t)| \leq \|\phi\|1 e^{\int_0^t A(x_s)ds} + |e^{\int_0^t A(x_s)ds} \int_0^t e^{-\int_0^\sigma A(x_\sigma)ds} b(x_\sigma)ds|
\]

\[
\leq \|\phi\|1 e^{\int_0^t |a(x_s)|ds} + \int_0^t e^{\int_\sigma^t |a(x_\sigma)|ds} |b(x_\sigma)|ds.
\]

With the assumed boundedness properties of \( a \) and \( b \) and since \( t_\phi < \infty \) it follows that \( \{x(t) : t \in I_\phi\} \) is bounded. Next, we can estimate the expression

\[
|x'(t)| = |A(x_t)x(t) + b(x_t)|
\]

using the conditions imposed on \( a \) and \( b \) and the boundedness of \( x \). As \( \phi \in U \subset C^1 \), we also have boundedness of \( x \) and \( x' \) on \([-h,0]\) and it follows that \( T_\phi \) is \( C^1 \)-bounded.

Now we are ready to apply the results for general differential equations with state dependent delay to show local and global existence for (0.4).

Proof of Theorem 1.9. As \( a \) and \( b \) satisfy (S), so does \( f \) and the first statement follows by Theorem 1.2. Next, note that under the conditions of the theorem we have guaranteed that \( f \) is (Lb). Suppose now that \( \phi \in X \) with \( t_\phi < \infty \). Then, by Lemma 2.5, \( T_\phi \) is \( C^1 \)-bounded. As \( T_\phi \subset U \) is supposed, we get \( t_\phi = \infty \) with Corollary 1.7.

2.3 A DDE describing stem cell maturation - proofs of 1.3

2.3.1 Noncontinuable solutions

We guarantee that the conditions of Theorem 1.9 hold. First we guarantee that \( a \) and \( b \) as defined in 1.5, 1.6 satisfy (S).

Proposition 2.6. Let \( \beta, q, \tau, F \) and \( \mu \) be as in 1.4, suppose that \( \beta \) and \( q \) are continuously differentiable and that \( \tau \) and \( F \) satisfy (S) on \( M \). Then \( a \) and \( b \) satisfy (S) on \( U \). For \((\varphi, \psi) \in U \) and \( \chi, \xi \in C^1[-h,0] \), one has

\[
Da(\varphi, \psi)(\chi, \xi) = (q'(\psi(0))\xi(0), 0),
\]

\[
Db(\varphi, \psi)(\chi, \xi) = D(b_1, b_2)(\varphi, \psi)(\chi, \xi), \text{ where}
\]

\[
Db_1(\varphi, \psi)(\chi, \xi) = 0,
\]

\[
Db_2(\varphi, \psi)(\chi, \xi) =\]

\[
\varphi(-\tau(\psi))F(\psi)\beta'(\psi(-\tau(\psi)))\xi(-\tau(\psi)) - \psi'(\tau(\psi))D\tau(\psi)\xi]
+ \psi(\tau(\psi))F(\psi)\beta(\psi(-\tau(\psi)))(\chi(-\tau(\psi)) - \varphi'(\tau(\psi))D\tau(\psi)\xi]
+ \beta(\psi(-\tau(\psi)))(\varphi(-\tau(\psi))DF(\psi)\xi).
\]

One gets the extensions \( D_ea \) and \( D_eb \) if one replaces \( D\tau(\psi) \) and \( DF(\psi) \) by the respective extensions.
To prove these results we introduce the evaluation operator,

\[ Ev : M \times [-h, 0] \rightarrow \mathbb{R} \]

\[ (\phi, s) \mapsto \phi(s). \]

Here \( M \) can be an arbitrary open subset of \( C^1[-h, 0] \). It is shown in [15, p 481] that \( Ev \) is continuously differentiable with

\[ D_1 Ev(\phi, s) \chi = Ev(\chi, s), \quad D_2 Ev(\phi, s) 1 = \phi'(s). \]

Then one can use the identity

\[ Ev \circ (id \times -\tau)(\varphi, \psi) = \varphi(-\tau(\psi)) \]

and show continuous differentiability of \( a \) and \( b \) with the chain rule. The rest of the proof is standard. The result was shown in [2] for the case where \( I \) is a bounded open interval. In summary we have

**Proposition 2.7.** Suppose that \( \beta \) and \( q \) are continuously differentiable, \( \tau \) and \( F \) satisfy (S) and \( X \neq 0 \). Then for \( a \) and \( b \) defined by (1.5–1.6) there exists a local semiflow.

**Proof.** This is a combination of Proposition 2.6 and Theorem 1.9

---

### 2.3.2 Nonnegativity

With the variation of constants formula it is easy to see that the semiflow maps nonnegative times and initial functions to nonnegative functions.

**Lemma 2.8.** Suppose that there exists a local semiflow \( S \) on \( \Omega \) as defined in Theorem 1.2, let \( (t, \phi) \in \Omega \) and suppose that \( \phi \in C^1([-h, 0], \mathbb{R}_2^+) \), then \( S(t, \phi) \in C^1([-h, 0], \mathbb{R}_2^+) \).

**Proof.** Let \( \phi = (\varphi, \psi) \in C^1([-h, 0], \mathbb{R}_2^+) \), \( (t, \phi) \in \Omega \) and set \( x^\phi = (w, v) \). Then \( (w, v) \) satisfies (1.8) by Lemma 1.8 By (1.8) one has \( w(t) \geq 0 \). Nonnegativity of \( \psi, \beta, F \) and \( w \) then imply via (1.9) that \( v(t) \geq 0 \). Hence, \( x^\phi \in C^1([-h, T], \mathbb{R}_2^+) \) for all \( T \in I_\phi \). Thus \( S(t, \phi) = x^\phi_t \in C^1([-h, 0], \mathbb{R}_2^+) \).

---

### 2.3.3 Global solutions

To get global existence via Theorem 1.9 we guarantee that the assumptions of the theorem hold. The boundedness and Lipschitz properties of \( a \) and \( b \) can be shown in a standard way if we suppose that the new model ingredients satisfy corresponding properties:

**Lemma 2.9.** Suppose that \( \tau \) and \( F \) are (Lb), \( F \) is bounded, \( \beta \) and \( q \) are bounded on bounded sets and Lipschitz on bounded sets, then \( a \) and \( b \) defined in (1.5–1.6) are (Lb) and bounded on \( C^1 \)-bounded sets.
Proof. Let \( B \subset U \) be \( C^1 \)-bounded. First note that \( \{ \psi(0) : (\varphi, \psi) \in B \} \) is a bounded subset of \( \mathbb{R} \). As \( q \) is Lipschitz on bounded sets, it follows that \( a \) is \( (L_b) \). As \( q \) is bounded on bounded sets it also follows that \( a \) is bounded on \( C^1 \)-bounded sets. To show the statements for \( b \) we should show them for \( b_2 \), the second component of \( b \). First note that \( \{ \varphi(\tau(\psi)) : (\varphi, \psi) \in B \} \) and \( \{ \psi(\tau(\psi)) : (\varphi, \psi) \in B \} \) are bounded subsets of \( \mathbb{R} \). Next, one can show with the mean value theorem, using differentiability of \( \varphi \) and \( \psi \) and \( C^1 \)-boundedness of \( B \), that the maps from \( U \) to \( \mathbb{R} \) given by

\[
(\varphi, \psi) \mapsto \varphi(-\tau(\psi)) \quad \text{and} \quad (\varphi, \psi) \mapsto \psi(-\tau(\psi))
\]

are \( (L_b) \) and bounded on \( B \). Then \( (\varphi, \psi) \mapsto \varphi(-\tau(\psi))F(\psi) \) is \( (L_b) \) by Lemma 2.3 and maps \( C^1 \)-bounded sets on bounded sets. Hence \( b_2 \) also has these properties.

Lemma 2.10. Suppose that \( \beta, F \) and \( q \) are bounded and that there exists a local semiflow. Then \( a \) and \( b \) satisfy the boundedness property \( (B) \).

Proof. Let \( \phi \in X \) and denote by \( x = x^\phi = (w, v) \) the noncontinuable solution. The boundedness of \( q \) implies the boundedness property of \( a \) that is required in \( (B) \). It remains to show that \( b_2 \) fulfills the corresponding property. For \( t \in (0, t_\phi) \) one has

\[
|b_2(x)| = |\beta(v(t - \tau(v)))w(t - \tau(v))F(v(t))| \leq K_1|w(t - \tau(v))|
\]

for some \( K_1 \geq 0 \). From the variation of constants formula and the boundedness of \( q \) we derive an exponential bound for \( w \). If we continue estimating \( |b_2(x)| \) with this exponential bound, the exponential boundedness property for \( b_2 \) follows.

Proof of Theorem 1.10. (a) follows by Proposition 2.7 and the nonnegativity statement in (b) follows by Lemma 2.8. Global existence follows by Theorem 1.9 and the previous results if we show that \( T_\phi \subset U \). As \( C^1([-h, 0], \mathbb{R}_+^2) \) is \( C^1 \)-closed and as, by our nonnegativity results and the assumption \( I = (R_-, \infty) \), we have \( T_\phi \subset C^1([-h, 0], \mathbb{R}_+^2) \subset U \), we have indeed \( T_\phi \subset U \).

2.4 Specification of \( \tau \) and \( F \) - proofs of 1.4

In this section we guarantee that \( \tau \) and \( F \) satisfy the required smoothness properties.

2.4.1 Noncontinuable solutions

We first show that the ODE induced by \( g \) has a solution \( y \) and then use this solution to define the delay.

Proof of Theorem 1.11 (Picard-Lindelöf theorem). Choose \( \psi \in C^1([-\frac{b}{K}, 0], I) \) and define

\[
f : [0, \frac{b}{K}] \times \overline{B(x_2, \nu)} \rightarrow \mathbb{R}; \quad f(s, y) := -g(y, \psi(-s)).
\]
Then $K$ is a bound for $|f(s, y)|$ and $f$ is continuous. Moreover, $f$ is uniformly Lipschitz with constant $K/b$ in the second argument. Then, the Picard-Lindelöf theorem (see e.g. Theorem II.1.1 in [14]) implies the first statement. Next, integration of the ODE yields

$$y(t, \psi) = x_2 - \int_0^t g(y(s, \psi), \psi(-s))ds. \quad (2.1)$$

Then the second statement follows from the intermediate value theorem applied to $t \mapsto y(t, \psi)$ when using condition (iii).

For the following exposition we assume that $g$ satisfies (G). If we use that $y(\tau, \psi) = x_1$, we get that

$$x_2 - x_1 = \int_0^{\tau(\psi)} g(y(s, \psi), \psi(-s))ds \quad (2.2)$$

and, as we will see, $D\tau(\psi)$ can be defined by differentiating this equation with respect to $\psi$. To apply the implicit function theorem, we define a map on an open domain via

$$G : M \times C^1([0, h], J) \rightarrow C^1[0, h]$$

$$(\psi, y) \mapsto G(\psi, y)$$

$$G(\psi, y)(t) := y(t) + \int_0^t g(y(s, \psi), \psi(-s))ds.$$ 

By the Picard-Lindelöf theorem for any $\psi \in M$ the equation

$$G(\psi, y) = x_2 \quad (2.3)$$

as an identity in $C^1[0, h]$ has a solution

$$y(\psi) = y(\cdot, \psi) \in C^1([0, h], B(x_2, b)) \subset C^1([0, h], J).$$

To show that $G$ is $C^1$ we use the following technical result.

**Lemma 2.11.** Let $E$ be an open interval, $a, b \in \mathbb{R}$, $0 \leq c \leq 1$. For any $\overline{\psi} \in M_E := C^1([a, b], E)$ there exists some $d = d(\overline{\psi})$, such that for all $\delta \in (0, d]$

$$A_\delta := \{\overline{\psi}(s) + \theta(\psi(s) - \overline{\psi}(s)) : s \in [a, b], \theta \in [c, 1], \psi \in M_E, \|\psi - \overline{\psi}\|_1 \leq \delta\}$$

is a compact subset of $E$.

**Proof.** Let $\overline{\psi} \in M_E$. By the openness of $E$ and the compactness of $[a, b]$ with

$$d(\overline{\psi}) := \begin{cases} \frac{1}{2} \text{dist}(\overline{\psi}([a, b]), \mathbb{R} \setminus E), & \mathbb{R} \setminus E \neq \emptyset, \\ \frac{1}{2}, & \mathbb{R} \setminus E = \emptyset, \end{cases} \quad (2.4)$$

where dist denotes the distance function, we get $d(\overline{\psi}) \in (0, \infty)$ and $A_\delta \subset E$ for all $\delta \in (0, d(\overline{\psi})]$. Now fix some $\delta \in (0, d(\overline{\psi}))$. Then $A_\delta$ is bounded. It remains to show that $A_\delta$ is closed. Let
Remainder 2.12. With a similar proof one can show a variant of the previous result for continuous functions, i.e., the statement with \( C^1([a, b], J) \) replaced by \( C([a, b], J) \) and \( || \cdot ||^1 \) replaced by \( || \cdot || \).

We can use the previous result to show some convergence properties that will in turn help to show differentiability and continuity properties of several operators. In the following we denote by \( k \) an arbitrary function for which we show properties that will be applied to functions of the model and their derivatives.

Lemma 2.13. Suppose that \( k : J \times I \rightarrow \mathbb{R} \) is \( C^1 \). Then the following statements hold:

(a) Fix \( \psi \in M \) and \( \bar{z} \in C^1([0, h], J) \). Then for \( z \in C^1([0, h], J) \)

\[
\sup_{s \in [0, h]} |k(z(s), \psi(-s)) - k(\bar{z}(s), \psi(\bar{s})) - \partial_1 k(\bar{z}(s), \psi(-s))(z(s) - \bar{z}(s))| = o(||z - \bar{z}||^1) \quad \text{as} \quad ||z - \bar{z}||^1 \rightarrow 0.
\]

(b) Fix \( z \in C^1([0, h], J) \) and \( \bar{\psi} \in M \). Then for \( \psi \in M \)

\[
\sup_{s \in [0, h]} |k(z(s), \psi(-s)) - k(z(s), \bar{\psi}(\bar{s})) - \partial_2 k(z(s), \bar{\psi}(\bar{s}))(\psi(s) - \bar{\psi}(s))| = o(||\psi - \bar{\psi}||^1) \quad \text{as} \quad ||\psi - \bar{\psi}||^1 \rightarrow 0.
\]

Proof. By the mean value theorem for \( s \in [0, h] \) there exists some \( \theta \in [0, 1] \), such that

\[
|k(z(s), \psi(-s)) - k(\bar{z}(s), \psi(-s)) - \partial_1 k(\bar{z}(s), \psi(-s))(z(s) - \bar{z}(s))| = |\partial_1 k(\bar{z}(s) + \theta_s(z(s) - \bar{z}(s)), \psi(-s)) - \partial_1 k(\bar{z}(s), \psi(-s))||z(s) - \bar{z}(s)|| \leq ||z - \bar{z}||^1 |\partial_1 k(\bar{z}(s) + \theta_s(z(s) - \bar{z}(s)), \psi(-s)) - \partial_1 k(\bar{z}(s), \psi(-s))|.
\]
In Lemma \ref{lem:compactness} we choose \([a, b] := [0, h], E := J\) and \(c = 0\). Then \(M_E = C^1([0, h], J)\) and we know that there exists some \(d = d(\overline{\tau})\) such that
\[
A_\delta := \{\overline{\tau}(s) + \theta(z(s) - \overline{\tau}(s)) : s \in [0, h], \theta \in [0, 1], z \in M_E, \|z - \overline{\tau}\|_1^1 \leq \delta\}
\]
is compact for all \(\delta \in (0, d(\overline{\tau}))\). Also \(\psi[-h, 0]\) is compact. So \(\partial_t k\) is uniformly continuous on the compact set \(A_\delta \times \psi[-h, 0]\). Then (a) follows from (2.5). The proof of (b) is similar, so we omit it. \(\square\)

**Lemma 2.14.** Let \(k : J \times I \rightarrow \mathbb{R}\) be continuous. Fix \((\overline{\tau}, \overline{\psi}) \in C^1([0, h], J) \times M\), then for \((z, \psi) \in C^1([0, h], J) \times M\) there exists some \(d > 0\), such that for all \(\delta \in (0, d]\) the set
\[
\{(z(s), \psi(-s)) : s \in [0, h], (z, \psi) \in C^1([0, h], J) \times M, \|(z, \psi) - (\overline{\tau}, \overline{\psi})\|_1^1 \leq \delta\}
\]
is compact. Moreover
\[
\sup_{s \in [0, h]} |k(z(s), \psi(-s)) - k(\overline{\tau}(s), \overline{\psi}(-s))|
\]
tends to zero if \(\|z - \overline{\tau}\|_1^1\) and \(\|\psi - \overline{\psi}\|_1^1\) tend to zero.

**Proof.** In Lemma \ref{lem:compactness} choose \([a, b] := [0, h], E := J, c := 1\), then \(M_E = C^1([0, h], J)\) and we know that
\[
A_\delta = \{z(s) : s \in [0, h], z \in C^1([0, h], J), \|z - \overline{\tau}\|_1^1 \leq \delta\}
\]
is compact for all \(\delta\) in a neighborhood of zero. Similarly,
\[
B_\delta = \{\psi(-s) : s \in [0, h], \psi \in M, \|\psi - \overline{\psi}\|_1^1 \leq \delta\}
\]
is compact for all \(\delta\) in a neighborhood of zero. Hence, there exists some \(d > 0\), such that \(A_\delta \times B_\delta\) is compact for all \(\delta \in (0, d]\) and the first statement is shown. Thus the stated limit behavior follows from uniform continuity of \(k\). \(\square\)

**Remark 2.15.** The previous result can be formulated for continuous functions with a similar proof, if one uses a variant of Lemma \ref{lem:compactness} see Remark \ref{rem:compactness}.

In the following, to save brackets, we write \(Ax(t)\) instead of \((Ax)(t)\) to denote evaluated functions in the image of a linear operator. By \(\|\cdot\|_{op}\) we denote operator norms. We are now ready to prove

**Lemma 2.16.** The operator \(G\) is \(C^1\) with derivative \(DG = (\partial_1 G, \partial_2 G)\), where for \((\psi, y) \in M \times C^1([0, h], J)\)
\[
\partial_1 G(\psi, y) : C^1[-h, 0] \rightarrow C^1[0, h],
\partial_1 G(\psi, y)\chi(t) = \int_0^t \partial_2 g(y(s), \psi(-s))\chi(-s)ds,
\partial_2 G(\psi, y) : C^1[0, h] \rightarrow C^1[-h, 0],
\partial_2 G(\psi, y)z(t) = z(t) + \int_0^t \partial_1 g(y(s), \psi(-s))z(s)ds.
\]
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Proof. It is sufficient to show that the partial derivatives \( \partial_1 G(\psi, y) \) and \( \partial_2 G(\psi, y) \) exist and the maps \((\psi, y) \mapsto \partial_i G(\psi, y), \ i = 1, 2 \) are continuous. First, note that \( \partial_1 G(\psi, y) \) is a well-defined bounded linear operator. Then
\[
|G(\psi, y) - G(\overline{\psi}, y) - \partial_1 G(\overline{\psi}, y)(\psi - \overline{\psi})|(t) \leq 
\int_0^t |g(y(s), \psi(-s)) - g(y(s), \overline{\psi}(-s)) - \partial_2 g(y(s), \overline{\psi}(-s))(\psi - \overline{\psi})(-s))|ds.
\]
By Lemma 2.13 (b) the expressions are \( o(\|\psi - \overline{\psi}\|^{1}) \) as \( \|\psi - \overline{\psi}\| \to 0 \) uniformly in \( t \) and thus also
\[
\|G(\psi, y) - G(\overline{\psi}, y) - \partial_1 G(\overline{\psi}, y)(\psi - \overline{\psi})\|
\]
is \( o(\|\psi - \overline{\psi}\|^{1}) \) as \( \|\psi - \overline{\psi}\| \to 0 \). Next,
\[
\left| G(\psi, y) - G(\overline{\psi}, y) - \partial_1 G(\overline{\psi}, y)(\psi - \overline{\psi}) \right|' (s)
\]
\[
= |g(y(s), \psi(-s)) - g(y(s), \overline{\psi}(-s)) - \partial_2 g(y(s), \overline{\psi}(-s))(\psi - \overline{\psi})(-s))|.
\]
Again, the expression is \( o(\|\psi - \overline{\psi}\|^{1}) \) as \( \|\psi - \overline{\psi}\| \to 0 \) uniformly in \( s \). Hence
\[
\left| G(\psi, y) - G(\overline{\psi}, y) - \partial_1 G(\overline{\psi}, y)(\psi - \overline{\psi}) \right|'
\]
is \( o(\|\psi - \overline{\psi}\|^{1}) \) as \( \|\psi - \overline{\psi}\| \to 0 \). Thus, so is
\[
\|G(\psi, y) - G(\overline{\psi}, y) - \partial_1 G(\overline{\psi}, y)(\psi - \overline{\psi})\|^{1}.
\]
This implies partial differentiability in the first argument. Next, we show continuity of \((\psi, y) \mapsto \partial_1 G(\psi, y)\) on \( M \times C^1([0, h], J) \). First,
\[
\left| \partial_1 G(\psi, y) \chi - \partial_1 G(\overline{\psi}, y) \chi \right|(t)
\]
\[
\leq \|\chi\|^1 \int_0^t |\partial_2 g(y(s), \psi(-s)) - \partial_2 g(\overline{\psi}(s), \overline{\psi}(-s))|ds.
\]
The integral tends to zero by Lemma 2.14 if \( \|y - \overline{y}\|^{1} \) and \( \|\psi - \overline{\psi}\| \) tend to zero. Hence for any \( \varepsilon > 0 \), there exists a \( \delta = \delta(\varepsilon, \overline{\psi}, \overline{y}) \), such that
\[
\|\partial_1 G(\psi, y) - \partial_1 G(\overline{\psi}, y)\| \leq \frac{\varepsilon}{2} \|\chi\|^1
\]
for \( \|\psi - \overline{\psi}\| \leq \delta, \|y - \overline{y}\| \leq \delta \). Similarly, one can show that there exists a \( \delta \), such that
\[
\|\partial_1 G(\psi, y) \chi - \partial_1 G(\overline{\psi}, y) \chi \|^{1} \leq \frac{\varepsilon}{2} \|\chi\|^1
\]
for \( \|\psi - \overline{\psi}\| \leq \delta, \|y - \overline{y}\| \leq \delta \) and thus also a \( \delta \), such that
\[
\|\partial_1 G(\psi, y) \chi - \partial_1 G(\overline{\psi}, y) \chi \|^{1} \leq \varepsilon \|\chi\|^1
\]
for \( \|\psi - \overline{\psi}\| \leq \delta, \|y - \overline{y}\| \leq \delta \). It follows that in the operator norm we get
\[
\|\partial_1 G(\psi, y) - \partial_1 G(\overline{\psi}, y)\|_{op} \leq \varepsilon
\]
for \( \|\psi - \overline{\psi}\| \leq \delta, \|y - \overline{y}\| \leq \delta \) and this implies the desired continuity result. Next, note that also \( \partial_2 G(\psi, y) \) is a well-defined bounded linear operator. The proof of partial differentiability and continuity of \((\psi, y) \mapsto \partial_2 G(\psi, y)\) is similar as in the first argument. Thus \( G \) is \( C^1 \). \( \square \)

The next result follows from the theory of linear ODE, in particular the variation of constants formula for ODE.
Lemma 2.17. The operator $\partial_2 G(\psi, y)$ has the bounded linear inverse

\[
\partial_2 G(\psi, y)^{-1} : C^1[0, h] \rightarrow C^1[0, h]
\]
\[
\partial_2 G(\psi, y)^{-1} x(t) = x(0)e^{-\int_0^t \partial_1 g(y(s), \psi(-s))ds} + \int_0^t e^{-\int_s^t \partial_1 g(y(\sigma), \psi(-\sigma))d\sigma} x'(\sigma)ds.
\]

(2.6)

Proof. First, $\partial_2 G(\psi, y)z = x$ for $z, x \in C^1[0, h]$ can be written as

\[
z(t) + \int_0^t K(s)z(s)ds = x(t), \quad K(s) := \partial_1 g(y(s), \psi(-s)),
\]

or equivalently

\[
z'(t) + K(t)z(t) = x'(t), \quad z(0) = x(0),
\]

which can be considered as a linear inhomogeneous ODE in $z$. For such ODE the variation of constants formula yields the $C^1[0, h]$-function

\[
z(t) = x(0)e^{-\int_0^t K(s)ds} + \int_0^t e^{-\int_s^t K(\sigma)d\sigma} x'(\sigma)ds.
\]

One can use this expression to show bijectivity of $\partial_2 G(\psi, y)$ and as a definition of the inverse.

$\square$

Now, we fix $\overline{\psi} \in M$ and denote by $\overline{y}(\psi)$ the solution of (2.3). By Lemma’s 2.16 and 2.17 and the implicit function theorem we know that (2.3) has solutions $y(\psi)$ with $(y, \psi)$ in a neighborhood of $(\overline{y}, \overline{\psi})$. These solutions coincide with the solutions obtained via the Picard-Lindelöf theorem. The new conclusion is that $\psi \mapsto y(\psi)$ is differentiable in a neighborhood of $\overline{\psi}$. In this neighborhood we can differentiate the equation $G(\psi, y(\psi)) = x_0$ with respect to $\psi$ and apply it to $\chi$ from which we conclude that $Dy(\psi) : C^1[-h, 0] \rightarrow C^1[0, h]$,

\[
Dy(\psi)\chi(t) = -\partial_2 G(\psi, y(\psi))^{-1}\partial_1 G(\psi, y(\psi))\chi(t)
\]
\[
= -\int_0^t e^{-\int_0^s \partial_1 g(y(\sigma), \psi(-\sigma))d\sigma} \partial_2 g(y(s, \psi), \psi(-s))\chi(-s)ds.
\]

(2.7)

This formula can also define an extension, such that we can summarize as

Lemma 2.18. The map $y : M \rightarrow C^1[0, h]$ satisfies (S1-S2), i.e., $y$ is $C^1$ with $Dy$ and $Dey$ given by the right hand side of (2.7).

To show that $y$ satisfies (S3), we prove
Lemma 2.19. Let $k : J \times I \to \mathbb{R}, l : \mathbb{R} \to \mathbb{R}$ and $m : C^1([0, h], J) \times M \to C[0, h]$ be continuous maps. Then the following maps are continuous.

$$
C^1([0, h], J) \times M \to C[0, h],
(z, \psi) \mapsto \left[ t \mapsto k(z(t), \psi(-t)) \right],
(2.8)
$$

$$
C^1([0, h], J) \times M \times C[-h, 0] \to C[0, h],
(z, \psi, \chi) \mapsto \left[ t \mapsto \int_0^t m(z, \psi)(s)\chi(-s)ds \right],
(2.9)
$$

$$
C^1([0, h], J) \times M \to C[0, h],
(z, \psi) \mapsto \left[ t \mapsto l \left( \int_0^t k(z(s), \psi(-s))ds \right) \right].
(2.10)
$$

Proof. Continuity of the map (2.8) follows from Lemma 2.14. Next,

$$
|\int_0^t m(z, \psi)(s)\chi(-s)ds - \int_0^t m(z, \psi)(s)\chi(-s)ds| \\
\leq h\|\chi\|\|m(z, \psi) - m(z, \psi)\| + \int_0^h |m(z, \psi)(s)|ds\|\chi - \chi|,
$$

which implies continuity of (2.9). Let now $(z, \psi), (z, \psi) \in C^1([0, h], J) \times M$. By continuity of $t \mapsto k(z(t), \psi(-t))$, we get for $t \in [0, h]$

$$
|\int_0^t k(z(s), \psi(-s))ds| \leq h \sup_{s \in [0, h]} |k(z(s), \psi(-s))|.
$$

Then, by continuity of (2.8) there exist $\delta = \delta(z, \psi) > 0$, $L = L(z, \psi) > 0$ such that

$$
|\int_0^t k(z(s), \psi(-s))ds| \leq L, \text{ for all } t \in [0, h], (z, \psi) \in B((z, \psi), \delta).
$$

Next, $l_{[-L, L]}$ is uniformly continuous. To show continuity of (2.10) it is thus sufficient to show continuity of

$$
C^1([0, h], J) \times M \to C[0, h],
(z, \psi) \mapsto \left[ t \mapsto l \left( \int_0^t k(z(s), \psi(-s))ds \right) \right].
$$

Continuity of (2.9) implies this continuity with $m(z, \psi)(s) := k(z(s), \psi(-s))$ and $\chi \equiv 1$. $\Box$

Continuity of (2.8, 2.10) helps to show

Lemma 2.20. The map

$$
M \times C[-h, 0] \to C[0, h],
(\psi, \chi) \mapsto D_x g(\psi)\chi,
D_x g(\psi)\chi(t) = -\int_0^t e^{-\int_0^s \partial_2 g(y(\sigma, \psi), \psi(-\sigma))d\sigma} \partial_1 g(y(s, \psi), \psi(-s))\chi(-s)ds
(2.11)
$$

is continuous.
Proof. We first show that
\[
C^1([0,h], J) \times M \times C[-h,0] \longrightarrow C[0,h],
\]
\[
(z, \psi, \chi) \mapsto \left[ t \mapsto \int_0^t e^{-\int_0^s \partial_1 g(z(\sigma), \psi(-\sigma))d\sigma} \cdot \partial_2 g(z(s), \psi(-s)) \chi(-s)ds \right]
\]
(2.12)
is continuous. Then (2.11) is continuous as a composition of the above map with the continuous map
\[
M \times C[-h,0] \longrightarrow C^1([0,h], J) \times M \times C[-h,0],
\]
\[
(\psi, \chi) \mapsto (y(\psi), \psi, \chi).
\]
Continuity of (2.12) follows as continuity of a product if we show continuity of the maps
\[
C^1([0,h], J) \times M \times C[-h,0] \longrightarrow C[0,h],
\]
\[
(z, \psi, \chi) \mapsto \left[ t \mapsto e^{-\int_0^t \partial_1 g(z(\sigma), \psi(-\sigma))d\sigma} \right]
\]
(2.13)
and
\[
(z, \psi, \chi) \mapsto \left[ t \mapsto \int_0^t e^{\int_0^s \partial_1 g(z(\sigma), \psi(-\sigma))d\sigma} \partial_2 g(z(s), \psi(-s)) \chi(-s)ds \right].
\]
(2.14)
Continuity of (2.13) and continuity of
\[
C^1([0,h], J) \times M \longrightarrow C[0,h],
\]
\[
(z, \psi) \mapsto \left[ t \mapsto e^{\int_0^t \partial_1 g(z(\sigma), \psi(-\sigma))d\sigma} \right]
\]
(2.15)
follow from the continuity of (2.10). Continuity of (2.15) together with continuity of (2.8) imply continuity of
\[
(z, \psi) \mapsto \left[ t \mapsto e^{\int_0^t \partial_1 g(z(\sigma), \psi(-\sigma))d\sigma} \partial_2 g(z(t), \psi(-t))) \right].
\]
This, together with continuity of (2.9), implies continuity of (2.14). \hfill \Box

Now we can come back to our task of computing \(D\tau(\psi)\) and rewrite (2.2) as
\[
x_2 - x_1 = X(\psi, \tau),
\]
(2.16)
introducing
\[
X : M \times (0,h) \longrightarrow \mathbb{R}
\]
\[
(\psi, \tau) \mapsto X(\psi, \tau) := \int_0^\tau g(y(s, \psi), \psi(-s))ds,
\]
(2.17)
where \(y(s, \psi)\) is obtained from the Picard-Lindelöf theorem. We show via the chain rule that \(X\) is \(C^1\). Let \(p\) denote the projection of a vector on its first component and \(id_E\) the identity map on a set \(E\). We then consider the map
\[
(y \circ p, id_{C^1 \times \mathbb{R}}) : M \times (0,h) \longrightarrow C^1([0,h], J) \times M \times (0,h),
\]
\[
(y \circ p, id_{C^1 \times \mathbb{R}})(\psi, \tau) = (y(\psi), \psi, \tau).
\]
As $y$ is $C^1$, this map is also $C^1$ with derivative
\[
D(y \circ p, id_{C^1 \times \mathbb{R}}) : C^1 \times \mathbb{R} \to C^1([0,h], \mathbb{R}) \times C^1 \times \mathbb{R},
\]
\[
D(y \circ p, id_{C^1 \times \mathbb{R}})(\psi, \tau)(\chi, s) = (Dy(\psi)\chi, \chi, s).
\]

Next, for continuous $k : J \times I \to \mathbb{R}$, we define an integral operator
\[
I^k : C^1([0,h], J) \times M \times (0, h) \to \mathbb{R},
\]

\[
(z, \psi, \tau) \mapsto \int_0^\tau k(z(s), \psi(-s))ds.
\]

(2.18)

Then we can decompose $X$ in the way that
\[
I^g \circ (y \circ p, id_{C^1 \times \mathbb{R}})(\psi, \tau) = I^g(y(\psi), \psi, \tau) = \int_0^\tau g(y(s, \psi), \psi(-s))ds
\]

\[
= X(\psi, \tau).
\]

(2.19)

We denote by $\mathcal{L}(E,F)$ the Banach space of bounded linear operators from a Banach space $E$ into a Banach space $F$. To show that $I^g$ is $C^1$ and for later use, we show

**Lemma 2.21.** Let $k : J \times I \to \mathbb{R}$ be continuous. Then the following operators are continuous:

\[
C^1([0,h], J) \times M \times (0, h) \to \mathcal{L}(C[0,h], \mathbb{R}),
\]

\[
(z, \psi, \tau) \mapsto L^k(z, \psi, \tau),
\]

(2.20)

\[
C^1([0,h], J) \times M \times (0, h) \to \mathcal{L}(C[0,h], \mathbb{R}),
\]

\[
(z, \psi, \tau) \mapsto L^k(z, \psi, \tau),
\]

(2.21)

\[
C^1([0,h], J) \times M \times (0, h) \times C[0,h] \to \mathbb{R},
\]

\[
(z, \psi, \tau, \chi) \mapsto L^k(z, \psi, \tau)\chi,
\]

(2.22)

\[
C^1([0,h], J) \times M \times (0, h) \to \mathcal{L}(C[-h,0], \mathbb{R}),
\]

\[
(z, \psi, \tau) \mapsto J^k(z, \psi, \tau),
\]

(2.23)

\[
C^1([0,h], J) \times M \times (0, h) \to \mathcal{L}(C[-h,0], \mathbb{R}),
\]

\[
(z, \psi, \tau) \mapsto J^k(z, \psi, \tau),
\]

(2.24)

\[
C^1([0,h], J) \times M \times (0, h) \times C[-h,0] \to \mathbb{R},
\]

\[
(z, \psi, \tau, \chi) \mapsto J^k(z, \psi, \tau)\chi,
\]

(2.25)

where $L^k(z, \psi, \tau)\chi := \int_0^\tau k(z(s), \psi(-s))\chi(s)ds$

and $J^k(z, \psi, \tau)\chi := \int_0^\tau k(z(s), \psi(-s))\chi(s)ds$.

**Proof.** We first show continuity of the operator (2.20). One has
\[
||L^k(z, \psi, \tau) - L^k(\overline{z}, \overline{\psi}, \overline{\tau})||\chi
\]

\[
\leq ||\chi|| \int_0^\tau |k(z(s), \psi(-s))ds|
\]

\[
+ \int_0^h |k(z(s), \psi(-s)) - k(\overline{z}(s), \overline{\psi}(-s))|ds.
\]

By continuity of $k$ and the compactness result in Lemma 2.14, we know that $k(z(s), \psi(-s))$ is bounded for $(z, \psi)$ in a neighborhood of $(\overline{z}, \overline{\psi})$. It follows that in this neighborhood for some
K_1 \geq 0

\begin{align*}
|\mathcal{L}^k(z, \psi, \tau) - \mathcal{L}^k(\bar{z}, \bar{\psi}, \bar{\tau})| \\
\leq |\mathcal{L}^k(\bar{z}, \bar{\psi}) - \mathcal{L}^k(z, \psi)| + \int_0^h |k(z(s), \psi(-s)) - k(\bar{z}(s), \bar{\psi}(-s))|ds.
\end{align*}

The integral tends to zero if \( \| z - \bar{z} \|_1 \) and \( \| \psi - \bar{\psi} \|_1 \) tend to zero by Lemma 2.14. Hence

\[ \| \mathcal{L}^k(z, \psi, \tau) - \mathcal{L}^k(\bar{z}, \bar{\psi}, \bar{\tau}) \|_{op} \]


tends to zero if \( |\tau - \bar{\tau}| \), \( \| z - \bar{z} \|_1 \) and \( \| \psi - \bar{\psi} \|_1 \) tend to zero. Thus (2.20) is continuous. We can conclude immediately that the operators defined in (2.21–2.22) are continuous. The remaining continuity statements can be shown analogously.

\[ \text{Lemma 2.22.} \]

Let \( k : J \times I \rightarrow \mathbb{R} \) be \( C^1 \). Then \( I^k \) defined by (2.18) is \( C^1 \). For \( (z, \psi, \tau) \in C^1([0, h], J) \times M \times (0, h) \) the derivative is given by

\[ D_I^k(z, \psi, \tau) = (L^{\partial_1} k(z, \psi, \tau), J^{\partial_2} k(z, \psi, \tau), k(z(\tau), \psi(-\tau))) \]

\[ : C^1[0, h] \times C^1[-h, 0] \times \mathbb{R} \rightarrow \mathbb{R}, \]

(2.26)

where \( L^{\partial_1} \) and \( J^{\partial_2} \) are as in Lemma 2.21 with \( k \) replaced by the respective partial derivatives.

Proof. First,

\[ |I^k(z, \psi, \tau) - I^k(\bar{z}, \bar{\psi}, \bar{\tau}) - L^{\partial_1} k(\bar{z}, \bar{\psi}, \bar{\tau})(z - \bar{z})| \]

\[ \leq \int_0^h |k(z(s), \psi(-s)) - k(\bar{z}(s), \bar{\psi}(-s))|ds. \]

For fixed \( \psi \) and \( \tau \) the right hand side is \( o(\| z - \bar{z} \|_1) \) as \( \| z - \bar{z} \|_1 \rightarrow 0 \) by Lemma 2.13 (a).

Next, continuity of \( (z, \psi, \tau) \rightarrow L^{\partial_1} k(z, \psi, \tau) \) follows by continuity of (2.21). We have shown partial differentiability in the first argument and continuity of the partial derivative. The corresponding result for the second argument is proven similarly, but using Lemma 2.13 (b) and continuity of (2.24). The corresponding result for the third argument is clear. The statement follows.

We can apply the chain rule in (2.19) and deduce

\[ \text{Lemma 2.23.} \]

The functional \( X \) defined in (2.17) is \( C^1 \) with derivative \( DX = (\partial_1 X, \partial_2 X) \) where

\[ \partial_1 X(\psi, \tau) : C^1[-h, 0] \rightarrow \mathbb{R}, \]

\[ \partial_1 X(\psi, \tau)\chi = L^{\partial_3} g(y(\psi), \psi, \tau)D_y(\psi)\chi + J^{\partial_4} g(y(\psi), \psi, \tau)\chi, \]

\[ \partial_2 X(\psi, \tau) : \mathbb{R} \rightarrow \mathbb{R}; \quad \partial_2 X(\psi, \tau)\chi = g(y(\tau, \psi), \psi(-\tau)) \]
Now note that $\partial_2 X(\psi, \tau) 1 = g(y(\tau, \psi), \psi(-\tau)) \neq 0$. Hence, by the implicit function theorem applied to (2.16) the operator $\psi \mapsto \tau(\psi)$ is $C^1$. We obtain the derivative by differentiating $x_2 - x_1 = X(\psi, \tau(\psi))$ with respect to $\psi$, which yields

$$0 = \frac{d}{d\psi} X(\psi, \tau(\psi)) \chi$$

$$= L^{\partial_1 g}(y(\psi), \psi, \tau(\psi)) Dy(\psi) \chi + J^{\partial_2 g}(y(\psi), \psi, \tau(\psi)) \chi + g(y(\tau(\psi), \psi), \psi(-\tau(\psi))) D\tau(\psi) \chi.$$ 

Hence with $g(\tau(\psi), \psi) = x_1$, we get

$$D\tau(\psi) \chi = - L^{\partial_1 g}(y(\psi), \psi, \tau(\psi)) Dy(\psi) \chi + J^{\partial_2 g}(y(\psi), \psi, \tau(\psi)) \chi + g(x_1, \psi(-\tau(\psi))) \chi.$$ 

(2.27) 

with $Dy$ as in (2.7). Next, we define an extension $D_e \tau$ of $D\tau$ on $C[-h,0]$ by (2.27) with $Dy$ replaced by $D_e y$. Then we have obtained

Lemma 2.24. The functional $\tau$ satisfies (S1-S2), i.e., $\tau : M \rightarrow [0,h]$ is $C^1$ with $D\tau$ defined by (2.27) and $D_e \tau$ is defined by (2.27) with $Dy$ replaced by $D_e y$.

To show that (S3) holds, we prove the following results.

Lemma 2.25. Suppose that $k : J \times I \rightarrow \mathbb{R}$ is continuous. Then the following functionals are continuous.

$$M \times C[0,h] \rightarrow \mathbb{R}, \quad (\psi, \chi) \mapsto L^k(y(\psi), \psi, \tau(\psi)) \chi,$$

(2.28)

$$M \times C[-h,0] \rightarrow \mathbb{R}, \quad (\psi, \chi) \mapsto J^k(y(\psi), \psi, \tau(\psi)) \chi.$$ 

(2.29)

Proof. We denote the operator defined in (2.22) by $K^k$, i.e.,

$$K^k : C^1([0,h], J) \times M \times (0,h) \times C[0,h] \rightarrow \mathbb{R}, \quad K^k(z, \psi, \tau, \chi) := L^k(z, \psi, \tau) \chi.$$ 

Next we denote by $q$ the projection of a vector on its second component. Then

$$((y, id_{C^1}, \tau) \circ p, q)(\psi, \chi) = (y(\psi), \psi, \tau(\psi), \chi).$$

Hence,

$$K^k \circ ((y, id_{C^1}, \tau) \circ p, q)(\psi, \chi) = K^k(y(\psi), \psi, \tau(\psi), \chi)$$

$$= L^k(y(\psi), \psi, \tau(\psi)) \chi.$$ 

Continuity of $K^k$ is continuity of (2.22) and $((y, id_{C^1}, \tau) \circ p, q)$ is continuous by our earlier results. Hence (2.28) is continuous as a composition of continuous maps. Continuity of (2.29) follows analogously if one uses continuity of (2.25).
Lemma 2.26. Let \( k : J \times I \to \mathbb{R} \) be continuous. Then the following functional is continuous.

\[
M \times C[-h,0] \to \mathbb{R}, \\
(\psi, \chi) \mapsto L^k(y(\psi), \psi, \tau(\psi))D_c y(\psi) \chi.
\]  
(2.30)

Proof. We define

\[
F_1 : M \times C[0,h] \to \mathbb{R}; \\
F_1(\psi, \chi) := L^k(y(\psi), \psi, \tau(\psi)) \chi,
\]

\[
F_2 : M \times C[-h,0] \to M \times C[0,h]; \\
F_2(\psi, \chi) := (\psi, D_c y(\psi) \chi),
\]
such that (2.30) is \( F_1 \circ F_2 \). Continuity of \( F_1 \) is continuity of (2.28) and \( F_2 \) is continuous by Lemma 2.20, thus the statement follows.

Then we can prove

Lemma 2.27. The functional \( \tau : M \to [0,h] \) satisfies (S3), i.e.,

\[
M \times C[-h,0] \to \mathbb{R}; \\
(\psi, \chi) \mapsto D_\tau(\psi) \chi,
\]

with \( D_\tau \) defined in Lemma 2.24 is continuous.

Proof. Continuity of

\[
M \times C[-h,0] \to \mathbb{R} \\
(\psi, \chi) \mapsto J^{\partial g}(y(\psi), \psi, \tau(\psi)) \chi \\
(\psi, \chi) \mapsto L^{\partial g}(y(\psi), \psi, \tau(\psi))D_c y(\psi) \chi
\]
is implied by continuity of (2.29) and (2.30) respectively. Also

\[
M \times C[-h,0] \to \mathbb{R}; (\psi, \chi) \mapsto \frac{1}{g(x_1, \psi(-\tau(\psi)))}
\]
is continuous. Hence, \( (\psi, \chi) \mapsto D_\tau(\psi) \chi \) is continuous.

We can now summarize the previous results as

Theorem 2.28. Suppose that \( g \) satisfies (G). Then the functional \( \tau \) describing the delay satisfies the smoothness property (S).

We will now show that also \( F \) satisfies (S).

Theorem 2.29. Suppose that \( g \) satisfies (G) and that moreover \( d : J \times I \to \mathbb{R} \) is \( C^1 \). Then

\[ F(\psi) = e^{\int_0^{\tau(\psi)} d(y(s,\psi),\psi(-s))ds} = \exp \circ I^d \circ (y, id_M, \tau)(\psi) \]
fulfills (S). In particular

\[
D F(\psi) = e^{I^d(y(\psi),\psi,\tau(\psi))} [L^{\partial d}(y(\psi), \psi, \tau(\psi)) D_y(\psi) + J^{\partial d}(y(\psi), \psi, \tau(\psi))]
\]
\[ + d(x_1, \psi(-\tau(\psi))) D \tau(\psi) \]
(2.31)

with extension

\[
D_c F(\psi) : C[-h,0] \to \mathbb{R}
\]
of \( D F(\psi) \) is defined with the right hand side of (2.31) replacing \( D \tau(\psi) \) and \( D_y(\psi) \) with \( D_c \tau(\psi) \) and \( D_c y(\psi) \).
Proof. First, \( I^d \) is \( C^1 \) by Lemma \( \ref{lem:chain} \) applied to \( d \). Hence, \( \mathcal{F} \) is \( C^1 \) by the chain rule. We should show that

\[
M \times C[-\varepsilon, 0] \rightarrow \mathbb{R}; (\psi, \chi) \mapsto D_x \mathcal{F}(\psi) \chi
\]

is continuous. First, we know that the map

\[
M \times C[-\varepsilon, 0] \rightarrow \mathbb{R}; (\psi, \chi) \mapsto e^{I^d(y(\psi), \tau(\psi))}
\]

is continuous as a composition by continuity of \( y, \tau, \exp \) and \( I^d \). Next,

\[
(\psi, \chi) \mapsto d(x_1, \psi(-\tau(\psi)))D_\tau \psi \chi
\]

is continuous by Lemma \( \ref{lem:lemma} \). Moreover continuity of

\[
(\psi, \chi) \mapsto L^{\partial_1 d}(y(\psi), \psi, \tau(\psi))D_\psi \psi \chi, \quad (2.32)
\]

\[
(\psi, \chi) \mapsto J^{\partial_2 d}(y(\psi), \psi, \tau(\psi))\chi, \quad (2.33)
\]

is implied by continuity of \( \ref{lem:lemma} \) applied to \( \partial_1 d \) and continuity of \( \ref{lem:lemma} \) applied to \( \partial_2 d \) respectively. In summary we have shown that \( \mathcal{F} \) satisfies (S).

\[
\square
\]

2.4.2 Global existence

We should guarantee that \( \tau \), as defined in the Picard-Lindelöf theorem, and \( \mathcal{F}(\psi) = e^{-\int_0^\tau(y(s, \psi), \psi(-s))ds} \) fulfill the hypotheses for global existence. In the following we will see how the boundedness properties that have been assumed for the derivatives in Theorem \( \ref{thm:main} \) (d) will be used. For the solution \( y \), that we have obtained via the Picard-Lindelöf theorem, we can show

Lemma 2.30. Suppose that \( g \) satisfies (G), \( k : J \times I \rightarrow \mathbb{R} \) is \( C^1 \) and that \( \partial_2 g(B(x_2, b) \times A) \) and \( \partial_1 k(B(x_2, b) \times A) \), \( i = 1, 2 \), are bounded for any bounded \( A \subset I \). Then for any \( C \)-bounded \( B \subset M \) there exist some \( K_B, L_B, M_B \geq 0 \) such that

\[
\int_0^h |k(y(s, \psi), \chi(-s)) - k(y(s, \psi), \psi(-s))|ds \leq M_B \|\psi - \chi\|,
\]

\[
\int_0^h |y(s, \chi) - y(s, \psi)|ds \leq K_B \|\chi - \psi\|,
\]

\[
\int_0^h |k(y(s, \psi), \psi(-s)) - k(y(s, \psi), \chi(-s))|ds \leq L_B \|\psi - \chi\|. \quad (2.34)
\]

for all \( \psi, \chi \in B \).

Proof. For some \( \theta_s \in [0, 1] \)

\[
|k(y(s, \psi), \chi(-s)) - k(y(s, \psi), \psi(-s))| = |\partial_2 k(y(s, \psi), \chi(-s) + \theta_s(\psi(-s) - \chi(-s)))|\chi(-s) - \psi(-s)|.
\]

Then the boundedness property of \( \partial_2 k \) implies the first statement. For the bounded set \( A := \{ \chi(-s) : \chi \in B, s \in [0, h] \} \) we define

\[
K_2 := \sup_{(x,y) \in B(x_2, b) \times A} |\partial_1 k(x, y)|
\]

28
\[ |k(y(s, \chi), \chi(-s)) - k(y(s, \psi), \chi(-s))| \leq K_2|y(s, \chi) - y(s, \psi)|. \]  
(2.35)

Then, by (2.1), the previous estimate and the first statement applied to \( g \) instead of \( k \)

\[
\int_0^h |y(s, \chi) - y(s, \psi)|ds = \int_0^h \left| \int_0^s g(y(\sigma, \chi), \chi(-\sigma)) - g(y(\sigma, \psi), \psi(-\sigma))d\sigma \right|ds \\
\leq h \int_0^h |g(y(s, \chi), \chi(-s)) - g(y(s, \psi), \psi(-s))|ds \\
\leq h \int_0^h |g(y(s, \chi), \chi(-s)) - g(y(s, \psi), \chi(-s))|ds \\
+ h \int_0^h |g(y(s, \psi), \chi(-s)) - g(y(s, \psi), \psi(-s))|ds \\
\leq hK_2 \int_0^h |y(s, \chi) - y(s, \psi)|ds + hM_B\|\chi - \psi\|,
\]

where \( M_B \geq 0 \) is some constant that exists by the first statement. Hence, as \( h = \frac{b}{K} \), we have

\[
hK_2 = \frac{b}{K} \sup_{(x,y) \in B(x_2, b) \times A} |\partial_1 g(x, y)| < 1
\]

by (G2) and get that

\[
\int_0^h |y(s, \chi) - y(s, \psi)|ds \leq \frac{hM_B}{1 - hK_2}\|\chi - \psi\|,
\]

which proves the second statement. If we combine this result with (2.35), we get that

\[
\int_0^h |k(y(s, \psi), \chi(-s)) - k(y(s, \chi), \chi(-s))|ds \leq K_3\|\chi - \psi\|
\]

for some \( K_3 \geq 0 \). The third statement follows from the first statement and the previous estimate.

Without further assumptions on \( g \), we get

Lemma 2.31. Suppose that \( g \) satisfies (G) and that \( \partial_2 g(B(x_2, b) \times A) \) is bounded, whenever \( A \subset I \) is bounded. Then for any \( C \)-bounded \( B \subset M \), there exists some \( L_B \geq 0 \), such that

\[
|\tau(\psi_1) - \tau(\psi_2)| \leq L_B\|\psi_1 - \psi_2\|, \text{ for all } \psi_1, \psi_2 \in B.
\]

In particular, \( \tau \) is \((Lb)\).
**Proof.** Let $B \subset M$ be $C$-bounded, $\psi, \chi \in B$. By (2.2) we get that

\[ \int_0^{\tau(\psi)} g(y(s, \psi), \psi(-s))ds = \int_0^{\tau(\chi)} g(y(s, \chi), \chi(-s))ds \]

or, equivalently,

\[ \int_0^{\tau(\psi)} g(y(s, \psi), \psi(-s))ds \]

\[ = \int_0^{\tau(\chi)} g(y(s, \chi), \chi(-s)) - g(y(s, \psi), \psi(-s))ds. \]

This implies that by (G3)

\[ |\tau(\psi) - \tau(\chi)| \leq \frac{1}{\varepsilon} \int_0^h |g(y(s, \chi), \chi(-s)) - g(y(s, \psi), \psi(-s))|ds \]

for some $K \geq 0$ by (2.34) applied to $g$ in place of $k$, which proves the statement. \qed

Next, note that the boundedness properties of $\tau$ and $d$ shown and assumed in Theorem 1.13 (a) and (d) respectively, imply the boundedness of $F$. Moreover, we can prove

**Lemma 2.32.** Suppose that $g$ satisfies (G), $d : J \times I \to \mathbb{R}$ is $C^1$ and the sets

\[ d(B(x_2, b) \times I), \partial_2 g(B(x_2, b) \times A), \partial_1 d(B(x_2, b) \times A), i = 1, 2 \]

are bounded, whenever $A \subset I$ is bounded. Then for any $C$-bounded $B \subset M$, there exists some $L_B \geq 0$, such that

\[ |F(\psi_1) - F(\psi_2)| \leq L_B ||\psi_1 - \psi_2||, \text{ for all } \psi_1, \psi_2 \in B. \]

In particular, $F$ is (Lb).

**Proof.** Let $B \subset M$ be $C$-bounded, $\psi, \chi \in B$. Then for some $\theta_s \in [0, 1]$

\[ |F(\psi) - F(\chi)| = |e^{I^d(y(\psi), \psi, \tau(\psi))} - e^{I^d(y(\chi), \chi, \tau(\chi))}| \]

\[ = e^{I^d(y(\psi), \psi, \tau(\psi)) + \theta_s[I^d(y(\chi), \chi, \tau(\chi)) - I^d(y(\psi), \psi, \tau(\psi))]} \]

\[ |I^d(y(\psi), \psi, \tau(\psi)) - I^d(y(\chi), \chi, \tau(\chi))|. \]

Next, note that the boundedness condition for $d$ ensures that

\[ B \to \mathbb{R}, \psi \mapsto I^d(y(\psi), \psi, \tau(\psi)) \]

(2.36)

is bounded. It is sufficient to show that in addition this map satisfies the discussed Lipschitz property. We have

\[ |I^d(y(\psi), \psi, \tau(\psi)) - I^d(y(\chi), \chi, \tau(\chi))| \]

\[ = |\int_0^{\tau(\psi)} d(y(s, \psi), \psi(-s))ds - \int_0^{\tau(\chi)} d(y(s, \chi), \chi(-s))ds| \]

\[ \leq |\int_0^{\tau(\psi)} d(y(s, \psi), \psi(-s))ds| \]

\[ + \int_0^{\tau(\chi)} |d(y(s, \psi), \psi(-s)) - d(y(s, \chi), \chi(-s))|ds. \]
The first integral is dominated by
\[ K_1|\tau(\chi) - \tau(\psi)| \leq K_2 \|\psi - \chi\| \]
for some \( K_i \geq 0, i = 1, 2 \), by the boundedness property of \( d \) and Lemma 2.31. The second integral is dominated by
\[ K_3 \|\psi - \chi\| \]
for some \( K_3 \geq 0 \). By (2.34) applied to \( d \) in place of \( k \). In summary, (2.36) satisfies the Lipschitz property, hence so does \( F \).

Proof of Theorem 1.13. First, (G1-2) imply conditions (i-ii) of the Picard-Lindelöf theorem, which thus can be applied to guarantee existence and uniqueness of \( y \) and \( \tau \) as stated. Next, by Theorem 2.28, \( \tau \) satisfies (S), thus (a) follows. By Theorem 2.29, \( F \) also satisfies (S), hence (b) follows. Then (c) follows by Theorem 1.10. Next, by Lemmas 2.31 and 2.32, \( \tau \) and \( F \) are (Lb). Since we have guaranteed that \( F \) is bounded, also the remaining conditions of Theorem 1.10 (b) are satisfied, the theorem implies statement (d) of Theorem 1.13.

3 Discussion

In this paper we have analyzed global existence and uniqueness for a differential equation with implicitly defined delay with state dependence. We have elaborated a new sufficient criterion for global existence (Theorem 1.6 and Corollary 1.7) for differential equations with state dependent delay. The equation that we have analyzed describes a model for the maturation process of a stem cell population. We have elaborated conditions, with the aim of keeping them minimal, for basic model ingredients, i.e., vital rates, that guarantee local and - via above mentioned criterion - global existence and uniqueness of solutions. It has become clear that a merely implicit definition of the delay complicates the verification of smoothness conditions (conditions (S) and (Lb)).

For a function \( f \) with real arguments and values and an \( \mathbb{R} \)-valued functional \( r \) the state dependent delay differential equation
\[ x'(t) = f(x(t - r(x_t))) \] (3.1)
is thoroughly analyzed in \([15, 12, 11, 21]\). In particular these papers contain well-posedness and stability results. Stability of periodic solutions of the equation
\[ x'(t) = f(x(t), x(t - r(x(t)))) \] (3.2)
is analyzed in \([17, 18]\). In [1] Adimy and coauthors present a detailed stability analysis for a model that, as ours, describes the maturation of stem cells. The resulting equation is (3.2). The authors consider either general or explicitly given state dependencies of the delay.
In [16] and [4] the authors analyze the existence of Hopf bifurcations for equations that could, for comparison, be written as

\[ x'(t) = f(x(t), x(t - r(x_t, t))) \text{ and } x'(t) = f(x(t), x(t - r(x_t)), r(x_t)), \]

(3.3)

respectively. The functionals \( r \) that specify the delay in terms of the state are defined implicitly, but not via an ODE, as in our case.

For comparison we may write the central equation of our studies, i.e., (0.1–0.2), as

\[ x'(t) = f(x_t, x(t - r(x_t)), r(x_t)) \]

(3.4)

(where the direct \( r \)-dependence in the third argument comes in via the \( \tau \)-dependence of \( F \) in (0.3)). We first remark that other than (3.1) and (3.2) our equation is \( \mathbb{R}^2 \)-valued. Recall that the state of the system at time \( t \) is \( x_t \) and thus \( x(t) \) is the state at time \( t \) evaluated in zero. Then, other than in the equations in (3.1–3.3), we have in both the first argument of \( f \) as well as in the functional \( r \) that describes the delay a general state-dependence rather than (some) state-dependencies evaluated in zero as in those equations. Our equation (3.4) can thus not be written in either of the forms given in (3.1–3.3). On the other hand a one dimensional variant of (3.4) is a generalization of (3.1), (3.2) and the second equation in (3.3).

In [2] Alarcón et al. considered ingredients of our model specified in terms of parameters. For this parameterization they have analyzed the possibility of a unique positive equilibrium and computed representations of it. It is shown in [11, 20] that for ODE variants of our model there is the possibility of destabilization of equilibria via Hopf bifurcation and the emergence of oscillations. As a future project we plan the stability analysis of equilibria in the general setting of the present paper. One of the first goals is thus a linearization of our equation. For this purpose we plan to investigate applicability of the theory for differentiable semiflows developed in [22]. Moreover, we would like to investigate the existence of periodic solutions and how they relate to biological mechanisms at the cell level. We hope that the theory for equations (3.1–3.3) developed in above mentioned references can be extended to our equation (3.4) and that the top down approach to modeling ingredients that we have used here can be applied to establish also a stability analysis of our model.

Though for (3.1–3.3) global existence is established, in ways different from ours, our criterion for global existence may also be interesting for further analysis of (applications of) those equations.

For estimations of trajectories we have used a variation of constants formula for the deduction of which we have exploited a certain linearity of the population equations, more precisely, the fact that they could be written in the form (0.4). We remark that this form, based on mass action laws, arises naturally in population dynamical modeling.

The model behind our equation incorporates physiological structure of individual cells with respect to different stages of maturity. It is typical for structured population models that individual development, unless it is age, depends on the population state, which is the fact that leads to the implicitly defined delay with state-dependence here, see e.g. [5, 8, 6]. See [15] Section 2.1 for an example from physics (two-body problem) involving implicitly defined state-dependent delays. A general class of structured population models was analyzed in [8].
Application of this approach to our model could start as follows: Consider an initial population measure on the interval $[x_1, x_2]$. Define so-called input functions such that assuming that these are given, the future population measure on $[x_1, x_2]$ depends linearly on the initial measure. With the operator mapping initial measures to future measures one should then define and solve a fixed point problem for the input functions. An intuitive approach would be to take our two state components $w$ and $v$ as input functions. The future population measure could be defined via integration along the characteristics. The output-input map, i.e., the fixed point map, however would then be evaluation of the population measure in $x_1$ and $x_2$, which cannot be defined via integration of a continuous function with respect to the measure as is required in [3, 4]. It hence is not clear how to define and solve the fixed point problem with this approach.

Similarly, in general also a partial differential equation formulation leads to solving a fixed point problem, see however [10] for an analysis of a special case of the model described by (0.1–0.2) via a limiting argument for multi-compartment models.
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