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Abstract. Reflected random walk in higher dimension arises from an ordinary random walk (sum of i.i.d. random variables): whenever one of the reflecting coordinates becomes negative, its sign is changed, and the process continues from that modified position. One-dimensional reflected random walk is quite well understood from work in 7 decades, but the multidimensional model presents several new difficulties. Here we investigate recurrence questions.

1. Introduction

Let \((Y_n)_{n \geq 0}\) be a sequence of i.i.d. real valued random variables, and let \(S_n = Y_1 + \ldots + Y_n\) be the classical associated random walk. Reflected random walk (RRW) is the process \((X^x_n)_{n \geq 0}\) given by

\[ X^x_0 = x \geq 0, \quad X^x_n = |X^x_{n-1} - Y_n|. \]

It was first considered by von Schelling [25] in the context of telephone networks. A rigorous examination appeared in Feller [13], and was then developed further by Knight [17], Boudiba [9, 10], and Leguesdron [19]. The PhD Thesis of Benda [5] and his unpublished papers [6, 7] contain important contributions that will also play a role here.

Our main interest is in recurrence of this process. Positive recurrence is settled in the above references via exhibiting a unique stationary probability measure for the process; proving uniqueness is a non-trivial task. Criteria for null recurrence were given by Smirnov [27] and Rabeherimanana [23], and also by Peigné and Woess [21, 22].

In the present paper, we are interested in the multidimensional variant, where we have a random walk which is reflected in the first coordinate(s) and remains an ordinary random walk in the other coordinate(s). Thus we have a probability measure \(\mu\) on \(\mathbb{R}_+^r \times \mathbb{R}^s\), whose elements we write as \((x, w)\) or just \(xw\), where \(x \in \mathbb{R}_+^r\) and \(w \in \mathbb{R}^s\). For \(x = (x_1, \ldots, x_r) \in \mathbb{R}^r\), we write

\[ |x| = (|x_1|, \ldots, |x_r|) \quad \text{and} \quad \|x\| = \sqrt{x_1^2 + \cdots + x_r^2}. \]

We consider a sequence \((Y_n, V_n)\) of i.i.d. \(\mu\)-distributed random vectors with \(Y_n \in \mathbb{R}^r\) and \(V_n \in \mathbb{R}^s\). Then our process starting at \((x, w)\) is given by

\[ (1.1) \quad (X^x_n, w + Z_n), \quad \text{where} \quad X^x_0 = x, \quad X^x_n = |X^x_{n-1} - Y_n|, \quad \text{and} \quad Z_n = V_1 + \cdots + V_n. \]

We shall usually start with \(w = 0\). For studying transience / recurrence, only the cases \(s \in \{0, 1, 2\}\) are of interest, since otherwise already \((Z_n)\) is transient.

We remark immediately that the process (1.1) factorises in each coordinate.
• If $i \leq r$, then the $i$-th coordinate of $(X^x_n, v + Z_n)$ is the reflected random walk on $\mathbb{R}_+$ which starts at $x_i$ and is driven by the $i$-th marginal $\mu_i$ of $\mu$.

• If $r + 1 \leq i \leq r + s$ then the $i$-th coordinate is the random walk (sum of i.i.d. random variables) which starts at $v_i$ and whose law is the $i$-th marginal of $\mu$.

• In particular, $(X^x_n)$ is the reflected random walk on $\mathbb{R}^r_+$ driven by $\mu_{\lfloor r \rfloor}$, the overall marginal of $\mu$ on the first $r$ coordinates, and $(v + Z_n)$ is the (ordinary) random walk on $\mathbb{R}^s$ whose law $\mu_{\lceil s \rceil}$ is the overall marginal of $\mu$ on the last $s$ coordinates.

As usual, we shall distinguish between the lattice and the non-lattice cases in each coordinate. The lattice case arises when there is $\kappa > 0$ such that $\text{supp}(\mu_i) \subseteq \kappa \cdot \mathbb{Z}$. In this case, we can and will always assume without loss of generality that

\begin{equation}
\text{supp}(\mu_i) \subseteq \mathbb{Z} \quad \text{and} \quad \gcd(\text{supp}(\mu)) = 1.
\end{equation}

The marginal $\mu_i$ is non-lattice if no $\kappa$ as above exists.

Thus, we shall assume that $r = r_1 + r_2$ and $s = s_1 + s_2$ such that the marginals $\mu_i$ satisfy (1.2) for $i = 1, \ldots, r_1$ and $i = r + 1, \ldots, r + s_1$, while they are non-lattice in the other coordinates. Consequently, it is natural that we restrict our state space to

\begin{equation}
\mathcal{X} = \mathbb{N}^{r_1}_0 \times \mathbb{R}^{r_2}_+ \times \mathbb{Z}^{s_1} \times \mathbb{R}^{s_2}.
\end{equation}

In the non-discrete situation, our study of recurrence and stationary probability distributions focusses on topological recurrence.

One of our basic tools is local contractivity, a property of stochastic dynamical systems that was introduced by Babillot, Bougerol and Elie [4] and studied in detail by Benda [5]. We summarise the basic facts in the short §2. In §3, we review one-dimensional reflected random walk and display the smart method of [5] in the lattice case to induce a locally contractive process on the even numbers (Proposition 2.5). We also display an example of a transient reflected random walk where the non-reflected walk is recurrent.

In §4, we consider the multidimensional case with reflection in all coordinates. The main result is Theorem 4.3 characterising positive recurrence. While the case where all marginals are non-lattice is covered by Peigné [20], the presence of lattice marginals leads to considerable additional difficulties which we elaborate in detail. Subsequently, we provide several partial results and examples regarding the null-recurrent situation, where however a complete characterisation remains a challenging open problem.

In the last §5, we consider the general situation where some coordinates are reflected and others (at most 2) are “free” (non-reflected). Our second main result is Theorem 5.1 where we assume that the reflected part is (topologically) recurrent and the non-reflected coordinates are centred and satisfy the natural moment conditions. While this is easy when the reflected part is discrete (lattice), additional tools from Ergodic Theory are needed in general, invoking results on recurrence of stationary random walks which are due to Atkinson [2] and Schmidt [26]. This leads to recurrence of the process. Again, it is a challenging open problem to handle the case when the reflected part is only null-recurrent.
2. A summary on local contractivity

We recall a few facts that were explained in [22], plus additional features. Unless otherwise stated, the facts displayed in this section can be found in [22], resp. the remarkable PhD thesis [5].

In general, we consider a proper metric space \((\mathcal{X}, d)\) and the monoid \(\mathcal{C}(\mathcal{X})\) of all continuous mappings \(\mathcal{X} \to \mathcal{X}\). It carries the topology of uniform convergence on compact sets. Now let \(\tilde{\mu}\) be a Borel probability measure on \(\mathcal{C}(\mathcal{X})\), and let \((F_n)_{n\geq 1}\) be a sequence of i.i.d. \(\mathcal{C}(\mathcal{X})\)-valued random variables (functions) with common distribution \(\tilde{\mu}\), defined on a suitable probability space \((\Omega, \mathcal{A}, \Pr)\). The associated stochastic dynamical system (SDS) \(\omega \mapsto X^\omega_0\) is given by

\[X^\omega_0 = x \in \mathcal{X}, \quad \text{and} \quad X^\omega_n = F_n \circ F_{n-1} \circ \cdots \circ F_1(x), \quad n \geq 1.\]

In case of reflected random walk on \(\mathcal{X} = \mathbb{N}_0^1 \times \mathbb{R}_+^2\) (as in (1.3) with \(s_1 = s_2 = 0\)), we have \(F_n(x) = |x - Y_n|\), and these mappings are contractions, whence we may replace \(\mathcal{C}(\mathcal{X})\) by the closed sub-monoid \(\text{Lip}_1(\mathcal{X})\) of all Lipschitz mappings with Lipschitz constant \(\leq 1\).

If \(\mu\) is the distribution on \(\mathbb{R}^d\) of the increments \(Y_n\), then \(\tilde{\mu}\) is the image of \(\mu\) under the mapping \(\mathbb{R} \to \text{Lip}_1(\mathcal{X}), y \mapsto f_y\), where \(f_y(x) = |x - y|\).

(2.2) Definition. The SDS is called locally contractive, if for every \(x \in \mathcal{X}\) and every compact \(K \subset \mathcal{X}\),

\[\Pr[d(X^x_n, X^y_n) \cdot 1_K(X^x_n) \to 0 \quad \text{for all } y \in \mathcal{X}] = 1.\]

It is called strongly contractive, if for every \(x \in \mathcal{X}\),

\[\Pr[d(X^x_n, X^y_n) \to 0 \quad \text{for all } y \in \mathcal{X}] = 1.\]

(2.3) Proposition. A locally contractive SDS is either transient,

\[\Pr[d(X^x_n, x) \to \infty] = 1 \quad \text{for every } x \in \mathcal{X}\]

or (topologically) recurrent in the sense that there is a maximal non-empty closed subset \(\mathcal{L} \subset \mathcal{X}\) with the property that for every open set \(U\) that intersects \(\mathcal{L}\),

\[\Pr[X^x_n \in U \text{ infinitely often}] = 1 \quad \text{for every } x \in \mathcal{X}.\]

In the recurrent case, \(\mathcal{L}\) coincides almost surely with the set of accumulation points of any trajectory \((X^x_n(\omega))\).

\(\mathcal{L}\) is also characterised as the smallest non-empty closed subset of \(\mathcal{X}\) with the property that \(f(\mathcal{L}) \subset \mathcal{L}\) for every \(f \in \text{supp}(\tilde{\mu}) \subset \mathcal{C}(\mathcal{X})\).

Note that the last characterisation does not rely on recurrence; it depends only on \(\text{supp}(\tilde{\mu})\). In the recurrent case, the set \(\mathcal{L}\) is called the attractor, and the SDS is strongly contractive.

An invariant measure for an SDS is a Radon measure \(\nu\) on \(\mathcal{X}\) such that for any Borel set \(B \subset \mathcal{X}\),

\[\int 1_B(X^x_1) \, d\nu(x) = \nu(B).\]

Part (a) of the following is obvious; for (b) see [21].
(2.4) Proposition. (a) A locally contractive SDS which has an invariant probability measure is recurrent.
(b) A locally contractive SDS which is recurrent has an invariant measure \( \nu \) which is unique up to multiplication by constants. In this case, the following holds.

- \( \text{supp}(\nu) = \mathcal{L} \).
- \( \nu(\mathcal{L}) < \infty \) if and only if the SDS is positive recurrent (the return time to any open set which intersects \( \mathcal{L} \) has finite expectation).

For an SDS of contractions, let \( \mathcal{S}(\tilde{\mu}) \) be the sub-semigroup of \( \text{Lip}_1(\mathcal{X}) \) generated by \( \text{supp}(\tilde{\mu}) \) and \( \mathcal{S}(\tilde{\mu}) \) its closure.

(2.5) Proposition. A non-transient SDS of contractions is locally contractive if and only if \( \mathcal{S}(\tilde{\mu}) \) contains a constant function. In this case, it is recurrent as well as strongly contractive, so that it is absorbed by the attractor: for any starting point \( x \),
\[
d(X^n_x, \mathcal{L}) \to 0 \quad \text{almost surely.}
\]

See [19], [20], [5] and [21, Theorem 4.2]. An important tool is going to be the following.

(2.6) Proposition. Suppose that our SDS of contractions is locally contractive and has an invariant probability measure \( \nu \). Then there is an \( \mathcal{X} \)-valued random variable \( Z \) such that for any starting point \( x \in \mathcal{X} \),
\[
\tilde{X}_n^x = F_1 \circ \cdots \circ F_n(x) \to Z \quad \text{almost surely.}
\]

The distribution of \( Z \) is \( \nu \).

Note that in general, \((\tilde{X}_n^x)_{n \geq 0}\) is not Markovian. The proposition is proved in [19] and [20] under the assumption that \( \mathcal{X} = \mathbb{R}^r \). In [20], it concerns more general SDS of contractions which are not necessarily compositions of i.i.d. mappings, but driven by a positive recurrent Markov chain. It readily extends to any proper metric space \( \mathcal{X} \) in place of \( \mathbb{R}^r \).

3. A review of one-dimensional reflected random walk

Here, the \( Y_n \) are real random variables with common distribution \( \mu \). We always assume that
\[
\mu((0, \infty)) > 0.
\]
The state space is \( \mathcal{X} = \mathbb{R}_+ \) in the non-lattice case, and \( \mathcal{X} = \mathbb{N}_0 = \{0, 1, \ldots\} \) in the lattice case [172].

A. Irreducibility and local contractivity

We set
\[
N = \sup \text{supp}(\mu), \quad \text{if } \text{supp}(\mu) \subset \mathbb{R}_+, \quad \text{resp. } N = \infty, \quad \text{otherwise, and}
\]
\[
\mathcal{L} = [0, N] \cap \mathcal{X}, \quad \text{if } N < \infty, \quad \text{resp. } \mathcal{L} = \mathbb{R}_+ \cap \mathcal{X}, \quad \text{if } N = \infty.
\]
Then \((X_n^x)\) is (topologically) irreducible on \( \mathcal{L} \), see [19], [10], [23], [21], [22]. Regarding local contractivity, the following is known; compare with [19], [5], [6], [21] and [22].
(3.3) Proposition. Assume that $\mu$ is non-lattice and satisfies (3.1). Then the reflected random walk induced by $\mu$ is locally contractive.

In the lattice case, we cannot have local contractivity. Indeed, if $x, y \in \mathbb{N}_0$ then $X^x_n - X^y_n$ always has the same parity as $x - y$. However, the PhD thesis \cite{5} contains a smart observation & method which we now explain. For the remainder of this sub-section, we assume that $\mu$ satisfies (1.2).

For $x \in \mathbb{Z}$, let $\pi(x) = 0$ if $x$ is even, and $\pi(x) = 1$ if $x$ is odd. Then the following is obvious.

(3.4) Lemma. The process $(\pi(X^x_n))_{n \geq 0}$ is a Markov chain on $\{0, 1\}$ with transition probabilities

$$p(0, 0) = p(1, 1) = \mu(2 \cdot \mathbb{Z}) \quad \text{and} \quad p(0, 1) = p(1, 0) = \mu(2 \cdot \mathbb{Z} + 1).$$

In particular, it depends only on the parity of the starting point $x$, and by (1.2) it is irreducible. It is therefore positive recurrent, the return times to each of the two states coincide, their distribution is easily computed, and the expected value is 2. We can consider the induced process on $2 \cdot \mathbb{N}_0$, resp. on $2 \cdot \mathbb{N}_0 + 1$. That is, we consider the a.s. finite stopping times

$$t(0) = 0, \quad \text{and, setting} \quad S_k = Y_1 + \cdots + Y_k,$$

$$t(n) = \inf\{k > t(n-1) : \pi(X^x_k) = \pi(x)\} = \inf\{k > t(n-1) : S_k \text{ is even}\}.$$ (3.5)

No matter whether the starting point of $(X^x_\cdot)$ is even or odd, the induced process $(X^x_{t(n)})$ on the respective class $2 \cdot \mathbb{N}_0$ or $2 \cdot \mathbb{N}_0 + 1$ is again an SDS generated by i.i.d. contractions:

$$X^x_{t(n)} = F_n \circ F_{n-1} \circ \cdots \circ F_1(x) \quad \text{with} \quad F_n = f_{Y_{t(n)}} \circ f_{Y_{t(n)-1}} \circ \cdots \circ f_{Y_{t(n-1)+1}}.$$ (3.6)

Let $\tilde{\mu}_t$ be the distribution of $F_1$ on $\text{Lip}_1(\mathbb{N}_0)$. Since the proof of the following is not easily accessible \cite{5}, we present it here.

(3.7) Proposition. If $\mu$ satisfies (1.2) then $1_{2 \cdot \mathbb{N}_0} \in \overline{\mathcal{S}(\tilde{\mu}_t)}$.

Proof. Recall the notation $f_y(x) = |x - y|$.

Step 1. There are elements $y_0, \ldots, y_m \in \mathbb{N}$ such that

$$0 < y_0 < \cdots < y_m, \quad \text{gcd}\{y_0, \ldots, y_m\} = 1, \quad \text{and} \quad f_{y_k} \in \mathcal{S}(\mu).$$

Indeed, there is $b \in \text{supp}(\mu)$ with $b \geq 1$, and if $a < 0$ then $a' = a + (\lfloor -a/b \rfloor + 1)b \geq 1$, and we check easily that

$$f_{a'} = f_b^{\lfloor -a/b \rfloor + 1} \circ f_a,$$

whence $f_{a'} \in \mathcal{S}(\mu)$ whenever $a \in \text{supp}(\mu)$. Now, there are $a_1, \ldots, a_n \in \text{supp}(\mu) \setminus \{0\}$ with greatest common divisor 1. We replace each $a_k < 0$ by $a_k'$ and add $b$ to the updated collection of elements. Then we order them and eliminate possibly redundant ones to get $y_0, \ldots, y_m$.

Step 2. We now set $d_k = \text{gcd}\{y_0, \ldots, y_k\}$, so that $y_0 = d_0 > d_1 > \cdots > d_m = 1$. We construct recursively elements $g_0, \ldots, g_m \in \mathcal{S}(\mu)$ such that

$$g_k(n) = f_{d_k}(n) \quad \text{for all} \quad n \in \{0, 1, \ldots, d_k\}.$$
We start with \( g_0 = f_{y_0} \). If we already have \( g_{k-1} \) then we follow the steps of the Euclidean algorithm posing \( r_0 = y_k \), \( r_1 = d_{k-1} < y_k \) and applying repeated integer division \( r_{i-1} = q_ir_i + r_{i+1} \) with \( 0 \leq r_{i+1} < r_i \). If \( j \) is the first index for which \( r_{j+1} = 0 \) then \( r_j = \gcd\{y_k, d_{k-1}\} = d_k \). We let
\[
    h_0 = f_{y_k}, \quad h_1 = g_{k-1}, \quad \text{and} \quad h_i = h_{i-1}^q \circ h_{i-2}, \quad i = 2, \ldots, j.
\]
Then we set \( g_k = h_j \). (The \( h_i \) as well as \( j \) depend on \( k \).) One checks easily that also \( g_k \) has the proposed properties.

**Step 3.** We now have \( g_m(n) = f_1(n) \) for \( n \in \{0, 1\} \). Thus \( g_m \) sends even numbers to odd ones and vice versa, and since it is a contraction, this implies that \( |g_m(n+1) - g_m(n)| = 1 \) for all \( n \). From this we deduce inductively that for all \( n \in \mathbb{N} \),
\[
    g_m(2n-1) \in \{0, 2, \ldots, 2n-2\} \quad \text{and} \quad g_m(2n) \in \{1, 3, \ldots, 2n-1\}.
\]
Therefore \( h = g_m^2 \in \mathfrak{S}^2(\mathfrak{\mu}) \) preserves the parity of any \( n \in \mathbb{Z} \). But this just means that \( h \in \mathfrak{S}(\mathfrak{\mu}_t) \). The above yields that
\[
    h^k(2n-1) = 1 \quad \text{and} \quad h^k(2n-2) = 0 \quad \text{for} \quad n = 1, \ldots, k.
\]
As \( k \to \infty \), we see that \( h^k \to 1_{2\cdot N_0+1} \) pointwise, so that \( 1_{2\cdot N_0+1} \in \overline{\mathfrak{S}(\mathfrak{\mu}_t)} \). \( \Box \)

**Corollary.** The induced process \((X^x_{t(n)})\) is locally contractive on each of the classes \( 2\cdot N_0 \) and \( 2\cdot N_0+1 \). The respective limit sets are \( \mathcal{L}_0 = \mathcal{L} \cap (2\cdot N_0) \), resp. \( \mathcal{L}_1 = \mathcal{L} \cap (2\cdot N_0+1) \), where \( \mathcal{L} \) is as in (3.2).

If the original reflected random walk \((X^x_n)\) is positive, resp. null recurrent, then so is the induced process on each of the two classes, and \( X^x_n - X^y_n \to 0 \) a.s. whenever \( x - y \) is even.

The statement on recurrence is clear from the fact that the return time to the starting point of the induced process is bounded by the return time of the original process. We remark that [5] has general results in the same spirit, where the SDS has a finite, irreducible factor chain.

**B. Non-negative \( Y_n \)**

We first consider the situation when \( Y_n \geq 0 \) (of course excluding the trivial case \( Y_n \equiv 0 \), so that the increments of \((X^x_n)\) are non-positive except possibly at the moments of reflection. In this case, FELLER [13] and KNIGHT [17] have computed an invariant measure for the process when the \( Y_n \) are non-lattice random variables, while BOUDIBA [9], [10] has provided such a measure when the \( Y_n \) are lattice variables.

**Lemma.** Suppose that \( \text{supp} \mu \subset [0, \infty) \).

(a) If \( \mu \) is non-lattice then an invariant measure is given by
\[
    \nu(dx) = \mu((x, \infty)) \, dx.
\]
(b) If \( \mu \) is lattice, then an invariant measure is
\[
    \nu(0) = 1 - \mu(0) \quad \text{and} \quad \nu(x) = \frac{\mu(x)}{2} + \mu((x, \infty)), \quad \text{if} \quad x \in \mathbb{N}.
\]

In both cases, \( \nu([0, \infty)) = E(Y_1) \). This leads to the following well-known property.
(3.10) Corollary. Reflected random walk is positive recurrent on \( L \) if and only if \( \mathbb{E}(Y_1) < \infty \).

The next question is when we have null-recurrence. The following sufficient conditions are due to \([27],[21],[23]\) (in this order).

(3.11) Proposition. Suppose that \( \text{supp}(\mu) \subset \mathbb{R}_+ \). Then each of the following conditions implies the next one and is sufficient for recurrence of the reflected random walk on \( L \).

(i) \( \mathbb{E}(\sqrt{Y_1}) < \infty \)

(ii) \( \int_{\mathbb{R}_+} \mu((x, \infty))^2 \, dx < \infty \)

(iii) \( \lim_{y \to \infty} \mu((y, \infty)) \int_0^y \mu((x, y]) \, dx = 0 \)

(In the lattice case, the integrals reduce to sums and \( dx \) is the counting measure on \( \mathbb{N}_0 \).)

C. Two-sided increments

We now drop the assumption that \( Y_n \geq 0 \). Of course, we require that \( \mu \) is such that we do not have \( S_n = Y_1 + \cdots + Y_n \to -\infty \) with positive probability (= probability 1 by Kolmogorov’s 0-1 law), because in this case there are only finitely many reflections, and \( X_n^x \to \infty \) almost surely.

Let \( Y_n^+ = \max\{Y_n, 0\} \) and \( Y_n^- = \max\{-Y_n, 0\} \). If \( (a) \ \mathbb{E}(Y_1^-) < \mathbb{E}(Y_1^+) \leq \infty \), or if \( (b) \ 0 < \mathbb{E}(Y_1^-) = \mathbb{E}(Y_1^+) < \infty \), then \( \lim \sup S_n = \infty \) almost surely, so that there are infinitely many reflections.

We now assume that \( \lim \sup S_n = \infty \) almost surely. Then the (non-strictly) ascending ladder epochs

\[ \ell(0) = 0, \quad \ell(k + 1) = \inf\{n > \ell(k) : S_n \geq S_{\ell(k)}\} \]

are all almost surely finite, and the random variables \( \ell(k + 1) - \ell(k) \) are i.i.d. We can consider the embedded random walk \( S_{\ell(k)} \), \( k \geq 0 \), which tends to \( \infty \) almost surely. Its increments \( \nabla_k = S_{\ell(k)} - S_{\ell(k-1)}, \ k \geq 1, \) are i.i.d. non-negative random variables with distribution denoted \( \mathbb{P} \). Furthermore, if \( \nabla_k^x \) denotes the reflected random walk associated with the sequence \( \nabla_k \), while \( X_n^x \) is our original reflected random walk associated with \( Y_n \), then

\[ \nabla_k^x = X_n^x_{\ell(k)} \],

since no reflection can occur between times \( \ell(k) \) and \( \ell(k + 1) \). It is easy to see that the embedded reflected random walk \( \nabla_k^x \) is recurrent if and only the original reflected random walk is recurrent. This leads to the following sufficient recurrence criteria \([22]\).

(3.12) Proposition. Reflected random walk \( X_n^x \) is (topologically) recurrent on \( L \), if

(a) \( \mathbb{E}(Y_1^-) < \mathbb{E}(Y_1^+) \leq \infty \) and \( \mathbb{E}(\sqrt{Y_1^+}) < \infty \), or if

(b) \( 0 < \mathbb{E}(Y_1^-) = \mathbb{E}(Y_1^+) \) and \( \mathbb{E}(\sqrt{Y_1^3}) < \infty \).

In case (a), one has positive recurrence if and only if \( \mathbb{E}(Y_1^+) < \infty \), and in case (b), one has null recurrence.
In the positive recurrent case of (a), we also explain how to get the invariant probability measure from the one for the embedded process. Write \( \nu \) for the latter. It is computed from \( \mu \) according to Lemma 3.9. For any Borel set \( B \subset \mathbb{R} \),

\[
\nu(B) = \int \mathbb{E} \left( \sum_{k=0}^{\ell(1)-1} \mathbb{1}_B(X_k^x) \right) \, d\nu(x),
\]

and it is finite because \( \ell(1) \) has finite expectation. (Note that for \( k < \ell(1) \) we have \( X_k^x = x - S_k \).) Among the observations from [5] and [22], we also recall the following.

\textbf{(3.14) Lemma.} If \( \mu \) is symmetric on \( \mathbb{R} \) (resp. \( \mathbb{Z} \)), then reflected random walk is (topologically) recurrent if and only if the random walk \((S_n)\) is recurrent.

In particular, if \( \mu \) is symmetric and has finite first moment, then the associated reflected random walk is recurrent.

The last statement follows from the classical result that when \( \mathbb{E}(|Y_1|) < \infty \) and \( \mathbb{E}(Y_1) = 0 \) then \( S_n \) is recurrent; see Chung and Fuchs [11].

At this point we can ask whether also in the non-symmetric case, recurrence of the ordinary random walk \((S_n)\) always implies recurrence of the associated reflected random walk. The answer is “no”, as the following example shows.

\textbf{(3.15) Example.} Let the \( Y_n \) be i.i.d. with centred distribution \( \mu \) supported by \( \{k \in \mathbb{Z} : k \geq -1\} \), and \( \overline{\mu} \) the distribution of the \( \overline{Y}_k \). By Wiener-Hopf-factorisation as in [13] (see [22] in the present context),

\[
\mu = \overline{\mu} + \delta_{-1} - \overline{\mu} \ast \delta_{-1},
\]

because \( \delta_{-1} \) is the first strictly descending ladder distribution associated with \( \mu \). Thus, we have

\[
\mu(-1) = 1 - \overline{\mu}(0) \quad \text{and} \quad \mu(x) = \overline{\mu}(x) - \overline{\mu}(x+1) \quad \text{for} \ x \in \mathbb{N}_0.
\]

If we start with a probability measure \( \overline{\mu} \) on \( \mathbb{N}_0 \) which satisfies \( \overline{\mu}(x) \geq \overline{\mu}(x+1) \) for all \( x \) then we can construct \( \mu \) in this way, whence \( \mu \) has finite first moment and is centred. By the uniqueness of the Wiener-Hopf decomposition, \( \overline{\mu} \) is indeed the first ascending ladder distribution of \( \mu \). Now define \( \overline{\mu}(x) = c \log(x+2)/(x+2)^{3/2}, \ x \in \mathbb{N}_0 \). Then the random walk \((S_n)\) with law \( \mu \) is recurrent. But by [22, Ex. 5.11], resp. its discrete variant in [21], the embedded reflected random walk is transient, and so is the reflected random walk induced by \( \mu \).

4. Reflection in all coordinates

In this section, we study the multidimensional case \((1.1)\) with \( r = r_1 + r_2 \geq 2 \) and \( s = 0 \). Our state space is \( X = \mathbb{N}_0^{r_1} \times \mathbb{R}_+^{r_2} \). We suppose that all one-dimensional marginals of the probability measure \( \mu \) satisfy \((3.1)\). Suppose initially that \( r_1 \geq 1 \). For \( x = (x_1, \ldots, x_r) \in X \), write

\[
X_n^x = (X_{n,1}^{x_1}, \ldots, X_{n,r}^{x_r}),
\]

so that \((X_{n,i}^{x_i})_{n \geq 0}\) is the reflected random walk induced by \( \mu_i \). When the latter is recurrent on its unique essential class, we know from propositions 3.3 and 2.5 that \( X_{n,i}^{x_i} - X_{n,i}^{y_i} \to 0 \) almost surely, when \( i > r_1 \) and \( x_i, y_i \in \mathbb{R}_+ \) are arbitrary. On the other hand, when \( i \leq r_1 \),
by Corollary 3.8 the same holds as long as \(x_i, y_i \in \mathbb{N}_0\) have the same parity. Recall the mapping \(\pi(k) = 1_{2 \mathbb{Z} + 1}(k)\) and define
\[
\pi : \mathcal{X} \to \{0, 1\}^{r_1}, \quad \pi(x_1, \ldots, x_r) = (\pi(x_1), \ldots, \pi(x_r)).
\]
Then recurrence of the marginal processes implies
\[
(4.1) \quad \|X_n^x - X_n^y\| \to 0 \quad \text{almost surely, whenever} \quad \pi(x) = \pi(y).
\]
For an element \(\varepsilon\) of the hypercube \(\mathbb{Z}_2^{r_1} = \{0, 1\}^{r_1}\), let
\[
\mathcal{X}_\varepsilon = \{x \in \mathcal{X} : \pi(x) = \varepsilon\}.
\]
We note that \(\pi(X_n^x) = \pi(x + S_n)\), where again \(S_n = Y_1 \cdots + Y_n\). The process \((\pi(X_n^x))_{n \geq 0}\) is a random walk on the hypercube which is translation invariant with respect to addition mod 2 and automatically symmetric. It is driven by the probability measure \(\pi \mu(\varepsilon) = \mu((2 \cdot \mathbb{Z})^{r_1} + \varepsilon)\). Since by assumption (1.2), each \(\text{supp}(\mu_i), i \leq r_1\), contains odd elements, \(\pi \mu\) charges elements different from \(0 = (0, \ldots, 0)\). The random walk is not necessarily irreducible; the group \(\mathbb{Z}_2^{r_1}\) decomposes into a subgroup \(\Gamma\) (consisting of 0 and the elements that can be reached from 0) and its cosets, on each of which that random walk is irreducible. This leads us to the following.

(4.2) Observation. Let \(\Gamma^{(j)}, j = 1, \ldots, 2^d\), be the cosets of \(\Gamma\) in \(\mathbb{Z}_2^{r_1}\). Then \(1 \leq d < r_1\), and our state space decomposes into the classes
\[
\mathcal{X}^{(j)} = \bigcup_{\varepsilon \in \Gamma^{(j)}} \mathcal{X}_\varepsilon,
\]
so that reflected random walk started in some \(x \in \mathcal{X}^{(j)}\) never exits from that class.

Thus, even though all marginal one-dimensional reflected walks are (topologically) irreducible on the respective sets \(\mathcal{L}_i (i = 1, \ldots, r)\), the multidimensional reflected random walk may have a decomposition into non-interacting parts. We shall see an example further below; in particular, the structure of the essential class(es) is not as simple as in the one-dimensional case (3.2). Of course, in the non-lattice case \(r_1 = 0\), we will not have more than one class; in that case, we set \(d = 0\) and \(\mathcal{X}^{(1)} = \mathcal{X}\).

(4.3) Theorem. Let \(\mu\) be a probability measure on \(\mathbb{Z}^{r_1} \times \mathbb{R}^{r_2}\) whose lattice marginals \(\mu_i, (i = 1, \ldots, r_1)\) satisfy (1.2), while for \(i > r_1\), the marginals are non-lattice.

Suppose that for each \(i \in \{1, \ldots, r\}\), the one-dimensional reflected random walk induced by \(\mu_i\) is positive recurrent on the respective set \(\mathcal{L}_i\) according to (3.2).

Then each class \(\mathcal{X}^{(j)}\) of (1.2) carries a unique invariant probability measure \(\nu^{(j)}\) for the \(r\)-dimensional reflected random walk induced by \(\mu\). Reflected random walk started in any point of \(\mathcal{X}^{(j)}\) is a.s. absorbed by \(\mathcal{L}^{(j)} = \text{supp}(\nu^{(j)})\), and it is positive recurrent on \(\mathcal{L}^{(j)}\).

Proof. If \(r_1 = 0\) then the proof simplifies, as we shall clarify at the end. So assume \(r_1 \geq 1\).

As in (3.5), we consider the a.s. finite stopping times
\[
(4.4) \quad \tau(0) = 0 \quad \text{and} \quad \tau(n) = \inf \{k > \tau(n - 1) : \pi(X_k^n) = \pi(x)\}
\]
\[
= \inf \{k > \tau(n - 1) : \pi(S_k) = 0\},
\]
where again \( S_k = Y_1 + \cdots + Y_k \in \mathbb{Z}^r \times \mathbb{R}^2 \). Once more, the increments \( \tau(n) - \tau(n - 1), n \geq 1 \), are i.i.d. The stationary probability distribution of \( (\pi(X_n^r)) \) on \( \Gamma^{(j)} \) is uniform, whence \( \mathbb{E}(\pi(1)) = |\Gamma| \). We look at the induced process \( (X_{\tau(n)}^r)_{n \geq 0} \) on each set \( X_n^r \), where \( \varepsilon \in \{0, 1\}^r \). As in (3.6), it is an SDS induced by the i.i.d. multidimensional contractions
\[
F_n = f_{Y_{t(n)}} \circ f_{Y_{t(n)-1}} \circ \cdots \circ f_{Y_{t(n+1)}},
\]
where \( Y_{i,1} \) is of course the i-th coordinate of the random vector \( Y_k \), and as above \( f_b(x_i) = |x_i - b| \) for \( b, x_i \in \mathbb{R} \). Note that the random mappings \( F_n \) do not depend on the point \( x \) or the class \( X_n^r \) where the process starts. By (4.1), the SDS \( (X_{\tau(n)}^r) \) is strongly contractive on each \( X_n^r \). We write \( L_n \) for its attractor. Hence, each of its marginal processes is also strongly contractive; for any starting point, it is absorbed by its attractor, which is the respective projection of \( L_n \). (Here, “absorbed” means in the lattice case that with probability 1 it belongs to the attractor from some time onwards, while in the non-lattice case, the distance to the attractor tends to 0.)

Claim. Each marginal process \( (X_{\tau(n),1}^r)_{n \geq 0} \) is positive recurrent on its attractor.

In spite of being “obvious”, this needs justification.

We start by considering the first marginal of \( (X_n^r) \), which is driven by the lattice distribution \( \mu_1 \). We can apply the reasoning of Lemma 5.3 and the subsequent lines to \( (X_{n,1}^r) \). Define
\[
\pi': \mathcal{X} \to \mathbb{N}_0 \times \{0, 1\}^{r-1}, \quad \pi'(x_1, \ldots, x_r) = (x_1, \pi(x_2), \ldots, \pi(x_{r-1})).
\]
The process \( (\pi'(X_n^r))_{n \geq 0} \) is “reflected random walk on \( \mathbb{N}_0 \) with internal degrees of freedom”. Its transition probabilities are
\[
p'((x_1, \varepsilon'), (y_1, \varepsilon)) = \Pr\left[ |x_1 - Y_{1,1}| = y_1, \ (\pi(Y_{1,2}), \ldots, \pi(Y_{1,r-1})) = \varepsilon' - \varepsilon \right],
\]
where of course \( \varepsilon' - \varepsilon \) is taken mod 2. Observation 4.2 applies to \( (\pi'(X_n^r)) \) if one replaces \( \mathcal{X}^{(j)} \)
\[
\pi'(\mathcal{X}^{(j)}) = \{(x_1, \varepsilon') : (\pi(x_1), \varepsilon') \in \Gamma^{(j)}\},
\]
Since the transition probabilities (4.6) are additive mod 2 in the \( \varepsilon' \)-coordinates, an invariant measure with finite total mass for \( (\pi'(X_n^r)) \) is given by
\[
\nu_1'(x_1, \varepsilon') = \nu_1(x_1),
\]
where \( \nu_1 \) is the invariant probability distribution for the first marginal process driven by \( \mu_1 \). We let \( \nu_1^{(j)} \) be the probability measure obtained by restricting \( \nu_1' \) to \( \pi'(\mathcal{X}^{(j)}) \) and normalising it. We shall see that \( \text{supp}(\nu_1^{(j)}) \) is the only essential class of \( (\pi'(X_n^r)) \) within \( \pi'(\mathcal{X}^{(j)}) \).

In any case, \( (\pi'(X_n^r)) \) is positive recurrent in the irreducible (whence essential) class of each point \( (x_1, \varepsilon') \) with \( x_1 \in \text{supp}(\nu_1) \). We have \( \pi(x) = \varepsilon = (\varepsilon_1, \varepsilon') \), where \( \pi'(x) = (x_1, \varepsilon') \) and \( \varepsilon_1 = \pi(x_1) \). The stopping times \( \tau(n) \) are the successive instants when \( (\pi'(X_n^r)) \) visits the subset \( (2 \cdot \mathbb{N}_0 + \varepsilon_1) \times \{\varepsilon'\} \). Thus, if \( x \) is such that \( x_1 \in \text{supp}(\nu_1) \), then the return
time of \((\pi'(X_n^x))\) to \((x_1, \varepsilon')\) has finite expectation. At that return time, also \((\pi'(X_{\tau(n)}^x))\) is back at \((x_1, \varepsilon')\), whence also the return time of \((\pi'(X_{\tau(n)}^x))\) has finite expectation. But the first marginal of \((\pi'(X_{\tau(n)}^x))\) is just the first marginal of \((X_{\tau(n)}^x))\), so that the return time of the first marginal process also has finite expectation.

This argument shows that all the lattice marginal processes \((X_{\tau(n), i}^x)\), \(i = 1, \ldots, r_1\), are positive recurrent on their respective attractors (as we know that they are strongly contractive, whence the respective attractor – depending on \(\pi(x)\) – is the unique essential class).

Now suppose that there are also non-lattice marginals, i.e., \(r > r_1\). Then we consider the last marginal of \((X_n^x)\), which is driven by the non-lattice distribution \(\mu_r\). We know from propositions 3.3 and 2.4 that this marginal SDS is strongly contractive with invariant probability measure \(\nu_r\). Its attractor is \(\text{supp}(\nu_r)\).

For any \(x \in X_r\), the \(r\)th marginal process \((X_{\tau(n), r}^x)\) is a strongly contractive sub-SDS of \((X_{n,r}^x)\). This time we define

\[
\pi' : X \to \{0, 1\}^{r_1} \times \mathbb{R}_+, \quad \pi''(x) = (\pi(x), x_r).
\]

The transition probabilities of the process \((\pi''(X_n^x))\) are

\[
p''((\varepsilon, x_1), \{\varepsilon\} \times B) = \Pr\left[|x_r - Y_{1,r}| \in B, \ (\pi(Y_{1,1}), \ldots, \pi(Y_{1,r_1})) = \varepsilon - \varepsilon \right],
\]

again taking \(\varepsilon - \varepsilon \mod 2\), where \(B \subset \mathbb{R}_+\) is a Borel set. Again, Observation 4.2 applies to \((\pi''(X_n^x))\) if one replaces \(X^{(j)}\) with

\[
\pi''(X^{(j)}) = \Gamma^{(j)} \times \mathbb{R}_+.
\]

Once more, since the transition probabilities \((4.7)\) are additive mod 2 in the \(\varepsilon\)-coordinates, an invariant measure with finite total mass for \((\pi''(X_n^x))\) is given by

\[
\nu''(\{\varepsilon\} \times B) = \nu_r(B),
\]

where \(\nu_r\) is the invariant probability distribution for the \(r\)th marginal process driven by \(\mu_r\). That marginal process is strongly contractive, and its attractor is \(\text{supp}(\nu_r)\).

The projected random walk \((\pi(X_n^x))\) is positive recurrent on each of its irreducible classes \(\Gamma^{(j)}\). If \(\varepsilon \in \Gamma^{(j)}\) and \(x \in X^\varepsilon\) then \(\pi''(X^\varepsilon) = \{\varepsilon\} \times \mathbb{R}_+\) is a recurrent set for \((\pi''(X_n^x))\). It is a straightforward and well-known consequence that the restriction of \(\nu''\) to \(\{\varepsilon\} \times \mathbb{R}_+\) is an invariant measure for the induced process on that recurrent set; see e.g. the proof of [22 Lemma 2.6] (which at first yields exciessivity of the restriction, while invariance follows from the fact that the restricted measure has finite total mass).

Now, that induced process is nothing but \((\varepsilon, X_{\tau(n), r}^x)\). Therefore \(\nu_r\) is the unique invariant probability measure of \((X_{\tau(n), r}^x)\). Since the latter process is strongly contractive, \(\text{supp}(\nu_r)\) is its attractor, and the process is positive recurrent on that set.

Again, this argument applies to all non-lattice marginals of our SDS, and the claim is proved.

We know (via Proposition 2.4) that for every starting point \(x \in X\), each marginal SDS \((X_{\tau(n), i}^x)\) has a unique invariant probability measure \(\nu_{i, \varepsilon}\) on its attractor, which depends
on \( \varepsilon = \pi(x) \). By Proposition [2.6] there is a non-negative integer, resp. real random variable \( Z_{i, \varepsilon} \) such that for the reversed process, we have

\[
\hat{X}^{x_i}_{\tau(n), i} = F_{1, i} \circ F_{2, i} \circ \cdots \circ F_{n, i}(x_i) \rightarrow Z_{i, \varepsilon}\]

almost surely

for each \( x = (x_1, \ldots, x_r) \in \mathcal{X}_\varepsilon \), with the \( F_{k, i} \) given in (4.5). But then we get that

\[
\hat{X}^x_{\tau(n)} = F_1 \circ F_2 \circ \cdots \circ F_n(x) \rightarrow Z = (Z_{1, \varepsilon}, \ldots, Z_{r, \varepsilon})\]

almost surely

for each \( x \in \mathcal{X}_\varepsilon \). Since the limit random variable \( Z_{\varepsilon} \) does not depend on the starting point, its distribution \( \nu_{\varepsilon} \) is an invariant probability measure for \( (X^x_{\tau(n)}) \), and \( \mathcal{L}_\varepsilon = \text{supp}(\nu_{\varepsilon}) \). We note that the marginals of \( \nu_{\varepsilon} \) are the above measures \( \nu_{i, \varepsilon} \). (Recall here that for \( r_1 < i \leq r \), we have \( \nu_{i, \varepsilon} = \nu_i \), the invariant probability measure for the reflected random walk driven by the marginal \( \mu_i \).

Now suppose that the starting point \( x \) lies in \( \mathcal{X}^{(j)} \). The projected random walk \( \left( \pi(X^x_n) \right) \) is positive recurrent on \( \Gamma^{(j)} \). Therefore \( (X^x_n) \) visits each \( \mathcal{X}_\varepsilon \subset \mathcal{X}^{(j)} \) infinitely often with probability 1. Since the \( \tau(n) \) are the times of the successive return visits to each of those \( \mathcal{X}_\varepsilon \), we see that the set of accumulation points of \( (X^x_n) \) coincides almost surely with

\[
\mathcal{L}^{(j)} = \bigcup_{\varepsilon \in \Gamma^{(j)}} \mathcal{L}_\varepsilon.
\]

We choose \( \varepsilon \in \Gamma^{(j)} \) and use \( \nu_{\varepsilon} \) to construct a probability measure on \( \mathcal{X}^{(j)} \) by

\[
\nu^{(j)}(B) = \frac{1}{E(\tau(1))} \int E \left( \sum_{n=0}^{\tau(1)-1} 1_B(X^x_n) \right) d\nu_{\varepsilon}(x)
\]

\[
= \frac{1}{|\Gamma|} \sum_{n=0}^{\infty} \int_{\mathcal{L}_\varepsilon} \Pr[X^x_n \in B, \tau(1) \geq n + 1] d\nu_{\varepsilon}(x),
\]

where \( B \subset \mathcal{X}^{(j)} \) is a Borel set. It is well known and easy to verify that this is an invariant probability measure for \( (X^x_n) \).

Suppose that \( \nu \) is an arbitrary invariant probability measure for \( (X^x_n) \) on \( \mathcal{X}^{(j)} \). Every point in \( \mathcal{X}^{(j)} \setminus \mathcal{L}^{(j)} \), not being an accumulation point of \( (X^x_n) \), is transient (has a neighbourhood which is visited only finitely often). Thus, we must have \( \text{supp}(\nu) \subset \mathcal{L}^{(j)} \). On the other hand, invariance of \( \nu \) implies that \( X^x_1 \in \text{supp}(\nu) \) a.s. for any \( x \in \text{supp}(\nu^{(j)}) \), and iterating, the entire trajectory of \( (X^x_n) \) is in \( \text{supp}(\nu) \). We see that \( \text{supp}(\nu) = \mathcal{L}^{(j)} \).

The projected probability measure \( \pi(\nu) \) must be invariant for the factor chain \( \left( \pi(X^x_n) \right) \) in \( \Gamma^{(j)} \). Therefore \( \nu(\mathcal{X}_\varepsilon) = 1/|\Gamma| \) for every \( \varepsilon \in \Gamma^{(j)} \). It is again a well-known fact that the normalised restriction of \( \nu \) to \( \mathcal{X}_\varepsilon \) must be the (as we know, unique) invariant probability measure for the induced process \( (X^x_{\tau(n)}) \) on that set. Thus, \( \nu = \nu^{(j)} \) is unique,

\[
\nu^{(j)} = \frac{1}{|\Gamma|} \sum_{\varepsilon \in \Gamma^{(j)}} \nu_{\varepsilon},
\]

where \( \nu_{\varepsilon} \) is viewed as a measure on the whole of \( \mathcal{X}^{(j)} \). This concludes the proof in the presence of lattice marginals.
In the purely non-lattice case when \( r_1 = 0 \), we do not need to pass to an induced sub-system which becomes contractive: the reversal argument applies directly to the original reflected random walk. Indeed, this is the case treated by [20] Th. 24.

We know that the one-dimensional marginals of each of the invariant probability measures \( \nu^{(j)} \) on the different parts \( X^{(j)} \) of the state space are the invariant measures \( \nu_i \) of the marginal processes, which are supported by the intervals \([0, N_i] \cap \mathbb{R}_+\), resp. \([0, N_i] \cap \mathbb{N}_0\). In the higher-dimensional case, the essential classes \( X^{(j)} \) where the reflected random walk takes place – the respective support of the \( \nu^{(j)} \) - are not easily determined. We illustrate this by the following simple examples.

(4.9) Examples. We let \( X = \mathbb{N}_0^2 \).

(a) Let \( \mu = \frac{1}{2}(\delta_{(2,3)} + \delta_{(3,2)}) \). Then \( N_1 = N_2 = 3 \) and the reflected random walk is absorbed by (a subset of) \( \{(0,1,2,3)^2\} \). We have \( \Gamma = \{(0,1)^2\} \), and there is only one essential class. Indeed, there are the three irreducible classes

\[
\{(0,0),(2,3),(3,2)\}, \quad \{(3,3)\} \quad \text{and} \quad \{0,1,2,3\}^2 \setminus \{(0,0),(2,3),(3,2),(3,3)\}.
\]

The latter is the essential one.

(b) Let \( \mu = \frac{1}{2}(\delta_{(-1,2)} + \delta_{(2,-1)}) \). Then \( N_1 = N_2 = \infty \) and \( \Gamma = \{(0,1)^2\} \). Again, there is only one essential class, and one finds that this is \( \mathbb{N}_0^2 \setminus \{(0,0)\} \).

(c) Let \( \mu = \frac{1}{2}(\delta_{(-1,3)} + \delta_{(3,-1)}) \). Again, \( N_1 = N_2 = \infty \) but \( \Gamma = \{(0,0),(1,1)\} \). Reflected random walk evolves on the two separated parts

\[
X^{(1)} = \{(k,l) \in \mathbb{N}_0^2 : k + l \text{ is odd}\} \quad \text{and} \quad X^{(2)} = \{(k,l) \in \mathbb{N}_0^2 : k + l \text{ is even}\}.
\]

While the whole of \( X^{(1)} \) is an essential class and thus equal to \( L^{(1)} \), the essential class within \( X^{(2)} \) is \( L^{(2)} = X^{(2)} \setminus \{(0,0)\} \).

One can also find examples as in (b) or (c) where a bigger region around the origin is not part of the attractor.

(4.10) Remarks. (a) In view of Proposition [2, 3] the sets \( L_\varepsilon \) only depend on \( \text{supp}(\mu) \), and thus also the set \( L^{(j)} \) of (4.8) does not depend on recurrence, but just on \( \text{supp}(\mu) \).

And as long as all marginals satisfy \( \mu_i((0, \infty)) > 0 \), we can modify \( \mu \) to obtain another probability measure with the same support that induces a reflected random walk which is positive recurrent on each \( X^{(j)} \) (or, more precisely, \( L^{(j)} \)).

(b) There is a very simple argument, communicated to us by Nina Gantert, which shows at least in the discrete case \( (r_2 = 0) \) that positive recurrence of each of the marginal processes implies that RRW starting from any point in \( \mathbb{N}_0^2 \) must be absorbed by a positive recurrent essential class. We display that argument here, for simplicity taking only \( r = 2 \). There must be finite sets \( A_1, A_2 \subset \mathbb{N}_0 \) such that \( \nu_1(A_1) + \nu_2(A_2) > 1 \), where the \( \nu_i \) are the respective stationary probability measures. Then for \( x \in \mathbb{N}_0^2 \), by the convergence theorem,

\[
\frac{1}{n} \sum_{k=0}^{n-1} \Pr[X_k^x \in A_1 \times A_2] \geq \frac{1}{n} \sum_{k=0}^{n-1} \left( \Pr[X_{k,1}^{x_1} \in A_1] + \Pr[X_{k,2}^{x_2} \in A_2] - 1 \right)
\]

\[
\rightarrow \nu_1(A_1) + \nu_2(A_2) - 1 > 0, \quad \text{as} \quad n \to \infty.
\]
Thus, one would think that the first issue is to use purely algebraic arguments involving only \( \text{supp}(\mu) \) which should lead to a description of the essential classes of RRW, showing that there is precisely one within each \( \mathcal{X}^{(j)} \). However, to the authors it is by no means obvious how to achieve this without involving the local contractivity arguments used above. Indeed, already in the one-dimensional case, without use of local contractivity (which works via the algebraic Proposition 3.7), the corresponding reasoning is amazingly hard: quoting [10, p. 100], “d’une surprenante difficulté” – even though in dimension 1 the stationary distribution is known explicitly.

The next question is whether one can get a more general recurrence result regarding null recurrence, that is, when some of the marginal distributions give rise to null recurrent reflected random walks; compare with propositions 3.11 and 3.12. This appears to be a hard task. We next show that in general, for recurrence one cannot have more than two marginals which are only null recurrent.

Consider \( \mu \) on \( \mathbb{R}^r \). We take a sequence \((e_{n,i})_{n \geq 0, 1 \leq i \leq r}\) of i.i.d. random variables which are equidistributed on \( \{\pm 1\} \) and independent of \((Y_n)_{n \geq 1}\). For each one-dimensional marginal \( \mu_i \) and the associated coordinates \( Y_{n,i} \) we consider the associated process

\[
W^x_{0,i} = x_i, \quad \text{and} \quad W^x_{n+1,i} = W^x_{n,i} + E^x_{n,i} Y_{n+1,i}, \quad \text{where} \quad E^x_{n,i} = \begin{cases} -1, & \text{if } W^x_{n,i} > 0, \\ e_{n,i}, & \text{if } W^x_{n,i} = 0, \\ 1, & \text{if } W^x_{n,i} < 0. 
\end{cases}
\]

Then we have
\[
|W^n_x| = X^n[x],
\]
where (recall) absolute values are taken coordinate-wise. The following is a straightforward exercise.

(4.11) Lemma. If \( \mu \) is fully symmetric, that is, invariant under all coordinate reflections \( x_i \mapsto -x_i \) \((i = 1, \ldots, d)\), then the \( r \)-dimensional increments

\[
\tilde{Y}_n = E^x_{n-1} \cdot Y_n = (E^x_{n-1,1} Y_{n,1}, \ldots, E^x_{n-1,d} Y_{n,d})
\]

are i.i.d. \( \mu \)-distributed. In particular, for any \( x \in \mathcal{X}^r \) and Borel set \( B \in \mathbb{R}^r_+ \),

\[
\Pr[X^n_x \in B] = \Pr[x + S_n \in B^*], \quad \text{where} \quad B^* = \{(\pm y_1, \ldots, \pm y_r) : (y_1, \ldots, y_r) \in B\}.
\]

We observe that when \( \text{supp}(\mu) \) is a fully symmetric set, then the induced reflected random walk is such that \( \mathcal{L}^{(j)} = \mathcal{X}^{(j)} \) for the essential classes given by (4.8), resp. the respective partition (1.2) of the state space \( \mathcal{X} \).

(4.13) Corollary. Suppose that \( \mu \) is fully symmetric. Then reflected random walk induced by \( \mu \) is transient whenever the dimension is \( r \geq 3 \). When \( r \in \{1, 2\} \), a sufficient condition for recurrence is that \( \mu \) has finite moment of order \( r \).

We shall deduce from Theorem 5.1 below that this has the following generalisation.

(4.14) Corollary. Let \( \mu \) be a probability measure on \( \mathbb{R}^{r+s} \) whose lattice marginals satisfy (1.2). Write \( \mu_{[r]} \) for the \( r \)-dimensional marginal of \( \mu \) in the first \( r \) coordinates and \( \mu_{[s]} \) for the
for the $s$-dimensional marginal of $\mu$ in the last $s$ coordinates, where $s \in \{1, 2\}$. Suppose that the reflected random walk induced by $\mu_{[r]}$ is positive recurrent on each of its essential classes.

If $\mu_{[s]}$ is fully symmetric and has finite moment of order $s$, then the reflected random walk induced by $\mu$ is (topologically) null recurrent on its essential classes.

The following, regarding the joint observation of independent parts, is obvious.

(4.15) Lemma. Suppose that the probability measure $\mu$ on $\mathbb{R}^{r_1+r_2}$ is such that all lattice marginals satisfy (1.2) and

$$\mu = \mu_{[r_1]} \otimes \mu_{[r_2]}.$$ 

If RRW driven by $\mu_{[r_1]}$ is positive recurrent and RRW driven by $\mu_{[r_2]}$ is null recurrent, then RRW driven by $\mu$ is null recurrent (on the respective essential classes).

This holds in particular, when $r_2 = 1$ and one of the conditions of for null recurrence of §3 is satisfied.

The following provides a class of examples regarding null recurrence in dimension 2.

(4.16) Lemma. Let $\mu_1$ and $\mu_2$ be probability measures on $\mathbb{Z}$ which satisfy (1.2). Suppose they have exponential moments of all orders and are centred. Then RRW on $\mathbb{N}_0^2$ induced by $\mu_1 \otimes \mu_2$ is null recurrent on its essential classes.

Proof. Under the above assumptions, it was shown by Essifi and Peigné [12] that for all $x, y \in \mathbb{N}_0$

$$\Pr[X_{n,i}^x = y] \sim C_y^{(i)} n^{-1/2} \quad \text{as} \quad n \to \infty,$$

where $C_y^{(i)} > 0$, for $i = 1, 2$. The statement follows. □

With weaker moment conditions, one can well have two independent RRWs, each of which is null recurrent, while the resulting two-dimensional RRW is transient.

(4.17) Example. On $\mathbb{Z}$, let $(Y_n)$ be equidistributed on $\{\pm 1\}$, so that $S_n = Y_1 + \cdots + Y_n$ is simple random walk. Let $(\tau(n))_{n \geq 0}$ be a sequence of random times which is independent of $(Y_n)$ and such that $\tau(0) = 0$ and $\tau(n) - \tau(n-1)$ are i.i.d. $\mathbb{N}$-valued. The associated subordinated random walk is

$$S_{\tau(n)} = \tilde{Y}_1 + \cdots + \tilde{Y}_n,$$

where $\tilde{Y}_k = Y_{\tau(k-1)+1} + \cdots + Y_{\tau(k)}$.

Now let $0 < \alpha < 1$ and consider $\tau(n) = \tau_\alpha(n)$, where

$$\Pr[\tau_\alpha(n) - \tau_\alpha(n-1) = k] = \frac{\alpha \Gamma(k - \alpha)}{k! \Gamma(1 - \alpha)} \sim \frac{\alpha}{\Gamma(1 - \alpha)} \frac{1}{k^{1+\alpha}} \quad (1 \leq k \to \infty).$$

By Bendikov and Saloff-Coste [8, Thm.3.4],

$$\Pr[S_{\tau(2n)} = 0] \approx n^{-\frac{1}{2\alpha}},$$

where $\approx$ means asymptotic equivalence of sequences. Let $\mu_\alpha$ be the distribution of $\tilde{Y}_1$. We see that $(S_{\tau(n)})$, the symmetric random walk on $\mathbb{Z}$ with law $\mu_\alpha$, as well as the associated RRW on $\mathbb{N}_0$ are recurrent if and only if $\alpha \geq 1/2$. 
Now consider $\mu = \mu_\alpha \otimes \mu_\alpha$ on $\mathbb{Z}^2$. It is fully symmetric, and we get that for any $\alpha \in (0, 1)$, the random walk induced by $\mu$ with reflection in none, one or both coordinates is transient. □

5. REFLECTED PLUS NON-REFLECTED COORDINATES

We now consider the situation of (1.1) in dimension $r + s$ with $s \in \{1, 2\}$, and state space as in (1.3). As before, we write $\mu_{[r]}$ and $\mu_{[s]}$ for the overall marginal distributions of $\mu$ in the first $r$ and last $s$ variables, respectively.

(5.1) Theorem. Suppose that $\mu_{[r]}$ satisfies the assumptions of Theorem 4.3, so that the associated reflected random walk $(X_n^x)$ on $\mathbb{N}_0^r \times \mathbb{R}_+^s$ is positive recurrent.

If $\mu_{[s]}$ has finite moment of order $s$, then the process $(X_n^x, Z_n)$ of (1.1) is (topologically) recurrent if and only if $\mu_{[s]}$ is centred.

Here, we mean that when $\mathcal{L}^{(j)}$ is one of the essential classes $4.8$ of $(X_n^x)$ according to Theorem 4.3, then for each $x \in \mathcal{L}^{(j)}$ and $v \in \mathbb{R}^s$, the process $(X_n^x, v + Z_n)$ returns to any neighbourhood of $(x, v)$ infinitely often with probability 1. Of course, when $\mu_{[s]}$ is lattice, there are infinitely many returns to $(x, v)$ itself. Note that we may assume w.l.o.g. that $v = 0$. We also remark here that $(X_n^x, Z_n)$ is a typical case of a Markov random walk or random walk with internal degrees of freedom with positive recurrent driving Markov chain $(X_n^x)$. There is an ample literature on processes of this type, see e.g. Jacod [15], Krámal and Szász [18], Babillot [3] or Uchiyama [28] and the references in those papers.

Proof. Because this is considerably simpler, we first consider the case when $\mu_{[r]}$ is purely lattice, that is, $r_2 = 0$. Let $x \in \mathcal{L}^{(j)}$, and let $t(n)$ be the successive return times of $(X_n^x)$ to $x$, with $t(0) = 0$. They have i.i.d. increments with finite expectation by positive recurrence. Then

$$Z_{t(n)} = \tilde{V}_1 + \cdots + \tilde{V}_n,$$

where $\tilde{V}_k = Z_{t(k)} - Z_{t(k-1)}$, and the $\tilde{V}_k$ are i.i.d. By Wald’s identity,

$$E(\tilde{V}_1) = E(t(1)) E(V_1),$$

and if $V_1$ has finite second moment then so does $\tilde{V}_1$. The result follows.

The situation is more complicated when the reflected part is not purely lattice. In this case, we start with a compact neighbourhood $U$ of some point $x \in \mathcal{L}^{(j)}$. We know that for any $y \in U$, the chain $(X_n^y)$ returns to $U$ almost surely. Thus, we can consider the induced process $(X_n^y)_{t(n)}$ on $U$, where $t(n)$ are the times of the successive visits to $U$. Note that they depend on the starting point $y$ and do not have i.i.d. increments. In any case, it is a well known fact that the normalised restriction $\nu_U = \nu_U^{(j)}$ of the invariant probability measure $\nu^{(j)}$ to $U$ is an invariant probability for the induced process.

We shall use a method of [1 Thm. 4.1]. For any probability distribution $\nu$ supported in $\mathcal{L}^{(j)}$, we let $Pr_\nu = Pr_{(\nu,0)}$ be the probability on the trajectory space of $(X_n^x, v + Z_n)$, where $(X_n^x)$ has starting distribution $\nu$ – so that we might as well use the notation $(X_n^\nu)$
where in general $\Pr_{(x,v)}$ refers to starting the process at the deterministic point $(x,v)$.

Since $\nu^{(j)}$ is the unique invariant probability for the original process on $\mathcal{X}^{(j)}$, resp. $\mathcal{L}^{(j)}$, also $\nu_U$ is the unique invariant probability for the induced process. Therefore the induced process on $\mathcal{L}^{(j)}$ with initial distribution $\nu_U$ – which we denote by $(X_{t(n)}^{\nu_U})$ – is not only stationary, but ergodic under $\Pr_{\nu_U}$ – see e.g. Hernández-Lerma and Lasserre [14, Prop. 2.4.3]

Claim. The sequences of random variables $(\tilde{V}_n)$ and $(t(n) - t(n-1))$ are stationary ergodic under $\Pr_{\nu_U}$.

Proof of the claim. Stationarity is straightforward, and contained in the first part of the following. Let $(\mathcal{F}_n)$ be the filtration of the $\sigma$-algebra on the trajectory space generated by $(X^x_n, Z_n)$. Take a measurable function $\phi : \mathbb{R}^N \to \mathbb{R}^+$. Then, since the distribution of $X_{t(n)}^{\nu_U}$ is $\nu_U$ and the transitions of $(Z_n)$ are translation invariant,

$$E_{\nu_U}(\phi(\tilde{V}_{n+1}, \tilde{V}_{n+2}, \ldots) \mid \mathcal{F}_t(n)) = E_{(X_{t(n)}^{\nu_U}, Z_t(n))}(\phi(\tilde{V}_1, \tilde{V}_2, \ldots))$$

$$= E_{(X_{t(n)}^{\nu_U}, 0)}(\phi(\tilde{V}_1, \tilde{V}_2, \ldots)) = E_{\nu_U}(\phi(\tilde{V}_1, \tilde{V}_2, \ldots)) .$$

Now suppose in addition that $W = \phi(\tilde{V}_1, \tilde{V}_2, \ldots)$ is measurable with respect to the invariant $\sigma$-algebra of $(\tilde{V}_1, \tilde{V}_2, \ldots)$, so that $W = \phi(\tilde{V}_n, \tilde{V}_{n+1}, \ldots)$ for each $n$. Then by martingale convergence and the above,

$$W = \lim_{n \to \infty} E_{\nu_U}(W \mid \mathcal{F}_t(n)) = \lim_{n \to \infty} E_{(X_{t(n)}^{\nu_U}, 0)}(W) .$$

Therefore $W$ is also an invariant function of $(X_{t(n)}^{\nu_U})$, which is ergodic, so that $W$ is $\Pr_{\nu_U}$-almost surely constant. This shows ergodicity of $(\tilde{V}_n)$. The proof for the increments $(t(n) - t(n-1))$ is analogous.

Having proved the Claim, we recall that as in the lattice case $E(t(1)) < \infty$, and by Wald’s identity $E(\tilde{V}_1) = 0$ if and only $E(\tilde{V}_1) = 0$.

If $s = 1$, then we see that under $\Pr_{\nu_U}$, the random walk $(Z_{t(n)})$ on $\mathbb{R}$ arises from the sums of the stationary ergodic sequence of the random variables $\tilde{V}_n$, which have finite expectation. By a theorem of [2], $(Z_{t(n)})$ is recurrent (= returns infinitely often to any neighbourhood of 0 with probability 1) if and only if $V_1$ is centred. This proves that $(X_n^x, v + Z_n)$ is recurrent (where RRW is considered one one of its attractors $\mathcal{L}^{(j)}$) if and only if $E(V_1) = 0$.

If $s = 2$, then our assumption is that $E(V_1^2) < \infty$, so that $Z_n$ satisfies the Central Limit Theorem. If $E(V_1) \neq 0$ then we have of course transience. So suppose that $E(V_1) = 0$. Then $Z_n/\sqrt{n}$ converges in law to a non-degenerate 2-dimensional centred normal distribution. By Birkhoff’s Ergodic Theorem, $t(n)/n \to E(t(1))$ almost surely under $\Pr_{\nu_U}$. Then, by an old theorem of Rényi [23] (going back to Anscombe [1]), also $Z_{t(n)}/\sqrt{t(n)}$ is asymptotically normal with the same limit distribution. Now we can apply the theorem of [26] to deduce that $(Z_{t(n)})$ is recurrent. This concludes the proof. \qed
Proof of Corollary 4.14. Let $(X^x_n)$ be RRW induced by $\mu_{\lfloor r \rfloor}$ and $(v + Z_n)$ be the ordinary random walk induced by $\mu_{\lceil s \rceil}$. By Theorem 5.1, the process $(X^x_n, v + S_n)$ is recurrent on its essential classes. A straightforward adaptation of Lemma 4.11 yields that we also have recurrence when there is reflection in the last two coordinates. □

Note that the last phrase of the proof remains true also when $s = 2$ and there only is reflection in one of the last two coordinates, while the other coordinate remains non-reflected. This observation together with Corollary 4.14 and Theorem 5.1 clarifies that there can not be a general result on recurrence with more than two null-recurrent coordinates, be they reflecting or “free”.

We conclude with an open problem. Suppose that $r = s = 1$, so that we have reflection in the first coordinate only, and no reflection in the second one. Also suppose that the second marginal gives rise to a recurrent (ordinary) random walk (e.g., having finite first moment and being centred.) Provide general recurrence criteria, when the reflected process in the first coordinate is null-recurrent.

References

[1] Anscombe, F. J.: Large-sample theory of sequential estimation, Proc. Cambridge Philos. Soc. 48 (1952) 600–607.
[2] Atkinson, G.: Recurrence of co-cycles and random walks, J. London Math. Soc. 13 486–488 (1976).
[3] Babillot, M.: Théorie du renouvellement pour des chaînes semi-markoviennes transientes, Ann. Inst. H. Poincaré (4) 24 (1988) 507–569.
[4] Babillot, M., Bougerol, Ph., and Elie, L.: The random difference equation $X_n = A_nX_{n-1} + B_n$ in the critical case, Ann. Probab. 25 (1997) 478–493.
[5] Benda, M.: Schwach kontraktive dynamische Systeme, Ph. D. Thesis, Ludwig-Maximilians-Universität München (1998).
[6] Benda, M.: Contractive stochastic dynamical systems, unpublished preprint, Ludwig-Maximilians-Universität München (1999).
[7] Benda, M.: A reflected random walk on the half line, unpublished preprint, Ludwig-Maximilians-Universität München (1999).
[8] Bendikov, A., and Saloff-Coste, L.: Random walks on groups and discrete subordination, Math. Nachr. 285 (2012), 580–605.
[9] Boudiba, M. A.: La chaîne de Feller $X_{n+1} = |X_n - Y_{n+1}|$ où les $(Y_n)_{n \geq 1}$ sont indépendantes et identiquement distribuées, C. R. Acad. Sc. Paris Sér. I Math. 301 (1985) 517–519.
[10] Boudiba, M. A.: La chaîne de Feller $X_{n+1} = |X_n - Y_{n+1}|$ et les chaînes associées, Ann. Sci. Univ. Clermont-Ferrand II Probab. Appl. 5 (1986) 91–132.
[11] Chung, K. L., and Fuchs, W. H. J.: On the distribution of values of sums of random variables, Mem. Amer. Math. Soc. 6 (1951).
[12] Essifi, R., and Peigné, M.: Return probabilities for the reflected random walk on $\mathbb{N}_0$, J. Theoret. Probab. 28 (2015) 231–258; erratum in same volume, 1250–1251.
[13] Feller, W.: An Introduction to Probability Theory and its Applications, Volume II, second edition, Wiley, New York, 1971.
[14] Hernández-Lerma, O., and Lasserre, J. B.: Markov Chains and Invariant Probabilities, Progress in Mathematics 211, Birkhäuser, Basel, 2003.
[15] Jacod, J.: Théorème de renouvellement et classification pour les chaînes semi-markovienes, Ann. Inst. H. Poincaré Sect. B (N.S.) 7 (1971) 83–129; Corrections et compléments in vol. 10 (1974) 201–209.
[16] Kellerer, H. G.: Random dynamical systems on ordered topological spaces, Stoch. Dyn. 6 (2006), 255–300.
[17] Knight, F. B.: On the absolute difference chains, Z. Wahrsch. verw. Gebiete 43 (1978) 57–63.
[18] Krámli, A., and Szász, D.: *Random walks with internal degrees of freedom*, Z. Wahrsch. verw. Gebiete 63 (1983) 85–95.

[19] Leguesdron, J. P.: *Marche aléatoire sur le semi-groupe des contractions de \( \mathbb{R}^d \). Cas de la marche aléatoire sur \( \mathbb{R}_+ \) avec choc élastique en zéro*, Ann. Inst. H. Poincaré Probab. Stat. 25 (1989) 483–502.

[20] Peigné, M.: *Marches de Markov sur le semi-groupe des contractions de \( \mathbb{R}^d \). Cas de la marche aléatoire à pas markoviens sur \( (\mathbb{R}_+)^d \) avec chocs élastiques sur les axes*, Ann. Inst. H. Poincaré Probab. Stat. 28 (1992) 63–94.

[21] Peigné, M., and Woess, W.: *On recurrence of reflected random walk on the half-line*, unpublished, arXiv:math/0612306v1.

[22] Peigné, M., and Woess, W.: *Stochastic dynamical systems with weak contractivity properties I. Strong and local contractivity*, Colloq. Math. 125 (2011), no. 1, 3154.

[23] Rabeherimanana, T. J.: *Résultats sur l’irréductibilité et la conservativité de la chaîne de différences absolues*, Ann. Fac. Sci. Toulouse Math. 11 (2002), 177–199.

[24] Rényi, A.: *On the asymptotic distribution of the sum of a random number of independent random variables*, Acta Math. Acad. Sci. Hungar. 8 (1957) 193–199.

[25] Schelling, H. von: *Über die Verteilung der Kopplungswerte in gekreuzten Fernmeldekabeln großer Länge*, Elektrische Nachrichten-Technik 20 (1943) 251–259.

[26] Schmidt, K.: *On joint recurrence*, C. R. Acad. Sci. Paris Sér. I Math. 327 (1998), no. 9, 837–842.

[27] Smirnov, S. N.: *The recurrence of an absolute difference chain*, Mat. Zametki 42 (1987), 336–342, 347. [English translation: Math. Notes 42 (1987), 285–336.]

[28] Uchiyama, K.: *Asymptotic estimates of the Green functions and transition probabilities for Markov additive processes*, Electron. J. Probab. 12 (2007) 138–180.

**Institut für Diskrete Mathematik, Technische Universität Graz, Steyrergasse 30, A-8010 Graz, Austria**

**E-mail address:** kloas@tugraz.at, woess@tugraz.at