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Abstract

This paper is devoted to the proof of uniform Hölder and Lipschitz estimates close to oscillating boundaries, for divergence form elliptic systems with periodically oscillating coefficients. Our main point is that no structure is assumed on the oscillations of the boundary. In particular, those are neither periodic, nor quasiperiodic, nor stationary ergodic. We investigate the consequences of our estimates on the large scales of Green and Poisson kernels. Our work opens the door to the use of potential theoretic methods in problems concerned with oscillating boundaries, which is an area of active research.

1 Introduction

This paper is concerned with Hölder and Lipschitz estimates for elliptic systems and their consequences in potential theory. Our divergence form elliptic system reads

\[
\begin{cases}
-\nabla \cdot A(x/\varepsilon) \nabla u^\varepsilon = f + \nabla \cdot F, & x \in D^\varepsilon(0,1), \\
u^\varepsilon = 0, & x \in \Delta^\varepsilon(0,1),
\end{cases}
\]  

(1.1)

and is posed in the domain with oscillating boundary

\[D^\varepsilon(0,1) := \{(x', x_d), \ |x'| < 1, \ \varepsilon \psi(x'/\varepsilon) < x_d < \varepsilon \psi(x'/\varepsilon) + 1\}.\]

The main focus of the paper is on uniformity in \(\varepsilon\). The coefficients are assumed to be periodically oscillating. However, no structure assumption is made on the boundary. In particular, no periodicity, quasiperiodicity, nor stationary ergodicity is assumed on the oscillations of \(\psi\).

The study of oscillating boundaries and roughness induced effects is an area of active applied and theoretical research. The applications involve a lot of different scales and range

\[x_d = \varepsilon \psi(x'/\varepsilon) + r\]

\[x_d = \varepsilon \psi(x'/\varepsilon)\]

\[x_d = 0\]

\[x_d = -1\]
from geophysics [18, 11, 29] to microfluidics [10]. From a mathematical point of view, the general goal is to describe the (averaged) effect of the oscillations of the boundary on the behavior of the solution to the partial differential equation. Two questions are of particular importance: well-posedness and asymptotic behavior far from the oscillating boundary. Well-posedness can be usually proved in very general settings. Indeed, some of the latest works [19, 13] have been focused on getting rid of any structure assumptions on the boundary. The analysis proves to be intricate, because a lot of the usual tools (Poincaré inequalities, Fourier analysis . . . ) cannot be used. As far as the second question is concerned, some averaging properties of the oscillations have always been assumed in the existing literature: the papers [9, 12] are just two examples. Our hope is that the estimates in this paper will make it possible to resort to potential theoretical methods in order to investigate such questions.

Uniform Schauder estimates for elliptic systems with periodically oscillating coefficients have been pioneered by Avellaneda and Lin in a series of seminal papers [5, 4, 6, 7, 8]. Adapting a compactness method originating from the study of the regularity problem in the calculus of variations [3, 14] (see also [21]), they prove for instance that weak solutions \( u^\varepsilon = u^\varepsilon(x) \) of

\[
-\nabla \cdot A(x/\varepsilon)\nabla u^\varepsilon = 0, \quad x \in B(0,1),
\]

satisfy the estimate

\[
\|\nabla u^\varepsilon\|_{L^\infty(B(0,1/2))} \leq C \|u^\varepsilon\|_{L^\infty(B(0,1))},
\]

with a constant \( C > 0 \) uniform in \( \varepsilon \). This interior estimate comes along with other interior and boundary Hölder and Lipschitz estimates for divergence form elliptic systems, as well as non-divergence form elliptical equations. A detailed review of interior estimates is done in section 2.3 below. These works strongly rely on the periodicity assumption and are restricted to flat boundaries.

Another important contribution of the work of Avellaneda and Lin is the investigation of the asymptotics of Green \( G^\varepsilon = G^\varepsilon(x, \hat{x}) \) and Poisson \( P^\varepsilon = P^\varepsilon(x, \hat{x}) \) kernels associated to the operator with oscillating coefficients \( -\nabla \cdot A(x/\varepsilon)\nabla \) and to the domain \( \Omega \subset \mathbb{R}^d \). The key observation is that the analysis of the large scales \( r = |x - \hat{x}| \gg 1 \) of \( G^\varepsilon(x, \hat{x}) \) or \( P^\varepsilon(x, \hat{x}) \) boils down, after proper rescaling, to the study of the local properties of \( G^{\varepsilon/r} \) or \( P^{\varepsilon/r} \). This can be done thanks to the local Schauder estimates uniform in \( \varepsilon \). Such a line of ideas has been successfully implemented to expand the fundamental solution of \( -\nabla \cdot A(x/\varepsilon)\nabla \) in \( \mathbb{R}^d \). It underlies the recent work of Kenig, Lin and Shen [28], where optimal expansions for Green and Neumann functions, along with their derivatives are derived.

A boundary version of the Lipschitz estimate (1.2) has also been used in the analysis of boundary layer correctors in homogenization. In the article [30] the investigation of the asymptotics far from the boundary of boundary layer correctors \( v_{bd} = v_{bd}(y) \),

\[
\left\{
\begin{array}{ll}
-\nabla \cdot A(y)\nabla v_{bd} = 0, & y \cdot n > 0, \\
v_{bd} = v_0, & y \cdot n = 0,
\end{array}
\right.
\]

with \( n \in S^{d-1} \), is carried out using the representation of \( v_{bd} \) via Poisson’s kernel \( P = P(y, \tilde{y}) \)

\[
v_{bd}(y) = \int_{\tilde{y} \cdot n = 0} P(y, \tilde{y})v_0(\tilde{y})d\tilde{y}.
\]

An expansion of \( P(y, \tilde{y}) \) for \( |y - \tilde{y}| \gg 1 \) is established: there exists an explicit kernel \( P^{\varepsilon, \text{exp}} = P^{\varepsilon, \text{exp}}(y, \tilde{y}) \) such that

\[
|P(y, \tilde{y}) - P^{\varepsilon, \text{exp}}(y, \tilde{y})| \leq \frac{C}{|y - \tilde{y}|^{d-1+\kappa}}, \quad \kappa > 0.
\]
The latter makes it possible, using the ergodicity on the boundary, to show that
\[ v_b(y) \xrightarrow{y \to \infty} V^\infty. \]

One of our motivations here is to generalize this analysis to systems in oscillating half-spaces
\[
\begin{align*}
-\nabla \cdot A(y) \nabla v_b &= 0, \quad y_d > \psi(y'), \\
v_b &= v_0, \quad y_d = \psi(y').
\end{align*}
\]

Our paper is a first step in this direction. Going a step further, would require to assume some structure of \( \psi \) ensuring averaging properties far from the boundary. Moreover, it would ask for a good understanding of the interplay between the oscillations of \( \psi \), \( A \) and \( v_0 \). We refer to [20] sections 2 and 7] and to [19] section 3] to get an insight into these questions.

The work of Avellaneda and Lin on uniform estimates has far-reaching consequences in homogenization and potential theory: besides the references already cited let us mention [20, 25, 26]. Generalizing it has been the purpose of intense research over the past few years. Without attempting to be exhaustive, we refer to the work of Kenig, Lin and Shen [20, 25, 26]. Generalizing it has been the purpose of intense research over the past few years. Without attempting to be exhaustive, we refer to the work of Kenig, Lin and Shen [20, 25, 26]. Generalizing it has been the purpose of intense research over the past few years. Without attempting to be exhaustive, we refer to the work of Kenig, Lin and Shen [20, 25, 26]. Generalizing it has been the purpose of intense research over the past few years. Without attempting to be exhaustive, we refer to the work of Kenig, Lin and Shen [20, 25, 26]. Generalizing it has been the purpose of intense research over the past few years. Without attempting to be exhaustive, we refer to the work of Kenig, Lin and Shen [20, 25, 26].

Before going into the details of our results, let us state our setting.

1.1 Framework

Let \( \lambda > 0, 0 < \nu_0 < 1 \) and \( M_0 > 0 \) be fixed in what follows. Let
\[
\omega : [0, \infty) \to [0, \infty), \quad \text{such that} \quad \omega(0) = 0 \quad \text{and} \quad \omega(t) \xrightarrow{t \to 0} 0,
\]
be a fixed modulus of continuity. The boundary is a graph given by \( \psi \) in the class \( C^{1,\omega}_{M_0} \) or \( C^{1,\nu_0}_{M_0} \) defined by
\[
\begin{align*}
C^{1,\omega}_{M_0} := \{ \psi \in C^1(\mathbb{R}^{d-1}) : 0 \leq \psi \leq M_0, \|\nabla \psi\|_{L^\infty(\mathbb{R}^{d-1})} \leq M_0, \|\nabla \psi\|_{L^\infty(\mathbb{R}^{d-1})} \leq M_0, \\
|\nabla \psi(x') - \nabla \psi(x')| \leq \omega(|x' - x'|), \quad \forall x', x' \in \mathbb{R}^{d-1}, \}
\end{align*}
\]
\[
\begin{align*}
C^{1,\nu_0}_{M_0} := \{ \psi \in C^{1,\nu_0}(\mathbb{R}^{d-1}) : 0 \leq \psi \leq M_0, \|\nabla \psi\|_{L^\infty(\mathbb{R}^{d-1})} \leq M_0, [\nabla \psi]_{C^0,\nu_0}(\mathbb{R}^{d-1}) \leq M_0, \}
\end{align*}
\]

Keep in mind that \( D^\nu(0, r) \) and thus \( u^\nu \) depends on \( \psi \), although we usually do not write explicitly the dependence in \( \psi \). The reason for this is that all our results hold uniformly for \( \psi \) in the above class \( C^{1,\omega}_{M_0} \) or \( C^{1,\nu_0}_{M_0} \).

We assume that the coefficients matrix \( A = A(y) = (A_{ij}^{\alpha\beta}(y)) \), with \( 1 \leq \alpha, \beta \leq d \) and \( 1 \leq i, j \leq N \) is real, that
\[
A \text{ belongs to the class } C^{0,\nu_0} \text{ and } \|A\|_{L^\infty(\mathbb{R}^d)} + [A]_{C^{0,\nu_0}(\mathbb{R}^d)} \leq M_0, \tag{1.3}
\]
that \( A \) is uniformly elliptic i.e.
\[
\lambda|\xi|^2 \leq A_{ij}^{\alpha\beta}(y)\xi_i^\alpha\xi_j^\beta \leq \frac{1}{\lambda}|\xi|^2, \quad \text{for all } \xi = (\xi_i^\alpha) \in \mathbb{R}^{dN}, \ y \in \mathbb{R}^d \tag{1.4}
\]
and periodic i.e.

\[ A(y + z) = A(y), \quad \text{for all } y \in \mathbb{R}^d, \ z \in \mathbb{Z}^d. \]  

(1.5)

We say that \( A \) belongs to the class \( \mathcal{A}^{0,v_0} \) if \( A \) satisfies (1.3), (1.4) and (1.5). Starred quantities always refer to the transposed operator \(-\nabla \cdot A^\dagger(x/\varepsilon)\nabla\), where for all \( \alpha, \beta \in \{1, \ldots, d\} \) and \( i, j \in \{1, \ldots, N\} \), \((A^\dagger)^{\alpha\beta}_{ij} := A^{\betai}_{\alpha j}\).

1.2 Outline of our main results

Our ultimate goal is to prove a Lipschitz estimate close to the oscillating boundary for \( u^\varepsilon \) weak solution of (1.1). Our main focus is on getting uniformity in \( \varepsilon \), \( \psi \in C_{M_0}^{1,\nu_0} \) and \( A \in \mathcal{A}^{0,v_0} \). Our main results can be stated as follows.

**Result A** (Hölder, Proposition 5). Let \( \kappa, \kappa' > 0 \). There exists \( C > 0 \), such that for all

\[ 0 < \mu < \min (1 - d/(d + \kappa), 2 - d/(d + \kappa')) , \]

for all \( \psi \in C^{1,\nu}_{M_0} \), for all \( A \in \mathcal{A}^{0,v_0} \), for all \( \varepsilon > 0 \), for all \( f \in L^{d/2 + \kappa'}(D^\varepsilon(0,1)) \), for all \( F \in L^{d+\kappa}(D^\varepsilon(0,1)) \), for all \( u^\varepsilon \) weak solution to (1.1)

\[ [u^\varepsilon]_{C^{0,\mu}(D^\varepsilon(0,1/2))} \leq C \left\{ \|u^\varepsilon\|_{L^2(D^\varepsilon(0,1))} + \|f\|_{L^{d/2+\kappa'}(D^\varepsilon(0,1))} + \|F\|_{L^{d+\kappa}(D^\varepsilon(0,1))} \right\} . \]

Notice that \( C \) depends on \( d, N, M_0, \kappa, \nu_0, \kappa' \) and \( \mu \).

**Result B** (Lipschitz, Theorem 16). Let \( 0 < \mu < 1 \) and \( \kappa > 0 \). There exists \( C > 0 \), such that for all \( \psi \in C_{M_0}^{1,\nu_0} \), for all \( A \in \mathcal{A}^{0,v_0} \), for all \( \varepsilon > 0 \), for all \( f \in L^{d+\kappa}(D^\varepsilon(0,1)) \), for all \( F \in C^{0,\mu}(D^\varepsilon(0,1)) \), for all \( u^\varepsilon \) weak solution to (1.1)

\[ \|\nabla u^\varepsilon\|_{L^\infty(D^\varepsilon(0,1/2))} \leq C \left\{ \|u^\varepsilon\|_{L^\infty(D^\varepsilon(0,1))} + \|f\|_{L^{d+\kappa}(D^\varepsilon(0,1))} + \|F\|_{C^{0,\mu}(D^\varepsilon(0,1))} \right\} . \]

Notice that \( C \) depends on \( d, N, M_0, \lambda, \nu_0, \kappa \) and \( \mu \).

In section 8 we address a generalization of these estimates to the case when the coefficients are oscillating at a scale \( \alpha \) and the boundary is oscillating at another scale \( \beta \). There is no connection between \( \alpha \) and \( \beta \). A boundary Hölder estimate uniform in \( \alpha \) and \( \beta \) is stated in Proposition 26. A boundary Lipschitz estimate uniform in \( \alpha \) and \( \beta \) is stated in Theorem 27.

The next estimate compares the Green function \( G^\varepsilon = G^\varepsilon(x, \tilde{x}) \) associated to the operator with oscillating coefficients \(-\nabla \cdot A(x/\varepsilon)\nabla\) and the oscillating domain \( x_d > \varepsilon \psi(x'/\varepsilon) \), to the Green function \( G^0 = G^0(x, \tilde{x}) \) associated to the homogenized operator with constant coefficients \(-\nabla \cdot \overline{A} \nabla\) and the flat domain \( x_d > 0 \).

**Result C** (Expansion, Theorem 22). There exists \( C > 0 \), such that for all \( \psi \in C_{M_0}^{1,\nu_0} \), for all \( A \in \mathcal{A}^{0,v_0} \), for all \( \varepsilon > 0 \), for all \( x, \tilde{x} \in D_{\varepsilon}^+ \)

\[ |G^\varepsilon(x, \tilde{x}) - G^0(x, \tilde{x})| \leq \frac{C\varepsilon}{|x - \tilde{x}|^{|d-1|}} . \]

Notice that \( C \) depends on \( d, N, M_0, \lambda \) and \( \nu_0 \).

Along with these theorems, we prove among other things: estimates on Green and Poisson kernels (see Lemmas 11 and 12 and Propositions 20 and 21), and a maximum principle for systems in a domain with oscillating boundary (Lemma 23).
1.3 Comments and strategy of proof

We focus here on the Lipschitz estimate of Result B. Let us make some comments:

**boundary smoothness** Taking $\psi$ only Lipschitz would not be enough to get that $u^\varepsilon$ is Lipschitz close to the boundary. We need $C^{1,\psi_0}$ regularity on $\psi$.

**blow-up** For $\psi \in C^{1,\psi_0}_{M_0}$, the norm

$$[\nabla (\varepsilon \psi(x'/\varepsilon))]|_{C^{0,\psi_0}} = [\nabla \psi(x'/\varepsilon)]|_{C^{0,\psi_0}} = O(\varepsilon^{-\psi_0})$$

(1.6)

blows up in the limit $\varepsilon \to 0$.

**lack of structure** Apart from taking $\psi$ in the class $C^{1,\psi_0}_{M_0}$, the boundary has no structure. In particular, it is neither periodic, nor quasiperiodic.

**non periodic homogenization** Take $N = 1$, $A = I_d$ and $f = F = 0$. In this case, $u^\varepsilon$ is a weak solution to

$$\begin{cases} -\Delta u^\varepsilon = 0, & x \in D^\varepsilon(0, 1), \\ u^\varepsilon = 0, & x \in \Delta^\varepsilon(0, 1). \end{cases}$$

If one maps the oscillating domain into the flat domain, using the (non unique) mapping

$$(x', x_d) \in \mathbb{R}_+^d \xrightarrow{\psi^\varepsilon} (x', x_d + \varepsilon \psi(x'/\varepsilon) \theta(x_d/\varepsilon)) \in D_+^\varepsilon,$$

(1.7)

($\theta$ is a cut-off function in the vertical direction) we get that for all $(x', x_d) \in \mathbb{R}_+^d$

$$\tilde{u}^\varepsilon(x', x_d) := u^\varepsilon(x', x_d + \varepsilon \psi(x'/\varepsilon) \theta(x_d/\varepsilon))$$

is a weak solution to

$$\begin{cases} -\nabla \cdot \tilde{A}(x/\varepsilon) \nabla \tilde{u}^\varepsilon = 0, & x \in \tilde{D}^\varepsilon(0, 1), \\ \tilde{u}^\varepsilon = 0, & x \in \tilde{\Delta}^\varepsilon(0, 1), \end{cases}$$

(1.8)

where $(x', x_d) \in \tilde{D}^\varepsilon(0, 1)$ if $|x'| < 1$ and $0 < x_d < 1 + \varepsilon \psi(x'/\varepsilon)$, and for all $x \in \mathbb{R}^d$

$$\tilde{A}(x/\varepsilon) = \begin{pmatrix} I_{d-1} & -\theta(x_d/\varepsilon) \nabla_x \psi(x'/\varepsilon) \\ 0 & 1 - \theta(x_d/\varepsilon) \psi(x'/\varepsilon) \end{pmatrix}^T \begin{pmatrix} I_{d-1} & -\theta(x_d/\varepsilon) \nabla_x \psi(x'/\varepsilon) \\ 0 & 1 - \theta(x_d/\varepsilon) \psi(x'/\varepsilon) \end{pmatrix}.$$

Notice that the oscillations are localized near the boundary. Yet the system (1.8) has no structure and the homogenization may even not be possible.

To conclude, there is no way around dealing with the strong oscillations of the boundary.

**Further remarks**

Remark 1. The H-convergence theory tells us that a subsequence of $\tilde{u}^\varepsilon$ solving (1.8) converges weakly to a solution $\tilde{u}^0$ of an elliptic system with non oscillating coefficients $A^0 = A^0(x)$. Notice that $A^0$ may depend on the subsequence, and is not unique. However, apart from $A^0 \in L^\infty$, we do not have any information on the regularity of $A^0$.

Remark 2 (large scales). In all what follows, the main issue when proving estimates uniform in $\varepsilon$ comes from the large scales $O(1)$ when $\varepsilon \to 0$. For the small scales $O(\varepsilon)$ we can always rely on classical estimates.
Remark 3 (boundedness of the boundary). For our proof of the Lipschitz estimate, it is crucial that \( \psi \) is bounded in \( L^\infty(\mathbb{R}^{d-1}) \). This ensures the convergence of the oscillating half-space to a flat one. If instead, we have a graph given by \( \psi \in C^{1,\nu_0}(\mathbb{R}^{d-1}) \), such that for instance
\[
\psi(0) = 0 \quad \text{and} \quad \| \nabla \psi \|_{L^\infty(\mathbb{R}^{d-1})} \leq M_0,
\]
then for all \( x' \in \mathbb{R}^{d-1} \)
\[
|\varepsilon \psi(x'/\varepsilon)| = |\varepsilon \psi(x'/\varepsilon) - \varepsilon \psi(0)| \leq M_0 |x'|.
\]
This implies that the graph of \( \psi^\varepsilon = \varepsilon \psi(\cdot/\varepsilon) \) is squeezed is the complement of a cone of \( \mathbb{R}^d \).

Furthermore, since
\[
|\nabla \psi^\varepsilon|_{L^\infty(\mathbb{R}^{d-1})} = O(1) \quad \text{and} \quad \psi^\varepsilon(0) = 0,
\]
for all \( 0 < \mu < 1 \) by Ascoli and Arzela’s theorem, we may extract a subsequence converging strongly in \( C^0,\mu(\mathbb{R}^{d-1}) \) to \( \psi^0 \). Of course, the limit \( \psi^0 \) of the subsequence is far from being unique. This smoothness is enough to get Hölder regularity, but is too weak to get Lipschitz regularity.

Remark 4 (position of the boundary). So as to avoid pointless technicalities, we work in the whole paper with a boundary lying above \( x_d = 0 \), i.e. \( 0 \leq \psi \). This condition can be always achieved by translating in the vertical direction. Doing so may change the coefficients of the operator, but the resulting coefficients \( \tilde{A} \) still belong to \( A^{0,\nu_0} \) and the estimates of the paper apply.

Remark 5 (boundedness of the boundary and flattening). Notice also that using the mapping (1.7) in order to flatten the boundary leads to a loss of the crucial information \( \psi \in L^\infty(\mathbb{R}^{d-1}) \) in the system (1.8).

Strategy of proof At first, the blow-up (1.6) seems to be a huge obstruction to uniform Lipschitz estimates. Indeed, we have to rely on Schauder estimates. Applying these estimates directly leads to bounds depending on the \( C^{1,\nu_0} \) semi-norm of \( \varepsilon \psi(\cdot/\varepsilon) \), which blows-up. The key is that we only need the \( C^{1,\mu} \) regularity estimate at small scale \( O(\varepsilon) \).

At large scale, we only see the Lipschitz regularity of \( \psi \) and
\[
\| \nabla (\varepsilon \psi(x'/\varepsilon)) \|_{L^\infty} = O(1).
\]

Moreover, what exempts us from having to deal with the homogenization of (1.8), is that the amplitude of the boundary is of the order of \( \varepsilon \), so that when \( \varepsilon \to 0 \), the boundary tends to a flat one. This argument is the key to the so-called “improvement lemmas”, in which the compactness analysis is carried out.

1.4 Overview of the paper

Section 2 is concerned with a review of classical Schauder estimates, as well as a complete description of the interior estimates to be found in [4]. In section 3, we give a proof of Result A, the Hölder estimate uniform in \( \varepsilon \) in the oscillating domain. In section 4, we carry out the analysis of a boundary corrector, which is crucial in order to get the boundary Lipschitz estimate. The boundary Lipschitz estimate of Result B is proved first for equations with constant coefficients in section 5, then for general elliptic systems with periodically oscillating coefficients in section 6. Pointwise estimates on Green and Poisson kernels, as well as the first-order expansion for Green’s kernel in the oscillating domain (Result C) are established in section 7. In section 8, we tackle the generalization of the
uniform boundary estimates to systems where the coefficients and the boundary oscillate at two different scales. The last part is devoted to generalizations of our estimates to boundaries with a macroscopic behavior and to inclined half-spaces.

1.5 Further notations

For $\varepsilon > 0$, $r > 0$, for $x_0' \in \mathbb{R}^{d-1}$, let

$$D_+^\varepsilon(0, r) = D_+^\varepsilon(0, r) := \{ (x', x_d), |x'| < r, \varepsilon \psi(x'/\varepsilon) < x_d < \varepsilon \psi(x'/\varepsilon) + r \},$$

$$\Delta_\varepsilon^\psi(0, r) = \Delta_\varepsilon^\psi(0, r) := \{ (x', x_d), |x'| < r, x_d = \varepsilon \psi(x'/\varepsilon) \},$$

$$D_+^\varepsilon \psi(x_0', r) := \{ (x', x_d), |x'| < r, \varepsilon \psi(x'/\varepsilon) < x_d < \varepsilon \psi(x'/\varepsilon) + r \},$$

$$\Delta_\varepsilon^\psi(x_0', r) := \{ (x', x_d), |x'| < r, x_d = \varepsilon \psi(x'/\varepsilon) \},$$

$$D_0^\varepsilon(0, r) := \{ (x', x_d), |x'| < r, 0 < x_d < r \},$$

$$\Delta_0^\varepsilon(0, r) := \{ (x', 0), |x'| < r \},$$

$$D^{-1}(0, r) := \{ (x', x_d), |x'| < r, -1 < x_d < r \},$$

where $|x'| = \max_{i=1,...,d} |x_i|$. Notice that $x_0 := (x_0', \varepsilon \psi(x_0'/\varepsilon)) \in \Delta(x_0', r)$. For an arbitrary point $x_0 \in \mathbb{R}^d$, $B(x_0, r)$ is simply the ball of center $x_0$ and radius $r$. We usually drop the subscripts $\psi$, except at very few places. For $\varepsilon > 0$, $x \in D_+^\varepsilon$,

$$\delta_\varepsilon(x) = \delta(x) := x_d - \varepsilon \psi(x'/\varepsilon).$$

We write $\delta(x)$ when no confusion is possible, even if this number depends on $\varepsilon$ and $\psi$.

Let also

$$\left(\bar{\pi}\right)_{D_+^\varepsilon(0, r)} := \bar{\int}_{D_+^\varepsilon(0, r)} u = \frac{1}{|D_+^\varepsilon(0, r)|} \int_{D_+^\varepsilon(0, r)} u.$$

We will write $(\bar{\pi})_{0,r}$ in short when it does not lead to any confusion. In general, for a point $x_0 = (x_0', \varepsilon \psi(x_0'/\varepsilon)) \in \Delta_+^\varepsilon$,

$$\left(\bar{\pi}\right)_{D_+^\varepsilon(x_0', r)} = (\bar{\pi})_{x_0', r} := \bar{\int}_{D_+^\varepsilon(x_0', r)} u = \frac{1}{|D_+^\varepsilon(x_0', r)|} \int_{D_+^\varepsilon(x_0', r)} u.$$

The Lebesgue measure of a set is denoted by $|\cdot|$. In the sequel, $C > 0$ is always a constant uniform in $\varepsilon$ which may change from line to line. For a positive integer $m$, let also $I_m$ denote the identity matrix $I_m(\mathbb{R})$.

2 Preliminaries

2.1 Classical Schauder regularity

Let $u = u(y)$ be a weak solution to

$$\begin{cases}
-\nabla \cdot A(y) \nabla u = f + \nabla \cdot F, & y \in D_+^\varepsilon(0, 1), \\
u = 0, & y \in \Delta_+^\varepsilon(0, 1).
\end{cases}$$

For classical Schauder estimates, we refer to [21, Chapter III], [22, Chapter 5] and in a slightly different context (hydrodynamics) to [23].
Following the method of Campanato, the Schauder estimates can be obtained from purely energetical considerations (Cacciopoli and Poincaré inequalities), without relying on potential theory. The central result in this theory is the characterization of Hölder continuity in terms of Campanato spaces \([21, \text{Theorem 1.2}]\) and \([22, \text{Theorem 5.5}]\): when \(\Omega \subset \mathbb{R}^d\) is a Lipschitz domain and \(u \in C^{0,\mu}(\overline{\Omega})\) for \(0 < \mu < 1\), then

\[
[u]_{C^{0,\mu}(\overline{\Omega})} \sim \sup_{x_0 \in \Omega, \rho > 0} \rho^{-2\mu} \int_{B(x_0,\rho) \cap \Omega} |u - (u)_{B(x_0,\rho) \cap \Omega}|^2 \, dx,
\]

where \(\sim\) means that the semi-norms on the left and right hand sides are equivalent.

**Theorem 1** (classical Hölder regularity). Let \(\kappa, \kappa' > 0\). Assume that \(\psi \in C^1(\mathbb{R}^{d-1})\),

\[
\|\nabla \psi\|_{L^\infty(\mathbb{R}^{d-1})} \leq M_0, \quad |\nabla \psi(y') - \nabla \psi(\hat{y}')| \leq \omega(|y' - \hat{y}'|), \quad \forall \ y', \hat{y}' \in \mathbb{R}^{d-1}
\]

and \(A \in A^{0,\nu_0}\). Assume furthermore that \(f \in L^{d/2+\kappa'}(D^{1,\psi}_\nu(0,1))\), \(F \in L^{d+\kappa}(D^{1,\psi}_\nu(0,1))\) and \(u \in L^2(D^{1,\psi}_\nu(0,1))\). Then \(u \in C^{0,\sigma}(D^{1,\psi}_\nu(0,1/2))\) and

\[
[u]_{C^{0,\sigma}(D^{1,\psi}_\nu(0,1/2))} \leq C \left\{ \|u\|_{L^2(D^{1,\psi}_\nu(0,1))} + \|f\|_{L^{d/2+\kappa'}(D^{1,\psi}_\nu(0,1))} + \|F\|_{L^{d+\kappa}(D^{1,\psi}_\nu(0,1))} \right\}, \quad (2.1)
\]

for \(\sigma := \min (1 - d/(d + \kappa), 2 - d/(d/2 + \kappa'))\).

For elements of proof, we refer to Theorems 5.17, 5.21 and Corollary 5.18 in \([22]\), as well as Theorem 2.8 in \([23]\).

**Remark 6** (regularity on the coefficients). Notice that this estimate is true for \(A\) in the class \(C^0\) such that \(\|A\|_{L^\infty(\mathbb{R}^d)} \leq M_0\)

\[
|A(y) - A(\hat{y})| \leq \omega(|y - \hat{y}|), \quad \forall \ y, \hat{y} \in \mathbb{R}^d.
\]

However, we do not use this optimal regularity in our work, since our focus is on Lipschitz estimates, for which \(A\) has to be \(C^{0,\nu_0}\).

**Remark 7** (regularity on the source term). Notice that \(F \in L^{d+\kappa}(B(0,1)) \subset L^{2d-2+2\kappa/(d+\kappa)}\), which is the Morrey space (see \([22, \text{Definition 5.1}]\)).

**Remark 8.** The constant \(C\) in \((2.1)\) depends on the \(C^{0,\nu_0}\) norm of \(A\), and on the \(L^\infty\) norm and on the modulus of continuity of \(\nabla \psi\) since the theorem is proved by flattening the boundary. In particular, \(C\) does not depend on \(\|\psi\|_{L^\infty}\).

**Theorem 2** (classical Lipschitz and \(C^{1,\sigma}\) regularity). Let \(\kappa > 0\) and \(0 < \mu < 1\). Assume that \(\psi \in C^{1,\nu_0}(\mathbb{R}^{d-1})\),

\[
|\nabla \psi|_{L^\infty(\mathbb{R}^{d-1})} + [\nabla \psi]_{C^{0,\nu_0}(\mathbb{R}^{d-1})} \leq M_0, \quad \text{and} \quad A \in A^{0,\nu_0}\). Assume furthermore that \(f \in L^{d+\kappa}(D^{1,\psi}_\nu(0,1))\), \(F \in C^{0,\mu}(D^{1,\psi}_\nu(0,1))\) and \(u \in L^2(D^{1,\psi}_\nu(0,1))\). Then \(u \in W^{1,\infty}(D^{1,\psi}_\nu(0,1/2))\) and

\[
\|\nabla u\|_{L^\infty(D^{1,\psi}_\nu(0,1/2))} + [\nabla u]_{C^{1,\sigma}(D^{1,\psi}_\nu(0,1/2))} \leq C \left\{ \|u\|_{L^2(D^{1,\psi}_\nu(0,1))} + \|f\|_{L^{d+\kappa}(D^{1,\psi}_\nu(0,1))} + \|F\|_{C^{0,\mu}(D^{1,\psi}_\nu(0,1))} \right\}, \quad (2.3)
\]

where \(\sigma := \min (1 - d/(d + \kappa), \mu, \nu_0)\).

For elements of proof, we refer to Theorems 5.19, 5.20 and 5.21 in \([22]\), as well as Theorem 2.8 in \([23]\).

**Remark 9.** The constant \(C\) in \((2.3)\) depends on \(\|A\|_{C^{0,\nu_0}}\) and on \(\|\nabla \psi\|_{C^{0,\nu_0}}\) since the theorem is proved by flattening the boundary. Again, the constant does not depend on the \(L^\infty\) norm of \(\psi\).
2.2 Homogenization and weak convergence

We recall the standard weak convergence result in periodic homogenization for a fixed domain \( \Omega \). As usual, the constant homogenized matrix \( \overline{A} = \overline{A}^{\alpha \beta} \in M_N(\mathbb{R}) \) is given by

\[
\overline{A}^{\alpha \beta} := \int_{\mathbb{T}^d} A^{\alpha \beta}(y) dy + \int_{\mathbb{T}^d} A^{\alpha \gamma}(y) \partial_{y^\gamma} \chi^\beta(dy),
\]

where the family \( \chi = \chi^\gamma(y) \in M_N(\mathbb{R}), y \in \mathbb{T}^d \), solves the cell problems

\[
- \nabla_y \cdot A(y) \nabla_y \chi^\gamma = \partial_{y^\gamma} A^{\alpha \gamma}, \quad y \in \mathbb{T}^d \quad \text{and} \quad \int_{\mathbb{T}^d} \chi^\gamma(dy) = 0.
\]

**Theorem 3** (weak convergence). Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^d \) and let \( u_k \in W^{1,2}(\Omega) \) be a sequence of weak solutions to

\[
- \nabla \cdot A_k(x/\varepsilon_k) \nabla u_k = f_k \in (W^{1,2}(\Omega))',
\]

where \( \varepsilon_k \to 0 \) and the matrices \( A_k = A_k(y) \in L^\infty \) satisfy \([1.4] \) and \([1.5] \). Assume that there exist \( f \in (W^{1,2}(\Omega))' \) and \( u_k \in W^{1,2}(\Omega) \), such that \( f_k \to f \) strongly in \( (W^{1,2}(\Omega))' \), \( u_k \to u_0 \) strongly in \( L^2(\Omega) \) and \( \nabla u_k \rightharpoonup \nabla u^0 \) weakly in \( L^2(\Omega) \). Also assume that the constant matrix \( \overline{A}_k \) defined by \([2.4] \) with \( A \) replaced by \( A_k \) converges to a constant matrix \( A^0 \). Then

\[
A_k(x/\varepsilon_k) \nabla u_k \rightharpoonup A^0 \nabla u^0 \quad \text{weakly in} \quad L^2(\Omega)
\]

and

\[
\nabla \cdot A^0 \nabla u^0 = f \in (W^{1,2}(\Omega))'.
\]

For a proof, which relies on the classical oscillating test function argument, we refer for instance to \([27, \text{Lemma 2.1}] \). This is an interior convergence result, since no boundary condition is prescribed on \( u_k \).

2.3 Interior estimates in homogenization

We recall here two interior estimates proved by Avellaneda and Lin in \([4] \).

**Theorem 4** (Hölder estimate, \([4, \text{Lemma 9}] \)). For all \( \kappa > 0 \), there exists \( C > 0 \) such that for all \( A \in \mathcal{A}^{0,\kappa} \), for all \( \varepsilon > 0 \), for all \( F \in L^{d+\kappa}(B(0,1)) \), for all \( u^\varepsilon \in L^2(B(0,1)) \) weak solution to

\[
- \nabla \cdot A(x/\varepsilon) \nabla u^\varepsilon = \nabla \cdot F \quad \text{in} \quad B(0,1),
\]

the following estimate holds

\[
[u^\varepsilon]_{C^{0,\mu}(B(0,1/2))} \leq C \left\{ \|u^\varepsilon\|_{L^2(B(0,1))} + \|F\|_{L^{d+\kappa}(B(0,1))} \right\},
\]

where \( \mu := 1 - d/(d + \kappa) \). Notice that \( C \) depends on \( d, N, \) on \( \|A\|_{C^{0,\kappa}} \) i.e. on \( M_0 \), on \( \lambda \) and \( \kappa \).

**Remark 10** (rescaled estimate). Assume

\[
- \nabla \cdot A(x/\varepsilon) \nabla u^\varepsilon = \nabla \cdot F \quad \text{in} \quad B(0,r),
\]

for \( r > 0 \). Then,

\[
[u^\varepsilon]_{C^{0,\mu}(B(0,r/2))} \leq C \left\{ r^{-d/2-\mu} \|u^\varepsilon\|_{L^2(B(0,r))} + \left( \frac{r^{1-\mu-d/(d+\kappa)} \|F\|_{L^{d+\kappa}(B(0,r))}}{\varepsilon^\mu} \right) \right\}.
\]
Remark 11 (more general source terms). A slight generalization of this Hölder estimate is
the following: for \( \kappa, \kappa' > 0 \), for \( u^\varepsilon \) weak solution to
\[
-\nabla \cdot A(x/\varepsilon) \nabla u^\varepsilon = f + \nabla \cdot F \quad \text{in } B(0,1),
\]
we have
\[
[u^\varepsilon]_{C^0,\mu(B(0,1/2))} \leq C \left\{ \|u^\varepsilon\|_{L^2(B(0,1))} + \|f\|_{L^{d/2+\kappa'}(B(0,1))} + \|F\|_{L^{d+\kappa}(B(0,1))} \right\},
\]
with \( \mu := \min \left( 1 - d/(d + \kappa), 2 - d/(d+2 + \kappa') \right) \). The rescaled estimate reads
\[
[u^\varepsilon]_{C^0,\mu(B(0,r/2))} \leq C \left\{ r^{-d/2-\mu}\|u^\varepsilon\|_{L^2(B(0,r))} + r^{1-\mu-2d/(d+2+\kappa')}\|f\|_{L^{d/2+\kappa'}(B(0,r))} \right. \\
+ \left. r^{1-\mu-d/2+\kappa}\|F\|_{L^{d+\kappa}(B(0,r))} \right\}. \tag{2.7}
\]

Remark 12 (regularity on the coefficients). Notice again that this estimate is true for
\( A \in C^0 \) satisfying \( (2.2) \). However, we do not use this fact here, since our focus is on
Lipschitz estimates, for which \( A \) has to be \( C^{0,\lambda_0} \).

Remark 13. In view of Theorem 5.17 and Corollary 5.18 in \( [22] \), the classical Schauder
regularity applies and gives \( u^\varepsilon \in C^{0,\mu}(B(0,1/2)) \), with \( \mu := 1 - d/(d + \kappa) = \kappa/(d + \kappa) \).
Of course, this classical estimate is not uniform in \( \varepsilon \), and the contribution of \( [4] \) is to show
that there is a way, via homogenization, to get uniform Hölder estimates in \( \varepsilon \) when the
coefficients are periodically oscillating.

Theorem 5 (Lipschitz estimate. \( [4] \) Lemma 16]). For all \( \kappa > 0 \), there exists \( C > 0 \) such
that for all \( A \in \mathcal{A}^{0,\mu_0} \), for all \( \varepsilon > 0 \), for all \( f \in L^{d+\kappa}(B(0,1)) \), for all \( u^\varepsilon \in L^{\infty}(B(0,1)) \)
weak solution to
\[
-\nabla \cdot A(x/\varepsilon) \nabla u^\varepsilon = f \quad \text{in } B(0,1),
\]
the following estimate holds
\[
\|\nabla u^\varepsilon\|_{L^{\infty}(B(0,1/2))} \leq C \left\{ \|u^\varepsilon\|_{L^\infty(B(0,1))} + \|f\|_{L^{d+\kappa}(B(0,1))} \right\}.
\]
Notice that \( C \) depends on \( d, N, M_0, \lambda \) and \( \kappa \).

Remark 14 (\( L^{\infty} \) control of \( u^\varepsilon \)). The control of \( \|u^\varepsilon\|_{L^{\infty}(B(0,1))} \) is used in a compactness
argument of Ascoli-Arzelà type.

Remark 15 (rescaled estimate). Assume
\[
-\nabla \cdot A(x/\varepsilon) \nabla u^\varepsilon = f \quad \text{in } B(0,r),
\]
for \( r > 0 \). Then,
\[
\|\nabla u^\varepsilon\|_{L^{\infty}(B(0,r/2))} \leq C \left\{ r^{-1}\|u^\varepsilon\|_{L^\infty(B(0,r))} + r^{1-d/(d+\kappa)}\|f\|_{L^{d+\kappa}(B(0,r))} \right\}. \tag{2.8}
\]

Remark 16 (more general source terms). A slight generalization of this Lipschitz estimate
is the following: for \( \kappa > 0 \), for \( 0 < \mu < 1 \), for \( u^\varepsilon \) weak solution to
\[
-\nabla \cdot A(x/\varepsilon) \nabla u^\varepsilon = f + \nabla \cdot F \quad \text{in } B(0,1),
\]
we have
\[
\|\nabla u^\varepsilon\|_{L^{\infty}(B(0,1/2))} \leq C \left\{ \|u^\varepsilon\|_{L^\infty(B(0,1))} + \|f\|_{L^{d+\kappa}(B(0,1))} + \|F\|_{C^{0,\mu}(B(0,1))} \right\}.
\]

The rescaled estimate then reads
\[
\|\nabla u^\varepsilon\|_{L^{\infty}(B(0,r/2))} \leq C \left\{ r^{-1}\|u^\varepsilon\|_{L^\infty(B(0,r))} + r^{1-d/(d+\kappa)}\|f\|_{L^{d+\kappa}(B(0,r))} + r^\mu\|F\|_{C^{0,\mu}(B(0,r))} \right\}. \tag{2.9}
\]
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3 Boundary Hölder estimate

The following proposition is a generalization to oscillating boundaries of Lemma 12 in [3]. A similar estimate, in the case of the Stokes system with oscillating boundary, is to be found in [17] estimate (5.4).

**Proposition 6.** Let $\kappa, \kappa' > 0$. There exist $C > 0, \varepsilon_0 > 0$ such that for all

$$0 < \mu < \min \left(1 - \frac{d}{(d + \kappa)}, 2 - \frac{d}{(d/2 + \kappa')}\right),$$

for all $\psi \in C^{1,\omega}_{M_0}$, for all $A \in A^{0,\epsilon_0}$, for all $\varepsilon > 0$, for all $f \in L^{d/2+\kappa'}(D^\varepsilon(0,1))$, for all $F \in L^{d+\kappa}(D^\varepsilon(0,1))$, for all $u^\varepsilon$ weak solution to (1.1) the bounds

$$\|u^\varepsilon\|_{L^2(D^\varepsilon(0,1))} \leq 1, \quad \|f\|_{L^{d/2+\kappa'}(D^\varepsilon(0,1))} \leq \varepsilon_0, \quad \|F\|_{L^{d+\kappa}(D^\varepsilon(0,1))} \leq \varepsilon_0$$

imply

$$[u^\varepsilon]_{C^{0,\mu}(D^\varepsilon(0,1/2))} \leq C.$$

Notice that $C$ and $\varepsilon_0$ depend on $d, N, M_0$, on the modulus of continuity $\omega$ of $\nabla \psi$, $\lambda, \kappa$ and $\kappa'$.

**Remark 17.** Of course, for all $f \in L^{d/2+\kappa'}(D^\varepsilon(0,1))$, for all $F \in L^{d+\kappa}(D^\varepsilon(0,1))$, for all $u^\varepsilon$ weak solution to (1.1) such that

$$\|u^\varepsilon\|_{L^2(D^\varepsilon(0,1))} < \infty, \quad \|f\|_{L^{d/2+\kappa'}(D^\varepsilon(0,1))} < \infty, \quad \|F\|_{L^{d+\kappa}(D^\varepsilon(0,1))} < \infty,$$

we have the estimate

$$[u^\varepsilon]_{C^{0,\mu}(D^\varepsilon(0,1/2))} \leq C \left\{ \|u^\varepsilon\|_{L^2(D^\varepsilon(0,1))} + \|f\|_{L^{d/2+\kappa'}(D^\varepsilon(0,1))} + \|F\|_{L^{d+\kappa}(D^\varepsilon(0,1))} \right\},$$

(3.1)

with $C > 0$ uniform in $\varepsilon$. In order to see that (3.1) boils down to Proposition 6 we divide $u^\varepsilon, f$ and $F$ by the quantity

$$J := \int_{D^\varepsilon(0,1)} |u^\varepsilon|^2 + \frac{1}{\varepsilon_0} \|f\|_{L^{d/2+\kappa'}(D^\varepsilon(0,1))} + \frac{1}{\varepsilon_0} \|F\|_{L^{d+\kappa}(D^\varepsilon(0,1))}.$$ 

**Remark 18 (without source terms).** If $f = F = 0$, then for all $0 < \mu < 1$,

$$\|u^\varepsilon\|_{L^2(D^\varepsilon(0,1))} \leq 1 \text{ implies } [u^\varepsilon]_{C^{0,\mu}(D^\varepsilon(0,1/2))} \leq C.$$

**Remark 19 (control of the Hölder norm).** Let us emphasize three arguments showing that the estimate on the semi-norm of $u^\varepsilon$ is enough to control the Hölder norm of $u^\varepsilon$: namely, if

$$\|u^\varepsilon\|_{L^2(D^\varepsilon(0,1))} \leq 1,$$

then

$$\|u^\varepsilon\|_{C^{0,\mu}(D^\varepsilon(0,1/2))} \leq C.$$

Assume for simplicity that $f = F = 0$. Fix $\varepsilon > 0$.

The first argument reads as follows. It is enough to show that we can control $|u^\varepsilon(x_\varepsilon)|$ at one point $x_\varepsilon \in D^\varepsilon(0,1/2)$:

$$|u^\varepsilon(x_\varepsilon)| \leq C \left( \int_{D^\varepsilon(0,1)} |u^\varepsilon(x)|^2 dx \right)^{1/2}.$$ 

(3.2)
Indeed, for every $x \in D^\varepsilon(0,1/2)$, there is an $\tilde{x} \in D^\varepsilon(0,1/2)$ such that the segments $[x, \tilde{x}]$ and $[\tilde{x}, x_\varepsilon]$ are contained in $D^\varepsilon(0,1/2)$ (of course, $\tilde{x}$ is introduced to compensate for the lack of convexity of $D^\varepsilon(0,1/2)$). Then

$$|u^\varepsilon(x)| \leq |u^\varepsilon(x) - u^\varepsilon(\tilde{x})| + |u^\varepsilon(\tilde{x}) - u^\varepsilon(x_\varepsilon)| + |u^\varepsilon(x_\varepsilon)|$$

$$\leq C \left\{ [u^\varepsilon]_{C^{0,\alpha}(D^\varepsilon(0,1/2))} + \left( \int_{D^\varepsilon(0,1)} |u^\varepsilon(x)|^2 dx \right)^{1/2} \right\},$$

with $C > 0$ uniform in $\varepsilon$. Note that (3.2) is a consequence of Tchebychev’s inequality, since

$$|\{u^\varepsilon > t\}| \leq \|u^\varepsilon\|_{L^2(D^\varepsilon(0,1))} / t^2 \xrightarrow{t \to 0} 0.$$

The second argument starts from the inequality

$$|u(x)| \leq |u(y)| + |u(x) - u(y)| \leq |u(y)| + [u]_{C^{0,\alpha}(D^\varepsilon(0,1/2))} |x - y|^\mu$$

for all $x, y \in D^\varepsilon(0,1/2)$. Integrating the latter with respect to $y$ yields

$$\|u\|_{L^\infty(D^\varepsilon(0,1/2))} \leq C \left( \|u\|_{L^2(D^\varepsilon(0,1))} + [u]_{C^{0,\alpha}(D^\varepsilon(0,1/2))} \right) \leq C \|u\|_{L^2(D^\varepsilon(0,1))}.$$

Finally, an alternative (simpler) argument uses directly the fact that $u^\varepsilon(x) = 0$ for $x \in \Delta^\varepsilon(0,1/2)$: for $\tilde{x} := (x', \varepsilon \psi(x'/\varepsilon)) \in \Delta^\varepsilon(0,1/2)$

$$|u^\varepsilon(x)| = |u^\varepsilon(x) - u^\varepsilon(\tilde{x})| \leq [u^\varepsilon]_{C^{0,\alpha}(D^\varepsilon(0,1/2))} \delta(x)^\mu \leq [u^\varepsilon]_{C^{0,\alpha}(D^\varepsilon(0,1/2))} \leq C \|u^\varepsilon\|_{L^2(D^\varepsilon(0,1))}.$$

The following corollary is a generalization of Theorem 13 in [4] to oscillating boundaries. Similar estimates for the Green function associated to the Stokes operator in an oscillating domain have been showed in [17] section 5.2.

Let $\tilde{G}^\varepsilon = \tilde{G}^\varepsilon(x, \tilde{x})$ be the Green kernel associated to the operator $-\nabla \cdot A(x/\varepsilon) \nabla$ and the oscillating domain $D^\varepsilon(0,2)$. We recall that for all $\tilde{x} \in D^\varepsilon(0,2)$, $\tilde{G}^\varepsilon(\cdot, \tilde{x})$ is a weak solution of
d

$$\begin{cases}
-\nabla \cdot A(x/\varepsilon) \nabla \tilde{G}^\varepsilon(x, \tilde{x}) = \delta(x - \tilde{x}) 1_N, & x \in D^\varepsilon(0,2), \\
\tilde{G}^\varepsilon(x, \tilde{x}) = 0, & x \in \partial D^\varepsilon(0,2),
\end{cases}$$

where here $\delta(\cdot)$ stands for the Dirac measure supported at the point 0.

**Corollary 7.** There exists $C > 0$, for all $\psi \in C^{1,\omega}_{M_0}$, for all $A \in A^{0,\psi}$, for all $\varepsilon > 0$, for all $x, \tilde{x} \in D^\varepsilon(0,15/8)$,

$$|\tilde{G}^\varepsilon(x, \tilde{x})| \leq \frac{C}{|x - \tilde{x}|^{d-2}}, \quad \text{if } d \geq 3,$$

$$|\tilde{G}^\varepsilon(x, \tilde{x})| \leq C(|\log |x - \tilde{x}|| + 1), \quad \text{if } d = 2.$$

**Proof of Corollary 7.** The proof of this corollary follows the lines of [4] Theorem 13. The key is the boundary Hölder estimate of Proposition 6 uniform in $\varepsilon$ for $f = F = 0$.

**Proof of Proposition 6**

Let $\kappa, \kappa' > 0$ be fixed for the whole proof. The proof follows the scheme of the three steps compactness method introduced by Avellaneda and Lin [4] in the context of homogenization:

1. improvement lemma,
2. iteration lemma,
3. proof of Proposition 6.

We will redo the same type of three steps argument in the proof of the boundary Lipschitz estimates. For the latter, however, the proof is much more involved, as it requires the introduction of Dirichlet and boundary correctors, meant to correct the oscillations of the coefficients and of the boundary.

The estimate of the $C^{0,\mu}$ semi-norm of $u^\varepsilon$ is based on the characterization of Hölder spaces by Campanato (see [21 Theorem 1.2] or [22 Theorem 5.5]):

$$\frac{[u^\varepsilon]^2_{C^{0,\mu}((D^c(0,1/2))}}{\sim \sup_{\rho>0} \int_{D^c(x_0,\rho)} |u^\varepsilon - (\overline{u^\varepsilon})_{x_0,\rho}|^2 dx,$$

where $\sim$ means that the semi-norms on the left and right hand sides are equivalent.

**First step**

**Lemma 8** (improvement lemma). For all $0 < \mu < \min (1 - d/(d + \kappa), 2 - d/(d/2 + \kappa'))$, there exist $\varepsilon_0 > 0$, $0 < \theta < 1/8$, such that for all $\psi \in C^{1,\theta}_{M_0}$, for all $0 < \varepsilon < \varepsilon_0$, for all $A \in A^{0,\varepsilon_0}$, for all $f \in L^{d/2+\kappa'}(D^c(0,1))$, for all $F \in L^{d+\kappa}(D^c(0,1))$, for all $u^\varepsilon$ weak solution to

$$\begin{cases}
- \nabla \cdot A(x/\varepsilon) \nabla u^\varepsilon = f + \nabla \cdot F, & x \in D^c(0,1), \\
u^\varepsilon = 0, & x \in \Delta^c(0,1),
\end{cases}$$

(3.5)

if

$$\int_{D^c(0,1)} |u^\varepsilon|^2 \leq 1, \quad \|f\|_{L^{d/2+\kappa'}(D^c(0,1))} \leq \varepsilon_0, \quad \|F\|_{L^{d+\kappa}(D^c(0,1))} \leq \varepsilon_0$$

then

$$\int_{D^c(0,\theta)} |u^\varepsilon|^2 \leq \theta^{2\mu}. \quad (3.6)$$

**Remark 20.** It is a classical fact (see for example [22 Exercise 5.10]) that

$$\int_{D^c(0,\theta)} |u^\varepsilon - (\overline{u^\varepsilon})_{0,\theta}|^2 = \inf_{\overline{u} \in \mathbb{R}^N} \int_{D^c(0,\theta)} |u^\varepsilon - \overline{u}|^2.$$

This implies that

$$\int_{D^c(0,\theta)} |u^\varepsilon - (\overline{u^\varepsilon})_{0,\theta}|^2 \leq \int_{D^c(0,\theta)} |u^\varepsilon|^2 \leq \theta^{2\mu}. \quad (3.6)$$

**Remark 21.** The reason why we can prove the improved bound (3.6) lies in the fact that $u^\varepsilon$ vanishes on $\Delta^c(0,1)$. The iteration argument of the second step of the proof is easier to carry out with this bound on $u^\varepsilon$, rather than the bound on $u^\varepsilon - (\overline{u^\varepsilon})_{0,\theta}$. Indeed, the former vanishes on $\Delta^c(0,1)$, which is not true for the latter.

**Proof of Lemma 3.** Let $0 < \theta < 1/8$, $0 < \mu' < \min (1 - d/(d + \kappa), 2 - d/(d/2 + \kappa'))$, $A^0$ be any constant coefficient matrix satisfying (1.4) and $u^0 \in W^{1,2}(D^c(0,1/4))$ be a weak solution to

$$\begin{cases}
- \nabla \cdot A^0 \nabla u^0 = 0, & x \in D^c(0,1/4), \\
u^0 = 0, & x \in \Delta^c(0,1/4),
\end{cases}$$

(3.7)

such that

$$\int_{D^c(0,1/4)} |u^0|^2 \leq 4^{2d+1}.$$
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By classical Schauder regularity (see Theorem 1),
\[
[u^0]_{C^{0,\mu'}([D^0(0,1/8)])} \leq C \left( \int_{D^0(0,1/4)} |u^0|^2 \right)^{1/2}.
\] (3.8)

We have for \( \theta \) small, using \( u^0(0) = 0 \),
\[
\int_{D^0(0,\theta)} |u^0|^2 \leq C \sup_{x \in D^0(0,\theta)} |u^0(x)|^2 \leq C \sup_{x \in D^0(0,\theta)} |u^0(x) - u^0(0)|^2
\]
\[
\leq C \theta^{2\mu'} \int_{C^{0,\mu'}([D^0(0,1/8)])} |u^0|^2 \leq C \theta^{2\mu'} \int_{D^0(0,1/4)} |u^0|^2,
\]
so that
\[
\int_{D^0(0,\theta)} |u^0|^2 \, dx \leq C \theta^{2d+1} \theta^{2\mu'}
\] (3.9)
where \( C \) is uniform in \( \theta \). Fix \( 0 < \mu < \mu' < 1 \), and choose \( 0 < \theta < 1/8 \) such that \( \theta^{2\mu} > C \theta^{2d+1} \theta^{2\mu'} \).

The goal is now to show (uniformly in \( \psi \) and \( A \) in their respective classes) that for this \( \theta \), there exists \( \varepsilon_0 \) such that for all \( 0 < \varepsilon < \varepsilon_0 \),
\[
\int_{D^0(0,\theta)} |u^\varepsilon|^2 \leq \theta^{2\mu}.
\]

Let us show this by contradiction. Assume that there exist a sequence \( \varepsilon_k \rightarrow \infty \), \( \psi_k \in C^{1,\omega}_M \), \( A_k \in A^{0,\omega} \), \( f_k \in L^{d/2+\kappa'}(D^k, 0, 1/2) \), \( F_k \in L^{d+\kappa}(D^k, 0, 1/2) \) and \( u^k \) weak solution to (3.5) such that
\[
\int_{D^k(0,1)} |u^k|^2 \leq 1, \quad \|f_k\|_{L^{d/2+\kappa'}(D^k, 0, 1)} \leq \varepsilon_k, \quad \|F_k\|_{L^{d+\kappa}(D^k, 0, 1)} \leq \varepsilon_k
\]
and
\[
\int_{D^k(0,\theta)} |u^k|^2 \geq \theta^{2\mu}.
\] (3.10)

Thanks to the uniform control of \( u^k \) in \( L^2 \), we can rely on weak compactness in \( W^{1,2} \) using Cacciopoli’s inequality, and on strong compactness in \( L^2 \) using Rellich’s compact embedding. Doing so we have to be careful, since the \( L^2 \) bound on \( u^k \) is on the domain with oscillating boundary \( D^k(0, 1) \). Since \( u^k = 0 \) on \( \Delta^k(0, 1) \), we control by Cacciopoli’s inequality
\[
\|\nabla u^k\|_{L^2(D^k(0,1/2))} \leq C,
\]
with \( C > 0 \) uniform in \( \varepsilon_k \). In order to deal with the oscillating boundary, we extend \( f_k \), \( F_k \) and \( u^k \) by 0 below the oscillating boundary \( x_d = \varepsilon_k \psi_k(x' / \varepsilon_k) \). We then have for \( k \) large
\[
\|u^k\|_{L^2(D^{-1}(0,1/4))} \leq C \quad \text{and} \quad \|\nabla u^k\|_{L^2(D^{-1}(0,1/4))} \leq C.
\]

Therefore, up to extracting subsequences,
\[
\overline{A_k} \rightarrow A^0,
\]
with \( \overline{A_k} \) defined by (2.4) with \( A \) replaced by \( A_k \), and \( A^0 \) is a constant coefficient matrix satisfying the ellipticity condition (1.4), and there exists \( u^0 \in H^1(D^{-1}(0,1/4)), \)
\[
u u^k \rightarrow \nabla u^0 \quad \text{weakly in} \quad L^2(D^{-1}(0,1/4)),
\]
\[
\nabla u^k \rightarrow \nabla u^0 \quad \text{weakly in} \quad L^2(D^{-1}(0,1/4)),
\] (3.11)
and by Rellich’s compact embedding theorem,
\[
\varepsilon_k \rightarrow u^0 \quad \text{strongly in} \quad L^2(D^{-1}(0,1/4)).
\] (3.12)

Furthermore,
\[
\begin{align*}
 f^{\varepsilon_k} &\rightarrow 0 \quad \text{strongly in} \quad L^{d/2+\kappa'}(D^{-1}(0,1/4)) , \\
 F^{\varepsilon_k} &\rightarrow 0 \quad \text{strongly in} \quad L^{d+k}(D^{-1}(0,1/4)).
\end{align*}
\] (3.13)

We have to show that \( u^0 \) solves (3.7). That \( u^0 \) is a weak solution to
\[
- \nabla \cdot A^0 \nabla u^0 = 0 \quad \text{in} \quad D^0(0,1/4)
\] (3.14)
follows from Theorem 3 for \( \iota > 0 \), taking \( \Omega_\iota = (-1/4,1/4)^{d-1} \times (\iota,1/4) \) yields
\[
- \nabla \cdot A^0 \nabla u^0 = 0 \quad \text{in} \quad \Omega_\iota,
\]
thus (3.14) holds. It remains to see that \( u^0 = 0 \) on \( \Delta^0(0,1/4) \). Take a test function
\[
\varphi \in C^\infty_0((-1/4,1/4)^{d-1} \times (-1,0)).
\]
For all \( k \), \( \text{Supp}(\varphi) \subseteq D^{\varepsilon_k} \) since \( 0 \leq \psi_k \). Then, since
\( u^{\varepsilon_k} = 0 \) on \( D^{-\varepsilon_k} \) and by (3.11), we get for \( k \) sufficiently large,
\[
0 = \int_{D^{-1}(0,1/4)} u^{\varepsilon_k} \varphi \xrightarrow{k \to \infty} \int_{D^{-1}(0,1/4)} u^0 \varphi.
\]
Consequently \( u^0 = 0 \) in \( D'((-1/4,1/4)^{d-1} \times (-1,0)) \), thus \( u^0|_{(-1/4,1/4)^{d-1} \times (-1,0)} = 0 \), and
by the trace theorem \( u^0 = 0 \) in \( W^{1/2,2}(\Delta^0(0,1/4)) \). It follows that \( u^0 \) satisfies the estimate
(3.8). Moreover,
\[
\int_{D^0(0,1/4)} |u^0|^2 \leq 4 \int_{D^0(0,1/4)} |u^{\varepsilon_k}|^2 \leq 4^{2d+1} \int_{D^0(0,1)} |u^{\varepsilon_k}|^2 \leq 4^{2d+1},
\]
so that (3.9) holds.

The last step of the proof consists in passing to the limit in (3.10) in order to get a contradiction. Since \( |D^{\varepsilon_k}(0,\theta)| = |D^0(0,\theta)| \), we have
\[
\int_{D^{\varepsilon_k}(0,\theta)} |u^{\varepsilon_k}|^2 \xrightarrow{k \to \infty} \int_{D^0(0,\theta)} |u^0|^2,
\] (3.15)
and for \( k \) large
\[
\int_{D^{\varepsilon_k}(0,\theta) \setminus D^0(0,\theta)} |u^{\varepsilon_k}|^2 = \int_{D^{\varepsilon_k}(0,\theta) \setminus D^0(0,\theta)} |u^0|^2 + \int_{D^{\varepsilon_k}(0,\theta) \setminus D^0(0,\theta)} (|u^{\varepsilon_k}|^2 - |u^0|^2)
\leq 2 \int_{D^{\varepsilon_k}(0,\theta) \setminus D^0(0,\theta)} |u^0|^2 + 2 \int_{D^{\varepsilon_k}(0,\theta) \setminus D^0(0,\theta)} |u^{\varepsilon_k} - u^0|^2
\leq 2 \int_{D^{-1}(0,1/4)} |u^0|^2 1_{D^{\varepsilon_k}(0,\theta) \setminus D^0(0,\theta)} + 2 \int_{D^{-1}(0,1/4)} |u^{\varepsilon_k} - u^0|^2 \xrightarrow{k \to \infty} 0,
\]
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by dominated convergence on the one hand and the strong convergence \( (3.12) \) on the other hand. In a similar fashion, the third term in the right hand side of \( (3.15) \) is shown to tend to 0 when \( k \to \infty \). Finally,

\[
C_A 2^{d+1} \theta 2^{2\mu} \leq \int_{D^k(0,2)} |u^\varepsilon|^2 \to \infty \int_{D^0(0,2)} |u^0|^2
\]

which is in contradiction with \( (3.9) \).

**Second step**

**Lemma 9** (iteration lemma). For \( 0 < \mu < \min(1 - d/(d + \kappa), 2 - d/(d/2 + \kappa')) \) fixed, let \( \varepsilon_0 > 0 \) and \( \theta > 0 \) as given by Lemma 8. For all \( k \in \mathbb{N} \), \( k \geq 1 \), for all \( \varepsilon < \theta^{-1} \varepsilon_0 \), for all \( \psi \in C_{M}^{1,\omega} \), for all \( A \in A^{0,\nu_0} \), for all \( f \in L^{d/2+\kappa'}(D^k(0,1)) \), for all \( F \in L^{d+\kappa}(D^k(0,1)) \), for all \( u^\varepsilon \) weak solution to \( (3.5) \), if

\[
\int_{D^k(0,1)} |u^\varepsilon|^2 \leq 1, \quad \|f\|_{L^{d/2+\kappa'}(D^k(0,1))} \leq \varepsilon_0, \quad \|F\|_{L^{d+\kappa}(D^k(0,1))} \leq \varepsilon_0
\]

then

\[
\int_{D^k(0,\theta^k)} |u^\varepsilon|^2 \leq \theta^{2\mu}.
\]

**Proof of Lemma 9**. Let us do the proof by induction. The case \( k = 1 \) is Lemma 8. Let \( k \geq 1 \) and assume that for all \( \varepsilon < \theta^{-1} \varepsilon_0 \), for all \( \psi \in C_{M}^{1,\omega} \), for all \( A \in A^{0,\nu_0} \), for all \( u^\varepsilon \) weak solution to \( (3.5) \), if

\[
\int_{D^k(0,1)} |u^\varepsilon|^2 \leq 1, \quad \|f\|_{L^{d/2+\kappa'}(D^k(0,1))} \leq \varepsilon_0, \quad \|F\|_{L^{d+\kappa}(D^k(0,1))} \leq \varepsilon_0
\]

then

\[
\int_{D^k(0,\theta^k)} |u^\varepsilon|^2 \leq \theta^{2\mu}.
\]  

(3.16)

For all \( x \in D^{\varepsilon/\theta^k}(0,1) \), let \( U^\varepsilon \) be defined by

\[
U^\varepsilon(x) := u^\varepsilon(\theta^k x)/\theta^{k\mu}.
\]

Since

\[
\nabla \cdot \left( A(\theta^k x/\varepsilon) \nabla u^\varepsilon(\theta^k x) \right) = \theta^{2k} \left[ \nabla \cdot A(\cdot/\varepsilon) \nabla u^\varepsilon \right](\theta^k x),
\]

\( U^\varepsilon \) solves

\[
\left\{ \begin{array}{ll}
-\nabla \cdot A(\theta^k x/\varepsilon) \nabla U^\varepsilon &= \theta^{2k} f(\theta^k x) + \theta^k \nabla \cdot (F(\theta^k x)), & x \in D^{\varepsilon/\theta^k}(0,1) \\
U^\varepsilon &= 0, & x \in \Delta^{\varepsilon/\theta^k}(0,1)
\end{array} \right.
\]

and from (3.16)

\[
\int_{D^{\varepsilon/\theta^k}(0,1)} |U^\varepsilon(x)|^2 \leq 1.
\]

Notice that since \( \mu < \min(1 - d/(d + \kappa), 2 - d/(d/2 + \kappa')) \),

\[
\|\theta^{2k-\mu} f(\theta^k x)\|_{L^{d/2+\kappa'}(D^{\varepsilon/\theta^k}(0,1))} \leq \theta^{k(2-d/(d/2+\kappa')-\mu)} \|f\|_{L^{d/2+\kappa'}(D^k(0,1))} \leq \varepsilon_0
\]

and

\[
\|\theta^{k-\mu} F(\theta^k x)\|_{L^{d+\kappa}(D^{\varepsilon/\theta^k}(0,1))} = \theta^{k(1-d/(d+\kappa)-\mu)} \|F\|_{L^{d+\kappa}(D^k(0,1))} \leq \varepsilon_0.
\]
Therefore, applying Lemma 8 for $\varepsilon/\theta^k < \varepsilon_0$,

$$
\int_{D^*/\theta^k(0,\theta)} |U^\varepsilon(x)|^2 \leq \theta^{2\mu},
$$

which boils down to

$$
\int_{D^*(0,\theta^{k+1})} |u^\varepsilon(x)|^2 \leq \theta^{2(k+1)\mu}
$$

and concludes the proof. \hfill \Box

Third step: proof of Proposition 6

If $\varepsilon \geq \varepsilon_0$, then Proposition 9 follows from the classical Hölder estimates. Let $\varepsilon < \varepsilon_0$, $A \in \mathcal{A}^{0,x_0}$ and $\psi \in C^{1,1}_{M_0}$ be fixed for the rest of the proof. There exists a unique integer $k \geq 1$ such that $\theta^k \leq \varepsilon/\varepsilon_0 < \theta^{k-1}$. Let $x_0 := (0,x_0,d) \in D^*(0,1/2)$. Recall that $\delta(x_0) = x_0,d - \varepsilon\psi(0)$. We distinguish between two cases: either $\delta(x_0) > \theta^{k+1}/2$ (case “far” from the boundary) or $\delta(x_0) \leq \theta^{k+1}/2$ (case “close” to the boundary).

Assume that $\delta(x_0) > \theta^{k+1}/2$. In that case, the idea is to rely on the rescaled interior Hölder estimate (2.7)

$$
[u^\varepsilon]_{C^{0,\mu}(B(x_0,\delta(x_0)/4) \leq C\{(\delta(x_0))^{-d/2-\mu} \|u^\varepsilon\|_{L^2(B(x_0,\delta(x_0)/2)} + (\delta(x_0))^{2-\mu-d/(2+\kappa')} \|f\|_{L^{d/2+\kappa'}(B(x_0,\delta(x_0)/2)} + (\delta(x_0))^{1-\mu-d/(d+\kappa)} \|F\|_{L^{d+\kappa}(B(x_0,\delta(x_0)/2)} \}}.
$$

There exists $0 \leq l \leq k$ such that $\theta^l/2 < \delta(x_0) \leq \theta^{l+1}/2$. If $l = 0$, then

$$
\|u^\varepsilon\|_{L^2(B(x_0,\delta(x_0)/2)} \leq \|u^\varepsilon\|_{L^2(D^*(0,1/2)} \leq |D^*(0,1)|^{1/2} \leq C(2\delta(x_0)/\theta)^{d/2+\mu},
$$

where $C > 0$ only depends on the dimension $d$. If $l \geq 1$, then by Lemma 9

$$
\|u^\varepsilon\|_{L^2(B(x_0,\delta(x_0)/2)} \leq \|u^\varepsilon\|_{L^2(D^*(0,\theta^l))} \leq C \theta^{(d/2+\mu)l} \leq C(2\delta(x_0)/\theta)^{d/2+\mu},
$$

where $C > 0$ only depends on $d$ and in particular not on $\theta$. Moreover, for all $l \in \mathbb{N}$, since

$$
1-\mu-d/(d+\kappa) > 0, \quad 2-\mu-d/(d+\kappa') > 0,
$$

we get

$$
(\delta(x_0))^{2-\mu-2d/(d+2\kappa')} \|f\|_{L^{d/2+\kappa'}(B(x_0,\delta(x_0)/2)} \leq \|f\|_{L^{d/2+\kappa'}(D^*(0,1))} \leq \varepsilon_0,
$$

$$
(\delta(x_0))^{1-\mu-d/(d+\kappa)} \|F\|_{L^{d+\kappa}(B(x_0,\delta(x_0)/2)} \leq \|F\|_{L^{d+\kappa}(D^*(0,1))} \leq \varepsilon_0.
$$

This boils down to

$$
[u^\varepsilon]_{C^{0,\mu}(B(x_0,\delta(x_0)/4)} \leq C
$$

with $C > 0$ uniform in $\varepsilon$, $k$, but which may depend on $d$, $\mu$ and $\theta$.

Assume that $\delta(x_0) \leq \theta^{k+1}/2 < \theta\varepsilon/(2\varepsilon_0)$. In this case we rely on classical estimates near the boundary, which is relevant since we are at the small scale $O(\varepsilon)$. We proceed thanks to a blow-up argument, i.e. we consider $v^\varepsilon$ defined for $y \in D^1(0,1/\varepsilon)$ by

$$
U^\varepsilon(y) := \frac{1}{\varepsilon}v^\varepsilon(\varepsilon y).
$$

It solves

$$
\begin{cases}
-\nabla \cdot A(y) \nabla U^\varepsilon = \varepsilon f(\varepsilon y) + \nabla \cdot (F(\varepsilon y)), \quad y \in D^1(0,1/\varepsilon), \\
U^\varepsilon = 0, \quad y \in \Delta^1(0,1/\varepsilon).
\end{cases}
$$
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Applying the classical estimate \([2,1]\) and rescaling, we get
\[
\varepsilon^{-1+p} \|u^\varepsilon(x)\|_{C^{0,\alpha}(D^\varepsilon(0,1/2))} = \|U^\varepsilon(y)\|_{C^{0,\alpha}(D^\varepsilon(0,1/2))}
\]
\[
\leq C \left\{ \|U^\varepsilon(y)\|_{L^2(D^\varepsilon(0,1/\varepsilon))} + \|\varepsilon f(\varepsilon \cdot)\|_{L^4/(2+\kappa')(\varepsilon \cdot D^\varepsilon(0,1/\varepsilon))} + \|F(\varepsilon \cdot)\|_{L^{d+\kappa}(\varepsilon \cdot D^\varepsilon(0,1/\varepsilon))} \right\}
\]
\[
= C \left\{ \varepsilon^{-1-d'/2} \|u^\varepsilon(x)\|_{L^2(D^\varepsilon(0,\varepsilon/\varepsilon_0))} + \varepsilon^{-d/(2+\kappa')} \|f\|_{L^{d'/2+\kappa'}(D^\varepsilon(0,\varepsilon/\varepsilon_0))} + \varepsilon^{-d/(d+\kappa)} \|F\|_{L^{d+\kappa}(D^\varepsilon(0,\varepsilon/\varepsilon_0))} \right\}.
\]
Therefore,
\[
[u^\varepsilon]_{C^{0,\alpha}(D^\varepsilon(0,\varepsilon/\varepsilon_0))} \leq C \left\{ \varepsilon^{-d/2-\mu} \|u^\varepsilon\|_{L^2(D^\varepsilon(0,\varepsilon/\varepsilon_0))} + \varepsilon^{-d/(2+\kappa')} \|f\|_{L^{d'/2+\kappa'}(D^\varepsilon(0,\varepsilon/\varepsilon_0))} + \varepsilon^{-d/(d+\kappa)} \|F\|_{L^{d+\kappa}(D^\varepsilon(0,\varepsilon/\varepsilon_0))} \right\}.
\]
\[
\leq C \left\{ 1/\varepsilon^d \|u^\varepsilon\|_{L^2(D^\varepsilon(0,\varepsilon/(2\varepsilon)))} + \|f\|_{L^{d'/2+\kappa'}(D^\varepsilon(0,1))} + \|F\|_{L^{d+\kappa}(D^\varepsilon(0,1))} \right\}.
\]
\[
\leq C \left\{ 1/(\varepsilon^d) \|u^\varepsilon\|_{L^2(D^\varepsilon(0,1))} + \|f\|_{L^{d'/2+\kappa'}(D^\varepsilon(0,1))} + \|F\|_{L^{d+\kappa}(D^\varepsilon(0,1))} \right\}.
\]
One case is left. We have to deal with arbitrary points \(x_0 \in D^\varepsilon(0,1/2)\). Remember that \(\varepsilon, \psi\) and \(A\) are fixed. We consider \(\tilde{\psi}\) defined for \(y' \in \mathbb{R}^{d-1}\) by
\[
\tilde{\psi}(y') := \psi(y'/2 + x_0'/\varepsilon),
\]
and for \(y \in \mathbb{R}^d\)
\[
\tilde{A}(y', y_d) := A(y'/2 + x_0'/\varepsilon, y_d).
\]
Notice that \(\tilde{\psi} \in \mathcal{C}^1_{\text{loc}}\) and \(\tilde{A} \in \mathcal{A}^{0,\psi_{\varepsilon_0}}\). For all \(|x'| < 1, 2\varepsilon \tilde{\psi}(x'/2\varepsilon) < x_d < 2\varepsilon \tilde{\psi}(x'/2\varepsilon) + 1\), let \(\tilde{u}^\varepsilon\) be defined by
\[
\tilde{u}^\varepsilon(x', x_d) := u^\varepsilon(x'/2 + x_0', x_d),
\]
\(\tilde{f}\) be defined by
\[
\tilde{f}(x', x_d) := f(x'/2 + x_0', x_d),
\]
and \(\tilde{F}\) be defined by
\[
\tilde{F}(x', x_d) := F(x'/2 + x_0', x_d).
\]
Let
\[
J := \int_{D^\varepsilon(0,1)} \tilde{u}^\varepsilon(x', x_d) \tilde{u}^\varepsilon(x', x_d) + \frac{1}{\varepsilon_0} \tilde{F}^2 + \frac{1}{\varepsilon_0} \tilde{F}^2 \leq \varepsilon_0.
\]
We have that
\[
\|\tilde{u}^\varepsilon\|_{L^2(D^\varepsilon(0,1))} \leq J, \|\tilde{f}\|_{L^{d'/2+\kappa'}(D^\varepsilon(0,1))} \leq \varepsilon_0 J, \|\tilde{F}\|_{L^{d+\kappa}(D^\varepsilon(0,1))} \leq \varepsilon_0 J.
\]
and \(\tilde{u}^\varepsilon\) solves
\[
\begin{cases}
- \nabla \cdot \tilde{A}(x/(2\varepsilon)) \nabla \tilde{u}^\varepsilon = \tilde{f} + \nabla \cdot \tilde{F}, & x \in D^\varepsilon(0,1), \\
\tilde{u}^\varepsilon = 0, & x \in \Delta^\varepsilon(0,1).
\end{cases}
\]
We can thus apply Lemma \([9]\) and argue exactly as above for \(x_0 = (0, x_{0,d})\).

4 Boundary corrector

In the following lemma we build a corrector term for the oscillating boundary. This term is crucial for the construction of an expansion for \(u^\varepsilon\) in the proof of the uniform Lipschitz estimate.

For fixed \(M_0 > 0\), let \(\vartheta' \in C^\infty_c(\mathbb{R}^{d-1})\) (resp. \(\vartheta_d \in C^\infty_c(\mathbb{R})\)) a cut-off function compactly supported in \((-3/2, 3/2)^{d-1}\) (resp. in \((-3M_0/2, 3M_0/2)\)), identically equal to 1 on
Where \( (\mathbb{R}^d, M^0, M_0) \). We define the cut-off function \( \Theta \in C_c^\infty(\mathbb{R}^d) \) by all \( y_d \in \mathbb{R} \),
\[
\Theta(x', y_d) := \vartheta'(x') \vartheta_d(y_d).
\]
Notice that \( \Theta \) is compactly supported in \((-3/2, 3/2)^d \times (-M_0, 0, 2, 3M_0, 2)\), identically equal to 1 on \((-1, 1)^d \times (-M_0, M_0)\) and that for all \( x', \hat{x}' \in \mathbb{R}^d \), \( y_d \in \mathbb{R} \),
\[
\|x'\|, \|\hat{x}'\| \leq 1 \quad \text{implies} \quad \Theta(x', y_d) = \Theta(\hat{x}', y_d).
\]
This property of \( \Theta \) is just meant to give a nice form to the expansion of \( u^\varepsilon \) (see Lemma 15 below).

**Lemma 10** (boundary corrector). For all \( 1/2 < \tau < 1 \), there exists \( C > 0 \) such that for all \( \psi \in C^{1,\omega}_{M_0} \), for all \( A \in A^{1,10} \), for all \( 0 < \varepsilon < 1 \), the unique weak solution \( v^\varepsilon \in W^{1,2}(D^\varepsilon(0, 2)) \) of
\[
\begin{cases}
-\nabla \cdot A(x/\varepsilon) \nabla v^\varepsilon = \nabla \cdot A(x/\varepsilon) \nabla (\psi(x/\varepsilon) \Theta(x', x_d/\varepsilon)), & x \in D^\varepsilon(0, 2), \\
v^\varepsilon = 0, & x \in \partial D^\varepsilon(0, 2),
\end{cases}
\]
satisfies the following estimate: for all \( x \in D^\varepsilon(0, 3/2) \),
\[
|v^\varepsilon(x)| \leq \frac{C_0 \delta(x)^\tau}{\varepsilon^\tau},
\]
where \( \delta(x) := x_d - \varepsilon \psi(x'/\varepsilon) \).

**Remark 22.** Notice that \( v^\varepsilon \) depends on \( \psi \) even if the dependence is not explicitly written. However, the constant \( C_0 > 0 \) in the above inequality is uniform for \( \psi \in C^{1,\omega}_{M_0} \).

The proof of Lemma 10 follows from the representation of \( v^\varepsilon \) thanks to Green’s kernel \( G^\varepsilon = G^\varepsilon(x, \hat{x}) \) associated to the operator \(-\nabla \cdot A(x/\varepsilon) \nabla \) and to the oscillating domain \( D^\varepsilon(0, 2) \). An estimate of \( \nabla_2 G^\varepsilon \) is the key.

**Lemma 11** (estimate of Green’s kernel, \( d \geq 3 \)). For all \( 0 < \tau < 1 \), there exists \( C > 0 \) such that for all \( \psi \in C^{1,\omega}_{M_0} \), for all \( A \in A^{1,10} \), for all \( 0 < \varepsilon < 1 \):

1. For all \( x, \hat{x} \in D^\varepsilon(0, 7/4) \),
\[
|\vec{G}^\varepsilon(x, \hat{x})| \leq \frac{C \delta(x)^\tau}{|x - \hat{x}|^{d-2+\tau}},
\]
\[
|\vec{G}^\varepsilon(x, \hat{x})| \leq \frac{C \delta(x)^\tau}{|x - \hat{x}|^{d-2+2\tau}}.
\]
2. For all \( x, \hat{x} \in D^\varepsilon(0, 3/2) \),
\[
|\nabla_2 \vec{G}^\varepsilon(x, \hat{x})| \leq \frac{C \delta(x)^\tau}{|x - \hat{x}|^{d-1+\tau}}, \quad \text{for} \ |x - \hat{x}| \leq \varepsilon,
\]
\[
|\nabla_2 \vec{G}^\varepsilon(x, \hat{x})| \leq \frac{C \delta(x)^\tau}{\varepsilon |x - \hat{x}|^{d-2+2\tau}}, \quad \text{for} \ |x - \hat{x}| > \varepsilon.
\]

**Remark 23.** Although the gradient estimate holds for all \( x, \hat{x} \in D^\varepsilon(0, 3/2) \), thanks to the cut-off \( \Theta(x', x_d/\varepsilon) \) we essentially need it in a small layer of size \( O(\varepsilon) \) located near the oscillating boundary.

**Remark 24.** Notice that the decay at large scales of \( \nabla_2 G^\varepsilon \) is not better than the decay of \( G^\varepsilon \). This comes from the fact that the bound (4.7) is obtained from (4.5) by applying Lipschitz estimates at small scale \( O(\varepsilon) \).
Remark 25. Motivate that the estimates (4.4) and (4.5) only hold for all \(x, \tilde{x} \in D^\epsilon(0,7/4)\), not all \(x, \tilde{x} \in D^\epsilon(0,2)\). This comes from the fact that the boundary \(\partial D^\epsilon(0,2)\) is not smooth at the points lying on \(\partial D^\epsilon(0,2) \cap \Delta^\epsilon \cap \{|x^\prime| = 2\} \).

Lemma 12 (estimate of Green’s kernel, \(d = 2\)). For all \(0 < \tau < 1\), there exists \(C > 0\) such that for all \(\psi \in C^1_{M_0}\), for all \(A \in \mathcal{A}^{0,\nu}_0\), for all \(0 < \varepsilon < 1\):

1. For all \(x, \tilde{x} \in D^\epsilon(0,7/4)\),
   \[
   |\widetilde{G}^\epsilon(x, \tilde{x})| \leq C(\log |x - \tilde{x}| + 1) \frac{\delta(x) \tau}{|x - \tilde{x}|^\tau}, \quad (4.8)
   \]
   \[
   |\widetilde{G}^\epsilon(x, \tilde{x})| \leq C(\log |x - \tilde{x}| + 1) \frac{\delta(x) \tau \delta(\tilde{x}) \tau}{|x - \tilde{x}|^{2\tau}}, \quad (4.9)
   \]

2. For all \(x, \tilde{x} \in D^\epsilon(0,3/2)\),
   \[
   |\nabla_2 \widetilde{G}^\epsilon(x, \tilde{x})| \leq C(\log |x - \tilde{x}| + 1) \frac{\delta(x) \tau}{|x - \tilde{x}|^{1+\tau}}, \quad \text{for } |x - \tilde{x}| \leq \varepsilon, \quad (4.10)
   \]
   \[
   |\nabla_2 \widetilde{G}^\epsilon(x, \tilde{x})| \leq C(\log |x - \tilde{x}| + 1) \frac{\delta(x) \tau \delta(\tilde{x}) \tau}{\varepsilon |x - \tilde{x}|^{2\tau}}, \quad \text{for } |x - \tilde{x}| > \varepsilon. \quad (4.11)
   \]

Below we only address the proof of Lemma 12. The case \(d = 2\) is handled by the same approach, using the estimate (3.4) on Green’s kernel.

4.1 Proof of Lemma 12

Let us assume that \(d \geq 3\). The case \(d = 2\) is handled similarly using the estimates (4.10) and (4.11). We can represent \(v^\epsilon\) thanks to Green’s kernel: for all \(x \in D^\epsilon(0,3/2)\),

\[
\begin{align*}
v^\epsilon(x) &= \int_{D^\epsilon(0,2)} \widetilde{G}^\epsilon(x, \tilde{x}) \nabla \cdot A(\tilde{x}/\varepsilon) \nabla(\psi(\tilde{x}/\varepsilon) \Theta(\tilde{x}', \tilde{x}_d/\varepsilon)) d\tilde{x}. \end{align*}
\]

Integrating by parts, we get

\[
v^\epsilon(x) = - \int_{D^\epsilon(0,2)} \nabla_2 \widetilde{G}^\epsilon(x, \tilde{x}) A(\tilde{x}/\varepsilon) \nabla(\psi(\tilde{x}/\varepsilon) \Theta(\tilde{x}', \tilde{x}_d/\varepsilon)) d\tilde{x}.
\]

We now use the fact that the cut-off \(\Theta(\tilde{x}', \tilde{x}_d/\varepsilon)\) is supported in \([-3/2, 3/2]|d-1| \times [-3M_0\varepsilon/2, 3M_0\varepsilon/2]\), and split the latter integral:

\[
v^\epsilon(x) = - \int_{D^\epsilon(0,2) \cap [-3/2, 3/2]|d-1| \times [-3M_0\varepsilon/2, 3M_0\varepsilon/2] \cap \{|x - \tilde{x}| \leq \varepsilon\}} \nabla_2 \widetilde{G}^\epsilon(x, \tilde{x}) A(\tilde{x}/\varepsilon) \nabla(\psi(\tilde{x}/\varepsilon) \Theta(\tilde{x}', \tilde{x}_d/\varepsilon)) d\tilde{x}
\]

\[
- \int_{D^\epsilon(0,2) \cap [-3/2, 3/2]|d-1| \times [-3M_0\varepsilon/2, 3M_0\varepsilon/2] \cap \{|x - \tilde{x}| > \varepsilon\}} \nabla_2 \widetilde{G}^\epsilon(x, \tilde{x}) A(\tilde{x}/\varepsilon) \nabla(\psi(\tilde{x}/\varepsilon) \Theta(\tilde{x}', \tilde{x}_d/\varepsilon)) d\tilde{x}
\]

\[
= I_1 + I_2.
\]

Using \(\psi \in C^1_{M_0}\), we get on the one hand by (4.6)

\[
|I_1| \leq C/\varepsilon \int_{D^\epsilon(0,2) \cap [-3/2, 3/2]|d-1| \times [-3M_0\varepsilon/2, 3M_0\varepsilon/2] \cap \{|x - \tilde{x}| \leq \varepsilon\}} \frac{\delta(x) \tau}{|x - \tilde{x}|^{d-1+\tau}} d\tilde{x}
\]

\[
\leq C\delta(x) \tau /\varepsilon \int_{|x - \tilde{x}| \leq \varepsilon} \frac{1}{|x - \tilde{x}|^{d-1+\tau}} d\tilde{x}
\]

\[
\leq C\delta(x) \tau /\varepsilon \int_{|\tilde{y}| \leq 1} \frac{1}{|\tilde{y}|^{d-1+\tau}} d\tilde{y} \leq C\delta(x) \tau /\varepsilon \tau,
\]
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and on the other hand by (4.7)

\[ I_2 \leq \frac{C}{\varepsilon^2} \int_{D^c(0,2) \cap [-3/2,3/2]^{d-1} \times [-3M_0\varepsilon/2,3M_0\varepsilon/2] \cap \{ |x - \bar{x}| > \varepsilon \}} \frac{\delta(x)^\tau \delta(\bar{x})^\tau}{|x - \bar{x}|^{d-2+2\tau}} d\bar{x} \]

\[ \leq C \delta(x)^\tau / \varepsilon^2 \int_{R^{d-1} \times [-3M_0\varepsilon/2,3M_0\varepsilon/2] \cap \{ |x - \bar{x}| > \varepsilon \}} \frac{\delta(\bar{x})^\tau}{|x - \bar{x}|^{d-2+2\tau}} d\bar{x} \]

\[ \leq C \delta(x)^\tau \varepsilon^{-2+\tau} \left\{ \varepsilon \int_{|x' - \bar{x}'| > \varepsilon} \frac{1}{|x' - \bar{x}'|^{d-2+2\tau}} d\bar{x}' + \int_{\{ |x - \bar{x}| > \varepsilon \} \cap \{ |x' - \bar{x}'| < \varepsilon \} \times [-3M_0\varepsilon/2,3M_0\varepsilon/2]} \frac{1}{|x - \bar{x}|^{d-2+2\tau}} d\bar{x} \right\} \]

\[ \leq C \delta(x)^\tau \varepsilon^{-2+\tau} \left\{ \varepsilon^{2-2\tau} \int_{|\bar{y}| > 1} \frac{1}{|\bar{y}|^{d-2+2\tau}} d\bar{y} + \varepsilon^{2-2\tau} \right\} \leq C \delta(x)^\tau / \varepsilon^\tau, \]

for $1/2 < \tau < 1$.

### 4.2 Proof of Lemma [11]

The first observation is that the estimates (4.4) and (4.5) follow directly from the boundary Hölder regularity uniform in $\varepsilon$ of Proposition [6]. Let us sketch the proof.

Fix $0 < \varepsilon < 1$. Let

\[ \eta := 7/4 \left\{ 4 + (1 + 4/7M_0)^2 \right\}^{1/2}; \]

it is an upper bound for the diameter of $D^c(0,7/4)$ when $0 < \varepsilon < 1$. Let $0 < \tau < 1$, $x, \bar{x} \in D^c(0,7/4)$, $r := |x - \bar{x}|$ and $\bar{x} : = (x', \varepsilon \psi(x'/\varepsilon)) \in \Delta^c(0,7/4)$. Notice that $|x - \bar{x}| = x_d - \varepsilon \psi(x'/\varepsilon) = \delta(x)$. Either $\delta(x) = |x - \bar{x}| \geq r/(8\eta + 1)$ or $\delta(x) = |x - \bar{x}| < r/(8\eta + 1)$. In the former case, (4.4) follows directly from (3.3) since $(\delta(x)/r)^\tau \geq (1/(8\eta + 1))^\tau$ so that

\[ |\tilde{G}^c(x, \bar{x})| \leq C |x - \bar{x}|^{d-2} \leq C \delta(x)^\tau / |x - \bar{x}|^{d-2+2\tau}. \]

In the latter case $\delta(x) = |x - \bar{x}| < r/(8\eta + 1)$, we use the fact that $\tilde{G}^c(\cdot, \bar{x})$ is a weak solution of

\[ \begin{cases} -\nabla \cdot A(x/\varepsilon) \nabla \tilde{G}^c(x, \bar{x}) = 0, & x \in D^c(\bar{x}, r/(8\eta + 1)), \\
\tilde{G}^c(x, \bar{x}) = 0, & x \in \Delta^c(\bar{x}, r/(8\eta + 1)). \end{cases} \]

Notice that

\[ D^c(\bar{x}, r/(8\eta + 1)) \subset D^c(0,15/8), \]

that $\bar{x} \notin D^c(\bar{x}, r/(8\eta + 1))$, and that $x \in D^c(\bar{x}, 1/(8\eta + 1))$. We want to apply the boundary Hölder estimate (5.1) properly rescaled. Consider for $z \in D^c(0,1)$

\[ u^c(\varepsilon) := \tilde{G}^c((r/(8\eta + 1))z + \bar{x}, \bar{x}), \quad \varepsilon := (8\eta + 1)\varepsilon/r, \quad \psi' := \psi(\cdot + \bar{x}/\varepsilon) \]

which solves

\[ \begin{cases} -\nabla \cdot A(z/\varepsilon' + \bar{x}/\varepsilon) \nabla u^c = 0, & z \in D^c(0,1), \\
u^c = 0, & z \in \Delta^c(0,1). \end{cases} \]
Now, $\psi' \in C^1_{M_0}$, $A(\cdot + \bar{x}/\varepsilon) \in A^{0,\nu_0}$ and estimate (3.1) implies

$$
(r/(8\eta + 1))^\tau [\tilde{G}^\varepsilon(\cdot, \bar{x})]_{C^{0,\tau}(D^\varepsilon(\bar{x}, r/(16\eta + 2)))} = [u^\varepsilon]_{C^{0,\tau}(D^\varepsilon(0, 1/2))},
$$

$$
\leq C\|u^\varepsilon\|_{L^2(D^\varepsilon(0, 1))} = C\|\tilde{G}^\varepsilon(\cdot, \bar{x})\|_{L^2(D^\varepsilon(\bar{x}, r/(8\eta + 1)))} (r/(8\eta + 1))^{-d/2},
$$

so that using (3.3)

$$
|\tilde{G}^\varepsilon(x, \bar{x})| = |\tilde{G}^\varepsilon(x, \bar{x}) - \tilde{G}^\varepsilon(\bar{x}, \bar{x})| \leq [\tilde{G}^\varepsilon(\cdot, \bar{x})]_{C^{0,\tau}(D^\varepsilon(\bar{x}, r/(16\eta + 2)))} \delta(x)^\tau
$$

$$
\leq C\delta(x)^\tau \|\tilde{G}^\varepsilon(\cdot, \bar{x})\|_{L^2(D^\varepsilon(\bar{x}, r/(8\eta + 1)))} \leq \frac{C\delta(x)^\tau}{r^{d-2+\tau}} = \frac{C\delta(x)^\tau}{|x - \bar{x}|^{d-2+\tau}},
$$

which is (4.4). Estimate (4.5) is obtained in a similar manner by relying on the bound (4.4) instead of (3.3) and by considering $\tilde{G}^\varepsilon = \tilde{G}^\varepsilon(\bar{x}, x)$ the Green kernel associated to the operator $-\nabla \cdot A^\varepsilon(\bar{x}/\varepsilon)\nabla$ and the domain $D^\varepsilon(0, 2)$, where $(A^\varepsilon)^{\alpha\beta}_{ij} := A^{\beta\alpha}_{ij}$. Notice that $\tilde{G}^\varepsilon(\bar{x}, x) = \tilde{G}^\varepsilon(x, \bar{x})^T$ for all $x, \bar{x} \in D^\varepsilon(0, 2)$.

The gradient estimates (4.6) and (4.7) now follow from classical Lipschitz estimates applied at small scale. Let $x, \bar{x} \in D^\varepsilon(0, 3/2)$ and $r := |x - \bar{x}|$. Notice that

$$
\tilde{G}^\varepsilon(x, \cdot)^T = \tilde{G}^\varepsilon(\cdot, x),
$$

and

$$
\begin{cases}
-\nabla \cdot A^\varepsilon(\bar{x}/\varepsilon)\nabla \tilde{G}^\varepsilon(\bar{x}, x) = 0, & \bar{x} \in D^\varepsilon(\bar{x}, r/2), \\
\tilde{G}^\varepsilon(\bar{x}, x) = 0, & \bar{x} \in \Delta^\varepsilon(\bar{x}, r/2).
\end{cases}
$$

If $r \leq \varepsilon$, consider for $z \in D^\varepsilon_{\psi^\varepsilon}(\bar{x}, 1)$

$$
u^\varepsilon(z) = \tilde{G}^\varepsilon(r/2(z - \bar{x}) + \bar{x}, x), \quad \varepsilon := 2\varepsilon/r,
$$

$$
\psi' := \psi(\cdot + \bar{x}/(\varepsilon - 1/\varepsilon'))
$$

which solves

$$
\begin{cases}
-\nabla \cdot A^\varepsilon(z/\varepsilon' + \bar{x}(1/\varepsilon - 1/\varepsilon'))\nabla u^\varepsilon = 0, & z \in D^\varepsilon_{\psi^\varepsilon}(\bar{x}', 1), \\
u^\varepsilon = 0, & z \in \Delta^\varepsilon(\bar{x}', 1).
\end{cases}
$$

Now, $A^\varepsilon(\cdot + \bar{x}(1/\varepsilon - 1/\varepsilon')) \in A^{0,\nu_0}$, and the classical Lipschitz estimate yields

$$
\|\nabla u^\varepsilon\|_{L^\infty(D^\varepsilon_{\psi^\varepsilon}(1, 1/2))} \leq C'\|u^\varepsilon\|_{L^\infty(D^\varepsilon_{\psi^\varepsilon}(1, 1))},
$$

(4.12)

where $C'$ in the previous inequality depends a priori on $\varepsilon'$ but only through $\|A^\varepsilon(\cdot + \bar{x}(1/\varepsilon - 1/\varepsilon'))\|_{C^{0,\nu_0}}$ and $\|\nabla(\varepsilon\psi(\cdot/\varepsilon'))\|_{C^{0,\mu}}$: since $\varepsilon' \geq 2$,

$$
\|A^\varepsilon(\cdot/\varepsilon' + \bar{x}(1/\varepsilon - 1/\varepsilon'))\|_{C^{0,\nu_0}} = O(1)\quad\text{and}\quad\|\nabla(\varepsilon\psi(\cdot/\varepsilon'))\|_{C^{0,\mu}} = O(1).
$$

Thus $C'$ can be taken uniform in $\varepsilon'$. Rescaling and applying (4.4) finally gives

$$
\|\nabla_2 \tilde{G}^\varepsilon(x, \cdot)\|_{L^\infty(D^\varepsilon(\bar{x}, r/4))} \leq \frac{C}{r} \|\nabla \tilde{G}^\varepsilon(x, \cdot)\|_{L^\infty(D^\varepsilon(\bar{x}, r/2))} \leq \frac{C}{r} \sup_{\bar{x} \in D^\varepsilon(\bar{x}, r/2)} \frac{\delta(x)^\tau}{|x - \bar{x}|^{d-2+\tau}} \leq \frac{C\delta(x)^\tau}{r^{d-1+\tau}},
$$

since $|x - \bar{x}| \geq |x - \bar{x}| - |\bar{x} - \bar{x}| \geq r/2$ for all $\bar{x} \in D^\varepsilon(\bar{x}, r/2)$. Thus

$$
|\nabla_2 \tilde{G}^\varepsilon(x, \bar{x})| \leq \frac{C\delta(x)^\tau}{|x - \bar{x}|^{d-1+\tau}}.
$$
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If \( r > \varepsilon \), \( D^\varepsilon(\bar{x}, \varepsilon/2) \subset D^\varepsilon(\bar{x}, r/2) \), so that we may directly apply the classical estimate at small scale in combination with (4.5)

\[
\| \nabla^2 \tilde{G}^\varepsilon(x, \cdot) \|_{L^\infty(D^\varepsilon(\bar{x}, \varepsilon/4))} \leq \frac{C}{\varepsilon} \| \tilde{G}^\varepsilon(x, \cdot) \|_{L^\infty(D^\varepsilon(\bar{x}, \varepsilon/2))} 
\leq \frac{C}{\varepsilon} \sup_{\tilde{x} \in D^\varepsilon(\bar{x}, \varepsilon/2)} \frac{\delta(x)^r \delta(\tilde{x})^r}{|x - \tilde{x}|^{d-2+2r}} \leq \frac{C \delta(x)^r \delta(\tilde{x})^r}{\varepsilon |x - \tilde{x}|^{d-2+2r}},
\]

which implies (4.7).

5 Boundary Lipschitz estimate for Poisson’s equation

We consider the problem

\[
\begin{aligned}
-\Delta u^\varepsilon &= 0, \quad x \in D^\varepsilon(0,1), \\
u^\varepsilon &= 0, \quad x \in \Delta^\varepsilon(0,1).
\end{aligned}
\tag{5.1}
\]

Our goal is to show the following proposition:

**Proposition 13.** There exists a constant \( C > 0 \) such that for all \( \psi \in C^1 M_0 \), for all \( \varepsilon > 0 \), for all \( u^\varepsilon \) weak solution to (5.1), if

\[
\| u^\varepsilon \|_{L^\infty(D^\varepsilon(0,1))} \leq 1,
\]
then

\[
\| \nabla u^\varepsilon \|_{L^\infty(D^\varepsilon(0,1/2))} \leq C.
\]

Notice that \( C \) depends on \( d, N, M_0, \lambda \) and \( \nu_0 \).

**Remark 26 (Proposition 13).** Evidently, the estimate that is proved here is:

\[
\| \nabla u^\varepsilon \|_{L^\infty(D^\varepsilon(0,1/2))} \leq C \| u^\varepsilon \|_{L^\infty(D^\varepsilon(0,1))}.
\]

The result relies on the classical Schauder estimates for elliptic systems with non-oscillating coefficients. The main point here is to get an estimate uniform in \( \varepsilon \). Following Avellaneda and Lin [4], we apply the compactness method and prove Proposition 13 in three steps: improvement, iteration, blow-up.

**Remark 27 (\( \varepsilon \) large).** The Lipschitz estimate for \( \varepsilon \) large, say bigger than \( \varepsilon_0 \), follows from the classical Schauder theory. Therefore, our proof is focused on \( \varepsilon < \varepsilon_0 \), where the true issues due to the highly oscillating boundary arise.

**Remark 28 (Idea of the proof).** One may want to rescale directly the domain \( D^\varepsilon(0,1) \) to \( D^1(0,1/\varepsilon) \), apply classical Schauder estimates and then rescale. This would lead to

\[
\| \nabla u^\varepsilon \|_{L^\infty(D^\varepsilon(0,1))} \lesssim 1/\varepsilon,
\]

which is bad. We show instead that thanks to the homogeneous Dirichlet boundary condition \( u^\varepsilon = 0 \) on \( \Delta^\varepsilon(0,1) \), \( u^\varepsilon \) is small in a thin layer near the oscillating boundary. This is the purpose of the lemmas 14 and 15 below.

**Lemma 14 (improvement lemma).** For all \( 0 < \mu < 1 \), there exist \( 0 < \varepsilon_0 < 1, 0 < \theta < 1/8 \), such that for all \( \psi \in C^1 M_0 \), for all \( 0 < \varepsilon < \varepsilon_0 \), for all \( u^\varepsilon \) weak solution to

\[
\begin{aligned}
-\Delta u^\varepsilon &= 0, \quad x \in D^\varepsilon(0,1/2), \\
u^\varepsilon &= 0, \quad x \in \Delta^\varepsilon(0,1/2),
\end{aligned}
\tag{5.2}
\]
if $$\|u^\varepsilon\|_{L^\infty(D^\varepsilon(0,1/2))} \leq 1,$$

then

$$\left\|u^\varepsilon(x) - \left(\frac{\partial u^\varepsilon}{\partial x}\right)_{0,\theta} \left\{x_d - \varepsilon\psi(x'/\varepsilon)\Theta(x', x_d/\varepsilon) - \varepsilon v^\varepsilon(x)\right\}\right\|_{L^\infty(D^\varepsilon(0,\theta))} \leq \theta^{1+\mu}, \quad (5.3)$$

where $$v^\varepsilon$$ is the boundary corrector solving Lemma 14 with $$A = \mathbb{I}^d$$.

**Lemma 15** (iteration lemma). For $$0 < \mu < 1$$ fixed, let $$0 < \varepsilon_0 < 1$$ and $$\theta > 0$$ as given by Lemma 14. There exists $$C_1 > 0$$, for all $$k \in \mathbb{N}$$, $$k \geq 1$$, for all $$\varepsilon < \theta^{k-1}\varepsilon_0$$, for all $$\psi \in \mathcal{C}_{1,\nu}^0$$, for all $$u^\varepsilon$$ weak solution to (5.2), if

$$\|u^\varepsilon\|_{L^\infty(D^\varepsilon(0,1/2))} \leq 1,$$

then there exist $$a_k^\varepsilon \in \mathbb{R}$$ and $$V_k^\varepsilon = V_k^\varepsilon(x)$$ such that

$$|a_k^\varepsilon| \leq (C_1/\theta)[1 + \theta^\mu + \ldots \theta^{(k-1)\mu}],$$

$$|V_k^\varepsilon(x)| \leq (C_0 C_1/\theta)[1 + \theta^\mu + \ldots \theta^{(k-1)\mu}] \frac{\delta(x)^T}{\varepsilon^T},$$

where $$C_0$$ is the constant appearing in (4.3) and

$$\left\|u^\varepsilon(x) - a_k^\varepsilon \left\{x_d - \varepsilon\psi(x'/\varepsilon)\Theta(x', x_d/\varepsilon)\right\} - \varepsilon V_k^\varepsilon(x)\right\|_{L^\infty(D^\varepsilon(0,\theta^k))} \leq \theta^{k(1+\mu)}.$$
Remark 32. The bound
\[ \|u^\varepsilon\|_{L^\infty(D^\varepsilon(0,1/2))} \leq 1, \]
together with Cacciopoli’s inequality yields
\[ \left| \frac{\partial_x u^\varepsilon}{|D(0,\varepsilon)|} \right| \leq \frac{1}{|D(0,\varepsilon)|} \int_{D^\varepsilon(0,\varepsilon)} |\partial_x u^\varepsilon| \]
\[ \leq \frac{1}{|D(0,\varepsilon)|^{1/2}} \left( \int_{D^\varepsilon(0,\varepsilon)} |\partial_x u^\varepsilon|^2 \right)^{1/2} \leq \frac{1}{|D(0,\varepsilon)|^{1/2}} \frac{C}{\varepsilon} \left( \int_{D^\varepsilon(0,\varepsilon)} |u^\varepsilon|^2 \right)^{1/2} \]
\[ \leq \frac{2^{d/2} C}{\varepsilon} \|u^\varepsilon\|_{L^\infty(D^\varepsilon(0,1/2))} \leq C_1/\varepsilon. \]  
(5.4)

This bound will be used extensively in the iteration procedure of Lemma 15.

5.1 Proof of Lemma 14

Let $0 < \mu < 1$ be fixed for the whole proof. This lemma contains the compactness argument and its proof is done by contradiction. It follows the scheme of the proof of Lemma 8. Roughly speaking the idea is:
- to assume that estimate (5.3) is false for a subsequence $u^{\varepsilon_k}$ bounded in $L^\infty(D^\varepsilon_k(0,1))$,
- and to show that $u^{\varepsilon_k}$ (or a subsequence) converges to $u^0$ solving Poisson’s equation in a flat domain, for which classical elliptic estimates [1, 2] apply.

Again, some technicalities result from the fact that $u^\varepsilon$ lives in the oscillating upper half-space, whereas its limit $u^0$ lives in the flat one.

Estimate in the flat domain Let $0 < \theta < 1/8$ and $u^0 \in W^{1,2}(D^0(0,1/4))$ be a weak solution of
\[
\begin{cases}
-\Delta u^0 = 0, & x \in D^0(0,1/4), \\
u^0 = 0, & x \in \Delta^0(0,1/4),
\end{cases}
\]
(5.5)
such that $\|u^0\|_{L^2(D^0(0,1/4))} \leq 1$. The classical regularity theory of [1, 2] yields $u^0 \in C^2(D^0(0,1/8))$. Using that for all $x \in D^0(0,\theta)$
\[ u^0(x) - \left( \frac{\partial_x u}{\varepsilon} \right)_{0,\theta} x_d = u^0(x) - u^0(x',0) - \left( \frac{\partial_x u}{\varepsilon} \right)_{0,\theta} x_d 
= \int_0^1 \partial_x u^0(x',t_x) x_d dt - \frac{1}{|D^0(0,\theta)|} \int_{D^0(0,\theta)} \partial_x u^0(y) x_d dy 
= \frac{1}{|D^0(0,\theta)|} \int_0^1 \int_{D^0(0,\theta)} \left( \partial_x u^0(x',t_x) - \partial_x u^0(y) \right) x_d dy dt. \]
we get
\[ \|u^0 - \left( \frac{\partial_x u}{\varepsilon} \right)_{0,\theta} x_d \|_{L^\infty(D^\varepsilon(0,\theta))} \leq C_2 \theta^2. \]  
(5.6)
The constant $C_2$ appearing in the former inequality is uniform in $\theta$, so take now for the rest of the proof $0 < \theta < 1/8$ such that $\theta^{1+\mu} > C_2 \theta^2$.

Contradiction argument: extraction of subsequences We carry out the contradiction argument assuming that there exist $\varepsilon_k \to 0$ ($0 < \varepsilon_k < \theta$), $\psi_k \in C^1_{\delta_0}$ and $u^{\varepsilon_k}$ solving (5.1) such that
\[ \|u^{\varepsilon_k}\|_{L^\infty(D^\varepsilon_k(0,1/2))} \leq 1, \]  
(5.7)
The boundedness of $sition\ 6$ that for $x_d - \varepsilon_k \psi_k(x')/\varepsilon_k)\Theta(x', x_d/\varepsilon_k) - \varepsilon_k v^\varepsilon_k(x)}\|_{L^\infty(D^{\varepsilon_k(0,\theta)})} > \theta^{1+\mu}. \ (5.8)

We recall that $u^\varepsilon_k$ is the boundary corrector associated to the boundary graph $\varepsilon_k \psi_k(x')/\varepsilon_k$ and solving (4.2) with $A = I_d$. The idea is to use the bound

$$\|u^\varepsilon_k\|_{L^\infty(D^{\varepsilon_k(0,1/2)})} \leq 1, \quad \ (5.9)$$

together with Hölder and Cacciopoli estimates to extract subsequences in $C^0$ and $W^{1,2}$. One thing one has to take care of is the fact that the bounds hold in the oscillating domain $x_d > \varepsilon_k \psi_k(x')/\varepsilon_k$.

First, it follows from the $L^\infty$ bound (5.9) and the boundary Hölder estimate of Proposition 6 that for $0 < \mu < 1$

$$[u^\varepsilon_k]_{C^{0,\mu}(D^{\varepsilon_k(0,3/8)})} \leq C. \quad \ (5.10)$$

Let $\tilde{u}^\varepsilon_k$ be defined by: for all $(x', x_d) \in D^0(0,3/8)$,

$$\tilde{u}^\varepsilon_k(x', x_d) = u^\varepsilon_k(x', x_d + \varepsilon_k \psi_k(x'/\varepsilon_k)).$$

We have, for all $x$, $\hat{x} \in D^0(0,3/8)$,

$$|\tilde{u}^\varepsilon_k(x', x_d) - \tilde{u}^\varepsilon_k(x', \hat{x}_d)| \leq |u^\varepsilon_k(x', x_d + \varepsilon_k \psi_k(x'/\varepsilon_k)) - u^\varepsilon_k(x', \hat{x}_d + \varepsilon_k \psi_k(\hat{x}'/\varepsilon_k))|$$

$$\leq C (|x' - \hat{x}'| + |x_d + \varepsilon_k \psi_k(x'/\varepsilon_k) - \hat{x}_d - \varepsilon_k \psi_k(\hat{x}'/\varepsilon_k)|)^\mu$$

$$\leq C (|x' - \hat{x}'| + |x_d - \hat{x}_d| + M_0 |x' - \hat{x}'|)^\mu \leq C |x - \hat{x}|^\mu,$$

which means that

$$[\tilde{u}^\varepsilon_k]_{C^{0,\mu}(D^0(0,3/8))} \leq C. \quad \ (5.11)$$

The boundedness of $\tilde{u}^\varepsilon_k$ in $C^{0,\mu}(D^0(0,3/8))$ and Ascoli-Arzela’s theorem makes it possible to extract a subsequence again denoted by $\tilde{u}^\varepsilon_k$ such that

$$\tilde{u}^\varepsilon_k \xrightarrow{k \to \infty} u^0 \quad \text{strongly in} \quad C^0(D^0(0,3/8)). \quad \ (5.12)$$

Second, the $L^\infty$ bound (5.3), the homogeneous Dirichlet boundary condition $u^\varepsilon_k = 0$ on $\Delta^k(0,1/2)$ and Cacciopoli’s inequality imply that

$$\|\nabla u^\varepsilon_k\|_{L^2(D^{\varepsilon_k(0,3/8)})} \leq C. \quad \ (5.13)$$

In order to take care of the fact that the latter bound is for $u^\varepsilon_k$ defined in the oscillating domain, we extend $u^\varepsilon_k$ on $D^{-1}(0,1/4)$ by $0$ on $\{ |x'| < \frac{1}{4}, -1 < x_d < \varepsilon_k \psi_k(x'/\varepsilon_k) \}$. Then $u^\varepsilon_k \in W^{1,2}(D^{-1}(0,1/4))$ and (5.13) yields

$$\|\nabla u^\varepsilon_k\|_{L^2(D^{-1}(0,1/4))} \leq C.$$

Up to extracting a subsequence, we have the following convergences

$$u^\varepsilon_k \rightharpoonup u^0 \quad \text{weakly in} \quad L^2(D^{-1}(0,1/4)),$$

$$\nabla u^\varepsilon_k \rightharpoonup \nabla u^0 \quad \text{weakly in} \quad L^2(D^{-1}(0,1/4)). \quad \ (5.12)$$
Let us briefly show that \( u_0 = \tilde{u}^0 \) in \( D^0(0, 1/4) \), where \( u^0 \) is the limit in (5.10) and \( \tilde{u}^0 \) is the limit in (5.12). It is sufficient to show that \( u^{x_k} \) converges toward \( u^0 \) weakly in \( L^2(D^0(0, 1/4)) \). Let \( \varphi \in L^2(D^0(0, 1/4)) \). We have

\[
\left| \int_{D^0(0, 1/4)} (u^{x_k} - u^0) \varphi \right| = \left| \int_{D^0(0, 1/4)} (u^{x_k} - \tilde{u}^{x_k}) \varphi + \int_{D^0(0, 1/4)} (\tilde{u}^{x_k} - u^0) \varphi \right|
\]

\[
\leq \int_{D^0(0, 1/4)} |(u^{x_k}(x', x_d) - u^{x_k}(x', x_d + \varepsilon_k \psi (x'/\varepsilon_k))) \varphi + \int_{D^0(0, 1/4)} |(\tilde{u}^{x_k} - u^0) \varphi|
\]

\[
\leq \int_{|x'|<1/4, 0 < x_d < \varepsilon_k \psi (x'/\varepsilon_k)} |(u^{x_k}(x', x_d) - u^{x_k}(x', x_d + \varepsilon_k \psi (x'/\varepsilon_k))) \varphi |
\]

\[
+ \int_{D^0(0, 1/4)} |(\tilde{u}^{x_k} - u^0) \varphi| + \int_{|x'|<1/4, 0 < x_d < \varepsilon_k \psi (x'/\varepsilon_k)} |u^{x_k}(x', x_d + \varepsilon_k \psi (x'/\varepsilon_k)) \varphi|
\]

\[
\leq (C \varepsilon_k M_0' + ||u^{x_k} - u^0||_{L^\infty(D^0(0,1/4))}) \int_{D^0(0, 1/4)} |\varphi| + o(1) \rightarrow \infty 0,
\]

where

\[
\int_{|x'|<1/4, 0 < x_d < \varepsilon_k \psi (x'/\varepsilon_k)} |u^{x_k}(x', x_d + \varepsilon_k \psi (x'/\varepsilon_k)) \varphi|
\]

tends to zero by dominated convergence using the \( L^\infty \) bound on \( u^{x_k} \).

It remains to show that \( u^0 \) satisfies (5.5) and to pass to the limit in (5.8) in order to get a contradiction. Let \( \varphi \in C^\infty_c(D^0(0, 1/4)) \). For all \( k \) sufficiently large, \( \text{Supp} \varphi \subseteq D^{x_k}(0, 1/4) \) so that

\[
0 = \int_{D^{x_k}(0,1/4)} \nabla u^{x_k} \cdot \nabla \varphi = \int_{D^0(0, 1/4)} \nabla u^{x_k} \cdot \nabla \varphi \rightarrow \int_{D^0(0, 1/4)} \nabla u^0 \cdot \nabla \varphi.
\]

Therefore, \( u^0 \) is a weak solution of

\[-\Delta u^0 = 0 \quad \text{in} \quad D^0(0, 1/4).
\]

In order to see that \( u^0 = 0 \) in \( D'(\Delta^0(0, 1/4)) \), we may use the strong convergence of \( \tilde{u}^{x_k} \) in \( C^0(D^0(0, 1/4)) \): for all \( |x'| < 1/4 \),

\[
0 = u^{x_k}(x', \varepsilon_k \psi (x'/\varepsilon_k)) = \tilde{u}^{x_k}(x', 0) \rightarrow \infty u^0(x', 0).
\]

Therefore, \( u^0 = 0 \) in \( D'(\Delta^0(0, 1/4)) \), which implies \( u^0 = 0 \) in \( W^{1,2}(\Delta^0(0, 1/4)) \).

**Contradiction argument: final step** The final step in this lemma is to pass to the limit in (5.8) and get a contradiction with (5.6). Let us first rewrite (5.8) as a bound in the non-oscillating domain \( D^0(0, \theta) \). We have, for all \( (x', x_d) \in D^0(0, \theta) \)

\[
u^{x_k}(x', x_d + \varepsilon_k \psi (x'/\varepsilon_k)) = \left( \frac{\partial_{x_d} u^{x_k}}{u^{x_k}} \right)_{x_d} \{ x_d + \varepsilon_k \psi (x'/\varepsilon_k) | - \Theta (x', x_d + \varepsilon_k + \psi (x'/\varepsilon_k)) \}
\]

\[
\left( \frac{\partial_{x_d} u^{x_k}}{u^{x_k}} \right)_{x_d} \{ x_d + \varepsilon_k \psi (x'/\varepsilon_k) | - \Theta (x', x_d + \varepsilon_k + \psi (x'/\varepsilon_k)) \}
\]

so that

\[
\left\| u^{x_k} - \left( \frac{\partial_{x_d} u^{x_k}}{u^{x_k}} \right)_{x_d} \{ x_d + \varepsilon_k \psi (x'/\varepsilon_k) | - \Theta (x', x_d + \varepsilon_k + \psi (x'/\varepsilon_k)) \} \right\|_{L^\infty(D^0(0, \theta))}
\]

\[
= \left\| \tilde{u}^{x_k}(x', x_d) - \left( \frac{\partial_{x_d} u^{x_k}}{u^{x_k}} \right)_{x_d} \{ x_d + \varepsilon_k \psi (x'/\varepsilon_k) | - \Theta (x', x_d + \varepsilon_k + \psi (x'/\varepsilon_k)) \}
\]

\[
- \varepsilon_k u^{x_k}(x', x_d + \varepsilon_k \psi (x'/\varepsilon_k)) \right\|_{L^\infty(D^0(0, \theta))}
\]
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Let us show that
\[(\partial_{x_d} u^\varepsilon)_{D^+ k (0, \theta)} \xrightarrow{k \to \infty} (\partial_{x_d} u^0)_{D^0 (0, \theta)}.\]

Indeed, we have
\[
(\partial_{x_d} u^\varepsilon)_{D^+ k (0, \theta)} = \frac{1}{|D^+ k (0, \theta)|} \int_{D^+ k (0, \theta)} \partial_{x_d} u^\varepsilon = \frac{1}{|D^0 (0, \theta)|} \int_{D^+ k (0, \theta)} \partial_{x_d} u^\varepsilon
\]
\[
= \frac{1}{|D^0 (0, \theta)|} \left( \int_{D^0 (0, \theta)} \partial_{x_d} u^\varepsilon + \int_{D^+ k (0, \theta) \setminus D^0 (0, \theta)} \partial_{x_d} u^\varepsilon - \int_{D^0 (0, \theta) \setminus D^+ k (0, \theta)} \partial_{x_d} u^\varepsilon \right).
\]

The first integral above converges to \((\partial_{x_d} u^0)_{D^0 (0, \theta)}\) because of the weak convergence \((5.12)\) (take the characteristic function of \(D^0 (0, \theta)\) as a test function), the second and the third integrals converge to zero by Cauchy-Schwarz inequality, the uniform \(L^2\) bound on \(\nabla u^\varepsilon\) and the fact that the Lebesgue measure of \(D^+ k (0, \theta) \setminus D^0 (0, \theta)\) and of \(D^0 (0, \theta) \setminus D^+ k (0, \theta)\) tends to zero as \(k \to \infty\). Now, using among other things the boundedness of \(\psi_k\), we have the following convergences
\[
\tilde{u}^\varepsilon k \to u^0 \text{ strongly in } C^0 (D^0 (0, 1/4)),
\]
\[
\varepsilon_k \psi_k (x' / \varepsilon_k) (1 - \Theta (x', x_d / \varepsilon_k + \psi_k (x' / \varepsilon_k))) \to 0 \text{ strongly in } L^\infty (D^0 (0, 1/4)),
\]
\[
\varepsilon_k \psi_k (x', x_d + \varepsilon_k \psi_k (x' / \varepsilon_k)) \nabla \tilde{u}^\varepsilon k \to 0 \text{ strongly in } L^\infty (D^0 (0, 1/4)),
\]
the last line being a consequence of Lemma \([10]\) Passing to the limit in \((5.8)\) we get
\[
\|u^0 - (\partial_{x_d} u^0)_{0, \theta} x_d\|_{L^\infty (D^0 (0, \theta))} \geq \theta^{1+\mu} > C_2 \theta^2,
\]
which is a contradiction.

### 5.2 Proof of Lemma \([15]\)

The idea is to iterate using Lemma \([14]\) \(k = 1\) corresponds to Lemma \([14]\) Let us show the estimate for \(k = 2\) in order to figure out what the expansion for \(u^\varepsilon\) should look like. Let
\[
U^\varepsilon (x) := \frac{1}{\theta^{1+\mu}} \left[ u^\varepsilon (\theta x) - a^\varepsilon_1 \left\{ \theta x_d - \varepsilon \psi (\theta x' / \varepsilon) \Theta (\theta x', \theta x_d / \varepsilon) \right\} - \varepsilon V^\varepsilon (\theta x) \right],
\]
with
\[
a^\varepsilon_1 := (\partial_{x_d} u^\varepsilon)_{0, \theta}, \quad (5.13)
\]
\[
V^\varepsilon (x) := (\partial_{x_d} u^\varepsilon)_{0, \theta} v^\varepsilon (x). \quad (5.14)
\]
It solves
\[
\left\{ \begin{array}{ll}
-\Delta U^\varepsilon &= 0, & x \in \Omega_{\varepsilon/\theta} (0, 1/2), \\
U^\varepsilon &= 0, & x \in \Delta_{\varepsilon/\theta} (0, 1/2).
\end{array} \right.
\]
By Lemma \([14]\)
\[
\|U^\varepsilon\|_{L^\infty (\Omega_{\varepsilon/\theta} (0, 1/2))} \leq 1. \quad (5.15)
\]
Applying Lemma \([14]\) to \(U^\varepsilon\), we get for \(\varepsilon / \theta < \varepsilon_0\)
\[
\|U^\varepsilon - (\partial_{x_d} U^\varepsilon)_{0, \theta} \left\{ x_d - \varepsilon / \theta \psi (\theta x' / \varepsilon) \Theta (x', \theta x_d / \varepsilon) - \varepsilon / \theta v^\varepsilon (x) \right\} \|_{L^\infty (\Omega_{\varepsilon/\theta} (0, \theta))} \leq \theta^{1+\mu}.
\]
The bound \( (5.15) \) yields again (see \( (5.4) \))
\[
\left\| (\partial_{x_d} U^\varepsilon)_{0,\theta} \right\| \leq C_1/\theta.
\]

We then get
\[
\left\| u^\varepsilon(\theta x) - a_1^\varepsilon \{ \theta x_d - \varepsilon \psi(\theta x'/\varepsilon) \Theta(\theta x', \theta x_d/\varepsilon) \} - \varepsilon V_1^\varepsilon(\theta x)
- \theta^\mu (\partial_{x_d} U^\varepsilon)_{0,\theta} \{ \theta x_d - \varepsilon \psi(\theta x'/\varepsilon) \Theta(x', \theta x_d/\varepsilon) - \varepsilon v^{\varepsilon/\theta}(x) \} \right\|_{L^\infty(D^e(0,\theta^2))} \leq \theta^{2(1+\mu)}.
\]

Notice that by \( (4.1) \), for all \( |x'| < \theta < 1/8 \leq 1 \), \( \Theta(x', \theta x_d/\varepsilon) = \Theta(\theta x', \theta x_d/\varepsilon) \) so that the former estimate is equivalent to
\[
\left\| u^\varepsilon(x) - a_2^\varepsilon \{ x_d - \varepsilon \psi(\theta x'/\varepsilon) \Theta(x', x_d/\varepsilon) \} - \varepsilon V_2^\varepsilon(x) \right\|_{L^\infty(D^e(0,\theta^2))} \leq \theta^{2(1+\mu)}
\]
with
\[
a_2^\varepsilon := a_1^\varepsilon + \theta^\mu (\partial_{x_d} U^\varepsilon)_{0,\theta},
V_2^\varepsilon := V_1^\varepsilon(x) + \theta^\mu (\partial_{x_d} U^\varepsilon)_{0,\theta} v^{\varepsilon/\theta}(x/\theta).
\]

We make now two important observations which make it possible to iterate. The first one is that
\[
\left\{ \begin{array}{l}
-\Delta V_2^\varepsilon = a_2^\varepsilon \Delta(\psi(\theta x'/\varepsilon) \Theta(x', x_d/\varepsilon)), \quad x \in D^e(0,\theta^2), \\
V_2^\varepsilon = 0, \quad x \in \Delta^e(0,\theta^2).
\end{array} \right.
\]

Secondly, on the one hand it follows from \( (5.4) \) that
\[
|a_2^\varepsilon| \leq |a_1^\varepsilon| + \theta^\mu (\partial_{x_d} U^\varepsilon)_{0,\theta} \leq (C_1/\theta) [1 + \theta^\mu]
\]
and on the other hand, it follows from Lemma \( \square \) that for all \( x \in D^e(0,\theta^2), \)
\[
|V_2^\varepsilon(x)| \leq |V_1^\varepsilon(x)| + \theta^\mu |(\partial_{x_d} U^\varepsilon)_{0,\theta} v^{\varepsilon/\theta}(x/\theta)| \leq (C_0 C_1/\theta) [1 + \theta^\mu] \frac{\delta(x)^{\tau}}{\varepsilon^{\tau}}.
\]

We now carry out the induction argument. Let \( k \in \mathbb{N}, \ k \geq 1 \). Assume that for all \( \varepsilon < \theta^{k-1} \varepsilon_0 \), for all \( \psi \in C^1_{\Delta_0} \), for all \( u^\varepsilon \) weak solution to \( (5.2) \), if
\[
\| u^\varepsilon \|_{L^\infty(D^e(0,1/2))} \leq 1,
\]
then there exist \( a_k^\varepsilon \in \mathbb{R} \) and \( V_k^\varepsilon = V_k^\varepsilon(x) \) such that
\[
|a_k^\varepsilon| \leq (C_0/\theta) [1 + \theta^\mu + \ldots + \theta^{(k-1)\mu}],
|V_k^\varepsilon(x)| \leq (C_0 C_1/\theta) [1 + \theta^\mu + \ldots + \theta^{(k-1)\mu}] \frac{\delta(x)^{\tau}}{\varepsilon^{\tau}},
\]
and
\[
\left\{ \begin{array}{l}
-\Delta V_k^\varepsilon = a_k^\varepsilon \Delta(\psi(\theta x'/\varepsilon) \Theta(x', x_d/\varepsilon)), \quad x \in D^e(0,\theta^{k+1}), \\
V_k^\varepsilon = 0, \quad x \in \Delta^e(0,\theta^{k+1}),
\end{array} \right.
\]
and such that the following estimate holds
\[
\left\| u^\varepsilon(x) - a_k^\varepsilon \{ x_d - \varepsilon \psi(\theta x'/\varepsilon) \Theta(x', x_d/\varepsilon) \} - \varepsilon V_k^\varepsilon(x) \right\|_{L^\infty(D^e(0,\theta^k))} \leq \theta^{k(1+\mu)}.
\] \( (5.16) \)

Fix now \( \varepsilon < \theta^k \varepsilon_0 \), \( \psi \) and \( u^\varepsilon \) solving \( (5.1) \). Let
\[
U^\varepsilon(x) := \frac{1}{\theta^{k(1+\mu)}} \left[ u^\varepsilon(\theta x) - a_k^\varepsilon \{ \theta^k x_d - \varepsilon \psi(\theta^k x'/\varepsilon) \Theta(\theta^k x', \theta^k x_d/\varepsilon) \} - \varepsilon V_k^\varepsilon(\theta x) \right].
\]
It solves
\[
\begin{cases}
-\Delta U^\varepsilon = 0, & x \in D^{\varepsilon/\theta^k}(0,1/2), \\
U^\varepsilon = 0, & x \in \Delta^{\varepsilon/\theta^k}(0,1/2).
\end{cases}
\]
By our recursive assumption (5.16),
\[
\|U^\varepsilon\|_{L^\infty(D^{\varepsilon/\theta^k}(0,1/2))} \leq 1.
\] (5.17)

Applying Lemma 14 to \(U^\varepsilon\), we get for \(\varepsilon/\theta^k < \varepsilon_0\)
\[
\|U^\varepsilon - (\overline{D_{x_d}U^\varepsilon})_{0,\theta}\{x_d - \varepsilon/\theta^k \psi(\theta^k x'/\varepsilon)\Theta(x', \theta^k x_d/\varepsilon) - \varepsilon/\theta^{k+1} u^\varepsilon(x)\}\|_{L^\infty(D^{\varepsilon/\theta^k}(0,\theta))} \leq \theta^{1+\mu}.
\]

The bound (5.17) yields again (see (5.4))
\[
\|(\overline{D_{x_d}U^\varepsilon})_{0,\theta}\| \leq C_1/\theta.
\]

We get
\[
\|u^\varepsilon(\theta^k x) - a_k^\varepsilon \{\theta^k x_d - \varepsilon \psi(\theta^k x'/\varepsilon)\Theta(\theta^k x', \theta x_d/\varepsilon)\} - \varepsilon V_{k+1}^\varepsilon (\theta^k x)\|_{L^\infty(D^{\varepsilon/\theta^k}(0,\theta))} \leq \theta^{k+1}(1+\mu).
\]

Notice that by (4.1), for all \(|x'| < \theta^k \leq \theta < 1/8 \leq 1\), \(\Theta(x', \theta^k x_d/\varepsilon) = \Theta(\theta^k x', \theta^k x_d/\varepsilon)\) so that the former estimate is equivalent to
\[
\|u^\varepsilon(x) - a_{k+1}^\varepsilon \{x_d - \varepsilon \psi(x'/\varepsilon)\Theta(x', x_d/\varepsilon)\} - \varepsilon V_{k+1}^\varepsilon (x)\|_{L^\infty(D^{\varepsilon/\theta^k}(0,\theta))} \leq \theta^{(k+1)(1+\mu)}
\]
with
\[
a_{k+1}^\varepsilon := a_k^\varepsilon + \theta^{k}\mu (\overline{D_{x_d}U^\varepsilon})_{0,\theta},
\]
\[
V_{k+1}^\varepsilon := V_k^\varepsilon (x) + \theta^{k}\mu (\overline{D_{x_d}U^\varepsilon})_{0,\theta}v^\varepsilon/\theta^{k}(x/\theta^k).
\]

Firstly, we have that
\[
\begin{cases}
-\Delta V_{k+1}^\varepsilon = a_{k+1}^\varepsilon \Delta (\psi(x'/\varepsilon)\Theta(x', x_d/\varepsilon)), & x \in D^{\varepsilon}(0,\theta^{k+1}), \\
V_{k+1}^\varepsilon = 0, & x \in \Delta^{\varepsilon}(0,\theta^{k+1}).
\end{cases}
\]

Secondly, on the one hand it follows from (5.4) that
\[
|a_{k+1}^\varepsilon| \leq |a_k^\varepsilon| + \theta^{k}\mu |(\overline{D_{x_d}U^\varepsilon})_{0,\theta}| \leq (C_0/\theta) \left[1 + \theta^\mu + \ldots \theta^{k\mu}\right]
\]
and on the other hand, it follows from Lemma 10 and from our iterative assumption that for all \(x \in D^{\varepsilon}(0,\theta^{k+1})\),
\[
|V_{k+1}^\varepsilon (x)| \leq |V_k^\varepsilon (x)| + \theta^{k}\mu |(\overline{D_{x_d}U^\varepsilon})_{0,\theta}| |v^\varepsilon/\theta^{k}(x/\theta^k)| \leq (C_0 C_1/\theta) \left[1 + \theta^\mu + \ldots \theta^{k\mu}\right] \frac{\delta(x)^\tau}{\varepsilon^\tau}.
\]
This concludes the iteration.

5.3 Proof of Proposition 13

If \(\varepsilon \geq \varepsilon_0\), Proposition 13 follows from the classical Lipschitz estimate. Let \(0 < \varepsilon < \varepsilon_0\) and \(\psi \in C^{L_0}\) be fixed for the whole proof. We start with \(x_0 := (0, x_{0,d}) \in D^{\varepsilon}(0,1/2)\). Recall that \(\delta(x_0) := x_{0,d} - \varepsilon \psi(0)\). Let \(k\) be the unique integer \(k \geq 1\) such that \(\theta^k \leq \varepsilon/\varepsilon_0 < \theta^{k-1}\). As in the proof of Proposition 6, the idea is to consider two cases:
- “far” from the boundary: \(\delta(x_0) = \delta(x_0) > \theta^{k+1}/2\), in which case we rely on interior Lipschitz gradient estimates;
- “close” to the boundary: \(\delta(x_0) = \delta(x_0) \leq \theta^{k+1}/2\), in which case we rely on a blow-up argument and the classical Lipschitz estimate of Theorem 2 near the boundary.
In either case, we use Lemma 15 to bound \(u^\varepsilon\) in \(L^\infty\) and show that \(u^\varepsilon\) is not too big close to the oscillating boundary.
First case: “far” from the boundary

There exist $0 \leq l \leq k$ such that

$$\theta^{l+1}/2 < \delta(x_0) \leq \theta^l/2.$$  

Applying the interior gradient estimate (2.8), we get

$$\|\nabla u^\varepsilon\|_{L^\infty(B(x_0,\delta(x_0)/4))} \leq \frac{C}{\delta(x_0)} \|u^\varepsilon\|_{L^\infty(B(x_0,\delta(x_0)/2))},$$

where $C$ is uniform in $\varepsilon$. Of course, the boundedness of $\psi$ implies that for $\varepsilon$ sufficiently small, $B(x_0,\delta(x_0)/4)$ does not intersect the oscillating boundary. We now use Lemma 15 to bound $\|u^\varepsilon\|_{L^\infty(B(x_0,\delta(x_0)/2))}$. We get if $l = 0$

$$\|u^\varepsilon\|_{L^\infty(B(x_0,\delta(x_0)/2))} \leq \|u^\varepsilon\|_{L^\infty(D^\varepsilon(0,1))} \leq 1 < 2\delta(x_0)/\theta,$$

and if $l \geq 1$

$$\|u^\varepsilon\|_{L^\infty(B(x_0,\delta(x_0)/2))} \leq \|u^\varepsilon\|_{L^\infty(D^\varepsilon(0,\theta^l))} \leq \theta^{l(1+\mu)} + |a|^l|\theta^l + \varepsilon\|V^\varepsilon_k(x)\|_{L^\infty(D^\varepsilon(0,\theta^l))} \leq \theta^{l(1+\mu)} + \frac{C_0 \max(1, C_1)}{\theta(1-\theta^l)} \left[ \theta^l + \varepsilon^{1-\tau}\theta^l \right] \leq \frac{1 + \varepsilon^{1-\tau}}{\theta^{1-\tau}} \leq C_{\varepsilon_0, \theta^l} \leq C_{\varepsilon_0, \theta \delta(x_0)}, \quad (5.18)$$

so that

$$\|\nabla u^\varepsilon\|_{L^\infty(B(x_0,\delta(x_0)/4))} \leq C.$$

Notice that we have used the inequality

$$\|x_d - \varepsilon \psi(x'/\varepsilon)\Theta(x', x_d/\varepsilon)\|_{L^\infty(D^\varepsilon(0,\theta^l))} \leq \|x_d - \varepsilon \psi(x'/\varepsilon)\|_{L^\infty(D^\varepsilon(0,\theta^l))} + \theta^{l+1/2}.$$

Second case: “close” to the boundary

We blow-up and apply classical estimates. This works here, since we are at the microscale. Let us consider

$$U^\varepsilon(y) := \frac{1}{\varepsilon} u^\varepsilon(\varepsilon y),$$
which solves
\[
\begin{cases}
-\Delta U^\varepsilon = 0, & y \in D^1(0, 1/\varepsilon), \\
U^\varepsilon = 0, & y \in \Delta^1(0, 1/\varepsilon),
\end{cases}
\]
where \( D^1(0, 1/\varepsilon) \) is the region bounded from below by the oscillating graph at scale 1: \( y_d = \psi(y') \). Applying the classical Lipschitz estimate \([2,3]\) near the boundary to \( U^\varepsilon \), we get
\[
\|\nabla U^\varepsilon\|_{L^\infty(D^1(0, 1/(2\varepsilon)))} \leq C\|U^\varepsilon\|_{L^\infty(D^1(0, 1/\varepsilon))}.
\]
On the one hand,
\[
\|\nabla U^\varepsilon\|_{L^\infty(D^1(0, 1/(2\varepsilon)))} = \|\nabla u^\varepsilon\|_{L^\infty(D^1(0, \varepsilon/(2\varepsilon)))}
\]
and on the other hand, rescaling and by Lemma \([15]\)
\[
\|U^\varepsilon\|_{L^\infty(D^1(0, 1/\varepsilon))} = \frac{1}{\varepsilon}\|U^\varepsilon\|_{L^\infty(D^1(0, \varepsilon/\varepsilon))} \leq \frac{1}{\varepsilon}\|u^\varepsilon\|_{L^\infty(D^1(0, \theta^k - 1))} \\
\leq \frac{\theta^k}{\varepsilon} \left( \theta^k \mu + C_0 \max(1, C_1) \left[ 1 + \frac{\varepsilon^{1-\tau}}{\theta^k(1-\tau)} \right] \right) \leq C_{\varepsilon_0, \theta} \frac{\theta^k}{\varepsilon} \leq C. \tag{5.19}
\]

**Arbitrary point** \( x_0 \)

Take a point \( x_0 = (x_0', x_{0,d}) \in D^\varepsilon(0, 1/2) \). Remember that \( \varepsilon \) is fixed. We consider \( \tilde{\psi} \) defined for \( y' \in \mathbb{R}^{d-1} \) by
\[
\tilde{\psi}(y') := \psi(y' + x_{0}/\varepsilon).
\]
Notice that \( \tilde{\psi} \in C^{1,\varphi}_{M_0} \). For all \( |x'| < 1/2, \varepsilon \tilde{\psi}(x'/\varepsilon) < x_d < \varepsilon \tilde{\psi}(x'/\varepsilon) + 1/2 \), let \( \tilde{u}^\varepsilon \) be defined by
\[
\tilde{u}^\varepsilon(x', x_d) := u^\varepsilon(x' + x_{0}, x_d).
\]
We have that
\[
\|\tilde{u}^\varepsilon\|_{L^\infty(D^\varepsilon(0, 1/2))} \leq 1
\]
and \( \tilde{u}^\varepsilon \) solves
\[
\begin{cases}
\Delta \tilde{u}^\varepsilon = 0, & x \in D^\varepsilon(0, 1/2), \\
\tilde{u}^\varepsilon = 0, & x \in \Delta^\varepsilon(0, 1/2).
\end{cases}
\]
We can apply Lemma \([15]\) and argue exactly as above for \( x_0 = (0, x_{0,d}) \).

### 6 Boundary Lipschitz estimate for systems with oscillating coefficients

In this section, we address the Lipschitz estimates for weak solutions of elliptic systems such as \([1.1]\) with oscillating coefficients as well as oscillating boundary. Our main result is the following:

**Theorem 16.** Let \( 0 < \mu < 1 \) and \( \kappa > 0 \). There exist \( C > 0, \varepsilon_0 > 0 \), such that for all \( \psi \in C^{1,\varphi}_{M_0} \), for all \( A \in \mathcal{O}^{0,\mu}_{\nu_0} \), for all \( \varepsilon > 0 \), for all \( f \in L^{d+\kappa}(D^\varepsilon(0, 1)) \), for all \( F \in C^{0,\mu}(D^\varepsilon(0, 1)) \), for all \( u^\varepsilon \) weak solution to \([1.1]\) the bounds
\[
\|u^\varepsilon\|_{L^\infty(D^\varepsilon(0, 1))} \leq 1, \quad \|f\|_{L^{d+\kappa}(D^\varepsilon(0, 1))} \leq \varepsilon_0, \quad \|F\|_{C^{0,\mu}(D^\varepsilon(0, 1))} \leq \varepsilon_0
\]
imply
\[
\|\nabla u^\varepsilon\|_{L^\infty(D^\varepsilon(0, 1/2))} \leq C.
\]

Notice that \( C \) and \( \varepsilon_0 \) depend on \( d, N, M_0, \lambda, \nu_0, \kappa \) and \( \mu \).
Remark 33. Of course, this boils down to the estimate
\[ \| \nabla u^\varepsilon \|_{L^\infty(D^\varepsilon(0,1/2))} \leq C \left\{ \| u^\varepsilon \|_{L^2(D^\varepsilon(0,1))} + \| f \|_{L^{d+\kappa}(D^\varepsilon(0,1))} + \| F \|_{C^{0,\mu}(D^\varepsilon(0,1))} \right\} . \] (6.1)
with \( C > 0 \) uniform in \( \varepsilon \).

Once again, the proof relies on the three-steps compactness method. However, with the expansion for \( u^\varepsilon \) provided in Lemma 15, the iteration argument does not go through. Indeed, assuming for simplicity that \( f = F = 0 \), we may prove as for Poisson’s equation (cf. Lemma 14) the existence of \( \varepsilon_0, \theta > 0 \) such that for all \( 0 < \varepsilon < \varepsilon_0 \)
\[ \| u^\varepsilon(x) - \frac{1}{\theta^{1+\mu}} [u^\varepsilon(\theta x) - a_1^\varepsilon \{ \theta x_d - \varepsilon \psi(x'/\varepsilon)\Theta(x',x_d/\varepsilon) - \varepsilon v^\varepsilon(x) \}] \|_{L^\infty(D^\varepsilon(0,\theta))} \leq \theta^{1+\mu}, \] (6.2)
where \( v^\varepsilon \) is the boundary corrector solving (4.2). However,
\[ U^\varepsilon(x) := \frac{1}{\theta^{1+\mu}} [u^\varepsilon(\theta x) - a_1^\varepsilon \{ \theta x_d - \varepsilon \psi(x'/\varepsilon)\Theta(x',x_d/\varepsilon) - \varepsilon v^\varepsilon(x) \}] \]
solves
\[ \begin{cases} -\nabla \cdot A(\theta x/\varepsilon) \nabla U^\varepsilon = a_1^\varepsilon / \theta^\mu \partial_\theta \left( A^{ad}(\theta x/\varepsilon) \right), & x \in D^\varepsilon(0,1/2), \\ U^\varepsilon = 0, & x \in \Delta^\varepsilon(0,1/2), \end{cases} \]

Yet, neither is this right hand side zero, nor is \( A^{ad}(\theta \cdot /\varepsilon) \) uniformly bounded in \( C^{0,\mu}(D^\varepsilon(0,1/2)) \). Therefore, there is no way to get an estimate of the type of (6.2), without introducing an additional corrector for the oscillations of the operator. The standard corrector \( \chi^\varepsilon \) solving (2.5) needs to be adjusted since it introduces annoying oscillations on the boundary. We therefore introduce \( w^\varepsilon = w^\varepsilon(x) \in W^{1,2}(D^\varepsilon(0,2)) \) unique weak solution of
\[ \begin{cases} -\nabla \cdot A(x/\varepsilon) \nabla w^\varepsilon = \nabla \cdot A(x/\varepsilon) \nabla (\chi^\varepsilon(x/\varepsilon)\Theta(x',x_d/\varepsilon)), & x \in D^\varepsilon(0,2), \\ w^\varepsilon = 0, & x \in \partial D^\varepsilon(0,2), \end{cases} \] (6.3)
for which we have the following lemma:

**Lemma 17** (Dirichlet corrector). For all \( 1/2 < \tau < 1 \), there exists \( C_0^\tau > 0 \) such that for all \( \psi \in C_{M_0}^{1,\omega} \), for all \( A \in A^{1,\lambda_0} \), for all \( 0 < \varepsilon < 1 \), the unique weak solution \( w^\varepsilon \in W^{1,2}(D^\varepsilon(0,2)) \) of (6.3) satisfies the following estimate: for all \( x \in D^\varepsilon(0,3/2) \),
\[ |w^\varepsilon(x)| \leq \frac{C_0^\tau \delta(x)^\tau}{\varepsilon^\tau}, \] (6.4)
where \( \delta(x) := x_d - \varepsilon \psi(x'/\varepsilon) \).

**Proof.** The proof follows exactly the lines of the proof of Lemma 10 for the boundary corrector. \( \square \)

Let \( 0 < \mu < 1 \) and \( \kappa > 0 \) be fixed in what follows. The two usual auxiliary lemmas (improvement and iteration) now read:

**Lemma 18** (improvement lemma). There exist \( 0 < \varepsilon_0 < 1, 0 < \theta < 1/8 \), such that for all \( \psi \in C_{M_0}^{1,\omega} \), for all \( A \in A^{0,\lambda_0} \), for all \( 0 < \varepsilon < \varepsilon_0 \), for all \( f \in L^{d+\kappa}(D^\varepsilon(0,1)) \), for all \( F \in C^{0,\mu}(D^\varepsilon(0,1)) \), for all \( u^\varepsilon \) weak solution to
\[ \begin{cases} -\nabla \cdot A(x/\varepsilon) \nabla u^\varepsilon = f + \nabla \cdot F, & x \in D^\varepsilon(0,1/2), \\ u^\varepsilon = 0, & x \in \Delta^\varepsilon(0,1/2), \end{cases} \] (6.5)
7.1 Large scale pointwise estimates

Asymptotics of Green and Poisson kernels

**Lemma 19** (iteration lemma). Let \( 0 < \varepsilon_0 < 1 \) and \( \theta > 0 \) as given by Lemma 18. There exists \( C_1 > 0 \), for all \( k \in \mathbb{N}, k \geq 1 \), for all \( \varepsilon < \theta^{k-1}\varepsilon_0 \), for all \( \psi \in \mathcal{C}_0^{1,\varepsilon_0} \), for all \( A \in \mathcal{A}^{0,\varepsilon_0} \), for all \( f \in L^{d+\kappa}(D^\varepsilon(0,1)) \), for all \( F \in C^{0,\mu}(D^\varepsilon(0,1)) \), for all \( u^\varepsilon \) weak solution to \( (6.5) \), if

\[
\|u^\varepsilon\|_{L^\infty(D^\varepsilon(0,1/2))} \leq 1, \quad \|f\|_{L^{d+\kappa}(D^\varepsilon(0,1/2))} \leq \varepsilon_0, \quad \|F\|_{C^{0,\mu}(D^\varepsilon(0,1/2))} \leq \varepsilon_0, \quad \tag{6.6}
\]

then

\[
\left\| u^\varepsilon(x) - \left( D_{x_d} u^\varepsilon \right)_{0,\varepsilon} \right\|_{L^\infty(D^\varepsilon(0,\theta))} \leq \theta^{1+\mu}, \quad \tag{6.7}
\]

where \( v^\varepsilon \) is the boundary corrector solving \( (4.2) \).

The proofs of Lemma 18 and Lemma 19 are now completely standard. The core argument has been carried out in the proofs of Lemma 14 and Lemma 15. The key argument for the improvement is the convergence of a subsequence to a system with constant coefficients in a flat space. This convergence is ensured

– on the one hand by the bounds \( (6.6) \), which give weak \( H^1 \) and strong \( C^{0,\varepsilon} \) compactness,

– and on the other hand by the homogenization result of Theorem 3.

As far as Lemma 19 and the actual proof of Theorem 16 are concerned, the Dirichlet corrector \( w^\varepsilon \) leads to the exact same difficulties as the boundary corrector \( v^\varepsilon \).

7 Asymptotics of Green and Poisson kernels

7.1 Large scale pointwise estimates

Let \( G^\varepsilon = G^\varepsilon(x, \tilde{x}) \) be the Green kernel associated to the operator \( -\nabla \cdot A(x/\varepsilon) \nabla \) and the oscillating domain \( D^\varepsilon_\gamma \). Recall that for all \( \tilde{x} \in D^\varepsilon_\gamma, G^\varepsilon(\cdot, \tilde{x}) \) is a weak solution of

\[
\begin{cases}
  -\nabla \cdot A(x/\varepsilon) \nabla G^\varepsilon(x, \tilde{x}) = \delta(x - \tilde{x}) I_N, & x_d > \varepsilon \psi(x'/\varepsilon), \\
  G^\varepsilon(x, \tilde{x}) = 0, & x_d = \varepsilon \psi(x'/\varepsilon),
\end{cases}
\]
where $\delta(\cdot)$ stands here for the Dirac measure supported at the point 0. Existence and uniqueness of the Green kernel $G^\varepsilon$ is ensured by the results of Dong and Kim \cite{DK} in dimension $d = 2$ and those of Hofmann and Kim \cite{HK} in dimension $d \geq 3$. The Poisson kernel $P^\varepsilon$ is defined by for all $i, j \in \{1, \ldots, N\}$, for all $x \in D^\varepsilon_+$, for all $\tilde{x} \in \Delta^\varepsilon$,

$$P^\varepsilon_{ij}(x, \tilde{x}) = -A^{\alpha\beta}_{kj}(\tilde{x}/\varepsilon)\partial_{x_n} G^\varepsilon_{ik}(x, \tilde{x})n_\beta$$

$$= -\left( A^* \right)^{\beta\alpha}_{jk}(\tilde{x}/\varepsilon)\partial_{x_n} G^{\varepsilon*}_{ki}(\tilde{x}, x)n_\beta$$

$$= -\left[ A^* \partial_{x_n} G^{\varepsilon*}(\tilde{x}, x) \right]_{ji}$$

$$= -\left[ A^* \partial_{\tilde{x}} G^{\varepsilon*}(\tilde{x}, x) \cdot n \right]_{ij}$$

where $G^{\varepsilon*}$ is the Green kernel associated to the operator $L^{\varepsilon*} = -\nabla \cdot A^*(x/\varepsilon)\nabla$ and the domain $D^\varepsilon_+$.

Our focus is on getting pointwise estimates on $G^\varepsilon(x, \tilde{x})$ and $P^\varepsilon(x, \tilde{x})$ for $|x - \tilde{x}| \gg 1$. This is now a routine procedure given that the uniform local interior and boundary Hölder and Lipschitz estimates \cite{2,9,3,1} and \cite{6,1} hold. The estimates of Green’s kernel are summarized in the following proposition.

**Proposition 20.** For all $d \geq 2$, there exists $C > 0$, such that for all $\psi \in C_{M_0}^{1,\nu_0}$, for all $A \in A^{0,\nu_0}$, for all $\varepsilon > 0$, for all $x$, $\tilde{x} \in D^\varepsilon_+$, we have:

$$|G^\varepsilon(x, \tilde{x})| \leq \frac{C}{|x - \tilde{x}|^{d-2}} \min \left\{ \frac{\delta(x)}{|x - \tilde{x}|^2}, \frac{\delta(x)}{|x - \tilde{x}|}, \frac{\delta(x)}{|x - \tilde{x}|^2} \right\} \cdot \frac{\delta(\tilde{x})}{|x - \tilde{x}|^2} \cdot \frac{\delta(\tilde{x})}{|x - \tilde{x}|}$$

$$|\nabla_1 G^\varepsilon(x, \tilde{x})| \leq \frac{C}{|x - \tilde{x}|^{d-1}} \min \left\{ 1, \frac{\delta(\tilde{x})}{|x - \tilde{x}|} \right\}$$

$$|\nabla_2 G^\varepsilon(x, \tilde{x})| \leq \frac{C}{|x - \tilde{x}|^{d-1}} \min \left\{ 1, \frac{\delta(\tilde{x})}{|x - \tilde{x}|} \right\}$$

$$|\nabla_1 \nabla_2 G^\varepsilon(x, \tilde{x})| \leq \frac{C}{|x - \tilde{x}|^d}.$$  

Notice that $C$ depends on $d$, $N$, $M_0$, $\lambda$ and $\nu_0$.

Of course, by definition $\text{dist}(x, \Delta^\varepsilon) \leq \delta(x) = x_d - \varepsilon\psi(x' / \varepsilon)$. However, estimates involving $\delta$ are often very useful, which is the reason why we state them explicitly. We now turn to the estimates on Poisson’s kernel.

**Proposition 21.** For all $d \geq 2$, there exists $C > 0$, such that for all $\psi \in C_{M_0}^{1,\nu_0}$, for all $A \in A^{0,\nu_0}$, for all $\varepsilon > 0$, for all $x \in D^\varepsilon_+$, for all $\tilde{x} \in \Delta^\varepsilon$, we have:

$$|P^\varepsilon(x, \tilde{x})| \leq \frac{C}{|x - \tilde{x}|^d} \min \{ \text{dist}(x, \Delta^\varepsilon), \delta(x) \}$$

$$|\nabla_1 P^\varepsilon(x, \tilde{x})| \leq \frac{C}{|x - \tilde{x}|^d} \min \left\{ 1 + \frac{\text{dist}(x, \Delta^\varepsilon)}{|x - \tilde{x}|}, 1 + \frac{\delta(x)}{|x - \tilde{x}|} \right\}.$$  

Notice that $C$ depends on $d$, $N$, $M_0$, $\lambda$ and $\nu_0$.

The proofs of the bounds in Proposition 20 and 21 are standard. The arguments follow the same scheme as that of Lemma 11 (see also \cite{4} and \cite{20} Appendix A). The detailed proofs are omitted.
7.2 Asymptotic expansion

The goal of this section is to compare the Green function $G^\varepsilon$ associated to the operator $-\nabla \cdot A(x/\varepsilon)\nabla$ and the oscillating domain $D_\varepsilon^\omega$ to the Green function $G^0$ associated to the homogenized constant coefficient operator $-\nabla \cdot A\nabla$ and the flat domain $\mathbb{R}^d$.

**Theorem 22.** There exists $C > 0$, such that for all $\psi \in C^{1,\rho}_M$, for all $A \in \mathcal{A}^{0,\rho}$, for all $\varepsilon > 0$, for all $x$, $\tilde{x} \in D_\varepsilon^\omega$, $\varepsilon \to 0$

$$|G^\varepsilon(x, \tilde{x}) - G^0(x, \tilde{x})| \leq \frac{C\varepsilon}{|x - \tilde{x}|^{d-1}}.$$  

*Notice that $C$ depends on $d$, $N$, $M_0$, $\lambda$ and $\nu_0$. Theorem 22 follows from a duality argument.*

The proof follows the presentation by Kenig, Lin and Shen [28], but differs in some technical aspects. See also [8] (whole space) and [30] (flat half-space) for similar arguments and results. The bound of Theorem 22 follows from a duality argument. For $x_0 \in \mathbb{R}^d$ and $f \in C^\infty_c(B(x_0, 1))$, the key is to compare the solution $u^\varepsilon = u^\varepsilon(x) \in H^1_0(D_\varepsilon^\omega)$ of the boundary value problem

$$\left\{ \begin{array}{ll}
-\nabla \cdot A(x/\varepsilon)\nabla u^\varepsilon &= f, & x_d > \varepsilon\psi(x'/\varepsilon), \\
u^\varepsilon &= 0, & x_d = \varepsilon\psi(x'/\varepsilon),
\end{array} \right. \quad (7.1)$$

to the solution $u^0 = u^0(x) \in C^\infty(\overline{D_\varepsilon^\omega}) \cap W^{2,p}(D_\varepsilon^\omega)$, $1 \leq p \leq \infty$ of the boundary value problem

$$\left\{ \begin{array}{ll}
-\nabla \cdot A\nabla u^0 &= f, & x_d > 0, \\
u^0 &= 0, & x_d = 0.
\end{array} \right. \quad (7.2)$$

The first of two lemmas is an Agmon-Miranda type of maximum principle for systems and is of independent interest. Of course, this result is well-known for scalar equations i.e. when $N = 1$.

**Lemma 23** (maximum principle for systems). There exists $C > 0$, such that for all $\psi \in C^{1,\rho}_M$, for all $A \in \mathcal{A}^{0,\rho}$, for all $\varepsilon > 0$, for all $g \in L^\infty(\Delta^\varepsilon(0, 2))$, for all weak solution $v^\varepsilon = v^\varepsilon(x) \in L^2(D^\varepsilon(0, 1))$ to

$$\left\{ \begin{array}{ll}
-\nabla \cdot A(x/\varepsilon)\nabla v^\varepsilon &= 0, & x \in D^\varepsilon(0, 1), \\
v^\varepsilon &= g, & x \in \Delta^\varepsilon(0, 1),
\end{array} \right.$$  

we have

$$\|v^\varepsilon\|_{L^\infty(D^\varepsilon(0,1/2))} \leq C \left\{ \|v^\varepsilon\|_{L^2(D^\varepsilon(0,1))} + \|g\|_{L^\infty(\Delta^\varepsilon(0,2))} \right\}.$$  

*Notice that $C$ depends on $d$, $N$, $M_0$, $\lambda$ and $\nu_0$. Theorem 22 follows from a duality argument.*

**Proof of Lemma 23.** Let $\vartheta \in C^\infty_c((-3/2, 3/2)^{d-1})$ be a cut-off function such that $0 \leq \vartheta \leq 1$ and $\vartheta \equiv 1$ on $(-1, 1)^{d-1}$. Let $w^\varepsilon \in H^1_0(D^\varepsilon(0, 2))$ be the unique weak solution to

$$\left\{ \begin{array}{ll}
-\nabla \cdot A(x/\varepsilon)\nabla w^\varepsilon &= 0, & x \in D^\varepsilon(0, 2), \\
w^\varepsilon &= g\vartheta(x'), & x \in \Delta^\varepsilon(0, 2), \\
w^\varepsilon &= 0, & x \in \partial D^\varepsilon(0, 2) \setminus \Delta^\varepsilon(0, 2).
\end{array} \right.$$  

Of course, $z^\varepsilon := v^\varepsilon - w^\varepsilon$ solves

$$\left\{ \begin{array}{ll}
-\nabla \cdot A(x/\varepsilon)\nabla z^\varepsilon &= 0, & x \in D^\varepsilon(0, 1), \\
z^\varepsilon &= 0, & x \in \Delta^\varepsilon(0, 1),
\end{array} \right.$$  
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so that by (3.1), we get

$$\|z^\varepsilon\|_{L^\infty(D^c(0,1/2))} \leq C\|z^\varepsilon\|_{L^2(D^c(0,1))}. $$

Furthermore, letting $\widetilde{P}^\varepsilon$ denote Poisson’s kernel associated to the operator $-\nabla \cdot A(x/\varepsilon)\nabla$ and the domain $D^c(0, 2)$, we have for all $x \in D^c(0, 7/4)$ and $\hat{x} \in \Delta^c(0, 7/4),$

$$|\widetilde{P}^\varepsilon(x, \hat{x})| \leq \frac{C \delta(x)}{|x - \hat{x}|^d}$$

with a constant $C > 0$ uniform in $\varepsilon$. This estimate for Poisson’s kernel in the bounded domain $D^c(0, 2)$ is proved in the same way as the estimates of Proposition 21 for Poisson’s kernel in the half-space. It follows from the use of local Lipschitz estimates, in a fashion similar to Lemma 11 where we rely on local Hölder estimates. For all $\psi \in C_{c}^{0}(B(x_0, 1))$, the solutions $u^\varepsilon$ of (7.1) and $u^0$ of (7.2) satisfy the estimate

$$\|u^\varepsilon - u^0\|_{L^\infty(D^c(0,1/2))} \leq C \left\{ \|u^\varepsilon - u^0\|_{L^2(D^c(0,1))} + \varepsilon\|f\|_{L^p(B(x_0,1))} + \varepsilon\|\nabla u^0\|_{L^\infty(D^c(0,2))} + \varepsilon\|\nabla^2 u^0\|_{L^p(D^c(0,2))} \right\}. $$

Notice that $C$ depends on $d, N, M_0, \lambda, \nu_0$ and $p$.

**Remark 34 (rescaled estimate).** For all $d < p \leq \infty$, there exists $C > 0$, such that for all $\psi \in C^{1,0}_{M_0}$, for all $A \in \mathcal{A}^{0,\lambda}$, for all $\varepsilon > 0$, for all $x_0 \in \mathbb{R}^d$, $f \in C_c^\infty(B(x_0, r))$, the solutions $u^\varepsilon$ of (7.1) and $u^0$ of (7.2) satisfy the estimate

$$\|u^\varepsilon - u^0\|_{L^\infty(D^c(0,r/2))} \leq C \left\{ r^{-d/2}\|u^\varepsilon - u^0\|_{L^2(D^c(0,r))} + \varepsilon r^{1-d/p}\|f\|_{L^p(B(x_0,r))} + \varepsilon\|\nabla u^0\|_{L^\infty(D^c(0,2r))} + \varepsilon r^{1-d/p}\|\nabla^2 u^0\|_{L^p(D^c(0,2r))} \right\}. $$

Let us enter into some details of the proof of this crucial estimate. Let $r > 0$ be fixed. We consider $\bar{u}^\varepsilon = \tilde{u}^\varepsilon = u^\varepsilon(rz)$ solving

$$\begin{cases}
-\nabla \cdot \bar{A}(rz/\varepsilon)\nabla \tilde{u}^\varepsilon = r^2f(rz) =: \tilde{f}(z), & z_d > (\varepsilon/r)\psi(rz'/\varepsilon), \\
\tilde{u}^\varepsilon = 0, & z_d = (\varepsilon/r)\psi(rz'/\varepsilon),
\end{cases}$$

and $\bar{u}^0 = \tilde{u}^0(z) = u^0(rz)$ solving

$$\begin{cases}
-\nabla \cdot \bar{A}\nabla \bar{u}^0 = r^2f(rz) =: \bar{f}(z), & z_d > 0, \\
\bar{u}^0 = 0, & z_d = 0.
\end{cases}$$

The critical point is that the estimate of Lemma 24 is uniform in $\varepsilon > 0$, so that we can use it for $\tilde{\varepsilon} = \varepsilon/r:

$$\|\bar{u}^\varepsilon - \bar{u}^0\|_{L^\infty(D^{\varepsilon/r}(0,1/2))} \leq C \left\{ \|\tilde{u}^\varepsilon - \tilde{u}^0\|_{L^2(D^{\varepsilon/r}(0,1))} + \varepsilon/r\|\tilde{f}\|_{L^p(B(x_0/r,1))} + \varepsilon/r\|\nabla \tilde{u}^0\|_{L^\infty(D^{\varepsilon/r}(0,2))} + \varepsilon/r\|\nabla^2 \tilde{u}^0\|_{L^p(D^{\varepsilon/r}(0,2))} \right\}. $$

Rescaling, we finally get (7.3).
Proof of Lemma [24] First of all, let us compute \( \|u^0\|_{L^\infty(\Delta^\varepsilon)} \). For all \( x' \in \mathbb{R}^{d-1} \), letting \( x := (x', \varepsilon \psi(x'/\varepsilon)) \),
\[
u^0(x', \varepsilon \psi(x'/\varepsilon)) = \int_{\mathbb{R}_+^d} G^0(x, \tilde{x})f(\tilde{x})d\tilde{x}
\]
so that using the bound
\[
|G^0(x, \tilde{x})| \leq \frac{C_{x_d}}{|x - \tilde{x}|^{d-1}}
\]
valid for all \( x, \tilde{x} \in \mathbb{R}_+^d \), we get for \( 1 \leq p' < d \) and \( d < p \leq \infty \)
\[
|\nu^0(x', \varepsilon \psi(x'/\varepsilon))| \leq C\varepsilon \int_{\mathbb{R}_+^d} \frac{1}{|x - \tilde{x}|^{d-1}}|f(\tilde{x})|d\tilde{x}
\]

We have for \( \vartheta \in C_c^\infty((-3/2, 3/2)^d) \) be a cut-off such that \( 0 \leq \vartheta \leq 1 \) and \( \vartheta \equiv 1 \) on \((-5/4, 5/4)^d\). Now, for \( x \in D_\varepsilon^0 \) consider
\[
\rho^\varepsilon(x) := u^\varepsilon(x) - u^0(x) - \varepsilon \chi(x/\varepsilon) \cdot \nabla u^0 = w^\varepsilon(x) + \varepsilon \vartheta_1(x),
\]
where \( w^\varepsilon \in H_0^1(D^\varepsilon(0, 2)) \) is the unique weak solution to
\[
\begin{cases}
-\nabla \cdot A(x/\varepsilon)\nabla w^\varepsilon = -\vartheta_1(x)\nabla \cdot A(x/\varepsilon)\nabla \rho^\varepsilon, & x \in D^\varepsilon(0, 2), \\
w^\varepsilon = 0, & x \in \partial D^\varepsilon(0, 2).
\end{cases}
\]

Of course, \( \rho^\varepsilon \) then satisfies
\[
\begin{cases}
-\nabla \cdot A(x/\varepsilon)\nabla \rho^\varepsilon = 0, & x \in D^\varepsilon(0, 1), \\
\rho^\varepsilon = -u^0(x) - \varepsilon \chi(x/\varepsilon) \cdot \nabla u^0, & x \in \Delta^\varepsilon(0, 1).
\end{cases}
\]

Lemma [23] now implies
\[
\|\rho^\varepsilon\|_{L^\infty(D^\varepsilon(\Delta^\varepsilon, 0, 1/2))} \leq C \left\{ \|\rho^\varepsilon\|_{L^2(D^\varepsilon(0, 1))} + \|u^0(x) + \varepsilon \chi(x/\varepsilon) \cdot \nabla u^0\|_{L^\infty(\Delta^\varepsilon, 0, 2)} \right\}
\]

\[
\leq C \left\{ \|u^\varepsilon - u^0\|_{L^2(D^\varepsilon(0, 1))} + \|u^\varepsilon\|_{L^2(D^\varepsilon(0, 1))} + \varepsilon \|f\|_{L^p(B(0, 1))} + \varepsilon \|\nabla u^0\|_{L^\infty(D^\varepsilon(0, 2))} \right\}
\]

\[
\leq C \left\{ \|u^\varepsilon - u^0\|_{L^2(D^\varepsilon(0, 1))} + \|u^\varepsilon\|_{L^\infty(D^\varepsilon(0, 1))} + \varepsilon \|f\|_{L^p(B(0, 1))} + \varepsilon \|\nabla u^0\|_{L^\infty(D^\varepsilon(0, 2))} \right\}
\]

It remains to bound \( \|u^\varepsilon\|_{L^\infty(D^\varepsilon(0, 1))} \). For this, we rely on Green’s representation formula, using Green’s kernel \( \tilde{G}^\varepsilon \) associated to the operator \( -\nabla \cdot A(x/\varepsilon)\nabla \) and to the domain \( D^\varepsilon(0, 2) \). This gives, for all \( x \in D^\varepsilon(0, 1) \),
\[
w^\varepsilon(x) = -\int_{D^\varepsilon(0, 2)} \tilde{G}^\varepsilon(x, \tilde{x})\vartheta_1(\tilde{x})\nabla \cdot A(\tilde{x}/\varepsilon)\nabla \rho^\varepsilon(\tilde{x})d\tilde{x}
\]

\[
= -\int_{D^\varepsilon(0, 2) \cap (-3/2, 3/2)^d} \tilde{G}^\varepsilon(x, \tilde{x})\vartheta_1(\tilde{x})\nabla \cdot A(\tilde{x}/\varepsilon)\nabla \rho^\varepsilon(\tilde{x})d\tilde{x}.
\]

Following [28] Proposition 2.2, there exists \( \Phi = \Phi(y) \in L^\infty(T^d, \mathbb{R}^{3dN}) \) such that
\[
-\nabla \cdot A(\tilde{x}/\varepsilon)\nabla \rho^\varepsilon(\tilde{x}) = \varepsilon \partial_\alpha \left\{ \Phi_\alpha^{\beta\gamma}(\tilde{x}/\varepsilon) + A_\alpha^{\beta\gamma}(\tilde{x}/\varepsilon)\chi^\gamma(\tilde{x}/\varepsilon) \right\} \vartheta_1 \partial_\beta \partial_\gamma u^0(\tilde{x}) \right\}.
\]
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Therefore, integrating by parts we get
\[ w^\varepsilon(x) = -\varepsilon \int_{D^\varepsilon(0,2) \cap (-3/2,3/2)^d} \partial_{x\alpha} (G^\varepsilon(x, \tilde{x}) \vartheta(\tilde{x})) \left[ \Phi^{\alpha \beta \gamma}(\tilde{x}/\varepsilon) + A^{\alpha \beta}(\tilde{x}/\varepsilon) \chi^\gamma(\tilde{x}/\varepsilon) \right] \partial_\beta \partial_\gamma u^0(\tilde{x}) d\tilde{x} \]
\[ = -\varepsilon \int_{D^\varepsilon(0,2) \cap (-3/2,3/2)^d} \left( \partial_{x\alpha} G^\varepsilon(x, \tilde{x}) \right) \vartheta(\tilde{x}) \left[ \Phi^{\alpha \beta \gamma}(\tilde{x}/\varepsilon) + A^{\alpha \beta}(\tilde{x}/\varepsilon) \chi^\gamma(\tilde{x}/\varepsilon) \right] \partial_\beta \partial_\gamma u^0(\tilde{x}) d\tilde{x} \]
\[ - \varepsilon \int_{D^\varepsilon(0,2) \cap ((-3/2,3/2)^d \setminus (-5/4,5/4)^d)} G^\varepsilon(x, \tilde{x}) \partial_{x\alpha} \vartheta(\tilde{x}) \left[ \Phi^{\alpha \beta \gamma}(\tilde{x}/\varepsilon) + A^{\alpha \beta}(\tilde{x}/\varepsilon) \chi^\gamma(\tilde{x}/\varepsilon) \right] \partial_\beta \partial_\gamma u^0(\tilde{x}) d\tilde{x} \]
so that
\[ |w^\varepsilon(x)| \leq C \varepsilon \int_{D^\varepsilon(0,2) \cap (-3/2,3/2)^d} \frac{1}{|x - \tilde{x}|^{d-1}} |\partial_\beta \partial_\gamma u^0(\tilde{x})|^d d\tilde{x} \]
\[ + C \varepsilon \int_{D^\varepsilon(0,2) \cap ((-3/2,3/2)^d \setminus (-5/4,5/4)^d)} |\partial_\beta \partial_\gamma u^0(\tilde{x})|^d d\tilde{x} \]
\[ \leq C \varepsilon \|\nabla^2 u^0\|_{L^p(D^\varepsilon(0,2))}. \]

Finally,
\[ \|u^\varepsilon - u^0\|_{L^\infty(B(0,1/2))} \leq C \left\{ \|u^\varepsilon - u^0\|_{L^2(D^\varepsilon(0,1))} + \varepsilon \|f\|_{L^p(B(x_0,1))} \right\} \]
\[ + \varepsilon \|\nabla u^0\|_{L^\infty(D^\varepsilon(0,2))} + \varepsilon \|\nabla^2 u^0\|_{L^p(D^\varepsilon(0,2))}. \]

**Remark 35** (interior estimate). Following the same scheme, one can prove an interior estimate. For all \( d < p \leq \infty \), there exists \( C > 0 \), such that for all \( A \in \mathcal{A}^{0,\varepsilon}_B \), for all \( \varepsilon > 0 \), for all \( r > 0 \) and \( x_0 \in \mathbb{R}^d \), \( f \in C^\infty_c(B(x_0, r)) \), the solutions \( u^\varepsilon \) of
\[ -\nabla \cdot A(x/\varepsilon) \nabla u^\varepsilon = f, \quad x \in \mathbb{R}^d \]
and \( u^0 \) of
\[ -\nabla \cdot A \nabla u^0 = f, \quad x \in \mathbb{R}^d \]
satisfy the estimate
\[ \|u^\varepsilon - u^0\|_{L^\infty(B(0, r/2))} \leq C \left\{ r^{-d/2} \|u^\varepsilon - u^0\|_{L^2(B(0, r))} + \varepsilon r^{1-d/p} \|f\|_{L^p(B(0, r))} \right\} \]
\[ + \varepsilon \|\nabla u^0\|_{L^\infty(D^\varepsilon(B(x_0, r)))} + \varepsilon \|\nabla^2 u^0\|_{L^p(D^\varepsilon(B(x_0, r)))}. \]

**Proof of Theorem 22**. Let \( \varepsilon > 0 \) be fixed. Let \( x_0, \tilde{x}_0 \in D^\varepsilon \), \( r := |x_0 - \tilde{x}_0|/8 \) and \( f \in C^\infty_c(B(\tilde{x}_0, r/2)) \). Either \( \text{dist}(x_0, \Delta^\varepsilon) < r/2 \), in which case we rely on the boundary estimate \( (7.3) \), or \( \text{dist}(x_0, \Delta^\varepsilon) \geq r/2 \), in which case we resort to the interior estimate \( (7.4) \). Let \( \tilde{x}_0 \in \Delta^\varepsilon \) such that \( \text{dist}(x_0, \Delta^\varepsilon) = |x_0 - \tilde{x}_0| \).

Assume that \( \text{dist}(x_0, \Delta^\varepsilon) < r/2 \). Thanks to estimate (7.3), we have
\[ |u^\varepsilon(x_0) - u^0(x_0)| \leq \|u^\varepsilon - u^0\|_{L^\infty(D^\varepsilon(\tilde{x}_0, r/2))} \]
\[ \leq C \left\{ r^{-d/2} \|u^\varepsilon - u^0\|_{L^2(D^\varepsilon(\tilde{x}_0, r))} + \varepsilon r^{1-d/p} \|f\|_{L^p(B(\tilde{x}_0, r))} \right\} \]
\[ + \varepsilon \|\nabla u^0\|_{L^\infty(D^\varepsilon(\tilde{x}_0, 2r))} + \varepsilon \|\nabla^2 u^0\|_{L^p(D^\varepsilon(\tilde{x}_0, 2r))} \}
\[ \leq C \left\{ r^{-d/2} \|u^\varepsilon - u^0\|_{L^2(D^\varepsilon(\tilde{x}_0, r))} + \varepsilon r^{1-d/p} \|f\|_{L^p(B(\tilde{x}_0, r))} \right\} \]
\[ + \varepsilon \|\nabla u^0\|_{L^\infty(D^\varepsilon(\tilde{x}_0, r))} + \varepsilon \|\nabla^2 u^0\|_{L^p(D^\varepsilon(\tilde{x}_0, r))}. \]

Now, the classical estimates of [1][2] imply
\[ \|\nabla u^0\|_{L^\infty(D^\varepsilon(\tilde{x}_0, r))} \leq C r^{1-d/p} \|f\|_{L^p(B(\tilde{x}_0, r))}, \quad \text{for any } p > d, \]
\[ \|\nabla^2 u^0\|_{L^p(D^\varepsilon(\tilde{x}_0, r))} \leq C \|f\|_{L^p(B(\tilde{x}_0, r))}, \quad \text{for any } 1 < p < \infty. \]
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It remains to handle $\|u^\varepsilon - u^0\|_{L^2(D^r(\bar{x}_0^r, r))}$. We have

$$\|u^\varepsilon - u^0\|_{L^2(D^r(\bar{x}_0^r, r))} \leq \|u^\varepsilon - u^0 - \varepsilon \chi(x/\varepsilon) \cdot \nabla u^0\|_{L^2(D^r(\bar{x}_0^r, r))} + \varepsilon \|\chi(x/\varepsilon) \cdot \nabla u^0\|_{L^2(D^r(\bar{x}_0^r, r))}.$$  

On the one hand,

$$\|\chi(x/\varepsilon) \cdot \nabla u^0\|_{L^2(D^r(\bar{x}_0^r, r))} \leq C\|\nabla u^0\|_{L^2(D^r(\bar{x}_0^r, r))} \leq Cr^{d/2}\|\nabla u^0\|_{L^\infty(D^r(\bar{x}_0^r, r))} \leq Cr^{1-d/p+d/2}\|f\|_{L^p(B(\bar{x}_0, r))}.$$  

On the other hand, let us decompose

$$r^\varepsilon(x) := u^\varepsilon(x) - u^0(x) - \varepsilon \chi(x/\varepsilon) \cdot \nabla u^0(x) = w^\varepsilon + z^\varepsilon,$$

where $w^\varepsilon \in H^1_0(D^r_+)$ is the unique weak solution to

$$\begin{cases}
-\nabla \cdot A(x/\varepsilon) \nabla w^\varepsilon = -\nabla \cdot A(x/\varepsilon) \nabla r^\varepsilon, & x \in D^r_+, \\
w^\varepsilon = 0, & x \in \Delta^r.
\end{cases}$$

Since by [28], Proposition 2.2]

$$\nabla \cdot A(x/\varepsilon) \nabla r^\varepsilon = \varepsilon \nabla \cdot \left\{ (\Phi(x/\varepsilon) + A(x/\varepsilon) \chi(x/\varepsilon)) \cdot \nabla^2 u^0 \right\},$$

a standard energy estimate yields

$$\|\nabla w^\varepsilon\|_{L^2(D^r_+)} \leq \varepsilon \|\Phi(x/\varepsilon) + A(x/\varepsilon) \chi(x/\varepsilon)\| \cdot \nabla^2 u^0\|_{L^2(D^r_+)} \leq \varepsilon \|\nabla^2 u^0\|_{L^2(D^r_+)}.$$  

Now,

$$\|\nabla^2 u^0\|_{L^2(D^r_+)} \leq C\|f\|_{L^2(B(\bar{x}_0, r))} \leq Cr^{d/2-d/p}\|f\|_{L^p(B(\bar{x}_0, r))}$$

for $p > d \geq 2$, and by the Poincaré inequality

$$\|w^\varepsilon\|_{L^2(D^r(\bar{x}_0^r, r))} \leq Cr\|\nabla w^\varepsilon\|_{L^2(D^r(\bar{x}_0^r, r))} \leq Cr\|\nabla w^\varepsilon\|_{L^2(D^r_+)}.$$  

Combining these inequalities leads to

$$\|w^\varepsilon\|_{L^2(D^r(\bar{x}_0^r, r))} \leq C\varepsilon r^{1-d/p+d/2}\|f\|_{L^p(B(\bar{x}_0, r))}.$$  

Estimating $z^\varepsilon$ is done through the representation via Poisson’s kernel $P^\varepsilon$, since $z^\varepsilon$ is the unique weak solution to

$$\begin{cases}
-\nabla \cdot A(x/\varepsilon) \nabla z^\varepsilon = 0, & x \in D^r_+, \\
z^\varepsilon = -u^0(x) - \varepsilon \chi(x/\varepsilon) \cdot \nabla u^0(x), & x \in \Delta^r.
\end{cases}$$

We have for all $x \in D^r_+$

$$|z^\varepsilon(x)| \leq \int_{\Delta^r} |P^\varepsilon(x, \bar{x})||z^\varepsilon(\bar{x})|d\bar{x} \leq C\|z^\varepsilon\|_{L^\infty(\Delta^r)}.$$  

Thus,

$$\|z^\varepsilon\|_{L^2(D^r(\bar{x}_0^r, r))} \leq Cr^{d/2}\|z^\varepsilon\|_{L^\infty(D^r)} \leq Cr^{d/2}\|z^\varepsilon\|_{L^\infty(\Delta^r)} \leq C\varepsilon r^{1-d/p}\|f\|_{L^p(B(\bar{x}_0, r))} + \|\nabla u^0\|_{L^\infty(D^r_+)} \leq C\varepsilon r^{1-d/p+d/2}\|f\|_{L^p(B(\bar{x}_0, r))},$$
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Therefore, for all \(u^\varepsilon(x) - u^0(x)\) which implies by duality that
\[
|u^\varepsilon(x) - u^0(x)| \leq C\|u^\varepsilon - u^0\|_{L^\infty(B(x_0,r/4))} \leq C\varepsilon r^{1-d/p}\|f\|_{L^p(B(\hat{x}_0,r))}.
\]

Assuming that \(\text{dist}(x_0, \Delta^\varepsilon) \geq r/2\) we get using the interior estimate (7.3)
\[
|u^\varepsilon(x) - u^0(x)| \leq C\|u^\varepsilon - u^0\|_{L^\infty(B(x_0,r/4))} \leq C\varepsilon r^{1-d/p}\|f\|_{L^p(B(\hat{x}_0,r))}.
\]

Notice that this estimate is far easier to establish, because we do not have to deal with boundary terms.

By the representation formula in terms of Green kernels, we get
\[
u^\varepsilon(x) - u^0(x) = \int_{D^+_+} \left[ G^\varepsilon(x, \tilde{x}) - G^0(x, \tilde{x}) \right] f(\tilde{x})d\tilde{x} + \int_{0 \leq \tilde{x}_d \leq \varepsilon \psi(\tilde{x}^'/\varepsilon)} G^0(x_0, \tilde{x}) f(\tilde{x})d\tilde{x}.
\]

We deal with the remainder term, in a fashion similar to what we have done on \(u^0(x', \varepsilon \psi(x'/\varepsilon))\) above (cf. proof of Lemma 24). Using the bound
\[
|G^0(x, \tilde{x})| \leq \frac{C\tilde{x}_d}{|x_0 - \tilde{x}|^{d-1}},
\]
we obtain
\[
\left| \int_{0 \leq \tilde{x}_d \leq \varepsilon \psi(\tilde{x}^'/\varepsilon)} G^0(x_0, \tilde{x}) f(\tilde{x})d\tilde{x} \right| \leq C\varepsilon r^{1-d/p}\|f\|_{L^p(B(\hat{x}_0,r))}.
\]

Therefore, for all \(f \in C^\infty_c(B(\hat{x}_0, r)),\)
\[
\left| \int_{D^+_+} \left[ G^\varepsilon(x_0, \tilde{x}) - G^0(x_0, \tilde{x}) \right] f(\tilde{x})d\tilde{x} \right| \leq C\varepsilon r^{1-d/p}\|f\|_{L^p(B(\hat{x}_0,r))},
\]

which implies by duality that
\[
\left( \int_{B(\hat{x}_0, r) \cap D^+_+} \left| G^\varepsilon(x_0, \tilde{x}) - G^0(x_0, \tilde{x}) \right|^{p'} d\tilde{x} \right)^{1/p'} \leq C\varepsilon r^{1-d/p} \tag{7.5}
\]
for \(1/p' + 1/p = 1.\)

Finally, relying on the fact that
\[-\nabla \cdot A^\varepsilon(\tilde{x}/\varepsilon) \nabla G^\varepsilon(x_0, \tilde{x}) = -\nabla \cdot \tilde{A}^\varepsilon \nabla G^0(x_0, \tilde{x}),\]
we can apply the same type of arguments to get our target bound on \(|G^\varepsilon(x_0, \tilde{x}_0) - G^0(x_0, \tilde{x}_0)|\). The rescaled boundary estimate (7.3), slightly modified to take into account that \(G^0(x_0, \tilde{x})\) does not vanish on the oscillating boundary \(\Delta^\varepsilon\), reads
\[
|G^\varepsilon(x_0, \tilde{x}) - G^0(x_0, \tilde{x})| \leq C \left\{ r^{-d/2} \left( \int_{B(\hat{x}_0, r) \cap D^+_+} \left| G^\varepsilon(x_0, \tilde{x}) - G^0(x_0, \tilde{x}) \right|^2 \right)^{1/2} + C\|G^0(x_0, \tilde{x})\|_{L^\infty(B(\hat{x}_0, 2r) \cap D^+_+)} + C\varepsilon \|\nabla G^0(x_0, \cdot)\|_{L^\infty(B(\hat{x}_0, 2r) \cap D^+_+)} + C\varepsilon r^{1-d/p}\|\nabla G^0(x_0, \cdot)\|_{L^p(B(\hat{x}_0, 2r) \cap D^+_+)} \right\}.
\]
We have,
\[ \|G^0(x_0, \tilde{x})\|_{L^\infty(B(x_0, 2r) \cap \Delta^\varepsilon)} \leq C\varepsilon \left\| \frac{1}{|x_0 - \tilde{x}|^{d-1}} \right\|_{L^\infty(B(x_0, 2r) \cap \Delta^\varepsilon)} \leq C\varepsilon r^{1-d}, \]
similarly
\[ \|\nabla_2 G^0(x_0, \cdot)\|_{L^\infty(B(\tilde{x}_0, 2r) \cap D^\varepsilon_+)} \leq Cr^{1-d}, \]
and
\[ r^{-d/p} \|\nabla_2^2 G^0(x_0, \cdot)\|_{L^p(B(\tilde{x}_0, 2r) \cap D^\varepsilon_+)} \leq Cr^{-2}\|G^0(x_0, \cdot)\|_{L^\infty(B(\tilde{x}_0, 4r)} \leq Cr^{-d}. \]
Consequently, the latter combined with the dual estimate (7.5) gives
\[ |G^\varepsilon(x_0, \tilde{x}_0) - G^0(x_0, \tilde{x}_0)| \leq C\varepsilon r^{1-d} \leq \frac{C\varepsilon}{|x_0 - \tilde{x}|^{d-1}}, \]
which concludes the proof.

\[ \Box \]

**Corollary 25.** For all \( 1 < p < d \) and \( 1/q = 1/p - 1/d \), or \( p > d \) and \( q = \infty \), there exists \( C > 0 \), such that for all \( \psi \in C^{1,\nu}_{M_{\psi}} \), for all \( A \in A^{0,\nu} \), for all \( \varepsilon > 0 \), for all \( f \in L^p(\mathbb{R}^d) \), for all \( u^\varepsilon = u^\varepsilon(x) \) weak solution of (7.1) and \( u^0 = u^0(x) \) weak solution of (7.2),
\[ \|u^\varepsilon - u^0\|_{L^q(D^\varepsilon_+)} \leq C\varepsilon \|f\|_{L^p(D^\varepsilon_+)}. \]

**Proof of Corollary 25.** For all \( x \in D^\varepsilon_+ \),
\[ u^\varepsilon(x) - u^0(x) = \int_{D^\varepsilon_+} \left[ G^\varepsilon(x, \tilde{x}) - G^0(x, \tilde{x}) \right] f(\tilde{x})d\tilde{x} + \int_{0 < \tilde{x}_d < \varepsilon \psi(\tilde{x}'/\varepsilon)} G^0(x, \tilde{x}) f(\tilde{x})d\tilde{x}. \]  

On the one hand, by Theorem 22 and well-known estimates for fractional integrals, we get for \( 1 < p < d \) and \( 1/q = 1/p - 1/d \),
\[ \left\| \int_{D^\varepsilon_+} \left[ G^\varepsilon(x, \tilde{x}) - G^0(x, \tilde{x}) \right] f(\tilde{x})d\tilde{x} \right\|_{L^q(D^\varepsilon_+)} \leq C\varepsilon \left\| \int_{D^\varepsilon_+} \frac{|f(\tilde{x})|}{|x - \tilde{x}|^{d-1}d\tilde{x}} \right\|_{L^q(D^\varepsilon_+)} \leq C\varepsilon \|f\|_{L^p(D^\varepsilon_+)}. \]

In the case of \( p > d \) and \( q = \infty \), the latter simply results from Hölder’s inequality. On the other hand, the second term in the right hand side of (7.6) is small because we integrate on a small neighborhood of the boundary. Using the bound
\[ |G^0(x, \tilde{x})| \leq \frac{C\varepsilon}{|x - \tilde{x}|^{d-1}} \leq \frac{C\varepsilon}{|x - \tilde{x}|^{d-1}} \]
for all \( x, \tilde{x} \in \mathbb{R}^d \) such that \( 0 \leq \tilde{x}_d \leq \varepsilon \psi(\tilde{x}'/\varepsilon) \), this term is bounded by \( C\varepsilon \|f\|_{L^p(D^\varepsilon_+)} \) using either estimates on weakly singular integrals, or Hölder’s inequality according to \( p \) and \( q \).

\[ \Box \]

**Remark 36 (Lipschitz estimate and estimate on Poisson’s kernel).** One of the issues here is that \( u^0 \) is oscillating too much on the boundary \( \Delta^\varepsilon \). These oscillations do not obstruct the proof of the \( L^\infty \) estimate in Lemma 24. However, they prevent us from proving a Lipschitz bound as in [23, Lemma 3.5]. It seems that something more is necessary to refine the expansion of \( u^\varepsilon \) close to the boundary, in other words to improve the way our expansion approximates the oscillations of \( u^\varepsilon \). The thing we need is probably more structure on the boundary, allowing to carry out a boundary layer analysis as in [17] for instance. This would result in replacing the Dirichlet boundary condition for \( u^0 \) by another boundary condition. Such a study is beyond the scope of this paper, since our main concern is to work without boundaries with any structure.
8 Two different scales

In this section we address the generalization of uniform boundary estimates to the situation where the coefficients and the boundary graph oscillate at two different scales

\[
\begin{aligned}
-\nabla \cdot A(x/\alpha)\nabla u^{\alpha,\beta} &= f + \nabla \cdot F, \quad x \in D^{\beta}(0,1), \\
\quad u^{\alpha,\beta} &= 0, \quad x \in \Delta^{\beta}(0,1),
\end{aligned}
\]  

(8.1)

where \( \alpha, \beta > 0 \).

Using the three steps compactness method, one can prove that a boundary Hölder estimate uniform in \( \alpha \) and \( \beta \) holds.

**Proposition 26.** Let \( \kappa, \kappa' > 0 \). There exist \( C > 0, \varepsilon_0 > 0 \) such that for all

\[ 0 < \mu < \min\left(1 - d/(d + \kappa), 2 - d/(d + \kappa')\right), \]

for all \( \psi \in C^{1,\omega}_{M_0}, \) for all \( A \in A^{0,\nu_0}, \) for all \( \alpha, \beta > 0, \) for all \( f \in L^{d/2+\kappa'}(D^{\beta}(0,1)) \), for all \( F \in L^{d+\kappa}(D^{\beta}(0,1)) \), for all \( u^{\alpha,\beta} \) weak solution to \((8.1)\) the bounds

\[ \|u^{\alpha,\beta}\|_{L^2(D^{\beta}(0,1))} \leq 1, \quad \|f\|_{L^{d/2+\kappa'}(D^{\beta}(0,1))} \leq \varepsilon_0, \quad \|F\|_{L^{d+\kappa}(D^{\beta}(0,1))} \leq \varepsilon_0 \]

imply

\[ [u^{\alpha,\beta}]_{C^{0,\mu}(D^{\beta}(0,1/2))] \leq C. \]

Notice that \( C \) and \( \varepsilon_0 \) depend on \( d, N, M_0, \) on the modulus of continuity \( \omega \) of \( \nabla \psi \), \( \lambda, \kappa \) and \( \kappa' \).

The proof of this estimate is much simpler than the proof of a Lipschitz estimate uniform in \( \alpha \) and \( \beta \). The latter is our main focus.

**Theorem 27.** Let \( 0 < \mu < 1 \) and \( \kappa > 0 \). There exist \( C > 0, \varepsilon_0 > 0 \), such that for all \( \psi \in C^{1,\nu_0}_{M_0}, \) for all \( A \in A^{0,\nu_0}, \) for all \( \alpha, \beta > 0, \) for all \( f \in L^{d+\kappa}(D^{\beta}(0,1)) \), for all \( F \in C^{0,\mu}(D^{\beta}(0,1)) \), for all \( u^{\alpha,\beta} \) weak solution to \((8.1)\) the bounds

\[ \|u^{\alpha,\beta}\|_{L^\infty(D^{\beta}(0,1))} \leq 1, \quad \|f\|_{L^{d+\kappa}(D^{\beta}(0,1))} \leq \varepsilon_0, \quad \|F\|_{C^{0,\mu}(D^{\beta}(0,1))} \leq \varepsilon_0 \]

imply

\[ \|\nabla u^{\alpha,\beta}\|_{L^\infty(D^{\beta}(0,1/2))} \leq C. \]

Notice that \( C \) and \( \varepsilon_0 \) depend on \( d, N, M_0, \lambda, \nu_0, \kappa \) and \( \mu \). Again, the salient point is the uniformity in \( \alpha \) and \( \beta \) of the constant \( C \).

Let \( \gamma := \beta/\alpha \). There are two cases depending on whether \( \gamma \) is smaller or bigger than one. If \( \gamma \leq 1 \), let \( \varepsilon := \beta \) and system \((8.1)\) becomes

\[
\begin{aligned}
-\nabla \cdot A^\gamma(x/\varepsilon)\nabla u^{\alpha,\beta} &= f + \nabla \cdot F, \quad x \in D^{\varepsilon}(0,1), \\
\quad u^{\alpha,\beta} &= 0, \quad x \in \Delta^{\varepsilon}(0,1),
\end{aligned}
\]

with \( A^\gamma := A(\gamma \cdot) \). Notice that

\[ \|A^\gamma\|_{L^\infty(\mathbb{R}^d)} + [A^\gamma]_{C^{0,\nu_0}(\mathbb{R}^d)} \leq M_0 \]

because \( \gamma \leq 1 \), so that \( A^\gamma \) belongs to the class \( A^{0,\nu_0} \). Therefore, the estimate of Theorem [16] holds, and it gives the Lipschitz bound on \( u^{\alpha,\beta} \) uniform in \( \alpha \) and \( \beta \).
Assume now that $\gamma > 1$ and let $\varepsilon := \alpha$. Then system (8.1) can be rewritten as

\[
\begin{cases}
-\nabla \cdot A(x/\varepsilon) \nabla u_{\alpha,\beta} = f + \nabla \cdot F, & x \in D_{\psi^\gamma}^\varepsilon(0,1), \\
u_{\alpha,\beta} = 0, & x \in \Delta_{\psi^\gamma}^\varepsilon(0,1),
\end{cases}
\]

where $\psi^\gamma := \gamma \psi(\cdot/\gamma)$. Then Theorem 27 does not simply follow from Theorem 16 since $0 \leq \psi^\gamma \leq \gamma M_0$, which means that we lack uniform control in $\gamma$ of $\psi^\gamma$ in $L^\infty$. In this case we have to redo the three steps compactness method. The proof of improvement and iteration lemmas goes through without obstruction provided that one has appropriate controls of boundary and Dirichlet correctors. Let us enter into some details of the proof.

Remark 37 (main issue). The main new difficulty we have to deal with lies in the blow-up arguments. Those are used to show bounds on the gradient of the Green function (see for instance Lemma 11) and in the third step of the compactness method. The blow-up argument makes the idea rigorous that at small scale we do not see the oscillations. Therefore, in the case $\alpha = \beta = \varepsilon$, we can rely on classical estimates at scale $O(\varepsilon)$. However, when $\alpha$ and $\beta$ are different, blowing-up in one parameter does not scale the other parameter to one. Thus, we have to rely on estimates uniform in one of the two parameters: see estimates in section 8.1.

We concentrate on the case $d \geq 3$ and $f = F = 0$. As in the case when $\alpha = \beta = \varepsilon$, we need boundary and Dirichlet correctors. Let $v_{\alpha,\beta} = v_{\alpha,\beta}(x) \in W^{1,2}(D^\beta(0,2))$, the boundary corrector, be the unique weak solution of

\[
\begin{cases}
-\nabla \cdot A(x/\alpha) \nabla v_{\alpha,\beta} = \nabla \cdot A(x/\alpha) \nabla (\psi(x'/\beta) \Theta(x', x_d/\beta)), & x \in D^\beta(0,2), \\
v_{\alpha,\beta} = 0, & x \in \partial D^\beta(0,2).
\end{cases}
\]

(8.2)

Let also $w_{\alpha,\beta} = w_{\alpha,\beta}(x) \in W^{1,2}(D^\beta(0,2))$, the Dirichlet corrector, be the unique weak solution of

\[
\begin{cases}
-\nabla \cdot A(x/\alpha) \nabla w_{\alpha,\beta} = \nabla \cdot A(x/\alpha) \nabla (\chi^d(x/\alpha) \Theta(x', x_d/\beta)), & x \in D^\beta(0,2), \\
w_{\alpha,\beta} = 0, & x \in \partial D^\beta(0,2).
\end{cases}
\]

(8.3)

8.1 Two particular cases

The boundary Lipschitz estimates in the particular case $\alpha = 1$, $\beta = \varepsilon$ on the one hand, and $\alpha = \varepsilon$, $\beta = 1$ on the other hand are particularly important. Indeed, these estimates are the ones we will rely on when blowing-up in $\alpha$ or $\beta$.

Let us first consider the case $\alpha = 1$, $\beta = \varepsilon$:

\[
\begin{cases}
-\nabla \cdot A(x) \nabla u^\varepsilon = 0, & x \in D^\varepsilon(0,1), \\
u^\varepsilon = 0, & x \in \Delta^\varepsilon(0,1).
\end{cases}
\]

(8.4)

Proposition 28. Let $0 < \mu < 1$ and $\kappa > 0$. There exist $C > 0$, such that for all $\psi \in C^{1,\infty}_{M_0}$, for all $A \in A^{0,1,0}$, for all $\varepsilon > 0$, for all $u^\varepsilon$ weak solution to (8.4) the bound

\[\|u^\varepsilon\|_{L^\infty(D^\varepsilon(0,1))} \leq 1\]

implies

\[\|\nabla u^\varepsilon\|_{L^\infty(D^\varepsilon(0,1/2))} \leq C.\]

Notice that $C$ depends on $d$, $N$, $M_0$, $\lambda$, $\nu_0$, $\kappa$ and $\mu$.

We will use this estimate whenever we blow-up in $\alpha$. 

**Proof of Proposition 28.** When $\varepsilon > 1$ the estimate follows from the classical Lipschitz estimate (see Theorem 2). When $\varepsilon < 1$ let us rewrite the operator as

$$-\nabla \cdot A(\varepsilon \cdot) \nabla = \nabla \cdot A^{\varepsilon}(x/\varepsilon) \nabla$$

with $A^{\varepsilon} = A(\varepsilon \cdot)$. Notice that $A^{\varepsilon} \in A_{M_0}^{0, \nu_0}$, so that Theorem 27 applies and yields the Lipschitz bound uniformly in $\varepsilon$.

Let us now consider the case $\alpha = \varepsilon$, $\beta = 1$:

$$\left\{ \begin{array}{l}
-\nabla \cdot A(x/\varepsilon) \nabla u^{\varepsilon} = 0, \quad x \in D^1(0,1), \\
u^{\varepsilon} = 0, \quad x \in \Delta^1(0,1),
\end{array} \right. \tag{8.5}$$

**Proposition 29.** Let $0 < \mu < 1$ and $\kappa > 0$. There exist $C > 0$, such that for all $\psi \in C^{1, \nu_0}(R^{d-1})$,

$$\|\nabla \psi\|_{L^\infty(R^{d-1})} + |\nabla \psi|_{C^{0, \nu_0}(R^{d-1})} \leq M_0,$$

for all $A \in A^{0, \nu_0}$, for all $\varepsilon > 0$, for all $u^{\varepsilon}$ weak solution to (8.5) the bound

$$\|u^{\varepsilon}\|_{L^\infty(D^1(0,1))} \leq 1$$

implies

$$\|\nabla u^{\varepsilon}\|_{L^\infty(D^1(0,1/2))} \leq C. \tag{8.6}$$

Notice that $C$ depends on $d$, $N$, $M_0$, $\lambda$, $\nu_0$, $\kappa$ and $\mu$.

This theorem is the Lipschitz estimate of [4, Lemma 20]. A salient point is the fact that $C$ in (8.6) does not depend on $\|\psi\|_{L^\infty}$ as emphasized in [4]. Therefore, we will resort to this estimate whenever we blow-up in $\beta$.

**Remark 38.** Notice that

$$\|\nabla (\beta \psi(\cdot/\beta))\|_{C^{0, \nu_0}} \leq \beta^{-\nu_0} M_0 \leq M_0$$

when $\beta \geq 1$, so that Proposition 29 gives the conclusion of Theorem 27 in the case when $\beta \geq 1$ and $\alpha$ is any positive number.

### 8.2 Boundary and Dirichlet correctors

The key in order to estimate the boundary and Dirichlet correctors are the following estimates of Green’s function $G^{\alpha, \beta} = G^{\alpha, \beta}(x, \tilde{x})$ associated to the operator $-\nabla \cdot A(x/\alpha) \nabla$ and to the domain $D^\beta(0,2)$.

**Lemma 30 (estimate of Green’s kernel, $d \geq 3$).** For all $0 < \tau < 1$, there exists $C > 0$ such that for all $\psi \in C^{1, \omega}_{M_0}$, for all $A \in A^{0, \nu_0}$, for all $0 < \alpha < 1$, $0 < \beta < 1$:

1. For all $x, \tilde{x} \in D^\beta(0,7/4)$,

$$|\tilde{G}^{\alpha, \beta}(x, \tilde{x})| \leq \frac{C \delta(x)^\tau}{|x - \tilde{x}|^{d-2+\tau}}, \tag{8.7}$$

$$|\tilde{G}^{\alpha, \beta}(x, \tilde{x})| \leq \frac{C \delta(x)^\tau \delta(\tilde{x})^\tau}{|x - \tilde{x}|^{d-2+2\tau}}, \tag{8.8}$$
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(2) for all \( x, \bar{x} \in D^\beta(0, 3/2) \),

\[
|\nabla_2 \tilde{G}^{\alpha, \beta}(x, \bar{x})| \leq \frac{C\delta(x)^\tau}{|x - \bar{x}|^{d-1+\tau}}, \quad \text{for } |x - \bar{x}| \leq \alpha, \tag{8.9}
\]

\[
|\nabla_2 \tilde{G}^{\alpha, \beta}(x, \bar{x})| \leq \frac{C\delta(x)^\tau \delta(\bar{x})^\tau}{\alpha|x - \bar{x}|^{d-2+2\tau}}, \quad \text{for } |x - \bar{x}| > \alpha, \tag{8.10}
\]

(3) for all \( x, \bar{x} \in D^\beta(0, 3/2) \),

\[
|\nabla_2 \tilde{G}^{\alpha, \beta}(x, \bar{x})| \leq \frac{C\delta(x)^\tau}{|x - \bar{x}|^{d-1+\tau}}, \quad \text{for } |x - \bar{x}| \leq \beta, \tag{8.11}
\]

\[
|\nabla_2 \tilde{G}^{\alpha, \beta}(x, \bar{x})| \leq \frac{C\delta(x)^\tau \delta(\bar{x})^\tau}{\beta|x - \bar{x}|^{d-2+2\tau}}, \quad \text{for } |x - \bar{x}| > \beta, \tag{8.12}
\]

Proof of Lemma [37] The proof of these estimates follows the proof of Lemma [11]. Remember that estimates (8.7) and (8.8) are a consequence of the uniform boundary Hölder estimates. There are some subtleties in the gradient estimates, which we now underline. Instead of relying on classical estimates as in the proof of Lemma [11] we need to resort to estimates uniform in \( \alpha \) or \( \beta \). The estimates (8.9) and (8.10) rely on the boundary Lipschitz estimate of Proposition [28] uniform in \( \beta \) applied at small scale \( O(\alpha) \). The estimates (8.11) and (8.12) rely on the Lipschitz estimates of [11] (see Proposition [29]) uniform in \( \alpha \) applied at small scale \( O(\beta) \). The uniformity of all the constants \( C \) in \( \alpha \) and \( \beta \) is crucial. Let us show (8.11) and (8.12) in full details.

Let \( x, \bar{x} \in D^\beta(0, 3/2) \) and \( r := |x - \bar{x}| \). Notice that

\[
\tilde{G}^{\alpha, \beta}(x, \cdot)^T = \tilde{G}^{\alpha, \beta}(\cdot, x)^T \quad \text{so that} \quad \nabla_2 \tilde{G}^{\alpha, \beta}(x, \cdot)^T = \nabla_2 \tilde{G}^{\alpha, \beta}(\cdot, x)^T,
\]

and

\[
\begin{cases}
-\nabla \cdot A^*(\hat{x}/\alpha)\nabla \tilde{G}^{\alpha, \beta}(\hat{x}, x) = 0, & \hat{x} \in D^\beta(\bar{x}, r/2), \\
\tilde{G}^{\alpha, \beta}(\hat{x}, x) = 0, & \hat{x} \in \Delta^\beta(\bar{x}, r/2).
\end{cases}
\]

If \( r \leq \beta \), consider for \( z \in D^\beta(\bar{x}, 1) \)

\[
u^{\alpha', \beta'}(z) = \tilde{G}^{\alpha, \beta}(r/2(z - \bar{x}) + \bar{x}, x), \quad \alpha' := 2\alpha/r, \quad \beta' := 2\beta/r, \quad \psi' := \psi(\cdot + \hat{x}'(1/\beta - 1/\beta'))
\]

which solves

\[
\begin{cases}
-\nabla \cdot A^*(z/\alpha' + \hat{x}'(1/\alpha' - 1/\alpha'))\nabla \nu^{\alpha', \beta'} = 0, & z \in D^{\beta'}(\hat{x}', 1), \\
\nu^{\alpha', \beta'} = 0, & z \in \Delta^{\beta'}(\hat{x}', 1).
\end{cases}
\]

Now, \( A^*(\cdot + \hat{x}'(1/\alpha' - 1/\alpha')) \in A^{0, \psi_0} \), and the estimate of Proposition [29] uniform in \( \alpha' \) yields

\[
\|\nabla \nu^{\alpha', \beta'}\|_{L^\infty(D^{\beta'}(\hat{x}', 1))} \leq C'\|\nu^{\alpha', \beta'}\|_{L^\infty(D^{\beta'}(\hat{x}', 1))}, \tag{8.13}
\]

where \( C' \) in the previous inequality depends a priori on \( \beta' \) but only through \( \|\nabla(\beta' \psi'(\cdot/\beta'))\|_{C^{0, \psi_0}} \): since \( \beta' \geq 2 \),

\[
\|\nabla(\beta' \psi'(\cdot/\beta'))\|_{C^{0, \psi}} = O(1).
\]

An important point is that \( C' \) does not depend on the \( L^\infty \) norm of the boundary graph. Thus \( C' \) can be taken uniform in \( \alpha' \) and \( \beta' \). Rescaling and applying (8.7) finally gives

\[
\|\nabla_2 \tilde{G}^{\alpha, \beta}(x, \cdot)\|_{L^\infty(D^\beta(\bar{x}, r/4))} \leq \frac{C}{r}\|\tilde{G}^{\alpha, \beta}(x, \cdot)\|_{L^\infty(D^\beta(\bar{x}, r/2))} \leq \frac{C}{r} \sup_{\hat{x} \in D^\beta(\bar{x}, r/2)} \frac{\delta(x)^\tau}{|x - \bar{x}|^{d-2+\tau}} \leq \frac{C\delta(x)^\tau}{r^{d-1+\tau}},
\]
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since $|x - \hat{x}| \geq |x - \hat{x}| - |\hat{x} - \hat{x}| \geq r/2$ for all $\hat{x} \in D^\beta(\hat{x}, r/2)$. Thus
\[
|\nabla_2 \widetilde{G}^{\alpha, \beta}(x, \hat{x})| \leq \frac{C\delta(x)^\tau}{|x - \hat{x}|^{d-1+\tau}}.
\]

If $r > \beta$, $D^\beta(\hat{x}, \beta/2) \subset D^\beta(\hat{x}, r/2)$, so that we may directly apply the Lipschitz estimate of Proposition 29 at small scale $O(\beta)$ in combination with (8.8).

\[
\|\nabla_2 \widetilde{G}^{\alpha, \beta}(x, \cdot)\|_{L^\infty(D^\beta(\hat{x}, \beta/4))} \leq \frac{C}{\beta}\|\widetilde{G}^{\alpha, \beta}(x, \cdot)\|_{L^\infty(D^\beta(\hat{x}, \beta/2))}
\leq \frac{C}{\beta} \sup_{\hat{x} \in D^\beta(\hat{x}, \beta/2)} \frac{\delta(x)^\tau \delta(\hat{x})^\tau}{|x - \hat{x}|^{d-2+2\tau}} \leq \frac{C\delta(x)^\tau \delta(\hat{x})^\tau}{\beta |x - \hat{x}|^{d-2+2\tau}},
\]

which implies (8.12). \qed

\textbf{Lemma 31 (boundary corrector).} For all $1/2 < \tau < 1$, there exists $C > 0$ such that for all $\psi \in C^{1,\omega}_{M_0}$, for all $A \in \mathcal{A}^{0,\alpha}$, for all $0 < \alpha < 1$, $0 < \beta < 1$, the unique weak solution $v^{\alpha, \beta} \in W^{1,2}(D^\beta(0,2))$ of (8.2) satisfies the following estimate: for all $x \in D^\beta(0,3/2)$,
\[
|v^{\alpha, \beta}(x)| \leq \frac{C_0\delta(x)^\tau}{\beta^\tau}, \quad (8.14)
\]
where $\delta(x) := x_d - \beta \psi(x'/\beta)$.

\textit{Proof.} The proof follows exactly the lines of the proof of Lemma 10 for the boundary corrector, using the new estimates (8.9) and (8.10). \qed

\textbf{Lemma 32 (Dirichlet corrector).} For all $1/2 < \tau < 1$, there exists $C_0^\prime > 0$ such that for all $\psi \in C^{1,\omega}_{M_0}$, for all $A \in \mathcal{A}^{0,\alpha}$, for all $0 < \alpha < 1$, $0 < \beta < 1$, the unique weak solution $w^{\alpha, \beta} \in W^{1,2}(D^\beta(0,2))$ of (8.3) satisfies the following estimate: for all $x \in D^\beta(0,3/2)$,
\[
|w^{\alpha, \beta}(x)| \leq C_0^\prime \left\{ \begin{array}{ll}
\left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \beta^{1-\tau} \delta(x)^\tau, & \text{if } \beta > \alpha, \\
\left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \alpha^{1-\tau} \delta(x)^\tau, & \text{if } \beta \leq \alpha,
\end{array} \right. \quad (8.15)
\]
where $\delta(x) := x_d - \beta \psi(x'/\beta)$.

\textit{Proof.} The proof follows the lines of the proof of Lemma 10 for the boundary corrector, using the new estimates (8.9) and (8.10) when $\beta \leq \alpha$, and the estimates (8.11) and (8.12) when $\beta > \alpha$.

Let us write down the calculations when $\beta > \alpha$. In this case, $1/\alpha > 1/\beta$, so we rely on estimate (8.12), which yields a better bound than (8.10). For all $x \in D^\beta(0,3/2)$,
\[
w^{\alpha, \beta}(x) = - \int_{D^\beta(0,2)} \nabla_2 \widetilde{G}^{\alpha, \beta}(x, \tilde{x}) A(\tilde{x}/\alpha) \nabla (\chi^d(\tilde{x}'/\alpha) \Theta(\tilde{x}', \tilde{x}_d/\beta)) d\tilde{x}
= - \int_{D^\beta(0,2) \cap \{|x - \tilde{x}| \leq \beta\}} \nabla_2 \widetilde{G}^{\alpha, \beta}(x, \tilde{x}) A(\tilde{x}/\alpha) \nabla (\chi^d(\tilde{x}'/\alpha) \Theta(\tilde{x}', \tilde{x}_d/\beta)) d\tilde{x}
- \int_{D^\beta(0,2) \cap \{|x - \tilde{x}| > \beta\}} \nabla_2 \widetilde{G}^{\alpha, \beta}(x, \tilde{x}) A(\tilde{x}/\alpha) \nabla (\chi^d(\tilde{x}'/\alpha) \Theta(\tilde{x}', \tilde{x}_d/\beta)) d\tilde{x}
= I_1 + I_2.
\]
We get on the one hand by (8.11)
\[
|I_1| \leq C \left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \int_{\{|x-\hat{x}| \leq \beta\}} \frac{\delta(x)^\tau}{|x - \hat{x}|^{d-1+\tau}} d\hat{x}
\]
and on the other hand by (8.12)
\[
|I_2| \leq C \beta^{-1} \left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \int_{D^\beta(0,2) \cap \{|x-\hat{x}| \leq \beta\}} \frac{\delta(x)^\tau}{|x - \hat{x}|^{d-2+2\tau}} d\hat{x}
\]
\[
\leq C \delta(x)^\tau \beta^{\tau-1} \left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \left\{ \int_{|x' - \hat{x}'| > \beta} \frac{1}{|x' - \hat{x}'|^{d-2+2\tau}} d\hat{x}' \right\}
\]
\[
+ \int_{\{|x| > \beta\} \cap \{|x' - \hat{x}'| < \beta\} \cap \{|x-\hat{x}| \leq \beta\}} \frac{1}{|x - \hat{x}|^{d-2+2\tau}} d\hat{x}
\]
\[
\leq C \delta(x)^\tau \beta^{\tau-1} \left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \left\{ \beta^{2-2\tau} \int_{|y| > 1} \frac{1}{|y|^{d-2+2\tau}} dy' + \beta^{2-2\tau} \right\}
\]
\[
\leq C \left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \beta^{1-\tau} \delta(x)^\tau,
\]
for $1/2 < \tau < 1$. \hfill \square

### 8.3 Proof of the Lipschitz estimate

We now tackle the proof of Theorem 27, relying on the three steps compactness method. The two usual auxiliary lemmas (improvement and iteration) read as follows.

**Lemma 33** (improvement lemma). There exist $0 < \varepsilon_0 < 1$, $0 < \theta < 1/8$, such that for all $\psi \in C^{1,\varepsilon_0}_M$, for all $A \in \mathcal{A}^{0,\varepsilon_0}$, for all $0 < \alpha, \beta < \varepsilon_0$, for all $u^\varepsilon$ weak solution to (8.1), if
\[
\|u^{\alpha,\beta}\|_{L^\infty(D^\beta(0,1/2))} \leq 1,
\]
then
\[
\left\| u^{\alpha,\beta}(x) - \left( \frac{\partial_{x^n} u^{\alpha,\beta}}{0,\theta} \right) x_d - \alpha \left(1 - \Theta(x', x_d/\beta)\right) \chi^d(x/\alpha) - \alpha u^{\alpha,\beta}(x) \right\|_{L^\infty(D^\beta(0,\theta))} \leq \theta^{1+\mu}. \tag{8.16}
\]

**Lemma 34** (iteration lemma). Let $0 < \varepsilon_0 < 1$ and $\theta > 0$ as given by Lemma 33. There exists $C_1 > 0$, for all $k \in \mathbb{N}$, $k \geq 1$, for all $0 < \alpha, \beta < \theta^{k-1} \varepsilon_0$, for all $\psi \in C^{1,\varepsilon_0}_M$, for all $A \in \mathcal{A}^{0,\varepsilon_0}$, for all $u^{\alpha,\beta}$ weak solution to (8.1), if
\[
\|u^{\alpha,\beta}\|_{L^\infty(D^\beta(0,1/2))} \leq 1,
\]
then there exist $a_k^{\alpha,\beta} \in \mathbb{R}$, $V_k^{\alpha,\beta} = V_k^{\alpha,\beta}(x)$ and $W_k^{\alpha,\beta} = W_k^{\alpha,\beta}(x)$ such that
\[
|a_k^{\alpha,\beta}| \leq (C_0/\theta)[1 + \theta^\mu + \ldots + \theta^{(k-1)\mu}],
\]
\[
|V_k^{\alpha,\beta}(x)| \leq (C_0 C_1/\theta)[1 + \theta^\mu + \ldots + \theta^{(k-1)\mu}] \frac{\delta(x)^\tau}{\beta^\tau},
\]
\[
|W_k^{\alpha,\beta}(x)| \leq (C_0 C_1/\theta)[1 + \theta^\mu + \ldots + \theta^{(k-1)\mu}] \delta(x)^\tau \left\{ \left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \beta^{1-\tau} \delta(x)^\tau, \text{ if } \beta > \alpha, \right. \]
\[
\left. \left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \alpha^{1-\tau} \delta(x)^\tau, \text{ if } \beta \leq \alpha, \right. \]
\[
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\]
where \( C_0 \) (resp. \( C'_0 \)) is the constant appearing in (8.14) (resp. (8.15)) and

\[
\left\| u^{\alpha, \beta}(x) - a_k^{\alpha, \beta} \left\{ x_d - \alpha (1 - \Theta(x', x_d/\beta))\chi^d(x/\alpha) - \beta \psi(x'/\beta)\Theta(x', x_d/\beta) \right\} \right. \\
\left. - \alpha W_k^{\alpha, \beta}(x) - \beta V_k^{\alpha, \beta}(x) \right\|_{L^\infty(D^\beta(0, \theta k))} \leq \theta^{k(1+\mu)}.
\]

We emphasize a few points of the proof of Lemma 33. The general scheme developed in the proof of Lemma 14 works all the same here. As usual we assume that there exist sequences \( \alpha_k, \beta_k \to 0 \), \( \psi_k \in C^{1,\nu}_M \), \( A_k \in A^{0,\nu_0} \) such that

\[
\| u^{\alpha_k, \beta_k} \|_{L^\infty(D^\beta_k(0,1/2))} \leq 1,
\]

and

\[
\left\| u^{\alpha_k, \beta_k}(x) - \left( \frac{\partial}{\partial x_d} u^{\alpha_k, \beta_k} \right)_{0, \theta} \{ x_d - \alpha_k (1 - \Theta(x', x_d/\beta_k))\chi^d_k(x/\alpha_k) - \alpha_k^{\alpha, \beta_k}(x) \right. \\
\left. - \beta_k \psi_k(x'/\beta_k)\Theta(x', x_d/\beta_k) - \beta_k u^{\alpha_k, \beta_k}(x) \right\|_{L^\infty(D^\beta_k(0, \theta))} > \theta^{1+\mu}. \quad (8.17)
\]

The control of \( \| u^{\alpha_k, \beta_k} \|_{L^\infty(D^\beta_k(0,1/2))} \) and the Hölder estimate imply that \( u^{\alpha_k, \beta_k} \) is bounded in \( C^{0,\nu} \) uniformly in \( \alpha_k \) and \( \beta_k \). We can therefore extract subsequences converging strongly in \( C^0(D^\beta_k(0, 1/2)) \). Furthermore, Cacciopoli’s inequality yields weak compactness in \( H^1 \). These convergences make it possible to pass to the limit in (8.17), which contradicts the estimate for constant homogenized coefficients in the flat domain.

The key for the proof of the iteration Lemma 34 is the uniformity of (8.16) in \( \alpha \) and \( \beta \). Notice also that \( \beta/\theta^k > \alpha/\theta^k \) for all \( k \geq 1 \) whenever \( \beta > \alpha \).

**Proof of Theorem 27.** If both \( \alpha \) and \( \beta > \varepsilon_0 \), then the theorem follows from classical estimates. Assume now that (at least) one of the two parameters is less than \( \varepsilon_0 \). If \( \beta \geq \varepsilon_0 \), then Theorem 27 follows from the Remark 38. Assume that \( 0 < \beta < \varepsilon_0 \) and \( \beta > \alpha \). Notice that this corresponds to the case where \( \gamma = \beta/\alpha > 1 \), which is the tricky case (see above). Let \( \alpha, \beta, \psi \in C^{1,\nu_0} \) and \( A \in A^{0,\nu_0} \) be fixed for the rest of the proof. Let also \( x_0 := (0, x_{0,d}) \in D^\beta(0, 1/2) \) be fixed and \( k \geq 1 \) such that \( \theta^k \leq \beta/\varepsilon_0 < \theta^{k-1} \).

Since \( \beta > \alpha \), we have

\[
|\alpha W_k^{\alpha, \beta}(x)| \leq C \alpha^{1-\tau} \left( \frac{1}{\alpha} + \frac{1}{\beta} \right) \delta(x)^\tau \leq C (\beta^{1-\tau} + \alpha \beta^{\tau}) \delta(x)^\tau \leq C \beta^{1-\tau} \delta(x)^\tau.
\]

Therefore, both \( \beta V_k^{\alpha, \beta} \) and \( \alpha W_k^{\alpha, \beta} \) are bounded by \( C \beta^{1-\tau} \delta(x)^\tau \).

If \( x_0 \) is “far” from the boundary, in the sense that \( \delta(x_0) > \theta^{k+1}/2 \), there exists \( 0 \leq l \leq k \) such that

\[
\theta^{l+1}/2 < \delta(x_0) \leq \theta^l/2.
\]

In this case we rely on the interior gradient estimate (2.8), we get

\[
\| \nabla u^{\alpha, \beta} \|_{L^\infty(B(x_0, \delta(x_0)/4))} \leq \frac{C}{\delta(x_0)} \| u^{\alpha, \beta} \|_{L^\infty(B(x_0, \delta(x_0)/2))}
\]

where \( C \) is uniform in \( \alpha \) and \( \beta \). The boundedness of \( \psi \) implies that for \( \beta \) sufficiently small, \( B(x_0, \delta(x_0)/4) \) does not intersect the oscillating boundary. We now use Lemma 34
to bound $\|u^{\alpha,\beta}\|_{L^\infty(B(x_0,\delta(x_0)/2))}$. We get if $l \geq 1$, using $\beta > \alpha,$
\[
\|u^{\alpha,\beta}\|_{L^\infty(B(x_0,\delta(x_0)/2))} \leq \|u^{\alpha,\beta}\|_{L^\infty(D^\beta(0,\theta^l))}
\leq \theta^{l(1+\mu)} + |a_1^{\alpha,\beta}| \theta^l + \beta \|W_k^{\alpha,\beta}(x)\|_{L^\infty(D^\beta(0,\theta^l))} + \alpha \|W_k^{\alpha,\beta}(x)\|_{L^\infty(D^\beta(0,\theta^l))}
\leq \theta^{l(1+\mu)} + \max(C_0, C_0') \max(1, C_1) \theta^l \left[1 + \frac{\tau_1}{\theta^l} \right] \leq C_{\varepsilon_0,\delta} \theta^l \leq C_{\varepsilon_0,\delta}(x_0),
\]
so that
\[
\|\nabla u^{\alpha,\beta}\|_{L^\infty(B(x_0,\delta(x_0)/4))} \leq C.
\]

If $x_0$ is “close” to the boundary, in the sense that $\delta(x_0) \geq \theta^{k+1}/2$, we blow-up and apply the boundary Lipschitz estimate of Proposition 29. This works here, since we are at the microscale $O(\beta)$. Let us consider
\[
U^{\alpha,\beta}(y) := \frac{1}{\beta} u^{\alpha,\beta}(\beta y),
\]
which solves
\[
\begin{cases}
- \nabla \cdot A(\gamma y) U^{\alpha,\beta} = 0, & y \in D^1(0,1/\beta), \\
U^{\alpha,\beta} = 0, & y \in \Delta^1(0,1/\beta),
\end{cases}
\]
where $D^1(0,1/\beta)$ is the region bounded from below by the oscillating graph at scale 1: $y_d = \psi(y')$. We get
\[
\|\nabla U^{\alpha,\beta}\|_{L^\infty(D^1(0,1/(2\varepsilon_0)))} \leq C \|U^{\alpha,\beta}\|_{L^\infty(D^1(0,1/\varepsilon_0))}.
\]

On the one hand,
\[
\|\nabla U^{\alpha,\beta}\|_{L^\infty(D^1(0,1/(2\varepsilon_0)))} = \|\nabla u^{\alpha,\beta}\|_{L^\infty(D^\beta(0,\delta(x_0)/2))}
\]
and on the other hand, rescaling, by Lemma 34 and using that $\beta > \alpha,$
\[
\|U^{\alpha,\beta}\|_{L^\infty(D^1(0,1/\varepsilon_0))} = \frac{1}{\beta} \|U^{\alpha,\beta}\|_{L^\infty(D^\beta(0,\delta(x_0)/\varepsilon_0))} \leq \frac{1}{\beta} \|u^{\alpha,\beta}\|_{L^\infty(D^\beta(0,\delta(x_0)/\varepsilon_0))} 
\leq \frac{\theta^k}{\beta} \left(\theta^{k\mu} + \frac{\max(C_0, C_0') \max(1, C_1)}{\theta(1 - \theta^\mu)} \left[1 + \frac{\beta^{1-\tau}}{\theta^k(1-\tau)} \right] \right) \leq C_{\varepsilon_0,\delta} \theta^k \leq C.
\]

The case of arbitrary points $x_0 \in D^\beta(0,1/2)$ is treated in a standard way. 

## 9 Further generalizations

### 9.1 A generalization to boundaries with macroscopic behavior

For this part only, we address a generalization of the Lipschitz estimate to domains with oscillating boundaries with a macroscopic dependence
\[
\psi = \varepsilon \psi(x',x'/\varepsilon).
\]
The Lipschitz estimate should hold provided that we have enough regularity ensuring classical estimates. There are only small modifications to be done in the iteration procedure.
(Lemma 15). Let \( \psi = \psi(x', y') \in C^{1,\mu_0}(\mathbb{R}^{d-1} \times \mathbb{R}^{d-1}) \) be a function such that \( 0 \leq \psi \leq M_0 \) and
\[
\sup_{y' \in \mathbb{R}^{d-1}} \| \nabla_1 \psi(\cdot, y') \|_{L^\infty(\mathbb{R}^{d-1})} + \sup_{x' \in \mathbb{R}^{d-1}} \| \nabla_2 \psi(x', \cdot) \|_{L^\infty(\mathbb{R}^{d-1})} = \|
abla \psi \|_{C^{\alpha_0,\mu_0}(\mathbb{R}^{d-1})} + \sup_{x' \in \mathbb{R}^{d-1}} \| \nabla_2 \psi(x', \cdot) \|_{C^{\alpha_0,\mu_0}(\mathbb{R}^{d-1})} \leq M_0. \tag{9.1}
\]

The improvement lemma and the blow-up analysis go through in the exact same way as for \( \psi = \psi(y') \in C^{1,\mu_0}_{M_0} \). The estimate corresponding to the one of Lemma 14 is
\[
\left\| u^\varepsilon(x) - \left( \frac{\partial_x u^\varepsilon}{0,0} \right) \right\|_{L^\infty(D^\varepsilon(0, \theta))} \leq \theta^{1+\mu}. \tag{9.2}
\]

For the sake of completeness, let us do the first step of the iteration. We consider
\[
U^\varepsilon(x) := \left\{ \begin{array}{ll}
\frac{1}{\theta^{1+\mu}} \left[ u^\varepsilon(\theta x) - \left( \frac{\partial_{x_d} u^\varepsilon}{0,\theta} \right) \{ \theta x_d - \varepsilon \psi(\theta x', \theta x'/\varepsilon) \Theta(x', x_d/\varepsilon) - \varepsilon v^\varepsilon(\theta x) \} \right], \\
\end{array} \right.
\]
which solves
\[
\begin{align*}
-\Delta U^\varepsilon &= 0, \quad x \in D^\varepsilon_{\psi^1}(0, 1/2), \\
U^\varepsilon &= 0, \quad x \in \Delta^\varepsilon_{\psi^1}(0, 1/2),
\end{align*}
\]
where \( \psi^1 := \psi(\theta, \cdot) \). Notice that \( \psi^1 \) satisfies the bounds (9.1) and that by estimate (9.2)
\[
\| U^\varepsilon \|_{L^\infty(D^\varepsilon_{\psi^1}(0, 1/2))} \leq 1.
\]
Applying now the ad hoc improvement lemma, we get for \( \varepsilon/\theta < \varepsilon_0 \)
\[
\left\| U^\varepsilon - \left( \frac{\partial_{x_d} U^\varepsilon}{0,0} \right) \{ x_d - \varepsilon / \theta \psi^1(x', \theta x'/\varepsilon) \Theta(x', x_d/\varepsilon) - \varepsilon v^\varepsilon(\theta x) \} \right\|_{L^\infty(D^\varepsilon_{\psi^1}(0, \theta))} \leq \theta^{1+\mu},
\]
where \( v^\varepsilon_{\psi^1} \) is a solution of (4.2) with \( \psi^1 \) in place of \( \psi \), \( N = 1 \) and \( A = I_d \). Therefore
\[
\left\| u^\varepsilon(x) - \left( \frac{\partial_{x_d} u^\varepsilon}{0,0} \right) \{ \theta x_d - \varepsilon \psi(\theta x', \theta x'/\varepsilon) \Theta(x', x_d/\varepsilon) - \varepsilon v^\varepsilon(\theta x) \} \right\|_{L^\infty(D^\varepsilon_{\psi^1}(0, \theta))} \leq \theta^{2(1+\mu)},
\]
which using \( \psi^1(x', \theta x'/\varepsilon) = \psi(\theta x', \theta x'/\varepsilon) \) and \( \Theta(x', x_d/\varepsilon) = \Theta(x', x_d/\varepsilon) \) for \( |x'| < 1 \) boils down to
\[
\left\| u^\varepsilon(x) - \left( \frac{\partial_{x_d} u^\varepsilon}{0,0} + \theta^{\mu} \left( \frac{\partial_{x_d} U^\varepsilon}{0,0} \right) \{ x_d - \varepsilon \psi(x', x'/\varepsilon) \Theta(x', x_d/\varepsilon) \} \right) \right\|_{L^\infty(D^\varepsilon_{\psi^1}(0, \theta^2))} \leq \theta^{2(1+\mu)}.
\]

9.2 Inclined bumpy half-spaces

Consider now an inclined half-space domain \( \Omega^\varepsilon \subset \mathbb{R}^d \), such that there is a \( \psi_1 \in C^{1,\mu_0}_{M_0} \) and an orthogonal matrix \( O \in M_d(\mathbb{R}) \), such that
\[
\Omega^\varepsilon_1 := O \Omega^\varepsilon = \{ x \in \mathbb{R}^d : \exists z \in \Omega^\varepsilon, x = O z \} = \{ (x', x_d) \in \mathbb{R}^d : x_d > \varepsilon \psi_1(x'/\varepsilon) \}.
\]
This means that \( \Omega^\varepsilon \) is just the rotation of an oscillating half-space domain \( \Omega^\varepsilon_1 \) of the type studied all along this paper.

We intend to emphasize a recent result of Schmutz [31], which has been communicated to us by Zhongwei Shen [32]. This result may be of interest to the PDE community.
Theorem 35 ([31], Theorem 3.1). Let \( O \in M_d(\mathbb{R}) \) an orthogonal matrix. For any \( \delta > 0 \), there exists an orthogonal matrix \( T \in M_d(\mathbb{Q}) \), i.e. with rational entries, such that:

1. \(|O - T| = \sup_{1 \leq \alpha, \beta \leq d} |O^{\alpha\beta} - T^{\alpha\beta}| < \delta\);
2. each entry of \( T \) has a denominator bounded from below by a constant depending only on \( d \) and \( \delta \).

We would like to apply this theorem to get estimates on the system

\[
\begin{cases}
-\nabla \cdot A(z/\varepsilon) \nabla u^z = 0, & z \in \Omega^\varepsilon \cap B(0, 1), \\
u^z = 0, & z \in \partial \Omega^\varepsilon \cap B(0, 1),
\end{cases}
\]

using the theory we have developed in this paper.

Let \( \delta > 0 \) be small enough, such that for any orthogonal matrix \( T \) satisfying \(|O - T| < \delta\), we have the existence of \( \psi_2 \in C^{1,1}_{f_0} \) and

\[
\Omega_3^\varepsilon := T\Omega^\varepsilon = \{\hat{x} \in \mathbb{R}^d : \exists z \in \Omega^\varepsilon, \hat{x} = Tz\}
\]

In other words, since we control \( \|\nabla \psi\|_{L^\infty(\mathbb{R}^d)} \) uniformly in the class \( C^{1,1}_{f_0} \), a slight rotation of \( \Omega_3^\varepsilon \) will still be a half-space above a graph. We fix \( \delta \).

Take now a matrix \( T \) approximating \( O \) such as given by Theorem 35. In particular, both \( T \) and \( T^{-1} \) are orthogonal with rational entries, \(|O - T| < \delta\), and there exists a large integer \( N \), depending only on \( d \) and \( \delta \) such that \( NT^{-1} \) has integer entries. Now, let

\[
\Omega_5^\varepsilon := T\Omega^\varepsilon = \{\hat{x} \in \mathbb{R}^d : \exists z \in \Omega^\varepsilon, \hat{x} = Tz\}.
\]

There exists \( \psi_3 \in C^{1,1}_{f_0} \) such that

\[
\Omega_5^\varepsilon = \{(\hat{x}', \hat{x}_d) \in \mathbb{R}^d : \hat{x}_d > \varepsilon \psi_3(\hat{x}'/\varepsilon)\}.
\]

We proceed to the change of variables \( \hat{x} := N^{-1}Tz \) and let \( u^\varepsilon(\hat{x}) := u^\varepsilon(z) \), where \( u^\varepsilon \) solves (9.3). After this change of variables, \( u^\varepsilon = u^\varepsilon(\hat{x}) \) solves

\[
\begin{cases}
-\nabla \cdot B(\varepsilon/\varepsilon) \nabla u^\varepsilon = 0, & \hat{x} \in \Omega_5^\varepsilon \cap B(0, 1), \\
u^\varepsilon = 0, & \hat{x} \in \partial \Omega_5^\varepsilon \cap B(0, 1),
\end{cases}
\]

where for all \( 1 \leq \alpha, \beta \leq d \) and \( 1 \leq i, j \leq N \), for all \( \hat{x} \in \Omega_5^\varepsilon \),

\[
B^{\alpha\beta}_{ij}(\varepsilon/\varepsilon) = N^{-2}T_{\alpha\gamma}T_{\beta\delta}A^\varepsilon_{ij}(NT^{-1}\hat{x}).
\]

Since \( NT^{-1} \) has integer entries, \( A(NT^{-1}.) \) is periodic (with a very large period), so \( B \) is also periodic. Therefore, we can apply all the estimates we have proved for \([1.1]\) to the system (9.4).
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