EASY AND EFFICIENT TRANSFORMER: SCALABLE INFEERENCE SOLUTION FOR LARGE NLP MODEL

Gongzheng Li*1 Yadong Xi*+1 Jingzhen Ding Duan Wang Bai Liu Changjie Fan Xiaoxi Mao Zeng Zhao

ABSTRACT
Recently, large-scale transformer-based models have been proven to be effective over various tasks across many domains. Nevertheless, putting them into production is very expensive, requiring comprehensive optimization techniques to reduce inference costs. This paper introduces a series of transformer inference optimization techniques at the algorithm and implementation levels. These techniques include a pre-padding decoding mechanism that improves token parallelism for generation and highly optimized kernels designed for very long inputs and large hidden sizes. On this basis, we propose a transformer inference acceleration library – Easy and Efficient Transformer (EET), which has a significant performance improvement over existing libraries. Compared to Faster Transformer v4.0’s implementation for transformer decoder layer on A100, EET achieves an average 2-4.5x state-of-art speedup. EET is available at https://github.com/NetEase-FuXi/EET. A demo video is available at https://youtu.be/22UPcNGcErg.

1 INTRODUCTION
In recent years, transformer-based models have achieved impressive results in multiple domains including natural language processing (Vaswani et al., 2017; Devlin et al., 2019; Raffel et al., 2020; Brown et al., 2020), computer vision (Jiang et al., 2021; Dosovitskiy et al., 2020) and speech processing (Baevski et al., 2020; 2021) etc. Kaplan et al. proposed the scaling law, which argues that the loss of a neural language model scales as a power-law with model sizes, dataset sizes, and the amount of compute used for training (Kaplan et al., 2020). Many following works have empirically supported it (Brown et al., 2020; Zhai et al., 2021).

However, the mega-sized models are notoriously costly for deployment. For example, GPT-2 medium model (Radford et al., 2019) (hidden_units=1280, layer_num=36, precision=fp16) takes about 10s to make an inference with prompt length of 512 and sequence length of 1024 on an RTX 2080ti. This obvious drawback has spurred multiple approaches proposed to improve the inference efficiency, such as knowledge distillation (Hinton et al., 2015; Jiao et al., 2020), model pruning (Voita et al., 2019), and quantization (Shen et al., 2019). Apart from these efforts, a lot of attention has also been paid to optimizing the transformer layer’s CUDA implementation for better hardware utilization. Previous works include TensorRT (NVIDIA, 2021b), Faster Transformer(FT) (NVIDIA, 2021a) and Lightseq (Wang et al., 2021). They have implemented multiple optimization techniques, including kernels fusion, gemm optimization, quantization, etc. However, they still come up with several limitations. For example, they have not fully exploited the parallelism of the input sequences, which leads to inefficient utilization of GPU computing power; some could not support the model hidden size and input sequence length above 1024; besides, applying them in applications is also non-trivial.

In this paper, we propose a novel transformer inference acceleration library designed basing on PyTorch(Paszke et al., 2019), the Easy and Efficient Transformer(EET). In EET, we implement a bunch of optimization techniques. Firstly, we propose a novel decoding mechanism called pre-padding decoding to reduce the time complexity of decoding for the auto-regression model. Secondly, we implement custom CUDA kernels to avoid explicit matrix multiplications of attention masks and attention weights. Finally, we extend all kernels to support a larger model size up to 12288 and longer sequence up to 4096 and achieve 2-4.5x speedup compared to the Faster Transformer and 7-10x speedup compared to Fairseq on average.

While deploying a PyTorch model with TensorRT or Faster Transformer is sophisticated, the deployment workflow with EET is greatly simplified. EET provides both op-level and model-level APIs. We also integrated a python based web server to improve the service capability with some essential features, including dynamic batching, variable input length, reordered incremental states, and early stop, which further improve the service efficiency.
The rest of the paper is organized as follows. Beginning with the proposed decoding mechanism, we introduce its algorithm advantages over the existing schemes; next, we illustrate our CUDA optimization made for scalability and efficiency, and our memory management strategies made for practicality; furthermore, a friendly pipeline to production is described for usability; at last, we demonstrate the three features (scalability, efficiency, practicality) from the experiments for different models on different NVIDIA GPUs.

2 Pre-padding Decoding

Teacher forcing is essential for fast convergence at training of auto-regressive models. It uses the the ground truth as the input for each time step, rather than the output of the network. Thus the model processes an entire batch in one pass. However, at inference, the decoder will have to feed its previous predictions back to itself to make the next prediction. This discrepancy between training and inference may lead to poor decoding performance because every token’s intermediate states will be recalculated for all its successive predictions. To address this issue, incremental decoding proposed in Fairseq (Ott et al., 2019) saves the intermediate states calculated in every step and reuse them for successive predictions. The size of intermediate states will increase as the tokens are generated, so this decoding mechanism is called incremental decoding.

Though incremental decoding is helpful for improving decoding efficiency, processing the tokens in the input sequentially instead of parallelly is inefficient. As the tokens in the input sequence are independent to each other, they can be fed into the model as a whole and get processed in one pass, similar to the teacher forcing. This style makes full use of GPU parallel processing power. Then intermediate states of the input tokens can still be cached for later incremental decoding. In this way, the number of decoding steps is:

\[
\text{steps} = 1 + s - p
\]

Where the \( s \) is the output length (sequence length), and the \( p \) is the input length (prompt length). Compared to incremental decoding, it skips the decoding steps of \( p \) times.

If the inputs in a batch are of different lengths, and extra padding process needs to be applied. The most common practice is to append padding tokens like [pad] to the end of input sequences until they reach the length of the longest sequence in the batch. Instead of this post-padding style, we argue that the pre-padding style, which appends padding tokens to the front of input sequences, has several benefits:

a) With post-padding, the padding tokens will separate the generated tokens and input tokens, leading to inaccurate relative positions. Pre-padding overcome this trouble without amendment to position embedding module; b) only affects the tokens to the right of padding tokens while post-padding makes it impacts on both sides, thus simplifies the underlying C++/CUDA implementation; c) pre-padding is more memory-efficient. We can use a single value instead of many explicit padding tokens to indicate the padding position in a sequence. As shown in Figure 1, the model processes the pre-padded batch in one pass and generates tokens with incremental decoding.

While the time complexity of the vanilla masked multi-head attention is: \( O(n^2 \times d) \) and the time complexity of the incremental decoding is: \( O(n \times d) \), the time complexity of our pre-padding decoding is: \( O((n - p) \times d) \). Here the \( n \) is the output length, the \( d \) is the model size, and the \( p \) is the input length. The pre-padding fashion gives an advantage of decoding efficiency over commonly used post-padding.

3 High Performance Kernels

Faster Transformer implements highly optimized CUDA kernels for transformer inference. With reference to its implementation, We design and implement our custom kernels, making further optimization with the considerations below:

1. Because padding tokens do not affect the final results,
avoiding the participation of padded tokens in multi-head attention instead of simply applying padding masks can significantly reduce the computational overhead.

2. Although sequence mask is necessary for the multi-head attention, reconstructing a mask that varies with the input length is time-consuming.

3. The hidden sizes and input lengths of latest large scale pre-trained models easily exceed 1024. It is necessary to extend these kernels to support large hidden sizes and input lengths elegantly and efficiently.

To remove previous mentioned masks, we redesign the kernels, and name the mechanism mask fusion. To extend all the kernels to support the model size or sequence length greater than 1024, we improve the CUDA thread structure, and name the method as thread block folding. In the following sections we describe these two methods in detail.

3.1 Mask Fusion

Both the sequence masks and padding masks characterize the positions of the tokens in a sequence. Meanwhile, each CUDA thread also has a unique positional index. So we can map every token in the masked multi-head attention to a respective thread or block in the CUDA kernels. Sequence mask is avoided by comparing whether the CUDA position of the query token being processed is larger than the CUDA position of the key token; padding mask is avoided by starting the valid calculations from the padding offset when sequentially processing each token. Therefore, we transform the mask computation to logical operation by CUDA thread index comparison operation. Thus there is no need to store any explicit functional parameters of the masks and the computation overhead of masking operation is avoided. We also show pseudo-code in Algorithm 1, and the C++ implementation could be found in our open-sourced repository (EET).

3.2 Thread Block Folding

Latest large scale models often have model sizes and input lengths larger than 1024. For example, the standard GPT-3 has a model size of 12288 and input length of 2048. However, because the CUDA block only supports a maximum thread number of 1024, most inference frameworks, such as FT v3.1 and Lightseq, implemented kernels that restrict the model size and input length up to 1024, leading to limited availability.

To deal with very large model sizes and sequence lengths, we propose to use several blocks to simulate a large block, shown as Figure 2. Imagine a virtual block large enough to hold all the tasks, then we can fold it once to create two

---

**Algorithm 1** transformer self attention with mask fusion

**Input:** qk, paddingLen, seqLen, batch, headNum

**Output:** the attention weights back to qk

CUDA Initialize: grid ← (batch * headNum)

CUDA Initialize block ← (seqLen)

batchId ← blockIdx.x/headNum

padLen ← paddingLen[batchId]

qkOffset ← blockIdx.x * seqLen + seqLen

qkOffset ← qkOffset + padLen * seqLen

s ← padLen \{start at first non-pad\}

e ← seqLen \{end at last token\}

reduceMax ← −inf

reduceSum ← 0

for i = s to e do

    position ← qkOffset + threadIdx.x

    data ← qk[position]

    u ← padLen \{upper boundary\}

    l ← i \{lower boundary\}

    if l < threadIdx.x < u then

        reduceMax ← blockReduceMax(data)

        reduceSum ← blockReduceSum(data)

        data ← softmax(reduceMax, reduceSum)

    end if

    qk[position] ← data

end for

blocks, with each block having half the size of the original block. We can repeat the process until the sub-blocks size satisfies the CUDA constraint. Thus, the large model sizes or input lengths can be handled correctly, and a new CUDA thread dimension is created to manage the folding procedure. We call this method Thread-Block-Folding, which allows us to extend any kernel to any model size and any sequence length with minimum changes and non-degraded performance. For instance, assuming the model size is 1280, we fold it once and create two half-size blocks, then the data can be assigned into two separate blocks with 640 threads in each.

We introduce a folding coefficient to characterize the number of folding. Given the model size h, the folding coefficient t and the number of threads n in one block is defined as:

\[
t = 2^\left\lceil \frac{\log h}{\log 2} \right\rceil - 1; \quad n = \frac{h}{2^t}
\]

As for simplicity, thread block folding only slightly impacts the basic CUDA thread grid structure, which adds a new dimension for the block. As for efficiency, the minimum thread number is 512 when the model size or input length is larger than 1024 and makes full use of thread parallelism. The sequence expansion process is similar to the model expansion process. Finally, we support the model size no greater than 16384 and sequence length no greater than 4096.
4 Dynamic Memory Manager

Inference is much more sensitive to latency compared to training. Model parallelism (Shoeybi et al., 2020), and pipeline parallelism (Huang et al., 2019) are not optimal solutions for inference, due to the communication overhead introduced by tensor slicing or layer split, which is significant even with the support of NVLink and GPUDirect. To reduce the latency and hardware requirements for online service, we should try to load the complete model on a single card. To load very large models, minimizing the memory footprint is necessary. So we propose a dynamic memory management strategy for this issue.

Except for the model weights, the memory footprint includes the buffers and the caches. It is hard to lower the memory footprint of weights because they are inherent to the model. Similarly, the $K/V$ caches are also hard to compress because they are pre-allocated to avoid runtime memory requests, depending on the model size, maximum batch size, and maximum sequence length. Whereas the activation cache and the buffers used to store the operator’s results are compressible. Hence our dynamic memory management strategy mainly focuses on the activation caches and the buffers. Considering the size of the weights:

$$S_w = \frac{v}{l} + 13 + 12 \times h \times h \times l$$

where $v$ is the vocab size, $l$ is the layer number, and $S_w$ is the size of weights.

4.1 Cache Reuse

The cache contains $K/V$ caches and activation caches. In pre-padding decoding, the keys and the values for every step are stored for next step’s attention calculation. The maximum size of $K/V$ caches is predictable because we can determine the maximum batch size and decoding steps at the start of the running instance. We allocate the maximum needed memory in advance to reduce the forward latency, avoiding malloc overhead and memory corruption.

Different from $K/V$ cache, the activation is useless after we have calculated and passed it to the next layer. The memory for these activation can be reused across different layers and different operators. As shown in Figure 3, EET could reuse the activation caches in the following cases:

1. The embedding operator shares the cache with the feedforward operator and the final output. Yet the attention operator holds another cache because of the residual connection.

2. The cache for input sequences can be reused by the decoded tokens. The maximum size is determined by the maximum input length.

3. The cache can be reused across different layers.

We use the following notations: $b$, the maximum batch size; $s$, the maximum sequence length; $p$, the maximum prompt length; $h$, the hidden units; $l$, the layer number. The total activation cache size is:

$$2 \times b \times h \times l$$

The total $K/V$ cache size is:

$$2 \times b \times h \times s \times l$$
4.2 Buffer Reuse

The continuous CUDA kernels are not always fused, especially when it comes to Cublas GEMM calls. So we need the buffers to store the returns for those non-fused kernels. It is complicated and inefficient to manage the buffers manually. We developed a dynamic buffer manager to avoid the tedium of manual design and dynamically find an optimal memory allocation.

We maintain a list of buffers and use different strategies within and across modules to improve memory utilization. When within modules, we reuse the buffer only when the request size is identical to an idle buffer in the list, preventing memory fragmentation. When across modules, we reuse the buffer when the request size is smaller than any idle buffer in the list, avoiding duplicated malloc. The decision process is shown in Figure 5.

The total buffer size is:

\[ b \times p \times (6 \times h + n \times p) \]

where \( b \) is the batch size, \( p \) is the input length, \( h \) is the hidden size and \( n \) is the head number.

5 EET In Production

EET provides two levels of APIs: op-level and model-level, shown in Table 1 for more flexible model architecture. In addition, EET can be easily integrated into existing Fairseq and Transformers (Wolf et al., 2020) projects by simply replacing several specified files. End-users will enjoy the speedup without any code changes and any model conversion.

Dynamic batching is a critical way to increase the throughput of a deployed online service by merging multiple client requests into one batch and making inferences in parallel. EET implements three key features to make it available:

**Variable batch size.** EET sets a maximum batch size and allocates all the GPU memory in advance, allowing every batch size smaller than the maximum batch size at runtime.

**Variable input length.** To merge different requests into a single batch, EET sets a maximum sequence length and allocates all the GPU memory in advance likewise, then padding the input sequences to the front.

**Early stop.** At generation, some of the input sequences would be finished early. EET supports reordering incremental states and avoids some of the sequences in the batch to continue occupying computational resources after they finish.

EET integrates an open-sourced python middleware, Service-Streamer (ShannonAI, 2021), to provide web service with dynamic batching. Deploying a web API service with EET is much more convenient compared to TensorRT and Triton\(^1\), which require a complex workflow. Our deploying workflow is demonstrated in Figure 6.

\(^1\)https://developer.nvidia.com/nvidia-triton-inference-server
Table 1. Model-level and Op-level APIs

| APIs Types       | API Names                                      |
|------------------|------------------------------------------------|
| MODEL APIs       | GPT-2; BERT                                    |
| Op APIs          | EMBEDDING; MULTI-HEAD-ATTENTION; MASKED-MULTI-HEAD-ATTENTION; CROSS-MULTI-HEAD-ATTENTION; FFN; LAYERNORM |

Table 2. Configurations A and B

| Configuration A | Configuration B |
|-----------------|-----------------|
| BATCH SIZE      | 4               |
| MODEL SIZE      | 1024            |
| MAX PROMPT      | 1024            |
| MAX SEQUENCE    | 1024            |
| DATATYPE        | FP16            |

6 Experiments

6.1 Memory distribution

Firstly, we try to analyze the memory distribution theoretically. Given the batch size 16, the maximum sequence length 1024, the vocab size 13672, we plot the memory distribution of the hidden size of 1024 and 4096 with layer numbers 24 and 40, respectively, in Figure 7. Regardless of the hidden size, we can find that model weights and K/V cache occupy most memory. The activation cache and the buffers only take up a small part, which shows the effectiveness of our dynamic memory management strategy.

6.2 Speedup for GPT-2 layer with different lengths

To prove the efficiency, we tested the performance of EET over GPT-2 on NVIDIA A100, 2080ti, and 3090, comparing it with Fairseq, LightSeq, and Fast Transformer. The configuration is as Table 2 configuration A.

Both Fairseq and Faster Transformer(v3.1) only implement
The recent version of Faster Transformer (v4.0) also introduces the parallel decoding of the input sequences and incremental decoding for generation. However due to our optimal kernels, EET still have some performance advantages. Figure 11 shows that EET achieves about 1.4-2.6x speedup compared to Faster Transformer (v4.0).

Except for the kernel optimization, pre-padding mechanism also gives EET some advantages. Pre-padding decoding could bring further performance boost when lengths of the input sequences in the batch are uneven. Because the Faster Transformer (v4.0) uses the minimum length of the prompts for full decoding, but the EET uses the maximum length of them. For example, if there is a batch containing sequences of different lengths like \((5, 1, 4, 10)\), the final prompt length used for parallelism is 1 in the Faster Transformer. In contrast, it is 10 in our EET. Figure 12 shows that we make 2.8-4.4x speedup with the prompt fixed to 512 and other configurations keeping the same as the Table 2 configuration B.

Unlike Fairseq and Faster Transformer v4.0, LightSeq only supports model sizes that are smaller than 1024, we also make a comparison here as a supplement. Figure 13 shows that we make 0.8-2.4x speedup when we set the model size to 768 and 1024.

### 6.3 Speedup for transformer decoder layer with different model sizes

| Configuration C | Configuration C |
|-----------------|-----------------|
| Batch size      | 4 / 8           |
| Prompt          | 512             |
| Max sequence    | 1024            |
| Datatype        | FP16            |

To prove the scalability, we test the performance with different model sizes, and the basic configuration is as configurations C shown in Table 3. Figure 14 and Figure 15 show the speedup compared to Fairseq and Faster Transformer (v4.0) respectively. Compared to Fairseq, EET achieves about 2.25-7.5x speedup; Compared to Faster Transformer (v4.0), EET achieves about 1.7-4.6x speedup.

The acceleration ratio decreases as the model size increases due to the increased ratio of matrix multiplication in the inference. Nevertheless, benefit with thread block folding, EET can still deliver significant speedup with very large...
7 Conclusion

This paper describes a comprehensive bunch of optimization techniques for transformer inference acceleration exploiting both algorithmic and GPU hardware features. These techniques are packed in the EET, a library dedicated to inference acceleration for large transformer-based models and long input lengths. EET has a 1.5-4.5x speedup for the GPT-2 layer and a 1.0-1.27x speedup for the Bert layer compared to Faster Transformer. We have open-sourced EET on Github. We will continue to improve and keep it up-to-date.
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