ON THE NON-CONNECTIVITY OF MODULI SPACES OF ARRANGEMENTS: THE SPLITTING-POLYGON STRUCTURE
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Abstract. Questions that seek to determine whether a hyperplane arrangement property, be it geometric, arithmetic or topological, is of a combinatorial nature (that is determined by the intersection lattice) are abundant in the literature. To tackle such questions and provide a negative answer, one of the most effective methods is to produce a counterexample. To this end, it is essential to know how to construct arrangements that are lattice-equivalent. The more different they are, the more efficient it will be.

In this paper, we present a method to construct arrangements of complex projective lines that are lattice-equivalent but lie in distinct connected components of their moduli space. To illustrate the efficiency of the method, we apply it to reconstruct all the classical examples of arrangements with disconnected moduli spaces: MacLane, Falk-Sturmfels, Nasir-Yoshinaga and Rybnikov. Moreover, we employ this method to produce novel examples of arrangements of eleven lines whose moduli spaces are formed by four connected components.

Introduction

As mentioned in the abstract, the questions related to the combinatorial nature of some properties of a hyperplane arrangement are numerous in the literature. If some of them have been solved by the affirmative, as for the number of chambers of a real arrangement [27], the cohomology ring of the complement [19], the rank of the lower central series quotients of the fundamental group of its complement [10] or the deletion and addition-deletion theorems of free arrangements [2, 1]; some others obtained a negative answer, as for the embedded topology of a complex arrangements or the fundamental group of its complements, see [21, 12, 5, 13], (also negative for the smaller class of real complexified arrangements [3, 14]), the torsion of the lower central series quotients [8] or the existence of unexpected curves [14]. Naturally, the number of problems which are still open (or conjectural) is larger; like the famous Terao’s conjecture [24, 20], the combinatorial nature of the characteristic varieties [15] or of the homology of the Milnor fiber [11, Problem 4.5], to name some but a few.

The aim of this paper is to provide a method to construct line arrangements with non-connected moduli spaces, and thus of lattice-equivalent arrangements which cannot be deformed one into the other continuously and equisingularly. The method starts with a line arrangement $A$ in which we pick $r$ lines (called the support) and $r$ singular points (called the pivot-points) that together form a plinth of $A$. On this plinth, we will add $r$ lines, each one passing through a single pivot-point. These lines form a splitting-polygon if the corners of the polygon lie on the lines of the support. In Theorem 2.6, we prove that the previous construction produces two arrangements $A^{λ_1}$ and $A^{λ_2}$ which lie in different connected components of their moduli space. In Theorem 2.8, we give a sufficient algebraic condition on the plinth to the existence of splitting-polygons. This method also provides a combinatorial pattern, called the splitting-polygon pattern, which is a strong indicator of a potential disconnected moduli space of a line combinatorics.

We illustrate the relevance of this method by reconstructing of the all the classical arrangements which have a non-connected moduli space: the MacLane [16], the Nazir-Yoshinaga [18], the Falk-Sturmfels [9] and the Rybnikov [21] arrangements. As a final illustration of this method, we construct...
several arrangements of eleven lines which have moduli spaces form by four connected components. To construct these arrangements, we add a splitting-triangle on different plinths of the MacLane arrangements. Some of these examples have the additional topological property to have non-isomorphic fundamental groups of their complements (see Theorem 4.1).

The paper is organized as follows: in Section 1, we recall some classical definitions related to line arrangements such as: the line combinatorics, the realization space and the moduli space. Section 2 is devoted to the main results with the construction and proof of the method. The two last sections –Section 3 and 4– present applications of the method with the classical examples and the construction of new arrangements of eleven lines with disconnected moduli spaces.

1. Moduli space

The purpose of this section is to recall some classical definitions associated to the combinatorics of line arrangements and their realization space.

Definition 1.1. A line combinatorics \((\mathcal{L}, \mathcal{P})\) is the data of a finite set \(\mathcal{L}\) and a subset \(\mathcal{P}\) of the power set of \(\mathcal{L}\) which verify:

- for all \(P \in \mathcal{P}\), \(#P \geq 2\),
- for all \(L_1, L_2 \in \mathcal{L}\), it exists a unique \(P \in \mathcal{P}\) such that \(L_1 \in P\) and \(L_2 \in P\).

An ordered line combinatorics is a line combinatorics with a total order on \(\mathcal{L}\).

Two line combinatorics \(\mathcal{C}_1 = (\mathcal{L}_1, \mathcal{P}_1)\) and \(\mathcal{C}_2 = (\mathcal{L}_2, \mathcal{P}_2)\) are equivalent if it exists a one-to-one correspondence \(\phi\) from \(\mathcal{L}_1\) to \(\mathcal{L}_2\) such that for all \(P \in \mathcal{P}_1\), we have \(\phi(P) = \{\phi(L) \mid L \in P\} \in \mathcal{P}_2\) (or equivalently \(\phi(P_1) = P_2\)). If \(\mathcal{C}_1\) and \(\mathcal{C}_2\) are ordered line combinatorics and if \(\phi\) respects this order, then \(\mathcal{C}_1\) and \(\mathcal{C}_2\) are equivalent ordered line combinatorics.

Let \(\mathcal{A}\) be a line arrangement and let \(\operatorname{Sing}(\mathcal{A})\) be its set of singular points\(^1\), the couple \((\mathcal{A}, \operatorname{Sing}(\mathcal{A}))\) is a line combinatorics, called the combinatorics of \(\mathcal{A}\). Analogously, we can define the ordered combinatorics of an ordered line arrangement. They will be denoted \(\mathcal{C}(\mathcal{A})\) and \(\mathcal{C}^{\text{ord}}(\mathcal{A})\) respectively\(^2\). Two arrangements (resp. ordered arrangements) \(\mathcal{A}_1\) and \(\mathcal{A}_2\) are \(\mathcal{C}\)-equivalent, also called lattice-equivalent, (resp. \(\mathcal{C}^{\text{ord}}\)-equivalent) if their combinatorics (resp. ordered combinatorics) are equivalent. These equivalences are denoted \(\sim\) and \(\sim^{\text{ord}}\) respectively. Conversely, a realization of a combinatorics \(\mathcal{C}\) is a line arrangement \(\mathcal{A}\) such that \(\mathcal{C}(\mathcal{A}) \sim \mathcal{C}\).

Definition 1.2. The realization space \(\mathcal{R}(\mathcal{C})\) of a line combinatorics \(\mathcal{C} = (\mathcal{L}, \mathcal{P})\) is the set of \(\mathcal{C}\)-equivalent line arrangements, that is to say

\[\mathcal{R}(\mathcal{C}) = \{\mathcal{A} \mid \mathcal{C}(\mathcal{A}) \sim \mathcal{C}\} .\]

We define accordingly the ordered realization space of an ordered line combinatorics, and we denote it by \(\mathcal{R}^{\text{ord}}(\mathcal{C})\).

The group \(\text{PGL}_3(\mathbb{C})\) naturally acts on \(\mathcal{R}(\mathcal{C})\) and \(\mathcal{R}^{\text{ord}}(\mathcal{C})\). So, the following definition is natural.

Definition 1.3. The moduli space \(\mathcal{M}(\mathcal{C})\) of a line combinatorics \(\mathcal{C}\) is the quotient of the realization space of \(\mathcal{C}\) by the action of \(\text{PGL}_3(\mathbb{C})\). The notion of ordered moduli space is defined accordingly.

If \(\mathcal{B}\) is an element of \(\mathcal{R}(\mathcal{C})\), then the connected component of \(\mathcal{M}(\mathcal{C})\) which contains the class of \(\mathcal{B}\) is denoted by \(\mathcal{M}(\mathcal{C})^\mathcal{B}\).

\(^1\)In all this paper, the singular points of a line arrangements are given as the set of lines of \(\mathcal{A}\) which pass through the singular points. This allows to fit with Definition 1.1.

\(^2\)If there is no ambiguity about the arrangement \(\mathcal{A}\) considered, we will sometime omit the \(\mathcal{A}\) and denote the combinatorics by \(\mathcal{C}\) and \(\mathcal{C}^{\text{ord}}\).
By an abuse of notation and denomination, we call moduli space of a line arrangement $\mathcal{A}$, and denote it by $\mathcal{M}(\mathcal{A})$, the moduli space $\mathcal{M}(C(\mathcal{A}))$ of its combinatorics.

Definition 1.4. Let $\mathcal{A}$ be a line arrangement and $\mathcal{B}$ a sub-arrangement of $\mathcal{A}$. The realization space of $C(\mathcal{A})$ relative to $\mathcal{B}$ is the set of $C(\mathcal{A})$-equivalent line arrangements which contains $\mathcal{B}$. It is denoted $\mathcal{R}(C(\mathcal{A}); \mathcal{B})$ (or $\mathcal{R}(\mathcal{A}; \mathcal{B})$). We define accordingly the moduli space of $\mathcal{A}$ relative to $\mathcal{B}$, denoted by $\mathcal{M}(\mathcal{A}; \mathcal{B})$, and their ordered equivalents denoted with a superscript ord.

Let $\mathcal{B}$ be a subset of $\mathcal{M}(\mathcal{B})$ (usually $\{\mathcal{B}\}$, $\mathcal{M}(\mathcal{B})^B$ and $\mathcal{M}(\mathcal{B})$). The moduli space $\mathcal{M}(\mathcal{A})$ splits over $\mathcal{B}$ if $2 \leq \# \mathcal{M}(\mathcal{A}; \mathcal{B}')$ for all $\mathcal{B}' \in \mathcal{B}$.

2. THE SPLITTING-POLYGON STRUCTURE

In order to define the splitting-polygon structure, we need to introduce the notion of plinth of an arrangement $\mathcal{A}$. It will be describe the position of the "anchor points" on $\mathcal{A}$ of the splitting-polygon.

2.1. Plinth of an arrangement.

Let $\mathcal{C} = (\mathcal{L}, \mathcal{P})$ be a line combinatorics, we denote by $\mathcal{P}_{\geq k}$ the subset $\{P \in \mathcal{P} \mid \# P \geq k\}$ of $\mathcal{P}$, and by $\mathcal{P}_k$ the subset $\mathcal{P}_{\geq k} \setminus \mathcal{P}_{(k-1)}$.

Definition 2.1. Let $\mathcal{C} = (\mathcal{L}, \mathcal{P})$ be a line combinatorics and let $3 \leq r \leq \# \mathcal{A}$. A plinth $\Psi$ in $\mathcal{C}$ is form by two tuples: the support $S = (S_1, \ldots, S_r) \subset \mathcal{L}$ and the pivot-points $(P_1, \ldots, P_r) \subset \mathcal{P}$ such that, for each pivot-point $P_i$, we have $S_i \notin P_i$ and $S_{i+1} \notin P_i$.

A line arrangement $\mathcal{A}$ is said to have a plinth if its combinatorics does.

In the next section, we will need to tighten up the plinth of an arrangement. So, let us introduce the notion of rigid projective system.

Definition 2.2. Let $\mathcal{A} = \{L_1, \ldots, L_n\}$ be a line arrangement and let $3 \leq r \leq n$. Two subsets: $\{L_1, \ldots, L_i\}$ of $\mathcal{A}$ and $\{P_{j_1}, \ldots, P_{j_r}\}$ of $\text{Sing}(\mathcal{A})$, form a rigid projective system of $\mathcal{M}^{\text{ord}}(\mathcal{A})$ (resp. of $\mathcal{M}^{\text{ord}}(\mathcal{A})$) if for all arrangement $\mathcal{A}' = \{L_1', \ldots, L_n'\}$ in $\mathcal{M}^{\text{ord}}(\mathcal{A})$ (resp. in $\mathcal{M}^{\text{ord}}(\mathcal{A})$) there exists a projective transformation $\tau \in \text{PGL}_3(\mathbb{C})$ such that $\tau(L_{ij}) = L'_{ij}$ and $\tau(P_{ij}) = P'_{ij}$, for $j \in \{1, \ldots, r\}$.

It’s obvious that a rigid projective system of $\mathcal{M}^{\text{ord}}(\mathcal{A})$ is also a rigid projective system of $\mathcal{M}^{\text{ord}}(\mathcal{A})$. Nevertheless, the converse does not seem clear to us.

Example 2.3. We consider the arrangement $\mathcal{A} = \{L_1, \ldots, L_6\}$ form by 6 lines with one quadruple points $\{L_1, L_2, L_3, L_4\}$, one triple points $\{L_1, L_5, L_6\}$, and all the other points are double points (see Figure 1). The tuples $S = (L_1, L_2, L_5)$ and $P = (\{L_2, L_6\}, \{L_3, L_6\}, \{L_3, L_5\})$ form a rigid projective system; while the tuples $S$ and $P' = (\{L_4, L_6\}, \{L_3, L_6\}, \{L_3, L_5\})$ do not. Indeed, if a projective transformation fixes $S$ and $\{L_3, L_6\}$, then it also fixes $\{L_2, L_6\}$ and $\{L_3, L_5\}$, but it does not fix $\{L_4, L_6\}$ since the line $L_4$ can be any line of the line pencil define by the quadruple point.

The following proposition follows directly from the definitions of the moduli space and of a rigid projective system.

Proposition 2.4. If $\mathcal{A}$ is a line arrangement such that $\mathcal{M}^{\text{ord}}(\mathcal{A})^A$ has dimension 0, then any subsets $\{L_{i_1}, \ldots, L_{i_r}\}$ of $\mathcal{A}$, and $\{P_{j_1}, \ldots, P_{j_r}\}$ of $\text{Sing}(\mathcal{A})$ form a rigid projective system of $\mathcal{M}^{\text{ord}}(\mathcal{A})^A$.

\footnote{In this paper, tuples are sets with total orders, and they are denoted using parentheses. We always consider the order given by writing order of the set (i.e. in the tuple $(a, b, c, d)$, we have $a < b < c < d$).}
2.2. The splitting-polygon structure.

Let $\mathcal{A}$ be a line arrangement such that, for a fixed $3 \leq r \leq \#\mathcal{A}$, the lines $(S_1, \ldots, S_r) \in \mathcal{A}$ and the singular points $(P_1, \ldots, P_r) \in \text{Sing}(\mathcal{A})$ form a plinth $\Psi$.

Let $Q^\lambda_1$ be a generic point of $S_1$ which is determined by a parameter $\lambda \in \mathbb{C}$. We define $E^\lambda_1$ as the line which passes through $Q^\lambda_1$ and $P_1$. This line intersects $S_2$ in a point denoted $Q^\lambda_2$. We define recursively the lines $E^\lambda_i$ as the lines which pass through $Q^\lambda_i$ and $P_i$, and the points $Q^\lambda_{i+1}$ as the intersection points of $E^\lambda_i$ and $S_{i+1}$. At the end, we define $R^\lambda_1$ as the intersection point of $E^\lambda_r$ and $S_1$ (see Figure 2 for an illustration of the construction when $r = 3$). We denote by $A^\lambda$ the arrangement $\mathcal{A} \cup \{E^\lambda_1, \ldots, E^\lambda_r\}$.

**Figure 2.** Construction of a splitting-polygon for $r = 3$. The pivot-points are noted with a $\bullet$, while the corners of the polygon are represented by a $\circ$.

**Definition 2.5.** The tuple $E^\lambda = (E^\lambda_1, \ldots, E^\lambda_r)$ forms a splitting-polygon on the plinth $\Psi$ if:

1. $Q^\lambda_1 = R^\lambda_1$,
2. for all $i \in \{1, \ldots, n\}$, we have $E^\lambda_i \notin \mathcal{A}$,
3. each line $E^\lambda_i$ contains $\#\mathcal{A} + r - \#P_i - 2$ singular points in $\mathcal{A}^\lambda$.

The first condition is that $(E^\lambda_1, \ldots, E^\lambda_r)$ form a polygon whose $i$th corners (i.e. the intersection point of the two successive edges $E^\lambda_i$ and $E^\lambda_{i+1}$) is on the $i$th line of support of the plinth $\Psi$; while second and third conditions are equivalent to the fact that, for all $i \in \{1, \ldots, r\}$, the point $Q^\lambda_i$ is in $\text{Sing}(\mathcal{A})_3$, and the line $E^\lambda_i$ intersects $\mathcal{A}^\lambda$ generically excepts in $Q_{i-1}, Q_i$ and $P_i$. If $E^\lambda$ is a splitting-polygon on the plinth $\Psi$ of $\mathcal{A}$, then the combinatorics of $\mathcal{A} \cup E^\lambda$ is denoted by $\mathcal{C}_\Psi$. In Figure 2, the lines of $E^\lambda$ form a splitting-triangle when $Q^\lambda_1$ and $R^\lambda_1$ coincide (it is represented by the dashed arrow).
Theorem 2.6. Let \((S_1,\ldots,S_r)\) and \((P_1,\ldots,P_r)\) be a plinth \(\Psi\) of an arrangement \(A\) which form a rigid projective system of \(\mathcal{M}_{\text{ord}}(A)^A\). If \(E_1^\lambda\) and \(E_2^\lambda\) are two distinct splitting-polygons on \(\Psi\), then \(\mathcal{M}_{\text{ord}}(C_\Psi)\) splits over \(\mathcal{M}_{\text{ord}}(A)^A\). More precisely, \(\#\mathcal{M}_{\text{ord}}(C_\Psi;\mathcal{M}_{\text{ord}}(A)^A) = 2\), and \(A_1^\lambda\) and \(A_2^\lambda\) are in different connected components of \(\mathcal{M}_{\text{ord}}(C_\Psi)\).

Proof. According to Definition 2.5, the arrangement \(A^\lambda\) admits a splitting-polygon on the plinth \(\Psi\) only if the points \(Q_1^\lambda\) and \(P_1^\lambda\) are equal, or equivalently if the lines \(S_1, E_1^\lambda\) and \(E_r^\lambda\) are concurrent. Let \(\Delta_\Psi\) be the determinant of the matrix formed by the coefficients of these three lines equations. Since the equation of \(S_1\) is independent on \(\lambda\), and since the coefficients of \(E_1^\lambda\) and \(E_r^\lambda\) are linear in \(\lambda\), then \(\Delta_\Psi\) is a polynomial of degree at most 2 of \(\mathbb{C}[\lambda]\). It follows that it exists at most 2 splitting-polygons on \(\Psi\). This upper-bound is an equality since \(E_1^\lambda\) and \(E_2^\lambda\) are two distinct splitting-polygons on the plinth \(\Psi\) (that is \(\lambda_1\) and \(\lambda_2\) are two distinct roots of \(\Delta_\Psi\) in \(\mathbb{C}\)).

Since \(E_1^\lambda\) and \(E_2^\lambda\) are two splitting-polygons on the plinth \(\Psi\), then \(A_1^\lambda\) and \(A_2^\lambda\) are \(C_\Psi\)-equivalent, and so are representatives of two classes in \(\mathcal{M}_{\text{ord}}(C_\Psi)\) (a priori, not necessarily distinct nor in different connected components). So, let assume that \(A_1^\lambda\) and \(A_2^\lambda\) are in the same connected component of \(\mathcal{M}_{\text{ord}}(C_\Psi;\mathcal{M}_{\text{ord}}(A)^A)\). That is, it exists a continuous path of \(C_\Psi\)-equivalent arrangements \(A_t\), with \(t \in [0,1]\), such that \(A_0 = A_1^\lambda\) and \(A_1 = A_2^\lambda\). Since the elements of \(\mathcal{M}_{\text{ord}}(C_\Psi)\) are considered up to projective transformation, and since the plinth \(\Psi\) forms a rigid projective system then we can consider that both, the support and the pivot-points of \(\Psi\), are constant along \(A_t\). By the first paragraph of this proof, we know that there are a finite number of possible splitting-polygons on \(\Psi\). Thus, since \(\Psi\) is constant along \(A_t\), then the splitting-polygon cannot vary along the path \(A_t\). This induces an incompatibility with the assumption that \(A_1^\lambda\) and \(A_2^\lambda\) are in the same connected components of \(\mathcal{M}_{\text{ord}}(C_\Psi;\mathcal{M}_{\text{ord}}(A)^A)\). Due to the fact that it exists exactly two splitting-polygons on \(\Psi\), we deduce that \(\#\mathcal{M}_{\text{ord}}(C_\Psi;\mathcal{M}_{\text{ord}}(A)^A) = 2\).

If there is a continuous path between \(A_1^\lambda\) and \(A_2^\lambda\) in \(\mathcal{M}_{\text{ord}}(C_\Psi)\) then it has to stay inside the relative moduli space \(\mathcal{M}_{\text{ord}}(C_\Psi;\mathcal{M}_{\text{ord}}(A)^A)\) since \(A_1^\lambda\) contains \(A\) (by construction). Thus, the previous paragraph produces the obstruction. \(\square\)

As a direct consequence of the proof of Theorem 2.6, we have the following proposition.

Proposition 2.7. Let \((S_1,\ldots,S_r)\) and \((P_1,\ldots,P_r)\) be a plinth \(\Psi\) of an arrangement \(A\) which form a rigid projective system of \(\mathcal{M}_{\text{ord}}(A)\). If \(\mathcal{M}_{\text{ord}}(C_\Psi)\) is not empty then the moduli spaces \(\mathcal{M}_{\text{ord}}(A)\) and \(\mathcal{M}_{\text{ord}}(C_\Psi)\) have the same dimension.

A way to predict the existence of two distinct splitting-polygons is to study the polynomial \(\Delta_\Psi\). The lines equations of \(A\) have their coefficients in \(\mathbb{C}\). Nevertheless, it is possible to consider them in a field extension of \(\mathbb{Q}\) (since they are solutions of polynomial equations with integral coefficients). We denote by \(F\) such a definition field of \(A\). By definition field of \(A\), we mean a field which contains all the lines coefficients of \(A\) (it is worth to notice that it can differ from a field which contains the coefficients of an equation of \(A^4\)). Of course, if \(F'\) is an extension of \(F\) then it is also a definition field of \(A\).

Theorem 2.8. Let \(F\) be a definition field of \(A\), and let \((S_1,\ldots,S_r)\) and \((P_1,\ldots,P_r)\) be a plinth \(\Psi\) of \(A\) which form a rigid projective system of \(\mathcal{M}_{\text{ord}}(A)^A\). If \(\Delta_\Psi\) is non-trivial and is irreducible in \(F[\lambda]\) then \(A_1^\lambda\) and \(A_2^\lambda\) are \(C_\Psi\)-equivalent and the moduli space \(\mathcal{M}_{\text{ord}}(C_\Psi)\) splits over \(\mathcal{M}_{\text{ord}}(A)^A\). More precisely, \(\#\mathcal{M}_{\text{ord}}(C_\Psi;\mathcal{M}_{\text{ord}}(A)^A) = 2\), and \(A_1^\lambda\) and \(A_2^\lambda\) are in distinct connected-components of \(\mathcal{M}_{\text{ord}}(C_\Psi)\).

Proof. Let \(\overline{F}\) be the decomposition-field of \(\Delta_\Psi\). Since \(\Delta_\Psi\) is irreducible in \(F\) and not zero then \(\lambda_1\) and \(\lambda_2\) (the two roots of \(\Delta_\Psi\)) are in \(\overline{F} \setminus F\). It follows that the definition field of the lines \(E_1^\lambda,\ldots,E_r^\lambda\), for \(i \in \{1,2\}\), is \(\overline{F}\) (and cannot be \(F\)). This and the construction imply that the coordinates of the

\(^4\)There exist arrangements with rational equation but whose lines have non-real equations.
intersection points of the $E^\lambda_k$ with the lines of $A$ are necessarily in $F$ (and cannot be in $E$), except for the intersection points with the lines passing through $P_i$. Thus, except the $P_i$’s and the $Q_i$’s, only double points will be created when we add the $E^\lambda_k$ to the arrangement $A$. In other words, $E^{\lambda_1}$ and $E^{\lambda_2}$ are two distinct splitting-polygons on $\Psi$. The end of the theorem follows from Theorem 2.6. □

As a straightforward consequence of the previous proof, we have the following corollary.

**Corollary 2.9.** Let $(S_1, \ldots, S_r)$ and $(P_1, \ldots, P_r)$ be a plinth $\Psi$ of an arrangement $A$ which form a rigid projective system of $M^{\text{ord}}(A)$. We assume that $M^{\text{ord}}(A)$ admits $d$ connected component, and we consider $A_1, \ldots, A_d$ representatives of each component, and let $F$ be a definition field of the $A_i$’s. We denote by $\Delta^1_\Psi, \ldots, \Delta^d_\Psi$ the polynomials constructed as before by considering the arrangements $A_1, \ldots, A_d$.

If one of the polynomial $\Delta^i_\Psi$ is non-trivial and irreducible in $F[\lambda]$ then all the $\Delta^i_\Psi$’s are also non-trivial and irreducible in $F[\lambda]$. Thus, the arrangements $A_i^\lambda$ are $C^{\text{ord}}_\Psi$-equivalent and $M^{\text{ord}}(C^{\lambda}_\Psi)$ splits over $M^{\text{ord}}(A)$, where $\lambda^1$ and $\lambda^2$ are the two complex roots of $\Delta^i_\Psi$. More precisely, we have $\# M^{\text{ord}}(C^{\lambda}_\Psi) = 2d$ and the arrangements $A_i^\lambda$, for $i \in \{1, \ldots, d\}$ and $j \in \{1, 2\}$, are representatives of each connected components.

**Proof.** Since the plinth $\Psi$ form a rigid projective system of $M^{\text{ord}}(A)$ then the equations of the $E^\lambda_k$ and $E^\lambda_k$ are equal for all $i, j \in \{1, \ldots, d\}$. In particular, this implies that $\Delta^1_\Psi = \cdots = \Delta^d_\Psi$. The end follows from Theorem 2.8. □

Unfortunately, the implication obtained in Theorem 2.8 is not an equivalence. Indeed, in Section 4, we prove that the Rybnikov arrangements can be constructed using the splitting-polygon method twice. It appears that the polynomial $\Delta_\Psi$ of the second splitting-polygon is reducible in $F$ and that the moduli space splits. In fact the hypothesis: $\Delta_\Psi$ is irreducible, is only used to prove that $A^{\lambda_1}$ and $A^{\lambda_2}$ are $C^{\text{ord}}_\Psi$-equivalent. Nevertheless, throughout all the computations made for this paper, we notice some cases where the reducibility of $\Delta_\Psi$ seems to implies that Definition 2.5 (2) is not verified. They are: the line of the support are concurrent, and the pivot-points are collinear. We didn’t succeeded to prove the implications, and it is possible that they are only a consequence of the low number of lines in the examples studied.

This being said, there is one case where we can state that adding a splitting-polygon will not induce a splitting of the moduli space. Let $A$ be a line arrangement and let $\Psi$ be a plinth of $A$. We denote by $E^{\lambda_1}$ and $E^{\lambda_2}$ the two splitting-polygons associated to $\Psi$. In the arrangement $A^{\lambda_1} = A \cup E^{\lambda_1}$, $\Psi$ is still a plinth and to add the splitting-polygon $E^{\lambda_2}$ on $\Psi$ will not split the moduli space $M^{\text{ord}}(C^{\lambda_\Psi})$ over $M^{\text{ord}}(C^{\lambda_\Psi})^{A^{\lambda_1}}$. In other words, to add a second splitting-polygon over a first one with the same plinth will not induce a splitting of the moduli space. Nevertheless, we will see in Section 4 that it is possible to add two splitting-polygons (with different plinths) to an arrangement and obtain a moduli space which splits twice.

### 2.3. Splitting-polygon pattern.

The presence of a splitting-polygon in an arrangement is a strong indicator of a non-connected moduli space. We can thus define the *splitting-polygon pattern* as the combinatorial version of the presence of a plinth and a splitting-polygon.

**Definition 2.10.** A *splitting-polygon pattern* in a line combinatorics $C = (L, P)$ is formed by three tuples: the *support* $S = (S_1, \ldots, S_r) \subset L$, the *polygon* $E = (E_1, \ldots, E_r) \subset L$ and the *pivot-points* $(P_1, \ldots, P_r) \subset P_{\geq 3}$ such that

1. $S \cap E = \emptyset$,
2. for all $i \in \{1, \ldots, r\}$, the cardinal of $\{P \in P_{\geq 3} \mid E_i \in P\}$ is 3,
3. for each pivot-point $P_i$, we have $S_i \notin P_i$, $S_{i+1} \notin P_i$ and $P_i \cap E = \{E_i\}$,
(4) for all $i \in \{1, \ldots, r\}$, it exists $Q_i \in \mathcal{P}_3$, such that $Q_i = \{E_i-1, S_i, E_i\}$, where all the indices are modulo $r$.

**Example 2.11.** The MacLane line combinatorics $C_{ML}$ is described by $\mathcal{L} = \{L_1, \ldots, L_8\}$ and

$$\mathcal{P} = \left\{ \{L_1, L_2, L_3\}, \{L_1, L_4, L_5\}, \{L_1, L_6, L_7\}, \{L_2, L_4\}, \{L_2, L_5, L_7\}, \{L_2, L_6, L_8\}, \{L_3, L_4, L_6\}, \{L_3, L_5, L_8\}, \{L_3, L_7\}, \{L_4, L_7, L_8\}, \{L_5, L_6\} \right\}.$$ 

The tuples $S = (L_1, L_2, L_4)$, $E = (L_6, L_8, L_7)$ and $\mathcal{P} = \{\{L_3, L_4, L_6\}, \{L_3, L_5, L_8\}, \{L_2, L_5, L_7\}\}$ form a splitting-polygon pattern in the MacLane combinatorics.

### 3. Applications on arrangements with few lines

In this section, we show that all the small examples of line arrangements with a non-connected moduli space obtained in the classification of Ye [26], can be constructed using the technique of the splitting-polygon. Naturally, the first example is the MacLane arrangements [16]. They are the smallest arrangements with a non-connected moduli space, it appears that they are also the smallest arrangements which contain a splitting-polygon pattern.

#### 3.1. MacLane arrangements.

Let $A = \{L_1, \ldots, L_5\}$ be the arrangement of 5 lines which contains two triple points. We assume that these two triple points of $A$ are $\{L_1, L_2, L_3\}$ and $\{L_1, L_4, L_5\}$. As we have seen in Example 2.3, the tuples $(L_1, L_2, L_4)$ and $\{(L_3, L_4), (L_3, L_5), (L_2, L_5)\}$ form a plinth $\Psi$ of $A$.

A projective transformation fixes 4 non-collinear points. Thus, the action of $\text{PGL}_3(\mathbb{C})$ fixes the four double points of $A$, and, as a consequence of the combinatorics of $A$, it also fixes the two triples points. In other words, the dimension of $\mathcal{M}^{\text{ord}}(A)$ is zero. So by Proposition 2.4, we deduce that the $\Psi$ form a rigid projective system of $\mathcal{M}^{\text{ord}}(A)$ (which is connected).

Since $\mathcal{M}^{\text{ord}}(A)$ is connected and since its dimension is zero, we can work with a representative of the unique class of $\mathcal{M}^{\text{ord}}(A)$. Let $A$ be the arrangement described by the following equations.

$$L_1 : z = 0 \quad L_2 : x = 0 \quad L_3 : x - z = 0$$

$$L_4 : y = 0 \quad L_5 : y - z = 0$$

Thus, the singular points have the following coordinates.

$$\{L_1, L_2, L_3\} : [0 : 1 : 0] \quad \{L_1, L_4, L_5\} : [1 : 0 : 0] \quad \{L_2, L_4\} : [0 : 0 : 1]$$

$$\{L_2, L_5\} : [0 : 1 : 1] \quad \{L_3, L_4\} : [1 : 0 : 1] \quad \{L_3, L_5\} : [1 : 1 : 1]$$

Let $Q_1^1 = [1 : \lambda : 0]$ be a generic point of $L_1$ (we can assume that the two first coordinates are non-zero since $Q_1^1$ will need to be different of $\{L_1, L_2, L_3\}$ and $\{L_1, L_2, L_4\}$). Following the construction made in Section 2.2, we deduce that the equations of $E_1^1$, $E_2^1$ and $E_3^1$ are respectively $\lambda x + y - \lambda z = 0$, $(1 - \lambda)x - y + \lambda z = 0$ and $(\lambda - 1)x + \lambda y - \lambda z = 0$. This implies that the polynomial $\Delta_\Psi$ is given by:

$$\Delta_\Psi(\lambda) = \begin{vmatrix} 0 & \lambda & (\lambda - 1) \\ 0 & 1 & \lambda \\ 1 & -\lambda & -\lambda \end{vmatrix} = \lambda^2 - \lambda + 1.$$ 

Let $\lambda_1 = \frac{1+i\sqrt{3}}{2}$ and $\lambda_2 = \frac{1-i\sqrt{3}}{2}$ be the two roots of $\Delta_\Psi$. Since $\Delta_\Psi$ is irreducible in $\mathbb{Q}$ (the field of definition of $A$), then by the first part of Theorem 2.8, we deduce that $A^{\lambda_1}$ and $A^{\lambda_2}$ are $C^{\text{ord}}_{\Psi}$ equivalent, and it is easy to check that this shared combinatorics $C^{\text{ord}}_{\Psi}$ is the MacLane combinatorics (see Figure 3). Using the second part of Theorem 2.8, we obtain that the ordered moduli space of $C_{\Psi}$ splits over $\mathcal{M}^{\text{ord}}(A)$. More particularly, we have $\#\mathcal{M}^{\text{ord}}(C_{\Psi}) = 2$. 
3.2. Nine lines arrangements.

According to the classification of the complement homeomorphism types of the 9 lines arrangements obtained by Ye in [26], there are 4 types of 9 lines arrangements: arrangements whose moduli space is irreducible (and so connected), arrangements which contain a MacLane arrangement, the Falk-Sturmfels arrangements and the Nazir-Yoshinaga arrangements. The case of the MacLane arrangements have been studied in the previous section. We will focus here on the two last types.

We consider the arrangement \( A \) of 6 lines defined over \( \mathbb{Q} \) given by the following equations.

\[
\begin{align*}
L_1 & : z = 0 \\
L_2 & : x = 0 \\
L_3 & : x - z = 0 \\
L_4 & : y = 0 \\
L_5 & : y - z = 0 \\
L_6 & : x - y = 0
\end{align*}
\]

As seen in the previous section, the action of \( \text{PGL}_3(\mathbb{C}) \) fixes the lines \( L_1, \ldots, L_5 \). Since \( L_6 \) can be define from the intersection points of the fifth first lines, then the action of \( \text{PGL}_3(\mathbb{C}) \) also fixes \( L_6 \). This implies that the moduli space of \( A \) has dimension 0.

The difference between the Falk-Sturmfels and the Nazir-Yoshinaga arrangements will be made from the plinth considered. Additionally, their combinatorics can be distinguished from the MacLane combinatorics by the structure of their plinths. Indeed, in the following cases the plinths considered require 6 lines, while the MacLane arrangements plinth requires only 5 lines.

3.2.1. Falk-Sturmfels arrangements. We consider here the plinth \( \Psi_1 \) of \( A \) whose support is the tuple \((L_1, L_2, L_5)\) and pivot-points are \((\{L_3, L_4\}, \{L_1, L_6\}, \{L_2, L_4, L_6\})\). Following the construction of Section 2.2, let \( Q_1^\lambda = [1 : \lambda : 0] \) be a generic point of \( L_1 \), then the lines \( E_1^\lambda, E_2^\lambda \) and \( E_3^\lambda \) are respectively given by the equations: \(-\lambda x + y + \lambda z = 0, x - y - \lambda z = 0 \) and \(-x + (\lambda + 1)y = 0\). This implies that the polynomial \( \Delta_\Psi \) is \( \lambda^2 + \lambda - 1 \), which is irreducible in \( \mathbb{Q} \). So, by Theorem 2.8, if \( \lambda_1 \) and \( \lambda_2 \) are the two roots of \( \Delta_\Psi \), then \( A_{\lambda_1} \) and \( A_{\lambda_2} \) are representatives of the two connected components of

\[ \text{Figure 3. Construction of the MacLane arrangement by adding a splitting-triangle on a line arrangements of 5 lines with two triple points.} \]
These arrangements admits 8 triples points and 1 quadruple points, and are the Falk-Sturmfels arrangements. They are the unique 9 lines arrangements defined in a real quadratic number field.

3.2.2. Nazir-Yoshinaga arrangements. In this case, we consider the plinth $Ψ_2$ of $A$ whose support is $(L_1, L_2, L_4)$ and pivot-points are $\{(L_3, L_4), (L_1, L_6), (L_2, L_5)\}$. We consider again the generic point $Q_1^λ = [1 : λ : 0]$ in $L_1$. The line $E_1^λ, E_2^λ$ and $E_3^λ$ are respectively given by the equations $−λx + y + λz = 0$, $x - y - λz = 0$ and $x + λy - λz = 0$. Thus, the polynomial $∆_ψ$ is $λ^2 + 1$, which is irreducible in $Q$. Remark here that the equations of the Falk-Sturmfels arrangements and those of the Nazir-Yoshinaga arrangements only different by the last line and the definition field. Using Theorem 2.8, we obtain that if $λ_1$ and $λ_2$ are the two roots of $∆_ψ$, then $A^{λ_1}$ and $A^{λ_2}$ are representatives of the two connected components of $M^{ord}(C^{Ψ_2})$. These arrangements admits only triples points (10 in total), this allows to distinguish their combinatorics from those of the Falk-Sturmfels arrangements. They are the Nazir-Yoshinaga arrangements since they are define over $Q[i]$.

Remark 3.1. A case-by-case study can prove that, using the technique of the splitting-polygon, we cannot construct other types of 9 line arrangements with non-connected moduli space. This is in accordance with the classification of Ye [26].

3.3. A splitting-quadrilateral.

In all the previous examples, we used only splitting-triangles (i.e splitting-polygon with $r = 3$). So let illustrate the notion of splitting-polygon for $r = 4$. We consider the arrangement $A$ formed by the following equations.

\[
\begin{align*}
    L_1 : z &= 0 \\
    L_2 : x &= 0 \\
    L_3 : x - z &= 0 \\
    L_4 : y &= 0 \\
    L_5 : y - z &= 0 \\
    L_6 : x - y &= 0 \\
    L_7 : x - y + z &= 0
\end{align*}
\]

Let $Ψ$ be the plinth defined by the tuples $\{(L_3, L_7), (L_1, L_6, L_7), (L_2, L_4, L_6), (L_3, L_4)\}$ for the pivot-points and by $(L_2, L_4, L_3, L_5)$ for the support. We choose a generic point $Q_1^λ = [0 : 1 : λ]$ in the line $L_1$. Following the construction of Section 2.2, we have:

\[
\begin{align*}
    E_1^λ : (2λ - 1)x - λy + z &= 0 \\
    E_2^λ : (2λ - 1)x - (2λ - 1)y + z &= 0 \\
    E_3^λ : -2λx + (2λ - 1)y &= 0 \\
    E_4^λ : 2λx + y - 2λz &= 0
\end{align*}
\]

The polynomial $∆_ψ$ is $2λ^2 - 1$, which is irreducible over $Q$ (the field of definition of $A$). Then, by Theorem 2.8, for $λ_1 = √2/2$ and $λ_2 = -√2/2$ (the roots of $∆_ψ$), the lines $(E_1^λ, \ldots, E_4^λ)$ form a splitting-quadrilateral on the plinth $Ψ$. We can remark that the roots of the polynomial $∆_ψ$ are real, we can thus picture the two arrangements $A^{λ_1}$ and $A^{λ_2}$ (see Figure 4).

Remark 3.2. A very similar construction is underlying the arrangements with a non-connected moduli spaces produced by the author and Viu-Sos in [14]. This paper, and the discovery of the arrangements given in Section 4, were the starting point of the present work.

4. Successive splittings

In this section, we explore some examples of arrangements constructed by adding two successive splitting-polygons (with different plinth due to the last paragraph of Section 2.2). This allows to construct arrangements whose moduli space has 4 connected components. The first such example is naturally the Rybnikov arrangements.
4.1. Rybnikov arrangements.

As we have seen in Section 3.1, the MacLane arrangements can be constructed from the arrangement $A$ formed by 5 lines with two triple points. In this section, we will see that it is easy to construct the Rybnikov arrangements [21] using the splitting-polygon technique twice.

Let $A$ be the arrangement of 7 lines which contains 3 triple points on $L_1$: $\{L_1, L_2, L_3\}, \{L_1, L_4, L_5\}$ and $\{L_1, L_6, L_7\}$, and only double points outside. Following the construction made in Section 3.1, we can add a splitting-polygon on the plinth whose support is $(L_1, L_2, L_4)$ and pivot-points are $\{(L_3, L_4), (L_3, L_5), (L_2, L_5)\}$. At this first step, the polynomial $\Delta_{\Psi_1}$ is irreducible, thus by Theorem 2.8, the arrangements $A_{\lambda_1}$ and $A_{\lambda_2}$ are representatives of the two connected components of $M_{\text{ord}}(C_{\Psi_1})$, and are defined over $F = Q[\zeta]$, where $\zeta$ is a root of $\lambda^2 - \lambda + 1$.

This construction produces arrangements which contain a MacLane arrangement (formed by the lines $L_1, \ldots, L_5$ together with the lines $E_1^\lambda, E_2^\lambda, E_3^\lambda$). In order to construct the Rybnikov arrangements, we need to produce a second MacLane arrangement from $A_{\lambda_1}$. To do so, we will consider another plinth $\Psi_2$ of $A$ (and thus of $C_{\Psi_1}$ too) which is, in $A$, equivalent to $\Psi_1$ but not in $C_{\Psi_1}$. This plinth is given by $(L_1, L_2, L_6)$ for the support and by $\{(L_3, L_6), (L_3, L_7), (L_2, L_7)\}$ the the pivot-points. As already announced at the end of Section 2.2, the polynomial $\Delta_{\Psi_2}$ is reducible in the definition field $F$ of $A_{\lambda_i}$. Indeed, the conditions imposed by the plinth $\Psi_2$ are projectively equivalent to those imposed by the plinth $\Psi_1$. So it seems natural that the decomposition-field of $\Delta_{\Psi_2}$ is the same as those of $\Delta_{\Psi_1}$, and so is $F$ too. Nevertheless, if the line $L_6$ and $L_7$ are generic enough with the lines $L_4$ and $L_5$, then the tuples of lines $(E_1^{\lambda_i, \lambda_j}, E_2^{\lambda_i, \lambda_j}, E_3^{\lambda_i, \lambda_j})$, for $j \in \{1, 2\}$, form two distinct splitting-polygons on the plinth $\Psi_2$. Thus, by Theorem 2.6, we obtain that the moduli space $M_{\text{ord}}(C_{\Psi_1}^{\lambda_1}, C_{\Psi_2}; M_{\text{ord}}(C_{\Psi_1})^{A_{\lambda_1}})$, for $j \in \{1, 2\}$, splits over $M_{\text{ord}}(C_{\Psi_1})^{A_{\lambda_1}}$. As a consequence, we have that $\#M_{\text{ord}}(C_{\Psi_1}^{\Psi_2}) = 4$.

4.2. MacLane splittings.

The addition of a splitting-polygon on an arrangement which contains the MacLane arrangement in order to construct an arrangement whose moduli space has four connected components have been successfully use in the previous section to re-construct the Rybnikov arrangements. In that construction, the plinth considered to support the second splitting-polygon is, in fact, a plinth of the original

\footnote{Here by equivalent, we mean that it exists an automorphism of the combinatorics $C(A)$ which sent $\Psi_1$ on $\Psi_2$.}
arrangement of 7 lines. However, we could have consider a plinth which contains some part of the first splitting-polygon. In this section, we will explore some cases of splitting-polygons added directly on the MacLane arrangements. This construction will produce line arrangements of 11 lines whose moduli space have four connected components. Arithmetically, these arrangements will be between the Rybnikov arrangements which are not Galois conjugated in their field of definition, and the arrangements obtain by the author in [12, 13] which are arithmetic quadruples in the 5th cyclotomic field. Indeed, they will be arithmetic quadruples, but with the Klein group as Galois group of their field of definition.

We consider \( \mathcal{ML}_1 \) and \( \mathcal{ML}_2 \): the two MacLane arrangements as constructed in Section 3.1. Their field of definition is the number field \( \mathbb{Q}[\zeta] \), where \( \zeta \) is a root of \( \lambda^2 - \lambda + 1 \). We denote by \( \mathcal{C}_{\mathcal{ML}} \) their combinatorics. By Proposition 2.7, the dimension of \( \mathcal{M}^{\text{ord}}(\mathcal{C}_{\mathcal{ML}}) \) is zero. Thus, by Proposition 2.4, any subsets \( \{L_{i_1}, \ldots, L_{i_r}\} \subset \mathcal{ML}_k \) and \( \{P_{j_1}, \ldots, P_{j_r}\} \in \text{Sing}(\mathcal{ML}_k) \) form a rigid projective system of \( \mathcal{M}^{\text{ord}}(\mathcal{C}_{\mathcal{ML}})^{\mathcal{ML}_k} \). They can thus be used as a plinth to support a splitting-polygon (as soon as the conditions of Definition 2.5 are verified). Up to our computation, there are 56 different ways to add a splitting-triangle on the MacLane arrangements. In this list of arrangements, six of them kept our attention for a particular topological property (see Theorem 4.1).

Consider three line \( S = (L_{i_1}, L_{i_2}, L_{i_3}) \) of \( \mathcal{C}_{\mathcal{ML}} \) which are not concurrent. Let \( (P_1, P_2, P_3) \) be three points which form, with \( S \), a plinth \( \Psi \) of \( \mathcal{C}_{\mathcal{ML}} \). In addition, we assume that \( L_{i_{k-1}} \in P_i \) (where the indices of \( i \) are considered modulo 3), and that the \( P_i \)'s are not collinear. Up to automorphism of the combinatorics, it exists 6 such plinths which give rise to a splitting-polygon. These particular plinths are listed in Table 1. The first exponent in the name of the arrangements corresponds to the first splitting-polygon (and so on which MacLane arrangement it is built), while the second is associated to the second splitting-polygon. In each case, the polynomial \( \Delta_\Psi \) is irreducible in \( \mathbb{Q}[\zeta] \), thus these arrangements are defined over a number field of degree 4. To change \( i \) by \( i + 1 \ mod \ 2 \) (resp. \( j \) by \( j + 1 \ mod \ 2 \)) corresponds to take the complex conjugate of the equations of the first (resp second) splitting-polygon.

| Support       | Pivot-points          | Arrangement’s name |
|---------------|-----------------------|--------------------|
| (1, 2, 4)     | \([\{3, 4, 6\}, \{1, 6, 8\}, \{2, 5, 8\}]\) | \( \mathcal{ML}_1^{1,2,4} \) |
| (1, 2, 4)     | \([\{4, 7, 8\}, \{1, 6, 8\}, \{2, 6, 7\}]\) | \( \mathcal{ML}_2^{1,2,4} \) |
| (1, 2, 4)     | \([\{4, 7, 8\}, \{1, 7\}, \{2, 5, 8\}]\) | \( \mathcal{ML}_3^{1,2,4} \) |
| (1, 2, 5)     | \([\{5, 6\}, \{1, 6, 8\}, \{2, 4\}]\) | \( \mathcal{ML}_4^{1,2,5} \) |
| (1, 2, 5)     | \([\{3, 5, 7\}, \{1, 6, 8\}, \{2, 6, 7\}]\) | \( \mathcal{ML}_5^{1,2,5} \) |
| (1, 2, 5)     | \([\{5, 6\}, \{1, 7\}, \{2, 6, 7\}]\) | \( \mathcal{ML}_6^{1,2,5} \) |

Table 1. Particular plinths of the MacLane combinatorics.

Following the definition of Marco in [17], all these arrangements are homologically rigid (this depends only on the combinatorics \( \mathcal{C}_{\mathcal{ML}, \Psi} \)). This means that, if it exists an isomorphism between \( \pi_1(\mathbb{CP}^2 \setminus \mathcal{ML}_k^{i,j}) \) and \( \pi_1(\mathbb{CP}^2 \setminus \mathcal{ML}_k^{i',j'}) \), for \( i, j, i', j' \in \{1, 2\} \), then it induces the identity on the Abelianization of these groups. By applying the Alexander Invariant test of level 2 (described in [4, 5]), we obtain the following theorem. We don’t give here more details about the proof, since the strategy is the exactly the same as in [4, 5, 13], and since the author used the same program to perform the computation. We refer to these articles for more details (the construction of the Alexander Invariant test is done in [4] while a Sagemath code is given in [5]).
Theorem 4.1. For a fixed $k \in \{1, \ldots, 6\}$, if $i + j \not\equiv i' + j' \pmod{2}$ then

$$\pi_1(\mathbb{CP}^2 \setminus \mathcal{M}_k^{i,j}) \not\cong \pi_1(\mathbb{CP}^2 \setminus \mathcal{M}_k^{i',j'}).$$

To our knowledge, these arrangements never appear in the literature before. Due to their particular arithmetic property, it would be interesting to see if the invariants developed by Bannai, Shirane and Tokunaga \cite{6, 22, 25} could distinguish their topology. Furthermore, neither the linking-invariants \cite{7, 13} nor the torsion order of the first lower central series quotients of their fundamental groups \cite{23, 8} can distinguish it.
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