Parallel Distributed Networks Resolved at High Resolution
Reveal Close Juxtaposition of Distinct Regions
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Examination of large-scale distributed networks within the individual reveals details of
cortical network organization that are absent in group-averaged studies. One recent
discovery is that a distributed transmodal network, often referred to as the ‘default net-
work’, is comprised of two separate but closely interdigitated networks, only one of
which is coupled to posterior parahippocampal cortex. Not all studies of individuals have
identified the same networks and questions remain about the degree to which the two
networks are separate, particularly within regions hypothesized to be interconnected
hubs. Here we replicate the observation of network separation across analytical (seed-
based connectivity and parcellation) and data projection (volume and surface) methods
in 2 individuals each scanned 31 times. Additionally, 3 individuals were examined with
high-resolution fMRI to gain further insight into the anatomical details. The two net-
works were identified with separate regions localized to adjacent portions of the cortical
ribbon, sometimes inside the same sulcus. Midline regions previously implicated as hubs
revealed near complete spatial separation of the two networks, displaying a complex
spatial topography in the posterior cingulate and precuneus. The network coupled to
parahippocampal cortex also revealed a separate region directly within the hippocam-
pus at or near the subiculum. These collective results support that the default network
is composed of at least two spatially juxtaposed networks. Fine spatial details and juxta-
positions of the two networks can be identified within individuals at high resolution,
providing insight into the network organization of association cortex and placing further
constraints on interpretation of group-averaged neuroimaging data.

The association cortex is comprised of distributed networks that are spatially organized
as a set of parallel networks involving tem-
poral, parietal, frontal, and anterior and pos-
terior midline regions (Yeo et al. 2011; Power
et al. 2011; Doucet et al. 2011; Margulies et al.
2016; see also Goldman-Rakic 1988). Re-
cently, repeated scanning within individuals
has delineated networks with high spatial pre-
cision (Laumann et al. 2015; Braga and Buck-
ner 2017; Gordon et al. 2017; see also Fe-
doreno et al. 2010; 2012; Peer et al. 2015;
Michalka et al. 2015; Huth et al. 2016). Using
such procedures, we discovered that a distrib-
uted transmodal network, often called the ‘de-
fault network’ (DN; Buckner et al. 2008;
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Andrews-Hanna et al. 2014; Raichle 2015), is likely comprised of at least two parallel networks (Braga and Buckner 2017). The two networks are closely juxtaposed throughout the cortex and interdigitated in a way that suggests why features of the more detailed organization are lost in group-averaged data. The two networks were referred to as Network A and Network B. One important distinction between the networks is that Network A is coupled with the posterior parahippocampal cortex (PHC), while Network B is not, suggesting that they may be functionally specialized.

Since our observation of parallel interdigitated networks, multiple studies of individuals have revealed related distinctions but none with the same parallel structure distributed throughout the cortex (e.g., see the ‘Default A’ and ‘Default B’ networks in Fig. 4 of Kong et al. 2018; the ‘Default’ network in Fig. 3 of Gordon et al. 2017; also Wang et al. 2015; Laumann et al. 2015). Thus the details of network organization require replication and further exploration. Of particular interest are zones of cortex that have been variably identified as ‘cores’ or ‘hubs’ of the DN. The designations reflect results that suggest the anterior and posterior midline are convergence zones of functional coupling between distributed systems (e.g., Buckner et al. 2009; Tomasi and Volkow 2010; see also Braga et al. 2013) and are active across multiple task classes (e.g., Andrews-Hanna et al. 2010; 2014) that otherwise show specificity (see also Power et al. 2013). The recent reevaluation of the functional anatomy within individuals necessitates a more detailed look at the anterior and posterior midline with higher spatial resolution methods that are able to disambiguate whether separate networks converge on common regions or alternatively whether separate functional regions lay side-by-side (Fedorenko et al. 2012; Michalka et al. 2015).

High resolution imaging at high field offers a potential means to refine our understanding of network organization, in particular for regions that have complex organization including the anterior and posterior midline. Two prior studies have examined functional connectivity of the DN at high field. Hale et al. (2010) demonstrated that the DN could be identified at 7T with high signal-to-noise, requiring lower spatial smoothing than conventional 3T imaging. Their proof-of-concept analysis focused on similarities between 3T group data and 7T. While robustly identifying the canonical DN, their analysis did not reveal any indications of substructure within the DN (which was not the focus of the study). De Martino et al. (2001) extensively analyzed the spatial properties of the DN within individuals at 7T and made two relevant observations. First, the DN could be resolved within individuals using high-resolution acquisition (1-1.5mm) and minimal spatial smoothing. Second, they found that the DN regions were largely located within the gray matter often following the cortical ribbon. Their analyses focused on the DN as defined in group-averaged data and therefore they did not seek or detect spatially juxtaposed networks within the canonical DN. Nonetheless, the observation that the regions followed the cortical gray matter ribbon bodes well for the use of high field fMRI to resolve spatial details of functional connectivity networks within individuals. Of particular interest, Peer et al. (2015) examined task-based responses in or near regions associated with the DN at high resolution. They observed a complex organization that included both domain-general as well as domain-specific regions along the posterior midline.

In the present study, we acquired new data in order to explore further the hypothesis that there exist parallel interdigitated networks within the canonical group-defined DN. Critically, in addition to 3T fMRI data that could replicate our earlier analyses, we also explored high-resolution fMRI data acquired over multiple runs at 7T to delineate the parallel networks in relation to the topography of the cortical ribbon itself. Closely juxtaposed and often minimally overlapping portions of the two networks were identified along the
cortical ribbon, with neighboring regions sometimes resolved inside the same sulcus.

Methods

Participants. Five healthy right-handed adult women were recruited from the greater Boston community and screened to exclude a history of neurological and psychiatric illness. Data were collected as part of two separate studies. The 3T study acquired fMRI data using similar procedures to Braga and Buckner (2017). The 7T study acquired data at higher spatial resolution. Participants provided written informed consent using procedures approved by the Institutional Review Board of Harvard University (3T study) and Partners Healthcare (7T study). 3T study participants were each scanned across 31 separate MRI sessions (n=2; ages 22 and 23; over 28 weeks for one individual and 40 weeks for the other). 7T study participants were each scanned in a single MRI session (n=3; ages 19–28).

3T MRI Data Acquisition. Data were acquired at the Harvard Center for Brain Science on a Siemens Prisma-fit 3T MRI scanner using the vendor’s 64-channel phased-array head-neck coil (Siemens, Erlangen, Germany). The vendor’s head-coil-shaped pillow was used with additional eggshell foam padding on the top and side of the head for immobilization. The scanner room was illuminated to enhance alertness. Eyes were monitored and video-recorded using an Eyelink 1000 Core Plus with Long-Range Mount (SR Research, Ontario, Canada). A 4-point scale was used to record participant’s level of arousal during each run based on the frequency and duration of eye closures. A video of the eye tracker output (showing eye closures) was also retained in order to assess and quantify compliance. Functional runs were flagged for exclusion if 1) maximum absolute motion exceeded 2mm, 2) slice-based temporal signal to noise ratio was less than or equal to 135, and 3) the value for maximum absolute motion or signal-to-noise ratio represented an outlier when values from all runs were plotted together. The raw data from flagged runs were then visually checked for motion artifacts and excluded if these were deemed to be severe. Following this procedure, no runs were excluded for S1 and 1 run was excluded for S2. Due to data loss (failures) during processing, 3 additional runs were discarded during processing, 9 additional runs were discarded for S2, leaving a total of 59 and 53 runs, respectively.

Blood oxygenation level-dependent (BOLD) fMRI (Kwong et al. 1992; Ogawa et al. 1992) data were acquired using a multi-band gradient-echo echo-planar pulse sequence (Setsompop et al. 2012): TR 1000 ms, TE 32.6 ms, flip-angle 64°, 2.4 mm isotropic voxels, matrix 88 × 88 × 65, multi-slice 5× acceleration. The custom sequence was generously provided by the Center for Magnetic Resonance Research (CMRR) at the University of Minnesota. Minimization of signal dropout was achieved by automatically (van der Kouwe et al. 2005) selecting a slice plane 25° from the anterior-posterior commissural plane towards the coronal plane (Weiskopf et al. 2006; Mennes et al. 2014). A rapid T1-weighted anatomical scan was acquired in each session using a multi-echo MPRAGE three-dimensional sequence (van der Kouwe et al. 2008): TR 2200 ms, TE 1.57, 3.39, 5.21, 7.03 ms, TI 1100ms, flip angle 7°, 1.2 mm isotropic voxels, matrix 192 × 192 × 144, in-plane GRAPPA acceleration 4. A dual-gradient-echo B0 fieldmap was acquired to correct for susceptibility-induced gradient inhomogeneities: TE 4.45, 6.91 ms with matched slice prescription/spatial resolution to the BOLD sequence.

Each subject’s 31 MRI sessions included at least two BOLD runs of fixation each lasting 7m 2s. Participants were instructed to remain still, stay awake and to maintain fixation on a centrally presented black crosshair viewed on light gray background through a mirror attached to the head coil. The screen was adjusted to ensure comfortable viewing. Sessions included additional task runs (‘n-back’ working memory and visuomotor tasks) and an arterial spin labeling sequence that were not analyzed here.
The broader scope of the 3T data (which extended beyond the present aims) was to assess the effects of transcranial magnetic stimulation (TMS) on functional connectivity in individuals (stimulation administered before the MRI sessions). The effects of TMS are minimal and there has been no detectable effect on topography of cortical organization, so the data were treated as standard rest fixation for the present purposes (confirming this practical decision, the present findings do not differ if only data after sham stimulation are examined). For seed-based functional connectivity analyses in both the volume and surface, the 3T data were divided into four independent datasets (n = 12 in each dataset, yielding 1h 22m of data after exclusion of the initial 12 volumes in each run for T1 equilibration effects). These multiple datasets were used to replicate the observed network distinctions. Best estimate seed-based functional connectivity maps were created by averaging the maps produced from the four datasets in each subject. For k-means clustering in both the volume and surface, 59 runs were simultaneously included for S1 (yielding 6h 43m 10s of usable data) and 53 runs for S2 (6h 02m 10s of usable data).

7T MRI Data Acquisition. Data were acquired at the Athinoula A. Martinos Center for Biomedical Imaging on a whole-body 7T MRI scanner (Siemens, Erlangen, Germany) equipped with SC72 body gradients (70 T/m maximum gradient strength and 200 T/m/s maximum slewrate) and a 32-channel RF loop coil head array (Keil et al. 2010) for reception and detunable band-pass birdcage coil for transmission. A pillow was used for head comfort and immobilization. The scanner room was dimly lit. Participants were instructed to lie as still as possible with their eyes open for the duration of the run. Four eyes open ‘resting state’ runs were acquired in a single MR session from each participant (each 6m 5s yielding approximately 24m 14s of data after removal for T1 equilibration effects). One run was discarded for S2 due to motion yielding 18m 10s of data. A motor task was also collected but not analyzed here.

Functional imaging data were acquired using accelerated, multi-band single-shot gradient-echo echo-planar imaging, with robust auto-calibration using the fast low-angle excitation echo-planar technique (FLEET-ACS; Polimeni et al. 2016) sensitive to BOLD contrast: TR 1490 ms, TE 24.0 ms, flip-angle 60°, 1.35 mm isotropic voxels, matrix 142 x 142 x 81, multi-slice 3x acceleration, GRAPPA factor 3. The slice acquisition plane was tilted towards the coronal plane until coverage of the cerebellum was achieved. A T1-weighted anatomical scan was acquired for each participant using multi-echo MPRAGE: TR 2530 ms, TE 1.76, 3.7 ms, TI 1100ms, flip angle 7°, 0.75 mm isotropic voxels, matrix 320 x 320 x 224, GRAPPA factor 2.

3T Data Processing. A custom in-house pre-processing pipeline (‘iProc’) optimized within-subject data alignment across different scanning sessions, preserving anatomical detail as much as possible by minimizing spatial blurring and multiple interpolations (expanding on Braga and Buckner 2017; Yeo et al. 2011; Poldrack et al. 2015). Each subject’s data were processed separately. To optimize alignment, two subject-specific registration templates were created: a mean BOLD template and a T1 native-space template (as described below). Spatial alignment was achieved by calculating five transformation matrices to be applied to each usable BOLD volume. For each BOLD volume, three transforms were calculated to 1) correct for head motion, 2) correct for geometric distortions caused by susceptibility gradients (using the acquired B0 fieldmap), and 3) register the BOLD volume to the within-subject mean BOLD template. Two further transforms were calculated once for each subject and applied to all registered volumes. These transforms projected data 4) from the mean BOLD template to the T1 native-space template, and 5) from the T1 native-space template to the MNI ICBM 152 1mm atlas (Mazziotta et al. 1995). The transformation matrices were composed into
a single matrix that was applied to the original BOLD volumes in a single interpolation to reduce spatial blur. BOLD data were projected to native space by composing matrices 1–4 and to MNI space by composing matrices 1–5. Registration details are described below. Data were also projected to the cortical surface and prepared for functional connectivity as detailed below.

Within-subject Spatial Alignment. Motion correction was achieved by aligning all volumes in a run to the middle volume of that run (matrix 1; linear registration using MCFLIRT; FSL v5.0.4; Jenkinson et al. 2002). Distortion correction of the middle volume was achieved using the fieldmap collected in that same MR session, yielding a non-linear transformation matrix (matrix 2; calculated using FSL FUGUE; FSL v4.0.3; Jenkinson 2004). Visual inspection of each session’s fieldmap showed that inhomogeneities varied from session to session, hence a session-specific fieldmap was used to optimize distortion correction.

The subject-specific mean BOLD template was created iteratively. First, the distortion-corrected middle volume of the run temporally closest to the fieldmap was selected as an interim registration target. The interim target was upsampled to 1.2 mm isotropic space to aid subsequent spatial alignment of BOLD volumes (using FLIRT; FSL v5.0.4; Jenkinson and Smith 2001). Next, all of the distortion-corrected middle volumes from each run were registered to this interim target using linear registration at 12 degrees of freedom (dof; using FLIRT; FSL v5.0.4; Jenkinson and Smith 2001). The aligned BOLD images were averaged, creating the within-subject mean BOLD template in 1.2 mm isotropic space. In this way, BOLD data from every run contributed to the subject’s mean BOLD template, minimizing bias towards any one run or session.

Alignment between the distortion-corrected middle volume of each run and the subject-specific mean BOLD template was achieved using linear registration at 12 dof (matrix 3; FLIRT; FSL v5.0.4; Jenkinson and Smith 2001). The T1 native-space template was created by selecting a T1-weighted structural image (upsampled to 1 mm isotropic space) that was visually deemed to have good pial and white matter boundary estimates as calculated automatically by FreeSurfer’s recon-all (Fischl et al. 1999). Projection of data from the mean BOLD template to T1 native space was achieved using linear registration at 12 dof (matrix 4; FLIRT; FSL v5.0.4). Projection of data from T1 native space to MNI space was performed using non-linear registration (matrix 5; FNIRT; FSL v5.0.4; Andersson et al. 2010).

Preprocessing for Functional Connectivity. Nuisance variables (6 motion parameters plus whole-brain, ventricular and deep white matter signal) and their temporal derivatives were calculated from BOLD data in T1 native space. The signals were regressed out of both native- and MNI-space data (using 3dTproject; AFNI v2016.09.04.1341; Cox 1996; 2012). This was followed by bandpass filtering at 0.01–0.1 Hz (using 3dBandpass; AFNI v2016.09.04.1341; Cox 1996; 2012). MNI-space data were smoothed using a 2 mm full width at half maximum (FWHM) kernel (using fslnms; FSL v5.0.4; Smith et al. 2004). For surface analysis, data were resampled from the native space to the fsaverage6 standardized cortical surface mesh (40,962 vertices per hemisphere; Fischl et al. 1999) and then surface-smoothed using a 2 mm FWHM kernel. Data were sampled from the gray matter halfway between the white and pial surfaces using trilinear interpolation.

The iProc pipeline thus allowed for high-resolution and robustly aligned BOLD data, with minimal interpolation and signal loss, output to three final spaces: the native space, MNI space, and the fsaverage6 cortical surface. The use of the MNI and fsaverage common reference spaces allowed us to display the data using standardized orientation, coordinates and location of gross anatomical landmarks, while preserving each individual’s idiosyncratic anatomy. Data were checked during matrix calculations for registration errors and quality control. Note that,
unconventionally, BOLD data were here upsampled to 1mm isotropic space (in both native and MNI spaces). This substantially increased the computational load of all preprocessing and analysis steps, but was found in preliminary analyses to produce functional connectivity maps with noticeably better-resolved regions displaying finer anatomical details that were largely confined to the gray matter. The improvement was visible even when comparing to data that was more modestly upsampled to 1.5mm isotropic space.

**7T Data Processing.** The 7T data were preprocessed using similar procedures to the 3T data with a few key differences. Notably, no fieldmaps were available so no distortion correction was applied. A subject-specific mean BOLD alignment target was created by 1) calculating the mean BOLD image for each run, prior to removal of the first 4 volumes and motion correction, 2) registering the mean images to MNI ICBM 152 1mm space (Mazziotta et al. 1995) using linear registration (FLIRT; FSL v5.0.4; Jenkinson and Smith 2001), and then 3) calculating the mean of the registered images. Functional data were then processed as follows: 1) The initial 4 volumes of each run were discarded to allow for T1-equilibration effects. 2) Head motion correction transforms (matrix 1) were calculated by registering each volume to the mean BOLD image from each run (calculated after alignment to the middle volume of each run; using MCFLIRT; FSL v5.0.4; Jenkinson et al. 2002). 3) Transforms were calculated for registration between each run’s mean BOLD image and the subject-specific mean BOLD template (matrix 2) using nonlinear registration (FNIRT; FSL v5.0.4; Andersson et al. 2010). 4) Transformation matrices 1 and 2 were composited into a single matrix that was applied to each original BOLD volume, so that motion correction and registration to the mean BOLD template could be achieved in a single interpolation step to reduce spatial blur. 5) Nuisance variables (6 motion parameters plus signals from whole brain as well as lateral ventricles and deep white matter, as hand-drawn for each subject) and their temporal derivatives were regressed out (using fsl_regress; FSL v5.0.4). 6) Data were band-pass filtered between 0.01–0.1 Hz and smoothed using (using 3dBandpass; AFNI v2016.09.04.1341; Cox 1996). Two subjects (S1 and S3) were smoothed at 2.5mm FWHM while the other (S2) at 3.0mm FWHM, as these kernels produced robust functional connectivity maps with minimal smooth in preliminary analyses using kernels ranging from 2–4mm FWHM.

**Functional Connectivity Analysis.** For the 3T data, functional connectivity analyses were performed using both seed-based and data-driven parcellation techniques both in the volume and on the surface. For the 7T data a seed-based technique was used in the volume.

**3T Surface-based Analysis.** Pearson’s product moment correlations between the MRI timeseries at each vertex were computed, yielding an 81,924 × 81,924 correlation matrix (40,962 vertices per hemisphere) for each run of BOLD data. These matrices were Fisher-transformed and averaged together yielding a within-subject across-run mean correlation matrix with high stability. This average matrix was then inverse-Fisher-transformed back to correlation values and assigned to the vertices of a cortical template created in-house by combining the left and right hemispheres of the fsaverage6 surface into the CIFTI format (as described in Braga and Buckner 2017). This allowed individual vertices to be selected and the resulting correlation maps to be visualized rapidly using the Connectome Workbench’s wb_view software (Marcus et al. 2011).

For seed-based analysis in each subject, individual candidate seed vertices were manually selected from the left dorsolateral prefrontal cortex (DLPFC) to target Networks A and B (as described in Braga and Buckner 2017). Vertices were selected to produce maps that had high correlation values and spatial distributions representative of the two networks. Specifically, the precise locations of regions were examined in different cortical
zones, along the posterior and anterior midline, the lateral temporal cortex, and the medial temporal lobe (MTL), where the two networks were easily differentiated (see description of network features in the Results section). For final visualization of seed-based connectivity maps, correlation values were converted to z(r) using the Fisher-transform.

For automated parcellation analysis in each subject, k-means clustering was implemented. Preprocessed data were concatenated in time and MATLAB’s kmeans function (v2015b; MathWorks, Natick, MA) was used to parcellate the timeseries into 12 clusters on the surface (and also in MNI space). Due to the computational load, default settings (1 random initialization, 1 replication) were used that, although likely to contain local minima, provided proof of principle that data-driven parcellation could be used to identify the two networks. As the results will reveal, highly similar network estimates were found for both the seed-based and parcellation approaches suggesting that the discoveries are robust to the exact network discovery method applied.

3T Volume-based Analysis. MNI-space data were analyzed using AFNI’s InstaCorr (Cox 1996; 2012; Cox and Saad 2010). 3dSetUpGroupInCorr calculated the Pearson’s product moment correlation coefficients between all pairs of voxels within a brain mask for each BOLD run. The brain mask was used to exclude non-brain voxels to reduce the computational load. The matrices were Fisher-transformed before averaging across runs using 3dGroupInCorr. This platform allows interactive selection of individual voxels and rapid visualization of their seed-based correlation maps.

The surface-defined seed vertices selected to target Networks A and B (above) were used to identify the seed voxels in the volume. To obtain MNI coordinates corresponding to the surface seed vertices, the position of each x-, y- and z-slice in MNI space was encoded with an ascending integer, creating 3 reference volumes. These reference volumes were projected to the fsaverage6 surface by first applying the inverse of each subject’s native-space-to-MNI-space transformation matrix, then projecting the reference volumes to the surface using the same sampling procedure used in data preprocessing (mri_vol2surf; FreeSurfer; Fischl et al. 1999). The exception was that both these transformations were performed using nearest neighbor interpolation to maintain the x- y- and z-axis coordinates as integers. This produced three surface maps where each vertex contained a value corresponding to that vertex’s location along x-, y- or z-axes in MNI space. In this way, the MNI coordinates corresponding to the selected surface vertices for Networks A and B were used to define the volume maps.

7T Volume-based Analysis. Native-space data were analyzed using AFNI’s InstaCorr as described above. The within-subject mean BOLD template was used as an underlay for anatomical guidance. At this resolution (data acquired at 1.35mm and upsampled to 1mm isotropic space), the gyral and sulcal anatomy could be observed in the mean BOLD template, providing anatomical detail with the same distortion profile as the actual BOLD data used to calculate functional connectivity. Anatomical landmarks were identified by comparison with a reference atlas containing brain images and anatomical labels at different slices and orientations (Duvernoy 1999). Individual seed voxels were selected from the gray matter along the DLPFC of each subject at or near the superior frontal sulcus and superior frontal gyrus, and the resulting correlation maps were visualized at a threshold of z(r) > 0.2. The seed voxels yielding the best estimates of the two networks were determined by checking the anatomical locations of regions in different cortical zones, along the posterior and anterior midline, the MTL (for Network A), and the inferior frontal gyrus (for Network B), where the two networks were easily differentiated (see description of network features in the Results section).
Overlap Maps. To visualize the spatial relationships between the two networks, overlap maps were created by thresholding the correlation maps at \( z(r) > 0.2 \) and binarizing. The binarized Network B map was multiplied by a scalar value of 2, and the binarized Network A map was subtracted from the scaled Network B map. This resulted in an image where Network A-specific voxels had a value of -1, Network B-specific voxels had a value of +2, and the overlap voxels had a value of +1. The overlap maps were visualized in wb_view (Marcus et al. 2011) using the FSL colorbar set to range from -5.0 to 0 and +0.5 to +2.5.

Experimental Design and Statistical Analysis. This study includes \( n = 5 \) participants, two of which were scanned over 31 fMRI sessions at 3T and three of which were scanned in one session at 7T. Data were averaged over four independent datasets each including \( n = 12 \) fMRI runs to test the reliability of the connectivity patterns in the 3T study. The large volume of data allowed three independent replications within each subject. Data were averaged over \( n = 59 \) and \( n = 53 \) fMRI runs for data-driven clustering and averaged over the four replication datasets (\( n = 48 \)) for seed-based best estimates of connectivity patterns in the 3T study. Data were averaged over \( n = 3 \) and \( n = 4 \) fMRI runs in the 7T study (details in ‘Functional Connectivity Analysis’ section above). Functional connectivity between brain regions was calculated in MATLAB (version 2015b; http://www.mathworks.com; MathWorks, Natick, MA) using Pearson’s product moment correlations and Fisher’s r-to-z transformation prior to averaging across runs. Network parcellation was performed using MATLAB’s \textit{kmeans} function (version R2015b).

Results

Parallel Distributed Networks Are Identified Within Individuals. Networks A and B within the canonical group-averaged DN could be identified in all five individuals (Figs. 1–4). In each individual, the networks recapitulated previously described features, in particular the distributed nature of both networks, the closely juxtaposed regions observable in multiple zones of the cortex, and the close interdigitated arrangement of the two networks (Braga and Buckner 2017). Specifically, Networks A and B are distributed within canonical DN regions in the posterior medial cortex including posterior cingulate (PCC) and retrosplenial cortex (RSC), the anterior medial cortex extending throughout medial prefrontal cortex (MPFC) including anterior cingulate cortex (ACC), the inferior parietal lobule (IPL) extending rostrally to the temporoparietal junction (TPJ), and the lateral temporal cortex (extending the length of the superior temporal sulcus and middle temporal gyrus).

There were multiple anatomical details that differed between the networks. The two most prominent differences, perhaps to be considered diagnostic features that can be used heuristically to distinguish the networks, are: (1) Network A shows strong connectivity with a region of posterior PHC while Network B does not, and (2) Network B shows connectivity with rostral regions of the IPL extending into TPJ, while Network A generally shows connectivity with more caudal regions of the IPL.

The relative positions of the two networks within the many canonical DN regions revealed further reliable differences, including: (3) Network A occupies more ventral regions of the posterior midline, including those at or adjacent to the RSC and ventral PCC, while Network B is typically located in a more focal dorsal region of the PCC sparing the RSC, (4) Network B involves a small circumscribed region of the ventromedial prefrontal cortex that sits beneath the regions showing connectivity with Network A, (5) Network B occupies a large swath of lateral temporal cortex that extends along the majority of the middle temporal gyrus and includes the temporal pole.
while Network A occupies smaller circumscribed regions in rostral lateral temporal cortex, and (6) Network B contains a large region covering multiple gyri along the lateral inferior frontal cortex, while Network A contains only a small region more dorsally near the inferior frontal sulcus. These details replicated across the four independent datasets in both 3T study subjects (not shown), and in the three 7T study subjects (Figs. 2–4), building confidence in the separation between Networks A and B. A further analysis confirmed that the effect of TMS stimulation on the topology of functional connectivity patterns was negligible (not shown).

Networks Are Observed Using Multiple Analysis Approaches. A potential concern was that the manual seed-selection process may have introduced observer bias towards correlation patterns that confirm Network A and Network B. To address this concern, we performed data-driven k-means clustering to parcellate the timeseries from all surface vertices and gray matter voxels into discrete networks. The “k-means” panels in Figure 1 show that data-driven clustering also delineated both Networks A and B in both subjects (S1 and S2). This confirms that the observation of the two networks is not dependent on the specific method of analysis.

Another possible concern surrounds distortions that might arise from surface projection. Specifically, the surface sampling procedure can induce breaks in the spatial pattern of activations by splitting a single contiguous region in the volume into multiple regions on the surface. An interdigitation pattern might thus arise artificially as a consequence. Figure 1 shows the two networks, Network A (in blue), Network B (in yellow), and their overlap (in red), defined on the surface and in the volume. The two networks occupy closely juxtaposed regions throughout the brain in the volume and show notable interdigitation of regions particularly along the posterior and anterior midline, indicating that the interdigitation was not contingent on the surface projection step. Similar features were also observed in the volume in the higher resolution data (Figs. 2–4). The replication and generalized observation of distinct Networks A and B through multiple forms of data acquisition, preprocessing and analysis techniques provide strong evidence that they represent real features of functional organization.

Insert Figures 2, 3 and 4 About Here

Closely Juxtaposed Networks Follow the Cortical Ribbon at High Resolution. The 7T data allowed the detailed anatomy of the distributed networks to be resolved at high resolution. Figures 2–5 zoom in on different zones of the DN so that the locations of the regions along the cortical ribbon can be appreciated. The two networks closely followed the complex geometry of the gray matter (shown as light gray pixels in Figs. 2–5). Note that in these images the white matter (dark gray pixels in Figs. 2–5) has not been masked out. A number of features were revealed when considering the networks at this spatial scale.

First, the two networks often contained regions that were closely juxtaposed along the cortical mantle, sometimes with sharp transitions between the networks (e.g., panel C in Figs. 2 and 3). Second, the two networks showed few regions of overlap in all three 7T subjects, despite the low threshold of z(r) > 0.2 which permits weak correlations (< 0.3) to be observed. Third, the two networks can occupy distinct regions deep within the same sulcus, sometimes on opposite banks a few millimeters apart (panels A, C, F, G and H in Fig. 5). Fourth, regions of the two networks were sometimes interdigitated in complex ways, with sequential regions following the curvature of the gray matter (panels A, C, D and F in Fig. 5). Fifth, a region belonging to one network can sit deep within the fundus, and be surrounded on either side by regions belonging to the other network (e.g., panel F in Fig. 5). There did not appear to be a clear
relationship between the geometry of the gray matter and the location of the transition zone between the networks. It is not the case that a specific region of one network was always situated or always extended to a specific point along the sulcus, such as the fundus (see also Amunts et al. 1999). Rather, the network regions and their transitions were observed at different points in different sulci.

The above observations illustrate the extent to which the two networks are closely intertwined within the cortical anatomy and suggest, within the resolution and sensitivity available in these data, that the networks often occupy non-overlapping regions of the cortical sheet.

-----------------------------
Insert Figure 5 About Here
-----------------------------

**Consistent Spatial Relationships at High Resolution.** Consistent spatial relationships were present when the networks were considered in all three high-resolution individuals together (Figs. 2–5). Such details may be informative for techniques that seek to record from or stimulate specific networks (e.g., intracranial methods). Below we describe some of these features. Sulcal and gyral anatomy were determined by comparison with the Duvernay (1999) reference atlas. The observations are intended to provide approximate anatomical landmarks.

**Posteromedial Cortex.** In the posterior midline (panel C in Figs. 2–4), the two networks occupied sequential regions in an interdigitated fashion, beginning in the cingulate sulcus at the most anterior portion of the PCC, and descending through the subparietal sulcus into ventral PCC and RSC. The callosal sulcus (thin light-gray band circling the corpus callosum in the top panel of Figs. 2–4) was spared by both networks even in the region immediately posterior to the splenium (note that in S3 in Fig. 2 Network A skirts the RSC border immediately inferior to where the callosal sulcus terminates). The interdigitated network regions extended into the marginal segment of the cingulate sulcus, containing a Network A region at the junction between the subparietal and cingulate sulci in all three subjects. More ventrally, the interdigitated regions also extended into the transverse parietal sulcus (which originates near to the subparietal sulcus and ascends to the dorsal precuneus, bisecting the medial parietal lobe), containing a large Network B region at or immediately ventral to the junction with the subparietal sulci in all three subjects.

A consistent feature was that Network A occupied the most ventral regions of posteromedial cortex, while Network B generally occupied dorsal regions of the PCC. Specifically, a large region of Network A was found to extend along the dorsal bank of the parieto-occipital fissure in all three participants. Network A also consistently occupied more dorsal regions in the posterior midline (i.e. the dorsal precuneus). In this way, Network A could be seen to surround on three sides the Network B region in the PCC.

Finally, following the cingulate sulcus rostrally, side-by-side regions could be seen extending as far as the middle cingulate cortex (Vogt et al. 2009) in all three subjects, confirming the previous observation of this zone as a site of juxtaposition between the two networks (see Fig. 3 ‘zone 6’ in Braga and Buckner 2017).

**Medial Temporal Lobe.** An anatomical difference previously observed between the two distributed networks was that Network A exhibited strong correlation with a region of the MTL at or near the posterior PHC, whereas no such evidence was found for Network B (even in more a focused analysis; see Fig. S2 in Braga and Buckner 2017). In the present high-resolution data we explored the functional connectivity of the MTL in the volume in more detail, to ascertain if further insights could be gained about the relation of this region to Networks A and B.

Network A exhibited strong correlation with a region of posterior PHC in all three
subjects. This region lay deep within the collateral sulcus (see top left axial views in Figs. 6 and 8) and extended along the posterior-anterior axis of this sulcus, beginning just anterior to the atrium of the lateral ventricles and extending rostrally. It was difficult to ascertain the most anterior extent of this PHC region due to this section of the MTL being affected by magnetic susceptibility artifacts from the nearby ear canals and sinus (Ojemann et al. 1997). Thus, it is unresolved whether the Network A region extends further or, alternatively, whether there is representation of Network B in this zone which includes entorhinal cortex.

In all three participants, an additional region of Network A could be resolved at or near the crown of the subiculum within the hippocampal formation itself further demonstrating this network’s inclusion of traditional declarative memory structures. Panels A and B in Figures 6–8 zoom in on the MTL in each subject on a coronal slice to highlight the anatomical details of this subicular region. The region can be observed near or at the crown of the subiculum, distinct from the PHC region in the collateral sulcus and further into the hippocampal formation. To confirm the validity of this region as a component of Network A, a seed voxel was placed directly in the subiculum, and the resulting correlation map recapitulated the full and selective distribution of Network A (lower panel in Figs. 6–8). The subicular region was situated towards the middle of the anterior-posterior hippocampal axis, approximately where the MTL curves around the brainstem, at the level where the raphe nuclei can be observed in the axial plane. Depending on the individual’s anatomy, the subicular and PHC region could be observed on the same axial and coronal slices (see Figs. 6–8).

The functional connectivity of the hippocampus was also explored at lower thresholds ($z(r)\approx 0.15$). Hints of small regions belonging to Networks A and B could be observed at these thresholds, particularly in the subject that provided the most robust data (S1).

However, in the remaining subjects, these hippocampal regions were suggestive only and could not be conclusively established. Further analyses of even higher-resolution and higher-signal-to-noise data may be able to resolve regions within the hippocampal formation that show connectivity with the distributed association networks.

Insert Figures 6, 7 and 8 About Here

Medial Prefrontal Cortex. The two distributed networks were closely interdigitated and occupied alternating regions in the MPFC (sagittal view in top panel in Figs. 2–4 and panel D in Fig. 2). In general, Network B occupied a large swath of MPFC in all subjects. Network B regions extended from the dorsal parts of the MPFC, descending rostrally along the midline, and reaching to the most inferior portions of the MPFC. Network A regions were interdigitated with Network B regions across the MPFC in a complex organization, though generally did not extend as dorsally or ventrally as Network B regions. A Network A region was identified in the most rostral portion of the MPFC, at or near the medial aspect of area 10 as originally demarcated by Brodmann (Fig. 86 in Brodmann 1909/2006; see updated architectonic descriptions in Petrides and Pandya 1994; Öngür et al. 2003).

The ventral portion of the anterior midline is a site of projections from limbic structures, including the amygdala (Öngür and Price 2000) and hippocampal formation (Rosene and Van Hoesen 1977). An important observation is that a Network B region was located at a more ventral region of the anterior midline than Network A. This was surprising because, in contrast with Network A, Network B does not show a strong correlation with posterior PHC, although coupling to anterior MTL regions where artifact and signal loss are prominent cannot be ruled out. Network A occupied a dorsal subgenual region, while Network B occupied more inferior regions extending
rostrally along ventral MPFC (sagittal view in top panel in Fig. 2 and panel D in Figs. 2–4; see Fig. 5 in Córcoles-Parada et al. 2017, for sulcal variations in this region). Although this region is susceptible to signal drop out in fMRI, a subgenual region belonging to Network A was resolved in all three individuals (sagittal view in top panel of Figs. 2–4).

Discussion

The canonical DN is comprised of at least two parallel distributed networks when defined within the individual (Braga and Buckner 2017). The two networks, referred to as Networks A and B, display closely neighboring regions in multiple zones of the cortex and follow a general motif characteristic of the association networks (Goldman-Rakic 1988; Yeo et al. 2011; Power et al. 2011; Doucet et al. 2011; Margulies et al. 2016; Buckner and Margulies 2018). In the present study we resolved the two networks using high-resolution scanning at 7T and describe a number of novel features with particular emphasis on anterior and posterior midline regions previously hypothesized to be zones of convergence.

Parallel Distributed Networks Within the Default Network Are Replicated. Two networks within the canonical group-defined DN were reliably observed in five new individuals (Figs. 1–4) and identified using both manually selected seed-based correlation and data-driven clustering, on the surface and in the volume (Fig. 1). These results demonstrate that the definition of the networks is not dependent on idiosyncratic analysis choices or due to experimenter bias. Further, the two networks were identified in high-resolution data at 7T (Figs. 2–4). These collective results offer strong evidence that the observation of distinct Networks A and B is reliable.

Parallel Distributed Networks Are Closely Juxtaposed Along the Cortical Ribbon. Anatomical details of the two networks were resolved by analyzing high-resolution data. At high spatial resolution, the two networks followed the geometry of the gray matter (Figs. 2–5). The two networks were often closely juxtaposed along the cortical mantle, displaying sharp transitions between regions (see magnified images in Figs. 2–5, and especially Figs. 5E and 5G). One individual (S5; Fig. 4) generally showed more overlap than the others.

It is not possible in the present data to determine if the networks occupy truly non-overlapping regions of the cortical sheet. Some degree of apparent overlap is expected due to the limited resolution (e.g., partial volume effects) and spatial smoothing. However, it is notable that as we increased the effective resolution, going from 3T to 7T, the emergent picture was one of more separation rather than more overlap. In some locations, minimal overlap was observed between the two networks, despite the use of a liberal threshold and no restrictions being placed on a voxel being correlated with both seeds.

The separation of the two networks along the posterior and anterior midline in the present data was striking (e.g., Figs. 2C, 3C, and 4C). Prior studies have emphasized that the posterior midline may be a ‘hub’ or ‘core’ that interacts with multiple distinct subnetworks or distributed systems (Buckner et al. 2009; Tomasi and Volkow 2010; Andrews-Hanna et al. 2010; 2014; Braga et al. 2013; see also Power et al. 2013). The present findings raise the alternative possibility that the networks contain distinct regions situated near to one another along the complex cortical geometry of the midline. In group-averaged data, these regions are blurred together giving the appearance of a network-general or task-general convergence zone.

One prior task-based study of individuals at 7T noted a complex organization of domain-specific subdivisions at or near the precuneus that responded differentially to tasks demanding orientation to space, time, and person (Peer et al. 2015). Analysis of their detailed results in light of the present
observations yields an interesting point of concordance. In their study, they identified a region in the center of the precuneus responding most strongly to ‘person-oriented’ emphasis that was surrounded by three adjacent regions responding to ‘space-oriented’ emphasis (see Fig. 4A in Peer et al. 2015). This topography is quite similar to the presently observed organization that differentiates Network A from Network B. Specifically, in three of their individual subjects, a clear juxtaposition of the person-oriented response can be seen surrounded by distinct space-oriented responses (see Subjects 4, 6, and 12 in Supplementary Fig. 1 in Peer et al. 2015). A parsimonious explanation for the collective results may be that their task paradigm was differentially activating Network A for the space-oriented condition and Network B for the person-oriented condition.

In the present data, no consistent relationship was noticed between the gross cortical anatomy (i.e., the gyral and sulcal folds) and the position of transition zones between regions across individuals. In some cases, the juxtaposition between the two networks was simple, with two neighboring regions sitting side-by-side along the cortex (e.g., Figs. 5C and 5G). In other cases, the two networks displayed a complex interdigititation, with alternating regions following the cortical ribbon in an irregular pattern (e.g., Figs. 2C and 5F).

Interdigitation of closely positioned regions has been previously observed in the cortex at various spatial scales. Anatomical projections from prefrontal and parietal association zones converge on adjacent columns of the cortical mantle in the anterior and posterior midline (see Figs. 4 and 6 in Selemon and Goldman-Rakic 1988). Alternating ocular-dominance bands permeate striate cortex that display sharp boundaries between bands (Hubel and Wiesel 1979). Further along the visual hierarchy, face-responsive regions of the inferior temporal lobe appear as a set of non-contiguous islands (the “Fusiform Face Archipelago”; Kanwisher 2010; Spiridon et al. 2006; Moeller et al. 2008) surrounded by regions that respond preferentially to other visual stimulus categories (e.g., colors, scenes or objects; Lafer-Sousa and Conway 2013; Lafer-Sousa et al. 2016). While it is not presently possible to link our fMRI findings with these anatomical features, it is nonetheless intriguing that the distributed parallel arrangement of closely juxtaposed and interdigitated functional regions echoes the distributed network features observed in direct anatomical studies. One possibility is that such features emerge because they are all outcomes of competitive activity-dependent processes that sculpt cortical organization during early development.

**Distinct Regions Are Revealed Within the Medial Temporal Lobe.** Network A is robustly coupled to a specific region of the MTL at or near to the posterior PHC, while Network B is not (Braga and Buckner 2017). The present analyses confirmed this distinction repeatedly (see surfaces in Fig. 1). In the high-resolution data, the PHC region participating in Network A was resolved to a portion of the contralateral sulcus in all three 7T subjects (Figs. 6 and 8 for S3 and S5; other subject not shown). Comparison of Network A, estimated here using functional connectivity measures in humans, with direct anatomical data suggests that Network A may reflect anatomical projections including from the PHC (Buckner et al. 2008; Binder et al. 2009; Buckner and Margules 2018). Of particular interest, the PHC projects to frontopolar cortex A10 in New World monkeys (Burman et al. 2011; Rosa et al. 2018). When multiple anterior and posterior tracer injections are examined in relation to one another, a distributed network emerges that has clear parallels to Network A in terms of its wide distribution as well as its specificity (Buckner and Margules 2018). As the last common ancestor between New World monkeys and humans lived approximately 45 million years ago, these results suggest an ancient anatomical circuit motif supports the DN. An open area for future research is to understand better whether there is
expansion and differentiation of this basic circuit motif (e.g., into Network A and Network B) in the large-brained primates including apes and humans that underpin our specialized cognitive capabilities.

The high-resolution data allowed us to resolve a key additional anatomical finding. A distinct region of the MTL, inside the hippocampal formation, at or near to the subiculum, also showed functional connectivity with Network A (Figs. 6–8). In one participant (S4; Fig. 7) this region was positioned beyond the crest of the parahippocampal gyrus, extending to the beginning of the hippocampal sulcus. The subiculum is a source of direct cortical efferents to the RSC as well as subgenual prefrontal cortices (Rosene and van Hoesen 1977). These subicular projections may form part of the larger distributed network we delineate here using functional connectivity (see lower panels in Figs. 6–8 which show the network defined from a seed placed in the subiculum). In the present data we were also able to detect hints of smaller regions within the hippocampus of one subject, but these regions displayed low correlations with Network A and were not reliably observed across individuals. Further exploration of the MTL at higher resolution using sequences optimized to avoid signal loss in the anterior portions of the MTL will be required to resolve details and determine whether there are components of Network B within the anterior MTL.

**Technical Considerations of Fine-Scale Functional Architecture.** The fractionation of the default network into parallel networks was possible because of focus on the individual rather than group-averaged data. Prior work has shown that, even after spatial normalization, the location of functional regions can differ between individuals on the order of centimeters (e.g., see Fig. 6 in Steinmetz and Seitz 1991; Fig. 12 in Rajkowska and Goldman-Rakic 1995; Clark et al. 1996; Henssen et al. 2016). In some cases, we were able to resolve distinct regions within the same sulcus, millimeters apart (Fig. 5C). With even a modest amount of additional blurring across or within individuals it is likely that these distinctions would be lost. Thus our results illustrate the utility of focusing on individuals, not as a means to reveal individual differences, but as an approach to maintain as much spatial information as possible and allow functionally specialized circumscribed regions to be sampled accordingly.

In addition to focusing on individuals, steps were taken to minimize spatial blur in the current analyses. BOLD data were acquired using 1.35 and 2.4mm isotropic voxels, preprocessed and re-sampled to 1mm resolution using a single interpolation step, and smoothed minimally at 2–3mm FWHM. It is likely that these steps contributed to the ability to find the present distinctions. The close juxtapositions that were revealed underscore the importance of delineating brain networks at the level of the individual, with sufficient data and resolution to resolve fine-scale features of functional architecture (Fedorenko et al. 2012; Michalka et al. 2015; Laumann et al. 2015; Huth et al. 2016; Braga and Buckner 2017; Gordon et al. 2017).

There is reason to suspect that smaller network regions remain unresolved. In addition to the hints of small regions in the hippocampus discussed above, other findings were at the edge of detection in the subject that provided the best data. Although these regions included few voxels, their spatial arrangement suggested an actual biological origin. In particular, small alternating side-by-side and bilateral regions belonging to Networks A and B were observed within the callosal sulcus extending from beneath the middle cingulate gyrus to the subgenual zone (not shown). These small regions also displayed low correlations and were not reliably observed in the other two high-resolution subjects. These observations are described here only to illustrate the possibility that additional analyses at higher resolution may resolve finer scale regions, particularly in deeper cortical and subcortical zones. Put simply, we are certain to still be missing important structure, even at the level
of macroscale organization, that sits beyond our present resolution, data quality, and analysis strategies.

Conclusions

The present analyses extend our understanding of the fractionation of the DN into multiple parallel, distributed networks. The juxtaposition of the two networks adjacent to one another along the cortical ribbon and within individual sulci underscores the need for functional anatomy to be examined at the level of the individual and at sufficient resolution. Precision functional mapping could aid applied endeavors that seek to record from or stimulate specific networks (e.g., using intracranial methods) as well as those seeking to limit complications arising from surgical resection.
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**Figure Legends**

**Figure 1:** Networks are reproduced using multiple analysis methods. Data are shown on the surface (top two rows) and volume (remaining rows). Each column shows maps produced using all data from S1 (left columns) and S2 (right columns). The two networks, Network A (DN-A; in blue) and Network B (DN-B; in yellow), were defined using seed-based correlation and data-driven parcellation (k-means clustering at k=12). The ‘seed DN-A’ and ‘seed DN-B’ rows show the individual seed-based correlation maps from seeds in the DLPFC. The overlap images (‘seed’ rows) show the same seed-based connectivity maps thresholded at z(r) > 0.4 for S1 and z(r) > 0.25 for S2, and then binarized, with regions of overlap displayed (in red). Numbers correspond to MNI coordinates for each slice. Left hemisphere is on the left of each axial slice.

**Figure 2:** Parallel closely juxtaposed distributed networks revealed at high resolution in S3. Both Network A (DN-A; in blue) and Network B (DN-B; in yellow) were defined in S3 (7T study) at high-resolution using seed-based functional connectivity. Individual seed voxels were selected from the left DLPFC (seeds not shown). Functional connectivity maps are thresholded at z(r) > 0.2 in all images, and binarized in the ‘overlap images’ to show both networks and their overlap (in red). Note that even at this liberal threshold minimal overlap is observed. The subject’s mean BOLD image is displayed as the underlay to allow the gray matter (lighter gray) and white matter (darker gray) anatomy and corticospinal fluid (white) to be seen. The regions closely follow the curvature of the gray matter and are interdigitated in complex ways along the cortical ribbon. The top panel contains full axial and sagittal slices to show the distributed parallel organization of the two networks. The remaining panels zoom in on the lateral temporal cortex (A), the parietal lobes (B), and the posterior (C) and ventral anterior midline (D) to highlight the close juxtaposition of the regions. Functional connectivity maps are displayed using the colorbar range (0.2 – 0.6) as shown in Fig. 1. Numbers correspond to MNI coordinates for each slice. Note that different slices are sometimes shown in the insets and top panel. Left hemisphere is on the left of each axial and coronal slice in all figures.

**Figure 3:** Parallel closely juxtaposed distributed networks revealed at high resolution in S4. Analysis of S4 (7T study) recapitulated features observed in S3 (Fig. 2). The two networks, Network A (DN-A) and Network B (DN-B), tightly follow the gray matter anatomy and are closely juxtaposed in multiple cortical zones. Figure formatted according to Fig. 2.
**Figure 4:** Parallel closely juxtaposed distributed networks revealed at high resolution in S5. Analysis of S5 (7T study) recapitulated detailed features observed in S3 (Fig. 2) and S4 (Fig. 3). The two networks, Network A (DN-A) and Network B (DN-B), again follow the gray matter anatomy and are closely juxtaposed in multiple cortical zones. This individual displays more overlap than the others at this threshold. Figure formatted according to Fig. 2.

**Figure 5:** Networks are closely juxtaposed inside individual sulci. High-resolution data from three subjects are shown (S3, S4 and S5; 7T study). Selected slices illustrate locations where the two distributed networks fall in distinct regions of the same sulcus or junction between sulci. Network A (DN-A; in blue), Network B (DN-B; in yellow), and their overlap (in red) are shown. In each panel, an overlap image is shown in the full coronal (A, E, G), sagittal (B, F) or axial (C, D, H) slice, followed by four insets that zoom in on the dashed-line box to highlight anatomical details. The insets include each subject’s mean BOLD underlay for anatomical guidance (top left), the overlap image (top right), and the individual functional connectivity maps for Network A (bottom left) and Network B (bottom right). The white lines provide landmarks so that the relative position of each network can be considered across insets. The two networks were often observed on opposite banks of the same sulcus, deep into the fundus (see panels A, C, G and H). Maps are thresholded at z(r) > 0.2 in all images, and functional connectivity maps are displayed using the colorbar range (0.2 – 0.6) as shown in Fig. 1. Note other views of these same functional connectivity maps are displayed in Figs. 2–4.

**Figure 6:** Network A shows connectivity with circumscribed regions of the medial temporal lobe in S3. The top panel shows Network A in S3 defined using a left DLPFC seed (not shown). Arrows on the axial slice (left) and insets denote the approximate locations of the hippocampus proper (h), the subiculum (s), the parahippocampal cortex (p), and the contralateral sulcus (c). The thin white line denotes the position of the coronal slice (middle). Insets show magnified images of the MTL in the coronal slice for the subject’s anatomical (T1-weighted) image (A), to display the white and gray matter anatomy clearly, and the functional connectivity map for Network A overlaid onto the subject’s mean BOLD image (B). The mean BOLD underlay allows regions to be visualized in relation to the true BOLD anatomy given image distortion. Note that the arrows are placed at slightly different locations in insets A & B to match the anatomy in each image. The lower panel displays the functional connectivity map from a seed placed directly in the subiculum, which recapitulates the cortical components of Network A including the frontal pole near BA10 (see Fig. 2 for comparison).

**Figure 7:** Network A shows functional connectivity with circumscribed regions of the medial temporal lobe in S4. Figure formatted according to Fig. 6 but showing data from S4. Arrows denote the approximate locations of the hippocampus proper (h), the subiculum (s), the parahippocampal cortex (p), and the contralateral sulcus (c). See Fig. 3 for comparison with similar views of the network defined from the DLPFC seed.

**Figure 8:** Network A shows functional connectivity with circumscribed regions of the medial temporal lobe in S5. Figure formatted according to Fig. 6 but showing data from S5. Arrows denote the approximate locations of the hippocampus proper (h), the subiculum (s), the parahippocampal cortex (p), and the contralateral sulcus (c). See Fig. 4 for comparison with similar views of the network defined from the DLPFC seed.
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Supporting Figure S1: Parallel closely juxtaposed distributed networks are reliable in subject S1. Each column shows the functional connectivity maps from a single seed vertex (white circle) selected from the left dorsolateral prefrontal cortex (DLPFC) of S1 (3T study). The left pair of columns shows Network A and the right pair Network B. Data from S1 was divided into 4 independent datasets (n=12 runs or 1h 22m of data in each set). The two networks, Network A and Network B, were reliably observed in all four datasets. Each seed produced a distinct distributed network that occupied closely juxtaposed regions within zones typically considered part of the canonical ‘default network’. Lateral and medial inflated views of the left hemisphere are shown. The surfaces are rotated by 19° along the y plane to better show the ventromedial prefrontal cortex. The same view is used in subsequent figures.
Supporting Figure S2: Parallel closely juxtaposed distributed networks are reliable in S2. Analysis of another individual S2 (3T study) recapitulated the observation of the two parallel interdigitated networks, Network A and Network B, consistently across four datasets (dataset 1–4). Figure formatted according to Supporting Fig. S1.
Supporting Figure S3: Negligible effects of transcranial magnetic stimulation (TMS) on functional connectivity. To confirm the decision to treat all TMS stimulation runs as standard rest fixation in the replication analyses (Fig. 1 and Supporting Figs. S1 and S2), functional connectivity maps were created using data grouped by stimulation condition, including sham (S1, n=19; S2, n=15), right- (S1, n=19; S2, n=18), and left-hemisphere stimulation (S1, n=16; S2, n=17). Seed-based functional connectivity maps were created by averaging the maps within each of these conditions for S1 and S2. Similar maps were obtained for each condition, confirming that the detection of the two juxtaposed networks was not a consequence of the stimulation protocol.