A LIE-ALGEBRAIC APPROACH TO THE LOCAL INDEX THEOREM ON COMPACT HOMOGENEOUS SPACES

SEUNGHUN HONG

Abstract. Using a K-theory point of view, Bott related the Atiyah-Singer index theorem for elliptic operators on compact homogeneous spaces to the Weyl character formula. This article explains how to prove the local index theorem for compact homogeneous spaces using Lie algebra methods. The method follows in outline the proof of the local index theorem due to Berline and Vergne. But the use of Kostant’s cubic Dirac operator in place of the Riemannian Dirac operator leads to substantial simplifications. An important role is also played by the quantum Weil algebra of Alekseev and Meinrenken.

1. Introduction

Soon after Atiyah and Singer [1] proved the index theorem, Bott [13] examined it over homogeneous spaces $G/K$ where $G$ is a compact connected Lie group and $K$ is a closed connected subgroup. Using Weyl’s theory—integral formula, character formula, and so on—Bott was able to verify the index theorem by-passing analytic or topological arguments considerably. Expectation of such simplification for the local index theorem is the motive of this article.

It seems that the well-known proofs for the local index theorem (such as the ones found in Atiyah, Bott, and Patodi [8], Getzler [23], Bismut [12], or Berline and Vergne [11]) in themselves do not become simpler even if we restrict the manifolds under consideration to compact homogeneous spaces. A common feature of the aforementioned proofs is that they use the Riemannian Dirac operator. What we shall demonstrate is that the use of Kostant’s cubic Dirac operator [33] in place of the Riemannian Dirac operator leads to substantial simplifications; Alekseev and Meinrenken’s quantum Weil algebra [3, 4] also plays an important role.

This is certainly not the first instance where the utility of the cubic Dirac operator is found. Its usefulness has already been demonstrated in the realm of the representation theory of complex semisimple Lie algebras. We do not list all the works in that direction but refer to the treatise by Huang and Pandžić [27]. On a more differential geometric side, the advantage of the cubic Dirac operator for index theoretic purposes has been indicated by the works of Slebarski [42–44] and Goette [24]. More recently, Freed, Hopkins, and Teleman [20] used a family of cubic Dirac operators in the context of loop groups to prove the “Thom isomorphism” in that setting.
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We shall outline our approach in the next few paragraphs. But first let us recapitulate the local index theorem. Let $\mathcal{D}$ be a Dirac operator on a vector bundle $S$ over a closed even-dimensional manifold $M$. Owing to the representation theory of Clifford algebras, the space $\Gamma(S)$ of the smooth sections of $S$ is naturally bi-graded:

$$\Gamma(S) = \Gamma(S)^+ \oplus \Gamma(S)^-.$$ 

In the most interesting cases the Dirac operator is an odd operator: $D = (0 \quad D)$, $D = (D \quad 0)$. It may be self-adjoint or skew self-adjoint, depending on the Clifford relation that defines the Clifford algebra. Because we will rely on the results of Alekseev and Meinrenken, we shall follow their convention, under which we have:

$$XY + YX = \langle X, Y \rangle$$

for vectors $X$ and $Y$ in the Euclidean space with inner product $\langle , \rangle$ that generate the Clifford algebra. This makes $D$ skew self-adjoint. Then the spectrum of $D$ is an unbounded discrete subset of $i \mathbb{R}$, each eigenvalue occurring with finite multiplicity. The space $\Gamma^2(S)$ of square-integrable sections of $S$ admits a Hilbert space direct sum decomposition into the eigenspaces of $D$. (For general reference on the analytic properties of Dirac operators, see Roe [39, Chs. 5 & 7].) One can then build the heat diffusion operator $e^{tD^2}$ on $\Gamma^2(S)$ for $t \in (0, \infty)$. The main reason for taking this step arises from the McKean-Singer formula, which relates the graded index of $D$ with the super trace of the heat diffusion operator; namely,

$$\text{Ind} \, D = \text{Str}(e^{tD^2}),$$

where $\text{Ind} \, D$ is the difference between the dimensions of $\ker \mathcal{D}_+$ and $\ker \mathcal{D}_-$, and $\text{Str}(e^{tD^2})$ is the difference between the trace of $e^{tD^2}$ on the even domain and that on the odd domain. The formula can be rewritten in terms of the heat kernel associated with $\mathcal{D}$, that is, the integral kernel $P_t$ of $e^{tD^2}$; it is a section of the external tensor product $S \boxtimes S^*$ over $M \times M$ such that

$$(e^{tD^2} \xi)(x) = \int_M P_t(x, y) \xi(y) \, \text{vol}_y$$

for any $\xi$ in $\Gamma(S)$. Here $\text{vol}_y$ is the value of the Riemannian volume form of $M$ at $y$. In terms of the heat kernel, the McKean-Singer formula can be set down as:

$$\text{Ind} \, D = \int_M \text{Str}(P_t(x, x)) \, \text{vol}_x,$$

where $\text{Str}(P_t(x, x))$ calculates the super trace of $P_t(x, x)$ on the fiber $S_x$. For this reason, $x \mapsto \text{Str}(P_t(x, x)) \, \text{vol}_x$ is referred to as the index density on $M$. The restriction of the heat kernel onto the diagonal $(x, x) \in M \times M$ admits an asymptotic expansion for $t \to 0^+$ of the following form (Seeley [40]):

$$P_t(x, x) \sim t^{-n/2}(a_0(x) + a_1(x)t + a_2(x)t^2 + \cdots),$$

where $n = \dim(M)/2$. Thus,

$$\text{Str}(P_t(x, x)) \sim t^{-n/2}(\text{Str}(a_0(x)) + \text{Str}(a_1(x))t + \text{Str}(a_2(x))t^2 + \cdots).$$
The local index theorem then states that the coefficients $\text{Str}(a_j(x))$ with $0 \leq j < n/2$ are zero so that
\[
\text{Str}(P_t(x, x)) \, \text{vol}_x = \text{Str}(a_{n/2}(x)) \, \text{vol}_x + O(t);
\]
moreover, the leading term can be explicitly calculated in terms of the characteristic forms of $M$. The local index theorem yields the global index theorem via Equation (2); this line of argument is often referred to as the “heat kernel proof” for the Atiyah-Singer index theorem.

Now suppose $M = G/K$. We examine the local index theorem for $G/K$ in the following setting. Endow a bi-invariant metric on $G$. Let $\mathfrak{g}$ and $\mathfrak{k}$ be the Lie algebras of $G$ and $K$, respectively, and let $\mathfrak{p}$ be the orthogonal complement of $\mathfrak{k}$ in $\mathfrak{g}$. Let $E$ denote a finite-dimensional $K$-vector space that admits a $K$-equivariant module structure over the Clifford algebra $\text{Cl}(\mathfrak{p})$ generated by $\mathfrak{p}$. We assume that $E$ is a graded $\text{Cl}(\mathfrak{p})$-module with respect to the natural bi-grading on $\text{Cl}(\mathfrak{p})$. We consider the homogeneous vector bundle $G \times K E$.

Our method for proving the local index theorem in the above setting is as follows. The space $\Gamma(G \times K E)$ is linearly isomorphic to the space $(C^\infty(G) \otimes E)^K$ of smooth $K$-invariant functions on $G$ with values in $E$. A $G$-equivariant differential operator on $(C^\infty(G) \otimes E)^K$ can be identified as a member of $(U(\mathfrak{g}) \otimes \text{Cl}(\mathfrak{p}))^K$, where $U(\mathfrak{g})$ is the universal enveloping algebra generated by $\mathfrak{g}$. This algebra, $(U(\mathfrak{g}) \otimes \text{Cl}(\mathfrak{p}))^K$, is known as the relative Weil algebra for the pair $(\mathfrak{g}, \mathfrak{k})$; it was the main object of study in Alekseev and Meinrenken’s work [4]. There they demonstrate that the algebraic structure of the relative Weil algebra singles out an element $D(\mathfrak{g}, \mathfrak{k})$, which happens to be the cubic Dirac operator. We consider the Dirac operator $D_{\mathfrak{g}/\mathfrak{k}}$ on $\Gamma(G \times K E)$ such that the following diagram commutes:

\[
\begin{array}{ccc}
(C^\infty(G) \otimes E)^K & \xrightarrow{D_{\mathfrak{g}/\mathfrak{k}}} & (C^\infty(G) \otimes E)^K \\
\cong & & \cong \\
\Gamma(G \times K E) & \xrightarrow{D_{\mathfrak{g}/\mathfrak{k}}} & \Gamma(G \times K E)
\end{array}
\]

This Dirac operator, $D_{\mathfrak{g}/\mathfrak{k}}$, is not the Riemannian Dirac operator, which was used for instance in Getzler’s proof [23] of the local index theorem. Our strategy is to deduce the heat kernel associated with $D_{\mathfrak{g}/\mathfrak{k}}$ from that of $D(\mathfrak{g}, \mathfrak{t})$.

To that end, we use the quantization map
\[
Q: (S(\mathfrak{g}) \otimes \wedge(\mathfrak{p}))^K \rightarrow (U(\mathfrak{g}) \otimes \text{Cl}(\mathfrak{p}))^K
\]
introduced by Alekseev and Meinrenken [3, § 6]; here $S(\mathfrak{g})$ is the symmetric algebra generated by $\mathfrak{g}$, and $\wedge(\mathfrak{p})$ is the exterior algebra generated by $\mathfrak{p}$. This map is a linear isomorphism that exerts a graded symmetrization with respect to certain generators. There is a natural identification of members of $(S(\mathfrak{g}) \otimes \wedge(\mathfrak{p}))^K$ with differential operators on $(C^\infty(\mathfrak{g}) \otimes E)^K$. Let $\mathcal{L}$ be the the preimage of $D(\mathfrak{g}, \mathfrak{t})^2$ under the quantization map so that
\[
Q(\mathcal{L}) = D(\mathfrak{g}, \mathfrak{t})^2.
\]
The differential operator $L$ is in fact a member of the subalgebra $S(g)^G$. On this subalgebra the quantization map is identical to the Duflo isomorphism [3, 17], which is an algebra isomorphism. From this fact we deduce that the asymptotic expansion of the heat kernel $R_t$ of $D(g, k)^2$ must satisfy (Theorem 3.6):

$$R_t^{\text{exp}} = h_t \frac{1}{j} + O(t).$$

(5)

Here $R_t^{\text{exp}}$ denotes the function $x \mapsto R_t(e, x)$ under the exponential chart, $h_t$ is the Gaussian function, and $j$ is the positive square root of the Jacobian determinant of the exponential map. What remains is to take the asymptotic equation (5) and extract from it the asymptotic expansion of the heat kernel $P_t$ of $D^2 g / k$. For this task, we follow the idea of Berline and Vergne [11], namely, that $P_t(xK, xK)$ is, as an element of $\text{End}(E)$, equal to

$$\int_K R_t(x, xh^{-1})\nu(h)\,dh,$$

where $\nu$ denotes the representation of $K$ on $E$, and $dh$ is the Haar measure on $K$. We shall see that throughout the proof almost all calculations are brought down to the level of Lie algebras owing to homogeneity.

In the next section, we describe the notations and conventions that we implement and the precise means by which we identify an element of the quantum Weil algebra as an equivariant differential operator on $(C^\infty(G) \otimes E)^K$.

In the third section, using the algebraic properties of the cubic Dirac operator concatenated with the quantum Weil algebra, we derive the asymptotic expansion of the heat kernel of the (scalar) Laplacian on $(C^\infty(G) \otimes E)^K$; this is where the advantage of our method stands out.

And finally, in the last section, we deduce the local index theorem on $G/K$. The argument proceeds in the manner of Berline and Vergne [11], and we present only those calculations that are not mere adaptations of their work.

2. Equivariant Differential Operators and the Relative Weil Algebra

Let $(G, K)$ be a pair of connected Lie groups where $K$ is a closed subgroup of $G$. Let $(g, k)$ be the associated Lie algebras. Since we are assuming that $G$ is connected, the existence of a bi-invariant metric on $G$ is equivalent to the existence of an inner product $\langle \cdot, \cdot \rangle$ on $g$ that is invariant under the adjoint representation $\text{ad}: g \to \text{End}(g)$ so that

$$\langle \text{ad}(X)Y, Z \rangle = -\langle Y, \text{ad}(X)Z \rangle$$

for any vectors $X$, $Y$, and $Z$ in $g$. We shall assume such an inner product exists, as it is the case when $G$ is compact.

Owing to the invariance of the inner product, the orthogonal decomposition $g = k \oplus p$ is preserved under the adjoint action of $k$. In particular, we have a Lie algebra homomorphism:

$$\text{ad}^p: k \to \mathfrak{so}(p).$$
Now the Lie algebra $\mathfrak{so}(p)$ is isomorphic to the Lie algebra $\mathfrak{spin}(p)$ of Spin($p$). So we have a Lie algebra homomorphism

$$\gamma^p : \mathfrak{k} \rightarrow \mathfrak{spin}(p) \subset \text{Cl}(p),$$

which is characterized by (this is due to Kostant [32, § 2]):

$$[\gamma^p(X), Y] = [X, Y]_g,$$

for any $X \in \mathfrak{k}$ and any $Y \in \mathfrak{p}$; the bracket on the left denotes the graded commutator in Cl($p$); on the right is the Lie bracket in $g$. In terms of an orthonormal basis $\{Y_i\}_{i=1}^{\dim p}$ for $\mathfrak{p}$, we have:

$$\gamma^p(X) = -\frac{1}{2} \sum_{i,j=1}^{\dim p} \langle X, [Y_i, Y_j]_g \rangle Y_i Y_j,$$

(6)

Throughout this article, we let $E$ denote an arbitrary Cl($p$)-module that admits a $K$-action $\nu : K \rightarrow \text{Aut}(E)$. We assume that the Cl($p$)-multiplication on $E$ is $K$-equivariant, that is, the equation

$$\nu(h) \circ Y \circ \nu(h)^{-1} = \text{Ad}(h)(Y)$$

(7)

holds in $\text{End}(E)$ for any $h \in K$ and any $Y \in \mathfrak{p}$. Here $\text{Ad}$ denotes, as usual, the adjoint representation of $G$ on $g$. The induced Borel mixing space

$$E(G) := G \times_K E$$

is the $K$-orbit space of $G \times E$ where $h \in K$ acts on $(g, v) \in G \times E$ by $(g, v) \cdot h = (gh, \nu(h)^{-1}v)$. We denote the $K$-orbit of $(g, v)$ by $[g, v]$. The canonical projection $E(G) \rightarrow G/K$, $[g, v] \mapsto gK$, is a vector bundle with fiber $E$. A section of $E(G)$ can be identified with a function in $C^\infty(G \times E)$ that is $K$-invariant relative to $R \otimes \nu$, where $R$ denotes the right-regular action of $K$ on $C^\infty(G)$. (For details, see Kobayashi and Nomizu [29, Ex. 5.2, p. 76] or Berline, Getzler, and Vergne [10, Prop. 1.7, p. 19].) This identification yields a linear isomorphism

$$\eta : \Gamma(E(G)) \overset{\sim}{\rightarrow} (C^\infty(G) \otimes E)^K.$$  

(8)

Our aim is to identify the elements of the relative Weil algebra

$$\mathcal{W}(g, \mathfrak{k}) := (\mathcal{U}(g) \otimes \text{Cl}(p))^K$$

with differential operators on $(C^\infty(G) \otimes E)^K$. Since $E$ comes with a Cl($p$)-module structure, we only need to specify the action of $\mathcal{U}(g)$ on $C^\infty(G)$. For that purpose, it is sufficient to describe how the generating set $g$ acts on $C^\infty(G)$. Following Alekseev and Meinrenken, if $X \in \mathfrak{g}$ takes the role of a generator for $(\mathcal{U}(g) \otimes \{1\}) \cap \mathcal{W}(g, \mathfrak{k})$ then we shall denote it as:

$$\hat{X} = X \otimes 1.$$

The natural step is to let $\hat{X}$ act on $C^\infty(G)$ as the left-invariant vector field on $G$ generated by $X$:

$$(\hat{X} \sigma)(g) = \left. \frac{d}{dt} \sigma(g \exp(tX)) \right|_0$$

(9)

for $\sigma \in (C^\infty(G) \otimes E)^K$ and $g \in G$. Then we have:

$$[\hat{X}, \hat{Y}] \sigma = [\hat{X}, Y]_g \sigma.$$
In this way, we have an algebra isomorphism from $U(g)$ to the algebra of left-invariant differential operators on $G$. This completes the description of the $W(g,k)$-action on $(C^\infty(G) \otimes E)^K$.

Next, we demand that $W(g,k)$ acts on $\Gamma(E(G))$ in a compatible way so that the following diagram is commutative (it is not a commutative diagram in the conventional sense):

$$
\begin{align*}
(C^\infty(G) \otimes E)^K & \xrightarrow{W(g,k)} (C^\infty(G) \otimes E)^K \\
\eta & \equiv \quad \equiv \\
\Gamma(E(G)) & \xrightarrow{W(g,k)} \Gamma(E(G))
\end{align*}
$$

(10)

Of particular interest is the resulting action of $\hat{Y}$ on $\Gamma(E(G))$ where $Y \in p$. This is illustrated in Lemma 2.1 below. It involves the well-known fact that the map

$$
p \to G/K, \quad X \mapsto g \exp(tX)K,
$$

(11)

is a local diffeomorphism near the origin (see Helgason [26, Lem. 4.1, p. 123]). The proof of the lemma is straightforward, so we omit it here.

**Lemma 2.1.** Let $Y \in p$ and $\xi \in \Gamma(E(G))$. Let $t \mapsto w(t)$ be a curve in $E$ defined on some interval containing 0 such that

$$
\xi(g \exp(tY)K) = [g \exp(tY), w(t)].
$$

(12)

Let $\partial_Y$ denote the directional derivative at $gK$ with respect to $Y$ under the chart provided by the diffeomorphism (11), in other words, $[\partial_Y \sigma] = [g, w'(0)]$. Then

$$
(\hat{Y} \xi)(gK) = \partial_Y \xi.
$$

More generally, we have

$$
(\hat{Y} \otimes v \xi)(gK) = v \partial_Y \xi
$$

for any $v \in \text{Cl}(p)$.

**Remark.** The derivative $\partial$ is, in fact, a covariant derivative. This type of covariant derivative appears in the literature (not always in the same setting as ours) under various modifiers. Following Kobayashi and Nomizu [30], we shall refer to $\partial$ as the canonical covariant derivative. (This covariant derivative is also reductive in the sense that its torsion and curvature are parallel; see [30, Thm. 2.6, p. 193] and [31, Thm. 1, p. 37].)

The connection 1-form $\theta$ associated with $\partial$ is as follows: Let $\omega$ be the (left-invariant) Maurer-Cartan form on $G$ so that for a left-invariant vector field $\tilde{X}$ on $G$ generated by $X \in g$ we have $\omega(\tilde{X}) = X$. Let $pr_\ell$ denote the orthogonal projection of $g$ onto $\ell$. Then $\theta$ is the $\ell$-valued 1-form $pr_\ell \circ \omega$.

Note that the the canonical connection $\theta$ characterizes tangent vectors on $G$ that are orthogonal to $K$-orbits as horizontal vectors; in other words, the left-translations of $p$ are precisely the horizontal subspaces for the tangent spaces of $G$, and thus, $p$ is identified with the tangent space of $G/K$ at any position by means of the local diffeomorphism (11).
3. The Asymptotic Heat Kernel on Compact Lie Groups

The algebraic structure of $W(\mathfrak{g}, \mathfrak{k})$ picks out a distinguished element $D(\mathfrak{g}, \mathfrak{k})$, namely, the cubic Dirac operator. To wit, $W(\mathfrak{g}, \mathfrak{k})$ has a differential graded algebra structure of which the differential is inner with respect to $D(\mathfrak{g}, \mathfrak{k})$ (Alekseev and Meinrenken [4, Prop. 6.4, p. 321]). The precise form of $D(\mathfrak{g}, \mathfrak{k})$ is:

$$D(\mathfrak{g}, \mathfrak{k}) = \sum_{i=1}^{\dim \mathfrak{p}} Y_i \otimes Y_i + \frac{1}{3} \sum_{i=1}^{\dim \mathfrak{p}} Y_i \gamma^p(Y_i) \in W(\mathfrak{g}, \mathfrak{k}) = (\mathcal{U}(\mathfrak{g}) \otimes \text{Cl}(\mathfrak{p}))^K,$$

where $\{Y_i\}_{i=1}^{\dim \mathfrak{p}}$ is any orthonormal basis for $\mathfrak{p}$, and $\gamma^p(Y_i)$ is defined using the same formula expressed in Equation (6).

The objective of this section is to derive the asymptotic heat kernel of $D(\mathfrak{g}, \mathfrak{k})^2$ on $(C^\infty(G) \otimes E)^K$ utilizing its algebraic properties associated with $W(\mathfrak{g}, \mathfrak{k})$, especially those related to the quantization map

$$Q: (S(\mathfrak{g}) \otimes \wedge(\mathfrak{p}))^K \rightarrow (\mathcal{U}(\mathfrak{g}) \otimes \text{Cl}(\mathfrak{p}))^K.$$

We need not know all the details of this map except that $Q$, upon restriction, yields the Duflo isomorphism $S(\mathfrak{g})^G \cong \mathcal{U}(\mathfrak{g})^G$, which is an algebra isomorphism [3, Thm. 7.1, p.164].

Of course, we need to relate the above algebraic fact with differential operators. To that end, we can define the action of $(S(\mathfrak{g}) \otimes \wedge(\mathfrak{p}))^K$ on $E$-valued functions on $\mathfrak{g}$ in a similar manner as done in Section 2, which identifies $S(\mathfrak{g})^G$ with the algebra of $G$-invariant constant coefficient differential operators on $\mathfrak{g}$. Then $Q$ relates an operator in $S(\mathfrak{g})^G$ with a bi-invariant operator on $G$ by comparing the full symbols at the origin in $\mathfrak{g}$ and the identity in $G$, respectively. In this picture, the standard Laplacian $\Delta_{\mathfrak{g}}$ on $\mathfrak{g}$ is a member of $S(\mathfrak{g})^G$. We shall see that $Q(\Delta_{\mathfrak{g}})/2$ (the factor 1/2 is due to our Clifford relation (1)) is a differential operator whose principal symbol is the same as $D(\mathfrak{g}, \mathfrak{k})^2$. In fact, if $E = S \otimes V$ where $S$ is a graded irreducible $\text{Cl}(\mathfrak{p})$-module and $V$ is an irreducible $\mathfrak{k}$-vector space, then (Theorem 3.2):

$$D(\mathfrak{g}, \mathfrak{k})^2 = \frac{1}{2} Q(\Delta_{\mathfrak{g}}) + \text{constant},$$

where the constant depends on the $\mathfrak{k}$-action on $V$.

3.1. Some Terminology and Conventions. Just like any other Dirac operator the square of $D(\mathfrak{g}, \mathfrak{k})$ is a generalized Laplacian. By a generalized Laplacian we mean the following. Let $F$ be a vector bundle over a compact oriented Riemannian manifold $M$. We assume that $F$ is equipped with a fiber-wise inner product in a smooth manner. A generalized Laplacian on $\Gamma(F)$ is a differential operator $L$ whose expression in local coordinates takes the form:

$$L = \frac{1}{2} \sum_{i,j=1}^{\dim M} \beta^{ij} \partial_i \partial_j + \text{(lower order part)},$$

where $\beta^{ij}$ is the $(i, j)$-entry of the inverse of the matrix $[\beta_{ij}]$ coming from the metric $\beta = \sum_{i,j} \beta_{ij} dx^i dx^j$ on $M$ (we are distinguishing the upper indices from the lower indices) The 1/2 factor in Equation (14) is an insignificant
part in our discussion; it is placed here on account of the Clifford relation (1), which is the convention used by Alekseev and Meinrenken [3]. The heat kernel $P_t$ of $L$, parametrized by "time" $t$, is a smooth section of the bundle $F \boxtimes F^*$ such that

$$(e^{tL}\xi)(x) = \int_M P_t(x,y)\xi(y)\text{vol}_y$$

for any $t > 0$ and any $\xi \in \Gamma(F)$. For the existence of $P_t$ and its fundamental properties, see Roe [39, Prop. 5.31, p. 83; Prop. 7.5, p. 96].

Suppose $M$ is a compact homogeneous space $G/K$. We adopt the following notation for the left coset of $K$ that contains $x \in G$:

$$\bar{x} := xK.$$ 

Assume that the bundle $F$ is homogeneous over $G/K$, in the sense that $F = V(G) = G \times_K V$ for some finite-dimensional $K$-vector space $V$. There is a natural $G$-action on $F$ defined by

$$\alpha_g: [g', v] \mapsto [gg', v]$$

for $g \in G$ and $[g', v] \in V(G)$. This induces a $G$-action on the sections of $F$, namely, for $g \in G$, $\sigma \in \Gamma(F)$, and $\bar{x} \in G/K$,

$$(g \cdot \sigma)(\bar{x}) := \alpha_g(\sigma(g^{-1}\bar{x})), \quad (15)$$

where $g^{-1}\bar{x} := g^{-1}xK$.

Suppose the generalized Laplacian $L$ on $\Gamma(F)$ is equivariant with respect to the action (15). Then the heat diffusion operator $e^{tL}$ is also equivariant. Provided that the metric on $M$ is $G$-invariant, the heat kernel $P_t$ is completely determined by the function $p_t: \bar{\bar{y}} \mapsto P_t(\bar{\bar{e}}, \bar{\bar{y}})$.

We shall refer to $p_t$ as the heat convolution kernel of $L$. We may view it as a function $0, \infty) \to \Gamma(F_{\bar{\bar{e}}} \boxtimes F^*)$, $t \mapsto p_t$.

For small time $t$, the heat convolution kernel behaves like the Gaussian kernel

$$h_t(\bar{x}) = \frac{e^{-d(\bar{x})^2/2t}}{(2\pi t)^{\dim M/2}}, \quad (16)$$

where $d(\bar{x})$ denotes the distance between $\bar{\bar{e}}$ and $\bar{x}$; stating more precisely, $p_t$ admits an asymptotic expansion (or an asymptotic heat kernel)

$$p_t \sim h_t(a_0 + a_1t + a_2t^2 + \cdots) \quad (17)$$

for $t \to 0+$, valid in the Banach space of $C^r$-sections of $F_{\bar{\bar{e}}} \boxtimes F^*$ for all non-negative integer $r$ (see Roe [39, Thm. 7.15, p. 101]). The asymptotic expansion (17) is obtained as the formal solution to the heat equation associated with $L$:

$$(\partial_t + L)p_t = 0.$$ 

That is, we formally solve the above equation by substituting $p_t$ with $h_t\sum_{i=0}^{\infty} a_it^i$, under the condition that $a_0(\bar{\bar{e}})$ is the identity operator on the fiber $F_{\bar{\bar{e}}}$. For

This is the heat kernel for $1/2$ times the Laplacian; the heat kernel for the usual Laplacian can be obtained by the substitution $t \mapsto 2t$ in (16).
3.2. A Few Words on the Duflo Isomorphism. As mentioned in the
beginning of this section, it is decisive in our calculation that the restriction
of the quantization map $Q$ to $S(\mathfrak{g})^G$ is the Duflo isomorphism. It is also
necessary to translate the algebraic definition of $Q$ into the language of
differential operators and distributions.

To that end, let $\mathcal{E}'(\mathfrak{g})^G$ and $\mathcal{E}'(G)^G$ denote the algebra of compactly sup-
sported $G$-invariant distributions on $\mathfrak{g}$ and $G$, respectively. Let $j_\mathfrak{g}$ be the
analytic function on $\mathfrak{g}$ defined by:

$$j_\mathfrak{g}(X) = \det^{1/2} \left[ \frac{\sinh(ad(X/2))}{ad(X/2)} \right].$$

As it is well-known, $j_\mathfrak{g}^2(X)$ calculates the Jacobian determinant of the ex-
ponential map at $X$ if the exponential map is diffeomorphic near $X$. Now
consider the map

$$\exp_\ast \circ j : \mathcal{E}'(\mathfrak{g})^G \to \mathcal{E}'(G)^G,$$

where $\exp_\ast$ denotes the push-forward along the exponential map, and $j$
denotes the multiplication by $j_\mathfrak{g}$. Though it is an abuse of notation, denote
$\exp_\ast \circ j$ also by $Q$. Then, for any differential operator $P \in S(\mathfrak{g})^G$, its image
$Q(P) \in \mathcal{U}(\mathfrak{g})^G$ under the quantization map is the bi-invariant differential
operator on $G$ that satisfies

$$Q(P)Q(\delta_0) = Q(P\delta_0),$$

where $\delta_0$ is the Delta distribution on $\mathfrak{g}$ supported at the origin. (Then $Q(\delta_0)$
is the Delta distribution $\delta_e$ on $G$ supported at the identity.)

It is known that the map (18) is an algebra homomorphism, that is,

$$Q(u) \ast Q(v) = Q(u \ast v)$$

for any $u$ and $v$ in $\mathcal{E}'(\mathfrak{g})^G$. This is the substance of the Kashiwara-Vergne
conjecture [28], for which there are now several proofs for any Lie group $G$.
In our case, where $G$ is compact, it is easy to verify Equation (20) using
the Kirillov character formula (Dooley and Wildberger [16]). But there are
proofs that do not involve representation theory or the structure theory
of the group $G$. In particular, when $\mathfrak{g}$ admits a nondegenerate symmetric
bilinear form (like in our case), then Equation (20) is a “trivial” consequence
(Alekseev and Torossian [6]) of the fact that the Campbell-Baker-Hausdorff
formula can be written in the following form:

$$\log(\exp(X) \exp(Y)) = X + Y - (e^{ad(X)} - 1)A(X, Y) - (1 - e^{-ad(Y)})B(X, Y).$$

3.3. Calculating the Asymptotic Heat Kernel. According to the repre-
sentation theory of Clifford algebras, there is a unique (up to isomorphism)
irreducible graded $\text{Cl}(\mathfrak{p})$-module when $\mathfrak{p}$ is odd-dimensional. In the even-
dimensional case there are two irreducible graded modules; as vector spaces
they are both the direct sum of the positive and negative half-spinors, and
the ambiguity can be removed by declaring the positive and negative sub-
spaces as the even and odd subspaces, respectively (see [22, pp. 188–189]).
Henceforth we may, regardless of the parity of the dimension of $\mathfrak{p}$, speak of the graded irreducible spinor space $S$. 

more...
Having a unique irreducible graded $\text{Cl}(p)$-module, the equivariance condition (7) implies that there is a Lie algebra representation $\tau: \mathfrak{k} \to \text{End}(V)$ such that

$$E = S \otimes V$$

as $\mathfrak{k}$-spaces, where $\mathfrak{k}$ acts on the right via $\gamma^p \otimes 1 + 1 \otimes \tau$ (see Goette [24, Lem. 3.4, P. 25]). We shall simply write this fact as:

$$\nu_* = \gamma^p + \tau. \quad (21)$$

The space $V$ serves as an auxiliary space on which $\text{Cl}(p)$ acts trivially. Each Lie algebra representation $\nu_*$, $\gamma^p$, and $\tau$ extends to $\mathcal{U}(\mathfrak{k})$ as an algebra homomorphism.

We shall assume that $V$ is $\mathfrak{k}$-irreducible with highest weight $\mu$. (For reference on the theory of highest weight, we refer to Duistermaat and Kolk [18, § 4.9].)

**Lemma 3.1.** Let $\text{diag}_W$ denote the (diagonal) embedding $\mathcal{U}(\mathfrak{k}) \hookrightarrow \mathcal{W}(\mathfrak{g}, \mathfrak{k})$ induced by $X \mapsto \hat{X} + \gamma^p(X)$. Let $\Omega_\mathfrak{k}$ denote the Casimir element in $\mathcal{U}(\mathfrak{k})$ so that

$$\Omega_\mathfrak{k} = \sum_{i=1}^{\dim \mathfrak{k}} X_i X_i$$

where $\{X_i\}_{i=1}^{\dim \mathfrak{k}}$ is any orthonormal basis for $\mathfrak{k}$. As differential operators on $(C^\infty(G) \otimes E)^K$, we have

$$\text{diag}_W(\Omega_\mathfrak{k}) = -\|\mu + \rho_\mathfrak{k}\|^2 + \|\rho_\mathfrak{k}\|^2,$$

where $\rho_\mathfrak{k}$ is the Weyl vector of $\mathfrak{k}$, and $\| \cdot \|$ is the norm induced by the inner product on $\mathfrak{g}$.

**Proof.** Let $\sigma \in (C^\infty(G) \otimes E)^K$. By the $K$-invariance of $\sigma$, we have

$$\sigma(g \exp(X)) = e^{-\nu_*(X)} \sigma(g)$$

for every $g \in G$ and every $X \in \mathfrak{k}$. Differentiating both sides with respect to $X$, we get

$$\hat{X} \sigma = -\nu_*(X) \sigma.$$

By Equation (21), the right-hand side is $-(\gamma^p(X) + \tau(X)) \sigma$. And, by definition, $\text{diag}_W(X) = \hat{X} + \gamma^p(X)$. So the above equation can be rewritten as

$$\text{diag}_W(X) \sigma = -\tau(X) \sigma.$$

Hence, $\text{diag}_W = -\tau$; this continues to hold as an equality between algebra homomorphisms on $\mathcal{U}(\mathfrak{k})$; so

$$\text{diag}_W(\Omega_\mathfrak{k}) = \tau(\Omega_\mathfrak{k})$$

as differential operators on $(C^\infty(G) \otimes E)^K$. The right-hand side is a constant operator, owing to the irreducibility of $\tau$ and Schur’s lemma. Its value is well-known to be $-\|\mu + \rho_\mathfrak{k}\|^2 + \|\rho_\mathfrak{k}\|^2$ (see Kostant [33, Rmk. 1.89, p. 469]). □

**Theorem 3.2.** As differential operators on $(C^\infty(G) \otimes E)^K$, we have

$$D(\mathfrak{g}, \mathfrak{k})^2 = \frac{1}{2} \Omega_\mathfrak{g} + \frac{1}{2} (\|\mu + \rho_\mathfrak{k}\|^2 - \|\rho_\mathfrak{g}\|^2). \quad (22)$$

**Remark.** A more general formula involving a 1-parameter family of Dirac operators can be found in Goette [24, Lem. 1.17, p. 9]; see also Agricola [2, Thm. 3.3, p. 550; Lem. 3.6, p. 552]. In both cases there is a difference by a factor of $-1/2$ from our formula because they use the Clifford relation $XY + YX = -2\langle X, Y \rangle$ instead of (1).
Proof. In Kostant [33, Prop. 1.84, p. 468; Thm. 2.13, p. 474], the following formulas are derived:

\[ D(g, k)^2 = \frac{1}{2} \Omega_g - \frac{1}{2} \text{diag}_W \Omega_t + \frac{1}{48} \text{tr}_g \Omega_g - \frac{1}{48} \text{tr}_t \Omega_t, \]  

and

\[ \frac{1}{24} \text{tr}_g \Omega_g = -\|\rho_g\|^2. \]

Combining the two equations, we have

\[ D(g, k)^2 = \frac{1}{2} \Omega_g - \frac{1}{2} \text{diag}_W \Omega_t - \frac{1}{2}\|\rho_g\|^2 + \frac{1}{2}\|\rho_t\|^2. \]

The assertion now follows from Lemma 3.1.

Theorem 3.3. Let \( \Delta_g \) be the element in \( S(g) \) defined by \( \Delta_g = \sum_{i=1}^{\dim g} \bar{X}_i \bar{X}_i \) where \( \{X_i\}_{i=1}^{\dim g} \) is any orthonormal basis for \( g \) (the definition is independent of the choice of the basis). We have

\[ Q(\Delta_g) = \Omega_g - \|\rho_g\|^2. \]

Proof. The relative Weil algebra \( W(g, k) \) is a subalgebra of \( W(g) := W(g, \{0\}) \). The quantization map for the pair \( (g, k) \) is by definition the restriction of the quantization map for the pair \( (g, \{0\}) \). According to Alekseev and Meinrenken [4, proof of Prop. 5.4, p. 319], the element \( D(g) := D(g, \{0\}) \) satisfies

\[ D(g)^2 = \frac{1}{2} Q(\Delta_g). \]

Meanwhile, owing to Equation (23) and (24) for the pair \( (g, \{0\}) \), we have

\[ D(g)^2 = \frac{1}{2} \Omega_g - \frac{1}{2} \|\rho_g\|^2. \]

Hence, the equation

\[ Q(\Delta_g) = \Omega_g - \|\rho_g\|^2 \]

holds in \( W(g) \). But \( \Delta_g \) is in \( S(g)^G \), so its image \( Q(\Delta_g) \) is in \( U(g)^G \). The Casimir element \( \Omega_g \) is also in \( U(g)^G \). Therefore, the above equation is valid in \( W(g, k) \).

Remark. As differential operators, \( \Delta_g \) and \( \Omega_g \) are, respectively, the Laplacians on \( g \) and \( G \).

Proposition 3.4. Let \( \sigma \) be a smooth class function on \( G \), and denote its pullback along the exponential map by \( \sigma^\exp \). Then the equation

\[ (Q(\Delta_g)\sigma)^\exp = \left( \frac{1}{j_g} \circ \Delta_g \circ j_g \right) \sigma^\exp \]

holds on a sufficiently small neighborhood of the origin of \( g \).

Remark. This is a special case of Theorem 1.12 of Helgason [25, p. 30]. Still we present our proof here as it demonstrates that we need not any structure theory of \( G \) for this result.

Proof. Let \( f \) be a smooth function on \( g \) that is \( G \)-invariant. Let \( V \) be a neighborhood of the origin of \( g \), sufficiently small so that the exponential map maps \( V \) diffeomorphically onto its image. Using a \( G \)-invariant bump function, if necessary, we may assume that \( f \) is compactly supported in \( V \).
Then we can define $Q(f) \in C^\infty(G)$ that is supported in $\exp(V)$ such that the equation $Q(f)^\exp = f/j_\theta$ holds. This way we have
\[
\langle Q u, Q f \rangle = \langle u, f \rangle,
\] for any $u \in \mathcal{E}'(G)$. Under this notation, it is sufficient to prove that
\[
Q(\Delta_\theta) Q(f) = Q(\Delta_\theta f).
\] Indeed, for any class function $\sigma$, there is some $f$ such that $\sigma = Q(f)$ holds near the identity, and Equation (26) implies that
\[
(Q(\Delta_\theta)\sigma)^\exp = (Q(\Delta_\theta)Q(f))^\exp = Q(\Delta_\theta f)^\exp = \frac{1}{j_\theta} \Delta_\theta f = \frac{1}{j_\theta} \Delta_\theta (j_\theta \sigma)^\exp,
\] which is what we want.

To prove Equation (26), we only need the following fact: For any distributions $U$ and $V$ in $\mathcal{E}'(G)^G$, we have
\[
Q(\Delta_\theta)(U * V) = U * Q(\Delta_\theta)V.
\] This equation can be checked by simple calculations. Equations (19), (20), (25), and (27) can now be used to verify Equation (26) as follows: For any test function $\phi$ on $G$,
\[
\langle Q(\Delta_\theta)Q(f), \phi \rangle = \langle Q(\Delta_\theta)(Q(f) \ast \delta_c), \phi \rangle = \langle Q(f) \ast Q(\Delta_\theta)\delta_c, \phi \rangle = \langle Q(f) \ast Q(\Delta_\theta)\delta_0, \phi \rangle = \langle Q(f \ast \Delta_\theta \delta_0), \phi \rangle = \langle f \ast \Delta_\theta \delta_0, j_\theta \delta_0^\exp \rangle = \langle f \ast \Delta_\theta \delta_0, j_\theta \delta_0^\exp \rangle = \langle f \ast \Delta_\theta \delta_0, j_\theta \delta_0^\exp \rangle = \langle Q(\Delta_\theta f), Q(j_\theta \delta_0^\exp) \rangle
\]
\[
= \langle Q(\Delta_\theta f), \phi \rangle.
\]
This proves Equation (26), and we are done. \qed

Proposition 3.4 immediately leads to the asymptotic heat kernel of $Q(\Delta_\theta)/2$:

**Proposition 3.5.** Let $q_t$ be the heat convolution kernel of $Q(\Delta_\theta)/2$. We have
\[
q_t^\exp \sim \frac{h_t}{j_\theta}
\] for $t \to 0+$, valid in a neighborhood of the origin. In other words, the coefficients in the asymptotic expansion (17) for this case are $a_0(x) = 1/j_\theta^{\log}_x(x)$ and $a_n(x) = 0$ for $n \geq 1$.

**Proof.** Let $s_t := h_t \sum_{j=0}^\infty a_j t^j$ be the asymptotic expansion for $q_t^\exp$ (or $q_t^\exp$ multiplied by a bump function that has constant value 1 on some neighborhood of the origin). The coefficients $a_i$ are obtained by declaring $s_t$ to be the formal solution to the heat equation
\[
\left( \partial_t + \frac{1}{2} Q(\Delta_\theta) \right) q_t = 0
\] under the exponential chart. Because the convolution kernel $q_t$ is a class function (this follows from the fact that $Q(\Delta_\theta)$ is bi-invariant), the above differential equation under the exponential chart takes the form of (by Proposition 3.4):
\[
\frac{1}{j_\theta} \left( \partial_t - \frac{1}{2} \Delta_\theta \right) j_\theta q_t^\exp = 0.
\]
But the fundamental solution for the Euclidean heat operator \((\partial_t - \frac{1}{2} \Delta_g)\) is the Gaussian \(h_t\); hence \(h_t/j_\theta\) is the formal solution for \(q_t^{\exp}\) near the origin. This proves that \(s_t = h_t/j_\theta\) is the asymptotic heat kernel for \(q_t^{\exp}\). \(\square\)

**Remark.** (1) The vanishing of the heat coefficients except for the lowest one is astonishing. So it would be worthwhile to give the following alternative proof. Let \(\psi\) be a \(G\)-invariant bump function on \(g\) centered at the origin. The function \(\psi h_t\) defines a distribution in \(\mathcal{E}'(g)^G\) and, hence, is subject to \(Q\); the resultant in \(\mathcal{E}'(G)^G\) is the distribution defined by the function \(Q(h_t \psi)\). Denote the integral operator on \((C^\infty(G) \otimes E)^K\) with kernel \(Q(h_t \psi)\) by \(Q(e^{t \Delta_g})\). Then Proposition 3.5 is equivalent to the asymptotic equality

\[(e^{t \Delta_g})^{1/2} \sigma(e) \sim Q(e^{t \Delta_g})^{1/2} \sigma(e)\]

for \(t \to 0^+\). This asymptotic equality can be deduced using the fact that \(Q(\Delta_g^n) = Q(\Delta_g)^n\) as follows:

\[
(e^{t \Delta_g})^{1/2} \sigma(e) \sim \sum_{n=0}^{\infty} \left\langle \delta_0, Q(\Delta_g^n) \sigma \right\rangle \frac{t^n}{n!2^n} \quad = \sum_{n=0}^{\infty} \left\langle Q(\Delta_g^n) \delta_0, \sigma \right\rangle \frac{t^n}{n!2^n} \quad = \sum_{n=0}^{\infty} \left\langle Q(\Delta_g^n) \delta_0, Q(j_\theta \sigma^{\exp}) \right\rangle \frac{t^n}{n!2^n} \quad = \sum_{n=0}^{\infty} \left\langle j_\theta \delta_0, Q(j_\theta \sigma^{\exp}) \right\rangle \frac{t^n}{n!2^n} \quad \sim e^{t \Delta_g/2} (j_\theta \sigma^{\exp})(0) = \left\langle h_t, j_\theta \sigma^{\exp} \right\rangle \sim \left\langle h_t \psi, j_\theta \sigma^{\exp} \right\rangle = \left\langle Q(h_t \psi), \sigma \right\rangle = Q(e^{t \Delta_g})^{1/2} \sigma(e)\]

(2) From the asymptotic heat kernel (28) we can deduce the asymptotic expansion for the heat trace \(Z(t) := \text{tr}(e^{t \Omega_g})\) of \(G\). (Here the trace is over the the square-integrable functions on \(G\).) If \(P_t\) is the heat kernel of \(\Omega_g\), then \(Z(t) = \int_G P_t(x,x) \text{vol}_x = P_t(e,e) \text{vol}(G)\) (the last equality owes to the \(G\)-invariance of \(\Omega_g\)). Now invoking Theorem 3.3 and Proposition 3.4, we conclude that

\[Z(t) \sim \frac{\text{vol}(G)}{(4\pi t)^{\dim(G)/2}} e^{t \|p_0\|^2}\]

for \(t \to 0^+\). This is Theorem 3 of [45].

(3) Theoretically each coefficient of the asymptotic expansion can be deduced using the expressions for the exact heat kernel available in the literatures (see for example [45, Thm. 2, p. 288] or [7, Thm. 2.2, p. 57]). To my knowledge, the derivation of such expressions all rely on the structure theory of \(G\). In contrast, our method illustrates that, as far as the asymptotic heat kernel is concerned, we need not know the structure theory, and we can get all the coefficients in a single setting.

**Theorem 3.6.** Let \(r_t\) be the heat convolution kernel of \(D(g,e)^2\). We have

\[r_t^{\exp} \sim \frac{h_t}{j_\theta} e^{t \|p_1+\mu\|^2/2}\]
for $t \to 0^+$, valid in a neighborhood of the origin.

Proof. By Theorem 3.2 and 3.3, we have

$$D(g, k)^2 = \frac{1}{2} Q(\Delta_g) + \frac{1}{2} \|\rho_t + \mu\|^2$$

as differential operators on $(C^\infty(G) \otimes E)^K$. So

$$\exp(tD(g, k)^2) = \exp(tQ(\Delta_g)/2) \exp(t\|\rho_t + \mu\|^2/2).$$

Hence,

$$r_t = e^{t\|\rho_t + \mu\|^2/2} q_t,$$

where $q_t$ is the heat convolution kernel of $Q(\Delta_g)/2$. The asymptotic expansion for $r_t^{\exp}$ now follows from Proposition 3.5. □

4. THE LOCAL INDEX THEOREM

We now come to the proof of the local index theorem for the cubic Dirac operator

$$D_{g/t} := \eta^{-1} \circ D(g, k) \circ \eta$$

on $G/K$, where $\eta: \Gamma(E(G)) \to (C^\infty(G) \otimes E)^K$ is the linear isomorphism (8). As we have indicated in the introduction, the outline of our argument follows that of Berline and Vergne [11], but there are details that need need to be verified.

We shall denote by $p_t$ the heat convolution kernel of $D_{g/t}^2$. It is possible to deduce the asymptotic expansion for $p_t$ from that of the heat convolution kernel $r_t$ associated with $D(g, k)$ by averaging over the fibers of $G \to G/K$; more precisely,

$$p_t(e) = \int_K r_t(k) \nu(k)^{-1} dk.$$  \hspace{1cm} (29)

Equations like the above hold in general for Laplacians associated with principal bundles (see Berline et al. [10, Ch. 5] or Duistermaat [19, Ch. 9]), and that is the main idea of Berline and Vergne’s proof. The difference between their proof and ours, aside from the kind of Dirac operator used, is that whereas they use the oriented orthonormal frame bundle, we use the bundle $G \to G/K$. Because of this, the calculations done in their proof do not quiet carry over. We shall refrain from presenting calculations that are mere adaptations of theirs, but only those that needs to be verified independently in our case.

Remark. (1) Because $\eta$ and $D(g, k)$ are $G$-equivariant, $D_{g/t}$ is a $G$-equivariant differential operator on $\Gamma(E(G))$.

(2) There may be two pairs $(G, K)$ and $(H, L)$ such that $G/K$ is diffeomorphic to $H/L$. But if the Lie algebras of $G$ and $H$ are not isomorphic, then the corresponding cubic Dirac operators $D_{g/t}$ and $D_{h/l}$ may be different. An example (from Goette [24, Rmk. 1.13, p. 8]) is when $(G, K) = (\text{Spin}(4), \text{Spin}(3))$ and $(H, L) = (\text{SU}(2), \{e\})$.

Changing the domain of the integral (29) via the exponential map of $K$ gives us

$$p_t(e) = \int_t^2 \mathcal{Z}(X)^t \exp(X)e^{-\nu(X)} dX.$$
Then, with our result for the asymptotic expansion of \( r_t \) (Theorem 3.6), we have

\[
p_t(e) \sim e^{\|\mu_t+\mu\|^2/2} \int_T \frac{j_t^2(X)}{\nu_t(X)} h_t^\theta(X) e^{-\nu_t(X)} dX.
\]

Here \( h_t^\theta \) is the Gaussian on \( g \). Now recall that the orthogonal decomposition \( g = \mathfrak{k} \oplus p \) is \( \text{ad}(\mathfrak{f}) \)-invariant. For each \( X \in \mathfrak{k} \), let \( \text{ad}^\mathfrak{k}(X) \) and \( \text{ad}^p(X) \) denote the restrictions of \( \text{ad}(X) \) to \( \mathfrak{k} \) and \( p \), respectively. Then the matrix of \( \text{ad}(X) = \text{ad}^\mathfrak{k}(X) \oplus \text{ad}^p(X) \) is block diagonal, so we have the factorization

\[
j_t(X) = j_t(X) j_{\mathfrak{k}/t}(X), \tag{30}\]

where

\[
j_{\mathfrak{k}/t}(X) := \det^{1/2} \left[ \frac{\sinh(\text{ad}^p(X)/2))}{\text{ad}^p(X)/2} \right]. \tag{31}\]

Therefore,

\[
p_t(e) \sim e^{\|\mu_t+\mu\|^2/2} \int_T j_{\mathfrak{k}/t}(X) h_t^\theta(X) e^{-\nu_t(X)} dX \tag{32}\]

for \( t \to 0^+ \).

**Notation 4.1.** Let \( \{Y_i\}_{i=1}^{\dim p} \) be an orthonormal basis for \( p \). Define the linear map

\[
q: \wedge(p) \to \text{Cl}(p)
\]

by

\[
q(Y_{i_1} \cdots Y_{i_k}) = Y_{i_1} \cdots Y_{i_k}
\]

for any subset \( \{Y_{i_1}, \ldots, Y_{i_k}\} \) of the basis. This is a vector space isomorphism, known as the **Chevalley map**; it displays \( \wedge(p) \) as the associated graded algebra of the filtered algebra \( \text{Cl}(p) \). We shall denote the composition of \( \gamma^p: \mathfrak{t} \to \text{spin}(p) \) with \( q^{-1} \) by

\[
\lambda^p: \mathfrak{t} \to \wedge(p).
\]

That being so, applying \( q^{-1} \) to Equation (6) gives us

\[
\lambda^p(X) = -\frac{1}{2} \sum_{i,j=1}^{\dim p} \langle X, [Y_i, Y_j]_g \rangle Y_i Y_j \in \wedge^2(p). \tag{33}\]

**Remark.** We allow \( \lambda^p(\mathfrak{t}) \) to act on the graded irreducible spinor space \( S \) via the Chevalley map. This is useful when a product such as \( \gamma^p(X_1) \cdots \gamma^p(X_n) \) acts on \( S \), and yet, we are only interested in the action ascribed to the part that is of top filtration order; in that case, we may replace \( \gamma^p \) with \( \lambda^p \) because

\[
\gamma^p(X) \gamma^p(Y) = q(\lambda^p(X) \lambda^p(Y)) + \text{(terms of lower order)}.
\]

Another significance of \( \lambda^p \) is that it is actually a curvature form in disguise. To reveal this hidden identity, let \( \Omega(G) \) denote the algebra of differential forms on \( G \), and let \( \Omega_{\text{bas}}(G) \) be the subalgebra of basic forms, that is, the isomorphic image of \( \Omega(G/K) \) under the pullback along the projection \( \kappa: G \to G/K \). Recall that the curvature form \( \Theta \) is an element of \( \mathfrak{t} \otimes \Omega_{\text{bas}}(G) \). And consider the following composition of isomorphisms:

\[
\Phi: \Omega_{\text{bas}}(G) \xrightarrow{\sim} \wedge(p^*) \xrightarrow{\sharp} \wedge(p), \tag{34}\]
where $ev_e$ is the restriction to the tangent space at the identity, and $\sharp$ is the map induced by the inner product (so-called the “raising of indices”). Then $\Phi(\Theta)$ is an element of $\mathfrak{k} \otimes \wedge(p)$ that is essentially $\lambda^p$ as illustrated by the following lemma:

**Lemma 4.2.** Let $\theta$ be the canonical connection for the bundle $G \to G/K$ (see the remark after Lemma 2.1). Let $\Theta$ be its curvature. Let $X$ be an arbitrary vector in $\mathfrak{k}$, and denote by $\Theta_X$ the basic form on $G$ obtained by taking the inner product of the $\mathfrak{k}$-factors of $\Theta$ with $X$. Then

$$\lambda^p(X) = \Phi(\Theta_X),$$

(35)

where $\Phi$ is the composite map (34).

**Remark.** The linear map $\lambda^p: \mathfrak{k} \to \wedge(p)$ can be identified as an element of $\mathfrak{k}^* \otimes \wedge^+(p)$. Under the isomorphism $\mathfrak{k}^* \cong \mathfrak{k}$ induced by the inner product, $\lambda^p$ corresponds to the element

$$\Lambda = \sum_{i=1}^{\dim \mathfrak{k}} X_i \otimes \lambda^p(X_i),$$

(36)

where $\{X_i\}_{i=1}^{\dim \mathfrak{k}}$ is any orthonormal basis for $\mathfrak{k}$. Then Equation (35) can be rewritten as

$$\Lambda = \Phi(\Theta),$$

(37)

**Proof.** Since $\Phi(\Theta_X) \in \wedge^2(p)$, we can write

$$\Phi(\Theta_X) = \frac{1}{2} \sum_{i,j=1}^{\dim p} \langle X, \Theta(Y_i, Y_j) \rangle Y_i Y_j,$$

where $\{Y_i\}_{i=1}^{\dim p}$ is any orthonormal basis for $\mathfrak{p}$. By Cartan’s structural equation $\Theta = d\theta + \frac{1}{2}[\theta, \theta]_g$ (see Kobayashi and Nomizu [29, Thm. 5.2, p. 77]), we have:

$$\Theta(Y_i, Y_j) = d\theta(Y_i, Y_j) = -\theta([Y_i, Y_j]_g) = -[Y_i, Y_j]_g,$$

where the last equality follows from the fact that $\theta$ is just the orthogonal projection of $g$ onto $\mathfrak{k}$ and that $[\mathfrak{p}, \mathfrak{p}] \subset \mathfrak{k}$. Therefore,

$$\langle X, \Theta(Y_i, Y_j) \rangle = -\langle X, [Y_i, Y_j]_g \rangle,$$

and hence,

$$\Phi(\Theta_X) = -\frac{1}{2} \sum_{a,b=1}^{\dim \mathfrak{p}} \langle X, [Y_i, Y_j]_g \rangle Y_i Y_j.$$

By comparing this expression with Equation (33), we obtain Equation (35).

Lemma 4.3 below captures how $\lambda^p$ (or its dual $\Lambda$) enters into heat kernel calculations. Before stating the lemma, we make some preparatory remarks. Let $W$ be any finite-dimensional vector space over $\mathbb{R}$. We denote by $\wedge^+(W)$ the subalgebra of $\wedge(W)$ comprising all elements of even degree. As we identify $\mathfrak{t}$ with $\mathfrak{t} \otimes \{1\} \subset \mathfrak{t} \otimes \wedge^+(W)$, any formal power series in $\mathfrak{t}^*$ extends uniquely to a map $\mathfrak{t} \otimes \wedge^+(W) \to \wedge^+(W)$. To wit, duality demands that the evaluation of any $\chi \in \mathfrak{t}^*$ against an arbitrary element $\zeta = \sum X_i \otimes \zeta_i \in \mathfrak{t} \otimes \wedge^+(W)$ returns the value $\chi(\zeta) = \sum \chi(X_i) \zeta_i$; and the evaluation map
evζ : \mathfrak{k}^* \to \wedge^+(W), \chi \mapsto \chi(\zeta), extends uniquely as an algebra homomorphism to evζ : \mathbb{R}[[\mathfrak{k}^*]] \to \wedge^+(W); then evζ(\varphi) =: \varphi(\zeta) is the evaluation of the power series \varphi at \zeta. All of this makes sense even when \(W\) is replaced by \(W_C := W \otimes \mathbb{C}\).

Lemma 4.3. Let \(h^t\) be the Gaussian on \(\mathfrak{k}\). Let \(\varphi\) be a smooth function on \(\mathfrak{k}\) with sufficiently slow growth. Then the \(\wedge(p)\)-valued function

\[
t \mapsto \int_{\mathfrak{k}} h^t(X)\varphi(X)e^{-\lambda p(X)} dX
\]

has an asymptotic expansion \(\sum_{n=0}^{\infty} \Psi_n t^n\) for \(t \to 0^+\). The \(n\)th coefficient \(\Psi_n\) is contained in \(\bigoplus_{q=0}^{\dim(p)/2} \wedge^{2q}(p)\). If \(n \leq \dim(p)/2\), then the component of \(\Psi_n\) of degree \(2n\) (the highest degree part) is equal to that of the Taylor series of \(\varphi\) evaluated at \(-\Lambda\):

\[
\Psi_n(2n) = (\text{Taylor } \varphi)(-\Lambda)^{(2n)}. \tag{38}
\]

Remark. This Lemma is similar in form to Lemma 11.3 in Duistermaat [19, p. 137]. The proof given there can be carried over, but not quite. We will not give a separate proof but point out that in our case we need \(\sum_{i=1}^{\dim(\mathfrak{t})} \lambda^p(X_i) = 0\). This equation can be verified using the Jacobi identity of the Lie bracket.

Equation (38) is reminiscent of the construction of the Chern-Weil homomorphism, even more so in light of Equation (37). The following proposition clearly exhibits their relationship.

Proposition 4.4. Let \(\theta\) denote the canonical connection for the principal \(K\)-bundle \(\kappa : G \to G/K\). Let \(\text{Taylor} \mid_\Lambda : C^\infty(\mathfrak{t}) \to \wedge^+(p)\) be the map that calculates the Taylor series of \(\varphi \in C^\infty(\mathfrak{t})\) and then evaluates it at \(\frac{-\Lambda}{2\pi i}\). (We have inserted the extra factor \(1/2\pi i\) to make certain formulas come out nicer afterward.) Let \(A\) denote the following composition of algebra homomorphisms:

\[
C^\infty(\mathfrak{t}) \xrightarrow{\text{Taylor} \mid_\Lambda} \wedge^+(p) \xrightarrow{\Phi^{-1}} \Omega_{\text{bas}}(G) \xrightarrow{\kappa_*} \Omega(G/K) \xrightarrow{\kappa_*} \Omega(G/K)_{\mathbb{C}}, \tag{39}
\]

where the homomorphisms \(\Phi^{-1}\) and \(\kappa_*\) are provided, respectively, by the inverse mappings of the composition (34) and the pullback isomorphism \(\kappa^* : \Omega(G/K) \to \Omega_{\text{bas}}(G)\). The restriction of \(A\) to \(\mathfrak{k}\)-invariant polynomials,

\[
S(\mathfrak{k}^*) \xrightarrow{A} \Omega(G/K)_{\mathbb{C}},
\]

is precisely the Chern-Weil homomorphism induced by the canonical connection.

Remark. The map \(\text{Taylor} \mid_\Lambda\) factors through \(S(\mathfrak{g}^*)\).

Proof. Let us denote the Chern-Weil homomorphism as

\[
\text{CW} : S(\mathfrak{k}^*) \to \Omega(G/K).
\]

Since \(\Phi^{-1}\) and \(\kappa_*\) are isomorphisms, we may alternatively show that

\[
\text{Taylor} \mid_\Lambda (\varphi) = \Phi \kappa^* \text{CW}(\varphi)
\]
for an arbitrary \( \varphi \in S(\mathfrak{t}^*)^k \). Because \( \varphi \) is a polynomial, the above equation can be rewritten as
\[
\varphi(\Lambda/2\pi i) = \Phi \kappa^* \text{CW}(\varphi)
\]  
(40)

First, we quickly recall how \( \text{CW} \) is constructed. Let \( \Theta \) be the curvature of the canonical connection \( \theta \). The curvature is a \( \mathfrak{k} \)-valued basic 2-form on \( \mathbb{G}/\mathbb{K} \), that is, a member of \( \mathfrak{k} \otimes \Omega^2_{\text{bas}}(\mathbb{G}) \). The evaluation \( \varphi(i\Theta/2\pi) \) of the polynomial \( \varphi \) against \( i\Theta/2\pi \) is in \( \Omega^2_{\text{bas}}(\mathbb{G})_\mathbb{C} \), so it is the pullback of a unique differential form in \( \Omega(G/K)_\mathbb{C} \) along the canonical projection \( G \to G/K \); that unique form on \( G/K \) is by definition \( \text{CW}(\varphi) \). This last statement can be translated as
\[
\text{CW}(\varphi) = \kappa^* \varphi(i\Theta/2\pi).
\]

In other words,
\[
\kappa^* \text{CW}(\varphi) = \varphi(i\Theta/2\pi).
\]

Applying \( \Phi \) on both sides, we get
\[
\Phi \kappa^* \text{CW}(\varphi) = \Phi(\varphi(i\Theta/2\pi)) = \varphi(i\Phi(\Theta)/2\pi),
\]
where for the last equality we have used the fact that \( \Phi \) is an algebra isomorphism. This proves, thanks to Equation (37), our desired Equation (40).

**Proposition 4.5.** Let \( \mathcal{A} \) be as in Proposition 4.4. Let \( \varphi \) be the analytic function defined near the origin of \( \mathfrak{k} \) by
\[
\varphi(X) = j_\mathfrak{k}(X) j_{\mathfrak{g}/\mathfrak{k}}^{-1}(X) \text{tr}_\mathfrak{g}(e^{-\tau X}).
\]

Then
\[
\mathcal{A}(\varphi) = \hat{\mathcal{A}}(G/K; \theta) \text{ch}(V(G); \theta),
\]
(41)

where \( \hat{\mathcal{A}}(G/K; \theta) \) and \( \text{ch}(V(G); \theta) \) are, respectively, the closed forms associated with \( \theta \) (via the Chern-Weil homomorphism) in the Hirzebruch \( \hat{\mathcal{A}} \)-class of \( G/K \) and the Chern character of \( V(G) \). If the rank of \( K \) is strictly less than that of \( G \), then \( \hat{\mathcal{A}}(G/K; \theta) = 0 \).

**Proof.** Note that \( \varphi \) is \( \mathfrak{k} \)-invariant, and so is its Taylor series. Now the Chern-Weil homomorphism \( \text{CW} \) extends to \( \mathfrak{k} \)-invariant power series, but it still factors through \( S(\mathfrak{t}^*)^k \); so by Proposition 4.4, we have \( \mathcal{A} = \text{CW} \) on \( \mathbb{R}[[\mathfrak{t}^*]]^k \).

Hence,
\[
\mathcal{A}(\varphi) = \text{CW}(j_\mathfrak{k}) \text{CW}(j_{\mathfrak{g}/\mathfrak{k}}^{-1}) \text{CW}(\text{tr}(e^{-\tau})).
\]
The differential forms \( \text{CW}(j_{\mathfrak{g}/\mathfrak{k}}^{-1}) \) and \( \text{CW}(\text{tr}(e^{-\tau})) \) are by definition \( \hat{\mathcal{A}}(G/K; \theta) \) and \( \text{ch}(V(G); \theta) \), respectively. As the last piece in establishing Equation (41), we claim that \( \text{CW}(j_\mathfrak{k}) = 1 \). By definition, \( \mathcal{A} = \kappa_* \circ \Phi^{-1} \circ \text{Taylor}|_{\hat{\mathcal{A}}} \); and Taylor\((j_\mathfrak{k}) = j_\mathfrak{k} \); so it is sufficient to show that the evaluation of \( j_\mathfrak{k} \) at \( \Lambda/2\pi i \) is 1. Now
\[
j_\mathfrak{k}(\Lambda/2\pi i) = J(\text{ad}^\mathfrak{k}(\Lambda)/2\pi i),
\]
where \( J \) is the analytic function on \( \mathfrak{so}(\mathfrak{t}) \) defined by \( J(A) = \det^{1/2}(2\sinh(A/2)/A) \), and
\[
\text{ad}^\mathfrak{k}(\Lambda) := -\sum_{i=1}^{\dim \mathfrak{t}} \text{ad}^\mathfrak{k}(X_i) \otimes \lambda^\mathfrak{p}(X_i) \in \mathfrak{so}(\mathfrak{t}) \otimes \wedge^+(\mathfrak{p}),
\]
where \( \{X_i\}_{i=1}^{\dim \mathfrak{t}} \) is any basis for \( \mathfrak{t} \) (the definition is independent of the choice).

Now \( \text{ad}^\mathfrak{k}(\Lambda) \) is in fact zero; this is a consequence of the Jacobi identity of
the Lie bracket. We omit the calculation (it is similar to that which we have remarked after Lemma 4.3). From \( \text{ad}^t(\Lambda) = 0 \) it immediately follows that \( J(\text{ad}^t(\Lambda)/2\pi i) = 1 \), which proves our claim that \( \text{CW}(j_t) = 1 \).

Finally, let us see why \( \hat{A}(G/K; \theta) \) vanishes when \( K \) is not of maximal rank in \( G \). Let \( J \) denote the same power series as before, but now viewed as a function on \( \mathfrak{so}(p) \). Again, it is sufficient to show that \( J(\text{ad}^p(\Lambda)/2\pi i) = 0 \), or rather, that the function \( J \circ \text{ad}^p \) on \( \mathfrak{t} \) is identically zero if \( K \) is not of maximal rank. We claim that, if \( K \) is not of maximal rank, then the representation \( \text{ad}^p: \mathfrak{t} \to \text{End}(p) \) is degenerate. From this it follows that \( J \circ \text{ad}^p \) is identically zero. To see why \( \text{ad}^p \) becomes degenerate, let \( \mathfrak{t} \) be the Lie algebra of a maximal torus in \( G \). We can choose the maximal torus so that it includes a maximal torus in \( K \). Then the root spaces of \( \mathfrak{t} \) are root spaces of \( \mathfrak{g} \). If the rank of \( K \) is strictly less than that of \( G \), then \( \mathfrak{s} := \mathfrak{t} \cap \mathfrak{p} \) is nontrivial. But \( [\mathfrak{t}, \mathfrak{t}] \subset \mathfrak{t} \) and \( [\mathfrak{t}, \mathfrak{p}] \subset \mathfrak{p} \), so \( [\mathfrak{t}, \mathfrak{s}] \subset \mathfrak{t} \cap \mathfrak{p} = \{0\} \), which means that \( \text{ad}^p(\mathfrak{t}) \) acts trivially on \( \mathfrak{s} \). This proves that \( \text{ad}^p \) is degenerate, and we are done.

All the necessary results to prove the local index theorem on \( G/K \) are now at hand. Arranging them follows exactly as done in Berline and Vergne [11], so we only trace the outline in the proof.

**Theorem 4.6** (The Local Index Theorem for \( G/K \)). Let \( G \) be a compact connected Lie group equipped with a bi-invariant metric. Let \( K \) be a closed connected Lie subgroup of \( G \). Let \( S \) be the graded irreducible spinor space for \( \text{Cl}(p) \), and let \( \tau: \mathfrak{t} \to \text{End}(V) \) be an irreducible representation of \( \mathfrak{t} \) such that the \( \mathfrak{t} \)-action on \( E := S \otimes V \) via \( \gamma^p \otimes 1 + 1 \otimes \tau \) lifts to a \( K \)-action. Consider the Kostant-Dirac operator \( D_{\mathfrak{g}/\mathfrak{t}} \) on the bundle \( E(G) \to G/K \). Assume that the bundle is \( \mathbb{Z}/2\mathbb{Z} \)-graded, relative to which \( D_{\mathfrak{g}/\mathfrak{t}} \) is an odd operator. Let \( p_t \) be the heat convolution kernel of \( D_{\mathfrak{g}/\mathfrak{t}}^2 \).

If \( K \) is of maximal rank in \( G \), then the super trace of \( p_t \), multiplied by the Riemannian volume form of \( G/K \), satisfies

\[
\text{Str}(p_t) \text{ vol} = \hat{A}(G/K; \theta) \text{ch}(V(G); \theta)|^{\text{top}} + O(t)
\]

for \( t \to 0^+ \), where the decoration \( |^{\text{top}} \) refers to the top degree part. If \( K \) is not of maximal rank, then

\[
\text{Str}(p_t) \text{ vol} = O(t).
\]

**Remark.** It follows that the graded index of \( D_{\mathfrak{g}/\mathfrak{t}} \) is zero when \( K \) is not of maximal rank in \( G \). This verifies a result of Bott [13, Thm. II, p. 170] in our context.

**Proof.** Owing to the homogeneity of \( G/K \), it is sufficient to prove for \( \text{Str}(p_t) \) at the identity coset \( \bar{e} \). By Equation (21) and (32),

\[
\text{Str}(p_t(\bar{e})) \sim e^{\langle \|p_t + \mu\|/2 \rangle} \int_X h_t^\mathfrak{t}(X) j_t(X) j_{\mathfrak{g}/\mathfrak{t}}^{-1}(X) \text{tr}(e^{-\tau(X)}) \text{Str}(e^{-\gamma^p(X)}) dX.
\]

The super trace of an element of \( \text{Cl}(p) \) is nonzero only if the element is of top filtration order. So (as remarked on page 15) we may replace \( \gamma^p \) with \( \lambda^p \) in the integrand. We also note that \( h_t^\mathfrak{t}(X) = h_t^\mathfrak{t}(X)/(2\pi t)^{d/2} \), where
\[ d := \dim(p). \] Hence,\[ \text{Str}(pt(\bar{e})) \sim \frac{e^{\|\rho_t + \mu\|^2/2}}{(2\pi)^{d/2}} \int \mathcal{H}_t(X) j_t(X) j_{\bar{t}}^{-1}(X) \text{tr}(e^{-\tau(X)}) \text{Str}(e^{-\lambda p(X)}) \, dX. \] (42)

Applying Lemma 4.3 with \( \varphi(X) := j_t(X) j_{\bar{t}}^{-1}(X) \text{tr}(e^{-\tau X}) \), we conclude that\[ \text{Str}(pt(\bar{e})) \sim e^{\|\rho_t + \mu\|^2/2} \sum_{n=0}^{\infty} \text{Str}(\Psi_n) t^n, \] (43)

where \( \Psi_n \) is contained in \( \bigoplus_{q=0}^{n} \wedge^{2q}(p) \). The super trace of an element in \( \wedge^{2n}(p) \) can be nonzero only if \( 2n \) is the top degree, that is, \( 2n = d \). Hence, if \( d \) is odd, we have
\[ \text{Str}(pt(\bar{e})) \sim 0. \]

If \( d \) is even (which includes the case where \( K \) is of maximal rank), then
\[ \text{Str}(pt(\bar{e})) = \frac{1}{(2\pi)^{d/2}} \text{Str}(\Psi_{d/2}) + O(t). \] (44)

It remains to check that
\[ \frac{1}{(2\pi)^{d/2}} \text{Str}(\Psi_{d/2}) \text{vol} = \hat{A}(G/K; \theta) \text{ch}(V(G); \theta)|_{\text{top}}. \] (45)

Recalling Equation (38), we see that \( \Psi_{d/2}^{\text{top}} = \varphi(\Lambda)^{\text{top}} = (2\pi i)^{d/2} \varphi(\Lambda/2\pi i)^{\text{top}}. \) Consequently,
\[ \frac{1}{(2\pi)^{d/2}} \text{Str}(\Psi_{d/2}) \text{vol} = \mathcal{A}(\varphi)^{\text{top}}, \]
where \( \mathcal{A} \) is as in Proposition 4.4. Our desired Equation (45) now follows from Proposition 4.5.

\[ \Box \]
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