Image Denoising Using Non-Local Means (NLM) Approach in Magnetic Resonance (MR) Imaging: A Systematic Review
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Abstract: The non-local means (NLM) noise reduction algorithm is well known as an excellent technique for removing noise from a magnetic resonance (MR) image to improve the diagnostic accuracy. In this study, we undertook a systematic review to determine the effectiveness of the NLM noise reduction algorithm in MR imaging. A systematic literature search was conducted of three databases of publications dating from January 2000 to March 2020; of the 82 publications reviewed, 25 were included in this study. The subjects were categorized into four major frameworks and analyzed for each research result. Research in NLM noise reduction for MR images has been increasing worldwide; however, it was found to have slightly decreased since 2016. It was found that the NLM technique was most frequently used on brain images taken using the general MR imaging technique; these were most frequently performed during simultaneous real and simulated experimental studies. In particular, comparison parameters were frequently used to evaluate the effectiveness of the algorithm on MR images. The ultimate goal is to provide an accurate method for the diagnosis of disease, and our conclusion is that the NLM noise reduction algorithm is a promising method of achieving this goal.
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1. Introduction

Magnetic resonance (MR) imaging is the most widely used technique in the field of medical diagnostics [1,2]. In particular, MR imaging, using radio-frequency (RF) pulses, is able to non-invasively image the internal structure of the human body and is known to have a very high diagnostic accuracy [3–5]. In addition to the original general MR imaging techniques such as T1 weighted imaging [6], T2 weighted imaging [7], and proton density (PD) weighted imaging [8], more modern specialized techniques such as diffusion weighted imaging (DWI) [9–11], diffusion tensor imaging (DTI) [12–14], magnetic resonance angiography (MRA) [15,16], functional MR imaging (fMRI) [17,18], and MR spectroscopy (MRS) [19] are actively used to achieve a relatively high disease detection accuracy. Recently, an ultra-high field MR imaging system was developed and applied in numerous studies to improve the signal to noise ratio (SNR) [20–22]. In particular, Kim et al. and Seo et al. proposed newly designed RF coils to improve the SNR and to achieve a highly homogeneous B1-field [20,21].
However, MR images include various sources of noise, including limitations in acquisition time, patient movement, susceptibility differences between different tissues, external signals, and the mechanical defects of the device [23,24]. In particular, because the intensity of the MR signal is low, the MR image contains a significant amount of noise, which degrades the image quality. Generally, the noise in the MR image forms a Gaussian and Rician distribution, and the basic formula can be written as follows [25,26]:

$$P(M|S,\sigma) = \frac{M}{\sigma^2} e^{-\left(\frac{M^2 + S^2}{2\sigma^2}\right)} \gamma_0\left(\frac{MS}{\sigma^2}\right), M > 0,$$  

(1)

where $|M|$ is the Rician distribution, $S$ is the original MR image, $\sigma$ is the standard deviation or equivalently the noise variance for the Gaussian distribution, $\gamma_0$ is the modified Bessel function, and $M$ is the observed MR image.

Additionally, the data from clinical MR imaging is corrupted by noise from the acquisition process and this noise degrades the SNR, which is a key factor in MR image quality evaluation [23]. Therefore, noise reduction is a very important part of MR imaging and the methods of removing such noise can be roughly divided into two types: (1) the improvement of hardware and (2) the use of software (image processing algorithm). While using an ultra-high field magnet or developing a high-performance coil can reduce noise, there is an associated problematic increase in cost. To mitigate the high price of hardware development, noise reduction algorithms are actively being studied by many researchers [2,27–29]. Various filtering methods have been proposed to remove different components of noise. Filters can be divided into two types according to their regional characteristics: (1) local filters and (2) non-local filters. Local filters use the average or median value based on the relationship between noisy pixels and neighboring pixels. On the contrary, non-local filters compare the area containing the noisy pixel and the neighboring area to obtain a weight, and subsequently filters using a Gaussian kernel and an average value. Among the noise reduction algorithms using the non-local filter method, the total variation-based method and non-local means (NLM) method were introduced and they are widely used in the field of MR imaging [30–32]. In particular, the NLM noise reduction algorithm was proposed to minimize the loss of the inherent information in the image and to selectively remove only the noise. This algorithm measures the similarity of the intensity and edge information in an image after setting areas with the same sized mask located around the region of interest (ROI). Additionally, the higher the degree of similarity, the higher the assigned weight used during the image processing. The basic equation of the NLM method is represented as [32]:

$$\text{NLM}[l(m)] = \sum_{n \in N_m} w(N_m, N_n) l(n) \left( \frac{1}{Z(m)} e^{\frac{-d^2}{2}} \right),$$  

(2)

where $l(n)$ is the intensity of the noise component of the nth pixel, $N_m$ is the neighborhood of mth pixel, $w(N_m, N_n)$ is a function based on the weighted similarity (sum of the difference between the target pixel and its surrounding pixels), $Z(m)$ is the normalization constant, and $d$ is the Euclidean distance. Various types of NLM noise reduction techniques, based on the basic equation (Equation (2)), are employed in MR imaging. The four types of NLM noise reduction algorithms for use in MR images are presented in Figure 1 [30–32]. The first type is an algorithm that was optimized by adding a term that is able to perform fast operations to calculate the NLM equation. The second type is a method that is able to adjust the window size or patch size using an adaptive NLM algorithm according to the given situation. The third type is a framework that reflects the intrinsic performance of the MR image using a transform domain. Finally, the fourth type is an algorithm that is modeled based on statistical properties.
When analyzing the previous review papers, the focus was the general review of the usefulness of the noise reduction algorithm in the field of general medical imaging [33,34]. In particular, studies conducted by Sagheer et al. well classified different noise reduction techniques in ultrasound, MR imaging, computed tomography, and positron emission tomography imaging [33]. In addition, in the study of Anitha et al., the median filter and the Wiener filter used in MR imaging were briefly reviewed, and in the study of Kaur et al. and Nagendran et al., the medical imaging application of the noise reduction method using a machine learning-based approach was reviewed [35–37]. However, there are few review and systematic review papers for the above-mentioned NLM-based noise reduction algorithm. The aim of this study is to perform a systematic review of the available literature on the use and effectiveness of NLM noise reduction algorithms for MR imaging, including the aforementioned types. This study is intended to be a clearly reviewed process with a formulated question and explicit method.

2. Materials and Methods

2.1. Design of Study

Our systematic review of the effectiveness of the NLM noise reduction algorithm in MR imaging followed the preferred reporting items for systematic reviews and meta-analysis *(PRISMA) guidelines [38].

2.2. Data Source and Search Strategy

A systematic search was conducted, with an academic librarian, of the EMBASE, MEDLINE EBSCO, and Cochrane databases. The search included publications dating from January 2000 to March 2020 in order to identify the relevant papers on the effectiveness of the NLM noise reduction algorithm in MR imaging. The strategies for the paper search followed guidelines and included terms for research related words with English articles. Table 1 shows an overview of the search strategies employed in this study.
Table 1. Search strategies using the EMBASE, MEDLINE EBSCO, and Cochrane engines.

| Search Engine | Search Strategies |
|---------------|-------------------|
| EMBASE        | Denoising (candidate term) or Noise reduction (Emtree) or Noise removal (AND) Non-local means or NLM or Non local means (AND) Nuclear magnetic resonance imaging (Emtree) or MRI or Magnetic resonance imaging or MR image |
| MEDLINE EBSCO | Denoising or Noise Reduction or Noise removal (AND) Non-local means or NLM or Non local means (AND) Nuclear magnetic resonance imaging or MRI or Magnetic resonance imaging (MeSH term) or MR image |
| Cochrane      | Denoising or Noise Reduction or Noise removal (AND) Non-local means or NLM or Non local means (AND) Nuclear magnetic resonance imaging or MRI or Magnetic resonance imaging (MeSH descriptor) or MR image |

2.3. Descriptive Analysis

All authors (Heo, Y.C.; Kim, K.; and Lee, Y.) screened titles and abstracts searching for valid papers, while two authors (Kim, K. and Lee, Y.) reviewed and categorized all of the papers, including a verification of all data.

For a descriptive analysis of the study, the research was classified into general MR imaging techniques and special MR imaging techniques. Additionally, we classified the studies according to the target organ for MR imaging and further classified the studies as real or simulated experimental studies (the simulated studies were even further classified according to which phantom or program was used). Finally, they were classified according to the measurement method to demonstrate the efficiency of the noise reduction algorithm.

3. Results and Discussion

From the searches of the EMBASE, MEDLINE EBSCO, and Cochrane databases, we identified 82 studies; a total of 57 papers (count after duplicates removed) were initially included. When we searched for papers, we set the search fields as the abstract, title, and keywords, and in the MEDLINE-EBSCO engine, we searched the abstract and title separately using “OR”. These papers were then screened based on the inclusion and exclusion criteria. After this screening, the following papers were excluded: conference papers (n = 9); papers with a title and abstract that are inappropriate, including papers on segmentation, registration, computed tomography, positron emission tomography, dictionary learning processing, or a different algorithm (n = 6); a review paper (n = 1); a paper not including an image (n = 1); papers that did not express the MR imaging technique (n = 4); and papers that did not include a noise or quantitative evaluation (n = 6). Finally, of the 57 unique papers 25 were then investigated using their full text and had their common data sections organized [39–63]. The specific flowchart of the method used is presented in Figure 2.
Figure 2. Flowchart of the method used for selection of publications. Through searches of three search databases, 52 papers were identified based on our criteria after removing duplicate articles.

Figure 3 shows the total number of papers that quantitatively analyze the use and effectiveness of the NLM noise reduction algorithm in MR images by publication year. The graph shows the overall Gaussian distribution over time after a polynomial fitting function (r-square (COD) = 0.131 and standard deviation = 1.283) was used. In addition, the number of publications of related papers tended to increase as the year increased; the highest number of publications per year was four, occurring three times, in 2010, 2015, and 2016 (orange lines in Figure 3).

Figure 3. Graph of the number of publications per year, including the polynomial fitting curve.
3.1. MR Imaging Techniques: General or Special Method

Papers on related MR image acquisition techniques were classified into three types for systematic review: general, special, and including “both” techniques. For papers on general techniques, the results of the application of the NLM noise reduction algorithm to T1 weighted, T2 weighted, and PD weighted images were classified. For papers on special techniques, the results from the use of other techniques, not classified as general techniques, were summarized. Figure 4 presents the overall publication numbers for each type of MR imaging technique using the NLM noise reduction algorithm. Table 2 describes the characteristics for MR imaging techniques of the 25 included studies.

Of the 25 papers identified, the general technique category had the largest number of papers (n = 13) [39,43,45,46,48,50,53–56,58,62,63], followed by the special technique category (n = 7) [40–42,52,59–61], and then the category of “both” techniques (n = 5) [44,47,49,51,57]. Papers related to the application of the NLM noise reduction algorithm in conjunction with general MR imaging acquisition techniques were first published in 2008.

Among papers on the general techniques, the results from simultaneously studying the T1, T2, and PD weighted images were the most frequent (n = 7), followed by the results from the application of only the T1 weighted image (n = 4), and finally the results from simultaneously studying the T1 and T2 weighted images (n = 2). Additionally, of the special techniques, results from studying DWI (n = 2) or dynamic contrast enhance (n = 2) were the most frequent, and various application fields were derived from “both.” The results from the majority of the studies included in the “both” category applied the algorithm to both the “general techniques” and “DWI or DTI”. The basic weighted image techniques generally showed a tendency to preferentially analyze the effects of the image processing algorithm. Numerous results have been reached from the analysis of diffusion images, in which noise characteristics are very important.

![Graph](image1.png)  
**Figure 4.** (a) Graph of the number of publications for the various MR image acquisition techniques using the NLM noise reduction algorithm. The final classification included 25 papers; of those, three major categories of techniques were investigated. (b) The total number of papers as a function of the publication year.
Table 2. Characteristics for MR imaging techniques from studies retrieved for systematic review.

| Study                      | Year | MR Imaging Technique | Used Specific Technique                  |
|----------------------------|------|----------------------|------------------------------------------|
| Manjon et al. [39]         | 2008 | General technique    | T1, T2, PD                               |
| Baegel et al. [40]         | 2009 | Special technique    | Parallel imaging                         |
| Adluru et al. [41]         | 2010 | Special technique    | Dynamic contrast enhanced technique       |
| Gal et al. [42]            | 2010 | Special technique    | Dynamic contrast enhanced technique       |
| Liu et al. [43]            | 2010 | General technique    | T1, T2, PD                               |
| Manjon et al. [44]         | 2010 | Both                 | T1, T2, PD + GRAPPA, SENSE sequences      |
| Wong et al. [45]           | 2011 | General technique    | T1, T2, PD                               |
| Ha et al. [46]             | 2012 | General technique    | T1, T2, PD                               |
| Tristan-Vega et al. [47]   | 2012 | Both                 | T1 + DWI, DTI                            |
| Bhujle et al. [48]         | 2013 | General technique    | T1, T2                                   |
| Wu et al. [49]             | 2013 | Both                 | T1, T2, PD + DWI, DTI                    |
| Mizukuchi et al. [50]      | 2014 | General technique    | T1, T2                                   |
| Zhang et al. [51]          | 2014 | Both                 | T1, T2, PD + DWI                         |
| Borrelli et al. [52]       | 2015 | Special technique    | Susceptibility weighted imaging (SWI)    |
| Chang et al. [53]          | 2015 | General technique    | T1                                       |
| Manjon et al. [54]         | 2015 | General technique    | T1                                       |
| Yang et al. [55]           | 2015 | General technique    | T1, T2, PD                               |
| Chen et al. [56]           | 2016 | General technique    | T1                                       |
| Hu et al. [57]             | 2016 | Both                 | T1, T2, PD + Internet brain segmentation |
| Singh et al. [58]          | 2016 | General technique    | T1, T2, PD                               |
| Tricot et al. [59]         | 2017 | Special technique    | FLASH sequence                           |
| Chen et al. [60]           | 2019 | Special technique    | DWI                                      |
| Chen et al. [61]           | 2019 | Special technique    | DWI                                      |
| Yu et al. [62]             | 2019 | General technique    | T1, T2, PD                               |
| Chen et al. [63]           | 2020 | General technique    | T1                                       |

The development of MR imaging technology, including DWI using an echo planar imaging (EPI) pulse sequence, has changed the paradigm of diagnosis and treatment of cerebral infarctions. DWI is a method of imaging the degree of diffusion of water molecules in the human body using MR imaging. In the case of acute cerebral infarctions, the MR imaging shows a decrease in the apparent diffusion coefficient and shows a higher signal intensity than for normal brain parenchyma. DWI has been verified as an excellent technique to detect the infarction region in the brain, and it was found that the majority of research is focused on increasing the efficiency of infarction diagnosis by removing noise [47,49,51,60,61].

After analyzing the number of publications by year, it was determined that all three techniques showed a tendency to remain largely unchanged.

3.2. Target Organs of MR Imaging

This review analyzed the target organ of the MR imaging scan to which the NLM noise reduction algorithm was applied. The papers were classified into four types: brain, breast, cardiac, and “other”. Figure 5 shows the overall publication numbers with respect to the target organ of the MR imaging scan, to which the NLM noise reduction algorithm was applied. Table 3 describes the characteristics for target organs of MR imaging, for the 25 included studies.
the "other" category (n = 3), which all acquired MR images of two target organs (brain + knee, brain + breast, and brain + abdomen) [39,41,48], followed next by cardiac MR imaging studies (n = 2) [40,59], and finally by studies of breast MR images (n = 1) [42]. Papers related to the application of the NLM noise reduction algorithm in brain MR imaging were first published in 2008.

Additionally, 22 out of the 25 papers were the results of the application of the NLM noise reduction algorithm to MR images of the brain, and only three papers targeted other singular organs in isolation. The brain is one of the most frequently imaged areas in MR imaging, and the reduction of noise is critical for both general and special techniques. In particular, the failure to accurately predict or diagnose brain tumors, cerebral infarctions, and brain hemorrhages due to the noise in the MR images of the brain, can cause serious problems for patients. The NLM noise reduction algorithm has been verified as an excellent method to address the deterioration in the accuracy of the diagnosis of these diseases, until deep learning-based algorithms have been developed and are available.

Figure 5. (a) Graph of the number of publications for various target organs of MR imaging scans using the NLM noise reduction algorithm. The final classification included 25 papers; of those, four major categories of techniques were investigated. (b) The total number of papers as a function of the publication year.

Table 3. Characteristics for target organs of MR imaging from studies retrieved for systematic review.

| Study               | Year | Target Organ               |
|---------------------|------|----------------------------|
| Manjon et al. [39]  | 2008 | Other (Brain + Abdomen)    |
| Baegel et al. [40]  | 2009 | Cardiac                    |
| Adluru et al. [41]  | 2010 | Other (Brain + Breast)     |
| Gal et al. [42]     | 2010 | Brain                      |
| Liu et al. [43]     | 2010 | Brain                      |
| Manjon et al. [44]  | 2010 | Brain                      |
| Wong et al. [45]    | 2011 | Brain                      |
| Ha et al. [46]      | 2012 | Brain                      |
| Tristan-Vega et al. [47] | 2012 | Brain                      |
| Bhuje et al. [48]   | 2013 | Other (Brain + Knee)       |
| Wu et al. [49]      | 2013 | Brain                      |
| Mizukuchi et al. [50]| 2014 | Brain                      |
| Zhang et al. [51]   | 2014 | Brain                      |
| Borrelli et al. [52]| 2015 | Brain                      |
| Chang et al. [53]   | 2015 | Brain                      |
| Manjon et al. [54]  | 2015 | Brain                      |
| Yang et al. [55]    | 2015 | Brain                      |
| Chen et al. [56]    | 2016 | Brain                      |
| Hu et al. [57]      | 2016 | Brain                      |
| Singh et al. [58]   | 2016 | Brain                      |
| Tricot et al. [59]  | 2017 | Cardiac                    |
| Chen et al. [60]    | 2019 | Brain                      |
| Chen et al. [61]    | 2019 | Brain                      |
| Yu et al. [62]      | 2019 | Brain                      |
| Chen et al. [63]    | 2020 | Brain                      |
The majority of the studies published the results from the application of the NLM noise reduction algorithm to MR images of the brain \((n = 19)\) [43–47,49–58,60–63], followed by studies in the “other” category \((n = 3)\), which all acquired MR images of two target organs (brain + knee, brain + breast, and brain + abdomen) [39,41,48], followed next by cardiac MR imaging studies \((n = 2)\) [40,59], and finally by studies of breast MR images \((n = 1)\) [42]. Papers related to the application of the NLM noise reduction algorithm in brain MR imaging were first published in 2008.

Additionally, 22 out of the 25 papers were the results of the application of the NLM noise reduction algorithm to MR images of the brain, and only three papers targeted other singular organs in isolation. The brain is one of the most frequently imaged areas in MR imaging, and the reduction of noise is critical for both general and special techniques. In particular, the failure to accurately predict or diagnose brain tumors, cerebral infarctions, and brain hemorrhages due to the noise in the MR images of the brain, can cause serious problems for patients. The NLM noise reduction algorithm has been verified as an excellent method to address the deterioration in the accuracy of the diagnosis of these diseases, until deep learning-based algorithms have been developed and are available.

After analyzing the number of publications by year, it was determined that in the early stages, the results of studies on organs other than the brain were published frequently; however, since 2011, the majority of studies published have examined the brain.

### 3.3. Types of Study: Simulation or Real Experiment

Over the past few decades, a wide variety of highly accurate and effective MR imaging simulation tools have been developed and implemented, such as the BrainWeb Simulated Brain Database (SBD) [64]. Since the development of these tools, the study of image processing algorithms, including noise reduction technology, has begun to proceed simultaneously with simulated and real experiments. Therefore, for this systematic review, we analyzed the study type on the application of the NLM noise reduction algorithm to MR images. Figure 6 shows the overall publication numbers with respect to the types of study (real, simulated, or both). Table 4 describes the characteristics for the types of study of the 25 included papers.

Of the 25 papers identified, the “both” category, based on simulation and experiment, represented the largest number of studies \((n = 17)\) [39,44,45,47–51,53,54,56–58,60–63], followed by the solely experimental category \((n = 5)\) [40–42,52,59], and finally the solely simulation category \((n = 3)\) [43,46,55]. Papers related to the application of the NLM noise reduction algorithm in both simulation and experimental studies were first published in 2008.

After analyzing the number of publications by year, it was determined that while experiment-based research has been conducted since the early stages in 2008, research that includes simulations has been actively increasing over the years.

One of the major benefits of simulation studies is the ability to verify the accuracy and effectiveness of a given developed tool. As shown in Figure 6a, the most widely used simulation tool is BrainWeb, developed with a well-validated process using images acquired in-vivo and using ground truth data [64]. This tool has the advantage of being able to set the modality and noise levels in a user-friendly fashion based on the SBD and acquired 3D images. BrainWeb is used as the gold standard for research on the application of image processing algorithms to MR images of the brain. As a result, 18 of the 25 total included papers used the BrainWeb tool.

Recently, MR imaging simulation tools with improved computational speed have been developed; a representative example is MRiLab [65]. This tool was developed to improve speed and to make use of various image acquisition parameters based on the available graphic processing units (GPUs). It is expected that these developments will enable various pulse sequence models, coil designs, and various simulation studies.
Figure 6. (a) Graph of the number of publications of MR imaging using the NLM noise reduction algorithm. The final classification included 25 papers; of those, three major categories of techniques were investigated (real, simulated, and both). Within the “both” category, studies were further classified depending on their use of BrainWeb. (b) The total number of papers as function of the publication year.

Table 4. Characteristics for types of study from studies retrieved for systematic review.

| Study                | Year | Types of Study | Used Simulation Program       |
|----------------------|------|----------------|-------------------------------|
| Manjon et al. [39]   | 2008 | Both           | BrainWeb simulation program   |
| Baegel et al. [40]   | 2009 | Experiment     | -                             |
| Adluru et al. [41]   | 2010 | Experiment     | -                             |
| Gal et al. [42]      | 2010 | Experiment     | -                             |
| Liu et al. [43]      | 2010 | Simulation     | BrainWeb simulation program   |
| Manjon et al. [44]   | 2010 | Both           | BrainWeb simulation program   |
| Wong et al. [45]     | 2011 | Both           | BrainWeb simulation program   |
| Ha et al. [46]       | 2012 | Simulation     | BrainWeb simulation program   |
| Tristan-Vega et al. [47]| 2012 | Both          | BrainWeb simulation program   |
| Bhuje et al. [48]    | 2013 | Both           | BrainWeb simulation program   |
| Wu et al. [49]       | 2013 | Both           | BrainWeb simulation program   |
| Mizukuchi et al. [50]| 2014 | Both           | BrainWeb simulation program   |
| Zhang et al. [51]    | 2014 | Both           | BrainWeb simulation program   |
| Borrelli et al. [52]| 2015 | Experiment     | -                             |
| Chang et al. [53]    | 2015 | Both           | BrainWeb simulation program   |
| Manjon et al. [54]   | 2015 | Both           | BrainWeb simulation program   |
| Yang et al. [55]     | 2015 | Simulation     | BrainWeb simulation program   |
| Chen et al. [56]     | 2016 | Both           | BrainWeb simulation program   |
| Hu et al. [57]       | 2016 | Both           | BrainWeb simulation program   |
| Singh et al. [58]    | 2016 | Both           | BrainWeb simulation program   |
| Tricot et al. [59]   | 2017 | Experiment     | -                             |
| Chen et al. [60]     | 2019 | Both           | No BrainWeb                   |
| Chen et al. [61]     | 2019 | Both           | No BrainWeb                   |
| Yu et al. [62]       | 2019 | Both           | BrainWeb simulation program   |
| Chen et al. [63]     | 2020 | Both           | BrainWeb simulation program   |
3.4. Evaluation Method of NLM Noise Reduction Algorithm in MR Imaging

The methods for evaluating the effectiveness of the noise reduction algorithm can be divided into comparison evaluation and quantitative evaluation parameters. The comparison evaluation parameter analyzes the similarities and differences of two images, including: peak signal to noise ratio (PSNR), root mean square error (RMSE), and structural similarity (SSIM). The quantitative evaluation parameter is a method of numerically representing information about the noise included in each MR image, and is generally calculated with the image quality factor (signal or contrast): signal to noise ratio (SNR) and contrast to noise ratio (CNR). Figure 7 shows the overall summary for publication numbers with respect to the evaluation method. Table 5 describes the characteristics for the evaluation method of NLM noise reduction algorithm in MR imaging of the 25 included papers.

Of the 25 papers identified, the comparison evaluation parameter category represented the largest number of studies \((n = 18)\) \([39,42–44,46–49,51,54–58,60–63]\), followed by the quantitative evaluation parameter category \((n = 4)\) \([40,41,52,59]\), and finally the category containing “both” parameters \((n = 3)\) \([45,50,53]\). Papers related to the application of the NLM noise reduction algorithm to MR images using the comparison evaluation parameter with RMSE were first published in 2008.

![Graph of the number of publications using MR imaging with the NLM noise reduction algorithm for various evaluation parameters. The final classification included 25 papers; of those, three major categories of techniques were investigated.](image)

![The total number of papers as a function of the publication year.](image)

**Table 5.** Characteristics for the evaluation method of the NLM noise reduction algorithm in MR imaging, from studies retrieved for systematic review.

| Study Year | Evaluation Method Used | Specific Method |
|------------|------------------------|----------------|
| 2008       | Comparison parameter   | RMSE           |
| 2009       | Quantitative parameter | SNR            |
| 2010       | Quantitative parameter | Mean SI        |
| 2010       | Comparison parameter   | RMSE (mean square error) |
| 2010       | Comparison parameter   | PSNR           |

**Figure 7.** (a) Graph of the number of publications using MR imaging with the NLM noise reduction algorithm for various evaluation parameters. The final classification included 25 papers; of those, three major categories of techniques were investigated. (b) The total number of papers as a function of the publication year.
### Table 5. Characteristics for the evaluation method of the NLM noise reduction algorithm in MR imaging, from studies retrieved for systematic review.

| Study                  | Year | Evaluation Method   | Used Specific Method |
|------------------------|------|---------------------|----------------------|
| Manjon et al. [39]     | 2008 | Comparison parameter | RMSE                 |
| Baegel et al. [40]     | 2009 | Quantitative parameter | SNR                  |
| Adluru et al. [41]     | 2010 | Quantitative parameter | Mean SI              |
| Gal et al. [42]        | 2010 | Comparison parameter | RMSE (mean square error) |
| Liu et al. [43]        | 2010 | Comparison parameter | PSNR                 |
| Manjon et al. [44]     | 2010 | Comparison parameter | PSNR                 |
| Wong et al. [45]       | 2011 | Both                | SSIM + SNR           |
| Ha et al. [46]         | 2012 | Comparison parameter | PSNR                 |
| Tristan-Vega et al. [47]| 2012| Comparison parameter | RMSE, SSIM           |
| Bhujle et al. [48]     | 2013 | Comparison parameter | PSNR, SSIM, UQI, BC (Bhattacharya coefficient) |
| Wu et al. [49]         | 2013 | Comparison parameter | PSNR, RMSE, SSIM     |
| Mizukuchi et al. [50]  | 2014 | Both                | PSNR + SNR           |
| Zhang et al. [51]      | 2014 | Comparison parameter | PSNR, SSIM           |
| Borrelli et al. [52]   | 2015 | Quantitative parameter | CNR                  |
| Chang et al. [53]      | 2015 | Both                | PSNR, SSIM + SNR     |
| Manjon et al. [54]     | 2015 | Comparison parameter | PSNR, SSIM           |
| Yang et al. [55]       | 2015 | Comparison parameter | PSNR                 |
| Chen et al. [56]       | 2016 | Comparison parameter | PSNR                 |
| Hu et al. [57]         | 2016 | Comparison parameter | PSNR, SSIM           |
| Singh et al. [58]      | 2016 | Comparison parameter | PSNR, RMSE, SSIM, BC |
| Tricot et al. [59]     | 2017 | Quantitative parameter | SNR, CNR             |
| Chen et al. [60]       | 2019 | Comparison parameter | PSNR                 |
| Chen et al. [61]       | 2019 | Comparison parameter | PSNR                 |
| Yu et al. [62]         | 2019 | Comparison parameter | PSNR, SSIM           |
| Chen et al. [63]       | 2020 | Comparison parameter | PSNR, SSIM           |

Among the comparison evaluation parameters, the most frequently published results were from studies using only PSNR ($n = 7$). Additionally, eight papers were published as a result of evaluations using other factors along with the PSNR parameter. PSNR is a numerical representation of the power of the noise relative to the maximum power a signal can represent and is mainly used when evaluating the loss of an image, including the diagnostic field. In particular, the reason why it is so frequently used for noise evaluation in MR images is that PSNR is able to estimate the mean square error (MSE) value and the maximum signal value simultaneously, thereby confirming the overall noise distribution. PSNR is able to accurately measure the loss rate through the comparison of images, where the larger the value, the better the result. SSIM is used as a comparison evaluation parameter in the order of PSNR and is a factor that evaluates the similarity of the original image to the distortion of the image, where values closer to 1 represent better results. However, the results from only one study evaluating SSIM was used, and it was mostly measured with PSNR and RMSE evaluation factors ($n = 8$) to confirm the effectiveness of the NLM noise reduction algorithm on MR images.

Among the quantitative evaluation parameters, the most frequent results were from studies using only SNR ($n = 4$). However, the evaluation ratio of SNR and CNR was almost the same, which means that there is no significant difference between the signal value and contrast value in the quantitative evaluation process.
There were only three results from the combination of simultaneous comparison and quantitative evaluation parameters. This means that the quantitative evaluation results are included in the factor for evaluating similarity.

After analyzing the number of publications by year, of all three types, no change was observed as time progressed. From our analysis, it is expected that comparison evaluation parameter should be considered first when evaluating images using the NLM noise reduction algorithm on MR images.

4. Conclusions

Noise reduction in MR images is critical because it greatly improves the early diagnosis rate of lesions and enables the acquisition of high-quality images. In particular, the NLM noise reduction algorithm is known for efficiently removing various types of MR imaging noise. This study conducted a systematic review to analyze the research trends related to the efficacy of this algorithm. Of approximately 82 potential candidates, 25 papers were ultimately selected to analyze the NLM algorithm. In conclusion, we found that the NLM noise reduction algorithm was most commonly used in MR imaging of the brain, using general acquisition techniques. Additionally, simulations and experiments were generally performed simultaneously to evaluate the efficiency, using most comparison evaluation parameters. In conclusion, this study demonstrated the usefulness of the NLM noise reduction algorithm in MR images. Improved methods based on fast or optimization terms and various functions are expected to yield more useful results. In the future, studies on improving the time resolution, one of the major disadvantages of the NLM algorithm, will hopefully be conducted.
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