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Abstract—In this paper, we develop a new framework for sensing and recovering structured signals. In contrast to compressive sensing (CS) systems that employ linear measurements, sparse representations, and computationally complex convex/greedy algorithms, we introduce a deep learning framework that supports both linear and mildly nonlinear measurements, that learns a structured representation from training data, and that efficiently computes a signal estimate. In particular, we apply a stacked denoising autoencoder (SDA), as an unsupervised feature learner. SDA enables us to capture statistical dependencies between the different elements of certain signals and improve signal recovery performance as compared to the CS approach.

I. INTRODUCTION

A. Motivation

An inverse problem that occurs in a number of important applications involves recovering a signal \( x \in \mathbb{R}^N \) from a set of under-sampled measurements. This problem is formulated as recovering \( x \in \mathbb{R}^N \) from \( y = \Gamma(x) \) where \( \Gamma(\cdot) : \mathbb{R}^N \rightarrow \mathbb{R}^M \) could be either a linear or non-linear function while \( M \ll N \). Since this problem is ill-posed in general, one is able to recover \( x \) given \( y \) and \( \Gamma(\cdot) \) only if \( x \) has some type of structure such that by applying \( \Gamma(\cdot) \) its dimensionality can be reduced from \( N \) without losing information. Many configurations for \( x \) and \( \Gamma(\cdot) \) have been explored in the literature for this problem; however, one of the most useful ones is to have a sparse signal \( x \) and a linear \( \Gamma(\cdot) \), i.e., \( y = \Gamma(x) = \Phi x \). Compressive sensing (CS) [1]–[3] is a field that tries to solve this linear inverse problem in case that \( x \) has a sparse representation, i.e., there exists an \( N \times N \) basis matrix \( \Psi = [\psi_1 \psi_2 \ldots \psi_N] \) such that \( x = \Psi s \) and only \( K \ll N \) of the coefficients \( s \) are nonzero. Therefore, CS is mainly concerned with the problem of recovering a \( K \)-sparse signal \( x \in \mathbb{R}^N \) from a set of under-sampled linear measurements, i.e., from \( M \ll N \) measurements acquired via \( y = \Phi x = \Phi \Psi s \), where \( y \in \mathbb{R}^M \) is the measurement vector and \( \Phi \in \mathbb{R}^{M \times N} \) is the measurement matrix.

The measurement vector formulation \( y = \Gamma(x) \) suggests that one should answer the following questions to compressively acquire a signal:

(i) How to recover the signal \( x \) from a given measurement vector \( y \) and operator \( \Gamma(\cdot) \)?
(ii) How to design the measurement operator \( \Gamma(\cdot) \)?
(iii) If we are concerned with any type of structure, How could we find a representation in which the signal \( x \) has that structure?

In case of sparse \( x \) and linear \( \Gamma(\cdot) \), CS framework answers these three questions in the following way:

(i) Using methods from convex optimization or greedy algorithms.
(ii) Using linear random matrices as measurement matrices.
(iii) Using pre-specified set of transformations or data-dependent basis such as wavelets, frames, and dictionaries.

Although there has been a considerable progress in CS and particularly in the answers of aforementioned questions, our goal is to go beyond the state-of-the-art results. We approach this goal by incorporating a deep learning framework into structured signal recovery.

Deep learning is an emerging field mainly concerned with learning multiple levels of representation of data and coming up with higher levels of abstraction in it. In this paper we study the ability of deep neural networks to recover structured signals (in particular images) from their under-sampled random linear measurements. In other words, we study the performance of deep learning framework in recovering structured signals from their under-sampled measurements.

The motivation for this work is the great success of deep architectures in image representation. In particular, Hinton et al. showed in [4] that one can achieve dimensionality reduction in high-dimensional data by training a multilayer neural network called autoencoder. We compare the performance of deep learning approach with state-of-the-art algorithms for solving the CS problem and show that deep architectures can help us to outperform their results at least in certain cases.

In the following three paragraphs, we briefly describe how deep learning provides new opportunities to attack questions (i), (ii), and (iii) mentioned above. We specifically compare these opportunities with the answers to these questions given by CS framework.

The first question is about recovering the original signal from measurement vector and matrix. In order to recover a...
sparse signal $\mathbf{x} \in \mathbb{R}^N$ from its corresponding measurement vector $\mathbf{y} \in \mathbb{R}^M$, one needs to seek for the sparsest signal $\hat{\mathbf{x}}$ that agrees with the measurement vector $\mathbf{y}$

$$\hat{\mathbf{x}} = \arg \min_{\mathbf{x}} \|\mathbf{x}\|_0 \text{ s.t. } \mathbf{y} = \Phi \mathbf{x},$$

(1)

where $\|\cdot\|_0$ denotes the $\ell_0$-norm of a vector and counts the number of its nonzero elements. While it has been shown that by using only $O(K)$ measurements this optimization can recover a $K$-sparse signal [5], solving (1) is an NP-hard problem. Therefore, researchers have replaced $\ell_0$-norm in (1) with a convex relaxation $\ell_1$-norm to convert (1) to a tractable and stable linear programming problem. This linear program can be solved either based on convex optimization methods [6] or iterative greedy algorithms [7]–[10] that are generally first order methods and as a result are more suitable for high-dimensional problems. In this paper, we replace these algorithms, i.e., the convex optimization based approaches and greedy iterative algorithms converging usually in hundreds of iterations with a feed-forward deep neural network. We show that as a result of using a feed-forward deep neural network we do not need to solve the linear program to recover $\mathbf{x}$ and hence we can have much faster signal recovery.

The second question is about designing measurement matrix. Traditional approaches in designing measurement matrix $\Phi$ are based on focusing on desirable properties needed by $\Phi$ to preserve information while doing dimensionality reduction, i.e., mapping $\mathbf{x} \in \mathbb{R}^N$ to $\mathbf{y} \in \mathbb{R}^M$ where $M \ll N$. One important property of measurement matrix that guarantees successful sparse signal recovery with very high probability is restricted isometry property (RIP) [11]. While checking whether or not a matrix has the RIP is an NP-Complete problem, random matrices whose elements are independent and identically distributed (i.i.d) Gaussian or Bernoulli random variables, satisfy the RIP with very high probability given $M = O(K \log(N/K))$. The main drawback of random measurements is that they are not optimally designed according to the signal under acquisition. Adaptive methods [12]–[13] in which each measurement is designed based on the information obtained from previous measurements reduce uncertainty. The major problem with adaptive sequential measurements in CS is time complexity since each new measurement will depend on the information obtained from prior measurements. In this paper we show how deep neural networks can help us to adapt the measurements to the signal under acquisition instead of taking random measurements and hence enhance the performance of the overall system.

Finally, the third question asks about finding a representation in which the original signal $\mathbf{x}$ has a specific structure. In CS framework, one is concerned with finding a basis $\Psi$ in which $\mathbf{x}$ has a sparse representation. It is well known that $\Psi$ could be chosen from a prespecified set of transformations. For example, natural images have sparse representation in wavelet basis or in the DCT domain [16]. The main drawback of these prespecified bases is that they are handcrafted and as a result restrictive in capturing complex dependencies between different elements of a signal. More concretely, the main drawback of representing an image in wavelet domain is the assumption of independence between wavelet coefficients. This point has motivated researchers to develop models for capturing statistical dependencies in real-world signals [17]. However, these models are also handcrafted and hence do not necessarily capture more complex dependencies within a signal. The limitation in representation power of these prespecified transformations has lead researchers to seek for data-dependent basis, i.e., learning a transformation from a set of training examples [19]. Deep learning is a framework based on automating feature discovery and feature learning for many machine learning tasks. Accordingly, in this paper we use deep learning framework to automate the process of finding a representation for a class of signals being under acquisition. We show how the learned representation outperforms prespecified set of transformations. In particular, we focus on image data and show how deep neural networks outperform wavelet domain by providing a better representation to do dimensionality reduction.

We believe, to the best of our knowledge, that this paper is the first one trying to study structured signal recovery from a set of under-sampled measurements by using deep learning framework. However, there have been several studies of using deep learning technique in solving the inverse problems. These studies have been focused on image denoising [20], removing noisy patterns from images [21], and image super-resolution [22].

The rest of this paper is organized as follows: Section II introduces the network architecture we have used to solve the structured signal recovery problem. In Section III we discuss the probabilistic interpretation for using stacked denoising autoencoders (SDA) in solving the structured signal recovery problem. Section IV contains the simulation results. Finally, Section V includes the conclusion of the paper.

II. STACKED DENOISING AUTOENCODERS FOR STRUCTURED SIGNAL RECOVERY

As we mentioned, natural images have sparse representation in wavelet basis or in the DCT domain. Therefore, they could be compressively acquired and reconstructed using CS framework. In this section we introduce our deep architecture for solving this CS recovery problem. Later in Section IV we compare the performance of the proposed method in this section with other state-of-the-art approaches from CS framework.

We divide our solution into two different scenarios. First, we consider fixed linear measurements that is the traditional CS measurement paradigm. Second, we introduce a new measurement paradigm, namely nonlinear adaptive compressive measurements, inspired by neural networks architecture and capability. Later in Section V we will show that incorporating nonlinearity in the measurements enhance the overall recovery performance.

A. SDA + Linear Measurement Paradigm

In linear measurement paradigm, the measurement vector $\mathbf{y}$ is represented as $\mathbf{y} = \Phi \mathbf{x}$, i.e., each $y_i$ (1 $\leq i \leq M$) is a linear combination of $x_j$'s (1 $\leq j \leq N$). We consider the typical supervised learning framework where our training set $\mathcal{D}_{train}$ has $l$ pairs consisting of original signals and their corresponding measurements, i.e., $\mathcal{D}_{train} = \{(y_1, x^{(1)}), (y^{(2)}, x^{(2)}), \ldots, (y^{(l)}, x^{(l)})\}$. Based on this training set, we would like to learn a nonlinear mapping...
from a measurement vector \( y \) to its original signal \( x \). We then test the performance of the trained deep architecture on our test set \( \mathcal{D}_{\text{test}} \), where it has \( s \) pairs consisting of original signals and their corresponding measurements, i.e.,

\[
\mathcal{D}_{\text{test}} = \{ (y^{(1)}, x^{(1)}), (y^{(2)}, x^{(2)}), \ldots, (y^{(s)}, x^{(s)}) \}.
\]

Among the traditional sparse recovery algorithms, the ones that are greedy and iterative perform faster than the ones that are based on convex optimization techniques such as linear programming. Each iteration in these greedy or iterative algorithms includes a matrix-vector multiplication which has the computational cost of \( \mathcal{O}(MN) \). This fact was an inspiration for us to design the SDA architecture such that its recovery speed would be competitive with the existing fast iterative algorithms along with being similar to an iterative message passing algorithm. Therefore, each layer of the SDA used for sparse recovery either has input size of \( N \) (the ambient dimension of the original signal) and output size of \( M \) (the dimension of the measurement vector) or vice versa. We use a 3-layer SDA where each layer applies a nonlinearity to the affine transform of its input. More formally, the first hidden layer receiving measurement vector as its input is formulated as

\[
x_{h_1} = \mathcal{T}(W_1 y + b_1),
\]

where \( W_1 \in \mathbb{R}^{N \times M} \) and \( b_1 \in \mathbb{R}^N \) are the weight matrix and bias vector of the first layer, respectively. \( \mathcal{T}(\cdot) \) is the nonlinearity applied element-wise to the affine transform of input. We use sigmoid function as the nonlinearity; therefore, \( \mathcal{T}(x) = \frac{1}{1 + e^{-x}} \). Given the weight matrix \( W_1 \) and the bias vector \( b_1 \), the computational cost for calculation of \( x_{h_1} \) is \( \mathcal{O}(MN) \) according to \( (2) \) that is the same as cost of one iteration of an iterative algorithm for CS recovery problem. In order to keep this computational cost at each layer, the second hidden layer and the output layer are formulated as

\[
x_{h_2} = \mathcal{T}(W_2 x_{h_1} + b_2) \quad \text{and} \quad \hat{x} = \mathcal{T}(W_3 x_{h_2} + b_3).
\]

In \( (3) \), \( W_2 \in \mathbb{R}^{M \times N} \) and \( b_2 \in \mathbb{R}^M \) are the weight matrix and bias vector of the second layer, respectively. Similarly, \( W_3 \in \mathbb{R}^{N \times M} \) and \( b_3 \in \mathbb{R}^N \) are the weight matrix and bias vector of the output layer, respectively. We denote the output of the SDA and its set of parameters by \( \hat{x} \) and \( \Omega_L = \{ W_1, b_1, W_2, b_2, W_3, b_3 \} \), respectively. Therefore, we can define the nonlinear mapping \( \hat{x} = \mathcal{M}_L(y, \Omega_L) \) and use the mean squared error (MSE) as the loss function for the training set \( \mathcal{D}_{\text{train}} \)

\[
\mathcal{L}(\Omega_L) = \frac{1}{l} \sum_{i=1}^{l} \| \mathcal{M}_L(y^{(i)}, \Omega_L) - x^{(i)} \|_2^2.
\]

We use backpropagation\cite{17} algorithm to minimize the loss function defined in \( (4) \). Figure 1 shows the SDA structure fed by linear measurements of original signal.

**B. SDA + Nonlinear Measurement Paradigm**

The structure of the SDA for nonlinear measurement paradigm is almost the same as the one in Section II-A. The only difference is that we consider the mapping from original signal to its measurement vector as one layer of the SDA. This extra layer will let SDA to adapt its structure to the training set \( \mathcal{D}_{\text{train}} \). Therefore, if we have enough data, e.g. lots of natural images (as in ImageNet dataset), we could be hopeful that the measurement matrix is well adapted to the class of signals being under acquisition. We denote this extra layer that is the first layer of the SDA by

\[
y = \mathcal{F}(W_1 x + b_1),
\]

where \( \mathcal{F}(\cdot) \) is the nonlinearity we have used in order to take measurements from the original signal \( x \). \( \mathcal{F}(\cdot) \) can be either a sigmoid function used in other layers of the network or other types of nonlinearities or even identity function such that the measurements would be linear and at the same time adapted to the acquired signals just like traditional CS framework. We denote the parameter set of this SDA by \( \Omega_{NL} = \{ W_1, b_1, W_2, b_2, W_3, b_3, W_4, b_4 \} \) and its output by \( \hat{x} = \mathcal{M}_{NL}(x, \Omega_{NL}) \). The loss function corresponding to this SDA is similar to \( (4) \) with some minor changes

\[
\mathcal{L}(\Omega_{NL}) = \frac{1}{l} \sum_{i=1}^{l} \| \mathcal{M}_{NL}(x^{(i)}, \Omega_{NL}) - x^{(i)} \|_2^2.
\]

Figure 2 shows the SDA structure for non-linear measurement paradigm. The next section describes how these SDA structures could be related to the CS recovery problem from the probabilistic point of view.

**III. PROBABILITY RELATION BETWEEN SDA AND COMPRESSION SENSING**

In this section we provide a probabilistic interpretation that explains the success of SDA in solving the structured signal recovery problem. As introduced in Section II, the deep network that we are using to solve this problem is basically stacked version of denoising autoencoders. At the first layer, this deep network is fed by a training example that is either compressed measurements of an image in training set (Figure 1) or the original image itself (Figure 3). The next layers are then fed by the latent representation (or output code) of the denoising autoencoder found on their corresponding previous layer. We perform an unsupervised pre-training on this deep architecture that is justified in \( (24) \). The authors in \( (24) \) have explained how unsupervised pre-training helps
the corresponding optimization problem in deep networks by initializing the weights in all layers in a region near a good local minimum of loss function.

In the stacked version of denoising autoencoders, the unsupervised pre-training phase is done one layer at a time. Each layer of this deep network is pre-trained as a denoising autoencoder. In other words, it is trained by minimizing the error in reconstructing its input (that is the output code of the previous layer) from the noisy version of it. As we proceed in the pre-training phase, once the first \( t \) layers are trained, we can compute the corresponding latent representation (or output code) of the first \( t \)-layers and use it as an input in order to train the \( t + 1 \)-th layer.

An important aspect of this pre-training phase, is the connection between the Restricted Boltzmann Machine (RBM)\(^{25}\) and denoising autoencoder. RBM is a generative model that can learn probability distribution underlying its input data. It has a set of visible units \( v \) and a set of hidden units \( h \). Since it is a energy-based model\(^ {26} \), it associate a scalar energy \( E(v, h) \) to each configuration of the visible and hidden units. The joint probability distribution is defined as
\[
P(v, h) = \frac{1}{Z} e^{-E(v, h)},
\]
where \( Z \) is called the partition function used for normalizing the probability distribution. Training an RBM is equivalent to configuring its energy function such that desirable configurations have low energy. As an example, the energy function corresponding to Gaussian-Bernoulli RBM\(^{27}\) with real-valued visible units \( v \) and binary hidden units \( h \) is
\[
E(v, h|W, b, c) = \sum_{i=1}^{n_v} \frac{(v_i - b_i)^2}{2\sigma_i^2} - \sum_{i=1}^{n_v} \sum_{j=1}^{n_h} W_{ij} h_j \frac{v_i}{\sigma_i} - \sum_{j=1}^{n_h} c_j h_j,
\]
where \( W_{ij} \) denote weights connecting visible and hidden units, \( \sigma_i \) is the standard deviation associated with the \( i \)-th Gaussian visible unit. Finally, \( b_i \) and \( c_j \) denote biases corresponding to visible and hidden units. Training an RBM in this case is the process of adjusting weights \( W_{ij} \) and biases \( b_i \) and \( c_j \) such that the probability distribution it represents fits the training data as well as possible.

The authors in\(^ {28}\) have shown the derivation of an energy function for autoencoders by interpreting them as dynamical systems\(^ {29} \). In particular, the authors in\(^ {25} \) and\(^ {30} \) have shown that the energy function of an autoencoder with sigmoidal hidden layer and real-valued observations is identical to the free energy of corresponding RBM with Gaussian visible units and binary hidden units.

Suppose that we want to train a denoising autoencoder with sigmoidal hidden layer to compress signals from a class of probability distribution. This training is equivalent to learning a set of weights and biases that will result in low energy for signals from that probability distribution. In other words, it is equivalent to adjusting set of weights and biases such that the reconstruction error it has for recovering signals (drawn from that probability distribution) from their compressed representation, is as small as possible.

As an example, suppose that in our training set \( \mathcal{D}_{\text{train}} = \{(y^{(1)}, x^{(1)}), (y^{(2)}, x^{(2)}), \ldots, (y^{(l)}, x^{(l)})\} \), the original signals \( x^{(l)} \) are drawn from a probability distribution \( P \). As derived in\(^ {28}\) and\(^ {30}\), the energy function of a denoising autoencoder with sigmoidal hidden units is
\[
E(x) = \sum_{j} \log(1 + \exp(W_j^T x + b_j)) - \frac{1}{2} \|x - c\|^2 + \text{const},
\]
where \( W_{ij} \) denote weights connecting visible and hidden units, and \( b_j \) and \( c_i \) are biases for hidden layer and reconstruction layer. Training a denoising autoencoder based on the training set \( \mathcal{D}_{\text{train}} \) in this case is the process of adjusting the weights \( W_{ij} \) and biases \( b_j \) and \( c_i \) such that the reconstruction error for any signal drawn from probability distribution \( P \) (and not necessarily in \( \mathcal{D}_{\text{train}} \)) is as small as possible.

Similarly, suppose that we want to train a denoising autoencoder with sigmoidal hidden layer to decompress data that is originally (i.e., before compression) coming from the probability distribution \( P \). In this case, the autoencoder learns a set of weights and biases that will result in low energy for compressed signals drawn originally from the probability distribution \( P \). In other words, training is equivalent to adjusting set of weights and biases such that the reconstruction error it has for recovering compressed signals (drawn originally from the probability distribution \( P \)) from their decompressed representation (in hidden layer), is as small as possible. This training will end up in retrieving the original signals (from the probability distribution \( P \)) as decompressed representations in hidden layer since they are the origin of compressed data.

This is fairly similar to the optimization problem in\(^ {41} \). In\(^ {41} \) we have the measurement vector (compressed data), we know the original signal model \( (k\text{-sparse}) \), and the goal is to retrieve the original signal from the compressed measurements. The considerable difference though is the fact that in\(^ {41} \) we need an optimization algorithm to retrieve the signal from its measurements. However, in an autoencoder (or deep networks in general) we need to pass the compressed data into a trained
feedforward network without any need to solve an optimization problem.

Once we are done with pre-training of all the layers, we perform supervised fine-tuning on the weights and biases of the pre-trained SDA. More precisely, we take the encoding part of each denoising autoencoder, stack them together, and use backpropagation algorithm to minimize the MSE on reconstructing the images from their compressed measurements.

IV. SIMULATION RESULTS

In this section we study the performance of our proposed framework for structured signal recovery and compare them with the state-of-the-art results. We first describe the implementation of the proposed models. After that, we compare our method with other CS recovery algorithms. We do this comparison based on both the quality of reconstruction (PSNR) and speed of recovery.

A. Implementation

Autoencoders are very similar to multilayer perceptron (MLP) in structure. In other words, all the units in input layer of an autoencoder are connected to all the units in hidden layer and similarly all the units in hidden layer are connected to all the units in output layer. Therefore, as image size grows, we have to train a larger network as well. This issue poses a huge computational complexity on running the Backpropagation algorithm in addition to increasing the chance of overfitting.

As a result and instead, we design a neural network for recovering small sub-images (by sub-image we mean a large image patch) instead of a large image. However, this will not block our way to compressively measure and recover large images. We can decompose a large image into several non-overlapping or overlapping sub-images and compressively measure and recover each of them. In the case of non-overlapping sub-images, we will basically have a blocky reconstruction of the original image by putting reconstructed neighbor sub-images beside each other. On the other hand, if we are working with overlapping sub-images, we place each recovered sub-image at its corresponding location in the original image and average on the overlapping sub-images. Figure 3 shows a visualization of overlapping sub-images in a larger image.

In this paper, we have trained our deep neural network based on sub-images of size $32 \times 32$. We used natural images from the ILSVRC 2014 ImageNet dataset [31] for both training and testing the network. For dataset preparation, we extracted the central $256 \times 256$ part of each image, turned it into grayscale, and chopped it into $32 \times 32$ sub-images. During the training phase, we did not use overlapping sub-images so as to have a diverse training set. However, during the test phase, we use overlapping sub-images and averaging method as described earlier in this section. We normalized each image pixel value such that they would be between 0 and 1. According to the results in [32], we sampled the initial weights of our neural network from a uniform distribution $U[-4\sqrt{\frac{6}{\text{fan}_{in}+\text{fan}_{out}}}...4\sqrt{\frac{6}{\text{fan}_{in}+\text{fan}_{out}}}]$, where fan$_{in}$ and fan$_{out}$ are number of units in input and output layers, respectively.

As we mentioned earlier, we use denoising autoencoders as building blocks of our network. Therefore, we corrupt the input of each layer with a Gaussian noise having zero mean and standard deviation of 0.2 and let the layer to reconstruct its corrupted input as the pre-training phase. We then use backpropagation algorithm to fine-tune the weights and biases. We implemented our deep neural networks using Theano package [33] and used GPU on Amazon web service (AWS) platform.

B. Comparison with Other Methods

In this section we compare the performance of structured signal recovery using deep neural networks with other recovery algorithms. These other algorithms include

As we mentioned earlier, we use denoising autoencoders as building blocks of our network. Therefore, we corrupt the input of each layer with a Gaussian noise having zero mean and standard deviation of 0.2 and let the layer to reconstruct its corrupted input as the pre-training phase. We then use backpropagation algorithm to fine-tune the weights and biases. We implemented our deep neural networks using Theano package [33] and used GPU on Amazon web service (AWS) platform.

|                   | L-SDA | NL-SDA | D-AMP | O-NL-SDA | Tiled D-AMP | TV |
|-------------------|-------|--------|-------|----------|-------------|----|
| Damsel | 29.07 | 30.32 | 45.97 | 30.85 | 30.51 | 27.46 |
| Birds | 24.93 | 26.19 | 25.58 | 26.62 | 24.45 | 21.46 |
| Rabbit | 25.42 | 26.80 | 26.37 | 27.24 | 25.04 | 19.79 |
| Turtle | 21.07 | 23.79 | 24.77 | 24.65 | 22.08 | 21.16 |
| Dog | 19.76 | 21.03 | 19.71 | 21.55 | 18.45 | 15.96 |
| Eagle Ray | 25.00 | 26.18 | 25.37 | 26.57 | 24.68 | 16.30 |
| Boat | 29.67 | 31.96 | 41.76 | 33.11 | 33.39 | 27.63 |
| Monkey | 28.33 | 29.78 | 30.00 | 30.22 | 28.66 | 28.47 |
| Panda | 19.82 | 20.68 | 19.66 | 21.00 | 18.61 | 18.31 |
| Snake | 16.42 | 17.39 | 16.33 | 17.72 | 15.46 | 10.42 |
• One of the state-of-the-art methods that is the denoising-based approximate message passing (D-AMP) [34].
• The total variation (TV) minimization [35] which is famous for its intriguing properties for image recovery.
• The parameterless approximate message passing (P-AMP) [36] employing sparsity in wavelet domain.
• the tiled version of D-AMP (Tiled D-AMP).

By the Tiled D-AMP we mean D-AMP being applied to the non-overlapping sub-images similar to what we mentioned for the SDA-based methods in Section IV-A. We introduce the Tiled D-AMP for the sake of fairness in here. Since due to huge computational complexity we could not train the SDAs for recovering large images, we wanted to compare the performance of the D-AMP if it is applied in the same way that we apply the SDA-based methods, i.e., recovering images from blocky reconstruction of smaller sub-images.

Table I shows the summary of results for recovering 10 different images in Figure 4. As is clear from Table I there is not an obvious winner among different methods. In some cases, the L-SDA (SDA + Linear Measurements) and NL-SDA (SDA + Non-linear Measurements) and O-NL-SDA (SDA + Overlapping Non-linear Measurements) have better performance in comparison with the D-AMP and min-TV.

More specifically and according to our simulation results, whenever the acquired image has an irregular structure such that there are not to many similar patches in the image, then the L-SDA, NL-SDA, and O-NL-SDA have better performance comparing to the D-AMP and min-TV.

For example, in Figure 4 the dog and panda images have irregular structure and texture. As we can see in Table I for these images, all the recovery methods based on deep learning have a better performance in comparison with the D-AMP which is one of the state-of-the-art CS recovery algorithms. On the other hand, the damselfly and boat images have very smooth and regular structure and hence lots of similar patches. As a result, we see from Table I that the D-AMP is outperforming methods based on deep learning since the D-AMP is utilizing these similar patches to enhance the image reconstruction.

One more interesting point about the Table I is that in all cases except one, the NL-SDA and O-NL-SDA are outperforming the Tiled D-AMP. This fact shows the potential of deep learning and the fact that if we were able to train huge networks in a reasonable time or coming up with another network structure, we might be able to outperform the D-AMP in almost all the cases. We leave this problem as an avenue for future work.

Figures 5, 6, and 7 show 3 examples of set of reconstructed images. As we can see, in Figure 5 that we do not have a regular and smooth structure, the NL-SDA and O-NL-SDA are outperforming the D-AMP. In Figure 6 that has both regular and irregular textures, we can see that the D-AMP is outperforming the L-SDA and NL-SDA; however, the O-NL-SDA is outperforming the D-AMP. Finally, in Figure 7 that mostly has a smooth and regular texture, we see that the D-AMP is outperforming SDA-based methods although the O-NL-SDA is outperforming the Tiled D-AMP.

Although there is not a clear winner among the different methods from the reconstruction quality point of view, our simulation results show that the L-SDA and NL-SDA beat the other methods from the reconstruction time perspective. This is clear both intuitively and mathematically since in all the other methods, we need to solve an optimization problem. We solve this optimization problem by using either convex optimization techniques (e.g. linear programming) or greedy algorithms. However, the L-SDA and NL-SDA do not need to solve any optimization problem. They just use a feed-forward neural network to recover images from their measurements. Table I shows reconstruction time for different recovery algorithms and different under-sampling ratios. As we can see, for under-sampling ratio of 0.4, the NL-SDA and L-SDA are almost 1,000,000 times faster than the D-AMP.

Figure 8 shows the plot of average probability of successful recovery for different under-sampling ratios and different recovery algorithms. In order to calculate the probability of successful recovery we have used 1881 Monte Carlo samples. For each under-sampling ratio δ and for the j-th Monte Carlo sample, we define the success variable 1(∥x(j)−x̂∥2≤0.01) where x(j) is the j-th Monte Carlo sample, x̂(j) denotes the corresponding recovered image, and 1(·) denotes the indicator function. We then define the empirical success probability as 1 ̃δ s j=1 1(∥x(j)−x̂∥2≤0.01). As we can see in Figure 8 for small under-sampling ratios (less than 0.06), SDA-bases methods are outperforming the D-AMP. In addition, for larger under-sampling ratios the D-AMP is outperforming SDA-based methods. Nevertheless, SDA-based methods (especially the NL-SDA) are outperforming the Tiled D-AMP. P-AMP (employing sparsity in wavelet domain), and TV minimization in a large range of under-sampling ratios. Of course, comparing SDA-based methods with the Tiled D-
AMP is a fairer comparison rather than comparing them with D-AMP alone.

Finally, Figure 9 denotes the convergence curve of fine tuning step in training our deep neural network. It shows the average PSNR (in dB) on test images over different iterations of backpropagation algorithm. This figure shows that for the under-sampling ratio of 0.06, the NL-SDA method has started to outperform the D-AMP method after $3.5 \times 10^4$ running of backpropagation algorithm. The jumps in this plot is due to feeding the neural network with new training data.

### Table II: Running time (in sec.) for recovering the dog image for different under-sampling ratios and different algorithms. Numbers with bold face show the winner in each row.

| $M/N$ | L-SDA | NL-SDA | D-AMP | O-NL-SDA | Tiled D-AMP | TV |
|-------|-------|--------|-------|----------|-------------|----|
| 0.06  | 0.002 | 0.002  | 74.79 | 1.01     | 43.99       | 45.94 |
| 0.1   | 0.002 | 0.002  | 92.21 | 1.03     | 50.00       | 39.82 |
| 0.25  | 0.002 | 0.002  | 108.61| 1.07     | 50.84       | 43.33 |
| 0.4   | 0.002 | 0.002  | 190.06| 1.22     | 39.55       | 38.83 |

## Conclusion and Future Work

In this work, we developed a new framework for sensing and recovering structured signals. This framework is able to learn a structured representation from training data, support both linear and mildly nonlinear measurements, and efficiently computes a signal estimate. In particular, we used a stacked version of denoising autoencoders, as an unsupervised feature learner. We showed how SDA enables us to capture statistical dependencies between the different elements of certain signals and improve signal recovery performance as compared to the CS approach.

We should note that GRBMs treat different components of the input image vector as conditionally independent given the hidden layer state. This is an important limitation in modeling natural images using GRBM (and denoising autoencoders correspondingly). One important direction for future work is to come up with a model that can easily be extended to large images. In addition, it should capture relationships between pixel intensities rather than assuming them independent conditioned on the hidden layer. This model will let us to outperform the D-AMP algorithm in the cases that SDA-based methods introduced in this paper were not able to.
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Fig. 9: Convergence of Backpropagation over different iterations and comparing the test result with other methods. In this plot average PSNR is calculated over 1881 test images each acquired with under-sampling ratio of 0.6, i.e., $\frac{M}{N} = 0.06$. 