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Abstract

We study the most probable trajectories of the concentration evolution for the transcription factor activator in a genetic regulation system, with non-Gaussian stable Lévy noise in the synthesis reaction rate taking into account. We calculate the most probable trajectory by spatially maximizing the probability density of the system path, i.e., the solution of the associated nonlocal Fokker-Planck equation. We especially examine those most probable trajectories from low concentration state to high concentration state (i.e., the likely transcription regime) for certain parameters, in order to gain insights into the transcription processes and the tipping time for the transcription likely to occur. This enables us: (i) to visualize the progress of concentration evolution (i.e., observe whether the system enters the transcription regime within a given time period); (ii) to predict or avoid certain transcriptions via selecting specific noise parameters in particular regions in the parameter space. Moreover, we have found some peculiar or counter-intuitive phenomena in this gene model system, including (a) a smaller noise intensity may trigger the transcription process, while a larger noise intensity can not, under the same asymmetric Lévy noise. This phenomenon does not occur in the case of symmetric Lévy noise; (b) the symmetric Lévy motion always induces transition to high concentration, but certain asymmetric Lévy motions do not trigger the switch to transcription.

These findings provide insights for further experimental research, in order to achieve or to avoid specific gene transcriptions, with possible relevance for medical advances.
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1 Introduction

Random fluctuations have been extensively considered in the modeling and analysis of genetic regulatory systems [1–18]. These fluctuations may lead to switching between gene expression states [3, 19–28]. To characterize this switching behaviour, researchers have been developing stochastic models [18, 22, 24, 29] by taking noises into account in deterministic differential equations. Noisy fluctuations are mostly considered as Gaussian white noise in terms of Brownian motion [6, 14, 21, 22, 30]. But it has been observed that the transcriptions of DNA from genes and translations into proteins occur in an intermittent, bursty way [9, 10, 31–37]. This evolutionary manner [38–44] resembles the features of trajectories or solution paths of a stochastic differential equation with a Lévy motion. In contrast to the (Gaussian) Brownian motion, Lévy motion is a non-Gaussian process with heavy tails and occasional jumps.

In this present paper, we consider a genetic regulatory model for the evolution of the concentration for a transcription factor activator (TF-A), developed by Smolen et al. [45], with the synthesis reaction rate perturbed by stable Lévy fluctuations. Liu and Jia [22] investigated the effect of fluctuations arise from the Gaussian noise in the degradation and the synthesis reaction rate of the transcription factor activator, and found that a successive switch process occurred with the increase of the cross-correlation intensity between noises. In addition, Zheng et al. [24] used the mean first exit time and the first escape probability to examine the mean time scale and the likelihood for the concentration profile to evolve from low concentration regime to high concentration regime (indicating the transcription status).

Unlike the existing works in examining transition possibility and time scales under noises (e.g., [22, 24]), the objective of this present paper is to study the most probable trajectories (or orbits) for concentration states themselves of the transcription factor activator (a protein) as time goes on. This offers the following information for the gene regulation system:

(i) The concentration evolution trajectories from low concentration to high concentration, indicating the evolutionary routes to transcription.
(ii) The tipping time for the most likely orbits to pass the barrier between the low concentration state and the high concentration state.

To this end, we compute the most probable phase portrait for this stochastic gene model, in order to gain insights into the concentration trajectories from the low concentration state to the high concentration state (i.e., the likely transcription regime), and the tipping time for these trajectories passing a threshold state between low and high concentration. Especially, we try to characterize the dependence of these dynamical behaviors on the noise parameters.

This paper is organized as follows. In Section 2, we introduce the TF-A monomer concentration model in a gene regulation system excited by a stable Lévy noise and present our method on most probable evolution trajectories. In Section 3, we present the most probable evolution trajectories for the gene system under various noise parameters. We examine which kind of stable noise is more beneficial for transcription. Finally, we summarize the above results in Section 4. The Appendix contains basic facts about a stable Lévy motion, and the nonlocal Fokker-Planck equation formulation for a stochastic differential equation.
Fig 1: Genetic regulatory model with a feedforward (Eq (1)).

with a stable Lévy motion.

2 Model and Method

2.1 Model: Stochastic gene regulation

We consider a model for the transcription factor activator (TF-A) of a genetic regulatory system, established by Smolen et al. [45]. A single transcriptional activator TF-A is considered as part of a pathway mediating a cellular response to a stimulus. The TF forms a homodimer bound to responsive elements (TF-REs). The TF-A gene incorporates one of these responsive elements, where binding to this element of homodimers will increase TF-A transcription. Only phosphorylated dimers can activate transcription. As shown in Fig 1, the phosphorylated (P) transcription factor activator (TF-A) activates transcription with a maximal rate $k_f$, with $k_d$ and $R_{bas}$ the degradation and synthesis rate of the TF-A monomer, respectively. The dissociation concentration of the TF-A dimer from TF-REs is denoted by $K_d$. Then the evolution of the TF-A concentration $x$ obeys the following differential equation [45]:

$$\dot{x} = \frac{k_f x^2}{x^2 + K_d} - k_d x + R_{bas}. \quad (1)$$

The system (1) may be written as $\dot{x} = -U'(x)$, with the potential $U(x) = k_f \sqrt{K_d} \arctan \frac{x}{\sqrt{K_d}} + k_d^2 x^2 - (R_{bas} + k_f) x$. It has two stable states and one unstable state, when the parameters satisfy the condition: $[-\left(\frac{k_f + R_{bas}}{3k_d}\right)^3 + \frac{K_d(k_f + R_{bas})}{6k_d} - \frac{K_dR_{bas}}{2k_d}]^2 + [K_d^3 - \left(\frac{k_f + R_{bas}}{3k_d}\right)^2]^3 < 0$. As in [22], we select suitable parameters: $k_f = 6 \text{ min}^{-1}$, $K_d = 10$, $k_d = 1 \text{ min}^{-1}$, and $R_{bas} = 0.4 \text{ min}^{-1}$. Then two stable states are $x_- \approx 0.62685 \text{ nM}$ and $x_+ \approx 4.28343 \text{ nM}$ and the unstable state (a saddle point) is $x_u \approx 1.48971 \text{ nM}$. See Fig 2.
The dynamical system (1) is a deterministic model. Some experiments indicated that basal synthesis rate $R_{bas}$ is influenced by random fluctuations arising from the biochemical reactions, the concentrations of other proteins, and gene mutations [22,35,41]. There exists powerful evidences indicating that gene expression with small diffusion and large bursting resembles the composition of systems with Lévy noise [38–41]. Zheng et al. [24] model random behaviour of the synthesis rate $R_{bas}$ on the genetic regulatory system (1) by a symmetric Lévy noise, but this symmetry is quite a idealized, special situation. We thus consider a general asymmetric stable Lévy noise. Hence, we take a stable Lévy noise as a random perturbation of the synthesis rate $R_{bas}$. Then the model (1) becomes the following scalar stochastic gene regulation model with additive stable noise:

$$
\dot{X}_t = \frac{k_f X_t^2}{X_t^2 + K_d} - k_d X_t + (R_{bas} + \tilde{L}_t^{\alpha,\beta}), \quad X_0 = x_0,
$$

(2)

where the scalar stable Lévy motion $\tilde{L}_t^{\alpha,\beta}$, with non-Gaussianity index $\alpha (0 < \alpha < 2)$, skewness index $\beta (-1 \leq \beta \leq 1)$, scaling index $\sigma (\sigma > 0)$ and shift index zero, is recalled in A1 Asymmetric stable Lévy motion at the end of this paper. We denote $\epsilon \triangleq \sigma^\alpha$ the noise intensity. It is worth noting that we concern on the internal noise [46,47], which can be realized as additive noise. In stochastic dynamical systems, it is customary to denote a system variable by a capital letter with time as subscript $(X_t)$. A stable Lévy motion is asymmetric when $\beta \neq 0$ and symmetric when $\beta = 0$. The well-known Brownian motion $B_t$ is a Gaussian process, corresponding to the special symmetric case with $\alpha = 2$ (and $\beta = 0$). A solution orbit (also called a solution trajectory) $X_t$ has occasional (up to countable) jumps for almost all samples (i.e., realizations), except in the case with Brownian motion $B_t$, for which almost all the solution trajectories are continuous in time [48].

Without noise, the low concentration stable state $x_-$ and high concentration stable state $x_+$ are resilient (see Fig 2): the TF-A concentration states will locally be attracted $x_-$ or $x_+$,
as time increases for the deterministic system (1). It is known that stochastic fluctuations may induce switches between two stable states [22, 45]. The TF-A concentration, starting near the low concentration state \(x_-\) in \(D = (0, x_u)\), arrives at a high concentration state (near \(x_+\)) by passing through the unstable saddle state \(x_u\) (see Fig 2). The threshold time instant when the system passes the unstable saddle state \(x_u \approx 1.48971\) is called the ‘tipping time’ for a specific solution trajectory.

We now examine these system trajectories or orbits for the gene regulation model:

(i) How does the system evolve from low concentration (near \(x_-\)) to high concentration (near \(x_+\)), indicating the system in a transcription regime?

(ii) What is the tipping time while evolving from the low concentration state to the high concentration state?

Figs 3(a) and 3(b) show two sample paths of \(X_t\) for the stochastic gene regulation system (2), starting at low concentration state \(x_- \approx 0.62685\). Unlike the phase portraits for deterministic dynamical systems [49, 50], these sample paths (‘orbit’ or ‘trajectories’) mingled together and can not provide much information. Thus we consider most probable phase portraits [51–53] for the stochastic gene regulation system (2) in the next section.

\[\text{Fig 3: (Online color) Two stochastic TF-A concentration sample paths } X_t \text{ starting at } X_0 = x_- \approx 0.62685 \text{ with noise intensity } \epsilon = 1.\]

(a) Stochastic TF-A concentration sample paths \(X_t\) with (Gaussian) Brownian motion. (b) Stochastic TF-A concentration sample paths \(X_t\) with (non-Gaussian) Lévy motion at \(\alpha = 1.2, \beta = 0\).

### 2.2 Method: Most probable trajectories for concentration evolution

**Most probable trajectories:**

For the stochastic system (2) starting at an initial point \(x_0\), each sample path is a possible
outcome of the solution orbit $X_t$. What is the most probable or maximal likely orbit of $X_t$? In order to answer the question, we need to decide on the most probable position $x_m(t)$ of the system (starting at the initial point $x_0$) at every given future time $t$, but this is the maximizer for the probability density function $p(x, t) \triangleq p(x, t; x_0, 0)$ of solution $X_t$. We first numerically solve the nonlocal Fokker-Planck equation (A.2), which reduces to a local Fokker-Planck equation (A.4) when stable Lévy motion $L_t^{a, \beta}$ is replaced by Brownian motion $B_t$, and then we find the most probable position $x_m(t)$ as the maximizer of $p(x, t)$ at every given time $t$. The probability density function $p(x, t)$ is a surface in the $(x, t, p)$ space. At a given time instant $t$, the maximizer $x_m(t)$ for $p(x, t)$ indicates the most probable (i.e., maximal likely) location of this orbit at time $t$. The trajectory (or orbit) traced out by $x_m(t)$ is called the most probable trajectory starting at $x_0$. Thus, $x_m(t)$ follows the top ridge or plateau of the surface in the $(x, t, p)$ space as time goes on. Starting at every initial point, we may thus compute its most probable trajectory for the evolution of concentration for the transcription factor activator (and thus we occasionally call it the most probable evolution trajectory). The most probable trajectories [51,52] are also called ‘paths of mode’ in climate dynamics and data assimilation [54, 55].

Considering the movement of the peak for $p(x, t)$ at a given time instant $t$, there are two cases: (i) The only peak of $p(x, t)$ moves and the height varies as time goes on (see Fig 4(a)(d)); (ii) Two peaks for $p(x, t)$ at a given time instant $t$, and one decreases and the other increases as time goes on (see Fig 4(b)(c)). Consequently, in the case (i), the most probable trajectory is continuous. But in the case (ii), it is feasible that the most probable trajectory jumps from one location to another, when the maximal value at one time instant switches to the maximal value at the following time instant, as shown in Fig 4(b)(c). This should not be confused with the discontinuity or lack of it for the individual solution paths of the stochastic system (2). Rather, the most probable trajectory tracks the time evolution of the system state of highest likelihood, among possible states that may be assumed by all sample solution paths starting from a given deterministic initial state $x_0$.

Most probable trajectories from low to high concentration states:

As in [53], the most probable equilibrium state is a state which either attracts or repels all nearby orbits. When it attracts all nearby orbits, it is called a most probable stable equilibrium state, while if it repels all nearby orbits, it is called a most probable unstable equilibrium state. Most probable equilibrium states depend on noise parameters $\alpha, \beta$, noise intensity $\epsilon$ as well as the genetic system parameters.

Fig 5 also shows one or two most probable equilibrium states. We observe that the most probable equilibrium state $x^{high}$ in high concentration is between 4 and 5, depending on $\alpha, \beta, \epsilon$, and it differs from the deterministic stable state $x_+ \approx 4.28343$ due to the effect of noise.

We are especially interested in the most probable trajectory starting at the low concentration stable state $x_- \approx 0.62685$ and approaching (or arriving in a small neighborhood of) the most probable equilibrium stable state in the high concentration regime (more likely for transcription). It is a deterministic estimator for the most likely orbit with these features.
Fig 4: (Online color) The probability density function $p$ of stochastic system (2) starting at $x_0 = x_- \approx 0.62685$. (a) Under Gaussian noise with $\epsilon = 1$ at $t = 2, 3, 4, 5$. (b) Under Gaussian noise with $\epsilon = 0.5$ at $t = 6, 10, 11, 12$. (c) Under symmetric ($\beta = 0$) Lévy noise $\alpha = 1$ with $\epsilon = 1$ at $t = 4, 5, 6, 7$. (d) Under asymmetric Lévy noise $\alpha = 1.5, \beta = -0.5$ with $\epsilon = 1$ at $t = 2, 2.3, 2.7, 5$.

Fig 5 also shows the most probable evolution trajectories for certain parameters. This definition of most probable evolution trajectories is based on maximizing the solution’s probability density at every time instant.

We use a similar efficient numerical finite difference method developed by us in Gao et al. [56] to simulate the nonlocal Fokker-Planck equation (A.2) and use the standard finite difference method to simulate the local Fokker-Planck equation (A.4). This applies to stochastic systems with finite as well as small noise intensity.

In the following, we compute the most probable evolution trajectories, in order to analyze how the TF-A concentration evolves from the low concentration state to the high concentra-
Fig 5: (Online color) Most probable evolution trajectories of stochastic system (2) starting at various initial concentration \( x_0 \). (a) With Brownian motion: \( \epsilon = 0.02 \). (b) With Brownian motion: \( \epsilon = 0.4 \). (c) With Lévy motion: \( \alpha = 1.5, \beta = 0, \epsilon = 0.02 \). (d) With Lévy motion: \( \alpha = 1.5, \beta = 0, \epsilon = 0.4 \).

...tion state. The most probable orbits \( x_m(t) \), starting at \( x_- \), is a deterministic estimator as time goes on. The tipping time is the time needed (counting from the start) for this most probable evolution trajectories \( x_m(t) \) to pass through the saddle point \( x_u \). The tipping time for the most probable orbit provides the threshold time instant at which the system enters the high concentration regime.
3 Results

3.1 Gene regulation under Gaussian noise

Now, we discuss the influence of the Gaussian noise on the most probable evolution trajectories. As seen in Fig 6 as time goes on, for four different noise intensities $\epsilon = 0.25, 0.5, 0.75, 1$, the most probable concentration increases, and then remains a nearly constant high concentration near $x_+$ (interpreted as in the transcription regime). Moreover, we clearly observe that the most probable concentration reaches $x_u \approx 1.48971$ faster for larger $\epsilon$, that is, the tipping time is shorter. Besides, there exists a great jump on the most probable orbit with $\epsilon = 0.25$, which is explained by Fig 4.

![Fig 6: (Online color) Most probable evolution trajectories under Gaussian noise for different $\epsilon$.](image)

In the (Gaussian) Brownian noise case, we observe that the most probable concentration always maintains a nearly constant concentration level for sufficiently long time (we computed up to $t = 50$). Moreover, we find that a shorter tipping time can be achieved under a larger noise intensity $\epsilon$.

3.2 Gene regulation under non-Gaussian Lévy noise

We now discuss the influence of symmetric (see Fig 7(a)) and asymmetric (see Fig 7(b)) Lévy noise on most probable evolution trajectories. In Fig 7(a), as time increases, for four different noise intensities $\epsilon = 0.25, 0.5, 0.75, 1$, the most probable concentration decreases a bit at the beginning, increases to the high concentration quickly, and finally remains a nearly constant level (in transcription regime). These dynamical behaviors, in the symmetric noise case, may appear intuitively correct, but this is not true in the asymmetric noise case as we now discuss.
In Fig 7(b), we notice that the most probable concentration goes through the saddle state \(x_u\) and arrives at the high concentration state for smaller noise intensities \(\epsilon = 0.25, 0.5, 0.75\), but counter-intuitively decrease to a nearly constant low concentration for larger noise intensity \(\epsilon = 1\). In this work, we take time \(t = 50\) as the tipping time if the most probable concentration does not pass through the saddle point \(x_u\) by time \(t = 50\). This suggests that the asymmetric Lévy noise with \(\alpha = 0.5, \beta = -0.5\), and \(\epsilon = 1, x_0 = 0.62685\), does not induce the switch mechanism for transcription.

![Fig 7](image-url)  
**Fig 7:** (Online color) Most probable evolution trajectories under symmetric (\(\beta = 0\)) and asymmetric (\(\beta \neq 0\)) Lévy noise for various parameters. (a) Dependence on \(\epsilon\): \(\alpha = 0.5, \beta = 0\). (b) Dependence on \(\epsilon\): \(\alpha = 0.5, \beta = -0.5\).

The reason for no possible transcription may be explained by the stability of two deterministic stable states \(x_-, x_+\) in system \(\Pi\), under the influence of noise. As shown in Fig 8(a), the state near \(x_-\) is attracted to the most probable equilibrium stable state in high concentration domain and thus we have possible transcription for the smaller noise intensity \(\epsilon = 0.25\). But in Fig 8(b), the state near \(x_-\) is attracted to the most probable equilibrium stable state in the low concentration state, and this offers an explanation for the counter-intuitive phenomenon of no possible transcription for the larger noise intensity \(\epsilon = 1\).

In summary, by examining the transition orbits in the most probable phase portraits, we have thus found that although the symmetric (\(\beta = 0\)) Lévy noise (including the special case Brownian noise) appears to induce transition to transcription, asymmetric (\(\beta \neq 0\)) Lévy noise with certain parameters do not trigger the switch to transcription. Furthermore, we have explained the reason for no apparent transcription, due to the system stability change for some asymmetric stable Lévy noise. In the next section, we will further show effects of stable Lévy noise by computing the tipping time and the concentration values for most
Fig 8: (Online color) Most probable evolution trajectories starting at various initial concentration $x_0$. (a) With Lévy motion: $\alpha = 0.5, \beta = -0.5, \epsilon = 0.25$. (b) With Lévy motion: $\alpha = 0.5, \beta = -0.5, \epsilon = 1$.

probable evolution trajectories at the end of computation ($t = 50$).

### 3.3 Most probable transcription and tipping time

In this subsection, we investigate which kind of stable Lévy noise has a significant impact on the transcriptional activities, via the most probable concentration state value at $t = 50$ (see Fig 8(a)) on the most probable evolution trajectories and the tipping time (see Fig 8(b)) for these trajectories.

The red region in Fig 8(a) presents the valid transcription region corresponding to the gene regulation system with the noise within the parameter plane $(\beta, \alpha)$, as it shows the high concentration values (indicating transcription). Note that the symmetric ($\beta = 0$) Lévy noise (including the special case Brownian noise) induces transition to transcription, but asymmetric ($\beta \neq 0$) Lévy noise with certain parameters do not trigger the switch to transcription.

The dark blue region indicates the situation with no transcription.

Likewise, as seen in Fig 8(b) about tipping time in the noise case in the parameter plane $(\beta, \alpha)$, the red region illustrates that no transcription has occurred by the time $t = 50$ as there is no tipping from the low concentration to the high concentration state (i.e., the most probable orbit does not pass through the saddle state $x_u$).

In addition, the critical line $\alpha = 1$ helps form a part of the boundary between the transcription and no-transcription regions in the parameter plane. With this divided parameter plane, we can select combined parameters $\alpha$ and $\beta$, in order to achieve transcription within an appropriate time scale.
The tipping time

4 Conclusion

In this work, we have investigated the transcription factor activator’s concentration evolution in a prototypical gene regulation model, focusing on the effects of Gaussian noise and non-Gaussian Lévy noise in the synthesis reaction rate. We examine the most probable concentration trajectory, i.e., we visualize the trajectories from low concentration to high concentration. We also compute the tipping time from the low concentration state to the high concentration state. The most probable evolution trajectories are calculated via numerically solving the nonlocal Fokker-Planck equation for the stochastic gene regulation model, and they form the most probable phase portrait for this model.

For initial concentration \( x_0 \) at the lower stable concentration state, we compute the most probable evolution trajectory \( x_m(t) \) and this enables us to visualize the progress of concentration evolution as time goes on (i.e., observe whether the system enters the transcription regime).

We have further characterized the concentration evolution with varying noise parameters: non-Gaussianity index \( \alpha \), skewness index \( \beta \) and noise intensity \( \epsilon \). Therefore, we can predict the concentration level (or an appropriate transcription status) at a given future time, depending on the specific noise parameters in divided regions in the parameter plane (see Fig 9). We have also noticed some peculiar or counter-intuitive phenomena. For example, a smaller noise intensity may trigger the transcription process, while a larger noise intensity can not, in this gene system with the same asymmetric Lévy noise (see Fig 7(b)). This phenomenon
does not occur in the case of symmetric Lévy noise. Moreover, the symmetric ($\beta = 0$) Lévy noise (including the special case Brownian noise) induces transition to transcription for all non-Gaussianity index $\alpha$, but asymmetric ($\beta \neq 0$) Lévy noise with certain non-Gaussianity index $\alpha$ do not trigger the switch to transcription.

These findings may provide helpful insights for further experimental research, in order to achieve or to avoid specific gene transcriptions.
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**Appendix**

We recall the definition of a scalar stable Lévy motion $L_t^{\alpha,\beta}$ and the nonlocal Fokker-Planck equation for the probability density evolution of the solution to the stochastic system $[2]$.

**A1 Asymmetric stable Lévy motion $L_t^{\alpha,\beta}$** A scalar stable Lévy motion $L_t^{\alpha,\beta}$ is a stochastic process with the following properties $[48, 51, 57, 58]$:

(i) $L_0^{\alpha,\beta} = 0$, almost surely (a.s.);

(ii) $L_t^{\alpha,\beta}$ has independent increments;

(iii) $L_t^{\alpha,\beta}$ has stationary increments: $L_t^{\alpha,\beta} - L_s^{\alpha,\beta} \sim S_\alpha((t-s)^{\frac{1}{\alpha}}, \beta, 0)$, for all $s$ and $t$ with $0 \leq s \leq t$;

(iv) $L_t^{\alpha,\beta}$ has stochastically continuous sample paths, i.e., for every $s > 0$, $L_t^{\alpha,\beta} \rightarrow L_s^{\alpha,\beta}$ in probability, as $t \rightarrow s$.

Here $S_\alpha(\sigma, \beta, \mu)$ is the so-called stable distribution $[51,58]$ and is determined by four indexes: non-Gaussianity index $\alpha (0 < \alpha < 2)$, skewness index $\beta (-1 \leq \beta \leq 1)$, shift index $\mu (-\infty < \mu < +\infty)$ and scale index $\sigma (\sigma > 0)$. A stable Lévy motion has jumps and its probability density function has heavy-tails (i.e., the tails decrease for large spatial variable like a power function $[51,57,58]$). The non-Gaussianity index $\alpha$ decides the thickness of the tail, as shown in Fig A.1(a). In contrast, Brownian motion $B_t$ (corresponding to $\alpha = 2, \beta = 0$) has light tails (i.e., the tails decrease exponentially fast). As seen in Fig A.1(b), the skewness index $\beta$ measures the asymmetry (i.e., non-symmetry) of the probability density function. The distribution is right-skewed if $\beta > 0$, left-skewed if $\beta < 0$, and symmetric for $\beta = 0$ $[51,57,58]$. 


A path for $L_t^{\alpha,\beta}$, although stochastically continuous, has occasional (up to countable) jumps for almost all samples (i.e., realizations), while almost all paths of Brownian motion $B_t$ are continuous in time.

(a) Non-Gaussianity indexes $\alpha = 0.4$, 1.2, 2 for $\beta = 0$. (b) Skewness indexes $\beta = -0.9$, 0, 0.9 for $\alpha = 0.5$.

**A2 Nonlocal Fokker-Planck equation**  For the stochastic gene regulation system (2), let us recall the Fokker-Planck equation for the probability density function $p(x, t) \triangleq p(x; t; x_0,0)$ of its solution $X_t$, with initial condition $X_0 = x_0$. The generator $A$ for the solution process $X_t$ is (45, 48, 51)

$$Ap(x, t) = (f(x) + \epsilon M_{\alpha,\beta}) \partial_x p(x, t)$$

$$+ \epsilon \int_{\mathbb{R}^1 \setminus \{0\}} \left[ p(x + y, t) - p(x, t) - I_{\{|y|<1\}}(y) y \partial_x p(x, t) \right] \nu_{\alpha,\beta}(dy), \quad (A.1)$$

where $I$ is the indicator function and

$$M_{\alpha,\beta} = \begin{cases} \frac{C_1 - C_2}{1 - \alpha}, & \alpha \neq 1, \\ \left( \int_1^{\infty} \frac{\sin(x)}{x^2} dx + \int_0^1 \frac{\sin(x) - x}{x^2} dx \right) (C_2 - C_1), & \alpha = 1. \end{cases}$$

Then the nonlocal Fokker-Planck equation is

$$\frac{\partial}{\partial t} p(x, t) = A^* p(x, t), \quad p(x, 0) = \delta(x - x_0), \quad (A.2)$$
where $A^*$ is the adjoint operator of $A$ and $\delta$ is the Dirac function. The adjoint operator $A^*$ can be further written as

$$A^* p(x, t) = -\partial_x ((f(x) + \epsilon M_{\alpha, \beta}) p(x, t)) + \epsilon \int_{\mathbb{R}^1 \setminus \{0\}} \left[ p(x + y, t) - p(x, t) - I_{\{|y|<1\}}(y) y \partial_x p(x, t) \right] \nu_{\alpha,-\beta}(dy),$$

(A.3)

where $\nu_{\alpha,\beta}(dy) = \frac{C_1 I_{\{0<y<\infty\}}(y) + C_2 I_{\{-\infty<y<0\}}(y)}{|y|^{1+\alpha}} dy$, $C_1 = \frac{H_{\alpha}(1+\beta)}{2}$, $C_2 = \frac{H_{\alpha}(1-\beta)}{2}$. Here,

$$H_{\alpha} = \begin{cases} \frac{\alpha(1-\alpha)}{\Gamma(2-\alpha) \cos(\frac{\pi \alpha}{2})}, & \alpha \neq 1, \\ \frac{2}{\pi}, & \alpha = 1. \end{cases}$$

For a symmetric stable Lévy motion ($\beta = 0$), the jump measure is $\nu_{\alpha,0}(dy) = \frac{H_{\alpha}}{2|y|^{1+\alpha}} dy$.

This nonlocal equation can be numerically solved by a similar finite difference method as in [56].

In particular, when the Lévy motion is replaced by Brownian motion $B_t$, the Fokker-Planck equation becomes

$$\frac{\partial}{\partial t} p(x, t) = -\frac{\partial}{\partial x} (f(x) p(x, t)) + \frac{\epsilon}{2} \frac{\partial^2}{\partial x^2} p(x, t).$$

(A.4)
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