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Abstract

This paper proposes a new estimation algorithm for the parameters of an HMM as to best account for the observed data. In this model, in addition to the observation sequence, we have partial and noisy access to the hidden state sequence as side information. This access can be seen as “partial labeling” of the hidden states. Furthermore, we model possible mislabeling in the side information in a joint framework and derive the corresponding EM updates accordingly. In our simulations, we observe that using this side information, we considerably improve the state recognition performance, up to 70%, with respect to the “achievable margin” defined by the baseline algorithms. Moreover, our algorithm is shown to be robust to the training conditions.
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1 Introduction

In a wide variety of applications in time series analysis ranging from speech processing [1–7], bioinformatics [8, 9] to natural language processing [10–13], the observation sequence is represented as a stochastic process, depending on another stochastic process which generates a sequence of hidden (unobserved) states. With certain properties regarding the observations as well as the states, this is known as Hidden Markov Model (HMM) [1]. In this paper, we particularly concentrate on discrete-time finite-state HMM with finite alphabet, which is described by two random variables: the hidden state $z_t$ and the observation $y_t$. The state sequence forms a stochastic, discrete-time Markov chain and the probability of an observation $y_t$ does only depend on the state $z_t$. Hence, as shown in Fig. 1a, an HMM is completely characterized by the state transition probabilities, $A_{ij}$, the observation emission probabilities, $B_{ij}$, and the initial state probabilities $\pi_i$. A detailed description of the model can be found in [1]. Estimation of these model parameters, $A_{ij}$, $B_{ij}$ and $\pi_i$, is an important problem in applications using HMM [1,5,6,8–14]. Since there is no closed form solution for the set of parameters that maximizes the probability of the observation sequence given the model, instead, iterative algorithms such as the Expectation-Maximization (EM) algorithm [15] (or equivalently the Baum-Welch method [16]) is used to obtain a local optimal solution [1]. In this paper, we derive a new set of iterative EM equations that yield a locally optimal solution for the model parameters, when the ordinary model of the observation sequence, e.g., as in [1], is different. In our model, in addition to the observation sequence $y_t$, we observe a part of the hidden state sequence as side information. More precisely, at every time instant $t$, we observe the
hidden state with probability $\tau$, i.e., with $1 - \tau$ probability the state is hidden. This gives partial access to the state sequence and hence, leads to a new model different from the ordinary HMM. We emphasize that the state observations are not necessarily confined to a time interval but may even be sparsely and randomly distributed along the complete time span of the application. In the limiting case, if $\tau$ is 0, then there would be no state observation, and we recover the ordinary, unsupervised HMM training. Therefore, our model provides a generalized framework by letting partial access to the state sequence. Moreover, we also allow that a state observation might be corrupted with noise such that if $z_t$ is ever observed, say as $x_t$, then $P(z_t \neq x_t) = 1 - p$, as shown in Fig. 1b. Under these new circumstances, we explicitly provide the mathematical derivations of the new set of iterative EM equations that incorporates the side information and estimate the model parameters accordingly. In these derivations, the probability that a state observation is incorrect, $1 - p$, is assumed to be known and it is provided to our algorithm as a parameter, $p$, which defines the confidence on the side information. Simulations show that our method is robust to the confidence parameter $p$, even if it does not exactly match with the underlying true quality of the side information, $p_{true}$.

Since the hidden state sequence is partially observed, our work falls into the category of Partially Hidden Markov Model (PHMM) training (note that this term is used in [17] in a different context). Similar to semi-supervised learning, PHMMs use both “labeled” (in our context the state information) and “unlabeled” data to obtain improved model training. Such an approach is suitable, when we have access to a limited amount of labeled data along with a large amount of unlabeled data. This happens, as an example, in speech processing applications [7], where labeling, i.e., transcription, is naturally costly [7][15],
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hence only limited amount is affordable, and transcriptions may contain errors. Furthermore, by allowing noisy access to the states, we model “mislabeling” event that may occur during labeling stage. PHMMs, to the best of our knowledge, date back to the studies [11–13] in the area of Natural Language Processing. In these studies, tagged text, corresponding to the known states of a PHMM, are first analyzed through a relative frequency modeling to construct an initial model, then this model is fed into the ordinary HMM training algorithm. However, these studies do not rigorously show how the partial state information is incorporated within the ordinary HMM parameter learning framework. The Maximum Likelihood Estimator (MLE) for the model parameters in a special case of PHMMs, where only a certain state from the state space in the underlying Markov chain is known, is theoretically (consistency and asymptotic normality of the estimator) analyzed in [10]. However, the equations for computing the MLE (using the EM algorithm or other Likelihood maximization techniques) in this special case of PHMM is not derived. In [14], iterative EM equations for a general case, where each observation can only belong to a pre-defined set of acceptable states are given, but no complete derivation is provided. On the contrary, we explicitly derive the new set
of iterative EM equations for the PHMM parameter learning problem, when there is partial access to the underlying hidden state sequence. Furthermore, the partial observation of the state sequence might be prone to noise in our model and this case is not considered in the existing literature.

After we provide the brief description of the basic HMM framework and the parameter estimation equations in Section II, we derive the new set of iterative EM equations that incorporates partial and noisy access to the state sequence as side information in Section III. Simulations are presented in Section IV and the paper concludes with final remarks in Section V.

2 Problem Description

In this section, we briefly describe the basic HMM framework [1]. For the sake of notational simplicity, we study discrete-time finite-state HMM with finite alphabet. However, our derivations for incorporating the side information in Section III can be readily extended to the case, where the observations come from a continuous distribution and outcomes are vectors. A discrete-time HMM with finite alphabet is formally a Markov model, for which we have a sequence of observations, \( y_t \), drawn from a finite alphabet \( V = \{v_1, v_2, ..., v_{N_v}\} \), i.e., \( y_t \in V, 1 \leq t \leq T \). We also have a sequence of hidden (unobserved) states \( z_t \in S = \{s_1, s_2, ..., s_{N_s}\} \), where \( S \) is the set of possible states, generated from a Markov process, i.e., \( P(z_t|z_{t-1}, z_{t-2}, ..., z_1) = P(z_t|z_{t-1}) \). The observation sequence, \( y_t \), is generated based on the state sequence \( z_t \), i.e., \( P(y_t|z_t, z_{t-1}, ..., z_1, y_{t-1}, ..., y_1) = P(y_t|z_t) \). We consider \( A \) as the transition matrix, where \( A_{ij} \) represents the transition probability from state \( s_i \) to \( s_j \), \( A_{ij} = P(z_t = s_j|z_{t-1} = s_i) \). Similarly, \( B \) is the observation probabilities at each
state, i.e., $B_{ij} = P(y_t = v_j | z_t = s_i)$. In order to complete the HMM observation model, we also define the initial state distribution vector as $\pi_i = P(z_1 = s_i)$. Thus, $\lambda = (A, B, \pi)$ represents the parameter set that completely characterizes the HMM model shown in Fig. 1a.

When we have access to only the observation sequence, i.e., without labels, then the iterative EM equations, which provide a locally optimal solution for the HMM parameters $\lambda$, are given in [1]. These equations are obtained through the likelihood maximization, i.e., $\arg \max_\lambda P(Y|\lambda)$, $Y = \{y_1, y_2, \ldots, y_T\}$, which is carried out with the well known forward-backward procedure [19-20]. To describe this procedure, we first define the forward variable, $\alpha_t(i)$, along with the recursion in [1] as

$$
\alpha_t(i) = P(y_1, y_2, \ldots, y_t, z_t = s_i | \lambda) = B_{iy_t} \sum_{j=1}^{N_s} \alpha_{t-1}(j) A_{ji}, \quad \alpha_1(i) = \pi_i B_{iy_1}, \quad 2 \leq t \leq T, \quad (1)
$$

which is the probability of observing $Y_t^1 = \{y_1, y_2, \ldots, y_t\}$ and being at state $z_t = s_i$, given the model $\lambda$. Similarly, the backward variable is given by

$$
\beta_t(i) = P(y_{t+1}, y_{t+2}, \ldots, y_T | z_t = s_i, \lambda) = \sum_{j=1}^{N_s} \beta_{t+1}(j) A_{ij} B_{jy_{t+1}}, \quad 1 \leq t \leq T - 1, \quad \beta_T(i) = 1, \quad (2)
$$

which is the probability of observing $Y_{t+1}^T = \{y_{t+1}, y_{t+2}, \ldots, y_T\}$, given the state $z_t = s_i$ and the model. Based on these, we define the probability of transition at time $t$ from state $s_i$ to $s_j$, given the observations $Y$ (note that, for ease of notation, we drop the subscript and superscript of $Y_1^{T}$ when denoting the set
of all observations, i.e., \( Y = Y_1^T = \{y_1, y_2, ..., y_T\} \) and the model as
\[
\epsilon_t(i, j) = P(z_t = s_i, z_{t+1} = s_j | Y, \lambda) = \frac{\alpha_t(i)A_{ij}B_{j|y_t+1}\beta_{t+1}(j)}{\sum_{k=1}^{N_s}\sum_{l=1}^{N_s}\alpha_t(k)A_{kl}B_{l|y_t+1}\beta_{t+1}(l)}.
\] (3)

Here, if we sum \( \epsilon_t(i, j) \) over the time index \( t \), then we obtain the expected number of transitions from state \( s_i \) to \( s_j \) in the hidden state sequence \( Z = \{z_1, z_2, ..., z_T\} \). Next, we define the probability of being at state \( z_t = s_i \), given the observations and the model as
\[
\gamma_t(i) = \sum_{j=1}^{N_s} \epsilon_t(i, j).
\] (4)

Similarly, the summation of \( \gamma_t(i) \) over the time index \( t \) yields the expected number of times in the state \( s_i \).

Then, given the definitions in (1)-(4) and the observation sequence \( Y \), we estimate the HMM parameters using the likelihood maximization through the EM algorithm \([15]\), i.e., \( \hat{\lambda} = \arg\max \lambda P(Y | \lambda) \). The iterative EM equations that solve this maximization problem (at least locally) are as follows:
\[
\hat{A}_{ij} = \frac{\sum_{t=1}^{T-1} \epsilon_t(i, j)}{\sum_{t=1}^{T-1} \gamma_t(i)}, \quad \hat{B}_{ij} = \frac{\sum_{t=1}^{T-1} \mathbb{1}_{\{y_t = v_j\}} \gamma_t(i)}{\sum_{t=1}^{T-1} \gamma_t(i)}, \quad \hat{\pi}_i = \gamma_1(i).
\] (5)

Here, given the training data, we estimate the HMM parameters \( \lambda \) by the iterative re-estimation procedure defined by the EM algorithm. Namely, given the HMM parameters \( \lambda_{q-1} \) at an iteration \( q \), we re-estimate the model parameters as \( \lambda_q \) using the re-estimation formulas in (5). This procedure is guaranteed to improve the likelihood of the observations at every iteration and converge to a set of HMM parameters \( \hat{\lambda} \), which is at least locally optimal (cf. [1] and the references therein).

In the following section, we derive the new set of iterative EM equations that
incorporates the noisy side information into the HMM framework.

3 HMM training with noisy and partial access to the state sequence

In this section, we derive the new set of iterative EM equations for the HMM parameter learning, when we have noisy side information on the hidden states. Here, we have an observation sequence \( y_t \in Y = \{y_1, y_2, ..., y_T\} \), with partial and noisy access to the hidden states, \( z_t \in Z = \{z_1, z_2, ..., z_T\} \), as this side information. Each hidden state \( z \in Z \) might be observed as \( x \) with probability \( \tau \), i.e., we do not necessarily have a state observation at a given time instant. Hence, we have partial access to the hidden state sequence. In addition to this partial access, a state observation \( x \) might also be noisy such that \( P(z \neq x) = (1 - p) \). We assume that if an error happens, then \( P(x = s) = \frac{1}{N_x-1}, \forall s \in S \) s.t. \( z \neq s \). For ease of notation, we define the state observations at every time \( t \) as \( x_t \in X = \{x_1, x_2, ..., x_T\} \), such that if \( z_t \) is ever observed as \( x \), then \( x_t = x \). Otherwise, \( x_t = s_0 \), where \( s_0 \) is a pseudo-state. This expands our state space to \( S' = S \cup \{s_0\} \). Thus, we model mislabeling and partial labeling jointly in one complete framework as shown in Fig. 1b.

In order to incorporate the side information into the new framework, we first define the updated variables of the forward-backward procedure, which will be later used in derivation of the new set of iterative EM equations. The updated forward variable,

\[
\bar{\alpha}_t(i) = P(Y_{1:t}^t, X_{1:t}^t, z_t = s_i | \lambda),
\]

is the probability of observing \( (Y_{1:t}^t, X_{1:t}^t = \{x_1, x_2, ..., x_t\}) \) and being at state
$z_t = s_i$, given the model $\lambda$. Note that $z_t$ is the correct and the underlying hidden state, whereas $X_t^i$ are the state observations, for which we might have:

1. $x_t = s_0$ corresponding to the case that $z_t$ is not actually observed and
2. noisy, if $z_t$ is actually observed. Similarly, the backward variable,

$$
\bar{\beta}_t(i) = P(Y_{t+1}^T, X_{t+1}^T | z_t = s_i, \lambda),
$$

is the probability of observing $(Y_{t+1}^T, X_{t+1}^T = \{x_{t+1}, x_{t+2}, ..., x_T\})$, given the model and the state $z_t = s_i$. The updated forward and backward variables are the key variables of the new framework, which incorporate the side information. The following proposition explicitly relates these variables to the side information and provides the corresponding recursions.

**Proposition 1:** For the updated forward and backward variables defined in (6) and (7), we have

$$
\bar{\alpha}_t(i) = \nu(x_t, s_i)B_{iy} \sum_{j=1}^{N_s} A_{ji} \bar{\alpha}_{t-1}(j), \quad 2 \leq t \leq T,
$$

$$
\bar{\beta}_t(i) = \sum_{j=1}^{N_s} \nu(x_{t+1}, s_j) \bar{\beta}_{t+1}(j) A_{ij} B_{jy}, \quad 1 \leq t \leq T - 1,
$$

where $\nu(x_t, s_i) = 1_{\{x_t=s_0\}}(1 - \tau) + 1_{\{x_t=s_i\}} \tau p + 1_{\{x_t\neq s_i \land x_t \neq s_0\}} \frac{\tau(1-p)}{N_s-1}, \quad s_i \neq s_0, \quad s_j \neq s_0$ and $1_{\{h\}}$ is the indicator function such that $1_{\{h\}} = 1$ if $h$ is true and $1_{\{h\}} = 0$, otherwise.

**Proof:** Using the marginalization over the random variable $z_{t-1}$, we can obtain $\bar{\alpha}_t(i)$ as

$$
\bar{\alpha}_t(i) = \sum_{j=1}^{N_s} P(Y_1^t, X_1^t, z_t = s_i, z_{t-1} = s_j | \lambda),
$$
which can be expressed, using the product of conditional probabilities, as

\[ \bar{\alpha}_t(i) = \sum_{j=1}^{N_s} P(y_t, x_t, z_t = s_i | Y_{1:t-1}^t, X_{1:t-1}^t, z_{t-1} = s_j, \lambda) P(Y_{1:t-1}^t, X_{1:t-1}^t, z_{t-1} = s_j | \lambda). \]

By definition of the updated forward variable, we get

\[ \bar{\alpha}_t(i) = \sum_{j=1}^{N_s} P(y_t, x_t, z_t = s_i | Y_{1:t-1}^t, X_{1:t-1}^t, z_{t-1} = s_j, \lambda) \bar{\alpha}_{t-1}(j), \]

where Markov Property is applied to reach

\[ \bar{\alpha}_t(i) = \sum_{j=1}^{N_s} P(y_t, x_t | z_t = s_i, z_{t-1} = s_j, \lambda) P(z_t = s_i | z_{t-1} = s_j, \lambda) \bar{\alpha}_{t-1}(j) \]
\[ = \sum_{j=1}^{N_s} P(y_t, x_t | z_t = s_i, \lambda) P(z_t = s_i | z_{t-1} = s_j, \lambda) \bar{\alpha}_{t-1}(j) \]
\[ = \sum_{j=1}^{N_s} P(y_t, x_t | z_t = s_i, \lambda) P(z_t = s_i | z_{t-1} = s_j, \lambda) \bar{\alpha}_{t-1}(j). \]

Since \( x_t \) and \( y_t \) are independent conditioned on \( (z_t, \lambda) \), we obtain

\[ \bar{\alpha}_t(i) = \sum_{j=1}^{N_s} P(y_t, x_t | z_t = s_i, \lambda) A_{ji} \bar{\alpha}_{t-1}(j) \]
\[ = \sum_{j=1}^{N_s} P(x_t | z_t = s_i, \lambda) P(y_t | z_t = s_i, \lambda) A_{ji} \bar{\alpha}_{t-1}(j). \]

Then, by definition of the probability of error events in the side information, we get the proposition for the updated forward variable as

\[ \bar{\alpha}_t(i) = \nu(x_t, s_t) B_{iy_t} \sum_{j=1}^{N_s} A_{ji} \bar{\alpha}_{t-1}(j), \quad 2 \leq t \leq T. \]

As for the initialization, we set \( \bar{\alpha}_1(i) = \nu(x_1, s_i) \pi_i B_{iy_1} \). Similarly, the corresponding recursion for the updated backward variable can be found as

\[ \bar{\beta}_t(i) = \sum_{j=1}^{N_s} \nu(x_{t+1}, s_j) B_{jy_{t+1}} \bar{\beta}_{t+1}(j) A_{ij}, \quad 1 \leq t \leq T - 1, \]

for which we have the initialization \( \bar{\beta}_T(i) = 1 \). •

Here, \( p \) reflects the confidence that we have on the side information and it is a parameter in our PHMM training algorithm. Ideally, when given a set of data,
$p$ (named as $p_{\text{train}}$ in Section IV) should be set according to the underlying true noise level, $1 - p_{\text{true}}$, which is unknown. This brings an immediate trade-off between setting the confidence too low or too high, when an accurate guess about $1 - p_{\text{true}}$ is not present. If we have too high confidence, then our algorithm basically overfits to the noise in the side information, which degrades the state recognition performance as discussed in Section IV. On the other hand, if we have too low confidence, then our algorithm does not fully exploit the side information to its limit. We discuss this later in Section IV, when investigating the robustness of our algorithm to the confidence parameter $p$ ($p_{\text{train}}$ in Section IV).

We next define the probability of transition at time $t$ from state $s_i$ to $s_j$, given the observations $Y$, the side information $X$, and the model as

$$
\bar{\epsilon}_t(i, j) = P(z_t = s_i, z_{t+1} = s_j | Y, X, \lambda),
$$

which is essential to the estimation of the HMM parameters in our new framework. Note that the summation of $\bar{\epsilon}_t(i, j)$ over the time index $t$ is the expected number of transitions from state $s_i$ to $s_j$, when we have side information in addition to the observation sequence.

The following proposition relates $\bar{\epsilon}_t(i, j)$ to the updated forward and backward variables.

**Proposition 2:** With the definitions in (6) and (7), we have

$$
\bar{\epsilon}_t(i, j) = P(z_t = s_i, z_{t+1} = s_j | Y, X, \lambda) = \frac{B_{jy_{t+1}} \nu(x_{t+1}, s_j) A_{ij} \bar{\alpha}_t(i) \bar{\beta}_{t+1}(j)}{P(Y, X | \lambda)},
$$

where $\nu(x_{t+1}, s_j) = 1_{\{x_{t+1} = s_0\}} (1 - \tau) + 1_{\{x_{t+1} = s_j\}} \tau + 1_{\{x_{t+1} \neq s_j \wedge x_{t+1} \neq s_0\}} \frac{\tau (1 - p)}{N_{s} - 1},$
\( s_j \neq s_0 \) and \( 1_{(h)} \) is the indicator function such that \( 1_{(h)} = 1 \) if \( h \) is true and \( 1_{(h)} = 0 \), otherwise.

**Proof:** Splitting the observations as \( Y = (Y'_1, y_{t+1}, Y_{t+2}^T) \), and the side-information as \( X = (X'_1, x_{t+1}, X_{t+2}^T) \), yields

\[
\bar{\alpha}_t(i, j) = \frac{P(z_t = s_i, z_{t+1} = s_j, X'_1, x_{t+1}, Y'_1, y_{t+1}, Y_{t+2}^T|\lambda)}{P(Y', X'|\lambda)}
\]

\[
= \frac{P(z_t = s_i, X'_1, x_{t+1}, Y'_1, y_{t+1}|z_{t+1} = s_j, X_{t+2}^T, Y_{t+2}^T, \lambda)P(z_{t+1} = s_j, X_{t+2}^T, Y_{t+2}^T|\lambda)}{P(Y', X'|\lambda)}
\]

Since \((z_t = s_i, X'_1, x_{t+1}, Y'_1, y_{t+1})\) is independent with \((X_{t+2}^T, Y_{t+2}^T)\) conditioned on \((z_{t+1}, \lambda)\), we obtain

\[
\bar{\alpha}_t(i, j) = \frac{P(z_t = s_i, X'_1, x_{t+1}, Y'_1, y_{t+1}|z_{t+1} = s_j, \lambda)P(z_{t+1} = s_j, X_{t+2}^T, Y_{t+2}^T|\lambda)}{P(Y', X'|\lambda)},
\]

which, re-arranging the conditional probabilities, yields

\[
\bar{\alpha}_t(i, j) = \frac{P(z_{t+1} = s_j, X'_1, x_{t+1}, Y'_1, y_{t+1}|z_t = s_i, \lambda)P(X_{t+2}^T, Y_{t+2}^T|z_{t+1} = s_j, \lambda)}{P(Y', X'|\lambda)}
\]

\[
= \frac{P(z_{t+1} = s_j, x_{t+1}, y_{t+1}|z_t = s_i, X'_1, Y'_1, \lambda)P(z_t = s_i, X'_1, Y'_1|\lambda)P(X_{t+2}^T, Y_{t+2}^T|z_{t+1} = s_j, \lambda)}{P(Y', X'|\lambda)}.
\]

Since \((z_{t+1} = s_j, x_{t+1}, y_{t+1})\) and \((X'_1, Y'_1)\) are independent conditioned on \((z_t = s_i, \lambda)\), and recognizing the terms \(\bar{\alpha}_t(i)\) and \(\bar{\beta}_{t+1}(j)\), we obtain

\[
\bar{\alpha}_t(i, j) = \frac{P(x_{t+1}, y_{t+1}|z_{t+1} = s_j, z_t = s_i, \lambda)\bar{\alpha}_t(i)\bar{\beta}_{t+1}(j)}{P(Y', X'|\lambda)}
\]

\[
= \frac{P(x_{t+1}, y_{t+1}|z_{t+1} = s_j, z_t = s_i, \lambda)P(z_{t+1} = s_j|z_t = s_i, \lambda)\bar{\alpha}_t(i)\bar{\beta}_{t+1}(j)}{P(Y', X'|\lambda)},
\]

wherein, Markov Property is used to reach

\[
\bar{\alpha}_t(i, j) = \frac{P(x_{t+1}, y_{t+1}|z_{t+1} = s_j, \lambda)P(z_{t+1} = s_j|z_t = s_i, \lambda)\bar{\alpha}_t(i)\bar{\beta}_{t+1}(j)}{P(Y', X'|\lambda)}
\]

Since \(x_{t+1}\) is independent with \(y_{t+1}\) conditioned on \((z_{t+1}, \lambda)\), we obtain

\[
\bar{\alpha}_t(i, j) = \frac{P(y_{t+1}|z_{t+1} = s_j, \lambda)P(x_{t+1}|z_{t+1} = s_j, \lambda)P(z_{t+1} = s_j|z_t = s_i, \lambda)\bar{\alpha}_t(i)\bar{\beta}_{t+1}(j)}{P(Y', X'|\lambda)}.
\]
Then, due to the definition of the probability of error event in the side information, we get the proposition as

\[ \bar{\epsilon}_t(i, j) = \frac{B_{y_{t+1}}p(x_{t+1}, s_j)A_{ij}\bar{\alpha}_t(i)\bar{\beta}_{t+1}(j)}{P(Y, X|\lambda)}. \]

Finally, we define the probability of being at state \( z_t = s_i \), given the observations, the side information and the model as

\[ \bar{\gamma}_t(i) = P(z_t = s_i|Y, X, \lambda) = \sum_{j=1}^{N_s} \bar{\epsilon}_t(i, j). \]  

(9)

Note that summation of \( \bar{\gamma}_t(i) \) over the time index \( t \) is the expected number of times we are in the state \( s_i \), when we have side information in addition to the observation sequence.

Next, we derive the new set of equations that incorporates the side information \( X \). For this, the parameter set \( \hat{\lambda} \) will be selected such that the log-likelihood of the training data (observations and the side information), i.e.,

\[ F = \log \left( P(X, Y|\lambda) \right) \]

is maximized via using an auxiliary function \[1,20,21\]. Instead of maximizing \( F \), we maximize the auxiliary function \( F' \) through the EM algorithm. Let \( Q(Z) = P(Z|X, Y, \lambda') \) be the output of E-step. Then, with respect to \( \lambda \), M-step maximizes

\[ F' = \sum_Z Q(Z) \log\left( \frac{P(X, Y, Z|\lambda)}{Q(Z)} \right). \]

The following theorem provides the main result of our work for incorporating the side information within the framework of the basic HMM parameter learning problem.

**Theorem:** With the definitions in (8) and (9), the maximization of \( F' \) through
the EM algorithm is convergent (at least locally) to
\[
\hat{A}_{ij} = \frac{\sum_{t=1}^{T-1} \tilde{e}_t(i, j)}{\sum_{t=1}^{T-1} \tilde{\gamma}_t(i)}, \quad \hat{B}_{ij} = \frac{\sum_{t=1}^{T-1} 1_{\{y_t = v_j\}} \tilde{\gamma}_t(i)}{\sum_{t=1}^{T-1} \tilde{\gamma}_t(i)}.
\]

**Proof:** We give an outline for the proof. Let \(Q(Z) = P(Z|X,Y,\lambda')\) be the output of E-step, then M-step carries out the following maximization:

\[
\arg \max_{\lambda} F' = \arg \max_{\lambda} \sum_Z Q(Z) \log \left( \frac{P(X,Y,Z|\lambda)}{Q(Z)} \right) = \arg \max_{\lambda} \sum_Z Q(Z) \left( \log \left( P(X,Y,Z|\lambda) \right) - \log \left( Q(Z) \right) \right). \tag{10}
\]

Since \(Q(Z)\) is the output of E-step, it does not depend on \(\lambda\). Hence, if we split the log division in (10) into subtraction, then we can drop the second term (subtrahend) in (11) and obtain the maximization

\[
\arg \max_{\lambda} F' = \arg \max_{\lambda} \sum_Z Q(Z) \log \left( P(X,Y,Z|\lambda) \right),
\]

which, using the product of conditional probabilities, yields

\[
\arg \max_{\lambda} F' = \arg \max_{\lambda} \sum_Z Q(Z) \log \left( P(Y|X,Z,\lambda)P(X|Z,\lambda)P(Z|\lambda) \right).
\]

Since \(X\) is independent with \(\lambda\) conditioned on \(Z\) and \(Y\) is independent with \(X\) conditioned on \((Z,\lambda)\), we obtain

\[
\arg \max_{\lambda} F' = \arg \max_{\lambda} \sum_Z Q(Z) \log \left( P(Y|Z,\lambda)P(X|Z)P(Z|\lambda) \right),
\]

where we can drop the term \(P(X|Z)\) since it does not depend on \(\lambda\) and reach

\[
\arg \max_{\lambda} F' = \arg \max_{\lambda} \sum_Z Q(Z) \log \left( P(Y|Z,\lambda)P(Z|\lambda) \right). \tag{12}
\]

We point out that the maximization in (12) does not involve the side information \(X\), except that \(Q(Z) = P(Z|X,Y,\lambda')\) is related to \(X\). However, since
$Q(Z)$ is calculated in E-step before M-step starts in the course of our algorithm, it only brings constant factors to the maximization in (12) and, hence, it does not affect the M-step derivations. Therefore, rest of the derivations follows the regular M-step derivations of the EM algorithm for the ordinary HMM parameter training and we estimate the transition probabilities as

$$
\hat{A}_{ij} = \frac{\sum_Z Q(Z) \sum_{t=1}^{T-1} 1\{z_t = s_i, z_{t+1} = s_j\}}{\sum_Z Q(Z) \sum_{t=1}^{T-1} 1\{z_t = s_i\}} = \frac{\sum_Z \sum_{t=1}^{T-1} 1\{z_t = s_i, z_{t+1} = s_j\} P(Z|X, Y, \lambda')}{\sum_Z \sum_{t=1}^{T-1} 1\{z_t = s_i\} P(Z|X, Y, \lambda')},
$$

where the indicator function in the numerator and the denominator marginalizes the probability $P(Z|X, Y, \lambda')$, since the outer summation is over all possible hidden state sequences. Hence, we obtain

$$
\hat{A}_{ij} = \frac{\sum_{t=1}^{T-1} P(z_t = s_i, z_{t+1} = s_j|X, Y, \lambda')}{\sum_{t=1}^{T-1} P(z_t = s_t|X, Y, \lambda')} = \frac{\sum_{t=1}^{T-1} \epsilon_t(i, j)}{\sum_{t=1}^{T-1} \gamma_t(i)},
$$

which is, given the side information, the expected number of transitions from state $s_i$ to $s_j$ divided by the expected number of times in the state $s_i$. Similarly, $\hat{B}_{ij}$ is given by

$$
\hat{B}_{ij} = \frac{\sum_{t=1}^{T-1} 1\{y_t = v_j\} \gamma_t(i)}{\sum_{t=1}^{T-1} \gamma_t(i)},
$$

which is, given the side information, the expected number of times in the state $s_i$ and observing $v_j$, divided by the expected number of times in the state $s_i$. Also, the set of initial probabilities for the hidden state $z_1$ is estimated as $\hat{\pi}_i = \bar{\gamma}_1(i)$.

Based on the new set of equations as well as the recursions defined in Proposition 1, we incorporated possibly corrupted side information into the HMM training framework. In the next section, we provide examples that demonstrate
the performance of the new set of training updates under different scenarios.

4 Simulations

In this section, we demonstrate the performance of our method through simulations using data generated with the following HMM parameters:

\[ N_s = 3, \ N_v = 3, \ \pi = \begin{bmatrix} 0.3 & 0.3 & 0.4 \end{bmatrix}, \ \text{and} \ A = \begin{bmatrix} 0.8 & 0.19 & 0.01 \\ 0.01 & 0.8 & 0.19 \\ 0.19 & 0.01 & 0.8 \end{bmatrix}, \ B = \begin{bmatrix} 0.6 & 0.3 & 0.1 \\ 0.1 & 0.6 & 0.3 \end{bmatrix}. \]

For these simulations, we have a test set of 500 data points and a training set of 250 data points along with the side information of a relatively high noise level, \( 1 - p_{\text{true}} = 0.4 \), and a relatively low noise level, \( 1 - p_{\text{true}} = 0.2 \), with \( \tau \) ranging from 0 to 0.6. We emphasize that the exact noise level may not be known by the algorithm. Hence, we provide \( p_{\text{train}} \) to the algorithm which may not be equal to the \( p_{\text{true}} \). Here, the parameter \( p_{\text{train}} \) reflects the confidence (equivalently the expected noise level) that we have on the side information. Since this confidence on the side information might not be accurate, i.e., \( p_{\text{train}} \) does not necessarily match with \( p_{\text{true}} \), for analyzing the sensitivity of our method to the confidence parameter, we train our algorithm with different choices for \( p_{\text{train}} \): (1) we set confidence that is in the proximity of \( p_{\text{true}} \) (\( p_{\text{train}} \sim p_{\text{true}} \)), i.e., \( p_{\text{train}} \in \{0.55, 0.6, 0.65\} \), if \( p_{\text{true}} = 0.6 \) and \( p_{\text{train}} \in \{0.75, 0.8, 0.85\} \), if \( p_{\text{true}} = 0.8 \), (2) we set too high confidence on the side information (\( p_{\text{train}} \gg p_{\text{true}} \)), i.e., \( p_{\text{train}} = 1 \), when \( p_{\text{true}} \in \{0.6, 0.8\} \) and,
we set too low confidence ($p_{\text{train}} \ll p_{\text{true}}$), i.e., $p_{\text{train}} = 0.5$, when $p_{\text{true}} = 1$. Using the training set, we first estimate the unknown model parameters, $A_{ij}$, $B_{ij}$, and $\pi_{ij}$. Then, on the test set, the hidden state sequence is estimated by the Viterbi algorithm [22, 23] using the estimated model parameters. This process is repeated 500 times and we present the average state recognition error rates for all the cases aforementioned. In order to show the efficacy of incorporating the side information by our method, we compare the state recognition error rates of our algorithm with: (1) Baseline Performance, the state recognition error rate if the model parameters are estimated by the ordinary HMM parameter estimation. This is the performance, which is readily achievable with no side information. (2) The Oracle, the state recognition error rate if the true model parameters are directly used in the state estimation on the test set. This is the performance limit if the HMM training algorithm is run on infinite amount of training data, which is only asymptotically achievable. (3) Limit of Algorithm, the state recognition error rate if the side information is completely accurate and the algorithm is trained with complete confidence on the side information, i.e., $p_{\text{true}} = 1$, $p_{\text{train}} = 1$. Finally, this is the performance limit that our algorithm can gain at most by exploiting the side information. Here, we name the difference between the Baseline Performance and the Oracle as the “achievable margin” since no algorithm can obtain state recognition improvements more than the achievable margin, provided that, as in this work, first the model parameters are estimated and then used in the Viterbi algorithm for state recognition.

Our simulations show that the performance of our method, provided that $p_{\text{train}} \sim p_{\text{true}}$, improves with the amount of side information that is indicated by $\tau$. In particular, when we have accurate access to the hidden states, i.e.,
Fig. 2. Simulation results for different scenarios. Our algorithm is trained with $p_{\text{train}} \in \{0.55, 0.60, 0.65\}$ when $p_{\text{true}} = 0.60$ and $p_{\text{train}} \in \{0.75, 0.80, 0.85\}$ when $p_{\text{true}} = 0.80$. The State Recognition Error Rates are estimated by the Viterbi algorithm. Performance of our algorithm is compared against three performance limits:

1. Baseline Performance, error rate by ordinary HMM using no side Information,
2. Oracle, error rate if the true model parameters are used in state recognition, and
3. Limit of Algorithm, $p_{\text{train}} = p_{\text{true}} = 1$. See the text for details.

$p_{\text{true}} = p_{\text{train}} = 1$, the state recognition rate in the test set, labeled as Limit of Algorithm in Fig. 2 consistently approaches to the Oracle as $\tau$ increases and reaches $\sim 90\%$ gain (the performance improvement over the baseline corresponds to $\sim 90\%$ of the achievable margin) with 30% additional information on states, i.e., $\tau = 0.3$, as shown in Fig. 2. This proves the efficacy of our method with incorporating the side information. On the other hand, in the case of noisy access to the hidden states such that 20% of the state obser-
vations are mislabeled, i.e., $p_{\text{true}} = 0.8$, our method (when $p_{\text{train}} \sim p_{\text{true}}$) is able to provide substantial gain, 70%, at $\tau = 0.3$. In this case, as $\tau$ increases, the recognition approaches to Limit of Algorithm showing that our algorithm optimally incorporates the side information under noise asymptotically. Even if the noise level is further increased up to a level as high as 40% mislabeling, we still obtain a gain that consistently increases with $\tau$, when $p_{\text{train}} \sim p_{\text{true}}$. Thus, our method is robust to noise. Nevertheless, the algorithm must not rely on the side information with too high confidence. Specifically, when we have the confidence $p_{\text{train}} = 1$ in case of high noise level, i.e., $p_{\text{true}} = 0.6$, we do not obtain any improvement compared to the baseline. On the contrary, the algorithm does not fully exploit the side information to its limit, if the confidence is too low. For instance, in case of $p_{\text{train}} = 0.5$ and $p_{\text{true}} = 1$, the rate of performance improvement with $\tau$ is significantly slower than that of Limit of Algorithm, i.e., $p_{\text{true}} = 1$, $p_{\text{train}} = 1$. According to our simulations, setting the confidence in the proximity of the true noise level is sufficient to obtain the maximum gain, i.e., our algorithm does not require an exact match between $p_{\text{true}}$ and $p_{\text{train}}$. This demonstrates that our algorithm is also robust to the mismatches in the confidence parameter $p_{\text{train}}$.

5 Conclusion

In this paper, we introduced a new parameter estimation algorithm for HMM, when we have partial and noisy access to the hidden state sequence as side information. This side information can be seen as partial labeling, “possibly wrong”, of the hidden states. In this work, we model mislabeling and partial labeling of the hidden states jointly in one complete framework. This frame-
work naturally recovers the unsupervised HMM training if the partial access to the hidden states is turned off. In our simulations, we observed that, using this side information, we considerably improved the state recognition performance, up to 70%, with respect to the “achievable margin”. Moreover, our method is shown to be robust to the training conditions. Finally, since this framework includes possible mislabeling events, our algorithm models realistic training conditions more accurately than the ordinary HMM training. Hence, we expect the same performance improvement in other examples.
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