Sentiment Visualization Of Covid-19 Vaccine Based On Naïve Bayes Analysis
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Abstract. COVID-19 is one of the topics that is being discussed intensively. The virus which was declared a global pandemic on March 11 by WHO caused around 2.09 million Indonesians to be infected with the COVID-19 virus. To overcome this, the government carried out a vaccination program. The data taken for this study is public opinion about the COVID-19 vaccine written on Twitter. The idea of this research is to classify the covid vaccination dataset using the naïve Bayes classifier method and visualization using word cloud. Crawling to obtain the dataset from Twitter, text pre-processing and labelling to determine the positive and negative classes, TF-IDF feature extraction for word weighting, data splitting with a percentage of 80% for train data and 20% for data testing, and finally classification using naïve Bayes are the stages in this research. The system's sentiment analysis research yielded significant results, the accuracy value is 73.1%, the precision value is 73% and the recall value is 83%.
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1 Introduction

Social media is an online media whose role is to discuss, communicate and exchange ideas. Quoted from We Are Social reports as many as 150 million of the 268 million population. Based on this information, there is a lot of information or opinions of the Indonesian population that is spilled onto social media. Social media is currently a very popular communication feature, especially Twitter. Daily active users climbed by 17% in the third quarter of 2019, according to Twitter's financial report, and the company now has 145 million users. Every day, Indonesia is said to be one of the most active users [1].

For example, a new disease outbreak caused by the corona virus (2019-nCov). COVID-19 was declared a global pandemic by the World Health Organization (WHO) on March 11, 2020 [2]. With the first epicentre in Wuhan City, China, the virus has now spread to the entire world community with 179 million cases and 3.89 million deaths as of June 28, 2021 [3]. On March 2, 2020, the first case of COVID-19 arrived in Indonesia, which infected 2 Indonesian citizens from Depok, West Java. Starting from this case, the number of corona virus cases is increasing every day. As of June 26, 2021, there were 2.09 million cases with a death rate of 56,729 thousand.
As a result of these conditions, the government now has to impose health regulations such as wearing masks, keeping a safe distance, washing hands, and enforcing PSBB, which has hampered all community activities. Seeing the rapid spread of COVID-19 if it is not handled immediately, one way to prevent the spread of the coronavirus is through vaccines. Vaccines not only protect the people being vaccinated but also the wider community by reducing the spread of disease. This chain of human-to-human transmission can be broken, even if there is no 100% immunity, it is called herd immunity which is an important benefit of vaccination [4]. The Indonesian government also plans to carry out vaccination activities that will be given to the community later. The government carried out the COVID-19 vaccination program for the first time, on Wednesday (13/1) at the state palace, with President Joko Widodo being injected with the vaccine made by Sinovac[5].

Sentiment analysis is a type of social media analysis in which consumers or professionals express their opinions. Sentiment analysis is important because sentiment analysis is the process of understanding, processing, and extracting text data automatically, aiming to provide emotional information or the essence of opinion sentences to understand the tendency of a person's problem, whether it is positive or negative. There are three types of sentiment analysis opinions: positive, negative, and neutral [6]. Sentiment analysis uses lexicon-based. Lexicon-based generally uses a dictionary to support sentiment classification [7]. The NB approach is one of many algorithms that can be used to analyze sentiment and identify tweets containing hate speech.

The NB approach can be used to classify data on Twitter that contains hate speech. This is because the NB method has been proven to have high accuracy and fast computing power [8]. In addition to classifying hate speech, it can also be visualized using Word cloud. Word cloud is a program designed to visualize words by highlighting the frequency with which the text appears. Word cloud serves as a graphical representation of a document, which is done by plotting words that usually appear in a document in a two-dimensional space. The frequency of words that often appear is usually large, indicating that the word often appears in documents [9]. Word cloud is used as an illustration of the classification results of hate speech, namely Word cloud regarding positive class text and Word cloud regarding negative class text. In this study, the researcher will use the Naive Bayes method by retrieving real-time data on Twitter regarding the COVID-19 vaccine by crawling Twitter with the keywords “Vaksin Covid-19” and “Vaksin Corona” and using the TF-IDF extraction feature for word weighting and the Lexicon campus to perform automatic labeling on the dataset as well as classification using nave Bayes and visualization for seeing sentiment trends with word cloud.

2 Related Works
This study using information from previous studies as a guide and also a comparison, both in terms of advantages and disadvantages that already exist. There is also research on sentiment analysis of covid-19, in this study [10] authors analyzes about analysis sentiment COVID-19 vaccine by taking data with the keywords "Jokowi" and "Coronavirus". In addition, this study divides 8 emotions into 8 categories, namely: joy, trust, fear, surprise, sadness, disgust, anger, and anticipation. By using the nave Bayes method, the results are 35% positive sentiment, 46% negative sentiment, and 20% neutral. More negative sentiments are because people are dissatisfied with the regulations from President Jokowi at the beginning of Covid-19. In addition, in
emotion analysis, there are 3 dominant emotions as anticipation, sadness, and anger. There is study who use polarity sentiment for 2 languages Filipino and English, authors use rapid miner and naïve bayes classifier algorithms[11]. The Rapid Miner search Twitter operator collects every week from March 1 to 31 with the keywords “#covidvaccineph”, “#covid19vaccineph” and results in a total of 11,974 tweets. By using nave Bayes, the results are 89.98% for positive and 9& neutral and 8% for negative sentiment.

And there is a research on sentiment analysis of covid-19[12], authors analyzes the sentiment of covid-19 by taking datasets from Twitter with keywords using hashtags such as "jobs", "coronavirus", "school", and "COVID-19" using the Twint library in python and also uses the Text Blob library to define sentiment. The dataset obtained is 42516 tweets taken during the lockdown using the naive Bayes model and calculating mean, max, min sentiment with 37% positive and 27% negative results and for neutral getting 36%, and there are also researchers who use Text Blob library for sentiment popularity, Text Blob has an API for NLP and can determine the sentiment polarity, which is positive negative, or neutral. author [13] comparing three machine learning, Logistic Regression, Multinomial Naïve Bayes, and Support Vector Machine and the highest results were obtained, LR 97.3%, SVM 96.26%, and MNB 88%. However, for LR run-time, the longest is around 3 minutes, while for the fastest, MNB, it is only about 3-5 secs. And it can be concluded that all models provide accuracy above 85%

In previous studies on sentiment analysis, many methods were. the methods that are often used are Naive Bayes, Support Vector Machine, and Logistic Regression and display different results for the level of accuracy but all model is accurate for real data.

3 Materials and method
The purpose of this research is to see how well the Naive Bayes algorithm performs when it comes to sentiment classification in Twitter tweets. The flow of this system is shown in Fig. 1 there are several processes, The first step in this research is the collection of tweet data from Twitter users using the crawling method.

Then enter the next stage, the preprocessing stage, feature selection, and labeling. In the preprocessing process, there are 3 processes, case folding, cleansing, and tokenization. Then enter the feature selection stage using the process of removing stop words and stemming. And enter the labeling stage, at the labeling stage it is divided into 2 classes, negative and positive with automatic labeling using In the lexicon dictionary or dictionary-based, this labeling stage is carried out on the dataset after the cleansing process is carried out because in the process the result of the stop words there are punctuation marks "[ ]" and " ' " which makes it difficult during the labeling process.

In the cleaning stage, tweets will be cleaned such as removing links, mentions, hashtags, then changing all letters to lower case. Next tokenization is done to separate each word from another word. Then there is normalization, which is done such as changing non-standard words into standard words. And in the feature selection stage, there is remove stop words, in the remove stop words stage it will remove meaningless words such as the words: yang, tau, and. Then finally there is stemming, at this stage changing each word to its original form. The next step is feature extraction wherein in this step the word weighting process is carried out using TF-IDF.
After performing the feature extraction, the next step is to generate a dataset by dividing the 2 datasets into training data and testing data with a ratio of 80:20. After that, enter the classifier and get the results of accuracy and precision, recall, and f-measure or F1-Score for each class. After classifying then visualization using word cloud.

3.1 Dataset

The dataset used tweets from Twitter users taken from November 2020 to March 2021 using the keyword "covid vaccine". The dataset was taken using the Twitter API and was successfully retrieved about 10,000 tweets. After crawling, the dataset will be given a positive or negative label which is done automatically using Python by utilizing the lexicon-based method or positive-negative-based dictionary. The positive and negative dictionaries used in this study are positive and negative dictionaries from several datasets that are made into one data, one dataset is researched by Liu, Hu, & Cheng which has [19] been translated into Indonesian & has been made language adjustments. This dictionary has previously been applied to several previous studies [20], [21]. The labeling process is a process for get the expected corpus representation. The labeling process uses a lexicon-based method. In a system that uses a lexicon-based approach, the dictionary is a critical component. Dictionaries are used in the normalization process of sentences and keyword extraction is useful for determining positive and negative sentiments. Examples of dictionary content such as positive keywords "baik", "terimakasih" and negative keywords "sakit", "gimana". The value obtained from the calculation produces a score and will be calculated, from the calculated results, the tweet is entered into a positive or negative class. and get the results of the amount of data from the sentiment class labeling process using Python by using a jupyter notebook.
3.2 Preprocessing
The preprocessing stage is where meaningless or unstructured words are removed. There are various phases in preprocessing, including case folding, cleaning, tokenization, normalization, removing stop words, and stemming. Case folding is changing words into lowercase letters, cleaning is the removal of punctuation marks, symbols, numbers that are not needed to eliminate noise that can cause the classification process to be less than optimal. Tokenization is the process of making tokens or solving sentences that are made into several parts or what are called tokens. Normalization is changing non-standard words into standard words. Remove stop words is the removal of unimportant words in sentences such as the words "yang", "at", "and". Stemming is a word converter into a basic word that is useful for increasing the level of accuracy.

| Phase       | Input                                                                 | Output                                                                 |
|-------------|-----------------------------------------------------------------------|-----------------------------------------------------------------------|
| Case Folding| b’Warga yang pernah mengikuti kegiatan berkerumun akan diminta jalani tes vaksin. https://t.co/Axwc8vKZ7s' | b’warga yang pernah mengikuti kegiatan berkerumun akan diminta jalani tes vaksin. https://t.co/Axwc8vKZ7s' |
| Cleaning    | b’wargayangpernah mengikutikegiatanber kerumun akandimintajalanitesvaksin. https://t.co/axwc8vKz7s' | wargayangpernah mengikutikegiatanber kerumun akandimintajalanitesvaksin |
| Tokenization| wargayangpernah mengikutikegiatanber kerumun akandimintajalanitesvaksin | ['warga', 'yang', 'pernah', 'mengikuti', 'kegiatan', 'berkerumun', 'akan', 'diminta', 'jalani', 'tes', 'vaksin'] |
| Remove stop words | warga yang pernah mengikuti kegiatan berkerumun akan diminta jalani tes vaksin | ['warga', 'mengikuti', 'kegiatan', 'berkerumun', 'jalani', 'tes', 'vaksin'] |
|             | ['cuman', 'tolak', 'tes', 'vaksin', 'kabur', 'bawa', 'kabur', 'pasien', 'covid', 'didenda', 'rp', 'juta'] | ['Cuma', 'tolak', 'tes', 'vaksin', 'kabur', 'bawa', 'kabur', 'pasien', 'covid', 'didenda', 'rp', 'juta'] |
| Stemming    | ['warga', 'mengikuti', 'kegiatan', 'berkerumun', 'jalani', 'tes', 'vaksin'] | ['warga', 'ikut', 'gat', 'kerumun', 'jal', 'tes', 'vaksin'] |

3.3 Feature Extraction
In the feature extraction method, TF-IDF is applied. The TF-IDF is a method for determining the importance of a word (term) in a document. The frequency with which a word appears in a document and the inverse frequency with which the document that contains the term appears are combined in this method. The number of times the term documents appears in papers indicates how common it is.

\[ W_{dt} = TD(t, d) \]  

(1)

TD represents the frequency of term t in document d. TFIDF also includes an inverse document frequency. IDF which aims to give high weight to low-value conditions in general conditions. The formula is as follows:

\[ IDF_t = \log \left( \frac{N}{N_t} \right) \]  

(2)

Where \( N_t \) is the total number of documents that include the term and The document's total number of documents is represented by N. Based on the formula below, TFIDF is a mix of TF and IDF:

\[ W_t = TF(t, d) \times IDF_t \]  

(3)
TF is considered to have the same weight, but there are some terms whose weights are less important and do not need to be counted, such as affixes, “di-“, or “and”. So TF-IDF must reduce and add weight to each term and get an equation for the TF-IDF score [15].

### 3.4 Performance Evaluation Measure

In measuring classification performance there are several ways, but the method is by calculating accuracy, precision, recall, and f-measure. The confusion matrix is used at this evaluation stage.

| Table 2Confusion Matrix |
|--------------------------|
| Actual | Predict |
|        | Negative | Positive |
| Negative | TN        | FP        |
| Positive | FN        | TP        |

Accuracy is the percentage of the total sentiment that is correctly recognized. The calculation of accuracy is done by dividing the number of sentimental data that takes a moment by the total data as well as the test data. To calculate the value of accuracy is done by using equation (1).

\[
\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

(1)

To measure the classification performance, the methods used in addition to calculating accuracy are calculating precision, recall, and f-measure. Precision is a comparison of the amount of relevant data found. The number of positive data and the positive value of false data are divided to calculate precision. The value of the false-positive data is taken from the number of true positive values completed in the appropriate column for each class. To calculate the precision value can be done by using the equation:

\[
\text{precision} = \frac{TP}{TP + FP}
\]  

(2)

The recall is a comparison of the amount of relevant material discovered based on the amount of relevant material. Recall calculation is done by dividing the correct data with a positive value with the sum of the correct data with a negative value. The value of false data that is negative is taken from the number of values other than true positive rows that correspond to each class. Recall calculation can use the equation:

\[
\text{recall} = \frac{TP}{TP + FN}
\]  

(3)

The F-measure or F1-score is a single parameter measuring retrieval success that combines recall and precision. The F-measure value is obtained from the calculation of the multiplication of precision and recall divided by the result of the addition of precision and recall then multiplied by two and the f-measure calculation using the equation

\[
f - \text{measure} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]  

(4)

### 3.5 Naïve Bayes

Naïve Bayes Classifier is a text classification algorithm that uses probability and statistical calculations proposed by Thomas Bayes. This algorithm is used to predict future possibilities based on past experiences [21]. The Naïve Bayes Classifier has the advantage of a fast calculation process, easy to use with a simple and efficient...
structure implementation [22]. The Naive Bayes Classification technique can obtain very good accuracy values and good processing time complexity in very large data during text classification. The Naive Bayes classification equation is included in equation[8]

$$P(C|X) = \frac{\prod P(x_i|C) \cdot P(C)}{P(X)}$$

(1)

Information:
- $C$ : data whose class is unknown
- $X$ : a data hypothesis specification class $C$
- $P(C|X)$ : probability of $C$ in class $X$
- $P(X_i|C)$ : probability $X_i, \ldots X_n$ is a tweet on $C$
- $P(X)$ : probability of occurrence $X$
- $P(C)$ : probability of event $C$

4 Result and Decision

After all the designs have been compiled and the system has been built, the next step is to use the system to generate a probability model from the training data, then use data testing to evaluate the model's accuracy.

4.1 Analisis Sentimen

After doing text preprocessing, the sentiment class labeling will then be carried out. Sentiment analysis is divided into two types, document-level analysis, and sentence analysis. In this study, sentiment analysis is carried out on each sentence because every tweet has a sentiment.

In sentiment labeling, the analysis is carried out based on the lexicon dictionary. Lexicon dictionary labeling is done by labeling the data by selecting each word into a positive word or a negative word. After that, the words that have entered the positive and negative categories will be calculated and it can be seen whether the tweet is a positive tweet or a negative tweet.

In the sentiment class thickening process, it is done automatically using Jupyter notebook. The assessment score system will be generated in the form of positive or negative, if the sentiment score is below 0 (sentiment < 0) then the system will judge it as negative sentiment, while if the sentiment score is above 0 (sentiment >= 0) then the system will judge it as a positive sentiment. In determining whether a tweet is included in the positive or negative class, each word contained in the covid vaccine dataset must be counted by equating the covid vaccine dataset with the lexicon dataset. From the results of the analysis, 11,750 words were found in the covid vaccine dataset and 8,575 words that were not in the lexicon dataset, and only 1,945 words in the lexicon with a total of 10,248 words in the lexicon dataset or about 84% not in the lexicon dataset and 16% of words contained in the lexicon dataset. Words contained in the lexicon have a weight which will be calculated in the system to determine whether the sentence is included in the positive or negative class and words that are not in the lexicon will not be weighed, there is an example of calculating the weight in Table3.

Docs 1

warga yang pernah mengikuti kegiatan berkerumun akan diminta jalan tes vaksin
In Table 3, it can be seen from the example of 3 docs that there are only a few words contained in the lexicon, as in tweet docs 1 of 11 words there are only 5 words, namely which, following, activities, crowding, and asking with words that each have a weight contained in the lexicon dataset. The 5 words will be calculated in number and get a weight of -1. For tweet docs 2 out of 10 words there are only 4 words in the lexicon dataset and the result is a weight of 11. And in the tweet doc 3 of 4 words, there is only 1 word and the result is a weight of 3.

### Table 4 Labeling Result

| Tweet                                                   | Sentiment | Label |
|---------------------------------------------------------|-----------|-------|
| warga yang pernah mengikuti kegiatan berkerumun akan diminta jalani tes vaksin | -1        | Negative |
| kemenag usul beli vaksin covid buatan saudi demi kelancaran haji | 11        | Positive |
| perbandingan antara vaksin covid                          | 3         | Positive |

After the process of labeling the sentiment analysis class, it can be seen that the number of tweets for negative and positive opinions on the covid vaccine is more than the tweets for negative opinions on the covid vaccine. For tweets that fall into the positive sentiment class, 5,885 tweets are obtained and 2,954 tweets enter the negative sentiment class.

#### 4.2 Naïve Bayes Classifier

In the classification process, the research was carried out by building a system using training data and test data from all random COVID vaccine data. The data
classification method is carried out using probability calculations per class. There is an example of the calculation of naive Bayes to determine the probability class of tweets can be seen below:

In this example calculation, we use 2 training data whose class is known and 1 testing data whose class is not known.

Example of training data:
Positive class
document: ['kemenag', 'usul', 'beli', 'vaksin', 'covid', 'buat', 'saudi', 'lancar', 'haji']

Negative class
document: ['cuma', 'tolak', 'tes', 'vaksin', 'kabur', 'bawa', 'kabur', 'pasien', 'covid', 'denda', 'rp', 'juta']

Examples of Testing Data whose class is not yet known
document: ['riset', 'vaksin', 'covid', 'lomba', 'taruh', 'gengsi', 'antarnegara', 'presiden', 'rusia']

Table 5 Prior Calculation Example

| Calculate the probability of each class | Prior P(c) |
|----------------------------------------|------------|
| P (positif)= 1/2                        | 0.50       |
| P (negatif)= 1/2                        | 0.50       |

In Table 4.14 the first thing to do is calculate the prior value of each class contained in the data train, in the example Table 5 there is 1 tweet in the positive class and 1 tweet in the negative class and the probability value of each class is 0.50. then look for the likelihood value can be seen in Table 4 and 7

Table 6 Positive Class Likelihood Calculation Example

| No | Term  | Frequency | Likelihood P(X|C) | Result |
|----|-------|-----------|-------------------|--------|
| 1  | kemenag | 1         | P(Kemenag| pos)= 1/9 | 0.11   |
| 2  | usul   | 1         | P(usul| pos)= 1/9  | 0.11   |
| 3  | beli   | 1         | P(beli| pos)= 1/9   | 0.11   |
| 4  | vaksin | 1         | P(vaksin| pos)= 1/9  | 0.11   |
| 5  | covid  | 1         | P(covid| pos)= 1/9 | 0.11   |
| 6  | buat   | 1         | P(buat| pos)= 1/9  | 0.11   |
| 7  | saudi  | 1         | P(saudi| pos)= 1/9 | 0.11   |
| 8  | lancar | 1         | P(lancar| pos)= 1/9| 0.11   |
| 9  | haji   | 1         | P(haji| pos)= 1/9 | 0.11   |
|    | Total Words | 9       |                   |        |
Table 7 Negative Class Likelihood Calculation Example

| No | Term | Frequency | Likelihood P(X|C) | Result |
|----|------|-----------|-----------------|--------|
| 1  | Cuma | 1         | P(Cuma|negatif) = 1/12 | 0.0833 |
| 2  | tolak| 1         | P(tolak|negatif) = 1/12 | 0.0833 |
| 3  | tes  | 1         | P(tes|negatif) = 1/12 | 0.0833 |
| 4  | vaksin| 1         | P(vaksin|negatif) = 1/12 | 0.0833 |
| 5  | kabur| 2         | P(kabur|negatif) = 2/12 | 0.1667 |
| 6  | bawa | 1         | P(bawa|negatif) = 1/12 | 0.0833 |
| 7  | pasien| 1         | P(Pasien|negatif) = 1/12 | 0.0833 |
| 8  | covid | 1         | P(covid|negatif) = 1/12 | 0.0833 |
| 9  | denda | 1         | P(denda|negatif) = 1/12 | 0.0833 |
| 10 | rp   | 1         | P(rp|negatif) = 1/12 | 0.0833 |
| 11 | juta | 1         | P(juta|negatif) = 1/12 | 0.0833 |

Total Words 9

In Table 6 and Table 7 there are calculations to find the likelihood of each word in the train data in positive and negative classes. To find the likelihood, each TF (term frequency) of each word must be calculated and get the results. After that, to do the calculation of evidence first, it is calculated for a total of 21 terms.

Table 8 Evidence Calculating Example

| No | Term | Train Term | Frequency | P(x) Evidence |
|----|------|------------|-----------|---------------|
| 1  | riset| tidak ada  | 0         | 0/21=         | 0             |
| 2  | vaksin| ada      | 2         | 2/21 =       | 0.10          |
| 3  | covid| ada       | 2         | 2/21 =       | 0.10          |
| 4  | lomba| tidak ada | 0         | 0/21=         | 0             |
| 5  | taruh| tidak ada | 0         | 0/21=         | 0             |
| 6  | gengsi| tidak ada | 0         | 0/21=         | 0             |
| 7  | antarnegara| tidak ada | 0         | 0/21=         | 0             |
| 8  | presiden| tidak ada | 0         | 0/21=         | 0             |
| 9  | rusia| tidak ada | 0         | 0/21=         | 0             |

In Table 8 there are calculations to find evidence in the testing data. The data testing term will be equated with the training data term. If so, the number of terms will be calculated. After getting the prior, likelihood and evidence values, they are calculated using the Nave Bayes equation for each negative or positive class.
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\[
P(C|X) = \frac{P(X_1|C) \cdots P(X_n|C) P(C)}{P(X)}
\]

\[
P(\text{pos|datatest}) = \frac{P(\text{Vaksin}|\text{Positif}) P(\text{Covid}|\text{Positif}) P(\text{pos})}{P(\text{vaksin}), P(\text{covid})} = \frac{(0.11)(0.11)(0.50)}{(0.10)(0.10)} = 0.00605
\]

\[
P(\text{neg|datatest}) = \frac{P(\text{Vaksin}|\text{Positif}) P(\text{Covid}|\text{Positif}) P(\text{neg})}{P(\text{vaksin}), P(\text{covid})} = \frac{(0.0833)(0.0833)(0.50)}{(0.10)(0.10)} = 0.00347
\]

The probability value in the testing data is greater in the positive class, which is 0.00605 and the negative class is 0.00347 and the testing data is assumed to be in a positive class because the positive class is larger.

To get an evaluation of the test model that has been done by data testing, a confusion matrix method is needed to calculate the accurate value of the data classification results. The confusion matrix is used to test the prediction results of the classification method.

The Table displayed in this confusion matrix consists of the predicted class and the actual class.

| Actual | Predict | | | | |
|--------|--|---|---|---|---|
| | Negative | Positive | | | |
| Negative | 120 | 444 | | | |
| Positive | 31 | 1173 | | | |

![Fig 3. Confusion Matrix](image)

It can be seen in Fig. 3, the confusion matrix 2x2 for each column represents the value of each positive class and negative class.

| precision | recall | f1-score |
|-----------|--------|----------|
| negatif   | 0.79   | 0.21     | 0.34    |
| positif   | 0.73   | 0.97     | 0.83    |

accuracy: 0.73

macro avg: 0.76
weighted avg: 0.75

accuracy score: 0.731334841629592

Fig 4. Accuracy Results

The results of testing the model that is trained using the naive Bayes classifier utilizing the confusion matrix approach in the evaluation process, which includes a comparison of training data by 80% and test data by 20% from 8837 are shown in Fig. 4. The amount for training data is 7071 and for testing data of 1768 tweet data with an accuracy value of 73.1%. The accuracy value is obtained from the performance evaluation measure formula, 73.1 % is summing the true positive and true negative data, then dividing the true positive, true negative, false positive, and false negative data for the precision value based on the performance evaluation measure formula, true positive divided by true positive and false negative yields a result of 73%.

Meanwhile, The precision value is calculated using the formula 2 times precision
multiplied by recall, then divided by precision plus recall, giving an 83% precision value. As a result, the naive Bayes classifier method can be recommended for use in the classification of tweets with Indonesian text on the sentiment of the covid vaccine with a high accuracy value.

4.3 Visualization

Wordcloud is a word visualization method that highlights the frequency of words in a given text. The more frequently the term appears in the data and as a tool for doing analysis, the greater the word appears in the word cloud. The purpose of the visualization is to extract information in the form of topics or opinions that are often discussed by the public about the covid vaccine so that from the many available tweets, information that is considered important can be taken. A word cloud can be used to visualize these words; for example, see Fig. 4 for a word cloud on the covid vaccine.

![WordCloud](image)

Fig. 4 Wordcloud

In Fig. 4 it can be seen that word cloud is more likely to have positive sentiments because it can be seen in words such as “uji klinis”, “distribusivaksin”, and “pastivaksin”. To see the visualization of the positive and negative sentiment word cloud, see word cloud positive and word cloud negative. In word cloud positive the tweet data is classified as positive using lexicon based sentiment analysis. It can be seen that the covid vaccine is often discussed and there are the words "Uji klinis", "sediavaksin", and "vaksin gratis". In word cloud negative, tweet data is classified as negative using lexicon-based sentiment analysis. The difference between positive and negative word clouds may be recognized in the negative word cloud. "vaksincovid" is still a topic that is often discussed, but in the negative word cloud there are also words such as "tularcovid", "takut", and "efeksamping".

5 Conclusion

Following the purpose of this study, namely implementing the naive Bayes classifier algorithm for sentiment analysis and visualizing the opinion of the covid tweet vaccine in Indonesian, it was successfully carried out. So some conclusions are drawn as follows:

1. From the results of the tests and analyzes that have been carried out, it can be concluded several things, namely the classification of opinion data on covid vaccines in Indonesian can be done with the naive Bayes classifier algorithm by previously using lexicon-based as an automatic sentiment. With an accuracy of 73.1% with a precision value of 73%, the recall value is 83%.
2. Visualization of data from the classification results there are 3-word clouds. Wordcloud whole dataset, In the overall word cloud to see the tendency of sentiment and the results obtained the overall word cloud tends to be a positive sentiment. On word cloud, the entire "covid vaccine" dataset is a topic that is often discussed. In addition, there also the words “uji klinis”, “dosis vaksin”, “terimavaksin”. Positive word cloud, In the positive word cloud, just like the word cloud, the entire "vaksin covid" dataset is a topic that is often discussed and then there are also the words kata “uji klinis”, “sediavaksin” and “gratis vaksin”. In the positive word cloud, people have more opinions such as the distribution of vaccines, what is the price of the vaccine, is the vaccine free, and also the candidate who gets the vaccine. Word cloud negative, In the negative word cloud, the same as the word cloud, the entire dataset and positive word cloud "vaksin covid" is still a topic that is often discussed and there are also words such as seperti “tular covid”, “takut”, and “efeksamping”. In the negative word cloud, people have more opinions such as infectious covid, side effects of vaccines, and people are afraid of getting vaccinated.
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