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Abstract
In this paper, we prove that fractal zeta functions of orbits of parabolic germs of diffeomorphisms can be meromorphically extended to the whole complex plane. We describe their set of poles (i.e. their complex dimensions) and their principal parts which can be understood as their fractal footprint. We study the fractal footprint of one orbit of a parabolic germ \( f \) and extract intrinsic information about the germ \( f \) from it, in particular, its formal class. Moreover, we relate complex dimensions to the generalized asymptotic expansion of the tube function of orbits with oscillatory 'coefficients' as well as to the asymptotic expansion of their dynamically regularized tube function. Interestingly, parabolic orbits provide a first example of sets that have nontrivial Minkowski (or box) dimension and their tube function possesses higher order oscillatory terms, however, they do not possess non-real complex dimensions and are therefore not called fractal in the sense of Lapidus.
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1 Introduction

This paper is motivated by the famous question, originally posed by Mark Kac and then extended to its non-smooth version by H. Weyl, M. Berry and others: Can we hear the shape of a fractal drum? [16, 18–20]

In our case the problem can be formulated in a similar fashion: Can we see a diffeomorphism?

More precisely, let $f$ be an attracting germ of a diffeomorphism on the real line $\mathbb{R}$ at a fixed point 0. Let $x_0$ be a point in the basin of attraction of 0 and let

$$\mathcal{O}_f(x_0) := \{ f^n(x_0) : n \in \mathbb{N} \},$$

be its orbit by $f$.

The orbit $\mathcal{O}_f(x_0)$ is the geometric object that we are looking at. We are looking at it with two different pairs of glasses: the tube function $V_{f,x_0}$ and the distance zeta function $\zeta_{f,x_0}$.

We study the asymptotic expansion of the tube function $V_{f,x_0}$ for a certain class of diffeomorphisms, and show that the distance zeta function $\zeta_{f,x_0}$ extends to a meromorphic function and that its poles are related to the exponents in the asymptotic expansion of the tube function $V_{f,x_0}$. We will show that in some sense these two functions will determine the diffeomorphism, more specifically, its formal class.

Let us introduce the above functions. The tube function

$$V_f := V_{f,x_0} : \varepsilon \mapsto |\mathcal{O}_f(x_0)_\varepsilon \cap [0,x_0]|$$

is defined for $\varepsilon > 0$ and given as the Lebesgue measure (here: length) of the Euclidean $\varepsilon$-neighborhood of the orbit $\mathcal{O}_f(x_0)$ intersected by $[0,x_0]$. For convenience, we cut off the left- and right-end intervals of length $\varepsilon$. This is usually referred to as the inner tube function in contrast to the complete tube function where no cut-offs are made, see [29]. The value $\varepsilon$ can be thought of as the size or resolution of a point $f^n(x_0)$ as represented on a computer screen. We will be interested in the asymptotic expansion of the tube function $V_f(\varepsilon)$ as $\varepsilon \to 0^+$. Note that, if $V_f(\varepsilon) \sim M\varepsilon^{1-d}$, $0 < d \leq 1$, as $\varepsilon \to 0^+$, then $d$ is the Minkowski (box) dimension of the orbit, and $M > 0$ its Minkowski content. For details, see [11].

The distance zeta function $\zeta_A$ of a bounded set $A \subseteq \mathbb{R}^N$ is defined by

$$\zeta_A(s) := \int_{A_\delta} d(x,A)^{s-N} \, dx, \quad (1.1)$$

where $A_\delta$ is the Euclidean $\delta$-neighborhood of the set $A$, for some fixed $\delta > 0$, and $d$ denotes the Euclidean distance in $\mathbb{R}^N$. By [23, 24], this function is analytic on the right half-plane $\{ \Re s > \dim_B A \}$ where $\dim_B A$ is the upper Minkowski (or box)
dimension of the set $A$. Furthermore, under relatively mild hypotheses, $\zeta_A$ can be meromorphically continued to a larger set. In that case, at $s = \dim_B A$, it has a pole with a residue equal to the (average) Minkowski content of $A$ (modulo a multiplicative constant). Note that in formula (1.1), $\zeta_A$ depends on the choice of $\delta > 0$. Usually, one is only interested in poles and residues of fractal zeta functions and, since changing $\delta > 0$ in (1.1) results in adding an entire function, the dependence on $\delta$ is not essential and therefore often not indicated at all; see [23, §2.1.5, esp., Proposition 2.1.76] or [24, Proposition 2.22].

Inspired by (1.1), we define the distance zeta function of the orbit $O_f(x_0)$ of a real-line germ $f$ by

$$
\zeta_f(s) = \zeta_{f,x_0}(s) := \int_0^{x_0} d(x, O_f(x_0))^{s-1} \, dx,
$$

(1.2)

where we usually omit $x_0$ from the notation for simplicity. It is a slight adaptation of definition (1.1) for $N = 1$ and $A := O_f(x_0)$, where we also first fix $\delta > 0$ large enough and then discard an unimportant part of $\zeta_A(s)$; for exact details see Definition 1. We would like to emphasize that this approach is very different from the classical theory of dynamical zeta functions studied in, e.g., [14, 37, 40–42].

The complex dimensions of a set $A$, which generalize the notion of box dimension, are defined as the set of poles of the distance zeta function $\zeta_A$ if its meromorphic extension exists. If $\zeta_A$ is meromorphic in all of $\mathbb{C}$, we denote the set of all complex dimensions of $A$ by $\dim_A \mathbb{C} A$. Initially, complex dimensions were introduced by Lapidus and van Frankenhuijsen in [29] in the case of subsets of the real line and then generalized to the general case of subsets of the arbitrary-dimensional Euclidean space in [23, 24]. Furthermore, under appropriate hypotheses, they are closely connected to the geometry of the set $A$, i.e., to the tube function $V_A(\epsilon)$, and can be understood as a sort of a fractal footprint of the set $A$. Note that, for a general set $A \subseteq \mathbb{R}^N$, $V_A(\epsilon)$ is the Lebesgue measure $|A_\epsilon|$ of the $\epsilon$-neighborhood $A_\epsilon$ of the set $A$.

In addition, this paper gives a new application of the relatively new theory of complex dimensions and fractal zeta functions developed in [23–27, 29], to studying orbits of particular dynamical systems. In particular, we compute here explicitly the distance zeta function of orbits for simplest, model dynamical systems (1.4), and find their meromorphic extension to all of $\mathbb{C}$. Furthermore, for general parabolic germs (1.3), we show theoretically the existence of such meromorphic extensions and describe their poles.

We note that, in [23, 27, 29], it was shown on numerous examples that the complex dimensions have a very specific geometric meaning which can be thought of as describing the intrinsic oscillations in the geometry of fractal (self-similar) sets. It was observed that these intrinsic oscillations generate complex dimensions which are not real. On the other hand, these intrinsic oscillations explicitly break the classical asymptotic expansion of the tube function $V_A(\epsilon)$ of the given set as $\epsilon \to 0^+$. The first term where the expansion breaks is not monotonic, and it was conjectured that it is directly connected to the nonreal complex dimensions with maximal real part.

The dichotomy of existence of real versus nonreal complex dimensions has led the authors of [23, 29] to suggest a new definition of fractality of subsets of $\mathbb{R}^N$, according
to which a set is fractal if it possesses a nonreal complex dimension. It was noted in e.g. [23, 29] that self-similar sets usually satisfy this definition of fractality. Some of the well-known examples which fail to be fractal according to the classical \(^1\) “definition”, but almost everyone expects them to be fractal, such as the famous devil’s staircase, are indeed detected to be fractal by the presence of nonreal complex dimensions. By this new definition, orbits of parabolic diffeomorphisms \(f(x) = x + O(x^2), x \to 0\), are not fractal, while, on the other hand, orbits of a hyperbolic diffeomorphism \(f(x) = \lambda x + O(x^2), 0 < \lambda < 1, x \to 0\), are fractal. We also note that this difference between hyperbolic and parabolic orbits can be justified since the orbits of a hyperbolic diffeomorphism may be considered self-similar (in a more general sense), as is explained in Sect. 7.2. The parabolic orbits also provide a first example where the asymptotic expansion of the tube function breaks down due to oscillations, but this does not generate non-real complex dimensions. This means that the notion of intrinsic oscillations of a set should not be thought of as directly connected to the oscillations in its tube function but rather more subtle and yet to be defined rigorously.

In Sect. 9 we give more comments on the fractal geometric prospects of the paper. We also note that the orbits of dynamical systems that we study in this paper determine fractal strings in the sense of [29]. The corresponding zeta functions of these strings (called geometric zeta functions in [23]) are simply related to distance zeta functions (1.2). Moreover, the geometric zeta functions generalize the notion of the classical Riemann zeta function. We would also like to draw the attention of the reader to the fact that there is a very interesting reformulation of the Riemann hypothesis in terms of fractal strings and the existence of their nonreal complex dimensions; see [29, Chapter 9].

More precisely, in this paper we study parabolic analytic germs\(^2\) of diffeomorphisms on the real line, i.e., germs \(f \in \text{Diff}(\mathbb{R}, 0)\) of the form:

\[
f(x) = x - ax^{k+1} + o(x^{k+1}), \ a > 0, \ x \to 0. \tag{1.3}
\]

Note that, due to \(a > 0\), 0 is an attracting fixed point. Otherwise, if \(a < 0\), 0 is a repelling fixed point, and we consider the inverse \(f^{-1}\) instead.

By a formal change of variables in the class of formal power series tangent to the identity, \(x + x^2\mathbb{R}[[x]]\), \(f\) can be reduced to a normal form which is a time-one map of a simple vector field [30]:

\[
f_0(x) = \text{Exp} \left( - \frac{x^{k+1}}{1 - \rho x^k} \frac{d}{dx} \right) . \text{id}, \ k \in \mathbb{N}, \ \rho \in \mathbb{R}. \tag{1.4}
\]

Parabolic germs of the type (1.4) are called model diffeomorphisms. The pair \((k, \rho) \in \mathbb{N} \times \mathbb{R}\) determines the formal class of \(f\) and is called the formal invariants of \(f\).

\(^1\) Mandelbrot’s original definition states the set to be fractal if its topological dimension is strictly less than its fractal (Hausdorff) dimension; see [31].

\(^2\) Germified at fixed point 0. By analytic germs, we mean equivalence classes by the following relation: two diffeomorphisms analytic at 0 are considered equal if there exists a neighborhood \((-\delta, \delta), \ \delta > 0\), of 0, on which they coincide.
The first term of the asymptotic expansion of the tube function $V_f(\varepsilon)$, as $\varepsilon \to 0^+$, was studied in [10] and then in [34] in a more general context. It was shown that the box dimension of the orbit determines the multiplicity $k$ of the fixed point. Furthermore, by [38], the formal class of a parabolic germ $f$ can be explicitly seen from three terms in the asymptotic expansion of the tube function $V_f$.

Inspired by this, one would also like to be able to determine the analytic class of $f$ from the tube function $V_f$. Unfortunately, the analytic class of the diffeomorphism $f$ cannot be deduced from any finite jet of the Taylor expansion of $f$ (see e.g. [15]) and, accordingly, of the asymptotic expansion of $V_f$. On the other hand, it was shown in [32, Theorem B] that the asymptotic expansion of the tube function $V_f$ in the power-logarithmic scale exists only up to a term $O(\varepsilon^{2 - 1/k+1})$. The reason why the expansion breaks lies in the noncontinuous nature of the integer critical time $n_{\varepsilon}$ appearing in the calculation of the tube function $V_f(\varepsilon)$. Namely, the $\varepsilon$-neighborhood $O(x_0)_{\varepsilon}$ of the orbit is a union of intervals of length $2\varepsilon$ centered at the iterates of $x_0$ under the function $f$. Then, the integer critical time $n_{\varepsilon}$ represents the first index $n$ for which the intervals \((f^{\circ n}(x_0) - \varepsilon, f^{\circ n}(x_0) + \varepsilon)\)_n start to overlap. It is then easy to see that

\[
V_f(\varepsilon) = f^{\circ n_{\varepsilon}}(x_0) + n_{\varepsilon} \cdot 2\varepsilon. \tag{1.5}
\]

The integer critical time $n_{\varepsilon}$ is determined by inequalities arising from the above described overlapping condition. This is precisely the reason why the function $V_f$ fails to have an asymptotic expansion beyond a certain term; namely, $n_{\varepsilon}$ introduces higher-order oscillatory terms in (1.5). In order to circumvent this problem, the idea in [32] was to introduce continuous iterates $f^{\circ \tau}$, $\tau > 0$, of the function $f$ by embedding $f$ as a time-one map in a flow. By standard results about formal and analytic classification of parabolic analytic germs, each parabolic diffeomorphism with real coefficients can be embedded in a flow formally, see (1.4), but there also exists an analytic embedding on $(0, \delta)$. This enables one to define the continuous critical time $\tau_{\varepsilon}$ by replacing the inequalities defining $n_{\varepsilon}$ by the corresponding equality, i.e.,

\[
f^{\circ \tau_{\varepsilon}}(x_0) - f^{\circ (\tau_{\varepsilon}+1)}(x_0) = 2\varepsilon.
\]

Then the continuous time tube function was defined by:

\[
V_f^{c}(\varepsilon) = f^{\circ \tau_{\varepsilon}}(x_0) + \tau_{\varepsilon} \cdot 2\varepsilon. \tag{1.6}
\]

Note that the integer critical time $n_{\varepsilon}$ is the integer part of the continuous critical time $\tau_{\varepsilon}$. For details, see [32].

It was shown in [32, Theorem B] that $V_f^{c}(\varepsilon)$ admits a full asymptotic expansion in the power-logarithmic scale as $\varepsilon \to 0^+$ and, moreover, that this asymptotic expansion coincides with the asymptotic expansion of the standard tube function $V_f(\varepsilon)$ up to $O(\varepsilon^{2 - 1/k+1})$.

The continuous time tube function $V_f^{c}(\varepsilon)$ thus gives a dynamical smoothening of $V_f(\varepsilon)$. In this paper, we also obtain the existence of the full asymptotic expansion of $V_f(\varepsilon)$ in the distributional sense (which is also related to complex dimensions of the orbit), and examine the relationship of these two notions. We hope that in the future we will be able to determine the analytic class of $f$ from either of these two expansions.
Remark 1 (About notation) We remark here that the notation and terminology concerning epsilon-neighborhoods of orbits and their tube functions that we are using in this paper is the one used in, e.g., [23, 24] for general bounded subsets of the Euclidean space. On the other hand, the same notions are also used in [32] under different terminology and notation. Namely, in the present paper the tube function is denoted by $V_f(\epsilon)$, whereas it is denoted by $A(O_f(x_0)_\epsilon)$ in e.g. [32, 34, 38], and called the length of the $\epsilon$-neighborhood of the orbit. The same remark applies to $V^c_f(\epsilon)$ here and $A^c(O_f(x_0)_\epsilon)$ in [32]. Moreover, in [32], $V^c_f(\epsilon)$ is called the continuous length of the $\epsilon$-neighborhood of the orbit.

2 Main results

In this paper we prove two main results: Theorem A and Theorem B. In Theorem A, we obtain explicit asymptotic expansion of the tube function $V_f$ and the continuous time tube function $V^c_f$. In fact, we obtain three expansions. Namely, we give a generalized full asymptotic expansion of the tube function $V_f$, where, once the expansion in the power-logarithm scale ceases to exist, the expansion continues using a periodic discontinuous function of the critical time $\tau_\epsilon$. Next, we show that the tube function $V_f$ has a full asymptotic expansion in the power-logarithmic scale, but in the sense of Schwartz distributions. Finally, we give a full pointwise asymptotic expansion of the continuous tube function in the power-logarithm scale.

Theorem A is used in the proof of Theorem B which shows that the zeta function $\zeta_f$ of a parabolic diffeomorphism $f$ can be extended to a meromorphic function on the whole complex plane $\mathbb{C}$. Moreover, the poles and residues of the zeta function $\zeta_f$ are related to the asymptotic expansion of the continuous time tube function $V^c_f(\epsilon)$, as stated in Theorem A.

In Sect. 2.1 we explicitly compute the meromorphic extensions of distance zeta functions and complex dimensions for the simplest, model parabolic diffeomorphisms (1.4) with residual invariant $\rho$ equal to 0.

In addition, we also state and prove Theorem B which is used, alongside Theorem A, in the proof of Theorem B. It is also of independent interest in the general theory of fractal zeta functions. Moreover, it gives new insights into the connection between distributional asymptotics of the tube function of a given set and its complex dimensions. It is in fact a generalization of [23, Theorem 2.3.18] and partial converse of [23, Theorem 5.4.30], thus giving, under some assumptions, a one-to-one correspondence of the distributional expansion of the tube function of a set and its complex dimensions.

Finally, we also draw the attention of the reader to Theorem 15 which gives better understanding of the complex dimensions of the (shifted) $a$-string, which is a well-known example of a non self-similar fractal string much discussed in [23, 29]. Theorem 15 generalizes and slightly extends [29, Theorem 6.2].

Theorem A Let $f \in \text{Diff}(\mathbb{R}, 0)$ be a parabolic analytic diffeomorphism of formal type $(k, \rho)$, $k \in \mathbb{N}$, $\rho \in \mathbb{R}$, with attracting direction at $\mathbb{R}_+$:

$$f(x) = x - ax^{k+1} + o(x^{k+1}), \quad a > 0, \quad x \to 0.$$  (2.1)
Let $O_f(x_0), \ 0 < x_0 < 1,$ be an orbit, and let $\tau_\varepsilon$ be its continuous critical $\varepsilon$-time defined by:

$$g(f^{\circ \tau_\varepsilon}) = 2\varepsilon, \ \varepsilon > 0,$$

where $g = \text{id} - f.$ Let us denote by

$$I_{a,k}(\varepsilon) := 2^{\frac{k+1}{m+1}}a^{-\frac{1}{m+1}}k + 1 + \sum_{m=2}^{k} a_m \varepsilon^{m} + 2\rho \varepsilon \log \varepsilon + b_{k+1}(x_0)\varepsilon.$$

1. The tube function $\varepsilon \mapsto V_f(\varepsilon)$ admits the following asymptotic expansion:

$$V_f(\varepsilon) \sim I_{a,k}(\varepsilon) + \sum_{m=k+2}^{2k} \sum_{p=0}^{\left\lfloor \frac{m}{2} \right\rfloor} c_{m,p} \varepsilon^{m} \log^p \varepsilon + \sum_{p=1}^{\left\lfloor \frac{2k+1}{2} \right\rfloor} c_{2k+1,p} \varepsilon^{2k+1} \log^p \varepsilon +$$

$$+ \tilde{P}_{2k+1}(G(\tau_\varepsilon)) \cdot \varepsilon^{2k+1} + \sum_{m=2k+2}^{\infty} \sum_{p=0}^{\left\lfloor \frac{m}{2} \right\rfloor} \tilde{Q}_{m,p}(G(\tau_\varepsilon)) \cdot \varepsilon^{m} \log^p \varepsilon, \ \varepsilon \to 0^+.$$

Here, $a_m \in \mathbb{R}, m = 2, \ldots, k,$ and $c_{m,p} \in \mathbb{R}, m = k + 2, \ldots, 2k + 1,$ $p = 0, \ldots, \left\lfloor \frac{m}{2} \right\rfloor + 1,$ do not depend on the initial condition $x_0,$ while $b_{k+1}(x_0) \in \mathbb{R}$ depends on $x_0.$ Moreover, $\tilde{P}_{2k+1}(s)$ resp. $\tilde{Q}_{m,p}(s), m \geq 2k + 2,$ $p = 0, \ldots, \left\lfloor \frac{m}{2} \right\rfloor + 1,$ are polynomials of degree at most 2 resp. $\left\lfloor \frac{m-1}{2} \right\rfloor$ for $p = 0,$ i.e., $\left\lfloor \frac{m}{2} \right\rfloor - 1$ for $p \geq 1,$ whose coefficients in general depend on coefficients of $f$ and on the initial condition $x_0,$ and $G : [0, +\infty) \to \mathbb{R}$ is 1-periodic, given on its period by $G(s) = 1 - s, \ s \in (0, 1), G(0) = 0.$

2. The continuous time tube function $\varepsilon \mapsto V^C_f(\varepsilon)$ admits the following asymptotic expansion:

$$V^C_f(\varepsilon) \sim I_{a,k}(\varepsilon) + \sum_{m=k+2}^{\infty} \sum_{p=0}^{\left\lfloor \frac{m}{2} \right\rfloor} c_{m,p} \varepsilon^{m} \log^p \varepsilon, \ \varepsilon \to 0^+.$$

Here, $a_m, m = 2, \ldots, k,$ $b_{k+1}(x_0),$ and $c_{m,p}, m = k + 2, \ldots, 2k + 1,$ $p = 0, \ldots, \left\lfloor \frac{m}{2} \right\rfloor + 1,$ $(m, p) \neq (2k + 1, 0),$ are as in (1). Furthermore, $c_{2k+1,0}$ resp. $c_{m,p}, m \geq 2k + 2,$ $p = 0, \ldots, \left\lfloor \frac{m}{2} \right\rfloor + 1,$ are free coefficients of polynomials $\tilde{P}_{2k+1}$ resp. $\tilde{Q}_{m,p}$ from (1). Only the coefficient $b_{k+1}(x_0)$ depends on the initial condition $x_0.$

3. The distributional asymptotic expansion of $\varepsilon \mapsto V_f(\varepsilon)$ is given by:

$$V_f(\varepsilon) \sim_D I_{a,k}(\varepsilon) + \sum_{m=k+2}^{2k} \sum_{p=0}^{\left\lfloor \frac{m}{2} \right\rfloor} c_{m,p} \varepsilon^{m} \log^p \varepsilon + \sum_{p=1}^{\left\lfloor \frac{2k+1}{2} \right\rfloor} c_{2k+1,p} \varepsilon^{2k+1} \log^p \varepsilon$$
+ d_{2k+1,0}(x_0) \cdot \varepsilon^{\frac{2k+1}{m+1}} + \sum_{m=2k+2}^{\infty} \sum_{p=0}^{\left\lfloor \frac{m}{k} \right\rfloor + 1} d_{m,p}(x_0) \cdot \varepsilon^{\frac{m}{m+1}} \log^p \varepsilon, \; \varepsilon \to 0^+.

Here, \( a_m, m = 2, \ldots, k, b_{k+1}(x_0), \) and \( c_{m,p}, m = k + 2, \ldots, 2k + 1, \) \( p = 0, \ldots, \left\lfloor \frac{m}{k} \right\rfloor + 1, (m, p) \neq (2k + 1, 0), \) are as in (1) and (2), and only \( b_{k+1}(x_0) \) depends on \( x_0. \) Furthermore, \( d_{2k+1,0}(x_0) \) resp. \( d_{m,p}(x_0), m \geq 2k + 2, \) \( p = 0, \ldots, \left\lfloor \frac{m}{k} \right\rfloor + 1, \) are given as

\[
d_{2k+1,0}(x_0) := \int_0^1 \tilde{P}_{2k+1}(s) \, ds,
\]

\[
d_{m,p}(x_0) := \int_0^1 \tilde{Q}_{m,p}(s) \, ds, \quad m \geq 2k + 2, \quad p = 0, \ldots, \left\lfloor \frac{m}{k} \right\rfloor + 1,
\]

i.e., as mean values of 1-periodic functions \( \tilde{P}_{2k+1} \circ G \) and \( \tilde{Q}_{m,p} \circ G \) from (1), that is, as integrals over the period divided by the length of the period. In general, they depend on the initial condition \( x_0. \)

The proof of Theorem A is in Sect. 6.

Recall that the complex dimensions of a bounded set are defined as the set of poles of the corresponding distance zeta function, after it is meromorphically extended to all of \( \mathbb{C}. \) For details, see Definition 2.

**Theorem B** (Distance zeta functions and complex dimensions of orbits of general parabolic germs) Let \( f \in \text{Diff}(\mathbb{R}, 0) \) be an attracting parabolic germ in the formal class \((k, \rho), k \in \mathbb{N}, \rho \in \mathbb{R}, f(x) = x - ax^{k+1} + \cdots, a > 0. \) Let \( \mathcal{O}_f(x_0) \) be its orbit with initial point \( x_0 > 0. \) Then the distance zeta function \( \zeta_f(s) \) can be meromorphically extended to all of \( \mathbb{C}. \) More precisely, in any open right half-plane \( WM := \{ \text{Re} \, s > 1 - \frac{M}{k+1} \}, \) where \( M \in \mathbb{N}, M > k + 2, \) it is given as

\[
\zeta_f(s) = (1 - s) \sum_{m=1}^{k} \frac{a_m}{s - \left( 1 - \frac{m}{k+1} \right)} + (1 - s) \left( \frac{b_{k+1}(x_0)}{s} + \frac{a_{k+1}}{s^2} \right) + \]

\[
+ (1 - s) \sum_{m=k+2}^{M-1} \sum_{p=0}^{\left\lfloor \frac{m}{k} \right\rfloor + 1} \frac{(-1)^p \cdot c_{m,p}(x_0)}{(s - \left( 1 - \frac{m}{k+1} \right))^{p+1}} + g(s), \; s \in WM,
\]

(2.2)

where \( g(s) \) is holomorphic in \( WM. \)

Here, the coefficients are the same as in the distributional expansion (3) in Theorem A. More precisely, \( a_m, m = 2, \ldots, k, \) are the coefficients in front of \( \varepsilon^{\frac{m}{m+1}}, \)

\[
a_1 := 2^{\frac{1}{k+1}} a^{\frac{1}{k+1}} k^{\frac{k+1}{k}} k^{\frac{1}{k}} + 1, \]

and \( b_{k+1}(x_0) \) resp. \( a_{k+1} := 2 \rho^{\frac{k-1}{k}} \) are the coefficients in front of \( \varepsilon \) resp. \( \varepsilon \log \varepsilon \) in this expansion. Furthermore, \( c_{m,p}(x_0), m \geq k + 2, \) \( p = 0, \ldots, \left\lfloor \frac{m}{k} \right\rfloor + 1, \) are the coefficients in front of \( \varepsilon^{\frac{m}{m+1}} \log^p \varepsilon \) in expansion (3) of Theorem A. Up to \( \varepsilon^{\frac{2k+1}{m+1}}, \) they do not depend on the initial condition \( x_0. \)
Moreover, $\zeta_f(s)$ is languid\(^3\) in the polynomial sense for any screen given as a vertical line \(\text{Re} \, s = \beta\), where $\beta > 1 - \frac{M}{k+1}$, and the corresponding window \(\text{Re} \, s > \beta\).\(^4\)

Note that, by Theorem B, all of the poles of $\zeta_f(s)$ in the right half-plane $W_M$, for $M \in \mathbb{N}$, are given as:

$$\omega_m = 1 - \frac{m}{k+1}, \quad m = 1, \ldots, M - 1.$$

From Theorems A and B, we deduce the following Corollary. It enables one to see the formal class of a parabolic germ directly from its two complex dimensions and their principal parts. In this sense, it gives a partial answer to the question which has motivated this paper. Having obtained the full asymptotic expansion of the tube functions and having related its terms to the complex dimensions of the orbit, we hope, in the future, to be able to recover also the analytic class of a parabolic germ.

**Corollary 1** (Formal class of a parabolic germ from complex dimensions) Let $f \in \text{Diff}(\mathbb{R}, 0), f(x) = x - ax^{k+1} + o(x^{k+1}), a > 0$, be an attracting parabolic germ from the formal class $(k, \rho), k \in \mathbb{Z}, \rho \in \mathbb{R}$. Let $\zeta_f$ be the distance zeta function of its orbit $O_f(x_0), x_0 > 0$. Let $a_1$ and $a_{k+1}$ be as in (2.2). Then the formal class $(k, \rho)$ of $f$ can be seen explicitly from two complex dimensions of $O_f(x_0)$ and their principal parts:

1. the simple pole of $\zeta_f$ with largest real part, $\omega_1 = 1 - \frac{1}{k+1}$, and its residue:

$$\text{Res}(\zeta_f(s), \omega_1) = \frac{a_1}{k+1} = \frac{\frac{1}{2\pi i} a - \frac{i}{2\pi}}{k},$$

2. the double pole of $\zeta_f$ with largest real part, $\omega_{k+1} = 0$, and the residue:

$$\text{Res}(s \cdot \zeta_f(s), \omega_{k+1}) = a_{k+1} = 2\rho \frac{k - 1}{k}.$$

Theorem A is used in the proof of the main Theorem B. It gives a precise description of the oscillatory terms in the asymptotic expansion of the tube function $V_f$ of orbits of parabolic germs, thus refining the statement of [32, Theorem B]. It also describes the relation of those oscillatory terms to non-oscillatory terms of the asymptotic expansion of the continuous time tube function $V^c_f$ of orbits, defined by (1.6).

Both distributional asymptotic expansions of the tube function, introduced in [23, 29], and the asymptotic expansions of the continuous time tube function of orbits, introduced in [32], are continuations of the pointwise power-logarithmic asymptotic expansions of the tube function $V_f$ of orbits of parabolic germs, after it ceases to exist.

---

\(^3\) This means roughly that $|\zeta_f(\beta + i \tau)| \leq C|\tau|^\alpha$, for some $\alpha \geq 0$, as $|\tau| \to \infty$ inside a finite vertical strip, but the full definition of languidity is a little bit more technical. For details see [23, Definitions 5.1.3 and 5.3.9] and Definition 4.

\(^4\) The notions of the screen and the window are introduced in Definition 3 below.
in power-logarithmic scale due to presence of oscillations. This happens after first finitely many terms, see [38] and [39]. Note that the first term carrying an oscillatory term in statement (1) of Theorem A in the expansion of $V_f$ is of order $O(\varepsilon^{2-\frac{k}{k+1}})$, in accordance with the weaker statement of [32, Theorem B]. In Sect. 7 we show that, for simplest model parabolic germs from formal class $(k, \rho = 0), k \in \mathbb{N}$, the two expansions (distributional and continuous time) seem to be related by an explicit formula on their coefficients. The formula is proven in the case $k = 1$ in Proposition 11 and conjectured for $k \geq 2$.

The continuous time tube function may thus be considered as some sort of dynamical regularization of $V_f$. In Theorem A, we compare the two regularizations of the asymptotic expansion of $V_f$, as $\varepsilon \to 0$:

- the former given by the asymptotic expansion of $V^c_f$ (from [32]),
- the latter given by the distributional asymptotic expansion of $V_f$ (from [23]).

Moreover, in Sect. 7.2, we give an example of a model hyperbolic orbit for which these two regularizations are, unlike in the parabolic case, essentially different, in the sense that “resonant” oscillatory terms survive in the distributional expansion, while, at the same time, they do not appear in the expansion of $V^c_f(\varepsilon)$.

Theorem B establishes the existence of the meromorphic extension of the distance zeta function $\zeta_f(s)$ of orbits of general parabolic germs, and gives their complex dimensions and polynomial languidity bounds, without explicitly computing the distance zeta-functions. This is concluded using only the distributional expansion of tube functions $V_f(\varepsilon)$, as $\varepsilon \to 0^+$, given in Theorem A for general parabolic orbits. Theoretically, this approach represents an important advantage, since a direct computation of distance zeta functions of orbits of parabolic germs and the proof of their meromorphic extension is elaborate already in the model cases, as can be seen in Sects. 2.1 and 4.

It is even more difficult to obtain rational or polynomial languidity bounds necessary to be able to recover the (distributional) asymptotics of the tube function $V_f(\varepsilon)$, as $\varepsilon \to 0^+$, from the complex dimensions of $O_f(x_0)$, as explained in [23, §5.3.2–5.3.3, esp., Thms. 5.3.16 and 5.3.21] or [27]. Here, the existence of polynomial languidity bounds follows theoretically from Theorem B. Therefore, this theoretical importance aside, another way of using Theorem B is the following. Assume, for instance, that one is able to obtain a meromorphic extension of the zeta function of one particular parabolic orbit in some way, and from this extension one finds the complex dimensions of the orbit. One then already knows that they will, indeed, be the co-exponents (i.e. dimension of the ambient space minus the exponents) that appear in the (pointwise or distributional) asymptotics of the tube function $V_f(\varepsilon)$, the existence of which is guaranteed by Theorem A. This conclusion follows without the difficult task of first proving the languidity bounds on the fractal zeta function because they are already guaranteed by Theorem B. Indeed, the coefficients appearing in the distributional asymptotics in Theorem A may be rather difficult to compute directly, but can be obtained more easily from the residues at the corresponding complex dimensions. This approach was used in the model case, see Proposition 3 below and its proof in Sect. 4. For more details, see Remark 12.
By Theorems A and B, the distributional asymptotic expansions of the tube functions and the collection of complex dimensions and corresponding principal parts of orbits of parabolic germs carry the same information, as stated in the following corollary.

**Corollary 2** For orbits of general parabolic germs from \( \text{Diff}(\mathbb{R}, 0) \), there is a one-to-one correspondence between: on one hand, the distributional asymptotics of tube functions of their orbits and, on the other hand, the collection of poles (the complex dimensions) and their corresponding principal parts of the meromorphic extensions of distance zeta functions of their orbits.

**Proof** Both the distributional asymptotic expansions of the tube functions of orbits of parabolic germs and the meromorphic extensions to all of \( \mathbb{C} \) of their distance zeta functions exist by Theorems A (3) and Theorem B. The statement of the Corollary follows directly by (2.2) in Theorem B and Theorem A (3). \( \square \)

Next we state Theorem C which is used directly in the proof of Theorem B but is also of independent interest in the theory of complex dimensions. Therefore we state it here in the full generality, for arbitrary bounded subsets of \( \mathbb{R}^N \).

**Theorem C** Let \( A \subseteq \mathbb{R}^N \) be a bounded set such that, for some \( m \in \mathbb{N}_0 \), the \( m \)-th primitive\(^5\) of the function \( \varepsilon \mapsto V_A(\varepsilon) \), denoted by \( V_A^{[m]}(\varepsilon) \), has the following asymptotics, for some \( I \in \mathbb{N} \):

\[
V_A^{[m]}(\varepsilon) = \sum_{i=1}^{I} \varepsilon^{\alpha_i + m} \cdot M_i \cdot P_i(-\log \varepsilon) + O(\varepsilon^{\alpha_I + \gamma + m}), \tag{2.3}
\]

as \( \varepsilon \to 0^+ \), for some \( 0 < \alpha_1 < \alpha_2 < \cdots < \alpha_I, \gamma > 0 \), and some constants \( M_i \in \mathbb{R} \). Here, \( P_i \) denote arbitrary monic\(^6\) polynomials with real coefficients and we let \( n_i \in \mathbb{N}_0 \) denote their respective degrees.

Then, the distance zeta function \( \zeta_A(s) \) of the set \( A \) is meromorphic in the right open half-plane \( \{ \text{Re} \, s > N - \alpha_I - \gamma \} \) and given by:

\[
\zeta_A(s) = (N - s)_{m+1} \sum_{i=1}^{I} \delta^{s-N+\alpha_i} \sum_{j=0}^{n_i} \frac{M_i \cdot P_i^{(j)}(-\log \delta)}{(s - N + \alpha_i)^{j+1}} + R(s), \tag{2.4}
\]

where \( R \) is holomorphic in \( \{ \text{Re} \, s > N - \alpha_I - \gamma \} \) and given by

\[
R(s) = M \sum_{n=0}^{m} (N - s)^n \delta^{s-N-n} V_A^{[n]}(\delta) + \int_{0}^{\delta} t^{s-1} O(t^{-\alpha_I - \gamma}) \, dt,
\]

and \( M := \sum_{i=1}^{I} M_i \).

---

\(^5\) The \( m \)-th primitive function \( V_A^{[m]} \) of \( \varepsilon \mapsto V_A(\varepsilon) \) is precisely defined in (6.3). In the sequel, we will call \( V_A^{[m]} \) the \( m \)-th primitive tube function of the set \( A \), as in [23].

\(^6\) the coefficient of the leading monomial equal to 1
Finally, the distance zeta function $\zeta_A(s)$ is languid in the polynomial sense for any screen given as a vertical line $\{\Re s = \beta\}$ where $\beta > N - \alpha_1 - \gamma$ and the corresponding window $\{\Re s > \beta\}$.

Here, for $x \in \mathbb{C}$ and $m \in \mathbb{N}$,

$$(x)_m := x(x + 1)(x + 2) \cdots (x + m - 1),$$

denotes the rising factorial, with the convention $(x)_0 := 1$. Note that $(x)_m = \frac{\Gamma(x+m)}{\Gamma(x)}$ and is also known as the Pochhammer symbol.

Note that Theorem C is stated for standard distance zeta functions of sets defined in (1.1), not for their cut-off counterparts (1.2) that we use in this paper for convenience for orbits of parabolic germs.

The choice of $\delta > 0$ in Theorem C is non-essential, in the sense that changing $\delta > 0$ amounts to adding an entire function. This is not immediately clear from (2.4), but is a theoretical fact stemming from the same ambiguity in the definition of the distance zeta function (1.1), which is clear from the proof of Theorem C in Sect. 8.1, in particular from the proof of Lemma 14. For instance, we may let $\delta = 1$ to get a nicer formula (2.4). However, the change in $\delta > 0$ can, in general, affect the languidity of $\zeta_A$ so we state the theorem here in full generality. In some applications, one may have to choose $\delta > 0$ differently in order to obtain better languidity conditions.

If (2.3) holds with $m = 0$ and $n_1 = 0$, then the constant $M_1$ is the Minkowski content of $A$ and $N - \alpha_1$ is its box dimension, $\dim_B A$. In general, the $(n_1 + 1)$-th order pole $N - \alpha_1$ of $\zeta_A$ in (2.4), which is the rightmost pole of $\zeta_A$, equals to the upper Minkowski (or box) dimension of $A$, i.e., $\dim_B A = N - \alpha_1$. Indeed, the upper box dimension of a set $A$ is equal to the abscissa of convergence of $\zeta_A$; see [23, Theorem 2.1.11]. See also Remark 10 in which we briefly discuss the generalized gauge Minkowski content in connection to Theorem C.

Note that the assumption (2.3) in Theorem C, by Proposition 9 in Sect. 6, implies the following weaker distributional asymptotics of $\varepsilon \mapsto V_A(\varepsilon)$:

$$V_A(\varepsilon) = \mathcal{D} \sum_{i=1}^{I} \varepsilon^{\alpha_i} Q_i(- \log \varepsilon) + O(\varepsilon^{\alpha_i+\gamma}), \ \varepsilon \to 0^+, \varepsilon \to 0^+,$$

where $Q_i$ denote some polynomials of degree $n_i$, $i = 1, \cdots, I$, which can be explicitly expressed by $\alpha_i$, $M_i$, $P_i$ from (2.3), $i = 1, \cdots, I$. This follows from the fact that $rac{d^m}{d \varepsilon^m}(\varepsilon^{\alpha_i+m} \cdot M_i \cdot P_i(- \log \varepsilon)) = \varepsilon^{\alpha_i} Q_i(- \log \varepsilon)$. Note that pointwise asymptotics of the above type is not implied by (2.3).

### 2.1 Model parabolic germs

In this subsection we present a model case in which the distance zeta function can be computed explicitly. We consider the model parabolic diffeomorphisms

$$f_0(x) = \exp \left( - x^{k+1} \frac{d}{dx} \right) \cdot \text{id},$$
whose formal invariants are: multiplicity \( k \in \mathbb{N} \) and the residual invariant \( \rho = 0 \). In this model case we are able to directly compute the distance zeta function \( \zeta_{f_0}(s) \), as well as determine the complex dimensions, of its orbit. These cases are simple since we can use the theory of shifted \( a \)-strings for meromorphic extensions of distance zeta functions of their orbits to all of \( \mathbb{C} \). Additionally, since \( \rho = 0 \), by proofs in Sect. 6, there are no logarithmic terms in the asymptotic expansion of the continuous time tube function \( \varepsilon \mapsto V_f^c(\varepsilon) \) nor in the distributional asymptotic expansion of \( \varepsilon \mapsto V_f(\varepsilon) \), as \( \varepsilon \to 0^+ \), in Theorem A. Only power terms of the type \( \varepsilon^{k+1} \), \( i \in \mathbb{N} \), are present.

Let \( \zeta(s, q) \), \( q > 0 \), denote the Hurwitz zeta function:

\[
\zeta(s, q) := \sum_{j=0}^{\infty} \frac{1}{(j+q)^s}, \quad \text{Re} s > 1. \tag{2.5}
\]

It admits an analytic extension to \( \mathbb{C} \setminus \{1\} \). At \( s = 1 \), it has a simple pole, with \( \text{Res}(\zeta(s, q), 1) = 1 \). Moreover, \( \zeta(0, q) = \frac{1}{2} - q \). See e.g. [1].

**Proposition 3** (Meromorphic extension of distance zeta functions for model orbits, \( k \geq 1 \)) Let \( \zeta_{f_0}(s)^7 \text{Re}(s) > \frac{k}{k+1} \), denote the distance zeta function of an orbit \( \mathcal{O}_{f_0}(x_0) \) of a model parabolic germ \( f_0 \) belonging to the formal class \( (k, \rho = 0) \), \( k \in \mathbb{N} \), as defined by (1.2).

1. The distance zeta function \( \zeta_{f_0}(s) \) can be meromorphically extended to all of \( \mathbb{C} \). The poles of \( \zeta_{f_0}(s) \) are located at \( \frac{k}{k+1} \) and at (a subset of) the set of points \( \frac{-mk}{k+1} \), \( m \in \mathbb{N}_0 \), and they are all simple. In particular, the Minkowski (box) dimension of \( \mathcal{O}_{f_0}(x_0) \) is \( D = \frac{k}{k+1} \), and this is the only pole of \( \zeta_{f_0}(s) \) with a positive real part. More precisely, for \( M \in \mathbb{N}_0 \), \( \zeta_{f_0}(s) \) can be expressed as a sum of Hurwitz zeta functions in the following sense:

\[
\zeta_{f_0}(s) = 2^{1-s} \frac{1}{s} \sum_{n=0}^{M} \tilde{Z}_k(s, n) \zeta \left( \frac{k+1}{k} s + n, \frac{1}{kx_0} \right) + R(s),
\]

where \( R(s) \) is defined and holomorphic for \( \text{Re} s > -\frac{Mk}{k+1} \). Moreover, for every \( \gamma > 0 \), \( R(s) = O(|s|^M) \), as \( |s| \to +\infty \) in \( \{s \in \mathbb{C} : \text{Re}(s) \geq -\frac{Mk}{k+1} + \gamma\} \). The functions \( \tilde{Z}_k(s, n), n = 0, \ldots, M \), are entire and given by:

\[
\tilde{Z}_k(s, n) := k^{-\frac{k+1}{k}s} \sum_{m=0}^{n} (-k)^m \binom{s}{m} \sum_{i=0}^{m} (-1)^i \binom{m}{i} \sum_{j=0}^{i} (-k)^{-j} \binom{i}{j} \left( \frac{i-m}{n+m-j} \right).
\tag{2.6}
\]

In particular, \( \tilde{Z}_k(s, 0) = k^{-\frac{k+1}{k}s^}. \)

---

Note that \( \dim_B \mathcal{O}_{f_0}(x_0) = \frac{k}{k+1} \), see e.g. [10]. Therefore, \( \zeta_{f_0}(s) \) given by formula (1.2) is well-defined and analytic for \( \text{Re}(s) > \frac{k}{k+1} \).
2. For any screen chosen as a vertical line \( \{ \text{Re } s = \sigma \} \) with fixed abscissa \( \sigma \in (-M^k_{k+1}, -(M-1)^k_{k+1}] \), \( \zeta_{f_0}(s) \) is super languid\(^8\) with exponent \( \kappa_{f_0} = M \).

The proof of Proposition 3 is in Sect. 4.2.

As a special case, for \( k = 1 \), we obtain the following formal expression for the distance zeta function \( \zeta_{f_0} \):

\[
\zeta_{f_0}(s) \sim \frac{2^{1-s}}{s} \sum_{r=0}^{\infty} \binom{-s}{r} \zeta(2s + r, x_0^{-1}),
\]

from which we can see the poles of \( \zeta_{f_0}(s) \), i.e., the complex dimensions of the orbit \( O_{f_0}(x_0) \). Indeed, the only pole of the Hurwitz zeta function is at \( s = 1 \), with residue equal to 1. Therefore, \( \zeta_{f_0} \) has possible simple poles at \( w_r = \frac{1}{2}(1 - r) \), \( r \in \mathbb{N}_0 \). It can be shown that the integer poles \( w_r \) (except \( w_1 = 0 \)) have zero residues, since, in these cases, the binomial coefficient \( \binom{-w_r}{r} \) is zero, and we have a zero-pole cancellation in (2.7).

Therefore, \( \zeta_{f_0} \) has simple poles at \( \omega_m := \frac{1}{2} - m \), \( m \in \mathbb{N}_0 \), and at \( \omega_{1/2} := 0 \), with non-zero residues\(^9\):

\[
\text{Res}(\zeta_{f_0}, \omega_m) = \left( m - \frac{1}{2} \right) \frac{2^{1/2+m}}{1 - 2m}, \quad m \in \mathbb{N}_0, \quad \text{and} \quad \text{Res}(\zeta_{f_0}, 0) = 1 - 2x_0^{-1}.
\]

This also shows that the set of complex dimensions is exactly

\[
\dim \mathbb{C}(O_{f_0}(x_0)) = \{ \omega_{1/2} \} \cup \{ \omega_m : m \in \mathbb{N} \}.
\]

In the case \( k = 1 \), we also show directly, that is, without relying on Theorem B, that \( \zeta_{f_0} \) satisfies appropriate polynomial languidity estimates. These estimates are even negative power estimates (so-called rational) if we restrict the domain of \( \zeta_{f_0} \) to a closed vertical strip contained in \( \{ \text{Re } s > 0 \} \); see Proposition 4 and Corollary 5.

For detailed computations in the case \( k = 1 \), see Sect. 4.1.

3 Auxiliary definitions

Let \( f \in \text{Diff}(\mathbb{R}, 0) \) be an attracting germ tangent to the identity,

\[
f(x) = x - ax^{k+1} + o(x^{k+1}), \quad a > 0,
\]

and let \( O_f(x_0), x_0 > 0 \), be an orbit in the basin of attraction.

We denote the fractal string generated by the orbit \( O_f(x_0) \) by:

\[
\mathcal{L}_f := \mathcal{L}_{f, x_0} := \{ \ell_j : j \in \mathbb{N} \}.
\]

\(^8\) For the precise definition of the screen and the super languidity, see Sect. 3 below.

\(^9\) Note also that for \( r > 0 \) the pole at zero is canceled by the factor \( \binom{-r}{r} \) so that the only component of the residue comes from \( 2 \cdot \zeta(0, x_0^{-1}) = 1 - 2x_0^{-1} \).
Here, \( \ell_j := f^{o(j-1)}(x_0) - f^{o j}(x_0), \ j \in \mathbb{N}, \) are consecutive distances between points of the orbit. We will use the abbreviated notation \( \mathcal{L}_f \) whenever there is no ambiguity. By \( \zeta_{\mathcal{L}_f} \) we denote the geometric zeta function of the fractal string \( \mathcal{L}_f \):

\[
\zeta_{\mathcal{L}_f}(s) := \sum_{j \in \mathbb{N}} \ell_j^s, \quad \text{Re } s > \frac{k}{k+1}. \tag{3.2}
\]

Indeed, \( f^{o j}(x_0) \sim j^{-\frac{1}{k}} \), \( \ell_j \sim j^{-\frac{1}{k}-1} \), as \( j \to \infty \), so the series (3.2) converges for \( \text{Re } s > \frac{k}{k+1} \). For the precise definition of a fractal string and its geometric zeta function, see e.g. [28, 29].

We reiterate here more precisely the definition (1.2) of the distance zeta function of an orbit \( O_f(x_0) \).

**Definition 1 (Distance zeta function of an orbit \( O_f(x_0) \))** The distance zeta function of the orbit \( O_f(x_0) \) is defined by:

\[
\zeta_f(s) := \int_0^{x_0} d(x, O_f(x_0))^{s-1} \, dx, \quad \text{Re } s > \text{dim}_B O_f(x_0). \tag{3.3}
\]

It was proven in [23, 24] that the integral (3.3) converges absolutely for \( \text{Re } s > \text{dim}_B O_f(x_0) \), which is by e.g. [10] known to be equal to \( \frac{k}{k+1} \) in the present parabolic case. Hence, it defines an analytic function on the open half-plane \( \{ \text{Re } s > \frac{k}{k+1} \} \).

Definition (3.3) arises from (1.1) for \( N = 1 \), where we let \( A := O_f(x_0) \subseteq \mathbb{R} \). Moreover, we integrate over the segment \([0, x_0]\) instead of over \( A_\delta \), as was the case in (1.1). The reason behind it is that \( \delta > 0 \) in (1.1) can be chosen arbitrarily. Therefore, we first choose \( \delta \) large enough so that \([0, x_0] \subseteq A_\delta = (-\delta, x_0 + \delta) \) (e.g. \( \delta := 1 \), since \( x_0 < 1 \)). Then we discard the left- and right- end intervals of \( A_\delta \), i.e., we discard \((-\delta, 0) \cup (x_0, x_0 + \delta)\), since these parts, on one hand, do not give any interesting fractal information about the set \( A \) and, on the other hand, we obtain much nicer formulas and a more straightforward connection with the geometric zeta function \( \zeta_{\mathcal{L}_f} \). It is straightforward to check the following functional equation connecting definition (3.3) to the standard definition of the distance zeta function \( \zeta_{O_f(x_0)} \) of \( O_f(x_0) \):

\[
\zeta_{O_f(x_0)}(s) - \zeta_f(s) = \frac{2\delta^s}{s}, \quad \text{Re } s > \text{dim}_B O_f(x_0), \tag{3.4}
\]

whenever \( \delta \geq (x_0 - f(x_0))/2 \).

By [23, Example 2.1.58 and Corollary 2.1.61], \( \zeta_{\mathcal{L}_f} \) and \( \zeta_f \) are related by a simple functional equation which the reader can also check easily by direct integration:

\[
\zeta_f(s) = \frac{2^{1-s}}{s} \zeta_{\mathcal{L}_f}(s), \quad \text{Re } s > \text{dim}_B O_f(x_0). \tag{3.5}
\]

\[\text{Note that the definition of } \zeta_f \text{ can be also explained in the more general context of relative fractal drums or in short RFDs and it is in fact the distance zeta function of the relative fractal drum } (O_f(x_0), [0, x_0]) \text{ in the terminology of [23, Chapter 4]; see also [23, \S 5.5.3 and Proposition 5.5.4].}\]
For more on fractal zeta functions of compact sets and relative fractal drums, see e.g. [23, 29].

**Definition 2** (Complex dimensions) Let \( A \subset \mathbb{R}^N \) be bounded and assume that its distance zeta function \( \zeta_A(s) \) has a meromorphic extension to all of \( \mathbb{C} \). Then the set of poles of \( \zeta_A \) is called the set of complex dimensions of \( A \) and denoted by \( \text{dim}_C A \).

If one cannot extend \( \zeta_A(s) \) to all of \( \mathbb{C} \) or wishes to work only with a subset of all of the complex dimensions of \( A \), one uses the following terminology.

**Definition 3** (The window, the screen and the visible complex dimensions) Let \( A \subset \mathbb{R}^N \) be bounded and assume that \( \zeta_A(s) \) has a meromorphic extension to the open right half-plane \( W \subseteq \mathbb{C} \), which contains the half-plane of absolute convergence of \( \zeta_A \). Then the set of visible complex dimensions is defined as the set of poles of \( \zeta_A \) contained in \( W \) and is denoted by \( P(\zeta_A, W) \).

The open right half-plane \( W \) is called the window and its left edge consisting of a vertical line is called the screen.\(^{11}\)

By [23], under mild hypotheses on the set \( A \subset \mathbb{R}^N \), the unique complex dimension with maximal real part is equal to \( \text{dim}_B A \), and its residue is equal to the Minkowski content of \( A \), \( M(A) \), modulo a multiplicative constant.

**Remark 2** In our context, Definitions 2 and 3 have their exact analogues if one replaces \( \zeta_{\mathcal{O}_f(x_0)} \) by \( \zeta_f \), since, by the functional equation (3.4), the only changes that occur are in the pole at zero. Furthermore, an analog comment applies to replacing \( \zeta_f \) by \( \zeta_{L_f} \), in which case the order of the pole at zero changes and an explicit change occurs at the principal parts of other poles, but not in their orders, as can be seen from the functional equation (3.5). Therefore, throughout the paper, we will use the notion of complex dimensions, the screen and the window in terms of \( \zeta_f \).

Next, we introduce the technical growth properties of the distance zeta function which are needed to reconstruct the pointwise or distributional asymptotics (introduced below at the end of this section) of the tube function \( V_f(\varepsilon) \) directly from the complex dimensions of the orbit \( \mathcal{O}_f(x_0) \). These are called languidity conditions in [23, 29] (see especially [23, Definitions 5.1.3 and 5.3.9]). In order to keep the presentation clear, here we impose stronger, but less technical conditions, called super languidity, which will suffice for our needs.

**Definition 4** (Super languidity) Let \( \zeta_f(s) \) be the distance zeta function given by (3.3). Let \( W \subseteq \mathbb{C} \) be a window, with the corresponding screen \( S = \partial W = \{ \text{Re} s = \alpha \} \), for some \( \alpha \in \mathbb{R} \) such that \( \alpha < \text{dim}_B \mathcal{O}_f(x_0) \).

We say that \( \zeta_f \) is super languid with the super languidity exponent \( \kappa_f \in \mathbb{R} \) for the screen \( S \) (or: in the closed strip \( \{ \alpha \leq \text{Re} s \leq \beta \} \)) if there exists \( \beta \in \mathbb{R} \), \( \beta > \text{dim}_B \mathcal{O}_f(x_0) \), such that

\[
|\zeta_f(s)| = O(|\text{Im} s|^{\kappa_f}), \quad |s| \rightarrow +\infty,
\]

\(^{11}\) The window and the screen are usually defined in a more general way, but the above definition will suffice for our needs here; for more details see [23, §2.1.5] or [29].
uniformly in the closed strip \( \{ \alpha \leq \text{Re} s \leq \beta \} \).\(^{12}\)

In other words, super languidity guarantees, at most, uniform polynomial growth in vertical strips (the case when \( \kappa_f \geq 0 \)) or uniform rational decay (when \( \kappa_f < 0 \)), as the imaginary part grows by absolute value to \(+\infty\). The theory of [23, Chapter 5] then gives a way to reconstruct the pointwise asymptotics, in case of rational decay, or the distributional asymptotics, in case of polynomial growth, of the tube function \( V_f(\varepsilon) \), as \( \varepsilon \to 0^+ \).

In the above definition, the super languidity exponent \( \kappa_f \) depends on the screen, i.e., on the value of \( \alpha \) and on the value of \( \beta \) but the dependence on \( \beta \) is not so important because it can be controlled more easily.\(^{13}\) On the other hand, the dependence on \( \alpha \) is crucial and usually not easy to obtain.

More specifically, \( \kappa_f \) grows larger the more we push the screen to the left, i.e., as the value of \( \dim_B \mathcal{O}_f(x_0) - \alpha \) becomes larger. Furthermore, if one denotes the critical value of the screen, when the languidity exponent becomes zero, by \( \{ \text{Re}(s) = \alpha_0 \} \).

Then, all of the complex dimensions of \( \mathcal{O}_f(x_0) \) that have real part strictly greater than \( \alpha_0 \) generate pointwise terms in the asymptotics of \( V_f(\varepsilon) \), as \( \varepsilon \to 0^+ \). The smaller the real part of a particular complex dimension, the higher is the asymptotic order of the term that the particular complex dimension generates in the asymptotics. Furthermore, if we can find a screen \( \{ \text{Re}(s) = \alpha_1 \}, \alpha_1 < \alpha_0 \) (i.e., we push the left edge from \( \alpha_0 \) to \( \alpha_1 \)), for which \( \zeta_f \) is languid with \( \kappa_f \geq 0 \), then all of the complex dimensions of \( \mathcal{O}_f(x_0) \) that have real part strictly grater than \( \alpha_1 \) and smaller than or equal to \( \alpha_0 \) will, in general, generate terms in the asymptotics of \( V_f(\varepsilon) \), as \( \varepsilon \to 0^+ \), only in the distributional sense. For the definition of the distributional asymptotics, see the end of the section. As we will show in the case of model parabolic germs, by combination of Proposition 3 and Theorem A, some of distributional terms may be actually pointwise, see Remark 6 in Sect. 5. This fact cannot be deduced directly from the theory of [23], but is shown here by exact computation of the pointwise and distributional asymptotics of \( V_f(\varepsilon) \) in Theorem A.

**Remark 3** The above definition extends directly to general distance zeta functions of bounded sets or even to general meromorphic functions defined on closed vertical strips. Moreover, we will often use the following facts that can be easily checked. Namely, if two meromorphic functions \( \zeta_1 \) and \( \zeta_2 \) are super languid on the same closed vertical strip \( H \subset \mathbb{C} \) with exponents \( \kappa_1 \) and \( \kappa_2 \), then the function \( \zeta_1 \cdot \zeta_2 \) is also super languid on the same strip \( H \) with exponent \( \kappa := \kappa_1 + \kappa_2 \). Furthermore, if \( a, b \in \mathbb{C} \), then the linear combination \( a\zeta_1 + b\zeta_2 \) is super languid on the same strip \( H \) with exponent \( \kappa := \max\{\kappa_1, \kappa_2\} \).

Finally, let us recall the standard notion of the *distributional asymptotics*. Let

\[
\mathcal{S}(0, \delta) = \{ \varphi \in C^\infty(0, \delta) : t^m \varphi^{(q)}(t) \to 0, \ t \to 0^+ \}.
\]

\(^{12}\) It is straightforward to check that super languidity implies languidity in the sense of [23, Definitions 5.1.3 and 5.3.9] Note also that in [23], for the distance zeta function, the notion is actually called \( d \)-languidity, in order to distinguish when one refers to the languidity of the tube zeta function \( \zeta_A \) as opposed to the languidity of the distance zeta function \( \zeta_A \).

\(^{13}\) Compare with [23, Definitions 5.1.3 and 5.3.9] where \( \beta \) is refered to as the constant \( c \).
be the space of *Schwartz test-functions* on the interval \((0, \delta)\). Its dual space of linear continuous functionals on \(S(0, \delta)\) is called the space of *Schwartz distributions* and denoted by \(S'(0, \delta)\). Continuous functions \(f \in C([0, \delta])\) may be considered as belonging to the class \(S'(0, \delta)\), by identifying \(f\) with the functional \(T_f\) given by

\[
T_f(\phi) = \int_0^\delta f(t)\phi(t)\,dt,
\]

for every Schwartz function \(\phi \in S(0, \delta)\) extended by zero on \((0, +\infty)\), see [23, 28]. By \(\sim_D\), we denote the asymptotic expansion *in the sense of Schwartz distributions*. It is straightforward to show that classical asymptotics of a continuous function induce distributional asymptotics of the corresponding regular distribution, but the converse is not true.

### 4 Proof of Proposition 3

First, in Sect. 4.1, we prove only the special case \(k = 1\) of Proposition 3, while in Sect. 4.2, we prove Proposition 3 in full generality, i.e., for \(k \geq 1\). The main idea is using the *shifted a-string method*. The case \(k = 1\) is indeed just a special case, however, we first describe and prove it in Sect. 4.1 by a different and more intuitive method of meromorphic extension, which seems, unfortunately, not applicable in the general case. Finally, in Sect. 4.3, we apply yet another method of meromorphic extension for \(k = 1\), the *Mellin-Barnes method*, which has an advantage of giving better languidity estimates but also seems not to be easily generalized to the case \(k \geq 1\).

**Remark 4** (Parabolic orbits asymptotically form \(\frac{1}{k}\)-strings) For a parabolic germ \(f\) of multiplicity \(k \in \mathbb{N}\), the following asymptotics of iterates holds; see, e.g., [10, 38]:

\[
f^{on}(x_0) \sim n^{-\frac{1}{k}}, \quad n \to \infty.
\]

The *approximate* distances between consecutive points, as \(n \to \infty\), are \(n^{-\frac{1}{k}-1}\). They form an approximate *a-string* of the *a-string* \(L := \{n^{-\frac{1}{k}} : n \in \mathbb{N}\}\), where \(a = \frac{1}{k}\), as in [29]. The results about zeta-functions and distributional asymptotics for

---

14 Every derivative has faster than power decay at interval endpoints.

15 The distances \(n^{-\frac{1}{k}} - (n + 1)^{-\frac{1}{k}} \sim n^{-1-\frac{1}{k}}, \; n \to \infty\), between the approximate consecutive points of the orbit form a standard \(a\)-string, while the true distances between consecutive points, i.e., \(f^{on}(x_0) - f^{on+1}(x_0)\), form a shifted \(\frac{1}{k}\)-string, which is introduced in Sect. 4.2 and slightly generalizes the notion of the \(\frac{1}{k}\)-string from [29].
\( \frac{1}{k} \)-strings are already known from [23, 29]. In [29, Theorem 6.21], the geometric zeta function of the \( \frac{1}{k} \)-string,

\[
\zeta_L(s) := \sum_{j \in \mathbb{N}} n^{-s \frac{k}{k+1}},
\]

was shown to converge absolutely in the half-plane \( \{ \text{Re} \, s > \frac{k}{k+1} \} \), and it was meromorphically extended to \( \mathbb{C} \), thus revealing complex dimensions of the \( \frac{1}{k} \)-string and their residues.

Let \( \Omega := \{ n^{-\frac{1}{k}} : n \in \mathbb{N} \} \). The geometric zeta function of \( \frac{1}{k} \)-string \( \zeta_L \) of \( L \) is then related to the distance zeta function \( \zeta_\Omega \) of the set \( \Omega \) by a simple formula [23]:

\[
\zeta_\Omega(s) = \frac{2^{1-s}}{s} \zeta_L(s) + \frac{2\delta^s}{s}, \quad \text{Re} \, s > \frac{k}{k+1},
\]

where one chooses \( \delta > 1 \).

Moreover, it was shown, by the theory of geometric zeta functions and their languidity estimates, that the inner epsilon-neighborhood, \( |\Omega \cap [0, 1]| \), admits the following distributional asymptotic expansion, see [29, Example 8.1.2]:

\[
|\Omega \cap [0, 1]| \sim_D a_0(k) e^{\frac{1}{k+1}} + \sum_{j=1}^{\infty} a_j(k) \cdot \text{Res} \left( \zeta_L, -j \frac{k}{k+1} \right) e^{1+j \frac{k}{k+1}}, \quad \varepsilon \to 0^+,
\]

where \( a_j(k) \in \mathbb{R} \), \( j \in \mathbb{N}_0 \).

In the rest of this section we compute precisely the distance zeta functions for orbits of model germs from the formal class \( k \in \mathbb{N} \) and \( \rho = 0 \), without approximating heuristically by the \( \frac{1}{k} \)-strings as above, but working directly with the exact fractal string generated by the orbit \( O_f(x_0) \). This brings us, in the proof of Proposition 3 in Sect. 4.2, to the method of \textit{shifted a-strings} introduced in this paper which slightly generalize the \( a \)-string method from [29, §6.5.1].

Furthermore, we meromorphically extend the distance zeta function of the orbit to all of \( \mathbb{C} \), and use it later in Sect. 5 to obtain explicit formulas for the distributional expansion of its tube function.

Note that the explicit computations shown in Sects. 4 and 5 are elaborate even in the model cases. In the case of general tangent to the identity diffeomorphisms \( f(x) = x + o(x) \), non-model and belonging to a general formal class \( (k, \rho) \), \( k \in \mathbb{N} \), \( \rho \in \mathbb{R} \), we show in Theorem B theoretically the existence of the meromorphic extension of distance zeta functions of their orbits to all of \( \mathbb{C} \). We also describe their complex dimensions in terms of coefficients appearing in the generalized asymptotics of their tube function \( V_f(\varepsilon) \), established in Theorem A.
4.1 The case $k=1$

Let $f_0 \in \text{Diff}(\mathbb{R}, 0)$ be a model germ for $k=1$ and $\rho = 0$:

$$f_0(x) = \frac{x}{1+x} = x(1 - x + x^2 + o(x^2)), \ x \to 0. \quad (4.1)$$

Let $x_0 \in (0, 1)$ and let $O_{f_0}(x_0)$ be the (attracting) orbit of $f_0$ with initial point $x_0$. Let, as in (3.1), $L_{f_0} = \{\ell_j : j \in \mathbb{N}\}$ be the fractal string generated by $O_f(x_0)$. Here,

$$\ell_j := f_0^{\circ j}(x_0) - f_0^{\circ (j+1)}(x_0) = g_0(f_0^{\circ j}(x_0)),$$

where

$$g_0(x) := x - f_0(x) = \frac{x^2}{1 + x}.$$ 

One can easily obtain by induction that

$$f_0^{\circ j}(x) = \frac{x}{1 + jx}, \ j \in \mathbb{N}_0.$$ 

Consequently,

$$\ell_j = g\left(\frac{x_0}{1 + jx_0}\right) = \frac{x_0^2}{(1 + jx_0)(1 + (j + 1)x_0)} = \frac{1}{(j + x_0^{-1})(j + 1 + x_0^{-1})}, \ j \in \mathbb{N}.$$ 

The geometric zeta function $\zeta_{L_{f_0}}$ is now given as the Dirichlet series:

$$\zeta_{L_{f_0}}(s) := \sum_{j=0}^{\infty} \ell_j^s = \sum_{j=0}^{\infty} \frac{1}{(j + x_0^{-1})^s(j + 1 + x_0^{-1})^s}. \quad (4.2)$$

The series is obviously absolutely convergent for all $s \in \mathbb{C}$ such that $\text{Re} \, s > 1/2$, and divergent if $\text{Re} \, s \leq 1/2$, since the terms in the sum are asymptotic to $j^{-2s}$, as $j \to \infty$.

By the theory of fractal zeta functions, the critical value $1/2$ is equal to the box dimension $\dim_B O_{f_0}(x_0)$. Furthermore, $\zeta_{L_{f_0}}$ is a holomorphic function in the open right-half plane $\{\text{Re} \, s > 1/2\}$, see [29, Theorem 1.10] or [23, §2.1.4].

We first provide a heuristics for extending $\zeta_{L_{f_0}}(s)$ meromorphically. Then we justify this heuristics in Proposition 4, where we obtain the meromorphic extension of the geometric zeta function $\zeta_{L_{f_0}}(s)$ to all of $\mathbb{C}$. As a direct consequence of the functional equation (3.5), this implies the meromorphic extension of the distance zeta function $\zeta_{f_0}$ to whole $\mathbb{C}$ in Corollary 5.

A heuristics behind the meromorphic extension of $\zeta_{L_{f_0}}$ to all of $\mathbb{C}$. 
Heuristically, we obtain the meromorphic extension of (4.2) from \( \{ \text{Re } s > 1/2 \} \) to \( \mathbb{C} \) by using the binomial series expansion. Introducing a shorthand

\[
X := x_0^{-1},
\]

we have

\[
\ell_j = \frac{1}{(j + X)(j + 1 + X)} = \frac{1}{(j + X)^2} \cdot \left( 1 + \frac{1}{j + X} \right)^{-1}.
\]

Therefore,

\[
\ell_j^s = \frac{1}{(j + X)^{2s}} \cdot \left( 1 + \frac{1}{j + X} \right)^{-s} = \sum_{m=0}^{\infty} \binom{-s}{m} \frac{1}{(j + X)^{2s+m}}.
\]

Heuristically, we recover (2.7) as:

\[
\zeta_{L_{f_0}}(s) = \sum_{j=0}^{\infty} \ell_j^s \sim \sum_{m=0}^{\infty} \binom{-s}{m} \zeta(2s + m, X),
\]

where \( \zeta(s, q) \) is the Hurwitz zeta function introduced in (2.5). Note that \( \sim \) is not mathematically rigorous, due to formal change of the order of summation.

We show in the following proposition that the above heuristics is indeed mathematically justified.

**Proposition 4** (Meromorphic extension of the geometric zeta \( \zeta_{L_{f_0}}(s) \) for \( k = 1 \)) Let \( f_0 \) be the model germ as in (4.1), and let \( \mathcal{O}_{f_0}(x_0) \) be its orbit.

1. For any fixed \( M \in \mathbb{N} \), the geometric zeta function \( \zeta_{L_{f_0}}(s) \) has a meromorphic extension to the open half plane \( \{ \text{Re } s > -M/2 \} \), given by:

\[
\zeta_{L_{f_0}}(s) = \sum_{j=0}^{\infty} \ell_j^s = \sum_{m=0}^{M} \binom{-s}{m} \zeta(2s + m, x_0^{-1}) + g_{M+1}(s),
\]

where the function \( g_{M+1} \) is holomorphic in the open half plane \( \{ \text{Re } s > -M/2 \} \). Furthermore, for every \( \gamma > 0 \) and every \( s \in \mathbb{C} \) such that \( \text{Re } s \geq -M/2 + \gamma \),

\[
g_{M+1}(s) = O(|s|^{M+1}), \quad |s| \to +\infty.
\]

All the poles of \( \zeta_{L_{f_0}}(s) \) in \( \{ \text{Re } s > -M/2 \} \), \( M \in \mathbb{N} \), are simple and located at:

\[
\omega_l = \frac{1}{2} - l, \quad l = 0, 1, 2, \ldots, \lfloor M/2 \rfloor.
\]
2. The geometric zeta function \( \zeta_{\mathcal{L} f_0}(s) \) is super languid for any screen \( S_\alpha = \{ \text{Re} \ s = \alpha \} \) with \( \alpha < \frac{1}{2} \). The upper bound on the super languidity exponent \( \kappa_{\mathcal{L} f_0} \) depends on \( \alpha \). More precisely, the holomorphic remainder \( g_{M+1} \) is the dominating term in (4.5), and hence the super languidity exponent is bounded from above by \( M+1 \), when \( \alpha \in (-\frac{M}{2}, -\frac{M-1}{2}] \).

**Remark 5** Proposition 4 does not provide equality in (4.4), since the remainder function \( g_{M+1}(s) \) is \( O(|s|^M) \), \( M \in \mathbb{N} \), as \( |s| \to +\infty \). Therefore, (4.4) should be understood only as a useful formal series from which one can extract the poles of \( \zeta_{\mathcal{L} f_0}(s) \) and their residues.

Using the functional equation (3.5) between geometric and distance zeta functions, we get the following direct corollary of Proposition 4:

**Corollary 5** (Meromorphic extension of the distance zeta function \( \zeta_{f_0}(s) \) for \( k = 1 \))

Let \( f_0 \) be as in (4.1) and let \( O_{f_0}(x_0) \) be its orbit.

1. For any fixed \( M \in \mathbb{N}_0 \), the distance zeta function \( \zeta_{f_0}(s) \) has a meromorphic extension to the open half-plane \( \{ \text{Re} \ s > -M/2 \} \), given by:

\[
\zeta_{f_0}(s) = \frac{2^{1-s}}{s} \sum_{m=0}^{M} \binom{-s}{m} (2s + m, x_0^{-1}) + \tilde{g}_M(s),
\]

(4.6)

where the function \( \tilde{g}_M \) is holomorphic in the open half plane \( \{ \text{Re} \ s > -M/2 \} \). Furthermore, for every \( \gamma > 0 \) and for every \( s \in \mathbb{C} \) such that \( \text{Re} \ s \geq -M/2 + \gamma \),

\[
\tilde{g}_M(s) = O(|s|^M).
\]

For \( M > 1 \), all of the poles of \( \zeta_{f_0}(s) \) in \( \{ \text{Re} \ s > -M/2 \} \) are simple and located at

\[
\mathcal{P}_M := \left\{ \omega_l = \frac{1}{2} - l, \ l = 0, 1, 2, \ldots, \left\lfloor \frac{M}{2} \right\rfloor \right\} \cup \{ \omega_{1/2} := 0 \},
\]

(4.7)

whereas in the special case \( M = 0 \) we have \( \mathcal{P}_0 := \{ 1/2 \} \).

2. The distance zeta function \( \zeta_{f_0}(s) \) is super languid for any screen \( S_\alpha = \{ \text{Re} \ s = \alpha \} \), with \( \alpha < \frac{1}{2} \). The upper bound on the super languidity exponent \( \kappa_{f_0} \) depends on \( \alpha \) and equals \( M \) whenever \( \alpha \in (-\frac{M}{2}, -\frac{M-1}{2}] \), \( M \in \mathbb{N} \).

Note that statement (2) follows by Proposition 4 (2), applying Remark 3 to the functional equation (3.5). The factor \( 2^{1-s} \) does not affect languidity since it can be uniformly bounded by a constant inside any closed vertical strip. Note also that the additional pole \( \omega_{1/2} = 0 \) of the distance zeta function \( \zeta_{f_0} \) arises only from the first term of (4.6). Indeed, it is cancelled by the binomials \( \binom{-s}{m} \) for all \( 1 \leq m \leq M \), as well as by the binomial \( \binom{-s}{M+1} \), which is a factor of the remainder \( \tilde{g}_M \), see (4.10).
**Proof of Proposition 4** (1) Let us fix $M \in \mathbb{N}$ and consider the $M$-th Taylor polynomial at 0 of the parenthesis in $\ell_j^s$ from (4.3):

$$
\ell_j^s = \frac{1}{(j + X)^{2s}} \cdot \left( 1 + \frac{1}{j + X} \right)^{-s} = \frac{1}{(j + X)^{2s}} \left( \sum_{m=0}^{M} \binom{-s}{m} \frac{1}{(j + X)^m} + R_M((j + X)^{-1}) \right),
$$

where the remainder is given by its integral form:

$$
R_M((j + X)^{-1}) = (M + 1) \left( \frac{-s}{M + 1} \right) \int_0^{(j + X)^{-1}} (1 + t)^{-s-(M+1)}((j + X)^{-1} - t)^M \, dt.
$$

If we restrict $\text{Re } s > -M/2 > -(M + 1)$, we have that $|(1 + t)^{-s-(M+1)}| \leq 1$ for all $t \geq 0$. Therefore, for $s \in \mathbb{C}$ such that $\text{Re } s > -M/2$,

$$
|R_M((j + X)^{-1})| \leq \left| \left( \frac{-s}{M + 1} \right) \right| \cdot (j + X)^{-(M+1)}.\tag{4.9}
$$

Summing (4.8) over all $j \geq 0$, we get:

$$
\sum_{j=0}^{\infty} \ell_j^s = \sum_{m=0}^{M} \binom{-s}{m} \sum_{j=0}^{\infty} \frac{1}{(j + X)^{2s+m}} + \sum_{j=0}^{\infty} \frac{R_M((j + X)^{-1})}{(j + X)^{2s}} = \sum_{m=0}^{M} \binom{-s}{m} \zeta(2s + m, X) + \sum_{j=0}^{\infty} \frac{R_M((j + X)^{-1})}{(j + X)^{2s}}.\tag{4.10}
$$

In order to justify the interchange of order of summation in the first sum, note that the first double sum on the right hand side in the above equation converges absolutely and uniformly on every compact subset of $\{\text{Re } s > 1/2\}$. Therefore, it defines a holomorphic function in that half plane, which coincides with the first sum in the second line. The second sum above also converges absolutely and uniformly on every compact subset of $\{\text{Re } s > -M/2\}$ since, by (4.9), we have:

$$
\sum_{j=0}^{\infty} \left| \frac{R_M((j + X)^{-1})}{(j + X)^{2s}} \right| \leq \left| \left( \frac{-s}{M + 1} \right) \right| \cdot \sum_{j=0}^{\infty} \frac{1}{(j + X)^{2\text{Re } s + M+1}}.\tag{4.11}
$$

By the Weierstrass M-test it also defines a holomorphic function in the open half plane $\{\text{Re } s > -M/2\}$. We have shown that the functional equation (4.10) holds in the open half plane $\{\text{Re } s > 1/2\}$ and therefore, by the uniqueness of analytic continuation, it holds also in $\{\text{Re } s > -M/2\}$. We let:
\[ g_{M+1}(s) := \sum_{j=0}^{\infty} \frac{R_M((j+X)^{-1})}{(j+X)^{2s}}. \]

Take \( \gamma > 0 \). From (4.11), on the half-plane \( \{ \text{Re} \, s \geq -M/2 + \gamma \} \) it holds that:

\[ |g_{M+1}(s)| \leq \left| \left( \frac{-s}{M+1} \right) \right| \cdot \sum_{j=0}^{\infty} \frac{1}{(j+X)^{1+2\gamma}} = O(|s|^{M+1}), \quad |s| \to \infty. \]

The last statement about the poles follows now from (4.5), from the fact that \( g_{M+1} \) is holomorphic in the half plane \( \{ \text{Re} \, s > -M/2 \} \) and the zero-pole cancellations in the case of integer poles discussed earlier. This concludes the proof of (1).

(2) In light of equation (4.10), we will use a result about the growth of the Hurwitz zeta function along vertical lines. Namely, if we define

\[ \mu(\sigma; q) = \lim_{\tau \to \pm \infty} \frac{\log |\zeta(\sigma + i\tau, q)|}{\log |\tau|}, \]

where \( q > 0 \) is arbitrary, then, by [17, Lemma 2] we have the following bounds:

\[ \mu(\sigma; q) \leq \begin{cases} 1/2 - \sigma & \text{if } \sigma \leq 0, \\ 1/2(1 - \sigma) & \text{if } 0 \leq \sigma \leq 1, \\ 0 & \text{if } \sigma \geq 1. \end{cases} \]

(4.12)

The above bounds on \( \mu(\sigma; q) \) and equation (4.10) imply that the geometric zeta function has at most polynomial growth along any vertical line and the growth rate becomes faster as the real part \( \sigma = \text{Re} \, s \) becomes larger in the negative direction. Also, note that, for \( \text{Re} \, s > 1/2 \), the geometric zeta function \( \zeta_{L_{f_0}}(s) \) is bounded, a fact that follows directly from (4.2).

Finally, the above bounds also imply trivially that the Hurwitz zeta function is super languid in any closed vertical strip. Its super languidity coefficient is bounded by \( \mu(\alpha, q) \), where \( \alpha \in \mathbb{R} \) is the abscissa of the left edge of the strip. By Remark 3, along with close inspection of the terms in equation (4.10), we have that \( \zeta_{L_{f_0}} \) is also super languid in any closed vertical strip. Namely, for fixed \( M \in \mathbb{N}_0 \) and fixed left edge abscissa \( \alpha \in (-M/2, -M-1/2] \), all of the terms \( (-s)_m \zeta(2s+m, x_0^{-1}) \) for \( m = 0, \ldots, M-1 \), are super languid with exponent \( \frac{1}{2} - \alpha \), while the term \( (-s)_M \zeta(2s+M, x_0^{-1}) \) is super languid with exponent \( \frac{1}{2} + M - \alpha \).\(^\text{16}\) Hence, the uniform bound on the super languidity exponent for all these terms is \( M + \frac{1}{2} \), which is dominated by the bound \( M + 1 \) on the super languidity exponent of the remainder \( g_{M+1} \).

\(^\text{16}\) See the proof of Theorem 15 for a more detailed exposition of determining the super languidity exponent bounds in a similar type of the sum.
4.2 The general case $k \geq 1$. The shifted $a$-string method.

Let $f_0 \in \text{Diff}(\mathbb{R}, 0)$ be a germ of tangent to the identity model diffeomorphism of the formal class $(k, 0), k \in \mathbb{N}$:

$$f_0(x) := \exp \left( -x^{k+1} \frac{d}{dx} \right) \cdot \text{id}.$$ 

We get:

$$f_0(x) = \frac{x}{(1 + kx^k)^{1/k}}. \quad (4.13)$$

By induction,

$$f_0^j(x) = \frac{x}{(1 + jkx^k)^{1/k}}, \quad j \in \mathbb{N}_0.$$ 

Let $O_{f_0}(x_0)$ be its (attracting) orbit, $0 < x_0 < 1$, and let $L_{f_0} = \{ \ell_j : j \in \mathbb{N}_0 \}$ be the fractal string generated by its orbit. Then

$$\ell_j := f_0^{j+1}(x_0) - f_0^j(x_0) = k^{-1/k} \left( (j + \frac{1}{kx_0^k})^{-1/k} - (j + 1 + \frac{1}{kx_0^k})^{-1/k} \right), \quad j \in \mathbb{N}_0. \quad (4.14)$$

Hence, its geometric zeta function is given by:

$$\zeta_{L_{f_0}}(s) = \sum_{j=0}^{\infty} \ell_j^s = k^{-\frac{s}{k+1}} \sum_{j=0}^{\infty} \left( (j + \frac{1}{kx_0^k})^{-1/k} - (j + 1 + \frac{1}{kx_0^k})^{-1/k} \right)^s, \quad \Re s > \frac{k}{k+1}. \quad (4.15)$$

The half-plane of convergence is $\{ \Re s > \frac{k}{k+1} \}$, since $\ell_j \sim j^{-\frac{1}{k}-1}, j \to \infty$.

**Proof of Proposition 3** (1) We interpret the fractal string $L_{f_0}$ given by (3.1) with $\ell_j$, $j \in \mathbb{N}_0$, as in (4.14) as a special case of a shifted $\frac{1}{k}$-string; see [29, §6.5.1]. Indeed, the $a$-string for $a > 0$ is defined as a fractal string with lengths:

$$\ell_j := j^{-a} - (j + 1)^{-a}, \quad j \in \mathbb{N}.$$ 

For some $b > 0$, we define the shifted $a$-string $L_{a,b}$ as a fractal string with lengths:

$$\ell_j(b) := (j + b)^{-a} - (j + 1 + b)^{-a}, \quad j \in \mathbb{N}_0. \quad (4.16)$$

Note that, for $b = 1$, we get the standard $a$-string.
Put \( b_k := \frac{1}{k x_0^k} \). Then, \( \ell_j \) from (4.14) can be written as \( \ell_j = k^{-1/k} \ell_j(b_k), j \in \mathbb{N}_0 \). Therefore, (4.15) becomes:

\[
\zeta_{L_{f_0}}(s) = k^{-\frac{s}{k}} \sum_{j=0}^{\infty} \ell_j(b_k)^s, \quad \text{Re } s > \frac{k}{k + 1}.
\]

Now the statement of Proposition 3 follows immediately from the more general Theorem 15 about meromorphic extension of geometric zeta functions of shifted \( a \)-strings, which is stated and proven in Sect. A of the “Appendix”, combined with the functional equation (3.5) relating the distance zeta function to the geometric zeta function.

(2) By Theorem 15 in the “Appendix”, on closed vertical strips with left edge abscissa \( \alpha \in \left( \frac{-M k}{k+1}, \frac{(M-1) k}{k+1} \right] \), \( \zeta_{L_{f_0}}(s) \) is super languid with exponent \( \kappa_{L_{f_0}} = M + 1 \), since the holomorphic remainder \( k^{-1/k} R(s) \) in (A2) dominates the rest of the terms. Hence, by the functional equation (3.5) and Remark 3, the distance zeta function \( \zeta_{f_0} \) is languid with exponent \( \kappa_f = M \).

\[ \square \]

4.3 The method by Mellin-Barnes integral formula

In this subsection we construct, by another method, the meromorphic extension of the geometric zeta function \( \zeta_{L_{f_0}}(s) \) for the model diffeomorphism \( f_0 \) of multiplicity \( k = 1 \) given by (4.1). This method gives better languidity estimates than Proposition 4, which guarantee that the first term of the asymptotics of the tube function \( \varepsilon \mapsto V_{f_0}(\varepsilon) \), as \( \varepsilon \to 0^+ \), in (5.1) in Sect. 5 is not only distributional, but pointwise. It seems that this method can be generalized to the case \( k > 1 \) (by induction), in order to get better languidity estimates than by the shifted \( a \)-string method used in the proof Proposition 3. However, we omit it, since it involves tedious computer software computations without any conceptual gain, as stated in Remark 6.

The method is a slight modification of the method used in [35] and arises from the classical Mellin-Barnes formula:

\[
(1 + \lambda)^{-s} = \frac{1}{2\pi i} \int_{(-c)} \frac{\Gamma(s + z)\Gamma(-z)\lambda^z}{\Gamma(z)} \, dz,
\]

valid for \( |\arg \lambda| < \pi, \lambda \neq 0, 0 < c < \text{Re } s \). The path of integration, denoted by \((-c)\), is the vertical line \( \{\text{Re } z = -c\} \).

Let \( f_0 \) be a model parabolic germ of multiplicity \( k \in \mathbb{N} \) given by (4.13), and let \( O_{f_0}(x_0) \) be its orbit. Recall from (4.15) that \( \zeta_{L_{f_0}}(s) = \sum_{j=0}^{\infty} \ell_j^s \), where

\[
\ell_j = f_0^{\circ j}(x_0) - f_0^{\circ (j+1)}(x_0) = \frac{k^{-\frac{1}{k}}}{B_{k,j}^{k+1} \sum_{l=1}^{k} (1 + B_{k,j}^{-1})^{\frac{k+1-l}{k}}} j \in \mathbb{N}_0
\]
and
\[ B_{k,j} := j + \frac{1}{kx_0^k}, \ j \in \mathbb{N}_0. \]

In the case \( k = 1 \), by the Mellin-Barnes formula (4.17), we get:
\[ \ell_j^s = B_{1,j}^{-2s}(1 + B_{1,j}^{-1})^{-s} = \frac{1}{2\pi i \Gamma(s)} \int_{(-c)} \Gamma(s + z) \Gamma(-z) B_{1,j}^{-2s - z} \, dz, \ \text{Re} \, s > c. \]

We take \( c > 0 \) to be a small positive number, \( c \approx 0^+ \). Summing over \( j \in \mathbb{N}_0 \), we obtain:
\[ \zeta_{L_{f_0}}(s) = \frac{1}{2\pi i \Gamma(s)} \int_{(-c)} \Gamma(s + z) \Gamma(-z) \xi(2s + z, x_0^{-1}) \, dz, \ \text{Re} \, s > \frac{c + 1}{2}, \quad (4.18) \]

where the interchange of integration and summation is easily justified by the dominated convergence theorem applied to the sequence of partial sums in the open half plane \( \{ \text{Re} \, s > (1 + c)/2 \} \).

To get a meromorphic continuation of \( \zeta_{L_{f_0}}(s) \) to \( \mathbb{C} \), one shifts the path of integration in the integral on the right hand side of (4.18) to the right, i.e., to the vertical line \( \{ \text{Re} \, s = M - \eta \} \), with \( M \in \mathbb{N} \) and \( \eta > 0 \) a small positive number. The shifted integral is well-defined since, for \( \text{Re} \, s > (1 + c)/2 \) and \( \text{Re} \, z > -c \), \( \xi(2s + z, x_0^{-1}) \) is bounded and the product of the gamma functions in the integrand of (4.18) decays exponentionally when \( |\text{Im} \, z| \to \infty \) uniformly in any vertical strip of finite width contained in the open half-plane \( \{ \text{Re} \, z > -c \} \). Furthermore, the only residues of the integrand that are contained in the vertical strip \( \{-c < \text{Re} \, z < M - \eta \} \) arise from the factor \( \Gamma(-z) \) and are exactly equal to \( 0, 1, 2, \ldots, M - 1 \). By the residue theorem, we get, in the larger open half-plane \( \{ \text{Re} \, s > -M - 1 + \frac{\eta}{2} \} \),
\[ \zeta_{L_{f_0}}(s) = \sum_{n=0}^{M-1} \binom{-s}{n} \xi(2s + n, x_0^{-1}) + I_{M-\eta}(s), \]

where the right-hand side is meromorphic in \( \{ \text{Re} \, s > -M - 1 + \frac{\eta}{2} \} \). Indeed, the integral
\[ I_{M-\eta}(s) := \frac{1}{2\pi i \Gamma(s)} \int_{(M-\eta)} \Gamma(s + z) \Gamma(-z) \xi(2s + z, x_0^{-1}) \, dz \quad (4.19) \]

converges absolutely exactly for such \( s \in \mathbb{C} \). Shifting further in this way with increasing \( M \to +\infty \), we get a meromorphic extension to all of \( \mathbb{C} \).

The languidity estimates by Mellin-Barnes. The advantage of this approach in deducing languidity estimates is that we have more information on the holomorphic remainder, which is now given as an integral (4.19). Moreover, we are not confined to successive meromorphic extensions by half-planes with integer steps, as it was the case in the proof of Proposition 4, but rather with continuous steps controlled by \( \eta > 0 \).
We estimate the remainder (4.19) by using the technique described in [35, §2]. Namely, let \( s = \sigma + i\tau \) and \(-\frac{M-1}{2} + \frac{n}{2} < \sigma < \Theta \) for some fixed \( \Theta \). Then, by Stirling’s formula, for large \(|s|\), firstly we bound the integral remainder \( I_{M-\eta}(s) \) in this strip by a positive constant multiplied by

\[
(1 + |\tau|)^{\sigma + \frac{1}{2} + M - \eta} (1 + |\tau + x|)^{\sigma - \frac{1}{2} + M - \eta} e^{\frac{1}{2}(|\tau + x| + |x|)} \, dx.
\]

(4.20)

Indeed, \( \zeta(2s + z, x_0^{-1}) = O(1) \), as \(|s| \to \infty \), since we are restricting the range of \( \sigma \), which assures that \( \text{Re}(2s + z) > 1 \). Next, we apply the technical result [35, Lemma 2] to the above integral with \( u := \tau, \, y := x, \, p := \sigma - \frac{1}{2} + M - \eta, \, q := 0, \, r := -M + \eta - \frac{1}{2} \) in the notation of [35, Lemma 2], which gives us the uniform estimate of integral from (4.20) in the strip \(-\frac{M-1}{2} + \frac{n}{2} < \sigma < \Theta \) as:

\[
O\left((1 + (1 + |\tau|)^p)(1 + (1 + |\tau|)^{r+1}) e^{\frac{1}{2}(|\tau|)}\right), \quad |\tau| \to \infty.
\]

Combining the above estimate with the factor in front of the integral in (4.20) and putting \( L := M - \eta \), we obtain the uniform estimate of (4.19) in the strip as:

\[
I_L(s) = O\left(\max\left\{(1 + |\tau|)^Q : Q \in \left\{\frac{1}{2}, L, -\sigma + \frac{1}{2}, -\sigma + 1 - L\right\}\right\}\right),
\]

as \(|\tau| \to \infty \). Note that the choice of \( M \in \mathbb{N} \) means that we have \( L \in (M - 1, M) \), depending on the choice of \( \eta > 0 \).

Taking \( M = 1, \, L \in (0, 1/2) \), and choosing for the screen the vertical line \( \text{Re} s = \tilde{\sigma} \), where \( \tilde{\sigma} \in (0, 1/2) \), we obtain that \( I_L(s) = O((1 + |\tau|)^{\tilde{Q}}) \), where \( \tilde{Q} < 1 \). This implies an overall languidity estimate of the corresponding distance\(^\text{\ref{footnote17}}\) zeta function \( \zeta_{\mathcal{O}_{f_0}(x_0)}(s) \) of the type \( O\left((1 + |\tau|)^{\tilde{Q} - 1}\right) \). That is, we have rational decay when \(|s| \to \infty \) in the half-plane \( \text{Re} s > \tilde{\sigma} \). Therefore, since the only pole in this half-plane is \( \omega = 1/2 \), the asymptotic formula (5.1) for the asymptotic expansion of the tube function \( V_{f_0}(\varepsilon) \), as \( \varepsilon \to 0^+ \), is valid not only distributionally, but also \textit{pointwise in the first term}. For details, see the next Sect.5. Also, note that, as soon as we take \( M = 2 \), we fail to get a pointwise term, since \( L > 1 \). However, in [32, Theorem B], it is shown directly that the asymptotic formula (5.1) actually holds pointwise in the first two terms.

5 From complex dimensions to distributional expansions of the tube functions

It is known from [23, Theorems 5.3.16, 5.3.17, 5.3.21] or [29, Theorems 8.1 and 8.7]; see also [23, §5.5.2], that, under appropriate \textit{languidity estimates} on the growth

\(^{17}\text{Recall that, in order to obtain the distance zeta function, we just multiply the geometric zeta function by the factor } \frac{2^{1-s}x}{s}, \text{ where the term } 2^{1-s} \text{ is bounded by a constant in any closed vertical strip of finite width.}\)
of the meromorphic extension of the geometric or distance zeta function of a fractal string along closed vertical strips, there exists an explicit formula that recovers, from the complex dimensions of the set and their residues, the asymptotic expansion of its tube function, i.e., the Lebesgue measure of the \( \varepsilon \)-neighborhood of the set, as \( \varepsilon \to 0^+ \). Moreover, in case of the distance zeta function, while the languidity estimates are rational (with negative exponents), the expansion is pointwise, and it becomes a distributional expansion when the languidity estimates become polynomial.

See [23, §5.3] for recovering the asymptotics of the tube function from the distance zeta function and [29, §8] or [23, §5.5.2] for recovering the asymptotics from the geometric zeta function of the fractal string. Although we could use [29, Theorems 8.1 and 8.7] and work with the geometric zeta function directly, here we choose to use [23, Theorems 5.3.16, 5.3.21], since then the explicit formulas for the asymptotics are nicer and less technical. Namely, if one uses the geometric zeta function and the explicit formulas obtained in [29, Theorems 8.1 and 8.7], one has to take special care about the pole at zero, i.e., the complex dimension 0, whereas if one uses the more general distance zeta function from [23], the pole at zero does not need special attention.

In particular, in this Section we will apply [23, Theorem 5.3.21] to meromorphic extensions of distance zeta functions of orbits of model germs \( f_0 \in \text{Diff}(\mathbb{R}, 0) \) from the formal classes \( (k, \rho = 0), k \in \mathbb{N} \), to recover the distributional asymptotics of the tube function \( V_{f_0}(\varepsilon) \), as \( \varepsilon \to 0^+ \). Recall that the complex dimensions and languidity estimates are given in Proposition 4 and Corollary 5 (in the case \( k = 1 \)) and Proposition 3 (in the case \( k \geq 1 \)), and that languidity estimates are improved for the case \( k = 1 \) by using the Mellin-Barnes formula in Sect. 4.3.

Note that it was proven in [38] and [32, Theorem B] that, for every parabolic \( f \in \text{Diff}(\mathbb{R}, 0) \), the tube function \( V_f(\varepsilon) \) admits the pointwise asymptotic expansion in the power-logarithm scale up to the term \( O(\varepsilon^{2-\frac{1}{k+1}}) \) as \( \varepsilon \to 0^+ \), and a complete description of this expansion was provided.

Note also that in the terminology (and notation) of [23, §4], the choice of the definition (1.2) of the distance zeta function \( \zeta_f \) that we made in this paper means that we are actually working with the the relative distance zeta function \( \zeta_{A,\Omega} \) of the relative fractal drum \( (A, \Omega) \) (or RFD, in short), where the pair of sets \( (A, \Omega) \) is given as \( A := \mathcal{O}_{f_0}(x_0) \) and \( \Omega := [0, x_0] \). In other words, by definition, we have \( \zeta_f(s) = \zeta_{\mathcal{O}_{f_0}(x_0), [0, x_0]} \), \( \text{Re } s > \text{dim}_B \mathcal{O}_{f_0}(x_0) \).\(^{18}\) Furthermore, our definition of the tube function \( V_f \) is such that

\[
V_f(\varepsilon) = |(\mathcal{O}_{f_0}(x_0))_\varepsilon \cap [0, x_0]| = |(\mathcal{O}_{f_0}(x_0))_\varepsilon| - 2\varepsilon,
\]

which is also known in [23, 28] as the inner \( \varepsilon \)-neighborhood of the fractal string generated by the orbit \( \mathcal{O}_{f_0}(x_0) \). We are just removing the part of \( \varepsilon \)-neighborhood to the left of 0 and to the right of \( x_0 \), which always equals to two intervals of length \( \varepsilon \), so there is no actual loss of generality here. The two definitions, of \( \zeta_f \) and \( V_f \), are therefore perfectly tailored so that we can use directly [23, Theorem 5.3.21] in order to recover the asymptotics of \( V_f(\varepsilon) \) as \( \varepsilon \to 0^+ \) from the poles of \( \zeta_f \). The reason why

\(^{18}\) One also has to choose \( \delta > 0 \) large enough in [23, Definition 4.1.1] of \( \zeta_{A,\Omega} \), i.e., \( \delta > (x_0 - f_0(x_0))/2 \).
we have chosen to introduce such definitions of \( \zeta_f \) and \( V_f \) is aesthetical, in order to keep the presentation of the paper as clear as possible.

We state here the result in the case \( k = 1 \). For the case \( k > 1 \), the same can be done using Proposition 3 instead of Corollary 5, but the expressions for residues, that is, for coefficients of the distributional expansion, are more complicated, so we omit it.

**Proposition 6** Let \( f_0 \) be a model parabolic germ with formal invariants \( k = 1 \) and \( \rho = 0 \). For any \( M \in \mathbb{N} \), the function \( \varepsilon \mapsto V_{f_0}(\varepsilon), \varepsilon \in (0, \varepsilon_0) \), has the following complete distributional asymptotic expansion, as \( \varepsilon \to 0^+ \):

\[
V_{f_0}(\varepsilon) = \mathcal{D} \sum_{l=0}^{\lfloor M/2 \rfloor} \frac{\varepsilon^{\frac{3}{2}+l}}{1-4l^2} \left( \frac{l - \frac{1}{2}}{2l} \right) \varepsilon^{\frac{1}{2}+l} - \frac{2}{x_0} \varepsilon + O(\varepsilon^{1+\frac{M}{2}}). \tag{5.1}
\]

Moreover, the expansion is pointwise in the first term.

**Proof** From Proposition 4 and Corollary 5, we get the complex dimensions of \( O_{f_0}(x_0) \) and their residues, as well as polynomial languidity estimates of the meromorphic extension of \( \zeta_{f_0} \) along screens which are vertical lines. This is sufficient for the application of [23, Theorem 5.3.21], to deduce a distributional fractal tube formula for \( V_{f_0}(\varepsilon) = |(O_{f_0}(x_0))\varepsilon \cap [0, x_0]| \). By [23, Theorem 5.3.21], we have:

\[
V_{f_0}(\varepsilon) = \mathcal{D} \sum_{\omega_l \in \mathcal{P}_M} \text{res} \left( \frac{\varepsilon^{1-s}}{1-s} \zeta_{f_0}(s), \omega_l \right) + O(\varepsilon^{1+\frac{M}{2}})
\]

\[
= \mathcal{D} \sum_{\omega_l \in \mathcal{P}_M} \frac{\varepsilon^{1-\omega_l}}{1-\omega_l} \text{res} \left( \zeta_{f_0}(s), \omega_l \right) + O(\varepsilon^{1+\frac{M}{2}})
\]

\[
= \mathcal{D} \sum_{l=0}^{\lfloor M/2 \rfloor} \frac{\varepsilon^{\frac{3}{2}+l}}{1-4l^2} \left( \frac{l - \frac{1}{2}}{2l} \right) \varepsilon^{\frac{1}{2}+l} - \frac{2}{x_0} \varepsilon + O(\varepsilon^{1+\frac{M}{2}}).
\]

Here, \( \mathcal{P}_M \) is the set of complex dimensions with real part larger than or equal to \( \frac{1}{2} - \lfloor M/2 \rfloor \), as in (4.7).

Moreover, the better (rational) languidity estimates provided in Sect. 4.3 prove that the expansion is, in addition, pointwise in the first term. \( \square \)

**Remark 6** The above asymptotic formula (5.1) is only distributional. In order to show that it is also valid pointwise up to finitely many first terms, we need better (rational) languidity estimates. Note that, for \( k = 1 \), our estimates give us that the asymptotics (5.1) is pointwise in the first term. Rational languidity estimates are obtained in Sect. 4.3 by using an adaptation of the Mellin-Barnes method from [35], but we have not generalized it to \( k > 1 \). For \( k > 1 \), using the \( a \)-string method, we cannot obtain rational languidity estimates, hence the formula is distributional. However, from [32, Theorem B] we know that the asymptotics of the tube function \( V_{f_0}(\varepsilon) \) is pointwise all the way up to the term \( O(\varepsilon^{2-\frac{1}{k+1}}) \), which becomes oscillatory. In the special case (5.1) the expansion is therefore pointwise in the first two terms (up to \( \varepsilon^{\frac{3}{2}} \)). The equality
of the pointwise and the distributional asymptotic expansions up to the term where pointwise asymptotics still exists is guaranteed by the uniqueness of the distributional power-logarithmic asymptotic expansions; see, e.g., [6, 43].

6 Proof of Theorem A

This section is dedicated to the proof of Theorem A. We first introduce some definitions that will be used in the proof.

Let $G : [0, +\infty) \to \mathbb{R}$ be the periodic function of period 1 defined on $[0, 1)$ by:

$$G(s) := \begin{cases} 
0, & s = 0, \\
1 - s, & s \in (0, 1).
\end{cases} \quad (6.1)$$

It is discontinuous, periodic and bounded on $[0, +\infty)$.

**Definition 5** A function $\tilde{H} : [0, +\infty) \to \mathbb{R}$ is called *integrally bounded periodic* of period 1 if it is periodic of period 1, bounded and if its primitive

$$P_{\tilde{H}}(t) := \int_0^t \tilde{H}(s) \, ds, \ t \in [0, +\infty),$$

is again periodic of period 1 and bounded.

**Proposition 7** (Integral normalization) Let $H : [0, +\infty) \to \mathbb{R}$ be a periodic function of period 1 and bounded on its period. Let

$$\tilde{H}(t) := H(t) - \int_0^1 H(s) \, ds, \ t \in [0, +\infty),$$

be its integral normalization. Then $\tilde{H}$ is integrally bounded periodic.

**Proof** Elementary, by direct integration. \qed

**Sketch of the proof of Theorem A.** In Lemma 8 below, we first compare the generalized asymptotic expansion of $V_f(\varepsilon)$ and the asymptotic expansion of $V_f^c(\varepsilon)$ in power-logarithmic scale of the continuous critical time $\tau_\varepsilon$, as $\tau_\varepsilon \to +\infty$ (i.e., as $\varepsilon \to 0^+$). We say *generalized*, in the sense that we allow the coefficients in the expansion of $V_f^c(\varepsilon)$ to be oscillatory functions in $\tau_\varepsilon$. Note that $\varepsilon \mapsto \tau_\varepsilon$ itself does not contain oscillatory terms and is asymptotically fully expandable in power-logarithmic scale in $\varepsilon$, as $\varepsilon \to 0^+$.

Then, in Lemma 10, by iterated integration, we obtain the distributional asymptotic expansion of $V_f(\varepsilon)$ in power-logarithmic scale of $\tau_\varepsilon$. The central point of the proof is the fact that, by consecutive integration of $V_f(\varepsilon)$, in each step we ’shift’ the oscillatory terms *sufficiently* further, in the sense of asymptotic order. By *sufficiently*, we mean by a power of $\varepsilon$ strictly (and fixedly) larger than one. In the limit (integrating infinitely
many times), using Proposition 9, we obtain the distributional asymptotic expansion of $V_f(\varepsilon)$ in powers of $\tau_\varepsilon$, as $\tau_\varepsilon \to +\infty (\varepsilon \to 0^+)$.

Finally, to prove Theorem A, we expand $\varepsilon \mapsto \tau_\varepsilon$ in power-logarithmic monomials in $\varepsilon$, as $\varepsilon \to 0^+$, and re-group the terms with matching powers of $\varepsilon$. \hfill \Box

**Lemma 8** (Expansions of $V_f(\varepsilon)$ and of $V_f^\varepsilon(\varepsilon)$ as functions of the continuous critical time $\tau_\varepsilon$) Let $f \in \text{Diff}(\mathbb{R}, 0)$ be a parabolic diffeomorphism of formal type $(k, \rho)$, $k \in \mathbb{N}$, $\rho \in \mathbb{R}$, with attracting direction at $\mathbb{R}_+$, as in (2.1). The following (generalized) asymptotic expansions hold:

\[
V_f(\varepsilon) \sim a^{-\frac{1}{k}} k^{-\frac{1}{k}} \frac{k+1}{k} \tau_\varepsilon^{-\frac{1}{k}} + \sum_{m=2}^{k} c_m \tau_\varepsilon^{-\frac{m}{k}} + \rho a^{-\frac{1}{k}} k^{-\frac{1}{k}} \frac{k+1}{k} \tau_\varepsilon^{-\frac{1}{k}} \log \tau_\varepsilon + \sum_{m=k+1}^{2k} c_m(\varepsilon) \tau_\varepsilon^{-\frac{m}{k}} + \sum_{m=k+2}^{2k+1} \sum_{p=1}^{\lfloor \frac{m}{k} \rfloor + 1} d_{m,p}(\varepsilon) \tau_\varepsilon^{-\frac{m}{k}} \log^p \tau_\varepsilon + \sum_{m=2k+1}^{\infty} H_m(G(\tau_\varepsilon)) \tau_\varepsilon^{-\frac{m}{k}} + \sum_{m=2k+2}^{\infty} \sum_{p=1}^{\lfloor \frac{m}{k} \rfloor + 1} \tilde{K}_{m,p}(G(\tau_\varepsilon)) \tau_\varepsilon^{-\frac{m}{k}} \log^p \tau_\varepsilon,
\]

\[
V_f^\varepsilon(\varepsilon) \sim a^{-\frac{1}{k}} k^{-\frac{1}{k}} \frac{k+1}{k} \tau_\varepsilon^{-\frac{1}{k}} + \sum_{m=2}^{k} c_m \tau_\varepsilon^{-\frac{m}{k}} + \rho a^{-\frac{1}{k}} k^{-\frac{1}{k}} \frac{k+1}{k} \tau_\varepsilon^{-\frac{1}{k}} \log \tau_\varepsilon + \sum_{m=k+1}^{2k} c_m(\varepsilon) \tau_\varepsilon^{-\frac{m}{k}} + \sum_{m=k+2}^{2k+1} \sum_{p=1}^{\lfloor \frac{m}{k} \rfloor + 1} d_{m,p}(\varepsilon) \tau_\varepsilon^{-\frac{m}{k}} \log^p \tau_\varepsilon + \sum_{m=2k+1}^{\infty} \hat{H}_m(0) \tau_\varepsilon^{-\frac{m}{k}} + \sum_{m=2k+2}^{\infty} \sum_{p=1}^{\lfloor \frac{m}{k} \rfloor + 1} \hat{K}_{m,p}(0) \tau_\varepsilon^{-\frac{m}{k}} \log^p \tau_\varepsilon, \tau_\varepsilon \to +\infty (\varepsilon \to 0^+).
\]

(6.2)

Here, $c_m \in \mathbb{R}$, $m = 2, \cdots k$, depend only on the coefficients of $f$ and do not depend on the initial point $x_0$, and $c_m(x_0) \in \mathbb{R}$, $m = k+1, \cdots, 2k$, $d_{m,p}(x_0) \in \mathbb{R}$, $m = k+2, \cdots, 2k+1$, depend on $x_0$. Furthermore, $G(s)$ is the 1-periodic function defined in (6.1), and $H_m(s)$, $m \geq k+1$, resp. $\hat{K}_{m,p}(s)$, $m \geq k+2$, $p = 1, \cdots, \lfloor \frac{m}{k} \rfloor + 1$, are polynomials of degree at most $\lfloor \frac{m-1}{k} \rfloor$ resp. $\lfloor \frac{m}{k} \rfloor - 1$, both with coefficients in general depending on $x_0$, and $\hat{H}_m(0)$ and $\hat{K}_{m,p}(0)$ are their free coefficients.

The proof is in the “Appendix”.

The following Proposition 9 will be used in the proof of Lemma 10 below.
Let \( F \in C([0, \delta]), \delta > 0 \), such that \( F(0) = 0 \). We denote by \( F^{[k]}, k \geq 1 \), the \( k \)-th primitive of \( F \), \( F^{[k]} \in C^k([0, \delta]) \).

\[
F^{[k]}(t) := \int_0^t \int_0^{s_1} \cdots \int_0^{s_{k-1}} F(u) \, du \, ds_{k-1} \cdots ds_1.
\] (6.3)

**Proposition 9** (Distributional expansions and consecutive integration) Let \( F \in C([0, \delta]), \delta > 0 \), \( F(0) = 0 \). Let, for some \( k \geq 1, m \geq 1 \),

\[
F^{[k]}(t) = \sum_{p_1=0}^{n_1} c_{1,p_1} t^{\alpha_1} \log^{p_1} t + \cdots + \sum_{p_m=0}^{n_m} c_{m,p_m} t^{\alpha_m} \log^{p_m} t + O(t^{\alpha_{m+1}}),
\]

\[
t \to 0^+ , \; c_{i,p_i} \in \mathbb{R} , \; i = 1 \cdots m ,
\]

\( k < \alpha_1 < \cdots < \alpha_{m+1} \), \( n_i \in \mathbb{N}_0, i = 1, \cdots , m \), be a pointwise asymptotic expansion of \( F^{[k]} \), as \( t \to 0^+ \), up to the order \( \alpha_m \). Then

\[
F(t) =_{\mathcal{D}} \sum_{p_1=0}^{n_1} c_{1,p_1} (t^{\alpha_1} \log^{p_1} t)^{(k)} + \cdots + \sum_{p_m=0}^{n_m} c_{m,p_m} (t^{\alpha_m} \log^{p_m} t)^{(k)} + O(t^{\alpha_{m+1} - k}),
\]

is a distributional asymptotic expansion of \( F \) up to the order \( \alpha_m - k , \; t \to 0^+ \).

Note that, for \( k \in \mathbb{N}, \alpha \in \mathbb{R}, p \in \mathbb{N}_0, t > 0 \),

\[
(t^{\alpha} \log^p t)^{(k)} = t^{\alpha - k} \sum_{\ell=0}^{\min\{k,p\}} a_{\ell} \log^{p-\ell} t , \; a_{\ell} \in \mathbb{R}.
\]

The proof is in the “Appendix”.

**Lemma 10** (Distributional expansion of \( V_f(\varepsilon) \) expressed by the continuous critical time \( \tau_\varepsilon \)) Let \( f \in \text{Diff}(\mathbb{R}, 0) \) be a parabolic diffeomorphism of formal type \((k, \rho)\), \( k \in \mathbb{N}, \rho \in \mathbb{R} \), with attracting direction at \( \mathbb{R}_+ \), as in (2.1). Then the following distributional asymptotic expansion holds:

\[
V_f(\varepsilon) \sim \mathcal{D} \quad a^{-\frac{1}{k}} k^{-\frac{1}{k}} k + 1 \frac{1}{k} \tau_\varepsilon^{-\frac{1}{k}} + \sum_{m=2}^{k} c_m \tau_\varepsilon^{-\frac{m}{k}}
\]

\[
+ \rho a^{-\frac{1}{k}} k^{-\frac{1}{k}} k + 1 \frac{1}{k} \tau_\varepsilon^{-\frac{1}{k} - 1} \log \tau_\varepsilon
\]

\[
+ \sum_{m=k+1}^{2k} c_m (x_0) \tau_\varepsilon^{-\frac{m}{k}} + \sum_{m=k+2}^{2k+1} \sum_{p=1}^{\lfloor \frac{m}{k} \rfloor + 1} d_{m,p}(x_0) \tau_\varepsilon^{-\frac{m}{k}} \log^p \tau_\varepsilon
\]

---

19 Note that of all the possible \( k \)-th primitives of \( F \), \( F^{[k]} \) is the unique one which satisfies \( F^{[k]}(0) = (F^{[k]})'(0) = \cdots = (F^{[k]})^{(k)}(0) = 0 \).
\[ + \sum_{m=2k+1}^{\infty} \left( \int_0^1 \tilde{H}_m(s) \, ds \right) \tau_{\varepsilon}^{-\frac{m}{\varepsilon}} + \sum_{m=2k+2}^{\infty} \frac{1}{2 \pi} \sum_{p=1}^{\left\lfloor \frac{m}{2} \right\rfloor +1} \left( \int_0^1 \tilde{K}_{m,p}(s) \, ds \right) \cdot \tau_{\varepsilon}^{-\frac{m}{\varepsilon}} \log^p \tau_{\varepsilon}, \quad \tau_{\varepsilon} \to \infty. \] (6.4)

Here, \( c_m, m = 2, \cdots, k, c_m(x_0), m = k+1, \cdots, 2k, d_{m,p}(x_0), m = k+2, \cdots, 2k+1, \) \( \tilde{H}_m, \) \( m \geq 2k+1, \) \( \tilde{K}_{m,p}, \) \( m \geq 2k+2, \) are coefficients and polynomials from (6.2) in Lemma 8.

**Proof** We consecutively integrate the asymptotic expansion (6.2) of \( V_f(\varepsilon) \) in powers of \( \tau_{\varepsilon}, \) which is valid by Lemma 8. The lemma is then proven by induction.

For simplicity, expansion (6.2) may be written as:

\[ V_f(\varepsilon) \sim \sum_{m=1}^{\infty} \left( \tilde{H}_m(G) \tau_{\varepsilon}^{-\frac{m}{\varepsilon}} + \sum_{p=1}^{\left\lfloor \frac{m}{2} \right\rfloor +1} \tilde{K}_{m,p}(G) \tau_{\varepsilon}^{-\frac{m}{\varepsilon}} \log^p \tau_{\varepsilon} \right), \quad \varepsilon \to 0^+. \] (6.5)

Indeed, in this notation, the polynomials \( \tilde{H}_m, \) for \( 1 \leq m \leq 2k, \) and \( \tilde{K}_{m,p}, \) for \( 1 \leq m \leq 2k+1, \) are of degree 0, i.e., constants, and \( \tilde{K}_{m,p} \equiv 0 \) for \( 1 \leq m \leq k. \) We prove here by consecutive integration that:

\[ V_f(\varepsilon) \sim \mathcal{O} \sum_{m=1}^{\infty} \left[ \left( \int_0^1 \tilde{H}_m(s) \, ds \right) \tau_{\varepsilon}^{-\frac{m}{\varepsilon}} + \sum_{p=1}^{\left\lfloor \frac{m}{2} \right\rfloor +1} \left( \int_0^1 \tilde{K}_{m,p}(s) \, ds \right) \tau_{\varepsilon}^{-\frac{m}{\varepsilon}} \log^p \tau_{\varepsilon} \right], \quad \varepsilon \to 0^+. \] (6.6)

It suffices to show that, for every \( N \in \mathbb{N}, \) there exists a \( k_N \in \mathbb{N}, \) such that, after \( k_N \) consecutive integrations of \( \varepsilon \mapsto V_f(\varepsilon), \) for every \( \delta > 0, \) we get:

\[ V_f^{[k_N]}(\varepsilon) = \sum_{m=1}^{N-1} \left[ \left( \int_0^1 \tilde{H}_m(s) \, ds \right) \cdot (\tau_{\varepsilon}^{-\frac{m}{\varepsilon}})^{[k_N]} + \sum_{p=1}^{\left\lfloor \frac{m}{2} \right\rfloor +1} \left( \int_0^1 \tilde{K}_{m,p}(s) \, ds \right) (\tau_{\varepsilon}^{-\frac{m}{\varepsilon}} \log^p \tau_{\varepsilon})^{[k_N]} \right] + O(\varepsilon^{-\frac{N-1}{k}+k_N-\delta}), \quad \varepsilon \to 0^+. \] (6.7)

By notation \( (\tau_{\varepsilon}^{-\frac{m}{\varepsilon}})^{[k]}, \) \( k \in \mathbb{N}, \) we mean the \( k \)-th primitive function of function \( \varepsilon \mapsto \tau_{\varepsilon}^{-\frac{m}{\varepsilon}}, \) as defined in (6.3). Note that \( \tau_{\varepsilon}^{-\frac{N-1}{k}} \sim \varepsilon^{-\frac{N-1}{k+1}}, \quad \varepsilon \to 0^+. \) In our case, the number of needed integrations will grow with growing \( N \in \mathbb{N}. \) Once we have proven (6.7), due to the fact that functions \( \varepsilon \mapsto \tau_{\varepsilon}^{-\frac{m}{\varepsilon}}, \) \( \varepsilon \mapsto \tau_{\varepsilon}^{-\frac{m}{\varepsilon}} \log^p \tau_{\varepsilon}, \) \( m \in \mathbb{N}, \) \( p \in \mathbb{N}_0, \) can, by (6.13), be expanded in power-logarithmic scale in \( \varepsilon, \) without oscillatory terms, and
that their expansions can be integrated termwise, directly applying Proposition 9 to (6.7) we get (6.6), that is, the statement of Lemma 10.

It is therefore left to prove (6.7). By the first integration of (6.5), which can be done termwise (the asymptotics is proven first cutting-off at a term of arbitrarily high order and then integrating), we get termwise:

\[ V_{f}^{[1]}(\varepsilon) \sim \sum_{m=1}^{\infty} \left( \int_{0}^{\varepsilon} \tilde{H}_{m}(G(\tau_s)) \tau_s^{-m} \frac{\tau_s}{\tau} \, ds + \sum_{p=1}^{\lfloor \frac{m}{k} \rfloor + 1} \int_{0}^{\varepsilon} \tilde{K}_{m,p}(G(\tau_s)) \tau_s^{-m} \log^p \tau_s \, ds \right), \tag{6.8} \]

as \( \varepsilon \to 0^+ \). Here, \( \tilde{H}_{m} \circ G(s) \) and \( \tilde{K}_{m,p} \circ G(s) \) are bounded and 1-periodic, but they are not in general integrally bounded 1-periodic (its primitive is not necessarily bounded 1-periodic). We apply to it integral normalization described in Proposition 7, and define:

\[
\tilde{P}_{m}(t) := \tilde{H}_{m}(t) - \int_{0}^{1} \tilde{H}_{m}(G(u)) \, du, \\
\tilde{R}_{m,p}(t) := \tilde{K}_{m,p}(t) - \int_{0}^{1} \tilde{K}_{m,p}(G(u)) \, du, \quad t \in [0, 1], \ m \in \mathbb{N}, \ p = 1, \cdots, \lfloor \frac{m}{k} \rfloor + 1, \tag{6.9} \]

which are integrally bounded 1-periodic. Obviously, \( \tilde{P}_{m} \equiv 0 \) for \( 1 \leq m \leq 2k \), and \( \tilde{R}_{m,p} \equiv 0 \) for \( 1 \leq m \leq 2k + 1, \ p \in \mathbb{N}_0 \), since \( \tilde{H}_{m} \) and \( \tilde{K}_{m,p} \) are then constants. Putting (6.9) in (6.8) and recalling that \( G(s) = 1 - s \), \( s \in (0, 1) \), we get:

\[
V_{f}^{[1]}(\varepsilon) \sim \sum_{m=1}^{\infty} \left( \int_{0}^{1} \tilde{H}_{m}(u) \, du \right) \cdot \left( \tau^{-m} \frac{\tau}{\tau} \right)^{[1]} + \sum_{m=2k+1}^{\infty} \int_{0}^{\varepsilon} \tilde{P}_{m}(G(\tau_s)) \tau_s^{-m} \log^p \tau_s \, ds + \\
+ \sum_{m=2k+2}^{\infty} \sum_{p=1}^{\lfloor \frac{m}{k} \rfloor + 1} \left( \int_{0}^{1} \tilde{K}_{m,p}(u) \, du \right) \cdot \left( \tau^{-m} \log^p \tau \right)^{[1]} + \\
+ \sum_{m=2k+2}^{\infty} \sum_{p=1}^{\lfloor \frac{m}{k} \rfloor + 1} \int_{0}^{\varepsilon} \tilde{R}_{m,p}(G(\tau_s)) \tau_s^{-m} \log^p \tau_s \, ds, \quad \varepsilon \to 0^+. \tag{6.10} \]

Here, \( \tilde{P}_{m} \circ G \) and \( \tilde{R}_{m,p} \circ G \) are integrally bounded 1-periodic. To prove (6.7) from (6.10), it suffices to show that, by an appropriate number of consecutive integrations, we can make the terms

\[
\sum_{m=2k+1}^{\infty} \int_{0}^{\varepsilon} \tilde{P}_{m}(G(\tau_s)) \tau_s^{-m} \, ds \quad \text{and} \quad \sum_{m=2k+2}^{\infty} \sum_{p=1}^{\lfloor \frac{m}{k} \rfloor + 1} \int_{0}^{\varepsilon} \tilde{R}_{m,p}(G(\tau_s)) \tau_s^{-m} \log^p \tau_s \, ds \tag{6.11} \]
asymptotically arbitrarily small. That is, by Proposition 9, we just need to prove that, for every $N \in \mathbb{N}$, there exists a sufficiently large $m_N \in \mathbb{N}$, such that:

$$
\left( \int_0^e \tilde{P}_{2k+1}(G(\tau_s))\tau_s^{-1-\frac{k}{2}} \, ds \right)^{[m_N]} = O(e^{N+m_N}),
$$

(6.12)

The following integrals ($m > 2k+1$) in the asymptotic sum (6.11) are of even bigger order and the discussion follows in the same way as for the first integral, with the same $m_N$. Also, since $\tau_s \sim s^{-\frac{k}{2k+1}}, s \to 0^+$, the $r$-th integrals in the sums (6.11) are of order $O(e^{\frac{m}{k+1}+r-\gamma})$, for every $\gamma > 0$, due to the boundedness of $\tilde{P}_m \circ G$ and $\tilde{R}_m, \rho \circ G$, so we can always bound the remainder of the sum (except for the first finitely many terms) with sufficiently small order. But (6.12) follows directly using auxiliary Corollary 21 of Lemma 20 in the “Appendix” consecutively, finitely many times. 

**Proof of Theorem A** By Lemma 8, we obtain asymptotic expansions of $\varepsilon \mapsto V_f(\varepsilon)$ and of $\varepsilon \mapsto V_f^c(\varepsilon)$, and, by Lemma 10, the distributional asymptotic expansion of $\varepsilon \mapsto V_f(\varepsilon)$, but in powers of the critical continuous time $\tau_\varepsilon$, as $\tau_\varepsilon \to +\infty (\varepsilon \to 0^+)$. Using a well known result about the asymptotics of the Fatou coordinate,

$$
\Psi(x) \sim \left( \frac{1}{k} + \rho \log x \right) \circ \hat{\varphi}(x), \ x \to 0,
$$

where $\hat{\varphi}(x) - a^{-\frac{1}{k}}x \in x^2\mathbb{R}[[x]]$ (see the discussion around (B10) in the “Appendix” for more details), we obtain that:

$$
\tau_\varepsilon + \Psi(x_0) = \Psi(g^{-1}(2\varepsilon)) = a^{-\frac{1}{k}}k^{-1}2^{-\frac{k}{k+1}}\varepsilon^{-\frac{k}{k+1}} + \sum_{r=1}^k c_r \varepsilon^{-\frac{r}{k+1}} + \frac{\rho}{k+1} \log \varepsilon + \hat{S}(\varepsilon), \ c_r \in \mathbb{R}, \hat{S}(\varepsilon) \in \varepsilon^{\frac{1}{k+1}}\mathbb{R}[[\varepsilon^{\frac{1}{k+1}}]], \varepsilon \to 0^+.
$$

(6.13)

The coefficients $c_r$, $r = 1, \cdots, k$, and the coefficients in $\hat{S}(\varepsilon)$ in (6.13) depend only on the coefficients of (finite jets of) $f$, and not on the initial condition $x_0$. Obviously, $\tau_\varepsilon \to +\infty$, as $\varepsilon \to 0^+$, and $\tau_\varepsilon$ possesses a full asymptotic expansion in powers of $\varepsilon$, starting with negative powers, with only one logarithmic term $\frac{\rho}{k+1} \log \varepsilon$.

We now use asymptotic expansion (6.13) of the critical time $\tau_\varepsilon$ in powers of $\varepsilon$, as $\varepsilon \to 0^+$, put it in the expansions (6.2) and (6.4) and re-group the terms with matching powers of $\varepsilon$. It is easy to see that the coefficients thus obtained in the expansion of $V_f(\varepsilon)$ are again polynomials in $G(\tau_\varepsilon)$, where the ones multiplying $\varepsilon^{\frac{m}{k+1}}$ are of degree at most $\left\lfloor \frac{m-1}{k} \right\rfloor$, and the ones multiplying $\varepsilon^{\frac{m}{k+1}} \log^p \varepsilon$, $p \in \mathbb{N}$, of degree at most $\left\lfloor \frac{m}{k} \right\rfloor - 1$, $m \in \mathbb{N}$. Due to the linearity of the re-grouping with respect to the coefficients/oscillatory terms multiplying the powers of $\tau_\varepsilon$, and due to the linearity of integration and of taking the
free coefficient of a polynomial, we get the same description of coefficients of the asymptotic expansion of \(V_c^\varepsilon(\varepsilon)\) in \(\varepsilon\), and of the distributional asymptotic expansion of \(V_f(\varepsilon)\) in \(\varepsilon\), as for their corresponding expansions in \(\tau_{\varepsilon}\) in Lemmas 8, 10.

Moreover, by [32, Theorem B], \(V_f(\varepsilon) - V_c^\varepsilon(\varepsilon) = O(\varepsilon^{\frac{2k+1}{k+1}})\). Since the expansion of \(V_f^\varepsilon(\varepsilon)\) does not contain oscillatory terms, we conclude that all polynomials multiplying \(\varepsilon\) of order \(O(\varepsilon^{\frac{2k+1}{k+1}})\) for \(1 \leq m \leq 2k\) are of order 0, that is, just constants. Similarly, all polynomials multiplying \(\varepsilon\) log \(p\varepsilon\) for \(1 \leq m \leq 2k+1\), are, for \(1 \leq m \leq 2k+1\), constants.

Finally, the non-dependence on the initial term \(x_0\) of the first finitely many coefficients in expansions (1)–(3) in Theorem A follows from formula for \(V_c^\varepsilon(\varepsilon) = 2\varepsilon \cdot \tau_{\varepsilon} + f_{\tau_{\varepsilon}}(x_0) = 2\varepsilon(\Psi(g^{-1}(2\varepsilon)) - \Psi(x_0)) + g^{-1}(2\varepsilon)\), from which it is visible that the only coefficient depending on \(x_0\) in the asymptotic expansion of \(V_f^\varepsilon(\varepsilon)\), as \(\varepsilon \to 0\), is the one multiplying \(\varepsilon\). Indeed, note that \(\Psi, g^{-1}\) do not depend on \(x_0\).

Remark 7 (a) Parabolic orbits. Note that the main reason that the proof of Theorem A (3) goes through in the parabolic case is Lemma 20 and Corollary 21. Integrating terms of the form \(\varepsilon^\alpha \log^p \varepsilon \cdot G(\tau_{\varepsilon}), \alpha \in \mathbb{R}, p \in \mathbb{N}_0\), with \(G(s)\) integrally bounded \(1\)-periodic, the order after integration grows by strictly (and fixedly) more than 1.

That is,

\[
\int_0^\varepsilon s^\alpha \log^p s \cdot G(\tau_s) \, ds = O(\varepsilon^{\alpha+(>1)} \log^p \varepsilon).
\]

The reason behind that is partial integration as described in the proof of Lemma 20 and the fact that, in the parabolic case,

\[
\frac{d}{ds} \tau_s \sim s^{-(>1)}, \quad s \to 0,
\]

since \(\tau_s \sim s^{-\frac{k}{k+1}}, s \to 0, k \geq 1\). This allows that, by each consecutive integration \(\int_0^\varepsilon ds\) of the function \(\varepsilon \mapsto V_f(\varepsilon)\), as described in the proof of Theorem A (3), we obtain more and more terms in the distributional expansion of \(\varepsilon \mapsto V_f(\varepsilon)\), as \(\varepsilon \to 0^+\).

(b) Note on hyperbolic orbits. Note that, in the hyperbolic case, described in detail for the model case in Sect. 7.2 below, the proof of Theorem A (3) does not go through since

\[
\tau_s \sim \log s, \quad s \to 0.
\]

The consequence is that

\[
\frac{d}{ds} \tau_s \sim s^{-1}, \quad s \to 0,
\]

is of insufficient growth to ’move forward’ in obtaining more monotonic terms in the distributional expansion by iterative integration (by consecutive integrations,
we never surpass the order of the growth $\varepsilon^{1}$ of the second term). Therefore, the statement of Theorem A (3) for the distributional expansion of $V_f(\varepsilon)$ does not hold in this case. Accordingly, the distributional expansion, as we see in Sect. 7.2 below, contains oscillatory terms which multiply $\varepsilon^{1}$. The oscillatory terms are not regularized as in the parabolic case.

On the other hand, Proposition 19 holds also in the hyperbolic case, so the hyperbolic counterparts of statements (1) and (2) of Theorem A hold similarly for the hyperbolic case, and $V_f(\varepsilon)$ regularizes oscillatory terms and necessarily eliminates oscillations in the asymptotic expansion.

7 Examples

7.1 Model parabolic orbits

Recall from Proposition 6 in Sect. 5 that, for the model diffeomorphism

$$f_0(x) = \frac{x}{1 + x},$$

the distributional asymptotic expansion of the tube function $\varepsilon \mapsto V_{f_0}(\varepsilon)$, obtained by means of residues of the meromorphic extension of its distance zeta function $\xi_{f_0}$, is equal to:

$$V_{f_0}(\varepsilon) \sim D 2 \sqrt{2} \varepsilon^{1/2} - \frac{2}{x_0} \cdot \varepsilon + \sum_{l=1}^{\infty} \frac{2^{3/2+l}}{1 - 4l^2} \left(1 - \frac{1}{2l}\right) \varepsilon^{l+\frac{1}{2}}, \quad \varepsilon \to 0^{+}.$$

Here, in Proposition 11, we compute the asymptotic expansion of the continuous time tube function $\varepsilon \mapsto V_{f_0}^{c}(\varepsilon)$ and also obtain again the distributional expansion of $\varepsilon \mapsto V_{f_0}(\varepsilon)$. We compute directly, obtaining explicitly, for the model example, the generalized asymptotic expansion of the tube function with possibly oscillatory coefficients and then using Theorem A. Moreover, we compare the coefficients of these two types of regularization (or smoothening) of the (classical) tube function $V_{f_0}(\varepsilon)$.

Let us introduce the notation:

$$[y^k \log^m y]h(y)$$

for the coefficient in front of $y^k \log^m y$, $k \in \mathbb{R}$, $m \in \mathbb{Z}_0$, in the asymptotic expansion of function $y \mapsto h(y)$, $y \to 0$, or in the asymptotic series $\hat{h}(y)$.

**Proposition 11** Let $f_0(x) = \frac{x}{1 + x}$, and $0 < x_0 < 1$. Then:

$$\frac{[\varepsilon^{m+\frac{1}{2}}] V_{f_0}^{c}(\varepsilon)}{[\varepsilon^{m+\frac{1}{2}}]D(V_{f_0}(\varepsilon))} = 2m + 1, \quad m \in \mathbb{N}_0.$$  (7.1)
Here, \( D(V_{f_0}(\varepsilon)) \) denotes the distributional asymptotic expansion of \( \varepsilon \mapsto V_{f_0}(\varepsilon) \). The coefficients in both asymptotic series with positive integer powers of \( \varepsilon \) (except \( \varepsilon^1 \)) are equal to zero, and the coefficient in front of \( \varepsilon^1 \) in both series is equal to \(-\frac{2}{x_0}\).

**Proof** We compute explicitly the generalized asymptotic expansion of the tube function \( V_{f_0}(\varepsilon) \), as \( \varepsilon \to 0^+ \), for \( f_0(x) = \frac{x}{1+x} \), and then apply Theorem A. Indeed, \( G := G(\tau_\varepsilon) \) being a periodic oscillatory function explicitly given in (6.1),

\[
V_{f_0}(\varepsilon) = n_\varepsilon \cdot 2\varepsilon + x_{n_\varepsilon} = 2\varepsilon(\tau_\varepsilon + G) + \Psi^{-1}(\tau_\varepsilon + G - \Psi(x_0)). \tag{7.2}
\]

In the model case, due to simplicity, we can explicitly compute:

\[
\Psi(x) = \frac{1}{x}, \quad \Psi^{-1}(y) = \frac{1}{y},
\]

\[
g_0(x) = x - f_0(x) = \frac{x^2}{1+x}, \quad g_0^{-1}(y) = \sqrt{y + y^2} + y \sim \sqrt{y}, \quad y \to 0^+, \tag{7.3}
\]

\[
\tau_\varepsilon = \Psi(g_0^{-1}(2\varepsilon)) - \Psi(x_0) = \frac{(1 + \frac{\varepsilon}{2})^{1/2} - 1}{2 - \frac{1}{x_0}}.
\]

Putting (7.3) in (7.2), we get, after some computation:

\[
V_{f_0}(\varepsilon) = \sqrt{2\varepsilon}(1 + \frac{\varepsilon}{2})^{1/2} + \varepsilon(2G - 1 - \frac{2}{x_0}) + \frac{\sqrt{2\varepsilon}(1 + \frac{\varepsilon}{2})^{1/2} - \varepsilon(2G - 1)}{1 - (2G^2 - 2G)\varepsilon}. \tag{7.4}
\]

We now compute from (7.4):

\[
[e^{m+\frac{1}{2}}]V_{f_0}(\varepsilon) =
= [e^{m+\frac{1}{2}}]((\sqrt{2\varepsilon}(1 + \frac{\varepsilon}{2})^{1/2} + \sqrt{2\varepsilon}(1 + \frac{\varepsilon}{2})^{1/2} \cdot (1 - (2G^2 - 2G)\varepsilon))^{-1} =
= \sqrt{2} \cdot \left(\frac{1/2}{m}\right)(\frac{1}{2})^m + \sqrt{2} \cdot \sum_{i=0}^{m} \left(\frac{1/2}{i}\right)(\frac{1}{2})^i (2G^2 - 2G)^{m-i}, \quad m \in \mathbb{N}_0,
\]

and

\[
[e^m]V_{f_0}(\varepsilon) = [e^m](-\varepsilon(2G - 1) \cdot (1 - (2G^2 - 2G)\varepsilon)^{-1}) =
= -(2G - 1)(2G^2 - 2G)^{m-1}, \quad m \in \mathbb{N}, \quad m \geq 2,
\]

\[
[e]V_{f_0}(\varepsilon) = -\frac{2}{x_0}.
\]

In notation of Theorem A, this gives:

\[
\tilde{Q}_{2m+1,0}(s) = \sqrt{2} \cdot \left(\frac{1/2}{m}\right)(\frac{1}{2})^m + \sqrt{2} \cdot \sum_{i=0}^{m} \left(\frac{1/2}{i}\right)(\frac{1}{2})^i (2s^2 - 2s)^{m-i}, \quad m \in \mathbb{N}_0,
\]
\[ \tilde{Q}_{2m,0}(s) = -(2s - 1)(2s^2 - 2s)^{m-1}, \quad m \in \mathbb{N}, \quad m \geq 2, \quad \tilde{Q}_{2,0}(s) = -\frac{2}{x_0}. \]

Therefore,

\[ [\varepsilon^{m+\frac{1}{2}}]D(V_{f_0}(\varepsilon)) = \int_0^1 \tilde{Q}_{2m+1,0}(s) \, ds = \sqrt{2} \cdot \left( \frac{1}{2} \right)^m \cdot \left( 1 + \frac{1}{1} \right) = 2\sqrt{2} \cdot \left( \frac{1}{2} \right)^m \cdot \frac{1}{2m+1}, \quad m \in \mathbb{N}_0. \]

\[ [\varepsilon^{m+\frac{1}{2}}]V_{f_0}^c(\varepsilon) = \tilde{Q}_{2m+1,0}(0) = 2\sqrt{2} \cdot \left( \frac{1}{2} \right)^m, \quad m \in \mathbb{N}_0. \]

\[ [\varepsilon^m]D(V_{f_0}(\varepsilon)) = \int_0^1 \tilde{Q}_{2m,0}(s) \, ds = 0, \quad [\varepsilon^m]V_{f_0}^c(\varepsilon) = \tilde{Q}_{2m,0}(0) = 0, \quad m \in \mathbb{N}, \quad m \geq 2. \]

Here, \( p F_q(.) \) denotes a generalized hypergeometric function. \( \square \)

**Remark 8** Note that the regularity (7.1) of ratios of coefficients, expressed by coefficients of polynomials \( \tilde{Q}_{i,0}, i \in \mathbb{N} \), from Theorem A, is equivalent to:

\[
\frac{\tilde{Q}_{2m+1,0}(0)}{\int_0^1 \tilde{Q}_{2m+1,0}(s) \, ds} = \frac{a_0}{a_0 + a_1 \frac{a_1}{2} + a_3 \frac{a_3}{3} + \cdots + a_{2m-1} \frac{a_{2m-1}}{2m+1}} = 2m + 1
\]

\[ \Leftrightarrow a_0 + 1 = -\frac{1}{2m} \left( a_1 \frac{a_1}{2} + a_3 \frac{a_3}{3} + \cdots + a_{2m-1} \frac{a_{2m-1}}{2m+1} \right), \quad m \in \mathbb{N}_0,
\]

where \( \tilde{Q}_{2m+1,0}(s) = a_0 + a_1 s + \cdots + a_{2m-1} s^{2m} \) is the polynomial of degree \( 2m \) multiplying \( \varepsilon^{m+\frac{1}{2}} \) in the asymptotic expansion of \( V_{f_0}(\varepsilon) \), see Theorem A.

This explicit relation between coefficients in polynomials \( \tilde{Q}_{i,0}, i \in \mathbb{N} \), from Theorem A (1) seems to be characteristic only of the model case, due to some symmetry in geometry of orbits.

**Remark 9** (Comment on general \( k \geq 2 \) and non-model diffeomorphisms) We conjecture that exactly the same ratio \( 2m + 1 \) between coefficients of the asymptotic expansion of the continuous time tube function \( V_{f_0}^c(\varepsilon) \) and of the distributional expansion of the standard tube function \( V_f(\varepsilon) \), as \( \varepsilon \to 0^+ \), holds for any model parabolic case \( k \geq 1, \rho = 0 \). It has been tested using the computer algebra software (Mathematica, Maple) and the formula (2.6) for the coefficients of the distributional expansion that:

\[
\frac{[\varepsilon^{\frac{1}{m+2k}+\frac{2k}{m+1}}]V_{f_0}^c(\varepsilon)}{[\varepsilon^{\frac{1}{m+2k}+\frac{2k}{m+1}}]D(V_{f_0}(\varepsilon))} = 2m + 1, \quad m \in \mathbb{N}_0.
\]
Other coefficients in both asymptotic series (except the coefficient of $\varepsilon^1$) are equal to zero.

Since, unlike $k = 1$, in the general case $k > 1$ we cannot get the closed explicit formula for the inverse $s_0^{-1}(y)$ as in (7.3), this was not proven theoretically, but only using the computer algebra software.

However, for the orbits of non-model parabolic diffeomorphisms $f$, we expect that the best general relation we can get between the asymptotic expansion of the continuous time tube function $V_f^c(\varepsilon)$ and the distributional expansion of the standard tube function $V_f(\varepsilon)$, as $\varepsilon \to 0^+$, is Theorem A. In general case, in Theorem A, the coefficients of polynomials $\bar{Q}_{l,0}$, $i \in \mathbb{N}$, depend on coefficients of $f$, but the nature of this dependence is not so regular as in the very simple, model case.

7.2 Model hyperbolic orbits

We consider the model hyperbolic example, the germ

$$f_a \in \text{Diff}(\mathbb{R}, 0), \ f_a(x) = ax, \ 0 < a < 1,$$

and its (attracting) orbit $O_{f_a}(x_0)$ with initial condition $0 < x_0 < 1$.

(1) We obtain here the distributional expansion, in fact, the closed form of $\varepsilon \mapsto V_{f_a}(\varepsilon)$, by computing the residues of the meromorphic extension of its distance zeta-function $\zeta_{f_a}(s)$ and applying [23, Theorem 5.4.32], as in Proposition 5.1 in Sect. 5 for model parabolic orbits.

Note that the orbit of $f_a$ is given by

$$O_{f_a}(x_0) = \{x_0a^n : n \in \mathbb{N}_0\}.$$

Such orbit generates a fractal string of consecutive distances:

$$\mathcal{L}_{f_a} := \{\ell_j := f_a^{\circ j}(x_0) - f_a^{\circ (j+1)}(x_0) = x_0(1-a)a^j : j \in \mathbb{N}_0\},$$

named in [23] the geometric progression fractal string. By [23, Example 4.2.36], its distance zeta function is given by the meromorphic extension of

$$\zeta_{f_a}(s) := \frac{2^{1-s}}{s} \sum_{j=0}^{\infty} \ell_j^s = \frac{2^{1-s}x_0^s}{s} \frac{(1-a)^s}{1-a^s}$$

from $\{s \in \mathbb{C} : \text{Re}(s) > 0\}$ to all of $\mathbb{C}$. The poles are: the double pole $s_0 = 0$ and the simple poles $s_k := \frac{2k\pi}{\log a} i$, $k \in \mathbb{Z} \setminus \{0\}$, situated equidistantly along the vertical line $\{\text{Re} s = 0\}$. By slightly adapting [23, Example 5.5.25], where [23, Theorem 5.3.16] is used, one can use the poles and their residues to directly obtain the exact pointwise formula, that is, the exact (multiplicative Fourier) pointwise expansion of $V_{f_a}(\varepsilon)$:

$$V_{f_a}(\varepsilon) = -\frac{2}{\log a} \varepsilon(-\log \varepsilon) + H \left( \log_a \frac{2\varepsilon}{x_0(1-a)} \right) \cdot \varepsilon, \ \varepsilon \in (0, x_0(1-a)/2). (7.5)$$
Here, $H : [0, +\infty) \to \mathbb{R}$ is a 1-periodic bounded function, given by the following absolutely convergent Fourier series:

$$H(t) := 1 + \frac{\log 4 - 2}{\log a} - 2 \log_a (x_0(1 - a)) - \frac{2}{\log a} \sum_{k \in \mathbb{Z} \setminus \{0\}} e^{2\pi i k t} s_k(1 - s_k), \ t \geq 0.$$  

(7.6)

In particular, this exact pointwise formula coincides with the pointwise and the distributional expansion of $V_{fa}(\varepsilon)$, as $\varepsilon \to 0^+$. In order to obtain formula (7.5), note that the distance zeta function $\zeta_{fa}(s)$ is exactly equal to $x_0^s(1 - a)^s \left[ \zeta_{A,f}(s) - 2s^{-1} \right]$ in the notation of [23, Example 5.5.25]. One then follows the exact steps of [23, Example 5.5.25], but taking into account the above functional equation when calculating residues of the function $s \mapsto \frac{e^{1-s}}{1-s} \zeta_{fa}(s)$ as required by [23, Theorem 5.3.16]. Note that the residues of $s \mapsto \frac{e^{1-s}}{1-s} \zeta_{fa}(s)$ at the nonreal poles are equal to the residues of $s \mapsto \zeta_{A,f}(s)$ given by [23, Equation (5.148)] multiplied by the factor $[x_0(1 - a)]^{s_k} \frac{e^{1-s_k}}{1-s_k}$ for $k \in \mathbb{Z} \setminus \{0\}$, while the residue of the double pole at zero is a little bit more complicated to obtain but can be easily checked by computer algebra software.

(2) We now compute $V_{fa}(\varepsilon)$ and $V_{fa}^c(\varepsilon)$ directly, in the closed form. By Proposition 19, we put $n_\varepsilon = \tau_\varepsilon + G(\tau_\varepsilon)$, where $G$ is the 1-periodic bounded function explicitly given by (6.1).

Obviously, $f_a$ is a time-1 map of the vector field $x' = (\log a)x$, and its Fatou coordinate is given by $\Psi'(x) = \log_a x$, $\Psi^{-1}(y) = a^y$. The definition of the Fatou coordinate is given in (B3). Furthermore, since $g_a^{-1}(y) = (1 - a)^{-1} y$,

$$\tau_\varepsilon = \Psi(g^{-1}(2\varepsilon)) - \Psi(x_0) = \log_a \frac{2\varepsilon}{x_0(1 - a)}.$$  

We now compute, putting $G := G(\tau_\varepsilon)$ for simplicity,

$$V_{fa}(\varepsilon) = (\tau_\varepsilon + G) \cdot 2\varepsilon + \Psi^{-1}(\tau_\varepsilon + \Psi(x_0) + G) =$$

$$= \left( \log_a \frac{2\varepsilon}{(1 - a)x_0} + G \right) \cdot 2\varepsilon + \frac{2\varepsilon}{1 - a} G =$$

$$= - \frac{2}{\log a} \varepsilon (- \log \varepsilon) + \varepsilon \left( 2 \log_a \frac{2}{x_0(1 - a)} + 2G + \frac{2aG}{1 - a} \right) =$$

$$= - \frac{2}{\log a} \varepsilon (- \log \varepsilon) + \varepsilon F(G), \tag{7.7}$$

$$V_{fa}^c(\varepsilon) = \tau_\varepsilon \cdot 2\varepsilon + \Psi^{-1}(\tau_\varepsilon + \Psi(x_0)) =$$

$$= - \frac{2}{\log a} \varepsilon (- \log \varepsilon) + \varepsilon F(0) =$$

$$= - \frac{2}{\log a} \varepsilon (- \log \varepsilon) + \varepsilon \left( 2 \log_a \frac{2}{x_0(1 - a)} + \frac{2}{1 - a} \right), \ \varepsilon \in (0, \delta). \tag{7.8}$$
Here, \( F(s) := 2 \log a \frac{2}{x_0(1-a)} + 2s + \frac{2a^s}{1-a} \). Comparing (7.5) and (7.6) with (7.7), we conclude that

\[
H = F \circ G = 2 \log a \frac{2}{x_0(1-a)} + 2G + \frac{2a^G}{1-a}.
\]

We see from (7.7) and (7.8) that ‘analogues’ of Theorem A (1) and (2) hold also in the hyperbolic case. However, unlike the parabolic case, the distributional asymptotic expansion of \( V_{f_\alpha}(\varepsilon) \), which is here equal to the exact pointwise (multiplicative) Fourier series expansion of \( V_{f_\alpha}(\varepsilon) \), contains the oscillatory term in front of \( \varepsilon \). In the expansion of \( V_{f_\alpha}^c(\varepsilon) \), on the other hand, the oscillatory terms are necessarily eliminated. Indeed, as explained in Remark 7 (b), the analogue of Theorem A (3) in the hyperbolic case does not hold. In Remark 7, we explain a technical reason why Theorem A (3) fails in the hyperbolic case. In the hyperbolic case, we conjecture that the geometric reason is in an underlying linear self-similarity property of hyperbolic orbits which is not present in parabolic orbits, thus making them fractal in the self-similar sense. Accordingly, hyperbolic orbits are fractal also in the sense of the new definition proposed by the authors of [23, 29], which states that the presence of nonreal complex dimensions is the indication of fractality. Indeed, nonreal complex dimensions (the simple poles \( s_k := \frac{2k\pi i}{\log a}, k \in \mathbb{Z}\setminus\{0\} \)) appear in the case of the hyperbolic orbit, reflecting the presence of the oscillatory term \( \varepsilon F(G(\tau\varepsilon)) \) in the distributional asymptotic expansion (7.7), see [23, Theorem 5.3.16 or Theorem 5.3.21]. Further discussion on this topic will be given in Sect. 9.

8 Proof of Theorems B and C

This section concerns the proof of Theorem C and of Theorem B from Sect. 3. Aside from being used in this paper for the proof of Theorem B, Theorem C has independent value in the theory of fractal zeta functions. Recall from Sect. 3 that Theorem C can be understood as a generalization of [23, Theorem 2.3.18] and partial converse of [23, Theorem 5.4.30]. It gives, under appropriate hypotheses, a one-to-one correspondence of the distributional expansion of the tube function of a set and the collection of its complex dimensions and their principal parts.

In the proof, we need another type of a fractal zeta function of a bounded set, the tube zeta function, introduced in [23, §2.2.2]. The tube zeta function \( \tilde{\zeta}_A \) of a bounded subset \( A \subseteq \mathbb{R}^N \) is defined as the shifted one-sided Mellin transform of the tube function \( \varepsilon \mapsto V_A(\varepsilon) := |A_\varepsilon|, \) i.e., the Lebesgue measure of the \( \varepsilon \)-neighborhood of the set \( A \):

\[
\tilde{\zeta}_A(s) := \int_0^\delta t^{s-N-1}|A_t| \, dt, \quad \text{Re } s > \overline{\dim}_B A, \quad \delta > 0.
\]  

It has analogous properties as the distance zeta function \( \zeta_A \) of the set \( A \) and is connected to it by the following functional equation, see [23, Theorem 2.2.1]:
\[ \zeta_A(s) = \delta^{s-N}|A_\delta| + (N-s)\tilde{\zeta}_A(s), \quad \text{Re } s > \dim_B A, \quad \delta > 0. \quad (8.2) \]

For properties of the tube and distance zeta functions see [23–25]. Note that the dependence on \( \delta > 0 \) in Equation (8.1) is, as usual, nonessential from the point of view of the theory of complex dimensions. This stems from the fact that changing \( \delta > 0 \) amounts to adding a term which is entire in the variable \( s \). Hence, it does not affect any complex dimensions, nor corresponding residues or principal parts.

### 8.1 Proof of Theorem C

Theorem C in Sect. 3 is a direct generalization of Corollary 13 of Proposition 12 below to more asymptotic terms, and can be proven similarly. Therefore, for simplicity and clarity, we will prove here Proposition 12 and its Corollary 13, and omit the lengthy technical proof of Theorem C.

**Proposition 12** Let \( A \subseteq \mathbb{R}^N \) be a bounded set such that the \( m \)-th primitive,\(^{20}\) of the function \( \varepsilon \mapsto V_A(\varepsilon) \), denoted by \( V_A^{[m]}(\varepsilon) \), for some \( m \in \mathbb{N}_0 \), has the following asymptotics:

\[ V_A^{[m]}(\varepsilon) = M \varepsilon^{N-\alpha+m} P_n(-\log \varepsilon) + O(\varepsilon^{N-\beta+m}), \quad \varepsilon \to 0^+, \quad (8.3) \]

for some \( \alpha, \beta \in \mathbb{R} \) such that \( \alpha > \beta \) and some constant \( M > 0 \). Here, \( P_n \) denotes a monic polynomial with real coefficients, of degree \( n \in \mathbb{N}_0 \).

Then the tube zeta function \( \tilde{\zeta}_A(s) \) is meromorphic in the right open half-plane \( \{\text{Re } s > \beta\} \), and given by:

\[ \tilde{\zeta}_A(s) = M(N-s+1)^m \delta^{s-\alpha} \sum_{j=0}^{n} \frac{P_n^{(j)}(-\log \delta)}{(s-\alpha)^{j+1}} + R(s), \quad (8.4) \]

where \( R \) is holomorphic in \( \{\text{Re } s > \beta\} \), and

\[ R(s) = M \sum_{n=1}^{m} (N-s+1)^{n-1} \delta^{s-N-n} V_A^{[n]}(\delta) + \int_{0}^{\delta} t^{s-1} O(t^{-\beta}) \, dt. \quad (8.5) \]

We conclude from (8.4) and [23, Theorem 2.2.11] that the \((n+1)\)-th order pole \( \alpha \) of \( \tilde{\zeta}_A \) equals to the upper box dimension of \( A \), i.e., \( \dim_B A = \alpha \), since it is the first real complex dimension of \( A \).

As was already mentioned above, by the theory of [23, 24], the principal part of \( \tilde{\zeta}_A(s) \) given by (8.4) at the pole \( \alpha \) does not depend on \( \delta > 0 \), a fact that is not immediately clear from (8.4). Therefore, we can obtain the principal part at \( s = \alpha \) by letting \( \delta = 1 \) in (8.4), and examining:

\(^{20}\) The \( m \)-th primitive function \( V_A^{[m]} \) of \( \varepsilon \mapsto V_A(\varepsilon) \) is precisely defined in (6.3). In the sequel, we will call \( V_A^{[m]} \) the \( m \)-th primitive tube function of the set \( A \) as in [23].
\[ M(N - s + 1)_m \sum_{j=0}^n \frac{P_n^{(j)}(0)}{(s - \alpha)^j+1}. \]

One now needs to expand \((N - s + 1)_m\) into its Taylor polynomial at \(s = \alpha\), multiply it with the sum above and extract the coefficients. The leading coefficient, that is, the coefficient in front of \((s - \alpha)^{-n-1}\), is easily obtained and equal to

\[ M(N - \alpha + 1)_m \cdot n!. \]

**Remark 10** It can be proven from (8.4), using an appropriate Tauberian theorem (see [23, Theorem 5.4.2] for the case when \(n = 0\), and [21] for the case when \(n > 0\), that \(D := \alpha\) is, in fact, the box (Minkowski) dimension of the set \(A\), and that the constant \(M\) is equal to the Minkowski content of \(A\) (in case \(n = 0\)) or to its gauge Minkowski content (in case \(n > 0\)), modulo a multiplicative constant:

\[ \mathcal{M}^D(A, h) = \lim_{\varepsilon \to 0^+} \frac{|A_{\varepsilon}|}{\varepsilon^{N-D} h(\varepsilon)} = M(N - D + 1)_m, \]  

(8.6)

where the gauge function \(h(\varepsilon)\) is given as \((- \log \varepsilon)^n\). In case \(n = 0\), \(\mathcal{M}^D(A, 1)\) is just the standard Minkowski content, and this statement is proven in [23, Theorem 5.4.2].

Note also that, when \(m > 0\), (8.6) does not follow directly from the expansion (8.3), since pointwise asymptotic expansions cannot in general be differentiated termwise, and hence, we cannot directly deduce that:

\[ |A_{\varepsilon}| \sim M(N - \alpha + 1)_m \cdot \varepsilon^{N-\alpha}(- \log \varepsilon)^n, \varepsilon \to 0^+. \]

Therefore, to conclude that (8.6) is true in case \(m > 0\), the use of a Tauberian theorem as in [21, 23] is essential.

The following corollary is the analogue of Proposition 12, but for the distance zeta function. It is a direct consequence of Proposition 12 and the functional equation (8.2) relating the distance and the tube zeta function.

**Corollary 13** (Analogue of Proposition 12 for distance zeta functions) Let \(A \subseteq \mathbb{R}^N\) be a bounded set such that its \(m\)-th primitive tube function \(V_A^{[m]}\), for some \(m \in \mathbb{N}_0\), has the following asymptotics:

\[ V_A^{[m]}(\varepsilon) = M \varepsilon^{N-\alpha + m} P_n(- \log \varepsilon) + O(\varepsilon^{N-\beta + m}), \varepsilon \to 0^+, \]

for some \(\alpha, \beta \in \mathbb{R}\) such that \(\alpha > \beta\) and some constant \(M > 0\). Here, \(P_n\) denotes a monic polynomial with real coefficients of degree \(n \in \mathbb{N}_0\).

Then the distance zeta function \(\zeta_A(s)\) of the set \(A\) is meromorphic in the right open half-plane \(\{\text{Re } s > \beta\}\), and given by:

\[ \zeta_A(s) = M(N - s)_{m+1} \delta^{s-\alpha} \sum_{j=0}^n \frac{P_n^{(j)}(- \log \delta)}{(s - \alpha)^j+1} + R(s), \]  

(8.7)
where $R$ is holomorphic in $\{\text{Re } s > \beta \}$, and:

$$R(s) = M \sum_{n=0}^{m} (N - s)^n \delta^{s-N-n} V_A^{[n]}(\delta) + (N - s) \int_{0}^{\delta} t^{s-1} O(t^{-\beta}) \, dt. \quad (8.8)$$

Here, $\delta > 0$ is non-essential, as in definition of the distance zeta-function (1.1), and may be taken as e.g. $\delta = 1$.

Finally, the distance zeta function is at most polynomially super languid in any closed vertical strip of finite width contained in $\{\text{Re } s > \beta \}$.

**Proof** It only remains to prove the statement about super languidity. This follows from the fact that each term in (8.7) is polynomially super languid. Namely, the variable $s$ appears in rational or polynomial terms (which are by default super languid) or in the term $\delta^s$ which is bounded by a constant in any vertical strip of finite width, and this is also true for the integral appearing in Equation (8.8). Hence, by Remark 3, $\zeta_A$ is also polynomially super-languid in any vertical strip of finite width. \hfill \Box

In the proof of Proposition 12, we need the following auxiliary lemma, whose proof is in the “Appendix”.

**Lemma 14** Let $A \subseteq \mathbb{R}^N$ be a bounded set. Then, for every $m \in \mathbb{N}$, we have the following functional equation:

$$\tilde{\zeta}_A(s) = \sum_{n=1}^{m} (N - s + 1)_n \delta^{s-N-n} V_A^{[n]}(\delta) + (N - s + 1)_m \int_{0}^{\delta} t^{s-N-m} V_A^{[m]}(t) \, dt,$$

valid for all $s \in \mathbb{C}$ such that $\text{Re } s > \text{dim}_{B} A$.

**Proof of Proposition 12** Let $A \subseteq \mathbb{R}^N$ be a bounded set and $m \in \mathbb{N}$ such that (8.3) holds. Let $\overline{D} := \text{dim}_{B} A$. From Lemma 14, the functional equation (8.9) for $\tilde{\zeta}_A(s)$ is valid on $\text{Re } s > \overline{D}$. Putting (8.3) in the integral on the right-hand side of (8.9), we get:

$$\int_{0}^{\delta} t^{s-N-1-m} V_A^{[m]}(t) \, dt = M \int_{0}^{\delta} t^{s-\alpha-1} P_n(-\log t) \, dt + \int_{0}^{\delta} t^{s-1} O(t^{-\beta}) \, dt. \quad (8.10)$$

The last integral above is holomorphic in the open right half-plane $\{\text{Re } s > \beta \}$, since the integrand is of order $O(t^{\text{Re } s - \beta - 1})$. It is now left to show that the first integral on the right-hand side of (8.10) can be meromorphically extended to all of $\mathbb{C}$, with $\alpha$ being the only pole of order $n + 1$.

Indeed, for any $k \in \mathbb{N}_0$ and for $\text{Re } s > \alpha$, we have:

$$\int_{0}^{\delta} t^{s-\alpha-1}(-\log t)^k \, dt = \frac{\delta^{s-\alpha}(-\log \delta)^k}{s - \alpha} + \frac{k}{s - \alpha} \int_{0}^{\delta} t^{s-\alpha-1}(-\log t)^{k-1} \, dt.$$
This can be iterated $k$ times on right-hand side integrals, and we get:

$$\int_0^\delta t^{s-\alpha-1} (-\log t)^k \, dt = \delta^{s-\alpha} \sum_{j=0}^k k^j (\log \delta)^{k-j} (s-\alpha)^{j+1}. \quad (8.11)$$

Here, $k^j := k(k-1) \cdots (k-j+1)$ denotes the \textit{falling factorial}, with convention $k^0 := 1$. We note that the right-hand side in (8.11) is meromorphic in all of $\mathbb{C}$, with only pole of order $k+1$ at $s = \alpha$. Using (8.11) in $\int_0^\delta t^{s-\alpha-1} P_n(-\log t) \, dt$ in (8.10) and interchanging the order of (finite) summation, we get:

$$\int_0^\delta t^{s-\alpha-1} P_n(-\log t) \, dt = \delta^{s-\alpha} \sum_{j=0}^n P_n^{(j)} (\log \delta) (s-\alpha)^{j+1}, \quad (8.12)$$

where, again, the right hand side is meromorphic in $\mathbb{C}$ with a single pole of order $n+1$ at $s = \alpha$. Now the statement (8.4) of Proposition 12 follows combining (8.9), (8.10) and (8.12). By $R(s)$, we denote all terms that are holomorphic in $\{\text{Re} s > \beta\}$. \hfill $\Box$

\textbf{Proof} Direct generalization of Corollary 13 to more terms of power-logarithmic type in the asymptotic expansion. Also, we have changed notation $\alpha_i \leftrightarrow N - \alpha_i$ in Theorem C in the sense that $N$ is not shown in the expansion but instead it is shown in the expression for $\zeta_A$.

\textbf{Remark 11} It is an interesting open question to ask under which additional conditions we can replace polynomials $P_n$ in (8.3) of Proposition 12 by a convergent power series $P$ and get a similar conclusion, but, in this case, with $s = \alpha$ being an essential singularity of the tube zeta function $\tilde{\zeta}_A(s)$. We point out that there exist fractal sets such that their fractal zeta functions possess essential singularities but, at least for the time being, there are no results about the asymptotics of their tube functions; see [22].

\section*{8.2 Proof of Theorem B}

\textbf{Proof of Theorem B} Since the reconstruction of the \textit{distance} zeta function $\zeta_f$ from the coefficients of the distributional expansion of $V_f$ in Theorem A is rather complicated directly, we will use the functional equation between the distance and the \textit{tube} zeta function in order to describe $\zeta_f$. Namely, by [23, Theorem 5.2.6], the relation to the tube zeta function is direct and from it the distance zeta function can be reconstructed. Set $\delta = 1$ in the relative version of equation (8.2) to obtain

$$\zeta_f(s) = \zeta_{O_f(x_0),[0,x_0]}(s) = x_0 + (1-s) \tilde{\zeta}_{O_f(x_0),[0,x_0]}(s), \quad (8.13)$$

where

$$\tilde{\zeta}_{O_f(x_0),[0,x_0]}(s) = \int_0^1 t^{s-2} |O_f(x_0)_t \cap [0,x_0]| \, dt, \quad (8.14)$$
is the relative tube zeta function with \( A := \mathcal{O}_f(x_0), \ \Omega := [0, x_0] \); for details see [23, §4.5.1].

The proof follows indirectly by combining Theorem A and Theorem C, along with [23, Theorem 5.2.6] which reconstructs distributional asymptotics of the tube function \( V_f \) from the relative tube zeta function \( \tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]} \). The final ingredient is the functional equation (8.13).

Namely, from Theorem A we know that a complete distributional asymptotic expansion of the tube function \( V_f(\varepsilon) \) exists and we also have its explicit formula (3). From the proof of Theorem A we know, moreover, that, for every \( N \in \mathbb{N} \), there exists \( k_N \)-th primitive \( V_f^{[k_N]}(\varepsilon) \) with an asymptotic expansion given by (6.7). To this we apply Theorem C. In Theorem C, we let \( A := \mathcal{O}_f(x_0) \). Note that \( \mathcal{V}_{\mathcal{O}_f(x_0)} = V_f(\varepsilon) + 2\varepsilon, \ \varepsilon > 0. \) By letting \( N \to +\infty \) we obtain, in steps, the existence of meromorphic continuation of \( \tilde{\zeta}_{\mathcal{O}_f(x_0)}(s) = \zeta_f(s) + \frac{2\varepsilon}{s}, \ \delta \geq (x_0 - f(x_0))/2, \) to all of \( \mathbb{C} \). Also, from Theorem C we know that this extension is polynomially languid and hence so is \( \zeta_f(s) \), which equals to the relative distance zeta function \( \zeta_{\mathcal{O}_f(x_0),[0,x_0]} \) in the notation of [23, Theorem 5.3.21], where \( A := \mathcal{O}_f(x_0) \) and \( \Omega := [0, x_0] \). Finally, the functional equation (8.13) gives us the same extension and languidity conclusion for the corresponding relative tube zeta function \( \tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]} \). Thus, the hypotheses of [23, Theorem 5.2.6] are satisfied for any screen given as a vertical line \( \{ \text{Re } s = \beta \}, \ \beta \in \mathbb{R} \). Namely, by Theorem C, one then knows that \( \zeta_{\mathcal{O}_f(x_0)} \), and hence \( \tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]} \), can be meromorphically extended to the window \( \{ \text{Re } s > \beta \} \) and since \( \beta \in \mathbb{R} \) is arbitrary, we conclude that both functions are meromorphic in \( \mathbb{C} \).

Note that we use Theorem C here merely to prove the existence of the meromorphic extension of the zeta function and the polynomial languidity on windows of the type \( \{ \text{Re } s > \beta \} \), and not to recover the principal parts, since formula (2.4) in Theorem C is not easily applicable. Instead, once we have proven the existence and the polynomial languidity of zeta functions, we use [23, Theorem 5.2.6] to recover the principal parts at the poles from the distributional expansion of \( V_f \) from Theorem A (3), as follows. Indeed, by polynomial languidity proven above, the conclusion of [23, Theorem 5.2.6] holds and one obtains the following distributional asymptotics for the tube function \( V_f \):

\[
V_f(\varepsilon) = |\mathcal{O}_f(x_0) \cap [0, x_0]| =_D \sum_{\omega \in \{ \text{Re } s > \beta \}} \text{res} \left( e^{1-s} \tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]}(s), \omega \right) + \mathcal{R}(\varepsilon),
\]

where \( \mathcal{R}(\varepsilon) = O(\varepsilon^{1-\beta}) \), as \( \varepsilon \to 0^+ \) in the distributional sense. From the above equation one sees how the poles of \( \tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]} \) generate terms in the distributional asymptotics. Namely, if the pole \( \omega \) is of order one, then the term it generates is \( \varepsilon^{1-\omega} \text{res}(\tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]}, \omega) \). If the pole \( \omega \) is of order strictly higher than 1, then it generates additional logarithmic terms in \( \varepsilon \), and the whole principal part of \( \tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]}(s) \) at pole \( \omega \) contributes. More precisely, let \( \omega \) be a pole of \( \tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]}(s) \) of order \( r + 1 \), \( r \in \mathbb{N}_0 \). Then:
\[ \text{res} \left( \epsilon^{1-\omega} \tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]}(s), \omega \right) = \epsilon^{1-\omega} \sum_{n=0}^{r} \frac{(-1)^n \cdot [(s - \omega)^{-n} - 1] \tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]}(s) \cdot \log^n \epsilon}{n!} \],

(8.16)

where \([(s - \omega)^{-n} - 1] \tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]}(s)\) denotes the \((-n-1)\)-st coefficient in the Laurent expansion of \(\tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]}(s)\) at \(\omega\). One obtains this by multiplying the Taylor series of \(\epsilon^{1-s}\) at \(\omega\) by the Laurent series of \(\tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]}(s)\) at \(\omega\), and then extracting the residue. We omit the details and refer to the proof of [23, Theorem 5.4.27] where exactly the same type of calculation was done. Comparing the coefficients of the distributional asymptotics given by (8.15) and (8.16) with the distributional asymptotics of \(V_f\) from Theorem A (3), due to the uniqueness of the distributional asymptotics, we recover the principal part of \(\tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]}(s)\) at each pole \(\omega\). Denote by \(\omega_m := 1 - \frac{m}{k+1}, m \in \mathbb{N}\), the co-exponents of powers of \(\epsilon\) in Theorem A (3). Denoting the terms of the distributional asymptotics from Theorem A (3) by:

\[ \epsilon^{1-\omega_m} \sum_{k=0}^{n_m} \frac{m^k \log^k \epsilon, m \in \mathbb{N}, k = 0, \ldots, n_m}{k!} \]

we deduce that \(\omega_m, m \in \mathbb{N}\), are the poles of \(\tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]}(s)\), and that:

\[ [(s - \omega_m)^{-k} - 1] \tilde{\zeta}_{\mathcal{O}_f(x_0),[0,x_0]}(s) = (-1)^k \cdot k! \cdot \frac{m^k}{k!}, k = 0, \ldots, n_m, m \in \mathbb{N}. \]

For each \(\omega_m\), the maximal power of the logarithm that multiplies \(\epsilon^{1-\omega_m}\) in the distributional expansion of \(V_f\) determines the order of the pole \(\omega_m\). In fact, for \(m \in \{1, 2, \ldots, k\}\), the poles are of the first order.

Finally, by formula (8.13), we get (2.2) in Theorem B. \(\square\)

The following remark explains how Theorems A and B can be used in practice.

Remark 12 Suppose that we are able to find (in a relatively easy way) a meromorphic extension to all of \(\mathbb{C}\) of the distance (or geometric) zeta function of a parabolic orbit, that we know exists by Theorem B. Then, by [23, Theorem 5.3.21], we can directly determine, from complex dimensions and their residues, the distributional asymptotics of \(V_f(\epsilon)\), as \(\epsilon \to 0^+\). There is no need to check languidity conditions, which is normally necessary for the application of [23, Theorem 5.3.21], since the existence of the distributional expansion is already known theoretically by Theorem A, and the polynomial languidity of the distance zeta function follows theoretically from Theorem B.

Moreover, comparing Theorem A (1) and (3), the distributional asymptotics of \(V_f(\epsilon)\) for a parabolic diffeomorphism \(f\) of multiplicity \(k, k \in \mathbb{N}\), is actually valid pointwise up until the order of \(O(\epsilon^{2-k} \cdot \frac{1}{\epsilon^{k+1}})\).
9 Concluding remarks and perspectives

Let us further explain here the difference between parabolic orbits and hyperbolic orbits from the viewpoint of fractality and existence of nonreal complex dimensions, that we have mentioned in the Introduction and in Sect. 7.2.

If we look upon the classical middle-third Cantor set $C$, it has complex dimensions of the type $\log 3 \frac{2 + i pk}{log 3}$, where $p = \frac{2\pi}{\log 3}$ is the so-called oscillatory period; see [23, Pages 4–5]. This is, in turn, then reflected in the fact that the tube function of $C$ does not admit a monotonic asymptotic first term, i.e., $C$ is not Minkowski measurable. Instead, the first term is of the type $G(\varepsilon)\varepsilon^{1 - \log 3 \frac{2}{2}}$, where $G$ is multiplicatively periodic with period $p$. This geometric significance of complex dimensions led the authors of [23] to propose a new definition of fractality, which states that a set is fractal if it possesses a nonreal complex dimension.

For instance, the somewhat simplified version of devil’s staircase is indeed fractal according to the new definition, since it has nonreal complex dimensions which are, as expected, exactly the same complex dimensions as those of the Cantor set $C$. In addition, it also has the complex dimension $\omega = 1$. It coincides with its topological, Minkowski and Hausdorff dimension. Hence, this set is not fractal according to Mandelbrot’s definition; see, e.g., [23, §5.5.4].

In this paper we provide examples which strengthen the conjecture that this new definition of fractality, as a form of self-similarity, is a step forward in resolving the conundrum. Namely, the orbits of 1-dimensional dynamical systems generated by parabolic germs that we are investigating here do not posses nonreal complex dimensions, although they have nontrivial Minkowski dimension and are hence fractal according to the classical definition. Indeed, these orbits are just sequences on the real line that have an accumulation point at the origin. They have Hausdorff dimension equal to zero because of the countable stability property. Asymptotically, they behave as $1/k$-strings, $k \in \mathbb{N}$, as defined in [29] and, as is well known, their Minkowski dimension is nontrivial. It is our point of view that in this case the Minkowski dimension should be understood as a kind of a measuring tool for the convergence speed of the string, i.e., the sequence generated by the string, rather than an indication of its self-similarity. The orbits in the parabolic case do not posses any kind of (linear) self-similarity or self-affinity, and this is reflected in the fact that they do not possess any nonreal complex dimensions. On the other hand, in the hyperbolic case from Sect. 7.2, we do get nonreal purely imaginary complex dimensions. We conjecture that this apparent paradox may be justified as follows. Namely, in the hyperbolic case, the orbit is self-similar in a more general sense, i.e., it can be understood as an inhomogeneous self-similar set. This fact is indeed reflected in its complex dimensions; see [23, Remark 2.1.87 and Example 5.5.25]. Inhomogeneous self-similar sets were introduced in [5]; see also [3, 4, 12, 13].

Even more interesting and novel in this paper is the insight into the asymptotics of the tube function of orbits in the parabolic case. The tube function does not posses classical asymptotics beyond a certain term, again, due to oscillations, which are precisely described in Theorem A (1). These oscillations, however, are not multiplicatively periodic, or, one might also say, are not resonant to the intrinsic geometry of the
orbit. In this case, the fractal zeta function does not encode these oscillations, at least not in its poles, i.e., they do not generate nonreal complex dimensions. Accordingly, these nonresonant oscillations are sufficiently weak in the sense that the complete distributional asymptotics of the tube function of the parabolic orbit in Theorem A (3) exists, or, in other words, repetitive integration of the tube function will completely dampen the nonresonant oscillations, as is seen from the proof. On the other hand, in the hyperbolic case treated in Sect. 7.2, similarly as in the case of the Cantor set, the oscillations in the tube functions of orbits are multiplicatively periodic, i.e., resonant with the geometry of orbits, and no amount of integration will dampen them out. In other words, the fractal zeta function will encode them as nonreal complex dimensions and the complete distributional asymptotics of the tube function will not exist in the classical sense. For computational details, see Remark 7 in Sect. 7.2.

To conclude, the notion of fractality in the sense of complex dimensions as in [23, 29], in general, seems to detect linear self-similarity of the set. On the other hand, the orbits of parabolic germs may be considered self-similar in some broader, dynamical or non-linear, sense, which the complex dimensions cannot detect. A corresponding generalized notion of non-linear fractality could be investigated.

Finally, the continuous time tube function of orbits will have a complete asymptotic expansion in both cases (i.e. parabolic and hyperbolic), see Theorem A (2) and Remark 7 (b). Thus, this regularization technique dampens both, the resonant and the nonresonant oscillations in a given orbit. Therefore, it can be thought of as a sort of a dynamical regularization technique. For further research, it would be interesting to rigorously define the resonant and nonresonant intrinsic oscillations of general sets and to relate these definitions to the theory of complex dimensions.

Let us mention at the end yet another perspective for further research. We have seen in the paper that there exist two ways of regularization of the tube function $V_f(\varepsilon)$ of parabolic orbits: the continuous time tube function and the distributional expansion of the tube function, as $\varepsilon \to 0^+$. Both are continuations, in a power-logarithmic scale, of the standard tube function of parabolic orbits, after it becomes oscillatory. It was shown in [39] that the non-existence of the full asymptotic expansion in power-logarithmic scale of the tube function for parabolic orbits prevents seeing the analytic class of a germ from the tube function, while the formal class can be seen from finitely many terms of the tube function [38]. In [32] it was suggested using the continuous time tube function instead of the standard tube function, as its dynamical regularization, by embedding in a flow. Here, we have shown that the distributional expansion of $V_f(\varepsilon)$, as $\varepsilon \to 0^+$, is, on one hand, indirectly related to the continuous time tube function by Theorem A. On the other hand, it is in one-to-one correspondence with complex dimensions of the orbit (the poles of the distance zeta function of the orbit) and their principal parts, see Corollary 2. Moreover, the tube zeta function of the orbit, which is directly related to the distance zeta function by a functional equation, is, by its definition, the Mellin transform of the tube function of the orbit [23, §2.2.2]. This passage, by an integral transform, from the original $\varepsilon$-plane, where we have an asymptotic expansion of the tube function, to the complex $\zeta$-plane, where we analyze singularities of the tube zeta function, strongly resembles the Borel-Laplace resummation method, see, e.g., [36]. It is a central method in the so-called resurgent approach to analytic classification of parabolic germs by Ecalle [9], later explained
also in [7] or [36]. By Borel transform, one passes from the original \(z\)-plane, that is, from the algebra of formal series to which formal embedding of a germ in a vector field belongs, to the algebra of so-called resurgent functions in the Borel \(\zeta\)-plane, where an appropriate analysis of singularities (using the so-called alien calculus) recovers the analytic class of the germ. All mentioned leaves us wondering if, by an appropriate treatment and analysis of complex dimensions of one orbit of a parabolic germ, we can reconstruct the moduli of analytic classification of the germ, in parallel with the method of Ecalle.
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**Appendix A: Geometric zeta function of the shifted \(a\)-string**

In this subsection we prove Theorem 15 which generalizes [29, Theorem 6.21] about the meromorphic extension and complex dimensions of the geometric zeta function of the standard \(a\)-string to the case of the shifted \(a\)-string defined by (4.16). It also extends [29, Theorem 6.21] in the sense that we give an explicit formula for the meromorphic extension of the geometric zeta function of the (shifted) \(a\)-string. Theorem 15 is crucial in the proof of Proposition 3 about meromorphic extension of the distance zeta function of model orbits in Sect. 2.1. The first part of the proof is completely analogous to the proof of [29, Theorem 6.21], but, in order to keep the second part clear, we give here a brief sketch.

**Theorem 15** Let \(a, \ b > 0\) and let

\[
\mathcal{L}_{a,b} := \{\ell_j(b) : j \in \mathbb{N}_0\}, \ \ell_j(b) := (j + b)^{-a} - (j + 1 + b)^{-a}, \ j \in \mathbb{N}_0,
\]
be a shifted a-string.  

(1) The geometric zeta function $\zeta_{L_{a,b}}(s) := \sum_{j=0}^{\infty} \zeta_j(b)^s$ can be meromorphically extended from $\{ s \in \mathbb{C} : \Re s > \frac{1}{a+1} \}$ to all of $\mathbb{C}$. The poles of $\zeta_{L_{a,b}}$ are located at $\frac{1}{a+1}$ and at (a subset of) the set of the points $\frac{m}{a+1}, m \in \mathbb{N}$, and they are all simple. In particular, the box dimension of $L_{a,b}$ is $D = \frac{1}{a+1}$, and this is the only pole of $\zeta_{L_{a,b}}$ with a positive real part.

More precisely, for a fixed $M \in \mathbb{N}_0$, $\zeta_{L_{a,b}}(s)$ can be expressed as a sum of Hurwitz zeta functions in the following sense:

$$\zeta_{L_{a,b}}(s) = \sum_{n=0}^{M} W(s, a, n) \zeta((a + 1)s + n, b) + a^s R(s), \quad (A2)$$

where $R(s)$ defined and holomorphic for $\Re s > -\frac{M}{a+1}$. Moreover, for every $\gamma > 0$, $R(s) = O(|s|^{M+1})$, as $|s| \to +\infty$ on $\{ s \in \mathbb{C} : \Re s \geq -\frac{M}{a+1} + \gamma \}$. The functions $W(s, a, n)$ are entire, more precisely, polynomials in $s$ of degree $n$ modulo the factor $a^s$, and polynomials in $a$ of degree $n$. They are given as the following finite triple sums:

$$W(s, a, n) := a^s \sum_{k=0}^{n} \binom{s}{k} \sum_{i=0}^{k} (-1)^i \binom{k}{i} \sum_{j=0}^{i} (-a)^j \binom{i}{j} \binom{(i-k)a}{n+k-j}, \quad n \in \mathbb{N}_0, \ s \in \mathbb{C}. \quad (A3)$$

In particular, we have that $W(s, a, 0) = a^s$.

(2) If we choose for the screen the vertical line $\{ \Re s = \sigma \}$, where $\sigma \in (-M/(a+1), -(M-1)/(a+1)]$, then $\zeta_{L_{a,b}}$ is languid with exponent $\kappa_f = M + 1$.

Before the proof, we state a conjecture which we have obtained by computer algebra software, but which we are so far unable to prove: that the only poles of $\zeta_{L_{a,b}}$ are

$$\omega_{a,2m} := \frac{1 - 2m}{a+1}, \ m \in \mathbb{N}_0.$$  

To get the poles and the corresponding residues of geometric zeta function $\zeta_{L_{a,b}}$, we evaluate the functions $W(s, a, n)$ at $\omega_{a,n} := \frac{1-n}{a+1}, n \in \mathbb{N}_0$, since these are the poles of the corresponding Hurwitz zeta function $\zeta((a + 1)s + n, b)$. In the case $a = 1$ it is straightforward to show that $W(s, 1, n) = \binom{-s}{n}$, as expected from Proposition 4; therefore, $W(\omega_{1,n}, 1, n)$ is zero when $n$ is odd and nonzero when $n$ is even. Computer algebra software suggests that this could be a general fact for any $a > 0$, but we are unable to prove it rigorously.

In the proof of Theorem 15, we need the following technical lemmas:

**Lemma 16** (Generalized inclusion–exclusion principle) Let $U$ be a finite universal set and let $B_i \subseteq U, i = 1, \cdots, k, k \in \mathbb{N}$. Let $f : U \to \mathbb{C}$ be a complex function defined
on $U$. Then
\[
\sum_{x \in U \setminus \left( \bigcup_{i=1}^{k} B_i \right)} f(x) = \sum_{I \subseteq \{1, \ldots, k\}} (-1)^{|I|} \sum_{x \in B_I} f(x), \quad \text{(A4)}
\]
where $B_I := \bigcap_{i \in I} B_i$ and $B_{\emptyset} := U$.

**Proof** Write the right-hand side of (A4) as
\[
\sum_{x \in U} f(x) \sum_{I \subseteq \{1, \ldots, k\}} (-1)^{|I|} \chi_{B_I}(x),
\]
where $\chi_B$ denotes the characteristic function of the set $B$. Next, one immediately sees that the inner sum above equals to 1 if $x$ does not belong to any $B_i$, $i = 1, \ldots, k$, since then the only nonzero term is $\chi_{B_\emptyset}(x) = 1$, when $I = \emptyset$. On the other hand, if $J = \{i \in \{1, \ldots, k\} : x \in B_i\} \neq \emptyset$, then we let $j := |J|$. In that case, $x \in B_I$ if and only if $I \subseteq J$, and the inner sum is then
\[
\sum_{j=0}^{j} (-1)^j \binom{j}{i} = 0.
\]
\[\square\]

**Lemma 17** Let $a, b > 0$ and let
\[
Q_k(s) := \sum_{j=0}^{\infty} h_j^k (j + b)^{-(a+1)s}, \quad \Re s > \frac{1}{a+1}, \quad k \in \mathbb{N}_0, \quad \text{(A5)}
\]
where
\[
h_j := (j + b) \int_0^{1/(j+b)} \left( (1 + t)^{-(a+1)} - 1 \right) \, dt, \quad j \in \mathbb{N}_0. \quad \text{(A6)}
\]
Then $h_j = O\left( \frac{1}{j+b} \right)$, as $j \to \infty$, and $Q_k, k \in \mathbb{N}_0$, define holomorphic functions on the open half plane $\Re s > \frac{1-k}{a+1}$. Moreover, $Q_k, k \in \mathbb{N}_0$, can be meromorphically extended to all $\mathbb{C}$, with simple poles at (a subset of) the set:
\[
\mathcal{P}_k := \left\{ \frac{1-m}{a+1} : m \in \mathbb{N}_0, \ m \geq k \right\}.
\]

**Proof** First, write the integrand in (A6) as $g(t) - g(0)$, where $g(t) = (1 + t)^{-(a+1)}$, and apply the mean value theorem to the integrand. We get:
\[
|h_j| \leq (j + b) \int_0^{1/(j+b)} |g(t) - g(0)| \, dt \leq (j + b) |g'(t_j)| \cdot \int_0^{1/(j+b)} t \, dt \leq \frac{1}{2} \frac{a+1}{j+b},
\]
where $t_j \in (0, \frac{1}{j+b})$ and $|g'(t_j)| = \vert -a-1 \vert (1+t_j)^{-a-2} \leq a+1, j \in \mathbb{N}$. Therefore, $h_j = O\left( \frac{1}{j+b} \right), j \to \infty$. 

\[
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For $k = 0$, $Q_0(s)$ is equal to the Hurwitz zeta function $\zeta((a + 1)s, b)$, so it has a simple pole at $s = \frac{1}{a+1}$. Note that $Q_k(s), k \in \mathbb{N}$, given by (A5), is absolutely convergent in the open half-plane $\text{Re } s > \frac{1-k}{a+1}$, which follows directly since $h_j = O(\frac{1}{j+b})$, $j \to \infty$. We obtain its meromorphic extension to $\mathbb{C}$ and analyse its poles step by step, by extending meromorphically to \( \{\text{Re } s > \frac{1-M_k}{a+1+\gamma}\} \), for every $M_k \in \mathbb{N}_0$.

In (A6), we use the power series expansion of $(1 + t)^{-a-1} = \sum_{m=0}^{\infty} (-a-1)^m t^m$ in order to obtain a power series expansion for $h_j$:

$$h_j = (j + b) \int_0^{1/(j+b)} \sum_{m=1}^{\infty} \left( \begin{array}{c} -a-1 \\ m \end{array} \right) t^m \, dt = -\frac{1}{a} \sum_{m=1}^{\infty} \left( \begin{array}{c} -a \\ m+1 \end{array} \right) (j + b)^{-m}.$$

Taking the $k$-th power of the above series (in the Cauchy sense), we obtain a power series for $h_j^k$:

$$h_j^k = \left( -\frac{1}{a} \right)^k (j + b)^{-k} \left[ \sum_{m=0}^{\infty} \left( \begin{array}{c} -a \\ m+2 \end{array} \right) (j + b)^{-m} \right]^k$$

$$= \left( -\frac{1}{a} \right)^k (j + b)^{-k} \sum_{m=0}^{\infty} c_{m,k} (j + b)^{-m}.$$  (A7)

Here,

$$c_{m,k} := \sum_{|r_k|=m} \prod_{i=1}^{k} \left( \begin{array}{c} -a \\ r_i + 2 \end{array} \right),$$  (A8)

where the sum goes over all multiindices $r_k = (r_1, \cdots, r_k) \in \mathbb{N}_0^k$ of length $m$. For any integer $M_k \in \mathbb{N}_0$, from (A7) we have:

$$h_j^k = \left( -\frac{1}{a} \right)^k (j + b)^{-k} \sum_{m=0}^{M_k} c_{m,k} (j + b)^{-m} + O((j + b)^{-k-M_k-1}).$$

Therefore, by (A5),

$$Q_k(s) = \left( -\frac{1}{a} \right)^k \sum_{m=0}^{M_k} c_{m,k} \cdot \zeta((a + 1)s + k + m, b) + r_k(s).$$  (A9)

where $\zeta(\cdot, \cdot)$ above denotes the Hurwitz zeta function, holomorphic except when the first variable equals to 1 having a simple pole at that point. The function $r_k$ is holomorphic in the open half-plane $\{\text{Re } s > -\frac{M_k+k}{a+1}\}$ and, for every $\gamma > 0$, $r_k(s) = O((j + b)^{-k-M_k-1})$, as $|s| \to \infty$ in $\{\text{Re } s \geq -\frac{M_k+k}{a+1} + \gamma\}$. We justify
this claim by a standard argument analogous to the one in (4.10) in the proof of Proposition 4. Since \( M_k \in \mathbb{N}_0 \) is arbitrarily large, we conclude that, by formula (A9), \( Q_k \) can be meromorphically extended to all of \( \mathbb{C} \), with possible simple poles at \( (1 - m)/(a + 1) \) for \( m \geq k, m \in \mathbb{N}_0, k \in \mathbb{N} \).

\[\square\]

Lemma 18 Let \( n \in \mathbb{N} \). Then, for \( k \in \{1, \cdots , n\} \), it holds that:

\[
\sum_{|r_k|=n-k} \prod_{j=1}^{k} \binom{-a}{r_j + 2} = \sum_{i=0}^{k} (-1)^i \binom{k}{i} \prod_{l=0}^{i} \binom{i}{l} (-a)^l \binom{i - k}{k + n - l},
\]

where \( r_k = (r_1, \cdots , r_k) \in \mathbb{N}_0^k \) denote the multiindices of length \( n - k \), \( k = 1, \cdots , n \).

Proof The combinatorial proof uses the Chu-Vandermonde identity and the inclusion–exclusion principle. We let

\[
H(n, k) := \sum_{|r_k|=n-k} \prod_{j=1}^{k} \binom{-a}{r_j + 2}, \quad k = 1, \cdots , n.
\]

Changing the multiindices of summation to \( q_j := r_j + 2, j = 1, \cdots , k \), so that the sum now goes over all multiindices \( q_k \in X \), where

\[X := \{ q_k \in \mathbb{N}_0^k : |q_k| = n + k, \ q_i \geq 2, \ i \in \{1, \cdots , k\}\}, \quad (A10)\]

we get

\[
H(n, k) = \sum_{q_k \in X} \prod_{j=1}^{k} \binom{-a}{q_j}.
\]

Without the limitations \( q_i \geq 2, i = 1, \cdots , k \), we could directly use the Chu-Vandermonde identity. However, due to limitations, we first split the above sum by the inclusion–exclusion principle. Let

\[
A_i := \{ q_k \in \mathbb{N}_0^k : |q_k| = n + k, \ q_i \in \{0, 1\}, \ i = 1, \cdots , k\}.
\]

For any subset \( I \subseteq \{1, \cdots , k\} \), we let

\[
A_I := \bigcap_{i \in I} A_i,
\]

with the convention

\[
A_\emptyset := \{ q_k \in \mathbb{N}_0^k : |q_k| = n + k\}, \quad \text{and} \quad A^c := A_\emptyset \setminus A, \ A \subseteq A_\emptyset.
\]
By (A10), we have
\[ X = \left( \bigcup_{i=1}^{k} A_i \right)^c. \]

By the generalization of the inclusion–exclusion formula from Lemma 16, putting \( U := A_\emptyset \) as the finite universal set and \( B_i := A_i, i = 1, \ldots, k \), we get:
\[ H(n, k) = \sum_{I \subseteq \{1, \ldots, k\}} (-1)^{|I|} \sum_{q_k \in A_I} \prod_{j=1}^{k} (-a) q_j. \]  

Note that the inner sum above depends only on \(|I|\). Indeed, if \(|I| = i\), this means that exactly \(i\) of the components of the multiindex \(q_k\) are fixed to be equal to 0 or to 1. We rearrange the product in (A11) so that these are exactly the first \(i\) components \(q_1, \ldots, q_i\):
\[ H(n, k) = \sum_{i=0}^{k} (-1)^i \binom{k}{i} \sum_{q_k \in A_{\{1, \ldots, i\}}} \prod_{j=1}^{k} (-a) q_j. \]  

Consider \(q_k \in A_{\{1, \ldots, i\}}\). Let us now assume that \(l\) out of \(i\) fixed components of \(q_k\) are equal to 1, and the other \(i - l\) fixed components are equal to 0. This means that in the product in (A12) we have \(l\) factors of the type \((-a)\) = \(-a\) and \(i - l\) factors of the type \((-a)_1 = 1\), so we can factor out \((-a)^l\). Furthermore, the free, i.e., nonfixed components \(q_{i+1}, \ldots, q_k\) of \(q_k\), then must satisfy \(q_{i+1} + \cdots + q_k = k + n - l\). Since there are \(i\) ways to choose \(l\) components out of \(i\) (to be equal to 1) and \(l\) can be any integer between 0 and \(i\) (inclusive), we rearrange further the inner sum in (A12) by introducing another sum over \(l\) (the number of components equal to 1) in order to obtain:
\[ H(n, k) = \sum_{i=0}^{k} (-1)^i \binom{k}{i} \sum_{l=0}^{i} \binom{i}{l} (-a)^l \sum_{q_{i+1} + \cdots + q_k = k + n - l} \prod_{j=i+1}^{k} (-a) q_j. \]  

Finally, we apply the (generalized) Chu-Vandremonde identity (see, e.g., [2, pp. 59–60]) to the innermost sum of (A13). We get:
\[ H(n, k) = \sum_{i=0}^{k} (-1)^i \binom{k}{i} \sum_{l=0}^{i} \binom{i}{l} (-a)^l \left( (i-k)a \right). \]  

\(\square\)
Proof of Theorem 15 Let $\mathcal{L}_{a,b} := \{ \ell_j(b) : j \in \mathbb{N} \}$ be a shifted $a$-string, as in (A1). We first determine the first term of the asymptotic expansion of $\ell_j(b)$, $j \in \mathbb{N}$:

$$\ell_j(b) = (j + b)^{-a} - (j + b + 1)^{-a} = a \int_{j+b}^{j+b+1} x^{-a-1} \, dx = a(j + b)^{-a-1}(1 + h_j),$$

where we have let

$$h_j := \int_{j+b}^{j+b+1} ((j + b)^{a+1}x^{-a-1} - 1) \, dx.$$

After changing variable of integration to $t := (j + b)^{-1}x - 1$, we have:

$$h_j = (j + b) \int_0^{1/(j+b)} \left( (1 + t)^{-a-1} - 1 \right) \, dt.$$

By Lemma 17, $h_j = O\left(\frac{1}{j+b}\right)$, as $j \to \infty$. Therefore, for $M \in \mathbb{N}_0$, we have:

$$\ell_j(b)^s = a^s(j + b)^{-(a+1)s}(1 + h_j)^s = a^s(j + b)^{-(a+1)s} \left( \sum_{n=0}^{M} \binom{s}{n} h_j^n + \binom{s}{M+1} O \left( (j + b)^{-M-1} \right) \right), \quad j \to \infty. \tag{A14}$$

Moreover, the implicit constant in $O \left( (j + b)^{-M-1} \right)$ can be taken as 1, uniformly for every $M \in \mathbb{N}_0$, which can be easily seen by bounding the remainder term of the $M$-th Taylor polynomial, similarly as was done in the proof of Proposition 4.

Now, summing (A14) over all $j \geq 0$, we get:

$$\zeta_{\mathcal{L}_{a,b}}(s) = \sum_{j=0}^{\infty} \ell_j(b)^s = a^s \sum_{n=0}^{M} \binom{s}{n} h_j^n (j + b)^{-(a+1)s} + a^s R(s)$$

$$= a^s \sum_{n=0}^{M} \binom{s}{n} Q_n(s) + a^s R(s), \quad \text{Re} \, s > \frac{1}{a+1}, \tag{A15}$$

where we have let:

$$Q_n(s) := \sum_{j=0}^{\infty} h_j^n (j + b)^{-(a+1)s}, \quad n \in \mathbb{N}_0,$$

$$R(s) := \binom{s}{M+1} \sum_{j=0}^{\infty} (j + b)^{-(a+1)s} O \left( (j + b)^{-M-1} \right). \tag{A16}$$

The first sum in (A15) is absolutely and uniformly convergent on compact subsets of the open half-plane $\{ \text{Re} \, s > 1/(a + 1) \}$ and the interchange of order of summation is
justified. The sum (A16) converges absolutely and uniformly on compact subsets of the open half plane \( \{ \text{Re} \ s > -M/(a+1) \} \) and thus, is holomorphic in that half plane. The growth estimate for \( R \), as \( |s| \to \infty \), follows immediately. Thus, (A15) is a functional equation between holomorphic functions in the half plane \( \{ \text{Re} \ s > 1/(a+1) \} \). Next, we show that the right-hand side can be meromorphically extended to the open half plane \( \{ \text{Re} \ s > -M/(a+1) \} \). Indeed, by Lemma 17, \( Q_0 \) has a simple pole at \( \frac{1}{a+1} \) and \( Q_n, n \geq 1 \), are meromorphically extendable to all of \( \mathbb{C} \), with simple poles belonging to a subset of \( \{-\frac{l}{a+1} : l \in \mathbb{N}_0 \} \). Letting \( M \to \infty \), this proves the statement of Theorem 15 about the meromorphic extension and the set of poles of \( \zeta_{\mathcal{L}_{a,b}} \).

The remainder of the proof of (1) concerns proving the formula for residues (A3). Fix \( M \in \mathbb{N}_0 \) and let \( M_k := M - k, k = 1, \cdots, M \). Then all the remainder functions \( r_k(s) \) from the expressions (A9) for \( Q_k, k = 1, \cdots, M \), in the proof of Lemma 17 are holomorphic in \( \{ \text{Re} \ s > -M/(a+1) \} \) and, for every \( \gamma > 0, r_k(s) = O \left( (j + b)^{-(M+1)} \right) \), as \( |s| \to +\infty \) in the half-plane \( \{ \text{Re} \ s \geq -M/(a+1) + \gamma \} \). Substituting (A9) in (A15), we have:

\[
\zeta_{\mathcal{L}_{a,b}}(s) = a^s \zeta(-(a+1)s, b) + a^s \sum_{k=1}^{M} \left( \frac{s}{k} \right) \sum_{m=0}^{k} c_{m,k} \zeta((a+1)s + k + m, b) + R(s)
\]

\[
= a^s \zeta(-(a+1)s, b) + a^s \sum_{k=1}^{M} \left( \frac{s}{k} \right) \sum_{m=0}^{k} c_{m,k} \zeta((a+1)s + k + m, b) + a^s \tilde{R}(s)
\]

\[
= a^s \zeta(-(a+1)s, b) + a^s \sum_{k=1}^{M} \left( \frac{s}{k} \right) \sum_{n=k}^{M} c_{n-k,k} \zeta((a+1)s + n, b) + a^s \tilde{R}(s), \quad \text{Re} \ s > -\frac{M}{a+1}. \tag{A17}
\]

Here, we have incorporated the sum involving all the remainder functions \( r_k, k = 1, \cdots, M \), along with the original \( R \), in \( \tilde{R} \). The constants \( c_{m,k} \) are given in (A8). It follows directly that, for every \( \gamma > 0, \)

\[
\tilde{R}(s) = O(R(s)) = O\left( |s|^{M+1} \right),
\]

as \( |s| \to +\infty \) in the half-plane \( \{ \text{Re} \ s \geq -\frac{M}{a+1} + \gamma \} \). Changing the order of summation in finite sums,

\[
a^s \sum_{k=1}^{M} \left( \frac{s}{k} \right) \sum_{n=k}^{M} c_{n-k,k} \zeta((a+1)s + n, b)
\]

\[
= a^s \sum_{n=1}^{M} \zeta((a+1)s + n, b) \sum_{k=1}^{n} c_{n-k,k} \left( \frac{s}{k} \right) \left( -\frac{1}{a} \right)^k, \quad \text{Re} \ s > -\frac{M}{a+1}. \tag{A18}
\]
Substituting (A18) into (A17), we get (A2), with:

\[ W(a, s, n) := a^s \sum_{k=1}^{n} \left( -\frac{1}{a} \right)^k \binom{s}{k} \sum_{|r_k|=n-k} \prod_{j=1}^{k} \left( -\frac{a}{r_j + 2} \right), \quad n = 1, \ldots, M. \]  

(A19)

Recall that \( r_k = (r_1, \ldots, r_k) \in \mathbb{N}_0^k \) are multiindices of length \( n - k \). Obviously, \( W(a, s, n) \) in (A19) are polynomials, modulo the factor \( a^s \), in \( s \) and in \( a \) of degree \( n \) in both variables. Indeed, the factor \( (-a)^{-k} \) can be canceled out by the innermost product (it has \( k \) factors, and from each we can factor out \(-a\)). Using combinatorial Lemma 18 to the inner sum in (A19), we finally obtain the expression of \( W(a, s, n) \) as a finite triple sum, as stated in (A3). This is particularly useful for practical computation of residues of \( \zeta_{L_a,b} \). Indeed, in (A3), we may actually sum from \( k = 0 \) or from \( k = 1 \) in the case \( n > 0 \), since the term under the sum for \( k = 0 \) then equals to 0. In the case \( n = 0 \) and \( k = 0 \) the term under the sum equals to 1. This yields exactly \( W(s, a, 0) = a^s \).

To conclude the proof of (1), it is left to show that 0 is not a pole of \( \zeta_{L_a,b} \), and that, moreover, some of the poles \( -\frac{m}{a+1}, m \in \mathbb{N} \), may cancel by zeros. Note that \( W(a, s, n) \) is a polynomial of degree \( n \) in \( s \), multiplied by the factor \( a^s \). Consequently, it may happen that the pole \( \omega_n = \frac{1-n}{a+1} \) of the shifted Hurwitz zeta function \( \zeta((a+1)s+n, b) \) is cancelled by a zero of \( W(a, s, n), n \in \mathbb{N} \). In particular, this happens when \( n = 1 \), i.e., for \( \omega_1 = 0 \), since we can factor out \( s \) in \( W(a, s, 1) \).

(2) We derive the languidity estimates of \( \zeta_{L_a,b} \) from the decomposition into the sum of shifted Hurwitz zeta functions given in (A2). For a fixed \( M \in \mathbb{N}_0 \), the decomposition (A2) is valid in the open half-plane \( \{ \text{Re} \ s > -\frac{M}{a+1} \} \). Choose for the screen the vertical line \( \{ \text{Re} \ s = \sigma \} \), where \( \sigma \in \left( -\frac{M}{a+1}, -\frac{M-1}{a+1} \right] \). Due to the estimate on \( R(s) \) proven in (1), the holomorphic remainder \( a^s R(s) \) is super languid for this screen with exponent \( \kappa_f = M + 1 \). Furthermore, the functions \( W(a, s, n) \) are super languid with exponent \( \kappa_n = n \), since, by (A3), all of the binomials involving \( s \) that appear in \( W(a, s, n) \) are in fact polynomials in \( s \) of degree at most \( n \). These finite sums of polynomials in \( s \) of degree at most \( n \) are of order \( O(|s|^n) \), as \( |s| \to \infty \), in any finite vertical strip, while the factor \( a^s \) is uniformly bounded in finite vertical strips. Recall the bounds (4.12) for the exponent of growth of the shifted Hurwitz zeta functions \( s \mapsto \zeta((a+1)s+n, b) \) from (A2) along vertical lines \( \{ \text{Re} \ s = \sigma \} \):

\[
\mu_a(\sigma; b; n) \leq \begin{cases} 
\frac{1}{2} - (a+1)\sigma - n, & \text{if } \sigma \leq -\frac{n}{a+1}, \\
\frac{1}{2} (1 - (a+1)\sigma - n), & \text{if } -\frac{n}{a+1} \leq \sigma \leq -\frac{n-1}{a+1}, \\
0, & \text{if } \sigma \geq -\frac{n-1}{a+1}.
\end{cases}
\]

From the above discussion we deduce that each of the products \( W(a, s, n)\zeta((a+1)s+n, b), n = 0, \ldots, M - 1, \) is languid with exponent \( \frac{1}{2} - (a+1)\sigma \), except for \( n = M \) in which case the exponent is \( \frac{1}{2} (1 - (a+1)\sigma) + \frac{M}{2} \). Thus, \( M \) is a uniform lower bound for the languidity exponent of all these products, and \( M + 1/2 \) is a uniform upper bound.\(^{21}\) From this we can see that the holomorphic remainder has the dominating

\([^21\text{ Recall that we have fixed } \sigma \in (-\frac{M}{a+1}, -\frac{M-1}{a+1}). \]
languidity exponent $M + 1$. We also note here that, in the original statement of [29, Theorem 6.21], the claim about the languidity exponent is not true. The reason is that the authors forgot to take into account the growth rate of the binomials $\binom{s}{k}$, as well as the growth rate of the holomorphic remainder. 

\begin{proof}
\end{proof}

\section*{Appendix B Proofs from Sect. 6}

Let $O_f(x_0), 0 < x_0 < 1$, be an orbit generated by $f \in \text{Diff} (\mathbb{R}, 0)$, where $f$ is either parabolic, $f(x) = x + o(x)$, or hyperbolic, $f(x) = \lambda x + o(x), 0 < \lambda < 1$.

From (1.5) and (1.6) (for more details, see e.g. [32]):

\begin{align*}
V_f(\varepsilon) &= 2\varepsilon \cdot n_{\varepsilon} + f^{n_{\varepsilon}}(x_0), \\
V^c_f(\varepsilon) &= 2\varepsilon \cdot \tau_{\varepsilon} + f^{\tau_{\varepsilon}}(x_0), \varepsilon > 0. 
\end{align*}

The difference from [32] is that $\varepsilon$-neighborhoods, for simplicity, are considered only inside the segment $[0, x_0]$, so we do not add $+2\varepsilon$ in (B1). Here, $n_{\varepsilon} \in \mathbb{N}_0$ is the critical index of separation between the tail and the nucleus: $n_{\varepsilon}$ is the number of points in the tail and $f^{n_{\varepsilon}}(x_0)$ is the first point of the orbit belonging to the nucleus. That is, $n_{\varepsilon} \in \mathbb{N}$ is characterized by the inequality:

\begin{align*}
g(f^{o(n_{\varepsilon})}(x_0)) &< 2\varepsilon, \\
g(f^{o(n_{\varepsilon}-1)}(x_0)) &\geq 2\varepsilon. 
\end{align*}

Here, $g = \text{id} - f$.

For the continuous time counterparts $\tau_{\varepsilon}$ and $f^{\tau_{\varepsilon}}(x_0)$, we embed $f$ in a flow $\{f^t : t \in \mathbb{R}\} \subseteq \text{Diff} (\mathbb{R}, 0)$, as its time-1 map ($f^1 \equiv f$), see [32] or [33]. A canonical choice of the flow is the standard flow in which the complex extension of $f$ from $\text{Diff} (\mathbb{C}, 0)$ can be embedded as its time-one map. This can be done sectorially on an attracting petal of opening $\frac{2\pi}{k}$ around $\mathbb{R}_+$ in the parabolic case of multiplicity $k$, or globally on $(\mathbb{C}, 0)$ in the hyperbolic case, see e.g. [8] for description of dynamics of complex analytic germs from $\text{Diff} (\mathbb{C}, 0)$. Embedding in a flow is equivalent to finding a \textit{Fatou coordinate} $\Psi$ for $f$. The Fatou coordinate is a trivializing (time) coordinate for the flow, strictly monotonic on $(\mathbb{R}_+, 0)$, see [33]:

\begin{equation}
\Psi(f^t(x)) - \Psi(x) = t, \ t \in \mathbb{R}, \ x \in (\mathbb{R}_+, 0).
\end{equation}

The \textit{continuous critical $\varepsilon$-time} $\tau_{\varepsilon}$ is defined as $\tau_{\varepsilon} > 0$ such that:

\begin{equation}
g(f^{\tau_{\varepsilon}}(x_0)) = 2\varepsilon,
\end{equation}

as compared with inequalities (B2) for $f^{n_{\varepsilon}}(x_0)$. Therefore,

\begin{equation}
f^{\tau_{\varepsilon}}(x_0) = g^{-1}(2\varepsilon), \ \tau_{\varepsilon} = \Psi(g^{-1}(2\varepsilon)) - \Psi(x_0). 
\end{equation}
In the sequel, we put, omitting $x_0$ in the notation for simplicity,

$$x_t := f^t(x_0), \ t \in \mathbb{R}.$$  

Let

$$\epsilon_n := \frac{x_n - x_{n+1}}{2} = \frac{g(x_n)}{2}, \ n \in \mathbb{N}_0,$$  

(B5)

denote the (strictly decreasing) sequence of halves of the distances between the consecutive points of the orbit $O_f(x_0)$. Evidently, $\epsilon_n \to 0$, as $n \to \infty$.

In the proof of Lemma 8 from Sect. 6, we need the following proposition:

**Proposition 19** Under the notation above,

$$n_\epsilon - \tau_\epsilon = G(\tau_\epsilon), \ \epsilon \in (0, \epsilon_0]. \quad \text{(B6)}$$

Here, $s \mapsto G(s)$ is a 1-periodic discontinuous function on $[0, +\infty)$, explicitly given on its period by

$$G(s) = \begin{cases} 0, & s = 0, \\ 1 - s, & s \in (0, 1). \end{cases} \quad \text{(B7)}$$

In other words,

$$n_\epsilon - \tau_\epsilon = \begin{cases} 1 - \{\tau_\epsilon\}, & \epsilon \in (0, \epsilon_0) \setminus \{\epsilon_n : n \in \mathbb{N}_0\}, \\ 0, & \epsilon \in \{\epsilon_n : n \in \mathbb{N}_0\}. \end{cases} \quad \text{(B6)}$$

where $\{\tau_\epsilon\} = \tau_\epsilon - \lfloor \tau_\epsilon \rfloor$.

**Proof** Let $\{\epsilon_n : n \in \mathbb{N}_0\}$ be as in (B5). Note that $\epsilon \mapsto n_\epsilon$ on $\epsilon \in (0, \epsilon_0]$ is, by its definition (B2), a step function, given explicitly by:

$$n_\epsilon = \begin{cases} 0, & \epsilon = \epsilon_0, \\ k + 1, & \epsilon \in (\epsilon_k, \epsilon_{k+1}], \ k \in \mathbb{N}_0. \end{cases}$$

In the straightening chart $s := \tau_\epsilon$, which depends analytically on $\epsilon > 0$ by (B4), we put

$$\tilde{n}(\tau_\epsilon) := n_\epsilon, \ \epsilon \in (0, \epsilon_0].$$

By (B4), $\tau_\epsilon = \Psi(g^{-1}(2\epsilon_k)) - \Psi(x_0) = k, \ k \in \mathbb{N}_0$, since, by definition of the sequence $\{\epsilon_k\}_k$, it follows that $g(x_k) = 2\epsilon_k, \ k \in \mathbb{N}_0$. Therefore, $s \mapsto \tilde{n}(s), \ s \in [0, +\infty)$, becomes a 1-jump function, continuous on intervals of length exactly 1:

$$\tilde{n}(0) = 0, \ \tilde{n}(s) = k + 1, \ s \in (k, k + 1].$$
Now, let us define function $G := \tilde{n} - \text{id}$. It is now 1-periodic function on $[0, +\infty)$ given by (B7). Thus,

$$G(\tau_\varepsilon) = \tilde{n}(\tau_\varepsilon) - \tau_\varepsilon = n_\varepsilon - \tau_\varepsilon, \; \varepsilon \in (0, \varepsilon_0],$$

and (B6) follows. The other statement follows by the simple fact that, by (B7), $G(s) = 1 - \{s\}$, $s \in (0, +\infty)$, $s \notin \mathbb{N}_0$, and $G(s) = 0$, $s \in \mathbb{N}_0$. \hfill \Box

**Proof of Lemma 8** Let

$$f(x) = x - ax^{k+1} + o(x^{k+1}), \; a > 0, \; x \to 0^+.$$ By Proposition 19,

$$n_\varepsilon - \tau_\varepsilon = G(\tau_\varepsilon), \tag{B8}$$

where $s \mapsto G(s)$ is a bounded 1-periodic function on $[0, +\infty)$, given by the explicit formula (B7).

Putting (B8) in (B1), we get (we omit variable $\tau_\varepsilon$ of $G$ for simplicity in further computations):

$$V_f(\varepsilon) = 2\varepsilon(\tau_\varepsilon + G) + \Psi^{-1}(\tau_\varepsilon + G + \Psi(x_0)),$$
$$V_c^f(\varepsilon) = 2\varepsilon\tau_\varepsilon + \Psi^{-1}(\tau_\varepsilon + \Psi(x_0)), \; \varepsilon > 0. \tag{B9}$$

Now we expand both expressions, as $\tau_\varepsilon \to \infty$, i.e., as $\varepsilon \to 0$. Recall from standard literature (e.g. [15], [30]) that, for a parabolic germ of order $k + 1$, the asymptotic expansion of its Fatou coordinate and then of its inverse (deduced term by term by formal binomial expansions) is given by:

$$\Psi(x) \sim \left( \frac{1}{kx^k} + \rho \log x \right) \circ \tilde{\varphi}(x), \; x \to 0,$$
$$\Psi^{-1}(y) \sim \tilde{\varphi}^{-1} \circ \left( k^{-\frac{1}{k}} y^{-\frac{1}{k}} \left( 1 + \rho k^{-2} y^{-1} \log y + \tilde{R}(y) \right) \right)$$
$$= a^{-\frac{1}{k}} k^{-\frac{1}{k}} y^{-\frac{1}{k}} + \sum_{r=2}^k b_r y^{-\frac{1}{k}r} + \rho a^{-\frac{1}{k}} k^{-\frac{1}{k} - 2} y^{-1 - \frac{1}{k}} \log y + \tilde{H}(y), \; y \to \infty, \tag{B10}$$

for some $b_r \in \mathbb{R}$, $r = 2, \cdots, k$, $\tilde{\varphi}(x) - a^{\frac{1}{k}} x \in \mathbb{R}[[x]]^{22}$, $\tilde{\varphi}^{-1}(x) \in \mathbb{R}[[x]]$, $\tilde{R}(y) \in \mathbb{R}[[y^{-1}, y^{-1} \log y]]$, and $\tilde{H}(y) \in \mathbb{R}[[y^{-\frac{1}{k}}, y^{-1} \log y]]$. Note that $\rho a^{\frac{1}{k}} k^{-\frac{1}{k} - 2} y^{-1 - \frac{1}{k}} \log y$ is the first term in the expansion of $\Psi^{-1}(y)$, as $y \to 0$, containing a logarithm.

---

22 Here, $\mathbb{R}[[x]]$ standardly denotes the set of formal positive integer power series with real coefficients, and $x^k \mathbb{R}[[x]]$ the subset of those with valuation at least $k$. Similarly, $\mathbb{R}[[x, y]]$ denotes a formal power series in two variables.
On the other hand, the asymptotic expansion of \( g(x) \), as \( x \to 0 \), belongs to \( x^{k+1}\mathbb{R}[[x]] \), so the expansion of \( g^{-1}(x) \) belongs to \( a^{-\frac{1}{k+1}}x^{\frac{1}{k+1}} + x^{\frac{2}{k+1}}\mathbb{R}[[x^{\frac{1}{k+1}}]] \). The coefficients \( b_r, r = 2, \cdots, k \), and the coefficients in all \( \mathbb{R}[[x]] \) in (B10) depend only on the coefficients of (finite jets of) \( f \), and not on the initial condition \( x_0 \).

Due to asymptotic expansion of \( \Psi^{-1} \) from (B10), to analyse the expansion of the second term in both formulas (B9) as \( \tau_\varepsilon \to +\infty \), it suffices to consider expansions of terms:

\[
\left( \tau_\varepsilon (1 + (G + \Psi(x_0))\tau_\varepsilon^{-1}) \right)^{-\frac{m}{\tau_\varepsilon}} = \tau_\varepsilon^{-\frac{m}{\tau_\varepsilon}} \left( 1 + (G + \Psi(x_0))\tau_\varepsilon^{-1} \right)^{-\frac{m}{\tau_\varepsilon}}, \quad m \in \mathbb{N},
\]

\[
\log^n \left( \tau_\varepsilon (1 + (G + \Psi(x_0))\tau_\varepsilon^{-1}) \right) = \left( \log \tau_\varepsilon + \log \left( 1 + (G + \Psi(x_0))\tau_\varepsilon^{-1} \right) \right)^n,
\]

\[
= \left( \log \tau_\varepsilon \right)^n \left( 1 + (\log \tau_\varepsilon)^{-1} \log \left( 1 + (G + \Psi(x_0))\tau_\varepsilon^{-1} \right) \right)^n, \quad n \in \mathbb{N}.
\]

Since \( G + \Psi(x_0) \) is bounded, and \( \tau_\varepsilon \to +\infty \), we proceed simply by the binomial expansion. The first term and the first logarithmic term can moreover be explicitely computed. We get that the expansion of \( \Psi^{-1}(\tau_\varepsilon + G + \Psi(x_0)) \) in \( \tau_\varepsilon \) is as follows:

\[
\Psi^{-1}(\tau_\varepsilon + G + \Psi(x_0)) \sim a^{-\frac{1}{k}}k^{-\frac{1}{k}}\tau_\varepsilon^{-\frac{1}{k}} + \sum_{m=2}^{k} H_m(G + \Psi(x_0))\tau_\varepsilon^{-\frac{m}{\tau_\varepsilon}} + \rho a^{-\frac{1}{k}}k^{-\frac{1}{k}-2}\tau_\varepsilon^{-1-\frac{1}{k}} \log \tau_\varepsilon + H_{k+1}(G + \Psi(x_0))\tau_\varepsilon^{-1-\frac{1}{k}} + \sum_{m=k+2}^{\infty} \left( H_m(G + \Psi(x_0))\tau_\varepsilon^{-\frac{m}{\tau_\varepsilon}} + \sum_{p=1}^{\lfloor \frac{m}{k} \rfloor} K_{m,p}(G + \Psi(x_0))\tau_\varepsilon^{-\frac{m}{\tau_\varepsilon}} \log^p \tau_\varepsilon \right), \quad \tau_\varepsilon \to \infty.
\]

(B11)

Here, \( H_m(s) \) are polynomials of degree at most \( \lfloor \frac{m-1}{k} \rfloor \), and \( K_{m,p}(s) \), \( p = 1, \cdots, \lfloor \frac{m}{k} \rfloor \), polynomials of degree at most \( \lfloor \frac{m}{k} \rfloor - 1 \).

Now we expand \( 2\varepsilon(\tau_\varepsilon + G) \) from (B9) in power-logarithmic scale in \( \tau_\varepsilon \). Indeed, \( 2\varepsilon = g(\Psi^{-1}(\tau_\varepsilon + \Psi(x_0))) \), where \( g = \text{id} - f = ax^{k+1} + o(x^{k+1}) \in \mathbb{R}[[x]] \). Therefore, from (B11), we get:

\[
2\varepsilon(\tau_\varepsilon + G) = g\left( \Psi^{-1}(\tau_\varepsilon + \Psi(x_0)) \right) \cdot (\tau_\varepsilon + G)
\]

\[
= a^{-\frac{1}{k}}k^{-\frac{1}{k}}\tau_\varepsilon^{-\frac{1}{k}} + \sum_{m=2}^{k} c_m(x_0)\tau_\varepsilon^{-\frac{m}{\tau_\varepsilon}} + \rho (k + 1)k^{-3-\frac{1}{k}}a^{-\frac{1}{k}}\tau_\varepsilon^{-1-\frac{1}{k}} \log \tau_\varepsilon + (Ga^{-\frac{1}{k}}k^{-\frac{1}{k}} + c_{k+1}(x_0))\tau_\varepsilon^{-1-\frac{1}{k}} + \sum_{m=k+2}^{\infty} \sum_{p=0}^{\lfloor \frac{m}{k} \rfloor + 1} (q_{m,p}(x_0) + G \cdot r_{m,p}(x_0))\tau_\varepsilon^{-\frac{m}{\tau_\varepsilon}} \log^p \tau_\varepsilon, \quad \tau_\varepsilon \to +\infty.
\]

(B12)

Here, \( c_m(x_0) \in \mathbb{R} \), \( m \in \{2, \cdots, k+1\} \), and \( q_{m,p}(x_0), r_{m,p}(x_0) \in \mathbb{R} \), \( m \geq k+2, 1 \leq p \leq \lfloor \frac{m}{k} \rfloor + 1 \), denote the coefficients depending on \( x_0 \). Putting (B11) and (B12) in
both expansions in (B9), we get:

\[
V_f(\varepsilon) \sim \alpha^{-\frac{1}{k}} k^{-1} \frac{k + 1}{k} \tau_\varepsilon^{-\frac{1}{k}} + \sum_{m=2}^{k} \tilde{H}_m(G) \tau_\varepsilon^{-\frac{m}{k}} \]

\[
+ \rho \alpha^{-\frac{1}{k}} k^{-1} \frac{k + 1}{k} \tau_\varepsilon^{-1-\frac{1}{k}} \log \tau_\varepsilon + \tilde{H}_{k+1}(G) \tau_\varepsilon^{-1-\frac{1}{k}} \]

\[
+ \sum_{m=k+2}^{\infty} \left( \tilde{H}_m(G) \tau_\varepsilon^{-\frac{m}{k}} + \sum_{p=1}^{\left\lfloor \frac{m-1}{k} \right\rfloor + 1} \tilde{K}_{m,p}(G) \tau_\varepsilon^{-\frac{m}{k}} \log^p \tau_\varepsilon \right), \quad (B13)
\]

\[
V_f^c(\varepsilon) \sim \alpha^{-\frac{1}{k}} k^{-1} \frac{k + 1}{k} \tau_\varepsilon^{-\frac{1}{k}} + \sum_{m=2}^{k} \tilde{H}_m(0) \tau_\varepsilon^{-\frac{m}{k}} \]

\[
+ \rho \alpha^{-\frac{1}{k}} k^{-1} \frac{k + 1}{k} \tau_\varepsilon^{-1-\frac{1}{k}} \log \tau_\varepsilon + \tilde{H}_{k+1}(0) \tau_\varepsilon^{-1-\frac{1}{k}} \]

\[
+ \sum_{m=k+2}^{\infty} \left( \tilde{H}_m(0) \tau_\varepsilon^{-\frac{m}{k}} + \sum_{p=1}^{\left\lfloor \frac{m-1}{k} \right\rfloor + 1} \tilde{K}_{m,p}(0) \tau_\varepsilon^{-\frac{m}{k}} \log^p \tau_\varepsilon \right), \quad \tau_\varepsilon \to +\infty.
\]

(B14)

Here, \( \tilde{H}_m(s) \) resp. \( \tilde{K}_{m,p}(s) \) denote polynomials of degree at most \( \left\lfloor \frac{m-1}{k} \right\rfloor \) resp. at most \( \left\lfloor \frac{m}{k} \right\rfloor - 1 \), with coefficients depending on \( x_0 \). Therefore, negative powers of \( \tau_\varepsilon \) are multiplied in \( V_f(\varepsilon) \) by oscillatory (bounded, 1-periodic) functions in \( \tau_\varepsilon \), realized as polynomials in 1-periodic function \( G(\tau_\varepsilon) \). On the other hand, by formulas (B9), we get the expansion (B14) of \( V_f^c(\varepsilon) \) by putting 0 instead of \( G(\tau_\varepsilon) \) in (B13).

All polynomials \( \tilde{H}_m \) up to \( m = k \) are just constants, that is, of degree 0, and are equal to the corresponding terms in \( V_f^c(\varepsilon) \). Moreover, using (6.13) and the fact that the terms of the asymptotic expansion of \( \varepsilon \mapsto V_f(\varepsilon) \) up to the residual term do not depend on the initial point \( x_0 \), see [38], it can be seen that these constants do not depend on the initial condition \( x_0 \), but only on coefficients of \( f \). We denote them simply by \( c_m \in \mathbb{R} \), \( m = 2, \ldots, k \). By [32, Theorem B], \( V_f(\varepsilon) - V_f^c(\varepsilon) = O(\varepsilon^{\frac{2k+1}{k+1}}) \), as \( \varepsilon \to 0 \). Thus, since \( V_f^c(\varepsilon) \) does not contain oscillatory terms, \( V_f(\varepsilon) \) also does not have oscillatory coefficients up to the order \( O(\varepsilon^{\frac{2k+1}{k+1}}) \). Since \( \tau_\varepsilon^{-\frac{2k+1}{k}} \sim \varepsilon^{\frac{2k+1}{k+1}} \), we conclude that \( \tilde{H}_m(s) \), \( m = k + 1, \ldots, 2k \), and \( \tilde{K}_{m,p}(s) \), \( m = k + 1, \ldots, 2k + 1, p = 1, \ldots, \left\lfloor \frac{m}{k} \right\rfloor + 1 \), are also constant polynomials, that we denote by \( c_m(x_0) \) resp. \( d_{m,p}(x_0) \). Here, \( x_0 \) denotes possible dependence on the initial point. Thus, from (B13) and (B14), we get (6.2).

**Proof of Proposition 9** The proof follows directly from the fact that distributional asymptotics behaves well under differentiation. Namely, let \( T \in S'(0, \delta) \) be a Schwartz distribution such that \( T = O(x^\beta) \) for some \( \beta \), as \( x \to 0 \), then its distributional derivative \( T' \) is \( O(x^{\beta-1}) \), as \( x \to 0 \). Indeed, take \( 0 < \alpha < 1 \) and any test function \( \varphi \in S(0, \delta) \) (extended by 0 to \( (0, +\infty) \)), then

\[
\langle T', \varphi \rangle = -\langle T, (\varphi \prime) \rangle = -\frac{1}{a} \langle T, (\varphi')_a \rangle = \frac{1}{a} O(a^\beta) = O(a^{\beta-1}), \quad a \to 0.
\]
The rest of the proof follows by induction, i.e., we apply the distributional derivative to the function

\[ F^{[k]}(t) - \left( \sum_{p_1=0}^{n_1} c_{1,p_1} t^{\alpha_1} \log^{p_1} t + \cdots + \sum_{p_m=0}^{n_m} c_{m,p_m} t^{\alpha_m} \log^{p_m} t \right) \]

\( k \) times and obtain that it is of distributional order \( O(t^{\alpha_m+1-k}) \), as \( t \to 0 \). \( \square \)

**Lemma 20** (Integration and growth) Let \( F : [0, +\infty) \to \mathbb{R} \) be integrally bounded 1-periodic function. Let \( f, g : (0, +\infty) \to \mathbb{R} \) be analytic, such that:

1. \( f'(s) \sim s^\alpha, s \to 0^+ \),
2. \( g(s) \sim s^\beta \log^p s \) and \( g'(s) \sim (s^\beta \log^p s)', s \to 0^+, p \in \mathbb{N}_0 \),
3. \( \alpha, \beta \in \mathbb{R} \) such that \( \beta - \alpha > 0 \).

Then:

\[ \int_0^t F(f(s)) \cdot g(s) \, ds = h(t) \cdot H(f(t)) - \int_0^t H(f(s)) \cdot h'(s) \, ds, \quad t > 0. \]

where \( H : [0, +\infty) \to \mathbb{R} \) is again integrally bounded 1-periodic, and \( h : (0, +\infty) \to \mathbb{R} \) analytic such that

\[ h(t) \sim t^{\beta-\alpha} \log^p t, \quad t \to 0^+. \]

Moreover, due to boundedness of \( H \),

\[ \int_0^t F(f(s)) \cdot g(s) \, ds = O(t^{\beta-\alpha-\delta}), \quad t \to 0^+, \]

for every \( \delta > 0 \).

**Remark 13** Note that, due to boundedness of \( F \), we can immediately bound by integration:

\[ \int_0^t F(f(s)) \cdot g(s) \, ds = O(t^{\beta+1-\delta}), \quad t \to 0, \quad \delta > 0. \]

The importance in the statement of Lemma 20 is that, if \( \alpha < -1 \), we get even higher order \( O(t^{\beta+|\alpha|-\delta}) \), \( \beta + |\alpha| > \beta + 1 \).

**Proof** Directly by partial integration. We write:

\[ \int_0^t F(f(s)) \cdot g(s) \, ds = \int_0^t F(f(s)) f'(s) \cdot \frac{g(s)}{f'(s)} \, ds, \]
and take \( dv = F(f(s)) f'(s) \, ds \) and \( u = \frac{g(s)}{f'(s)} \) in partial integration. Let \( F_1 : [0, \infty) \to \mathbb{R} \) denote the primitive of \( F \), \( dF_1 = F \), which is bounded and 1-periodic by Definition 5. We have:

\[
\int_0^t F(f(s)) \cdot g(s) \, ds = u(t) \cdot F_1(f(t)) - \int_0^t F_1(f(s)) \cdot u'(s) \, ds, \ t > 0,
\]

(B15)

where \( u(t) \sim t^{\beta - \alpha} \log^p t, t \to 0^+ \), and \( u(0) = 0 \). We put \( h := u \). Finally, by integral normalization of \( F_1 \), putting \( H := F_1 - \int_0^1 F_1(s) \, ds \) (see Proposition 7), we get \( H \) integrally bounded 1-periodic. Due to cancellations in (B15), (B15) holds also with \( H \) instead of \( F_1 \).

As a direct consequence of Lemma 20, we get the following Corollary 21 that is directly applicable to proving (6.12) in the proof of Lemma 10. To prove (6.12), we re-iterate Corollary 21 as many times as needed.

**Corollary 21** Let \( f(s) := \tau_s \sim s^{-\frac{k}{\varepsilon + \delta}}, g(s) := \tau_s^{-\frac{m}{\varepsilon}} \log^p \tau_s \sim s^{\frac{m}{\varepsilon}} \log^p s, s \to 0^+, p \in \mathbb{N}_0, \) as in the case of critical continuous time for parabolic orbits of order \( k \geq 1 \). Let \( F := \tilde{P}_m \circ G \) or \( F := \tilde{R}_{m,p} \circ G \), as in (6.11). Then:

\[
\int_0^\varepsilon \tilde{R}_{m,p}(G(\tau_s)) \tau_s^{-\frac{m}{\varepsilon}} \log^p \tau_s \, ds = h(\varepsilon) \cdot \tilde{Q}_m(G(\tau_s)) - \int_0^\varepsilon \tilde{Q}_m(G(\tau_s)) h'(s) \, ds
\]

\[
= O(\varepsilon^{\frac{m}{\varepsilon + 1} + \frac{k}{\varepsilon + \delta}}), \ \varepsilon \to 0^+,
\]

for every \( \delta > 0 \), where \( \tilde{Q}_m \circ G \) is integrally bounded 1-periodic and \( h : (0, \infty) \to \mathbb{R} \) analytic,

\[
h(s) \sim s^{\frac{m}{\varepsilon + 1} + \frac{k}{\varepsilon + \delta}} \log^p s, \ s \to 0^+.
\]

Moreover, each of the ‘new’ functions \( h(s) \cdot \tilde{Q}_m(G(\tau_s)) \) and \( h'(s) \cdot \tilde{Q}_m(G(\tau_s)) \) on the right-hand side again satisfy the assumptions of Lemma 20, with \( F := \tilde{Q}_m \circ G, \ f(s) := \tau_s \) and \( g(s) := h(s) \) i.e. \( h'(s) \).

**Appendix C Proofs from Sect. 8.**

**Proof of Lemma 14** To get (8.9), we consecutively integrate \( m \) times (by parts) the functional equation (8.1) and show that (8.9) is valid for all \( s \in \mathbb{C} \) such that \( \text{Re} \, s > \dim_B A \). The key part is the observation that, for \( s \) such that \( \text{Re} \, s > \overline{D} := \dim_B A \), the integral \( \int_0^\delta t^{s-N-1-m} V_A^{[m]}(t) \, dr \) is absolutely convergent and therefore defines a holomorphic function in the open half-plane \( \{\text{Re} \, s > \overline{D}\} \). Indeed, let \( r > 0 \) be small enough such that \( \text{Re} \, s > \overline{D} + r \). Then the upper Minkowski content \( \mathcal{M}^{(\overline{D}+r)}(A) \) equals 0 and hence, there exists a positive constant \( C_\delta \) such that \( V_A(t) \leq C_\delta t^{N-(\overline{D}+r)} \)
for all \( t \in (0, \delta] \). We then have

\[
V^{[1]}_A(t) \leq \int_0^t V_A(\tau) d\tau \leq \frac{C_\delta}{N - (D + r) + 1} t^{N -(D+r)+1},
\]

for all \( t \in (0, \delta] \). By induction, we get that, for all \( m \in \mathbb{N} \), there exists a constant \( C_{\delta,m} > 0 \), such that:

\[
V^{[m]}_A(t) \leq C_{\delta,m} t^{N -(D+r)+m}, t \in (0, \delta].
\]

This implies that the integral \( \int_0^\delta t^{\Re s - (N-1-m)} V^{[m]}_A(t) \, dt \) is bounded in absolute value by:

\[
\int_0^\delta t^{\Re s - N-1-m} V^{[m]}_A(t) \, dt \leq C_{\delta,m} \int_0^\delta t^{\Re s -(D+r)-1} \, dt.
\]

The last integral above is convergent, since \( \Re s > D + r \). Since \( r > 0 \) is arbitrary, by the principle of analytic continuation, we conclude that (8.9) is valid on \( \{\Re s > D\} \). 

\[\Box\]
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