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Measurements of jet production are sensitive to the strong coupling constant, high order perturbative calculations and parton distribution functions. In this talk we present the most recent ATLAS measurements in this area at a centre-of-mass energy of $\sqrt{s} = 13$ TeV. We present measurements of variables probing the properties of the multijet energy flow and of the Lund Plane using charged particles. We will also present new measurements sensitive to the strong coupling constant. For jet fragmentation, we present a measurement of the fragmentation properties of $b$-quark initiated jets, studied using charged B mesons. This analysis provides key measurements with which to better understand the fragmentation functions of heavy quarks. All results are corrected for detector effects and compared to several Monte Carlo predictions with different parton shower and hadronisation models.

1 Introduction

In this proceeding, a review of the most recent ATLAS measurements on jet production is reported. Four different analyses are presented: the first one refers to a measurement of soft-drop jet observables [1], the second one to a measurement of hadronic event shapes in high-$p_T$ multijet final states [2], the third one to a measurement of the Lund jet plane using charged particles [3] and the last one to a measurement of $b$-quark fragmentation properties in jets using the decay $B^{\pm} \rightarrow J/\psi K^{\pm}$ [4]. All these analyses use $pp$ collisions data collected with the ATLAS detector [5] at $\sqrt{s} = 13$ TeV at the Large Hadron Collider (LHC).

2 Measurement of soft-drop jet observables

Jet substructure quantities are measured using jets groomed with the soft-drop grooming procedure [6] in dijet events from data corresponding to an integrated luminosity of $32.9 \text{ fb}^{-1}$. This
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algorithm proceeds as follows. After a jet is clustered using any algorithm, its constituents are reclustered using the Cambridge-Aachen (C/A) algorithm [7, 8], which iteratively clusters the closest constituents in azimuth and rapidity. Then, the last step of the C/A clustering algorithm is undone, breaking the jet into two subjets, namely $j_1$ and $j_2$, which are used to evaluate the soft-drop condition:

$$\frac{\text{min}(p_{T,j_1}, p_{T,j_2})}{p_{T,j_1} + p_{T,j_2}} > \left( \frac{\Delta R_{12}}{R} \right)^\beta,$$

where $\Delta R_{12}$ is the distance between the two subjets, $R$ represents the jet radius and $p_{T,j_i}$ is the transverse momentum of the subjet $j_i$. The parameters $\beta$ and $z_{\text{cut}}$ are algorithm parameters which determine the sensitivity of the algorithm to soft and wide-angle radiation. If the two subjets fail the soft-drop condition, the subjet characterised by the lower $p_T$ is removed, and the other subjet is relabelled as $j$ and the procedure is iterated. When the soft-drop condition is satisfied, the algorithm is stopped, and the resulting jet is the soft-dropped jet.

This analysis presents two closely related substructure observables, which are calculated from jets after they have been groomed with the soft-drop algorithm:

- the dimensionless version of the jet mass, $\rho = \log(m^2/p_T^2)$;
- the opening angle between the two subjets that pass the soft-drop condition, $r_g$.

The unfolded data are compared to Monte Carlo (MC) events generated at leading order (LO) with PYTHIA8.186 [9, 10], SHERPA2.1 [11, 12] and HERWIG++ 2.7 [13, 14], as reported in Figure 1. Several trends are visible in these results. For $\rho$, the MC predictions are mostly accurate within 10% except for the lowest relative masses, which are dominated by non-perturbative physical effects. This becomes more visible for larger values of $\beta$, where more soft radiation is included within the jet, increasing the size of the non-perturbative effects. In addition, in the high-relative-mass region, where the effects of the fixed-order (FO) calculation are relevant, some differences between MC generators are seen. A similar trend may be seen for $r_g$, where the small-angle region (i.e. where non-perturbative effects are largest) shows more pronounced differences between MC generators.

Several calculations have been computed to predict the $\rho$ distributions, and unfolded data are compared with these predictions (more details on the predictions can be found in Ref. [1]), as shown in Figure 2. LO+next-to-next-to-leading-logarithm (NNLL) and next-to-leading-order+next-to-leading-logarithm (NLO+NNLL) calculations are able to model the data in the resummation region.
The transverse thrust, $\hat{T}$, integrated luminosity of $139 \, \text{fb}^{-1}$ is maximised \cite{17, 18}. The transverse thrust measures the $p_T$ of the final state, and in this analysis, it is calculated from each event, the thrust axis being defined as the direction with respect to the jet momentum $\vec{p}_T$. The $\hat{T}$ is used to define the thrust axis, which is useful to define $\tau_\perp$, and its minor component $T_m$ can be expressed as:

$$T_\perp = \frac{\sum_i |\vec{p}_{T,i} \cdot \hat{n}_T|}{\sum_i |\vec{p}_{T,i}|}; \quad T_m = \frac{\sum_i |\vec{p}_{T,i} \times \hat{n}_T|}{\sum_i |\vec{p}_{T,i}|},$$

where the index $i$ runs over all jets in the event. These two quantities are useful to define $\tau_\perp = 1 - T_\perp$.

Several MC samples were used for this analysis, and they were produced using PYTHIA8.235 \cite{19}, SHERPA2.1 \cite{11, 12}, HERWIG7.1.3 \cite{20} and MadGraph5_aMC@NLO 2.3.3 \cite{21}, together with PYTHIA8.212 \cite{19} (hereafter referred to as MG5_aMC). Unfolded data are compared to the above-mentioned MC predictions in various bins of the jet multiplicity, $n_{\text{jet}}$ ($= 2, 3, 4, 5$ and $\geq 6$), and the scalar sum of transverse momenta of the two leading jets, $H_{T2} = p_{T1} + p_{T2}$ ($1 \, \text{TeV} < H_{T2} < 1.5 \, \text{TeV}, 1.5 \, \text{TeV} < H_{T2} < 2.0 \, \text{TeV}$ and $H_{T2} > 2.0 \, \text{TeV}$).

The normalised cross section as a function of $\tau_\perp$ and $T_m$ is shown in Figure 3. The MC simu-
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\caption{Comparison of the unfolded $\rho$ distribution with different theory predictions. The open marker style indicates that non-perturbative effects on the calculation are expected to be large. “NP” indicates that non-perturbative corrections have been applied. The uncertainty bands include all sources of systematic uncertainties. Left: $\beta = 0$. Right: $\beta = 2$. These plots are taken from Ref. \cite{1}.}
\end{figure}
The right panels show the ratios between the MC and the data distributions. The error bars show the total uncertainty (statistical and systematic added in quadrature) and the grey bands in the right panels show the systematic uncertainty. Top: normalised cross section as a function of $\tau_\perp$. Bottom: normalised cross section as a function of $T_m$. These plots are taken from Ref. [2].

Figure 3: Comparison between data and MC simulation for different jet multiplicities in the $1.5 \text{ TeV} < H_{T2} < 2.0 \text{ TeV}$ bin. The right panels show the ratios between the MC and the data distributions. The error bars show the total uncertainty (statistical and systematic added in quadrature) and the grey bands in the right panels show the systematic uncertainty. Top: normalised cross section as a function of $\tau_\perp$. Bottom: normalised cross section as a function of $T_m$. These plots are taken from Ref. [2].

MC predictions provide a good description of the ATLAS measurements in all the regions of the phase space. HERWIG7 and MG5_aMC computations are closer to data (discrepancies up to 1020%), remarking the limited ability of parton shower (PS) models to simulate hard and wide angle radiation and further emphasising that the addition of $2 \rightarrow 3$ processes in the

In summary, none of the MC predictions provide a good description of the ATLAS measurements in all the regions of the phase space. HERWIG7 and MG5_aMC computations are closer to data (discrepancies up to 1020%), remarking the limited ability of parton shower (PS) models to simulate hard and wide angle radiation and further emphasising that the addition of $2 \rightarrow 3$ processes in the
ME allows to improve the description of measured data.

4 Measurement of the Lund jet plane

The Lund plane is a powerful representation for providing insight into jet substructure. A recent proposal [22] describes a method to construct an observable analog of the Lund plane using jets, which captures the salient features of this representation. Jets are formed using clustering algorithms that sequentially combine pairs of proto-jets starting from the initial set of constituents [23]. In this proposal, a jet’s constituents are reclustered using the C/A algorithm [7, 8]. Then, the C/A history is reversed, and each jet is declustered, starting from the hardest proto-jet. The Lund plane can be approximated by using the harder (softer) proto-jet to present the core (emission) in the original theoretical depiction. For each proto-jet pair, at each step in the C/A declustering sequence, an entry is made in the primary Lund Jet plane (LJP) through the observables $\ln(1/z)$ and $\ln(R/\Delta R)$, with

$$z = \frac{p_T^{\text{emission}}}{p_T^{\text{emission}} + p_T^{\text{core}}} \quad \text{and} \quad \Delta R^2 = (y^{\text{emission}} - y^{\text{core}})^2 + (\phi^{\text{emission}} - \phi^{\text{core}})^2.$$ 

(4.1)

A schematic representation of the LJP can be found in Figure 4.

This measurement is conducted using the full Run 2 statistics, for an integrated luminosity of 139 $fb^{-1}$. To perform the data unfolding, several samples of dijet events were simulated. PYTHIA8.186 [9, 10] was used for simulating the nominal sample. Additional samples were simulated using NLO MEs from POWHEG [24–27] and Sherpa2.2.5 [12] or HERWIG 7.1.3 [20].

The data from two selected slices of the LJP, together with the breakdown of the major systematic uncertainties, are shown in Figure 5. ATLAS data and several MC predictions are compared. It is visible how the Herwig7.1.3 angle-ordered prediction provides the best description across most of the plane, while any prediction describes the data accurately in all the regions. The differences in the hadronization algorithms implemented in Sherpa2.2.5 are particularly visible at the transition between perturbative and non-perturbative regions of the plane. The POWHEG+PYTHIA and PYTHIA predictions only differ significantly for hard and wide-angle perturbative emissions, where ME corrections are relevant.
Several different models of multijet production are used. These samples have been generated using \textsc{sherpa} 2.2.5 \cite{12}, \textsc{pythia} 8.230 \cite{20}, \textsc{sherpa} 2.2.5 (AHADIC), \textsc{herwig} 7.1.3 (Ang. ord.), and \textsc{herwig} 7.1.3 (Dipole). The decays of the \( z \) mesons are then reconstructed via the code \cite{28} for all the above-mentioned samples. Therefore, new measurements of \( b \)-quark fragmentation can be used to improve MC simulations at LHC energy scales. This analysis presents a measurement of \( b \)-quark fragmentation into \( B^{±} \) mesons and it uses the full Run 2 data set, corresponding to an integrated luminosity of 139 \( fb^{-1} \). The \( B^{±} \) mesons are then reconstructed via the \( B^{±} \rightarrow J/\psi K^{±} \rightarrow \mu^{±}\mu^{±}K^{±} \) decay chain. After the matching between the jet and the reconstructed \( B \) meson, two variables of interest are built as follows:

\[
z = \frac{p_B \cdot \vec{p}_j}{|\vec{p}_j|^2} \quad \text{and} \quad p_T^{\text{rel}} = \frac{p_B \times \vec{p}_j}{|\vec{p}_j|},
\]

where \( \vec{p}_B \) is the three-momentum of the \( B \) hadron and \( \vec{p}_j \) is the jet three-momentum. The measurement is performed in three different intervals of the jet transverse momentum, namely: 50 < \( p_T^{\text{jet}} \) < 70 GeV, 70 < \( p_T^{\text{jet}} \) < 100 GeV and \( p_T^{\text{jet}} > 100 \) GeV.

Several different models of multijet production are used. These samples have been generated using \textsc{sherpa} 2.2.5 \cite{12}, \textsc{pythia} 8.230 \cite{9,10} and \textsc{herwig} 7.2.1 \cite{20}, with substantial differences in the ME calculations, as well as PS algorithms and hadronisation models. The decays of the \( B \) mesons were modelled using \textsc{evtgen} 1.6.0 code \cite{28} for all the above-mentioned samples. These predictions are then compared with the particle-level results, as shown in Figure 6, where the longitudinal (\( z \)) and transverse (\( p_T^{\text{rel}} \)) profiles for each \( p_T \) bin are reported. The results show important differences between the low and high \( p_T \) bins. Particularly, the lower tails of the \( z \) distributions contain a larger fraction of the high-\( p_T \) data due to the larger probability of having gluon splitting, \( g \rightarrow bb \) when considering high values of the jet \( p_T \).
Figure 6: Distributions of the longitudinal profile $z$ and the transverse profile $p_T$ together with different predictions from PYTHIA8, SHERPA and HERWIG 7. The vertical error bars represent the total experimental uncertainties. Top: $50 < p_T^{\text{jet}} < 70$ GeV. Middle: $70 < p_T^{\text{jet}} < 100$ GeV. Bottom: $p_T^{\text{jet}} > 100$ GeV. These plots are taken from Ref. [4].
The SHERPA predictions give a reasonable description of the $z$ distributions in the low and medium $p_T$ bins, although they differ from data for very high values of $z$. They also show large discrepancies for low values of $p_T^{\text{rel}}$, which increase when moving towards higher bins of the jet $p_T$. All the various PYTHIA8 samples provide a good description of the $z$ and $p_T^{\text{rel}}$ distributions, being compatible with data within the systematic uncertainties across the different jet-$p_T$ bins. The results for the longitudinal profile show reasonable agreement with the HERWIG7 prediction with the angle-ordered PS, while large discrepancies are observed with the dipole parton shower. Due to the larger gluon splitting fractions, the HERWIG7 sample with the dipole PS significantly overestimates the data in the tails of the $p_T^{\text{rel}}$ distributions at low $p_T$, while the differences are smaller with increasing $p_T$. The Herwig angle-ordered PS gives a better description of the $p_T^{\text{rel}}$ distributions, although non-negligible discrepancies are also observed.

6 Conclusion

Measurements of variables probing the properties of the multijet energy flow and of the Lund Plane using charged particles, as well as a measurement of the fragmentation properties of $b$-quark initiated jets, have been presented in this proceeding. Ref. [1] demonstrates differences between the soft-drop jet substructure observables in their sensitivity to the quark and gluon composition of the sample, which are most pronounced for the least amount of grooming. In Ref [2] the discrepancies between event shapes data and all the investigated MC show that further refinement of the current MC predictions is needed to describe the data in some regions, particularly at high jet multiplicities. Ref. [3] illustrates the ability of the Lund jet plane to isolate various physical effects, and will provide useful input to both perturbative and nonperturbative model development and tuning. Finally, Ref. [4] provides key measurements with which to better understand the fragmentation functions of heavy quarks. As has been shown, significant differences among different MC models are observed, and also between the models and the data. Some of the discrepancies are understood to arise from poor modelling of the $g \to b\bar{b}$ splittings, to which the present analysis has substantial sensitivity. Including the present measurements in a future tune of the MC predictions may help to improve the description and reduce the theoretical uncertainties of processes where heavy-flavour quarks are present in the final state, such as top quark pair production or Higgs boson decays into heavy quark pairs.
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