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1 Abstract

Artificial neural networks (ANNs) are used in various applications for data-driven black-box modeling and subsequent optimization. Herein, we present an efficient method for deterministic global optimization of ANN embedded optimization problems. The proposed method is based on relaxations of algorithms using McCormick relaxations in a reduced-space [SIOPT, 20 (2009), pp. 573-601] including the convex and concave envelopes of the nonlinear activation function of ANNs. The optimization problem is solved using our in-house global deterministic solver MAiNGO. The performance of the proposed method is shown in four optimization examples: an illustrative function, a fermentation process, a compressor plant and a chemical process optimization. The results show that computational solution time is favorable compared to the global general-purpose optimization solver BARON.
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2 Introduction

A feed-forward ANN with one hidden layer can approximate any smooth function on a compact domain to an arbitrary degree of accuracy given a sufficient number of neurons [1]. Thus, artificial neural networks (ANNs) are said to be universal approximators. Due to their excellent approximation properties, ANNs have attracted widespread interest in various fields such as chemistry [2], chemical engineering [3], pharmaceutical research [4] and biosorption processes [5] for the black-box modeling of complex systems. Furthermore, various industry applications of ANNs exist, e.g., modeling and identification, optimization
and process control [6].

In many of these applications, a model including ANNs is developed and then used for optimization. In biochemical engineering for example, ANNs are commonly used to model fermentation processes [7] and optimize their output to identify promising operating points for further experiments [8–10]. ANNs are also used as surrogate models for the optimization of chemical processes [11–24].

Most of the previous optimizations with ANNs embedded rely on local optimization techniques. Fernandes, for instance, optimized the product concentrations of a Fischer-Tropsch synthesis using the quasi-Newton method and finite-differences [25]. Other authors used local solves like DICOPT [26] (e.g., [11, 15, 16, 19]), sequential quadratic programming (e.g., [17]) or CONOPT [27] (e.g., [19]). These local methods can yield suboptimal solutions when the learned input-output relation is multi-modal. In addition, the activations functions involved in ANNs are usually nonconvex. A few researchers have addressed this problem by using stochastic global methods such as genetic algorithms (e.g., [8–10, 22, 23, 28]) or brute-force grid search (e.g., [12–14]). These methods cannot guarantee global optimality. Global deterministic optimization of an ANN embedded problem was done by Smith et al. (2013) [18] who used BARON [29–31] to optimize an ANN with one hidden layer and three neurons that emulates a flooded bed algae bioreactor. As the hyperbolic tangent activation function is currently not available in BARON, Smith et al. reformulated the activation function using exponential functions. Henao argues in his Ph.D. thesis [19] that state-of-the-art global optimization solvers such as BARON are at that time, i.e., 2012 limited to small to medium sized problems and he suggests a piecewise linear approximation of the hyperbolic tangent function. The literature shows that there remains a need for an efficient deterministic global optimization algorithm of problems with ANNs embedded.

There have been many other efforts to combine surrogate modeling with (global) optimization. For instance, Gaussian processes (GPs) have been used in the field of Bayesian optimization for optimization of expensive-to-evaluate
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black-box functions (e.g., [32–36]). In the adaptive approach, GPs emulate black-box objectives, e.g., measurements of a chemical experiment [37], in every iteration to assist a following query point selection. ALAMO is another adaptive sampling approach [38–40] that aims the development of simple surrogate models in the light of small data sets. This contribution focuses on the development of a global deterministic optimization approach for problems including (given) well-established ANN surrogate models. In contrast to standard GPs, ANNs can have multiple outputs and can handle large training sets (i.e., GP training requires \( N \times N \) matrix inversions where \( N \) is the number of training points).

In deterministic global optimization, convex relaxations are derived and relaxed problems are solved using branch-and-bound (B&B) [41, 42] or related algorithms [29–31, 43]. In most state-of-the-art deterministic global optimization solvers such as BARON [29–31], ANTIGONE [43] and SCIP [44] the complete set of constraints and variables is handed to the optimization algorithm that builds convex relaxations. This method is referred to as the full-space (FS) formulation. Another possibility is the reduced-space (RS) formulation. The key idea herein is that the optimizer does not see all variables and constraints [45–49].

For the deterministic global optimization of ANNs, the FS inherently results in a large-scale optimization problem because the ANN network structure includes multiple (hidden) layers, neurons and network equations. Additionally, auxiliary variables used in state-of-the-art solvers for the relaxations increase the problem size. Globally solving large-scale optimization problems is difficult because of the exponential worst-case runtime of the B&B algorithm. Moreover, in standard solvers the user has to provide tight variable bounds which are difficult to provide for some network variables. A possible disadvantage of the RS formulation is that the propagation of relaxations through large ANNs may result in weak relaxations.

One possibility to construct relaxations in the RS setup are McCormick re-
laxations [50, 51] that have shown favorable convergence properties [52, 53] and have been extended to the relaxation of multivariate functions [54] and bounded functions with discontinuities [55]. Recently, a differentiable modification of the relaxations has been proposed as well [56]. The global optimization using McCormick relaxations has been applied to several problems such as flowsheet optimization [48, 49, 57] and the solution of ODE and nonlinear equation systems [47, 58, 59]. Besides the direct utilization of McCormick relaxations in the original variables, the method was also used in the development of the auxiliary variable method (AVM) that is applied in state-of-the-art solvers [43, 60, 61].

In this contribution, ANNs are optimized in a RS which significantly reduces the dimensionality of the optimization problems. More specifically, the equations that describe the ANN and the corresponding variables are hidden from the B&B solver. In order to construct tight convex and concave relaxations of the ANNs, we utilize the convex and concave envelopes of the activation function (shown in Appendix A.1) and automatic construction of McCormick relaxations [46].

In the remainder of this paper, first an overview about multilayer perceptron ANNs is provided (Section 3). In Section 4, the optimization problem formulation and the relaxation of ANNs are proposed. Further, implementation details are provided. In Section 5, the proposed method is applied to four numerical examples illustrating its potential and compared to a state-of-the-art general purpose optimization algorithm BARON in terms of computational (CPU) time. In Section 6, advantages, limitations and prospective utility of the proposed method are discussed.

3 Background on Multilayer Perceptrons

In this subsection, the multilayer perceptron (MLP), also known as feed-forward ANN, is briefly introduced. More detailed information about MLPs can be found in the literature (e.g., [62]). As depicted in Figure 1, the MLP can be illustrated...
as a directed acyclic graph connecting multiple layers, $k$, of neurons, which are the nodes of the graph. It consists of an input layer ($k = 1$), a number of hidden layers ($k = 2, \ldots, N - 1$) and an output layer ($k = N$). Each connection between a neuron $j$ of layer $k$ and neuron $i$ of layer $k+1$ is associated with a weight $w_{j,i}^{(k)}$. The output, $z_i^{(k+1)}$, of a neuron $i$ in layer $k$ is given by

$$z_i^{(k+1)} = h_{k+1} \left( \sum_{j=1}^{D_{k+1}} (w_{j,i}^{(k)} z_j^{(k)}) + w_{0,i}^{(k)} \right)$$

(1)

where $h_k : \mathbb{R} \rightarrow \mathbb{R}$ is the activation function, $D^{(k)}$ is the number of neurons in each layer and $w_{0,i}^{(k)}$ is a bias parameter. Thus, the argument of $h$ is a linear combination of the outputs of the previous layer. The output value of neurons in the input layer ($z_i^{(1)}$) correspond to the network input variables. Following (1) for all neurons and layers, the outputs (also called predictions) of the network ($z_i^{(N)}$) can be computed.

![Graphical illustration of a multilayer perceptron artificial neural network as a directed acyclic graph](image_url)

(a) The complete network

(b) A detail of the network

A commonly-used activation function of the hidden layers is the hyperbolic tangent function ($h_k(x) = \tanh(x)$). In the output layer, the identity activation function ($h_N(x) = x$) is typically used for regression problems. Thus, this work focuses on the hyperbolic tangent function. However, the proposed method can be easily applied to other common activation functions like the sigmoid function (see Appendix A.2).
4 Method

In this section, the optimization problem formulations and the McCormick relaxation of MLPs are proposed. Further, details about the implementation are provided.

4.1 Optimization Problem Formulations

Optimization problems which use MLPs as surrogate models often have a particular structure. Usually, one or more of the input variables, $x$, correspond to degrees of freedom of the problem and can be chosen within given bounds $D = [x^L, x^U]$. Once the input variables are fixed, the dependent variables in the networks, $z$, can be determined by solving the nonlinear network equations $h(x,z) = 0$, $h : D \times \mathbb{R}^{n_z} \rightarrow \mathbb{R}^{n_z}$. The nonlinear network equations of MLPs can also be formulated explicitly in the outputs as shown in Subsection 4.1.2. The outputs $y$ of the networks can be understood as network variables of the output layers. Thus, the output variables are a subset of the network variables with $n_y < n_z$. The objective function, $f(x,y)$, $f : D \times \mathbb{R}^{n_y} \rightarrow \mathbb{R}$, usually depends on the networks inputs and outputs but not on the remaining network variables. Similarly, the feasible region is often constrained by inequalities $g(x,y) \leq 0$, $g : D \times \mathbb{R}^{n_y} \rightarrow \mathbb{R}^{n_y}$ which also depend only on the network inputs and outputs.

4.1.1 Full-space formulation

In the FS formulation, the input and the network variables are optimization variables and the problem can be formulated as follows:

$$\begin{align*}
\min_{x \in D, z \in Z} \quad & f(x,y) \\
\text{s.t.} \quad & h(x,z) = 0 \quad \text{(FS)} \\
& g(x,y) \leq 0
\end{align*}$$
In this case, a global B&B solver requires bounds on $x$ and $z$. As mentioned in the introduction, the FS formulation is utilized by common general-purpose deterministic global optimization solvers.

### 4.1.2 Reduced-space formulation

In MLPs the network equations $h(x, z) = 0$ can be reformulated as an explicit function $\hat{y} : D \rightarrow \mathbb{R}^n$ with $y = \hat{y}(x)$. Thus, the dependent network variables can be eliminated from the FS optimization formulation (c.f. [48]). The resulting optimization problem can be formulated as follows:

$$\min_{x \in D} \quad f(x, \hat{y}(x))$$

s.t.

$$g(x, \hat{y}(x)) \leq 0$$

The RS formulation operates only in the domain $D$ of the optimization variables $x$. Further, the equality constraints which describe the network equations are not visible to the optimization algorithm anymore. However, it is important to note that the complete elimination of equality constraints is not necessarily possible when optimizing arrangements of several MLPs or hybrid modeling formulations. In these cases, some equality constraints and additional variables might remain in the RS formulation (e.g., for connecting different MLPs with a recycle) similar to, e.g., [48]. As an option, these can also be relaxed using extensions of the McCormick approach to implicit functions [58, 59].

### 4.2 Relaxations of Artificial Neural Networks

In order to solve the RS optimization problem using the B&B algorithm, lower-bounds of the MLPs have to be derived. In this paper, the lower bounds are calculated by automatic propagation of McCormick relaxations and natural interval extensions [63, 64] using the open-source software MC++ [65, 66] (see Section 4.3). As described in Section 3, the outputs of MLPs are compositions of the activation functions and affine functions that connect the neurons. Thus,
the only nonlinearities of MLPs are its activation functions. When using MLPs as a surrogate model, the hyperbolic tangent function (tanh) is commonly used as the activation function in the hidden layers and the identity is usually used as the activation function in the output layer [62]. Thus, the tightness of MLP relaxations is considerably influenced by the relaxations of the hyperbolic tangent function.

In general, McCormick relaxations do not provide the envelopes (tightest possible relaxations). The envelopes of the hyperbolic tangent function are derived in Appendix A.1. They are once continuously differentiable (Proposition A.1) and strictly monotonically increasing (Proposition A.3).

In the proposed framework, the envelopes of the hyperbolic tangent activation function are propagated through the network equations to derive concave and convex relaxations of the outputs of MLPs. The resulting relaxations of MLPs are once continuously differentiable as shown in the following proposition.

**Proposition 4.1 (smoothness of MLP relaxations).** Consider an MLP using (exclusively) the hyperbolic and identity activation functions. The McCormick relaxations built with the envelopes of the hyperbolic tangent function (Appendix A.1) are once continuously differentiable.

**Proof** Consider the output of a neuron in a hidden layer as a function of its inputs. As the convex and concave relaxations of the hyperbolic tangent activation function are monotonically increasing (see Proposition A.3), Corollary 3 by [54] holds. Thus, the convex and concave relaxation of the output of the neuron are compositions of the corresponding relaxation of the hyperbolic tangent function and the corresponding relaxations of the inputs to the neuron. As the envelopes of the hyperbolic tangent function are once continuous differentiable (see Proposition A.1), the relaxations of the MLPs are once continuous differentiable by chain rule. It should be noted that the relaxations are not $C^2$ because the envelopes of the hyperbolic tangent function are not $C^2$.®Schweidtmann and Mitsos Pre-print Page 9 of 39
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(see Proposition A.1). However, Proposition A.2 shows that the first derivative of the convex and concave envelopes of the hyperbolic tangent function, \( \frac{d(F^c)}{dx} \) and \( \frac{d(F^c)}{dx} \), are Lipschitz continuous (sometimes referred to as \( C^{1,1} \)). Recall that we use the hyperbolic tangent function because it is the most commonly used and similar results can be derived for other activation functions.

Proposition 4.1 has a beneficial consequence for the global optimization of MLPs. In general, McCormick relaxations are continuous but not differentiable (\( C^0 \)). This necessitates nonsmooth algorithms, e.g., bundle methods [67, 68] or linearization-based methods [46]. However, when optimizing MLPs, a \( C^{1,1} \) optimization algorithm can be used which is potentially more efficient.

In the general-purpose optimization solvers BARON, ANTIGONE and SCIP, the hyperbolic tangent function is currently not available and interfaces do not allow the user to define functions and/or relaxations. In order to compare the performance of the proposed method to these algorithms, the hyperbolic tangent activation function can be reformulated. As the tightness of the McCormick relaxations of different reformulations can differ, the relaxations of four common reformulations \( F_1, F_2, F_3, F_4 : \mathbb{R} \rightarrow \mathbb{R} \) with \( F_1(x) := \frac{e^x - e^{-x}}{e^x + e^{-x}} \), \( F_2(x) := \frac{e^{2x} - 1}{e^x + 1} \), \( F_3(x) := 1 - \frac{1}{e^{2x} + 1} \), \( F_4(x) := \frac{1 - e^{-2x}}{1 + e^{-x}} \) are compared in Appendix A.3. The exemplary plot of the McCormick relaxations in the appendix shows that the convex and concave relaxations of \( F_1, F_2 \) and \( F_4 \) are weaker than the ones of \( F_3 \). Further, the convex and concave relaxations of \( F_1, F_2 \) and \( F_4 \) are not differentiable. Finally, it can be observed that relaxations of the reformulations are considerably weaker than the envelopes.

### 4.3 Implementation

The proposed work uses the in-house McCormick based Algorithm for mixed integer Nonlinear Global Optimization (MAiNGO), a B&B optimization solver in C++ [69]. Herein, a best-first heuristic and bisection along the longest edge is used for branching. For lower bounding, a convex underestimation of the problem is found by automatic propagation of McCormick relaxations using the
open-source software MC++ v2.0 [65, 66]. The necessary interval extensions are
provided by FILIB++ v3.0.2 [64]. The convex relaxations of the constraints and
the objective are linearized with the use of subgradients at the centerpoint of
each node and the resulting linear program (LP) is solved by CPLEX v12.5
[70]. Further, optimization-based bound tightening is used that is improved by
filtering bounds technique with a factor of 0.1 as described in [71] and bound
tightening based on the dual multipliers returned by CPLEX is used [72, 73].
For upper bounding, the problem is locally optimized using the SLSQP algo-

rithm [74, 75] in the NLopt library v2.4.2 [76]. The necessary derivatives are
provided by the FADBAD++ tool for automatic differentiation [77]. Furth-
more, recently developed heuristics for tighter McCormick relaxations are used
[78].

The convex and concave envelopes of tanh are added to the MC++ library. In
order to compute those envelopes, the equations (8) and (10) have to be solved
numerically (see Appendix A.1). For this purpose, the Newton method is used
and analytical gradient information is supplied.

The ANNs in this work are fitted in the Neural Network Toolbox in MAT-
LAB.

5 Numerical Results

In this section, the numerical results of four case studies are presented. The
performance of the proposed method is compared to the general-purpose opti-
mization solver BARON 17.4.1. using GAMS 24.8.5. All numerical examples
were run on one thread of an Intel Xeon CPU E5-2630 v2 with 2.6 GHz, 128
GB RAM and Windows Server 2008 operating system.

5.1 Illustrative Example & Scaling of the Algorithm

In the first illustrative example, a two-dimensional mathematical test function
is learned by a MLP that is subsequently optimized. The peaks function is
provided by Matlab (\textit{peaks()})) and is given by $f_{\text{peaks}} : \mathbb{R}^2 \rightarrow \mathbb{R}$ with

$$f_{\text{peaks}}(x_1, x_2) = 3(1-x_1)^2 e^{-x_1^2-(x_2+1)^2} - 10(\frac{x_1}{5} - x_1^3 - x_2^5) e^{-x_1^2-x_2^2} - \frac{e^{-(x_1+1)^2-x_2^2}}{3} \tag{2}$$

The function has multiple local optima on $D = \{ x_1, x_2 | -3 \leq x_1, x_2 \leq 3 \}$. The known unique global minimizer of the test function is $\min_{x_1, x_2 \in D} f_{\text{peaks}}(x_1, x_2) = -6.551$ at $(x_1^*, x_2^*) = (0.228, -1.626)$.

To learn the peaks function, a Latin hypercube (LHC) sampling technique is used to generate a set of 500 points on $D$. As mentioned in the introduction, a MLP with one hidden layer is a universal approximator. Thus, a network architecture with one hidden layer is chosen in this example. The MLP constitutes two neurons in the input layer and one neuron in the output layer. In order to avoid over- and under-fitting, $D$ is randomly divided into a training, a validation and a test sets with the respective size ratios of $0.7 : 0.15 : 0.15$. The weights of the network are fitted in the Matlab Neural Network Toolbox by minimizing the mean squared error (MSE) on the training set using Levenberg-Marquardt algorithm and the early stopping procedure [62]. To obtain a suitable number of neurons in the hidden layer the training is repeated using different number of neurons. The configuration with the lowest MSE on the test set determines the number of neurons to be 47. The training results in a MSE of $6.8 \cdot 10^{-5}$, $3.9 \cdot 10^{-4}$ and $4.6 \cdot 10^{-4}$ on the training, validation and test set respectively.

After training, the MLP is optimized using the proposed methods. The absolute optimization tolerance is set to $\epsilon_{\text{tol}} = 10^{-4}$ because more accurate solution of the optimization problem is not sensible due to the prediction error of the MLP. The relative tolerance is set to its minimum value ($10^{-12}$) and is thus not active. This way the optimization result is limited by the prediction accuracy only. Further, a time limit of 100,000 seconds (about 28 hours) is set for the optimization.

Table 1 summarizes the results of the optimization runs. The results show that the problem formulation has a significant influence on the problem size.
In comparison to the FS formulations, the RS formulation reduces the number of the optimization variable from 101 to 2 and eliminates all 99 equality constraints. The RS formulation requires over 190 times less CPU time compared to the FS formulation when using the presented solver. Further, different relaxations of the activation function yield different solution times. The envelope of the activation function accelerates the optimization significantly compared to all reformulations. When the presented solver is used in the FS formulation, the weak relaxations of the reformulations even lead to a variable overflow error in the exponential function in FILIB++. As expected from the comparison of the relaxations (see Appendix A.3), reformulation $F_3$ outperforms the other reformulations in terms of computational efficiency. In general, all RS optimizations converged to the same optimal solution ($-6.563$). The solution is about 0.18% different from the global optimizer of the underlying peaks function. This is within the expected accuracy of the MLP prediction.

| Problem size | Solver | CPU time [s] | Iterations | Abs. gap |
|--------------|--------|--------------|------------|----------|
| 101 variables | BARON ($F_1$) | 1,727.29 | 55,047 | $< \epsilon_{tol}$ |
| 99 equalities | BARON ($F_2$) | 387.44 | 13,329 | $< \epsilon_{tol}$ |
| 0 inequalities | BARON ($F_3$) | 21.08 | 1,223 | $< \epsilon_{tol}$ |
| (FS) | BARON ($F_4$) | 100,000.00 | 2,732,488 | 0.0003 |
| Presented solver ($F_1$) | –variable overflow– | | | |
| Presented solver ($F_2$) | –variable overflow– | | | |
| Presented solver ($F_3$) | –variable overflow– | | | |
| Presented solver ($F_4$) | –variable overflow– | | | |
| Presented solver (envelope) | 84.19 | 1 | $< \epsilon_{tol}$ |
| 2 variables | Presented solver ($F_1$) | 18.61 | 8,825 | $< \epsilon_{tol}$ |
| (RS) | Presented solver ($F_2$) | 23.06 | 17,785 | $< \epsilon_{tol}$ |
| 0 equalities | Presented solver ($F_3$) | 0.73 | 933 | $< \epsilon_{tol}$ |
| 0 inequalities | Presented solver ($F_4$) | 10.50 | 11,857 | $< \epsilon_{tol}$ |
| Presented solver (envelope) | 0.44 | 207 | $< \epsilon_{tol}$ |

variable overflow: Crashed due to variable overflow in FILIB++.

In a second step, the peaks function is used to illustrate the scaling of the optimization algorithm with network size. Therefore, networks with different sizes are trained on a LHC set of 2,000 points. Subsequently, the networks are optimized. In Subfigure 2 (a), the number of neurons in the hidden layer of a shallow MLP is varied from 40 to 700 and the computational time for optimization is depicted. The RS formulation using the envelope and the reformulation
shows a consistent increase of CPU time with the number of neurons whereas the CPU time of BARON using $F_3$ does not show a clear trend. For instance, BARON did not converge within 100,000 seconds for networks with 60, 80, 240, 260 and 340 neurons but shows good performance for a network with 700 neurons. The optimization using the FS formulation and the presented solver shows the weakest performance. As most of these optimizations with more than 100 neurons did not converge within 100,000 seconds, this optimization was not executed for networks with more than 100 neurons. The presented solver using the RS formulation and the envelope shows consistently one of the best performances. It should be noted that the number of neurons is unreasonable high for this illustration which leads to overfitting. It can further be noted that the network sizes (up to 700 neurons) exceed the network size of the case study by Smith et al. (2013) [18] (3 neurons) drastically.

![Graphical illustration of the computational time over the ANN size for the peaks function optimization problem (Subsection 5.1)](image)

In Subfigure 2 (b), the number of neurons in each hidden layer is fixed to 20 and the number of hidden layers is varied from 1 to 6. The results show that the CPU times of the presented solver using the RS formulation increases approximately exponentially with the number of layers. Further, the utilization of the envelopes has always an advantage over the reformulation $F_3$. The solution of the FS formulation using either BARON or the presented solver does not converge to an optimal solution within the time limit for most cases. In general,
it is apparent that deep networks require more CPU time for optimization than shallow networks with the same or even larger number of neurons.

5.2 Fermentation Process

In the second subsection, a fermentation of glucose to gluconic acid is learned from experimental data and optimized. The example is based on and compared to the work of Cheema et al. [8] where an MLP is learned from experimental data and optimized using stochastic optimization approaches. The numerical example is relevant because mechanistic models of fermentation processes are often not available and surrogate-based optimization can help to identify promising operating conditions.

The inputs of the MLP and degrees of freedom are the glucose concentration ($x_1$ in [g/L]), the biomass concentration ($x_2$ in [g/L]) and the dissolved oxygen ($x_3$ in [mg/L]), whereas the output of the MLP is the concentration of gluconic acid ($y$ in [g/L]). The objective of the optimization problem is to maximize the yield of gluconic acid defined as $y_{gl} = 100 \frac{y}{1.088 x_1}$. As the network weights used by Cheema et al. [8] are not available, we trained a MLP using the same structure, training and validation data, and training algorithm.

After the training, we performed deterministic global optimization to maximize the gluconic acid yield. The result of the global deterministic optimization is $x_1 = 156.466$ g/L, $x_2 = 3$ g/L, $x_3 = 57.086$ mg/L, $y = 170.127$ g/L and $y_{gl} = 99.937$ which is similar to the literature result. However, it is important to note that the underlying network is rebuild based on the data and it is very unlikely that the network is identical to the one from literature. The main difference to the results from literature is that all deterministic methods in this work converge to the same solution whereas the stochastic literature method shows considerable variations in their solutions, i.e., even the top three out of hundreds of executions of the genetic algorithm (GA) and the simultaneous perturbation stochastic approximation (SPSA) show variations [8].

Due to the small network size, the problem size of the RS is only slightly
smaller than the FS formulation (compare Table 2). The CPU time of the presented solver using the envelope and RS formulation is about 5.4 times faster than the FS formulation. Thus, the RS formulation is favorable with a CPU time of 0.11 seconds. Again, different reformulation of the activation function yield different CPU times. In particular, the CPU time of reformulations $F_1$ and $F_2$ in the RS are unexpectedly large. When considering only reformulations $F_1$ and $F_2$, BARON converges significantly faster to an optimal solution. Further, the CPU time of BARON using different reformulations does not seem to directly relate to the tightness of their McCormick relaxations.

Table 2: Numerical results of the fermentation process optimization (Subsection 5.2)

| Problem size  | Solver                  | CPU time [s] | Iterations | Abs. gap |
|---------------|-------------------------|--------------|------------|----------|
| 13 variables  | BARON ($F_1$)           | 14.38        | 8,233      | $< \epsilon_{\text{tol}}$ |
| 10 equalities | BARON ($F_2$)           | 0.44         | 5          | $< \epsilon_{\text{tol}}$ |
| 0 inequalities| BARON ($F_3$)           | 0.56         | 7          | $< \epsilon_{\text{tol}}$ |
| (FS)          | BARON ($F_4$)           | 0.48         | 15         | $< \epsilon_{\text{tol}}$ |
| Presented solver ($F_1$) | –variable overflow– |             |            |          |
| Presented solver ($F_2$) | –variable overflow– |             |            |          |
| Presented solver ($F_3$) | –variable overflow– |             |            |          |
| Presented solver (envelope) | 0.59               | 157         |            | $< \epsilon_{\text{tol}}$ |
| 3 variables   | Presented solver ($F_1$) | 1,100.43     | 60,752,735 | $< \epsilon_{\text{tol}}$ |
| 0 equalities  | Presented solver ($F_2$) | 13,969.50    | 49,267,409 | $< \epsilon_{\text{tol}}$ |
| (RS)          | Presented solver ($F_3$) | 0.91         | 789        | $< \epsilon_{\text{tol}}$ |
| 0 inequalities| Presented solver ($F_4$) | 11.50        | 11,021     | $< \epsilon_{\text{tol}}$ |
| Presented solver (envelope) | 0.11               | 57          |            | $< \epsilon_{\text{tol}}$ |

variable overflow: Crashed due to variable overflow in FILIB++.

5.3 Compressor Plant

In the third numerical example, the operating point of a compressor plant is optimized. This is a relevant case study because air compressors are commonly used in industry and have a high electrical power consumption, e.g., in cryogenic air separation units. In addition, the power consumption of industrial compressors is often provided in form of data (compressor maps, e.g., Figure 4) and not mechanistic models preventing model-based optimization techniques. The considered compressor plant is comprised of two compressors that are connected in parallel as shown in Figure 3. The compressors are sized such that a large
compressor (compressor 1) is supplemented by a smaller compressor (compressor 2). The intent is to minimize the electrical power consumption of the overall process by optimal operation. Mathematically, the case study is challenging as it combines two MLPs with two hidden layers in one optimization problem.

The specific power of the compressors is given by compressor maps $M_i : \mathbb{R}^2 \rightarrow \mathbb{R}$ (Figure 4) that map the volumetric inlet flow rate, $\dot{V}_i$, and compression ratio, $\Pi_i = \frac{p_{\text{out},i}}{p_{\text{in},i}}$, to the specific power, $w_i$, of the corresponding compressor $i$ (maps were altered from industrial compressor maps). For the MLP training, a set of 405 data points is read out from each compressor map and randomly divided into a training, validation and test set with the respective size ratios of 0.7 : 0.15 : 0.15. Ghorbanian and Gholamrezaei compared different regression models for compressor performance prediction and concluded that the MLP is the most powerful candidate [79]. Thus, this numerical example utilizes the network structure suggested by Ghorbanian and Gholamrezaei, namely a MLP with two hidden layers with 10 neurons each. For training, Levenberg-Marquardt algorithm and early stopping were used on a scaled training data set. The training results in a MSE of 0.17 (0.95), 0.78 (3.87) and 0.39 (1.67) on the training, validation and test set respectively for compressor one (two).
The optimization problem minimizes the total power consumption of the compressor plant, $P_{\text{total}}$. It has one degree of freedom, the split factor $(x)$, that determines the ratio between the volumetric flow rate $\dot{V}_1$ and the total volumetric inlet flow rate, $\dot{V}_{\text{in}}$. The problem is formulated as follows:

$$\min_{0 \leq x \leq 1} P_{\text{total}}(x) = w_{1,\text{MLP}}(\Pi_p, \dot{V}_1) \frac{\dot{V}_{\text{in}} \cdot x}{\dot{V}_{\text{in}}} + w_{2,\text{MLP}}(\Pi_p, \dot{V}_2) \frac{\dot{V}_{\text{in}} \cdot (1-x)}{\dot{V}_{\text{in}}}$$

subject to:

$$\dot{V}_1 - \dot{V}_1^U \leq 0$$
$$\dot{V}_1^L - \dot{V}_1 \leq 0$$
$$\dot{V}_2 - \dot{V}_2^U \leq 0$$
$$\dot{V}_2^L - \dot{V}_2 \leq 0$$

with the constants $\dot{V}_{\text{in}} = 0.8305 \frac{\text{m}^3}{\text{kg}}$, $p_{\text{in}} = 100 \text{ kPa}$, $p_{\text{out}} = 450 \text{ kPa}$, $\dot{V}_{\text{in}} = 100 \cdot 10^3 \frac{\text{m}^3}{\text{h}}$, $\dot{V}_1^L = 61.5 \cdot 10^3 \frac{\text{m}^3}{\text{h}}$, $\dot{V}_1^U = 100 \cdot 10^3 \frac{\text{m}^3}{\text{h}}$, $\dot{V}_2^L = 25.3 \cdot 10^3 \frac{\text{m}^3}{\text{h}}$ and $\dot{V}_2^U = 44.4 \cdot 10^3 \frac{\text{m}^3}{\text{h}}$. Further, $\dot{V}_1 = \dot{V}_{\text{in}} \cdot x$ and $\dot{V}_2 = \dot{V}_{\text{in}} \cdot (1-x)$ are explicit functions of $x$. The functions $w_{1,\text{MLP}}$ and $w_{2,\text{MLP}}$ describe the specific power predicted by the MLPs. The lower and upper bounds of the volumetric flow rates, $\dot{V}_1^L$, $\dot{V}_2^L$ and $\dot{V}_1^U$, $\dot{V}_2^U$ correspond to the surge and choke lines of the compressors at the specified pressure ratio of 4.5 (left and right hand boundaries in Figure 4).

The optimization problem (3) is solved using an absolute optimality gap of $10^{-4}$ and a relative optimality gap of $10^{-12}$. Further, a CPU time limit of
100,000 seconds is set. As shown in Table 3, the RS formulation reduces the number of variables from 97 to 1 and eliminates all 96 equality constrains compared to the FS formulation. The RS formulation is solved using the presented solver within 0.23 seconds when using the envelopes. This is over four hundred thousand times faster than the solution with the same solver and relaxation in the FS formulation. BARON converges only using reformulation $F_2$ (within 25.02 second). When the other reformulations are used, the desired tolerance is not reached within 100,000 seconds. Thus, the proposed approach is over one hundred times faster than BARON if BARON uses $F_2$ and over four hundred thousand times faster if BARON uses $F_1$, $F_3$ or $F_4$.

Table 3: Numerical results of the compressor plant optimization (Subsection 5.3)

| Problem size | Solver | CPU time [s] | Iterations | Abs. gap |
|--------------|--------|--------------|------------|----------|
| (FS) 97 variables | BARON ($F_1$) | 100,000.00 | 1,934,517 | $> 3 \cdot 10^8$ |
| 96 equalities | BARON ($F_2$) | 25.02 | 892 | $< \epsilon_{tol}$ |
| 4 inequalities | BARON ($F_3$) | 100,000.00 | 4,224,962 | 0.6 |
| Presented solver ($F_4$) | –variable overflow– | –variable overflow– | –variable overflow– | –variable overflow– |
| Presented solver (envelope) | 100,000.00 | 3,128,979 | 0.8 |
| (RS) 1 variables | Presented solver ($F_1$) | –variable overflow– | –variable overflow– | –variable overflow– |
| 0 equalities | Presented solver ($F_2$) | –variable overflow– | –variable overflow– | –variable overflow– |
| 4 inequalities | Presented solver ($F_3$) | 0.34 | 171 | $< \epsilon_{tol}$ |
| Presented solver ($F_4$) | –variable overflow– | –variable overflow– | –variable overflow– |
| Presented solver (envelope) | 0.23 | 81 | $< \epsilon_{tol}$ |

variable overflow: Crashed due to variable overflow in FILIB++.

The optimal solution of the problem is $P_{\text{total}} = 6.20 \text{ MW}$ with a split ratio of $x = 0.683$ that corresponds to $\dot{V}_1 = 68.28 \frac{m^3}{h}$ and $\dot{V}_2 = 31.72 \frac{m^3}{h}$. The optimization using learned compressor maps can have some advantage over simple operating heuristics. For instance, if the main air compressor would be operated at its most efficient operating point, the the total power consumption would be 6.2% higher ($P_{\text{total}} = 6.61 \text{ MW}$) and if the flowrates would be divided according to the maximum volumetric capacity of the compressors, the total power consumption would be 9.3% higher ($P_{\text{total}} = 6.84 \text{ MW}$).
5.4 Cumene Process

In the third numerical example, the operating point of a cumene process is optimized illustrating a complex industrial unit. As illustrated in Figure 5, the cumene process consists of a plug flow reactor, two rectification columns, one flash, several (integrated) heat exchangers and recycles. A detailed process description including necessary details for model building can be found in [80]. For this work, we optimize a hybrid model consisting of 14 MLPs that emulate the process. This hybrid model was provided by Schultz et al. [81] who modeled the cumene process in ASPEN Plus and learned the MLPs using simulated data. The optimization problem minimizes the negative total profit \( P \) of the process [81]:

\[
\begin{align*}
\min_x \quad & -P = -F_{\text{Prod}} \cdot $\text{Cumpure} + F_{\text{FreshC3}} \cdot $\text{C3} + F_{\text{Freshbenz}} \cdot $\text{benzpure} \\
& - F_{\text{Gas}} \cdot (Z_{\text{Gasbenz}} \cdot $\text{benz} + Z_{\text{Gascum}} \cdot $\text{cum} \\
& + Z_{\text{Gaspropy}} \cdot $\text{propy} + Z_{\text{Gaspropa}} \cdot $\text{propa} \\
& + Z_{\text{GasPBI}} \cdot $\text{PBI} - F_{\text{B2}} \cdot (Z_{\text{B2cum}} \cdot $\text{cum} + Z_{\text{B2PBI}} \cdot $\text{PBI}) \\
& - Q_{\text{Reactor}} \cdot $\text{Eger} + (Q_{\text{boiler}} + Q_{\text{rebC1}} + Q_{\text{rebC2}}) \cdot $\text{HP} \\
& + (Q_{\text{HX1}} + Q_{\text{HX2}}) \cdot $\text{EE}
\end{align*}
\]

\[
\begin{align*}
s.t. \quad & T_{\text{reactor}} - 390^\circ C \leq 0, \quad 360^\circ C - T_{\text{reactor}} \leq 0, \\
& Q_{\text{rebC1}} - 1.97 \text{Gcal/h} \leq 0, \quad 1.31 \text{Gcal/h} - Q_{\text{rebC1}} \leq 0, \\
& RR_{C1} - 1 \leq 0, \quad 0.37 - RR_{C1} \leq 0, \\
& DF_{C2} - 0.99 \leq 0, \quad 0.85 - DF_{C2} \leq 0, \\
& RR_{C2} - 1.2 \leq 0, \quad 0.2 - RR_{C2} \leq 0, \\
& 0.999 - Z_{\text{prod_cum}} \leq 0
\end{align*}
\]

with \( x = (T_{\text{reactor}}, Q_{\text{rebC1}}, RR_{C1}, DF_{C2}, RR_{C2}) \). A list of all economic parameters ($\mathcal{S}$) of the optimization problem can be found in [81].

The hybrid model is composed by 14 MLPs, each consisting 10 to 20 neurons, resulting in a FS optimization problem with 794 variables, 789 equality
and 1 inequality constraints. The RS formulation constitutes only 5 variables, 0
equality and 1 inequality constraints. Due to the complexity of the case study,
the problem is only implemented in the FS formulation in BARON and the RS
formulation in the presented solver. The FS formulation in the presented solver
is omitted as it is always outperformed by the RS formulation in the previous
examples.

Table 4: Numerical results of the cumene process optimization problem (Sub-
section 5.4)

| Problem size | Solver       | CPU time [s] | Iterations | Abs. gap |
|--------------|--------------|--------------|------------|----------|
| 794 variables| BARON ($F_1$)| 100,000.00   | 110,453    | $1 \cdot 10^{-20}$ |
| 789 equalities| BARON ($F_2$)| 100,000.00   | 120,536    | $1 \cdot 10^{-20}$ |
| 1 inequalities | BARON ($F_3$) | 100,000.00   | 136,645    | $1 \cdot 10^{-20}$ |
|              | BARON ($F_4$) | 100,000.00   | 117,400    | $1 \cdot 10^{-20}$ |
| 5 variables  | Presented solver ($F_1$) | –variable overflow– | –variable overflow– | –variable overflow– |
| 0 equalities | Presented solver ($F_2$) | 100,000.00   | 4,772,133  | $1 \cdot 10^{11}$ |
| 1 inequalities | Presented solver ($F_3$) | 100,000.00   | 5,683,103  | $8 \cdot 10^{10}$ |
|              | Presented solver (envelope) | 100,000.00   | 12,939,508 | $1 \cdot 10^5$ |

variable overflow: Crashed due to variable overflow in FILIB++.
*: Adapted setting such that upper bound is obtained by function evaluation, not local search.

The results in Table 4 show that none of the tested solution approaches con-
verge to the desired tolerance within the CPU time limit. In order to analyze
this, a convergence plot is provided in Figure 6 that depicts the lower bounds
of the solvers over CPU time. Apparently, BARON does not improve its ini-
tial lower bound on the objective at all. In comparison, the presented solver
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improves its lower bound steadily but slowly. Due to the high complexity of the case-study another optimization run (annotated with the asterisk (*)) is executed using adapted solver options. More precisely, instead of using a local NLP solver in each iteration for upper bounding, the objective function is just evaluated at the center of the current interval. This leads to about 2.3 times more iterations in the same CPU time and further improvements of the lower bound. However, the complex example would still require longer CPU times to converge to the desired tolerance.

![Convergence plot of the cumene process optimization problem (Subsection 5.4). Herein, UB refers to the upper bound and LB to the lower bound of the corresponding solvers. The asterisk (*) refers to adapted solver options such that the upper bound is obtained by function evaluation, not local search.](image)

6 Conclusion and Future Work

A method for deterministic global optimization of ANN embedded optimization problems is presented. The proposed method formulates the problem in a RS and computes lower bounds by propagation of McCormick relaxations through the network equations. Thus, variables inside the ANNs and the network equa-
tions are not visible to the optimization algorithm and problem size is reduced significantly.

The proposed method is tested on four numerical examples including one illustrative function and three engineering applications. In all examples, the number of optimization variables and equality constraints could reduced by the RS formulations. In particular, problems including ANNs with a large number of neurons benefit from the RS formulation. Further, the RS formulation results in all examples in an acceleration of the optimization by factors of up to four hundred thousand compared to the FS formulation using the same solver. A direct comparison to the state-of-the-art solver BARON, which works in FS, is more difficult because BARON currently does not include the hyperbolic tangent activations function. However, the results suggest that the combination of the RS formulation and the envelopes yield favorable performance of the proposed method in comparison to BARON.

In terms of problem sizes, the proposed approach optimized single shallow ANNs with up to 700 neurons in under 10 seconds. An analysis of the scaling of the approach also reveals that deep network require more CPU time for optimization than shallow networks with the same or even larger number of neurons. Thus, we conclude that shallow ANNs are currently more suitable for efficient optimization than deep ANNs. The engineering examples further embed up to 14 ANNs. Although, two of the engineering applications could be solved within a fraction of a second, the solution of the complex cumene process case-study converges slowly. This is probably due to the propagation of relaxations through a large number of ANNs and equations. In general, the considered problem sizes significantly exceed the examples for deterministic ANN embedded optimization found in the literature (i.e., Smith et al. (2013) [18] optimized an ANN with 1 layer, 3 neurons and 5 inputs using BARON).

As shown in the case studies, the combination of ANNs as universal approximators and an efficient deterministic global optimization algorithm is a powerful tool for various applications. In addition, this method can be further extended
to, for instance, mixed integer problems where a process superstructure is optimized globally [16, 82]. Here, unit operations, thermodynamic models and even dynamics could be emulated by ANNs allowing the utilization of data from different sources such as experiments, process simulations and life-cycle assessment tools (e.g., [83]). Also, complex model parts could be replaced by ANNs that lump these complex parts yielding possibly tight relaxations and less optimization variables. Other possible extension of the proposed method could be more efficient methods for optimization of deep ANNs with a large number of neurons as well as deterministic global training of ANNs.
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A Appendix

A.1 Convex and Concave Envelopes of the Hyperbolic Tangent Activation Function

In this subsection, the envelopes of the hyperbolic tangent (tanh) function are derived on a compact interval $D = [x^L, x^U]$. As the hyperbolic tangent function is one-dimensional, McCormick [50] gives a method to construct its envelopes. More specifically, as the hyperbolic tangent function is convex on $(-\infty, 0]$ and concave on $[0, +\infty)$, its convex envelope, $F^{cv} : \mathbb{R} \rightarrow \mathbb{R}$, and concave envelope,
For $x^L < 0 < x^U$, the hyperbolic tangent function is nonconvex and nonconcave. The convex envelope, $F^C_{cv}: \mathbb{R} \rightarrow \mathbb{R}$, for this case is:

$$F^C_{cv}(x) = \begin{cases} \tanh(x), & x^U \leq 0 \\ \sec(x), & 0 \leq x^L \\ F^C_{cv}(x), & \text{otherwise} \end{cases}$$

(5)

where the secant given as $\sec(x) = \frac{\tanh(x^U) - \tanh(x^L)}{x^U - x^L}x + \frac{x^U \tanh(x^L) - x^L \tanh(x^U)}{x^U - x^L}$.

For $x^L \leq x \leq x^U$, the hyperbolic tangent function is nonconvex and nonconcave. The convex envelope, $F^C_{cv}: \mathbb{R} \rightarrow \mathbb{R}$, for this case is:

$$F^C_{cv}(x) = \begin{cases} \tanh(x), & x \leq x^u_c \\ \frac{\tanh(x^L) - \tanh(x^u_c)}{x^L - x^u_c} \cdot (x - x^u_c) + \tanh(x^u_c), & x > x^u_c \end{cases}$$

(7)

where $x^u_c = \max(x^u_c^*, x^L)$ and $x^u_c^*$ is the solution of:

$$1 - \tanh^2(x^u_c) = \frac{\tanh(x^L) - \tanh(x^u_c)}{x^U - x^u_c}, \quad x^u_c \leq 0$$

(8)

solved numerically for every interval. Similarly, the concave envelope, $F^C_{cc}: \mathbb{R} \rightarrow \mathbb{R}$, of $\tanh$ is obtained for $x^L < 0 < x^U$ as:

$$F^C_{cc}(x) = \begin{cases} \tanh(x), & x \leq x^o_c \\ \frac{\tanh(x^L) - \tanh(x^o_c)}{x^L - x^o_c} \cdot (x - x^o_c) + \tanh(x^o_c), & x > x^o_c \end{cases}$$

(9)

where $x^o_c = \min(x^o_c^*, x^U)$ and $x^o_c^*$ is the solution of:

$$1 - \tanh^2(x^o_c) = \frac{\tanh(x^L) - \tanh(x^o_c)}{x^L - x^o_c}, \quad x^o_c \geq 0$$

(10)
In the following, we show that the convex and concave envelopes of the hyperbolic tangent function are smooth ($C^1$) and strictly monotonically increasing.

**Proposition A.1 (smoothness of hyperbolic tangent relaxations).** The convex and concave envelopes of the hyperbolic tangent function, $F^{cv}(x)$ and $F^{cc}(x)$, are once continuously differentiable ($C^1$) and in general not $C^2$.

**Proof** For $x^U \leq 0$, $F^{cv}(x) = \tanh(x)$ and $F^{cc}(x) = \sec(x)$ which are $C^\infty$. Similarly, for $0 \leq x^L$, $F^{cc}(x) = \tanh(x)$ and $F^{cv}(x) = \sec(x)$ which are $C^\infty$. For $x^L < 0 < x^U$, the envelopes are given by (7) and (9). These are at least once continuously differentiable ($C^1$) because of (8) and (10). (7) and (9) are at most $C^1$ because

\[
\frac{d^2 (F^{cv})}{dx^2} \bigg|_x = \begin{cases} 
-2 \text{sech}^2(x) \tanh(x), & x < x^u_c \\
0, & x \geq x^u_c 
\end{cases} \tag{11}
\]

and

\[
\frac{d^2 (F^{cc})}{dx^2} \bigg|_x = \begin{cases} 
0, & x < x^o_c \\
-2 \text{sech}^2(x) \tanh(x), & x \geq x^o_c 
\end{cases} \tag{12}
\]

where $\text{sech}(x)$ is the hyperbolic secant function, are not continuous at $x^u_c$ and $x^o_c$, respectively. □

As shown in Proof A.1, the first derivative of the convex and concave envelopes of the hyperbolic tangent function, $\frac{d(F^{cv})}{dx}$ and $\frac{d(F^{cc})}{dx}$, are continuous but not continuously differentiable. The following proof shows that the first derivative of the convex and concave envelopes of the hyperbolic tangent function are Lipschitz continuous.

**Proposition A.2 (Lipschitz continuity of 1st derivative of hyperbolic tangent relaxations).** The second derivative of the convex and concave envelopes of the hyperbolic tangent function are bounded. This implies that the first derivative of the convex and concave envelopes of the hyperbolic tangent function, $\frac{d(F^{cv})}{dx}$ and $\frac{d(F^{cc})}{dx}$, are at least once Lipschitz continuous.
For $x^U \leq 0$, $F_{cv}(x) = \tanh(x)$ and $F_{cc}(x) = \sec(x)$ which are $C^\infty$. Similarly, for $0 \leq x^L$, $F_{cc}(x) = \tanh(x)$ and $F_{cv}(x) = \sec(x)$ which are $C^\infty$. For $x^L < 0 < x^U$, the second derivative of the convex and concave envelopes of the hyperbolic tangent function are given by (11) and (12). This implies that

$$\left| \frac{d^2(F_{cv}(x))}{dx^2} \right| \leq 2 \left| \text{sech}^2(\tilde{x}^{cv}) \tanh(\tilde{x}^{cv}) \right| = 2 \left| \sinh(\tilde{x}^{cv}) \right| \cosh(\tilde{x}^{cv})$$

with $x^L \leq x \leq x^U$ and $x^L \leq \tilde{x}^{cv} \leq x^U$. From $\cosh(x) \geq 1$ it follows that

$$2 \left| \frac{\sinh(\tilde{x}^{cv})}{\cosh(\tilde{x}^{cv})} \right| \leq 2 |\sinh(\tilde{x}^{cv})|$$

As $\sinh(x)$ is a monotonic function that is point symmetric with respect to the origin and $x^L \leq \tilde{x}^{cv} \leq 0$, it follows that the second derivative of the convex envelope is bounded

$$2 |\sinh(\tilde{x}^{cv})| \leq 2 \sinh(|x^L|)$$

Thus, the first derivative of the convex envelope of the hyperbolic tangent function, $\frac{d(F_{cv})}{dx}$, is at least once Lipschitz continuous with a Lipschitz constant of at most $L^{cv} = 2 \sinh(|x^L|)$.

Similarly, it holds that

$$\left| \frac{d^2(F_{cc}(x))}{dx^2} \right| \leq 2 \left| \text{sech}^2(\tilde{x}^{cc}) \tanh(\tilde{x}^{cc}) \right| \leq 2 |\sinh(\tilde{x}^{cc})|$$

with $x^L \leq x \leq x^U$ and $0 \leq \tilde{x}^{cc} \leq \tilde{x}^{cv} \leq x^U$. It follows that, the first derivative of the concave envelope of the hyperbolic tangent function, $\frac{d(F_{cc})}{dx}$, is at least once Lipschitz continuous with a Lipschitz constant of at most $L^{cc} = 2 \sinh(|x^U|)$. 

**Proposition A.3** (monotonicity of hyperbolic tangent relaxations). The convex and concave envelopes of the hyperbolic tangent function are strictly monotonically increasing.

**Proof** For $x^U \leq 0$, $F^{cv}(x) = \tanh(x)$ and $F^{cc}(x) = \sec(x)$. Similarly, for $0 \leq x^L$, $F^{cc}(x) = \tanh(x)$ and $F^{cv}(x) = \sec(x)$. As $\frac{d(\tanh(x))}{dx} = 1 - \tanh^2(x) >$…. 
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0, \tanh(x) is strictly monotonic monotonically. As \( x^U > x^L \), \sec(x) is strictly monotonically increasing. For \( x^L < 0 < x^U \), the envelopes are given by (7) and (9). These are again strictly monotonically increasing because \( x_0^c > x^L \) and \( x^U > x_u^c \).

### A.2 Convex and Concave Envelopes of the Sigmoid Activation Function

Another common activation function of ANNs is the sigmoid function. The sigmoid function can be reformulated using \( \text{sig}(x) = \frac{1}{2} (1 + \tanh(x)) \). The convex and concave envelopes of the sigmoid function, \( F_{\text{sig}}^{cv}(x) \) and \( F_{\text{sig}}^{cc}(x) \), can be derived using the reformulation and the convex and concave envelopes of the hyperbolic tangent function, \( F_{\text{tanh}}^{cv}(x) \) and \( F_{\text{tanh}}^{cc}(x) \):

\[
F_{\text{sig}}^{cv}(x) = \frac{1}{2} \left( 1 + F_{\text{tanh}}^{cv}(\frac{x}{2}) \right) \tag{17}
\]

\[
F_{\text{sig}}^{cc}(x) = \frac{1}{2} \left( 1 + F_{\text{tanh}}^{cc}(\frac{x}{2}) \right) \tag{18}
\]

For simplicity, this manuscript does not provide proofs for smoothness and monotonicity of the envelopes of the sigmoid function. However, similar results to the ones for the hyperbolic tangent activation function (see Appendix A.2) can be derived for the sigmoid activation function.

### A.3 McCormick Relaxations of Reformulations of the Hyperbolic Tangent Activation Function

Reformulations of the hyperbolic tangent function are necessary for solvers where the hyperbolic tangent function is not directly available. Four common reformulations \( F_1, F_2, F_3, F_4 : \mathbb{R} \to \mathbb{R} \) are defined as follows:

\[
F_1(x) := \frac{e^x - e^{-x}}{e^x + e^{-x}} = \tanh(x) \tag{19}
\]
The convex and concave relaxations of $F_1, F_2, F_3, F_4$ can be computed using MC++. It can be shown that the convex and concave relaxations of $F_1$, $F_2$ and $F_4$ are weaker than the ones of $F_3$ in specific cases (e.g., on the interval $x \in D = [-1, 1]$). Further, the convex and concave relaxations of $F_1$, $F_2$ and $F_4$ are not differentiable. Finally, it can be observed that relaxations of the reformulations are considerably weaker than the envelopes of the hyperbolic tangent function.
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