Convergence of a class of high order corrected trapezoidal rules
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Abstract

We present convergence theory for corrected quadrature rules on uniform Cartesian grids for functions with a point singularity. We begin by deriving an error estimate for the punctured trapezoidal rule, and then derive error expansions. We define the corrected trapezoidal rules, based on the punctured trapezoidal rule, where the weights for the nodes close to the singularity are judiciously corrected based on these expansions. Then we define the composite corrected trapezoidal rules for a larger family of functions using series expansions around the point singularity and applying corrected trapezoidal rules appropriately. We prove that we can achieve high order accuracy by using a sufficient number of correction nodes around the point singularity and of expansion terms.
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1 Introduction

In this paper we consider numerical integration of functions with a point singularity. Many applications require accurate approximations of this kind of integrals, such as boundary integral methods (BIM) [7, 6] or problems requiring the evaluation of the fractional Laplacian [12].

Let $f$ be an integrable function on $\mathbb{R}^n$. We are interested in approximating the integral

$$ I[f] := \int_{\mathbb{R}^n} f(x) \, dx $$

by summation of the values of $f$ on the uniform grid $h\mathbb{Z}^n$. The trapezoidal rule is a simple, powerful, and widely used method for numerical integration. In the standard setting the integration domain has boundaries and the trapezoidal rule typically has accuracy $O(h^2)$ for $f \in C^2$.

We consider the case where $f$ is supported in a compact hypercube in $\mathbb{R}^n$. The trapezoidal rule for integrating $f$ in this hypercube then becomes the following simple Riemann sum:

$$ T_h[f] := h^n \sum_{y \in h\mathbb{Z}^n} f(y), $$

---
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and has error $O(h^p)$ if $f \in C^p$ (see §25.4.3 in [1] and §5.1 in [9]). In particular, the trapezoidal rule enjoys spectral accuracy if $f \in C^\infty$. Due to the simplicity and convergence property, it is widely used in various applications.

However if $f$ is smooth only in $\mathbb{R}^n \setminus \{x_0\}$ and singular at $x_0$, the accuracy deteriorates significantly and for this reason, direct application of the trapezoidal rule for singular integrals as those found in BIM is not recommended — unless suitable changes of variables can be applied to transform the integration to a non-singular one.

In this paper we consider the class of singular integrals involving integrands of the form:

$$ f \in C^\infty_c(\mathbb{R}^n \setminus \{x_0\}) \quad \text{with} \quad f(x) = s(x - x_0)v(x), $$

where $v \in C^\infty_c(\mathbb{R}^n)$ and $s(x) := |x|^{\gamma} \ell \left( \left| x \right|, \frac{x}{|x|} \right)$,

$$ \ell : \mathbb{R} \times S^{n-1} \to \mathbb{R} \quad \text{smooth around} \quad \{0\} \times S^{n-1}. $$

The point $x_0 \in \mathbb{R}^n$ is the singularity point, and we do not assume it coincides with a grid point. The exponent $\gamma > -n$ is such that the singularity is integrable. This type of singularity is common in applications. For instance, many of the kernels found in BIM have this form when expressed locally around the singularity point [11]. We prove the convergence of the corrected rules developed in [10, 11] for this class of singular integrals and derive the corresponding orders of accuracy.

Since the origin can be put in any grid node, we consider without loss of generality $x_0 = h\alpha$ for some $|\alpha|_\infty \leq \frac{1}{2}$. For the integrands in (1.3) the origin must be excluded from the summation (1.2) when $\alpha = 0$, because $f$ is formally not defined there. Furthermore, since $f$ has very large derivative near 0 when $\alpha \neq 0$, it is natural to exclude $f(0)$ from the sum in (1.2). Thus we define a punctured trapezoidal rule for this case by

$$ T^0_h[f] := h^n \sum_{y \in h\mathbb{Z}^n \setminus \{0\}} f(y). $$

As with (1.2) the accuracy of this rule also deteriorates significantly when applied to functions with point singularities. To improve the accuracy of (1.4) for integrands (1.3) one can add local corrections defined at a small number of nodes close to the singularity such that the leading order error is canceled:

$$ T^0_h[f] + h^{\gamma+n} \sum_{c \in \mathcal{D}} \omega_c v(hc), $$

where $\mathcal{D}$ is a small index set including 0, the factor $h^{\gamma+n}$ depends on the order of the singularity, and the weights $\omega_c$ are independent of $h$ and $v$. See Figure 1 for an example of a correction set in two dimensions where $\mathcal{D}$ has six points.

The approach of locally modifying or correcting the trapezoidal rule around point singularities in one dimension has been studied since the nineties [19, 4, 5, 13]. The methods have been built to account for the error generated by the singular behavior and by the boundary grid nodes, i.e. the endpoints in one dimension. Theoretical results often relied on theorems and techniques developed by Lyness [16, 15] and Keast and Lyness [14]. The approaches have been extended also to two dimensions [3, 8, 17, 20, 12] and three dimensions [2]. Some efforts have also been aimed at developing corrected trapezoidal rules for near-singular integrals [18].
Figure 1: **Correction nodes around the singularity point.** The index set $\mathcal{D}$ is used for correcting the punctured trapezoidal rule and increase the order of accuracy (1.5). In this two dimensional example the correction set $\mathcal{D} = \{c_i\}_{i=1}^6$, where $c_2 = 0$, surrounds the point singularity at $x_0 = h\alpha$, and allows us to increase the order of accuracy by 3 as presented in Section 4.

**Contribution of this paper.** We prove for the punctured trapezoidal rule (1.4) an error estimate

$$\| (I - T_h^0)[f] \| \leq C h^{\gamma + n}. \quad (1.6)$$

with $f$ as in (1.3) and $C$ is independent of $\alpha$. Furthermore, for the simplified setting $f_0(x) = |x - x_0|^\gamma \ell_0((x-x_0)/|x-x_0|) v(x)$, we derive the error expansions

$$(I - T_h^0)[f_0] = h^{\gamma + n} \sum_{\beta \leq p} h^{|\beta|} \mu_\beta v^{(\beta)}(0) + \mathcal{O}(h^{\gamma + n + p + 1}),$$

$$(I - T_h^0)[f_0] = h^{\gamma + n} \sum_{\beta \leq p} h^{|\beta|} M_\beta v^{(\beta)}(h\alpha) + \mathcal{O}(h^{\gamma + n + p + 1}), \quad (1.7)$$

where $\beta$ is a multi-index and $v^{(\beta)}$ is the corresponding partial derivative of $v$. From this expansion we show that for any non-negative integer $q$, by choosing the weights $\omega_c$ and set $\mathcal{D}$ appropriately, we can build a quadrature rule for $f_0$ of order $\gamma + n + p + 1$:

$$\mathcal{S}_h^q[f_0] := T_h^0[f_0] + h^{\gamma + n} \sum_{c \in \mathcal{D}} \omega_c v(hc), \quad \text{with} \quad (I - \mathcal{S}_h^q)[f_0] = \mathcal{O}(h^{\gamma + n + q + 1}). \quad (1.8)$$

Finally, fixed a non-negative integer $p$, by combining (1.6) and (1.8) we build the composite corrected rules $Q_h^p$ for $f$ of the form (1.3). This is achieved through an expansion of $\ell(r, u)$ in $r$ for any $u$. We show that the order of accuracy of the composite rule is $\gamma + n + p + 1$:

$$I[f] - Q_h^p[f] = \mathcal{O}(h^{\gamma + n + p + 1}).$$

In Section 2 we state and prove the error estimate of the punctured trapezoidal rule for singular integrands of the kind (1.3). In Section 3 we find the expansions (1.7) for the punctured trapezoidal rule error for the simplified functions $f_0$. In Section 4.1 we define the corrected trapezoidal rules (1.8) for the simplified functions $f_0$ and prove the accuracy order. Finally in Section 4.2 we build the composite corrected trapezoidal rules for functions of the kind (1.3) by combining the rules from Section 4.1, and prove their order of accuracy.
1.1 Notation

We will use the following notation for the Euclidean norms in \( \mathbb{R}^n \): \(|x| := \sqrt{\sum_{i=1}^{n} x_i^2} \), and \(|x|_\infty := \max_{i=1, \ldots, n} |x_i| \). We will also frequently use the following equivalence of the two norms:

\[ |x|_\infty \leq |x| \leq \sqrt{n}|x|_\infty. \]

We use \( B_r(y) \) to define the \( n \)-dimensional open ball centered in \( y \) with radius \( r \):

\[ B_r(y) := \{ x \in \mathbb{R}^n : |x - y| < r \}, \]

and for ease of notation we will not specify the center if it is the origin. We also state the following property:

\[ x \in B_r \implies x + y \in B_{r+|y|}. \quad (1.9) \]

We will use \( B_r(y) \) to define the \( n \)-dimensional open ball centered in \( y \) with radius \( r \):

\[ B_r(y) := \{ x \in \mathbb{R}^n : |x - y| < r \}, \]

and for ease of notation we will not specify the center if it is the origin. We also state the following property:

\[ x \in B_r \implies x + y \in B_{r+|y|}. \quad (1.9) \]

We use the notation \( x = (x_1, x_2, \ldots, x_n) = \sum_{i=1}^{n} x_ie_i \), and indicate with \( e_i \) the \( i \)-th element of the standard \( \mathbb{R}^n \) basis.

We will frequently use the multi-index notation. We set \( \mathbb{N}_0 := \{0, 1, 2, \ldots \} \). Two multi-indices \( \nu, \beta \in \mathbb{N}_0^n \) are such that \( \nu \leq \beta \) if \( \nu_i \leq \beta_i \) for \( i = 1, \ldots, n \). For \( x \in \mathbb{R}^n \), we define \( x^\beta := \prod_{i=1}^{n} x_i^{\beta_i} \), and for a function \( f : \mathbb{R}^n \to \mathbb{R} \), we write

\[ f^{(\beta)}(x) = \frac{\partial^{|eta|}}{\partial x_{\beta_1} \ldots \partial x_{\beta_n}} f(x). \]

We will use \( I \) (1.1) and \( T^0_h \) (1.4) as operators on functions, and write the error of the punctured trapezoidal rule applied to the function \( f \) as \( (I - T^0_h)[f] \).

We define \( \psi : \mathbb{R}^n \to \mathbb{R} \) as a function such that \( \psi \in C^\infty_c(\mathbb{R}^n) \) and

\[ \psi(x) = \begin{cases} 1, & |x|_\infty \leq \frac{3}{4}, \\ 0, & |x|_\infty \geq 1. \end{cases} \quad (1.10) \]

We will use \( \psi \) throughout this paper, and it will have a central part in the proofs and in the definitions of the weights of the corrected trapezoidal rule. From the definition of \( \psi \) and the equivalencies of the norms, the following is also valid:

\[ \psi(x) = \begin{cases} 1, & |x| \leq \frac{3}{4}, \\ 0, & |x| \geq \sqrt{n}. \end{cases} \quad (1.11) \]

2 Error estimate for the punctured trapezoidal rule

The main result of this section is Theorem 2.1 which proves the order of accuracy of the punctured trapezoidal rule \( T^0_h[f] \) (1.4) for the family of functions with point singularity given in (1.3).

**Theorem 2.1.** Let \( L, L', h_0 \in \mathbb{R} \) be constants such that

\[ 0 < L + \frac{3}{2}h_0\sqrt{n} < L', \quad 0 < h_0 \leq 1. \quad (2.1) \]

Consider a smooth function \( v \in C^\infty_c(B_L) \) and a singular function \( s \in C^\infty(B_{L'} \setminus \{0\}) \) of the form

\[ s(x) = |x|^\ell v \left( \frac{x}{|x|} \right), \]

where \( \ell \) is an integer and \( v \) is a smooth function supported in the ball of radius \( L \).
where \( \ell \in C^\infty((-L', L') \times S^{n-1}) \) is bounded and \( \gamma > -n \). Then, for \( 0 < h < h_0 \) and \( \alpha \in \mathbb{R}^n \) with \( |\alpha|_\infty \leq 1/2 \), we have

\[
| (I - T^0_h)[f] | \leq C h^{\gamma+n}, \quad f(x) := s(x-h\alpha)v(x), \tag{2.2}
\]

where the constant \( C \) is independent of \( h \) and \( \alpha \) but depends on \( \gamma, \ell, \) and \( v \).

**Remark 2.2.** The functions \( s \) and \( v \) in Theorem 2.1 are defined in \( B_L \) and \( B_L \), respectively. However we will extend \( v \) and the product \( f(x) = s(x-h\alpha)v(x) \) in (2.2) with zero outside \( B_L \) in the proofs below.

**Remark 2.3.** Defining the punctured trapezoidal rule as the trapezoidal rule where the origin is removed from the computation, as in (1.4), is not the only option. If we add a local correction in the nodes \( \{hc\}_{c \in \mathcal{D}} \), we can also define it as the trapezoidal rule where all these nodes are removed from the computation

\[
T^{0,D}_h[f] := h^n \sum_{y \in hZ^n \setminus \mathcal{D}} f(y).
\]

This was the definition used for example in [11], and the orders of accuracy observed are identical to the theoretical results found in this paper.

The proof of this theorem can be found in Section 2.1. Before we prove this theorem, we first state and prove the following representation lemma, which allows us to express the error of the punctured trapezoidal rule and preliminarily obtain the factor \( h^{\gamma+n} \).

**Lemma 2.4.** Under the same assumptions as Theorem 2.1, the error from the punctured trapezoidal rule (1.4) can be expressed in the following form using the function \( \psi \) in (1.10):

\[
(I - T^0_h)[f] = h^{\gamma+n}(E^1_\gamma[\ell, v] + E^2_\gamma[\ell, v]), \tag{2.3}
\]

where

\[
E^1_\gamma[\ell, v] := \int_{|x|_\infty \leq 1} |x - \alpha|^\ell \left( h|x - \alpha|, \frac{x - \alpha}{|x - \alpha|} \right) v(hx)\psi(x)dx,
\]

\[
E^2_\gamma[\ell, v] := \frac{1}{(-1)^q(2\pi)^2q} \sum_{k \neq 0} \sum_{|\beta| = 2q} c_{\beta, \nu} \int_{\mathbb{R}^n} e^{-2\pi i k \cdot x} \{h^{\nu-\gamma} f^{(\nu)}(hx)\} \{\partial_x^{\beta-\nu}(1 - \psi(x))\}dx, \tag{2.4}
\]

for any integer \( q > 0 \), and some constants \( c_{\beta, \nu} \) independent of \( \gamma, \ell \) and \( v \), specified in the proof.

**Remark 2.5.** Even though the terms \( E^j_\gamma[\ell, v], \ j = 1, 2 \) in Lemma 2.4 depend on \( h \), we will show in the following section that they are of size \( O(1) \) with respect to \( h \).

**Proof of Lemma 2.4.** We use the function \( \psi \) (1.10) to rewrite the punctured trapezoidal rule as the trapezoidal rule applied to a function multiplied to \( 1 - \psi(x/h) \):

\[
(I - T^0_h)[f] = \int_{\mathbb{R}^n} f(x)dx - T^0_h[f] = \int_{\mathbb{R}^n} f(x)dx - T_h \left[ f \left( 1 - \psi \left( \frac{x}{h} \right) \right) \right]
\]

\[
= \int_{\mathbb{R}^n} f(x)\psi \left( \frac{x}{h} \right)dx + (I - T_h) \left[ f \left( 1 - \psi \left( \frac{x}{h} \right) \right) \right] =: h^{\gamma+n}[E^1_\gamma - E^2_\gamma]. \tag{2.6}
\]
Using the compact support of $\psi$, the first term can be written as

$$h^{\gamma+n}\mathcal{E}_1^\gamma = \int_{\mathbb{R}^n} f(x)\psi\left(\frac{x}{h}\right)\,dx = \int_{|x| \leq h} f(x)\psi\left(\frac{x}{h}\right)\,dx = h^n \int_{|x| \leq 1} f(x)\psi\left(\frac{x}{h}\right)\,dx$$

$$= h^{\gamma+n} \int_{|x| \leq 1} |x - \alpha|^\gamma \ell\left(\frac{h|x - \alpha|}{|x - \alpha|}\right)v(hx)\psi(x)\,dx.$$  

This proves the first part of the thesis (2.4).

For the second term, the singularity point falls in the interior of the domain where $\psi \equiv 1$, so where $f(x)(1 - \psi(x/h)) \equiv 0$; this renders $f(x)(1 - \psi(x/h))$ of regularity $C_c^\infty(\mathbb{R}^n)$. Then, knowing that the volume of the fundamental parallelepiped of the lattice $V := (h\mathbb{Z})^n$ is $h^n$ and that the dual lattice is $V^\ast = (h^{-1}\mathbb{Z})^n$, we use the Poisson summation formula:

$$T_h[g] = h^n \sum_{j \in V} g(j) = \frac{h^n}{h^n} \sum_{i \in V^\ast} \hat{g}(i) = \int_{\mathbb{R}^n} g(x)\,dx + \sum_{k \neq 0} \hat{g}\left(\frac{k}{h}\right).$$

Then we can write the second error term as

$$h^{\gamma+n}\mathcal{E}_2^\gamma = T_h[f(\cdot)(1 - \psi(\cdot/h))] - \int_{\mathbb{R}^n} f(x)(1 - \psi(x/h))\,dx = \sum_{k \neq 0} \hat{f}_\psi\left(\frac{k}{h}\right),$$

where

$$\hat{f}_\psi\left(\frac{k}{h}\right) = \int_{\mathbb{R}^n} e^{-2\pi ik \cdot x/h} f(x)(1 - \psi(x/h))\,dx = h^n \int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} f(hx)(1 - \psi(x))\,dx.$$  

Using integration by parts separately on each of the variables, we find

$$\int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} \partial_x^\beta[f(hx)(1 - \psi(x))]\,dx = 2\pi ik_j \int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} \partial_x^\beta\partial_x^\gamma[f(hx)(1 - \psi(x))\,dx$$

$$= (2\pi ik)\beta \int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} f(hx)(1 - \psi(x))\,dx.$$  

For the Laplacian operator applied $q$ times we therefore have

$$\int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} \Delta^q[f(hx)(1 - \psi(x))]\,dx = -4\pi^2 \sum_{j=1}^n k_j^2 \int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} \Delta^{q-1}[f(hx)(1 - \psi(x))]\,dx$$

$$= (-1)^q(2\pi)^{2q}|k|^{2q} \int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} f(hx)(1 - \psi(x))\,dx.$$  

By writing the derivatives appearing in the Laplacian explicitly, we find that

$$\int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} \Delta^q[f(hx)(1 - \psi(x))]\,dx$$

$$= \sum_{|\beta| = 2q} c_\beta \int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} \partial_x^\beta[f(hx)(1 - \psi(x))]\,dx$$

$$= \sum_{|\beta| = 2q} \sum c_{\beta,\nu} \int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} \{h^{[\nu]} f^{(\nu)}(hx)\} \partial_x^\beta\partial_x^\nu(1 - \psi(x))\,dx$$

$$= h^{\gamma} \sum_{|\beta| = 2q} \sum c_{\beta,\nu} \int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} \{h^{[\nu]} f^{(\nu)}(hx)\} \partial_x^\beta\partial_x^\nu(1 - \psi(x))\,dx,$$
where \(c_\beta\) are the binomial coefficients from writing the \(q\)-Laplacian explicitly, and \(c_{\beta,\nu} := c_\beta \binom{\nu}{\beta}\). Together, with the previous results we then obtain
\[
\hat{f}_\psi(k/h) = \frac{h^n}{(-1)^q(2\pi)^{2q}|k|^{2q}} \int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} \Delta^q[f(hx)(1 - \psi(x))] dx
\]
\[
= \frac{1}{(-1)^q(2\pi)^{2q}|k|^{2q}} \sum_{|\beta|=2q} \sum_{\nu \leq \beta} c_{\beta,\nu} \int_{\mathbb{R}^n} e^{-2\pi ik \cdot x} \{h|h|^\nu - \gamma f^{(\nu)}(hx)\}\{\partial_x^{\beta-\nu}(1 - \psi(x))\} dx,
\]
from which the term (2.5) follows. We have thus proven the result. \(\square\)

2.1 Proof of Theorem 2.1

We now move onto proving the order of accuracy for the punctured trapezoidal rule for our class of functions with a point singularity.

We use Lemma 2.4 and prove that both \(\mathcal{E}_1^q[\ell, v]\) and \(\mathcal{E}_2^q[\ell, v]\), defined in (2.4) and (2.5), are bounded independently of \(h\) and \(\alpha\). We first consider \(\mathcal{E}_1^q[\ell, v]\),
\[
|\mathcal{E}_1^q[\ell, v]| \leq |v|_\infty \int_{|y|_{\infty} \leq 1} \left| \ell \left( h|y| - \alpha, \frac{y - \alpha}{|y - \alpha|} \right) \right| |y - \alpha| \, dy
\]
\[
= |v|_\infty \int_{|y + \alpha|_{\infty} \leq 1} \left| \ell \left( h|y|, \frac{y}{|y|} \right) \right| |y| \, dy.
\]
Since
\[
|y + \alpha|_{\infty} \leq 1 \Rightarrow |y|_{\infty} \leq \frac{3}{2} \Rightarrow |y| \leq \frac{3}{2} \sqrt{n},
\]
and
\[
C_\ell := \sup_{(r,u) \in B_{\frac{3}{2}h_0 \sqrt{n}} \times S^{n-1}} |\ell (r, u)| < \infty,
\]
we then get
\[
|\mathcal{E}_1^q[\ell, v]| \leq |v|_\infty \int_{|y| \leq \frac{3}{2} \sqrt{n}} \left| \ell \left( h|y|, \frac{y}{|y|} \right) \right| |y|^\gamma \, dy \leq |v|_\infty C_\ell \int_{|y| \leq \frac{3}{2} \sqrt{n}} |y|^\gamma \, dy = C_1,
\]
since \(|y|^\gamma\) is integrable as \(\gamma > -n\). The bound (2.1) ensures that in the integration domain \(|y| \leq 3\sqrt{n}/2\) the function \(\ell\) is still well defined. We have proven the estimate for \(\mathcal{E}_1^q[\ell, v]\) with \(C_1\) independent of \(h\) and \(\alpha\).

We now move onto \(\mathcal{E}_2^q[\ell, v]\) in (2.5). We can bound this expression and use Lemma 2.6 which is stated below. We find that for \(2q > \gamma + n\):
\[
|\mathcal{E}_2^q[\ell, v]| \leq \frac{1}{(2\pi)^{2q}} \sum_{k \neq 0} \sum_{|\beta|=2q} \sum_{\nu \leq \beta} \left| c_{\beta,\nu} \right| \frac{1}{|k|^{2q}} \int_{\mathbb{R}^n} \left| e^{-2\pi ik \cdot x} \{h|h|^\nu - \gamma f^{(\nu)}(hx)\}\{\partial_x^{\beta-\nu}(1 - \psi(x))\} \right| dx
\]
\[
\leq \frac{1}{(2\pi)^{2q}} \sum_{k \neq 0} \sum_{|\beta|=2q} \sum_{\nu \leq \beta} \left| c_{\beta,\nu} \right| \frac{1}{|k|^{2q}} \int_{\mathbb{R}^n} \left| \{h|h|^\nu - \gamma f^{(\nu)}(hx)\}\{\partial_x^{\beta-\nu}(1 - \psi(x))\} \right| dx
\]
\[
\leq \frac{1}{(2\pi)^{2q}} \sum_{k \neq 0} \sum_{|\beta|=2q} \sum_{\nu \leq \beta} \left| c_{\beta,\nu} \right| A_\beta \leq \tilde{c}_q \sum_{k \neq 0} \frac{1}{|k|^{2q}}.
\]
The series converges if \( 2q > n \) so by taking \( q > \max(n/2, (\gamma + n)/2) \), we get the bound sought. Combining Lemma 2.4 with the results for \( E_1^\ell \) and \( E_2^\ell \) we obtain the error estimate
\[
\left| \int_{\mathbb{R}^n} f(x) \, dx - T_h^{0\ell}(f) \right| \leq C h^{\gamma+n}.
\]
We have thus proven the result.

2.2 The supporting lemmas for Theorem 2.1

We now present the lemmas necessary for proving Theorem 2.1.

Lemma 2.6. Under the same assumptions as Theorem 2.1, for each multi-index \( \beta \) with \( |\beta| > \gamma + n \) there exist a constant \( A_\beta \) independent of \( h \) and \( \alpha \) such that
\[
\int_{\mathbb{R}^n} \sum_{\nu \leq \beta} \left| h^{\nu|\gamma f(x)}(h \xi) \{ \partial^{\beta-\nu}_x (1 - \psi(x)) \} \right| \, dx \leq A_\beta,
\]
where \( \psi \) is defined in (1.10).

Proof. Let
\[
F(x) := |x|^{\gamma} f(|x|, x/|x|) v(x + h \alpha) = f(x + h \alpha).
\]
Then from supp \( v \subset B_L \) and the condition (2.1) we have that supp \( F \subset B_{L'} \). Given \( \beta \in \mathbb{N}_0^n \) and applying the first part of Lemma 2.7 to \( F \) with \( \rho = L' \), we know that there exist \( F_\beta : (r, u) \in \mathbb{R} \times \mathbb{S}^{n-1} \rightarrow F_\beta(r, u) \in \mathbb{R} \) in \( C_\infty((L', L') \times \mathbb{S}^{n-1}) \), such that
\[
F_\beta(x) = |x|^{\gamma-|\beta|} F_\beta(|x|, x/|x|).
\]
The next step is to expand the derivative in (2.7) and use (2.8), and then bound it:
\[
\sum_{\nu \leq \beta} \left| h^{\nu|\gamma f(x)}(h \xi) \{ \partial^{\beta-\nu}_x (1 - \psi(x)) \} \right| = \sum_{\nu \leq \beta} \left| h^{\nu|\gamma f(x)}(h \xi) \{ \partial^{\beta-\nu}_x (1 - \psi(x)) \} \right|
\]
\[
= \sum_{\nu \leq \beta} |x - \alpha|^{\gamma-|\nu|} F_\nu \left( h|x - \alpha|, \frac{x - \alpha}{x - \alpha} \right) \{ \partial^{\beta-\nu}_x (1 - \psi(x)) \}.
\]
We will now show that
\[
\sum_{\nu \leq \beta} \left| h^{\nu|\gamma f(x)}(h \xi) \{ \partial^{\beta-\nu}_x (1 - \psi(x)) \} \right| \leq \begin{cases} 0, & |x| \leq \frac{3}{4}, \\ C_1, & \frac{3}{4} \leq |x| \leq 1, \\ C_2 |x - \alpha|^{\gamma-|\beta|}, & 1 \leq |x| \leq L'/h, \\ 0, & |x| > L'/h, \end{cases}
\]
where \( C_1, C_2 \) are independent of \( \alpha \) and \( h \). We will use the following bounds which are also independent of \( \alpha \) and \( h \):
\[
|\partial^\nu [1 - \psi(x)]| \leq \sup_{x} |\partial^\nu [1 - \psi(x)]| =: C_{\psi, \nu},
\]
\[
F_\nu \left( h|x - \alpha|, \frac{x - \alpha}{x - \alpha} \right) \leq \sup_{(r, u) \in \mathbb{R} \times \mathbb{S}^{n-1}} |F_\nu (r, u)| =: C_{F_\nu},
\]
since supp \( F_\nu \subset B_L \times \mathbb{S}^{n-1} \). We now consider the four cases in (2.10) separately.
• Case $|x|_\infty \leq \frac{3}{4}$. For this case (2.9) equals zero because from the definition of $\psi$, so for all $\nu$ we have $\partial_{x}^{\gamma}(1-\psi(x)) = 0$.

• Case $\frac{3}{4} \leq |x|_\infty \leq 1$. In this case,

$$\sum_{\nu \leq \beta} \left\{|h^{[\nu]}f^{(\nu)}(hx)\{\partial_{x}^{\beta-\nu}(1-\psi(x))\}\right\} \leq C_{\psi,\beta}C_{F,\nu}|x-\alpha|^{|-\nu|}.$$ 

Moreover, $|x-\alpha|$ is uniformly bounded both from above and below, since

$$\frac{1}{4} \leq |x|_\infty - |\alpha|_\infty \leq |x-\alpha| \leq \sqrt{n}(|x|_\infty + |\alpha|_\infty) \leq \frac{3}{2}\sqrt{n}.$$ 

Hence, $|x-\alpha|^{|-\nu|}$ is bounded for both positive and negative exponents.

• Case $1 \leq |x|_\infty \leq L'/h$. For $|x|_\infty \geq 1$ we have that $\partial_{x}^{\gamma}(1-\psi(x)) = 0$ for all $\nu \neq 0$, so the only remaining term of the sum is the one with $\nu = \beta$:

$$\sum_{\nu \leq \beta} \left\{|h^{[\nu]}f^{(\nu)}(hx)\{\partial_{x}^{\beta-\nu}(1-\psi(x))\}\right\} = |x-\alpha|^{|-\beta|} \left| F_{\beta}\left(h|x-\alpha|, \frac{x-\alpha}{|x-\alpha|}\right) \right| \leq C_{\psi,\beta}C_{F,\beta}|x-\alpha|^{|-\beta|} \leq C_{2}|x-\alpha|^{|-\beta|}.$$ 

• Case $|x|_\infty > L'/h$. Given the choice of $L'$, for $|x|_\infty \geq L'/h$, we have $\partial_{x}^{\beta}[f(hx)(1-\psi(x))] = 0$.

We finally use the bounds in (2.10) to estimate (2.7):

$$\int_{\mathbb{R}_{n}} \sum_{\nu \leq \beta} \left\{|h^{[\nu]}f^{(\nu)}(hx)\{\partial_{x}^{\beta-\nu}(1-\psi(x))\}\right\} \, dx \leq \int_{\frac{1}{4} \leq |x|_\infty \leq 1} C_{1} \, dx + C_{2} \int_{1 \leq |x|_\infty \leq \frac{L'}{h}} |x-\alpha|^{|-\beta|} \, dx = C_{1}' + C_{2} \int_{1 \leq |x+\alpha|_\infty \leq \frac{L'}{h}} |x|^{|-\beta|} \, dx \leq C_{1}' + C_{2}' \int_{\frac{1}{2} \leq |x|_\infty \leq \infty} |x|^{|-\beta|} \, dx \leq C_{1}' + C_{2}'$$

from

$$|x+\alpha|_\infty \geq 1 \Rightarrow |x| \geq |x|_\infty \geq \frac{1}{2}.$$ 

The last inequality comes from the fact that $|\beta| > \gamma + n$, and consequently the integral is finite. Taking $A_{\beta} = C_{1}' + C_{2}'$ the estimate (2.7) and the lemma are proven. The constant $A_{\beta}$ clearly depends neither on $h$ nor on $\alpha$. \qed

**Lemma 2.7.** Let $g \in C_{c}^{\infty}(B_{\rho})$ and $\ell \in C^{\infty}((-\rho,\rho) \times S^{n-1})$. Let $\gamma > -n$ and

$$F(x) := |x|^{\gamma}\ell(|x|, x/|x|)g(x).$$

(2.11)

Then, for each multi-index $\beta \in \mathbb{N}_{0}^{n}$, there exists $F_{\beta} : (r, u) \in \mathbb{R} \times S^{n-1} \mapsto F_{\beta}(r, u) \in \mathbb{R}$ in $C_{c}^{\infty}((-\rho,\rho) \times S^{n-1})$, such that

$$F_{\beta}(x) = |x|^{|-\beta|}F_{\beta}(|x|, x/|x|).$$

(2.12)

Moreover, if $\ell : S^{n-1} \to \mathbb{R}$ and $\ell \in C^{\infty}(S^{n-1})$, i.e. it only depends on the direction $x/|x|$, and $\nabla g(x) = 0$ for all $x \in B_{\sigma}$ where $0 < \sigma < \rho$, then, for each multi-index $\beta \in \mathbb{N}_{0}^{n}$,

$$\partial_{x}F_{\beta}(|x|, x/|x|) = 0, \forall x \in B_{\sigma}. \quad (2.13)$$
Proof. We begin by proving the first part. We prove it by induction. The induction base \( \beta = 0 \) is true because

\[
F^{(0)}(x) = F(x) = |x|^\ell(0, x/|x|)g \left( \frac{x}{|x|}, \frac{x}{|x|} \right)
\]

\[
= |x|^\ell F_0(\{x\}, x/|x|),
\]

where we have \( F_0 \in C_0^\infty((-\rho, \rho) \times S^{n-1}) \). For the induction step we assume that (2.12) is true for \( \beta \) and prove it for \( \beta + \epsilon_i \):

\[
F^{(\beta+\epsilon_i)}(x) = \partial_x^{\epsilon_i} \left[ |x|^{\gamma-|\beta|} F_\beta(\{x\}, x/|x|) \right].
\]

By computing the derivative we find

\[
\partial_x^{\epsilon_i} \left[ |x|^{\gamma-|\beta|} F_\beta \left( \{x\}, \frac{x}{|x|} \right) \right] = |x|^{\gamma-|\beta|-1} \left[ \left( \gamma - |\beta| \right) \partial_x \left( \frac{x}{|x|} \right) F_\beta \left( \{x\}, \frac{x}{|x|} \right) + \nabla_u F_\beta \left( \{x\}, \frac{x}{|x|} \right) \cdot \left( \epsilon_i - \left( \frac{x}{|x|} \right)_i \frac{x}{|x|} \right) + |x| \left( \frac{x}{|x|} \right)_i \partial_x F_\beta \left( \{x\}, \frac{x}{|x|} \right) \right]
\]

\[
= |x|^{\gamma-|\beta|-1} F_{\beta+\epsilon_i} \left( \{x\}, \frac{x}{|x|} \right).
\]

Because \( F_\beta \in C_0^\infty((-\rho, \rho) \times S^{n-1}) \), the same is also true for \( F_{\beta+\epsilon_i} \).

We now prove the second part and thus assume that \( \ell = \ell(u) \) and \( \nabla g(x) = 0 \) for all \( x \in B_\sigma \). We use induction again and the induction base \( \beta = 0 \) is true because

\[
F^{(0)}(x) = F(x) = |x|^\ell(0, x/|x|)g \left( \frac{x}{|x|}, \frac{x}{|x|} \right)
\]

\[
= |x|^\ell F_0(\{x\}, x/|x|),
\]

where \( F_0 \in C_0^\infty((-\rho, \rho) \times S^{n-1}) \) and \( \partial_x F_0(\{x\}, x/|x|) = 0 \) for all \( x \in B_\sigma \) from the hypothesis on \( g \). For the induction step we assume that (2.13) is true for \( \beta \) and prove it for \( \beta + \epsilon_i \). The calculation is the same as the previous part except that \( \partial_x F_\beta \equiv 0 \):

\[
\partial_x^{\epsilon_i} \left[ |x|^{\gamma-|\beta|} F_\beta \left( \{x\}, \frac{x}{|x|} \right) \right] = |x|^{\gamma-|\beta|-1} \left[ \left( \gamma - |\beta| \right) \partial_x \left( \frac{x}{|x|} \right) F_\beta \left( \{x\}, \frac{x}{|x|} \right) + \nabla_u F_\beta \left( \{x\}, \frac{x}{|x|} \right) \cdot \left( \epsilon_i - \left( \frac{x}{|x|} \right)_i \frac{x}{|x|} \right) + |x| \left( \frac{x}{|x|} \right)_i \partial_x F_\beta \left( \{x\}, \frac{x}{|x|} \right) \right]
\]

\[
= |x|^{\gamma-|\beta|-1} F_{\beta+\epsilon_i} \left( \{x\}, \frac{x}{|x|} \right),
\]

where \( \partial_x F_{\beta+\epsilon_i}(\{x\}, x/|x|) = 0 \) for all \( x \in B_\sigma \) because of the same property being true for \( F_\beta \). The lemma is thus proven.

\[ \square \]

3 Error expansion for the punctured trapezoidal rule

We now present two expansions of the error for the punctured trapezoidal rule in the discretization parameter \( h \). We make the same assumptions as in Theorem 2.1, but we assume \( f = f_0 \) is of the kind (1.3) where \( \ell = \ell_0(x/|x|) \) is only dependent of the direction \( x/|x| \).
Theorem 3.1. Let \( L, L', h_0 \) be such that (2.1) hold, and consider a smooth function \( v \in C_\infty^1(B_L) \) and a singular function \( s_0 \in C_\infty^1(B_{L'} \setminus \{0\}) \) of the form

\[
s_0(x) = |x|^\gamma \ell_0 \left( \frac{x}{|x|} \right),
\]  

(3.1)

where \( \ell_0 \in C_\infty^1(S^{n-1}) \) and \( \gamma > -n \). Then, for \( 0 < h < h_0 \) and \( \alpha \in \mathbb{R}^n \) with \( |\alpha|_\infty \leq 1/2 \), we have the following expansions

\[
(I - T_0^h)[f_0] = h^{\gamma+n} \sum_{|\nu| \leq p} h^{||\nu||} \nu(x) \mu_\nu + O(h^{\gamma+n+p+1}),
\]  

(3.2)

\[
(I - T_0^h)[f_0] = h^{\gamma+n} \sum_{|\nu| \leq p} h^{||\nu||} \nu(x) M_\nu + O(h^{\gamma+n+p+1}),
\]  

(3.3)

for \( f_0(x) := s_0(x - h\alpha) v(x) \),

(3.4)

where \( \mu_\nu \) and \( M_\mu \) are constants independent of \( h \) and \( v \), but dependent of \( \alpha, \gamma, p \) and \( \ell_0 \).

The proof of this theorem can be found in Section 3.1. Before we prove it, we show and prove two lemmas which give the error expansion (3.3) for increasingly wider families of integrands. In the proofs we will use the function \( \psi_R \), a scaling of \( \psi(1.10) \):

\[
\psi_R(x) := \psi \left( \frac{x}{R} \right).
\]  

(3.5)

Its properties are

\[
\psi_R(x) = \begin{cases} 
1, & |x|_\infty \leq \frac{3}{4} R, \\
0, & |x|_\infty > R,
\end{cases}
\]

\[
\psi_R(x) = \begin{cases} 
1, & |x| \leq \frac{3}{4} R, \\
0, & |x| > \sqrt{n} R.
\end{cases}
\]  

(3.6)

Lemma 3.2. Given a function \( \ell_0 \in C_\infty^1(S^{n-1}) \) and an exponent \( \gamma > -n \), let \( R > 0 \) satisfy

\[
R > \max \left\{ \frac{8}{3} \sqrt{n} h_0, \frac{2}{3} \sqrt{n} (1 + 2h_0) \right\}.
\]  

(3.7)

Then the punctured trapezoidal rule (1.4) for functions of the kind

\[
f_0(x) := |x - h\alpha|^\gamma \ell_0 \left( \frac{x - h\alpha}{|x - h\alpha|} \right) \psi_R(x),
\]  

(3.8)

has the following error expansion in \( h \):

\[
(I - T_0^h)[f_0] = Dh^{\gamma+n} + O(h^{2q}),
\]  

(3.9)

if

\[
q > \max(n/2, (\gamma + n)/2).
\]  

(3.10)

In (3.9),

\[
D := D[\ell_0; \gamma, \alpha],
\]  

(3.11)

is constant in \( h \) and \( q \) but depends on \( \gamma, \ell_0, \) and \( \alpha \).
Proof of Lemma 3.2. We begin by applying Lemma 2.4, and we treat the terms \( E_1^\gamma (\ell_0, \psi_R) \) and \( E_2^\gamma (2.5) \) separately. We rewrite the term \( E_1^\gamma [\ell_0, \psi_R] \) as

\[
E_1^\gamma [\ell_0, \psi_R] = \int_{|y| \leq 1} \left| y - \alpha \right| \ell_0 \left( \frac{y - \alpha}{|y - \alpha|} \right) \psi_R(h \psi) \, dy
\]

which is independent of \( h \). We used the fact that \( \psi_R(x) \equiv 1 \) if \( |x/R| \leq \frac{3}{4} \), and that the point \( h \psi / R \) is such that

\[
|\frac{h \psi}{R}|_\infty \leq \frac{h_0}{R} \leq \frac{3}{8\sqrt{n}} \leq \frac{3}{4},
\]

using (3.7). The second term \( E_2^\gamma [\ell_0, \psi_R] \) for this function \( f_0 \) reads

\[
\frac{1}{(-1)^q (2\pi)^{2q}} \sum_{k \neq 0} \sum_{|\beta| = 2q} \frac{c_k^\beta}{|k|^{2q}} \int_{R^n} e^{-2\pi i k \cdot x} \{ h^{\nu - \gamma} f_0^{(\nu)}(h \psi) \} \{ \partial_x^{\beta - \nu}(1 - \psi(x)) \} \, dx \tag{3.12}
\]

where \( q \) satisfies (3.10). We begin by defining the function

\[
F(x) := f_0(x + h \alpha) = |x|^{\gamma} \ell_0 \left( \frac{x}{|x|} \right) \psi_R(h \alpha + x),
\]

together with the parameters

\[
\rho := \sqrt{n}R + h_0 \frac{\sqrt{n}}{2}, \quad \sigma := \frac{3}{4}R - h_0 \frac{\sqrt{n}}{2} < \rho. \tag{3.13}
\]

We wish to apply Lemma 2.7 to the derivatives

\[
f_0^{(\nu)}(h \psi) = F^{(\nu)}(h(x - \alpha)), \quad \nu \leq \beta,
\]

so we prove that the function \( F \) satisfies its hypotheses with parameters (3.13):

- \( \psi_R (\cdot + h \alpha) \) is compactly supported in \( B_\rho \). Let \( x \in \text{supp} \, \psi_R (\cdot + h \alpha) \). Then, by (3.6), \( x + h \alpha \in B_{\sqrt{n}R} \), and from (1.9) and (3.13) we get

\[
x + h \alpha \in B_{\sqrt{n}R} \implies x \in B_\rho.
\]

Hence \( \text{supp} \, \psi_R (\cdot + h \alpha) \subset B_\rho \).

- \( \nabla \psi_R (x + h \alpha) = 0 \) for all \( x \in B_\sigma \). Let \( x \in B_\sigma \). Then from (1.9) it holds that \( x + h \alpha \in B_{\sigma + h |\alpha|} \) and we find

\[
\sigma + h |\alpha| \leq \sigma + h_0 \frac{\sqrt{n}}{2} = \frac{3}{4}R \implies x + h \alpha \in B_{\frac{3}{4}R}.
\]

Furthermore if \( x + h \alpha \in B_{\frac{3}{4}R} \) then \( \psi_R (x + h \alpha) = 1 \) by (3.6). Hence,

\[
\psi_R (x + h \alpha) \equiv 1 \quad \text{for} \quad x \in B_\sigma.
\]

The hypotheses of Lemma 2.7 are thus satisfied. Therefore we know that for \( \forall \nu \leq \beta \) there exist \( F_\nu \in C_\infty^\gamma ((-\rho, \rho) \times \mathbb{S}^{n-1}) \) such that

\[
f_0^{(\nu)}(h \psi) = F^{(\nu)}(h(x - \alpha)) = h^{\gamma - |\nu|} |x - \alpha|^{\gamma - |\nu|} F_\nu \left( h |x - \alpha|, \frac{x - \alpha}{|x - \alpha|} \right) \tag{3.14}
\]
and
\[ \partial_\nu F_\nu \left( |x|, \frac{x}{|x|} \right) = 0, \quad \forall x \in B_\sigma. \] (3.15)

We use these results to prove two properties of \( F_\nu \) for any \( \nu \leq \beta \) and \( u \in \mathbb{S}^{n-1} \):

I) \( F_\nu (h|x - \alpha|, u) = 0, \quad |x| \geq \frac{\sqrt{R + h_0}}{h} =: \rho_1, \) (3.16)

II) \( F_\nu (h|x - \alpha|, u) = F_\nu (0, u), \quad |x| \leq \max \{ \sqrt{n}, \sigma_1 \}, \quad \sigma_1 := \frac{\sqrt{n}}{2}. \)

For the first property we take \( h|x - \alpha| \in \text{supp } F_\nu (\cdot, u) \). Then \( h|x - \alpha| \leq \rho \) and

\[ \rho \geq h|x - \alpha| \geq h(|x| - |\alpha|) \geq |h|x| - h_0 \frac{\sqrt{n}}{2} \implies |x| \leq \frac{\rho}{h} + h_0 \frac{\sqrt{n}}{2} = \frac{\sqrt{n}R}{h} + \frac{\sqrt{n}h_0}{h}, \]

which proves the property. For the second property, we will prove both results separately. We begin by assuming \( |x| \leq \sqrt{n} \). Then

\[ h|x - \alpha| \leq h_0 (|x| + |\alpha|) \leq \frac{3}{2} h_0 \sqrt{n} = 2 h_0 \sqrt{n} + \sigma - \frac{3}{4} R < \sigma \]

if \( R > \frac{8}{3} \sqrt{n} h_0 \), which is assumed in (3.7). Hence \( h(x - \alpha) \in B_\sigma \) and from (3.15) we get (3.16.II) for \( |x| \leq \sqrt{n} \). The second result comes similarly: assuming \( |x| \leq \sigma_1 \) we get

\[ h|x - \alpha| \leq h \frac{\sqrt{n}}{2h} + h_0 \frac{\sqrt{n}}{2} = \sigma - \frac{3}{4} R + \frac{1}{2} \]

if \( R > \frac{2}{3} \sqrt{n} (1 + 2 h_0) \), which is assumed in (3.7).

We are now ready to attack the inner sum and integral of (3.12):

\[ A_0 := \sum_{\nu \leq \beta} c_{\beta, \nu} \int_{\mathbb{R}^n} e^{-2\pi i k \cdot x} \{ h^{[\nu]} f^{(\nu)} (h x - \alpha) \} \{ \partial_\nu^{\beta} (1 - \psi (x)) \} \, dx. \]

We first apply (3.14). Then we notice that for \( \nu < \beta \), from (1.11), we have \( \partial_\nu^{\beta} (1 - \psi (x)) = 0 \) for \( |x| \leq 3/4 \) and \( |x| \geq \sqrt{n} \); hence for \( \nu < \beta \) the integration domain from \( \mathbb{R}^n \) reduces to the annulus \( 3/4 \leq |x| \leq \sqrt{n} \), and we can apply property (3.16.II). For \( \nu = \beta \) instead we simply apply property (3.16.I). Then

\[
A_0 = \sum_{\nu \leq \beta} c_{\beta, \nu} \int_{\mathbb{R}^n} e^{-2\pi i k \cdot x} \{ h^{[\nu]} f^{(\nu)} (h (x - \alpha)) \} \{ \partial_\nu^{\beta} (1 - \psi (x)) \} \, dx
\]

\[ = \sum_{\nu \leq \beta} c_{\beta, \nu} \int_{\mathbb{R}^n} e^{-2\pi i k \cdot x} |x - \alpha|^{|\nu|} F_\nu \left( h|x - \alpha|, \frac{x - \alpha}{|x - \alpha|} \right) \partial_\nu^{\beta} (1 - \psi (x)) \, dx \]

\[ + \int_{|x| \leq \rho_1} e^{-2\pi i k \cdot x} |x - \alpha|^{|\nu|} F_\nu \left( h|x - \alpha|, \frac{x - \alpha}{|x - \alpha|} \right) (1 - \psi (x)) \, dx \]

\[ = \sum_{\nu \leq \beta} c_{\beta, \nu} \int_{\mathbb{R}^n} e^{-2\pi i k \cdot x} |x - \alpha|^{|\nu|} F_\nu \left( 0, \frac{x - \alpha}{|x - \alpha|} \right) \partial_\nu^{\beta} (1 - \psi (x)) \, dx \]

\[ + \int_{|x| \leq \rho_1} e^{-2\pi i k \cdot x} |x - \alpha|^{|\nu|} F_\nu \left( 0, \frac{x - \alpha}{|x - \alpha|} \right) (1 - \psi (x)) \, dx \]

\[ =: C_2 [l_0; \alpha, \beta, k] + A_1, \] (3.18)
because (3.17) is independent of $h$. Moreover, we note that $C_2$ is bounded uniformly in $k$:

$$|C_2[\ell_0; \alpha, \beta, k]| \leq \sum_{\nu < \beta} c_{\beta, \nu} \int_{\frac{3}{4} \leq |x| \leq \sqrt{n}} |x - \alpha|^{\gamma - |\nu|} F_\nu \left( 0, \frac{x - \alpha}{|x - \alpha|} \right) \partial_\beta^{-\nu} [1 - \psi(x)] \, dx$$

$$=: C'_2[\ell_0; \alpha, \beta].$$

(3.19)

We now rewrite $A_1$ by splitting the integral in two, applying property (3.16.II), and splitting the first integral again:

$$A_1 = \int_{|x| \leq \sigma_1} e^{-2\pi i k \cdot x} |x - \alpha|^{\gamma - 2q} F_\beta \left( h|x - \alpha|, \frac{x - \alpha}{|x - \alpha|} \right) (1 - \psi(x)) \, dx$$

$$+ \int_{\sigma_1 \leq |x| \leq \rho_1} e^{-2\pi i k \cdot x} |x - \alpha|^{\gamma - 2q} F_\beta \left( h|x - \alpha|, \frac{x - \alpha}{|x - \alpha|} \right) (1 - \psi(x)) \, dx$$

$$= \int_{|x| \leq \sigma_1} e^{-2\pi i k \cdot x} |x - \alpha|^{\gamma - 2q} F_\beta \left( 0, \frac{x - \alpha}{|x - \alpha|} \right) (1 - \psi(x)) \, dx$$

$$+ \int_{\sigma_1 \leq |x| \leq \rho_1} e^{-2\pi i k \cdot x} |x - \alpha|^{\gamma - 2q} F_\beta \left( h|x - \alpha|, \frac{x - \alpha}{|x - \alpha|} \right) (1 - \psi(x)) \, dx$$

$$= \int_{|x| \geq \frac{3}{4}} e^{-2\pi i k \cdot x} |x - \alpha|^{\gamma - 2q} F_\beta \left( 0, \frac{x - \alpha}{|x - \alpha|} \right) (1 - \psi(x)) \, dx$$

$$- \int_{\sigma_1 \leq |x| \leq \infty} e^{-2\pi i k \cdot x} |x - \alpha|^{\gamma - 2q} F_\beta \left( 0, \frac{x - \alpha}{|x - \alpha|} \right) \, dx$$

$$+ \int_{\sigma_1 \leq |x| \leq \rho_1} e^{-2\pi i k \cdot x} |x - \alpha|^{\gamma - 2q} F_\beta \left( h|x - \alpha|, \frac{x - \alpha}{|x - \alpha|} \right) (1 - \psi(x)) \, dx$$

$$=: A_2 + A_3 + A_4,$$

(3.20)

where we used the fact that $\sigma_1 < \rho_1$, which is true because $R > 1/2$ from (3.7). The term $A_2$ is finite from (3.10) and constant in $h$:

$$C_3[\ell_0; \alpha, \beta, k] := A_2;$$

additionally it is also bounded with respect to $k$:

$$|C_3[\ell_0; \alpha, \beta, k]| \leq \int_{R^n} |x - \alpha|^{\gamma - 2q} F_\beta \left( 0, \frac{x - \alpha}{|x - \alpha|} \right) (1 - \psi(x)) \, dx$$

$$=: C'_3[\ell_0; \alpha, \beta].$$

(3.21)

We continue to bound $A_3$ and $A_4$ by using the bound $h < h_0$ and the fact that $|x| \geq \sigma_1$:

$$|\alpha| \leq \sqrt{n}|\alpha|_\infty \leq \frac{\sqrt{n}}{2} \leq \sigma_1 \leq |x|. $$

Then

$$|A_3| \leq |F_\beta|_\infty \int_{\sigma_1 \leq |x| \leq \infty} (2|x|)^{\gamma - 2q} \, dx \leq C \int_{\frac{3}{2n}}^{\infty} r^{\gamma - 2q + n - 1} \, dr = C'h^{2q - \gamma - n},$$

because $r^{\gamma - 2q + n - 1}$ is integrable in $(\sqrt{n}/(2h), +\infty)$ from (3.10). Similarly, for $A_4$,

$$|A_4| \leq |F_\beta|_\infty \int_{\sigma_1 \leq |x| \leq \rho_1} |x - \alpha|^{\gamma - 2q} \, dx \leq |F_\beta|_\infty \int_{\sigma_1 \leq |x| \leq \infty} (2|x|)^{\gamma - 2q} \, dx$$

$$= C \int_{\frac{3}{2n}}^{\infty} r^{\gamma - 2q + n - 1} \, dr = C'h^{2q - \gamma - n},$$
again integrable from (3.10).

Then we can write the expression (3.12) as
\[
E'_2[\ell_0, \psi_R] = \frac{1}{(-1)^q(2\pi)^{2q}} \sum_{k \neq 0} \frac{1}{|k|^{2q}} \sum_{|\beta|=2q} (C_2[\ell_0; \alpha, \beta, k] + C_3[\ell_0; \alpha, \beta, k] + O(h^{2q-n-\gamma}))
\]
\[
= C_4[\ell_0; \alpha, 2q] + O(h^{2q-\gamma-n}),
\]
where
\[
C_4[\ell_0; \alpha, 2q] := \frac{1}{(-1)^q(2\pi)^{2q}} \sum_{k \neq 0} \frac{1}{|k|^{2q}} \sum_{|\beta|=2q} (C_2[\ell_0; \alpha, \beta, k] + C_3[\ell_0; \alpha, \beta, k]).
\]

Using the bounds (3.19) and (3.21), the sum over \( k \) is finite since \( 2q > n \) by (3.10), which also ensures that \( h^{\gamma+n} \) is the leading order. Then the error (2.6) can be written as
\[
(I - T^h) [\psi_R(x)] = h^{\gamma+n} C_5[\ell_0; \alpha, 2q] + O(h^{2q}),
\]
where
\[
C_5[\ell_0; \alpha, 2q] := C_1[\ell_0; \alpha] + C_4[\ell_0; \alpha, 2q] + O(h).
\]

Since (3.22) is true for every \( h \), and the left-hand side is independent of \( q \), by letting \( h \to 0 \) we see that \( C_5 \) cannot depend on \( q \).

We have then proven the result by showing (3.9) with \( D[\ell_0; \gamma, \alpha] := C_5 \).

\( \square \)

**Lemma 3.3.** Given \( \gamma > -n \) and \( \ell_0 \in C^\infty(S^{n-1}) \) and a smooth function \( v \in C^\infty_c(B_L) \) with \( L > 0 \), then the punctured trapezoidal rule (1.4) for functions of the kind
\[
f_0(x) := |x - h\alpha|^\ell_0 \left( \frac{x - h\alpha}{|x - h\alpha|} \right) v(x)
\]
has the following error expansion in \( h \):
\[
(I - T^h_0)[f_0] = \sum_{|\nu| \leq p} h^{\gamma+|\nu|+n} \frac{v^{(\nu)}(h\alpha)}{\nu!} D[\ell_0; \gamma + |\nu|, \alpha] + O(h^{\gamma+n+m+1}),
\]
for any \( p \geq 0 \), where \( D \) is the constant (3.11) from Lemma 3.2, independent of \( h \) and \( v \), and
\[
\ell_\nu \left( \frac{x}{|x|} \right) := \left( \frac{x}{|x|} \right)^\nu \ell_0 \left( \frac{x}{|x|} \right).
\]

**Proof of Lemma 3.3.** We divide the proof into four steps, A to D.

**Step A.** We want to expand \( v \) around \( h\alpha \), so we define the function \( P \) which approximates \( v \) using Taylor expansions, and characterize the difference between \( P \) and \( v \):
\[
P(x) := \sum_{|\nu| \leq p} \frac{(x - h\alpha)^\nu}{\nu!} v^{(\nu)}(h\alpha), \quad v(x) - P(x) = \sum_{|\nu| = p+1} R_\nu(x)(x - h\alpha)^\nu
\]
where
\[
R_\nu(x) := \frac{|\nu|}{\nu!} \int_0^1 (1 - t)^{|\nu|-1} v^{(\nu)}(h\alpha + t(x - h\alpha)) dt.
\]

**Step B.** We take \( R \geq 4L/3 \) such that it also satisfies (3.7). Then the function \( \psi_R \) defined in (3.5) with properties (3.6) is such that
\[
\psi_R(x)v(x) \equiv v(x), \quad \forall x \in \mathbb{R}^n,
\]
because \( \psi_R(x) = 1 \) for all \( x \in B_L \) from the condition on \( R \). Using \( P \) and the function \( \psi_R \) we rewrite \( v \):

\[
v(x) = P(x)\psi_R(x) + (v(x) - P(x))\psi_R(x)
= P(x)\psi_R(x) + |x - h\alpha|^p + 1 \sum_{|\nu| = p+1} \mathcal{R}_\nu(x) \left( \frac{x - h\alpha}{|x - h\alpha|} \right)^\nu \psi_R(x).
\]

We use steps A and B to write the punctured trapezoidal rule

\[
(I - T^0_h) \left[ |x - h\alpha|^q \ell_0 \left( \frac{x - h\alpha}{|x - h\alpha|} \right) v(x) \right]
= \sum_{|\nu| \leq p} \frac{v(\nu)(h\alpha)}{\nu!} (I - T^0_h) \left[ |x - h\alpha|^{\gamma + |\nu|} \left( \frac{x - h\alpha}{|x - h\alpha|} \right)^\nu \ell_0 \left( \frac{x - h\alpha}{|x - h\alpha|} \right) \psi_R(x) \right]
+ \sum_{|\nu| = p+1} (I - T^0_h) \left[ |x - h\alpha|^{\gamma + |\nu|+1} \ell_\nu \left( \frac{x - h\alpha}{|x - h\alpha|} \right) \psi_R(x) \right]
= \sum_{|\nu| \leq p} \frac{v(\nu)(h\alpha)}{\nu!} (I - T^0_h) \left[ |x - h\alpha|^{\gamma + |\nu|} \ell_\nu \left( \frac{x - h\alpha}{|x - h\alpha|} \right) \psi_R(x) \right]
+ \sum_{|\nu| = p+1} (I - T^0_h) \left[ |x - h\alpha|^{\gamma + |\nu|+1} \ell_\nu \left( \frac{x - h\alpha}{|x - h\alpha|} \right) \psi_R(x) \right]
\tag{3.26}
\]

where \( \ell_\nu \) is defined in (3.25) and

\[
\ell_\nu \left( |x|, \frac{x}{|x|} \right) := \left( \frac{x}{|x|} \right)^\nu \ell_0 \left( \frac{x}{|x|} \right) \mathcal{R}_\nu(x + h\alpha)
= \frac{p + 1}{\nu!} \left( \frac{x}{|x|} \right)^\nu \ell_0 \left( \frac{x}{|x|} \right) \int_0^1 (1 - t)^p v(\nu) \left( h\alpha + t|x| \frac{x}{|x|} \right) dt.
\]

**Step C.** We now prove that (3.27) is \( O(h^{\gamma+n+p+1}) \). From the compact support of \( v \) and its derivatives, we can extend \( \ell_\nu \) in the first variable to the whole \( \mathbb{R} \). Then \( \ell_\nu \in C^\infty(\mathbb{R} \times S^{n-1}) \) because of the regularity of \( \ell_0 \) and \( v \), and we can apply Theorem 2.1:

\[
(I - T^0_h) \left[ |x - h\alpha|^{\gamma + |\nu|+1} \ell_\nu \left( \frac{x - h\alpha}{|x - h\alpha|} \right) \psi_R(x) \right] = O(h^{\gamma+n+p+1}).
\]

**Step D.** We can now apply Lemma 3.2 with \( 2q > \max\{\gamma + p + n, n\} \) to each term in the sum in (3.26):

\[
(I - T^0_h) \left[ |x - h\alpha|^{\gamma + |\nu|\ell_\nu \left( \frac{x - h\alpha}{|x - h\alpha|} \right)} \psi_R(x) \right] = D[\ell_\nu; \gamma + |\nu|, \alpha] h^{\gamma+|\nu|+n} + O(h^{\gamma+n+p+1}),
\]

which brings us to the thesis (3.24):

\[
(I - T^0_h) \left[ |x - h\alpha|^{\gamma \ell_0 \left( \frac{x - h\alpha}{|x - h\alpha|} \right)} v(x) \right]
= \sum_{|\nu| \leq p} h^{\gamma+|\nu|+n} \frac{v(\nu)(h\alpha)}{\nu!} D[\ell_\nu; \gamma + |\nu|, \alpha] + O(h^{\gamma+n+p+1}),
\]

and the lemma is proven.
3.1 Proof of Theorem 3.1

Using the previous Lemmas, we only need few steps to find the result. Given the function $f_0$ from (3.4), we apply Lemma 3.3 with $p \geq 0$ and get

$$ (I - T^0_h)[f_0] = \sum_{|\nu| \leq p} h^{\gamma + |\nu| + n} \frac{v^{(\nu)}(h\alpha)}{\nu!} D[\ell_\nu; \gamma + |\nu|, \alpha] + O(h^{\gamma + n + p + 1}), \quad (3.28) $$

which is the expansion (3.3) with

$$ M_\nu := \frac{1}{\nu!} D[\ell_\nu; \gamma + |\nu|, \alpha]. $$

We now expand $v^{(\nu)}(h\alpha)$ around 0:

$$ v^{(\nu)}(h\alpha) = \sum_{|\beta| \leq p - |\nu|} \frac{(h\alpha)^\beta}{\beta!} v^{(\nu + \beta)}(0) $$

$$ + \sum_{|\beta| = p - |\nu| + 1} h^{p - |\nu| + 1} \alpha^\beta \frac{p - |\nu| + 1}{(p - |\nu| + 1)!} \int_0^1 (1 - t)^{p - |\nu|} v^{(p - |\nu| + 1)}(tx) dt $$

$$ = \sum_{|\beta| \leq p - |\nu|} \frac{(h\alpha)^\beta}{\beta!} v^{(\nu + \beta)}(0) + O(h^{p - |\nu| + 1}). $$

We use this expansion in (3.28):

$$ (I - T^0_h)[f_0] = h^{\gamma + n} \sum_{|\nu| \leq p} h^{\nu} \frac{D[\ell_\nu; \gamma + |\nu|, \alpha]}{\nu!} \left( \sum_{|\beta| \leq p - |\nu|} \frac{\alpha^\beta}{\beta!} v^{(\nu + \beta)}(0) + O(h^{p - |\nu| + 1}) \right) $$

$$ + O(h^{\gamma + n + p + 1}) $$

$$ = h^{\gamma + n} \sum_{|\sigma| \leq p} h^{\sigma} v^{(\sigma)}(0) C_1[\ell_0; \gamma, \alpha, \sigma, p] + O(h^{\gamma + n + p + 1}), $$

where we rearranged the terms using $\sigma := \beta + \nu \geq \nu$ and

$$ C_1[\ell_0; \gamma, \alpha, \sigma, p] := \sum_{|\nu| \leq p} \frac{\alpha^{\sigma - \nu}}{\nu!(\sigma - \nu)!} D[\ell_\nu; \gamma + |\nu|, \alpha]. $$

We have now shown (3.2) with $\mu_\nu := C_1$ and proven Theorem 3.1.

4 Error of corrected rules

We now define the corrected trapezoidal rules and their generalizations composite corrected trapezoidal rules. Then we present how to compute the weights needed in their construction, and prove accuracy results. We had previously developed the corrected and composite corrected rules in two dimensions [10, 11] but without proving accuracy results.

In Section 4.1 we present the corrected trapezoidal rule for integrands of the kind

$$ f_0(x) = s_0(x - h\alpha)v(x), \quad s_0(x) := |x|^{\ell_0} \left( \frac{x}{|x|} \right), \quad (4.1) $$
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with $\gamma$, $\ell_0$, and $v$ satisfying the same assumptions as in Theorem 3.1. Furthermore in Section 4.2 we present the composite corrected trapezoidal rule for integrands of the kind (1.3)

$$f(x) = s(x - h\alpha)v(x), \quad s(x) := |x|^{\gamma}\ell \left(\frac{x}{|x|}\right),$$

(4.2)

with $\gamma$, $\ell$, and $v$ satisfying the same assumptions as in Theorem 2.1. This rule is built by appropriately expanding $\ell$ in the first variable and applying the corrected trapezoidal rule to each expansion term.

## 4.1 Corrected trapezoidal rules

Given the singularity point $x_0 = h\alpha$ for some $0 < h < h_0$, and an integer $p \geq 0$, let

$$D = \{c\}_{c \in D} = \{c_i\}_{i=1}^{\pi(p)}$$

(4.3)

define a set of points around the origin on the uniform Cartesian grid $\mathbb{Z}^n$, where $\pi(p)$ is the number of distinct derivatives of order at most $p$ for a smooth function; the exact expression is given below in Remark 4.3. Moreover, let $L > 0$ be a constant such that for the coarsest grid all the nodes are contained in the ball of radius $\frac{3}{4}L$:

$$L \geq \frac{4}{3}h_0 \max_{i=1,...,\pi(p)} |c_i|.$$  

(4.4)

On this set, we define the $p$-th order corrected trapezoidal rule for a function $f_0$ of the kind (4.1) as

$$S^p_h[f_0] := T^0_h[f_0] + h^{\gamma+n} \sum_{i=1}^{\pi(p)} \omega_i v(hc_i).$$

(4.5)

where $\{\omega_i\}_{i=1}^{\pi(p)}$ are the correction weights. These correction weights are defined as the limit

$$\omega_i := \lim_{h \to 0^+} \omega_i(h), \quad i = 1, \ldots, \pi(p),$$

(4.6)

of $\{\omega_i(h)\}_{i=1}^{\pi(p)}$ solution to

$$R_{\nu}(h)h^{\gamma+n+|\nu|} - h^{\gamma+n} \sum_{i=1}^{\pi(p)} \omega_i(h) P_{\nu}(hc_i) = 0, \quad |\nu| \leq p,$$

(4.7)

assuming the solution exists and is unique, where

$$P_{\beta}(x) := x^\beta \psi \left(\frac{x}{L}\right), \quad R_{\beta}(h) := \left(\mathcal{I} - T^0_h\right)[s_0(\cdot - h\alpha)P_{\beta}(\cdot - h\alpha)]_h^{\gamma+n+|\beta|},$$

(4.8)

and $\psi$ is of the kind (1.10). The condition (4.7) corresponds to imposing that the weights $\omega_i(h)$ are such that $S^p_h$ integrates exactly the polynomials $x^{\nu}$ for all the multi-indices satisfying $|\nu| \leq p$, so that $S^p_h$ integrates exactly all polynomials of degree $\leq p$. The system (4.7) can be written as

$$K\omega(h) = V(h),$$

(4.9)

where, since from (4.4) $\psi(hc_j/L) = 1$ for all $j$,

$$K := \begin{pmatrix} (c_1 - \alpha)^{\nu_1} \\ (c_2 - \alpha)^{\nu_1} \\ \vdots \\ (c_1 - \alpha)^{\nu_{\pi(p)}} \\ (c_2 - \alpha)^{\nu_{\pi(p)}} \end{pmatrix}, \quad V(h) := \begin{pmatrix} R_{\nu_1}(h) \\ R_{\nu_2}(h) \\ \vdots \\ R_{\nu_{\pi(p)}}(h) \end{pmatrix}.$$  

(4.10)
We have presented the corrected trapezoidal rule (4.5) and shown how we compute the weights through (4.9) and (4.6). We will now prove the convergence of the weights for $h \to 0^+$ and the order of accuracy of the quadrature rule.

**Theorem 4.1.** Given a function $f_0$ of the kind (4.1) with singular point $x_0 = h\alpha$, the $p$-th order corrected trapezoidal rule (4.5) converges with order $\gamma + n + p + 1$:

$$
\mathcal{I}[f_0] - \mathcal{S}_h^p[f_0] = \mathcal{O}(h^{\gamma+n+p+1}).
$$

**(Proof.** First we prove that the weights $\omega$ (4.9) converge to some values $\omega$. We then prove that (4.11) holds with $\mathcal{S}_h^p$ defined by these weights $\omega$. From Theorem 3.1, the error expansion in $h\alpha$ (3.3) for a function of the kind (4.1) is

$$(\mathcal{I} - T_h^0) [s_0(\cdot - h\alpha)\nu(\cdot)] = h^{\gamma+n} \sum_{|\nu| \leq p} h^{|
u|} M_\nu \nu(\cdot) + \mathcal{O}(h^{\gamma+n+p+1}).$$

Moreover, by the construction of $P_{\beta}$ in (4.8), and from the fact that $L > 0$ and $\psi$ is constant around the origin,

$$P_{\beta}^{(\nu)}(0) = \begin{cases} 0, & \nu \neq \beta, \\ \beta!, & \nu = \beta. \end{cases}$$

We use this to find an expansion for $R_{\beta}$ (4.8) when $|\beta| \leq p$:

$$(\mathcal{I} - T_h^0) [s_0(\cdot - h\alpha)P_{\beta}(\cdot - h\alpha)] = h^{\gamma+n} \sum_{|\nu| \leq p} h^{|
u|} M_\nu P_{\beta}^{(\nu)}(0) + \mathcal{O}(h^{\gamma+n+p+1})
= h^{\gamma+n} h^{|eta|} M_\beta \beta! + \mathcal{O}(h^{\gamma+n+p+1}),$$

$$\implies R_{\beta}(h) = M_\beta \beta! + \mathcal{O}(h^{p+1-|\beta|}).$$

Then

$$V(h) := 
\begin{pmatrix}
R_{\nu_1}(h) \\
R_{\nu_2}(h) \\
\vdots \\
R_{\nu_n(p)}(h)
\end{pmatrix}
= 
\begin{pmatrix}
M_{\nu_1} \nu_1! \\
M_{\nu_2} \nu_2! \\
\vdots \\
M_{\nu_n(p)} \nu_n(p)!)
\end{pmatrix}
+ 
\begin{pmatrix}
\mathcal{O}(h^{p+1-|\nu_1|}) \\
\mathcal{O}(h^{p+1-|\nu_2|}) \\
\vdots \\
\mathcal{O}(h^{p+1-|\nu_n(p)|})
\end{pmatrix}
=: U + \mathcal{O}(h),$$

and, assuming $K$ to be invertible, we have

$$\lim_{h \to 0^+} \omega(h) := 
\lim_{h \to 0^+}
\begin{pmatrix}
\omega_1(h) \\
\omega_2(h) \\
\vdots \\
\omega_{\pi(p)}(h)
\end{pmatrix}
= 
\lim_{h \to 0^+} K^{-1} V(h)
= 
\lim_{h \to 0^+} (K^{-1} U + K^{-1} \mathcal{O}(h))
= K^{-1} U
=: \omega,$$

which written explicitly states

$$\frac{1}{\nu!} \sum_{i=1}^{\pi(p)} \omega_i (c_i - \alpha) \nu = M_\nu, \quad \forall |\nu| \leq p. \quad (4.12)$$
We are now ready to prove the order of accuracy of the corrected trapezoidal rule:

\[ I[f] - S^h_S[f] = (I - T^h_h)[f] - h^{\gamma+n} \sum_{i=1}^{\pi(p)} \omega_i v(hc_i) \]

\[ = h^{\gamma+n} \sum_{|\nu| \leq p} h^{\nu} M_{\nu} v(\nu)(h\alpha) - h^{\gamma+n} \sum_{i=1}^{\pi(p)} \omega_i v(hc_i) + O(h^{\gamma+n+p+1}) \]

\[ = h^{\gamma+n} \sum_{|\nu| \leq p} h^{\nu} M_{\nu} v(\nu)(h\alpha) - h^{\gamma+n+p+1} \]

\[ + O(h^{\gamma+n+p+1}) \]

\[ = h^{\gamma+n} \sum_{|\nu| \leq p} h^{\nu} M_{\nu} v(\nu)(h\alpha) \left( M_{\nu} - \frac{1}{\nu!} \sum_{i=1}^{\pi(p)} \omega_i (c_i - \alpha)^\nu \right) + O(h^{\gamma+n+p+1}) \]

\[ = O(h^{\gamma+n+p+1}) , \]

using (4.12). Theorem 4.1 is thus proven.

**Remark 4.2.** Given the singularity point \( x_0 \in \mathbb{R}^n \), the parameter \( \alpha \) for any fixed \( h > 0 \) is not uniquely defined if \( |\alpha|_{\infty} = \frac{1}{2} \). In such a case we just choose one of the possibilities.

**Remark 4.3.** Given \( q \leq p \), the number of different derivatives of order equal to \( q \) is

\[ \binom{q + n - 1}{n - 1} , \quad (4.13) \]

hence the number of derivatives of order at most \( p \) is

\[ \pi(p) = \sum_{q=0}^{p} \binom{q + n - 1}{n - 1} . \quad (4.14) \]

For example, in \( \mathbb{R} \) the value is

\[ \pi(p) = \sum_{q=0}^{p} \binom{q}{0} = p + 1 , \quad (4.15) \]

and in \( \mathbb{R}^2 \) it is

\[ \pi(p) = \sum_{q=0}^{p} \binom{q+1}{1} = p + 1 + \sum_{q=0}^{p} q = \frac{p^2}{2} + \frac{3}{2}p + 1 = \frac{(p+1)(p+2)}{2} . \quad (4.16) \]

**Remark 4.4.** We present some examples regarding the conditions for the invertibility of the matrix \( K \). For \( n = 1 \), the invertibility is straightforward as \( K \) is the transpose of a Vandermonde matrix:

\[
K = \begin{pmatrix}
1 & 1 & \cdots & 1 \\
(c_1 - \alpha)^{\nu} & (c_2 - \alpha)^{\nu} & \cdots & (c_{\pi(p)} - \alpha)^{\nu} \\
(c_1 - \alpha)^{\nu-1} & (c_2 - \alpha)^{\nu-1} & \cdots & (c_{\pi(p)} - \alpha)^{\nu-1}
\end{pmatrix}
\]
hence the invertibility is subject to the coefficients $c_i \in \mathbb{Z}$ being distinct $c_i \neq c_j \forall i \neq j$.

For $n = 2$ and $p = 1$, $\alpha = (\alpha_1, \alpha_2)$ and the number of nodes necessary is $\pi(p) = 3$. The distinctness of the coefficients $c_i \in \mathbb{Z}^2$ is not sufficient to guarantee the invertibility of $K$. Given

$$\{\nu_k\}_{k=1}^3 = \{(0,0), (1,0), (0,1)\},$$

if we take

$$\{c_i\}_{i=1}^3 = \{(-1,0), (0,0), (1,0)\},$$

then the matrix will be

$$K = \begin{pmatrix} 1 & 1 & 1 \\ -1 - \alpha_1 & -\alpha_1 & 1 - \alpha_1 \\ -\alpha_2 & -\alpha_2 & -\alpha_2 \end{pmatrix}. \quad (4.18)$$

The problem is the set lies entirely along the $x$-axis; if that were not the case the matrix would be invertible.

Although without proof, we believe an example of a set in $\mathbb{R}^n$ such that the matrix $K$ is invertible is

$$\mathcal{D} = \{c_i\}_{i=1}^{\pi(p)} = \{c \in \mathbb{Z}^n_+ : |c|_1 \leq p\}.$$

In two dimensions, the set is visualized in Figure 1 for $p = 2$.

**Remark 4.5.** It is possible to compute accurate approximations to the weights $\{\omega_i\}_{i=1}^{\pi(p)}$, because the integral

$$\int_{\mathbb{R}^n} s_0(x - h\alpha)P_\beta(x - h\alpha)dx = \int_{\mathbb{R}^n} s_0(x)P_\beta(x)dx$$

in (4.8) can be quickly computed to high accuracy if the function $\psi$ is chosen appropriately. By translating and using $n$-dimensional polar coordinates $x = ru$, and denoting by $r^nJ_n(u)$ the corresponding Jacobian, we can write the integral (4.19) as

$$\int_{\mathbb{R}^n} s_0(x)P_\beta(x)dx = \int_{\mathbb{R}} dr \int_{S^{n-1}} du \left( r^{\gamma+n+|\beta|\ell_0(u)}u^\beta\psi(ru/L)J_n(u) \right).$$

By choosing $\psi$ appropriately, for example radially symmetric, the integral is further simplified, and can be accurately computed using standard quadrature methods. It can also be reused for all values of $\alpha$.

Furthermore the weights can be precomputed and stored by approximating the function $\ell_0$, e.g. using Fourier series, and interpolating the tabulated values. We presented such procedures in [10] and [11, §2.6].

### 4.2 Composite corrected trapezoidal rules

In the case of (4.2), we lack an error expansion to use as in Section 4.1. We therefore expand $\ell$ to order $p$ in the first variable $r$ so that we may apply the corrections to each term in the expansion. The expansion and its residual $R_p$ are:

$$\ell(r, u) = \sum_{k=0}^p r^k \phi_k(u) + r^{p+1}R_p(r, u),$$

$$\phi_k(u) := \frac{1}{k!} \partial_r^k \ell(0, u), \quad R_p(r, u) := \frac{1}{p!} \int_0^1 (1-t)^p \partial_r^{p+1} \ell(tr, u)dt.$$
The function $R_p \in C^\infty((-L', L') \times S^{n-1})$ because $\ell \in C^\infty((-L', L') \times S^{n-1})$. We use the expansion of $\ell$ to obtain:

$$f(x) = s(x - h\alpha)v(x) = |x - h\alpha|^\gamma \ell \left( |x - h\alpha|, \frac{x - h\alpha}{|x - h\alpha|} \right) v(x)$$

$$= \sum_{k=0}^{p} |x - h\alpha|^\gamma k \phi_k \left( \frac{x - h\alpha}{|x - h\alpha|} \right) v(x) + |x - h\alpha|^\gamma |R_p| \left( |x - h\alpha|, \frac{x - h\alpha}{|x - h\alpha|} \right) v(x).$$

(4.20)

Applying Theorem 2.1 to (4.21) we get:

$$\mathcal{I} - T_h^0 \left[ |x - h\alpha|^\gamma p + 1 R_p \left( |x - h\alpha|, \frac{x - h\alpha}{|x - h\alpha|} \right) v(x) \right] = O(h^{\gamma + n + p + 1}).$$

(4.22)

Now, for each term in (4.20), we can apply the $(p - k)$-th order correction (4.5) which, from Theorem 4.1, has order of accuracy $\gamma + n + p + 1$:

$$\mathcal{I} - S_h^{p-k} \left[ |x - h\alpha|^\gamma k \phi_k \left( \frac{x - h\alpha}{|x - h\alpha|} \right) v(x) \right] = O(h^{\gamma + n + p + 1}).$$

(4.23)

Thus we define the $p$-th order composite corrected trapezoidal rule as

$$Q_h^p[f] := \sum_{k=0}^{p} S_h^{p-k} \left[ |x - h\alpha|^\gamma k \phi_k \left( \frac{x - h\alpha}{|x - h\alpha|} \right) v(x) \right]$$

$$+ T_h^0 \left[ f(x - h\alpha) - \sum_{k=0}^{p} |x - h\alpha|^\gamma k \phi_k \left( \frac{x - h\alpha}{|x - h\alpha|} \right) v(x) \right].$$

(4.24)

Remark 4.6. In the expression above (4.24) we have not used the remainder expression of $R_p$ because the formula is applicable immediately if one has the explicit expressions of $\phi_k$, expansion terms of $\ell$. Examples of explicit formulae in $n = 2$ for this composite rule can be found in [11, §2.5].

The order of accuracy is finally given by the following theorem.

Theorem 4.7. Given a function $f$ of the kind (4.2) with singular point $x_0 = h\alpha$, the $p$-th order composite corrected trapezoidal rule (4.24) converges with order

$$\mathcal{I}[f] - Q_h^p[f] = O(h^{\gamma + n + p + 1}).$$

(4.25)

Proof. The result comes immediately from (4.22) and (4.23).
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