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Abstract. In this paper we study the existence of positive solution to the Kirchhoff elliptic problem

\[
\begin{cases}
- \left(1 + \gamma G' \left(\|\nabla u\|_{L^2(\Omega)}^2\right)\right) \Delta u = \lambda f(u) & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]

where \(\Omega\) is an open, bounded subset of \(\mathbb{R}^N\) \((N \geq 3)\), \(f\) is a locally Lipschitz continuous real function, \(f(0) \geq 0\), \(G' \in C(\mathbb{R}^+)\) and \(G' \geq 0\). We prove the existence of at least two solutions with \(L^\infty(\Omega)\) norm between two consecutive zeroes of \(f\) for large \(\lambda\).
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1. Introduction

We consider the following Kirchhoff elliptic boundary value problem

\[
\begin{cases}
- \left(1 + \gamma G' \left(\|\nabla u\|_{L^2(\Omega)}^2\right)\right) \Delta u = \lambda f(u) & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]

where \(\Omega\) is an open, bounded subset of \(\mathbb{R}^N\) \((N \geq 3)\), \(G \in C^1(\mathbb{R}^+)\) with \(G, G' \geq 0\), \(\gamma \geq 0\) and \(f\) is a locally Lipschitz continuous real function defined in \([0, \infty)\) with \(f(0) \geq 0\). We extend \(f\) to \((-\infty, 0)\) by \(f(s) = f(0) \geq 0\) for every \(s < 0\) to guarantee that any solution of \((P_{\lambda, \gamma})\) is nonnegative. In the semilinear local case, \(\gamma = 0\), it is well known (see [2]) that maximum principle implies the nonexistence of solution \(u\) with \(\|u\|_{L^\infty(\Omega)} = \alpha\) provided that \(f(\alpha) \leq 0\). K. J. Brown and H. Budin proved in [4], by using variational methods, how changes in the sign of \(f\) lead to multiple positive solutions of the equation for sufficiently large \(\lambda\).
In [6] P. Hess proved for \( \lambda \) big enough the existence of \( w_{1,\lambda}, \ldots, w_{m,\lambda}, u_{1,\lambda}, \ldots, u_{m-1,\lambda} \), \( 2m-1 \) positive solutions of the nonlinear elliptic eigenvalue problem \((P_{\lambda,0})\), if \( f(0) > 0 \) and the graph of \( f \) has \( m \) positive humps and \( m-1 \) negative humps, each positive hump having greater area than the previous negative hump. More precisely, if \( \alpha_k \) denotes the right end point of the \( k \)-th positive hump and \( F(s) := \int_0^s f(t) dt \), then it is assumed that \( f(0) > 0, f(\alpha_1), \ldots, f(\alpha_m) = 0 \) and

\[
\max\{F(s) : 0 \leq s \leq \alpha_{k-1}\} < F(\alpha_k), \quad k = 2, \ldots, m.
\]

He showed that \( w_{1,\lambda} \leq \alpha_1 \) and \( \|w_{k+1,\lambda}\|_{L^\infty(\Omega)}, \|u_{k,\lambda}\|_{L^\infty(\Omega)} \in (\alpha_k, \alpha_{k+1}) \) for every \( k = 1, \ldots, m - 1 \). Moreover, \( w_{1,\lambda} \leq w_{2,\lambda} \leq \cdots \leq w_{m,\lambda} \) and \( u_{k,\lambda} \leq w_{k+1,\lambda} \) for every \( k = 1, \ldots, m - 1 \) since \( w_{k,\lambda} \) is the maximal solution of \((P_{\lambda,0})\) in \([0, \alpha_k]\) with \( k = 1, \ldots, m \).

Z. Liu proved, in [9], assuming that \( f(0) > 0 \) and under the hypotheses in [6] that all those solutions are ordered, is that to say, \( w_{1,\lambda} < u_{1,\lambda} < w_{2,\lambda} < u_{2,\lambda} < w_{3,\lambda} < \cdots < u_{m-1,\lambda} < w_{m,\lambda} \).

E. N. Dancer and K. Schmitt have shown in [5] that this relation between the area of the positive hump and the previous negative one is necessary for the existence of a positive solution with norm in the interval corresponding to the positive hump. Indeed, they showed that if \( 0 < \alpha < \beta \) are two consecutive zeroes of \( f \) such that \( f(s) > 0 \) for every \( s \in (\alpha, \beta) \) then a necessary condition for the existence of solution \( u \) with \( \|u\|_{L^\infty(\Omega)} = r \in (\alpha, \beta) \) is

\[
\int_{s_0}^r f(s)ds > 0, \quad \forall s_0 \in (0, \alpha).
\]

(1.1)

In [7] J. García-Melián and L. Iturriaga have studied problem \((P_{\lambda,0})\) for a nonnegative function \( f \) with \( r \) positive zeros, \( \alpha_1, \ldots, \alpha_r \). They showed that, for large enough \( \lambda \), there exist at least two solutions \( w_{k,\lambda}, u_{k,\lambda} \) with \( \|w_{k,\lambda}\|_{L^\infty(\Omega)} < \alpha_k < \|u_{k,\lambda}\|_{L^\infty(\Omega)} \) if \( f \) verifies a suitable non-integrability condition near each of its zeros. Specifically this condition is: there exists \( \delta > 0 \) such that

\[
\int_{\alpha_k}^{\alpha_k + \delta} \frac{f(t)}{(t - \alpha_k)^{\frac{N}{N-2}}}
\]

(1.2)

for \( k = 1, \ldots, r \). In addition, they obtained that

\[
\lim_{\lambda \to +\infty} \|w_{k,\lambda}\|_{L^\infty(\Omega)} = \lim_{\lambda \to +\infty} \|u_{k,\lambda}\|_{L^\infty(\Omega)} = \alpha_k.
\]

They used the sub- and supersolutions method and topological degree arguments combined with the use of a suitable Liouville theorem.

The above condition (1.2) was improved in [3] by B. Barrios, J. García-Melián and L. Iturriaga under the assumption that \( f \) has an isolated positive zero \( \alpha \) such that

\[
\frac{f(t)}{(t - \alpha)^{\frac{N+2}{N-2}}}
\]

(1.3)

for nonnegative \( u \), that for large enough \( \lambda \) there exist at least two ordered positive solutions \( w_{\alpha,\lambda} < u_{\alpha,\lambda} \) verifying the properties \( \|w_{\alpha,\lambda}\|_{L^\infty(\Omega)} < \alpha < \|u_{\alpha,\lambda}\|_{L^\infty(\Omega)} \) and \( w_{\alpha,\lambda}(x), u_{\alpha,\lambda}(x) \to \alpha \) uniformly on compact subsets of \( \Omega \) as
The existence of these solutions holds independently of the behavior of \( f \) near zero or infinity.

In this paper we are interested in the multiplicity results for the Kirchhoff problem \((P_{\lambda,\gamma})\) (in the case \( \gamma > 0 \)) providing a description of the behavior of solutions for \( \lambda \to +\infty \). Thus, in addition to \( f(0) \geq 0 \) we only assume

\[ \text{(H)} \quad \text{There exists } 0 < \alpha < \beta \text{ such that } f(\alpha) = f(\beta) = 0, \quad f(s) > 0 \text{ for every } s \in (\alpha, \beta) \text{ and } \]

\[ r_\alpha = \inf \left\{ r \in (\alpha, \beta) : \int_{s_0}^{r} f(s)ds > 0, \forall s_0 \in (0, \alpha) \right\} \text{ is finite.} \]

We observe that \( f \) may change sign and that hypothesis \((H)\) implies that \((1.1)\) is satisfied for every \( r \in (r_\alpha, \beta) \).

In order to state the main result we use the following notation:

\[ S = \{(\mu, u) : u \in H^1_0(\Omega) \cap L^\infty(\Omega) \text{ solves } (P_{\mu,\gamma}), \mu > 0 \} \]

and for any \( B \subset S, \mu > 0 \) we define \( B_\mu = \{u : (\mu, u) \in S\} \).

**Theorem 1.1.** Assume that \( f \) is a locally Lipschitz continuous real function with \( f(0) \geq 0 \) and satisfies \((H)\). Assume also that \( G \in C^1(\mathbb{R}^+) \) with \( G, G' \geq 0 \) and \( \gamma \geq 0 \). Then there exists \( \bar{\lambda} > 0 \) such that, for every \( \lambda > \bar{\lambda} \), problem \((P_{\lambda,\gamma})\) admits at least two solutions \( u_\lambda, w_\lambda \in H^1_0(\Omega) \cap L^\infty(\Omega) \) with \( u_\lambda \neq w_\lambda \) and \( \|u_\lambda\|_{L^\infty(\Omega)}, \|w_\lambda\|_{L^\infty(\Omega)} \in (r_\alpha, \beta) \). Moreover, one of the following alternatives holds:

1. There exists an unbounded continuum \( \Sigma \subset S \) such that \( \Sigma_\lambda \) has at least two elements.
2. \( S_\lambda \) is infinite.

Even more \( \lim_{\lambda \to +\infty} \|w_\lambda\|_{L^\infty(\Omega)} = \beta \) and, if we assume that \( f \) is nonnegative, and it satisfies \((1.3)\), then \( \lim_{n \to \infty} \|u_{\lambda_n}\|_{L^\infty(\Omega)} = \alpha \) for some sequence \( \lambda_n \to +\infty \).

We observe that in contrast with the semilinear case, \( \gamma = 0 \), due to the lack of a convenient comparison result for the Kirchhoff problem \((P_{\lambda,\gamma})\) we have no information on whether the solutions are ordered or not.

With respect to the plan of the paper, in the second section we show the main nonexistence results for \((P_{\lambda,\gamma})\), we establish the existence of \( \bar{\lambda} \) and main properties of the solution \( w_\lambda \) as a minimum of a truncated functional. The third section is devoted to the existence of the second solution \( u_\lambda \) using some Leray-Schauder degree computations which leads to the continuum alternative. Finally, in the last section we collect all the results leading to the proof of the main result.

## 2. Qualitative Properties of Solutions

In this section we collect the main results concerning with the existence, nonexistence and main properties of solutions to the problem \((P_{\lambda,\gamma})\).

Let us remark that we are mainly interested in positive bounded solutions and the interaction between its \( L^\infty(\Omega) \) norm and the positive zeroes of \( f \). Thus, for
every $k > 0$, we may take
\[ f_k(s) = f(\max\{0, \min\{s, k\}\}), \quad s \in \mathbb{R}. \]  
(2.1)
and consider the truncated problem
\[
\begin{cases}
-\left(1 + \gamma G'(\|\nabla u\|_{L^2(\Omega)})\right) \Delta u = \lambda f_k(u) & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega.
\end{cases}
(P_k)
\]
This truncated problem provides us with bounded solutions to $(P_{\lambda,\gamma})$ as it is stated in the following lemma.

**Lemma 2.1.** Let $u \in H^1_0(\Omega)$ be a weak solution to $(P_k)$, then $u \in L^\infty(\Omega)$ and $u$ is a solution to $(P_{\lambda,\gamma})$ if $\|u\|_{L^\infty(\Omega)} \leq k$. \hfill $\square$

The next result is related to the nonexistence of bounded solutions with a specific $L^\infty(\Omega)$ norm.

**Lemma 2.2.** There is no bounded solution to $(P_{\lambda,\gamma})$ with $L^\infty(\Omega)$ norm equal to $r > 0$ in the following cases:

1. $f(r) \leq 0$.
2. $f(s) > 0$ for every $s \in (\alpha, r]$, $f(\alpha) = 0$ and $\int_{s_0}^r f(s)ds \leq 0$ for some $s_0 \in (0, \alpha)$.

**Proof.** Observe that if $u \in H^1_0(\Omega) \cap L^\infty(\Omega)$ is a solution of $(P_{\lambda,\gamma})$ with $\|u\|_{L^\infty(\Omega)} = r$ and $\|u\|_{H^1_0(\Omega)} = r_0$ then
\[
-\Delta u = \frac{\lambda}{1 + \gamma G'(r_0)} f(u) \equiv \tilde{f}(u).
\]
Thus, the first item is a direct consequence of the strong maximum principle ($\tilde{f}(r) \leq 0$, see [2]) and the second is proved in [5] ($\int_{s_0}^r \tilde{f}(s)ds \leq 0$).

**Remark 2.3.** Combining the results in the previous two lemmas, in the case $f(k) = 0$, any solution $u$ to $(P_k)$ it is also a solution to $(P_{\lambda,\gamma})$ satisfying $\|u\|_{L^\infty(\Omega)} < k$. In addition, we may consider the functional $I_k : H^1_0(\Omega) \to \mathbb{R}$ given by
\[
I_k(u) = \frac{1}{2} \int_{\Omega} |\nabla u|^2 + \frac{1}{2} \gamma G\left(\int_{\Omega} |\nabla u|^2\right) - \lambda \int_{\Omega} \int_0^u f_k(s)ds, \quad u \in H^1_0(\Omega),
\]
and observe that $I_k \in C^1(H^1_0(\Omega))$ and critical points of $I_k$ are solutions to $(P_k)$.

The existence of solution to $(P_k)$ when $f(k) = 0$ is then standard as it is stated in the following lemma:

**Lemma 2.4.** Assume that $f(k) = 0$ for some $k > 0$. Then there exists a solution $u$ to $(P_{\lambda,\gamma})$ with $\|u\|_{L^\infty(\Omega)} < k$.

**Proof.** Observe that, since $f_k$ is bounded (which also implies that any solution of $(P_k)$ belongs to $L^\infty(\Omega)$), the functional $I_k$ is coercive. In addition, $I_k$ is weak lower semicontinuous which implies that $I_k$ has a global minimum $w_\lambda$ which, taking into account Remark 2.3, is a solution of $(P_{\lambda,\gamma})$.

The solution given by Lemma 2.4 may be the trivial one and in the next result we give sufficient conditions to prove that it is not the trivial one. The proof follows closely that of [6] and we include it here for the reader convenience.
Lemma 2.5. Assume that $f(k) = 0$ for some $k > 0$ and that for some $0 < \varepsilon < k$ there exists $0 < s_0 < k - \varepsilon < s_1 < k$ such that

$$
\max_{0 \leq s \leq k-\varepsilon} \left\{ \int_0^s f_k(t)dt \right\} = \int_0^{s_0} f_k(t)dt, \quad \int_{s_0}^{s_1} f_k(t)dt > 0.
$$

Then there exists $\lambda_\varepsilon > 0$ such that $\|w_\lambda\|_{L^\infty(\Omega)} \geq k - \varepsilon$ for every $\lambda > \lambda_\varepsilon$, where $w_\lambda$ is the minimum of $I_k$ established in Lemma 2.4.

Proof. Assume that $\|w_\lambda\|_{L^\infty(\Omega)} < k - \varepsilon$ and observe that, in this case

$$
\int_\Omega \int_0^{w_\lambda} f_k(t)dt \leq \int_\Omega \max_{0 \leq s \leq k-\varepsilon} \left\{ \int_0^s f_k(t)dt \right\} = |\Omega| \int_0^{s_1} f(t)dt - |\Omega| \int_{s_0}^{s_1} f(t)dt.
$$

(2.2)

Now we take $v \in C_0^\infty(\Omega)$ with $\|v\|_{L^\infty(\Omega)} \leq k$ and $v(x) = s_1 > k - \varepsilon$ when $x \not\in \Omega_\delta = \{x \in \Omega : \text{dist}(x, \partial\Omega) < \delta\}$ for some $\delta$.

Therefore, using (2.2) we have:

$$
\int_\Omega \int_0^v f_k(t)dt = \int_\Omega \int_0^{s_1} f_k(t)dt + \int_{\Omega_\delta} \int_0^v f_k(t)dt
$$

$$
= |\Omega| \int_0^{s_1} f(t)dt + \int_{\Omega_\delta} \int_0^{s_1} f(t)dt
$$

$$
\geq |\Omega| \int_0^{s_1} f(t)dt - C|\Omega_\delta|.
$$

Now we fix $\delta > 0$ such that $\eta \equiv |\Omega| \int_{s_0}^{s_1} f(t)dt - C|\Omega_\delta| > 0$ and we have that

$$
I_k(v) - I_k(w_\lambda) \leq \frac{1}{2} \int_\Omega |\nabla v|^2 + \frac{1}{2} \gamma G \left( \int_\Omega |\nabla v|^2 \right)
$$

$$
- \lambda \int_\Omega \int_0^v f_k(t)dt + \lambda \int_\Omega \int_0^{w_\lambda} f_k(t)dt
$$

$$
\leq \frac{1}{2} \int_\Omega |\nabla v|^2 + \frac{1}{2} \gamma G \left( \int_\Omega |\nabla v|^2 \right) - \lambda \eta.
$$

On the other hand for $\lambda > \lambda_\varepsilon \equiv \frac{1}{\eta} \left( \frac{1}{2} \int_\Omega |\nabla v|^2 + \frac{1}{2} \gamma G \left( \int_\Omega |\nabla v|^2 \right) \right)$ (since $v$ is fixed) we have that

$$
I_k(v) < I_k(w_\lambda).
$$

This implies that $\|w_\lambda\|_{L^\infty(\Omega)} > k - \varepsilon$ for every $\lambda > \lambda_\varepsilon$ and we finish the proof.

The following result is concerned with the existence of solution having $L^\infty(\Omega)$-norm between two consecutive zeros $0 < \alpha < \beta$ when $(H)$ is satisfied.

Lemma 2.6. Assume $(H)$ satisfied. Then there exist $\lambda, \overline{\lambda} > 0$ such that

$$
\Lambda = \{ \lambda \geq 0 : (P_{\lambda, \gamma}) \text{ admits solution } u \text{ with } \alpha \leq r_\alpha < \|u\|_{L^\infty(\Omega)} < \beta \}
$$

is a nonempty closed set with $[\lambda, +\infty) \subset \Lambda \subset [\overline{\lambda}, +\infty)$. 
Proof. Using Lemma 2.4 we have the existence of a global minimum \( w_\lambda \) of \( I_\beta \) which is a solution to problem \((P_{\lambda,\gamma})\). This solution may be the trivial one and we will prove now that, for large enough \( \lambda \), \( \|w_\lambda\|_{L^\infty(\Omega)} \in (r_\alpha, \beta) \). This is a consequence of Lemma 2.5 with \( k = \beta, \varepsilon = \beta - \alpha \) and \( s_1 > r_\alpha \). (Moreover, as in the proof of Lemma 2.5 we also have that \( \lim_{\lambda \to +\infty} I_\beta(w_\lambda) = -\infty \).

As a consequence \( [\lambda, +\infty) \subset \Lambda \) for any \( \lambda > \lambda_\varepsilon \). In particular \( \Lambda \neq \emptyset \) and we can take \( \lambda = \inf \Lambda \). Observe that, since \((P_{0,\gamma})\) admits only the trivial solution, \( 0 \notin \Lambda \).

Now we prove that \( \Lambda \) is closed and as a consequence \( \lambda_\varepsilon > 0 \). Let \( \lambda_n \) be a convergent sequence in \( \Lambda \) and denote \( \lambda = \lim_{n \to \infty} \lambda_n \).

Let take \( u_n \in H^1_0(\Omega) \cap L^\infty(\Omega) \) with \( r_\alpha < \|u_n\|_{L^\infty(\Omega)} < \beta \) satisfying

\[
\begin{aligned}
&\left\{- \left( 1 + \gamma G'(\|\nabla u_n\|^2_{L^2(\Omega)}) \right) \Delta u_n = \lambda_n f(u_n) \quad \text{in } \Omega, \\
&u_n = 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]

Observe that the sequence \( \lambda_n f(u_n) \left( 1 + \gamma G'(\|\nabla u_n\|^2_{L^2(\Omega)}) \right)^{-1} \) is bounded in \( L^\infty(\Omega) \). In addition, applying [8, Theorem 6.1] we deduce that the sequence \( u_n \) is bounded in \( C^{0,\gamma}(\Omega) \). Consequently, Ascoli-Arzelà Theorem assures that \( u_n \) possesses a subsequence converging strongly in \( C(\overline{\Omega}) \) to \( u \in L^\infty(\Omega) \) with \( r_\alpha \leq \|u\|_{L^\infty(\Omega)} \leq \beta \).

Moreover, taking \( u_n \) as test function and using that \( f \) is continuous we get that \( u_n \) is bounded in \( H^1_0(\Omega) \). This implies, in particular, that \( u \in H^1_0(\Omega) \) and, up to a subsequence, \( u_n \rightharpoonup u \) weakly in \( H^1_0(\Omega) \). In addition, taking \( u_n - u \) as test function, we can also assure that \( u_n \) strongly converges to \( u \) in \( H^1_0(\Omega) \) and we can pass to the limit and it follows that

\[
\begin{aligned}
&\left\{- \left( 1 + \gamma G'(\|\nabla u\|^2_{L^2(\Omega)}) \right) \Delta u = \lambda f(u) \quad \text{in } \Omega, \\
&u = 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]

Since \( u \) solves \((P_{\lambda,\gamma})\) the strong maximum principle allows us to assure that \( r_\alpha \neq \|u\|_{L^\infty(\Omega)} \neq \beta \) (see Lemma 2.2). Therefore we have proved that \( \lambda \in \Lambda \), i.e. \( \Lambda \) is closed and we conclude the proof.

Remark 2.7. Assume that \((H)\) is satisfied and denote by \( w_\lambda \) the minimum of \( I_\beta \) established in Lemma 2.6 for every \( \lambda \geq \lambda_\varepsilon \). Then, as a consequence of Lemma 2.5, for every \( \varepsilon > 0 \) there exists \( \lambda_\varepsilon > 0 \) such that \( \|w_\lambda\|_{L^\infty(\Omega)} \geq \beta - \varepsilon \) for every \( \lambda > \lambda_\varepsilon \).

Remark 2.8. Observe that when \( f(k) \neq 0 \), Lemma 2.4 also gives a bounded solution to \((P_k)\) which is not necessarily a solution to \((P_{\lambda,\gamma})\) unless it is less than \( k \). Moreover, Lemma 2.5 is also true for solutions to \((P_k)\). Thus, if \( \alpha < k < \beta \), with \( \alpha, \beta \) as in Remark 2.7 we have that the norm of this bounded solution to \((P_k)\) has to be greater than \( k \).

3. Leray-Schauder Degree Computations

In this section we perform the Leray Schauder degree computations to obtain the multiplicity result, again we follow closely [6].
Observe that $u$ solves $(P_{\lambda,\gamma})$ and $\|u\|_{L^\infty(\Omega)} \leq k$ if and only if

$$u = (-\Delta)^{-1} \left( \lambda f_k(u) \left( 1 + \gamma G' \left( \|\nabla u\|^2_{L^2(\Omega)} \right) \right)^{-1} \right) \equiv \Phi_{\lambda,k}(u).$$

Moreover, $\Phi_{\lambda,k} : H^1_0(\Omega) \to \mathbb{R}$ is compact and we can use Leray-Schauder degree theory.

Lemma 3.1. For every $\lambda, k > 0$, there exists $R > 0$ such that $\deg(I - \Phi_{\lambda,k}, B_{R\lambda}(0), 0) = 1$.

Proof. Let us consider $H(t, u) = u - t\Phi_{\lambda,k}(u)$, for every $t \in [0,1]$ and $u \in H^1_0(\Omega)$. Since solutions to $H(t, u) = 0$ are bounded in $L^\infty(\Omega)$ we have that they are also bounded in $H^1_0(\Omega)$ and, for big enough $R > 0$, $H$ is a valid homotopy and the result follows.

Observe that $R$ depends on $\lambda$ and $k$ but it can be chosen constant in compact sets.

Now we denote by $S_k$ to the set of solutions to $(P_{\lambda,\gamma})$ with $L^\infty(\Omega)$-norm less that $k$. Recall that, when $f(k) = 0$, $S_k$ is the set of solutions to $(P_k)$. Let us denote

$$U_{\varepsilon,k} = \{v \in H^1_0(\Omega) : \text{dist}(v, S_k) < \varepsilon \}.$$

Lemma 3.2. Let $0 < \alpha < \beta$ be two consecutive zeroes of $f$ and $\lambda > 0$. Then there exists $\varepsilon > 0$ such that $\deg(I - \Phi_{\lambda,\beta}, U_{\varepsilon,\alpha}, 0) = 1$ for every $0 < \varepsilon < \varepsilon$.

Proof. It is clear that $\deg(I - \Phi_{\lambda,\alpha}, U_{\varepsilon,\alpha}, 0) = 1$ since there is no solution of $u = \Phi_{\lambda,\alpha}(u)$ in $B_R(0) \setminus U_{\varepsilon,\alpha}$.

Let us consider $H(t, u) = u - t\Phi_{\lambda,\alpha}(u) + (1-t)\Phi_{\lambda,\beta}(u)$, for every $t \in [0,1]$ and $u \in H^1_0(\Omega)$. We claim that $H$ is a valid homotopy for small $\varepsilon$ which implies the final result. Indeed, assume on the contrary that for some $\varepsilon_n \to 0$, $t_n \to t \in [0,1]$ and $u_n \in \partial U_{\varepsilon_n,\alpha}$ we have that

$$u_n = t_n\Phi_{\lambda,\alpha}(u_n) + (1-t_n)\Phi_{\lambda,\beta}(u_n),$$

or equivalently

$$- \left( 1 + \gamma G' \left( \|\nabla u_n\|^2_{L^2(\Omega)} \right) \right) \Delta u_n = \lambda(t_n f_\alpha(u_n) + (1-t_n)f_\beta(u_n)).$$

Whenever $\|u_n\|_{L^\infty(\Omega)} \leq \alpha$, since $f_\beta(u_n) = f_\alpha(u_n)$ we have that $u_n \in S_\alpha$ which is a contradiction with the fact that $u_n \notin \partial U_{\varepsilon_n,\alpha}$, in particular $\|u_n\|_{L^\infty(\Omega)} > \alpha$. Moreover, since $f_\beta(s) = f_\alpha(s) = 0$ for every $s \geq \beta$, using Lemma 2.2 we have that $\|u_n\|_{L^\infty(\Omega)} < \beta$.

Observe that $\lambda(t_n f_\alpha(u_n)+(1-t_n)f_\beta(u_n)) \left( 1 + \gamma G' \left( \|\nabla u_n\|^2_{L^2(\Omega)} \right) \right)^{-1}$ is bounded in $L^\infty(\Omega)$ and, applying [8, Theorem 6.1] we deduce that the sequence $u_n$ is bounded in $C^{0,\gamma}(\Omega)$. Consequently, Ascoli-Arzelà Theorem assures that $u_n$ possesses a subsequence converging strongly in $C(\Omega)$ to $u \in L^\infty(\Omega)$ with $\alpha \leq \|u\|_{L^\infty(\Omega)} \leq \beta$.

Moreover, taking $u_n$ as test function we get that $u_n$ is bounded in $H^1_0(\Omega)$. This implies, in particular, that $u \in H^1_0(\Omega)$ and, up to a subsequence, $u_n \to u$ weakly.
in $H^1_0(\Omega)$. In addition, taking $u_n - u$ as test function, we can also assure that $u_n$ strongly converges to $u$ in $H^1_0(\Omega)$ and we can pass to the limit and it follows that
\[
\begin{cases}
- \left(1 + \gamma G' \left(\|\nabla u\|_{L^2(\Omega)}^2\right)\right) \Delta u = \lambda (tf_\alpha(u) + (1-t)f_\beta(u)) & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega.
\end{cases}
\]

Even more, since $\varepsilon_n \to 0$ and $u_n \in U_{\varepsilon_n,\alpha}$ we have that $u \in S_\alpha$ which also implies that $\|u\|_{L^\infty(\Omega)} < \alpha$ and this is a contradiction.

With the notation of Lemma 2.6, let us take now $\lambda \in \Lambda$ and denote $w_\lambda$ the solution of $(P_{\lambda,\gamma})$ with $r_\alpha < \|w_\lambda\|_{L^\infty(\Omega)} < \beta$. Let us denote $\Lambda_1 \subset \Lambda$ such that $w_\lambda$ is the minimum of $I_\beta$ and let us recall that $[\overline{\lambda}, +\infty) \subset \Lambda_1$. Observe that, by definition of $\Lambda$, $w_\lambda \not\in S_\alpha$, in particular we can take $0 < \varepsilon < \overline{\varepsilon}$ such that $U_{\varepsilon,\alpha} \cap B_\varepsilon(w_\lambda) = \emptyset$ for every $0 < \varepsilon < \overline{\varepsilon}$. In the following lemma we prove multiplicity of solution for every $\lambda \in \Lambda_1$.

**Theorem 3.3.** Assume that $(H)$ is satisfied. For every $\lambda_0 \in \Lambda_1$ one of the following multiplicity results holds:

1. $w_{\lambda_0}$ is not an isolated solution to $(P_{\lambda_0,\gamma})$.
2. There exists an unbounded continuum $\Sigma \subset \{ (\lambda, u) : u \text{ solves } (P_{\lambda,\gamma}) \}$ such that $(\lambda_0, w_{\lambda_0}) \in \Sigma$ and there exists a second solution $v_{\lambda_0} \neq w_{\lambda_0}$ with $(\lambda_0, v_{\lambda_0}) \in \Sigma$.

**Proof.** Observe that whenever $w_{\lambda_0}$ is isolated, taking into account that it is a minimum for $I_\beta$, it is proved in [10, Theorem 1.1] that
\[
\text{deg}(I - \Phi_{\lambda_0,\beta}, B_\varepsilon(w_{\lambda_0}), 0) = 1, \varepsilon < \overline{\varepsilon}.
\]

Hence we may use [1, Theorem 4.4.1] to deduce the existence of the unbounded continuum $\Sigma$ with $(\lambda_0, w_{\lambda_0}) \in \Sigma$. For the existence of the second solution $v_{\lambda_0}$ with $(\lambda_0, v_{\lambda_0}) \in \Sigma$ we use the ideas of [1, Theorem 4.4.2] in the interval $[a, b]$ with $a < \lambda$ and $b = \lambda_0$, $U_1 = B_\varepsilon(w_{\lambda_0})$ and taking into account that $U$ may depend continuously on $\lambda$. Therefore we take

- $\Sigma_\alpha = \{(\lambda, u) : \lambda \in [a, b], u \text{ solves } (P_{\lambda,\gamma}), \|u\|_{L^\infty(\Omega)} \leq \alpha\}$,
- $V_{\varepsilon,\alpha} = \{(\lambda, v) \in \mathbb{R} \times H^1_0(\Omega) : \text{dist}((\lambda, v), \Sigma_\alpha) < \varepsilon\}$,
- $V_{\varepsilon,\alpha}(\lambda) = \{u \in H^1_0(\Omega) : (\lambda, u) \in V_{\varepsilon,\alpha}\}$ and
- $U(\lambda) = B_R(0) \setminus \overline{V_{\varepsilon,\alpha}(\lambda)}$, for every $\lambda \in [a, b]$.

By construction we have that $(P_{\lambda,\gamma})$ has no solution on $\partial V_{\varepsilon,\alpha}(\lambda)$ for every $\lambda \in [a, b]$ and $(P_{a,\gamma})$ has no solutions in $V_{\varepsilon,\alpha}(a)$ and the result follows as in [1, Theorem 4.4.2].

**Remark 3.4.** Observe that $\text{deg}(I - \Phi_{\lambda_0,\beta}, B_\varepsilon(w_{\lambda_0}), 0) = 1$ also implies, by the excision property combined with Lemma 3.1 and Lemma 3.2, that $\text{deg}(I - \Phi_{\lambda_0,\beta}, B_R(0) \setminus (U_{\varepsilon,\alpha} \cup B_\varepsilon(w_{\lambda_0})), 0) = -1$ which also gives the multiplicity result.

4. **Proof of Theorem 1.1 Completed**

We can take $\overline{\lambda}$ given by Lemma 2.6. Thus, for every $\lambda > \overline{\lambda}$, Lemma 2.6 provides us with the solution $w_\lambda$ with $\|w_\lambda\|_{L^\infty(\Omega)} \in (r_\alpha, \beta)$ as the minimum of $I_\beta$. 
The existence of the second solution $u_\lambda$ is consequence of Theorem 3.3 which also provides the multiplicity alternatives. Observe that, since no solution exist with $L^\infty(\Omega)$ norm in $[\alpha, r_\alpha]$ (see Lemma 2.2), then $u_\lambda \in \Sigma_\lambda$ implies $\|u_\lambda\|_{L^\infty(\Omega)} \in (r_\alpha, \beta)$.

As a consequence of Lemma 2.5 (see also Remark 2.7) we have that

$$\lim_{\lambda \to +\infty} \|w_\lambda\|_{L^\infty(\Omega)} = \beta.$$ 

Thus, only remains to prove that, if we assume that $f$ is nonnegative and it satisfies (1.3) then $\lim \|u_{\mu_n}\|_{L^\infty(\Omega)} = \alpha$ for some divergent sequence $\mu_n$. Indeed, in this case $r_\alpha = \alpha$ and this is a consequence of the results in [3] where it is proved the existence of $v_\lambda$ solution to

$$\begin{cases}
-\Delta u = \lambda f(u) & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}$$

with $\lim_{\lambda \to +\infty} \|v_\lambda\|_{L^\infty(\Omega)} = \alpha$ and $\|v_\lambda\|_{L^\infty(\Omega)} > \alpha$. Thus, given $\lambda_n \to +\infty$ we can take $\mu_n = \lambda_n \left(1 + \gamma G' \left(\|\nabla v_{\lambda_n}\|_{L^2(\Omega)}^2\right)\right)$ and $u_{\mu_n} = v_{\lambda_n}$. Since $G' \geq 0$ we have that $\mu_n \to +\infty$ and the proof is completed. 

**Remark 4.1.** Let us observe that the multiplicity result cannot be deduced directly from the know results for the semilinear case. More precisely, given $u$ a solution to the semilinear problem (4.1) then $u$ is also a solution to

$$\begin{cases}
-\left(1 + \gamma G' \left(\|\nabla u\|_{L^2(\Omega)}^2\right)\right) \Delta u = \mu f(u) & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}$$

with $\mu = \left(1 + \gamma G' \left(\|\nabla u\|_{L^2(\Omega)}^2\right)\right) \lambda$. This means that, for fixed $\lambda$, multiple solutions to (4.1) may lead to solutions to (4.2) for different values of the parameter $\mu$.

This is not enough to describe the global behavior in the case $\gamma \neq 0$ since the reverse depend on $G$ and $\|u\|_{H^1(\Omega)}$:

$$\lambda = \frac{\mu}{1 + \gamma G' \left(\|\nabla u_\mu\|_{L^2(\Omega)}^2\right)},$$

and we can assure that $u_\mu$ is a solution to (4.1) for this value of $\lambda$ but we cannot assure that it is precisely $v_\lambda$.

**Remark 4.2.** As in the semilinear case, depending on the behavior of $f$ below $\alpha$ and above $\beta$, the results proved in this paper may lead to the existence of solutions with $L^\infty(\Omega)$ norm less that $\alpha$ or greater than $\beta$. Even more, the existence of multiple zeroes of $f$ may lead to a more general multiplicity result.

**Acknowledgements**

Research supported by Ministerio de Ciencia, Innovación y Universidades (MCIU), Agencia Estatal de Investigación (AEI) and (FEDER) Fondo Europeo de Desarrollo Regional under Research Project PGC2018-096422-B-I00 and Junta de Andalucía, Consejería de Transformación Económica, Industria, Conocimiento y Universidades-Unión Europea grant P18-FR-667. First and third author supported by
Junta de Andalucía FQM-116. Second author supported by Junta de Andalucía FQM-194 and CDTIME. Third author supported by Junta de Andalucía, Consejería de Transformación Económica, Industria, Conocimiento y Universidades grant UAL2020-FQM-B2046.

**Funding** Funding for open access charge: Universidad de Granada / CBUA.

**Open Access.** This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit [http://creativecommons.org/licenses/by/4.0/](http://creativecommons.org/licenses/by/4.0/).

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

**References**

[1] Ambrosetti, A., Arcoya, D.: An Introduction to Nonlinear Functional Analysis and Elliptic Problems. Springer Science & Business Media, Berlin (2011)

[2] Ambrosetti, A., Hess, P.: Positive solutions of asymptotically linear elliptic eigenvalue problems. J. Math. Anal. Appl. 73(2), 411–422 (1980)

[3] Barrios, B., García-Melián, J., Iturriaga, L.: Semilinear elliptic equations and nonlinearities with zeros. Nonlinear Anal. 134, 117–126 (2016)

[4] Brown, K.J., Budin, H.: On the existence of positive solutions for a class of semilinear elliptic boundary value problems. SIAM J. Math. Anal. 10, 875–883 (1979)

[5] Dancer, E.N., Schmitt, K.: On positive solutions of semilinear elliptic equations. Proc. Amer. Math. Soc. 101(3), 445–452 (1987)

[6] Hess, P.: On multiple positive solutions of nonlinear elliptic eigenvalue problems. Comm. Partial Differen. Equ. 6(8), 951–961 (1981)

[7] García-Melián, J., Iturriaga, L.: Multiplicity of solutions for some semilinear problems involving nonlinearities with zeros. Israel J. Math. 210(1), 233–244 (2015)

[8] O.A. Ladyzhenskaya, Uraltseva N.N.: Linear and Quasilinear Elliptic Equations, Academic Press, New York, London, 1968. Translated from Russian by Scripta Technica, Inc. Translation editor: Leon Ehrenpreis

[9] Liu, Z.: Positive solutions of a class of nonlinear elliptic eigenvalue problems. Math. Z. 242(4), 663–686 (2002)

[10] Rabinowitz, P.H.: A note on topological degree for potential operators. J. Math. Anal. Appl. 51, 483–492 (1975)
David Arcoya  
Departamento de Análisis Matemático, Campus Fuentenueva S/N  
Universidad de Granada  
18071 Granada  
Spain  
e-mail: darcoya@ugr.es

José Carmona and Pedro J. Martínez-Aparicio  
Departamento de Matemáticas  
Universidad de Almería Ctra. Sacramento s/n  
La Cañada de San Urbano  
04120 Almería  
Spain  
e-mail: jcarmona@ual.es

Pedro J. Martínez-Aparicio  
e-mail: pedroj.ma@ual.es

Received: May 13, 2022.  
Accepted: August 24, 2022.