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Abstract
This paper compares four prediction methods, namely random forest regressor (RFR), SARIMAX, Holt-Winters (H-W), and the support vector regression (SVR), to forecast the total CO2 emission from the paddy crop in India. The major objective of this study is to compare these four models and suggest an effective model for the prediction of total CO2 emission. Data from 1961 to 2018 has been categorised into two parts: training and test data. The study forecasts total CO2 emission from paddy crops in India from 2019 to 2025. A comparison of mean absolute percentage error (MAPE) and the mean square error (MSE) highlights the differences in accuracy among the four models. The mean absolute percentage error (MAPE) and the mean square error (MSE) for the four methods are RFR (MAPE: 5.67; MSE: 549,900.02), SARIMAX (MAPE: 1.67; MSE:70,422.35), H-W (MAPE:0.75; MSE:16,648.58), and SVR (MAPE: 0.91; MSE: 17,832.4). The values of MAPE and MSE with the Holt-Winters (H-W) and the support vector regression (SVR) are relatively low as compared to SARIMAX and RFR. Based on these results, it can be inferred that H-W and SVR were found suitable models to forecast the total CO2 emission from paddy crops. Holt-Winters model predicted 14,364.97 for the year 2025, and SVR predicted 13,696.67 for the year 2025. The decision-maker can use these predictions to build a suitable policy for the future. This approach can be contrasted with other forecasting methods, such as the neural network, and train the model to achieve better forecast accuracy.
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Introduction
Maize, paddy, and wheat are the three major crops, and these make more than fifty percent of the food intake of the human population. Wheat is the highest cultivated crop (214 million ha annually), followed by rice (154 million ha annually) and maize (140 million ha annually). As far as consumption is concerned, human beings consume 85 percent of rice, 72 percent of wheat, and 19 percent of maize. Rice being the main food for more than fifty percent of the population is grown worldwide. In the global market, the USA sells half of its rice production annually. There are two rice varieties, i.e. long-grain rice and short-grain rice, grown in the three regions in the South USA and one region in California, respectively (USDA ERS—Rice, 2020).

World trade in rice in the financial year 2021 is expected to be 45.6 million tonnes, with an increase of 0.8 million from the previous estimate and 2% more than the previous year. India accounts for much of the upward revision in the global export outlook, while Bangladesh accounts for much of the upward revision of global imports. Moreover, much
of Bangladesh’s increased imports is primarily projected to be supplied by India (USDA ERS—Rice, 2021).

With the rapid increment in paddy production in India, the emission of CO2 from paddy crop has increased dramatically. Reducing CO2 emissions is one of India’s biggest issues for sustainable development. Under the anaerobic state of submerged soils of flooded paddy fields, methane is emitted, and much of it escapes from the soil into the atmosphere (FAO, 2020).

Crop and fodder residues consist of nitrogen oxide (N2O) left at the agriculture field. A source of direct and indirect emission of nitrogen is one of the vital components of greenhouse gases. The formation N2O is due to the process of nitrification. De-nitrification is deposited after the leaching process and re-deposition/volatilisation (FAOSTAT, FAO, 2020). Rising GHG in the atmosphere increases temperature and is a major cause of concern for the whole world. The two leading gases which cause global warming are methane (15%) and nitrous oxide (5%) (Watson et al., 1996). The concentration of these two gases is rising by 3.0% and 0.22% annually in the atmosphere (Battle et al., 1996). The production of irrigated lowland rice plays a pivotal role in feeding the rapidly growing population of the world, but at the same time, it has been contributing emission of CH4 and N2O. It is claimed that the use of inorganic fertiliser with flooded water is contributing to this anoxic situation (Kanno et al., 1997). In the future, due to rapid development and environmental concerns, the agriculture sector may have to face intensified competition from other sectors for the use of water (Mancosu et al., 2015).

The high water-intensive crops like lowland rice put a stretch on the availability of irrigated water (Kima et al. 2014.). Therefore, in a sustainable climate zone, the primary challenge is to provide food with a limited water supply to the growing population. Through various studies, it has been observed that fertiliser use, irrigation times, and soil properties play a dominant role in the emission of greenhouse gases (Wu et al. 2014). However, the tradeoff for GHG emissions in the rice production process remains possible without overlapping the production of the two gases. The waterlogged state of continuously flooded rice production environments creates an anoxic atmosphere beneficial to methane production by anaerobic methanogenic archaea (Cai et al., 1999). At the same time, the emission of N2O is related to microbial de-nitrification and nitrification processes that are largely dependent on the degree of soil anaerobicity and nitrate content (Suddick et al., 2011). However, if the emission of CO2 from paddy continues in India, it will create a dangerous situation, and soon it will certainly affect the ecosystem and human beings.

Hence, it is essential to reduce or stop the emission of CO2 from paddy by applying a sustainable method of paddy production. Carbon emissions prediction can provide a scientific basis for the proposition measures of emission reduction. Therefore, in the present paper, multivariable prediction models based on SARIMAX, random forest regressor, Holt-Winters, and support vector regression (SVR) are proposed as direct and indirect and total for carbon emissions from the paddy crops in India. The method of ADF is introduced to know the stationarity and non-stationarity in CO2 emission time series data. In the paper, all models (SARIMAX, random forest regressor, and Holt-Winters) of CO2 emission show excellent performance in forecasting carbon emissions from paddy in India. However, the performance of Holt-Winters and SVR methods in forecasting carbon emissions from paddy in India is relatively better. The experimental results highlight that the Holt-Winters method and support vector regression (SVR) yield higher prediction accuracy than the SARIMAX and random forest regressor (RFR) model for predicting CO2 emissions from the paddy crop in India. This paper has applied and suggested Holt-Winters and SVR for forecasting the emission of CO2 from the paddy crop in India. The accurate prediction of the CO2 emission from paddy will help India formulate a reasonable policy related to CO2 emissions control from paddy. The Holt-Winters algorithm smooths out a time series and helps to use the data to predict interest areas. Exponential smoothing allocates diminishing weights and values against historical data to reduce past data weight values (Ferbar Tar & Strmčnik, 2016).

SVR is a useful and scalable method that allows the user to overcome the shortcomings of the distribution properties of the underlying variables, the geometry of the data, and the common issue of model overfitting (Awad & Khanna, 2015). The SVR prediction model was used to predict carbon dioxide emissions (Zhu et al., 2020). Shuai Yang et al. (2018) tried to predict the CO2 emission using SVR of Chongqing from 1997 to 2015. Zhu et al. (2020) have used SVR model to predict the emission of CO2 and evaluated the sensitivity of gross domestic production, urbanisation rate, population, the structure of energy consumption, industrial structure, and energy intensity influencing the carbon dioxide emission in China. Saleh et al. (2016) have applied the support vector machines to predict carbon (CO2) emission expenditure. Some other methods also have been using time to time to predict GHG emissions from different industries. Safa et al. (2016) have used an artificial neutral network (ANN) and multiple linear regression model (MLR) to simulate CO2 emission from wheat farms in New Zealand (Canterbury region). ANN was also used to predict output energy and GHS emissions in potato production in Iran by Khoshnevisan et al. (2014). Lehuger et al. (2011) conducted a study to forecast and mitigate the net greenhouse gas emission of crop rotations in Western Europe. Blagodatsky and Smith (2012) made an effort for the better mechanistic greenhouse gas emission prediction from the soil. A model was developed to predict CO2 emission based on the
revised version Stochastic Impacts by Regression on Population, Affluence, and Technology model and used to simulate energy-related CO2 emissions in five scenarios (Qian et al., 2020). Wang and Yang (2018) have used multivariable prediction models based on GM(1, N) and SVM for carbon emission from the manufacturing industry in Chongqing. Marjanović et al. (2016) have developed the extreme learning machine to predict GDP based on CO2 emission. The ELM results have been compared with genetic programming and ANN. Eventually, this study is demonstrated that EML can be utilised effectively in the application of GDP forecasting. Min and Rulík (2020) used tillage management practices on CO2 fluxes on an experimental rice paddy field in Myanmar. Lin et al. (2011) applied the grey forecasting model to predict future CO2 emissions in Taiwan from 2010 to 2012. The Denitrification and Decomposition (DNDC) model was used by Pathak et al. (2005) to calibrate and validate the field experiments and also used to evaluate the ability to simulate methane (CH4), carbon dioxide (CO2), and nitrous oxide (N2O) emissions with various management practices in Indian rice fields. MK and V (2020) used machine learning to better predict the relationship between CO2 emission and economic growth. Long et al. (2018) evaluated major determinants of CO2 emission intensity from Chinese agriculture during 1997–2014. A nonlinear approach was applied to know the causality among carbon emissions from energy consumption, agriculture, fertiliser, and cereal food production in Pakistan (Koondhar et al., 2021). Prediction of CO2 emissions was conducted in applying ARIMA models in India (Nyoni & Bonga, 2019). Rahman and Hasan (2017) applied ARIMA forecasting approach to predict carbon dioxide emissions in Bangladesh. Xu et al. (2021) has used a hybrid ARIMA-LSTM prediction model based on the SPEI for drought prediction.

Data

Greenhouse gas emissions are given as direct, indirect, and cumulative by area, regions, and particular categories, with the global coverage compared to the period 1961–present (with annual updates) and forecasts for 2030 and 2050, for the gases N2O and CO2eq, by crop and N residue content (FAOSTAT, FAO,2020).

The emission of CO2 (direct, indirect, and total) data was collected from the open-source Food and Agriculture Organization (FAO,2020) from 1961 to 2018.

Models training validation and testing

The trend of direct, indirect, and total emission of CO2 was found similar (Fig. 1). Therefore, we have analysed only the total emission of CO2 in gigagrams (Gg). In this study, CO2 emission data was divided into training data and test data, where training data covers from 1961 to 2015 and test data covers for 2016 to 2018.

The present study conducted long-term forecasts for 7 years (2019 to 2025) based on training and test data. Python software was used to run SARIMAX and random forest model for prediction. To calculate error in the model, testing and actual data were compared for 2016 to 2018. In interpreting the predictions, we have used the forecasting accuracy measure MAPE (mean absolute percentage error) (Kim & Kim, 2016).

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{A_i - F_i}{A_i} \right|
\]

(1)

The mean square error is.

\[
MSE = \frac{\sum_{i=1}^{n} (A_t - F_t)^2}{N}
\]

(2)

where \(A_t\) = actual values at data time \(t\) and \(F_t\) = forecast value at data time \(t\).

ML models such as ANN, GM, and SVM are intended to make the most precise predictions possible, whereas statistical models such as H-W, SVR, SARIMAX, and RFR are intended to infer associations between variables. Models in machine learning are defined simply by their performance, operating as a BlackBox. On the other hand, statistical modelling is more concerned with identifying correlations between variables and their significance and making predictions.

SARIMAX

The SARIMAX method is an extension of the SARIMA model, improved by adding exogenous variables to improve its forecasting efficiency.

Hence, the model is called seasonal ARIMA with an exogenous factor (i.e. SARIMAX) and commonly expressed mathematically as follows (Vagropoulos et al., 2016):

![Fig. 1 Direct, indirect, and total emission of CO2 from rice paddy crop in India](image-url)
where \( k, t, \) and \( x' \) are the vector, including the \( k \)th explanatory input variables at time \( t \) and \( \beta_k \) is the \( k \)th exogenous input variable's coefficient value. The stationarity and invertibility conditions are as of ARMA methods.

**Random forest regressor (RFR)**

Random forest regressor is a bagging-based supervised learning algorithm used in this paper for time series prediction. The algorithm is based on random sampling with replacement, i.e. bagging the data and creating a set of decision trees.

These decision trees have the problem of getting overfitted easily; therefore, the random forest has a regularising effect by the inclusion of randomness.

Decision trees have been made by recursively splitting the dataset so that there is maximum information gain where information content is represented by:

\[
I = - \sum p_i \log_2(p_i)
\]

where \( p_i \) is the probability of a particular category of values. The decision tree reaches to a particular prediction by using a set of decisions learned from the data and parsing the data through the tree until a leaf node is reached. Random forest considers several decision tree weak learners and accumulate their independent predictions by averaging them as depicted in Fig. 2 (Fig. 3).

**Holt-Winters**

Holt-Winters prediction method has been categorised into multiplicative Holt-Winters and additive Holt-Winters.

The equation of multiplicative Holt-Winters is described as (Ferbar Tratar & Strmčnik, 2016):

\[
\hat{y}_t = a \frac{y_t}{S_{t-m}} + (1 - a)(\hat{y}_{t-1} + b_{t-1})
\]

\[
b_t = \beta^* + (\hat{y}_t - \hat{y}_{t-1})(1 - \beta^*)b_{t-1}
\]

\[
S_t = \gamma \left( \frac{y_t - \hat{y}_t}{\hat{y}_{t-1}} - b_{t-1} \right) + (1 - \gamma)S_{t-m}
\]

\[
F_{t+m} = (L_t + b_{t+m})S_{t-s+m}
\]

The component form for the additive method is:

\[
\hat{y}_t = a(y_t - S_{t-m})(1 = a)(\hat{y}_{t-1} + b_{t-1})
\]

**Support vector regression method**

Due to small samples with nonlinear features, the support vector machine approach is used to evaluate the selected results. SVM is one of the mathematical theory-based machine learning approaches suggested by Cortes and Vapnik in 1995 (Cortes & Vapnik, 1995).

It offers excellent results for small samples, nonlinear, and high-dimensional pattern recognition (Cui et al., 2008).

The support vector machine, also called SVR for regression, supports vector thinking and the Lagrange multiplier process, and data can be evaluated. The basic function of the support vector regression is given by (Cortes & Vapnik, 1995; Cui et al., 2008; Chang & Lin, 2011; Cherkassky & Ma, 2004; Baydaroğlu & Koçak, 2014):

\[
f(x) = \omega \int p(x) + b
\]
Results

Decomposition of the time series record of direct emission of CO₂ from paddy in India is categorised into trend, seasonality, and random noise. Stat model has been used for seasonal decomposition and the time series frequency, which is the periodicity of the data from 1961 to 2018.

Hence, the model is:

\[
\text{Additive model} = \text{Trend} + \text{seasonality} + \text{Random Noise}
\]

(14)

The additive model is useful when the seasonal variation is relatively constant over time. The multiplicative model is useful when the seasonal variation increases over time.

Forecasting test and error in the model

The analysis highlights that there has been continuing enhancement in direct, indirect, and total emission of CO₂ from paddy crops from 1961 to 2018. In India, it is caused by the conventional method of paddy production. Rice is cultivated in wet, waterlogged soils. Farmers historically flood rice paddies during the growing season—a process known as continuous flooding—providing optimal conditions for microbes that emit significant quantities of methane. Simple improvements to agricultural practices will dramatically minimise these methane emissions and reduce the water used during the planting season. Sustainable crop yield practices that minimise water consumption and the need for fertilisers will monitor rising methane emissions and ensure the livelihoods of millions of smallholder rice farmers.

The objective of the current paper is to predict the data for the emission of CO₂ through SARIMAX, random forest regressor, Holt-Winters, and support vector regression (SVR) and compare the results of these four models to find out the most effective. Actual and predicted results of RFR, SARIMAX, SVR, and H-W are shown with the help of Figs. 4, 5, and 6, respectively.

At the initial stage, SARIMAX and random forest regressor (RFR) techniques were applied to predict the CO₂ emission from 2019 to 2025 and the basis of training (1961–2011) and tested data (2016–2018). Holt-Winters and SVR models were also applied to compare the efficacy for CO₂ emission from paddy crops in India Fig. 7.

For checking the accuracy of different methods, a comparison of mean absolute percentage error and mean square error from the test data results has been made. Tables 1 and 2 compare accuracy values and the forecasting results of direct emission of CO₂ from paddy crop in India for the period 2019 to 2025 of each method, respectively. Table 1
and Fig. 8 show that the actual CO2 emission from paddy forecasted CO2 emission, mean absolute percentage error (MAPE), and mean square error (MSE) obtained from random forest regressor (RFR), SARIMAX, Holt-Winters (H-W), and support vector regression (SVR) models. The results were estimated and compared using MAPE and MSE for the RFR, SARIMAX, RFR, and H-W. Table 1 also shows that MAPE and MSE values with H-W (0.75; 16,648.58) and SVR (0.91; 17,832.4) were relatively low compared to RFR and SARIMAX. Holt-Winters is a method for modelling three characteristics of a time series: the average value, the slope (trend) across time, and the cyclical repeating pattern (seasonality).

On the other hand, SVR is a machine learning model that aims to minimise the error by discovering a function that places more of the original points inside the tube created by the hyperplane and its border while lowering slack. The comparison was carried out to gather the best characteristics from both models and create a hybrid model. It shows that the comprehensive performance of H-W and SVR models is much better than that of the SARIMAX and RFR with the total emission of CO2 from paddy crops in India. However, the accuracy level of Holt-Winter is relatively high as compared to any other model used in the current study, including SVR. The Holt-Winters model is one of the most popular forecasting algorithms (Trull et al., 2020) and was applied to estimate the trend in overall emissions of organic water contaminants, as well as the exposure of the textile industry to pollution for the top polluters in Eastern Europe, i.e. Poland and Romania (Paraschiv et al., 2015). It has ensured the best predicting values for long-term thermal load forecasting and weekly short-term heat load forecasting (Ferbar Tratar & Strmčnik, 2016).

Finally, we forecasted the total emission of CO2 from paddy in India with all the above four models from 2019 to 2025 in Table 2, but the finding of the current study suggests that H-W should be used to predict CO2 emission from paddy crops in India for more accurate results.

**Prediction of the total emission of CO2 by random forest regressor (RFR)**

The amounts of modelling results by RFR model from 2019 to 2025 are shown in Table 2. The total emission of CO2 from paddy crop in India is predicted to be stagnant around 12,307.2 Gg from 2019 to 2025 by RFR model. But, the accuracy results of the RFR model are not good, and the MAPE value of the RFR model is 5.67 (MSE: 549,900.02), which is relatively high compared to that of the SARIMAX, H-W, and SVR models.

**Prediction of the total emission of CO2 by SARIMAX**

The values of modelling estimates of SARIMAX model from 2019 to 2025 are shown in Table 2. The total emission of CO2 from paddy crop in India will be exceeding 13,000 Gg in 2021, and it is predicted to be 13,016.1 Gg in 2021 and also predicted to increase slowly to 13,484.9 Gg in 2025. The MAPE value of SARIMAX is recorded at 1.67 (MSE: 70,422.35).

**Prediction of the total emission of CO2 by Holt-Winters (H-W)**

The values of forecasting results of the Holt-Winters (H-W) model from 2019 to 2025 are shown in Table 2. The predictions of the total CO2 emission from paddy crop in India are 13,378.38; 13,115.06; 13,240.67; 13,387.51; 13,953.16; 13,954.15; and 14,364.97 from 2019 to 2025, respectively, given in Table 2. The MAPE value for 2019–2025 was 0.75 percent (MSE: 16,648.58) to validate the data. Notably, this model (H-W) is predicted to exceed fourteen thousand by 2025, a major concern to be taken in the centre to reduce CO2 emission from paddy in India. Reduction of CO2, CH4 emission is important to prevent the average temperature of the atmosphere (Minamikawa & Sakai, 2006; Tokida et al., 2010). Climate change is primarily an issue with so much carbon dioxide (CO2) in the atmosphere. This carbon overload is caused mainly by burning fossil fuels such as gas, oil, and coal or by chopping down and burning trees (Kazmeyer, 2018), (UCSUSA, 2017).
Prediction of the total emission of CO2 by the support vector regression (SVR)

The support vector regression (SVR) prediction model forecasted total emission of CO2 from the paddy crop in India for 2018–2025 based on training and test data. The value of SVR model shows that total CO2 emission from paddy in India will reach 13,696.63 Gg in 2025. We obtained the mean absolute percentage error (MAPE) 0.91 and 17,832.4, respectively.

Discussion

Rice is the most important food crop for consumption worldwide. It is a staple crop for the majority of the population in the world. Rice is being cultivated in an area of 154 million ha worldwide (FAO, 2012), and the demand of use of rice will increase by around 24% in the next 20 years (Van Nguyen & Ferrero, 2006). However, the cultivation of rice crops adds to the most prominent greenhouse gases (GHGs) emission, mainly CH4 and N2O. Rice cultivation attributes around 30% and 11% of global agricultural CH4 and N2O
Fig. 7  H-W prediction results

Table 1  Results of fitting direct emission of CO2 from paddy from 2016 to 2018 in India

|       | Actual   | RFR      | APE | SARIMAX (0,1,1) APE | H-W APE | SVR APE | MAPE   | MSE    |
|-------|----------|----------|-----|---------------------|---------|---------|--------|--------|
| 2016  | 12,488.28| 11,594.3 | 7.16| 12,505              | 0.13    | 12,468.05| 0.16   | 12,636.13|
| 2017  | 12,778.5 | 12,275.2 | 3.94| 12,539.7            | 1.87    | 12,994.86| 1.69   | 12,753.97|
| 2018  | 13,047.98| 12,275.2 | 5.92| 12,655.6            | 3.01    | 12,995.78| 0.4    | 12,871.81|

MAPE 5.67  MAPE 1.67  MAPE 0.75  MAPE 0.91
MSE 549,900.02  MSE 70,422.35  MSE 16,648.58  MSE 17,832.4
emissions, respectively (NEPIS|US EPA, 2006). Anastasi et al. (1992) estimated that methane emissions from rice crops would be increased to 145 Tg year$^{-1}$ by 2025. Production of rice has been identified as a major source of GHGs emissions, such as CH$_4$, N$_2$O, and CO$_2$ (Zou et al., 2005; Babu et al., 2005; Linquist et al., 2012). Carbon dioxide (CO$_2$) emissions from paddy crops are a subject of discussion among policymakers. It is not possible to refuse that the idea of sustainable development stimulates their enquiry into this arena. The principal purpose of this work is to use the Holt-Winters (H-W) techniques to predict carbon dioxide emissions from paddy crop cultivation in India. The management of CO$_2$ emissions from the paddy fields is very important in mitigating climate change and maintaining a sustainable environment. Recently, a study suggests that reducing GHG emissions will help prevent around 3 million premature loss of lives by 2100. Exposure to pollution in the air causes 7 million live deaths worldwide yearly (United Nations, 2020). However, paddy is the most widely cultivated and consumed cereal in Asia and the third most consumed grain worldwide. There is a great paucity of information on the emission of CO$_2$ gases from paddy fields. As a result, there are differences in evidence on paddy’s role in driving the emission of CO$_2$, and the continuous enhancement is implicated in paddy production due to the increasing population. Consequently, there are various prediction models to forecast CO$_2$ emission, and it is vital to recommend an appropriate prediction model to forecast CO$_2$ emission linking less error from paddy fields. It would be possible to utilise time series data of paddy fields to associate links with CO$_2$ emission. This study was undertaken in which the SARIMAX, RFR, H-W, and SVR were employed. These techniques were considered because they have the capability to make predictions of CO$_2$ emission. Furthermore, the result highlights that the change from paddy cultivation to other crop cultivation could be a possible way to reduce carbon dioxide emissions without sacrificing the loss of agriculture crops.

### Conclusion

It was seen in the results that there was an excellent output of SVR and Holt-Winters (H-W) as compared to SARIMAX and RFR. SVR and H-W’s experimental findings were 0.91 and 17,832.4 (MAPE & MSE) and 0.75 and 16,648.58 (MAPE & MSE), respectively. The prediction of CO$_2$ emission from paddy fields for 2025 is obtained at 13,696.67 (SVR) and 14,364.97 (H-W) in India. These SVR and Holt-Winters can be applied to estimate the total emission of CO$_2$ from paddy fields in India. However, the accuracy level of Holt-Winter is relatively high as compared to any other model used in the current study.

![Graph](image.png)

**Fig. 8** MSE and MAPE values
including SVR. Hence, the H-W should be used to predict CO2 emission from paddy crops. In this way, the model will contribute to filling India’s vast data gaps in quantum CO2 emissions from paddy fields. The same prediction method can be used to model nitrous oxide and methane emissions in other parts of the world that will be equally profitable based on evidence from India. Comparative analysis of this evidence on CO2 emissions from paddy fields would provide insight into paddy production’s relative effect on the expansion or the reduction of CO2 emissions.

Policy implication and further suggestion for research

The prediction of CO2 emission is difficult in Indian paddy fields due to its socio-economic status, different soil quality, and environment. Also, variation in fertiliser management and seeds management plays an important role in the emission of CO2 from paddy fields. The actual contribution of the agriculture sector in India to CO2 emission from paddy fields can only be addressed by suggesting an appropriate prediction model. It will predict the emission of CO2 in the coming year and suggest a baseline from which future emissions must be reduced and mitigation strategies. The major challenge worldwide is to produce more food and fibre to meet the increasing requirement for a nine billion population by 2050. Climate change is one of the big problems worldwide, and the rapid emission of CO2 from the paddy field is also contributing very significantly (Ahmad et al., 2009; Lohan et al., 2018; Oo et al., 2018; Abbasi et al., 2019). The decision-maker can use the results based on the prediction to build policies for future studies. For further research, this approach can be contrasted with other techniques, such as the neural network or other forecasting methods, using more important datasets to train the model to achieve better forecast accuracy. This study is conducted for academic and research purposes only, and the forecasts for the future are based on the premise that the restrictive circumstances will remain.
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