Region of Interest focused MRI to Synthetic CT Translation using Regression and Classification Multi-task Network
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Abstract

Synthesizing accurate CT like images is an important step in MR-only clinical workflow. In this work, we present a method for synthetic CT (sCT) generation from zero-echo-time (ZTE) MRI aimed at structural and quantitative accuracies of the image, with a particular focus on the accurate bone density value prediction. We propose a loss function that favors a spatially sparse region in the image. We harness the ability of a multi-task network to produce correlated outputs as a framework to enable localization of region of interest (RoI) via classification, emphasize regression of values within RoI and still retain the overall accuracy via global regression. The network is optimized by a composite loss function that combines a dedicated loss from each task. We demonstrate that the proposed method, despite its architectural simplicity, offers an advantage over other configurations of the network and other popular image generation methods to achieve higher accuracy of performance at a modest computational requirements. This is relevant to sCT where failure to accurately estimate high Hounsfield Unit values of bone could lead to impaired accuracy in clinical applications. We compare the dose calculation maps from the proposed sCT and the real CT in a radiation therapy treatment planning setup.
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1 Introduction

The electron density information of tissues in the body is essential for accurate dose calculation in radiation therapy treatment planning (RTP) and to compute attenuation correction maps in PET imaging (PET-AC). In the current clinical practice for radiation therapy (RT) treatment planning and in PET/CT imaging, an auxiliary CT image is acquired to provide the necessary electron density information. MRI, with its superior soft-tissue information content, is the preferred imaging modality for tumor and organs-at-risk delineation in RTP [1,2]. This makes it necessary to acquire both CT and MR images in a typical RTP workflow. Image acquisition from two different modalities leads to an extended scan time and incurs an additional image processing step in the clinical workflow to align the information from the two images. In the recent years, there is a growing interest in adapting to an MR-only clinical workflow to leverage the benefits of enhanced soft-tissue contrast in MR images [3,4]. To replace a CT image in the RT dose calculation and in PET attenuation correction, an equivalent tissue electron density map needs to be inferred from MRI [7,8,11]. It is computed by synthesizing a CT-like image containing Hounsfield Unit (HU) values corresponding to an MR image, called a synthetic CT (sCT) image. The sCT image generation also finds application in the fields of (a) PET/MR attenuation correction which requires an electron density map generated from an MR image for PET attenuation correction; (b) in MR bone imaging for transcranial focused ultrasound and musculoskeletal applications [3,32].

1.1 Related work

Some of the traditional methods for generating a synthetic CT image involved bulk tissue density assignment as discussed in [7] and image registration between CT and MRI [9,10]. Many recent works have proposed deep CNN learning methods for continuous value sCT generation using variants of U-Net or GAN based regression [14–16]. Some of the recent reviews on the topic [12,13] have extensively summarized related works. The methods summarized in these surveys use one or multiple clinical (T1- or T2-weighted) MR sequences and generate sCT with comparable appearance and quantitative accuracy. Most methods proposed for continuous value sCT synthesis focus on structurally CT-looking images with focus on the overall image accuracy, or global accuracy within separate tissue classes of the body region [18]. Unpaired image translation using GANs is an active research area, with advantages that include - not requiring co-registered training data and inherent immunity to minor image differences between MR and CT scans. However, concerns about generative inaccuracies and model tractability exist. This makes paired image translation using pixel-wise losses in a supervised framework suitable for a relatively faster adoption in clinical applications for its tractability [50]. A well registered cohort of MRI and CT image pairs enables pursuit of supervised image translation methods.

Motivation In this work, we focus on a specific aspect of MRI to sCT image translation - the accuracy improvement within the bone region in an sCT image. Incorrect estimation of pixel values in the higher electron density regions can lead to higher errors in dose planning when such a misclassified region is in the path of treatment. A reliable bone value assignment in sCT is thus crucial for a reliable MR-only RT workflow since large inaccuracies in bone localization and value estimation could lead to a range of errors in dose calculation in a RT treatment planning as reviewed in [24], especially when a tumor is located close to bone or when bone is in the path of radiation (skull) as in case of brain tumors. The bone values in skull range from about 250 to about 3000 HU, but only occupy a fractional volume in a typical head CT-
about 14% of body and 4% of image volume at 250HU. At 900HU, where the bone density distribution peak is observed, it drops to about 5% of body and about 1% of image volume. Moreover, a lower error in the estimation of soft-tissue regions can result in a lower error within the body region, overshadowing the inaccuracies in the bone regions due to the tissue bulk of the tissue regions. This motivates our work to consider bone as a region of interest and to develop a solution focused on accurate bone value estimation. Given the large dynamic range and spatial sparsity of the bone regions, a typical model trained on the reference CT image is biased towards the spatially dominant values from soft tissue and background regions, resulting in a reduced accuracy within bone regions. High density bones which are sparser contribute even less towards network optimization.

Our goal This objective necessitates an evaluation scheme that reflects the accuracy of the synthesized CT across different electron densities and tissue classes as described in [8,20]. Our goal is to generate an accurate syntheticCT that corresponds to a real CT image over the entire value range, with particular focus on accuracy of the bone regions. We look at two aspects of the solution: 1) a learning metric that allows to overcome the bias from the dominant region of the image and focus on a specific region of the image such as a RoI focused loss as a driving factor and 2) a framework that offers flexibility over multiple facets of the output, as with a multi-task network that is capable of implementing the spatial localization task jointly with the overall HU prediction.

RoI focused loss If an objective of the model involves sparse data learning, a loss function needs to effectively represent the sparse data and drive the network. In a class unbalanced data, global loss functions are biased towards prominent classes and overshadow the sparser classes. As proposed by [28], the problem of class imbalance can be effectively dealt with by down-weighting the prominent class and up-weighting the sparser class. When the RoI in an image is sparse, and hence has weak contribution to learning, it needs a focused enhancement to gain influence on regression network optimization.

Multi-task network It was demonstrated by [25] that a network can be trained to perform multiple tasks simultaneously, and that related tasks improve generalization of the network. These works [18,26,27] employ a multi-task network to achieve correlated goals which improve the overall solution performance and provide additional outputs from a common network. As noted by them, an optimal convergence of a multi-task network requires training jointly on a composite loss function which comprises of a weighted combination of loss function from each task.

Our contributions In the context of RoI focused MRI to sCT image translation, 1) we demonstrate that a single task network driven by a global loss is sub-optimal to achieve accurate results; 2) we propose a multi-task network that enables us to introduce a RoI focused loss to separate the global sCT value regression into a local anatomical classification and local HU regression tasks; 3) we demonstrate the efficacy of the joint prediction based on focused loss optimization in an extensive evaluation by comparing sCT generated by other configuration against the real data and by quantitatively evaluating the accuracy of dose calculation from generated sCT against CT in a brain RT treatment planning workflow.
2 Method

We aim to build a network capable of mapping a given MR image ($I_{MR}$) into its corresponding synthetic CT ($I_{sCT}$) image that matches the reference CT image ($I_{CT}$) values. A CT image can be seen as a combination of three distinct and disjoint electron density regions. i.e, $I_{CT} = (I_{air} \cup I_{tissue} \cup I_{bone})$. In a CT image, air regions are in the HU range [-1000,-400], soft-tissue regions in HU [-250,250], and bone regions in HU [250,3000]. For a given pair of spatially aligned $I_{MR}$ (thus $I_{sCT}$) and $I_{CT}$, the error between the reference CT and the estimated sCT values can be defined as $e = I_{CT} - I_{sCT}$. A small misestimation of a pixel value results in a lower value of $e$. This typically reflects as pixel value assigned incorrectly, but not necessarily assigned to a different tissue class. However, a large value of $e$ can result in a pixel assigned with an incorrect value which can place it in a different class, thus a misclassification of the pixel. Such an error is more likely to occur around the anatomical class boundary and necessitates a tissue classification in addition to regression. Thus, the HU mapping error $e$ can be seen to comprise of both - classification (inter-class prediction) error and regression (intra-class prediction) error. The overall objective of the network is to map $I_{MR} \rightarrow I_{sCT}$ by minimizing the error $e$.

2.1 Multi-task Network with Weighted Focus Losses

By separating the tasks of classification and regression, and by optimizing the network to reduce both errors simultaneously, implicit reinforcement can be achieved towards each of the correlated tasks [25]. Although the tasks are correlated, the network is expected to learn them differently from one another. In order to optimize the tasks individually, each one needs to be driven by a dedicated loss function.

In this work, we propose a framework where a network is assigned three tasks- (a) whole image regression (b) accurate classification of the RoI, and (c) image value regression within the RoI. Each task is driven by a loss function which is tailored to minimize a specific error, thus contributing towards the overall optimal state of the network.

RoI focused loss The mean absolute error (MAE) is a widely preferred loss function for image regression. However, it is a global measure which neither accounts for imbalance between regional volumes of each class in the image, nor allows to focus on a region of the image as needed. An intuitive way to introduce RoI focus in it is by up-weighting the loss of a region over the rest of the image. The relative volume of a region can be used as an implicit weight factor. For a given region $k$ with volume $N_k$ voxels, MAE within the region is calculated as

$$MAE_k = \frac{1}{N_k} \sum_{i=1}^{N_k} |y_i - \hat{y}_i|$$

where $y_i$ is the true value and $\hat{y}_i$ is the estimated value. The regional MAE estimates error within the RoI ignoring the background. The weighted MAE for an image with two disjoint image regions $\{k,k'\}$ can then be defined as

$$wMAE_k = \frac{N_{k'}}{N} * MAE_k + \frac{N_k}{N} * MAE_{k'}$$

where $N_k + N_{k'} = N$ is the volume of the entire image. In a scenario of class imbalance where $N_k << N_{k'}$, the value of $MAE_k$ is emphasized by the volume $N_{k'}$, making it comparable to $MAE_{k'}$. This can be seen as focus on a region within the image which is represented by class $k$. 

4
Dice Loss For an anatomical classification task, smoothed Dice coefficient is often the preferred loss function [29]. Between a given pair of classification probability maps, the Dice loss is defined as

\[ L_D = 1 - \frac{(2 \sum_{i=1}^{N} x_i \hat{x}_i)}{(\sum_{i=1}^{N} x_i^2 + \sum_{i=1}^{N} \hat{x}_i^2)} \]  

(3)

where \( x_i \) and \( \hat{x}_i \) are the true and predicted bone probability values in the image.

Learning tasks for the multi-task network In the problem of MR to sCT image translation, with bone being the RoI, the tasks and their losses are assigned as:

1. **synthetic CT image (I_{sCT})**: The primary task of the network is estimation of the entire CT value (HU) range corresponding to different regions in the body. It is driven by the regression loss weighted towards the body region - \( L_{reg_{body}} = wMAE_{body} \).
2. **bone classification mask (X_{bone})**: This auxiliary task is to classify the bone region within the image. It is intended to regularize the localization of bone regions by penalizing false classification of other regions as bone. This task is driven by the classification loss - \( L_{class_{bone}} = L_D \).
3. **bone region image (I_{bone})**: This task of the network is intended to generate an image depicting the continuous HU values within the classified bone region. Although it is a subset of the first task, given the wide dynamic range of bone, this loss is meant to explicitly drive the regression of bone values. To focus on the bone region, the rest of the body regions, along with the background are ignored. It is defined by - \( L_{reg_{bone}} = MAE_{bone} \).

Composite loss for training The overall objective of the network is defined by the composite task - \( I_{MR} \rightarrow \{ I_{sCT}; X_{bone}; I_{bone} \} \). The neural network is optimized by minimizing the composite loss function defined as

\[ L = w_1 * L_{reg_{body}} + w_2 * L_{class_{bone}} + w_3 * L_{reg_{bone}} \]  

(4)

The loss weight coefficients \( w_1, w_2, \) and \( w_3 \) can be either chosen empirically depending on the importance of the task it is meant to drive, or by modeling the uncertainty of each task as proposed by [47].

2.2 Implementation

Multi-task U-Net architecture The proposed method was implemented as a 2D CNN U-Net [30] with parallel output layers representing separate tasks. Fig. 1 shows the schematic of the DL network architecture. Atrous (dilated) convolutions were used in the network to avoid down-sampling of the image and to preserve sharpness of the translated image. The encoder network consists of 3-levels \( x \) 2 blocks of [AtrousConv2D \( \rightarrow \) BatchNorm \( \rightarrow \) ELU] operations. The decoder network consists of 3-levels \( x \) 2 blocks of [AtrousConv2D \( \rightarrow \) BatchNorm \( \rightarrow \) ELU]. Skip connections were made between corresponding levels of encoder and decoder. The convolution blocks operate at two different scales (filter sizes of 5x5 and 3x3) at each level. This multi-scale feature pyramid is observed to encode the features better than a single block at each level. The decoder path is designed with common shared layers until the final layer. At the final layer, \( I_{sCT} \) is obtained via a [AtrousConv2D \( \rightarrow \) BatchNorm \( \rightarrow \) Linear] to predict HU range \([-1000,3000]\); \( I_{bone} \) is obtained via a [AtrousConv2D \( \rightarrow \) BatchNorm \( \rightarrow \) ReLU] to predict HU range \([250,3000]\); and \( X_{bone} \) is obtained via a [AtrousConv2D \( \rightarrow \) BatchNorm \( \rightarrow \) Sigmoid] for a classification mask, each operating with filter size 1x1.

Loss weights, network outputs, and aggregate sCT Weights in [41] were chosen empirically, by setting the weight of the primary task to unity, and up-weighting the bone segmentation and regression
Figure 1: Schematic of the DL multi-task network. Each output layer corresponds to a task that the network explicitly learns. Atrous convolution blocks operating at different scales at each level encode high and low level features without compromising the information content due to downsampling.

losses. Optimal performance was obtained by empirically setting $w_1 = 1.0; w_2 = 1.5; \text{and } w_3 = 1.3$. The three outputs from the multi-task network are combined to form an aggregate sCT image as the final output. The bone HU image $I_{\text{bone}}$ is predicted with the specific objective of quantitative accuracy. Within the bone regions estimated by the mask $X_{\text{bone}}$, the HU values of $I_{s\text{CT}}$ are replaced with corresponding values from $I_{\text{bone}}$.

3 Experiments and Results

3.1 Dataset and preparation

The dataset used in the experiments included images acquired from multiple RT treatment planning studies and an MR bone imaging study using a common MR imaging protocol. In the studies from site-A, MR
scans were acquired using a GEM HNU surface coil on a 3T, time-of-flight Signa PET/MR scanner (GE Healthcare, Chicago, IL, USA). In the study from site-B, MR scans were acquired using a 32 channel head coil on a 3T MR scanner (GE Healthcare, Chicago, IL, USA). The proton-density weighted zero echo time (ZTE) MRI presented in [32] provides a way to capture robust depiction of bone structures and differentiating bones from air and soft-tissue regions. This MR image provides information required for CT like electron density image synthesis in a single contrast MRI with a fast scan. In total, 54 brain patients were scanned at 1.5mm$^3$ isotropic resolution with the ZTE imaging parameters described in [31]. For each patient, a CT scan was also acquired which acts as the reference image. All patient studies were approved by respective institutional review boards.

**MRI inhomogeneity correction**  MR images are prone to B1 field inhomogeneity which results in a multiplicative noise in the form of shading over the image. This was corrected for by applying N4 inhomogeneity correction available in ITK [34]. The algorithm parameters were chosen empirically to suit the image characteristics based on anatomy, coil, and scan setup.

**Image normalization**  It is well observed that the performance of neural networks depends on consistency in values across the dataset. The CT image HU values are largely quantitative for a given CT energy source at acquisition. In order to achieve the image value consistency, the ZTE MR images were normalized to their individual z-score value.

**Image registration**  The real CT image corresponding to each patient MRI serves as the reference image for training the model in a supervised setup. The CT image was aligned to match the MR image space by applying an affine transformation. The registration was performed using the ANTs library [33] by minimizing a combination of mutual-information and cross-correlation metrics.

### 3.2 Experiment setup and evaluation scheme

Of the total available 54 cases, 22 were selected for model training, 12 for model epoch validation, and 20 were held out for final model testing. The training sets were augmented by noise introduction, mirroring, rotating, and scaling images at random, resulting in a total of 162 volumes (19855 slices) for training. Validation cases were augmented by noise introduction and mirroring resulting in 36 volumes (4860 slices) for in-training model validation. The network was trained on 2D paired slices of [ZTE, CT]. This method was implemented using functionality available in Tensorflow toolkit on a HP Z840 workstation hosting a NVIDIA Titan RTX GPU card. Nadam optimizer with a constant learning rate of 0.001 was used for the model training. A batch size of 15 was chosen to suit the GPU memory size. As the network is trained to perform three tasks, the convergence was assessed by the minimum combined training loss score from 300 training epochs. The aggregate sCT volume depicting CT-like HU values is generated from the selected model for a given input ZTE-MR image in the native 3D volume space of the MR image.

The accuracy of the generated sCT within the body region was assessed by comparing against its co-registered CT as the reference. The aspects of evaluation focused on - (a) qualitative accuracy by visual inspection of the sCT image and by pixel-wise difference map; (b) structural accuracy of the bone regions by evaluating the Dice coefficient at multiple HU threshold values, particularly to assess the accurate prediction of high density bones; (c) quantitative HU deviation over the body, bone, tissue, and air regions by measuring MAE within each region; (d) dosimetric calculation for radiation therapy treatment planning.
3.3 Comparison with other pseudoCT methods

To evaluate the proposed method in comparison to other works in the literature in context of MRI to sCT image translation, we have chosen two popular methods with widely available implementations - (a) DenseNet [38] and (a) CycleGAN [39]. DenseNet169 in a U-Net like framework provides a baseline of performance. This framework is comparable to the single-task configuration of the proposed method. The CycleGAN framework is setup to work with paired images from our dataset, similar to the methods used in [48, 49]. Most of the works on MRI to sCT image translation have proposed methods using T1- or T2-weighted MR images which provide better soft tissue accuracy but do not have a signal correlation with bone regions. It results in a better soft-tissue MAE reflecting as a lower MAE in the body region reported those methods despite a higher bone MAE [14, 20, 50]. To the best of our knowledge, there are no publicly available data to benchmark the performance of the methods. The results from these methods are compared with the proposed method visually and quantitatively in the following subsections.

3.4 Ablation analysis of the learning network

In order to understand the impact of the proposed focused loss and the multi-task network (3TN), we compared it with the sCT generated from different configurations of the same architecture. (a) To establish a performance baseline of the proposed network architecture, a single task network was trained using the same data as the multi-task network and was driven by a global MAE loss to generate sCT image (1TN). (b) The single task network configuration of (a) was trained using the weighted MAE loss for the body region. This network referred to as (1TNFL), is intended to study the impact of a weighted loss within a single task. (c) A network configured with two regression tasks - to predict IsCT and Ibone (2TN) was trained to understand the impact of absence of the bone classification task.

Experiments with task weights The effect of varying task weights in the 3TN configuration was studied (i) by setting a constant, relatively higher weighting on the segmentation task and maintaining the other two task weights at unity; (ii) by initializing all the task weights to unity and linearly decreasing the weights on the auxiliary tasks - IsCT and Ibone. In setting (i), the network at convergence trains to segment the bone region at a marginally higher bone segmentation accuracy with a Dice score of 0.925 ± 0.02 but estimates the pixel values less accurately. That is, the MAEbody drops to 80.0 ± 10.5. In setting (ii), the network training drifts from a multi-task configuration performance in the earlier epochs towards a single-task like performance as the training epochs progress.

3.5 Qualitative analysis

The visual quality of the predicted sCT was assessed by comparing with the reference CT image. Fig. 2 shows ZTE-MR image of 4 different cases from the test dataset along with its co-registered CT. The sCT output from the proposed multi-task network and other configurations from ablation analysis are shown for comparison. The difference map, (sCT − CT) is shown alongside each sCT image to highlight the deviations in prediction. The differences seen along the periphery of the body can be attributed to the non-rigid deformation of the body contours between the two scans. Although images from all variants have a similar appearance at first glance and seem to match the CT image, careful observation shows the shortcomings of learning with a global loss function and with one- and two-task networks. The thin bones around the sinus regions in P02 and P06 are either completely missed or their HU values grossly underestimated in
other outputs compared to the proposed multi-task network (3TN). A whole image level perspective of P04 further shows that the underestimation of bone values by other configurations are not limited to thin bones around the sinus regions but holds true for skull and teeth regions as well. The image shown in the fourth row of Fig. 2 (P04) particularly highlights the effective depiction of bone in presence of a pathology. The intraosseous meningioma of the frontal bone on right side appears as an irregular lobulated hyperdensity in the CT image. This is depicted the closest by the sCT predicted from the proposed 3TN compared to the other configurations as confirmed by the lowest error in the region for sCT from 3TN.

Another way to effectively visualize the impact of RoI-focused learning in prediction of high density bone regions is by comparing the bone depiction in a 3D rendering of the skull as shown in Fig. 3(a). Bone regions from the CT and sCT images were segmented by setting a higher threshold at 600HU instead of the usual bone threshold at 250HU. As seen by the skull image from CT, this renders a full skull region including the facial bones, the teeth and the jaw area. Due to the underestimation of bone HU values by 1TN, CycleGAN, and DenseNet169 models, a substantial portion of bones are masked out at the threshold. Another aspect worth noticing in the sCT skull rendering is the structural similarity of depiction of skull abnormality to match the CT image.

![Figure 2: Visual assessment of sCT from different schemes in 4 patient cases compared with the corresponding CT. 3TN: Proposed multi-task network; 2TN: Two regression tasks network (body and bone regions); 1TNFL: Single-task network with body focused loss; 1TNGL: Single-task network with global loss; CyGAN: CycleGAN framework in a paired image setting; DN169: DenseNet-169 architecture in a U-Net framework. In the 3TN method, an evident improvement in overall bone value prediction and a better depiction of fine bone structures around the sinus regions can be observed. The depiction of bone pathology in P04 is improved in 3TN compared to other methods. CycleGAN and DenseNet methods focus on the overall image appearance and dominant image information. However their ability to estimate bone and air values are limited and can be seen as higher error in those regions.

3.6 Quantitative analysis

The validation of quantitative accuracy of the predicted sCT HU values was done by calculating the mean absolute error (MAE) in regions of different electron densities and over the entire body region. Table 1 shows the evaluation performed over the image volume in 20 test cases within different regions of the image. The MAE in the body region is an indication of overall accuracy of prediction. MAE in the air range HU:[−1000,−400] indicates the accuracy of prediction within the body air pockets. MAE in the soft-tissue range HU:[−250,250] indicates the accuracy of prediction in the low density tissue regions. MAE in the range HU:[250,3000] indicates the accuracy of HU value prediction in the bone regions. The advantage of
the proposed method is emphasized particularly by the lowest bone region error. Consequently, better bone accuracy improves air accuracy. This can be attributed to the bone classification task which accurately differentiates air regions from bone as both appear dark in the input MR image. The accuracy of prediction of bone by our proposed method is on par with or better than other U-Net and GAN methods compared in [12,13,18,35,50].

The classification accuracy of different sCT regions were assessed by Dice coefficient metric of each region. Table 2 confirms that the 3TN is indeed better in overall classification of regions. The comparable classification from all variants shows the robustness of baseline network performance. However, the bone threshold of 250 HU does not reflect the accuracy of bone electron density value estimation. Fig. 3(b) shows

![Image](image.png)

Figure 3: (a) Bone depiction in sCT from different configurations compared against CT with threshold set to 600 HU. This shows how the high density bone regions are underestimated by one-task networks with focused and global losses, DenseNet methods, but are well depicted with a focused learning of the bone regions. Although the CycleGAN output estimates the jaw and teeth regions, a large number of missing parts can be observed in the anterior region. (b) Dice coefficient of sCT bone regions at different bone density threshold in different cases shows how all the methods have a higher Dice score at lower HU threshold but decrease at higher threshold. This further confirms the underestimation of high-density bone values.
the Dice coefficient variation at different thresholds of bone densities from 20 test images. The high Dice score from the proposed method compared to other methods at high bone values can be attributed to the advantage of bone classification and RoI focused loss driving the bone value regression.

3.7 Dosimetric evaluation

In order to evaluate the sCT dosimetric performance in RT treatment planning, a comparative analysis was performed with the treatment planning system Oncentra (Oncentra, Elekta, Stockholm, Sweden) using CT and MR data collected for 9 patients with brain tumors. These 9 cases were a sub-set of the 20 test cases in the experiment. Treatment plans were developed based on the CTs using standard clinical guidelines and using RoI drawn by physicians. The treatment plans were then evaluated based on both CT and sCT data, and the results were compared. Fig. [4] shows the dose distribution maps from CT and sCT over a slice containing the target volume from two patients. A near identical dose distribution can be observed from CT and sCT based planning on these cases. Table [3] shows near minimum, near maximum, and average dose difference from CT based plan received by the planning target volume (PTV). The difference in average dose to the PTV relative to the prescribed dose was found to be 0.166 ± 0.18% which lies within a clinically acceptable range of dose difference of < 0.5% and comparable with multiple studies in literature [12,13,36,37].

Table 1: Region-wise quantitative comparison of 20 sCT image volumes from the proposed method (3TN) and other network configurations and methods with the reference CT. The mean absolute errors in different electron density regions indicate the accuracy of HU value estimation by sCT. The values reported are in Hounsfield Unit (HU)

| Method                             | MAE$_{body}$     | MAE$_{bone}$    | MAE$_{tissue}$ | MAE$_{air}$    |
|------------------------------------|------------------|----------------|----------------|---------------|
| Proposed method                    | 70.0±8.6         | 132.0±14.9     | 36.9±5.9       | 174.2±34.4    |
| Two-task network                   | 83.7±11.2        | 166.2±30.3     | 47.2±8.4       | 190.5±34.7    |
| One-task network with body focused loss | 82.9±10.9       | 183.2±36.6     | 34.6±5.6       | 197.2±37.0    |
| One-task network with global loss  | 84.4±11.9        | 211.4±37.9     | 41.6±7.4       | 193.5±35.9    |
| CycleGAN                           | 83.4±14.8        | 183.8±38.6     | 35.8±7.2       | 194.8±38.6    |
| DenseNet169                        | 95.2±12.9        | 194.9±40.3     | 38.9±6.4       | 267.5±81.6    |

Table 2: Region-wise comparison of Dice coefficient over 20 sCT image volumes from the proposed method (3TN) and other network configurations and methods with the reference CT. This indicates the accuracy of classification of different regions in sCT.

| Method                             | Dice$_{body}$    | Dice$_{bone}$   | Dice$_{tissue}$ | Dice$_{air}$   |
|------------------------------------|------------------|----------------|-----------------|---------------|
| Proposed method                    | 0.984±0.0        | 0.918±0.02     | 0.957±0.01      | 0.809±0.04    |
| Two-task network                   | 0.978±0.01       | 0.892±0.04     | 0.951±0.01      | 0.796±0.04    |
| One-task network with focused loss | 0.974±0.01       | 0.892±0.04     | 0.952±0.01      | 0.80±0.04     |
| One-task network with global loss  | 0.983±0.0        | 0.889±0.04     | 0.951±0.01      | 0.794±0.04    |
| CycleGAN                           | 0.981±0.01       | 0.875±0.06     | 0.950±0.01      | 0.743±0.07    |
| DenseNet169                        | 0.969±0.01       | 0.864±0.05     | 0.931±0.02      | 0.721±0.09    |
Figure 4: Comparison of dose distribution map between CT and sCT based planning. The similar appearance of dose iso-contours indicate a comparable dose reaching the planned target volume (PTV).

4 Discussion

The utility of MR imaging in radiation therapy workflow has been of interest over the past few decades for therapy monitoring [41] and for tumor depiction and delineation [4]. In recent times, the increased interest in MR-only radiation therapy workflow has led to an active research in the areas of fully automated tumor and organs-at-risk segmentation on MR to aid in therapy planning [42] [43] [44]. The electron density information required in therapy planning which is traditionally provided by a CT image is being replaced with MR derived synthetic CT (sCT) [45].

In this work, we proposed a novel method for sCT generation from brain MR images with a specific focus on accuracy of bone value estimation. The ZTE MRI provides images with a fast scan time and a

Table 3: Percentage dose differences on target volume D98, DAvg, D2 over 9 patient cases. The near minimum D98 and near maximum doses D2 are doses received by 98% and 2% of the PTV volume. DAvg is the average dose to PTV.

| Dose | P01 | P02 | P03 | P04 | P05 | P06 | P07 | P08 | P09 | Mean±Std. |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----------|
| D98  | 0.08| 0.05| 0.00| 0.67| 0.19| 0.16| 0.13| 0.33| -1.04| 0.063±0.43|
| DAvg | 0.22| 0.02| 0.06| 0.52| 0.15| 0.24| 0.13| 0.30| -0.15| 0.166±0.18|
| D2   | 0.06| 0.07| 0.09| 0.26| 0.19| 0.16| 0.13| 0.25| -0.17| 0.116±0.12|
single, proton-density weighted contrast which is suitable for bone imaging and sCT generation. The atrous convolution architecture presented here is developed to avoid the image down-sampling in intermediate layers and retain sharpness in the synthesized image. The choice of tasks were based on their correlation and contribution towards the final goal of sCT generation. We have validated the proposed framework by evaluating the impact of the RoI focused loss and the multi-task components separately. The improvement of tissue and bone value estimation seen in Table. 1 in the single task network driven by the focused loss, over global loss demonstrates the impact of learning focused on the body instead of the entire image. Similarly, focusing on bone region in the two-task network results in improvement of bone value estimation. Adding the classification task enhances the focus further on the bone region for both localization and value estimation.

After experimenting with varying constant task weights and dynamically decreasing auxiliary task weights, the task weights in this work were chosen empirically for optimal performance of sCT output. However, dynamic selection of task weights discussed in [46][47] is an interesting future direction for optimizing the task weights for sCT generation. The dynamic behavior of the model performance with varying task weights indicates that the task weight selection is dependent on the application which defines the auxiliary tasks.

Although the HU MAE based validation of the generated sCT images seems to indicate that they are not a perfect match to the reference CT, it is worth noting that their intended use is not for diagnostic purposes but as a workflow aid in radiation therapy planning or PET/MR attenuation correction. The evaluation of the sCT in a retrospective comparison of RT planning shows a clinical outcome that encourages a clinical evaluation over a larger dataset. Differences in image registration is an aspect that needs to be addressed aptly for an accurate comparison of sCT RT planning retrospectively with a CT based planning. Presence of implants in MRI and CT images continue to be a challenge for both of the modalities and results in unpredictable behavior of the network.

5 Conclusion

This work was motivated by a specific problem of improving bone value estimation for the intended sCT generation in MR-only radiation therapy workflow. We have presented a novel loss function that is capable of enhancing the focus on sparse regions in an image dynamically. We have proposed a multi-task network by defining the network tasks to translate a ZTE-MR image into a sCT image by classifying the RoI and emphasizing the bone regression accuracy, yet ensuring an overall sCT value accuracy. The composite loss comprising of dedicated loss from each task drives the network optimization. We have demonstrated, via an extensive evaluation, the superiority of the proposed method over other popular methods and sub-configurations of the proposed method by comparing sCT from each configuration against the CT image. The framework demonstrated here is based on U-net like architecture for intended the simplicity and tractability of the model, and to have a reasonable compute time. A well registered MRI-CT image pairs enables us to take advantage of a supervised learning framework. However, the multi-task framework remains flexible to adapt to other networks of choice and can leverage the inherent qualities of any network. The quantitative evaluation confirms the accuracy of the sCT image, and the comparison of RT treatment planning dose calculation maps from sCT and CT makes case for a larger clinical evaluation of this method.
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