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This paper is concerned with a predator-prey system with Beddington-DeAngelis functional response on time scales. By using the theory of exponential dichotomy on time scales and fixed point theory based on monotone operator, some simple conditions are obtained for the existence of at least one positive (almost) periodic solution of the above system. Further, by means of Lyapunov functional, the global attractivity of the almost periodic solution for the above continuous system is also investigated. The main results in this paper extend, complement, and improve the previously known result. And some examples are given to illustrate the feasibility and effectiveness of the main results.

1. Introduction

Let

\( f^- = \inf_{s \in T} f(s) \), \hspace{1cm} f^+ = \sup_{s \in T} f(s) \),

\[ m(f) = \lim_{t \to \infty} \frac{1}{t} \int_0^t f(s) \, ds, \]

(1)

where \( f \) is a continuous bounded function defined on \( T \) and \( T \) is a time scale.

The dynamic relationship between predators and their prey has long been and will continue to be one of the dominant themes in both ecology and mathematical ecology due to its universal existence and importance. One significant component of the predator-prey relationship is the functional responses. In general, the functional responses can be either prey dependent or predator dependent. However, the prey-dependent ones fail to model the interference among predators and have been facing challenges from the biology and physiology communities. The predator-dependent functional responses can provide better descriptions of predator feeding over a range of predator-prey abundances as is supported by much significant laboratory and field evidence. The Beddington-DeAngelis functional response, first proposed by Beddington [1] and DeAngelis et al. [2], performed even better. So, the dynamics of predator-prey systems with the Beddington-DeAngelis response have been studied extensively in the literature [3–10].

In [8], Cui and Takeuchi considered the following predator-prey system with Beddington-DeAngelis functional response:

\[
\begin{align*}
  x'(t) &= x(t) \left[ a(t) - b(t) \frac{x(t)}{\alpha(t) + \beta(t) x(t) + y(t)} \right], \\
  y'(t) &= y(t) \left[ -d(t) + \frac{f(t) x(t)}{\alpha(t) + \beta(t) x(t) + y(t) y(t)} \right],
\end{align*}
\]

(2)

where all the coefficients of system (2) are positive \( \omega \)-periodic functions. Cui and Takeuchi obtained the following.
Theorem 1 (see [8]). System (2) has at least one positive \( \omega \)-periodic solution provided

\[
(C) \int_0^\omega \left[ -d(t) + \frac{f(x(t))}{\alpha(t) + \beta(t) x(t)} \right] dt > 0, \quad \text{where}
\]

\[
x_0(t) = \frac{1 - e^{-\int_0^\omega b(t-s) e^{-\int_s^\omega \sigma(u) du} ds}}{\int_0^\omega b(t-s) e^{-\int_s^\omega \sigma(u) du} ds}.
\]

In real world phenomenon, the environment varies due to the factors such as seasonal effects of weather, food supplies, mating habits, and harvesting. So it is usual to assume the periodicity of parameters in system (2). However, if the various constituent components of the temporally nonuniform environment are with incommensurable (nonintegral multiples) periods, then one has to consider the environment to be almost periodic since the assumption of almost periodicity is more realistic, more important, and more general when we consider the effects of the environmental factors. However, to the best of the author’s knowledge, up to date, there are few works on the existence of positive almost periodic solutions of system (2). Therefore, the aim of this paper is to use the fixed point theory based on monotone operator and Lyapunov functional to investigate the positive (almost) periodic solutions of system (2).

In fact, continuous and discrete systems are very important in implementing and applications. It is well known that the theory of time scales has received a lot of attention which was introduced by Hilger [11] in order to unify continuous and discrete analyses. Therefore, it is meaningful to study dynamic systems on time scales which can unify differential and discrete analyses. In Section 2, we will introduce some necessary notions, definitions, and lemmas which will be used in the paper.

In Section 3, some easy conditions are derived ensuring the existence of at least one positive (almost) periodic solution of system (4) by using the theory of exponential dichotomy on time scales and fixed point theorem of monotone operator. In Section 4, we establish sufficient conditions for the global attractivity of a unique positive (almost) periodic solution of the corresponding continuous system (4) (i.e., system (2)) by means of Lyapunov functional. The main results are illustrated by giving some examples in Section 5.

2. Preliminaries

Now, let us state the following definitions and lemmas, which will be useful in proving our main result.

Definition 2 (see [12]). A time scale \( \mathbb{T} \) is an arbitrary nonempty closed subset of the real set \( \mathbb{R} \) with the topology and ordering inherited from \( \mathbb{R} \). The forward and backward jump operators \( \sigma, \rho : \mathbb{T} \to \mathbb{T} \) and the graininess \( \mu, \nu : \mathbb{T} \to \mathbb{R}^+ \) are defined, respectively, by

\[
\sigma(t) := \inf \{ s \in \mathbb{T} : s > t \}, \quad \rho(t) := \sup \{ s \in \mathbb{T} : s < t \},
\]

\[
\mu(t) := \sigma(t) - t, \quad \nu(t) := t - \rho(t).
\]

The point \( t \in \mathbb{T} \) is called left-dense, left-scattered, right-dense, or right-scattered if \( \rho(t) = t, \sigma(t) < t, \sigma(t) = t, \) or \( \sigma(t) > t, \) respectively. Points that are right-dense and left-dense at the same time are called dense. If \( \mathbb{T} \) has a left-scattered maximum \( m_1 \), define \( \mathbb{T}^+ = \mathbb{T} - \{ m_1 \} \); otherwise, set \( \mathbb{T}^+ = \mathbb{T} \). If \( \mathbb{T} \) has a right-scattered minimum \( m_2 \), define \( \mathbb{T}_- = \mathbb{T} - \{ m_2 \} \); otherwise, set \( \mathbb{T}_- = \mathbb{T} \).

Definition 3 (see [12]). A function \( p : \mathbb{T} \to \mathbb{R} \) is said to be regressive provided \( 1 + \mu(t)p(t) \neq 0 \) for all \( t \in \mathbb{T}^k \), where \( \mu(t) = \sigma(t) - t \) is the graininess function. The set of all regressive rd-continuous functions \( f : \mathbb{T} \to \mathbb{R} \) is denoted by \( \mathcal{R} \) while the set \( \mathcal{R}^+ \) is given by \( \{ f \in \mathcal{R} : 1 + \mu(t)f(t) > 0 \} \) for all \( t \in \mathbb{T} \). Let \( p \in \mathcal{R} \). The exponential function is defined by

\[
e_p(t,s) = \exp \left( \int_s^t \xi_{\mu(r)} (p(r)) \Delta r \right),
\]

where \( \xi_{\mu(z)} \) is the so-called cylinder transformation.

Lemma 4 (see [12]). Let \( p, q \in \mathcal{R}. \) Then

(i) \( e_q(t,s) \equiv 1 \) and \( e_p(t,t) \equiv 1; \)

(ii) \( 1/e_p(t,s) = e_{\rho p}(t,s), \) where \( \rho p(t) = -p(t)/(1 + \mu(t)p(t)); \)

(iii) \( e_p(t,s) e_p(s,r) = e_p(t,r); \)

(iv) \( e^p_{\mu}(t,s) = pe_p(t,s). \)

Definition 5 (see [12]). For \( f : \mathbb{T} \to \mathbb{R} \) and \( t \in \mathbb{T}^k \), the delta derivative of \( f \) at \( t \), denoted by \( f^\Delta(t) \), is the number (provided


it exists) with the property that, given any \( \epsilon > 0 \), there is a neighborhood \( U \subset \mathbb{T} \) of \( t \) such that

\[
|f(\sigma(t)) - f(s) - f^\lambda(t)[\sigma(t) - t]| \leq \epsilon |\sigma(t) - s|,
\]

\[\forall s \in U.\] (7)

**Lemma 6** (see [12]). Assume that \( p(t) \geq 0 \) for \( t \geq 0 \). Then \( e_p(t, s) \geq 1 \).

**Lemma 7** (see [12]). Suppose that \( p \in \mathcal{P}^+ \). Then

(i) \( e_p(t, s) > 0 \) for all \( t, s \in \mathbb{T}; \)

(ii) if \( p(t) \leq q(t) \) for all \( t \geq s, s \in \mathbb{T} \), then \( e_p(t, s) \leq e_q(t, s) \) for all \( t \geq s \).

**Lemma 8** (see [12]). Suppose that \( p \in \mathcal{P} \) and \( a, b, c \in \mathbb{T}; \) then

\[e_p(c, c) - p(e_p(c, c))^\alpha,\]

\[\int_a^b p(t) e_p(c, \sigma(t)) \Delta t = e_p(c, a) - e_p(c, b).\] (8)

**Definition 9** (see [13]). A time scale \( \mathbb{T} \) is called a periodic time scale if

\[\Pi := \{ \tau \in \mathbb{R} : t + \tau \in \mathbb{T}, \forall t \in \mathbb{T} \} \neq \{0\}.\] (9)

**Definition 10** (see [14]). Let \( \mathbb{T} \) be a periodic time scale. A function \( x : \mathbb{T} \to \mathbb{R}^n \) is called almost periodic on \( \mathbb{T} \), if, for any \( \epsilon > 0 \), the set

\[E(\epsilon, x) = \{ \tau \in \Pi \} : |x(t + \tau) - x(t)| < \epsilon, \forall t \in \mathbb{T}\}

is relatively dense in \( \mathbb{T} \); that is, there exists a constant \( l = l(\epsilon) > 0 \), for any interval with length \( l(\epsilon) \); there exists a number \( \tau = \tau(\epsilon) \) in this interval such that

\[\|x(t + \tau) - x(t)\| < \epsilon, \forall t \in \mathbb{T}.\] (10)

The set \( E(\epsilon, x) \) is called the \( \epsilon \)-translation set of \( x \); \( \tau \) is called the \( \epsilon \)-translation number of \( x \), and \( l(\epsilon) \) is called the inclusion of \( E(\epsilon, x) \).

**Definition 11** (see [15]). Let \( y \in C(\mathbb{T}, \mathbb{R}^n) \) and let \( P(t) \) be \( n \times n \) continuous matrix defined on \( \mathbb{T} \). The linear system

\[y^\lambda(t) = P(t)y(t), \quad t \in \mathbb{T},\] (12)

is said to be an exponential dichotomy on \( \mathbb{T} \) if there exist constants \( k, \lambda > 0 \), projection \( S \), and the fundamental matrix \( Y(t) \) satisfying

\[\|Y(t)Sy^{-1}(s)\| \leq ke_{\omega\lambda}(t, s), \quad \forall t \geq s,\]

\[\|Y(t)(I - S)^{-1}(s)\| \leq ke_{\omega\lambda}(s, t), \quad \forall t \leq s, \quad \forall s, \quad \forall t \in \mathbb{T}.\] (13)

**Lemma 12** (see [16]). If the linear system \( y^\lambda(t) = P(t)y(t) \) has an exponential dichotomy, then almost periodic system

\[y^\lambda(t) = P(t)y(t) + g(t), \quad t \in \mathbb{T},\] (14)

has a unique almost periodic solution \( y(t) \) which can be expressed as follows:

\[y(t) = \int_{-\infty}^{t} Y(t)S^{-1}(\sigma(s))g(s)\Delta s\]

\[= \int_{t}^{\infty} Y(t)(I - S)^{-1}(\sigma(s))g(s)\Delta s.\] (15)

**Lemma 13** (see [15]). If \( P(t) = (a_{ij}(t))_{n \times n} \) is a uniformly bounded rd-continuous matrix-valued function on \( \mathbb{T} \) and there is a \( \delta > 0 \) such that

\[|a_{ij}(t)| - \sum_{j \neq i} |a_{ij}(t)| < \frac{1}{2} \mu(t) \left( \sum_{j \neq i} |a_{ij}(t)| \right)^2 - \delta^2 \mu(t) \geq 2\delta,\]

\[t \in \mathbb{T}, \quad i = 1, 2, \ldots, n,\] (16)

then \( y^\lambda(t) = P(t)y(t) \) admits an exponential dichotomy on \( \mathbb{T} \).

**Lemma 14** (see [12]). Suppose that \( r : \mathbb{T} \to \mathbb{R} \) is regressive. Let \( t_0 \in \mathbb{T} \) and \( y_0 \in \mathbb{R} \). The unique solution of the initial value problem

\[y^\lambda(t) = r(t)y(t) + g(t), \quad y(t_0) = y_0\]

is given by

\[y(t) = e_r(t, t_0)y_0 + \int_{t_0}^{t} e_r(t, \sigma(s))g(s)\Delta s.\] (17)

Similar to the proof as that in [14,16], we can easily obtain from Lemmas 12–14 the following.

**Lemma 15.** Assume that \( (H_1)-(H_2) \) hold; then system (4) has a unique almost periodic solution \( z = (x, y)^T \) which can be expressed as follows:

\[x(t) = \int_{t}^{\infty} e_{\nu}(t, \sigma(s))x(s)

\times \left[ c(s)y(s) + \frac{c(s)y(s)}{\alpha(s) + \beta(s)x(s) + \gamma(s)y(s)} \Delta s,\right.

\[y(t) = \int_{-\infty}^{t} e_{-\nu}(t, \sigma(s))f(s)x(s)y(s)\Delta s.\] (19)

In order to obtain the existence of positive almost periodic solution of system (4), we first make the following preparations.

Let \( E \) be a Banach space and let \( K \) be a cone in \( E \). The semiorder induced by the cone \( K \) is denoted by \( \preceq \). That is, \( x \preceq y \) if and only if \( y - x \in K \). \( x \prec y \) if \( x \preceq y \) and \( x \neq y \). \( x \gg y \) if \( y - x \in \hat{K} \), where \( \hat{K} \) is the interior of the cone \( K \). A cone \( K \) is called minihedral if, for any pair \( \{x, y\}, x, y \in E \), bounded above in order that there exists the least upper bound \( \sup \{x, y\} \). A cone \( K \) is called normal if there exists a constant \( N > 0 \) such that \( x \preceq y, x, y \in K \) implies \( \|x\|_E \leq N\|y\|_E \).
where $\Phi : K \to K$ is said to be monotone increasing, if, for $\forall x_1, x_2 \in K, x_1 \leq x_2$, one has $\Phi x_1 \leq \Phi x_2$.

The following two lemmas cited from [18] are useful for the proof of our main results in this section.

**Lemma 17** (see [18]). Let $E$ be a real Banach space with an order cone $K$ satisfying the following:

(a) $K$ has a nonempty interior,
(b) $K$ is normal and minihedral.

Assume that there are two points in $E$, $x_* \ll x^*$, and a monotone increasing complete continuous operator $\Phi : [x_*, x^*] \to E$. If

\[ \Phi x_* \ll x_* \quad \text{and} \quad x^* \ll \Phi x^*, \quad (20) \]

then $\Phi$ has a fixed point $x \in [x_*, x^*]$. Here $[x_*, x^*]$ denotes the order interval $\{x \in K : x_* \leq x \leq x^*\}$.

Consider the Banach space $E = \mathbb{AP}(T, \mathbb{R}^n)$ with the norm

\[ \|x\| = \max \{x^*, y^*\}, \quad \forall z = (x, y)^T \in E. \quad (21) \]

Define the cone $K$ in $E$ by

\[ K = \{ z = (x, y)^T \in E : x \geq 0, y \geq 0 \}. \quad (22) \]

It is not difficult to verify that $K$ is normal and minihedral and has a nonempty interior.

Let the map $L$ be defined by

\[ (Lz)(t) = ((\Phi z)(t), (\Psi z)(t))^T, \quad (23) \]

where

\[ (\Phi z)(t) = \int_{-\infty}^{+\infty} e^z(t, \sigma(s)) x(s) \]

\[ \times \left[ b^+(s) x(s) + \frac{c^+(s) y(s)}{\alpha^+(s) + \beta^+(s) x(s) + y^+ y^+(s)} \right] \Delta s, \]

\[ (\Psi z)(t) = \int_{-\infty}^{+\infty} e_d(t, \sigma(s)) f(s) x(s) y(s) \]

\[ \times \left[ b^+(s) x(s) + \frac{c^+(s) y(s)}{\alpha^+(s) + \beta^+(s) x(s) + y^+ y^+(s)} \right] \Delta s, \quad (24) \]

where $z \in K$, $t \in T$.

By $(H_1)$-$(H_2)$, one could choose some positive constants $x_* < x^*$ and $y_* < y^*$ satisfying

\[ \left[ b^+ x_* + \frac{c^+ y_*}{\alpha^+ + \beta^+ x_* + y^+ y_*} \right] < a^-, \]

\[ \frac{f^+ x_*}{\alpha^- + \beta^- x_* + y^- y_*} < d^-, \]

\[ \left[ b^+ x^* + \frac{c^+ y^*}{\alpha^+ + \beta^+ x^* + y^+ y^*} \right] > a^+, \]

\[ \frac{f^+ x^*}{\alpha^- + \beta^- x^* + y^- y^*} > d^+. \quad (25) \]

**Lemma 18.** $L : D \to E$ is monotone increasing, where $D = [z_*, z^*]$, $z_* = (x_*, y_*)^T$, and $z^* = (x^*, y^*)^T$.

*Proof.* Let $F_1(t, x, y) = x[b^+(t)x + c^+(t)y]/(\alpha^+(t) + \beta^+(t)x + y^+(t)y)]$ and $F_2(t, x, y) = (f^+(t)x + \beta^+(t)x^+ + y^+(t)y)]$, $\forall t \in T$. Then

\[ (\Phi z)(t) = \int_{-\infty}^{+\infty} e_{a^+} (t, \sigma(s)) F_1(s, x, y) \Delta s, \]

\[ (\Psi z)(t) = \int_{-\infty}^{+\infty} e_d (t, \sigma(s)) F_2(s, x, y) \Delta s. \quad (26) \]

Notice that

\[ \frac{\partial F_1}{\partial x} = 2 \lambda b + \frac{c(t) y}{\alpha(t) + \beta(t) x + y(t)} \geq 0, \]

\[ \frac{\partial F_1}{\partial y} = \frac{c(t) x}{\alpha(t) + \beta(t) x + y(t)} \geq 0, \]

\[ \frac{\partial F_2}{\partial x} = \frac{f(t) x}{\alpha(t) + \beta(t) x + y(t)} \geq 0, \]

\[ \frac{\partial F_2}{\partial y} = \frac{f(t) x}{\alpha(t) + \beta(t) x + y(t)} \geq 0, \quad (27) \]

which implies that $(Lz)(t) = ((\Phi z)(t), (\Psi z)(t))^T$ is monotone increasing. This completes the proof.

**Lemma 19.** $\Phi : D \to E$ is complete continuous.

*Proof.* First, we show that $L$ maps bounded set into bounded sets. For $\forall z \in D$, we have

\[ \sup_{t \in T} (\Phi z)(t) \leq x^* \left[ b^+ x^* + \frac{c^+ y^*}{\alpha^+ + \beta^+ x^* + y^+ y^*} \right], \]

\[ \times \sup_{t \in T} \int_{-\infty}^{+\infty} e_{a^-} (t, \sigma(s)) \Delta s \]

\[ \leq \frac{1}{a^-} \left[ b^+ x_* + \frac{c^+ y_*}{\alpha^- + \beta^- x_* + y^- y_*} \right], \]

\[ \sup_{t \in T} (\Psi z)(t) \leq \frac{f^+ x_*}{\alpha^- + \beta^- x_* + y^- y_*} \sup_{t \in T} \int_{-\infty}^{+\infty} e_{d^-} (t, \sigma(s)) \Delta s \]

\[ \leq \frac{1}{d^-} \left[ f^+ x_* + \frac{c^+ y^*}{\alpha^- + \beta^- x_* + y^- y_*} \right]. \quad (28) \]
That is, $LD$ is uniformly bounded. In addition, for $\forall t_1, t_2 \in T$ and $t_1 \leq t_2$, notice that

$$\left| (\Phi z)(t_1) - (\Phi z)(t_2) \right| = \int_{t_1}^{t_2} e_a(t_1, \sigma(s)) x(s) \Delta s \times \left[ b(s) x(s) + \frac{c(s) y(s)}{\alpha(s) + \beta(s) x(s) + \gamma(s) y(s)} \right] \Delta s$$

$$- \int_{t_2}^{t_1} e_a(t_1, \sigma(s)) x(s) \Delta s \times \left[ b(s) x(s) + \frac{c(s) y(s)}{\alpha(s) + \beta(s) x(s) + \gamma(s) y(s)} \right] \Delta s$$

Similarly, one could easily obtain that

$$\left| (\Psi z)(t_1) - (\Psi z)(t_2) \right| \rightarrow 0, \quad \text{as} \quad t_1 \rightarrow t_2.$$  \hspace{1cm} (30)

So $Lz$ is equicontinuous for any $z \in D$. Using Arzelà-Ascoli theorem on time scales [19], we obtain that $LD$ is relatively compact. In view of Lebesgue's dominated convergence theorem on time scales [20], it is easy to prove that $L$ is continuous. Hence, $L$ is complete continuous. The proof of this lemma is complete. \hfill \Box

3. Almost Periodic Solution

In this section, we will utilize Lemma 17 which is given in the previous section to establish some sufficient criteria for the existence of positive (almost) periodic solutions of system (4).

**Theorem 20.** Assume that the following conditions hold:

$$(H_1) \quad f^{-} > \beta^{+} d^{+},$$

$$(H_2) \quad a^{-} > 0, \quad d^{-} > 0, \quad \text{and} \quad \alpha^{-} > 0.$$  \hspace{1cm} (31)

Then system (4) has at least one positive almost periodic solution.

**Proof.** Now, we should use Lemma 17 to prove the existence of positive almost periodic solutions of system (4). By Lemmas 18 and 19, we know that $L$ is a monotone increasing complete continuous operator on $D$. It remains to prove that

$$Lz^* < z^*, \quad z^* \ll Lz^*.$$  \hspace{1cm} (32)

On the one hand, by the definition of $z^* = (x^*, y^*)^T$, it follows that

$$\Phi z^* = \Phi(x^*, y^*)^T$$

$$= \int_{t_1}^{t_2} e_a(t_1, \sigma(s)) x^*(s) \Delta s \times \left[ b(s) x^*(s) + \frac{c(s) y^*(s)}{\alpha(s) + \beta(s) x^*(s) + \gamma(s) y^*(s)} \right] \Delta s$$

$$\leq \frac{1}{a^{-}} x^* \left[ b^{+} x^* + \frac{c^{+} y^*}{\alpha^{-} + \beta^{+} x^* + \gamma^{+} y^*} \right] \Delta s$$

Similarly, one could easily obtain that

$$(\Psi z)(t_1) - (\Psi z)(t_2) \rightarrow 0, \quad \text{as} \quad t_1 \rightarrow t_2.$$  \hspace{1cm} (33)

On the other hand, one has from the definition of $z^* = (x^*, y^*)^T$ that

$$\Phi z^* = \Phi(x^*, y^*)^T$$

$$= \int_{t_1}^{t_2} e_a(t_1, \sigma(s)) x^*(s) \Delta s \times \left[ b(s) x^*(s) + \frac{c(s) y^*(s)}{\alpha(s) + \beta(s) x^*(s) + \gamma(s) y^*(s)} \right] \Delta s$$

which implies that

$$Lz^* = (\Phi z^*, \Psi z^*)^T < (x^*, y^*)^T = z^* \implies Lz^* \ll z^*.$$  \hspace{1cm} (34)

That is, $LD$ is uniformly bounded. In addition, for $\forall t_1, t_2 \in T$ and $t_1 \leq t_2$, notice that

$$\left| (\Phi z)(t_1) - (\Phi z)(t_2) \right| = \int_{t_1}^{t_2} e_a(t_1, \sigma(s)) x(s) \Delta s \times \left[ b(s) x(s) + \frac{c(s) y(s)}{\alpha(s) + \beta(s) x(s) + \gamma(s) y(s)} \right] \Delta s$$

$$- \int_{t_2}^{t_1} e_a(t_1, \sigma(s)) x(s) \Delta s \times \left[ b(s) x(s) + \frac{c(s) y(s)}{\alpha(s) + \beta(s) x(s) + \gamma(s) y(s)} \right] \Delta s$$

Similarly, one could easily obtain that

$$\left| (\Psi z)(t_1) - (\Psi z)(t_2) \right| \rightarrow 0, \quad \text{as} \quad t_1 \rightarrow t_2.$$  \hspace{1cm} (30)

So $Lz$ is equicontinuous for any $z \in D$. Using Arzelà-Ascoli theorem on time scales [19], we obtain that $LD$ is relatively compact. In view of Lebesgue's dominated convergence theorem on time scales [20], it is easy to prove that $L$ is continuous. Hence, $L$ is complete continuous. The proof of this lemma is complete. \hfill \Box
\[
\times \left( b(s) x^* + \frac{c(s) y^*}{\alpha(s) + \beta(s) x^* + \gamma(s) y^*} \right) \Delta s \\
\geq \frac{1}{\alpha^*} x^* \left( - b x^* + \frac{c y^*}{\alpha^* + \beta^* x^* + \gamma^* y^*} \right) \\
> x^*, \\
\Psi z^* = \Psi(x^*, y^*)^T \\
= \int_{-\infty}^{\infty} e^{-d(s)}(s) f(s) x^* y^* \Delta s \\
\geq \frac{1}{\alpha^* + \beta^* x^* + \gamma^* y^*} \\
> y^*,
\]
which implies that
\[
Lz^* = (\Phi z^*, \Psi z^*)^T > (x^*, y^*)^T = z^* \implies Lz^* \gg z^*. \tag{35}
\]
Applying Lemma 17, we see that \( L \) has at least one positive fixed point in \( [z_+, z^+] \). Therefore, system (4) has at least one positive almost periodic solution. This completes the proof. \( \square \)

From Theorem 20, we can easily obtain the following.

**Theorem 21.** Assume that (H1)-(H2) hold. Suppose further that all the coefficients of system (4) are nonnegative \( \omega \)-periodic functions; then system (4) has at least one positive \( \omega \)-periodic solution.

If \( \mathbb{T} = \mathbb{R} \) in system (4), then Theorem 21 is changed to the following theorem.

**Theorem 22.** Assume that (H1)-(H2) hold. Suppose further that all the coefficients of system (2) are nonnegative \( \omega \)-periodic functions; then system (2) has at least one positive \( \omega \)-periodic solution.

**Remark 23.** Clearly, the validity of condition (C) in Theorem 1 depends on coefficients \( a, b, d, f, \alpha, \) and \( \beta \) of system (2). But condition (H1) in Theorem 22 only depends on coefficients \( d, f, \) and \( \beta \). Therefore, compared with Theorem 1, Theorem 22 is easy to verify and then has an extensive application. Sometimes one cannot judge the existence of the periodic solution for some system in the form of (2) by Theorem 1. However, it can be done by the result in the present theorem. The following example is given to illustrate this point in detail.

**Example 24.** Let \( a(t) = 0.1, b(t) = 2, c(t) = 2, d(t) = (1 + 1/2 \sin t)/10, f(t) = 2, \alpha(t) = 3 + \sin t, \beta(t) = 8 + \sin t, \) and \( g(t) = 2 + \cos t \); then system (2) becomes
\[
x'(t) \\
= x(t) \left[ 0.1 - 2x(t) \right] \\
= y(t) - d(t) \left[ \frac{2x(t)}{3 + \sin t + (8 + \sin t)x(t)} \right].
\]
We have \( f^- = 2 > 9 \times 0.15 = \beta^* d^* \), which implies from Theorem 22 that system (36) has at least one positive \( 2\pi \)-periodic solution.

However, the assumption of Theorem 1 does not hold for system (36) because \( x_0 = 0.05 \) and
\[
- d(t) + \frac{\int x_0(t)}{\alpha(t) + \beta(t) x_0(t)} \leq -0.05 + \frac{2 \times 0.05}{2 + 7 \times 0.05} \approx -0.0074 < 0.
\]
Therefore one cannot judge the existence of positive periodic solution of system (36) by Theorem 1.

### 4. Global Attractivity

In this section, we will construct a suitable Lyapunov functional to establish some sufficient criteria for the global attractivity of a unique positive (almost) periodic solution of system (2).

**Theorem 25.** Assume that (H1)-(H2) hold; suppose further that there exists a constant \( \rho > 0 \) such that
\[
\inf_{t \in \mathbb{R}} \left[ \frac{\alpha(t) f(t)x(t) + f(t) y(t)}{\alpha(t) [\alpha(t) + \beta(t) x(t) + y(t) y(t)]} > \rho, \right. \\
\left. \frac{\gamma(t) f(t)x(t)}{\alpha(t) [\alpha(t) + \beta(t) x(t) + y(t) y(t)]} \right] > \rho,
\]
where \( x_*, x^*, y_*, \) and \( y^* \) are defined as those in Theorem 20. Then system (2) has a unique positive almost periodic solution, which is globally attractive.

**Proof.** By Theorem 20, system (2) has a unique positive almost periodic solution \( (x, y)^T \) satisfying
\[
x_* \leq x(t) \leq x^*, \quad y_* \leq y(t) \leq y^*, \quad \forall t \in \mathbb{R}. \tag{39}
\]
Suppose that \((u, v)^T\) is another positive solution of system (2). Define
\[
V(t) = |\ln x(t) - \ln u(t)| + |\ln y(t) - \ln v(t)|, \quad \forall t \in \mathbb{R}, \tag{40}
\]
Calculating the upper right derivatives of $V$ along the solution of system (2), it follows that
\[
D^+ V(t) = \text{sgn} [x(t) - u(t)] \left[ \frac{x'(t)}{x(t)} - \frac{u'(t)}{u(t)} \right] \\
+ \text{sgn} [y(t) - v(t)] \left[ \frac{y'(t)}{y(t)} - \frac{v'(t)}{v(t)} \right]
\]
\[
= \text{sgn} [x(t) - u(t)] \\
\times \left( -b(t) [x(t) - u(t)] - \frac{c(t) v(t)}{\alpha(t) + \beta(t) x(t) + \gamma(t) v(t)} \\
+ \frac{c(t) v(t)}{\alpha(t) + \beta(t) u(t) + \gamma(t) v(t)} \right)
\]
\[
+ \text{sgn} [y(t) - v(t)] \\
\times \left( f(t) x(t) \frac{x(t)}{\alpha(t) + \beta(t) x(t) + \gamma(t) y(t)} \\
- \frac{f(t) u(t)}{\alpha(t) + \beta(t) u(t) + \gamma(t) v(t)} \right)
\]
\[
\leq \left( -b(t) - \frac{c(t) v(t)}{\alpha(t) + \beta(t) x(t) + \gamma(t) v(t)} \right) |x(t) - u(t)|
\]
\[
- \left( \frac{y(t) f(t) x(t)}{\alpha(t) \left[ \alpha(t) + \beta(t) x_s + \gamma(t) y^* \right]} \right) |y(t) - v(t)|
\]
\[
\leq -p \left[ |x(t) - u(t)| + |y(t) - v(t)| \right].
\]
(41)

Therefore, $V$ is nonincreasing. Integrating (41) from 0 to $t$ leads to
\[
V(t) + \rho \int_0^t \left[ |x(s) - u(s)| + |y(s) - v(s)| \right] ds \leq V(0) < +\infty,
\]
t $t \in [0, \infty],
\]
(42)

So
\[
\int_0^\infty \left[ |x(s) - u(s)| + |y(s) - v(s)| \right] ds < +\infty,
\]
which implies that
\[
\lim_{s \to +\infty} |x(s) - u(s)| = \lim_{s \to +\infty} |y(s) - v(s)| = 0.
\]
(44)

Thus, the almost periodic solution of system (2) is globally attractive. The global attractivity implies that the almost periodic solution is unique. This completes the proof.

From Theorem 25, we can easily obtain the following.

**Theorem 26.** Assume that all the conditions of Theorem 25 hold. Suppose further that all the coefficients of system (2) are nonnegative $\omega$-periodic functions; then system (2) has a unique positive $\omega$-periodic solution, which is globally attractive.

5. Two Examples

**Example 27.** Consider the following almost periodic predator-prey system with Beddington-DeAngelis functional response on time scales:
\[
x^\Delta(t) = x(t) \left[ 0.1 - 2x(t) - 2y(t) + \sin t + (8 + \sin(\sqrt{2}t)) x(t) + (2 + \cos t) y(t) \right],
\]
\[
y^\Delta(t) = y(t) \left[ -1 + 1/2 \sin(\sqrt{3}t) + 2x(t) + \sin t + (8 + \sin(\sqrt{2}t)) x(t) + (2 + \cos t) y(t) \right].
\]
(45)

Similar to the argument as that in Example 24, system (45) has at least one positive almost periodic solution by Theorem 20.

**Example 28.** Consider the following almost periodic predator-prey system with Beddington-DeAngelis functional response:
\[
x'(t) = x(t) \left[ 1 - 5x(t) - 10^{-3} y(t) \right] - \frac{2y(t)}{3 + \sin(\sqrt{3}t) + 0.1x(t) + (2 + \cos(\sqrt{2}t)) y(t)}
\]
\[
y'(t) = y(t) \left[ -1 + 1/2 \sin(\sqrt{3}t) + 2x(t) + \sin t + (8 + \sin(\sqrt{2}t)) x(t) + (2 + \cos t) y(t) \right].
\]
(45)
Then all conditions of Theorem 25 are satisfied. By almost periodic solution for the above continuous system is monotone operator. Further, the global attractivity of the dichotomy on time scales and fixed point theory based on response on time scales by using the theory of exponential for the existence of positive almost periodic solution for a

6. Conclusion

In this paper, some sufficient conditions are established for the existence of positive almost periodic solution for a predator-prey system with Beddington-DeAngelis functional response on time scales by using the theory of exponential dichotomy on time scales and fixed point theory based on monotone operator. Further, the global attractivity of the almost periodic solution for the above continuous system is also investigated. The main results obtained in this paper are completely new even in case of the time scale \( \mathbb{T} = \mathbb{R} \) or \( \mathbb{Z} \). Besides, the method used in this paper may be used to study the positive almost periodic solution of many other biological models.
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