EXPONENTIAL ERGODICITY OF SEMILINEAR EQUATIONS DRIVEN BY LÉVY PROCESSES IN HILBERT SPACES

A. CHOJNOWSKA-MICHALIK AND B. GOLDYS

Abstract. We study convergence to the invariant measure for a class of semilinear stochastic evolution equations driven by Lévy noise, including the case of cylindrical noise. For a certain class of equations we prove the exponential rate of convergence in the norm of total variation. Our general result is applied to a number of specific equations driven by cylindrical symmetric $\alpha$-stable noise and/or cylindrical Wiener noise. We also consider the case of a "singular" Wiener process with unbounded covariance operator. In particular, in the equation with diagonal pure $\alpha$-stable cylindrical noise introduced by Priola and Zabczyk we generalize results in [12]. In the proof we use an idea of Maslowski and Seidler from [10].
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Let $H$ be a real separable Hilbert space. In this paper we are concerned with the ergodic behaviour of the semilinear stochastic equation
\[
\begin{aligned}
&dX_t = (AX_t + F(X_t)) \, dt + dZ_t, \quad t > 0, \\
&X_0 = x \in H,
\end{aligned}
\] (1.1)
driven by, possibly cylindrical, Lévy noise $Z$. We assume that $A$ is a generator of a $C_0$-semigroup $(S_t)_{t \geq 0}$ of bounded linear operators on $H$ and $F : H \to H$ is a Lipschitz mapping. Under the conditions specified in Section 2 equation (1.1) has a unique solution $(X^x_t)$ for every $x \in H$. Our main question is to provide conditions for the exponential convergence of transition measures $\mu^x_t(\cdot) = \mathbb{P}(X^x_t \in \cdot)$ to a unique invariant measure $\mu$ in the norm of total variation. This question has been thoroughly investigated in the case when $Z = BW$ with a certain cylindrical Wiener process $W$ and $B$ a linear operator, see for example [3, 6, 9]. In those works more general, non-Lipschitz drifts $F$ were permitted. The two main ingredients for the proofs were the strong Feller property and topological irreducibility of the transition measures $\mu^x_t$.

In this paper we extend the aforementioned approach to equation (1.1) with general (subject to some natural conditions) Lévy noise $Z$ and bounded Lipschitz drift $F$. Exponential ergodicity for equation (1.1) was investigated recently in [12, 15]. In Theorem 2.8 of Section 2 we show that if the semigroup $(S_t)$ is exponentially stable and compact and the measures $\mu^x_t$ are strong Feller and irreducible then the convergence to the invariant measure holds in the total variation norm and moreover the rate of convergence is exponential. The proof is based on an idea developed in [10]. In Section 3 we discuss three examples. In subsection 3.1 we apply our general result to equation (1.1) with the noise $Z$ being a symmetric $\alpha$-stable cylindrical noise. In Corollary 3.2 we show that Theorem 2.8 yields a strengthening of the similar result obtained in [12] and of an earlier result in [15]. In the proof we use the fundamental results of Priola and Zabczyk proved in [14]. In subsection 3.2 we consider Lévy noise with both, the jump part and the Gaussian part, non-vanishing. Finally, in Section 3.3 we consider the stochastic heat equation driven by a mixture of a cylindrical symmetric $\alpha$-stable noise and a singular Wiener noise with unbounded covariance operator.

Notations. In what follows, the norm in the Hilbert space $H$ is denoted by $| \cdot |$. The norm in any other Banach space $E$ will be denoted as $| \cdot |_E$.

The Hilbert-Schmidt norm of an operator $K : H \to H$ will be denoted as $\| K \|_{HS}$.

2. Formulation of the problem and main result

We start with the set of conditions that are assumed to hold throughout the paper. We assume that $Z = (Z_t)_{t \geq 0}$ is a Lévy process defined on a stochastic basis $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ satisfying the usual conditions and with values in a Hilbert space $U$, such that $H \subset U$ with continuous and dense embedding. More precisely, we assume that
\[
Z_t = ta + Q^{1/2}W_t + Y_t, \quad t \geq 0,
\]
where $a \in U$ is a fixed vector, $W$ is a standard cylindrical Wiener process in $H$, the process $Y$ is a $U$-valued, pure jump Lévy process, independent of $W$, and $Q : \text{dom}(Q) \subset H \to H$ is a selfadjoint and nonnegative operator.

We will assume that the semigroup $(S_t)$ enjoys the following properties.

**Hypothesis 2.1.**

1. For every $t \in (0, 1]$, the operator $S_t$ has an extension (still denoted by $S_t$) to a bounded operator $S_t : U \to H$.
2. We have
   \[ \int_0^1 |S_s a| \, ds < \infty. \] (2.1)
   For each $t > 0$ the operator $S_t Q^{1/2}$ extends to a bounded operator on $H$ and
   \[ \int_0^1 \| S_s Q^{1/2} \|^2_{HS} \, ds < \infty. \] (2.2)

**Hypothesis 2.2.** For every $t \in (0, 1]$ the stochastic integral
   \[ \int_0^t S_s dY_s, \]
   is a well defined $H$-valued random variable defined as a limit in probability of the corresponding Stieltjes sums (see e.g. [2] and [11]). Moreover, there exists $p > 0$ such that
   \[ \gamma_p = \sup_{t \in (0, 1]} \mathbb{E} \left| \int_0^t S_s dY_s \right|^p < \infty, \] (2.3)
   and
   \[ \lim_{t \downarrow 0} \mathbb{E} \left| \int_0^t S_s dY_s \right|^p = 0. \] (2.4)

The remark below provides a convenient sufficient condition for Hypothesis 2.2 to hold. It is proved in Section 4.

**Remark 2.3.** If $U = H$ and $\mathbb{E} |Y_1|^p < \infty$ for a certain $p > 0$ then Hypothesis 2.2 is satisfied with this $p$.

Finally, we impose the standard Lipschitz condition on the nonlinear term $F$.

**Hypothesis 2.4.** The function $F : H \to H$ is Lipschitz continuous and bounded.

**Proposition 2.5.** Assume Hypothesis 2.2 and let
   \[ Y_A(t) = \int_0^t S_{t-s} dY_s, \quad t \geq 0. \]

Then the following hold.

1. For any $t \geq 0$ there exists a constant $C(t, p, A)$ such that
   \[ \mathbb{E} |Y_A(t)|^p \leq \gamma_p C(t, p, A). \] (2.5)
2. The process $Y_A$ is continuous in $p$-th mean.
The process $Y_A$ admits a predictable modification.

**Remark 2.6.** Clearly, Proposition 2.5 holds true for a more more general process

$$Z_A(t) = \int_0^t S_{t-s}dZ_s$$

$$= \int_0^t S_s a ds + \int_0^t S_{t-s}Q^{1/2}dW_s + \int_0^t S_{t-s}dY_s, \quad t \geq 0,$$

with

$$\tilde{\gamma}_p = \sup_{t \in (0,1]} \mathbb{E}|\int_0^t S_s dZ_s|^p < \infty,$$

by (2.1), (2.2) and (2.3). We will always consider a predictable modification of $Z_A$.

Let us recall that the process $X^x$ is a mild solution to equation (1.1) if it is $H$-valued, predictable and

$$X^x_t = S_t x + \int_0^t S_{t-s}F(X^x_s) ds + Z_A(t), \quad t \geq 0, \quad \mathbb{P} - a.s. \quad (2.6)$$

We will use the notation

$$\mu^x_t$$

for the law of the random variable $X^x_t \in H$.

**Proposition 2.7.** Assume Hypotheses 2.1-2.4. Then for every $x \in H$ equation (1.1) has a unique mild solution $X^x$. The process $X^x$ is Markov and Feller in $H$,

$$\mathbb{E}|X^x_t|^p < \infty, \quad t \geq 0,$$

and the process $X^x$ is $t$-continuous in $p$-th mean.

Now we can formulate the main result of this paper. In the theorem below we denote by $\|\nu\|_{var}$ the total variation norm of a signed Borel measure $\nu$ on $H$. For the definitions of the strong Feller property and open set irreducibility the reader may consult [5].

**Theorem 2.8.** Assume Hypotheses 2.1-2.4. Moreover assume that the semigroup $(S_t)$ is compact and exponentially stable. Assume also that the solution $X$ to (1.1) is strongly Feller and open set irreducible. Then there exists a unique invariant measure $\mu$ for (1.1) and there exist constants $\beta > 0$ and $C > 0$ such that

$$\|\mu^x_t - \mu\|_{var} \leq Ce^{-\beta t} \left(1 + |x|^p\right), \quad x \in H, \quad t \geq 0. \quad (2.7)$$

**Remark 2.9.** Let $X^\nu_t$ be the solution to (1.1) starting from an $\mathcal{F}_0$-measurable random variable $X_0$ such that $\text{Law}(X_0) = \nu$. Then inequality (2.7) extends by standard arguments to a more general one

$$\|\mu^\nu_t - \mu\|_{var} \leq Ce^{-\beta t} \left(1 + \int_H |x|^p \nu(dx)\right), \quad t \geq 0, \quad (2.8)$$

where $\mu^\nu_t$ is the law of the random variable $X^\nu_t$.
3. Examples

3.1. Model with cylindrical $\alpha$-stable noise. In this section we apply Theorem 2.8 to equation (1.1) driven by a cylindrical symmetric $\alpha$-stable noise $Z$ with $\alpha \in (0, 2)$, introduced by Priola and Zabczyk in [14] and later studied in [12] and [15].

Let $\dim(H) = \infty$ and let $\{e_k; k \geq 1\}$ be a CONS in $H$. We will identify $H$ with the space $l^2$ of square-summable sequences. Let $(\rho_k)$ be an arbitrary sequence of positive real numbers. Then we can define the Hilbert space $l^2_\rho$ of all sequences $x = (x_k)$ such that

$$|x|^2_\rho = \sum_{k=1}^{\infty} x_k^2 \rho_k^2 < \infty,$$

and we will denote by $\langle \cdot, \cdot \rangle_\rho$ the corresponding inner product.

The equation

$$\begin{cases}
    dX_t = (AX_t + F(X_t)) \, dt + dZ_t, & t > 0, \\
    X_0 = x \in H,
\end{cases}$$

(3.1)

is studied in [14] and in [15] in the space $H = l^2$ under the set of assumptions listed below.

**Hypothesis 3.1.**

1. Let $A$ be a selfadjoint operator $A : \text{dom}(A) \subset H \to H$ such that

$$Ae_k = -\lambda_k e_k, \quad k \geq 1,$$

with

$$0 < \lambda_1 \leq \lambda_2 \leq \cdots, \quad \lambda_k \to \infty.$$

2. For $\alpha \in (0, 2)$ we define a cylindrical $\alpha$-stable process

$$Z(t) = \sum_{k=1}^{\infty} b_k Z_k(t) e_k, \quad t \geq 0,$$

where $(Z_k)$ is a sequence of real-valued symmetric and independent $\alpha$-stable processes and $(b_k)$ is a sequence of positive reals such that

$$\sum_{k=1}^{\infty} \frac{b_k^\alpha}{\lambda_k} < \infty,$$

(3.2)

3. The mapping $F : H \to H$ is Lipschitz continuous and bounded.

4. There exist constants $\theta \in (0, 1)$ and $\tilde{c} > 0$ such that

$$b_k \geq \tilde{c} \lambda_k^{-\theta + \frac{1}{\alpha}}, \quad k \geq 1.$$

Let for a fixed $\sigma \geq \frac{1}{\alpha}$,

$$U_\sigma = l^2_{\rho(\sigma)}, \quad \rho(\sigma) = (\lambda_k^{-\sigma}).$$

Clearly, $H$ is continuously and densely imbedded into $U_\sigma$.

We shall show that Hypothesis 3.1 implies the assumptions of Proposition 2.7 and of Theorem 2.8.
First, note that $Z$ is an $U_\sigma$-valued Lévy process. Indeed, by Proposition 3.3 in [14], $Z$ is a Lévy process with values in $l_\rho$ with $\rho = (\rho_k)$ such that
\[ \sum_{k=1}^{\infty} b_k^{\alpha} \rho_k^\alpha < \infty, \]
hence with values in $U_\sigma$ by (3.2).

Next, the operator $A$ with the domain $\text{dom}(A) = l_2^\lambda$, where $\lambda = (\lambda_k)$ generates on $H$ a symmetric compact semigroup $(S_t)$ with
\[ S_t e_k = e^{-\lambda_k t}, \quad k \geq 1, \quad t \geq 0. \]
In particular,
\[ \|S_t\| = e^{-\lambda_1 t}, \quad t \geq 0. \quad (3.3) \]

Therefore, the additional assumptions on $(S_t)$ in Theorem 2.8 hold. (3.4)

Fix $t > 0$ and let $x = (x_k) \in H \subset U_\sigma$. Then
\begin{align*}
|S_t x|_H^2 &= \sum_{k=1}^{\infty} e^{-2\lambda_k t} x_k^2 = \sum_{k=1}^{\infty} \lambda_k^{2\sigma} e^{-2\lambda_k t} \frac{x_k^2}{\lambda_k^{2\sigma}}, \quad (3.5)
\end{align*}
Since $\lambda_k \not\to \infty$,
\[ c(t) = \sup_k \left( \lambda_k^{\sigma} e^{-\lambda_k t} \right) < \infty \]
and (3.5) yields
\[ \|S_t\|_{U_\sigma \to H} \leq c(t), \]
and the proof of part (1) of Hypothesis 2.1 is complete.

Since $a = 0$ and $Q = 0$ all the conditions of Hypothesis 2.1 are satisfied.

Next, if parts (1) and (2) of Hypothesis 3.1 hold then it follows from Proposition 4.4 of [14] that for any $t > 0$ the stochastic integral $\int_0^t S_s dZ_s$ takes values in $H$, hence the first part of Hypothesis 2.2 is satisfied and additionally for any $p \in (0, \alpha)$
\begin{align*}
\mathbb{E} \left| \int_0^t S_s dZ_s \right|^p &\leq c_p \left( \sum_{k=1}^{\infty} b_k^{\alpha} \frac{1 - e^{-\alpha \lambda_k t}}{\alpha \lambda_k} \right)^{p/\alpha}, \quad (3.6)
\end{align*}
where the constant $c_p$ depends on $p$ only. We note that the last estimate is an immediate consequence of Theorem 4.6 in [14]. Note also that by (3.2) the RHS of (3.6) is finite uniformly in $t > 0$, hence our condition (2.3) is satisfied with
\[ \gamma_p \leq \tilde{c}_p \left( \frac{1}{\alpha} \right)^{p/\alpha} \left( \sum_{k=1}^{\infty} \frac{b_k^{\alpha}}{\lambda_k} \right)^{p/\alpha}. \]

Moreover, using the Dominated Convergence we find that the RHS of (3.6) tends to 0 as $t \downarrow 0$ which yields our condition (2.4). Finally, all the conditions of Hypothesis 2.2 hold. Hypothesis 2.4 is identical with part 3 of Hypothesis 3.1.
Thus we have proved that under assumptions (1)-(3) of Hypothesis 3.1, our Hypotheses 2.1-2.4 are satisfied and thereby as an immediate consequence of Proposition 2.7 and Theorems 5.5 and 5.7 in [14] we obtain

**Corollary 3.2.** Assume that Hypothesis 3.1 holds. Then for every \( x \in H \) there exists a unique mild solution \( X^x \) to equation (3.1) which is an \( H \)-valued Markov process, irreducible and strong Feller. Moreover, for any \( p \in (0, \alpha) \)

\[ \mathbb{E} |X_t^x|^p < \infty, \quad t \geq 0. \]

Finally, taking into account (3.4) and (3.3) we note that by Hypothesis 3.1 all the assumptions of our Theorem 2.8 are satisfied and we obtain immediately the following strengthening of Theorem 2.8 in [12] and of Theorems 2.2 and 2.3 in [15].

**Corollary 3.3.** Under Hypothesis 3.1 there exists a unique invariant measure for (3.1) and for any \( p \in (0, \alpha) \) there exist constants \( \beta > 0 \) and \( C > 0 \) such that

\[ \| \mu_t^x - \mu \|_{\text{var}} \leq Ce^{-\beta t} \left( 1 + |x|^p_H \right), \quad t \geq 0, \quad x \in H. \]  

(3.7)

**Remark 3.4.** Ascertainment (3.7) is proved in Theorem 2.8 in [12] under Hypothesis 3.1 and an additional assumption that for some \( \epsilon > 0 \)

\[ \sum_{k=1}^{\infty} \frac{b_0^k}{\lambda_k^{1-\epsilon}} < \infty. \]  

(3.8)

Let us note, that (3.8) ensures that the solution \( X \) to (3.1) takes values in a linear subspace compactly imbedded into \( H \), while (3.2) of Hypothesis 3.1 is equivalent to the fact that \( X \) is \( H \)-valued only (Comp. Remark 2.3 in [12]). Corollary 3.3 strengthens also Theorems 2.2 and 2.3 from an earlier paper [15]. In that paper additionally to Hypothesis 3.1 the nonlinearity \( F \) must be sufficiently small and only weak convergence to the invariant measure \( \mu \) with exponential rate is obtained.

### 3.2. Linear equation driven by Lévy noise with Gaussian component.

In this section we consider equation (1.1) with \( F = 0 \), i.e.

\[
\begin{cases}
    dX_t = (AX_t + a) \, dt + Q^{1/2}dW_t + dY_t, & t > 0 \\
    X_0 = x \in H,
\end{cases}
\]

(3.9)

under Hypotheses 2.1 and 2.2. By (2.2) the operator \( Q_t : H \to H \) defined as

\[ Q_t x = \int_0^t S_s Q S_s^* x \, ds, \quad x \in H, \]

is nonnegative and trace class for every \( t > 0 \). We will also assume the following

**Hypothesis 3.5.**

\[ S_t(H) \subset Q_t^{1/2}(H), \quad t > 0. \]
Let us recall that Hypothesis 3.5 holds if and only if the solution $X^{OU}$ (Gaussian Ornstein-Uhlenbeck process), corresponding to equation (3.9) with $Y = 0$ and $a = 0$, is strong Feller (see Section 9.4.1 of [4]). Therefore, if Hypothesis 3.5 holds then the solution $X$ to (3.9) is strong Feller as well by Lemma 20.1 in [13].

We note also that by Hypothesis 3.5 and the strong continuity of the semigroup $(S_t)$ the set
$$Q^{1/2}_t(H) = \bigcup_{s \leq t} Q^{1/2}_s(H)$$
is dense in $H$ for every $t > 0$. Hence, $N(S_t x, Q_t) = \mathcal{L}aw(X^{OU,x}_t)$ has a support on the whole of $H$ for every $t > 0$. Therefore $X^*_t$ is irreducible for every $t > 0$ and $x \in H$ by Lemma 20.1 in [13].

Thus we obtain the following immediate consequence of Theorem 2.8.

**Corollary 3.6.** Assume Hypotheses 2.1, 2.2 and 3.5 and moreover assume that the semigroup $(S_t)$ is exponentially stable. Then equation (3.9) has a unique invariant measure $\mu$ that satisfies (2.7).

In particular, invoking Remark 2.3 we obtain

**Corollary 3.7.** Let $U = H$ and $\mathbb{E} |Y_t|^p < \infty$ for certain $p > 0$. Moreover, assume (2.2) and Hypothesis 3.5 and that the semigroup $(S_t)$ is exponentially stable. Then equation (3.9) has a unique invariant measure $\mu$ that satisfies (2.7).

### 3.3. Heat equation with Lévy noise with singular Gaussian component.

In this section we will apply Theorem 2.8 to the stochastic heat equation

$$
\begin{aligned}
\begin{cases}
&dX_t(\xi) = \left(\frac{\partial^2 X_t}{\partial \xi^2}(\xi) + a(\xi)\right) dt + Q^{1/2} dW_t(\xi) + dY_t(\xi), \quad \xi \in (0, \pi), \quad t > 0 \\
&X_0(\xi) = x(\xi), \quad \xi \in [0, \pi] \\
&X_t(0) = X_t(\pi) = 0, \quad t > 0,
\end{cases}
\end{aligned}
$$

(3.10)

with an unbounded operator $Q = \left(-\frac{\partial^2}{\partial \xi^2}\right)^{\delta/2}$, vector $a \in U$, and a cylindrical $\alpha$-stable process $Y$. It is well known that equation (3.10) can be rewritten as a version of an abstract equation (3.9). Indeed, let $H = L^2(0, \pi)$ and

$$A = \frac{\partial^2}{\partial \xi^2}, \quad \text{dom}(A) = H^2(0, \pi) \cap H^1_0(0, \pi).$$

Then $A$ has eigenfunctions

$$e_k(\xi) = \sqrt{\frac{2}{\pi}} \sin k \xi, \quad k \geq 1,$$

and eigenvalues

$$-\lambda_k = -k^2, \quad k \geq 1.$$
We assume that for a certain \( \delta \in \mathbb{R} \)
\[
Q = \sum_{k=1}^{\infty} q_k e_k \otimes e_k, \quad q_k = k^\delta.
\] (3.11)

Then
\[
\text{for every } t > 0, \quad \sup_k \sqrt{\frac{\lambda_k}{q_k}} e^{-\lambda_k t} < \infty,
\]
and therefore, by Proposition 9.30 in [4] Hypothesis 3.5 holds. Note that (2.2) holds for \( A \) and \( Q \) defined above iff
\[
\delta < 1.
\] (3.12)

Indeed, (3.12) is satisfied iff
\[
\sum_{k=1}^{\infty} \frac{q_k}{\lambda_k} < \infty,
\]
which is equivalent to (2.2), comp. Proposition 9.30 in [4]. In particular, for \( \delta \in (0, 1) \) the operator \( Q = (-A)^{\delta/2} \) in (3.11) is unbounded but condition (2.2) holds.

Let
\[
Y(t) = \sum_{k=1}^{\infty} b_k Y_k(t) e_k,
\] (3.13)
where \((Y_k)\) is a sequence of real-valued, independent, symmetric and \( \alpha \)-stable processes with \( \alpha \in (0, 2) \). We will assume that the sequence of non-negative real numbers \((b_k)\) enjoys the following property.

The set
\[
\mathcal{K} = \{ k \in \mathbb{N} : b_k > 0 \},
\]
is infinite and there exists \( \gamma \in \mathbb{R} \) such that
\[
b_k = k^\gamma, \quad k \in \mathcal{K}.
\] (3.14)

Observe, that if
\[
\gamma < \frac{1}{\alpha},
\] (3.15)
then Condition (3.2) holds and by results in Section 3.1 Hypothesis 2.2 is satisfied for \( p < \alpha \). In particular, if \( 0 \leq \gamma < \frac{1}{\alpha} \) then the process \( Y \) defined by (3.13) and (3.14) is a cylindrical noise taking values in the space \( \mathcal{U}^{\frac{\alpha}{2}} \) (see Section 3.1). Note that if \( \mathcal{K} \neq \mathbb{N} \) then the process \( Y \) is degenerate. Let
\[
a = \sum_{k=1}^{\infty} a_k e_k \in \mathcal{U}^{\frac{1}{\alpha}},
\]
that is
\[
\sum_{k=1}^{\infty} \frac{a_k^2}{k^2} < \infty.
\] (3.16)
Then for every \( t \geq 0 \)
\[
\int_0^t |S_s a|^2 ds < \infty ,
\]
and (2.1) follows. Finally, as a consequence of Corollary 3.6 we obtain the following

**Corollary 3.8.** Under assumptions (3.11) - (3.16) equation (3.10) has a unique stationary distribution \( \mu \) and for any \( p \in (0, \alpha) \) exponential estimate (3.7) holds.

4. Proofs

4.1. **Proof of Remark 2.3.** If \( p > 1 \), then the process \( (Y_t - \mathbb{E}Y_t)_{t \geq 0} \) is an \((\mathcal{F}_t)\)-martingale and (2.3) and (2.4) follow easily.

Let \( 0 < p \leq 1 \). It has been proved in [8], see also [7] for a more general result, that \( \mathbb{E}|Y_1|^p < \infty \) iff
\[
\int_{|x| \geq 1} |x|^p M(dx) < \infty , \tag{4.1}
\]
where \( M \) is the Lévy measure of \( Y \). We can represent \( Y_t = Y^1_t + Y^2_t \), where \( Y^1 \) is a Lévy process corresponding to the Lévy measure \( M \) restricted to the ball \( B_1 \) and \( Y^2 \) is a Lévy process corresponding to \( M^{(2)} \), the Lévy measure \( M \) restricted to \( H \setminus B_1 \), and moreover \( Y^1 \) and \( Y^2 \) are independent. Therefore (2.3) is satisfied iff (2.3) holds for \( Y^2 \). By [11] we have
\[
\int_0^t S_s dY^2_s = \int_0^t \int_{H \setminus B_1} S_s x N(ds, dx),
\]
where \( N \) is the Poisson measure corresponding to \( Y^2 \), in particular \( N \) takes nonnegative integer values and hence \( \mathbb{E}|N(B)|^p \leq \mathbb{E}|N(B)| = M^{(2)}(B) \) for \( B \in \mathcal{B}(H) \). Therefore as in [1] we obtain the estimate:
\[
\mathbb{E} \left| \int_0^t S_s dY^2_s \right|^p \leq \int_0^t \int_{H \setminus B_1} |S_s x|^p M^{(2)}(dx) ds
\]
\[
\leq \left( \int_0^t \|S_s\|^p ds \right) \left( \int_{H \setminus B_1} |x|^p M(dx) \right) < +\infty ,
\]
where the last inequality follows from (4.1) and (2.3) and (2.4) hold.

4.2. **Proof of Proposition 2.5.** We will consider only the case of \( p \in (0,1) \) which is less standard. The proof for \( p \geq 1 \) is similar. We recall that for \( p \in (0,1) \) the space \( L^p(\Omega, H) \) is a linear complete metric space with the distance
\[
d_p(\xi, \eta) = \mathbb{E} |\xi - \eta|^p .
\]

**Proof of (1).** For \( u > 0, v \geq 0 \) we have (e.g. [2])
\[
\int_v^{u+v} S_{u+v-s} dY_s \overset{D}{=} \int_0^{u} S_{u-s} dY_s \overset{D}{=} \int_0^{u} S_s dY_s , \tag{4.2}
\]
where \( D \) stands for the equality of probability distributions. Hence, invoking the fact that for certain constants \( C_A \geq 1 \) and \( \delta \)

\[ \|S_t\| \leq C_A e^{\delta t}, \quad t \geq 0, \]

we find that for a fixed \( t > 0 \)

\[
E |Y_A(t)|^p = E \left| \int_0^t S_s dY_s \right|^p \\
\leq \sum_{k=0}^{[t]-1} E \left| \int_k^{k+1} S_s dY_s \right|^p + \|S_t\| \sum_{k=0}^{[t]} pC_A \left( \|S_s\| + 1 \right)^p \\
\leq \gamma_p C_A \sum_{k=0}^{[t]} e^{\delta p k} < \infty,
\]

and (2.5) follows with

\[
C(t, p, A) = C_A \sum_{k=0}^{[t]} e^{\delta p k}.
\]

In (4.3) estimates follow from the triangle inequality and (4.2).

Proof of (2). Fix \( t \geq 0 \). Then for \( h > 0 \)

\[
Y_A(t + h) - Y_A(t) = \int_t^{t+h} S_{t+h-s} dY_s + \int_0^t (S_{t+h-s} - S_{t-s}) dY_s.
\]

Hence, by triangle inequality and (4.2)

\[
E |Y_A(t + h) - Y_A(t)|^p \leq E \left| \int_0^h S_s dY_s \right|^p + E |S_h Y_A(t) - Y_A(t)|^p \\
= J_1(h) + J_2(t, h),
\]

and by (2.4) of Hypothesis 2.2,

\[
\lim_{h \downarrow 0} J_1(h) = 0. \tag{4.4}
\]

Concerning \( J_2(t, h) \) observe that for \( \mathbb{P} \)-a.e. \( \omega \)

\[
\lim_{h \downarrow 0} S_h Y_A(t, \omega) = Y_A(t, \omega),
\]

by the strong continuity of the semigroup \( (S_t) \). Moreover, for \( h \in (0, 1] \)

\[
|(S_h - I) Y_A(t, \omega)| \leq (\|S_h\| + 1) |Y_A(t, \omega)| \\
\leq C_A (2 + e^{\delta}) |Y_A(t, \omega)|,
\]

Therefore, by part (1) of the Proposition and the Dominated Convergence we obtain

\[
\lim_{h \downarrow 0} J_2(t, h) = 0, \tag{4.5}
\]
and the right-continuity of $Y_A$ in $p$-th mean follows. Similarly, to prove left-continuity, fix $t > 0$ and let $0 < h < t \wedge 1$. Then, using (4.2) we obtain

$$\mathbb{E} |Y_A(t) - Y_A(t-h)|^p = \mathbb{E} \left| (S_h - I)Y_A(t-h) + \int_{t-h}^t S_{t-s}dY_s \right|^p \leq J_1(h) + \mathbb{E} \left| (S_h - I) \int_0^{t-h} S_s dY_s \right|^p = J_1(h) + J_3(h, h),$$

and

$$J_3(h, h) \leq \mathbb{E} \left| (S_h - I) \int_0^t S_s dY_s \right|^p + \|S_h - I\|_p^p \mathbb{E} \left| \int_{t-h}^t S_s dY_s \right|^p \leq J_2(h, t) + C_A^p (2 + e^\delta)^p J_1(h).$$

Therefore, by (4.4) and (4.5) \( \lim_{h \to 0} J_3(t, h) = 0 \)

and part (2) of Proposition 2.5 follows.

**Proof of (3).** The Chebyshev inequality and part (2) of Proposition 2.5 yield the stochastic continuity of the process $Y_A$. Since $Y_A$ is $(\mathcal{F}_t)$-adapted, part (3) follows from Proposition 3.6 of [4].

4.3. **Proof of Proposition 2.7.** We follow the proof of Theorem 5.4 in [14]. Recall that we can choose a predictable version of the process $Z_A$. Uniqueness of solutions to (1.1) is an easy consequence of the Gronwall Lemma. To prove existence observe first that under Hypothesis 2.4, for fixed measurable function $f : [0, T] \to H$ and $x \in H$, the deterministic equation

$$y(t) = S_t x + \int_0^t S_{t-s} F(y(s) + f(s)) ds$$

has a unique continuous solution $y : [0, T] \to H$, hence by part (3) of Proposition 2.5 there exists a continuous $H$-valued and $(\mathcal{F}_t)$-adapted process $(V_t)$ such that $\mathbb{P}$-a.s.

$$V_t^x = S_t x + \int_0^t S_{t-s} F(V_s^x + Z_A(s)) ds, \quad t \geq 0.$$ 

Consequently, the process $X_t^x = V_t^x + Z_A(t)$, $t \geq 0$, is a predictable solution to (2.6). By Proposition 2.5 and Remark 2.6 we have $\mathbb{E} |X_t^x|^p < \infty$. The Markov property is proved in Theorem 5.4 of [14] and the Feller property follows from the Gronwall Lemma.

4.4. **Proof of Theorem 2.8.** Step 1. We show first that there exist positive constants $p, \kappa, c_1, c_2$ such that

$$\mathbb{E} |X_t^x|^p \leq c_1 |x|^p e^{-\kappa pt} + c_2, \quad t \geq 0, \quad x \in H.$$  \hspace{1cm} (4.6)

To this end we note that by Hypothesis 2.4

$$C_F = \sup_{x \in H} |F(x)| < \infty,$$
and since the semigroup \((S_t)\) is exponentially stable, there exist constants \(C_A, \kappa > 0\) such that
\[
\|S_t\| \leq C_A e^{-\kappa t}, \quad t \geq 0.
\]
Therefore, using Remark 2.6 and (4.3) for \(Z_A(t)\) we obtain
\[
E |X_t^x|^p \leq |S_t x|^p + E \left( \int_0^t \|S_{t-s}\| \cdot |F (X_s^x)| \, ds \right)^p + \gamma_p C_A^p \sum_{j=0}^{[t]} e^{-\kappa p j}
\]
\[
\leq C_A^p e^{-\kappa pt} |x|^p + C_F^p C_A^p \kappa^{-p} + \gamma_p C_A^p (1 - e^{-\kappa p})^{-1},
\]
and (4.6) follows.

Step 2. In order to prove the existence of an invariant measure for equation (1.1) we will use the method of [5] and [15] to show that the family \(\{\mu_t^0 : t \geq 1\}\) is tight. Indeed, for \(t \geq 1\)
\[
X_t^0 = S_1 X_{t-1}^0 + \int_{t-1}^t S_{t-s} F (X_s^0) \, ds + \int_{t-1}^t S_{t-s} dZ_s
\]
\[
= X_{1,t} + X_{2,t} + X_{3,t}.
\]
Fix arbitrary \(\epsilon \in (0,1)\). Since for any \(t \geq 1\)
\[
X_{3,t} \overset{D}{=} \int_0^1 S_s dZ_s,
\]
there exists a compact set \(K_3 = K_3(\epsilon) \subset H\) such that
\[
P (X_{3,t} \in K_3) \geq 1 - \frac{\epsilon}{2}, \quad \text{for all } t \geq 1.
\]
Next, by (4.6)
\[
\sup_{t \geq 0} E |X_t^0|^p \leq c_2 < \infty,
\]
hence by the Chebyshev inequality there exists \(r = r_{\epsilon} > 0\) such that
\[
P (X_t^0 \in B_r) \geq 1 - \frac{\epsilon}{2}, \quad \text{for all } t \geq 0,
\]
where \(B_r\) stands for the closed ball \(B_r = \{x \in H : |x| \leq r\}\). Since \(S_1 : H \to H\) is compact, the set
\[
K_1 = K_1(\epsilon) = S_1 (B_r),
\]
is compact in \(H\) and
\[
P (S_1 X_{t-1}^0 \in K_1) \geq P (X_{t-1}^0 \in B_r) \geq 1 - \frac{\epsilon}{2},
\]
for all \(t \geq 1\). Finally, since \((S_t)\) is a compact semigroup, by Lemma 6.1.4 in [5] the operator \(G : L^2([0,1];H) \to H\) defined as
\[
Gf = \int_0^1 S_{1-s} f(s) \, ds
\]
is compact. Then, invoking the boundedness of $F$ we find that there exists a compact set $K_2$ such that
\[ X_{2,t} \in K_2, \quad \text{for all } t \geq 1. \]
Let
\[ \tilde{K} = K_1 + K_2 + K_3 = \{ x_1 + x_2 + x_3 : x_i \in K_i \}. \]
Clearly, $\tilde{K}$ is a compact subset of $H$ and
\[ \mathbb{P} \left( X_t^0 \notin \tilde{K} \right) \leq \sum_{i=1}^{3} \mathbb{P} \left( X_{t,i}^0 \notin K_i \right) \leq \epsilon, \quad t \geq 1. \]
Therefore, the set $\{ \mu_t^0 ; t \geq 1 \}$ is tight and an invariant measure for (1.1) exists by the Krylov-Bogoliubov Theorem (e.g. Theorem 16.2 of [11]).

**Step 3.** To show (2.7) we will use the following Theorem 12.1 proved in [6].

**Theorem 4.1.** If an $H$-valued Markov process $(X^x_t)$ is strongly Feller and irreducible, admits an invariant measure $\mu$, satisfies (4.6) and
\[ (\forall r > 0 \exists T > 0 \exists \text{compact } K \subset H) \inf_{x \in B_r} \mu_T^x(K) > 0, \]
then (2.7) holds.

Since the process $(X^x_t)$ is strongly Feller and irreducible, it remains to show (4.7). Fix $r > 0$ and $T > 0$. Then there exists a compact $K \subset H$ such that $\mu_T^0(K) > \frac{1}{2}$. By the strong Feller property all the measures in the family $\{ \mu_T^x ; x \in H \}$ are equivalent, hence
\[ \mu_T^x(K) > 0, \quad x \in H. \]
To prove (4.7) we use a nice observation of [10]: since $B_r$ is compact in the weak topology $\tau_w$ of $H$, (4.7) will follow from (4.8) and the fact that the function
\[ (B_r, \tau_w) \ni x \longrightarrow \mu_T^x(K) \in \mathbb{R} \quad \text{is continuous.} \]
It remains to prove (4.9). To this end, take a sequence $(x_n) \subset B_r$, such that $x_n \overset{w}{\longrightarrow} x$. Since $S_t$ is compact for any $t > 0$ we have
\[ \lim_{n \to \infty} |S_t (x_n - x)| = 0. \]
Next, by the Lipschitz continuity of $F$ we obtain
\[ |X_t^{x_n} - X_t^x| \leq |S_t (x_n - x)| + L \int_0^t \| S_{t-s} \| \cdot |X_s^{x_n} - X_s^x| \, ds, \]
hence for a certain constant $L_1 > 0$ the Gronwall Lemma yields
\[ |X_t^{x_n} - X_t^x| \leq |S_t (x_n - x)| + L_1 \int_0^t |S_s (x_n - x)| \, ds, \]
and thereby, using Dominated Convergence we obtain
\[ \lim_{n \to \infty} |X_t^{x_n} - X_t^x| = 0, \quad \text{uniformly in } \omega. \]
Now, by the Dominated Convergence

\[ P_t f (X_t^{x_n}) = E f (X_t^{x_n}) \longrightarrow E f (X_t^x) = P_t f(x) \quad (4.10) \]

for any \( t > 0 \) and any \( f \in C_b(H) \). Putting in (4.10) \( t = \frac{T}{2} \), and \( f = P_t I_K \in C_b(H) \) by the strong Feller property, we find that

\[ \mu_t^{x_n} (K) = P_T I_K (x_n) \longrightarrow P_T I_K (x) = \mu_T^{x} (K), \]

which implies (4.9) since \((B_r, \tau_w)\) is metrisable.
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