Preservation of the Exchange Principle via Lattice Operations on (S,N)– Implications
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Abstract. In this paper, we investigate a special case of an open problem that is related to the exchange principle, a property of fuzzy implications. We focus on the cases of (S,N)– implications and the preservation of the exchange principle via lattice operations. We present and prove some sufficient conditions such that the exchange principle is preserved under the join and meet operations if we use (S,N)– implications.
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1 Introduction

The applications of fuzzy logic were the uprising of the automata theory, robotics, approximate reasoning, image processing, pattern recognition, artificial intelligence and many other scientific and applicable areas. The transition of the two valued \( \{0, 1\} \)– logic to the close \([0, 1]\)– logic was the total revolution from the second half of the twentieth century to the present and as it appears in the future. Many definitions in fuzzy logic are generalizations from the classical ones. Fuzzy implications, their properties and some of their construction methods are also such generalizations (see [1]).

Some of them are (S,N)– implications, which are based on the following classical tautology

\[ (p \Rightarrow q) \equiv (p' \lor q) \] (1)

and the property exchange principle of fuzzy implications, which is based on the following classical tautology

\[ [p \Rightarrow (q \Rightarrow r)] \equiv [q \Rightarrow (p \Rightarrow r)] \] (2)

In this paper we investigate a special case of an open problem, that was addressed by Baczyński and Jayaram in 2008 (see [1] Remark 6.1.5). It was also formulated by Mesiar and Stupňanová in 2015 (see [6] Problem 3.1). This is the following:
Characterize the subfamily of all fuzzy implications ((S,N)–implications, R-implications, etc.) which preserve the (EP) for lattice operations.

Although this problem has been investigated by Vemuri and Jayaram in [8,9], it is not fully solved. They investigated it, in general for any two fuzzy implications. In their results are contained some sufficient conditions for two fuzzy implications such that, (EP) is preserved via the lattice operations (see Section 3 in [8,9]). They also found and necessary ones, but under some conditions (see Section 4 in [8,9]). Furthermore, in [5] a generation of fuzzy implications with specific properties was succeeded, but not for the property (EP). All of these were the motivation for this paper. All efforts have been done for any fuzzy implications, but not extensively for a subfamily of them. Thus, we investigate it again only for (S,N)–implications. The main reason of the choice of this subfamily is that (S,N)–implications satisfy (EP). The following work will appear new conditions for the preservation of the exchange principle in the case we use (S,N)–implications.

2 Preliminaries

Definition 1. [1,3,4]. A decreasing function $N : [0,1] \rightarrow [0,1]$ is called fuzzy negation, if $N(0) = 1$ and $N(1) = 0$.

Remark 1. (i) (Example 1.4.4 in [1]) The so called, classical fuzzy negation is

$$N_C(x) = 1 - x$$

(3)

(ii) Moreover, the crisp fuzzy negations (see Remark 2.1 in [2]) are

$$N^\alpha(x) = \begin{cases} 0, & \text{if } x \geq \alpha \\ 1, & \text{if } x < \alpha \end{cases}, \text{ where } \alpha \in (0,1] \text{ and}$$

(4)

$$N_\alpha(x) = \begin{cases} 0, & \text{if } x > \alpha \\ 1, & \text{if } x \leq \alpha \end{cases}, \text{ where } \alpha \in [0,1).$$

Definition 2. (Definition 2.1.1 in [1]). A function $T : [0,1]^2 \rightarrow [0,1]$ is called a triangular norm (shortly t-norm) if it satisfies, for all $x, y, z \in [0,1]$, the following conditions (Table 1)

$$T(x, y) = T(y, x), \text{ (T1)}$$

$$T(x, T(y, z)) = T(T(x, y), z), \text{ (T2)}$$

if $y \leq z$, then $T(x, y) \leq T(x, z)$, i.e., $T(x, \cdot)$ is increasing,

(3)

$$T(x, 1) = x. \text{ (T4)}$$
Definition 3. (Definition 2.2.1 in [1]). A function $S : [0, 1]^2 \rightarrow [0, 1]$ is called a triangular conorm (shortly t-conorm), if it satisfies, for all $x, y, z \in [0, 1]$, the following conditions

$$S(x, y) = S(y, x),$$ \hspace{1cm} (S1)

$$S(x, S(y, z)) = S(S(x, y), z),$$ \hspace{1cm} (S2)

if $y \leq z$, then $S(x, y) \leq S(x, z)$, i.e., $S(x, \cdot)$ is increasing, \hspace{1cm} (S3)

$$S(x, 0) = x.$$ \hspace{1cm} (S4)

Table 1. Examples of t-conorms (Table 2.2 in [1]).

| Name               | Formula                          |
|--------------------|----------------------------------|
| Maximum            | $S_M = \max\{x, y\}$            |
| Probor             | $S_P = x + y - x \cdot y$        |
| Nilpotent maximum  | $S_{nM} = \begin{cases} 1, & \text{if } x + y \geq 1 \\ \max\{x, y\}, & \text{otherwise} \end{cases}$ |

Remark 2. (Table 2.2 in [1]). In this work we use the minimum t-norm, which has the following formula

$$T_M = \min\{x, y\}, x, y \in [0, 1].$$ \hspace{1cm} (6)

Definition 4. (Definition 1.1.1 in [1]). A function $I : [0, 1]^2 \rightarrow [0, 1]$ is called a fuzzy implication if

$I$ is decreasing with respect to the first variable, \hspace{1cm} (I1)

$I$ is increasing with respect to the second variable, \hspace{1cm} (I2)

$$I(0, 0) = 1,$$ \hspace{1cm} (I3)

$$I(1, 1) = 1,$$ \hspace{1cm} (I4)

$$I(1, 0) = 0.$$ \hspace{1cm} (I5)
Definition 5. (Definition 1.3.1(ii) in [1]). A fuzzy implication \( I \) is said to satisfy the exchange principle, if
\[
I(x, I(y, z)) = I(y, I(x, z)), \quad x,y,z \in [0,1].
\]  
\( \text{(EP)} \)

Definition 6. (Definition 2.4.1 in [1]). A function \( I : [0,1]^2 \rightarrow [0,1] \) is called an \((S,N)\)– implication if there exist a t-conorm \( S \) and a fuzzy negation \( N \) such that
\[
I(x, y) = S(N(x), y), \quad x,y \in [0,1] \quad \text{(7)}
\]
Moreover, if \( I \) is an \((S,N)\)– implication generated from \( S \) and \( N \), then we will often denote it by \( I_{S,N} \).

Proposition 1. (Proposition 2.4.3(i) in [1]). If \( I_{S,N} \) is an \((S,N)\)– implication, then it satisfies \( \text{(EP)} \) (Table 2).

| Implication’s name | \( S \) | \( N \) | \((S,N)\)– implication |
|--------------------|--------|--------|------------------------|
| Kleene-Dienes      | \( S_M \) | \( N_C \) | \( I_{KD}(x,y) = \max\{1-x,y\} \) |
| Reichenbach        | \( S_P \) | \( N_C \) | \( I_{RC}(x,y) = 1 - x + x \cdot y \) |
| Fodor              | \( S_{nM} \) | \( N_C \) | \( I_{FD}(x,y) = \begin{cases} 1, & \text{if } x \leq y \\ \max\{1-x,y\}, & \text{if } x > y \end{cases} \) |

Moreover, for any t-conorm \( S \) there are the following \((S,N)\)– implications
\[
I_{S,N,\alpha}(x, y) = \begin{cases} y, & \text{if } x \geq \alpha \\ 1, & \text{if } x < \alpha \end{cases}, \quad \text{where } \alpha \in (0,1] \quad \text{and} \quad \quad \text{(8)}
\]
\[
I_{S,N,\alpha}(x) = \begin{cases} y, & \text{if } x > \alpha \\ 1, & \text{if } x \leq \alpha \end{cases}, \quad \text{where } \alpha \in [0,1). \quad \text{(9)}
\]

The lattice theory is well known by the literature. In this work we only need the lattice operations (join and meet) that are defined by Baczyński and Jayaram in Theorem 6.1.1 in [1]. Although, we will not deal with the lattice theory, we must present the preliminaries to make the problem just understandable. Let us consider as \( \mathcal{FI} \) be the family of all fuzzy implications and the partial order \( \leq \) induced from the unit interval \([0, 1] \).

Theorem 1. (Theorem 6.1.1 in [1]). The family \( \mathcal{FI}, \leq \) is a complete, completely distributive lattice with the lattice operations
\[
(I \lor J)(x, y) = \max\{I(x, y), J(x, y)\} = S_M(I(x, y), J(x, y)), \quad x,y \in [0,1], \quad \text{(10)}
\]
\[
(I \land J)(x, y) = \min\{I(x, y), J(x, y)\} = T_M(I(x, y), J(x, y)), \quad x,y \in [0,1], \quad \text{(11)}
\]
where \( I, J \in \mathcal{FI} \).
3 Main Results

As we have mentioned before, we focus in the Problem 3.1 in [6], in the specific case we use (S,N)– implications. According to Proposition 1, it is known that (S,N)– implications always satisfy (EP). So, the problem we investigate is the following:

Problem 3.1 (a special case): Let \(I_{S,N}\) and \(J_{S,N}\) be two (S,N)– implications, not necessarily generated from the same t-conorm \(S\) and fuzzy negation \(N\). Are \(I_{S,N} \lor J_{S,N}\) and \(I_{S,N} \land J_{S,N}\) satisfy (EP)? If not, what are the conditions of the preservation of (EP)?

Firstly we present the following lemmas.

Lemma 1. (Example 2.1.(i) in [8] and Example 2.2.(i) in [9]). Let \(I, J\) be two comparable fuzzy implications that satisfy (EP), then \(I \lor J\) and \(I \land J\) satisfy (EP).

Proof. Without loss of generality, we assume that \(I \leq J\). The proof is obvious, since \(I \lor J = J\) and \(I \land J = I\).

Lemma 2. Let \(I_{S_1,N_1}\) and \(I_{S_2,N_2}\) be two (S,N)– implications generated from comparable t-conorms and fuzzy negations, such that \(S_1 \leq S_2\) and \(N_1 \leq N_2\). Then, the fuzzy implications \(I_{S_1,N_1} \lor I_{S_2,N_2}\) and \(I_{S_1,N_1} \land I_{S_2,N_2}\) satisfy (EP).

Proof. Just notify that \(I_{S_1,N_1} \leq I_{S_2,N_2}\) and the proof is deduced by Lemma 1.

A special case of Lemma 2 is the following.

Lemma 3. Let \(I_{S_1,N}\) and \(I_{S_2,N}\) be two (S,N)– implications generated from the same fuzzy negation \(N\) and two comparable t-conorms. Then, the fuzzy implications \(I_{S_1,N} \lor I_{S_2,N}\) and \(I_{S_1,N} \land I_{S_2,N}\) satisfy (EP).

Proof. It is deduced by Lemma 2.

Lemma 4. For all \(x, y, z, w \in [0,1]\) it is

\[ S_M(S_M(x, y), S_M(z, w)) = \max\{x, y, z, w\} \]  \hspace{1cm} (12)

\[ T_M(T_M(x, y), T_M(z, w)) = \min\{x, y, z, w\} \]  \hspace{1cm} (13)

Proof. The proof is omitted due to its simplicity.

Let us study the case that, \(I_{S,N}\) and \(J_{S,N}\) generated from the same t-conorm \(S\).
Theorem 2. Let $I_{S,N_1}$ and $I_{S,N_2}$ be two $(S,N)$–implications generated from the same t-conorm $S$. Then, the fuzzy implications $I_{S,N_1} \lor I_{S,N_2}$ and $I_{S,N_1} \land I_{S,N_2}$ satisfy (EP).

Proof. For all $x, y, z \in [0, 1]$ it is

\[ I_{S,N_1}(x, (I_{S,N_1} \lor I_{S,N_2})(y, z)) = I_{S,N_1}(x, S_M(I_{S,N_1}(y, z), I_{S,N_2}(y, z))) = I_{S,N_1}(x, \max\{I_{S,N_1}(y, z), I_{S,N_2}(y, z)\}) \]

\[ \overset{(I2)}{=} \max\{I_{S,N_1}(x, I_{S,N_1}(y, z)), I_{S,N_1}(x, I_{S,N_2}(y, z))\} = S_M(I_{S,N_1}(x, I_{S,N_1}(y, z)), I_{S,N_1}(x, I_{S,N_2}(y, z))). \]

Moreover,

\[ I_{S,N_1}(x, I_{S,N_2}(y, z)) = S(N_1(x), S(N_2(y), z)) \]

\[ \overset{(S1)}{=} S(N_1(x), S(z, N_2(y))) \]

\[ \overset{(S2)}{=} S(S(N_1(x), z), N_2(y)) \]

\[ \overset{(S1)}{=} S(N_2(y), S(N_1(x), z)) \]

\[ = I_{S,N_2}(y, I_{S,N_1}(x, z)). \]

Furthermore, $I_{S,N_1}$ satisfies (EP). So, we conclude that,

\[ I_{S,N_1}(x, (I_{S,N_1} \lor I_{S,N_2})(y, z)) = I_{S,N_1}(x, (I_{S,N_2} \lor I_{S,N_1})(y, z)) \]

\[ = S_M(I_{S,N_1}(y, I_{S,N_1}(x, z)), I_{S,N_1}(y, I_{S,N_2}(x, z))). \]

By swapping $N_1$ and $N_2$ it turns out the following equation

\[ I_{S,N_2}(x, (I_{S,N_2} \lor I_{S,N_1})(y, z)) = S_M(I_{S,N_2}(y, I_{S,N_2}(x, z)), I_{S,N_1}(y, I_{S,N_2}(x, z))). \]

It is obvious by (S1) that,

\[ I_{S,N_2}(x, (I_{S,N_1} \lor I_{S,N_2})(y, z)) = I_{S,N_2}(x, (I_{S,N_2} \lor I_{S,N_1})(y, z)). \]
Thus,

\[(I_{S,N_1} \lor I_{S,N_2})(x, (I_{S,N_1} \lor I_{S,N_2})(y, z))\]

\[= S_M(I_{S,N_1}(x, (I_{S,N_1} \lor I_{S,N_2})(y, z)), I_{S,N_2}(x, (I_{S,N_1} \lor I_{S,N_2})(y, z)))\]

\[= S_M(S_M(I_{S,N_1}(y, I_{S,N_1}(x, z)), I_{S,N_2}(y, I_{S,N_1}(x, z))),\]
\[S_M(I_{S,N_2}(y, I_{S,N_2}(x, z)), I_{S,N_1}(y, I_{S,N_2}(x, z))))\]

\[(\text{12})\text{ max}\{I_{S,N_1}(y, I_{S,N_1}(x, z)), I_{S,N_2}(y, I_{S,N_1}(x, z)),\]
\[I_{S,N_2}(y, I_{S,N_2}(x, z)), I_{S,N_1}(y, I_{S,N_2}(x, z)))\}

\[= max\{I_{S,N_1}(y, I_{S,N_1}(x, z)), I_{S,N_1}(y, I_{S,N_2}(x, z)),\]
\[I_{S,N_2}(y, I_{S,N_1}(x, z)), I_{S,N_2}(y, I_{S,N_2}(x, z)))\} \]

\[(\text{12})\text{ max}\{S_M(I_{S,N_1}(y, I_{S,N_1}(x, z)), I_{S,N_1}(y, I_{S,N_2}(x, z))),\]
\[S_M(I_{S,N_2}(y, I_{S,N_2}(x, z)), I_{S,N_1}(y, I_{S,N_1}(x, z))))\]

\[= max\{S_M(I_{S,N_1}(y, S_M(I_{S,N_1}(x, z)I_{S,N_2}(x, z))),\]
\[S_M(I_{S,N_2}(y, S_M(I_{S,N_2}(x, z), I_{S,N_1}(x, z)))))\]

\[= S_M(I_{S,N_1}(y, I_{S,N_1} \lor I_{S,N_2})(x, z)), I_{S,N_2}(y, (I_{S,N_1} \lor I_{S,N_2})(x, z))))\]

\[= (I_{S,N_1} \lor I_{S,N_2})(y, (I_{S,N_1} \lor I_{S,N_2})(x, z))\]

thus, \(I_{S,N_1} \lor I_{S,N_2}\) satisfies (EP).

The proof for the meet is similar, therefore it is omitted.

The same result does not hold in general, when \(I_{S,N}\) and \(J_{S,N}\) generated from the same fuzzy negation \(N\). In the case we use two comparable t-conorms the lattice operations preserve (EP), according to Lemma 3. On the other hand, the preservation of (EP) is not ensured if we use two not comparable t-conorms. The proof is the following counterexample.

**Example 1.** Consider the fuzzy implications \(I_{S,M,N_C} = I_{FD}\) and \(I_{S,P,N_C} = I_{RC}\). The t-conorms \(S_{nM}\) and \(S_{FP}\) are not comparable since

\[S_{nM}(0.2, 0.3) = 0.3 < 0.44 = S_{P}(0.2, 0.3)\]
\[S_{nM}(0.2, 0.9) = 1 > 0.92 = S_{P}(0.2, 0.9).\]

Moreover, it is

\[(I_{FD} \lor I_{RC})(x, y) = S_M(I_{FD}(x, y), I_{RC}(x, y))\]

\[= \begin{cases} 1, & \text{if } x \leq y \\ \max\{1 - x, y, 1 - x + x \cdot y\}, & \text{if } x > y \end{cases}\]

\[= \begin{cases} 1, & \text{if } x \leq y \\ 1 - x + x \cdot y, & \text{if } x > y \end{cases}\]
and
\[
(I_{FD} \cap I_{RC})(x, y) = T_M(I_{FD}(x, y), I_{RC}(x, y))
\]
\[
= \min\{I_{FD}(x, y), I_{RC}(x, y)\}
\]
\[
= \begin{cases} 
1 - x + x \cdot y, & \text{if } x \leq y \\
\min\{\max\{1 - x, y\}, 1 - x + x \cdot y\}, & \text{if } x > y
\end{cases}
\]
\[
= \begin{cases} 
1 - x + x \cdot y, & \text{if } x \leq y \\
1 - x, & \text{if } y < x < 1 - y \\
y, & \text{if } 1 - x < y < x
\end{cases}
\]

Both, \( I = I_{FD} \lor I_{RC} \) and \( J = I_{FD} \land I_{RC} \) violate (EP), since
\[
I(0.8, I(0.3, 0.2)) = 0.808 \neq 1 = I(0.3, I(0.8, 0.2)) \text{ and }
J(0.2, J(0.8, 0.3)) = 0.86 \neq 0.888 = J(0.8, J(0.2, 0.3)).
\]

Moreover, when \( I_{S,N} \) and \( J_{S,N} \) generated from two comparable t-conorms and two comparable fuzzy negations the lattice operations preserve (EP), according to Lemma 3. On the other hand, the preservation of (EP) is not ensured if we use two not comparable t-conorms or fuzzy negations respectively. This will be proved in the following counterexamples.

**Example 2.** Consider the fuzzy implications \( I_{S\cdot M\cdot N_C} = I_{FD} \) and
\[
I_{S\cdot P\cdot N_K} = S_P(N_K(x), y)
\]
\[
= N_K(x) + y - N_K(x) \cdot y
\]
\[
= (1 - x^2) + y - (1 - x^2) \cdot y
\]
\[
= 1 - x^2 + x^2 \cdot y,
\]
where \( N_K(x) = 1 - x^2 \) (see [1] Table 1.6). It is obvious that \( N_C \leq N_K \). On the other hand, the t-conorms \( S_{nM} \) and \( S_P \) are not comparable (see Example 1). Moreover, it is
\[
(I_{FD} \lor I_{SP\cdot NK})(x, y) = S_M(I_{FD}(x, y), I_{SP\cdot NK}(x, y))
\]
\[
= \begin{cases} 
1, & \text{if } x \leq y \\
\max\{1 - x, y, 1 - x^2 + x^2 \cdot y\}, & \text{if } x > y
\end{cases}
\]
\[
= \begin{cases} 
1, & \text{if } x \leq y \\
1 - x^2 + x^2 \cdot y, & \text{if } x > y
\end{cases}
\]

and
\[
(I_{FD} \land I_{SP\cdot NK})(x, y) = T_M(I_{FD}(x, y), I_{SP\cdot NK}(x, y))
\]
\[
= \min\{I_{FD}(x, y), I_{SP\cdot NK}(x, y)\}
\]
\[
= \begin{cases} 
1 - x^2 + x^2 \cdot y, & \text{if } x \leq y \\
\min\{\max\{1 - x, y\}, 1 - x^2 + x^2 \cdot y\}, & \text{if } x > y
\end{cases}
\]
Both, $I = I_{FD} \vee I_{SP,N_K}$ and $J = I_{FD} \wedge I_{SP,N_K}$ violate (EP), since

$I(0.8, I(0.5, 0.2)) = 1 \neq 0.872 = I(0.5, I(0.8, 0.2))$ and

$J(0.2, J(0.8, 0.3)) = 0.972 \neq 0.98208 = J(0.8, J(0.2, 0.3))$.

Example 3. Consider the fuzzy implication $I_{SM,N_C} = I_{KD}$. Let the fuzzy negation

$$N_{Ex3}(x) = \begin{cases} 1, & \text{if } x \in [0, 0.5) \\ 0.3, & \text{if } x \in [0.5, 1) \\ 0, & \text{if } x = 1 \end{cases}$$

and the corresponding $(S,N)$– implication

$$I_{SP,N_{Ex3}} = S_P(N_{Ex3}(x), y) = N_{Ex3}(x) + y - N_{Ex3}(x) \cdot y$$

$$= \begin{cases} 1, & \text{if } x \in [0, 0.5) \\ 0.3 + 0.7 \cdot y, & \text{if } x \in [0.5, 1) \\ y, & \text{if } x = 1 \end{cases}$$

It is known that $S_M \leq S_P$ (see [1] Remark 2.2.5 (viii)). On the other hand the fuzzy negations $N_C$ and $N_{Ex3}$ are not comparable. Moreover, it is

$$(I_{KD} \vee I_{SP,N_{Ex3}})(x, y) = S_M(I_{KD}(x, y), I_{SP,N_{Ex3}}(x, y))$$

$$= \begin{cases} \max\{1 - x, y, 0.3 + 0.7 \cdot y\}, & \text{if } x \in [0.5, 1) \\ y, & \text{if } x = 1 \\ 1, & \text{otherwise} \end{cases}$$

and

$$(I_{KD} \wedge I_{SP,N_{Ex3}})(x, y) = T_M(I_{KD}(x, y), I_{SP,N_{Ex3}}(x, y))$$

$$= \begin{cases} \min\{\max\{1 - x, y\}, 1\}, & \text{if } x \in [0, 0.5) \\ \min\{\max\{1 - x, y\}, 0.3 + 0.7 \cdot y\}, & \text{if } x \in [0.5, 1) \\ \min\{\max\{1 - x, y\}, y\}, & \text{if } x = 1 \\ \max\{1 - x, y\}, & \text{if } x \in [0, 0.5) \\ \min\{\max\{1 - x, y\}, 0.3 + 0.7 \cdot y\}, & \text{if } x \in [0.5, 1) \\ y, & \text{if } x = 1 \end{cases}$$
Both, \( I = I_{KD} \lor I_{S_P,N_{E_{x3}}} \) and \( J = I_{KD} \land I_{S_P,N_{E_{x3}}} \) violate (EP), since
\[
I(0.8, I(0.5, 0.2)) = 0.65 \neq 0.608 = I(0.5, I(0.8, 0.2)) \quad \text{and} \quad 
J(0.8, J(0.5, 0.1)) = 0.37 \neq 0.44 = J(0.5, J(0.8, 0.1)).
\]

**Example 4.** Consider the fuzzy implications \( I_{S_{nM},N_C} = I_{FD} \) and
\[
I_{S_P,N_{E_{x3}}} = \begin{cases} 
1, & \text{if } x \in [0, 0.5) \\
0.3 + 0.7 \cdot y, & \text{if } x \in [0.5, 1) \\
y, & \text{if } x = 1 
\end{cases}
\]

The t-conorms \( S_{nM} \) and \( S_P \) are not comparable (see Example 1). The same holds for the fuzzy negations \( N_C \) and \( N_{E_{x3}} \). Moreover, it is
\[
(I_{FD} \lor I_{S_P,N_{E_{x3}}})(x, y) = S_M(I_{FD}(x, y), I_{S_P,N_{E_{x3}}}(x, y))
\]
\[
= \begin{cases} 
\max \{1 - x, y, 0.3 + 0.7 \cdot y\}, & \text{if } x \in [0.5, 1) \text{ and } x > y \\
y, & \text{if } x = 1 \\
1, & \text{otherwise}
\end{cases}
\]
\[
= \begin{cases} 
\max \{1 - x, 0.3 + 0.7 \cdot y\}, & \text{if } x \in [0.5, 1) \text{ and } x > y \\
y, & \text{if } x = 1 \\
1, & \text{otherwise}
\end{cases}
\]

and
\[
(I_{FD} \land I_{S_P,N_{E_{x3}}})(x, y) = T_M(I_{FD}(x, y), I_{S_P,N_{E_{x3}}}(x, y))
\]
\[
= \begin{cases} 
1, & \text{if } x \in [0, 0.5) \text{ and } x \leq y \\
\min \{1, \max \{1 - x, y\}\}, & \text{if } x \in [0, 0.5) \text{ and } x > y \\
\min \{1, 0.3 + 0.7 \cdot y\}, & \text{if } x \in [0.5, 1) \text{ and } x \leq y \\
\min \{\max \{1 - x, y\}, 0.3 + 0.7 \cdot y\}, & \text{if } x \in (0.5, 1) \text{ and } x > y \\
y, & \text{if } x = 1 \\
\max \{1 - x, y\}, & \text{if } x \in [0, 0.5) \text{ and } x > y \\
0.3 + 0.7 \cdot y, & \text{if } x \in [0.5, 1) \text{ and } x \leq y \\
\min \{\max \{1 - x, y\}, 0.3 + 0.7 \cdot y\}, & \text{if } x \in (0.5, 1) \text{ and } x > y \\
y, & \text{if } x = 1 \\
1, & \text{otherwise}
\end{cases}
\]

Both, \( I = I_{FD} \lor I_{S_P,N_{E_{x3}}} \) and \( J = I_{FD} \land I_{S_P,N_{E_{x3}}} \) violate (EP), since
\[
I(0.8, I(0.5, 0.2)) = 0.65 \neq 0.608 = I(0.5, I(0.8, 0.2)) \quad \text{and} \quad 
J(0.4, J(0.5, 0.3)) = 1 \neq 0.72 = J(0.5, J(0.4, 0.3)).
\]

Despite of the above counterexamples, there are some special cases, where the lattice operations preserve (EP). These are the cases we use at least one fuzzy negation \( N \) which has trivial range, i.e., \( N(x) \in \{0, 1\} \) for all \( x \in [0, 1] \).

**Proposition 2.** Let \( I_{S_{1},N_{1}} \) and \( I_{S_{2},N_{0}} \) be two \((S,N)\)–implications. Then, the fuzzy implications \( I_{S_{1},N_{1}} \lor I_{S_{2},N_{0}} \) and \( I_{S_{1},N_{1}} \land I_{S_{2},N_{0}} \) satisfy (EP).
Proof. For all $x, y, z \in [0, 1]$ it is
\[
(I_{S_1, N_1} \lor I_{S_2, N^\alpha})(y, z) = S_M(I_{S_1, N_1}(y, z), I_{S_2, N^\alpha}(y, z))
\]
\[
\overset{(8)}{=} \begin{cases} 
\max\{S_1(N_1(y), z), z\}, & \text{if } y \geq \alpha \\
\max\{I_{S_1, N_1}(y, z), 1\}, & \text{if } y < \alpha 
\end{cases}
\]
\[
= \begin{cases} 
S_1(N_1(y), z), & \text{if } y \geq \alpha \text{ (see [5] Proposition 9)} \\
1, & \text{if } y < \alpha 
\end{cases}
\]
Thus,
\[
(I_{S_1, N_1} \lor I_{S_2, N^\alpha})(x, (I_{S_1, N_1} \lor I_{S_2, N^\alpha})(y, z))
\]
\[
= \begin{cases} 
(I_{S_1, N_1} \lor I_{S_2, N^\alpha})(x, S_1(N_1(y), z)), & \text{if } y \geq \alpha \\
(I_{S_1, N_1} \lor I_{S_2, N^\alpha})(x, 1), & \text{if } y < \alpha 
\end{cases}
\]
\[
= \begin{cases} 
S_1(N_1(x), S_1(N_1(y), z)), & \text{if } x \geq \alpha \text{ and } y \geq \alpha \\
1, & \text{if } x < \alpha \text{ and } y \geq \alpha \\
S_M(S_1(N_1(x), 1), S_2(N^\alpha(x), 1)), & \text{if } y < \alpha 
\end{cases}
\]
\[
= \begin{cases} 
S_1(N_1(x), S_1(N_1(y), z)), & \text{if } x \geq \alpha \text{ and } y \geq \alpha \\
1, & \text{if } y \geq \alpha \\
1, & \text{if } y < \alpha 
\end{cases}
\]
By swapping $x$ and $y$ we have
\[
(I_{S_1, N_1} \lor I_{S_2, N^\alpha})(y, (I_{S_1, N_1} \lor I_{S_2, N^\alpha})(x, z))
\]
\[
= \begin{cases} 
S_1(N_1(y), S_1(N_1(x), z)), & \text{if } y \geq \alpha \text{ and } x \geq \alpha \\
1, & \text{otherwise} 
\end{cases}
\]
\[
\overset{(S1)}{=} \begin{cases} 
S_1(N_1(y), S_1(z, N_1(x))), & \text{if } y \geq \alpha \text{ and } x \geq \alpha \\
1, & \text{otherwise} 
\end{cases}
\]
\[
\overset{(S2)}{=} \begin{cases} 
S_1(S_1(N_1(y), z), N_1(x)), & \text{if } y \geq \alpha \text{ and } x \geq \alpha \\
1, & \text{otherwise} 
\end{cases}
\]
\[
\overset{(S1)}{=} \begin{cases} 
S_1(N_1(x), S_1(N_1(y), z)), & \text{if } x \geq \alpha \text{ and } y \geq \alpha \\
1, & \text{otherwise} 
\end{cases}
\]
Thus, $I_{S_1, N_1} \lor I_{S_2, N^\alpha}$ satisfies (EP).

Similarly for the meet, it is
\[
(I_{S_1, N_1} \land I_{S_2, N^\alpha})(y, z) = T_M(I_{S_1, N_1}(y, z), I_{S_2, N^\alpha}(y, z))
\]
\[
\overset{(8)}{=} \begin{cases} 
\min\{S_1(N_1(y), z), z\}, & \text{if } y \geq \alpha \\
\min\{S_1(N_1(y), z), 1\}, & \text{if } y < \alpha 
\end{cases}
\]
\[
= \begin{cases} 
z, & \text{if } y \geq \alpha \text{ (see [5] Proposition 9)} \\
S_1(N_1(y), z), & \text{if } y < \alpha 
\end{cases}
\]
Thus,

\[
(I_{S_1,N_1} \wedge I_{S_2,N_\alpha})(x, (I_{S_1,N_1} \wedge I_{S_2,N_\alpha})(y, z))
\]

\[
= \begin{cases} 
(I_{S_1,N_1} \wedge I_{S_2,N_\alpha})(x, z), & \text{if } y \geq \alpha \\
(I_{S_1,N_1} \wedge I_{S_2,N_\alpha})(x, S_1(N_1(y), z)), & \text{if } y < \alpha 
\end{cases}
\]

\[
= \begin{cases} 
z, & \text{if } x \geq \alpha \text{ and } y \geq \alpha \\
S_1(N_1(x), z), & \text{if } x < \alpha \text{ and } y \geq \alpha \\
S_1(N_1(x), z), & \text{if } x \geq \alpha \text{ and } x < \alpha \\
S_1(N_1(x), S_1(N_1(y), z)), & \text{if } x < \alpha \text{ and } x < \alpha 
\end{cases}
\]

By swapping \(x\) and \(y\) we have

\[
(I_{S_1,N_1} \wedge I_{S_2,N_\alpha})(y, (I_{S_1,N_1} \wedge I_{S_2,N_\alpha})(x, z))
\]

\[
= \begin{cases} 
z, & \text{if } y \geq \alpha \text{ and } x \geq \alpha \\
S_1(N_1(y), z), & \text{if } y < \alpha \text{ and } x \geq \alpha \\
S_1(N_1(x), z), & \text{if } y \geq \alpha \text{ and } x < \alpha \\
S_1(N_1(y), S_1(N_1(x), z)), & \text{if } y < \alpha \text{ and } x < \alpha 
\end{cases}
\]

\[
\overset{(S1)}{=} \begin{cases} 
z, & \text{if } x \geq \alpha \text{ and } y \geq \alpha \\
S_1(N_1(y), z), & \text{if } x \geq \alpha \text{ and } y < \alpha \\
S_1(N_1(x), z), & \text{if } x \geq \alpha \text{ and } y \geq \alpha \\
S_1(N_1(y), S_1(z, N_1(x))), & \text{if } x < \alpha \text{ and } y < \alpha 
\end{cases}
\]

\[
\overset{(S2)}{=} \begin{cases} 
z, & \text{if } x \geq \alpha \text{ and } y \geq \alpha \\
S_1(N_1(x), z), & \text{if } x < \alpha \text{ and } y \geq \alpha \\
S_1(N_1(y), z), & \text{if } x \geq \alpha \text{ and } y < \alpha \\
S_1(S_1(N_1(y), z), N_1(x)), & \text{if } x < \alpha \text{ and } y < \alpha 
\end{cases}
\]

\[
\overset{(S1)}{=} \begin{cases} 
z, & \text{if } x \geq \alpha \text{ and } y \geq \alpha \\
S_1(N_1(x), z), & \text{if } x < \alpha \text{ and } y \geq \alpha \\
S_1(N_1(y), z), & \text{if } x \geq \alpha \text{ and } y < \alpha \\
S_1(N_1(x), S_1(N_1(y), z)), & \text{if } x < \alpha \text{ and } y < \alpha 
\end{cases}
\]

\[
= (I_{S_1,N_1} \wedge I_{S_2,N_\alpha})(x, (I_{S_1,N_1} \wedge I_{S_2,N_\alpha})(y, z)).
\]

Thus, \(I_{S_1,N_1} \wedge I_{S_2,N_\alpha}\) satisfies (EP).

**Proposition 3.** Let \(I_{S_1,N_1}\) and \(I_{S_2,N_\alpha}\) be two (S,N)– implications. Then, the fuzzy implications \(I_{S_1,N_1} \vee I_{S_2,N_\alpha}\) and \(I_{S_1,N_1} \wedge I_{S_2,N_\alpha}\) satisfy (EP).

**Proof.** The proof is omitted because it is similar to the proof of Proposition 2.

Although, the proofs of the Propositions 2 and 3 could also been deduced by Proposition 4.1 in [7] (see also [8] Proposition 5.2, [9] Proposition 5.1), an alternative proof has been presented. That is because the induced formula of lattice operations (join and meet) should also been mentioned. Moreover, Propositions 2 and 3 hold for an (S,N)– implication, whose negation \(N\) has trivial range and any other fuzzy implication \(I\) [7–9], but this is out of the purpose of this paper, since we study only (S,N)– implications.
4 Conclusions

In this paper, we have investigated the solution of a specific case of an open problem (see [1] Remark 6.1.5, [6] Problem 3.1) that is related to the preservation of the exchange principle (EP) of fuzzy implications via lattice operations. We have investigated these solutions with the use of only (S,N)– implications. We have presented sufficient, but not necessary conditions for this preservation. More specific, the conclusions are the following: It is ensured that (EP) is preserved via the lattice operations, when two (S,N)– implications generated from the same t-conorm $S$ or at least one of them generated from a fuzzy negation $N$, which has trivial range. Moreover, the same result holds, when two (S,N)– implications, $I_{S_1,N_1}$ and $I_{S_2,N_2}$, generated from comparable t-conorms and fuzzy negations, such that $S_1 \leq S_2$ and $N_1 \leq N_2$. On the other hand, we have presented counterexamples (Examples 1, 2, 3 and 4) that proved the violation of (EP) in general, in many other cases. However, this problem needs more investigation. Our intention is to study this problem in detail in the near future.
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