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Abstract
Unsteady flows contain information about the objects creating them. Aquatic organisms offer intriguing paradigms for extracting flow information using local sensory measurements. In contrast, classical methods for flow analysis require global knowledge of the flow field. Here, we train neural networks to classify flow patterns using local vorticity measurements. Specifically, we consider vortex wakes behind an oscillating airfoil and we evaluate the accuracy of the network in distinguishing between three wake types, 2S, 2P+2S and 2P+4S. The network uncovers the salient features of each wake type.

1 Introduction
Objects moving in a fluid medium often leave behind long-lived vortical flows. These flows contain distinct hydrodynamic cues that can, in principle, be detected and even exploited for navigation and motion planning [37]. Detection of hydrodynamic signals is well documented in aquatic organisms at various length and time scales. The organism “feels” the surrounding fluid through specialized sensory modalities such as pressure or velocity sensors and responds accordingly; see, e.g., [7, 6] and references therein. For example, harbor seals are known to track a moving object by following its wake [11], and fish respond to a wide variety of flow stimuli in behaviors ranging from upstream migration to predator evasion [8, 12, 28, 34]. One of the most fascinating aspects of these behaviors, and the main inspiration for the present study, is the ability of the organism to distinguish between different flow patterns by relying on local flow information only. Here, we use neural networks to investigate how certain wake patterns can be identified and classified locally, with no knowledge of the global flow field.

The spatiotemporal organization of vorticity in the unsteady wake of a moving body is intimately linked to the parameters of the body and its motion. Classical examples include the von Kármán vortex street behind a stationary cylinder in a uniform free stream and the more “exotic” vortex wakes behind oscillating cylinders [43] and airfoils [4, 5, 17, 22, 23, 25, 36], as well as the wake structures of swimming fish [30, 40, 44] and flapping wings [33]. Vortical wakes are often described by the number of vortices shed per oscillation or flapping period [43]; 2S refers to wakes in which two vortices of opposite sign are shed per period whereas in 2P wakes, two vortex pairs are shed per period. Classifying the wake type (2S, 2P, etc.) as a function of the body parameters is relevant to many applications including the design of offshore structures and the analysis of propulsive forces in aquatic and aerial organisms and bio-
for engineering design and analysis but it is not suited for applications where one has access to local information only. The objective of this study is to classify global flow patterns using local flow measurements.

To address this problem, we use supervised machine learning and neural networks. Neural networks provide versatile and powerful tools that have been applied to many branches of engineering and science ranging from autonomous vehicles [10] to skin cancer classification [13]. This versatility is due to the fact that neural networks, with as few as one hidden layer, can approximate any continuous function with arbitrary accuracy [20]. In addition, recent advances in computational capabilities and fast algorithms [19] [42] made it relatively straightforward to design, construct and train neural networks. Yet, the use of neural networks, and more generally machine learning algorithms, to solve problems in fluid mechanics is sparse. Exceptions include the use of neural networks for flow modeling [26] [29] and reinforcement learning algorithms in bioinspired locomotion and decision making [15] [16] [31]. In this paper, we design a neural network that classifies the wake type from local time measurements of the vorticity field in the wake of an oscillating airfoil; see figure 1. Specifically, we train the neural network to distinguish between three wake types: 2S, 2P+2S, and 2P+4S. We analyze the performance of the trained network in terms of its accuracy in predicting the wakes of test simulations not used for training and we discuss the salient features relevant to classify each wake type.

2 Methods

2.1 Vortex wakes of oscillating airfoils

We consider a symmetric airfoil of chord $C$ and diameter $D$ undergoing a simple pitching motion of the form

$$\phi(t) = \alpha \sin 2\pi f t,$$  \hspace{1cm} (1)

where $\phi$ is the angle of attack, $\alpha$ is the maximum angle of the airfoil, $f$ is the frequency of oscillation, and $t$ is time; see figure 1. This system can be characterized by three dimensionless parameters: the Strouhal number $St$, which is a dimensionless measure of the oscillation frequency, the dimensionless amplitude $A$ of the airfoil trailing edge, and the Reynold number $Re$,

$$St = \frac{f D}{U}, \quad A = \frac{2C \sin \alpha}{D}, \quad Re = \frac{\rho UD}{\mu}. \hspace{1cm} (2)$$

Here, $\rho$ and $\mu$ are the fluid density and dynamic viscosity, and $U$ is the velocity of the uniform free stream. For Reynolds numbers $Re$ between $10^2$ and $10^4$, the qualitative structure of the wake is independent of $Re$ and
depends on the Strouhal number St and oscillation amplitude A \cite{36}. The Strouhal number is inversely proportional to the oscillation period, which is typically an integer multiple of the vortex shedding period. At higher St, the number of vortices shed per period is generally two, a set of oppositely-signed vortices, and the wake type is 2S. As St decreases, the number of vortices shed per period increases and more exotic wakes are observed, including 2P+2S and 2P+4S wakes \cite{36}.

To obtain numerical data of the wake, we solve the incompressible Navier-Stokes equations,

$$\frac{\partial u}{\partial t} + u \cdot \nabla u = -\nabla p + \frac{1}{\text{Re}} \Delta u, \quad \nabla \cdot u = 0,$$

in the fluid domain surrounding the oscillating airfoil. Here, the fluid velocity field $u$ and the pressure field $p$ depend on space, parameterized by the position vector $x$, and time $t$. Further, $u$ is subject to the no-slip condition at the airfoil boundary. Since the airfoil motion is prescribed, the fluid-structure interactions are one-way coupled: the airfoil affects the flow but not vice-versa. To solve for $u(x, t)$, we use a numerical algorithm based on the Immersed Boundary Method, initially devised for fully-coupled fluid-structure interactions \cite{32}. The algorithm is described in detail in \cite{27}, and has been implemented, optimized and tested extensively by the group of Haibo Dong; see, e.g., \cite{41,3}. We then calculate the vorticity field $\omega = \nabla \times u$, which can be expressed as a scalar field $\omega(x,t)$ given the two-dimensional nature of the problem.

We conducted a total of fifteen flow simulations by varying St from 0.038 to 0.079 while fixing A = 1.656 and Re = 500. Three different types of periodic wakes are observed: 2P+4S, 2P+2S, and 2S, each occurring at five distinct values of St as shown in figure \ref{fig:2}(a). These wake types are identified by global inspection of spatiotemporal patterns of the vorticity field $\omega$. Representative examples of these wakes are shown by plotting the contours of the vorticity field $\omega$ in figures \ref{fig:2}(b)-(d).

### 2.2 Local flow measurements

We measure the vorticity field $\omega(x,t)$ at a position $x_m$ in the wake using a sampling interval $\Delta t$. Examples of the time evolution of the local vorticity are shown in figure \ref{fig:3}. We represent the local vorticity measurements as a column vector $s_m$ of length $N$, where $N$ is the total number of samples. In other words, the $n^{th}$ entry of the measurement vector $s_m$ is equal to $\omega(x_m, n\Delta t)$. Our goal is to train a neural network that takes as input the measurement vector $s_m$, also called a snapshot, and classifies the wake type into 2P+4S, 2P+2S, or 2S.

We construct a training dataset $S \in \mathbb{R}^{N \times M}$ of $M$ snapshots

$$S = \begin{bmatrix} s_1 & s_2 & \cdots & s_M \end{bmatrix}.$$

We then assign to each snapshot $s_m$ a label $y_m$ that identifies the wake type or class. The three classes 2P+4S, 2P+2S, and 2S are represented, respectively, by

$$y_m = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix}, \quad \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}, \quad \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}.$$

![Figure 3: Time traces of vorticity in the wake of an oscillating airfoil for wake types 2P+4S, 2P+2S, and 2S at select locations I, II and III highlighted in figure 2.](image-url)
Here, $y_m$ is a column vector of length $N_c = 3$, where $N_c$ is the number of classes. The class label matrix $Y \in \mathbb{R}^{N_c \times M}$ for the training set can be written as

$$Y = \begin{bmatrix} y_1 & y_2 & \cdots & y_M \end{bmatrix}.$$  

(6)

For each flow simulation, we probe the wake at select locations $x_m$ chosen according to an equally-spaced grid of $51 \times 121$ points. Ten snapshots are recorded at each grid point as follows. First, the time series of the local vorticity field is sampled at $\Delta t = 0.012$ for $N = 210$, resulting in a total time of approximately 2.5 units. We then shift the time at which the first sample is recorded by about 0.25 time units to create a total of ten distinct snapshots. That is to say, from each flow simulation, we extract a total of $51 \times 121 \times 10 = 61,710$ snapshots, resulting in $15 \times 61,710 = 925,650$ snapshots from all simulations.

### 2.3 Neural networks

A neural network is formally defined as a mapping $\hat{y} = f(s, \Theta)$ from an input $s \in \mathbb{R}^N$ to an estimate $\hat{y} \in \mathbb{R}^{N_c}$ of the class type. Here, $\Theta$ denotes the mapping parameters. Note that the hat is used to distinguish the estimate $\hat{y}$ from the actual label $y$. Also note that we temporarily drop the subscript $(\cdot)_m$ for clarity. The mapping $f$ is constructed by the successive application of various functions, each one is called a layer. The particular functional form for each layer and the number of layers depend on the specific application [35]. In this work, we use the feedforward neural network shown in figure 4.

Network architecture

We design a feedforward neural network of four layers. The first layer is an affine transformation

$$q = Ws + b,$$

(7)

where $q \in \mathbb{R}^{N_f}$ is the output vector, $W \in \mathbb{R}^{N_c \times N_f}$ is the weight matrix, $b \in \mathbb{R}^{N_f}$ is the bias vector, and $N_f$ is the number of features. We interpret the rows of $W$ as features of the vorticity time series that are relevant for differentiating between classes. Consequently, $Ws$ is a projection of the input $s$ onto these features.

The second layer is called an activation layer and is defined by the nonlinear function $\tilde{q} = \max(0, q)$ that sets negative entries of $q$ to zero and 'activates' only positive entries. In component form, one has

$$\tilde{q}_j = \begin{cases} q_j & q_j \geq 0, \\ 0 & q_j < 0, \end{cases} \quad j = 1, \ldots, N_f.$$  

(8)

The third layer is another affine transformation

$$\tilde{\tilde{q}} = \tilde{W}\tilde{q} + \tilde{b},$$

(9)

where $\tilde{q} \in \mathbb{R}^{N_f}$, $\tilde{W} \in \mathbb{R}^{N_c \times N_f}$, and $\tilde{b} \in \mathbb{R}^{N_c}$. Finally, the last layer is a normalization layer $\hat{y} = \text{softmax}(\tilde{\tilde{q}})$, which can be written in component form as

$$\hat{y}_c = \frac{\exp(\tilde{q}_c)}{\sum_c \exp(\tilde{q}_c)}, \quad c = 1, \ldots, N_c.$$  

(10)

This layer normalizes the output vector $\hat{y}$ such that its entries take values between 0 and 1 and its $L^1$-norm $||\hat{y}|| = 1$. The output $\hat{y}$ is a probability distribution vector, where the $c^{\text{th}}$ entry $\hat{y}_c$ represents the likelihood that $s$ belongs to class $c$.

The mapping $\hat{y} = f(s, \Theta)$ is constructed by successive application of these four layers. The parameter vector $\Theta$...
Figure 5: A neural network is trained by optimizing a loss function over the network parameters $\theta$ subject to a training set of snapshots $s_m$ and labels $y_m$. The optimization problem is solved using stochastic gradient descent.

Network training

The training algorithm, depicted schematically in figure 5, optimizes the values of $\theta$ subject to a loss function of the form

$$l(y, \hat{y}) = \sum_{c=1}^{N_c} -y_c \ln \hat{y}_c - (1-y_c)\ln(1-\hat{y}_c).$$

This loss function is zero only when $\hat{y} = y$ and nonnegative otherwise. The logarithmic form of the function means that the loss increases dramatically as the estimate $\hat{y}$ deviates further from $y$.

Given the training dataset of inputs $s_m \in S$ and outputs $y_m \in Y$. The optimization problem can be written as

$$\theta^* = \arg\min_{\theta} \frac{1}{M} \sum_{m=1}^{M} l_m(y_m, f(s_m, \theta)), \quad (13)$$

where $l_m$ is the loss associated with $s_m$ as in (12) and the total loss is an average of the losses over all snapshots in the training set. To solve (13), we use a stochastic gradient descent method,

$$\theta_{new} = \theta_{old} - \eta \frac{\partial}{\partial \theta} \left( \frac{1}{M} \sum_{m=1}^{M} l(y_m, f(s_m, \theta_{old})) \right), \quad (14)$$

where $\partial(\cdot)/\partial \theta$ is the gradient of the loss function and $\eta$ is a scalar called the learning rate. Equation (14) is applied iteratively until the change in loss reaches an acceptable threshold. In practice, in order to ensure that the solution to (13) is statistically significant, we need to have $N_p \ll M$, so that the problem is sufficiently overdetermined.

Numerical implementation

We implement the neural network using Wolfram Mathematica version 11.1.1. The network is created using the NetChain function, where the number of layers as well as $N$, $N_f$, $N_c$ are defined. The linear layers are created using the LinearLayer function, the activation layer using the ElementwiseLayer function with the Ramp option, and the normalization layer using SoftmaxLayer. This network is then trained using the NetTrain function and the training set $S$ together with its label set $Y$. After training, we evaluate the accuracy of the trained network on a distinct test dataset using the function ClassifierMeasurements.

### 3 Results and Discussion

We train the neural network on five distinct training sets obtained by arranging the fifteen flow simulations into five combinations; for each wake type, four simulations from each wake type are selected for training and one simulation is reserved for testing. The simulations reserved for testing are listed here.

| Wake Type     | 2P+4S | 2P+2S | 2S |
|---------------|-------|-------|----|
| Combination 1 | 0.038 | 0.065 | 0.079 |
| Combination 2 | 0.042 | 0.067 | 0.073 |
| Combination 3 | 0.046 | 0.066 | 0.071 |
| Combination 4 | 0.040 | 0.063 | 0.077 |
| Combination 5 | 0.044 | 0.064 | 0.075 |

Table 1: The neural network is trained on five distinct combinations of training and testing data sets. In each combination, four simulations from each wake type are selected for training and one simulation is reserved for testing. The simulations reserved for testing are listed here.

Network performance

We evaluate the performance of the trained network for each combination by measuring...
Figure 6: Error incurred by five different trained networks in predicting the wake type or class of the test simulations. The error is plotted as a function of the number of features $N_f$ for (a) all classes, as well as for the individual classes (b) 2P+4S, (c) 2P+2S, and (d) 2S.

Figure 7: Accuracy of the trained network in predicting the flow type of the test simulations. Diagonal entries show percentages of correct classification and off-diagonal entries show percentages of wrong classification and to which class they were erroneously assigned.

Salient features To analyze the features relevant for differentiating between classes, we consider the trained network based on combination 5 and $N_f = 34$. The network features are the rows of $W$ as noted in §2.3. We re-
Figure 8: (a) Salience matrix $\Lambda$ of the $N_f = 34$ features of the model for $N_c = 3$ classes. (b) The five most positively and negatively salient features for each class are plotted as functions of time and ranked by salience. Features that occur as a pair of positive and negative identifiers for different classes are highlighted using the same color.
fer to the \(k\)th row \(W_{kn}\), \(n = 1, \ldots, N\), as feature \(k\). Examples of the features arrived at by the trained network are plotted versus time in figure 8. While some features bear resemblance to the snapshots shown in figure 3, most features are not recognizable by direct inspection of the vorticity time series.

The first layer of the trained network projects a snapshot onto the features of the network, thus quantifying the prevalence of each feature in the snapshot. A feature acts as either a positive or negative identifier. If a feature is a positive identifier for a given class, its prevalence in a snapshot indicates a higher likelihood that the snapshot belongs to that class. Conversely, if a feature is a negative identifier for this class, its prevalence in a snapshot indicates a lower likelihood that the snapshot belongs to that class.

The likelihood \(\hat{y}_c\) of class \(c\) is given by (10). Before normalization, its value is determined by

\[
\text{Numerator}(\hat{y}_c) = \exp\left(\sum_k \tilde{W}_{ck} \tilde{q}_k + \tilde{b}_c\right) = \prod_k \exp(\tilde{W}_{ck} \tilde{q}_k) \exp(\tilde{b}_c)
\]  

From (7) and (8), we know that \(\tilde{q}_k = \max(0, W_{kn}s_n + b_k)\) is zero or positive, reflecting which features are active in \(\tilde{q}_k\). By substituting into (15), it is straightforward to see that the weights \(\tilde{W}_{ck}\) dictate how important feature \(k\) is for class \(c\). With this understanding we define the salience matrix \(\Lambda_{ck}\),

\[
\Lambda_{ck} = \frac{\tilde{W}_{ck} \sqrt{\sum_n W_{kn}^2}}{\max_k \left(\tilde{W}_{ck} \sqrt{\sum_n W_{kn}^2}\right)},
\]  

where \(\Lambda_{ck} \in [-1, 1]\) and \(\sqrt{\sum_n W_{kn}^2}\) is the \(L^2\)-norm of feature \(k\). For similar measures of salience, see [2]. The saliency matrix of combination 5 is shown in figure 8(a).

In figure 8(b), we rank the features by their salience and explore which features are most salient for each class. In particular, we plot ten features per class: five corresponding to highest positive salience and five to lowest negative salience. Some features such as F25 or F32 can be physically interpreted as counting the number of vortices passing over the vorticity sensor, but others do not lend themselves to such intuitive interpretation. Further, features that are most positively salient for one class are also most negatively salient for another class. This duality reinforces the notion that features act as positive and negative identifiers; if a feature is very important for identifying a snapshot as belonging to a certain class, it is also likely that it is important for identifying the snapshot as not belonging to the other classes. Figure 8(b) shows that for the class 2P+4S, most of the highly salient features, with salience values close to 1 and -1, do not appear with opposite level of salience in other classes, explaining why this class resulted in the most confusion.

Mapping onto physical space We examine the performance of the trained network on the wakes reserved for testing by mapping the network accuracy onto the physical space. In figure 9 we plot the probability of correct classification as a function of space for the entire domain of the wake. In particular, we test on a larger region of the wake than the region we trained on, showing that the data that we used to train is somehow characteristic of the entire wake itself, thus supporting our hypothesis that local measurements contain enough information to classify the wake. We also show that, save for some small areas downstream of the airfoil, the network has a very high probability of correct prediction, showing that the relevant information about vortical coherent structures is embedded in the time history of local vorticity throughout the wake. The performance is degraded in the large regions (the dark conic-shaped zones around the airfoil) where there is essentially no information; the vorticity time series are always zero in these regions.

4 Conclusions

How should one process local measurements to infer global information about the flow? This question leads to a multi-valued inverse problem that is difficult to solve in general. Here, we used neural networks to develop a processing algorithm that decodes the wake type from local vorticity measurements behind an oscillating airfoil. One of the advantages of this data-driven approach is that it requires no a priori knowledge of the specific features of the decoding algorithm. The patterns in the time series of the local vorticity (figure 3) that are most useful for differentiating wake types are not readily recognizable by direct inspection. Yet, the neural network uncovers the salient features of these wakes (figure 8) and maps a time series of the local vorticity to the overall wake type; the resulting mapping is both remarkably accurate and robust.

A few comments on the limitations of the feedforward neural network employed here are in order. This simple network is not shift-independent. Namely, if a certain pattern occurs in a time series, the network will not recognize that it is the same pattern if it gets shifted in time. To overcome this issue, convolutional neural networks will be used in future extensions of this work. Another extension that would allow us to capture more complex relationships between input and output is to increase the number of hidden linear layers beyond one, creating a so-called deep neural network.
Figure 9: Comparison of the vorticity field and the performance of the neural network in correctly classifying the wake as a function of the position $x_m$ where the vorticity field is probed. (left) Contours of the vorticity field $\omega(x, t)$ repeated from figure 2 to facilitate comparison and (right) the spatial distribution of the likelihood $\hat{y}$ of correct classification for wake types (a) 2P+4S at $St = 0.042$, (b) 2P+2S at $St = 0.066$, and (c) 2S at $St = 0.073$. 
We deliberately relied on simple local measurements, in the form of vorticity time series, in order to focus on the classification algorithm. In the biological systems that motivated this work, the physiological modalities involved in flow sensing are more complex, with potentially distributed sensors tuned to the hydrodynamic cues relevant for the particular organism. These cues could be in the form of changes in the fluid velocity, pressure or density. Flow sensors could independently or jointly probe one or more of these fields. For example, the lateral line system of fish consists of two types of sensors that measure velocity [24] and pressure [9] along the fish body. Models of fluid-structure interactions in individual and schools of fish as well as behavior-based fish models often ignore this flow sensing ability; see, e.g., [1][14][39] and references therein. A notable exception is our recent work that uses pressure sensors and postulates a behavior-based model coupled to a physics-based flow model to study fish rheotaxis, or alignment to an oncoming flow field, [8]. It will be of major interest to train neural networks to detect flows using pressure and velocity sensors and to implement the trained networks in behavior- and physics-based models of fish swimming in isolation and in groups.
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