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Abstract

In this paper, we proposed a new distribution to lifetime data with two parameters, the proposed distribution have increasing, decreasing and unimodal failure rates function. Some mathematical properties of the new distribution, including hazard function, moments, Estimation of Reliability, distribution of the order statistics and observed information matrix were presented. To estimate the model parameters, the Maximum Likelihood Estimate (MLE) technique was utilized. Then, one real data set were applied to show the significance and flexibility of the new distribution.
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Introduction

The modeling and analysis of lifetimes is an important aspect of statistical work in a wide variety of scientific and technological fields. Several lifetime distributions have been used to model such kinds of data. For instance, the extended generalized Lindley [1], generalized Lindley [2], generalized inverse weibull [3], power Lindley [4], Lindley [5], general gamma [6], quasi Lindley [7], Marshall-Olkin extended Lindley [8], Entezar [9], weighted Lindley [10], Generalized Modified Weibull [11], Modified Weibull [12], Exponentiated Weibull [13,14], inverse Lindley [15], Beta Modified Weibull [16], Generalized Power Lindley [17], Exponential Flexible Weibull Extension [18], Beta Weibull by Leete et al. [19] distributions. Each distribution has its own characteristics due specifically to the shape of the failure rate function which may be only monotonically decreasing or increasing or constant in its behavior, as well as non-monotone, being bathtub shaped or even unimodal.

In this section, we introduce some lifetime distributions proposed by scientists for modeling such data types.

I. The Lindley(L) distribution, with probability density function (pdf)

\[ f(t;\alpha) = \frac{\theta^2}{1+\theta}(1+t)e^{\alpha t} \quad \theta > 0, t > 0 \]

was introduced by Lindley [5].

II. Inverse Lindley (IL) distribution, with probability density function (pdf)

\[ f(t;\alpha) = \frac{\theta^2}{1+\theta}\left(\frac{1+t}{t}\right)e^{-\frac{\theta t}{1+\theta}} \quad \theta > 0, t > 0 \]

was introduced by Sharma et al. [15].

III. Weibull (W) distribution, with probability density function (pdf)

\[ f(t;\alpha,\beta) = \beta\alpha t^{\alpha-1}e^{-\beta t} \quad \beta, \alpha > 0, t > 0 \]

was introduced by Weibull [20].

IV. Modified Weibull (MW) distribution with probability density function (pdf)

\[ f(t;\alpha,\beta,\gamma) = \alpha t^{\beta-1}(\gamma + \theta t)e^{\gamma t}\gamma\beta \quad \alpha > 0, \gamma > 0, \theta > 0, t > 0 \]

was introduced by Lai et al. [15].

V. Exponentiated Weibull (EW) distribution with probability density function (pdf)

\[ f(t;\alpha,\beta,\gamma) = \alpha t^{\beta-1}e^{-\alpha t}\gamma \quad \alpha > 0, \gamma > 0, t > 0 \]

was introduced by Mudholkar et al. [13,14].

VI. Zakerzadeh et al. [2] introduced a generalized Lindley (GL) distribution with the pdf...
A New Distribution

A new distribution was defined using the 2 parameters of $\alpha$ and $\beta$ through the following Cumulative Distribution Function (CDF):

$$F(t;\alpha,\beta)=\frac{\beta^\alpha t^\beta e^{-\beta t}}{\Gamma(\alpha)} \quad \alpha,\beta > 0, t > 0 \quad (1)$$

The PDF is as follows:

$$f(t;\alpha,\beta,\gamma,\theta)=\left(\alpha + \frac{\beta}{\Gamma(\alpha)}\right) e^{-\gamma t} \quad \alpha,\beta,\gamma,\theta > 0, t > 0 \quad (2)$$

The new distribution was observed to have the decreasing and unimodal PDFs. Some density curves of the new distribution plotted for varied choices of the parameters are shown in Figure 1.

The survival function of the new distribution is given by the following formula:

$$S(t)=1-F(t)=(1+\alpha t^\beta) e^{-\beta t} \quad t > 0$$

The hazard function is displayed as follows:

$$h(t)=\frac{f(t)}{1-F(t)}=\alpha^2 t^{2\beta-1} \quad t > 0$$

The new distribution depicts the decreasing, increasing and unimodal failure rates. Figure 2 plots some curves of the hazard rate function for different choices of the parameters.

Moments

Some major characteristics of the distribution could be studied based on moments. The $r^\text{th}$ ordinary moment $\nu_r=E(X^r)$ of the new distribution is illustrated as follows:

$$\nu_r=E(X^r)=\int x^r f(x;\alpha,\gamma,\theta) dx = \frac{\alpha^r \beta^{\gamma r}}{\Gamma(\gamma r)} \quad r > 0 \quad (3)$$

Letting $t=x^\gamma$ we have $dt=\frac{\gamma x^{\gamma-1}}{\beta} dx$. Changing the variable $t$ by $X$, the expansion 3
\[ \mu'_r = a^r \int_0^{2\beta r + 1} x e^{-\alpha x} dx \]

Finally, the \( r \)th moment obtain

\[ \mu'_r = \frac{\Gamma\left(\frac{2\beta r + r}{\beta}\right)}{a^{2\beta r + 2}} \]

Order statistics

cdf and pdf as defined in 1 and 2, respectively. We now give the density of the \( i \)th order statistic \( T_{(i)} \) from the new distribution. It is well known that

\[ f_{(i)}(t) = \frac{1}{B(i, n-i+1)} f(t)^{i-1} (1-f(t))^{n-i} \]

\[ f_{(i)}(t) = \frac{1}{B(i, n-i+1)} \left( \alpha^2 \beta t^{\beta - 1} e^{-\alpha t} \right) \times \left( 1 - (1+\alpha t^\beta) e^{-\alpha t} \right)^{i-1} \left( 1+\alpha t^\beta \right)^{n-i} e^{-\alpha t} \]

Using the binomial expansion we can rewrite the density function of the \( i \)th order statistic as a finite weighted sum of densities of the new distributions

\[ \left( 1-(1+\alpha t^\beta) e^{-\alpha t} \right)^{i-1} = \sum_{k=0}^{i-1} \binom{i-1}{k} (-1)^k \left( 1+\alpha t^\beta \right)^{k} e^{-\alpha t} \]

thus the \( i \)th order statistic from the new distribution is

\[ f_{(i)} = \frac{1}{B(i, n-i+1)} \left( \alpha^2 \beta t^{\beta - 1} e^{-\alpha t} \right) \times \sum_{k=0}^{i-1} \binom{i-1}{k} (-1)^k \left( 1+\alpha t^\beta \right)^{k} e^{-\alpha t} \]

\[ W_i = \frac{(-1)^i}{(n-i+1)!} \binom{n-i}{i-1} \]

Estimation of reliability \( R \) for new distribution

Let \( f_X \) and \( f_Y \) be the pdfs of the independent random variables \( X \) and \( Y \), respectively. Then, the reliability function is defined as

\[ R = P(Y < X) = \int_0^x f_X(x) f_Y(y) dy = \int_0^x f_X(x) F_Y(x) dx \]

Figure 2: The hazard rate functions: a) the decreasing and increasing hazard rate function b) the unimodal hazard rate function.

Parameter estimation

We consider the estimation of the unknown parameters of the new distribution by the method of maximum likelihood. Let \( t_1, \ldots, t_n \) be observed values of a random sample of size \( n \) from the new distribution. The log likelihood function for the vector \( \theta = (\alpha, \beta) \) of parameters can be written as:

\[ l(\theta) = \sum_{i=1}^n \log \left( \alpha^2 \beta x^{\beta - 1} e^{-\alpha x} \right) \]

\[ = 1 - \frac{\alpha^2}{(\alpha + \alpha^2)} x^{-\alpha} - \alpha^3 \beta^{-1} \beta x^{\beta - 1} e^{-\alpha x} \]

\[ = 1 - \frac{\alpha^2}{(\alpha + \alpha^2)} x^{-\alpha} - \alpha^3 \beta^{-1} \beta \left( \frac{2}{\alpha + \alpha^2} \right) x^{-\alpha} \]

The maximum likelihood estimate MLE \( \hat{\theta} \) of \( \theta \) is obtained by solving the non-linear likelihood equations \( U_\alpha = 0 \) and \( U_\beta = 0 \). For interval estimation of \( \alpha, \beta \) and tests of hypotheses on these parameters
we obtain the observed information matrix since the expected information matrix is very complicated and will require numerical integration. The $2 \times 2$ observed information matrix $J(\theta)$ is

$$J(\hat{\theta})^{-1} = \begin{pmatrix}
\hat{L}_{\alpha\alpha} & \hat{L}_{\alpha\beta} \\
\hat{L}_{\alpha\beta} & \hat{L}_{\beta\beta}
\end{pmatrix}^{-1}
$$

$$= \frac{\text{Var}(\hat{\alpha}) \text{Cov}(\hat{\alpha}, \hat{\beta})}{\text{Cov}(\hat{\alpha}, \hat{\beta})} \frac{\text{Var}(\hat{\beta})}{\text{Var}(\hat{\beta})}
$$

Under conditions that are fulfilled for parameters in the interior of the parameter space but not on the boundary, the asymptotic distribution of

$$\sqrt{n}(\hat{\theta} - \theta) \sim N((0, J(\hat{\theta})^{-1})$$

where, $J(\theta)$ is the information matrix. This asymptotic behavior is valid if $J(\theta)$ is replaced by $J(\hat{\theta})$, the observed information matrix evaluated at $\hat{\theta}$. The asymptotic multivariate normal distribution can be used to construct approximate confidence intervals and confidence regions for the individual parameters and for the hazard rate and survival functions. The above approach is used to derive the $100(1-\alpha)%$ confidence intervals for the parameters $\alpha$ and $\beta$ as in the following forms

$$\hat{\alpha} \pm Z_{\alpha/2} \sqrt{\text{Var}(\hat{\alpha})}, \quad \hat{\beta} \pm Z_{\alpha/2} \sqrt{\text{Var}(\hat{\beta})}
$$

Here, $Z_{\alpha/2}$ is the upper $100(\alpha/2)%$ percentile of the standard normal distribution.

**Application**

In this section we fit new distribution to one real data set and show that the new distribution can be a better model than the Modified Weibull(MW), Exponentiated Weibull(EW), extended generalized Lindley(EGL), exponential(E), generalized Lindley(GL), power Lindley(PL), Lindley(L), generalized gamma(GG),inverse Lindley(IL) , Weibull(M), gamma(G), Exponential Flexible Weibull Extension(EFWE) and entezar(ENT) distributions. The data set consists of the number of successive failures for the air conditioning system of each member in a fleet of 13 Boeing 720 jet airplanes (1963). The data set is:

![Figure 3: a) the time-to-failure TTT plot to the data. b) the estimated survival function obtained from fitting the new distribution and the empirical survival function yielded for the data c) the estimated hazard rate function for the data and d) the estimated density of new model fitted to the data.](image)
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In many applications, a particular model can be selected through the qualitative information on the shape of a failure rate function. In this context, a device called the total time on
test (TTT) plot data set is useful. The TTT plot for the data set in Figure 3a shows a unimodal hazard rate function. Hence, the new distribution could be an appropriate model for the fitting of such data. Table 1 gives the MLE of the parameters and the values of the following statistics for some models: Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC). As we can see from these numerical results in Table 1, the AIC and BIC of the new model are the smallest among those of the other fitted models and hence our new model can be chosen as the best model. To assess if the model is appropriate, we plot in Figure 3b the empirical survival function and the estimated survival function of the new distribution which provides a good fit for the data under analysis. The estimated hazard rate function in Figure 3c is a unimodal curve. Further, the plots of the estimated density and the histogram of the data given in Figure 3d show that the new distribution gives a good fit for these data.

Table 1: AIC and BIC values and parameter estimates for some models fitted for the real data set.

| Model | $\hat{\alpha}$ | $\hat{\beta}$ | $\hat{\gamma}$ | $\hat{\theta}$ | AIC | BIC |
|-------|----------------|---------------|----------------|----------------|-----|-----|
| New   | 0.1397         | -             | -              | -              | 2071.8 | 2079.1 |
| EGL   | 5.148          | 0.348         | 1.425          | -              | 2074.1 | 2087.1 |
| ENT   | 1.383e-17      | 0.01697       | 0.91089        | 0.01213        | 2081.5 | 2100.9 |
| EFWE  | 0.00214        | 10.724        | 0.31193        | -              | 2084.3 | 2094.0 |
| GL    | 1e-09          | -             | 0.0107         | 1.0626         | 2086.3 | 2096.0 |
| MW    | 0.01697        | -             | 1.86e-15       | 0.9109         | 2079.5 | 2090.4 |
| EW    | 0.2107         | 3.2491        | -              | 0.5186         | 2072.2 | 2083.1 |
| L     | -              | -             | 0.0215         | -              | 2167.3 | 2170.5 |
| IL    | 20.9118        | -             | -              | -              | 2160.1 | 2171.7 |
| GG    | 0.8083         | 1.0476        | 0.0065         | -              | 2083.1 | 2089.5 |
| E     | -              | -             | 0.01089        | -              | 2078.5 | 2081.7 |
| W     | -              | 0.91064       | 0.01699        | -              | 2077.5 | 2084.0 |
| PL    | -              | 0.6609        | 0.1088         | -              | 2075.4 | 2078.6 |

Conclusion

In this article, a new distribution with two parameters to Lifetime Data was introduced, which was much more flexible than the Exponentiated Weibull (EW), Modified Weibull (MW), extended generalized Lindley distribution (EGL), Eiztebar distribution (ENT), exponential(E), generalized Lindley (GL), power Lindley (PL), Lindley (L), generalized gamma (GG), Weibull (W), inverse Lindley (IL), Exponential Flexible Weibull Extension (EFWE) and gamma (G) distributions. The distribution proposed in this paper had increasing, decreasing and unimodal hazard rate functions with decreasing and unimodal PDF distributions. A mathematical treatment of this distribution consisting of the moments and asymptotic properties of the MLEs of the obtained unknown parameters was provided. Ultimately, application of the new distribution to one real data set was performed to illustrate the better fit of this distribution compared to the other models.
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