HEROHE Challenge: assessing HER2 status in breast cancer without immunohistochemistry or in situ hybridization
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Highlights
- The HEROHE Challenge was organized to promote the development of computer-aided diagnosis tools to assess human epidermal growth factor receptor 2 status in invasive breast cancer samples stained with hematoxylin and eosin.
- Two whole slide images datasets of invasive breast cancer tissue samples were compiled to be used as training (359 cases) and test (150 cases) datasets.
- A total of 21 methods were developed, submitted, and ranked according to their performance on the test dataset. A comparative analysis was performed and the top-6 ranked for the $F_1$ score are described.
- The large majority of the methods rely on pre-trained convolution neural networks. More than half of these methods (including 5 of the top-6) result from the combination of more than one network.
Breast cancer is the most common malignancy in women, being responsible for more than half a million deaths every year. As such, early and accurate diagnosis is of paramount importance. Human expertise is required to diagnose and correctly classify breast cancer and define appropriate therapy, which depends on the evaluation of the expression of different biomarkers such as the transmembrane protein receptor HER2. This evaluation requires several steps, including special techniques such as immunohistochemistry or in situ hybridization to assess HER2 status. With the goal of reducing the number of steps and human bias in diagnosis, the HEROHE Challenge was organized, as a parallel event of the 16th European Congress on Digital Pathology, aiming to automate the assessment of the HER2 status based only on hematoxylin and eosin stained tissue sample of invasive breast cancer. Methods to assess HER2 status were presented by 21 teams worldwide and the results achieved by some of the proposed methods open potential perspectives to advance the state-of-the-art.

1. Introduction
Breast cancer (BC) is the most common cancer among women. More than two million women are diagnosed each year with BC, being this disease the cause of more than half a million deaths every year, representing roughly 15% of all cancer-related women deaths [1].

1.1. Breast cancer diagnosis
BC detection usually starts with self-check-ups via palpation and regular screenings through imaging techniques (ultrasounds and/or mammography). When an abnormality is detected further examinations can be performed. A breast biopsy consists of the sampling of breast tissue through a needle, processed and stained with hematoxylin and eosin (H&E) allowing the visual observation under the optical microscope. A pathologist observes the sample and assesses the existence of cancer signs, identifying malignant and non-malignant tissue regions. The malignant regions are then classified as \textit{in situ} carcinoma when restrained to the mammary ductal-lobular system, or invasive if cancer cells are spread outside the ducts [2].
1.2. HER2 assessment

Current guidelines [3, 4] recommend routine quantification of ER (estrogen receptor), PgR (progesterone receptor), and HER2 (human epidermal growth factor receptor 2) status in all patients with invasive BC, recurrences, and metastases. HER2 is a transmembrane protein receptor with tyrosine kinase activity, being amplified and/or overexpressed in approximately 15% of BC [4]. These BC cases are classified as HER2-positive, being associated with aggressive clinical behavior but also with better responses to HER2-targeted therapies. Several clinical trials have shown an association between these therapies and a significant improvement in disease-free survival and overall survival for patients with HER2 positivity [5-9], thus making of paramount importance the correct identification of this BC subtype.

Usually, HER2 evaluation begins with the analysis of protein expression using specific antibodies that recognize the protein by immunohistochemistry (IHC). In this test, the following results can be achieved: negative (score 0 or 1+), equivocal (score 2+), positive (score 3+), and indeterminate. Equivocal and indeterminate samples require a reflex test, consisting of the evaluation of HER2 amplification with either fluorescence or bright field in situ hybridization (ISH) assays [4, 10]. IHC is easier to perform than ISH, although the later test is more robust but also more expensive [10, 11] and can ultimately classify BC samples in HER2-positive and HER2-negative providing the basis for the application of HER2-targeted therapy.

Like most ancillary tests in pathology laboratories, both IHC and ISH tests are sensitive to pre-analytical conditions, such as ischemic time, type of fixative, and duration of fixation [4]. The above-mentioned conditions can compromise the results of the tests, being responsible for the presence of false-negative and false-positive results, which can constitute a major impact on the effectiveness of the implemented treatment.

1.3. Digital pathology

The approval of digital pathology (DP) systems by the US Food and Drug Administration (FDA) has accelerated the implementation of DP in many pathology departments across the globe [12-17]. There are several advantages described in the literature for using whole-slide images (WSI) instead of glass slides. These include instant sharing of slides for educational purposes or internal/external consultation of challenging cases as well as for the practice of telepathology [18]. Nevertheless, the main advantage of WSI is probably the potential of application of image analysis tools for in silico evaluation that could go beyond traditional quantification analysis, such as IHC analysis, and achieve qualitative analysis to create computer-aided diagnosis (CAD) tools.

1.4. Computer-aided diagnosis

By relying on the visual assessment of the pathologist, the described methodology is prone to human bias and is time-consuming, thus several studies have been implemented aiming at standardizing methodologies and developing automatic methods to BC diagnosis. In previous works [19, 20] methods for automatic nuclei segmentation and feature extraction were presented allowing the application of different classifiers to differentiate between benign and malign BC.

Other studies try to solve the more complex 3-class problem, discriminating between normal tissue, in situ carcinoma, and invasive carcinoma [21]. In [22], the 4-class problem (classifying breast tissue as normal tissue, benign, in situ carcinoma, and invasive carcinoma) was tackled by manually extracting features while in [23] a deep learning approach was taken.

The described methods rely on image data to classify the tissue in 2, 3, or 4 classes but none tackles the subsequent steps for HER2 status assessment in invasive BC. This problem was previously
addressed in [24] where the HER2 and hematoxylin stainings were separated through color deconvolution to allow the individual cell classification into seven classes (immune, stroma, artifacts, T0, T1+, T2+, and T3+).

In [25], a standard machine learning approach was used to quantify IHC breast cancer images. The prediction of molecular subtypes in BC was attempted using image analysis of H&E and deep learning methods [26]. The work consisted of the evaluation of BC histological images from the Carolina Breast Cancer Study in a tissue microarray (TMA) with molecular classification performed using the PAM50 gene signature. The authors were able to correctly classify high-grade tumors and ER status with accuracies above 80%. The molecular classification accuracy was less impressive (77%) and it was not able to classify in the usual 4 subgroups but only in two larger subgroups (basal versus non-basal subtypes). One of the limitations of this study was the use of TMAs that, in this case, consisted of just 1 to 4 tumor tissue cores per patient with 1mm of diameter, which might be an insufficient amount of tumor to be analyzed and might have compromised the extraction of features for subsequent image classification. Nevertheless, the work provided a strong proof of principle that molecular classification can be predicted based on the extraction of H&E features.

The prediction of the expression of molecular biomarkers in breast cancer based only on the evaluation of digitized H&E-stained specimens was also attempted by Shamai and colleagues [27]. In this work, a deep convolutional neural network (CNN) based on a residual network (ResNet [28]) architecture was developed to predict 19 biomarkers, including ER, PgR, and HER2 from tissue morphology. For these 3 biomarkers, the area under the receiver operating characteristic curve (AUC) was 0.80, 0.75, and 0.74, respectively. The data originated from a single institution (Vancouver General Hospital) and included only TMA images from 5356 patients, rather than WSI, representing two important limitations. Ultimately, the system was able to predict biomarker expression with noninferiority to traditional IHC assay.

More recently, Naik and colleagues [29] developed a multiple instance learning-based deep neural network to predict the same molecular biomarkers from H&E-stained WSI. The algorithm based on a ResNet50 was trained in a multi-country dataset of 3474 patients (Australian Breast Cancer Tissue Bank and The Cancer Genome Atlas), and achieved an AUC of 0.92, 0.81, and 0.78, for ER, PgR, and HER2, respectively.

Following the same rationale, Kather and co-workers [30] developed a deep learning model based on ShuffleNet [31] to predict molecular alterations in 14 of the most common solid tumor types, including breast cancer. The system trained on The Cancer Genome Atlas dataset was able to infer from histology images alone at least one mutation from all except one tested tumor type. In breast cancer, ER, PgR and HER2 subtype could be predicted with an AUC of 0.82, 0.74, and 0.75, respectively.

1.5. International challenges

Challenges are excellent opportunities to advance the state-of-the-art in any given field by gathering experts with different backgrounds to solve one scientific question and thus promoting a proper balance between competition and collaboration. Over the past years, several challenges were open to the community to solve problems related to Breast Cancer.

The MITOS-ATYPIA-14 challenge (https://mitos-atypia-14.grand-challenge.org) was developed in late 2013 aiming to detect mitosis and evaluate of nuclear atypia score on BC histological images stained with H&E.
In 2015, the BIOIMAGING2015 challenge [23] asked participants to develop automatic methods to classify H&E stained breast biopsy tissue samples in four classes: 1) normal, 2) benign, 3) in situ carcinoma and 4) invasive carcinoma.

In 2016, the HER2 Scoring Contest [32] was proposed to compare and advance the state-of-the-art artificial intelligence-based methods to automate HER2 scoring. The challenge consisted in the development of a scoring method for whole slide images (WSI) stained with H&E and IHC for HER2.

In 2016 and 2017, two consecutive editions of the CAMELYON challenge [33, 34] were open to detect breast cancer metastases in H&E stained WSI of lymph node sections.

In 2018 the BACH challenge [35] was released divided into two parts. The first part was a follow-up of the BIOIMAGING2015 while the second part consisted in the development of a semantic segmentation method, where each WSI should be pixel-wise labeled into one of the four classes.

More recently, in late 2018, the BreastPathQ Cancer Cellularity Challenge (https://breastpathq.grand-challenge.org/) focused on the development of automated methods for analyzing tumor-burden assessment in breast pathology using histology patches extracted from WSI.

A deeper analysis of these and other public challenges to solve different pathology problems through the application of artificial intelligence can be found in [36].

1.6. HEROHE Challenge

The HEROHE (HER2 On H&E) Challenge was developed aiming to predict the HER2 status in invasive BC samples by the analysis of H&E slides, without access to the IHC or ISH assays. Image analysis algorithms for HER2 prediction may not only decrease considerable costs for pathology laboratories but also serve as safety nets for the usual analysis of HER2 by IHC and ISH. The HEROHE Challenge aimed to promote the production of image analysis algorithms able to, at least, replace a considerable amount of HER2 tests in BC. This would allow reducing the costs of pathology exams and accelerate HER2 status determination, and/or pinpoint cases that despite being conclusive by IHC could benefit from additional testing to reduce the existence of false-results. This tool could also be used to select the sample most likely to be positive in the case of patients with multiple samples, reducing the cost of analyzing all the samples.

Although pathologists rely on IHC and/or ISH assays for the evaluation of HER2 in BC, previous literature shows that HER2-positive BC is associated with different morphological features compared to HER2-negative BC. These features consist of poor differentiation (more solid tumors without tubule formation), higher nuclear pleomorphisms (high nuclear grade), and higher number of mitosis, which are all aggregated in the establishment of histological grade [37-39]. Although other features can probably differentiate between these two molecular subtypes of BC, some of which pathologists may have never realized, this establishes the morphological basis for the success of the proposed task. In addition, previous deep learning models have been used to predict IHC images from the H&E slides [40-42] thus establishing the computational basis for the success of the HEROHE challenge.

In this work, we overview the organization steps of the HEROHE challenge, the first developed to predict HER2 status from H&E stained WSI, and present the methods and results obtained by participant teams.
2. Material and Methods

The HEROHE Challenge was organized as a parallel event of the 16th European Congress on Digital Pathology (ECDP2020). Although the ECDP2020 was canceled due to the coronavirus pandemic, the HEROHE Challenge was performed successfully.

2.1. HEROHE challenge organization

The HEROHE Challenge website was hosted on the Grand Challenge servers with the domain https://ecdp2020.grand-challenge.org/. The Grand Challenge is one the largest platforms on medical imaging challenges, counting, at the time of writing, with more than 40,000 users. Hosting HEROHE at the Grand Challenge website allowed for an easy setup while maximizing the number of researchers reached. The challenge was also advertised through the social media networks and official webpage of the ECDP2020, and monetary prizes were awarded to the three best-performing methods.

Unlike previous challenges, where IHC images were part of the training and testing datasets, the goal here was to classify HER2 status directly from the morphological features present on the H&E stained images. Thus, the training dataset consisted of 359 WSI of invasive BC tissue samples stained only with H&E and the corresponding image-wise ground truth classification based on IHC and ISH. The cases did not include annotations such as the location of the invasive carcinoma and no IHC or ISH slides were provided. The ground truth originated from IHC and ISH tests, resulting in a binary classification (negative or positive). Considering the IHC HER2 scores, the dataset had 43 (12%) cases scored of 0, 47 (13%) scored of 1+, 230 (64%) score of 2+, and 39 (11%) scored of 3+. One case with a score of 1+ had HER2 amplification by ISH, being classified as HER2 positive. In cases with a score of 2+, 126 cases were ISH-negative and 104 ISH-positive. Hence, the dataset contained 144 HER2 positive cases (40%) and 215 HER2 negative cases (60%). There were 358 female and 1 male cases, with ages between 24 and 92 (median 58 years old). Cases originated in 22 different laboratories and all ISH tests were performed at Ipatimup Diagnostics (national reference center for HER2). Cases with HER2 heterogeneity were not included in the dataset. All cases were classified by two experienced pathologists (CE and AP) according to the latest American Society of Clinical Oncology/College of American Pathologists (ASCO/CAP) guidelines for BC, scanned at Ipatimup Diagnostics in a 3D Histech Pannoramic 1000 digital scanner at 20x magnification and saved in the MIRAX file format.

On October 1st, 2019, the HEROHE Challenge website and training dataset were released.

The test dataset was released on January 6th, 2020. In total 150 WSI correspondent to 150 cases were acquired following the same conditions of the training dataset, including the proportion of positive and negative cases (test dataset distribution was not previously known by the participants). Among the 150 WSI of the test dataset, 19 (13%) with a score of 0 on the IHC test, 18 (12%) with a score of 1+, 85 (57%) with a score of 2+, 27 (18%) with a score of 3+ and 1 case without IHC score. In cases with a score of 2+, 53 cases were ISH-negative and 32 ISH-positive. The case without IHC score was HER2-positive by ISH. Hence, the dataset contained 60 HER2 positive cases (40%) and 90 HER2 negative cases (60%). There were 149 female and 1 male cases, with ages between 33 and 93 (median of 57 years old) from 17 different pathology laboratories. All cases from test and training datasets originate from different patients to ensure independence between datasets.

We were also able to trace 116 cases, from both the training and the test datasets, that showed positive (score of 3+) or negative (score of 0 or 1+) results by IHC and the corresponding ISH results obtained either by an internal or external quality control protocol. In these cases, there was only one false-negative case by IHC (mentioned above), providing a sensitivity of 0.98, a specificity of 1.00, a positive predictive value of 1.00, and a negative predictive value of 0.98 for the IHC analysis.
To participate and be eligible for the Challenge’s prizes at least one element of each competing team should be registered to ECDP2020 and submitted, until January 28th, 2020, the methods code, the test dataset prediction (hard and soft predictions), and a short method description. The ECDP2020 registration requirement was later removed from the challenge rules due to the cancellation of the congress.

2.2. Evaluation
For the ranking of the proposed methods, the $F_1$ score, the harmonic mean between precision and recall, was used:

$$F_1 = \frac{2 \cdot \frac{P}{P-1} \cdot \frac{R}{R-1}}{\frac{P}{P-1} + \frac{R}{R-1}} = 2 \times \frac{P \cdot R}{R + P} \tag{1}$$

where $P = \frac{t_p}{t_p + f_p}$ is the precision, $R = \frac{t_p}{t_p + f_n}$ is the recall, $t_p$, true positives, is the number of positive cases classified as positive, $f_p$, false positives, is the number of negative cases classified as positive, and $f_n$, false negatives, is the number of positive cases classified as negative. Besides the $F_1$ score, other metrics were also assessed, namely the area under the curve (AUC), precision, and recall, although not being considered for the ranking of each competing team. The receiver operating characteristic (ROC) curve is a graphical plot of the true positive rate (TPR), also known as recall, against the false positive rate ($FPR$), at various threshold values. $FPR = \frac{f_p}{f_p + t_n}$, where $t_n$, true negatives, is the number of negative cases classified as negative. Since the ROC curve is a two-dimensional curve, to compare methods the entire curve should be collapsed in one single real number, and the most common method is to calculate the AUC [43].

2.3. Competing Solutions
A total of 21 teams or individual participants submitted their methods until the challenge deadline. Below, we briefly describe the methods proposed by the six best-ranked teams. A brief description of the remaining methods is presented in the supplementary material.

2.3.1. Team Macaroon
Team Macaroon employed a two-stage method to solve the problem. In stage A, a ResNet34 model, pre-trained on the CAMELYON16 [34] challenge datasets, was used for training a patch-based (256 by 256 pixels) classification model to differentiate normal tissue patches from tumor patches (see [44] for training details). A probability map, PM_A, results from each WSI. In stage B, each original WSI was down-sampled (ratio 1:2) and a sliding window split it into 256 by 256 pixels patches to be classified by the model from stage A. Potential tumor patches were extracted and the HER2 status information of the WSI was added to each patch. The resulting dataset was used for training a second ResNet34 model aiming to classify tumor patches as HER2 positive or HER2 negative. Model B was used for generating the final probability map of the WSI (denoted as PM_B). After training, a new WSI is classified as HER2 positive if more than 50% of the tumor patches (those where PM_A > 0.5) are classified as positive by the network B (PM_B > 0.5), and is classified as negative otherwise. The overall architecture of the resulting model is in Figure 1.
2.3.2. Team MITEL

A five-stage procedure was used by team MITEL (see Figure 2). The full method is described in [45]. A preprocessing step was implemented where each WSI was first downsampled (ratio=1:2) and tiles were created by a sliding window of 512 by 512 pixels. Only tiles with an average grey level of <85% were retained. In the second stage, Tumor Detection, tiles were classified as tumor or normal by a DenseNet201 [46]. The model used was pre-trained on ImageNet [47] and then fine-tuned on the BACH [35] dataset for the tumor classification task. Tiles classified as normal tissue were discarded while the others were used in the following stage. In the third stage, HER2 classification, the remaining tiles were fed to a ResNet152 (optimized for precision), and the model was trained to predict the probability of a given tile being from a HER2 positive WSI. In the fourth stage, results from all tiles of any given WSI were aggregated into three WSI-level features:

1. **Overall positivity**: mean positivity probability for all tiles in a WSI. If above 0.5 then the slide is positive for HER2;
2. **Strength of positivity**: mean positivity probability of positive tiles only. If above 0.66 then the slide is positive;
3. **Extent of positivity**: percentage of positive tiles. If 35% of the tiles for each slide is positive, then the slide is positive.

Finally, in the fifth stage, each WSI is classified as the result of a majority voting among the results of the three conditions.
2.3.3. Team Piaz

The team Piaz used a four-stage procedure (https://github.com/IAmS4n/HEROHE) to classify each WSI in a multi-instance learning fashion (see Figure 3). In stage one, the Shannon entropy of the WSI was computed to identify the most informative regions, and then a threshold, based on the method of minimum value in histogram [48], was found to make a tissue mask. Next, 256 random patches of 222 by 222 pixels were extracted from the tissue mask’s valid regions at a maximum resolution. In the second stage, an EfficientNet-B0 [49], pre-trained on the BACH challenge [35] dataset, was used and retrained on the HEROHE dataset to extract a 64-dimensional feature array for each patch. The features were extracted using a max-pooling over the last CNN layer of EfficientNet. In addition, there was a batch-norm layer followed by an absolute operation after each max-pooling. In the third stage, a novel pooling function was developed to aggregate the arrays resulting from each WSI into a single 64-dimensional feature array. A different exponent (denoted as $p$) of a generalized-mean function was used for each feature in a spectrum that varies between $p = 1$, when the generalized-mean is equal to the arithmetic mean, and $p = 16$, when the generalized-mean will approximate the maximum function. In mathematical terms, let $f_{ij}$ be the $j$th extracted feature of the $i$th patch, the $j$th element of output vector is \( \left( \frac{1}{n} \sum_{i=1}^{n} f_{ij}^{p_j} \right)^{1/p_j} \), where $p_j = 1 + 15(j - 1)/63$. Finally, in the fourth stage, the WSI classification probability was computed using a linear layer followed by a sigmoid on the features resulting from the aggregated 64-dimensional array.

In the test phase, to decrease the patch sampling effect, the result of each WSI was evaluated 64 times, and the final probability is the mean of these values.

Figure 3: Overall architecture of the model developed by team Piaz
2.3.4. Team Dratur
The team Dratur used a method consisting of two parallel tracks (@20x and @5x tracks) to classify each WSI (see Figure 4). Tumor regions were manually annotated in 3DHistech CaseViewer and exported to TIFF file format with 3DHistech SlideConverter. After preprocessing for brightness adaption the TIFF files were sliced with a sliding window procedure generating 256 by 256 pixel tiles at the original 20x magnification and 256 by 256 pixel tiles at 5x magnification. Tiles with less than 50% of tissue pixels were discarded. A sample of tissue tiles was manually grouped for vital invasive carcinoma and non-tumor (including ductal carcinoma in situ, DCIS, in the @5x track). Two EfficientNets B4 were trained to enrich vital invasive tumors in both tracks. Strong and complex data augmentations were applied in the training of all convolutional neural networks, including the modification of hue and saturation, the addition of salt and pepper artifacts, color noise, or block artifacts using the imgaug library (https://github.com/aleju/imgaug) as well as affine augmentations from the Keras library. HER2 positive and negative cases were split into 5 partitions keeping the class balance in each partition. EfficientNets B4 and B2 were then trained using a 5-fold cross-validation procedure to predict the HER2 status. The resulting soft predictions were fed into a small dense convolutional network (two hidden layers with 32 and 16 nodes, L2 regularization, and drop out) trained with a 3-fold split for cross-validation. The resulting soft predictions were tested against the training dataset ground-truth and a threshold of 0.47 was defined to generate the hard prediction for each WSI resulting in the correct classification of 86.39% of the training WSI, compared to a correct classification of 85.27% at a threshold of 0.5.

2.3.5. Team IRISAI
The team IRISAI used a two-stage model to solve the problem (see Figure 5). In the first stage, a U-Net [50] model was trained from scratch on slides at 5x magnification, to segment each WSI into “cellular” and “non-cellular” regions. Training images for this task resulted from an interactive set of annotations and corrections created in the DeePathology STUDIO software. In the second stage, 900,000 image patches of size 256x256 pixels were extracted from the cellular regions at 20x magnification and used as training dataset. A patch was considered cellular if at least 95% of its pixels were predicted as cellular by the U-Net network of stage one. Patches for the weakly supervised task were labeled by
assigning to each one a value according to the corresponding WSI with a smoothing of 10% to accommodate for patch selection errors. In other words, patches originating from a positive WSI were labeled as 0.9 while those originating from a negative WSI were labeled as 0.1. Standard data augmentation was then applied to the resulting dataset and a Resnet50 classifier, pre-trained on ImageNet [47], was trained to predict the patch-level labels using an Adam optimizer with default parameters. Finally, the WSI-level HER2 score was computed by splitting it into tiles and measuring the ratio of cellular tiles in that slide that had an output of above 0.5 from the Resnet50 classifier.

![Figure 5: Overall architecture of the model developed by team IRISA1](image)

2.3.6. Team Arontier_HYY
The team Arontier_HYY employed a three-stage method to predict HER2 status (see Figure 6). In the first stage, an EfficientNet-B3 (denoted as CNN-A) was trained from scratch to classify image patches of 1024 by 1024 pixels as “tissue” or “background”. The training dataset for CNN-A consisted of image patches labeled as “background” if they include regions with stains or adipose tissue, as well as if they contain severely blurred regions and patches with less than 25% of tissue (pixel intensities below 240), or as “tissue” otherwise. After discarding images classified by CNN-A as “background”, in the second stage, a model consisting of two parallel EfficientNets (denoted as CNN-B) was used to extract a feature vector and a score representing the probability of a given tissue patch being from a HER2 positive WSI. In one of the parallel paths, an EfficientNet-B1 was trained on image patches of 480 by 480 pixels while in the other an EfficientNet-B5 was trained on patches of size 912 by 912 pixels. Tissue patches were labeled with 0 whenever they originate from a HER2 negative WSI and with 1 otherwise. Data augmentation was then implemented to generate a more robust model and the resulting dataset was used to train CNN-B. To minimize class imbalance and inter-WSI variations, within each mini-batch, all patch images originate from different WSIs and 50% were from randomly selected positive WSI while the remaining were from randomly selected negative WSI. In stage three, all feature vectors of any given WSI were sorted in decreasing order by the corresponding score of CNN-B and fed into a Long-Short Term Memory (LSTM) network with two recurrent layers and one dropout layer to assess the final WSI prediction.
3. Results

The HEROHE Challenge was open for approximately 4 months, between October 1st, 2019, and January 28th, 2020. During this period, 863 participants registered and had access to the training and testing datasets. While many participants chose to work individually, 93 of them grouped into one of the 56 participant teams. From these, 21 teams or individual participants submitted their results and the final scores were evaluated to assign the final challenge’s ranking (see Table 1).

*Table 1: Classification at the HEROHE challenge. The final classification was assessed by the $F_1$ score, but other metrics were also evaluated, namely the Area Under the Curve (AUC), Precision, and Recall.*

| RANK | TEAM                | AUC  | PRECISION | RECALL | $F_1$ SCORE |
|------|---------------------|------|-----------|--------|-------------|
| 1    | Macaroon            | 0.71 | 0.57      | 0.83   | 0.68        |
| 2    | MITEL               | 0.74 | 0.58      | 0.78   | 0.67        |
| 3    | Piaz                | 0.84 | 0.77      | 0.55   | 0.64        |
| 4    | Dratur              | 0.75 | 0.57      | 0.70   | 0.63        |
| 5    | IRISAI              | 0.67 | 0.58      | 0.67   | 0.62        |
| 6    | Arontier_HYY        | 0.72 | 0.52      | 0.73   | 0.61        |
| 7    | KDE                 | 0.62 | 0.51      | 0.75   | 0.61        |
| 8    | joangibert14        | 0.66 | 0.48      | 0.78   | 0.60        |
| 9    | VISILAB             | 0.63 | 0.51      | 0.73   | 0.60        |
| 10   | MiRL                | 0.50 | 0.40      | 1.00   | 0.57        |
| 11   | aetherAI            | 0.66 | 0.49      | 0.67   | 0.57        |
| 12   | NCIC                | 0.63 | 0.52      | 0.62   | 0.56        |
| 13   | biocenas            | 0.57 | 0.46      | 0.53   | 0.50        |
| 14   | HEROH               | 0.59 | 0.46      | 0.53   | 0.49        |
| 15   | Reza Mohebbian      | 0.61 | 0.51      | 0.43   | 0.47        |
| 16   | mindmork            | 0.63 | 0.53      | 0.38   | 0.45        |
| 17   | Institute of Pathology Graz | 0.63 | 0.50 | 0.38 | 0.43 |
| 18   | katherandco         | 0.44 | 0.44      | 0.40   | 0.42        |
| 19   | QUILL               | 0.63 | 0.50      | 0.33   | 0.40        |
| 20   | HEROHE_Challenge    | 0.48 | 0.37      | 0.27   | 0.31        |
| 21   | UC-CSSE             | 0.47 | 0.31      | 0.27   | 0.29        |

Two teams developed methods that, by construction, did not quantify the probability of a WSI belonging to one class (i.e., did not infer a soft prediction). The model developed by the team Macaroon classified a WSI after comparing the number of patches classified as tumor by one network.
and as positive by the second network. Thus, an approximation was needed to compute the AUC. The soft predictions were set to 1 whenever a WSI was classified as positive and to 0 otherwise. The model developed by team MITEL used a majority voting to assign a class to a WSI. Considering that the proposed method exported three soft predictions, the developers chose to consider as a representative soft prediction the one resulting from the overall positivity because it covers all the WSI patches, thus being considered the most exhaustive among the three.

The choice of the threshold and its impact on the $F_1$ score was assessed for the top-ranked teams by varying the threshold from 0 to 1 by steps of 0.01 and computing the best $F_1$ score on the test dataset, thus assessing the theoretical maximum of each model for the given test dataset. The results revealed that three of the top four teams could have achieved better results and the resulting ranking would have changed if different thresholds were chosen. The maximum $F_1$ scores for these teams (excluding the team Macaroon since all soft predictions were 0 or 1) were: (a) MITEL: $F_1 = 0.70$ for a threshold of 0.37; (b) Piaz: $F_1 = 0.73$ for a threshold of 0.39; and (c) Dratur: $F_1 = 0.69$ for a threshold of 0.34.

Although the $F_1$ score was the ranking metric, other metrics were also assessed. The precision and recall were assessed to compute the $F_1$ score, while the AUC was measured to allow comparisons to other recently published methods for HER2 prediction [27, 29, 30]. Two teams (MITEL and Dratur, 2nd and 4th place, respectively) showed AUC results for HER2 prediction similar to these methods while the team Piaz (3rd place) achieved a higher AUC of 0.84.

Considering the distribution of cases among the four possible HER2 scores on an IHC test, the precision, recall, AUC and $F_1$ score were also evaluated in the subset of equivocal IHC cases (score of 2+) and are presented in Table 2. Six teams achieved on this subset AUC equal or greater than 0.84, thus higher than the AUC achieved by the models presented in recent works [27, 29, 30].

Table 2: Results in the subset of the Test Dataset comprising just the cases classified as equivocal (score of 2+) on the IHC test.

| TEAM                  | AUC   | PRECISION | RECALL | $F_1$ SCORE |
|-----------------------|-------|-----------|--------|-------------|
| Macaroon              | 0.84  | 0.75      | 0.84   | 0.79        |
| Arontier_HYY          | 0.88  | 0.67      | 0.81   | 0.73        |
| MITEL                 | 0.85  | 0.74      | 0.72   | 0.73        |
| Dratur                | 0.85  | 0.71      | 0.75   | 0.73        |
| IRISAI                | 0.85  | 0.72      | 0.72   | 0.72        |
| KDE                   | 0.77  | 0.67      | 0.75   | 0.71        |
| Piaz                  | 0.84  | 0.79      | 0.59   | 0.68        |
| VISILAB               | 0.77  | 0.64      | 0.66   | 0.65        |
| NCIC                  | 0.70  | 0.58      | 0.69   | 0.63        |
| biocenas              | 0.71  | 0.61      | 0.63   | 0.62        |
| aetherAI              | 0.77  | 0.53      | 0.72   | 0.61        |
| QUILL                 | 0.78  | 0.79      | 0.47   | 0.59        |
| joangibert14          | 0.70  | 0.46      | 0.72   | 0.56        |
| MIRL                  | 0.50  | 0.38      | 1.00   | 0.55        |
| Reza Mohebbian        | 0.64  | 0.52      | 0.47   | 0.49        |
| Institute of Pathology Graz | 0.70 | 0.50   | 0.47   | 0.48        |
| HEROH                 | 0.63  | 0.46      | 0.50   | 0.48        |
| mindmork              | 0.61  | 0.43      | 0.31   | 0.36        |
| katherandco           | 0.32  | 0.67      | 0.25   | 0.36        |
Although the core methodologies differ between submitted models, some procedures are common among approaches. For example, 20 out of the 21 teams developed methods taking advantage of deep neural networks in one or more steps of their models and used Python as the main programming language. Reza Mohebbian was the only team that developed a “classical” Machine Learning model (without deep neural networks) coded on MATLAB. Teams HEROH, HEROHE_Challenge, Institute of Pathology Graz, and katherandco, despite having used Python as the main programming language, used also QuPath [51] on some steps of their methods. Another common step was the split of each WSI into smaller patches. Only three teams used the entire WSI as input, Reza Mohebbian, that developed a non-deep learning-based model; Institute of Pathology Graz, that combined hand-crafted feature extractor developed on QuPath with a custom CNN for classification; and aetherAI, that adapted a ResNet50 [28] to receive as input WSIs resized to a 10,000 by 10,000 pixels canvas (see 2.3. Competing Solutions, and Supplementary Material for more details). Among, the 20 teams that used deep neural networks on their methods, 12 chose to rely on models pre-trained on other publicly available datasets (more details in Table 3), being the ImageNet [47] the most widespread, but other datasets were used [34, 35, 52, 53].

Table 3: Summary of submitted methods. **Approach** lists the main methods to classify the WSI; **Pre-trained** indicates if the transfer learning approach was used; **Ensemble** indicates if the method uses one or multiple models and their number; **External sets** indicates external datasets used in pre-trained models; **Input size** indicates the size, in pixels, of the images or tiles required by the model (WSI means that the entire WSI is passed to the model at the same time).
4. Discussion

As in all challenges, the definition of the metric to access the final ranking is of paramount importance. All metrics that may have been considered to evaluate the methods assess different aspects of the results so they would produce different ranks. Since our dataset was imbalanced, metrics such as accuracy (the percentage of total cases correctly classified) that is often used to evaluate classifiers is not a reliable descriptor of the model’s adequacy to solve the problem at hand. For example, a model that predicts all cases as negative achieves an accuracy equal to the proportion of the negative cases, which, for highly imbalanced datasets, would result in higher classifications. Other metrics are less prone to the class imbalance problem. Among them, precision and recall are good choices nevertheless both these metrics fail in some extreme scenarios. For example, the team MIRL, ranked tenth on the challenge (Table 1), achieved a perfect recall. Looking in more detail for the team MIRL’s predictions (Table 4) one fact can be highlighted, team MIRL predicted all cases as positives. This, while guaranteeing that no false negatives would result from the predictions, and thus the recall would be 1, leads to a model that, despite having one perfect metric, is useless to solve the problem here proposed. Cases as this one can be pinpointed by comparing the model’s recall with its precision. Team MIRL achieved a precision of 0.4, a value that corresponds to the proportion of positive cases on the test dataset (Table 1). Analogously, if a model only predicts as positive a very small percentage of the true positives, but none of the negatives, it will have a precision of 1, while failing to properly predict most of the relevant cases, thus having a small recall. The proper balance between these two metrics can be achieved by combining them into a single and more robust metric, the $F_1$ score, which only achieves values close to 1 if both the precision and the recall are simultaneously close to 1 (e.g. team MIRL had a recall of 1 but a precision of 0.4, which resulted into a $F_1$ score of 0.57).

Table 4: Confusion matrix of team MIRL. $tp$: true positives; $tn$: true negatives; $fp$: false positives; $fn$: false negatives.

| Actual Condition | Positive | Negative | Total |
|------------------|----------|----------|-------|
| Positive         | $tp = 60$| $fn = 0$ | 60    |
| Negative         | $fp = 90$| $tn = 0$ | 90    |
| Total            | 150      | 0        | 150   |

The organizers did not opt for other performance metrics, such as the AUC, to better simulate the clinical practice. Indeed, AUC is a global performance metric that does not necessarily encode the behavior of a system at different regions of the ROC curve. For instance, in clinical practice it may be of interest to operate on a region of lower or higher FPR, depending on the goal of the screening. However, two models with the same AUC may exhibit different behaviors in these two extreme regions. With these in mind, it was decided to instead ask participants to select a prediction threshold that would maximize the $F_1$ score. The main goal was to force the system to make an absolute/objective decision regarding the sample being assessed, serving as a clear second opinion about the patient’s HER2 status, i.e. the participants were asked a priori to select the operation point of their system.

|   | QUILL | SuperPixel patch splitting + DenseNet + Mean Shift Clustering | no | 2 | x | WSI |
|---|-------|-------------------------------------------------------------|----|---|---|-----|
| 20 | HEROHE Challenge | Custom CNN + kmeans + XGBoost | yes | 3 | CIFAR-10 dataset | 200x200 |
| 21 | UC-CSSE | Xception + densenet169 + resnet34 + resnet101 + random forest + extra trees + gradient boosting | yes | 7 | CAMELYON16 + Data Science Bowl 2018 | 299x299 |
Previous studies addressing the problem of predicting the expression of molecular biomarkers in breast cancer [27, 29, 30] reported as primary performance metrics the AUC. Given that, despite having considered the $F_1$ score as the ranking metric for the challenge, the AUC was used here as the metric for performance assessment. The models presented in section 2.3. Competing Solutions correspond to those that achieved $AUC > 0.8$ in Table 1 or in Table 2, i.e. AUC bigger than those reported on the referred studies. The remaining methods are described in the Supplementary Material and a summary of all models is presented in Table 3.

An important aspect that needs to be considered by all teams willing to participate in challenges is the decision on the threshold value to decide the final prediction. If the teams had chosen different thresholds to generate their final predictions, their results in the $F_1$ score could have been better. For instance, with this test dataset, the model developed by the team Piaz could have achieved a $F_1$ score of 0.73 (instead of the actual 0.64) if the threshold was set to 0.39 (instead of the used 0.5), thus being ranked at the top of the leaderboard. Of course, the value 0.39 was obtained as the best choice for the test dataset, which, by definition, was not available to teams. Nevertheless, the training dataset or part of it (e.g., validation dataset) should be used to fine-tune the threshold. It is worth noting that, even if the optimum threshold was not the one resulting by the evaluation of the model performance on the training dataset, others close to 0.39 (thresholds between 0.36 and 0.43) would also generate a final $F_1$ score greater than 0.70.

The comparison between the result that team MITEL reached ($F_1 = 0.67$) and the one that they would have had if they used the overall connectivity as the only evaluation feature ($F_1 = 0.70$ for a threshold of 0.37) reveals that sometimes a more complex model does not outperform a simpler one.

The results obtained by the teams in the subset of equivocal cases (Table 2) revealed that most of the top-ranked teams (8 of the top 10, including the top 7 teams) achieved better results on this subset than in the whole test dataset (Table 1). For example, team Macaroon achieved a $F_1$ score of 0.68 on the whole test dataset, but this figure raised to 0.79 when considering just the equivocal cases. This difference is due to the increase in precision that raises from 0.57 to 0.75 while the recall increases from 0.83 to 0.84. Similar changes occurred with other top-ranked teams (e.g. Dratur’s $F_1$ score raised from 0.63 to 0.73, Arontier_HYY’s $F_1$ score raised from 0.61 to 0.73). Equivalently, the AUC increased in most of the teams. While on the full test dataset only one team achieved an AUC greater than 0.8 (team Piaz with $AUC = 0.84$), on the subset of the equivocal cases 6 teams had AUC above 0.8. The difference between the results achieved on these two groups of cases can be explained by the distribution of cases per HER2 score on both the training and test datasets with a majority being classified as equivocal on the IHC test.

Following a common trend in medical image analysis, the vast majority of the teams (20 out of 21) used at least one deep neural network on their models. Given the complexity of the task, many teams split the problem into more than one step and rely on the combination of more than one deep network to classify each WSI (Table 3). Since the training dataset was comprised of 359 cases, 12 teams chose to use models pre-trained on other datasets. This allowed them to train deeper networks, with up to millions of parameters, and potentially improve performance while reducing development and training time. Another common technique was splitting the entire WSI into small tiles (18 out of 21 teams), applying the HER2 classifier to each tile, and later combining the information to get the WSI classification. Most teams (16 out of 21) decided to prune the WSI first by applying a segmentation algorithm that identifies regions of interest (e.g. the two top-ranked teams applied DL algorithms to identify tumor regions while the third-ranked team relied on non-DL algorithms to segment tissue regions) and only then use those regions in the classification step, thus reducing the computational costs, while focusing the WSI classification on targeted regions.
In terms of clinical application, ideally, the step to take further comprehends not only the prediction of the HER2 status in BC samples but also predicting the response of the patients to HER2 targeted therapy. Previous literature shows that morphological clues can be found in the tumor, such as the presence of tumor-infiltrating lymphocytes (TILs), which can be good predictors of HER2 target therapy. BC samples with a high number of TILs will display more often complete pathological responses in the surgical specimen after neoadjuvant (before surgery) HER2 target therapy and subsequent better disease-free survival [58, 59]. Moreover, there might be additional features that could be extracted for predicting the response to HER2 target therapy.

In specific settings of breast cancer, gene expression tests have already been recommended to assess the risk of recurrence and guide oncologists in the difficult decision to use chemotherapy [60, 61]. These tests are very expensive and tissue destructive, two major limitations that decrease their use in clinical practice. Surprisingly or not, it has been shown that nuclear morphology features, such as nuclear shape and architecture, can be extracted from H&E stained images to predict risk categories using the gene signatures [62]. This type of research and prediction can take computational pathology to a level never experienced in medicine.

In the HEROHE Challenge, it was decided to consider datasets with cases without HER2 heterogeneity since it is the most frequent situation. Additionally, heterogeneous cases would require specific tumor annotations. HER2 heterogeneity corresponds to tumors with both HER2-negative and HER2-positive areas, representing a minority of situations (up to 1% of the cases) with patients requiring at least 10% of HER2-positive areas in the BC to be elected for targeted therapy [4, 63-65]. Although there are morphological features more likely to be associated with HER2-positive BC (as discussed above), making the distinction between HER2-positive and HER2-negative theoretically possible, in cases with HER2 heterogeneity the different areas in the BC appear to be very similar, at least to the pathologist’s assessment [64]. The proportion of cases in each IHC score was biased towards the class 2+. This decision was because these are the cases that require further assessment, namely by the evaluation of HER2 amplification with ISH, and thus considered by the challenge organizers as the most important cases. Future research to address this problem should consider these aspects.

Roughly, 15% of the cases evaluated by IPATIMUP diagnostics are positives, nevertheless, the datasets here released failed to follow the real ratio between positive and negative cases. This decision was taken based on the logistics required to release a dataset according to this ratio that still had a sufficient number of WSI per class. Such a dataset would require more than 3TB of disk space and would result in a dramatic increase in the communication time required to upload and download all the data. On one hand, such a huge dataset could eventually prevent some teams from participating due to the computational resources that would become necessary. On the other hand, more data may have resulted in better models, although the higher class imbalance could also present different challenges to teams during model development and training.

5. Conclusions
The HEROHE Challenge was developed with the primary goal of promoting the development of computer-aided diagnosis tools to predict the HER2 status in invasive BC samples. Despite the complexity of the proposed task, 21 models were presented, combining different techniques, from standard image analysis to state-of-the-art DL algorithms, and promising results were achieved. Two of the top-ranked teams achieved AUC similar to those presented in other recent works while one team achieved a higher AUC.
Given the biased distribution of training and test datasets, with a majority of cases classified as equivocal by the IHC test, this work also presented the AUC and $F_1$ score of the proposed models in a subset of the test dataset with only equivocal cases (Table 2). Most of the teams performed better on this subsample. Six teams achieved AUC greater than or equal to 0.84, clearly outperforming the results presented in recently published studies. Team Arontier_HYY achieved the higher AUC (0.88) on this dataset and the top $F_1$ score raised from 0.69 to 0.79 (team Macaroon). This fact suggests that some of the presented models identified features on the H&E slides scored of 2+ on the IHC test that can be used to predict HER2 status without access to IHC or ISH assays, something that human experts are not able to do. The achieved results were not perfect and more data may lead to an improvement in the performance of the models, especially in cases scored as 0, 1+ or 3+ by the IHC test that were under-represented in the challenge datasets, but eventually in the equivocal cases also.

The importance of the metric defined to assess the models’ performance was shown to have a great impact on the final rank. In this work, the importance of a proper selection of the final threshold to separate positive and negative cases was also emphasized by presenting an example revealing that with a better choice of the threshold, the same algorithm would result in a model with a significantly better performance. It was also pointed that the choice of the network, hyperparameters, and all the features of a model has to be carefully evaluated during the development, but also later, taking into consideration the evaluation of the model on the training and validation datasets. The result of the team MITEL compared to the one they could have had with a simpler model is a clear remark that is important to keep in mind.

Although the challenge is now closed, the website and datasets will remain public for research purposes, thus further contributing to the development of novel solutions to automate HER2 status assessment.
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7 – KDE
The team KDE used a model that combined three deep learning modules. The first network aims to identify tumor regions, the second to extract features, and the last to classify the WSI. To segment tumor regions, a low-resolution version of the WSI was considered and an Otsu threshold and median filter were applied to identify the tissue regions. A custom convolutional neural network was trained on a manually annotated dataset to classify a patch as tumor or non-tumor, and tissue regions were classified by this network to identify tumor patches. Non-tumor patches are discarded in this stage. The remaining patches were then randomly split into five groups and a 5-fold cross-validation setup was implemented using an InceptionV3 network [1] as a feature extractor. For the third stage, an end-to-end trainable multiple instance learning architecture, called KDE [2], was trained with a 10-fold cross-validation setup on the feature vectors resulting from stage 2. The final WSI score results from the average score in each of the 10 KDE models.

8 – joangibert14
The team joangibert14 developed a method based on Campanella and colleagues’ work [3]. After tiling the WSI into 224x224 pixel patches and removing patches corresponding to non-tissue regions, data augmentations consisting of random horizontal and vertical flips, rotations, changes in brightness and contrast, and greyscale levels were applied to enlarge the training dataset. A ResNet101 [4] model was then trained to classify a WSI based on the Multiple Instance Learning (MIL) [5] algorithm described in [3].

9 – VISILAB
The team VISILAB developed a model based on the SE-ResNet50 architecture [6]. The method starts by preprocessing the input images. Each WSI is split into 299 by 299 pixel patches that are then segmented to separate tissue from background patches. Image patches are considered as tissue, and used for the next steps, if and only if the mean intensity is below $0.96 \times 255 = 244.8$. Background patches are discarded. Data augmentation, including random rotations, cropping and resizing, are then applied to the resulting dataset before training the network.

10 – MIRL
The team MIRL developed a method consisting of pre-processing and application of a convolutional neural network for classification. The pre-processing step consisted in split each WSI into patches of 9192 x 9192 pixels and application of a median filter followed by thresholding to identify tissue regions. If the patch contained more than 30% of tissue pixels then it was tiled into 224 by 224 pixel patches and 100 random patches kept per WSI. Then, a DenseNet201 [7] pre-trained on the ImageNet [8] was retrained to predict HER2 status in each patch and a Majority Voting rule was applied to obtain the final WSI classification.

11 – aetherAI
The team aetherAI adapted a ResNet50 [4] model so it can support 10,000 by 10,000 pixels images as input. To be able to train a model with such memory requirements, a computational pipeline leveraging the NVIDIA Unified Memory technology was developed enabling GPU to directly access system memory, thus avoiding out-of-memory errors during training. In addition, batch normalization layers in the ResNet50 model were replaced by group normalization layers since the latter allowed for the implementation of the distributed computing system. Data pre-processing consisted of two steps,
first WSIs were cropped to remove non-tissue regions, and then resized to a 10,000x10,000 pixels canvas. Data augmentation by application of random rotations and translations was also implemented to enlarge the training dataset.

12 – NCIC
The team NCIC created a model based on two parallel networks, a resnext101 and resnext50 [9], combined to access the WSI classification. The method starts by pre-processing each WSI. A downsampled version of it (ratio 1/16) was considered and an Otsu threshold was applied to segment tissue regions. Tissue regions were then split into 1024 x 1024 pixel patches at full resolution. Each of the parallel networks was trained according to the following protocol:

1. First, patches from a given WSI were combined to form a bag.
2. For each iteration of the training protocol, an inference is performed and $K = 512$ patches are selected from each bag and labeled according to the corresponding slide label for supervised back-propagation training. Three strategies were considered to select patches:
   i. Max-Max: select the higher scored $K$ patches in the positive group and the higher scored $K$ patches in the negative group for training.
   ii. Max-Min: select the higher scored $K$ patches in the positive group and the lower scored $K$ patches in the negative group for training.
   iii. Random: in the positive group, select patches with a probability greater than 0.9 and the higher scored $K$ patches, take the union of them, and randomly select $k$ patches; in the negative group, randomly select $k$ from all patches for training.
3. These strategies allowed to define an upper bound of space (Max-Max criterion) and a lower bound of space (Max-Min criterion), while Random lies between the upper and lower bounds. Max-Max and Max-Min criteria were used to select patches from the original training set to build a new supervised dataset that was later used to retrain both networks with the Random criterion to get the final model.

At inference time, the trained models are applied in parallel and the output combined to access the final WSI prediction.

13 – Biocenas
The team Biocenas based its method on the work of Ilse and colleagues [10]. The model consisted of a feature extractor with two convolutional-ReLU-max-pooling stages, with 3x3 and 4x4 kernels, followed by two fully connected-ReLU-dropout stages, with 512 hidden neurons each. The resulting feature vector was then filtered by an attention network with a fully connected layer with 512 input neurons and 256 output neurons, with a hyperbolic tangent activation and another fully connected layer with 1 output neuron that selects the most relevant patch. A final fully connected layer with an input size of 512 and sigmoid activation function classifies the representative patch.

Input images were pre-processed by thresholding (Otsu threshold) a downsampled version of the WSI (ratio 1:32) and tiling the tissue regions (downsampled at ratio 1:16) into 32x32 pixel patches. During training, tiles from a single WSI were aggregated in bags of different lengths (randomly chosen without repetition from a Gaussian distribution of $\mu = 50$ and $\sigma^2 = 10$) with a label equal to the label of the original WSI.

14 – HEROH
Two residual networks [9], pre-trained on ImageNet [8] were used to build the model of team HEROH. The first, a ResNet18 was trained to classify tissue patches of size 128x128 pixel into one of six classes: tumor, normal, stroma, fat, necrosis, and immune cells. Patches classified as tumor with a probability
above 90% were kept and the remaining discarded. To train the first network, a manually annotated dataset was created from 15 WSI, by tiling and standard data augmentations. The patches classified as tumor were then color-deconvolved to extract the hematoxylin channel and an Otsu threshold was applied to identify nuclei. A ResNet50 was then trained to predict the HER2 status of each patch. Each WSI was then classified according to the number of positive and negative patches and the corresponding probabilities. The probabilities assigned to all patches classified as positive were added and stored in a variable $p$, while the probabilities assigned to all patches classified as negative were added and stored in a variable $n$. The WSI was classified as positive if and only if $p / (p + n) > 0.33$.

15 – Reza Mohebbian
The team Reza Mohebbian used a model based on user-defined features. After down-scaling the WSI by a factor of 4, each image is converted into 64 grids and processed for feature selection from each grid. A manually selected threshold was considered and all pixels with intensities above 50 were discarded and an active contour algorithm \[11\] was applied to identify cells and create a cell mask. From the cell mask, the centroids of each cell were determined. In parallel, the KD-tree algorithm was used to evaluate the density and displacements of cells in each region, and the gray-level co-occurrence matrix was calculated to access features such as contrast, correlation, energy, and homogeneity. Finally, all the features were concatenated and a Particle Swarm Optimization algorithm \[12\] was used to estimate the weights of features to allow predictions.

16 – mindmork
The team mindmork developed a model consisting of three stages. In the first stage, a sliding window is used to tile the WSI into 256 by 256 pixel patches and a K-Means algorithm \[13, 14\] with 2 clusters is applied to identify tissue regions. Patches containing tissue are, in the second stage, fed to a U-Net \[15\] model that generates an 8-channel output with information on lymphocytes, fibroblasts, tumor nuclei, collagen fibers, and inter-nuclear space. Tiles predicted by the U-Net are then subjected to feature extraction and 20 features, including nuclei density, collagen fiber length, endpoint density, fiber orientation, and texture quantifications, are exported per tile and aggregated per WSI. In the third stage, an Xception model \[16\] is used to classify the WSI.

17 – Institute of Pathology Graz
The team Institute of Pathology Graz developed a model based on standard image analysis techniques to extract features of interest. A QuPath \[17\] script was developed consisting of a color deconvolution protocol followed by a nuclei segmentation (QuPath function WatershedCellDetection). For each nucleus, the parameters described in Table S1 were computed and aggregated into a feature database. A custom convolutional neural network (CNN) was then created in the generated database to classify each WSI based on the described features.
Table S1: Parameters quantified per nucleus. The groups for the nucleus area were defined as small, if \( \text{area} < 18 \); medium if \( 18 \leq \text{area} < 54 \); large if \( 54 \leq \text{area} \leq 82 \); or extra-large if \( \text{area} > 82 \). The circularity is considered small if it is equal to or smaller than 0.5, medium if it is greater than 0.5 and smaller than 1, and large if it is equal to 1.

| PARAMETER GROUP | PARAMETER |
|-----------------|-----------|
| AREA            | mean nucleus area |
|                 | number of nuclei with a small area |
|                 | number of nuclei with a medium area |
|                 | number of nuclei large area |
|                 | number of nuclei with extra-large area |
| CIRCULARITY     | mean nucleus circularity |
|                 | mean nucleus circularity in group small |
|                 | mean nucleus circularity in group medium |
|                 | mean nucleus circularity in group large |
|                 | mean nucleus circularity in group extra large |
| HEMATOXYLIN OPTICAL DENSITY (OD) | mean nucleus hematoxylin od per nucleus |
|                 | mean nucleus hematoxylin od in group small |
|                 | mean nucleus hematoxylin od in group medium |
|                 | mean nucleus hematoxylin od in group large |
|                 | mean nucleus hematoxylin od in group extra large |
| AREA CIRCULARITY RATIO | mean nucleus area/circularity |
|                 | mean nucleus area/circularity in group small |
|                 | mean nucleus area/circularity in group medium |
|                 | mean nucleus area/circularity in group large |
|                 | mean nucleus area/circularity in group extra large |
| AREA CIRCULARITY DENSITY RATIO | mean nucleus area/circularity/hematoxylin od mean in group small |
|                 | mean nucleus area/circularity/hematoxylin od mean in group medium |
|                 | mean nucleus area/circularity/hematoxylin od mean in group large |
|                 | mean nucleus area/circularity/hematoxylin od mean in group extra large |
| AREA COUNTS     | number of nuclei with small circularity |
|                 | number of nuclei with medium circularity |
|                 | number of nuclei with large circularity |

18 – katherandco
Team katherandco manually annotated tumor tissue on each WSI using QuPath [17]. Patches with size 512x512 pixels were then created and only the regions containing invasive breast cancer were kept for the next steps. Data augmentation was applied and a ResNet50 [4] pre-trained on the ImageNet dataset [8] was then re-trained on the resulting dataset. During the classification step, each WSI is classified according to the score achieved by its highest scored patch.

19 – QUILL
The team QUILL used a model based on a DenseNet architecture [7]. After splitting the WSI on the training dataset into 121828 superpixel patches labeled according to the WSI they were cropped from, a DenseNet network was trained and used as a feature extractor. The mean shift clustering algorithm [18] was then used to identify the modal vector in the feature space, and the feature vectors more distant (one positive and another negative) from the modal are considered as representative and used to predict the WSI status.

20 – HEROHE_Challenge
Team HEROHE_Challenge built a custom convolutional neural network and pre-trained it on the Cfar10 images dataset [19]. Then, each WSI was tiled into 200x200 pixels patches with 10 pixels overlap to extract a feature vector per patch. A K-Means algorithm [13, 14] was then used to group the feature vectors into 50 classes and for each class, the vector closer to the center of the class was selected as representative of its class. Finally, the representative feature vectors were concatenated and the XGBoost method [20] was used to distinguish between HER2 positive and negative slides.
The team UC-CSSE team used an Xception network [16] pre-trained on the CAMELYON16 dataset [21] to identify tumor regions. Nuclei were then segmented with an ensemble of networks adapted from the model (https://github.com/selimsef/dsb2018_topcoders) that won the 2018 Data Science Bowl (https://www.kaggle.com/c/data-science-bowl-2018). The ensemble consisted in the use of 3 convolutional neural networks: DenseNet169 [7], ResNet34, and ResNet101 [4]. After nuclei segmentation, a hand-crafted feature vector was computed, including shape, texture, and neighborhood statistic features. An ensemble of random forest [22], extra trees [23], and gradient boosting [24] classifiers were finally developed to classify each WSI according to its HER2 status.
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