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Abstract

We derive the quadratic action for the physical degrees of freedom of massless spin-0, spin-1, and spin-2 perturbations on a Schwarzschild–(A)dS background in arbitrary dimensions. We then use these results to compute the static response of asymptotically flat Schwarzschild black holes to external fields. Our analysis reproduces known facts about asymptotically flat Schwarzschild black holes—in particular that they vanish for all types of perturbation in four spacetime dimensions—but also leads to new results. For instance, we find that neutral Schwarzschild black holes polarize in the presence of an electromagnetic background in any number of spacetime dimensions except four. Moreover, we calculate for the first time black hole Love numbers for vector-type gravitational perturbations in higher dimensions and find that they generically do not vanish. Along the way, we shed some light on an apparent discrepancy between previous results in the literature, and clarify some aspects of the matching between perturbative calculations of static response on a Schwarzschild background and the point-particle effective theory.
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1 Introduction

Despite their deeply mysterious nature, black holes appear to be extremely simple to an external observer. In fact, the uniqueness of the Kerr–Newman solution [1, 2], as encapsulated in the famous no-hair theorems [3–5], indicates that black holes are amongst the simplest objects, described completely by their mass, charge, and spin.\(^1\) Though black hole solutions can be described by a small number of parameters, if we think of black holes as ordinary objects in their own right, it is natural to ask how they respond to external stimuli, for example an impulse or a tidal perturbation. The responses to these external perturbations are also intrinsic quantities that characterize a black hole, and it is therefore worthwhile to understand their properties. The question of how a black hole responds is far from academic, as these effects contribute to the form of gravitational wave emission, and hence are in principle measurable [23].

The study of weakly perturbed black holes has a long history, starting with the investigations of the Schwarzschild geometry by Regge and Wheeler [24] and Zerilli [25, 26]. This analysis was extended to the Kerr background by Teukolsky [27, 28]. As a result, wave equations for linearized massless particles are now known in all black hole backgrounds in a form that can be separated into ordinary differential equations, amenable to study.\(^2\) These equations allow us to characterize the response of a black hole to small perturbations. The most-studied quantities of this type are the quasi-normal mode frequencies, which describe how a black hole relaxes back to the Kerr solution after being disturbed [32, 33]; in particular these frequencies govern the ring-down phase of a binary black hole merger. See [34–36] for exhaustive reviews.

In this article, we focus on a different (but related) probe, which is the linear response of a black hole to a (static) external field. More specifically, we will consider the response of a black hole to background gravitational, electromagnetic, and scalar field profiles.

The response of an object to a long-wavelength tidal gravitational field is encoded in the so-called Love numbers [37], which can be thought of as measures of the deformability or rigidity of the object. In an orbiting binary system, the Love numbers of the constituents affect the gravitational wave signal at subleading post-Newtonian order [38], which means that gravitational waves can serve as a probe of the Love numbers of both black holes and other astrophysical objects, from neutron stars [39] to more exotic compact objects [23, 40, 41].

Astrophysical Love numbers were first defined and studied for spherically symmetric objects in [42, 43], and display some interesting properties. In particular, the Love numbers of a Schwarzschild black hole are exactly zero in four spacetime dimensions [42–47], indicating that these black holes are totally rigid, in a sense. This property remains mysterious: black hole Love numbers do not generically vanish in higher dimensions [45, 48], with anti-de Sitter asymptotics [49], in the presence of higher-curvature terms [50], or in many alternative theories of gravity [23], indicating that their vanishing is a special feature of general gravity [23].

\(^1\)The classic no-hair theorems can be extended to include more exotic forms of matter [6, 7] with static boundary conditions. Interestingly, black holes can support time-dependent scalar profiles with nontrivial boundary conditions [8–11] as well as superradiant [12–19] clouds; see [20–22] for recent discussions.

\(^2\)Most of the developments in the study of black hole perturbations are reviewed nicely in Chandrasekhar’s book [29]. It is more difficult to separate the wave equation for massive particles with spin. However, a separable ansatz for even parity spin-1 modes was found in [30], and separable equations for some of the odd parity modes are discussed in [31].
relativity in four dimensions.\textsuperscript{3}

From an effective field theory viewpoint, the vanishing of Love numbers corresponds to a fine-tuning of parameters. Specifically, at distances large compared to the Schwarzschild radius of the black hole, it can be described as a point particle in effective field theory \cite{62, 63}. The Love numbers arise as particular Wilson coefficients in this effective theory \cite{64}, and it is important to understand whether there is some deeper explanation (e.g., an underlying symmetry) for their being fine-tuned away.

With an eye toward shedding light on these issues, in this paper we take a unified approach to the computation of black hole responses in the presence of static background fields. Specifically, we compute Love numbers and their analogues for massless fields of spins 0, 1, and 2 around Schwarzschild black holes in arbitrary dimensions. This allows us to reproduce known facts about black hole Love numbers—in particular that they vanish for all types of perturbation in four spacetime dimensions—as well as to derive new results. For example, we show that uncharged Schwarzschild black holes acquire a polarization in the presence of an electromagnetic background in higher dimensions, but not in four dimensions. Additionally, we compute the black hole Love numbers for vector-type gravitational perturbations in higher dimensions, which to the best of our knowledge had not been previously computed, finding that they generically do not vanish.

The notion that black holes have properties similar to ordinary objects suggests that we should think of them in a similar way to how we describe other objects. In particular, viewed from very far away, black holes appear to be point particles, much like any other object. We can systematically correct this description and write down an effective field theory that describes the response of the black hole to external fields. In order to make contact with this description of black hole physics, we match our results from the full general relativity calculations to computations performed in this effective theory, in order to see the correspondence between operators in the effective theory and black hole response. This provides the sharpest definition of black hole Love numbers—they are just the coefficients of particular operators in the effective theory that encode the static response.

As a technical byproduct of our computation we decompose the linearized action for massless particles of spin-0, spin-1, and spin-2 in general Schwarzschild–(anti-)de Sitter backgrounds. We present fully gauge-fixed actions—with all auxiliary fields integrated out—for each of these cases in general dimension. In the higher-dimensional cases this was previously done at the equation of motion level: for the spin-1 case in \cite{65–67} and for the spin-2 case in \cite{68–70}. Our results are completely consistent with these previous works, however the action-based approach that we take allows for a more transparent analysis of the symmetries, which we pursue further in \cite{71}.

As we have already alluded to, one of our motivations for these computations is to shed light on the mysterious vanishing of Love numbers for asymptotically flat four-dimensional black holes. One of the insights from our explicit calculations is that it is not only tidal Love numbers that behave specially

\textsuperscript{3}The (conservative) static response of Kerr black holes also vanishes in four dimensions. This was first studied for axisymmetric perturbations of slowly spinning black holes in \cite{51–56}. More recently \cite{57–59} studied general perturbations for arbitrary spin, finding that the conservative response vanishes. Kerr black holes do however display dissipative tidal heating as a consequence of their rotation. Since the present paper appeared, the issue has been investigated further in \cite{60, 61}.
in $D = 4$: electromagnetic and scalar responses also vanish only in four dimensions. Though a complete explanation remains elusive, this suggests that there might be some symmetry or other underlying structure of four-dimensional black holes.\footnote{A possible connection to Carroll symmetry in the context of the membrane paradigm was suggested in [72].} We study the symmetries of four-dimensional black hole perturbations and their consequences in a related work [71].

**Outline:** We begin by briefly reviewing the Schwarzschild–(anti-)de Sitter geometry in Section 2. We then decompose the actions for massless spin-0, spin-1 and spin-2 fields into spherical harmonics and integrate out all auxiliary fields to obtain actions for the physical degrees of freedom in Section 3. In Section 4 we turn to the computation of central interest and compute the static response of a black hole to massless perturbations of all types in general dimensions. In Section 5, we consider the point particle EFT that describes the black hole’s response to external fields and match the Love numbers to operator coefficients in this effective theory. This has been done in some cases before, but we systematically treat all static responses. We then conclude in Section 6. Some technical details relevant for the computations are contained in the appendices. In Appendix A, we review properties of (hyper)spherical harmonics relevant for the decomposition of perturbations in general dimension. The computation of Love numbers utilizes, in an essential way, properties of hypergeometric functions, so we provide a brief introduction to the theory of the hypergeometric equation in Appendix B.

Some of the results we describe in this paper have appeared in the literature before. Tidal Love numbers have been computed for four-dimensional Schwarzschild black holes in [42, 43]. In higher dimensions, Love numbers for tensor- and scalar-type perturbations were computed in [45, 48], along with spin-0 responses. Here we compute the spin-2 vector-type Love numbers in general dimension for the first time, to our knowledge. Additionally, we explain an apparent discrepancy between [45] and [48]. Four-dimensional electromagnetic susceptibilities were computed in [73, 74], and here we extend these computations to general dimension. Despite the fact that some of the results we present overlap with previous work, we hope that our unified and systematic treatment of all cases will be illuminating.

**Conventions:** Throughout we use the mostly-plus metric signature, denote the spacetime dimension by $D$, denote the spatial dimensionality by $d = D - 1$, and focus on the case where $D \geq 4$. In many cases we decompose fields into $(D - 2)$-spherical harmonics, where we denote the angular momentum by $L$. We often utilize the black hole tortoise coordinate defined by (2.3), denoted as $r_*$. When reporting response coefficients, like Love numbers, we list the dimensionless numbers. Units can be restored by multiplying by $r_*^{2L + D - 3}$. Throughout we denote $D$-dimensional spacetime indices using Greek letters, e.g., $\mu, \nu, \rho, \cdots$, denote $d$-dimensional spatial indices by Latin letters from the beginning of the alphabet, e.g., $a, b, c, \cdots$, and we denote angular indices on the $(D - 2)$-dimensional sphere using Latin indices from the middle of the alphabet, e.g., $i, j, k, \cdots$. 
2 The Schwarzschild–(anti-)de Sitter geometry

We begin by reviewing some aspects of the Schwarzschild–(anti-)de Sitter (S(A)dS) geometry, which will serve as the setting for our investigations. For simplicity, in this paper we will focus on the case where the horizon has a spherical topology. We will eventually specialize to asymptotically flat black holes, but we leave the cosmological constant general for the time being as it does not complicate the calculation of the actions for perturbations.

The Schwarzschild–(A)dS geometry in \( D \) spacetime dimensions is described by the line element

\[
    ds^2 = -f(r)dt^2 + \frac{1}{f(r)}dr^2 + r^2d\Omega^2_{D-2},
\]

where \( d\Omega^2_{D-2} \) is the line element on the \( (D-2) \)-sphere,\(^5\) and where the function \( f(r) \) is defined as

\[
    f_{\text{S(A)dS}}(r) = 1 - \left( \frac{r_s}{r} \right)^{D-3} - \frac{2\Lambda r^2}{(D-1)(D-2)}. \quad (2.2)
\]

The line element (2.1) solves the vacuum Einstein equation: \( R_{\mu\nu} - \frac{2\Lambda}{(D-2)}g_{\mu\nu} = 0 \). This spacetime is a solution for either sign of the cosmological constant, and corresponds to Schwarzschild–anti-de Sitter for negative \( \Lambda \) and Schwarzschild–de Sitter for positive \( \Lambda \).\(^6\)

The parameter \( r_s \) appearing in (2.2) is the Schwarzschild radius of the asymptotically flat black hole in the limit \( \Lambda = 0 \).\(^7\) At finite \( \Lambda \), the position of the horizon shifts, and depends on whether \( \Lambda \) is positive or negative. For negative \( \Lambda \), corresponding to Schwarzschild-anti-de Sitter black holes, the horizon sits at the single positive real root of the polynomial \( f(r) = 0 \). For \( \Lambda > 0 \), there are two positive real roots, corresponding to the de Sitter cosmological horizon and the black hole horizon. In the Nariai limit \([75, 76]\), the two horizons coincide. We will not require explicit expressions for the locations of the horizons, but they can be found, for example, in \([77, 78]\). In many cases it will be convenient to introduce the so-called tortoise radial coordinate, defined through

\[
    dr_* = \frac{1}{f(r)}dr. \quad (2.3)
\]

The benefits of this coordinate are that the black hole horizon is pushed to \( r_* \to -\infty \), and the causal structure of the \( (t, r) \) subspace becomes particularly transparent. We will also find in the next section that \( r_* \) appears naturally when canonically normalizing perturbations.

The S(A)dS spacetime is both static and rotationally symmetric. It possesses \( (D-1)(D-2)/2 + 1 \) isometries which form the group \( \mathbb{R} \times \text{SO}(D-1) \). One of these isometries corresponds to time translations,\(^5\) the line element on the \( n \)-sphere can be defined recursively: \( d\Omega^2_n = d\theta^n_1 + \sin^2 \theta_n d\Omega^2_{n-1} \), where the line element on the circle is just \( d\Omega^2_1 = d\theta^2_1 \). The coordinate \( \theta_1 \) ranges from 0 to \( 2\pi \), whereas all other angles \( \theta_i \) range from 0 to \( \pi \).

\(^6\)Recall the conversion between the cosmological constant and Hubble parameter is \( \Lambda = \frac{(D-1)(D-2)H^2}{2} \). This can be analytically continued to AdS by sending \( H^2 \to -\ell^{-2} \), where \( \ell \) is the AdS length.

\(^7\)The Schwarzschild radius is related to the asymptotically flat black hole mass parameter by

\[
    GM = \frac{(D-2)}{16\pi} \left( \frac{2\pi}{\Gamma(\frac{D}{2}+1)} \right) r_s^{D-3}.
\]

In what follows, we will work primarily in terms of the Schwarzschild radius.
reflecting the time independence of the geometry, while the rest are the rotational symmetries of surfaces of constant radius at fixed time. In addition to these continuous symmetries, the S(A)dS background is invariant under discrete parity transformations, which are typically taken to act by mapping points on a constant-radius sphere to their antipode.

In order to maximally utilize the $\text{SO}(D - 1)$ symmetry, it is convenient to decompose fields propagating in the spacetime into spherical harmonics. The symmetries of the background guarantee a certain degree of decoupling of linearized degrees of freedom once so expanded. For scalar fields, we will see that modes with different angular momentum decouple as a consequence of the background rotational symmetries. For spin-1 and spin-2 fields, there is the additional complication that we must introduce vector and tensor spherical harmonics in order to decompose them. Once again, though, rotational invariance of the background guarantees that modes decomposed into different types of spherical harmonics decouple from each other.\footnote{This can be understood as a consequence of the fact that scalar, vector, and tensor spherical harmonics have different spherical laplacian eigenvalues in general dimension. See Appendix A for a review.}

In the case of four dimensions, this coincides with the decoupling of modes of different parity. In addition to the spherical harmonic decomposition, in many cases we will also leverage the time-translation symmetry by working in the frequency domain. In the following section we describe in detail the decomposition of massless spin-0, spin-1, and spin-2 fields on a static black hole background.
3 Linearized fields in the black hole background

We are interested in studying the dynamics of massless fields propagating in a Schwarzschild–(anti-)de Sitter black hole background. To facilitate this, in this section we describe the decomposition of fields into spherical harmonics, and derive the action for the physical degrees of freedom carried by gauge fields.

3.1 Spin-0 field

We begin by considering the simplest case of interest: a free real scalar field propagating in the geometry defined by (2.1). The dynamics is governed by the action

$$ S = \int d^D x \sqrt{-g} \left( -\frac{1}{2} (\partial \phi)^2 - \frac{m^2}{2} \phi^2 \right). \quad (3.1) $$

Motivated by the rotational invariance of the background, we decompose the scalar into spherical harmonics as

$$ \phi(x) = \sum_{L,M} \Psi(t,r) r^{\frac{D-2}{2}} Y^M_L(\theta), \quad (3.2) $$

where we have pulled out an additional factor of $r^{\frac{D-2}{2}}$ for later convenience and the coefficient functions $\Psi$ carry implicit $L,M$ labels that we suppress for notational simplicity. The functions $Y^M_L(\theta)$ are the $(D-2)$-hyperspherical harmonics discussed in Appendix A.1, which have the spherical laplacian eigenvalue

$$ \Delta_{S^{D-2}} Y^M_L(\theta) = -L(L + D - 3)Y^M_L(\theta), \quad (3.3) $$

and where $M$ is a multi-index cataloging the magnetic quantum numbers $|m_1| \leq m_2 \leq \cdots \leq m_{D-3} \leq L \equiv m_{D-2}$.

Inserting the decomposition (3.2) into the action (3.1), integrating by parts, and using the completeness relation for the spherical harmonics (A.14) to integrate over the angular variables, we eventually find

$$ S = \sum_{L,M} \int dt dr \left[ \frac{1}{2f} |\partial_t \Psi|^2 - \frac{1}{2} \left| \frac{\partial \Psi}{\partial r} \right|^2 - \frac{1}{2f} V_0(r)|\Psi|^2 \right], \quad (3.4) $$

where $[\Psi_{L,m_1,m_2,\ldots,m_{D-3}}^*] = (-)^{m_1} \Psi_{L,-m_1,m_2,\ldots,m_{D-3}}$ because $\phi$ is real, and we have defined the scalar potential as

$$ V_0(r) \equiv f \frac{L(L + D - 3)}{r^2} + \frac{f}{r^2} + \frac{f^2 (D-2)(D-4)}{4r^2} + fm^2. \quad (3.5) $$

Note that the potential depends only on $L$ and not on $M$ due to the spherical symmetry of the background, essentially because the magnetic quantum numbers are defined with respect to (arbitrary) reference axes which can be changed by SO($D-1$) rotations.

In order to canonically normalize the action, we trade $r$ for the tortoise coordinate $r_*$ defined in (2.3). After these simplifications, the action is

$$ S = \sum_{L,M} \int dt dr_* \left[ \frac{1}{2} |\Psi|^2 - \frac{1}{2} \left| \frac{\partial \Psi}{\partial r_*} \right|^2 - \frac{1}{2} V_0(r)|\Psi|^2 \right]. \quad (3.6) $$
The frequency-space equation of motion following from the action (3.6) takes the form of a Schrödinger equation
\[
\frac{d^2 \Psi(r_*)}{dr_*^2} + \left(\omega^2 - V_0(r)\right) \Psi(r_*) = 0,
\]
where the potential is given in (3.5). In terms of the tortoise coordinate, the potential \(V_0(r)\) is rather simple, it is essentially featureless except for a positive bump near \(r \simeq 3r_s/2\).

As advertised earlier, the quadratic action (3.6) is just a sum of an infinite number of terms, one for each set of angular momentum numbers:
\[
S = \sum_{L,M} S_{(L,M)}.
\]

For this reason, when discussing spin-1 and spin-2 perturbations below we will omit the sum over \(L\) and \(M\) and focus directly on the action \(S_{(L,M)}\) for some fixed values of the angular momentum. In particular, we will choose \(M\) such that \(m_1 = 0\), in which case the perturbations are just real functions.

### 3.2 Massless spin-1 field

We will now turn our attention to the dynamics of massless spin-1 fields in a S\((A)dS\) background. We describe the decomposition of the field into spherical harmonics, and describe how to handle the gauge redundancies in order to derive an action for the physical degrees of freedom. The equations of motion for a massless spin-1 field in a black hole background have been previously discussed in [65–67].

#### 3.2.1 Decomposition of perturbations

A massless vector field in a Schwarzschild background is described by the usual Maxwell action
\[
S = \int d^D x \sqrt{-g} \left( -\frac{1}{4} F_{\mu\nu}^2 \right),
\]
where the field strength tensor is given by \(F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu\) in terms of the gauge potential \(A_\mu\). In order to exploit the rotational invariance of the background, it is useful to first split \(A_\mu\) as
\[
A_\mu = \begin{pmatrix} a_0 \\ a_r \\ \partial_i a_i^{(L)} + a_i^{(T)} \end{pmatrix},
\]
where the "\(i\)" subscript runs over the angular coordinates. The quantities \(a_0\), \(a_r\), and the longitudinal component \(a_i^{(L)}\) transform as scalars under SO\((D - 1)\), while the transverse component \(a_i^{(T)}\) transforms as a vector, and is such that \(\nabla^i a_i^{(T)} = 0\). Under the gauge transformation \(\delta A_\mu = \partial_\mu \Lambda\), these individual

\[9\text{The exact position of the maximum depends on the angular momentum number } L. \text{ When } L \to \infty, \text{ the location of the maximum is usually referred to as the light ring.}\]
components transform as

\[
\begin{align*}
\delta a_0 &= \dot{A}, \\
\delta a_r &= A', \\
\delta a^{(L)} &= \Lambda, \\
\delta a_i^{(T)} &= 0.
\end{align*}
\]

(3.11a) (3.11b) (3.11c) (3.11d)

Note in particular that the vector \(a_i^{(T)}\) is gauge invariant by itself.

Next we decompose the variables introduced in (3.10) into spherical harmonics. In this case we need both scalar and vector spherical harmonics:

\[
\begin{align*}
a_0(t, \vec{x}) &= \sum_{L,M} a_0(t, r) Y_L^M, \\
a_r(t, \vec{x}) &= \sum_{L,M} a_r(t, r) Y_L^M, \\
a^{(L)}(t, \vec{x}) &= \sum_{L,M} a^{(L)}(t, r) Y_L^M, \\
a_i^{(T)}(t, \vec{x}) &= \sum_{L,M} a_i^{(T)}(t, r) Y_i^{(T)} L^M.
\end{align*}
\]

(3.12a) (3.12b) (3.12c) (3.12d)

In these expressions, we have suppressed \(L, M\) labels on the coefficient functions of the spherical harmonic decomposition.\(^{10}\) The variables \(a_0, a_r, a^{(L)}\) have the same transformation properties under rotations—which is why they can all be expanded in regular spherical harmonics—and so are allowed to mix at linear level. On the contrary, \(a_i^{(T)}\) admits an expansion in vector spherical harmonics (reviewed in Appendix A.2), and therefore decouples from the other fields.\(^{11}\)

Inserting the decomposition (3.12) into the action (3.9), we obtain

\[
\begin{align*}
S &= \int \! dt dr r^{D-4} \left( \frac{1}{2f} \dot{a}^2_{(T)} - \frac{f}{2} a_{(T)}^2 \right) - \frac{(L + 1)(L + D - 4)}{2r^2} a_{(T)}^2 \\
&\quad + \frac{r^2}{2} \dot{a}_r^2 - \frac{L(L + D - 3)}{2f} a_r^2 - \frac{L(L + D - 3)}{2f} a^{(L)}_r^2 - \frac{L(L + D - 3)}{2f} a^{(L)}_r^2 \\
&\quad + \frac{r^2}{2} \dot{a}_0^2 + \frac{L(L + D - 3)}{2f} a_0^2 - \frac{L(L + D - 3)}{2f} a_0^2 \\
&\quad + \frac{L(L + D - 3)}{2f} a_0^2 + \frac{L(L + D - 3)}{2f} a_0^2
\end{align*}
\]

(3.13)

\(^{10}\)We use the same multi-index \(M\) label to denote the magnetic quantum numbers of all types of spherical harmonics. However, since the dimension of the representation space is different for different types of harmonics (except on the 2-sphere), the magnetic quantum numbers range over different values. We only ever require the completeness properties of the harmonics, so this subtlety will not be important. Note also that \(L = 0\) is somewhat degenerate: for this value, \(Y^{(T)}_i\) does not exist, so there is no vector-type perturbation. Furthermore, the derivative \(\partial_i a^{(L)}\) annihilates the \(L = 0\) component of the \(a^{(L)}\) decomposition. There is a single gauge-invariant combination \(a_0 - \dot{a}_r\) that is well-defined for \(L = 0\), but this combination does not propagate: shifting its value instead corresponds to a shift of the monopole electric charge at the origin, so the \(L = 0\) mode should more properly be thought of as a shift of the background charge.

\(^{11}\)Note that the decomposition into spherical harmonics obscures the counting of propagating degrees of freedom. However, this counting can be recovered by matching onto a plane wave basis for the field \(A_\mu\), which is most simply done in the \(L \to \infty\) limit [79].
As anticipated \( a^{(T)} \) decouples and forms its own (parity odd) sector, while the other degrees of freedom mix. We therefore want to isolate the true degrees of freedom in this (even parity) sector.

### 3.2.2 Spin-1 vector mode

We first consider the vector mode, \( a^{(T)} \). These modes are odd under parity transformations and are gauge invariant. In order to canonically normalize the action, we define the variable

\[
\Psi_V \equiv r \frac{D-4}{2} a^{(T)},
\]

and transform to the tortoise coordinate \( d\tau = f^{-1} dr \). With these redefinitions and after some integrations by parts, the action for \( \Psi_V \) takes the form

\[
S = \int dt dr \left( \frac{\dot{\Psi}_V^2}{2} - \left[ \frac{(L+1)(L+D-4)}{2r^2} f + \frac{(D-4)(D-6)f^2 + 2rf'}{8r^2} \right] \Psi_V^2 \right). \quad (3.15)
\]

The equation of motion for \( \Psi_V \) in frequency space is the Schrödinger-like equation

\[
\frac{d^2 \Psi_V}{dr_{\tau}^2} + \left( \omega^2 - f(r) \frac{(L+1)(L+D-4)}{r^2} - f(r) \frac{(D-4)(D-6)f + 2rf'}{4r^2} \right) \Psi_V = 0. \quad (3.16)
\]

We next turn to the scalar (parity even) sector.

### 3.2.3 Spin-1 scalar mode

In the scalar sector there is also a single degree of freedom. Only one combination of the variables is physical. However, the mixing between modes makes it difficult to isolate this physical degree of freedom. In order to facilitate this, we will integrate in an auxiliary field. Before doing this, it is convenient to utilize our gauge freedom to choose the gauge

\[
a_{\text{(L)}} = 0 \quad \text{so that the action for the even modes simplifies,} \quad (3.11)
\]

\[
S = \int dt dr D^{-4} \left( \frac{r^2}{2} \dot{a}_r^2 - \frac{L(L+D-3)}{2} f a_r^2 + \frac{r^2}{2} a_0'^2 - r^2 a_0 a_r + \frac{L(L+D-3)}{2f} a_0^2 \right). \quad (3.17)
\]

We then introduce the auxiliary field \( \Psi_S \) as

\[
S = \int dt dr \left( \sqrt{L(L+D-3)} r^\frac{D-4}{2} \Psi_S (a_0' - \dot{a}_r) - \frac{L(L+D-3)}{2r^2} \Psi_S^2 + \frac{L(L+D-3)}{2r^4 Df} a_0^2 \right), \quad (3.18)
\]

where the precise normalization has been chosen for later convenience. The equation of motion for \( \Psi_S \) is

\[
\Psi_S = \frac{r^D/2}{\sqrt{L(L+D-3)}} (a_0' - \dot{a}_r). \quad (3.19)
\]

\[\text{Not all gauge choices are suitable at the level of the action [80, 81]. Under a gauge transformation (3.11), the action transforms as } \delta S = 0 = \int d^D x \left( \mathcal{E}_0 \dot{\lambda} + \mathcal{E}_r \lambda' + \mathcal{E}_{\text{(L)}} \Lambda \right), \text{ where } \mathcal{E}_i = 0 \text{ is the equation of motion for } a_i, \text{ implying the (off-shell) Noether identity } \dot{\mathcal{E}}_0 + \mathcal{E}_r' - \mathcal{E}_{\text{(L)}} = 0. \text{ While our gauge choice eliminates } a_{\text{(L)}}, \text{ its equation of motion } \dot{\mathcal{E}}_{\text{(L)}} \text{ can be recovered from the Noether identity, implying this gauge is suitable for use in the action.}\]
Using the gauge transformations (3.11) it is straightforward to check that $\Psi_S$ is gauge invariant. If we substitute this expression back into the action, we recover (3.17), so the two actions are equivalent. The benefit of introducing $\Psi_S$ is that we can now integrate out both $a_0$ and $a_r$ to obtain an action purely for $\Psi_S$ by using the equations of motion

$$a_0 = \frac{r^{2-D} f}{2\sqrt{L(L + D - 3)}} [ (D - 4) \Psi_S + 2r \Psi'_S ], \quad (3.20)$$

$$a_r = \frac{r^{3-D}}{\sqrt{L(L + D - 3)} f} \dot{\Psi}_S. \quad (3.21)$$

The resulting action for $\Psi_S$ is given by

$$S = \int dt dr \left( \frac{1}{2f} \dot{\Psi}_S^2 - \frac{1}{2} f \Psi_S^2 - \left[ \frac{L(L + D - 3)}{2r^2} f + \frac{(D - 4)(D - 2)f - 2rf'}{8r^2} \right] \Psi_S^2 \right), \quad (3.22)$$

where we have integrated by parts. We again transform to the tortoise coordinate so that the action is canonically normalized:

$$S = \int dt dr_* \left( \frac{1}{2} \dot{\Psi}_S^2 - \frac{1}{2} \left( \frac{\partial \Psi_S}{\partial r_*} \right)^2 - \left[ \frac{L(L + D - 3)}{2r^2} f + \frac{(D - 4)(D - 2)f - 2rf'}{4r^2} \right] \Psi_S^2 \right). \quad (3.23)$$

In these variables, the equation of motion for $\Psi_S$ also takes a Schrödinger-like form in frequency space

$$\frac{d^2 \Psi_S}{d r_*^2} + \left( \omega^2 - f(r) \frac{L(L + D - 3)}{r^2} - f(r) \frac{(D - 4)(D - 2)f - 2rf'}{4r^2} \right) \Psi_S = 0. \quad (3.24)$$

The sum of the actions (3.15) and (3.23) therefore parameterizes the dynamics of a massless spin-1 field in a Schwarzschild background in arbitrary dimensions.

Notice that the variables $\Psi_V$ and $\Psi_S$ are gauge invariant, so that the natural expectation is that they are related to the usual electric and magnetic fields. This is indeed the case; for static field profiles, the electric field is built from $\Psi_S$ and the magnetic field is comprised of $\Psi_V$. However, in dynamical situations the electric and magnetic fields each contain an admixture of $\Psi_S$ and $\Psi_V$, which is easily verified by computing the Faraday tensor, $F_{\mu\nu}$.

### 3.2.4 Electric-magnetic duality in $D = 4$

Though our focus is on black hole perturbations in general dimension, it is worth briefly remarking on an interesting aspect that is special to $D = 4$. Consider the Maxwell action, which is a sum of (3.15) and (3.23) in four dimensions:

$$S_{em} = \int dt dr_* \left( \frac{1}{2} \dot{\Psi}_V^2 - \frac{1}{2} \left( \frac{\partial \Psi_V}{\partial r_*} \right)^2 - \frac{L(L + 1)}{2r^2} f \Psi_V^2 + \frac{1}{2} \dot{\Psi}_S^2 - \frac{1}{2} \left( \frac{\partial \Psi_S}{\partial r_*} \right)^2 - \frac{L(L + 1)}{2r^2} f \Psi_S^2 \right). \quad (3.25)$$
The fields $\Psi_V$ and $\Psi_S$ continue to decouple in $D = 4$, now as a consequence of their different parity transformation properties. Notice that the action (3.25) is completely symmetric in $\Psi_S$ and $\Psi_V$. This can be made more manifest by grouping the two potentials into an SO(2) vector:

$$\vec{\Psi} = \begin{pmatrix} \Psi_S \\ \Psi_V \end{pmatrix},$$

in terms of which the action can be written in a manifestly rotationally invariant form:

$$S_{em} = \int dt d\tau^* \left( \frac{1}{2} \dot{\vec{\Psi}}^2 - \frac{1}{2} \left( \frac{\partial \vec{\Psi}}{\partial \tau^*} \right)^2 - \frac{L(L+1)}{2r^2} m^2 \vec{\Psi}^2 \right).$$

(3.27)

The SO(2) transformations that rotate the potentials into each other are nothing other than electric-magnetic duality.\(^{13}\)

Since the electric-magnetic duality symmetry is continuous, it has a corresponding Noether current, which takes the form

$$J_\mu = \Psi_S \partial_\mu \Psi_V - \Psi_V \partial_\mu \Psi_S,$$

(3.28)

where the $\mu$ index runs over $(t, \tau^*)$. This current is clearly conserved on-shell because the two potentials obey the same equation of motion. In [71] we explore the consequences of this symmetry for spin-1 perturbations in a black hole background.

### 3.3 Massless spin-2 field

Finally, we consider the dynamics of a massless spin-2 field in a fixed Schwarzschild–(A)dS geometry. This describes the linearized gravitational perturbations around an (un-charged, un-spinning) black hole solution. In the four-dimensional context, this was first worked out with asymptotically flat boundary conditions by Regge and Wheeler [24] and by Zerilli [25, 26] and in a gauge-invariant formalism by Moncrief, Cunningham, and Price [83–85]. In higher dimensions, the equations of motion for these perturbations were derived in [68–70]. For the generalization to massive and partially massless spin-2 fields on a Schwarzschild–(A)dS spacetime in $D$-dimensions, see [86].

\(^{13}\)There is some confusion in the literature about whether electric-magnetic duality is a symmetry of the source-free Maxwell action. Electric-magnetic duality can indeed be made an off-shell symmetry of the action, but it acts (spatially) non-locally [82]. This is consistent with the action in our case because the decomposition into spherical harmonics is effectively spatially nonlocal. The subtlety is that the transformations of the gauge potential $A$ that are a symmetry of the action only act to interchange the Faraday tensor $F$ with its dual $\ast F$ on-shell.
3.3.1 Decomposition of perturbations

Our starting point is the action for the graviton linearized around an Einstein background (a spacetime satisfying \( R_{\mu\nu} = 2\Lambda/(D-2)g_{\mu\nu} \))\(^{14}\)

\[
S = \int d^Dx \sqrt{-g} \left[ -\frac{1}{2} \nabla_\lambda h_{\mu\nu} \nabla^\lambda h^{\mu\nu} + \nabla_\lambda h_{\mu\rho} \nabla^\rho h^{\mu\lambda} - \nabla_\mu h \nabla_\nu h^{\mu\nu} + \frac{1}{2} \nabla_\mu h \nabla_\nu h + \frac{2\Lambda}{D-2} \left( h^{\mu\nu} h_{\mu\nu} - \frac{1}{2} h^2 \right) \right].
\]

We now want to decompose the metric perturbation \( h_{\mu\nu} \) into pieces that transform nicely under the SO(\( D-1 \)) rotational symmetry. We therefore split \( h_{\mu\nu} \) as\(^{15}\)

\[
h_{tt} = \sum_{L,M} f(r)H_0(t,r)Y_L^M, \tag{3.30a}
\]
\[
h_{tr} = \sum_{L,M} H_1(t,r)Y_L^M, \tag{3.30b}
\]
\[
h_{rr} = \sum_{L,M} f(r)^{-1}H_2(t,r)Y_L^M, \tag{3.30c}
\]
\[
h_{ti} = \sum_{L,M} \left[ H_0(t,r)\nabla_i Y_L^M + h_0(t,r)Y_i^{(T)M}_L \right], \tag{3.30d}
\]
\[
h_{ri} = \sum_{L,M} \left[ H_1(t,r)\nabla_i Y_L^M + h_1(t,r)Y_i^{(T)M}_L \right], \tag{3.30e}
\]
\[
h_{ij} = \sum_{L,M} r^2 \left[ K(t,r)\gamma_{ij}Y_L^M + G(t,r)\nabla_{(i} \nabla_{j)} Y_L^M + h_2(t,r)\nabla_{(i} Y_{j)}^{(T)M}_L + h_T(t,r)Y_{ij}^{(TT)M}_L \right]. \tag{3.30f}
\]

In this expression \((\cdots)_T\) denotes the trace-free symmetrized part of the enclosed indices. In order to decompose the spin-2 field \( h_{\mu\nu} \) we have had to introduce three distinct types of spherical harmonics: tensor harmonics, \( Y_{ij}^{(TT)} \); (transverse) vector harmonics, \( Y_i^{(T)} \); and scalar spherical harmonics, \( Y \). See Appendix A for a review of their properties. There are correspondingly three different sectors of perturbations: one consists of the perturbations proportional to (derivatives of) scalar harmonics:

\[
H_0, \quad H_1, \quad H_2, \quad \mathcal{H}_0, \quad \mathcal{H}_1, \quad G, \quad \mathcal{K}
\]

(scalar perturbations),

(3.31)

which we will refer to as scalar perturbations for simplicity. Another sector includes perturbations proportional to (derivatives of) vector harmonics:

\[
h_{00}, \quad h_{11}, \quad h_2
\]

(vector perturbations).

\(^{14}\)We have canonically normalized the graviton fluctuation. In terms of the Einstein–Hilbert action, this corresponds to expanding \( M_0^{D-2}(R - 2\Lambda)/2 \) by defining the metric as \( g_{\mu\nu} = \bar{g}_{\mu\nu} + 2h_{\mu\nu}/M_0^{(D-2)/2} \), with \( \bar{g}_{\mu\nu} \) the Einstein background metric.

\(^{15}\)The notation for spin-2 perturbations is intended to mirror that of [87]. There are, however, a couple small convention differences that we record here. In four dimensions, we can replace the unit-normalized vector spherical harmonic in terms of a gradient of a scalar harmonic as \( Y_i^{(T)M}_L \xrightarrow{\text{D=4}} e_i \nabla_j Y_j^M_L \sqrt{L(L+1)} \). This normalization factor is not included in [87], which shifts the definition of the fields multiplying these harmonics by the same factor. Further, there is a sign difference between the definition of the variable \( h_2 \) here and the one defined there. Finally, the definitions of \( \mathcal{K} \) and \( G \) differ by the subtraction of the trace from the harmonic multiplying \( G \) here, which was not done in [87].
Finally there is a single perturbation proportional to a tensor harmonic:

\[ h_T, \quad \text{(tensor perturbation).} \quad (3.33) \]

Since these perturbations all multiply different kinds of spherical harmonics (which have different SO\((D-1)\) Casimir eigenvalues), the three sectors decouple at the linear level.

In \( D = 4 \), the \( h_T \) perturbation is absent and in this case the eigenvalues of the scalar and vector spherical harmonics happen to coincide for the two-sphere but the scalar and vector modes continue to decouple because they have different parity eigenvalues (exactly as for spin-1 perturbations). In this case, the scalar (vector) modes correspond to the usual even (odd) modes. It is worth stressing the difference in terminology from the more familiar decomposition in Cartesian coordinates: there, the gravitational wave degrees of freedom are often referred to as tensor modes; in our decomposition in spherical coordinates, the same degrees of freedom live in the scalar and vector sectors.\(^\text{16}\)

A massless spin-2 field enjoys gauge invariance under linearized diffeomorphisms

\[ \delta h_{\mu\nu} = \nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu. \quad (3.34) \]

In order to see how the various fields shift under this transformation, we split the diffeomorphism parameter, \( \xi \) in a similar way to what we did for the spin-1 field:

\[ \begin{align*}
\xi_t &= \sum_{L,M} f(r)\xi_0(t,r)Y^M_L, \\
\xi_r &= \sum_{L,M} f^{-1}\xi_1(t,r)Y^M_L, \\
\xi_i &= \sum_{L,M} \xi_S(t,r)\nabla_i Y^M_L + \xi_V(t,r)Y^{(T)}^M_i.
\end{align*} \quad (3.35a-c)\]

From this we can determine how the individual variables shift under a diffeomorphism:

\[ \begin{align*}
\delta H_0 &= 2\dot{\xi}_0 - \frac{f'}{f}\xi_1, & \delta h_0 &= \dot{\xi}_V, & \delta h_T &= 0, \\
\delta H_1 &= f^{-1}\dot{\xi}_1 + f\xi'_0, & \delta h_1 &= -2r^{-1}\xi_V + \xi'_V, \\
\delta H_2 &= 2\xi'_1 - \frac{f'}{f}\xi_1, & \delta h_2 &= 2r^{-2}\xi_V, \\
\delta H_0 &= \dot{\xi}_S + f\xi_0, \\
\delta H_1 &= f^{-1}\xi_1 - 2r^{-1}\xi_S, \\
\delta K &= 2r^{-1}\xi_1 - \frac{2L(L+D-3)}{(D-2)r^2}\xi_S, \\
\delta G &= 2r^{-2}\xi_S. 
\end{align*} \quad (3.36a-g)\]

\(^{16}\)In analogy with the spin 1 case, the \( L = 0 \) and \( L = 1 \) perturbations of spin 2 fields must be treated separately and turn out not to propagate. The \( L = 0 \) mode corresponds to a shift of the black hole mass parameter in the static limit [24], as a consequence of Birkhoff’s theorem, while the \( L = 1 \) mode corresponds to shifting the background to that of a slowly spinning black hole at leading order in the spin expansion [24, 88]. (Note that the Kerr metric to leading order in spin is simply the Schwarzschild metric with a single odd perturbation, \( h_L^0 \propto (r_s/r)^{L} \).) See [89] for a nice discussion of these modes.
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Notice that the mode multiplying the tensor spherical harmonic $Y_{ij}^{(TT)}$ is gauge invariant. It is convenient to discuss this mode first.

### 3.3.2 Spin-2 tensor sector

Inserting the decomposition (3.30) into the linearized Einstein–Hilbert action, the $h_T$ mode decouples from all the other modes, so that its action is given (up to a total derivative) by

$$
S_T = \int dt dr D^{-2} \left( \frac{1}{2f} h_T^2 - \frac{1}{2} f h_t^2 + f \left[ \frac{D - 3}{r^2} + \frac{6 - 2D - L(L + D - 3)}{2fr^2} + \frac{f'}{rf} + \frac{2\Lambda}{(D - 2)f} \right] h_T^2 \right).
$$

The equation of motion following from this action was derived in [69, 90]. We can express this action in terms of a canonically normalized variable by making the field redefinition

$$
\Psi_T \equiv r \frac{D - 2}{2} h_T,
$$

and adopting the tortoise coordinate $dr_* = f^{-1} dr$. The action for $\Psi_T$ is then (once again, after some integration by parts)

$$
S_T = \int dt dr_* \left( \frac{1}{2} \Psi_T^2 - \frac{1}{2} \left( \frac{\partial \Psi_T}{\partial r_*} \right)^2 - \frac{1}{2} V_T(r) \Psi_T^2 \right),
$$

where the potential is

$$
V_T(r) = f \frac{L(L + D - 3) + 2(D - 3)}{r^2} + f^2 \frac{D(D - 14) + 32}{4r^2} + f f' \frac{D - 6}{2r} - \frac{4\Lambda f}{D - 2}.
$$

As in the other cases, in frequency space the equation of motion for the radial degree of freedom takes the form of a Schrödinger equation

$$
\frac{d^2 \Psi_T}{d r_*^2} + \left( \omega^2 - V_T(r) \right) \Psi_T = 0,
$$

with the potential given in (3.40).

### 3.3.3 Spin-2 vector sector (odd parity)

We next move on to the vector perturbations. Since this sector coincides with the odd sector $D = 4$, we will often refer to it as such. The variables in this sector are $h_0, h_1, h_2$. However, we expect that there should only be one physical combination of these degrees of freedom, so we will have to fix a gauge and integrate out auxiliary variables.

We choose to work in the so-called Regge–Wheeler gauge [24], defined by the condition

$$
h_2 = 0.
$$
It is clear from (3.36d) that we have enough freedom to reach this gauge by choosing $\xi_V$ appropriately. The remaining degrees of freedom are $h_0$ and $h_1$, and their action is given (up to integrations by parts) by

$$S_{RW} = \int dt dr r^{D-4} \left[ \dot{h}_1^2 + h_0^2 + 2h_0\dot{h}_1 - 2h_0'\dot{h}_1 + \frac{2(D-3)f + 2rf' - (L+1)(D-4+L)}{r^2} f h_1^2 \right.$$  \(+ \frac{(L+1)(D-4+L) - 2rf'}{r^2 f} h_0^2 + \frac{4\Lambda}{D-2} \left( fh_1^2 - f^{-1}h_0^2 \right) \bigg] \tag{3.33} \]

In this choice of variables, it is somewhat difficult to isolate the physical degree of freedom because neither $h_0$ nor $h_1$ is obviously auxiliary. It is therefore useful to integrate in an additional auxiliary field $Q$ in a similar manner to [87, 91, 92], so that our action becomes

$$S_{RW} = \int dt dr r^{D-4} \left[ 2Q \left( \dot{h}_1 + \frac{2}{r} h_0 - h_0' \right) - Q^2 + \frac{2(D-3)f + 2rf' - (L+1)(D-4+L)}{r^2} f h_1^2 \right.$$  \(+ \frac{(L+1)(D-4+L) - 2(D-3)f}{r^2 f} h_0^2 + \frac{4\Lambda}{D-2} \left( fh_1^2 - f^{-1}h_0^2 \right) \bigg] \tag{3.34} \]

The organizing principle is to make the derivatives of $h_0$ and $h_1$ appear as a perfect square and then to introduce $Q$ in such a way that integrating it out reproduces the original action.

The actions (3.34) and (3.33) are equivalent, but we can now integrate out $h_0$ and $h_1$ to get an action only for $Q$. Their equations of motion set

$$h_0 = -\frac{rf}{(L-1)(D-2+L)} \left[ (D-2)Q + rQ' \right], \tag{3.35}$$
$$h_1 = -\frac{r^2}{(L-1)(D-2+L)} \dot{Q}. \tag{3.36}$$

We can then substitute these equations back into the action. In simplifying the resulting expression, it is helpful to use the background equations of motion, which imply

$$f'' + \frac{(D-2)f'}{r} + \frac{4\Lambda}{D-2} = 0. \tag{3.37}$$

The action for $Q$ then takes the form (after several integrations by parts)

$$S_{RW} = \int dt dr \frac{r^{D-2}}{(L-1)(D-2+L)} \left[ \frac{1}{f} \dot{Q}^2 - fQ'^2 - \left( \frac{(L+1)(D-4+L) - (D-4)f}{r^2} - \frac{Df'}{r} - \frac{4\Lambda}{D-2} \right) Q^2 \right]. \tag{3.38}$$

It is again useful to write things in terms of a canonically normalized Schrödinger variable. We define

$$\Psi_{RW} \equiv \left( \frac{2r^{D-2}}{(L-1)(D-2+L)} \right)^{1/2} Q, \tag{3.39}$$

and transform to the tortoise coordinate. After integrations by parts the action takes the form

$$S_{RW} = \int dt dr \star \left( \frac{1}{2} \Psi_{RW}^2 - \frac{1}{2} \left( \frac{\partial \Psi_{RW}}{\partial r^*} \right)^2 - \frac{1}{2} V_{RW}(r) \Psi_{RW}^2 \right). \tag{3.40}$$
with the Regge–Wheeler potential
\[ V_{\text{RW}}(r) = f(L + 1)(D - 4 + L) \frac{1}{r^2} + f^2(D - 4)(D - 6) \frac{1}{4r^2} - ff'(D + 2) \frac{1}{2r} - \frac{4\Lambda f}{D - 2}. \] 

(3.51)

The Schrödinger equation following from the action (3.50) is
\[ \frac{d^2 \Psi_{\text{RW}}}{dr^2} + (\omega^2 - V_{\text{RW}}(r)) \Psi_{\text{RW}} = 0, \] 

(3.52)

which is precisely the \( D \)-dimensional Regge–Wheeler equation [69]. Note, however, that \( \Psi_{\text{RW}} \) is not quite the usual Regge–Wheeler variable: it is more properly called the Cunningham–Price–Moncrief variable [84, 89]. The usual Regge–Wheeler variable is (up to a numerical factor) the time derivative of what we have called \( \Psi_{\text{RW}} \). However, since both of these variables satisfy the same (Regge–Wheeler) equation, we will slightly abuse terminology and refer to \( \Psi_{\text{RW}} \) as the Regge–Wheeler variable.

### 3.3.4 Spin-2 scalar sector (even parity)

Finally we consider the scalar sector. In \( D = 4 \), this coincides with the even parity sector. In this case, the relevant degrees of freedom are the variables \( H_0, H_1, H_2, H_0, H_1, G, K \).

It is convenient to fix a gauge where
\[ H_0 = K = G = 0, \] 

(3.53)

so that the residual degrees of freedom are \( H_0, H_1, H_2, H_1 \). It is clear that we have enough freedom to fix this gauge: setting \( G = 0 \) uses the \( \xi_S \) freedom, setting \( K = 0 \) uses up the \( \xi_1 \) freedom and setting \( H_0 = 0 \) fixes \( \xi_0 \) gauge transformations. With the gauge choice (3.53), the action becomes
\[ S_Z = L(L + D - 3) \int dt dr r^{D-4} \left[ \dot{H}_1^2 + \frac{2f}{r^2} \left( (D - 3)f + \frac{2\Lambda r^2}{D - 2} + rf' \right) H_1^2 + \frac{2(D - 2)(rf' + (D - 3)f)}{2L(L + D - 3)} H_2^2 \right. \]
\[ + H_0 \left( \frac{2(D - 3)f}{r} \right) H_1 + 2f H_1' - \left( 1 + \frac{(D - 3)(D - 2)f + (D - 2)rf'}{L(L + D - 3)} \right) H_2 \]  
\[ - \frac{(2(D - 3)f + rf')}{r} H_2 H_1 + H_1 \left( H_1 - 2\dot{H}_1 + \frac{2(D - 2)r}{L(L + D - 3)} \dot{H}_2 \right) \].

(3.54)

Though this expression is fairly complicated, we expect that there should be a single physical degree of freedom, and we would like to isolate it.

It is reasonably clear from the action that \( H_1 \) is auxiliary; it can be integrated out via its equation of motion, which sets
\[ H_1 = \dot{H}_1 - \frac{(D - 2)r}{L(L + D - 3)} \dot{H}_2. \] 

(3.55)

---

\(^{17}\)As discussed in Footnote 12, only a subset of gauge choices can be imposed at the level of the action without losing information contained in the equations of motion. Both this gauge and the Regge–Wheeler gauge in the vector/odd sector can be used in the action, as shown explicitly in [81].

\(^{18}\)In deriving this form of the action we have integrated by parts freely and used the background equation (3.47).
The variable $H_2$ is also auxiliary, but in order to integrate it out we first trade off $H_1$ for another variable $V$ defined by

$$V = H_1 - \frac{(D - 2)r}{2L(L + D - 3)} H_2. \quad (3.56)$$

This makes $H_2$ appear algebraically in the $H_0$ equation of motion (which is a constraint), so that it can be solved for in terms of $V$:

$$H_2 = \frac{2L(L + D - 3)}{r} \left[ \frac{2f(rV' + (D - 3)V) + rf'V}{2L(L + D - 3) - 2(D - 2)f + (D - 2)rf'} \right]. \quad (3.57)$$

Substituting this solution back into the action eliminates both $H_2$ and $H_0$, because we have solved the constraint that the latter enforces. We are therefore left with an action for only the variable $V$. After integration by parts it can be written as

$$S_Z = \int dtdr \frac{r^{D-4} F(r)}{2} \left( \dot{V}^2 - f^2 \dot{\mathcal{V}}^2 + \mathcal{N}(r) V^2 \right), \quad (3.58)$$

where the functions that appear are rather complicated:

$$F(r) \equiv \frac{8(D - 2)L(L + D - 3)f \left[ (D - 3)L(L + D - 3) - (D - 3)(D - 2)f - 2Ar^2 - (D - 2)rf' \right]}{2L(L + D - 3) - 2(D - 2)f + (D - 2)rf'}^2, \quad (3.59a)$$

$$\mathcal{N}(r) \equiv \frac{A + B + C}{r^2(2L(L + D - 3)^2 - 2(D - 2)f + (D - 2)rf')}, \quad (3.59b)$$

with the following expressions appearing in $\mathcal{N}$:

$$A = 2f \left[ -L^2(L + D - 3)^2 + f \left( 2L(L + D - 3) + (D - 4)(D - 2)f + 4(D - 3)Ar^2 \right) \right], \quad (3.60a)$$

$$B = rf' \left[ 3(D - 4)L(L + D - 3) + (D - 2)(24 + D(2D - 13))f + 4Ar^2 \right], \quad (3.60b)$$

$$C = r^2 f'^2 \left[ 2L(L + D - 3) + (D - 2)(3D - 10)f + (D - 2)rf' \right]. \quad (3.60c)$$

We can canonically normalize the action by defining the Zerilli variable

$$\Psi_Z \equiv \left( 2 f r^{D-4} F \right)^{1/2} V, \quad (3.61)$$

to finally obtain

$$S_Z = \int dtdr \left\{ \frac{1}{2} \dot{\Psi}_Z^2 - \frac{1}{2} \left( \frac{\partial \Psi_Z}{\partial r_*} \right)^2 - \frac{1}{2} V_Z(r) \Psi_Z^2 \right\}, \quad (3.62)$$

with the Zerilli potential

$$V_Z(r) = \frac{f \dot{V}_Z(r)}{4(D - 2)r^2 H(r)^2}, \quad (3.63)$$
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where we have defined the functions

\[ H(r) \equiv 2L(L + D - 3) - 2(D - 2)f + (D - 2)rf' \]

\[ \hat{V}_Z(r) \equiv 4(D - 4)(D - 2)^4f^3 - 8(D - 2)^2[(D - 2)(D - 6)L(L + D - 3) - 8(D - 3)\Lambda r^2]f^2 
+ 4(D - 2)[(D - 2)(D - 12)L^2(L + D - 3)^2 - 16(D - 4)L(L + D - 3)\Lambda r^2 + 32\Lambda^2 r^4]f 
+ 2(D - 2)^3(D + 2)r^3f'^2 - 4(D - 2)^2r^2[(D - 6)L(L + D - 3) - 4\Lambda r^2]f'^2 
- 8(D - 2)^2L^2(L + D - 3)^2rf' + 12(D - 2)^5rf^2f' + (D - 2)^3(D + 10) - 32)r^2f f'^2 
- 4(D - 2)^2[(D - 2)(3D - 8)L(L + D - 3) - 8D\Lambda r^2]rf' 
+ 16L^2(L + D - 3)^2[(D - 2)L(L + D - 3) - 4\Lambda r^2]. \]

The corresponding equation of motion

\[ \frac{d^2\Psi_Z}{dr_*^2} + \left(\omega^2 - V_Z(r)\right)\Psi_Z = 0, \]

is the \( D \)-dimensional Zerilli equation, and agrees with the expression derived in [69]. In \( D = 4 \) with \( \Lambda = 0 \), it agrees with the usual Zerilli variable [89].

### 3.3.5 Chandrasekhar’s symmetry in \( D = 4 \)

There is also a unique aspect of the theory of massless spin-2 perturbations in \( D = 4 \). Much like the spin-1 case, a massless spin-2 in a black hole background exhibits a duality symmetry, though of a much more non-trivial form. This symmetry was first discovered by Chandrasekhar [29, 93], motivated by the observation that the spectra of quasi-normal modes of the Regge–Wheeler and Zerilli equations are identical [32].

In four dimensions, the action for the physical degrees of freedom simplifies dramatically. The Regge–Wheeler and Zerilli variables still decouple (now as a consequence of parity) and their combined action can be written as

\[ S = \frac{1}{2} \int dt dr_* \left( \Psi_{RW}^2 - \left(\frac{\partial \Psi_{RW}}{\partial r_*}\right)^2 - V_{RW}(r)\Psi_{RW}^2 + \Psi_{Z}^2 - \left(\frac{\partial \Psi_{Z}}{\partial r_*}\right)^2 - V_{Z}(r)\Psi_{Z}^2 \right). \]

The Regge–Wheeler and Zerilli potentials take the simplified form

\[ V_{RW}(r) = f(r) \left( \frac{L(L + 1)}{r^2} - \frac{3r_s}{r^3} \right), \]

\[ V_{Z}(r) = f(r) \left( \frac{r_s}{r^3} + \frac{2\lambda}{3r^2} + \frac{8\lambda^2(2\lambda + 3) - 18\Lambda r_s^2}{3(2\lambda r + 3r_s)^2} \right), \]

where the function \( f(r) \) is given by

\[ f(r) = 1 - \frac{r_s}{r} - \frac{\Lambda r^2}{3}, \]

and we define

\[ \lambda \equiv \frac{(L - 1)(L + 2)}{2}. \]
The action (3.67) possesses a duality symmetry, which follows from Chandrasekhar’s observation that both the Regge–Wheeler and Zerilli potentials can be derived from a single superpotential [36],

\[
W(r) = \frac{3r_s(r_s - r)}{r^2(3r_s + 2\lambda r)} - \frac{2\lambda(\lambda + 1)}{3r_s} + \frac{\Lambda r_s r}{3r_s + 2\lambda r},
\]  

(3.72)

in the sense that

\[
V_{RW} = W^2 + f(r) \frac{dW}{dr} + \beta, \quad (3.73)
\]

\[
V_Z = W^2 - f(r) \frac{dW}{dr} + \beta, \quad (3.74)
\]

where we have defined the constant

\[
\beta = - \frac{4\lambda^2(\lambda + 1)^2}{9r_s^2}. \quad (3.75)
\]

This relation between the potentials is ultimately responsible for the isospectrality of the even and odd sectors (the fact that they have same set of quasi-normal modes) when \( \Lambda \geq 0 \) [36], and is a manifestation of the fact that the Regge–Wheeler and Zerilli potentials are partner potentials in the sense of supersymmetric quantum mechanics [94].

Rewriting the Regge–Wheeler and Zerilli potentials in terms of \( W \), it is in fact straightforward to check that the action is invariant under the duality transformation

\[
\delta \Psi_Z = \left( \frac{\partial}{\partial r^*} - W(r) \right) \Psi_{RW}, \quad (3.76a)
\]

\[
\delta \Psi_{RW} = \left( \frac{\partial}{\partial r^*} + W(r) \right) \Psi_Z, \quad (3.76b)
\]

which is a true off-shell symmetry, much as electric-magnetic duality is for the spin-1. Incidentally, because the Regge–Wheeler and Zerilli equations are linear, this implies that the right hand sides of eqs. (3.76) are solutions to the Zerilli and Regge–Wheeler equations respectively. The symmetry is continuous, and therefore it also gives rise to a conserved Noether current:

\[
J^t = -\Psi_Z \dot{\Psi}_{RW} - \dot{\Psi}_Z \Psi_{RW} + W \left( \Psi_{RW} \dot{\Psi}_Z - \Psi_Z \dot{\Psi}_{RW} \right), \quad (3.77)
\]

\[
J^{r*} = \dot{\Psi}_Z \Psi_{RW} + \dot{\Psi}_Z \Psi'_{RW} + W \left( \Psi_Z \Psi'_{RW} - \Psi_{RW} \Psi_Z \right) - (W^2 + \beta) \Psi_Z \Psi_{RW}, \quad (3.78)
\]

which obeys the conservation law \( \partial_t J^t + \partial_{r^*} J^{r*} = 0. \)

This symmetry has a number of interesting consequences, which we explore in [71]. For instance, in addition to underlying isospectrality, the conservation of this current also is responsible for even and odd parity tidal Love numbers being equal in \( D = 4 \), in certain cases. Importantly, this symmetry does not rely on auxiliary variables having been integrated out: it is possible to uplift the Chandrasekhar duality to a novel, off-shell symmetry of the Einstein–Hilbert action linearized around Schwarzschild [71].

\footnote{An alternative perspective on the relation between the Regge–Wheeler and Zerilli potentials is that the Chandrasekhar symmetry is an example of a Darboux transformation between differential equations [95]. From this point of view, the distinguishing feature of \( D = 4 \) is that a transformation can be found that preserves the boundary conditions of interest in physical situations [71]. This is also what goes wrong with AdS asymptotics: there the Chandrasekhar transformation does not preserve such boundary conditions, so the two sectors are not isospectral even in \( D = 4 \).}
In this section, we solve the equations governing the dynamics of massless spin-0, spin-1 and spin-2 fields in the zero-frequency limit in a Schwarzschild background and compute the linear response coefficients as functions of $D$ and $L$ for various spins. Some of these cases have already been analyzed in the literature [45, 73, 74], while others, such as spin-1 fields and parity-odd Love numbers for spin-2 perturbations in general dimensions have not, to our knowledge, been computed before. We find that—similar to the case of parity-even perturbations—the Love numbers corresponding to spin-2, parity-odd perturbations vanish in $D = 4$, but not in higher dimensions [42–47]. We also find a similar behavior for the spin-1 electric polarizability and magnetic susceptibility: they vanish in $D = 4$, but not for higher-dimensional black holes. We treat all of these cases in a unified manner, reproducing known results and studying those cases that had not been previously considered. All of the relevant equations can be solved in the zero frequency limit in terms of hypergeometric functions. This allows for the simultaneous treatment of the various cases of interest using general properties of the hypergeometric equation. For the reader’s convenience, we have compiled in Appendix B a list of elementary properties of hypergeometric functions which we will use in the computations below.

**An instructive example:** Though the setting might be somewhat foreign, the problem that we are trying to solve in computing Love numbers is in fact quite familiar. Conceptually, it is precisely the same as computing the electric polarizability of a material. It is therefore helpful to review this computation in this simplified setting: the (dipole) polarizability of a conducting sphere in flat space and $D = 4$.

In the static limit $Ψ_S$ and the radial electric field $E_r$ are very simply related, up to normalization we have $Ψ_S = r^2 E_r$. Therefore the electric field outside such a conducting sphere is governed by equation (3.24). Moreover, in flat space we have $f = 1$ and $r_* = r$. Therefore, $E_r$ satisfies the following equation:

$$E''_r + \frac{4}{r} E'_r - \frac{L(L+1) - 2}{r^2} E_r = 0,$$

(4.1)

where $(\ )' \equiv d(\ )/dr$. The most general solution to this differential equation is straightforward to write down:

$$E_r = c_{L-1} r^{L-1} + c_{L-2} r^{-L-2},$$

(4.2)

---

20 In an abuse of terminology we will often refer to all of the response coefficients as “Love numbers” despite the fact that, for example, the spin-1 responses are more properly called (electric) polarizabilities or (magnetic) susceptibilities.

21 This equation is nothing more than (a derivative of) Gauss’ law written in spherical coordinates.
where \( c_{L-1} \) and \( c_{-L-2} \) are free parameters fixed by boundary conditions. We will focus on the dipole case, \( L = 1 \), so that the two independent solutions are a constant and \( 1/r^3 \). The goal is to understand the response of the sphere to a long-wavelength external electric field, so we imagine applying a constant electric field as \( r \to \infty \), with angular structure given by an \( L = 1 \) harmonic and with some particular normalization. This forms one of the boundary conditions to the differential equation (4.1). As a second boundary condition, we demand that the tangent electric field vanishes at the surface of the conductor, which we take to have radius \( R \). For all but the \( L = 0 \) mode, this implies that we should set \( E_r \) to zero at the surface of the conductor. This implies the equation

\[
E_r(R) = c_0 + c_{-3}R^{-3} = 0,
\]

which allows us to solve for \( c_{-3} \) in terms of \( c_0 \) as \( c_{-3} = -c_0R^3 \). We therefore see that the solution for \( E_r \) is given by:

\[
E_r = c_0 \left[ 1 - \left( \frac{R}{r} \right)^3 \right].
\]

Once we have this solution, the idea is to read off the coefficient of the \( r^{-3} \) term, which is the dipole induced by the long-wavelength background field. More explicitly, the electric polarizability is the ratio of the coefficient of the \( 1/r^3 \) dipole to the coefficient of the constant term and is given by

\[
\alpha_E = -R^3.
\]

This implies that the polarizability of a conducting sphere is proportional to the volume of the sphere, which is a well-known fact. The minus sign captures the fact that the charges deform in such a way as to counteract the applied electric field. Notice also that the overall normalization of the external field drops out because it is common to both parts of the solution, so that the polarizability can really be thought of as an intrinsic property of the object that is independent of the magnitude of the external field.

In the following we solve the analogous problem for fields in a Schwarzschild background geometry.

### 4.1 Spin-0: Scalar field response

As a first example, we consider the induced scalar charge from a long-wavelength scalar field perturbation in a Schwarzschild background. This computation was first carried out in [45], but we review it here for completeness, and because it provides a simple illustrative example in preparation for the spin-1 and spin-2 cases.

Our starting point is the Schrödinger like equation for a real scalar field in eq. (3.7), which has been decomposed into spherical harmonics. In the zero-frequency limit (and setting the mass to zero), it reduces to

\[
f \Psi'' + f' \Psi' - \left( \frac{L(L + D - 3)}{r^2} + f' \frac{D - 2}{2r} + f \frac{(D - 4)(D - 2)}{4r^2} \right) \Psi = 0,
\]

\[22\]

This is just the standard boundary condition for a conductor, demanding that the electric field tangent to its surface vanishes. Since all modes with \( L \geq 1 \) have a nontrivial angular structure, their coefficients must consequently vanish. Notice that, much like the black hole case, this boundary condition does not require us to know anything about the internal structure of the conductor.
where we have reverted from the tortoise coordinate back to the original radial coordinate $r$. It is also convenient to introduce the dimensionless radial variable

$$x \equiv \left( \frac{r_s}{r} \right)^{D-3},$$

such that the black hole horizon is now located at $x = 1$, while spatial infinity corresponds to $x = 0$. In addition to this coordinate change, we also perform the field redefinition

$$u(x) \equiv x^{-\frac{D+2\hat{L}-4}{2(D-3)}} \Psi(r(x)),$$

which recasts eq. (4.6) as a hypergeometric equation in the standard form (see Appendix B for more details):

$$x(1-x)u''(x) + [c - (a + b + 1)x]u'(x) - abu(x) = 0,$$

where the parameter values are given by

$$a = \hat{L} + 1, \quad b = \hat{L} + 1, \quad c = 2\hat{L} + 2, \quad \text{with} \quad \hat{L} \equiv \frac{L}{D-3}.$$  \hspace{1cm} (4.10)

Notice that the parameters $a$, $b$ and $c$ satisfy the condition $a+b-c = 0$. The benefit of these transformations is that the hypergeometric equation is extremely well-studied, and therefore the solutions of interest are readily available in the literature.

The differential equation (4.9) is a second-order equation, so we require two boundary conditions to specify completely a solution. On physical grounds, the first requirement we will impose is that our solution be regular at the black hole horizon, i.e., at $x = 1$. The second boundary condition fixes instead the normalization of the growing mode solution at radial infinity, i.e., at $x = 0$. We can then read off the induced sub-leading fall-off at radial infinity, which captures the linear response to the externally applied field. Note that the overall normalization of the solution at infinity is formally a boundary condition, but it does not affect the ratio of the growing and decaying modes at infinity, which is ultimately what we are interested in.

As reviewed in Appendix B, the form of the solutions to the hypergeometric equation (4.9) depends drastically on whether the numbers $a$, $b$, $c-a$, and $c-b$ take integer or non-integer values, i.e., on whether $\hat{L}$ is integer, half-integer, or neither integer nor half-integer. Indeed, for some of these values solutions to the hypergeometric equation that would otherwise be linearly independent become degenerate, i.e., linearly dependent. When that is the case, new linearly independent solutions can be found, but their asymptotic structure is typically very different from the original solutions. As we will see, this phenomenon is at the heart of the differences in the computation of Love numbers in different dimensions.

In the following we enumerate each of the individual cases and describe both the linearly independent solutions, as well as the particular combination of such solutions that is regular at the black hole horizon. We then read off the Love numbers by expanding this regular solution near infinity.

- **$\hat{L}$ is neither integer nor half-integer**: In this case, all the parameters $a$, $b$, $c-a$, $c-b$, and $c$ are non-integer. The two linearly independent solutions to (4.9) are [96–98]

$$u_1(x) = _2F_1 \left[ \frac{\hat{L}+1}{2\hat{L}+2} \right| x \right] \quad \text{and} \quad u_5(x) = x^{-2\hat{L}-1} _2F_1 \left[ \frac{-\hat{L}}{2\hat{L}} \right| x \right].$$

(4.11)
This basis of solution is particularly natural because it corresponds to the two linearly independent fall-offs near \( x = 0 \) (or, a bit more formally, the asymptotic form of these solutions are eigenfunctions of the dilation operator with two different eigenvalues). See also eq. (B.23) for more details. Using the identity (B.24) and the asymptotic expansion at the horizon in eq. (B.25), one finds that the particular linear combination that remains finite at the horizon \((x = 1)\) is given by,

\[
\begin{align*}
\begin{array}{c}
\text{with } A \text{ an overall normalization constant. Note that we can use the connection formula}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\text{to rewrite eq. (4.12) in a more compact form as [45]}
\end{align*}
\]

\[
\begin{align*}
\text{which is manifestly regular in the limit } x \to 1, \text{ since hypergeometric functions are normalized in such a way that } 2F_1(a, b; c; 0) = 1.
\end{align*}
\]

In order to extract the Love numbers, we expand the solution (4.14) around \( x = 0 \) to find

\[
\begin{align*}
u(x \to 0) \simeq A \left( \frac{\Gamma(-2\hat{L} - 1)}{\Gamma(-\hat{L})^2} + \Gamma\left(\frac{\hat{L} + 1}{2}\right) \frac{\Gamma(2\hat{L} + 1)}{\Gamma(\hat{L} + 1)^2} x^{\hat{L} - 1} \right),
\end{align*}
\]

where we are keeping only the contributions corresponding to the two linearly independent fall-offs at infinity, which are the ones relevant for the calculation of the response.

In terms of the radial coordinate, eq. (4.15) takes the form

\[
\begin{align*}
u(r \to \infty) \simeq A \left( r^{L+D-3} \frac{\Gamma(2\hat{L} + 1)}{\Gamma(\hat{L} + 1)^2} \left( \frac{r}{r_s} \right)^L + \frac{\Gamma(-2\hat{L} - 1)}{\Gamma(-\hat{L})^2} \left( \frac{r}{r_s} \right)^{L+D-3} + \right),
\end{align*}
\]

with the first term to be interpreted as an external tidal field with overall amplitude \( A \), while the second term encodes the response of the system. As expected for weak perturbations, the response is linear in the magnitude of the external field.

The static response is then defined as the ratio between the coefficient of the induced \( r^{-(L+D-3)} \) tail of the solution and the \( r^L \) tidal component, measured in units of \( r_s^{2L+D-3} \):

\[
\begin{align*}
k = \frac{\Gamma(-2\hat{L} - 1) \Gamma(\hat{L} + 1)^2}{\Gamma(-\hat{L})^2 \Gamma(2\hat{L} + 1)} \frac{2\hat{L} + 1}{2\pi} \frac{\Gamma(\hat{L} + 1)^4}{\Gamma(2\hat{L} + 2)^2} \tan(\pi\hat{L}),
\end{align*}
\]

\[
\text{See also eq. (B.26) in the Appendix.}
\]
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There is an inherent ambiguity in the quantity (4.21) in that it depends on the distance/scale \(x\) like different form than eq. (4.15). In fact, keeping in (4.19) only the leading term and the one that scales where \(\psi\) Translating \(\hat{L}\) back into the parameters \(a, b, c\) using (4.10), \(\hat{L}\) being half-integral implies that \(a, b, c - a\) and \(c - b\) are non-integer, while \(c\) takes positive integer values. Using this information we can use standard results to find a new basis of solutions [45]—see also eq. (B.30),

\[
\begin{align*}
 u_1(x) &= _2F_1 \left[ \frac{\hat{L} + 1}{2\hat{L} + 2}, x \right] \quad \text{and} \quad u_2(x) = _2F_1 \left[ \frac{\hat{L} + 1}{1}, 1 - x \right].
\end{align*}
\]

(4.18)

Note that the first solution \(u_1(x)\) contains a logarithmic divergence of the form \(\log(1 - x)\) around \(x = 1\). On the other hand \(u_2(x)\) is finite as \(x \to 1\) and therefore it is the solution describing the physical scalar perturbations around a Schwarzschild black hole. In particular, since \(c = 1, 2, 3, \cdots\) and \(a, b \neq c - 1, c - 2, \cdots, 0, -1, -2, \cdots\), one can infer its asymptotic expansion in the neighborhood of \(x = 0\) via the formula (B.32)

\[
\begin{align*}
_2F_1 \left[ \frac{a, b}{1 + a + b - c}, 1 - x \right] &= _2F_1 \left[ \frac{a, b}{c}, x \right] \log x - \sum_{n=1}^{c-1} \frac{(c - 1)!(n - 1)!}{(c - n - 1)!(1 - a)_n(1 - b)_n} (-x)^{-n} \\
&+ \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n n!} \left[ \psi(a + n) + \psi(b + n) - \psi(1 + n) - \psi(c + n) \right] x^n,
\end{align*}
\]

(4.19)

where \(\psi(x) \equiv \Gamma'(x)/\Gamma(x)\) is the digamma function. This asymptotic expansion is of a drastically different form than eq. (4.15). In fact, keeping in (4.19) only the leading term and the one that scales like \(x^{-2\hat{L}-1}\), as we did in eq. (4.15), and substituting in (4.10) for \(a, b, c\) one finds:

\[
u_2(x) \simeq \log x + \cdots + (-1)^{2\hat{L}} \frac{\Gamma(-\hat{L})}{\Gamma(1 + \hat{L})^2} x^{-2\hat{L}-1} + \cdots.
\]

(4.20)

An important difference compared to the case studied above is that (4.20) does not consist only of powers of \(x\), but contains also a logarithmic divergence as \(x \to 0\). This logarithm can be understood as a classical running of the value of the induced response [45]. In more detail, we can take the ratio of the two fall-offs in (4.20) to define the dimensionless response (in units of \(r_s^{2\hat{L} + D - 3}\)):

\[
k = \frac{(-1)^{2\hat{L}} (D - 3) \Gamma(\hat{L} + 1)^2}{(2\hat{L})!(2\hat{L} + 1)! \Gamma(-\hat{L})^2} \log \left( \frac{r_0}{r} \right) \quad \text{(half-integer \(\hat{L}\)).}
\]

(4.21)

Here we have only recorded the coefficient of the logarithmic term in the ratio of fall-offs in (4.20). This is because only these terms are unambiguous. The dependence on \(r\)—which we can think of as the distance at which we measure the response of the system—is an example of classical renormalization group (RG) running. The length scale \(r_0\) is a renormalization scale to be fixed by experiments, but that on physical grounds we expect to be of \(O(r_s)\).

\(^{24}\)There is an inherent ambiguity in the quantity (4.21) in that it depends on the distance/scale \(r\) at which we choose to
\[ \hat{L} \text{ is an integer:} \] Lastly we consider the case where \( \hat{L} \) is an integer. This is the case of interest for \( D = 4 \) spacetime dimensions. If \( \hat{L} \) is integer, we see from (4.10) that \( a, b \) and \( c \) are all integers as well. As reviewed in Appendix B, in this situation, the two solutions (4.11) are again degenerate. Two linearly independent solutions are instead given by

\[
\begin{align*}
  u_1(x) &= _2F_1 \left( \frac{\hat{L} + 1}{2\hat{L} + 2} \left| \frac{1}{x} \right. \right) \\
  u_4(x) &= (-x)^{\hat{L} - 1/2} _2F_1 \left( -\hat{L}, \hat{L} + 1 \left| \frac{1}{x} \right. \right) .
\end{align*}
\]

The solution \( u_1(x) \) is logarithmically divergent at the horizon \( (x = 1) \) while \( u_4(x) \) is finite there. Thus, regularity of the scalar profile in the vicinity of the horizon forces to discard the first solution in (4.22) and retain only the second one. For this special choice of parameters, the hypergeometric function \( u_4 \) is highly degenerate—in fact, it is just a polynomial:

\[
\begin{align*}
  u_4(x) &= (-x)^{\hat{L} - 1/2} _2F_1 \left( -\hat{L}, \hat{L} + 1 \left| \frac{1}{x} \right. \right) = (-x)^{\hat{L} - 1/2} \sum_{n=0}^{\hat{L}} \frac{(-\hat{L})_n (\hat{L} + 1)_n}{(n!)^2} x^{-n},
\end{align*}
\]

where we have used the identity (B.35). Note that (4.23) contains only positive powers of \( r \), which can be made more apparent by transforming back to the \( r \) variable, and writing the solution for the original field \( \phi(r) \):

\[
\phi(r) = (-1)^{-(\hat{L} + 1)} r^{D/2} \sum_{n=0}^{\hat{L}} \frac{(-\hat{L})_n (\hat{L} + 1)_n}{(n!)^2} \left( \frac{r}{r_s} \right)^{n(D-3)}. \tag{4.24}
\]

As a result, this solution is pure growing mode (or tidal field) at infinity, with the highest power scaling as \( r^{\hat{L}} \), as expected, and subleading powers all the way down to \( r^0 \), where the series terminates. In particular this implies that there is no subleading induced fall-off. This means that the Love numbers vanish.

\[
\begin{array}{c}
  k = 0 \\
  \text{(integer } \hat{L} \text{).} \tag{4.25}
\end{array}
\]

This result can equivalently be obtained by starting from the generic case (4.17) and then taking the limit of integer \( \hat{L} \) [45].

**Summary:** It is worth summarizing briefly the results in the scalar case. We have considered three possible cases: \( \hat{L} \) generic, half-integer \( \hat{L} \), and integer \( \hat{L} \). The resulting susceptibilities in each of these cases measure the response. However, if we fix the value at some particular distance \( r_0 \), the way in which it changes (or “runs”) with scale is unambiguous. In particular, the coefficient of the logarithmic term is unambiguous and independent of the calculational technique. In [45], the Love numbers in this degenerate case are obtained from the general expression (4.17) by taking the limit of half-integer values for \( \hat{L} \). This limit is singular, but it is possible to isolate a finite contribution by a suitable (classical) renormalization procedure that removes the divergent piece. As expected, the value (4.21) has precisely the same logarithmic term as in [45], but differs in the finite terms. This is consistent, as one can adjust the scale \( r_0 \) so that the two quantities agree at some distance, and they will continue to agree at all scales thereafter.

\[\text{See also eq. (B.34) in Appendix B with } b - a \equiv l = 0.\]
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are given by

\[
  k_{\text{scalar}} = \begin{cases} 
    \frac{2\hat{L}+1}{2\pi} \frac{\Gamma(\hat{L}+1)^2}{\Gamma(2\hat{L}+2)^2} \tan(\pi\hat{L}) & \text{for generic } \hat{L}, \\
    \frac{(-1)^{2\hat{L}(D-3)}\Gamma(\hat{L}+1)^2}{(2\hat{L}!)^2(2\hat{L}+1)!(-\hat{L})^2} \log\left(\frac{r_0}{r}\right) & \text{for half-integer } \hat{L}, \\
    0 & \text{for integer } \hat{L}.
  \end{cases}
\] (4.26)

In the most physical case, \( D = 4 \), for all \( L \) we have that \( \hat{L} = L/(D - 3) \) is an integer, so the scalar field Love numbers vanish.

### 4.2 Spin-1: Electric/magnetic susceptibilities

We next consider the case where a black hole is immersed in a long-wavelength electric or magnetic field and compute its induced polarization or magnetization. In four dimensions, these response coefficients have been computed in [73, 74], here we generalize the results to arbitrary dimension. Similar to the scalar case, we find that the polarizability/susceptibility is nonzero in general dimensions, but happens to vanish in \( D = 4 \), indicating that four-dimensional Schwarzschild black holes are not polarizable, while their higher-dimensional counterparts are.

#### 4.2.1 Electric polarizability

In this section, we consider how a black hole responds to an externally applied massless spin-1 field. To study this case, we make use of the decomposition of the spin-1 equations performed in Section 3.2. In contrast to the scalar field case, there are now two different types of external field that we can apply to the black hole, corresponding to the scalar and vector sectors discussed in section 3.2. We begin by considering the scalar (parity-even) sector. The equation of motion (3.24) in the zero frequency limit, reads

\[
  \frac{d^2 \Psi_S}{dr_*^2} - f(r) \left( \frac{L(L + D - 3)}{r^2} + \frac{(D - 4) \left[ (D - 2)f - 2rf' \right]}{4r^2} \right) \Psi_S = 0.
\] (4.27)

In the static limit, the electric field is built from \( \Psi_S \), so we will refer to the static response as a polarizability of the black hole.

In order to recast (4.27) in the standard form of a hypergeometric equation, we again define the radial variable \( x \) as in (4.7) and we make the field redefinition

\[
  u_S(x) = x^{-\frac{D+3L-4}{2(D-3)}} \Psi_S(r(x)).
\] (4.28)

After these manipulations, eq. (4.27) becomes

\[
  x(1-x)u''_S(x) + \left[ c - (a + b + 1)x \right] u'_S(x) - a b u_S(x) = 0,
\] (4.29)

where the parameters are given in terms of \( \hat{L} = L/(D - 3) \) as

\[
  a = \hat{L}, \quad b = \hat{L} + 2, \quad c = 2\hat{L} + 2,
\] (4.30)

which again satisfy the relation \( a + b - c = 0 \).
Much as in the scalar case considered previously, the form of the two linearly independent solutions of (4.29) depends on the value of \( \hat{L} \) takes. In particular, there are three distinct possibilities: (1) \( \hat{L} \) is neither integer nor half-integer, (2) \( \hat{L} \) is half-integer, and (3) \( \hat{L} \) is an integer. These correspond to a subset of all possible parameter values for \( a, b, c \), discussed more generally in Appendix B.

We now proceed to enumerate the various cases and compute the relevant polarizabilities. Since the systematics of the calculations closely follow the scalar case of the previous section, we will not belabor the details. Instead, we will report the main equations and the final result.

**\( \hat{L} \) is neither integer nor half-integer:** In this case, none of \( a, b, c - a, c - b \) and \( c \) is an integer. Thus, two linearly independent solutions for \( u_S(x) \) are given by

\[
\begin{align*}
  u_1(x) &= \, _2F_1 \left[ \hat{L}, \frac{\hat{L} + 2}{2\hat{L} + 2}; x \right] \quad \text{and} \quad u_5(x) = x^{-2\hat{L} - 1} \, _2F_1 \left[ -1 - \hat{L}, 1 - \hat{L}; \frac{-1}{-2\hat{L}} \right].
\end{align*}
\]

As for the scalar case, there is only one specific linear combination of these solutions that is regular at the horizon, \( x = 1 \), which is given by eq. (B.26) in Appendix B. We can then expand this solution at large radial distances (near \( x = 0 \)) and extract the polarizability from the ratio of the sub-leading to leading fall-off, in units of \( r_s^{2L+D-3} \) they are given by

\[
k_S = \frac{\Gamma(-1 - 2\hat{L})}{\Gamma(-\hat{L} - 1)\Gamma(1 - \hat{L})} \frac{\Gamma(\hat{L})\Gamma(\hat{L} + 2)}{\Gamma(1 + 2\hat{L})} = -2^{-4\hat{L} - 2} \hat{L} + 1 \frac{\Gamma(\hat{L})\Gamma(\hat{L} + 2)}{\hat{L}} \frac{\Gamma(\hat{L} + \frac{3}{2})\Gamma(\hat{L} + \frac{1}{2})}{\tan(\pi\hat{L})},
\]

where in the last equation we have used the Legendre duplication formula (B.41) to simplify the expression, since \( \hat{L} \) is not an integer or half-integer.

The quantities in eq. (4.32) represent the electric polarizability of a black hole (equivalently, its static susceptibility under spin-1 perturbations of the scalar type) in the general case.

**\( \hat{L} \) is half-integer:** If \( \hat{L} \) is half-integer, the numbers \( a, b, c - a, c - b \) and \( c \) are not integer-values, but \( c \) takes positive integer values. In this degenerate case, the two linearly independent solutions to the hypergeometric equation (4.29) are given by (B.30). The solution that is regular at the black hole horizon is \( u_2 \), which can be written as (B.32). Just as we found in the scalar case, the asymptotic expansion of this solution at large \( r \) is not a pure polynomial in \( r \). In particular, the decaying component contains a logarithmic component, again leading to a classical running. The polarizability in this case may be defined as (in units of \( r_s^{2L+D-3} \))

\[
k_S = \frac{(-1)^{2\hat{L}}(D - 3)\Gamma(\hat{L} + 2)\Gamma(\hat{L})}{(2\hat{L} + 1)!(2\hat{L})!\Gamma(1 - \hat{L})\Gamma(-\hat{L} - 1)} \log\left( \frac{r_0}{r} \right) \quad \text{(half-integer \( \hat{L} \)).}
\]

As before \( r \) represents the distance at which the response is measured, and \( r_0 \sim r_s \) is the renormalization scale.
• $\hat{L}$ is an integer: Finally we consider the case where $\hat{L}$ is an integer. In this case, the solution that is regular at the horizon is given by\(^{26}\)

\[
 u_4(z) = (-x)^{-\hat{L} - 2} {}_2F_1 \left[ \begin{array}{c} 1 - \hat{L}, \hat{L} + 2 \end{array} \left| \frac{1}{x} \right. \right].
\]

(4.34)

Since the first parameter is a non-positive integer and the bottom parameter is positive, we can use the formula (B.38) to rewrite this solution as a polynomial which contains only positive powers of $r$, much as in the scalar case. As a result, the polarizabilities vanish,

\[
k_S = 0 \quad \text{(integer } \hat{L} \text{)}.
\]

(4.35)

This includes the $D = 4$ case of greatest physical interest, so four-dimensional Schwarzschild black holes are not polarizable.

4.2.2 Magnetic susceptibility

Next, we consider the response of a black hole to a magnetic field. In the static limit, this is equivalent to asking for the response to a parity-odd massless spin-1 perturbation. These perturbations are governed by equation (3.16)

\[
 \frac{d^2 \Psi_V}{dr_s^2} - f \left( \frac{(L + 1)(L + D - 4)}{r^2} + \frac{(D - 4)((D - 6)f + 2rf')}{4r^2} \right) \Psi_V = 0,
\]

(4.36)

where we have taken the $\omega = 0$ (static) limit. It is again possible to recast this equation in hypergeometric form. Relabeling the radial coordinate as $x = (r_s/r)^{D-3}$ and redefining the field through

\[
 u_V(x) = x^{-\frac{D + 2\hat{L} - 4}{2(D-3)}} \Psi_V(r(x))
\]

(4.37)

we can put eq. (4.36) into the standard form

\[
x(1-x)u''_V(x) + \left[ c - (a + b + 1)x \right] u'_V(x) - a b u_V(x) = 0,
\]

(4.38)

where now the parameters are given by

\[
a = \hat{L} + 1 - \frac{1}{D - 3}, \quad b = \hat{L} + 1 + \frac{1}{D - 3}, \quad c = 2\hat{L} + 2,
\]

(4.39)

where we have again defined $\hat{L} = L/(D - 3)$. Notice that these parameters (4.39) again satisfy the relation $a + b = c$ and they are all positive, $a, b, c > 0$. However, they are no longer functions of $\hat{L}$ alone, so it is more convenient to distinguish among different possibilities based on the values of $a, b,$ and $c$:

• $a, b$ and $c$ are non-integer: We first consider the case where none of the parameters $a, b, c - a, c - b$ and $c$ is an integer. In this case, a basis of independent solutions is given by eq. (B.23). The linear combination that is regular at the horizon ($x = 1$) can be read off from eq. (B.26) with the

\(^{26}\)See also eq. (B.34) in Appendix B with $b - a \equiv l = 2$. 

30
parameters $a$, $b$ and $c$ given by (4.39). After expanding for large $r$, and taking the ratio of the subleading (induced) fall-off to the leading (applied) fall-off, one finds the following expression for the magnetic susceptibility\textsuperscript{27} (in units of $r_s^{2L+D-3}$)

$$k_V = (2\hat{L} + 1) \frac{\Gamma(\hat{L} + 1 - \frac{1}{D-3})^2 \Gamma(\hat{L} + 1 + \frac{1}{D-3})^2 \sin[\pi(\hat{L} - \frac{1}{D-3})] \sin[\pi(\hat{L} + \frac{1}{D-3})]}{\Gamma(2\hat{L} + 2)^2 \pi \sin(2\pi \hat{L})},$$ \hfill (4.40)

which is valid in the generic case.

- **$a$ and $b$ are non-integer, while $c$ is an integer:** This case occurs whenever $\hat{L}$ is integer in $D \geq 5$ or when $\hat{L}$ is half-integer in $D > 5$. The solution that is regular at the black hole horizon is given by $u_2$ in (B.30), and its large-$r$ expansion is given in (B.32). From this we can extract the magnetic susceptibility in the usual way, again in units of $r_s^{2L+D-3}$

$$k_V = \frac{(-1)^{2\hat{L}}(D-3)\Gamma(\hat{L} + 1 - \frac{1}{D-3})\Gamma(\hat{L} + 1 + \frac{1}{D-3})}{(2\hat{L} + 1)\Gamma(-\hat{L} - \frac{1}{D-3})\Gamma(-\hat{L} + \frac{1}{D-3})} \log\left(\frac{r_0}{r}\right) \quad \text{(integer $c$)}.$$

\hfill (4.41)

Note that this case has a logarithmic running of the susceptibility, familiar from previous examples.

- **$a$, $b$ and $c$ are integers:** We next consider the situation where all of the parameters are integers. This occurs for all $L$ in $D = 4$ and whenever $\hat{L}$ is half-integer in $D = 5$. As shown in Appendix B.3.3, the solution that is regular at the horizon is a pure polynomial in positive powers of $r$. In particular, there is no fall-off scaling as $r^{-L-D+3}$ at large distances and therefore the magnetic susceptibility

$$k_V = 0 \quad \text{(integer $a, b, c$)}.$$

\hfill (4.42)

As stated before, this implies that four-dimensional black holes are not magnetizable.

- **$a$ or $b$ is an integer, while $c$ is non-integer:** This case occurs in $D > 5$ whenever $L = n(D-3) \pm 1$, where $n$ is a positive integer. In this case again—as is shown explicitly in Appendix B.3.4—imposing regularity of the solution at the horizon implies that the solution is a polynomial (see (B.37)). This implies that the magnetizability is also zero in this case.

$$k_V = 0 \quad \text{(integer $a$ or $b$)}.$$

\hfill (4.43)

Note that this case is one of the main differences between the electric and magnetic sectors. Values of $\hat{L} = n \pm \frac{1}{D-3}$ in $D > 5$ that are neither integer nor half-integer have non-vanishing electric polarizabilities—see eq. (4.32)—but have vanishing magnetic susceptibilities.

\textsuperscript{27}See also eq. (B.29).
Summary: We again briefly summarize the final results for spin-1 response. For the scalar (electric) sector we found

\[
k_S = \begin{cases} 
-2^{\hat{L}} - 2^\hat{L} + \frac{L+1}{L} \frac{\Gamma(\hat{L})\Gamma(\hat{L}+2)}{\Gamma(L+\frac{3}{2})\Gamma(\hat{L}+\frac{1}{2})} \tan(\pi \hat{L}) & \text{for generic } \hat{L}, \\
\frac{(-1)^{2\hat{L}}(D-3)\Gamma(\hat{L}+2)\Gamma(\hat{L})}{(2\hat{L}+1)!2\hat{L}\Gamma(1-L)\Gamma(-L-1)} \log\left(\frac{r_0}{r}\right) & \text{for half-integer } \hat{L}, \\
0 & \text{for integer } \hat{L}.
\end{cases}
\] (4.44)

while for the vector (magnetic) sector we found:

\[
k_V = \begin{cases} 
(2\hat{L} + 1) \frac{\Gamma(\hat{L}+1-\frac{1}{D-3})^2\Gamma(\hat{L}+1+\frac{1}{D-3})^2 \sin(\pi \hat{L}-\frac{1}{D-3})\sin(\pi \hat{L}+\frac{1}{D-3})}{\Gamma(2\hat{L}+2)^2} \pi \sin(2\pi \hat{L}) & \text{for generic } \hat{L},D, \\
\frac{(-1)^{2\hat{L}}(D-3)\Gamma(\hat{L}+1-\frac{1}{D-3})\Gamma(\hat{L}+1+\frac{1}{D-3})}{(2\hat{L}+1)!2\hat{L}\Gamma(-\hat{L}-\frac{1}{D-3})\Gamma(-\hat{L}+\frac{1}{D-3})} \log\left(\frac{r_0}{r}\right) & \text{for integer } c, \\
0 & \text{for integer } a \text{ or } b,
\end{cases}
\] (4.45)

where the parameters \(a, b, c\) are defined in (4.39). Interestingly, we find again in this case that \(D = 4\) is exceptional, in that four-dimensional Schwarzschild black holes can be neither polarized nor magnetized, while higher-dimensional black holes can.

4.3 Spin-2: Love numbers

When placed in an external gravitational field, ordinary objects mechanically deform in response. In turn, this induces multipole moments in the gravitational field at infinity. The coefficients of these induced multipoles are the so-called Love numbers, which encode the deformability of objects due to an external tidal field. In this section, we compute the Love numbers of all types for Schwarzschild black holes in all dimensions. These numbers are in a sense a measure of the rigidity of black holes. Much like the other linear response coefficients, they vanish for four-dimensional black holes, indicating infinite rigidity, suitably understood.

In four dimensions, Schwarzschild black hole Love numbers were computed by [42, 43], while in higher dimensions they were computed for scalar-type and tensor-type perturbations in [45, 48]. Here we provide a unified computation of all cases, including the vector-type perturbations in general dimension.

4.3.1 Spin-2 tensor perturbations

We begin by discussing the tensor-type perturbations, for which the relevant action was derived in Sec. 3.3.2. As mentioned previously, these modes only exist in \(D > 4\), and consequently the same is true for the corresponding Love numbers. The zero-frequency limit of the equation of motion for tensor-type perturbations is obtained easily from (3.41)

\[
f\Psi_T'' + f'\Psi_T' - \left( \frac{L(L + D - 3) + 2(D - 3)}{r^2} + f' \frac{D - 6}{2r} + f \frac{D(D - 14) + 32}{4r^2} \right) \Psi_T = 0.
\] (4.46)

As was already noticed in [45], this equation is equivalent to the scalar equation (4.6) for \(\Lambda = 0\). This is somewhat non-obvious, but substituting the explicit form of \(f(r)\) in eq. (2.2) with \(\Lambda = 0\) into each
equation, they turn out to be identical. Therefore, the solutions and Love numbers are exactly the same as in the scalar case, and are summarized in (4.26).

### 4.3.2 Spin-2 vector-type perturbations (odd sector)

We next consider the vector-type perturbations of a massless spin-2 field. In four dimensions this coincides with the odd (Regge–Wheeler) sector. To our knowledge the Love numbers corresponding to these modes have not previously been computed in general dimension. The details of the computation are somewhat similar to the scalar and spin-1 cases considered previously.

The action for the vector-type modes was derived in Sec. 3.3.3. The zero-frequency limit of the $D$-dimensional Regge–Wheeler equation can be read off from eq. (3.52):

$$
\frac{d^2 \Psi_{RW}}{dr_*^2} - f \left( \frac{(L + 1)(D - 4 + L)}{r^2} + f \frac{(D - 4)(D - 6)}{4r^2} - f' \frac{(D + 2)}{2r} \right) \Psi_{RW} = 0.
$$

Performing the coordinate change (4.7) and the field redefinition

$$
u_{RW}(x) \equiv x^{-L+D-3} \left( \frac{2r^{D-2}}{(L - 1)(D - 2 + L)} \right)^{-1/2} \Psi_{RW}(r(x)),
$$

puts this equation into the standard hypergeometric form

$$
x(1 - x)u'_{RW}(x) + \left[ c - (a + b + 1)x \right] u_{RW}(x) - a b u_{RW}(x) = 0, (4.49)
$$

where the parameters are given in terms of $L$ and $D$ by

$$
a = \hat{L} - \frac{1}{D - 3}, \quad b = \hat{L} + 2 + \frac{1}{D - 3}, \quad c = 2\hat{L} + 2. (4.50)
$$

As before, these parameters satisfy $a + b = c$ and $a, b, c > 0$. Note the striking resemblance to the parameters in the magnetic spin-1 sector (4.39)—they differ only by a shift of $a$ and $b$ by 1. As a result, the structure of solutions is quite similar, and the presence of degeneracies in solutions will again depend on $D$ and $L$.

- **$a$, $b$ and $c$ are non-integer:** In this case, the solution that is regular at the black hole horizon is given by (B.26), with the parameters $a$, $b$ and $c$ in (4.50). Expanding this solution around $r \to \infty$ and using the expression (B.29) for the (dimensionless) Love numbers, we find

$$
k_{RW} = (2\hat{L} + 1) \frac{\Gamma(\hat{L} + 2 + \frac{1}{D - 3})^2 \Gamma(\hat{L} - \frac{1}{D - 3})^2 \sin[\pi(\hat{L} + \frac{1}{D - 3})] \sin[\pi(\hat{L} - \frac{1}{D - 3})]}{\Gamma(2\hat{L} + 2)^2 \pi \sin(2\pi \hat{L})}, (4.51)
$$

in units of $r_*^{2L+D-3}$. This represents the vector-type Love number for generic $L, D$. Note that, in $D = 4$, odd Love numbers for black holes are usually defined at the level of the field component $h_0$. In these terms, using (3.45), (3.49), (4.48) and (4.51), one finds that the tidal response associated with $h_0$ in general dimension is

$$
k_0 = \frac{1 - L}{L + D - 2} k_{RW},
$$

with $k_0$ defined by $h_0 = A_0 r^{L+1}(1 + k_0 r^{-2L-D+3})$, where $A_0$ is some irrelevant overall factor.
\(a\) and \(b\) are not integers, while \(c\) is an integer: In analogy with the spin-1 case, this happens whenever \(\hat{L}\) is integer in \(D \geq 5\) or when \(\hat{L}\) is half-integer in \(D > 5\). The solution that is regular at the horizon is \(u_2\) in (B.30). Its expansion at large radius again follows from (B.32), which we use to compute the Love number:

\[
k_{RW} = \frac{(-1)^{2\hat{L}}(D-3)\Gamma(\hat{L} - \frac{1}{D-3})\Gamma(\hat{L} + 2 + \frac{1}{D-3})}{(2\hat{L}+1)(2\hat{L})!\Gamma(-\hat{L} - 1 - \frac{1}{D-3})\Gamma(-\hat{L} + 1 + \frac{1}{D-3})}\log\left(\frac{r_0}{r}\right) \quad \text{(integer } c\text{),} \tag{4.53}
\]

which is measured in units of \(r_s^{2L+D-3}\). Note that this is another case that displays a classical running of the response.

\(a, \ b\) and \(c\) are integers: The parameters of the hypergeometric function happen to all be integers in \(D = 4\) (for all \(L\)) and whenever \(\hat{L}\) is half-integer in \(D = 5\). This corresponds to a degenerate case where the most general solution regular at the horizon is (see Appendix B.3.3)

\[
u_{RW}(r) = (-1)^{\hat{L}+2+\frac{1}{D-3}} \left(\frac{r}{r_s}\right)^{L+1+2(D-3)} \hat{L}^{-\frac{1}{D-3}-1} \sum_{n=0}^{\infty} \frac{(1 + \frac{1}{D-3} - \hat{L})_n (2 + \frac{1}{D-3} + \hat{L})_n (\frac{r}{r_s})^n}{(3 + \frac{2}{D-3})_n n!} (D-3).
\tag{4.54}
\]

Since this solution only has positive powers of \(r\) appearing, the Love numbers vanish:

\[
k_{RW} = 0 \quad \text{(integer } a, b, c\text{).} \tag{4.55}
\]

In particular this implies that the odd Love numbers vanish in \(D = 4\).

\(a\) or \(b\) is integer, \(c\) is not an integer: The last case to be considered is when \(L = n(D - 3) \pm 1\) with \(n\) a positive integer in \(D > 5\). Similar to the spin-1 case discussed above—and as is shown more explicitly in App. B.3.4—the only solutions to the hypergeometric equation in this case that are regular at the horizon are again polynomials with only positive powers in \(r\). This results in vanishing Love numbers:

\[
k_{RW} = 0 \quad \text{(integer } a \text{ or } b\text{).} \tag{4.56}
\]

4.3.3 Spin-2 scalar-type perturbations (even sector)

Finally, we consider the case of scalar-type spin-2 perturbations. In \(D = 4\), this sector coincides with the parity even perturbations. We saw that the vector and tensor-type spin-2 perturbations behave substantially similar to the scalar and spin-1 cases considered previously. In particular, the relevant equations are of hypergeometric type so that the analysis has many common features. The scalar-type spin-2 perturbations, on the other hand, are described by a Heun equation. Heun equations are analogous to hypergeometric equations, but with four regular singular points, as opposed to three. Consequently, they are less well-understood, and harder to solve. Fortunately, in the case of interest the Heun equation can be transformed
$\hat{L} - \frac{D - 2}{2(D - 3)}$ & $-1$ & $-2\hat{L}$ & $-2$ & $-(\hat{L} + 1)$ & $-(\hat{L} + 1)$ & $-2(\hat{L} + 1)[(-2D^2 + 9D - 10)L + (D - 3)^2L^3 - (D - 3)^4]$

$\hat{L} - \frac{D - 2}{2(D - 3)}$ & $2$ & $-2\hat{L}$ & $4$ & $-\hat{L} + 2$ & $-\hat{L} + 2$ & $2\hat{L}[-L((D - 3)\hat{L} - D + 2)((D - 3)\hat{L} + 2D - 5) - 4D + 8] + 2(D - 2)^2$

$\hat{L} + \frac{D - 4}{2(D - 3)}$ & $-1$ & $2(\hat{L} + 1)$ & $-2$ & $\hat{L}$ & $\hat{L}$ & $-2\hat{L}[(D - 3)\hat{L} - 1)[L((D - 3)\hat{L} + 3D - 8) + D - 3]$

$\hat{L} + \frac{D - 4}{2(D - 3)}$ & $2$ & $2(\hat{L} + 1)$ & $4$ & $\hat{L} + 3$ & $\hat{L} + 3$ & $6 + 2\hat{L}[-L((D - 3)^2\hat{L} + 3) - (D - 9)D - 17] + D(3D - 8) + 3]$

Table 1: Values of the parameters entering the Heun equation (4.58) for different choices of $j$ and $l$ in the field redefinition (4.57). Notice that for all cases. The parameters satisfy the condition $\gamma + \delta + \epsilon = \alpha + \beta + 1$.

The calculation of these scalar-type Love numbers for spin-2 fields in arbitrary dimensions was originally done in [45], and has been repeated recently numerically in [48]. One of our goals in this section is to resolve an apparent discrepancy between these two computations. For simplicity, we will focus on the case where the parameters are generic in order to avoid enumerating all the specific cases separately. If one is interested in one of the degenerate cases, they can be obtained from the generic answer by suitably taking the limit (as in [45]), or can be obtained in a parallel manner to that described above and in Appendix B.

Scalar-type spin-2 perturbations have the most complicated equation of motion of the cases considered here. The canonically normalized Zerilli variable is described by the action (3.62), but it is actually more convenient to first work with the non-canonically normalized variable $V$, which has the action (3.58).\(^{28}\) As before we change radial coordinates to the $x$ variable $x \equiv (r_s/r)^{D-3}$ and then make the change of variables:

$$w(x) = x^{-j} \left(L(D + L - 3) - D + 2 + \frac{1}{2}(D - 2)(D - 1)x\right)^{-l} V(r(x)).$$

(4.57)

After this, the equation of motion for $V$ in the zero-frequency limit takes the takes the standard form of a Heun equation [96, 99, 100]:

$$w''(x) + \left(\frac{\gamma}{x} + \frac{\delta}{x - 1} + \frac{\epsilon}{x - a}\right) w'(x) + \frac{\alpha \beta x - q}{x(x - 1)(x - a)} w(x) = 0,$$

(4.58)

where the various parameters $\gamma$, $\delta$, $\epsilon$, $\alpha$, $\alpha$, $\beta$, and $q$ depend on $j$ and $l$. Explicit expressions for different choices of $j$ and $l$, are listed in Table 1.

The Heun equation (4.58) is a second order differential equation with four regular singular points, located at $0$, $1$, $a$ and $\infty$ [96, 100]. It is solved by the so-called Heun function, which is defined analogously to the

\(^{28}\)Note that our field $V$ is related to the quantity $\Phi$ introduced in [69] through the following relation,

$$V = -\frac{r^2}{(\frac{L}{r})^{D-3} - 1} \left[2(L - 1)(D + L - 2) + (D - 2)(D - 1) \left(\frac{1}{r}\right)^{D-3}\right] \Phi(r),$$

where we have set $r_s = 1$ for simplicity.
hypergeometric function as the series solution to the differential equation. Compared to hypergeometric functions, solutions to the Heun equation are considerably less studied. In particular, the connection formulas that relate solutions with given asymptotics near one of the singular points to solutions with asymptotics specified near a different singular point are not known in full generality. This is the main obstruction to the analytic computation of Love numbers using the Heun function directly—in particular the large-distance extrapolation of the solution that is regular at the horizon is not straightforward to extract.

However, there are special cases where—after a field redefinition involving the field and its first derivative—the Heun equation can be recast in the form of a hypergeometric equation. In these situations, the Heun function admits a series representation in terms of a finite sum of hypergeometric functions \([96, 100]\). The equation is of the Heun type, but in \(D = 4\) the most familiar example is provided by the Zerilli equation for parity-even spin-2 perturbations in \(D\) dimensions [96]. The Zerilli equation can be recast in the form of a hypergeometric equation by introducing a field redefinition that transforms the Zerilli equation into the Regge–Wheeler equation, which is indeed of the hypergeometric type in the zero-frequency limit \([99]\). The Chandrasekhar mapping between the Zerilli and Regge–Wheeler equations does not exist for \(D \neq 4\), but even in the absence of an even-odd duality, it is still possible to find a field redefinition of a similar form that maps the Heun equation of interest to a hypergeometric equation in the zero frequency limit \([69, 70]\). In the following, we review how this works.

As was noticed in \([69, 70]\), in the zero-frequency limit \((4.58)\) can be reduced to a hypergeometric equation. Indeed—setting \(r_s = 1\) for the moment—the equation

\[
f\partial_r (f \partial_r Y) - \frac{4L(L + n - 1)(1 - r^{1-n}) - (2n - 1)r^{2-2n} + 2n r^{1-n} + (n - 2)n}{4r^2} Y = 0,
\]

where we have defined \(n \equiv D - 2\), is equivalent to the equation \((3.58)\), provided that \(Y\) satisfies

\[
Y = \frac{f^{1/2}}{rf'} \left( \frac{rQ(r)v'(r)}{4 (m + \frac{1}{2}(n + 1)n x(r))} - \frac{P(r)v(r)}{16 (m + \frac{1}{2}(n + 1)n x(r))^2} \right),
\]

where we have defined the parameter \(m \equiv L(L + n - 1) - n\), and where the variable \(v\) is related to \(V\) through

\[
v(r) = \frac{(1 - r^{1-n}) r^{2-1}}{2(L - 1)(L + n) + n(n + 1)r^{1-n} V(r)}. \tag{4.61}
\]

In order to condense notation we have defined the following functions in \((4.60)\)

\[
P(r) \equiv 2 (n^2 - 1) n (4m - n(n - 2)(n + 1)) x(r)^2 + 4m(n - 1)n(3m + (n + 1)n) x(r) + (n - 1)(n + 1)^2 n^3 x(r)^3, \tag{4.62a}
\]

\[
Q(r) \equiv n(n - 1)(n + 1) x(r)^2 - 2(n - 1)(m + (n + 1)n) x(r). \tag{4.62b}
\]

The equation \((4.59)\) can then be put in hypergeometric form by introducing \(x \equiv (r_s/r)^{D-3}\) and by making the redefinition

\[
y(x) = x^{-\frac{L+D-2}{D-3}} \frac{r^{2-1}f'}{f^{1/2}} Y(r(x)). \tag{4.63}
\]

After all this, the equation for \(y\) is a hypergeometric equation in standard form

\[
x(1 - x)y''(x) + (c - (a + b + 1)x)y'(x) - a b y(x) = 0, \tag{4.64}
\]
where the parameters appearing are fixed by $\hat{L}$:

$$
a = \hat{L} + 2, \quad b = \hat{L} + 1, \quad c = 2\hat{L} + 2.
$$

(4.65)

Note that these parameters satisfy the relation $a + b - c = 1$. Notice that we have traded the original Heun equation for a hypergeometric equation and the ODE (4.60).

For generic values of $\hat{L}$, the linearly independent solutions to (4.64) are\(^\text{29}\)

$$
y_1(x) = \!
\begin{array}{c}{\text{2F}1}\
\end{array}
\left[
\begin{array}{ccc}
a, & b \\
\frac{a+b-1}{x} & \\
\end{array}
\right] 
\quad \text{and} \quad
y_5(x) = x^{1-c} \!
\begin{array}{c}{\text{2F}1}\
\end{array}
\left[
\begin{array}{ccc}
a-c+1, & b-c+1 \\
\frac{2-c}{x} & \\
\end{array}
\right] .
$$

(4.66)

In order to find the solution that is regular at the horizon $x = 1$, we first use the identity

$$
\!
\begin{array}{c}{\text{2F}1}\
\end{array}
\left[
\begin{array}{ccc}
a, & b \\
\frac{a+b-1}{x} & \\
\end{array}
\right] = (1-x)^{-1} \!
\begin{array}{c}{\text{2F}1}\
\end{array}
\left[
\begin{array}{ccc}
a-1, & b-1 \\
\frac{a+b-1}{x} & \\
\end{array}
\right] .
$$

(4.67)

and then use the expansion (B.24) with $m = 1$:

$$
\!
\begin{array}{c}{\text{2F}1}\
\end{array}
\left[
\begin{array}{ccc}
a, & b \\
\frac{a+b-1}{x} & \\
\end{array}
\right] \rightarrow \!
\begin{array}{c}{\text{2F}1}\
\end{array}
\left[
\begin{array}{ccc}
a, & b \\
\frac{a+b-1}{x} & \\
\end{array}
\right] \frac{\Gamma(a+b-1)}{\Gamma(a)\Gamma(b)} [(1-x)^{-1} + (a-1)(b-1)\ln(1-x)] + \text{finite terms} .
$$

(4.68)

From this, we infer that the linear combination that is finite at $x = 1$ is

$$
y_0(x) = A \left( \frac{\Gamma(3-a-b)}{\Gamma(2-a)\Gamma(2-b)} \!
\begin{array}{c}{\text{2F}1}\
\end{array}
\left[
\begin{array}{ccc}
a, & b \\
\frac{a+b-1}{x} & \\
\end{array}
\right] - \frac{\Gamma(a+b-1)}{\Gamma(a)\Gamma(b)} x^{a-b} \!
\begin{array}{c}{\text{2F}1}\
\end{array}
\left[
\begin{array}{ccc}
a, & b \\
\frac{a+b-1}{x} & \\
\end{array}
\right] \right) ,
$$

(4.69)

up to an overall constant amplitude, $A$. In the small-$x$ limit (near radial infinity) this solution has the expansion

$$
y_0(x \rightarrow 0) \simeq A \left( \frac{\Gamma(-2\hat{L})}{\Gamma(-\hat{L})\Gamma(1-L)} - \frac{\Gamma(2+2\hat{L})}{\Gamma(2+\hat{L})\Gamma(1+L)} x^{-1-2\hat{L}} + \cdots \right) .
$$

(4.70)

Going back through the chain of field redefinitions we have done, and using the definition of the Zerilli variable (3.61), we can write the expansion of the Zerilli potential near infinity as

$$
\Psi_Z(r \rightarrow \infty) \simeq A_Z r^{\frac{4-D}{2}} \left( r^{L+1} + k_Z r^{-L-D+4} + \cdots \right) ,
$$

(4.71)

where $A_Z$ is some overall constant and $k_Z$ is the Love number for the Zerilli potential\(^\text{30}\)

$$
k_Z = -\frac{1}{4^{L+1}} \frac{(L+D-3)(L+D-2)^2}{L(1-L)^2} \frac{\Gamma(\hat{L})\Gamma(\hat{L}+2)}{\Gamma(\hat{L}+\frac{1}{2})\Gamma(\hat{L}+\frac{3}{2})} \tan(\pi\hat{L}) ,
$$

(4.72)

\(^{29}\)For simplicity we will focus on the generic case. Explicit expressions in the degenerate cases can be found in [45], or they can be computed using the equations in the Appendix B.

\(^{30}\)Note that this Love number differs from that in [45], essentially because they computed the Love numbers for the variable $Y$, using the fall-offs of the solutions to (4.64). Defining their result as $\lambda^{KS}$, the relation between the two results is

$$
k_Z^{\text{here}} = -\frac{(L+D-3)(L+D-2)^2}{L(1-L)^2} k^{KS} ,
$$

so that the two Love numbers are normalized differently. In both cases they vanish in $D = 4$ though.
which has units of $r_s^{2L+D-3}$ and where we have used the identities in Appendix B.

In order to compare (4.72) with the numerical result of [48], we have to account for the fact that the equation they were solving was for the variable $H_0$, which is defined in (3.30). Since this field is auxiliary, relating it to $\Psi_Z$ is slightly subtle. From (3.54) we can obtain the $\mathcal{H}_1$ equation of motion

$$\frac{2(D-3)}{r}\mathcal{H}_1 - (D-3)H_2 + (D-3)H_0 - (D-4)H_0 - rH'_0 \approx 0,$$  

(4.73)

where we neglected subleading terms in the limit $\omega \to 0$ and in $1/r \to 0$. Then, expressing $\mathcal{H}_1$ and $H_2$ in terms of $\mathcal{V}$ using (3.56) and (3.57) expanded in the $r \to \infty$ limit

$$\mathcal{H}_1 \approx \mathcal{V} + \frac{(D-2)r}{2L(L+D-3)}H_2,$$  

(4.74)

$$H_2 \approx \frac{2L(L+D-3)}{L(L+D-3)-(D-2)}\left(\mathcal{V}' + \frac{D-3}{r}\mathcal{V}\right),$$  

(4.75)

we can simplify eq. (4.73) into the relation

$$\frac{2(D-3)}{r}\left[(D-4)\mathcal{V} + r\mathcal{V}'\right] - H_0 + rH'_0 \approx 0.$$  

(4.76)

Finally using eqs. (3.61) and (4.71) we can relate $H_0$ to $\mathcal{V}$. If we then define the Love number $k_0$ through $H_0(r \to \infty) \approx A_0(r^L + k_0r^{-L+D+3})$, we find

$$k_0 = \frac{L(L-1)}{(L+D-3)(L+D-2)}k_Z,$$  

(4.77)

which agrees with the numerical computation of [48].

Though the numerical values of $k_0$ and $k_Z$ differ, both capture the same underlying static response of the black hole. In fact, since there is only a single gauge-invariant propagating degree of freedom in the spin-2 scalar sector—and consequently only one type of external field we could apply—once one has computed the metric response for a particular variable, the other can be solved for via constraint equations, as we did above. In order to sidestep this apparent ambiguity, we instead compute the response directly for the Weyl tensor built out of these metric perturbations and match to a point-particle EFT. This has the added benefit of being manifestly gauge invariant. Other reasonable definitions will differ from this one at most by an overall multiplicative constant, reflecting the choice of units used to measure the (dimension-ful) response. For example, the extraction of a gauge-invariant response was performed in a slightly different (but we expect equivalent) way in [48], where Love numbers were defined in terms of the Geroch–Hansen multipole moments of the perturbed spacetime, without recourse to an EFT description.

**Summary:** Here we summarize the results for the tidal Love numbers. The tensor-type Love numbers are identical to the scalar case (spin 0), which is summarized in (4.26). For the vector-type (odd parity) perturbations, we found

$$k_{RW} = \begin{cases} 
(2\hat{L} + 1)\frac{\Gamma(\hat{L}+\frac{1}{D-3})^2\sin[\pi(\hat{L}+\frac{1}{D-3})]\sin[\pi(\hat{L}-\frac{1}{D-3})]}{\Gamma(2\hat{L}+2)^2}\sin[\pi(\hat{L}+\frac{1}{D-3})] \left(2\hat{L} + 1\right)\Gamma(\hat{L}+\frac{1}{D-3})\Gamma(\hat{L}+\frac{1}{D-3})\log \left(\frac{2\omega}{r}\right) 
& \text{for generic } \hat{L}, D, \\
\frac{(-1)^{2L}(D-3)\Gamma(\hat{L}-\frac{1}{D-3})\Gamma(\hat{L}+\frac{1}{D-3})}{(2\hat{L}+1)\Gamma(\hat{L}+\frac{1}{D-3})\Gamma(\hat{L}+\frac{1}{D-3})} & \text{for integer } c, \quad (4.78) \\
0 & \text{for integer } a \text{ or } b,
\end{cases}$$
where the parameters $a, b, c$ are defined in (4.50). In the scalar-type (even parity) sector, the generic Love number is given by

$$k_Z = -\frac{1}{4^{2\hat{L}+1}} \frac{(L + D - 3)(L + D - 2)^2}{L(1 - L)^2} \frac{\Gamma(\hat{L})\Gamma(\hat{L} + 2)}{\Gamma(\hat{L} + \frac{1}{2})\Gamma(\hat{L} + \frac{3}{2})} \tan(\pi \hat{L}), \quad \text{for generic } \hat{L}, D. \quad (4.79)$$

Specializing to the case of $D = 4$, we find that Love numbers of all types vanish (this case can be obtained from (4.79) by a suitable limit). This implies that all types of black hole response to massless external fields vanish in $D = 4$, in contrast to their higher-dimensional counterparts.
5 Matching to point particle effective field theory

Viewed from sufficiently far away, all objects look the same: a point in the distance. If we are able to perform finer and finer measurements, we can systematically correct this point-particle approximation to account for the internal structure of the object. The most familiar example of this logic is the multipole expansion in electrostatics, where the measurement of higher multipoles tells us about the spatial distribution of charge. However, the general philosophy is widely applicable: at distances large compared to the characteristic size of an object, there is an effective description where the object is modeled as a point particle. In this way of thinking about things, corrections due to the object’s finite size and its internal structure are encoded in higher-derivative operators in the effective theory.

In this section, we relate the static response coefficients computed in Section 4 to the coefficients appearing in this point-particle effective field theory (EFT). The motivation for this reorganization is twofold. First, there is some concern in the literature about whether or not black hole Love numbers are well-defined, given that they are computed in some particular choice of coordinates [44, 101]. The definition of black hole static responses as coefficients in a worldline effective action is unambiguous and manifestly gauge invariant. A second motivation for the translation to effective field theory is that it makes more transparent the relation between various phenomena that are controlled by the same operator coefficient, which may not be so obvious in general relativity calculations.

We first briefly review the point particle effective field theory formalism that we employ, and then proceed to match the coefficients in the worldline theory of a non-spinning black hole to the static response coefficients computed previously.

5.1 Point particle EFT basics

We begin by setting up the effective theory that we will use to describe the interaction of a black hole with external fields at long distances. In this approach we model a black hole as a point particle and construct an effective field theory on the black hole’s worldline. This type of point-particle effective field theory has wide applicability across physics, ranging from atomic physics [103], to superradiance [21], to superfluid rotons [104]. In the black hole context, this approach was first developed in [62, 63], motivated by the modeling of gravitational waves from binary inspirals. In the Love number context, this approach was used in [45] to match the black hole response to \( L = 2 \) scalar perturbations to a worldline EFT. Here we extend the analysis to all multipoles and types of applied external field.

The idea is to model a black hole as a point particle, described by the action

\[
S_{\text{ng}} = -m \int d\tau \sqrt{-\eta_{\mu\nu} \frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\tau}},
\]

where \( \tau \) is a coordinate that parameterizes the particle’s worldline and \( x^\mu(\tau) \) denotes the spacetime position of the particle as a function of this parameter. This worldline action is invariant under reparametrizations \( \tau \mapsto \tilde{\tau}(\tau) \). In order to couple the point particle to external fields, it is often convenient to go to

\[31\] For a pedagogical introduction, see [102] and these lecture notes.
Polyakov form by introducing the worldline vielbein $E$ (not to be confused with the electric field) as
\[ ds^2 = -E^2 \, d\tau^2 \] (5.2)
and coupling the point particle action to worldline gravity. The action (5.1) is equivalent to
\[ S_{\text{Polyakov}} = \frac{1}{2} \int d\tau \left( E^{-1} \eta_{\mu\nu} \frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\tau} - E m^2 \right). \] (5.4)
To see this, we can integrate out $E$ using its equation of motion,
\[ E^{-2} \ddot{x}^\mu \dot{x}_\mu + m^2 = 0, \] (5.5)
where an overdot denotes $d/d\tau$. This equation is just $p^2 + m^2 = 0$ for the point particle, and describes its free propagation. Upon substituting (5.5) back into the action, we recover (5.1).

The action (5.4) describes a free point particle. In order to go beyond this approximation, we could introduce particle self-interactions, but for our purposes the relevant interactions will come from coupling this point particle to external fields. The types of couplings relevant for studying static response are those that are quadratic in the external fields. The interpretation is that one of the fields in the interaction serves as a background field that causes a response from the point particle, which manifests as an induced field measured at infinity. This is depicted schematically in Figure 1.

5.2 Coupling to a scalar field

We first consider the interaction of the point particle with an external scalar field. The effective field theory logic dictates that we should write down all possible couplings to $\phi$ on the worldline that are consistent with the symmetries of the problem. Using the particle’s spacetime velocity $v^\mu \equiv \dot{x}^\mu$, which satisfies $v_\mu v^\mu = -1$ because it is time-like, we can construct the transverse projector
\[ P^\mu_\mu \equiv \delta^\mu_\mu + v^\mu v_\nu. \] (5.6)
This projector allows us to separate derivatives into temporal and spatial parts. Because of this, we will often directly write operators with spatial indices in the rest frame of the particle, with the understanding that they can be covariantized using the operator (5.6).\(^{33}\) Additionally, since we are interested in the black hole’s static response, we will ignore operators with time derivatives of the scalar, and will work to leading order in the velocity of the particle. With these considerations, the most general action (up to field redefinitions) that we can write down to second order in the bulk scalar field and at leading order in time derivatives is\(^{34}\)
\[ S = -\frac{1}{2} \int d^D x (\partial \phi)^2 + \int d\tau E \left[ \frac{1}{2} E^{-2} \ddot{x}^\mu \dot{x}_\mu - \frac{m^2}{2} - g \phi + \sum_{L=1}^{\infty} \frac{\lambda_L}{2L!} (\partial_{(a_1} \cdots \partial_{a_L)} \phi)^2 \right], \] (5.7)
\(^{32}\)In this formulation, the reparametrization invariance of the action acts on the fields as
\[ \delta \tau = \xi, \quad \delta E = \partial_\tau (E \xi), \quad \delta x^\mu = \xi \dot{x}^\mu, \] (5.3)
where $\xi$ is an infinitesimal parameter.
\(^{33}\)We denote these spatial indices by Latin indices from the beginning of the alphabet, e.g., $a, b, c, \cdots$.
\(^{34}\)The operator $\partial_{a_1} \cdots \partial_{a_L} \phi$ can be covariantized as $F^{(L)}_{\mu_1 \cdots \mu_L} \equiv P^{\nu_1}_{\mu_1} \cdots P^{\nu_L}_{\mu_L} \partial_{a_1} \cdots \partial_{a_L} \phi$. 
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where $\cdots_T$ denotes the symmetrized traceless component of the enclosed indices. Notice that this action has two parts. The first term is the kinetic term for the scalar field, which propagates in spacetime. The second is the worldline action which, in addition to the degrees of freedom describing the position of the particle, is a coupling to (spatial derivatives of) the bulk scalar field. The $\lambda_L$ couplings are the worldline definitions of black hole static response coefficients. It is these coefficients that we want to fix by comparing to the full general relativity calculation. One of the benefits of the EFT approach is that we could fix these coefficients by matching any processes between the EFT and the full theory. In this particular case, it will be most convenient to match static solutions in the two descriptions. Note that from the EFT perspective everything takes place in flat Minkowski space; the effects of dynamical gravity are included perturbatively.

In addition to the terms that we have written down in (5.7) there are possible terms with time derivatives, which will control the frequency-dependent response of the system—see [105, 106] for a discussion of some of them—along with terms involving more powers of fields, which would be relevant for the nonlinear response of the system. However, since we are concerned only with the static linear response, these are the only relevant operators.

The term $g\phi$ characterizes the charge of the point particle under the scalar field. Indeed, ignoring the other terms for a moment, it would lead to an equation of motion for the scalar field of the form:

$$\Box \phi = g \int d\tau \delta^{(D)}(x - x(\tau)), \quad (5.8)$$

where we have introduced a delta function at the location of the particle in order to write the worldline action as a spacetime integral. We see that the $g\phi$ coupling makes the point particle behave like a charged point source from the perspective of the bulk $\phi$ field. Interestingly, in the black hole context, the no-hair theorems [5–7] indicate that this coupling is absent.

In order to match $\lambda_L$ to the response coefficients computed in Section 4.1, we imagine that there is some external source (which we do not have to specify explicitly) that causes the solution to the linearized equation of motion $\Box \phi = 0$ to be

$$\phi^{(0)} = c_{a_1\cdots a_L} x^{a_1} \cdots x^{a_L}, \quad (5.9)$$

where $c_{a_1\cdots a_L}$ is a symmetric trace-free tensor. In spherical coordinates, this is precisely a tidal field $\phi \sim r^L Y_L^M(\theta)$ at infinity. Now, we want to understand the profile for the field induced by the $\lambda_L$ terms in response to this boundary condition. To do so, we formally expand the field as

$$\phi = \phi^{(0)} + \epsilon \phi^{(1)} + \cdots, \quad (5.10)$$

and solve order-by-order in $\epsilon$. In particular, the linear response corresponds to the solution $\phi^{(1)}$, where the effects of $\phi^{(0)}$ cause the $\lambda_L$ terms to act as a source. Inserting the expansion (5.10) into the action leads to the equation of motion

$$\Box \phi^{(1)} = -\lambda_L (-1)^L \int d\tau c^{a_1\cdots a_L} \partial_{a_1} \cdots \partial_{a_L} \delta^{(D)}(x - x(\tau)), \quad (5.11)$$

where the right-hand side plays the role of an effective source:

$$J_{\text{eff}}(x) \equiv -\lambda_L (-1)^L \int d\tau c^{a_1\cdots a_L} \partial_{a_1} \cdots \partial_{a_L} \delta^{(D)}(x - x(\tau)). \quad (5.12)$$
This is a linear equation, so we can solve it by convolving the source with the Green’s function for □

\[ \phi^{(1)}(x) = \int d^D y \, G(x - y) J_{\text{eff}}(y). \]  

(5.13)

Since we are interested in the static response, all Green’s functions coincide. It is easiest to work in Fourier space, where the convolution is replaced by multiplication. As a simplifying assumption, we take the point particle to be static at the origin, so that the Fourier transform of the source is

\[ J_{\text{eff}}(\vec{p}) = -\lambda_L (-1)^L \int d^d x \, e^{-i\vec{p} \cdot \vec{x}} \int d\tau \, c^{a_1 \cdots a_L} \partial_{a_1} \cdots \partial_{a_L} \delta^{(D)}(x - x(\tau)) \]

\[ = -\lambda_L (-i)^L c^{a_1 \cdots a_L} p_{a_1} \cdots p_{a_L}. \]  

(5.14)

In Fourier space, the Green’s function is just \( G(\vec{p}) = -1/p^2 \), so that

\[ \phi^{(1)}(\vec{p}) = \lambda_L (-i)^L c^{a_1 \cdots a_L} p_{a_1} \cdots p_{a_L}/p^2. \]  

(5.15)

This solution is exactly the response induced by the presence of the quadratic \( \lambda_L \) coupling to an external tidal field, as we expect. Of course, the expression (5.15) can equally well be obtained via a Feynman diagram expansion, where the relevant diagram is shown in Figure 1. In this approach, the source term (5.14) is associated to the four-point vertex with one leg on the background (denoted by the red ×), and the Green’s function is (the static limit of) the propagator for the external scalar line (wavy line). At this order, the interpretation in terms of Feynman diagrams does not afford a large simplification, but at higher orders it becomes much more economical.

At this point, all that is left is to Fourier transform back to position space and match to the solution we obtained in the full theory calculation. We can do the Fourier transform using the standard Fourier integral

\[ \int \frac{d^d \vec{p}}{(2\pi)^d} \, e^{i\vec{p} \cdot \vec{x}} \frac{1}{p^2} = \frac{\Gamma(d/2 - 1)}{(4\pi)^{d/2}} \left( \frac{x^2}{4} \right)^{1-d/2}. \]  

(5.16)

Of course this integral does not converge for some values of \( d \), but in those cases the Fourier transform can be defined in the standard way by taking a limit. In the following we will focus on the cases where \( d \) and \( L \).
are generic, but quantities in special degenerate cases can also be obtained by the limiting procedure. This is not precisely the integral we need, but we can obtain the integral of interest by differentiating both sides of this formula with respect to $x^a L$ times. In general this would generate a very complicated formula, but since we are ultimately going to contract the free indices with the totally traceless tensor $c_{a_1...a_L}$ the only nonzero contributions will arise when derivatives hit the $\vec{x}^2$ factor. With this simplification, we have

$$(-i)^L \int \frac{d^d p}{(2\pi)^d} e^{i\vec{p} \cdot \vec{x}} c_{a_1...a_L}^a \cdots p_{a_L} = (-1)^L \frac{\Gamma\left(\frac{d}{2} - 1\right)\Gamma\left(2 - \frac{d}{2}\right)}{2^L (4\pi)^{d/2} \Gamma\left(2 - L - \frac{d}{2}\right)} c_{a_1...a_L} x^{a_1} \cdots x^{a_L} \left(\frac{\vec{x}^2}{4}\right)^{1 - \frac{d}{2} - L}.$$  \hfill (5.17)

We can now combine together the solution $\phi^{(1)}$ with the tidal field background $\phi^{(0)}$ into the full field $\phi$:

$$\phi(\vec{x}) = c_{a_1...a_L} x^{a_1} \cdots x^{a_L} \left[1 + \lambda_L (-1)^L \frac{2^{L-2} \Gamma\left(\frac{d}{2} - 1\right)\Gamma\left(2 - \frac{d}{2}\right)}{\pi^{d/2} \Gamma\left(2 - L - \frac{d}{2}\right)} |\vec{x}|^{-d-2L+2}\right].$$  \hfill (5.18)

Notice that the prefactor is (up to an unimportant normalization) $r^L Y_L^M(\theta)$, so we can readily match this solution to the full theory calculation we did in Section 4.1. Unpacking the definitions there, we find that the solution in the $r \to \infty$ limit is given by

$$\phi_L(r) \simeq Ar^L Y_L^M(\theta) \left[1 + \cdots + k_{\text{scalar}} \left(\frac{r}{r_s}\right)^{-D-2L+3} + \cdots\right],$$  \hfill (5.19)

where $A$ is an unimportant overall normalization and where $k_{\text{scalar}}$ is the (dimensionless) scalar Love number given by (4.26). Here $\cdots$ denotes other subleading terms in the $r \to \infty$ expansion. Recall also that $D = d + 1$. Comparing (5.18) to (5.19), we can read off $\lambda_L$:

$$\lambda_L = k_{\text{scalar}} (-1)^L \frac{\Gamma\left(\frac{5-D}{2} - L\right)}{2^{L-2} \Gamma\left(\frac{5-D}{2}\right) \Gamma\left(\frac{D-3}{2}\right)} r_s^{2L-D-3},$$  \hfill (5.20)

which relates the EFT coefficient to the quantity computed in the full theory, $k_{\text{scalar}}$. For $L = 2$ this reproduces the result in [45]. The overall numerical prefactor multiplying $k_{\text{scalar}}$ is not particularly important. Rather, conceptually, the interesting thing is that when $k_{\text{scalar}}$ vanishes—as it does in $D = 4$—the corresponding EFT coefficient also vanishes. The vanishing of this EFT coefficient is therefore an unambiguous characterization of what it means for the scalar Love numbers of a black hole to vanish.

### 5.3 Coupling to electromagnetism

We next consider worldline couplings to the electromagnetic field. These are the couplings that encode the electromagnetic susceptibilities of the black hole. In addition to demanding worldline reparametrization invariance, as in the scalar case, we must impose that the worldline couplings are gauge invariant. This indicates that the worldline operators should be built from the electric and magnetic fields:

$$E_a \equiv F_{0a} = \dot{A}_a - \partial_a A_0,$$  \hfill (5.21)

$$B_{ab} \equiv F_{ab} = \partial_a A_b - \partial_b A_a,$$  \hfill (5.22)
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which can be written in terms of $F_{\mu\nu}$ in a covariant way using the projector (5.6). We therefore consider the action

$$ S = S_{pp} - \frac{1}{4} \int d^D x F_{\mu\nu} F^{\mu\nu} + \sum_{L=1}^{\infty} \frac{1}{2L!} \int d\tau \left[ \lambda^{(E)}_L (\partial_{a_1} \cdots \partial_{a_{L-1}} E_{a_L})^2 + \frac{\lambda^{(B)}_L}{2} (\partial_{a_1} \cdots \partial_{a_{L-1}} B_{a_L})^2 \right], $$

where $S_{pp}$ is the free point particle action (5.4). Note that the letter $E$ appears in this equation in two different ways: as the worldline vielbein, $E$, and as the electric field $E_a$; these should not be confused. There is another possible operator $\sim v^\mu A_\mu$ that we have not written, which just accounts for the possibility that the point particle is charged. Since the black holes of interest are uncharged, we set this coupling to zero. We now solve the same problem as before: consider a background tidal electric or magnetic field and compute the response induced by the operators proportional to $\lambda^{(E)}_L$ and $\lambda^{(B)}_L$.

**Electric response:** In the static case, we can induce a tidal electric field by considering the background field profile

$$ A^{(0)}_\mu (x) = c^{(E)}_a x^{a_1} \cdots x^{a_L}, \quad (5.24) $$

so that the effective source appearing in the $A^{(1)}_\mu$ equation of motion is

$$ J^{\mu}_{\text{eff}} (\vec{p}) = -\delta^\mu_0 \lambda^{(E)}_L (-i)^L c^{(E)}_a p^{a_1} \cdots p^{a_L}. \quad (5.25) $$

It is easiest to solve for $A_\mu$ by multiplying this by the Feynman gauge propagator (at $\omega = 0$):

$$ G^{\mu\nu}_F = -\frac{1}{p^2} \eta^{\mu\nu}. \quad (5.26) $$

Using this, we find the following solution for $A^{(1)}_\mu$ where only $A_0$ is nonzero

$$ A^{(1)}_\mu (\vec{p}) = \lambda^{(E)}_L (-i)^L c^{(E)}_a p^{a_1} \cdots p^{a_L} p^2. \quad (5.27) $$

Since this is identical to (5.15) we can use the formulas from the previous subsection to go back to real space. Summing up the tidal field with this induced profile we obtain

$$ A_0 (x) = \tilde{c}^{(E)}_L Y_L^M (\theta) \left[ 1 + \lambda^{(E)}_L (-1)^L 2^{L-2} \Gamma(\frac{d}{2} - 1) \Gamma(\frac{d}{2} - \frac{d}{2}) \pi^{d/2} \Gamma(2 - L) r^{-d-2L+2} \right], \quad (5.28) $$

where we have switched to spherical coordinates, and $\tilde{c}$ is an (irrelevant) overall constant.

In order to match the solution (5.28) to the quantities computed in Section 4.2 we have to account for one additional subtlety, which is that the two computations have been carried out in different gauges. One way to deal with this would be to explicitly change gauges in one of the answers and then compare. However, it is much simpler to just compare a gauge-invariant quantity like the radial electric field. In the EFT, the radial electric field is just $E_r = -\partial_r A_0$, while in the full GR computation the radial electric field in the static limit is $E_r = -\partial_r a_0 Y_L^M$, where $a_0$ can be written in terms of $\Psi_S$ using (3.20). Since the radial derivatives are the same in the two cases, we can actually just match $A_0$ and $a_0$. The latter is given by (as $r \to \infty$)

$$ a_0 \simeq A r^L \left[ 1 + \cdots + \frac{L}{D - 3 + L} k_S \left( \frac{r}{r_S} \right)^{-D-2L+3} + \cdots \right], \quad (5.29) $$
where \( k_S \) is the electric polarizability \((4.44)\). Comparing the two, we find that

\[
\lambda^{(E)}_L = -k_S(-1)^L \frac{L}{L + D - 3} \frac{\pi D - 1}{2L - 2} \frac{\Gamma(\frac{5-D}{2} - L)}{\Gamma(\frac{5-D}{2}) \Gamma(\frac{D-3}{2})} r^{2L+D-3},
\]

(5.30)

which relates the Wilson coefficient in the point particle action to the black hole polarizability. Again, we find that the coupling to \( E^2 \) is absent in the action when the polarizability vanishes.

**Magnetic response:** Now we match the magnetic coefficient \( \lambda^{(B)}_L \). As in the electric case we consider a tidal magnetic field, which is induced by

\[
A^{(0)}_a(\vec{x}) = c^{(B)} a_{b_1 \cdots b_L} x^{b_1} \cdots x^{b_L},
\]

(5.31)

where \( c^{(B)} a_{b_1 \cdots b_L} \) has the symmetry type \( \underbrace{L}_{\sum b_i}^T \). That is, it is traceless and symmetric in its \( b \) indices, and if we symmetrize over \( a \) additionally the tensor vanishes. This leads to a source in the equation of motion for \( A_a \)

\[
J_a^{\mu}_{\text{eff}}(\vec{p}) = -\delta_a^{\mu} \lambda^{(B)}_L (-i) c^{(B)} a_{b_1 \cdots b_L} p_{b_1} \cdots p_{b_L}.
\]

(5.32)

We can, as before, contract this with the Feynman gauge Green’s function to solve for the induced field and then combine with the tidal contribution to get the full solution,

\[
A_i(\vec{x}) = c^{(B)} X^{(T)}_i M^T_L \left[ 1 + \lambda^{(B)}_L (-1)^L \frac{2 L - 2 \Gamma(d/2 - 1) \Gamma(2 - d/2)}{\pi d/2 \Gamma(2 - L - d/2)} r^{d - 2L + 2} \right],
\]

(5.33)

where we have focused on the angular components so that we can use the fact that (see Appendix A.2)

\[
c^{(B)} i_{b_1 \cdots b_L} x^{b_1} \cdots x^{b_L} = c^{(B)} r^{L+1} X^{(T)}_i M^T_L,
\]

(5.34)

to write things in spherical coordinates.\(^{35}\) In order to match to the full GR calculation, we again match to the gauge-invariant magnetic field, which is given by \( B_{ab} = \partial_a A_b - \partial_b A_a \). It is easiest to match to the angular components of this tensor, \( B_{ij} \) (recall \( i, j, k, \cdots \) indices indicate angular directions), so that in the EFT we have

\[
B_{ij}(\vec{x}) = 2 c^{(B)} X^{(T)}_i \nabla_{[i} Y^{(T)}_{j]} M^T_L \left[ 1 + \lambda^{(B)}_L (-1)^L \frac{2 L - 2 \Gamma(d/2 - 1) \Gamma(2 - d/2)}{\pi d/2 \Gamma(2 - L - d/2)} r^{d - 2L + 2} \right].
\]

(5.35)

In the full theory, on the other hand, we have that \( B_{ij} = r^{(4-D)/2} \Psi_V \nabla_{[i} Y^{(T)}_{j]} M^T_L \), where \( \Psi_V \) can be expanded near infinity as

\[
\Psi_V \simeq A r^{L+1+\frac{D-4}{2}} \left[ 1 + \cdots + k_V \left( \frac{r}{r_s} \right)^{-D-2L+3} + \cdots \right],
\]

(5.36)

where \( k_V \) is given in \((4.40)\). Putting these together, we find

\(^{35}\)Strictly speaking, the translation from Cartesian coordinates to spherical coordinates can have a part proportional to the gradient of a scalar spherical harmonic. However, this piece will get projected out of gauge-invariant quantities because it is pure gauge, so we suppress this (irrelevant) piece.
\[ \lambda_L^{(B)} = k_V (-1)^L \pi \frac{D+1}{2L-2} \frac{\Gamma \left( \frac{5-D}{2} - L \right)}{\Gamma \left( \frac{3-L}{2} \right) \Gamma \left( \frac{D-1}{2} \right)} r^{2L+D-3}, \] (5.37)

which matches \( \lambda_L^{(B)} \) in terms of \( k_V \). Again, the \( B^2 \) operators are absent when the corresponding Love numbers vanish in the full theory.

### 5.4 Coupling to gravity

Finally, we consider coupling the black hole point particle to gravity. Strictly speaking, the mere presence of black holes tells us that we should have coupled to gravity from the beginning. However, in the previous sections we were interested in the leading effects near \( r \to \infty \), which are insensitive to dynamical gravity. Indeed, this is another advantage of the EFT approach. If we were interested in the subleading behavior of the responses we would have to include gravitational effects even in the scalar and electromagnetic cases, which can be done perturbatively. At the free level, coupling to gravity is very simple: we just promote \( \eta_{\mu \nu} \to g_{\mu \nu} \) so that the point particle action is given by

\[ S_{pp} = \int d\tau E \left( -\frac{1}{2} E^{-2} g_{\mu \nu} \dot{x}^\mu \dot{x}^\nu - \frac{m^2}{2} \right). \] (5.38)

This coupling causes gravity to respond to the stress tensor of the point particle. In order to capture the tidal response of the point particle and match to the Love numbers in the full theory, we have to include higher-derivative worldline couplings to the graviton. Much as in the spin-1 case, these couplings are constrained by worldline reparametrization invariance as well as gauge invariance. This implies that these higher-derivative couplings will have to be built from the Weyl tensor, \( C_{\mu \nu \rho \sigma} \), which we consider instead of the Riemann tensor because the traces are redundant couplings and can be removed by field redefinitions.

The differential Bianchi identity tells us that divergences of the Weyl tensor vanish, and d’Alembertians acting on the Weyl tensor can also be redefined away at quadratic order in \( h_{\mu \nu} \). Since we are interested in static solutions, the most general basis of operators at second order in the fields therefore consists of symmetrized traceless derivatives of the Weyl tensor.

There are three types of operators that we can write in the worldline action, coming from the irreducible components of the Weyl tensor under the \( D \to d + 1 \) space/time split. Given the \( D \)-dimensional Weyl tensor, we can construct its electric part as

\[ E_{ab}^{(2)} \equiv C_{0a0b}, \] (5.39)

which can be written covariantly using \( v^\mu \) and the projector (5.6). This gravito-electric field is a symmetric and traceless tensor. From the Weyl tensor we can also construct the magnetic part

\[ B_{ab/c}^{(2)} \equiv C_{0abc}. \] (5.40)

This tensor is totally traceless and is of mixed symmetry type \( \boxplus \boxminus \). It is convenient to work in the convention where it is symmetric under the interchange of its first two indices. If we were to try to
symmetrize as well over $c$ the tensor vanishes. In the special case $D = 4$ this tensor can be dualized using $\epsilon_{abc}$ to a symmetric-traceless two-index tensor.\textsuperscript{36} Finally there is the lower-dimensional Weyl-like tensor:

\[
C_{ac|bd}^{(2)} \equiv C_{abcd}
\]  

(5.41)

which has the same symmetries as the Weyl tensor $\rho$. In the special case $D = 4$ this tensor vanishes, so there are only electric-type and magnetic-type operators that we can add to the worldline action. This is consistent with the fact that the spin-2 tensor degree of freedom only exists for $D \geq 5$, and these Weyl-like operators induce a tidal response in this tensor degree of freedom.

We can then write down the worldline effective action to quadratic order in the graviton fluctuation $g_{\mu\nu} = \eta_{\mu\nu} + 2h_{\mu\nu}/M_{\text{Pl}}^{(D-2)/2}$

\[
S = S_{\text{pp}} + \int d^D x \frac{1}{2} h E h + \sum_{L=1}^{\infty} \frac{1}{2L!} \int d\tau \left[ \lambda_L^{(C_E)} \left( \partial_{(a_1} \cdots \partial_{a_{L-2}} E_{a_{L-1}a_L)} \right)^2 
+ \frac{\lambda_L^{(C_B)}}{2} \left( \partial_{(a_1} \cdots \partial_{a_{L-2}} B_{a_{L-1}a_L)} \right)^2 
+ \frac{\lambda_L^{(T)}}{4} \left( \partial_{(a_1} \cdots \partial_{a_{L-2}} C_{a_{L-1}a_L)} \right)^2 \right],
\]

(5.42)

where $E$ is the Lichnerowicz operator (see eq. (3.29) with $\Lambda = 0$ and $\nabla = \partial$ for its precise form). The problem is now the same as in the previous cases: we impose boundary conditions so that the solution to the linearized equation of motion corresponds to a tidal field and then we compute the induced tidal response due to the presence of these operators. It will be convenient to work in de Donder gauge, which is defined by the condition

\[
\partial_{\mu} (h_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} \eta_{ab}) = 0.
\]

In this gauge the graviton propagator is

\[
G_{\mu\nu|ab}^{\text{dd}} = -\frac{1}{2} \left( \eta_{\mu\alpha} \eta_{\nu\beta} + \eta_{\mu\beta} \eta_{\nu\alpha} - \frac{2}{D-2} \eta_{\mu\nu} \eta_{\alpha\beta} \right) \frac{1}{p^2}.
\]

(5.43)

Since we are interested in static solutions ($\dot{h}_{\mu\nu} = 0$), there are numerous simplifications in this gauge, we find that $\nabla^2 h_a = \nabla^2 h_{00} = \nabla^2 h_{0a} = \partial_a h^{00} = 0$ and $\partial_a h^{ab} = \frac{1}{D-2} \partial^b h_{00}$, where $\nabla^2$ is the spatial laplacian.

**Gravito-electric response:** We begin by considering the electric (scalar-type) Love number. In de Donder gauge only the $h_{00}$ component of the metric contributes to the gravito-electric field, so to induce a background field we can take the solution to the linear equation of motion

\[
h_{00}^{(0)} = \epsilon_{a_1 \cdots a_L} x^{a_1} \cdots x^{a_L}.
\]

(5.44)

Following the same procedure as above, the $E^2$ coupling in the action induces the following response:

\[
h_{00}^{(1)} (\vec{p}) = \lambda_L^{(C_E)} (-i) \frac{D-3}{D-2} \frac{c_{a_1 \cdots a_L} \eta^{a_1} \cdots \eta^{a_L}}{\vec{p}^2}.
\]

(5.45)

\textsuperscript{36}The fact that the gravito-electric and gravito-magnetic tensors have the same number of components in $D = 4$ makes the existence of gravitational electric-magnetic duality possible.
Using the standard Fourier transform formulas, it is straightforward to go back to position space and combine with the tidal field to get the full solution for $h_{00}$:

$$h_{00}(\vec{x}) = c^{(E)} r^L Y^M_L(\theta) \left[ 1 + \lambda^{(CE)}_L (-1)^L \frac{d-4}{d-3} \frac{2^{L-2} \Gamma(\frac{d}{2} - 1) \Gamma(2 - \frac{d}{2})}{\pi^{d/2} \Gamma(2 - L - \frac{d}{2})} r^{-d-2L+2} \right].$$  (5.46)

Now, in order to match to the GR computation, we again have to match gauge-invariant quantities. In this case, the simplest quantity to match is the $rr$ component of the electric tensor, or equivalently the $C_{0r0r}$ component of the Weyl tensor. This is given by $C_{0r0r} = -\partial_r^2 h_{00}$, which evaluates to

$$C_{0r0r} \propto r^{L-2} Y^M_L \left[ 1 + \lambda^{(CE)}_L (-1)^L \frac{d-4}{d-3} \frac{(d+L-2)(d+L-1)}{L(L-1)} \frac{2^{L-2} \Gamma(\frac{d}{2} - 1) \Gamma(2 - \frac{d}{2})}{\pi^{d/2} \Gamma(2 - L - \frac{d}{2})} r^{-d-2L+2} \right].$$  (5.47)

We also have to compute the Weyl tensor arising from the potentials computed in Section 4.3. At a general point $r$, this is a somewhat complicated task. However, since we only need to match things at $r \to \infty$ we can compute the Weyl tensor to leading order in this limit, which is considerably simpler. In this limit, the part of the Weyl tensor of interest is given by

$$C_{0r0r} \propto r^{2(D-3) L(L+D-3) Y^M_L(\theta)} r^{-\frac{D}{2}} \Psi_Z$$  (5.48)

where $\Psi_Z$ is the Zerilli variable, which has the expansion near $r \to \infty$

$$\Psi_Z = Ar^{L+1-\frac{(D-4)}{2}} \left[ 1 + \cdots + k_Z \left( \frac{r}{r_s} \right)^{-L-3} + \cdots \right],$$  (5.49)

where $k_Z$ is the electric Love number given by (4.79). Comparing the two solutions we can match,

$$\lambda^{(CE)}_L = k_Z (-1)^L \frac{(D-2)L(L-1)}{(D-3)(D+L-3)(D+L-2)} \frac{\pi^{D-1}}{2^{L-2} \Gamma(\frac{5-D}{2}) \Gamma(\frac{5-D}{2})} r s^{2L+D-3},$$  (5.50)

which relates the EFT parameter to the Love number. As expected, the EFT coefficient vanishes whenever the Love number does.

**Gravito-magnetic response:** We can repeat the exercise for the gravito-magnetic field. In de Donder gauge, only $h_{0a}$ contributes to the $C_{0abc}$ part of the Weyl tensor, so we can consider

$$h_{0a}^{(0)}(\vec{x}) = c^{(B)} a_{b_1 \cdots b_L} x^{b_1} \cdots x^{b_L},$$  (5.51)

which induces a tidal gravito-magnetic field with multipole structure $L$. Following the same procedure, we can contract the corresponding source obtained by perturbing the action and then Fourier transform back to real space to find the field profile

$$h_{0a}(\vec{x}) = c^{(B)} r^{L+1} Y^T_L(\theta) \left[ 1 + \lambda^{(CE)}_L (-1)^L \frac{2^{L-2} \Gamma(\frac{d}{2} - 1) \Gamma(2 - \frac{d}{2})}{\pi^{d/2} \Gamma(2 - L - \frac{d}{2})} r^{-d-2L+2} \right].$$  (5.52)
where we have again focused on the angular component. As is now familiar, we have to match gauge-invariant quantities, so we construct the Weyl tensor \( C_{0ij} = 2\partial_r \nabla_i [\eta_{kj}] \), which is

\[
C_{0ij} = 2(L + 1)c^{(B)}_r L \nabla_i [\eta^{(T)}_{kj}]^M \frac{1 - \lambda^{(CB)}_{L} (-1) L d + L - 3 2^{L-2} \Gamma \left( \frac{d}{2} - 1 \right) \Gamma \left( 2 - \frac{d}{2} \right) r^{-d-2L+2}}{L + 1}.
\]  

(5.53)

In order to match, we require the same Weyl tensor component computed in the full theory, expanded around \( r \to \infty \). We find that (up to an irrelevant overall factor)

\[
C_{0ij} \xrightarrow{r \to \infty} \nabla_i [\eta^{(T)}_{kj}]^M \frac{r^{2-D}}{\Psi_{RW}}.
\]

(5.54)

Then, using the expansion of the Regge–Wheeler variable near infinity,

\[
\Psi_{RW} = Ar^{L+\frac{D}{2}-1} \left[ 1 + \cdots + k_{RW} \left( \frac{r}{r_s} \right)^{-D-2L+3} + \cdots \right],
\]

(5.55)

where \( k_{RW} \) is the magnetic Love number (4.78), and comparing the two solutions, we can read off

\[
\lambda^{(CB)}_{L} = -k_{RW} (-1) L \frac{L + 1}{D + L - 4} \frac{\pi^{\frac{D-1}{2}}}{2^{L-2} \Gamma \left( \frac{5-D}{2} - L \right) \Gamma \left( \frac{D-3}{2} \right)} r^{2L+D-3},
\]

(5.56)

which relates the response coefficient in the EFT to the Love number computed via a GR calculation.

**Tensor response:** Finally, we consider the response induced by the \( \lambda^{(T)} \) terms. To do this, we consider the growing-mode profile for \( h_{ab} \):

\[
h_{ab}^{(0)}(\vec{x}) = c^{(T)}_{ab|c_1 \cdots c_L} x^{c_1} \cdots x^{c_L}
\]

(5.57)

Through the \( \lambda^{(T)} \) operators, this induces the sub-leading falloff (which can be computed by contracting the growing-mode source with the de Donder propagator)

\[
h_{ab}^{(1)} = \lambda^{(T)}_{L} (-1)^L c^{(T)}_{ab|c_1 \cdots c_L} \frac{p^{c_1} \cdots p^{c_L}}{p^2}.
\]

(5.58)

Going back to real space and adding back in the tidal field, we have the solution

\[
h_{ab} = c^{(T)}_{ab|c_1 \cdots c_L} x^{c_1} \cdots x^{c_L} \left[ 1 + \lambda^{(T)}_{L} (-1)^L \frac{2^{L-2} \Gamma \left( \frac{d}{2} - 1 \right) \Gamma \left( 2 - \frac{d}{2} \right) |\vec{x}|^{-d-2L+2}}{\pi^{d/2} \Gamma \left( 2 - \frac{d}{2} \right)} \right].
\]

(5.59)

Notice that if we write this expression in spherical coordinates, the transverse-traceless part in the angular directions is actually gauge invariant

\[
h_{ij}^{TT} = c r^{L+2} Y_{ij}^{(TT)}(\theta) \left[ 1 + \lambda^{(T)}_{L} (-1)^L \frac{2^{L-2} \Gamma \left( \frac{d}{2} - 1 \right) \Gamma \left( 2 - \frac{d}{2} \right) r^{-d-2L+2}}{\pi^{d/2} \Gamma \left( 2 - \frac{d}{2} \right)} \right],
\]

(5.60)

so we can just match it directly to the tensor component computed in the full theory. This tensor component coefficient has an expansion that is identical to that of the scalar (5.19) (with an additional overall factor of \( r^2 \)) so we can use that solution to read off
which defines the EFT coefficient in terms of the tensor-type Love numbers (which happen to coincide with the scalar Love numbers). If we had preferred, we could also have done the matching through the Weyl tensor, though it is not necessary in this case.

In summary, we have derived the mapping between the worldline EFT coefficients for all types of black hole static response, and have confirmed that the worldline couplings also vanish anytime the Love numbers computed directly in GR vanish.
6 Conclusions

We have systematically computed the static response of non-spinning black holes in flat spacetime to external massless perturbations of spin-0, spin-1, and spin-2 in all dimensions. These results confirm known results where applicable, while filling in gaps in the literature. The final results are reported in eq. (4.26) for spin-0, in eqs. (4.44) and (4.45) for spin-1, and in eqs. (4.78) and (4.79) for spin-2. We find that, like the spin-2 tidal Love numbers, the spin-0 scalar response and spin-1 electromagnetic susceptibilities of black holes vanish only in $D = 4$. In order to give an unambiguous definition of the static response coefficients, we have connected solutions obtained by a general relativity calculation—which are calculated in a particular coordinate system—to gauge-invariant quantities by matching to the point particle effective action that describes the black hole at long distances.

These results deepen the mystery of the vanishing of black hole Love numbers: all static responses vanish in four dimensions, but all are generically nonzero in other dimensions (apart from special values of the multipole moment). This adds further evidence that there is some underlying explanation for this vanishing of black hole responses in four dimensions. A natural possibility is that there is some hidden symmetry responsible for this behavior, particularly given these responses’ interpretation as Wilson coefficients in the point particle effective theory. One intriguing possibility is that the Geroch group [107, 108] plays some role, because the static sector relevant for computation of Love numbers should have an action of these transformations. In [71] we explore this more fully by systematically studying the symmetries of perturbations around non-spinning black holes and their consequences for both Love numbers and time-dependent solutions.

One reason that it would be interesting to understand why Love numbers vanish is that it would allow them to be used as powerful tests of gravity. The fact that Love numbers are zero is rather delicate. Generic deviations away from general relativity cause the tidal response to be nonzero [23]. Once we understand the minimal requirements for their vanishing, measurements would allow us to constrain broad classes of theories.

Aside from understanding the underlying reason for vanishing of Love numbers, there are other natural directions suggested by this study. It is known that changing the asymptotic boundary conditions [49] or adding higher curvature terms [50] causes black hole Love numbers to be non-zero, but another natural generalization away from the Schwarzschild case is to consider charged black holes. Aspects of the perturbation theory of charged black holes have been studied [23, 109, 110], but it is not yet known whether Love numbers vanish in the presence of both gravitational and electromagnetic tidal fields, and it would be interesting to find out. The other natural extension is to consider black holes with spin. In [57], Kerr black hole Love numbers were computed to be nonzero. It would be very interesting to verify this by explicitly matching to a worldline effective theory to determine if some non-minimal coupling is required to reproduce the solutions that they found. More generally, it would be interesting to phrase the computation of Love numbers in a more on-shell language [111–113], which may shed some light on the underlying structure. A related—but computationally simpler—example is provided by a scalar field, which has somewhat similar properties [105], and could serve as a useful test case. Another possible simplification could be provided by considering the very rapidly spinning case, where the symmetries of the near-horizon metric can be used...
to organize calculations [114, 115].

We expect that understanding these issues will provide some insights both into the nature of black holes themselves, and into the structure of Einstein gravity.
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A Spherical harmonics

In order to isolate the physical degrees of freedom in Section 3, we decomposed fields into $\text{SO}(D-1)$ eigenfunctions, namely spherical harmonics. In this Appendix we collect some useful information about spherical harmonics in general dimension. Many useful results can be found in [116, 117], and particularly in [118].

A.1 Scalar spherical harmonics

We begin by discussing scalar spherical harmonics on the $n$-sphere. These are the higher-dimensional versions of the familiar harmonics on the 2-sphere.

The basic idea is to embed the $n$-sphere $S^n$ into $\mathbb{R}^{n+1}$. (Hyper)spherical harmonics are then the restriction of homogeneous harmonic polynomials in this ambient space to the sphere. To see this, consider a homogeneous polynomial of order $L$

$$P^{(L)}(x) = c_{a_1 \cdots a_L} x^{a_1} \cdots x^{a_L}. \quad (A.1)$$

This polynomial is harmonic if $c_{a_1 \cdots a_L}$ is traceless. That is,

$$\Box_{n+1} P^{(L)}(x) = 0 \quad \text{if} \quad c_{a_1 \cdots a_L} = 0, \quad (A.2)$$

where $\Box_{n+1}$ is the ambient space laplacian. We now consider slicing $\mathbb{R}^{n+1}$ by $n$-spheres:

$$ds^2 = \gamma_{ab} dx^a dx^b = dr^2 + r^2 d\Omega^2_{S^n}. \quad (A.3)$$

The $(n+1)$-dimensional laplacian then decomposes as

$$\Box_{n+1} = \frac{1}{rn} \partial_r r^n \partial_r + \frac{1}{r^2} \Delta_{S^n}, \quad (A.4)$$

where the derivatives act on everything to their right.

In the spherical coordinates we have chosen, the radial dependence of the homogeneous polynomial $P^{(L)}$ is very simple:

$$P^{(L)}(r, \theta) = r^L Y_L(\theta), \quad (A.5)$$

where $\theta = \{\theta_1, \ldots, \theta_n\}$ are the coordinates on $S^n$, which we choose using the recursive definition of the line element: $d\Omega^2_{S^n} = d\theta_1^2 + \sin^2 \theta_1 d\Omega^2_{S^{n-1}}$, where the line element on the circle is just $d\Omega^2_{S^1} = d\theta_1^2$. It is then straightforward to see that the harmonic condition in the ambient space translates to

$$\Box_{n-1} P^{(L)}(r, \theta) = r^{L-2} \left( L(L + n - 1) + \Delta_{S^n} \right) Y_L(\theta) = 0. \quad (A.6)$$

This implies that the $Y_L(\theta_a)$ are eigenfunctions of the spherical laplacian with eigenvalue

$$\Delta_{S^n} Y_L(\theta) = -L(L + n - 1) Y_L(\theta). \quad (A.7)$$
These functions provide a representation of the rotation group $\text{SO}(n + 1)$. To count the dimension of this representation, note that a symmetric $L$-index tensor in $(n + 1)$-dimensions has \( \binom{n+L}{L} \) independent components and that the tracelessness condition imposes \( \binom{n+L-2}{L-2} \) conditions. There are therefore
\[
N_L = \binom{n + L}{L} - \binom{n + L - 2}{L - 2} = \frac{(L + n - 2)!(2L + n - 1)}{(n - 1)!L!},
\]
(A.8)
independent harmonics, which gives the dimension of the representation.

It is useful to give a concrete basis for these functions. There are various ways to do this, but probably the most intuitive relies on the observation that there is a sequence of group inclusions
\[
\text{SO}(n + 1) \supset \text{SO}(n) \supset \text{SO}(n - 1) \supset \cdots \supset \text{SO}(2).
\]
(A.9)

This is reflected in the fact that the laplacian on the sphere factorizes nicely:
\[
\Delta_{S^n} = \sin^{1-n} \theta_n \frac{\partial}{\partial \theta_n} \sin^{n-1} \theta_n \frac{\partial}{\partial \theta_n} + \sin^{-2} \theta_n \Delta_{S^{n-1}}.
\]
(A.10)

It is therefore convenient to label the spherical harmonics by their eigenvalues of the laplacian of each embedded sphere. There are thus \( (n-1) \) “magnetic” quantum numbers, which satisfy
\[
|m_1| \leq m_2 \leq \cdots \leq m_{n-1} \leq L \equiv m_n.
\]
(A.11)

We will usually collect these into a multi-index, so that we label the spherical harmonics as \( Y^M_L(\theta) \). The magnetic quantum numbers are the angular momentum projections along the various embedded spheres:
\[
\Delta_{S^{n-j}} Y^M_L(\theta) = -m_{n-j} (m_{n-j} + n - j - 1) Y^M_L(\theta) \quad \text{for } n - j \geq 2
\]
(A.12)
\[
\frac{\partial}{\partial \theta_1} Y^M_L(\theta) = \pm im_1 Y^M_L(\theta).
\]
(A.13)

These functions provide an orthonormal and complete basis of functions on the \( n \)-sphere:
\[
\int d\Omega_{S^n} Y^M_L(\theta)^* Y^M_{L'}(\theta) = \delta_{LL'}\delta^{MM'}
\]
(A.14)
\[
\sum_{L,M} Y^M_L(\theta)^* Y^M_{L'}(\tilde{\theta}) = \frac{1}{\sqrt{\gamma(n)}} \delta(n)(\theta - \tilde{\theta})
\]
(A.15)

Using separation of variables, we can construct explicit formulae for these functions [116]:
\[
Y^m_1\ldots m_n(\theta) = \frac{1}{\sqrt{2\pi}} e^{i m_1 \theta_1} \prod_{i=2}^n i P^{m_i}_{m_{i-1}}(\theta_i)
\]
(A.16)
\[
k \bar{P}^j_i(\theta) = \sqrt{\frac{(2i + k - 1)(i + j + k - 2)!}{2(i - j)!}} \sin^{2-k} \frac{\theta}{2} P_{\frac{2j+k-2}{2}}(\cos \theta)
\]
(A.17)
\[
\bar{P}^{-a}_b(x) = \frac{1}{\Gamma[1+a]} \left( \frac{1-x}{1+x} \right)^{\frac{a}{2}} 2F_1 \left[ \begin{array}{c} -b, b+1 \end{array} \bigg| 1-x \right] 2F_1 \left[ \begin{array}{c} a \end{array} \bigg| 1 \right]
\]
(A.18)

\[37\]The SO(2) case is treated slightly differently because its eigenfunctions are just \( \sim e^{im_1 \theta_1} \), and specifying the eigenvalue of the laplacian, \( m_1^2 \), does not uniquely pick the positive or negative \( m_1 \) option.
The functions $P^{-a}_b$ are also known as associated Legendre functions, and $_2F_1$ is the (Gauss) hypergeometric function, discussed more in Appendix B. Note that the $k\tilde{P}^m_\ell$ are each eigenfunctions of the $k$-sphere:

$$\Delta_{S^k} k\tilde{P}^m_\ell = -\ell(\ell + k - 1)k\tilde{P}^m_\ell.$$  \hspace{1cm} (A.19)

While it is useful for some applications to have explicit formulas for the spherical harmonics, we actually do not require these expressions in the main text. Instead we only use their orthogonality properties (A.14) and (A.15).

**Complex conjugation:** In general the harmonics defined by (A.16) are not real-valued because of the $e^{im_1\theta_1}$ phase factor. Under complex conjugation they transform as

$$Y^m_{L1}\cdots m_n(\theta)^* = (-1)^m Y^{-m_1}m_2\cdots m_n(\theta).$$ \hspace{1cm} (A.20)

This implies in particular that the $m_1 = 0$ harmonics are real, a fact that we utilize in the main text. For other values of $m_1$ it is straightforward to construct real harmonics by taking linear combinations.

**Parity:** In some cases it is useful to know how the spherical harmonics transform under parity. The action of parity on the $n$-sphere is to send a point to its antipodal point:

$$\theta_i \mapsto \pi - \theta_i \quad \text{for } i \neq 1$$ \hspace{1cm} (A.21)

$$\theta_1 \mapsto \theta_1 + \pi$$ \hspace{1cm} (A.22)

Under this transformation the scalar spherical harmonics pick up a factor of $(-1)^L$:

$$\mathcal{P}Y^M_L(\theta) = (-1)^L Y^M_L(\theta).$$ \hspace{1cm} (A.23)

Functions with this transformation property are said to be parity even.

### A.2 Spin-1 spherical harmonics

In order to decompose vector fields on the sphere, we also require spin-1 spherical harmonics, which are an extension of the usual scalar spherical harmonics to have an $SO(n + 1)$ index. These harmonics can be constructed in a similar way to the scalar case [118]. We consider instead a harmonic ambient space vector function

$$P_a^{(L)}(x) = c_{a|b_1\cdots b_L} x^{b_1} \cdots x^{b_L},$$ \hspace{1cm} (A.24)

where the tensor $c_{a|b_1\cdots b_L}$ is of mixed symmetry type

$$c_{a|b_1\cdots b_L} \in \underbrace{L}_{T},$$ \hspace{1cm} (A.25)

and is traceless, which ensures that (A.24) is harmonic. Note that spin-1 harmonics exist only for $L \geq 1$. When we write (A.24) in the spherical coordinates (A.3), we focus on the $i$ component, which can be written as

$$P_i^{(L)} = r^{L+1}Y_i^{(T)}_L(\theta) + r^{L+1}\nabla_i\sigma(\theta),$$ \hspace{1cm} (A.26)
where \( \sigma \) is a scalar and \( \nabla^i Y^{(T)M}_{i L} = 0 \). In spherical coordinates, the harmonic condition in the ambient space leads to the eigenvalue equation for the vector spherical harmonics

\[
\Delta S_n Y^{(T)M}_{i L} = \sigma \nabla^i Y^{(T)M}_{i L} = 0.
\]

We see that the spin-1 spherical harmonics have a shifted eigenvalue spectrum compared to the scalar spherical harmonics. Note that the dimension of the transverse vector harmonic representation is different from that of the scalar harmonics (there are more vector harmonics, see [118] for an explicit counting), so the basis used above in (A.11) cannot be used here, and the magnetic quantum numbers range over different values. Since we only require the completeness properties of the vector harmonics, we do not enumerate such a basis.

Another way to construct a spin-1 spherical harmonic is to take a gradient of a scalar spherical harmonic:

\[
Y^{(L)M}_{i L}(\theta) \equiv \sqrt{\frac{1}{L(L+n-1)}} \nabla_i Y^{M}_{i L}(\theta),
\]

(A.28)

Commuting the spherical laplacian past the gradient, we find that the eigenvalue equation is instead

\[
\Delta S_n Y^{(L)M}_{i L}(\theta) = -\left( L^2 + (L-1)(n-1) \right) Y^{(L)M}_{i L}(\theta).
\]

(A.29)

The fact that the transverse and longitudinal spin-1 spherical harmonics have different eigenvalues makes it manifest that they will decouple in general dimension. In the special case \( n = 2 \) both the transverse and longitudinal vector spherical harmonics can be constructed by taking derivatives of scalar spherical harmonics.\(^{38}\) In this case, it is the fact that they have different parity eigenvalues that guarantee that they decouple.

Vector spherical harmonics obey similar orthogonality and completeness relations to scalar spherical harmonics

\[
\int d\Omega_{Sd} Y^{(M)M}_{i L} \star Y^{i M'}_{i L'}(\theta) = \delta_{LL'} \delta_{MM'},
\]

\[
\sum_{L,M} Y^{(T)M}_{i L}(\theta) \star Y^{(T)M}_{j L}(\tilde{\theta}) + Y^{(L)M}_{i L}(\theta) \star Y^{(L)M}_{j L}(\tilde{\theta}) = \frac{1}{\sqrt{L}} \delta_{ij} \delta^{(d)}(\theta - \tilde{\theta}).
\]

(A.30)

(A.31)

Though, note that because \( Y^{(T)M}_{i L} \) is transverse, it is orthogonal to \( Y^{(L)M}_{i L} \). In the main text, we use a slightly different normalization of the gradient vector harmonic. Rather than writing \( Y^{(L)M}_{i L} \) explicitly, we write things directly as \( \nabla_i Y^{M}_{i L} \), which has a different normalization factor.

The reality properties of the vector harmonics are essentially the same as the scalar harmonics: the \( m_1 = 0 \) harmonics are real, which we utilize in the main text. The two types of vector spherical harmonics have different transformation properties under parity. The gradient of a scalar transforms like a vector:

\[
\mathcal{P} Y^{(L)M}_{i L}(\theta) \equiv (-1)^{L+1} Y^{(L)M}_{i L}(\theta).
\]

(A.32)

while the transverse vector spherical harmonic transforms as

\[
\mathcal{P} Y^{(T)M}_{i L}(\theta) \equiv (-1)^L Y^{(T)M}_{i L}(\theta),
\]

(A.33)

and so transforms like a pseudo-vector.

\(^{38}\)On the two sphere, \( n = 2 \), the transverse vector spherical harmonic can be written in terms of the Levi-Civita symbol as \( Y^{(T)M}_{i L}(\theta) = \epsilon_{ij} \nabla^j Y^{M}_{i L}(\theta) / \sqrt{L(L+1)} \).
A.3 Spin-2 spherical harmonics

Finally we consider spin-2 spherical harmonics, which are necessary to decompose spin-2 fields on the sphere. To construct them, we consider a harmonic ambient space tensor function [118]

\[ P^{(L)}_{ab}(x) = c_{ab|c_1\cdots c_L}x^{c_1}\cdots x^{c_L}, \quad (A.34) \]

where \( c_{ab|c_1\cdots c_L} \) has the symmetry type

\[ c_{ab|c_1\cdots c_L} \in \begin{pmatrix} L \\ 1 \end{pmatrix}^T. \quad (A.35) \]

Much like the spin-1 case, these harmonics only exist for \( L \geq 2 \). When we write \( P^{(L)} \) in spherical coordinates (A.3), we can split it up into \( rr, ri, ij \) components. We focus on the \( ij \) component:

\[ P^{(L)}_{ij} = r^{L+2} Y^{(TT)}_{ij M L}(\theta) + \cdots , \quad (A.36) \]

where the \( \cdots \) are the other components of the decomposition—a transverse vector and two scalars (we don’t need the details of this decomposition, but they can be found in, e.g., Appendix B of [119]). Note that \( Y^{(TT)}_{ij M L} \) is both transverse and traceless.

In spherical coordinates, the harmonic condition in the ambient space translates into the following eigenvalue equation for \( Y^{(TT)}_{ij M L} \) [118]:

\[ \Delta S^n Y^{(TT)}_{ij M L} = -(L(L+n-1)-2) Y^{(TT)}_{ij M L}, \quad (A.37) \]

so we see that the spin-2 spherical harmonics’ eigenvalues are shifted by 2 compared to scalar harmonics. As in the vector case, the \( M \) label ranges over different values, filling out the representation space (a counting of its dimension can be found in [118]).

The harmonics \( Y^{(TT)}_{ij M L} \) are “true” spin-2 spherical harmonics, but there are three other ways to construct a tensor spherical harmonic with the right transformation properties:

- **We can multiply a scalar spherical harmonic by the metric on the \( n \)-sphere: \( \gamma_{ij} \):**

\[ Y^{(tr)}_{ij M L} = \frac{1}{\sqrt{n}} \gamma_{ij} Y^M_L. \quad (A.38) \]

It is then clear that this object will have the same eigenvalue as a scalar spherical harmonic:

\[ \Delta S^n Y^{(tr)}_{ij M L} = -L(L+n-1) Y^{(tr)}_{ij M L}. \quad (A.39) \]

This is the only tensor harmonic that has a trace.

- **We can also construct a tensor spherical harmonic by taking derivatives of a scalar spherical harmonic:**

\[ Y^{(S)}_{ij M L} = \frac{1}{\sqrt{L(L+d-1)}} \nabla_i \nabla_j Y^M_L. \quad (A.40) \]

This object has the following eigenvalue [118]

\[ \Delta S^n Y^{(S)}_{ij M L} = -L(L+n-1) - 2n Y^{(S)}_{ij M L}. \quad (A.41) \]
Finally we can construct a tensor spherical harmonic by taking a derivative of a vector spherical harmonic:

\[
Y^{(T)}_{ijLM} \equiv \frac{1}{\sqrt{L(L + n - 1) - 1}} \nabla_{(i} Y^{(T)}_{j)LM},
\]  

(A.42)

which is traceless because the trace is carried by \(Y^{(tr)}\). The laplacian eigenvalue is [118]

\[
\Delta_{S^n} Y^{(T)}_{ijLM} = - (L(L + n - 1) - (n + 2)) Y^{(T)}_{ijLM}.
\]  

(A.43)

These harmonics are all orthonormal

\[
\int d\Omega_{S^d} Y_{ijLM}^* \cdot Y_{ijM'L'}(\theta_a) = \delta_{LL'} \delta_{MM'},
\]  

(A.44)

\[
\sum_{I,L,M} Y_{ijL}^{(I)}(\theta)^* Y_{klM}^{(I)}(\tilde{\theta}) = \frac{1}{\sqrt{\gamma}} \delta_{ij,kl} \delta(d)(\theta - \tilde{\theta}),
\]  

(A.45)

where \(\delta_{ij,kl}\) is the identity on symmetric 2-index tensors and where the index \(I\) runs over all the types of spin-2 harmonics we have introduced. In general all of these harmonics are necessary to decompose a spin-2 field. In the main text, in order to avoid proliferation of notation, we only introduce the transverse-traceless spherical harmonic, and denote the other harmonics by explicitly derivatives acting on scalar harmonics.

The reality properties of the spin-2 harmonics are the same as the other cases: the \(m_1 = 0\) harmonics are real. We can also figure out the transformation of each of the different tensor spherical harmonics under parity:

\[
\mathcal{P} Y^{(TT)}_{ijLM} = (-1)^L Y^{(TT)}_{ijLM}
\]  

(A.46)

\[
\mathcal{P} Y^{(tr)}_{ijLM} = (-1)^L Y^{(tr)}_{ijLM}
\]  

(A.47)

\[
\mathcal{P} Y^{(S)}_{ijLM} = (-1)^L Y^{(S)}_{ijLM}
\]  

(A.48)

\[
\mathcal{P} Y^{(T)}_{ijLM} = (-1)^{L+1} Y^{(T)}_{ijLM}
\]  

(A.49)

We see that \(Y^{(TT)}, Y^{(tr)}, Y^{(S)}\) transform like tensors under parity, while \(Y^{(T)}\) transforms like a pseudo-tensor.
B The hypergeometric equation

Aspects of the theory of hypergeometric functions play an important role in the computation of black hole Love numbers described in Section 4, so in this Appendix we provide a brief review of the relevant facts for the convenience of the reader. For more details, some useful references are \[96–98, 120, 121\].

B.1 Generalities of Fuchsian equations

The hypergeometric differential equation is a second-order differential equation of the Fuchsian type, possessing three regular singular points. Fuchsian equations are differential equations for complexified functions of the form

\[
\frac{d^2u}{dz^2} + \frac{\alpha(z - a)(z - b)}{z(z - c)}u = 0,
\]

where all points in the complex plane are regular or regular singular points. In this equation \(u^{(n)}\) denotes the \(n\)th derivative with respect to \(z\). Points are said to be regular if the coefficient functions, \(p_a(z)\), are finite for all \(a\). The coefficients are allowed to have singularities as long as the singularities are sufficiently mild. In particular a regular singular point, \(z_\star\), is one for which \(\lim_{z \to z_\star} (z - z_\star)^n p_a(z)\) exists. In other words, \(p_a(z)\) can have a pole at most of order \(a\) at a regular singular point. In general there is the possibility that the point at infinity is a singular point; it turns out that the point at infinity is a regular singular point (or is just regular) provided that \(\lim_{z \to \infty} z^a p_a(z_\star)\) exists for all \(a\).

The singularities of Fuchsian differential equations in large part control the behavior of the solutions and dictate that they must have a particular form in the vicinity of a singular point. Near a singular point, it makes sense to change variables to study the local behavior of solutions by defining \(t \equiv z - z_\star\). We then study the equation near \(t = 0\) by multiplying (B.1) by \(t^\alpha\) and taking the limit \(t \to 0\), so that the equation takes the form:

\[
D(D - 1) \cdots (D - n + 1)u + c_1 D(D - 1) \cdots (D - n + 2)u + \cdots + n D u + n u = 0,
\]

where the (constant) coefficients \(c_a \equiv \lim_{z \to z_\star} (z - z_\star)^a P_a(z)\) are the limits of the coefficient functions as we approach the singularity, and where we have defined the dilatation operator \(\mathcal{D} \equiv t \frac{d}{dt}\), which acts on everything to its right. Notice that \(\mathcal{D}\) commutes with the differential operator acting on \(u\) in (B.3), so we see that the differential equation develops a scaling symmetry in the vicinity of its singular points. It is therefore useful to distinguish solutions based on their behavior as they approach these singularities; in particular, it makes sense to consider their \(\mathcal{D}\) eigenvalue. If we make the ansatz that \(\lim_{t \to 0} u \sim t^\alpha\), then the equation (B.3) becomes algebraic:

\[
\alpha(\alpha - 1) \cdots (\alpha - n + 1)u + c_1 \alpha(\alpha - 1) \cdots (\alpha - n + 2)u + \cdots + n - 1 \alpha u + n u = 0.
\]
This equation is called the *indicial equation* and its $n$ roots are called *local exponents*. Note that there is an indicial equation—and correspondingly a set of local exponents—for each regular singular point. These local exponents determine the fall-off of a solution as we approach the singular points. One of the goals of the theory of special functions is to understand how solutions with a given scaling near one singularity are related to solutions expanded near another singularity.

### B.2 The hypergeometric differential equation

We now turn to the equation of principal interest, the hypergeometric equation. It is a second-order differential equation of the form

$$L_{a,b,c}u(z) = z(1 - z)u''(z) + [c - (a + b + 1)z]u'(z) - abu(z) = 0,$$  \hspace{1cm} (B.5)

where for later convenience we have defined the differential operator $L_{a,b,c}$. Dividing through by $z(1 - z)$ we can put it in the standard form (B.1):

$$u''(z) + \frac{c - (a + b + 1)z}{z(1 - z)}u'(z) - \frac{ab}{z(1 - z)}u(z) = 0,$$  \hspace{1cm} (B.6)

from which we deduce that it has three regular singular points: at $z = 0$, $z = 1$, and $z = \infty$. In fact, it can be shown that any second order differential equation with three regular singular points can be cast in the standard hypergeometric form by means of Möbius transformations of the coordinate $z$ [96–98, 121]. These transformations move the singular points of the differential equation, and there is enough freedom to place them at $0, 1, \infty$. Then, redefinitions of the dependent variable can be used to write the equation in the form (B.5). Consequently the solutions to any such equation can be obtained from solutions to the hypergeometric equation. Many of the differential equations appearing in physics are of this type, motivating the systematic study of the hypergeometric equation.

Around each of the singular points we can derive the indicial equation (B.4) and compute the local exponents, each singularity has a pair. The results are collected in Table 2. We see that in the standard form, near each of the singularities at 0 and 1, one of the two solutions just goes to a constant (though not the same solution). In fact the standard solution to the hypergeometric equation is precisely the one that goes to a constant as $z \to 0$.

---

42 The local exponents are not totally independent. Their sum is fixed by the so-called *Fuchs’ relation*, which is a global constraint on their values.
The differential equation (B.5) is solved by the series:

\[ u_1(z) = \, _2F_1 \left[ \begin{array}{c} a, b \\ c \end{array} \right | z \right] \equiv \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n n!} z^n = \frac{\Gamma(c)}{\Gamma(a)\Gamma(b)} \sum_{n=0}^{\infty} \frac{(a+n)(b+n)}{(c+n)n!} z^n, \]  

(B.7)

where \((\cdot)_n\) is the Pochhammer symbol. This series defines the hypergeometric function; it converges for \(|z| < 1\), and is normalized so that \(u_1(0) = 1\). The numbers \(a, b, c\) are typically called the parameters of the hypergeometric function, while \(z\) is the argument. From the definition it is clear that everything is symmetric under the interchange of \(a\) and \(b\). For generic values of \(a, b, c\), the singularity causing the breakdown of convergence of the Taylor expansion is a branch point at \(z = 1\). The definition of the hypergeometric function can be extended to \(|z| > 1\) via analytic continuation, where the usual convention is to take the branch cut to run along the real line from \(z = 1\) to \(\infty\). For special values of parameters, the hypergeometric function reduces to more familiar elementary functions, and correspondingly the hypergeometric differential equation simplifies.

A second solution to the hypergeometric equation is given by

\[ u_5(z) = z^{1-c} \, _2F_1 \left[ \begin{array}{c} a-c+1, b-c+1 \\ 2-c \end{array} \right | z \right]. \]  

(B.9)

For generic values of the parameters \(a, b, c\), this solution is linearly independent from (B.7). Near \(z = 0\) it scales as \(\sim z^{1-c}\), as expected from the analysis of the local exponents near this singularity. In the following section we will see how to generate this solution from (B.7), along with many other representations.

In order to efficiently describe the relations between different solutions to the hypergeometric equation, it is helpful to introduce the Riemann \(P\)-symbol:

\[ u(z) = \mathcal{P} \left\{ \begin{array}{ccc} 0 & 1 & \infty \\ 0 & 0 & a \\ 1-c & c-1-b & b \end{array} \right| z \right\}, \]  

(B.10)

which contains the same information as Table 2, keeping track of the singular points of the differential equation and their local exponents. The \(P\)-symbol abstractly denotes the space of solutions to (B.5). There are many equivalent ways of writing hypergeometric functions and the symbol allows us to express the relations between them in a simple way.

\[ ^{43}\text{The hypergeometric function is written in some references as} \quad \, _2F_1(a, b; c; z) \equiv \, _2F_1 \left[ \begin{array}{c} a, b \\ c \end{array} \right | z \right], \]

which is entirely equivalent. We have chosen this notation because it manifests the symmetry under interchanging \(a\) and \(b\).

\[ ^{44}\text{For example, the hypergeometric function can be analytically continued for} \quad c > b > 0 \quad \text{using the following integral representation} \quad [97]: \]

\[ \, _2F_1 \left[ \begin{array}{c} a, b \\ c \end{array} \right | z \right] = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c-b)} \int_0^1 dt \frac{t^{b-1}(1-t)^{e-b-1}(1-tz)^{-a}.} \]  

(B.8)

The restriction on the parameters is required for the integral to converge, but can be removed by choosing a more general contour [120].

\[ ^{45}\text{We label the solutions in the same way as [97].} \]
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B.2.1 Symmetries of the hypergeometric equation

The hypergeometric equation has a large degree of symmetry, leading to many equivalent ways of writing its elementary solutions, and leading to many identities satisfied by hypergeometric functions. These identities are particularly important for particular parameter choices, when the natural solutions (B.7) and (B.9) can become linearly dependent, and we need to find alternative expressions for the other solution. This situation arises in the computation of black hole Love numbers, so we describe briefly how these different representations are related.

There are two conceptually distinct transformations we can perform on the hypergeometric equation. The first is to change coordinates, while the other is to redefine the dependent function, \( u \). Of course, general such transformations will not preserve the hypergeometric form, but a subset will. We consider each of them in turn.

**Coordinate transformations:** Recall that there is an action of Möbius transformations on \( z \). Most of this symmetry is used to fix the singularities of a general linear equation with three regular singular points to lie at \( 0, 1, \infty \). However, there is a residual discrete subgroup that serves to permute these singular points. This symmetry group is just the symmetric group on three letters, \( S_3 \). It is generated by the two transformations

\[
\begin{align*}
z \mapsto & -1 + z \\
z \mapsto & \frac{1}{z}
\end{align*}
\]

These transformations preserve the form of the hypergeometric equation, but change the parameters. For example if \( u(z) \) satisfies (B.5) then defining \( y = 1 - z \), the function \( v(y) = v(1 - z) = u(z) \) will satisfy the differential equation

\[
L_{a,b,1+\alpha+b-c}v(y) = y(1-y)v''(y) + \left[ 1 + a + b - c - (a + b + 1)y \right] v'(y) - a \, b \, v(y) = 0,
\]

which is a hypergeometric equation, but with a shifted value of \( c \). From this, we see for example the solution \( u_1(z) \) (B.7) gets mapped to the solution \( u_2(z) = 2F_1 \left[ \begin{array}{c} a, b \\ 1 + a + b - c \end{array} \mid 1 - z \right] \). (B.13)

Since the transformation we have done has interchanged the singularities at 1 and 0, this is now the solution to the hypergeometric equation that is normalized as \( u_2(1) = 1 \). The linearly independent solution (B.9) gets mapped to

\[
u_6(z) = (1 - z)^{c-a-b} \, 2F_1 \left[ \begin{array}{c} c-b, c-a \\ 1 + c - a - b \end{array} \mid 1 - z \right],
\]

which has the expected fall-off near \( z = 1 \) for the solution linearly independent of (B.13).

We can also consider the change of variable that interchanges the points at 0 and \( \infty \). Defining \( y = 1/z \) we can find a differential equation for \( v(y) = v(1/z) = u(z) \) which is:

\[
- y^2(1-y)v''(y) + y \left[ (a + b - 1) - (c - 2)y \right] v'(y) - a \, b \, v(y) = 0.
\]

This equation is not of the hypergeometric form, but if we define \( v(y) = (-y)^a \, \tilde{v}(y) \) it implies the following hypergeometric equation for \( \tilde{v} \):

\[
L_{a,1-a-c,1+a-c} \tilde{v}(y) = y(1-y)\tilde{v}''(y) + \left[ 1 + a - c - (2 + 2a - c)y \right] \tilde{v}'(y) - a(1 + a - c)\tilde{v}(y) = 0.
\]
Unpacking the definitions, this implies that the following is a solution to (B.5)
\[ u_3(z) = (-z)^{-a} {}_2F_1 \left[ \begin{array}{c} a, \ 1 + a - c \\ 1 + a - b \end{array} \middle| \frac{1}{z} \right]. \]  
(B.17)

Notice that this solution falls off as \( z^{-a} \) near \( z = \infty \), as expected from the local exponents there. In the previous manipulations the choice to extract \( y^a \) instead of \( y^b \) was arbitrary, so we can interchange \( a \) and \( b \) to obtain another solution:
\[ u_4(z) = (-z)^{-b} {}_2F_1 \left[ \begin{array}{c} 1 + b - c, \ b \\ 1 + b - a \end{array} \middle| \frac{1}{z} \right], \]  
(B.18)

which is the one that falls off like \( z^{-b} \) near infinity.

By composing the transformations (B.11) we can generate all possible permutations of the points 0, 1, \( \infty \), and correspondingly generate other equivalent solutions. This does not exhaust all the symmetries of the hypergeometric equation; we now turn to considering field redefinitions that map us between solutions.

**Variable redefinitions:** In addition to coordinate transformations that permute the singular points, there is a set of redefinitions of the variable \( u \) that preserve the form of the hypergeometric equation. Conceptually these transformations permute the two solutions at a given singular point, and form a \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) group. These transformations are generated by the following two redefinitions, which can be considered separately
\[ u(z) \mapsto z^{1-c} v(z), \]  
(B.19)
\[ u(z) \mapsto (z - 1)^{c-1-b} v(z). \]  
(B.20)

These transformations preserve the locations of the singular points, but change the indicial equation at these points, and therefore map a solution to a different solution to the hypergeometric equation.

It is easiest to express the action of these redefinitions in terms of the \( P \)-symbol. In this language, the transformation (B.19) leads to the identity
\[ P \left\{ \begin{array}{ccc} 0 & 1 & \infty \\ 0 & 0 & a \\ 1 - c & c - 1 - b & b \end{array} \middle| z \right\} = z^{1-c} P \left\{ \begin{array}{ccc} 0 & 1 & \infty \\ c - 1 & 0 & a + 1 - c \\ 0 & c - a - b & b + 1 - c \end{array} \middle| z \right\}. \]  
(B.21)

What this means is that the solutions to the hypergeometric equation with the standard set of local exponents are equivalent to the set of solutions with a shifted set of local exponents, but multiplied by a factor of \( z^{1-c} \). This transformation serves to permute the two solutions that have a single fall-off near \( z = 0 \): the solutions \( u_1 \) and \( u_5 \) get swapped.

We can similarly ask how the transformation (B.20) acts on the space of solutions. It implies
\[ P \left\{ \begin{array}{ccc} 0 & 1 & \infty \\ 0 & 0 & a \\ 1 - c & c - 1 - b & b \end{array} \middle| z \right\} = (z - 1)^{c-a-b} P \left\{ \begin{array}{ccc} 0 & 1 & \infty \\ 0 & a + b - c & c - b \\ 1 - c & 0 & c - a \end{array} \middle| z \right\}, \]  
(B.22)

and in particular permutes the two solutions with definite scaling near \( z = 1 \).

We can now describe the full set of solutions related by symmetry transformations. Given a solution that has a definite fall-off near one of the singular points—say the solution that is normalized as \( u_1(0) = 1 \)
at \( z = 0 \)—we can act with the transformation that permutes the two solutions at \( z = 1 \), which generates a new solution. We can also compose this with the transformation that interchanges the singularities at \( z = 1 \) and \( z = \infty \). Together, these transformations generate four different ways of writing the same solution to the hypergeometric equation. There are similarly four ways of writing the solution that scales as \( z^{1-c} \) at \( z = 0 \). There are an analogous 8 solutions at each of the other two singular points, leading to a total of 24 solutions related by symmetries of the hypergeometric equation. These are the famous Kummer’s 24 solutions. The corresponding symmetry group is the symmetric group on four letters, \( S_4 \), which can be thought of as being comprised of the \( S_3 \) symmetric group that permutes the singularities extended by the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) group that swaps the fall-offs at \( z = 0 \) and \( z = 1 \).

A complementary way to understand the relations between these solutions is to note that for generic values of the parameters one can show that all these solutions can be obtained from a single solution \( u_1 \) and its analytic continuation along a closed line that encircles at least one of the branch points 0 and 1 [96–98].

### B.2.2 Connection formulas and degeneracies

Since the hypergeometric equation is second order it only has two linearly independent solutions, so there is a linear relation between any three of the 24 solutions described above. These relations are captured by so-called connection formulas, which describe how to write a solution with a given set of fall-offs near one of the singular points in terms of solutions with definite fall-offs near other singularities. This is precisely the question of interest in the computation of black hole Love numbers. We will not tabulate all the connection formulas here, but they can be found in many places, for example in [97] and in the DLMF.

A phenomenon that often arises in the computation of Love numbers is that solutions that are linearly independent for generic parameter values become accidentally degenerate for particular parameter choices. This happens if at least one of the numbers \( a, b, c-a \) or \( c-b \) is an integer. In these cases, one should use one of the other 24 solutions that has the desired fall-off conditions and is linearly independent. For the derivation of the two linearly independent solutions in these degenerate cases and their characterization we refer, e.g., to [97, 98].

### B.3 Formulas for the computation of static solutions

After these generalities about the hypergeometric function, we now list some properties and formulas particularly useful in the computation of static solutions for linearized perturbations in a Schwarzschild spacetime. In many cases the parameters of interest correspond to situations where the naively linearly independent solutions to the hypergeometric equation degenerate, and we need to find a set of linearly independent solutions in order to solve the boundary value problem.

In general, the problem we are interested in is to find the solution that is regular at the black hole horizon (which sits at \( z = 1 \)) and then expand this solution around \( r \to \infty \) (which sits at \( z = 0 \)) and read off the ratio of the two fall-offs, which encodes the linear response to an external perturbation. An interesting feature of the \( D = 4 \) case is that the solution that has a single fall-off near the \( z = 1 \) singularity (corresponding to the black hole horizon) also has a single fall-off near the \( z = 0 \) singularity (corresponding
to $r = \infty$). This is somewhat non-generic and ultimately, this is the underlying mathematical fact behind the vanishing of black hole Love numbers in four dimensions.

We now review the main properties of the hypergeometric function and its asymptotic expansions in the cases relevant for the computation of static solutions. We will leave $a$, $b$ and $c$ generic, with the only assumptions that $a, b, c > 0$ and that $c = a + b$. We then split the computation into four cases, distinguishing between degenerate and non-degenerate cases, depending on whether the parameters take integer or non-integer values.

### B.3.1 Case 1: $a$, $b$ and $c$ are all non-integers

Let us start by assuming that $a$, $b$ and $c$ are non-integers. Since $c = a + b$, this means that none of the numbers $a$, $b$, $c - a$, $c - b$ and $c$ is integer. In this case, the two linearly independent solutions to the hypergeometric equation (B.26) around $x = 0$ are [97]

$$
\psi (a, b, c) = 2F_1 \left[ \begin{array}{c} a, b \\ a + b + m \end{array} \mid z \right] \quad \text{and} \quad \psi (a - c + 1, b - c + 1, 2 - c) = 2F_1 \left[ \begin{array}{c} a - c + 1, b - c + 1 \\ 2 - c \end{array} \mid z \right].
$$

(B.23)

Notice that, since $c = a + b$, it is not hard to find the linear combination of (B.23) that is regular at $z = 1$.

To this end, we can start from the general identity

$$
2F_1 \left[ \begin{array}{c} a, b \\ a + b + m \end{array} \mid z \right] = \frac{\Gamma (a + b + m)}{\Gamma (a + m) \Gamma (b + m)} \sum_{k=0}^{m-1} \frac{(a)_k (b)_k}{k!} (m - k - 1)! (z - 1)^k
$$

$$
- \frac{\Gamma (a + b + m)}{\Gamma (a) \Gamma (b)} (z - 1)^m \sum_{k=0}^{\infty} \frac{(a + m)_k (b + m)_k}{k! (k + m)!} (1 - z)^k
$$

$$
\times \left[ \log (1 - z) - \psi (k + 1) - \psi (k + m + 1) + \psi (a + k + m) + \psi (b + k + m) \right],
$$

(B.24)

where $\psi (k)$ is the digamma function, $\psi (k) = \frac{\Gamma^\prime (k)}{\Gamma (k)}$ and where the sum $\sum_{k=0}^{m-1}$ should be replaced with zero if $m = 0$. In this case—which is the one we are interested in, since $c = a + b$—eq. (B.24) in the limit $z \to 1$ becomes

$$
2F_1 \left[ \begin{array}{c} a, b \\ a + b \end{array} \mid z \right] \xrightarrow{z \to 1} - \frac{\Gamma (a + b)}{\Gamma (a) \Gamma (b)} \log (1 - z) + \text{finite terms}.
$$

(B.25)

In order to cancel the logarithmic divergence, one should therefore take the following linear combination in (B.23):

$$
u (z) = \frac{\Gamma (2 - c)}{\Gamma (a - c + 1) \Gamma (b - c + 1)} 2F_1 \left[ \begin{array}{c} a, b \\ a + b \end{array} \mid z \right] - \frac{\Gamma (a + b)}{\Gamma (a) \Gamma (b)} \psi (a - c + 1, b - c + 1, 2 - c) 2F_1 \left[ \begin{array}{c} a - c + 1, b - c + 1 \\ 2 - c \end{array} \mid z \right],
$$

(B.26)

which is regular at $z = 1$. We can then ask about the behavior of this solution near $z = 0$. In the small-$z$ limit the leading terms of (B.26) are

$$
\nu (z) \xrightarrow{z \to 0} \frac{\Gamma (2 - c) \psi (a - c + 1, b - c + 1, 2 - c)}{\Gamma (a - c + 1) \Gamma (b - c + 1)} - \frac{\Gamma (a + b)}{\Gamma (a) \Gamma (b)} z^{1-c} + O(z),
$$

(B.27)

where the two terms correspond to the two terms in (B.26).
Note that it is crucial here that $c$ is non-integer. This guarantees that the none of the powers of the Taylor expansion of the first term in (B.26) appears in the expansion of the second term around $x = 0$, and vice versa. This allows us to cleanly separate the two expansions and keep only the terms that we wrote in (B.27) in order to compute the ratio of solutions and extract Love numbers. Note also that, in the explicit cases discussed in the main text, $z$ roughly corresponds to some inverse power of the radial coordinate. Thus, eq. (B.27) effectively encodes the large-distance behavior of the solution that is regular at the horizon. Then, we can define the (dimensionless) Love numbers associated with the non-degenerate equation (B.5) as the ratio between the two asymptotics,

$$k = -\frac{\Gamma(2-c)}{\Gamma(1-b)\Gamma(1-a)} \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)}.$$  \hspace{1cm} (B.28)

If none of the numbers $a$, $b$ and $c$ is integer, one could use the identities in Sec. B.4 below and $c = a + b$ to rewrite

$$k = (a + b - 1) \frac{\Gamma(a)^2\Gamma(b)^2 \sin(\pi a) \sin(\pi b)}{\Gamma(a+b)^2 \pi \sin[\pi(a+b)]},$$  \hspace{1cm} (B.29)

which is the formula that we will use in the main text.

**B.3.2 Case 2: $a$ and $b$ are non-integers, $c$ is an integer**

Next we consider the case where $a$, $b$, $c - a$ and $c - b$ are not integer but $c$ is a positive integer ($c \neq 0, -1, -2, \cdots$). In this case the two independent solutions are [97]

$$u_1(z) = \hypergeometric_2F_1 \left[ \begin{array}{c} a, b \\ c \\ \end{array} \middle| z \right] \quad \text{and} \quad u_2(z) = \hypergeometric_2F_1 \left[ \begin{array}{c} a, b \\ 1 + a + b - c \\ \end{array} \middle| 1 - z \right],$$  \hspace{1cm} (B.30)

if $1 + a + b - c \neq 0, -1, -2, \cdots$, and

$$u_1(z) = \hypergeometric_2F_1 \left[ \begin{array}{c} a, b \\ c \\ \end{array} \middle| z \right] \quad \text{and} \quad u_6(z) = (1 - z)^{c-a-b} \hypergeometric_2F_1 \left[ \begin{array}{c} c - b, c - a \\ 1 + c - a - b \\ \end{array} \middle| 1 - z \right],$$  \hspace{1cm} (B.31)

if instead $1 + a + b - c = 0, -1, -2, \cdots$ Note that all the equations discussed in the main text belong to the first case and, therefore, the independent solutions are those enumerated in (B.30). In this particular case, only the second solution in (B.30) is regular at $z = 1$. To extract the behavior near the other singular point $z = 0$, one can use the following series formula for the hypergeometric function (valid for this choice of parameters)

$$\hypergeometric_2F_1 \left[ \begin{array}{c} a, b \\ 1 + a + b - c \\ \end{array} \middle| 1 - z \right] = \hypergeometric_2F_1 \left[ \begin{array}{c} a, b \\ c \\ \end{array} \middle| z \right] \log z - \sum_{n=1}^{c-1} \frac{(c-1)!(n-1)!}{(c-n-1)!(1-a)_n(1-b)_n} (-z)^{-n}$$

$$+ \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n n!} \left[ \psi(a+n) + \psi(b+n) - \psi(1+n) - \psi(c+n) \right] z^n,$$  \hspace{1cm} (B.32)

where $(k)_n = \frac{\Gamma(k+n)}{\Gamma(k)}$ if $k \neq 0, -1, -2, \cdots$, and where $\psi(z) \equiv \Gamma'(z)/\Gamma(z)$ is the digamma function. Notice that the appearance of the log $z$ in (B.32) makes manifest that this second solution is linearly independent
from the first one in (B.30), which is instead regular around $z = 0$. Again, one can focus on the terms with the same powers of those considered in (B.27),

$$u_2(z) \overset{z \to 0}{\sim} \log z + \gamma_E + \psi(a) + \psi(b) - \psi(c) + (-1)^c(c - 1)!((c - 2)! \Gamma(1 - a) \Gamma(1 - b) \Gamma(c - a) \Gamma(c - b) z^{1 - c} ,$$  

(B.33)

where $\gamma_E$ is the Euler–Mascheroni constant. The expansion (B.33) is substantially different from the one in (B.27), which we obtained in the non-degenerate case, in particular because of the $\log(z)$ term. In [45] this term was interpreted as a logarithmic running of the Love numbers. Note that the way the calculation in the degenerate cases is organized in [45] is slightly different from what we discussed here. In [45], the Love numbers corresponding to cases in which $c$ is integer were defined starting from the general expression (B.29) and then taking the limit in which $c = a + b$ becomes integer. Equation (B.29) is clearly singular in this limit, therefore one needs to introduce a regularization procedure that gets rid of the divergence. As a byproduct, one ends up with a logarithmic term, whose coefficient can be interpreted as a beta-function in a RG-flow sense [45]. In our case the logarithm appears from finding two linearly independent solutions to the hypergeometric equation. One can think of this as a different regularization procedure from [45]. Because of the logarithm, the Love numbers are ambiguous, and change with the distance at which one measures the response. However, the coefficient of the logarithm is universal and unambiguous, and indeed this coefficient matches between our computation and [45], as it must.

B.3.3 Case 3: $a$, $b$ and $c$ are all integers

This case is degenerate. We will assume that $a \geq 1$ and that $b - a \equiv l$ is a non-negative integer (see the main text for explicit cases). The two linearly independent solutions are (recall $a + b = c$)

$$u_1(z) = {}_2F_1 \left[ \begin{array}{c} a, b \\ c \end{array} \right] \right| z \right. \right.$$

and

$$u_4(z) = (-z)^{-b} {}_2F_1 \left[ \begin{array}{c} 1 - a, b \\ l + 1 \end{array} \right] \right| z \right. \right. ,$$

(B.34)

Since the first argument of $u_4$ is a non-positive integer, $1 - a = 0, -1, -2, \cdots$, and the third argument $l + 1$ is a positive number, we can use eq. (B.38) to rewrite the second solution in (B.34) as

$$(-z)^{-b} {}_2F_1 \left[ \begin{array}{c} 1 - a, b \\ l + 1 \end{array} \right] \right| z \right. \right. = (-z)^{-b} \sum_{n=0}^{a-1} \frac{(1 - a)_n(b)_n}{(l + 1)_n n!} \frac{1}{z^n}.$$  

(B.35)

Notice that only this second solution is regular at $z = 1$ (the first one in (B.34) contains a logarithmic divergence). This is therefore the solution that we would keep to describe physical perturbations around a Schwarzschild black hole (recall that, in the notation of the main text, the horizon is located at $z = 1$). Interestingly (B.35) is a polynomial with only positive powers of $r$ (remember that $z$ goes like inverse powers of $r$), namely it does not retain the fall-off behavior (B.27) of the non-degenerate regular solution (B.26). Another way of saying this is that it only has growing mode behavior near $z = 0$, without any response. This indeed corresponds to a vanishing of the Love number (B.29). This result can be equivalently understood from eq. (B.29) by replacing $a \rightarrow a + \epsilon$ and $b \rightarrow b + \epsilon$, and then sending $\epsilon \rightarrow 0$ [45].

46 This case corresponds to line 20 of the table in Sec. 2.2.2 of [97], with $m = n$. The two independent solutions can be found in eqs. 2.9(1) and 2.9(13) of [97]. Note that there is a typo in the case 20 of the table in Sec. 2.2.2: the “$u_2$” should be instead “$u_3$". 
B.3.4 Case 4: either $a$ or $b$ is integer, while $c$ is non-integer

Finally, let us assume that $a$ is integer, while both $b$ and $c$ are non-integers. This case is also degenerate and the two independent solutions are:

\[ u_1(z) = 2F_1 \left[ \begin{array}{c} a, b \\ c \end{array} \right] z \] \quad \text{and} \quad u_5(z) = z^{1-c} 2F_1 \left[ \begin{array}{c} 1-a, 1-b \\ 2-c \end{array} \right]. \quad \text{(B.36)}

Only the second solution $u_5$ is regular at $z = 1$. Since its first argument is negative and $c$ is not a non-positive integer, we can still use the formula (B.38) and rewrite it as

\[ z^{1-c} 2F_1 \left[ \begin{array}{c} 1-a, 1-b \\ 2-c \end{array} \right] = z^{1-c} \sum_{n=0}^{a-1} \frac{(1-a)_n(1-b)_n}{(2-c)n!} z^n. \quad \text{(B.37)}

Comparing with (B.27), it is clear that (B.37) contains the $z^{1-c}$ term but not the constant one. As a result, the Love numbers defined as in (B.28) vanish. Notice that, if $b > 0$, as in all particular cases discussed in the main text, then (B.37) is a polynomial with only negative powers of $z$.

B.4 Useful identities

Here we collect some useful formulas used in the previous section and in the main text.

If $a = -m$ with $m$ a non-negative integer and if $c \neq 0, -1, -2, \cdots$, then the hypergeometric function $2F_1(a, b; c; x)$ takes the form of a polynomial:

\[ 2F_1 \left[ \begin{array}{c} -m, b \\ c \end{array} \right] z = \sum_{n=0}^{m} \frac{(-m)_n(b)_n}{(c)_n n!} z^n. \quad \text{(B.38)}

The hypergeometric function satisfies the following difference equations—see e.g. [96]:

\[ z^2F_1 \left[ \begin{array}{c} a, b \\ c \end{array} \right] = \frac{a(b-c)}{(a-b)(a-b+1)} 2F_1 \left[ \begin{array}{c} a+1, b-1 \\ c \end{array} \right] z 
+ \frac{c(a+b-1)-2ab}{(a-b+1)(a-b-1)} 2F_1 \left[ \begin{array}{c} a, b \\ c \end{array} \right] z 
+ \frac{b(a-c)}{(a-b)(a-b-1)} 2F_1 \left[ \begin{array}{c} a-1, b+1 \\ c \end{array} \right] z, \quad \text{(B.39)}
\]

and

\[ z(1-z) \frac{d}{dz} 2F_1 \left[ \begin{array}{c} a, b \\ c \end{array} \right] = \frac{ab(b-c)}{(a-b)(a-b+1)} 2F_1 \left[ \begin{array}{c} a+1, b-1 \\ c \end{array} \right] z 
+ \frac{ab(2c-a-b-1)}{(a-b+1)(a-b-1)} 2F_1 \left[ \begin{array}{c} a, b \\ c \end{array} \right] z 
+ \frac{ab(a-c)}{(a-b)(a-b-1)} 2F_1 \left[ \begin{array}{c} a-1, b+1 \\ c \end{array} \right] z. \quad \text{(B.40)}
\]

---

\footnote{This degenerate case is discussed e.g., in [97], see line 8 of the table in Sec. 2.2.2, with $l = 0$. The two independent solutions can be read off from eqs. 2.9(1) and 2.9(18) of [97].}
In the previous sections, when manipulating gamma functions we made use of the Legendre duplication formula,
\[ \Gamma(2z) = \frac{2^{2z-1}}{\sqrt{\pi}} \Gamma(z) \Gamma\left(z + \frac{1}{2}\right) \quad \text{if } 2z \neq 0, -1, -2, \ldots \] (B.41)
and Euler’s reflection formula,
\[ \Gamma(1 - z) \Gamma(z) = -z \Gamma(-z) \Gamma(z) = \frac{\pi}{\sin(\pi z)} \quad \text{if } z \notin \mathbb{Z}, \] (B.42)
which are useful for simplifying the various expressions that appear.
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