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ABSTRACT. In the present paper, we adopt a pretentious approach and prove a strongly uniform estimate for the sums of the von Mangoldt function Λ on arithmetic progressions. This estimate is analogous to an estimate that Linnik established in his attempt to prove his celebrated theorem concerning the size of the smallest prime number of an arithmetic progression. Our work builds on ideas coming from the pretentious large sieve of Granville, Harper and Soundararajan and it also borrows insights from the treatment of Koukoulopoulos on multiplicative functions with small averages.

1. INTRODUCTION

Let q be a positive integer and a ∈ (Z/qZ)*. We define p(q, a) as the least prime occurring in the arithmetic progression \( \{qn + a, n \in \mathbb{N} \} \). Under the Riemann Hypothesis for the L-Dirichlet series of characters \( \chi \mod q \), it can be proved that

\[
p(q, a) \ll (\phi(q) \log q)^2,
\]

where \( \phi \) denotes the Euler totient function. Unconditionally, using the Siegel-Walfisz Theorem, one can show that

\[
p(q, a) \ll \varepsilon \exp(q^\varepsilon)
\]

for any \( \varepsilon > 0 \). Moreover, if there are no Siegel zeros, this bound reduces to

\[
p(q, a) \ll q^{c \log q}
\]

for some \( c > 0 \). So, in 1944, it came as a big surprise when Linnik [9, 10] proved that there exist positive universal constants \( C \) and \( L \) such that

\[
p(q, a) \leq Cq^L
\]

for any choice of \( q \in \mathbb{N} \) and \( a \in (\mathbb{Z}/q\mathbb{Z})^* \). One of the steps that led Linnik to this breakthrough, now known as Linnik’s theorem, was an analogue of the following estimate. We will be referring to it as Linnik’s estimate since it is closely related to Linnik’s theorem.

Assume that \( x \geq q^2 \). If there exists an exceptional character \( \chi \) corresponding to a Siegel zero, then

\[
\sum_{\substack{n \leq x \atop n \equiv a \pmod q}} \Lambda(n) = \frac{x}{\phi(q)} + \frac{\chi(a)}{\phi(q)} \sum_{n \leq x} \Lambda(n) \chi(n) + O \left( \frac{x^{1-c_1/\log(2q)}}{\phi(q)} + \frac{x e^{-c_2 \sqrt{\log x}}}{\phi(q)} \right).
\]
where \( c_1 \) and \( c_2 \) are two positive absolute constants. If the exceptional character \( \chi \) does not exist, then (1.1) remains true, but the character sum of the right-hand side is omitted.

Linnik’s work on \( p(q, a) \) was later simplified, as was done by Bombieri in [1], but the new proofs, including Linnik’s original proof, relied in one form or another on the following three ingredients.

- The classical zero-free region;
- A log-free zero-density estimate;
- The exceptional zero repulsion, also known as the Deuring-Heilbronn phenomenon, stating that it is possible to enlarge the classical zero-free region when it contains a Siegel zero.

Proofs that make use of these three principles can be found in modern treatments, like the one which is presented in [4, Chapter 18].

Nonetheless, in the last years, some proofs that avoid these tools have appeared. For example, in 2002, such a proof was developed by Elliot in [2]. Later, in 2016, Granville, Harper and Soundararajan [3] studied pretentiously the distribution of multiplicative functions on arithmetic progressions and as a consequence of their general results they were able to show a weaker form of (1.1). In turn, this served as the stepping stone for another new proof of Linnik’s theorem which circumvented the combination of the three aforementioned principles. Another pretentious proof of Linnik’s theorem is presented in [7, Chapter 27] and a basic element of the proof is a flexible variant of (1.1) where every prime is weighted with \( 1/p \) instead of \( \log p \). Even though the alternative approaches recover Linnik’s theorem, they do not provide a pretentious proof for an estimate of the same quantitative strength as (1.1).

To this end, in this paper, we apply pretentious methods and prove Linnik’s estimate (1.1) with a refined error term where a Korobov-Vinogradov-type term replaces \( \exp\{-c_2\sqrt{\log x}\} \). In particular, we prove the following theorem.

**Theorem 1.1.** Let \( q \geq 1 \) be an integer and consider a real number \( x \geq q^2 \). For any character \( \chi \mod q \), we set

\[
L_q(1, \chi) = L(1, \chi) \prod_{p \leq q} (1 - \chi(p)/p).
\]

We also define \( R_q \) as the set of real, non-principal characters \( \mod q \) and we take a character \( \psi \) such that \( L_q(1, \psi) = \min_{\chi \in R_q} L_q(1, \chi) \). Then, for any \( a \in (\mathbb{Z}/q\mathbb{Z})^* \), we have that

\[
\sum_{\substack{n \leq x \\mod q \atop n \equiv a \mod q}} \Lambda(n) = \frac{x}{\phi(q)} + \frac{\psi(a)}{\phi(q)} \sum_{n \leq x} \psi(n) \Lambda(n) + O\left(\frac{x^{1-C_1/\log(2q)}}{\phi(q)} + \frac{x e^{-C_2(\log x)^{3/5}(\log \log x)^{-3/5}}}{\phi(q)}\right),
\]

where \( C_1 \) and \( C_2 \) are two positive absolute constants.

We can bound the sum \( \sum_{n \leq x} \psi(n) \Lambda(n) \) in Theorem 1.1 by referring to Theorem 1.6(a) of [5]. According to this theorem, there exist positive constants \( c' \) and \( c'' \) such that

\[
\sum_{n \leq x} \psi(n) \Lambda(n) \ll x^{1-c' L_q(1, \psi)/\log(2q)} + x e^{-c'' \sqrt{\log x}},
\]

for all \( x \geq q^2 \). The same theorem also provides information about the size of the quantity \( L_q(1, \psi) \) that is involved in the bound above. It is known that there exists a constant \( \delta \in (0, 1) \) such
that $L(\cdot, \psi)$ has at most one zero $\beta$ in $[1 - \delta/\log q, 1)$. If such a zero does not exist, we set $\beta = 1 - \delta/\log q$. In either case, Theorem 1.6(a) of [5] claims that $L_q(1, \psi) \asymp (1 - \beta) \log q$. Therefore, we arrive at the following consequence of Theorem 1.1.

**Corollary 1.2.** Under the considerations and assumptions of Theorem 1.1, we have that

$$\sum_{\substack{n \leq x \\ n \equiv a \mod q}} \Lambda(n) = \frac{x}{\phi(q)} + O\left(\frac{x^{1 - \alpha_1}L_q(1, \psi)/\log(2q)}{\phi(q)} + \frac{x e^{-\alpha_2 \sqrt{\log x}}}{\phi(q)}\right),$$

for some positive constants $\alpha_1$ and $\alpha_2$. Moreover, there exists a constant $\delta \in (0, 1)$ such that $L(\cdot, \psi)$ has at most one zero $\beta$ in $[1 - \delta/\log q, 1)$. If such a zero does not exist, we put $\beta = 1 - \delta/\log q$ and in any case, $L_q(1, \psi) \asymp (1 - \beta) \log q$.

**Remark 1.1.** The term $x^{1-\epsilon}L_q(1, \psi)/\log(2q)$ in estimate (1.2) leads to the first fraction of the big-Oh term in Corollary 1.2. The size of this fraction might be comparable to $x/\phi(q)$. Indeed, there might exist a sequence $\{q_j\}_{j \in \mathbb{N}}$ of moduli $q$ that correspond to Siegel zeroes larger than $1 - o_{j \to \infty}((\log q_j)^{-1})$. This means that upon using the fact that $L_q(1, \psi) \asymp (1 - \beta) \log q$, for $x = q_j^A$, no matter how large $A$ is, the aforementioned fraction is of size $(1 + o_{j \to \infty}(1))q_j^{-A}/\phi(q_j)$.

In [14, Corollary 1.4], Thorner and Zaman proved Theorem 1.1 with a slightly better error term where $(\log \log x)^{-3/5}$ is replaced by $(\log \log x)^{-1/5}$. The error term of their work is the best to date. Their respective arguments fall in the realm of the classical approaches, as they are based on non-trivial information about the zeroes of the functions $L(\cdot, \chi)$. In this article, we achieve an error term which is almost as strong as theirs by adopting a pretentious approach that avoids a “heavy” involvement of those zeroes.

We prove Theorem 1.1 in Section 5. Its proof borrows ideas from the pretentious large sieve that Granville, Harper and Soundararajan developed in [3]. It is also inspired by techniques of Koukoulopoulos from his work on bounded multiplicative functions with small partial sums [5]. These techniques were deployed in a similar fashion by the author in [12] where he generalized the work of Koukoulopoulos for classes of divisor-bounded multiplicative functions.

The rest of the text is divided into four sections and the first three serve as preparatory material for the last one where we prove Theorem 1.1.

In subsequent work, we intend to extend the recent results of [8] and [12] by applying the core methods of this paper to determine the structure of divisor-bounded multiplicative functions whose partial sums are small on arithmetic progressions.

**Notation.** Throughout the text, for an integer $n > 1$, we denote its smallest prime factor by $P^-(n)$. For $n = 1$, we define $P^-(1) = +\infty$. For $m \in \mathbb{N}$, the symbol $\tau_m$ will denote the $m$-fold divisor function given as $\tau_m(n) = \sum_{d_1 \cdots d_m = n} 1$ for all $n \in \mathbb{N}$.
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### 2. Preliminary Sieving Results

In this section we prove two auxiliary sieving results. These are Lemmas 2.3 and 2.5. For the proof of the former, we will use the following lemma.
Lemma 2.1. Given \( q \in \mathbb{N} \), let \( \chi \) be a Dirichlet character modulo \( q \). For \( t \in \mathbb{R} \) and real numbers \( x \geq y \geq \max\{q(|t|+1), 10\}^{100} \), we have

\[
\sum_{n \leq x, \chi(n)t > y} \chi(n)n^t = 1_{\chi = \chi_0} \cdot \frac{x^{1+it}}{1+it} \prod_{p \leq y} \left(1 - \frac{1}{p}\right) + O\left(\frac{x^{1-110/\log y}}{\log y}\right),
\]

where \( \chi_0 \) is the principal character modulo \( q \).

**Proof.** See [7, Lemma 22.2, p. 224]. \( \square \)

The following theorem of Shiu [13] will be necessary for the proofs of Lemmas 2.3 and 2.5. This theorem may be seen as an analogue of the Brun-Titchmarsh inequality for multiplicative functions.

**Theorem 2.2.** Fix \( m \in \mathbb{N} \) and \( \varepsilon > 0 \). Given any choice of \( q \in \mathbb{N} \), \( a \in (\mathbb{Z}/q\mathbb{Z})^\ast \), real numbers \( x \geq y \geq 1 \) with \( y/q \geq x^{\varepsilon} \) and a multiplicative function \( f \) such that \( 0 \leq f \leq \tau_m \), we have that

\[
\sum_{x - y < n \leq x, n \equiv a \pmod{q}} f(n) \ll_m,\varepsilon \frac{y}{q} \exp\left\{\frac{1}{2} \sum_{p \leq y, p \nmid q} f(p) - 1\right\}.
\]

**Lemma 2.3.** Given \( a \in \mathbb{N} \), let \( \chi \) be a Dirichlet character modulo \( q \). For \( j \in \mathbb{N} \cup \{0\} \) and any real numbers \( x \geq y \geq (10q)^{100} \), we have

\[
\sum_{n \leq x, \chi(n)t > y} \chi(n)(\log n)^j \chi_0 \cdot \left(\int_y^x (\log t)^j dt\right) \prod_{p \leq y} \left(1 - \frac{1}{p}\right) + O\left(\frac{(\log x)^j x^{1-\kappa/\log y}}{\log y}\right),
\]

where \( \chi_0 \) is the principal character modulo \( q \) and \( \kappa > 0 \) is an absolute constant.

**Proof.** For any \( w \geq y \), Lemma 2.1 with \( t = 0 \) gives

\[
(2.1) \quad \sum_{n \leq w, \chi(n)t > y} \chi(n) = 1_{\chi = \chi_0} \cdot w \prod_{p \leq y} \left(1 - \frac{1}{p}\right) + R_y(w),
\]

where \( R_y(w) \ll (\log y)^{-1} w^{1-\kappa/\log y} \) for some sufficiently small constant \( \kappa > 0 \). Using the Riemann-Stieltjes integral, we have

\[
(2.2) \quad \sum_{n \leq x, \chi(n)t > y} \chi(n)(\log n)^j = \int_y^x (\log t)^j dt \sum_{n \leq t, \chi(n)t > y} \chi(n) = \int_y^x (\log t)^j dt \prod_{p \leq y} \left(1 - \frac{1}{p}\right) + \int_y^x (\log t)^j dR_y(t).
\]

Now, if \( x \geq y^A \) for some large \( A > 0 \), so that \( y \leq x^{1-\kappa/\log 2} \leq x^{1-\kappa/\log y} \), then a simple integration by parts implies that
\[
\int_y^x (\log t)^j dR_y(t) \ll \frac{(\log x)^j x^{1-\kappa/\log y}}{\log y} + \frac{j}{\log y} \int_y^x (\log t)^{j-1} t^{-\kappa/\log y} dt.
\]

But, since
\[
j \int_y^x (\log t)^{j-1} t^{-\kappa/\log y} dt \leq j x^{1-\kappa/\log y} \int_1^x \frac{(\log t)^{j-1}}{t} dt = (\log x)^j x^{1-\kappa/\log y},
\]
we deduce that
\[
(2.3) \quad \int_y^x (\log t)^j dR_y(t) \ll \frac{(\log x)^j x^{1-\kappa/\log y}}{\log y}.
\]

We insert (2.3) in (2.2) and complete the proof of the lemma when \( x \geq y^A \). It only remains to establish the lemma in the case \( y \leq x < y^A \). In this case, \( \log x/\log y \approx 1 \), and so applying Theorem 2.2 with \( f = 1_{P^-(\cdot) > y} \) and \( q = a = 1 \), we have that
\[
\sum_{n \leq x} \varphi(n)(\log n)^j \leq (\log x)^j \sum_{n \leq x} 1 \ll \frac{x(\log x)^j}{\log y} \ll \frac{(\log x)^j x^{1-\kappa/\log y}}{\log y}.
\]
This means that the lemma does hold in the range \( y \leq x < y^A \) as well and this finishes the proof. \( \square \)

For the proof of Lemma 2.5, we will need Theorem 2.2 as well as an application of the fundamental lemma of sieve theory.

**Theorem 2.4 (The Fundamental Lemma of Sieve Theory).** Let \( A = \{a_n\}_{n \in \mathbb{N}} \) be a sequence of non-negative real numbers with \( \sum_{n \geq 1} a_n < \infty \) and let \( P \) be a set of primes. Let also \( y \geq 1 \) be a real number and set \( P(y) := \prod_{p \leq y, p \in \mathcal{P}} p \). We define
\[
S(A, P, y) := \sum_{(n, P(y)) = 1} a_n,
\]
and for \( d \mid P(y) \), we put
\[
A_d := \sum_{d \mid n} a_n.
\]
If there exists a non-negative multiplicative function \( v \), some real number \( X \), remainder terms \( r_d \) and positive constants \( \kappa \) and \( C \) such that
\begin{itemize}
  \item \( v(p) < p \) for all \( p \mid P(z) \),
  \item \( A_d = X \cdot \frac{v(d)}{d} + r_d \) for all \( d \mid P(z) \), and
  \item \( \prod_{p \in \mathcal{P} \atop y_1 < p \leq y_2} \left( 1 - \frac{v(p)}{p} \right)^{-1} \leq \left( \frac{\log y_2}{\log y_1} \right)^\kappa \left( 1 + \frac{C}{\log y_1} \right) \) for \( 2 \leq y_1 \leq y_2 < z \),
\end{itemize}
then, for every real number \( u \geq 1 \), we have that

\[
S(A, P, y) = X \prod_{p \mid P(y)} \left(1 - \frac{v(p)}{p}\right) \left(1 + O_{\kappa,C}(u^{-u/2})\right) + O\left(\sum_{d \mid P(y) \text{ such that } d \leq y^{u/2}} |r_d|\right).
\]

Proof. See [7, Theorem 18.11, p. 190]. \( \square \)

**Lemma 2.5.** Let \( j \) be a non-negative integer. For any \( q \in \mathbb{N} \), \( a \in (\mathbb{Z}/q\mathbb{Z})^* \) and real numbers \( x \geq y \geq 2q^2 \), there exists an absolute constant \( \lambda > 0 \) such that

\[
\sum_{\substack{n \leq x, P^-(n) > y \\ n \equiv a \pmod{q}}} (\log n)^j = \frac{1}{\phi(q)} \left(\int_y^x (\log t)^j dt\right) \prod_{p \leq y} \left(1 - \frac{1}{p}\right) + O\left(\frac{(\log x)^j x^{1-\lambda/\log y}}{\phi(q) \log y}\right).
\]

Proof. Let \( A > 0 \) be a sufficiently large real number. We are going to prove the lemma separately in the ranges \( x \geq y^A \) and \( y \leq x < y^A \).

First, we start with the case \( x \geq y^A \). In this case, we will apply Theorem 2.4 with \( P = \{p \leq y, p \nmid q\} \) and \( A = \{a_n\}_{n \in \mathbb{N}} \), where

\[
a_n = \begin{cases} (\log n)^j, & \text{when } n \leq x \text{ and } n \equiv a \pmod{q} \\ 0, & \text{otherwise}. \end{cases}
\]

Observe that

\[
S(A, P, y) = \sum_{\substack{n \leq x, P^-(n) > y \\ n \equiv a \pmod{q}}} (\log n)^j.
\]

Consequently, with the chosen sets \( A \) and \( P \), an application of Theorem 2.4 will provide an asymptotic formula for the sums of interest at the right-hand side.

Now, let \( d \) be a positive integer dividing \( \prod_{p \leq y, p \nmid q} p \). Because of the Chinese Remainder Theorem, the system of linear congruences \( n \equiv a \pmod{q}, n \equiv 0 \pmod{d} \) is equivalent to \( n \equiv a^* \pmod{qd} \) for some \( a^* \in (\mathbb{Z}/(qd)\mathbb{Z}) \). Since \( \sum_{n \leq x, n \equiv a^* \pmod{qd}} 1 = x/(qd) + O(1) \), partial summation implies that

\[
A_d = \sum_{\substack{n \leq x, d \mid n \\ n \equiv a \pmod{q}}} (\log n)^j = \sum_{\substack{n \leq x \\ n \equiv a^* \pmod{qd}}} (\log n)^j = \frac{1}{qd} \left(\frac{1}{d} \int_1^x (\log x)^j dt\right) + O((\log x)^j)
\]

\[
= \frac{1}{qd} \int_1^x (\log t)^j dt + O((\log x)^j).
\]

Therefore, following the notation of Theorem 2.4, we have \( X = q^{-1} \int_1^x (\log t)^j dt, v(d) = 1 \) and \( r_d = (\log x)^j \) for all \( d \mid \prod_{p \leq y, p \nmid q} p \). Then Mertens’ theorem implies that we may choose \( \kappa = 1 \) and some large \( C > 0 \) in Theorem 2.4.

For \( u = e \log x/(A \log y) \geq e \), note that
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\[ X \prod_{p \leq y/q} \left( 1 - \frac{\nu(p)}{p} \right) u^{-u/2} < \frac{x(\log x)^i}{q} \prod_{p \leq y} \left( 1 - \frac{1}{p} \right) \prod_{p \mid q} \left( 1 - \frac{1}{p} \right)^{-1} \exp \left\{ - \frac{e \log x}{2A \log y} \right\} \]

\[ \leq \frac{(\log x)^j x^{1-\lambda/\log y}}{\phi(q)} \prod_{p \leq y} \left( 1 - \frac{1}{p} \right) \]

\[ \ll \frac{(\log x)^j x^{1-\lambda/\log y}}{\phi(q) \log y} \]

(2.6)

for some \( \lambda \in (0, e(2A)^{-1}] \). Furthermore, with \( P(y) = \prod_{p \leq y, p \mid q} p \) and the choice of \( u \) that we made, we have that

\[ \sum_{d \mid P(y)} \left| r_d \right| \leq \sum_{d \leq y^u} r_d \leq x^{e/A} (\log x)^j \ll x^{2e/A} (\log x)^j \]

\[ < \frac{(\log x)^j x^{(2e+1)/A}}{\phi(q) \log y} \leq \frac{(\log x)^j x^{1-\lambda/\log y}}{\phi(q) \log y}, \]

(2.7)

where we passed from the first line to the second by using the inequality \( x^{1/A} \geq y \geq 2q > \phi(q) \).

The last step follows from the fact that \( A \) is sufficiently large.

Combination of (2.6) and (2.7) with Theorem 2.4 yields

\[ \sum_{n \leq x, P^{-}(n) > y} (\log n)^j = \frac{1}{\phi(q)} \left( \int_1^x (\log t)^j dt \right) \prod_{p \leq y} \left( 1 - \frac{1}{p} \right) + O \left( \frac{(\log x)^j x^{1-\lambda/\log y}}{\phi(q) \log y} \right). \]

(2.8)

But, \( \prod_{p \leq y} (1 - 1/p) \ll (\log y)^{-1} \), and

\[ \int_1^y (\log t)^j dt < y(\log x)^j \ll (\log x)^j x^{1-\lambda/\log y}, \]

since \( x \geq y^A \) with \( A \) sufficiently large. Hence, relation (2.8) implies (2.4) in the range \( x \geq y^A \).

When \( y \leq x < y^A \), a similar argument as the one that we developed at the end of the proof of Lemma 2.3 shows that

\[ \sum_{n \leq x, P^{-}(n) > y} (\log n)^j \ll \frac{(\log x)^j x^{1-\lambda/\log y}}{\phi(q) \log y} \]

and the proof of the lemma is complete. \( \square \)

3. EXISTING BOUNDS FOR SIFTED L-DIRICHLET SERIES

Let us consider a real number \( y \geq 1 \) and a positive integer \( q \). For \( s \in \mathbb{C} \) with \( \text{Re}(s) > 1 \), we define the \( y \)-rough Dirichlet series of a Dirichlet character \( \chi \) modulo \( q \) as
(3.1) \[ L_y(s, \chi) := \sum_{n \geq 1} \frac{\chi(n)}{n^s} = L(s, \chi) \prod_{p \leq y} (1 - \chi(p)/p^s). \]

In (3.1), the series is absolutely convergent and its rightmost side implies the meromorphical continuation of \( L_y(\cdot, \chi) \) on the whole complex plane (with one pole at 1 only in the case of the principal character \( \chi_0 \)).

The present section constitutes a collection of some existing upper and lower bounds for the values of a \( y \)-rough Dirichlet series. We will use all these bounds in the proof of Theorem 1.1. The theorems listed below are stated without their proofs, as they are already part of the literature. We only provide a reference for each one of them. To simplify their statements, we introduce the notation

\[ V_t := \exp\{100(\log(3 + |t|)^{2/3})(\log \log(3 + |t|))^{1/3}\} \quad (t \in \mathbb{R}). \]

We start with the following theorem [6, Lemma 4.1] concerning an upper bound for the derivatives of \( L(\cdot, \chi) \).

**Theorem 3.1.** Let \( q \) be a positive integer and \( \chi \) be a non-principal character modulo \( q \). Let also \( j \in \mathbb{N} \) and \( s = \sigma + it \) with \( \sigma > 1 \) and \( t \in \mathbb{R} \). For \( y \geq qV_t \), we have that

\[ |L_y^{(j)}(s, \chi)| \ll j!(C \log y)^j, \]

where \( C > 0 \) is an absolute constant.

The next result [6, Lemma 4.2] equips us with lower bounds for \( L_y(s, \chi) \).

**Theorem 3.2.** Fix a positive integer \( q \) and let \( \chi \) be a character modulo \( q \). Let \( s = \sigma + it \) with \( \sigma > 1 \) and \( t \in \mathbb{R} \) and consider the real number \( y \geq qV_t \).

(a) If \( \chi \) is not real, then \( |L_y(s, \chi)| \gg 1 \).

(b) If \( \chi \) is real and non-principal, then \( |L_y(s, \chi)| \gg L_y(1, \chi) \).

We close this section with a theorem [7, Lemma 27.5, p. 291] dealing with the size of \( L_y(\sigma, \chi) \) for \( \sigma \geq 1 \) when \( \chi \neq \psi \), where \( \psi \) is defined as in the statement of Theorem 1.1.

**Theorem 3.3.** Let \( q \) be a positive integer and let \( \mathcal{R}_q \) be the set of real, non-principal characters modulo \( q \). If we take a character \( \psi \) such that \( L_q(1, \psi) = \min_{\chi \in \mathcal{R}_q} L_q(1, \chi) \) and \( \mathcal{C}_q := \{ \chi (\mod q) : \chi \neq \chi_0, \psi \} \), then \( |L_y(\sigma, \chi)| \asymp 1 \) for all \( \chi \in \mathcal{C}_q, y \geq q \) and \( \sigma \geq 1 \).

### 4. A Mean Value Theorem

The goal of this section is to establish a mean value theorem for the derivatives of the Dirichlet series

\[ \sum_{n \equiv a \pmod{q}} \frac{\Lambda(n)}{n^s}. \]

Such a result will be essential at the end of the proof of Theorem 1.1. To prove it, we are making use of the following lemma which is due to Montgomery [11, Theorem 3, p. 131].
Lemma 4.1. Let \( A(s) = \sum_{n \geq 1} a_n n^{-s} \) and \( B(s) = \sum_{n \geq 1} b_n n^{-s} \) be two Dirichlet series which converge for \( \Re(s) > 1 \). If \( |a_n| \leq b_n \) for all \( n \in \mathbb{N} \), then

\[
\int_{-T}^{T} |A(\sigma + it)|^2 dt \leq 3 \int_{-T}^{T} |B(\sigma + it)|^2 dt,
\]

for any \( \sigma > 1 \) and any \( T \geq 0 \).

Lemma 4.2. Let us consider an integer \( q \geq 1 \) and a real number \( y \geq 16q^2 \). For \( j \in \mathbb{N} \cup \{0\}, T \geq 1, \sigma \in (1,2) \) and \( a \in (\mathbb{Z}/q\mathbb{Z})^* \), we have

\[
\int_{|t| > T} \left| \sum_{n \equiv a \pmod{q}, \ P^{-}(n) > y} \frac{\Lambda(n)(\log n)^j}{n^{\sigma + it}} \right|^2 \frac{dt}{t^2} \ll \frac{16^j(2j)!}{\phi(q)^2(\sigma - 1)^{2j+1}T^j}.
\]

Proof. First, for \( k \in \mathbb{N} \cup \{0\} \), because of Lemma 4.1, we observe that

\[
\int_{k-1/2}^{k+1/2} \left| \sum_{n \equiv a \pmod{q}, \ P^{-}(n) > y} \frac{\Lambda(n)(\log n)^j}{n^{\sigma + it}} \right|^2 dt = \int_{-1/2}^{1/2} \left| \sum_{n \equiv a \pmod{q}, \ P^{-}(n) > y, \ n^{\sigma + it} \equiv 1 \pmod{q}} \frac{\Lambda(n)(\log n)^j n^{-ik}}{n^{\sigma + it}} \right|^2 dt
\]

\[
\leq 3 \int_{-1/2}^{1/2} \left| \sum_{n \equiv a \pmod{q}, \ P^{-}(n) > y} \frac{\Lambda(n)(\log n)^j}{n^{\sigma + it}} \right|^2 dt.
\]

Consequently,

\[
\int_{|t| > T} \left| \sum_{n \equiv a \pmod{q}, \ P^{-}(n) > y} \frac{\Lambda(n)(\log n)^j}{n^{\sigma + it}} \right|^2 \frac{dt}{t^2} \leq \sum_{|k| > T/2} \int_{k-1/2}^{k+1/2} \left| \sum_{n \equiv a \pmod{q}, \ P^{-}(n) > y} \frac{\Lambda(n)(\log n)^j}{n^{\sigma + it}} \right|^2 dt
\]

\[
\leq 4 \sum_{|k| > T/2} \frac{1}{k^2} \int_{k-1/2}^{k+1/2} \left| \sum_{n \equiv a \pmod{q}, \ P^{-}(n) > y} \frac{\Lambda(n)(\log n)^j}{n^{\sigma + it}} \right|^2 dt
\]

\[
\ll \left( \sum_{|k| > T/2} \frac{1}{k^2} \right) \cdot \int_{-1/2}^{1/2} \left| \sum_{n \equiv a \pmod{q}, \ P^{-}(n) > y} \frac{\Lambda(n)(\log n)^j}{n^{\sigma + it}} \right|^2 dt
\]

\[
\ll \frac{1}{T} \int_{-1/2}^{1/2} \left| \sum_{n \equiv a \pmod{q}, \ P^{-}(n) > y} \frac{\Lambda(n)(\log n)^j}{n^{\sigma + it}} \right|^2 dt.
\]

(4.1)

Now, we focus on estimating the integral at the last line of (4.1). We will do this by adopting the rather standard technique which is used for proving similar mean value theorems. We consider the function \( \Phi : \mathbb{R} \to \mathbb{R} \) given by the formula \( \Phi(x) = (2\pi \sin(x/4))x^{-2} \) for all \( x \in \mathbb{R}^* \) and \( \Phi(0) = \pi^2/4 \). Notice that \( \Phi(x) \geq 1 \) on \([-1/2, 1/2]\). So, if \( \tilde{\Phi} \) is the Fourier transform of \( \Phi \), then
\[
\left| \int_{-1/2}^{1/2} \left( \sum_{n \equiv a \text{ (mod } q) \atop P^-(n) > y} \frac{\Lambda(n) (\log n)^j}{n^\sigma + it} \right|^2 dt \right| \leq \left| \int_{\mathbb{R}} \left( \sum_{n \equiv a \text{ (mod } q) \atop P^-(n) > y} \frac{\Lambda(n) (\log n)^j}{n^\sigma + it} \right|^2 \Phi(t) dt \right|
\]

(4.2)

\[
= \sum_{m \equiv a \text{ (mod } q) \atop n \equiv a \text{ (mod } q) \atop P^-(m), P^-(n) > y} \frac{\Lambda(n) \Lambda(n) (\log m)^j (\log n)^j}{m^\sigma n^\sigma} \hat{\Phi}(\log(m/n)),
\]

where we arrived at the last line by expanding the square and by interchanging the order of summation and integration. The Fourier transform \(\hat{\Phi}\) is an even function, because \(\Phi\) is also even. Therefore, we may bound the last line of (4.2) by twice the sum

(4.3)

\[
\sum_{m \equiv a \text{ (mod } q) \atop n \leq m, n \equiv a \text{ (mod } q) \atop P^-(m), P^-(n) > y} \frac{\Lambda(n) \Lambda(n) (\log m)^j (\log n)^j}{m^\sigma n^\sigma} \hat{\Phi}(\log(m/n)).
\]

The Fourier transform \(\hat{\Phi}\) is continuous and compactly supported on \([-1/2, 1/2]\). Moreover, for \(n \leq m\), we have that \(|n - m| \leq m \log(m/n)\). Therefore, the sum (4.3) is smaller than or equal to

\[
\sum_{m \equiv a \text{ (mod } q) \atop P^-(m) > y} \frac{\Lambda(m) (\log m)^j}{m^\sigma} \sum_{n \equiv a \text{ (mod } q) \atop P^-(n) > y} \frac{\Lambda(n) (\log n)^j}{n^\sigma} \ll \sum_{m \equiv a \text{ (mod } q) \atop P^-(m) > y} \frac{\Lambda(m) (\log m)^{2j}}{m^{2\sigma}} \sum_{n \equiv a \text{ (mod } q)} \Lambda(n) \ll \frac{1}{\phi(q)} \sum_{m \equiv a \text{ (mod } q) \atop P^-(m) > y} \frac{\Lambda(m) (\log m)^{2j}}{m^{2\sigma - 1}}.
\]

For the last estimate we made use of the Brun-Titchmarsh theorem. Its application was allowed, because \(\Lambda(1) = 0\), which means that the condition \(P^-(m) > y\) implies that \(m > y \geq 16q^2\). According to all the above, relation (4.2) becomes

(4.4)

\[
\left| \int_{-1/2}^{1/2} \left( \sum_{n \equiv a \text{ (mod } q) \atop P^-(n) > y} \frac{\Lambda(n) (\log n)^j}{n^\sigma + it} \right|^2 dt \right| \ll \frac{1}{\phi(q)} \sum_{m \equiv a \text{ (mod } q) \atop P^-(m) > y} \frac{\Lambda(m) (\log m)^{2j}}{m^{2\sigma - 1}}.
\]

We continue by bounding the sum of the right-hand side of (4.4). By decomposing this sum in dyadic intervals, we get that
\[
\sum_{m \equiv \alpha (\mod q)} \frac{\Lambda(m)(\log m)^{2j}}{m^{2\sigma-1}} \ll (\log 4)^j \sum_{r > \log y/\log 2} \frac{r^{2j}}{2^{r(2\sigma-1)}} \sum_{m \equiv \alpha (\mod q)} \Lambda(m) \]

where we applied the Brun-Titchmarsh theorem for the last step, since \(2^r > y \geq 16q^2\). Using the \(2j\)-th derivative of the geometric series, it follows that

\[
\sum_{r \geq 0} \frac{r^{2j}}{4^{r(\sigma-1)}} \leq \sum_{r \geq 0} \frac{(r + 2j)!}{4^r(\sigma-1)r!} = \frac{(2j)!}{(1 - 4^{1-\sigma})^{2j+1}} \leq \frac{(2j)!}{(\sigma - 1)^{2j+1}} \frac{1}{2^{j(2j)!}},
\]

as \(1 - 4^{1-\sigma} \geq \frac{(\sigma-1)\log 2}{2}\) for \(\sigma \in (1, 2)\) by the mean value theorem. Thus,

\[
(4.5) \sum_{m \equiv \alpha (\mod q)} \frac{\Lambda(m)(\log m)^{2j}}{m^{2\sigma-1}} \ll \frac{(8/\log 2)^j(2j)!}{\phi(q)(\sigma - 1)^{2j+1}} < \frac{16^j(2j)!}{\phi(q)(\sigma - 1)^{2j+1}}.
\]

We now combine (4.1), (4.4) and (4.5) and conclude the proof of the lemma. \(\square\)

5. Proof of Theorem 1.1

5.1 A useful lemma. Before embarking on the proof of Theorem 1.1, which is the main objective of this section, we first state a lemma that will be useful.

\textbf{Lemma 5.1.} Let \(k \in \mathbb{N}, D\) be an open set of \(\mathbb{C}\), \(s \in D\) and \(F : D \rightarrow \mathbb{C}\) be a function which is differentiable \(k\) times at \(s\). We further assume that \(F(s) \neq 0\) and we set

\[
K = \max_{1 \leq j \leq k} \left\{ \frac{1}{j!} \left| \frac{F^{(j)}(s)}{F(s)} \right| \right\}^{1/j} \quad \text{and} \quad N = \max_{1 \leq j \leq k} \left\{ \frac{1}{j!} \left| \frac{F^{(j)}(s)}{F(s)} \right| \right\}^{1/j}.
\]

Then \(K/2 \leq N \leq 2K\).

\textbf{Proof.} See [5, Lemma 9.1]. \(\square\)

5.2 Proof of Theorem 1.1: We may assume that \(q \geq 2\) and that \(x \geq q^B\) for some sufficiently large real number \(B > 0\). Indeed, for \(q = 1\), we have the prime number theorem with the error term provided by Korobov and Vinogradov and if \(q^2 \leq x < q^B\), then \(\log x/\log q \approx 1\) and the theorem follows from a trivial application of the Brun-Titchmarsh inequality. Now, let \(k\) be a positive integer and set \(y = (10q)^{100}V_T\) with \(T = \exp\{2L(\log x)^{3/5}(\log \log x)^{2/5}\}\) for a large constant \(L > 0\).

Since \(\log = \Lambda * 1\), we have that

\[
\sum_{n \leq x} \log n = \sum_{m \leq \sqrt{x}} \sum_{\ell \equiv \alpha (\mod q)} \Lambda(\ell) + \sum_{\ell \leq \sqrt{x}} \sum_{m \equiv \alpha (\mod q)} \Lambda(\ell) \sum_{\sqrt{x} < m < y} 1.
\]
In the rest of the proof, the character \( \psi \) is defined as in the statement of Theorem 1.1. For \( \chi \in \{\chi_0, \psi\} \), it is true that \( \log \cdot \chi = (\Lambda \cdot \chi) \ast \chi \). Therefore, we similarly have that

\[
(5.2) \quad \sum_{n \leq x, \quad P^-(n) > y} \chi(n) \log n = \sum_{m \leq \sqrt{x}, \quad P^-(m) > y} \chi(m) \sum_{\ell \leq \sqrt{x}, \quad P^-(\ell) > y} \Lambda(\ell) \chi(\ell) + \sum_{\ell \leq \sqrt{x}, \quad P^-(\ell) > y} \Lambda(\ell) \sum_{n \leq x, \quad P^-(n) > y} \chi(m).
\]

We now use Lemma 2.3 for the sums \( \sum_{n \leq x, \quad P^-(n) > y} \chi_0(n) \log n \) and \( \sum_{n \leq x, \quad P^-(n) > y} \psi(n) \log n \). We also use Lemma 2.5 for the sum \( \sum_{n \leq x, \quad P^-(n) > y} \log n \). Combination of the obtained formulas yields

\[
(5.3) \quad \sum_{n \leq x, \quad n \equiv a \pmod{q}, \quad P^-(n) > y} \log n - \frac{1}{\phi(q)} \sum_{n \leq x, \quad P^-(n) > y} \chi_0(n) \log n - \frac{\psi(a)}{\phi(q)} \sum_{n \leq x, \quad P^-(n) > y} \psi(n) \log n \ll \frac{x^{1-c_1/\log y}}{\phi(q)},
\]

where \( c_1 = \min\{\kappa, \lambda\}/2 \). Now, for simplicity, we put

\[
\Delta(u, y; q, b) := \sum_{\ell \leq u, \quad \ell \equiv b \pmod{q}, \quad P^-(\ell) > y} \Lambda(\ell) \frac{1}{\phi(q)} \sum_{\ell \leq u, \quad P^-(\ell) > y} \Lambda(\ell) \chi_0(\ell) - \frac{\psi(b)}{\phi(q)} \sum_{\ell \leq u, \quad P^-(\ell) > y} \Lambda(\ell) \psi(\ell)
\]

and

\[
\Delta^*(u, y; q, b) := \sum_{m \leq u, \quad m \equiv b \pmod{q}, \quad P^-(m) > y} 1 - \frac{1}{\phi(q)} \sum_{m \leq u, \quad P^-(m) > y} \chi_0(m) - \frac{\psi(b)}{\phi(q)} \sum_{m \leq u, \quad P^-(m) > y} \psi(m).
\]

We take (5.2) once with \( \chi = \chi_0 \) and once with \( \chi = \psi \) and then we add the two relations term by term. Then we subtract the resulting relation from (5.1). This leads to

\[
\sum_{m \leq \sqrt{x}, \quad P^-(m) > y} \Delta\left(\frac{x}{m}, y, q, a\ell\right) = - \sum_{\ell \leq \sqrt{x}, \quad P^-(\ell) > y} \Lambda(\ell) \Delta^*\left(\frac{x}{\ell}, y, q, a\ell\right)
\]

\[
+ \sum_{\ell \leq \sqrt{x}, \quad P^-(\ell) > y} \Lambda(\ell) \Delta^*(\sqrt{x}, y, q, a\ell) + O\left(\frac{x^{1-c_1/\log y}}{\phi(q)}\right),
\]

where the big-Oh term comes from the contribution of the left-hand side of (5.3). Since \( x/\ell \geq \sqrt{x} \geq y \) for \( \ell \leq \sqrt{x} \), we can apply Lemmas 2.3 and 2.5 with \( j = 0 \) to bound the three sums in the definitions of \( \Delta^*(x/\ell, y, q, a\ell) \) and \( \Delta^*(\sqrt{x}, y, q, a\ell) \). Doing so yields that
\[
\sum_{\ell \leq \sqrt{x} \atop \ell \in \mathbb{P} \setminus \mathbb{P}^{y/2}} \Lambda(\ell) \left\{ \Delta^* \left( \frac{x}{\ell}; y, q, a\ell \right) - \Delta^* \left( \sqrt{x}, y, q, a\ell \right) \right\} \ll \frac{x^{1-c_1/\log y}}{\phi(q) \log y} \sum_{\ell \leq \sqrt{x} \atop \ell \in \mathbb{P} \setminus \mathbb{P}^{y/2}} \Lambda(\ell) \frac{1}{\ell^{1-c_1/\log y}}
\ll \frac{x^{1-c_1/(2 \log y)}}{\phi(q) \log y} \sum_{\ell \leq \sqrt{x}} \frac{\Lambda(\ell)}{\ell} \ll \frac{x^{1-c_1/(2 \log y)}}{\phi(q) \log x} \ll \frac{x^{1-c_1/(3 \log y)}}{\phi(q)}.
\]

Hence,

\[
\Delta(x, y; q, a) = - \sum_{1 < m \leq \sqrt{x} \atop P^+(m) > y} \Delta \left( \frac{x}{m}, y, q, am \right) + O \left( \frac{x^{1-c_2/\log y}}{\phi(q)} \right),
\]

where \(c_2 = c_1/3\).

Now, we set \(D = x^{1-\delta/\log y}\) for some sufficiently small \(\delta \in (0, c_2)\) which will be chosen later. When \(m \leq \sqrt{x}\) and \(x \geq q^B\) with a suitably large exponent \(B\), we have that \(D/m \geq 2q\sqrt{x/m}\). Thus, for \(t \in [x - D, x]\), an application of the Brun-Titchmarsh theorem gives

\[
\sum_{\frac{x-D}{m} < \ell \leq \frac{x}{m} \atop \ell \equiv am \pmod{q} \atop P^-(\ell) > y} \Lambda(\ell) \ll \frac{D}{m \phi(q)}.
\]

Similarly,

\[
\sum_{\frac{x}{m} < \ell \leq \frac{x}{m} \atop \ell \equiv am \pmod{q} \atop P^-(\ell) > y} \Lambda(\ell) \psi(\ell) \ll \frac{D}{m},
\]

by bounding the characters trivially before making use of the Brun-Titchmarsh theorem. With these estimates, we deduce that

\[
\sum_{1 < m \leq \sqrt{x} \atop P^+(m) > y} \Delta \left( \frac{x}{m}, y, q, am \right) = \frac{1}{D} \int_{x-D}^{x} \Delta \left( \frac{t}{m}, y, q, am \right) \, dt
\]

\[+ O \left( \frac{D}{\phi(q)} \sum_{m \leq \sqrt{x} \atop P^+(m) > y} \frac{1}{m} \right).
\]

But,

\[
\sum_{m \leq \sqrt{x} \atop P^+(m) > y} \frac{1}{m} \leq \prod_{y < p \leq \sqrt{x}} \left( 1 - \frac{1}{p} \right)^{-1} \ll \frac{\log x}{\log y},
\]
and so the inequality \(x^{\delta/(2 \log y)} \gg \delta \log x / \log y\) and combination of (5.4) and (5.5) lead to
\[(5.6) \quad \Delta(x, y; q, a) = -\frac{1}{D} \sum_{1 < m < \sqrt{x} \atop P^-(m) > y} \int_{x-D}^{x} \Delta\left(\frac{t}{m}, y; q, a\overline{m}\right) dt + O_{\delta}\left(\frac{x^{1-\delta/(2 \log y)}}{\phi(q)}\right).\]

By referring to the orthogonality of the characters modulo \(q\), it follows that
\[
\Delta\left(\frac{t}{m}, y; q, a\overline{m}\right) = \frac{1}{\phi(q)} \sum_{\chi \equiv (mod q) \atop \chi \not\equiv \chi_0, \psi} \overline{\chi}(a)\chi(m) \sum_{\ell \leq \frac{t}{m} \atop P^-(\ell) > y} \Lambda(\ell)\chi(\ell).
\]

Therefore,
\[
\frac{1}{D} \left| \int_{1 < m < \sqrt{x} \atop P^-(m) > y} \int_{x-D}^{x} \Delta\left(\frac{t}{m}, y; q, a\overline{m}\right) dt \right| \leq \frac{1}{D\phi(q)} \sum_{\chi \equiv (mod q) \atop \chi \not\equiv \chi_0, \psi} \left| \sum_{1 < m < \sqrt{x} \atop P^-(m) > y} \chi(m) \int_{x-D}^{x} \left( \sum_{\ell \leq \frac{t}{m} \atop P^-(\ell) > y} \Lambda(\ell)\chi(\ell) \right) dt \right|
\]
\[
= \frac{1}{D\phi(q)} \sum_{\chi \equiv (mod q) \atop \chi \not\equiv \chi_0, \psi} \left| \sum_{1 < m < \sqrt{x} \atop P^-(m) > y} \chi(m)m \int_{x-D}^{x} \left( \sum_{\ell \leq \frac{t}{m} \atop P^-(\ell) > y} \Lambda(\ell)\chi(\ell) \right) dt \right|
\]
\[
= \frac{1}{D\phi(q)} \sum_{\chi \equiv (mod q) \atop \chi \not\equiv \chi_0, \psi} \left| \int_{x-D}^{x} \left( \sum_{\ell \leq \frac{t}{m} \atop P^-(\ell) > y} \Lambda(\ell)\chi(\ell) \right) \left( \sum_{1 < m < \sqrt{x} \atop P^-(m) > y} \chi(m)m \right) dt \right|.
\]

We move the absolute value inside the integral and then use the Cauchy-Schwarz inequality twice to obtain
\[(5.7) \quad \frac{1}{D} \left| \int_{1 < m < \sqrt{x} \atop P^-(m) > y} \int_{x-D}^{x} \Delta\left(\frac{t}{m}, y; q, a\overline{m}\right) dt \right| \leq \frac{1}{D\phi(q)} \left( \sum_{\chi \equiv (mod q) \atop \chi \not\equiv \chi_0, \psi} \left| \sum_{\ell \leq \frac{t}{m} \atop P^-(\ell) > y} \Lambda(\ell)\chi(\ell) \right|^2 \right)^{1/2} \left( \sum_{\chi \equiv (mod q) \atop \chi \not\equiv \chi_0, \psi} \left| \sum_{1 < m < \sqrt{x} \atop P^-(m) > y} \chi(m)m \right|^2 \right)^{1/2} dt
\]
\[
\leq \frac{1}{D\phi(q)} \left( \sum_{\chi \equiv (mod q) \atop \chi \not\equiv \chi_0, \psi} \left| \sum_{\ell \leq \frac{t}{m} \atop P^-(\ell) > y} \Lambda(\ell)\chi(\ell) \right|^2 \right)^{1/2} \left( \int_{x-D}^{x} \frac{dt}{t^3} \right)^{1/2}
\]
\[
\times \left( \int_{x-D}^{x} \sum_{\chi \equiv (mod q) \atop \chi \not\equiv \chi_0, \psi} \left| \sum_{1 < m < \sqrt{x} \atop P^-(m) > y} \chi(m)m \right|^2 t^3 dt \right)^{1/2}.
\]
However,

\[
\sum_{\chi \mod q} \sum_{\frac{D}{y} < m \leq \frac{t}{y} \mod \frac{D}{y}} \chi(m)m^2 = \phi(q) \sum_{b \in \mathbb{Z}/q\mathbb{Z}^*} \left( \sum_{\frac{D}{y} < m \leq \frac{t}{y} \mod \frac{D}{y}} m \right)^2 \\
\leq \frac{\phi(q)x^2}{t^2} \sum_{b \in \mathbb{Z}/q\mathbb{Z}^*} \left( \sum_{\frac{D}{y} < m \leq \frac{t}{y} \mod \frac{D}{y}} 1 \right)^2 \leq \frac{x^4}{t^4(\log y)^2},
\]

where the final step is a consequence of Theorem 2.2 which was applied separately to each enlarged sum of the last line. So,

\[
\int_{\sqrt{x}}^{x} \sum_{\chi \mod q} \sum_{\frac{D}{y} < m \leq \frac{t}{y} \mod \frac{D}{y}} \chi(m)m^2 \, dt \ll \frac{x^4}{(\log y)^2} \int_{1}^{x} \frac{dt}{t} = \frac{x^4 \log x}{(\log y)^2}.
\]

This means that (5.7) leads to the estimate

\[
\frac{1}{D} \sum_{1 < m \leq \sqrt{x}} \sum_{\frac{D}{y} < m \leq \frac{t}{y} \mod \frac{D}{y}} \Delta \left( \frac{t}{m}, y; q, a \right) \, dt \ll \frac{x^{1+\delta/\log y} \sqrt{\log x}}{\phi(q) \log y} \]
\[
\times \left( \sum_{\chi \mod q} \sum_{\chi \neq \chi_0, \psi} \int_{\sqrt{x}}^{x} \left| \sum_{\ell \leq t} \Lambda(\ell) \chi(\ell) \right|^2 \, dt \right)^{1/2}. 
\]

Now, we continue by establishing a bound for the sum of integrals at the second line of (5.8). For \( t \in [\sqrt{x}/2, x] \), by partial summation and Chebyshev’s estimates, we have that

\[
\sum_{\ell \leq t} \Lambda(\ell) \chi(\ell) = O(\sqrt{t}) + \int_{\sqrt{t}}^{t} (\log u)^{-k-1} d\left( \sum_{\ell \leq u} \Lambda(\ell) \chi(\ell) (\log \ell)^k \right) \\
= O(\sqrt{t}) + (\log t)^{-k} \sum_{\ell \leq t} \Lambda(\ell) \chi(\ell) (\log \ell)^k \\
+ k \int_{\sqrt{t}}^{t} \sum_{\ell \leq u} \Lambda(\ell) \chi(\ell) (\log \ell)^k \frac{du}{u(\log u)^{k+1}} \\
\ll \sqrt{t} + M^k (\log x)^{-k} \sum_{\ell \leq t} \Lambda(\ell) \chi(\ell) (\log \ell)^k \\
+ M^k (\log x)^{-(k+1)} \int_{\sqrt{t}}^{t} \left| \sum_{\ell \leq u} \Lambda(\ell) \chi(\ell) (\log \ell)^k \right| \frac{du}{u},
\]
where $M$ is some sufficiently large positive constant. Because of the basic inequality $3(\alpha^2 + \beta^2 + \gamma^2) \geq (\alpha + \beta + \gamma)^2$ for all $\alpha, \beta, \gamma \in \mathbb{R}$, we deduce that

$$
\left| \sum_{\ell \leq t \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell) \right|^2 \leq t + M^{2k}(\log x)^{-2k} \left( \sum_{\ell \leq t \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell)(\log \ell)^k \right)^2
$$

$$
+ M^{2k}(\log x)^{-2(k+1)} \left( \int_{\sqrt{t}}^t \left| \sum_{\ell \leq u \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell)(\log \ell)^k \right| \frac{du}{u} \right)^2.
$$

But, upon noticing that

$$
\left( \int_{\sqrt{t}}^t \left| \sum_{\ell \leq u \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell)(\log \ell)^k \right| \frac{du}{u} \right)^2 \leq \frac{\log t}{2} \int_{\sqrt{t}}^t \left| \sum_{\ell \leq u \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell)(\log \ell)^k \right| \frac{2du}{u},
$$

by the Cauchy-Schwarz inequality, we conclude that

$$
\left( \sum_{\chi \, (mod \, q) \, \chi \neq \chi_0, \psi} \int_{\sqrt{t}}^x \left| \sum_{\ell \leq t \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell) \right| \frac{2dt}{t^3} \right)^{1/2} \leq \frac{\phi(q)^{1/2}}{x^{1/4}} + M^k(\log x)^{-k} \left( \sum_{\chi \, (mod \, q) \, \chi \neq \chi_0, \psi} \int_{\sqrt{t}}^x \left| \sum_{\ell \leq t \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell)(\log \ell)^k \right| \frac{2dt}{t^3} \right)^{1/2}
$$

$$
+ M^k(\log x)^{-k} \left( \sum_{\chi \, (mod \, q) \, \chi \neq \chi_0, \psi} \int_{\sqrt{t}}^x \left( \int_{\sqrt{t}}^t \left| \sum_{\ell \leq u \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell)(\log \ell)^k \right| \frac{2du}{u} \right) \frac{dt}{t^3} \right)^{1/2}.
$$

We use Fubini’s theorem to interchange the order of integration, and so the double integral above equals

$$
\int_{\sqrt{t}}^x \left| \sum_{\ell \leq u \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell)(\log \ell)^k \right|^2 \left( \int_{u}^{u^2} \frac{dt}{t^3} \right) \frac{du}{u} \leq \int_{\sqrt{t}}^x \left| \sum_{\ell \leq u \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell)(\log \ell)^k \right|^2 \frac{2du}{u^3}.
$$

Hence,

$$
\left( \sum_{\chi \, (mod \, q) \, \chi \neq \chi_0, \psi} \int_{\sqrt{t}}^x \left| \sum_{\ell \leq t \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell) \right| \frac{2dt}{t^3} \right)^{1/2} \leq \frac{\phi(q)^{1/2}}{x^{1/4}} + M^k(\log x)^{-k} \left( \sum_{\chi \, (mod \, q) \, \chi \neq \chi_0, \psi} \int_{\sqrt{t}}^x \left| \sum_{\ell \leq t \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell)(\log \ell)^k \right| \frac{2dt}{t^3} \right)^{1/2}
$$

$$
+ \frac{\phi(q)^{1/2}}{x^{1/4}} + M^k(\log x)^{-k} \left( \sum_{\chi \, (mod \, q) \, \chi \neq \chi_0, \psi} \int_{\sqrt{t}}^x \left( \int_{\sqrt{t}}^t \left| \sum_{\ell \leq u \atop P^{-(\ell)} > y} \Lambda(\ell) \chi(\ell)(\log \ell)^k \right| \frac{2du}{u} \right) \frac{dt}{t^3} \right)^{1/2}.
$$
Since Parseval’s theorem for Dirichlet series guarantees that

\[
\int_1^\infty \left| \sum_{\ell \leq u \atop P^-(\ell) > y} \Lambda(\ell) \chi(\ell) (\log \ell)^k \right|^2 \frac{du}{u^{3+2/k} \log x} = \frac{1}{2\pi} \int_{\mathbb{R}} \left| \left( \frac{L_y'}{L_y} \right)^{(k)} (c + it, \chi) \right|^2 \frac{dt}{c^2 + t^2},
\]

with \( c := 1 + 1/\log x \), we arrive at the following bound:

\[
(5.9) \quad \left( \sum_{\chi \not\equiv \chi_0, \psi} \int_{\mathbb{R}} \left| \sum_{\ell \leq t} \Lambda(\ell) \chi(\ell) \right|^2 \frac{dt}{t^3} \right)^{1/2} \ll \frac{\phi(q)^{1/2}}{x^{1/4}} + M^k (\log x)^{-k} \left( \sum_{\chi \not\equiv \chi_0, \psi} \int_{\mathbb{R}} \left| \left( \frac{L_y'}{L_y} \right)^{(k)} (c + it, \chi) \right|^2 \frac{dt}{c^2 + t^2} \right)^{1/2}.
\]

We now restrict our attention to the integrals involving the derivatives of \( L_y'/L_y \). We are going to split these integrals into two parts. In the first parts, we will be integrating over \( |t| \leq T \). We will bound these parts by mainly using the results of Section 3. For the remaining parts, where we integrate over the range \( |t| > T \), we will use Lemma 4.2. We start with the integrals over \( |t| > T \) first.

It is true that

\[
\sum_{\chi \not\equiv \chi_0, \psi} \left| \left( \frac{L_y'}{L_y} \right)^{(k)} (c + it, \chi) \right|^2 = \phi(q) \sum_{b \in (\mathbb{Z}/q\mathbb{Z})^*} \sum_{n \equiv b (\text{mod } q), P^-(n) > y} \frac{\Lambda(n)(\log n)^k}{n^{c+it}} \mid^2.
\]

This may be proven by opening the square of the left hand-side and by using the orthogonality relations of the characters modulo \( q \). So, now one can use Lemma 4.2 to infer that

\[
(5.10) \quad \sum_{\chi \not\equiv \chi_0, \psi} \int_{|t| > T} \left| \left( \frac{L_y'}{L_y} \right)^{(k)} (c + it, \chi) \right|^2 \frac{dt}{c^2 + t^2} \ll \frac{\phi(q)}{x^{1/4}} + M^k (\log x)^{-k} \left( \sum_{\chi \not\equiv \chi_0, \psi} \int_{|t| > T} \left| \left( \frac{L_y'}{L_y} \right)^{(k)} (c + it, \chi) \right|^2 \frac{dt}{c^2 + t^2} \right)^{1/2},
\]

Our treatment for the integrals corresponding to the large values of \( t \) is complete and we turn our focus to the integrals whose range of integration is \( |t| \leq T \). For a character \( \chi \not\equiv \{ \chi_0, \psi \} \), using Lemma 5.1, it follows that

\[
(5.11) \quad \int_{|t| \leq T} \left| \left( \frac{L_y'}{L_y} \right)^{(k)} (c + it, \chi) \right|^2 \frac{dt}{c^2 + t^2} \ll 4^{k+1}((k + 1)!)^2 \sum_{j=1}^{k+1} (j!)^{-2(k+1)} \int_{|t| \leq T} \left| \left( \frac{L_y}{L_y} \right)^{(j)} (c + it, \chi) \right|^2 \frac{dt}{c^2 + t^2}.
\]
Since \( \chi \not\in \{\chi_0, \psi\} \) and \( y = (10q)^{100}v_T > qV \) when \( |t| \leq T \), a proper combination of Theorems 3.2 and 3.3 implies that \(|L_y^{-1}(c + it, \chi)| \ll 1\). Moreover, \(|L_y^{(j)}(c + it, \chi)| \ll j!(C \log y)^j\) for all \( j \in \{1, \ldots, k + 1\}\), as can be seen from Theorem 3.1. Hence, (5.11) gives

\[
(5.12) \quad \sum_{\chi \pmod{q}} \int_{|t| \leq T} \left| \left( \frac{L_y}{L_y} \right)^{(k)} (c + it, \chi) \right|^2 \frac{dt}{c^2 + t^2} \ll (2C)^{2k}(k + 1)^2 \sum_{j=1}^{k+1} (\log y)^{2(k+1-j)} \int_{\mathbb{R}} |L_y^{(j)}(c + it, \chi)|^2 \frac{dt}{c^2 + t^2}.
\]

From an application of Parseval’s theorem, it follows that

\[
(5.13) \quad \sum_{\chi \pmod{q}} \int_{\mathbb{R}} |L_y^{(j)}(c + it, \chi)|^2 \frac{dt}{c^2 + t^2} \leq \int_{y}^{\infty} \sum_{\chi \pmod{q}} \left| \sum_{n \leq u} \chi(n)(\log n)^j \right|^2 \frac{du}{u^2}.
\]

For \( b \in (\mathbb{Z}/q\mathbb{Z})^* \) and \( u \geq y \), Lemmas 2.3 and 2.5 yield that

\[
(5.14) \quad \sum_{\chi \pmod{q}} \left( \log n \right)^j \frac{1}{\phi(q)} \sum_{n \leq u} \chi(n)(\log n)^j \ll \frac{(\log u)^j u^{1-c_1/\log y}}{\phi(q) \log y}.
\]

Since \( \int_{y}^{v} (\log t)^j \frac{dt}{t} \leq v(\log v)^j \) for \( v \geq y \), these lemmas also imply that

\[
(5.15) \quad \sum_{\chi \pmod{q}} \left( \log n \right)^j + \frac{1}{\phi(q)} \sum_{n \leq u} \chi(n)(\log n)^j \ll \frac{u(\log u)^j}{\phi(q) \log y}.
\]

We combine (5.14) and (5.15) with the elementary identity \( w^2 - z^2 = (w - z)(w + z) \) and infer that

\[
\sum_{\chi \pmod{q}} \left| \sum_{n \leq u} \chi(n)(\log n)^j \right|^2 = \phi(q) \sum_{b \in (\mathbb{Z}/q\mathbb{Z})^*} \left\{ \left( \sum_{n \leq u} (\log n)^j \right)^2 - \left( \sum_{n \leq u} \chi(n)(\log n)^j \right)^2 \right\} \ll \frac{(\log u)^{2j}u^{2-c_1/\log y}}{(\log y)^2},
\]

for all \( j \in \{1, \ldots, k + 1\}\). We plug this estimate into (5.13) and obtain
\[
\sum_{\chi \pmod{q} \atop \chi \neq \chi_0, \psi} \int_{\Re} \left| L_y^{(j)}(c + it, \chi) \right|^2 \frac{dt}{c^2 + t^2} \ll \frac{1}{(\log y)^2} \int_{y}^{\infty} (\log u)^{2j - 1 - c_1/\log y} du
\]
\[
= c_1^{-2j-1} (\log y)^{2j-1} \Gamma(2j + 1) \leq c_1^{-3}(2j)! (\log y)^{2j-1},
\]
for \( j \in \{1, \ldots, k+1\} \) and \( \Gamma \) being the Gamma function. With this last bound, (5.12) turns into
\[
\sum_{\chi \pmod{q} \atop \chi \neq \chi_0, \psi} \int_{|t| \leq T} \left| \left( \frac{L_y'}{L_y} \right)^{(k)} (c + it, \chi) \right|^2 \frac{dt}{c^2 + t^2} \ll (2C)^{2k}((k+1)!)^2(\log y)^{2k+1} \sum_{j=1}^{k+1} \binom{2j}{j}.
\]
But, \( \binom{2j}{j} \leq \sum_{\ell=0}^{j} \binom{2j}{\ell} = 4^j \), and so
\[
\sum_{j=1}^{k+1} \binom{2j}{j} \leq 4^{k+1} \sum_{j=0}^{k} 4^{-j} < 4^{k+1} 4^{-j} \ll 4^k.
\]
Therefore, we complete the estimation of the integrals over \( |t| \leq T \) by arriving at the bound
\[
(5.16) \quad \sum_{\chi \pmod{q} \atop \chi \neq \chi_0, \psi} \int_{|t| \leq T} \left| \left( \frac{L_y'}{L_y} \right)^{(k)} (c + it, \chi) \right|^2 \frac{dt}{c^2 + t^2} \ll (4C)^{2k}((k+1)!)^2(\log y)^{2k+1}.
\]
Putting (5.10) and (5.16) together, we deduce that
\[
\sum_{\chi \pmod{q} \atop \chi \neq \chi_0, \psi} \int_{\Re} \left| \left( \frac{L_y'}{L_y} \right)^{(k)} (c + it, \chi) \right|^2 \frac{dt}{c^2 + t^2} \ll (4C)^{2k}((k+1)!)^2(\log y)^{2k+1} + \frac{(8k)^{2k}(\log x)^{2k+1}}{T}.
\]
We insert this into (5.9) and conclude that
\[
(5.17) \quad \left( \sum_{\chi \pmod{q} \atop \chi \neq \chi_0, \psi} \int_{\Re} \left| \sum_{\ell \leq t} A(\ell) \chi(\ell) \right|^2 \frac{dt}{t^3} \right)^{1/2} \ll \frac{\phi(q)^{1/2}}{x^{1/4}} + (4MC)^k(k+1)\frac{(\log y)^{k+1/2}}{(\log x)^k} + \frac{(8Mk)^k \sqrt{\log x}}{\sqrt{T}}.
\]
In turn, (5.17), when used in (5.8), implies that
\[
(5.18) \quad \frac{1}{D} \sum_{1 < m \leq \sqrt{x} \atop P^{-1}(m) > y} \int_{x-D}^{x} \Delta \left( \frac{t}{m}, y; q, am \right) dt \ll \frac{x^{1+2\delta/\log y}}{\phi(q)} \left\{ \left( \frac{M' \log y}{\log x} \right)^{\ell} + \frac{(8M)^{\ell}}{\sqrt{T}} \right\}.
\]
where \( \ell = k + 1 \) and \( M' = 4MC \). Note that we omitted the term stemming from \( \phi(q)^{1/2}x^{-1/4} \), since we are working with a sufficiently small \( \delta > 0 \) and a \( x \geq q^B \) for some sufficiently large \( B \). Now, we combine (5.6) with (5.18) and obtain that

\[
(5.19) \quad \Delta(x, y; q, a) \ll x^{1+2\delta/(\log y)} \phi(q) \left\{ \left( \frac{M' \ell \log y}{\log x} \right) + \frac{(8M\ell)^\ell}{\sqrt{T}} \right\} + \frac{x^{1-\delta/(2\log y)}}{\phi(q)},
\]

Since \( M \) can be sufficiently large, we can now choose \( \delta \) to be sufficiently small as \( \delta = 1/(5eM') \). Then, for

\[
\ell = \left\lfloor \frac{\log x}{eM' \log y} \right\rfloor,
\]

it follows that

\[
\left( \frac{M' \ell \log y}{\log x} \right) \leq \frac{\log x}{M' \log y} x^{-1/(eM' \log y)} \ll x^{-1/(2eM' \log y)},
\]

and so, with the above choice of \( \delta \), we deduce that

\[
(5.20) \quad \frac{x^{1+2\delta/(\log y)}}{\phi(q)} \left( \frac{M' \ell \log y}{\log x} \right) \ll \frac{x^{1-\delta/(2\log y)}}{\phi(q)}.
\]

Now, since \( T = \exp\{2L(\log x)^{3/5}(\log \log x)^{2/5}\} \), we observe that \( \log V_T \approx (\log x)^{2/5}(\log \log x)^{3/5} \), and this implies that \( \ell < \log x/\log y < \log x/\log V_T \approx (\log x)^{3/5}(\log \log x)^{-3/5} \). Moreover, \( \log \ell < \log \log x \). Consequently, there exist some positive constants \( c_3 \) and \( c_4 \) such that

\[
(5.21) \quad \exp\left\{ \frac{2\delta \log x}{\log y} + \ell \log \ell + \log(8M\ell) - L(\log x)^{3/5}(\log \log x)^{2/5} \right\} \leq \exp\left\{ c_3 (\log x)^{3/5}(\log \log x)^{1-3/5} - L(\log x)^{3/5}(\log \log x)^{2/5} \right\}
\]

because the constant \( L \) in the definition of \( T \) is sufficiently large.

With the selection of \( \ell \) that we made, we have the estimates (5.20) and (5.21) and then (5.19) becomes

\[
(5.22) \quad \Delta(x, y; q, a) \ll \frac{x^{1-\delta/(2\log y)}}{\phi(q)} + \frac{xe^{-c_4(\log x)^{3/5}(\log \log x)^{2/5}}}{\phi(q)}
\]

\[
(5.23) \quad \ll \frac{x^{1-c_5/(\log 2q)}}{\phi(q)} + \frac{xe^{-c_5(\log x)^{3/5}(\log \log x)^{-3/5}}}{\phi(q)},
\]

for some \( c_5 > 0 \). The first term of the second line is for the range where \( \log(10q) \geq \log V_T \), whereas the second term covers the range \( \log(10q) \leq \log V_T \). The proof of the theorem is almost complete. It only remains to observe that \( \Delta(x, y; q, a) \) does not differ much from

\[
\sum_{n \leq x, n \equiv a (\text{mod } q)} \Lambda(n) - \frac{x}{\phi(q)} - \psi(a) \sum_{n \leq x} \frac{\Lambda(n)\psi(n)}{\phi(q)}.
\]
First,

\[
\sum_{n \leq x, \quad n \equiv a \pmod{q}, \quad P^{-}(n) > y} \Lambda(n) = \sum_{n \leq x, \quad n \equiv a \pmod{q}} \Lambda(n) + O\left(\frac{y \log x}{\log y}\right),
\]

because

\[
0 \leq \sum_{n \leq x, \quad n \equiv a \pmod{q}} \Lambda(n) - \sum_{n \leq x, \quad n \equiv a \pmod{q}, \quad P^{-}(n) > y} \Lambda(n) \leq \sum_{p' \leq x, \quad p' \leq y} \pi(y) \log x \ll \frac{y \log x}{\log y}.
\]

Similarly,

\[
\sum_{n \leq x, \quad P^{-}(n) > y} \Lambda(n) \chi(n) = \sum_{n \leq x} \Lambda(n) \chi(n) + O\left(\frac{y \log x}{\log y}\right)
\]

for \(\chi \in \{\chi_0, \psi\}\). In addition, there exists a constant \(c_6 > 0\) such that (this can also follow from the pretentious methods pursued in [6])

\[
\sum_{n \leq x} \Lambda(n) \chi_0(n) = x + O(x \exp\{-c_6(\log x)^{3/5}(\log \log x)^{-1/5}\}),
\]

and so, when \(x \geq q^B\) for a large \(B > 0\), with the \(y\) that we have chosen, we conclude that

\[
\sum_{n \leq x, \quad n \equiv a \pmod{q}} \Lambda(n) - \frac{x}{\phi(q)} - \frac{\psi(a)}{\phi(q)} \sum_{n \leq x} \Lambda(n) \psi(n) - \Delta(x, y, q, a) \ll \frac{x e^{-c_6(\log x)^{3/5}(\log \log x)^{-1/5}}}{\phi(q)}
\]

In virtue of (5.22), the theorem has now been proven.

REFERENCES

[1] E. Bombieri, *Le grand crible dans la théorie analytique des nombres.* (French. English summary) Second edition. Astérisque No. 18 (1987), 103 pp.

[2] P. D. T. A. Elliot, *The least prime primitive root and Linnik’s theorem.* Number theory for the millennium, I (Urbana, IL, 2000), 393–418, A K Peters, Natick, MA, 2002.

[3] A. Granville, A. J. Harper and K. Soundararajan, *A new proof of Hálász’s theorem, and its consequences.* Compos. Math. 155 (2019), no. 1, 126–163.

[4] H. Iwaniec and E. Kowalski, *Analytic number theory.* American Mathematical Society Colloquium Publications, 53. American Mathematical Society, Providence, RI, 2004.

[5] D. Koukoulopoulos, *On multiplicative functions which are small on average.* Geom. Funct. Anal. 23 (2013), no. 5, 1569–1630.

[6] D. Koukoulopoulos, *Pretentious multiplicative functions and the prime number theorem for arithmetic progressions.* Compos. Math. 149 (2013), no. 7, 1129–1149.

[7] D. Koukoulopoulos, *The distribution of prime numbers.* Graduate Studies in Mathematics, 203. American Mathematical Society, Providence, RI, 2019.

[8] D. Koukoulopoulos and K. Soundararajan, *The structure of multiplicative functions with small partial sums.* Discrete Anal., 2020:6, 19 pp.
[9] U. V. Linnik, *On the least prime in an arithmetic progression. I. The basic theorem* (English, with Russian summary), Rec. Math. [Mat. Sbornik] N.S. 15(57) (1944), 139–178.

[10] U. V. Linnik, *On the least prime in an arithmetic progression. II. The Deuring-Heilbronn phenomenon* (English, with Russian summary), Rec. Math. [Mat. Sbornik] N.S. 15(57) (1944), 347–368.

[11] H. L. Montgomery, *Ten lectures on the interface between analytic number theory and harmonic analysis*. CBMS Regional Conference Series in Mathematics, 84. Published for the Conference Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence, RI, 1994.

[12] S. Sachpazis, *On multiplicative functions with small partial sums*. Int. Math. Res. Not. IMRN 2024, no. 4, 2937–2964.

[13] P. Shiu, *A Brun-Titchmarsh theorem for multiplicative functions*. J. Reine Angew. Math. 313 (1980), 161–170.

[14] J. Thorner and A. Zaman, *Refinements to the prime number theorem for arithmetic progressions*. Math. Z. 306 (2024), no. 3, Paper No. 54, 14 pp.

Département de mathématiques et de statistique, Université de Montréal, CP 6128 succ. Centre-Ville, Montréal, QC H3C 3J7, Canada

Email address: stelios.sachpazis@umontreal.ca