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Abstract In this paper, we study a delayed diffusive predator–prey model with nonlocal competition in prey and habitat complexity. The local stability of coexisting equilibrium is studied by analyzing the eigenvalue spectrum. Time delay inducing Hopf bifurcation is investigated by using time delay as bifurcation parameter. We give some conditions for determining the bifurcation direction and the stability of the bifurcating periodic solution by utilizing the normal form method and center manifold theorem. Our results suggest that only nonlocal competition and diffusion together can induce stably spatial inhomogeneous bifurcating periodic solutions.
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1 Introduction

Predator–prey model is an important model in biomathematics, which is used to study the growth law of two populations with predator–prey relationship [1–5]. A classical predator–prey model is Lotka–Volterra model [6], which is investigated widely from different aspects [7–9]. In order to improve the realistic application of the Lotka–Volterra model, many scholars modified the functional response which is used to describe the effect of predators on prey. The classical functional response functions are Holling type I–III [10], Beddington–DeAngelis type [11], Crowley–Martin type [12], Hassell–Varley type [13], etc.

In the ecological environment, habitat complexity plays an important role, which can be used to control the size and growth trend of the population. Many works have shown that habitat complexity has a stabilizing effect on the predator–prey model [17–19]. Ma and Wang [21] proposed a predator–prey model with habitat complexity and time delay based on the Lotka–Volterra model, that is

\[
\begin{aligned}
\frac{du}{dt} &= ru \left(1 - \frac{u}{K}\right) - \frac{c(1-\beta)u^\alpha v}{1+ch(1-\beta)^{\alpha^2}}, \\
\frac{dv}{dt} &= ec(1-\beta)u^\alpha v(t-\tau) - dv.
\end{aligned}
\]  

(1.1)

All parameters are positive. The biological description of parameters is in Table 1. The authors assume there is a gestation delay in predator. In particular, parameter \( \beta \) is used to measure the strength of habitat complexity, such as oyster and coral reefs, mangroves, sea grass beds, and salt marshes [20]. The habitat complexity can be used to control the population growth. If \( \alpha = 1 \) (\( \alpha = 2 \)), the functional response is Holling type I (II). Ma and Wang [21] studied the positivity, boundedness, stability, and Hopf bifurcation of the model (1.1). They observed the stabilizing and destabilizing effects of habitat complexity and periodic oscil-
lation caused by time delay under some parameters. After that, assuming the habitat is heterogeneous, Li et al. [14] analyzed the effect of reaction–diffusion on the model (1.1), and suggested that spatially inhomogeneous periodic solutions may exist. But they did not show the existence of stably inhomogeneous periodic solutions. Motivated by the model (1.1), Wang [15] proposed a predator–prey model with modified Holling type III functional response to incorporate the effect of habitat complexity, the production delay, the gestation delay, and the linear harvesting effort. Ma [16] proposed a delay-induced nonautonomous predator–prey system with variable habitat complexity based on the model (1.1), and studied the permanence, positivity and boundedness, local and global stabilities, and Hopf bifurcation.

\[
\begin{align*}
\frac{\partial u(x, t)}{\partial t} &= d_1 \Delta u + ru \left(1 - \frac{1}{K} \int_{\Omega} G(x, y)u(y, t)dy \right) - \frac{c(1 - \beta)u^a v}{1 + ch(1 - \beta)u^a}, \\
\frac{\partial v(x, t)}{\partial t} &= d_2 \Delta v + \frac{ec(1 - \beta)u^a(t - \tau)v(t - \tau)}{1 + ch(1 - \beta)u^a(t - \tau)} - dv, \quad x \in \Omega, \ t > 0 \\
\frac{\partial u(x, t)}{\partial v} &= \frac{\partial v(x, t)}{\partial v} = 0, \quad x \in \partial \Omega, \ t > 0 \\
u(x, \theta) &= u_0(x, \theta) \geq 0, \quad v(x, \theta) = v_0(x, \theta) \geq 0, \quad x \in \bar{\Omega}, \theta \in [-\tau, 0].
\end{align*}
\]

In the ecological environment, the space is often inhomogeneous, and the spatial diffusion often occurs in population. Therefore, the reaction–diffusion equation may be more realistic when we study the predator–prey model. In addition, many scholars have studied the predator–prey model with reaction–diffusion, and suggested that diffusion can induce spatial pattern, inhomogeneous periodic solution [22, 23]. However, spatially homogeneous periodic solutions often appear in numerical simulation, which means the inhomogeneous periodic solutions are usually unstable. Therefore, we want to study the effect of diffusion term on the model (1.1), and whether inhomogeneous periodic solutions will appear?

In fact, the resources are limited in nature, and competition within the population always exists. This competition is usually nonlocal. In [24, 25], the authors suggested that the consumption of resources in spatial location is related not only to the local population density, but also to the number of nearby population density. They measured this effect by weighting and integrating, and modified the \( \frac{\partial u}{\partial t} \) as \( \frac{1}{\kappa} \int_{\Omega} G(x, y)u(y, t)dy \). \( G(x, y) \) is some kernel function. In [26], the authors studied a diffusive predator–prey model with nonlocal competition effect, including stability of positive constant steady state and Hopf bifurcation. Geng et al. [27] studied Hopf, Turing, double-Hopf, and Turing–Hopf bifurcations of a diffusive predator–prey model with nonlocal competition. Liu et al. [28] studied a diffusive predator–prey model with nonlocal competition and time delay. These works show that spatially inhomogeneous bifurcating periodic solutions are stable, which is different from the model without nonlocal competition. Therefore, we want to study the effect of nonlocal competition on the model (1.1), and whether some new dynamic phenomena will appear?

Motivated by these, we incorporate nonlocal competition and spatial diffusion on the model (1.1), as follow

\[
G(x, y) = \frac{1}{|\Omega|} = \frac{1}{l\pi}, \quad x, y \in \Omega.
\]

This is based on the assumption that the competition strength among prey individuals in the habitat is the same, that is the competition between any two prey is the same [27]. The boundary condition is Newman boundary, which is be explained by the fact that the habitat of the population is closed and no prey or predator can entering or leaving the habitat.

With the scope of our knowledge, there is no work to study the dynamics of the predator–prey model (1.2) with the nonlocal competition in prey, habitat complexity, reaction–diffusion, and gestation delay in predator, although it seems more realistic. In addition, almost no literature shows the existence of stably inhomogeneous periodic solutions induced by time delay in predator–
prey models with habitat complexity through numerical simulation. The aim of this paper is to study the dynamics of the predator–prey model (1.2), mainly focuses on the stability and Hopf bifurcation by using time delay as bifurcating parameter.

The rest of this paper is organized as follows. In Sect. 2, we study the stability of coexisting equilibrium and existence of Hopf bifurcation. In Sect. 3, we study the Property of Hopf bifurcation. In Sect. 3, we give some numerical simulations to illustrate the theoretical results. In Sect. 4, we give a conclusion.

### 2 Stability analysis

In this section, we will study the stability and existence of Hopf bifurcation at coexisting equilibrium. Denote \( \mathbb{N} \) as positive integer set, and \( \mathbb{N}_0 \) as nonnegative integer set. \((0, 0) \) and \((K, 0) \) are boundary equilibria of system (1.2). Make the following hypothesis

\[
\textbf{(H}_0\textbf{)} \quad \beta < \beta_* := 1 - \frac{d}{cK^n(e - dh)}, \quad e > dh.
\]

Ma and Wang [21] have studied the existence of the coexisting equilibrium, they obtained that system (1.2) has a unique coexisting equilibrium \( E_*(u_*, v_*) \) when hypothesis \((\textbf{H}_0) \) holds, where

\[
u_* = \left[ \frac{c}{d} \left( 1 - \beta \right)(e - dh) \right]^{-\frac{1}{n}}, \quad u_* = \frac{eru_*(K - u_*)}{dK}.
\]

In addition, Ma and Wang [21] showed that increasing the habitat complexity \( \beta \) has a positive impact on prey’s equilibrium density and a negative impact on predator’s equilibrium density. But the lower degree of habitat complexity has a positive effect predator’s density.

Linearize system (1.2) at \( E_*(u_*, v_*) \)

\[
\frac{\partial u}{\partial t} \begin{pmatrix} u(x, t) \\ v(x, t) \end{pmatrix} = D \left( \frac{\Delta u(t)}{\Delta v(t)} \right) + L_1 \begin{pmatrix} u(x, t) \\ v(x, t) \end{pmatrix} \\
+ L_2 \begin{pmatrix} u(x, t - \tau) \\ v(x, t - \tau) \end{pmatrix} + L_3 \begin{pmatrix} \dot{u}(x, t) \\ \dot{v}(x, t) \end{pmatrix}, \tag{2.1}
\]

where

\[
D = \begin{pmatrix} d_1 & 0 \\ 0 & d_2 \end{pmatrix}, \quad L_1 = \begin{pmatrix} a_1 & a_2 \\ 0 & -d \end{pmatrix}, \quad L_2 = \begin{pmatrix} 0 & 0 \\ b_1 & d \end{pmatrix}, \quad L_3 = \begin{pmatrix} \hat{a} & 0 \\ 0 & 0 \end{pmatrix},
\]

\[
a_1 = r \left( 1 - \frac{u_*}{K} \right) + \frac{\alpha(1 - \beta)cv_*u_*^{a-1}}{(1 - \beta)chu_*^{a} + 1}^2, \]

\[
a_2 = -\frac{(1 - \beta)cu_*^a}{(1 - \beta)chu_*^{a} + 1} < 0,
\]

\[
b_1 = \frac{\alpha(1 - \beta)cev_*u_*^{a-1}}{(1 + (1 - \beta)chu_*^{a})^2} > 0, \quad \hat{a} = -\frac{ru_*}{K} < 0,
\]

and \( \hat{u} = \frac{1}{1 + \pi} \int_0^{\pi} u(y, t)dy \). The characteristic equation are

\[
\lambda^2 + A_n\lambda + B_n + (C_n - d\lambda)e^{-\lambda \tau} = 0, \quad n \in \mathbb{N}_0,
\]

where

\[
A_0 = -(a_1 + \hat{a} - d), \quad B_0 = -(a_1 + \hat{a})d, \quad C_0 = \hat{a}d + a_1d - a_2b_1,
\]

\[
A_n = (d_1 + d_2)\frac{n^2}{l^2} - a_1 + d, \quad B_n = d_1
\]

\[
d_2\frac{n^4}{l^4} + (dd_1 - a_1d_2)\frac{n^2}{l^2} - a_1d,
\]

\[
C_n = -dd_1\frac{n^2}{l^2} + a_1d - a_2b_1, \quad n \in \mathbb{N}.
\]

#### 2.1 The case of \( \tau = 0 \)

We will first discuss the stability of the coexisting equilibrium when the delay \( \tau = 0 \). Make the following hypothesis

\[
\text{...}
\]
(H₁) \( a_1 + \hat{a} < 0, \ A_n - d > 0, \ B_n + C_n > 0, \)
for \( n \in \mathbb{N} \).

Lemma 2.1 Assume \((H_0)\) and \((H_1)\) hold. Equation (2.3) has a pair of purely imaginary roots \( \pm io_n \) at \( \tau^{*}_n, \ j \in \mathbb{N}_0, \ n \in \mathbb{S}, \) where

\[
\omega_n = \sqrt{\frac{1}{2} - \left( A_n^2 - 2B_n - d^2 \right) + \sqrt{(A_n^2 - 2B_n - d^2)^2 - 4(B_n^2 - C_n^2)}}. 
\]

(H₂) \( a_1 + \hat{a} < 0, \ A_k - d < 0 \) (or \( B_k + C_k < 0 \)),
for some \( k \in \mathbb{N} \).

Theorem 2.1 For system (1.2), assume \( \tau = 0 \) and \((H_0)\) holds. If \((H_1)\) hold, \( E_s(u_s, v_s) \) is locally asymptotically stable. If \((H_2)\) holds, \( E_s(u_s, v_s) \) is Turing unstable.

Proof When \( \tau = 0 \), the characteristic Eq. (2.3) are
\[
\lambda^2 - (a_1 + \hat{a})\lambda - a_2 b_1 = 0, \quad n = 0. \tag{2.5}
\]
and
\[
\lambda^2 - (A_n - d)\lambda + B_n + C_n = 0, \quad n \in \mathbb{N}. \tag{2.6}
\]
If \((H_1)\) holds, we can obtain that the characteristic root of (2.5) and (2.6) all have negative real parts. Then, \( E_s(u_s, v_s) \) is locally asymptotically stable. If \((H_2)\) holds, we can obtain that the characteristic roots of (2.5) all have negative real parts. And the characteristic equation (2.6) at least have one root with positive real part. Then, \( E_s(u_s, v_s) \) is Turing unstable.

Remark 2.1 Since the hypothesis \((H_1)\) is too complicated, we just give a sufficient condition to ensure that \((H_1)\) holds, that is
\[
r > r_s := \left[ \left( 1 - \frac{a_2}{K} \right) \left( \alpha (1 - \frac{d}{\tau}) - 1 \right) \right]^{-1} > 0. \text{This is equivalent to } a_1 < 0, \text{thus ensuring that the hypothesis } (H_1) \text{ holds. When } \tau = 0, \text{by Theorem 2.1, } E_s(u_s, v_s) \text{ is locally asymptotically stable when } (H_0) \text{ holds and } r \text{ is larger than the critical value } r_s. \text{This means that the prey and predator will coexist when } (H_0) \text{ holds and } r \text{ is large enough, and their densities will tend to the coexisting equilibrium and distribute homogeneously in space.}
\]

2.2 The case of \( \tau > 0 \)

Now, We will discuss the stability of the coexisting equilibrium when the delay \( \tau > 0 \).

Next, we verify the transversal condition for the existence of Hopf bifurcation.

Lemma 2.2 Assume \((H_0)\) and \((H_1)\) hold. Then,
\[
\text{Re} \left[ \frac{d}{d\tau} \right]_{\tau=\tau} > 0 \quad \text{for } n \in \mathbb{S}, \quad j \in \mathbb{N}_0.
\]
Proof By (2.3), we have
\[
\left( \frac{d\lambda}{d\tau} \right)^{-1} = \frac{2\lambda + A_n - de^{-\lambda \tau} - \frac{\tau}{\lambda}}{(C_n - d\lambda)\lambda e^{-\lambda \tau} - \frac{\tau}{\lambda}}.
\]
Then,
\[
\text{Re}\left( \frac{d\lambda}{d\tau} \right)^{-1}\bigg|_{\tau = \tau'_n} = \text{Re}\left[ \frac{2\lambda + A_n - de^{-\lambda \tau} - \frac{\tau}{\lambda}}{(C_n - d\lambda)\lambda e^{-\lambda \tau} - \frac{\tau}{\lambda}} \right]\bigg|_{\tau = \tau'_n}
\]
\[
= \left[ \frac{1}{C_n^2 + d^2\omega^2(2\omega^2 + A_n^2 - 2B_n - d^2)} \right]_{\tau = \tau'_n} > 0.
\]
Denote \( \tau_s = \min\{\tau'_n | n \in \mathbb{S} \} \). According to the above analysis, we have the following theorem.

\[Δ\]

Remark 2.2 Comparing Theorem 2.2 with Theorem 2.1, we can see that the gestation delay \( \tau \) can induce the instability of the coexisting equilibrium, although other parameters have ensured that the coexisting equilibrium is stable when \( \tau = 0 \). The prey and predator will coexist when \( \tau \in [0, \tau_s) \), and their densities will tend to the coexisting equilibrium and distribute homogeneously in space. But when the delay \( \tau > \tau_s \), the prey and predator will coexist with the form of periodic oscillation. However, whether the spatial oscillation is homogeneous or inhomogeneous requires us to analyze next.

3 Property of Hopf bifurcation

To better understand the properties of bifurcating periodic solutions, such as bifurcating direction, stability of bifurcating periodic solutions, we give detailed computation of some parameters determining these properties of Hopf bifurcation by the method in [29,30]. For fixed \( j \in \mathbb{N}_0 \) and \( n \in \mathbb{S} \), we denote \( \bar{\tau} = \tau'_n \). Let \( \bar{u}(x, t) = u(x, \tau t) - u_s \) and \( \bar{v}(x, t) = v(x, \tau t) - v_s \).

We rewrite system (1.2) as following system

\[
\frac{\partial u}{\partial t} = \tau[d_1\Delta u + r(u + u_s)\left(1 - \frac{1}{K}\int_0^{\bar{\tau}} (u(y, t) + u_s)dy\right) - \frac{c(1 - \beta)(u + u_s)^\alpha(v + v_s)}{1 + c\bar{h}(1 - \beta)(u + u_s)^\alpha}] + h.o.t.,
\]
\[
\frac{\partial v}{\partial t} = \tau[d_2\Delta v + \frac{ec(1 - \beta)(u(t - 1) + u_s)^\alpha(v(t - 1) + v_s)}{1 + c\bar{h}(1 - \beta)(u(t - 1) + u_s)^\alpha} - d(v + v_s)] + h.o.t.,
\]

\[
\frac{\partial u}{\partial t} = \tau[d_1\Delta u + a_1u + a_2v + \hat{\alpha}u + \alpha_1u^2 + \alpha_2uv + \alpha_3u^3 + \alpha_4u^2v] + h.o.t.,
\]
\[
\frac{\partial v}{\partial t} = \tau[d_2\Delta v + b_1u(t - 1) + dv(t - 1) - dv + \beta_1u^2(t - 1) + \beta_2u(t - 1)v(t - 1) + \beta_3u^3(t - 1) + \beta_4u^2(t - 1)v(t - 1)] + h.o.t.,
\]

**Theorem 2.2** Assume (H0) and (H1) hold, then the following statements are true for system (1.2).

- \( E_s(u_s, v_s) \) is locally asymptotically stable for \( \tau \in [0, \tau_s) \).
- \( E_s(u_s, v_s) \) is unstable for \( \tau > \tau_s \).
- \( \tau = \tau_j \) or \( \tau'_n \) \( (n \in \mathbb{S}, j \in \mathbb{N}_0) \) are Hopf bifurcation values of system (1.2).
where

\[
\begin{align*}
\alpha_1 &= -\frac{\alpha(\beta - 1)cv_\ast u_\ast^{-2}(\alpha + (\alpha + 1)(\beta - 1)chu_\ast^{\alpha} - 1)}{2 ((\beta - 1)chu_\ast^{\alpha} - 1)^3}, \\
\alpha_2 &= \frac{\alpha(\beta - 1)cv_\ast u_\ast^{-1}}{((\beta - 1)chu_\ast^{\alpha} - 1)^2}, \\
\alpha_3 &= \frac{\alpha(\beta - 1)cv_\ast u_\ast^{-3}(\alpha^2 - 3\alpha + (\alpha^2 + 3\alpha + 2)(\beta - 1)^2c^2h^2u_\ast^{2\alpha} + 4(\alpha^2 - 1)(\beta - 1)chu_\ast^{\alpha} + 2)}{6 ((\beta - 1)chu_\ast^{\alpha} - 1)^4}, \\
\alpha_4 &= \frac{\alpha(\beta - 1)cev_\ast u_\ast^{-2}(\alpha + (\alpha + 1)(\beta - 1)chu_\ast^{\alpha} - 1)}{2 ((\beta - 1)chu_\ast^{\alpha} - 1)^3}, \\
\beta_1 &= \frac{\alpha(\beta - 1)cev_\ast u_\ast^{-1}(\alpha + (\alpha + 1)(\beta - 1)chu_\ast^{\alpha} - 1)}{2 ((\beta - 1)chu_\ast^{\alpha} - 1)^2}, \\
\beta_2 &= \frac{\alpha(\beta - 1)cev_\ast u_\ast^{-3}(\alpha^2 - 3\alpha + (\alpha^2 + 3\alpha + 2)(\beta - 1)^2c^2h^2u_\ast^{2\alpha} + 4(\alpha^2 - 1)(\beta - 1)chu_\ast^{\alpha} + 2)}{6 ((\beta - 1)chu_\ast^{\alpha} - 1)^4}, \\
\beta_3 &= \frac{\alpha(\beta - 1)cev_\ast u_\ast^{-2}(\alpha + (\alpha + 1)(\beta - 1)chu_\ast^{\alpha} - 1)}{2 ((\beta - 1)chu_\ast^{\alpha} - 1)^3}.
\end{align*}
\]

Define the real-valued Sobolev space \( X := \{(u, v)^T : u, v \in H^2(0, l\pi), (u_x, v_x)|_{x=0,l\pi}=0 \} \), the complexification of \( X \) \( X_\mathbb{C} := X \oplus iX = \{x_1 + ix_2 | x_1, x_2 \in X \} \). and the inner product \( \langle \tilde{u}, \tilde{v} \rangle := \int_0^{l\pi} \bar{u}_1v_1dx + \int_0^{l\pi} \bar{u}_2v_2dx \) for \( \tilde{u} = (u_1, u_2)^T, \tilde{v} = (v_1, v_2)^T, \tilde{u}, \tilde{v} \in X_\mathbb{C} \). The phase space \( \mathcal{C} \) \( \mathcal{C} := C([-1,0], X) \) is with the sup norm, then we can write \( \phi_t \in \mathcal{C}, \phi_t(\theta) = \phi(t+\theta) \) or \( -1 \leq \theta \leq 0 \). Denote \( \beta_n^{(j)}(x) = (\gamma_n(x), x)^T, \beta_n^{(j)}(x) = (0, \gamma_n(x))^T, \) and \( \beta_n = \{ \beta_n^{(1)}(x), \beta_n^{(2)}(x) \} \), where \( \{ \beta_n^{(j)}(x) \} \) is an orthonormal basis of \( X \). We define the subspace of \( \mathcal{C} \) as \( \mathcal{B}_n := \text{span}\{< \phi(\cdot), \beta_n^{(j)}(\cdot) > \beta_n^{(j)}(\phi \in \mathcal{C}), j = 1, 2 \}, n \in \mathbb{N} \). There exists a \( 2 \times 2 \) matrix function \( \eta^\ast(\sigma, \xi) -1 \leq \sigma \leq 0, \) such that \( -\dot{\tau}D^2_{\tau\xi} \phi(0) + \dot{\tau}L(\phi) = \int_{-1}^{0} d\eta^\ast(\sigma, \tau) \phi(\sigma) \) for \( \phi \in \mathcal{C} \). The bilinear form on \( \mathcal{C}^\ast \times \mathcal{C} \) is defined by

\[
(\psi, \phi) = \psi(0)\phi(0) - \int_{-1}^{0} \int_{\xi=0}^{\sigma} \psi(\xi - \sigma) d\eta^\ast(\sigma, \tau) \phi(\xi) d\xi,
\]

for \( \phi \in \mathcal{C}, \psi \in \mathcal{C}^\ast \). Define \( \tau = \tilde{\tau} + \mu \), then the system undergoes a Hopf bifurcation at \((0, 0)\) when \( \mu = 0 \), with a pair of purely imaginary roots \( \pm io\omega_0 \). Let \( A_0 \) denote the infinitesimal generators of semigroup, and \( A_0^* \) be the formal adjoint of \( A \) under the bilinear form (3.3). Define the following function

\[
\delta(n_0) = \begin{cases} 
1 & n_0 = 0, \\
0 & n_0 \in \mathbb{N}.
\end{cases}
\]

Choose \( \eta_0(\sigma, \tilde{\tau}) = (-n_0^2/\pi^2)D + L_1 + L_3\delta(n_0) \),

\( \eta_0(-1, \tilde{\tau}) = -\dot{\tau}L_2, \eta_0(\sigma, \tilde{\tau}) = 0 \) for \( -1 < \sigma < 0 \).

Let \( p(\theta) = p(0)e^{io_0\tilde{\tau}} \) \( (\theta \in [-1, 0]), q(\theta) = q(0)e^{-io_0\tilde{\tau}} \) \( (\theta \in [0, 1]) \), be the eigenfunctions of \( A(\tilde{\tau}) \) and \( A^* \) corresponds to \( i o_0 \tilde{\tau} \), respectively. We can choose \( p(0) = (1, p_1)^T, q(0) = M(1, q_2) \), where \( p_1 = \frac{1}{a_2}(io_0 + dl_2^2/\pi^2 - a_1 - i\delta(n_0)), q_2 = a_2/(io_0 + dl_2^2/\pi^2 + d + d_2a^2/\pi^2) \), and \( M = (1 + p_1q_2 + \tilde{\tau}(q_2b_1 + dp_1q_2)e^{-io_0\tilde{\tau}})^{-1} \). Then, (3.1) can be rewritten in an abstract form

\[
\frac{dU(t)}{dt} = (\tilde{\tau} + \mu)D\Delta U(t) + (\tilde{\tau} + \mu)[L_1(U_i) + L_2U(t - 1) + L_3\dot{U}(t)] + F(U_i, \dot{U}_i, \mu).
\]
\[ F(\phi, \mu) = (\tilde{\tau} + \mu) \left( \alpha_1 \phi_1^2(0) + \hat{\alpha}_1 \phi_1(0) \hat{\phi}_1(0) + \alpha_2 \phi_1(0) \phi_2(0) + \alpha \phi_1^3(0) + \alpha^4 \phi_1^2(0) \phi_2(0) \right), \]

\[ \gamma_n(x) = A \omega + H(z, \bar{z}, \theta), \]
Theorem 3.1 For any critical value $\tau^j_n$ ($n \in \mathbb{S}$, $j \in \mathbb{N}_0$), we have the following results.

- When $\mu_2 > 0$ (resp. <0), the Hopf bifurcation is forward (resp. backward).
- When $\beta_2 < 0$ (resp. >0), the bifurcating periodic solutions on the center manifold are orbitally asymptotically stable (resp. unstable).
- When $T_2 > 0$ (resp. $T_2 < 0$), the period increases (resp. decreases).

Remark 3.1 In Theorem 3.1, when Hopf bifurcation is forward (backward), then the bifurcating periodic solutions exist for $\tau > \tilde{\tau}$ ($\tau < \tilde{\tau}$), where $\tilde{\tau}$ is some critical value $\tau = \tau^j_n$. Then, the prey and predator’s densities will oscillate periodically when $\tau > \tilde{\tau}$ ($\tau < \tilde{\tau}$). If the periodic solution is stable, the densities of prey and predator will produce periodic oscillation and converge to a stable periodic solution. In addition, the periodic solutions corresponding with the critical $\tau^j_n$ are spatially homogeneous, and the periodic solutions corresponding with the critical $\tau^j_{n+1}$ ($n > 0$) are spatially inhomogeneous.

4 Numerical simulations

To analyze the effect of diffusion term and nonlocal competition, we compare our results with the work [21] and the following model without nonlocal competition.

\[
\begin{align*}
\frac{\partial u(x, t)}{\partial t} &= d_1 \Delta u + ru \left(1 - \frac{u}{K}\right) - \frac{c(1 - \beta)u^\sigma v}{1 + ch(1 - \beta)u^\alpha}, \\
\frac{\partial v(x, t)}{\partial t} &= d_2 \Delta v + \frac{ev(1 - \beta)u^\alpha(t - \tau)v(t - \tau)}{1 + ch(1 - \beta)u^\alpha(t - \tau)} - dv, \quad x \in \Omega, \ t > 0 \\
\frac{\partial u(x, t)}{\partial \nu} &= \frac{\partial v(x, t)}{\partial \nu} = 0, \quad x \in \partial \Omega, \ t > 0 \\
u(x, \theta) &= u_0(x, \theta) \geq 0, \quad v(x, \theta) = v_0(x, \theta) \geq 0, \quad x \in \bar{\Omega}, \ \theta \in [-\tau, 0].
\end{align*}
\]

By Theorem 3.1, when Hopf bifurcation occurs when $\tau = \tau_*$.

Choose the same parameters with [21].

\[
d = 1.16, \ K = 300, \ c = 0.23, \ h = 0.054, \ e = 0.115, \ \alpha = 1, \ \tau = 2.65.
\]

Fix $d_1 = 0.1$, $d_2 = 0.1$, $l = 0.5$, the bifurcation diagram of system (1.2) for $\beta$ and $\tau$ is in Fig. 1. It shows that the habitat complexity has stabilizing effect which is consistent with [21]. However, with the increase in the habitat complexity, spatially inhomogeneous periodic solutions will appear.

If we choose $\beta = 0.18$, then $(u_*, v_*) = (117.4610, 18.7768)$ is a unique coexisting equilibrium. By direct computation, we have $\tau_* = \tau_0^1 \approx 0.883 < \tau_0^0 \approx 0.2860$. By Theorem 2.2, we know that $E_t(u_*, v_*)$ is locally asymptotically stable when $\tau \in (0, \tau_0^1)$ (Fig. 2a, b), in which the densities of prey and predator will tend to the coexisting equilibrium and distribute homogeneously in space. This is consistent with the results in [21] and for model (4.1) (Fig. 2c, d).

For model (1.2), Hopf bifurcation occurs when $\tau = \tau_*$. By Theorem 3.1, we have $\mu_2 \approx 1.6767 * 10^{-6} > 0$, $\beta_2 \approx -2.0497 * 10^{-6} < 0$, $T_2 \approx 4.3181 * 10^{-7} > 0$.

Hence, the stably spatially inhomogeneous bifurcating periodic solutions exist for $\tau > \tau_*$ (Fig. 3a, b, c, d), in which the densities of prey and predator will oscillate periodically and distribute inhomogeneously in space. This is inconsistent with the results in [21] and for model (4.1) (Fig. 3e, f), where $(u_*, v_*)$ is local.
Fig. 1 Bifurcation diagram of system (1.2) for $\beta$ and $\tau$
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stable when $\tau = 0.15$. In the model (4.1), the densities of prey and predator will still tend to the coexisting equilibrium and distribute homogeneously in space.

When $\tau^0_0 < \tau < \tau^0_1$, we can still observe stably spatially inhomogeneous bifurcating periodic solutions for model (1.2) (Fig. 4a, b, c, d), but spatially homogeneous bifurcating periodic solutions for model (4.1) (Fig. 4e, f, g, h). This means that although the density of prey and predator will oscillate periodically with the increase in time delay, the final spatial distribution form is different. This show that only nonlocal competition and diffusion together can induce stably spatially inhomogeneous periodic solutions. In addition, from Figs. 2, 3, and 4, we know that time delay can destroy the stability of coexistence equilibrium and cause spatially inhomogeneous periodic oscillation.

4.2 $\alpha = 2$

Choose the same parameters with [21].

Fix $d_1 = 0.3$, $d_2 = 0.1$, $l = 1.2$, the bifurcation diagram of system (1.2) for $\beta$ and $\tau$ is in Fig. 5. It shows that the habitat complexity has stabilizing effect which is consistent with [21]. However, with the increase in the habitat complexity, spatially inhomogeneous periodic solutions will appear.

We choose $\beta = 0.68$, then $(u_\star, v_\star) = (39.2236, 8.9574)$ is a unique coexisting equilibrium. Hypothesis (H0) and (H1) is satisfied. By direct computation, we have $\tau_\star = \tau_1^0 \approx 0.0301 < \tau_0^1 \approx 0.0644$. By Theorem 2.2, we know that $E_\star(u_\star, v_\star)$ is locally asymptotically stable when $\tau \in [0, \tau_\star)$ (Fig. 6a, b), in which the densities of prey and predator will tend to the coexisting equilibrium and distribute homogeneously in space. This is consistent with the results in [21] and for model (4.1) (Fig. 6c, d).

For model (1.2), Hopf bifurcation occurs when $\tau = \tau_\star$. By Theorem 3.1, we have

$$
\mu_2 \approx 2.1269 \times 10^{-6} > 0, \quad \beta_2 \\
\approx -4.81928 \times 10^{-6} < 0, \quad T_2 \approx 5.6381 \times 10^{-5} > 0.
$$

Hence, the stably spatially inhomogeneous bifurcating periodic solutions exist for $\tau > \tau_\star$ (Fig. 7a, b, c, d), in which the densities of prey and predator will oscillate periodically and distribute inhomogeneously.
in space. This is inconsistent with the results in [21] and for model (4.1), in which \((u_*, v_*)\) is local stable with the same parameters (Fig. 7e, f). In the model (4.1), the densities of prey and predator will still tend to the coexisting equilibrium and distribute homogeneously in space.

When \(\tau_1^0 < \tau < \tau_0^0\), we can still observe stably spatially inhomogeneous bifurcating periodic solutions for model (1.2) (Fig. 8a, b, c, d), but spatially homogeneous bifurcating periodic solutions for model (4.1) (Fig. 8e, f, g, h). This also means that although the density of prey and predator will oscillate periodically with the increase in time delay, the final spatial distribution form is different. In addition, from Figs. 6, 2, and 8, we know that time delay can destroy the stability of coexistence equilibrium and cause spatially inhomogeneous periodic oscillation.

4.3 \(\alpha = 3\)

Choose the same parameters with [21].

\[
d = 1.16, \quad K = 30, \quad c = 0.24, \quad h = 0.054, \quad e = 0.07, \quad \alpha = 3, \quad r = 2.65.
\]

Fix \(d_1 = 0.5, \ d_2 = 0.1, \ l = 0.75\), the bifurcation diagram of system (1.2) for \(\beta\) and \(\tau\) is in Fig. 9. It shows that the habitat complexity has stabilizing effect which is consistent with [21].

Fix \(\beta = 0.68\), then \((u_*, v_*) = (12.7079, 1.1714)\) is a unique coexisting equilibrium. By direct computa-
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Fig. 3 The numerical simulations for the models (1.2) (a, d) and (4.1) (e, f) with $\beta = 0.18, \tau = 0.15$ and initial values $u_0(x) = u^* + 0.1\cos x, v_0(x) = v^* - 0.1\cos x$. The coexisting equilibrium $(u^*, v^*)$ is unstable and there exists a spatially inhomogeneous periodic solution with mode-1 spatial pattern for the model (1.2). The coexisting equilibrium $(u^*, v^*)$ is stable for the model (4.1).

By Theorem 2.2, we know that $E_*(u^* \approx 12.7079, v^* \approx 1.1714)$ is locally asymptotically stable when $\tau \in [0, \tau_*)$ for models (1.2) and (4.1) (Fig. 10), in which the densities of prey and predator will oscillate periodically and distribute inhomogeneously in space.

The Hopf bifurcation occurs when $\tau = \tau_*$. By Theorem 3.1, we have

$$\mu_2 \approx 2.8642 \times 10^{-4} > 0, \quad \beta_2 \approx -2.0057 \times 10^{-4} < 0, \quad T_2 \approx 7.7547 \times 10^{-4} > 0.$$ 

Hence, the stably spatially inhomogeneous bifurcating periodic solutions exist for $\tau > \tau_*$ (Fig. 11a, b,
Fig. 4 The numerical simulations for the models (1.2) (a, b, c, d) and (4.1) (e, f, g, h) with $\beta = 0.18 \tau = 0.3$ and initial values

$u_0(x) = u_* + 0.1\cos x, \quad v_0(x) = v_* - 0.1\cos x$. The coexisting equilibrium $(u_*, v_*)$ is unstable and there exists a spatially inhomogeneous periodic solution with mode-1 spatial pattern for the model (1.2). The coexisting equilibrium $(u_*, v_*)$ is unstable and there exists a spatially homogeneous periodic solution for the model (4.1)
Inhomogeneous oscillation
Homogeneous oscillation
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5 Conclusion and discussion

In this paper, we study a delayed diffusive predator–prey model with nonlocal competition in prey and habitat complexity, which seems more realistic. We mainly study the local stability of coexisting equilibrium and existence of Hopf bifurcation. We also studied the property of bifurcating periodic solutions by the normal form method and center manifold theorem.

Our work shows that the habitat complexity has stabilizing effect when \( \alpha = 1, 2, 3 \), which is consistent with [21]. Under the same parameters with [21], when \( \beta \) cross some values, the spatial inhomogeneous Hopf bifurcation curve is below the homogeneous Hopf bifurcation curve. Then, the stably spatial inhomogeneous periodic solutions will appear first when \( \alpha = 1, 2 \). Under some parameters, the inhomogeneous oscillation curve is always below the homogeneous oscillation curve when \( \alpha = 3 \). Then, the stably spatial inhomogeneous periodic solutions will always appear first.

We compared the model (1.2) with the model (4.1) through numerical simulations under the same parameters, and obtained different results. In the model (4.1), the stable periodic solutions are always spatially homogeneous, but the inhomogeneous periodic solutions emerge in the model (1.2). In the real world, the spatial distribution of prey and predator is always inhomogeneous, so the inhomogeneous periodic solution seems...
Fig. 6 The numerical simulations for the models (1.2) (a, b) and (4.1) (c, d) with $\beta = 0.68 \tau = 0.02$ and initial values $u_0(x) = u_0 + 0.1\cos x$, $v_0(x) = v_0 - 0.1\cos x$. The coexisting equilibrium $(u_*, v_*)$ is stable for these two models.

more realistic. In addition, we show that only nonlocal competition and diffusion together can induce stably spatial inhomogeneous periodic solutions under some parameters.

In the model (1.2), time delay can affect the stability of the coexistence equilibrium. When the time delay is smaller than the critical value, the densities of prey and predator will tend to the coexisting equilibrium and distribute homogeneously in space. But when the time delay crosses the critical value, the densities of prey and predator will oscillate periodically and distribute inhomogeneously in space. In addition, we observe that increasing the gestation delay will increase the amplitude of the periodic solution. This may be due to the long gestation period, which leads to a long feedback time for predator growth, resulting in large fluctuations in population density.

By the numerical simulations, we show that the amplitude of spatially inhomogeneous periodic solution is large near the boundary of the region. Because the prey wants to avoid the hunting of predator, it will escape the survival region and immigrate to the boundary. However, due to the Newman boundary conditions, the prey cannot escape the survival region, so it will reverse in the middle of the space after reaching the boundary. The predator will follow the movement of the prey to get more food. This results in a large amplitude near the boundary.
Fig. 7 The numerical simulations for the models (1.2) (a–d) and (4.1) (e–f) with $\beta = 0.68$, $\tau = 0.04$ and initial values $u_0(x) = u^* + 0.1 \cos x$, $v_0(x) = v^* - 0.1 \cos x$. The coexisting equilibrium $(u^*, v^*)$ is unstable and there exists a spatially inhomogeneous periodic solution with mode-1 spatial pattern for the model (1.2). The coexisting equilibrium $(u^*, v^*)$ is stable for the model (4.1).
The numerical simulations for the models (1.2) (a–d) and (4.1) (e–h) with $\beta = 0.68$ $\tau = 0.07$ and initial values $u_0(x) = u^* + 0.1\cos x$, $v_0(x) = v^* - 0.1\cos x$. The coexisting equilibrium $(u^*, v^*)$ is unstable and there exists a spatially homogeneous periodic solution with mode-1 spatial pattern for the model (1.2). The coexisting equilibrium $(u^*, v^*)$ is unstable and there exists a spatially homogeneous periodic solution for the model (4.1).
Fig. 9  Bifurcation diagram of system (1.2) for $\beta$ and $\tau$
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Fig. 10 The numerical simulations for the models (1.2) (a, b) and (4.1) (c, d) with $\beta = 0.68 \tau = 0.01$ and initial values $u_0(x) = u_* + 0.001\cos x$, $v_0(x) = v_* - 0.001\cos x$. The coexisting equilibrium $(u_*, v_*)$ is stable for these two models.
Fig. 11 The numerical simulations for the models (1.2) (a–d) and (4.1) (e–f) with $\beta = 0.68$, $\tau = 0.15$ and initial values $u_0(x) = u_\ast + 0.001 \cos x$, $v_0(x) = v_\ast - 0.001 \cos x$. The coexisting equilibrium $(u_\ast, v_\ast)$ is unstable and there exists a spatially inhomogeneous periodic solution with mode-1 spatial pattern for the model (1.2). The coexisting equilibrium $(u_\ast, v_\ast)$ is stable for the model (4.1)
Fig. 12 The numerical simulations for the models (1.2) (a–d) and (4.1) (e–h) with $\beta = 0.68$, $\tau = 0.35$ and initial values $u_0(x) = u_\ast + 0.001\cos x$, $v_0(x) = v_\ast - 0.001\cos x$. The coexisting equilibrium $(u_\ast, v_\ast)$ is unstable and there exists a spatially inhomogeneous periodic solution with mode-1 spatial pattern for the model (1.2). The coexisting equilibrium $(u_\ast, v_\ast)$ is unstable and there exists a spatially homogeneous periodic solution for the model (4.1).
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