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Abstract. This article deals with a computational iterative technique for the following second order three point boundary value problem

\[ y''(t) + f(t, y, y') = 0, \quad 0 < t < 1, \]
\[ y(0) = 0, \quad y(1) = \delta y(\eta), \]

where \( f(I \times R, R), I = [0,1], 0 < \eta < 1, \delta > 0 \). We consider simple iterative scheme and develop a monotone iterative technique. Some examples are constructed to show the accuracy of the present method. We show that our technique is quite powerful and some user friendly packages can be developed by using this technique to compute the solutions of the nonlinear three point BVPs whose close form solutions are not known.
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1 Introduction

In several real life problems, e.g., [19, 21], the boundary value conditions do not rely only at the end points, but also at the interior points of the interval. Such problems are known as multipoint boundary value problems. Several results are available in literature related to multipoint and nonlocal BVPs, e.g., [1, 4, 5, 6, 8, 9, 10, 11, 12, 15, 16, 19, 20, 21]. S. Roman along with A. Štikonas [13, 14, 17, 18] established results related to construction of Green’s function for nonlocal and multipoint boundary value problems.

Kiguradze and Lomtatidze [4] considered \( u''(t) = f(t, u, u') \), where \( f(t, u, u') = p_0(t) + p_1(t)u + p_2(t)u' \), where \( p_i(t): i = 0, 1, 2 \) are locally integrable on \([a, b]\). They considered the following three types of boundary conditions:
u(a+) = α, \lim_{t \to b-} \frac{u'(t)}{\sigma(p_2)(t)} = \beta,  \\
\lim_{t \to b-} u'(t) = \beta,  \\
u(a+) = \alpha, u(b-) = \beta, \\
u(a+) = \alpha, u(b-) = u(t_0) + \beta,

where \(-\infty < a < t_0 < b < +\infty\) and \(\sigma(p_2)(t) = \exp\left(\int_{(a+b)/2}^{t} p_2(\tau)d\tau\right)\). They proved existence of unique solution and relaxed the condition on \(p_i(t): i = 0, 1, 2\) such that \(p_i\)s can be even non integrable on \([a, b]\).

Li et al. [5, 6] studied the existence and uniqueness of solutions of second order 3 point boundary value problems with upper and lower solutions in reverse order. They used monotone iterative method. In a recent work Bao et al. [1] and Singh et al. [15, 16] prove some new results for similar 3 point boundary value problems. The functional version of these problems is considered by Kiguradze and Puza [3] and Lomtatidze and Vodstrch [7].

In this paper we present some new existence results for second order nonlinear 3 point boundary value problem with Dirichlet type boundary condition

\[y''(t) + f(t, y, y') = 0, \quad 0 < t < 1,\]
\[y(0) = 0, \quad y(1) = \delta y(\eta),\]

where \(f(I \times R, R), I = [0, 1], 0 < \eta < 1, \delta > 0\).

The result of this paper is an improvement over a recent result due to Bao et al. [1]. They assume two conditions \(f(t, 0, 0) = 0\) and \(yf(t, y, y') \geq 0\) for \(y \geq 0\). Consider \(-y'' = h(t) + y\) which is linear but \(f(t, 0, 0) \neq 0\). So \(f(t, 0, 0) = 0\) fails. Another simple example is \(-y'' = \sin y\). Here \(y\sin y\) will change its sign for \(y \geq 0\), so the condition \(yf(t, y, y') \geq 0\) for \(y \geq 0\) fails. But for both these problems the results of this paper are applicable.

Here we are looking for a simple monotone iterative scheme and propose the following

\[y_{n+1}'' - \lambda y_{n+1} = f(t, y_n, y_n') - \lambda y_n,\]
\[y_{n+1}(0) = 0, \quad y_{n+1}(1) = \delta y_{n+1}(\eta).\]

We have considered “\(\lambda\)” as a constant.

Cherpion et al. [2, Section 5.4] stated that (1.3)–(1.4) with constant \(\lambda\) do not work. Also they [2, Remark 5.4 ] state that due to lack of uniform antimaximum principle it seems impossible to develop monotone iterative technique for reverse ordered upper and lower solution.

Remark 1. In the present work we have shown that even with constant \(\lambda\) monotone sequences can be generated. Though Remark by Cherpion et al. [2, Remark 5.4] appears to be true for 3 point BVP also and we observe that uniform antimaximum principle does not exist.

2 Preliminary

Here we consider the linear 3 point BVP. We prove maximum principle and also prove existence of some differential inequalities. Consider the corresponding nonhomogeneous linear 3 point BVP.
Then by using the 3 point boundary value condition, we have

\begin{align*}
Ly &= -y''(t) - \lambda y(t) = h(t), \quad 0 < t < 1, \\
y(0) &= 0, \quad y(1) = \delta y(\eta) + b,
\end{align*}

(2.1)

(2.2)

where \( h \in C(I) \), & \( b \) any constant.

**Case I:** \( \lambda > 0 \). Let us assume

\((H_0)\) \( 0 < \lambda < \frac{b^2}{4}, \cos \sqrt{\lambda} - \delta \cos \sqrt{\lambda} \eta \leq 0, \delta \sin \sqrt{\lambda} \eta - \sin \sqrt{\lambda} < 0.\)

We can easily verify that there is a range of \( \lambda \), which support \((H_0)\) (see Figure 1).

**Lemma 1.** The Green’s function of the 3 point BVP \( Ly = 0, y(0) = 0, y(1) = \delta y(\eta) \) for \( \lambda > 0 \), is

\[
G(t, s) = k_1 \begin{cases} 
\left[ \sin \sqrt{\lambda}(1 - s) - \delta \sin \sqrt{\lambda}(\eta - s) \right] \sin \sqrt{\lambda}t, & 0 \leq t \leq s \leq \eta, \\
\sin \sqrt{\lambda}s \left[ \sin \sqrt{\lambda}(1 - t) - \delta \sin \sqrt{\lambda}(\eta - t) \right], & s \leq t, s \leq \eta, \\
\sin \sqrt{\lambda}(1 - s) \sin \sqrt{\lambda}t, & t \leq s, \eta \leq s, \\
\delta \sin \sqrt{\lambda} \eta \sin \sqrt{\lambda}(t-s) + \sin \sqrt{\lambda}s \sin \sqrt{\lambda}(1-t), & \eta \leq s \leq t \leq 1,
\end{cases}
\]

where \( k_1 = \frac{1}{\sqrt{\lambda} \sin \sqrt{\lambda} \eta - \sin \sqrt{\lambda} } \). If \((H_0)\) is true then \( G(t, s) \leq 0 \).

**Proof.** The Green’s function for the 3 point BVP \( Ly = 0, y(0) = 0, y(1) = \delta y(\eta) \) for \( \lambda > 0 \), is defined as

\[
G(t, s) = \begin{cases} 
a_1 \cos \sqrt{\lambda}t + a_2 \sin \sqrt{\lambda}t, & 0 \leq t \leq s \leq \eta, \\
a_3 \cos \sqrt{\lambda}t + a_4 \sin \sqrt{\lambda}t, & s \leq t, s \leq \eta, \\
a_5 \cos \sqrt{\lambda}t + a_6 \sin \sqrt{\lambda}t, & t \leq s, \eta \leq s, \\
a_7 \cos \sqrt{\lambda}t + a_8 \sin \sqrt{\lambda}t, & \eta \leq s \leq t \leq 1.
\end{cases}
\]

The unknown variables \( a_1, a_2, a_3 \) and \( a_4 \) are found with the help of the definition of Green’s function, for any \( s \in [0, \eta] \), we have

\[
a_1 \cos \sqrt{\lambda}s + a_2 \sin \sqrt{\lambda}s = a_3 \cos \sqrt{\lambda}s + a_4 \sin \sqrt{\lambda}s,
\]

\[
(-\sqrt{\lambda} a_1 \sin \sqrt{\lambda}s + a_2 \sqrt{\lambda} \cos \sqrt{\lambda}s) - (-\sqrt{\lambda} a_3 \sin \sqrt{\lambda}s + a_4 \sqrt{\lambda} \cos \sqrt{\lambda}s) = -1,
\]

and thus

\[
a_1 - a_3 = \frac{1}{\sqrt{\lambda}} \sin \sqrt{\lambda}s, \quad a_2 - a_4 = -\frac{1}{\sqrt{\lambda}} \cos \sqrt{\lambda}s.
\]

Then by using the 3 point boundary value condition, we have

\[
a_1 = 0, \quad a_3 \cos \sqrt{\lambda} + a_4 \sin \sqrt{\lambda} = \delta (a_3 \cos \sqrt{\lambda} \eta + a_4 \sin \sqrt{\lambda} \eta).
\]

The values of \( a_1, a_2, a_3 \) and \( a_4 \) are given by

\[
a_1 = 0, \quad a_2 = \frac{\sin \sqrt{\lambda}(1 - s) - \delta \sin \sqrt{\lambda}(\eta - s)}{\sqrt{\lambda} (\delta \sin \sqrt{\lambda} \eta - \sin \sqrt{\lambda})},
\]

\[
a_3 = -\frac{1}{\sqrt{\lambda}} \sin \sqrt{\lambda}s, \quad a_4 = -\frac{\sin \sqrt{\lambda} s (\cos \sqrt{\lambda} - \delta \cos \sqrt{\lambda} \eta)}{\sqrt{\lambda} (\delta \sin \sqrt{\lambda} \eta - \sin \sqrt{\lambda})}.
\]
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Similarly, for any \( s \in [\eta, 1] \), we have

\[
a_5 = 0, \quad a_6 = \frac{\sin \sqrt{\lambda}(1 - s)}{\sqrt{\lambda}(\delta \sin \sqrt{\lambda \eta} - \sin \sqrt{\lambda})},
\]

\[
a_7 = -\frac{1}{\sqrt{\lambda}} \sin \sqrt{\lambda} s, \quad a_8 = \frac{\sin \sqrt{\lambda}(1 - s)}{\sqrt{\lambda}(\delta \sin \sqrt{\lambda \eta} - \sin \sqrt{\lambda})} + \frac{1}{\sqrt{\lambda}} \cos \sqrt{\lambda} s.
\]

Consequently, we can get the Green’s function \( G(t, s) \), and lemma is proved.

We can easily prove that the constant sign of Green’s function will be non-positive when \((H_0)\) holds. \(\square\)

**Lemma 2.** Let \( y \in C^2(I) \) be a solution of 3 point BVP (2.1)–(2.2), then

\[
y(t) = \frac{b \sin \sqrt{\lambda} t}{\sin \sqrt{\lambda} - \delta \sin \sqrt{\lambda \eta}} - \int_0^1 G(t, s)h(s)ds. \tag{2.3}
\]

**Proof.** The 3 point nonhomogeneous linear boundary value problem (2.1)–(2.2) is equivalent to

\[
y(t) = \bar{y} - \int_0^1 G(t, s)h(s)ds,
\]

where \( \bar{y} \) is the solution of

\[
Ly = 0, \quad y(0) = 0, \quad y(1) = \delta y(\eta) + b,
\]

and \( G(t, s) \) is the solution of

\[
Ly = 0, \quad y(0) = 0, \quad y(1) = \delta y(\eta).
\]

Suppose

\[
\bar{y} = c_1 \cos \sqrt{\lambda} t + c_2 \sin \sqrt{\lambda} t,
\]

then by using the boundary value conditions \( \bar{y}(0) = (0), \ \bar{y}(0) = \delta \bar{y}(\eta) + b \), we get

\[
\bar{y} = \frac{b \sin \sqrt{\lambda} t}{\sin \sqrt{\lambda} - \delta \sin \sqrt{\lambda \eta}}.
\]

Hence the boundary value problem (2.1)–(2.2) is equivalent to

\[
y(t) = \frac{b \sin \sqrt{\lambda} t}{\sin \sqrt{\lambda} - \delta \sin \sqrt{\lambda \eta}} - \int_0^1 G(t, s)h(s)ds. \quad \square
\]

**Case II:** \( \lambda < 0 \). Let us assume

\( (H'_0) \ \lambda < 0, \ \cosh \sqrt{|\lambda|} - \delta \cosh \sqrt{|\lambda| \eta} \geq 0 \) and \( \delta \sinh \sqrt{|\lambda| \eta} - \sinh \sqrt{|\lambda|} < 0 \).

We can easily verify that, there is a range of \( \lambda < 0 \), which support \((H'_0)\) (see Figure 6).
Lemma 3. The Green’s function of the 3 point BVP $Ly = 0$, $y(0) = 0$, $y(1) = \delta y(\eta)$ for $\lambda < 0$ is

$$G(t, s) = \begin{cases} \frac{[\sinh \sqrt{|\lambda|}(1-s) - \delta \sinh \sqrt{|\lambda|}(\eta - s)] \sinh \sqrt{|\lambda|}t}{\sinh \sqrt{|\lambda|}s \sinh \sqrt{|\lambda|}(1-t)}, & 0 \leq t \leq s \leq \eta, \\ \sinh \sqrt{|\lambda|}s \sinh \sqrt{|\lambda|}(1-t) - \delta \sinh \sqrt{|\lambda|}s \sinh \sqrt{|\lambda|}t, & s \leq t, s \leq \eta, \\ \delta \sinh \sqrt{|\lambda|}\eta \sinh \sqrt{|\lambda|}(t-s) + \sinh \sqrt{|\lambda|}s \sinh \sqrt{|\lambda|}(1-t), & \eta \leq s \leq t \leq 1, \end{cases}$$

where $k_2 = \frac{1}{\sqrt{|\lambda|}(\delta \sinh \sqrt{|\lambda|\eta} - \sinh \sqrt{|\lambda|})}$. If $(H'_0)$ is true then $G(t, s) \leq 0$.

Lemma 4. Let $y \in C^2(I)$ be a solution of 3 point BVP (2.1)–(2.2). Then $y(t)$ is given by the following equation

$$y(t) = \frac{b \sinh \sqrt{|\lambda|}t}{\sinh \sqrt{|\lambda|} - \delta \sinh \sqrt{|\lambda|}\eta} - \int_0^1 G(t, s)h(s)ds. \quad (2.4)$$

2.1 Existence of some differential inequalities

In this section we prove existence of some differential inequalities which govern the range of $\lambda$ and also they ensure that if these inequalities are true the solutions generated by iterative scheme are monotonic.

Lemma 5. Let $M \in \mathbb{R}^+$ and $N : [0, 1] \to [0, \infty)$ such that $N(0) = 0$, $N'(t) \geq 0$. If $0 < \lambda < \frac{H^2}{4}$ is such that $\lambda - M \leq 0$ and

(i) if $(\lambda - M) \cos \sqrt{\lambda} + N(t)\sqrt{\lambda} \sin \sqrt{\lambda} \leq 0$, then for all $t \in [0, 1]$ $(\lambda - M) \cos \sqrt{\lambda}t + N(t)\sqrt{\lambda} \sin \sqrt{\lambda}t \leq 0.$

(ii) If $\lambda + \sup N'(t) \leq M$, then for all $t \in [0, 1]$ $(\lambda - M) \sin \sqrt{\lambda}t + N(t)\sqrt{\lambda} \cos \sqrt{\lambda}t \leq 0.$

Proof. The function

$$(\lambda - M) \cos \sqrt{\lambda}t + N(t)\sqrt{\lambda} \sin \sqrt{\lambda}t$$

is non-decreasing for all $t \in [0, 1]$ and satisfy the following inequality,

$$(\lambda - M) \cos \sqrt{\lambda}t + N(t)\sqrt{\lambda} \sin \sqrt{\lambda}t \leq (\lambda - M) \cos \sqrt{\lambda} + N(t)\sqrt{\lambda} \sin \sqrt{\lambda}.$$

By using the assumptions it is easy to verify (i).

Using the properties of sin, cos and assumptions, we can easily see that for all $t \in [0, 1]$,

$$(\lambda - M) \sin \sqrt{\lambda}t + N(t)\sqrt{\lambda} \cos \sqrt{\lambda}t \leq 0.$$

Hence (ii) is verified. \hfill \square
Lemma 6. Let $M \in R^+$ and $N : [0, 1] \to [0, \infty)$ such that $N(0) = 0$. If $\lambda < 0$ is such that $M + \lambda \leq 0$, and

(i) if $[(M + \lambda) + N\sqrt{|\lambda|}] \leq 0$, then for all $t \in [0, 1]$

$$ (M + \lambda) \cosh \sqrt{|\lambda|} t + N(t) \sqrt{|\lambda|} \sinh \sqrt{|\lambda|} t \leq 0. $$

(ii) If $(M + \lambda) + N'(t) + N(t)\sqrt{|\lambda|} \leq 0$, then for all $t \in [0, 1]$

$$ (M + \lambda) \sinh \sqrt{|\lambda|} t + N(t) \sqrt{|\lambda|} \cosh \sqrt{|\lambda|} t \leq 0. $$

Proof. As

$$ (M + \lambda) \cosh \sqrt{|\lambda|} t + N(t) \sqrt{|\lambda|} \sinh \sqrt{|\lambda|} t \leq [(M + \lambda) + N(t)\sqrt{|\lambda|}] \cosh \sqrt{|\lambda|} t. $$

The right hand side of the above inequality will be non-positive for all $t \in [0, 1]$, if

$$ [(M + \lambda) + N(t)\sqrt{|\lambda|}] \leq 0. $$

This complete the part (i) of the lemma.

Using the assumptions and the properties of sinh and cosh, we can easily see that for all $t \in [0, 1]$

$$ (M + \lambda) \sinh \sqrt{|\lambda|} t + N(t) \sqrt{|\lambda|} \cosh \sqrt{|\lambda|} t $$

is a non-increasing function, which proves part (ii). $\square$

Lemma 7. Let $(H_0)$ be true. If $y(t)$ is the solution of (2.1)–(2.2) then we have

(i) $G(t, s) \leq 0$ and

(ii) $(\lambda - M)G(t, s) + N(t)(\text{sign } y') \frac{\partial G(t, s)}{\partial t} \geq 0$

for any $t, s \in [0, 1]$ and $t \neq s$.

Proof. The condition $(H_0)$ guarantees that $G(t, s) \leq 0$. Putting the value of $G(t, s)$ and $\frac{\partial G(t, s)}{\partial t}$ for $t \neq s$ in $(\lambda - M)G(t, s) + N(t)(\text{sign } y') \frac{\partial G(t, s)}{\partial t}$, and using the Lemma 5, we can prove that

$$ (\lambda - M)G(t, s) + N(t)(\text{sign } y') \frac{\partial G(t, s)}{\partial t} \geq 0. $$

$\square$

Lemma 8. Let $(H'_0)$ be true. Let $y(t)$ be the solution of (2.1)–(2.2) then we have

(i) $G(t, s) \leq 0$, for any $t, s \in [0, 1]$,

(ii) $(M + \lambda)G(t, s) + N(t)(\text{sign } y') \frac{\partial G(t, s)}{\partial t} \geq 0$

for any $t, s \in [0, 1]$ and $t \neq s$.

Proof. By Lemma 6 and Lemma 7 we arrive at Lemma 8. $\square$
2.2 Maximum principle

We conclude the following two results.

**Proposition 1.** Suppose that \((H_0)\) holds. Let \(y(t)\) be the solution of \((2.1)-(2.2)\) and if \(b \geq 0, h(t) \in C[0, 1]\) be such that \(h(t) \geq 0\), then \(y(t) \geq 0\).

**Proposition 2.** Suppose that \((H'_0)\) holds. Let \(y(t)\) be the solution of \((2.1)-(2.2)\) and if \(b \geq 0, h(t) \in C[0, 1]\) be such that \(h(t) \geq 0\), then \(y(t) \geq 0\).

3 Nonlinear 3 Point BVP

In this section we consider the nonlinear 3 point BVP. We show that it is possible to find out a range of \(\lambda \neq 0\) on \(\lambda\) axis so that the iterative scheme \((1.3)-(1.4)\) generates monotone sequences. Which finally proves existence of nonlinear 3 point BVP \((1.1)-(1.2)\).

We define lower solution and upper solution represented by functions \(\alpha(t)\) and \(\beta(t)\), respectively, such that \(\alpha \leq \beta\).

**Definition 1.** Let \(\alpha, \beta \in C^2[0, 1]\). Then \(\alpha(t)\) and \(\beta(t)\) are called lower solution and upper solution of the nonlinear 3 point BVP \((1.1)-(1.2)\) if they satisfy

\[-\alpha''(t) \leq f(t, \alpha, \alpha'), \quad 0 < t < 1, \]

\[\alpha(0) = 0, \quad \alpha(1) \leq \delta \alpha(\eta)\]

and

\[-\beta''(t) \geq f(t, \beta, \beta'), \quad 0 < t < 1, \]

\[\beta(0) = 0, \quad \beta(1) \geq \delta \beta(\eta).\]

Our proof is based on uniform convergence of the sequences and for that we use Arzela–Ascoli theorem. To implement this we need equicontinuity and equiboundedness of \(\{y_n\}\) and \(\{y'_n\}\). Equicontinuity and equiboundedness of \(y_n\) and \(y'_n\) can be proved by continuity of the Green’s function and continuity of the solution on \([0, 1]\) and continuity of the nonlinear term \(f(t, y, y')\). Equiboundedness of \(\{y_n\}\) is established by the following two lemmas.

3.1 Priori bound

\((H_P)\) Let \(|f(t, u, v)| \leq \varphi(|v|)\) for all \((t, u, v) \in D\). Assume that \(\varphi : R^+ \to R^+\) is continuous and satisfies \(\max_{t \in [0,1]} \beta - \min_{t \in [0,1]} \alpha \leq \int_{l_0}^{\infty} s \frac{ds}{\varphi(s)}\). Here \(l_0 = \sup_{[0,1]} |\beta(t)|\).

**Lemma 9.** Assume that \(f(t, y, y')\) satisfies \((H_P)\). Then there exists \(R > 0\) such that any solution of

\[-y''(t) \geq f(t, y, y'), \quad 0 < t < 1, \]

\[y(0) = 0, \quad y(1) \geq \delta y(\eta)\]

with \(y \in [\alpha(t), \beta(t)]\) for all \(t \in [0,1]\) satisfies \(\|y'\|_\infty \leq R\).
Proof. The proof can be divided into two parts.

Case (i). If solution is not monotone in $[0,1]$, then consider the interval $(t_0, t] \subset (0, 1)$ such that $y'(t_0) = 0$ and $y'(t) > 0$ for $t > t_0$. Integrating (3.1) from $t_0$ to $t$ we get

$$\int_{t_0}^{y'} s \, ds \leq \max_{t \in [0,1]} \beta - \min_{t \in [0,1]} \alpha.$$  

From $(H_P)$ we can choose $R > 0$ such that

$$\int_{t_0}^{y'} s \, ds \leq \max_{t \in [0,1]} \beta - \min_{t \in [0,1]} \alpha \leq \int_{t_0}^{R} s \, ds \leq \int_{0}^{R} s \, ds,$$

which gives

$$y'(t) \leq R.$$

Now we consider the case in which $y'(t) < 0$ for $t < t_0$, $y'(t_0) = 0$, and proceeding in the similar way we get

$$- y'(t) \leq R,$$

and the result follows.

Case (ii). If $y$ is monotonically decreasing in $(0,1)$, that is $y'(t) < 0$ in $t \in (0,1]$ then by mean value theorem there exists a point $\tau \in (0,1)$ such that

$$-y'(\tau) \leq |\beta|.$$

Now, integrating (3.1) from $t$ to $\tau$, using $(H_P)$ we can choose $R$, such that $-y' \leq R$.

Similarly if $y$ is monotonically increasing in $(0,1)$, that is $y'(t) > 0$ in $t \in (0,1]$ proof can be completed as above. \(\square\)

Lemma 10. If $f(t, y, y')$ satisfies $(H_P)$, then there exists $R > 0$ such that any solution of

$$-y''(t) \leq f(t, y, y'), \quad 0 < t < 1,$$

$$y(0) = 0, \quad y(1) \leq \delta y(\eta)$$

with $y \in [\alpha(t), \beta(t)]$ for all $t \in [0,1]$ satisfies $\|y'\|_\infty \leq R$.

Proof. Proof follows from the analysis of Lemma 9. \(\square\)

Now we state the existence Theorem 1 (for $\lambda > 0$) and Theorem 2 (for $\lambda < 0$) which are the main results of our paper.

Theorem 1. Let $(H_0)$ be true. Further assume that $(H_1)$ there exist $\alpha$ and $\beta \in C^2[0,1]$, lower and upper solutions of (1.1)–(1.2) such that for all $t \in [0,1]$, $\alpha \leq \beta$;
(H_2) the function f : D \rightarrow \mathbb{R} is continuous on D := \{(t,u,v) \in [0,1] \times \mathbb{R}^2 : \alpha(t) \leq u \leq \beta(t)\};

(H_3) there exist M > 0 such that for all (t,u_1,v),(t,u_2,v) \in D
\[ u_1 \leq u_2 \Rightarrow f(t,u_2,v) - f(t,u_1,v) \geq M(u_2 - u_1); \]

(H_4) there exist N : [0,1] \rightarrow [0,\infty) such that N(0) = 0, N'(t) \geq 0 and for all (t,u,v_1),(t,u,v_2) \in D
\[ |f(t,u,v_2) - f(t,u,v_1)| \leq N(t)|v_2 - v_1|. \]

(H_5) Let \( \lambda > 0 \) be such that \( \lambda - M \leq 0, (\lambda - M) \cos \sqrt{\lambda} + N(t) \sqrt{\lambda} \sin \sqrt{\lambda} \leq 0 \) and \( \lambda + \sup N'(t) \leq M, \) and for all \( t \in [0,1] \)
\[ f(t,\beta(t),\beta'(t)) - f(t,\alpha(t),\alpha'(t)) - \lambda(\beta - \alpha) \geq 0, \]
then the sequences \((\alpha_n)\) and \((\beta_n)\) defined by \((1.3)-(1.4)\) converges monotonically in \( C^1([0,1]) \) to solution \( v \) and \( u \) of \((1.1)-(1.2),\) such that for all \( t \in [0,1] \)
\[ \alpha \leq v \leq u \leq \beta. \]

Proof. With the help of assumptions \((H_1), (H_2), (H_3), (H_4)\) and \((H_5)\), we conclude that
\[ \alpha = \alpha_0 \leq \alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_n \leq \cdots \leq \beta_n \leq \cdots \leq \beta_2 \leq \beta_1 \leq \beta_0 = \beta. \] (3.2)
It is clear that the sequences \((\alpha_n)\) and \((\beta_n)\) are monotonic and bounded. Hence they converge to the functions \( v(t) \) and \( u(t) \) (say), respectively, which are such that for all \( n, \alpha_n \leq \beta \leq v \leq u \leq \beta_n. \)

By using the equations \((1.3)-(1.4)\), inequality \((3.2)\) and Lemma 9, 10, we prove that the sequences \((\beta_n)\) and \((\alpha_n)\) are equibounded and equicontinuous in \( C^1([0,1]) \), i.e., any subsequence of \((\beta_n)\) and \((\alpha_n)\) are also equibounded and equicontinuous in \( C^1([0,1]) \). Now by using Arzela–Ascoli theorem, we conclude that the subsequences of \((\beta_n)\) and \((\alpha_n)\) contain a subsequence which converge uniformly in \( C^1([0,1]) \).

By uniqueness of the limit and monotonicity of the sequences \((\alpha_n)\) and \((\beta_n)\), we have \( \alpha_n \rightarrow v \) and \( \beta_n \rightarrow u. \)

We write the solution of iterative scheme \((1.3)-(1.4)\) for both \((\alpha_n)\) and \((\beta_n)\) by using Lemma 2, where \( h(t) \) is in terms of nonlinear term \( f. \) Now by using uniform convergence, one can easily conclude the existence of the solution of nonlinear 3 point BVP. This completes the proof. \( \square \)

**Theorem 2.** Let \((H'_0), (H_1), (H_2)\) and \((H_4)\) be true. Further assume that \( (H'_1) \) there exist \( M > 0 \) such that for all \( (t,u_1,v),(t,u_2,v) \in D \)
\[ u_1 \leq u_2 \Rightarrow f(t,u_2,v) - f(t,u_1,v) \geq -M(u_2 - u_1). \]
(H'₂) Let \( \lambda < 0 \) be such that \( M + \lambda \leq 0, \) \( (M + \lambda) + N'(t) + N(t)\sqrt{|\lambda|} \leq 0, \) \( [(M + \lambda) + N\sqrt{|\lambda|}] \leq 0 \) and for all \( t \in [0, 1] \)

\[
    f(t, \beta(t), \beta'(t)) - f(t, \alpha(t), \alpha'(t)) - \lambda(\beta - \alpha) \geq 0, 
\]

then the sequences \((\alpha_n)\) and \((\beta_n)\) defined by (1.3)–(1.4) converges monotonically in \( C^1([0, 1]) \) to solution \( v \) and \( u \) of (1.1)–(1.2), such that for all \( t \in [0, 1] \), \( \alpha \leq v \leq u \leq \beta. \)

Proof. Proof is same as Theorem 1. \( \square \)

4 Numerical Illustrations

To verify our results, we consider two examples for both \( \lambda > 0, \lambda < 0 \) and show that it is possible to compute a range of \( \lambda \) so that iterative scheme generates monotone sequences which converge to the solution of nonlinear problem.

Example 1. Consider the following 3 point BVP

\[
    -y''(t) = \left( \frac{9e^y + 3te^y}{15} \right), \quad 0 < t < 1, 
\]

\[
    y(0) = 0, \quad y(1) = 0.95y(0.2). 
\]

This problem has \( \alpha = 0 \) and \( \beta = 3(t - \frac{t^2}{2}) \) as lower and upper solutions. The nonlinear term is Lipschitz in both \( y \) and \( y' \) and continuous for all values of \( y \) and \( y' \). It is easy to see that Nagumo condition is given by

\[
    |f(t, u, v)| \leq \frac{9}{15} e^\frac{3}{2} + \frac{1}{15} e^v, 
\]

i.e., \( \varphi = \frac{9}{15} e^\frac{3}{2} + \frac{1}{15} e^v \). Using Lemma 9 we can compute easily that \( |y'| \leq \sqrt{\frac{1}{15}} \), i.e., \( R = 0.316228 \). The Lipschitz constants are \( M = \frac{3}{5} \) and \( N(t) = \frac{t}{15} e^R \). In Figures 1–5 we describe monotonic behavior or some inequalities and solutions. In Figure 1 we have verified that for it is possible to get a range of \( \lambda \) such that \( (H_0) \) is true. Then from Figure 2 to Figure 5 we have shown that for different values of \( \lambda \in [0.15, 0.49] \) monotonic sequences are obtained and both converge to solutions of Example 1. In this range all the inequalities are also true which are required to generate monotonic sequences. The range \([0.15, 0.49]\) is not sharp and is based on computations done in Mathematica 7.0. In Figure 11 we have shown that if \( \lambda \) is not in the range \([0.15, 0.49]\) then monotonicity is lost.

Example 2. Consider the boundary value problem

\[
    -y''(t) = \left( \frac{e^t - 1}{36} \right) \left[ (y'(t))^2 - y(t) - \frac{\cos t}{4} \right], \quad 0 < t < 1, 
\]

\[
    y(0) = 0, \quad y(1) = 0.5y(0.5). 
\]

Here \( f(t, y, y') = \frac{(e^t - 1)}{36} \left[ (y'(t))^2 - y(t) - \frac{\cos t}{4} \right], \delta = 0.5, \eta = 0.5. \) This problem has \( \alpha = \left( \frac{t^3}{4} - t \right) \) and \( \beta = \frac{t}{2} \) as lower and upper solutions. The nonlinear term
is Lipschitz in both $y$ and $y'$ and continuous for all values of $y$ and $y'$. It is easy to see that Nagumo condition is given by

$$|f(t, u, v)| \leq 0.0477301(|v|^2 + 1),$$

i.e., $\varphi = 0.0477301(|v|^2 + 1)$. Using Lemma 10 we can compute bound for $y'$, i.e., $|y'| \leq \frac{1}{2}e^{\frac{t}{2}(0.0477301)}$, i.e., $R = 0.530739$. The Lipschitz constants are $M = 0.0477301$ and $N(t) = \frac{(e^t - 1)}{36}(1.06148)$.

In Figure 6 we have verified that for $\lambda < -1$, $(H'_0)$ is true. In Figures 7–10 we describe monotonic behavior of the sequences. For $\lambda < -1$ all the inequalities required are also valid. The upper bound for $\lambda$ is not sharp and is based on computations done on Mathematica 7.0. Then from Figure 7 to Figure 10 we have shown that for different values of $\lambda$ monotonic sequences are obtained and both converge to solutions of Example 2. Here it is also visible from the Figure 10 that sequence thus obtained are uniformly convergent.

## 5 Conclusion

In this paper we have considered an iterative scheme which is simple enough for computational point of view. We did not consider $\lambda$ as function of $t$. The method developed in this paper can be coded to generate a user friendly package which can be efficiently used to compute solutions of the nonlinear 3 point BVP whose close form solutions is not known.

We have constructed two examples one for each case $\lambda > 0$ and $\lambda < 0$ and show that derived sufficient conditions can generate solutions for a class of nonlinear 3 point BVPs. Mainly it is initial iterates (upper and lower solutions) choice of which matters and success of the method depends on them. If initial iterates are chosen properly then it is guaranteed that sequences will converge to the solutions of the nonlinear BVP. In Figure 11 we also observe that if $\lambda$ does not belong to the range sequences are not monotone.

We also observe that Remark 5.4 of Cherpion et al. [2] seems to be true even in case of 3 point BVP with Dirichlet type boundary condition.
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Figure 1. \((H_0)\).

Figure 2. \(\lambda = 0.4\) and \(n = 1, 2, 3\).

Figure 3. \(\lambda = 0.3\) and \(n = 1, 2, \ldots, 10\).

Figure 4. \(\lambda = 0.2\) and \(n = 1, 2, \ldots, 20\).

Figure 5. \(\lambda = 0.15\) and \(n = 1, 2, \ldots, 30\).

Figure 6. \((H'_0)\).

Figure 7. \(\lambda = -2\) and \(n = 1, 2, 3\).

Figure 8. \(\lambda = -10\) and \(n = 1, 2, \ldots, 6\).
3 Point BVPs

Figure 9. $\lambda = -25$ and $n = 1, 2, \ldots, 15$.

Figure 10. $\lambda = -30$ and $n = 1, 2, \ldots, 25$.

Figure 11. Non-monotonicity for $\lambda = 2$.
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