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1 Introduction

Motivated by the need to match experimental accuracy, quantum field theory calculations have had to evolve to tackle problems of increasing complexity. For example, the Large Hadron Collider (LHC) is a powerful driver for advancing the boundaries of perturbative QCD and electroweak theory calculations, where $S$-matrix elements are needed at higher loop order to match the precision measurements, and may involve many ‘legs’ (number of external particles) to describe the large multiplicity processes offered by the high collision energy. For instance, recent years have witnessed state of the art QCD amplitude calculations being pushed to three-loops for up to four external legs [1], and to two-loops for up to five external legs, see for instance [2–4]. Similarly, extremely precise measurements of the fine structure constant from atom interferometry [5, 6] and the magnetic dipole moment of the electron [7] have pushed calculations up to five loops in QED [8–10].

In addition to such experimental drivers, there is also strong motivation to advance perturbative calculational frontiers from purely theoretical considerations, in an endeavour to better understand underlying structures (e.g. [11]) in gauge and gravity theories, and to make comparisons with non-perturbative predictions of critical phenomena. For instance, maximally supersymmetric gravity has recently been confirmed to be finite up to five loops [12]; planar maximally supersymmetric Yang-Mills theory has now been explored at seven loops [13]; and, in scalar $\phi^4$ theory, renormalization group functions have been published at six loops for use in the $\epsilon$-expansion approach to the 3D Ising model [14–19].

Effective field theories (EFTs) are valid up to some cutoff scale, with a hierarchy under which operators in an action are organized, namely the EFT expansion. There are many cases where one is interested in higher order terms in the EFT expansion to capture the relevant physics. For example, the Standard Model (SM) EFT, which has an expansion organized in operator mass dimension, is able to parameterize the indirect effects of new physics at the LHC. Higher-order (and higher leg) calculations in this EFT are recently being studied, following the full one-loop renormalization in refs. [20–22]. These studies are in part motivated by the need to understand the role of loops in the eventual reach of the LHC in constraining the EFT parameter space, see e.g. [23], and in part to understand underlying structures in EFT and in calculational approaches to them more generally e.g. [24–33].

Going to higher orders in an EFT expansion compounds the complexities faced at large loops and legs: it comes with an (exponential) increase in Feynman vertices and a corresponding diagrammatic explosion, and implies higher rank tensors appear in loop integrands. In addition, one has to keep track of the organization of an independent set of operators which span all physical observables; this is further complicated beyond tree-level by operator mixing under renormalization group flow, and by the fact that at intermediate stages of the renormalization procedure, one needs to include unphysical operators to absorb divergences.

In this paper we study the renormalization of (the parity even sector of) EFTs of real and complex massless scalar fields. Throughout, we work exclusively at linear order in the higher dimension operators. The results we obtain are thus also relevant to the study of $\phi^4$ theory at the Wilson-Fisher fixed point [34]. Our focus is two-fold: i) to
explore new boundaries in mass dimension and loops for EFTs of scalar fields, and the structures that appear there and ii) the development of new general techniques to enable the renormalization of EFTs at higher order. Regarding i), we summarize the results we obtain in figure 1 (structures in figure 3 in section 5 below). As for ii), a main result is the elucidation of the role of Hilbert series, conformal representation theory, and polynomial ring (or amplitude\textsuperscript{1}) techniques in organizing an EFT basis relevant for off-shell Green’s functions, and how this dovetails with the R* renormalization technique.

In $\phi^4$ theory, or more generally $O(n)$ models (of which $O(2)$ is equivalent to the C-even sector of the complex scalar), around four spacetime dimensions, the renormalization group functions have been published up to seven loops \cite{14–19} (results up to eight loops have been obtained with graphical functions \cite{35, 36}); operators of higher mass dimension have been studied in general at leading perturbative order, and subsets at two-loop \cite{37–42}. In QCD and flavour physics, higher loop order anomalous dimensions (ADs) have been calculated for low mass dimension operators \cite{43–61}, going up to four loops in the last reference. The two loop structure of the SM EFT AD matrix has been explored recently \cite{32} using an on-shell approach \cite{26}. Regarding calculations that go to higher EFT dimensions, QCD gluonic operators up to mass dimensions 16 were recently computed using generalized unitarity at two loops \cite{62}. Another related problem is the renormalization of spin-N light-cone operators. Here the four-loop ADs of fermionic light-cone operators were computed up to mass dimension 23 by direct calculation of two-point correlators \cite{63}. It should be noted that in the latter two calculations there are restrictions on the minimal number of fields appearing in the operators, making direct calculational approaches feasible.

Beyond unitarity or direct approaches, many of the above calculations were done using a technique called infrared rearrangement, originally pioneered by Vladimirov \cite{64}. It is based on the observation that ADs in minimal subtraction (MS) schemes are independent of the external kinematics or the internal masses. A powerful extension of this method, on which we focus in this work, is the R* method \cite{65–67}; see also \cite{68}. It allows for the subtraction of the IR-divergences created in the process of differentiation and nullification

\textsuperscript{1}More specifically, the polynomial pieces, or contact terms.
of the external momenta. The $R^*$ method thus allows for arbitrary IR rearrangements and thereby enables to maximally simplify the loop integrals. Its power is summarized in a theorem which states that the ADs of any $L$-loop Feynman diagram can be extracted from products of massless self-energies of at most $L - 1$ loops [65]. The required master integrals are now available up to 5-loops [69–72]; paving the way for 6-loop $R^*$ calculations. Although its mathematical structure is involved, the method has by now been developed into a very general tool. A global method has been developed and used in calculations up to five loops; see e.g. [73, 74]. The local $R^*$ method was further extended to generic numerator Feynman graphs [75]. This enabled a number of state-of-the-art five-loop calculations in QCD/gauge theory [76–78]. A further extension was also used to compute the two- and three-loop ADs of the dimension-six CP-odd gluonic operator in the SM EFT [61]. On the more formal level the Hopf-algebraic structure of the $R^*$ operation has been unraveled [79, 80], further enriching our understanding and control of its intricate combinatorics.

Separately to the complication of multi-loop integrals, the EFT expansion adds its own unique problems. At higher order in this expansion, the organization of what is termed the operator basis of the EFT — a set of operators that lead to independent\footnote{Independent under operator redundancies owing to field redefinitions (often referred to as equations of motion redundancies in the literature), integration by parts identities, and other spacetime and internal symmetry group redundancies.} physical effects — is a significant complication in its own right, both from the technical point of view, and in the mapping out of the connection to experimental observations. It requires the development of techniques that are orthogonal to refinements of the ideas of (on-shell or off-shell) amplitude recursion techniques, master integral reduction, $R^*$, IR subtractions etc. that render loops and legs tractable.

Hilbert series (more generally, the mathematical structure of polynomial rings) have recently been utilized to organize and ameliorate the difficulties surrounding the construction of EFT operator bases and to study the structure of EFTs [81–87] (see also the developments [33, 88–97]). The scalar EFTs we consider fall into the class where their operator bases are controlled by an underlying conformal representation theory, which can be directly used in the construction of a Hilbert series. In [82] it was shown that the EFT operator basis can be identified as the set of conformal primary operators (in [84, 85] these primaries were further identified as harmonics of the manifold of phase space).\footnote{This is one aspect of a beautiful picture in integer dimensions $d = 3, 4$, utilizing spinors of $\text{SL}(2, \mathbb{R})$ and $\text{SL}(2, \mathbb{C})$ and the oscillator representation of the conformal algebra. The current work, calculating at higher loop order in perturbation theory, of course relies heavily on dimensional regularisation i.e. working in $D = 4 - 2\epsilon$. It would be fascinating to understand whether/how aspects of the picture laid out in [85] may survive/be deformed to non-integer spacetime dimensions, perhaps in connection with the ideas laid out in [98].} This represents a mathematically singled out (up to rotations in the space of primaries) basis for the $S$-matrix, i.e. the number of on-shell physical measurements one can make in a theory. We explore how this picture generalizes for off-shell correlation functions and the calculation of quantum corrections; here a larger basis is required at an intermediate stage in the EFT renormalization procedure. We will see that many of the techniques established in [81–83] can be leveraged to organize this larger operator basis.
We emphasize that both the Hilbert series and $R^*$ techniques we develop are general, and can apply beyond the scalar EFTs we consider here. In particular, for Hilbert series, applications to spin [82–85], non-linearly realized internal symmetries [83, 86], gravity [99] and non-relativistic EFTs [100, 101], have all been developed. The $R^*$ method has already found application in gauge theories and the SM EFT, as already mentioned above.

Before proceeding, we comment on two theoretical matters of interest regarding the structure of perturbative EFT: zeros in the anomalous dimension matrix, and evanescent operators. Despite the fact that we are working with an EFT of a single scalar field, the story is quite interesting on both counts.

Regarding the anomalous dimension matrix (ADM), a number of recent papers [25, 28, 33, 102] have observed and proven the existence of a priori unexpected zeros at various loop orders. Operator basis choice is clearly important for the observation of such structures — given the freedom in basis choice one may think it should always be possible to e.g. rotate to a basis where the ADM can even be diagonal, the question more being “is there anything special/identifiable about such a basis?” (or indeed, the inverse: ‘how unnatural does a basis have to be to diagonalize the ADM?’). For example, the observed one-loop holomorphy of the SM EFT is apparent in an ‘on-shell’ basis where one favourably eliminates derivatives in operators.\(^4\) We note that beyond one-loop, this question also becomes a scheme dependent one, see for example the discussion in [28], such that one can only discuss structure within a given scheme (we will use the minimal subtraction scheme in this paper). One obviously identifiable feature at hand for the scalar EFT we consider is the singled out basis of primary operators. At leading order in perturbation theory, it is known [103] that, in a basis of primary operators, the ADM of operators in $\phi^4$ theory takes a block diagonal form. We detail the breakdown of this structure in moving beyond the leading-order perturbations: even at one loop\(^5\) we find a non-primary basis of operators is necessary to block-diagonalize the ADM. We are unable to identify any further principle that dictates the particular choice of non-primary basis that achieves this. At higher loop order, we find zeros in the ADM in concordance with the theorem in [28]. We do however find two particular zeros that are stronger than what is minimally implied by this theorem, which we detail in section 5.

Evanescent operators play an important role in higher loop calculations in dimensional regularization, and have been particularly well-studied in the context of four fermion interactions e.g. [104–108] (see also e.g. [109] for a recent discussion in the SMEFT). Such operators are not typically associated with theories of scalars, but at high enough mass dimension a class of such operators does in fact exist, see [42, 110]. This is due to the fact that only $D$ vectors can be linearly independent in $D$ spacetime dimensions. We discuss these evanescent operators in the Hilbert series and polynomial ring analysis of the scalar EFTs in section 3, and include there a method to systematically enumerate them. The mass dimension at which they appear — 16 — is beyond that at which we perform the renormalization of the EFT (figure 1), so we will not deal with them in the explicit computations. Their treatment at higher loop order in dimensional regularisation is potentially interesting: we postpone a study of this to a future publication.

\(^4\)Such a basis could also be termed an ‘amplitude’ basis: a choice where the fields that appear in all operators indicate the leading on-shell amplitude to which the operator contributes.

\(^5\)The counting of perturbative order is not aligned with the loop order.
The paper is organized as follows. We begin with background on the renormalization of (scalar) EFT in section 2, which serves to set out our conventions. In section 3 we discuss details of EFT operator basis, and introduce the technical components — Hilbert series, primary operator bases — that we will utilize. In section 4 we describe the R* method and its application to the EFT. In section 5 we give our results. We conclude with a discussion in section 6.

2 Background

In the following, we review the massless $\mathbb{Z}_2$-symmetric real scalar EFT, focusing in particular on general properties of operator bases and renormalization. The discussion for the massless complex scalar EFT (and indeed more general theories) follows analogously. Throughout this paper, we restrict ourselves to the spacetime parity even sector.

2.1 Dimension four Lagrangian

In dimensional regularisation ($D = 4 - 2\varepsilon$ dimensions), the bare fields and coupling can be expressed in terms of the renormalized fields and coupling,

$$\phi^b = \sqrt{Z_2}\phi, \quad g^b = (4\pi)^2 Z_g g(\mu) \mu^{2\varepsilon}. \quad (2.1)$$

This leads to the following expression of the renormalized dimension 4 Lagrangian:

$$\mathcal{L}^{(4)}(\phi, \partial_\mu \phi) = \mathcal{O}_2^{b(4)} - g^b \mathcal{O}_4^{b(4)}, \quad (2.2)$$

where we define the bare operators in the real scalar theory to be

$$\mathcal{O}_2^{b(4)} = \frac{1}{2} Z_2 (\partial_\mu \phi)(\partial_\mu \phi), \quad \mathcal{O}_4^{b(4)} = \frac{1}{4!} Z_2^2 \phi^4. \quad (2.3)$$

2.2 EFT Lagrangian and renormalization

The effective Lagrangian is defined by

$$\mathcal{L} = \mathcal{L}^{(4)}(\phi, \partial_\mu \phi) + \sum_{n>4} \frac{1}{\Lambda_{n-4}} \mathcal{L}^{(n)}(\phi, \partial_\mu \phi, \partial_\mu \partial_\nu \phi, \ldots), \quad (2.4)$$

with $\Lambda$ some presumably large scale below which the effective Lagrangian is valid and with the bare higher order interaction terms given by

$$\mathcal{L}^{(n)}(\phi, \partial_\mu \phi, \partial_\mu \partial_\nu \phi, \ldots) = \sum_i \tilde{c}^{b(n)}_i \tilde{O}_i^{b(n)}. \quad (2.5)$$

Here, $\tilde{c}^b_i$ are the bare coupling constants (or Wilson coefficients), and we define the bare operators as follows:

$$\tilde{O}_i^{b(n)} = (g^b)^{(l(\mathcal{O}_i)-(l-2)/2)} Z_2^{l(l\mathcal{O}_i)/2} \mathcal{O}_i^{b(n)}, \quad (2.6)$$

where we write the operators and couplings in this Lagrangian with tildes ($\sim$) to contrast them with the operators in a physical basis, to be defined below. The renormalized operators $\tilde{O}_i^{b(n)}$ are in general a function of renormalized fields $\phi$ and derivatives acting on them.
We will conventionally include fractional constants in the definition of operators, such that they give rise to a Feynman rule with prefactor +1. By \( l(\hat{\mathcal{O}}_i) \) we denote the length of an operator \( \hat{\mathcal{O}}_i \), i.e. its number of fields. The included factor of \( g^b \) is convenient as it carries the correct powers of the renormalization scale \( \mu \) to render the renormalized couplings \( \tilde{c}_i^{(n)} \) dimensionless in \( D = 4 - 2\varepsilon \) dimensions, while it also generates the conventional factors of \( 4\pi \) to avoid them in loop integrals in dimensional regularisation.

We assume that the sum in (2.5) runs over a complete set of operators \( \hat{\mathcal{O}}_i \) that are independent under integration by parts (IBP). That is, these operators are independent at the level of the classical action,

\[
I[\phi] = \int d^D x \mathcal{L}(\phi(x), \partial_\mu \phi(x), \partial_\mu \partial_\nu \phi(x), \ldots),
\]

which in essence means that they cannot be related via IBP identities,

\[
\int d^D x \partial_\mu (\bullet) = 0.
\]

Such a set of operators will be called an off-shell basis, as it spans the possible counterterms for off-shell correlation functions. This also explains why the off-shell basis is relevant: the full set of IBP-independent operators is necessary to absorb the divergences of Green’s functions when renormalizing the theory.

The couplings \( \tilde{c}_i^{(n)} \) mix under renormalization, i.e. the bare renormalization constants \( \tilde{c}_i^{b(n)} \) are generally power series in the renormalized couplings constants \( \{g, \tilde{c}_i^{(n)}\} \),

\[
\tilde{c}_i^{b(n)} = \sum_{r \geq 1} \sum_{n_1 > 4, \ldots, n_r > 4} \sum_{n_1 + \ldots + n_r = m(n, r)} \tilde{Z}^{(n_1 \ldots n_r)}(g) \prod_{a=1}^r \tilde{c}_j^{(n_a)}, \tag{2.9}
\]

where

\[
m(n, r) = n - 4(1 - r).
\]

In the sum each partition \( n_1, \ldots, n_r \) of mass dimensions determines a set of indices \( j_1, \ldots, j_r \) which label different couplings (or operators) at the same mass dimension. The corresponding renormalization tensors \( \tilde{Z}^{(n_1 \ldots n_r)}(g) \), appearing in the sum, are symmetric under interchanging \( j_a \) and \( j_b \) whenever \( n_a = n_b \) for some \( a \) and \( b \). Equation (2.9) covers all the possible mixing in a massless EFT. In a massive EFT, one would obtain series in \( m^2/\Lambda^2 \) for each entry, thereby allowing for mixing down in mass dimension (the sum over partitions should then be replaced by \( n_1 + \ldots + n_r \geq m(n, r) \)). In this paper we only focus on terms of linear order in the EFT expansion, that is, we only consider \( r = 1 \) in the above.

Although the off-shell basis of operators forms an independent basis when inserted into off-shell Green’s functions, it is well known that they are not independent when inserted into S-matrix elements. Operators can be related by field redefinitions (FR) of the form

\[
\phi \overset{\text{FR}}{\rightarrow} \phi + F(\Lambda, \phi, \partial_\mu \phi, \partial_\mu \partial_\nu \phi, \ldots), \tag{2.10}
\]

In this section, we assume that we work in an infinite dimensional spacetime, or with operators of low enough mass dimension, such that Gram conditions can be ignored. This basis is thus consistent with the usual assumptions of dimensional regularisation. See section 3 for more details on this point.
with \( F \sim O(1/\Lambda) \) a polynomial (local) function of the fields and their derivatives multiplied by appropriate powers of \( 1/\Lambda \) such that the mass dimension of \( F \) is equal to that of \( \phi \) in \( D = 4 \) spacetime dimensions. See for instance [111] for a detailed discussion on field redefinitions in EFT and [112] for a recent mathematical perspective. To ensure that \( F \) carries the correct factors that preserve normalization of bare operators in \((2.6)\) it will be convenient to also include the power of \( g^b Z_2 \) that gives \( F \) the mass dimension of \( \phi \) in \( D = 4-2\varepsilon \). We will discuss examples of field redefinitions in section 4.2.

The FR can be used to reduce the off-shell basis,

\[
\mathcal{L} \stackrel{\text{FR}}{\rightarrow} \mathcal{L}_{\text{phys}} = \mathcal{L}^{(4)}(\phi, \partial_\mu \phi) + \sum_{n>4} \frac{1}{\Lambda^{n-4}} \sum_i c_i^{b(n)} O_i^{b(n)},
\]

where the second sum runs over a subset of IBP-independent operators at each mass dimension, which we call the physical basis (no tildes). The FR leave the S-matrix invariant, although not the Green’s functions. The physical couplings \( c_i \) and their renormalization constants \( Z_i \) are linear combinations of the non-physical quantities \( \tilde{c}_i \) and \( \tilde{Z}_i \).

Similarly to eq. (2.9), the bare couplings \( c_i^b \) can be expanded as power series in the renormalized physical couplings, (where we now restrict to linear order)

\[
c_i^{b(n)} = \sum_j Z_{ij}^{(n)} c_j^{(n)}. \tag{2.12}
\]

The anomalous dimension matrix (ADM) \( \gamma_{ij}^{(n)} \) of the couplings \( c_i^{(n)} \) are defined as:

\[
\mu \frac{d}{d\mu} c_i^{(n)} = \sum_j \gamma_{ij}^{(n)} c_j^{(n)}. \tag{2.13}
\]

It can be derived from the renormalization constants using

\[
\mu \frac{d}{d\mu} \gamma_i^{b(n)} = 0, \tag{2.14}
\]

which gives

\[
Z_{ij}^{(n)} \mu \frac{d}{d\mu} c_j^{(n)} = -\mu \frac{dZ_{ij}^{(n)}}{d\mu} c_j^{(n)}. \tag{2.15}
\]

The ADM that encodes the mixing between operators of the same mass dimension is then determined to be

\[
\gamma_{ij}^{(n)} = -\beta(g, \varepsilon)(Z_{ij}^{(n)})^{-1} \frac{dZ_{jk}^{(n)}}{dg}, \tag{2.16}
\]

where

\[
\beta(g, \varepsilon) \equiv \mu \frac{dg}{d\mu}, \tag{2.17}
\]

is the \( \beta \)-function.
2.3 Field redefinitions, EoM operators and the ADM

The full effect of a field redefinition (2.10) on the level of the action is

\[ I[\phi] \xrightarrow{\text{FR}} I[\phi] + \int d^Dx \ F(\Lambda, \phi, \partial_\mu \phi, \partial_\mu \partial_\nu \phi, \ldots) \frac{\delta I[\phi]}{\delta \phi} + O(F^2). \]  

(2.18)

This generally has a complicated form because all terms up to the relevant order in \(1/\Lambda\) need to be considered, which may include terms of order \(O(F^2)\). However, when one restricts to analysing the mixing matrix of the couplings within one mass dimension, given by \(\gamma^{(n)}_{ij}\) in (2.16), the relevant change in the action is

\[ I[\phi] \xrightarrow{\text{FR}} I[\phi] + \int d^Dx \ \frac{1}{\Lambda^{n-4}} F^{(n)}(\phi, \partial_\mu \phi, \partial_\mu \partial_\nu \phi, \ldots) \frac{\delta I^{(4)}[\phi]}{\delta \phi} + O(1/\Lambda^{n-2}, F), \]  

(2.19)

for a field redefinition

\[ \phi \to \phi + \frac{1}{\Lambda^{n-4}} F^{(n)}(\phi, \partial_\mu \phi, \partial_\mu \partial_\nu \phi, \ldots), \]  

(2.20)

where \(F^{(n)}\) has mass dimension \(n-3\) (in \(D = 4\)). We observe the appearance of the classical equations of motion at mass dimension 4,

\[ E^{(4)} \coloneqq \frac{\delta I^{(4)}[\phi]}{\delta \phi}. \]  

(2.21)

This implies that the addition of any operator

\[ \mathcal{E}^{b(n)} = \frac{1}{\Lambda^{n-4}} E^{(4)} F^{(n)}(\phi, \partial_\mu \phi, \partial_\mu \partial_\nu \phi, \ldots) \]

to the Lagrangian leaves \(\gamma^{(n)}_{ij}\) unchanged, even when \(F^{(n)}\) is parametrised by the couplings \(c_i^{(n)}\).\(^7\) Such operators \(\mathcal{E}\) will be called EoM operators. Field redefinitions (2.20) can therefore be accounted for at lowest order by splitting the off-shell basis into the physical basis and an unphysical part spanned by the EoM operators,

\[ L^{(n)} = L_{\phys}^{(n)} + L_{\text{EoM}}^{(n)} \]  

(2.22)

with \(L_{\phys}^{(n)}\) defined in (2.11), and

\[ L_{\text{EoM}}^{(n)} = \sum_i \hat{c}_i^{b} \mathcal{E}_i^{b(n)}. \]  

(2.23)

We denote by \(\hat{c}_i^{b}\) the bare couplings corresponding to EoM operators. The coefficients of EoM operators can then freely be changed to rewrite the Lagrangian without affecting the part of the anomalous dimensions of interest. As is well known \([113, 114]\), the EoM operators do not mix into the physical operators, thus allowing them to be dropped from the calculation (see below).

\(^7\)Note that the addition of \(\mathcal{E}\) does change the theory if the EFT is defined up to \(1/\Lambda^m\) for \(m > n\), since it corresponds to only part of the full field redefinition.
Organizing the Lagrangian in this way is convenient because, as noted before, only the full $\mathcal{L}$ contains all independent operators when inserted in Green’s functions (the off-shell basis). On the other hand, only $\mathcal{L}_{\text{phys}}$ contains the physical operators and couplings of interest for the S-matrix. When the non-physical part of the Lagrangian (which only produces counterterm vertices) is spanned by the EoM operators, the necessary field redefinition to reduce the off-shell basis as in (2.11) becomes trivial.

In summary, one typically calculates the divergences of off-shell Green’s functions using generic vertices of a physical operator basis and counterterm vertices of an off-shell basis. There exist two equivalent ways to compute the physical anomalous dimension matrix $\gamma^{(n)}_{ij}$:

(i) Project the counterterms onto an arbitrary off-shell basis and then perform a field redefinition to obtain the information in the desired physical basis.

(ii) Project the counterterms onto the basis which contains the physical basis as well as a maximal set of independent EoM operators $E_i$. The EoM operators can then simply be dropped.

We will exemplify both of these methods in some detail below in section 4.2. Note that beyond linear order in the EFT operators, only the approach (i) above is valid, as higher order effects of the FR must be included.

### 2.4 Changing between physical operator bases

Let us now observe the effect of changing the physical basis of operators on the anomalous dimension matrices, i.e. the basis dependence of $\gamma^{(n)}_{ij}$. Since we are only concerned with the mixing between operators of the same mass dimension, it is convenient to split the Lagrangian into physical and non-physical parts; the latter being spanned by the EoM operators. A change of basis can be achieved by a general linear transformation of the coupling constants. Let us denote the original coupling constants by the vector:

$$\vec{C} = (c_1, \ldots, c_k, \hat{c}_1, \ldots, \hat{c}_m),$$

where we suppress for the moment the dimension-superscript $(n)$. The transformed coupling vector $\vec{C}'$ is then given by

$$\vec{C}' = A^{-1} \vec{C},$$

with $A$ a general real valued invertible $(k + m) \times (k + m)$ matrix. However, we know that the unphysical couplings, as well as their renormalization constants, are irrelevant to the physical part, so we are less interested in that part of the matrix. The relevant physical information of the matrix $A$ is instead captured by writing it in block form as

$$\begin{pmatrix} \vec{c} \\ \vec{\hat{c}} \end{pmatrix} = \begin{pmatrix} B & 0 \\ R & I \end{pmatrix} \begin{pmatrix} \vec{c}' \\ \vec{\hat{c}}' \end{pmatrix}.$$  

(2.26)

Now $B$ is a $k \times k$ matrix while $R$ is $k \times m$. Let us now study how such a transformation acts on the Lagrangian. While the unphysical part is left invariant, due to the identity matrix $I$, the physical part changes as follows:

$$\mathcal{L}'_{\text{phys}} = \sum_{i,j} \mathcal{O}^b_{ij} B_{ij} (c')^b_j + \sum_{i,j} \mathcal{E}^b_{ij} R_{ij} (c')^b_j,$$

(2.27)
which we can rewrite as

\[ \mathcal{L}'_{\text{phys}} = \sum_i (c'_i)^b_i \mathcal{O}'_i, \quad \mathcal{O}'_i = \sum_j \mathcal{O}^b_j B_{ji} + \sum_j c^b_j R_{ji}, \quad (2.28) \]

where we have identified the new basis of physical operators \( \mathcal{O}'_i \). The matrix \( B \) therefore allows us to transform among the physical operators. In addition, we can add or subtract EoM operators via the matrix \( R \), to obtain operators that were not present in the initial physical basis. Note that only the matrix \( B \) enters the transformed ADM \( \gamma'_{ij} \) of the new basis. If

\[ c^b_i = B_{ij} c_{j}'^b, \quad (2.29) \]

then we also have that the renormalized couplings are related by the same transformation (this follows from the finiteness of \( B_{ij} \))

\[ c_i = B_{ij} c'_j, \quad Z_{ij} = B_{ik} Z_{kl} B^{-1}_{lj}. \quad (2.30) \]

Due to the conventional rescaling of operators by \( g^b \) (see eq. (2.6)), \( B \) does not carry any scale dependence through factors of \( g(\mu) \). Therefore, the anomalous dimension matrix transforms as

\[ \gamma_{ij} = B_{ik} \gamma_{kl} B^{-1}_{lj}. \quad (2.31) \]

and is independent of \( R \). In other words, it does not “know” that the redefined operators \( \mathcal{O}'_i \) have received contributions from the EoM operators. The anomalous dimensions only change when a new basis is generated by taking linear combinations of the original couplings; the application of field redefinitions and IBP themselves do not affect the anomalous dimensions.

From this argument, it also follows directly that a change in the operator content of the form \( \partial^2 \phi \mathcal{O}_{N-1} \) (after IBP) does not affect the part of the mixing matrix that describes the mixing of \( N \)-point operators at low loop order.\(^8\) Instead, since such operators can be related to an \((N+2)\)-point operator using the EoM, such a change of basis is effectively achieved by a rotation with the physical couplings of \( N + 2 \) number of fields. At low loop order, the operators with \( N+2 \) fields do not mix into operators with \( N \) fields, see the results below or ref. [28], so this rotation does not affect the submatrix that describes mixing between \( N \)-point operators.

### 3 Operator bases

We now turn to discussing operator bases for various objects of interest in quantum field theory, namely \( S \)-matrices, off-shell correlation functions, and form factors, see figure 2. In section 3.1 we discuss the construction of the kinematic bases for these three types of objects under the different kinematic constraints they require, and how the kinematic

\(^8\)For example, consider the change of basis

\[ c (\mathcal{O}_N + \partial^2 \phi \mathcal{O}'_{N-1}) + \ldots \rightarrow c \mathcal{O}_N + \ldots, \]

which leaves the coupling \( c \) and therefore its anomalous dimension unchanged.
One can work with a physical S-matrix, off-shell correlation functions, and form factors.

bases can be used to identify operator bases. We then define a multigraph operator basis, which is a very simply obtained basis that we show is non-redundant. The multigraph operator basis can be used for both the calculation of off-shell correlation functions and form factors.\footnote{That is, until evanescent operators become important, see section 3.2. However, in the following we do not obtain results at high enough mass dimension to probe this issue.} In section 3.2 we detail the Hilbert series that can be constructed for each type of object, we discuss the effect of evanescent operators at high mass dimension, and explain how Hilbert series can be used to count such operators. In section 3.3 we detail the construction of primary operators in the theories we consider, for use in the study of the anomalous dimension matrix in the below.

### 3.1 S-matrices, correlation functions, and form factors

We begin by considering the three objects of interest — N-particle S-matrices, off-shell correlation functions, and form factors — in momentum space. In what follows we only focus on the piece that is polynomial in N momenta, $p_i^\mu$. Since all objects are Lorentz covariant, the spacetime indices of the momenta must be contracted; in restricting to the spacetime parity even sector, we will deal with polynomials in invariants $s_{ii} \equiv p_i^2$ and $s_{ij} \equiv p_i \cdot p_j$.\footnote{Note our convention for $s_{ij}$ does not include a factor of two, in contrast to the typical the definition of Mandelstam variables.} Further, since we are dealing with indistinguishable particles, the form of the polynomials must be invariant under the relevant permutation group. The three objects have different constraints which must be satisfied:

- **S-matrix**: on-shell, momenta sum to zero,
- **Off-shell correlation function (C.F.)**: off-shell, momenta sum to zero,
- **Form factor (F.F.)**: on-shell, momenta sum to $P$,

where $P$ is some inflow momentum to the form factor.

We use notation from commutative algebra, following [83]. The polynomial rings of interest are

\begin{align}
M_{\text{real}}^N &= \mathbb{C}[\{s_{ii}, s_{ij}\}] / I^{S_N^N}, \\
M_{\text{complex}}^N &= \mathbb{C}[\{s_{ii}, s_{ij}\}] / I^{S_{N/2}^N \times S_{N/2}^N},
\end{align}

Figure 2. The three types of objects in QFT calculations for which we discuss kinematic bases for: S-matrices, off-shell correlation functions, and form factors.
where the superscript means invariance under $S_N$ ($S_{N/2} \times S_{N/2}$) and is imposed to account for the indistinguishability. For the complex scalar, we use the fact that there must be an equal number of external $\phi$ and $\phi^\dagger$ fields to conserve charge; invariance under $S_{N/2} \times S_{N/2}$ means invariance under permutations that exchange the $N/2$ momenta corresponding to $\phi$ within themselves, and also for the $N/2$ momenta corresponding to $\phi^\dagger$. In the above, $I$ denotes an ideal that implements the relevant constraints:

$$I_{S\text{-matrix}} = \langle \{s_{ii}\}, \{X_i\}, \{G\} \rangle,$$

$$I_{C.F.} = \langle \{X_i\}, \{G\} \rangle,$$

$$I_{F.F.} = \langle \{s_{ii}\}, \{G\} \rangle,$$

(3.3, 3.4, 3.5)

where we define $X_i = p_{i\mu} \cdot \sum_j p_j^\mu = \sum_j s_{ij}$, and its appearance in the ideal implements momentum conservation in the ring, $X_i = 0$. Similarly $s_{ii} = 0$ implements on-shell conditions. Note that momentum conservation is not imposed for the form factor, since in this case the momenta sum to the inflow momentum $P = \sum_i p_i$, and we wish to keep track of instances of this total momentum. The conditions $\{G\}$ that appear in all of the above ideals impose constraints that arise from the finite dimensionality of spacetime — the fact that only $D$ vectors can be linearly independent in $D$ dimensions. These ‘Gram’, or rank, conditions are specified by requiring that all $(D+1) \times (D+1)$ minors of the Gram matrix,

$$
\begin{pmatrix}
    s_{11} & s_{12} & \cdots & s_{1N} \\
    s_{21} & s_{22} & \cdots & s_{2N} \\
    \vdots & \vdots & \ddots & \vdots \\
    s_{N1} & s_{N2} & \cdots & s_{NN}
\end{pmatrix},
$$

(3.6)

vanish. The set of all such constraints is what is denoted $\{G\}$.

If $D$ is taken to be large enough, no such relations between the $s_{ij}$ exist; the fact that in lower spacetime dimensions certain polynomials in $s_{ij}$ are redundant is tied to the existence of a class of evanescent operators. We will return to discuss these further in the following subsection.

The above polynomial rings capture the possible allowed polynomial forms of the three types of objects in figure 2. A detailed study of the $S$-matrix case was given in [83], and we will not focus on it further in the present work. Instead, we turn to the rings relevant for off-shell correlation functions — the objects we will work with in the next section — and form factors.

We analyse the rings assuming $D$ is large enough, such that we can safely ignore Gram conditions (consistent with our use of dimensional regularisation). In this case, there exists a ring isomorphism between the two rings. That is, with $\Sigma = S_N$ ($S_{N/2} \times S_{N/2}$) for the real (complex) scalar,

$$[\mathbb{C}[\{s_{ii}\}, s_{ij}]/\langle\{X_i\}\rangle]^\Sigma \simeq [\mathbb{C}[\{s_{ii}\}, s_{ij}]/\langle\{s_{ii}\}\rangle]^\Sigma = [\mathbb{C}[\{s_{ij}\}]^\Sigma].$$

(3.7)

In the case of the form factor one removes $s_{ii}$ from the ring by setting all instances to zero, using its appearance in the ideal; for the off-shell correlation function one may use
$X_i = s_{ii} + \sum_{j \neq i} s_{ij} = 0$ to eliminate $s_{ii}$ in favour of $s_{ij}$ with $j \neq i$. This motivates that the two constraints result in isomorphic rings, and we provide a rigorous treatment in appendix B.

There is a useful graphical way to represent elements of the ring in eq. (3.7). One considers a graph with $N$ vertices, and edges connecting vertices which correspond to a factor of $s_{ij}$. Note the absence of $s_{ii}$ excludes self-loops in the graph. More than one edge can connect the same two vertices; for example a graph that has two edges connecting the same two vertices corresponds to a factor of $s_{ij}^2$. Permutation symmetry is applied to the monomial in the $s_{ij}$ one obtains from a particular graph. For the complex scalar, two colors of vertices are needed so as to keep track of momenta associated to $\phi$ and $\phi^\dagger$ separately. The graphs described above are called (colored) multigraphs.\footnote{We take the definition of multigraph to mean no self-loops.}

All non-isomorphic multigraphs constitute a basis for the ring eq. (3.7).

For example, for the real scalar, the non-isomorphic graphs with four vertices and two edges, and their corresponding ring elements are:

\[
\begin{align*}
\hline
\text{Graph} & \quad \text{Ring Element} \\
\hline
\begin{tikzpicture}
\node (A) at (0,0) {1};
\node (B) at (2,0) {2};
\end{tikzpicture} & \quad \mathcal{P}_4(s_{12}^2) \\
\begin{tikzpicture}
\node (A) at (0,0) {1};
\node (B) at (2,0) {3};
\end{tikzpicture} & \quad 2 \mathcal{P}_4(s_{12}s_{13}) \\
\begin{tikzpicture}
\node (A) at (0,0) {1};
\node (B) at (2,0) {4};
\end{tikzpicture} & \quad 8 \mathcal{P}_4(s_{12}s_{34})
\end{align*}
\]

As another example, for the complex scalar, the non-isomorphic graphs with four vertices and two edges, and their corresponding ring elements are:

\[
\begin{align*}
\begin{tikzpicture}
\node (A) at (0,0) {1};
\node (B) at (2,0) {2};
\end{tikzpicture} & \quad \mathcal{P}_{2\bar{2}}(s_{1\bar{1}}^2) \\
\begin{tikzpicture}
\node (A) at (0,0) {1};
\node (B) at (2,0) {3};
\end{tikzpicture} & \quad 4 \mathcal{P}_{2\bar{2}}(s_{1\bar{1}}s_{1\bar{2}}) \\
\begin{tikzpicture}
\node (A) at (0,0) {1};
\node (B) at (2,0) {4};
\end{tikzpicture} & \quad 4 \mathcal{P}_{2\bar{2}}(s_{1\bar{1}}s_{2\bar{1}}) \\
\begin{tikzpicture}
\node (A) at (0,0) {1};
\node (B) at (2,0) {2};
\end{tikzpicture} & \quad \mathcal{P}_{2\bar{2}}(s_{1\bar{1}}s_{2\bar{2}})
\end{align*}
\]

In this case we similarly define the permutation over non-identical contributions, while taking into account that the momenta of $\phi(1,2,\ldots)$ and $\phi^\dagger(1,2,\ldots)$ have to be permuted separately, as they arise from distinguishable fields. For example,

\[
\begin{align*}
\begin{tikzpicture}
\node (A) at (0,0) {1};
\node (B) at (2,0) {2};
\end{tikzpicture} & \quad \mathcal{P}_{2\bar{2}}(s_{1\bar{1}}^2) = s_{1\bar{1}}^2 + s_{1\bar{2}}^2 + s_{2\bar{1}}^2 + s_{2\bar{2}}^2.
\end{align*}
\]

From this point, it is straightforward to identify a basis of operators for $N$-point correlation functions of form factors. The logic is the following. The above ring captures all possible polynomial contributions to the objects. We can consider all such polynomial contributions as coming from contact terms, i.e. from operators involving $N$ fields. Each element of the ring eq. (3.7) can be interpreted as the Feynman rule for a particular $N$-point operator; the operator is unambiguously re-constructed from this. In the real scalar example above, the operators are reconstructed as

\[
\begin{align*}
\begin{tikzpicture}
\node (A) at (0,0) {1};
\node (B) at (2,0) {2};
\end{tikzpicture} & = \partial_\mu \partial_\nu \phi \partial^\nu \partial^\mu \phi, \\
\begin{tikzpicture}
\node (A) at (0,0) {1};
\node (B) at (2,0) {3};
\end{tikzpicture} & = \partial_\mu \phi \partial_\nu \phi \partial^\mu \partial^\nu \phi, \\
\begin{tikzpicture}
\node (A) at (0,0) {1};
\node (B) at (2,0) {4};
\end{tikzpicture} & = \partial_\mu \phi \partial^\mu \phi \partial_\nu \phi \partial^\nu \phi.
\end{align*}
\]
As can be seen, the graphical notation allows for a simple determination of the operators. Every vertex then corresponds to a field and the edges represent pairs of contracted derivatives, which act on the vertices (fields) they are attached to. In the complex scalar example above, the operators are

\[
\begin{align*}
\Gamma^\phi &= \phi^\dagger \partial_{\mu} \phi \partial^{\mu} \phi^\dagger, \\
\Gamma^\phi &= \phi^\dagger \partial^2 \phi \partial^2 \phi, \\
\Gamma^\phi &= \phi \partial_{\mu} \partial_{\nu} \phi \partial_{\mu} \partial_{\nu} \phi^\dagger, \\
\Gamma^\phi &= \phi \partial_{\mu} \partial_{\nu} \phi \partial_{\mu} \partial_{\nu} \phi^\dagger.
\end{align*}
\]

where the different coloured vertices correspond to the different fields (in the below we will typically combine Hermitian conjugates \( O \) and \( O^\dagger \) into the combinations \( \frac{1}{2} (O + O^\dagger) \) and \( \frac{i}{2} (O - O^\dagger) \) so as to consider purely real Wilson coefficients).

The above logic — i.e. starting with the kinematic polynomial ring — proves the result that one can use a multigraph basis as a non-redundant basis for either off-shell correlation functions or form factors, so long as we work at low enough mass dimension (or high enough spacetime dimension) to avoid Gram constraints.

**Example.** It is instructive to work through a full example at fixed mass dimension; we consider the case of the real scalar EFT at mass dimension 6, and work out an operator basis for use in the calculation of an off-shell correlation function. For heuristic purposes, we follow the more familiar ‘route’, that is first discussing the operators and the relations between them, and then work our way to the polynomials in kinematic variables we have been using above.

Let us begin by simply writing down all possible non-total derivative operators we can think of:

\[
\begin{align*}
\phi^6, & \quad \partial^2 \phi \partial^3 \phi, & \quad \partial_{\mu} \phi \partial^\mu \phi \partial^2 \phi, & \quad \partial^4 \phi, & \quad \partial^2 \phi \partial_{\mu} \phi, & \quad \partial^\mu \partial^\nu \phi \partial_{\mu} \phi \partial_{\nu} \phi.
\end{align*}
\]

Note that we have not (yet) removed operators containing \( \partial^2 \phi \) using a field redefinition since we wish to find a basis for calculating off-shell correlation functions, and we might wonder if such operators should then be kept (we will see they can indeed be removed). The graphs corresponding to the above operators are:

\[
\begin{align*}
\circ \circ, & \quad \circ \circ, & \quad \circ \circ, & \quad \circ \circ, & \quad \circ \circ, & \quad \circ \circ.
\end{align*}
\]

Now we examine the relations between these operators coming from total derivatives. Let us look first at the operators with two \( \phi \) fields

\[
\begin{align*}
0 &= \partial^\mu \left( \partial_{\mu} \partial^2 \phi \phi \right) = \partial^4 \phi^2 + \partial^\mu \partial^2 \phi \partial_{\mu} \phi, \\
0 &= \partial^\mu \left( \partial^2 \phi \partial_{\mu} \phi \right) = \partial^2 \phi \partial^2 \phi + \partial^\mu \partial^2 \phi \partial_{\mu} \phi, \\
0 &= \partial^\mu \left( \partial_{\mu} \partial^\nu \phi \partial_{\nu} \phi \right) = \partial^\mu \partial^2 \phi \partial_{\mu} \phi + \partial^\mu \partial^\nu \phi \partial_{\mu} \partial_{\nu} \phi,
\end{align*}
\]
or, graphically,

\begin{align}
0 &= \mathcal{Q} + \mathcal{Q} \\
0 &= \mathcal{Q} + \mathcal{Q} \\
0 &= \mathcal{Q} + \mathcal{Q}
\end{align}

(3.12) (3.13) (3.14)

In this case, these three relations can be used to express operators containing a \( \partial^2 \) (graphically, a self-loop) in terms of the one without (graphically, no self-loops). At four point, the relation

\[ 0 = \mathcal{Q} + 3 \mathcal{Q}, \]

(3.15)

which again can be used to remove the self-loop graph operator in favor of the one with no loops. The basis is then reduced to the multigraph basis (without self-loops).

Let us repeat the above exercise in momentum space, using the operator Feynman rules. The six initial operators are (up to a normalization, to avoid numerical factors in the Feynman rules in writing the below)

\[ 1, \sum_{i<j} s_{ij}, \sum_{i=1}^4 s_{ii}, s_{11}^2 + s_{22}^2, s_{11}s_{22}, s_{11}s_{12} + s_{22}s_{12}, s_{12}^2. \]

(3.16)

Starting with the statement of momentum conservation for the operators with two \( \phi \) fields,

\[ p_1^\mu + p_2^\mu = 0, \]

(3.17)

we can take the dot product with both \( p_1 \) and \( p_2 \), so as to form the relations

\[ X_1 = s_{11} + s_{12} = 0, \quad X_2 = s_{12} + s_{22} = 0, \]

(3.18)

which can be used to eliminate \( s_{11} \) and \( s_{22} \) in the above polynomials, such that the only independent element is \( s_{12}^2 \). Similarly, the invariants \( X_i, i = 1, \ldots, 4 \), can be used to eliminate the \( s_{ii} \) from the four point operators, such that the only independent element is \( \sum_{i<j} s_{ij} \).

### 3.2 Hilbert series and evanescent operators

In this subsection, we study Hilbert series for the real and complex scalar EFTs. A Hilbert series is a polynomial that enumerates the independent operators. In [83] the formalism was worked out to the level at which we can directly apply the results to obtain Hilbert series for the three objects — \( S \)-matrix, off-shell correlation functions, and form factors — of figure 2. Details of the Hilbert series construction are provided in the appendix A.

For the real scalar, the Hilbert series for the \( S \)-matrix enumerates the physical operator basis of the EFT, providing the independent \( S \)-matrix contributions at mass dimension \( \Delta \) as,

\[ H_{S\text{-matrix}}(\Delta) = \Delta^6 + 2\Delta^8 + 3\Delta^{10} + 5\Delta^{12} + 9\Delta^{14} + 16\Delta^{16} + 32\Delta^{18} + 65\Delta^{20} + \mathcal{O}(\Delta^{22}). \]

(3.19)
That is, the above Hilbert series tells us there is only one independent operator in the $S$-matrix (or ‘physical’) basis at mass dimension 6, 2 at mass dimension 8, 3 at mass dimension 10, etc. To calculate the Hilbert series relevant for off-shell correlation functions we can remove the on-shell condition in the character for the field (see appendix A),

$$H_{\text{C.F.}}^\text{real}(\Delta) = 3\Delta^6 + 6\Delta^8 + 12\Delta^{10} + 25\Delta^{12} + 53\Delta^{14} + 120\Delta^{16} + 279\Delta^{18} + 680\Delta^{20} + O(\Delta^{22}).$$  \hfill (3.20)\

That is, we see there are 3 independent operators in the operator basis for the off-shell correlation functions at mass dimension 6, in agreement with the analysis in the previous section; there are 6 needed at mass dimension 8, etc. Finally, we now look at the Hilbert series relevant for form factors, where we keep the on-shell condition in the character for the field, but remove a factor in the integrand of the matrix integral that accounts for momentum conservation,

$$H_{\text{F.F.}}^\text{real}(\Delta) = 3\Delta^6 + 6\Delta^8 + 12\Delta^{10} + 25\Delta^{12} + 53\Delta^{14} + 119\Delta^{16} + 275\Delta^{18} + 664\Delta^{20} + O(\Delta^{22}).$$  \hfill (3.21)\

Comparing eq. (3.20) and eq. (3.21), we see agreement in the number of independent operators up to mass dimension 16, as expected from eq. (3.7). That is, up to mass dimension 16, both Hilbert series are enumerating the number of non-isomorphic graphs that contribute at each mass dimension (note each vertex counts as dimension 1 in $D = 4$, being the dimension of $\phi$, and each edge counts as dimension 2).

The same is observed for the complex scalar,

$$H_{\text{S-matrix}}^\text{complex}(\Delta) = 2\Delta^6 + 4\Delta^8 + 8\Delta^{10} + 21\Delta^{12} + 53\Delta^{14} + 143\Delta^{16} + 415\Delta^{18} + 1241\Delta^{20} + O(\Delta^{22}),$$  \hfill (3.22)\n
$$H_{\text{C.F.}}^\text{complex}(\Delta) = 5\Delta^6 + 14\Delta^8 + 38\Delta^{10} + 110\Delta^{12} + 325\Delta^{14} + 1010\Delta^{16} + 3266\Delta^{18} + 10914\Delta^{20} + O(\Delta^{22}),$$  \hfill (3.23)\n
$$H_{\text{F.F.}}^\text{complex}(\Delta) = 5\Delta^6 + 14\Delta^8 + 38\Delta^{10} + 110\Delta^{12} + 325\Delta^{14} + 1006\Delta^{16} + 3236\Delta^{18} + 10710\Delta^{20} + O(\Delta^{22}).$$  \hfill (3.24)\

One can further keep information about the number of operators at each mass dimension as broken down by their powers of $\phi$ fields. We include these Hilbert series in appendix A (for both real and complex scalar theories); again one can see agreement between the off-shell correlation function and form factor bases up to mass dimension 16.

Let us now return to discuss what happens at mass dimension 16. This is the point at which we start to see the effect of Gram conditions, which provide relations between the operators in the multigraph basis. The relations stem from the condition that any $(D+1) \times (D+1)$ minor of the matrix given in eq. (3.6) vanish. That is, there is a potential non-trivial relation for $N > D$, due to the fact that it is only $D$ vectors that can be independent in $D$ dimensions. However, for the $S$-matrix and off-shell correlation functions,
momentum conservation reduces the number of independent vectors by one, and so for these cases the non-trivial Gram relations only appear in the case $N > D + 1$.

We can further pinpoint the mass dimension that the Gram relations become important. The determinant of a $(D+1) \times (D+1)$ submatrix of eq. (3.6) carries mass dimension $2D + 2$ from the kinematics alone. This means that the operators where Gram conditions become important must involve at least $2D + 2$ derivatives. We require $N > D$ for the form factor, so minimally $N = D + 1$; for the $S$-matrix or off-shell correlation functions, minimally $N = D + 2$. Since $\phi$ fields have mass dimension $(D - 2)/2$, we expect to first see Gram conditions play a role at mass dimension $2D + 2 + (D + 1)(D - 2)/2$ for form factors, and at mass dimension $2D + 2 + (D + 2)(D - 2)/2$ for $S$-matrices or off-shell correlation functions — that is, at mass dimension 15 and 16, respectively, for the case $D = 4$. Because of the $\phi \to -\phi$ parity we imposed on the real scalar theory (and charge invariance for the complex scalar), we only consider even mass dimensions, and so the Gram conditions show up for the first time at mass dimension 16.

The above implies that there are operators that exist in high enough spacetime dimensions, but that vanish at some lower value of $D$. This represents a class of evanescent operators, and they have been studied in detail in [42, 110] (in the basis of operators relevant for form factors). Because the Hilbert series formalism has been worked out in arbitrary $D$, see [83], we can further formulate a systematic way to count the total number of such evanescent operators at any given mass dimension. The technique is to simply take the difference between the number of operators at mass dimension $\Delta$ in a Hilbert series calculated in ‘high enough’ spacetime dimension $D$ and the Hilbert series calculated in $D = 4$ (or another choice of low $D$ at which one is interested in counting evanescent operators). From the above, we can further quantify what ‘high enough’ is such that no Gram conditions are present at given mass dimension $\Delta$:

$$D > \frac{1}{2} (-3 + \sqrt{1 + 8\Delta}), \quad (\text{F.F.}), \quad (3.25)$$

$$D > -2 + 2 \sqrt{1 + \frac{\Delta}{2}}, \quad (S\text{-matrix, C.F.}). \quad (3.26)$$

In future work we plan to return to a detailed study of evanescent operators using the ideas presented in this section, including a study of how they affect calculations in dimensional regularisation at high loop orders.

### 3.3 Primary operator construction

The previous subsections described the construction of a multigraph basis relevant for off-shell correlation functions in the real and complex scalar theories. In this subsection, we now briefly describe how we construct the conformal primary operators that will be used in our study of the structure of the anomalous dimension matrix in what follows. Note that the number of primary operators is equal to the number of independent physical operators, i.e. the number of operators needed to form a basis for the $S$-matrix, as pointed out in [83].

We find conformal primary operators using the property of annihilation by the special conformal generator, which has the following representation on the polynomial ring we are
considering (see e.g. [115]),

\[ K_\mu = \sum_i \left( 2 \frac{\partial}{\partial p_i^\mu} + 2 p_i^\nu \frac{\partial}{\partial p_i^\mu} \frac{\partial}{\partial p_i^\nu} - p_{\mu i} \frac{\partial}{\partial p_{\nu i}} \frac{\partial}{\partial p_{\mu i}} \right). \]  

(3.27)

If a polynomial in our ring is annihilated by action of \( K_\mu \), then the corresponding operator, constructed by the arguments given above, is primary. Practically, we find the primary operators by considering an arbitrary linear combination of the multigraph operators, and solve for the coefficients that ensure annihilation by \( K_\mu \). This can be done by evaluating the annihilation condition using independent, random (rationally-valued) sets of momenta.

Let us again consider the example of real scalar multigraphs with four vertices and two edges, i.e. the operators

\[ O^{(8)}_{4,1} = \frac{1}{4} \phi^2 \partial_\mu \phi \partial_\nu \phi \partial_\rho \phi = P_4 \left( s_{12}^2 \right), \]
\[ O^{(8)}_{4,2} = \frac{1}{2} \phi \partial_\mu \phi \partial_\nu \phi \partial_\rho \phi = P_4 \left( s_{12} s_{13} \right), \]
\[ O^{(8)}_{4,3} = \frac{1}{8} \partial_\mu \phi \partial_\rho \phi \partial_\nu \phi \partial_\rho \phi = P_4 \left( s_{12} s_{34} \right). \]  

(3.28)

According to the Hilbert series (A.20) given in appendix A there should be only one primary (physical) operator with four fields at mass dimension 8. One can easily check that the following combination is annihilated by \( K \),

\[ O^{(8)c}_4 = O^{(8)}_{4,1} - 2 O^{(8)}_{4,2} + 6 O^{(8)}_{4,3}. \]  

(3.29)

To give another example, we consider four-point operators of the complex scalar EFT at mass dimension 6,

\[ O^{(6)}_{4,1} = - \phi^4 \partial_\mu \phi \partial_\nu \phi = P_{22} \left( s_{11} \right), \]
\[ O^{(6)}_{4,2} = \frac{1}{4} \phi^2 \partial_\mu \phi = \frac{1}{4} \left( \phi^4 \right)^2 \partial_\mu \phi = s_{12}, \]
\[ O^{(6)}_{4,3} = - \frac{1}{4} \phi^2 \partial_\mu \phi \partial_\nu \phi = s_{12}. \]  

(3.30)

The linear combination of these multigraph operators that is annihilated by \( K \) is

\[ O^{(6)}_4 - 2 \left( O^{(6)}_{4,2} + O^{(6)}_{4,3} \right) \]  

(3.31)

and again from the S-matrix Hilbert series we know this is the only primary operator.

As a final example, we generalize the previous conformal primary operator (3.31) to arbitrary mass dimension. For this purpose, consider the \((n-2)\)-point multigraph operators...
of the complex scalar at mass dimension \( n \),

\[
O^{(n)}_{n-2,1} = - \frac{1}{(\frac{n}{2} - 2)! (\frac{n}{2} - 2)!} \sum_{\ell=1}^{\frac{n}{2} - 1} \sum_{j=1}^{\frac{n}{2} - 1} p_i \cdot p_j ,
\]

\[
O^{(n)}_{n-2,2} = - \frac{1}{2 (\frac{n}{2} - 1)! (\frac{n}{2} - 3)!} \sum_{\ell=1}^{\frac{n}{2} - 2} \sum_{j=1}^{\frac{n}{2} - 2} p_i \cdot p_j ,
\]

\[
O^{(n)}_{n-2,3} = - \frac{1}{2 (\frac{n}{2} - 1)! (\frac{n}{2} - 3)!} \sum_{\ell=1}^{\frac{n}{2} - 2} \sum_{j=1}^{\frac{n}{2} - 2} p_i \cdot p_j ,
\]

As before there is only one primary operator, which we parametrize as

\[
O^{(n)c}_{n-2} = a_1 O^{(n)}_{n-2,1} + a_2 O^{(n)}_{n-2,2} + a_3 O^{(n)}_{n-2,3} ,
\]

and which satisfies

\[
0 = K_n O^{(n)c}_{n-2} = \frac{1}{2} a_1 (n-2) \left( \sum_{i=1}^{\frac{n}{2} - 1} p_i + \sum_{i=1}^{\frac{n}{2} - 1} p_i \right) + \frac{1}{2} a_2 (n-4) \left( \sum_{i=1}^{\frac{n}{2} - 1} p_i \right) + \frac{1}{2} a_3 (n-4) \left( \sum_{i=1}^{\frac{n}{2} - 1} p_i \right) .
\]

Since this identity should hold for arbitrary momentum, we require

\[
a_2 = a_3 = - \frac{n - 2}{n - 4} a_1 .
\]

Therefore, the \((n - 2)\)-point primary operator at mass dimension \( n \) is

\[
O^{(n)c}_{n-2} = O^{(n)}_{n-2,1} - \frac{n - 2}{n - 4} (O^{(n)}_{n-2,2} + O^{(n)}_{n-2,3}) .
\]

Appendix E considers the mixing between the general \((n - 2)\)-point operator (3.33) and the \( n \)-point conformal primary \((O^{(n)}_{n-2} = \phi^{n/2} \phi^{n/2} / [(n/2)!]^2)\). It is interesting to note, that the same coefficients (3.35) are uniquely obtained when the mixing between these operators is required to be diagonal. Only in the conformal basis do these operators not mix at arbitrary mass dimension.

We have constructed the primary operators for real scalar theory up to mass dimension 12 and for complex scalar theory up to mass dimension 10, as needed for our results we present in section 5; the expressions can be found in appendix C.

4 The \( R^* \) method in EFT

In this section, we review the basics of the \( R^* \) method and how it can be applied to calculate the renormalization constants in the MS schemes. More details on the particular \( R^* \) approach we employ in this work can be found in the following references [61, 75, 79]. Concretely we will employ the extension of the \( R^*\)-approach, which works at the level of
uncontracted Feynman rules, and was described to some degree in [61]. While we focus mainly on issues related to operator bases, we also provide a brief account of the definition of $R^*$ with some EFT examples.

Let us denote the 1PI Green’s functions with $N$ external fields $\phi$ by $\Gamma_N$, i.e.

$$\Gamma_N(g; p_1, p_2, \ldots, p_N) = \int \left( \prod_{i=1}^N d^D x_i \ e^{ip_i \cdot x_i} \right) \langle 0 | T \{ \phi(x_1) \ldots \phi(x_N) \} | 0 \rangle_{\text{1PI}}. \quad (4.1)$$

To isolate the renormalization constants, in the MS-scheme, we introduce the $Z$-operation, or UV-counterterm operation, which, in the formalism of Bogoliubov, Parasiuk, Hepp, and Zimmermann (BPHZ), is defined as follows:

$$Z(\Gamma_N) = -K_\varepsilon \bar{R}(\Gamma_N). \quad (4.2)$$

Here $K_\varepsilon$ projects out (simple and higher) pole pieces in the dimensional regulator $\varepsilon$ and the BPHZ $\bar{R}$-operation subtracts all UV subdivergences. The locality of the UV counterterm ensures that it is a homogeneous polynomial in the external momenta whose degree equals the degree of divergence of $\Gamma_N$, $\omega(\Gamma_N)$. The degree of divergence can be made logarithmic by acting on $\Gamma_n$ with the Taylor expansion operator $T_{\{p_i\}}^{(\omega)}$, which projects out precisely all terms of order $\omega(\Gamma_N)$,

$$Z(\Gamma_N) = -T_{\{p_i\}}^{(\omega)} K_\varepsilon \bar{R}(\Gamma_N). \quad (4.3)$$

The Taylor expansion operator $T_{\{p_i\}}^{(\omega)}$ does not naively commute with the $Z$-operation due to the infrared divergences which may be created in the process of differentiation, and setting to zero of external momenta. The additional IR divergences can be subtracted with the $R^*$-operation, or more precisely the $\bar{R}^*$-operation, which subtracts besides UV-subdivergences also all IR-divergences of the Euclidean (or equivalently off-shell) Green’s function. This leads to the following powerful definition of the UV-counterterm in terms of logarithmic scaleless vacuum diagrams:

$$Z(\Gamma_N) = -K_\varepsilon \bar{R}^* (T_{\{p_i\}}^{(\omega)} \Gamma_N). \quad (4.4)$$

Since scaleless vacuum diagrams vanish in dimensional regularisation, this definition is not particularly useful for calculations. It becomes useful when coupled with an infrared rearrangement. Since the UV counterterm of a log-divergent vacuum is not sensitive to the external momentum configuration or internal masses, arbitrary scales can be introduced by either attaching external momenta to any set of vertices or inserting arbitrary masses into the propagators of the graph. Using a clever infrared rearrangement one can considerably reduce the complexity of the calculation by converting the scaleless vacuum diagram into a simple self energy diagram or a vacuum diagram with a single massive edge.

With the aid of the $Z$-operation it is straightforward to isolate the renormalization constants of the renormalizable theory as follows:

$$Z(\Gamma_2) = Z_2 \mathcal{O}_2^{(4)} , \quad Z(\Gamma_4) = gZ_2 Z_2^2 \mathcal{O}_4^{(4)} , \quad (4.5)$$
where the operators have been defined in section 2.1 and appendix C. Going to the effective theory framework brings the complication that the necessary set of operators to renormalize all Green’s functions of the theory requires non-physical operators, as discussed in section 2.2. To denote 1PI Green’s functions with insertions of physical operators we introduce the notation:

\[
\Gamma_N[O_i] = \Gamma_n(g; p_1, p_2, \ldots, p_N)[O_i]
\]

\[
= \int \left( \prod_{i=1}^{N} d^2x_i \ e^{ip_i \cdot x_i} \right) d^3x \ \langle 0 | \{\phi(x_1) \ldots \phi(x_N)O_i(x)\} | 0 \rangle_{1PI}. \tag{4.6}
\]

Since the renormalisation of the Green’s functions \(\Gamma_n[O_i]\) requires in general the full off-shell basis (defined in section 2), the action of the \(Z\)-operation leads in general to

\[
Z(\Gamma_N[O_i]) = \sum_j \tilde{Z}_{ji} |\tilde{O}_j|_N, \tag{4.7}
\]

where \(\tilde{O}_j|_N\) is an off-shell basis of operators containing \(N\)-external fields. As discussed in section 2.3, for single insertions of operators the physical space can be separated from the non-physical by using either EoM-operators or by using explicit field redefinitions. Taking EoM-operators to span the non-physical operators, one can thus write

\[
Z(\Gamma_N[O_i]) = \sum_j Z_{ji} |O_j|_N + \sum_j \tilde{Z}_{ji} |E_j|_N. \tag{4.8}
\]

Note that EoM operators generically contain operator contributions with different numbers of fields. With \(E_j|_N\) we thus denote the contribution of all \(N\)-field operators contributing to \(E_j\). In this \(R^*\)-based approach the only purpose of the EoM renormalization operators constants is to correctly isolate the physical contributions \(Z_{ij}\). This is to be contrasted to a more general off-shell approach where one would try to make the Green’s function \(\Gamma_N[O_i]\) finite from a renormalized Lagrangian. Then one would also require Green’s functions with non-physical operators inserted at loop level in counterterms to correctly eliminate all subdivergences. This is not necessary here, since the \(R^*\)-operation always automatically builds whatever counterterms it requires on a diagram by diagram level. In this approach one thus only has to consider insertions of the physical operators on the left hand side of eqs. (4.8) and (4.7).

### 4.1 \(R^*\): definitions and examples

In the following we give some more details on the definition of the \(R^*\) and \(\tilde{R}^*\) maps. Acting on a graph \(\Gamma\), assumed to have non-exceptional off-shell momenta, these maps are defined as follows:

\[
R^*(\Gamma) = \sum_{\gamma \subseteq \Gamma, \tilde{\gamma} \subseteq \Gamma} \tilde{Z}(\tilde{\gamma}) * Z(\gamma) * \Gamma/\gamma \setminus \tilde{\gamma}, \tag{4.9}
\]

\[
\tilde{R}^*(\Gamma) = \sum_{\gamma \subseteq \Gamma, \tilde{\gamma} \subseteq \Gamma} \tilde{Z}(\tilde{\gamma}) * Z(\gamma) * \Gamma/\gamma \setminus \tilde{\gamma}. \tag{4.10}
\]
The different ingredients entering here are (briefly) explained below. The reader should consult [75, 79] for a more complete presentation of the formalism.

- $\gamma$ is a set of UV-divergent disjoint 1PI subgraphs.
- $\tilde{\gamma}$ is a set of disjoint IR subgraphs, most easily defined via its complement or complementary subgraph. The complementary subgraph has to be mass-momentum spanning, i.e. contain all external edges and all massive edges, and motic. The motic condition amounts to it being 1PI if all external edges are joined in a single vertex. Contracting this motic mass-momentum spanning subgraph, $\Gamma_m$, to a point in $\Gamma$ then leads to the IR subgraph $\tilde{\gamma} = \Gamma/\Gamma_m$; this can be identified as a set of disjoint 1PI vacuum graphs. It is IR divergent as long as $\omega(\tilde{\gamma}) \leq 0$.
- The sum goes over all disjoint (no common vertices or edges) IR and UV subgraphs, $\tilde{\gamma}$ and $\gamma$, of the graph $\Gamma$, leaving out only $\gamma = \Gamma$ in the case of $\bar{R}^\star$.
- The symbol / means contraction, such that $\Gamma/\gamma$ denotes the graph $\Gamma$ with $\gamma$ contracted to a point.
- The symbol \ means deletion, such that $\Gamma/\tilde{\gamma}$ denotes the graph $\Gamma$ with $\tilde{\gamma}$ deleted.
- The $\star$ symbol reduces to the standard multiplication ($\cdot$) for log-divergent graphs. For higher-degree UV-divergences it denotes an insertion. That is it means the insertion of a UV counterterm, which can be thought of as a Feynman rule of a given vertex, into the vertex to which the UV subgraph is contracted. For higher-degree IR divergences the IR counterterm becomes a Taylor-type differential operator acting on the complementary graph — the $\star$ symbol then symbolizes the action of this operator.
- The IR counterterm is denoted by $\tilde{Z}$. We define it via the condition $R^\star(\Gamma_0) = 0$ with $\Gamma_0$ a log-divergent vacuum graph.

We will now consider some simple examples in the EFT context. Consider the operator $O^{(6)}_6$ inserted in the following diagram:

$$Z(\begin{array}{c}
\bullet \\
\bigcirc
\end{array}) = Z(\begin{array}{c}
\bullet \\
\bigcirc
\end{array}) = -K_\varepsilon(\begin{array}{c}
\bullet \\
\bigcirc
\end{array}).$$

Since the diagram is log-divergent, the Taylor-expansion reduces to nullifying an arbitrary subset of the external momenta and we can extract the counterterm from a simple one-loop bubble integral. No IR divergences are produced in the nullification here; hence we did not need any extra counterterms. Let us now consider a more complicated example, where we insert the operator $O^{(8)}_{4,3}$ into the following 2-loop six-point diagram:

$$Z(\begin{array}{c}
\bullet \\
\bigcirc
\end{array}) = Z(\begin{array}{c}
T^{(2)}_{p_1,...,p_6} \\
\bigcirc
\end{array}).$$
We thus have to perform a second order Taylor expansion in the external momenta $p_1, \ldots, p_6$, where $p_1$ and $p_2$ flow into the EFT vertex. Usually this would lead to a very large number of terms, since one has to parametrise the momenta by identifying a routing of the external momenta flowing through the diagram, and then differentiate along these paths via the chain/product rule. In this case we are fortunate since the Feynman rule for $O^{(8)}_{4,3}$ is linear in all four momenta flowing into its vertex. Therefore, after nullification of the external momenta, every term in the Taylor expansion is zero apart from those where both derivatives are acting on the EFT vertex. Thus just one single term will survive,

$$p_1^\alpha p_2^\beta Z\left(\begin{array}{c}
\end{array}\right),$$

where we have reintroduced two arbitrary external momenta after nullifying the initial ones. This has the advantage that the doubly differentiated EFT vertex, depicted as a circled dot, no longer depends on the external momenta of the diagram. Its Feynman rule is given by:

$$q_3 q_4 = q_3^\alpha q_4^\beta + q_3^\beta q_4^\alpha + \eta^{\alpha\beta} q_3 \cdot q_4,$$

(4.11)

with $q_3$ and $q_4$ the internal loop momenta to which it is attached. With this IR rearrangement the diagram is free of IR divergences but contains a UV subgraph of logarithmic degree. Unfolding the $Z$-operation yields:

$$p_1^\alpha p_2^\beta Z\left(\begin{array}{c}
\end{array}\right) = -p_1^\alpha p_2^\beta K \varepsilon \left(\begin{array}{c}
\end{array}\right) + Z\left(\begin{array}{c}
\end{array}\right) \cdot \left(\begin{array}{c}
\end{array}\right).$$

Finally we need to consider the evaluation of the triangle UV-counterterm; since it is of logarithmic degree we can nullify the external momentum flowing into any one vertex to make a self energy. A particularly convenient choice is to nullify the momentum going into the EFT vertex:

$$Z\left(\begin{array}{c}
\end{array}\right) = -K \varepsilon \left(\begin{array}{c}
\end{array}\right)$$

(4.12)

This avoids an IR divergence since the differentiated EFT vertex is quadratic in the internal momenta. To give an example of a simple IR counterterm we can alternatively consider the following IR rearrangement:

$$Z\left(\begin{array}{c}
\end{array}\right) = -K \varepsilon \left(\begin{array}{c}
\end{array}\right) + \ddot{Z}\left(\begin{array}{c}
\end{array}\right) \cdot \left(\begin{array}{c}
\end{array}\right).$$

(4.13)
The IR counterterm can be evaluated using

\[ R^* \left( \begin{array}{c} \Gamma \end{array} \right) = 0 \Rightarrow \tilde{Z} \left( \begin{array}{c} \Gamma \end{array} \right) \right) = -Z \left( \begin{array}{c} \Gamma \end{array} \right) \right) = K \varepsilon \left( \begin{array}{c} \Gamma \end{array} \right) \right).

Of course both eqs. (4.12) and (4.13) yield the same result after integration. We remark that even though it is formally required, the IR-counterterm gives a vanishing contribution since its complementary graph vanishes (due to the circled vertex being linear in the IR momentum at leading order). In a convenient normalisation one then gets

\[ Z \left( \begin{array}{c} \Gamma \end{array} \right) \right) = -c_{4,3}g^3 \alpha \beta \frac{3}{2 \varepsilon^2}, \tag{4.14} \]

leading to the final result:

\[ Z \left( \begin{array}{c} \Gamma \end{array} \right) \right) = -c_{4,3}g^3 p_1 \cdot p_2 \frac{3}{2 \varepsilon^2}. \tag{4.15} \]

We note that this counterterm is not yet expressible in the multigraph operator basis; only after summing over all permutations of the external momenta will the operator \( O^{(8)}_6 \) emerge. We have thus demonstrated that with the aid of IR rearrangement and the \( R^* \) operation one can conveniently extract UV counterterms of multi-scale multi-loop Feynman diagrams from self-energy type diagrams.

### 4.2 Example calculation with the real scalar

**Dimension 6.** To renormalize the Green’s functions one has to introduce a basis of 3 operators, \( \Lambda^2 \mathcal{L}^{(6)} = c_6^b \mathcal{O}_6^b + c_4^b \mathcal{O}_4^b + c_2^b \mathcal{O}_2^b, \tag{4.16} \)

where one choice of basis — the multigraph basis — would be

\[ \mathcal{O}_6^b = \left( \frac{g^b}{6!} Z_2^3 \phi \right) \phi, \quad \mathcal{O}_4^b = -\frac{g^b}{4} Z_2^2 (\partial^\mu \phi)(\partial^\nu \phi) \phi^2, \quad \mathcal{O}_2^b = \frac{Z_2}{2} (\partial^\mu \partial^\nu \phi)^2, \tag{4.17} \]

and in general the bare couplings are \( c_i^b = Z_{ij} \tilde{c}_j \). 

However, from the Hilbert series (3.19), we know that the physical Lagrangian is spanned by the single operator \( \mathcal{O}_6 = \tilde{\mathcal{O}}_6 \). This also follows from the field redefinition

\[ \phi \rightarrow \phi + \frac{c_2^b}{2 \Lambda^2} \partial^2 \phi + \frac{c_4^b - c_2^b}{12 \Lambda^2} g^b Z_2 \phi^3 \]

[12] In this section we often suppress the superscripts \((n)\) on the operators and their couplings, as we restrict to \( n = 6 \) everywhere.
which sets
\[ \mathcal{L}^{(6)} \overset{\text{ren}}{=} \left( c_6^b - 10c_4^b + 10c_2^b \right) \mathcal{O}_6^b \equiv c_6^b \mathcal{O}_6^b, \]  
(4.18)
where we see explicitly that there is only one physically independent parameter, which we called \( c_6^b \) (without tilde). At tree level (i.e. not for the counterterms), we are therefore free to neglect contributions from \( \tilde{c}_4^b \) and \( \tilde{c}_2^b \) and work with the Lagrangian
\[ \mathcal{L}^{(6)} = c_6 \tilde{Z}_{6,6} \mathcal{O}_6^b + c_6 \tilde{Z}_{4,6} \mathcal{O}_4^b + c_6 \tilde{Z}_{2,6} \mathcal{O}_2^b, \]
with
\[ \tilde{Z}_{6,6} = 1 + \delta \tilde{Z}_{6,6}, \quad \tilde{Z}_{4,6} = \delta \tilde{Z}_{4,6}, \quad \tilde{Z}_{2,6} = \delta \tilde{Z}_{2,6}. \]
Here we have made explicit that the non-physical operators are only required as counterterms. As stated before, these do not explicitly have to be included in the \( R^* \) approach, so that one can restrict to Green’s functions with insertions of only physical operators. From (4.18), we also learn that the renormalization constant of the physical coupling in the basis is given by
\[ Z_{6,6} = \frac{\tilde{Z}_{6,6} - 10 \tilde{Z}_{4,6} + 10 \tilde{Z}_{2,6}}{10}. \]  
(4.19)
The renormalization constants \( \tilde{Z}_i \) are conveniently extracted using the \( \mathcal{Z} \)-operation,
\[ \mathcal{Z}(\Gamma_2[c_6 \mathcal{O}_6]) \overset{\text{imp}}{=} \tilde{Z}_{6,6} c_6 \mathcal{O}_6^b, \]
\[ \mathcal{Z}(\Gamma_4[c_6 \mathcal{O}_6]) \overset{\text{imp}}{=} \tilde{Z}_{4,6} c_6 \mathcal{O}_4^b, \]
\[ \mathcal{Z}(\Gamma_6[c_6 \mathcal{O}_6]) \overset{\text{imp}}{=} \tilde{Z}_{2,6} c_6 \mathcal{O}_2^b. \]
A common alternative approach to extract the physical renormalization constants uses the EoM operators to span the unphysical space. By construction, this has the advantage that the field redefinition to move to the physical basis is trivial. At dimension six the two EoM operators can be chosen as:
\[ \mathcal{E}^{b(6)}_1 = \frac{1}{2} E_4[\phi](\partial^2 \phi) \overset{\text{imp}}{=} \tilde{\mathcal{O}}_2^b + \tilde{\mathcal{O}}_4^b, \]  
(4.20)
\[ \mathcal{E}^{b(6)}_2 = \frac{1}{12} E_4[\phi] g^b Z_2 Z_2 \phi^3 \overset{\text{imp}}{=} \tilde{\mathcal{O}}_4^b + 10 \tilde{\mathcal{O}}_6^b. \]
with the EoM, obtained from the bare Lagrangian, given by:\[13\]
\[ E_4[\phi] := Z_2 \partial^2 \phi + \frac{g}{3!} Z_2 Z_2 \phi^3. \]  
(4.21)
\[13\]Since the lowest term in the EoM operator is proportional to \( \partial^2 \phi \), it seems convenient to use another choice of off-shell basis,
\[- \frac{g^b Z_2}{3!} \phi^3 (\partial^2 \phi), \quad \text{and} \quad \frac{g_b}{2} Z_2 (\partial^2 \phi)^2. \]
However, implementing momentum conservation is most conveniently done by projecting onto the multigraph basis, which is accomplished by
\[ s_{ij} \overset{\text{imp}}{=} - \sum_j s_{ij}. \]
The dimension six Lagrangian in this basis is then given by:

\[ \Lambda^2 L^{(6)} = c_b \mathcal{O}_6^b + \hat{c}_1 \mathcal{E}_1^b + \hat{c}_2 \mathcal{E}_2^b, \]

(4.22)

with the operator \( \mathcal{O}_6^b \) spanning the physical Lagrangian. We have indicated with the hatted notation that the couplings of the EoM operators are unphysical.

The renormalization constants \( \tilde{Z}_i \) can be extracted as before,

\[
\tilde{Z}(\Gamma_2[c_6 \mathcal{O}_6]) \stackrel{\text{inf}}{=} \hat{Z}_{2,6} c_6 \mathcal{O}_6^b = \hat{Z}_{1,6} c_6 \mathcal{E}_1^b, \\
\tilde{Z}(\Gamma_4[c_6 \mathcal{O}_6]) \stackrel{\text{inf}}{=} \hat{Z}_{4,6} c_6 \mathcal{E}_4^b = \hat{Z}_{1,6} c_6 \mathcal{E}_1^b + \hat{Z}_{2,6} c_6 \mathcal{E}_2^b, \\
\tilde{Z}(\Gamma_6[c_6 \mathcal{O}_6]) \stackrel{\text{inf}}{=} \hat{Z}_{6,6} c_6 \mathcal{O}_6^b + \hat{Z}_{2,6} c_6 \mathcal{E}_2^b, 
\]

(4.23)

where by \( \mathcal{E}_n \) we denote the contribution to the \( n \)-point vertex of the operator \( \mathcal{E}_i \). From these equations and eq. (4.20) we can establish the relations:

\[
\hat{Z}_{2,6} = \hat{Z}_{1,6}, \quad \hat{Z}_{4,6} = \hat{Z}_{1,6} + \hat{Z}_{2,6}, \quad \hat{Z}_{6,6} = \hat{Z}_{6,6} + 10 \hat{Z}_{2,6}. 
\]

(4.24)

Inverting this system one finds the desired relation for \( Z_{6,6} \) as a function of the \( \hat{Z}_{ij} \)s:

\[
Z_{6,6} = \hat{Z}_{6,6} - 10 \hat{Z}_{6,4} + 10 \hat{Z}_{6,2}, 
\]

(4.25)

which agrees with (4.19).

**Dimension 8.** A physical basis at mass dimension 8 can be constructed by choosing two EoM-independent operators from the off-shell basis. A convenient choice is given by \( \mathcal{O}_8^{(8)} \) and \( \mathcal{O}_4^{(8)} \). The following four EoM operators span the non-physical space,

\[
E_4[\phi] = \left\{ \frac{(g^b)^2 Z_2^2}{240} \phi^5, \frac{g_6 Z_2}{4} \phi^2 \partial^2 \phi, \frac{g_6 Z_2}{4} \phi (\partial_\mu \phi)(\partial^\mu \phi), \frac{1}{2} \partial^4 \phi \right\}. 
\]

Expressing the EoM operators in terms of the off-shell basis, we obtain:

\[
\mathcal{E}_1^b = \bar{\mathcal{O}}_6^b + 28 \bar{\mathcal{O}}_8^b, \\
\mathcal{E}_2^b = \bar{\mathcal{O}}_{4,1}^b + 3 \bar{\mathcal{O}}_{4,2}^b + 4 \bar{\mathcal{O}}_{4,3}^b + 10 \bar{\mathcal{O}}_6^b, \\
\mathcal{E}_3^b = \bar{\mathcal{O}}_{4,2}^b + 2 \bar{\mathcal{O}}_{4,3}^b + 2 \bar{\mathcal{O}}_6^b, \\
\mathcal{E}_4^b = \bar{\mathcal{O}}_{4}^b + \bar{\mathcal{O}}_{4,1}^b + \bar{\mathcal{O}}_{4,2}^b, 
\]

(4.26)

---

\(^{14}\)In this section we again suppress most superscripts \((n)\) since we restrict to \( n = 8 \) everywhere.
where the operators are defined in appendix C. Given these definitions we obtain the relations corresponding to eqs. (4.23) at dimension 8:\footnote{To avoid cumbersome notation, we suppress the dependence on the couplings, i.e. $Z_2 = Z_2(4,3) c_{4,3} + Z_{2,8} c_8$, and similarly for the other renormalization constants.}

\[
\begin{align*}
\mathcal{Z}(\Gamma_2[c_8 O_8 + c_{4,3} O_{4,3}]) \equiv & \tilde{Z}_2 \delta_{2}^{(8)} = \hat{Z}_4^{b(8)} \epsilon_4^{(8)}
\mathcal{Z}(\Gamma_4[c_8 O_8 + c_{4,3} O_{4,3}]) \equiv & \tilde{Z}_4 \delta_{4}^{(8)} = \hat{Z}_4^{b(8)} \epsilon_4^{(8)} + \hat{Z}_{4,2} \delta_{4,2}^{b(8)} + \hat{Z}_{4,3} \delta_{4,3}^{b(8)}
\mathcal{Z}(\Gamma_6[c_8 O_8 + c_{4,3} O_{4,3}]) \equiv & \tilde{Z}_6 \delta_{6}^{b} = \hat{Z}_4 \epsilon_4^{b} + \hat{Z}_2 \epsilon_2^{b} + \hat{Z}_3 \epsilon_3^{b}
\mathcal{Z}(\Gamma_8[c_8 O_8 + c_{4,3} O_{4,3}]) \equiv & \tilde{Z}_8 \delta_{8}^{b} = \hat{Z}_8 O_8 + \hat{Z}_1 \epsilon_1^{b}
\end{align*}
\]

This leads to the following system:

\[
\begin{align*}
\hat{Z}_2 - \hat{Z}_4 &= 0, \\
\hat{Z}_{4,1} - \hat{Z}_2 - \hat{Z}_4 &= 0, \\
\hat{Z}_{4,2} - 3 \hat{Z}_2 - \hat{Z}_3 - \hat{Z}_4 &= 0, \\
\hat{Z}_{4,3} - \hat{Z}_{4,3} - 4 \hat{Z}_2 - 2 \hat{Z}_3 &= 0, \\
\hat{Z}_6 - \hat{Z}_1 - 10 \hat{Z}_2 - 2 \hat{Z}_3 &= 0, \\
\hat{Z}_8 - Z_8 - 28 \hat{Z}_1 &= 0.
\end{align*}
\]

This system can be solved easily to obtain the solution for the physical renormalization constants:

\[
\begin{align*}
Z_8 &= \tilde{Z}_8 - 168 \tilde{Z}_2 + 112 \tilde{Z}_{4,1} + 56 \tilde{Z}_{4,2} - 28 \tilde{Z}_6, \\
Z_{4,3} &= 2 \tilde{Z}_{4,1} - 2 \tilde{Z}_{4,2} + \tilde{Z}_{4,3},
\end{align*}
\]

together with similar relations that express the non-physical (hatted) renormalization constants in terms of the renormalization constants for Green’s functions (tildes), which we are not interested in.

5 Anomalous dimensions: results and zeros

After discussing the technical details of our calculation, we will present the obtained anomalous dimensions of the massless complex scalar EFT in the minimal subtraction scheme. The anomalous dimensions will be provided and analyzed using a physical basis of conformal primary operators, for which we have collected our conventions in appendix C. The results for the massless $Z_2$-symmetric real scalar EFT exhibit a similar structure, and the results are provided in appendix D. We summarize and comment on the general structures in the anomalous dimensions in section 5.3.
5.1 Details of the calculation

The calculation of counterterms in this work is split into three parts: diagram generation, graph manipulations of the \( R^\ast \)-operation, and the final evaluation of the expressions after substitution of Feynman rules. First, all relevant 1PI loop diagrams are generated using the graph generator by Kaneko [116] via the new interface of Form [117–119]. Only vertices corresponding to operators in a physical operators basis need to be included, as discussed in section 4. Importantly, the diagram generator is equipped with a ‘Symmetrize’ option. When employed, the program outputs only one representative diagram for all diagrams that are related by permutations of the external lines. The final result can thus be obtained by summing over all permutations of each representative. This realizes a large speed-up for the calculation of higher-multiplicity correlators. For example, the real-scalar 12-point correlator with a single insertion of dimension 12 operators at one loop involves 4,407,546 distinct 1PI graphs of only 4 different representatives:

\[
\text{Example diagrams for } \Gamma^{(8)}_{8}\text{ at three loops with insertions of the 8-point operator include}
\]

The number of calculated diagrams for each correlator are listed in table 1 for the real scalar and in table 2 for the complex scalar.\textsuperscript{16}

\textsuperscript{16}As a technical trick to avoid diagrams with multiple insertions of EFT vertices, we label the operator by a ‘fake’ additional external particle. This has the (unwanted) consequence that some scaleless diagrams are not recognized as such. For example,

where the fake particle is shown with a dashed line, and which integrates to zero, is included in the calculation (and in the counting in tables 1 and 2) of \( \Gamma^{(8)}_{8} \).
Table 1. The number of calculated 1PI diagrams for the real scalar in a natural basis, where the ‘+’ explicitly show the contributions of each considered loop order. $\Gamma_N^{(n)}$ refers to the correlator with $N$ external legs at mass dimension $n$. When there exist multiple independent operators with the same field content, these are accounted for by a single vertex.

As a final example, diagrams for $\Gamma_4^{(6)}$ at five loops include,

The flow of charge in the complex scalar theory may generate multiple inequivalent representatives from these examples.

Subsequently, the generated diagrams are manipulated through an implementation of the $R^*$-operation in Maple [120] and FORM, as explained in some more detail in section 4. The result of this procedure is that all diagrams are rewritten in terms of massless self-energy diagrams, which can be evaluated as products of at most $L-1$ loop massless propagator integrals in FORM via the FORCER program [121].

Evaluation times were of the order of a few days for the more computationally demanding calculations. With refinements of the computer code, it would be possible to extend the results to higher mass dimension and loop number ($\leq 5$) with the current setup. However, we did observe a fairly fast growth of the generated expression sizes due mostly to the high-order derivatives which have to be applied to render the degree of divergence to be logarithmic at higher mass dimension; this may be seen as the main bottleneck of the method. The problem clearly becomes increasingly worse with higher loops as well, since
to apply the derivatives the product rule is used along momentum flows through the diagram. Hence the more edges in the graph the more terms are generated by each derivative. Without further optimizations, pushing to higher loops and mass-dimension would require considerably longer computing times, potentially of the order of weeks or months.

Checks on the calculation. Our results have been checked in various ways. Where available, the anomalous dimensions have been confirmed against existing literature and general results on the renormalization structure to be discussed below. In addition, our set-up allows for self-consistency checks. Firstly, all calculated renormalization constants are independent of logarithms $\log(\mu^2)$, which indicates that subdivergences have been subtracted correctly. Furthermore, at the level of counterterms, all $1/\varepsilon$ poles (up to $1/\varepsilon^L$ for $L$ loops) were retained, which conspire in a non-trivial way to generate finite anomalous dimensions. This constitutes an important check at higher loops. In essence, this checks relations between the higher poles and lower poles at the lower loop level. Finally, at one loop level and beyond, consistent results were obtained by calculations with different choices of operator basis. This involves an independent calculation with different Feynman rules and potentially even different diagrams.

| Correlator | Diagrams | Representatives |
|------------|----------|-----------------|
| $\Gamma^{(4)}_2$ | $0 + 1 + 2 + 10 + 54$ | $0 + 1 + 2 + 10 + 54$ |
| $\Gamma^{(4)}_4$ | $3 + 13 + 79 + 564 + 4604$ | $2 + 6 + 30 + 183 + 1390$ |
| $\Gamma^{(6)}_2$ | $0 + 2 + 8 + 52$ | $0 + 2 + 8 + 52$ |
| $\Gamma^{(6)}_4$ | $6 + 43 + 357 + 3237$ | $3 + 17 + 120 + 1007$ |
| $\Gamma^{(6)}_6$ | $78 + 1332 + 18874 + 256452$ | $7 + 78 + 915 + 11161$ |
| $\Gamma^{(8)}_2$ | $0 + 2 + 8$ | $0 + 2 + 8$ |
| $\Gamma^{(8)}_4$ | $3 + 43 + 357$ | $6 + 17 + 120$ |
| $\Gamma^{(8)}_6$ | $78 + 1338 + 19000$ | $7 + 80 + 933$ |
| $\Gamma^{(8)}_8$ | $1780 + 60840 + 1373395$ | $17 + 329 + 5721$ |
| $\Gamma^{(10)}_2$ | $0 + 2$ | $0 + 2$ |
| $\Gamma^{(10)}_4$ | $3 + 43$ | $6 + 17$ |
| $\Gamma^{(10)}_6$ | $78 + 1338$ | $7 + 80$ |
| $\Gamma^{(10)}_8$ | $1780 + 60848$ | $17 + 331$ |
| $\Gamma^{(10)}_{10}$ | $65954 + 3860505$ | $33 + 1135$ |

Table 2. The same as table 1 for the complex scalar.
5.2 Results

Mass dimension 4. For the massless complex scalar, defined in (2.2), the 5-loop $\beta$-function is determined to be

$$\beta(g(\mu)) = -2\epsilon g+5g^2-15g^3+ \left(48\zeta_3+\frac{617}{8}\right)g^4 - \left(514\zeta_4-120\zeta_4+760\zeta_5+\frac{7975}{16}\right)g^5$$

$$ + \left(363\zeta_3^2+\frac{84353\zeta_4}{16}-\frac{13005\zeta_4}{8}+10355\zeta_5-\frac{7125\zeta_6}{2}+13230\zeta_7+\frac{931401}{256}\right)g^6,$$

and the anomalous dimension of the field is

$$\gamma_\phi = (0g) - \frac{1}{4}g^2 + \frac{5}{16}g^3 - \frac{165}{64}g^4 + \left(-\frac{37}{16}\zeta_4 + 6\zeta_4 + \frac{5169}{256}\right)g^5.$$

These results agree with [15]; the results for a complex scalar are equivalent to those in the O(2) model.

Mass dimension 6. In the basis of conformal primary operators at mass dimension 6, the anomalous dimension matrix up to 4-loops is

$$\gamma^{(6)}_c = \begin{pmatrix} g^2 O^{(6)c}_6 & g O^{(6)c}_4 \\ 0g + 0g^2 + 0g^3 + 5g^4 & \left(-g + \frac{13g^2}{2} - \left(36\zeta_3 + \frac{383}{17}\right)g^3ight) \right),$$

which multiplies the couplings of the operators

$$\left\{O^{(6)c}_6, O^{(6)c}_4\right\},$$

defined in appendix C. These operators appear above the columns in the matrix for the convenience of reading. Here and below, the anomalous dimensions encode the scale dependence of a vector of couplings in the same order. Recall that the bare operators (and their associated couplings) involve a scaling by factors of $g$, as in (2.6). This aligns the power in $g$ of each term in the anomalous dimensions with its loop order.

Mass dimension 8. At mass dimension 8, we work in the conformal primary basis. We parameterize the general four-point conformal operator as a function of two parameters $x$ and $y$; a basis is given by setting $(x, y) = (1, 0)$ and $(0, 1)$. The anomalous dimension
matrix up to 3 loops is

\[
\gamma_{\text{c}}^{(8)}(g) = \begin{pmatrix}
29g + 409g^2 + (2352\zeta_3 + \frac{2792}{5})g^3 & 0g - 240g^2 + (2304\zeta_3 + 5882)g^3 & 0g + 0g^2 + 0g^3 & 4g + \frac{122g^2}{3} + (216\zeta_3 + \frac{4559}{12})g^3 & 0g + 0g^2 + 0g^3 & 0g + 0g^2 + \frac{15g^3}{324}
\end{pmatrix}
\]

which multiplies the couplings of

\[
\left\{ \mathcal{O}_8^{(8)c}, \mathcal{O}_6^{(8)c}, \mathcal{O}_4^{(8)c}(1,0), \mathcal{O}_4^{(8)c}(0,1) \right\}.
\]

It is important to note that the conformal primary basis is not unique, since other choices for \(\mathcal{O}_4^{(8)c}(x,g)\) can be made. Any other set of primary operators consists of a linear combination of the presently chosen operators. Therefore the anomalous dimension for any other choice of conformal primary basis can be obtained by a simple similarity transform, without the need to invoke field redefinitions or integration by parts (see section 2.4). The operators in a different basis are constructed by

\[
\mathcal{O}_4^{(8)c}(a,b) = a \mathcal{O}_4^{(8)c}(1,0) + b \mathcal{O}_4^{(8)c}(0,1),
\]

(5.2)

\[
\mathcal{O}_4^{(8)c}(a',b') = a' \mathcal{O}_4^{(8)c}(1,0) + b' \mathcal{O}_4^{(8)c}(0,1),
\]

(5.3)

which implies the relations on their associated couplings,

\[
c_4^{(8)c}(1,0) = a c_4^{(8)c}(a,b) + a' c_4^{(8)c}(a',b'),
\]

(5.4)

\[
c_4^{(8)c}(0,1) = b c_4^{(8)c}(a,b) + b' c_4^{(8)c}(a',b').
\]

(5.5)

We thus find that the anomalous dimension matrix for the basis \(\{\mathcal{O}_8^{(8)c}, \mathcal{O}_6^{(8)c}, \mathcal{O}_4^{(8)c}(a,b), \mathcal{O}_4^{(8)c}(a',b')\}\) is given by \(B^{-1} \gamma_{\text{c}}^{(8)} B\), with

\[
B_{4 \times 4} = \begin{pmatrix}
1 & 0 \\
0 & a a' \\
0 & b b'
\end{pmatrix},
\]

(5.6)

where \(B\) needs to be invertible, i.e. det\(B \neq 0\). A particular choice of \(B\) that symmetrizes the ADM is presented in appendix F.
Mass dimension 10. At mass dimension 10 in the conformal primary basis, the anomalous dimension matrix up to two loops is

\[
\gamma_c^{(10)} = \begin{pmatrix}
50g - \frac{1725g^2}{2} & 0g - 1125g^2 & \frac{11250g}{7} - \frac{61613665g^2}{42} & \frac{32000}{7} - \frac{19655g^2}{9} \\
0g + Og^2 & 15g - \frac{385g^2}{2} & \frac{1474g}{7} + \frac{83689g^2}{45} & \frac{234g}{7} + \frac{864679g^2}{415} \\
0g + Og^2 & 0g + Og^2 & \frac{35g}{9} + \frac{678389g^2}{13123} & -\frac{g}{7} + \frac{24377g^2}{70177} \\
0g + Og^2 & 0g + Og^2 & \frac{4g}{3} + \frac{331g^2}{690} & -\frac{2g}{3} - \frac{540g^2}{294} \\
0g + Og^2 & 0g + Og^2 & \frac{15g}{2} + \frac{247109g^2}{5940} & -\frac{g}{2} - \frac{417g^2}{1080} \\
0 & 0 & 0 & 0 \\
0g + Og^2 & 0g + Og^2 & 0g + Og^2 & 0g + Og^2 \\
0g + Og^2 & 0g + Og^2 & 0g + Og^2 & 0g + Og^2
\end{pmatrix}
\]

Here, we note that the Wilson coefficient that carries a factor of \(i\), which is necessary to give a Hermitian term in the Lagrangian, does not mix into any of the real couplings at all loop orders. The operators with imaginary Wilson coefficients are C-odd, while operators with real couplings are C-even, which prevents their mixing.

5.3 Structure of the ADM

In commenting on the structure of the ADM, we distinguish the cases of inter-length and intra-length mixing, in which the considered operators have different or the same length (number of fields), respectively. This allows us to split the ADMs into sub-matrices depending on the type of mixing that is considered. On the diagonal, the various blocks encode the intra-length mixing, while the off-diagonal blocks describe the mixing of operators with different numbers of fields, as shown in figure 3. In our conventions, blocks in the upper triangle describe the mixing of a smaller operator (i.e. with a smaller number of fields) into a larger operator and vice versa for the lower triangle.

We will also make use of the terminology ‘natural’ when describing operators or bases to mean an operator of field content that matches the leading on-shell amplitude to which
it contributes (as a contact term). Equivalently, a natural operator does not vanish when all its legs are taken on-shell. A natural basis is a basis containing only operators with the least number of derivatives possible.

The general structure at one loop. We make the following points on the general structure of the ADM, see figure 3,

- At one-loop, the inter-length blocks on the lower triangle are zero. This is simply because the diagrams that potentially contribute are scaleless, if they exist.

- Inter-length mixing on the upper triangle is generically non-zero for a basis of conformal primaries. More specifically, these entries are dependent on both primary components (that is annihilated by $K$) and non-primary components of operators in the basis. If a pure primary basis is chosen, then the blocks generically contain non-zero entries. That is, to zero these blocks one has to move away from a basis of conformal primaries. Note that this is a full one-loop statement; at leading order in the coupling, these upper triangle blocks are zero simply because no diagrams exist. However, in our results, we do observe that at mass dimension $n$ the mixing of the $n-2$ point operator into the $n$ point operator is zero only if the $n-2$ point operator is conformal primary (entry C in figure 3). In appendix E, we explicitly prove that this particular entry is zero in the basis of conformal primaries for any mass dimension. We observe that in the off-shell method, contributions to this entry from $\Gamma_{n-2}[O_{n-2}^{(n)}]$ (after field redefinitions) and $\Gamma_n[O_{n-2}^{(n)}]$ cancel, but an underlying explanation has not
been found. Also in an on-shell method, the calculation would involve cancellations between contributions from different diagrams

- **Intra-length mixing is controlled only by the conformal primary part of the operator basis.** This was argued in section 2.4. That is, non-primary components of operators in a chosen basis do not affect the intra-length mixing at one loop. Symmeterizing this block is possible by choosing an orthonormal basis for the conformal components, a fact proven in [40, 103]; we provide a proof using on-shell methods in appendix F. One particular choice of orthogonal operators then always exists to diagonalize any block of intra-length mixing.

**The structure at two loops and beyond.** At two loops and beyond, the ADM becomes scheme dependent, so a discussion of its structure must assume some particular scheme, which we have chosen to be minimal subtraction (MS). Within the MS scheme, the zeros in the ADM have the following structure

- **Inter-length mixing of an \( l(\mathcal{O}_e) \)-point operator into an \( l(\mathcal{O}_s) \)-point operator is zero up to at least \( L = l(\mathcal{O}_e) - l(\mathcal{O}_s) \) loops.** This is the theorem of [28].

Here \( l(\mathcal{O}) \) refers to the length of \( \mathcal{O} \), its number of fields, and we take \( l(\mathcal{O}_e) > l(\mathcal{O}_s) \). We note that this theorem minimally explains all observed zeros we find with exception of one three-loop zero. That is, we observe most entries in the ADM are in fact non-zero at \( L = l(\mathcal{O}_e) - l(\mathcal{O}_s) + 1 \). However, at three loops for the 6-point into the 4-point at mass dimension 6 and the 8-point into the 6-point at mass dimension 8, we do observe a zero. Furthermore, these zeros cannot be explained by the more general rule of [28], because the diagrams that contribute are not scaleless bubbles. The zeros occur irrespective of the choice of \( (n-2) \)-point operator in a natural basis. The entry is labelled \( E \) in figure 3.

To get insight in this zero entry, let us consider the diagrams contributing to the correlator \( \Gamma_4[\mathcal{O}^{(6)}_6] \) at mass dimension 6 and at three loops. The correlator \( \Gamma_2[\mathcal{O}^{(6)}_6] \) is zero at three loops. We distinguish two types of diagrams. Firstly, diagrams of the form

\[
\gamma = \begin{array}{c}
\bullet \\
\downarrow \\
\downarrow \\
\bullet
\end{array}
\]

are proportional to \( p_i^2 \) for any choice of charge flow. That is because the integral factorizes on the EFT vertex, and \( p_i \) is the only momentum scale flowing through the diagram

\[
\gamma = \begin{array}{c}
\bullet \\
\downarrow \\
\downarrow \\
\bullet
\end{array}
\]

which has superficial degree of divergence \( \omega(\gamma) = 2 \). When using field redefinitions to go from the operator basis for off-shell correlation functions to a physical basis, a 4-point counterterm proportional to \( \sum_i p_i^2 \) is absorbed by the coefficient of a 6-point operator. Therefore, this type of diagram actually contributes to the mixing of the 6-point operator into itself instead of to the mixing of the 6-point operator into a 4-point operator. In
contrast, there are also diagrams which are individually non-zero and not proportional to any $p_i^2$. These have the form

\[
\begin{align*}
\text{\includegraphics[width=0.1\textwidth]{diagram1}} & , \\
\text{\includegraphics[width=0.1\textwidth]{diagram2}} & .
\end{align*}
\]

We have observed that the necessary counterterm to the divergence of these diagrams is proportional to $\sum_i p_i^2$ only after summing the permutations and choices of charge flow of both graphs.

It follows that the same entry will be zero at every mass dimension $n$, as the contributing graphs will always have the same form, simply having more external legs directly attached to the EFT vertex, which does not depend on momenta. We further note that the 3-loop entry of the 6-point into the 4-point at mass dimension 8 is found nonzero, while the same diagrams contribute. Therefore, something special seems to occur at $n \leftrightarrow n - 2$, where the operators are relatively simple. It would be interesting to test the 5-loop mixing of the 8-point operator into a 4-point operator at mass dimension 8.

6 Discussion and conclusions

In this paper, we investigated and performed the renormalization of massless scalar effective field theories at higher orders in both the number of loops and mass dimension, working at linear order in the EFT operators. For this purpose, we established a powerful method to compute the ADM, based on the R* renormalization method. To facilitate this, we detailed the use of Hilbert series, commutative algebra, and graphical methods, as well as conformal representation theory in the construction of relevant off-shell and on-shell operator bases. We obtained results ranging from five-loop order at mass dimension 6 in the real scalar field case, and the full one-loop corrections up to mass dimension 12; figure 1 summarises the full set of results.

We further explored the ADM structure using conformal primary bases, detailing the one-loop breakdown of the known structure at leading order in the perturbative coupling [103]. We identified two types of unexpected zeros in the ADM: a zero that occurs in the mixing of $n$ into $n - 2$ point operators in the complex scalar EFT at 3 loops (at mass dimension $n$), which is at higher loop than what could be expected by the minimal application of the non-renormalization theorem/rule of [28]; and, a zero that occurs for one-loop mixing of $n - 2$ point into $n$ point operators only for the choice of conformal primaries. It would be interesting to shed further light on these zeros, beyond what we discussed in the present paper.

While the R* method, in its automated form [75], and further developed in [61], could be readily used to compute the ADMs of correlation functions with higher dimensional operators, a complication enters due to the mixing with unphysical operators. Since the local R* operation automatically builds the required off-shell counterterms, we could avoid explicitly computing the full ADM in the off-shell basis. We thus established a path where only physical operator insertions are required. Only the interpretation of the final results for the local UV counterterms required the knowledge of the full off-shell basis. To project
these results onto a physical basis we deployed both field redefinitions and, alternatively, equation-of-motion operators. The method based on field redefinitions, while being more involved, has the advantage of being more general: it also works for multiple insertions of operators. We fully automated general field redefinitions, demonstrating that this approach can be used efficiently even at high mass dimensions.

We have checked our results in several ways. While there are several consistency checks built into the R* framework, such as the locality (absence of kinematic logarithms in the result), we were also able to find agreement with the literature. For instance, we reproduced the known block-diagonal structure of the ADM at leading order in the perturbative coupling [103], a structure dictated by conformal primary operators. At higher loop order, we confirm the appearance of zeros in line with the theorem of [28].

In our analysis of operator bases, we studied the structure of polynomial rings in kinematic variables for three different objects of interest in QFT — S-matrices, off-shell correlation functions, and form factors. We established a ring isomorphism between the latter two which is valid in dimensional regularisation and holds in four dimensional spacetime at low enough mass dimension (below mass dimension 16). We identified a non-redundant basis for both off-shell correlation functions and form factors to be the set of operators in correspondence with non-isomorphic multigraphs (two-colored for the complex scalar case). Furthermore, we provided a systematic way of enumerating evanescent operators that appear at mass dimension 16 and above due to finite rank conditions in four dimensional spacetime. Further study of the effect of these operators in higher-loop calculations within dimensional regularisation is left for future work.

While we focused on scalar theories here, the methods (R*, Hilbert series, polynomial ring) are generalizable to theories with particles of higher spin, that transform under internal symmetries etc. Indeed, the R* method has, for instance, already been widely applied to gauge theories. Also Hilbert series technology can encompass spin [82–85], non-linearly realized internal symmetries [83, 86], gravity [99] and non-relativistic EFTs [100, 101], and the systematic construction of operators that involve particles of higher spin via the study of polynomial rings and conformal representation theory has recently been studied in detail [84, 85], and by related methods [33, 88–97]. We expect that such on-shell techniques, and their development to off-shell objects of interest that was presented here, could also be of use in studying full loop amplitudes in EFT, i.e. beyond the renormalization of the theory. The above statements apply to non-evanescent operators; it would be of further interest to explore whether Hilbert series technology can be applied (or developed) to systematically identify and enumerate other classes of evanescent operators that appear in theories where particles have spin, for instance those associated with four-fermion interactions. The R* operation should be applicable in situations with evanescent operators, but subtleties may arise with $\gamma_5$ schemes, operator basis choices etc., which would have to be carefully addressed depending on the context. Remaining within the scope of scalar field theories, the extension to calculate beyond linear order in EFT operators, and to study $O(n)$ symmetric theories at higher loop order and higher mass dimension, can be achieved with minimal modification to our methods.
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A Review of the Hilbert series method

In this appendix, we review the Hilbert series technique developed in ref. [83] by appealing to the representation theory of the conformal group. In summary, the space of local operators modulo EoM can be written in terms of a set of primary operators and a tower of descendants generated by total derivatives acting on the primaries. IBP relations can further be used to remove total derivatives, leaving only the primary operators as a physical basis for the S-matrix. Using these insights one can build a Hilbert series as a partition function that enumerates the operator basis of the S-matrix. For off-shell correlation functions or form factors, it is possible to relax EoM or IBP respectively, based on results of ref. [83]. Furthermore, imposing (spacetime) parity conditions and working in arbitrary spacetime dimensions provide additional handles that are useful for counting independent operators. This method has been applied e.g. to count the number of operators in the Standard Model Effective Field Theory up to high mass dimension [82].

Following [82], let us list the formulas that are relevant for a scalar theory. The main structure of the Hilbert series is given by

$$H(t, \{ \phi_a \}) = \int d\mu(x, y) \frac{1}{P(t, x)} Z(t, \{ \phi_a \}, x, y).$$  \hspace{1cm} (A.1)

We will first briefly explain the components of this expression in order, after which we discuss how to further impose spacetime parity.

- **The Haar integral**

$$\int d\mu(x, y) = \int d\mu_{\text{spacetime}}(x) \int d\mu_{\text{internal}}(y)$$  \hspace{1cm} (A.2)
selects the singlet of the spacetime group and the internal group, where \(x\) and \(y\) are (sets of) variables for the character under the spacetime and internal symmetries, respectively. When parity is not imposed, the Haar measure of four dimensional spacetime (SO(4)) symmetry is

\[
\int d\mu_{\text{spacetime}}(x) = \int d\mu_{\text{SO}(4)}(x)
= \frac{1}{4} \oint_{|x_1|=1} \frac{dx_1}{2\pi i x_1} \oint_{|x_2|=1} \frac{dx_2}{2\pi i x_2} \left(1-x_1x_2\right) \left(1-\frac{1}{x_1x_2}\right) \left(1-\frac{x_2}{x_1}\right) \left(1-\frac{x_1}{x_2}\right). \tag{A.3}
\]

The Haar measure of a U(1) internal symmetry group is

\[
\int d\mu_{\text{U}(1)} = \oint_{|y|=1} \frac{dy}{2\pi iy}, \tag{A.4}
\]

which is relevant for the complex scalar theory.

- The factor \(1/P(t,x)\) imposes translation invariance (namely IBP redundancies, or momenta sum to zero). For an SO(4) spacetime symmetry group,

\[
P(t,x) = \frac{1}{(1-tx_1)(1-t/x_1)(1-tx_2)(1-t/x_2)}. \tag{A.5}
\]

The variable \(t\) is the so-called “spurion” which keeps track of the number of partial derivatives \((\partial)\) in operators. When calculating the Hilbert series for form factors, IBP should not be imposed, and the \(1/P\) factor should not appear in the integrand of eq. (A.1).

- \(Z(t,\{\phi_a\},x,y)\) is the partition function — called the plethystic exponential — for characters \(\chi_a\) of what in ref. [83] were termed single particle modules (a field and a tower of traceless derivatives acting on it),

\[
Z(t,\{\phi_a\},x,y) = \exp \left(\sum_a \sum_{n=1}^{\infty} \frac{1}{n} \phi_a^n \chi_a(t^n,x^n,y^n)\right). \tag{A.6}
\]

Similarly to \(t\), \(\{\phi_a\}\) are the spurions for the operators \(\{\phi_a\}\). The character \(\chi_a\) is given by

\[
\chi_a(t,x,y) = \chi_{\text{scalar}}(t,x) \chi_{\text{internal}}^a(y), \tag{A.7}
\]

where \(\chi_{\text{scalar}}\) is the character of the conformal group in four dimensions for a representation of the scalar field,

\[
\chi_{\text{scalar}}(t,x) = (1-t^2)P(t,x). \tag{A.8}
\]

Here, the factor \((1-t^2)\) accounts for the on-shell, or EoM, condition. When calculating the Hilbert series for off-shell correlation functions, one should not include this factor in the scalar character.
• The \(\mathbb{Z}_2\) symmetry of the real scalar theory does not affect the character of the internal symmetry group \(\chi_{\text{a, internal, real}}^{\mathbb{Z}_2} = 1\), but can be imposed by removing all terms that are odd in the spurion \(\phi\) from the Hilbert series,

\[
H_{\mathbb{Z}_2, \text{real}}(\phi, t) = \frac{1}{2} \left( H_{\text{real}}^{\mathbb{Z}_2}(\phi, t) + H_{\text{real}}^{\mathbb{Z}_2}(-\phi, t) \right) .
\]  

We will omit the \(\mathbb{Z}_2\) superscript for simplicity below. For the complex scalar theory, the character for a \(U(1)\) internal symmetry is

\[
\chi_{\text{a, internal}} = \chi_{Q}^{U(1)} = y Q
\]

where the \(U(1)\) charge \(Q = 1\) for \(\phi\) and \(Q = -1\) for \(\phi^\dagger\).

Imposing spacetime parity via the Hilbert series has been derived in appendix C of [83] (see also the application of charge conjugation symmetry to the QCD chiral Lagrangian in [86] that contains many parallels). We will summarize the results here. The Lorentz symmetry \(\text{SO}(4)\) can be promoted to \(O(4)\) by parity \(P\): \(O(4) = \text{SO}(4) \times \{1, -1\} = \{O_+(4), O_-(4)\}\). Then the \(P\)-even Hilbert series is given by an average over the two disconnected branches:

\[
H^{P-\text{even}} = \int d\mu_{\text{internal}}(y) \frac{1}{2} \left( \int d\mu_{O_+(4)}(x) \frac{1}{P_+(t, x)} Z^{P_+}(t, \{\phi_a\}, x, y) + \int d\mu_{O_-(4)}(\tilde{x}) \frac{1}{P_-(t, \tilde{x})} Z^{P_-}(t, \{\phi_a\}, \tilde{x}, y) \right)
\]  

(A.11)

where \(\tilde{x} = (x_1)\) has one less parameter than \(x = (x_1, x_2)\) and we will also use \(\tilde{x} = (x_1, x_2 = 1)\). The components of (A.11) are:

\[
d\mu_{O_+(4)}(x) = d\mu_{\text{SO}(4)}(x) \quad \text{(A.12)}
\]

\[
d\mu_{O_-(4)}(\tilde{x}) = d\mu_{\text{Sp}(2)}(\tilde{x}) = \frac{1}{2} \int_{|x_1|=1} dx_1 \frac{d\pi x_1}{2\pi} \left(1 - x_1^2\right) \left(1 - \frac{1}{x_1^2}\right) \quad \text{(A.13)}
\]

\[
P_+(t, x) = \frac{1}{(1 - tx_1)(1 - t/x_1)(1 - tx_2)(1 - t/x_2)} \quad \text{(A.14)}
\]

\[
P_-(t, \tilde{x}) = \frac{1}{(1 - tx_1)(1 - t/x_1)(1 - t^2)} \quad \text{(A.15)}
\]

\[
Z^{P_\pm}(t, \{\phi_a\}, x, y) = \exp \left[ \sum_a \sum_{k=0}^\infty \frac{\phi_a^{2k+1}}{2k+1} \chi_a^{P_\pm}(t^{2k+1}, x^{2k+1}, y^{2k+1}) \right]
\]

(A.16)

with, for a scalar field,

\[
\chi_a^{P_+}(t, x, y) = \chi_a^{P_+}(t, x, y) = (1 - t^2) P_+(t, x) \chi_{\text{a, internal}}(y) \quad \text{(A.17)}
\]

\[
\chi_a^{P_-}(t, \tilde{x}, y) = (1 - t^2) P_-(t, \tilde{x}) \chi_{\text{a, internal}}(y) \quad \text{(A.18)}
\]

\[
\chi_a^{P_-}(t, \tilde{x}, y) = (1 - t^2) P_+(t, x_1, 1) \chi_{\text{a, internal}}(y) . \quad \text{(A.19)}
\]
Eq. (A.11) is the Hilbert series for the $S$-matrix of a parity-even theory. Similarly to the situation without parity, for form factors, the $1/P_+$ and $1/P_-$ should be removed; for off-shell correlation functions, all $(1 - t^2)$ factors in the characters should be removed.

Let us now compute the Hilbert series in various situations. To enumerate operators at different orders in the EFT expansion separately, we rescale the spurions according to their mass dimension \( \left( t \rightarrow \Delta t, \phi \rightarrow \Delta \phi, \phi^\dagger \rightarrow \Delta \phi^\dagger \right) \) and expand the Hilbert series in $\Delta$.

For the real scalar, the Hilbert series for the $S$-matrix is

\[
H_{S,\text{matrix}}^{\text{real}}(\Delta, t, \phi) = \Delta^6 \phi^6 + \Delta^8 \left( \phi^4 t^4 + \phi^8 \right) + \Delta^{10} \left( \phi^4 t^6 + \phi^6 t^4 + \phi^{10} \right) + \Delta^{12} \left( \phi^4 t^8 + 2\phi^6 t^6 + \phi^8 t^4 + \phi^{12} \right) + \Delta^{14} \left( \phi^4 t^{10} + 4\phi^6 t^8 + 2\phi^8 t^6 + \phi^{10} t^4 + \phi^{14} \right) + \Delta^{16} \left( 2\phi^4 t^{12} + 5\phi^6 t^{10} + 5\phi^8 t^8 + 2\phi^{10} t^6 + \phi^{12} t^4 + \phi^{16} \right) + \Delta^{18} \left( \phi^4 t^{14} + 13\phi^6 t^{12} + 9\phi^8 t^{10} + 5\phi^{10} t^8 + 2\phi^{12} t^6 + \phi^{14} t^4 + \phi^{18} \right) + \Delta^{20} \left( 2\phi^4 t^{16} + 18\phi^6 t^{14} + 26\phi^8 t^{12} + 10\phi^{10} t^{10} + 5\phi^{12} t^8 + 2\phi^{14} t^6 + \phi^{16} t^4 + \phi^{20} \right) + O(\Delta^{22}).
\]

That is, the Hilbert series tells us there is only one independent operator with six $\phi$ fields in the physical basis at mass dimension 6, one with four derivatives and four $\phi$ fields and one with eight $\phi$ fields at mass dimension 8, etc. Setting the spurions to 1 leads to the counting in section 3. For complex scalar, the Hilbert series for the $S$-matrix is

\[
H_{S,\text{matrix}}^{\text{complex}}(\Delta, t, \phi, \phi^\dagger) = \Delta^6 \left( \phi^2 \phi^1 t^2 + \phi^3 \phi^3 t^3 \right) + \Delta^8 \left( 2\phi^2 \phi^1 t^4 + \phi^3 \phi^3 t^2 + \phi^4 \phi^4 t^4 \right) + \Delta^{10} \left( 2\phi^2 \phi^1 t^6 + 4\phi^3 \phi^3 t^4 + \phi^4 \phi^4 t^2 + \phi^5 \phi^{15} \right) + \Delta^{12} \left( 3\phi^2 \phi^1 t^8 + 10\phi^3 \phi^3 t^6 + 6\phi^4 \phi^4 t^4 + \phi^5 \phi^5 t^2 + \phi^6 \phi^{16} \right) + \Delta^{14} \left( 3\phi^2 \phi^1 t^{10} + 24\phi^3 \phi^3 t^8 + 18\phi^4 \phi^4 t^6 + 6\phi^5 \phi^5 t^4 + \phi^6 \phi^6 t^2 + \phi^7 \phi^{17} \right) + \Delta^{16} \left( 4\phi^2 \phi^1 t^{12} + 50\phi^3 \phi^3 t^{10} + 61\phi^4 \phi^4 t^8 + 20\phi^5 \phi^5 t^6 + 6\phi^6 \phi^6 t^4 + \phi^7 \phi^{17} t^2 + \phi^8 \phi^{18} \right) + \Delta^{18} \left( 4\phi^2 \phi^1 t^{14} + 133\phi^3 \phi^3 t^{12} + 187\phi^4 \phi^4 t^{10} + 81\phi^5 \phi^5 t^8 + 22\phi^6 \phi^6 t^6 + 6\phi^7 \phi^7 t^4 + \phi^8 \phi^{18} t^2 + \phi^9 \phi^{19} \right) + \Delta^{20} \left( 5\phi^2 \phi^1 t^{16} + 215\phi^3 \phi^3 t^{14} + 604\phi^4 \phi^4 t^{12} + 296\phi^5 \phi^5 t^{10} + 91\phi^6 \phi^6 t^8 + 22\phi^7 \phi^7 t^6 + 6\phi^8 \phi^8 t^4 + \phi^9 \phi^9 \phi^{10} \right) + O(\Delta^{22}).
\]

The Hilbert series of the off-shell correlation functions and form factors for the real scalar share a common part until mass dimension 16 (as discussed in section 3, appendix B), and
they are given by

\[
H_{\text{F,F.}}^{\text{real}}(\Delta, t, \phi) = H_F^6 (\phi^2 t^4 + \phi^4 t^2 + \phi^6) + \Delta^8 (\phi^2 t^6 + 3 \phi^4 t^4 + 5 \phi^6 t^2 + \phi^8)
+ \Delta^{10} (\phi^2 t^8 + 6 \phi^4 t^6 + 3 \phi^8 t^4 + \phi^{10})
+ \Delta^{12} (\phi^2 t^{10} + 11 \phi^4 t^8 + 8 \phi^6 t^6 + 3 \phi^8 t^4 + \phi^{10} t^2 + \phi^{12})
+ \Delta^{14} (\phi^2 t^{12} + 18 \phi^4 t^{10} + 21 \phi^6 t^8 + 8 \phi^8 t^6 + 3 \phi^{10} t^4 + \phi^{12} t^2 + \phi^{14})
+ \Delta^{16} (\phi^2 t^{14} + 32 \phi^4 t^{12} + 50 \phi^6 t^{10} + 23 \phi^8 t^8 + 8 \phi^{10} t^6 + 3 \phi^{12} t^4 + \phi^{14} t^2 + \phi^{16})
+ \Delta^{18} (\phi^2 t^{16} + 48 \phi^4 t^{14} + 128 \phi^6 t^{12} + 62 \phi^8 t^{10} + 23 \phi^{10} t^8 + 8 \phi^{12} t^6 + \phi^{14} t^4
+ \phi^{16} t^2 + \phi^{18})
+ \Delta^{20} (t^{18} + 75 \phi^4 t^{16} + 299 \phi^6 t^{14} + 189 \phi^8 t^{12} + 64 \phi^{10} t^{10} + 23 \phi^{12} t^8 + \phi^{14} t^6
+ 5 \phi^{16} t^4 + \phi^{18} t^2 + \phi^{20})
+ \mathcal{O}(\Delta^{22}).
\]  

(A.22)

\[
H_{\text{C.F.}}^{\text{real}}(\Delta, t, \phi) = H_{\text{F,F.}}^{\text{real}}(\Delta, t, \phi) + \Delta^{16} (\phi^6 t^{10}) + \Delta^{18} (3 \phi^6 t^{12} + \phi^8 t^{10})
+ \Delta^{20} (11 \phi^6 t^{14} + 4 \phi^8 t^{12} + \phi^{10} t^{10}) + \mathcal{O}(\Delta^{22}).
\]  

(A.23)

The Hilbert series of the off-shell correlation functions and form factors for the real scalar also share a common part until mass dimension 16, and they are given by

\[
H_{\text{F,F.}}^{\text{complex}}(\Delta, t, \phi^1) = H_F^6 (\phi^1 t^4 + 3 \phi^2 \phi^1 t^2 + \phi^3 \phi^1 t^1)
+ \Delta^8 (\phi^1 t^6 + 9 \phi^2 \phi^1 t^4 + 3 \phi^3 \phi^1 t^2 + \phi^4 \phi^1)
+ \Delta^{10} (\phi^1 t^8 + 20 \phi^2 \phi^1 t^6 + 13 \phi^3 \phi^1 t^4 + 3 \phi^4 \phi^1 t^2 + \phi^5 \phi^1)
+ \Delta^{12} (\phi^1 t^{10} + 42 \phi^2 \phi^1 t^8 + 48 \phi^3 \phi^1 t^6 + 15 \phi^4 \phi^1 t^4 + 3 \phi^5 \phi^1 t^2 + \phi^6 \phi^1)
+ \Delta^{14} (\phi^1 t^{12} + 78 \phi^2 \phi^1 t^{10} + 163 \phi^3 \phi^1 t^8 + 64 \phi^4 \phi^1 t^6 + 15 \phi^5 \phi^1 t^4
+ 3 \phi^6 \phi^1 t^2 + \phi^7 \phi^1)
+ \Delta^{16} (\phi^1 t^{14} + 138 \phi^2 \phi^1 t^{12} + 506 \phi^3 \phi^1 t^{10} + 274 \phi^4 \phi^1 t^8 + 68 \phi^5 \phi^1 t^6
+ 15 \phi^6 \phi^1 t^4 + 3 \phi^7 \phi^1 t^2 + \phi^8 \phi^1)
+ \Delta^{18} (\phi^1 t^{16} + 228 \phi^2 \phi^1 t^{14} + 1487 \phi^3 \phi^1 t^{12} + 1109 \phi^4 \phi^1 t^{10} + 322 \phi^5 \phi^1 t^8
+ 70 \phi^6 \phi^1 t^6 + 15 \phi^7 \phi^1 t^4 + 3 \phi^8 \phi^1 t^2 + \phi^9 \phi^1)
+ \Delta^{20} (\phi^1 t^{18} + 363 \phi^2 \phi^1 t^{16} + 4028 \phi^3 \phi^1 t^{14} + 4411 \phi^4 \phi^1 t^{12} + 1478 \phi^5 \phi^1 t^{10}
+ 340 \phi^6 \phi^1 t^8 + 70 \phi^7 \phi^1 t^6 + 15 \phi^8 \phi^1 t^4 + 3 \phi^9 \phi^1 t^2 + \phi^{10} \phi^1)
+ \mathcal{O}(\Delta^{22}).
\]  

(A.24)

\[
H_{\text{C.F.}}^{\text{complex}}(\Delta, t, \phi^1) = H_{\text{F,F.}}^{\text{complex}}(\Delta, t, \phi^1) + \Delta^{16} (4 \phi^3 \phi^3 t^{10}) + \Delta^{18} (20 \phi^3 \phi^3 t^{12} + 10 \phi^4 \phi^4 t^{10})
+ \Delta^{20} (100 \phi^3 \phi^3 t^{14} + 90 \phi^4 \phi^4 t^{12} + 14 \phi^5 \phi^5 t^{10}) + \mathcal{O}(\Delta^{22}).
\]  

(A.25)
B  A ring isomorphism

Here we prove the ring isomorphism defined in eq. (3.7). Suppose we have a ring
\[ R = \mathbb{C}[\{s_{ii}, s_{ij}\}] \]  
(i, j = 1, …, N, s_{ij} = s_{ji}) equipped with an action \( S_N \) and its quotient rings
\[ R_1 = \mathbb{C}[\{s_{ii}, s_{ij}\}]/I_1, \quad R_2 = \mathbb{C}[\{s_{ii}, s_{ij}\}]/I_2 \]
where
\[ I_1 = \langle \{s_{ii}\}_{i=1}^{N} \rangle, \quad I_2 = \langle \{X_i\}_{i=1}^{N} \rangle, \quad X_i = \sum_{j=1}^{N} s_{ij}. \]
We see that both \( I_1 \) and \( I_2 \) are invariant under the \( S_N \)-action. Let us further define the two quotient maps \( q_1 : R \to R_1 \) and \( q_2 : R \to R_2 \).

We now define a ring homomorphism \( f^0 : R \to R \) by
\[
f^0(s_{ij}) = \begin{cases} 
  s_{ij} & \text{if } i \neq j \\
  X_i & \text{if } i = j.
\end{cases} \quad (B.1)
\]
It has an inverse \( h \) given by
\[
h(s_{ij}) = \begin{cases} 
  s_{ij} & \text{if } i \neq j \\
  s_{ii} - \sum_{j \neq i} s_{ij} & \text{if } i = j.
\end{cases} \quad (B.2)
\]
Therefore, \( f^0 \) is an automorphism of the ring \( R \). Since \( f^0 \) is surjective and the kernel of the composition \( R \xrightarrow{f^0} R \xrightarrow{q_2} R_2 \) equals \( I_1 \), by the First Isomorphism Theorem \( f^0 \) induces an isomorphism \( f : R_1 \cong R_2 \), satisfying \( f \circ q_1 = q_2 \circ f^0 \).

Since \( f^0 \) is \( S_N \)-equivariant, so is \( f \). Therefore, \( f \) induces an isomorphism \( f' : R_1^{S_N} \cong R_2^{S_N} \).

The same argument holds for complex scalar theory where the permutation group is \( S_{N/2} \times S_{N/2} \).

This equivalence breaks down when we meet Gram conditions. For example, in \( d = 4 \), \( N = 5 \), the Gram determinant for the form factor, as a constraint in the ideal \( I_1 \), doesn’t vanish,
\[
\begin{vmatrix}
0 & s_{12} & s_{13} & s_{14} & s_{15} \\
s_{12} & 0 & s_{23} & s_{24} & s_{25} \\
s_{13} & s_{23} & 0 & s_{34} & s_{35} \\
s_{14} & s_{24} & s_{34} & 0 & s_{45} \\
s_{15} & s_{25} & s_{35} & s_{45} & 0
\end{vmatrix} \neq 0,
\]
while the Gram determinant for an off-shell correlation function, as a constraint in the ideal \( I_2 \), vanishes
\[
\begin{vmatrix}
-(\sum_{i \neq 1} s_{1i}) & s_{12} & s_{13} & s_{14} & s_{15} \\
s_{12} & -(\sum_{i \neq 2} s_{2i}) & s_{23} & s_{24} & s_{25} \\
s_{13} & s_{23} & -(\sum_{i \neq 3} s_{3i}) & s_{34} & s_{35} \\
s_{14} & s_{24} & s_{34} & -(\sum_{i \neq 4} s_{4i}) & s_{45} \\
s_{15} & s_{25} & s_{35} & s_{45} & -(\sum_{i \neq 5} s_{5i})
\end{vmatrix} = 0.
\]

\[ \text{– 43 –} \]
C Multigraph bases and primary operators

In this appendix, we state our conventions for the multigraph bases and the conformal primary operators, as introduced in section 3. Except for $\mathcal{O}_{2}^{(4)}$, the prefactor of each operator is chosen to give rise to a Feynman rule with coefficient $+1$. Whenever more than one primary operator exists at a particular order, we label different choices by the parameters $x, y, \ldots$. These generate independent operators up to an overall multiplicative constant that has not been taken out.

Real scalar multigraphs.

\begin{align*}
\mathcal{O}_{4}^{(4)} &= \frac{1}{4!} \quad \vdots \\
\mathcal{O}_{2}^{(4)} &= \frac{1}{2} \quad \downarrow \\
\mathcal{O}_{6}^{(6)} &= \frac{1}{6!} \quad \vdots \\
\mathcal{O}_{4}^{(6)} &= \frac{1}{4} \quad \downarrow \\
\mathcal{O}_{2}^{(6)} &= \frac{1}{2} \quad \downarrow \\
\mathcal{O}_{8}^{(8)} &= \frac{1}{8!} \quad \vdots \\
\mathcal{O}_{6}^{(8)} &= \frac{1}{48} \quad \vdots \\
\mathcal{O}_{4, i}^{(8)} &= \frac{1}{4} \quad \downarrow, \quad \frac{1}{2} \quad \uparrow, \quad \frac{1}{8} \quad \uparrow \\
\mathcal{O}_{2}^{(8)} &= -\frac{1}{2} \quad \downarrow \\
\mathcal{O}_{10}^{(10)} &= \frac{1}{10!} \quad \vdots \\
\mathcal{O}_{8}^{(10)} &= \frac{1}{2 \cdot 6!} \quad \vdots \\
\mathcal{O}_{6, i}^{(10)} &= \frac{1}{48} \quad \vdots, \quad \frac{1}{12} \quad \uparrow, \quad \frac{1}{16} \quad \uparrow \\
\mathcal{O}_{4, i}^{(10)} &= -\frac{1}{4} \quad \downarrow, \quad -\frac{1}{6} \quad \uparrow, \quad -\frac{1}{5} \quad \uparrow \\
\mathcal{O}_{2}^{(10)} &= \frac{1}{2} \quad \downarrow \\
\mathcal{O}_{12}^{(12)} &= \frac{1}{12!} \quad \vdots \\
\mathcal{O}_{10}^{(12)} &= -\frac{1}{2 \cdot 8!} \quad \vdots \\
\mathcal{O}_{8, i}^{(12)} &= \frac{1}{2 \cdot 6!} \quad \vdots, \quad \frac{1}{2 \cdot 5!} \quad \vdots, \quad \frac{1}{8 \cdot 4!} \quad \vdots \\
\mathcal{O}_{6, i}^{(12)} &= -\frac{1}{48} \quad \vdots, \quad -\frac{1}{6} \quad \uparrow, \quad -\frac{1}{8} \quad \uparrow, \\
\mathcal{O}_{4, i}^{(12)} &= -\frac{1}{48} \quad \vdots, \quad -\frac{1}{6} \quad \uparrow, \quad -\frac{1}{8} \quad \uparrow, \\
\mathcal{O}_{2}^{(12)} &= -\frac{1}{2} \quad \downarrow \\
\end{align*}
Complex scalar multigraphs.

\[ O_4^{(4)} = \frac{1}{4} \bullet \bullet \bullet \]
\[ O_2^{(4)} = \leftrightarrow \]
\[ O_6^{(6)} = \frac{1}{6!} \bullet \bullet \bullet \bullet \]
\[ O_4^{(4),i} = -\frac{1}{4} \bullet \bullet \bullet - \frac{1}{4} \bullet \bullet \]
\[ O_2^{(6)} = \leftrightarrow \]
\[ O_8^{(8)} = \frac{1}{4!} \bullet \bullet \bullet \bullet \]
\[ O_6^{(8),i} = \frac{1}{4} \bullet \bullet \bullet - \frac{1}{12} \bullet \bullet \bullet - \frac{1}{12} \bullet \bullet \]
\[ O_4^{(8),i} = \leftrightarrow, \frac{1}{4} \bullet \bullet \bullet, \frac{1}{4} \bullet \bullet \]
\[ \begin{bmatrix} 1, & 1, & 1, & 1 \end{bmatrix}, \frac{1}{2} \bullet \bullet \]
\[ O_2^{(8)} = \leftrightarrow \]

Real scalar primaries.

\[ O_6^{(6),c} = O_6^{(6)} \]
\[ O_8^{(8),c} = O_8^{(8)} \]
\[ O_4^{(8),c} = O_4^{(8)} - 2O_4^{(8)} + 6O_4^{(8)} \]
\[ O_10^{(10),c} = O_10^{(10)} \]
\[ O_6^{(10),c} = O_6^{(10)} - O_6^{(6)} + O_6^{(10)} \]
\[ O_4^{(10),c} = 2O_4^{(10)} - 9O_4^{(10)} + 72O_4^{(10)} + 72O_4^{(10)} + 126O_4^{(10)} - 108O_4^{(10)} \]
\[ O_12^{(12),c} = O_12^{(12)} \]
\[ O_8^{(12),c} = 15O_8^{(12)} - 10O_8^{(12)} + 6O_8^{(12)} \]
\[ O_6^{(12),c}(x, y) = 4xO_6^{(12)} - 9xO_6^{(12)} + yO_6^{(12)} - (48x - 2y)O_6^{(12)} \]
\[ + (3y - 54x)O_6^{(12)} + (2y - 84x)O_6^{(12)} + 24xO_6^{(12)} + (504x - 12y)O_6^{(12)} \]
\[ O_4^{(12),c} = O_4^{(12)} - 8O_4^{(12)} + 64O_4^{(12)} + 18O_4^{(12)} + 72O_4^{(12)} \]
\[ - 144O_4^{(12)} + 234O_4^{(12)} + 216O_4^{(12)} + 72O_4^{(12)} \]
Complex scalar primaries.

\[ O_6^{(6)c} = O_6^{(6)} \]
\[ O_4^{(6)c} = \frac{1}{2} O_4^{(6)} + \left( O_4^{(6)} + O_4^{(3)} \right) \]
\[ O_8^{(8)c} = O_8^{(8)} \]
\[ O_6^{(8)c} = -\frac{2}{3} O_6^{(8)} + \left( O_6^{(8)} + O_6^{(6)} \right) \]
\[ O_4^{(8)c}(x,y) = (5x-y)O_4^{(8)} + 2xO_4^{(4)} + 2xO_4^{(8)} + 2xO_4^{(4)} - 4xO_4^{(8)} - 4xO_4^{(6)} \]
\[ + (4y - 16x)O_4^{(8)} + (4y - 16x)O_4^{(8)} + 4yO_4^{(8)} + (36x - 8y)O_4^{(8)} \]
\[ O_{10}^{(10)c} = O_{10}^{(10)} \]
\[ O_{10}^{(10)c} = \frac{3}{4} O_{10}^{(10)} + \left( O_{10}^{(10)} + O_{10}^{(8)} \right) \]
\[ O_6^{(10)c}(x,y,z,w) = 4xO_6^{(10)} + (9x+y-3z)O_6^{(6)} + 4yO_6^{(10)} + (2z+3w)O_6^{(4)} + (2z-3w)O_6^{(4)} \]
\[ - (x+y+z+2w)O_6^{(6)} - (x+y+z-2w)O_6^{(8)} + (5z-3x-3y+6w)O_6^{(8)} \]
\[ + (5z-3x-3y-6w)O_6^{(10)} + (z-7x+y-2w)O_6^{(10)} + (z-7x+y+2w)O_6^{(10)} \]
\[ + (3x+3y-5z-6w)O_6^{(12)} + (3x+3y-5z+6w)O_6^{(12)} \]
\[ O_4^{(10)c}(x,y) = xO_4^{(10)} + (51x+24y)O_4^{(10)} - (18x+72y)O_4^{(10)} - (42x+24y)O_4^{(10)} \]
\[ + (-6x+3y) \left( O_4^{(10)} + O_4^{(10)} \right) + 2y \left( O_4^{(10)} + O_4^{(10)} \right) - (3x+3y) \left( O_4^{(10)} + O_4^{(10)} \right) \]
\[ - 9y \left( O_4^{(10)} + O_4^{(10)} \right) + (24x+78y) \left( O_4^{(10)} + O_4^{(10)} \right) - (18x+12y) \left( O_4^{(10)} + O_4^{(10)} \right) \]
\[ + (24x+24y) \left( O_4^{(10)} + O_4^{(10)} \right) + (24x+24y) \left( O_4^{(10)} + O_4^{(10)} \right) \]

D Results for real scalar EFT

Here we present the anomalous dimension matrices in the conformal basis for the real scalar field. The dimension 4 Lagrangian has been defined in (2.2), and the conformal bases are defined in appendix C.

The five-loop $\beta$-function is

\[ \beta(g,c) = -2cg + 3g^2 - \frac{17}{3} g^3 + \left( 12 \zeta_3 + \frac{145}{8} \right) g^4 + \left( -78 \zeta_3 + 18 \zeta_4 - 120 \zeta_5 - \frac{3499}{48} \right) g^5 \]
\[ + \left( 45 \zeta_3^2 + \frac{7965}{16} \zeta_3 - \frac{1189}{8} \zeta_4 + 987 \zeta_5 - \frac{675}{2} \zeta_6 + 1323 \zeta_7 + \frac{764621}{2304} \right) g^6, \]

and the anomalous dimension of the field is

\[ \gamma_\phi = 0g + \frac{1}{12} g^2 + \frac{1}{16} g^3 - \frac{65}{192} g^4 + \left( -\frac{3}{16} \zeta_3 + \frac{1}{2} \zeta_4 + \frac{3709}{2304} \right) g^5, \]
as previously found in e.g. [14–16]. At mass dimension 6, the anomalous dimension of the coupling associated to $O_c^{(6)c}$ is up to five loops

$$
\gamma_c^{(6)} = 9g - \frac{359g^2}{6} + \left(216\zeta_3 + \frac{5773}{12}\right)g^3 - \left(\frac{5283\zeta_3}{2} - 459\zeta_4 + 3960\zeta_5 + \frac{1312907}{288}\right)g^4
$$

$$
+ \left(1755\zeta_3^2 + \frac{510193}{16}\zeta_3 - \frac{25483}{4}\zeta_4 + 54621\zeta_5 - \frac{29025}{2}\zeta_6 + 73584\zeta_7 + \frac{333811365}{6912}\right)g^5.
$$

At mass dimension 8 in the conformal basis,

$$\{O_8^{(8)c}, O_4^{(8)c}\},$$

the AD matrix up to three loops is

$$
\gamma_c^{(8)} = \begin{pmatrix}
19g - 169g^2 + \left(363\zeta_3 + \frac{46255}{24}\right)g^3 & 2352g - \frac{76720g^4}{3} + \left(65856\zeta_3 + \frac{8676248}{27}\right)g^3 \\
0g + 0g^2 + 0g^3 & \frac{g^3}{3} + \frac{49g^2}{27} + \left(12017 + \frac{20c_3}{3}\right)g^3
\end{pmatrix}.
$$

At mass dimension 10 in the conformal basis,

$$\{O_{10}^{(10)c}, O_6^{(10)c}, O_4^{(10)c}\},$$

we find at one-loop

$$
\gamma_c^{(10)} = \begin{pmatrix}
33g & 23100g & 233520g \\
0g & 5g & \frac{112g}{5} \\
0g & 0g & -2g
\end{pmatrix}.
$$

Finally, at mass dimension 12 in the conformal basis,

$$\{O_{12}^{(12)c}, O_8^{(12)c}, O_6^{(12)c}, O_{6}^{(12)c (1,0)}, O_6^{(12)c (0,1)}, O_4^{(12)c}\},$$

we find at one-loop

$$
\gamma_c^{(12)} = \begin{pmatrix}
51g & 1121120g & 477400g & 284900g & 7037295100g \\
0g & \frac{41g}{3} & -\frac{4675g}{2} & \frac{395g}{4} & \frac{147g}{1372} \\
0g & 0g & 2g & 0g & -\frac{267799g}{2572} \\
0g & 0g & 0g & 2g & -\frac{445574g}{245} \\
0g & 0g & 0g & 0g & \frac{g}{5}
\end{pmatrix}.
$$

where one should note that the intra-$N$ mixing between the two 6-point operators is diagonal in any natural basis (i.e. a basis with the least number of derivatives possible), since the two entries are exactly (by chance?) the same.
E  One-loop mixing between $\mathcal{O}_n^{(n)}$ and $\mathcal{O}_{n-2}^{(n)}$ for the complex scalar

In the following we sketch the computation of the one-loop mixing of the length-$(n-2)$ operator given in (3.33),

$$\mathcal{O}_{n-2}^{(n)}(a) \equiv a \mathcal{O}_{n-2,1}^{(n)} + \mathcal{O}_{n-2,2}^{(n)} + \mathcal{O}_{n-2,3}^{(n)},$$

into the length-$n$ operator $\mathcal{O}_n^{(n)}$ for the complex scalar at arbitrary mass dimension $n$. Here we have conveniently set $a_2 = a_3 = 1$, which amounts to taking only the C-even (real) part and fixing an overall prefactor in (3.33). Let us consider the $m$-point (off-shell) correlator:

$$\Gamma_m[\mathcal{O}_{n-2}^{(n)}(a)] = a \Gamma_m[\mathcal{O}_{n-2,1}^{(n)}] + \Gamma_m[\mathcal{O}_{n-2,2}^{(n)}] + \Gamma_m[\mathcal{O}_{n-2,3}^{(n)}].$$

The contributing one-loop diagrams are bubbles, of tensor rank at most one, for the case of $\Gamma_{n-2}[\mathcal{O}_{n-2}^{(n)}(a)]$,

and scalar triangles for $\Gamma_n[\mathcal{O}_{n-2}^{(n)}(a)]$.

Using textbook methods one easily extracts the following $1/\epsilon$ poles at one loop:\footnote{Note that here we do not rescale the operators by factors of $g$, in contrast to equation (2.6).}

$$\Gamma_m[\mathcal{O}_{n-2}^{(n)}(a)] \bigg|_{\epsilon^{-1}} = 0, \quad \text{for } m < n - 2 \text{ and } m > n,$$

$$\Gamma_{n-2}[\mathcal{O}_{n-2}^{(n)}(a)] \bigg|_{\epsilon^{-1}} = -g \left( \frac{3}{8} n^2 - \frac{11}{4} n + 5 \right) \mathcal{O}_{n-2}^{(n)}(a) - g \left( \frac{n}{4} - 1 \right) \mathcal{O}_{n-2,\beta^2}^{(n)}$$

$$\Gamma_n[\mathcal{O}_{n-2}^{(n)}(a)] \bigg|_{\epsilon^{-1}} = g^2 \left( \frac{5}{64} a n^2 (n-2)^2 + \frac{1}{16} n^2 (n-2)(n-4) \right) \mathcal{O}_n^{(n)}.$$

Here, we have explicitly isolated the physical operators and a redundant operator given by

$$\mathcal{O}_{n-2,\beta^2}^{(n)} \equiv \mathcal{O}_{n-2,1}^{(n)} + \mathcal{O}_{n-2,2}^{(n)} + \mathcal{O}_{n-2,3}^{(n)}$$

with Feynman rule

$$\frac{1}{2} \sum_{i=1}^{n-2} (p_i)^2.$$

The redundant operator must be replaced by $\mathcal{O}_n^{(n)}$ through a field redefinition that sets

$$\mathcal{E}^{(n)} = \mathcal{O}_{n-2,\beta^2}^{(n)} + \frac{g^2 \left( \frac{5}{64} \right) n^2 (n-2)^2}{(\frac{n}{2} - 1)! \left( \frac{n}{2} - 2 \right)!} \mathcal{O}_n^{(n)} = 0.$$
Therefore, the correlator $\Gamma_{n-2}[\mathcal{O}_{n-2}^{(a)}]$ requires the counterterm (including an overall minus to counter the divergence)

$$-\frac{1}{6} \frac{g^2}{\bar{e}} n^2(n-2)(n-4) \mathcal{O}_n^{(a)}$$

in the bare physical Lagrangian, additionally to a counterterm proportional to $\mathcal{O}_n^{(a)}(a)$, which we are not interested in. Note that this is independent of $a$. This means that the mixing of $c_{n-2}^{(n)}$ into $c_n^{(n)}$ in the physical basis is governed by the renormalization constant

$$Z_{n,n-2}^{(n)/g^2} = -\frac{5}{64} n^2(n-2)(a(n-2)+(n-4)),$$

which is zero for

$$a = \frac{a_1}{a_2} = \frac{a_1}{a_3} = -\frac{n-2}{n-4}.$$

Remarkably, this is exactly the condition that results in the conformal $(n-2)$-point operator, see (3.35).

**F Orthonormal operators, and a symmetric and diagonal ADM**

We will now give a proof that the one-loop intra-length anomalous dimension sub-matrix is symmetric for a basis of conformal primaries that are orthonormal with respect to integration over phase space. This result is known in the literature, see for example [42, 103], with the inner product defined through the two point correlation functions of operators. It follows from unitarity that the phase space integral over a product of two operators is related to the imaginary part of the two point correlator,

$$\langle O_i, O_j \rangle_{P \neq 0} = \left[ \prod_{i=1}^{N} \int d^4 p_i \, \delta^{+}(p_i^2) \right] \delta(P - \Sigma_i p_i) \, O_1(p_i) \cdot O_2(-p_i),$$

where $\langle O_i, O_j \rangle$ is the leading order contribution to (or free theory limit of) the correlator $\Gamma_P^{P \neq 0}[O_1, O_j]$ with no external particles but a nonzero momentum flow $P$. It is straightforward to evaluate such phase space integrals e.g. via an explicit parameterization of phase space that manifests the momentum conservation and on-shell conditions, for instance [122, 123].

The same phase space integral arises in the calculation of anomalous dimensions through the form factor method [26]. The relevant master equation for mixing between operators of the same number of fields, without infrared divergences and at one loop, is

$$\langle p_1, \ldots, p_N | \mathcal{M} \otimes \mathcal{O}_i | 0 \rangle = -\pi \sum_j \gamma_{ji} \langle p_1, \ldots, p_N | \mathcal{O}_j | 0 \rangle.$$

Here, the $\otimes$ refers to a two-particle cut between a tree level renormalizable amplitude $\mathcal{M}$ and the tree level form factor with the insertion of $\mathcal{O}_j$. The set of operators that should be
considered, with on-shell constraints but without momentum conservation, is described in section 3. Diagrammatically, the master equation can be represented by (for $N = 4$ here)

$$ O_i^{p_1 p_2 p_3 p_4} + \text{perms} = -\pi \sum_j \gamma_{ji} O_j^{p_1 p_2 p_3 p_4}. \quad (F.1) $$

Now, let us assume that the set of $N$-point operators at the considered mass dimension forms an orthonormal basis:

$$ \text{Im} \langle O_i, O_j \rangle \neq 0 = (P^2)^x \delta_{ij}, $$

for some power $x$ depending on the considered mass dimension. One can take the additional cut with an operator insertion $O_k$ on the both sides of (F.1), to find

$$ O_i O_k^{p_1 p_2 p_3 p_4} = -\pi \sum_j \gamma_{ji} O_j O_k^{p_1 p_2 p_3 p_4} = -\pi (P^2)^x \gamma_{ki}. $$

It then follows from the symmetry of the left hand side under interchanging $O_i$ and $O_k$ that the anomalous dimension sub-matrix $\gamma_{ki}$ is symmetric. For this to work, we note that the phase space integral of the left diagram is the same when all arrows are inverted, since $O(p_i) = O(-p_i)$ for all considered operators.

Up to this point, we have worked in a framework with a nonzero momentum flow $P$, which requires a larger set of operators than the $S$-matrix. To isolate information about the anomalous dimensions of physical operators, the non-physical operators must be chosen to be pure descendants, i.e. total derivatives. From the fact that conformal primaries are orthogonal to descendants (see e.g. [124]), the orthonormality assumption requires that the physical basis in this argument necessarily consists of conformal primaries. This leads to the conclusion that for physical anomalous dimensions, the intra-length AD sub-matrix is symmetric when the conformal primary part of the operators is orthonormal.

The specification of the primary part in this result is relevant since the non-primary part of an operator does not affect intra-length mixing (see section 5.3), while it may affect the normalization.

**A symmetric and a diagonal ADM at one loop.** To exemplify the above result, let us consider the ADM of the complex scalar at mass dimension 8, which is presented in section 5. There are two 4-point operators in a physical basis (where all operators are of on-shell type), and there is a freedom in choosing the particular linear combination given by eqs. (5.2), (5.3), leading to the transformation matrix in eq. (5.6).
We wish to explore a choice of 4-point operators that form an orthonormal basis. One can check that the operators

\[
\mathcal{O}_4^{(8)c}(a, b) = \mathcal{O}_4^{(8)c}(3 \sin \theta, 13 \sin \theta + 2 \sqrt{5} \cos \theta),
\]

\[
\mathcal{O}_4^{(8)c}(a', b') = \mathcal{O}_4^{(8)c}(3 \cos \theta, 13 \cos \theta - 2 \sqrt{5} \sin \theta),
\]

have the same norm and are orthogonal for any value of the angle \(\theta\). This choice of basis results in the following anomalous dimension sub-matrix of the 4-point operators at one loop,

\[
\gamma'_{\text{sub}} = \begin{pmatrix}
g \mathcal{O}_4^{(8)c}(1,0) & g \mathcal{O}_4^{(8)c}(0,1) \\
g \mathcal{O}_4^{(8)c}(a,b) & g \mathcal{O}_4^{(8)c}(a',b')
\end{pmatrix}^{-1}
\begin{pmatrix}
n g \mathcal{O}_4^{(8)c}(1,0) & -g \mathcal{O}_4^{(8)c}(0,1) \\
-\frac{4g}{3} & \frac{11g}{3}
\end{pmatrix}
\begin{pmatrix}
a a' \\
b b'
\end{pmatrix}
\]

\[
\gamma'_{\text{sub}} = \begin{pmatrix}
-\frac{g}{9}(12 - 7 \cos 2\theta + 8 \sqrt{5} \sin 2\theta) & -\frac{g}{9}(8 \sqrt{5} \cos 2\theta + 7 \sin 2\theta) \\
-\frac{g}{9}(8 \sqrt{5} \cos 2\theta + 7 \sin 2\theta) & -\frac{g}{9}(12 + 7 \cos 2\theta - 8 \sqrt{5} \sin 2\theta)
\end{pmatrix},
\]

which we indeed observe to be symmetric.

We can further illustrate the choice of basis that diagonalizes the full one-loop ADM of the complex scalar at mass dimension 8. Note from (F.3), a choice of \(\theta\) that diagonalizes the 4-point sub-matrix is

\[
\theta = -\frac{1}{2} \arctan \left(\frac{8 \sqrt{5}}{7}\right).
\]

Instead of using this solution directly in (F.2), we can additionally rescale both operators separately to tidy up the expressions. For example, let us work with the operator basis

\[
\{\mathcal{O}_8^{(8)c}, \mathcal{O}_6^{(8)c}, \mathcal{O}_4^{(8)c}(\frac{1}{46}(15 + \sqrt{41}), 1), \mathcal{O}_4^{(8)c}(\frac{1}{46}(15 - \sqrt{41}), 1)\} =: \{\mathcal{O}_8^{(8)c}, \mathcal{O}_6^{(8)c}, \mathcal{O}_{4A}^{(8)c}, \mathcal{O}_{4B}^{(8)c}\},
\]

which has the one-loop anomalous dimension matrix (omitting the factor of \(g\))

\[
\gamma = \begin{pmatrix}
g^3 \mathcal{O}_8^{(8)c} & g^2 \mathcal{O}_6^{(8)c} & g \mathcal{O}_{4A}^{(8)c} & g \mathcal{O}_{4B}^{(8)c} \\
29 & 0 & \frac{108}{119}(1879 + 251 \sqrt{41}) & \frac{108}{119}(1879 - 251 \sqrt{41}) \\
0 & 4 & -\frac{1}{230}(2641 + 679 \sqrt{41}) & -\frac{1}{230}(2641 - 679 \sqrt{41}) \\
0 & 0 & -\frac{1}{3}(4 - \sqrt{41}) & 0 \\
0 & 0 & 0 & \frac{1}{3}(4 + \sqrt{41})
\end{pmatrix}.
\]

\[\text{18The effect of rescaling an operator (let’s say the fourth) on the AD happens through the matrix } B = \text{ diag}(1,1,1,x). \text{ This affects the normalization of the operator, and hence a general matrix would be made non-symmetric, but a diagonal (sub-)matrix remains diagonal.}\]

\[\text{19This choice of 4-point operators can be found as the eigenvectors of the 4-point sub-matrix in the original anomalous dimension matrix } \gamma^{(8)}_c, \text{ which informs about the similarity transformation } B \text{ required for diagonalization.}\]
The eigenvalues of this matrix can directly be read off from the diagonal entries. The corresponding eigenvectors give rise to the basis in which the AD is diagonal.

\[ O^{(8)c}_8, O^{(8)c}_6, \]
\[ \left( \frac{-324}{115} (22 + 3\sqrt{41}) O^{(8)c}_8 + \frac{3}{9890} (14019 + 2701\sqrt{41}) O^{(8)c}_6 + O^{(8)c}_{4A} \right), \]
\[ \left( \frac{324}{115} (-22 + 3\sqrt{41}) O^{(8)c}_8 - \frac{3}{9890} (-14019 + 2701\sqrt{41}) O^{(8)c}_6 + O^{(8)c}_{4B} \right). \] (F.4)

We finally note that a field redefinition can be used to transform the obtained basis back into a basis where each operator has a fixed number of fields, via

\[ 8! O^{(8)c}_8 \xrightarrow{\text{FR}} \left( \frac{g^2}{4} \right) \left( \begin{array}{c} \cdot \cdot \\ \cdot \cdot \end{array} \right) \]
\[ (-12) O^{(8)c}_6 \xrightarrow{\text{FR}} -2 \left( \begin{array}{c} \cdot \cdot \\ \cdot \cdot \end{array} \right) + \left( \begin{array}{c} \cdot \cdot \\ \cdot \cdot \end{array} \right) \xrightarrow{\text{FR}} \left( -\frac{g}{2} \right) \left( \begin{array}{c} \cdot \cdot \\ \cdot \cdot \end{array} \right) + \left( \begin{array}{c} \cdot \cdot \\ \cdot \cdot \end{array} \right) \]

(note this is not a unique procedure due to the freedom of performing integration by parts both before and after the field redefinitions). This exemplifies the claim that to diagonalize the ADM one needs to use non-primary operators in the choice of basis. The form of the operators in (F.4) is quite obtuse, and we have not established any rule that characterizes the basis which fully diagonalizes the ADM at one loop.

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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