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ABSTRACT

At redshift \( z > 5 \) the far-infrared (FIR) continuum spectra of main-sequence galaxies are sparsely sampled, often with a single data point. The dust temperature \( T_{\text{SED}} \) thus has to be assumed in the FIR continuum fitting. This introduces large uncertainties regarding the derived dust mass \((M_d)\), FIR luminosity, and obscured fraction of the star formation rate. These are crucial quantities to quantify the effect of dust obscuration in high-\( z \) galaxies. To overcome observations limitations, we introduce a new method that combines dust continuum information with the overlying [C ii] 158\( \mu \)m line emission. By breaking the \( M_d - T_{\text{SED}} \) degeneracy, with our method, we can reliably constrain the dust temperature with a single observation at 158\( \mu \)m. This method can be applied to all ALMA and NOEMA [C ii] observations, and exploited in ALMA Large Programs such as ALPINE and REBELS targeting [C ii] emitters at high-\( z \). We also provide a physical interpretation of the empirical relation recently found between molecular gas mass and [C ii] luminosity. We derive an analogous relation linking the total gas surface density and [C ii] surface brightness. By combining the two, we predict the cosmic evolution of the surface density ratio \( \Sigma_{\text{H}_2}/\Sigma_{\text{gas}} \). We find that \( \Sigma_{\text{H}_2}/\Sigma_{\text{gas}} \) slowly increases with redshift, which is compatible with current observations at \( 0 < z < 4 \).
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1 INTRODUCTION

The Hubble Space Telescope (HST) and ground-based telescopes have been used to investigate the rest-frame Ultra-violet (UV) emission from early galaxies (for a recent theoretical review see Dayal & Ferrara 2018). The advent of high sensitivity millimetre interferometers such as the Atacama Large Millimeter Array (ALMA), allowed us for the first time to study also the Far-Infrared (FIR) emission from these sources (see e.g. Carilli & Walter 2013).

ALMA can detect both the FIR continuum and the brightest FIR lines in “normal” (i.e. main sequence) galaxies at \( z \geq 4 \) (see e.g. Capak et al. 2015; Willott et al. 2015; Bouwens et al. 2016; Laporte et al. 2017; Barisic et al. 2017; Carniani et al. 2017; Bowler et al. 2018; Carniani et al. 2018b; Carniani et al. 2018a; De Breuck et al. 2019; Tamura et al. 2019; Bakx et al. 2020; Bethermin et al. 2020; Schaerer et al. 2020a). The FIR continuum is emitted as thermal radiation by dust grains, heated through the absorption of UV and optical light from newly born stars (see e.g. Draine 1989; Meurer et al. 1999; Calzetti et al. 2000; Weingartner & Draine 2001; Draine 2003).

The galaxy properties that mainly characterise the FIR continuum emission are the dust temperature \( T_{\text{SED}} \) and the dust mass \( M_d \), which are degenerate quantities. For the simultaneous determination of \( T_{\text{SED}} \) and \( M_d \), the most common approach is to fit the observed Spectral Energy Distribution (SED) with a single temperature\(^1\) grey body function.

At \( z \geq 5 \) most of the sources observed with ALMA, when detected in dust continuum, have only a single (or very few) data-point at FIR wavelengths (e.g. Bouwens et al. 2016; Barisic et al. 2017; Bowler et al. 2018; Hashimoto et al. 2019; Tamura et al. 2019). Consequently, \( T_{\text{SED}} \) is assumed a priori in the fitting to reduce the degrees of freedom. The lack of knowledge of \( T_{\text{SED}} \) results in very large uncertainties on the derived galaxy properties, such as \( M_d \), the far-infrared emission by dust grains, heated through the absorption of UV and optical light from newly born stars (see e.g. Draine 1989; Meurer et al. 1999; Calzetti et al. 2000; Weingartner & Draine 2001; Draine 2003).

\(^1\) We underline that \( T_{\text{SED}} \) does not necessarily correspond to the dust physical temperature, which is instead characterised by a Probability Distribution Function (PDF, see e.g. Behrens et al. 2018; Sommovigo et al. 2020). In general, \( T_{\text{SED}} \) does not necessarily provide a statistically sound representation of the PDF. For a discussion see Appendix A.
luminosity $L_{\text{FIR}}$, and obscured star formation rate (SFR; for a detailed discussion see e.g. Sommovigo et al. 2020). Further observations in a larger number of ALMA bands would ameliorate the problem, but not necessarily solve it. Indeed, MIR wavelengths remain inaccessible to ALMA. Nevertheless, the inclusion of ALMA band 7–8–9 data would improve the results significantly for galaxies at $z \gtrsim 5$. At these redshifts, these bands sample the SED at shorter wavelengths, closer to the FIR emission peak.

Here we intend to overcome current observational limitations by combining dust continuum measurements with the widely observed fine-structure transition of singly ionized carbon [C ii] at 158.9 μm. This line is the dominant coolant of the neutral atomic gas in the ISM (Wolfire et al. 2003), making it one of the brightest FIR lines in most galaxies (Stacey et al. 1991). Moreover, [C ii] has been proved to be connected to the SFR of local (De Looze et al. 2014; Herrera-Camus et al. 2015) and high-z galaxies (see e.g. Capak et al. 2015; Maiolino et al. 2015a; Pentericci et al. 2016; Carniani et al. 2017; Matthee et al. 2017; Carniani et al. 2018a; Carniani et al. 2018b; Harikane et al. 2018; Smit et al. 2018; Carniani et al. 2020).

In this work we propose a novel method for the dust temperature computation using $L_{\text{CII}}$ as a proxy for the total gas mass, and therefore for $M_d$ given a dust-to-gas ratio. Our method breaks the degeneracy between $M_d$ and $T_{\text{SED}}$ in the SED fitting. This allows us to constrain $T_{\text{SED}}$ with a single continuum data point. As a byproduct of our method, we provide an interpretation of the empirical relation found by Zanella et al. (2018) between $M_d$ and $L_{\text{CII}}$. We also derive a more general relation connecting the total gas mass $M_{\text{gas}}$ with $L_{\text{CII}}$. Joining the two we can also study the evolution of the molecular gas fraction $M_{\text{mol}}/M_{\text{gas}}$ with redshift.

The paper is organised as follows. We present our method for the dust temperature derivation in Sec. 2, and we test it on a sample of local galaxies (Sec. 3). We then apply the method to the few high-z galaxies ($z > 4$, Sec. 4) for which multiple FIR continuum observations are available in the literature. In Sec. 5 we discuss additional outputs, i.e. the physical explanation for the relation by Zanella et al. (2018), and the molecular gas fraction evolution with $z$. In Sec. 6 we summarise our results and discuss future applications.

2 METHOD

Before introducing our method, we discuss two key ingredients, i.e. the dust-to-gas ratio $D$ and the conversion factor $\alpha_{\text{CII}} = M_{\text{mol}}/L_{\text{CII}}$. Multiplying $L_{\text{CII}}$ by the product $D \cdot \alpha_{\text{CII}}$ we infer $M_d$. We can then constrain $T_{\text{SED}}$ using a single continuum data point.

2.1 Dust-to-gas ratio

Several studies (e.g. James et al. 2002; Draine & Li 2007; Galliano et al. 2008; Leroy et al. 2011) have shown that $D$ scales linearly with metallicity, with little scatter, down to $Z \lesssim 0.1 Z_\odot$:

$$D = D_{\text{MW}} \left( \frac{Z}{Z_\odot} \right),$$

where $D_{\text{MW}} = 1/162$ is the Milky Way dust-to-gas ratio (Rémy-Ruyer et al. 2014). We adopt eq. 1 as our fiducial choice, since almost all the galaxies to which we apply our method have metallicities $\gtrsim 0.2 Z_\odot$. Hence, they are mostly unaffected by deviations from this linear scaling that might occur at $Z \lesssim 0.1 Z_\odot$.

Moreover, the ideal targets of our method are the galaxies observed in current high-z ALMA surveys (such as e.g. ALPINE, PI: Le Fèvre, and REBELS, PI: Bouwens), which are massive (stellar mass $M_\star \approx 10^{10} M_\odot$), dusty, and evolved sources. From numerical simulations galaxies at $z \sim 6$ with similar stellar masses ($10^9 < M_\star < 10^{11}$) are expected to have $Z \gtrsim 0.1 Z_\odot$ (Ma et al. 2016; Torrey et al. 2019). This is also confirmed, albeit with considerable uncertainties (relative errors up to $\sim 80\%$), by several studies which analyse FIR lines (such as [N ii], [N iii], [C ii], C iii] and [O iii]) observations at $z \gtrsim 6–8$ to derive $Z$ (see e.g. Pereira-Santaella et al. 2017; Hashimoto et al. 2019; De Breuck et al. 2019; Tamura et al. 2019; Vallini et al. 2020; Baks et al. 2020; Jones et al. 2020a,b, and references therein).

Current estimates of $Z$ at high redshift will be significantly ameliorated thanks to forthcoming ALMA observations and to the James Web Space Telescope (JWST) spectroscopy. Indeed, JWST will detect several optical nebular lines (such as H $\beta$, H $\alpha$, [N ii], [O ii] and [O iii]) out to $z \sim 10$. This will allow us to reduce the relative errors associated to $Z$ down to $\sim 35\%$ even at very high-$z$ (see e.g. Wright et al. 2010; Maiolino & Mannucci 2019; Chevallard et al. 2019), improving also our knowledge of the dust-to-gas ratios.

2.2 [C ii] to total gas mass conversion factor

The [C ii] conversion factor, $\alpha_{\text{CII}}$, expresses the specific [C ii] emission efficiency per unit total (i.e. atomic + molecular) gas mass. To investigate the relation between total $L_{\text{CII}}$ and $M_{\text{gas}}$, we use the following empirical relations:

$$\Sigma_{\text{SFR}} = 10^{-6.99} \Sigma_{\text{CII}}^{0.91}$$

(De Looze relation) (2)

$$\Sigma_{\text{SFR}} = 10^{-12} \chi_{\text{gas}}^{1.4}$$

(Kennicutt – Schmidt relation) (3)

$$\Sigma_{\text{gas}} = \alpha_{\text{CII}} \Sigma_{\text{CII}}$$

conversion relation (4)

The first relation has been inferred by De Looze et al. (2014, hereafter, DL) from the Dwarf Galaxy Survey (DGS) sample.

3 At very low metallicities ($Z \lesssim 0.1 Z_\odot$), deviations from the linear relation have been suggested (see e.g. Galliano et al. 2005; Galametz et al. 2011; Rémy-Ruyer et al. 2014; De Vis et al. 2019). For instance, Rémy-Ruyer et al. (2014) find a steeper $D - Z$ relation in their sample of local galaxies. However, the deviation is driven especially by the fewer, widely scattered data at $Z \lesssim 0.1 Z_\odot$.

4 We adopt the standard units used for these quantities: surface star formation [M$_\odot$ kpc$^{-2}$ yr$^{-1}$], [C ii] luminosity [L$_\odot$ kpc$^{-2}$], and gas density [M$_\odot$ kpc$^{-2}$].
of local galaxies\(^5\). The second one is the Kennicutt–Schmidt relation (Kennicutt et al. 1998, hereafter, KS). The “burstiness parameter” \(\kappa\), quantifies the single sources deviations (upwards for starbursts, and downwards for quiescent galaxies, see Heiderman et al. 2010; Ferrara et al. 2019) from the average relation. Finally, eq. 4 is equivalent to the definition \(\alpha_{\text{CII}} = M_{\text{gas}}/L_{\text{CII}}\) under the assumption that [C II] is spatially extended as the gas.

We combine eq. 2-4 into the following one,

\[
\alpha_{\text{CII}} = \frac{11.3}{\kappa_s} y^{0.36} \frac{\Sigma_{\text{SFR}}}{L_\odot}. \tag{5}
\]

This relation shows that satisfying the DL and KS relations at the same time implies that \(\alpha_{\text{CII}}\) cannot be constant. It must depend on the SFR and its mode (burst vs. quiescent). At a fixed SFR, galaxies with large \(\kappa_s\) values (starbursts) have a lower \(\alpha_{\text{CII}}\) and therefore can produce a larger [C II] luminosity per unit gas mass. The same is true if \(\kappa_s\) is fixed and the SFR is larger. In high star formation regimes the more efficient [C II] emission might depend on a more intense radiation field or higher gas density (Ferrara et al. 2019; Pallottini et al. 2019).

2.2.1 Modification at high-\(z\)

As we approach the Epoch of Reionization (EoR) a precise assessment of the KS relation becomes very difficult. If \(z\) is not observable at \(z > 4\), and typical H\(_2\) tracers (CO and dust) suffer from severe limitations\(^6\). Hence \(\Sigma_{\text{gas}}\) is not reliably measurable. So far there is considerable evidence that FIR-detected galaxies at \(z > 5\) are strong UV emitters\(^7\) with large SFRs, i.e. they are most likely starbursts (\(\kappa_s \gg 1\), see e.g. Vallini et al. 2020; Vallini in prep.).

The validity of the DL relation might also be questioned at high-\(z\). Most studies agree that this relation is still valid at \(z > 4\), although its scatter is - 2 times larger than the local one (Carniani et al. 2018b; Carniani et al. 2018a; Matthee et al. 2019; Schaerer et al. 2020a). However, in extreme cases (SFR\(< 30 - 50 M_\odot/yr \) or \(z > 8\)) high-\(z\) sources have been found to deviate more than 2\(\sigma\) from the local DL relation, being systematically below the latter (Pentericci et al. 2016; Knudsen et al. 2016; Bradač et al. 2017; Matthee et al. 2019; Laporte et al. 2019).

Recently, Carniani et al. (2020) showed that EoR galaxies lay on the slightly different (w.r.t. the one in eq. 2) DL relation appropriate for starburst/H II -like galaxies\(^8\):

\[
\Sigma_{\text{SFR}} = 10^{-7.06} y^2 \Sigma_{\text{CII}} \quad \text{(DeLooze relation/starbursts).} \tag{6}
\]

once that obscured fraction of the SFR is appropriately included in \(\Sigma_{\text{SFR}}\). The factor \(y = r_{\text{CII}}/r_{T}\) is introduced since there is growing evidence that at \(z > 4\) [C II] emission is more extended than UV emission (1.5 \(\lesssim y \lesssim 3\) at \(z > 4\), e.g. Carniani et al. 2017, 2018a; Matthee et al. 2017, 2019; Fujimoto et al. 2019, 2020; Ginolfi et al. 2020; Carniani et al. 2020). The origin of a such extended [C II] structure is still debated. Current explanations range from emission by a) outflow remnants in the Circum Galactic Medium (CGM, see e.g. Maiolino et al. 2015b; Vallini et al. 2015; Galleroni et al. 2017; Fujimoto et al. 2019; Pizzati et al. 2020; Ginolfi et al. 2020), b) CGM gas illuminated by the galaxies strong radiation field (Carniani et al. 2017; Carniani et al. 2018b; Fujimoto et al. 2020), to c) actively accreting satellites (Pallottini et al. 2017a; Carniani et al. 2018a; Matthee et al. 2019).

By combining eq. 6 with eqs. 3 and 4, we derive the high-\(z\) conversion factor

\[
\alpha_{\text{CII}} = \frac{32.47}{\kappa_s} y^2 \frac{\Sigma_{\text{SFR}}}{L_\odot}. \tag{7}
\]

Using the DL relation for starbursts, independently on the chosen factor \(y\), results in a rescaling upwards of \(\alpha_{\text{CII}}\) at high-\(z\) with respect to \(z \approx 0\). The dependence on \(\Sigma_{\text{SFR}}\) and \(\kappa_s\) is almost unchanged. Additionally, at a fixed SFR and \(\kappa_s\), galaxies with lower \(y\) (less extended [C II] emission) have a lower \(\alpha_{\text{CII}}\), i.e. a larger [C II] luminosity per unit gas mass.

2.3 DUST TEMPERATURE

We assume an optically thin, single-temperature, grey-body approximation. The dust continuum flux \(F_\nu\) observed against the CMB at rest-frame frequency \(\nu\) can be written as (see e.g. Da Cunha et al. 2013; Kohandel et al. 2019)

\[
F_\nu = g(\nu) M_d k_d \left( T_{\text{CMB}} - T_{\nu} \right), \tag{8}
\]

where \(g(\nu) = (1 + \nu/\kappa_\nu) d\nu/d\nu\) is the luminosity density to redshift \(z\), \(k_d\) is the dust opacity, \(B_\nu\) is the black-body spectrum, and \(T_{\text{CMB}}(\nu)\) is the CMB temperature\(^9\) at redshift \(z\).

At wavelengths \(\lambda > 20\mu m\), \(k_d\) can be approximated as (Draine 2004)

\[
\kappa_d = \kappa_\nu \left( \frac{\nu}{\nu_*} \right)^{\beta}, \tag{9}
\]

where the choice of \((\kappa_\nu, \nu_*, \beta)\) depends on the assumed dust properties. We consider Milky Way-like dust, for which standard values are \((\kappa_\nu, \nu_*, \beta) = (52.2 \text{ cm}^2\text{g}^{-1}, 2998 \text{GHz}, 2)\), see Dayal et al. (2010). We also account for the fact that the CMB acts as a thermal bath for dust grains, setting a lower limit for their temperature. We correct \(T_{\text{CMB}}\) for this effect, following the prescription\(^10\) by Da Cunha et al. (2013).

\(^{5}\) For details on the DGS sample see Sec. 3

\(^{6}\) Observing CO transitions becomes challenging due to the larger cosmological distance of sources, and lower contrast against the Cosmic Microwave Background (CMB, see e.g. Da Cunha et al. 2013). This also makes dust emission observations more difficult at high-\(z\). This is particularly true in the presence of cold dust nearly in equilibrium with the CMB (Da Cunha et al. 2013). Most importantly, the impossibility to simultaneously constrain \(M_d\) and \(T_{\text{CMB}}\) due to the few available data points, results in very large uncertainties on \(M_d\), and therefore \(M_{\text{gas}}\).

\(^{7}\) This might, however, be due to an observational bias. Indeed, most high-z ALMA targets have been selected from UV observations (i.e. by construction they are strong UV emitters). There are few exceptions represented by the (sub)mm-selected targets, as in the surveys ASPECS (Walter et al. 2016) and SPT (Weiß et al. 2013).

\(^{8}\) Which is also provided in De Looze et al. 2014

\(^{9}\) \(T_{\text{CMB}}(z) = T_{\text{CMB}}(1 + z), \) with \(T_{\text{CMB}} = 2.7255 \text{ K} \) (Fissel 2009)

\(^{10}\) \(T_{\text{SED}} = T_{\text{CMB}}(1 + z)^2 + T_{\text{CMB}}(1 + z)^2 \beta + 11^{1/14} - 1\). In the following, we drop the apex from the dust temperature symbol for better readability. It is then intended we always refer to the CMB-corrected dust temperature.
Eq. 8 has two parameters, $M_d$ and $T_{d,\text{SED}}$. [C ii] observations can be used to determine $M_d$:

$$M_d = D M_{\text{tot}} = D \alpha_{\text{CII}} L_{\text{CII}}.$$  

We substitute in eq. 8 and specialize to the [C ii] line frequency $\nu_0 = 1900.54$ GHz. We thus introduce the [C ii]-based dust temperature $T_{d,\text{CII}}$, defined as the solution of

$$F_{\nu_0} = g(\nu) D \alpha_{\text{CII}} L_{\text{CII}} \kappa_0 [B_{\nu_0}(T_{d,\text{CII}}) - B_{\nu_0}(T_{\text{CMB}})].$$  

We can re-write this equation in a more compact form, yielding the explicit expression for $T_{d,\text{CII}}$:

$$T_{d,\text{CII}} = \frac{T_0}{\ln(1 + f^{-1})},$$  

where $T_0 = h \nu_0 / k = 91.86$ K is the temperature corresponding to the [C ii] transition energy ($k$ and $h$ are the Boltzmann and Planck constants). We have defined:

$$f = B(T_{\text{CMB}}) + A^{-1} F_{\nu_0},$$  

where $B(T_{\text{CMB}}) = \exp(T_0 / T_{\text{CMB}}) - 1)^{-1}$. The non-dimensional continuum flux $\tilde{F}_{\nu_0}$ and the constant $A$ are defined as

$$\tilde{F}_{\nu_0} = \frac{F_{\nu_0}}{2k_0 T_0} = 0.98 \times 10^{-16} \left( \frac{F_{\nu_0}}{\text{mJy}} \right),$$  

$$A = g(\nu) \alpha_{\text{CII}} D L_{\text{CII}} \kappa_0 = 5.2 \times 10^{-34} \left[ \frac{g(\nu)}{g(6)} \right] \left( \frac{L_{\text{CII}}}{L_{\odot}} \right) \left( \frac{\alpha_{\text{CII}}}{\alpha_{\text{CII}}^{\odot}} \right) D.$$  

Clearly, if $\tilde{F}_{\nu_0}(A > B(T_{\text{CMB}}))$ the CMB effects on dust temperature become negligible.

Eq. 12 can be used to compute $T_{\text{CII}}$ using a single 1900 GHz observation (which provides both $L_{\text{CII}}$ and $F_{\nu_0}$) once one has an estimate for the two parameters $D$ (Sec. 2.1) and $\alpha_{\text{CII}}$ (Sec. 2.2).

2.3.1 Numerical implementation

Writing explicitly the expressions for $D$ and $\alpha_{\text{CII}}$ in eq. 14, we can show that $T_{d,\text{CII}}$ is ultimately a function of the following parameters ($\kappa_0$, $\tilde{F}_{\nu_0}$, $Z$, $\Sigma_{\text{SFR}}$, $L_{\text{CII}}$). For local galaxies, all these quantities are well constrained by observations. In practice we solve eq. 12 performing a random sampling of these parameters around the measured values, within the uncertainties. Differently, at high-$z$ $\kappa_0$ is largely unknown\footnote{At high-$z$ we also introduce the parameter $\gamma$. This is often well constrained by observations.}. Hence we consider a broad random uniform distribution for this parameter.

To constrain $T_{d,\text{CII}}$ at high-$z$, we add the following physical conditions:

(i) $M_d$ does not exceed the largest dust mass producible by supernovae (SNe), $M_{d,\text{max}}$. To quantify $M_{d,\text{max}}$ we take a metal yield constraint $Y_2 < 2 M_\odot$ per SN, and assume that all the produced metals are later included in dust grains. Then:

$$M_{d,\text{max}} = Y_2 Y_{SN} M_*.$$  

where $Y_{SN} = (53 M_\odot)^{-1}$ is the number of SNe per solar mass of stars formed for a standard Salpeter 1-100 $M_\odot$ IMF (Ferrara & Tolstoy 2000).

(ii) $SFR_{\text{IR}} \sim 10^{-10} L_{\text{IR}}$ (Kennicutt et al. 1998), does not exceed the total measured SFR. This directly relates to the dust mass and temperature as $L_{\text{IR}} = M_d (T_{d,\text{SED}}/6.73)^6$ (Dayal et al. 2010).

$T_{d,\text{CII}}$ solutions not satisfying (i) and (ii) are discarded. These conditions result in a lower (upper) cut for very cold (hot) dust temperatures corresponding to unphysically large dust masses (FIR luminosity and SFR). This allows us to effectively constrain $T_{d,\text{CII}}$ at high-$z$ despite the lack of information on $\kappa_0$.

3 LOCAL TESTING

We have selected 19 local galaxies for which the needed data are available: (a) $\kappa_0$, (b) redshift, (c) metallicity, (d) total SFR and $\Sigma_{\text{SFR}}$, (e) total $L_{\text{CII}}$. (f) at least two FIR continuum detections, one of which at $\nu_0$. These galaxies are drawn from the following catalogs\footnote{Other local samples, such as KINGFISH (Kennicutt et al. 2011) and GOALS surveys (Chu et al. 2017), lack one of the required data (total [C ii] luminosity and metallicity, respectively).}:

- Dwarf Galaxy Survey (DGS, see e.g. De Looze et al. 2014; Madden et al. 2014, 2020): targeting a total of 50 local dwarf galaxies, whose [C ii], [O i] and [O iii] line emission are mapped with the Hershel Space Observatory;
- Lyman Alpha Reference Sample (LARS, see e.g. Hayes et al. 2014; Ostlin et al. 2014): consisting of 14 low-redshift ($z = 0.03 - 0.2$) mildly starbursting systems observed in multiple bands with HST. This sample was intended as a local laboratory for the study of Lyz, which is one of the dominant lines used to characterise high-$z$ sources;
- The complete database of the Hershel/Photoconductor Array Camera and Spectrometer (PACS, see Fernandez-Ontiveros et al. 2016), a coherent database of spectroscopic observations of FIR fine-structure lines (in the range $10 - 600$ µm) collected from the Herschel/PACS spectrometer archive for a local sample of 170 Active Galactic Nuclei (AGNs), 20 starburst, and 43 dwarf galaxies.

The selected galaxies and their properties are reported in Tab. 1. Hereafter we refer to these galaxies as the local sample.

The DL relation (eq. 2) has been derived from a portion of this same sample and therefore is nearly satisfied by construction. The galaxies in the local sample also follow the KS relation with a scatter consistent with that of local spirals and starbursts ($0.1 \leq z \leq 5.9$, see Fig. 1, left panel). We compare the value of $\alpha_{\text{CII}}$ resulting from eq. 5 with the ratio $M_{d,\text{max}} / L_{d,\text{CII}}$ derived from observations (Fig. 1, right panel). We find $0.7 \leq \log \alpha_{\text{CII}} \leq 3.2$. The predicted $\alpha_{\text{CII}}$ are consistent with the data at $\lesssim 1.5 \sigma$, although there are significant uncertainties.

Finally, we compare $T_{d,\text{CII}}$ and $T_{d,\text{SED}}$. For the local sample galaxies we deduce $T_{d,\text{SED}}$ from the following equation:

$$\frac{F_{\nu_1}}{F_{\nu_2}} = \frac{\kappa_{\nu_1} [B_{\nu_1}(T_{d,\text{SED}}) - B_{\nu_1}(T_{\text{CMB}})]}{\kappa_{\nu_2} [B_{\nu_2}(T_{d,\text{SED}}) - B_{\nu_2}(T_{\text{CMB}})].}$$  

MNRAS 000, 1–14 (0000)
Dust temperature in high-z galaxies

Figure 1. Left panel: Measured $\Sigma_{\text{SFR}}$ vs. $\Sigma_{\text{gas}}$ of our local sample. We associate to each galaxy an ID number which will be used in the following plots. The dashed blue line represents the KS relation (eq. 3) and the blue shaded region its intrinsic scatter. Also shown for reference are a number of local spirals (black triangles, Kennicutt 1998) and starbursts (black stars, Kennicutt 1998). We distinguish each galaxy in our local sample with a different colour and identify them in the legend with their IDs as in Tab. 1. We also differentiate the three sub-samples with a different shape: a (star), b (square), and c (triangle, all references are the same as in Tab. 1). We note galaxies in the local sample are consistent within errors with the KS relation. Right panel: $[\text{C}\ II]$ conversion factor computed from eq. 5 vs. the observed $\log(M_{\text{gas}}/L_{\text{CII}})$ for the same galaxies as in the left panel. The solid symbols correspond to the value of $\alpha_{\text{CII}}$ obtained considering for each galaxy the $\kappa_s$ value computed from the measured $\Sigma_{\text{SFR}}$ and $\Sigma_{\text{gas}}$. The dotted dashed black line is the bisector, i.e. it represents the relation $\log \alpha_{\text{CII}} = \log(M_{\text{gas}}/L_{\text{CII}})$. The fact that the points are lay within $\pm 1.5\sigma$ from the bisector shows that eq. 2.2 gives a good estimate of the observed gas mass-to-$[\text{C}\ II]$ luminosity ratio.

Figure 2. Comparison between $T_{\text{d,CII}}$ (from eq. 12) and $T_{\text{d,SED}}$ (from eq. 16) in our local template sample of galaxies (see Tab. 1 for the properties of each galaxy corresponding to the ID in legend). The dotted dashed grey line represents the relation $T_{\text{d,CII}} = T_{\text{d,SED}}$ and the shaded area a deviation from the equality of $\pm 20\%$.
Properties of galaxies included in our benchmark local sample. For the data without specified uncertainty, we consider a relative error as a conservative choice.
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13 We select these frequencies to avoid PAH contamination present at wavelengths $\lesssim 20$ $\mu$m. For ID10 we take $v_2 = 2998$ (100 $\mu$m) since observations at the above mentioned frequencies are not available.

14 For all the sources where multiple continuum observations are available we also computed the full SED fitting. We find $T_{\text{SED}}$ values fully consistent with that obtained from continuum fluxes ratio.
2010). Recently, Vallini et al. (2020) for the mildly star-bursting COS-3018 at \( z = 6.854 \) found \( \kappa_c \sim 3 \), applying the \([\text{C } \text{n}]\)-emission model given in Ferrara et al. (2019). Applying the same method to B14-65666 and MACS0416-Y1 Vallini in prep. finds very large values 30 \( \leq \kappa_c \leq 140 \). Hence, we conservatively choose a random uniform distribution in the range 10 \( < \kappa_c < 100 \) for these two sources.

Using eq. 7 we compute the coefficient \( \alpha_{\text{CII}} \). We find, \( \alpha_{\text{CII}} = 5.1^2 \) for SPT 0418-47, which is consistent with the recent estimate by Rizzo et al. (2020) of \( M_{\text{CII}} / L_{\text{CII}} \sim \alpha_{\text{CII}} = 7 \pm 1 \). We derive \( \alpha_{\text{CII}} = 2.2^2 \) for B14-65666, and \( \alpha_{\text{CII}} = 2.2^2 \) for MACS0416-Y1. We note that these values are lower than the average \( \alpha_{\text{CII}} \) values found locally (\( \sim 0 \), see e.g. Fig. 1). This might indicate a trend of less efficient \([\text{C } \text{n}]\) emission per unit gas mass at higher redshift.

We now compare the \( T_{\text{ACII}} \) estimated by our model with the \( T_{\text{ACII}} \) from the SEDs. We summarise our findings and compare with literature data in Tab. 3. For SPT 0418-47 we derive \( T_{\text{ACII}} = 49^\circ \) K that is consistent, within the error, with the \( T_{\text{ACII}} \) from the SED fitting by Strandet et al. (2016) (\( T_{\text{ACII}} = 45 \pm 2 \) K). Recently Reuter et al. (2020) derived a slightly higher dust temperature \( T_{\text{ACII}} = 58 \pm 11 \) K for this source, which is still consistent with our result\(^\text{15}\). Although the uncertainty of our \( T_{\text{ACII}} \) is larger than the one of \( T_{\text{ACII}} \) this is somewhat expected. The SED for SPT 0418-47 is well constrained, featuring data points on both sides of the FIR spectrum. On the other hand, the metallicity of the source is very uncertain, 0.3 \( \leq Z/Z_\odot \leq 1.3 \) and this affects directly the error on our \( T_{\text{ACII}} \).

For B14-65666 we find \( T_{\text{ACII}} = 61^\circ \) K. This value is consistent with \( T_{\text{ACII}} = 48 \sim 61 \) K which is inferred considering 1.5 \( < \beta < 3.0 \) (Hashimoto et al. 2019). For MACS0416-Y1 (Tamura et al. 2019; Bakx et al. 2020) we consider the upper limit on \( F_{\text{CII}} \) recently derived by Bakx et al. (2020). Interestingly \( T_{\text{ACII}} \) in eq. 12 decreases with \( f = F_{\text{CII}} \). Hence, for this galaxy we provide an upper limit for the \([\text{C } \text{n}]\) derived dust temperature: \( T_{\text{ACII}} \leq 82^\circ \) K. Very hot dust temperatures \( T_{\text{ACII}} > 120 \) K are excluded thanks to the condition on SFR\(_{\text{FIR}}\) (see Sec. 2.3.1)\(^\text{16}\). This result is particularly relevant as Bakx et al. (2020) obtained only a lower limit for the dust temperature \( T_{\text{ACII}} \sim 80 \) K. By combining the two results we can constrain the dust temperature of MACS0416-Y1 in the range \( T_{\text{ACII}} \sim 80 \sim 98 \) K.

In conclusion, with our method, we can provide dust temperature estimations comparably accurate as that obtained from the traditional SED fitting with multiple bands data out to \( z = 8.31 \). This is very encouraging, as for the single high-z sources targeted by large programs, only single band measurements are generally available. Hence, commonly used SED fitting is not applicable without some underlying restrictive assumption on \( T_{\text{ACII}} \). Our method can be used in these cases to improve the accuracy of the interpretation of FIR observations, and derive dust and galaxies properties.

| Galaxy        | \( z \) | \( F_{\text{CII}} \) | \( Z \) | \( \log \Sigma_{\text{FIR}} \) | \( L_{\text{CII}} \) | \( \kappa_c \) | \( y = r_{\text{CII}}/r_\star \) | \( M_\star \) |
|--------------|-----|---------|-----|----------------|---------|--------|----------------|---------|
| SPT0418-47\(^a\) | 4.23 | 1.38 ± 0.25 | 0.30 – 1.30 | 1.72 | 19.9 ± 1.5 | 9 | 1.5 | 120.0 ± 15.0 |
| B14-65666\(^b\) | 7.15 | 0.13 ± 0.03 | 0.40 ± 0.30 | 1.32 | 11.0 ± 1.4 | 1.4 ± 0.4 | 7.7 |
| MACS0416-Y1\(^c\) | 8.31 | < 0.20 | 0.16 | 1.16 | 1.4 ± 0.2 | 1.2 ± 0.4 | 2.0 |

\( \text{Table 2. Properties of our high-z template sample of galaxies. We underline that for the data where the uncertainty is not given we consider a 30% relative error which is a conservative choice given the other available data. References: } ^a\text{Bothwell et al. (2017); De Breuck et al. (2019); Reuter et al. (2020); Rizzo et al. (2020). Here we show the intrinsic values, which are obtained by dividing by the magnification factor of the source } \mu = 32.7 \text{ (De Breuck et al. 2019); } ^b\text{Hashimoto et al. (2019), and } ^c\text{Bakx et al. (2020).} \)

\(^\text{15}\) Reuter et al. (2020) left \( \lambda_\star = 100 \) \( \mu\)m as an additional free parameter in the SED fitting (see also Spilker et al. 2016, for a detailed discussion), which resulted in a larger \( (\times 4) \) uncertainty along side a raise in the dust temperature. The fewer FIR data currently available at very high-\( z \) do not allow for the application of a similar fitting procedure on a large scale. Hence, at the current stage a simpler grey-body (as in Strandet et al. 2016) with little variation in the dust properties is uniformly applied, leading to pretty consistent \( T_{\text{ACII}} \) derivations for different sources.

\(^\text{16}\) Without the condition on SFR\(_{\text{FIR}}\) dust temperatures as large as \( T_{\text{ACII}} \sim 130 \) K would be reached. In part, this is a consequence of the very large uncertainty \( (\sim 80\%) \) on the already low metallicity of this galaxy \( (Z = 0.2 Z_\odot) \). Indeed for a fixed flux \( F_{\text{CII}} \), \( T_{\text{ACII}} \) diverges as the metallicity \( Z \rightarrow 0 \) as this is equivalent to \( M_\star \rightarrow 0 \), see eq. 10.
Figure 3. Recovered distribution of $T_{d, CII}$ as a function of $M_d$ for the galaxies in our high-$z$ template sample (same order as in Tab. 2). The contours show the (16, 50, 84) percentiles of the distribution. The median value is represented by the purple square (alongside its 16 and 84 percentiles marked by the error bars). We also show the temperature (right) and mass (top) PDFs. The upper limit on the dust mass, computed through eq. 15, is shown by the vertical black dot-dashed line in each panel.
The dependence of $\alpha_{\text{CII,mod}}$ on $\Sigma_{\text{SFR}}$ is extremely weak, in contrast with $\alpha_{\text{CII}} \propto \Sigma_{\text{SFR}}^{0.3}$ (total gas conversion coefficient, see Sec. 2.2). We can understand this result in physical terms as both H$_2$ and [C ii] emission trace closely ongoing star formation. Since both $\Sigma_{\text{H}_2}$ and $\Sigma_{\text{CII}}$ scale almost linearly with $\Sigma_{\text{SFR}}$, their ratio is virtually independent of this quantity. Instead, the total gas reservoir is less sensitive to star formation (see eq. 3). Therefore in the ratio $\Sigma_{\text{H}_2}/\Sigma_{\text{CII}}$ the dependence on $\Sigma_{\text{SFR}}$ does not cancel out.

Most recent results by Walter et al. (2020) suggest that $t_{\text{dep}}$ is nearly constant above redshift $z > 2$, and then increases slightly from $t_{\text{dep}} \sim 0.4$ Gyr at $z \sim 2$, to $t_{\text{dep}} \sim 0.7$ Gyr at $z = 0$. Substituting these values in eq. 18, we find $\alpha_{\text{CII,mod}} = (12 - 21)\times0.075$. This result is compatible with the measurement of $M_{\text{H}_2}/L_{\text{CII}} = 31^{+31}_{-16} M_{\odot}/L_{\odot}$ derived by Zanella et al. (2018) in a sample of galaxies at $z \sim 0 - 6$. Recently, Dessauges-Zavadsky et al. (2020) found this $M_{\text{H}_2}/L_{\text{CII}}$ ratio to hold also in the [C ii]-detected galaxies at $z \sim 4 - 6$ targeted by the ALPINE survey, albeit with some uncertainties. 19

On average, previous works indicated longer depletion times $t_{\text{dep}} \sim [0.5, 2]$ Gyr both in local and high-$z$ galaxies ($z \sim 6 - 0$, see e.g. Bigiel et al. 2008; Genzel et al. 2010; Daddi et al. 2010; Leroy et al. 2013; Sargent et al. 2014; Genzel et al. 2015; Béthermin et al. 2015; Dessauges-Zavadsky et al. 2015; Schinnerer et al. 2016; Scoville et al. 2017; Saintonge et al. 2017; Dessauges-Zavadsky et al. 2020). Nevertheless, the observed scatter in $t_{\text{dep}}$ is within measurement errors by Zanella et al. 2018. The variation of $\alpha_{\text{CII,mod}}$ is significantly smaller than that of $\alpha_{\text{CII}}$. Already within our limited sample of 23 galaxies, $\alpha_{\text{CII}}$ varies by nearly two orders of magnitude due to its strong dependence on $\Sigma_{\text{SFR}}$ and $\kappa_{\text{s}}$ (see Fig. 1).

5.1 Molecular gas fraction

Armed with the expressions for $\alpha_{\text{CII}}$ (eq. 5) and $\alpha_{\text{CII,mod}}$ (eq. 18) we intend to study the redshift evolution of the ratio $\alpha_{\text{CII,mod}}/\alpha_{\text{CII}} = \Sigma_{\text{H}_2}/\Sigma_{\text{CII}}$. To this aim, since $\alpha_{\text{CII}} \propto \Sigma_{\text{SFR}}^{0.3}$, we need to provide a qualitative prescription for the redshift evolution of the average $\Sigma_{\text{SFR}}(z)$ in normal galaxies.

We consider the cosmic SFR comoving density, $\psi$, derived by Madau & Dickinson (2014) in the range $z = 0.01 - 8$. We combine $\psi$ with the evolution of the effective radius, $r_2 \approx r_0 = 6.9 \times (1 + z)^{1.2}$ kpc, derived by Shibuya et al. (2015) for a HST sample of ~19,000 galaxies at $z = 0 - 10$ to obtain $\Sigma_{\text{SFR}}(z) = \psi/r_2^2$, and the corresponding expression for $\alpha_{\text{CII}}(z)$ from eq. 5.

For simplicity, in computing $\alpha_{\text{CII}}(z)$ we consider $\kappa_{\text{s}} = 1$ as on average we expect most local and low-$z$ galaxies to lie on the KS-relation. In parallel to the result shown in Sec.

---

18 The exponent $-0.3$ is an average value between the $-0.36$ and $-0.29$ found in eq. 5, 7.
19 More precisely, Dessauges-Zavadsky et al. (2020) find a good agreement between molecular gas masses derived from [C ii] luminosities (using the relation by Zanella et al. 2018), dynamical masses, and rest-frame $850 \mu$m luminosities (extrapolated from the rest-frame $158 \mu$m continuum).
20 If $\kappa_{\text{s}} > 1$ the $\Sigma_{\text{H}_2}/\Sigma_{\text{CII}}$ curve is shifted upwards, as we are reducing $\Sigma_{\text{SFR}} \propto \alpha_{\text{CII}} \propto \kappa_{\text{s}}^{-1}$, without affecting $\Sigma_{\text{CII}}$. Hence, at higher redshift deviations are expected to occur due to the burstiness of galaxies.
5, we write $\alpha_{\text{CII}}(z) = (12 - 21) \Sigma_{\text{sfr}}^{-0.075}$. We can then compute the ratio:

$$f_{H_2}(z) \equiv \frac{\Sigma_{H_2}}{\Sigma_{\text{gas}}} = \alpha_{\text{CII}} - \left( \frac{\Sigma_{\text{sfr}}}{M_\odot \text{kpc}^{-2} \text{yr}^{-1}} \right)^{0.225}$$  \hspace{1cm} \text{(19)}$$

The redshift evolution of the molecular fraction in galaxies has been experimentally determined by Walter et al. (2020) from observations\(^1\) of molecular, $\rho_{H_2}$, and atomic, $\rho_{\text{HI}}$, gas densities at $z \leq 4$. In Fig. 4 we show the comparison of $f_{H_2}(z)$ with the observed redshift evolution of the empirical $\rho_{H_2}/(\rho_{\text{HI}} + \rho_{\text{HI}})$ ratio.

The two approaches yield a pretty consistent evolution trend, albeit they are both affected by large uncertainties. We find that on average $f_{H_2}(z)$ increases by a factor of $\sim 2$ from $z = 0.01$ to $z = 1$, in agreement with the trend found by Walter et al. (2020) ($\sim 1.7 - 3.6$). However, at $z > 1$ the two trends might be different, as we predict a possible further increase in $f_{H_2}(z)$. This can be due to (a) a further increase in the $M_{H_2}/M_{\text{gas}}$, and/or (b) an increase in the ratio $r_{\text{gas}}/R_{H_2}$. The first case seems to be disfavoured by theoretical studies (see e.g. Davé et al., 2017), as both the $H_2$ and $HI$ evolution become steeper with redshift at fixed stellar mass. The second possibility is instead suggested by recent works showing the presence of $[\text{C} \ II]$ emission at high-$z$ around $\times 1.5 - 3$ times more extended than the stellar (and possibly molecular) mass (see e.g. Carniani et al. 2017, 2018a; Fujimoto et al. 2019, 2020; Ginolfi et al. 2020; Carniani et al. 2020). Clarifying this uncertainty is crucial as the assumption that $f_{H_2} \approx 1$ at high-$z$ is widely used to derive molecular gas masses from dynamical (Daddi et al. 2010; Genzel et al. 2010; Dessauges-Zavadsky et al. 2020) and dust (Scoville et al. 2016; Dessauges-Zavadsky et al. 2020) masses.

6 SUMMARY AND CONCLUSIONS

We have proposed a novel method to derive the dust temperature in galaxies, based on the combination of continuum and $[\text{C} \ II]$ line emission measurements, which breaks the SED fitting degeneracy between dust mass and temperature. The method allows constraining $T_d$ from a single band observation at 1900 GHz (rest-frame). We conveniently provide analytic expressions in eq. 12 for a direct application.

Besides, the same method offers a physical explanation for the empirical relation found by Zanella et al. (2018) between $[\text{C} \ II]$ luminosity and molecular gas. We also derive the relationship between total gas surface density and $[\text{C} \ II]$ surface brightness, $\Sigma_{\text{gas}} = \alpha_{\text{CII}} \Sigma_{\text{CII}}$. By combining such relations we predict the redshift evolution of the molecular gas fraction defined here as $\Sigma_{H_2}/\Sigma_{\text{gas}}$.

We summarise our main findings below:

- Dust temperature from $[\text{C} \ II]$ data at high-$z$: using a single band observation, with our method, we can constrain the dust temperature as well as with the commonly used...
Dust temperature in high-\(z\) galaxies

SED fitting in multiple bands. We recover dust temperatures consistent with literature data (within 1\(\sigma\)) out to redshift \(z = 8.31\);

- **Gas-to-[C II] luminosity relation**: the total gas conversion coefficient \(a_{\text{CII}}\) strongly depends on the SFR surface density \((\sim \Sigma_{\text{SFR}}^{1/2})\) and the burstiness of galaxies (see eq. 5). When computing the analogouss conversion factor for the molecular gas \(a_{\text{CII,\text{mol}}}\), we find that the dependence on \(\Sigma_{\text{SFR}}\) nearly cancels out, hence \(a_{\text{CII,\text{mol}}} = \text{const.}\) (see eq. 18);

- **Molecular gas fraction**: we find that \(f_{\text{H}_2}(z)\) on average increases with \(z\) by a factor \(\approx 2\) from \(z = 0.01\) to \(z = 1\). This is consistent with the trend observed by Walter et al. (2020).

We predict a possible further increase at \(z > 1\). This could be caused by a rise of the \(\text{H}_2\) content, and/or a change in the relative extension of \(\text{H}_2\) and H\(i\) gas.

Assuming a dust temperature, as usually done in high-\(z\) galaxy observations analysis, introduces large uncertainties on the derived dust masses, infrared luminosities, and star formation rates (see also e.g. Sommovigo et al. (2020) for a detailed discussion). Our method can improve the reliability of the interpretation of [C II] and continuum observations from ALMA and NOEMA. This is particularly relevant in the context of recent ALMA large programs targeting [C II] emitters at high-\(z\), such as ALPINE (Le Fèvre et al. 2019; Schaerer et al. 2020b; Bethermin et al. 2020; Schaerer et al. 2020a), REBELS (PI: Bouwens), and others. With future instruments such as JWST, providing more accurate metallicity measurements, it will be possible to improve current estimates of the dust-to-gas ratios at high-\(z\). This will further enhance the precision of our dust temperature determinations.
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APPENDIX A: HINTS FROM SIMULATIONS

The method developed in this paper can reliably determine the dust temperature in a galaxy for which only a single simultaneous observation for the [C II] line and underlying continuum is available. This value corresponds to the canonical temperature, \(T_{\text{SED}}\), that one would normally define from fitting the SED with a single temperature grey body formula. As already mentioned, \(T_{\text{SED}}\) does not necessarily correspond to the physical dust temperature which instead is distributed according to a given Probability Distribution Function (PDF, see e.g. Behrens et al. 2018; Sommovigo et al. 2020, Di Maccia et al. in prep.). Hence, it is instructive to understand the relation among \(T_{\text{SED}}\) and the PDF properties.

In the context of theoretical studies, i.e. both analytical models and simulations, the dust temperature PDF is actually available. Various weighting procedures can be applied to this PDF, and then the average can be compared to the observational results. In particular, the most commonly adopted are the mass- (M-weighted) and luminosity-weighted (L-weighted); \(L \propto M_{\text{total}}^{\alpha}\). The M-weighted temperature traces the most abundant cold temperature component; instead, the L-weighted is biased towards hotter but less massive dust component present in star forming regions where it is efficiently heated by the UV emission from newborn stars, see e.g. Behrens et al. 2018; Sommovigo et al. 2020, Di Maccia et al. in prep.). Neither of them is traced by \(T_{\text{SED}}\). Indeed cold dust nearly in equilibrium with the CMB is not observable in emission; hot dust (if present) emits mainly in the MIR, where it is largely responsible for distortions of the single temperature grey body (see e.g. Casey 2012; Casey et al. 2018).

At high-\(z\) such distortion is not observable, as only the long-wavelength part of the SED spectra is currently accessible with ALMA (bands 6, 7, and 8). However, locally, where the whole SED is well sampled, it has been observed and studied by e.g. Casey (2012) within \(z \sim 0\) sub-millimetre galaxies. In light of these considerations, the most appropriate and clean choice when comparing theoretical results with observations is to perform a single temperature grey-body fit to the simulated SEDs in order to consistently obtain \(T_{\text{SED}}\). In Fig. A1 we show the result of applying this procedure to the SED of the simulated \(z \sim 6.7\) galaxy Zinnia (a.k.a. serra05:s46:h0643) from the SERRA simulation suite.

Full details on SERRA simulations are given in Pallottini et al. in prep, and can be summarized as follows. Simulations zoom in on the evolution of \(M_\odot \sim 10^{10} M_\odot\) galaxies from \(z = 100\) to \(z = 6\) with a mass (spatial) resolution of the order of \(10^{4} M_\odot\) (30 pc at \(z = 6\))\(^{22}\), [C II] emission is obtained by post-processing using grids of CLOUDY (Ferland et al. 2017) models accounting for the internal structure of molecular clouds (Vallini et al. 2017; Pallottini et al. 2019). Additionally, SKIRT (Baes & Camps 2015; Camps & Baes 2015) is used to obtain UV and dust continuum emission, with a setup similar to Behrens et al. (2018).

\(^{22}\) The simulation adopts a multi-group radiative transfer version of the hydrodynamical code RAMSES (Teyssier et al. 2013; Rosdahl et al. 2013) that includes thermochemical evolution via KROME (Grassi et al. 2014; Bovino et al. see 2014; Pallottini et al. see 2017b, for the network and included processes), which is coupled to the evolution of radiation (Pallottini et al. 2019; Decataldo et al. 2020). Stellar feedback includes SN explosions, OB/AGB winds, and both in the thermal and turbulent form (see Pallottini et al. 2017a, for details).
Figure A1. SED for the simulated galaxy Zinnia (serra05:s46:h0643, black solid line) extracted from the SERRA simulation suite. The dotted-dashed lines show the curves obtained through a single temperature grey body fitting of the SED, with the two following methods: (a) a canonical SED fitting performed considering the three red “data points” in ALMA bands 6, 7, 8 (red line, $T_{d, SED}^{p}$); (b) same as (a) but considering the full (i.e. MIR and FIR) galaxy SED (blue line, $T_{d}$); (c) the method presented in this work; it uses a single continuum observation and the [C II] emission (green line, $T_{d, CII}^{p}$). The shaded regions mark the ALMA bands 6 to 8. Subplot: comparison among the above dust temperatures values, the luminosity- (orange), and mass-weighted (blue) dust temperature PDFs derived for Zinnia. The PDFs mean values ($\langle T_{d} \rangle_{L}$ and $\langle T_{d} \rangle_{M}$) are indicated by dashed lines. See text for a detailed discussion.

The main properties of Zinnia are summarised in Tab. A1. We proceed to compute and compare the following temperatures:

- $T_{d}$: dust temperature obtained from fitting the full (i.e. MIR and FIR) galaxy SED with a single-T grey-body;
- $T_{d, SED}^{p}$: dust temperature obtained from fitting the galaxy SED at the frequencies corresponding to ALMA band 6, 7, 8 with a single-T grey-body;
- $T_{d, CII}^{p}$: dust temperature obtained with our method combining a single continuum data at 1900 GHz (rest-frame) with the [C II] line emission data, as described in Sec. 4;
- $\langle T_{d} \rangle_{M}$: M-weighted dust temperature;
- $\langle T_{d} \rangle_{L}$: L-weighted dust temperature.

We underline that in all these computations, as in the rest of the paper, we keep the dust emissivity index fixed to $\beta_{d} = 2.0$. Such an assumption is reasonable as this is close to the emissivity index retrieved from the simulation ($\beta_{d} = 1.7 - 2.0$).

### Table A1. Properties of our high-$z$ simulated galaxy Zinnia (a.k.a. serra05:s46:h0643). We note that the parameter $y = r_{CII}/r_{\star} = 1.0$ is selected by definition, i.e. we only consider the emission coming from the central ~1.5 kpc region.

| Galaxy  | $z$  | $F_{\nu}$ [µJy] | $\log \Sigma_{\text{SFR}}$ [M$_{\odot}$ yr$^{-1}$ kpc$^{-2}$] | $L_{\text{CII}}$ [10$^{8}$ L$_{\odot}$] | $y = r_{\text{CII}}/r_{\star}$ | $M_{\star}$ [10$^{9}$ M$_{\odot}$] |
|---------|-----|-----------------|---------------------------------|-----------------|-----------------|-----------------|
| Zinnia  | 6.6847 | 2.81 ± 0.07 | 0.07 | 2.56 | 2.05 | 4.29 | 1.00* | 2.19 |

### Table A2. Comparison between the properties predicted with our method (“This work”), and derived through a single temperature grey-body fitting of the simulated flux in ALMA band 6, 7, 8 of galaxy serra05:s46:h0643. In the SED fitting procedure, we keep the dust emissivity index fixed at $\beta = 2.0$, as in our analytical method, and consider a 1% uncertainty on all the galaxy properties derived from the simulation and listed in Tab. A1. We underline that our predictions correspond to $T_{d, CII}$.

| Galaxy | $a_{\text{CHLue}}$ | $T_{d, SED}$ [K] | $M_{d}$ [10$^{5}$ M$_{\odot}$] | $\gamma_{d}$ [10$^{-3}$ M$_{\odot}$/SN] |
|--------|-----------------|-----------------|-----------------|-----------------|
| serra0643 | 8.9 | 62 ± 2 | 2.0 ± 0.8 | - |
| **This work** | 8.76 ± 0.07 | 63.4 ± 0.5 | 1.94 ± 0.03 | 4.67 ± 0.06 |
Dust temperature in high-z galaxies

see Behrens et al. (2018) for the Radiative Transfer details). Hence, the free parameters in the fitting procedure are the dust temperature and dust mass (40 K ≤ Td ≤ 200 K, and 10^3 M⊙ ≤ M_d ≤ 10^4 M⊙).

All these temperatures are compared in the subplot in the upper left corner of Fig. A1. Our method gives a dust temperature value T_{d,45} = 63 ± 0.5 K, consistent with the result that one obtains with the usualSED-fitting technique using three points corresponding to the available ALMA bands at this redshift, T_{d,45} = 62 ± 2 K. For this galaxy, the value of T_{d,45} > T_{d,1} is also consistent with the M-weighted temperature, (T_d)_M = 61 K. Instead both (T_d)_1 = 117 K and T_d = 84 K are larger than the previous values as they are more sensitive to the small amount of dust with physical temperatures up to 150 K (see the L-weighted PDF in the subplot of Fig. A1).

This comparison shows that the single-T approximation often used might lead to a misinterpretation of the physical properties of the galaxy depending directly on T_d. Moreover, whenever theoretical studies and observations are compared, it is necessary to pay particular attention to the definition of the dust temperature used and to the fitting procedure. We suggest that a uniform, meaningful comparison is best performed using either T_{d,45} or, as we propose here, T_{d,1}, when only a single measurement is available. It is very reassuring that the two procedures yield essentially the same result. These quantities can be also easily derived from the simulated spectrum, and readily compared with data.
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