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Abstract

Label-specific features serve as an effective strategy to learn from multi-label data with tailored features accounting for the distinct discriminative properties of each class label. Existing prototype-based label-specific feature transformation approaches work in a three-stage framework, where prototype acquisition, label-specific feature generation and classification model induction are performed independently. Intuitively, this separate framework is suboptimal due to its decoupling nature. In this paper, we make a first attempt towards a unified framework for prototype-based label-specific feature transformation, where the prototypes and the label-specific features are directly optimized for classification. To instantiate it, we propose modelling the prototypes probabilistically by the normalizing flows, which possess adaptive prototypical complexity to fully capture the underlying properties of each class label and allow for scalable stochastic optimization. Then, a label correlation regularized probabilistic latent metric space is constructed via jointly learning the prototypes and the metric-based label-specific features for classification. Comprehensive experiments on 14 benchmark data sets show that our approach outperforms the state-of-the-art counterparts.

Introduction

Multi-label classification deals with the problem where an instance can be associated with multiple labels simultaneously (Zhang and Zhou 2014; Liu et al. 2021). As a learning paradigm that handles objects with multiple semantics, researches on multi-label classification have been widely driven by real-world applications, such as multimedia annotation (You et al. 2020), text categorization (Tang et al. 2020), and bioinformatics analysis (Chen et al. 2017), etc.

The most straightforward strategy for tackling multi-label classification is to induce classification models with the identical representation of an instance. This strategy might be suboptimal as it fails to account for the distinct characteristics of each class label. To improve this, the strategy of label-specific features has been proposed to facilitate the discrimination of each class label by tailoring its own features (Zhang and Wu 2015; Huang et al. 2016; Zhang et al. 2018; Jia, Zhu, and Li 2020; Yu and Zhang 2021). With the basic assumption that the distinct characteristics of each class label can be captured via investigating the underlying properties of the training instances, the seminal work LIFT (Zhang and Wu 2015) proposes a three-stage framework to perform prototype-based label-specific feature transformation: firstly, clustering analysis is performed on positive/negative instances of each class label to obtain its positive/negative prototypes; then, label-specific features are generated via querying distances between the original instances and the prototypes; finally, classifiers are induced with the metric-based label-specific features. Numerous studies have been conducted to improve this three-stage framework by enhancing the process of prototype acquisition (Zhang, Fang, and Li 2015; Zhan and Zhang 2017; Zhang and Li 2021) and label-specific feature generation (Xu et al. 2016; Chen and Zhang 2019; Guo et al. 2019; Lin et al. 2021). However, the three stages still work independently, which might be suboptimal as it has no opportunity to optimize the prototypes and the label-specific features directly for classification.

Figure 1: Intuitive illustration for the necessity of multi-prototype learning for compact latent metric space construction. For clarity, we consider a learning scenario with two labels. Label \(l_1\) is denoted by shape (circle for positive and square for negative). Label \(l_2\) is presented by color (blue for positive and orange for negative). (a) In single-prototype learning case, contradictory forces exist between pairwise clusters. For example, the clusters • and • are simultaneously pulled close and pushed away by label \(l_1\) and label \(l_2\) respectively. (b) In multi-prototype learning case, such contradictory forces are eliminated.
with the same category and away from prototypes with different category\(^1\), thus highly discriminative features specific to each class label can be generated for improved classification. Due to the inherent multi-semantic properties of multi-label data, it is important to learn multiple prototypes for describing positive/negative instances of each class label when constructing such latent metric space. Intuitively, the necessity of multi-prototype learning for compact latent metric space construction is illustrated in Figure 1. Existing works acquire prototypes mainly by performing clustering analysis (Snell, Swersky, and Zemel 2017; Allen et al. 2019), conducting neighbor search (Liu and Tsang 2015; Rastin, Jahromi, and Taheri 2021), maintaining a prototypical memory (Zhen et al. 2020), or directly learning the parameters of prototypes (Shen et al. 2018). Nevertheless, these approaches may either fail to work when the optimal number of prototypes is unknown, or be incompatible with stochastic optimization methods, which makes the label-wise multi-prototype learning challenging.

With the above observations, we present a unified framework for prototype-based label-specific feature transformation, where prototypes and metric-based label-specific features are optimized directly for classification in an end-to-end manner. Following this framework, a novel approach named \(\text{PACA}^\text{A}\), i.e. end-to-end \text{Probabilistic Label-specific feAture} learning for multi-label classification, is proposed. Specifically, normalizing flows (Kobyzev, Prince, and Brubaker 2021) are exploited to conduct probabilistic modelling of prototypes, which can adaptively decide the prototypical complexity in terms of underlying properties of each class label and support stochastic optimization. Inspired by the variational inference theory, a probabilistic latent metric space is constructed via learning the prototypes and the metric-based label-specific features jointly. We further propose a label embedding-based regularizer to impose constraints on the structure of the latent metric space, which implicitly incorporates the label correlations into the prototype learning process. Comprehensive experiments on 14 benchmark data sets show that our approach performs better than well-established multi-label classification algorithms.

The rest of this paper is organized as follows. Section 2 briefly reviews related works. Section 3 presents details of the proposed \(\text{PACA}\) approach. Section 4 reports experimental results over a wide range of multi-label data sets. Section 5 concludes this paper.

Related Work

Multi-label classification has been studied extensively in the last decade (Zhang and Zhou 2014; Liu et al. 2021). Most approaches focus on modelling the label correlations to facilitate the learning process, since the output space is exponential in size to the number of class labels. In terms of the order of label correlations being considered, these approaches can be roughly grouped into three categories, namely first-order approaches (Boutell et al. 2004; Zhang and Zhou 2007), second-order approaches (Elisseeff and Weston 2001; Zhu, Kwok, and Zhou 2018) and high-order approaches (Tsoumakas, Katakis, and Vlahavas 2010; Feng, An, and He 2019; Xu and Guo 2021). Recently, deep learning has become a successful technique to jointly consider the label correlation exploitation and classification model induction. For example, the chain-like prediction process proposed in (Read et al. 2011) is made into a single pipeline via recurrent neural networks (Wang et al. 2016; Yazici et al. 2020) to better exploit the higher-order label dependencies for classification. Graph neural networks (Chen et al. 2019b, 2020) are employed to explicitly encode pairwise label correlations and impose constraints on the hypothesis space. Some embedding approaches (Yeh et al. 2017; Chen et al. 2019a; Bai, Kong, and Gomes 2020) resort to deep neural networks to embed and align features and labels in a latent space, where the label correlations are implicitly encoded.

Besides, label-specific features have been proven to be another effective strategy to improve multi-label classification via manipulating the input space. Generally speaking, label-specific features can be generated in two different manners, i.e. \text{label-specific feature selection} and \text{prototype-based label-specific feature transformation}.

Label-specific feature selection generates label-specific features via retaining a specific subset of the original features for each class label. As a representative work, LLSF (Huang et al. 2015, 2016) introduces the classical lasso regression for label-specific feature selection and considers pairwise label correlations to encourage feature-sharing between closely-related labels. Follow-up works extend this framework via incorporating regularized optimization into the feature selection process (Huang et al. 2018b), imposing non-sparse constraints over the selected feature subsets (Weng et al. 2020), or performing selection in an embedded feature space (Yu and Zhang 2021), etc. Under an embedded selection framework, the processes of feature selection and classification are inherently coupled. However, explicit representations of label-specific features are absent.

On the other hand, label-specific features can also be explicitly generated by treating the prototypes of each class label as the transformation bases. LIFT (Zhang and Wu 2015) proposes a three-stage framework for prototype-based label-specific feature transformation, where prototype acquisition, label-specific feature generation and classification model induction are performed successively. Several customized strategies have been proposed to enhance the three-stage framework, such as replacing the \(k\)-means clustering with spectral clustering (Zhang, Fang, and Li 2015) or clustering ensemble (Zhang and Li 2021; Zhan and Zhang 2017) to acquire more robust prototypes, removing redundant information with attribute reduction (Xu et al. 2016), enriching metric-based label-specific features with local neighbor information (Weng et al. 2018), global spatial topology information (Guo et al. 2019), or informative features from related class labels (Chen and Zhang 2019). However, each stage in the three-stage framework still works independently, with no guarantees on the optimality of the generated label-specific features for classification.

To improve this, a first attempt towards a unified framework for prototype-based label-specific feature transformation is presented in this paper. We will detail our approach in the next section.

\(^1\)Two categories exist for each label, i.e. positive and negative.
The PACA Approach

Preliminaries

Let \( X = \mathbb{R}^d \) denote the input space and \( Y = \{l_1, l_2, \ldots, l_q\} \) denote the label space with \( q \) class labels. A multi-label example is denoted as \( (x, Y) \), where \( x \in X \) is its feature vector and \( Y \subseteq Y \) is its set of relevant labels. Here, a \( q \)-dimensional vector \( y = [y_1, y_2, \ldots, y_q] \in \{0, 1\}^q \) is utilized to denote \( Y \), where \( y_k = 1 \) indicates \( l_k \in Y \) and \( y_k = 0 \) otherwise. Formally, multi-label classification aims to derive a multi-label prediction function \( h : X \rightarrow 2^Y \) from a multi-label data set \( D = \{(x_i, Y_i)\}_{1 \leq i \leq m} \). Given an unseen instance \( x \in X \), its associated label set is predicted as \( h(x) \subseteq Y \).

Specifically, existing prototype-based label-specific feature transformation approaches learn from multi-label data under the following three-stage framework. Firstly, for each class label, clustering analysis is performed on the set of positive/negative instances and resulting cluster centers are regarded as positive/negative prototypes, i.e.: 

\[
\text{clustering}(\mathcal{P}^j, K^+) \rightarrow \{p_1^j, p_2^j, \ldots, p_{K^+}^j\} \\
\text{clustering}(\mathcal{N}^j, K^-) \rightarrow \{n_1^j, n_2^j, \ldots, n_{K^-}^j\}
\]

(1)

where \( \mathcal{P}^j = \{x_i | (x_i, l_i) \in D, l_i \in Y_i\} \), \( K^+ \) and \( \mathcal{N}^j = \{x_i | (x_i, l_i) \in D, l_i \notin Y_i\} \) denote the set of positive instances, the number of positive clusters and derived positive prototypes for label \( l_j \) respectively. Similarly, the other symbols denote corresponding variables of negative instances.

Then, for each class label, label-specific features are generated by querying distances between the original instances and the corresponding prototypes, formalized as:

\[
\phi_j(x) = [d(x, p_1^j), \ldots, d(x, p_{K^+}^j), d(x, n_1^j), \ldots, d(x, n_{K^-}^j)]
\]

(2)

where \( d(\cdot, \cdot) \) denotes the distance metric, which is generally instantiated by the Euclidean distance.

Finally, classifiers \( \{g_1, g_2, \ldots, g_q\} \) are induced with the generated label-specific features. Given an unseen instance \( u \), its associated label set is predicted as:

\[
Y = \{l_j | g_j(\phi_j(u)) > 0, 1 \leq j \leq q\}
\]

(3)

Overview

The illustration of our PACA\(^2\) is shown in Figure 2. PACA's behavior in test stage is consistent with that of existing prototype-based label-specific feature transformation approaches. An instance \( x \) is firstly embedded into a probabilistic latent metric space. Then, label-specific features are generated via computing distances of the instance's latent embedding against positive and negative probabilistic prototypes for each class label. Finally, classification is performed on the generated label-specific features.

Formally, the generated label-specific features are as follows:

\[
\phi_j(x) = [d(q_+(z|x), p(z|\mathcal{P}^j)), d(q_-(z|x), p(z|\mathcal{N}^j))]
\]

(4)

where \( q_+(z|x) \) is the instance's latent embedding in probabilistic latent metric space, \( p(z|\mathcal{P}^j) \) and \( p(z|\mathcal{N}^j) \) denote positive and negative probabilistic prototypes of label \( l_j \) respectively. Distance metric \( d(\cdot, \cdot) \) is implemented by KL divergence to measure the discrepancy between two distributions. Due to strong discriminative power of the generated label-specific features, softmax-based parameter-free classifiers are employed, formalized as:

\[
g_j(\phi_j(x)) = \text{softmax}(-\phi_j(x)) \times 1 > 0.5 \\
= \frac{\exp(-d(q_+(z|x), p(z|\mathcal{P}^j)))}{\sum_{c \in \mathcal{P} \cup \mathcal{N}} \exp(-d(q_+(z|x), p(z|c)))} > 0.5
\]

(5)

The learning process of PACA will be described in detail, where prototypes and metric-based label-specific features are optimized jointly to construct a probabilistic latent metric space for multi-label classification.

\(^2\)Code package is publicly available at: http://palm.seu.edu.cn/zhangml/files/PACA.rar
Probabilistic Prototypes via Normalizing Flows

Probabilistic modelling of prototypes is found to be a more informative representation of object classes compared to deterministic vectors, where prototypes of each class are treated as a class distribution. However, existing works simply assume that the class distribution is a multivariate Gaussian (Zhang et al. 2019; Zhen et al. 2020), which is far from enough to approximate the class distribution of positive/negative instances for each class label respectively, i.e. \( z \) random variable conditioned on the class labels. To implement this, a two-stream transformations are required to learn. As this is impractical, we turn to probabilistic prototypes of positive/negative instances for label \( l_j \) are modelled as:

\[
p(z|l_j) = p_U(f_P(z; l_j)) \cdot | \det \frac{\partial f_P(z; l_j)}{\partial z} | \\
p(z|N^c_j) = p_U(f_N(z; l_j)) \cdot | \det \frac{\partial f_N(z; l_j)}{\partial z} |
\]

where the base distribution \( p_U \) is a standard normal distribution. As shown in Figure 2, each peak in these captured multimodal distributions is regarded as a prototype, and one more benefit of the probabilistic prototypes is that the distance between an instance and the set of positive/negative prototypes for each class label can be efficiently measured by the KL divergence, which reflects the instance’s distance to its nearest prototype in the set to some extent.

Probabilistic Latent Metric Space Construction

We construct the probabilistic latent metric space based on the probabilistic framework of the Variational Autoencoder (VAE) (Kingma and Welling 2014). VAE assumes a generative process for the observed data point \( x \), which involves an unobserved latent variable \( z \). The process consists of two steps: (1) sample a latent \( z \) from some prior distribution \( p_0(z); (2) generate a data point \( x \) from some conditional distribution \( p_0(x|z) \). Accordingly, the joint probability \( p_0(x,z) \) can be factorized as:

\[
p_0(x,z) = p_0(z) \cdot p_0(x|z)
\]

Typically, this generative process is learned via maximizing the marginal likelihood on the observed data set. To make the optimization tractable, a variational lower bound on the marginal likelihood of data point \( x \) is induced via introducing a variational posterior \( q_\phi(z|x) \) to approximate the true posterior \( q_0(z|x) \):

\[
\log p_0(x) = \log \int p_0(z) \cdot p_0(x|z)dz \\
= \log \int q_\phi(z|x) \cdot \frac{p_0(z)}{q_\phi(z|x)} \cdot p_0(x|z)dz \\
\geq \mathbb{E}_{q_\phi(z|x)}[\log \frac{p_0(z)}{q_\phi(z|x)}] \cdot p_0(x|z) = \mathcal{L}(x; \theta, \phi)
\]

where the \( \mathcal{L}(x; \theta, \phi) \) is the derived variational lower bound, which can be rewritten as:

\[
\mathcal{L}(x; \theta, \phi) = \mathbb{E}_{q_\phi(z|x)}[\log p_0(x|z)] - KL[q_\phi(z|x)||p_0(z)]
\]

From the perspective of autoencoder, the first term encourages the reconstruction of data point \( x \), and the second term acts as a constraint on the structure of the latent space to ensure a reasonable new data point can be generated when sampling from the prior distribution \( p_0(z) \). Correspondingly, the \( q_\phi(z|x) \) can be regarded as a probabilistic encoder which transforms a data point \( x \) into a distribution over the latent variable \( z \) from which the data point \( x \) could have been generated. And the \( p_0(x|z) \) can be regarded as probabilistic decoder which recovers possible values of \( x \) given a latent \( z \).
We follow the structure of VAE. Specifically, $q_{ϕ}(z|x)$ is assumed to be a multivariate Gaussian with a diagonal covariance, i.e. $q_{ϕ}(z|x) = \mathcal{N}(z; \mu(x), \sigma^2(x)I)$, while $p_{θ}(z|x)$ is a multivariate Gaussian (in case of real-valued data) or Bernoulli (in case of binary data). Both $q_{ϕ}(z|x)$ and $p_{θ}(z|x)$ are parameterized by neural networks. Based on the variational lower bound, we replace the trivial prior distribution $p_θ(z)$ with a more informative prior distribution conditioned on the category (i.e. positive or negative) for each class label. Thus, the new objective function is formalized as:

$$E_{q_{ϕ}(z|x)}[\log p_{θ}(x|z)] - \sum_{j=1}^{q} KL[q_{ϕ}(z|x)||p_{θ}(z|y_j)]$$

(13)

where $p_{θ}(z|y_j)$ is the introduced conditional prior distribution, which equals to the probabilistic prototypes $p(z|P^j)$ when $y_j = 1$, and $p(z|N^j)$ otherwise.

In the above equation, the label-wise KL divergence terms encourage the probabilistic representation of an instance to match the probabilistic prototypes of the same category for each class label. However, it is not enough to construct a discriminative latent metric space by merely optimizing the distance between an instance and prototypes with the same category. Therefore, we propose to extend the objective function as follows:

$$L_{\text{latent}} = L_{\text{rec}} + L_{\text{cls}}$$

$$= E_{q_{ϕ}(z|x)}[\log p_{θ}(x|z)]$$

$$+ \sum_{j=1}^{q} \log \frac{\exp(-KL[q_{ϕ}(z|x)||p_{θ}(z|y_j)])}{\sum_{c \in \{0,1\}} \exp(-KL[q_{ϕ}(z|x)||p_{θ}(z|c)])}$$

(14)

where an instance is encouraged to stay close to prototypes with the same category and keep away from prototypes with different category. We formalize this contrastive process as the parameter-free classification on the label-specific features $ϕ_j(x)$, which can keep the training and prediction behaviors of our model consistent.

**Latent Space Regularization**

Intuitively, instances with the same label vectors should be close to each other in the latent space. To incorporate this intuition into the learning process, we propose a label embedding-based regularizer defined as:

$$L_{\text{reg}} = E_{q_{ϕ}(y|x)}[\log p(y|z)] - KL[q_{ϕ}(z|x)||q(z|y)]$$

(15)

As shown in the above equation, another probabilistic autoencoder is utilized to embed the label vectors into the probabilistic latent space, where $q(z|y)$ and $p(y|z)$ are assumed to be a multivariate Gaussian with a diagonal covariance and a Bernoulli respectively. Then, KL divergence between the probabilistic representations of an instance’s features and label vector encourages instances to cluster close to their labels.

From the perspective of prototype learning, this regularizer provides guidance for generating more semantic peaks in the captured multimodal distributions and also incorporates the label correlations into the learning process since labels sharing more instances will share more peaks in their captured distributions.

| Dataset          | |S| | dim(S) | L(S) | LCard(S) | Domain |
|------------------|----------------------|------------------|------------------|------------------|------------------|------------------|
| CAL500           | 502                  | 68               | 174              | 26.044           | Music$^1$        |
| Image            | 2000                 | 294              | 5                | 1.236            | Images$^2$       |
| scene            | 2407                 | 294              | 6                | 1.074            | Images$^3$       |
| yeast            | 2417                 | 103              | 14               | 4.237            | Biology$^4$      |
| corel5k          | 5000                 | 499              | 374              | 3.522            | Images$^4$       |
| rvc1-s1          | 6000                 | 944              | 101              | 2.880            | Text$^1$         |
| Corel16k-s1      | 13766                | 500              | 153              | 2.859            | Images$^4$       |
| delicious        | 16105                | 500              | 983              | 19.020           | Text$^1$         |
| iaprtc12         | 19627                | 1000             | 291              | 5.719            | Images$^3$       |
| espgame          | 20770                | 1000             | 268              | 4.686            | Images$^3$       |
| mirflickr        | 25000                | 1000             | 38               | 4.716            | Images$^3$       |
| tmc2007          | 28596                | 981              | 22               | 2.158            | Text$^1$         |
| mediannl         | 43907                | 120              | 101              | 4.376            | Video$^1$        |
| bookmarks        | 87856                | 2150             | 208              | 2.028            | Text$^1$         |

Table 1: Characteristics of the experimental data sets.

The overall objective function to maximize is given as follows:

$$L = L_{\text{rec}} + α \cdot L_{\text{cls}} + γ \cdot L_{\text{reg}}$$

(16)

where $α$ and $γ$ are two trade-off parameters.

**Experiments**

**Data Sets** In this paper, fourteen benchmark multi-label data sets with diversified multi-label properties are employed for comprehensive performance evaluation. Table 1 summarizes characteristics of each experimental data set $S$, including the number of examples ($|S|$), number of features ($\text{dim}(S)$), number of class labels ($L(S)$), label cardinality ($\text{LCard}(S)$), i.e. average number of labels per instance). Following (Zhang and Wu 2015), we perform dimensionality reduction for rvc1-s1 and tmc2007 by retaining the top 2% features with highest document frequency. For iaprtc12, espgame and mirflickr, the local descriptor DenseSift is used.

**Evaluation Metrics** For performance evaluation, we use six widely-used evaluation metrics for multi-label classification, including Average precision, Macro-averaging AUC, Hamming loss, One-error, Coverage and Ranking loss. Detailed definitions on these metrics can be found in (Zhang and Zhou 2014).

**Implementation Details** We employ a fully-connected neural network with hidden dimensionality $[256]$ to instantiate the conditional conditioner $c(.; t_j)$ in the normalizing flows. The probabilistic autoencoders of PAM are parameterized by fully-connected neural networks with ReLU activations, where the hidden dimensionalities of the encoder and the decoder are both set to $[256, 512, 256]$. To compute the overall objective function in Eq. (16), we conduct Monte Carlo sampling to estimate the expectations in the first two terms with sampling number $L = 1$ and analytically calculate the third term as it is the KL divergence between two Gaussian distributions. For network optimization, Adam
with a batch size of 128, weight decay of $10^{-5}$, momentums of 0.999 and 0.9 is employed.

**Comparative Studies**

PACA is compared against six well-established multi-label classification approaches with parameter configurations suggested in respective literatures:

- **ML-KNN** (Zhang and Zhou 2007): A KNN-based approach with Bayesian inference. [$k = 10$]
- **LIFT** (Zhang and Wu 2015): A prototype-based label-specific feature transformation approach under independent three-stage framework. [$\rho = 0.1$]
- **LLSF** (Huang et al. 2016): LLSF performs label-specific feature selection in a lasso-regression-like framework with feature-sharing between closely-related labels. [grid search for $\alpha, \beta \in \{2^{-10}, 2^{-9}, \ldots, 2^{10}\}$ and $\gamma = 0.01$]
- **WRAP** (Yu and Zhang 2021): WRAP performs label-specific feature selection within an embedded feature space and considers pairwise label correlation regularization. [grid search for $\lambda_1, \lambda_2 \in \{0, 1, \ldots, 10\}$]
- **C2AE** (Yeh et al. 2017): A deep embedding approach, which jointly embeds features and labels via integrating deep canonical correlation analysis and autoencoder. [search for $\alpha \in \{0.1, 1, 2, 5, 10\}$]
- **MPVAE** (Bai, Kong, and Gomes 2020): MPVAE employs a variational autoencoder to align features and labels in a probabilistic latent space and explicitly learns a shared covariance matrix to model the label correlations. [$\lambda_1 = \lambda_3 = 0.5$, $\lambda_3 = 10$, $\beta = 1.1$]

For the proposed PACA approach, we search the trade-off parameters $\alpha, \lambda$ in $\{1, 2, 5, 10, 20, 50\}$ and $\{10^{-4}, 10^{-3}, \ldots, 10\}$ respectively. For fair comparison, all deep approaches share the same neural network structure. Grid search is conducted to find the best learning rate and learning rate decay ratio. We employ ten-fold cross validation to evaluate above approaches on the 14 data sets.

Due to page limit, Table 2 reports detailed experimental results in terms of two evaluation metrics. Results on other metrics can be found in the supplementary material. To analyze whether PACA performs statistically better than other comparing algorithms, the Wilcoxon signed-ranks test (Wilcoxon 1992) at 0.05 significance level is further conducted. Table 3 summarizes the $p$-value statistics on each evaluation metric. Based on these results, it is impressive to observe that:

- Across all evaluation metrics, PACA achieves the best performance in 81% cases over all the 14 data sets.
- As shown in Table 3, PACA significantly outperforms other deep approaches. Note that PACA and MPVAE both
Table 3: Summary of the Wilcoxon signed-ranks test for PACA against other comparing approaches at 0.05 significance level. p-values are shown in the brackets.

| PACA against | ML-KNN | LIFT | LLIF | WRAP | C2AE | MPVAAE |
|--------------|--------|------|------|------|------|--------|
| Average precision | win [0.0001] | win [0.0001] | win [0.0001] | win [0.0001] | win [0.0001] | win [0.0004] |
| Macro-averaging AUC | win [0.0001] | win [0.0001] | win [0.0001] | win [0.0001] | win [0.0001] | win [0.0004] |
| Hamming loss | win [0.0247] | tie [0.0588] | win [0.0063] | win [0.0287] | win [0.0001] | win [0.0127] |
| One-error | win [0.0002] | win [0.0001] | win [0.0001] | win [0.0002] | win [0.0002] | win [0.0009] |
| Coverage | win [0.0002] | win [0.0002] | win [0.0002] | win [0.0002] | win [0.0001] | win [0.0040] |
| Ranking loss | win [0.0002] | win [0.0002] | win [0.0001] | win [0.0001] | win [0.0001] | win [0.0067] |

Table 4: Summary of the Wilcoxon signed-ranks test for PACA against its variants at 0.05 significance level. p-values are shown in the brackets.

| PACA against | PACA-sp | PACA-nr |
|--------------|---------|---------|
| Average precision | win [0.0001] | win [0.0009] |
| Macro-averaging AUC | win [0.0023] | win [0.0067] |
| Hamming loss | win [0.0112] | win [0.0195] |
| One error | win [0.0004] | win [0.0010] |
| Coverage | win [0.0017] | win [0.0171] |
| Ranking loss | win [0.0004] | win [0.0103] |

Figure 3: Performance of PACA with varying parameter configurations in terms of Average precision.

4 shows the proposed latent space regularization, which incorporates the label correlations into the prototype learning process, is statistically effective.

Parameter Sensitivity Figure 3 gives an illustrative example on how the performance of PACA changes when the values of the trade-off parameters \( \alpha \) and \( \lambda \) change. The performance of PACA is quite sensitive to the value of \( \lambda \), which demonstrates again the effectiveness of the latent space regularization. Similar results can be observed on other data sets.

More Analyses More analyses of PACA, including algorithmic complexity and running time comparisons, can be found in the supplementary material.

Conclusion In this paper, a first attempt towards a unified framework for prototype-based label-specific feature transformation is presented. Different from the existing three-stage pipeline, we propose a novel approach PACA which learns the prototypes and the metric-based label-specific features jointly for multi-label classification. To allow for scalable stochastic optimization, PACA employs the normalizing flows to model prototypes probabilistically, which enables the prototype learning process adaptive to the underlying properties of each class label. A probabilistic latent metric space is constructed to generate more discriminative label-specific features for classification, with further regularization from label correlations. Comprehensive experiments show that PACA outperforms other well-established multi-label classification approaches. Despite the demonstrated effectiveness of PACA, it only considers fixed prototypes for each class label, which may be further improved via more elaborate strategies for prototype modelling, such as instance-specific prototypes to account for the distinct characteristics of each instance and each label simultaneously.
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