Feedback Linearization approach for Standard and Fault Tolerant control: Application to a Quadrotor UAV Testbed
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Abstract. In this paper the control problem of a quadrotor vehicle experiencing a rotor failure is investigated. We develop a Feedback linearization approach to design a controller whose task is to make the vehicle performs trajectory following. Then we use the same approach to design a controller whose task is to make the vehicle enter a stable spin around its vertical axis, while retaining zero angular velocities around the other axis when a rotor failure is present. These conditions can be exploited to design a second control loop, which is used to perform trajectory following. The proposed double control loop architecture allows the vehicle to perform both trajectory and roll/pitch control. At last, to test the robustness of the feedback linearization technique, we applied wind to the quadrotor in mid flight.

1. Introduction
While the military and civil interest in Unmanned Arial Vehicles (UAVs) grows exponentially, the research centers race to publishing new and more efficient control techniques ([5], [16]). Among the various proposed control methods in the literature, one can cite for example LQ ([10]), H ([11], [12], [14]), backstepping ([7], [9], [15]) or sliding mode ([4], [13]) control techniques. In this paper, we propose to consider a nonlinear feedback linearization control ([2], [6]) in a fault tolerant control framework ([3]).

A UAV presents several basic advantages over a Manned Aerial Vehicle (MAV), including lower cost, prolonged continuous flight time, reduced radar signatures, smaller size, increased maneuverability, and the most important benefit is being less risky to crews.

Particular UAVs that have received much attention in the literature during the last ten years are quadrokers. This is mainly due to there suitability for a wide variety of UAV research applications and test-fly methods in control, fault diagnosis, fault tolerant control (FTC) as well as multi-agent based technologies in cooperative control, distributed control, formation flight, mobile wireless networks and communications.

During certain operations, a UAV cannot remains controlled from ground, for example in long continuous flights, in surveillance operations where multiple UAVs are in flight simultaneously, or behind the enemy line where signal transmission can put the stealth aspect of the UAV in jeopardy. This created the need for autonomous UAVs, which are programmed in a way to accomplish a given task without the need of human intervention at any point during the procedure. But with autonomous UAVs came another problem, these UAVs could perfectly handle themselves when fully operational, but a faulty sensor, or a damaged body, gets the system unstable, crashing the vehicle right away. Due
to the high cost of vehicles used by the military and civil organisms around the world, a FTC system was needed to be installed on these vehicles, assuring the damaged vehicle returns to its base without further damages.

This paper is divided into several sections. At first, the quadrotor description and modeling is presented. Then, the control law based on feedback linearization is detailed. The last section presents simulation results done on Matlab/Simulink®.

2. Quadrotor description

The quadrotor is a simple to manufacture aircraft with vertical landing/take-off capability, hovering ability, and is greatly maneuverable. The figure 1 shows the four actuators in a cross configuration, producing three rotations, Roll-Pitch-Yaw, and a vertical translation, Lift.

The first problem that faces us when creating a hovering machine is the problem of torque reaction based on Newton's third law of motion. This problem is solved in a quadrotor by turning two rotors clockwise, while turning the others counter-clockwise, thus canceling the global torque applied on the quadrotor.

A relation exists between the vector $U = [U_z, U_\phi, U_\theta, U_\psi]^T$ and $F = [F_1, F_2, F_3, F_4]^T$:

$$
\begin{bmatrix}
U_z \\
U_\phi \\
U_\theta \\
U_\psi
\end{bmatrix}
= 
\begin{bmatrix}
1 & 1 & 1 & 1 \\
0 & d & 0 & -d \\
-d & 0 & d & 0 \\
c & -c & c & -c
\end{bmatrix}
\begin{bmatrix}
F_1 \\
F_2 \\
F_3 \\
F_4
\end{bmatrix}
$$

(1)

Figure 1. The Quadrotor

where $d$ is the distance from the epicenter of the quadrotor to the actuator axes, $c > 0$ is the drag factor, $F_i$ is the lift generated by the $i^{th}$ actuator, $U_z$ is the total lift force generated by all four actuators and $U_\phi, U_\theta, U_\psi$ are the couples generated respectively in the Roll, Pitch and Yaw directions.

The mathematical model describing the position and attitude of a quadrotor is based on that of a rotating rigid body with six degrees of freedom. Close to hovering conditions ($\phi = 0$ and $\theta = 0$) one obtains ([14], [15]):

$$
\begin{align*}
    m \ddot{x} &= \left(C_y S_\psi C_\phi + S_\phi S_y\right) U_z - K_x \dot{x} \\
    m \ddot{y} &= \left(C_y S_\psi S_\phi - S_y C_\phi\right) U_z - K_y \dot{y} \\
    m \ddot{z} &= \left(C_y C_\phi\right) U_z - m g - K_z \dot{z} \\
    J_\rho \ddot{\psi} &= U_\psi - \dot{\psi} \left(J_\rho - J_\phi\right) - \dot{\theta} J_\tau \Omega_\tau - K_\rho \dot{\psi} \\
    J_\theta \ddot{\phi} &= U_\phi - \dot{\phi} \left(J_\phi - J_\theta\right) - \dot{\psi} J_\rho \Omega_\rho - K_\phi \dot{\phi} \\
    J_\phi \ddot{\psi} &= U_\psi - \dot{\psi} J_\rho \Omega_\rho - K_\phi \dot{\phi}
\end{align*}
$$

(2)
where \( m \) is the mass of the quadrotor, \( J_p, J_q, J_r \) are the moments of inertia of the quadrotor, \( J_t \) is the moment of inertia for the engines and \( \Omega_t = \Omega_1 + \Omega_2 + \Omega_3+ \Omega_4 \) is the overall speed of the propellers wherein \( \Omega_1 \) is the speed of the \( i^{th} \) propeller. \( S_* \) and \( C_* \) are the respective abbreviations of \( \sin(\cdot) \) and \( \cos(\cdot) \).

3. Controlling the vehicle
With 6 degrees of freedom, and 4 actuators, the quadrotor is an under-actuated system, making it impossible to control all of the states simultaneously. The controlled outputs are generally \( \{x, y, z, \psi, \theta, \phi\} \), thus with stable pitch and roll angles, a quadrotor is able to reach a desired position in space and a desired yaw angle. As stated in [1] several UAV flight control algorithms already exist, including the Gain—Scheduled PID, adaptive control, Model Reference Adaptive Control (MRAC), Sliding Mode Control, Backstepping Control (BSC), Control allocation, Model Predictive Control (MPC), and Feedback Linearization (FL).

3.1. Feedback Linearization

3.1.1. Procedure’s description
Feedback linearization is a common approach used in controlling nonlinear systems ([2], [6]). The approach involves coming up with a transformation of the nonlinear system into an equivalent linear system through a change of variables and a suitable control input. Feedback linearization may be applied to nonlinear systems as:

\[
\begin{align*}
\dot{x}(t) &= f(x) + g(x) u(t) \\
y(t) &= h(x)
\end{align*}
\] (3)

where \( x \in \mathbb{R}^n \) is the state vector, \( u \in \mathbb{R}^n \) is the vector of inputs, and \( y \in \mathbb{R}^n \) is the vector of outputs. The goal is to develop a control input \( u(t) = a(x) + b(x) v(t) \) that induces a linear input-output map between the new input \( v(t) \) and the output \( y(t) \). An outer-loop control strategy for the resulting linear system can then be applied.

3.1.2. Procedure’s application
In this section, we use the model (2) after neglecting the gyroscopic effects and the drag forces, while using the steps of the work in [2], to develop a feedback Linearization controller of a quadrotor ensuring that the position \( \{x(t), y(t), z(t), \psi(t)\} \) tracks the desired trajectory \( \{x_d(t), y_d(t), z_d(t), \psi_d(t)\} \) asymptotically.

Let \( \xi = [x, y, z, \dot{x}, \dot{y}, \dot{z}, \dot{\psi}, \dot{\theta}, \dot{\phi}, \dot{\psi}]^T \) be the state vector, \( U = [T_x, T_y, T_z]^T \) the control input, and \( \eta(\xi) = [x, y, z, \psi]^T \) the output vector. Being under-actuated, we cannot use a static but a dynamic output feedback control. By successive differentiation, a nonsingular input appears when we reach the forth derivative of \( x, y, \) and \( z \), and the second derivative of \( \psi \):

\[
\begin{align*}
\dot{x}(t) &= \frac{U}{m}[\dot{\psi} \dot{S}_{p} \dot{C}_{p} - \dot{\psi} \dot{S}_{q} \dot{C}_{q} - \dot{\psi} \dot{S}_{r} \dot{C}_{r} - \dot{\psi} \dot{S}_{t} \dot{C}_{t} + \dot{\psi} \dot{S}_{p} \dot{C}_{p} + \dot{\psi} \dot{S}_{q} \dot{C}_{q} + \dot{\psi} \dot{S}_{r} \dot{C}_{r} + \dot{\psi} \dot{S}_{t} \dot{C}_{t} \\
&\quad+ \dot{\psi} \dot{S}_{p} \dot{S}_{q} + \dot{\psi} \dot{S}_{q} \dot{S}_{p} - \dot{\psi} \dot{S}_{p} \dot{S}_{p} + \dot{\psi} \dot{S}_{q} \dot{S}_{q} - \dot{\psi} \dot{S}_{r} \dot{S}_{r} + \dot{\psi} \dot{S}_{t} \dot{S}_{t} + \dot{\psi} \dot{S}_{p} \dot{C}_{p} + \dot{\psi} \dot{S}_{q} \dot{C}_{q} + \dot{\psi} \dot{S}_{r} \dot{C}_{r} + \dot{\psi} \dot{S}_{t} \dot{C}_{t}]
\end{align*}
\] (4)

\[
\begin{align*}
\dot{y}(t) &= \frac{U}{m}[\dot{\psi} \dot{S}_{p} \dot{C}_{p} + \dot{\psi} \dot{S}_{q} \dot{C}_{q} + \dot{\psi} \dot{S}_{r} \dot{C}_{r} - \dot{\psi} \dot{S}_{t} \dot{C}_{t} + \dot{\psi} \dot{S}_{p} \dot{C}_{p} + \dot{\psi} \dot{S}_{q} \dot{C}_{q} + \dot{\psi} \dot{S}_{r} \dot{C}_{r} + \dot{\psi} \dot{S}_{t} \dot{C}_{t} \\
&\quad- \dot{\psi} \dot{S}_{p} \dot{S}_{q} + \dot{\psi} \dot{S}_{q} \dot{S}_{p} + \dot{\psi} \dot{S}_{p} \dot{S}_{p} + \dot{\psi} \dot{S}_{q} \dot{S}_{q} + \dot{\psi} \dot{S}_{r} \dot{S}_{r} + \dot{\psi} \dot{S}_{t} \dot{S}_{t} + \dot{\psi} \dot{S}_{p} \dot{C}_{p} + \dot{\psi} \dot{S}_{q} \dot{C}_{q} + \dot{\psi} \dot{S}_{r} \dot{C}_{r} + \dot{\psi} \dot{S}_{t} \dot{C}_{t}]
\end{align*}
\] (5)
An effective fault recovery is achieved after two major successive procedures. A Fault Detection and Isolation (FDI), is a fast algorithm that indicates to the system the sensor, actuator, or body part that has been damaged. Following the FDI decision, the system switches to the adequate FTC algorithm.
The fault tolerant controller is developed following a double control loop architecture in which an inner and faster controller has the task to regulate the attitude angles and the altitude of the vehicle, while an outer and slower controller has the aim of modifying the desired values of the attitude angles in order to perform trajectory tracking. The control law of the whole system is computed by using the same steps of the work in [3].

Let $\chi = [\psi, \theta, \dot{\psi}, \dot{\theta}, x, y, z]^T$ be the state vector. The dynamic equations (2), after neglecting the gyroscopic effects due to the propeller's rotation, can be rewritten in a state-space form:

\[
\begin{align*}
\dot{x}_1 &= x_1 + x_3 S_c \frac{S_m}{C_m} + x_4 C_c \frac{S_m}{C_m}, \\
\dot{x}_2 &= x_3 C_c - x_4 S_c, \\
\dot{x}_3 &= \frac{1}{I_c}[x_3 S_c + x_4 C_c], \\
\dot{x}_4 &= \frac{1}{I_c}[K_1 x_3 - x_6 x_3 (J_1 - J_2)], \\
\dot{x}_5 &= \frac{1}{I_c}[K_2 x_3 - x_6 x_3 (J_1 - J_2) + U_e], \\
\dot{x}_6 &= \frac{1}{I_c}[K_3 x_3 - x_6 x_3 (J_1 - J_2) + U_e].
\end{align*}
\]

\[\chi = \frac{1}{m} [(C_c S_c + S_c S_5) U_1 - K_1 x_3]
\]

\[\chi = \frac{1}{m} [(C_c S_c + S_c S_5) U_1 - K_2 x_3]
\]

\[\chi = \frac{1}{m} [(C_c S_c + S_c S_5) U_1 - K_3 x_3 - m \ddot{x}]
\]

**In case of failure on M1:** the control input vector is chosen as $u = [U_1, U_2, U_3]^T$, where $U_e = \frac{d}{2} \left( U_1 + \frac{U_2}{c} \right)$.

**In case of failure on M2:** the control input vector is chosen as $u = [U_1, U_2, U_3]^T$, where $U_e = \frac{d}{2} \left( U_1 + \frac{U_2}{c} \right)$.

**In case of failure on M3:** the control input vector is chosen as $u = [U_1, U_2, U_3]^T$, where $U_e = \frac{d}{2} \left( U_1 + \frac{U_2}{c} \right)$.

**In case of failure on M4:** the control input vector is chosen as $u = [U_1, U_2, U_3]^T$, where $U_e = \frac{d}{2} \left( U_1 + \frac{U_2}{c} \right)$.

### 3.2.1. Inner Control Loop

From the state-space form it can be seen that the dynamics of the state variables $x_1, x_2, x_3, x_5, x_6, x_0, x_{12}$, which we will call $\chi$ for notation simplicity, can be written as $\dot{\chi} = f(\chi) + g(\chi) u$.

The dynamics of the states $x_1, x_2$ and $x_0$ can be similarly written as:

![Figure 2. The double control loop architecture](image-url)
\[
\begin{bmatrix}
\dot{X}_1 \\
\dot{X}_2 \\
\dot{X}_3
\end{bmatrix} = \begin{bmatrix}
X_4 + X_5 S_{\beta_i} \frac{S_{\alpha_i}}{C_{\alpha_i}} + X_6 C_{\beta_i} \frac{S_{\alpha_i}}{C_{\alpha_i}} \\
X_5 C_{\beta_i} - X_6 S_{\beta_i} \\
X_{12}
\end{bmatrix} = \hat{f}(\mathcal{Z}) 
\]

which, in this case, is independent of the input vector \( u \). This property becomes useful when calculating the second derivative of \( [X_1, X_2, X_3]^T \):

\[
\begin{bmatrix}
\dot{X}_1 \\
\dot{X}_2 \\
\dot{X}_3
\end{bmatrix} = \frac{d\hat{f}(\mathcal{Z})}{dt} = \frac{\partial \hat{f}(\mathcal{Z})}{\partial \mathcal{Z}} \hat{\mathcal{Z}} = \frac{\partial \hat{f}(\mathcal{Z})}{\partial \mathcal{Z}} f(\mathcal{Z}) + \frac{\partial \hat{f}(\mathcal{Z})}{\partial \mathcal{Z}} g(\mathcal{Z}) u 
\]

Denoting the Jacobian matrix with \( J(\mathcal{Z}) = \frac{\partial \hat{f}(\mathcal{Z})}{\partial \mathcal{Z}} \), the previous dynamics can be written as:

\[
\begin{bmatrix}
\dot{X}_1 \\
\dot{X}_2 \\
\dot{X}_3
\end{bmatrix} = J(\mathcal{Z}) f(\mathcal{Z}) + J(\mathcal{Z}) g(\mathcal{Z}) u 
\]

It can be proved that matrix \( J(\mathcal{Z}) g(\mathcal{Z}) \) is invertible if and only if \( X_i \neq \arctan \left( \frac{\pi J_i}{2 J_d} \right) \) and \( X_i \neq \arctan \left( \frac{\pi J_i}{2 J_d} \right) \). In most practical scenarios this condition is satisfied. In our case, with the parameters adopted for the simulation, the invertibility condition is guaranteed as long as the pitch and roll angles are limited to 80° which is a value never reached by the quadrotor during non-aerobatic flight. Let \( \chi_{id}, \chi_{id}, \chi_{id} \) be the desired values for \( \chi_1, \chi_2, \chi_3 \), and define the \( i \)-th error as \( e_i = \chi_i - \chi_{id} \). If the control inputs are chosen as:

\[
u^* = -(J(\mathcal{Z}) g(\mathcal{Z}))^{-1} J(\mathcal{Z}) f(\mathcal{Z}) + (J(\mathcal{Z}) g(\mathcal{Z}))^{-1} \begin{bmatrix}
\chi_{id} \\
\chi_{id} \\
\chi_{id}
\end{bmatrix} = \begin{bmatrix}
C_{\alpha_i} e_1 \\
C_{\alpha_i} e_2 \\
C_{\alpha_i} e_3
\end{bmatrix}
\]

where \( C_i \) are positive constants, then the error dynamics can be written as

\[
\begin{bmatrix}
\dot{e}_1 \\
\dot{e}_2 \\
\dot{e}_3
\end{bmatrix} + \begin{bmatrix}
C_{\alpha_i} e_1 \\
C_{\alpha_i} e_2 \\
C_{\alpha_i} e_3
\end{bmatrix} + \begin{bmatrix}
C_{\alpha_i}^2 \dot{e}_1 \\
C_{\alpha_i}^2 \dot{e}_2 \\
C_{\alpha_i}^2 \dot{e}_3
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}
\]

which yields stable second-order dynamics providing exponential decay of \( e_i \) for \( i = 1, 2, 9 \) (respectively the roll, pitch and altitude errors).

### 3.2.2. Outer Control Loop

An outer control loop’s task is to generate the desired values for the roll and pitch angles, in a way to reach a desired position in the horizontal plane. The constants \( C_i \) and \( C_0 \) represent the natural frequency of the subsystem’s dynamics, subsystems described by the state variables \( \chi_1, \chi_2, \chi_3 \) and \( \chi_1, \chi_2, \chi_3, \chi_4 \). To avoid compromising the stability of the system, we choose \( C_0 < C_i \) which makes the outer control loop act much slower than the inner control loop. Under the presumption that \( \chi_1 \) and \( \chi_2 \) are small angles, \( \chi_{id} \) and \( \chi_{id} \) are chosen close to zero as:
\[
\begin{bmatrix}
\dot{\chi}_{1d} \\
\dot{\chi}_{2d}
\end{bmatrix} = \frac{m}{U_1} \begin{bmatrix}
S_{\chi_1} & -C_{\chi_1} \\
C_{\chi_1} & S_{\chi_1}
\end{bmatrix} \begin{bmatrix}
\dot{\chi}_{10d} + K_1 \dot{\chi}_{10} - C_1 \dot{\chi}_{20} - C_3 \dot{\chi}_{21} \\
\dot{\chi}_{20d} + \frac{K_2}{m} \chi_{20} - C_1 \chi_{20} - C_3 \chi_{21}
\end{bmatrix}
\]

where \( C_i \) are positive constants, then error dynamics for the horizontal displacements in closed loop is:

\[
\begin{bmatrix}
\dot{e}_z + C_1 e_z + C_3 \dot{e}_z \\
\dot{e}_y + C_1 e_y + C_3 \dot{e}_y
\end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

which is asymptotically stable.

From a physical point of view, it means that when one of the rotor fails, the inner control law stabilizes roll, pitch and altitude, while the outer control law exploits the near hover condition to slowly change the pitch and roll angles in order to move the vehicle to a desired position in space.

### 4. Results and Discussions

Several simulations have been run using the Matlab and Simulink® softwares in order to validate the theoretical results. The model used to represent the quadrotor is preferred to be as realistic as possible, since eventually this model will be replaced by the quadrotor itself. On the other hand, the model used to calculate the control techniques tends to be as simplified as possible, with an acceptable error, in order to generate a simple and fast control algorithm.

In order to test the efficiency of the Feedback Linearization Control technique at handling and maneuvering the quadrotor, we needed a smooth trajectory with no sharp turns, and minimal acceleration value. A rectifiable polynomial trajectory that responds to the requirements was developed:

![Figure 3. Polynomial equation](image)

The polynomial equation shown in figure 3 starts ascending at \( t_0 \) with a speed and acceleration equal to 0, and after a \( T \) period of time, it gets to the desired \( F_{\text{max}} \) height with a speed and acceleration equal to 0 again:

\[
f(t) = \frac{6F_{\text{max}}}{T^5} (t-t_0)^5 - \frac{15F_{\text{max}}}{T^4} (t-t_0)^4 + \frac{10F_{\text{max}}}{T^3} (t-t_0)^3
\]

with \( f(t_0) = \dot{f}(t_0) = \ddot{f}(t_0) = \dddot{f}(t_0 + T) = \dddot{f}(t_0 + T) = 0 \) and \( f(T) = F_{\text{max}} \).

#### 4.1. Feedback Linearization Control

In order to verify the effectiveness and the efficiency of the proposed Feedback Linearization control technique, an application to quadrotor helicopter is conducted by simulation. The simulations were done with a Fixed-step size equal to 0.001s, and with the "ode5 (Dormand-Prince)" solver. The nominal parameters for a quadrotor helicopter are: \( m = 2 \text{ kg}, \ J_z = J_y = J/2 = 1.2416 \text{ Nm.s}^2/\text{rad}, \ d = 0.2 \text{ m}, \ c = 0.01 \text{ m}, \ J_r = 2.8e^3 \text{ Nm.s}^2/\text{rad}, \ K = K_y = K = 10^{-2} \text{ N.s/m} \) and \( K_x = K_{\phi} = K_{\psi} = 10^{-3} \text{ Nm.s/rad} \).

The proposed Feedback Linearization control law requires the knowledge of certain derivatives. In
order to avoid analytical derivation difficulties, we estimate them by using the \( \dot{v} = \frac{\Delta v}{\Delta t} \) differentiation approximation. Where \( \Delta v \) is the change in the value to be derived and \( \Delta t \) is the change in time since the previous simulation time step. The quadrotor is initially in hover flight and the initial conditions are \( U = [T, T_v, T_h, T_w] = [m g, 0, 0, 0] \).

Three modules consist the simulation system. The first being a nonlinear system module where we can find all the differential equations (2). The second is the controller module that includes the algorithm based on the control technique being tested. The third is an initialization module that sets the essential parameters to run the simulation.

By looking into the equations (14), we deduce that we have 3 fourth order integrators, and one second order integrator. In order to stabilize the outputs, a pole placement method will be employed. For example, the first equation of (14) where \( v_i \) is the input and \( O_i \) is the output, can be represented as:

\[
\begin{bmatrix}
\dot{x} \\
\dot{x}^{(2)} \\
\dot{x}^{(3)} \\
\dot{x}^{(4)}
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x \\
\dot{x} \\
\dot{x}^{(2)} \\
\dot{x}^{(3)}
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
0 \\
1
\end{bmatrix} v_i = A_i \begin{bmatrix}
\dot{x} \\
\dot{x}^{(2)} \\
\dot{x}^{(3)} \\
\dot{x}^{(4)}
\end{bmatrix} + B_i v_i
\]

(24)

Figure 4. Positions

Figure 5. Errors

Figure 6. Forces
4.2. Fault Tolerant Feedback Linearization Control results

To simulate a free fall recovery after few milliseconds of the $M_2$ failure, with the same nominal parameters for a quadrotor, the same Fixed-step size, and the same solver as in section 4.1, the initial conditions are set in a way that $x = 2m$, $y = 5m$, $z = 7m$, $\psi = 0rad$, $\dot{x} = -0.1m.s^{-1}$, $\dot{y} = 0.1m.s^{-1}$, $\dot{z} = 2m.s^{-1}$, $\dot{\psi} = \dot{\theta} = 0rad.s^{-1}$. At first, the desired values for the state variables are set to $x_d = 3m$, $y_d = 4m$, $z_d = 10m$, once the quadrotor has reached the desired lateral and longitudinal position, the altitude desired is then set to 10 (1-LP) where LP (landing procedure) is the step response of the following transfer function:

$$I(s) = \frac{1}{(s+1)^6}$$  (25)

where $s$ is the Laplace variable.

The time needed to reach the desired set points is caused by the fact that the outer controller tends to force the attitude angles to differ from zero as long as the desired position is not reached, while the inner control tends to force those angles to zero. The simulation has been therefore run for 200 s, which is a sufficient time to reach the landing point with stable Pitch and Roll angles.

As it can be seen in figure 7 the attitude angles $\psi$ and $\theta$ are stabilized, the oscillations are due to the presence of the outer controller. The $\psi$ angle does not reach a steady state value, but increases according to an approximate linear law, this behavior is actually not a surprise since the controllability of the $\psi$ variable has been sacrificed in the design phase of the fault tolerant controller. The linear

![Figure 7. Positions](image1.png)

![Figure 8. The Quadrotor's speed](image2.png)
positions reach their desired values, even if the regulation of \( z \) is much faster than that of \( x \) and \( y \) due to the fact that altitude regulation is operated by the inner and faster controller. The angular and linear velocities are all stabilized as it can be seen in figure 8, with the exception of \( \psi \), for the reasons already stated, and \( \dot{z} \) which becomes negative during the landing procedure.

\[ P = \begin{cases} 1 & \text{for } 5 < t < 25 \\ 0 & \text{everywhere else} \end{cases} \]

(26)

We can see that during the 20 to 25 seconds time interval, while wind is still blowing through the quadrotor (figure 10), \( x, y, z, \phi, \theta, \psi \) are stabilized (figure 11), the errors are set to zero (figure 12) and the forces generated by the actuators are acceptable (figure 13). When the first 40 seconds of the simulation pass, the wind forces are totally eliminated, and we can see that all errors are set to zero again, \( x, y, z \) and \( \psi \) are stabilized, while \( \phi \) and \( \theta \) tend towards zero. This indicates a good robustness of the FL.

4.3. Wind disturbance

To test the robustness of the Feedback Linearization technique, the same simulation in section 4.1 was repeated but this time a wind force was introduced in the form of a transfer function's response (25) to the following square pulse:

\[ P = \begin{cases} 1 & \text{for } 5 < t < 25 \\ 0 & \text{everywhere else} \end{cases} \]

Figure 9. Forces

Figure 10. Wind Forces

Figure 11. Positions
5. Conclusion and Perspective
It has been proven in this paper that a UAV can be automated using a Feedback Linearization approach, in a way that, without human intervention, it can reach any desired point in space, even in a faulty environment. The presence of tolerable errors in figure 5 could be explained by the differentiation approximation used to avoid analytical derivation difficulties, and by the fact that we used a simplified model to build the control technique. Last but not least, the Feedback Linearization technique proved to have excellent robustness in section 4.3.
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