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The quantum entanglement enables the precision measurement and frequency metrology beyond the standard quantum limit that is imposed by the quantum projection noise and photon shot noise. Here we propose employing the entangled atoms in the synchronous differential measurement to enhance the sensitivity of the spatial-shift detection. Two ways of engineering the entangled atoms are studied. The synchronous comparison between two pixels within an entangled atomic cloud leads to a sensitivity enhancement factor of 1.4 over the standard quantum limit. Increasing the atom number hardly further improves the sensitivity. In contrast, the synchronous comparison between two independent pixels that are individually composed of entangled atoms allows for a strong sensitivity enhancement by a factor of, for example, 9.7 with $10^3$ entangled atoms in each pixel, corresponding to a reduction of the averaging time by a factor of about $10^2$. A large atom number may further elevate the sensitivity. Our work paves the way towards the entanglement-enhanced detection of the gravitational redshift by means of the in situ imaging spectroscopy.

\section{I. INTRODUCTION}

Optical atomic clocks have achieved the fractional frequency instabilities and systematic uncertainties at the $10^{-18}$ level \cite{1–6}, towards a redefinition of the SI second based upon the optical transitions in atoms. The frequency comparison between two clocks or in a clock network lies at the heart of various applications in precision measurement and sensing on, for instance, the variation of fundamental constants such as the proton-to-electron mass ratio and the fine structure constant \cite{7,8}, the gravity potential difference between remote locations (i.e., relativistic geodesy \cite{9,11}), and the interactions between atoms \cite{12–14}. Recently, the robust comparison between two transportable optical lattice clocks has resulted in the most precise ground-based measurement of the gravitational redshift \cite{15}.

Thus far, the frequency instabilities of most optical clocks are still limited by the phase fluctuations in the local lasers, which are used to periodically interrogate the engineered atoms, through the Dick effect \cite{16}. A great deal of effort has been paid to suppress the local oscillator noise. It has been demonstrated that placing the high-finesse optical resonators, to which the local oscillators are prestabilized, in the cryogenic environment can vastly reduce their statistical Brownian thermal noise \cite{17,18}. The resultant linewidths of the prestabilized lasers may reach the millihertz level with a coherence time of up to 50 s and a fractional frequency instability of $4 \times 10^{-17}$ at the averaging time of 1 s \cite{19}. Nevertheless, the complex laser-prestabilization measures add the significant complexity and volume to the clock setup.

In many practical applications, the absolute frequency measurement of the optical clocks is unnecessary. Employing the synchronous differential comparison enables the cancellation of the local oscillator noise \cite{20,21} and reaching the standard quantum limit that is imposed by the quantum projection noise \cite{22}. In particular, the synchronous clock comparison benefits from the long atom–atom coherence time (in principle, up to $10^2$)

\begin{align*}
\lvert \uparrow \rangle &= \begin{cases} P_{03} \left( F = \frac{1}{2}, M_F = - \frac{1}{2} \right) \\ P_{13} \left( F = \frac{3}{2}, M_F = \frac{3}{2} \right) \end{cases} \\
\lvert \downarrow \rangle &= \begin{cases} S_{01} \left( F = 1, M_F = - \frac{1}{2} \right) \\ S_{11} \left( F = 1, M_F = \frac{1}{2} \right) \end{cases}
\end{align*}
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\caption{Schematic of synchronous differential comparison. The lattice-trapped atomic cloud is divided into two pixels with the same atom number $N$. Each atom is composed of two spin states, $\lvert \uparrow \rangle = (6s^2) \begin{cases} S_{01} \left( F = \frac{1}{2}, M_F = - \frac{1}{2} \right) \\ S_{11} \left( F = 1, M_F = \frac{1}{2} \right) \end{cases}$ and $\lvert \downarrow \rangle = (6s^2) \begin{cases} P_{03} \left( F = \frac{3}{2}, M_F = - \frac{1}{2} \right) \\ P_{13} \left( F = \frac{3}{2}, M_F = \frac{3}{2} \right) \end{cases}$. The auxiliary $\lvert u \rangle = (6s^2) \begin{cases} S_{01} \left( F = \frac{1}{2}, M_F = - \frac{1}{2} \right) \\ S_{11} \left( F = 1, M_F = \frac{1}{2} \right) \end{cases}$ and $\lvert v \rangle = (6s^2) \begin{cases} P_{03} \left( F = \frac{3}{2}, M_F = - \frac{1}{2} \right) \\ P_{13} \left( F = \frac{3}{2}, M_F = \frac{3}{2} \right) \end{cases}$ states are used to create the entangled spins. The spatial shifts of two pixels are $\Delta_{\text{eff}}$ and $-\Delta_{\text{eff}}$, respectively.}
\end{figure}
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has demonstrated a fractional frequency uncertainty at the $10^{-21}$ level after about 10$^2$ hours of averaging [23]. Such an unprecedented precision can resolve the gravitational redshift between two clocks spatially separated at the submillimetre scale [24], offering the new opportunities for testing the fundamental physics. However, the long averaging time prevents the synchronous comparison from detecting relatively fast physical processes.

The standard quantum limit of the clock frequency instability may be overcome by using the entangled (correlated) atoms [25–27]. An optical lattice clock with hundreds of entangled atoms can shorten the averaging time by approximately three times, compared to the one with independent atoms [28]. Combining the local-oscillator-noise cancellation in the synchronous comparison and the entanglement-enhanced sensitivity beyond the standard quantum limit potentially advances the timekeeping precision and stimulates various scientific applications such as the tests of the fundamental laws of physics [29] and the gravitational-wave detection [30].

In this work, we theoretically explore the application of the entangled atoms in the synchronous differential comparison. We focus on the in situ imaging spectroscopy of a lattice-trapped atomic cloud that is divided into two pixels. For each pixel containing $10^3$ atoms, the entanglement of atoms enhances the spatial-shift sensitivity by a factor of 9.7 and significantly shortens the averaging time of the synchronous measurement. Increasing the atom number further raises the metrological gain. The recent atom-optical technologies allow for testing the predictions obtained in this study.

II. PHYSICAL SYSTEM

Figure 1 illustrates the schematic diagram of the physical system. An ensemble of $^{171}$Yb atoms are tightly confined in a one-dimensional magic-wavelength (759 nm) optical lattice [31]. The atomic cloud is divided into two groups, corresponding to two pixels in the in situ imaging spectroscopy [32]. We assume that two pixels contain the same number $N$ of atoms. Each atom is modelled as a spin composed of the clock state $|\downarrow\rangle = (6s^2)^1 S_0 (F = \frac{1}{2}, M_F = -\frac{1}{2})$ and $|\uparrow\rangle = (6s6p)^3 P_0 (F = \frac{1}{2}, M_F = -\frac{1}{2})$ states with the transition frequency of $\omega_0 = 2\pi \times 519$ THz. Other atomic levels and transitions shown in Fig. 1 are used for creating the entangled atoms (see below). We neglect the spontaneous decay of the spins because the time scale of interest in this work is much shorter than the natural lifetime (over 16 s [33]) of the $|\uparrow\rangle$ state.

The sub-Hilbert space for the $k$-th pixel ($k = 1, 2$) is spanned by the collective spin basis $|J_k, M_k\rangle$ (i.e., the exchange-symmetric Dicke manifold), where $J_k = \frac{N}{2}$ denotes the total spin angular momentum quantum number and $M_k$ corresponds to the projection quantum number along the quantization axis. The angular momentum vector operator for the $k$-th pixel is written as $\hat{J}_{k} = \sum_{\mu=x,y,z} \hat{J}_{\mu,k} \mathbf{e}_\mu$ with three components.

The phase difference between two pulses is $\phi$. The populations of two pixels in $|\uparrow\rangle$, $P_1$ and $P_2$, are then measured and the population difference $P_{d} = P_2 - P_1$ is given by

$$P_{d} = 2J_{\mu,k} \hat{J}_{\mu,k} \mathbf{e}_\mu$$

$$\Delta Q = \sqrt{\langle \hat{Q}^2 \rangle - \langle \hat{Q} \rangle^2}.$$

The spin system experiences the extra spatially dependent frequency shifts that may be caused by, for example, the residual magnetic field gradient, the lattice-induced shifts, and the gravitational redshift. We assume that the inhomogeneity of the spins within each pixel is negligible due to the small pixel size. By contrast, in order to model the relative frequency difference between two pixels, the effective spatial frequency shifts $\pm \Delta_{\text{eff}}$ are introduced to the pixels, respectively (see Fig. 1).

We perform the Ramsey measurement. The spin system is initially prepared in $|\psi_0\rangle = |M_1 = -\frac{N}{2}, M_2 = -\frac{N}{2}\rangle$, i.e., all spins are in $|\downarrow\rangle$. Two light $\frac{\pi}{2}$-pulses with an interval of $T$ are successively applied to excite the spins. The phase difference between two pulses is $\phi$. The population difference $P_{d} = P_2 - P_1$ is given by

$$P_{d} = 2J_{\mu,k} \hat{J}_{\mu,k} \mathbf{e}_\mu$$

$$\Delta Q = \sqrt{\langle \hat{Q}^2 \rangle - \langle \hat{Q} \rangle^2}.$$
computed. The mathematical treatment of the Ramsey measurement is listed in Appendix A.

III. INDEPENDENT SPINS

For the system composed of independent spins, the dependence of the Ramsey excitation fractions of two pixels on the phase $\phi$ are expressed as

$$\begin{align*}
\frac{P_1}{N} &= \frac{1}{2} + \frac{C}{2} \cos(\phi + \Delta_{\text{eff}} T), \\
\frac{P_2}{N} &= \frac{1}{2} + \frac{C}{2} \cos(\phi - \Delta_{\text{eff}} T).
\end{align*}$$

where we have defined the correlation function $C = \frac{\langle \Delta P_{\theta} \rangle^2}{\langle P_{\theta} \rangle}$. The parametric plot becomes a circle, i.e., $P_{\theta} = \sin(\Delta_{\text{eff}} T / 2)$.

Due to the absence of the spin decay, the Ramsey fringe contrast $C$ is equal to unity. We make the parametric plot that graphs $P_1$ and $P_2$ on a coordinate system. The plot exhibits an ellipse with the length of major and minor axes of $2a$ and $2b$, respectively (see Fig. 2a and b). Varying the spatial-shift-induced phase $\Delta_{\text{eff}} T$ changes the ellipticity $e = b/a$ of the ellipse (see Fig. 2). The parametric plot becomes a circle, i.e., $e = 1$, when $\Delta_{\text{eff}} T = \pi/4$. The orientation angle of the ellipse, i.e., the angle of the semi-major axis that is measured counterclockwise from the positive horizontal axis, is equal to $\frac{\pi}{4}$ or $-\frac{3\pi}{4}$, depending on if $\Delta_{\text{eff}} T$ is less than $\pi/4$.

We are interested in detecting the small spatial shift $\Delta_{\text{eff}}$. In the limit of $\Delta_{\text{eff}} T \sim 0$, Eq. (2) leads to

$$\Delta_{\text{eff}} = \frac{P_d}{NT \sin \phi},$$

with $P_d = \langle \hat{P}_d \rangle$. Thus, one may evaluate $\Delta_{\text{eff}}$ through measuring the Ramsey excitation difference $P_d$ between two pixels. Usually, the phase difference between two light $\pi/2$-pulses is set as $\phi = \frac{\pi}{2}$. Then, the uncertainty $\sigma(\Delta_{\text{eff}})$ of the spatial-shift measurement is determined by the standard deviation $\Delta P_d$ of $P_d$,

$$\sigma(\Delta_{\text{eff}}) = \Delta P_d / (NT) = (NT)^{-1} \sqrt{(\Delta P_1)^2 + (\Delta P_2)^2 - 2G(P_1, P_2)},$$

where we have defined the correlation function

$$G(P_1, P_2) = \langle \hat{P}_1 \hat{P}_2 \rangle - \langle \hat{P}_1 \rangle \langle \hat{P}_2 \rangle.$$

Actually, Eq. (4) represents the sensitivity of the spatial-shift measurement. For independent spins, two pixels are uncorrelated and one has $G(P_1, P_2) = 0$. We neglect all technique noise sources. The standard deviation of the Ramsey measurement is completely caused by the quantum projection noise, $\Delta P_1 = \Delta P_2 = \sqrt{\frac{N}{2}}$ [31], and we obtain

$$\sigma(\Delta_{\text{eff}}) = (\sqrt{2NT})^{-1}.$$

Extending the free-evolution time $T$ suppresses the uncertainty $\sigma(\Delta_{\text{eff}})$. Nevertheless, the spin decay aggravates the uncertainty for a large $T$.

Entanglement procedure:

| Prepare all spins in $|\downarrow\rangle$ | CSS | One-axis twisting Hamiltonian | Rotation |
|--------------------------------------|-----|-------------------------------|----------|

Equivalent operations:

$$\psi_0, \psi_{\text{CSS}}(\theta, \mathbf{n}) = e^{-i \theta \mathbf{n} \cdot (\mathbf{J}_1 + \mathbf{J}_2)} \psi_0,$$

i.e., rotating the initial state $\psi_0$ around the axis $\mathbf{n}$ by an angle of $\theta$. The expectation value of the total projection operator is $P = \langle \hat{P}_d \rangle = N(1 - \cos \theta)$ and the corresponding standard deviation is $\Delta P = \sqrt{N/2} \sin \theta$. The $\psi_{\text{CSS}}(\theta, \mathbf{n})$ state is usually referred to as the coherent spin state (CSS), in which the standard deviation $\Delta P$ of the quantum projection noise scales as $\sqrt{N}$, i.e., the standard quantum limit [32]. For the Ramsey measurement, the spin system is in $\psi_{\text{CSS}}(\theta = \pi/2, \mathbf{n} = \mathbf{e}_x)$ before the second light $\pi/2$-pulse is launched.

IV. ENTANGLED SPIN SYSTEM

It has been pointed out that the standard quantum limit may be overcome by employing the entangled (correlated) spins [27, 28]. Various methods of generating the entanglement between atoms have been proposed [39, 41] and demonstrated [28, 42, 43]. Here, we follow the approach based on the one-axis twisting Hamiltonian [28, 40]. Equations (3) and (4) are still valid for the entangled spins. As we will see below, the resultant nonzero inter-pixel correlation $G(P_1, P_2)$ may suppress the deviation $\Delta P_d$ of the Ramsey excitation difference below the standard quantum limit.

To create the entangled atoms, two auxiliary states, $|u\rangle = (6s^2)^{-1} S_0 |F = \frac{1}{2}, M_F = \frac{1}{2}\rangle$ and $|v\rangle = (6s^6p)^{-1} P_3 |F = \frac{5}{2}, M_F = \frac{5}{2}\rangle$, are involved (see Fig. 1), where $|u\rangle$ acts as a role similar to $|\uparrow\rangle$. The specific procedure can be summarized as follows (see Fig. 3): All spins are initialized in $|\downarrow\rangle$. A radiofrequency (RF) $\pi$-pulse is used to create a CSS between $|\downarrow\rangle$ and $|u\rangle$. This step corresponds to the preparation of the spin system in $\psi_{\text{CSS}}(\theta = \pi/2, \mathbf{n} = \mathbf{e}_x)$. Subsequently, an off-resonant light
Then, another RF pulse is applied to rotate the system is used to eliminate the acquired linear phase shift [28].

A π-pulse drives the $|u\rangle - |v\rangle$ transition through the optical cavity, introducing the cavity-mediated interactions between atoms. This step corresponds to the evolution of the spin system under the one-axis twisting Hamiltonian $J_z$ for a duration $\alpha$. Usually, the spin-echo technique is used to eliminate the acquired linear phase shift [28]. Then, another RF pulse is applied to rotate the system composed of $|\downarrow\rangle$ and $|u\rangle$ around the $y$-axis by an angle $(\beta - \frac{\pi}{2})$, equivalent to imposing the same operation on the spin system. Finally, a light π-pulse is launched to map the population in $|u\rangle$ to $|\uparrow\rangle$. In theory, the whole procedure is described as

$$
\psi_{\text{SSS1}}(\alpha, \beta) = e^{-i(\beta - \frac{\pi}{2})(J_{x,1} + J_{x,2})} e^{-i\alpha(J_{x,1} + J_{x,2})^2} \times \psi_{\text{CSS}}(\theta = \pi/2, n = e_x).
$$

After using the second light $\frac{\pi}{2}$-pulse, one may evaluate the Ramsey excitation fractions of two pixels. It is worth noting that unlike the application of the entangled spins in quantum metrology (see Appendix B), the spin entanglement here is applied to suppress the standard deviation $\Delta P_d$ of the excitation difference $P_d$ between two pixels so as to reduce the measurement uncertainty $\sigma(\Delta_{\text{eff}})$ of the spatial shift $\Delta_{\text{eff}}$. This quantity is referred to as the squeezed spin state (SSS).

Figure 3 plots the deviation $\Delta P$ of the total projection operation $\hat{P}$ (i.e., the Ramsey excitation of the whole spin system) as a function of the angles $\alpha$ and $\beta$. It is found that within the most $(\alpha, \beta)$ regime, $\Delta P$ exceeds the corresponding standard quantum limit $(\Delta P)_{\text{CSS}} = \sqrt{N/2}$. That is, the entanglement does not always suppress the projection noise. Nevertheless, there is the certain $(\alpha, \beta)$ regime, within which one has $\Delta P < (\Delta P)_{\text{CSS}}$. Since the individual pixels are parts of the whole entangled spin system, the dependence of $\Delta P_{k=1,2}$ of $P_k$ on $(\alpha, \beta)$ is similar to that of $\Delta P$ (see Fig. 3).

Our goal is to reduce the deviation $\Delta P_d$ of the excitation difference $P_d$ [see Eq. (4)], rather than the suppression of $\Delta P$ or $\Delta P_{k=1,2}$. Interestingly, as shown in Fig. 4, $\Delta P_d$ is always less than or equal to the standard quantum limit $(\Delta P_d)_{\text{CSS}} = \sqrt{N/2}$. The minimum of $\Delta P_d$ reaches zero, $\min(\Delta P_d) = 0$, when each pixel contains only one spin, i.e., $N = 1$. Actually, this situation is analogous to the recent experiment in [27], where two single ion clocks are fully entangled, i.e., $\psi_{\text{SSS1}} = \frac{1}{\sqrt{2}}(|M_1 = -\frac{1}{2}, M_2 = -\frac{1}{2}) + |M_1 = \frac{1}{2}, M_2 = \frac{1}{2})$. As $N$ is increased, the ratio $\min(\Delta P_d)/(\Delta P_d)_{\text{CSS}}$ approaches a saturation value of $\sim 0.7$ (see Fig. 4b), corresponding to a metrological gain of 1.5 decibels and a reduction of the averaging time by a factor of 2.

Indeed, the suppression of $\Delta P_d$ is attributed to the fact $G(P_1, P_2) \geq 0$ [see Eq. (4)]. Comparing Fig. 4 and c, one finds that the strong suppression of $\Delta P_d$ occurs within the $(\alpha, \beta)$ regime where $\Delta P_{k=1,2}$ are strongly enhanced. Thus, despite the strong quantum fluctuations in the Ramsey measurement of individual pixels, the large inter-pixel correlation (i.e., the entanglement between two pixels) still ensures the suppression of the quantum noise in the synchronous differential measurement.

In order to gain insight into the entanglement between two pixels, we compute the distribution of the entangled $\psi_{\text{SSS1}}$ state in different $|M_1, M_2\rangle$ states. Here, $\psi_{\text{SSS1}}$ corresponds to the state in which $\Delta P_d/(\Delta P_d)_{\text{CSS}}$ reaches its minimum. As depicted in Fig. 5, the spin system is mainly populated around the diagonal line with $|M_1| = |M_2|$. Thus, the reduced projection noise can be attributed to the fact that two single ion clocks are fully entangled. Indeed, the population distribution for the independent spins, i.e., the spin system is in $\psi_{\text{CSS}}(\theta = \frac{\pi}{2}, n = e_x)$.
M₁ = M₂ in the (M₁, M₂) regime, denoting the synchronized excitation of two pixels. In addition, the distribution is maximized at the |M₁ = N/2, M₂ = N/2⟩ and |M₁ = N, M₂ = N/2⟩ states, characterizing the cooperative behavior of spins. According to the distribution shown in Fig. 5, one may numerically simulate the Ramsey excitation fractions |P₁|² of two pixels by using the Monte Carlo method. In contrast, the system composed of independent spins is mainly populated around |M₁ = 0, M₂ = 0⟩ and the distribution presents an isotropic Gaussian pattern (see the inset in Fig. 5), indicating the single spin behavior.

V. TWO INDEPENDENT PIXELS WITH EACH INDIVIDUAL COMPOSED OF ENTANGLED SPINS

In last section, we have discussed the synchronous comparison with the entanglement of all spins, where the positive inter-pixel correlation reduces the deviation ∆P_d of the Ramsey excitation difference. From Eq. (4), it is seen that ∆P_d can be also suppressed by reducing ∆P₁,2 even when the inter-pixel correlation G(P₁, P₂) vanishes, i.e., ∆P_d = √2∆P₁ < (∆P_d)CSS. Here, we have used ∆P₁ = ∆P₂. Motivated by this, we further consider the following situation, where two pixels are independent while the spins in each pixel are entangled through the approach shown in Fig. 3. Thus, the system is in

\[ \psi_{SSS2}(\alpha, \beta) = \prod_{k=1,2} e^{i(\beta-\pi/2)\hat{J}_{y,k}} e^{-i\alpha\hat{J}_{z,k}} \times \psi_{CSS}(\theta = \pi/2, \mathbf{n} = \mathbf{e}_z), \]

before the second light π/2-pulse is launched in the Ramsey measurement. Such an entanglement scheme may be implemented by using the optical tweezer clock technique [44–46].

Figure 6 displays the dependence of ∆Pₖ=1,2 on the angles α and β. As is expected, within the certain (α, β) regime the entanglement of spins in each pixel may reduce ∆Pₖ=1,2 below that of the pixels composed of independent spins. The inset in Fig. 6 plots the minimum of the resultant deviation ∆P_d of the Ramsey excitation difference as a function of the number N of the spins in each pixel. In the simplest case with N = 1, one has ∆P_d = (∆P_d)CSS. For N = 2, the squeezed spin state \( \psi_{SSS2} \) takes the form of \( |\Phi\rangle_1 \otimes |\Phi\rangle_2 \) with the Bell state \( |\Phi\rangle_k = \frac{1}{\sqrt{2}} (|\downarrow\downarrow\rangle - |\uparrow\uparrow\rangle)_k \) of the k-th pixel and the minimum of ∆P_d reaches zero. Recently, the enhanced metrological stability has been demonstrated by using the long-lived Bell states [20]. Unlike the system in \( \psi_{SSS1} \), increasing the spin number N may further suppress the ratio \( \min(\Delta P_d)/(\Delta P_d)_{CSS} \) for the system in \( \psi_{SSS2} \) (see Fig. 4d and the inset in Fig. 6). For example, \( \psi_{SSS2} \) leads to \( \min(\Delta P_d)/(\Delta P_d)_{CSS} \approx 0.27 \) (0.1) when N = 50 (10⁴), corresponding to a spatial-shift sensitivity enhancement of 5.6 (9.9) decibels.

VI. ALLAN DEVIATION

Finally, we consider the stability (i.e., Allan deviation) of the synchronous differential measurement of the spatial shift \( \Delta_{\text{eff}} \). We numerically simulate the pixel populations \( P_{1,2} \) by using the Monte Carlo method (see App.
Appendix A and compute the Ramsey excitation difference \( P_d \). Figure 7a shows the distributions of \( P_d \) for the spin system in \( \psi_{\text{CSS}} \), \( \psi_{\text{SSS}1} \), and \( \psi_{\text{SSS}2} \), respectively. It is seen that the \( \psi_{\text{CSS}} \) state leads to a Gaussian distribution of \( P_d \) with the deviation of \( \Delta P_d = \sqrt{N}/2 \). In contrast, \( P_d \) for the system in \( \psi_{\text{SSS}1} \) has a distribution width narrower than that of \( \psi_{\text{CSS}} \). The distribution width is further narrowed when the system is in \( \psi_{\text{SSS}2} \).

According to Eq. (3), one may compute the spatial shift \( \Delta_{\text{eff}} \) from the measurement of \( P_d \). This \( \Delta_{\text{eff}} \) corresponds to the mean value of the spatial shift averaged over a cycle time \( T_c \). Each cycle is composed of the preparation of the lattice-trapped spins, the generation of the entanglement between spins, and the Ramsey measurement. Typically, the time duration for creating the entangled spins is of the order of 0.1 s \([28]\) and the Ramsey time \( T \) is of the order of 1 s. Thus, \( T_c \) approximates \( T \).

Performing the simulation repeatedly, one obtains a frequency series \( \{\Delta_{\text{eff},k}, k \in \mathbb{Z}\} \), where the index \( k \) denotes the \( k \)-th measurement cycle. The Allan deviation is then given by

\[
\sigma_y(\tau = nT_c) = \omega_0^{-1}\sqrt{\langle (\Delta_{\text{eff},m+1} - \Delta_{\text{eff},m})^2 \rangle},
\]

with \( \Delta_{\text{eff},m} = \frac{1}{n}\sum_{k=(m-1)n+1}^{mn} \Delta_{\text{eff},k} \) averaged over the period and \( n \in \mathbb{Z} \).

The numerical results with \( T_c = 1 \) s are shown in Fig. 7a. The entanglement of spins improves the stability of the measurement of \( \Delta_{\text{eff}} \). For \( N = 50 \), the Allan deviation for the system in \( \psi_{\text{CSS}} \) is evaluated to be \( \sigma_y(\tau) = 3.0 \times 10^{-17}/\sqrt{T} \). Preparing the system in \( \psi_{\text{SSS}1} \) leads to \( \sigma_y(\tau) = 2.2 \times 10^{-17}/\sqrt{T} \). In contrast, the Allan deviation for the system in \( \psi_{\text{SSS}2} \) is \( \sigma_y(\tau) = 7.5 \times 10^{-18}/\sqrt{T} \), denoting a metrological gain of 5.6 decibels over the standard quantum limit and a reduction of the averaging time by a factor greater than 14. The analytic expression of the Allan deviation takes the form

\[
\sigma_y(\tau) = \sigma(\Delta_{\text{eff}}) \sqrt{\frac{T_c}{\tau}} = \frac{\Delta P_d/N}{\omega_0 \sqrt{T_c} \sqrt{\tau}}.
\]

Since \( \Delta P_d \) for the system in \( \psi_{\text{SSS}2} \) decreases with the atom number \( N \) (see the inset in Fig. 6), one may increase \( N \) to enhance the measurement stability. When \( N = 10^3 \), we obtain \( \sigma_y(\tau) = 7.0 \times 10^{-19}/\sqrt{T} \), one order of magnitude better than \([24]\), by employing \( \psi_{\text{SSS}2} \) (see Fig. 7b). For two pixels with an effective separation of 10 \( \mu \)m, the gravitational redshift at the Earth’s surface causes a fractional frequency difference of \( 1.09 \times 10^{-21} \), which can be resolved when \( \tau = 100 \) h. In addition, extending the free-evolution time \( T \) also improves the stability \( \sigma_y(\tau) \). However, for a large \( T \), the spontaneous decay of \(|\uparrow\rangle\rangle \) degrades the contrast of the Ramsey measurement and the relevant effects should be taken into account.

VII. CONCLUSION

In summary, we have investigated the application of the entanglement of atoms in the synchronous differential comparison. The resultant suppression of the deviation of the Ramsey excitation difference between two pixels leads to an enhanced sensitivity of the spatial-shift detection and a strong reduction of the averaging time. The proposed metrology scheme is feasible by means of the recent atom-optical techniques and will advance the tests of fundamental physics.

In this study, we have assumed two pixels have the same atom number. However, in practice this cannot be ensured when preparing the sample. In addition, the total number of atoms varies for different samples. According to the experiment in \([28]\), the standard deviation \( \sigma_N \) of the atom number whose mean value is \( N = 350 \) can be controlled to \( \sigma_N = 40 \). In contrast, the experiment in \([20]\) has \( N \approx 10^3 \) with \( \sigma_N \) of the order of 10. Assuming a deviation of \( \sigma_N/N = 0.01 \), we estimate that the fluctuations of the atom number cause an extra uncertainty component in \( \sigma(\Delta_{\text{eff}}) \) less than one percent.

Appendix A: Ramsey measurement

We perform the Ramsey measurement on an ensemble of \( N \) spins. In the Heisenberg picture, one has the projection operator

\[
\hat{P}(\phi) = N + e^{i\pi J_z/2} e^{-i\phi J_z/2} e^{i\pi J_z/2} J_z \\
\times e^{-i\pi J_z/2} e^{i\phi J_z/2} e^{i\pi J_z/2} J_z \\
= N - (\hat{J}_z/2) \cos \phi - (\hat{J}_z/2) \sin \phi.
\]

FIG. 8. Ramsey measurement. (a) Population \( P \) in \(|\uparrow\rangle\rangle \) and standard deviation \( \Delta P \) as a function of the phase difference \( \phi \) between two light pulses. (b) Distribution \( p(M) \) of the system in \(|J = N/2, M\rangle \). For all curves, the spin number is \( N = 100 \) and the system is initially prepared in \(|J = N/2, M = -N/2\rangle\rangle \).
Here, φ is the phase difference between two light \( \frac{\pi}{2} \)-pulses. The expectation value of \( \hat{P}(\phi) \) is given by \( P(\phi) = \langle \hat{P}(\phi) \rangle = \langle \psi | \hat{P}(\phi) | \psi \rangle \) with the initial state \( | \psi \rangle \) of the system. The standard deviation \( \Delta P = \sqrt{\langle P^2 \rangle - \langle P \rangle^2} \) of the projection measurement takes the form

\[
(\Delta P)^2 = 2\langle (\hat{J}_x \hat{J}_y + \hat{J}_z \hat{J}_z/2 - 2\hat{J}_z)(\hat{J}_z) \rangle \sin 2\phi + 4\Delta J_z^2 \cos^2 \phi + 4(\Delta J_z^2)^2 \sin^2 \phi \tag{A2}
\]

with \( \Delta J_{u=x,z} = \sqrt{\langle J_u^2 \rangle - \langle J_u \rangle^2} \).

Figure 8 illustrates the dependence of \( P \) and \( \Delta P \) on the phase difference \( \phi \), where the system is initialized in \( |J = \frac{N}{2}, M = -\frac{N}{2} \rangle \). The standard deviation \( \Delta P/\sqrt{N} \) reaches zero when \( P/N = 0 \) (i.e., all spins are in \( |\downarrow\rangle \) (\(|\uparrow\rangle \)) and is maximized at \( P/N = 1/2 \). One may also compute the distribution \( P(M) = |\langle J + N/2, M | \psi(\phi) \rangle|^2 \) of spins in different states. Here \( \psi(\phi) \) is the wavefunction of the system after the second light \( \frac{\pi}{2} \)-pulse is launched. We have \( P = \sum_M (M + \frac{N}{2})p(M) \) and \( (\Delta P)^2 = \sum_M (M + \frac{N}{2})^2 p(M) - P^2 \). As depicted in Fig. 8, the distribution \( p(M) \) spreads rapidly when \( \psi(\phi) \) is away from \( |J = \frac{N}{2}, M = \pm \frac{N}{2} \rangle \).

According to \( p(M) \) shown in Fig. 8, one may numerically simulate the spin excitation through the Monte Carlo method. For a certain \( \phi \), we have to select a specific \( (M + \frac{N}{2}) \) with the corresponding probability \( p(M) \) as a Ramsey measurement result. To this end, we compute the maximum \( p_{\text{max}} \) in the array \( \{ p(-J), p(-J+1), \ldots, p(J-1), p(J) \} \), shuffle the elements in the array, and draw a uniform random number \( x \) in \([0,1]\). Then, we compare \( x \) to the first element \( p(M) \) in the shuffled array. If \( x < \frac{p(M)}{p_{\text{max}}} \), the Ramsey measurement result is \( (M + \frac{N}{2}) \). Otherwise, the procedure is repeated. One may obtain an ensemble of measurement results, whose mean value is \( P \) and standard deviation is \( \Delta P \).

**Appendix B: Enhanced sensitivity for detecting phase fluctuations**

The standard deviation \( \Delta P \) of the projection measurement leads to the uncertainty \( \Delta \phi \) of the phase detection. Usually, the phase difference \( \phi \) is set to be \( \frac{\pi}{2} \), which gives

\[
\Delta \phi = \frac{\Delta P(\phi)}{\partial P(\phi)/\partial \phi} = \frac{\Delta J_z}{\langle |J_z| \rangle} \tag{B1}
\]

When the spin system is initially prepared in \( |J = \frac{N}{2}, M = -\frac{N}{2} \rangle \), we have \( \Delta J_z = \sqrt{N}/2 \) and \( \langle |J_z| \rangle = N/2 \) and arrive at the standard quantum limit

\[
(\Delta \phi)_{\text{SQL}} = 1/\sqrt{N}. \tag{B2}
\]

Equation (B2) is also known as the quantum projection noise limit or the shot-noise limit.

![FIG. 9. Phase sensitivity \( \Delta \phi \). The spin system is prepared in the entangled state \( \psi_{\text{SSS}}(\alpha, \beta) \) with \( N = 100 \) and \( \alpha/\pi = 1.016 \). Varying \( \beta \) changes \( \Delta \phi \) and the minimum of \( \Delta \phi \) (symbol \( \bullet \)) reaches 0.25(\( \Delta \phi \))_{\text{SQL}}. Inset: minimum of \( \Delta \phi \) vs. \( N \) (symbols \( \bullet \)).](image)

Indeed, the standard quantum limit is not fundamental and can be exceeded using the entangled spins. Figure 9 shows an example of the uncertainty \( \Delta \phi \) when the spin system is in

\[
\psi_{\text{SSS}}(\alpha, \beta) = e^{-i(\beta-\pi/2)J_y} e^{-i\alpha J_z} \psi_{\text{CSS}}(\theta = \pi/2, n = e_x), \tag{B3}
\]

with \( \psi_{\text{CSS}}(\theta, n) = e^{-inJ_y} |J = \frac{N}{2}, M = -\frac{N}{2} \rangle \) before the second light \( \frac{\pi}{2} \)-pulse is launched in the Ramsey measurement. It is seen that \( \Delta \phi \) can be smaller than \( (\Delta \phi)_{\text{SQL}} \) for some values of \( \alpha \) and \( \beta \). This is usually referred to as the spin squeezing [25] and has been employed in quantum metrology to improve the frequency stability of optical clocks [25].

The fundamental limit on the phase detection is imposed by the Heisenberg uncertainty relation. The commutation relation \( [\hat{J}_x, \hat{J}_y] = i\hat{J}_z \) gives the inequality \( \Delta J_x \Delta J_y \geq |\langle \hat{J}_z \rangle|/2 \). Since the maximum of \( \Delta J_y \) is \( J = N/2 \), one obtains the Heisenberg limit on the phase detection

\[
(\Delta \phi)_{\text{HL}} = 1/N. \tag{B4}
\]

For small spin systems, the entanglement operation [i.e., Eq. (B3)] may suppress \( \Delta \phi \) to a value close to \( (\Delta \phi)_{\text{HL}} \). As the system’s size (i.e., the spin number \( N \)) is increased, the minimum of \( \Delta \phi \) becomes far above \( (\Delta \phi)_{\text{HL}} \) (see the inset in Fig. 9).
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