Subtracted Cumulants: Mitigating Large Background in Jet Substructure
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We introduce a new approach for jet physics studies using subtracted cumulants of jet substructure observables, which are shown to be insensitive to contributions from soft-particle emissions uncorrelated with the hard process. Therefore subtracted cumulants allow comparisons between theoretical calculations and experimental measurements without the complication of large background contaminations such as underlying and pileup events in hadron collisions. We test our method using subtracted jet mass cumulants by comparing Monte Carlo simulations to analytic calculations performed using soft-collinear effective theory. We find that, for proton-proton collisions, the method efficiently eliminates contributions from multiparton interactions and pileup events. We also find within theoretical uncertainty that our analytic calculations are in good agreement with the subtracted cumulants calculated by using ATLAS jet mass measurements.

I. INTRODUCTION

Jets have become essential objects of study at high-energy colliders. They are produced ubiquitously in hard scattering processes as well as hadronic decays of heavy particles. Tremendous progress has been made to understand and use jets for testing the standard model and searching for new physics, with reliable Monte Carlo simulations of high-energy collisions as well as useful jet substructure analysis tools [3, 4]. However, theoretical precision is often limited by the need to model soft-particle emissions additively contributions from uncorrelated emissions can be overwhelming the correlated effects one wants to probe such as jet modifications and medium responses in HIC. Many subtraction techniques [9–19] have been developed in order to correct jets back to their true compositions. Ideally one would like the subtraction to work for each jet, which is impossible due to the intrinsic ambiguity between signal and background particles. One could then hope to remove the background and correct jet observable distributions statistically. The precision of the background subtraction will then have to be quantified when comparing measurements to analytic calculations.

In this paper, instead of relying on algorithms to remove soft particles out of jets, we provide an alternative approach for comparing theoretical calculations directly to experimental measurements without the complication of modeling soft uncorrelated emissions (SUEs). Specifically, we define subtracted cumulants which cancel the contributions from SUEs. This approach was first introduced in the context of the transverse energy of Drell-Yan processes [20]. Here we extend its use to jet substructure observables to which SUEs additively contribute. Additive contributions from uncorrelated emissions can be easily removed, and the resulting subtracted cumulant is thus useful for precision jet physics studies. The jet mass, \( m_J \) is a classic observable which receives additive contributions from SUEs. In this paper, as a proof of concept, we focus only on the first cumulant of jet invariant mass in proton-proton collisions. It is straightforward to extend our study to other jet substructure observables and higher cumulants.

The rest of the paper is organized as follows. We first give the definition of subtracted jet mass cumulant \( \Delta \), and we demonstrate its robustness against SUEs using Pythia Monte Carlo simulations. Since jet substructure observables highly depend on the jet-initiating partons we also show the sensitivity of \( \Delta \) to quark-gluon jet fractions. Finally, we show that the comparisons of our theoretical predictions performed using soft-collinear effective theory (SCET) [21, 22] to the results computed
from ATLAS measurements are in a good agreement.

II. DEFINITION OF THE OBSERVABLE

For a jet substructure observable, \( e \), which receives additive contributions from individual particles within a jet, we have

\[
e = \sum_{i \in \text{jet}} e^{(i)},
\]

where \( e^{(i)} \) depends on the four-momenta of the \( i \)-th particle in the jet. In the presence of SUEs, because of the additivity, the observable can be decomposed into two terms,

\[
e = \sum_{i \in \text{signal}} e^{(i)} + \sum_{i \in \text{SUEs}} e^{(i)} \equiv e_S + e_B,
\]

where “S” refers to the signal contributions which are correlated with the hard process and “B” to the background from SUEs. Here \( e_B \) is the background contribution statistically independent of \( e_S \). Its probability density does not depend on the kinematics and details of the hard process, such as the jet energy, angular direction, and the flavor of the initiating parton. Let \( P_S(e_S) \), \( P_B(e_B) \), and \( P(e) \) denote probability densities of the observables \( e_S \), \( e_B \), and \( e \), respectively. Since SUEs are uncorrelated with the signal, the probability density at the values \( e_S \) and \( e_B \) is simply a product of uncorrelated distributions \( P(e_S,e_B) = P_S(e_S)P_B(e_B) \). Then, \( P(e) \) is given by

\[
P(e) = \int de_S \, de_B \, \delta(e - e_S - e_B)P(e_S,e_B)
\]

\[
= \int de_B \, P_S(e - e_B)P_B(e_B),
\]

which has a convolution form. The cumulants \( \kappa_n(e) \) are defined using the cumulant-generating function \( K(t) \),

\[
K(t) = \sum_{n=1}^{\infty} \frac{\kappa_n}{n!} = \log(\exp(te))
\]

where \( \langle \cdots \rangle \) denotes the expectation value. Note the additivity of cumulants: \( \kappa_n(e) = \kappa_n(e_S) + \kappa_n(e_B) \) which will allow us to cancel uncorrelated contributions in the subtraction between cumulants. Also, cumulants are in one-to-one correspondence with moments \( e^n \): \( \kappa_1(e) = \langle e \rangle \), \( \kappa_2(e) = \langle e^2 \rangle - \langle e \rangle^2 \), \( \kappa_3(e) = \langle e^3 \rangle - 3\langle e^2 \rangle \langle e \rangle + 2\langle e \rangle^3 \), etc.

Although Eq. (2) is by definition true for all additive observables, jet substructure observables defined with the standard jet axis determined via E-scheme is subject to an axis recoil effect due to soft radiation, which correlates the soft background and signal radiation. However, such effects are shown to be power-suppressed \[27\] for many of the additive observables, including the jet mass we study here. Also, as we show later using simulation data, this effect is expected to be small for subtracted cumulants due to the uniformity of soft radiation. Alternatively one may use a recoil free axis such as the winner-take-all axis \[28\]. There are also many additive jet observables which are insensitive to jet axis direction which would not be subject to such recoil effects \[29\].

We define the jet substructure observable \( \hat{\tau} \) which is closely related to the jet invariant mass and receives additive contributions from signal and background,

\[
\hat{\tau} = 2 \cosh(\eta) \sum_{i \in \text{jet}} p_T^{+} = \hat{\tau}_S + \hat{\tau}_B = \frac{m_T^2}{p_T^2} \left[ 1 + O\left( \frac{m_T^2}{p_T^2} \right) \right],
\]

where \( p_T \) and \( \eta \) are the jet transverse momentum and pseudorapidity with respect to the beam axis, and \( p^+ = p^0 - \vec{n} \cdot \vec{p} \) is the small light-cone component of the constituent’s momentum with respect to the jet axis \( \vec{n} \). Then for the dimensionless observable \( \tau = \hat{\tau}/p_T \), up to corrections suppressed by \( (p_{T}^{\text{SUE}}R^2/p_T)^2 \), where \( R \) is the jet radius, Eq. (3) becomes

\[
\int d\tau dp_T d\eta \frac{d\sigma}{d\tau dp_T d\eta} f(\eta) \approx \int d\tau dp_T d\eta \frac{d\sigma}{d\tau dp_T d\eta} f(\eta) \]

where the function \( f \) is the normalized probability distribution of the SUE contribution to the observable \( \hat{\tau} \). It was shown that this convolutional expression with a simple model for \( f \) well describes the MPI contribution in Monte Carlo simulations \[20\] and experimental measurements \[22\]. Note that the expression in Eq. (6) resembles the factorization of hadronization contributions derived using operator product expansion \[23\], and hadronization is correlated with the hard process. Here, \( f \) only includes SUEs and is observed to be independent of the jet pseudorapidity in the plateau region. Due to the similar convolution structure for hadronization effects, hadronization effects are also largely removed in the subtracted cumulant we define below for proton-proton collisions.

For the first \( \tau \) cumulant (the first moment, equivalently), which is denoted by \( \langle \tau \rangle \) and is a function of jet \( p_T \) and \( \eta \),

\[
\langle \tau \rangle = \left( \frac{d\sigma}{dp_T d\eta} \right)^{-1} \int d\tau \tau \frac{d\sigma}{d\tau dp_T d\eta} = \langle \tau_{\text{corr}} \rangle + \frac{\Omega_f}{p_T},
\]

where \( \langle \tau_{\text{corr}} \rangle \) is the first cumulant in the absence of SUEs and \( \Omega_f = \int d\tau \tau f(\tau) \) is independent of hard scale \( p_T \). Therefore one can define SUE-independent observable by taking the derivative of the \( p_T \)-weighted cumulant:

\[
\frac{d}{dp_T} p_T \tau(\tau) = \frac{d}{dp_T} p_T \langle \tau_{\text{corr}} \rangle.
\]

For a binned cross section \( \sigma^{[ij]} \) of the \( i \)-th bin in \( \tau \) and \( j \)-th bin in jet \( p_T \), the \( \tau \) cumulant of the \( j \)-th \( p_T \) bin is the following:

\[
\langle \tau \rangle^{[j]} = \sum_i \frac{\tau^{[i]} \sigma^{[ij]}}{\sum_i \sigma^{[ij]}} = \langle \tau_{\text{corr}} \rangle^{[j]} + \Omega_f \nabla^2 \langle \tau \rangle^{[j]}.
\]
where \( \tau^{[i]} \) is the central value of the \( i \)-th \( \tau \) bin and \( \langle p_T^{-1}\rangle^{[j]} = \frac{\langle f^{[j]} d\sigma / \sum_i f^{[i]} \rangle}{\langle f^{[i]} \rangle^{[j]} \langle f^{[i]} \rangle^{[k]} / \langle f^{[k]} \rangle^{[j]} / \langle f^{[k]} \rangle^{[k]} \rangle} \). We then define the subtracted cumulant with the same mass dimension as \( \tau \),

\[
\Delta_j^{\tau k} = \langle \tau \rangle^{[j]} - \langle \tau \rangle^{[k]} \langle p_T^{-1}\rangle^{[j]} = \langle \tau_{corr} \rangle^{[j]} - \langle \tau_{corr} \rangle^{[k]} \langle p_T^{-1}\rangle^{[j]} / \langle p_T^{-1}\rangle^{[k]} \rangle. 
\]

The model function dependence vanishes and we are left with purely signal-correlated contributions. Note that we do not have to assume any specific form for the model function, \( f(\tau) \).

### III. REMOVAL OF SOFT UNCORRELATED EMISSIONS

We discuss and demonstrate using PYTHIA simulations that subtracted cumulants are indeed insensitive to MPI and PU contributions in proton-proton collisions. We compare the results with the perturbative calculation performed in [31] at next-to-leading logarithmic and next-to-leading order accuracy (NLL’+NLO) using SCET. (See also [31,32] for previous jet mass calculations.) Within theoretical uncertainties, the calculation agrees well with the simulations even for a large number of PU events.

The NLL’+NLO result is obtained by matching the resummed and fixed order results,

\[
\frac{d\sigma_{\text{NLL’+NLO}}}{d\tau d p_T d\eta} = \frac{d\sigma_{\text{NLL’}}}{d\tau d p_T d\eta} + \frac{d\sigma_{\text{NLO}}}{d\tau d p_T d\eta} - \frac{d\sigma_{\text{NLO-sing.}}}{d\tau d p_T d\eta},
\]

where \( d\sigma_{\text{NLL’}} \), \( d\sigma_{\text{NLO}} \), and \( d\sigma_{\text{NLO-sing.}} \) are the resummed, fixed-order, and fixed-order singular cross sections, respectively. The NLO result is obtained using MadGraph 5 [10]. For the simulation, we use PYTHIA 8 [11] with the ATLAS-A14-variation-2 tune. We study the effect of MPI on subtracted cumulants by switching on and off its contribution in PYTHIA. PU events are simulated by soft QCD processes and added on top of signal events, and the PU event number follows a Poisson distribution with the mean \( N_{PU} \). Here we present results for \( N_{PU} = 7.5 \) and 50. Jets are reconstructed using the anti-\( k_t \) algorithm [32] implemented in FASTJET [43].

We first show in FIG. 1 the contributions of MPI and PU to the \( m_J / p_T \) distributions. Both MPI and PU affect the peak position of the distribution significantly, especially for lower \( p_T \) jets with a large \( \langle N_{PU} \rangle \). FIG. 2 then shows the results of subtracted jet mass cumulants. The blue band is the theoretical uncertainty of the NLL’+NLO calculation estimated by varying characteristic energy scales with a factor of two. Remarkably, the simulation results from PYTHIA for different cases with and without MPI or PU contributions all agree with the analytic calculation of the signal distribution within theoretical uncertainty. This clearly demonstrates that the proposed subtracted cumulants largely mitigate contributions from UE and PU.

\[1 \text{ In this paper, 'NLO' means the fixed-order calculation at } O(\alpha_s) \text{ accuracy. Since } O(\alpha_s) \text{ is the first order at which the mass is nonzero, } O(\alpha_s) \text{ is sometimes referred to as the 'LO' contribution [32].} \]
IV. MODIFICATION FOR HIGH LUMINOSITY COLLISIONS

For the situation with large background contamination from PU at HL-LHC or UE in HIC, the jet $p_T$ is significantly altered by SUEs and the jet mass is no longer an additive observable from jet constituents. Therefore, we instead consider the observable, $\hat{\tau}$, defined in Eq. (5) which is explicitly additive. Note that the jet direction $\vec{n}$ is assumed to be only mildly affected by a large but approximately uniform background, or one can use a recoil-free axis [28]. On the other hand, since SUE contamination alters the value of jet $p_T$ significantly, in order to compare subtracted cumulants between experiment and theory we need to correct for the jet $p_T$ bin migration. This can be effectively achieved using the area subtraction method [9, 44], and we refer to the corrected $p_T$ as $\hat{p}_T$. The subtracted cumulants for $\hat{\tau}$ are defined as follows,

$$\Delta_{\tau}^{jk} = \langle \hat{\tau} \rangle^j - \langle \hat{\tau} \rangle^k = \langle \hat{\tau}_{\text{corr}} \rangle^j - \langle \hat{\tau}_{\text{corr}} \rangle^k, \quad (12)$$

where the indices $j, k$ label the $\hat{p}_T$ bins. Note that the subtracted cumulant of $\hat{\tau}$ above is different from Eq. (10) in $p_T$-weighting factor.

In FIG. 3 we demonstrate the robustness of $\Delta_{\tau}^{jk}$ against large SUEs by comparing the Pythia partonic result to the one including MPI and PU with $N_{\text{PU}} = 200$, which is typical at HL-LHC and can give an indication of how this observable removes SUEs in HIC. Note the remarkable agreement between the two results. In practice, we use the approximation $\hat{\tau} \approx m_3^2/p_T$ which is in terms of the well-studied invariant mass. For this reason and in contrast to the previous plots, we choose to subtract the highest, instead of the lowest, $\hat{p}_T$ bin where this approximation is more accurate.

V. SENSITIVITY TO QUARK/GLUON JET FRACTION

We discuss the sensitivity of subtracted cumulants to quark and gluon jet fractions, $f_q = 1 - f_g$ and $f_g$, respectively. Assuming that the fractions vary slowly within each $p_T$ bin $j$, the $\tau$ distribution is a weighted sum of the corresponding quark and gluon distributions,

$$\frac{d\sigma^{[j]}}{d\tau} = f_g \frac{d\sigma^{[j]}}{d\tau} + (1 - f_g) \frac{d\sigma^{[j]}}{d\tau}, \quad (13)$$

and similarly for $\langle \tau \rangle$,

$$\langle \tau \rangle^{[j]} = f_g \langle \tau \rangle^{[j]} + (1 - f_g) \langle \tau \rangle^{[j]} \quad (14)$$

Since $0 < f_g < 1$ and $\langle \tau \rangle^{[j]} > \langle \tau \rangle^{[j]}$, we have $\langle \tau \rangle^{[j]} < \langle \tau \rangle^{[j]}$. The subtracted cumulants are

$$\Delta_{\tau}^{jk} = \Delta_{\tau}^{jk} + \left[ f_g \langle \tau \rangle^{[j]} \langle \tau \rangle^{[j]} - (1 - f_g) \langle \tau \rangle^{[j]} \right] \frac{d\sigma^{[j]}}{d\tau} \left[ n_T \frac{d\sigma^{[j]}}{d\tau} \right] \quad (15)$$

We use Pythia to simulate pure quark and gluon jets, and we mix the samples manually using the parametrized function $f_g(p_T; a, b)$ (see Appendix for details). Within the $p_T$ range of interest we examine two scenarios in which the gluon jet fraction is larger (model 1) or smaller (model 2) than the expected value in $pp$ collisions.

FIG. 4 shows the gluon jet fraction and subtracted cumulants as a function of jet $p_T$. We compare our analytic calculation and simulation to HIC [45, 46]. The fraction change can induce a significant change of the subtracted cumulant distinguishable with the theoretical precision.

VI. COMPARISON WITH EXPERIMENTAL DATA

We compare our analytic calculation and simulation to subtracted cumulants calculated from the experimental data measured by the ATLAS Collaboration at the LHC with the collisional center of mass energies 7 TeV [47] and 5.02 TeV [48].
FIG. 4. Top: Gluon jet fractions for the two models in this analysis (see text and Appendix A). Bottom: Results of subtracted cumulants from analytic calculation (blue band) and Pythia simulations with the gluon fractions from models 1 and 2, as well as pure quark and gluon jets.

FIG. 5 shows the results for the NLL’+NLO calculation (blue band) and Pythia simulations with (black) or without (red) MPI effect and hadronization. The data points are calculated from ATLAS measurements of jet mass distributions. The error bars include only the statistical uncertainty and are calculated from the variance of $\langle \tau |^i \rangle$: $\sqrt{\text{Var} \cdot N|}]$, where $\text{Var} \cdot N|]$ is the variance of the $\tau$ distribution and $N|]$ is the total number of jets estimated from the integrated luminosity: $L_{\text{int.}} \times d\sigma|]$. The statistical error in these experiments is small resulting in the small error bars in the plots. Including the systematic uncertainty requires experiment details and is beyond the scope of this work. For the 7 TeV case, only the differential distributions in jet mass are available rather than $\tau = m^2_j/p_T^2$, thus we redefine $\Delta$ in terms of the cumulant of $s = m^2_j$ as follows,

$$\Delta^k_s = \langle s |^i \rangle - \langle s \rangle |^{k} \frac{p_T |^j}{p_T |^{k}} = \langle s_{\text{corr}} |^j \rangle - \langle s_{\text{corr}} \rangle |^{k} \frac{p_T |^j}{p_T |^{k}}. \tag{16}$$

This redefinition is only necessary due to the large $p_T$ bin sizes in the experiment. The average values $\langle p_T |^j \rangle$ are not given in [49] and we use the ones generated by Pythia including hadronization and underlying event contributions since these quantities are well described by simulations. For both the 7 and 5.02 TeV cases, we find that the results of analytic calculations and simulations are in good agreement with the experimental data.

A fixed-order expression for mean square jet mass $\langle m^2 \rangle$ for quark or gluon jets in small radius limit ($R \ll 1$) is given in Ref. [39]: $\langle \tau \rangle_i \sim \langle m^2 \rangle_i / p_T^2 \sim C_i R^2$, where $i = q, g$ and $C_q = \frac{3}{8} C_T$ and $C_g = \frac{7}{20} C_A + \frac{3}{20} n_f T_R$. By inserting it into Eq. (15), the fixed-order subtracted cumulant is given by

$$\Delta^k_s \sim \frac{\alpha_s}{\pi} R^2 \left[ C_q \frac{p_T |^j}{p_T |^{k}} - \frac{p_T |^j}{p_T |^{k}} \right] + (C_g - C_q) \frac{p_T |^j f_T |^j}{p_T |^j}, \tag{17}$$

We apply Eq. (17) to the case $R = 0.4$ in the lower panel of FIG. 5 and we obtained the NLO curve (red dotted) by using the gluon fraction in FIG. 4. The result underestimates the data and the calculation including resummation and this suggests that resummation plays an important role. This can be understood from the fact that the jet mass has a maximum allowed value $m_{\text{max}}^{2j} \sim p_T^2 \tan(R/2) \simeq 0.2 p_T^2$, which is not sufficiently far from the location of the peak in FIG. 4 where resum-
nation is needed. The cumulants of $e^+e^-$ thrust also show a significant difference between the fixed-order result at $\mathcal{O}(\alpha_s)$ and the resummed result at NLL.

VII. CONCLUSIONS

In this paper, we extend the work in [20] to jet substructure observables and introduce the new method of comparing theoretical calculations of jet substructure observables to data using subtracted cumulants. An advantage of our observable, compared to event by event subtraction techniques, is that our approach can be applied to existing data for which only the jet four-momenta are available. Furthermore it does not require any tunes or Monte Carlo input since it does not depend on any parameters or models. The method makes the comparison insensitive to soft uncorrelated emissions such as multiparton interactions and pileup without using background subtraction algorithms to correct each jet or having to model uncorrelated effects. Our theoretical prediction subtraction algorithms to correct each jet or having to model uncorrelated effects. Our theoretical prediction at NLL’+NLO accuracy using SCET shows an excellent agreement with the subtracted cumulants calculated from two independent ATLAS jet mass measurements and those from PYTHIA simulations. We also demonstrate that subtracted jet substructure cumulants remove large background contaminations up to 200 pileup events. Its robustness makes subtracted cumulants useful for jet studies at the high-luminosity LHC and in the heavy-ion collisions, where the identification of signal jets is challenged by a large background. We also show that subtracted cumulants are sensitive to the change of quark-gluon jet fraction. This could allow for precise determination of the fraction and its modification in heavy-ion collisions, which will be useful for discriminating possible medium effects and contributions. For example, in addition to the p-p jet mass measurements, in Ref. [48], exist also preliminary Pb-Pb data for the same transverse momentum. It will be very interesting to see a comprehensive analysis and a comparison of the subtracted jet mass cumulants from the two measurements and what that reveals for the medium induced effects. The mitigation of UE with flow modulation in HIC will be studied in future work.
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Appendix A: Dependence of subtracted cumulants on quark and gluon jet fraction

We give the details of the parametrization used in FIG. 6 for the two models with different quark and gluon jet fractions. The gluon fraction, $f_g$, has the following power-law modification form:

$$f_g(p_T; a, b) = f_g^{\text{NLL}}(p_T) \left(\frac{p_T}{a}\right)^b,$$  \hspace{1cm} (A1)

where $a$ and $b$ can be varied. The function $f_g^{\text{NLL}}$ is the analytic result extracted from the NLL’ calculation of the inclusive cross section [50] and $tt$ is the gluon fraction at the hard scale $\mu_H = p_T$. We check using PYTHIA simulations and find that the distribution formed by weighing the pure quark and gluon distributions from $gg \to q\bar{q}$ and $gg \to gg$ processes with the fraction $f_i^{\text{NLL}}$ agrees well with the full simulation. For models 1 and 2 in FIG. 6 we choose the following parameters:

model 1: $a = 120 \text{ GeV}$, $b = +1/3$

model 2: $a = 120 \text{ GeV}$, $b = -1/2$.  \hspace{1cm} (A2)

Also, we demonstrate that different quark and gluon jet fractions can give the same subtracted cumulants, as shown in FIG. 6. For simplicity, we assume that the cumulants ($\tau$) of pure quark and pure gluon jets depend linearly on jet $p_T$, and the subtracted cumulants $\Delta$, are defined in Eq. (15). The left panel shows the cumulants corresponding to different quark and gluon jet fractions: pure quark, pure gluon and two interpolations between pure quark or gluon across jet $p_T$, as well as cases A and B that sit between the pure quark and gluon cases. The right panel shows the subtracted cumulants. We can clearly see that cases A and B give the same subtracted cumulant, and that the cases of pure quark and gluon jets do not represent extreme values of subtracted cumulants.
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