Exchange interactions in the Hubbard-Stratonovich transformation for the stability analysis of itinerant ferromagnetism
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Itinerant ferromagnetism, i.e. spontaneous polarization of non-localized particles, is expected to occur for strong repulsive interactions in a spin-1/2 Fermi system. However, this state has proven notoriously hard to find experimentally, both in ultracold gases and in solids. This raises questions about the stability of the itinerant ferromagnetic state itself. Here we develop a new approach to describe both the direct and exchange interactions for a general interaction potential in the path-integral formalism and we apply this method to itinerant ferromagnetism in three-dimensional ultracold Fermi gases. We show that the exchange interactions are lost in the Hubbard-Stratonovich transformation and we propose to explicitly include the exchange effects in a new modified interaction potential. In the saddle-point approximation, the effect of interactions can be taken into account using only three parameters. If the interactions become too strong, all saddle points become unstable to density fluctuations. This greatly restricts the area in the phase diagram where uniform itinerant ferromagnetism is expected to occur.

Itinerant ferromagnetism, i.e. spontaneous polarization of non-localized particles, is expected to occur for strong repulsive interactions in a spin-1/2 Fermi system. However, this state has proven notoriously hard to find experimentally, both in ultracold gases and in solids. This raises questions about the stability of the itinerant ferromagnetic state itself. Here we develop a new approach to describe both the direct and exchange interactions for a general interaction potential in the path-integral formalism and we apply this method to itinerant ferromagnetism in three-dimensional ultracold Fermi gases. We show that the exchange interactions are lost in the Hubbard-Stratonovich transformation and we propose to explicitly include the exchange effects in a new modified interaction potential. In the saddle-point approximation, the effect of interactions can be taken into account using only three parameters. If the interactions become too strong, all saddle points become unstable to density fluctuations. This greatly restricts the area in the phase diagram where uniform itinerant ferromagnetism is expected to occur.

Introduction In 1929, Bloch suggested that the exchange energy may overcome the kinetic energy cost of polarization in a (non-localized) gas of spin 1/2 fermions with strong repulsive interactions, a phenomenon which is called itinerant ferromagnetism. Despite this long history and its importance for d-band transition metals, itinerant ferromagnetism remains poorly understood. This is due to two factors. First, the strong interactions and correlations involved make it difficult to create accurate theoretical models. Second, so far itinerant ferromagnetism has not yet been observed in its pure form, making it difficult to verify and improve theoretical predictions.

Due to their great experimental tunability, ultracold atomic gases have been proposed as a model system for the experimental realization of itinerant ferromagnetism. Using Feshbach resonances, the interaction strength can be tuned, enabling the realization of the strong repulsive interactions where itinerant ferromagnetism is expected to occur. In a recent experiment, the Ketterle group was able to probe this regime, but fast molecular pairing due to the instability of the repulsive branch of the Feshbach resonance prevented the formation of an equilibrium state (precluding formation of the itinerant ferromagnetic state). In response, there have been several proposals for minimizing the effects of this experimental instability.

Inspired by these experimental advances, we have revisited the theory of itinerant ferromagnetism. In our earlier work, we already studied this problem for contact interactions in the path integral approach and we found that the itinerant ferromagnetic state is unstable within the saddle-point approximation. However, it was not clear if and under which conditions the itinerant ferromagnetic state can be stabilised for other interaction potentials. This question is especially relevant in light of the new interaction potentials (most notably dipolar interactions, but also p-wave interactions), which are being probed in ultracold atomic Fermi gases.

In this Letter, we introduce a new framework for describing the direct and exchange interactions for a general interaction potential in the path-integral formalism and we apply this method to itinerant ferromagnetism in three-dimensional (3D) ultracold atomic gases.

Formalism We calculate the thermodynamic grand potential per unit volume \( \Omega = \ln(Z) / \beta V \) of a (pseudo)spin-1/2 Fermi gas with \( Z \) the partition sum, \( \beta = 1/k_B T \) the inverse temperature and \( V \) the volume. In the path-integral formalism, the partition sum can be calculated by summing over all possible configurations of the fermionic Grassmann fields \( \psi_\uparrow \) and \( \psi_\downarrow \) (and their conjugated counterparts \( \bar{\psi}_\uparrow \) and \( \bar{\psi}_\downarrow \)), weighted by the action of each configuration: 

\[
\mathcal{Z} = \prod_{\sigma=\uparrow,\downarrow} \int D\bar{\psi}_\sigma \int D\psi_\sigma \exp \left( -S \left[ \bar{\psi}_\sigma, \psi_\sigma \right] \right).
\]

The action of the system (in units \( h = 1, k_B = 1 \), the mass of the particles \( m = 1/2 \) and the Fermi wave vector \( k_F = 1 \)) is given by

\[
S \left[ \bar{\psi}, \psi \right] = \sum_{\sigma_1} \int_0^\beta d\tau \int_V d\mathbf{x} \left( \frac{\partial \bar{\psi}_{\sigma_1, \mathbf{x}, \tau}}{\partial \tau} - \nabla^2 \mathbf{x} - \mu_{\sigma_1} \right) \psi_{\sigma_1, \mathbf{x}, \tau} + \sum_{\sigma_2} \int_V d\mathbf{x} \frac{g_{\sigma_1 \sigma_2}}{2} \left( \Delta \mathbf{x} \right) \bar{\psi}_{\sigma_1, \mathbf{x}, \tau} \psi_{\sigma_1, \mathbf{x}, \tau} \bar{\psi}_{\sigma_2, \mathbf{x}', \tau} \psi_{\sigma_2, \mathbf{x}', \tau} \right) \right) .
\]
with $\tau$ the imaginary time, $\mu_\sigma$ the spin $\sigma$ chemical potentials, $g_{\sigma_1\sigma_2}(\Delta x)$ the interaction potential and $\Delta x = x - x'$. For symmetry reasons, we will assume $g_{\uparrow\uparrow}(\Delta x) = g_{\downarrow\downarrow}(\Delta x)$.

Due to the presence of the interaction term in the action, the path integral cannot be calculated exactly for a general case. Instead, the interaction term is decoupled into several terms of second order in the fermionic fields by introducing an auxiliary bosonic field through the Hubbard-Stratonovich transformation. We will choose to use the real density fields $\rho_\uparrow$ and $\rho_\downarrow$ from the Hartree channel as bosonic auxiliary fields \cite{34}. The transformation is constructed by shifting the real bosonic fields $\rho_\uparrow$ and $\rho_\downarrow$ in the path integral

$$Z_\rho = \int D\rho_\uparrow \int D\rho_\downarrow \exp \left\{ \frac{1}{2} \sum_{\sigma_1,\sigma_2 = \uparrow, \downarrow} \int_0^\beta d\tau \int \mathcal{V} \frac{d\mathbf{x}}{\mathcal{V}} \left[ \rho_\sigma_1,\mathbf{x},\tau \rho_\sigma_2,\mathbf{x'},\tau - \rho_\sigma_1,\mathbf{x},\tau \rho_\sigma_2,\mathbf{x},\tau \right] \right\} ,$$

after which the term $\rho_\sigma_1,\mathbf{x},\tau \rho_\sigma_2,\mathbf{x'},\tau$ is isolated and chosen to be equal to $\tilde{\psi}_{\sigma_1,\mathbf{x},\tau} \psi_{\sigma_2,\mathbf{x'},\tau}$. In the case of the Hartree channel, the reference fields correspond to

$$\exp \left\{ \frac{1}{2} \sum_{\sigma_1,\sigma_2 = \uparrow, \downarrow} \int_0^\beta d\tau \int \mathcal{V} \frac{d\mathbf{x}}{\mathcal{V}} \left[ \rho_\sigma_1,\mathbf{x},\tau \rho_\sigma_2,\mathbf{x'},\tau - \rho_\sigma_1,\mathbf{x},\tau \rho_\sigma_2,\mathbf{x},\tau \right] \right\} = \frac{1}{Z_\rho} \int D\rho_\uparrow \int D\rho_\downarrow$$

the fermionic density: $\rho_\sigma_1,\mathbf{x},\tau = \tilde{\psi}_{\sigma_1,\mathbf{x},\tau} \psi_{\sigma_1,\mathbf{x},\tau}$. This results in the following transformation,

$$S_{\text{eff}}[\psi,\tilde{\psi},\rho] = \sum_{\sigma_1,\sigma_2 = \uparrow, \downarrow} \sum_{\mathbf{k},\mathbf{k'},\mathbf{n}} \tilde{\psi}_{\sigma_1,\mathbf{k}} \left[ -G_{\sigma_1}^{-1}(\mathbf{k},\mathbf{k'}) \right] \psi_{\sigma_1,\mathbf{k'}}$$

with the four-vectors $\mathbf{k} = (\mathbf{k},\omega_n)$ and $\mathbf{Q} = (\mathbf{Q},\Omega_m)$, $\omega_n$
the fermionic and $\Omega_m$ the bosonic Matsubara frequencies,

$$- G_{\sigma_1}^{-1}(k, k') = (-i \omega_n + k^2 - \rho_{\sigma_1}) \delta(\Delta k) + \frac{1}{\sqrt{\beta}} \sum_{\sigma_2 = \uparrow, \downarrow} \tilde{g}_{\sigma_1, \sigma_2} (\Delta k) \rho_{\sigma_2, \Delta k}$$  \hspace{1cm} (5)$$

$$Z = \int D\rho_1 \int D\rho_2 \exp \left( \frac{\sqrt{V}}{2} \sum_{\sigma_1, \sigma_2 = \uparrow, \downarrow} \sum_{Q, m} \tilde{g}_{\sigma_1, \sigma_2} (Q) \rho_{\sigma_1, Q} \rho_{\sigma_2, -Q} + \sum_{\sigma_1 = \uparrow, \downarrow} \text{Tr} \left\{ \ln \left[ -G_{\sigma_1}^{-1}(k, k') \right] \right\} \right).$$  \hspace{1cm} (6)

**Saddle-point approximation** The remaining bosonic path integral in eq. (3) cannot be calculated exactly for a general case. In the saddle-point approximation, the densities are assumed to be constant: $\rho_{\sigma, Q} = \sqrt{\beta V} \delta(Q) \rho_{\sigma}$. This results in the following expression for the saddle-point thermodynamic grand potential as a function of $(\beta, \mu_{\uparrow}, \mu_{\downarrow}; \rho_{\uparrow}, \rho_{\downarrow})$ in D dimensions,

$$\Omega_{\text{sp}} = -\frac{1}{2} \sum_{\sigma, \sigma' = \uparrow, \downarrow} \tilde{g}_{\sigma_1, \sigma_2} \rho_{\sigma_1} \rho_{\sigma_2} + \Omega_{\text{sp, kin}} \left( \beta, \mu'_{\uparrow}, \mu'_{\downarrow} \right),$$  \hspace{1cm} (7)

where we defined new interaction parameters $\tilde{g}_{\sigma_1, \sigma_2} = \sqrt{\beta} \tilde{g}_{\sigma_1, \sigma_2} (0)$ and an effective chemical potential

$$\mu'_{\sigma_1} = \mu_{\sigma_1} - \sum_{\sigma_2 = \uparrow, \downarrow} \tilde{g}_{\sigma_1, \sigma_2} \rho_{\sigma_2}. \hspace{1cm} (8)$$

The first term in eq. (7) represents the interaction energy, while the second one represents the kinetic energy,

$$\Omega_{\text{sp, kin}} \left( \beta, \mu'_{\uparrow}, \mu'_{\downarrow} \right) = -\sum_{\sigma = \uparrow, \downarrow} \left( \frac{1}{2} \beta \ln \left[ 1 + \exp \left( -\beta (k^2 - \mu'_{\sigma_1}) \right) \right] - k^2 + \mu'_{\sigma_1} \right).$$  \hspace{1cm} (9)

It has the same form as the kinetic energy of the non-interacting gas, but its chemical potentials are shifted by the interactions.

In eqs. (7) and (9), the values of $\rho_{\uparrow}$ and $\rho_{\downarrow}$ still have to be determined using the saddle-point equations, $\partial \Omega_{\text{sp}} (\beta, \mu_{\uparrow}, \mu_{\downarrow}; \rho_{\uparrow}, \rho_{\downarrow}) / \partial \rho_{\uparrow} = 0$. The particle number density of each spin state $\sigma$ is given by the number equations $n_{\sigma} = -\partial \Omega_{\text{sp}} (\beta, \mu_{\uparrow}, \mu_{\downarrow}) / \partial \rho_{\uparrow} |_{\beta, \mu_{\uparrow}, \mu_{\downarrow}}$. Because we use $k_F = \sqrt{3 \pi^2 n}$ as a unit with $n = n_{\uparrow} + n_{\downarrow}$, the saddle-point equations have to be solved together with the number equation $n = 1/3 \pi^2$. The saddle-point equations can be rewritten to find $\rho_{\uparrow} = n_{\sigma}$.

A solution to the saddle-point equations can only be stable against density fluctuations if it is also a minimum of $\Omega_{\text{sp}}$ as a function of $\rho_{\uparrow}$ and $\rho_{\downarrow}$. This is the case if the Hessian matrix $H$ of second derivatives of $\Omega_{\text{sp}}$ to $\rho_{\uparrow}$ and $\rho_{\downarrow}$ has two positive eigenvalues, i.e. if both its trace and determinant are positive.

the inverse Green’s function, $\delta(\Delta k)$ the Dirac delta function and $\Delta k = k - k'$. After performing the fermionic path integral, the partition sum is given by

**Example** In order to study itinerant ferromagnetism in ultracold atomic gases, we will consider the case $\tilde{g}_{\uparrow\downarrow} = \tilde{g}_{\downarrow\uparrow} = \tilde{g}$ and $\mu_{\uparrow} = \mu_{\downarrow} = \mu$ in 3D. In that case, polarization can only be induced by the interactions. We construct a phase diagram which shows as a function of the interaction parameters $\tilde{g}$ and $\beta$, where saddle points with a certain polarization $P = (n_{\uparrow} - n_{\downarrow}) / (n_{\uparrow} + n_{\downarrow})$ exist and are stable. To this end, we start from a given inverse temperature $\beta$ and polarization $P$. The number equations can be used to calculate the effective chemical potentials $\mu'_{\uparrow}$ and $\mu'_{\downarrow}$. Subsequently, the conditions $\text{Tr} H \geq 0$ and det $H \geq 0$ are used to derive the stability condition

$$- |G_{\uparrow\downarrow}| \geq G_{eq} \geq -\frac{2}{z} + \sqrt{\frac{4 (1 - z)}{z^2} + G_{\uparrow\downarrow}^2} \hspace{1cm} (10)$$

as a function of the rescaled interaction parameters $G_{eq} = I_{\text{tot}} \tilde{g}_{eq}$ and $G_{\uparrow\downarrow} = I_{\text{tot}} \tilde{g}_{\uparrow\downarrow}$. Here $I_{\text{tot}}$ and $z \in [0, 1]$ (fig. (a) and (b)) are defined as $I_{\text{tot}} = I + I_\parallel$ and $z = 4I_1 I_\parallel / I_{\text{tot}}^2$, where $I_{\sigma} (\beta, \mu_{\sigma}) = -\partial^2 \Omega_{\text{sp, kin}} / (\partial \mu_{\sigma}^2) |_{\beta, \mu_{\sigma}}$ is a positive function given by

$$I_{\sigma} = \frac{\beta}{2} \int \frac{d^D k}{(2\pi)^D} \left( \frac{1}{1 + \cosh [\beta (k^2 - \mu_{\sigma}^2)]} \right).$$  \hspace{1cm} (11)

In fig. (c) the upper and lower boundaries of the stability areas are shown for different values of $z$. Within these boundaries, solutions to the saddle-point equations are stable (minima), provided that they exist. At least one solution exists if a value of $\mu$ can be found which satisfies the equation (8) that defines the effective chemical potential. For the unpolarized (UP) solutions, the equation becomes $\mu' = \mu - \tilde{g}_{eq} / 6\pi^2$ and a valid solution can always be found by adapting $\mu$.

For the partially polarized (PP) solutions, the saddle points with polarization $P$ only exist at $G_{eq} = G_{\uparrow\downarrow} - 6\pi^2 \zeta' I_{\text{tot}} / P$ with $\zeta' = (\mu'_{\uparrow} - \mu'_{\downarrow}) / 2$. This represents a straight line in the $(G_{\uparrow\downarrow}, G_{eq})$-plane, which may intersect the stability area if $0 \leq 3\pi^2 \zeta' I_{\text{tot}} / P \leq 1$. The parameter $3\pi^2 \zeta' I_{\text{tot}} / P$ can be rewritten as the ratio $\chi_{\text{diff}} / \chi_{\text{tot}}$ between the differential susceptibility $\chi_{\text{diff}} = \partial (6\pi n) / \partial \zeta' |_{\beta, \mu_{\sigma}} = I_{\text{tot}}$ and the total suscepti-
different values of the inverse temperature: $\beta \rightarrow +\infty$ ($T = 0$, black solid line), $\beta = 10$ (blue dashed line), $\beta = 3.5$ (purple dot-dashed line) and $\beta = 1$ (red dotted line). (c) The stability areas for different values of $z$ as a function of the scaled interaction parameters $G_{\uparrow \downarrow} = I_{\text{tot}} g_{\uparrow \downarrow}$ and $G_{\text{eq}} = I_{\text{tot}} g_{\text{eq}}$. The black dashed line is the upper boundary of the stability area (independent of $z$), while the colored solid lines are the lower boundaries of the stability area for different values of $z$.
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The ratio $\chi_{\text{diff}}/\chi_{\text{tot}}$ between the differential and total susceptibility as a function of the polarization $P$, for different values of the inverse temperature: $\beta \rightarrow +\infty$ ($T = 0$, black solid line), $\beta = 10$ (blue dashed line), $\beta = 3.5$ (purple dot-dashed line) and $\beta = 1$ (red dotted line).
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ability $\chi_{\text{tot}} = \delta n/\zeta'$, which were defined in analogy to the magnetic susceptibility.

In fig. 2, $\chi_{\text{diff}}/\chi_{\text{tot}}$ is shown for different values of $\beta$. For finite values of $\beta$, $\chi_{\text{diff}}/\chi_{\text{tot}} \rightarrow +\infty$ if $P \rightarrow 1$. At low temperatures, PP solutions can be stable up to a maximum polarization $P_{\text{max}}$, which decreases as a function of temperature. For $\beta_{\text{min}} \lesssim 1.715$, the PP saddle points cannot be stable.

Fully polarized (FP) saddle points only exist at temperature zero, because $n_{\sigma} = 0$ can only be achieved in the limit $P_{\sigma} \rightarrow +\infty$ at non-zero temperatures. This is an important qualitative difference between temperature zero ($\beta \rightarrow +\infty$) and non-zero temperatures (finite values of $\beta$). At zero temperature, FP solutions to the number equations exist for $\zeta' \geq 2^{-1/3}$, which can be induced by the interactions if $G_{\text{eq}} \geq G_{\uparrow \downarrow} - 3\pi^{2}2^{2/3}I_{\text{tot}}$.

By combining the existence and stability conditions, phase diagrams as a function of the modified interaction parameters $\hat{g}_{\text{eq}}$ and $\hat{g}_{\uparrow \downarrow}$ are created (fig. 3). They can be related to experimental systems using $a_{s}^{\uparrow \downarrow} k_{F} \approx \hat{g}_{\uparrow \downarrow}/8\pi$, where $a_{s}^{\uparrow \downarrow}$ is the s-wave scattering length. Stable saddle points are only found in the lowest quadrant ($g_{\text{eq}} \leq |g_{\uparrow \downarrow}|$). The UP stability area is a square which increases in size as a function of temperature. The PP and PP stability areas shrink and become less polarized as a function of temperature, until they are completely absorbed by the growing UP area. In the PP and FP areas, $a_{s}^{\uparrow \downarrow} k_{F}$ is of order one, which is in agreement with second order predictions for itinerant ferromagnetism in ultracold atomic gases.

If $|g_{\text{eq}}|$ or $|g_{\uparrow \downarrow}|$ become too large, the system becomes too susceptible to density fluctuations and none of the saddle points can be stable. This stability requirement puts an extra restraint on the Stoner criterion, which only requires $a_{s}^{\uparrow \downarrow} k_{F}$ to be sufficiently large (based on a simple energy argument). This greatly reduces the itinerant ferromagnetic (PP and FP) areas in the phase diagram, which may explain why this state is so hard to find experimentally.

What happens outside of the stability/existence areas lies outside the scope of this Letter, as in that case the saddle points studied here do not provide a valid description of the system. Possible phases to be considered include superfluid pairing of $\uparrow$ and $\downarrow$ particles, phase separation and non-uniform phases (e.g. density waves in dipolar gases). The latter two phases may still increase the itinerant ferromagnetic area in the phase diagram.

Conclusion In this Letter, we have shown that the fermionic symmetry properties of a pair or correlation of two fermionic particles are not conserved when treating that pair as a (quasi-)boson, as is done when performing the Hubbard-Stratonovich transformation. This effect becomes especially important when studying the exchange interactions for a general interaction potential. We have proposed a correction factor, which includes the effects of exchange in the interaction potential.

We demonstrated this approach in the saddle-point approximation by studying itinerant ferromagnetism in a 3D spin-1/2 Fermi gas. We found that all phases become unstable to density fluctuations when the interactions are sufficiently strong. This greatly limits the area where we expect to find the uniform (PP and FP) itinerant ferromagnetic phases.
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FIG. 3. The phase diagram as a function of the modified interaction parameters $\tilde{g}_{eq}$ and $\tilde{g}_{\uparrow \downarrow}$ for different values of the inverse temperature: $\beta \to +\infty$ ($T = 0$), $\beta = 10$, $\beta = 3.5$ and $\beta = 1$. The unpolarized (UP) stability area has blue borders and diagonal blue hatching. The fully polarized (FP) stability area has green borders and darker green horizontal and vertical hatching. The partially polarized (PP) stability area is colored, where the color indicates the polarization.

G.0122.12N, G.0429.15N, and WOG (WO.035.04N). The work was also supported by the Research Fund of the University of Antwerp (J.T.) and ARO (Grant No. W911NF-09-1-0220) (C.A.R.S.dM).

---

*enya.vermeyen@uantwerpen.be*

[1] F. Bloch, Z. Phys. 57, 545 (1929).
[2] E. C. Stoner, Phil. Mag. 15, 1018 (1933).
[3] Y. Kakehashi, Adv. Phys. 53, 497 (2004).
[4] C. Sanner, E. J. Su, W. Huang, A. Keshet, J. Gillen, and W. Ketterle, Phys. Rev. Lett. 108, 240404 (2012).
[5] M. Houbiers, R. Ferwerda, H. T. C. Stoof, W. I. McAlexander, C. A. Sackett, and R. G. Hulet, Phys. Rev. A 56, 4864 (1997).
[6] M. Amoruso, I. Meccoli, A. Minguzzi, and M. P. Tosi, Eur. Phys. J. D 8, 361 (2000).
[7] L. Salasnich, B. Pozzi, A. Parola, and L. Reatto, J. Phys. B: At. Mol. Opt. Phys. 33, 3943 (2000).
[8] T. Sago and H. Yabu, Phys. Rev. A 66, 043611 (2002).
[9] R. A. Duine and A. H. MacDonald, Phys. Rev. Lett. 95, 230403 (2005).
[10] G.-B. Jo, Y.-R. Lee, J.-H. Choi, C. A. Christensen, T. H. Kim, J. H. Thywissen, D. E. Pritchard, and W. Ketterle, Science 325, 1521 (2009).
[11] G. J. Conduit and B. D. Simons, Phys. Rev. Lett. 103, 200403 (2009).
[12] A. Recati and S. Stringari, Phys. Rev. Lett. 106, 080402 (2011).
[13] S. Zhang and T.-L. Ho, New J. Phys. 13, 055003 (2011).
[14] D. Pekker, M. Babadi, R. Sensarma, N. Zinner, L. Pollet, M. W. Zwierlein, and E. Demler, Phys. Rev. Lett. 106, 050402 (2011).
[15] C. Kohstall, M. Zaccanti, M. Jag, A. Trenkwalder, P. Massignan, G. M. Bruun, F. Shreck, and R. Grimm, Nature 485, 615 (2012).
[16] A. Ambrosetti, G. Lombardi, L. Salasnich, P. L. Silvestrelli, and F. Toigo, Phys. Rev. A 90, 043614 (2014); A. Ambrosetti, P. L. Silvestrelli, F. Pederiva, L. Mitas, and F. Toigo, ibid. 91, 053622 (2015).
[17] X. Cui and T.-L. Ho, Phys. Rev. A 89, 023611 (2014).
[18] E. J. Lindgren, J. Rotureau, C. Forssén, A. G. Volosniev, and N. T. Zinner, New J. Phys. 16, 063003 (2014).
[19] S. Filati, I. Zinthchenko, and M. Troyer, Phys. Rev. Lett. 112, 015301 (2014).
[20] I. Berdnikov, P. Coleman, and S. H. Simon, Phys. Rev. B 79, 224403 (2009).
[21] S. K. Baur and N. R. Cooper, Phys. Rev. Lett. 109, 265301 (2012).
[22] S. Zhang, H. h. Hung, and C. Wu, Phys. Rev. A 82, 053618 (2010).
[23] E. Vermeyen and J. Tempere, J. Low Temp. Phys. 179, 175 (2015).
[24] M. Barth and W. Zweger, Ann. Phys. 326, 2544 (2011).
[25] P. Massignan, M. Zaccanti, and G. M. Bruun, Rep. Prog. Phys. 77, 034401 (2014).
[26] R. Roth and H. Feldmeier, J. Phys. B: At. Mol. Opt. Phys. 34, 4629 (2001).
[27] X. Cui and H. Zhai, Phys. Rev. A 81, 041602(R) (2010).
[28] K.-K. Ni, S. Ospelkaus, D. Wang, G. Quéméner, B. Neyenhuis, M. H. G. de Miranda, J. L. Bohn, J. Ye, and D. S. Jin, Nature 464, 1324 (2010); M. Lu, N. Q. Burdick, and B. L. Lev, Phys. Rev. Lett. 108, 215301 (2012); K. Aikawa, A. Frish, M. Mark, S. Baier, R. Grimm, and F. Ferlaino, ibid. 112, 010404 (2014).
[29] S. D. Mahanti and S. S. Jha, Phys. Rev. E 76, 062101 (2007).
[30] T. Miyakawa, T. Sogo, and H. Fu, Phys. Rev. A 77, 061603(R) (2008).
[31] B. M. Fregoso and E. Fradkin, Phys. Rev. Lett. 103, 205301 (2009).
[32] N. D. Drummond, N. R. Cooper, R. J. Needs, and G. V. Shlyapnikov, Phys. Rev. B 83, 195429 (2011).
[33] C. Chin, R. Grimm, P. Julienne, and E. Tiesinga, Rev. Mod. Phys. 82, 1225 (2010).
[34] H. Kleinert, Electron. J. Theor. Phys. 25, 57 (2011).
[35] Y. Yamaguchi, T. Sogo, T. Ito, and T. Miyakawa, Phys. Rev. A 82, 013643 (2010).