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Abstract

Longitudinal cohorts to determine the incidence of HIV infection are logistically challenging, so researchers have sought alternative strategies. Recency test methods use biomarker profiles of HIV-infected subjects in a cross-sectional sample to infer whether they are “recently” infected and to estimate incidence in the population. Two main estimators have been used in practice: one that assumes a recency test is perfectly specific, and another that allows for false-recent results. To date, these commonly used estimators have not been rigorously studied with respect to their assumptions and statistical properties. In this paper, we present a theoretical framework with which to understand these estimators and interrogate their assumptions, and perform a simulation study to assess the performance of these estimators under realistic HIV epidemiological dynamics. We conclude with recommendations for the use of these estimators in practice and a discussion of future methodological developments to improve HIV incidence estimation via recency test.
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1 Introduction

Determination of the incidence rate of HIV is critical for HIV surveillance and for evaluating the effectiveness of HIV prevention efforts. The current gold standard is through longitudinal follow-up and repeated testing of a cohort of participants drawn from the population of interest, such that the incidence can be estimated by the ratio of number of new cases and total follow-up time. This approach is theoretically simple, but it may present issues for HIV surveillance (Brookmeyer, 2010). For example, high follow-up rates in large representative samples may be difficult to obtain, the cost of such studies is usually high, and there may be differences in HIV risk behaviors among persons who do and do not participate in cohort studies. In addition, there may be retention bias during follow-up or alteration of HIV risk by repeated HIV counseling and testing (Hawthorne effect) (Sherr et al., 2007).

An important alternative approach that avoids longitudinal follow-up and repeated testing is cross-sectional incidence estimation. This approach utilizes a biomarker-based algorithm to determine which infections in a cross-sectional sample drawn from the population of interest were acquired “recently”. It was first proposed by Brookmeyer and Quinn (1995), where subjects with negative HIV-antibody test and positive HIV-1 p24 antigen test were classified as recently infected. This recency test is infeasible in practice since the short p24 antigen-positive pre-seroconversion period requires testing a large number of individuals to estimate incidence with precision. Later, a number of serological assays that measure the antibody response to HIV infection were proposed, for example the detuned assay (Janssen et al., 1998), the BED capture EIA (Parekh et al., 2002), and the avidity assay (Suligoi et al., 2002; Duong et al., 2015). Genetic diversity of HIV has also been used as a biomarker to indicate HIV recency (Kouyos et al., 2011; Yang et al., 2012; Cousins et al., 2011). To improve the performance of the recency algorithm, others have proposed multi-assay algorithms that make use of multiple assays and biomarkers to indicate recency (Brookmeyer et al., 2013; Laeyendecker et al., 2013; Konikoff et al., 2013; Laeyendecker et al., 2018).

A number of statistical approaches have been proposed to determine HIV incidence based on a cross-sectional sample. They make use of recency test results in a cross-sectional sample as well as the classification characteristics of the recency test. Based on the understanding that incidence can be viewed as the expected number of new infections per uninfected person per unit time, Kaplan
and Brookmeyer (1999) proposed the “snapshot estimator”

\[ \hat{\lambda} = \frac{N_{\text{rec}}}{\hat{\mu} N_{\text{neg}}}, \]  

where \( N_{\text{rec}} \) and \( N_{\text{neg}} \) are the numbers of test-recent HIV-positive subjects and HIV-negative subjects, respectively, from the cross-sectional sample, and \( \hat{\mu} \) is an estimate of the “mean window period” of the recency test (the average duration of infection among the subjects classified as recently infected; we will discuss a formal definition of this parameter in Section 2.2). The snapshot estimator was suggested to be unbiased when the incidence is constant over time, and it has been adopted in a number of applications in HIV incidence estimation (Eshleman et al., 2013; Rehle et al., 2015; Solomon et al., 2016).

The snapshot estimator implicitly assumes that the mean window period is finite, such that a long-infected subject would have a zero probability of being classified as recent. However, for many recency tests, a small proportion of long-infected persons may be falsely classified as “recent”. A number of methods have been proposed to address such false-recency (McDougal et al., 2006; Hargrove et al., 2008; Kassanjee et al., 2012). One widely adopted approach is the “adjusted estimator” from Kassanjee et al. (2012), where an infection duration cutoff \( T^* \) is defined to delineate between “recent” and “long” infected subjects. Based on this cutoff, the adjusted estimator uses two characteristics of a recency test that are closely related to the sensitivity and specificity of a classification procedure: mean duration of infection (MDRI) \( \Omega_{T^*} \) and false-recent rate (FRR) \( \beta_{T^*} \).

MDRI is similar to the mean window period in that it captures the average duration of infection among those who are “truly recent” and classified as recently infected, and FRR is the probability of mis-classified for a randomly selected long-infected subjects (these parameters will be further discussed in Section 2.2). For a recency test, the adjusted estimator is given by

\[ \tilde{\lambda} = \frac{N_{\text{rec}} - N_{\text{pos}} \hat{\beta}_{T^*}}{N_{\text{neg}} (\hat{\Omega}_{T^*} - \hat{\beta}_{T^*} T^*)}, \]  

where \( N_{\text{pos}} \) is the number of HIV-positive subjects in the cross-sectional sample, and \( \hat{\Omega}_{T^*} \) and \( \hat{\beta}_{T^*} \) are estimates of MDRI and FRR for the recency test, respectively. Since it accounts for recency tests that produce false-recent results, the adjusted estimator is thought to be more flexible.
and theoretically more robust than the snapshot estimator. It has also been widely adopted in applications of HIV incidence estimation [Maman et al. 2016; Moyo et al. 2018].

Even though the cross-sectional incidence estimators have been widely utilized in practice, the statistical properties, especially those of the adjusted estimator, have not been well studied or understood. Specifically, the key parameters (MDRI, FRR) may not be well characterized and the assumptions under which the estimators serve as unbiased estimators for the incidence in a target population have not been rigorously studied. In this paper, we formulate a theoretical framework for assessing HIV recency, formally establish the assumptions for cross-sectional incidence estimation based on the snapshot and adjusted estimators, and evaluate the bias of the estimators when the assumptions fail to hold. We evaluate the numerical performance of the estimators under various simulated settings with different HIV epidemic trajectories and recency tests with different properties and provide some recommendations in using the estimators in practice.

2 Theoretical Model

2.1 Notation

Let \( T \) be the (calendar) HIV infection time of a subject and let \( A(t) \) be an indicator of eligibility at time \( t \), i.e., whether this subject would be eligible to be included in a survey for HIV incidence (and prevalence) of the target population at time \( t \). This eligibility indicator \( A(t) \) can be based on a collection of (possibly time-dependent) individual covariates and a population of interest. For example, in a cross-sectional population survey, a minimum requirement for eligibility is being alive at the time the survey is conducted. Another example is \( A(t) = I(\text{MSM, Age 18-50 at time } t) \), which uses two characteristics – an indicator of being a member of the men who have sex with men population (MSM), and an indicator of being aged 18-50 – to define the eligible population at time \( t \).

At any calendar time \( t \), the prevalence in this target population is given by \( p(t) = \Pr(T \leq t | A(t) = 1) \), and the incidence in this population is given by

\[
\lambda(t) = \lim_{dt \to 0} \frac{1}{dt} \Pr(t \leq T < t + dt | T \geq t, A(t) = 1),
\]

(3)
i.e., it is the rate of instantaneous HIV infection for an eligible HIV-negative subject at time $t$. With slight abuse of notation, we write $\lambda(t) = \Pr(T = t | T \geq t, A(t) = 1)$. Note that both $p(t)$ and $\lambda(t)$ concern the distribution of infection time $T$ in a restricted population defined by $A(t)$, such that they are conditional quantities given $A(t) = 1$. The main goal of cross-sectional incidence estimation is to estimate $\lambda(t)$ based on a finite-sized cross-sectional sample collected at time $t$ satisfying $A(t) = 1$.

2.2 Cross-Sectional Sample

Suppose that we collect a random sample from the eligible population at time $t$ (all subjects in the sample satisfy $A(t) = 1$). For each subject in that sample, we first assess their HIV status, and if it is positive, we apply a subsequent HIV recency test. We assume that HIV status can be determined without any mis-classification (e.g., using an RNA-based diagnostic), while HIV recency may not be, with details described below. Recall that we use $N_{neg}$, $N_{pos}$, and $N_{rec}$ to denote the numbers of subjects who are HIV-negative, HIV-positive, and HIV test-recent, respectively. The probabilities associated with those subjects in the cross-sectional sample are:

- The probability of HIV-negative: $\Pr(T > t | A(t) = 1) = 1 - p(t)$.

- The probability of HIV-positive: $\Pr(T \leq t | A(t) = 1) = p(t)$.

  - The probability of HIV-positive and subsequently classified as recently infected based on the recency test: $P_{rec}(t) = \Pr(M \in R, T \leq t | A(t) = 1)$.

The variable $M$ denotes the biomarker values of the HIV recency test and $R$ is a region for those values that classifies a subject as HIV recent. One example of a recently proposed HIV recency test is based on the combination of three biomarkers: LAg Avidity assay, BioRad Avidity assay, and viral load. For this test, the test-recent region $R$ is defined as LAg Avidity OD < 2.8, BioRad Avidity OD < 95%, and viral load > 400 copies/ml (Laeyendecker et al., 2018).

At time $t$ when the cross-sectional sample is taken, the probability of test-recent, i.e., $M \in R$, shall depend on the true infection duration $t - T$. In particular, we define the duration-specific test-recent probability

$$\phi(u, t) = \Pr(M \in R | T = t - u, A(t) = 1),$$
for infection duration \( u \geq 0 \). Since the recency test is always applied to an HIV-positive subject that is eligible at time \( t \), \( \phi(u, t) \) is a probability conditional on \( A(t) = 1 \). We assume that \( \phi(u, t) \) depends only on \( u \), the infection duration, and does not depend on \( t \). That is, the calendar time when the test is taken is irrelevant to test accuracy given a fixed infection duration, and we denote the quantity as \( \phi(u) \).

Summary measures of the duration-specific test-recent probability function \( \phi(u) \) are suggested in literature to describe recency test properties and are used as parameters in cross-sectional incidence estimation. For example, the mean window period (\( \mu \)) used in the snapshot estimator can be defined as an integration of \( \phi(\cdot) \) (as long as the integration is finite) i.e.,

\[
\mu = \int_0^\infty \phi(u) du.
\]

The mean duration of infection (MDRI, \( \Omega_{T^*} \)) in the adjusted estimator is defined as a truncated integration of \( \phi(\cdot) \) from 0 to \( T^* \), i.e.,

\[
\Omega_{T^*} = \int_0^{T^*} \phi(u) du.
\]

The false-recent rate (FRR, \( \beta_{T^*} \)) is defined as the probability that a randomly chosen person from the population of long-infected subjects (i.e., has an infection duration for more than time \( T^* \)) will be classified as “recently” infected by the recency test (Kassanjee et al., 2012). Let \( G(u) \) be the distribution of infection times among these long-infected subjects. Then \( \beta_{T^*} \) can be written as

\[
\beta_{T^*} = \frac{\int_{T^*}^{\infty} \phi(u) dG(u)}{\int_{T^*}^{\infty} dG(u)}.
\]

**Remark 1** In Kassanjee et al. (2012), the MDRI is defined as

\[
\int_0^{T^*} P_R(u) du,
\]

where \( P_R(u) \) is the probability of a person infected \( u \) time units ago still being alive and “recent”
(in this setting being alive is the only eligibility criterion). That is,

\[ P_R(u) = \Pr(A(t) = 1, M \in \mathcal{R}|T = t - u, A(t - u) = 1). \]

This definition is different from ours in that \( \phi(u) \) conditions on \( A(t) = 1 \) but \( P_R(u) \) involves the probability of \( A(t) = 1 \) conditioning on \( A(t - u) = 1 \). Determining MDRI of a recency test typically involves sampling eligible individuals with known infection duration (to some reasonable approximation). In order to be sampled at time \( t \), they need to be eligible at the current time \( t \) (\( A(t) = 1 \)), instead of eligible at the time of infection (\( A(t - u) = 1 \)). Therefore, our definition of MDRI based on \( \phi(u) \) is the one that is aligned with the sampling strategy of studies that are conducted in practice.

Based on our notation, the test-recent probability is given by

\[
 P_{rec}(t) = \int_{0}^{\infty} \Pr(T = t - u, M \in \mathcal{R}|A(t) = 1)du \\
 = \int_{0}^{\infty} \Pr(M \in \mathcal{R}|T = t - u, A(t) = 1) \Pr(T = t - u|T \leq t, A(t) = 1) \Pr(T \leq t|A(t) = 1)du \\
 = p(t) \int_{0}^{\infty} \phi(u) \Pr(T = t - u|T \leq t, A(t) = 1)du.
\]

That is, the test-recent probability is a weighted version of the duration-specific test-recent probabilities, where the weight is related to the distribution of the infection time for those infected and eligible at time \( t \). The probability \( \Pr(T = t - u|T \leq t, A(t) = 1) \) is not directly linked to \( \lambda(t) \), the quantity of interest. Some further assumptions are needed to construct this linkage such that the estimation of \( \lambda(t) \) based on the cross-sectional sample is valid.

### 2.3 Assumptions for Cross-Sectional Estimators

Suppose that the prevalence function of HIV, \( p(t) \), is continuous over time. We introduce the following set of assumptions for cross-sectional incidence estimation.

**Assumption A.1** \( \phi(u) = 0 \) with \( u \) greater than some large value. Let \( \tau \) be the upper bound of \( u \) such that \( \phi(u) \) is positive, i.e., \( \tau = \max_u \{ \phi(u) > 0 \} \).

**Assumption A.2** \( \Pr(T = t - u|T \leq t, A(t) = 1) = \Pr(T = t|T \leq t, A(t) = 1) \) for all \( u \in [0, \tau] \).
Assumption A.1 indicates that the tail of $\phi(u)$ goes to zero when $u$ is large, indicating zero test-recent probability for a subject infected long enough. It would ensure that the mean window period $\mu$ is finite, which is a key requirement for the validity of the snapshot estimator. Assumption A.2 suggests that the infection time is uniformly distributed in $[t - \tau, t]$ for an infected eligible subject at time $t$. Note that this is not necessarily equivalent to a constant incidence in $[t - \tau, t]$, and we will discuss this in detail in Section 2.4. Given Assumptions A.1-A.2, the test-recent probability can be written as

$$P_{rec}(t) = p(t) \int_0^\infty \phi(u) du \Pr(T = t | T \leq t, A(t) = 1) = \mu \Pr(T = t | A(t) = 1)$$

$$= \mu \Pr(T = t | T \geq t, A(t) = 1) \Pr(T \geq t) = \mu \lambda(t) \{1 - p(t-)\} = \mu \lambda(t) \{1 - p(t)\},$$

such that

$$\lambda(t) = \frac{P_{rec}(t)}{\mu \{1 - p(t)\}}.$$ 

By replacing the parameters with their estimators, an estimator for $\lambda(t)$ can be formulated as

$$\hat{\lambda} = \frac{N_{rec}}{N_{neg}\hat{\mu}}.$$

This estimator is indeed the snapshot estimator (Kaplan and Brookmeyer 1999).

Some alternative assumptions may be considered for the adjusted estimator (Kassanjee et al. 2012).

**Assumption B.1** $\phi(u)$ is constant for $u \geq T^*$. The constant value is given by $\beta_{T^*}$.

**Assumption B.2** $\Pr(T = t - u | T \leq t, A(t) = 1) = \Pr(T = t | T \leq t, A(t) = 1)$ for all $u \in [0, T^*]$.

Assumption B.1 allows a non-zero test-recent probability for a long-infected subject, however, it restricts this probability to be constant. Otherwise, the false-recent rate would depend on $G(\cdot)$, the distribution of infection time with respect to which the false-recent rate is evaluated. Assumption B.1 may not necessarily be less restrictive than Assumption A.1. For example, Assay 2A in our simulation shown in Figure 1 satisfies Assumption A.1 but not Assumption B.1. Assumption B.2 suggests that the infection time is uniformly distributed in $[t - T^*, t]$ for an infected eligible subject at time $t$. Since $T^*$ is usually smaller than $\tau$, Assumption B.2 is less restrictive than Assumption...
A.2 since the uniform distribution requirement on infection times is on a shorter time span in the past. Given Assumptions B.1 and B.2, the probability of test-recent can be written as

$$P_{\text{rec}}(t) = p(t) \left\{ \int_0^{T^*} \phi(u) \Pr(T = t - u | T \leq t, A(t) = 1) du + \int_{T^*}^{\infty} \beta_{T^*} \Pr(T = t - u | T \leq t, A(t) = 1) du \right\}$$

$$= p(t) \left\{ \int_0^{T^*} \phi(u) \Pr(T = t - u | T \leq t, A(t) = 1) du + \beta_{T^*} \left\{ 1 - \int_0^{T^*} \Pr(T = t - u | T \leq t, A(t) = 1) du \right\} \right\}$$

$$= p(t) \left[ \Omega_{T^*} \Pr(T = t | T \leq t, A(t) = 1) + \beta_{T^*} \left\{ 1 - T^* \Pr(T = t | T \leq t, A(t) = 1) \right\} \right]$$

$$= (\Omega_{T^*} - \beta_{T^*} T^*) \Pr(T = t | A(t) = 1) + p(t) \beta_{T^*}$$

$$= (\Omega_{T^*} - \beta_{T^*} T^*) \lambda(t) \{ 1 - p(t) \} + p(t) \beta_{T^*},$$

such that

$$\lambda(t) = \frac{P_{\text{rec}}(t) - \beta_{T^*} p(t)}{\{1 - p(t)\} (\Omega_{T^*} - \beta_{T^*} T^*)}.$$ 

Then, an estimator for $\lambda(t)$ can be formulated as

$$\lambda = \frac{N_{\text{rec}} - N_{\text{pos}} \hat{\beta}_{T^*}}{N_{\text{neg}} (\Omega_{T^*} - \hat{\beta}_{T^*} T^*)},$$

which is the adjusted estimator (Kassanjee et al. 2012).

Assumption B.1 requires a constant $\phi(u)$ for $u \geq T^*$, such that the false-recent rate $\beta_{T^*}$ no longer depends on the distribution of the long-infected population $G(\cdot)$. Then, an unbiased estimate of $\beta_{T^*}$ can be obtained by taking the average test-recent rate among an arbitrary sample of long-infected subjects. In practice, $\phi(u)$ may be non-constant for $u > T^*$. In that case, the summary FRR $\beta_{T^*}$ depends on the distribution $G(\cdot)$ and is context-specific. For example, it may depend on the demographic and epidemiological history of the population (Kassanjee et al. 2016). An estimate $\hat{\beta}_{T^*}$ depends on the distribution of long-infected subjects based on which $\hat{\beta}_{T^*}$ is estimated. In practice, researchers usually prefer a recency test with a small FRR (< 2%), so that $\phi(u)$ can be viewed as approximately constant for $u > T^*$.

**Remark 2** In the case when Assumption B.1 is violated, use of the adjusted estimator may still be appropriate if FRR is evaluated among a similar population as the long-infected subjects in the
cross-sectional sample. Specifically, if \( \Pr(T = t - u|T \leq t, A(t) = 1)du = dG(u) \) for \( u \geq T^* \), then

\[
\int_{T^*}^{\infty} \phi(u) \Pr(t - u|T \leq t, A(t) = 1)du = \int_{T^*}^{\infty} \phi(u)dG(u) = \beta T^* \int_{T^*}^{\infty} dG(u)
\]

\[
= \beta T^* \int_{T^*}^{\infty} \Pr(T = t - u|T \leq t, A(t) = 1)du = \beta T^* \left\{ 1 - \int_0^{T^*} \Pr(T = t - u|T \leq t, A(t) = 1)du \right\}
\]

\[
= \beta T^* \{1 - T^* \Pr(T = t|T \leq t, A(t) = 1)\},
\]

where the last equality follows from Assumption B.2. Then, derivations for \( P_{rec}(t) \) to obtain the adjusted estimator still hold. Therefore, we may still appropriately use the adjusted estimator, if the distributions of the long-infected subjects in the cross-sectional sample and in the evaluating external study where \( \hat{\beta}_{T^*} \) is estimated are the same.

### 2.4 Distribution of Infection Time in the Eligible Population

In the derivations for both estimators, one key assumption is that \( \Pr(T = s|T \leq t, A(t) = 1) = \Pr(T = t|T \leq t, A(t) = 1) \) for \( s \in [t - c, t] \), where \( c = \tau \) for the snapshot estimator and \( c = T^* \) for the adjusted estimator. A similar assumption was also suggested in Mahiane et al. (2014) in describing the sensitivity and specificity of recency biomarker.

Write \( \lambda^*_t(s) = \Pr(T = s|T \geq s, A(t) = 1) \) and \( p_t^*(s) = \Pr(T \leq s|A(t) = 1) \) as the incidence and prevalence at time \( s \) restricted to the eligible population at time \( t \). Note that \( \lambda^*_t(s) \) differs from the \( \lambda(s) \) defined in [5], since they are restricted to the populations that are eligible at different times. Obviously we have \( \lambda^*_t(t) = \lambda(t) \) and \( p_t^*(t) = p(t) \). The key quantity \( \Pr(T = s|T \leq t, A(t) = 1) \) can be written as

\[
\Pr(T = s|T \leq t, A(t) = 1) = \frac{\Pr(T = s|T \geq s, A(t) = 1) \Pr(T \geq s|A(t) = 1)}{\Pr(T \leq t|A(t) = 1)} = \frac{\lambda^*_t(s)\{1 - p_t^*(s-\})}{p(t)}.
\]

To connect \( \lambda^*_t(s) \) and \( p_t^*(s) \) with the observed incidence \( \lambda(t) \) and prevalence \( p(t) \), we make the following assumption.

**Assumption C** For \( s \in [t - c, t] \), the restricted incidence is equal to the unrestricted (or observed) incidence, i.e., \( \lambda^*_t(s) = \lambda(s) \), and the restricted prevalence is equal to the unrestricted prevalence, i.e., \( p_t^*(s) = p(s) \), and for all \( t \).
This assumption would approximately hold when $c$ is small. Specifically, if $A(t)$ is defined by characteristics such that only a small proportion of the subjects move in and out of the eligible population in a time span of $c$, then the eligible population remains approximately the same, i.e., $A(s) \approx A(t)$ for $s \in [t-c, t]$. When $A(t)$ is defined by covariate values such as membership of a particular population (e.g., MSM), this assumption requires that the most of the subjects who were part of this population at time $s$ are also part of this population at time $t$. Based on Assumption C,

$$\Pr(T = s|T \leq t, A(t) = 1) = \frac{\lambda(s)\{1 - p(s)\}}{p(t)}$$

for $s \in [t-c, t]$. Therefore, Assumptions A.2 and B.2 would hold if the incidence and prevalence are constant over $[t-c, t]$ ($c = \tau$ for the snapshot estimator and $c = T^*$ for the adjusted estimator).

Specifically, we consider the following assumption.

**Assumption D** $\lambda(s) = \lambda(t)$ and $p(s) = p(t)$ for $s \in [t-c, t]$, and for all $t$.

To summarize these assumptions, the consistency of the snapshot estimator and adjusted estimator is given in the following theorems.

**Theorem 1** Suppose that Assumptions C and D hold for $c = \tau$. Then, Assumption A.2 holds. If we further assume Assumption A.1, then the snapshot estimator $\tilde{\lambda}$ is unbiased for estimating $\lambda(t)$.

**Theorem 2** Suppose that Assumptions C and D hold for $c = T^*$. Then, Assumption B.2 holds. If we further assume Assumption B.1, then the adjusted estimator $\bar{\lambda}$ is unbiased for estimating $\lambda(t)$.

### 2.5 Violation of Constant Incidence and Prevalence

We have given results on consistency of the snapshot and adjusted estimators with Theorems 1 and 2. The main epidemiological requirement is Assumption D, i.e., incidence and prevalence are constant over a period of time. In this section, we explore the expected bias when Assumption D fails to hold (but all other assumptions hold). Specifically, we assess the bias associated with non-constant incidence $\lambda(t)$ but constant prevalence. By Assumption C,

$$P_{rec}(t) = (1-p)\int_0^\infty \phi(u)\lambda(t-u)du,$$
where $p$ is the constant prevalence.

We first consider the bias of the snapshot estimator. Given Assumption A.1, the expected value of the snapshot estimator is given by

$$E(\hat{\lambda}) = \int_0^\tau \frac{\phi(u)}{\mu} \lambda(t - u) du,$$

which is a weighted version of the incidence over $[t - \tau, t]$. With an HIV epidemic if the incidence $\lambda(s)$ is linearly changing in $s \in [t - \tau, t]$, i.e., $\lambda(s) = \lambda(t) + \rho(t - s)$, then

$$E(\hat{\lambda}) = \int_0^\tau \frac{\phi(u)}{\mu} \{\lambda(t) + \rho u\} du = \lambda(t) + \rho \int_0^\tau u \phi(u) du = \lambda(t - \omega),$$

where $\omega = \int_0^\tau u \phi(u) du / \mu$ is the mean shadow time defined by Kaplan and Brookmeyer [Kaplan and Brookmeyer, 1999], indicating that the cross-sectional sample is “casting a shadow” back in time. That is, when the incidence is linearly changing in time and the prevalence is constant, the snapshot estimator estimates the incidence rate $\omega$ time units ago. The estimation bias is given by $E(\hat{\lambda}) - \lambda(t) = \lambda(t - \omega) - \lambda(t) = \rho \omega$. For example, if incidence is decreasing, i.e., $\rho > 0$, the underlying incidence that produced an infection $u > 0$ time units ago was higher than the current incidence, so the estimate $\hat{\lambda}$ will have positive bias.

Similarly, for the adjusted estimator, we evaluate the expected value under Assumption B.1, which is given by

$$E(\tilde{\lambda}) = \int_0^T \phi(u) \Omega(t - u) du,$$

When $\lambda(s) = \lambda(t) + \rho(t - s)$ for $s \in [t - \tau^*, t]$,

$$E(\tilde{\lambda}) = \lambda(t) + \rho \int_0^{\tau^*} u \phi(\mu) du = \lambda(t - \omega^*),$$

where $\omega^* = \int_0^{\tau^*} u \phi(\mu) du / (\Omega(t^* - T^* \beta_{T^*}))$. It can be viewed as a “mean shadow time” for the adjusted estimator with a recency test that satisfies Assumption B.1. The estimation bias is given by $E(\tilde{\lambda}) - \lambda(t) = \lambda(t - \omega^*) - \lambda(t) = \rho \omega^*$.

Thus far, we have provided a framework with precisely defined assumptions through which to
understand both the snapshot and adjusted estimators. To our knowledge, rigorous derivation of the estimators and their assumptions has not been done by others. In the following section, we evaluate how these estimators perform empirically under realistic epidemiological scenarios and with realistic recency test algorithms.

3 Simulations

To evaluate the numerical performance of the estimators under various settings, we conducted simulation studies. Throughout the simulations, we assume that Assumption C on approximation of the eligible population always hold. We also assume that prevalence is constant over time. We consider different settings of HIV epidemics and recency tests, where Assumptions A.1 B.1 and D hold or not. We calculate the snapshot and adjusted estimators using (1) and (2), with variance estimators calculated based on Appendix A of Gao et al. (2020). Importantly, these variance estimators accounts for variability in estimating $\mu$, $\Omega_T$- and $\beta_T$- from an external study.

3.1 Epidemiological Parameters

We generate practical settings by mimicking the epidemiological dynamics of HIV in a population of men who have sex with men (MSM) attending Silom Community Clinic in Bangkok, Thailand (Pattanasin et al., 2020). Particularly, we set the prevalence to be constant and as the mean prevalence in 2011-2018 in that population, and generate settings with different incidences by modeling the HIV incidence in 2011-2018 by either a linear model or log-linear model, to reflect a linearly decreasing or exponentially decreasing incidence. Based on the estimates from the Bangkok MSM data, we consider the following settings corresponding to different trends in HIV incidence.

(a) Constant incidence: $\lambda(s) = 0.032$, $p = 0.29$.

(b) Linearly decreasing incidence: $\lambda(s) = 0.032 + 0.0028(t - s)$, $p = 0.29$.

(c) Exponentially decreasing incidence: $\lambda(s) = 0.032 \exp\{0.07(t - s)\}$, $p = 0.29$.

Assumption D is satisfied when the incidence is constant, and it is violated in the linear and exponential settings. We would like to estimate the incidence at time $t$ such that the “true”
incidence is 0.032 across all settings. In our simulations, we will assess how violating this assumption affects the performance of the snapshot and adjusted estimators.

3.2 Recency Test Characteristics

We sought to assess the performance of the two estimators with a variety of recency tests with different characteristics. The properties of those simulated recency tests mimic two tests in Brookmeyer et al. (2013) and Laeyendecker et al. (2018), with modifications that allow us to assess the performance of the estimators under diverse conditions. For the snapshot estimator, we set \( \tau = 12 \). For the adjusted estimator, we always considered \( T^* = 2 \), i.e., any person with an infection acquired longer than 2 years ago is a “long-infected” case.

We first consider a set of recency tests with a relatively short mean window period and a short shadow period, mimicking a recency test in Brookmeyer et al. (2013) that classifies a subject as recent if their BED capture enzyme immunoassay (BED-CEIA) \( \leq 1.5 \), their Bio-Rad Avidity (BRAI) (Bio-Rad Laboratories, Mississauga, ON) \( < 40 \), and their viral load \( > 400 \) copies/ml. This test has a mean window period of 101 days and a shadow period of 194 days. We generated four different recency tests that mimic this test:

(1A) \( \phi_{1A}(t) = 1 - F_{\text{Gamma}}(t; \alpha = 0.352, \beta = 1.273) \), where \( F_{\text{Gamma}}(\cdot; \alpha, \beta) \) is the cumulative distribution function of a Gamma random variable with shape \( \alpha \) and rate \( \beta \). Assumption \([A.1]\) (approximately) holds for this test with mean window period 101 days and mean shadow 194 days. Assumption \([B.1]\) fails to hold since \( \phi_{1A}(t) \) is non-constant for \( t \geq 2 \). MDRI = 98 days and the test-recent rate probability at \( t = 2 \) is 1.4%.

(1B) \( \phi_{1B}(t) = \phi_{1A}(t)I(t \leq 2) + 0.014I(t > 2) \). This test modifies test 1A by carrying forward the 1.4% test-recent probability at \( t = 2 \), such that Assumption \([B.1]\) for the adjusted estimator holds with MDRI = 98 days and FRR = 1.4%. Assumption \([A.1]\) for the snapshot estimator no longer holds such that the mean window period is infinite.

(1C) \( \phi_{1C}(t) = \phi_{1B}(t) + f_N(t; 7, 1)/8 \), where \( f_N(t; \mu, \sigma) \) is the density function of a normal random variable with mean \( \mu \) and standard deviation \( \sigma \). This test further modifies test 1B by adding a normally distributed spike centered at 7 years, such that Assumption \([B.1]\) on constant false-recent rate no longer holds. This test, similar to that depicted in the figure of epidemiological
and test recent dynamics in Kassanjee et al. (2012), represents a setting in which individuals who have been on antiretroviral therapy for years may have biomarker profiles similar to those who have been recently infected, and thus the false-recent rate among those individuals is relatively higher.

\[(1D) \ \phi_{1D}(t) = \phi_{1B}(t) + F_N(t; 10, 2)/10 \]

where \( F_N(t; \mu, \sigma) \) is the cumulative distribution function of a normal random variable with mean \( \mu \) and standard deviation \( \sigma \). This test modifies test 1B by steadily increasing the false-recent rate starting around 6 years, and reaches 9.8% at 12 years. The high false-recent rate is motivated by the BED assay (Parekh et al., 2002), which has been shown to have an FRR in some populations up to 15% (Mastro et al., 2010).

Additionally, we consider another set of recency tests with a longer mean window period and a longer shadow period. This set of tests was modeled after the one presented in Laeyendecker et al. (2018) for HIV sub-type C, LAg Avidity (Sedia HIV-1 LAg Avidity EIA; Sedia Biosciences Corporation, Portland, OR, USA) ODn \( \leq 2.8 \) BRAI \( \leq 95 \), and viral load \( > 400 \) copies/ml. It has a mean window period of 248 days and a shadow period of 306 days. We generated four recency tests that mimic this test:

\[(2A) \ \phi_{2A}(t) = 1 - F_{\text{Gamma}}(t; \alpha = 0.681, \beta = 1.003). \] Assumption [A.1] holds for this test with mean window period 248 days and shadow 306 days. Assumption [B.1] fails to hold since \( \phi_{2A}(t) \) is non-constant for \( t \geq 2 \). MDRI = 224 days and the test-recent rate probability at \( t = 2 \) is 7.25%.

\[(2B) \ \phi_{2B}(t) = \phi_{2A}(t)I(t \leq 3.17) + 0.020I(t > 3.17). \] This recency test has a constant 2% test-recent probability when \( t \geq 3.17 \). Unlike test 1B, Assumption [B.1] for the adjusted estimator is violated since the test-recent rate is non-constant after year 2, as depicted in Figure 1 by the shaded grey region.

\[(2C) \ \phi_{2C}(t) = \phi_{2B}(t) + f_N(t; 7, 1)/8. \] A similar normally distributed spike centered at 7 years was added to test 2B.

\[(2D) \ \phi_{2D}(t) = \phi_{2B}(t) + F_N(t; 10, 2)/10. \] Similar to \( \phi_{1D} \), FRR increases up to 10.4% at time 12.
The duration-specific test-recent probabilities of all six recency tests are depicted in Figure 1. The shaded grey area highlighted that Assumption B.1 is violated for test 2B, even though it holds for test 1B: there is a non-constant fraction of the long-infected subjects (infection duration > 2) who test recent.

![Figure 1](image-url)

**Figure 1**: Plot of duration-specific test-recent probability $\phi(t)$ for eight recency tests. Left: Tests 1A-D. Right: Tests 2A-D.

### 3.3 Data Simulation Procedure

The data simulation procedure consists of two parts. The first part requires simulating data to mimic an external study based on which we estimate the properties of a particular recency test, including mean window period, MDRI and FRR. The second part includes simulation of cross-sectional samples from a population with given HIV epidemiological dynamics. These separate data simulation procedures are outlined in sections 3.3.1 and 3.3.2 respectively.

#### 3.3.1 External Study and Estimation of Recency Assay Parameters

Here we outline the process of simulating recency test results for samples (with known infection durations) in an external study and estimating recency test parameters based on such simulated
data. We simulate infection durations in the external study similar to those in Duong et al. (2015), with detailed procedure described in Appendix S1.1. Then, given a duration-specific test-positive probability $\phi(\cdot)$, we generate a test-recent indicator by $\Delta_{ij} \sim \text{Bernoulli}(\phi(u_{ij}))$, where $u_{ij}$ is the simulated infection duration for sample $j = 1, \ldots, n_i$ of subject $i = 1, \ldots, m$ in the external study. Based on the observed data $\{(u_{ij}, \Delta_{ij}) : i = 1, \ldots, n; j = 1, \ldots, n_i\}$ in the external study, we estimate the function $\phi(t)$ using generalized estimating equations (Liang and Zeger, 1986), with an exchangeable correlation structure accounting for within-subject correlation. The marginal model uses a logit link and a cubic polynomial for the linear predictor by assuming

$$\text{logit}(E[\Delta_{ij}]) = \gamma_0 + \gamma_1 u_{ij} + \gamma_2 u_{ij}^2 + \gamma_3 u_{ij}^3.$$ 

Then, an estimate for $\phi(u)$ can be constructed by $\hat{\phi}(u) = \hat{\gamma}_0 + \hat{\gamma}_1 u + \hat{\gamma}_2 u^2 + \hat{\gamma}_3 u^3$, where $\hat{\gamma} = (\hat{\gamma}_0, \hat{\gamma}_1, \hat{\gamma}_2, \hat{\gamma}_3)$ is the parameter estimate. We use robust standard errors for variance estimation. We then calculate the mean window period and MDRI by numerically integrating the estimated the recency test-positive function $\hat{\phi}$. In particular, the mean window period involves a numerically integrating until infinity, however, in the simulation we set the upper bound of the integration to the maximum duration observed in the simulated sample (approximately 8 years). We estimate the variance of $\hat{\Omega}_T$ and $\hat{\mu}$ using the delta method and the robust variance-covariance matrix of $\hat{\gamma}$. We estimate FRR by evaluating the average test-recent probability among a number of long-infected subjects. In particular, we consider 1500 long-infected subjects with duration of infection uniformly distributed between $T^* = 2$ and $\tau = 12$ years, similar to other studies (Kassanjee et al., 2016).

### 3.3.2 Simulation of Cross-Sectional Samples

To generate a cross-sectional sample with fixed size $N$, we first simulate the number of HIV positive subjects $N_{pos} \sim \text{Binomial}(N, p)$, where $p$ is the (constant) prevalence. The number of HIV negative subjects is given by $N_{neg} = N - N_{pos}$. For each HIV-positive subject $i = 1, \ldots, N_{pos}$, we simulate their infection duration based on the epidemic parameters $(p, \lambda(t))$, with details given in Appendix S1.2. Given $T_i$, we generate a recency test indicator $\Delta_i \sim \text{Bernoulli}(\phi(t - T_i))$. Finally, we calculate $N_{rec} = \sum_{i=1}^{N_{pos}} \Delta_i$. 
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3.3.3 Incidence Estimation

For each simulation replicate, we first generate observations of an external study to obtain the estimates $\hat{\mu}$, $\hat{\Omega}_T$, and $\hat{\beta}_T$. Then, we generate an independent cross-sectional sample $\{N_{rec}, N_{pos}, N_{neg}\}$. We calculate $\hat{\lambda}$ by Equation (1) and calculate $\tilde{\lambda}(t)$ by Equation (2). We estimate their variances based on the formulas in appendix A of Gao et al. (2020).

3.4 Software

The code to reproduce these simulations, and instructions to use functions for estimating incidence based on cross-sectional data are available\[1]

3.5 Results

Table 1 shows the simulation results in settings with constant, linear, and exponential incidence trends and recency tests 1A-D and 2A-D, with fixed cross-sectional trial sample size $N = 5000$. Across all settings, the “true” value for incidence is $\lambda = 0.032$. Each entry is based on 5,000 simulations.

3.5.1 Snapshot Estimator

Recency assays 1A and 2A satisfy Assumption A.1 for the snapshot estimator. In the constant incidence setting where Assumption D further holds, the empirical bias is small. In the settings where Assumption D fails to hold (linear or exponential incidence), there is empirical bias associated with the snapshot estimator, and the empirical bias is close to the expected bias calculated based on the formula in Section 2.5 ($0.15\times10^{-2}$ and $0.12\times10^{-2}$ for assay 1A in the linear and exponential settings, respectively; $0.20\times10^{-2}$ and $0.23\times10^{-2}$ for assay 2A in the linear and exponential settings, respectively). For the recency tests that violate Assumption A.1 (assays 1B-D, 2B-D), the empirical bias is larger, and it increases if the constant incidence assumption is also violated.

Across all settings, the standard error estimate is close to the empirical standard error, indicating reasonable estimation of variability. Snapshot estimates based on recency tests 2A-D have smaller variability than those based on 1A-D, corresponding to a larger area under the $\phi(t)$ curve. The

\[1]\text{https://github.com/mbannick/XSRecency/tree/0.0.0\]
| Setting      | SnapShot Estimator (1) | Adjusted Estimator (2) |
|-------------|------------------------|------------------------|
| Incidence   |                        |                        |
|             | Recency Assay 1A-D     |                        |
| Constant    | ✓ 0.04 0.63 0.63 94.54 | × 0.05 0.67 0.66 94.52 |
| Linear      | × 0.21 0.64 0.64 95.24 | × 0.22 0.68 0.68 95.00 |
| Exponential | × 0.18 0.64 0.64 95.32 | × 0.18 0.68 0.67 95.00 |
|             |                        |                        |
| Constant    | ✓ 0.79 0.68 0.68 84.24 | ✓ 0.11 0.99 0.99 95.40 |
| Linear      | × 0.87 0.69 0.69 81.42 | × 0.23 1.00 1.00 95.02 |
| Exponential | × 0.85 0.69 0.69 82.06 | × 0.20 1.00 1.00 95.08 |
|             |                        |                        |
| Constant    | × 0.73 0.71 0.69 84.54 | × -0.01 1.32 1.32 95.58 |
| Linear      | × 1.32 0.80 0.76 60.66 | × 1.25 1.37 1.38 86.28 |
| Exponential | × 1.33 0.80 0.77 60.24 | × 1.28 1.38 1.38 85.70 |
|             |                        |                        |
| Constant    | × 3.28 0.98 0.97 03.86 | × 1.01 1.62 1.63 90.66 |
| Linear      | × 1.41 0.77 0.77 54.56 | × -2.45 1.55 1.54 64.23 |
| Exponential | × 1.41 0.77 0.77 54.32 | × -2.44 1.55 1.54 64.59 |
|             |                        |                        |
| Recency Assay 2A-D |                   |                        |
| Constant    | ✓ 0.06 0.40 0.40 95.10 | × 0.05 0.46 0.46 95.24 |
| Linear      | × 0.29 0.41 0.42 92.44 | × 0.33 0.48 0.48 91.72 |
| Exponential | × 0.26 0.41 0.42 93.40 | × 0.28 0.47 0.48 92.70 |
|             |                        |                        |
| Constant    | × 0.48 0.43 0.43 83.74 | × 0.08 0.57 0.57 94.96 |
| Linear      | × 0.62 0.44 0.44 74.06 | × 0.28 0.57 0.58 93.18 |
| Exponential | × 0.59 0.44 0.44 75.74 | × 0.25 0.57 0.58 93.78 |
|             |                        |                        |
| Constant    | × 0.43 0.46 0.44 84.76 | × 0.03 0.65 0.65 95.46 |
| Linear      | × 0.84 0.49 0.48 58.22 | × 0.69 0.67 0.68 84.98 |
| Exponential | × 0.83 0.49 0.48 59.34 | × 0.67 0.67 0.68 85.54 |
|             |                        |                        |
| Constant    | × 1.62 0.52 0.52 09.06 | × 0.40 0.72 0.73 92.08 |
| Linear      | × 0.88 0.46 0.47 53.68 | × -0.68 0.69 0.69 82.04 |
| Exponential | × 0.87 0.46 0.47 54.52 | × -0.71 0.69 0.69 81.18 |

Table 1: Summary statistics ($\times 10^{-2}$) for the simulation studies with different settings over 5000 simulations each. For each epidemiological setting and recency test, we show the empirical median bias (Bias), the empirical standard error (SE), the average standard error estimate (SEE), and the empirical coverage probability of the 95% confidence intervals (Cov). We note whether the assumptions are satisfied for the snapshot and adjusted estimator in the Asm. column.
coverage probabilities are close to the nominal level with recency test 1A and 2A when incidence is constant. There is under-coverage when the incidence is non-constant or when Assumption A.1 fails to hold (recency tests 1B-D, 2B-D).

3.5.2 Adjusted Estimator

When incidence is constant, the empirical bias for recency tests 1A-C and 2A-C is small, while the empirical bias for recency tests 1D and 2D are relatively large. When the constant incidence assumption is violated, the empirical bias gets larger and the empirical bias for assay 1B matches with the theoretical calculated expected bias when Assumption B.1 holds (0.10×10^{-2} and 0.09×10^{-2} for assay 1B for the linear and exponential settings, respectively).

Across all settings, the standard error estimate is close to the empirical standard error, indicating reasonable estimation of variability. Notably, the empirical standard errors for the adjusted estimator are always larger than those for the snapshot estimator.

The coverage probabilities are close to the nominal level with recency tests 1A and 1B, even in non-constant incidence settings. The coverage probabilities in the constant incidence setting are always close to the nominal level. Similar to the snapshot estimator, there is under-coverage when the incidence is non-constant for some recency tests. The coverage probabilities are closer to the nominal level compared to the snapshot estimators in most non-constant incidence settings, mainly due to a larger associated variability.

3.6 Sensitivity to Distribution of Long-infected Subjects in External Study

Table 1 shows that recency tests 1C and 2C give minimal bias and nominal coverage in the constant incidence setting. It seems to suggest that the adjusted estimator may sometimes be robust to violation of the recency test requirement (Assumption B.1) when the incidence in the population is constant. However, it is the result of a specific choice of distribution of infection duration in the external study, based on which we estimate \( \hat{\beta}_{T^*} \). The infection times of the long-infected subjects were generated uniformly from 2 to 12 years, such that the estimated \( \hat{\beta}_{T^*} \) reflects the average false-recent rate in [2,12], similar to the average false-recent rate in a constant incidence setting.

To evaluate sensitivity to this distributional assumption, we consider two different distributions of infection durations for long-infected subjects in the external study in estimating \( \beta_{T^*} \). The first
distribution is similar to those who were infected more than two years ago in Duong et al. (2015), where the range of infection duration is $[2,8.25]$ years and the distribution is certainly not uniform (see Figure 2). The second distribution is to truncate Duong’s infection durations at 5 years, such that the range of infection duration is $[2,5]$ years.

Simulation results are shown in Table 2. Different sampling schemes for the long-infected subjects provide different estimates for the incidence with recency tests 1C and 2C. In particular, if the distribution of long-infected subjects fails to recover the major trend of the $\phi$ function (e.g., the spike at 7 years for assays 1C and 2C), the estimator is biased and the coverage is poor. This suggests caution in using the adjusted estimator when Assumption B.1 fails to hold, and that one should be sure that the distribution of long-infected subjects matches with the cross-sectional sample.

| Assay | Long-Infected Distribution | Adjusted Estimator | Bias | SE  | SEE | Cov  |
|-------|----------------------------|--------------------|------|-----|-----|------|
| 1C    | Uniform $[2,12]$           |                    | -0.01| 1.32| 1.32| 95.58|
| 1C    | Duong et al. (2015) $[2,8.25]$ |          | 0.56 | 1.49| 1.26| 88.26|
| 1C    | Duong et al. (2015) $[2,5]$  |                | 1.78 | 1.32| 1.13| 62.98|
| 2C    | Uniform $[2,12]$           |                    | 0.03 | 0.65| 0.65| 95.46|
| 2C    | Duong et al. (2015) $[2,8.25]$ |          | 0.01 | 0.76| 0.66| 90.92|
| 2C    | Duong et al. (2015) $[2,5]$  |                | 0.36 | 0.77| 0.64| 86.82|

Table 2: Sensitivity analysis for the adjusted estimator over 5000 simulations for different sampling strategy to estimate $\beta_T^\ast$. All samples include 1500 subjects (we re-sampled the infection duration in Duong dataset to get 1500 subjects). Results shown for recency tests 1C and 2C.

4 Discussion

In this manuscript, we considered a unified statistical framework to assess the assumptions for cross-sectional incidence estimation based on the snapshot and Kassanjee’s adjusted estimators. We established two key assumptions: the incidence and prevalence in the population of interest are constant over the period of time preceding a cross-sectional sample; and the duration-specific test-recent probability function $\phi(t)$ goes to zero for the snapshot estimator or is constant in the tail for the adjusted estimator. We derived the theoretical biases of the estimators when constant incidence assumption fails to hold. To empirically assess the biases, we conducted simulation studies under various scenarios with different epidemiological settings and different recency test properties.
Indeed, the estimators perform well when their corresponding assumptions hold. When the constant incidence assumption is violated, the numerical bias is commensurate with the theoretically calculated bias. The adjusted estimator is more robust when the assumptions about the recency test properties (Assumption $A.1$ or $B.1$) are violated; though to compensate for this, the variability of the adjusted estimator is always larger than that of the snapshot estimator. This robustness to mis-specification makes the adjusted estimator more flexible in the setting where the property of a specific recency test is not precisely known.

There are important differences between the snapshot and adjusted estimator with respect to their requirements. The snapshot estimator requires a finite positive range for $\phi(t)$ (Assumption $A.1$). In other words, if someone was infected sufficiently long time ago, the recency test is perfectly specific. In contrast, the adjusted estimator requires a constant $\phi(t)$ in the tail (Assumption $B.1$). In other words, past a certain point, the false-recent test probability is unrelated to infection duration. As illustrated by assay 2A in the simulation studies, Assumption $B.1$ is not necessarily less restrictive than Assumption $A.1$ and indeed the snapshot estimator performs better for this specific assay. In practice, to obtain the best performance, the researcher should be cautious and understand the properties of the recency test before choosing whether to apply either of the estimators.

An additional consideration when using the adjusted estimator is that the performance of the adjusted estimator may be affected by the distribution of the long-infected subjects that are used to estimate FRR. As suggested in Remark 2, the bias from the adjusted estimator may be minimal if the distributions of the long-infected subjects in the cross-sectional sample and in the evaluating external study are the same. However, if the range of the infection duration of the long-infected subjects fails to recover a non-constant region of the $\phi$ function of the recency test, or if the distribution of infection duration differs much from that of long-infected subjects in the cross-sectional sample, biases from estimating FRR lead to bias and under-coverage in the adjusted estimator.

In order to use the adjusted estimator, researchers need to specify a fixed $T^*$ beyond which point subjects are regarded as long-infected. In practice, $T^*$ is set at 1 or 2 years, and a proper test-recent region $R$ is then chosen to yield a recency test with the desired properties (e.g., large MDRI, FRR<2.0%) defined upon this choice of $T^*$. Choice of $T^*$ would affect the performance of
the adjusted estimator through its impact on MDRI/FRR and the fact that the adjusted estimator estimates a weighted average incidence in a range of $T^*$ prior to the cross-sectional time. In this manuscript, we did not assess the impact of $T^*$, since it would involve extensive modeling for the biomarker values at different infection duration. We wish to explore the effect of different choices of $T^*$ in future research.

Finally, the performance of the adjusted estimator is sensitive to Assumption [3.1] that includes a constant tail of the duration-specific test-recent probability $\phi(t)$, which is affected by the test-recent region $R$ of the recency test. In particular, the test-recent region $R$ is usually chosen to guarantee such assumption, leading to a potentially small MDRI and suboptimal power for the adjusted estimator. An alternative strategy is to directly model the infection duration and construct an incidence estimator based on a predicted infection duration given recency assay readings. Since it uses the recency assay readings, such strategy is similar to making use of “recency” results from multiple test-regions so that more power may be gained. This alternative strategy is currently under investigation.
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S1 Simulation Procedure

S1.1 Data Simulation to Mimic Duong et al. (2015)

In section 3.3.1 we describe the process for estimating mean window period and MDRI (and possibly FRR) from an external study. To get the external study data, we construct a data generating process based off of the data source in Duong et al. (2015). The purpose of Duong et al. (2015) was to estimate the MDRI for one particular recency test. We re-purpose the data source to estimate characteristics of our recency tests 1A-D and 2A-D for the simulation studies. In Duong et al. (2015), the authors gathered data from individuals with known seroconversion times (or equivalently infection duration) and with measurements taken longitudinally, sometimes over the course of many years. In total, we have 2077 longitudinal measurements on 175 individuals. There were additional individuals in the dataset, but we focused on only the ones with optimal panel data as described in Duong et al. (2015) The individuals had different HIV-1 subtypes including A, B, C, D, and AE, and were from varied areas of the globe including the Netherlands, Thailand, Ethiopia, Kenya, China, and Trinidad. We grouped all geographic areas and HIV-1 subtypes together for simplicity.

The grey histogram in Figure 2 shows the empirical distribution of infection durations in the Duong et al. (2015) dataset pooled over all geographic and subtype cohorts. Our aim is to create a data generation process that mimics this empirical distribution, but preserves the longitudinal aspect of the data (as opposed to re-sampling independently from this histogram).

For each individual in the original dataset, we calculated the gap times between their longitudinal measurements. The average number of days between longitudinal measurements is a function of the sample number, i.e., the first couple of samples taken on an individual are typically close together in time and after that there is a longer time between each sample (see Figure 3). Based on this observation, we fit a piece-wise log-linear GEE model with a knot at sample number 5. The model fit is shown in Figure 3. To simulate one dataset, for each individual we sampled from the empirical distributions of infection duration at first sample and total number of samples (shown in the left and middle panels of Figure 3, respectively). We simulated gap times based on the fitted model for all sample numbers up to the total number. Finally, we added those gap times to the infection duration at first sample. The result is shown in the right panel of Figure 2.
Figure 2: Histograms of year post seroconversion for subject biomarker measurements. The observed distribution from Duong et al. (2015) is shown in grey, and one example of a simulated distribution based on the above procedure is shown in blue.

Figure 3: Data from Duong et al. (2015). Left: Histogram of infection duration at first sample. Middle: Histogram of total number of longitudinal samples by subject. Right: Relationship between sample number and gap days between samples. The red line is the fitted mean based on our Poisson GEE regression model (log-linear model with a knot at sample 5). The points are jittered to display their relative density.
S1.2 Derivation of Simulation Distributions

In section 3.1, we described three incidence functions. In this section, we derive the infection time distributions for each. To do this, we impose one additional assumption.

**Assumption E** \( \lambda_t^*(s) = \lambda(s)I\{s \in [t - c_t, t]\} \), where \( c_t \) is the solution to

\[
\int_{t-c_t}^{t} \lambda(s)\{1 - p(s)\}ds = p(t).
\]

In addition, \( p_t^*(s) = p(s) \) for \( s \in [t - c_t, t] \).

Assumption E states that equivalent incidence among eligible populations at different times holds for a range of \( s \) closer to \( t \), while the incidence \( \lambda_t^*(s) = \Pr(T = s | T \geq s, A(t)) \) is zero when \( s \) is far away from \( t \). It leads to Assumption C if \( c \leq c_t \) where \( c = \tau \) for the snapshot estimator and \( c = T^* \) for the adjusted estimator. This assumption may not generally hold in practice, since we would expect a continuous \( \lambda_t^*(s) \), and in this case there may be a discontinuity in incidence at time \( t - c_t \), however, it is useful in generating infection time distribution with Assumption C holds.

Based on Assumption E when the prevalence is constant with \( p(s) = p \), the infection time \( T \) for an HIV-positive subject can be generated as follows. We first generate \( e \sim \text{Unif}[0, 1] \). The infection time \( T \) is the solution of

\[
\int_{t-c_t}^{T} \frac{\lambda(s)(1 - p)}{p}ds = e.
\]

Particularly, the closed form solution for \( T \) in a number of cases is shown below.

| Setting                  | Incidence \( \lambda(s) \)                                   | Infection Time                                                                 |
|-------------------------|----------------------------------------------------------------|--------------------------------------------------------------------------------|
| Constant Incidence      | \( \lambda \)                                                    | \( t - \frac{p(1 - e)}{\lambda(1 - p)} \)                                      |
| Linearly Decreasing Incidence | \( \lambda + \rho(t - s) \) (\( \rho > 0 \)) | \( t - \left( \frac{\sqrt{\lambda^2 + 2\rho \frac{p}{1-p} (1-e)} - \lambda}{\rho} \right) \) |
| Exponentially Decreasing Incidence | \( \lambda \exp\{\rho(t - s)\} \) (\( \rho > 0 \)) | \( t - \log \left\{ 1 + \rho \frac{p}{(1-p)\lambda} (1-e) \right\} /\rho \) |

Figure 4 shows the incidence functions we consider for simulations based on the Bangkok MSM data, and the corresponding infection time distributions based on the above derivations. As a sensitivity check, we slightly varied the parameters derived from the Bangkok data (i.e., prevalence
of 0.31 instead of 0.29) and the results did not substantively change.

Figure 4: Left: Incidence trends using data from Pattnasin et al. (2020): constant incidence, linearly decreasing incidence, and exponentially decreasing incidence. We consider all three of these for the simulation settings. Right: Distribution of 10,000 past infection times that each setting implies.

Note that when we move from constant to linear or exponential incidence, the assumption of uniformly distributed infection times is violated. Our simulation study assesses how violating this assumption affects the performance of the snapshot and adjusted estimators.