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Abstract—The ever-increasing penetration of renewable energy resources (RESs) in power distribution networks has brought, among others, the challenge of maintaining the grid voltages within the secure region. Employing droop voltage regulators on the RES’s inverters is an efficient and low-cost solution to reach this objective. However, fixing droop parameters or optimizing them only for overvoltage conditions does not provide the required robustness and optimality under changing operating conditions. In this article, a convex optimization approach is proposed for reconfiguring $P-V$ and $Q-V$ droop regulators during online operation. The objective is to minimize power curtailment, power losses, and voltage deviation subject to electrical security constraints. This enables to optimally operate the grid with high RES penetration under variable conditions while preserving electrical security constraints (e.g., current and voltage limits). As a first contribution, a mixed-integer linear model of the droop characteristics is developed. According to this model, a droop-regulated generation unit is represented as a constant-power generator in parallel with a constant-impedance load. As a second contribution, a modified augmented relaxed optimal power flow (MAR-OPF) formulation is proposed to guarantee that the electrical security constraints are respected in the presence of constant-impedance loads in the network. Sufficient conditions for the feasibility of the MAR-OPF solution are provided. Those conditions can be checked a priori and are valid for several real distribution networks. Furthermore, an iterative approach is proposed to derive an approximate solution to the MAR-OPF that is close to the global optimal one. The performance of the MAR-OPF approach and the accuracy of the proposed model are evaluated on standard 34- and 85-bus test networks.

Index Terms—Constant-impedance loads, droop control, optimal power flow (OPF), radial power grids.

I. INTRODUCTION

The quest to address the current global energy challenges has led to a paradigm shift in power generation with increased penetration of renewable energy resources (RESs) in power distribution networks. This transition requires rethinking several control aspects, including voltage regulation. To this end, different operational solutions have been proposed by the power systems and control research communities, e.g., network reconfiguration and optimal setting of conventional voltage regulation devices, such as tap changing transformers. Compared to these conventional solutions, the control of inverter-based distributed generation systems (IBDGs) offers the benefits of low investment costs and fast dynamic responses.

The voltage control of IBDGs is typically addressed via: 1) centralized approaches that assume the complete knowledge of the network [1, 2] or 2) local approaches that solely rely on the local voltage and power measurements [3, 4]. In the latter category, IBDGs can promptly react to the rapid change in voltages by adjusting real and reactive power injections. According to the IEEE 1547.8 standard for category B distributed energy resources, the power adjustments should be carried out according to the Volt/Var and Volt/Watt ($Q-V$ and $P-V$) droop characteristics depicted in Fig. 1 [5]. The IEEE 1547.8 standard also recommends typical values for the parameters of the droop curves. However, using fixed parameters limits the effectiveness of the local droop controller in achieving global objectives related to the entire network operation, such as minimization of power loss [6] and total operational cost [7].

To address these shortcomings, several methodologies have been developed in the literature to optimize the droop parameters. For example, the droop slope is optimized in [8] to achieve a desirable load sharing, while Zhang et al. [9] set the droop reference to minimize the total power loss in the network. In [10], an optimal dispatch problem is solved to find the optimal reactive power setpoints. There, a piecewise linear $Q-V$ characteristic is fit to the obtained reactive power setpoints using machine learning methods. However, there is no guarantee of the feasibility and optimality of the obtained
solution. Another methodology is proposed in [11], where the model of the $P-V$ droop characteristics is approximated, assuming a pure linear characteristic during the entire voltage range.

An additional aspect to consider is the network electrical security that requires the nodal voltage and line current magnitudes in the whole grid to be bounded within prescribed limits. To model the ac power flow in an electric grid, these variables are expressed as functions of the power injections at some of the buses. To deal with the nonlinearity and nonconvexity inherent in the ac power flow equations, there are currently four approaches: 1) considering only the economic aspects and disregarding the electrical security of the network [12]; 2) using the linearized formulation, such as dc power flow [13]; 3) applying a nonconvex formulation of the power flow, which is solved using either nonlinear solvers [14] or heuristic-based solvers [15]; and 4) applying convexification methods [16], which includes two classes. The first class is based on convex relaxation and provides an outer approximation of the feasible set of the optimal power flow (OPF) problem. Several approaches have been proposed, e.g., chordal relaxation [17], semidefinite programming (SDP) [18], [19], least-squares estimation-based SDP [20], and second-order cone programming (SOCP) [21], [22]. However, using only relaxation techniques in the optimization problem produces a lower bound of the objective function. This solution might violate the security constraints of the network, especially during high power production periods, where the upper voltage limit is binding.

To tackle this issue, several studies developed specific conditions that guarantee the exactness of the relaxed formulation. Lavaei et al. [21] introduced two conditions for the exactness of the SOCP relaxation, namely: 1) the voltage angle difference at the line’s terminals is sufficiently small and 2) the nodal reactive power injection is not bounded. The latter assumption is usually not fulfilled in practice. In [22], it is proven that the SOCP relaxation is exact under a specific condition on the network parameters together with the condition that there is no upper bound on the voltage magnitude, which is hardly met in practice. As another example, Huang et al. [23] prove the exactness of the SOCP relaxation under a set of conditions. One of those requires that both active and reactive powers in each line do not flow in the reversed direction. Unfortunately, this condition is not always met, especially with the high penetration of distributed generation. According to Gan et al. [24], the optimal solution of the relaxed SOCP is exact if the objective function is strictly monotonic. This assumption does not always hold, e.g., in a case, where the objective is to track the reference of power injection from the upper grid [25]. To address this issue, Braham et al. [25] used a first-order approximation of the line losses formulation to make the cost function strictly monotonic. However, this approximation is not accurate and might lead to infeasible solutions. Moreover, the effect of reactive power dispatch and line current capacity was not considered.

The second class of convexification methods is restriction methods that aim to obtain an inner approximation of the feasibility set. Unlike relaxation techniques, these approaches provide sufficient conditions for guaranteeing the feasibility of the solution. Algorithms of this kind have been first developed in [26] for optimizing the reactive power setpoint of discrete reactive power controllers in radial and inductive networks. The objective was to maximize the voltage security margins. This approach has been extended in [27], so as to be applicable to any radial feeder with a mix of inductive and capacitive branches. The developed methodology is then used to derive nodal injection limits for each IBDG, such that the security constraints in the network are satisfied. Lee et al. [28], [29] developed a tractable convex restriction strategy for the OPF problem in a general meshed network. All these restriction methodologies rely on the derivation of envelopes over the nonlinear terms of power flow equations. These envelopes are constructed around a fixed operating point of the network. The conservativeness of different methods depends on this operating point, and the obtained solution might be far from the global optimal one. To reduce the conservativeness of the solution, an iterative algorithm is proposed in [27], where this operating point is modified at each iteration. However, there is no guarantee that this method improves the quality of the solution for all objective functions and operating conditions.

For achieving both feasibility and optimality by using a convex optimization approach for the OPF problem, an idea is to employ both relaxation and restriction methodologies. This idea is employed in [24], augmenting the SOCP relaxed formulation with conservative bounds on the voltage and line current magnitudes. The exactness of the resulting augmented relaxed OPF (AR-OPF) formulation is proven under certain conditions that can be checked a priori. However, constant impedance loads in the network were not considered. The integration of ZIP load models into OPF formulations has been already studied in the literature, e.g., in [30], where constant impedance loads are integrated into SDP. However, to the best of our knowledge, an analytical proof of the feasibility of the resulting optimization problem is not available in the literature.

To overcome some of the aforementioned limitations, in this article, we propose a multiperiod optimization-based approach to define the optimal droop parameters, where the following holds.

1) The piecewise affine characteristic of the photovoltaic (PV) droop is modeled using mixed-integer linear constraints. According to this model, a droop-based generation unit is represented with a constant-power source in parallel with a constant-impedance load.

2) To guarantee the electrical security constraints (e.g., nodal voltage and line current limits), a new formulation, called modified augmented relaxed (MAR)-OPF, is proposed. This convex relaxation method can be applied in general cases, where upper voltage and current limits must be fulfilled in the presence of constant-impedance loads in the grid.

3) The feasibility of the MAR-OPF solution is proven under some conditions that can be checked a priori.

4) An iterative algorithm is proposed to improve the quality of the MAR-OPF solution.
This article is organized as follows. In Section II, the proposed MAR-OPF formulation for the convexification of the power flow equations is presented. The developed MAR-OPF formulation is applied in Section III to optimize the parameters of the $P$–$V$ and $Q$–$V$ droop controllers. To improve the quality of the obtained solution, an iterative approach is presented in Section IV. Section V presents the results of the proposed optimization model applied to an IEEE standard test distribution network. Finally, concluding comments are provided in Section VI.

II. CONVEX OPF FORMULATION

A. Notations

In the following, each distribution line is modeled with an impedance, as shown in Fig. 2. The set of lines is represented with $\mathcal{L}$, and the index $l$ is used to refer both to a given line and its ending node. The starting node of line $l$ is denoted with up($l$). The set of downstream buses of bus $l$ is $\mathcal{L}^l$ ($l \notin \mathcal{L}$). The index 0 is reserved for the slack bus, whose voltage is fixed to $\sqrt{V_0}$. $\mathcal{A}(.)$ represents the real part of a complex number.

$S_l = P_l + jQ_l$ denotes the complex power flow entering line $l$ from bus up($l$); $v_l$ and $I_l$ are the squares of the voltage and current magnitudes at bus $l$ and through line $l$, respectively; and $v_l^{\text{min}}$ and $v_l^{\text{max}}$ are the square of the minimum and maximum voltage limits on bus $l$. $f_l^{\text{max}}$ denotes the square of the maximum current limit of line $l$. The maximum active and reactive power flows at each line $l$ are $P_{l}^{\text{max}}$ and $Q_{l}^{\text{max}}$, respectively. $P_{l}^{\text{max}}$ and $Q_{l}^{\text{max}}$ denote the maximum active and reactive power limits of the IBDG at node $l$, respectively. $z_l = r_l + jx_l$ is the longitudinal impedance of line $l$. $g_l$ and $b_l$ represent the conductance and susceptance of the constant-impedance load at bus $l$. We denote by $S_l$ the complex power consumption at bus $l$, while the complex power injection is given by $s_l^2 = P_l^2 + Q_l^2$. The notations without a subscript, such as $v_l$, denote the corresponding column vector, whose $l$th element is $v_l$.

In this article, bold nonitalic letters refer to the matrices, i.e., $\mathbf{I}$, which represents the identity matrix. The adjacency matrix of the directed graph of the distribution network is denoted with $\mathbf{G}$, meaning that $\mathbf{G}_{kl}$ equals to one if $k = \text{up}(l)$ and equals to zero otherwise. Diagonal elements of $\mathbf{G}$ are zero. $\mathbf{H} = (\mathbf{I} - \mathbf{G})^{-1}$ is the closure of $\mathbf{G}$, i.e., $\mathbf{H}_{kl}$ equals to one if bus $k$ is on the path from the slack bus to bus $l$ or $k = l$ and equals to zero otherwise. The Frobenius norm of a given matrix $\mathbf{A}$ is denoted with $||\mathbf{A}||_F$. $\text{diag}(\cdot)$ represents a diagonal matrix, whose $(l, l)$ element is $r_l$.

B. General Relaxed OPF (R-OPF)

R-OPF refers to the optimization problem including the general SOCP relaxation of power flow equations, which are given in the following for each bus (or line) $l \in \mathcal{L}$ in a radial power grid. In the R-OPF problem, the unknown variables are $(s^8, S, v, f)$. Other symbols denote constant parameters

$$S_l = s_l - s_l^\ell + v_l(g_l + jb_l) + \sum_{m \in \mathcal{L}} G_{lm} S_m + Z_l I_l$$ (1.a)

$$v_l = v_{\text{up}(l)} - 2\Re(z_l^* S_l) + |z_l|^2 f_l$$ (1.b)

$$f_l = \frac{|S_l|^2}{v_l}$$ (1.c)

Equations (1.a) and (1.b) describe Kirchhoff’s current and voltage laws for each bus and line $l$, respectively. The current flow equation (1.c) is nonlinear and makes the optimization problem nonconvex. Therefore, in the R-OPF formulation [15], it is replaced with

$$f_l \geq \frac{|S_l|^2}{v_l}.$$ (2)

This relaxation renders R-OPF convex. However, where the maximum current or voltage limits are binding, the optimal solution of R-OPF might not satisfy the original constraint (1.c). In the following, we propose an MAR-OPF formulation, where additional constraints are added to avoid such inexact solutions, which have no physical correspondence in reality.

C. Modified Augmented Relaxed OPF

Inspired by the AR-OPF formulation proposed in [31], the main idea of MAR-OPF is to impose maximum voltage and current limits on a set of auxiliary variables $(f, S, P, Q, \hat{S}, \hat{b})$ to ensure the feasibility of the solution. Variables $f$ and $\hat{b}$ represent upper bounds online current and nodal voltage magnitudes, which do not depend on the line current flow $f$. The formulation provided in [31] is extended here by accounting for the constant-impedance loads in the grid. $\hat{S} = \hat{P} + j\hat{Q}$ and $\hat{b}$ are defined in (3.a) and (3.b) according to the DistFlow equations, where the line current flows are assumed zero. The definition that is provided in [31] for auxiliary variables $\hat{S} = \hat{P} + j\hat{Q}$ and $\hat{f}$ is updated in (3.d) and (3.e) so that they are still upper bounds, respectively, for $S = P + jQ$ and $f$, even in the presence of constant-impedance loads $g_l$ and $b_l$. In addition, new auxiliary variables $S = P + jQ$ are added and defined in (3.c) as lower bounds for $S = P + jQ$.

$$S_l = s_l - s_l^\ell + \hat{v}_l(g_l + jb_l) + \sum_{m \in \mathcal{L}} G_{lm} S_m$$ (3.a)

$$\hat{v}_l = v_{\text{up}(l)} - 2\Re(z_l^* \hat{S}_l)$$ (3.b)

$$\hat{S}_l = s_l - s_l^\ell + v_l(g_l + jb_l) + \sum_{m \in \mathcal{L}} G_{lm} S_m$$ (3.c)

$$\hat{S}_l = s_l - s_l^\ell + v_l(g_l + jb_l) + \sum_{m \in \mathcal{L}} G_{lm} \hat{S}_m + Z_l \hat{I}_l$$ (3.d)

$$\max \left\{ |P_l|^2, |Q_l|^2 \right\} + \max \left\{ |\hat{P}_l|^2, |\hat{Q}_l|^2 \right\} \leq \hat{f}_l v_{\text{up}(l)}$$ (3.e)

$$v_l \geq v_l^{\text{min}}, \quad \hat{v}_l \leq v_l^{\text{max}}$$ (3.f)

$$\hat{f}_l \leq I_l^{\text{max}}.$$ (3.g)
The MAR-OPF equations include (1) and (3) together as the set of constraints. The unknown variables are $(s, S, v, f, S, \hat{S}, f)$. Equations (3.a) and (3.b) formulate Kirchhoff's current and voltage laws, respectively, while assuming that the power loss term $(Z_l f_l)$ is zero. These yield $\hat{b}$, which is, according to Lemma 1, an upper bound for $v$. Unlike in [31] and due to the presence of impedance-constant terms in (3.a), $\hat{P}$ and $\hat{Q}$ are not lower bounds for $P$ and $Q$, respectively. For deriving the lower bounds on these variables, (3.c) is introduced by modifying (3.b), in such a way that the power of constant-impedance loads is calculated using $v$ instead of $\hat{b}$. For extracting upper bounds on $P$ and $Q$, (3.d) is added, which is similar to Kirchhoff’s current low in (1.a), while, instead of $f$, its upper bound $\bar{f}$ is used. The auxiliary variable $\bar{f}$ is defined in (3.e) similar to (2). However, to account for the reverse current flow in the grid, the maximum of the absolute values of upper and lower bounds on power flow variables is used in (3.e) to define $\bar{f}$. As it can be seen, all the upper and lower bounds are independent of $f$, which is a basic requirement in modifying the OPF formulation. According to the defined upper bounds on $v$ and $f$, the voltage and current limits in MAR-OPF will be accounted for using the conservative constraints given in (3.f) and (3.g), respectively.

### D. Feasibility Analysis

In this section, we demonstrate the feasibility of the solution of the optimization problem with constraints (1) and (3). First, we define the matrices $M_1$, $M_2$, and $D$ that are used hereafter

$$
\begin{align*}
M_1 &= 2\text{diag}(r)H\text{diag}(g)
M_2 &= 2\text{diag}(x)H\text{diag}(b)
C &= [I - G^T + M_1 + M_2]^{-1}
D &= 2C\text{diag}(r)(H - I)\text{diag}(r)
+ 2\text{diag}(x)(H - I)\text{diag}(x) + \text{diag}(|z|^2)
\end{align*}
$$

$$
\left[
\begin{array}{l}
\pi_l = \max\left(\frac{p_{\text{max}}}{v_{\text{min}}}, H(p - p_{\text{max}})\right),
\eta_l = \max\left(\frac{q_{\text{max}}}{v_{\text{min}}}, H(q - q_{\text{max}})\right),
\vartheta_l = \pi_l^2 + \eta_l^2
\end{array}\right]
\right)
$$

$$
E = 2\text{diag}(\pi)\text{diag}(r) + 2\text{diag}(\vartheta)H\text{diag}(x) + \text{diag}(\vartheta)D
$$

where the vectors $r, x, z, g$, and $b$ and the matrices $G$ and $H$ are defined based on the notation of Section II-A.

**Lemma 1:**

The new auxiliary variables in the MAR-OPF formulation (3) have the following relations with respect to the variables of the R-OPF formulation (1), (2).

1) If the following conditions are fulfilled:

$$
\|H^T(M_1 - M_2)\| < 1 \quad (8.a)
$$

$$
D \geq 0 \quad (8.b)
$$

then $v \leq \hat{b}$, $P \leq \bar{P}$, and $Q \leq \bar{Q}$.

2) If $(s^g, S, v, f)$ satisfies (1.c), then $f \leq \bar{f}$, $P \leq \bar{P}$, $Q \leq \bar{Q}$.

3) If $(s^g, S, v, f)$ satisfies (1.c) and $(s^g, S, v', f')$ satisfies (1.a), (1.b), and (2), and (3) with $0 \leq v' \leq v$, then there exists $(f, \hat{S}, \bar{S})$ such that $\hat{f} \leq \bar{f}$, $\hat{P} \leq \bar{P}$, $\bar{Q} \leq \bar{Q}$, and $(s^g, S, v, f, \hat{f}, \hat{S}, \bar{S})$ satisfy (3.c)-(3.e).

**Lemma 2:**

The feasible solution space of the optimization problem subject to (1) and (3) is a subset of the feasible solution space of the original OPF.

The proof of Lemma 1 is provided in Appendix II. Lemma 2 can be proved using the items of Lemma 1. According to Lemma 2, the additional constraints of MAR-OPF reduce the feasible set. Therefore, the obtained solution is not necessarily globally optimal. However, the missing portion of the feasible region covers the operation zone close to the upper voltage and current limits, where it is not desired to operate the system.

In Section IV, an iterative algorithm is developed to improve the quality of the obtained solution when it resides in this region.

**Theorem 1:**

For every feasible solution $(s, S, f, v, \hat{b}, \hat{S}, \bar{S}, \hat{f})$ of MAR-OPF, there exists a feasible solution $(s^g, S^g, f^g, v^g)$ of the original OPF with the same power injection vectors $(s^g)$ such that

Conditions (8.a) and (8.b) hold

$$
\|E\| < 1 \quad (8.c)
$$

$$
3\eta < 0.5, \quad DE \leq \eta D. \quad (8.d)
$$

As noted in Appendix II, condition (8.a) guarantees that matrix $I - G^T + M_1 + M_2$ is invertible. Condition (8.b) implies that matrix $D$ has nonnegative entries, which is required in the proof of Lemma 1. Condition (8.c) is necessary to ensure that there exists a power flow solution for the solution of the optimization problem. Condition (8.d) implies that the voltage magnitude of all buses increases when the current magnitude decreases at one or multiple lines of the network [31].

Theorem 1 states that the vector of power injections $(s^g)$ that satisfies the MAR-OPF constraints creates voltage and current magnitudes that are within their feasible regions. In fact, if $(s^g, S, f, v, \hat{b}, \hat{S}, \bar{S}, \hat{f})$ is a feasible solution of MAR-OPF, then $\hat{S}, f, v$ are, in general, not the real values of the line power, line current, and nodal voltage variables [since (1.c) is replaced with (2)]. The real values, $(S^g, f^g, v^g)$, are obtained by solving the set of nonlinear equation (1), given $s^g$ as a known parameter. For this aim, the algorithm shown in Fig. 3 is used, where $\rho$ and $\epsilon$ denote the iteration number and the stopping threshold, respectively. Compared to the iterative scheme proposed in [31], the terms $H\text{diag}(\alpha^p)v^{(n)}$ and $H\text{diag}(\alpha^q)v^{(n)}$ are added to the formulation of $P^{(n)}$ and $Q^{(n)}$ in order to account for the constant-impedance loads. It should be noted that the algorithm of Fig. 3 is not executed as a part of the MAR-OPF problem. It is used solely to prove Theorem 1. By using Lemmas 1 and 2 and the algorithm shown in Fig. 3, we can prove Theorem 1 using the same
has a significant impact on the generation costs and dynamic behavior of the system, it is typically set based on the dynamic analysis and economic power dispatch, which are beyond the scope of this article [8], [32]. Therefore, we assume that \( \alpha_l^p \) and \( \alpha_l^q \) are given, and we obtain the optimal values of the remaining droop parameters to guarantee optimal operation under load and generation fluctuations.

A. Modeling of the Droop Control

The aim of this section is to express the power generation of each IBDG at node \( l \) and time \( t \), \( s_l^g = p_{l,t}^g + jq_{l,t}^q \), as a linear function of the square of the measured local voltage \( (v_{l,t}) \) and droop parameters.

The Taylor series expansion of the function \( v_{l,t} = f(\sqrt{v_{l,t}}) = \sqrt{v_{l,0}} \) around a given point \( \sqrt{v_0} \) is

\[
v_{l,t} = v_0 + (\sqrt{v_{l,t}} - \sqrt{v_0})2\sqrt{v_0} + (\sqrt{v_{l,t}} - \sqrt{v_0})^2
\]

where \( \sqrt{v_{l,t}} \) and \( v_{l,t} \) represent the voltage magnitude and the squared voltage magnitude at node \( l \) and time \( t \). In this article, the standard \( Q-V \) droop curve is approximated as follows:

\[
q_{l,t}^g = q_{l,t}^{g0} - \alpha_l^q (v_{l,t} - v_{l,0})
\]

where the reactive power has a linear characteristic with the squared voltage magnitude (instead of the voltage magnitude). Replacing \( v_{l,t} \) with its Taylor expression given in (9) results in

\[
q_{l,t}^{g0} = q_{l,t}^{g0} - \alpha_l^q 2\sqrt{v_0} \left( \sqrt{v_{l,t}} - \frac{v_{l,0} + v_0}{2\sqrt{v_0}} \right) - \alpha_l^q (\sqrt{v_{l,t}} - \sqrt{v_0})^2.
\]

If we use the first-order approximation of the Taylor series (neglecting the last expression on the right-hand side), the above formula will represent the exact \( Q-V \) droop curves, where the reactive power is proportional to the voltage magnitude. The slope of this exact droop curve is \( \alpha_l^{g0} = \alpha_l^q 2\sqrt{v_0} \), and the reference voltage setpoint is \( v_{l,0}^{qs} = (v_{l,0} + v_0)/(2\sqrt{v_0}) \). The exact reactive power injection of the droop controller \( (q_{l,t}^{qs}) \) is given by

\[
q_{l,t}^{qs} = q_{l,t}^{g0} - \alpha_l^{qs} (\sqrt{v_{l,t}} - \sqrt{v_{l,0}^{qs}}).
\]
Comparing $q_{l,t}^{ga}$ with the formulation of $q_{l,t}^{g}$ implies that the modeled reactive power injection ($q_{l,t}^{g}$) is always lower than the exact one ($q_{l,t}^{ga}$), and the mismatch is

$$q_{l,t}^{g} - q_{l,t}^{ga} = a_{l}(\sqrt{V_{l,t}} - \sqrt{v_{0}})^{2}.$$  

In other words, the modeled reactive power is a lower bound of the exact reactive power injection of the droop controller. The mismatch is zero if the measured voltage ($v_{l,t}$) is equal to $v_{0}$ (initial point of the Taylor expansion). To preserve the feasibility of the solution with respect to the maximum voltage and current limits, we choose $v_{0}$ equal to the maximum voltage allowed for the inverter. Therefore, we guarantee that the modeling mismatch of the power injection is zero when the voltage and/or current magnitudes are binding to their maximum limits. We apply the same analysis and solution approach also to the modeling of the $P$–$V$ droop curve. As shown in [33], the approximation error is negligible in the range of active and reactive power capacities, leading to a solution with limited conservativeness. The linear approximations of the $P$–$V$ and $Q$–$V$ droop characteristics are shown in Fig. 5.

The $P$–$V$ and $Q$–$V$ droop models are given in (10), and (11), respectively. Compared to the original $Q$–$V$ droop curve proposed by IEEE 1547.8 standard and depicted in Fig. 1, the considered $Q$–$V$ droop curve has no dead band. Dead bands in Fig. 1 are usually small, and we are implicitly assuming that their presence does not significantly affect the feasibility and optimality of the solution. The piecewise affine characteristic of the $P$–$V$ droop is modeled using mixed-integer linear constraints (11), a procedure that is also applied in [34] for modeling hybrid systems. According to this methodology, an additional binary variable $y_{l,t}$ is assigned to each IBDG at node $l$ and time $t$. $M$ is a sufficiently large coefficient. Constraint (11.a) states that $y_{l,t}$ equals to one when $v_{l,t}$ is larger than $v_{0}^{+}$ and $y_{l,t} = 0$ otherwise. If $y_{l,t} = 0$, (11.b) is imposed, and (11.c) is weakened to a constraint, which always holds. On the other hand, when $y_{l,t} = 1$, (11.b) is weakened, and (11.c) is imposing $p_{l,t}^{va}$ to be equal to $p_{l,t}^{va}$

$$q_{l,t}^{g} = q_{l}^{g0} - a_{l}(v_{l,t} - v_{0}^{q}) \quad (10)$$

$$v_{l,t}^{op} - M(1 - y_{l,t}) \leq v_{l,t} \leq v_{l,t}^{op} + M(\frac{v_{l,t} - v_{0}^{q}}{M}) \quad (11.a)$$

$$-M(1 - y_{l,t}) \leq p_{l,t}^{g} - (p_{l,t}^{va} - a_{l}v_{l,t}^{0p}) \leq M(1 - y_{l,t}) \quad (11.b)$$

$$-M(y_{l,t}) \leq p_{l,t}^{g} - p_{l,t}^{va} \leq M(y_{l,t}). \quad (11.c)$$

According to the above formulation, a droop-based IBDG at bus $l$ is modeled as a constant-power generation in parallel with a constant-impedance load. The apparent power of the constant-power is equal to $(p_{l,t}^{va} + a_{l}v_{l,t}^{0p}) + j(q_{l}^{g0} + a_{l}v_{l,t}^{0q})$, when $y_{l,t} = 1$, and equal to $p_{l,t}^{va} + j(q_{l}^{g0} + a_{l}v_{l,t}^{0q})$, when $y_{l,t} = 0$. Therefore, the MAR-OPF formulation developed in Section II can be applied as in the following to derive the voltage and current magnitudes at each bus or line $l$, and at each time $t \in \{1, 2, \ldots, T\}$.

### B. Optimal Adaptive Droop Design

For a radial grid, we define the following optimization problem to determine the optimal droop parameters $\phi = \{V_{l,0}^{op}, V_{l,0}^{q}, Q_{l,0}^{0}\}$, $l \in \mathcal{L}$. $\mathcal{L}^{g}$ denotes the set of buses hosting droop-regulated IBDGs. The set of constraints (12.c)–(12.n) is considered for each time $t$, and for each bus or line, $l \in \mathcal{L}$ (if not mentioned otherwise)

$$\min \Phi^{obj} = w_{pc}F^{pc} + w_{pl}F^{pl} + w_{q}F^{q} \quad (12.a)$$

$$F^{pc} = \sum_{t, l \in \mathcal{L}}(p_{l,t}^{g} - p_{l,t}^{va}) \quad (12.b)$$

$$F^{pl} = \sum_{t, l \in \mathcal{L}}r_{l}I_{l,t} \quad (12.c)$$

$$F^{q} = \sum_{t, l \in \mathcal{L}}(v_{l,t} - v_{l}^{*}) : (|v_{l,t} - v_{l}^{*}| \geq \Delta v_{l,t}^{thr}) \quad (12.d)$$

s.t. Set of constraints (10), and (11) $\forall l \in \mathcal{L}^{g}$

$$\begin{align*}
\hat{v}_{l,t}^{dev} & \geq 0 \\
\hat{v}_{l,t}^{dev} & \geq v_{l,t} - (v_{l,t}^{*} + \Delta v_{l,t}^{thr}) \\
\hat{v}_{l,t}^{dev} & \geq (v_{l,t}^{*} - \Delta v_{l,t}^{thr}) - v_{l,t} \\
\hat{q}_{l,t}^{g} & = q_{l}^{g0} - a_{l}v_{l,t}^{0q} \\
\hat{q}_{l,t}^{g} & \geq (p_{l,t}^{va} - a_{l}v_{l,t}^{0p}) \left(\hat{v}_{l,t} - v_{l,t}^{0p}\right) \\
-M(1 - y_{l,t}) & \leq \hat{p}_{l,t}^{g} - (p_{l,t}^{va} - a_{l}v_{l,t}^{0p}) \left(\hat{v}_{l,t} - v_{l,t}^{0p}\right) \\
\hat{M}(1 - y_{l,t}) & \leq \hat{p}_{l,t}^{g} - p_{l,t}^{va} \leq \hat{M}(y_{l,t}) \\
\hat{s}_{l,t}^{p} & = p_{l,t}^{g} + jq_{l,t}^{g} \\
\hat{s}_{l,t} & = s_{l,t} - s_{l,t}^{0} + \sum_{m \in \mathcal{L}}G_{l,m}s_{m,t} + Z_{l}I_{l,t} \\
v_{l,t} & = v_{up}(t_{l,t}) - 2R(z_{l}^{2}S_{l,t}) + |z_{l}|^{2}I_{l,t} \\
f_{l,t} & \geq \frac{\hat{s}_{l,t}^{2}}{v_{l,t}} \\
\hat{s}_{l,t}^{g} & = \hat{p}_{l,t}^{g} + j\hat{q}_{l,t}^{g} \\
\hat{s}_{l,t} & = s_{l,t} - s_{l,t}^{0} + \sum_{m \in \mathcal{L}}G_{l,m}s_{m,t} \\
\hat{b}_{l,t} & = \hat{b}_{up}(t_{l,t}) - 2R(z_{l}^{2}S_{l,t}) \\
\delta_{l,t} & = \delta_{l,t}^{0} + \sum_{m \in \mathcal{L}}G_{l,m}\delta_{m,t} + Z_{l}\delta_{l,t} \\
\max \left[\hat{P}_{l,t}^{2}, \hat{Q}_{l,t}^{2}\right] & \leq \hat{f}_{l,t}^{up}(t_{l,t}) \\
\hat{v}_{l,t} & \geq v_{l,t}^{\min}, \hat{b}_{l,t} \leq b_{l,t}^{\max} \\
f_{l,t} & \leq I_{l,t}^{\max} \\
P_{l,t} & \leq P_{l,t}^{\max} \\
Q_{l,t} & \leq Q_{l,t}^{\max} \\
P_{l,t}^{\min} & \leq p_{l,t}^{g} \leq P_{l,t}^{\max} \\
Q_{l,t}^{\min} & \leq q_{l,t}^{g} \leq Q_{l,t}^{\max} \\
\frac{1}{\mu_{l,t}} & \leq p_{l,t}^{g} \leq \frac{1}{\mu_{l,t}} \\
(\hat{p}_{l,t}^{2} + \hat{q}_{l,t}^{2}) & \leq (S_{l,t}^{\max})^{2}. \\
\end{align*}$$
The objective function in (12.a) comprises power curtailment \(F_{PC}\), power loss \(F_{PL}\), and voltage deviation \(F_{V}\) terms, prioritized accordingly to the weights, \(w_{PC}, w_{PL}\), and \(w_{V}\), respectively. Equation (12.b) describes the total active power curtailment of each dispatchable IBDG at node \(l\) and at time \(t\) during overvoltage conditions. The total active power loss is described in (12.c). Equation (12.d) formulates the total deviation of the squared voltage magnitude with respect to a predefined target value \(\Delta v_{\text{lim}}^0\). In order to obtain a convex formulation, a set of auxiliary variables \(v_{l,t}^{\text{dev}}\) is introduced, which are constrained in (12.f) [35].

The security constraints of the network are given in (12.k)–(12.m), whereas (12.n) represents the power capacity limits of IBDGs. The first and second expressions of (12.m) model the active and reactive power limits that are related to the hardware of IBDG. The third expression implements the maximum apparent power capacity \(\mathcal{S}_{l}\) of the IBDG. This is a cone constraint exactly as the last expressions of (12.h) and (12.j). In the following, we prove that the integration of the mixed-integer linear constraints (11) into the developed MAR-OPF formulation results in a feasible droop parameter set.

**Theorem 2:** Under the set of conditions (10), for every feasible solution \((s^e, S, f, v, \delta, S, \tilde{f})\) of (12), there exists a feasible solution \((s, s^{g^e}, S^*, f^*, v^*)\) of the original OPF with the same power injection vector \((s^e)\) and the same droop parameters \((\alpha^p, v_{\text{lim}}^0, \alpha^q, v_{\text{lim}}^0, q_{\text{lim}}^0)\).

**Proof:** Let \(s^e = (s^e, S, f, v, \delta, S, \tilde{f})\) be a feasible solution of (12). For a given IBDG at bus \(l\) and time \(t\), if \(v_{l,t}^* = 1\), it means that \(v_{l,t}^* \geq v_{l,t}^{0p}\) and \(p_{l,t}^* = p_{l,t}^{\text{ava}} - a^p (v_{l,t}^* - v_{l,t}^{0p})\). We adopt the ad hoc Algorithm 1, given in Section II-C, to find the corresponding power-flow solution \(s^* = (s^*, f^*, v^*)\). According to Nick et al. [31], \(v_{l,t}^* \geq v_{l,t}^{0p}\). Therefore, \(v_{l,t}^* \geq v_{l,t}^{0p}\), which follows that \(p_{l,t}^* = p_{l,t}^{\text{ava}} - a^p (v_{l,t}^* - v_{l,t}^{0p})\). Therefore, the amount of power injection and the amount of load admittance in the MAR-OPF formulation used in (12) and in the power flow problem are the same. Thus, the result of Theorem 1 can be applied, which states that \(s^*\) meets the security constraints.

Now, if \(y_{l,t} = 0\), then \(v_{l,t} \leq v_{l,t}^{0p}\) and \(p_{l,t}^g = \tilde{p}_{l,t}^g = p_{l,t}^{\text{ava}}\). When solving the power-flow problem with \((s, p_{\text{ava}}, \alpha^p, v_{\text{lim}}^0, \alpha^q, v_{\text{lim}}^0, q_{\text{lim}}^0)\), the resulting solution, say \(s^* = (s^*, f^*, v^*)\), falls into one of the following conditions:

1) \(v_{l,t}^* \leq v_{l,t}^{0p}\), which yields that \(p_{l,t}^{g^e} = p_{l,t}^{\text{ava}}\). It means that the power injections in both MAR-OPF and power flow problems are the same. Therefore, according to Theorem 1, the solution \(s^*\) is feasible.

2) \(v_{l,t}^* \geq v_{l,t}^{0p}\), which yields that \(p_{l,t}^{g^e} = p_{l,t}^{\text{ava}} - a^p (v_{l,t}^* - v_{l,t}^{0p})\). If active and reactive power losses are neglected, for a given pair of buses \((m,n)\) \(\in \mathcal{L}^2\), we have \((\partial \delta_m / \partial p_n^*) \geq 0\) [24]. Therefore, since \(p_{l,t}^{g^e} \leq \tilde{p}_{l,t}^{g^e}, v_{l,t}^* \leq v_{l,t}\). Since \(v_{l,t}^* \leq v_{l,t}^{0p}\), \(p_{l,t}^{g^e} \leq v_{l,t}^* \leq v_{l,t}^{0p}\), which yields that \(v_{l,t}^* \geq v_{l,t}^{0p}\). Therefore, the solution \(s^*\) meets the security constraints and is feasible.

**IV. Optimality of the Solution**

As stated in Section II-C, the solution of MAR-OPF does not guarantee global optimality. In this section, we aim to improve the quality of the obtained solution by modifying \(3.e\) so that it is less conservative. Let us define sets \(\mathcal{W}_P\) and \(\mathcal{W}_Q\) in (13), as shown at the bottom of the page.

According to (22), we conclude that \(\hat{P}_{l,t} \leq P_{l,t}, \forall (l,t) \in \mathcal{W}_P\), and \(\hat{Q}_{l,t} \leq Q_{l,t}, \forall (l,t) \in \mathcal{W}_Q\). In (3.e), we replace \(P_{l,t}\) with \(|\hat{P}_{l,t}|\) for \(\forall (l,t) \in \mathcal{W}_P\), and we replace \(Q_{l,t}\) with \(|\hat{Q}_{l,t}|\) for \(\forall (l,t) \in \mathcal{W}_Q\). Therefore, the value of the auxiliary variable \(f_{l,t}\), that is, an upper bound for the variable \(f_{l,t}\), is reduced. It follows that \(3.e\) is less conservative, and the quality of the solution, while preserving its feasibility, will be improved.

To implement the proposed idea and improve the quality of the obtained solution, we propose the iterative algorithm, as shown in Fig. 6. In the first iteration, the optimization
problem (12) is solved. According to Theorem 2, the obtained solution is feasible. Using this solution, we find problem (12) is solved. According to Theorem 2, the obtained solution is feasible. We update then constraint (3.e) for these pairs \((t, l)\). In the second iteration, we solve (12) with the updated constraints. Then, we check if conditions (13) are still satisfied with the obtained solution at the second iteration for \((t, l) \in \mathcal{W}_P(1)\) and \((t, l) \in \mathcal{V}_N(1)\). If all the conditions are met, then the obtained solution is feasible. Otherwise, the solution of the second iteration is not feasible and can be discarded. In both cases, we iterate the procedure by constructing \(\mathcal{W}_P(2)\) and \(\mathcal{W}_N(2)\) and moving to the next iteration. The iterative procedure is stopped as soon as the objective values of two consecutive iterations are the same.

V. SIMULATION RESULTS

The proposed optimization-based approach for the reconfigurable droop control is tested on the 34-bus distribution network, as shown in Fig. 7. This 12.66-kV distribution network is a standard IEEE test benchmark, which is connected to the subtransmission grid through a substation. The voltage of this substation is assumed fixed to 1 p.u., which is realized in practice using a tap changing transformer, as shown in Fig. 7. The detailed nodal and branch data are given in [36].

The original version of the IEEE 34-bus standard network is unbalanced. To validate the performance of the proposed formulation, we have modified the network to be balanced. First, the overall effect of mutual impedances on the three-phase system is neglected, and the line impedances of all phases are assumed the same and equal to the impedance of phase A. Second, the loads at different phases of each node are assumed to all equal to the load at phase A. The bus injection data are also modified by placing 11 PV resources. Eight of these PV resources are dispatchable and controlled using local \(P-V\) and \(Q-V\) droop regulators.

The time step is assumed 15 min. The 15-min forecast of the available active power for each PV resource on a sunny day is obtained according to the data reported in [37]. The load profile at different nodes of the network is according to the industrial, commercial, residential, and rural load patterns reported in [38]. According to the ANSI C84.1 standard, the undervoltage and overvoltage limits are set, respectively, to 0.90 and 1.05 p.u. [24]. The weighting factors of different objective terms \(w_{pc}, w_{pl}\), and \(w_o\) are set to 0.6, 0.3, and 0.1, respectively. The target voltage value \((V^*_h)\) and the voltage threshold (\(\Delta V^\text{thr}\)) of all the nodes are set to 1 and 0.05 p.u., respectively.

Fig. 8 shows the nodal voltages during the whole day when there is no control on the active and reactive powers of PV resources. It is assumed that the droop parameters can be adjusted three times a day at 7:00, 12:00, and 21:00. The optimization problem is implemented on a PC with an Intel\textsuperscript{2} \textsuperscript{2} CPU and 6-GB RAM and solved in MATLAB/Yalmip environment using the Gurobi solver. For handling the integrality constraints in the developed MISOCPP formulation, the branch-and-bound method is used with the optimality gap set to 1e-10 [40].

A. Validity of the Assumptions

Note that all the conditions (8) defined in Section II-C can be verified \textit{a priori} for a given network. Conditions (8.a) and (8.b) are functions of the electrical parameters of the network topology, and conditions (8.c) and (8.d) are functions of the network topology and load/generation powers.

First, we evaluate conditions (8.a) and (8.b) for the case of the IEEE 34-bus standard test network. As proved in [41], the existence of an equilibrium operation point in the network with multiple droop-based IBDGs necessitates that \(\alpha_{p,l}^k \leq 1/\sum_{k \in L} R_{k,l,1}\) and \(\alpha_{q,l}^k \leq 1/\sum_{k \in L} X_{k,l,1}\) for all \(l \in \mathcal{L}_p\), where \(R_{k,l} = \sum_{h \in \mathcal{L}} r_h H_{h,k} H_{h,l}\) and \(X_{k,l} = \sum_{h \in \mathcal{L}} x_h H_{h,k} H_{h,l}\). Therefore, we tune the droop coefficient as follows:

\[
\begin{align*}
\alpha_{p,l}^* &= \frac{1}{\sum_{k \in \mathcal{L}} R_{k,l} + \epsilon} \\
\alpha_{q,l}^* &= \frac{1}{\sum_{k \in \mathcal{L}} X_{k,l} + \epsilon}
\end{align*}
\]

where \(\epsilon \geq 0\) is tuned to make a tradeoff between convergence speed and the voltage deviation. A larger \(\epsilon\) implies a faster convergence, and a smaller \(\epsilon\) leads to a larger voltage deviation that may occur at the equilibrium. Fig. 9(a) and (b) depicts, respectively, the determinant of matrix \(C^{-1}\) and the minimum element of matrix \(D\) as functions of \(\epsilon\). Being nonzero and nonnegative, Fig. 9 ensures that conditions (8.a) and (8.b) hold for all possible values of \(\alpha_{p,l}^*\) and \(\alpha_{q,l}^*\).

\textsuperscript{2}Registered trademark.
To assess the validity of conditions (8.c) and (8.d), we increase the active power injections at each bus proportionally to their load share. According to this increase, the values of $p_{l,\text{max}}^g$, $q_{l,\text{max}}^g$, $P_{l,\text{max}}^a$, and $P_{l,\text{max}}^l$ are also increased. The total PV capacity is assumed 87.86% of the total load power. The maximum limits on the active ($P_{l,\text{max}}^a$) and reactive ($Q_{l,\text{max}}^l$) power flows of each line $l$ are assumed to be 110% of the total active and reactive loads at the downstream nodes of line $l$, respectively. The first condition, that is violated, is (8.d). However, it occurs for a total net injection equal to 5.76 MW. For this operating point, thenodal voltage magnitudes reach a maximum value of 1.073 p.u., which is far above the maximum voltage limit.

**B. Comparison of MAR-OPF With R-OPF**

To evaluate its performance under different network conditions, the proposed method is applied and tested for two scenarios. In scenario 1, the planning time horizon is from 07:00 to 12:00 when the PV panels are exposed to full solar irradiation, and the network operates in overvoltage conditions (see Fig. 8). Scenario 2 plans for the period from 12:00 to 21:00 when the available generation of PVs varies from full capacity to zero. The aim of this scenario is to obtain a unique set of droop parameters to support both overvoltage and undervoltage conditions that are shown in Fig. 8.

The numerical results of scenarios 1 and 2 are reported in Table I. These results include the obtained values of the total and of the first objective terms, the computation time, and the minimum and maximum magnitudes of the voltage profile over all the nodes and over all the time steps during the planning horizon. This voltage profile is derived using power flow simulations in MATLAB/MATPOWER toolbox. The simulations are run for all the time steps on the model of the network with the droop parameters that are obtained from the solution of the optimization problem. As noted in Section III-A, we approximate the $P-V$ and $Q-V$ droop curves such that the active and reactive powers have linear characteristics with the squared voltage magnitude. In order to validate, among others, the accuracy of this approximation, the exact characteristics of droop curves are used in a posteriori power flow simulations. The slope and the reference setpoints of the exact droop curves are extracted from the solution of the optimization problem, as explained in Section III-A. The results show that the minimum (0.9 p.u.) and maximum (1.05 p.u.) voltage limits are respected in the solution obtained using the MAR-OPF approach. The short computation time for the simulation in both scenarios complies with the requirements of the operational planning in real distribution networks.

The performances of the MAR-OPF and R-OPF approaches are compared for the two scenarios, and the results are reported in Table I. Although the objective value obtained with R-OPF is lower than the one of MAR-OPF, the resulting voltage profile of the R-OPF approach violates the maximum voltage limit. To better understand the reason for this infeasibility, the voltage and current profiles are shown in Fig. 10. It shows the maximum values of the voltage and current variables over the planning window in scenario 1 obtained using R-OPF. The red and blue curves represent, respectively, the values obtained from the optimization problem and the exact values obtained using a posteriori power flow simulation.
that cause the upper voltage limit to bind and, consequently, lead to an inexact solution.

C. Deviation From the Global Optimum

In this section, we show that the compression of the feasible solution in MAR-OPF with respect to the original OPF is small. Fig. 11 shows the maximum voltage and maximum current profiles over the planning window obtained using the MAR-OPF formulation in scenario 1. As it can be seen, only the upper voltage limit is binding. In this scenario, variable $D_v$ is binding to the upper voltage limit (1.05 p.u.) at nodes 18 and 33. At these nodes, the corresponding voltage values obtained using post power flow simulation are 1.0482 and 1.0486 p.u., showing 0.17% and 0.13% of mismatch, respectively. Therefore, the solution space regarding the upper voltage limit is shrinking in the MAR-OPF just very little.

In order to assess the global optimality of the solution when line ampacity limits are binding, we run the optimization problem for $t = 11:00$ A.M., but we relax the upper voltage limits, and we increase the nodal power injections until the first line current flow is binding to its ampacity limit. This occurs for line 1 with an ampacity limit equal to 6.6 p.u. The value of the auxiliary variable for the current flow ($\bar{f}_1$) in line 1 is equal to 6.5695 p.u., whereas the actual current value in this line is equal to 6.3212 p.u., which is equivalent to a 3.7784% mismatch. It shows a very little shrinking of the feasible solution space with regarding to the ampacity limit.

D. 85-Bus Network

To evaluate the scalability of the proposed optimization formulation, we apply it to the MATPOWER 85-bus standard test network. The original data are reported in [42]. This network is modified in this article to make it balanced. Moreover, controllable and noncontrollable IBDGs are placed on the buses shown in Fig. 12. The characteristics of these IBDGs are the same as the ones used for the IEEE 34-bus network. We run the optimization problem for this network from 07:00 to 12:00 as in scenario 1. The simulation conditions, solar radiation data, and setting of the optimization parameters are the same as those for the 34-bus network.

The numerical results and the computation times are reported in Table II. As it can be seen, the proposed optimization algorithm finds the solution in a short time also in this larger network. This proves that our method can be applied to practical distribution networks with realistic sizes and complexities. The maximum voltage and currents obtained...
from the optimization problem over the planning horizon are depicted in Fig. 13. This figure also shows the exact values of squared voltage and current magnitudes, obtained using a posteriori power flow simulation. As it can be seen, both voltage and current profiles are below the maximum limits but very close to the maximum limits. The results of the post power flow simulation show 1.17% and 11.12% margins with respect to the maximum allowed squared voltage and current magnitudes, respectively. These maximum values occur both at time 11:15 A.M. The maximum voltage is at node 50, and the maximum current magnitude is at line 1. These small margins indicate that the feasible solution shrinks very little with respect to the original OPF problem.

VI. CONCLUSION

In this article, a mixed-integer convex optimization approach is proposed for optimally designing the parameters of reconfigurable voltage droop regulators in an ADN under changing operating conditions. In this regard, first, a convex relaxation method, called MAR-OPF, is developed for the OPF problem. The feasibility of the solution under verifiable conditions is proven. In this formulation, the constant-impedance loads, upper voltage limits, and upper current limits are considered. The proposed optimization approach does not guarantee obtaining the global optimal solution, especially when it resides close to the upper current limit. For such cases, an algorithm is developed to improve the quality of the obtained solution through iterations. As a special application to the proposed relaxation method, the problem of finding the optimal parameters of $P-V$ and $Q-V$ droop parameters is studied. These characteristics are modeled linearly as constant-power injections in parallel with constant-impedance loads.

The contributions of this article are validated through several simulations on a standard IEEE 34-bus test grid. First, it is numerically shown that the sufficient conditions developed for the feasibility of the MAR-OPF solution hold, with large margins, for the test network. Then, the developed optimization formulation is applied to the test network to set the parameters of the $P-V$ and $Q-V$ droop regulators in the network. For this aim, two scenarios are studied. In the first scenario, among all the security limits, only the upper voltage limit is binding at some nodes. Whereas in the second scenario, beside the nodes with bound upper voltage limit, there are also nodes, whose lower voltage limit is binding. The feasibility of the obtained solution in these scenarios is validated using power flow simulations on the test network with the obtained droop parameters from the optimization problem. Afterward, it is illustrated that the general R-OPF formulation results in an infeasible and inexact solution when applied to the considered simulation scenarios. Finally, the distance of the obtained solutions from the global optimal solution is quantified with regard to both the upper voltage limit and upper current limit. It is shown that the obtained solution is very close to the global optimal solution. Therefore, the developed formulation can be used even in applications, where the global optimality of the solution is concerned.

APPENDIX I

EXTENSION OF THE OPTIMIZATION MODEL TO UNBALANCED GRIDS

As noted in Section III, the optimization problem (12) is formulated for balanced networks. However, distribution networks are often unbalanced. In this appendix, we explain how our method can be extended to this case. We still assume that the network is operated radially. The lines in medium-voltage distribution grids are relatively short and, therefore, have small impedances. Therefore, the impact of line symmetry on the voltage unbalance is negligible with respect to the impact of unbalanced load and generation [43]. In this regard, all the voltage, current, and power flow variables are decomposed by using the well-known sequence transformation method. As a result, the unbalanced grid is decomposed into three symmetrical and balanced three-phase circuits. For each of these circuits, we solve problem (12).

More in detail, we transform the voltage/current limits from the phase domain to the sequence domain according to the methodology given in [31]. We assume that the negative and zero sequence terms of voltage and current magnitudes are binding to their standard/normal limits. Therefore, the voltage and current limits associated with the positive sequence terms are derived a priori. The network security constraints (12.i) and (12.m) related to three sequences are integrated into the optimization problem. Once the optimization problem is solved, we transform the obtained values of electrical state variables from the sequence domain back into the phase domain.

APPENDIX II

PROOF OF LEMMA 1

Equations (15) and (16) are the matrix form of the line power balance (1.a) and nodal voltage (1.b) equations, respectively,

\[
\begin{align*}
P &= \mathbf{H} p + \mathbf{H} \text{diag}(r) f + \mathbf{H} \text{diag}(g) v \\
Q &= \mathbf{H} q + \mathbf{H} \text{diag}(x) f + \mathbf{H} \text{diag}(b) v \\
v &= \mathbf{G}^T v + v_0 e - 2 \text{diag}(r) P \\
&\quad -2 \text{diag}(x) Q + \text{diag}(|z|^2) f. 
\end{align*}
\]

(15)

(16)

Eliminating $P$ and $Q$ from (16) using (17) yields the following:

\[
(I - \mathbf{G}^T + \mathbf{M}_1 + \mathbf{M}_2) v \\
= v_0 e - 2 \text{diag}(r) \mathbf{H} p - 2 \text{diag}(x) \mathbf{H} q \\
+(-2 \text{diag}(r) \mathbf{H} \text{diag}(r) - 2 \text{diag}(x) \mathbf{H} \text{diag}(x) \\
+ \text{diag}(|z|^2)) f
\]

(17)

where $e = (1, 0, \ldots, 0)^T$. Matrices $\mathbf{M}_1$ and $\mathbf{M}_2$ are defined in (4). According to the identity theorem and under condition (8.a), it follows [44]

\[
[I - \mathbf{H}^T (-\mathbf{M}_1 - \mathbf{M}_2) [I + \mathbf{H}^T (-\mathbf{M}_1 - \mathbf{M}_2) + \cdots + (\mathbf{H}^T (-\mathbf{M}_1 - \mathbf{M}_2))^n] I = I.
\]
Therefore, \([I - H^T(-M_1 - M_2)]\) is invertible. Since \(H = (I - G)^{-1}\), we conclude that \(C = [I - G^T + M_1 + M_2]^{-1}\) exist when (8.a) holds. Therefore, (17) can be solved in terms of \(v\) as follows:

\[
v = v_0 C e - 2C \text{diag}(r) H p - 2C \text{diag}(x) H q - D f
\]  
(18)

where the matrix \(D\) is defined in (12).

In the same way, (3.a) and (3.b) are rewritten as follows:

\[
\begin{align*}
\hat{p} &= H p + H \text{diag}(g) \hat{b} \\
\hat{q} &= H q + H \text{diag}(b) \hat{b} \\
\hat{b} &= v_0 C e - 2C \text{diag}(r) H p - 2C \text{diag}(x) H q.
\end{align*}
\]  
(19)

Comparing (18) and (20) yields

\[
v = \hat{b} - D f.
\]  
(21)

Therefore, under conditions (8.a) and (8.b), \(v \leq \hat{b}\). Comparing (15) and (19) yields

\[
\begin{align*}
P &= \hat{p} + H \text{diag}(r) - \text{diag}(g) D f \\
Q &= \hat{q} + H \text{diag}(x) - \text{diag}(b) D f.
\end{align*}
\]  
(22)

Using (3.c) and (3.d), we have

\[
\begin{align*}
P &= P - H \text{diag}(r) f \\
Q &= Q - H \text{diag}(x) f \\
\hat{p} &= P + H \text{diag}(r) (\hat{f} - f) \\
\hat{q} &= Q + H \text{diag}(x) (\hat{f} - f).
\end{align*}
\]  
(23)

According to (23), \(P \leq P\) and \(Q \leq Q\). Therefore, item 1 of Lemma 1 holds.

We prove items 2 and 3 by induction, starting from the leaves of the grid. Let define \text{height}(l)\ as equal to zero if \(l\) is a leaf node and otherwise equal to \(1 + \max(\text{height}(\text{up}(l)))\).

**Base Case (Height = 0):** For a leaf node \(l\), we show that Lemma 1 holds.

**Item 2:** Using (3.c) and (3.d) for a leaf node \(l\), we have

\[
\begin{align*}
P_l &= P_l - r_l \hat{f}_l = P_l - r_l \hat{f}_l = p_l + v_l g_l \\
Q_l &= Q_l - x_l \hat{f}_l = Q_l - x_l \hat{f}_l = q_l + v_l b_l.
\end{align*}
\]  
(25)

According to (3.e)

\[
\hat{f}_l \geq \frac{(p_l + v_l g_l)^2 + (q_l + v_l b_l)^2}{v_l}.
\]

Since \((s, S, v, f)\) satisfies (1.c)

\[
f_l = \frac{(P_l - r_l f_l)^2 + (Q_l - x_l f_l)^2}{v_l} = \frac{(p_l + v_l g_l)^2 + (q_l + v_l b_l)^2}{v_l}.
\]

Therefore, for a leaf node \(l\), \(\hat{f}_l \geq f_l\), and according to (24), \(P_l \leq \hat{P}_l\) and \(Q_l \leq \hat{Q}_l\).

**Item 3:** Since \(v_l' \leq v_l\), according to (3.d), it follows that \(P_l' \leq \hat{P}_l\) and \(Q_l' \leq \hat{Q}_l\). Since \((S', \hat{S}', \hat{f}')\) satisfies (3.e), using (25), we have

\[
\hat{f}_l' \geq \frac{(p_l + v_l' g_l)^2 + (q_l + v_l' b_l)^2}{v_l'}.
\]  
(26)

Let us choose \(\hat{f}_l\) as follows:

\[
\hat{f}_l = \frac{|p_l + v_l g_l|^2 + |q_l + v_l b_l|^2}{v_l}.
\]  
(27)

According to (25), \(\hat{f}_l\) satisfies (3.e). Now, we prove that \(\hat{f}_l \leq \hat{f}_l\). Since \(v_l' \leq v_l\), it follows that \(-p_l - v_l g_l \leq -p_l - v_l' g_l\). It is logical to assume that an IBDG at a leaf node \(l\) injects a positive net power to the grid. It means that \(|p_l + v_l g_l|^2 = -p_l - v_l g_l|\). Therefore, \(|p_l + v_l g_l| \leq |p_l + v_l' g_l|\).

The same applies also to reactive power. Thus, according to (26) and (27), we conclude that \(\hat{f}_l \leq \hat{f}_l\), and using (25), it follows that \(\hat{P}_l \leq \hat{P}_l\) and \(\hat{Q}_l \leq \hat{Q}_l\).

**Induction Step:** Assume that the statements of Lemma 1 are true for all the buses with height \(\leq n\). Let \(k\) be the bus with height \(= n + 1\).

**Item 2:** For all the downstream buses \(l\), we have \(\text{height}(l) \leq n\). Therefore, \(P_l \leq \hat{P}_l\) and \(Q_l \leq \hat{Q}_l\). It follows that

\[
P_k \leq P_k - r_k f_k \leq \hat{P}_k - r_k \hat{f}_k
\]

and

\[
Q_k \geq Q_k - x_k f_k \leq \hat{Q}_k - x_k \hat{f}_k.
\]

Thus,

\[
|P_k - r_k f_k|^2 + |Q_k - x_k f_k|^2
\]

\[
\leq \max\{|\hat{P}_k - r_k \hat{f}_k|^2, |P_k|^2\} + \max\{|\hat{Q}_k - x_k \hat{f}_k|^2, |Q_k|^2\}.
\]

According to (3.e)

\[
\hat{f}_k v_k \geq |P_k - r_k f_k|^2 + |Q_k - x_k f_k|^2 = f_k v_k.
\]

According to (24), it yields \(P_k \leq \hat{P}_k\) and \(Q_k \leq \hat{Q}_k\). Therefore, item 2 of Lemma 1 is proven in both the basis and induction steps.

**Item 3:** Since \(v_k' \leq v_k\), according to (3.d), it follows that \(P_k' \leq \hat{P}_k\) and \(Q_k' \leq \hat{Q}_k\). Using (3.e) for the line \(k\), we have

\[
\hat{f}_k' \geq \max\{|\hat{P}_k' - r_k \hat{f}_k', |P_k'|^2\} + \max\{|\hat{Q}_k' - x_k \hat{f}_k', |Q_k'|^2\}.
\]  
(28)

Let us choose \(\hat{f}_k\) as follows:

\[
\hat{f}_k = \frac{|\hat{P}_k' - r_k \hat{f}_k'|, |P_k'|^2\} + \max\{|\hat{Q}_k' - x_k \hat{f}_k'|, |Q_k'|^2\}}{v_k}.
\]  
(29)

Therefore, \(\hat{f}_k\) satisfies (3.e). Now, we prove that \(\hat{f}_k \leq \hat{f}_k\). Using (3.c) and (3.d), we rewrite the numerator of the expression on the right-hand side of (29) as follows:

\[
\max\left\{\sum_{l \in \mathcal{L}} G_{k,l} \hat{P}_l, \sum_{l \in \mathcal{L}} G_{k,l} P_l\right\}^2
\]

\[
+ \max\left\{\sum_{l \in \mathcal{L}} G_{k,l} \hat{Q}_l, \sum_{l \in \mathcal{L}} G_{k,l} Q_l\right\}^2
\]

\[
+ 2(p_k + g_k v_k) \sum_{l \in \mathcal{L}} G_{k,l} \hat{P}_l + 2q_k + b_k v_k \sum_{l \in \mathcal{L}} G_{k,l} \hat{Q}_l
\]

\[
+ (p_k + g_k v_k)^2 + (q_k + b_k v_k)^2\].


In the following, we evaluate the three terms, as given above.

1) According to the induction assumption for all the downstream lines \( l \), we have \( \bar{P}_l \geq \bar{P}_l \) and \( P_l \leq \bar{P}_l \). Therefore,
\[
\left( \frac{1}{v_k} \right) \max \left\{ \sum_{l \in \mathcal{L}} G_{k,l} \bar{P}_l, \sum_{l \in \mathcal{L}} G_{k,l} P_l \right\} \leq \left( \frac{1}{v_k} \right) \max \left\{ \sum_{l \in \mathcal{L}} G_{k,l} \bar{P}_l, \sum_{l \in \mathcal{L}} G_{k,l} P_l \right\}.
\]
Note that \( v_k \leq v_l \). The same result applies also to the reactive power flow.

2) Applying a similar argument, it follows that
\[
2 \left( \frac{p_k}{v_k} + g_k \right) \sum_{l \in \mathcal{L}} G_{k,l} \bar{P}_l \leq 2 \left( \frac{p_k}{v_k} + g_k \right) \sum_{l \in \mathcal{L}} G_{k,l} \bar{P}_l.
\]
The same result also applies to the reactive power flow.

3) As we proved in the basic step for a given bus \( k \)
\[
\left( \frac{p_k + g_k v_k^2}{v_k} + q_k + b_k v_k \right)^2 \leq \left( \frac{p_k + g_k v_k^2}{v_k} + q_k + b_k v_k \right)^2.
\]
Therefore, \( f_k^2 \geq \bar{f}_k \). Consequently, from (3.c), we have \( \bar{P}_k \leq \bar{P}_k \) and \( \bar{Q}_k \leq \bar{Q}_k \). Both basis and induction steps are proved, which completes the proof of item 3 of Lemma 1.
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