3D Scattering Tomography by Deep Learning with Architecture Tailored to Cloud Fields
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Abstract

We present 3DeepCT, a deep neural network for computed tomography, which performs 3D reconstruction of scattering volumes from multi-view images. Our architecture is dictated by the stationary nature of atmospheric cloud fields. The task of volumetric scattering tomography aims at recovering a volume from its 2D projections. This problem has been studied extensively, leading to diverse inverse methods based on signal processing and physics models. However, such techniques are typically iterative, exhibiting high computational load and long convergence time. We show that 3DeepCT outperforms physics-based inverse scattering methods in term of accuracy as well as offering a significant orders of magnitude improvement in computational time. To further improve the recovery accuracy, we introduce a hybrid model that combines 3DeepCT and physics-based method. The resultant hybrid technique enjoys fast inference time and improved recovery performance.

1. Introduction

Artificial neural networks offer significant advantages to computer vision. In low-level vision, they have mainly progressed in addressing two-dimensional (2D) spatial fields. There is increasing effort to make such networks reconstruct three dimensional (3D) shapes or projections of opaque objects, either using explicit outer-shell or volumetric representations [12, 11, 22, 75, 79, 13, 7, 77, 26, 76, 35, 55, 64, 18, 50, 56]. However, there is still a significant gap in advancing reconstruction of 3D heterogeneous volumetric translucent fields, such as the atmosphere.

3D heterogeneous translucent objects are reconstructed, essentially, using tomographic data. Radiation that propagates through the medium yields a set of multi-view 2D radiometric images. Analysis retrieves from these images a volumetric spatial distribution of material density in 3D. This is computed tomography (CT). It is used extensively in biomedical imaging and earth sciences [21, 63, 54, 5, 3, 36]. Due to the critical role of CT in science, technology and medicine, it forms an important frontier in computer vision and computational photography research.

There are works that use deep neural networks (DNNs) to advance medical CT [74, 62, 28, 69, 34]. Nevertheless, most CT modalities are based on a linear image forma-
tion model, hence can be solved well using established signal processing methods, including optimization of a convex functional, without requiring a learning-based approach. Actually, it may be argued that 3D tomography does not lend itself easily to current DNNs. The reason is that DNNs require a lot of data to train, and it is extremely difficult to obtain sufficient ground-truth data of volumetric heterogeneous translucent objects.

Reconstruction of such objects poses a serious challenge which is worth overcoming by DNNs. We believe this challenge and opportunity occur when these conditions are met. (1) The tomographic model is very complex: nonlinear, not unimodal. Then, classic methods of linear-CT analysis cannot apply. Moreover, optimization-based estimation is very slow, unscalable and too dependent on initialization. (2) Scalability is critically needed to analyze huge 3D fields. (3) While the imaging model is nonlinear, it is continuous: an infinitesimal change of the medium continuously affects the image data, and vice versa. (4) There is a physics-based way to generate a large and diverse database.

If these conditions are met, then a DNN can realistically learn to express the richness of large translucent fields, and the physical processes that generate both 3D translucent objects and their images. Moreover, the inference speed offered by a trained DNN can significantly overtake explicit physics-based optimization.

We pose a problem that should greatly benefit from a DNN for CT. The problem is imaging of a very large random 3D spatially heterogeneous scattering medium [52, 10, 44, 2, 23, 71, 65]: the atmosphere. In computer vision, imaging through a scattering medium has usually been related to dehazing [48, 33], defogging [42], underwater descattering [2, 68], or recovering properties of a medium, assuming its spatial uniformity [10]. We focus on imaging of clouds [47, 80]. Clouds have interactions with the global climate system which are not well understood. This leads to major uncertainties in climate predictions [4, 8, 6], and thus a critical motivation to properly sense these volumetric translucent objects internally.

Clouds are usually highly heterogeneous. Furthermore, multi-view images of clouds are governed by 3D radiative transfer (RT) [19, 30, 61]: a nonlinear, recursive forward model, which expresses arbitrary multiple scattering in 3D. Inverting this model is highly complex. Common methods in remote sensing try to bypass this complexity by imposing a model [57, 58] where clouds are horizontally uniform, infinitely broad, and RT is roughly vertical (one dimensional). This is inconsistent with nature, particularly when clouds are small. Recent work in computer vision introduced 3D scattering tomography [1, 16, 23, 24, 31, 39, 43, 44, 45] and proposed it as a viable path to study clouds. However, it is still slow and has not been scaled.

Our proposed learning-based system, 3DeepCT infers 3D scattering-CT. While its results have quality which is comparable to explicit physics-based methods, it appears to run five orders of magnitude faster. Moreover, after training, it is scalable to broad cloud fields, exploiting GPU parallelism. We show how natural properties of clouds in cloud fields lead the architecture of 3DeepCT. This includes a convolutive neural network (CNN) based on 2D convolutions, the size of its receptive field and layer-depth, and avoidance of dimensionality reduction. Furthermore, we provide an approach to train this system using rigorous physics-based generation of simulated fields and images.

2. Theoretical Background

We seek to recover the 3D volumetric optical parameters of a medium, particularly 3D clouds. We now provide background on inverse problems and focus on this domain.

2.1. Inverse Problem

A 3D volumetric continuous-valued field is expressed as a vector $\beta$, whose length equals the number of voxels in the domain. In our case, $\beta$ represents the extinction coefficient field of a scattering medium. There is a forward model $F(\beta)$, which renders images given $\beta$. The measured radiance image data are expressed in a vector $y$. Its length is the product of the number of camera image pixels, viewpoints, spectral bands and possibly polarization channels.

Estimation of $\beta$ is an inverse problem. Often, it is formulated as an optimization problem:

$$\beta^* = \arg\min_\beta \mathcal{E}(\beta),$$

where $\mathcal{E}$ is a cost function. Specifically,

$$\mathcal{E}(\beta) = \|y - F(\beta)\|^2_2.$$  

In case of scattering media, $F$ is nonlinear in $\beta$. Hence, Eq. (1) cannot be solved using linear-algebra tools of matrix inversion. Nevertheless, as $F$ is differentiable in $\beta$, it is possible to use gradient-based methods to solve Eq. (1).

Consider scattering media. Let $x$ denote a 3D location and $\omega$ denote a 3D direction unit vector. This vector expresses the propagation direction of radiation. The direction changes from $\omega'$ to $\omega$ by scattering. This change is set by the dimensionless scattering phase function at $x$, denoted $p(x, \omega; \omega')$. The phase function is normalized, as it is equivalent to the probability density of scattering between directions $\omega'$ and $\omega$.

When radiation interacts with a particle, the radiation can be either scattered or absorbed. Scattering and absorption have, respectively, relative probabilities $\varpi$ and $1 - \varpi$, where $0 \leq \varpi \leq 1$ is the single scattering albedo of the particle. In visible light, for both air molecules and cloud water droplets, $\varpi \sim 1$, i.e., absorption is negligible.
The extinction coefficient around location \( x \) is \( \beta(x) \). There, interaction of any kind along an infinitesimal distance \( dx \) has probability \( \beta(x)dx \). Transmittance on a straight line between two points \( x_1, x_2 \) is

\[
T(x_1, x_2) = \exp \left[ - \int_{x_1}^{x_2} \beta(x)dx \right].
\]

The richness of multiple scattering, including various paths to interaction, possible absorption and scattering events, and scattering to different angles, embodies RT. It is expressed [9] by a set of recursively coupled equations:

\[
I(x, \omega) = I(x_0, \omega)T(x_0, x) + \int_{x_0}^{x} J(x', \omega)\beta(x')T(x', x)dx',
\]

\[
J(x, \omega) = \frac{\omega(x)}{4\pi} \int_{4\pi} p(x, \omega'x') I(x, \omega') d\omega'.
\]

where \( I(x, \omega) \) is the radiance field at each location and direction and \( I(x_0, \omega) \) is input radiance to the medium in direction \( \omega \) at boundary point \( x_0 \) (boundary condition). The field \( J(x, \omega) \) is termed the source function.

Equation (4) provides the radiance anywhere. Imaging by cameras samples this radiance field: then, \( x \) is the camera’s center of projection, while \( \omega \) corresponds to a line of sight that projects to a specific pixel in the camera at \( x \).

Hence, the forward model \( F \) comprises of two consecutive steps: (a) Run Eq. (4), which depends on the medium \( \beta \), and (b) sample the radiance at the camera locations and lines of sight that project to pixels in these cameras. This sampling is independent of \( \beta \).

For a given medium, the RT forward model (4) is computed by established methods, such as SHDOM [1, 19, 17] and Monte-Carlo [15, 16, 31, 53]. Moreover, in recent years, approximations to the Jacobian \( \partial F(\beta)/\partial \beta \) have been derived by the computer vision and graphics community [49, 43, 23, 24, 51, 41]. Based on the approximated Jacobian, an approximate gradient \( \partial \mathcal{E}(\beta)/\partial \beta \) is derived. This enables practical solution to the inverse problem (1).

However, gradient-based optimization has two main problems. First, the solution is significantly dependent on an initial guess, because \( F(\beta) \) is non-linear in \( \beta \) and \( \mathcal{E}(\beta) \) is not unimodal. Second, the problem is very difficult to scale [49], and it runs typically on small domains. Computation of \( F(\beta) \) and \( \partial \mathcal{E}(\beta)/\partial \beta \) is complex. It requires recursive evaluation of the radiance field \( I \) and the source function \( J \), relying on Eq. (4) as well as rendering of modeled projected images, during iterated optimization. We seek to mitigate this load, by designing a learning-based system for volumetric scattering CT.

### 2.2. Simulated Data and Noise

Learning-based systems for analysis of high-dimensional data and unknowns require a large training database. It is very difficult to obtain large databases for real-world, large heterogeneous volumetric objects. For example, in clouds, which are dynamic, a real-world ground-truth training database would require, for each real-world cloud, in-situ measurements of cloud droplets, simultaneously in \( O(10^5 \to 10^6) \) voxels, using this number of airborne cloud-droplet sensors. It is doubtful if such a large distributed ground-truth in-situ system would ever exist. Even if it will exist, it would need to be scaled to sample a large database of clouds, in varying atmospheric and illumination conditions.

To overcome the practical absence of real-world labeled data, we train the tomographic analysis system using meticulous simulations. We explain the simulations that relate to clouds in Sec. 4. Here we provide background on imaging noise, which is independent of the object type, and thus applies to a variety of CT problems. We use the noise model in our simulated database.

Section 2.1 explains how a forward model derives a theoretical radiance field \( I(x, \omega) \). However, real-world radiance is in the form of a random photon flux, which obeys a Poissonian distribution. The photons are converted to a discrete electric charges the sensor. Furthermore, the sensor introduces noise due to various causes, according to its specifications. Let \( i^e \) be the expected photo-electron count of a pixel. At darkness and infinitesimal exposure time, readout noise has standard deviation \( \rho_{\text{read}} \), in electrons. A temperature \( T \), the sensor dark current in electrons/sec is \( D_T \). The exposure time is \( \Delta t \). The standard deviation of quantization noise in electrons is \( \rho_{\text{digit}} = g^e/\sqrt{12} \), where \( g^e \) is the number of photo-electrons required to change a unit gray level [66]. Overall, in a pixel readout, in units of electrons, the noise has variance of approximately

\[
V = i^e + D_T\Delta t + \rho_{\text{read}}^2 + \rho_{\text{digit}}^2.
\]

Our simulations of a perspective camera have a noise model based on the CMV4000 sensor [14]. The pixel size is 5.5 \( \times \) 5.5 micron\(^2\), \( \rho_{\text{read}} = 13 \) electrons, \( D_T = 125 \) electrons/sec at 25°C, full well of a pixel is 13,500 electrons. It uses 10bit quantization, thus \( g^e = 13,500/2^{10} \). The exposure \( \Delta t \) is 762 \( \cdot \) 10\(^{-6}\) second.

### 2.3. Clouds in a Field

We test learned-tomography on atmospheric clouds. This medium has characteristics that affect our system.

**Significance of warm clouds.** Clouds account for 2/3 of Earth’s albedo while warm shallow clouds constitute a major part of it, which is also the most significant part of clouds’ radiative effects in the visible light for Earth’s energy budget. Warm clouds are made of liquid water droplets, they are the prime scatterers of sunlight, with major effects on climate. Moreover, warm clouds over the ocean
have particular dramatic effect. Consider Fig. 1. The ocean is dark (highly absorbing) while clouds are white (highly scattering and reflecting). Hence, the difference between cloudy and non-cloudy regions has an extreme effect on Earth’s albedo and the energy balance. Due to their significance both in the optical signal of scattering and on climate, the focus of the system we demonstrate is on warm clouds over the ocean.

Vertically thin, horizontally wide domain. There are marked differences between vertical and horizontal coordinates. Atmospheric domains of interest, and cloud fields in particular, can be thousands of kilometers wide. On the other hand, the vertical dimension is thin. Atmospheric pressure (approximately the density) falls exponentially with altitude, dropping to half sea-level pressure at \( \approx 5 \text{–} 6 \text{ km} \). Warm clouds have tops that are typically under \( \approx 2 \text{ km} \). Hence, there is a difference of orders of magnitude between horizontal and vertical lengths. Moreover, clouds are created by vertical air currents driven by gravity and buoyancy of air parcels due to temperature gradients. In contrast, horizontal wind is driven by a subtle horizontal pressure gradient, which may be null. For this reason, our learning-based system is anisotropic, treating vertical and horizontal variations very differently.

Horizontal Stationarity. As seen in Fig. 1, cloud fields maintain rather stationary statistics over long ranges. This is particularly true for clouds on the ocean, far from land. Because the statistics are approximately space invariant (in the horizontal coordinates), our analysis system is space invariant as well: this naturally leads to a convolutive architecture when treating horizontal coordinates. The vertical coordinate is separate and not space invariant.

3. 3DeepCT

Here we present a system, 3DeepCT, to learn 3D CT. Based on DNNs, 3DeepCT learns and then infers volumetric media. 3DeepCT is faster by orders of magnitude, relative to pure physics-based scene analysis. Its input is multi-view images of the scene, and its output is an estimated 3D heterogeneous \( \hat{\beta} \). As described in Sec. 2.2, it is extremely challenging, to say the least, to empirically acquire a large training database for large heterogeneous volumetric media, which are typically dynamic. Hence, training is based on rigorous physics-based models of the true scenes \( \{\beta^{\text{true}}\} \), images and realistic noise. Using such a simulated database, learning is performed by minimizing a loss. The loss we use is the mean square error (MSE):

\[
\text{LOSSMSE}(\beta^{\text{true}}, \hat{\beta}) = ||\beta^{\text{true}} - \hat{\beta}||_2^2
\]

3DeepCT is based on physics-based training data, hence in the analysis of test data, physics plays an implicit role. However, for scientific needs, it benefits that the final word is given to an explicit physics-based solution to the inverse problem. A hybrid system can do this. Given a new data of an unknown scene, 3DeepCT can provide a solution which is comparable to explicit iterated physics-based inversion, yet doing so very fast. The solution obtained by 3DeepCT is then used as initialization for the much slower physics-based inversion. Only a few iterations would then be needed for explicit physics-based inversion.

These principles can apply to any type of computed tomography and any media. However, it benefits an expert system to be tailored to an imaging modality and the media being observed. Therefore, from this point on, we describe how the architecture and implementation of 3DeepCT is tailored to scattering CT of warm clouds.

Architecture Tailored to Cloud Fields

These architectural principles follow the natural traits of clouds, some of which are described in Sec. 2.3:

{1} Due to the horizontal stationarity of cloud fields, both as volumetric objects and in images, 3DeepCT is a convolutive neural network (CNN). Convolution kernels are operated in the horizontal domain.

{2} Data is in the form of multi-angular images, ie., the input has angular channels corresponding to different viewpoints (view angles). To capture 3D information from multi-view images, all angular channels participate. There is no preference to angular-neighborhood, contrary a convolutive operation. Moreover, output clouds have a vertical structure expressed by vertical channels. As written in Sec. 2.3, cloud vertical structure is not stationary. Therefore in all layers of the DNN, convolution kernels operate only in 2D. The channels on the complementary coordinate, specifically angular channels in the input and vertical channels in the output, are completely intertwined, per neural network layer.

{3} Due to the effective thinness of the atmospheric domain (Sec. 2.3) and typically small number of viewpoints, having a completely intertwined architecture in the vertical or angular direction is not a computational burden. On the other hand, due to the very wide extent of cloud fields and high resolution of imagers, a horizontal CNN makes analysis scalable. Principles {1, 2} are addressed directly by using the Conv2D operation at entry stage of any layer of the 3DeepCT neural network.

{4} A small warm cloud cell typically has size of hundreds of meters to a kilometer. Thus an output neuron needs to have some statistical dependency to the output of other neurons in that range. This dictates the minimum receptive
field range $R$ of the overall DNN. This implies the DNN depth, i.e., its number of layers. Let the camera horizontal resolution be $r$ pixels/pxel. In principle, the operations per layer are based on Conv2D, which uses kernels having a small 2D support, of length $h$ pixels. The number of layers needs to be $L \sim R/(rh)$.

Usually, clouds are created by chaotic turbulent flow. Thus they are not highly structured objects as the human body. Consequently, clouds are not amenable to significant dimensionality reduction. Moreover, tomography tries to resolve voxels, whose number is comparable to the data size. Therefore, contrary to auto-encoder networks, we do not include dimensionality reduction (pooling) operations.

The architecture is illustrated in Fig. 2. 3DeepCT has $L$ layers, indexed $l = 1 \ldots L$. In each layer, there are, respectively $C^{	ext{in}}_l$ and $C^{	ext{out}}_l$ input and output channels, where $C^{	ext{in}}_l = C^{	ext{out}}_{l-1}$ for $l \neq 1$. The number of viewpoints sets $C^{	ext{in}}_l$, while $C^{	ext{out}}_l$ is the number of resolved vertical altitudes in the volume. Each input image (data per input channel) is of size $H \times W$ pixels. Since we have no dimensionality reduction, each layer in 3DeepCT maintains a 2D size of $H \times W$, and this is the horizontal size of the estimated volume domain. Moreover, $C^{	ext{out}}_l \geq C^{	ext{in}}_l$, gradually increasing (if not maintaining) the number of channels per layer.

During testing, i.e., analysis of an unknown scene, each layer $l$ is composed of two operations, Conv2D, followed by an element-wise ReLU function. Let the content of channel $c = 1 \ldots C^{	ext{in}}_l$ be the $H \times W$ array $A_{(l,c)}$. It undergoes convolution with a corresponding 2D kernel denoted $W_{(l,c,c')}$, where $c' = 1 \ldots C^{	ext{out}}_l$. That is, the same layer is independently filtered by $C^{	ext{out}}_l$ kernels. Then, the output of layer $l$, i.e., the input of layer $l+1$, per channel $c'$ is

$$A_{(l+1,c')} = \text{ReLU} \left\{ B_{(l,c',c')} + \sum_{c=1}^{C^{	ext{in}}_l} A_{(l,c)} \ast W_{(l,c',c')} \right\}.$$  

(7)

Here $\ast$ denotes 2D convolution and $B_{(l,c',c')}$ is a $H \times W$ array of scalars (biases), per layer and channel $l, c'$. During training, known ground-truth examples are introduced in batches of $b$ scenes. While training on a batch, batch-normalization [32] is operated prior to the ReLU operation. Recall from Sec. 2.2 the practical infeasibility of obtaining an empirical real-world database of clouds. Thus, 3DeepCT trains using rigorous physical simulations, described in Sec. 4.

We found that testing significantly improved by space-carving [72] of the volumetric domain. Clouds have significant contrast relative to the dark ocean background. Hence, a moderate cloud-mask is applied per input image, followed by space carving. This yields a simple bounding constraint on which voxels may potentially have water droplets.

We implemented 3DeepCT using the Pytorch framework [60]. We use $L = 33$. Training uses $b = 32$, $1000$ epochs and $H = W = 32$. Due to the convolution architecture, testing is enabled at arbitrarily larger $H, W$. Schemes of the network train and test architectures shown in Fig. 2.

4. Data

4.1. Physics-based Clouds

We train 3DeepCT to recover the 3D extinction coefficient field of warm clouds in the atmosphere. This is done using careful simulations. The simulations couple two components. One is the core (dynamical) large eddy simulation (LES) model, which solves the coupled equations of a turbulent atmosphere. LES is the main numerical tool for generating and studying clouds at the altitudes of relevance to our work [29, 59, 78]. Here we use the System for Atmospheric Modeling (SAM) [38]. SAM is a non-hydrostatic, inelastic model.

The second component handles the droplet’s microphysics, by a spectral (bin) model (HUJI SBM [37, 20]). It explicitly evolves physical equations of the processes that affect cloud droplet growth, thus yielding the size distribution of droplets per voxel. This distribution is sampled into 33 bins, logarithmically spread in the range [2 $\mu$m, 3.2 mm]. For this distribution we calculate the effective radius and effective variance of the cloud’s droplets in each voxel, and for computational efficiency we limit them to the maximal values of 20 $\mu$m and 2 respectively. This information yields the ground-truth optical extinction coefficient $\beta_{\text{true}}$ per voxel, through Mie theory [25].

The cloud field was simulated using the BOMEX [70] setup which is based on surface fluxes, large-scale forcing, and profiles of wind, humidity, and temperature that had been measured in a prior field campaign in Barbados. The simulated domain is 12.82 km $\times$ 12.82 km wide, with cyclic horizontal boundary conditions. The simulated clouds have spatial resolution of 50 m horizontally and 40 m vertically. Time duration of the simulation data is 8 hour (including 2 hours of spin-up time), and we use a snapshot every 2 minutes to produce the database of cloud fields. The simulation evolved in 1 second increments, each yielding a different 3D spatial field which includes dozens of clouds.

The data created takes 1.2 TB of memory. It took approximately 5 days to generate, on an Intel Xeon Gold 5115 with 256 cores. From this data, we created a main database of cropped 4800 training samples, 1200 evaluation samples and 286 test samples. We also created an auxiliary database, in which the liquid water content of the same clouds is reduced by a factor of 25, to enable representation and network expression of smaller optical depths. The auxiliary database consists of 3788 training samples, 947 evaluation samples and 500 test samples. All sample volumes contain
isolated clouds in domains having $1.6\text{km} \times 1.6\text{km}$ horizontal extent and $1.28\text{ km}$ vertical extent.

4.2. Physics-based Rendering

Given the ground-truth clouds, we render images using a physics-based RT equation solver (SHDOM), which has an open-source code [46]. Rendering is set per solar angle, multi-view geometry and sensor characteristics. We trained 3DeepCT using a NVIDIA GeForce RTX 2080 computer. We separately trained versions of 3DeepCT for several distinct imaging geometries:

32 Viewpoints. A northbound string-of-pearls [40] formation of 32 satellites orbit at $600\text{km}$ altitude. Nearest-neighbor satellites are $100\text{km}$ apart. They view the same field in off-nadir angles $-75.2^\circ, \pm 73.5^\circ, 71.7^\circ, \pm 69.6^\circ, 67.4^\circ, \pm 64.8^\circ, 62^\circ, \pm 58.8^\circ, 55.2^\circ, 51^\circ, 46^\circ, 40.6^\circ, \pm 34^\circ, 26^\circ, \pm 18^\circ, \pm 9^\circ, \text{ and } 0^\circ$. Each carries a perspective camera. The field of view of each camera is $0.22^\circ$, corresponding to a ground footprint at the nadir of $1.6\text{km} \times 1.6\text{km}$, at $50\text{ m}$ ground resolution. The sensor noise characteristics correspond to the CMV4000 sensor [14]. Solar azimuth and zenith angles are $45^\circ$ and $30^\circ$, respectively. Here, the 3DeepCT architecture has $C_1 = C_L = 32$. We trained this model on the main database for 1000 epochs, which took $\approx 11\text{ hours}$.

10 Viewpoints. This geometry is motivated by the CloudCT space mission [67]. This mission plans 10 nanosatellites carrying perspective cameras, which will simultaneously image clouds in a multiview geometry. This geometry is visualized in Appendix A. The parameters are similar to those of the 32 Viewpoints geometry. Here, however, we use off-nadir angles $-46^\circ, \pm 34^\circ, \pm 26^\circ, \pm 18^\circ, \pm 9^\circ \text{ and } 0^\circ$, and the architecture has $C_1 = 10, C_L = 32$. We trained this model on the main database for 1000 epochs, which took $\approx 8\text{ hours}$.

5. Simulated Inference Results

We present inference (testing) results and compare four approaches:

A. **3DeepCT.** It runs on a GeForce RTX 2080, where it takes just **milliseconds** to reconstruct each cloud. This enables us to test hundreds of cloud samples.

B. **Physics-based inverse scattering.** This explicit optimized iterated fit of a physical model to the data is the state of the art [43, 44, 45]. It uses an SHDOM code in the public domain [46]. It is initialized by a default constant value of $\beta_{\text{initial}} = 0.01$ globally for all the cloud’s space-carving mask. To run this method we use 20 cores of Intel(R) Xeon(R) Gold 6240 CPU @ 2.60GHz with 72 cores.

The state-of-the-art approach does not exploit a GPU, as its complex calculations require CPUs. It takes about an
Table 1. Summary of 3DeepCT test results: Mean ± standard deviation (std) of different models described in Sec. 4.2. Equations for ε and δ are shown in Eq. (8).

| Model | ε     | δ     | Time [millisec] |
|-------|-------|-------|-----------------|
| 32 satellites | 82±10% | 32±16% | 7 ± 0.9 |
| 10 satellites | 86±10% | 44±16% | 7 ± 0.7 |

As an example, recovery of one of the clouds in the said subset of seven using the 32 Viewpoints geometry is shown in Figs. 3 and 4 (additional results shown in Appendix B). We report numerical comparisons to the ground truth $\beta^{true}$.

The run-time and quality results relating to the subset of seven clouds using the 32 Viewpoints geometry are summarized in Fig. 5. Clearly, in these test cases, 3DeepCT has a huge advantage in terms of runtime: it is about five orders of magnitude faster than the state of the art, which is a physics-based explicit approach. In terms of quality, 3DeepCT also yields, on average, better results than the state of the art. The Hybrid method yields a significant improvement of quality, relative to the state of the art, for the same run-time. The Quick-Hybrid method is a compromise or run-time and quality between 3DeepCT and a Hybrid long-run.

When not comparing to slow physics-based optimization, 3DeepCT can be assessed on the full test dataset. Results are summarised in Table 1. There is a degradation in quality when the number of viewpoints decreases. However, a 10-satellite geometry is more realistic in the short term, as planned by the CloudCT space mission [67].

We also show that 3DeepCT system can be used on a larger field than it had trained on, thanks to its convolutive architecture. The result shown in Fig. 6 is on a field whose area is four times the area used during training. Recovery here uses the 32 Viewpoints geometry. Here $\epsilon = 1.4, \delta = 0.3$ and runtime took 1.7 seconds.

CNN scales, we could not run the physics-based explicit optimization (state of the art) on this field, because it requires excessive resources, problem also reported in [49].

6. Summary

In this paper we presented 3DeepCT, a DNN for computed tomography, which performs 3D reconstruction of big translucent objects, where we focused on cloud fields. We showed that there is a significant advantage for this approach. In particular, it achieves improved accuracy and dramatic reduction in run time compared to physics-based methods. Thus, 3DeepCT enables the reconstruction of large cloud fields. In addition, this paves the ways for many future research directions. For instance, enriching the dataset with more diverse data will allow the system to continuously improve. Moreover, this approach encourages the development of transfer-learning techniques. This will allow previously trained models to be reconfigured to new sun angles, viewpoint directions and imaging systems. We believe that there are additional scientific domains [27] which can benefit from our approach, allowing to successfully solve complex tasks where physics-based datasets exist and the computation complexity of state-of-the-art reconstruction is high.
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Appendix

A. 10 Viewpoints Geometry

The 10 Viewpoints geometry, presented in Sec. 5 is visualized in Fig. 7. Recall that this geometry uses 10 satellites orbit at 600km altitude. Nearest-neighbor satellites are 100km apart. They view the same field in off-nadir angles $-46^\circ, ±34^\circ, ±26^\circ, ±18^\circ, ±9^\circ$ and $0^\circ$. Each carries a perspective camera. The field of view of each camera is $0.22^\circ$, corresponding to a ground footprint at the nadir of $1.6km \times 1.6km$, at 50 m ground resolution. Solar azimuth and zenith angles are $45^\circ$ and $30^\circ$, respectively. Here, the 3DeepCT architecture has $C^\text{in} = 10, C^\text{out} = 32$. We
Figure 3. 3D reconstructions of cloud extinction. These recovery results correspond to an example cloud out of the subset of seven clouds tested. From left to right: 3D ground truth extinction of the cloud; 3D reconstructed extinction using four methods mentioned in Sec. 5: 3DeepCT, Physics-Based Inverse Scattering, Hybrid system, Quick Hybrid system.

Figure 4. Scatter plots of recovery results of an example cloud out of the subset of seven clouds tested. The plot related to the four methods described in Sec. 5. The reconstructed 3D extinction is \( \hat{\beta} \). The red line represents ideal reconstruction, where \( \hat{\beta} = \beta_{\text{true}} \). Voxels deep in the cloud are difficult to reconstruct, therefore we see the scatter around the red line.

Figure 5. Numerical results of the subset of seven clouds, discussed in Sec. 5. Blue is \( \epsilon \) and orange is \( \delta \) (see Eq. (8)). The circles are the mean values and the lines express \( \pm \) standard deviation (std) of the results.

Figure 6. 3D extinction in a large cloud field, 3km long. [Left] The true medium. [Right] Medium recovered by 3DeepCT.

B. Additional Simulated Inference Results

Fig. 8 shows the subset of seven clouds. Recall that our 32 Viewpoints model is demonstrated on one cloud out of the subset of seven clouds discussed in Sec. 5. This cloud is shown in Fig. 8(a). The reconstruction of three additional clouds (Fig. 8(b)-(d)) using the four methods described in Sec. 5 are shown in Figs. 9, 10, 11 respectively.

trained this model on the main database for 1000 epochs, which took \( \approx 8 \) hours.
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