Transport coefficients of hot and dense hadron gas in a magnetic field: a relaxation time approach

Arpan Das\textsuperscript{1}, Hiranmaya Mishra\textsuperscript{1} and Ranjita K. Mohapatra\textsuperscript{2}

\textsuperscript{1}Theory Division, Physical Research Laboratory, Navrangpura, Ahmedabad 380009, India, and \textsuperscript{2}Department of Physics, Indian Institute of Technology Bombay, Mumbai, 400076, India.

We estimate various transport coefficients of hot and dense hadronic matter in the presence of magnetic field. The estimation is done through solutions of the relativistic Boltzmann transport equation in the relaxation time approximation. We have investigated the temperature and the baryon chemical potential dependence of these transport coefficients. Explicit calculations are done for the hadronic matter in the ambit of hadron resonance gas model. We estimate thermal conductivity, electrical conductivity and the shear viscosity of hadronic matter in the presence of a uniform magnetic field. Magnetic field, in general, makes the transport coefficients anisotropic. It is also observed that all the transport coefficients perpendicular to the magnetic field are smaller compared to their isotropic counterpart.
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I. INTRODUCTION

Strongly interacting matter produced in relativistic heavy-ion collision experiments at Relativistic Heavy Ion Collider (RHIC) and Large Hadron Collider (LHC) give us a unique opportunity to study strong interaction in the nonperturbative regime. For a comprehensive understanding of the hot and dense QCD (quantum chromodynamics) medium produced in these experiments, transport coefficients play a crucial role. Large number of experimental data indicate the formation of quark-gluon plasma in high multiplicity heavy-ion collision experiments. Quark gluon plasma produced in the initial stage of heavy ion collision shows collective motion, undergoes subsequent space-time evolution and eventually gets chemically and the thermally equilibrated and results in a hadronic medium. Hydrodynamical modeling of the strongly interacting matter has been routinely used to study the transverse particle spectra of hadrons emanating out of the interaction region. In the context of hydrodynamical modeling, the dissipative effects can be important and the related transport coefficients e.g. shear and bulk viscosity etc can play a significant role in this hydrodynamical evolution. In various literature it has been argued that a small value of shear viscosity to entropy density ratio ($\eta/s$) can explain the flow data\textsuperscript{[1–3]}. One of the remarkable achievements of the viscous hydrodynamical model is the prediction of a small value of $\eta/s$ and perfect fluid behavior of the strongly interacting matter. A small value of $\eta/s$ of the strongly coupled plasma produced in the heavy-ion collision is in accordance with the lower bound (KSS bound) for the same, $\eta/s = \frac{1}{4\pi}$ obtained using gauge gravity duality (AdS/CFT correspondence). Prediction of the small value of shear viscosity to entropy density ratio motivated a large number of investigations in understanding the microscopic origin of transport coefficients\textsuperscript{[4].} It is important to mention that KSS bound has been derived for a strongly coupled quantum field theory having conformal symmetry. However, QCD is not conformal and the deviation of the conformality is encoded in the bulk viscosity $\zeta$, of the medium.\textsuperscript{[4–12]} Bulk viscosity encodes the conformal measure $(\epsilon - 3P)/T^4$ of the system and lattice QCD simulations show a non monotonic behavior of both $\eta/s$ and $\zeta/s$ near the critical temperature $T_c$.\textsuperscript{[6–12]} Non monotonic behavior of bulk and shear viscosity is perhaps very natural because of the emergent scale, in this case, $\Lambda_{QCD}$, near the phase transition region.

Apart from the production of strongly interacting matter in a heavy-ion collision, generation of a non vanishing electromagnetic field in the non central heavy-ion collisions allows one to study some novel interplay of QED and QCD interactions. The strength of the magnetic field at the initial stages in these collisions can be large, at least of the order of several $m^2$ at RHIC energies and may even be larger i.e. of the order of 15 $m^2$ at LHC energies\textsuperscript{[13, 14]}. Presence of large external magnetic field can have nontrivial effects on the properties of QGP, as well as on the subsequent hadronic medium. This has motivated a large number of investigations on the properties of hot and dense matter under strong fields. Nontrivial nature of the QCD vacuum along with a strong magnetic field can give rise to novel CP-violating effects such as chiral magnetic effect\textsuperscript{[15]}. Fluid dynamical behavior of the strongly interacting matter
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in the presence of magnetic field has been investigated within the framework of Magnetohydrodynamic simulations\cite{16,17}. To study the phenomenological manifestation of magnetic field on the strongly interacting matter one requires the initial magnetic field to survive for at least a few Fermi proper time. The transport coefficient which plays the important role for the survival of magnetic field in a plasma is the electrical conductivity. In the magnetohydrodynamic limit when the electrical conductivity of the medium is infinite, magnetic field is frozen in the plasma\cite{18,24}. This apart thermal conductivity also plays a significant role in the hydrodynamical evolution\cite{25,26}. Various approaches e.g. perturbative QCD, different effective models etc have been used to estimate various transport coefficients of the QCD matter\cite{37,60}. In the presence of constant magnetic field, the transport coefficients no longer remain isotropic. It can be shown that in the presence of magnetic field in general there can be five coefficients for shear viscosity, two coefficients bulk viscosity, and three coefficients for thermal conductivity\cite{67}. In Ref.\cite{67} for dissipative magnetohydrodynamics of strongly interacting medium a complete set of transport coefficients, consistent with the Curie and Onsager principles, has been derived for thermal conduction, shear viscosity and bulk viscosity. Further using Zubarev’s non-equilibrium statistical operator method, Kubo formulae for these transport coefficients has been derived in Ref.\cite{67}.

In the present work, we investigate thermal conductivity, electrical conductivity and shear viscosity for the hot and dense hadron gas produced in the subsequent evolution of QGP, in heavy-ion collisions, in the presence of a magnetic field. In our previous works, we have investigated electrical conductivity and Hall conductivity for hot and dense hadronic matter as well as for quark-gluon plasma\cite{68,63}. It was seen that for strongly interacting medium, the electrical conductivity decreases in the presence of magnetic field while the Hall conductivity displays a non monotonic behavior with magnetic field. We had also pointed out that at zero baryon chemical potential Hall conductivity vanishes due to opposite gyration of particles and antiparticles. Only for non vanishing baryon chemical potential, Hall conductivity has a finite value\cite{77,78}. In these investigations, we had only considered the field configurations where the electric and the magnetic field are perpendicular to each other. In general, electric and magnetic field can have more general configurations. In the present investigation, we have considered a somewhat general configurations of electric and magnetic field. For a general configuration of electric and magnetic field, we have calculated all the components of thermal conductivity, electrical conductivities as well as shear viscosity. It is important to mention that the formalism that we use to calculate shear viscosity and electrical conductivities in the presence of magnetic field has been developed in Refs.\cite{74,76}. In the present investigation, we study the effect of magnetic field on various transport coefficients has been developed in Refs.\cite{74,76}. In the present investigation, we study the effect of magnetic field on various transport coefficients of the hot and dense hadronic matter in a magnetic field using the hadron resonance gas model (HRGM) within the framework of relaxation time approximation (RTA). It ought to be mentioned that a large magnetic field produced in the initial stage of heavy-ion collisions can be sustained in the medium with finite electrical conductivity. Some transport coefficients, e.g. bulk viscosity, thermal conductivity etc. in the presence of magnetic field for the QGP phase using Landau quantization and considering only the lowest Landau level have been investigated in Ref.\cite{74,80}. On the other hand, for the hadronic phase considered here, we limit ourselves to the case of small/moderate magnetic fields. Naturally, in such a case, while the equilibrium dynamics is decided by strong interaction, the effect of magnetic field is reflected through the cyclotron frequency of the individual hadrons. Such an approximation has been utilized earlier to estimate transport coefficients\cite{74,81}. We will follow a similar approach for hadron resonance gas and naturally, the quantum effects due to Landau quantization is not included here.

The hadronic phase at chemical freeze-out can be described by well celebrated hadron resonance gas (HRG) model\cite{82,83}. To explain the experimental results of the thermal abundance of different hadron ratios in the heavy-ion collisions, HRG model has been successfully used\cite{84}. Assuming a single chemical freezeout surface of strange and non strange particles, HRG model can be described using only two parameters temperature ($T$) and baryon chemical potential ($\mu_B$). Using S-matrix calculation it has been shown that in the presence of narrow-resonances, the thermodynamics of interacting gas of hadrons can be approximated by ideal gas of hadrons and its resonances\cite{85,86}. Information of interaction among different hadrons has been encoded as the resonances. Due to this very simple description, HRG model has been well explored regarding thermodynamics\cite{87,88}, conserved charge fluctuations\cite{89–94} as well as transport coefficients for hadronic matter\cite{19,21,22,38,42,44,62}. Although many improvements have been done on ideal HRG model of non interacting hadrons and its resonances e.g. including excluded volume HRG model\cite{62,95} etc, in this investigation we confine ourselves to ideal HRG model for the estimation of various transport coefficients. This paper is organized in the following manner. In Sec.\textbf{(II)} we discuss the formalism of thermal conductivity in the presence of a magnetic field. In Sec.\textbf{(III)} and Sec.\textbf{(IV)} we summarize the formalism to estimate electrical conductivity and shear viscosity in the presence of magnetic field. In Sec.\textbf{(V)} we discuss salient feature of HRG model and summarize the formalism to calculate thermal averaged relaxation time. Then in Sec.\textbf{(VI)} we present the results for thermal conductivity, electrical conductivity and shear viscosity in the presence of magnetic field. Finally we conclude our work with an outlook to it.
II. THERMAL CONDUCTIVITY IN THE PRESENCE OF MAGNETIC FIELD

One of the important transport coefficients relevant for thermodynamic system with non zero baryon density is the coefficient for thermal conductivity. Thermal conduction arises when energy flows relative to the baryonic enthalpy. Heat current of hadron resonance gas in the presence of conserved baryon current can be defined as \[ T^{\mu\nu} \].

Heat current of hadron resonance gas in the presence of conserved baryon current can be defined as \[ T^{\mu\nu} \].

\[ T^i = \sum_a T^a_{0i} - \frac{\omega}{n_B} \sum_a b_a j_{B}^a. \]

Here \( a \) is the particle index, \( b_a \) is the baryon number of different particles, e.g. for mesons \( b_{\text{meson}} = 0 \), for baryons \( b_{\text{baryon}} = 1 \) and for antibaryons \( b_{\text{antibaryon}} = -1 \). \( \omega \) is the enthalpy of the system \( \omega = E + P \), \( E \) is the energy density of the system and \( P \) is the pressure of the system. In Eq. (1) \( T^{\mu\nu} \) is the energy momentum tensor, \( j_B^a \) is the conserved baryon current and \( n_B \) is the net number density of baryons. Using the standard definition of \( T^{\mu\nu} \) and \( j_B^a \), heat current \( T^i \) can be expressed as

\[ T^i = \sum_a \int \frac{d^3p_a}{(2\pi)^3} p_a^i f_a - \frac{\omega}{n_B} \sum_a b_a \int \frac{d^3p_a}{(2\pi)^3} p_a^i \delta f_a, \]

where \( \epsilon_a = \sqrt{\frac{p_a^2}{2} + m_a^2} \) is the single particle dispersion relation and \( \delta f_a = f_a - f_{a_0} \), denotes deviation from equilibrium distribution function \( f_{a_0} \). To estimate thermal current \( T^i \) one needs to calculate the deviation \( \delta f_a \). We start with the relativistic Boltzmann transport equation (RBTE) to estimate \( \delta f^a \). The RBTE in presence of magnetic field of a single hadron species is given by \[ 81 \],

\[ \vec{v}_a \frac{\partial f_a}{\partial \vec{r}} + q_a (\vec{v}_a \times \vec{B}) \cdot \frac{\partial f_a}{\partial \vec{p}_a} = C[f_a], \]

where \( q_a \) is the electric charge of the particle “a” and \( C[f_a] \) is the collision integral. In global thermal equilibrium both L.H.S and R.H.S in Eq. (3) vanishes. Therefore, we can write the kinetic equation as given in Eq. (3) as an equation for deviation from equilibrium \( \delta f_a = f_a - f_{a_0} \),

\[ \vec{v}_a \frac{\partial f_{a_0}}{\partial \vec{r}} + q_a \left( \vec{v}_a \times \vec{B} \right) \cdot \frac{\partial \left( \delta f_a \right)}{\partial \vec{p}_a} = C[\delta f_a], \]

In general the collision integral \( C[f_a] \) can be complicated, however in the relaxation time approximation (RTA) the collision integral in the local rest frame takes simple form and it can be written as,

\[ C[\delta f_a] \equiv -\frac{\delta f_a}{\tau_a}, \]

where, \( \tau_a \) is the relaxation time which determines the time scale for the system to relax towards the equilibrium state characterized by the distribution function \( f_{a_0} \). The underlying assumption of the relaxation time approximation is that the system is slightly away from equilibrium due to external perturbation and then it relaxes towards equilibrium with the time scale \( \tau_a \). In relaxation time approximation external perturbation is not the dominant scale. In the strongly interacting medium strong interaction is responsible for thermalization of the medium and the external electromagnetic field is a perturbation with respect to the strong dynamics. The equilibrium distribution function satisfies,

\[ \frac{\partial f_{a_0}}{\partial \vec{p}_a} = \vec{v}_a \frac{\partial f_{a_0}}{\partial \vec{r}_a}, \quad \frac{\partial f_{a_0}}{\partial \vec{r}_a} = -\beta f_{a_0} (1 \mp f_{a_0}), \quad f_{a_0} = \frac{1}{e^{(\epsilon_a - p_a/\mu_B)/T} \pm 1} \]

where the single particle energy is \( \epsilon_a(p_a) = \sqrt{p_a^2 + m_a^2} \), \( \mu_B \) is the baryon chemical potential and \( \beta = 1/T \), is the inverse of temperature. \( \vec{v}_a = \vec{p}_a/\epsilon_a \) is the velocity of the particle, \( \vec{u} \) is the fluid velocity. In the local rest frame \( \vec{u} = 0 \).
\[ \delta f_a = (\vec{p}_a \cdot \vec{z}) \frac{\partial f_{0a}}{\partial \epsilon_a} \]  

with \( \vec{z} \) being related to temperature gradient, the magnetic field and in general can be written as,

\[ \vec{z} = \alpha \vec{\nabla}T + b \vec{h} + c(\vec{\nabla}T \times \vec{h}), \]

where, \( \vec{h} = \frac{\vec{B}}{|B|} \) is the direction of the magnetic field. Using \( \delta f \) as given in Eq. (7), Eq. (4) can be expressed as,

\[ -q_B \vec{v}_a \cdot (\vec{z} \times \vec{h}) + \vec{v}_a \cdot \vec{\nabla} f_{0a} = -\frac{\epsilon_a}{\tau_a} (\vec{v}_a \cdot \vec{z}) \frac{\partial f_{0a}}{\partial \epsilon_a}. \]  

Here,

\[ \vec{\nabla} f_{0a} = T \frac{\partial f_{0a}}{\partial \epsilon_a} \left[ \frac{1}{T} - b_a \frac{\mu_B}{T} \right]. \]

Using Gibbs-Duhem relation for the steady state \( \vec{\nabla} P = \omega \frac{\vec{\nabla} T}{T} + n_B T \vec{\nabla} \left( \frac{\mu_B}{T} \right) = 0 \), we get \[ \vec{\nabla} f_{0a} = -\frac{\partial f_{0a}}{\partial \epsilon_a} \left[ \epsilon_a - b_a \frac{\omega}{n_B} \right] \frac{\vec{\nabla} T}{T}. \]  

It ought to be mentioned that in the presence of magnetic field first law of thermodynamics as well as Gibbs-Duhem relation can get modified. However this modification involves magnetization of the system. In this present investigation we are not considering magnetization of the system. Using Eq. (11) and the representation of \( \vec{z} \) as given in Eq. (8), Eq. (9), can be expressed as,

\[ -q_B \alpha \vec{v}_a \cdot (\vec{\nabla} T \times \vec{h}) - q_a B c (\vec{v}_a \cdot \vec{h})(\vec{\nabla} T \cdot \vec{h}) + q_a B c (\vec{v}_a \cdot \vec{\nabla} T) = -\frac{\epsilon_a}{\tau_a} \left[ \alpha \vec{v}_a \cdot \vec{\nabla} T + b(\vec{v}_a \cdot \vec{h}) \right. \]

\[ + c \vec{v}_a \cdot (\vec{\nabla} T \times \vec{h}) \]  

Comparing coefficients of different tensor structures in Eq. (12) we get,

\[ c = \frac{q_a B}{\epsilon_a} \frac{\tau_a}{\alpha} \equiv \omega_{ca} \tau_a \alpha, \]  

\[ b = (\omega_{ca} \tau_a)^2 \alpha (\vec{\nabla} T \cdot \vec{h}), \]

and

\[ q_a B c - \frac{\epsilon_a}{\tau_a} = -\frac{\epsilon_a \alpha}{\tau_a} \]  

Here \( \omega_{ca} = \frac{q_a B}{\epsilon_a} \) is the cyclotron frequency of the particle with electric charge \( q_a \). Using Eq. (13), Eq. (14) and Eq. (15) it can be shown that,

\[ \alpha = \left( \frac{\tau_a}{\epsilon_a} \right) \left( \frac{\epsilon_a - b_a \frac{\omega}{n_B}}{T} \right) \frac{1}{1 + (\omega_{ca} \tau_a)^2}. \]  

Hence the deviation of distribution function from equilibrium is,

\[ \delta f_a = \frac{\tau_a (\epsilon_a - b_a \frac{\omega}{n_B})}{1 + (\omega_{ca} \tau_a)^2} \left[ \vec{v}_a \cdot \vec{\nabla} \ln T + (\omega_{ca} \tau_a) \vec{v}_a \cdot (\vec{\nabla} \ln T \times \vec{h}) + (\omega_{ca} \tau_a)^2 (\vec{v}_a \cdot \vec{h})(\vec{\nabla} \ln T \cdot \vec{h}) \right] \frac{\partial f_{0a}}{\partial \epsilon_a}. \]
With the deviation $\delta f^a$ for the distribution function as above known from RBTE, the heat current as given in Eq. (18) can be expressed as,

$$T^i = \sum_a \frac{\tau_a}{T} \int \frac{d^3p_a}{(2\pi)^3} \frac{p^i_a p^j_a}{\epsilon_a^2} \left( \frac{\epsilon_a - b_a \frac{\omega}{n_B}}{1 + (\omega_{ca} \tau_a)^2} \right)^2 \left( \nabla^i T + (\omega_{ca} \tau_a) \epsilon^{jkl} \nabla^k T h^l + (\omega_{ca} \tau_a)^2 h^i h^j \nabla^l T \right) \frac{\partial f_{0_a}}{\partial \epsilon_a}$$

$$= \sum_a \frac{\tau_a}{3T} \int \frac{d^3p_a}{(2\pi)^3} \frac{p^2_a}{\epsilon_a^2} \left( \frac{\epsilon_a - b_a \frac{\omega}{n_B}}{1 + (\omega_{ca} \tau_a)^2} \right)^2 \left( \delta^{ik} - (\omega_{ca} \tau_a) \epsilon^{ikl} h^l + (\omega_{ca} \tau_a)^2 h^i h^k \right) \nabla^l T \frac{\partial f_{0_a}}{\partial \epsilon_a}$$

$$= - (k_0 \delta^{ik} - k_1 \epsilon^{ikl} h^l + k_2 h^i h^k) \nabla^k T,$$

(18)

here we have introduced the different components of the thermal conductivity $k_0, k_1$ and $k_2$. In Boltzmann approximation these coefficients are explicitly given as respectively,

$$k_0 = \sum_a \frac{g_a}{3T^2} \int \frac{d^3p_a}{(2\pi)^3} \left( \frac{p^2_a}{\epsilon_a^2} \right) \left( \frac{\epsilon_a - b_a \frac{\omega}{n_B}}{1 + (\omega_{ca} \tau_a)^2} \right)^2 f_{0_a} \tau_a,$$

(19)

$$k_1 = \sum_a \frac{g_a}{3T^2} \int \frac{d^3p_a}{(2\pi)^3} \left( \frac{p^2_a}{\epsilon_a^2} \right) \left( \frac{\epsilon_a - b_a \frac{\omega}{n_B}}{1 + (\omega_{ca} \tau_a)^2} \right)^2 f_{0_a} \tau_a,$$

(20)

$$k_2 = \sum_a \frac{g_a}{3T^2} \int \frac{d^3p_a}{(2\pi)^3} \left( \frac{p^2_a}{\epsilon_a^2} \right) \left( \frac{\epsilon_a - b_a \frac{\omega}{n_B}}{1 + (\omega_{ca} \tau_a)^2} \right)^2 f_{0_a} \tau_a.$$  

(21)

Here $\epsilon_a, g_a, \tau_a$ are the single particle dispersion relation, degeneracy factor and relaxation time of “a-th” particle species. From Eq. (19) it is clear that for non vanishing magnetic field thermal conductivity gets modified. It may be noted that in the absence of the magnetic field, the coefficients $k_1$ and $k_2$ vanishes and the thermal conductivity becomes isotropic and is given by the coefficient $k_0$. Further $k_2$ and $k_1$ are associated with $\nabla T \cdot \vec{h}$ and $\nabla T \times \vec{h}$ terms in the expression of $\delta f_a$. Hence if $\nabla T$ is perpendicular to $\vec{B}$ then $k_2$ vanishes and there are two non vanishing coefficients of the thermal conductivity $k_0$ and $k_1$. For a general configuration of temperature gradient and magnetic field $\nabla T \cdot \vec{h}$ can be non zero, hence in that case all the three components $k_0, k_1$ and $k_2$ are non vanishing. We may point out that in the absence of magnetic field the expression of $k_0$ as given in Eq. (19) can also be derived systematically as shown in Ref. [96, 97] in the Landau frame where the flow velocity is identified with the energy flow rather than baryon number flow as in the Eckert frame.

### III. ELECTRICAL CONDUCTIVITY IN THE PRESENCE OF MAGNETIC FIELD

Similar to thermal conductivity, to calculate electrical conductivity we start with the relativistic Boltzmann transport equation (RBTE) of single hadron species in the presence of external electromagnetic field [81],

$$p^\mu \partial_\mu f + q F^{\mu\nu} p_\nu \frac{\partial f}{\partial p^\mu} = C[f],$$

(22)

here $q$ is the electric charge of the particle, $p^\mu$ is the particle four momenta, $F^{\mu\nu}$ is the electromagnetic field strength tensor and $C[f]$ is the collision integral. For a static and homogeneous case, in relaxation time approximation we can write the kinetic equation as given in Eq. (22) as an equation for deviation from equilibrium $\delta f = f - f_0$ [76],

$$q \vec{E} \cdot \frac{\partial f_0}{\partial \vec{p}} + q \left( \vec{v} \times \vec{B} \right) \cdot \frac{\partial (\delta f)}{\partial \vec{p}} = C[\delta f] = - \frac{\delta f}{\tau},$$

(23)

In the presence of electric and magnetic field we can take an ansatz for the deviation of the equilibrium distribution function in the following way [76],
$$\delta f = (\vec{p} \cdot \vec{z}) \frac{\partial f_0}{\partial \epsilon},$$

(24)

with

$$\vec{z} = a\vec{e} + b\vec{h} + c(\vec{e} \times \vec{h}),$$

(25)

where, \( \vec{e} = \frac{\vec{E}}{|\vec{E}|} \) and \( \vec{h} = \frac{\vec{B}}{|\vec{B}|} \), are the direction of the electric field and magnetic field respectively. This is similar to the ansatz taken as in Eq.(7) for the calculation of thermal conductivity, with \( \nabla T \) now being replaced by \( \vec{e} \). Using Eq.(24) and (25), Eq.(23) can be expressed as,

$$q(E \cdot v) - qBa \vec{v} \cdot (\vec{e} \times \vec{h}) - qBc(\vec{v}, \vec{h}) + qBc(\vec{v}, \vec{e}) = -\frac{\epsilon}{\tau} \left[ a(\vec{v}, \vec{e}) + b(\vec{v}, \vec{h}) + c(\vec{v}, (\vec{e} \times \vec{h})) \right]$$

(26)

Comparing coefficients of difference tensor structures in Eq.(26) we get,

$$c = \frac{qB}{\epsilon} \tau a \equiv \omega_c \tau a,$$

(27)

$$b = (\omega_c \tau)^2 a(\vec{e}, \vec{h}),$$

(28)

and,

$$qBc + qE = -\frac{\epsilon a}{\tau}.$$

(29)

Using Eq.(27), Eq.(28) and Eq.(29) it can be shown that,

$$a = \frac{-qE}{1 + (\omega_c \tau)^2} \left( \frac{\tau}{\epsilon} \right).$$

(30)

Hence,

$$\delta f = -\frac{q\tau}{1 + (\omega_c \tau)^2} \left[ \vec{v} \cdot \vec{E} + (\omega_c \tau)\vec{v} \cdot (\vec{E} \times \vec{h}) + (\omega_c \tau)^2 (\vec{v}, \vec{h}) \right] \frac{\partial f_0}{\partial \epsilon}.$$ 

(31)

The electric current \( \left( \vec{j} \right) \) can be defined as,

$$\vec{j} = \int \frac{d^3p}{(2\pi)^3} q \ \vec{v} \ \delta f$$

(32)

Using Eq.(31), electric current as given in Eq.(32) can be expressed as,

$$j^l = \frac{q^2}{3} \int \frac{d^3p}{(2\pi)^3} \frac{p^2 \tau}{1 + (\omega_c \tau)^2} \left[ E^l + (\omega_c \tau)\epsilon^{lj}h^j E^j + (\omega_c \tau)^2 h^l h^j E^j \right] \left( -\frac{\partial f_0}{\partial \epsilon} \right)$$

$$= \left( \sigma_0 \delta^{lj} - \sigma_1 \epsilon^{lj}h^j + \sigma_2 h^l h^j \right) E^j.$$ 

(33)

From Eq.(33) we can identify various components of electrical conductivity tensor in the presence of magnetic field,

$$\sigma_0 = \frac{q^2}{3T} \int \frac{d^3p}{(2\pi)^3} \frac{p^2 \tau}{1 + (\omega_c \tau)^2} f_0,$$

(34)

$$\sigma_1 = \frac{q^2}{3T} \int \frac{d^3p}{(2\pi)^3} \frac{p^2 \tau}{1 + (\omega_c \tau)^2} \frac{\omega_c \tau}{1 + (\omega_c \tau)^2} f_0,$$

(35)
\( \sigma_2 = \frac{q^2}{3T} \int \frac{d^3p}{(2\pi)^3} \frac{p^2}{e_i^2} \left( \frac{\omega_i}{\omega_i^2 + \omega e T} \right)^2 f_0. \)  

(36)

It is important to note that in Ref. [68, 69] we discussed electrical conductivity and Hall conductivity in the presence of magnetic field. \( \sigma_0 \) and \( \sigma_1 \) as given in Eq. (33) and (34) can be identified with electrical conductivity in the presence of magnetic field and Hall conductivity respectively as obtained in Ref. [68]. In Ref. [68, 69] we only considered electric field and magnetic field perpendicular to each other, however for a general configuration of electric and magnetic field we get another transport coefficient \( \sigma_2 \) [73]. Hence for a general configurations of electric and magnetic field we have three different components of electrical conductivity tensor. For a multi component model total \( \sigma_0, \sigma_1 \) and \( \sigma_2 \) can be expressed as,

\[
\sigma_0 = \sum_i \frac{q_i^2 g_i}{3T} \int \frac{d^3p}{(2\pi)^3} \frac{p^2}{e_i^2} \left( \frac{\omega_i}{\omega_i^2 + \omega e T} \right)^2 f_0, \quad \tau_i,
\]

(37)

\[
\sigma_1 = \sum_i \frac{q_i^2 g_i}{3T} \int \frac{d^3p}{(2\pi)^3} \frac{p^2}{e_i^2} \left( \frac{\omega_i}{\omega_i^2 + \omega e T} \right)^2 f_0, \quad \tau_i,
\]

(38)

\[
\sigma_2 = \sum_i \frac{q_i^2 g_i}{3T} \int \frac{d^3p}{(2\pi)^3} \frac{p^2}{e_i^2} \left( \frac{\omega_i}{\omega_i^2 + \omega e T} \right)^2 f_0, \quad \tau_i.
\]

(39)

Here \( e_i, g_i, \tau_i \) are the single particle dispersion relation, degeneracy factor and relaxation time of “i-th” particle species. From Eq. (38) it is clear that Hall conductivity is zero at vanishing baryon chemical potential even at finite magnetic field. Only at finite baryon chemical potential Hall conductivity has non vanishing value at finite magnetic field. Behaviour of \( \sigma_0 \) and \( \sigma_1 \) with temperature, baryon chemical potential and magnetic field has been discussed in Ref. [68]. In this investigation we present variation of \( \sigma_2 \) with temperature, baryon chemical potential and magnetic field.

IV. SHEAR VISCOSITY IN THE PRESENCE OF MAGNETIC FIELD

Effect of magnetic field on shear viscosity of strongly interacting matter has discussed in Ref. [74, 76, 101, 104]. Without going into the details of the formalism, for completeness we briefly mention here the salient features of the formalism. Following Ref. [74, 76, 101, 104] we start with Boltzmann kinetic equation in the presence of magnetic field as discussed in Ref. [76],

\[
p^\mu \partial_\mu f_0 + q B^{\mu\nu} \frac{\partial \delta f}{\partial u^\nu} u_\nu = C[\delta f],
\]

(40)

here \( f_0 \) is the equilibrium distribution function. In the Boltzmann approximation, \( f_0 = e^{-p^\mu U^\lambda(x)/T} \). \( U^\lambda = (\gamma \nu, \gamma \nu \vec{V}) \) is the macroscopic velocity of the fluid, \( p^\mu = m u^\mu \) is the particle four momentum. \( \delta f \) is the deviation from equilibrium, \( B^{\mu\nu} \) is electromagnetic field tensor which contain magnetic field [76]. In Boltzmann approximation,

\[
\partial_\mu f_0 = - \frac{f_0}{T} p^\lambda \partial_\mu U_\lambda(x).
\]

(41)

In comoving frame, it can be shown that [76],

\[
\partial_\mu f_0|_{\vec{V}=0} = - \frac{f_0}{T} \partial_\mu \partial_\nu V_\nu.
\]

(42)

Using Eq. (42), Boltzmann equation (40) can be written as,

\[
- \frac{f_0}{T} p^\mu p^\nu V_{\mu\nu} = - q B^{\mu\nu} \frac{\partial \delta f}{\partial u^\nu} u_\nu + C[\delta f],
\]

(43)

here, \( V_{\mu\nu} = \frac{1}{2} (\partial_\mu V^\nu + \partial_\nu V^\mu) \). Shear viscosity only deals with spatial variation of fluid velocity. Hence we can drop all temporal dependence from the Boltzmann equation and only deal with spatial derivatives. Hence the Boltzmann equation considering only the spatial derivatives of fluid velocity is,
where the tensors $V_{\alpha\beta}$ can be written as \(\{76, 101\}\).

Hence, again using the functions $V^{(n)}_{\alpha\beta}$ we can write,

\[
\delta f = \sum_{n=0}^{n=4} g(n) V^{(n)}_{\alpha\beta} v_\alpha v_\beta,
\]

where the tensors $V^{(n)}_{\alpha\beta}$ are,

\[
V^{(0)}_{\alpha\beta} = (3b_\alpha b_\beta - \delta_{\alpha\beta})(b_\gamma b_\delta V_{\gamma\delta} - \frac{1}{3} \vec{V} \cdot \vec{V}),
\]

\[
V^{(1)}_{\alpha\beta} = 2V_{\alpha\beta} + \delta_{\alpha\beta}V_{\gamma\delta} b_\gamma b_\delta - 2V_{\alpha\gamma} b_\beta b_\delta + 2V_{\beta\gamma} b_\alpha b_\delta + (b_\alpha b_\beta - \delta_{\alpha\beta})\vec{V} \cdot \vec{V} + b_\alpha b_\beta V_{\gamma\delta} b_\gamma b_\delta,
\]

\[
V^{(2)}_{\alpha\beta} = 2(V_{\alpha\gamma} b_\beta b_\gamma + V_{\beta\gamma} b_\alpha b_\gamma - 2b_\alpha b_\beta V_{\gamma\delta} b_\gamma b_\delta),
\]

\[
V^{(3)}_{\alpha\beta} = V_{\alpha\beta} V_{\gamma\delta} b_\gamma b_\delta - V_{\alpha\gamma} b_\beta b_\delta - V_{\beta\gamma} b_\alpha b_\delta - V_{\gamma\delta} b_\alpha b_\beta,
\]

\[
V^{(4)}_{\alpha\beta} = 2(V_{\alpha\gamma} b_\beta b_\delta + V_{\beta\gamma} b_\alpha b_\delta).
\]

Deviation of purely spatial components of the energy momentum tensor from equilibrium energy momentum tensor can be written as \(\{76, 101\}\),

\[
\delta T_{\alpha\beta} = \int \frac{d^3p}{(2\pi)^3} v_\alpha v_\beta \epsilon \delta f.
\]

Again using the functions $V^{(n)}_{\alpha\beta}$ we can write,

\[
\delta T_{\alpha\beta} = \sum_{n=0}^{n=4} \eta_n V^{(n)}_{\alpha\beta}
\]

The viscosity component associated with the tensor $V^{(0)}_{\alpha\beta}$ is the longitudinal viscosity as $V^{(0)}_{\alpha\beta} b_\alpha b_\beta \neq 0$ while the components $\eta^{(n)}_{\alpha\beta}$ corresponding to $V^{(n)}_{\alpha\beta}$ \((n = 1, 2, 3, 4)\) are called the transverse viscosities as they are transverse to $b_\alpha b_\beta$. To calculate transverse shear viscosity coefficients we impose the conditions, $\vec{\nabla} \cdot \vec{V} = 0$ and $V_{\alpha\beta} b_\alpha b_\beta = 0$ \(\{76, 76\}\). Hence $V^{(0)}_{\alpha\beta} = 0$. Using the tensors $V^{(n)}_{\alpha\beta}$, \(n = 1, 2, 3, 4\), Eq. (44) can be expressed as (for details see Ref. \(\{76, 101, 103\}\),

\[
\frac{\epsilon}{T} v_\alpha v_\beta V_{\alpha\beta} f_0 = 2\omega c g_1 \left[ 2V_{\alpha\gamma} b_\beta v_\gamma - 2V_{\alpha\beta} b_\gamma v_\beta (\vec{b} \cdot \vec{v}) \right] + 2\omega c g_2 \left[ 2V_{\alpha\beta} b_\alpha v_\beta b_\rho (\vec{v} \cdot \vec{b}) \right]
\]

\[
+ 2\omega c g_3 \left[ 2V_{\alpha\beta} v_\alpha v_\beta - 4V_{\alpha\beta} v_\alpha b_\beta (\vec{b} \cdot \vec{v}) \right] + 2\omega c g_4 \left[ 2V_{\alpha\beta} v_\alpha b_\beta (\vec{v} \cdot \vec{b}) \right]
\]

\[
+ \frac{g_1}{\tau} \left[ 2V_{\alpha\beta} v_\alpha v_\beta - 4V_{\alpha\beta} v_\alpha b_\beta (\vec{b} \cdot \vec{v}) \right] + \frac{g_2}{\tau} \left[ 4V_{\gamma\rho} v_\gamma b_\beta (\vec{b} \cdot \vec{v}) \right]
\]

\[
+ \frac{g_3}{\tau} \left[ 2V_{\alpha\beta} b_\delta b_\gamma v_\gamma v_\delta - 2V_{\alpha\beta} b_\delta b_\rho b_\gamma v_\gamma v_\rho (\vec{b} \cdot \vec{v}) \right] + \frac{g_4}{\tau} \left[ 4V_{\gamma\rho} b_\beta v_\gamma (\vec{b} \cdot \vec{v}) \right]
\]

To get Eq. (49) we have used $\vec{\nabla} \cdot \vec{V} = 0$, $V_{\alpha\beta} b_\alpha b_\beta = 0$, $b_\alpha b_\beta b_\alpha = 0$, $b_\alpha b_\beta v_\alpha v_\beta = 0$ and $b_\alpha b_\alpha = 1$. Comparing various tensor structure in Eq. (49) we can write,

\[
g_3 = 2\omega c \tau g_1
\]

\[
2\omega c g_3 - \omega c g_1 + \frac{g_1}{\tau} - \frac{g_2}{\tau} = 0
\]

\[
4\omega c g_1 - 4\omega c g_2 + \frac{2}{\tau} g_3 - \frac{4}{\tau} g_4 = 0
\]

\[
2\omega c g_1 + \frac{1}{\tau} g_1 = \frac{\epsilon}{2T} f_0.
\]
Solving above set of equations for the coefficients $g_1, g_2, g_3$ and $g_4$ we get,

$$g_1 = \frac{\epsilon}{2T} \frac{\tau}{1 + 4(\omega_c \tau)^2} f_0,$$

$$g_2 = \frac{\epsilon}{2T} \frac{\tau}{1 + (\omega_c \tau)^2} f_0,$$

$$g_3 = \frac{\epsilon}{2T} \frac{\tau(\omega_c \tau)}{\frac{1}{2} + 2(\omega_c \tau)^2} f_0,$$

$$g_4 = \frac{\epsilon}{2T} \frac{\tau(\omega_c \tau)}{1 + (\omega_c \tau)^2} f_0,$$

Using Eq. (47) and Eq. (48) various components of the shear viscosity in magnetic field can be shown to be $[76, 101],$

$$\eta_n = \frac{2}{15} \int \frac{d^3p}{(2\pi)^3} g_n v^4, \quad n = 1, 2, 3, 4$$

hence

$$\eta_1 = \frac{1}{15T} \int \frac{d^3p}{(2\pi)^3} \frac{p^4}{\epsilon^2} \frac{\tau}{1 + 4(\omega_c \tau)^2} f_0,$$

$$\eta_2 = \frac{1}{15T} \int \frac{d^3p}{(2\pi)^3} \frac{p^4}{\epsilon^2} \frac{\tau}{1 + (\omega_c \tau)^2} f_0,$$

$$\eta_3 = \frac{1}{15T} \int \frac{d^3p}{(2\pi)^3} \frac{p^4}{\epsilon^2} \frac{\tau(\omega_c \tau)}{\frac{1}{2} + 2(\omega_c \tau)^2} f_0,$$

$$\eta_4 = \frac{1}{15T} \int \frac{d^3p}{(2\pi)^3} \frac{p^4}{\epsilon^2} \frac{\tau(\omega_c \tau)}{1 + (\omega_c \tau)^2} f_0.$$

For hadron resonance gas model total shear viscosity in the presence of magnetic field can be expressed as,

$$\eta_1 = \sum_i \frac{g_i}{15T} \int \frac{d^3p}{(2\pi)^3} \frac{p^4}{\epsilon_i^2} \frac{1}{1 + 4(\omega_c \tau_i)^2} f_{0, \tau_i},$$

$$\eta_2 = \sum_i \frac{g_i}{15T} \int \frac{d^3p}{(2\pi)^3} \frac{p^4}{\epsilon_i^2} \frac{1}{1 + (\omega_c \tau_i)^2} f_{0, \tau_i},$$

$$\eta_3 = \sum_i \frac{g_i}{15T} \int \frac{d^3p}{(2\pi)^3} \frac{p^4}{\epsilon_i^2} \frac{(\omega_c \tau_i)}{\frac{1}{2} + 2(\omega_c \tau_i)^2} f_{0, \tau_i},$$

$$\eta_4 = \sum_i \frac{g_i}{15T} \int \frac{d^3p}{(2\pi)^3} \frac{p^4}{\epsilon_i^2} \frac{(\omega_c \tau_i)}{1 + (\omega_c \tau_i)^2} f_{0, \tau_i}.$$
In Eq. (60), (61), (62), (63) \( g_i \), \( \tau_i \) are degeneracy factor and relaxation time of “i-th” hadron. \( g_i \) in Eq. (60), (61), (62), (63) should not be confused with \( g_1, g_2, g_3, g_4 \) as given is Eq. (41), (42), (53), (54). In the absence of magnetic field only \( V^{(1)}_{\alpha\beta} \) is non vanishing and the corresponding shear viscosity is \( \eta_1 \). In the absence of magnetic field \( \eta_1 = \eta_2 \) and \( \eta_3 = \eta_4 = 0 \). \( \eta_3 \) and \( \eta_4 \) are Hall type shear viscosities. Similar to other Hall type transport coefficients, Hall type shear viscosity also vanishes for zero baryon chemical potential even for non vanishing magnetic field. This is because, at vanishing baryon chemical potential, when the number density of particles and anti-particles are same, particles and antiparticles will have equal and opposite contribution to shear viscosity \( \eta_3 \) and \( \eta_4 \). Only at finite baryon chemical potential \( \eta_3 \) and \( \eta_4 \) can take non vanishing values. In this context a comment regarding the anisotropic \( \eta \) may be in order. Firstly let us note that \( \eta_i(i = 1, 2, 3, 4) \) is smaller compared to the longitudinal viscosity coefficient \( \eta_0 \). Therefore, the flow velocity in the direction perpendicular to the direction of the magnetic field will be larger as compared to the case in the absence of magnetic field.

From Eq. (19)-Eq. (21), Eq. (57)-Eq. (59) and Eq. (60)-Eq. (63), it is clear that the important input required for the estimation of the transport coefficient is the relaxation time \( \tau_i \) which is in general can be energy dependent. In this investigation we consider only energy averaged relaxation time. Further, the coefficients of thermal conductivity are dependent on bulk thermodynamic properties of the system e.g. energy density, pressure and enthalpy. These thermodynamic quantities and the relaxation time will be estimated for the hadronic system within the hadron resonance gas model that we discuss in the next section.

V. HADRON RESONANCE GAS MODEL

The thermodynamic potential of a non interacting gas of hadrons and its resonances at finite temperature \( T \) and baryon chemical potential \( (\mu_B) \) can be expressed as [53],

\[
\log Z(\beta, \mu_B, V) = \int dm (\rho_M(m) \log Z_M(m, V, \beta, \mu_B) + \rho_B(m) \log Z_B(m, \beta, \mu_B)),
\]

where, \( V \) is the volume and \( T = 1/\beta \) is the temperature of point like hadrons and their resonances. Total partition function is sum of the partition functions of free mesons \( (Z_m) \) and baryons \( (Z_B) \) with mass \( m \). Moreover, spectral function which encodes hadron properties are represented as \( \rho_M \) and \( \rho_B \) for free mesons and baryons respectively. Various thermodynamic quantities can be calculated using derivatives of the logarithm of the partition function as given in Eq. (64), with respect to the thermodynamic parameters \( T, \mu_B \) and the volume \( V \). In this investigation we confine ourselves to ideal HRG model where we have considered all the hadrons and their resonances below a certain mass cutoff \( \Lambda \). This can be achieved by taking the following form of spectral density,

\[
\rho_{M/B}(m) = \sum_{i \leq \Lambda} g_i \delta(m - m_i),
\]

here \( m_i \) and \( g_i \) are mass and degeneracy of “i-th” hadron species. Although HRG with discrete particle spectrum is very appealing because of its simple structure, but it can explain lattice QCD data for trace anomaly only up to temperature \( T \sim 130 \text{ MeV} \) [105]. Including Hagedron spectrum along with discrete particle spectrum HRG model can explain lattice QCD data for QCD trace anomaly up to \( T \sim 160 \text{ MeV} \) [105]. For details of thermodynamics of HRG model, see e.g. Ref. [82].

The relaxation time of particle \( a \) with three momentum \( p_a \) and energy \( \epsilon_a \) is expressed as [40, 100],

\[
\tau_a^{-1}(\epsilon_a) = \sum_{b,c,d} \int \frac{d^3p_b}{(2\pi)^3} \frac{d^3p_c}{(2\pi)^3} \frac{d^3p_d}{(2\pi)^3} W(a, b \to c, d)f_b^0,
\]

here \( W(a, b \to c, d) \) is the transition rate for process \( a(p_a) + b(p_b) \to c(p_c) + d(p_d) \), can be expressed in terms of the transition amplitude \( \mathcal{M} \) in the following way,

\[
W(a, b \to c, d) = \frac{(2\pi)^4 \delta(p_a + p_b - p_c - p_d)}{2\epsilon_a 2\epsilon_b 2\epsilon_c 2\epsilon_d} |\mathcal{M}|^2.
\]

In the center of mass frame, the relaxation time \( (\tau_a) \) or equivalently interaction frequency \( (\omega_a) \) can be written as,
$$\tau_a^{-1}(\epsilon_a) \equiv \omega_a(\epsilon_a) = \sum_b \int \frac{d^3p_b}{(2\pi)^3} \sigma_{ab} v_{ab} f_0^b. \quad (68)$$

Here $\sigma_{ab}$ is the total scattering cross section for the process, $a(p_a) + b(p_b) \rightarrow c(p_c) + d(p_d)$ and $v_{ab}$ is the relativistic relative velocity between particle $a$ and $b$,

$$v_{ab} = \frac{\sqrt{(p_a \cdot p_b)^2 - m_a^2 m_b^2}}{\epsilon_a \epsilon_b}. \quad (69)$$

In this work we shall be considering energy averaged relaxation time. One can obtain the energy independent relaxation time $\tau^e$ by averaging the relaxation time $\tau^a(\epsilon_a)$ over the distribution function $f_0^a(\epsilon_a)$, [40, 97],

$$\tau_a^{-1} = \frac{\int \frac{d^3p_a}{(2\pi)^3} f_0^a \tau_a^{-1}(\epsilon_a)}{\int \frac{d^3p_a}{(2\pi)^3} f_0^a} = \sum_b \frac{\int \frac{d^3p_a}{(2\pi)^3} \frac{d^3p_b}{(2\pi)^3} f_0^a f_0^b \sigma_{ab} v_{ab}}{\int \frac{d^3p_a}{(2\pi)^3} f_0^a}. \quad (70)$$

Using Eq.(70), the energy averaged relaxation time $(\tau_a)$, can be expressed as [62],

$$\tau_a^{-1} = \sum_b n_b \langle \sigma_{ab} v_{ab} \rangle, \quad \text{where,} \quad n_b = \int \frac{d^3p_a}{(2\pi)^3} f_0^a. \quad (71)$$

Here $n_b$ and $\langle \sigma_{ab} v_{ab} \rangle$ represents number density and thermal averaged cross section respectively. The thermal averaged cross section for the scattering process $a(p_a) + b(p_b) \rightarrow c(p_c) + d(p_d)$ is given as [106],

$$\langle \sigma_{ab} v_{ab} \rangle = \frac{\int \frac{d^3p_a}{(2\pi)^3} \frac{d^3p_b}{(2\pi)^3} \sigma_{ab} v_{ab} f_0^a(p_a) f_0^0(p_b)}{\int \frac{d^3p_a}{(2\pi)^3} f_0^a(p_a) f_0^0(p_b)}. \quad (72)$$

In Boltzmann approximation and for hard sphere (of radius $r_h$) scattering for the cross section ($\sigma = 4\pi r_h^2$) the thermal averaged cross section becomes,

$$\langle \sigma_{ab} v_{ab} \rangle = \frac{\sigma \int \frac{d^3p_a}{(2\pi)^3} \frac{d^3p_b}{(2\pi)^3} e^{-\epsilon_a/T} e^{-\epsilon_b/T}}{\int \frac{d^3p_a}{(2\pi)^3} \frac{d^3p_b}{(2\pi)^3} e^{-\epsilon_a/T} e^{-\epsilon_b/T}}. \quad (73)$$

Note that in Boltzmann approximation of the thermal averaged relaxation time chemical potential dependence gets canceled from the numerator and denominator. Rather than using momentum integration it is useful to introduced center of mass energy variable ($\sqrt{s}$) to calculate thermal averaged cross section. In terms of center of mass energy variable ($\sqrt{s}$) it can be shown that,

$$\int \frac{d^3p_a}{(2\pi)^3} \frac{d^3p_b}{(2\pi)^3} e^{-\epsilon_a/T} e^{-\epsilon_b/T} = 2\pi^2 T \int ds \sqrt{s} (s - 4m^2) K_1(\sqrt{s}/T), \quad (74)$$

and

$$\int \frac{d^3p_a}{(2\pi)^3} \frac{d^3p_b}{(2\pi)^3} e^{-\epsilon_a/T} e^{-\epsilon_b/T} = (4\pi m^2 T K_2(m/T))^2. \quad (75)$$

Thus the thermal averaged cross section can be given as,

$$\langle \sigma_{ab} v_{ab} \rangle = \frac{\sigma}{8m^4 T K_0^2(m/T)} \int_{4m^2}^{\infty} ds \sqrt{s} (s - 4m^2) K_1(\sqrt{s}/T). \quad (76)$$

Here $\sqrt{s}$ is the center of mass energy, $K_1$ and $K_2$ are modified Bessel function of first order and second order respectively. When the particles are of different species then the above equation can be generalized as,
\[ \langle \sigma_{ab} \nu_{ab} \rangle = \frac{\sigma}{8T m_a^2 m_b^2 K_2(m_a/T)K_2(m_b/T)} \int_{(m_a+m_b)^2}^{\infty} \frac{ds}{s} \left[ \frac{(s-(m_a-m_b)^2)}{\sqrt{s}} \right] \times \left[ (s-(m_a+m_b)^2)K_1(\sqrt{s}/T) \right], \tag{77} \]

where \( \sigma = 4\pi r_h^2 \) is the total scattering cross section for the hard sphere. It is important to mention that in hard sphere scattering approximation section \( \sigma \) is independent of temperature and baryon chemical potential. But thermal averaged cross section \( \langle \sigma \nu \rangle \) is in general can depend on temperature \( (T) \) and chemical potential \( \mu_B \). Only in Boltzmann approximation \( \langle \sigma \nu \rangle \) is independent of \( \mu_B \) \[106\]. Evaluating the thermal averaged relaxation time for each species we estimate various transport coefficients of the hot and dense hadron gas.

**VI. RESULTS AND DISCUSSIONS**

We have estimated thermal conductivity, electrical conductivity and shear viscosity in the presence of magnetic field within the framework of hadron resonance gas model. For the hadron resonance gas model, we consider all the hadrons and their resonances up to a mass cutoff \( \Lambda \) which we take as \( \Lambda = 2.6 \text{ GeV} \) as is listed in Ref.\[107\]. For a detailed list of hadrons and its resonances we refer to Appendix A of Ref.\[108\]. This apart radii of the hard spheres also enters in the calculation of relaxation time. We have considered an uniform radius of \( r_h = 0.5 \text{ fm} \) for all the hadrons \[62, 109\].

With these set of parameters, we have estimated thermal conductivity, shear viscosity etc. as a function of temperature \( (T) \) and baryon chemical potential \( (\mu_B) \) for different values of the magnetic field \( (B) \).

### A. Results for thermal conductivities in a magnetic field

**FIG. 1:** Variation of normalized thermal conductivity \( (k_0/T^2) \) with temperature \( (T) \) for different values of magnetic field \( (B) \) at finite baryon chemical potential. Red solid line represents \( B = 0 \) case, blue dotted line and brown dashed line represents \( eB = 0.01 \text{ GeV}^2 \) and \( eB = 0.03 \text{ GeV}^2 \) respectively. In the presence of magnetic field \( k_0/T^2 \) decreases. At low temperature decrease in \( k_0/T^2 \) due to magnetic field is significant. But at higher temperature effect of magnetic field on \( k_0/T^2 \) is not significant.

In Fig. 1 we show the variation of normalized thermal conductivity \( (k_0/T^2) \) with temperature \( (T) \) for various values of magnetic field at a finite baryon chemical potential. As may be observed from the figure the normalized
thermal conductivity $k_0/T^2$ decreases with temperature. Let us note that $k_0/T^2$ as given in Eq. (19) depends on the relaxation time, $\omega/n_B$ and distribution function. As temperature increases the scattering rate increases as the number of particle increases. This leads to relaxation time, which is inverse of scattering rate, decreasing with temperature. Further $\omega/n_B$ also decreases with temperature which has been shown in the left plot in Fig. (2). The reason for this behavior of $\omega/n_B$ with temperature can be understood as follows. The dominant contribution to the sum over all hadrons arise from pions and protons which can be approximately given by,

$$\frac{\omega}{n_B} = \frac{\mathcal{E} + P}{n_B} \sim \frac{\mathcal{E}_\pi + P_\pi}{n_p} + \frac{\mathcal{E}_p + P_p}{n_p} \sim \frac{e^{-m_\pi/T}(m_\pi + T)}{\sinh(\mu_B/T)e^{-m_p/T}} + \frac{\cosh(\mu_B/T)e^{-m_p/T}(m_p + T)}{\sinh(\mu_B/T)e^{-m_p/T}}.$$  \hspace{1cm} (78)

With increasing temperature $\text{coth}(\mu_B/T)$ as well as $(m_p + T)$ increases. Hence if one considers only baryons then with temperature $\omega_B/n_B$ increases as can be seen in the right plot of Fig. (2). However for pions $\omega_\pi/n_B$ decreases with temperature due to the term $e^{(m_p - m_\pi)/T}$ in Eq. (78). For hadron resonance gas contributions of mesons in the energy density and pressure is significantly large with respect to the baryonic contributions. Hence when we consider hadron resonance gas, due to mesonic contribution to energy density and pressure, $\omega/n_B$ decreases with temperature as can be seen in the left plot in Fig. (2).

It is also clear that in the presence of magnetic field thermal conductivity decreases. This can be understood from the expression for $k_0/T^2$ in Eq. (19) which is inversely proportional to $1 + (\omega_c\tau)^2$. At low temperature relaxation time is relatively larger and at low temperature $k_0 \sim \frac{1}{\omega_c\tau}$. Hence at low temperature magnetic affects $k_0/T^2$ significantly.

On the other hand at high temperature $\tau$ is small hence effect of $\omega_c\tau$ in the denominator of Eq. (19) is not significant. Thus at small temperature $k_0/T^2$ decreases with magnetic field but at large temperature magnetic field does not affect $k_0/T^2$ significantly. This behavior of thermal conductivity is analogous to the variation of electrical conductivity ($\sigma_0/T$) as discussed in Ref. [65].

We next discuss the variation of $k_0/T^2$ with $\mu_B$ in Fig. (2). In the left panel we show the result for vanishing magnetic field and for non vanishing magnetic field on the right panel. With increasing $\mu_B$ relaxation time of hadrons and $\omega/n_B$ decreases. Relaxation time decreases with $\mu_B$, due to the fact that with increasing $\mu_B$ number density of the baryons increases. With increasing number density of the baryons scattering rate increases. On the other hand decreasing behaviour of $\omega/n_B$ with $\mu_B$ can be understood using Eq. (78). From Eq. (78) it is clear that with increasing $\mu_B$, mesonic as well as baryonic contribution in $\omega/n_B$ of hadron resonance gas decreases due to the factor $\sinh(\mu_B/T)$ in the denominator. Mesonic contribution in energy density and pressure of hadron resonance gas is independent of $\mu_B$. On the other hand number density

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig2.png}
\caption{Left plot: Variation of $\omega/n_B$ with temperature ($T$) for different values of $\mu_B$ at zero magnetic field. Right plot: Variation of $\omega/n_B$ only for baryons denoted as $\omega_B/n_B$, with temperature ($T$) for different values of $\mu_B$ for a vanishing magnetic field. With increasing temperature and $\mu_B$, $\omega/n_B$ of the hadron resonance gas decreases. However baryonic contribution to $\omega/n_B$ i.e. $\omega_B/n_B$ increases with temperature.}
\end{figure}
of baryons ($n_B$) increases with $\mu_B$. Thus with increasing $\mu_B$ mesonic contribution in $\omega/n_B$ decreases. Further for baryons energy density, pressure and number density depend upon $\mu_B$. From Eq. (78) it is clear that energy density and pressure of baryons $\sim \cosh(\mu_B/T)$, but $n_B \sim \sinh(\mu_B/T)$. Hence with increasing $\mu_B$ baryonic contribution in $\omega/n_B$ of the hadron resonance gas decreases. Decreasing behaviour of $\omega/n_B$ with $\mu_B$ has been shown in Fig. (4). For the range of temperature and $\mu_B$ considered in this investigation decrease of $\tau$ and $\omega/n_B$ is dominant with respect to increasing $f_0$ with $\mu_B$. Hence with $\mu_B$, $k_0/T^2$ of the hot and dense hadron gas decreases. It may be noted that as $\mu_B \rightarrow 0$ thermal conductivity diverges as $n_B^{-2}$. This divergence is inconsequential as the factor $k_0 n_B^2$ enters the equation of motion. Since $k_0 n_B^2$ remains finite as $\mu_B \rightarrow 0$, transport due to thermal conduction becomes irrelevant as $\bar{\nabla}(\mu_B/T) \rightarrow 0$ [4]. For $\mu_B \rightarrow 0$ relevant transport processes are only momentum diffusion through viscous stresses. Such behaviour was also seen in Ref. [7]. For non vanishing magnetic field $k_0/T^2$ decreases due to $(\omega_\tau)^2$ factor in the denominator of expression for $k_0$.

In Fig. (3) we show the variation of Hall type thermal conductivity ($k_1/T^2$) with temperature. For vanishing magnetic field, $k_1/T^2$ is zero as can be seen from Eq. (20). Only at finite magnetic field and finite $\mu_B$, $k_1/T^2$ can have non vanishing values. In the left plot in Fig. (3) we show the variation of $k_1/T^2$ with temperature for non vanishing values of $\mu_B$ for a fixed value of magnetic field. It is clear from this plot that with $\mu_B$, $k_1/T^2$ decreases. This decrease is predominately due to decrease of $\omega/n_B$ factor with increasing $\mu_B$. On the other hand for a fixed value of $\mu_B$, $k_1/T^2$ decreases with magnetic field at low temperature and increases with magnetic field at high temperature as can be seen in the right plot in Fig. (3). This behavior of $k_1/T^2$ can be understood in the following way, at low temperature $\tau$ is large hence at low temperature $k_1/T^2 \sim 1/\omega_\tau$. On the other hand at high temperature relaxation time is small and $k_1/T^2 \sim \omega_\tau$. Thus variation of $k_1/T^2$ is different with magnetic field at low temperature and high temperature.

In Fig. (4) variation of the third component of the thermal conductivity tensor $k_2/T^2$ has been shown with temperature. It is clear for Eq. (21) that $k_2/T^2$ has non vanishing value only at finite magnetic field. In the right plot in Fig. (4) we show the variation of $k_2/T^2$ with temperature at non zero $\mu_B$ for various values of magnetic field. In the left plot in Fig. (4) we show the variation of $k_2/T^2$ with temperature with $\mu_B$ for non vanishing value of magnetic field. From the right plot in Fig. (4) we can see that with magnetic field $k_2/T^2$ increases. However for large magnetic field and low temperature $k_2/T^2$ is not affected by magnetic field significantly. Naively this is because for low temperature the relaxation time is large hence $\frac{1}{(\omega_\tau)^2} \sim 1$ for high magnetic fields. Similarly at high temperature when the relaxation time is small, $k_2/T^2 \sim \tau^2 \omega^2$. Hence at high temperature with increasing magnetic field $k_2/T^2$ increases. In the left plot of Fig. (5) we show the variation of $k_2/T^2$ for non zero values of baryon chemical potential at finite magnetic field. In this plot we can see that with $\mu_B$, $k_2/T^2$ decreases. Variation of $k_2/T^2$ with $\mu_B$ is convoluted because in the expression of $k_2/T^2$ various terms are present which depend upon $\mu_B$, e.g. relaxation time, distribution.
function etc. With increasing $\mu_B$, both relaxation time as well as $\omega/n_B$ decreases and $f_0$ increases. But the increase of $f_0$ with $\mu_B$ is not large enough to compensate the decreasing behavior of $\tau$ and $\omega/n_B$. Hence with increasing $\mu_B$, $k_2/T^2$ decreases.
B. Results for electrical conductivity in a magnetic field

In this subsection we discuss the variation of electrical conductivity ($\sigma_2/T$) with temperature, magnetic field and baryon chemical potential. In our earlier work we had demonstrated in details variation of $\sigma_0$ and $\sigma_1$ with temperature, magnetic field and $\mu_B$ \cite{68}. Therefore we do not repeat the discussion on the results for $\sigma_0$ and $\sigma_1$ here. Here we only show the variation of $\sigma_2$ with temperature, baryon chemical potential and magnetic field. In the left plot of Fig.\(6\) we show the variation of $\sigma_2/T$ with temperature for a non vanishing value of magnetic field but with different values of $\mu_B$. For a fixed value of magnetic field and $\mu_B$, $\sigma_2/T$ decreases with temperature. Among various hadrons mesonic contribution to $\sigma_2/T$ is large with respect to the baryonic contribution. With increasing temperature mesonic contribution decreases due to decrease in the relaxation time of mesons. With increasing $\mu_B$ mesonic contribution to $\sigma_2/T$ decreases and the baryonic contribution increases. However the decrease in mesonic contribution with increasing $\mu_B$ is not compensated with increasing baryonic contribution for the range of temperature and baryon chemical potential considered here. Hence with increasing $\mu_B$, $\sigma_2/T$ decreases. Right plot in Fig.\(6\) we show the variation of $\sigma_2/T$ with magnetic field. For the range of $T$, $\mu_B$ and $B$ we considered in this investigation $\sigma_2/T$ increases with magnetic field.

![Fig. 6: Left plot: Variation of $\sigma_2/T$ with temperature for a non vanishing magnetic field and for different values of $\mu_B$. With increasing $\mu_B$ $\sigma_2/T$ decreases. Right plot: Variation of $\sigma_2/T$ with temperature for non vanishing values of magnetic field at finite $\mu_B$. With magnetic field $\sigma_2/T$ increases.](image)

C. Results for shear viscosity in a magnetic field

In Fig.\(7\) we show the variation of $\eta_1/T^3$ with temperature for non vanishing values of $\mu_B$ for zero magnetic field. It is important to note that for zero magnetic field $\eta_1 = \eta_2$ and $\eta_3 = \eta_4 = 0$. With temperature $\eta_1/T^3$ decrease and it increases with $\mu_B$. This behavior of $\eta_1/T^3$ with $\mu_B$ is a combined effect of the variation of relaxation time and distribution function with $\mu_B$. Relaxation time decrease with $\mu_B$, however with increasing baryon chemical potential $f_0$ increases. Among various hadrons mesonic contribution to $\eta_1/T^3$ is large with respect to the baryonic contribution at zero $\mu_B$. With increasing temperature relaxation time of the hadrons decreases which gives rise to the decreasing behaviour of $\eta_1/T^3$ with temperature. On the other hand with $\mu_B$ mesonic contribution decreases due to decrease in relaxation time with $\mu_B$, however with $\mu_B$ baryonic contribution increases due to the $\mu_B$ factor in the distribution function. This increasing contributions of baryons at finite $\mu_B$ compensate decreasing contributions of the mesons. With increasing $\mu_B$ baryonic contribution becomes significant over mesonic contribution. Hence with $\mu_B$, $\eta_1/T^3$ as well as $\eta_2/T^3$ increases.

In Fig.\(8\) we show the variation of $\eta_1/T^3$ and $\eta_2/T^3$ with temperature for non vanishing values of magnetic field at zero baryon chemical potential. From the expression of $\eta_1$ and $\eta_2$ it is clear that in the presence of magnetic field their behavior is similar. $\eta_1$ and $\eta_2$ only differs in numerical values. From the left plot in Fig.\(8\) we can see
FIG. 7: Variation of $\eta_1 / T^3$ with temperature for vanishing magnetic field but with different values of $\mu_B$. At zero magnetic field $\eta_1 = \eta_2$. From this figure it is clear that $\eta_1 / T^3$ decreases with temperature and increases with $\mu_B$.

that with magnetic field $\eta_1 / T^3$ decreases. This is due to $\langle \omega_c \tau \rangle^2$ factor in the denominator of Eq. (60). However for a fixed value of magnetic field variation of $\eta_1 / T$ with temperature is rather non monotonic in nature. Variation of $\eta_1 / T$ with temperature for a non vanishing value of magnetic field shows a peak structure. It is also important to note that at high temperature magnetic field does not affect $\eta_1 / T^3$ significantly. This is because at high temperature relaxation time is small hence the factor $\omega_c \tau$ in the denominator of Eq. (60) is rather small. Hence at high temperature suppression effect due to magnetic field is not significant. In the right plot of Fig. (8) we show the variation of $\eta_2 / T$ with temperature for non vanishing values of magnetic field at zero $\mu_B$. Behaviour of $\eta_2 / T$ can also be understood in the same manner as we have discussed for $\eta_1 / T$.

Next we show the variation of $\eta_1 / T^3$ and $\eta_2 / T^3$ with temperature for a non vanishing magnetic field and various
values of $\mu_B$ in Fig. (9). In the presence of magnetic field $\eta_1$ is smaller than $\eta_2$ as can be seen from Eq.(60) and Eq.(61). This apart variation of $\eta_1/T^3$ and $\eta_2/T^3$ are similar with temperature, magnetic field and $\mu_B$. From Fig. (9) it is clear that variation of $\eta_1/T^3$ and $\eta_2/T^3$ with $\mu_B$ is similar to Fig. (4) i.e. with $\mu_B$, $\eta_1/T^3$ and $\eta_2/T^3$ increases. Mesonic contribution to $\eta_1/T^3$ and $\eta_2/T^3$ is significantly larger than the baryonic contribution at vanishing $\mu_B$. With increasing $\mu_B$ mesonic contribution decreases due to decrease in the relaxation time of mesons. On the other hand with increasing $\mu_B$ baryonic contribution increases due to $\mu_B$ factor in the distribution function. Increasing baryonic contribution compensate decreasing mesonic contribution to $\eta_1/T^3$ and $\eta_2/T^3$. Hence with increasing $\mu_B$ both $\eta_1/T^3$ and $\eta_2/T^3$ increases. However in the presence of magnetic field values of $\eta_1$ and $\eta_2$ are smaller with respect to the same in the absence of magnetic field. For a non vanishing value of $\mu_B$ and magnetic field variation of $\eta_1/T^3$ and $\eta_2/T^3$ with temperature is non monotonic and is similar to Fig. (5).
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FIG. 9: Left plot: Variation of $\eta_1/T^3$ with temperature for different values of $\mu_B$ in the presence of magnetic field. Right plot: Variation of $\eta_2/T^3$ with temperature for different values of $\mu_B$ in the presence of magnetic field. Behaviour of $\eta_1/T^3$ and $\eta_2/T^3$ are similar apart from their numerical values. $\eta_2$ is larger than $\eta_1$ as can be seen from their analytical expressions. For higher $\mu_B$ value of $\eta_1/T^3$ and $\eta_2/T^3$ is higher. Variation of both $\eta_1/T^3$ and $\eta_2/T^3$ with temperature shows non monotonic behavior with a peak structure.

In Fig. (10) we show the variation of $\eta_3/T^3$ and $\eta_4/T^3$ with temperature for non vanishing values of $\mu_B$ for a finite magnetic field. Note that $\eta_3$ and $\eta_4$ are Hall type shear viscosities in magnetic field. Hence $\eta_3$ and $\eta_4$ are zero for zero magnetic field as well as for zero baryon chemical potential due to equal and opposite contributions of particles and antiparticles. Only at non vanishing magnetic field and finite $\mu_B$, $\eta_3$ and $\eta_4$ has non vanishing values. From Fig. (10) we see that with $\mu_B$ both $\eta_3/T^3$ and $\eta_4/T^3$ increases for non vanishing value of magnetic field. This behavior of $\eta_3$ and $\eta_4$ can be understood naively in the following way. Due to Hall type nature of $\eta_3$ and $\eta_4$ only baryons contribute to $\eta_3$ and $\eta_4$ at finite $\mu_B$. With increasing $\mu_B$ number density of baryons increases, this gives rise to increasing behaviour of $\eta_3/T^3$ and $\eta_4/T^3$.
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In Fig. (11) we show the variation of $\eta_3/T^3$ and $\eta_4/T^3$ with temperature for non vanishing values of magnetic field at finite $\mu_B$. From this figure we can see that with increasing magnetic field both $\eta_3/T^3$ and $\eta_4/T^3$ increases at large temperature. But at low temperature both $\eta_3/T^3$ and $\eta_4/T^3$ decreases with magnetic field. This behavior of $\eta_3/T^3$ and $\eta_4/T^3$ is similar to the other Hall type conductivities as discussed earlier. At low temperature due to large value of relaxation time both $\eta_3/T^3$ and $\eta_4/T^3 \sim 1/\omega_c$. On the other hand at high temperature due to large relaxation time $\eta_3/T^3 \sim \omega_c$. This different behavior of $\eta_3/T^3$ as well as $\eta_4/T^3$ with magnetic field at high and low temperature give rise to non monotonic variation of Hall type shear viscosities with magnetic field.

VII. CONCLUSION

Off central heavy ion collisions can produce a strong magnetic field. The life time of such a field during the evolution of QGP to hadron gas depends critically on transport coefficients like electrical conductivity. Similarly the other dissipative coefficients in presence of magnetic field are also important and essential ingredients for the
FIG. 10: Left plot: Variation of $\eta_3/T^3$ with temperature for a non vanishing magnetic field and different values of $\mu_B$. Right plot: Variation of $\eta_4/T^3$ with temperature for a non vanishing magnetic field and different values of $\mu_B$. Behavior of $\eta_3/T^3$ and $\eta_4/T^3$ are similar with $\mu_B$ and temperature apart from their numerical values. With increasing $\mu_B$ bulk type shear viscosities $\eta_3/T^3$ and $\eta_4/T^3$ increases.

FIG. 11: Left plot: Variation of $\eta_3/T^3$ with temperature for different values of non vanishing magnetic field and finite $\mu_B$. Right plot: Variation of $\eta_4/T^3$ with temperature for different values of non vanishing magnetic field and finite $\mu_B$. Variation of $\eta_3/T^3$ and $\eta_4/T^3$ with temperature and magnetic field are similar apart from their numerical values. For low temperature $\eta_3/T^3$ and $\eta_4/T^3$ decreases with magnetic field. On the other hand for high temperature both $\eta_3/T^3$ and $\eta_4/T^3$ increases with magnetic field. Variation of $\eta_3/T^3$ and $\eta_4/T^3$ with temperature is non monotonic with a peak.

magnetohydrodynamic evolution of the strongly interacting medium produced subsequent to the collision. We have here attempted to evaluate some of these coefficients for magnetized hot and dense hadronic matter. The explicit calculations are performed within the hadron resonance gas model.

We have used the Boltzmann transport equation in the relaxation time approximation to estimate the transport coefficients. We have incorporated the effect of magnetic field through the cyclotron frequency of individual hadrons. Due to the vector nature of the field, the transport coefficients are no longer isotropic. It is observed that the anisotropic transport coefficients are always smaller than their isotropic counterpart at vanishing magnetic field.
For strong fields the effects arising from collision become smaller compared to the effects arising from the cyclotron frequency.

For shear viscosity due to the presence of magnetic field, the transverse viscosity coefficient will be smaller compared to the longitudinal viscosity coefficient and will affect transverse flow. The structure of the viscous stress tensor in a magnetic field is model independent. However the precise value of the transverse shear viscosity depend on the model considered. The viscous properties of the fluid extracted from flow data can lead to a more ideal fluid behaviour in the presence of magnetic field [76].

In the context of electrical conductivity, it was seen that Hall conductivity $\sigma_1$ for hadron gas generically increases with magnetic field [68]. It is also observed here that the non Hall type conductivity $\sigma_2$ increases with magnetic field while the component $\sigma_0$ decreases with magnetic field. It is to be noted that $\sigma = \sigma_0 + \sigma_2$ is the electrical conductivity in the absence of magnetic field.

Similar behavior is also observed for the anisotropic thermal conductivities ($k_0, k_1$ and $k_2$). The “Hall type” thermal conductivity $k_1$ generically increases with magnetic field. The non Hall type conductivity $k_0$ decreases with magnetic field while $k_2$ increases with magnetic field keeping $k = k_0 + k_2$, being independent of magnetic field with a value as one would obtain in the absence of magnetic field. In the present work, we have included the effect of magnetic field through cyclotron frequency of individual hadrons and have not taken the quantum effects arising from Landau quantization. Further the relaxation time has been included with a hard sphere scattering where effect of magnetic field is not included. Some of these calculations are in progress and will be reported elsewhere.
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