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ABSTRACT

In this paper, for solving the multiple-sets split feasibility problem (MSSFP) in Hilbert spaces, we present a general approach to design iterative methods. We propose a weak convergence string-averaged algorithmic scheme and a strong convergence string-averaged algorithmic scheme. The strong convergence string averaged algorithmic scheme is constructed based on the general iterative method for nonexpansive mappings, in which the step-size is computed directly in each iteration without the knowledge of the operator norm. These algorithmic schemes contain not only improvement modifications of the well known cyclic and simultaneous iterative methods as particular cases but also new ones.
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1. Introduction and preliminaries

Let \( I = \{1, 2, \ldots , N \} \) and \( J = \{1, 2, \ldots , M \} \) with any fixed positive integers \( N \) and \( M \). Let \( H_1 \) and \( H_2 \) be two real Hilbert spaces with \( \{C_i\}_{i \in I} \) and \( \{Q_j\}_{j \in J} \) being two families of closed convex subsets in \( H_1 \) and \( H_2 \), respectively. Let \( A \) be a bounded linear mapping from \( H_1 \) into \( H_2 \) with the norm denoted by \( \|A\| \). We use the symbol \( E, \langle \cdot , \cdot \rangle \) and \( \| \cdot \| \) to define the identity mapping, an inner product and a norm, respectively, in any Hilbert space.

The MSSFP is to find a point
\[
p \in C := \cap_{i \in I} C_i \quad \text{such that} \quad Ap \in Q := \cap_{j \in J} Q_j.
\]
(1.1)

Denote by \( \Gamma \) the set of solutions for (1.1). Throughout this paper, we assume that \( \Gamma \neq \emptyset \). This problem was first introduced by Censor and Elfving [1] for modeling inverse problems that arise from phase retrievals and in image reconstruction [2],[3]. Recently, the MSSFP can also be used to model the intensity-modulated radiation therapy [4],[5].

For solving the split feasibility problem, that is (1.1) with \( N = M = 1 \), Byrne [2],[3] introduced a well-known iterative method, named CQ-method and defined by
\[
x^{k+1} = P_C (E - \gamma A^T (E - P_Q) A)x^k, \quad k \geq 1,
\]
(1.2)
with a fixed real number \( \gamma \in (0, 2/\|A\|^2) \), where \( P_C \) and \( P_Q \) denote the metric projections on the sets \( C \) and \( Q \), respectively, and \( A^T \) stands for the transpose of \( A \).

Up to now, there is a long list of works concerning iterative methods to solve (1.1), for example, see [6]–[13] and references therein. These methods are extensions and modifications of (1.2) in different directions. In many works, one used the gradient of a proximity function, that measures the distance of a point to all the sets in the image space, to construct iterative methods. Among them, there are two important ones, the first of which is the cyclic iterative method,
\[
x^{k+1} = P_{C_{m(k)}} (E - \gamma \sum_{j=1}^{M} \eta_j A^* (E - P_{Q_j}) A)x^k,
\]
(1.3)
where \( m(k) = k \mod (N + 1) \), \( \eta_j > 0 \) for every \( 1 \leq j \leq M \) and \( A^* \) denotes the adjoint of \( A \).

Another method is the simultaneous iterative one,
\[
x^{k+1} = \sum_{i=1}^{N} \beta_i P_{C_i} (E - \gamma \sum_{j=1}^{M} \eta_j A^* (E - P_{Q_j}) A)x^k,
\]
(1.4)
where \( \beta_i > 0 \) for all \( i \) such that \( \sum_{i=1}^{N} \beta_i = 1 \) and \( 0 < \gamma < 2/\tilde{L} \) with \( \tilde{L} = \|A\|^2 \sum_{j=1}^{M} \eta_j \). Xu [10] showed that (1.3) and (1.4) converge weakly to an element in \( \Gamma \). Recently, Buong [6] proposed two weakly convergent improvement modifications of (1.3) and (1.4) with two new iterative methods, described in a general form,
\[
x^{k+1} = P_1 (E - \gamma A^* (E - P_2) A)x^k,
\]
(1.5)
where \( P_1 = P_{C_1} \cdots P_{C_N} \) or \( P_1 = \sum_{i=1}^{N} \beta_i P_{C_i} \) and \( P_2 = P_{Q_1} \cdots P_{Q_M} \) or \( P_2 = \sum_{j=1}^{M} \eta_j P_{Q_j} \), with positive real numbers \( \beta_i \) and \( \eta_j \), satisfying \( \sum_{i=1}^{N} \beta_i = \sum_{j=1}^{M} \eta_j = 1 \).

In the case that \( H_1 \equiv H_2 \) and \( A = E \), the MSSFP deduces to the convex feasibility problem (CFP), that is to find a point \( p \in C \). To solve the CFP, Censor et al. [14] proposed an algorithmic scheme in which the end-points of strings of sequential projections onto the constraints are averaged.

In Section 2, motivated by the results in the works above, we introduce two algorithmic schemes that contains the algorithm (1.5) and new others as particular cases. Specifically, in Section 2.1, for solving (1.1), we propose a new weak convergence string-averaged algorithmic scheme. In Section 2.2, in order to obtain the strong convergence, based on the general iterative method for nonexpansive mappings [15], we give a new general string-averaged algorithmic scheme with a self-adaptive step-size.
First, we list some facts that will be used in the proof of our results.

**Definition 1.1** A mapping $T$ from a subset $C$ of a Hilbert space $H$ into $H$ is called:
(i) $\theta$-Lipschitz continuous with a Lipschitz constant $\theta \in [0, \infty)$ if $\|Tx - Ty\| \leq \theta \|x - y\|$ for all $x, y \in C$ and nonexpansive if $\theta = 1$;
(ii) $\gamma$-inverse strongly monotone if $\gamma \|Tx - Ty\|^2 \leq \langle Tx - Ty, x - y \rangle$ for all $x, y \in C$ where $\gamma$ is a positive number and firmly nonexpansive if $\gamma = 1$;
(iii) averaged, if $T = (1 - \alpha)E + \alpha U$ for some fixed $\alpha \in (0, 1)$ and a nonexpansive mapping $U$ and we say $T$ is $\alpha$-averaged;
(iv) $\eta$-strongly monotone and $\gamma$-strictly pseudocontractive, if it satisfies, respectively, the conditions, $\langle Tx - Tz, x - z \rangle \geq \eta \|x - z\|^2$ and $\langle (T - \gamma E)x, x - z \rangle \leq \|x - z\|^2 - \gamma \|Tz - x\|^2$ for all $x, z \in C$ and $\eta$ and $\gamma$ are some positive real numbers.

For a closed convex subset $C$ of $H$, there exists a mapping $P_C$ from $H$ onto $C$ such that $\|P_Cx - x\| = \inf_{y \in C} \|y - x\|$ for each $x \in H$. The mapping $P_C$ is called the metric projection on $C$. We know that $P_C$ is firmly nonexpansive (hence, nonexpansive) and $(1/2)$-averaged. Moreover, $\|x - P_Cx\|^2 + \|P_Cx - z\|^2 \leq \|x - z\|^2$, $x \in H, z \in C$. We denote by $\text{Fix}(T) = \{x \in C : Tx = x\}$, the set of fixed points for a mapping $T$.

**Lemma 1.1** ([16]) Let $H$ be any real Hilbert space, let $T_i$ be an $\alpha_i$-averaged mapping with $\alpha_i > 0$ for each $i \in \{1, 2, \cdots, S\}$ and let $\omega = (\omega_1, \omega_2, \cdots, \omega_S)$ be a positive real vector such that $\sum_{i=1}^{S} \omega_i = 1$. Set $T = \sum_{i=1}^{S} \omega_i T_i$ and $\alpha = \sum_{i=1}^{S} \omega_i \alpha_i$. Then, $T$ is $\alpha$-averaged. Moreover, $\bar{T} = T ST_{S-1} \cdots T_1$ is $\bar{\alpha}$-averaged with $\bar{\alpha} = 1/(1 + 1/\sum_{i=1}^{S} \omega_i/(1 - \alpha_i))$ and $\text{Fix}(T) = \cap_{i=1}^{S} \text{Fix}(T_i)$.

**Lemma 1.2** ([17]) Let $C$ be a closed convex subset of a real Hilbert space $H$ and let $T : C \to C$ be a nonexpansive mapping with $\text{Fix}(T) \neq \emptyset$. If $\{z^i\}$ is a sequence in $C$ weakly converging to $x$ and if $\{(E - T)z^i\}$ converges strongly to $y$, then $(E - T)x = y$. In particular, if $y = 0$, then $x \in \text{Fix}(T)$.

**Lemma 1.3** ([18]) Let $\{a_k\}$ and $\{c_k\}$ be sequences of real numbers, having the properties:

- $a_{k+1} \leq (1 - t_k)a_k + t_k c_k$, $a_k \geq 0$, $\limsup_{k \to \infty} c_k \leq 0$ and $t_k$ satisfies condition (1): $t_k \in (0, 1)$ for all $k \geq 1$, $\lim_{k \to \infty} t_k = 0$ and $\sum_{k=1}^{\infty} t_k = \infty$.

Then, $\lim_{k \to \infty} a_k = 0$.

**Lemma 1.4** ([19]) Let $H$ be a real Hilbert space and let $F : H \to H$ be an $\eta$-strongly monotone and $\gamma$-strictly pseudocontractive mapping with $\eta + \gamma > 1$. Then, for any $t \in (0, 1), E - tF$ is contractive with constant $1 - t\tau$ where $\tau = 1 - \sqrt{(1 - \eta)/\gamma}$.

**Lemma 1.5** ([20]) Let $\{a_k\}$ be a sequence of real numbers with a subsequence $\{k_l\}$ of $\{k\}$ such that $a_{k_l} < a_{k_l+1}$ for all integer numbers $l \geq 1$. Then, there exists a nondecreasing sequence $\{m_k\} \subseteq \{k\}$ such that $m_k \to \infty, a_{m_k} \leq a_{m_k+1}$ and $a_k \leq a_{m_k+1}$ for all (sufficiently large) integer numbers $k \geq 1$. In fact, $m_k = \max\{l \leq k : a_l \leq a_{l+1}\}$.

2. Main results

2.1. String-averaged algorithmic scheme for the multiple-sets split feasibility problem

Let the string $I_t = (i_{t1}, i_{t2}, \ldots, i_{t\gamma(I_t)})$ be a finite nonempty subset of $I$, for every $t = 1, 2, \cdots, S_1$, where the length of the string $I_t$, denoted by $\gamma(I_t)$, is the number of elements in $I_t$. Put $T_{t1} := P_{t_i(l)} \cdots P_{t2} P_{t1}$, where $P_{tl} = P_{C_{tl}^1}$ for $l = 1, 2, \cdots, \gamma(I_t)$ and $t = 1, 2, \cdots, S_1$.

Given a positive weight vector $\beta = (\beta_1, \beta_2, \cdots, \beta_{S_1})$ with $\sum_{l=1}^{S_1} \beta_l = 1$, we define the algorithmic mapping $P_1 := \sum_{i=1}^{S_1} \beta_l T_{l1}$. We suppose that every element of $I$ appears in at least
one of the string $I_t$. Analogously, for the family $\{Q_j\}_{j \in J}$, we can construct the mapping $P_2 := \sum_{l=1}^{S_2} \eta_l T_l^2$ where $T_l^2 := P_{\gamma(I_l)} P_{\alpha(I_l)} P_{\gamma(I_l)}^{t_l}$ for $t_l = 1, 2, \ldots, S_2$, $l = 1, 2, \ldots, \gamma(I_l)$ and $\eta = (\eta_1, \eta_2, \ldots, \eta_{S_2})$ is also a positive weight vector such that $\sum_{l=1}^{S_2} \eta_l = 1$.

First, we need to prove the following lemma.

**Lemma 2.1** Let $z \in \Gamma$ if and only if $(E - P_1)z = A^*(E - P_2)Az = 0$. Moreover, the last equality holds if and only if $(E - P_2)Az = 0$.

**Proof.** Clearly, when $z \in \Gamma$, we have that $z \in C_i$ and $Az \in Q_j$ for every $i \in I$ and $j \in J$. Consequently, for all $t = 1, 2, \ldots, S_1$, we have that $T_l^1 z = z$ and for $t = 1, 2, \ldots, S_2$, $T_l^2 Az = Az$. From the last two equalities and the properties of $\beta_t$ and $\eta_t$ it follows $(E - P_1)z = A^*(E - P_2)Az = 0$. Inversely, we have to prove that if $z$ satisfies the equalities then $z \in \Gamma$. Take any point $p \in \Gamma$. It is easy to see that

$$
\|z - p\|^2 = \|P_1 z - p\|^2 \leq \sum_{l=1}^{S_1} \beta_l \|T_l^1 z - p\|^2 \leq \|z - p\|^2 - \sum_{l=1}^{S_1} \beta_l \sum_{t=1}^{\gamma(I_l)} \|U_t^l z - U_t^{l+1} z\|^2,
$$

where $U_t^l = P_{2l} \cdot \ldots \cdot P_{2l} P_{\gamma(I_t)}$ and $U_t^0 = E$. Therefore, we get that $\|U_t^l z - U_t^{l+1} z\|^2 = 0$ for $l = 1, 2, \ldots, \gamma(I_t)$, because $\beta_t > 0$. Taking $l = 1, 0$, we obtain that $U_1^1 z = z$, which together with the case that $l = 2$ implies $U_t^2 z = z$. Repeating the process for $l = 3, \ldots, \gamma(I_t)$, we get that $U_t^l z = z$ for $l = 3, \ldots, \gamma(I_t)$. Finally, $U_t^l z = z$ for $l = 1, 2, \ldots, \gamma(I_t)$ and $t = 1, 2, \ldots, S_1$.

Since each element of $I$ appears in at least one $I_t$, $P_{C_t} z = z$ for each $i \in I$. So, in order to finish the proof for the first conclusion, it is sufficient to show that $P_{Q_j} Az = Az$ for all $j \in J$. Indeed, from $A^*(E - P_2)Az = 0$ and the nonexpansivity of $P_2$, we can write, respectively, that $P_2 Az = Az - w$ where $A^*w = 0$ and

$$
\|Az - Ap\|^2 \geq \|P_2 Az - P_2 Ap\|^2 = \|Az - w - Ap\|^2 = \|Az - Ap\|^2 + \|w\|^2 - 2\langle A^*w, z - p \rangle.
$$

Thus, $w = 0$. Consequently, $P_2 Az = Az$. By the similar argument as the above, we get the first conclusion. For the second conclusion, we need only to prove the case that if $A^*(E - P_2)Az = 0$ then $(E - P_2)Az = 0$. Indeed, from the $(1/2)$-inverse strongly monotone property of $(E - P_2)$ [21], we get that

$$
0 \leq (1/2)(E - P_2)Az - (E - P_2)Az = (E - P_2)Az = 0.
$$

This completes the proof. \hfill \Box

We have the following results.

**Theorem 2.1** Let $H_1$ and $H_2$ be two real Hilbert spaces, let $A : H_1 \to H_2$ be a bounded linear mapping such that $A \neq 0$. Let $C_i$ and $Q_j$, for each $i \in I$ and $j \in J$, be closed convex subsets in $H_1$ and $H_2$, respectively. Assume that $\Gamma \neq \emptyset$. Then, the sequence $\{x^k\}$, defined by Algorithmic scheme 1:

$$
x^{k+1} = Tx^k, \quad T = P_1 (E - \gamma A^* (E - P_2) A),
$$

(2.1)

where $\gamma 
\in (0, 1/\|A\|^2)$ is a fixed number, converges weakly to a solution of (1.1), as $k \to \infty$.

**Proof.** Since $P_{\gamma(I_t)}$ is $(1/2)$-averaged, by Lemma 1.1, the mapping $T_l^1$ is $\alpha_t$-averaged with $\alpha_t = 1/(1 + 1/\gamma(I_t))$, and hence, $P_1$ is a $\beta$-averaged mapping with $\beta = \sum_{l=1}^{S_1} \beta_l \alpha_t l$. Meantime, since $P_2$ is nonexpansive, by using Lemma 3.3 in [22], the mapping $E - \gamma A^*(E - P_2)A$ is $\eta$-averaged, where $\eta = \gamma \|A\|^2$ and $0 < \gamma < 1/\|A\|^2$. Therefore, again by Lemma 1.1, the mapping $T$ is $\tau$-averaged with $\tau = (\beta + \eta - 2\beta \eta)/(1 - \eta)$. Thus, from Lemmas 2.1 and 1.1, we have that Fix($T$) = Fix($P_1$) $\cap$ Fix($E - \gamma A^*(E - P_2)A$) = Fix($P_1$) $\cap$ $\text{Zer}(A^*(E - P_2)A) = \Gamma$, where $\text{Zer}(B)$ denotes the set of $x$ such that $Bx = 0$ for any mapping $B$ in $H_1$. Further, by using Theorem 2.1 in [3], we get the conclusion. \hfill \Box

**Remark 2.1** Taking $S_1 = S_2 = 1$, we have that $P_1 = P_{C_1} P_{C_2} P_{C_1}$ and $P_2 = P_{Q_1} P_{Q_2} P_{Q_1}$. 
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When $S_1 = N$ and $S_2 = M$ with $\gamma(I_t) = \gamma(J_t) = 1$, we obtain that $P_1 = \sum_{i=1}^{N} \beta_i P_{C_i}$ and $P_2 = \sum_{j=1}^{M} \eta_j P_{Q_j}$. Then, the method (2.1) in this case contains (1.5), as particularities.

2.2. A general string-averaged algorithmic scheme for the multiple-sets split feasibility problem

In this section, in order to obtain the strong convergence, we propose a new algorithmic scheme based on the general iterative method for nonexpansive mappings, introduced by Marino and Xu [15].

Algorithmic scheme 2:
Step 1. Let $x^1$ and $\varepsilon_1$ be any point in $H_1$ and any positive real number, respectively. Set $k := 1$;
Step 2. Assume that the $k$th iterate $x^k$ has been constructed. If $(E - P_1)x^k = (E - P_2)Ax^k = 0$ then stop and $x^k$ is a solution of (1.1). Otherwise, compute
$$a^k = P_1 (E - \gamma_k A^*(E - P_2)A)x^k, \quad x^{k+1} = t_k \gamma f x^k + (E - t_k F) a^k,$$
where $\gamma_k = \rho_k q(x^k)/\|A^*(E - P_2)Ax^k\|^2$ if $(E - P_2)Ax^k \neq 0$ and
$$\gamma_k = \frac{\rho_k q(x^k)}{\|A^*(E - P_2)Ax^k\|^2 + \varepsilon_k^2},$$
if $(E - P_2)Ax^k = 0$, with $q(x) = (1/2) \sum_{i=1}^{S_2} \eta_i \| (E - T^2_i) Ax \|^2$, a new proximity function, $f : H_1 \to H_1$ is a $\theta$-Lipschitz continuous mapping with a Lipschitz constant $\theta \in [0, \infty)$ and $F : H_1 \to H_1$ is an $\eta$-strongly monotone and $\gamma$-strictly pseudocontractive mapping.
Step 3. Set $k := k + 1$ and go to Step 2.

We assume parameters $\rho_k$ and $\varepsilon_k$ for all $k \geq 1$, satisfy, respectively, the following conditions:

$(\rho)$: $0 < \rho < \rho_k \leq \overline{\rho} < 2$ and
$(\varepsilon)$: $\{\varepsilon_k\}$ is a bounded sequence of positive real numbers such that $\lim \inf_{k \to \infty} \varepsilon_k > 0$.

For the sake of simplicity, when $(E - P_1)x^k \neq 0$, the next iterate $x^{k+1}$ can be calculated by (2.2) and (2.3) without verifying that $(E - P_2)Ax^k$ equal or does not equal to zero.

Theorem 2.2 Let $H_1, H_2, A, C_i$ and $Q_j$ with $\Gamma$ be as in Theorem 2.1. Let $f : H_1 \to H_1$ be a $\theta$-Lipschitz continuous mapping with a Lipschitz constant $\theta \in [0, \infty)$ and let $F : H_1 \to H_1$ be an $\eta$-strongly monotone and $\gamma$-strictly pseudocontractive mapping such that $\gamma + \gamma > 1$. Assume that there hold conditions $(\rho)$, $(\varepsilon)$ and $(t)$, $\overline{\rho} \in (0, \tau/\gamma)$ is a fixed number with $\tau = 1 - \sqrt{(1 - \eta)/\gamma}$ when $\theta \neq 0$ and $\overline{\rho} = 0$ when $\theta = 0$. Then, the sequence $\{x^k\}$, defined by Algorithmic scheme 2, converges strongly to a point in $\Gamma$, as $k \to \infty$.

Proof. We only discuss the case when the algorithm does not stop after finite number of iterates. First, we consider the case when $\theta \neq 0$. We prove that $\{x^k\}$, defined by Algorithmic scheme 2, is bounded. Take a point $p \in \Gamma$. Then, since $P_1$ and $T^2_i$ are nonexpansive and $E - T^2_i$ is $(1/2)$-inverse strongly monotone [21] for each $t = 1, 2, \cdots, S_2$, we have that
$$\|u^k - p\|^2 = \|P_1 (E - \gamma_k A^*(E - P_2)A)x^k - P_1 p\|^2 \leq \|x^k - p - \gamma_k A^*(E - P_2)Ax^k\|^2$$
$$= \|x^k - p\|^2 - 2\gamma_k \langle (E - P_2)Ax^k - (E - P_2)Ap, Ax^k - Ap \rangle$$
$$+ \gamma_k^2 \|A^*(E - P_2)Ax^k\|^2$$
$$= \|x^k - p\|^2 - 2\gamma_k \sum_{i=1}^{S_2} \eta_i \langle (E - T^2_i)Ax^k - (E - T^2_i)Ap, Ax^k - Ap \rangle$$
$$+ \gamma_k^2 \|A^*(E - P_2)Ax^k\|^2$$
$$\leq \|x^k - p\|^2 - 2\gamma_k q(x^k) + \gamma_k^2 \|A^*(E - P_2)Ax^k\|^2 + \varepsilon_k^2$$
$$= \|x^k - p\|^2 - \rho_k (2 - \rho_k) q^2(x^k)/(\|A^*(E - P_2)Ax^k\|^2 + \varepsilon_k^2) \leq \|x^k - p\|^2.$$
Therefore,
\[
\|x^{k+1} - p\| = \|tk\bar{\gamma}(f(x^k - f) + (E - t_k F)u^k - (E - t_k F)p - tkFp + tk\bar{\gamma}fp\|
\leq t_k\bar{\gamma}\|x^k - p\| + (1 - t_k\bar{\gamma})\|u^k - p\| + tk\|Fp - \bar{\gamma}fp\|
\leq (1 - t_k(\tau - \bar{\gamma}\theta))\|x^k - p\| + tk\|Fp - \bar{\gamma}fp\|
\leq \max\{\|x^1 - p\|, \|Fp - \bar{\gamma}fp\|/(\tau - \bar{\gamma}\theta)\},
\]
from which it follows the boundedness of \(\{x^k\}\). Further, we have the following estimate
\[
\|x^{k+1} - p\|^2 \leq (1 - t_k(\tau - \bar{\gamma}\theta))\|x^k - p\|^2 - \tilde{\rho}\frac{q^2(x^k)}{(\|A^*(E - \mathcal{P}_2)Ax^k\| + \varepsilon_k)^2}
- 2t_k\|Fp - \bar{\gamma}fp, x^{k+1} - p\|,
\]
where \(\tilde{\rho}\) is some positive constant such that \((1 - t_k\bar{\tau})\rho_k(2 - \rho_k) \geq \tilde{\rho}\) for all \(k \geq 1\). We need only to consider two cases.

Case 1. \(\|x^{k+1} - p\| \leq \|x^k - p\|\) for all \(k \geq k_0\) large enough. Then, there exists \(\lim_{k \to \infty} \|x^k - p\|\). From (2.5) it follows that
\[
0 \leq \frac{\tilde{\rho}q^2(x^k)}{(\|A^*(E - \mathcal{P}_2)Ax^k\| + \varepsilon_k)^2} \leq \|x^k - p\|^2 - \|x^{k+1} - p\|^2
- t_k(\tau - \bar{\gamma}\theta)\|x^k - p\|^2 + 2t_k\|Fp - \bar{\gamma}fp\|\|x^{k+1} - p\|.
\]
So, from (2.6), the existence of \(\lim_{k \to \infty} \|x^k - p\|\) with the boundedness of \(\{x^k\}\) and property of \(\{\varepsilon_k\}\), we get that \(\lim_{k \to \infty} q(x^k) = 0\). Thus, \(\lim_{k \to \infty} \|(E - T^2)Ax^k\| = 0\) for all \(t = 1, \cdots, S_2\), and hence,
\[
\lim_{k \to \infty} \|(E - \mathcal{P}_2)Ax^k\| = 0
\]
and \(\lim_{k \to \infty} \|(E - \mathcal{P}_2)Ax^k\| = 0\). Put \(v^k := -\bar{\gamma}A^*(E - \mathcal{P}_2)Ax^k\) and \(z^k = x^k + v^k\). It is clear that \(\lim_{k \to \infty} v^k = 0\) and
\[
\|u^k - p\|^2 = \|P_1z^k - p\|^2 \leq \sum_{t=1}^{S_1} \beta_t \|T_1^iz^k - p\|^2
\leq \|z^k - p\|^2 - \sum_{t=1}^{S_1} \beta_t \|U_{1t}z^k - U_{1t-1}z^k\|^2
\leq \|x^k - p\|^2 + 2\|v^k\|^2 \|z^k - p\|^2 - \sum_{t=1}^{S_1} \beta_t \|U_{1t}z^k - U_{1t-1}z^k\|^2.
\]
Therefore,
\[
\|x^{k+1} - p\|^2 \leq t_k\bar{\gamma}\theta\|x^k - p\|^2 + \|x^k - p\|^2 + 2\|v^k\|^2 \|z^k - p\|
- \sum_{t=1}^{S_1} \beta_t \|U_{1t}z^k - U_{1t-1}z^k\|^2 + 2t_k\|Fp - \bar{\gamma}fp\|\|x^{k+1} - p\|,
\]
and hence, \(\lim_{k \to \infty} \|U_{1t}z^k - U_{1t-1}z^k\| = 0\) for all \(t = 1, 2, \cdots, S_1\). As in the proof of Lemma 2.1,
\[
\lim_{k \to \infty} \|(E - P_{C_I})x^k\| = 0 \forall i \in I.
\]
Since \(\{x^k\}\) is bounded, there exists a subsequence \(\{x^{km}\}\) of the sequence \(\{x^k\}\) such that \(x^{km}\) converges weakly to a point \(\bar{p} \in H_1\) as \(m \to \infty\). Then, \(Ax^{km}\) also converges weakly to \(A\bar{p}\). From Lemmas 1.2 and 2.1 with (2.7) and (2.8) it follows that \(\bar{p} \in \Gamma\). Similarly, we have that every cluster point of \(\{x^k\}\) belongs to \(\Gamma\). Therefore,
\[
\lim\sup_{k \to \infty} \langle F_{p_*} - \bar{\gamma}fp_{p_*}, p_* - x^k \rangle = \lim_{m \to \infty} \langle F_{p_*} - \bar{\gamma}fp_{p_*}, p_* - x^{km} \rangle = \langle F_{p_*} - \bar{\gamma}fp_{p_*}, p_* - \bar{p} \rangle \leq 0,
\]
where \(p_*\) is a unique solution of \(p_* \in \Gamma\) : \(\langle F_{p_*} - \bar{\gamma}fp_{p_*}, p_* \rangle \leq 0 \forall p \in \Gamma\). Now, from (2.5) we have that
\[
\|x^{k+1} - p_*\|^2 \leq (1 - t_k(\tau - \bar{\gamma}\theta))\|x^k - p_*\|^2 + 2t_k\langle F_{p_*} - \bar{\gamma}fp_{p_*}, p_* - x^{k+1} \rangle.
\]
By Lemma 1.3, \(\|x^k - p_*\| \to 0\) as \(k \to \infty\).
Case 2. There exists a subsequence \{k_l\} of \{k\} such that \( \|x^{k_l} - p\| < \|x^{k_l+1} - p\| \) for all \( l \geq 0 \). Hence, by Lemma 1.5, there exists a nondecreasing sequence \{m_k\} \subseteq \{k\} such that \( m_k \to \infty \),
\[
\|x^{m_k} - p\| \leq \|x^{m_k+1} - p\| \quad \text{and} \quad \|x^k - p\| \leq \|x^{m_k+1} - p\|
\] (2.9)
for each \( k \geq 1 \). Then, from (2.5) and the first inequality in (2.9), we know that
\[
\|x^{m_k} - p\|^2 \leq (2/(\tau - \theta))(FP - \tau fp, p - x^{m_k+1}).
\] (2.10)
In this case, instead of (2.6), we get that
\[
\rho q^2(x^{m_k}) = 0 \leq \|A^*(E - P_2)Ax^{m_k} + \delta_{m_k}\|^2 \leq 2t_m\|FP - \tau fp\|\|x^{m_k+1} - p\|,
\]
and hence, \( \lim_{k \to \infty} g(x^{m_k}) = 0 \). By the similar argument as in the proof for the case 1, \( \lim_{k \to \infty} \|(E - P_2)Ax^{m_k}\| = 0 \) and \( \lim_{k \to \infty} \|(E - P_{C_i})x^{m_k}\| = 0 \) for all \( i \in I \) and any cluster point of \( \{x^{m_k}\} \) belongs to \( \Gamma \). Thus, \( \limsup_{k \to \infty} \langle FP*, \tau fp*, p*, x^{m_k+1}\rangle \leq 0 \), which together with (2.10) implies that \( \|x^{m_k} - p_k\| \to 0 \) as \( k \to \infty \). Now, from (2.5) with \( k \) and \( p \) replaced, respectively, by \( m_k \) and \( p_k \), it follows that \( \|x^{m_k+1} - p_k\| \to 0 \). Noting the second inequality in (2.9), \( \|x^k - p_k\| \to 0 \).

In the case that \( \theta = 0, \tau = 0 \). Hence, (2.2) has the expression
\[
x^{k+1} = (E - t_kF)P_1(E - \gamma_k A^*(E - P_2)Ax^k.
\] (2.11)
Replacing \( \tau = 0 \) in the proof when \( \tau \neq 0 \), we obtain the conclusion. The proof is completed. □

**Remark 2.2** It is easy to see that \( F = E - f \) is also \( \eta \)-strongly monotone and \( \gamma \)-strictly pseudocontractive such that \( \eta + \gamma > 1 \), where \( f = aE + (1 - a)u \) with a fixed \( u \in H_1 \) and \( a \in (0, 1) \). Then, replacing \( F = E - f \) in (2.11), we obtain a modified Halpern’s algorithmic scheme,
\[
x^{k+1} = t_k u + (1 - t_k)P_1(E - \gamma_k A^*(E - P_2)Ax^k.
\] (2.12)
with a new \( t_k := (1 - a)t_k \).

From Theorem 2.2, we have the following result for the strong convergence of Halpern’s algorithmic scheme (2.12) with (2.3).

**Theorem 2.3** Let \( H_1, H_2, A, C_i \) and \( Q_j \) with \( \Gamma \) be as in Theorem 2.1. Assume that there hold conditions (c), (e) and (t). Then, the sequence \( \{x^k\} \), defined by the algorithmic scheme (2.12) with \( \gamma_k \) defined in Algorithmic scheme 2, converges strongly to a point in \( \Gamma \), as \( k \to \infty \).

3. Conclusion

In this paper, to solve the multiple-sets split feasibility problem (MSSFP) in Hilbert spaces, we proposed two string-averaged algorithmic schemes, one of which was given with the strong convergence and a self-adaptive step-size. We also considered the particular case of the proposed schemes.
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