Spin relaxation in wurtzite nanowires
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We theoretically investigate the D’yakonov-Perel’ spin relaxation properties in diffusive wurtzite semiconductor nanowires and their impact on the quantum correction to the conductivity. Although the lifetime of the long-lived spin states is limited by the dominant $k$-linear spin-orbit contributions in the bulk, these terms show almost no effect in the finite-size nanowires. Here, the spin lifetime is essentially determined by the small $k$-cubic spin-orbit terms and nearly independent of the wire radius. At the same time, these states possess in general a complex helical structure in real space that is modulated by the spin precession length induced by the $k$-linear terms. For this reason, the experimentally detected spin relaxation largely depends on the ratio between the nanowire radius and the spin precession length as well as the type of measurement. In particular, it is shown that while a variation of the radius hardly affects the magnetoconductance correction, which is governed by the long-lived spin states, the change in the spin lifetime observed in optical experiments can be dramatic. We compare our results with recent experimental studies on wurtzite InAs nanowires.

I. INTRODUCTION

Even though nanowires have been intensively investigated over the past decades, these promising objects continue to attract a profound interest within the nanoscience community.1 Aside from being the essential cornerstone for several fundamental discoveries,2–5 they will constitute a key element in the realization of future electronic and spintronics devices.6–11 To support this technical progress, a sound knowledge and reliable control of the system’s transport parameters, the spin-orbit coupling (SOC), and the spin relaxation are essential.

In combination with disorder, the SOC usually randomizes the spin precession and therewith induces a spin relaxation process, called D’yakonov-Perel’ (DP) mechanism, that significantly limits the spin lifetime.15 Since this often unwanted effect strongly depends on the device geometry, the strength and structure of the SOC, as well as the initial polarization texture of the spin density, it can be efficiently manipulated. For instance, in 2D electron and hole systems special configurations of the SOC parameters even allow for a realization of persistent spin textures.16–23 Additionally, the presence of a narrow boundary in systems of finite-size can yield a further slowdown of the DP spin relaxation, which is known as motional narrowing.24–32

The SOC can be extrinsically induced by breaking the inversion symmetry, e.g., by applying an electric field or heterointerfaces. It is also intrinsically present in crystals without a center of inversion, which generically concerns nanowires with a zinc-blende or wurtzite lattice. Nanowires built from III-V semiconductors, such as GaAs or InAs, are quite peculiar in the sense that their crystal structure can be found in the wurtzite phase even though the underlying material has a zinc-blende lattice in the bulk. Over the last years, numerous groups have successfully developed sophisticated understanding and techniques which facilitate an excellent control of the crystal phase.33–41 Since the intrinsic SOC effects in these exceptional wurtzite systems are relatively unexplored, several recent studies have addressed this issue theoretically42–47 and experimentally.48–50

Among the diverse experimental methods, low-field magnetoconductance and optical orientation measurements provide convenient access to the desired information on nanowires (cf. Fig. 1). On the one hand, magnetoconductance measurements enable to gather transport parameters and identify lifetimes of the long-lived spin states without requiring any previous spin polarization. On the other hand, they do not reveal details about the real space structure of the corresponding spin states, which can be rather complex and difficult to realize in other experiments. Besides that, applying this

![Fig. 1. Illustration of the two experimental techniques that can lead to very dissimilar results for the spin lifetime (cf. Secs. III B and III C). While probing the magnetoconductance (left) under influence of a gate-induced electric field determines the lifetime of the long-lived helical spin states, micro-photoluminescence measurements (center) follow the relaxation process of a homogeneous spin density which is excited by circularly polarized light.](https://arxiv.org/abs/1804.00148v2)
method requires experimental data fitting with the appropriate theoretical model, which is sensitive to the mesoscopic features of the system. Due to the lack of an adequate description, authors were compelled to use an existing theory which does not fully match with the mesoscopic details of the nanowire. In line with our previous studies, which were focused on zinc-blende nanowires, we fill this gap by providing a compatible model for the wurtzite counterpart.

In comparison, optical experiments are feasible to monitor the relaxation process of a spin density whose real space distribution has a well-defined structure. A downside of this technique is the limitation of possibilities concerning the initial polarization. For instance, time-resolved micro-photoluminescence typically probes a homogeneous spin polarization pattern parallel to the laser beam. Other approaches also enable a wave-like real space modulation of the spin texture. As demonstrated below, these different experimental methods can result in a huge discrepancy in the extracted spin lifetime for wurtzite nanowires.

The main objective of this article is to understand the D’yakonov-Perel’ spin relaxation properties in wurtzite nanowires. In analogy to our preceding article, Ref. 30, we choose a Cooperon-based approach which enables a simultaneous determination of the magnetoconductance correction. We use these results for a critical comparison of the often applied experimental techniques of magnetoconductance measurements and optical spin orientation (cf. Fig. 1), where we observe large discrepancies in the extracted spin relaxation rates. The nanowires are oriented along the [0001]-axis and considered diffusive in three spatial dimensions, where the diffusive motion is subject to a radial spin-conserving and insulating boundary condition. Aside from the intrinsic SOC effects resulting from the wurtzite lattice, an extrinsically side-gate-induced Rashba term is taken into account. The latter is relevant for a gate-dependent tuning of the SOC strength and spin relaxation rate in the magnetoconductance studies. Explicit expressions for the leading-order magnetoconductance correction are derived in zero-mode approximation for the Cooperon.

We gained the following key insights. In the bulk, the intrinsic spin relaxation is found to be limited by the dominant \( k \)-linear SOC terms, which agrees with experimental observations. In contrast, due to the radial boundary condition for nanowires the intrinsic spin relaxation of the long-lived spin states is determined by the typically small \( k \)-cubic SOC terms and is nearly independent of the radius. Since these relaxation rates enter the leading-order magnetoconductance correction, the experimentally observed intrinsic spin relaxation rates will be insignificant and a scaling with the radius hardly observable. At the same time, the corresponding long-lived eigenstates can assume a complex helical structure in real space, which is largely influenced by the ratio of the wire radius the and spin precession length. This has remarkable consequences for optical experiments, such as time-resolved micro-photoluminescence measurements, where spin densities are homogeneously polarized along the wire axis. Here, the deviation of the spin density distribution from the long-lived eigenstates is highly sensitive to the radius. As a consequence, we observe a dramatic radius-dependence of the spin relaxation rate. This also constitutes a striking difference to zinc-blende nanowires, where the according eigenstate has been found to be independent of the wire radius. These insights are of crucial importance for the accurate interpretation of experimental results regarding spin relaxation properties in nanowires. To underline the significance of our results, we discuss the case of a wurtzite InAs nanowire and compare with to two recent publications, which studied the spin relaxation in these systems by means of magnetoconductance measurements.

This paper is organized as follows. The model Hamiltonian for bulk electrons in the wurtzite lattice and a generic expression for the weak (anti)localization correction are introduced in Secs. II A and II B, respectively. In Sec. II C, we compute the Cooperon for the bulk system, which is subject to a radial boundary condition for nanowires, to be discussed in Sec. II D. Next, we analyze the intrinsic DP spin relaxation properties for the bulk system as well as for nanowires in Sec. III. The additional influence of a side-gate induced Rashba SOC on the lowest Cooperon eigenvalues (corresponding to the long-lived spin relaxation rates) is investigated in Sec. IV A. In the last step, the results are used to derive an analytical expression for the magnetoconductance correction in Sec. IV B.

II. THEORETICAL FOUNDATION

A. Electrons in the wurtzite lattice

The bulk electrons in the \( \Gamma_7 \) conduction band of a wurtzite type semiconductor with SOC are described by the Hamiltonian

\[
\mathcal{H} = \frac{\hbar^2 k^2}{2m} + \mathcal{H}_{\text{so}} + \mathcal{H}_{\text{so}}\text{.}
\]

The terms

\[
\mathcal{H}_{\text{so}}^{\text{ext}} = \alpha_R^{\text{ext}}(k_x\sigma_z - k_z\sigma_x),
\]

\[
\mathcal{H}_{\text{so}}^{\text{int}} = \left[ \gamma_R^{\text{int}} + \gamma_D \right] (k_z^2 - k_y^2) (k_y\sigma_x - k_z\sigma_y),
\]

with \( k_x^2 = k_y^2 + k_z^2 \) and \( \alpha_R^{\text{ext}} = \gamma_R^{\text{ext}}E \) denote the extrinsic (ext) and intrinsic (int) Rashba (R) and the Dresselhaus (D) SOC contributions with the material specific parameters \( \gamma_R^{\text{int}}, \gamma_D, \), and \( b \), the electric field strength \( E \), the Pauli matrices \( \sigma_i \), and the effective electron mass \( m \), which is here considered isotropic. In this notation, the \( z \)-axis corresponds to the [0001] crystal axis (c-axis). Hereby, we assume that the electrons in the wire experience a nearly homogeneous electric field perpendicular to the wire axis. Without loss of generality, it is aligned
with the system’s \( \hat{y} \)-axis, i.e., \( \mathcal{E} = \hat{z} \hat{y} \), and results in the external Rashba contribution \( \mathcal{H}^\text{ext}_{\text{R}} \).

### B. Weak (Anti)localization correction

The first-order correction to the Drude conductivity \( \Delta \sigma \) in a disordered conductor is found within diagrammatic perturbation theory by taking into account the quantum interference between self-crossing paths. The random disorder potential \( V_{\text{imp}}(r) \) is assumed to fulfill the following requirements: (i) We consider a standard white-noise model, which implies that the disorder potential vanishes on average and is uncorrelated, i.e., \( \langle V_{\text{imp}}(r) V_{\text{imp}}(r') \rangle = 0 \). (ii) The localization due to disorder is weak, meaning that the Ioffe-Regel criterion holds true, i.e., \( h / (e F \tau_{\text{c}}) \ll 1 \), where \( e F \tau_{\text{c}} \) is the Fermi energy and \( \tau_{\text{c}} \) is the mean elastic isotropic scattering time. Moreover, the electron motion is considered diffusive in all three spatial directions. Taking the average over all impurity configurations and summing up all maximally crossed ladder diagrams yields the quantum correction to the longitudinal static conductivity\(^{37} \) first to order in \( h / (e F \tau_{\text{c}}) \). It is given by the real part of the Kubo-Greenwood formula

\[
\Delta \sigma = \frac{2 e^2}{h} D_c \mathcal{V} \text{Re} \left( \sum_{Q,s,m_s} \chi_s \langle s, m_s | \hat{C}(Q) | s, m_s \rangle \right). \tag{4}
\]

In this formula, \( \mathcal{V} \) denotes the volume of the nanowire, \( D_c \) the 3D diffusion constant, i.e., \( D_c = v_F^2 \tau_c / 3 \), with the Fermi velocity \( v_F \), \( \hat{C} \) the Cooperon propagator, and \( Q = k + k' \) the Cooperon wave vector, which is the sum of the wave vector of an electron with spin \( \sigma \) and the wave vector of an electron with spin \( \sigma' \). The states \( | s, m_s \rangle \) represent the singlet-triplet basis of the system with two electrons, that is, \( s \in \{0,1\} \) is the total spin quantum number and \( m_s \in \{0, \pm 1\} \) the corresponding magnetic quantum number. As shown in Refs. 28 and 30, there exists a unitary transformation between the spin diffusion equation and the Cooperon and, therefore, an according basis transformation between the components of the spin density \( s \) and the triplet components \( | 1, m_s \rangle \) of the Cooperon. The respective transformation operator \( U_{\text{eq}} \) is given in the App. C. Furthermore, the factor \( \chi_s \), which is defined as \( \chi_0 = 1 \) and \( \chi_1 = -1 \). The sign indicates that, depending on the relative weight of the singlet and triplet matrix elements of the Cooperon, the conductivity correction can be either positive or negative, which refers to weak antilocalization or weak localization, respectively. Hereafter, we compute the Cooperon and the magnetoconductance correction following former approaches.\(^{27-30,58,68} \)

### C. Cooperon in the bulk

Treating SOC as a small perturbation to the kinetic part of the Hamiltonian \( \hat{H} \), and noting that the main contribution to the Cooperon results from terms near \( Q = 0 \), the Cooperon propagator \( \hat{C} \) can be written as

\[
\hat{C}(Q) = \frac{\tau_c}{\hbar} \left( 1 - \int \frac{dQ}{4 \pi} \frac{1}{1 - i \tau_c \Sigma(Q) / \hbar} \right)^{-1}, \tag{5}
\]

where \( \Sigma(Q) = \hat{H}(Q - k_F, \sigma) - \hat{H}(k_F, \sigma') \). Considering a sharp Fermi edge, the Fermi contour can be approximated in 3D by a sphere and the integral runs continuously over the solid angle \( \Omega \) of the Fermi wave vector \( k_F \) with constant length. Using the precondition \( \epsilon_F \tau_c / \hbar \gg 1 \), we may further simplify \( \Sigma(Q) \approx - \epsilon_F (h Q + 2 \mu \hbar \mathbf{S}) \) with the total electron spin vector \( \mathbf{S} \) in the singlet-triplet basis as defined in App. B. The matrix \( \hat{a} \) contains the SOC contributions, i.e.,

\[
\hat{a} = \begin{pmatrix} 0 & -a_{\text{int}} & a_{\text{ext}} \\ -a_{\text{int}} & 0 & 0 \\ a_{\text{ext}} & 0 & 0 \end{pmatrix}, \tag{6}
\]

with

\[
a_{\text{ext}} = a_{\text{ext}}^\text{R} / h, \quad a_{\text{int}} = \left[ \gamma \hat{R} + \gamma D (b k_z^2 - k_\perp^2) \right] / h.\]

For reasons of expediency and in accordance with previous publications, Refs. 28–30, 58, and 68, we define the Cooperon Hamiltonian as \( \hat{H}_c = (h D c \hat{C})^{-1} \). An additional Taylor expansion of the integrand in Eq. (5) to second order in \( (h Q + 2 \mu \hbar \mathbf{S}) \), yields

\[
\hat{H}_c = \left[ Q + 2 \epsilon \mathbf{A}_s / h \right]^2 + \Delta_s. \tag{7}
\]

This approximation is valid in the diffusive regime when the SOC energy is small in comparison to the scattering energy \( h / \tau_c \), which is also the necessary precondition for the D’yakonov-Perel’ spin relaxation. The impact of large SOC on the conductivity was studied in 2D systems in Refs. 69–71. The effect of SOC becomes manifest in two different ways which origins from the distinct spherical harmonic decomposition of the SOC contributions in the wave vector \( \mathbf{k} \). (i) The SOC terms due to the first-degree spherical harmonics in the wave vector \( \mathbf{k} \) lead to an effective vector potential \( \mathbf{A}_s = \mathbf{A}_s^{\text{ext}} + \mathbf{A}_s^{\text{int}} \), where

\[
\mathbf{A}_s^{\text{ext}} = \alpha_{R}^{\text{ext}} m / (e h) (S_z, 0, -S_x)^T, \tag{8}
\]

\[
\mathbf{A}_s^{\text{int}} = \left[ \gamma \hat{R} + \delta_D^{(1)} \right] m / (e h) (-S_y, S_x, 0)^T, \tag{9}
\]

with \( \delta_D^{(1)} = (b - 4) \gamma_D k_F^2 / 5 \), and therefore couples to the Cooperon momentum. (ii) In addition, we find an intrinsic spin-relaxation term \( \Delta_s = \delta_D^{(3)} \mathbf{S} \), where

\[
\delta_D^{(3)} = \frac{32}{115} ((1 + b) \gamma_D m k_F^2 / h^2)^2, \tag{10}
\]
which is a result of the third-degree spherical harmonics in the Dresselhaus field and is independent of the Cooperon momentum. The decomposition of the intrinsic SOC Hamiltonian $\mathcal{H}_{\text{soc}}^{\text{int}}$, Eq. (3), in terms of spherical harmonics is demonstrated in the App. A. Notably, in the analogous zinc-blende system the intrinsic SOC contains only third-degree spherical harmonic terms and does not give rise to an effective vector potential but solely leads to a contribution $\Delta_s$ that is diagonal in the triplet basis.30

The minima of the triplet eigenmodes $E_{T,j}$ are direct measures of the spin relaxation rate $(1/\tau_s)_j$ of a certain polarized spin density $s$ via the relation $(1/\tau_s)_j = D_s E_{T,j}$. For this reason, the minima of the spectrum are of particular interest as they allow to identify long-lived spin density states. In contrast to the term of shifting the global minimum of an eigenvalue to finite wave vectors $Q$ and thereby giving rise to helical spin states with longer spin lifetimes than the homogeneous counterpart ($Q_z = 0$). Moreover, the effective vector potential $A_s$ plays a crucial role in case of a boundary condition for the Cooperon as will be discussed in the following.

D. Finite-size effects

Owing to the finite-size geometry of the nanowire, the Cooperon has to be complemented by a boundary condition. The impact of the boundary becomes relevant if the dephasing length is larger than the nanowire diameter. As the length of the nanowire typically largely exceeds its radial extension, we assume periodic boundary conditions along the wire axis for simplicity. Considering spin-conserving and specular scattering at the insulating lateral surface, the boundary condition for a cylindrical nanowire reads27,72-74

$$\hat{\rho} \cdot (\nabla + 2ieA_s/\hbar)\hat{C}|_{\rho=R} = 0,$$

where $R$ denotes the radius of the wire and we introduced the standard cylindrical coordinates $(\rho, \phi, z)$ with the corresponding basis vectors $\{\hat{\rho}, \hat{\phi}, \hat{z}\}$. It is practical to simplify the above equation to a Neumann boundary condition, i.e., $\hat{\rho} \cdot (\nabla \hat{C})|_{\rho=R} = 0$. This can be achieved by performing a non-Abelian gauge transformation of the Cooperon (and simultaneously the Cooperon Hamiltonian), that is, $\hat{C} \rightarrow \hat{C}' = U_A \hat{C} U_A^\dagger$, with the unitary transformation operator $U_A = \exp[2ie(\hat{\rho} \cdot A_s)\rho/\hbar]$. As a downside of the mutual interplay of intrinsic and extrinsic SOC effects, the transformed Cooperon Hamiltonian $\hat{H}_c'$ has an ample and complex structure. Dealing with the resulting symbolic expressions is a delicate task and we shall discuss only specific situations analytically.

A suitable and generic real space basis for the transformed Cooperon (Hamiltonian) which satisfies the Neumann boundary condition is

$$\langle r|n,l,Q_z\rangle = J_{l}^{(n)}(\rho)e^{il\phi}e^{iQ_zz}/N_{nl},$$

with the angular momentum quantum number $l \in \mathbb{Z}$, the continuous plane wave number $Q_z$ along the wire axis, and an appropriate normalization constant $N_{nl}$. The radial dependence is given by the Bessel function of the first kind $J_{l}^{(n)} := J_{l}(\rho \zeta_{n,l}/R)$, where $\zeta_{n,l}$ signifies the $n$-th radial extremum ($n \in \mathbb{N}_+$) of the Bessel function of $J_l(\rho)$. Additionally, we define $J_{l}^{(0)} = \delta_{l,0}$ which corresponds to a constant solution in the cross-sectional plane and constitutes the lowest mode of $\hat{H}_c'$, usually denoted as zero-mode $|0\rangle$, i.e., $|0\rangle \equiv |n = 0, l = 0, Q_z\rangle$.

The zero-mode is of central interest since it allows to determine the spin states with the longest spin lifetime in narrow wires. These states are also characteristic to the conductance correction in transport as they yield the predominant contribution. In particular, if the wire is thin enough that the lowest Cooperon mode is well separated from the others, the transformed Cooperon Hamiltonian $\hat{H}_c'$ can be evaluated only for the lowest mode, i.e., $|0\rangle \hat{H}_c'|0\rangle$. This approach, which is often termed zero-mode approximation,27,73,74 is used in the following to obtain analytical expressions for the spin relaxation rates and compute the magnetoconductance correction.

However, it is essential to notice that, due to the gauge transformation, the lowest mode is position-dependent in the (untransformed) system. More precisely, the real space representation of the lowest mode of the Cooperon Hamiltonian $\hat{H}_c$ is in fact $U_A^\dagger \hat{H}_c U_A |0\rangle$. Consequently, the corresponding long-lived spin states have in general a rather complex helical structure in real space and are, therefore, often experimentally not accessible. Only in narrow wires, if the spin precession length is much larger than the boundary separation, the eigenstates are nearly homogeneous in real space. Exemplary in this context are optical orientation measurements or spin lasers, where the spin densities are homogeneously excited along the wire axis.13,48,75 For this reason, we will pay special attention to this scenario in Sec. III B 2.

III. INTRINSIC SPIN RELAXATION

The dynamics of a local spin density $s = s(r, t)$ follows the spin-diffusion equation28

$$0 = \partial_t s + D_s \hat{H}_{\text{SD}} s.$$  

An initial spin density $s_0$ evolves in time as $s_t = \exp(-D_s \hat{H}_{\text{SD}} t) s_0$. The spin-diffusion Hamiltonian $\hat{H}_{\text{SD}}$ is related to the Cooperon Hamiltonian $\hat{H}_c$ via the unitary transformation $\hat{H}_{\text{SD}} = U_{\text{cd}}^\dagger \hat{H}_c U_{\text{cd}}$, where $U_{\text{cd}}$ is defined in App. C. Consequently, by analyzing the Cooperon Hamiltonian we can study the temporal and spatial evolution of a spin density. In the following subsections, we omit the effects of a lateral gate electrode, i.e., $\alpha_{\text{R}}^{\text{ext}} = 0$. 

A. Spin relaxation in the bulk

In the bulk, the Cooperon Hamiltonian $\hat{H}_c$, Eq. (7), can be diagonalized in the basis of plane waves $|\mathbf{r}|\propto \exp(i\mathbf{r} \cdot \mathbf{Q})$ with the continuous wave vectors $\mathbf{Q}_i$. Then, the eigenvalues read as

$$E_S = Q^2,$$

$$E_{T,\pm} = Q^2 + \frac{3}{2} \left( Q_{so}^2 + \delta_D^{(3)} \right)$$

$$\pm \frac{1}{2} \sqrt{16Q_{z}^2 Q_{so}^2 + \left( Q_{so}^2 + \delta_D^{(3)} \right)^2},$$

$$E_{T,0} = Q^2 + Q_{so}^2 + \delta_D^{(3)},$$

where $Q_{x}^2 = Q_{y}^2 + Q_{z}^2$ and $Q_{so} = 2m(\gamma_R^{\text{int}} + \delta_D^{(3)})/h^2 = 2\pi/L_{so}$, where $L_{so}$ denotes the spin precession length due to the intrinsic SOC. Consequently, the spin relaxation rates for homogeneously polarized spin densities, i.e., $\mathbf{Q} = 0$, are

$$\langle \tau_s^{-1} \rangle_{\text{hom}} = \langle \tau_s^{-1} \rangle_{Q_0} / 2 = D_c(Q_{so}^2 + \delta_D^{(3)}),$$

where the $z$-polarized densities decay twice as fast as the states in the $x$-$y$-plane ($\perp$). Yet, for $\delta_D^{(3)} < 3Q_{so}^2$ (which is usually fulfilled) the spin densities with the longest spin lifetime are homogeneous along the $c$-axis but have helical structure in the $x$-$y$-plane. Their spin decays according to $(1/\tau_s)^{\text{helix}} = D_cE_{T,-}(Q_{\perp} = Q_0, Q_z = 0)$, that is,

$$\left( \frac{1}{\tau_s} \right)^{\text{helix}} = D_c \left[ \frac{7}{16} Q_{so}^2 + \frac{11}{8} \delta_D^{(3)} - \frac{1}{16} \left( \delta_D^{(3)} / Q_{so}^2 \right)^2 \right],$$

at the finite wave vectors perpendicular to the $c$-axis

$$Q_0 = \frac{1}{4} \sqrt{15Q_{so}^2 - 2\delta_D^{(3)} - \left( \delta_D^{(3)} / Q_{so}^2 \right)^2}.$$  

Disregarding the typically small cubic SOC term $\propto \delta_D^{(3)}$, the relaxation rate is about half as large as for the homogeneous long-lived state. We can identify the corresponding helical spin density as

$$\mathbf{s}(\mathbf{r}, t) \propto \left[ \frac{\mathbf{q}}{||\mathbf{q}||} \cos(\mathbf{q} \cdot \mathbf{r}) + \hat{z} \sin(\mathbf{q} \cdot \mathbf{r}) \right] \exp(-t/\tau_s^{\text{helix}}),$$

with $\Sigma \approx (15Q_{so}^2 + 4\delta_D^{(3)})/(3\sqrt{15}Q_{so}^2)$ to lowest non-vanishing order in $\delta_D^{(3)}$. The wave vector $\mathbf{q}$ lies in the $x$-$y$-plane and has the length $||\mathbf{q}|| = Q_0$. For $\delta_D^{(3)} \to 0$ the solutions coincide with the result for the 2D Rashba system as discussed in Refs. 26, 28, and 76.

B. Spin dynamics in the nanowire

As described in Sec. II.D, in order to simplify the boundary condition, required by the finite-size geometry of the wire, we apply a gauge transformation to the Cooperon Hamiltonian. The transformed Cooperon Hamiltonian $\hat{H}_c'$ is found as

$$\hat{H}_c' = Q^2 + \frac{\delta_D^{(3)}}{4 \left( 3S^2 - S_z^2 - \frac{1}{2} (S_x e^{-2i\phi} + S_y e^{2i\phi}) \right.}$$

$$\left. + \left[ S^2 - 3S_z^2 + \frac{1}{2} (S_x e^{-2i\phi} + S_y e^{2i\phi}) \right] \cos(2Q_{so} \rho) \right)$$

$$- 2 \left[ \{S_x, S_z\} \cos(\phi) + \{S_y, S_z\} \sin(\phi) \right] \sin(2Q_{so} \rho)$$

with $S_z = S_x + iS_y$. We stress that the gauge transformation removes the effective vector potential $A_{so}^{\text{int}}$ completely and only quadratic wave vectors $Q^2$ remain. As in the bulk, the global minimum with respect to the wave vector $Q_z$ of the spectrum is found at $Q_z = 0$.

1. Long-lived spin states and diffusive-ballistic crossover

An analytical result for the lowest eigenvalues can be obtained by evaluating the transformed Cooperon Hamiltonian in zero-mode approximation. The boundary-induced shift of the first excited mode is of the order of $(1, 0, 0)Q_z^2 \sim |Q_z| R^{-2}$. On the other hand, the spin-orbit broadening within each mode is of the order of $\delta_D^{(3)}$. Consequently, we can estimate the zero-mode to be well separated if $\delta_D^{(3)} R^2 \ll 1$ holds. Under these circumstances, the eigenvalues of $\langle 0| \hat{H}_c'| 0 \rangle$ read as

$$E_S^{(0)} = Q_z^2,$$

$$E_{T,\pm}^{(0)} = Q_z^2 + \delta_D^{(3)} \left( \frac{3}{2} + \frac{a_{so}}{2} \right),$$

$$E_{T,0}^{(0)} = Q_z^2 + \delta_D^{(3)} \left( \frac{3}{2} - a_{so} \right),$$

where we introduced

$$a_{so} = \left[ 1 - \cos(2R_{so}) - 2R_{so} \sin(2R_{so}) \right] / (2R_{so})^2,$$

and $R_{so} = Q_{so} R$. Asymptotically, we obtain $a_{so} \to -1/2$ for $R_{so} \to 0$ and $a_{so} \to 0$ for $R_{so} \to \infty$.

We focus again on the long-lived spin states, which are found for a homogeneous spin polarization along the $c$-axis, i.e., $Q_z = 0$. The eigenvalues are displayed in Fig. 2 in dependence of $R_{so}$. Besides the slight increase (decrease) of the eigenvalue $E_{T,\pm}^{(0)}$ ($E_{T,0}^{(0)}$) for small $R_{so}$, the eigenvalues show $R_{so}$-periodic oscillations with decreasing amplitude. We emphasize that the amplitudes depend solely on the term $\delta_D^{(3)}$, which is usually small compared to $Q_{so}^2$. Hence, the resulting spin relaxation
rates show very little dependence on the thickness of the nanowire. Since these rates enter the leading-order conductance correction, the latter will be hardly affected by any changes in the nanowire radius either. Owing to the gauge transformation, the according eigenvectors of \( H_c \) are position-dependent in the cross-sectional plane. More precisely, the (unnormalized) eigenvectors \( a_j \), which are associated with the triplet eigenvalues \( E_{T,j}^{(0)} \) in Eqs. (23) and (24) for \( Q_z = 0 \), take the form

\[
a_+ = \left( \cos(\phi), \sin(\phi), -\tan(Q_{so,\rho}) \right)^T, \tag{26}
a_- = \left( -\sin(\phi), \cos(\phi), 0 \right)^T, \tag{27}
a_0 = \left( \cos(\phi) \tan(Q_{so,\rho}), \sin(\phi) \tan(Q_{so,\rho}), 1 \right)^T, \tag{28}
\]

in the basis of spin-density components \( \{ s_x, s_y, s_z \} \). The eigenvectors \( a_j \) are not uniquely defined as the corresponding eigenvectors are degenerate.

In the 1D-diffusive limit, i.e., \( R_{so} \ll 1 \), we can write \( a_+ = \hat{\rho}, a_- = \hat{\phi}, \) and \( a_0 = \hat{z} \) since \( Q_{so,\rho} \ll R_{so} \). We stress that for \( R_{so} \to 0 \) the corresponding eigenvalues are identical to the ones resulting from bulk spin relaxation term \( \Delta_\parallel \) in Eq. (7) giving rise to the spin relaxation rates in Eq. (17) for \( Q_{so} = 0 \), i.e.,

\[
(\tau_s^{-1})_{1D}^{\perp} = (\tau_s^{-1})_{2D}^{\perp} / 2 = D_c \alpha^{(3)}_D, \tag{29}
\]

The equivalent result is obtained by considering only the DP spin relaxation tensor\(^{65} \) for the bulk system and taking only into account the Dresselhaus contribution due to the higher spherical harmonics \( (H_{so}^{int})_{(3)} \) (cf. App. A). Hence, the spin relaxation resulting from the first-degree spherical harmonic contribution \( (H_{so}^{int})_{(1)} \) is absent for \( R_{so} \to 0 \). As for small densities the \( k \)-linear contribution, which is comprised in \( (H_{so}^{int})_{(1)} \), is expected to be dominant, the spin lifetime is significantly enhanced in wires with small radii. Aside from that, it is to mention that for third-degree spherical harmonic SOC terms the mean free scattering time \( \tau_c \) is lowered to \( \tau_c / u \), where \( 1 \leq u \leq 9 \) depending on the type of scattering process, e.g., \( u = 1 \) for isotropic and \( u = 9 \) for small-angle scattering.\(^{65,77} \) This can further reduce the spin relaxation rate of the long-lived spin states in the nanowire. The impact on the bulk spin relaxation rate, e.g., Eqs. (17) and (18), is less important due to the dominance of the spin relaxation rate resulting from \( k \)-linear SOC terms.

At last, we discuss the diffusive-ballistic transition regime, in which the nanowire radius is not only much smaller than the spin precession length but also of the order of the mean free path \( \ell_c \), i.e., \( R_{so} \ll 1 \wedge \ell_c \sim 1 \). As shown in Ref. 29, the number of the conducting channels decreases with the reduction of the wire width. This leads to a suppression of the cubic SOC terms \( (H_{so}^{int})_{(3)} \), which are responsible for the spin relaxation rate for \( R_{so} \ll 1 \). We can account for the diffusive-ballistic crossover by replacing the integral over the Fermi surface in Eq. (5) by a sum over all modes as shown in detail in App. D. For simplicity, we treat the size-quantization according to a square wire along \( \hat{z} \) with side lengths \( W \) and hard-wall boundaries. Consequently, two quantum numbers occur, which are labeled by \( n \) and \( p \) with \( n, p \in [1, N] \) where \( N \) denotes the maximum quantum number. In Fig. 3, we show how the parameter \( \delta_D^{(3)} \) decreases to \( \xi \delta_D^{(3)} \) due to the reduction of contributing modes via the wire side length \( W \) or maximum quantum number \( N \). The decay can be well fitted with \( \xi \propto \ln(k_F W) \).

We stress that in the diffusive-ballistic crossover regime the above modifications are plausible and explain further decrease of the spin relaxation rate. However, in the pure transversal ballistic regime, the subband structure of the system is fully resolved, which has dramatic consequences on the DP spin relaxation mechanism. Owing to \( k_z \)-mirror symmetry of the Hamiltonian of the wurtzite nanowires, the spin degeneracy is not lifted along the crystal c-axis. As a consequence, there is obviously no spin-rotation about a spin-orbit induced effective magnetic field (spin-orbit field) and hence no DP spin-relaxation. This is a remarkable difference to, e.g., the transversal ballistic planar quantum wires with Rashba SOC. In a strictly one-dimensional limit, there are two kinds of persistent spin states, that is, (a) a homogeneous spin density which is polarized along the (unidirectional) spin-orbit field and (b) the persistent spin helix perpendicular to it.\(^{78} \) In Ref. 79 it is shown that in the multisubband Rashba wire the persistent spin helix disappears. Responsible for this are inter-subband transitions which lead to a non-commutativity of the time-evolution operator \( U(k_z) \) for reversed paths along the channel, i.e., \( [U(k_z), U(-k_z)] \neq 0 \). In a multisubband wurtzite nanowire the commutativity is trivially given since \( U(k_z) = U(-k_z) \).

2. Decay of a homogeneous spin density

Optical spin injection in semiconductor nanowires typically generates collective spin excitations, that are po-
polarized along the wire axis and homogeneously distributed throughout the entire volume. In general, such spin densities do not constitute eigenstates of the spin-diffusion/Cooperon Hamiltonian and one has to solve the respective initial value problem.

Regarding this, we can set $Q_z = 0$ and only focus on the dynamics in the cross-sectional plane (\(\perp\)). Then the initial spin density $s_0$ at the time $t = 0$ is defined as

$$s_0(\mathbf{r}) = \tilde{z} \Theta(R - \rho)/(\pi R^2),$$

where $\Theta$ denotes the Heaviside function and the total average spin $\mathbf{S}(t) = \int d^2 r_\perp s(\mathbf{r}, t)$ is normalized at $t = 0$ with respect to the cross-sectional plane, i.e., $\| \mathbf{S}(0) \| = 1$. The temporal and spatial evolution of the spin density according to Eq. (13) yields

$$s(\mathbf{r}, t) = U_A U_d^\dagger s_0 \exp(-D_0 H'(t)) \cdot s_0',$nolabel$$

where $s_0' = U_A U_d s_0$ or explicitly

$$s_0'(\mathbf{r}) = \tilde{z} \Theta(R - \rho)/\pi R^2 \left[ \sin(Q_{s\rho}) \sqrt{2} \left( e^{i\phi} [1, -1] - e^{-i\phi} [1, 1] \right) + \cos(Q_{s\rho}) [1, 0] \right],$$

represents the initial state in the singlet-triplet basis in the gauge-transformed system. It is practical, to expand $s_0'$ in the basis $|n,l,Q_z = 0\rangle$, Eq. (12), that fulfills the boundary condition of $H_\perp'$. Apparently, the deviation of the initial state from the zero-mode $|0\rangle$, which is constant in real space, becomes stronger with increasing values of $R_{so}$. As a consequence, the inclusion of higher modes and thereby larger spin relaxation rates in the expansion becomes more relevant. In absence of the SOC terms in $H_\perp'$ the functions $|n,l,0\rangle$ constitute the eigenbasis. Hence, we can estimate the boundary-induced spin relaxation rates by $(1/\tau_s)_{n,l} := D_0 \langle n,l,0| Q_z^2 |n,l,0\rangle = D_0 \langle \zeta_{n,l} | R \rangle^2$. This has a significant impact on the total spin relaxation rate even for small values of $R_{so}$.

In Fig. 4, we display the numerically computed total spin relaxation rate $(1/\tau_s)_z$ in terms of the 1D-diffusive rate $(1/\tau_s)_z^{1D}$, Eq. (29), in dependence of $R_{so}$ and for different ratios of $Q_{s\rho}^2/\delta_{D}^{(3)}$. The rate $(1/\tau_s)_z$ is defined by the time, after which the $z$-component of the total spin is decayed to the factor $S_z(t)/S_z(0) = e^{-1}$ of its initial value. Notice that, here a single-exponential fit is not necessarily reliable for the extraction of the spin relaxation rate since a single-exponential decay is only given for an eigenstate. Most striking is the massive increase of the spin relaxation rate for small values of $R_{so}$. The peak in the relaxation rate occurs almost precisely at $R_{so} = \pi/2$. We can understand this behavior by noting that for $R_{so} = \pi/2$ the $|1, \pm 1\rangle$-components of $s_0'$ can be well represented by the basis functions $|n,l,0\rangle$. The respective boundary-induced relaxation rate is given by $(1/\tau_s)_{1,\pm 1} = D_0 (2 \zeta_{1,1}/\pi)^2 Q_{s\rho}^2$, which is remarkably of the order of magnitude of the bulk spin relaxation rate. Similar but less pronounced resonances occur at larger integer values of $R_{so}/(\pi/2)$. As the radius $R_{so}$ further increases, the influence of higher modes gains more and more weight and the mixing of the modes becomes larger, which is depicted in Fig. 5.

Nevertheless, the total increment is weakened by the simultaneously decreasing significance of the boundary-induced relaxation rates, which scale with $R_{so}^{-1}$. At last, we illustrate in Fig. 6 the dynamical evolution of a spin density for the radius $R_{so} = 10$, where the corresponding (gauge-transformed) initial state $s_0'$ strongly deviates from a spatially homogeneous distribution. Similar characteristic behavior was observed in planar quantum wires. The relaxation process of the local spin density $s(\mathbf{r}, t)$ is strongly inhomogeneous and locally accelerated due to the fast-decaying modes. As the optical measure-
C. Conclusive remarks and example

The intrinsic spin relaxation in bulk wurtzite semiconductors is dominated by the $k$-linear SOC terms. In nanowires, however, owing to the interplay of the particular form of the wurtzite SOC Hamiltonian and the finite-size geometry, there exist special long-lived spin states. The lifetimes of these states are mainly determined by the $k$-cubic SOC terms and are, thus, much longer than what is found in the bulk. At the same time, the long-lived spin states have in general a complex helical texture in real space, which is very sensitive to the system parameters, especially, the ratio of the spin precession length $L_{so}$ to the nanowire radius $R$. Magnetococonductance measurements of the weak (anti)localization always detect the lifetimes of the long-lived spin states irrespective of their texture. In contrast, optical spin orientation determines the lifetime of some specifically configured state, which in most cases strongly deviates from the long-lived spin states. Therefore, the extracted lifetimes in both experiments can differ drastically. In particular, opposed to the magnetococonductance measurement the optical measured lifetime is highly sensitive to the nanowire radius. They alter from the very long lifetime in narrow wires, which coincides with the lifetime of the long-lived spin states, to a very short lifetime, which is of the order of magnitude of the bulk lifetime.

Example: InAs nanowire in wurtzite phase

In order to emphasize the significance of the results, we provide a concrete example of a wurtzite InAs nanowire grown along the [0001]-axis. The spin relaxation in these systems has been experimentally investigated recently in Refs. 49 and 50 by means of magnetococonductance measurements. Both studies use nanowires with diameters of about 80 nm and carrier densities which correspond to a 3D electron density $n \sim 10^{17}$ cm$^{-3}$. The authors extract

![Figure 6. Temporal and spatial evolution of a homogeneously $z$-polarized spin density for $Q_{so}^2 = 18\delta_{D}^{(3)}$ and $R_{so} = 10$ in time-steps of $\Delta t = \tau_s$ from red to blue from $t = 0$ to $t = 15\tau_s$, respectively.](image-url)

Fig. 5. The red solid line shows again the total spin relaxation rate $1/\tau_s$ as displayed in Fig. 4(a) in dependence of the radius $R_{so}$. The density plot in the background visualizes the relative weight $\mathcal{W}_n$ of the $n$-th radial Cooperon modes $J^{(n)}_l$, that gives the dominant contribution in the expansion of the initial state $s_0$. For better perceptibility, we summed over all contributing angular momentum quantum numbers in the expansion coefficients $c_{nl}$, i.e., $\mathcal{W}_n \propto \sum_{l<0,\pm 1} |c_{nl}|^2$, where $c_{nl} = \int d^2r \langle n, l, 0 | r \rangle s_0'$. The gray solid lines illustrate that the dominance of $J^{(n)}_l$ increases with the radius $R_{so}$ in discrete steps of approximately $R_{so} = n\pi/2$ for even and odd $n$, respectively.
values for the spin relaxation length from fitting using different theoretical models. Ref. 50 applies the model of Kettemann$^{27}$ developed for diffusive planar wires with DP spin relaxation. On the other hand, Ref. 49 uses the 1D magnetoconductance model of Kurdak et al.$^{81}$ which is developed for ballistic planar wires. As already pointed out in Ref. 49, we emphasize that in both situations the utilized model does not include an accurate description of the wurtzite nanowire. Ref. 50 observes spin relaxation lengths of 75 nm and 100 nm for two different samples and a fixed gate voltage. In Ref. 49 various gating techniques are used which yield spin relaxation lengths of 150-170 nm for low gate voltages.

For comparison with our findings, we consider an average effective mass $m$ of the $\Gamma_7$ conduction band of wurtzite InAs as $m = (2m_{\perp} + m_{\parallel})/3$, where $m_{\parallel} = 0.042m_0$, $m_{\perp} = 0.037m_0$, and $m_0$ denotes the bare electron mass.$^{46,47}$ The respective SOC coefficients read as $\gamma_R^{\text{int}} = 0.3\text{eVÅ}$, $\gamma_D = 132.5\text{eVÅ}^3$, and $b = -1.24$.\textsuperscript{45} The Fermi wave vector $k_F$ can be estimated from the 3D electron density $n$ as $k_F = (3\pi^2n)^{1/3}$. The DP spin relaxation length is related to the spin lifetime $\tau_s$ as $t_s = \sqrt{D_{\pi\tau_s}}$. Let us concentrate on the relaxation of spin states that are homogeneously polarized in real space since the bulk eigenstates coincide with the nanowire eigenstates in the 1D-diffusive limit. In Fig. 7, we compare the spin precession length and the spin relaxation lengths of the bulk and the long-lived spin states in the 1D diffusive limit with the spin relaxation rates Eqs. (17) and (29), respectively. In general, the density-modulation enters through the parameters $\delta_R^{(1)}$ and $\delta_D^{(3)}$, which result from the $k$-cubic SOC terms. Remarkably, the spin precession length, i.e., $L_{so} = \pi\hbar^2/[m(\gamma_R^{\text{int}} + \gamma_D^{(3)})]$, diverges for a large density of $n = 3.4 \times 10^{18} \text{cm}^{-3}$ since the coefficients $\delta_D^{(3)}$ and $\gamma_D$ cancel each other. In this case, the bulk spin relaxation lengths are solely determined by the $k$-cubic terms and, therefore, the relaxation lengths of bulk and long-lived spin states coincide.

Focusing on the regime of low to moderate electron densities, i.e., $n < 10^{18} \text{cm}^{-3}$, the spin precession length alters only insignificantly, i.e., $L_{so} = 200 - 350\text{ nm}$. Moreover, the spin relaxation lengths of the long-lived spin states ($> 1\mu\text{m}$) are at least two orders of magnitude larger than the bulk spin relaxation lengths ($< 60\text{ nm}$). As we have seen above, for nanowires with diameter $d > L_{so}/2 = 100 - 175\text{ nm}$ the optical measurement will detect a spin relaxation length that is of the order of magnitude of the relaxation length in the bulk. This is in strong contrast to the magnetoconductance measurement, which probes the spin relaxation of the long-lived spin states and hardly changes with the radius (cf. Fig. 2). Hence, there is a large discrepancy between experimental characterization methods. These findings also indicate that in Refs. 49 and 50 the obtained spin relaxation lengths predominantly result from the externally induced Rashba SOC, assuming that the results do not largely deviate due to the employed magnetoconductance model. This reasoning is also in agreement with the presumptions made in Ref. 50. Last, it should be mentioned that for InAs in the low-density range additional SOC effects due to Fermi level surface pinning may become relevant.$^{58,82,83}$ Their impact on the intrinsic spin relaxation in wurtzite nanowires shall be discussed elsewhere.

We conclude that it will be a delicate task to gain information about the intrinsic spin relaxation and the SOC coefficients from both experimental techniques. In magnetoconductance measurements owing to the long-lived spin states the intrinsic relaxation features can be easily covered by the externally induced Rashba terms due to electrical gating. On the other hand, in optical spin orientation the long-lived spin states are only excited in the 1D diffusive limit, where $R/L_{so} \ll 1$. Beyond this regime, the measured lifetime corresponds to a superposition of states and can strongly differ from the one of the long-lived spin states.

IV. MAGNETOCURRENTANCE CORRECTION

A. Nanowire with lateral gate electrode

To establish a connection to transport experiments and, thereby, enable a different experimental approach, we shall focus on the impact of the extrinsic SOC on the Cooperon modes in the following. The external spin manipulation by electrical gating is a central component in magnetoconductance measurements as well as for the realization of all-electrical spintronic devices. Due the combination of intrinsic and extrinsic SOC contributions a straightforward gauge transformation of
the Cooperon Hamiltonian is impractical. In order to yet still obtain a useful analytical result, we may approximate the gauge-transformed Cooperon Hamiltonian \( \tilde{H}' \) by expanding it in terms of \( Q_{so0}(Q_{so0}^\prime) \) up to second order, which is well justified for wires of width smaller than the spin precession length, i.e., \( Q_{so0}(Q_{so0}^\prime) \approx R_{so0}(R_{so0}^\prime) \ll 1 \). Here we define \( R_{so0}^\prime = Q_{so0}^\prime R \) with \( Q_{so0}^\prime = 2m_{so}R / \hbar^2 \), which is related to the spin precession length \( R_{so0}^\prime \) induced by the extrinsic SOC via \( R_{so0}^\prime = 2\pi / \hbar Q_{so0} \). Using this simplification, the triplet eigenvalues in zero-mode approximation read as

\[
E_{T,0}^{(0)} = Q_{so0}^2 + \frac{1}{4} \left[ Q_{so0}^2 \delta_{so0}^2 + \delta_{D}^{(3)} (4 + R_{so0}^2) \right],
\]

\[
E_{T,\pm}^{(0)} = Q_{so0}^2 + \frac{1}{8} \left[ Q_{so0}^2 (8 - \delta_{so0}^2) \pm \sqrt{\kappa(Q_{so0})} \right] + \delta_{D}^{(3)} (12 - R_{so0}^2),
\]

where \( \delta_{so0} = \sqrt{R_{so0}^2 + R_{so0}^2} \) and

\[
\kappa(Q_{so0}) = 4Q_{so0}^2 \delta_{so0}^2 (2 - \delta_{so0}^2 - 8) + Q_{so0}^4 \delta_{so0}^4 + 2\delta_{so0}^{(3)} Q_{so0}^2 [4R_{so0}^2 - R_{so0}^2 (4 + R_{so0}^2 + 3R_{so0}^4)] + (\delta_{D}^{(3)})^2 \left[ (4 - 3R_{so0}^2) + R_{so0}^2 R_{so0}^2 \right].
\]

By expanding up to second order in \( R_{so0}(R_{so0}^\prime) \), one can easily verify that the correct results are obtained for the pure intrinsic and pure extrinsic SOC cases (cf. Sec. III and Ref. 30, respectively). In order to derive a closed-form expression for the magnetoconductivity, we consider below the two limiting cases, where either the extrinsic or intrinsic SOC dominates and the eigenvalues \( E_{T,\pm}^{(0)} \) can be approximated by parabolas. More precisely, for \( \eta := \delta_{D}^{(3)} / (4Q_{so0}^2) > 0 \) the eigenvalue \( E_{T,\pm}^{(0)} \) exhibits one or otherwise two minima (cf. Fig. 8). The derived expressions are compared in Fig. 9 to the numerical calculation of the spectrum with the full gauge-transformation and to the approximated spectrum in Eqs. (33) and (34).

1. Low extrinsic SOC and homogeneous spin density

For small external fields, i.e., \( Q_{so0}^\prime / Q_{so0} \ll 1 \), the term in \( \kappa \), which couples to the wave vector \( Q_{so0} \) can be neglected and the global minimum of the spectrum is found at \( Q_{so0} = 0 \). In this case, the triplet eigenvalues \( E_{T,\pm}^{(0)} \) simplify to gaped unit parabolas, i.e.,

\[
E_{T,=}^{(0)} = Q_{so0}^2 + Q_{so0}^2 (1 - R_{so0}^2 / 4) + \delta_{D}^{(3)} (1 + R_{so0}^2 / 4), \quad (36)
\]

\[
E_{T,=}^{(0)} = Q_{so0}^2 + Q_{so0}^2 (1 - R_{so0}^2 / 4) + \delta_{D}^{(3)} (2 - R_{so0}^2 / 2), \quad (37)
\]

to second order in \( R_{so0}(R_{so0}^\prime) \).

In analogy and for better comparison to many other previous works,\textsuperscript{27,30,58,77,84} the spin relaxation time is defined here by the global minimum of the spectrum at \( Q_{so0} = 0 \), which describes the decay of a spin density, that is homogeneously excited along the wire axis. Even though it is determined by the relative strength of the extrinsic and intrinsic SOC, in the limit \( R_{so0} \to 0 \) and \( R_{so0}^\prime \to 0 \) the lowest eigenvalue is always given by \( E_{T,=}^{(0)}(0) \).

Therefore, we define here

\[
\frac{1}{\tau_{so0}} = D_{so0} E_{T,=}^{(0)}(0). \quad (38)
\]

The eigenvectors of \( \tilde{H}_{so0} \), that correspond to the eigenvalues \( E_{T,=}^{(0)}(0) \) are \( b_{0} = \tilde{x}, b_{-} = \tilde{y}, \) and \( b_{+} = \tilde{z} \) in the basis of spin density components to lowest order in \( Q_{so0}^\prime / Q_{so0} \).

2. Strong extrinsic SOC

In our previous work,\textsuperscript{30} we have seen that for zinc-blende wires a dominating external field was necessary to observe WAL characteristics. The latter are urgent for an unambiguous parameter fitting. For \( \eta < 1 \), the minimum of \( E_{T,=}^{(0)} \) moves to finite wave vectors

\[
|Q_{so0}| = \frac{Q_{so0}^\prime}{16\sqrt{1 - \eta^2}} \left[ \eta R_{so0}^2 (1 + 2\eta) - \eta R_{so0}^2 (1 + 10\eta) \\
+ 2 (8\eta^2 - 8 + \rho_{so0}^2) \right]
\]

to second order in \( R_{so0}(R_{so0}^\prime) \), which yields the gap

\[
E_{T,=}^{(0)}(|Q_{so0}|) = \frac{Q_{so0}^2}{8} \left[ \delta_{so0}^2 + \eta (48 - 3R_{so0}^2 - R_{so0}^2) \\
+ 2\eta^2 (5R_{so0}^2 - R_{so0}^2 - 4) \right]
\]

to second order in \( R_{so0}(R_{so0}^\prime) \). Using this, we can rewrite the eigenvalues \( E_{T,=}^{(0)} \) as

\[
E_{T,=}^{(0)} = (|Q_{so0}| \pm |Q_{so0}|)^2 + E_{T,=}^{(0)}(|Q_{so0}|).
\]

![Fig. 8.](image-url)
For large extrinsic SOC, the gap $E_{T,(0)}^\omega(Q_z,0)$ turns into the global minimum of the spectrum, which underlines again the superiority of helical spin states and was also seen in other systems.\textsuperscript{16,26–30,58} Neglecting the term $\propto \eta^2$, we can estimate the transition to occur at

$$\eta \approx \frac{1}{16 - 11R_{so}^2 - R_{so}'^2} \leq 1/2,$$

for $R_{so} \land R_{so}' \leq 1$. Note that for $\eta \ll 1$, the gap is about half as large as the global minimum for $Q_z = 0$, i.e., $E_{T,(0)}^\omega(0)$.

### B. Zero-mode magnetoconductance correction

To support the experimental probing by means of transport measurements, we provide analytical formulas for the magnetoconductance correction $\Delta G(B)$ in wurtzite nanowires. We can write the leading-order correction of $\Delta G(B) = (\pi R^2/L)\Delta \sigma(B)$ for $\delta_D^3 R^2 \ll 1$ in zero-mode approximation as

$$\Delta G^{(0)}(B) = \frac{2e^2}{\hbar L} \int_0^{1/l_{\phi}} dQ_z \left( \frac{1}{Q_z^2 + l_{\phi}^2 + l_B^2} - \sum_{j \in \{0, \pm \}} \frac{1}{E_{T,j}^{(0)}(Q_z) + l_{\phi}^2 + l_B^2} \right),$$

where $L$ denotes the nanowire length, $l_{\phi}$ the electron dephasing length, and $l_e$ the mean free path. The magnetic dephasing length $l_B$ depends on the orientation of the external magnetic field. For a magnetic field perpendicular $\perp$ or parallel $\parallel$ to the nanowire axis, the magnetic length reads $l_{B,\perp} = \hbar/(eBR)$ or $l_{B,\parallel} = \sqrt{2l_{B,\perp}}$, respectively.\textsuperscript{30} The $E_{T;j}^{(0)}(Q_z)$ represent the triplet eigenvalues of the Cooperon Hamiltonian in zero-mode approximation. In diffusive approximation $l_e$ is the shortest of all length scales. In order to make the effects of the radial boundary relevant the dephasing lengths $l_{\phi}$ and $l_B$ should exceed the diameter $d$ of the nanowire.

As $l_B$ is computed within zero-mode approximation, we shall additionally demand that the magnetic field should be chosen small enough that the free magnetic length $l_B = \sqrt{\hbar/(2e|B|)}$ is larger than the nanowire diameter $d$\textsuperscript{30,85}

In the limiting cases of purely intrinsic as well as either dominant intrinsic or extrinsic SOC and neglecting the upper limit of the integral, we obtain the closed-form expression

$$\Delta G^{(0)}(B) = \frac{2e^2}{\hbar} \frac{1}{2L} \left( \frac{1}{\sqrt{l_{\phi}^2 + l_B^2}} - \sum_{i} \frac{1}{\sqrt{l_{\phi}^2 + l_B^2 + l_{s,i}^2}} \right),$$

where $l_{s,i} := (E_{T,i}^{(0)}(0))^{-1/2}$ is the spin relaxation length of the $i$-th long-lived spin state according to the three lowest minima of the triplet spectrum. (i) For purely intrinsic SOC and $\delta_D^3 R^2 \ll 1$, the minima can be replaced by Eqs. (23) and (24) for $Q_z = 0$. Regarding small radii $R_{so}(R_{so}')$ and (ii) dominating intrinsic SOC, the $E_{T,i}^{(0)}(0)$ are given by the gaps at $Q_z = 0$, i.e., Eqs. (33), (36), and (37), or (iii) for dominating extrinsic SOC, we find one minima at $E_{T,(0)}^\omega(0)$, Eq. (33), and the other two both at $E_{T,(0)}^\omega(Q_z,0)$, Eq. (40).

On the other hand, considering small radii $R_{so}(R_{so}')$ but arbitrary ratios of extrinsic and intrinsic SOC, the integral in Eq. (43) has to be solved numerically by using Eqs. (33) and (34). Each of these cases allows a direct comparison with low-field magnetoconductance measurements and the extraction of transport parameters of the individual systems. As an important aspect, we emphasize that the leading-order magnetoconductance correction is governed by the minimum in the spin relaxation rate. The corresponding long-lived spin states can, however, be difficult to realize in other experimental approaches.
to SOC, we might neglect the SOC-induced intermode mixing. In this case, we can simply write
\[
\Delta G = \sum_q \Delta G^{(q)},
\]  
(45)
where for each \(\Delta G^{(q)}\) the Cooperon (Hamiltonian) is, analogously to the calculation of \(\Delta G^{(0)}\), projected on the \(q\)-th Cooperon mode, i.e., \(\langle q| H_{\text{C}} |q\rangle\) where \(|q\rangle = |n, l, Q_z\rangle\) and \(n \in \mathbb{N}_0, l \in \mathbb{Z}\), and \(Q_z \in \mathbb{R}\) as defined in Sec. II D.

The impact of small magnetic fields can be treated by including the corresponding magnetic vector potential \(\mathbf{A}\) via minimal coupling in the Cooperon Hamiltonian, i.e., \(\mathbf{Q} \rightarrow \mathbf{Q} + 2e\mathbf{A}/\hbar\) in Eq. (7).

\section{V. SUMMARY AND CONCLUSION}

We have studied the effects of a cylindrical boundary on the spin relaxation properties in wurtzite semiconductor nanowires. The nanowires were assumed to be grown along the [0001] crystal axis and of approximately cylindrical shape. The electron motion was considered diffusive transversally as well as longitudinally with respect to the nanowire axis. In addition to the intrinsic SOC, the influence of an additional side-gate induced extrinsic Rashba SOC was taken into account. Within zero-mode approximation for the Cooperon we derived explicit expressions for the leading-order magnetoconductance correction.

At this point, we summarize the previous observations and discuss the differences and similarities to zinc-blende semiconductor nanowires and planar quantum wires focusing primarily on the boundary effects on the intrinsic spin relaxation.\textsuperscript{24,26–30} In general, the SOC terms can be sorted in terms of spherical harmonics. Only the first-degree spherical harmonics give rise to an effective vector potential \(\mathbf{A}_s\), which constitutes the key element in the boundary condition for the Cooperon, Eq. (11). In order to fulfill the boundary condition for the Cooperon, the component of the effective vector potential normal to the boundary, is removed by gauge transformation, e.g., \(\hat{\rho} \cdot \mathbf{A}_s\) in case of the cylindrical wire. This has two important consequences. (i) The spin relaxation rates, associated with the first-degree spherical harmonics of the removed vector potential, are suppressed. This gives rise to long-lived spin states with lifetimes much longer than in the bulk. (ii) At the same time, these states assume a complex helical structure in real space, which depends on the spin precession length induced by the first-degree spherical harmonics SOC terms.

In zinc-blende nanowires, the Dresselhaus SOC consists solely of third-degree spherical harmonics. Due to the absence of an effective vector potential, the boundary condition for the Cooperon is independent of the SOC and the lowest eigenstates (zero-mode) are constant in real space with respect to the cross-sectional plane. The according intrinsic spin relaxation is therefore independent of the wire radius and identical with the bulk system. The situation is fundamentally different in both wurtzite nanowires and planar zinc-blende quantum wires. Owing to the presence of an effective vector potential, the boundary effect strongly reduces the minimal spin relaxation rates. In wurtzite wires, the intrinsic vector potential lies completely in the cross-sectional plane. Therefore, it is entirely removed by the gauge-transformation and the spin relaxation rate of the long-lived spin states is purely limited by the third-degree spherical harmonic SOC terms. This rate is also hardly affected by any changes in the radius. In quantum wires, the impact of the boundary is less significant since a share of the vector potential remains. The respective minimal spin relaxation rate still depends on first-degree spherical harmonic terms. However, it can be further suppressed in the 1D-diffusive limit leading to the well-known \(1/\tau_s \propto W^2\) scaling with the wire width \(W\).\textsuperscript{27}

As stated above, the corresponding long-lived spin states exhibit, in general, a complex helical structure across the cross-section. An experimental preparation of such states can be challenging. In Sec. III, it was demonstrated that in wurtzite nanowires the optically-measured spin relaxation rate for a homogeneously \(z\)-polarized spin density shows a significant dependence on the wire radius whereas the spin relaxation rates of the long-lived eigenstates hardly varies. More precisely, below the critical radius \(R = L_{\text{so}}/4\) the spin relaxation rate massively decreases from the large bulk-like rate, mainly defined by the \(k\)-linear SOC terms, to a tiny rate, that is given by the \(k\)-cubic SOC terms and corresponds to the long-lived spin states. The reason is that, depending on the radius and the spin precession length, the real space structure of the initial state can strongly deviate from the long-lived eigenstate. Therefore, a comparison between the experimentally-extracted spin relaxation rates may be delusive. Similar results can be expected for planar quantum wires. Remarkably, however, this does not apply to zinc-blende nanowires since the homogeneous initial state corresponds to a long-lived eigenstate and is independent of the wire radius.

On the other hand, the minima in the relaxation rate play a crucial role as they enter the leading-order quantum correction to the conductivity. In wurtzite systems with purely intrinsic SOC, the minimum is determined by the parameter \(\delta_{D}^{(3)}\), which results from the cubic Dresselhaus terms and is, thus, typically very small. As a consequence, the characteristic weak antilocalization minimum, which is often required for unambiguous parameter fitting,\textsuperscript{30} is expected to appear at very low magnetic fields. An exemplary comparison in Sec. III C of our predictions with recent experiments\textsuperscript{49,50} indicates that the intrinsic SOC effects can be easily obscured by the extrinsic effects due to the utilization of an external gate. To avoid this situation, we suggest transport experiments in which the electron density is modulated. Since the spin relaxation rate is via \(\delta_{D}^{(3)}\) highly sensitive to variations in the electron density, the magnetoconductance correction can be manipulated efficiently, e.g., by doping. In
case of a constant elastic scattering time $\tau_e$, a dependence of $(\tau_s)^{1D}_s \propto n^{2D}$ should be observed, similar to a bulk zinc-blende system, but in contrast to a bulk wurtzite system. For $\tau_s/\tau_e < 1.14$, where $\tau_e$ is defined in Eq. (38), a crossover from positive to negative magnetoconductance should be found.\textsuperscript{14}

To conclude, magnetoconductance measurements of the weak (anti)localization correction are convenient to extract transport parameters of the system. They constitute also a practical tool to identify the lowest possible spin relaxation rates and determine parameter configurations, which minimize them. However, these experiments do not provide any information on the structure of the corresponding eigenstates. Therefore, drawing general conclusions for the spin relaxation rate can be sometimes misleading. The spin relaxation rate depends always on the device geometry as well as the structure and orientation of the prepared state, the latter which can be controlled in optical experiments. Therefore, optical and transport experiments are complementary tools, which together enable a reliable overall picture.
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Appendix A: Intrinsic spin-orbit coupling

A spherical harmonic decomposition of the intrinsic SOC Hamiltonian $\mathcal{H}_{\text{so}}^{\text{int}} = \sum_l (\mathcal{H}_{\text{so}}^{\text{int}})_l$, Eq. (3), with respect to the angular momentum $l$, results in the two contributions, i.e., $l \in \{1, 3\}$,

$$(\mathcal{H}_{\text{so}}^{\text{int}})_1 = \left[ a_{1R} \frac{\gamma_0 (b - 4) k^2}{5} \right] (k_y \sigma_x - k_x \sigma_y), \quad (A1)$$

$$(\mathcal{H}_{\text{so}}^{\text{int}})_3 = \frac{\gamma_0 (b + 1)}{5} \left( 4k_x^2 - k_y^2 \right) (k_y \sigma_x - k_x \sigma_y). \quad (A2)$$

where $k^2 = k_x^2 + k_y^2$ and $2k^2 = k_x^2 + k_y^2 + k_z^2$. In the ungated nanowire, the contribution $(\mathcal{H}_{\text{so}}^{\text{int}})_1$ is completely removed by the gauge transformation due to the boundary condition Eq. (11). Thus, the second term $(\mathcal{H}_{\text{so}}^{\text{int}})_3$ is responsible for the DP spin relaxation in narrow nanowires. It gives rise to the bulk spin relaxation term in Eq. (10).

Appendix B: Spin matrices

In a system with two electrons, the spin-1 matrices in the singlet-triplet basis $|s, m_s\rangle$, with total spin quantum number $s \in \{0, 1\}$ and according magnetic quantum number $m_s \in \{0, \pm 1\}$, read as

$$S_x = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix},$$

$$S_y = i \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{pmatrix},$$

$$S_z = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, \quad (B1)$$

in the order $\{|0, 0\rangle, |1, 1\rangle, |1, 0\rangle, |1, -1\rangle\}$. The singlet and triplet sectors are decoupled in this representation.

Appendix C: Relation between triplet basis and spin density components

As shown in Ref. 28, there exists a unitary transformation between the spin-diffusion equation and the Cooperon. Therefore, we obtain an according transformation between the spin density $s = (s_x, s_y, s_z)^\top$ and the triplet vector $\tilde{s} = (|1, 1\rangle, |1, 0\rangle, |1, -1\rangle)^\top$ of the Cooperon, which reads as

$$\tilde{s} = U_{cd} s, \quad (C1)$$

with the unitary operator

$$U_{cd} = \begin{pmatrix} -1 & i & 0 \\ 0 & 0 & \sqrt{2} \\ 1 & i & 0 \end{pmatrix} / \sqrt{2}. \quad (C2)$$

In Sec. III, we make use of this relation to identify long-lived spin states and compute the decay of a certain well-defined initial spin polarization.

Appendix D: Diffusive-ballistic crossover

As soon as the wire width becomes comparable to the mean free path, i.e., $W \sim l_1$, the condition of the transverse diffusivity is no more well fulfilled. In the diffusive-ballistic crossover regime, the number of states for scattering becomes finite. Depending on the confinement, the number of available states will decrease with reduction of the wire width. Hence, we can include the crossover to the quasi-ballistic case by replacing the continuous integration over the Fermi surface in Eq. (5) by a sum over all discrete modes.\textsuperscript{29} More precisely, when computing the Cooperon we are dealing with integrals $I$ of the form

$$I = \frac{1}{4\pi k_F^2} \int d^3k \delta(k_F - |k|) f(k), \quad (D1)$$
Due to symmetry, odd terms in $k_z$ vanish after integration. Consequently, we can write $I$ as an integral over the unit sphere $u = (u_x, u_y, u_z) = (k_x, k_y, k_z)/k_F$ in Cartesian coordinates, that is,

$$I = \frac{2}{\pi} \int_0^1 du_x \int_0^1 du_y \sqrt{1 - u_x^2 - u_y^2} f(u_x, u_y, \sqrt{1 - u_x^2 - u_y^2}) \frac{1}{\sqrt{1 - u_x^2 - u_y^2}}.$$

(D2)

For simplicity, we treat the size-quantization according to a square wire along $\hat{z}$ with side lengths $W$ and hard-wall boundaries along the $\hat{x}$ and $\hat{y}$ axes. The maximum number of modes $N$ along $\hat{x}$ (or $\hat{y}$) is approximately $N = \lfloor \sqrt{s^2 - 1} \rfloor$ where $s = k_F W/\pi$ and $\lfloor \cdot \rfloor$ denotes the integer part of $\cdot$. Thus, by replacing $u_x = n/s$ and $u_y = p/s$ with $n, p \in [1, N]$ we can express the (continuous) integral in Eq. (D2) by a (discrete) sum over all channels, that is,

$$I = \frac{2}{\pi s} \sum_{n=1}^N \sum_{p=1}^N \frac{\sqrt{1 + N^2 - n^2} f(n/s, p/s, \sqrt{1 - (n/s)^2 - (p/s)^2})}{\sqrt{s^2 - n^2 - p^2}}.$$

(D3)

In Fig. 3, we demonstrate the impact of the discretization on the parameter $\delta_{(3)}^{(n)}$, which is responsible for the finite spin relaxation rate even for $R_{so} \to 0$. 
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