THREE CIRCLES THEOREMS FOR HARMONIC FUNCTIONS

GUOYI XU

ABSTRACT. We proved two Three Circles Theorems for harmonic functions on manifolds in integral sense. As one application, on manifold with nonnegative Ricci curvature, whose tangent cone at infinity is the unique metric cone with unique conic measure, we showed the existence of nonconstant harmonic functions with polynomial growth. This existence result recovered and generalized the former result of Y. Ding, and led to a complete answer of L. Ni’s conjecture. Furthermore in similar context, combining the techniques of estimating the frequency of harmonic functions with polynomial growth, which were developed by Colding and Minicozzi, we confirmed their conjecture about the uniform bound of frequency.
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1. Introduction

In 1975, S.-T. Yau [Yau75] generalized the classical Liouville theorem to complete manifolds with nonnegative Ricci curvature. Specially, he proved that any positive harmonic function on such manifolds is constant. In [Che80], S.-Y. Cheng further proved that on such manifolds any harmonic function of sublinear growth must be constant. On complete manifolds, harmonic functions with polynomial growth are important analytic functions besides the Green’s function and the heat kernel (note the latter two have singularities).

In the study of harmonic functions on complete manifolds, Yau considered the space of harmonic functions with polynomial growth:

\[ \mathcal{H}_d(M) = \{ u | u(x) \text{ is harmonic on } M^n : |u(x)| \leq K(\rho(x) + 1)^d \text{ for some } K > 0 \} \]
where $\rho(x) = d(p, x)$ and $p$ is some fixed point on $M^n$. In [Yau87], the following conjecture was made:

**Conjecture 1.1 (S.-T. Yau).** Let $M^n$ be a complete manifold with nonnegative Ricci curvature, then $\dim(\mathcal{H}_d(M)) < \infty$ for any $d > 0$.

P. Li and L.-F. Tam firstly proved the conjecture for linear growth harmonic function ($d = 1$) in [LT89], and they further verified the 2-dimensional case ($n = 2$) in [LT91]. In 1997, this conjecture was completely proved by Colding and Minicozzi [CM97a] (also see [Li97], [CM98a], [CM98b] and [LW99] for further developments). Although Yau’s conjecture was confirmed, there are still several important questions about harmonic functions with polynomial growth remained open.

It is well known that on any complete noncompact manifold, there always exist nonconstant harmonic functions (see [GW75]). A natural question is about the existence of nonconstant harmonic function with polynomial growth. Note any complete manifold with nonnegative Ricci curvature has at least linear volume growth (see [Yau75]). C. Sormani proved the following:

**Theorem 1.2 ([Sor00]).** Let $M^n$ be a complete manifold with nonnegative Ricci curvature and at most linear volume growth. If there exists a nonconstant harmonic function of polynomial growth, then the manifold splits isometrically, $M^n = \mathbb{R} \times N^{n-1}$.

As observed in [Din04], there exists a suitable metric on $\mathbb{R}^+ \times S^{n-1}$, which has nonnegative Ricci curvature and linear volume growth, but can not split isometrically. From Theorem 1.2, it will not admit any nonconstant harmonic functions with polynomial growth. A concrete example is given in Section 4 (Example 4.8).

Hence, to study the existence of nonconstant harmonic function with polynomial growth in nonnegative Ricci curvature context, we need to have some restriction on the volume growth of $M^n$. To the author’s knowledge, the following question is still open:

**Question 1.3.** If $(M^n, g)$ is a complete manifold with $Rc \geq 0$ and maximal volume growth, does there exist $d \geq 1$ such that $\dim(\mathcal{H}_d(M)) \geq 2$? In other words, is there any nonconstant harmonic function with polynomial growth order at most $d$ on $M^n$?

In another direction, putting the existence problem in the positively curved context, L. Ni [Ni10] made the following conjecture:

**Conjecture 1.4 (L. Ni).** Let $(M^n, g)$ be a complete Riemannian manifold of positive sectional curvature, the necessary and sufficient condition that $M^n$ admits nonconstant harmonic functions of polynomial growth is, that $M^n$ is of maximum volume growth.

For the corresponding conjecture on Kähler manifolds, L. Ni proved that if the manifold is complete Kähler with bounded nonnegative bisectional curvature and of maximum volume growth, it admits nonconstant holomorphic functions of polynomial growth (see Corollary 1 of [Ni05]). On the other hand, recently, G. Liu (see
Theorem 2 of \cite{Liu} showed that if $M$ is a complete noncompact Kähler manifold with positive bisectional curvature, and it admits a nonconstant holomorphic function with polynomial growth, then $M$ is of maximal volume growth.

In Riemannian geometry context, Y. Ding \cite{Din04} proved that on complete manifolds with $Rc \geq 0$, maximal volume growth and the unique tangent cone at infinity, there exists nonconstant harmonic function with polynomial growth. Note when $M^n$ has nonnegative sectional curvature, from Theorem I.26 in \cite{CCG+10}, the tangent cone at infinity of $M^n$ is the unique metric cone $C(Y)$, where $Y$ is a compact metric space. Hence Ding’s existence result will imply the sufficient part of Conjecture 1.4. However we have some difficulties to verify the proof of Ding’s existence result. For example, Lemma 1.1, Corollary 1.11 and Lemma 1.2 in \cite{Din04} does not hold for zero function.

The main technical tool in \cite{Din04} is a generalization of the monotonicity of frequency for harmonic functions on $\mathbb{R}^n$, which is a type of Three Circles Theorem in $L^2$ sense on complete manifolds (also see \cite{Zha99} and \cite{CDLM08} for related results).

The classical Hadamard’s Three Circles Theorem was implied in the announcement \cite{Had96} published in 1896, we state it as the following form, which is sort of consistent with our presentation in Theorem 3.2 and Theorem 3.4 of this paper.

**Theorem 1.5** (Hadamard’s Three Circles Theorem). If $f(z)$ is a holomorphic function on $\{z : \frac{r}{4} \leq |z| \leq r\} \subset \mathbb{C}$, where $r > 0$ is some constant, then

$$
M(r/2) < \frac{M(r)}{M(r/4)}\quad (1.1)
$$

where $M(s) := \max_{|z|=s} |f(z)|$.

The classical Hadamard Three Circles Theorem for holomorphic functions had also been generalized to solutions of partial differential equations in different contexts by L. Simon \cite{Sim83}, J. Cheeger and G. Tian \cite{CGT94}, G. Liu \cite{Liu}. In spite of our concerns about the argument in \cite{Din04}, partially motivated by the results there, we proved two modified Three Circles Theorems for harmonic functions in integral sense (see Theorem 3.2 and Theorem 3.4 in Section 3).

**Remark 1.6.** One novel thing in one of our Three Circles theorems (Theorem 3.2) is that it can be applied for the collapsed case, i.e. the case that the maximal volume growth assumption does not hold. Also Theorem 3.2 is dealing with the integral $J_\mu$, whose domain is different from the original one considered in \cite{Din04} (see Corollary 1.11 there). View from the domains of the integral appearing in those results, Theorem 3.2 is more like a three disks theorem, and Ding’s technical tool is based on a three annuli theorem.

As one application of our Three Circles Theorems, we proved the following theorem, which generalizes the existence result in \cite{Din04}.

**Theorem 1.7.** Let $(M^n, g)$ be a complete manifold with nonnegative Ricci curvature, the tangent cone at infinity with renormalized limit measure is a unique metric
cone $C(X)$ with the unique conic measure of power $\kappa \geq 2$, and $\mathcal{H}^1(X) > 0$. Then
\begin{equation}
\inf\{\alpha | \alpha \in \mathcal{D}(M), \alpha \neq 0\} < \infty
\end{equation}
and for any $d > \inf\{\alpha | \alpha \in \mathcal{D}(M), \alpha \neq 0\},$
\begin{equation}
dim(\mathcal{H}_d(M)) \geq 2
\end{equation}
The conic measure of power $\kappa$ and $\mathcal{D}(M)$ will be defined in Section 2.

Generally, we do not know the uniqueness of the renormalized limit measure with respect to one tangent cone at infinity of the manifold (compare Example 1.24 of [CC97]). However, from Theorem 5.9 of [CC97], if $(M^n, g)$ is a complete manifold with $Rc \geq 0$ and maximal volume growth, then every tangent cone at infinity has its unique renormalized measure; and the measure is a multiple of Hausdorff measure $\mathcal{H}^n$, which is a conic measure of power $n$. Hence, Theorem 1.7 implies the existence result in [Dim04] mentioned above. The uniqueness of tangent cone at infinity is an important and hard problem, which was addressed in [CGT94] and [Col14] for Ricci flat manifolds under various assumptions.

**Remark 1.8.** When $(M^n, g)$ is a complete manifold with $Rc \geq 0$ and maximal volume growth, S. Honda [Honb] showed $\dim(\mathcal{H}_d(M)) = 1$ for any $d < \inf\{\alpha | \alpha \in \mathcal{D}(M), \alpha \neq 0\}$. Hence the conclusion of Theorem 1.7 seems to be a sharp result except that the critical case $d = \inf\{\alpha | \alpha \in \mathcal{D}(M), \alpha \neq 0\}$ is not clear yet.

To prove Theorem 1.7, we partially followed the strategy in [Dim04]. Because our Three Circles Theorem (Theorem 3.2) works for the collapsed case too, we succeeded in proving the existence of nonconstant harmonic functions with polynomial growth in the collapsed case first time, although with additional assumptions.

More concretely, to construct one nonconstant harmonic function with polynomial growth, we firstly choose a suitable harmonic function of polynomial growth on the tangent cone at infinity of the manifold, where we used the assumptions that the manifold has the conic renormalized limit measure and the tangent cone at infinity is a metric cone.

Then we use the results of Cheeger [Che99], to get a sequence of approximate functions defined on a sequence of increasing geodesic balls exhausting the manifold, which are vanishing at the same fixed point. Solving the Dirichlet problem on those geodesic balls with the same boundary conditions as the corresponding approximate functions, this yields a family of harmonic functions defined on the exhausting domains of the manifold.

Because the sequence of harmonic functions constructed as above have the asymptotic growth behavior as the chosen harmonic function of polynomial growth on the tangent cone at infinity, we can get that the the ratio between the average integrals of those harmonic functions on bigger domain and smaller domain are uniformly bounded near infinity, where the bound depends on the growth rate of the harmonic function of polynomial growth on the tangent cone at infinity chosen above.

If we can get ‘some induction estimate’ of the ratios from outer domains to inner domains, the uniform polynomial bound of the family of harmonic functions
will be obtained by the induction method. Then, after the suitable rescaling, using the well-known Cheng-Yau’s gradient estimate for harmonic functions in [CY75], combining with the Arzela-Ascoli theorem, for some subsequence of these harmonic functions, we get the limit function defined on the whole manifold, which is harmonic function of polynomial growth. The nonconstancy of the limit function follows from its vanishing at the fixed point, and the non-vanishing of some local integral of the limit function, which resulted from the suitable chosen rescaling mentioned above.

Our Three Circles Theorem (Theorem 3.2) will play the role of the ‘induction estimate’ needed in the above argument. Starting from the eigenfunctions expansion of harmonic functions on the metric cone with conic measure, the key idea to prove the Three Circles Theorem, is to use the gap between the eigenvalues of the tangent cone’s cross-section. When the tangent cone at infinity with renormalized limit measure is the unique metric cone with unique conic measure, this gap is implied by the discreteness of the spectrum of Laplace operator on the cross-section, and we get the last piece in the proof of Theorem 1.7.

When nonconstant harmonic functions with polynomial growth exist on complete manifolds, as proved in [CM97b], the bound of frequency is essential to describe the asymptotic structure of those functions (like the almost separation of variables). Hence a natural question is about the uniform bound of frequency of harmonic functions on manifolds. Based on the study in [CM97b], Colding and Minicozzi posed the following conjecture:

**Conjecture 1.9** ([CM97c]). Suppose that $M^n$ has nonnegative Ricci curvature and maximal volume growth. If $u \in \mathcal{H}_d(M)$ for some $d > 0$, then the frequency of $u$ is uniformly bounded.

**Remark 1.10.** Besides [CM97b] and [CM97c], the frequency was also studied in [Alm00] and [GL86]. For more related reference about the frequency, the reader can consult Remark 2.16 in [CM97b]. We would like to point out that the monotonicity of the frequency in Euclidean space can be viewed as the quantitative version of the classical Three Circles Theorem.

Roughly say, to get the uniform bound of the frequency, we only need to control the ratios of $I(r)$ on concentric circles with increasing radii. Checking the results and techniques developed in [CM97b] carefully, the ratios have uniform bound on a sequence of concentric circles, whose radii are approaching the infinity. If a suitable Three Circles Theorem is available, the uniform bound of ratios can be obtained by the induction method similar as the former argument, which will imply the uniform bound of the frequency. Hence, using the Three Circles Theorem (Theorem 3.4) established in Section 3, we proved the following theorem:

**Theorem 1.11.** Suppose that $(M^n, g)$ has nonnegative Ricci curvature and maximal volume growth, also assume the tangent cone at infinity of $M^n$ is unique. Then for $u(x) \in \mathcal{H}_d(M)$, the frequency of $u(x)$ is uniformly bounded by $C(u, n, V_M, d)$.

**Remark 1.12.** This theorem confirms Conjecture 1.9 with the additional assumption the uniqueness of the tangent cone at infinity of manifolds. In fact, we proved
a stronger result which implies Theorem 1.11, see Theorem 5.5 in Section 5 for details.

As we mentioned before, from [CCG+10], for any complete manifold with non-negative sectional curvature, the tangent cone at infinity is a unique metric cone. From Theorem 1.7, we have the following corollary.

**Corollary 1.13.** Suppose that \((M^n, g)\) has nonnegative sectional curvature, the tangent cone at infinity with renormalized limit measure is a unique metric cone \(C(X)\) with the unique conic measure of power \(\kappa \geq 2\), and \(\mathcal{H}^1(X) > 0\). Then (1.2) and (1.3) hold.

**Remark 1.14.** On non-negatively curved manifolds, maximal volume growth implies the uniqueness of the tangent cone at infinity and the conic renormalized limit measure of power \(\kappa = n\) and \(\mathcal{H}^{n-1}(X) > 0\), hence the sufficient part of Conjecture 1.4 is implied by Corollary 1.13.

On the other hand, there exists complete manifolds \(M^n\) with positive sectional curvature, whose tangent cone at infinity \(C(X)\) has the unique renormalized limit measure, which is conic measure of power \(\kappa \geq 2\) and \(\mathcal{H}^1(X) > 0\) (see Example 4.9). Hence by Corollary 1.13 Example 4.9 is a counterexample to the necessary part of Conjecture 1.4.

The organization of this paper is as the following. In Section 2, we stated some background facts about Gromov-Hausdorff convergence and Cheeger-Colding’s theory, which are needed for later sections. We also recalled the definition of frequency function and the related formulas.

In Section 3, we proved two Three Circles Theorems, which are the key technical tools applicable for the existence and frequency problems respectively. For both theorems, the method is proof by contradiction and reduced the related analysis to the analysis on the tangent cone at infinity.

In Section 4, we constructed the nonconstant harmonic function of polynomial growth from the harmonic function on the tangent cones at infinity. And the Three Circles Theorem is used to guarantee the polynomial growth of the constructed harmonic function. We also constructed two example manifolds, which address the nonexistence and existence of harmonic functions with polynomial growth, under linear volume growth and at least quadratic volume growth assumptions respectively. Specially, one example is the first counterexample to the necessary part of Conjecture 1.4.

In Section 5, using the other Three Circles Theorem, combining the results and techniques developed in [CM97b], we proved the uniform bound of frequency. Some technical results in this section are well-known from [CM97b] in more general context, but we provide the details here to make our argument self-contained in this concrete case.
2. Background and notations

In this section, we always assume that \((M^n, g)\) is an \(n\)-dimensional complete manifold with \(Rc \geq 0\). We firstly review some background material about Gromov-Hausdorff convergence and analysis on limit spaces.

Let \(\{(M^n_i, p_i, \rho_i)\}\) be a sequence of pointed Riemannian manifolds, where \(p_i \in M^n_i\) and \(\rho_i\) is the metric on \(M^n_i\). If \(\{(M^n_i, p_i, \rho_i)\}\) converges to \((M_\infty, p_\infty, \rho_\infty)\) in the Gromov-Hausdorff sense, we write \((M^n_i, p_i, \rho_i) \xrightarrow{d_{GH}} (M_\infty, p_\infty, \rho_\infty)\). See [Gro99] for the definition and basic facts concerning Gromov-Hausdorff convergence.

A metric space \((M_\infty, p_\infty, \rho_\infty)\) is a tangent cone at infinity of \(M^n\) if it is a Gromov-Hausdorff limit of a sequence of rescaled manifolds \((M^n, p, r_j^{-2}g)\), where \(r_j \to \infty\). By Gromov’s compactness theorem, \([Gro99]\), any sequence \(r_j \to \infty\), has a subsequence, also denoted as \(r_j \to \infty\), such that the rescaled manifolds \((M^n, p, r_j^{-2}g)\) converge to some tangent cone at infinity \(M_\infty\) in the Gromov-Hausdorff sense.

Let us recall that from Bishop-Gromov’s volume comparison theorem, we can define the asymptotic volume ratio

\[
V_M = \lim_{r \to \infty} \frac{V(r)}{p^n}
\]

where \(V(r)\) is the volume of the geodesic ball \(B(r)\) centered at \(p\) with radius \(r\). And the above definition is independent of \(p\), so we omit \(p\) there. If \(V_M > 0\), we say that \((M^n, g)\) has maximal volume growth. Note \(V_M \leq V^n_0(1)\) from Bishop-Gromov’s volume comparison theorem, where \(V^n_j(r)\) is the volume of ball with radius \(r\) in the \(n\)-dimensional complete space form with sectional curvature equal to \(k\).

Example of Perelman [Per97] shows that tangent cone at infinity is not unique in general even if the manifold with \(Rc \geq 0\) has maximal volume growth and quadratic curvature decay. Although the tangent cone at infinity may be not unique, under maximal volume growth assumption, Cheeger and Colding proved the following theorem characterizing it:

**Theorem 2.1 ([CC96]).** Let \(M^n\) be a complete manifold with \(Rc \geq 0\) and maximal volume growth, then every tangent cone at infinity \(M_\infty\) is a metric cone \(C(X)\), where \(X\) is a compact metric space and \(\text{diam}(X) \leq \pi\).

Note the metric on the metric cone \(C(X)\) is \(dr^2 + r^2 dX\), where \(r \in [0, \infty)\).

In the collapsed case (i.e. the maximal volume growth assumption does not hold), we can consider the renormalized measure on the limit space under the measured Gromov-Hausdorff convergence. As in Section 9 of [Che99], we have the following definition.

**Definition 2.2.** If \(\omega_i, \omega_\infty\) are Borel regular measures on \(M^n_i, M_\infty\), we say that \((M^n_i, p_i, \rho_i, \omega_i)\) converges to \((M_\infty, p_\infty, \rho_\infty, \omega_\infty)\) in the measured Gromov-Hausdorff sense, if \((M^n_i, p_i, \rho_i) \xrightarrow{d_{GH}} (M_\infty, p_\infty, \rho_\infty)\), in addition, for any \(x_i \to x_\infty\), \((x_i \in M^n_i, x_\infty \in M_\infty)\), \(r > 0\), we have

\[
\omega_i(B_i(x_i, r)) \to \omega_\infty(B_\infty(x_\infty, r))
\]
where \((M^\infty, \rho_\infty)\) is a length space with length metric \(\rho_\infty\), and
\[
B_l(x_l, r) = \{z \in M^l | d_{\rho_l}(z, x_l) \leq r\}, \quad B_\infty(x_\infty, r) = \{z \in M_\infty | d_{\rho_\infty}(z, x_\infty) \leq r\}
\]

For later use, we also set up the following **Blow Down Setup**: Note that \((M^n, g, \mu)\) is a complete Riemannian manifold with \(Rc \geq 0\), where \(\mu\) is the volume element determined by the metric \(g\). We can define \((M_l, p, \rho_l, \nu_l)\), where \(M_l\) is the same differential manifold as \(M^n\), \(\rho_l\) is the metric defined as \(\rho_l = r_i^{-2} g\), \(\{r_i\}_i=1^\infty\) is an increasing positive sequence whose limit is \(\infty\), \(p\) is a fixed point on \(M_l = M^n\), and \(\nu_l\) is the renormalized measure defined by
\[
(2.2) \quad \nu_l(A) := (\int_{B_l(1)} 1d\mu_l)^{-1} \left( \int_A 1d\mu_l \right) = r_i^n V(r_i)^{-1} \mu_l(A)
\]
where \(A \subset M_l\), \(B_l(1) := \{z \in M_l | d_{\rho_l}(z, p) \leq 1\}\), and \(\mu_l\) is the volume element determined by \(\rho_l\). Then by Gromov’s compactness theorem (see [Gro99]) and Theorem 1.6 in [CC97], after passing to a suitable subsequence, we have
\[
(M_l, p, \rho_l, \nu_l) \overset{d_{GH}}{\to} (M_\infty, \rho_\infty, \nu_\infty) \quad \text{in the measured Gromov-Hausdorff sense},
\]
where \(\nu_\infty\) is the renormalized limit measure defined as in Section 1 of [CC97].

Let \(Z\) be a metric space and let \(\nu\) be a Borel measure on \(Z\). As in Section 2 of [CC00a], we define the associated Hausdorff measure in codimension 1 (denoted as \(\nu_{-1}\)) as follows. Fix \(\delta > 0\) and \(U \subset Z\), let \(B = \{B_r(q_i)\}\) be a covering of \(U\) with \(r_i < \delta\), for all \(i\). Put
\[
(2.3) \quad (\nu_{-1})_\delta(U) = \inf_{\mathcal{B}} \sum_i r_i^{-1} \nu(B_r(q_i))
\]
and
\[
(2.4) \quad \nu_{-1}(U) = \lim_{\delta \to 0} (\nu_{-1})_\delta(U)
\]

**Definition 2.3.** On a metric cone \((C(X), dr^2 + r^2 dX), \nu\) is called conic measure of power \(\kappa\), and \(\kappa\) is a positive constant denoted as \(p(\nu)\), if for any \(\Omega \subset \subset C(X)\),
\[
(2.5) \quad \nu(\Omega) = \int_0^\infty r^{\kappa-1} dr \int_X \chi(\Omega_r) d\nu_{-1}
\]
where \(\Omega_r = \{z | z \in \Omega, r(z) = r\}\), \(\chi(\cdot)\) is the characteristic function on \(C(X)\).

If \((M^n, g)\) is a complete manifold with \(Rc \geq 0\) and maximal volume growth, from Theorem 2.1 above and Theorem 5.9 in [CC97], every tangent cone at infinity of \(M^n\) is a metric cone, with the unique corresponding renormalized limit measure, which is a conic measure of power \(n\). In collapsing case, our definition of conic measure will play the role of co-area formula on metric cones in non-collapsing case, which was showed in Section 7 of [Honb].

Assume that \((M^n, g)\) is a complete manifold with \(Rc \geq 0\), all tangent cones at infinity are metric cones and every renormalized limit measure is conic measure, we define the set of all tangent cones at infinity of \(M^n\) with renormalized limit measure as \(\mathcal{M}(M) := \{(C(X), \nu) | C(X)\) is the metric tangent cone at infinity of \(M^n\), \(\nu\) is the conic renormalized limit measure\}. 

From \[CC00b\] (also see \[Che99\]), there exists a self-adjoint Laplace operator \(\Delta_{(C(X),\nu)}\) on \((C(X),\nu)\in \mathcal{M}(M)\). From \[CC00b\] and \[CC00b\], \(\nu\) induces a natural measure \(\nu_{-1}\) on \(X\), which satisfies a volume doubling property. Similar argument as in \[CM97b\] following the argument in \[CM97b\].

When \(\mathcal{H}^i(X) > 0\) where \(\mathcal{H}^i\) is \(i\)-dimensional Hausdorff measure, \(L^2(X)\) is an infinite dimensional Hilbert space. Now from Rellich-type Compactness Theorem (Theorem 4.9 of \[Hona\], also see the Appendix of \[Xu14\]), similar as the standard elliptic theory on compact manifolds (see Chapter 6 in \[War83\] etc.), on compact metric measure space \((X,\nu_{-1})\), we have an orthonormal basis \(\{\varphi_i(x)\}_{i=1}^{\infty}\) for \(L^2(X)\), and a sequence \(0 < \lambda_1 < \lambda_2 \leq \lambda_3 \leq \cdots\), \(\lim_{i \to \infty}\lambda_i = \infty\), such that

\[
\Delta_{(X,\nu_{-1})}\varphi_i(x) = -\lambda_i\varphi_i(x)
\]

Now assume that \((M^n,g)\) is a complete manifold with \(Rc \geq 0\), all tangent cones at infinity are metric cones and every renormalized limit measure is conic measure, and \(\mathcal{H}^i(X) > 0\). Then we have the following proposition:

**Proposition 2.4.** For any \((C(X),\nu)\) \(\in \mathcal{M}(M)\), assume that conic measure \(\nu\) is of power \(\kappa > 0\), for any \(u(x) \in H^1_0(C(X))\),

\[
\Delta_{(C(X),\nu)}u = \frac{\partial^2 u}{\partial r^2} + \frac{\kappa - 1}{r}\frac{\partial u}{\partial r} + \frac{1}{r^2}\Delta_{(X,\nu_{-1})}u
\]

**Proof:** For any \(w \in H^1_0(C(X))\), by definition of \(\Delta_{(C(X),\nu)}\) and \(\Delta_{(X,\nu_{-1})}\) (see Section 6 of \[CC00b\]), we can use integration by parts, combining with the definition of conic measure \[CC00b\], then

\[
\int_{C(X)} \Delta_{(C(X),\nu)}u \cdot w\,d\nu = - \int_{C(X)} \nabla u \cdot \nabla w\,d\nu = - \int_0^\infty r^{\kappa - 1}\left(\int_X \nabla u \cdot \nabla w\,d\nu_{-1}\right)dr
\]

\[
= - \int_0^\infty r^{\kappa - 1}\left(\int_X (\nabla_r u + \frac{1}{r}\nabla_x u) \cdot (\nabla_r w + \frac{1}{r}\nabla_x w)\,d\nu_{-1}(x)\right)dr
\]

\[
= - \int_0^\infty r^{\kappa - 3}\left(\int_X \nabla_r u \cdot \nabla_x w\,d\nu_{-1}(x)\right)dr - \int_0^\infty r^{\kappa - 1}\int_X \nabla_r u \cdot \nabla_r w\,d\nu_{-1}(x)
\]

\[
= \int_0^\infty r^{\kappa - 1}\int_X \frac{1}{r^2}\Delta_{(X,\nu_{-1})}u \cdot w + \int_0^\infty r^{\kappa - 1}\int_X \frac{\partial^2 u}{\partial r^2} + \frac{\kappa - 1}{r}\frac{\partial u}{\partial r} \cdot w
\]

where \[CC00b\] follows from the metric cone structure of \(C(X)\).

From \[CC00b\], we obtain \[CC00b\].

The following corollary is similar as Theorem 1.1 of \[CM97b\] (also see \[Che79\]), for completeness we provide its proof here following the argument in \[CM97b\].
Corollary 2.5. If $u$ is a harmonic function on $(C(X), \nu)$ with respect to $\Delta_{(C(X), \nu)}$, then

$$u(r, x) = \sum_{j=1}^{\infty} c_j r^{\alpha_j} \varphi_j(x)$$

where $c_j, \alpha_j \geq 0$ are constants, and $\varphi_j, \lambda_j = \alpha_j(\kappa + \alpha_j - 2)$ are defined in (2.6).

Proof: We can assume that $u(0) = 0$. By the spectral theorem applied on $(X, \nu_{-1})$,

$$u(1, x) = \sum_{j=0}^{\infty} a_j \varphi_j(x)$$

where the convergence is in $L^2(X, \nu_{-1})$ sense.

On the other hand, from Proposition 2.4, it is not hard to prove that

$$\hat{u}(r, x) = \sum_{j=0}^{\infty} a_j r^{\alpha_j} \varphi_j(x)$$

is a harmonic function on $(C(X), \nu)$, where $\alpha_j(\alpha_j + \kappa - 2) = \lambda_j$ and $\alpha_j \geq 0$.

Now consider the harmonic function

$$\hat{u}(r, x) = u(r, x) - \hat{u}(r, x)$$

From (2.11), $\hat{u}$ vanishes on $\partial B_1 \subset C(X)$ and at the vertex 0. Then by the maximum principle, $\hat{u} \equiv 0$. Hence (2.10) follows.

And we also define $\mathscr{S}(M)$ the spectrum at infinity of $(M^n, g)$ and $\mathscr{D}(M)$ the degree spectrum at infinity of $(M^n, g)$:

$$\mathscr{S}(M) := \{ \lambda \mid \lambda = \lambda_j(X, \nu_{-1}) \text{ for some positive integer } j \text{ and } (C(X), \nu) \in \mathcal{M}(M) \}$$

$$\mathscr{D}(M) := \{ \alpha \geq 0 \mid \alpha(\kappa + \alpha - 2) = \lambda \text{ for some } \lambda = \lambda_j(X, \nu_{-1}) \in \mathscr{S}(M) \text{ and } \kappa = p(\nu) \}$$

We also define the convergence concept for functions on manifolds $\{M^n_i\}$ as the following, it is called “uniform convergence in Gromov-Hausdorff topology”, for simplification, sometimes it is written as “uniform convergence in G-H topology”.

Definition 2.6 (Uniform Convergence in G-H topology). Suppose

$$K_i \subset M^n_i \xrightarrow{d_{GH}} K_\infty \subset M_\infty$$

Assume that $\{f_i\}_{i=1}^{\infty}$ are functions on $M^n_i$, $f_\infty$ is a function on $M_\infty$, and $\Phi_i : K_\infty \to K_i$ are $\epsilon_i$-Gromov-Hausdorff approximations, $\lim_{i \to \infty} \epsilon_i = 0$. If $f_i \circ \Phi_i$ converge to $f_\infty$ uniformly, we say that $f_i \to f_\infty$ uniformly over $K_i \xrightarrow{d_{GH}} K_\infty$.

In the rest of this section, unless explicitly stated, $(M^n, g)$ is an $n$-dimensional complete manifold with $Rc \geq 0$ and maximal volume growth. We restrict our discussion to the case of $n \geq 3$, fix $p \in M^n$, let $G(x)$ denote the minimal positive Green’s function on $M^n$ with singularity at $p$. And as in [CM97c], we will normalize $G(x)$ by

$$\Delta G(x) = (2 - n)V^{n-1}_1(x)\delta_p(x)$$
From [Var81] (also see [Li86]) and the maximal volume growth of the manifold, we know that $G(x)$ exists. Set

$$b(x) = \left(\frac{V_M}{V_0(1)}G(x)\right)^{\frac{1}{n}}, \quad \rho(x) = d(p, x)$$

Note when $M^n$ is $\mathbb{R}^n$, the function $b(x)$ is just the distance function $\rho(x)$. We also use $B(r)$ to denote the geodesic ball centered at $p$ with radius $r$ on $M$. And we have the following fact:

$$\lim_{\rho(x) \to 0} \frac{b(x)}{\rho(x)} = \left(\frac{V_M}{V_0(1)}\right)^{\frac{1}{n}}$$

We collect some important facts about $b(x)$ proved by Cheeger and Colding [CC96], Colding and Minicozzi [CM97c], Colding [Col12] in the following.

**Theorem 2.7** ([CC96], [CM97c], [Col12]).

$$\lim_{r \to \infty} \int_{b(x) \leq r} |\nabla b|^2 = \lim_{r \to \infty} \int_{b(x) \leq r} \left|\text{Hess}(b^2) - 2g\right|^2 = 0;$$

$$\lim_{\rho(x) \to 0} \frac{b(x)}{\rho(x)} = 1; \quad |\nabla b| \leq 1$$

where $g$ is the metric tensor on $M^n$.

Let us recall the definition of frequency function in [CM97b], we firstly define:

$$I_u(r) = r^{1-n} \int_{b(x) \leq r} u^2 |\nabla b| dx$$

$$D_u(r) = r^{2-n} \int_{b(x) \leq r} |\nabla u|^2 dx, \quad F_u(r) = r^{3-n} \int_{b(x) \leq r} \left|\frac{\partial u}{\partial n}\right|^2 |\nabla b| dx$$

then the frequency function is defined by

$$\mathcal{F}_u(r) = \frac{D_u(r)}{I_u(r)}$$

where $u(x)$ is a harmonic function defined on $\{b(x) \leq r\}$.

Using the fact that $u$ is harmonic, differentiating (2.17), we get

$$I'_u(r) = 2 \frac{D_u(r)}{r} \geq 0$$

From (2.20), $I_1(r)$ is constant. Then by the fact (2.14), it is not hard to see that

$$I_1(r) = nV_M$$

We further define two quantities which are technically easier to be dealt with, comparing with $D_u$ and $\mathcal{F}_u$.

$$E_u(r) = r^{2-n} \int_{b(x) \leq r} |\nabla u|^2 |\nabla b|^2 dx, \quad \mathcal{W}_u(r) = \frac{E_u(r)}{I_u(r)}$$

Sometimes for simplification, we omit the subscript $u$ in $I_u(r), \cdots, \mathcal{W}_u(r)$ when the context is clear, and use $I(r), \cdots, \mathcal{W}(r)$ instead.
When $M^n$ is a complete manifold with $Rc \geq 0$ and maximal volume growth, $r_j \to \infty$, assume that the rescaled manifolds $(M^n, p, r_j^{-2}g)$ converge to some tangent cone at infinity $M_\infty$ in the Gromov-Hausdorff sense. From Theorem 0.1 of [CM97c], and Theorem 3.21, Corollary 4.22 of [Din02], we have the following proposition:

**Proposition 2.8.** If $K_j$ and $K_\infty$ are compact subsets of $(M^n, p, r_j^{-2}g)$ and $M_\infty$ respectively, suppose $K_j \xrightarrow{d_{GH}} K_\infty$, then $b_j \to b_\infty$ uniformly over $K_j \xrightarrow{d_{GH}} K_\infty$, where $b_j$ and $b_\infty$ are defined by (2.13) on $(M^n, p, r_j^{-2}g)$ and $(M_\infty, p_\infty, \rho_\infty, \rho_\infty)$ respectively, furthermore $b_\infty = \rho_\infty$.

3. **Three Circles Theorems for harmonic functions**

Different types of Three Circles Theorems were proved by Simon [Sim83], Cheeger and Tian [CGT94], Colding, DeLellis and Minicozzi [CDLM08] in different contexts. Also see Zhang [Zha99], Ding [Din04] for harmonic functions on manifolds and Liu [Liu] for holomorphic functions on Kähler manifolds.

However, to study Question 1.3, Conjecture 1.4 and Conjecture 1.9, we need to do some modification to get the Three Circles Theorems applicable on those problems.

**Lemma 3.1.** For $\{w_i\}_{i=1}^\infty$, $w_i \geq 0$, if

\[ \sum_{i=1}^\infty w_i \leq \sum_{i=1}^\infty 2^{a-a_i} w_i \]

then

\[ \sum_{i=1}^\infty 2^{-2a_i} w_i \leq \sum_{i=1}^\infty 2^{2a-2a_i} w_i \]

where $0 = a_1 < a_2 \leq a_3 \leq \cdots$, and $a > 0$. Furthermore, the equality in (3.2) holds if and only if $w_i = 0$ for all $i$ satisfying $a_i \neq a$.

**Proof:** (3.1) is equivalent to

\[ \sum_{a_i \neq a_1} w_i(1 - 2^{2a-a_i}) \leq w_1(2^{2a} - 1) \]

and (3.2) is equivalent to

\[ \sum_{a_i \neq a_1} 2^{-2a_i} w_i(1 - 2^{2a-a_i}) \leq w_1(2^{2a} - 1) \]

Note

\[ \sum_{a_i \neq a_1} 2^{-2a_i} w_i(1 - 2^{2a-a_i}) \leq \sum_{a_i \neq a_1} 2^{-2a_i} w_i(1 - 2^{2(a-a_i)}) \]

If $\sum_{a_i \neq a_1} w_i(1 - 2^{2(a-a_i)}) \leq 0$, from (3.5),

\[ \sum_{a_i \neq a_1} 2^{-2a_i} w_i(1 - 2^{2(a-a_i)}) \leq 0 \leq w_1(2^{2a} - 1) \]
If \( \sum_{\alpha_i \neq 1} w_j(1 - 2^{2(\alpha - \alpha_i)}) > 0 \), from (3.3)

\[
\sum_{\alpha_i \neq 1} 2^{-2\alpha_i} w_j(1 - 2^{2(\alpha - \alpha_i)}) \leq 2^{-2\alpha} w_1(2^{2\alpha} - 1) < w_1(2^{2\alpha} - 1)
\]

Hence (3.4) is proved, and (3.2) is obtained. Check the above argument carefully, it is easy to find that the equality in (3.2) holds if and only if \( w_i = 0 \) for all \( i \) satisfying \( \alpha_i \neq \alpha \).

\( \square \)

On \( (M^n, g, \mu) \) where \( \mu \) is a Borel regular measure on \( M^n \), define the \( J \)-function of \( u \) as the following:

(3.6) \[
J_u(r) = \frac{1}{\mu(B(r))} \int_{B(r)} u^2 \, d\mu
\]

Unless otherwise mentioned, for \( J_u(r) \) in (3.6), the measure \( \mu \) will be assumed as the volume measure determined by the metric \( g \).

**Theorem 3.2.** Let \( (M^n, g) \) be a complete manifold with nonnegative Ricci curvature, assume that every tangent cone at infinity of \( M^n \) is a metric cone \( C(X) \) with the conic renormalized limit measure of power \( \kappa \geq 2 \), and \( \mathcal{H}^1(X) > 0 \). If \( \alpha \notin \mathcal{D}(M) \), then there exists integer \( k_0 = k_0(\alpha) > 1 \), such that for \( r \geq k_0 \), and \( u(x) \) harmonic over \( B(r) \subset (M^n, g) \),

(3.7) \[
J_u(r) \leq 2^{2\alpha} J_u\left(\frac{r}{2}\right)
\]

implies

(3.8) \[
J_u\left(\frac{r}{2}\right) \leq 2^{2\alpha} J_u\left(\frac{r}{4}\right)
\]

**Proof:** By contradiction. If Theorem 3.2 is not true, then there exists a sequence \( \{r_l\}, \, r_l \to \infty \), and the corresponding harmonic functions \( u_l \) such that the following inequalities hold:

(3.9) \[
J_{u_l}(r_l) \leq 2^{2\alpha} J_{u_l}\left(\frac{r_l}{2}\right), \quad J_{u_l}\left(\frac{r_l}{2}\right) > 2^{2\alpha} J_{u_l}\left(\frac{r_l}{4}\right)
\]

Using the assumptions about tangent cones with renormalized limit measure, combining the knowledge about measured Gromov-Hausdorff convergence, without loss of generality (by choosing subsequence of \( \{u_l\} \)), we assume \( (M^n, p, \rho_l, \nu_l) \) converges to \( (C(Y), \rho_\infty, \rho_\infty, \nu_\infty) \) in the measured Gromov-Hausdorff sense as in **Blow Down Setup** of Section 2, and \( (C(Y), \nu_\infty) \) is a metric cone with conic measure.

Clearly (3.9) implies \( J_{u_l}(\frac{r_l}{2}) \neq 0 \), define

\[
\tilde{u}_l = \frac{u_l}{\left(J_{u_l}(\frac{r_l}{2})\right)^{\frac{1}{2}}}
\]

Look at \( \tilde{u}_l \) as the function on \( B_l(1) \subset (M^n, g_l) \), from (3.9)

(3.10) \[
J^{(l)}_{\tilde{u}_l}(1) \leq 2^{2\alpha} J^{(l)}_{\tilde{u}_l}\left(\frac{1}{2}\right), \quad J^{(l)}_{\tilde{u}_l}\left(\frac{1}{2}\right) > 2^{2\alpha} J^{(l)}_{\tilde{u}_l}\left(\frac{1}{4}\right)
\]
where \( J^{(l)}_{\tilde{u}} \) is the \( J \)-function of \( \tilde{u}_l \) on manifold \((M^n, g_l, \nu_l)\). Also we have

\[
J^{(l)}_{\tilde{u}}(\frac{1}{2}) = J_{\tilde{u}}(\frac{r_l}{2}) = 1
\]

From Theorem 1.2 in [LS84] and Cheng-Yau’s gradient estimate in [CY75], we have the following estimates:

\[
\sup_{B^{(l)}(1-\theta)} |\tilde{u}_l| \leq C(n, p, \theta) \left[ J^{(l)}_{\tilde{u}}(1) \right]^{\frac{1}{2}} \leq C(n, p, \theta, \alpha) \left[ J^{(l)}_{\tilde{u}}(\frac{1}{2}) \right]^{\frac{1}{2}} = C(n, p, \theta, \alpha)
\]

\[
\sup_{B^{(l)}(1-\theta)} |\nabla \tilde{u}_l| \leq C(n, p, \theta, \alpha)
\]

So for any \( \theta \in (0, 1) \), \( \tilde{u}_l \) and \( |\nabla \tilde{u}_l| \) are uniformly bounded over \( B^{(l)}(1 - \theta) \). By Harnack’s convergence theorem in the Gromov-Hausdorff sense (see [Din02], also [Xu14]), we get that \( \{\tilde{u}_l\} \) converges uniformly on compact subsets of \( B_{\infty}(1) \subset C(Y) \) to \( u_{\infty} \), and \( u_{\infty} \) is harmonic over \( B_{\infty}(1) \). Hence,

\[
\lim_{l \to \infty} J^{(l)}_{\tilde{u}}(\frac{1}{2}) = J_{u_{\infty}}(\frac{1}{2})
\]

where \( J_{u_{\infty}} \) is the \( J \)-function of \( u_{\infty} \) on \((C(Y), \rho_{\infty}, \nu_{\infty})\) defined as in (3.6).

By \( u_{\infty} \) is harmonic over \( B_{\infty}(1) \subset C(Y) \), as in (2.10) we can write

\[
u_{\infty} = \sum_{i=1}^{\infty} c_i \nu^{\alpha_i} \varphi_i(x)
\]

where \( \{\varphi_i(x)\} \) are the eigenfunctions of \( \Delta_Y \) on \( Y \), also the orthonormal basis for \( L^2(Y) \), \( \Delta_Y \varphi_i(x) = -\lambda_i \varphi_i(x), \lambda_i = \alpha_i(\alpha_i + n - 2) \) and \( \alpha_i \geq 0 \).

From (3.10), we get

\[
\int_{B_{\infty}(1)} u_{\infty}^2 d\nu_{\infty} = \lim_{k \to \infty} \int_{B_{\infty}(1 - \frac{1}{k})} u_{\infty}^2 d\nu_{\infty} = \lim_{k \to \infty} \int_{B_{\infty}(1 - \frac{1}{k})} \tilde{u}_l^2 d\nu_{l} \leq \lim_{l \to \infty} \int_{B_{r}(1)} \tilde{u}_l^2 d\nu_{l} = 2^{2\alpha + \kappa} \int_{B_{r}(\frac{1}{2})} u_{\infty}^2 d\nu_{\infty}
\]

(3.14)

\[
\int_{B_{\infty}(\frac{1}{2})} u_{\infty}^2 d\nu_{\infty} \geq 2^{2\alpha + \kappa} \int_{B_{\infty}(\frac{1}{2})} u_{\infty}^2 d\nu_{\infty}
\]

(3.15)

in the last equality of (3.14) we used the assumption that the renormalized limit measure is conic measure of degree \( \kappa \).

Plug (3.13) into (3.14) and (3.15), we get

\[
\sum_{i=1}^{\infty} w_i \leq \sum_{i=1}^{\infty} 2^{2(\alpha_2 - \alpha_1)} w_i, \quad \sum_{i=1}^{\infty} 2^{-2\alpha_1} w_i \geq \sum_{i=1}^{\infty} 2^{2(\alpha_2 - \alpha_1)} w_i
\]

where \( w_i = \frac{c_i^2}{2^{\alpha_1 + \kappa}} \).
From the above two inequalities, by Lemma 3.1 and the assumption \( \alpha \notin \mathcal{D}(M) \), we get \( w_i = 0 \) and \( c_i = 0 \), hence \( u_\infty \equiv 0 \). Taking limit in (3.11), combining (3.12) and \( u_\infty = 0 \), we obtain

\[
1 = \lim_{t \to \infty} J_{\hat{u}_i}^{(t)}(\frac{1}{2}) = J_{\hat{u}_i}(\frac{1}{2}) = 0
\]

It is the contradiction, hence the conclusion is proved. \( \square \)

Recall we defined \( I_\alpha \) in (2.17) for harmonic functions \( u(x) \), we have the other Three Circles Theorems for \( I_\alpha \), which will be useful for estimating the frequency of \( u(x) \). Before proving the theorem, we firstly need to control the \( C^0 \) and \( C^1 \) norm of \( u(x) \) by \( I_\alpha \), which is achieved by the following lemma.

**Lemma 3.3.** Assume that \((M^n, g)\) is an n-dimensional complete manifold with \( \text{Rc} \geq 0 \) and maximal volume growth, \( u(p) = 0 \) and \( u(x) \) is harmonic on \( \{b \leq r \} \subset M^n \). Then for any \( \theta \in (0,1) \) and \( r > 0 \),

\[
\sup_{b \leq (1-\theta)r} |u|^2 \leq C(n, \theta, V_M) I_\alpha(r)
\]

(3.16)

\[
\sup_{b \leq (1-\theta)r} |\nabla u|^2 \leq C(n, \theta, V_M) r^{-2} I_\alpha(r)
\]

(3.17)

**Proof:** From \( I'(r) = \frac{D(r)}{r} \), we have

\[
2 \int_{(1-\frac{\theta}{2})r}^{r} \frac{D(s)}{s} = I(r) - I((1 - \frac{\theta}{2})r) \leq I(r)
\]

hence

(3.18)

\[
2 \int_{(1-\frac{\theta}{2})r}^{r} s^{n-2} D(s) ds \leq r^{n-1} I(r)
\]

by the definition of \( D(r) \), \( s^{n-2} D(s) \) is nondecreasing, and therefore (3.18) yields

\[
\theta r ((1 - \frac{\theta}{2})r)^{n-2} D((1 - \frac{\theta}{2})r) \leq r^{n-1} I(r)
\]

After simplification, we get

(3.19)

\[
D((1 - \frac{\theta}{2})r) \leq C(n, \theta) I(r)
\]

Assume that \( |\nabla u|^2(x_0) = \sup_{b \leq (1-\theta)r} |\nabla u|^2 \) and \( b(x_0) = r_0 \leq (1-\theta) r \). From (2.16), there exists \( r_1 = C(p, V_M, \theta) r_0 > 0 \) such that \( B_{x_0}(r_1) \subset \{b \leq (1 - \frac{\theta}{2})r \} \), hence by Theorem 1.2 in [LS84],

\[
|\nabla u|^2(x_0) \leq \frac{C(n)}{V(B_{x_0}(r_1))} \int_{B_{x_0}(r_1)} |\nabla u|^2 \leq C(n, p, \theta, V_M) r^{-2} D((1 - \frac{\theta}{2})r)
\]

Combining (3.19), we obtain

(3.20)

\[
\sup_{b \leq (1-\theta)r} |\nabla u|^2 \leq C(n, p, \theta, V_M) r^{-2} I(r)
\]
By integrating (3.20) along geodesics starting at \( p \) and using \( u(p) = 0 \),
\[
\sup_{b \leq (1-\theta)r} |u|^2 \leq C(n, p, \theta, V_M)I(r)
\]
\( \square \)

**Theorem 3.4.** Assume that \((M^n, g)\) is an \( n \)-dimensional complete manifold with \( Rc \geq 0 \) and maximal volume growth, \( \alpha \notin \mathcal{P}(M) \), then there exists integer \( k_0 = k_0(\alpha) > 1 \), such that for \( r \geq k_0 \), \( u(x) \) harmonic over \( B(r) \subset (M^n, g) \) and \( u(p) = 0 \),
\[
I_u(r) \leq 2^{2\alpha} I_u\left(\frac{r}{2}\right)
\]
implies
\[
I_u\left(\frac{r}{2}\right) \leq 2^{2\alpha} I_u\left(\frac{r}{4}\right)
\]

**Proof:** By contradiction. If Theorem 3.4 is not true, then there exists a sequence \( \{r_i\}, r_i \to \infty \), and the corresponding harmonic functions \( u_i \) such that the following inequalities hold:
\[
I_{u_i}(r_i) \leq 2^{2\alpha} I_{u_i}\left(\frac{r_i}{2}\right), \quad I_{u_i}\left(\frac{r_i}{2}\right) > 2^{2\alpha} I_{u_i}\left(\frac{r_i}{4}\right), \quad u_i(p) = 0
\]
Without loss of generality (by choosing subsequence of \( \{u_i\} \)), we can assume that
\[
(M^n, p, \rho_t) \xrightarrow{d_{GH}} (C(X), p_\infty, \rho_\infty)
\]
where \( \rho_t = g_t = r_t^{-2} g \) is the rescaled metric, and \( C(X) \) is one tangent cone at infinity of \((M^n, g)\), which is a metric cone by Theorem 2.1.

Clearly (3.23) implies \( I_{u_i}(\frac{r_i}{4}) \neq 0 \), define
\[
\tilde{u}_i = \frac{u_i}{\left(I_{u_i}(\frac{r_i}{4})\right)^{\frac{1}{2}}}
\]
Look at \( \tilde{u}_i \) as the function on \( B_i(1) \subset (M^n, g_i) \), we have
\[
l_{\tilde{u}_i}^{(0)}(1) \leq 2^{2\alpha} l_{\tilde{u}_i}^{(0)}\left(\frac{1}{2}\right), \quad l_{\tilde{u}_i}^{(0)}\left(\frac{1}{2}\right) > 2^{2\alpha} l_{\tilde{u}_i}^{(0)}\left(\frac{1}{4}\right), \quad \tilde{u}_i(p) = 0
\]
where \( l_{\tilde{u}_i}^{(0)} \) is the frequency function of \( \tilde{u}_i \) on manifold \((M^n, g_i)\), and
\[
l_{\tilde{u}_i}^{(0)}\left(\frac{1}{2}\right) = l_{\tilde{u}_i}\left(\frac{r_i}{2}\right) = 1
\]
From Lemma 3.3 and (3.25), we have the following estimates,
\[
\sup_{b_i \leq (1-\theta)} |\tilde{u}_i| \leq C(n, p, \theta, V_M)\left[l_{\tilde{u}_i}^{(0)}(1)\right]^{\frac{1}{2}} \leq C(n, p, \theta, V_M, \alpha)\left[l_{\tilde{u}_i}^{(0)}\left(\frac{1}{2}\right)\right]^{\frac{1}{2}}
\]
\[
\sup_{b_i \leq (1-\theta)} |\nabla \tilde{u}_i|_{g_i} \leq C(n, p, \theta, V_M, \alpha)
\]
where \( b_i \) is the \( b(x) \) function defined as in (2.13) on \((M^n, p, g_i)\).

So for any \( \theta \in (0, 1) \), \( \tilde{u}_i \) and \( |\nabla \tilde{u}_i| \) are uniformly bounded over \( \{b_i \leq (1-\theta)\} \). By Harnack’s convergence theorem in the Gromov-Hausdorff sense (see [Dim02], also
we have

\[ \lim_{l \to \infty} I^{(l)}_{b_l} \left( \frac{1}{2} \right) = I_{u_{\infty}} \left( \frac{1}{2} \right) \]

By \( u_{\infty} \) is harmonic over \( \{ b_{\infty} < 1 \} \), as in (2.10) we can write

\[ u_{\infty} = \sum_{i=1}^{\infty} c_i r^{\alpha_i} \varphi_i(x) \]

where \( \{ \varphi_i(x) \} \) are the eigenfunctions of \( \Delta_X \) on \( X \), also the orthonormal basis for \( L^2(X), \Delta_X \varphi_i(x) = -\lambda_i \varphi_i(x), \lambda_i = \alpha_i(\alpha_i + n - 2) \) and \( \alpha_i \geq 0 \).

From (3.25), note \( b_{\infty} = \rho_{\infty} \) on \( C(X) \), again by Proposition 3.4 in [Honb]

\[ \int_{b_{\infty}} u_{\infty}^2 = \lim_{k \to \infty} \int_{b_{\infty} = (1-\varepsilon)} u_{\infty}^2 = \lim_{k \to \infty} \left( \frac{1}{2} \right)^{n-1} \lim_{l \to \infty} I^{(l)}_{b_l} \left( 1 - \frac{1}{k} \right) \]

\[ \leq \lim_{l \to \infty} I^{(l)}_{b_l} (1) \leq \lim_{l \to \infty} 2^{2\alpha+1} I^{(l)}_{b_l} \left( \frac{1}{2} \right) = 2^{2\alpha+1} \int_{b_{\infty} = \frac{1}{2}} u_{\infty}^2 \]

in the first inequality of (3.29) we used the fact \( I(r) \) is nondecreasing in \( r \).

Plug (3.28) into (3.29) and (3.30), we get

\[ \sum_{i=1}^{\infty} w_i \leq 2^{2(\alpha - \alpha_i)} w_i, \quad \sum_{i=1}^{\infty} 2^{-2\alpha_i} w_i \geq \sum_{i=1}^{\infty} 2^{2(\alpha - 2\alpha_i)} w_i \]

where \( w_i = c_i^2 \). From the above two inequalities and Lemma 3.1 \( c_i = 0 \), hence \( u_{\infty} = 0 \).

Taking limit in (3.26), combining (3.27) and \( u_{\infty} = 0 \), we obtain

\[ 1 = \lim_{l \to \infty} I^{(l)}_{b_l} \left( \frac{1}{2} \right) = I_{u_{\infty}} \left( \frac{1}{2} \right) = 0 \]

It is the contradiction, hence the conclusion is proved. \( \square \)

4. The existence of harmonic functions with polynomial growth

In the following lemma, we assume that \( (M^n, g) \) is a complete manifold with \( R_c \geq 0 \), and every tangent cone at infinity of \( M^n \) with renormalized limit measure is a metric cone \( C(X) \) with conic measure of power \( \kappa \geq 2 \), and \( \mathcal{H}^1(X) > 0 \).

**Lemma 4.1.** Assume \( u_{\infty} \) is harmonic on \( C(X) \in \mathcal{M}(M) \) and \( u_{\infty}(\rho_{\infty}) = 0 \), then there exist \( R_i \to \infty, B(R_i) \subset M^n \), such that \( \lim_{i \to \infty} d_{GH}(B_i(1), B_{\infty}(1)) = 0 \), where \( B_i(1) \subset (M^n, R_i^{-2}g), B_{\infty}(1) \subset C(X), \) and \( u_i \) harmonic on \( B_{\rho}(R_i) = B_i(1) \) satisfying the following property:

\[ \lim_{i \to \infty} |u_i \circ \Psi_{\infty, i} - u_{\infty}|_{L^\infty(B_{\infty}(1))} = 0, \quad u_i(p) = 0 \]

where \( \Psi_{\infty, i} : B_{\infty}(1) \to B_i(1) \) is an \( \epsilon_i \)-Gromov-Hausdorff approximation, and \( \lim_{i \to \infty} \epsilon_i = 0 \).
Remark 4.2. The above lemma was inspired by Theorem 2.1 of [Din04], however there is a small (but new) restriction on \( u_i(u_i(p) = 0) \) in our statement, which is crucial in our proof of Theorem 4.3.

Proof: It follows from Lemma 10.7 in [Che99], there exists Lipschitz function \( \tilde{u}_i \) defined on \( (M^n, R_i^{-2} g) \) such that

\[
\lim_{i \to \infty} [\tilde{u}_i \circ \Psi_{\infty,i} - u_{(1)}]_{L^\infty(\overline{B_{\infty}}(1))} = 0 ; \quad \text{Lip}(\tilde{u}_i) \leq C
\]

where \( C \) is some positive constant independent of \( i \), and

\[
\text{Lip}(f) := \sup_{x \in \overline{B_{\infty}}(1)} \liminf_{r \to 0} \sup_{d(z,y) = r} \frac{|f(y) - f(z)|}{r}
\]

Let \( \hat{u}_i \) be the solution of the following Dirichlet problem:

\[
\begin{align*}
\Delta \hat{u}_i &= 0, \quad \text{on } B_{\infty}(1) \\
\hat{u}_i &= \tilde{u}_i, \quad \text{on } \partial B_{\infty}(1)
\end{align*}
\]

By (4.2) and Lemma 10.7 in [Che99], \( \hat{u}_i|_{\partial B_{\infty}(1)} \) is uniformly bounded. From maximum principle on \( B_{\infty}(1) \), \( \hat{u}_i \) are uniformly bounded.

Let \( x_i \in \partial B_{\infty}(1), x_i \to x_{\infty} \in \partial B_{\infty}(1) \). For any \( \epsilon > 0 \), from (4.2) there exists \( \delta \in (0, 1) \) such that

\[
|\tilde{u}_i(x) - \hat{u}_i(x_i)| < \frac{\epsilon}{2} \quad \text{if } |x - x_i| < \delta
\]

On the cone \( C(X) \) there is a unique ray starting from the pole \( p_{\infty} \), passing through \( x_{\infty} \). Pick a point \( q_{\infty} \) on this ray with \( d_{\infty}(p_{\infty}, q_{\infty}) > d_{\infty}(p_{\infty}, x_{\infty}) \), then

\[
d_{\infty}(x, q_{\infty}) > d(x_{\infty}, q_{\infty}) , \quad \forall x \in [z] \; d_{\infty}(z, x_{\infty}) < \delta \cap \bar{B}_{\infty}(1)
\]

Hence we can choose \( q_i \to q_{\infty} \) such that

\[
d_{\infty}(q_i, x) \geq d_{\infty}(q_i, x_i) , \quad \forall x \in [z] \; d_{\infty}(z, x_i) < \delta \cap \bar{B}_i(1)
\]

Consider

\[
w_i(x) = d_{\infty}(q_i, x_i)^{2-n} - d_{\infty}(q_i, x)^{2-n}
\]

By the Laplacian comparison theorem, \( \Delta w_i \leq 0 \), and it is easy to see that \( w_i \geq 0 \) on \( [z] d_{\infty}(z, x_i) < \delta \cap \bar{B}_i(1), w_i(x_i) = 0 \). Hence it is the barrier function defined as in Section 2.8 of [GT01].

Now let \( M = \sup_{i} \sup_{x \in \partial B_{\infty}(1)} |\tilde{u}_i(x)| < \infty \), using the fact

\[
\lim_{i \to \infty} w_i(y_i) = d_{\infty}(q_{\infty}, x_{\infty})^{2-n} - d_{\infty}(q_{\infty}, y_{\infty})^{2-n} \quad \text{if } y_i \to y_{\infty}
\]

hence there exists constant \( k > 0 \), which is independent of \( i \), such that when \( i >> 1 \),

\[
k w_i(x) \geq 2M \quad \text{if } |x - x_i| \geq \delta
\]

Then it is easy to check

\[
\left( \tilde{u}_i(x_i) + \frac{\epsilon}{2} + k w_i(x) - \hat{u}_i(x) \right|_{\partial B_i(1)} \geq 0 ,
\]

\[
\Delta \left( \tilde{u}_i(x_i) + \frac{\epsilon}{2} + k w_i(x) - \hat{u}_i(x) \right) \leq 0
\]
From maximum principle, in $B_r(1)$,
$$
\tilde{u}_i(x_i) + \frac{\epsilon}{2} + k w_i(x) \geq \hat{u}_i(x)
$$

Similarly in $B_r(1)$, we have
$$
\tilde{u}_i(x_i) - \frac{\epsilon}{2} - k w_i(x) \leq \hat{u}_i(x)
$$

Hence

$$
(4.5) \quad |\hat{u}_i(x) - \tilde{u}_i(x_i)| \leq \frac{\epsilon}{2} + k w_i(x) \quad x \in B_r(1)
$$

Note $k$ is independent of $i$, using the fact (4.4) again, we get $\delta_0 > 0$, such that for $x_i \in \partial B_r(1), d_{\rho_i}(x, x_i) \leq \delta_0$ implies $|\hat{u}_i(x) - \tilde{u}_i(x_i)| \leq \epsilon$ for any $i >> 1$. In fact, from (4.5), we can obtain that $\hat{u}_i$ are uniformly continuous near boundary of $B_r(1)$. Combining with the Cheng-Yau’s uniform continuity estimate, $\hat{u}_i$ are uniformly continuous on $\overline{B_r(1)}$.

From Harnack’s convergence theorem in the Gromov-Hausdorff sense (see [Din02], also [Xu14]), $\hat{u}_i$ converges to $w_{\infty}$ on $\overline{B_{\alpha}(1)}$, i.e.

$$
(4.6) \quad \lim_{i \to \infty} |\hat{u}_i \circ \Psi_{\alpha,i} - w_{\infty}|_{L^\infty(\overline{B_{\alpha}(1)})} = 0
$$

From (4.2), (4.3) and (4.6), we get that $w_{\infty}|_{\overline{B_{\alpha}(1)}} = u_{\infty}|_{\overline{B_{\alpha}(1)}}$. From maximum principle on $C(X)$, $w_{\infty} = u_{\infty}$ on $\overline{B_{\alpha}(1)}$. We get

$$
\lim_{i \to \infty} |\hat{u}_i \circ \Psi_{\alpha,i} - u_{\infty}|_{L^\infty(\overline{B_{\alpha}(1)})} = 0
$$

Choose $u_i(x) = \hat{u}_i(x) - \tilde{u}_i(p)$, note $\hat{u}_i(p) \to u_{\infty}(p_{\infty}) = 0$, then

$$
\lim_{i \to \infty} |\hat{u}_i \circ \Psi_{\alpha,i} - u_{\infty}|_{L^\infty(\overline{B_{\alpha}(1)})} = 0
$$

The conclusion is obtained. $\square$

**Theorem 4.3.** Let $(M^n, g)$ be a complete manifold with nonnegative Ricci curvature, assume that every tangent cone at infinity of $M^n$ with renormalized limit measure is a metric cone $C(X)$ with conic measure of power $\kappa \geq 2$, and $H^1(X) > 0$. If there exists $d \not\in D(M)$ and $d > \inf \{a | \alpha \in D(M), \alpha \neq 0 \}$, then $\dim(D(M)) \geq 2$.

**Proof:** By assumption, there exists $\alpha_1 \in D(M), \alpha_1 \neq 0$ and $\alpha_1 < d$. Hence there is $C(X) \in M(M)$, and $\varphi_1(x)$ is the eigenfunction on $X$ with respect to eigenvalue $\lambda_1 = \alpha_1(\alpha_1 + \kappa - 2), \int_X |\varphi_1|^2 = 1$. Let $u_{\infty} = r^{\alpha_1} \varphi_1(x)$ in Lemma 4.1 then choose $\{u_i\}$ from Lemma 4.1. We have the following lemma:

**Lemma 4.4.** For any given positive constant $r_0 \in (0, 1)$, there exists $\theta_0 = \theta_0(d - \alpha_1, r_0) > 0$ such that if $\theta \geq \theta_0$, for any $r \in [r_0, R_i, R_i]$, then

$$
(4.7) \quad J_{u_i}(r) \leq 2^{2d} \cdot J_{u_i}(\frac{r_i}{2})
$$

**Proof:** By contradiction. If the lemma is not true, without loss of generality, we can assume that for some $r_0 \in (0, 1)$, there exists a subsequence of $\{i\}_{1}^{\infty}$, for simplicity also denoted as $\{i\}_{1}^{\infty}$ such that

$$
(4.8) \quad J_{u_i}(r_i) > 2^{2d} \cdot J_{u_i}(\frac{r_i}{2})
$$
where $r_i \in [r_0, R_i, R_i]$. 

Note $R_i^{-1} r_i \in [r_0, 1]$, without loss of generality, we can assume that there exists a subsequence of $\{i\}$, for simplicity also denoted as $\{i\}$ such that

\[(4.9) \quad \lim_{i \to \infty} R_i^{-1} r_i = c_0 \in [r_0, 1]\]

where $c_0$ is some constant.

Taking the limit in (4.8), from (4.9) and Lemma 4.1 we get

\[(4.10) \quad \frac{1}{\nu_\infty(B_\infty(c_0))} \int_{B_\infty(c_0)} |u_\infty|^2 \, d\nu_\infty \geq \frac{2^{2d}}{\nu_\infty(B_\infty(\frac{c_0}{2}))} \int_{B_\infty(\frac{c_0}{2})} |u_\infty|^2 \, d\nu_\infty\]

From $u_\infty = r^{\alpha_1} \psi_1(x)$ and $d > \alpha_1$, (4.10) implies $\int_{\mathbb{X}} |\psi_1(x)|^2 \, dx = 0$, which is contradiction.

Note $d \notin \mathcal{D}(M)$, from Theorem 3.2 and induction method, there exists $k_0 = k_0(d)$ such that for $r \in [\frac{k_0}{2}, R_i]$, (4.7) holds, where we choose $i$ big enough such that $i \geq i_0(d - \alpha_1, r_0), R_i > k_0$ and $u_i \neq 0$.

Now we define

\[(4.11) \quad \tilde{u}_i(x) = \frac{u_i(x)}{\sqrt{J_{\tilde{u}_i}(\frac{k_0}{2})}}\]

then

\[(4.12) \quad J_{\tilde{u}_i}(\frac{k_0}{2}) = 1, \quad \tilde{u}_i(p) = 0\]

Note the scaling invariant property of (4.7), hence there exists $i_0 > 0$, if $i \geq i_0$, for $r \in [\frac{k_0}{2}, R_i], J_{\tilde{u}_i}(r) \leq 2^{2d} \cdot J_{\tilde{u}_i}(\frac{k_0}{2})$, and we get

\[(4.13) \quad J_{\tilde{u}_i}(r) \leq (2^{2d})^{\nu_\infty(\frac{\nu_\infty}{2})} J_{\tilde{u}_i}(k_0) = \left(\frac{r}{k_0}\right)^{2d} \cdot (2^{2d}) J_{\tilde{u}_i}(k_0)\]

By Theorem 1.2 of [LS84],

\[(4.14) \quad |\tilde{u}_i(x)|^2 \leq C(n, p) J_{\tilde{u}_i}(2\rho(x))\]

recall that $\rho(x) = d(x, p)$.

From (4.13) and (4.14), when $i \geq i_0$, for $\rho(x) \in [\frac{k_0}{2}, R_i]$,

\[(4.15) \quad |\tilde{u}_i(x)| \leq C(n, p, d, k_0) \rho(x)^d\]

Combining with the Cheng-Yau’s gradient estimate in [CY75] and the Arzela-Ascoli theorem, after taking suitable subsequence, $\tilde{u}_i$ converges to a polynomial growth harmonic function $u(x)$ on $M^n$. From (4.12), we know that $u(x)$ is not constant. The conclusion is proved. 

\textbf{Proof of Theorem 4.7} When the tangent cone at infinity of $M^n$ with renormalized limit measure is the unique metric cone with conic measure, denoted as $(C(X), \nu)$, then $\mathcal{D}(M)$ is a countable set by the fact that the spectrum of $(X, \nu_\infty)$ is a discrete set. Hence we can find $d \notin \mathcal{D}(M)$ and $d > \inf \{|\alpha| \alpha \in \mathcal{D}(M), \alpha \neq 0\}$, from Theorem 4.3 the conclusion is proved. 

\qed
Lemma 4.5. Suppose \((M^n, g)\) has nonnegative sectional curvature, and for some fixed constants \(\kappa > 1, a_0 > 0\),

\[
\lim_{s \to \infty} \frac{V(B(x, s))}{s^\kappa} = a_0
\]

(4.16)

where the convergence in (4.16) is uniform for all \(x \in M^n\). Then the tangent cone at infinity of \(M^n\) with renormalized limit measure is a unique metric cone \(C(X)\) with unique conic measure \(\nu\) of power \(\kappa\), \(\mathcal{H}^{\kappa-1}(X) > 0\) and \(\kappa \geq 2\) is an integer.

Remark 4.6. If (4.16) holds uniformly for all \(x \in M^n\), we will say \((M^n, g)\) has uniform asymptotic polynomial volume growth of degree \(\kappa\).

Proof: Assume \(x_i \to x, r_i \to \infty\), then \(B(x_i, r_i) \to B_\infty(x, r)\), we have

\[
\nu(B_\infty(x, r)) = \lim_{i \to \infty} \frac{\mu_i(B(x_i, r))}{\mu_i(B(p, 1))} = \lim_{i \to \infty} \frac{\mu(B(x_i, r_i))}{\mu(B(p, r_i))} = r^\kappa \lim_{i \to \infty} \frac{\mu_i(B(x_i, r_i))}{a_0(r_i)^\kappa} = r^\kappa
\]

(4.17)

where the last equation follows from the uniform convergence of (4.16).

From the definition of Hausdorff dimension, using (4.17), we obtain that the Hausdorff dimension of \(C(X)\) is \(\kappa\) and \(\mathcal{H}^\kappa(C(X)) > 0\). Because \(C(X)\) is a metric cone on metric space \(X\), it is not hard to get that the Hausdorff dimension of \(X\) is \((\kappa - 1)\) and \(\mathcal{H}^{\kappa-1}(X) > 0\).

By Theorem 5.5 of [CC00b] and the definitions of Ahlfors \(l\)-regular and \(\nu\)-rectifiable (Definition 5.1 and 5.3 in [CC00b]), where \(l\) is some non-negative number, using (4.17), we obtain that \(\nu\) is Ahlfors \(\kappa\)-regular at all \(x \in C(X)\), and \(\kappa\) must be a non-negative integer. By assumption \(\kappa > 1\), we proved that \(\kappa \geq 2\) is an integer.

From the Definition 2.3 and (4.17), it is straightforward to verify that \(\nu\) is a conic measure of power \(\kappa\).

From the above Lemma and Theorem 1.7, we have the following corollary.

Corollary 4.7. Suppose \((M^n, g)\) has nonnegative sectional curvature and uniform asymptotic polynomial volume growth of degree \(\kappa\), and \(\kappa > 1\), then (1.2) and (1.3) hold.

Example 4.8 (Ding’s example). On \(\mathbb{R}^n\), we define the warped product metric \(g = dr^2 + f^2(r)d\mathbb{S}^{n-1}\), where \(\mathbb{S}^{n-1}\) is the classical \((n - 1)\)-dimensional unit sphere, \(f(r)\) is defined by modifying the famous symmetric mollifier \(e^{-r^2}\) as the following:

\[
f(r) = \begin{cases} 
    a - b \exp \left\{ -\frac{1}{1-(r+3^{-\frac{1}{2}})^2} \right\}, & \text{if } 0 \leq r < 1 - 3^{-\frac{1}{2}} \\
    a, & \text{if } r \geq 1 - 3^{-\frac{1}{2}}
\end{cases}
\]

(4.18)
where \( b = a \cdot \exp\left(\frac{1}{1-3^{-\frac{1}{4}}}\right) \), \( a = \frac{(1-3^{-\frac{1}{4}})^2}{3^{-\frac{1}{4}}} \). The number \( 3^{-\frac{1}{4}} \) is chosen in (4.18), because it is the inflection point of the symmetric mollifier \( e^{-\frac{1}{1-r^2}} \). It is straightforward to check that \( R_c(g) \geq 0 \) by the above definition of \( f(r) \) and the metric \( g \) is smooth.

And it is obvious that \((\mathbb{R}^n, g)\) has linear volume growth and will not split isometrically. Hence by Theorem [7.2] there does not exist any nonconstant harmonic function of polynomial growth on \((\mathbb{R}^n, g)\).

**Example 4.9** (Counterexample of Ni’s Conjecture). Let us start from the generalized Hopf fibration of \( S^7 \) as the following:

\[
\mathbb{S}^3 \to \mathbb{S}^7 \xrightarrow{\pi} \mathbb{S}^4, \quad g^{\mathbb{S}^7} = k_1 + k_2
\]

where \( \mathbb{S}^3, \mathbb{S}^7, \mathbb{S}^4 \) carry the metrics \( g^{\mathbb{S}^3}, g^{\mathbb{S}^7}, \frac{1}{4}g^{\mathbb{S}^4} \); \( \pi \) is a Riemannian submersion with totally geodesic fibers and \( k_1 = g^{\mathbb{S}^3}, k_2 = \pi^*(\frac{1}{4}g^{\mathbb{S}^4}) \); \( g^{\mathbb{S}^n} \) denotes the canonical metric of curvature \( = 1 \) on \( \mathbb{S}^n \).

Then for metric \( g = dr^2 + f^2(r)k_1 + h^2(r)k_2 \) on \( M^8 \), which is diffeomorphic to \( \mathbb{R}^8 \), from (8.13) in [CC97] and Section 2 in [BKN12], we have

\[
\begin{align*}
(4.19) & \quad Rm(X_1, X_2, X_1, X_2) = \frac{1}{f^2(r)} - \left(\frac{f'(r)}{f(r)}\right)^2 \\
(4.20) & \quad Rm(X, X, Y, Y) = \frac{f^2}{h^2} - \frac{f' \cdot h'}{f \cdot h} \\
(4.21) & \quad Rm(Y_1, Y_2, Y_1, Y_2) = \frac{4}{h^2} - \frac{3f^2}{h^4} - \left(\frac{h'}{h}\right)^2 \\
(4.22) & \quad Rm(\partial r, X, \partial r, X) = -\frac{f''}{f}, \quad Rm(\partial r, Y, \partial r, Y) = -\frac{h''}{h}
\end{align*}
\]

where \( X_1, X_2, X \in T^*\mathbb{S}^3 \) and \( Y_1, Y_2, Y \in T^*\mathbb{S}^4 \).

In the following \( a, \delta, \{c_i\}_{i=0}^6 \) are positive constants to be determined later, set

\[
\begin{align*}
(4.23) & \quad f(r) = \begin{cases} \frac{1}{a} \sin(ar), & 0 \leq r \leq \delta \\ f(r-\delta), & r > \delta \end{cases} \\
(4.24) & \quad h(r) = \begin{cases} \frac{1}{a} \sin(ar), & 0 \leq r \leq \delta \\ h(r-\delta), & r > \delta \end{cases}
\end{align*}
\]

where \( f \) and \( h \) are defined as the following:

\[
f(x) := c_1 - c_2 e^{-c_3 x}, \quad h(x) := c_0 + c_4 x - c_5 e^{-c_6 x}, \quad x \geq 0
\]

It is easy to see that the metric \( g = dr^2 + f^2(r)k_1 + h^2(r)k_2 \) has positive sectional curvature when \( 0 \leq r \leq \delta \). in the following we will try to find suitable constants \( a, \delta, \{c_i\}_{i=0}^6 \) such that the \( C^2 \)-metric \( g \) has positive sectional curvature when \( r > \delta \).
If \(a, \delta, \{c_i\}_{i=0}^6\) are positive constants satisfying the following eight assumptions:

\[
\begin{align*}
  a &= \left(\frac{c_2 c_3^2}{c_1 - c_2}\right)^\frac{1}{2}, \\
  c_1 &= c_2 + \frac{1 - c_2 c_3^2}{c_2 c_3^2}, \\
  \delta &= a^{-1} \sin^{-1} \left[a(c_1 - c_2)\right], \\
  c_0 - c_5 &= c_1 - c_2, \\
  c_5 c_6^2 &= c_2 c_3^2, \\
  c_4 + c_5 c_6 &= c_2 c_3, \\
  c_6 &= c_3, \\
  c_0 &= 3c_2 + c_5.
\end{align*}
\]

Note that there are many choices of \(a, \delta, \{c_i\}_{i=0}^6\) satisfying the above eight assumptions, and the following is one choice satisfying all the above assumptions:

\[
\begin{align*}
  a &= \frac{1}{2} \sqrt{3}, \\
  \delta &= \frac{2\pi}{\sqrt{3}}, \\
  c_0 &= \frac{13}{4}, \\
  c_1 &= 4, \\
  c_2 &= 1, \\
  c_3 &= \frac{1}{2}, \\
  c_4 &= \frac{1}{4}, \\
  c_5 &= \frac{1}{4}, \\
  c_6 &= 1.
\end{align*}
\]

Define \(s(r) := \frac{1}{a} \sin(ar)\), by (4.25), (4.26) and (4.27), we have

\[
\begin{align*}
  s(\delta) &= f(0), \\
  s'(\delta) &= f'(0), \\
  s''(\delta) &= f''(0)
\end{align*}
\]

which implies that \(f(r)\) is a \(C^2\) function on \([0, \infty)\). And by (4.28), (4.29) and (4.30),

\[
\begin{align*}
  f(0) &= h(0), \\
  f'(0) &= h'(0), \\
  f''(0) &= h''(0)
\end{align*}
\]

And (4.34) combining with (4.38) yields that \(h\) is also a \(C^2\) function on \([0, \infty)\).

From the definition of \(f(r), h(r)\) and the formula (4.22), it is easy to get

\[
\begin{align*}
  Rm(\partial r, X, \partial r, X) > 0, \\
  Rm(\partial r, Y, \partial r, Y) > 0
\end{align*}
\]

Now we consider \((h(x) - f(x))''\), using (4.37),

\[
(h(x) - f(x))'' = c_2 c_3^2 e^{c_3 x} - (c_2 c_3^2 e^{c_3 x} - 1) \geq 0, \quad \forall x \geq 0
\]

On the other hand, from (4.34), \((h - f)'(0) = 0\). Then by (4.36)

\[
(h - f)'(x) \geq (h - f)'(0) = 0, \quad \forall x \geq 0
\]

Again, by (4.34) and (4.37),

\[
(h - f)(x) \geq (h - f)(0) = 0, \quad \forall x \geq 0
\]

From (4.26), (4.28) and (4.32), we get

\[
\frac{1 - c_5 c_6^2}{c_2 c_3^2} = c_1 - c_2 = c_0 - c_5 \geq 3c_2
\]
simplifying it yields
\begin{equation}
2c c_3 \leq \frac{1}{2}
\end{equation}

Then \( h'(0) = f'(0) = c_2 c_3 \leq \frac{1}{2} \), by \( h''(x) < 0 \),
\begin{equation}
\begin{aligned}
& h'(x) < h'(0) \leq \frac{1}{2} & \text{(4.39)}
\end{aligned}
\end{equation}

From (4.37), (4.40) and (4.19), we obtain that when \( r > \delta \),
\begin{equation}
R_m(X_1, X_2, X_1, X_2) > 0 & \text{(4.41)}
\end{equation}

From (4.38), (4.40) and (4.21), when \( r > \delta \),
\begin{equation}
R_m(Y_1, Y_2, Y_1, Y_2) = h^2(4 - (h')^2) - 3f^2 > 3(h^2 - f^2) \geq 0 & \text{(4.42)}
\end{equation}

Now consider \( \varphi(x) := f^3(x) - h^3(x)f'(x)h'(x) \), note
\begin{equation}
\varphi(0) = h^3(0)(1 - f'(0)^2) > 0 & \text{(4.43)}
\end{equation}

On the other hand, using \( h'' < 0 \),
\begin{equation}
\begin{aligned}
& \varphi'(x) = 3f^2 h^2 - 3h^2(h')^2 f' - h^3 f'' h' - h^3 f' h'' \\
& > h' h^2 (- f'' h - 3f' h') & \text{(4.44)}
\end{aligned}
\end{equation}

and
\begin{equation}
- f'' h - 3f' h' = (c_2 c_3 e^{-c_4 x}) \left( c_0 c_3 + c_3 c_4 x - 3 c_4 - (c_3 c_5 + 3 c_5 c_6) e^{-c_6 x} \right) \\
\geq (c_2 c_3 e^{-c_4 x}) \left( c_0 c_3 - 3 c_4 - (c_3 c_5 + 3 c_5 c_6) \right) \\
= (c_2 c_3 e^{-c_4 x}) \left( c_0 c_3 - 3 c_2 c_3 - c_5 c_3 \right) \geq 0 & \text{(4.45)}
\end{equation}

in the last equation above we used (4.37), and in the last inequality we used (4.32).
Combining (4.44) with (4.45), we obtain
\begin{equation}
\varphi'(x) > 0 & \text{(4.46)}
\end{equation}

From (4.43) and (4.46),
\begin{equation}
\varphi(x) > 0 , \quad \forall x \geq 0 & \text{(4.47)}
\end{equation}

By (4.47) and (4.20), when \( r > \delta \), \( x = r - \delta > 0 \),
\begin{equation}
R_m(X, Y, X, Y) = \frac{\varphi(x)}{f(x) \cdot h^4(x)} > 0 & \text{(4.48)}
\end{equation}

From (4.35), (4.41), (4.42) and (4.48), the metric \( g = dr^2 + f^2(r) k_1 + h^2(r) k_2 \) on \( M^8 \) has positive sectional curvature, where \( f, g \) are defined in (4.23) and (4.24).
It is not hard to see that this metric also has the uniform asymptotic polynomial volume growth of degree 5 as in (4.16) and Remark 4.6. Then by Corollary 4.7, there exists nonconstant harmonic function of polynomial growth on \((M^8, g)\), but \((M^8, g)\) does not have maximal volume growth. This disproves the necessary part of Conjecture 1.4.
5. **Uniform bound of frequency function**

Much of argument in this section followed the detailed analysis about frequency function in [CM97b] (especially Proposition 3.3, Proposition 3.36, Proposition 4.11 and Lemma 7.1 there). We are providing details here again to make our argument self-contained and concrete enough for our purpose, some more general argument can be found in [CM97b].

In this section, $I(r)$, $D(r)$, $E(r)$, $F(r)$ and $W(r)$ are defined as in Section 2 with respect to some nonconstant function $u \in \mathcal{H}_d(M)$. Further assume that $u(p) = 0$, where $p \in M^n$.

The following Lemma is a weak version of a uniform Harnack inequality for harmonic function with polynomial growth.

**Lemma 5.1.** For nonconstant $u \in \mathcal{H}_d(M)$, there exists positive increasing sequence $\{r_i\}_{i=1}^{\infty}$ such that $\lim_{i \to \infty} r_i = \infty$ and for any $i$

$$D(2^{4n+1} r_i) \leq 2^{10nd} D(r_i)$$

**Proof:** By contradiction. If the conclusion does not hold, there exists $R_0 \geq 1$, such that

$$D(2^{4n+1} R_0) > 2^{10nd} D(R_0) \quad \text{when } r \geq R_0$$

by induction we get that for any $j = 1, 2, 3, \ldots$

$$D(2^{4n+1} R_j) > 2^{10ndj} D(R_0) \quad \text{(5.1)}$$

On the other side, by $u \in \mathcal{H}_d(M)$ and Corollary 3.2 in Chapter 1 of [SY10],

$$\sup_{B(r)} |\nabla u| \leq \frac{C(n)}{r} \sup_{B(2r)} |u| \leq C(n, d) r^{d-1}, \quad \forall r \geq 1 \quad \text{(5.2)}$$

From (2.16) and $V(r) \leq V_0^n(1)r^n$, there exists $C_1 > 0$ such that for any $r > 0$,

$$D(r) = r^{2-n} \int_{B(x) \subseteq r} |\nabla u(x)|^2 \, dx \leq C_1 (r^{2d} + 1) \quad \text{(5.3)}$$

By (5.1) and (5.3),

$$C_1 \bigg[ (2^{(4n+1)} R_0)^{2d} + 1 \bigg] > 2^{10ndj} D(R_0)$$

which implies

$$2^{(2-2n)jd} + 2^{-10ndj} > \frac{D(R_0)}{C_1 R_0^{2d}}$$

let $j \to \infty$ in the above, we get $0 \geq \frac{D(R_0)}{C_1 R_0^{2d}}$. However, $D(R_0) > 0$ because $u$ is nonconstant, which is the contradiction. \qed

**Lemma 5.2 (Equivalence of $E$ and $D$).** For $\epsilon > 0$, there exists $\mathcal{R}_1 = \mathcal{R}_1(\epsilon, p, n, V_M, \gamma) > 0$ such that for $r \geq \mathcal{R}_1$, if

$$D(2^{4n+1} r) \leq \gamma D(r) \quad \text{(5.4)}$$
then for \( s \in [r, 2^{4n}r] \).

\[
\ln \left( \frac{D(s)}{E(s)} \right) \leq \epsilon
\]

**Proof:** From Theorem 2.7 for given \( \delta > 0 \), there exists \( R = R(p, \delta) > 0 \) such that for \( \rho(x) = r \geq R \),

\[
\frac{b(x)}{\rho(x)} \leq \delta, \quad \int_{b(x) \leq r} \left| \nabla b(x) - 1 \right|^2 \, d\lambda \leq \delta^2 \text{Vol}(b(x) \leq r)
\]

where \( \delta > 0 \) is to be determined later. From Cauchy-Schwarz inequality,

\[
\int_{b(x) \leq r} \left| \nabla b \right|^2 \leq \delta \text{Vol}(b \leq r)
\]

Then for \( s \in [r, 2^{4n}r] \),

\[
|D(s) - E(s)| = s^{2-n} \int_{b(x) \leq s} \left| \nabla u \right|^2 (1 - |\nabla b|^2)
\leq s^{2-n} \sup_{b(x) \leq s} \left| \nabla u \right|^2 (x) \cdot \delta \text{Vol}(b \leq s)
\leq C(\delta, s) s^2 \sup_{b(x) \leq s} \left| \nabla u \right|^2 (x)
\]

in the first inequality above we used (5.7), and we have \( \lim_{\delta \to 0} C(\delta, n) = 0 \).

Without loss of generality, assume \( \epsilon_0 \leq \sqrt{\frac{\epsilon}{3}} \). From Theorem 1.2 in [LS84] and (5.6) above,

\[
\sup_{b(x) \leq 2^{4n}r} \left| \nabla u \right|^2 (x) \leq \sup_{B(\sqrt{\frac{4^n}{2^{4n}r}})} \left| \nabla u \right|^2 \leq \frac{C(n)}{\text{Vol}(B(\sqrt{\frac{4^n}{2^{4n}r}}))} \int_{b(\sqrt{\frac{4^n}{2^{4n}r}})} \left| \nabla u \right|^2
\]

\[
\leq \frac{C(n)}{V_M \cdot \left( \sqrt{\frac{4^n}{2^{4n}r}} \right)^n} \int_{b \leq 2^{4n+1}r} \left| \nabla u \right|^2
\]

\[
\leq C(n, V_M) r^{-2} D(2^{4n+1}r) \leq C(n, V_M) \gamma D(r) r^{-2}
\]

in the last inequality we used (5.4).

Note that \( s \in [r, 2^{4n}r] \), hence

\[
D(r) \leq r^{2-n} \int_{b \leq s} \left| \nabla u \right|^2 \leq \left( \frac{s}{r} \right)^{n-2} D(s) \leq 2^{4n(n-2)} D(s)
\]

From (5.9) and (5.10),

\[
\sup_{b(x) \leq 2^{4n}r} \left| \nabla u \right|^2 (x) \leq C(n, V_M) \gamma D(s) r^{-2} \leq C(n, V_M) \gamma D(s) s^{-2}
\]

in the last inequality we used \( s \leq 2^{4n}r \).

By (5.8) and (5.11), we obtain

\[
|D(s) - E(s)| \leq C(\delta, n, V_M) \gamma D(s)
\]
where \( \lim_{\delta \to 0} C(\delta, n, V_M) = 0 \). Hence

\[
E(s) \geq 1 - \gamma C(\delta, n, V_M) \tag{5.12}
\]

There exists \( \delta = \delta(n, V_M, \epsilon, \gamma) \) such that (5.12) implies \( \ln \left( \frac{D(s)}{E(s)} \right) \leq \epsilon \). Combining all the above, there exists \( R_1 = R_1(p, \delta) = R_1(p, n, V_M, \epsilon, \gamma) \) satisfying our conclusion.

**Lemma 5.3.** Given positive constants \( \gamma, \epsilon \), there exists \( R_2 = R_2(\epsilon, n, V_M, \gamma) > 0 \) such that if \( r > R_2 \) and

\[
D(2^{4n+1} r) \leq \gamma D(r) \tag{5.13}
\]

then

\[
\int_r^{2^{4n} r} \min((\ln \mathcal{W})'(t), 0) dt > -\epsilon \tag{5.14}
\]

**Proof:** Using the first variation formula of energy in the Appendix of [CM97b], we have

\[
\left( \ln \mathcal{W}(s) \right)' = \frac{2}{s} + \frac{2F(s)}{E(s)} - \frac{s^{1-n} \int_{b \leq s} \text{Hess}(b^2)(\nabla u, \nabla u)}{E(s)} - \frac{2D(s)}{sI(s)} \tag{5.15}
\]

where

\[
\mathcal{W} = \frac{2s^{2-n} \int_{b \leq s} |\nabla b|^2 |\nabla b|^{-1}}{D(s)} - \frac{2D(s)}{sI(s)}, \quad \mathcal{Z} = \frac{2}{s} - \frac{s^{1-n} \int_{b \leq s} \text{Hess}(b^2)(\nabla u, \nabla u)}{E(s)},
\]

\[
\mathcal{R} = \frac{2F(s)}{sE(s)} - \frac{2s^{2-n} \int_{b \leq s} |\nabla b|^2 |\nabla b|^{-1}}{D(s)}
\]

From Cauchy-Schwarz inequality, it is easy to get \( \mathcal{W} \geq 0 \). Hence we only need to bound the integrals of \( \mathcal{Z} \) and \( \mathcal{R} \).

From Theorem 2.7, given any \( \delta > 0 \), there exists \( \mathcal{R} = \mathcal{R}(p, \delta) > 0 \) such that for \( r = \rho(x) \geq \mathcal{R} \), we have

\[
\left| \ln \frac{b(x)}{\rho(x)} \right| \leq \delta, \tag{5.16}
\]

\[
\int_{b(y) \leq r} |\nabla b|^2 - 1 dy \leq \delta^2 \text{Vol}(b \leq r), \tag{5.17}
\]

\[
\int_{b(y) \leq r} |\text{Hess}(b^2) - 2g|^2 dy \leq \delta^2 \text{Vol}(b \leq r). \tag{5.18}
\]

We choose \( \delta > 0 \) such that

\[
e^{2\delta} < \frac{4}{3} \tag{5.19}
\]

then (5.16) implies that for \( s \geq \mathcal{R} \),

\[
\{ b \leq s \} \subset B \left( \sqrt[3]{\frac{4}{3} s} \right), \quad B(\sqrt[3]{3} s) \subset \{ b \leq 2 s \}
\]
Now we estimate $s$,

$$|s| \leq \frac{2}{s^2} \frac{D(s) - E(s)}{E(s)} + \frac{1}{s} \cdot s^2 \sup_{b \leq s} |\nabla u|^2 \cdot \left[ \frac{s^n}{b \leq s} \int_{b \leq s} |Hess(b^2) - 2g| \right]$$

$$= \tilde{s}_1 + \tilde{s}_2$$

From Lemma 5.2, there exists $R_1 = \mathcal{R}_1(e, p, n, V_M, \gamma)$ such that if $r \geq \max \{R, R_1\}$, for $s \in [r, 2^{4n}r]$, $\ln \frac{D(s)}{E(s)} \leq \delta$, hence $\tilde{s}_1 \leq \frac{2}{s} [ e^\delta - 1 ]$.

From (5.11), (5.18), the Cauchy-Schwarz inequality and the Bishop-Gromov volume comparison theorem, we get

$$\tilde{s}_2 \leq \frac{2}{s} C(n, V_M) \frac{D(s)}{E(s)} \cdot \delta V_0^b(1) e^{\delta s} \leq \frac{1}{s} C(n, V_M, \gamma) \delta e^{[n+1]s} \leq \frac{C(n, V_M, \gamma)}{s} \delta$$

in the last inequality we used (5.19).

Hence $|\tilde{s}_1| \leq \frac{2}{s} [ e^\delta - 1 ] + \frac{C(n, V_M, \gamma)}{s} \delta$, taking integral on $[r, 2^{4n}r]$, where $r \geq \max \{R, R_1\}$,

$$\int_r^{2^{4n}r} |\tilde{s}_1| \leq \left[ 2 [ e^\delta - 1 ] + C(n, V_M, \gamma) \delta \right] \ln(2^{4n})$$

Next we estimate the integral of $R$,

$$\mathcal{R} = \frac{2}{s^2} \frac{D(s) - E(s)}{E(s)} \cdot \frac{F(s)}{D(s)} + \frac{2 s^{2-n} \int_{b=s}^{2s} |\nabla b| - |\nabla b|^{-1}|}{D(s)}$$

$$= \mathcal{R}_1 + \mathcal{R}_2$$

From (2.16) it is easy to see $D(s) \geq E(s)$, hence $\mathcal{R} \geq \mathcal{R}_2$. Now,

$$|\mathcal{R}_2| \leq 2 s^{2-n} \sup_{b=s} |\nabla u|^2 \int_{b(x)=s} \left| |\nabla b| - |\nabla b|^{-1} \right| dx$$

$$\leq 2 s^{2-n} \cdot \left( \sup_{b \leq 2^{4n}r} |\nabla u|^2 \right) \int_{b=s}^{2s} \left| |\nabla b| - |\nabla b|^{-1} \right| dx$$

$$\leq C(n, V_M, \gamma) s^{-n} \int_{b=s}^{2s} \left| |\nabla b| - |\nabla b|^{-1} \right|$$

we used (5.11) in the last inequality.

Hence

$$\int_r^{2^{4n}r} \mathcal{R} ds \geq - C(n, V_M, \gamma) \int_{b \leq 2^{4n}r} r^{-n} \left| |\nabla b|^2 - 1 \right|$$

$$\geq - C(n, V_M, \gamma) \frac{Vol(b \leq 2^{4n}r)}{r^n} \delta e^{\delta s} \geq - C(n, V_M, \gamma) \delta$$

in the first inequality above we used the co-area formula, and (5.17) was used in the second inequality. From (5.20) and (5.21),

$$\lim_{\delta \to 0} \int_r^{2^{4n}r} (\tilde{s} + \mathcal{R}) \geq \lim_{\delta \to 0} - C(n, V_M, \gamma) [e^\delta - 1 + \delta] = 0$$
On the other side, we have
\[ \int_r^{2^{4n}r} \min\{\ln \mathcal{W}'(t), 0\} \, dt \geq \int_r^{2^{4n}r} (3 + R) \]

Hence there exists \( \delta_0 = \delta_0(\epsilon, n, V_M, \gamma) \) satisfying (5.19), and if \( \delta \leq \delta_0 \),
\[ \int_r^{2^{4n}r} \min\{\ln \mathcal{W}'(t), 0\} \, dt \geq -\epsilon \]

Choose \( \mathcal{R}_2 = \max\{\mathcal{R}(p, \delta_0), \mathcal{R}_1(\epsilon, p, n, V_M, \gamma)\} \), the conclusion is proved. \( \square \)

**Lemma 5.4.** For \( p \in M \), there exists \( \mathcal{R}_3 = \mathcal{R}_3(p) > 0 \) such that if \( r > \mathcal{R}_3 \) and
\[ (5.22) \quad I(2^{4n+2}r) \leq \gamma I(\frac{r}{2}) \]
then
\[ (5.23) \quad D(2^{4n+1}r) \leq C_1(n)\gamma D(r) \]
where \( C_1(n) \) is the constant depending only on \( n \).

**Proof:** As in the proof of Lemma 5.2, we can choose \( \mathcal{R}_3 = \mathcal{R}_3(p) > 0 \) such that for \( \rho(x) = r > \frac{\mathcal{R}_3}{2} \), \( |\ln \frac{b(x)}{\rho(x)}| \leq \frac{1}{2} \ln \frac{4}{3} \). Similar as (5.9), for \( r > \mathcal{R}_3 \),
\[ (5.24) \quad \sup_{b(x) \leq \frac{r}{2}} |\nabla u|^2(x) \leq \frac{C(n)}{V_M} r^{-2} D(r) \]

Integrating (5.24) along geodesics starting at \( p \) and using \( u(p) = 0 \), we obtain
\[ \sup_{b(x) \leq \frac{r}{2}} |u|^2(x) \leq \frac{4}{3} \frac{C(n)}{V_M} D(r) \]

Hence
\[ I(\frac{r}{2}) = (\frac{r}{2})^{1-n} \int_{b=\frac{r}{2}} u^2|\nabla b| \leq \frac{C(n)}{V_M} D(r) \cdot (\frac{r}{2})^{1-n} \int_{b=\frac{r}{2}} |\nabla b| \]
\[ = \frac{C(n)}{V_M} D(r) I_1(r) = C(n) D(r) \]
in the last equation we used (2.21).

From (7.20),
\[ \int_{2^{4n+1}r}^{2^{4n+2}r} \frac{2D(s)}{s} \, ds = I(2^{4n+2}r) - I(2^{4n+1}r) \leq I(2^{4n+2}r) \]
which implies
\[ 2 \int_{2^{4n+1}r}^{2^{4n+2}r} s^{n-2} D(s) \, ds \leq (2^{4n+2}r)^{n-1} - I(2^{4n+2}r) \]

Note \( s^{n-2} D(s) \) is nondecreasing in \( s \) from the definition of \( D(r) \), we get
\[ 2(2^{4n+1}r)^{n-1} D(2^{4n+1}r) \leq (2^{4n+2}r)^{n-1} I(2^{4n+2}r) \]
Combining (5.25), simplifying the above inequality yields
\[
D(2^{4n+1} r_i) \leq 2^{n-2} I(2^{4n+2} r_i) \leq 2^{n-2} \gamma I(\frac{r_i}{2}) = C_1(n) \gamma D(r)
\]
\[
\square
\]

**Theorem 5.5.** Suppose that \((M^n, g)\) has nonnegative Ricci curvature and maximal volume growth. For \(u \in \mathcal{H}_d(M)\), if \(5d \notin \mathcal{D}(M)\), then the frequency of \(u\) is bounded by \(C(u, n, V_M, d)\).

**Proof:** If \(u\) has no zero point, then by Yau’s Liouville theorem [Yau75] \(u\) is constant, the conclusion is straightforward. Assume \(u(p) = 0\) where \(p \in M\) is some fixed point. We will firstly prove the following claim:

**Claim 5.6.** There exists a constant \(\mathcal{R} = \mathcal{R}(p, n, V_M, d) > 0\) such that if \(r \geq \mathcal{R}\), \(\mathcal{F}(r) \leq C(n, d)\).

By Lemma 5.1, there exist \(r_i \to \infty\), such that
\[
D(2^{4n+1} r_i) \leq 2^{10nd} D(r_i)
\]
Choose \(\delta > 0\), such that \(\delta < \frac{1}{4} \ln \frac{4}{\delta}\), by Lemma 5.2 and Lemma 5.3, there exists \(\mathcal{R}_4 = \mathcal{R}_4(\delta, p, n, V_M, 2^{10nd}) > 0\) such that if \(r_i > \mathcal{R}_4\), then
\[
\ln \left(\frac{D(s)}{E(s)}\right) \leq \delta, \quad \forall s \in [r_i, 2^{4n} r_i]
\]
(5.26)
\[
\int_{r_i}^{2^{4n} r_i} \min(\ln \mathcal{W}'(t), 0) dt > -\delta
\]
(5.27)
From (2.20), we get
\[
(\ln I(r))' = \frac{2 \mathcal{F}(r)}{r}
\]
Hence
\[
\int_{r_i}^{2^{4n} r_i} \frac{2 \mathcal{F}(s)}{s} ds = (\ln I(s))_{r_i}^{2^{4n} r_i} = \ln \left(\frac{D(2^{4n} r_i)}{D(r_i)}\right) - \ln \left(\frac{\mathcal{F}(2^{4n} r_i)}{\mathcal{F}(r_i)}\right) \\
\leq \ln \left(\frac{D(2^{4n} r_i)}{D(2^{10nd} r_i)} \cdot 2^{10nd}\right) + \ln \left(\frac{E(2^{4n} r_i)}{E(2^{4n} r_i)}\right) + \ln \left(\frac{D(r_i)}{E(r_i)}\right) - \ln \left(\frac{\mathcal{W}(2^{4n} r_i)}{\mathcal{W}(r_i)}\right)
\]
(5.29)
in the second inequality from the end, we used (5.26) and (5.27).

From (5.29), there exists \(s_i \in [2^{2n} r_i, 2^{4n} r_i]\) such that
\[
\mathcal{F}(s_i) \leq 3d
\]
(5.30)
By (5.26), (5.27) and (5.30), for \(r_i > \mathcal{R}_4, s \in [r_i, 2^{2n} r_i]\),
\[
\mathcal{W}(s) \leq 3de^{3\delta} \leq 4d
\]
Combining with (5.26), we get
\[
\mathcal{F}(s) \leq \mathcal{W}(s)e^{\delta} < 5d
\]
(5.31)
where \(r_i > \mathcal{R}_4\) and \(s \in [r_i, 2^{2n} r_i]\).
Using (5.28), for \( r \in [2r_i, 2^{2n}r_i] \), we get

\[
I(r) \leq 2^{10d}I(\frac{r}{2})
\]

By \( 5d \notin \mathcal{D}(M) \), using Theorem 3.4 and induction method, there exists \( k_0 = k_0(d) \) such that if \( r_i > k_0 \) then

\[
I(r) \leq 2^{10d}I(\frac{r}{2}) , \quad r \in [\frac{k_0}{2}, 2^{2n}r_i]
\]

which implies \( I(2^{4n+2}r) \leq (2^{10d}4^{n+3}I(\frac{r}{2})) \) for \( r \in [\frac{k_0}{2}, 2^{-2-2n}r_i] \).

Let \( \mathcal{R}_5 = \max\{\frac{k_0}{2}, \mathcal{R}_5\} \), where \( \mathcal{R}_3 \) is from Lemma 5.4. Note \( \mathcal{R}_5 = \mathcal{R}_5(p, d) \). By Lemma 5.4

(5.32) \[
D(2^{4n+1}r) \leq C_1(n)2^{60n\delta}D(r) , \quad r \in [\mathcal{R}_5, 2^{-2-2n}r_i]
\]

From (5.32), similar to the above argument to get (5.31), we get that there exists \( \mathcal{R} = \max\{\mathcal{R}_5, \mathcal{R}_4(\delta, p, n, V_M, C_1(n)2^{60n\delta})\} \) such that for \( r \in [\mathcal{R}, 2^{-2-2n}r_i] \),

\[
\mathcal{F}(s) \leq 31d + C_1(n) , \quad s \in [\mathcal{R}, 2^{-2}r_i]
\]

In the above inequality, let \( i \to \infty \), then for \( r \geq \mathcal{R}(\delta, p, n, V_M, d) \), \( \mathcal{F}(r) \leq C(n, d) \).

If we fix \( \delta = \frac{1}{\ln \frac{4}{3}} \), then Claim 5.6 is proved.

Because \( \mathcal{F}(r) \) is continuous function of \( r \), \( \mathcal{F}(r) \leq C \) on \( [0, \mathcal{R}] \), where \( C \) is some constant depending on \( u \) and \( \mathcal{R} \). Combining the above results together, the conclusion of the theorem is proved.

Now we prove Theorem 1.11 by using the above theorem.

**Proof of Theorem 1.11.** If \( d < 1 \), from [Che80] \( u \) must be constant, then the conclusion follows trivially. Hence we assume \( d \geq 1 \) in the rest of the proof. When the tangent cone at infinity of \( M^n \) is unique, denoted as \( C(X) \), then \( \mathcal{D}(M) \) is a countable set by the fact that the spectrum of \( C(X) \) is discrete. Because \( d \geq 1 \), we can find \( d_0 \in [d, d+1] \) such that \( 5d_0 \notin \mathcal{D}(M) \), note \( u \in \mathcal{H}_d(M) \subset \mathcal{H}_{d_0}(M) \). From Theorem 5.5 \( \mathcal{F}_u(r) \leq C(u, n, V_M, d_0) \leq C(u, n, V_M, d) \), the conclusion is proved.

\[\square\]
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