Quantum algorithms for classical Boolean functions via adaptive measurements: Exponential reductions in space-time resources
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The limited computational power of constant-depth quantum circuits can be boosted by adapting future gates according to the outcomes of mid-circuit measurements. We formulate computation of a variety of Boolean functions in the framework of adaptive measurement-based quantum computation using a cluster state resource and a classical side-processor that can add bits modulo 2, so-called $l_2$-MBQC. Our adaptive approach overcomes a known challenge that computing these functions in the nonadaptive setting requires a resource state that is exponentially large in the size of the computational input. In particular, we construct adaptive $l_2$-MBQC algorithms based on the quantum signal processing technique that compute the mod-$p$ functions with the best known scaling in the space-time resources (i.e., qubit count, quantum circuit depth, classical memory size, and number of calls to the side-processor). As the subject is diverse and has a long history, the paper includes reviews of several previously constructed algorithms and recasts them as adaptive $l_2$-MBQCs using cluster state resources. Our results constitute an alternative proof of an old theorem regarding an oracular separation between the power of constant-depth quantum circuits and constant-depth classical circuits with unbounded fan-in NAND and mod-$p$ gates for any prime $p$.

I. INTRODUCTION

Measurement-based quantum computation (MBQC) is a scheme by which local measurements performed on a multipartite entangled state can drive a coherent quantum computation [1–3]. This model can be re-interpreted as how quantum correlations boost the computational power of a sub-universal classical side-processor to full universality [4]. Since this result, there has been a large body of literature concerning the power of MBQC with the assistance of a classical side-processor that can only compute parity functions (so-called $l_2$-MBQC) [5–11]. A majority of prior work has focused on the nonadaptive case, using generalized Greenberger-Horne-Zeilinger (GHZ) states as the entangled resource. Meanwhile, to utilize the full power of quantum computation, the measurements must be performed adaptively, updating the basis in which each measurement is performed according measurement outcomes obtained at a previous time with the help of the classical side-processor [1, 12]. Recent work has leveraged adaptivity to prove novel complexity theoretic separations between classes of shallow-depth quantum and classical circuits [13, 14].

In this paper, we construct efficient adaptive $l_2$-MBQC protocols that use a 1D cluster state resource [15] to compute a variety of Boolean functions [16]. For clarity, we have included a sketch of the thought process leading to these improvements in Fig. 1. In particular, our construction is inspired by past works that use classically-conditioned single-qubit circuits to compute Boolean functions [17–21], a model we refer to as one-qubit computation (1QC). We embed these 1QCs into cluster states by viewing them as computational tensor networks [22]. In particular, we leverage and extend the recent result of Ref. [23], using quantum signal processing [24–26] to construct efficient, constant-time $l_2$-MBQC protocols for computing the family of so-called mod-$p$ functions (i.e., functions that count the number of 1’s in a bit string modulo a prime number $p$). Meanwhile, any nonadaptive protocol requires an exponentially large GHZ resource state to accomplish the same task. Our new cluster state based construction requires fewer space-time resources than previous constructions. To clarify this point, we recast several old results for computing Boolean functions via constant-depth quantum circuits with so-called unbounded quantum fan-out gates [13, 14, 27, 30] as $l_2$-MBQCs implemented on cluster states and analyze their computational resource costs in terms of qubit count, classical memory size, quantum circuit depth, and number of discrete time steps in the adaptive protocol.

We see this work as timely and valuable for the following reasons. Implementations of small circuits that are capable of demonstrating a quantum advantage have recently been used to benchmark near-term quantum devices [28, 31, 33]. Meanwhile, adaptive $l_2$-MBQC requires the use of mid-circuit measurements, which have recently become a tool that is available on today’s quantum computers [34, 35].
This work lies at the intersection of these ideas, showing how mid-circuit measurements can be used to demonstrate a quantum advantage for computing a particular Boolean function using fewer computational resources. On the theoretical side, our construction is an alternative proof of an old theorem in [27], showing the class $\text{QNC}^0[2]$ (constant-depth quantum circuits with the aid of a classical parity gate) is strictly more powerful than the class $\text{AC}^0[p]$ (constant-depth classical circuits with unbounded fan-in AND, OR, and mod-$p$ gates) for any prime number $p$. Recent break-through works have shown how one may remove the parity oracle on the quantum side for some tasks and still obtain meaningful, yet less powerful, complexity theoretic separations [36–40], though separating $\text{QNC}^0$ and $\text{AC}^0[p]$ remains elusive [38–40]. We see our work as a step towards separating these classes. Finally, our work gives new insight into the study of quantum contextuality [41].

Quantum contextuality is known to be the resource responsible for the quantum advantage in computing nonlinear Boolean functions via $l^2$-MBQC [5, 9]. A generic framework to describe contextual quantum computations in the language of cohomology has long been sought out [7, 42–44] and recent work has aimed to cast adaptive quantum computations in this framework [45]. Our work brings a plethora of new and old examples to light in the framework $2$-MBQC. The paper is organized as follows. In Sec. II we define and review some fundamental facts about $l^2$-MBQC, $l^2$-1QC, and Boolean functions. In Sec. III we review known results about the resource costs for computing particular Boolean functions via $l^2$-MBQC in both the nonadaptive and adaptive settings. In Sec. IV we give our main result. Namely, we construct an adaptive $l^2$-MBQC protocol based on the 1D cluster state that computes the mod-$p$ functions with the best known space-time resource costs. In Sec. V we discuss the complexity theoretic ramifications of our construction. Finally, in Sec. VI we conclude with a brief outlook on open questions and possible extensions of our results.

**II. BACKGROUND**

In this section we first introduce the two computational models studied in this work, $l^2$-MBQC and $l^2$-1QC, and discuss the computational resources we will be counting for each. A rough sketch of $l^2$-MBQC and $l^2$-1QC as hybrid quantum-classical circuits is given in Fig. 1. We then introduce the Boolean functions we would like to compute and review some of their properties that will be of later use.

**A. Notation and preliminaries**

This work concerns Boolean functions [16], i.e., maps $f : F_2^n \rightarrow F_2$, where $F_2 := \{0, 1\}$ denotes the finite field of order two under addition and multiplication modulo $2$. We will always use $\oplus$ to denote addition modulo 2 and $+$ to denote addition over the reals; however, we will sometimes add a “mod 2” to the end of an expression for clarity. Furthermore, $F_2^n$ denotes the $n$-dimension vector space over the field $F_2$ (i.e., the vector space formed by binary strings under element-wise addition modulo 2). Finally, we denote by $\{n\}$ the set of natural number from 1 to $n$ (i.e., $\{n\} = \{1, \ldots, n\}$).

The other major topic of this work is quantum computation. Let $|0\rangle$ and $|1\rangle$ denote the computational basis states for a single qubit.
Let $Z$, $X$, and $Y$ denote the Pauli matrices and let $I$ be the identity matrix. Let $H = (\sum_{j,k=0}^{1}(-1)^{j}k|j\rangle\langle k|)/\sqrt{2}$ denote the Hadamard operator. Let $CZ = \sum_{j,k=0}^{1}(-1)^{j}k|j\rangle\langle k|$. Similarly $R_{\sigma}(\theta) = \exp(-i\sigma\theta/2)$ is used to denote a single-qubit rotation by an angle $\theta$ about the axis $\sigma \in \{X, Y, Z\}$ of the Bloch sphere.

**B. l2-Measurement-based quantum computation**

We begin with a definition of l2-MBQC, a form of measurement-based quantum computing assisted by a classical computer that can only add bits modulo 2—called the mod-2 linear classical side-processor—to compute a target Boolean function $f : \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$.

**Definition 1.** (l2-MBQC) An l2-MBQC with classical input $x \in \mathbb{F}_{2}^{n}$ and classical output $y \in \mathbb{F}_{2}$ is a measurement-based quantum circuit driven by single-qubit measurements performed on a $L_{Q}$-qubit multipartite resource state $|\psi\rangle \in (\mathbb{C}^{2})^{\otimes L_{Q}}$ satisfying the following properties:

1. For each qubit $k \in [L_{Q}]$, there is a binary choice for the measurement basis $s_{k} \in \mathbb{F}_{2}$ corresponding to a projective measurement in the eigenbasis of an observable $O_{k}(s_{k})$.

2. Each measurement outcome $m_{k}$ is a binary number (i.e., $m_{k} \in \mathbb{F}_{2}$ $\forall k \in [L_{Q}]$). Namely, $O_{k}(s_{k})^{2} = I$.

3. The computational output $y \in \mathbb{F}_{2}$ is the parity of some subset of the measurement outcomes. I.e.,

$$y = o^{T}m \oplus c \mod 2,$$

where $m \in \mathbb{F}_{2}^{L_{Q}}$ is the string of measurement outcomes, $o \in \mathbb{F}_{2}^{L_{Q}}$ specifies which outcomes are relevant, and $c \in \mathbb{F}_{2}$ is some constant.

4. The choice of measurement setting $s \in \mathbb{F}_{2}^{L_{Q}}$ is related to the measurement outcomes $m \in \mathbb{F}_{2}^{L_{Q}}$ and the input string $x \in \mathbb{F}_{2}^{n}$ via

$$s = Px \oplus Am \mod 2,$$

where $P \in \mathbb{F}_{2}^{L_{Q} \times n}$ is called the preprocessing matrix and $A \in \mathbb{F}_{2}^{L_{Q} \times L_{Q}}$ is called the adaptation matrix. The preprocessing matrix $A$ must be lower triangular for a suitable ordering of the qubits to ensure a well-defined causal ordering of the measurements.

We say the l2-MBQC computes a target Boolean function $f : \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$ whenever $f(x) = y$.

We will be interested in the space-time resources required to compute a particular Boolean function via l2-MBQC. The quantities of interest are sketched in Fig. 2. These are: $L_{Q}$, the size of the quantum...
resource state; \(L_C\), the number of unique bits output by the preprocessing matrix \(P\); \(T_Q\), the depth of the quantum circuit required to prepare the resource state \(|\psi\rangle\); and \(T_C\), the number of rounds of back and forth communication between the mod-2 linear classical side-processor and the quantum resource. We will take as our figure of merit the total space-time volume of the algorithm, given by \((L_Q + L_C)(T_Q + T_C)\). The special case when \(A = 0\) (i.e., \(A\) is the zero matrix) is called nonadaptive \(l2\)-MBQC. It has been shown that the \(N\)-qubit GHZ state \(|\psi_{GHZ}\rangle = (|0\rangle^\otimes N + |1\rangle^\otimes N)/\sqrt{2}\) can be used to compute any Boolean function \(f : \mathbb{F}_2^n \to \mathbb{F}_2\), however, there exist worst-case Boolean functions for which \(L_Q = N = 2^n - 1\) \cite{durr2000}. In Sec. \(\text{IV}\) we will discuss how prior works have used adaptivity to overcome this exponential resource cost \cite{durr2000} \cite{zalcstein1985}. In Sec. \(\text{IV}\) we will construct another method that is based on adaptive \(l2\)-MBQC with the 1D cluster state and quantum signal processing that gives even better overall scaling in the space-time resource costs.

C. One-qubit quantum computations

We now define \(l2\)-1QC, which is a type of limited-space quantum computation. Here, a single qubit of active computational space is evolved under a sequence of \(T_Q\) many unitaries each conditioned on one of \(L_C\) many bits of classical memory in order to compute a target Boolean function.

**Definition 2.** (\(l2\)-1QC) An \(l2\)-1QC with classical input \(x \in \mathbb{F}_2^n\) and classical output \(y \in \mathbb{F}_2\) is a single-qubit quantum circuit supplemented by a \(L_C\)-bit “read-only” classical memory register. The circuit contains \(T_Q\) many gates applied sequentially that satisfy the following properties:

1. For each gate \(k \in [T_Q]\), there is a corresponding binary choice \(s_k \in \mathbb{F}_2\) for the unitary to apply, denoted \(U_k(s_k) \in U(2)\).

2. The collection of classical bits \(s \in \mathbb{F}_2^{T_Q}\) is related to the computational input \(x \in \mathbb{F}_2^n\) via

\[
s = Px \mod 2, \tag{3}
\]

where \(P \in \mathbb{F}_2^{T_Q \times n}\) is called the preprocessing matrix.

3. The computational output \(y \in \mathbb{F}_2\) is the measurement outcome obtained for the single qubit at the end of the circuit.

We say the \(l2\)-1QC computes a target Boolean function \(f : \mathbb{F}_2^n \to \mathbb{F}_2\) \(f(x) = y\). In the case that each unitary is simply conditioned on the individual bits from the string \(x\), we will drop the prefix "\(l2\)" and simply call it a 1QC since no preprocessing of the input is required.

From the above definition, a \(l2\)-1QC that computes a Boolean function \(f : \mathbb{F}_2^n \to \mathbb{F}_2\) necessarily satisfies

\[
\langle y|U_{T_Q}(s_{T_Q})\cdots U_1(s_1)|0\rangle \propto \delta^y_{f(x)}. \tag{4}
\]

The special case when all the unitaries \(U_j(s_j)\) commute is called a commuting \(l2\)-1QC. Otherwise, we call it a noncommuting \(l2\)-1QC. We will be interested in the space-time resource costs \(L_C\) and \(T_Q\), sketched in Fig. \(\text{C}\) required to compute a particular Boolean function.

D. Boolean functions

In this section we will give a brief overview of some properties of Boolean functions we will use in this paper. A Boolean function \(f\) is a map \(f : \mathbb{F}_2^n \to \mathbb{F}_2\). Any Boolean function may be expressed in terms of its truth-table (i.e., a list of \(2^n\) binary numbers \(f(x)\) corresponding the value \(f\) evaluates to for each string \(x \in \mathbb{F}_2^n\) or equivalently in terms of its algebraic normal form (ANF) (i.e., a polynomial \(f(x) \in \mathbb{F}_2[x_1, \ldots, x_n]\)). A Boolean function \(f\) can be expressed in ANF as

\[
f(x) = \bigoplus_{S \subseteq [n]} a_S \prod_{j \in S} x_j, \tag{5}
\]

where \(a_S \in \mathbb{F}_2\) for each \(S \subseteq [n]\). The degree of \(f\), denoted \(\deg(f)\), is the maximal degree of any monomial in the ANF.

In this paper, we will primarily be interested in symmetric Boolean functions. A symmetric Boolean function is a Boolean function that is invariant to permuting the bits in the input string \(x \in \mathbb{F}_2^n\). Consequentially, these functions only depend on the hamming weight of the input string \(|x| = x_1 + \cdots + x_n\) and their algebraic normal forms satisfy \(a_S = a_{S'}\) whenever \(|S| = |S'|\).

For different computational models there are different ways to characterize the complexity of computing a particular Boolean function. Let us briefly look at each and comment on their physical meaning.

The weakest classical computational model we consider is the mod-2 linear classical-side processor itself. While it cannot compute nonlinear Boolean functions deterministically it can do so probabilistically with a success probability depending on the fraction of inputs the target function \(f(x)\) agrees
with a linear function \( k \cdot x \), where \( k \in \mathbb{F}_2 \) and \( k \cdot x = k_1 x_1 \oplus \cdots \oplus k_n x_n \) denotes the dot product of two binary vectors. This is quantified by the Boolean function’s largest Fourier coefficient, 
\[
\hat{f}_{\text{max}} = \max_{k \in \mathbb{F}_2} |\hat{f}(k)|
\]
where
\[
\hat{f}(k) = \frac{1}{2^n} \sum_{x \in \mathbb{F}_2^n} (-1)^{f(x) + k \cdot x}.
\]

The above formula is often called the Walsh-Hadamard transform of the Boolean function \( f \). It constitutes a Boolean analogue of the Fourier transform. The probability for this model to produce the correct computational output given an input string \( x \in \mathbb{F}_2^n \) drawn uniformly at random is then
\[
\Pr(y = f(x)) \leq \frac{1 + \hat{f}_{\text{max}}}{2}.
\]

The first quantum computational model we will consider is that of nonadaptive \( l^2 \)-MBQC. While this model can compute any Boolean function deterministically, it has been shown in Ref. [10] that the number of qubits required depends on the function’s periodic Fourier sparsity. Namely, any Boolean function can be expressed via a periodic Fourier decomposition; i.e., via a sum of the \( 2^n \) linear functions \( s \cdot x \) weighted by corresponding real angles \( \phi_s \in [0, 2\pi) \) such that
\[
(-1)^{f(x)+f(0)} = \cos \left( \sum_{s \in \mathbb{F}_2^n} (s \cdot x) \phi_s \right).
\]

Ref. [10] showed that while such an expansion always exists, it is not unique. In Appendix A, we show how to obtain all such periodic Fourier decompositions by solving a system of linear equations with different inhomogenous terms. Denote the set of all such functions \( \phi(f) : \mathbb{F}_2^n \rightarrow [0, 2\pi) \) that specify a periodic Fourier decomposition of \( f \) as \( \Phi_f \). The Periodic-Fourier sparsity (denoted \( \tilde{p}_f \)) is defined as the minimum number of nonzero values that any \( \phi_s \in \Phi_f \) can have. Namely,
\[
\tilde{p}_f = \min_{\phi \in \Phi_f} |\text{supp}(\phi_f(s))|.
\]

In the next section we will show that nonadaptive \( l^2 \)-MBQC of a Boolean function \( f \) requires \( L_Q = L_C = \tilde{p}_f \). Furthermore, noncommutative \( l^2 \)-1QC of the same function requires \( T_Q = L_C = \tilde{p}_f \).

A Boolean function that naturally appears in the context of \( l^2 \)-MBQC [6] and \( l^2 \)-1QC [19] is the pairwise-AND function, denoted \( C_2^n : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \). This function is defined as
\[
C_2^n(x) = \begin{cases} 
0 & \text{if } |x| = 0 \text{ or } 1 \text{ mod } 4 \\
1 & \text{if } |x| = 2 \text{ or } 3 \text{ mod } 4
\end{cases}
\]
and has ANF
\[
C_2^n(x) = \bigoplus_{j=1}^{n-1} \bigoplus_{k=j+1}^{n} x_j x_k.
\]

This function is also known as the second-least-significant-bit (or SLSB) function since it computes the second least significant bit in the binary representation of the integer number \( |x| \). This function has largest Fourier amplitude \( |\hat{f}|_{\text{max}} = 2^{-n/2} \). Furthermore, its periodic Fourier sparsity is \( \tilde{p}_f = n + 1 \) and the corresponding periodic Fourier decomposition is given by
\[
C_2^n(x) = \cos \left( \frac{\pi}{2} \sum_{S \subseteq [n]} \left( \bigoplus_{j \in S} x_j \right) \right).
\]

A family of Boolean functions that are important in classical circuit complexity theory are the mod-\( p \) functions \([6]\), denoted \( \text{Mod}_{p,j} : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \) for each \( j \in \{0, \ldots, p-1\} \). The mod-\( p \) functions effectively count the number of 1’s in a string \( x \in \mathbb{F}_2^n \) modulo \( p \). Namely,
\[
\text{Mod}_{p,j}(x) = \begin{cases} 
0 & \text{if } |x| = j \text{ mod } p \\
1 & \text{otherwise}
\end{cases}
\]

The ANF for the mod-3 function is
\[
\text{Mod}_{p,j}(x) = \bigoplus_{S \subseteq [n]} \prod_{j \in S} x_j.
\]

We prove this fact in Appendix A1 and furthermore prove the following fact.

**Lemma 1.** For each possible integer \( n \) and prime number \( p \) at least one of the functions \( \text{Mod}_{p,j} : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \) has degree-\( n \) ANF.

This fact has been mentioned before in the literature, though we provide a direct proof in the appendix for clarity. As we will see in the next subsection, the above lemma implies that for every \( n \) the periodic Fourier sparsity is \( \tilde{p}_f = 2^n - 1 \) for at least one of the mod-\( p \) functions.

One function that is known to have worst-case resource scaling in nonadaptive \( l^2 \)-MBQC is the \( n \)-tuple AND function, which we denote \( \text{AND}_n : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \). It has truth table
\[
\text{AND}_n(x) = \begin{cases} 
1 & \text{if } x = 1 \\
0 & \text{otherwise}
\end{cases}
\]
and ANF
\[
\text{AND}_n(x) = \prod_{j=1}^n x_j.
\]

This function has largest Fourier amplitude \(|\hat{f}|_{\text{max}} = 1 - 2^{1-n}\), which can readily be seen by the fact that the constant function \(f(x) = 0\) agrees with \(\text{AND}_n\) on all but one input. Furthermore, its periodic Fourier sparsity is \(\hat{\rho}_f = 2^n - 1\) and the corresponding Periodic-Fourier decomposition for this function \([10]\) is given by
\[
\text{AND}_n(x) = \cos \left( \frac{\pi}{2^{n-1}} \sum_{S \subseteq [n] \atop S \neq \emptyset} (-1)^{|S|-1} \left( \bigoplus_{j \in S} x_j \right) \right).
\]
(17)

A related function that also has worst-case resource scaling is the \(n\)-tuple OR function, denoted \(\text{OR}_n : \mathbb{F}_2^n \to \mathbb{F}_2\). This function has truth table
\[
\text{OR}_n(x) = \begin{cases} 
0 & \text{if } x = 0 \\
1 & \text{otherwise}
\end{cases}.
\]
(18)

The two functions are related via de-Morgan’s law, \(\text{OR}_n(x) = \text{AND}_n(x \oplus 1) \oplus 1\), and thus any \(l_2\)-MBQC algorithm to compute \(\text{OR}_n\) gives an algorithm to compute \(\text{AND}_n\). The Periodic-Fourier sparsity of this function is \(\hat{\rho}_f = 2^n - 1\) and the corresponding Periodic-Fourier decomposition \([10]\) is
\[
\text{OR}_n(x) = \cos \left( \pi \sum_{S \subseteq [n] \atop S \neq \emptyset} \phi_S \left( \bigoplus_{j \in S} x_j \right) \right)
\]
(19)

where \(\phi_S = (-1)^{|S|-1}(2^n-|S|+1-1)/2^n-1\).

### III. EXPOSITION OF PRIOR RESULTS

In this section, we review several known quantum algorithms for computing various Boolean functions via \(l_2\)-MBQC and \(l_2\)-IQC. We first review in Sec. IIIA the nonadaptive \(l_2\)-MBQC algorithm introduced in Ref. \([6]\) and show it requires an exponential size resource state (i.e., \(L_Q = 2^n - 1\)) for a variety of functions including \(\text{AND}_n\), \(\text{OR}_n\), and \(\text{Mod}_{n,j}\). We then review in Sec. IIIB a variety of adaptive \(l_2\)-MBQC algorithms introduced in Ref. \([13]\) based on the so-called “OR-reduction” that are capable of computing symmetric Boolean functions efficiently. Finally, we draw a correspondence between nonadaptive \(l_2\)-MBQC and commutative \(l_2\)-IQC in Sec. IIIC and show how a recent construction \([23]\) of noncommutative \(l_2\)-1QCs based on quantum signal processing overcomes this, which we will build upon more in Sec. IV.

#### A. Nonadaptive \(l_2\)-MBQC and periodic Fourier decompositions

Ref. \([6]\) showed that any Boolean function \(f : \mathbb{F}_2^n \to \mathbb{F}_2\) can be computed via nonadaptive \(l_2\)-MBQC on a sufficiently large GHZ state, where the \(N\)-qubit GHZ state is defined as \(|\text{GHZ}_N\rangle = (|0\rangle^\otimes N + |1\rangle^\otimes N)/\sqrt{2}\). The content of this result is summarized in the following theorem.

**Theorem 1.** \([6]\) Any function \(f : \mathbb{F}_2^n \to \mathbb{F}_2\) with periodic Fourier decomposition \(\cos(\sum_{p \in \mathbb{F}_2^n} (p \cdot x)\phi_p)\) can be computed via nonadaptive \(l_2\)-MBQC on the \(\hat{\rho}_f\)-qubit GHZ state.

**Proof.** Let \(\{p_j\}_{j=1}^{\hat{\rho}_f}\) index the linear functions appearing in the periodic Fourier decomposition of \(f\) with periodic Fourier sparsity \(\hat{\rho}_f\). Let \(X(\theta) = \bigotimes_{j=1}^N X_j(\theta_j)\) where \(X(\theta) = \cos(\theta)X + \sin(\theta)Y\) and \(\theta \in [0, 2\pi]^N\). One can readily verify that \(|\text{GHZ}_N|X(\theta)|\text{GHZ}_N\rangle = \cos(\sum_{j=1}^N \theta_j)\). It then follows that if \(N = \hat{\rho}_f\) and the angles \(\{\theta_j = (p_j \cdot x)\}_{j=1}^{\hat{\rho}_f}\) form a periodic Fourier decomposition as in Eq. (8), then the above measurements performed on the state \(|\text{GHZ}_{\hat{\rho}_f}\rangle\) constitute a \(l_2\)-MBQC that computes the function \(f\) with \(P_{j,k} = (p_j)_k\), \(A = 0\), \(o = 1\), and \(c = f(0)\).

It follows from the above proof that this scheme has resource costs \(L_Q = \hat{\rho}_f\), \(L_C = \hat{\rho}_f\), \(T_Q = T_{\text{GHZ}}\), and \(T_C = 1\). Here \(T_{\text{GHZ}}\) is the quantum circuit depth required to prepare the GHZ state on \(L_Q\) many qubits. With the assistance of a mod-2 linear classical side-processor this can be done in constant time \([15]\).

Functions with periodic Fourier sparsity \(\hat{\rho}_f = \text{poly}(n)\) can be computed efficiently via nonadaptive \(l_2\)-MBQC \([6]\). An example of such a function is the pairwise-AND function which has \(\hat{\rho}_f = n + 1\). This \(l_2\)-MBQC protocol is equivalent to the so-called Mermin inequalities \([47]\).

In the worst-case, the periodic Fourier sparsity of \(f\) can be \(\hat{\rho}_f = 2^n - 1\). The corresponding nonadaptive \(l_2\)-MBQC protocol thus requires exponentially many qubits prepared in a GHZ state. The following theorem characterizes a family of Boolean functions with this worst-case resource scaling.
Lemma 2. [10] Any function $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$ with maximal degree $\text{ANF}$ (i.e., any function containing the monomial $x_1 \cdots x_n$ in its ANF) has periodic Fourier sparsity $\tilde{p}_f = 2^n - 1$.

We give a new proof of Lemma 2 in Appendix A by explicitly determining the structure of all possible periodic Fourier decompositions of a given function. From it, we immediately obtain the following fact.

Theorem 2. [17] Any nonadaptive $2$-MBQC of a Boolean function $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$ with degree $n$ ANF requires a $(2^n - 1)$-qubit GHZ state.

It then follows from Lemma 1 that the mod-$p$ functions constitute a family of functions that require $L_Q = 2^n - 1$ to compute via nonadaptive $2$-MBQC. As we will see in the next section, this difficulty can be circumvented in the adaptive regime.

B. Adaptive $2$-MBQC and OR-reductions

There is a large body of literature concerning constant-depth quantum circuits with so-called unbounded fan-out gates (See Ref. [30] for a nice overview). The quantum fan-out gate is defined as the $n$-qubit unitary $F$ satisfying $F|x_1, x_2, \ldots, x_n\rangle = |x_1, x_1 \otimes x_2, \ldots, x_1 \otimes x_n\rangle$ in the computational basis. It was observed in Ref. [13] that the gate $F$ can be implemented in a measurement-based manner by a constant-depth circuit with one round of measurement, mod-2 linear classical side-processing, and feedback (i.e., $T_Q + T_C = O(1)$). This scheme follows from the standard measurement-based reduction of a 1D cluster state to a GHZ state [15], which is obtained by measuring every other qubit in the Pauli-$X$ basis.

Later, Ref. [14] showed that constant-depth quantum circuits with fan-out can compute any symmetric Boolean function. The underlying mechanism of their proof is the so-called OR-reduction introduced in Ref. [29], which uses a constant-depth quantum circuit with fan-out to compute the problem of computing OR$_n$ to that of computing OR$_{\log(n)}$. The latter can be efficiently computed using Thm. 1 and Eq. 19. Ref. 10 rephrased this as a two round adaptive $2$-MBQC using $O(\log(n))$ many $O(n)$-qubit GHZ states. For completeness, we review this scheme in detail and rephrase it as an adaptive $2$-MBQC performed on a 1D cluster state in Appendix B.

While the work of Refs. [10, 14] gives efficient adaptive $2$-MBQC algorithms that compute $\text{Mod}_{p,2}$ with $L_C + L_Q = O(n^2 \log(n))$ and $T_Q + T_C = O(1)$, their construction is not optimal in either qubit count or overall space-time volume of the algorithm.

An older result by Moore [27] constructed constant-depth quantum circuits with fan-out that reduce the computation of $\text{Mod}_{p,2}$ to the problem of computing $\text{OR}_{\log(p)}$. Unlike the previous reduction, implementation of this circuit via adaptive $2$-MBQC requires a 2D cluster state on a $[\log_2(p)] \times O(n)$ grid due to subtleties of implementing discrete Fourier transforms modulo a prime with qubits. We give explicit details for this implementation in Appendix E and show the overall resource costs $L_C + L_Q = O(n \log(p))$ and $T_C + T_Q = O(p^2 \log^3(p))$. On the other hand, in Sec. IV C we will give an alternative $2$-MBQC algorithm using 1D cluster states with improved scaling in the overall space-time volume. This construction is inspired by recent progress in engineering $1$QC that compute a target symmetric Boolean function, which we now review.

C. Efficient $1$QCs for symmetric Boolean functions

We first mention that all the results on nonadaptive $2$-MBQC with a GHZ resource state in Theorem 1 and Theorem 2 also apply to commutative $1$-QCs. The two models are closely related, which can readily be seen from old ideas in quantum circuit parallelization [27] or by viewing the state $|\text{GHZ}_N\rangle$ as a computational tensor network [22]. In particular, let $|m(\theta)\rangle$ denote the eigenstate of $X(\theta)$ with eigenvalue $(-1)^m$ and let $|m(\theta)\rangle = \otimes_{j=1}^N |m_j(\theta)\rangle$.

Remark 1. A single round of single-qubit nonadaptive measurements in the eigenbases of observables $\{X_j(\theta_j)\}_{j=1}^N$ on the state $|\text{GHZ}_N\rangle$ simulates a single-qubit quantum circuit consisting of commuting rotations $\{R_X(\theta_j)\}_{j=1}^N$. In particular,

$$|\langle m(\theta)|\text{GHZ}_N\rangle|^2 \propto |\langle \bigotimes_{j=1}^N m_j \bigotimes_{j=1}^N R_X(\theta_j)|0\rangle|^2. \quad (20)$$

The above remark follows from old ideas regarding the parallelization of commuting gates [45]; however, we show this in Appendix B using a tensor network representation of the GHZ state. Eq. 20 says that if the angles $\theta$ are chosen so that we get a nonadaptive $2$-MBQC that computes a Boolean function $f$, then the angles can also be used to construct a commutative $2$-1QC that computes the same function. It follows that commutative $2$-1QC can be used to compute any Boolean function $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$ with resource costs $L_C = T_Q = \tilde{p}_f = \Omega(2^n)$.

Meanwhile, noncommuting $1$QCs (i.e., without the classical side-processor), or rather classically conditioned single-qubit quantum circuits that compute a particular Boolean function, have a long history of study. Abaylev [17] and later Cosentino [18]...
showed that one can use either the $A_5$ subgroup of $SU(2)$ or the subgroup generated by $\{H,T\}$ in combination with Barrington’s theorem \cite{Barr86,BBM98} to compute any symmetric Boolean function with resource costs $L_C = n$ and $T_Q = \text{poly}(n)$. However, these methods work by dissection a classical circuit of NOT and 2-bit AND gates and effectively achieve the same resource scaling as a related classical model, so-called width-5 classical branching programs.

More recently, Maskov et al. \cite{DBLP:journals/toc/MaskovM18} showed how one can make better use of the single-qubit state space with an approach based on quantum signal processing \cite{DBLP:journals/tc/AndrewsM18}. In particular, they show the following.

**Theorem 3** \cite{DBLP:journals/toc/MaskovM18}. Any symmetric Boolean function $f : \mathbb{F}_2^n \to \mathbb{F}_2$ can be computed by a 1QC with resource costs $L_C = n$ and $T_Q = 4n^2 + 5n + 2$.

**Proof.** We simply sketch the ideas here and elaborate on the details in Appendix \ref{sec:appendix}. Using the so-called quantum signal processing decomposition, it is shown that given a target symmetric Boolean function $f : \mathbb{F}_2^n \to \mathbb{F}_2$ there exists a collection of $4n + 1$ angles $\{\xi_j \in [0, 2\pi]\}_{j=1}^{4n+1}$ such that

\[
U(x) = \prod_{j=1}^{4n+1} \left( R_Z(\xi_j) R_X \left( \frac{|x| \pi}{n + 1} \right) R_Z(\xi_j)^\dagger \right).
\]  

(21)

satisfies $U(x) = (iX)^f(x)$. In particular, this implies that $|\langle y|U(x)|0\rangle|^2 = \delta_{y,f(x)}^n$. Thus $U(x)$ constitutes a 1QC of the function $f$. Furthermore, notice that each rotation $R_X \left( \frac{|x| \pi}{n + 1} \right)$ is actually a sequence of $n$ many commuting rotations conditioned on each bit from the string $x \in \mathbb{F}_2^n$. Moreover, by combining sequential unconditioned Z-rotations, $U(x)$ can be written as a sequence of $n(4n + 1) + 4n + 2$ many rotations, giving the aforementioned resource costs.

\[ \square \]

It was mentioned in Ref. \cite{DBLP:journals/toc/MaskovM18} that although this construction works it is not always optimal since $f$ may have additional symmetries. In Sec. \ref{sec:IVC} we will use this fact to construct 1QCs that compute $\text{Mod}_{p,j}$ with resource cost $T_Q = (2p - 1)n + 2p$.

**IV. ADAPTIVE l2-MBQC OF MOD-p FUNCTIONS**

In this section we construct adaptive l2-MBQC protocols that compute the mod-$p$ functions in constant-time using a linear size 1D cluster state. We first review basic properties of adaptive l2-MBQC with the 1D cluster state in Sec. \ref{sec:IVA}. We then show in Theorem \ref{thm:main} how a naive implementation of the 1QCs from Theorem \ref{thm:main} gives efficient l2-MBQC that compute $\text{Mod}_{p,j}$ in linear time. We then improve on this construction. In Lemma \ref{lem:main} and Theorem \ref{thm:main} we give a simplified protocol to compute $\text{Mod}_{p,j} : \mathbb{F}_2^n \to \mathbb{F}_2$. This adaptive l2-MBQC scheme is depicted as a hybrid quantum-classical circuit in Fig. \ref{fig:main}. In Lemma \ref{lem:main} and Theorem \ref{thm:main} we give a general construction based on quantum signal processing that computes $\text{Mod}_{p,j} : \mathbb{F}_2^n \to \mathbb{F}_2$ for any odd number $p$ and $j = 0, \ldots, p - 1$. For clarity, the resource costs for our construction are compared in Tab. \ref{tab:main} with those of the previous constructions reviewed in Sec. \ref{sec:III}.

**A. Adaptive l2-MBQC with the 1D cluster state**

Before we get into the main result, we first review a few facts about the 1D cluster state and show how it can simulate arbitrary single-qubit quantum circuits via adaptive l2-MBQC.

The $N$-qubit 1D cluster state is defined by the following quantum circuit

\[
|1\text{DC}_N\rangle = \left( \prod_{j=1}^{N-1} \text{CZ}_{j,j+1} \right) H^{\otimes N} |0\rangle^{\otimes N}.
\]  

(22)

This state is prepared by a depth-3 circuit of Hadamard and nearest-neighbor CZ-gates on a 1D chain. This state is sometimes called a “one-qubit universal” resource for MBQC since the output of any one-qubit quantum circuit can be computed via a sequence of adaptive single-qubit measurements. Namely, consider a $(2N + 1)$-qubit 1D cluster state and suppose each qubit $j \in [2N + 1]$ is measured in the eigenbasis of $X(\theta_j)$ for some $\theta_j \in [0, 2\pi]$. The probability to observe the outcome $m \in \mathbb{F}_2^{2N+1}$ satisfies

\[
|\langle m|\theta)\rangle|^{1\text{DC}_{2N+1}} \propto \left| \left( \bigoplus_{j=0}^{N} m_{2j+1} R_X(\hat{\theta}_{2N+1}) \prod_{j=1}^{N} R_Z(\hat{\theta}_{2j}) \right) R_X(\hat{\theta}_{2j-1}) |0\rangle \right|^2,
\]  

(23)

where $\theta \in [0, 2\pi)^{2N+1}$, $\hat{\theta}_j = (-1)^{\sum_{k=1}^{j} A_{j,k} m_k} \theta_j$, and

\[
A_{j,k} = \begin{cases} 1 & \text{if } k < j \text{ and } k \neq j \text{ mod } 2 \text{,} \\ 0 & \text{otherwise} \end{cases}.
\]  

(24)

For completeness, we prove this fact in Appendix \ref{sec:appendix}. One can simulate the output of a one-qubit circuit consisting of alternating $X$ and $Z$ rotations if each
qubit j is measured adaptively. In particular, if we wait to measure each qubit j only after all qubits before it (i.e., with label \( k < j \)) are measured, then we can measure in the eigenbasis of \( X(\theta_j) \) instead of \( X(\theta_j) \). This allows us to recover any desired one-qubit quantum circuit via the Euler angle decomposition. The output of the one-qubit circuit is then the parity of all the measurement outcomes for qubits with an odd label.

Adaptive measurement is not always necessary. Namely, if \( \theta_j = n\pi \) for some \( n \in \mathbb{Z} \), the factor \((-1)^{\sum_{k=1}^{n} A_{jk} m_k} \) simply adds a global phase to the circuit, which doesn’t influence Eq. (23). This is partly how we will obtain adaptive 1Q-2-MBQC protocols with \( T_C = \Theta(1) \) in our main result.

B. Implementing QSP circuits with the 1D cluster state

The alternating pattern of \( X \) and \( Z \)-rotations in Eq. (23) suggests that the 1D cluster state is well suited for implementing single-qubit circuits with the QSP decomposition structure, like in Eq. (21). Since the unitary in Eq. (21) consists of \( 8n + 3 \) blocks of mutually commuting unitaries, it can be implemented via adaptive 1Q-2-MBQC with a 1D cluster state of \( O(n^2) \) qubits in time \( T_C = \Theta(n) \). In particular, we have the following theorem.

**Theorem 4.** Any symmetric Boolean function \( f : \mathbb{F}_2^n \to \mathbb{F}_2 \) can be computed via an adaptive 1Q-2-MBQC

on a 1D cluster state with resource costs \( L_C = n \), \( L_Q = 8n^2 + 10n + 1 \), \( T_C = 8n + 2 \), and \( T_Q = 3 \).

**Proof.** We simply sketch the proof here. A detailed description of the 1Q-2-MBQC scheme can be obtained by slightly extending our construction in the proof of Theorem 3.

First note that the adaptation matrix in Eq. (24) changes the sign of the measurement basis to \( \pm \theta \). To ensure all measurement settings are binary (i.e., rotation by \( \pm \theta \) rather than 0, \(+\theta\), or \(-\theta\)), we can use the fact that \( x = (1 - (-1)^x)/2 \forall x \in \mathbb{F}_2 \) to decompose each sequence of \( X \)-rotations as

\[
R_X \left( \frac{\pi |x|}{n + 1} \right) = R_X \left( \frac{\pi}{2(n + 1)} \right) \times \prod_{j=1}^{n} R_X \left( (-1)^{x_j+1} \frac{\pi}{2(n + 1)} \right).
\]

Inserting identities written as \( R_Z(0) \) in between each of these \((n + 1)\) many \( X \)-rotations recasts Eq. (21) in a form that matches the right-hand side of Eq. (23). The circuit contains \( 4n + 1 \) many sequences of \( X \)-rotations (each containing \( n \) many \( R_Z(0) \) rotations sandwiched by \( n + 1 \) \( X \)-rotations) interspersed by \( 4n \) nonzero \( Z \)-rotations. It follows that the side of the cluster-state required and the number of times we must adapt are \( L_Q = (4n + 1)(2n + 1) + 4n \) and \( T_C = 4n + 1 + 4n + 1 \).

While the above construction is sufficient to compute any symmetric Boolean function (e.g., \( \text{Mod}_{p,j} \)) using only \( \Theta(n^2) \) many qubits initialized in a 1D cluster state, it has run time \( \Theta(n) \). Meanwhile, the constructions in Sec. III B have constant run time. In the next section, we will show how one can extend the utility of the QSP approach to achieve constant-time 1Q-2-MBQCs.

C. Simplified linear-space constant-time 1Q-2-MBQC for \( \text{Mod}_{3,0} \)

We begin with a particularly intuitive 1QC that computes the mod-3 function. This simplified construction does not require us to resort to the machinery of quantum signal processing.

**Lemma 3.** The function \( \text{Mod}_{3,0} : \mathbb{F}_2^n \to \mathbb{F}_2 \) can be computed by a 1QC with \( L_C = n \) and \( T_Q = 2n + 1 \).
FIG. 3. A sketch of the adaptive $l_2$-MBQC protocol that computes the function $\text{Mod}_{3,0} : \mathbb{F}_2^n \to \mathbb{F}_2$. The scheme uses $n + 2$ classical bits, the first $n$ of which are the string $x$. The other two bits carry the parity of all measurement outcomes obtained at that point for the even and odd qubits, respectively. Each classically conditioned single-qubit gate labeled by an angle $\theta$ represents a $R_z(\pm \theta)$ gate where the sign is determined by the bit it is conditioned on. The scheme proceeds in five rounds of interaction with the mod-2 linear classical side-processor and gives an MBQC realization of the circuit in Eq. (28).

Proof. The proof is constructive. Let

$$U_Q = \exp \left( \frac{i \pi}{3} X + Y + Z \right).$$

(26)

This adjoint action of this unitary on Pauli operators gives the following map.

$$U_Q \circ U_Q^\dagger = \begin{cases} Z \mapsto X \\ X \mapsto Y \\ Y \mapsto Z \end{cases},$$

(27)

where the $\circ$ denotes suspended evaluation. Consider now the following sequence of unitary transformations

$$U(x) = \left[ \prod_{j=1}^{n} U_Q^{x_j} \right] Z \left[ \prod_{j=1}^{n} (U_Q^{x_j})^\dagger \right].$$

(28)

It then follows that

$$U(x) = \begin{cases} Z \quad \text{if } |x| = 0 \text{ mod } 3 \\ X \quad \text{if } |x| = 1 \text{ mod } 3 \\ Y \quad \text{if } |x| = 2 \text{ mod } 3 \end{cases}$$

(29)

and hence

$$U(x)|0\rangle \propto |\text{mod}^{(0)}_3(x)\rangle.$$  

(30)

Thus, $U(x)$ realizes a 1QC of the mod-3 function with $L_C = n$ and $T_C = 2n + 1$.

We remark that the circuit in Eq. (28) consists of Clifford gates only and has potential to be implemented in a fault-tolerant setting [51] using a method like gate teleportation as in Ref. [40].

Notice that the circuit $U(x)$ consists of three blocks of mutually commuting unitaries (i.e., the first $n$ gates $U_Q^{x_j}$, the middle $Z$ gate, and the last $n$ gates $U_Q^{x_j}$). It follows that one can realize an adaptive $l_2$-MBQC protocol with this circuit as the underlying 1QC that only uses a constant number of
rounds of interactivity with the classical side processor. This $l_2$-MBQC scheme, which we describe in the following theorem, is sketched in Fig. 3.

**Theorem 5.** The function $\text{Mod}_{3,0} : \mathbb{F}_2^2 \rightarrow \mathbb{F}_2$ can be computed via an adaptive $l_2$-MBQC on a 1D cluster state with resource costs $L_C = n + 2$, $L_Q = 4n + 5$, $T_C = 5$, and $T_Q = 3$.

**Proof.** We begin by rewriting the circuit in Eq. (28) in terms of $X$ and $Z$ rotations to match Eq. (23), obtaining $U_Q = R_Z(\beta)R_X(\alpha)R_Z(2\pi/3)R_X(\alpha)^\dagger R_Z(\beta)^\dagger$ were $\cos(\alpha) = 1/\sqrt{3}$, $\sin(\alpha) = \sqrt{2/3}$, and $\beta = \pi/4$. The first and last $R_Z(\beta)$ rotations simply add a global phase and so $|\langle m|U(x)|0\rangle|^2 = |\langle m|V(x)|0\rangle|^2$ where

$$V(x) = R_X(\alpha)R_Z\left(\frac{2\pi|x|}{3}\right) R_X(2\alpha)^\dagger \times$$

$$R_Z\left(\frac{2\pi|x|}{3}\right)^\dagger R_X(\alpha). \quad (31)$$

We further decompose the Pauli-$Z$ rotations in $V(x)$ as

$$R_Z\left(\frac{2\pi|x|}{3}\right) = R_Z\left(\frac{\pi n}{3}\right) \prod_{j=1}^{n} R_Z\left((-1)^{s_j+1} \frac{\pi}{3}\right). \quad (32)$$

Now consider a $(4n + 5)$-qubit 1D cluster state. The above circuit can be implemented in a measurement-based manner via the following sequence of measurements.

1. Qubit 1 is measured in the eigenbasis of $X(\alpha)$. Meanwhile, each qubit with label $j = 1 \mod 2$ and $1 < j \leq 2n + 1$ is measured in the Pauli-$X$ basis. Each measurement outcome $m_j \in \mathbb{F}_2$ is returned to the mod-2 linear classical side-processor.

2. For each qubit with label $j = 0 \mod 2$ and $1 < j \leq 2n$, the side-processor computes and returns the bit

$$s_j = \bigoplus_{k<j, k \equiv 1 \mod 2} m_k \oplus x_{(j/2)}. \quad (33)$$

Each qubit is then measured in the eigenbasis of $X(\theta_j)$ where $\theta_j = (-1)^{s_j+1} \pi/3$. Meanwhile, for qubit $2n + 2$ the side-processor computes and returns the bit

$$s_{2n+2} = \bigoplus_{k < 2n+2, k \equiv 1 \mod 2} m_k. \quad (34)$$

The qubit is then measured in the eigenbasis of $X(\theta_{2n+2})$ where $\theta_{2n+2} = (-1)^{s_{2n+2}+1} n \pi/3$. Each measurement outcome $m_j \in \mathbb{F}_2$ is returned to the side-processor.

3. For qubit $2n + 3$, the side-processor computes and returns the bit

$$s_{2n+3} = \bigoplus_{k < 2n+3, k \neq 0 \mod 2} m_k. \quad (35)$$

The qubit is then measured in the eigenbasis of $X(\theta_{2n+3})$ where $\theta_{2n+3} = (-1)^{s_{2n+3}+1} 2\alpha$. Meanwhile, each qubit with label $j = 1 \mod 2$ and $2n + 3 < j \leq 4n + 3$ is measured in the Pauli-$X$ basis. Each measurement outcome $m_j \in \mathbb{F}_2$ is returned to the side-processor.

4. For each qubit with label $j = 0 \mod 2$ and $2n + 2 < j \leq 4n + 2$, the side-processor computes and returns the bit

$$s_j = \left(\bigoplus_{k < j, k \equiv 1 \mod 2} m_k\right) \oplus x_{(j-2n-2)/2}. \quad (36)$$

The qubit then is measured in the eigenbasis of $X(\theta_j)$ where $\theta_j = (-1)^{s_j+1} \pi/3$. Meanwhile, for qubit $4n + 4$ the side-processor computes and returns the bit

$$s_{4n+4} = \left(\bigoplus_{k < 4n+4, k \equiv 1 \mod 2} m_k\right). \quad (37)$$

The qubit is then measured in the eigenbasis of $X(\theta_{4n+4})$ where $\theta_{4n+4} = (-1)^{s_{4n+4}+1} 4n \pi/3$. Each measurement outcome $m_j \in \mathbb{F}_2$ is returned to the side-processor.

5. For qubit $4n + 5$ the side-processor computes and returns the bit

$$s_{4n+5} = \bigoplus_{k < j} m_k. \quad (38)$$

The qubit is then measured in the eigenbasis of $X(\theta_{4n+5})$ where $\theta_{4n+5} = (-1)^{s_{4n+5}+1} 4n \pi/3$. The measurement outcome $m_{4n+5} \in \mathbb{F}_2$ is returned to the side-processor, which then computes and returns the computational output

$$y = \bigoplus_{j \equiv 1 \mod 2} m_j. \quad (39)$$

It follows from Eq. (23) that $y = \text{Mod}_{3,0}(x)$. □
D. Linear-space constant-time $l^2$-MBQC for $\text{Mod}_{p,j}$

The entire family of mod-$p$ functions defined in Eq. (13) can be computed via the quantum signal processing technique used in Ref. [23]. The following theorem improves on their construction for mod-$p$ functions, giving a quadratic reduction in the required resources and enabling constant-time adaptive $l^2$-MBQC’s. This quadratic improvement is due to the fact that the truth table of the mod-$p$ functions is invariant to shifting the Hamming weight by $p$, so we only need to look at a piece of the truth table rather than the whole thing. Giving a circuit with $O(p)$ many rotations by the Hamming weight.

**Lemma 4.** For any odd number $p$ and $j \in \{0, \ldots, p-1\}$, the function $\text{Mod}_{p,j} : \mathbb{F}_2^p \rightarrow \mathbb{F}_2$ can be computed by a 1QC with $L_C = n$ and $T_Q = (2p-1)n + 2p$.

**Proof.** In Appendix [A] we demonstrate that there exist a set of $2p-1$ angles $\{\xi_j \in [0, 2\pi)\}_{j=1}^{2p-1}$ such that the unitary

$$U(x) = \prod_{j=1}^{2p-1} R_Z(\xi_j) R_X \left( \frac{4\pi|x|}{p} \right) R_Z(\xi_j)^\dagger \quad (40)$$

satisfies $|\langle y|U(x)|0\rangle|^2 = \delta_{y, \text{Mod}_{p,j}(x)}$. We also explain in detail an algorithm to determine these angles numerically. These angles are listed in Tab. I for $j = 0$ and $p < 9$.

Recall from the proof of Theorem [4] that the number of times the mod-2 linear classical side-processor is called is twice the number of $X$-rotations by the Hamming weight that appear in the circuit. In Eq. (40), this number is $2(2p-1)$, which is independent of $n$. Hence, the unitary in Eq. (40) can be implemented via adaptive $l^2$-MBQC with only a constant number of rounds of interaction with the mod-2 linear classical side-processor. This $l^2$-MBQC scheme is described in the following theorem.

**Theorem 6.** For any odd number $p$, the function $\text{Mod}_{p,j} : \mathbb{F}_2^p \rightarrow \mathbb{F}_2$ can be computed via an adaptive $l^2$-MBQC on a 1D cluster state with resource costs $L_C = n + 2$, $L_Q = (4p-2)(n+1) - 1$, $T_C = 4p-2$, and $T_Q = 3$.

**Proof.** We begin by noticing that the first and last $Z$-rotations in the circuit in Eq. (40) do not change $|\langle y|U(x)|0\rangle|^2$ and thus do not affect the probability for $y$ to be 0 or 1. Call this unitary obtained from excluding these rotations $V(x)$, i.e., $V(x) = R_Z(\xi_{2p-1}) U(x) R_Z(\xi_1)$. By further decomposing each $X$-rotation as

$$R_X \left( \frac{4\pi|x|}{p} \right) = R_X \left( \frac{2\pi n}{p} \right) \times \prod_{k=1}^{n} R_X \left( -1 \right)^{x_k+1} \frac{2\pi}{p},$$

we may implement the circuit $V(x)$ on a $\{(4p−2)(n+1)−1\}$-qubit cluster state via the following sequence of adaptive measurements.

(1) Each qubit with label $j = 0 \text{ mod } 2$, except those with label $j = k(2n+2)$ for $k \in [2p−2]$, are measured in the Pauli-$X$ basis. Each measurement outcome $m_j \in \mathbb{F}_2$ is returned to the mod-2 linear classical side-processor.

The next $4p-4$ measurements proceed as follows for each $\mu \in [2p-2]$.

(2$\mu$) For each qubit with label $j = 1 \text{ mod } 2$ and $(\mu-1)(2n+2) + 1 \leq j < \mu(2n+2)−1$ the side-processor computes and returns
the bit
\[ s_j = \bigoplus_{k < j \mod 2} m_k \oplus x_{\ell(j)}, \]  
\hspace{1cm} (42)

where \( \ell(j) = (j+1)/2 - (2p-2)(n+1) \) is a map denoting which classical bit \( x_i \) each qubit \( j \) is conditioned on. Each qubit is then measured in the eigenbasis of \( X(\theta_j) \) where \( \theta_j = (-1)^{s_j+1}2\pi/p \). Meanwhile, for qubit \( \mu(2n+2) - 1 \) the side-processor computes and returns the bit
\[ s_{\mu(2n+2)-1} = \bigoplus_{k < \mu(2n+2)-1 \mod 2} m_k. \]  
\hspace{1cm} (43)

The qubit is then measured in the eigenbasis of \( X(\theta_{\mu(2n+2)}) \) where \( \theta_{\mu(2n+2)} = (-1)^{s_{\mu(2n+2)}}(2\pi + \pi 1) \). The measurement outcome \( m_{\mu(2n+2)} \in \mathbb{F}_2 \) is returned to the side-processor.

\((2\mu + 1)\) For qubit \( \mu(2n + 2) \) the side-processor computes and returns the bit
\[ s_{\mu(2n+2)} = \bigoplus_{k < \mu(2n+2) \mod 2} m_k. \]  
\hspace{1cm} (44)

The qubit is then measured in the eigenbasis of \( X(\theta_{\mu(2n+2)}) \) where \( \theta_{\mu(2n+2)} = (-1)^{s_{\mu(2n+2)}}(2\pi + \pi 1) \). The measurement outcome \( m_{\mu(2n+2)} \in \mathbb{F}_2 \) is returned to the side-processor.

\((4p - 2)\) For each qubit with label \( j = 1 \mod 2 \) and \( (4p - 4)(n+1) + 1 \leq j < (4p - 2)(n+1) - 1 \) the side-processor returns the bit
\[ s_j = \bigoplus_{k < j \mod 2} m_k \oplus x_{\ell(j)}, \]  
\hspace{1cm} (45)

where \( \ell(j) = (j+1)/2 - (2p-2)(n+1) \). Each qubit is then measured in the eigenbasis of \( X(\theta_j) \) where \( \theta_j = (-1)^{s_j+1}2\pi/p \). Meanwhile, for qubit \( (4p - 2)(n+1) - 1 \) the side-processor returns the bit
\[ s_{(4p-2)(n+1)-1} = \bigoplus_{k < (4p-2)(n+1)-1 \mod 2} m_k. \]  
\hspace{1cm} (46)

The qubit is measured in the eigenbasis of \( X(\theta_{(4p-2)(n+1)-1}) \) where \( \theta_{(4p-2)(n+1)-1} = (-1)^{s_{(4p-2)(n+1)-1}}2\pi n/p \). Each measurement outcome \( m_j \in \mathbb{F}_2 \) is returned to the side-processor, which then computes and returns the computational output
\[ y = \bigoplus_{j=1 \mod 2} m_j. \]  
\hspace{1cm} (47)

It follows from Eq. 23 that \( y = \text{Mod}_{p,j}(x) \).

V. QUANTUM ADVANTAGES VIA ADAPTIVE 2-MBQC

The adaptive 2-MBQCs we have considered are capable of outperforming various classical computational models. The weakest such classical models are the noncontextual hidden variable models \([5,9]\) (denoted \(\text{NCHVM}\)), which have the same power as the mod-2 linear classical side-processor alone \([52]\).

The probability for the classical side-processor to compute a Boolean function \( f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \) on an input \( x \in \mathbb{F}_2^n \) chosen uniformly at random can be written as a positive sum of conditional probabilities that is bounded as,
\[ \frac{1}{2^n} \sum_{x \in \mathbb{F}_2^n} \sum_{m \in \mathbb{F}_2^n} \text{pr}(m | s = Px + Am) \leq \text{NCHVM} \beta. \]  
\hspace{1cm} (48)

By Fine’s theorem \([53]\), this bound is proportional to the Hamming distance between \( f \) and the closest linear Boolean function. Eq. (6) thus implies that,
\[ \beta = \frac{1 + f_{\max}}{2}. \]  
\hspace{1cm} (49)

In the nonadaptive setting, Eq. (48) corresponds to a so-called \((n, 2, 2)\) Bell scenario, which have been fully characterized in Ref. [54]. Meanwhile, our adaptive 2-MBQC protocols give examples of Bell inequalities with an additional spatio-temporal ordering that lie beyond this characterization.

While a violation of the Bell inequality in Eq. (48) shows that the 2-MBQC is in some sense nonclassical, Theorems 5 and 6 indicate a stronger separation in the context of circuit complexity that was first shown in Ref. [27]. To understand the content of this theorem, we first define a few terms. Let \( \text{QNC}^0 \) denote the class of polynomial-size constant-depth quantum circuits consisting of gates with bounded fan-in. Furthermore, let \( \text{QNC}^0[2] \) denote the same class of circuits, but with the assistance of a mod-2 linear classical side-processor (i.e., with oracle access to the function \( \text{Mod}_{2,2} : \mathbb{F}_2^n \rightarrow \mathbb{F}_2 \) for arbitrarily large \( m \)) such that \( T_Q + T_C \) is some constant independent of \( n \). Let \( \text{AC}^0 \) denote the class
of polynomial-size constant-depth classical circuits consisting of AND, OR, and NOT gates with unbounded fan-in and fan-out. Furthermore, let $\text{AC}^0[p]$ denote the same class of circuits, but with the oracle access to the function $\text{Mod}_{p,0} : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$ for arbitrarily large $m$.

All $2\text{-MBQC}$ algorithms discussed in this paper violate the inequality in Eq. (48) and thus constitute a proof of the rather trivial separation $\text{NCHVM} \subset \text{QNC}^0[2]$ (c.f., Tab. 1). However, our construction in Sec. IV C can be used to prove a more powerful separation that concerns the notions of $\text{AC}^0$-reducibility and $\text{QNC}^0$-reducibility. A Boolean function $f$ is said to be $\text{AC}^0$-reducible (respectively, $\text{QNC}^0$-reducible) to another function $g$ if a $\text{AC}^0$ circuit (respectively, a $\text{QNC}^0$ circuit) with oracular access to $g$ can compute $f$. Thm. 2 of Ref. [46] showed that for every odd prime number $p$, $\text{Mod}_{p,0}$ is not $\text{AC}^0$-reducible to $\text{Mod}_{2,0}$. However, our construction in Thm. 6 gives a $\text{QNC}^0$ reduction. Therefore, we have the following corollary.

**Corollary 1.** For every prime number $p$ the function $\text{Mod}_{p,0}$ is $\text{QNC}^0$-reducible to $\text{Mod}_{2,0}$.

Furthermore, Ref. [46] also showed that for any two primes $p$ and $r$ with $p < r$, $\text{Mod}_{r,0}$ is not $\text{AC}^0$-reducible to $\text{Mod}_{p,0}$. However, every prime number $r$ is $\text{QNC}^0$-reducible to $\text{Mod}_{2,0}$. Hence, we have the following theorem.

**Corollary 2.** For every prime number $p$, $\text{QNC}^0[2] \not\subset \text{AC}^0[p]$.

**Proof.** For any prime number $p$ consider the next prime number $r$ with $p < r$. Since $\text{Mod}_{r,0}$ is not $\text{AC}^0$-reducible to $\text{Mod}_{p,0}$, it lies outside the class $\text{AC}^0[p]$. Therefore, for any $p$ there is always a function that lives in the class $\text{QNC}^0[2]$ but not in $\text{AC}^0[p]$. Hence, $\text{QNC}^0[2] \not\subset \text{AC}^0[p]$.

The above separation was originally proven in Ref. [27]. As shown in Tab. 1, our construction gives an overall better scaling in the number of mid-circuit measurements required, namely $\Theta(p)$ versus $O(p^2 \log^3(p))$. We also remark that Ref. [11] demonstrates the more powerful separation $\text{ACC}^0 \subset \text{QNC}^0[2]$ where $\text{ACC}^0 = \bigcup_p \text{AC}^0[p]$.

Recently, nonadaptive $2\text{-MBQCs}$ that use a cluster state resource and no post processing have been leveraged to demonstrate separations between the class of constant-depth quantum circuits (denoted $\text{QNC}^0$) and constant-depth classical circuits of gates with unbounded fan-out and either bounded fan-in ($\text{NC}^0$) or unbounded fan-in ($\text{AC}^0$) [38, 39]. It remains an open problem to show whether or not $\text{QNC}^0 \not\subset \text{AC}^0[p]$. While Ref. [39] showed $\text{QNC}^0 \not\subset \text{AC}^0[6]$, our techniques may be useful in going beyond this. A first step might be to understand whether our construction in Thm. 3 can give a strategy for a game akin to the parity bending problem of 83 when we remove the mod-2 linear side-processor.

### VI. CONCLUSION AND OUTLOOK

As summarized in the flow chart of Fig 1, we have shown how adaptive $2\text{-MBQC}$ with 1D cluster states leads to exponential reductions in the space-time resources required to compute symmetric Boolean functions. Namely, we showed how the family of mod-$p$ functions can be computed using a linear-size 1D cluster state with only a constant number of queries to a mod-2 linear classical side-processor. Our constructions are based on an extension of the quantum signal processing technique used in Ref. [27] to compute Boolean functions via 1QC. While our $2\text{-MBQCs}$ are guaranteed to be contextual, violating a corresponding noncontextuality inequality in Eq. (48), we also sketch how our results recover the stronger separation against constant-depth classical circuits $\text{QNC}^0[2] \not\subset \text{AC}^0[p]$ for every prime number $p$, which was first shown in Ref. [27]. We also remark that this work sheds light on a number of new examples of contextual quantum computations with nontrivial temporal order that may be of interest in further developing the cohomological framework in 33. Though all the algorithms we have studied here are deterministic, a detailed analysis of the bounded error case of 10, 11, 29 may give further insight to the role of contextuality in these constructions. In particular, it would be interesting to see if the known algorithms saturate the upper bound on the success probability for an $2\text{-MBQC}$ given by the so-called contextual fraction of 65.

In terms of an interesting near-term implementation, we remark that our construction in Thm. 6 gives the best known scaling for the number of resources required to compute the mod-$p$ functions. Several recent works have used small nonadaptive $2\text{-MBQCs}$ of Boolean functions to benchmark near-term devices [31, 33]. It may be interesting to implement our simplest nontrivial example (i.e., the function $\text{Mod}_{3,0} : \mathbb{F}_2^2 \rightarrow \mathbb{F}_2$ via the algorithm in Theorem 5) to characterize the quality of a device capable of performing mid-circuit measurements.
wonder if there a figure of merit similar to the periodic Fourier sparsity that bounds the number of conditional U(2) transformations required to represent a particular Boolean function. Perhaps ideas from optimal synthesis of single-qubit unitaries may be of use [56, 57].

Another interesting direction is developing an understanding of resource states for \( l^2\)-MBQC from the perspective of condensed matter physics. Ground states of many-body Hamiltonians with 1D symmetry-protected topological order (a quantum phase of matter having similar properties to the cluster state) have been shown to be useful for a variety of tasks in \( l^2\)-MBQC [58]. A similar advantage was extended to a whole ferromagnetic phase in Ref. [59]. We wonder if ground states of a quantum phase of matter might have uniform capability to perform adaptive \( l^2\)-MBQC tasks. It has been noted that the ability of 1D SPTO ground states to be converted to “GHZ-like” states via local measurements, a key property for a measurement-based implementation of quantum fan-out, is a general property of 1D SPTO phases [60, 61].
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### Appendix A: Details on Boolean functions

1. Algebraic normal forms for the mod-\( p \) functions

The algebraic normal form of any symmetric Boolean function can be expressed as a combination of the complete \( \mu \)-tic functions \( C^\mu_n(x) \), which have the ANFs

\[
C^\mu_n(x) = \bigoplus_{S \subseteq [n], |S| = \mu} \prod_{j \in S} x_j.
\]

(A1)

In terms of these functions, we have the following.

**Lemma 5.** The ANFs for the mod-3 functions are

\[
\text{Mod}_{3,j}(x) = \bigoplus_{\mu=0}^{n} C^\mu_n(x). \quad \text{(A2)}
\]

**Proof.** The proof works by induction. As a base case it is easily checked that \( \text{Mod}_{3,0}(x_1, x_2, x_3) = x_1 \oplus x_2 \oplus x_3 \oplus x_1 x_2 \oplus x_1 x_3 \oplus x_2 x_3 \), \( \text{Mod}_{3,1}(x_1, x_2, x_3) = 1 \oplus x_1 \oplus x_2 \oplus x_3 \oplus x_1 x_2 x_3 \), and \( \text{Mod}_{3,2}(x_1, x_2, x_3) = 1 \oplus x_1 x_2 \oplus x_1 x_3 \oplus x_2 x_3 \oplus x_1 x_2 x_3 \). For the induction step we will make use of the fact that

\[
\text{Mod}_{3,j}(x_1, \ldots, x_{n+1}) = (1 \oplus x_{n+1}) \text{Mod}_{3,j}(x_1, \ldots, x_n) \oplus x_{n+1} \text{Mod}_{3,j-1}(x_1, \ldots, x_n). \quad \text{(A3)}
\]

In the above, the superscript is taken modulo 3. Upon substituting the corresponding ANFs into the above equations, we obtain

\[
\text{Mod}_{3,j}(x_1, \ldots, x_{n+1}) = (1 \oplus x_{n+1}) \bigoplus_{\mu=0}^{n} C^\mu_n(x) \oplus x_{n+1} \bigoplus_{\mu=0}^{n} C^\mu_n(x). \quad \text{(A4)}
\]

Expanding the above equations by collecting terms in powers of \( x_{n+1} \) gives

\[
\text{Mod}_{3,j}(x_1, \ldots, x_{n+1}) = \bigoplus_{\mu=0}^{n} C^\mu_n(x) \oplus x_{n+1} \bigoplus_{\mu=0}^{n} C^\mu_n(x). \quad \text{(A5)}
\]
We can reindex the second sum in each equation to sum over a variable \( \nu = \mu + 1 \), giving

\[
\text{Mod}_{3,j}(x_1, \ldots, x_{n+1}) = \bigoplus_{\nu \neq 3-j \mod 3}^{n+1} C_{n+1}^\nu(x) \oplus x_{n+1} \bigoplus_{\nu \neq 3-j \mod 3}^{n} C_{n}^{\nu-1}(x). \tag{A6}
\]

Finally, using the fact that

\[
C_{n+1}^\mu(x_1, \ldots, x_{n+1}) = C_n^\mu(x_1, \ldots, x_n) \oplus x_{n+1}C_n^{\mu-1}(x_1, \ldots, x_n), \tag{A7}
\]

the terms in each sum can be combined to give

\[
\text{Mod}_{3,j}(x_1, \ldots, x_{n+1}) = \sum_{\mu \neq 3-j \mod 3}^{n+1} C_{n+1}^\mu(x_1, \ldots, x_{n+1}). \tag{A8}
\]

Thus, by induction Eq. \((A2)\) holds. \(\square\)

**Lemma 6.** For each positive integer \( n \) and prime number \( p \) at least one of the functions \( \text{Mod}_{p,j} : \mathbb{F}_2^n \to \mathbb{F}_2 \) has degree-\( n \) ANF.

**Proof.** Taking the ansatz that the ANF for the mod-\( p \) functions is

\[
\text{Mod}_{p,j}(x) = \bigoplus_{\mu=0}^{n} a^{(j)}_{\mu} C_n^\mu(x) \tag{A9}
\]

where each \( a^{(j)}_{\mu} \in \mathbb{F}_2 \) and applying the same steps as in the above induction proof we obtain the relation

\[
a^{(j)}_{\mu+1} = a^{(j)}_{\mu} \oplus a^{(j)}_{\mu-1} \tag{A10}
\]

where the superscripts are taken modulo \( p \). Arranging the coefficients \( a^{(j)}_{\mu} \) into a length-\( p \) binary vector for each \( \mu \), denoted \( \mathbf{a}_\mu \), we obtain the update rule \( \mathbf{a}_\mu = \mathbf{M} \mathbf{a}_{\mu-1} \) where \( \mathbf{M} = I^{(p)} \oplus X^{(p)} \) where \( I^{(p)} \) is the \( p \times p \) identity matrix and is the \( p \times p \) generalised Pauli-\( X \) matrix (i.e., \( X^{(p)} = \sum_{j=0}^{p-1} |j+1\rangle \langle j| \)). Since the base case is given by \( \mathbf{a}_0 = (0, 1, 1, \ldots, 1)^T \), one can explicitly calculate the coefficients in general. They are

\[
a^{(j)}_{\mu} = 2^\mu \left[ 1 - \frac{1}{p} \sum_{k=0}^{p-1} \cos \left( \frac{k \pi}{p} \right) e^{i \frac{k \pi}{p} (\mu-2j)} \right] \mod 2. \tag{A11}
\]

Although, calculating these quantities modulo-2 quickly becomes difficult due to the factor of \( 2^\mu \) in front. Meanwhile, it can be checked that over the field \( \mathbb{F}_2 \) the matrix \( \mathbf{M} \) has a one dimensional null space spanned by the vector \( \mathbf{v}_{\text{null}} = (1, 1, \ldots, 1)^T \). It can further be check that there is no such vector \( \mathbf{b} \in \mathbb{F}_2^p \) such that \( \mathbf{M} \mathbf{b} = \mathbf{v}_{\text{null}} \). Hence, for each natural number \( \mu \) the vector \( \mathbf{a}_\mu \) will always have at least one nonzero entry. Therefore, for each positive integer \( n \) and prime number \( p \), at least one of the functions \( \text{Mod}_{p,j} : \mathbb{F}_2^n \to \mathbb{F}_2 \) has degree-\( n \) ANF. \(\square\)

2. Functions with maximal periodic Fourier sparsity: A proof of Lemma 2

**Lemma 2.** \([10]\)** Any function \( f : \mathbb{F}_2^n \to \mathbb{F}_2 \) with maximal degree ANF (i.e. any function containing the monomial \( x_1 \cdots x_n \) in its ANF) has periodic Fourier sparsity \( \hat{p}_f = 2^n - 1 \).

**Proof.** By Eq. \((8)\), the periodic Fourier decomposition of a general function \( f \) must satisfy

\[
\exp \left( i \pi \sum_{\mathbf{p} \in \mathbb{F}_2^n} \langle \mathbf{p} \cdot \mathbf{x} \rangle \phi_\mathbf{p} \right) = (-1)^{f(\mathbf{x})+f(0)}. \tag{A12}
\]
Notice that we have factored out a \( \pi \) from each of the \( 2^n \) real angles \( \phi_p \). If any linear function \( p \cdot x \) is unnecessary for the quantum protocol, a solution will yield \( \phi_p \in \mathbb{Z} \). The corresponding measurements would either have no effect or can be accounted for via mod-2 linear post-processing.

By the Mobius inversion formula, the angles \( \phi_p \) can be related to the coefficients \( a_y \) of the ANF. We do this by first observing that

\[
\prod_{x \leq y} e^{i\pi \sum_{p \in \mathbb{F}_2^n} (p \cdot x) \phi_p} = \prod_{x \leq y} (-1)^{f(x)}
\]

\( \Rightarrow \exp \left\{ i\pi \sum_{p \in \mathbb{F}_2^n} \left( \sum_{x \leq y} (p \cdot x) \right) \phi_p \right\} = (-1)^{a_y}.
\]

(A14)

Note that the term in the sum on the left hand side corresponding to \( p = 0 \) contributes nothing to the sum. Therefore, the angles \( \phi_p \) are solutions to the system of linear equations

\[
\sum_{p \in \mathbb{F}_2^n, \ p \neq 0} M_{y,p} \phi_p = a_y + 2\mathbb{Z},
\]

(A15)

where \( M_{y,p} = \sum_{x \leq y} (p \cdot x) \). Furthermore, the \( 2\mathbb{Z} \) on the right hand side denotes that we may add any even integer to the \( a_y \) and still obtain a valid periodic Fourier decomposition of the function. We thus wish to determine the maximum number of angles \( \phi_p \in \mathbb{Z} \) that we can obtain from some choice of inhomogenous term in the above equations.

To solve this linear system, we first derive a general expression for the matrix \( M \) and then determine an expression for it’s inverse. First, notice that

\[
\sum_{x \leq y} (p \cdot x) = \begin{cases} 
0 & \text{if } p \cdot y = 0 \\
2|y|^{-1} & \text{if } p \cdot y \neq 0
\end{cases},
\]

(A16)

where the \( \cdot_\mathbb{R} \) denotes that the arithmetic performed in the dot product is over the reals (i.e., \( p \cdot_\mathbb{R} y = p_1y_1 + \cdots + p_ny_n \)). As a slight abuse of notation, let \( p \cap y = \text{supp}(p) \cap \text{supp}(y) \) where \( \text{supp}(p) = \{ j \in [n] \mid p_j = 1 \} \).

Then the matrix \( M \) can be expressed as

\[
M_{y,p} = 2|y|^{-1} \chi_{p \cap y},
\]

(A17)

where \( \chi_{s \cap y} = 0 \) if \( s \cap y = \emptyset \) and \( \chi_{s \cap y} = 1 \) if \( s \cap y \neq \emptyset \). The matrix \( \chi_{p \cap y} \) has the same fractal structure as the Sierpinski gasket, which can be generated by cellular automata rule 195. Furthermore, this matrix has inverse given by

\[
[M^{-1}]_{y,p} = \frac{(-1)^{p \cdot y + 1}}{2|y|^{-1}} (1 - \chi_{(p \oplus 1) \cap (y \oplus 1)}).
\]

(A18)

We explicitly show that this is the inverse in Appendix A3.

Finally, we can use this inverse to find a general expression for the angles \( \phi_p \). We have that

\[
\phi_p = \sum_{y \in \{0,1\}^n \setminus y \neq 0} \frac{(-1)^{p \cdot y + 1}}{2|y|^{-1}} (1 - \chi_{(p \oplus 1) \cap (y \oplus 1)})a_y.
\]

(A19)

It then follows that if \( a_1 = 1 \), then \( \forall p \in \{0,1\}^n \setminus 0, \ \phi_p \notin \mathbb{Z} \).

We prove this by contradiction. Suppose that \( a_1 = 1 \) and that there is some \( p \in \mathbb{F}_2^n \setminus 0 \) such that \( \phi_p \in \mathbb{Z} \). Notice that for every \( p \in \{0,1\}^n \setminus 0, \ \chi_{p \cap 1} = 1 \) and thus \( \chi_{(p \oplus 1) \cap 0} = 0 \). Therefore, for every \( p \in \mathbb{F}_2^n \setminus 0 \) we have that

\[
2^{n-1} \phi_p = 2^{n-1} \sum_{y \in \{0,1\}^n \setminus y \neq 0,1} [M^{-1}]_{y,p} a_y + (-1)^{|p|+1}
\]

(A20)

\[
= 2m + 1
\]

(A21)

for some \( m \in \mathbb{Z} \). Now if \( \phi_p \notin \mathbb{Z} \), then \( 2^{n-1} \phi_p \notin 2\mathbb{Z} \). However, the right hand side of the equation is an odd number. Contradiction. Therefore, \( \forall p \in \{0,1\}^n \setminus 0, \ \phi_p \notin \mathbb{Z} \). Hence, any Boolean function containing the monomial \( x_1 \cdots x_n \) in its ANF has periodic Fourier sparsity \( \beta_f = 2^n - 1 \).
3. Proof of Eq. (A18)

Lemma 7. Let \( M_{y,s} = 2^{y-1} \chi_{s \cap Y} \), then \( [M^{-1}]_{s,y} = \frac{(-1)^{|s|+1}}{2^{|y|-1}} (1 - \chi_{s \cap Y}) \).

Proof. Here we will make use of a one-to-one mapping between elements of \( \mathbb{F}_2^n \) and the power set of \([n]\), denoted \( \mathcal{P}([n]) \). Namely, each binary string \( s \in \mathbb{F}_2^n \) is uniquely specified by its support \( \text{supp}(s) = \{ j \in [n] \mid s_j = 1 \} \), which is a subset of \([n]\). For the binary strings \( s \in \mathbb{F}_2^n \) and \( y \in \mathbb{F}_2^n \), let us denote their corresponding supports as \( S \subseteq [n] \) and \( Y \subseteq [n] \), respectively. Notice that \( \text{supp}(s \oplus 1) = \bar{S} \) where \( \bar{S} = [n] \setminus S \) denotes the compliment of \( S \) in \([n]\). Furthermore, \((-1)^{|y|} = (-1)^{|S \cap Y|}\). In this notation, Eq. (A18) can be written

\[
[M^{-1}]_{s,y} = \frac{(-1)^{|S \cap Y|+1}}{2^{|Y|-1}} (1 - \chi_{S \cap Y}). \tag{A22}
\]

Notice that \( 1 - \chi_{S \cap Y} = 1 \) if and only if \( \bar{S} \cap \bar{Y} = \emptyset \). By de-Morgan’s law this is equivalent to \( S \cup Y = [n] \). Therefore, we may write

\[
[M^{-1}M]_{S,S'} = \sum_{Y \subseteq [n]} (-1)^{|S \cap Y|+1} (1 - \chi_{S \cap Y}) \chi_{Y \cap S'} \tag{A23}
\]

\[
= - \sum_{Y \subseteq [n]} \left( -1 \right)^{|S \cap Y|}. \tag{A24}
\]

Since \( Y \cup S = [n] \), every term can be written \( Y = \bar{S} \cup A \) for some \( A \in \mathcal{P}(S) \) satisfying \( (\bar{S} \cup A) \cap S' \neq \emptyset \). Denoting the set of all such subsets \( A \) as \( K(S,S') \) we may rewrite the above expression as

\[
[M^{-1}M]_{S,S'} = - \sum_{A \in K(S,S')} (-1)^{|A|} \tag{A25}
\]

We now analyze what this sum evaluates to based on how \( S' \) relates to \( S \).

1. If \( S' \not\subseteq S \), then \( K(S,S') = \mathcal{P}(S) \). The summation gives,

\[
[M^{-1}M]_{S,S'} = - \sum_{A \in \mathcal{P}(S)} (-1)^{|A|} \tag{A26}
\]

\[
= - \sum_{k=0}^{|S|} \binom{|S|}{k} (-1)^k \tag{A27}
\]

\[
= -(1 - 1)^{|S|} = 0. \tag{A28}
\]

2. If \( S' \subseteq S \), then we get \( K(S,S') = \{ A \in \mathcal{P}(S) \mid A \cap S' \neq \emptyset \} \). Note that the number of subsets \( A \in K(S,S') \) with \( |A| = k \) is \( \sum_{j=1}^k \binom{|S|}{j} \binom{|S|-|S'|}{k-j} = \binom{|S|}{k} - \binom{|S|-|S'|}{k} \), by the Vandermonde identity. Thus we have,

\[
[M^{-1}M]_{S,S'} = - \sum_{A \in K(S,S')} (-1)^{|A|} \tag{A29}
\]

\[
= - \sum_{k=1}^{|S|} \left( \binom{|S|}{k} - \binom{|S|-|S'|}{k} \right) (-1)^k \tag{A30}
\]

\[
= - \left[ (1 - 1)^{|S|} - 1 - ((1 - 1)^{|S|-|S'|} - 1) \right] \tag{A31}
\]

\[
= 0. \tag{A32}
\]
(3) If \( S' = S \), then \( K(S, S') = P(S) \setminus \emptyset \). Thus we have,

\[
[M^{-1}M]_{S, S'} = - \sum_{A \in K(S, S')} (-1)^{|A|} = - \sum_{k=1}^{|S|} \binom{|S|}{k} (-1)^k = - (1 - 1)^{|S|} = 1.
\]

Therefore,

\[ [M^{-1}M]_{S, S'} = \delta_{S, S'}. \] (A36)

Appendix B: MBQC realizations of quantum circuits

The state \(|\text{GHZ}_N\rangle\) can be expressed as the following matrix product state

\[
|\text{GHZ}_N\rangle = \sum_{j_1, \ldots, j_N=0}^1 \langle 0| \Pi_X^{(j_N)} \cdots \Pi_X^{(j_1)} |0\rangle \ |j_1 \cdots j_N\rangle. \quad (B1)
\]

Here, \( \Pi_X^{(j)} = H^j |j\rangle \langle j| \). Since

\[
|m(\theta)\rangle = \frac{e^{-i\theta/2} |0\rangle + (-1)^m e^{i\theta/2} |1\rangle}{\sqrt{2}} \quad (B2)
\]

it follows that

\[
\langle m(\theta)|\text{GHZ}_N\rangle = \frac{1}{\sqrt{2^N}} \langle 0| \prod_{k=1}^N \left( e^{-i\theta_k/2} \Pi_X^{(0)} + (-1)^{m_k} e^{i\theta_k/2} \Pi_X^{(1)} \right) |0\rangle \quad (B3a)
\]

\[
= \frac{1}{\sqrt{2^N}} \langle 0| \prod_{k=1}^N X^{m_k} R_X(\theta_k) |0\rangle \quad (B3b)
\]

\[
= \frac{1}{\sqrt{2^N}} \bigoplus_{k_1, \ldots, k_N=1}^N m_{k_1} \prod_{k=1}^N R_X(\theta_k) |0\rangle. \quad (B3c)
\]

Therefore,

\[
|\langle m(\theta)|\text{GHZ}_N\rangle|^2 \propto |\bigoplus_{j=1}^N m_j | \prod_{j=1}^N R_X(\theta_j) |0\rangle|^2. \quad (B4)
\]

The state \(|1\text{DC}_{2N+1}\rangle\) can be expressed as the following matrix product state

\[
|1\text{DC}_{2N+1}\rangle = \sum_{j_1, \ldots, j_{2N+1}=0}^1 \langle 0| \Pi_X^{(j_{2N+1})} \prod_{k=1}^N \Pi_X^{(j_{2k-1})} \Pi_Z^{(j_{2k})} |0\rangle \ |j_1 \cdots j_{2N+1}\rangle. \quad (B5)
\]

Following a similar calculation sketched above, we get

\[
\langle m(\theta)|1\text{DC}_{2N+1}\rangle = \frac{1}{\sqrt{2^N}} \langle 0| X^{m_{2N+1}} R_X(\theta_{2N+1}) \prod_{k=1}^N Z^{m_{2k}} R_Z(\theta_{2k}) X^{m_{2k-1}} R_X(\theta_{2k-1}) |0\rangle. \quad (B6)
\]
Pushing all Pauli operators to the left gives

$$\langle m(\theta) | 1D_{2N+1} \rangle = \frac{1}{\sqrt{2^N}} \langle 0 | \left( X_{m_{2N+1}} \prod_{l=1}^{N} Z_{m_{2l}} X_{m_{2l-1}} \right) \left( R_X(\tilde{\theta}_{2N+1}) \prod_{k=1}^{N} R_Z(\tilde{\theta}_{2k}) R_X(\tilde{\theta}_{2k-1}) \right) | 0 \rangle \quad \text{(B7)}$$

where $\tilde{\theta}_j = (-1)^{\sum_{k=1}^{n} A_{j,k} m_k} \theta_j$ and

$$A_{j,k} = \begin{cases} 1 & \text{if } k < j \text{ and } k \neq j \mod 2 \\ 0 & \text{otherwise} \end{cases} \quad \text{(B8)}$$

Absorbing all the Pauli operators into the bra $\langle 0 |$ simply flips this state and adds phases conditional on $m$. Therefore, we obtain

$$|\langle m(\theta) | 1D_{2N+1} \rangle|^2 \propto |\left( \bigoplus_{j=0}^{N} m_{2j+1} \right) R_X(\tilde{\theta}_{2N+1}) \prod_{j=1}^{N} R_Z(\tilde{\theta}_j) R_X(\tilde{\theta}_{j-1}) | 0 \rangle|^2. \quad \text{(B9)}$$

**Appendix C: Adaptive $l^2$-MBQC is universal**

In this section we show how to implement any commutative $l^2$-1QC via adaptive $l^2$-MBQC in constant-time. It then follows that adaptive $l^2$-MBQC can compute any Boolean function, albeit not necessarily efficiently.

**Theorem 7.** Any nonadaptive $l^2$-MBQC that can be performed with an $N$-qubit GHZ state can be performed adaptively with a $(2N+1)$-qubit 1D cluster state and overall resource costs $L_Q = N$, $L_Q = 2N+1$, $T_C = 2$, and $T_Q = 3$.

**Proof.** Universality of the 1D cluster state follows from the well known fact that by measuring every other qubit in the Pauli-$X$ basis recovers a GHZ state up to Pauli-$X$ corrections on the unmeasured qubits [15]. However, we will instead describe explicitly how to implement any commutative $l^2$-1QC via adaptive $l^2$-MBQC as some ideas will be of use to us later.

A Boolean function with periodic Fourier decomposition $\cos(\sum_{j=1}^{N} (p_j \cdot x) \phi_j)$ can be computed by the $l^2$-1QC $U(x) = \prod_{j=1}^{N} R_X((p_j \cdot x) \phi_j)$. Since any binary number $x \in \mathbb{F}_2$ satisfies $x = (1 - (-1)^x)/2$, we can rewrite $U(x)$ as

$$U(x) = R_X(\sum_{j=1}^{N} \phi_j/2) \prod_{j=1}^{N} R_X((-1)^{(p_j \cdot x) + 1} \phi_j/2). \quad \text{(C1)}$$

Now consider a $(2N+1)$-qubit 1D cluster state. The above circuit can be implemented in a measurement-based manner via the following sequence of measurements,

1. Each qubit with label $j = 0 \mod 2$ is measured in the Pauli-$X$ basis (i.e., $\theta_j = 0$) and each measurement outcome $m_j \in \mathbb{F}_2$ is returned to the mod-2 linear classical side-processor.

2. For each qubit with label $j = 1 \mod 2$—except $j = 2N+1$—the side-processor computes and returns the bit

$$s_j = \left( \bigoplus_{k < j}^{k \equiv 0 \mod 2} m_k \right) \oplus (p_{(j-1)/2} \cdot x). \quad \text{(C2)}$$

Each qubit is then measured in the eigenbasis of $X(\theta_j)$ where $\theta_j = \frac{1}{2}(-1)^{s_j+1} \phi_j$. Meanwhile, for qubit $2N+1$ the side-processor computes and returns the bit

$$s_{2N+1} = \bigoplus_{k < 2N+1}^{k \equiv 0 \mod 2} m_k. \quad \text{(C3)}$$
The qubit then is measured in the eigenbasis of \( X(\theta_{2N+1}) \) where \( \theta_{2N+1} = (-1)^{s_{2N+1}} \sum_{j=1}^{N} \phi_j / 2 \). The corresponding measurement outcomes \( m_j \in \mathbb{F}_2 \) are returned to the side-processor, which then computes and returns the computational output

\[
y = \left( \bigoplus_{j=1 \mod 2} m_j \right) \oplus f(0).
\]

It follows from Eq. 23 that \( y = f(x) \).

This demonstrates that adaptive l2-MBQC with 1D cluster states can compute any function \( f : \mathbb{F}_2^n \to \mathbb{F}_2 \) using \( L_Q = 2\hat{p}_f + 1 \) many qubits.

Appendix D: Quantum signal processing

The quantum signal processing technique [24–26] gives necessary and sufficient conditions for a single qubit unitary \( U(\phi) \) to be implemented by a sequence of \( L \) many rotations by an angle \( \phi \) about some axes in the \( XY \)-plane of the Bloch sphere. Namely, a single qubit unitary with Pauli decomposition \( U(\phi) = A(\phi)I + iB(\phi)X + iC(\phi)Y + iD(\phi)Z \) can be decomposed as the sequence of rotations

\[
U(\phi) = \left( \prod_{j=1}^{L} R_Z(\xi_j)R_X(\phi)R_Z(\xi_j)^\dagger \right) R_Z(\xi_0). \tag{D1}
\]

for some angles each \( \xi_j \in [0, 2\pi) \) whenever—under the change of variables \( z = e^{i\phi/2} \)—the functions \( A(z), B(z), C(z), D(z) \) have the following properties.

(QSP1) \( A(z)^2 + B(z)^2 + C(z)^2 + D(z)^2 = 1. \)

(QSP2) \( A, B, C, D \) are Laurent polynomials in \( z \) of degree at most \( L \) and at least one has degree equal to \( L \).

(QSP3) \( A, B, C, D \) are even/odd functions of \( z \) whenever \( L \) is even/odd, respectively.

(QSP4) \( A \) and \( D \) are reciprocal, i.e. \( A(z) = A(1/z) \), whereas \( B \) and \( C \) are antireciprocal, i.e. \( B(z) = -B(1/z) \).

Furthermore, there is an efficient algorithm to determine the decomposition in Eq. (D1) discussed in Ref. [26].

Properties (QSP2), (QSP3), and (QSP4) imply that \( A(\phi) \) and \( B(\phi) \) resemble Fourier cosine and sine series, respectively. Namely, if \( L \) is odd, then

\[
A(\phi) = \sum_{j=1}^{L} a_j \cos(j\phi/2) \tag{D2a}
\]

\[
B(\phi) = \sum_{j=1}^{L} b_j \sin(j\phi/2) \tag{D2b}
\]

where \( a_j = b_j = 0 \) for all even values of \( j \).

Ref. [23] used quantum signal processing to construct 1QCs that compute symmetric Boolean functions. Their general construction is based on setting \( \phi_{|x|} = \pi|x|/(n+1) \) and determining the coefficients \( a_j, b_j \) by solving the system of linear equations

\[
A(\phi_{|x|}) = 1 - f(|x|) \tag{D3a}
\]

\[
B(\phi_{|x|}) = f(|x|) \tag{D3b}
\]

\[
\frac{dA}{d\phi} \bigg|_{\phi_{|x|}} = 0 \tag{D3c}
\]

\[
\frac{dB}{d\phi} \bigg|_{\phi_{|x|}} = 0 \tag{D3d}
\]
for each value of the Hamming weight $|x| \in \{0, \ldots, n\}$. The latter two equations guarantee the existence of polynomials $C(z)$ and $D(z)$ such that condition (QSP1) is satisfied. We will discuss in detail how $C(z)$ and $D(z)$ are determined in the next subsection.

While Ref. [23] showed that setting $\phi_{|x|} = \pi|x|/(n+1)$ is sufficient to construct a 1QC with $L = 4n + 1$, it is not always optimal. For functions with a high degree of symmetry, the angles $\phi_{|x|}$ can be chosen so as to reduce the size of the above system of equations.

1. The mod-$p$ functions

The mod-$p$ functions have a high of symmetry, which can be leveraged in the quantum signal processing to construct 1QCs with $L = 2p - 1$. This would imply that the overall depth of the 1QC is $O(n)$ and that the circuit consists of a constant number of blocks of mutually commuting unitaries occurring sequentially. Such a construction implies the constant-time adaptive $l2$-MBQC protocol described in Thm. 6.

The symmetry we leverage is the invariance of $\text{Mod}_{p,j}(|x|)$ to adding multiples of $p$ to the Hamming weight. Hence, it is reasonable to make the angle $\phi_{|x|}/2$ to also have this property. Analyzing the situation when $\phi_{|x|} = 4\pi|x|/p$ gives the following result.

**Lemma 8.** A single qubit computation of the mod-$p$ function can be achieved using the quantum signal processing scheme with $L = 2p - 1$ and $\phi_{|x|} = 4\pi|x|/p$.

**Proof.** Since both the truth table of the mod-$p$ function and the functions $\cos(j\phi_{|x|}/2)$ and $\sin(j\phi_{|x|}/2)$ have period $p$ with respect to $|x|$, Eqs. [D3] reduce to the following $2p$ equations in $2p$ variables.

\[
\sum_{j=1}^{p} a_{2j-1} \cos \left(\frac{(2j-1)2\pi w}{p}\right) = \delta_{w,0} \quad (D4a)
\]

\[
\sum_{j=1}^{p} b_{2j-1} \sin \left(\frac{(2j-1)2\pi w'}{p}\right) = 0 \quad (D4b)
\]

\[
\sum_{j=1}^{p} a_{2j-1}(2j-1) \sin \left(\frac{(2j-1)2\pi w'}{p}\right) = 0 \quad (D4c)
\]

\[
\sum_{j=1}^{p} b_{2j-1}(2j-1) \cos \left(\frac{(2j-1)2\pi w}{p}\right) = 0 \quad (D4d)
\]

where above $w$ runs from 0 to $(p - 1)/2$ in integer steps and $w'$ runs from 1 to $(p - 1)/2$ in integer steps. This linear system has a unique solution, which guarantees that $L = 2p - 1$ for any size of input $n$. The method of [24] can then be used to determine the functions $C(\phi)$, $D(\phi)$, and moreover the angles $\{\xi_j\}_{j=0}^{2p-1}$ to a desired numerical precision. \qed

**Appendix E: The OR-reduction and ancillary qubits for counting**

1. The OR-reduction for computing general symmetric Boolean functions

Reducing the problem of computing $\text{OR}_n : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$ to the task of computing $\text{OR}_{\lceil \log_2(n) \rceil} : \mathbb{F}_2^{\lceil \log_2(n) \rceil} \rightarrow \mathbb{F}_2$ follows from the observation that the OR of the $n$ bits in the string $x$ equals the OR of the $\lceil \log_2(n) \rceil$ bits in the binary string representing the number $|x|$. In Ref. [13] a constant-depth quantum circuit with quantum fan-out gates implementing this task was introduced. Here we describe this scheme as an adaptive $l2$-MBQC using a 1D cluster state. The algorithm leverages an old result of Ref. [24] which uses an ancillary space of $\kappa = \lceil \log_2(n) \rceil$ many qubits to count—in binary—the Hamming weight of the input string $x \in \mathbb{F}_2^n$.

The original construction using a $\kappa$-qubit ancillary space works as follows. Conditioned on each bit $x_j$ for each $j \in [n]$ of the string $x$, apply to the ancillary space the unitary

\[
M = \sum_{a \in \mathbb{F}_2} |b(i(d(a) + 1) \mod 2^\kappa)\rangle \langle a|.
\]
Here, “de(·)” is a function that maps a binary number to its decimal representation and “bi(·)” maps a decimal number to its binary representation. Let us call the state of the classical memory register $|x\rangle$ and the final state of the ancillary space $|a_i\rangle$. Hence, if $x = 0$ then $a_i = 0$ and if $x \neq 0$, then $a_i \neq 0$. So, OR$(x) = OR(a_i)$.

The while the above circuit is rather complicated, requiring quantum Fourier transforms, a similar circuit that implements an equivalent reduction can be implemented in constant depth. First note that

$$M = U_QFT DU_QFT^\dagger$$

where

$$D = \sum_{a \in \mathbb{F}_2^n} \exp\left(\frac{i 2\pi}{2^n} \sum_{j=0}^{\kappa-1} 2^j a_j\right) |a\rangle\langle a|.$$  

(E3)

The unitary $U_{OR-reduc} = \sum_{x \in \mathbb{F}_2^n} (|x\rangle\langle x| \otimes M^{|x|})$ can then be written as

$$U_{OR-reduc} = \sum_{x \in \mathbb{F}_2^n} |x\rangle\langle x| \otimes \left(U_QFT D^{|x|} U_QFT^\dagger\right).$$

(E4)

Notice that

$$D^{|x|} = \bigotimes_{j=1}^\kappa \sum_{a_j \in \mathbb{F}_2} \exp\left(\frac{i 2\pi}{2^\ell} 2^j a_j|x\rangle\langle a_j|\right) \propto \bigotimes_{j=1}^\kappa R_Z \left(\frac{2\pi}{2^\ell} |x\rangle\langle x|\right)$$

is a tensor product of single-qubit $Z$-rotations up to a global phase. Furthermore, since the ancillary qubits are initialized in the $|a = 0\rangle$ state, we may replace $U_{QFT}$ with $H^\otimes n$. Furthermore, since in the measurement stage all we care about is if the final string gives all zeros as measurement outcomes, we may replace the final $U_{QFT}^\dagger$ with $H^\otimes n$. Hence, the following circuit implements the OR-reduction

$$U_{OR-reduc} = \bigotimes_{j=1}^\kappa RX \left(\frac{2\pi}{2^\ell} |x\rangle\langle x|\right).$$

(E6)

This circuit is just $\kappa$ many 1QCs of length $T_Q = n$. Hence, it can be implemented by nonadaptive $l2$-MBQC on $\kappa$ many uncoupled $n$-qubit GHZ states.

Once the reduction has been implemented by a single round of nonadaptive $l2$-MBQC, the function $OR_{[\log_2(n)]} : \mathbb{F}_2^{[\log_2(n)]} \rightarrow \mathbb{F}_2$ can be computed via another round of $l2$-MBQC on a $2^{[\log_2(n)]} - 1 = O(n)$ qubit GHZ state where the inputs are determined by the previous measurement outcomes. Namely, given the string $a$ we consider the $l2$-MBQC implementation of the $l2$-1QC given by the single-qubit circuit

$$(iX)^{OR_a}(a) = \prod_{S \subseteq [n]} R_X \left(\pi (-1)^{|S|-1} 2^{\kappa - |S| + 1} \frac{2^{\kappa - |S| + 1}}{2^{\kappa - 1}} \bigoplus_{j \in S} a_j\right).$$

(E7)

This whole scheme can be expressed as an $l2$-MBQC with a 1D cluster state as follows.

**Theorem 8.** The function $OR : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$ can be computed via adaptive $l2$-MBQC on a 1D cluster state with resource costs $L_Q = 2[\log_2(n)](n + 1) + 2^{[\log_2(n)]+1} - 1$, $T_Q = 3$, $L_C = (n + 2)[\log_2(n)] + 2^{[\log_2(n)]}$, and $T_C = 3$.

**Proof.** Consider a $(2\kappa(n + 1) + 2^{\kappa+1} - 1)$-qubit 1D cluster state, where $\kappa = [\log_2(n)]$. The circuit in Eq. (E6) followed by the circuit in Eq. (E7) can be implemented in a measurement-based manner via the following sequence of measurements.

1. Each qubit with label $q = 2(\mu - 1)(n + 1) + 2j$ for each $j \in [n]$ and $\mu \in [\kappa]$ is measured in the Pauli $X$-basis. Meanwhile, each qubit with label $q = 2\mu(n + 1)$ for $\mu \in [\kappa]$ is measured in the Pauli $Z$-basis.

Furthermore, each qubit with label $q = 2\kappa(n + 1) + 2j$ for each $j \in [2^\kappa - 1]$ is measured in the Pauli-$X$ basis. Each measurement outcome $m_q \in \mathbb{F}_2$ is returned to the mod-2 linear classical side-processor.
(2) For each qubit with label \( q = 2(\mu - 1)(n + 1) + 2j - 1 \) for each \( j \in [n] \) and \( \mu \in [\kappa] \), the side-processor computes and returns the bit

\[
s_q = \left( \bigoplus_{l=0}^{j-1} m_{2l+2(\mu-1)(n+1)} \right) \oplus x_j. \tag{E8}
\]

Here we take the convention that \( m_0 = 0 \). Each qubit is then measured in the eigenbasis of \( X(\theta_q) \) where \( \theta_q = (-1)^{s_q} \pi/2^{\mu+1} \). Meanwhile, for each qubit with label \( q = 2(\mu - 1)(n + 1) + 2n + 1 \) for each \( \mu \in [\kappa] \) the side-processor computes and returns the bit

\[
s_q = \bigoplus_{l=0}^{n} m_{2l+2(\mu-1)(n+1)} \tag{E9}
\]

Each qubit is then measured in the eigenbasis of \( X(\theta_q) \) where \( \theta_q = (-1)^{s_q} n \pi/2^{\mu} \).

(3) For each qubit with label \( q = 2\kappa(n+1) + 2j - 1 \) for each \( j \in [2^\kappa - 1] \) the side-processor computes and returns the bit

\[
s_q = \left( \bigoplus_{0 \leq l < j} m_{2\kappa(n+1)+2l} \right) \oplus \left( \bigoplus_{l \in \text{Set}(j)} \left[ \bigoplus_{a \in [n]} m_{2(l-1)(n+1)+2a-1} \right] \oplus m_{2(l-1)(n+1)} \oplus m_{2l(n+1)} \right). \tag{E10}\]

Each qubit is then measured in the eigenbasis of \( X(\theta_q) \) where

\[
\theta_q = \frac{\pi}{2^n} (-1)^{|\text{Set}(j)|} \left( 2^n - |\text{Set}(j)| + 1 \right) (-1)^{s_q}. \tag{E11}\]

Meanwhile, for the qubit with label \( q = 2\kappa(n+1) + 2^\kappa + 1 - 1 \) the side-processor computes and returns the bit

\[
s_q = \bigoplus_{l=0}^{2^\kappa-1} m_{2\kappa(n+1)+2l}. \tag{E12}\]

The qubit is then measured in the eigenbasis of \( X(\theta_q) \) where

\[
\theta_q = (-1)^{s_q+1} \frac{\pi}{2^n} \sum_{S \subseteq [n]} \sum_{S \neq \emptyset} (-1)^{|S|-1} \left( 2^n - |S| + 1 \right). \tag{E13}\]

Each measurement outcome \( m_q \in \mathbb{F}_2 \) is returned to the mod-2 linear classical side-processor, which then computes and returns the computational output

\[
y = \left( \bigoplus_{j \in [2^\kappa]} m_{2\kappa(n+1)+2j-1} \right) \oplus m_{2\kappa(n+1)}. \tag{E14}\]

It follows that \( y = \text{OR}_n(x) \). □

2. The OR-reduction for mod-\( p \) functions

A similar reduction was derived in Ref \[27\] for the mod-\( p \) functions. Namely, the function \( \text{Mod}_{p,0} : \mathbb{F}_2^n \to \mathbb{F}_2 \) can be reduced to a computation of \( \text{OR}_\kappa : \mathbb{F}_2^n \to \mathbb{F}_2 \), where \( \kappa = \lceil \log_2(p) \rceil \). This reduction uses an ancillary space of \( \kappa \) many qubits to count—in binary—the number of 1’s in the string \( x \in \mathbb{F}_2^n \), resetting the counter to 0 each time it reaches the value \( p \).
For convenience, let us denote the state $|a\rangle \in (\mathbb{C}^2)^{\otimes \kappa}$ by a single ket with $a$’s decimal representation, $|a\rangle$. Conditioned on each bit $x_j$ for each $j \in [n]$ in the string $x$, apply to the ancillary space the unitary

$$M = \begin{cases} |a\rangle \mapsto |(a+1) \text{ mod } p\rangle & \text{if } a < p \\ |a\rangle \mapsto |a\rangle & \text{if } a \geq p \end{cases}. \quad (E15)$$

This unitary is diagonal in the discrete Fourier basis. Namely, let

$$U^{(p)}_{\text{DFT}} = \left(\frac{1}{\sqrt{p}} \sum_{a,b=0}^{p-1} \exp(-i2\pi ab/p)|a\rangle\langle b| + \sum_{c=p}^{2^\kappa - 1} |c\rangle\langle c| \right) \quad (E16)$$

be the discrete Fourier transform on the $p$-dimensional subspace spanned by $\{|a\rangle\}_{a=0}^{p-1}$. It follows that

$$M = U^{(p)}_{\text{DFT}}DU^{(p)}_{\text{DFT}} \quad (E17)$$

where

$$D = \sum_{a=0}^{p-1} \exp(i2\pi a/p)|a\rangle\langle a| + \sum_{b=p}^{2^\kappa - 1} |b\rangle\langle b|. \quad (E18)$$

The action of the unitary $M$ on the subspace spanned by $\{|b\rangle\}_{b=p}^{2^\kappa - 1}$ is irrelevant, which allows us to replace $D$ by the single-qubit rotations

$$D = \bigotimes_{j=1}^{\lceil \log_2(p) \rceil} R_Z\left(2\pi \frac{j}{p}\right). \quad (E19)$$

Hence the unitary $U_{\text{mod-p-reduce}} = \sum_{x \in \mathbb{F}_2^n} |x\rangle\langle x| \otimes \left(U^{(p)}_{\text{DFT}}DU^{(p)}_{\text{DFT}} D^{\otimes n} x |U^{(p)}_{\text{DFT}} D^{\otimes n} \right)$ implements the desired reduction.

While for the OR-reduction we were able to replace the quantum Fourier transforms by a simple round of $\text{mod-}p$-reduction. This is due to the fact that the eigenstates of $U^{(p)}_{\text{DFT}}$ with support on $\{|a\rangle\}_{a=0}^{p-1}$ are entangled. At best, we can replace the unitary $U^{(p)}_{\text{DFT}}$ by any unitary $V \in U(2^n)$ satisfying $V|0\rangle = \frac{1}{\sqrt{p}} \sum_{a=0}^{p-1} |a\rangle$. Implementing this unitary in the circuit model requires an expected $O(p^2 \log^3(p))$ many one and two-qubit gates and hence depth $O(p^2 \log^3(p))$. Similarly, the $2$-MBQC scheme implementing this reduction will require $T_Q + T_C = O(p^2 \log^3(p))$ depending on if we implement the Fourier transforms directly on the quantum hardware to prepare the entangled resource state or in a measurement-based manner using a 2D cluster state.

We now explicitly give an adaptive $2$-MBQC protocol that computes $\text{Mod}_{3,0}$ using a 2D cluster state resource. For simplicity, we discuss its minimal implementation, which requires a $4n + 35$-qubit resource state shown in Fig. E2.

**Theorem 9.** The constant-depth quantum circuit introduced in Ref. [27] that computes the function $\text{Mod}_{3,0} : \mathbb{F}_2^n \rightarrow \mathbb{F}_2$ can be recast as an adaptive $2$-MBQC on the $2D$ resource state depicted in Fig. E2 with resource costs $L_C = n+4$, $L_Q = 4n+35$, $T_C = 13$, and $T_Q = 4$.

**Proof.** Consider the $4n + 35$ qubit graph state prepared on the graph shown in Fig. E2. The graph is depicted with each vertex positioned on a $2 \times (2n + 20)$ grid, which we use to label each qubit with a row and column index $(q_{\text{row}}, q_{\text{col}}) \in [2] \times [2n + 20]$. The circuit $U(x) = U^{(p)}_{\text{DFT}}D^{\otimes n} x |U^{(p)}_{\text{DFT}} D^{\otimes n}$, followed by a computation of OR$_2$, can be implemented in a measurement-based manner via the following sequence of measurements.

1. Each qubit with label $(q_{\text{row}}, q_{\text{col}}) = (j, 2k + 5)$ for each $j \in [2]$ and $k \in [n+2]$ is measured in the Pauli-X basis. Moreover, qubits with label $(q_{\text{row}}, q_{\text{col}}) = (l, 1)$ for $l \in \{4, 5, 6, 2n + 10, 2n + 11, 2n + 12, 2n + 17, 2n + 19\}$ are measured in the Pauli-X basis. Meanwhile, qubits with label $(q_{\text{row}}, q_{\text{col}}) = (j, 1)$ for $j \in [2]$ are measured in the Pauli-Y basis. Each measurement outcome $m(q_{\text{row}}, q_{\text{col}}) \in \mathbb{F}_2$ is returned to the mod-2 linear classical side-processor.
(2) For the qubits with label \((q_{row}, q_{col}) = (j, 2)\) for \(j \in [2]\) the classical side-processor returns the bit

\[ s_{(j,2)} = m_{(j,1)}. \] (E20)

Each qubit is then measured in the eigenbasis of \(X(\theta_{(j,2)})\) where \(\theta_{(1,2)} = (-1)^{s_{(1,2)}} \pi/4\) and \(\theta_{(2,2)} = (-1)^{s_{(2,2)}} 2\theta\). Here, \(\cos(\theta) = 1/\sqrt{3}\) and \(\sin(\theta) = \sqrt{2}/3\). Each measurement outcome \(m_{(q_{row}, q_{col})} \in \mathbb{F}_2\) is then returned to the classical side-processor.

(3) For the qubits with label \((q_{row}, q_{col}) = (j, 3)\) for \(j \in [2]\) the classical side-processor returns the bit

\[ s_{(j,3)} = m_{(j,2)}. \] (E21)

Each qubit is then measured in the eigenbasis of \(X(\theta_{(j,3)})\) where \(\theta_{(j,3)} = (-1)^{s_{(j,3)}} + 1\pi/2\). Each measurement outcome \(m_{(q_{row}, q_{col})} \in \mathbb{F}_2\) is then returned to the classical side-processor.

(4) For the qubit with label \((2, 4)\) the classical side-processor computes and returns the bit

\[ s_{(2,4)} = m_{(2,1)} \oplus m_{(2,3)}. \] (E22)

The qubit is then measured in the eigenbasis of \(X(\theta_{(2,4)})\) where \(\theta_{(2,4)} = (-1)^{s_{(2,4)}} \pi/2\). The corresponding measurement outcome \(m_{(2,4)} \in \mathbb{F}_2\) is then returned to the classical side-processor.

(5) For the qubit with label \((2, 5)\) the classical side-processor computes and returns the bit

\[ s_{(2,5)} = m_{(2,2)} \oplus m_{(2,4)} \oplus m_{(1,1)} \oplus m_{(1,3)}. \] (E23)

The qubit is then measured in the eigenbasis of \(X(\theta_{(2,5)})\) where \(\theta_{(2,5)} = (-1)^{s_{(2,5)}} + 1\pi/4\). The corresponding measurement outcome \(m_{(2,5)} \in \mathbb{F}_2\) is then returned to the classical side-processor.

(6) For the qubit with label \((2, 6)\) the classical side-processor computes and returns the bit

\[ s_{(2,6)} = m_{(2,1)} \oplus m_{(2,2)} \oplus m_{(2,5)}. \] (E24)

The qubit is then measured in the eigenbasis of \(X(\theta_{(2,6)})\) where \(\theta_{(2,6)} = (-1)^{s_{(2,6)}} + 1\pi/2\). The corresponding measurement outcome \(m_{(2,6)} \in \mathbb{F}_2\) is then returned to the classical side-processor.

(7) For each qubit with label \((q_{row}, q_{col}) = (j, 2k + 6)\) for \(j \in [2]\) and \(k \in [n]\) the classical side-processor computes and returns the bit

\[ s_{(j,2k+6)} = \left( \bigoplus_{l=1}^{k+3} m_{(j,2l-1)} \right) \oplus x_k. \] (E25)

Each qubit is then measured in the eigenbasis of \(X(\theta_{(j,2k+6)})\) where \(\theta_{(j,2k+6)} = (-1)^{s_{(j,2k+6)}} + j + 1\pi/3\). Meanwhile, for each qubit with label \((q_{row}, q_{col}) = (j, 2n + 8)\) for \(j \in [2]\) the classical side-processor computes and returns the bit

\[ s_{(j,2n+8)} = \bigoplus_{l=1}^{n+4} m_{(j,2l-1)}. \] (E26)

Each qubit is then measured in the eigenbasis of \(X(\theta_{(j,2n+8)})\) where \(\theta_{(j,2n+8)} = (-1)^{s_{(j,2n+8)}} + jn\pi/3\). Each measurement outcome \(m_{(q_{row}, q_{col})} \in \mathbb{F}_2\) is then returned to the classical side-processor.

(8) For the qubit with label \((2, 2n + 10)\) the classical side-processor computes and returns the bit

\[ s_{(2,2n+10)} = \bigoplus_{l=1}^{n+5} m_{(2,2l-1)}. \] (E27)

The qubit is then measured in the eigenbasis of \(X(\theta_{(2,2n+10)})\) where \(\theta_{(2,2n+10)} = (-1)^{s_{(2,2n+10)}} \pi/2\). The corresponding measurement outcome \(m_{(2,2n+10)} \in \mathbb{F}_2\) is returned to the classical side-processor.
(9) For the qubit with label \((2, 2n + 11)\) the classical side-processor computes and returns the bit
\[
s_{(2, 2n+11)} = \bigoplus_{l=1}^{n+5} m_{(2, 2l)} \oplus \bigoplus_{l=1}^{n+5} m_{(1, 2l-1)} \oplus m_{(1, 1)} \oplus m_{(1, 3)}.
\]  
(E28)

The corresponding measurement outcome \(m_{(2, 2n+11)} \in \mathbb{F}_2\) is returned to the classical side-processor.

(10) For the qubit with label \((2, 2n + 12)\) the classical side-processor computes and returns the bit
\[
s_{(2, 2n+12)} = \bigoplus_{l=1}^{n+6} m_{(2, 2l-1)}.
\]  
(E29)

The qubit is then measured in the eigenbasis of \(X(\theta_{(2, 2n+12)})\) where \(\theta_{(2, 2n+12)} = (-1)^{s_{(2, 2n+12)}+1} \pi/2\). The corresponding measurement outcome \(m_{(2, 2n+12)} \in \mathbb{F}_2\) is returned to the classical side-processor.

(11) For the qubits with label \((q_{\text{row}}, q_{\text{col}}) = (j, 2n + 13)\) for \(j \in [2]\) the classical side-processor returns the bit
\[
s_{(j, 2n+13)} = \bigoplus_{l=1}^{n+6} m_{(j, 2l)} \oplus m_{(3-j, 5)} \oplus m_{(3-j, 2n+11)}.
\]  
(E30)

Each qubit is then measured in the eigenbasis of \(X(\theta_{(j, 2n+13)})\) where \(\theta_{(j, 2n+13)} = (-1)^{s_{(j, 2n+13)}+1} \pi/2\). Each measurement outcome \(m_{(q_{\text{row}}, q_{\text{col}})} \in \mathbb{F}_2\) is then returned to the classical side-processor.

(12) For the qubits with label \((q_{\text{row}}, q_{\text{col}}) = (j, 2n + 14)\) for \(j \in [2]\) the classical side-processor returns the bit
\[
s_{(j, 2n+14)} = \bigoplus_{l=1}^{n+7} m_{(j, 2l)}.
\]  
(E31)

Each qubit is then measured in the eigenbasis of \(X(\theta_{(j, 2n+13)})\) where \(\theta_{(1, 2n+13)} = (-1)^{s_{(1, 2n+13)}+1} 2\theta\) and \(\theta_{2, 2n+13} = (-1)^{s_{(2, 2n+13)}+1} \pi/4\). Each measurement outcome \(m_{(q_{\text{row}}, q_{\text{col}})} \in \mathbb{F}_2\) is then returned to the classical side-processor.

(13) For the qubits with label \((q_{\text{row}}, q_{\text{col}}) = (j, 2n + 15)\) for \(j \in [2]\) the classical side-processor returns the bit
\[
s_{(j, 2n+15)} = \bigoplus_{l=1}^{n+7} m_{(j, 2l)} \oplus m_{(3-j, 5)} \oplus m_{(3-j, 2n+11)}.
\]  
(E32)

Each qubit is then measured in the eigenbasis of \(X(\theta_{(j, 2n+15)})\) where \(\theta_{(j, 2n+15)} = (-1)^{s_{(j, 2n+15)}+1} \pi/2\). Each measurement outcome \(m_{(q_{\text{row}}, q_{\text{col}})} \in \mathbb{F}_2\) is then returned to the classical side-processor.

(14) For qubits \((1, 2n + 16), (1, 2n + 18),\) and \((1, 2n + 20)\) the classical side-processor computes and returns the bits
\[
s_{(1, 2n+16)} = \bigoplus_{l=1}^{n+8} m_{(1, 2l-1)}
\]  
(E33a)
\[
s_{(1, 2n+18)} = \bigoplus_{l=1}^{n+8} m_{(2, 2l-1)} \oplus m_{(1, 2n+17)}
\]  
(E33b)
\[
s_{(1, 2n+20)} = \bigoplus_{l=1}^{n+8} m_{(1, 2l-1)} \oplus m_{(2, 2l-1)} \oplus m_{(1, 2n+17)} \oplus m_{(1, 2n+19)}.
\]  
(E33c)

Each qubit is then measured in the eigenbasis of \(X(\theta_{(1, \mu)})\) where \(\theta_{(1, 2n+16)} = (s_{1, 2n+16} + 1) \pi/2\), \(\theta_{(1, 2n+18)} = (-1)^{s_{(1, 2n+18)}+1} \pi/4\), and \(\theta_{(1, 2n+20)} = (-1)^{s_{(1, 2n+20)}+1} \pi/4\). Each measurement outcome \(m_{(q_{\text{row}}, q_{\text{col}})} \in \mathbb{F}_2\) is then returned to the classical side-processor, which then computes and returns the computational output
\[
y = m_{(1, 2n+16)} \oplus m_{(1, 2n+18)} \oplus m_{(1, 2n+20)}.
\]  
(E34)
FIG. 4. The graph state and measurement pattern used to get a minimal implementation of the circuit in Ref. [27] that computes mod-3 via adaptive 2-MBQC. Each qubit in the rectangular grid is given a row and column index. Each arrow indicated the basis in which the qubit is measured, $X(\pm \theta)$ where the sign depends on an intermediate output from the mod-2 linear classical side processor. All slanted blue arrows are $X(\pi/4)$ measurements.

It follows that $y = \text{Mod}_{3,0}(x)$.
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