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Abstract

Despite the increasing prevalence of deep neural networks, their applicability in resource-constrained devices is limited due to their computational load. While modern devices exhibit a high level of parallelism, real-time latency is still highly dependent on networks’ depth. Although recent works show that below a certain depth, the width of shallower networks must grow exponentially, we presume that neural networks typically exceed this minimal depth to accelerate convergence and incrementally increase accuracy. This motivates us to transform pre-trained deep networks that already exploit such advantages into shallower forms. We propose a method that learns whether non-linear activations can be removed, allowing to fold consecutive linear layers into one. We use our method to provide more efficient alternatives to MobileNet and EfficientNet architectures on the ImageNet classification task. We release our code and trained models at https://github.com/LayerFolding/Layer-Folding.

1 Introduction

Multiple works have studied the relation between expressiveness and neural networks’ depth. Early works [1, 6, 31, 41] showed that some deep neural networks cannot be represented by shallower networks unless those networks are exponentially wider. This exponential parameter growth of shallow networks compared to deeper ones representing the same function, has been widely studied [2, 5, 23, 33, 34, 37, 47]. While these findings suggest that a certain depth is required to preserve performance on a given task, many architectures are typically deeper than that. The role of the added layers can be viewed by the unrolled iterative estimation [9] – a group of successive layers iteratively refine their estimates of the
Figure 1: Illustration of our method. We replace activations of a given network $F$ (a) with parametric activations according to Equation (1), resulting in $F_\alpha$ (b). We fine-tune $F_\alpha$ with the loss provided in Equation (4). When training converges, we remove activations whose $\alpha \approx 1$ (c). We fold consecutive linear operations, resulting in a shallower network $F_{\text{fold}}$ (d). We then fine-tune $F_{\text{fold}}$.

same features instead of computing entirely new representations. Hence, some layers in deep neural networks can be regarded as crucial for depth separation while others for refining representations and facilitating optimization, implying varying contribution to networks’ expressiveness. Such observation plays an important role when efficiency is additionally considered as an optimization objective. We argue that some networks wield more layers than necessary, suggesting that their expressive power can be maintained with wider-but-shallower networks. This has been supported by recent works [17, 32] showing that deeper networks have a simplicity bias and encourage low-rank solutions. Shallower networks are particularly advantageous for hardware accelerators and GPUs that leverage intra-layer parallelism and suffer from inter-layer computational overhead.

We propose to learn which activations can be removed without incurring a significant accuracy degradation. This allows us to merge adjacent linear layers, and in turn, transform deep networks into shallow ones. Similarly to pruning methods [10, 11, 21] we focus on optimizing a pre-trained network. This allows the network to leverage the rich representations and local minimum obtained by the deeper network form and distill it to its shallow form. Recent pruning methods [42, 48] attenuate neurons during a fine-tuning phase, gradually reducing the network’s size while allowing it to compensate. However, when applied to layer pruning, these methods force the network to gradually adopt new intermediate representations. The deep and shallow forms of a network may reside in local minima, for which traversing from one another may be challenging by gradient descent. In contrast, our optimization method maintains the intermediate representations of the original deep network during the fine-tuning phase. Recently, Ding et al. [7] suggested a similar decoupling between training-time architecture and inference-time architecture via structural re-parametrization to leverage parallel connections during training.

In line with other optimization methods, we focus on Convolutional Neural Networks (CNNs) for their prevalence in compute-intensive vision applications. We learn to remove non-linear activations between consecutive convolution layers, allowing their functionality-preserving merge. For layers with spatial kernels of size $k \times k$, this result in a larger $(2k - $
1) \times (2k - 1) \) kernel. We show how such a transformation, in spite of the added FLOPs, may reduce latency on different hardware devices. Interestingly, this comes in reverse of the common preference of multiple smaller kernels (e.g., $3 \times 3$) than fewer larger ones (e.g., $5 \times 5$) which originated in [39].

Merging multiple convolution layers may either increase or decrease the total number of FLOPs. It depends on the specific structure and width of those layers. Inverted bottleneck [38] is a commonly used building block for efficient networks. Merging layers of this block into a single convolution layer may cut FLOPs in half. We experiment on this architecture to show such potential gain. The fact that many recent works [14, 29, 40, 43, 45] have relied on neural architectures composed of inverted bottlenecks to achieve prominent performance over the ImageNet classification task [36] highlights the attractiveness of our method. We also show that our depth reduction method may be used jointly with channel pruning methods, improving efficiency even further.

Our contributions are as follows:

1. We propose Layer Folding, a novel method to reduce the depth of a neural network and fold consecutive linear layers by removing the non-linear activations that separate them. We show how our method facilitates optimization by maintaining the intermediate representations of the original depth.

2. We apply our method on efficient mobile networks over the ImageNet classification task [36] and improve their latency even further without a significant impact on their accuracy.

3. We perform extensive analysis over different network architectures and classification tasks and show how accuracy degrades as depth decreases. In particular, we show that networks’ depth can be reduced with minimal accuracy drop.

2 Related Work

Pruning. Many pruning methods were proposed in order to improve a pre-trained network efficiency while maintaining its accuracy. Most pruning methods focus on pruning filters from each layer in a given network. Some methods allow pruning entire layers, in a way that resembles our focus on depth reduction. Chen and Zhao [3] proposed to estimate whether layers can be replaced with linear layers, sharing a similar motivation to ours. In contrast, they optimize layers independently while we train a network as a whole in an end-to-end manner, allowing layers to compensate for those which are removed. Wang et al. [44] proposed to remove blocks that have low discriminative power when compared to preceding blocks. As opposed to our method, the targeted blocks are abruptly removed from the network in a non-smooth manner. Neill et al. [30] proposed to remove layers based on layer similarity. They also empirically showed that there is a bound on the amount of compression that can be achieved before an exponential degradation in performance. We draw a different conclusion and show that such a bound originates from a network’s depth rather than its size (i.e., number of parameters). Our work is in line with pruning methods that perform fine-tuning with additional loss which encourage more efficient networks, such as [46]. However, while such methods require the network to learn new intermediate representations, we maintain the rich representation space of the original network.
Neural Architecture Search (NAS). As high-capacity and high-performing neural networks became feasible to train, designing efficient architectures has gained high interest. Early works have suggested various design principles, such as adopting multiple smaller spatial kernels instead of larger ones [39], leveraging residual connections [13], decomposing weight matrices [15] and utilizing bottlenecks [38]. Current top-performing architectures are found using NAS. Since the search space spanned by possible architectures is intractable, existing methods use reinforcement learning [49], genetic algorithms [35], differentiable search [25] and other methods [19, 24, 27] to traverse it. Similarly to our method, differentiable methods learn architectural paths that allows the removal of entire layers, and even compensate it with added width to the preceding ones. However, NAS methods in general require costly computational resources for both training a super-network from scratch and covering multiple search space dimensions. Our method leverages a pre-trained network and focuses on a single search dimension: depth. Both allow an expedited training time and facilitated convergence.

Activation removal. Our method uniquely combines activation removal with consecutive linear layer folding. Nevertheless, activation removal alone has been used for other purposes. He et al. [12] proposed PReLU, generalizing the ReLU activation function. Ma et al. [28] extended this idea to arbitrary activation functions. These methods allow learning whether activations should be shifted towards identity. However, their method learns the extent of such shift with accuracy optimization in mind. In contrast, we learn a binary decision - keeping the original activation or replacing it with an identity - with efficiency optimization in mind. Activation removal has gained further attention with the resurgence of Private Inference (PI). PI performs inference on encrypted data, where latency is hindered mostly by non-linear activations such as ReLU. Ghodsi et al. [8] performed NAS to optimize the placement of skip connections and considered pruning ReLU activations that follow them. Jha et al. [18] proposed to measure ReLU criticality by evaluating a model’s performance with ReLUs of entire stages or alternating layers being removed. While we leave it to future work, our work can also be used to accelerate PI.

3 Method

We present a method which allows to reduce the number of non-linear activations in a neural network. This effectively enables to merge adjacent linear layers into a single one. We call this process Layer Folding. Given a non-linear activation function $\sigma$, we define the parametric activation $\sigma_\alpha()$ to be the linear combination of $\sigma$ and the identity function:

$$\sigma_\alpha(x) = \alpha x + (1-\alpha)\sigma(x), \quad 0 \leq \alpha \leq 1$$  (1)

where $\alpha$ is a trainable parameter which provides an interpolation between $\sigma$ and the identity function. When $\sigma = \text{ReLU}$, $\sigma_\alpha()$ is the common PReLU [12] activation. Given a trained neural network $\mathcal{F}$, we construct a network $\mathcal{F}_\alpha$ by transforming its activations into their corresponding parametric activations initialized with $\alpha = 0$. This ensures that $\mathcal{F}_\alpha$ maintains the same functionality of $\mathcal{F}$.

We perform a fine-tuning stage in which we optimize $\mathcal{F}_\alpha$ with respect to both the original task loss $\mathcal{L}_t$ and an auxiliary loss $\mathcal{L}_c$ that penalizes smaller $\alpha$ values, encouraging them to
become 1. We consider a general form of $L_c$:

$$L_c = \sum_{l \in L} c_l h(\alpha_l)$$  \hfill (2)

where $\alpha_l$ corresponds to the $l$th activation and $h(\alpha)$ is a monotonically decreasing function for $0 \leq \alpha \leq 1$. $\{c_l\}_{l \in L}$ weigh the contribution of each layer to $L_c$. These are used to depict a varying potential value for folding different layers and can be set, for example, according to a measured latency on a target device. When we simply want to encourage a shallow network we set $c_l = 1, l = 1 : L$.

While many forms of $h$ can be applied, we provide a simple suggestion for $h$ such that $L_c$ becomes:

$$L_c = \sum_{l \in L} c_l (1 - \alpha_l^p)$$  \hfill (3)

We select this form for the following reasons: after training, a layer can be folded with its subsequent one only if its corresponding $\alpha$ is sufficiently close to 1. In particular, we are sensitive to small changes in $\alpha_l$ near 1, since the farther $\alpha_l$ deviates from identity the larger the error incurred from Layer Folding. Yet, we are indifferent to small changes in $\alpha_l$ near 0 since the matching layer cannot be folded anyway. We would like $L_c$ to represent these ideas. $p > 1$ is a hyperparameter controlling the flatness of the loss surface around $\alpha_l = 0$ and the strength in which larger $\alpha_l$ values are pushed to 1. Our final loss function is:

$$L = L_t + \lambda_c L_c$$  \hfill (4)

where $\lambda_c$ is a hyperparameter that balances between the task loss and the amount of layers that will be folded.

We define the folding of two adjacent linear layers that reside between the feature maps \{X,Y,Z\}, $g_1 : X \rightarrow Y$ and $g_2 : Y \rightarrow Z$, as their composite function, i.e., $g_1 \circ g_2 : X \rightarrow Z$. We provide two examples for fully connected layers and convolution layers while omitting the linear bias addition and batch normalization operations for brevity. For $g_1(x) = W_1 x$, $g_2(y) = W_2 y$ fully connected layers where $x \in \mathbb{R}^{d_x}$, $y \in \mathbb{R}^{d_y}$, $z \in \mathbb{R}^{d_z}$, $W_1 \in \mathbb{R}^{d_y \times d_x}$, $W_2 \in \mathbb{R}^{d_z \times d_y}$, their folding is given by:

$$g_{fold}(x) = W_2 W_1 x$$  \hfill (5)

For $g_1(x) = \left\{ \sum_{i=1}^{c_x} W_1^{i,j} * x_i \right\}_{j=1}^{c_y}$, $g_2(y) = \left\{ \sum_{j=1}^{c_y} W_2^{j,m} * y_j \right\}_{m=1}^{c_z}$ convolution layers where $x \in \mathbb{R}^{h \times w \times c_x}$, $y \in \mathbb{R}^{h \times w \times c_y}$, $z \in \mathbb{R}^{h \times w \times c_z}$, $W_1 \in \mathbb{R}^{k \times k \times c_y \times c_x}$, $W_2 \in \mathbb{R}^{k \times k \times c_z \times c_y}$, their folding is given by:

$$g_{fold}(x) = \left\{ \sum_{i=1}^{c_x} \left( \sum_{j=1}^{c_y} W_1^{i,j} * W_2^{j,m} \right) * x_i \right\}_{m=1}^{c_z}$$  \hfill (6)

Our method comprises 2 phases: pre-folding and post-folding. In the pre-folding phase we fine-tune $\mathcal{F}_\alpha$ with the loss defined in (4). When training converges we remove activations whose $\alpha$s exceed a threshold $\tau$ and fold the corresponding adjacent layers, resulting in a shallower network $\mathcal{F}_{fold}$. In the post-folding phase, we fine-tune $\mathcal{F}_{fold}$ once more for two main reasons. First, the underlying function of $\mathcal{F}_{fold}$ may yet deviate from $\mathcal{F}_\alpha$ due to various
layers’ attributes such as padding, resulting in a small accuracy decrease. Post-folding fine-tuning allows the network to recover from it. Second, in some cases, $F_{fold}$ result in a larger number of weights. Further training of $F_{fold}$ may leverage the added capacity and increase accuracy. Our method is illustrated in Figure 1.

### 4 Depth Optimization for Efficient Networks

In this section we utilize our method to optimize networks with respect to both accuracy and efficiency. We perform our experiments on the ImageNet image classification task [36] and measure the latency of all models on NVIDIA Titan X Pascal GPU.

We consider the commonly used MobileNetV2 [38] and EfficientNet-lite [26]. We focus on these models for their attractiveness for hardware and edge devices, mostly credited to their competitive latency and the exclusion of squeeze-and-excite layers [16] employed by other state-of-the-art networks.

Both MobileNetV2 and EfficientNet-lite consist of multiple mobile inverted bottleneck blocks (MBConv). An MBConv block is composed of three convolution layers and two activations: (1) an expansion layer with $W \in \mathbb{R}^{1 \times 1 \times ct \times c}$ where $t$ denotes an expansion factor over the input channel dimension $c$ followed by ReLU6, (2) a depthwise layer with $W \in \mathbb{R}^{3 \times 3 \times c}$ followed by ReLU6, and (3) a projection layer with $W \in \mathbb{R}^{1 \times 1 \times c \times ct}$. Removing only the first ReLU6 will allow us to fold the expansion and depthwise layers into a convolution with $W \in \mathbb{R}^{3 \times 3 \times ct \times c}$. Interestingly, MobileNetEdgeTPU [14] followed this exact approach and adopted fused inverted bottleneck. In this model, expansion layers were folded with depthwise layers despite a FLOPs increase, acknowledging the potential latency reduction. This was performed on the first MBConvs. Indeed, in the general case, such folding may lead to a disadvantageous increase in FLOPs when $c \gg 9$. Removing the second ReLU6 will result in a similar FLOPs increase. However, we recognize that removing both ReLU6 activations will allow folding all three convolutions into a single layer with $W \in \mathbb{R}^{3 \times 3 \times c \times c}$. This effectively halve the computational load for blocks in MobileNetV2 where $t = 6$. In our experiments, we leverage this favorable scenario by forcing folding of an entire MBConv blocks. For every block, we share the same $\alpha$ among both of its activations. This ensures that they are either removed together or remain.

We apply Layer Folding on MobileNetV2-1.4, MobileNetV2-1.0, MobileNetV2-0.75, EfficientNet-lite0 and EfficientNet-lite1. Our implementation details are provided in the

| Model         | Acc. (%) / Acc. Drop (%) | Latency Reduction | FLOPs Reduction |
|---------------|--------------------------|-------------------|-----------------|
| MNV2-0.75     | 68.1 / 1.7               | 21%               | 4%              |
| MNV2-1.0      | 71.0 / 0.8               | 25%               | 7%              |
| MNV2-1.4      | 75.5 / 0.5               | 19%               | 3%              |
| EffNet-lite0  | 74.6 / 0.5               | 15%               | 3%              |
| EffNet-lite1  | 75.8 / 1.0               | 13%               | 0%              |

Table 1: Latency and FLOPs reduction obtained by applying Layer Folding on MobileNetV2 (MNV2) and EfficientNet (EffNet) on ImageNet.
Appendix.
As shown in Figure 2, our folded models outperform MobileNetV2 variants. For example, compared to MobileNetV2-0.75, we obtain a model with a 1.2% higher top-1 accuracy at a 14% faster execution time. Table 1 shows the latency reduction obtained for MobileNet and EfficientNet models. These improvements should be viewed while taking the simplicity and efficiency of our method into account.

5 Depth Reduction Analysis

In this section we use Layer Folding over different network architectures to evaluate how accuracy changes w.r.t. depth. We perform our experiments on CIFAR-10 and CIFAR-100 image classification tasks. For CIFAR-10 and CIFAR-100, we consider the commonly used ResNet, VGG, and MobileNet architectures. We use pre-trained ResNet models with depth $L \in \{20, 32, 44, 56\}$, VGG models with depth $L \in \{16, 19\}$, and MobileNetV2 with depth multiplier $d \in \{0.75, 1.0, 1.4\}$. For each of these networks, we apply Layer Folding with $c_l = 1, l = 1 : L, p = 2, \tau = 0.9$ while varying $\lambda_c$ to obtain shallower networks.

Figure 3: Layer Folding applied on ResNet, VGG, and MobileNetV2 (MNV2) architectures on CIFAR-10 (left) and CIFAR-100 (right). For each network, we gradually remove non-linear layers.

Figure 4: Relative contribution of pre-folding and post-folding. We perform pre-folding fine-tuning on ResNet-20 and VGG-16 and compare them to their shallower architectures resulting from post-folding. We also compare them to training the folded architectures from scratch, denoted by ResNet-L and VGG-L. Results are shown for CIFAR-10 (left) and CIFAR-100 (right).
of varying depth. We apply only pre-folding in order to avoid increasing the networks’ size.

Figure 3 shows our results for CIFAR-10 and CIFAR-100. Interestingly, all ResNet models exhibit a similar depth-accuracy tradeoff, regardless of their initial depth. For example, they all preserve an accuracy of 90% on CIFAR-10 when folded to only 10 non-linear layers. In addition, as depth decreases, they all depict a modest accuracy decrease at first and a noticeable drop afterwards, resembling a knee-point. For instance, the depth of ResNet-56 can be almost halved without incurring accuracy degradation. The accuracy of ResNet-32 folded to 6 non-linear layers, decreases by only 1% when folding another layer, but drops by more than 10% when folding two. Similar phenomena can be observed for VGG and MobileNet, as well as on CIFAR-100. Such analysis can aid network architecture design according to computational budget and required accuracy.

In Figure 4 we compare networks obtained by pre-folding and post-folding. The results show that the EDNL of a folded network conforms to the one of the original network. We note that for folded networks, shallower architectures utilize more parameters, as the folding of two consecutive convolution layers with weights $W \in \mathbb{R}^{3 \times 3 \times c \times c}$ result in a layer whose weights are $W \in \mathbb{R}^{5 \times 5 \times c \times c}$, i.e., its size grows by 40%. Hence, this experiment emphasizes the importance of depth even when it is disproportional to model’s size, as networks were outperformed by deeper counterparts with fewer parameters. In addition, the slight accuracy increase of the folded networks quantifies the benefit of the post-folding phase. We believe that this makes them favorable to further efficiency optimization such as kernel size reduction. For example, we speculate that a $9 \times 9$ kernel resulted from folding four $3 \times 3$ kernels can be successfully distilled into a $7 \times 7$ kernel that nonetheless holds more capacity (49) than the four kernels altogether (36). We leave such optimization directions to future work.

We further compare our method to training randomly initialized networks with different depths as commonly practiced in NAS methods. Figure 4 shows the accuracy degradation of the folded architectures when trained from scratch rather than derived from their deeper source by our method.

While Layer Folding can be applied with various loss functions in accordance with Equation (2), we show that our chosen loss function in Equation (3) can effectively remove non-linear layers. Figure 5 validates that $\alpha$ values are indeed kept around zero or pushed to one, avoiding values in between. Additionally, we show that our method is not biased towards folding layers either in the beginning or the end of a given architecture. Table 2 shows the indices of the removed layers for folded ResNet, VGG and MobileNetV2 networks such that their resulting depth corresponds to the aforementioned knee-point in Figure 3.

### 6 Folding and Pruning

Layer Folding is a depth reduction method. As opposed to pruning methods, it does not encourage the network to explicitly remove any filters, weights, or neurons. This suggests that width reduction methods, such as filter pruning, can be used conjointly with our method, meaning that their expected contribution is additive rather than alternative to ours. In order to support this claim we applied the filter pruning method introduced by Li et al. [22] on ResNet-20 and ResNet-56 for both folded and non-folded networks. Table 3 shows that the accuracy drop in a folded network is similar or smaller than the accuracy drop in the original network.
Figure 5: Progression of $\alpha_i$ values corresponding to non-linear layers in ResNet-20 (top) and ResNet-56 (bottom) throughout the pre-folding phase with $\lambda_c = 0.25$. As expected, all $\alpha$ values are either kept around zero or pushed to one.

| Dataset   | Model    | Remaining activations | Depth | Acc. (%) |
|-----------|----------|-----------------------|-------|----------|
| CIFAR-10  | ResNet-20|                       | 9     | 89.82    |
|           | ResNet-32|                       | 9     | 90.02    |
|           | ResNet-44|                       | 9     | 89.88    |
|           | ResNet-56|                       | 10    | 90.29    |
|           | VGG16    |                       | 9     | 93.89    |
|           | VGG19    |                       | 8     | 93.23    |
|           | MNV2-0.75|                       | 10    | 91.90    |
|           | MNV2-1.0 |                       | 10    | 92.03    |
|           | MNV2-1.4 |                       | 9     | 92.31    |
| CIFAR-100 | ResNet-20|                       | 11    | 67.88    |
|           | ResNet-32|                       | 11    | 68.20    |
|           | ResNet-44|                       | 11    | 67.96    |
|           | ResNet-56|                       | 10    | 67.04    |
|           | VGG16    |                       | 12    | 72.82    |
|           | VGG19    |                       | 12    | 73.18    |
|           | MNV2-0.75|                       | 10    | 71.80    |
|           | MNV2-1.0 |                       | 10    | 72.46    |
|           | MNV2-1.4 |                       | 12    | 73.52    |

Table 2: Folded networks. Remaining activations are gray.
| Model          | Acc.  | Acc. 20% Pruned   | Acc. 40% Pruned   |
|---------------|-------|------------------|------------------|
| ResNet-20     | 91.27%| 91.00% (-0.27%)  | 89.87% (-1.40%)  |
| ResNet-20-10f | 90.33%| 90.16% (-0.17%)  | 89.11% (-1.22%)  |
| ResNet-56     | 94.37%| 93.80% (-0.57%)  | 93.12% (-1.25%)  |
| ResNet-56-37f | 92.69%| 92.60% (-0.09%)  | 91.88% (-0.81%)  |

Table 3: Filter pruning results on CIFAR-10. X% Pruned denotes the rate of pruned filters in every inner layer. Pruning yields very similar accuracy drops for both folded and non-folded networks. (*) denotes ResNet-20 with 10 folded layers. (†) denotes ResNet-56 with 37 folded layers.

7 Conclusion

In this work we propose a novel method for removing non-linear activations. Extensive experiments on several image classification tasks show that our method can significantly reduce the depth of neural networks with a minor effect on accuracy. We show how reduced depth can aid latency reduction on hardware devices and provide efficient alternatives to mobile network architectures. We also show how Layer Folding can be used in conjunction with channel pruning methods, allowing for further efficiency improvements.
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