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ABSTRACT
We present a detailed analysis of the velocity distribution and orientation of orbits of subhaloes in high resolution cosmological simulations of dark matter haloes. We find a trend for substructure to preferentially revolve in the same direction as the sense of rotation of the host halo: there is an excess of prograde satellite haloes. Throughout our suite of nine host haloes (eight cluster sized objects and one galactic halo) there are on average 59% of the satellites corotating with the host. Even when including subhaloes out to five virial radii of the host, the signal still remains pointing out the relation of the signal to the infall pattern of subhaloes. However, the fraction of prograde satellites weakens to about 53% when observing the data along a (random) line-of-sight and deriving the distributions in a way an observer would infer them. This decrease in the observed prograde fraction has its origin in the technique used by the observer to determine the sense of rotation, which results in a possible misclassification of non-circular orbits. We conclude that the existence of subhaloes on corotating orbits is another prediction of the cold dark matter structure formation scenario, although there will be difficulties to verify it observationally. Since the galactic halo simulation gave the same result as the cluster-sized simulations, we assume that the fraction of prograde orbits is independent of the scale of the system, though more galactic simulations would be necessary to confirm this.
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1 INTRODUCTION
There is mounting evidence that the Cold Dark Matter (CDM) structure formation scenario provides the most accurate description of our Universe. Observations point towards a “standard” ΛCDM universe comprised of 28% dark matter, 68% dark energy, and luminous baryonic matter (i.e. galaxies, stars, gas, and dust) at a mere 4% (cf. Spergel et al. 2003). This so-called “concordance model” induces hierarchical structure formation whereby small objects form first and subsequently merge to form progressively larger objects (White & Rees 1978; Davis et al. 1985; Tormen 1997). Whereas the large scale structure of our present Universe can be reconstructed very well by numerical simulations, the small scale structure still poses some problems. For example, there are many more subhaloes predicted by cosmological simulations than actually observed in nearby galaxies (cf. Klypin et al. 1999; Moore et al. 1999). The lack of observational evidence for these satellites has led to the suggestion that they are completely (or almost completely) dark, with strongly suppressed star formation due to the removal of gas from the small proto-galaxies by the ionizing radiation from the first stars and quasars (Bullock et al. 2000; Tully et al. 2002; Somerville 2002). Others suggest that perhaps low-mass satellites never formed in the predicted numbers in the first place, indicating problems with the ΛCDM model in general, replacing it with Warm Dark Matter instead (Colin et al. 2004; Bode, Ostriker & Turok 2001; Knebe et al. 2003). Recent results from (strong) lensing statistics suggest that the predicted excess of substructure is in fact required to reconcile some observations with theory (Dalal & Kochanek 2002; Dahle et al. 2003), although this conclusion has not been universally accepted (Schechter & Wambsganss 2002; Evans & Witt 2003; Sand et al. 2004). If, however, the lensing detection of halo substructure is correct and the over-abundant satellite population really does exist, it is vital to understand the orbital evolution of these objects and their deviation from the background dark matter distribution. In order to test the underlying ΛCDM model, more predictions
are necessary which can be confirmed or disproved by observations.

Here, we are investigating cosmological simulations based on the standard $\Lambda$-Cold Dark Matter model, concerning the sense of rotation of subhaloes. Host dark matter haloes usually carry a small internal angular momentum, which is established by the transfer of angular momenta from infalling matter via tidal torques (Peebles 1966, Barnes & Efstathiou 1987). However, Gardner (2001) as well as Vitvitska et al. (2002) proposed another explanation for the origin of the angular momentum in galaxies and their dark matter haloes. They claim that haloes obtain their spin through the cumulative acquisition of angular momentum from satellite accretion. These two descriptions are certainly linked together and mutually dependent, respectively. A detailed analysis of the orbits of satellite haloes shows that they are directly connected to the infall pattern of satellites along the surrounding filaments (e.g. Tormen 1997, Azzaro et al. 2005). Those subhaloes falling into the host at early times establish the angular momentum of the inner regions of the primary halo (cf. Vitvitska et al. 2002) and are channelled into the host along the same direction as those merging at later times. This leads to the speculation that satellites are preferentially corotating with the host, which is the major assumption (and will be verified in) the current study.

A similar study was recently presented by Azzaro et al. (2005). They performed corresponding investigations using both a cosmological simulation and observational data from the Sloan Digital Sky Survey. These observational data showed a signal of 61% corotating satellite galaxies, quite independent of magnitudes or distance to the host galaxy. When projecting their simulational data in order to “observe” the simulations, they found a fraction of 55-60% prograde satellite galaxies.

In another related study, Shaw et al. (2005) studied a sample of 2200 (low resolution) dark matter haloes and determined the sense of rotation of all substructure particles with respect to the host halo. They found a very strong signal for these particles to be corotating with the host. However, we are using here a different method for determining the fraction of prograde satellites, classifying each satellite individually and then counting the number of pro- and retrograde satellites rather than (dark matter) particles.

We present here the analysis of the sense of rotation for subhaloes in nine cosmological simulations: eight clustersized objects with varying merger histories and one galactic dark matter halo. These simulations are described in more detail in Section 2 while Section 3 deals with the results when analyzing the full six dimensional phase-space information at hand. There we show how the sense of rotation for satellites can be determined and discuss various influences on the fraction of prograde orbits. In Section 4 we investigate how our results can possibly be validated observationally and conclude with a discussion and summary of our findings in Section 5.

2 THE SIMULATIONS

2.1 The Raw Data

Our analysis is based on a suite of nine high-resolution $N$-body simulations. Eight of them were carried out using the publicly available adaptive mesh refinement code MLAPM (Knebe, Green & Binney 2001) focusing on the formation and evolution of a dark matter galaxy cluster containing of the order of one million particles, with mass resolution $1.6 \times 10^5 h^{-1} M_\odot$ and spatial force resolution $\sim 2 h^{-1} \text{kpc}$. We first created a set of four independent initial conditions at redshift $z = 45$ in a standard $\Lambda$CDM cosmology ($\Omega_\Lambda = 0.3, \Omega_M = 0.7, \Omega_b = 0.04, h = 0.7, \sigma_8 = 0.9$). 512$^3$ particles were placed in a box of side length $64h^{-1} \text{Mpc}$ giving a mass resolution of $m_p = 1.6 \times 10^5 h^{-1} M_\odot$. For each of these initial conditions we iteratively collapsed eight adjacent particles to one particle reducing our particle number to 128$^3$ particles. These lower mass resolution initial conditions were then evolved until $z = 0$. At $z = 0$, eight clusters (labeled C1-C8) from our simulation suite were selected, with masses in the range $1-3 \times 10^{14} h^{-1} M_\odot$ and triaxiality parameters (cf. e.g. Franx, Illingworth & de Zeeuw 1991) from 0.1–0.9 (cf. Table 1). Then, as described by Torrey (1997), for each cluster the particles within five times the virial radius were tracked back to their Lagrangian positions at the initial redshift ($z = 45$). Those particles were then regenerated to their original mass resolution and positions, with the next layer of surrounding large particles regenerated only to one level (i.e. 8 times the original mass resolution), and the remaining particles were left 64 times more massive than the particles resident with the host cluster. This conservative criterion was selected in order to minimise contamination of the final high-resolution haloes with massive particles.

The ninth (re-)simulation was performed using the same (technical) approach but with the ART (Adaptive Refinement Tree) code (Kravtsov, Klypin & Khokhlov 1997). Moreover, this particular run (labeled G1) describes the formation of a Milky Way type dark matter halo in a box of sidelength $20h^{-1} \text{Mpc}$. It is the same simulation as “Box20” presented in Prada et al. (2005) and for more details we refer the reader to that study. The final object consists of about two million particles at a mass resolution of $4 \times 10^5 h^{-1} M_\odot$ per particle and a spatial force resolution of $0.2 h^{-1} \text{kpc}$ has been reached. All nine simulations have the required resolution to accurately follow the formation and evolution of subhaloes within their respective hosts and hence are well suited for the study presented here.

The host haloes (as well as all substructure objects down to 20 particles) are identified using the open source halo finder MHI$^1$ (MLAPM’s-halo-finder; Gill, Knebe & Gibson 2004). MHI is based upon the adaptive grid hierarchy of MLAPM and acts with exactly the same resolution as the $N$-body code itself; it is therefore free of any bias and spurious mismatch between simulation data and halo finding precision arising from numerical effects.

$^1$ MHI (and MLAPM) can be downloaded from the following web page http://www.aip.de/People/aknebe/MLAPM
the point where the density profile (measured in terms of the cosmological background density \( \rho_b \)) drops below the virial overdensity \( \Delta_{\text{vir}} \), i.e. \( M(< R_{\text{vir}})/(4\pi R_{\text{vir}}^3/3) = \Delta_{\text{vir}} \rho_b \).

This threshold \( \Delta_{\text{vir}} \) is based upon the dissipationless spherical top-hat collapse model and is a function of time for the given cosmological model. For \( z = 0 \), it amounts to \( \Delta_{\text{vir}} = 340 \). This prescription does no longer apply to subhaloes where the point \( R_{\text{vir}} \) will not be reached due to the embedding of the satellite within the mass distribution of the host, i.e. the density profile will show a rise again at a certain point. In that case, we use this “upturn point” and truncate the object ignoring all particles outside of the corresponding sphere. For a more elaborate discussion of this process and the halo finder, in particular, we refer the reader to Gill et al. (2004).

### 2.2 The Host Haloes

Our halo finder calculates a whole set of integral properties for each individual object, such as virial mass \( M_{\text{vir}} \), radius \( R_{\text{vir}} \), spin parameter (cf. Bullock et al. 2001)

\[
\lambda = \frac{L}{\sqrt{2} M_{\text{vir}} V_c R_{\text{vir}}} \tag{1}
\]

(with \( L \) = angular momentum, \( V_c = \sqrt{GM_{\text{vir}}/R_{\text{vir}}^3} \) = the circular velocity at \( R_{\text{vir}} \), \( G \) = gravitational constant), the maximum of the rotation curve \( V_{\text{max}} \) (and its position \( R_{\text{max}} \)) and the eigenvalues \( a > b > c \) of the inertia tensor, which in turn can be used to construct the triaxiality parameter (see e.g. Franz, Illingworth & de Zeeuw 1991)

\[
T = \frac{a^2 - b^2}{a^2 - c^2} \tag{2}
\]

In order to get a quantitative measure for the mass accretion history for each of our host haloes, we also compute the dispersion of the fractional mass change rate:

\[
\sigma^2_{\Delta M/M} = \frac{1}{N_{\text{out}} - 1} \sum_{i=1}^{N_{\text{out}}-1} \left( \frac{\Delta M_i}{\Delta t_i M_i} - \frac{\Delta M}{\Delta t M} \right)^2 \tag{3}
\]

where \( N_{\text{out}} \) is the number of available outputs from formation \( z_{\text{form}} \) to redshift \( z = 0 \), \( \Delta M_i = |M(z_i) - M(z_{i+1})| \) the change in the mass of the host halo, and \( \Delta t_i \) is the respective change in time. The formation redshift \( z_{\text{form}} \) is defined as the redshift where the halo contains half of its present day mass (Lacey & Cole 1993) and determines the age of the object. The mean growth rate for a given halo is calculated as follows

\[
\left\langle \frac{\Delta M}{\Delta t M} \right\rangle = \frac{1}{N_{\text{out}} - 1} \sum_{i=1}^{N_{\text{out}}-1} \frac{\Delta M_i}{\Delta t_i M_i} \tag{4}
\]

A large dispersion \( \sigma_{\Delta M/M} \) now indicates a violent formation history whereas low values correspond to a more quiescent formation. As our definition for formation time implies that the host halo’s mass grows by a factor of two until \( z = 0 \), an estimate for the mean growth rate is simply given by the inverse of the host’s age and should be compared against the rate calculated via Eq. (3).

### 3 ANALYZING THE SIMULATIONS

#### 3.1 Defining the sense of rotation

In order to determine whether a satellite rotates in the same direction as the host halo (prograde orbit) or in the opposite direction (retrograde orbit), we need to evaluate the alignment of the host’s rotation axis and the orbital rotation axis of the satellites.

The rotation axis of objects, such as host dark matter haloes, is not well defined\(^2\), thus we use the angular momentum for the description of its rotation:

\[
\vec{L}(R) = \sum_{i \leq R} m_i \vec{r}_i \times \vec{v}_i \tag{5}
\]

which is being calculated at various distances \( R \) from the host’s centre using all interior particles. The (dark matter particle) velocities \( \vec{v}_i \) here are in the rest frame of the host as are the particles’ positions \( \vec{r}_i \).

\(^2\) For a rigid body, the relation between the angular velocity vector \( \vec{\omega} \) determining the rotation axis and the angular momentum vector \( \vec{L} \) can be derived via \( \vec{L} = I \vec{\omega} \), where \( I \) is the inertia tensor.
for C4 clearly shows a majority of points in the Northern hemisphere, indicating an excess of prograde orbits. In contrast, the distributions for the hosts C3, C5 and C8 appear highly isotropic. A quantitative analysis of these first impressions will follow in the next sections.

### 3.2.1 Differential distribution of angles

We determined the cosine of the angle between the inner host halo angular momentum \( L_{\text{3D}} \) and the orbital angular momentum \( L_{\text{sat}}^{\text{orb}} \) for every satellite residing within the virial radius \( R_{\text{vir}} \) of the host halo. Figure 2 now shows the (binned) differential distribution of \( \cos \phi \). We readily observe a (slight) increase in the fraction of satellites for larger values of \( \cos \phi \), indicating an overbalance of prograde orbits. While the solid lines represent the distributions when counting each satellite once (“number weighing”), the dotted line is derived by weighing the contribution of each satellite by its mass. Comparing both curves demonstrates the importance of high-mass satellites on the prograde signal. Unfortunately the trend is not that obvious and we rather conclude that the fraction of prograde subhaloes is not significantly influenced by heavier satellites. The red solid horizontal line in each plot marks the expected distribution for an isotropic distribution of \( \cos \phi \).

### 3.2.2 Cumulative distribution

Presenting a differential distribution always includes the problem of binning the data and hence introducing (unnecessary) noise, especially for small number statistics. To avoid this and provide a smoother view of the data, we examine the cumulative distribution function, as shown in Figure 3. Here we present the number fraction (and the mass fraction, dotted line) of satellites with \( \cos \phi \) smaller than a given value. For an isotropic distribution we expect a straight diagonal line as indicated by the red solid line. We can see, that the distributions in Figure 3 do not seem to be isotropic, just as already indicated by Figure 2. However, this does not necessarily lead to a bias towards prograde orbits. If we still had the same number of pro- and retrograde orbits, the distributions would be point symmetric. But we observe the clear trend in (most of) our systems that the data curves lie below the isotropic expectation.

### 3.2.3 Confirming the signal via a Kolmogorov-Smirnov test

In order to validate the preference for satellites to be on prograde orbits as seen in both Figs 2 and 3 and to quantify the significance of the signal, we carried out a Kolmogorov-Smirnov (KS) test (e.g. Press et al., 2002) for the number weighted distributions. The KS test provides us with the maximum deviation of the data set from the isotropic distribution \( D \) and the probability \( p \) for the data being consistent with isotropy. These numbers are listed in Table 2 and show that only the distributions of orientations in simulations C3 and C5 (and possibly C8) are close to isotropy with a nearly identical number of pro- \( (n_p) \) and retrograde \( (n_r) \) orbits. The latter numbers are also given in...
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Figure 2. The distribution of the cosines of angles $\cos \phi$ between the orbital angular momentum of the satellites and the internal angular momentum of the host halo for nine different simulations (first panel = oldest halo) at redshift $z = 0.0$. Shown is the fraction of the number of satellites per $\cos \phi$-bin (black solid line), divided by the size of each bin. The red horizontal line marks the value for isotropic distribution. The dotted curve represents the corresponding mass fraction of the satellites per bin.

Table 2 supplemented by the fraction of subhaloes on prograde orbits, i.e. $f_p = n_p / (n_p + n_r)$. In all other simulations we find a quantitative confirmation of an excess of prograde orbits.

However, as mentioned above, a deviation from isotropy does not automatically mean an overbalance of prograde orbits: it is the asymmetry of the distribution, which could validate the result. If the satellites were equally distributed between pro- and retrograde orbits, the differential distribution would be symmetric about the vertical line $\cos \phi = 0$ and the cumulative distribution function would be point symmetric around $(0, f(<0.5))$. We can test for this (point) symmetry by plotting the cumulative distribution not in the interval $[-1, +1]$ but rather in reverse with $\cos \phi$ ranging from $[+1, -1]$. If these two ways of calculating the distribution give rise to identical curves, then the distribution is (point) symmetric, without any preference for pro- or retrograde orbits. In order to further quantify this kind of symmetry, we can again apply a KS test to these two “mirror”-distributions. For six of our nine simulations we could not detect any point symmetry, the probability for point symmetry is at most 5%. Only for the simulations C3 (84.4%), C5 (88.5%) and C8 (19.8%) we do find a stronger sign of symmetry. These systems are the cases, which also show more or less isotropic distributions and thus this result comes at no surprise as isotropy entails (point) symmetry. We will elaborate upon these three systems later on in Section 3.3.

However, for all the other simulations, this analysis confirms the credibility of our results which can be summarized by the mean fraction of prograde orbits of $59\% \pm 7\%$ throughout all simulations.

The strength of the signal can be measured not only by the (number) fraction of prograde orbits as given in the last column of Table 2 but also by (the cosine of) the angle between the host’s angular momentum and the net angular momentum of all subhaloes

$$\cos \Phi_{\text{net}} = \frac{\vec{L}_{\text{host}} \cdot \sum_{i=1}^{n_{\text{sat}}} \vec{L}_{\text{orb},i}}{L_{\text{host}} \sum_{i=1}^{n_{\text{sat}}} |L_{\text{orb},i}|}$$

(8)

These values are also listed in Table 2 and with one exception (C5, the most isotropic case) we only have positive values, stressing again the preference of prograde orbits. One needs to bear in mind though that the use of $\cos \Phi_{\text{net}}$ rather confirms a “mass weighted signal” as the angular momentum $L_{\text{orb},i}$ depends on the mass of each individual subhalo.
3.2.4 Uncertainties in the host’s rotation axis

For the analysis so far, we used the angular momentum of the inner halo, i.e. L₃₀ as defined by the material inside a sphere encompassing 30% of the virial mass. We now examine the effect when using the angular momentum based upon larger fractions, i.e. 50% or even 100%, of the host’s virial mass.

We expect variations in the host’s angular momentum for two reasons: first, a dark matter halo is not a rigid body and secondly, the angular momentum in the outer parts may be “contaminated” by recently accreted material and infalling satellites. These variations in the direction of the host angular momentum vector compared to the angular momentum of the inner 30% are quantified in Table 3 where we list the angle between the two respective vectors

\[
\alpha^{50/100} = \cos^{-1} \left( \frac{L_{30} \cdot L_{50/100}}{L_{30}L_{50/100}} \right).
\]  

The last line in Table 3 summarizes the mean angle when averaging over all hosts along with its standard deviation.

More interesting now are the variations in the fraction of prograde orbits, i.e. \(\Delta f_p = f_p - f_30^p\). Table 4 summarizes the corresponding prograde fractions \(f_{50}^p\) and \(f_{100}^p\) and their deviations \(\Delta f_p = f_p - f_30^p\) from our reference “inner” fractions \(f_30^p\). Even though there are minor variations amongst individual haloes, the mean fraction of prograde orbits stays rather constant irrespective of the definition for the host’s angular momentum.

This result can be understood considering the fact that there are not many satellites on perpendicular orbits as indicated by Figure 3 – the orbital angular momenta preferentially point to the region around the poles rather than to the equator region. Since we define all satellites as corotating whose angular momenta lie north of the equator, variations in the direction of the angular momenta do not have a prominent influence on the number of prograde orbits.

Hence, despite the rather large differences in the relative orientation of the respective angular momenta (cf. Table 3) the influence of the point, where to define the host’s angular momentum, on the mean fraction of prograde orbits is only minor.
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3.2.5 Environmental dependence

The recent study of Prada et al. (2005) showed that isolated galaxy-sized haloes display all the properties of relaxed objects up to 2–3 \( R_{\text{vir}} \). One of their haloes under investigation (i.e. “Box20”) was in fact the galactic halo also used in our study. Further, Gill, Knebe & Gibson (2005) showed that there exists a prominent population of backsplash subhaloes: satellites that once passed the host’s virial radius but are now residing in the outskirts of the halo. It therefore appears interesting to investigate the effect of allowing for satellites outside the virial radius to be included in the determination of the prograde fraction. The results for gradually increasing the trading area and considering satellites within a sphere of radius 1.5, 3, and 5 \( R_{\text{vir}} \) are given in Table 5. Besides listing the updated prograde fraction we also present the number of satellites in the respective sphere. We can see that while the number of subhaloes grows substantially, the sense of orientation of the satellites is hardly affected. The signal weakens becoming more isotropic, but yet remains even at a distance of 5 \( R_{\text{vir}} \).

3.3 Discussion

We have seen in our simulations that the average fraction of prograde orbits is 0.590 ± 0.070. In Section 1 we sketched a scenario, where matter streams into the (progenitors of) host haloes from preferred directions, i.e. along the surrounding filaments, thus establishing the angular momentum of the host. Since today’s satellites are also expected to fall into the host from the same preferred directions, this picture suggests an overabundance of prograde orbits. This scenario is supported by the analysis presented in the previous Section 3.2.5. Even satellites as far away from the host as 5 \( R_{\text{vir}} \) will eventually fall into the host in a way that complies with the already established sense of rotation.

Though this picture in general seems to be confirmed, we still would like to understand why not all our systems do

---

### Table 2

| host | \( D \) | \( p \) | \( \cos \Phi_{\text{host}} \) | \( n_{\text{sat}} \) | \( n_{p} \) | \( n_{r} \) | \( f_{p} \) |
|------|--------|-------|-----------------|-----------|--------|--------|--------|
| C1   | 0.120  | 0.064 | 0.959           | 233       | 134    | 99     | 0.575  |
| C2   | 0.113  | 0.387 | 0.318           | 124       | 72     | 52     | 0.581  |
| C3   | 0.073  | 0.991 | 0.248           | 68        | 37     | 31     | 0.544  |
| C4   | 0.220  | 0.008 | 0.897           | 109       | 77     | 32     | 0.706  |
| C5   | 0.062  | 0.990 | -0.286          | 97        | 46     | 51     | 0.474  |
| C6   | 0.198  | 0.027 | 0.978           | 106       | 73     | 33     | 0.689  |
| C7   | 0.124  | 0.050 | 0.369           | 234       | 145    | 89     | 0.620  |
| C8   | 0.059  | 0.617 | 0.206           | 322       | 171    | 151    | 0.531  |
| G1   | 0.156  | 10^{-6}| 0.622           | 557       | 331    | 226    | 0.594  |

< \( f_{p} > = 0.590 \pm 0.070 \)

### Table 3

| host | \( \alpha^{50} [^\circ] \) | \( \alpha^{100} [^\circ] \) |
|------|-----------------|-----------------|
| C1   | 32.6            | 27.0            |
| C2   | 19.1            | 46.5            |
| C3   | 28.4            | 35.4            |
| C4   | 2.4             | 7.4             |
| C5   | 48.8            | 37.3            |
| C6   | 3.4             | 17.4            |
| C7   | 40.5            | 43.0            |
| C8   | 16.9            | 65.2            |
| G1   | 15.9            | 32.8            |

< \( \alpha > = 23 \pm 15 \) 35 \pm 17 \)

### Table 4

| host | \( f_{p}^{50} \) | \( (\Delta f_{p}^{50}) \) | \( f_{p}^{100} \) | \( (\Delta f_{p}^{100}) \) |
|------|-----------------|-----------------|-----------------|-----------------|
| C1   | 0.601           | (+0.026)        | 0.579           | (+0.004)        |
| C2   | 0.556           | (-0.024)        | 0.605           | (+0.024)        |
| C3   | 0.471           | (-0.074)        | 0.515           | (-0.029)        |
| C4   | 0.706           | (+0.000)        | 0.725           | (+0.018)        |
| C5   | 0.588           | (+0.113)        | 0.660           | (+0.186)        |
| C6   | 0.689           | (+0.000)        | 0.585           | (-0.103)        |
| C7   | 0.585           | (-0.034)        | 0.546           | (-0.073)        |
| C8   | 0.481           | (-0.050)        | 0.488           | (-0.043)        |

< \( f_{p} > = 0.591 \pm 0.077 \) 0.592 \pm 0.069 |

### Table 5

| host | \( n_{\text{sat}} \) | \( f_{p} \) | \( n_{\text{sat}} \) | \( f_{p} \) | \( n_{\text{sat}} \) | \( f_{p} \) |
|------|-----------------|--------|-----------------|--------|-----------------|--------|
| C1   | 458             | 0.544  | 1589            | 0.566  | 3015            | 0.512  |
| C2   | 243             | 0.560  | 384             | 0.534  | 411             | 0.530  |
| C3   | 133             | 0.534  | 192             | 0.599  | 201             | 0.602  |
| C4   | 212             | 0.693  | 311             | 0.695  | 318             | 0.686  |
| C5   | 144             | 0.472  | 210             | 0.471  | 226             | 0.469  |
| C6   | 199             | 0.638  | 365             | 0.592  | 395             | 0.587  |
| C7   | 382             | 0.613  | 632             | 0.568  | 659             | 0.561  |
| C8   | 446             | 0.545  | 570             | 0.549  | 604             | 0.558  |
| G1   | 904             | 0.579  | 1589            | 0.566  | 3015            | 0.512  |

< \( f_{p} > = 0.575 \pm 0.061 \) 0.565 \pm 0.060 \) 0.557 \pm 0.060 |

---

\( \Delta = 3.0\cdot R_{\text{vir}} \) and 5.0\( R_{\text{vir}} \). The mean values of the prograde fractions < \( f_{p} > \) for all simulations are provided in the last line.
exhibit the signal. If we use the information about the hosts presented in Table I and compare their integral properties with the prograde fraction for each halo, we note a slight trend of larger prograde fractions with increasing spin parameter (neglecting the galactic halo for the moment). The isotropic hosts C3 and C5 possess only a very small spin parameter of \( \lambda = 0.0125 \) and 0.0093, respectively. This connection is understandable when considering the origin of the host angular momentum from mergers with subhaloes – the smaller the angular momentum, the more likely its direction is “switched” after yet another merger.

However, host halo C8 seems to be the exception to this rule: just like C3 and C5 it is one of the few hosts with a very modest tendency for corotating satellites, but has an average spin parameter (\( \lambda = 0.0231 \)). However we need to keep in mind that it is the youngest system under investigation. And its evolution gives us the key to understanding the missing signal: from a visual inspection of its mass accretion history and particle distribution over time we could infer that it just recently merged with two other haloes of nearly the same size, i.e. it is a (recent) triple merger! Vitvitska et al. (2002) found in their simulations that haloes with recent mergers (after \( z = 3 \)) generally show a larger spin parameter than “quiet” haloes. But even if the internal angular momentum of the resulting host halo has a “stable” direction, the satellites have been swirled around violently during the merging event and thus can be expected to have rather random orbit orientations, just as we found in the case of C8.

4 “OBSERVING” THE SIMULATIONS

We have seen in our simulations, that subhaloes are preferentially moving on prograde orbits – around 60% of the subhaloes are corotating with the host halo. Could this signal be observed? Assuming that all our satellite haloes carry enough baryonic matter, in particular stars and gas, to be detectable by an observer, we are facing the question how the systems in our simulations appear from the observer’s point of view.

4.1 Cumulative line-of-sight velocity distribution

Usually an observer is not in the fortunate situation to know the positions and velocities of the satellites in all three dimensions. Yet it is possible to determine the velocity of a satellite along the line of sight and its projected position relative to the (density) centre of the host halo. In order to get a first impression of the velocity distribution of satellites, we looked at the cumulative distribution of line-of-sight velocities with respect to the host halo. We chose one hundred (isotropically distributed) random lines of sight and then averaged over the individual 1D velocity distributions. The resulting mean line-of-sight velocity distributions (with respect to the rest frame of the host halo and normalized to the velocity dispersion \( \sigma_{v,\text{host}} \)) are shown in Figure 4. The error bars represent the standard deviation.

If the velocities of the satellites were isotropically distributed (i.e. random directions with respect to the line-of-sight, but the same absolute values), we would observe the thick red lines in Figure 4. Our data curves (thin black lines) are coinciding nearly perfectly with their corresponding isotropic curves. A KS test simply confirms the eyeballed result: the probability of the data curves being consistent with the isotropic curves is practically 100%. This is actually not too surprising as the signal for a majority of prograde orbiting satellites is rather weak, but we could have expected a scattering in the data curves introduced by observing the halo from various viewing angles. However, the standard deviations for data and isotropic curves are nearly identical and rather small. The line-of-sight velocities are isotropically distributed, and hence we need to devise a different approach to observationally confirm the existence of prograde orbits.

4.2 Classifying prograde and retrograde orbits

In what follows we lay out a method allowing an observer to distinguish prograde and retrograde orbiting satellites (cf. Figure 5 which has already been used by Azzaro et al. (2005) in a similar analysis (see also e.g. Zaritsky et al. 1997), for an observational study): One first decides whether the satellite is moving away from or towards the host by determining the line-of-sight velocity \( \Delta v_{\text{los}} \) with respect to the host halo. This needs to be compared with the host’s sense of rotation: We call the approaching side of the host the “blue end”, while the receding part is called “red end” and define \( S = 1 \) and \( S = -1 \), respectively. Based upon this information we can now define a (one-dimensional) peculiar velocity for each satellite

\[
\nu_{\text{pec}} = S \cdot \Delta v_{\text{los}} \, ,
\]

and hence a satellite is on a prograde orbit for \( \nu_{\text{pec}} > 0 \) and retrograde for \( \nu_{\text{pec}} < 0 \).

4.3 Peculiar velocity distributions

In Figure 6 we present the results for the (differential) peculiar velocity distribution. We used again one hundred random lines of sight and the velocities are normalized by the hosts’ velocity dispersion. All satellites to the left of the vertical dash-dotted “zero” line have been classified as retrograde, while all satellites to the right are observed to be
4.4 Discussion of the “observer’s” result

4.4.1 Misclassification of orbits

The weakening of the prograde fraction for the observer is the result of a possible false classification of the satellites’ sense of rotation. The method applied (i.e. Eq. 10) is based upon one not yet mentioned assumption: it will only work faultlessly, if the satellites are on circular orbits, which usually is not the case. Previous studies have shown that satellites can be on highly eccentric orbits, and their eccentricity distributions can be fitted by a Gaussian with a mean eccentricity of $e_0 = 0.61$ (Gill et al. 2004, but see also Tormen 1997; Tormen, Diaferio & Syer 1998; Ghigna et al. 1998).

In observational studies (e.g. Zaritsky et al. 1997; Carignan et al. 1997; Azzaro et al. 2005) this method is used without mentioning its limitations, thus we here explain the cause of misclassification in more detail.

Figure 7 elucidates the situation by viewing a sample satellite-host system from “above”, i.e. perpendicular to the line-of-sight, which lies in the plane of the paper. In compliance with our terminology, the part of the host halo which is hashed with red lines is called “red end” – it is the part of the host halo that is receding from us. The “blue end” is defined accordingly. The ellipse represents a (idealised) part of an eccentric satellite orbit whose measured relative line-of-sight velocity $\Delta v_{\text{los}}$ is positive in the red dotted part and negative in the blue dashed part. The small velocity vectors attached to the $\ast$-symbol for the satellite at the points 1, 2 and 3 should indicate that the satellite is corotating with the host halo and hence on a prograde orbit. However, we can readily see in Figure 7 that the satellite will be misclassified, if it happens to be observed in the blue (dashed)
Figure 6. The peculiar velocity distribution (normalized to the host’s velocity dispersion \(\sigma_{v,\,\text{host}}\)) for all nine simulations. Here, velocities are defined to be positive, if the observer classifies the satellite as prograde, negative velocities mean retrograde motion.

region of its orbit but on the red end side of the host halo (cf. positions 2 and 3). Even though the satellite shares the sense of rotation with the host, it appears to be counter-rotating; it approaches us while the host is receding. Such situations can occur when the turning points of the orbit, i.e. the points where the line-of-sight velocity of the satellite changes its sign (\(F\) is the farthest and \(N\) is the nearest point to the observer), are not aligned with the line of sight.

4.4.2 Origin of misclassification

In order to support our theory of misclassification, we consider its sources in more detail. We are in the unique situation where we can distinguish between “correctly” and “falsely classified” orbits as we can compare the observer’s classification to the three-dimensional classification used in Section 3.

We argued that the non-circularity of the orbits is the (possible) origin for a misclassification. In order to verify this conjecture, we use the circularity parameter \(\lambda_{\text{circ}}\), defined as the ratio of the angular momentum of the satellite orbit \(L_{\text{sat}}\) to the angular momentum of a corresponding circular orbit \(L_{\text{circ}}\) with the same orbital energy \(E_{\text{sat}}\) (cf. Gill et al. 2004):

\[
\lambda_{\text{circ}} = \frac{L_{\text{sat}}(E_{\text{sat}})}{L_{\text{circ}}(E_{\text{sat}})}
\]

Figure 8 shows the binned circularity distribution for all satellites (black line), correctly classified satellites (blue hashed area) and falsely classified satellites (red hashed area). Satellites with circularity \(\lambda_{\text{circ}} = 1\) are on circular orbits whereas radial orbits will have \(\lambda_{\text{circ}} = 0\). However, a circularity of, for instance, \(\lambda_{\text{circ}} = 0.9\) corresponds to an eccentricity of 0.6 (cf. Fig.11 in Gill et al. 2004) and hence small deviations from \(\lambda_{\text{circ}} = 1\) already imply rather eccentric orbits! Figure 8 hence proves that satellites with a high circularity are more likely to be correctly classified than their corresponding low circularity counterparts, stressing that the deviation from circular orbits increases the probability for misclassification.

4.4.3 Quantitatively understanding misclassifications

In Appendix A we show how the observed prograde fraction will be weakened due to misclassification, assuming that there is an equal probability of wrong classification for both pro- and retrograde orbits (the variation in our simulations is at most a few percent). This follows from the simple consideration that all wrongly classified prograde orbits will ac-
weakened. We yield the following equation for the observed retrograde to prograde and hence the prograde fraction is

lites will “move” from prograde to retrograde than from
tually be categorized as retrograde and vice versa. If there

respectively.)

HC

Figure 7. The host halo and one of its satellites on an idealised elliptic orbit as seen from “above”. The observer is somewhere beyond the bottom of the page, looking at this system along the line of sight. HC marks the host halo centre, F is the farthest and N is the nearest point of the orbit relative to the observer. The part of the orbit where the satellite is approaching is dashed (blue), the receding part is dotted (red). Intersections of the orbit with the imaginary line dividing the host halo into red and blue end are named SF and SN. The satellite actually is on a prograde orbit, but will be misclassified as retrograde, if it is observed at, for instance, position 2 or 3 (between F and SF or SN and N, respectively.)

Figure 8. Circularity distribution of satellites, i.e. the fraction of satellites as a function of circularity \( \lambda_{\text{circ}} \), divided by the size of each bin (solid lines). For circular orbits we have a higher fraction of correctly classified satellites (blue hashed area) than misclassified satellites (red hashed area).

\[
\frac{q_{\text{obs}}}{q_{\text{obs}}} = \frac{n_{p}^{\text{obs}}}{n_{r}^{\text{obs}}} = \frac{c \cdot q + (1 - c)}{c \cdot q + (1 - c)}
\]

with \( q = n_{p}/n_{r} \) being the ratio of prograde to retrograde orbits in the 3D-simulation and

\[
c = \frac{n_{p}^{\text{right}}}{n_{p}^{\text{right}}} = \frac{n_{r}^{\text{right}}}{n_{r}^{\text{right}}}
\]

being the probability of right classification.

A majority of prograde orbits in our simulations can only change into a minority for an observer, if \( c \) becomes less than 50%, provided that our statistical sample is big enough. We determined the mean fraction of correct clas-

| host | \( f_{p} \) | \( c \) | \( f_{p}^{\text{exp}} \) | \( f_{p}^{\text{obs}} \) |
|------|------|------|------|------|
| C1   | 0.575 | 0.665 ± 0.060 | 0.525 ± 0.009 | 0.526 ± 0.025 |
| C2   | 0.581 | 0.656 ± 0.077 | 0.525 ± 0.012 | 0.525 ± 0.032 |
| C3   | 0.544 | 0.665 ± 0.091 | 0.515 ± 0.008 | 0.506 ± 0.041 |
| C4   | 0.706 | 0.684 ± 0.067 | 0.576 ± 0.028 | 0.609 ± 0.027 |
| C5   | 0.474 | 0.666 ± 0.081 | 0.491 ± 0.004 | 0.497 ± 0.035 |
| C6   | 0.689 | 0.638 ± 0.075 | 0.552 ± 0.028 | 0.546 ± 0.036 |
| C7   | 0.620 | 0.679 ± 0.082 | 0.543 ± 0.020 | 0.530 ± 0.051 |
| C8   | 0.531 | 0.676 ± 0.060 | 0.511 ± 0.004 | 0.499 ± 0.014 |
| G1   | 0.594 | 0.699 ± 0.058 | 0.538 ± 0.011 | 0.555 ± 0.023 |

Table 6. A summary of prograde fractions: \( f_{p} \) is the fraction derived using the 3D information provided by the simulations (cf. Table 2), \( f_{p}^{\text{exp}} \) the expected observed fraction of prograde satellites based upon Eq. (12) and \( f_{p}^{\text{obs}} \) the actual observed fraction (cf. Figure 8). \( c \) is the mean fraction of correctly classified orbits (from one hundred lines of sight). Mean values, averaged over all simulations, are given again in the last line.
4.4.4 Overcoming misclassification

The observer usually does not know the circularity of the orbit and also has no other means to check whether the satellite is residing in a disadvantageous region or not. However, he will be able to determine, if the satellite is very close to the border of such a region: close to the turning points (the nearest or farthest orbit point, \( N \) or \( F \) in Figure 9) respectively) its line-of-sight velocity \( \Delta v_{\text{los}} \) is very small. Thus, we suspect that a small line-of-sight velocity goes along with an increased probability of misclassification (but still less than 50%).

To examine this more closely, we plot the fraction of correctly classified satellites per line-of-sight velocity bin in Figure 9. The error bars give the standard deviation and are quite big for two reasons: first, the size of the disadvantageous region of an orbit with given eccentricity (or circularity) can change strongly with the direction of the line of sight and secondly, there are only a few satellites with high velocities, so there result large deviations in the probabilities in the corresponding bins.

Nevertheless we find the trend sought after: For low velocities \( |\Delta v_{\text{los}}| \approx 0 \), the correct fraction is of the order of 60%, whereas for high velocities we nearly gain a 100% probability of correct classification. An observer could now make use of the different probabilities of misclassification by weighing the observed data with an appropriate function giving high-velocity data more weight than low-velocity data. We applied a simple \( \Delta v_{\text{los}} \)-weighing to the data used for the preparation of Figure 9 and when averaging the newly derived prograde fractions over all nine simulations, we now gain a mean of 54.4%. There is still a discrepancy due to the non-circularity of the orbits, but the original signal is enhanced and closer to the "real" 3D signal.

A similar dependency can be observed for subhaloes with small projected distances from their host halo centre: These also are more probable to be misclassified. We examined this effect by just neglecting all satellites with a projected distance smaller than a specified fraction of the virial radius of its host. For higher minimum distances we yielded marginally growing observed prograde fractions, up to 54.0% when neglecting all satellites within 40% of the virial radius of the corresponding host.

4.5 The effect of interlopers

Observationally it is quite difficult to determine whether a satellite belongs to the host halo or just happens to lie in front of (or behind) the host along the line of sight. To model these effects and quantify the influence of such interloping subhaloes, we included all objects in the 2D analysis that lie within the cylindrical tube centred about the position of the host halo and with radius \( R_{\text{vir}} \). We only consider satellites out to a maximum distance of 5 \( R_{\text{vir}} \) (cf. Section 3.2.5) as possible sources of contamination.

In Table 7, we summarize the resulting (observed) prograde fraction when including interlopers. These numbers are accompanied by the fractional increase of the number of satellites and the absolute difference to the situation where interlopers are neglected. The new mean fraction is hardly affected and only shows a marginal decrease of about 1%. We therefore conclude that interlopers have an insignificant effect on the signal as measured by an observer.

4.6 Alignment of disk and dark matter halo angular momentum

The problem still remains that an observer will only be able to measure the distribution and motion of visible matter, not the dark matter haloes themselves. Thus, the question arises, whether the observed trend of prograde fraction still holds for visible matter. The observer determines the rotation axis of a disk galaxy by measuring red- and blueshifts in the disk material. We may safely assume that the rotation axis of the disk is well aligned with its own angular momentum, but there are doubts about the alignment of disk and dark matter halo angular momentum. For example, the simple picture of disk formation by Fall & Efstathiou 1980 leads to an alignment of disk and halo angular momentum,
but e.g. [Bailin et al. 2005] found that the disk rotation axis and the minor axis of the dark matter halo coincide very well within 0.1 \( R_{\text{vir}} \), probably due to their joint evolution. However, the latter study also emphasizes that the presence of baryonic matter changes the orientation of the dark matter halo and in [Bailin & Steinmetz 2005] a typical misalignment between the angular momentum vector and the minor axis of 25\( ^\circ \) was found. However, since we have seen in our analysis that a change of the host angular momentum only had effects of typically a few percent in the prograde fraction, we dare to say that the influence of a disk should not change the result in principle.

5 DISCUSSION

In this Section we are going to discuss our results and compare them to the findings (and observations) of other groups, respectively.

While we analyzed our 3D data by determining the sense of rotation for each subhalo, counting subhaloes on prograde orbits and thus determining a prograde fraction of 59\%, a different method for investigating the direction of rotation of subhaloes was used by [Shaw et al. 2005]. They compared the angular momentum of particles in subhaloes (rather than subhaloes themselves) to the host’s angular momentum and found a strong preference of prograde motion (cf. Fig. 31 in their study). This method agrees more or less with the utilization of \( \cos \Phi \) (cf. Fig. 31 in their study). This method agrees more or less with the utilization of \( \cos \Phi \) (cf. Fig. 31 in their study).

Our results are further consistent with the theoretical signal found by [Azzaro et al. 2005], who determined the observed prograde fraction for one dark matter halo drawn from a cosmological simulation. They used the same technique to project the simulation data into the observer’s plane, but additionally mapped magnitudes onto their dark matter subhaloes using the (semi-analytical) prescription of [Kravtsov et al. 2004]. They found an observed prograde fraction of around 55–60\%, depending on the mass (or magnitude, correspondingly) of the satellites: massive satellites were found to reside preferentially on prograde orbits. We could not detect such a mass dependence in our simulations, as our mass-weighted curves did not necessarily enhance the signal. However, their minimum signal of 55\% prograde satellites (when including also low-mass satellites, see their Table 2) agrees well with our result of 53\%.

[Azzaro et al. 2005] further analyzed a set of observational data from the SDSS catalogue and actually found a strong signal of 61\% prograde satellite galaxies. This is in contrast to our results: we merely predict a fraction of about 53\% corotating subhaloes which actually poses a challenge for an observer to detect. We could imagine several reasons for this discrepancy, whose (tiny) individual effects may add up and thus bring our findings into agreement with the [Azzaro et al. 2005] results:

- **Determining the mean prograde fraction.** Using the observational data, [Azzaro et al. 2005] selected 43 similar host galaxies and considered the total sample of 76 satellite galaxies to belong to a single, fictitious primary. In contrast to this, we calculated prograde fractions of subhaloes for every individual host halo, before averaging the result. When adhering to the same approach of stacking the data prior to determining the respective fractions, we end up with 53.9\% prograde orbits. Grouping together only satellites of host haloes which are of roughly the same size and mass (C2, C3, C4, C5, C6) leads to the same result.

- **Missing baryonic matter in subhaloes.** Most probably not all of our subhaloes would carry baryonic matter, some of them would therefore escape detection by an observer. It is likely that such dark haloes have a low total mass or low central density. If we thus restrict our subhaloes and introduce a larger minimum mass, minimum density or a lower threshold for the maximum value of the rotation curve (\( V_{\text{max}} \), similar to observations), we might get a better impression of the true satellite galaxy distribution and orientation. We experimented with several threshold values, but were unable to obtain mean prograde fractions above 54\%.

- **Neglecting satellites with a small projected distance.** Since it is intrinsically difficult to clearly detect satellite galaxies which are very close to the centre. [Azzaro et al. 2005] neglected all satellites with a projected distance smaller than 20 kpc. This can be advantageous, since satellites close to the centre (in projection) are more likely to be misclassified than satellite galaxies residing at farther distances (cf. Section 4.4.4). Thus, the effect of misclassification might decrease, when neglecting such subhaloes with small projected distances to the centre of their respective host. We found in our simulations only a minor improvement of the signal by at most 1\%.

- **Number statistics.** The observational sample of [Azzaro et al. 2005] consists of only 76 satellites, whereas our total sample contains 1850 subhaloes. Thus, the difference in the prograde fraction might still be a statistical variance due to low numbers.

In summary, we are unable to reproduce such a high value of 61\% observed prograde orbits as found by [Azzaro et al. 2005]. However, Zaritsky et al. [1997] presented in their observational study 115 satellite galaxies belonging to 69 host galaxies (isolated spiral galaxies). Orbit orientations were determined for 95 of the satellites with the method described in Section 4.2. They found 49 satellites on
prograde orbits, yielding a prograde fraction of 51.6%, which is perfectly consistent with our prediction of an observed prograde fraction.

Carignan et al. (1997) studied the disk galaxy NGC 5084 with 8 satellites, of which all except one were found to be on a retrograde orbit. This neither supports the prediction of Azzaro et al. (2005) nor supports our results. An excess of retrograde orbits may be explained by the fact that dynamical friction is enhanced for satellites orbiting in the same direction as the rotation of the host galaxy. This effect was studied by Quinn & Goodman (1986) using N-body simulations, who found the lifetime of retrograde satellites considerably larger. However, Peñarrubia, Kroupa & Boily (2002) found the effect to give only an increase of a few per cent in lifetime, depending on the triaxiality of the host galaxy halo, so this effect alone could not explain the majority of retrograde satellites in Carignan et al. (1997). However, since the number of satellites considered in that study is rather low, we consider this signal statistically insignificant.

6 CONCLUSION

We investigated the sense of orientation of satellite orbits in cosmological dark matter haloes at redshift \( z = 0 \). Our set of simulations consisted of eight cluster-sized haloes and one simulation of a Milky Way-type galactic dark matter halo.

From the theory of the generation of angular momentum in dark matter haloes, we expected to get a trend towards satellites corotating with the host.

We found a mean majority of 59% prograde orbits averaged over all nine simulations. Three of our simulations expressed a rather isotropic distribution of orientations of orbits with respect to the host. Two of them could be assigned a rather small spin parameter of the host, while the third could be confirmed as a recent (triple) merger leading to random orientations of satellite orbits.

We validated our results by carrying out a Kolmogorov-Smirnov test for the cumulative distribution of angles between satellite orbit angular momentum and host halo spin. All simulations, except the already mentioned exceptions, are clearly not in agreement with an isotropic distribution. There is also no sign for a symmetry between prograde and retrograde orbits in these simulations, stressing that the excess of corotating satellites is a reliable prediction of the hierarchical ΛCDM structure formation scenario.

We chose to use the inner host angular momentum, i.e. within 30% of the virial mass \( M_{\text{vir}} \) (corresponding to \( \approx 0.2 R_{\text{vir}} \)) for defining the rotation of the host halo. However, other choices (at 50%, 100% of \( M_{\text{vir}} \)) lead to the same mean prograde fraction of 59%. Thus, uncertainties in the angular momentum only have a minor effect.

We further checked the influence of the environment outside the virial radii \( R_{\text{vir}} \) of the hosts by including satellites up to 5\( R_{\text{vir}} \). Even though the prograde fraction decreased and the orientations became more isotropic, the signal yet remained – in agreement with the picture that the environment of matter and satellites determines the sense of host halo rotation.

Thus, we conclude that there is a trend towards an overbalance of corotating subhaloes in ΛCDM simulations at redshift \( z = 0 \), regardless of the inner host boundary defining the host angular momentum and the outer boundary determining the sphere within which satellites are included. We could not confirm any relation between triaxiality and prograde fraction and, even more important, we find our signal in the cluster-sized simulations as well as in the galaxy-sized simulation.

The question now remained, how feasible it is to observationally test the prediction of having roughly 60% satellites on orbits corotating with their host halo. To obtain an answer, we chose 100 random lines of sight projecting our three-dimensional data into an observer’s plane. The signal still remained, yet weakened to 53% ± 3%, which is difficult to be detected.

The origin of this weakening lies in the observer’s method for distinguishing between pro- and retrograde orbiting satellites by comparing their motion with the part of the host where they reside (cf. Section 4.2). This commonly used method works perfectly for circular orbits, yet satellite orbits are not necessarily circular but rather exhibit a distribution of circularities (cf. Gill et al. 2004). We showed that the recovery of the original signal can be improved by weighing the satellites with their relative line-of-sight velocities, yielding an observed prograde fraction of 54%.

Additionally, we studied the effect of interlopers, satellites which pass by the observed cluster or galaxy along the line of sight, and found it to be negligible (i.e. less than 1%).

Comparison with observational work yields different results: the study of Zaritsky et al. (1997) agrees with our findings. Azzaro et al. (2005)’s observational results give a much higher prograde fraction, whereas Carignan et al. (1997) found for NGC 5084 a strong excess of retrograde satellite galaxies. More galaxy-sized simulations, maybe even including baryonic matter, would be necessary in order to study the prograde fractions on smaller scales in more detail, which would then enable a better comparison with observational results.
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The sense of rotation of subhaloes

Assuming that the fraction of correctly classified satellites is the same for satellites on prograde and retrograde orbits, we can make following considerations in order to estimate the “observed” prograde fraction for our simulations.

Let $n_p$ be the number of prograde and $n_r$ be the number of retrograde orbits in one of our 3D-simulations. An observer of the satellites in this simulation may be mistaken in classifying some of the satellites due to problems referred to in Section 4.4.1. Thus, the number of prograde orbits $n_p^{\text{obs}}$ will be the sum of correctly classified prograde orbits $n_p^{\text{right}}$ and satellites, which are actually retrograde, but have been wrongly classified ($n_p^{\text{false}}$):

$$n_p^{\text{obs}} = n_p^{\text{right}} + n_p^{\text{false}}.$$  \hspace{1cm} (A1)

Equivalently, the number of retrograde orbits $n_r^{\text{obs}}$ is the sum of correctly determined retrograde orbits $n_r^{\text{right}}$ and wrongly classified retrograde orbits $n_r^{\text{false}}$:

$$n_r^{\text{obs}} = n_r^{\text{right}} + n_r^{\text{false}}.$$  \hspace{1cm} (A2)

Since we know that the latter orbits can only be prograde orbits in truth and vice versa, we can write:

$$n_p^{\text{false}} = n_r - n_r^{\text{right}}$$

$$n_r^{\text{false}} = n_p - n_p^{\text{right}}.$$  \hspace{1cm} (A3)

Let us now assume that the probability of correct classification $c$ is constant, i.e. independent of the sense of rotation:

$$c := \frac{n_p^{\text{right}}}{n_p} = \frac{n_r^{\text{right}}}{n_r}.$$  \hspace{1cm} (A4)

Equation (A1) can then be re-written using equations (A3), (A4) and we obtain:

$$n_p^{\text{obs}} = n_p^{\text{right}} + n_p^{\text{false}} = n_p^{\text{right}} + (n_r - n_r^{\text{right}}) = c \cdot n_p + (1 - c) \cdot n_r.$$  \hspace{1cm} (A5)

APPENDIX A: WEAKENING OF THE OBSERVED PROGRADE FRACTION
For $q$ representing the constant ratio of prograde to retrograde orbits in our 3D-simulations,

$$q := \frac{n_p}{n_r},$$  \hspace{1cm} (A6)

we can express the number of observed prograde orbits by

$$n_{p}^{\text{obs}} = c \cdot q \cdot n_r + (1 - c) \cdot n_r$$
$$= [c \cdot q + (1 - c)] \cdot n_r.$$  \hspace{1cm} (A7)

Similarly, we yield for the observed number of retrograde orbits:

$$n_{r}^{\text{obs}} = c \cdot n_r + (1 - c) \cdot q \cdot n_r$$
$$= [c + q \cdot (1 - c)] \cdot n_r.$$  \hspace{1cm} (A8)

The ratio of observed prograde to observed retrograde orbits $q_{\text{obs}}$ is then:

$$q_{\text{obs}}^\text{obs} = \left( \frac{n_p}{n_r} \right)^\text{obs} = \frac{c \cdot q + (1 - c)}{c + q \cdot (1 - c)}$$  \hspace{1cm} (A9)

which is not simply the same as $q$!

We conclude that the observed ratio of prograde to retrograde orbits is only equal to the real ratio $q$, if $c = 1$ or $c = 0$, meaning all or none satellites are classified correctly. Note, that the case of 100% prograde $(q = 1)$ or 100% retrograde satellites $(q = 0)$ must not be allowed, because then our assumption of a constant probability of correct classification $c$ fails – it will not be well defined anymore.