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Abstract
Coreference resolution has always been a challenging task in Natural Language Processing. Machine learning and semantic techniques have improved the state of the art over the time, though since a few years, the biggest step forward has been made using deep neural networks. In this paper, we describe Sanaphor++, which is an improvement of a top-level deep neural network system for coreference resolution—namely Stanford deep-coref—through the addition of semantic features. The goal of Sanaphor++ is to improve the clustering part of the coreference resolution in order to know if two clusters have to be merged or not once the pairs of mentions have been identified. We evaluate our model over the CoNLL 2012 Shared Task dataset and compare it with the state-of-the-art system (Stanford deep-coref) where we demonstrated an average gain of 1.13% of the average F1 score.

1. Introduction
The task of coreference resolution aims to identify which mentions in a text refer to the same real-world entity. Although coreference resolution is mostly studied as a clustering problem, it has also been studied as a Semantic Web problem by using Named Entity Recognition (NER) and Named Entity Linking (NEL) approaches. We define a Semantic Web problem as a problem where we exploit the semantics represented in a knowledge base that is published on the Web. Coreference resolution is an important aspect of text understanding and has numerous applications such as Entity Linking (see, for instance, the first two editions of the Open Knowledge Extraction challenge [Nuzzolese et al., 2015, Nuzzolese et al., 2016]). As an example of coreference resolution, in the following piece of text “Emmanuel Macron is the new French president. He has been elected with a large majority”, the mentions Emmanuel Macron and He will be disambiguated to the same entity, e.g. http://dbpedia.org/resource/Emmanuel_Macron. The task of coreference resolution is considered as one of the most challenging in Natural Language Processing (NLP). As an example of its challenging nature, in the following sentence “Curie shared the 1903 Nobel Prize in Physics with her husband, Pierre Curie”, it is clear that the clusters {Pierre Curie} and {Curie, her} are disjoint and do not refer to the same entity, but it is ambiguous whether the pair of mentions Pierre Curie and Curie are coreferent or not. Actually, without the mention her, one does not know if the mention Curie refers to Pierre Curie or Marie Curie.

The contributions of this work are:

1. A new approach that leverages both deep learning and Semantic Web techniques to solve an NLP problem;
2. A model that is integrated into a widely used NLP toolkit, namely the Stanford CoreNLP;
3. A thorough evaluation showing that our technique improves the results over the standard CoNLL2012 Shared Task dataset compared to the state-of-the-art methods by 1.13% in terms of the average F1 score.

2. Related Work
Stanford deep-coref (Clark and Manning, 2016b) takes inspiration from multiple existing methods and implements them using a deep neural network. As a starting point, the framework pre-trains a cluster-ranking model that takes advantage of entity-level information, with a neural mention-ranking model inspired from (Wiseman et al., 2015). In (Wiseman et al., 2016), the authors extend their previous mention-ranking model (Wiseman et al., 2015) by integrating entity-level information taken from the output of a recurrent neural network running over the candidate antecedent-clusters. Nevertheless, this is a simple change with respect to their original mention-ranking model, but not a true clustering model as the deep-coref cluster ranker is. Coreference resolution systems, such as joint inference (McCallum and Wellner, 2003), Poon and Domingos, 2008, Highighi and Klein, 2010) and those that construct coreference clusters incrementally (Luo et al., 2004, Yang et al., 2008, Raghunathan et al., 2010), integrate entity-level information. Stanford deep-coref takes inspiration from the second kind of system and, particularly, from a combination of cluster-ranking (Rahman and Ng, 2011), Ma et al., 2014) and easy-first clustering strategies (Stoyanov and Eisner, 2012, Clark and Manning, 2015). While most of the previous systems used hand-crafted features to integrate linguistic constraints, Stanford deep-coref, in addition, uses a learning-to-search approach inspired from (Chang et al., 2015) in order to learn from data the entity-level distributed representation. Although Stanford deep-coref provides very good results, it often has issues when resolving a coreference that involves entities. For example, in the sentence “Marie Curie shared the 1903 Nobel Prize in Physics with her husband, Pierre Curie”, it outputs the following cluster: {Marie Curie, her, Pierre Curie} and not the two clusters {Marie Curie, her}, {Pierre Curie} as expected.
Finally, there also exists a category of coreference resolution approaches that uses structural knowledge from external data sources (Strube and Ponzetto, 2006; Ponzetto and Strube, 2006; Bryl et al., 2010; Uryupina et al., 2011) such as Wikipedia, YAGO or WordNet. SANAPHOR (Prokofyev et al., 2015) belongs to that category and uses DBpedia and YAGO to help disambiguate the different entities that are involved into a coreference cluster. SANAPHOR is plugged to the output of the Stanford decoref (Lee et al., 2011) coreference resolution system, and improves its results by linking the different entities by deciding if a cluster has to be merged with another one, or if it has to be split based on the type, and the link (from YAGO or DBpedia) of the disambiguated entities.

3. SANAPHOR and Stanford deep-coref

This section describes both methods implemented by SANAPHOR and Stanford deep-coref in order to detail their inner-workings and, then, have a clear understanding of the implications in our approach.

3.1. SANAPHOR

SANAPHOR receives as input the clusters of coreferences generated by the Stanford decoref coreference resolution system. Each cluster is a set of mentions extracted from the original text. Each mention comes in the form of a string and, potentially, an associated headword (the most salient word in the mention). The mentions can be either entities, pronouns, or determinants. The resolution then proceeds in two steps by i) representing entities with their semantic counterparts whenever possible, and ii) optimizing the clusters by merging or splitting them according to their semantic representation. For the first step, it uses an entity linking component in order to link the mentions that might be an entity against DBpedia. It focus on precision rather than recall by doing a strict match over an inverted index over DBpedia, in order to be, as sure as possible, that the mention corresponds to an entity. It uses Wikipedia redirect pages in order to handle the entities that have multiple possible aliases. In case a mention corresponds to an ambiguous entity (i.e. entities associated to a Wikipedia disambiguation page directly), it is discarded. Once a mention is linked, it uses a mapping between DBpedia and YAGO ontologies provided by the TRank Hierarchy (Tonon et al., 2013) to map DBpedia types onto YAGO types.

For the second step, SANAPHOR makes use of the semantic features previously computed in order to optimize the clusters provided by Stanford decoref. The first part of this optimization is the splitting of each cluster by comparing each mention pairwise. A cluster is split following three cases: i) if the two mentions being compared have not been properly linked against DBpedia and these DBpedia links are different, ii) the two mentions being compared have not been properly linked against DBpedia but successfully typed against the YAGO ontology and those YAGO types are different, or iii) over the two mentions being compared, one has been properly linked against DBpedia and the other one against the YAGO ontology, and their YAGO type are different. Since a coreference cluster might also contain non-annotated mentions, they identify the words that belong exclusively to one of the mentions, then assign all the other mentions to one of the new clusters based on the overlap of their words with the exclusive words of each new cluster. After applying these heuristics, new clusters are created and then possibly merged. In the end, clusters are merged i) if they share at least one mention that refers to the same entity, or ii) if the type of two mentions share the same hierarchy.

3.2. Stanford Deep-coref

Stanford deep-coref basically consists in one big neural network where each component can be seen as three different sub-networks, and where each sub-network has a specific task. These three sub-networks are used to train the cluster-ranking model. The first sub-network is the mention-pair encoder that produces distributed representations for pairs of mentions by passing relevant features through a feed-forward neural network. The input of this sub-network is composed of multiple features that can be grouped in five categories: embedding features, mention features, document genre, distance features and string matching features. More details about the features are given in the original paper (Clark and Manning, 2016b).

This mention-pair encoder is used as a feature for the two other sub-networks: the mention-ranking model, and the cluster-pair encoder. The former scores pairs of mentions by passing their representations (from the mention-pair encoder) through a single neural network layer. The latter produces distributed representations for pairs of clusters by applying a pooling operation over the representations of relevant mention pairs (i.e. pairs where one mention is in each cluster). More precisely, it concatenates the results of max-pooling and average-pooling. The mention-ranking model is pre-trained before the final cluster-ranking model is fed. The final neural network, the cluster-ranking model, is trained with the output of the pre-trained mention-ranking model, and with the cluster-pair encoder. It is important to notice that the mentions are sorted in descending order according to their score from the mention-ranking model before they are used as features. The cluster-ranking model scores pairs of clusters and the scores it produces are leveraged to determine if candidates must be merged or not.

4. Sanaphor++

In this section, we detail the different steps of Sanaphor++ and, in particular, how we extend Stanford deep-coref and SANAPHOR into one single method. The first step is to create a new logic that extends SANAPHOR to take into account ambiguous and novel or emergent entities. The second step is to extend Stanford deep-coref to handle the new logic described in the first step.

4.1. Ambiguous entities

Sanaphor++ is able to handle coreference for ambiguous entities. In SANAPHOR, an ambiguous entity is a mention for which the basic entity linking method finds multiple candidates, such as Paris that might refers to: Paris in France, Paris in Texas, Paris Hilton, Paris the movie or even Paris the band. To be able to handle those cases, we switch to a more robust entity linking system, ADEL.
when we encounter an ambiguous entity. ADEL is a hybrid entity linking approach being agnostic to the kind of text (e.g. newswire, tweets, subtitles), the knowledge base used to disambiguate the entities (e.g. DBpedia, Musicbrainz), the type of entities to extract (e.g. Person, Date, Numbers, Location), and the language of the document.

4.2. Novel Entities

The second stage is to handle novel or emergent entities, that is, entities that do not exist (yet) in the knowledge base being used, in our experiment, DBpedia. The case of a novel entity occurs when both the SANAPHOR original entity linking method and ADEL give an empty result. In that case, we rely on the Stanford NER annotator that is integrated into the mention extraction process detailed in [13]. In that process, mentions come with their NER type attached. The model used to attach these types has been trained with the CoNLL2012 Shared Task dataset that contains the types of mentions defined as entities. Finally, like for the linking that maps DBpedia types to YAGO types, we have defined a mapping that links the NER types to YAGO types. Nevertheless, these NER types are high level types such as Person or Organization and they do not give a lot of details with respect to their semantics. Despite this lack of information on the deep semantic of these entities, it is still worth to handle because it helps the system to split clusters where cases that mix, for example, Person and Organization. This is often the case when a company is named according to the family name of the owner. Once these two new cases are handled, we need to find a way to modify Stanford deep-coref in order to make it able to take into account this extended logic: handling ambiguous and novel entities.

4.3. New Mention-pair Ranking Model

The final step is to make Stanford deep-coref able to handle the new logic seen before, to have the final Sanaphor++ pipeline. Thus, after a thorough study of Stanford deep-coref, we have found that it shares two common parts with SANAPHOR: i) the cluster merging part and the cluster-ranking model, and ii) the cluster splitting part and the mention-ranking model. The cluster-ranking model has a very complex structure and modifying it to take into account the merging features was impractical, such that we decided to leave this as future work. Therefore, we decided to create a new three-dimensional vector, one dimension for each semantic feature: i) if the entities of the two mentions are the same, ii) if the type of the two mentions are the same, and iii) if the type of one mention is included into the hierarchy of the other one. They are then concatenated with the original vector in the input layer of the mention-pair encoder and then to the mention-pair ranking model. The extraction of the new features must be implemented in Stanford deep-coref. To do so, we have to put the new process to extract the semantic features directly into the one that takes care of the Stanford deep-coref features. The CoNLL2012 Shared Task dataset is composed of three datasets: train, dev and test. The extraction of the mentions for the train and the set {dev, test} datasets is done differently. About the training dataset, the mentions are directly extracted from the annotated gold standard, whereas for the set {dev, test} datasets, the mentions are extracted using the Stanford mention annotator (see Clark and Manning [2015]), where its goal is basically to extract mentions from the text. It means that the annotations in the {dev, test} datasets are not used at all, because they are the evaluation datasets. Once the mentions have been extracted, either via the dataset or via the Stanford mention annotator, they are all put into different feature computation process, one for each kind of feature: embedding, mention, document, distance, string matching and now the semantic feature, i.e. the 3-dimensional vector. In order for the neural network to take into account these new features, we must modify its training objective and more precisely the mistake-specific cost function. The new mistake-specific cost function is represented in Equation 1.

\[
\Delta(a, m_i) = \begin{cases}
\alpha_{FN} & \text{if } a = NA \land \Gamma(m_i) \neq \{NA\} \\
\alpha_{FA} & \text{if } a \neq NA \land \Gamma(m_i) = \{NA\} \\
\alpha_{WL} & \text{if } a \neq NA \land a \neq \Gamma(m_i) \\
0 & \text{if } a \in \Gamma(m_i) \lor e_a \in \Phi(m_i) \lor t_u \in T(e_a) \in \Phi(m_i)
\end{cases}
\]

(1)

Where \(NA\) indicates an empty antecedent; \(\Gamma(m_i)\) denotes the set of true antecedents of \(m_i\) (i.e. mentions preceding \(m_i\) that are coreferent with it or \{NA\} if \(m_i\) has no antecedent); \(a\) is a possible antecedent of \(m_i\); \(e_a\) denotes the entity of \(a\); \(\Omega(m_i)\) denotes the set of the entities of the true antecedents of \(m_i\); \(t_u\) denotes the type of \(a\); \(\Phi(m_i)\) denotes the set of the types of the true antecedents of \(m_i\) (i.e. this set includes also all the types that belongs to the hierarchy of a type); \(T(e_a)\) denotes the type of the entity of \(a\). The goal of this new mistake-specific cost function, is to make understand to the network if two mentions are likely to be compatible together and being a pair or not. We detail the clauses of this new function:

1. The first clause stands for the false new antecedents. It means that if the antecedent is an empty antecedent and if the set of true antecedents is not equal to empty, then this antecedent is likely to be a wrong pair;

2. The second clause stands for the false anaphoric antecedents. It means that if an antecedent is not an empty antecedent and if the set of true antecedents is equal to empty, then this antecedent is likely to be a wrong pair;

3. The third clause stands for the wrong link antecedents. It means that if an antecedent is not empty and this antecedent does not belong to the set of true antecedents, then this antecedent is likely to be a wrong pair;

4. The fourth clause stands for a correct coreferent decision. It means that if an antecedent is in the set of the true antecedents, or if the entity of the antecedent is in the set of the true entities, or if the type of the antecedent is in the set of the true types, or if one type belonging to the hierarchy of type of the antecedent is in the set of the true types, then this antecedent is likely to be a good pair.
5.1. Metrics

Many metrics have been proposed to evaluate the performance of coreference resolution systems, such as MUC (van Deemter and Kibble, 2000), B$^3$ (Bagga and Baldwin, 1998), or CEAF (Luo, 2005), including multiple variants of them. MUC counts the minimum number of links between mentions to be inserted or deleted when mapping a system response to a gold standard key set. B$^3$ overcomes the shortcomings of the MUC score, instead of looking at the links, it computes precision and recall for all mentions in the document, which are then combined to produce the final precision and recall numbers for the entire output. CEAF is calculated based on the best mapping between coreference expressions or entities, thus results in two types of CEAF: expression-based (CEAF-E) and entity-based (CEAF-M). Finally, Avg F1 is an average of the F1 scores of the three previous ones. Afterward, to have a full comparison among the different systems we will use the most recent metric, BLANC (Recasens and Hovy, 2011).

5.2. Experimental Results and Settings

We evaluate our system on standard datasets from the CoNLL-2012 Shared Task on Coreference Resolution (Pradhan et al., 2012). We compare Sanaphor++ with the most recent version of Stanford deep-coref based on a deep reinforcement learning (Clark and Manning, 2016a) in Table 1. Finally, we compare Sanaphor++, Sanaphor, Stanford deep-coref and Stanford decorref with the BLANC score in Table 2.

The Sanaphor++ model has been exported into a Stanford CoreNLP Framework compliant format, in order to be interoperable and foster the usage through the Stanford CoreNLP Framework. We have run the Sanaphor++ model and the Stanford deep-coref model over the CoNLL2012 test dataset. The provided Stanford deep-coref model in the Stanford CoreNLP Framework is designed for real-world usage and gets lower scores than the ones provided in the corresponding paper (Clark and Manning, 2016a), because it does not take into account the CoNLL specific features such as speaker or document genre. For this reason, we have also designed our model to discard those features positioning our experimental setup in the worst experimental setup conditions.

As shown in Table 1, the new semantic logic brought by Sanaphor++ allows to compute a better mention-pair score, as all the scores are improved compared to Stanford deep-coref. While the results are promising, the new logic provides also wrong clusters, such as in the piece of text: How does [the copyright thing] work on a Live365 stream? [...] About [the JW thing], I work with a couple of them..., the mentions the copyright thing and the JW thing have a high pair score since they share common surface forms and the same type, both are novel entities and have been typed to THING. The case also appears with ambiguous entities, such as in the piece of text: It is she who asks if [Michael] and John could come too. [...] or that can’t be tied to [Michael Jackson], the mentions Michael and Michael Jackson have a high pair score, because they share a common surface form, the same type and the same link. The first Michael refers to the character in Peter Pan which is completely different from the artist Michael Jackson. The problem is that Michael is highly ambiguous in this sentence.

Results from SANAPHOR have not been reported because it has been built over the Stanford decorref that uses the CoNLL specific features and then cannot be compared with the actual models of Sanaphor++ and Stanford deep-coref.
6. Conclusion and Future Work

We have presented a coreference resolution system that is able to capture the semantic of the entities into a single method based on two different systems that use divergent methods. The newly created model can be used through the Stanford CoreNLP toolkit as it uses the same structure as Stanford deep-coref. Finally, the results have shown improvements over the CoNLL 2012 Shared Task compared to Stanford deep-coref of 1.13% in terms of the average F1 score.

As future work, we want to integrate the merging logic from SANAPHOR into the cluster-ranking model in order to improve the clustering merge decision of this model. We will also investigate the impact on the training time and we will envisage possibilities to reduce it. We would like to evaluate how much the used entity linking system (here, ADEL) impacts the results by using and comparing with other entity linking systems. Finally, our last goal is to have models in other languages such as French.
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