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1 INTRODUCTION

With massive datasets becoming ubiquitous, visualization recommendation systems have become increasingly important. These systems have the promise of enabling rapid visual analysis and exploration of such datasets. However, existing end-to-end visualization recommendation systems output a long list of visualizations based solely on simple visual rules [Wongsuphasawat et al. 2015, 2017]. These systems lack the ability to recommend visualizations that are personalized to the specific user and the tasks that are important to them. This makes it both time-consuming and difficult for users to effectively explore such datasets and find meaningful visualizations.
Recommending visualizations that are personalized to a specific user is an important unsolved problem. Prior work on visualization recommendation have focused mainly on rule-based or ML-based approaches that are completely agnostic to the user of the system. In particular, these systems recommend the same ranked list of visualizations for every user, despite that the underlying user interests, intent, and visualization preferences are fundamentally different, yet vitally important for recommending useful and interesting visualizations for a specific user. The rule-based methods use simple visual rules to score visualizations whereas the existing ML-based methods have focused solely on classifying design choices [Hu et al. 2019a] or ranking such design choices [Moritz et al. 2018] using a corpus of visualizations that are not tied to a user. Neither of these existing classes of visualization recommendation systems focus on modeling individual user behavior nor personalizing for individual users, which is at the heart of our work.

In this work, we introduce a new problem of personalized visualization recommendation and propose an expressive framework for solving it. The problem studied in this work is as follows: Given a set of $n$ users where each user has their own specific set of datasets, and each of the user datasets contains a set of user-relevant visualizations (i.e., visualizations a specific user has interacted with in the past, either implicitly by clicking/viewing or explicitly by liking or adding the visualization to their favorites or a dashboard they are creating), the problem of personalized visualization recommendation is to learn an individual recommendation model for every user such that when a user selects a possibly new dataset of interest, we can apply the model for that specific user to recommend the top most relevant visualizations that are most likely to be of interest to them (despite that there is no previous implicit/explicit feedback on any of the visualizations from the new dataset). Visualizations are fundamentally tied to a dataset as they consist of the (i) set of visual design choices (e.g., chart-type, color/size, x/y) and the (ii) subset of data attributes from the full dataset used in the visualization. See Figure 1 for an example. Therefore, how can we develop a learning framework for solving the personalized visualization recommendation problem that is
able to learn from other users and their relevant visualizations, even when those visualizations are from tens of thousands of completely different datasets with no shared attributes?

We develop a model that takes as input the visualizations generated by the user, which serves as known ground-truth. The model is then trained with these visualizations, and outputs a list of visualizations for that specific user along with a score indicating the strength of that visualization for the specific user. While we use the user-generated visualizations in this work since they serve as ground-truth, our model can also use a variety of other types of implicit and explicit user feedback as discussed in Section 2.2 in more detail. During training, each visualization from a user is decomposed into a visualization configuration and the data-attributes used in it.

There are two important and fundamental issues at the heart of the personalized visualization recommendation problem. First, since visualizations are defined based on the attributes within a single user-specific dataset, there is no way to leverage user-feedback for visualizations across different datasets. This is due to the fact that the space of visualizations for any users dataset is disjoint (and users typically do not share datasets), see Section 2 for further details. Second, since each user often has their own dataset of interest (not shared by other users), there is no way to leverage user-feedback across different datasets. In this work, we address both problems. Notably, the framework proposed in this paper naturally generalizes to the following problem settings: (a) single dataset with a single set of visualizations shared among all users, and (b) tens of thousands of datasets that are not shared between users where each dataset of interest to a user gives rise to a completely different set of possible visualizations. However, the existing work cannot be used to solve the new problem formulation that relaxes the single dataset assumption to make it more general and widely applicable.

In the problem formulation of personalized visualization recommendation, each user can have their own set of datasets, and since each visualization represents a series of design choices and data (i.e., attributes tied to a specific dataset), then this gives rise to a completely disjoint set of visualizations for each user. Hence, there is no way to directly leverage visualization feedback from other users, since the visualizations are from different datasets. Furthermore, visualizations are dataset specific, since they are generated based on the underlying dataset, and therefore any feedback from a user cannot be directly leveraged for making better recommendations for other users and datasets. To understand the difficulty of the proposed problem of personalized visualization recommendation, the equivalent problem with regards to traditional recommender systems would be as if each user on Amazon (or Netflix) had their own separate set of disjoint products (or movies) that no other user could see and provide feedback. In such a setting, how can we then use feedback from other users? Furthermore, given a single dataset uploaded by some user, there are an exponential number of possible visualizations that can be generated from it. This implies that even if there are some users interested in a single dataset, the amount of preferences by those users is likely to be extremely small compared to the exponential number of possible visualizations that can be generated and preferred by such users.

To overcome these issues and make it possible to solve the personalized visualization recommendation problem, we introduce two new models and representations that enable learning from dataset and visualization preferences across different datasets and users, respectively. First, we propose a novel model and representation that encodes users, their interactions with attributes (i.e., attributes in any dataset) and we map every attribute to a shared k-dimensional meta-feature space that enables the model to learn from user-level data preferences across all the different datasets of the users. Most importantly, the shared meta-feature space is independent of the specific datasets and the meta-features represent general functions of an arbitrary attribute, independent of the user or dataset that it arises. This enables the model to learn from user-level data preferences, despite that those preferences are on entirely different datasets. Second, we propose a novel user-level
visual preference graph model for visualization recommendation using the proposed notion of a visualization configuration (Figure 1) that enables learning from user-level visual preferences across different datasets and users. Importantly, the graph model is able to directly learn from user-level visual preferences across different datasets. This model encodes users and their visual-configurations (sets of design choices). Since each visual-configuration node represents a set of design choices that are by definition not tied to a user-specific dataset, then the proposed model can use this user-level visual graph to infer and make connections between other similar visual-configurations that are also likely to be useful to that user. This new graph model is critical since it allows the learning component to learn from user-level visual preferences (which are visual-configurations) across the different datasets and users. Without this novel component, there would be no way to learn from other users visual preferences (sets of design choices). For the experiments in Section 3, we train the model with actual visualizations that users have created by hand, which serve as ground-truth. The visualizations can be from one or more datasets. The model then outputs a list of new unseen visualizations for that specific user.

1.1 Summary of Contributions
This work makes the following key contributions:

- **Problem Formulation**: We introduce and formulate the problem of personalized visualization recommendation that learns a personalized visualization recommendation model for every individual user based on their past visualization feedback, and the feedback of other users and their relevant visualizations from completely different datasets. Our formulation removes the unrealistic assumption of a single dataset shared across all users (and thus that there exists a single set of dataset-specific visualizations shared among all users). To solve this problem, the model must be able to learn from the visualization and data preferences of many users across tens of thousands of different datasets.

- **Framework**: We propose a flexible framework that expresses a class of methods for the personalized visualization recommendation problem. To solve this new problem, we introduce new graph representations and models that enable learning from the visualization and data preferences of users despite them being in different datasets entirely. More importantly, the proposed framework is able to exploit the visualization and data preferences of users across tens of thousands of different datasets.

- **Effectiveness**: The extensive experiments demonstrate the importance and effectiveness of learning personalized visualization recommendation models for each individual user. Notably, our personalized models perform significantly better than SOTA baselines with a mean improvement of 29.8% and 64.9% for HIT@5 and NDCG@5, respectively. Furthermore, the deep personalized visualization recommendation models are shown to perform even better. Finally, comprehensive ablation studies are performed to understand the effectiveness of the different learning components.

1.2 Organization of article
First, we introduce a new problem of visualization recommendation in Section 2 that learns a personalized model for each of the n individual users by leveraging a large collection of datasets and relevant visualizations from each of the datasets in the collection. Notably, the learning of the individual user models are able to exploit the preferences of other users (even if the preferences are on a completely different dataset) including the data attributes used in a visualization, visual design choices, and actual visualizations generated despite that no other user may have used the underlying dataset of interest. In Section 3, we propose a computational framework for solving
the new problem of personalized visualization recommendation. Further, we also propose deep personalized visualization recommendation models in Section 4 that are able to learn complex non-linear functions between the embeddings of the users, visualization-configurations, datasets and the data attributes used in the visualizations. Next, Section 5 describes the user-centric visualization corpus we created and made publicly accessible for studying this problem. Then Section 6 provides a comprehensive and systematic evaluation of the proposed approach and framework for the personalized visualization recommendation problem while Section 8 discusses related work. Finally, Section 9 concludes with a summary of the key findings and briefly discusses directions for future work on this new problem.

2 PERSONALIZED VISUALIZATION RECOMMENDATION

In this section, we formally introduce the Personalized Visualization Recommendation problem.

2.1 Overview

The personalized visualization recommendation problem has two main parts: (1) training a personalized visualization recommendation model for every user $i \in [n]$ (Section 2.3), and (2) leveraging the user-personalized model to recommend personalized visualizations based on the users past dataset and visualization feedback/preferences (Section 2.4).

(1) **Personalized Model Training (Sec. 2.3):** Given a user-level training visualization corpus $\mathcal{D} = \{ (\mathcal{X}_i, \mathcal{V}_i) \}_{i=1}^n$ consisting of $n$ users and their corresponding datasets of interest $\mathcal{X}_i = \{X_{ij}, \ldots, X_{ij}, \ldots\}$ as well as their relevant sets of visualizations $\mathcal{V}_i = \{V_{ij}, \ldots, V_{ij}, \ldots\}$ for those datasets, we first learn a user-level personalized model $\mathcal{M}$ from the training corpus $\mathcal{D}$ that best captures and scores the effective visualizations for user $i$ highly while assigning low scores to visualizations that are likely not to be preferred by the user.

(2) **Recommending Personalized Visualizations (Sec. 2.4):** Given a user $i \in [n]$ and a dataset $X_{ij}$ of interest to user $i$, we use the trained personalized visualization recommendation model $\mathcal{M}$ for user $i$ to generate, score, and recommend the top visualizations of interest to user $i$ for dataset $X_{ij}$. Note that we naturally support the case when the dataset $X_{ij} \notin \mathcal{X}_i$ is new or when the dataset $X_{ij} \in \mathcal{X}_i$ is not new, but we have at least one or more previous user feedback about the visualizations the user likely prefers from that dataset.

The fundamental difference between the ML-based visualization recommendation problem introduced in [Qian et al. 2020] and the personalized visualization recommendation problem described above is that the personalized problem focuses on modeling the behavior, data, and visualization preferences of individual users. Since local visualization recommendation models are learned for every user $i \in [n]$ (as opposed to training a global visualization recommendation model), it becomes important to leverage every single piece of feedback from the users. For instance, global visualization recommendation models essentially ignore the notion of a user, and therefore can leverage all available training data to learn the best global visualization recommendation model. However, personalized visualization recommendation models explicitly leverage specific user feedback to learn the best personalized local model for every user $i \in [n]$, and there of course is far less feedback from individual users.

An overview of the system is provided in Figure 2. Users select (or upload) a dataset of interest, then the system updates the graph representations and user-specific models. The model learned for the specific user is then used to obtain personalized scores of the visualizations for the specific user at hand. The top visualizations for each user and their dataset of interest are then displayed to the user (from most relevant to least). Quality of the personalized recommendations for the user improves over time as the system continuously learns from additional implicit/explicit feedback.
from the user on the visualizations. Notice that if the user selects an existing dataset, we only need to use the previously learned models to infer the top-k personalized visualization recommendations for that user. Furthermore, during the prediction step where we use the models to infer rankings and recommendations that are personalized for that specific user, we can also apply the visual rule-based approach to ensure that each visualization in the top-k is actually valid with respect to the visual rule-based approach, and if not, then we remove it and use the next visualization with largest weight.

The approach can also be used when a user specifies part of the query, that is, suppose a user selects a chart-type, or requires that a specific attribute be used on the x-axis. More specifically, suppose the user is only interested in bar charts, then we simply perform an initial filtering prior to the scoring and ranking stage. Alternatively, when we are scoring the visualization candidates, we simply check if the candidate visualization is a bar-chart, and if so, we score it, otherwise it is removed from consideration. A similar filtering step can be applied to any other fields or constraints specified by the user, including any set of visual or data constraints. While the approach is obviously faster when the user specifies a single or few constraints on the visualization space, as the work required for inference and scoring of the filtered visualizations are avoided. However, as the number of constraints becomes large, the space of potential visualizations shrink, and more work is required to identify the space of such visualizations since now we must check a large number of constraints as opposed to only a few. In such rare cases, one can leverage heuristics to speedup this search process.

2.2 Implicit and Explicit User Feedback for Personalized Vis. Rec.

In this work, relevant visualizations $V_{ij} \in V_i$ for a specific user $i$ and dataset $X_{ij} \in X_i$ are defined generally, as the term relevant may refer to visualizations that a user clicked, liked, generated, among many other user actions that demonstrate positive feedback towards a visualization. In terms of personalized visualization recommendation, there are two general types of user feedback: implicit or explicit user feedback. Implicit user visualization feedback corresponds to user feedback that is not explicitly stated and includes user actions such as when a user clicks on a visualization or hovers over a visualizations for more than a specific time. Conversely, explicit user feedback on visualizations refers to feedback that is more explicitly stated about a visualization such as when a
user explicitly likes a visualization, or generates a visualization. Obviously, implicit user feedback is available at a larger quantity than explicit user feedback. However, implicit user feedback is not as strong as user feedback that is explicit, e.g., a user that clicked a visualization is not as strong as a user that explicitly liked a visualization.

We propose two different types of user preferences (implicit and explicit user feedback) that are important for learning personalized visualization recommendation models for individual users, including the data preferences and visual preferences of each individual user. For learning the data and visual preferences of a user, there is both implicit and explicit user feedback that can be used for developing personalized visualization recommender systems. There are many ways the model can leverage such user feedback during training, e.g., some feedback may have an associated score such as a rating, others may simply be binary where 1 indicates positive user feedback. We now discuss the two different types of user feedback below including data user-feedback (Section 2.2.1) and visual user-feedback (Section 2.2.2).

2.2.1 Data Preferences of Users: Implicit and Explicit Data Feedback. There is naturally both implicit and explicit user feedback regarding the data preferences of users. Explicit user feedback about the data preferences of a user is a far stronger signal than implicit user feedback, however, there is typically a lot more implicit user feedback for learning than explicit feedback from the user.

- **Implicit Data Preferences of Users.** An example of implicit feedback w.r.t. data preferences of the user is when a user clicks (or hovers over) a visualization that uses two attributes x and y from some arbitrary user-selected dataset. We can then extract the users data preferences from the visualization by encoding the two attributes that were used in the visualization preferred by that user.

- **Explicit Data Preferences of Users.** Similarly, an example of explicit feedback w.r.t. data preferences of the user is when a user explicitly likes a visualization (or adds a visualization to their dashboard) that uses two attributes x and y from some arbitrary user-selected dataset. In this work, we use another form of explicit feedback based on a user-generated visualization and the attributes (data) used in the generated visualization. Hence, this is a form of explicit feedback, since the user explicitly selects the attributes and creates a visualization using them (as opposed to clicking on a visualization automatically generated by a system).

Besides using implicit and explicit feedback provided by the user based on the click or like of a visualization and the data used in it, we can also leverage an even more direct feedback about a users data preferences. For instance, many visualization recommender systems allow users to select an attribute of interest to use in the recommended visualizations. As such we can naturally leverage any feedback of this type as well.

2.2.2 Visual Preferences of Users: Implicit and Explicit Visual Feedback. In terms of visual preferences of users, there is both implicit and explicit user feedback that can be used to learn a better personalized visualization recommendation model for individual users. Similar to Section 2.2.1, both implicit and explicit visual user-feedback can be used by the model in various ways. For instance, the user-feedback can be included in Figure 4 as a new link between the user and visual-configuration.

- **Implicit Visual Preferences of Users.** An example of implicit feedback w.r.t. visual preferences of the user is when a user clicks (or hovers over) a visualization from some arbitrary user-selected dataset. We can then extract the users visual preferences from the visualization, and appropriately encode it for learning the visual preferences of the individual user.

- **Explicit Visual Preferences of Users.** Similarly, an example of explicit feedback w.r.t. visual preferences of the user is when a user explicitly likes a visualization, adds a visualization to their dashboard, or even generates a visualization on the web (e.g., using plot.ly). Just as before,
we can then extract the visual preferences of the user from the visualization (mark/chart type, x-type, y-type, color, size, x-aggregate, and so on) and leverage the individual visual preferences or a combination of them for learning the user-specific personalized vis. rec. model.

2.3 Training User Personalized Visualization Recommendation Model

Given user-feedback data

$$\mathcal{D} = \{(\mathcal{X}_1, \mathcal{V}_1), \ldots, (\mathcal{X}_i, \mathcal{V}_i), \ldots, (\mathcal{X}_n, \mathcal{V}_n)\} = \{(\mathcal{X}_i, \mathcal{V}_i)\}_{i=1}^n$$

where for each user \(i \in [n]\), we have the set of datasets of interest to that user denoted as \(\mathcal{X}_i\) along with the sets of relevant visualizations \(\mathcal{V}_i\) generated by user \(i\) for every dataset \(X_{ij} \in \mathcal{X}_i\). More specifically,

$$\mathcal{V}_i = \{\mathcal{V}_{i1}, \ldots, \mathcal{V}_{ij}, \ldots\} \quad \text{and} \quad \mathcal{V}_{ij} = \{\mathcal{V}_{ij1}, \ldots, \mathcal{V}_{ijk}, \ldots\}$$

$$\mathcal{X}_i = \{X_{i1}, \ldots, X_{ij}, \ldots\} \quad \text{and} \quad X_{ij} = [x_{ij1}, x_{ij2}, \ldots]$$

where \(x_{ijk}\) is the \(k\)th attribute (column vector) of \(X_{ij}\). Hence, the number of attributes in \(X_{ij}\) has no relation to the number of relevant visualizations \(|\mathcal{V}_{ij}|\) that a user \(i\) preferred for that dataset. For a single user \(i\), the number of user preferred visualizations across all datasets of interest for that user is

$$v_i = \sum_{\mathcal{V}_{ij} \in \mathcal{V}_i} |\mathcal{V}_{ij}|$$

where \(\mathcal{V}_{ij}\) is the set of visualizations preferred by user \(i\) from dataset \(j\). Thus, the total number of user generated visualizations across all users and datasets is

$$v = \sum_{i=1}^n \sum_{\mathcal{V}_{ij} \in \mathcal{V}_i} |\mathcal{V}_{ij}|$$

For simplicity, let \(\mathcal{V}_{ijk} \in \mathcal{V}_{ij}\) denote the visualization generated by user \(i\) from dataset \(j\), that is, \(X_{ij} \in \mathcal{X}_i\), specifically using the subset of attributes \(X_{ijk}^{(k)}\) from the dataset \(X_{ij}\). Further, every user \(i \in [n]\) is associated with a set of datasets \(\mathcal{X}_i = \{X_{i1}, \ldots, X_{ij}, \ldots\}\) of interest. Let \(X_{ij}\) be the \(j\)th dataset of interest for user \(i\) and let \(|X_{ij}|\) denote the number of attributes (columns) of the dataset matrix \(X_{ij}\). Then the number of attributes across all datasets of interest to user \(i\) is

$$m_i = \sum_{X_{ij} \in \mathcal{X}_i} |X_{ij}|$$

and the number of attributes across all \(n\) users and all their datasets is

$$m = \sum_{i=1}^n \sum_{X_{ij} \in \mathcal{X}_i} |X_{ij}|$$

**Definition 1 (Space of Attribute Combinations).** Given an arbitrary dataset matrix \(X_{ij}\), let \(\mathcal{X}_{ij}\) denote the space of attribute combinations of \(X_{ij}\) defined as

$$\Sigma : X_{ij} \rightarrow \mathcal{X}_{ij}, \quad \text{s.t.}$$

$$\mathcal{X}_{ij} = \{X_{ij}^{(1)}, \ldots, X_{ij}^{(k)}, \ldots\}$$

where \(\Sigma\) is an attribute combination generation function and every \(X_{ij}^{(k)} \in \mathcal{X}_{ij}\) is a different subset (combination) of attributes from \(X_{ij}\).
Property 1. Let \(|X_{ij}|\) and \(|X_{ik}|\) denote the number of attributes (columns) of two arbitrary datasets \(X_{ij}\) and \(X_{ik}\) of user \(i\). If \(|X_{ij}| > |X_{ik}|\), then \(|X_{ij}| > |X_{ik}|\).

It is straightforward to see that if \(|X_{ij}| > |X_{ik}|\), then the number of attribute combinations of \(X_{ij}\) denoted as \(|X_{ij}|\) is larger than the number of different attribute subsets that can be generated from \(X_{ik}\) denoted as \(|X_{ik}|\). Property 1 is important as it characterizes the space of attribute combinations/subsets for a given dataset \(X_{ij}\) and therefore can be used to understand the corresponding space of possible visualizations that can be generated from a given dataset, as these are also tied.

In this work, we assume a visualization is specified using some grammar such as Vega-Lite [Satyanarayan et al. 2016]. Therefore, the data mapping and design choices of the visualization are encoded in a json-like format, and can easily render a visualization. A visualization configuration \(C\) (set of design choices) and the data attributes \(X^{(k)}_{ij}\) selected from a dataset \(X_{ij}\) is everything necessary to generate a visualization \(V = (X^{(k)}_{ij}, C)\). Hence, the tuple \((X^{(k)}_{ij}, C)\) defines a unique visualization \(V\) that leverages the subset of attributes \(X^{(k)}_{ij}\) from dataset \(X_{ij}\) along with the visualization configuration \(C \in C\).

Definition 2 (Visualization Configuration). Given a visualization \(X\) generated using a subset of attributes \(X^{(k)}_{ij}\) from dataset \(X_{ij}\), we define a function

\[
\Gamma : V \rightarrow C
\]

where \(\Gamma\) maps every data-dependent design choice of the visualization to its corresponding type (i.e., the attribute mapping to the x-axis of the visualization \(V\) is replaced with its general type such as quantitative, nominal, ordinal, temporal, etc). The resulting visualization configuration \(C\) is an abstraction of the visualization \(V\), in the sense that all the data attribute bindings have been abstracted and replaced with their general data attribute type. Hence, \(C\) is an abstraction of \(V\).

Intuitively, it is by replacing the data-specific design choices with their general type or set of general properties that enables us to capture and learn from these visualization-configurations. An example of a visual-configuration is shown in Figure 1. These visual-configurations can be thought of as a type of Vega-Lite spec. with the precise data-attributes abstracted to make it data-independent.

Definition 3 (Space of Visualization Configurations). Let \(C\) denote the space of all visualization configurations such that a visualization configuration \(C_{ik} \in C\) defines an abstraction of a visualization where for each visual design choice (x, y, marker-type, color, size, etc.) that maps to an attribute in some dataset \(X_{ij}\), we replace it with its type such as quantitative, nominal, ordinal, temporal or some other general property characterizing the attribute that can be selected. Therefore visualization configurations are essentially visualizations without any attributes (data), or visualization abstractions that are by definition data-independent.

Property 2. Every visualization configuration \(C_{ik} \in C\) is independent of any data matrix \(X\) (by Definition 3).

The above implies that \(C_{ik} \in C\) can potentially arise from any arbitrary dataset and is therefore not tied to any specific dataset since visualization configurations are general abstractions where the data bindings have been replaced with their general type, e.g., if x/y in some visualization mapped to an attribute in \(X\), then it is replaced by its type (i.e., ordinal, quantitative, categorical, etc). Note that while \(C\) can technically be very large, it is reasonable in practice. For instance, the size of \(C\) depends on the set of design choices and the possible values of each one. However, most are very small such as the chart-type, x/y-attribute type and so on. For other design choices such as size or
color, which can be continuous and large in general, we can instead restrict them to a much smaller discrete set of possibilities.

A visualization configuration and the attributes selected from a dataset is everything necessary to generate a visualization. The size of the space of visualization configurations is large since visualization configurations come from all possible combinations of design choices and their values.

**Definition 4 (Space of Visualizations of \(X_{ij}\)).** Given an arbitrary dataset matrix \(X_{ij}\), we define \(\mathcal{V}_{ij}^*\) as the space of all possible visualizations that can be generated from \(X_{ij}\). More formally, the space of visualizations \(\mathcal{V}_{ij}^*\) is defined with respect to a dataset \(X_{ij}\) and the space of visualization configurations \(\mathcal{C}\),

\[
\mathcal{X}_{ij} = \Sigma(X_{ij}) = \{X_{ij}^{(1)}, \ldots, X_{ij}^{(k)}, \ldots\} \quad (11)
\]

\[
\hat{\xi} : \mathcal{X}_{ij} \times \mathcal{C} \rightarrow \mathcal{V}_{ij}^* \quad (12)
\]

where \(\mathcal{X}_{ij} = \{X_{ij}^{(1)}, \ldots, X_{ij}^{(k)}, \ldots\}\) is the set of all possible attribute combinations of \(X_{ij}\) (Def. 1). More succinctly, \(\hat{\xi} : \Sigma(X_{ij}) \times \mathcal{C} \rightarrow \mathcal{V}_{ij}^*\), and therefore \(\hat{\xi}(\Sigma(X_{ij}), \mathcal{C}) = \mathcal{V}_{ij}^*\). The space of all visualizations \(\mathcal{V}_{ij}^*\) is determined entirely by the underlying dataset, and therefore remains the same for all \(n\) users. The difference in our personalized visualization recommendation problem is the relevance of each visualization in the space of all possible visualizations generated from an arbitrary dataset. Given a subset of attributes \(X_{ij}^{(k)} \in X_{ij}\) from dataset \(X_{ij}\) and a visualization configuration \(\mathcal{C} \in \mathcal{C}\), then \(\hat{\xi}(X_{ij}^{(k)}, \mathcal{C}) \in \mathcal{V}_{ij}^*\) is the corresponding visualization.

Importantly, fix \(\mathcal{C}\) and let \(X \neq Y \implies \forall i, j \ x_i \neq y_j\), then \(\hat{\xi}(\Sigma(X), \mathcal{C}) \cap \hat{\xi}(\Sigma(Y), \mathcal{C}) = \emptyset\). This implies the space of possible visualizations that can be generated is entirely dependent on the dataset (not the user). Hence, for any two datasets \(X\) and \(Y\) without any shared attributes between them, the set of visualizations that can be generated from \(X\) or \(Y\) is completely different,

\[
\hat{\xi}(\Sigma(X), \mathcal{C}) \cap \hat{\xi}(\Sigma(Y), \mathcal{C}) = \emptyset
\]

This has important consequences for the new problem of personalized visualization recommendation. Since it is unlikely that any two users care about the same underlying dataset, and even if they did, it is even far more unlikely that they have any relevant visualizations in common (just w.r.t. the exponential size of the visualization space for a single dataset with a reasonable amount of attributes). Therefore, it is not possible nor practical to leverage the relevant visualizations of a user directly. Instead, we need to decompose a visualization \(\mathcal{V}\) into its more meaningful components such as: (i) the characteristics of the data attributes \(X_{ij}^{(k)}\) used in a visualization, and (ii) the visual design choices (chart-type/mark, color, size, and so on).

**Definition 5 (Relevant Visualizations of User \(i\) and Dataset \(X_{ij}\)).** Let \(\mathcal{V}_{ij} \in \mathcal{V}_i\) define the set of relevant (positive) visualizations for user \(i\) with respect to dataset \(X_{ij}\). Therefore, \(\mathcal{V}_i = \bigcup_{X_{ij} \in \mathcal{X}_i} \mathcal{V}_{ij}\) where \(\mathcal{V}_i\) is the set of all relevant visualizations across all datasets \(\mathcal{X}_i\) of interest to user \(i\).

**Definition 6 (Non-relevant Visualizations of User \(i\) and Dataset \(X_{ij}\)).** For a user \(i\), let \(\mathcal{V}_{ij}^*\) denote the space of all visualizations that arise from the \(j\)th dataset \(X_{ij}\) such that the relevant (positive) visualizations \(\mathcal{V}_{ij}\) satisfies \(\mathcal{V}_{ij} \subseteq \mathcal{V}_{ij}^*\), then the space of non-relevant visualizations for user \(i\) on dataset \(X_{ij}\) is \(\mathcal{V}_{ij}^- = \mathcal{V}_{ij}^* \setminus \mathcal{V}_{ij}\), which follows from \(\mathcal{V}_{ij}^- \cup \mathcal{V}_{ij} = \mathcal{V}_{ij}^*\).

We denote \(Y_{ijk}\) as the ground-truth label of a visualization \(\mathcal{V}_{ijk} \in \mathcal{V}_{ij}^*\) where \(Y_{ijk} = 1\) if \(\mathcal{V}_{ijk} \in \mathcal{V}_{ij}\) and \(Y_{ijk} = 0\) otherwise. Now we formulate the problem of training a user-level personalized
visualization recommendation model $\mathcal{M}_i$ for user $i$ from a large user-centric visualization training corpus $\mathcal{D}$.

**Definition 7 (Training Personalized Vis. Recommendation Model).** Given a set of training datasets and user-relevant visualizations $\mathcal{D} = \{(\mathcal{X}_i, \mathcal{V}_i)\}_{i=1}^n$, the goal is to learn a personalized visualization recommendation model $\mathcal{M}_i$ for user $i$ by solving the following general objective function,

$$\arg\min_{\mathcal{M}_i} \sum_{j=1}^{\mathcal{X}_i} \sum_{(X^{(k)}_{ij}, C_{ijk}) \in \mathcal{V}_{ij} \cup \mathcal{V}_{ij}} \mathbb{L}(Y_{ijk} \mid \Psi(X^{(k)}_{ij}), f(C_{ijk}), \mathcal{M}_i), \quad i = 1, \ldots, n \tag{13}$$

where $\mathbb{L}$ is the loss function, $Y_{ijk} \in \{0, 1\}$ is the ground-truth label of the $k$th visualization $\mathcal{V}_{ijk} = (X^{(k)}_{ij}, C_{ijk}) \in \mathcal{V}_{ij} \cup \mathcal{V}_{ij}$ for dataset $X_{ij} \in \mathcal{X}_i$ of user $i$. Further, $X^{(k)}_{ij} \subseteq X_{ij}$ is the subset of attributes used in the visualization. In Eq. 13, $\Psi$ and $f$ are general functions over the subset of attributes $X^{(k)}_{ij} \subseteq X_{ij}$ and the visualization configuration $C_{ijk}$ of the visualization $\mathcal{V}_{ijk} = (X^{(k)}_{ij}, C_{ijk}) \in \mathcal{V}_{ij} \cup \mathcal{V}_{ij}$, respectively.
For learning individual models \( \mathcal{M}_i \) for every user \( i \in [n] \), we can also leverage the visualization and data preferences from other users. The simplest and most straightforward situation is when there is another user \( i' \in [n] \) with a set of relevant visualizations that use attributes from the same exact dataset, hence \( |\mathcal{X}_i \cap \mathcal{X}_{i'}| > 0 \). While the above strict assumption is convenient as it makes the problem far simpler, it is unrealistic in practice (and not very useful) to assume there exists a single dataset of interest to all users. Therefore, we designed the approach to be able to learn from visualizations preferred by other users on completely different datasets. To make this possible, we leverage the similarity between the attributes (used in the user-relevant visualizations) across completely different datasets. However, it is non-trivial since similarity functions require both attribute vectors to be the same size (dimension), but also the same data-type. In our case, both assumptions are unlikely to hold, making it infeasible to use directly. To overcome this issue, we introduce the notion of a meta-feature function that can be used to embed all attributes from any arbitrary dataset to a shared fixed dimensional space. More formally,

**Definition 8 (Meta-Feature Function).** Given an attribute \( x \) of any dimensionality from any dataset \( X \), let \( \Psi \) denote the meta-feature function that maps a data-attribute \( x \) to a shared \( K \)-dimensional meta-feature space that captures the important data characteristics of \( x \) that are universal (shared) across any arbitrary dataset of interest to the users. More formally,

\[
\Psi : x \rightarrow \mathbb{R}^K
\]

where \( x \) can be of an arbitrary attribute type (e.g., real-valued, integral, nominal, ordinal, etc) and size. For convenience, we also define \( \Psi : X \rightarrow \mathbb{R}^{K \times M} \) where \( X \) is an arbitrary dataset with \( M \) attributes. Hence, \( \Psi(x) \in \mathbb{R}^K \) and \( \Psi(X) \in \mathbb{R}^{K \times M} \).

In addition, we also leverage the similarity between the visual-configurations of the user-relevant visualizations, despite the visualizations arising from different datasets. More formally, given any two users \( i, i' \in [n] \) along with one of their relevant visualizations, \( \mathcal{V}_{ijk} = (X^{(k)}_{ij}, C_{ijk}) \in \mathcal{V}_i \) and \( \mathcal{V}_{i'jk'} = (X^{(k')}_{i'j}, C_{i'jk'}) \in \mathcal{V}_{i'} \), then since we know that the datasets used in these visualizations are completely different, we can still leverage this across-dataset training information if they use similar attributes, where across-dataset similarity is measured by first mapping each attribute used in the visualization to a shared \( K \)-dimensional meta-feature space, where we can then measure the similarity between each of the attributes used in the visualizations generated by different users. Hence, \( s(\Psi(X^{(k)}_{ij}), \Psi(X^{(k')}_{i'j})) > 1 - \epsilon \) where \( X^{(k)}_{ij} \notin \mathcal{X}_i \) and \( X^{(k')}_{i'} \notin \mathcal{X}_{i'} \). Intuitively, this implies that even though the visualizations are generated using different data, they visualize data that is similar with respect to its overall characteristics and patterns. By construction, visualizations \( \mathcal{V}_{ijk} \) and \( \mathcal{V}_{i'j'k'} \) from two different users \( i, i' \in [n] \) and datasets \( X_{ij} \neq X_{i'j'} \) may use the same visual-configuration (set of design choices), \( C_{ijk} = C_{i'j'k'} \in \mathcal{C} \), since we defined the notion of visual-configurations to be data-independent, and thus, even though two visualizations may visualize data attributes from completely different datasets, they can still share the same visual-configuration (design choices). Therefore, as we will see later, we are able to learn from other users with visualizations that use attributes from completely different datasets.

### 2.4 Personalized Visualization Scoring and Recommendation

After learning the personalized visualization recommendation model \( \mathcal{M}_i \) for an individual user \( i \in [n] \) (Eq. 13), we can then use \( \mathcal{M}_i \) to score and recommend the top most relevant visualizations for user \( i \) from any arbitrary dataset \( X \). There are three possible cases that are naturally supported by the learned model \( \mathcal{M}_i \) for recommending visualizations specifically of interest to user \( i \) based on their past interactions (visualizations the user viewed/clicked or more generally interacted with):
(1) The dataset \( X \) used for recommending personalized visualizations to user \( i \) via \( M_i \) can be a new previously unseen dataset of interest \( X \notin \{X_1, X_2, \ldots, X_n\} \).

(2) The dataset \( X \) is not a previous dataset of interest to user \( i \), but has been used previously by one or more other users \( X \in \{X_1, \ldots, X_n\} \setminus X_i \).

(3) The dataset \( X \in X_i \) is a previous dataset of interest to user \( i \).

A fundamental property of the personalized visualization recommendation problem is that the user visualization scores for an arbitrary visualization \( V \) (that visualizes data from an arbitrary dataset \( X \)) are different depending on the individual user and their historical preferences and interests. More formally, given users \( i, i' \in [n] \) and a visualization \( V \) from a new unseen dataset \( X_{test} \), we obtain personalized visualization scores for user \( i \) and \( i' \) as \( M_i(V) \) and \( M_{i'}(V) \), respectively. While existing rule-based [Moritz et al. 2018; Wongsuphasawat et al. 2015, 2017] or ML-based \( i \) we obtain personalized visualization scores for user \( i \) describing the effectiveness or importance of the visualization with respect to that individual user.

\[ M_i(V) \neq M_{i'}(V), \quad \forall i, i' = 1, \ldots, n \quad \text{s.t.} \quad i < i' \]  \hfill (15)

Hence, given an arbitrary visualization \( V \), the personalized scores \( M_i(V) \) and \( M_{i'}(V) \) for any two distinct users \( i \) and \( i' \) are not equal with high probability. This is due to the fact that the personalized visualization recommendation models \( M_1, M_2, \ldots, M_n \) capture each of the \( n \) users individual data preferences, design/visual preferences, and overall visualization preferences. Data-efficiency is a significant problem for any naive model and formulation due to the sparsely observed visualizations per user and dataset dependence of the visualizations. Therefore, we address these data-efficiency issues by mapping the data-attribute and visual feedback of users into a shared space where the model can leverage feedback from other users. For instance, we map the data attributes from every dataset of a user into a shared \( K \)-dimensional space (via meta-features) that enables us to leverage data-attribute feedback from other users, despite that the data-attributes are from different datasets. These aspects are discussed further in Section 3.

**Definition 9 (Personalized Visualization Scoring).** Given the personalized visualization recommendation model \( M_i \) for user \( i \) and a dataset \( X_{test} \) of interest to user \( i \), we can obtain the personalized scores for user \( i \) of every possible visualization that can be generated as,

\[ M_i: X_{test} \times \mathcal{C} \rightarrow \mathbb{R} \]  \hfill (16)

where \( X_{test} = \{\ldots, X_{test}^{(k)}, \ldots\} \) is the space of attribute subsets from \( X_{test} \) and \( \mathcal{C} \) is the space of visualization configurations. Hence, given an arbitrary visualization \( V \), the learned model \( M_i \) outputs a personalized score for user \( i \) describing the effectiveness or importance of the visualization with respect to that individual user.

**Definition 10 (Personalized Visualization Ranking).** Given the set of generated visualizations \( \mathcal{V}_{test} = \{V_1, V_2, \ldots, V_Q\} \) where \( Q = |\mathcal{V}_{test}| \), we derive a personalized ranking of the visualizations \( \mathcal{V}_{test} \) from \( X_{test} \) for user \( i \) as follows:

\[ \rho_i(\{V_1, V_2, \ldots, V_Q\}) = \arg \max_{V_i \in \mathcal{V}_{test}} M_i(V_i) \]  \hfill (17)
where for any two visualizations $V_t$ and $V_{t'}$ in the personalized ranking $p_i(\{V_1, V_2, \ldots, V_{|Q|}\})$ of visualizations for the individual user $i$ (from dataset $X_{\text{test}}$) such that $t < t'$, then $\mathcal{M}_i(V_t) \geq \mathcal{M}_i(V_{t'})$ holds by definition.

Informally, given a new dataset $X_{\text{test}}$ to recommend visualizations for via the trained model $\mathcal{M}_i$ (Eq. 13), then $\mathcal{M}_i(\xi(\Sigma(X_{\text{test}}), \mathcal{C}))$ where $\mathcal{C}$ is the space of relevant visualization configurations. Notice that $\mathcal{M}_i(V_{\text{test}}) = \mathcal{M}_i(\xi(\Sigma(X_{\text{test}}), \mathcal{C}))$. For tractability, we replace the set of possible visualization configurations $\mathcal{C}$ with the set of relevant configurations $\mathcal{C}_r = R(\mathcal{C})$ where $R$ is a function consisting of visual rules that enables us to discard configurations that are invalid with respect to the manually defined rules. The list of rules from Voyager and other rule-based systems can read from a file similar to stopwords in information retrieval. Hence, $\mathcal{C}_r \subseteq \mathcal{C}$.

Furthermore, given a new dataset of interest, the space of visualizations to search over is completely different from the space of visualizations that arises from any other (non-identical) dataset. More formally, let $\mathcal{V}_i^*$ and $\mathcal{V}_j^*$ denote the space of all possible visualizations that arise from $X_i$ and $X_j$ held-out datasets, then $\forall r, s, \mathcal{V}_r \in \mathcal{V}_i^* \neq \mathcal{V}_s \in \mathcal{V}_j^*$ holds. Further, this obviously holds $\forall i, j \in [T]$ as well. Clearly, the above holds, since a visualization consists of a subset of attributes (data) and design choices. The above demonstrates the difficulty of the visualization recommendation learning problem, in the sense that, the model must recommend relevant visualizations from a space of visualizations never seen by the learning algorithm. Moreover, we can even show a weaker property regarding the cardinality of the space of visualizations that arise from different held-out datasets,

**Claim 2.1.** Let $\mathcal{V}_i^*$ and $\mathcal{V}_j^*$ denote the space of all possible visualizations that arise from $X_i$ and $X_j$ held-out datasets, then with high probability $|\mathcal{V}_i^*| \neq |\mathcal{V}_j^*|$ almost surely holds $\forall i, j \in [T]$.

### 3 PERSONALIZED VISUALIZATION RECOMMENDATION FRAMEWORK

In this section, we present the framework for solving the personalized visualization recommendation problem from Section 2. In Section 3.1, we first describe the meta-feature learning approach for mapping user datasets to a shared universal meta-feature space where relationships between the corpus of tens of thousands of datasets can be automatically inferred and used for learning individual personalized models for each user. Then Section 3.2 introduces a graph model that captures the data preferences of users while Section 3.3 proposes graph models that naturally encode the visual preferences of users. The personalized visualization recommendation models learned from the proposed graph representations are described in Section 3.4, while the visualization scoring and recommendation techniques are presented in Section 3.5.

#### 3.1 Representing Datasets in a Universal Shared Meta-Feature Space

To learn from user datasets of different sizes, types, and characteristics, we first embed the attributes (columns) of each dataset $X \in X_1 \cup X_2 \cup \cdots \cup X_n$ (from any user) in a shared $K$-dimensional meta-feature space. This also enables the personalized visualization recommendation model to learn from users with similar data preferences. Recall that each user $i \in [n]$ is associated with a set of datasets $X_i = \{X_{i1}, X_{i2}, \ldots\}$.

**Claim 3.1.** Let $\mathcal{X} = \bigcup_{i=1}^n X_i$ denote the set of all datasets. Then

$$\sum_{i=1}^n |X_i| \geq |\mathcal{X}|$$

(18)
where we can derive the similarity between $x$ and $y$, shown in Table 2. Many of the framework components use the meta-feature functions denoted as $\langle \cdot, \cdot \rangle$. Therefore as shown above, there is no way to compute similarity between them directly. In such a case, the question then becomes how can we leverage the feedback from users like this, to better recommend attributes from different datasets that may be of interest to a new and/or previous user? To do this, we need a general method that can derive a fixed-size embedding $\Psi(x) \in \mathbb{R}^K$ of an attribute $x$ from any arbitrary dataset $X$ such that the $K$-dimensional embedding $\Psi(x)$ captures the important data characteristics and statistical properties of $x$, independent of the dataset and size of $x$. One possibility of $\Psi$ is the meta-feature functions shown in Table 3. Afterwards, given two attributes $x$ and $y$ from different datasets (i.e., $X$ and $Y$) and users, we can derive the similarity between $x$ and $y$. Suppose there is implicit/explicit user feedback regarding an attribute $x$, then given another arbitrary user $i$ interested in a new dataset $Y$ (without any feedback on the attributes in $Y$), then we can derive the similarity between $x$ and $y$, and if $y$ is similar to an attribute $x$ that was preferred by some user(s), then we can assign the attribute $y$ a higher probability (weight, score), despite that it doesn’t yet have any user feedback. Therefore, as discussed above, it is clear that this idea of transferring user feedback about attributes across different datasets is extremely powerful and fundamentally important for personalized visualization recommendation (especially when there is only limited sparse feedback available). Moreover, the proposed idea above is also important when there is no feedback about an attribute in some dataset, or a completely new dataset of interest by a user. This enables us to learn better personalized visualization recommendation models for individual users while requiring significantly less feedback.

**Property 3.** Two attributes $x$ and $y$ are similar iff

$$s(\Psi(x), \Psi(y)) > 1 - \epsilon.$$  \hfill (19)

where $s(\cdot, \cdot)$ is the similarity function. Notice that since almost surely $|x| \neq |y|$ (different sizes), then the similarity of $x$ and $y$ cannot be computed directly. Therefore, we embed $x$ and $y$ into the same $K$-dimensional meta-feature space where there similarity can be computed directly as $s(\Psi(x), \Psi(y))$.

Attributes from different datasets are naturally of different sizes, types, and even from different domains. Therefore as shown above, there is no way to compute similarity between them directly. Instead, we propose to map each attribute from any arbitrary dataset into a shared $K$-dimensional space using meta-feature functions. After every attribute is mapped into this $K$-dimensional meta-feature space, we can then compare their similarity directly.

In this work, we propose a meta-feature learning framework with four main components as shown in Table 2. Many of the framework components use the meta-feature functions denoted as

| Framework Components | Examples |
|----------------------|----------|
| 1. Data representations $\mathcal{G}$ | $x, p, g(x), f_b(x)$ log-binning, ... |
| 2. Partitioning functions $\Pi$ | Clustering, binning, quartiles, ... |
| 3. Meta-feature functions $\psi$ | Statistical, information theoretic, ... |
| 4. Meta-embedding of meta-features $\Psi$ | $\arg\min \mathcal{D}_L(M \| H\Sigma Q^\top)$, then $\hat{q} = \Sigma^{-1} H^\top \tilde{m}$ |

Hence, if $\sum_{i=1}^n |X_i| = |X|$, then this implies that all users have completely different datasets (there does not exist any two users $i, j \in [n]$ that have a dataset in common). Otherwise, if there exists two users that have at least one dataset in common with one another, then $\sum_{i=1}^n |X_i| > |X|$.

In our personalized visualization recommendation problem (Sec. 2), it is possible (and in many cases likely) that users are interested in completely different datasets. In the worst case, every user has a completely disjoint set of datasets, and thus, the implicit and/or explicit user feedback regarding the attributes of interest to the users is also completely disjoint. In such a case, the question then becomes how can we leverage the feedback from users like this, to better recommend attributes from different datasets that may be of interest to a new and/or previous user? To do this, we need a general method that can derive a fixed-size embedding $\Psi(x) \in \mathbb{R}^K$ of an attribute $x$ from any arbitrary dataset $X$ such that the $K$-dimensional embedding $\Psi(x)$ captures the important data characteristics and statistical properties of $x$, independent of the dataset and size of $x$. One possibility of $\Psi$ is the meta-feature functions shown in Table 3. Afterwards, given two attributes $x$ and $y$ from different datasets (i.e., $X$ and $Y$) and users, we can derive the similarity between $x$ and $y$. Suppose there is implicit/explicit user feedback regarding an attribute $x$, then given another arbitrary user $i$ interested in a new dataset $Y$ (without any feedback on the attributes in $Y$), then we can derive the similarity between $x$ and $y$, and if $y$ is similar to an attribute $x$ that was preferred by some user(s), then we can assign the attribute $y$ a higher probability (weight, score), despite that it doesn’t yet have any user feedback. Therefore, as discussed above, it is clear that this idea of transferring user feedback about attributes across different datasets is extremely powerful and fundamentally important for personalized visualization recommendation (especially when there is only limited sparse feedback available). Moreover, the proposed idea above is also important when there is no feedback about an attribute in some dataset, or a completely new dataset of interest by a user. This enables us to learn better personalized visualization recommendation models for individual users while requiring significantly less feedback.
ψ. A meta-feature function is a function that maps an arbitrary vector to a value that captures a specific characteristic of the vector of values. In this work, we leverage a large class of meta-feature functions formally defined in Table 3. The specific meta-feature functions shown in Table 3 were chosen since they capture a wide range of fundamental data characteristics that are important for visualization and related tasks. In particular, they represent statistical properties of the data relating to the distribution, sequential properties, informativeness, noisiness, dispersion, imputation effects, and so on. These properties serve as the fundamental basis that more complex meta-features are learned via the other framework components in Table 2. However, the framework is flexible and can leverage any arbitrary collection of meta-feature functions. Notably, mapping every attribute from any dataset into a low-dimensional meta-feature space enables the model to capture and learn from the similarity between user preferred attributes in completely different datasets.

Let \( x \) denote an attribute (column vector) from any arbitrary user dataset. Then we may apply the collection of meta-features \( \psi \) from Table 3 directly to \( x \) to obtain a low-dimensional representation of \( x \) as \( \psi(x) \). In addition, we can also apply the meta-feature functions \( \psi \) to various representations and transformation of \( x \). For instance, we can first derive the probability distribution \( p(x) \) of \( x \) such that \( p(x)^T e = 1 \), and then use the meta-feature functions \( \psi \) over \( p(x) \) to characterize this representation of \( x \). We can also use the meta-feature functions to characterize other important representations and transformations of the attribute vector \( x \) such as different scale-invariant and dimensionless representations of the data using different normalization functions \( g_\ell(\cdot) \) over the attribute (column) vector \( x \), and from each of these representations, we can apply the above meta-feature functions, e.g., \( g_\ell(x) = \frac{x - \min(x)}{\max(x) - \min(x)} \), then \( \psi(g_\ell(x)) \). More generally, let \( \mathcal{G} = \{g_1, g_2, \ldots, g_\ell\} \) denote a set of data representation and transformation functions that can be applied over an attribute vector \( x \) from any arbitrary user dataset. We first compute the meta-feature functions \( \psi \) (e.g., from Table 3) over the \( \ell \) different representations of the attribute vector \( x \) given by the functions \( \mathcal{G} = \{g_1, g_2, \ldots, g_\ell\} \) as follows:

\[
\psi(g_1(x)), \psi(g_2(x)), \ldots, \psi(g_\ell(x))
\]  \( \tag{20} \)

Note that if \( g \in \mathcal{G} \) is the identity function, then \( \psi(g(x)) = \psi(x) \). In all cases, the meta-feature function \( \psi \) maps a vector of arbitrary size to a fixed size lower-dimensional vector.

For each of the different representation/transformation functions \( \mathcal{G} = \{g_1, \ldots, g_\ell\} \) of the attribute vector \( x \), we use a partitioning function \( \Pi \) to group the different values into \( k \) different subsets (i.e., partitions, clusters, bins). Then we apply the meta-feature functions \( \psi \) to each of the \( k \) different groups as follows:

\[
\psi(\Pi_1(g_1(x))), \ldots, \psi(\Pi_k(g_1(x))), \ldots, \psi(\Pi_1(g_\ell(x))), \ldots, \psi(\Pi_k(g_\ell(x)))
\]  \( \tag{21} \)

where \( \Pi_k \) denotes the \( k \)th partition of values from the partitioning function \( \Pi \). Note that to ensure every attribute is mapped to the same \( K \)-dimensional meta-feature space, we only need to fix the number of partitions \( k \). In Eq. 21, we show only a single partitioning function \( \Pi \), however, multiple partitioning functions are used in this work and each is applied in a similar fashion as Eq. 21. All the meta-features derived from Eq. 20 and Eq. 21 are then concatenated into a single vector of meta-features describing the characteristics of the attribute \( x \). More formally, the meta-feature function \( \Psi : x \rightarrow \mathbb{R}^K \) that combines the different components from the framework (in Table 2) is defined as

\[
\Psi(x) = \left[ \psi(g_1(x)) \cdots \psi(g_\ell(x)) \cdots \psi(\Pi_1(g_1(x))) \cdots \psi(\Pi_k(g_1(x))) \cdots \psi(\Pi_1(g_\ell(x))) \cdots \psi(\Pi_k(g_\ell(x))) \right]
\]  \( \tag{22} \)
Fig. 3. Similarity of attributes across different datasets using the attribute embeddings in the universal meta-feature space. (a) uses the first 1000 attributes across different datasets and takes the cosine similarity between each pair of attributes with respect to their fixed $k$-dimensional meta-feature vectors. (b) shows the cosine similarity between the attribute meta-features used to characterize the different attributes. See text for discussion.

The resulting $\Psi(x)$ is a $K$-dimensional meta-feature vector for attribute $x$. Our approach is agnostic to the precise meta-feature functions used, and is flexible for use with any alternative set of meta-feature functions (Table 3).

Let $\mathcal{X} = \bigcup_{i=1}^{n} \mathcal{X}_i$ denote the set of dataset matrices across all $n$ users. Given an arbitrary dataset matrix $X \in \mathcal{X}$ (which can be shared among multiple users), let $\Psi(X) \in \mathbb{R}^{K \times |X|}$ be the resulting meta-feature matrix obtained by applying $\Psi$ independently to each of the $|X|$ attributes (columns) of $X$. Then, we can derive the overall meta-feature matrix $M$ as

$$M = \bigoplus_{X \in \mathcal{X}} \Psi(X)$$

(23)

where $\bigoplus$ is the concatenation operator, i.e., $\Psi(x) \oplus \Psi(y) = [\Psi(x) \Psi(y)] \in \mathbb{R}^{K \times 2}$. Note that Eq. 23 is not equivalent to $\bigoplus_{i=1}^{n} \bigoplus_{X \in \mathcal{X}_i} \Psi(X)$ since any two users $i, j \in [n]$ can share one or more datasets. With slight abuse of notation, let $d = |\mathcal{X}|$ and $\mathcal{X} = \{X_1, \ldots, X_d\}$, then $M = \Psi(\{X_1, \ldots, X_d\})$ where $M$ is a $K \times (|X_1| + \cdots + |X_d|)$ matrix.

In Figure 3, we investigate the similarity of attributes across different datasets in the personalized visualization corpus (Section 5), and observe two important findings. First, Figure 3(a) indicates that attributes across different datasets may be similar to one another and the latent relationships between the attributes can benefit learning personalized visualization recommendation models, especially for users with very few or even no visualization feedback. Second, the meta-features used to characterize attributes from any arbitrary dataset are diverse and fundamentally different from one another as shown in Figure 3(b). This finding is important and validates the proposed meta-feature learning framework since the meta-features must be able to capture the fundamental patterns and characteristics for a dataset from any arbitrary domain.

3.1.1 Meta-Embedding of Meta-Features. We can derive an embedding using the current meta-feature matrix $M$. Note this meta-feature matrix may contain all meta-features across all previous datasets or simply the meta-features of a single dataset. However, the more datasets, the better
Table 3. Summary of attribute meta-feature functions. Let $x$ denote an arbitrary attribute (variable, column, field) vector and $\pi(x)$ is the sorted vector.

| Function Name                  | Equation                                                                 |
|-------------------------------|--------------------------------------------------------------------------|
| Num. instances                | $|x|$                                                                      |
| Num. missing values           | $s$                                                                      |
| Frac. of missing values       | $|x| - s / |x|$                                                             |
| Num. nonzeros                 | $\text{nnz}(x)$                                                         |
| Num. unique values            | $\text{card}(x)$                                                        |
| Density                       | $\text{nnz}(x)/|x|$                                                     |
| $Q_1, Q_3$                    | median of the $|x|/2$ smallest (largest) values                           |
| IQR                           | $Q_3 - Q_1$                                                              |
| Outlier LB $\alpha \in \{1.5, 3\}$ | $\sum_i I(x_i < Q_1 - \alpha IQR)$                                      |
| Outlier UB $\alpha \in \{1.5, 3\}$ | $\sum_i I(x_i > Q_3 + \alpha IQR)$                                      |
| Total outliers $\alpha \in \{1.5, 3\}$ | $\sum_i I(x_i < Q_1 - \alpha IQR) + \sum_i I(x_i > Q_3 + \alpha IQR)$ |
| (astd) outliers $\alpha \in \{2, 3\}$ | $\mu_k \pm \alpha \sigma_x$                                           |
| Spearman ($\rho$, p-val)      | $\text{spearman}(x, \pi(x))$                                            |
| Kendall ($\tau$, p-val)       | $\text{kendall}(x, \pi(x))$                                             |
| Pearson ($r$, p-val)          | $\text{pearson}(x, \pi(x))$                                            |
| Min, max                      | $\text{min}(x)$, $\text{max}(x)$                                       |
| Range                         | $\text{max}(x) - \text{min}(x)$                                        |
| Median                        | $\text{med}(x)$                                                         |
| Geometric Mean                | $|x|^{-1} \prod_i x_i$                                                   |
| Harmonic Mean                 | $|x| / \sum_i \frac{1}{x_i}$                                            |
| Mean, Stdev, Variance         | $\mu_x$, $\sigma_x$, $\sigma_x^2$                                     |
| Skewness                      | $\mathbb{E}(x-\mu_x)^3 / \sigma_x^3$                                  |
| Kurtosis                      | $\mathbb{E}(x-\mu_x)^4 / \sigma_x^4$                                  |
| HyperSkewness                 | $\mathbb{E}(x-\mu_x)^5 / \sigma_x^5$                                  |
| Moments [6-10]                | $-$                                                                     |
| k-statistic [3-4]             | $-$                                                                     |
| Quartile Dispersion Coeff.    | $\frac{Q_3 - Q_1}{Q_3 + Q_1}$                                           |
| Median Absolute Deviation     | $\text{med}(|x - \text{med}(x)|)$                                      |
| Avg. Absolute Deviation       | $\frac{1}{|x|} e^T |x - \mu_x|$                                      |
| Coeff. of Variation           | $\sigma_x / \mu_x$                                                     |
| Efficiency ratio              | $\sigma_x^2 / \mu_x^2$                                                 |
| Variance-to-mean ratio        | $\sigma_x^2 / \mu_x$                                                  |
| Signal-to-noise ratio (SNR)   | $\mu_x^2 / \sigma_x^2$                                                |
| Entropy                       | $H(x) = - \sum_i x_i \log x_i$                                         |
| Norm. entropy                 | $H(x)/\log_e|x|$                                                       |
| Gini coefficient              | $-$                                                                     |
| Quartile max gap              | $\max(Q_{i+1} - Q_i)$                                                  |
| Centroid max gap              | $\max_{ij} |c_i - c_j|$                                                 |
| Histogram prob. dist.         | $P_h = \frac{h}{h^2 e}$ (with fixed # of bins)                         |
| Landmarker(4-Means)           | (i) sum of squared dist., (ii) mean silhouette coeff., (iii) num. of iterations |
the meta-embedding of the meta-feature will reveal the important latent structures between the meta-features. We learn the latent structure in the meta-feature matrix $\mathbf{M}$ by solving\(^1\)

$$\arg\min_{\mathbf{H}, \mathbf{\Sigma}, \mathbf{Q}} \mathcal{D}_\mathcal{L} (\mathbf{M} || \mathbf{H\Sigma Q}^\top)$$

(24)

Given meta-features for a new attribute $\mathbf{m}$ in another arbitrary unseen dataset, we use the latent low-rank meta-embedding matrices to map the meta-feature vector $\mathbf{m} \in \mathbb{R}^k$ into the low-rank meta-embedding space as

$$\mathbf{q} = \mathbf{\Sigma}^{-1} \mathbf{H}^\top \mathbf{m}$$

(25)

Hence, the meta-feature vector $\mathbf{m}$ of a new previously unseen attribute is mapped into the same meta-embedding space $\mathbf{q}$. The resulting meta-embedding of the meta-features of the new attribute can then be concatenated onto the meta-feature vector. This has several important advantages. First, using the proposed meta-feature learning framework shown in Table 2 results in hundreds or thousands of meta-features for a single attribute. Many of these meta-features may not be important for a specific attribute, while a few meta-features may be crucial in describing the attribute and its data characteristics. Therefore, the meta-embedding of the meta-features can be viewed as a noise reduction step that essentially removes redundant or noisy signals from the data while preserving the most important signals that describe the fundamental direction and characteristics of the data. Second, the meta-embedding of the meta-features reveals the latent structure and relationships in the meta-features. This step can also be viewed as a type of landmark feature since we solve a learning problem to find a low-rank approximation of $\mathbf{M}$ such that $\mathbf{M} \approx \mathbf{H\Sigma Q}^\top$.

However, we include it as a different component of the meta-feature learning framework in Table 2 since instead of concatenating the meta-embedding of the meta-features for a attribute, we can also use it directly by replacing it with the meta-feature vector. This is especially important when there is a large number of datasets (e.g., more than 100K datasets with millions of attributes in total) for learning. For instance, if there are 2.3M attributes (see 100K dataset in Table 4), and each attribute is encoded with a dense $K = 1006$ dimensional meta-feature vector, then $\mathbf{M}$ has $1006 \times 2,300,000$ values that need to be stored, which use 18.5GB space (assuming 8 bytes per value). However, if we use the meta-embedding of the meta-features with $K = 10$, then $\mathbf{M}$ takes about 200MB (0.18GB) of space.

### 3.2 Learning from User-level Data Preferences Across Different Datasets

Given users $i$ and $j$ that provide feedback on the attributes of interest from two completely different datasets, how can we leverage the user feedback (data preferences) despite it being across different datasets without any shared attributes? To address this important problem, we propose a novel representation and model that naturally enables the transfer of user-level data preferences across different datasets to improve predictive performance, recommendations, and reduce data sparsity. The across dataset transfer learning of user-level data preferences becomes possible due to the proposed representation and model for personalized visualization recommendation.

We now introduce the novel user-level data preference graph model for personalized visualization recommendation that naturally enables across-dataset and across-user transfer learning of preferences. This model encodes users, their interactions with attributes (columns/variables from any arbitrary dataset) and the meta-features of the attributes. This new representation enables us to learn from user-level data preferences across different datasets and users, and therefore very important for personalized visualization recommendation systems. In particular, we first derive the

---

\(^1\)Assume w.l.o.g. that columns of $\mathbf{M}$ and the meta-features of a new attribute $\mathbf{m}$ are normalized to length 1.
following user-by-attribute preference matrix $A$ as follows:

$$A = [A]_{ij} = \# \text{ of times user } i \text{ clicked (a visualization with) attribute } j$$  \hspace{1cm} (26)

In terms of the implicit or explicit user “action” encoded by $A_{ij}$, it could be an implicit user action such as when a user clicks or hovers-over a specific attribute $j$ or when a user clicks or hovers-over a visualization that uses attribute $j$ in it. Similarly, $A_{ij}$ can encode an explicit user action/feedback such as the attribute $j$ that a user explicitly liked (independent of a visualization), or more generally, the attribute $j$ used in a visualization that a user explicitly liked, or added-to-their dashboard, and so on. In other words, there are two different types of explicit and implicit user feedback about attributes, notably, user feedback regarding a visualization that used an attribute $j$ (whether the user action is a click, hover, added-to-dashboard, etc), or more directly, whether a user liked or clicked on an attribute in the dataset directly via some UI.

Given $A$ defined in Eq. 26, we are able to learn from two or more users that have at least one attribute preference in common. More precisely, $A_{ij}^T A_{ji} > 0$ for two arbitrary users $i$ and $j$, which implies two users $i$ and $j$ share a dataset of interest, and have preferred at least one of the same attributes in that dataset. Unfortunately, finding two users that satisfy the above constraint is often unlikely. Therefore, we need to add another representation to $A$ that creates meaningful connections between attributes in different datasets based on their similarity. In particular, we do this by leveraging the meta-feature matrix $M$ from Section 3.1 derives by mapping every attribute in a user-specific dataset to a k-dimensional meta-feature vector. This defines a universal meta-feature space that is shared among the attributes in any arbitrary dataset, and therefore allowing the learning of connections between users and their preferred attributes in completely different datasets. This new component is very important, since without it, we have no way to learn from other users (and across different datasets), since each user has its own datasets, and thus has their own set of visualizations (where each visualization consists of a set of design choices and data choices) that are not shared by any other users.

---

**Fig. 4.** Overview of the proposed graph model for personalized visualization recommendation. Links between meta-features and data attributes represent the meta-feature matrix $M$ from Section 3.1 whereas links between users and their preferred data attributes represent $A$ (Section 3.2). Both of these capture the user-level data preferences across different datasets. Links between users and their visualization configurations represent $A$ and capture the user-level visual preferences. Finally, links between visualization configurations and data attributes represent $D$. Note that all links are weighted; and the data attribute/column nodes of a specific dataset are grouped together.
3.3 Learning from User-level Visual Preferences Across Different Datasets

Visualizations naturally consist of data and visual design choices. The dependence of data in a visualization means that visualizations generated for one dataset will be completely different from the visualizations generated by any other dataset. This is problematic if we want to develop a personalized visualization recommendation system that can learn from the visual preferences of users despite that the users may not have preferred any visualizations from the same datasets. This is important since visualizations are fundamentally tied to the dataset, and each user may have their own set of datasets that are not shared by any other user. Moreover, even if two users had a dataset in common, the probability that the users prefer the same visualization is very small (almost surely zero) due to the exponential space of visualizations that may arise from a single dataset.

To overcome these issues, we introduce a dataset independent notion of a visualization called a visualization configuration. Using this notion, we propose a novel graph representation that enables us to learn from the visual preferences of users despite that they may not have preferred any visualizations from the same datasets. In particular, to learn from visualizations across different datasets and users, we introduce a dataset independent notion called a visualization configuration that removes the dataset dependencies of visualizations, enabling us to capture the general user-level visual preferences of users, independent of the dataset of interest. A visualization configuration is an abstraction of a visualization where instead of mapping specific data attributes to specific design choices of the visualization (e.g., x, y, color, etc.), we replace them with their general type (e.g., numerical, categorical, temporal, ...) or other general property or set of properties that generalize across the different datasets. Most importantly, it is by replacing the data-specific design choices with their general type or set of general properties that enables us to capture and learn from these visualization-configurations. More formally,

**Definition 11 (Visual Configuration).** Given a visualization \( V \) consisting of a set of design choices and data (attributes) associated to a subset of the design choices. For every design choice such as chart-type, there is a set of possible options. Other design choices such as color can also be associated to a set of options, e.g., static color definitions, or color map for specific data attributes. Let \( T : x \rightarrow P \) be a function that maps an attribute \( x \) of some arbitrary dataset \( X \in \mathcal{X} \) to a property \( P \) that generalizes across any arbitrary dataset, and therefore, is independent of the specific dataset. Hence, given attributes \( x \) and \( y \) from two different datasets, then it is possible that \( T(x) = P \) and \( T(y) = P \). A visualization configuration is defined as an abstraction of a visualization where every design choice of a visualization that is bound to a data attribute is replaced with a general property of the attribute \( T(x) = P \).

**Claim 3.2.** There exists \( x \) and \( y \) from different datasets such that \( T(x) = P \) and \( T(y) = P \) hold.

The size of the space of visualization configurations is large since visualization configurations come from all possible combinations of design choices and their values such as,

- **chart-type:** bar, scatter, ...
- **x-type:** quantitative, nominal, ordinal, temporal, ..., none
- **y-type:** quantitative, nominal, ordinal, temporal, ..., none
- **color:** red, green, blue, ...
- **size:** 1pt, 2pt, ...
- **x-aggregate:** sum, mean, bin, ..., none
- **y-aggregate:** sum, mean, bin, ..., none
- ...

A visualization configuration and the attributes selected is everything necessary to generate a visualization. In Figure 1, we provide a toy example showing the process of extracting a data-independent
visual-configuration from a visualization. Using the notion of a visualization configuration (Definition 11), we can now introduce a model that captures the visualization preferences of users while ensuring that the visual preferences are not tied to specific datasets. In particular, we define the visual preference matrix \( C \) as follows:

\[
C = [C]_{ij} = \text{# of times user } i \text{ clicked visualization configuration } j \tag{27}
\]

Note that clicked is simply one such example. Other possibilities of defining \( C \) (or other similar visual preference matrices) include \( C_{ij} = \# \text{ of times user } i \text{ performed action } \in \{\text{clicked, hovered, liked, added-to-dashboard}\} \text{ visualization configuration } j \). From our proposed graph model shown in Eq. 27, we can directly learn from user-level visual preferences across different datasets. This novel user-level visual preference graph model for visualization recommendation encodes users and their visual-configurations. Since each visual-configuration node represents a set of design choices that are by definition not tied to a user-specific dataset, then the model can use this user-level visual graph to infer and make connections between other similar visual-configurations likely to be of interest to that user. This new graph model is critical since it allows the learning component to learn from user-level visual preferences (which are visual-configurations) across the different datasets and users. Without this novel component, there would be no way to learn from other users visual preferences (sets of design choices).

The novel notion of a visualization configuration that removes the dataset dependencies of a visualization enabling us to model and learn from the visual preferences of users across different datasets. We introduce the notion of a visualization-configuration, which is an abstraction of a visualization. For instance, suppose we have a json encoding of the actual visualization, that is the design choices + data choices (e.g., data used for the x, y, color attributes), we derive a visualization-configuration from it by replacing the data (attributes) and data attribute names by general properties that are dataset-independent. For instance, in this work, we have used the type of the attribute (e.g., categorical, real-valued, etc.), but we can also use any other general property of the data as well. Most importantly, this new abstraction enables us to learn from users and their visual preferences (design choices), despite that these visual preferences are for visualizations generated for a completely different dataset. This is because we carefully designed the notion of a visualization-configuration to generalize across datasets. In other words, the proposed notion of visualization-configuration are independent of the dataset at hand, and therefore can be shared among users. Notice that traditional recommender systems used in movie or product recommendation are comparatively simple, since these systems assume a single universal dataset (set of movies, set of items/products) that all users share and have feedback about. However, none of these simple assumptions hold in the case of visualization recommendation, and therefore we had to develop and propose these new notions and models for learning.

Notice the matrix \( C \) encodes the data-independent visual preferences of each user, which is very important. However, this representation does not capture how the visual configurations map to the actual data preferences of the users (attributes and general meta-features that characterize the attributes). Therefore, we also introduce another representation to encode these important
associations. In particular, we encode the attributes associated with each visual-configuration as,
\[ D = [D]_{kt} = \# \text{ of times attribute } k \text{ was used in visual-configuration } t \text{ clicked by some user} \] (28)

As an example, given a relevant visualization \( V = (X_{ij}^{(k)}, C_t) \in \mathcal{V}_i \) of user \( i \in [n] \) for dataset \( X_{ij} \) with attributes \( X_{ij}^{(k)} = [x_p \ x_q] \) and visual-configuration \( C_t \in \mathcal{C} \), we set \( D_{pt} = D_{pt} + 1 \) and \( D_{qt} = D_{qt} + 1 \). We repeat this for all relevant visualizations of each user. In Figure 4, we provide an overview of the proposed personalized visualization recommendation graph model.

### 3.4 Models for Personalized Visualization Recommendation

We first introduce the PVVisRec model that uses the learned meta-feature matrix \( M \) from Section 3.1 and all the graph representations proposed in Section 3.2 for capturing the shared data preferences between users despite using completely different datasets along with the graph representations from Section 3.3 that capture the visual preferences of users across all datasets in the corpus. Then we discuss two variants of PVVisRec that are investigated later in Section 6.

#### 3.4.1 PVVisRec: Given the sparse user by attribute adjacency matrix \( A \in \mathbb{R}^{n \times m} \), dense meta-feature by attribute matrix \( M \in \mathbb{R}^{k \times m} \), sparse user by visual-configuration adjacency matrix \( C \in \mathbb{R}^{n \times h} \), and sparse attribute by visual-configuration adjacency matrix \( D \in \mathbb{R}^{m \times h} \), the goal is to find the rank-\( d \) embedding matrices \( U, V, Z \), and \( Y \) that minimize the following objective function:
\[ f(U, V, Z, Y) = ||A - UV^\top||^2 + ||M - YV^\top||^2 + ||C - UZ^\top||^2 + ||D - VZ^\top||^2 \] (29)
where \( U \in \mathbb{R}^{n \times d} \), \( V \in \mathbb{R}^{m \times d} \), \( Z \in \mathbb{R}^{h \times d} \), \( Y \in \mathbb{R}^{k \times d} \) are low-rank \( d \)-dimensional embeddings of the users, attributes (across all datasets), visual-configurations, and meta-features. Further, the formulation above uses squared error, though other loss functions can also be used (e.g., Bregman divergences) [Singh and Gordon 2008]. We can solve Eq. 29 by computing the gradient and then using a first-order optimization method [Schenker et al. 2021]. Afterwards, we have
\[ A \approx A' = U V^\top = \sum_{r=1}^{d} u_r v_r^\top \] (30)
\[ M \approx M' = Y V^\top = \sum_{r=1}^{d} y_r v_r^\top \] (31)
\[ C \approx C' = U Z^\top = \sum_{r=1}^{d} u_r z_r^\top \] (32)
\[ D \approx D' = V Z^\top = \sum_{r=1}^{d} v_r z_r^\top \] (33)
Solving Eq. 29 corresponds to the PVVisRec model investigated later in Section 6. We also investigate a few different variants of the PVVisRec model from Eq. 29 later in Section 6. In particular, the model variants of PVVisRec use only a subset of the graph representations \{A, C, D\} and/or dense meta-feature matrix \( M \) introduced previously in Section 3.1-3.3.

#### 3.4.2 PVVisRec \( (A, C, M) \text{ only} \): Given the user by attribute matrix \( A \in \mathbb{R}^{n \times m} \), meta-feature by attribute matrix \( M \in \mathbb{R}^{k \times m} \), and user by visual-configuration matrix \( C \in \mathbb{R}^{n \times h} \), the goal is to find the rank-\( d \) embedding matrices \( U, V, Z \), and \( Y \) that minimize the following objective function:
\[ f(U, V, Z, Y) = ||A - UV^\top||^2 + ||M - YV^\top||^2 + ||C - UZ^\top||^2 \] (34)
3.4.3 \textit{PVisRec (A,C,D only).} Besides Eq. 34 that uses only A, M, and C, we also investigate another personalized visualization recommendation model that uses A, C, and D (without meta-features). More formally, given A, C, and D, then the problem is to learn low-dimensional rank-\(d\) embedding matrices \(U, V, \) and \(Z\) that minimize the following:

\[
f(U, V, Z) = \|A - UV^\top\|^2 + \|C - UZ^\top\|^2 + \|D - VZ^\top\|^2
\]  

(35)

In this work, we used an ALS-based optimizer to solve Eq. 29 and the simpler variants shown in Eq. 34 and Eq. 35. However, we can also leverage a variety of different optimization schemes including cyclic/block coordinate descent [Kim et al. 2014; Rossi and Zhou 2016], stochastic gradient descent [Oh et al. 2015; Yun et al. 2014], among others [Balasubramaniam et al. 2020; Bouchard et al. 2013; Choi et al. 2019; Schenker et al. 2021; Singh and Gordon 2008].

3.5 Inferring Personalized Visualization Recommendations for Individual Users

We first discuss using the personalized visualization recommendation model for recommending attributes to users as well as visual-configurations. Then we discuss the fundamentally more challenging task of personalized visualization recommendation.

3.5.1 Personalized Attribute Recommendation. The ranking of attributes for user \(i\) is induced by \(U_iV^\top\) where \(U_i\) is the embedding of user \(i\). Let \(\pi_i(U_iV^\top)\) denote the largest attribute weight for user \(i\). Therefore, the top-\(k\) attribute weights for user \(i\) are denoted as:

\[
\pi_1(U_iV^\top), \pi_2(U_iV^\top), \ldots, \pi_k(U_iV^\top)
\]

3.5.2 Personalized Visual-Configuration Recommendation. The personalized ranking of the visual-configurations for user \(i\) is inferred by \(U_iZ^\top\) where \(U_i\) is the embedding of user \(i\) and \(Z\) is the matrix of visual-configuration embeddings. Hence, \(U_iZ^\top \in \mathbb{R}^h\) is an \(h\)-dimensional vector of weights indicating the likelihood/importance of each visual-configuration for that specific user \(i\). Let \(\pi_i(U_iZ^\top)\) denote the largest visual-configuration weight for user \(i\). Therefore, the top-\(k\) visual-configuration weights for user \(i\) are denoted as:

\[
\pi_1(U_iZ^\top), \pi_2(U_iZ^\top), \ldots, \pi_k(U_iZ^\top)
\]

3.5.3 Personalized Visualization Recommendation. We now focus on the most complex and challenging problem of recommending complete visualizations personalized for a specific user \(i \in [n]\). A recommended visualization for user \(i\) is induced by \(U_i\) and \(C_i\) (a visual-configuration) for those attributes. Given user \(i\) along with an arbitrary visualization \(V = (X^{(k)}, C_i)\) generated from some dataset \(X\) of interest to user \(i\), we derive a personalized user-specific score for visualization \(V\) (for user \(i\)) as:

\[
\hat{y}(V) = U_iZ_i^\top \prod_{x_{j \in X^{(k)}}} U_iV_{ji}^\top
\]

(36)

where \(X^{(k)}\) is the subset of attributes from the users dataset \(X\) (hence, \(|X^{(k)}| \leq |X|\)) used in the visualization \(V\) and \(C_i \in C\) is the visual-configuration of the visualization \(V\) being scored for user \(i\). Using Eq. 36, we can predict the personalized visualization score \(\hat{y}(V)\) for any arbitrary visualization \(V\) (for any dataset) and user \(i \in [n]\). For evaluation in Section 6.1, we use Eq. 36 to score relevant and non-relevant visualizations for a specific user and dataset of interest.

4 DEEP PERSONALIZED VISUALIZATION RECOMMENDATION MODELS

We now introduce a deep neural network architecture for personalized visualization recommendation. For this, we combine the previously proposed model with a deep multilayer neural network.
component to learn non-linear functions that capture complex dependencies and patterns between
users and their visualization preferences.

4.0.1 Neural PVVisRec. Given an arbitrary user \( i \) and a visualization \( \mathcal{V} = (X_{ij}^{(k)}, C_t) \) to score from
some new dataset of interest to that user, we first must decide on the input representation. In this
work, we leverage the user personalized embeddings learned in Section 3.4 by concatenating the
embedding of user \( i \), visual configuration \( t \), along with the embeddings for each attribute used in
the visualization. More formally,

\[
\phi(\mathcal{V} = (X_{ij}^{(k)}, C_t)) = \begin{bmatrix} u_i \\ z_t \\ v_{r_1} \\ \vdots \\ v_{rs} \end{bmatrix}
\]  

where \( u_i \) is the embedding of user \( i \), \( z_t \) is the embedding of the visual-configuration \( C_t \), and
\( v_{r_1}, \ldots, v_{rs} \) are the embeddings of the attributes used in the visualization being scored for user \( i \).
This can be written as,

\[
\phi(\mathcal{V} = (X_{ij}^{(k)}, C_t)) = \begin{bmatrix} U^T e_i \\ Z^T e_t \\ V^T e_{r_1} \\ \vdots \\ V^T e_{rs} \end{bmatrix}^T
\]  

where \( e_i \in \mathbb{R}^n \) (user \( i \)), \( e_t \in \mathbb{R}^h \) (visual-configuration \( C_t \)), and \( e_{r_1} \in \mathbb{R}^m \) (attribute \( r_1 \)) are the one-hot encodings of the user \( i \), visual-configuration \( t \), and attributes \( r_1, \ldots, r_s \) used in the visualization. Note
that \( U \in \mathbb{R}^{n \times d}, V \in \mathbb{R}^{m \times d}, Z \in \mathbb{R}^{h \times d}, Y \in \mathbb{R}^{k \times d} \).

The first neural personalized visualization recommendation architecture that we introduce called
Neural PVVisRec leverages the user, visual-configuration, and attribute embeddings from the PVVisRec
model in Section 3.4 as input into a deep multilayer neural network with \( L \) fully-connected layers,

\[
\phi(\mathcal{V} = (X_{ij}^{(k)}, C_t)) = \begin{bmatrix} U^T e_i \\ Z^T e_t \\ V^T e_{r_1} \\ \vdots \\ V^T e_{rs} \end{bmatrix}^T
\]  

where \( W_L, b_L, \) and \( \sigma_L \) are the weight matrix, bias vector, and activation function for layer \( L \). Further,
\( \tilde{y} = \sigma(h^T q_L) \) (Eq. 43) is the output layer where \( \sigma \) is the output activation function and \( h^T \) denotes
the edge weights of the output function. For the hidden layers, we used ReLU as the activation
function. Note that if the visualization does not use all \( s \) attributes, then we can pad the remaining
unused attributes with zeros. This enables the multi-layer neural network architecture to be flexible
for visualizations with any number of attributes. Eq. 39-43 can be written more succinctly as

\[
\tilde{y} = \sigma(h^T \sigma_L(W_L(...\sigma_1(W_1[U^T e_i \\ Z^T e_j \\ V^T e_{r_1} \\ \vdots \\ V^T e_{rs}]^T + b_1)...)+ b_L))
\]  

where \( \tilde{y} \) is the predicted visualization score for user \( i \).

4.0.2 Neural PVVisRec-CMF. We also investigated a second neural approach for the personalized
visualization recommendation problem. This approach combines scores from PVVisRec and Eq. 44.
More formally, given user \( i \) along with an arbitrary visualization \( \mathcal{V} = (X_{ij}^{(k)}, C_t) \) generated from
some dataset \( X_{ij} \) of interest to user \( i \), we derive a personalized user-specific score for visualization

\[
\phi(\mathcal{V} = (X_{ij}^{(k)}, C_t)) = \begin{bmatrix} u_i \\ z_t \\ v_{r_1} \\ \vdots \\ v_{rs} \end{bmatrix}
\]  

where \( u_i \) is the predicted visualization score for user \( i \).
\( \mathcal{V} \) (for user \( i \)) as \( \tilde{y}_\text{VisRec} = \sum_{l} Z_l^i \prod_{X_{ij} \in \mathcal{X}^{(k)}} U_l V_j^i \), where \( X_{ij}^{(k)} \) is a subset of attributes used in the visualization \( \mathcal{V} \) from the users dataset \( X_{ij} \) (hence, \( |X^{(k)}| \leq |X_{ij}| \)) and \( C_l \in \mathcal{C} \) is the visual-configuration for visualization \( \mathcal{V} \). Then, we have

\[
\tilde{y} = (1 - \alpha) \left( \sum_{X_{ij} \in \mathcal{X}^{(k)}} U_l Z_l^i \prod_{X_{ij} \in \mathcal{X}^{(k)}} U_l V_j^i \right) + \alpha \tilde{y}_\text{dnn}
\]

where \( \tilde{y}_\text{dnn} = \sigma(\mathbf{h}^\top \sigma_L(\mathbf{W}_L (\ldots \sigma_1(\mathbf{W}_1 \phi(\mathcal{V}) + b_1) \ldots ) + b_L)) \) with \( \phi(\mathcal{V}) = [\mathbf{U}^\top \mathbf{e}_1 \mathbf{Z}^\top \mathbf{e}_1 \mathbf{V}^\top \mathbf{e}_r_1 \cdots \mathbf{V}^\top \mathbf{e}_r_r]^\top \) and \( \alpha \in (0, 1) \) is a hyperparameter that controls the influence of the models on the final predicted score of the visualization for user \( i \).

All layers of the various neural architectures for our personalized visualization recommendation problem use ReLU nonlinear activation. Unless otherwise mentioned, we used three hidden layers and optimized model parameters using mini-batch Adam with a learning rate of 0.001. We designed the neural network structure such that the bottom layers are the widest and each successive layer and optimized model parameters using mini-batch Adam with a learning rate of 0.001. We designed the neural network structure such that the bottom layers are the widest and each successive layer has 1/2 the number of neurons. For fairness, the last hidden layer is set to the embedding size. Hence, if the embedding size is 8, then the architecture of the layers is 32 \( \rightarrow \) 16 \( \rightarrow \) 8.

4.0.3 Training. The user-centric visualization training corpus \( \mathcal{D} = \{X_i, \mathcal{V}_i\}_{i=1}^n \) for personalized visualization recommendation consists of user-level training data for \( n \) users where for each user \( i \in [n] \) we have a set of datasets \( \mathcal{X}_i = \{X_{i1}, \ldots, X_{ij}, \ldots \} \) of interest to that user along with user \( i \)'s "relevant" (generated, liked, clicked-on) visualizations \( \mathcal{V}_i = \{\mathcal{V}_{i1}, \ldots, \mathcal{V}_{ij}, \ldots \} \) for each of those datasets. For each user \( i \in [n] \) and dataset \( X_{ij} \in \mathcal{X}_i \) of interest to user \( i \), there is a set \( \mathcal{V}_{ij} = \{\ldots, \mathcal{V} = (X_{ij}^{(k)}, C_{ijk}), \ldots\} \) of relevant (positive) visualizations for that user, and we also leverage a sampled set of non-relevant (negative) visualizations \( \mathcal{V}_{ij}^\neg \) for that user \( i \) and dataset \( X_{ij} \in \mathcal{X}_i \).

Therefore, the set of training visualizations for user \( i \in [n] \) and dataset \( X_{ij} \in \mathcal{X}_i \) is \( \mathcal{V}_i =\{\\mathcal{V}_{ij}, \mathcal{V}_{ij}^\neg\} \) and \( Y_{ijk} \in \{0, 1\} \) denotes the ground-truth label of visualization \( \mathcal{V} = (X_{ij}^{(k)}, C_{ijk}) \in \mathcal{V}_i \). Hence, \( Y_{ijk} = 1 \) indicates a user-relevant (positive) visualization for user \( i \) whereas \( Y_{ijk} = 0 \) indicates a non-relevant visualization for that user, i.e., \( \mathcal{V} = (X_{ij}^{(k)}, C_{ijk}) \in \mathcal{V}_i^\neg \). The goal is to have the model score \( \hat{Y}_{ijk} \in [0, 1] \) each training visualization \( \mathcal{V} = (X_{ij}^{(k)}, C_{ijk}) \in \mathcal{V}_i \) as close as possible to the ground-truth label \( Y_{ijk} \). The neural personalized visualization recommendation model is learned by optimizing the likelihood of model scores for all visualizations of each user. Given a user \( i \in [n] \) and the model parameters \( \Theta \), the likelihood is

\[
P(\hat{Y}_{ij} \mid \mathcal{V}_i) = \prod_{j=1}^{\left|\mathcal{X}_i\right|} \sum_{(X_{ij}^{(k)}, C_{ijk}) \in \mathcal{V}_{ij}} \frac{1}{\sum_{(X_{ij}^{(k)}, C_{ijk}) \in \mathcal{V}_{ij}} \left(1 - \hat{Y}_{ijk}\right)}, \text{ for } i = 1, \ldots, n
\]

where \( \hat{Y}_{ijk} \) is the predicted score of a visualization \( \mathcal{V} = (X_{ij}^{(k)}, C_{ijk}) \) for user \( i \) and dataset \( j \) \( (X_{ij} \in \mathcal{X}_i) \). Naturally, the goal is to obtain \( \hat{Y}_i \) such that it is as close as possible to the actual ground-truth \( Y_i \). Taking the negative log of the likelihood in Eq. 46 and summing over all \( n \) users and their sets of relevant visualizations \( \mathcal{V}_{ij} \) from \( |\mathcal{X}_i| \) different datasets give us the total loss \( \mathcal{L} \).

\[
\mathcal{L} = -\sum_{i=1}^{n} \sum_{j=1}^{\left|\mathcal{X}_i\right|} \left(\sum_{(X_{ij}^{(k)}, C_{ijk}) \in \mathcal{V}_{ij}} \log \hat{Y}_{ijk} - \sum_{(X_{ij}^{(k)}, C_{ijk}) \in \mathcal{V}_{ij}^\neg} \log(1 - \hat{Y}_{ijk})\right)
= -\sum_{i=1}^{n} \sum_{j=1}^{\left|\mathcal{X}_i\right|} \sum_{(X_{ij}^{(k)}, C_{ijk}) \in \mathcal{V}_{ij} \cup \mathcal{V}_{ij}^\neg} Y_{ijk} \log \hat{Y}_{ijk} + (1 - Y_{ijk}) \log(1 - \hat{Y}_{ijk})
\]
where the objective function above is minimized via stochastic gradient descent (SGD) to update the model parameters $\Theta$ in $\mathcal{M}$.

5 BENCHMARK DATA FOR PERSONALIZED VISUALIZATION RECOMMENDATION

Since this is the first work that addresses the personalized visualization recommendation problem, there were not any existing public datasets that could be used directly for our problem. Recent works have ignored the user information [Hu et al. 2019a; Qian et al. 2020] that details the "author" of the visualization, which is required in this work for user-level personalization. As an aside, VizML [Hu et al. 2019a] discarded all user information and only kept the attributes used in an actual visualization (and therefore did not consider datasets as well). Both decisions were made based on the underlying problem focused on in that work, which was classifying the chart type of a visualization, as well as a few other simple design choice classification tasks.

In this work, since we focus on the personalized visualization recommendation problem, we derive a user-centered dataset where for each user we know their datasets, visualizations, attributes, and visualization-configurations used. We started from the raw Plot.ly community feed data [Plotly 2018]. The community feed is a place where users can post their visualizations to share with others. An example of the global community feed (along with an example of an individual user's feed) is provided in Figure 5. For the personalized visualization recommendation problem, we first extract the set of all $n$ users in the visualization corpus. For each user $i \in [n]$, we then extract the set of datasets $\mathcal{X}_i$ of interest to that user. These are the datasets that user $i$ has generated at least one visualization. Depending on the visualization corpus data, this could also be other types of user feedback such as a visualization that a user liked or clicked. Next, we extract the set of user-preferred visualizations $\mathcal{V}_{ij}$ for each of the datasets $\mathcal{X}_{ij} \in \mathcal{X}_i$ of interest to user $i$. Hence, $\mathcal{V}_{ij}$ is the set of visualizations generated (or liked, clicked, ...) by user $i$ for dataset $j$ ($\mathcal{X}_{ij}$). Every visualization $\mathcal{V} \in \mathcal{V}_{ij}$ preferred by user $i$ also obviously contains the attributes from dataset $\mathcal{X}_{ij} \in \mathcal{X}_i$ used in the visualization (i.e., the attributes that map to the x, y, binning, color, and so on).

In Table 4, we report statistics about the personalized visualization corpus used in our work, including the number of users, attributes, datasets, visualizations, and visualization-configurations extracted from all the user-generated visualizations, and so on. The corpus $\mathcal{D} = \{\mathcal{X}_i, \mathcal{V}_i\}_{i=1}^n$ for learning individual personalized visualization recommendation models consists of a total of $n = 17,469$ users with $|\bigcup_{i=1}^n \mathcal{X}_i| = 94,419$ datasets used by those users. Further, there are $m = 2,303,033$ attributes among the 94,419 datasets of interest by the 17.4$k$ users. Our user-centric visualization training corpus $\mathcal{D}$ has a total of $|\bigcup_{i=1}^n \mathcal{V}_i| = 32,318$ relevant visualizations generated by the $n = 17.4k$ users with an average of 1.85 relevant visualizations per user. Each user in the...
Table 4. Personalized visualization recommendation corpus. These user-centric dataset is used for learning personalized visualization recommendation models for individual users.

|                           |     |
|---------------------------|-----|
| # Users                   | 17,469 |
| # Datasets                | 94,419 |
| # Attributes              | 2,303,033 |
| # Visualizations          | 32,318 |
| # Vis.Configs             | 686 |
| # Meta-features           | 1006 |
| Mean # attr. per dataset  | 24.39 |
| Mean # attr. per user     | 51.63 |
| Mean # vis. per user      | 1.85 |
| Mean # datasets per user  | 5.41 |
| Density (A)               | <0.0001 |
| Density (C)               | <0.0001 |
| Density (D)               | <0.0001 |
| Density (M)               | 0.4130 |

corpus has an average of 5.41 datasets and each dataset has an average of 24.39 attributes. From the 32.3k user-relevant visualizations from the 17.4k users, we extracted a total of $|\mathcal{C}| = 686$ unique visual-configurations. To further advance research on personalized visualization recommender systems, we have made the user-level plot.ly data that we used for studying the personalized visualization recommendation problem (introduced in Section 2.4) publicly accessible at:

https://networkrepository.com/personalized-vis-rec

We have also made the graph representations used in our personalized visualization recommendation framework publicly accessible.

6  EXPERIMENTS

To investigate the effectiveness of the personalized visualization recommendation approach, we design experiments to answer the following research questions:

- **RQ1**: Given a user and a new dataset of interest to that user, can we accurately recommend the top most relevant visualizations for that specific user (Section 6.1)?
- **RQ2**: How does our user-level personalized visualization recommendations compare to the non-personalized global recommendations (Section 6.2)?
- **RQ3**: Can we significantly reduce the space requirements of our approach by trading off a small amount of accuracy for a large improvement in space (Section 6.3)?
- **RQ4**: Does the neural personalized visualization recommendation models further improve the performance when incorporating a multilayer deep neural network component (Section 6.4)?

6.1  Personalized Visualization Recommendation Results

6.1.1  Experimental setup. Now we evaluate the system for recommending personalized visualizations to a user. Given an arbitrary user, we know the visualization(s) they preferred for each of the datasets of interest to them, which can serve as ground-truth examples for effective and quantitative evaluation of our approach. Therefore, we can quantitatively evaluate the proposed approach for

2https://networkrepository.com/personalized-vis-rec-graphs
Table 5. Personalized Visualization Recommendation Results. Note \( d = 10 \). See text for discussion.

| Model       | HR@K @1 | HR@K @2 | HR@K @3 | HR@K @4 | HR@K @5 | NDCG@K @1 | NDCG@K @2 | NDCG@K @3 | NDCG@K @4 | NDCG@K @5 |
|-------------|---------|---------|---------|---------|---------|-----------|-----------|-----------|-----------|-----------|
| VizRec      | N/A     | N/A     | N/A     | N/A     | N/A     | N/A       | N/A       | N/A       | N/A       | N/A       |
| VisPop      | 0.186   | 0.235   | 0.255   | 0.271   | 0.289   | 0.181     | 0.214     | 0.224     | 0.231     | 0.238     |
| VisConfigKNN| 0.026   | 0.030   | 0.038   | 0.055   | 0.089   | 0.016     | 0.021     | 0.026     | 0.034     | 0.048     |
| VisKNN      | 0.147   | 0.230   | 0.297   | 0.372   | 0.449   | 0.143     | 0.195     | 0.227     | 0.257     | 0.286     |
| eALS        | 0.304   | 0.395   | 0.426   | 0.441   | 0.449   | 0.302     | 0.360     | 0.376     | 0.382     | 0.385     |
| MLP         | 0.218   | 0.452   | 0.601   | 0.671   | 0.715   | 0.211     | 0.357     | 0.435     | 0.465     | 0.483     |
| PVisRec     | 0.630   | 0.815   | 0.876   | 0.906   | 0.928   | 0.624     | 0.743     | 0.775     | 0.788     | 0.796     |

Personalized visualization recommendation by holding out a set of user-relevant/ground-truth visualizations, training the model with the remaining data, and then evaluating whether our approach can recover the actual ground-truth visualizations that a user preferred. For each user, we randomly select one of their datasets where the user has manually created at least two visualizations (treated as positive examples), and randomly select one of those positive visualizations to use for testing, and the other positive instances are used for training and validation. This is similar to leave-one-out evaluation which is widely used in traditional user-item recommender systems [He et al. 2016]. However, in our case, we have thousands of datasets, and for each dataset there are a large and completely disjoint set of possible visualizations to recommend to that user.\(^3\) Thus, we randomly sample 19 visualizations that were not created by the user. To obtain these visualizations, we use a rule-based visualization generator called CompassQL [Wongsuphasawat et al. 2016a] to generate grammatically correct candidate visualizations.\(^4\) This gives us a total of 20 visualizations per user (1 relevant + 19 non-relevant visualizations) to use for evaluation of the personalized visualization recommendations from our proposed models. Using this held-out ground-truth set of relevant visualizations that a user found interesting/preferred, we evaluate the ability of the proposed approach to recommend these held-out relevant visualizations to the user (which are visualizations the user actually created), among the exponential amount of alternative visualizations (that arise for a single dataset of interest) from a set of attributes and sets of design choices (e.g., chart-types, ...). In particular, given a user \( i \) and a dataset of interest to that user, we use the proposed approach to recommend the top-\( k \) visualizations personalized for that specific user and dataset. To quantitatively evaluate the personalized ranking of visualizations given by the proposed personalized visualization recommendation models, we use rank-based evaluation metrics including Hit Ratio at \( K \) (HR@K) and Normalized Discounted Cumulative Gain (NDCG@K) [He et al. 2016]. Intuitively, HR@K quantifies whether the held-out relevant (user generated) visualization appears in the top-\( K \) ranked visualizations or not. Similarly, NDCG@K takes into account the position of the relevant (user generated) visualization in the top-\( K \) ranked list of visualizations, by assigning larger scores to visualizations ranked more highly in the list. For both HR@K and NDCG@K, we report \( K = 1, \ldots, 5 \) unless otherwise mentioned.

\(^3\)The set of candidate visualizations for a specific dataset are not only disjoint (i.e., completely different from any other set of visualizations generated from another dataset), but the amount of possible visualizations for a given dataset is exponential in the number of attributes, possible design choices, and so on, making this problem unique and fundamentally challenging.

\(^4\)This ensures that visualizations are not grammatically incorrect such as a bar chart with x-axis being continuous.
visualizations, hence, the relevant visualizations will show up first, followed by the non-relevant visualizations (which should appear further down the list). Unless otherwise mentioned, we use $d = 10$ as the embedding size and use the full meta-feature matrix $M$. For the neural variants of our approach, we use $\alpha = 0.5$.

Table 6. Ablation study results for different variants of our personalized visualization recommendation approach.

| Model                  | HR@K       | NDCG@K     |
|------------------------|------------|------------|
|                        | @1 @2 @3 @4 @5 | @1 @2 @3 @4 @5 |
| PVisRec (A,C,M only)   | 0.307 0.416 0.470 0.488 0.501 | 0.306 0.374 0.401 0.410 0.415 |
| PVisRec (A,C,D only)   | 0.414 0.474 0.537 0.610 0.697 | 0.384 0.435 0.450 0.457 0.460 |
| PVisRec                | 0.630 0.815 0.876 0.906 0.928 | 0.624 0.743 0.775 0.788 0.796 |

6.1.2 Baselines. Since the personalized visualization recommendation problem introduced in Section 2 is new, there are not any existing vis. rec. methods that can be directly applied to solve it. For instance, VizRec [Mutlu et al. 2016] is the closest existing approach, though is unable to be used since it explicitly assumes a single dataset where users provide feedback about visualizations pertaining to that dataset of interest. However, in our problem formulation and corpus $D = \{ (X_i, V_i) \}_{i=1}^n$, every user $i \in [n]$ can have their own set of datasets $X_i$ that are not shared by any other user. Nevertheless, we adapted a wide variety of methods to use as baselines for evaluation. We now briefly summarize these methods below:

- **VisPop**: Given a visualization $V$ with attributes $X^{(k)}$ and visual-configuration $C \in C$, the score of visualization $V$ is $\phi(V) = f(C) \prod_{x \in X^{(k)}} f(x)$ where $f(x)$ is the frequency of attribute $x$ (sum of the columns of $A$) and $f(C)$ is the frequency of visual-configuration $C$. Hence, the score given by VisPop is a product of the frequencies of the underlying visualization components, i.e., visual-configuration and attributes used in the visualization being scored.

- **VisKNN**: This is the standard item-based collaborative filtering method adapted for the visualization recommendation problem. Given a visualization $V$ with attributes $X^{(k)}$ and visual-configuration $C \in C$, then we score $V$ by taking the mean score of the visual configurations most similar to $C$, along with the mean score of the top attributes most similar to each of the attributes used in the visualization.

- **VisConfigKNN**: This approach is similar to VisKNN, but uses only the visual-configuration matrix to score the visualizations.

- **eALS**: This is an adapted version of the state-of-the-art MF method used for item recommendation in [He et al. 2016]. We adapted it for our visualization recommendation problem by minimizing squared loss while treating all unobserved user iterations between attributes and visual-configurations as negative examples, which are weighted non-uniformly by the frequency of attributes and visual-configurations.

- **MLP**: We used three hidden layers and optimized model parameters using mini-batch Adam with a learning rate of 0.001. For the activation functions of the MLP layers, we used ReLU. For fairness, the last hidden layer is set to the embedding size.

- **VizRec** [Mutlu et al. 2016]: For each dataset, this approach constructs a user-by-visualization matrix and uses it to obtain the average overall rating among the similar users of a visualization, where a user is similar if it has rated a visualization preferred by the active user. VizRec assumes a single dataset and is only applicable when there are a large number of users that have rated visualizations from the same dataset.
6.1.3 Results. We provide the results in Table 5. Overall, the proposed approach, PVisRec, significantly outperforms the baseline methods by a large margin as shown in Table 5. Strikingly, PVisRec consistently achieves the best HR@K and NDCG@K across all $K = 1, 2, \ldots, 5$. From Table 5, we see that PVisRec achieves a mean relative improvement of 107.2% and 106.6% over the best performing baseline method (eALS) for HR@1 and NDCG@1, respectively. Comparing HR@5 and NDCG@5, PVisRec achieves a mean improvement of 29.8% and 64.9% over the next best performing method (MLP). As an aside, VizRec is the only approach proposed for ranking visualizations. All other methods used in our comparison are new and to the best of our knowledge have never been extended for ranking and recommending visualizations. Recall that VizRec in itself solves a different problem, but we point out the above since it is clearly the closest. As discussed in Section 8, all of the assumptions required by VizRec are unrealistic in practice. This is also true when using VizRec for our problem and corpus $D = \{(X_i, V_i)\}_{i=1}^{n}$ where every user $i \in [n]$ can have their own set of datasets $X_i$ that are not shared by any other user. In such cases, we use “N/A” to denote this fact. This is due to the VizRec assumption that there is a single dataset of interest by all $n$ users, and every user has given many different preferences on the relevant visualizations generated for that specific dataset. All of these assumptions are violated in our problem. Figure 6 shows the mean performance of the top-$K$ visualization recommendations for $K = 1, 2, \ldots, 10$. These results demonstrate the effectiveness of our user personalized visualization recommendation approach as we are able to successfully recommend users the held-out ground-truth visualizations that they preferred.

6.1.4 Ablation Study Results. Previously, we observed that PVisRec significantly outperforms other methods for the personalized visualization recommendation problem. To understand the importance of the different model components of PVisRec, we investigate a few different variants of our personalized visualization recommendation model. The first variant called PVisRec ($A, C, M$ only) does not use the attribute by visual-configuration graph represented by the sparse adjacency matrix $D$ whereas the second variant called PVisRec ($A, C, D$ only) does not use the dense meta-feature matrix $M$ for learning. This is in contrast to PVisRec that uses $A, C, D$ and $M$. In Table 6, we see that both variants perform worse than PVisRec, indicating the importance of using all the graph representations for learning the personalized visualization recommendation model. Further, PVisRec ($A, C, D$ only) outperforms the other variant across both ranking metrics and across all $K$. This suggests that $D$ may be more important for learning than $M$. Nevertheless, the best personalized visualization recommendation performance is obtained when both $D$ and $M$ are
used along with A and C. Finally, these two simpler variants still perform better than the baselines for HR@1 and NDCG@1 as shown in Table 5.

To understand the effect of the embedding size $d$ on the performance of our personalized visualization recommendation approach, we vary the dimensionality of the embeddings $d$ from 1 to 1024. In these experiments, we use PVisRec with the full-rank meta-feature matrix $M$. In Figure 7, we show results for the personalized visualization recommendation problem using our PVisRec approach with varying embedding dimensions (size) $d \in \{2^0, \ldots, 2^{10}\}$ and HR@K for $k = 1, \ldots, 10$. In addition, we also provide results in Figure-8 for NDCG@K for $k = 1, \ldots, 10$ while varying the
embedding size \( d \in \{2^0, \ldots, 2^{10}\} \). This experiment uses the original meta-feature matrix \( M \) and not the compressed meta-feature embedding (MFE) matrix. For both HR@K and NDCG@K, we observe in Figure 7-8 that performance typically increases as a function of the embedding dimension \( d \). We also observe that for HR@1 and nDCG@1, the best performance is achieved when \( d = 512 \), which is 0.669 and 0.667, respectively. This holds for all \( k \) for both HR@K and NDCG@K as shown in Figure 7-8. Furthermore, when \( d \) becomes too large, we observe a large drop in performance, which is due to overfitting. For instance, in Figure 7, we see that when \( d = 1024 \) we have HR@1 of 0.580 compared to 0.669 for \( d = 512 \).

| Model               | HR @1 | HR @2 | HR @3 | HR @4 | HR @5 | NDCG @1 | NDCG @2 | NDCG @3 | NDCG @4 | NDCG @5 |
|---------------------|-------|-------|-------|-------|-------|---------|---------|---------|---------|---------|
| Non-personalized    | 0.151 | 0.248 | 0.319 | 0.373 | 0.404 | 0.145   | 0.209   | 0.244   | 0.268   | 0.280   |
| Personalized        | 0.630 | 0.815 | 0.876 | 0.906 | 0.928 | 0.624   | 0.743   | 0.775   | 0.788   | 0.796   |

### 6.2 Comparing Personalized vs. Non-personalized Visualization Recommendation

To answer RQ2, we compare the personalized visualization recommendation model (PVisRec) to a non-personalized ML model. More specifically, we compare the user-specific personalized visualization recommendation model (PVisRec) to a global non-personalized ML-based method that does not leverage a user-specific personalized model for each user. For fairness, we simply leverage the specific user embedding for the personalized model, and for the non-personalized model we simply derive an aggregate global embedding of a typical user, and leverage this global non-personalized model to rank the visualizations. More formally, the non-personalized ML-based approach uses a global user embedding derived as,

\[
u_g = \frac{1}{n} \sum_{i=1}^{n} U_i \tag{48}\]

where \( u_g \) is called the global user embedding and represents the centroid of the user embeddings from PVisRec. Everything else remains the same as the personalized visualization recommendation approach. More formally, given a user \( i \) along with an arbitrary visualization \( V = (X^{(k)}, C_t) \) generated from some dataset \( X \), we derive a score for the visualization \( V \) using the global user embedding \( u_g \) from Eq. 48 as follows:

\[
\phi_g(V) = u_g Z_{i,:}^T \prod_{x_j \in X^{(k)}} u_g V_{j,:}^T \tag{49}
\]

where \( X^{(k)} \) is a subset of attributes used in the visualization \( V \) from the dataset \( X \) (hence, \( |X^{(k)}| \leq |X| \)) and \( C_t \in C \) is the visual-configuration of \( V \). Hence, instead of leveraging user \( i \)'s personalized visualization recommendation model to obtain a user personalized score for visualization \( V \) (that is \( \phi(V) = U_i Z_{i,:}^T \prod_{x_j \in X^{(k)}} U_i V_{j,:}^T \)), we replace \( U_i \) with the global user embedding \( u_g \) representing a “typical” user. Results are provided in Table 7. For both models in Table 7, we use the same experimental setup from Section 6.1. This PVisRec model is used for learning \( U \), then Eq. 48 is used for the non-personalized model. Notably, the non-personalized approach that uses the same global user model for all users performs significantly worse (as shown in Table 7) compared to the user-level personalized approach that leverages the appropriate learned model to personalize the ranking of visualizations with respect to the user at hand. This demonstrates the significance of
learning individual models for each user that are personalized based on the users attribute/data preferences along with their visual design choice preferences (RQ2).

Table 8. Space vs. Accuracy Trade-off Results using Meta-Feature Embeddings (MFE). Results for the space-efficient variants of our personalized visualization recommendation methods that use meta-feature embeddings. In particular, we set $d = 10$ and vary the MFE dimensions from $\{1, 2, 4, 8, 16\}$. See text for discussion.

| Model               | MFE dim. | HR@K @1 | HR@K @2 | HR@K @3 | HR@K @4 | HR@K @5 | NDCG@K @1 | NDCG@K @2 | NDCG@K @3 | NDCG@K @4 | NDCG@K @5 |
|---------------------|----------|---------|---------|---------|---------|---------|-----------|-----------|-----------|-----------|-----------|
| PVisRec (A,C,M only) | 1        | 0.284   | 0.413   | 0.480   | 0.512   | 0.529   | 0.282     | 0.364     | 0.398     | 0.412     | 0.418     |
|                     | 2        | 0.245   | 0.348   | 0.395   | 0.417   | 0.429   | 0.244     | 0.308     | 0.333     | 0.342     | 0.346     |
|                     | 4        | 0.265   | 0.388   | 0.444   | 0.468   | 0.481   | 0.263     | 0.341     | 0.369     | 0.380     | 0.385     |
|                     | 8        | 0.304   | 0.419   | 0.462   | 0.492   | 0.506   | 0.302     | 0.376     | 0.397     | 0.410     | 0.416     |
|                     | 16       | 0.294   | 0.404   | 0.452   | 0.471   | 0.483   | 0.292     | 0.362     | 0.386     | 0.395     | 0.399     |
| PVisRec             | 1        | 0.467   | 0.589   | 0.641   | 0.667   | 0.681   | 0.464     | 0.542     | 0.569     | 0.580     | 0.585     |
|                     | 2        | 0.542   | 0.685   | 0.744   | 0.771   | 0.792   | 0.539     | 0.630     | 0.660     | 0.672     | 0.680     |
|                     | 4        | 0.544   | 0.713   | 0.779   | 0.815   | 0.829   | 0.541     | 0.649     | 0.682     | 0.698     | 0.704     |
|                     | 8        | 0.608   | 0.806   | 0.874   | 0.906   | 0.925   | 0.604     | 0.731     | 0.765     | 0.779     | 0.787     |
|                     | 16       | 0.616   | 0.794   | 0.865   | 0.896   | 0.916   | 0.613     | 0.726     | 0.762     | 0.776     | 0.784     |

### 6.3 Improving Space-Efficiency via Meta-Feature Embeddings

In this section, we investigate using a low-rank meta-feature embedding matrix to significantly improve the space-efficiency of our proposed approach. In particular, we replace the original meta-feature matrix $M$ with a low-rank approximation that captures the most important and meaningful meta-feature signals in the data. In addition to significantly reducing the space requirements of PVisRec, we also investigate the performance when the low-rank meta-feature embeddings are used, and the space and accuracy trade-off as the number of meta-feature embedding dimensions varies from $\{1, 2, 4, 8, 16\}$. We set $d = 10$ and vary the dimensions of the dimensionality of the meta-feature embeddings (MFE) from $\{1, 2, 4, 8, 16\}$ across the different proposed approaches. We provide the results in Table 8 for the space-efficient variants of our personalized visualization recommendation methods that use meta-feature embeddings. Overall, we find that in nearly all cases, we find similar HR@K and NDCG@K compared to the original variants, while obtaining a significantly more compact model with orders of magnitude less space. For instance, when MFE dim. is 16, PvisRec has a HR@1 of 0.616 compared to 0.630 using the original 1006-dimensional meta-feature matrix, which uses roughly 63x more space compared to the 16-dimensional MFE variant. As an aside, since PVisRec (A, C, D) does not use $M$, it does not have a meta-feature embedding (MFE) variant. This implies that we can indeed significantly reduce the space requirements of our approaches by trading off only a tiny amount of accuracy (RQ3).

### 6.4 Neural Personalized Visualization Recommendation

In this section, we study the performance of the proposed Neural Personalized Visualization Recommendation models (RQ4). For these experiments, we use $d = 10$ and $\alpha = 0.5$ for Neural PVisRec-CMF. All models use three layers and ReLU for the activation function. See Section 4 for further details. The results are provided in Table 9. Both neural personalized visualization recommendation models outperform the simpler and faster graph-based PVisRec approach (across both rank-based evaluation metrics and across all top-$K$ personalized visualization recommendations). This is expected since the neural visualization models all leverage the graph-based PVisRec model in some fashion. Neural PVisRec uses the learned low-dimensional embeddings of the users,
visual- configurations, attributes, and meta-features of the attributes as input into the first layer whereas Neural PVVisRec-CMF also uses the learned low- dimensional embeddings, but also uses the predicted visualization scores from the PVVisRec model for each user and combines these with the predicted scores from the neural component. Notably, both neural personalized visualization recommendation models outperform the simpler and faster graph-based approach. In Table 9, Neural PVVisRec-CMF outperforms the simpler Neural PVVisRec network. This holds for HR@K and NDCG@K, and across all top-K personalized visualization recommendations where \( K \in \{1, \ldots, 5\} \).

### Table 9. Results for the Neural Personalized Visualization Recommendation Models.

| Model              | HR@K  | NDCG@K |
|--------------------|-------|--------|
|                    | @1    | @2    | @3    | @4    | @5    | @1    | @2    | @3    | @4    | @5    |
| Neural PVVisRec    | 0.656 | 0.825 | 0.889 | 0.923 | 0.946 | 0.652 | 0.761 | 0.793 | 0.808 | 0.817 |
| Neural PVVisRec-CMF| 0.762 | 0.879 | 0.922 | 0.944 | 0.961 | 0.729 | 0.822 | 0.845 | 0.855 | 0.861 |

#### 6.4.1 Nonlinear activation function

Neural PVVisRec is flexible and can leverage any nonlinear activation functions for the fully-connected layers of our multilayer neural network architecture for personalized visualization recommendation. In Table 10, we compare three non-linear activation functions \( \sigma \) for learning a personalized visualization recommendation model including hyperbolic tangent (tanh) \( \sigma(x) = \tanh(x) \), sigmoid \( \sigma(x) = 1/(1+\exp(-x)) \), and ReLU \( \sigma(x) = \max(0, x) \). The results in Table 10 show that ReLU performs best by a large margin followed by sigmoid and then tanh. ReLU likely performs well due to its ability to avoid saturation, handle sparse data and be less likely to overfit.

### Table 10. Ablation study results of Neural PVVisRec with different nonlinear activation functions. We report HR@1 for brevity. All results use \( d = 10 \) and \( \alpha = 0.5 \).

| Model             | tanh | sigmoid | ReLU  |
|-------------------|------|---------|-------|
| Neural PVVisRec   | 0.615| 0.624   | 0.656 |
| Neural PVVisRec-CMF| 0.613| 0.640   | 0.762 |

#### 6.4.2 Hidden layers

To understand the impact of the number of layers on the performance of the neural personalized visualization recommendation models, we vary the number of hidden layers from \( L \in \{1, 2, 3, 4\} \). In Table 11, the performance increases as additional hidden layers are included, and begins to decrease at \( L = 4 \). The best performance is achieved with three hidden layers. This result indicates the benefit of deep learning for personalized visualization recommendation.

### Table 11. Comparing performance of Neural PVVisRec with different number of hidden layers.

| # Hidden Layers | HR@K    | NDCG@K   |
|-----------------|---------|----------|
|                 | @1     | @2     | @3     | @4     | @5     | @1     | @2     | @3     | @4     | @5     |
| 1               | 0.579  | 0.773  | 0.844  | 0.880  | 0.896  | 0.578  | 0.701  | 0.737  | 0.752  | 0.758  |
| 2               | 0.618  | 0.801  | 0.865  | 0.892  | 0.907  | 0.618  | 0.733  | 0.765  | 0.777  | 0.783  |
| 3               | 0.656  | 0.825  | 0.889  | 0.923  | 0.946  | 0.652  | 0.761  | 0.793  | 0.808  | 0.817  |
| 4               | 0.646  | 0.754  | 0.813  | 0.842  | 0.869  | 0.499  | 0.639  | 0.680  | 0.694  | 0.705  |
6.4.3 **Layer size.** Recall that our network structure followed a tower pattern where the layer size of each successive layer is halved. In this experiment, we investigate larger layer sizes while fixing the final output embedding size to be 8 and using 4 hidden layers. In Table 12, we observe a significant improvement in the visualization ranking when using larger layer sizes.

Table 12. Varying the layer sizes used in the deep personalized visualization recommendation model (Neural PVisRec). We vary the layer sizes used in the neural architecture tower structure by a multiple of \{2, 4, 6\}.

| Layer Sizes          | @1  | @2  | @3  | @4  | @5  |
|----------------------|-----|-----|-----|-----|-----|
| 8-16-32-64           | 0.701 | 0.790 | 0.832 | 0.865 | 0.883 |
| 8-32-128-512         | 0.734 | 0.797 | 0.846 | 0.874 | 0.886 |
| 8-48-288-1728        | 0.752 | 0.822 | 0.869 | 0.895 | 0.913 |

6.4.4 **Runtime performance.** Neural PVisRec is also fast, taking on average 10.85 seconds to train using the large personalized visualization corpus from Section 5. The other neural visualization recommender is nearly as fast, as it contains only an additional step that is linear in the output embedding size. For these experiments, we used a 2017 MacBook Pro with 16GB memory and 3.1GHz Intel Core i7 processor.

7 **DISCUSSION & FUTURE DIRECTIONS**

Our approach can easily be integrated and leveraged by interactive visualization exploration tools like Voyager [Wongsuphasawat et al. 2015, 2017]. These tools allow the user to select or upload a dataset of interest, and then the list of attributes are typically displayed in alphabetical order to the user as shown in Figure 9 (A). In contrast, we can use the personalized attribute recommender to obtain a ranking of the attributes in the users dataset and then display them in the order most relevant to the user. As shown in Figure 9 (A), some attribute names may also not be very useful (e.g., “eVars_eVar10-15”), despite being highly related to previous attributes that were of interest to the user. One can also display the actual personalized score of each attribute to the user. This would improve the user experience, making it faster for them to find interesting and relevant data attributes, especially for datasets with hundreds of thousands of potential attributes to select. The second way it can be used is when the user selects an attribute of interest as shown in Figure 9 (B), we can then use the personalized embeddings for that user to find and recommend similar attributes that may also be interesting to explore, or even attributes that they may select to use for the attribute of the y-encoding as highlighted in Figure 9 (B).

Additionally, one can use the personalized weights specific to the user from our approach and combine them with the rule-based weights from an interactive visualization exploration tool such as Voyager to obtain a better more personalized ranking of the visualizations. More specifically, we can add a hyperparameter that can be adjusted by the specific user of the system, depending on whether they want to give more weight to the personalized score compared to the rule-based score, and vice-versa. There are also side cases where the personalized visualization recommendation approach may not perform effectively, and thus, one can simply identify such cases and give less weight to the personalized visualization score. While we provide a comprehensive and systematic quantitative evaluation in Section 6, conducting a more qualitative user study is left for future work. In this work, we also sampled relevant and non-relevant visualizations for evaluation. Potential limitations of sampled metrics for recommendation were recently analyzed in [Krichen and Rendle 2020]. Future work should investigate the impact of such sampled metrics and explore other sampling strategies and metrics for the personalized visualization recommendation problem.
While the proposed techniques were shown to work well in practice, there remain a few challenging cases that require additional handling when deployed in an actual system for some downstream application task. One such case is when there is a new user (and thus, no previous feedback about their preferences) and they are also interested in a new dataset that has never been seen before by any other user. Further, the data attributes in this new dataset are also not similar to any of the other thousands of datasets (and their attributes) that have been previously explored by users. In this specific extreme case, the approach would likely not perform well since there is no user feedback, and the dataset attributes of interest to them are not similar to any of the other datasets used by other users, and thus, the approach cannot even leverage the similarity between the attributes of the uploaded dataset and those previously seen by other users. To handle this case, one can simply check if the user and dataset of interest are new, and there does not exist an attribute in the users dataset that has similarity above some threshold with another attribute in one of the other datasets previously used by other users. Once this side case is detected by the system, it can then rank the visualizations using the visual rule-based approach from one of the previous works [Wongsuphasawat et al. 2017]. While this side case is unlikely, it becomes even less likely over time as the number of datasets uploaded to the system increases, and thus the proposed model becomes more familiar with other types of datasets that may have not been observed until now. As an aside, when a new user arrives with a new dataset, we simply treat all such attributes as having equal preference, since that is all the information known to us at this stage. Using this fact, we search for attributes in other datasets that are similar to those in the users new dataset, and score them accordingly. Finally, future work should investigate other side cases that may arise when such techniques are deployed in practice for a specific application task, and develop heuristics and strategies to appropriately handle them.

8 RELATED WORK

8.1 Visualization Recommendation

Rule-based visualization recommendation systems such as Voyager [Vartak et al. 2017; Wongsuphasawat et al. 2015, 2017], VizDeck [Perry et al. 2013], and DIVE [Hu et al. 2018] use a large set of rules defined manually by domain experts to recommend appropriate visualizations that satisfy the rules [Casner 1991; Derthick et al. 1997; Feiner 1985; Lee 2020; Mackinlay 1986; Mackinlay et al. 2007a; Roth et al. 1994; Seo and Shneiderman 2005; Stolte et al. 2002]. Such rule-based systems do
not leverage any training data for learning or user personalization. There have been a few "hybrid" approaches that combine some form of learning with manually defined rules for visualization recommendation [Moritz et al. 2018], e.g., Draco learns weights for rules (constraints) [Moritz et al. 2018]. Recently, there has been work that focused on the end-to-end ML-based visualization recommendation problem [Dibia and Demiralp 2019; Qian et al. 2020, 2021]. However, this work learns a global visualization recommendation model that is agnostic of the user, and thus not able to be used for the personalized visualization recommendation problem studied in our work.

All of the existing rule-based [Hu et al. 2018; Perry et al. 2013; Vartak et al. 2017; Wongsuphasawat et al. 2015, 2017], hybrid [Moritz et al. 2018], and pure ML-based visualization recommendation [Qian et al. 2021] approaches are unable to recommend personalized visualizations for specific users. These approaches do not model users, but focus entirely on learning or manually defining visualization rules that capture the notion of an effective visualization [Čui et al. 2019; Dang and Wilkinson 2014; Demiralp et al. 2017; Harris et al. 2021; Key et al. 2012; Kim et al. 2021; Lee et al. 2019a; Lin et al. 2020; Mackinlay et al. 2007b; Siddiqui et al. 2016; van den Elzen and van Wijk 2013; Vartak et al. 2015; Wilkinson and Wills 2008; Wills and Wilkinson 2010]. Therefore, no matter the user, the model always gives the same recommendations. The closest existing work is VizRec [Mutlu et al. 2016]. However, VizRec is only applicable when there is a single dataset shared by all users (and therefore a single small set of visualizations that the users have explicitly liked and tagged). This problem is unrealistic with many impractical assumptions that are not aligned with practice. Nevertheless, the problem solved by that prior work is a simple special case of the personalized visualization recommendation problem introduced in our paper.

Other recent work has focused on creating a large-scale benchmark dataset for visualization recommendation tasks [Hu et al. 2019b]. In particular, VizNet [Hu et al. 2019b] combines four large-scale corpora that come from web tables, online visualization tools, and open data portals. The vast majority of datasets in VizNet are from WebTables. However, this benchmark does not include crucial information such as the users, and the user-relevant datasets and visualizations (from those datasets) that the users actually preferred. Therefore, such data cannot be used for the personalized visualization recommendation problem studied in this paper. In this work, we have created a benchmark repository for this new problem, and make it publicly accessible to the wider research community to further advance research on this important and challenging problem of personalized visualization recommendation. See Section 5 for further details.

There are many important downstream applications and systems that can leverage the proposed personalized visualization recommendation techniques developed in this paper. For instance, visualization exploration systems like Voyager [Wongsuphasawat et al. 2017] use visualization recommendation algorithms to score and rank the visualizations to display for exploration, and thus they can be seen as one potential application of the actual visualization recommendation algorithms, and specifically, the personalized visualization recommendation techniques developed in our work. Deploying the personalized visualization recommendation techniques proposed in this paper in visualization exploration systems such as Voyager are left for future work as they lie outside the scope of this paper. Nevertheless, such systems have mainly used simple rule-based approaches to score and rank visualizations for exploration, and thus, applying our work on personalized visualization recommendation for this important application can bring new insights and directions for future research on improving such techniques for use in actual visualization exploration systems.

8.2 Simpler Design and Data Tasks

Besides visualization recommendation, there are methods that solve simpler sub-tasks such as improving expressiveness, improving perceptual effectiveness, matching task types, etc. These simpler
sub-tasks can generally be divided two categories [Lee 2020; Wongsuphasawat et al. 2016b]: whether
the solution focuses on recommending data (what data to visualize), such as Discovery-driven Data
Cubes [Sarawagi et al. 1998], Scagnostics [Wilkinson et al. 2005], AutoVis [Wills and Wilkinson
2010], and MuVE [Ehsan et al. 2016]) or recommending encoding (how to design and visually
encode the data), such as APT [Mackinlay 1986], ShowMe [Mackinlay et al. 2007a], and Draco–
learn [Moritz et al. 2018]). While some of those are ML-based, none are able to recommend entire
visualizations nor are they personalized, which is the focus of this work. For example, VizML [Hu
et al. 2019a] predicts the type of a chart (e.g., bar, scatter, etc.) instead of complete visualization.
Draco [Moritz et al. 2018] infers weights for a set of manually defined rules. VisPilot [Lee et al.
2019b] recommended different drill-down data subsets from datasets. As an aside, not only does
these works not solve the visualization recommendation problem, they are also not personalized
for individual users. Instead of solving simple sub-tasks such as predicting the chart type of a
visualization, we focus on the end-to-end personalized visualization recommendation problem (Sec. 2):
given a dataset of interest to user $i$, the goal is to automatically recommend the top-$k$ most effective
visualizations personalized for that individual user. This paper fills the gap by proposing the first
personalized visualization recommendation approach that is completely automatic, data-driven,
and most importantly recommends personalized visualizations based on a users previous feedback,
behavior, and interactions with the system.

8.3 Traditional Recommender Systems
In traditional item-based recommender systems [Adomavicius and Tuzhilin 2005; Noel et al. 2012;
Ricci et al. 2011; Zhang et al. 2017; Zhao et al. 2020], there is a single shared set of items (i.e.,
movies [Bennett et al. 2007; Covington et al. 2016; Harper and Konstan 2015], products [Linden
et al. 2003], hashtags [Sigurbjörnsson and Van Zwol 2008; Wang et al. 2020], documents [kanakia
et al. 2019; xu et al. 2020], news [Ge et al. 2020], books [Liu et al. 2014], and location [Bennett et al.
2011; Ye et al. 2011; Zhou et al. 2019]). However, in the personalized visualization recommendation
problem studied in this work, since visualizations are dataset dependent, there is not a shared set of
visualizations to recommend users. Therefore, given $N$ datasets, there are $N$ completely disjoint sets
of visualizations that can be recommended. Every dataset consists of its own completely separate
set of relevant visualizations that are exclusive to the dataset. Therefore, in contrast to the goal
of traditional item recommender systems, the goal of personalized visualization recommendation
is to learn a personalized vis. rec. model for each individual user, which is capable of scoring and
ultimately recommending personalized visualizations to that user from any unseen dataset in
the future. Some recent works have adapted various deep learning approaches for collaborative
filtering [Chen et al. 2020; Guan et al. 2019; He et al. 2017; Li et al. 2020; Sedhain et al. 2015]. However,
one of these works have focused on the problem of personalized visualization recommendation
studied in this work. The personalized visualization recommender problem has a few similarities
with cross-domain recommendation [Gao et al. 2013; hu et al. 2013; Man et al. 2017; Shapira
et al. 2013; Tang et al. 2012]. In cross-domain item recommendation, there is only a few datasets
as opposed to tens of thousands of different datasets in our problem [Zhao et al. 2020]. More
importantly, in cross-domain item recommendation, the different datasets are assumed to share at
least one mode between each other, whereas in personalized visualization recommendation, each
new dataset gives rise to a completely different set of visualizations to recommend.

9 CONCLUSION
In this work, we introduced the problem of user-specific personalized visualization recommendation
and proposed an approach for solving it. The approach learns individual personalized visualization
recommendation models for each user. In particular, the personalized vis. rec. models for each user
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are learned by taking into account the user feedback including both implicit and explicit feedback regarding the visual and data preferences of the users, as well as users whom have also explored similar datasets and visualizations. We overcome the issues with data sparsity and limited user feedback by leveraging the data and visualization preferences of users whom are similar, despite that the visualizations from such users are from completely different datasets. The models are able to learn better visualization recommendation models for each individual user by leveraging the data and visualization preferences of users whom are similar. In addition, we proposed a deep neural network architecture for neural personalized visualization recommendation that can learn complex non-linear relationships between the users, their attributes of interest, and visualization preferences. This paper is a first step in the direction of learning personalized visualization recommendation models for individual users based on their data and visualization feedback, and the data and visual preferences of users with similar data and visual preferences. Future work should investigate and develop better machine learning models and learning techniques to further improve the personalized visualization recommendation models and the visualization recommendations for individual users.
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APPENDIX

A EXPERIMENTS FOR OTHER RELATED PERSONALIZED TASKS

In this section, we present some additional results using a few of the proposed approaches for personalized visual-configuration recommendation and personalized attribute recommendation. As an aside, the task of personalized visual-configuration recommendation is a more general and useful task compared to the design choice prediction problem focused on in other recent works [Hu et al. 2019a] since to solve the visual-configuration recommendation task, our approach predicts all such design choices at once, as opposed to scoring/predicting a single design choice like chart-type.

To investigate the effectiveness of our personalized visualization recommendation approach for these simpler tasks, we design experiments to answer the following research questions:

- **RQ1**: How does the personalized model perform for personalized attribute recommendation (Section A.2)?
- **RQ2**: How does the personalized model perform for personalized visualization-configuration recommendation (Section A.3)?

A.1 Experimental Setup

For each of the applications, we randomly hold-out 5% of the nonzero values that correspond to observed preferences. As an example, in the case of personalized visualization configuration recommendation, 5% of the nonzero values in the user-by-configuration preference matrix $C$ are held-out uniformly at random for evaluation of the learned models. We repeat this 10 times and average the results. Each sample corresponds to a train and test split. This is performed for both the attribute and configuration problems.

A.2 Personalized Attribute Recommendation Results

For this application, we use the same experimental setup discussed in Section A.1 unless otherwise mentioned. The ranking is on the specific dataset where an attribute appears in. For attribute recommendation, we compare to a random baseline that selects an attribute uniformly at random from the test dataset. The probability of correctly recommending the attribute in the test dataset $j$ for user $i$ is $\frac{1}{|X_{ij}|}$ where $|X_{ij}|$ denotes the number of attributes (columns) in the data matrix $X_{ij}$. For personalized attribute recommendation, it is not as straightforward to directly apply HR@K due to the unique data characteristics around this novel problem and its formalization. For instance, every user has their own datasets with a completely different number of attributes. Furthermore, every user has their own set of attributes that are not shared by any other user. Hence, the set of attributes for any user is completely disjoint with the set of attributes used by any other user. This makes it difficult to report average HR@k over all users, since each user has a different number of attributes. The problem arises for large $k$ as every user has a different upper bound on the HR@k and difficulty. Therefore, we compute HR@K for attributes whose datasets have at least five unused attributes. This ensures that we can interpret hit rate up to rank five where each model variant has a sufficient number of attributes to rank over before achieving a score of 1 at a lower rank. Results

Table 13. Personalized Attribute Recommendation Results (HR@k).

| Model               | HR@1 | @2  | @3  |
|---------------------|------|-----|-----|
| Random              | 0.089| 0.168| 0.262|
| PVVisRec (A, M)     | 0.223| 0.289| 0.343|
| PVVisRec (A, M, C)  | 0.263| 0.322| 0.365|
| PVVisRec            | **0.275**| **0.355**| **0.408**|
Fig. 10. Results for personalized visualization configuration recommendation with varying embedding dimensions $k \in \{2^0, \ldots, 2^7\}$. See text for discussion.

are provided in Table 13. Overall, PVisRec consistently achieves the best HR@K across all $K$ as shown in Table 13. Comparing the PVisRec variants, we see that PVisRec always outperforms the other variants, followed by PVisRec (A, M, C), which performs better than PVisRec (A, M). These findings indicate that our approach is able to recommend highly relevant personalized attributes to users.

### A.3 Personalized Visualization Configuration Recommendation Results

For personalized visualization configuration recommendation, since all users share the same set of possible visualization-configurations (sets of design choices), we can simply use the classic HR@k evaluation metric. In this case, we report HR@k where $k \in \{1, 2, \ldots, 5, 10, 15, 20\}$. Results are provided in Table 14. Overall, PVisRec outperforms all other methods. Notice that PVisRec (A, C) performs better than PVisRec (A, M, C) for $K \geq 10$. This indicates that for larger $K$, using the additional meta-feature matrix $M$ for training can lead to a worse model. This is reasonable as $M$ is not as important for this specific personalized recommendation task, and may actually degrade performance. These results indicate the effectiveness of the proposed approach for personalized visual-configuration recommendation.

| Model | HR@1 | @2 | @5 | @10 | @15 | @20 |
|-------|------|----|----|-----|-----|-----|
| Random | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.050 |
| PVisRec (C only) | 0.050 | 0.050 | 0.050 | 0.050 | 0.050 | 0.050 |
| PVisRec (A, C) | 0.000 | 0.050 | 0.100 | 0.200 | 0.250 | 0.250 |
| PVisRec (A, M, C) | 0.000 | 0.050 | 0.100 | 0.100 | 0.150 | 0.200 |
| PVisRec | 0.100 | 0.100 | 0.100 | 0.250 | 0.350 | 0.450 |

### A.4 Ablation Study for Personalized Visual-Config. and Attribute Recommendation

To understand the effect of the number of embedding dimensions $k$ on recommendations, we vary the number of dimensions $k \in \{2^0, 2^1, 2^2, 2^3, 2^4, 2^5, 2^6, 2^7\}$. Results are provided for both personalized visualization-configuration recommendation as well as personalized attribute recommendation. In these experiments, we show results using the full model that also includes the attribute by visual-configuration matrix $D$.

#### A.4.1 Personalized Visual-Configuration Recommendation

In Figure 10, we show results for personalized visual-configuration recommendation using different embedding dimensions $k \in \{2^0, 2^1, \ldots, 2^7\}$. 
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For both Hit@1 and Hit@3, we find the best performance when using a modest $k = 8$ dimensional embeddings. We expect that a small $k$ performs best due to the sparsity and difficulty of this task.

A.4.2 Personalized Attribute Recommendation. In Figure 11, we show results for personalized attribute recommendation using different embedding dimensions $k \in \{2^0, 2^1, \ldots, 2^7\}$. For both Hit@1 and Hit@3, we find the best performance when using a modest $k = 16$ dimensional embeddings.

A.5 Results on Synthetic Data

In this section, we validate the properties and advantages of the framework on intuitive synthetic toy examples where everything can be easily controlled. This enables us to quantitatively evaluate the framework. We investigate the approach using synthetic data with known ground-truth. The synthetic data is shown in Figure 12. To quantitatively evaluate the framework, we hold-out an actual visual-configuration that a user preferred, then use the personalized model to predict it. In particular, given a user and their trained model, we apply it to score all visual-configurations, and then derive a ranking from the user-specific personalized scores, and evaluate whether the actual ground-truth visual-configuration that was held-out for evaluation is recovered as the top-1 ranked visual-configuration for that user. In this example, we hold-out one of the visual-configurations for the third user, which is shown in Figure 12 as the red dotted edge connecting the third user to the held-out visual-configuration. The user is also connected to two data-attributes for which positive user-feedback was observed (that is, they were used in a visualization generated by the user). The results are shown at the bottom in Figure 12. On the left, we see the weights for each of the visual-configurations for the third user. Notably, the proposed model assigns the largest weight to the held-out visual-configuration that was actually preferred by that user. Furthermore, the second visual-configuration is assigned the next largest weight. This makes sense since the third user shares a visual-configuration with the second user, whom also prefers the 2nd and 4th visual-configuration. Intuitively, without the meta-features of the data-attributes, the personalized model for user 3 scores these visual-configurations to be roughly equal weight, since user 2 is connected to user 1 and 3 in identical ways. However, the joint model trained with meta-features of the data-attributes, gives a larger weight to the 4th visual-configuration (which is the actual held-out visual-configuration) due to the similar meta-features across the different datasets used by the two users.

In Figure 12 (bottom right), we use the model to infer personalized scores for every data-attribute across all datasets. As expected, the actual attributes preferred by the third user are assigned
Fig. 12. Results on a synthetic toy dataset with known ground-truth. See text for detailed discussion.

relatively large weights (these are the data-attributes that the third user interacted with). For the across-dataset personalized attribute recommendation task that seeks to recommend individual users data-attributes that are across different datasets. For instance, in this synthetic example, there are two other datasets that the third user has not interacted with or explored, $D_1 = \{x_1, x_2, x_3\}$ and $D_2 = \{x_4, x_5, x_6\}$. However, the personalized model can still infer scores for the attributes across different datasets (not seen by the user). As expected, the data attributes in dataset $D_1$ are assigned lower scores overall compared to data-attributes in dataset $D_2$. Intuitively, $\{x_4, x_5\} \in D_2$ are closer in the graph (fewer hops) to user 3, and thus, receive larger weights (which is also moderated by the similarity of the meta-features). We also observe that attributes $x_2 \in D_1$ and $x_6 \in D_2$ are assigned the lowest scores. This is due to the attributes not being used/preferred by any of the users. Interestingly, the attribute $x_2$ in dataset $D_1$ is assigned a lower score, which also makes sense since it is further from user 3 in the graph.