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ABSTRACT. The form method as popularised by Lions and Kato is a successful device to associate m-sectorial operators with suitable elliptic or sectorial forms. McIntosh generalised the form method to an accretive setting, thereby allowing to associate m-accretive operators with suitable accretive forms. Classically, the form domain is required to be densely embedded into the Hilbert space. Recently, this requirement was relaxed by Arendt and ter Elst in the setting of elliptic and sectorial forms.

Here we study the prospects of a generalised form method for accretive forms to generate accretive operators. In particular, we work with the same relaxed condition on the form domain as used by Arendt and ter Elst. We give a multitude of examples for many degenerate phenomena that can occur in the most general setting. We characterise when the associated operator is m-accretive and investigate the class of operators that can be generated. For the case that the associated operator is m-accretive, we study form approximation and Ouhabaz type invariance criteria.

1. INTRODUCTION

Lions [Lio57, Theorem 3.6] and Kato [Kat66, Subsection VI.2.1] introduced two different but basically equivalent formulations to generate m-sectorial operators in a Hilbert space $H$ via certain sesquilinear forms. Kato’s formulation provides a one-to-one correspondence between m-sectorial operators and closed sectorial forms. In Lions’ formulation, closed sectorial forms are replaced by continuous sesquilinear forms whose form domain is a Hilbert space embedded in $H$ and that satisfy an ellipticity condition. This has been generalised in two directions. McIntosh [McI68] studied accretive forms where the form domain is a Hilbert space embedded in $H$, and his main aim was to associate an m-accretive operator with such a form. In the other (recent) generalisation by Arendt and ter Elst [AtE12], the form domain is no longer required to be embedded in the Hilbert space $H$, but a continuous (not necessarily injective) linear map from the form domain into $H$ suffices, together with an ellipticity condition.

The aim of this paper is to give a common generalisation for both [McI68] and [AtE12], and to study new phenomena that occur in this setting.

We first will give an overview of the generation results mentioned above. In Section 3 we collect basic results about accretive operators. In Section 4 we present our new generation theorem. In Section 5 we give a necessary and sufficient condition in terms of operator ranges for an accretive operator to be associated with a form in the sense of our generation theorem. In Section 6 we give a basic form approximation result. In Section 7 we investigate the relationship between the original form and its dual form. In Section 8 we study a suitable sufficient condition for the range condition in the generation theorem that is adapted from the paper of McIntosh. In Section 9 we investigate the invariance of closed, convex sets under the
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associated semigroup. Finally, in Section 10 we briefly discuss how our results can be applied in a setting where the form domain is merely a pre-Hilbert space.

Throughout this paper we provide various examples, give implications between many different conditions and highlight fundamental differences to the well-known elliptic theory.

2. Background of the form method

Let \( V, H \) be Hilbert spaces, and let \( \alpha: V \times V \to \mathbb{C} \) be a continuous sesquilinear form. Recall that \( \alpha \) is continuous if and only if there exists an \( M \geq 0 \) such that \( |\alpha(u, v)| \leq M\|u\|_V\|v\|_V \) for all \( u, v \in V \). If \( V \) is continuously and densely embedded in \( H \), then one defines the graph of an operator \( A \) associated with the form \( \alpha \) in \( H \) as follows. Let \( x, f \in H \). Then \( x \in D(A) \) and \( Ax = f \) if and only if \( \alpha(x, v) = \langle f, v \rangle_H \) for all \( v \in V \). Lions [Lio57, Theorem 3.6] proved the following theorem.

**Theorem 2.1 (Lions).** Suppose \( V \) is continuously and densely embedded in \( H \). Moreover, suppose that \( \alpha \) is elliptic, i.e., there are \( \omega \in \mathbb{R} \) and \( \mu > 0 \) such that
\[
\Re\alpha(u, u) + \omega\|u\|_H^2 \geq \mu\|u\|_V^2
\]
for all \( u \in V \). Then the operator \( A \) is m-sectorial.

In [McI68] McIntosh improved Theorem 2.1 to the setting of accretive forms. Recall that \( \alpha \) is given by
\[
\alpha = \omega I + A
\]
and
\[
\omega I + A = \alpha(\cdot, \cdot)_H + \omega(u | v)_H
\]
Note that if \( \omega \in \mathbb{R} \) and \( \alpha': V \times V \to \mathbb{C} \) is given by \( \alpha'(u, v) = \alpha(u, v) + \omega(u | v)_H \), then the operator \( A' = A + \omega I \) differs from \( A \) only by a shift. Traditionally the form \( \alpha \) in Theorem 2.1 does not have to be accretive, but in Theorem 2.2 the form \( \alpha \) is supposed to be accretive. One can relax the conditions in Theorem 2.2 by introducing a shift and replacing \( \alpha(u, v) + (u | v)_H \) by \( \alpha(u, v) + \omega'(u | v)_H \), but this essentially does not change the content. In order to avoid introducing such a shift, in the following sections we assume that \( \alpha \) is already accretive.

Finally we formulate a recent generalisation of Theorem 2.1 where the Hilbert space \( V \) does not have to be embedded in the Hilbert space \( H \).

**Theorem 2.2 (McIntosh).** Suppose \( V \) is continuously and densely embedded in \( H \). Moreover, suppose \( \alpha \) is accretive and that there exists a \( \mu > 0 \) such that
\[
\sup_{\|v\|_V \leq 1} |\alpha(u, v) + (u | v)_H| \geq \mu\|u\|_V
\]
for all \( u \in V \). Then the operator \( A \) is m-accretive.

**Theorem 2.3 (Arendt and ter Elst [AtE12, Theorem 2.1]).** Let \( j: V \to H \) be a continuous linear map with dense range. Suppose \( \alpha \) is \( j \)-elliptic, i.e., there exist \( \omega \in \mathbb{R} \) and \( \mu > 0 \) such that
\[
\Re\alpha(u, u) + \omega\|j(u)\|_H^2 \geq \mu\|u\|_V^2
\]
for all \( u \in V \). Define the graph of an operator \( A \) as follows. If \( x, f \in H \), then \( x \in D(A) \) and \( Ax = f \) if and only if there exists a \( u \in V \) such that \( j(u) = x \) and \( \alpha(u, v) = \langle f, j(v) \rangle_H \) for all \( v \in V \). Then \( A \) is well-defined and m-sectorial.

In Section 4 we present a generation theorem which generalises both Theorem 2.2 and 2.3.
3. Basic properties of accretive operators

In this section we collect basic results about linear accretive operators for the reader’s convenience. Most of the results are standard and can be found in a more general setting in the literature, see for example [Phi69] and [HP97, Chapter 3].

**Definition 3.1.** Let $A$ be an operator in a Hilbert space $H$ with domain $D(A)$. We say that $A$ is accretive if $\Re (Ax | x) \geq 0$ for all $x \in D(A)$. If $A$ is accretive and $(I + A)$ is surjective, we say that $A$ is m-accretive. The operator $A$ is called maximal accretive if for every accretive operator $B$ with $A \subset B$ it follows that $A = B$.

Our main motivation to study m-accretive operators is the following well-known theorem. It highlights the usefulness of m-accretive operators for the study of evolution equations.

**Theorem 3.2** (Phillips [Phi59, Theorem 1.1.3]). Let $A$ be a linear operator in a Hilbert space $H$. Then $A$ is m-accretive if and only if $-A$ is the generator of a $C_0$-semigroup of contraction operators on $H$.

In particular, every m-accretive operator $A$ is densely defined and satisfies $(0, \infty) \subset \rho(-A)$.

**Lemma 3.3.** Let $A$ be an accretive operator. Then $\text{rg}(I + A)$ is closed if and only if $A$ is closed.

**Proposition 3.4.** Let $A$ be an operator in $H$. Then $A$ is m-accretive if and only if $A$ is closed and maximal accretive.

**Corollary 3.5.** If $A \in \mathcal{L}(H)$ is accretive, then $A$ is m-accretive.

**Proposition 3.6.** Let $A$ be a densely defined, accretive operator. Then we have the following.

(a) $A^*$ is m-accretive.

(b) $\ker A = \ker A^*$.

**Lemma 3.7.** Let $A$ be a densely defined, accretive operator. Then $A$ is closable and its closure $\overline{A}$ is accretive.

**Proposition 3.8.** Let $A$ be a densely defined, closed, accretive operator. Then $A$ is m-accretive if and only if $A^*$ is accretive.

We will need the following perturbation result for an invertible m-accretive operator. The part about the invertibility of the operator $A + S$ appears to be new.

**Proposition 3.9.** Let $A$ be an m-accretive operator in $H$. Let $S$ be a bounded sectorial operator on $H$ with vertex $0$ and semi-angle $\theta \in [0, \frac{\pi}{2})$. Suppose $A$ is invertible. Then the operator $A + S$ is m-accretive and invertible. Moreover,

$$
\|(A + S)^{-1}\| \leq 2\|A^{-1}\| + (1 + \tan \theta)^2\|S\| \|A^{-1}\|^2.
$$

**Proof.** Clearly, the operator $A + S$ is densely defined, closed and accretive. Since also its adjoint operator $(A + S)^* = A^* + S^*$ is accretive, the operator $A + S$ is m-accretive by Proposition 3.8.

First suppose that there exists an $\varepsilon > 0$ such that $\Re (Ax | x) \geq \varepsilon \|x\|^2$ for all $x \in D(A)$. Then $A + S - \varepsilon I$ is accretive, and due to the m-accretivity of $A + S$ it follows that $A + S$ is invertible. By the second resolvent identity we have

$$
(A + S)^{-1} - A^{-1} = -A^{-1}S(A + S)^{-1}.
$$
Let $P = \Re S = \frac{1}{2}(S + S^*)$. Then by [Kat01, Theorem VI.3.2] there exists a symmetric operator $B \in \mathcal{L}(H)$ such that $\|B\| \leq \tan \theta$ and $S = P^{1/2}(I + iB)P^{1/2}$. Plugging the latter into the above equation, we obtain

$$(A + S)^{-1} - A^{-1} = -(A^{-1}P^{1/2}(I + iB))(P^{1/2}(A + S)^{-1}).$$

If $x \in D(A)$, then

$$\|P^{1/2}x\|^2 = (Px \mid x) \leq \Re((A + S)x \mid x) \leq \|(A + S)x\| \|x\|.$$ 

So $\|P^{1/2}(A + S)^{-1}x\|^2 \leq \|x\|\|(A + S)^{-1}x\|$ for all $x \in H$. Let $x \in H$. Then

$$\|(A + S)^{-1}x\| \leq \|A^{-1}x\| + \|A^{-1}P^{1/2}(I + iB)\|\|P^{1/2}(A + S)^{-1}x\|$$

$$\leq \|A^{-1}x\| + \|A^{-1}P^{1/2}(I + iB)\|\|x\|^{1/2}\|(A + S)^{-1}x\|^{1/2}$$

$$\leq \|A^{-1}x\| + \frac{1}{2}\|A^{-1}P^{1/2}(I + iB)\|\|x\| + \frac{1}{2}\|(A + S)^{-1}x\|.$$ 

Hence

$$\|(A + S)^{-1}x\| \leq 2\|A^{-1}x\| + \|A^{-1}P^{1/2}(I + iB)\|^2\|x\|$$

$$\leq 2\|A^{-1}\|\|x\| + (1 + \tan \theta)^2\|S\|\|A^{-1}\|^2\|x\|.$$ 

This proves the norm estimate.

Now we prove the general case. Let $\varepsilon > 0$. Replacing $A$ by $\varepsilon I + A$ gives

$$\|((\varepsilon I + A + S)^{-1}\| \leq 2\|((\varepsilon I + A)^{-1}\| + (1 + \tan \theta)^2\|S\|\|((\varepsilon I + A)^{-1}\|^2.$$ 

Since $A$ is invertible, it follows that

$$\sup_{\varepsilon \in (0,1]}\left(2\|((\varepsilon I + A)^{-1}\| + (1 + \tan \theta)^2\|S\|\|((\varepsilon I + A)^{-1}\|^2\right) < \infty.$$ 

Hence $A + S$ is invertible as the operator norm of the resolvent does not blow up for $\varepsilon \searrow 0$. □

4. THE COMPLETE CASE

Let $V$ and $H$ be Hilbert spaces, $\mathfrak{a} \colon V \times V \to \mathbb{C}$ a sesquilinear form and $j \in \mathcal{L}(V,H)$. We assume that

- (I) $\mathfrak{a}$ is continuous and accretive, and
- (II) $j(V)$ is dense in $H$.

We emphasise that we do not assume $j$ to be injective.

Since $\mathfrak{a}$ is continuous, there exists an operator $T_0 \in \mathcal{L}(V)$ such that

$$\mathfrak{a}(u,v) = (T_0u \mid v)_V$$

for all $u,v \in V$. Clearly $T_0$ is accretive, hence $m$-accretive by Corollary 3.5. We set

$$D_j(\mathfrak{a}) = \{u \in V : \text{there exists an } f \in H \text{ such that } \mathfrak{a}(u,v) = (f \mid j(v))_H \text{ for all } v \in V\}.$$ 

Note that for any $u \in D_j(\mathfrak{a})$, the element $f$ in the above definition is unique since $j(V)$ is dense in $H$. We use the notation $D_j(\mathfrak{a})$ instead of the notation $D_H(\mathfrak{a})$ that was introduced in [AtE12] to emphasise that this space depends not only on $H$, but also on $j$. It will be convenient for the following to define the sesquilinear form $\mathfrak{b} : V \times V \to \mathbb{C}$ by

$$\mathfrak{b}(u,v) = \mathfrak{a}(u,v) + (j(u) \mid j(v))_H.$$
Moreover, if the above equivalent statements are satisfied, one has
\[ b(u, v) = (Tu \mid v)_V \]
for all \( u, v \in V \). Clearly \( T = T_0 + j^*j \). We assume throughout this paper that \( a \) and \( j \) satisfy Conditions [I] and [II] and we define \( T_0, T, b \) and \( D_j(a) \) as above.

If \( b(u, u) = 0 \), then \( \|j(u)\|^2_H = 0 \) since \( a \) is accretive. Put differently,
\[ (Tu \mid u)_V = 0 \implies u \in \ker j. \]
In particular, \( \ker T \subset \ker j \). As \( T \) is m-accretive, it follows from Proposition 3.6 that \( \ker T^* = \ker T \subset \ker j \). Hence
\[ \text{rg } j^* \subset \text{rg } T. \]
Using \( \ker T \subset \ker j \) we obtain \( \ker T \subset \ker T_0 \subset D_j(a) \). Therefore,
\[ \ker T \subset D_j(a) \cap \ker j. \]

**Proposition 4.1** (Existence of the associated operator). Let \( V, H, a \) and \( j \) be as above. Suppose \( a \) and \( j \) satisfy Conditions [I] and [II]. Then the following are equivalent:

(i) There exists an (accretive) operator \( A \) in \( H \) such that \( D(A) = j(D_j(a)) \) and
\[ a(u, v) = (Aj(u) \mid j(v))_H \]
for all \( u \in D_j(a) \) and \( v \in V \).

(ii) \( D_j(a) \cap \ker j \subset \ker T_0 \).

(iii) \( D_j(a) \cap \ker j \subset \ker T \).

Moreover, if the above equivalent statements are satisfied, one has
\[ j^*(I + A)j(u) = Tu \]
for all \( u \in D_j(a) \), where \( A \) is as in [i].

**Proof.** [i] \( \Rightarrow \) [ii]: Let \( u \in D_j(a) \cap \ker j \). Then
\[ (T_0u \mid v)_V = a(u, v) = (Aj(u) \mid j(v))_H = 0 \]
for all \( v \in V \), whence \( T_0u = 0 \).

[ii] \( \Rightarrow \) [i]: Let \( u \in D_j(a) \), \( f \in H \) and suppose that \( j(u) = 0 \) and \( a(u, v) = (f \mid j(v))_H \) for all \( v \in V \). Then \( u \in D_j(a) \cap \ker j \) and hence \( T_0u = 0 \) by Condition [ii]. So \( (f \mid j(v))_H = a(u, v) = (T_0u \mid v)_V = 0 \) for all \( v \in V \). As \( j(V) \) is dense in \( H \), one deduces \( f = 0 \). By linearity this implies existence of the operator \( A \).

[ii] \( \Rightarrow \) [iii]: This follows from \( T = T_0 + j^*j \).

Finally, suppose that [i] holds. Then \( j^*A j(u) = T_0u \) for all \( u \in D_j(a) \). Now (i) follows from \( T = T_0 + j^*j \). \( \square \)

If the equivalent statements in Proposition 4.1 are satisfied, we say that \( (a, j) \) is **associated with an accretive operator** and call \( A \) the **operator associated with \( (a, j) \)**.

Now we state the generalised generation theorem, which is the main result of this section.

**Theorem 4.2** (Generation theorem for m-accretive operators). Let \( V, H, a \) and \( j \) be as above. Suppose \( a \) and \( j \) satisfy Conditions [I] and [II]. Assume that the equivalent conditions of Proposition 4.1 are satisfied and let \( A \) be the operator associated with \( (a, j) \). Then \( A \) is m-accretive if and only if
\[ \text{rg } j^* \subset \text{rg } T. \]
We first establish a simple general formula. By $T_0^{-1}[]$ we denote taking the preimage under $T_0$ (analogously for $T$).

**Lemma 4.3.** Suppose $a$ and $j$ satisfy Conditions (I) and (II). Then $D_j(a) = T_0^{-1}[\text{rg} j^*] = T^{-1}[\text{rg} j^*]$. In particular, $T(D_j(a)) \subset \text{rg} j^*$.

**Proof.** Let $u \in V$. By definition, $u \in D_j(a)$ if and only if there exists an $f \in H$ such that $a(u, v) = (f | j(v)_H)$ for all $v \in V$. This is equivalent to the statement that there exists an $f \in H$ such that $(T_0 u | v)_V = a(u, v) = (j^* f | v)_V$ for all $v \in V$. Therefore $T_0 u \in \text{rg} j^*$ if and only if $u \in D_j(a)$. Now the second equality follows from $D_j(a) = D_j(b)$. \hfill $\Box$

We will obtain Theorem 4.2 as a consequence of the following proposition.

**Proposition 4.4.** Suppose $a$ and $j$ satisfy Conditions (I) and (II). Assume that $(a, j)$ is associated with an accretive operator $A$. Let $f \in H$. Then $f \in \text{rg}(I + A)$ if and only if $j^* f \in T(D_j(a))$. In particular, $A$ is m-accretive if and only if $\text{rg} j^* \subset T(D_j(a))$.

**Proof.** Let $f \in H$. As $j^*$ is injective, by Proposition 4.1(0) and (6) one has $f \in \text{rg}(I + A) = (I + A)j(D_j(a))$ if and only if $j^* f \in j^*(I + A)j(D_j(a)) = T(D_j(a))$. \hfill $\Box$

**Proof of Theorem 4.2.** If $A$ is m-accretive, then Proposition 4.4 implies that Condition (7) is satisfied. Conversely, suppose Condition (7) is satisfied. By Lemma 4.3 we obtain $T(D_j(a)) = \text{rg} j^*$. Therefore $A$ is m-accretive by Proposition 4.4. This proves the theorem. \hfill $\Box$

**Remark 4.5.** 1. It follows from (5) and Proposition 4.1 that $(a, j)$ is associated with an accretive operator if and only if

$$D_j(a) \cap \ker j = \ker T.$$ 

Note that in general the latter equality does not hold with $T_0$ instead of $T$. Moreover, $T$ may not be replaced by $T_0$ in Condition (7). Both can be observed in the example specified by $V = H, T_0 = 0$ and $j = I$, where $H$ is a Hilbert space with $\dim H > 0$.

2. If $V$ is finite-dimensional and $(a, j)$ is associated with an accretive operator $A$, then $A$ is m-accretive. This follows from Theorem 4.2 since (4) implies $\text{rg} j^* \subset T$.  

3. Suppose $(a, j)$ is associated with an accretive operator $A$. By Proposition 4.4 and Lemma 4.3 the operator $A$ is m-accretive if and only if $T(D_j(a)) = \text{rg} j^*$.

4. If $j$ is injective, then $(a, j)$ is associated with an accretive operator by Proposition 4.1. If, in addition, $T$ is bijective, then Condition (7) is trivially satisfied. Thus Theorem 2.2 of McIntosh [MC68] Theorem 3.1 is a special case of Theorem 4.2. We also point out that Condition (7) has already appeared in [MC66] Theorem 3.5] in the setting of injective $j$.

5. Theorem 2.3 follows from Theorem 4.2 by the following argument. Adopt the assumption of Theorem 2.3. We may shift $a$ such that $\omega = 0$. Then $a$ is accretive. By the ellipticity condition we have

$$\mu \|u\|_V^2 \leq \Re a(u, u) \leq |b(u, u)| \leq \|Tu\|_V \|u\|_V$$

for all $u \in V$. This implies that $T$ is injective and has closed range. It follows from $\ker T^* = \ker T = \{0\}$ that $\text{rg} T = V$. Hence $T$ is invertible. Moreover, if $u \in V$ satisfies $a(u, u) = 0$, then $u = 0$. Hence $D_j(a) \cap \ker j = \{0\}$. Therefore $(a, j)$ is associated with an accretive operator $A$ by Proposition 4.1. Moreover, $A$ is m-accretive by Theorem 4.2. The same applies to the operator $e^{i\alpha}A$ for all $\alpha \in \mathbb{R}$ such that $|\alpha|$ is small. Hence $A$ is m-sectorial.

The following finite-dimensional example shows that it is possible that $(a, j)$ is not associated with an accretive operator even though $T$ is invertible.
Example 4.6. Let $V = \mathbb{C}^2$, $H = \mathbb{C}$ and $j(u_1, u_2) = u_2$. Define the form $a: V \times V \to \mathbb{C}$ by $a(u, v) = u_2\overline{v}_1 - u_1\overline{v}_2$. Then $a$ is accretive and $T = T_0 + j^*j = (0 \ 1 \ 1 \ 0)$, which is an invertible matrix. However, $(a, j)$ is not associated with an accretive operator. To prove this, let $f \in H$. If $u \in V$, then
\[ u_2\overline{v}_1 - u_1\overline{v}_2 = a(u, v) = (f \ | j(v))_\mathbb{C} = f\overline{v}_2 \]
for all $v \in V$ if and only if $j(u) = u_2 = 0$ and $u_1 = -f$. Hence $D_j(a) = \ker j = \mathbb{C} \times \{0\}$. Now the claim follows by Proposition [4.1].

Even if $(a, j)$ is associated with an accretive operator, the associated operator need not be m-accretive. To make matters worse, the restriction of $(a, j)$ to a closed subspace $W \subset V$ that contains $D_j(a)$ and satisfies that $j(W)$ is dense in $H$ need not be associated with an accretive operator, even if this is the case for $(a, j)$. We shall see later in Proposition [4.21] that such behaviour does not occur if $(a, j)$ is associated with a densely defined, accretive operator.

Example 4.7. Let $V = \ell_2$ and $H = \mathbb{C}$. By $(e_k)_{k \in \mathbb{N}}$ we denote the standard orthonormal basis in $\ell_2$. Let $T_0 \in \mathcal{L}(V)$ be such that $T_0e_k = \frac{1}{k}e_k$ for all $k \geq 3$, $T_0e_1 = -e_2$ and $T_0e_2 = e_1$. Observe that $T_0$ is m-accretive. Clearly $w := (0, \frac{1}{1}, \frac{1}{2}, \frac{1}{3}, \ldots) \in \ell_2$ is not in the range of $T_0$. Define $j \in \mathcal{L}(V, \mathbb{C})$ by $j(u) = (u | w)_{\ell_2}$ and set $T := T_0 + j^*j$. As $T_0$ is injective and $j^*(\alpha) = \alpha w$ for all $\alpha \in \mathbb{C}$, the operator $T$ is injective and $w \notin \text{rg} T$. Define $a: V \times V \to \mathbb{C}$ by $a(u, v) = (T_0u | v)_{\ell_2}$. Then $T_0$ and $T$ are indeed the operators representing $a$ and $b$ in $V$.

Since $\text{rg} j^* = \text{span}\{w\}$, it follows from Lemma [4.3] that $D_j(a) = \{0\}$. Therefore $(a, j)$ is associated with an accretive operator that is not m-accretive.

Let $W = \text{span}\{e_1, e_2\} \subset V$ and define $\hat{a} := a|_{W \times W}$ and $\hat{j} := j|_W$. It is easily observed that we are now in the setting of Example 4.6. Therefore $(\hat{a}, \hat{j})$ is not associated with an accretive operator even though $D_j(a) \subset W$ and $(a, j)$ is associated with an accretive operator.

Furthermore, note that if we choose $W = \text{span}\{e_2\}$ instead, then $a|_{W \times W} = 0$, and hence $(a|_{W \times W}, j|_W)$ is associated with the m-accretive zero operator on $H = \mathbb{C}$. If one chooses $W = \text{span}\{e_3\}$, then $(a|_{W \times W}, j|_W)$ is associated with an m-accretive operator that is different from the zero operator. In fact, a straightforward calculation shows that the associated operator in this case is $\frac{4}{3}I$.

The previous example shows that taking seemingly suitable restrictions of $a$ and $j$ does not need to give “better” operators and can introduce surprising degrees of freedom. The next simple example illustrates that $(a, j)$ can be associated with a nonclosed accretive operator.

Example 4.8. Let $V$ and $H$ be Hilbert spaces and $j \in \mathcal{L}(V, H)$. Choose the form $a = 0$ on $V \times V$. Then $(a, j)$ is associated with an accretive operator $A$. More precisely, $D(A) = \text{rg} j$ and $A = 0$. Therefore $A$ is m-accretive if and only if it is closed, which is the case if and only if $\text{rg} j = H$. Still, $A$ is densely defined and closable.

We now show that every densely defined, closed, accretive operator is, in the obvious way, associated with an accretive form in the sense of Proposition [4.1]. Note that the operator does not have to be m-accretive.

Example 4.9. Let $R$ be a densely defined, closed, accretive operator in a Hilbert space $H$. Equip $V := D(R)$ with the inner product $(u \ | \ v)_V = (Ru \ | \ Rv)_H + (u \ | \ v)_H$. This makes $V$ into a Hilbert space. Define the form $a: V \times V \to \mathbb{C}$ by $a(u, v) = (Ru \ | \ v)_H$. Then $a$ is accretive and continuous. Let $j: V \to H$ be the inclusion. Then $j$ is continuous with dense range. Obviously $(a, j)$ is associated with an accretive operator. It is easy to verify that $D_j(a) = V$. So the associated operator is equal to $R$.\[\Box\]
Next we give an example such that \( j \) is injective, whence \((a, j)\) is associated with an accretive operator \( A \), but such that \( D(A) = \{0\} \). In particular, \( A \) is not m-accretive, so the condition \( \text{rg } j^* \subset \text{rg } T \) in Theorem 4.2 is not fulfilled. The example is based on the following lemma.

**Lemma 4.10.** Let \( H \) be an infinite-dimensional Hilbert space. Suppose \( R, S \in \mathcal{L}(H) \) are self-adjoint, positive, injective operators such that \( \text{rg } R \cap \text{rg } S = \{0\} \). Equip \( V = \text{rg } R \) with the inner product \((u \mid v)_V = (R^{-1}u \mid R^{-1}v)_H\). Let \( j : V \to H \) be the inclusion and let \( a : V \times V \to \mathbb{C} \) be given by
\[
a(u, v) = (RSR^{-1}u \mid v)_V.\]
Then \( a \) and \( j \) satisfy Conditions (I) and (II), and one has \( D_j(a) = \{0\} \).

**Proof.** Note that both \( \text{rg } R \) and \( \text{rg } S \) are dense since \( R \) and \( S \) are injective. Moreover, \( V \) is a Hilbert space and \( j \) is continuous with dense range. We have
\[
(j^*f \mid v)_V = (f \mid j(v))_H = (R^{-1}R^2f \mid R^{-1}v)_H = (R^2f \mid v)_V
\]
for all \( f \in H \) and \( v \in V \). This shows that \( j^* = R^2 \), and therefore \( j^*j = R^2 |_V \). It follows from the definition of \( a \) that \( T = R^2 |_V + RSR^{-1} \). Let \( u \in \text{rg } T \cap \text{rg } j^* \). Then there exist \( v \in V \) and \( f \in H \) such that \( Tv = u = j^*f \). It follows that \( RSR^{-1}v = R^2(f - v) \), whence \( SR^{-1}v \in \text{rg } R \). So \( R^{-1}v = 0 \) and hence \( u = 0 \). By Lemma 4.3 this proves that \( D_j(a) = \{0\} \).

We point out that the form \( a \) in Lemma 4.10 is symmetric and positive, but not elliptic. More precisely, neither the conditions of Theorem 2.1 nor those of Theorem 2.3 are satisfied.

**Example 4.11.** There are many possible choices for pairs of operators \( R, S \) with the properties required in Lemma 4.10. Below we shall give a couple of examples. If such a pair of operators \( R, S \) is fixed, one may choose \( V, a \) and \( j \) as in Lemma 4.10 to obtain an example where \( j \) is injective and \((a, j)\) is associated with an accretive operator that has the domain \( \{0\} \).

1. The first choice is classical and motivated by the Heisenberg uncertainty principle. Let \( H = L^2(\mathbb{R}) \). Define \( R = \exp(-Q^4) \) and \( S = \exp(-P^4) \), where \( Q \) is the multiplication operator with \( x \) in \( H \) (the so-called ‘position operator’) and \( P \) is the operator \( i \frac{d}{dx} \) (the so-called ‘momentum operator’). It is a consequence of Beurling’s theorem (see [Hor91], for example) that \( \text{rg } R \cap \text{rg } S = \{0\} \). So \( R \) and \( S \) are bounded linear operators that satisfy the conditions in Lemma 4.10.

We point out that the above operators \( R \) and \( S \) are unitarily equivalent (as are \( Q \) and \( P \)). It is a consequence of a classical theorem of von Neumann [FW71, Theorem 3.6] that an abundance of such pairs of unitarily equivalent self-adjoint, injective, positive operators with trivially intersecting ranges exist.

2. Another completely elementary choice of suitable operators can be obtained as follows. Let \( H = L^2(0, 1) \) and let \( R \) be the resolvent of the realisation of the Dirichlet Laplacian in \( L^2(0, 1) \) that is associated with the form \( \mathfrak{h} : H^1_0(0, 1) \times H^1_0(0, 1) \to \mathbb{C} \) given by \( \mathfrak{h}(u, v) = \int_0^1 u'v' \). Then \( R \) is a self-adjoint, positive, injective operator on \( L^2(0, 1) \) with \( \text{rg } R \subset C[0, 1] \). Next, let \( S \) be a multiplication operator on \( L^2(0, 1) \) associated with a strictly positive function \( m \in L^\infty(0, 1) \) such that \( \frac{1}{m} \) is nowhere locally in \( L^2 \). It easily follows that \( \text{rg } S \cap C[0, 1] = \{0\} \). So \( R, S \) have the properties required in Lemma 4.10.

It is trivial to construct examples with \( \ker T \neq \{0\} \) such that \((a, j)\) is associated with an \( m \)-accretive operator.

**Example 4.12.** Let \( V = \mathbb{C}^2 \), \( H = \mathbb{C} \), \( a(u, v) = 0 \) and \( j(u) = u_1 \). Then \( T = j^*j \), and hence Condition 7 is satisfied. Moreover, \( D_j(a) = \mathbb{C}^2 \) and \( \ker j = \{0\} \times \mathbb{C} = \ker T \). So the
equivalent conditions in Proposition 4.1 are satisfied. Therefore \((a, j)\) is associated with an m-accretive operator by Theorem 4.2.

A convenient sufficient condition for \((a, j)\) to be associated with an accretive operator is as follows.

**Lemma 4.13.** Suppose \(a\) and \(j\) satisfy Conditions [1] and [11]. Suppose that for all \(u \in V\) with \(b(u, u) = 0\) one has \(u = 0\). Then \(D_j(a) \cap \ker j = \{0\}\); in particular, \((a, j)\) is associated with an accretive operator.

**Proof.** Let \(u \in D_j(a) \cap \ker j\). Let \(f \in H\) be such that \(a(u, v) = (f \mid j(v))_H\) for all \(v \in V\). Then \(b(u, u) = a(u, u) + \|j(u)\|_H^2 = (f \mid j(u))_H = 0\), whence \(u = 0\). \(\square\)

Another sufficient condition is as follows.

**Lemma 4.14.** If \(j(D_j(a))\) is dense in \(H\), then \((a, j)\) is associated with an accretive operator.

**Proof.** This follows from the fact that possibly multi-valued, densely defined, accretive operators are single-valued, see [HP97, Remark 3.1.42].

We provide a proof to be self-contained. We show that \(D_j(a) \cap \ker j \subset \ker T_0\). Let \(u \in D_j(a) \cap \ker j\) and let \(f \in H\) be such that \(a(u, v) = (f \mid j(v))_H\) for all \(v \in V\). Then \(T_0u = j^*f\).

Let \(w \in D_j(a)\) and \(\lambda \in \mathbb{C}\). Then there exists a \(g \in H\) such that

\[
a(w - \lambda u, u) = (g \mid j(u))_H = 0.
\]

Hence we obtain

\[
0 \leq \Re(a(w - \lambda u, w - \lambda u)) = \Re(a(w, w)) - \Re(\lambda f \mid j(w))_H.
\]

This shows that \((f \mid j(w))_H = 0\) for all \(w \in D_j(a)\). Therefore \(f = 0\). Hence \(T_0u = j^*f = 0\). Now the statement follows from Proposition 4.1. \(\square\)

We next give an example where \(j(D_j(a))\) is dense in \(H\), but such that the associated operator is not m-accretive. In fact, the example is a suitable special case of Example 4.9.

**Example 4.15.** Let \(H = L^2(0, \infty)\) and \(V = H^1_0(0, \infty)\). Let \(j\) be the (injective) embedding of \(V\) into \(H\). Define \(a: V \times V \to \mathbb{C}\) by

\[
a(u, v) = -\int_0^\infty u'\overline{v}.
\]

Using the continuous representative of \(u \in H^1_0(0, \infty)\), we obtain

\[
2\Re(a(u, u)) = -\int_0^\infty (u'\overline{u} + \overline{u'u}) = -\left[|u|^2\right]_0^\infty = |u(0)|^2 = 0
\]

for all \(u \in V\). Hence \(a\) and \(j\) satisfy Conditions [1] and [11]. It is easily observed that the operator \(A\) associated with \((a, j)\) is given by \(Au = -u'\) and \(D(A) = H^1_0(0, \infty)\).

Note that the operator \(B\) in \(H\) defined by \(Bu = -u'\) and \(D(B) = H^1(0, \infty)\) is accretive and strictly extends \(A\). So \(D(A)\) is dense, but \(A\) fails to be m-accretive.

We remark that the operator \(-A\) is accretive and satisfies \((-A)^* = B\). Clearly \(-A\) is densely defined and closed. Hence \(-A\) is m-accretive by Proposition 3.8 and \(B\) is m-accretive by Proposition 3.6. Note that the operator \(-A\) is associated with \((-a, j)\), while \(B = (-A)^*\) is associated with \((\tilde{a}, \tilde{j})\), where the form \(\tilde{a}: H^1(0, \infty) \times H^1(0, \infty) \to \mathbb{C}\) is defined by \(\tilde{a}(u, v) = -\int_0^\infty u'\overline{v}\) and \(\tilde{j}\) is the embedding of \(H^1(0, \infty)\) into \(H\). \(\diamond\)
In the following example an m-accretive operator is associated with an accretive form corresponding to a second order differential expression. Later in Section 8 after Proposition 8.13 we will briefly revisit this example.

**Example 4.16.** Let \( a, b \in \mathbb{R} \) with \( a < 0 < b \). Let \( H = L^2(a, b) \), and let \( V = H_0^1(a, b) \) with norm \( \| u \|_V^2 = \int_a^b \left| u' \right|^2 \). Let \( j \) be the embedding of \( V \) in \( H \). Define \( \mathbf{a} : V \times V \rightarrow \mathbb{C} \) by

\[
\mathbf{a}(u, v) = i \int_a^b (\text{sgn} \, x) u'(x) \overline{v'(x)} \, dx.
\]

Then \( \mathbf{a} \) and \( j \) satisfy Conditions (I) and (II). Note that \( \Re \mathbf{a}(u, u) = 0 \) for all \( u \in V \). It is readily verified that the associated operator \( A \) is given by \( Au = -i(\text{sgn} \, u')' \) on the domain \( D(A) = \{ u \in H_0^1(a, b) : \text{sgn} \cdot u' \in H^1(a, b) \} \). Since \( iA \) is a self-adjoint operator by [Na˘ı68, Theorem 5 in §18.2], the operator \( A \) is m-accretive and Condition (7) is satisfied.

In particular, we may choose \( a = -1 \) and \( b = 1 \). Then a straightforward calculation yields \( (T_0 u)(s) = i(\text{sgn} \, s)(u(s) + (|s| - 1)u(0)) \) for all \( s \in (-1, 1) \) and \( j^* j = (-\Delta_{(-1,1)}^D)^{-1}|_{H^1_0(-1,1)} \), where \( \Delta_{(-1,1)}^D \) denotes the Dirichlet Laplacian on \( (-1, 1) \). Note that \( T_0 \) is not injective since \( s \mapsto 1 - |s| \) is an element of the kernel of \( T_0 \). In this example a direct verification of Condition (7) appears to be difficult.

We define the subspace

\[
V_j(\mathbf{a}) := \{ u \in V : \mathbf{a}(u, u) = 0 \text{ for all } v \in \ker j \}.
\]

It is immediate from the definitions that \( D_j(\mathbf{a}) \subset V_j(\mathbf{a}) \) and that \( V_j(\mathbf{a}) \) is closed. Moreover, it is easily observed that

\[
V_j(\mathbf{a}) = V_j(\mathbf{b}) = T^{-1}[\ker j^\perp] = (T^* \ker j)^\perp,
\]

where \( \perp \) denotes the orthogonal complement in \( V \). Hence, if \( T \) is invertible, then it follows from Lemma 4.3 that \( V_j(\mathbf{a}) \) is the closure of \( D_j(\mathbf{a}) \).

The space \( V_j(\mathbf{a}) \) plays an important role in the theory of \( j \)-elliptic forms as in Theorem 2.3. If \( \mathbf{a} \) is \( j \)-elliptic, then \( D_j(\mathbf{a}) \) is dense in \( V_j(\mathbf{a}) \) by [ATE12, Proposition 2.3 (ii)], one has the (possibly nonorthogonal) decomposition \( V = V_j(\mathbf{a}) \perp \ker j \) by [ATE12, Theorem 2.5 (i)], and the associated operator is determined by the restriction \( (\mathbf{a}|_{V_j(\mathbf{a})})|_{V_j(\mathbf{a})} \). We point out that the first statement also follows immediately from Lemma 4.3 since in the \( j \)-elliptic case the operator \( T \) is invertible by Remark 4.5.

If \( \mathbf{a} \) is merely accretive, then in general \( D_j(\mathbf{a}) \) is not dense in \( V_j(\mathbf{a}) \) even if \( j \) is injective and \( (\mathbf{a}, j) \) is associated with an m-accretive operator. An example for this is as follows.

**Example 4.17.** Let \( V = H = \ell_2 \). Let \( S : V \rightarrow V \) be the right shift, so \( Se_n = e_{n+1} \) for all \( n \in \mathbb{N} \). Define \( T' \in \mathcal{L}(V) \) by \( T' e_n = 2^{-n} e_n \) and \( j \in \mathcal{L}(V, H) \) by \( j = (I - 2S^*)T' = T'(I - S^*) \). Since \( T'(I - S^*) \) is the composition of two injective maps, it follows that \( j \) is injective and, in particular, \( V_j(\mathbf{a}) = V \). If \( u \in V \), then

\[
\| j(u) \|^2_H = \| (I - 2S^*)T'u \|_H^2 \leq 9 \| T'u \|_V^2 \leq \frac{9}{2} \| T'u \|_V \| u \|_V.
\]

Hence if one defines \( \mathbf{a} : V \times V \rightarrow \mathbb{C} \) by

\[
\mathbf{a}(u, v) = \frac{9}{2} (T'u | v)_V - (j(u) | j(v))_H,
\]

then \( \mathbf{a} \) is continuous and accretive. The definition of \( j \) implies \( j^* = T'(I - 2S) \). As \( I - 2S \) is injective, also \( j^* \) is injective. Therefore \( j \) has dense range. Moreover, \( \text{rg} \, j^* \subset \text{rg} \, T' \). Note
that $b(u, v) = (Tu | v)_V$, where $T = \frac{9}{2}T'$. So $(a, j)$ is associated with an m-accretive operator by Theorem [4.2]

Define $w = \sum_{n=1}^{\infty} 2^{-n}e_n \in V$. It is readily verified that $\ker(\frac{1}{2}I - S^*) = \text{span}\{w\}$. Moreover, observe that $D_j(a) = T^{-1} \text{rg} j^* = \text{rg} (\frac{1}{2}I - S)$. Therefore $(D_j(a))^\perp = \text{span}\{w\}$. In particular, $D_j(a)$ is not dense in $V_j(a) = V$.

We also point out that in this example $D_j(a)$ is closed in $V$. For this it suffices to show that $\frac{1}{2}I - S$ is Fredholm. By [Dou72, Theorem 5.17] the latter is equivalent to $\frac{1}{2}I - S$ being invertible in the Calkin algebra, which is the quotient space of the bounded operators modulo the compact operators and becomes a $C^*$-algebra in the natural way; see [Dou72, Chapter 5]. As $SS^* - I$ is compact and $S^*S = I$, the operator $S$ is unitary in the Calkin algebra. It follows that $\frac{1}{2}I - S$ is invertible in the Calkin algebra. $\diamond$

The following example shows that $(a, j)$ can be associated with a nonclosable accretive operator. It is obtained by adapting Phillips’ example for a nonclosed, single-valued, maximal accretive operator in [Phi59, Footnote 6]. Note that our operator is not maximal accretive. We will see in Proposition 5.12 that we cannot obtain such a nonclosed, maximal accretive operator in our setting.

**Example 4.18.** Let $H = \ell_2(\mathbb{N})$, and let $(e_n)_{n \in \mathbb{N}}$ be the standard orthonormal basis. Equip the space

$$ V := \left\{ u = (u_n)_{n \in \mathbb{N}_0} \in \ell_2(\mathbb{N}_0) : \sum_{n=0}^{\infty} |2^n u_n|^2 < \infty \right\} $$

with the inner product defined by

$$(u | v)_V := \sum_{n=0}^{\infty} 4^n u_n \overline{v_n}. $$

Then $V$ is a Hilbert space.

Define $y := \sum_{n=2}^{\infty} 2^{-n}e_n \in H$. Let $j \in \mathcal{L}(V, H)$ be defined by

$$ j(u) = u_0 e_1 + u_1 y + \sum_{n=2}^{\infty} u_n e_n. $$

Note that $j$ has dense range in $H$. We show that $j$ is injective. Let $u \in \ker j$. Then $u_0 = 0$. Moreover, $u_n = -u_1 2^{-n}$ for all $n \geq 2$. This implies that $u = 0$ because $(2^n u_n)_{n \in \mathbb{N}_0} \in \ell_2(\mathbb{N}_0)$ as $u \in V$.

Define $a : V \times V \to \mathbb{C}$ by

$$ a(u, v) = u_1 \overline{v_0} - u_0 \overline{v_1}. $$

Then $a$ is accretive and continuous. So $a$ and $j$ satisfy Conditions (I) and (II) and $(a, j)$ is associated with an accretive operator $A$ since $j$ is injective.

We first show that $D_j(a) = \{ u \in V : u_0 = 0 \}$.

“$\subseteq$” Let $u \in D_j(a)$, and let $f \in H$ be such that $a(u, v) = (f | j(v))_H$ for all $v \in V$. Then

$$ u_1 \overline{v_0} - u_0 \overline{v_1} = (f | j(v))_H = f_1 \overline{v_0} + (f | y)_H \overline{v_1} + \sum_{n=2}^{\infty} f_n v_n $$

for all $v \in V$. This implies that $f_n = 0$ for all $n \geq 2$. Hence $(f | y)_H = 0$ and so $u_0 = 0$.

“$\supseteq$” Let $u \in V$ be such that $u_0 = 0$. Set $f := u_1 e_1$. Then

$$ a(u, v) = u_1 \overline{v_0} = f_1 \overline{v_0} = (f | j(v))_H $$
for all $v \in V$, i.e., $u \in D_j(a)$.

Now we show that the operator $A$ associated with $(a, j)$ is not closable. Observe from the preceding calculations that

$$D(A) = \left\{ u_1y + \sum_{n=2}^{\infty} u_ne_n : u \in V \right\}.$$ 

Moreover, $Ay = e_1$ and $Ay_n = 0$ for all $n \geq 2$. Therefore, $y_m := \sum_{n=m}^{\infty} 2^{-n}e_n$ is in $D(A)$ and $Ay_m = e_1$ for all $m \geq 2$. Since $\lim_{m \to \infty} y_m = 0$ in $H$, it follows that $A$ is not closable. Observe that $A$ is not densely defined, in accordance with Lemma 3.17.

For later use we note that

$$\text{rg}(I + A) = \left\{ u_1y + \sum_{n=1}^{\infty} u_ne_n : u \in V \right\}.$$ 

Finally, we point out that $D_j(a)$ is closed in $V$, but $D_j(a) \neq V_j(a) = V$. 

The next proposition explains why in the following we may restrict our attention to the case $\ker T = \{0\}$.

**Proposition 4.19.** Assume $a$ and $j$ satisfy Conditions (I) and (II). Let $W$ be a closed subspace of $V$ such that $V = W \oplus \ker T$ (not necessarily orthogonal). Define $\hat{a} := a|_{W \times W}$ and $\hat{j} := j|_{W}$. Then $\hat{a}$ and $\hat{j}$ satisfy (I) and (II). Moreover, the following statements hold.

(a) Let $\hat{T}$ be defined as in (2) with respect to $\hat{a}$ and $\hat{j}$. Then $\ker \hat{T} = \{0\}$.

(b) The following three identities hold:

$$\ker j = \ker \hat{j} \oplus \ker T,$$

$$D_j(a) = D_j(\hat{a}) \oplus \ker T,$$

$$V_j(a) = V_j(\hat{a}) \oplus \ker T.$$ 

In particular, one has

$$j(D_j(a)) = j(D_j(\hat{a})).$$

(c) One has $D_j(a) \cap \ker j \subset \ker T$ if and only if $D_j(\hat{a}) \cap \ker \hat{j} = \{0\}$, and if this is the case, then $A = \hat{A}$, where $A$ and $\hat{A}$ are the operators associated with $(a, j)$ and $(\hat{a}, \hat{j})$, respectively.

(d) Assume in addition that $(a, j)$ is associated with an $m$-accretive operator. Then there exists a unique operator $Z : H \to W$ such that $TZ = j^*$. Moreover, $Z$ is bounded and $(I + A)^{-1} = jZ$.

**Proof.** Obviously $\hat{a}$ is continuous and accretive. Since $\ker T \subset \ker j$ by (3), the map $\hat{j}$ has dense range. So $\hat{a}$ and $\hat{j}$ satisfy Conditions (I) and (II). Next we state some basic identities. If $v \in \ker T$, then $v \in \ker T^*$ by Proposition 3.6(b) and hence $b(u, v) = (u | T^*v)_V = 0$ for all $u \in V$. Because $\ker T \subset \ker j$ it follows that $a(u, v) = 0$ for all $u \in V$ and $v \in \ker T$.

Let $u \in \ker \hat{T}$. Then $b(u, v) = (\hat{T}u | v)_V = 0$ for all $v \in W$. As also $b(u, v) = 0$ for all $v \in \ker T$, we obtain $b(u, v) = 0$ for all $v \in V$. Hence $Tu = 0$, i.e., $u \in \ker T$. Since $u \in W$, we deduce that $u = 0$. So $\ker \hat{T} = \{0\}$. 


Since \( \ker T \subset D_j(a) \subset V_j(a) \) and \( \ker T \subset \ker j \) by (5), it suffices to show the three identities
\[
\ker j \cap W = \ker \hat{j},
\]
\[
D_j(a) \cap W = D_j(\hat{a}),
\]
\[
V_j(a) \cap W = V_j(\hat{a}).
\]

The first identity is clear. For the proof of the second identity let \( u \in D_j(a) \cap W \). Then there exists an \( f \in H \) such that \( \hat{a}(u,v) = a(u,v) = (f \mid j(v)) \) for all \( v \in W \), so \( u \in D_j(\hat{a}) \). Conversely, let \( u \in D_j(\hat{a}) \). Then there exists an \( f \in H \) such that \( a(u,v) = (f \mid j(v))_H \) for all \( v \in W \). But \( a(u,v) = 0 = (f \mid j(v))_H \) for all \( v \in \ker T \subset \ker j \). Therefore \( a(u,v) = (f \mid j(v))_H \) for all \( v \in W + \ker T = V \). So \( u \in D_j(a) \) and hence \( D_j(\hat{a}) \subset D_j(a) \cap W \). The third identity is proved similarly.

(b) By (b) it follows that
\[
D_j(a) \cap \ker j = (D_j(\hat{a}) \cap \ker \hat{j}) \oplus \ker T.
\]

This shows that \( D_j(a) \cap \ker j \subset \ker T \) if and only if \( D_j(\hat{a}) \cap \ker \hat{j} = \{0\} \).

Now let \( u \in D_j(a) \cap W \) and \( f \in H \). Then as in the proof of (b) one has \( \hat{a}(u,v) = (f \mid j(v))_H \) for all \( v \in W \) if and only if \( a(u,v) = (f \mid j(v))_H \) for all \( v \in W \). Hence the second statement follows from (b).

(d) By Theorem 4.2 we have \( \rg j^* \subset \rg T = \rg T|_W \). Note that \( T|_W \) is injective. So the operator \( Z : H \rightarrow W \) is given by \( Z = (T|_W)^{-1}j^* \). It is closed as a composition of a bounded and a closed operator. Consequently, \( Z \) is bounded.

To prove the final assertion, let \( f \in H \). Then \( TZf = j^*f \). Hence \( b(Zf,v) = (TZf \mid v)_V = (j^*f \mid v)_V = (f \mid j(v))_H \) for all \( v \in V \). So \( (I + A)j(Zf) = f \) and therefore \( (I + A)^{-1}f = j(Zf) \).

The next proposition easily follows with Proposition 4.19

**Proposition 4.20.** Assume \( a \) and \( j \) satisfy Conditions (I) and (II). Assume that \( (a,j) \) is associated with an \( m \)-accretive operator \( A \). Suppose that \( j : V \rightarrow H \) is compact. Then \( A \) has compact resolvent.

**Proof.** Choose \( W = (\ker T)^\perp \) and let \( Z \) be as in Proposition 4.19(d). As \( Z \) is bounded and \( j \) is compact, the resolvent \( (I + A)^{-1} = jZ \) is compact. \( \square \)

In Example 4.7 we saw that various degenerate behaviour can occur if we restrict \( a \) and \( j \) to a closed subspace \( W \subset V \) such that \( D_j(a) \subset W \) and \( j(W) \) is dense in \( H \). The corollary to the following proposition shows that this does not happen if \( (a,j) \) is associated with an \( m \)-accretive operator.

**Proposition 4.21.** Assume \( a \) and \( j \) satisfy Conditions (I) and (II). Assume that \( j(D_j(a)) \) is dense in \( H \). Let \( W \subset V \) be a closed subspace such that \( j(D_j(a) \cap W) = j(D_j(a)) \). Define \( \hat{a} := a|_W \times W \) and \( \hat{j} := j|_W \). Then \( (a,j) \) and \( (\hat{a},\hat{j}) \) are associated with accretive operators \( A \) and \( \hat{A} \), respectively. Moreover, \( \hat{A} \) is an extension of \( A \).

**Proof.** First note that \( (a,j) \) is associated with an accretive operator \( A \) by Lemma 4.14 Also \( \hat{j} \) satisfies Condition (II) since by assumption \( j(D_j(a)) \subset j(W) = \rg \hat{j} \).

It is straightforward that \( D_j(a) \cap W \subset D_j(\hat{a}) \). Therefore also \( (\hat{a},\hat{j}) \) is associated with an accretive operator \( \hat{A} \) by Lemma 4.14. Let \( x \in D(A) \) and \( Ax = f \). Then there exists a
Then the set
\( u \in D_j(a) \cap W \subset D_j(\hat{a}) \) such that \( j(u) = x \), and one obtains
\[
\hat{a}(u, v) = a(u, v) = (f \mid j(v))_H = (f \mid \hat{j}(v))_H
\]
for all \( v \in W \). This shows that \( \hat{A} \) is an extension of \( A \). \( \square \)

**Corollary 4.22.** Assume \( a \) and \( j \) satisfy Conditions [I] and [II]. Suppose \( (a, j) \) is associated with an \( m \)-accretive operator \( A \). Let \( W \subset V \) be a closed subspace such that \( j(D_j(a) \cap W) = j(D_j(a)) \). Define \( \hat{a} := a|_{W \times W} \) and \( \hat{j} := j|_W \). Then the operator \( \hat{A} \) associated with \( (\hat{a}, \hat{j}) \) is equal to \( A \).

**Proof.** Proposition [4.21] is applicable since \( j(D_j(a)) = D(A) \) is dense in \( H \). Hence \( \hat{A} \) is an accretive extension of \( A \). It follows from the maximality of \( A \) that \( \hat{A} = A \). \( \square \)

**Remark 4.23.** 1. If \( W \) is a closed subspace of \( V \) such that \( D_j(a) \subset W \), then the condition \( j(W \cap D_j(a)) = j(D_j(a)) \) is clearly satisfied.

2. We note that in Proposition 4.21 one may choose \( W := \overline{D_j(a) \cap (\ker T)^\perp} \), provided \( j(D_j(a)) \) is dense in \( H \). In fact, it follows from Proposition 4.19(b) applied for the decomposition \( V = (\ker T)^\perp \oplus \ker T \) that \( j(D_j(a) \cap (\ker T)^\perp) = j(D_j(a)) \).

The following example shows that the operator \( \hat{A} \) in Proposition 4.21 can indeed be a proper extension of \( A \), even if \( j \) is injective and \( W \) is the closure of \( D_j(a) \) in \( V \). In the construction of the example we rely on the following lemma.

**Lemma 4.24.** Let \( A \geq I \) be an unbounded self-adjoint operator in a Hilbert space \( H \). Suppose \( f \in H \setminus D(A^{1/2}) \). Equip \( V := D(A^{1/2}) \) with the inner product \( (x \mid y)_V = (A^{1/2}x \mid A^{1/2}y)_H \). Then the set
\[
\{ x \in D(A) : (Ax \mid f)_H = 0 \}
\]
is dense in \( V \).

**Proof.** Let \( W := \{ x \in D(A) : (Ax \mid f)_H = 0 \} \). It follows from the assumptions that \( A \) is surjective. Therefore \( A(W) = \{ f \}^\perp \) in \( H \). Let \( v \) be in the orthogonal complement of \( W \) in \( V \). Then \( (Ax \mid v)_H = (x \mid v)_V = 0 \) for all \( x \in W \). So \( v \in \operatorname{span}\{ f \} \), the orthogonal complement of \( A(W) \) in \( H \). Thus \( v = 0 \), and consequently \( W \) is dense in \( V \). \( \square \)

**Example 4.25.** Define an unbounded self-adjoint operator \( \hat{A} \geq I \) in a separable Hilbert space \( H \) by taking the countable disjoint sum of an operator as in Lemma 4.21. Equip \( V_1 := D(\hat{A}^{1/2}) \) with the inner product \( (u \mid v)_{V_1} = (\hat{A}^{1/2}u \mid \hat{A}^{1/2}v) \). Then there exists a closed infinite-dimensional subspace \( H_2 \) of \( H \) with \( V_1 \cap H_2 = \{ 0 \} \) such that the set
\[
D := \{ x \in D(\hat{A}) : \hat{A}x \in H_2^\perp \}
\]
is dense in \( V_1 \).

Let \( V_2 \) and \( a_2 \) be given as in Example 4.11 for the Hilbert space \( L^2(\mathbb{R}) \). Since \( H_2 \) and \( L^2(\mathbb{R}) \) are isometrically isomorphic, we may identify \( H_2 \) and \( L^2(\mathbb{R}) \) and assume that \( j_2 : V_2 \to H_2 \) is the inclusion. Then \( D_{j_2}(a_2) = \{ 0 \} \). Let \( V = V_1 \times V_2 \). Define \( j : V \to H \) by \( j(u_1, u_2) = u_1 + u_2 \). Define \( a : V \times V \to C \) by
\[
a((u_1, u_2), (v_1, v_2)) = (\hat{A}^{1/2}u_1 \mid \hat{A}^{1/2}v_1)_H + a_2(u_2, v_2).
\]
Then \( a \) and \( j \) satisfy Conditions [I] and [II]. Moreover, \( j \) is injective. Therefore \( (a, j) \) is associated with an accretive operator \( A \).
We determine $D_j(a)$. Suppose $u \in D_j(a)$ and let $f \in H$ be such that $a(u, v) = (f \mid j(v))_H$ for all $v \in V$. On the one hand, choosing $v_2 = 0$ yields $u_1 \in D(\hat{A})$ and $\hat{A}u_1 = f$. On the other hand, by choosing $v_1 = 0$, we obtain

$$a_2(u_2, v_2) = (f \mid v_2)_H = (\hat{A}u_1 \mid P v_2)_H = (P \hat{A} u_1 \mid v_2)_H$$

for all $v_2 \in V_2$, where $P$ is the orthogonal projection onto $H_2$ in $H$. Hence $u_2 \in D_j(a_2) = \{0\}$ and $PA u_1 = 0$. This shows that $u \in D \times \{0\}$. Conversely, assume that $u \in D \times \{0\}$. Then

$$a((u_1, 0), (v_1, v_2)) = (\hat{A}^{1/2} u_1 \mid \hat{A}^{1/2} v_1)_H = (\hat{A} u_1 \mid v_1)_H + (P \hat{A} u_1 \mid v_2)_H = (\hat{A} u_1 \mid v_1 + v_2)_H$$

for all $v = (v_1, v_2) \in V$. So $u \in D_j(a)$. We have established that $D_j(a) = D \times \{0\}$. Let $\hat{A}$ be the operator associated with $(a, j)$. By construction, $D_j(a)$ is dense in $W := V_1 \times \{0\}$. This implies that $D(\hat{A})$ is dense. Let $\hat{a} = a|_{W \times W}$ and $\hat{j} = j|_W$. Then $\hat{A}$ is associated with $(\hat{a}, \hat{j})$. The operator $\hat{A}$ is an extension of $A$ by Proposition 4.21. Note, however, that $D(\hat{A})$ is a proper subset of $D(\hat{A})$ since $\text{rg} \hat{A} = H$, whereas $\text{rg} A = H^d$.

We close this section with another example. It shows that in the setting of Proposition 4.21, one cannot expect to have any monotonicity of the domain of $\hat{A}$ with respect to the choice of $W$.

**Example 4.26.** Let $\hat{A} \supseteq I$ be an unbounded self-adjoint operator in a Hilbert space $H$. Equip $W := D(\hat{A})$ with the inner product $(u \mid v)_W = (\hat{A} u \mid \hat{A} v)_H$. Let $w \in D(\hat{A}) \setminus D(\hat{A}^2)$ be such that $\|w\|_W = 1$. Then

$$W_1 := \{u \in D(\hat{A}) : (\hat{A} u \mid \hat{A} w)_H = 0\}$$

is dense in $H$, which follows similarly as in the proof of Lemma 4.24. Moreover, we have the orthogonal decomposition $W = W_1 \oplus \text{span}\{w\}$.

Set $V := \mathbb{C} \times W$ and define $j : V \to H$ by $j(\alpha, u) = u$. Define the form $a : V \times V \to \mathbb{C}$ by

$$a((\alpha, u), (\beta, v)) = (\hat{A} u \mid v)_H + \alpha(w \mid v)_W - \overline{\beta}(u \mid w)_W.$$ 

Then $a$ and $j$ satisfy Conditions (I) and (II).

We determine $D_j(a)$. Let $(\alpha, u) \in D_j(a)$ and $f \in H$ be such that $a((\alpha, u), (\beta, v)) = (f \mid j(\beta, v))_H$ for all $(\beta, v) \in V$. The choice $\beta = 0$ and $v \in W_1$ yields $f = \hat{A} u$. Moreover, if $\beta = 0$ and $v = w$, then

$$(\hat{A} u \mid w)_H + \alpha \|w\|_W^2 = a((\alpha, u), (0, w)) = (f \mid w)_H = (\hat{A} u \mid w)_H.$$ 

Therefore $\alpha = 0$. Furthermore, the choice $\beta = 1$ and $v = 0$ implies $(u \mid w)_W = 0$, i.e., $u \in W_1$. Conversely, if $u \in W_1$, then

$$a((0, u), (\beta, v)) = (\hat{A} u \mid v)_H - \overline{\beta}(u \mid w)_W = (\hat{A} u \mid j(\beta, v))_H$$

for all $(\beta, v) \in V$. Therefore $D_j(a) = \{0\} \times W_1$. Note that $j(D_j(a)) = W_1$ is dense in $H$. Therefore $(a, j)$ is associated with an accretive operator $A$, namely, $A$ is the (proper) restriction of $\hat{A}$ to $W_1$.

For simplicity, we now consider both $W_1$ and $W$ directly as closed subspaces of $V$. Recall that in this example $D_j(a) = W_1 \subset W$. So Proposition 4.21 applies to the restrictions of $(a, j)$ to both $W_1$ or $W$. Let $a_1 := a|_{W_1 \times W_1}$, $\hat{a} := a|_{W \times W}$, $j_1 := j|_{W_1}$ and $\hat{j} := j|_W$. Then $A$ is associated with $(a_1, j_1)$, the self-adjoint operator $\hat{A}$ is associated with $(\hat{a}, \hat{j})$ and $A$ is again associated with $(a, j)$, despite $W_1 \subset W \subset V$ and $D_j(a) = W_1$. In the $j$-elliptic case this cannot
happen, see also Corollary 4.22. Finally, note that \( \hat{j} \) is injective and \( W = D_{\hat{j}}(\hat{a}) \) is the domain of \( \hat{a} \). So Proposition 4.21 cannot be applied to any proper restriction of \((\hat{a}, \hat{j})\). \( \diamond \)

5. The class of accretive operators associated with an accretive form

Example 4.9 shows that all densely defined, closed, accretive operators on a Hilbert space \( H \) are associated with some accretive form in the sense of Proposition 4.1. It is natural to ask if the same holds without the assumptions that the operator be densely defined or closed. Moreover, we are interested in whether it can be arranged that the form domain is continuously embedded into \( H \).

Definition 5.1. Let \( A \) be an operator in a Hilbert space \( H \). We say that \( A \) can be \textit{generated} by an accretive form if there exists a Hilbert space \( V \), a linear map \( j : V \to H \) and a form \( a : V \times V \to \mathbb{C} \) such that \( a \) and \( j \) satisfy Conditions (I) and (II), and such that \( A \) is associated with \((a, j)\). If \( j \) can be chosen to be injective, we say that \( A \) can be \textit{generated by an embedded accretive form}.

In this section we characterise which accretive operators can be generated by accretive forms. Moreover, we provide examples of operators that cannot be generated. The following notion turns out to be essential.

Definition 5.2. A subspace \( R \) of \( H \) is an \textit{operator range} in \( H \) if there exists an operator \( R \in \mathcal{L}(H) \) such that \( R = \text{rg} R \).

For an introduction to operator ranges we recommend [FW71], where also various equivalent characterisations are given. We collect some properties of operator ranges that we will require later on.

Lemma 5.3. Let \( H \) and \( K \) be Hilbert spaces.

(a) The operator ranges in \( H \) form a lattice with respect to taking sums and intersections of subspaces.

(b) A subspace \( R \) of \( H \) is an operator range in \( H \) if and only if \( R \) can be given a Hilbert space structure such that it is continuously embedded into \( H \).

(c) Let \( R : H \supset D(R) \to K \) be a closed operator. Then \( D(R) \) is an operator range in \( H \) and \( \text{rg} R \) is an operator range in \( K \). Moreover, if \( R \) is an operator range in \( H \), then \( R(\mathcal{R} \cap D(R)) \) is an operator range in \( K \).

Proof. (a) This is a consequence of [FW71] Theorem 2.2 and the following Corollary 2].

(b) See [FW71] Theorem 1.1].

(c) It is readily observed that the characterisations in [FW71] Theorem 1.1] extend to operators between two possibly different Hilbert spaces, which implies the first statement. In particular, \( \mathcal{R} \cap D(R) \) is an operator range in \( H \) by \((a)\). So the second statement follows from the fact that the composition of a closed and a bounded operator is closed. \( \square \)

Our main result in this section is the following.

Theorem 5.4. Let \( A \) be an accretive operator in a Hilbert space \( H \). Then \( A \) can be generated by an accretive form if and only if \( \text{rg}(I + A) \) is an operator range. Moreover, if the orthogonal complement of \( D(A) \) in \( H \) is zero or infinite dimensional, then \( A \) can be generated by an embedded accretive form.

The necessity of the condition on \( \text{rg}(I + A) \) is shown in the following proposition.
Proposition 5.5. Let $A$ be an accretive operator in a Hilbert space $H$. Suppose that $A$ can be generated by an accretive form. Then $D(A)$, $\text{rg}(I + A)$ and $\text{ker} A$ are operator ranges in $H$.

Proof. Suppose $A$ is associated with $(a, j)$. By Proposition 4.19(c) we may assume that $\text{ker} T = \{0\}$. Then $T^{-1}$ is a closed operator, so $D_j(a) = T^{-1}[\text{rg} J^*]$ (see Lemma 4.3) is an operator range in $V$ by Lemma 5.3(c). Composing this with $j$ shows that $D(A) = j(D_j(a))$ is an operator range in $H$. It follows similarly that also $\text{rg}(I + A) = j^{-1}[TD_j(a)]$ (see Proposition 4.4) and $\text{ker} A = \{j(u) : u \in \text{ker} T_0\}$ are operator ranges in $H$. □

For the proof of the other direction in Theorem 5.4 we need the following lemma.

Lemma 5.6. Let $H$ be a Hilbert space. Then the operator $A$ in $H$ with domain $D(A) = \{0\}$ can be generated by an accretive form. Moreover, if $H$ is infinite dimensional, then $A$ can be generated by an embedded accretive form.

Proof. First suppose that $H$ is finite dimensional. Let $(e_\alpha)_{\alpha \in I}$ be an orthonormal basis of $H$. Then similarly as in Example 4.7, we can choose $V_\alpha = \ell_2$, $j_\alpha : V \to \text{span}\{e_\alpha\}$ and $a_\alpha : V_\alpha \times V_\alpha \to \mathbb{C}$ such that $D_{j_\alpha}(a_\alpha) = \{0\}$ for all $\alpha \in I$. Taking the direct sum over all $\alpha \in I$ gives a Hilbert space $V$, a linear map $j : V \to H$ and a form $a$ such that $a$ and $j$ satisfy Conditions (I) and (II). Moreover, $A$ is associated with $(a, j)$.

Now suppose that $H$ is infinite dimensional. To show that $A$ can be generated by an embedded accretive form, it suffices to obtain operators $R$ and $S$ on $H$ as in Lemma 4.10. If $H$ is separable, we may assume that $H = L^2(\mathbb{R})$ and take the operators in Example 4.11. If the general case, we can take the direct sums of suitably many disjoint copies of the operators from the separable case. Note that only the Hilbert space dimension is of importance here. □

We also rely on Phillips’ construction of extensions of dissipative operators as presented in [Phi59, Section I.1]. We recall the required results. Let $A$ be an accretive operator in a Hilbert space $H$. The Cayley transform of $A$ is the operator $J := (I - A)(I + A)^{-1}$ in $H$ with domain $D(J) = \text{rg}(I + A)$. The operator $J$ is contractive as $\|(I - A)x\|^2 \leq \|(I + A)x\|^2$ for all $x \in D(A)$. Moreover, note that $I + J = 2(I + A)^{-1}$ is injective and that $\text{rg}(I + J) = D(A)$. The operator $A$ can be recovered from the equality

\[(10) \quad A(I + J)u = (I - J)u\]

for all $u \in D(J)$. The operator $A$ is closed if and only if $J$ is closed. Moreover, Phillips observed that every proper contractive extension $J'$ of $J$ such that $I + J'$ is injective corresponds to a proper accretive extension of $A$.

We can now prove the remaining direction of Theorem 5.4.

Proof of Theorem 5.4. Suppose that $A$ is an accretive operator such that $\text{rg}(I + A)$ is an operator range in $H$. Set $H_2 := D(A)^\perp$. By Lemma 5.6 there exist a Hilbert space $V_2$, a linear map $j_2 : V_2 \to H_2$ and a form $a_2 : V_2 \times V_2 \to \mathbb{C}$ such that $(a_2, j_2)$ is associated with an accretive operator and $D_{j_2}(a_2) = \{0\}$. If $H_2$ is infinite dimensional, we may assume that $j_2$ is injective.

Let $J$ be the contraction corresponding to $A$ in the sense of Phillips, i.e., $J := (I - A)(I + A)^{-1}$ with domain $D(J) = \text{rg}(I + A)$. By Lemma 5.3(b) we can equip $X := D(J)$ with a Hilbert space structure such that $X$ is continuously embedded into $H$. So there exists an $M > 0$ such that $\|Ju\|_H \leq \|u\|_H \leq M\|u\|_X$ for all $u \in X$. \[\]

\[\]
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Define \( V := X \times V_2, j : V \to H \) by \( j(u_1, u_2) = (I + J)u_1 + j_2(u_2) \) and \( a : V \times V \to \mathbb{C} \) by

\[
a((u_1, u_2), (v_1, v_2)) = ((I - J)u_1 | (I + J)v_1 + j_2(v_2))_H - (j_2(u_2) | (I - J)v_1)_H + a_2(u_2, v_2).
\]

By the previous paragraph both \( a \) and \( j \) are continuous. Observe that \( \text{rg} \, j = D(A) \oplus \text{rg} \, j_2 \) is dense in \( H = \overline{D(A)} \oplus H_2 \). It is readily verified that

\[
\Re a((u_1, u_2), (u_1, u_2)) = \|u_1\|^2_H - \|Ju_1\|^2_H + \Re a_2(u_2, u_2) \geq 0.
\]

So \( a \) and \( j \) satisfy Conditions [I] and [II]. Note that \( j \) is injective if \( H_2 \) is zero or infinite dimensional.

We show that \( D_j(a) = X \times \{0\} \). On the one hand, if \( u_1 \in X \) then

\[
a((u_1, 0), (v_1, v_2)) = ((I - J)u_1 | j(v_1, v_2))_H
\]

for all \((v_1, v_2) \in V\), and hence \((u_1, 0) \in D_j(a)\). On the other hand, let \((u_1, u_2) \in D_j(a)\) and \( f \in H \) be such that \( a((u_1, u_2), (v_1, v_2)) = (f | j(v_1, v_2))_H \) for all \((v_1, v_2) \in V\). By choosing \( v_1 = 0 \), we obtain

\[
(f | j_2(v_2))_H = a((u_1, u_2), (0, v_2)) = ((I - J)u_1 | j_2(v_2))_H + a_2(u_2, v_2)
\]

for all \( v_2 \in V_2 \). Therefore \( u_2 \in D_{j_2}(a_2) = \{0\} \).

Clearly, \( D_j(a) \cap \ker j = \{0\} \) since \( I + J \) is injective. Therefore \((a, j)\) is associated with an accretive operator \( B \). By the previous paragraph, \( D(B) = j(D_j(a)) = \text{rg} \, (I + J) = D(A) \) and \( B(I + J)u_1 = Bj(u_1, 0) = (I - J)u_1 \) for all \( u_1 \in X = D(J) \). By (10) it follows that \( A = B \).

The next two corollaries are special cases of Theorem 5.4. We will see in Example 5.11 below that the closability condition in the following corollary cannot be omitted. If \( A \) is densely defined, then this condition is automatically satisfied by Lemma 3.7.

**Corollary 5.7.** Let \( A \) be a closable, accretive operator in a Hilbert space \( H \). Suppose that \( D(A) \) is an operator range in \( H \). Then \( A \) can be generated by an accretive form. Moreover, if the orthogonal complement of \( D(A) \) in \( H \) is zero or infinite dimensional, then \( A \) can be generated by an embedded accretive form.

**Proof.** By assumption, there exists a bounded operator \( S \in \mathcal{L}(H) \) such that \( \text{rg}(S) = D(A) \). Then \( R := (I + A)S \) is closable as a composition of a bounded and a closable operator. Since \( D(R) = H \), it follows that \( R \in \mathcal{L}(H) \). So \( \text{rg}(I + A) = \text{rg} \, R \) is an operator range. Now the claims follow from Theorem 5.4. 

**Corollary 5.8.** Let \( A \) be a closed, accretive operator in a Hilbert space. Then \( A \) can be generated by an accretive form.

**Proof.** The space \( \text{rg}(I + A) \) is an operator range since it is closed by Lemma 3.3. 

Theorem 5.4 can be applied to the nonclosable operator in Example 4.18, cf. (8). We point out, however, that for this operator the orthogonal complement of its domain is merely one-dimensional. Hence the theorem does not state that this operator can be generated by an embedded accretive form, as was established in Example 4.18.

Next we give an example of an operator that can be generated by an accretive form, but not by an embedded accretive form. This shows that in general we cannot omit the condition on the dimension of the orthogonal complement of the operator domain in Corollary 5.7.
Example 5.9. Let $H$ be a Hilbert space and let $H_0$ be a proper closed subspace of $H$. Suppose $H_0$ has finite codimension in $H$. Define the accretive operator $A$ in $H$ by $A = 0$ on $D(A) = H_0$. Let $V \subset H$ be a Hilbert space that is continuously embedded in $H$. Assume that $V$ is dense in $H$ and $H_0 \subset V$. Then $V$ is a closed subspace of $H$ since $H_0$ has finite codimension in $H$, so $V = H$ as vector spaces. By the bounded inverse theorem, the spaces $V$ and $H$ have equivalent inner products. Every continuous form on $V$ is therefore associated with a bounded operator on $H$. This shows that the operator $A$ cannot be generated by an embedded accretive form.

We next give examples of accretive operators that cannot be generated by an accretive form. The arguments are based on Proposition 5.5.

Example 5.10. Let $\tilde{A}$ be a bounded accretive operator on an infinite-dimensional Hilbert space $H$. Suppose $W$ is a nonclosed subspace of finite codimension in $H$. For example, $W$ could be the kernel of an unbounded linear functional on $H$. Let $A = \tilde{A}|_W$. Then $D(A)$ fails to be an operator range since a nonclosed operator range has infinite codimension in $H$ [FW71, Corollary after Theorem 2.3]. By Proposition 5.5 the operator $A$ cannot be generated by an accretive form.

The next example shows that in general in Corollary 5.7 we cannot omit the closability assumption on $A$. In other words, not every accretive operator with a domain that is an operator range can be generated by an accretive form.

Example 5.11. Let $H = \ell_2(\mathbb{N}_0)$, and let $\varphi$ be an unbounded linear functional on $\ell_2(\mathbb{N})$. Then the operator $A$ given by $Ax = \varphi(x)e_0$ with domain $D(A) = \ell_2(\mathbb{N}) = \{e_0\}^\perp$ is accretive. Clearly, $D(A)$ is an operator range. But $\ker A$ fails to be an operator range since it is not closed and has codimension 2 in $H$. So $A$ cannot be generated by an accretive form by Proposition 5.5.

Finally, we prove that Phillips’ example of a maximal accretive operator that is not m-accretive cannot be generated by an accretive form.

Proposition 5.12. Suppose $A$ can be generated by an accretive form. Then $A$ is maximal accretive if and only if $A$ is m-accretive.

Proof. Clearly, if $A$ is m-accretive, then $A$ is maximal accretive.

Now suppose that $A$ is maximal accretive. Let $J$ be the contraction corresponding to $A$ by Phillips’ theory. Then $D(J) = \ker(I + A)$ is dense since $A$ is maximal accretive. So $J$ has a unique bounded extension $\tilde{J}$ on $H$. Note that $\tilde{J}$ extends any contractive extension of $J$. Due to the maximality of $A$, the operator $I + \tilde{J}|_{\text{span}(z) + D(J)}$ cannot be injective for any $z \in H \setminus D(J)$. In other words, $D(J) \oplus \ker(I + \tilde{J}) = H$, where the direct sum might not be orthogonal in $H$. Note that $\ker(I + \tilde{J})$ is an operator range in $H$ since it is closed in $H$ and that $D(J) = \ker(I + A)$ is an operator range in $H$ by Proposition 5.5. In particular, $\ker(I + A)$ is complemented in the lattice of all operator ranges in $H$. By [FW71, Theorem 2.3] it follows that $\ker(I + A)$ is closed. Hence $\ker(I + A) = H$, so $A$ is m-accretive.

Note that Proposition 3.4 follows immediately from Corollary 5.8 and Proposition 5.12.

6. Form approximation

Assume that $\alpha$ and $j$ satisfy Conditions [I] and [II]. Moreover, assume that $(\alpha, j)$ is associated with an m-accretive operator $A$. It is natural to ask whether one can approximate $\alpha$ by suitable
j-elliptic forms \(a_n : V \times V \to \mathbb{C}\) such that the operators \(A_n\) associated with \((a_n, j)\) converge to \(A\) in a suitable sense for \(n \to \infty\).

The following result is a starting point for the study of resolvent convergence of m-accretive operators generated by accretive forms.

**Theorem 6.1.** Assume \(a\) and \(j\) satisfy Conditions [1] and [II]. Suppose \((a, j)\) is associated with an m-accretive operator \(A\).

Let \(\theta \in [0, \frac{\pi}{2})\). Let \((B_n)\) be a sequence of bounded sectorial operators in \(V\) with vertex 0 and semi-angle \(\theta\). Moreover, suppose there exist sequences of strictly positive numbers \((\delta_n)\) and \((\varepsilon_n)\) such that \(\lim \frac{\varepsilon_n^2}{\delta_n} = 0\) and

\[
\delta_n \|u\|_V^2 \leq \Re(B_n u | u)_V \leq \varepsilon_n \|u\|_V^2
\]

for all \(u \in V\) and \(n \in \mathbb{N}\). For every \(n \in \mathbb{N}\) define \(a_n : V \times V \to C\) by

\[
a_n(u, v) = a(u, v) + (B_n u | v)_V.
\]

Then \(a_n\) is j-elliptic and continuous, and \((a_n, j)\) is associated with an m-sectorial operator \(A_n\) for all \(n \in \mathbb{N}\). Moreover, \(A_n \to A\) in norm resolvent sense.

**Proof.** The first claim is obvious.

For the second claim, it suffices to prove \(\|(I + A_n)^{-1} - (I + A)^{-1}\| \to 0\), cf. [K80, Subsection VIII.1.1]. For all \(n \in \mathbb{N}\) let \(T_n\) be defined as in [2] with respect to \(a_n\) and \(j\). Then \(T_n = T + B_n\). Let \(f \in H\) and set \(u := Zf\), where \(Z \in \mathcal{L}(H, V)\) is as in Proposition 4.19(d) for the choice \(W = (\ker T)^\perp\). Then \(u\) satisfies \(Tu = j^* f\). Define \(u_n := T_n^{-1} j^* f\) for all \(n \in \mathbb{N}\).

Observe that \(j(u) = (I + A)^{-1} f\) and \(j(u_n) = (I + A_n)^{-1} f\) by (6).

Let \(n \in \mathbb{N}\) be fixed. Then we obtain

\[
u_n - u = T_n^{-1} Tu - T_n^{-1} T_n u = -T_n^{-1} B_n u
\]

and \(T_n(u_n - u) = -B_n u\). Hence

\[
\|j(u_n) - j(u)\|_H^2 \leq \Re((T_n(u_n - u) | u_n - u)_V \leq \|B_n\|^2 \|T_n^{-1}\| \|u\|_V^2,
\]

where the first inequality follows from the accretivity of \(a_n\).

Due to (11) we obtain

\[
\delta_n \|u\|_V^2 \leq \Re((T + B_n) u | u)_V \leq \|T_n u\|_V \|u\|_V
\]

for all \(u \in V\). Using (11) and [K80, (1.15) in Section VI.1], we deduce

\[
\|(B_n u | v)_V \| \leq (1 + \tan \theta)\varepsilon_n \|u\|_V \|v\|_V
\]

for all \(u, v \in V\). Hence

\[
\|T_n^{-1}\| \leq \frac{1}{\delta_n} \quad \text{and} \quad \|B_n\| \leq (1 + \tan \theta)\varepsilon_n
\]

for all \(n \in \mathbb{N}\). So by (12) we have

\[
\|(I + A_n)^{-1} f - (I + A)^{-1} f\|_H^2 = \|j(u_n) - j(u)\|_H^2 \leq (1 + \tan \theta)^2 \varepsilon_n^2 \|Z\|^2 \|f\|_H^2.
\]

This shows that the resolvents converge in the operator norm. \(\square\)

The following is an interesting special case of Theorem 6.1.
Corollary 6.2. Assume \( a \) and \( j \) satisfy Conditions [I] and [II]. Suppose \((a, j)\) is associated with an \( m \)-accretive operator \( A \). For all \( n \in \mathbb{N} \) define the form \( a_n : V \times V \to \mathbb{C} \) by

\[
a_n(u, v) = a(u, v) + \frac{1}{n} (u \mid v)_V.
\]

Then \( a \) is \( j \)-elliptic and continuous, and \((a_n, j)\) is associated with an \( m \)-sectorial operator \( A_n \) for all \( n \in \mathbb{N} \). Moreover, \( A_n \to A \) in norm resolvent sense.

Remark 6.3. We do not know whether the upper bound \( \Re(B_n u \mid u) \leq M \varepsilon_n \|u\|^2_V \) in (I) can be relaxed to \( \lim_{n \to \infty} \|B_n\| = 0 \). This is possible if \( T \) is invertible.

If \( T \) is invertible, however, the proof of Theorem 6.1 can be greatly simplified. In fact, suppose that \((a, j)\) is associated with an \( m \)-accretive operator \( A \), that \( T \) is invertible and that \((B_n)\) is a sequence of accretive, bounded operators such that \( \lim_{n \to \infty} \|B_n\| = 0 \). Moreover, suppose that \( \Re(B_n u \mid u) > 0 \) for all \( n \in \mathbb{N} \) and \( u \in V \) with \( u \neq 0 \). The latter assumption ensures that \((a_n, j)\) is associated with an \( m \)-accretive operator \( A_n \) for all \( n \in \mathbb{N} \); it is easily inferred from Example 8.1 that some additional assumption is required. Then \( T_n = T + B_n \) is accretive and invertible for large \( n \), and \( T_n^{-1} \to T^{-1} \) in the operator norm. Thus \((I + A_n)^{-1} = jT_n^{-1}j^* \to jT^{-1}j^* = (I + A)^{-1} \) in the operator norm.

7. The dual form \( a^* \)

Assume \( a \) and \( j \) satisfy Conditions [I] and [II]. We define the dual form \( a^* : V \times V \to \mathbb{C} \) by \( a^*(u, v) = \tilde{a}(v, u) \). Then obviously \( a^* \) is continuous and accretive. So \( a^* \) and \( j \) satisfy Conditions [I] and [II]. While in the \( j \)-elliptic setting \((a^*, j)\) is always associated with the adjoint of the \( m \)-sectorial operator associated with \((a, j)\), the following reconsideration of Example 4.9 shows that this is no longer true in the accretive case, even if \( j \) is injective.

Example 7.1. Let \( R \) be a densely defined, closed, accretive operator in a Hilbert space \( H \). Equip \( V := D(R) \) with the inner product \((u \mid v)_V = (Ru \mid Rv)_H + (u \mid v)_H \) and let \( j : V \to H \) be the inclusion. Define \( a : V \times V \to \mathbb{C} \) by

\[
a(u, v) = (Ru \mid v)_H.
\]

We first prove that \( D_j(a^*) = D(R) \cap D(R^*) \). Let \( u \in D_j(a^*) \). There exists an \( f \in H \) such that \( a^*(u, v) = (f \mid j(v))_H \) for all \( v \in V \), which means \((u \mid Rv)_H = (f \mid v)_H \) for all \( v \in D(R) \). Hence \( u \in D(R^*) \), and obviously we also have \( u \in V = D(R) \). For the converse direction let \( u \in D(R) \cap D(R^*) \). Then

\[
a^*(u, v) = (u \mid Rv)_H = (R^* u \mid j(v))_H
\]

for all \( v \in D(R) = V \). Therefore \( u \in D_j(a^*) \).

It is now clear that \( R^* \mid_{D(R) \cap D(R^*)} \) is the operator associated with \((a^*, j)\).

The \( m \)-accretive operator \( R := -A \) from Example 4.15 satisfies \( D(R^*) = H^1(0, \infty) \not\subset H^1_0(0, \infty) = D(R) \). Thus \((a^*, j)\) can be associated with a proper restriction of \( R^* \). Moreover, there even exists an \( m \)-sectorial accretive operator \( R \) such that \( D(R) \cap D(R^*) = \{0\} \). An operator with the latter property can be readily obtained by adapting the first part of the proof of [TFAW11 Theorem 3.6]. For such a choice of \( R \) the operator associated with \((a^*, j)\) is not even densely defined.

Still, if \((a, j)\) is associated with an accretive operator, then also \((a^*, j)\) is associated with an accretive operator, as the following proposition shows.
Proposition 7.2. Assume $a$ and $j$ satisfy Conditions (I) and (II). Then the following statements hold.

(a) $V_j(a) \cap \ker j = V_j(a^*) \cap \ker j$.
(b) $D_j(a) \cap \ker j = D_j(a^*) \cap \ker j$.
(c) The pair $(a, j)$ is associated with an accretive operator if and only if $(a^*, j)$ is associated with an accretive operator.

Proof. (a) It suffices to prove $V_j(a^*) \cap \ker j \subset V_j(a)$. To this end, let $u \in V_j(a^*) \cap \ker j$. Then

$$ (u \mid T_0 u)_V = (T_0^* u \mid u)_V = a^*(u, u) = 0. $$

So $((T_0 + T_0^*) u \mid u)_V = 0$. Since $T_0 + T_0^*$ is a positive (semi-definite) operator, it follows that $u \in \ker(T_0 + T_0^*)$, and hence $T_0 u = -T_0^* u$. Therefore

$$ a(u, v) = (T_0 u \mid v)_V = -(T_0^* u \mid v)_V = -a^*(u, v) = 0 $$

for all $v \in \ker j$. Thus $u \in V_j(a)$.

(b) It suffices to prove $D_j(a^*) \cap \ker j \subset D_j(a)$. To this end, let $u \in D_j(a^*) \cap \ker j$. Then there exists an $f \in H$ such that $T_0^* u = j^* f$. As $D_j(a^*) \subset V_j(a^*)$, it follows as in (a) that $u \in \ker(T_0 + T_0^*)$. Hence $T_0 u = -T_0^* u = -j^* f \in \rg j^*$. Therefore $u \in D_j(a)$.

(c) This is a consequence of (b): the equality $\ker T = \ker T^*$ and Proposition 4.1.

Corollary 7.3. Assume $j(D_j(a))$ is dense in $H$. Then $(a, j)$ is associated with an accretive operator $A$, and the operator associated with $(a^*, j)$ is a restriction of $A^*$.

Proof. The first statement follows from Lemma 4.14. Then also $(a^*, j)$ is associated with an accretive operator $A_1$ by Lemma 7.2(c). Let $x \in D(A_1)$, and let $u \in D_j(a^*)$ be such that $j(u) = x$. Then for all $v \in D_j(a)$ we obtain

$$ (j(u) \mid A j(v))_H = a(v, u) = a^*(u, v) = (A_1 j(u) \mid j(v))_H. $$

This shows that $x = j(u) \in D(A^*)$ and $A_1 x = A^* x$.

Together with Example 7.1, the above corollary illustrates that even if $(a, j)$ is associated with an m-sectorial accretive operator $A$, the operator associated with $(a^*, j)$ in general is merely a proper restriction of $A^*$ and thus not m-accretive. If $(a, j)$ is associated with an accretive operator $A$ and the operator $T$ is invertible, then the dichotomy of Example 7.1 does not occur. In fact, in this case also $T^*$ is invertible, and hence the operator $A_1$ associated with $(a^*, j)$ is m-accretive. Since $A^*$ is an accretive extension of $A_1$ by Corollary 7.3, it then follows from the maximality of $A_1$ that $A_1 = A^*$.

We close this section with an easy observation connecting the radicals of $a$ and $a^*$. The (left) radical of $a$ is defined by

$$ R(a) := \{ u \in V : a(u, v) = 0 \text{ for all } v \in V \}. $$

Clearly $R(a)$ is closed and $R(a) = \ker T_0$. Since $\ker T_0 = \ker T_0^*$, we obtain $R(a) = R(a^*)$. This in particular shows that the left radical of $a$ agrees with the right radical.

8. The McIntosh condition

Recall that we always assume that $a$ and $j$ satisfy Conditions (I) and (II). Consider the following condition that was introduced by McIntosh in [McI68] in the setting of injective $j$:
Therefore with $T$ and the embedded accretive setting of Theorem 2.2 the property is invertible since then $T$ is injective if and only if (III) holds if and only if the operator is injective and has closed range. However, one has $(\text{rg} T)\perp = \text{ker } T^* = \text{ker } T$ by the m-accretivity of $T$, whence $T$ is injective if and only if $T$ has dense range. As a consequence, Condition (III) is satisfied if $T_0$ is invertible since then $T$ is invertible by Proposition 3.9.

If Conditions (I), (II) and (III) are satisfied and $(a, j)$ is associated with an accretive operator, then the associated operator is m-accretive. This follows immediately from Theorem 4.2.

Note that if there exists a $\rho > 0$ such that $|b(u, u)| \geq \rho \|u\|_V^2$ for all $u \in V$, then Condition (III) is valid with $\mu = \rho$.

The following example shows that admitting a non-injective map $j$ in Condition (III) allows a variety of new phenomena that do not occur in the embedded accretive case (and also not in the $j$-elliptic case). It is particularly remarkable that in this example $V_j(a) = D_j(a)$ while the associated operator can be unbounded and m-accretive. In both the $j$-elliptic setting of Theorem 2.3 and the embedded accretive setting of Theorem 2.2 the property $V_j(a) = D_j(a)$ implies that the associated operator is bounded. In the $j$-elliptic case, this follows from an inspection of the proof of Kat miscellaneous Theorem VI.2.1 (iii) together with ÅE12 Theorem 2.5 (ii). In the embedded accretive setting of Theorem 2.2 it is a consequence of Lemma 8.2 given below.

Example 8.1. Let $H$ be a Hilbert space and $B \in \mathcal{L}(H)$ an accretive operator. Let $V = H \times H$ and define $j \in \mathcal{L}(V, H)$ by $j(u) = u_2$. Define the sesquilinear form $a: V \times V \to \mathbb{C}$ by

$$a(u, v) = \left( \begin{pmatrix} B & -I \\ I & 0 \end{pmatrix} u \right)_V = (Bu_1 | v_1)_H - (u_2 | v_1)_H + (u_1 | v_2)_H.$$ 

Then $a$ and $j$ satisfy Conditions (I) and (II). Moreover, $T = (b^T - I)$, whence $T$ is invertible with $T^{-1} = (I + B)^{-1}(b^T - I)$. Thus also Condition (III) is satisfied.

Note that $j^*(v) = (0, v)$ for all $v \in H$. It follows that $\text{rg } j^*$ is closed and $\text{rg } j^* = (\text{ker } j)^\perp$. Therefore $V_j(a) = D_j(a)$ (cf. Lemma 4.3). We have $V_j(a) = \{ u \in V : (Bu_1 - u_2 | v_1)_H = 0 \text{ for all } v_1 \in H \} = \text{gr } B$, the graph of $B$. Hence by Condition (iii) in Proposition 4.1, $(a, j)$ is associated with an accretive operator if and only if $B$ is injective. Moreover $V_j(a) + \text{ker } j = H \times \text{rg } B$. This shows that $V_j(a) + \text{ker } j = V$ if and only if $B$ is surjective.

Assume that $B$ is injective. Then the associated operator $A$ is m-accretive, $D(A) = j(V_j(a)) = \text{rg } B$ and $(I + A)B = (I + B)$. Therefore $A = B^{-1}$.

In order to obtain an example where Condition (III) holds, but where there does not exist a $\rho > 0$ such that $|b(u, u)| \geq \rho \|u\|_V^2$ for all $u \in V$, we choose an injective positive operator $B \in \mathcal{L}(H)$ that is not invertible. Then $B$ has dense range, but $\text{rg } B$ is not closed. In particular, there does not exist a $\rho > 0$ with the aforementioned property. Clearly $a$ and $j$ satisfy Condition (III) and $b(u, u) = 0$ implies $u = 0$. So $(a, j)$ is associated with an unbounded m-accretive operator. Moreover, $V_j(a) + \text{ker } j \neq V$ and $H = j(V) \neq j(V_j(a)) = \text{rg } B$.  

We are interested in when $D_j(a) = V_j(a)$, which occurs in Examples 4.6, 8.1 and 9.5, for example. This is equivalent to $(\text{ker } j)^\perp \cap \text{rg } T = \text{rg } j^* \cap \text{rg } T$. So if Condition (III) holds,
then this is equivalent to \( \text{rg } j^* \) being closed. By Banach’s closed range theorem, see [Kat80, Theorem IV.5.13], \( \text{rg } j^* \) is closed if and only if \( \text{rg } j \) is closed. Since the range of \( j \) is dense in \( H \) by Condition [(III)] we have proved the following lemma.

**Lemma 8.2.** Suppose Condition [(III)] is satisfied. Then \( D_j(a) = V_j(a) \) if and only if \( j \) is surjective.

If \( j \) is in addition injective in Lemma 8.2, it follows that \( D_j(a) = V_j(a) = V \) if and only if \( j \) is an isomorphism. So for an embedded accretive form that satisfies Condition [(III)] one has \( D_j(a) = V_j(a) \) if and only if the associated operator is bounded.

**Lemma 8.3.** Suppose Condition [(III)] is satisfied. Then one has the following.

(a) \( D_j(a) \) is dense in \( V_j(a) \).
(b) \( T(V_j(a) \cap \ker j) = T^*(V_j(a^*) \cap \ker j) \).
(c) \( T(V_j(a) \cap \ker j) = (V_j(a) + \ker j)^\perp \).
(d) \( V_j(a) + \ker j \) is dense in \( V \) if and only if \( V_j(a) \cap \ker j = \{0\} \).
(e) \( V_j(a) + \ker j = V_j(a^*) + \ker j \).

**Proof.**

(a) Since \( D_j(a) = T^{-1} \text{rg } j^* \) and \( V_j(a) = T^{-1}(\ker j)^\perp \), the statement follows from the continuity of \( T^{-1} \) and the density of \( \text{rg } j^* \) in \( (\ker j)^\perp \).
(b) Note that the identity in (b) is equivalent to \( (\ker j)^\perp \cap T \ker j = (\ker j)^\perp \cap T^* \ker j \).

Thus it suffices to show that \((\ker j)^\perp \cap T \ker j \subset T^* \ker j \). Let \( u \in (\ker j)^\perp \cap T \ker j \). Define \( v := (T^*)^{-1}u \). Then
\[
(Tv \mid v)_V = (v \mid T^*v)_V = ((T^*)^{-1}u \mid u)_V = (u \mid T^{-1}u)_V = 0
\]
since \( T^{-1}u \in \ker j \) and \( u \in (\ker j)^\perp \). Hence \( v \in \ker j \) by (3) and thus \( u \in T^* \ker j \).
(c) It follows from (b) that
\[
T(V_j(a) \cap \ker j) = T^*(V_j(a^*) \cap \ker j) = (\ker j)^\perp \cap T^* \ker j.
\]
As \( T^* \ker j = V_j(a^*) \), one obtains
\[
T(V_j(a) \cap \ker j) = (\ker j)^\perp \cap V_j(a^*) = (V_j(a) + \ker j)^\perp.
\]
(d) This follows immediately from (c).
(e) This statement follows from applying (c) on both sides of (b) and taking the orthogonal complement. \( \square \)

**Remark 8.4.** In general, the closures in Lemma 8.3(c) cannot be omitted. This is readily observed if one chooses an accretive operator \( B \in \mathcal{L}(H) \) in Example 8.1 that satisfies \( \text{rg } B \neq \text{rg } B^* \).

If Condition [(III)] holds, then \( D_j(a) \) is dense in \( V_j(a) \), so \( V_j(a) \) is in some sense a canonical choice of \( W \) in Corollary 4.22. It is therefore natural to investigate when Condition [(III)] is still satisfied if one restricts to \( V_j(a) \).

**Proposition 8.5.** Suppose \( a \) and \( j \) satisfy Conditions [(I)] [(II)] and [(III)]. Let \( \hat{a} := a|_{V_j(a) \times V_j(a)} \) and \( \hat{j} := j|_{V_j(a)} \). Then \( \hat{a} \) and \( \hat{j} \) satisfy Condition [(III)] if and only if \( V_j(a) + \ker j = V \). If these equivalent statements hold, then \( V_j(a) \oplus \ker j = V \).

**Proof.** We note that \( \hat{T} \) can be defined for \( (\hat{a}, \hat{j}) \) as in (2) since \( \hat{a} \) satisfies Condition [(I)]
A straightforward calculation shows that

\[ (u \mid Pv)_{V_j(a)} = b(\hat{T}^{-1}u, v) = b(\hat{T}^{-1}u, v) = (u \mid v)_{V_j(a)}, \]

whence \( P|_{V_j(a)} = I \). This shows that \( V_j(a) \cap \ker j = \{0\} \) and that \( P|_{V_j(a) + \ker j} \) is the projection onto \( V_j(a) \) along \( \ker j \). Since \( P \) is continuous and both \( V_j(a) \) and \( \ker j \) are closed, the direct sum \( V_j(a) \oplus \ker j \) is closed. Now we apply Lemma 8.3(d) to obtain \( V_j(a) + \ker j = V \).

\( \implies \): Assume that \( V_j(a) + \ker j = V \). Lemma 8.3(d) yields that \( V_j(a) \cap \ker j = \{0\} \). Let \( P : V \rightarrow V_j(a) \) be the projection along \( \ker j \). It follows from the closed graph theorem that \( P \) is bounded. Let \( \varepsilon = \mu/2 > 0 \), where \( \mu \) is the constant from Condition \( (III) \) for \( a \). Let \( u \in V_j(a) \setminus \{0\} \). Then there exists a \( v \in V \setminus \{0\} \) such that \( |b(u, v)| \geq \varepsilon \|u\|_V \|v\|_V \). Since \( v - Pv \in \ker j \) and \( u \in V_j(a) \), we obtain \( b(u, v) = b(u, Pv) \). Since \( b(u, v) \neq 0 \), this implies that \( Pv \neq 0 \). Moreover,

\[ |b(u, Pv)| \geq \varepsilon \|u\|_V \|v\|_V \geq \varepsilon \delta \|u\|_{V_j(a)} \|Pv\|_{V_j(a)}, \]

where \( \delta = \|P\|^{-1} \). This shows that \( \hat{a} \) and \( \hat{j} \) satisfy Condition \( (III) \). \( \square \)

**Remark 8.6.** The assumption that \( a \) and \( j \) satisfy Conditions \( (I) \), \( (II) \) and \( (III) \) in Proposition 8.5 does not imply that \( j(V_j(a)) \) is dense in \( H \), i.e., \( \hat{j} \) does not need to satisfy Condition \( (I) \). However, if also \( \hat{a} \) and \( \hat{j} \) satisfy Condition \( (III) \), then \( \ker \hat{j} = j(V_j(a)) = j(V_j(a) + \ker j) = \ker j \) and \( \hat{j} \) does satisfy Condition \( (II) \). In particular, in the \( j \)-elliptic setting Proposition 8.5 implies the instrumental decomposition \( V = V_j(a) \oplus \ker j \) that was originally obtained in \[AtE12\], Theorem 2.5(ii).

Recall from Proposition 4.1 that \( D_j(a) \cap \ker j = \{0\} \) implies that \( (a, j) \) is associated with an accretive operator. We next give an example where \( T \) is invertible and \( D_j(a) \cap \ker j = \{0\} \), but \( V_j(a) \cap \ker j \neq \{0\} \). This shows that \( V_j(a) \cap \ker j = \{0\} \) is not a necessary condition for \( (a, j) \) to be associated with an \( m \)-accretive operator.

**Example 8.7.** Let \( H \) and \( H_1 \) be Hilbert spaces such that \( H_1 \subseteq H \) is dense and \( \|u\|_H \leq \|u\|_{H_1} \) for all \( u \in H_1 \). Denote the embedding of \( H_1 \) into \( H \) by \( j_1 \). Let \( V = H_1 \times \mathbb{C} \) and \( j : V \rightarrow H \) be defined by \( j(u, \alpha) = j_1(u) \). Then \( \ker j = \{0, \alpha : \alpha \in \mathbb{C}\} \). Moreover, it is easily observed that \( \ker j = \ker j_1 \times \{0\} \).

There exists an \( x \in H_1 \) such that \( x \notin \ker j_1^* \) and \( \|x\|_{H_1} = 1 \). Define the form \( a : V \times V \rightarrow \mathbb{C} \) by

\[ a((u, \alpha), (v, \beta)) := (u \mid v)_{H_1} + (\alpha x \mid v)_{H_1} - (u \mid \beta x)_{H_1} - (j_1(u) \mid j_1(v))_H. \]

Clearly \( a \) is accretive. It is easily observed that \( T \) is given by

\[ T(u, \alpha) = (u + \alpha x, -u \mid x)_{H_1}. \]

A straightforward calculation shows that \( T \) is invertible with

\[ T^{-1}(v, \beta) = (v - ((v \mid x)_{H_1} + \beta)x, (v \mid x)_{H_1} + \beta). \]

So Condition \( (III) \) is valid. Moreover,

\[ V_j(a) = V_j(b) = \{(u, \alpha) \in V : -(u \mid \beta x)_{H_1} = b((u, \alpha), (0, \beta)) = 0 \text{ for all } \beta \in \mathbb{C}\} = \{(u, \alpha) \in V : (u \mid x)_{H_1} = 0\} \]
and
\[ D_j(a) = T^{-1}(\text{rg } j^*_i \times \{0\}) = \{(w - (w \mid x)_{H_1}, (w \mid x)_{H_1}) : w \in \text{rg } j^*_i \}. \]
Thus \( V_j(a) \cap \ker j = \ker j \neq \{0\}, \) but
\[ D_j(a) \cap \ker j = \{(0, (w \mid x)_{H_1}) : w \in \text{rg } j^*_i, w - (w \mid x)_{H_1}, x = 0 \} = \{0\}. \]
Here the last equality holds since the conditions \( w - (w \mid x)_{H_1} = 0 \) and \( w \in \text{rg } j^*_i \) imply \( w \in \text{span}\{x\} \cap \text{rg } j^*_i = \{0\}. \) It follows from Theorem 4.2 that \((a, j)\) is associated with an m-accretive operator \(A.\)

Lemma 8.3 implies that \( D_j(a) \) is dense in \( V_j(a) \) and that \( V_j(a) + \ker j \) is not dense in \( V.\)

We next determine the behaviour of the restriction of \(a\) to \( V_j(a).\) Let \( \hat{a} := a|_{V_j(a) \times V_j(a)} \) and \( \hat{j} := j|_{V_j(a)} \) as in Proposition 8.3. Then for all \((u, \alpha), (v, \beta) \in V_j(a)\) we have
\[ \hat{a}(u, \alpha), (v, \beta) = (u \mid v)_{H_1} - (j_1(u) \mid j_1(v))_H \]
because \((u \mid x)_{H_1} = (v \mid x)_{H_1} = 0.\) This shows that \( \hat{T}(u, \alpha) = (u, 0) \) and that \( \hat{T} \) is not invertible. Therefore \(a\) and \(j\) do not satisfy Condition [III] whilst \( a\) and \( j\) do. It is easily observed that \( V_j(\hat{a}) = V_j(a) \) and \( V_j(\hat{a}) \cap \ker j = \{0\} \times \mathbb{C} \neq \{0\}.\)

At the end of Section 7 we observed the following.

**Proposition 8.8.** Suppose \(a\) and \(j\) satisfy Conditions [I] [II] and [III]. Suppose that \((a, j)\) is associated with an accretive operator \(A.\) Then \(A^*\) is m-accretive and associated with \((a^*, j)\).

Curiously, it is a consequence of this proposition that not every m-accretive operator can be generated by an embedded accretive form that satisfies Condition [III]; see Remark 8.10. Originally this was observed in [McI70, Introduction and Theorem 4.2]. We extend the latter result to a slightly more general setting that allows for non-injective maps \(j\).

**Corollary 8.9.** Suppose \(a\) and \(j\) satisfy Conditions [I] [II] and [III]. Suppose that \((a, j)\) is associated with an accretive operator \(A\) such that \(iA\) is maximal symmetric. If \(V_j(a) + \ker j = V,\) then \(iA\) is self-adjoint.

**Proof.** Suppose that \(V_j(a) + \ker j = V.\) By Proposition 8.5, \( \hat{a} := a|_{V_j(a) \times V_j(a)} \) and \( \hat{j} := j|_{V_j(a)} \) still satisfy Condition [III]. Moreover, \( \hat{j} \) is injective by Lemma 8.3(d). By Corollary 4.22 the operator \(A\) is associated with \((\hat{a}, \hat{j}).\) So without loss of generality we can assume that \(j\) is injective, whence \(V_j(a) = V.\)

Note that for all \(u, v \in D_j(a)\) we have
\[ a(u, v) = (Aj(u) \mid j(v))_H = -i(iAj(u) \mid j(v))_H = -(j(u) \mid Aj(v))_H = -a^*(u, v). \]
As \( D_j(a) \) is dense in \( V_j(a) = V \) by Lemma 8.3(a), we obtain \(a^* = -a.\) By Proposition 8.8 it follows that \(A^* = -A.\) This shows that \(iA\) is self-adjoint.

**Remark 8.10.** We point out that the Condition \(V_j(a) + \ker j = V\) in Corollary 8.9 trivially holds if \(j\) is injective. Suppose that \(A\) is an m-accretive operator such that \(iA\) is maximal symmetric but not self-adjoint. Note that the operator \(-A\) in Example 4.13 is an example of such an operator. While by Corollary 8.9 the operator \(A\) cannot be generated by an embedded accretive form that satisfies Condition [III] we do not know whether it can be generated by a general non-embedded form that satisfies Condition [III].

The following is a positive result due to McIntosh, see [McI70, Section 3, Example (c)].
Proposition 8.11. Let $A$ be $m$-accretive such that $D(A^{1/2}) = D(A^{1/2})$. Then $A$ can be generated by an embedded accretive form that satisfies Condition (III).

We close this section with some references to other sufficient or equivalent conditions for Condition (III). McIntosh introduced Condition (III) in [McI68] as a closedness condition for densely defined, accretive forms. In that way he generalised Kato’s theory for sectorial forms. In [McI70] he formulated a more general abstract closedness condition for general densely defined, separated sesquilinear forms. The connection between the latter abstract condition and Condition (III) is explained by [McI70, Proposition 3.3 and Theorem 3.4]. The following reformulation that is adapted to our setting gives a sufficient condition for (III). For notation and underlying theory we refer to [McI70, Section 2] or [Sch71, Chapter IV].

Lemma 8.12. Suppose $V$ is a Hilbert space and $T \in \mathcal{L}(V)$ is accretive. Assume $\ker T = \{0\}$. Let $X$ and $Y$ denote the vector space $V$ without topology. Define $b: X \times Y \to \mathbb{C}$ by $b(x, y) = (Tx \mid y)_V$. Then $(X, Y, b)$ is a separated dual pair. Denote by $X_\tau$ the space $X$ equipped with the locally convex Mackey topology induced by this dual pair. Then the operator $T$ is invertible if and only if the topology of $X_\tau$ is that of $V$.

For general densely defined, symmetric sesquilinear forms, McIntosh’s closedness condition in [McI70] can be recast in terms of Krein spaces as done in [Fie99] and [FHdS00]. Moreover, there also exists a recent formulation of these results that closely resembles Kato’s classical representation theorems for the semi-bounded case, see [GKMV13]. Such results can be utilised in our setting for embedded accretive forms $a$ such that $ia$ is symmetric. We say that an accretive form $a$ is conservative if $\Re a(u, u) = 0$ for all $u \in V$. The following is now a consequence of [Bog74, Theorem V.1.3].

Proposition 8.13. Suppose $a$ and $j$ satisfy Conditions (I) and (II). Moreover, suppose that $a$ is conservative. Let $X$ be the vector space $V$ without topology. Then $T_0$ is invertible if and only if $(X, ia)$ is a Krein space. If $T_0$ is invertible, then $a$ and $j$ satisfy Condition (III).

The above proposition can be used to establish that the form in Example 4.16 satisfies Condition (III) provided $b \neq -a$. For details see [Fie99, Lemma 6]. Recently, based on [GKMV13], more general operators of the form $\text{div}(C \nabla \cdot)$ with Dirichlet boundary conditions and indefinite Hermitian coefficient matrices $C$ have been investigated [HKS12]. Again these results do not cover Example 4.16 in the case $b = -a$. We do not know whether Condition (III) is satisfied for the case $b = -a$.

9. OUAHABZ TYPE INVARIANCE CRITERIA

The following well-known result relates the invariance of closed, convex sets under a $C_0$-semigroup of contraction operators to properties of the generator. For a proof, see for example [Ouh96, Theorem 2.2 and Proposition 2.3].

Proposition 9.1. Let $A$ be an $m$-accretive operator in $H$. Denote by $S$ the $C_0$-semigroup generated by $-A$. Let $C$ be a closed, convex subset of $H$, and let $P$ be the associated orthogonal projection onto $C$. Then the following statements are equivalent.

(i) $S_tC \subset C$ for all $t > 0$.
(ii) $\lambda(I + A)^{-1}C \subset C$ for all $\lambda > 0$.
(iii) $\Re(Ax \mid x - Px) \geq 0$ for all $x \in D(A)$. 

If the negative generator of the $C_0$-semigroup is associated with a $j$-elliptic accretive form, then one can conveniently characterise invariance by the form itself. In this section we investigate to what extent the following result can be generalised to our setting.

**Proposition 9.2** (Arendt, ter Elst [AtE12, Proposition 2.9]). Suppose $a$ is $j$-elliptic and accretive. Let $A$ be the $m$-accretive operator associated with $(a,j)$. Denote by $S$ the $C_0$-semigroup generated by $-A$. Let $C$ be a closed, convex subset of $H$, and let $P$ be the associated orthogonal projection onto $C$. Then the following statements are equivalent.

(i) $S_t C \subset C$ for all $t > 0$.

(ii) For all $u \in V$ there exists a $w \in V$ such that

$$P_j(u) = j(w) \quad \text{and} \quad \Re(a, u - w) \geq 0.$$ 

We start with a straightforward translation of Proposition 9.1 to our setting, thereby obtaining a result that somewhat resembles Proposition 9.2.

**Lemma 9.3.** Assume $a$ and $j$ satisfy Conditions [I] and [III]. Assume that $(a,j)$ is associated with an $m$-accretive operator $A$. Denote by $S$ the $C_0$-semigroup generated by $-A$. Let $C$ be a closed, convex subset of $H$, and let $P$ be the associated orthogonal projection onto $C$. Then the following statements are equivalent.

(i) $S_t C \subset C$ for all $t > 0$.

(ii) For all $u \in D_j(a)$ and every sequence $(w_k)_{k \in \mathbb{N}}$ in $V$ such that $\lim j(w_k) = P_j(u)$ one has

$$\lim_{k \to \infty} \Re(a, u - w_k) \geq 0.$$ 

(iii) For all $u \in D_j(a)$ there exists a sequence $(w_k)_{k \in \mathbb{N}}$ in $D_j(a)$ (or equivalently, in $V$) such that $\lim j(w_k) = P_j(u)$ and

$$\limsup_{k \to \infty} \Re(a, u - w_k) \geq 0.$$ 

**Proof.** By Proposition 9.1 it suffices to show that both (ii) and (iii) are equivalent to

$$\Re(A_j(u) | j(u) - P_j(u))_H \geq 0$$

for all $u \in D_j(a)$. So let $u \in D_j(a)$, and observe that there exists a sequence $(w_k)$ in $D_j(a)$ such that $\lim_{k \to \infty} j(w_k) = P_j(u)$. Hence (13) is equivalent to $\lim_{k \to \infty} \Re(a, u - w_k) \geq 0$ for one sequence (or all sequences) $(w_n)$ in $V$ such that $\lim_{k \to \infty} j(w_k) = P_j(u)$. It is obvious that one may replace the limit by the limsup superior.

Note that Statement (ii) in Proposition 9.2 in particular asserts that $P_j(V) \subset j(V)$. Lemma 9.3, however, does not state such a kind of invariance. The examples presented in the following show that the statements in Lemma 9.3 cannot be improved in this regard.

Assume that $(a,j)$ is associated with an $m$-accretive operator $A$, and let $S$ be the $C_0$-semigroup on $H$ generated by $-A$. The following example shows that even if Condition (III) is satisfied and $C$ is a closed subspace of $H$ that is invariant under $S$, in general we do not have $P_j(V) \subset j(V)$, where $P$ is the orthogonal projection onto $C$ in $H$.

**Example 9.4.** Let $H_1$ be a Hilbert space and $R \supseteq I$ a self-adjoint operator in $H_1$ such that $D(R) \neq H_1$. Let $V := H_1 \times D(R)$, $H := H_1 \times H_1$ and define $j \in \mathcal{L}(V,H)$ by $j(u_1, u_2) = (u_1, u_1 + u_2)$. Then $j$ is injective and has dense range. We first determine $j^* \in \mathcal{L}(H,V)$. Let...
Let \((u_1, u_2) \in V\) and \((x, y) \in H\). Then
\[
\left( (u_1, u_2) \mid j^*(x, y) \right)_V = (j(u_1, u_2) \mid (x, y))_H = (u_1 \mid x + y)_{H_1} + (u_2 \mid y)_{H_1}
\]
This shows that \(j^*(x, y) = (x + y, R^{-2}y)\) and \(j^* j (u_1, u_2) = (2u_1 + u_2, R^{-2}(u_1 + u_2))\).

Define the sesquilinear form \(a \colon V \times V \to \mathbb{C}\) by
\[
a(u, v) = \left( \begin{pmatrix} 0 & -R \\ R^{-1} & R^{-1} \end{pmatrix} u \mid v \right)_V.
\]
Clearly, \(a\) is continuous and accretive because
\[
a(u, u) = -\langle Ru_2 \mid u_1 \rangle_{H_1} + \langle u_1 + u_2 \mid Ru_2 \rangle_{H_1} = 2i\Im \langle u_1 \mid Ru_2 \rangle_{H_1} + \langle u_2 \mid Ru_2 \rangle_{H_1}.
\]
One easily sees that \(T_0 = \begin{pmatrix} 0 & -R \\ R^{-1} & R^{-1} \end{pmatrix}\) is invertible. Therefore \(T = T_0 + j^* j\) is invertible by Proposition \ref{prop:3.9} and Condition \([\text{III}]\) is satisfied. Hence \((a, j)\) is associated with an \(m\)-accretive operator.

Let \(u \in V\) and \(f \in H\) be such that \(a(u, v) = (f \mid j(v))_H\) for all \(v \in V\). That means
\[
-\langle Ru_2 \mid v_1 \rangle_{H_1} + \langle u_1 + u_2 \mid Rv_2 \rangle_{H_1} = (f_1 + f_2 \mid v_1)_{H_1} + (f_2 \mid v_2)_{H_1},
\]
for all \(v \in V\). This implies that \(-Ru_2 = f_1 + f_2\) and \(u_1 + u_2 = R^{-1}f_2\). Hence \(u_1 \in D(R)\) and \(D_j(a) = D(R) \times D(R)\). We obtain \(D(A) = D(R) \times D(R)\) and \(A(u_1, u_2) = (Ru_1 - 2Ru_2, Ru_2)\). A straightforward calculation shows that for all \(\lambda > 0\) we have
\[
(\lambda I + A)^{-1} = (\lambda I + R)^{-1} \begin{pmatrix} I & 2R(\lambda I + R)^{-1} \\ 0 & I \end{pmatrix}.
\]
Obviously \(C := H_1 \times \{0\}\) is an invariant subspace of \((\lambda I + A)^{-1}\) for all \(\lambda > 0\). By Proposition \ref{prop:9.1} this shows that \(C\) is an invariant subspace of the \(C_0\)-semigroup generated by \(-A\).

Denote by \(P\) the orthogonal projection onto \(C\) in \(H\). Let \(u \in H_1 \setminus D(R)\). Then
\[
P j(u, 0) = P(u, u) = (u, 0),
\]
but \((u, 0) \notin \mathrm{rg} j\). To prove this, assume that there exists \((u_1, u_2) \in V\) such that \(j(u_1, u_2) = (u, 0)\). Then \(u_1 = u\) and \(u_2 = -u\), which is a contradiction since \(u \notin D(R)\) and \(u_2 \in D(R)\).

Note that in this example one has \(PD(A) \subset D(A)\). \(\Box\)

It is easy to give an example such that the associated \(C_0\)-semigroup leaves a closed, convex set invariant, but such that the operator domain of the generator is not left invariant by the corresponding projection. For example, the Laplacian in \(L^2(\mathbb{R})\) with domain \(H^2(\mathbb{R})\) is \(m\)-dissipative and it generates a positive \(C_0\)-semigroup. The corresponding form domain is the space \(H^1(\mathbb{R})\), which is left invariant under the projection onto the positive real-valued cone. However, the latter projection does not leave the Laplacian’s domain \(H^2(\mathbb{R})\) invariant.

Still, one might hope that \(PD(A) \subset j(V)\). The following basic example shows that this is not true in general.

**Example 9.5.** Let \(H = L^2(\mathbb{R})\), \(V = H^1(\mathbb{R})\) and let \(j \colon V \to H\) be the inclusion. Define \(a \colon V \times V \to \mathbb{C}\) by
\[
a(u, v) = \int_{\mathbb{R}} u' \overline{v}.
\]
Then \(\Re a(u, u) = 0\) for all \(u \in V\), whence \(a\) is accretive. Clearly \(a\) and \(j\) satisfy Condition \([\text{I}]\) and \([\text{II}]\) \(D_j(a) = H^1(\mathbb{R}) = V\) and the associated operator \(A\) is the derivative on \(H^1(\mathbb{R})\).
Let \( S \) be the \( C_0 \)-semigroup generated by \(-A\). Then \( (S_t u)(x) = u(x - t) \) for all \( t > 0 \), \( u \in L^2(\mathbb{R}) \) and a.e. \( x \in \mathbb{R} \). Let \( C := L^2(0, \infty) = \{ u \in L^2(\mathbb{R}) : u(x) = 0 \) for a.e. \( x \in (-\infty, 0) \}. \) Then \( C \) is a closed subspace that is invariant under \( S \). The orthogonal projection \( P \) from \( H \) onto \( C \) is given by \( Pu = 1_{(0, \infty)} u \). Obviously \( PD(A) \not\subset j(V) \).

Note that Condition (III) is not satisfied in this example, in contrast to Example 9.4.

The preceding examples show that for a characterisation of whether the associated \( C_0 \)-semi-group leaves some closed subspace invariant, neither the form domain nor the domain of the operator needs to be left invariant by the corresponding projection. So it is not surprising that the statements in Lemma 9.3 involve some approximation. Moreover, the examples show that Lemma 9.3 is effectively the best adaptation of Proposition 9.2 that can possibly hold in our setting.

10. Remarks on the incomplete case

In the present short section, let \( H \) be a Hilbert space and \( V_0 \) be a semi-definite inner product space, i.e., \( V_0 \) is a vector space equipped with a nonnegative symmetric sesquilinear form that makes it into a semi-normed space. Let \( j_0 : V_0 \to H \) be continuous with dense range and \( a_0 : V_0 \times V_0 \to \mathbb{C} \) be a continuous, accretive sesquilinear form. We denote the Hausdorff completion of \( V_0 \) by \( V \), see [Bou60, Chapter II, §3, Theorem 3] for technical details. Then there exist unique ‘extensions’ of \( a_0 \) and \( j_0 \) to the Hausdorff completion \( V \) which we denote by \( a \) and \( j \), respectively. Note that \( V \) is a Hilbert space and that \( a \) and \( j \) satisfy Conditions (I) and (II).

We are interested in conditions on \( a_0 \) and \( j_0 \) which imply that \( (a, j) \) is associated with an \( m \)-accretive operator. Clearly, one can express the conditions of Proposition 4.1 and Theorem 4.2 in terms of Cauchy sequences introduced by the completion.

A more easily verified sufficient condition is as follows. Assume that there exists a \( \rho > 0 \) such that
\[
|b_0(u, u)| \geq \rho \| u \|_{V_0}^2
\]
for all \( u \in V_0 \). This implies that the ‘extensions’ \( a \) and \( j \) satisfy Condition (III) and that \( b(u, u) = 0 \) implies \( u = 0 \). Therefore \((a, j)\) is associated with an \( m \)-accretive operator.

Condition (14) suffices to cover the incomplete \( j \)-sectorial case as considered in [AtE12, Section 3]. It is obvious that (14) is not necessary to ensure that \((a, j)\) is associated with an \( m \)-accretive operator, cf. Example 8.1. Moreover, it only allows for a minor extension of the \( j \)-sectorial case. In fact, suppose that Condition (14) is satisfied. Then \(|(Tu \mid u)| \geq \rho \| u \|_V^2\) for all \( u \in V \), where \( T \) is defined as in (2) with respect to \( a \) and \( j \). As the numerical range of \( T \) is convex by the Toeplitz–Hausdorff theorem, it is easily deduced that \( T \) can be made sectorial after a small rotation, i.e., there exists a \( \varphi \in \mathbb{R} \) such that \( e^{i\varphi} T \) is sectorial. Therefore Condition (14) can be considered as being too restrictive for the general accretive setting.
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