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Abstract

Zero-shot action recognition can recognize samples of unseen classes that are unavailable in training by exploring common latent semantic representation in samples. However, most methods neglected the connotative relation and extensional relation between the action classes, which leads to the poor generalization ability of the zero-shot learning. Furthermore, the learned classifier incline to predict the samples of seen class, which leads to poor classification performance. To solve the above problems, we propose a two-stage deep neural network for zero-shot action recognition, which consists of a feature generation sub-network serving as the sampling stage and a graph attention sub-network serving as the classification stage.

In the sampling stage, we utilize a generative adversarial networks (GAN) trained by action features and word vectors of seen classes to synthesize the action features of unseen classes, which can balance the training sample data of seen classes and unseen classes. In the classification stage, we construct a knowledge graph (KG) based on the relationship between word vectors of action classes and related objects, and propose a graph convolution network (GCN) based on attention mechanism, which dynamically updates the relationship between action classes and objects, and enhances the generalization ability of zero-shot learning. In both stages, we all use word vectors as bridges for feature generation and classifier generalization from seen classes to unseen classes. We compare our method with state-of-the-art methods on UCF101 and HMDB51 datasets. Experimental results show that our proposed method improves the classification performance of the trained classifier and achieves higher accuracy.

Keywords: Action recognition, Zero-shot learning, Generative adversarial networks, Graph convolution network

1. Introduction

Action recognition is an important research issue in the fields of machine learning and computer vision, and has wide applications in human-computer interaction, video monitoring, motion retrieval and sports video analysis [1, 2, 3, 4, 5, 6]. With the rapid development of internet technology and emerging social media, monocular or multiview videos provide fruitful cues for action recognition [7, 8, 9]. Hence, the increase of both the complexity of human actions and the number of video classes is also inevitable. On the other hand, annotating massive video data is pervasive and important for action recognition, but it is a tedious and inaccurate task. Since it is not only a time-consuming and expensive operation, but also easy to be influenced by subjective judgments of experts. At the same time, due to the limitation of extensibility of
data classes, traditional action recognition methods are unsuitable for recognizing data from unseen classes and cannot support the realization of automatic annotation. Therefore, how to obtain potential information from labeled videos so as to effectively annotate unseen videos has become an urgent problem.

Zero-shot action recognition [11, 12, 25] provides an effective means to settle this problem, which can recognize data of unseen classes (the classes without training samples), and has attracted extensive attention recently. The aim of zero-shot learning (ZSL) is to explore common latent semantic representation, and produce a trained model that can generalize to unseen classes. Existing zero-shot action recognition methods can be divided into two categories. Manually-defined attribute based methods utilize manually defined attributes for classification, which are easy to understand and implement, and only use the relationship between actions and attributes to distinguish new action classes. However, human subjectivity and the lack of domain knowledge make it difficult to identify a set of attributes that can describe all actions. In addition, although attributes can be viewed as data-driven learning, their semantic meaning may be unseen or inappropriate. Therefore, it is difficult to generalize attribute-based methods to large-scale scenarios. Word embedding based methods utilize semantic representation of action class names (e.g., word vectors) to model the relationship between actions and actions in semantic spaces. The word vectors used in these methods are acquired by natural language processing using massive amounts of text information. Therefore, these methods can overcome the limitation of attribute based methods. However, these methods can only express the relationship between actions implicitly in word vector spaces and hardly benefit from the other information of videos resulting in poor classification performance.

In summary, the above research work on zero-shot action recognition neglect the connotative relation and extensional relation between action classes, which leads to a poor generalization ability of ZSL. In fact, humans can use empirically learned semantic knowledge to extend their ability to recognize large-scale concepts by virtue of the association between connotation and extension extension. Thus, using structured knowledge information to build relationships of concepts (e.g., actions and attributes) can transfer learned knowledge from seen classes to unseen classes. Recently, Graph Convolutional Networks (GCN) based methods [30, 23] applied knowledge graph (KG) to ZSL and achieved promising results. However, the adjacency matrix constructed by these methods remains unchanged after initial setting, which makes it unable to describe the changing relationships of nodes in the graph adaptively, resulting in incomplete knowledge transfer. In addition, most of ZSL methods cannot use the samples of unseen classes in training, which makes the training classifier more inclined to predict the samples of seen classes. Recently, Generative Adversarial Networks (GAN) based methods [37, 24] synthesized the features of unseen classes, which are used to train the classifier. The performance of these methods can effectively improved, which shows that providing the samples of unseen classes during training can make the learned classifier better adapt to the classification requirements of unseen classes.

It can be seen from the above that GCN based methods and GAN based methods have different perspectives of analysis and thinking. GAN based zero-shot learning used the adversarial relationship between sample features to realize the generalization of the feature generation ability of seen class to unseen class. Knowledge graph based zero-shot learning used the extrinsic correlation between classes and attributes to realize the generalization of classification ability. In general, GAN based methods are analyzed from sample level, and GCN based methods are analyzed from the classifier level. For both of these methods, the word vector is a bridge from the seen classes to the unseen classes for feature generation or classifier generalization. On the whole, these two types of methods are complementary with each other and the performance
will be better by exploring them simultaneously. Therefore, we consider comprehensively from two aspects, and propose a new zero-shot action recognition, i.e., joint Feature Generation network and Graph Attention network (FGGA) for ZSL. The main idea comes from [31, 32] which indicated that simultaneously exploiting information from different perspectives can complementary with each other for action recognition than single exploitation. On one hand, FGGA utilizes GAN to synthesize the features of unseen classes, which can reduce the imbalance between training samples of seen classes and unseen classes. On the other hand, FGGA constructs a KG based on the relationship between action class and related objects, and a graph convolution network based on attention mechanism. In fact, graph convolution network based on attention mechanism can effectively realize the dynamic expression of the relation between action classes and objects, which reflects the influence of knowledge update on model learning. Experimental results show that FGGA improves the classification performance of the trained classifier and can achieve higher accuracy. A flowchart of FGGA is illustrated in Figure 1. FGGA consists of two stages: sampling stage and classification stage. In the sampling stage, FGGA uses feature generation network to train generator, which is used to synthesize the features of unseen classes. In the second stage, FGGA uses graph attention network to train classifier, which is used to expand the generalization ability of the classifier.

The main contributions of our work are summarized as follows.

- We propose a two-stage network for zero-shot action recognition: FGGA, which joints feature generation network and graph attention network, makes a comprehensive analysis from sample level and classifier level.
FGGA adopts the conditional Wasserstein GAN with additional loss terms to train generator, which can transform the representation space of actions from the word vector space to the visual feature space, and the synthesized features of unseen class can be straightforwardly fed to typical classifiers.

FGGA integrates an attention mechanism with GCN, and expresses the relationship between action class and related objects dynamically.

The remainder of this paper is organized as follows. Section 2 introduces the related work. Section 3 elaborates FGGA. Section 4 conducts comparative experiments and evaluates the performance of FGGA. Section 5 gives the conclusion.

2. Related Work

In this section, we briefly review the work related to our proposed method. We review ZSL methods, which can be roughly grouped into two categories: attribute based methods and word embedding based methods.

2.1. Attribute based methods

Early research work on action recognition mainly considered a set of manually defined attributes to describe the spatio-temporal evolution of actions. Liu et al. [10] proposed a potential SVM model in which potential variables determine the importance of each attribute of each class. Lampert et al. [33] proposed a direct and indirect attribute prediction model, which used attribute-class and class-class correlation to predict unseen samples. Akata et al. [34] regarded the classification problem based on attributes as a label embedding problem, and each class was embedded in the space of attribute vectors. This method measured the matching degree of image and label embedding by constructing matching function. Gan et al. [27] studied how to accurately and robustly detect attributes in images or video, and the learned high-quality attribute detector can be generalized to different classes. The advantage of the attribute-based approach is that each attribute describes the shared features between classes, and it can transfer knowledge between classes well. In addition, attributes can also describe the details of the class, which can be used to predict the unseen class. However, the attribute-based method has several drawbacks: Firstly, each action is a complex combination of various human motions and human-object interactions. Human subjective factors and the lack of domain knowledge make it very difficult to determine a set of attributes used to describe all actions. Secondly, the relationship between classes and attributes needs to be defined manually, whenever a new class is created, the attribute of class and the corresponding relationship between attribute and class need to be changed again. Therefore, attribute-based methods are not applicable to ZSL problems of massive classes. Thirdly, attributes can be viewed as data-driven learning, but their semantic meaning may be unknown or inappropriate.

2.2. Word embedding based methods

Since only action class names are needed to construct label embedding, word embedding based methods are gradually favored. Xu et al. [14] first applied word vector space as middle layer embedding to the zero shot learning for action recognition. Subsequently, Xu et al. [15] proposed manifold regularization regression and data enhancement strategies, which significantly enhanced semantic space mapping, and used post-processing strategies such as self-training to further improve accuracy. Alexiou et al. [16] explored broader semantic context information in the text domain (for example,
synonyms) expressed as word vectors that enrich the action class. Qin et al. [17] adopted error-correcting output coding to solve the domain shift problem, which took the advantage of semantics of class layers and internal data structure. However, because of the semantic differences between visual and textual information, individual word vectors are not sufficient to distinguish between classes. Recently, inspired by the strong relationship between objects and action, some methods have achieved good performance by using objects as attributes. Jaine et al. [18] constructed a semantic embedding model by considering thousands of object classes. Mettes et al. [19] further designed spatial perception object embedding to classify actions. In addition, a few methods explored semantic relationships using inter-class relationships [20] and pair relationships [21]. Gan et al. [22] used knowledge information to construct an analogy pool based on external ontology. However, these methods are not end-to-end. Gao et al. [23] proposed a ZSL framework based on two-stream graph convolutional networks and knowledge graphs, and established a relationship between objects and classes in an end-to-end manner. Oza et al. [48] used class conditioned auto-encoders and the training procedure was divided in two sub-tasks, where encoder learns the first task following the closed-set classification training pipeline, and decoder learns the second task by reconstructing conditioned on class identity. Mandal et al. [24] proposed an out-of-distribution (OD) detector for detecting features of unseen classes, which could be trained by using real features of seen classes and synthetic features of unseen classes. Compared with shared semantic embedding spaces consisting of manually defined class attributes, word embedding spaces are composed of the word vectors of all classes. In these spaces, each class is described by its word vector. These word vectors are learned by natural language processing techniques using massive amounts of text information. Therefore, ZSL methods based on word embedding spaces overcome the limitation of ZSL methods based on attribute spaces, as the latter require manual definitions of the corresponding relationship between attributes and classes.

In summary, the state-of-the-art methods mainly use GAN or knowledge graph. However, these methods used GAN and knowledge graph for the problem of zero-shot learning independently. GAN based zero-shot learning [24] considered the problem from the perspective of missing unseen class samples, and synthesized visual representations of the unseen classes. Knowledge graph based zero-shot learning [23] considered the problem from the perspective of the unseen classes and its relationship to the seen classes, and built structured knowledge information of unseen classes and seen classes. Generally, GAN based method is analyzed from the perspective of sample, and knowledge graph based method is analyzed from the perspective of class. For both of these methods, the word vector is a bridge from the seen classes to the unseen classes for feature generation or classifier generalization. In this paper, We combine GAN and knowledge graph and propose joint feature generation network and graph attention network for zero-shot action recognition. We use word vectors as bridges, both the vision features and the classifiers of unseen actions are inferable from seen actions. Furthermore, the edges of knowledge graph of previous work are constant values, which means the relationships between nodes in the knowledge graph are constant. Recently, incorporation of attention [49, 50] into Deep learning model has attracted a lot of interests, showing great potential in performance improvement. In this paper, we use graph attention to dynamically expresses the relationship between nodes in the knowledge graph. Overall, our method enhances the generalization ability and discriminability of the model by dynamically updating the relationship between action classes and objects and synthesizing features of unseen classes.
3. Methodology

We give the methodology of FGGA in this section. We denote scalars, vectors, matrices, and sets by nonbold letters, bold lowercase letters, bold uppercase letters, and calligraphic uppercase letters respectively. Denote \([A]_{ij}\) to be the \((i, j)\)th element of a matrix \(A\). Denote \(I\) to be the identity matrix whose size is determined in context. Denote \(\lvert \cdot \rvert\) to be the cardinality operator.

3.1. Problem definition

Let \(X \subseteq \mathbb{R}^d\) be the set of all samples, and let \(Y^s, Y^u\) be the set of labels of seen classes, labels of unseen classes, respectively, where the superscripts \(s, u\) denote “seen”, “unseen”, respectively. Let \(E \subseteq \mathbb{R}^d\) be the set of word vectors of all classes. Denote

\[ S = \{(x, y, c(y)) | x \in X, y \in Y^s, c(y) \in E\} \tag{1} \]

to be the training set for seen classes, where \(x\) represents feature of sample, \(y\) represents the class-specific label of seen classes, \(c(y)\) represents the class-specific embedding. Additionally, we denote

\[ U = \{(u, c(u)) | u \in Y^u, c(u) \in E\} \tag{2} \]

to be a set for unseen classes, which is available during training, where \(u\) represents the class-specific label of unseen classes, \(c(u) \in \mathbb{R}^d\) represents the class-specific embedding, and \(Y^u \cap Y^s = \emptyset\). Furthermore, we have an object set \(O\), which serves as attributes for describing different action classes. The goal of ZSL is to learn a classifier

\[ f_{ZSL} : X \rightarrow Y^u \tag{3} \]

and the goal of generalized zero-shot learning (GZSL) is to learn a classifier

\[ f_{GZSL} : X \rightarrow Y^s \cup Y^u \tag{4} \]

where the features of samples of unseen classes \(X^u\) are completely unavailable during training.

3.2. Unseen class feature synthesis based on feature generation network

Most of the ZSL methods train classifier only by data of seen classes during training, which is prone to be biased towards the samples of seen classes and not conducive to the samples of unseen classes. To solve this problem, sample imbalance between seen and unseen classes during training needs further exploration. One of the straightforward ideas is to add additional synthesize features of unseen classes without access to any samples of that class. As we all know, GAN can synthesize images of unseen objects through given semantic descriptions. In this paper, the objective of our study is human actions rather than images. Therefore, to apply GAN to our model, we want to synthesize features of samples using GAN.

Given the training data of seen classes, we hope to use the word vectors of unseen classes to synthesize the features of unseen classes. Therefore, we use features and word vectors of seen classes to learn GAN. GAN consists of a generator \(G\) and a discriminator \(D\), where the generator is used to generate “false” samples and the discriminator is used to determine
whether samples are real or synthetic. G and D constitute a dynamic “game process”. Under the background of synthesizing video features, the goal of G is to obtain random signals from prior distribution and synthesize video features close to real features to deceive the discriminating network D. The goal of D is to accurately distinguish the video features synthesized by G from real video features. Since we need to synthesize the features of unseen classes, we use the condition GAN [35], that is, the word vector c(y) of seen classes is added in the modeling of G and D. The conditional generator takes random Gaussian noise and the word vector of seen classes as its input and video feature as its output. Then, the generator can synthesize the video features of unseen classes through the word vectors of unseen classes. The loss function of condition GAN is:

\[ \mathcal{L}_{\text{GAN}} = \mathbb{E}[\log D(x, c(y))] + \mathbb{E}[\log(1 - D(\tilde{x}, c(y)))] \] (5)

where \( \tilde{x} = G(z, c(y)) \) represents the synthetic feature, \( \mathbb{E}[\cdot] \) is the expectation, and \( D : \mathcal{X} \times \mathcal{E} \to [0, 1] \) is a multilayer perceptron with the sigmoid function as the last layer. Although condition GAN can obtain complex data distribution, it is difficult to train. Therefore, we use Wasserstein Generative Adversarial Network-Gradient Penalty (WGAN-GP, [36]) for training, since the algorithm is more stable when training. The loss function of WGAN-GP is:

\[ \mathcal{L}_{\text{WGAN}} = \mathbb{E}[D(x, c(y))] - \mathbb{E}[D(\tilde{x}, c(y))] - \lambda \mathbb{E} \left[ (\|\nabla_{\tilde{x}} D(\tilde{x}, c(y))\|_2 - 1)^2 \right] \] (6)

where \( \tilde{x} = G(z, c(y)), \tilde{x} = \alpha x + (1 - \alpha) \tilde{x} \), and \( \lambda \) is the gradient penalty weight. The first and second terms approximate the Wasserstein distance, and the third term is the gradient penalty term for D. Unlike the condition GAN, the discriminator here is \( D : \mathcal{X} \times \mathcal{E} \to \mathbb{R} \), which removes the sigmoid layer and outputs a real value. \( \mathcal{L}_{\text{WGAN}} \) cannot guarantee that the synthetic features are well suited for training a discriminative classifier. We conjecture that this issue could be alleviated by encouraging the generator to construct features that have strong discriminating ability and can correctly reconstruct the word vector. To this end, following [37], we add a decoder to reconstruct the word vector of the synthetic feature. The cyc (cycle-consistency) loss function is used, which is given by

\[ \mathcal{L}_{\text{CYC}} = \|\hat{c}(y) - c(y)\|_2 \] (7)

where \( \hat{c}(y) \) represents the reconstructed word vector. The final objective for training the feature generation network is as follows:

\[ \min_G \max_D (\mathcal{L}_{\text{WGAN}} + \beta \mathcal{L}_{\text{CYC}}) \] (8)

where \( \beta \) is hyper-parameter.

3.3. Classifier training based on graph attention network

To extract information from implicit representations (word vectors) and explicit representations (knowledge graphs), we use GCN to train classifier. Similar to [23], we construct a knowledge graph whose nodes are word vectors of the concepts of seen classes, unseen action classes and objects, and whose edges are defined by using the adjacency matrix later.

Let \( S = |\mathcal{Y}_s|, U = |\mathcal{Y}_u|, O = |\mathcal{O}| \). GCN takes the word vectors of \( S + U \) classes and \( O \) objects information as input, and obtains all action class classifiers \( \{w_i\}_{i=1}^{S+U} \) and all object classifiers \( \{w_i\}_{i=S+U+1}^{S+U+O} \) through the transmission and calculation.
of information between each layer of GCN. Among them, $O$ object classifiers act as a bridge between seen classes and unseen classes. Each layer of GCN takes the feature matrix of the previous layer $Z^{(l-1)}$ as input and outputs a new feature matrix $Z^{(l)}$. The input of the first layer is a $k_0 \times (S + U + O)$ feature matrix $Z^{(0)}$, where $k_0$ represents the dimension of the input feature. The convolution operation of each layer in the network can be expressed as

$$Z^{(l)} = D^{-\frac{1}{2}} \hat{A} D^{-\frac{1}{2}} \left( Z^{(l-1)} \right)^\top \Phi^{(l-1)}, \quad l = 1, \ldots, L$$

(9)

where $L$ denotes the total layer number, $Z^{(l)} \in \mathbb{R}^{k_l \times (S+U+O)}$ represents the feature matrix of the $l$th layer, $1 \leq l \leq L$, $\hat{A} = A + I$, $A \in \mathbb{R}^{(S+U+O) \times (S+U+O)}$ represents the adjacency matrix of the knowledge graph, $D \in \mathbb{R}^{(S+U+O) \times (S+U+O)}$ is a diagonal matrix whose diagonal entries are given by $[D]_{ii} = \sum_j [\hat{A}]_{ij}$, and $\Phi^{(l-1)} \in \mathbb{R}^{k_{l-1} \times k_l}$ represents the parameter matrix of the $(l-1)$th layer. Each layer is followed by a ReLU function.

To further assign the trained action classifier with a stronger classification ability, we perform attention mechanism on the nodes, which update the relationship between action-object, object-object and action-action after each iteration. Specially, we define the attentional coefficient matrix $B$ as

$$[B]_{ij} = \begin{cases} 
\frac{w_i \cdot w_j}{\| w_i \|_2 \| w_j \|_2}, & \text{if } w_i \in N_k(w_j) \text{ or } w_j \in N_k(w_i) \\
0, & \text{otherwise}
\end{cases}$$

(10)

where $N_k(w_j)$ represents the set of the $k$ nearest neighbors of the $j$th node. To make coefficients easily comparable across different nodes, we normalize them across all choices of node $j$ using the softmax function by:

$$[A]_{ij} = \frac{\exp([B]_{ij})}{\sum_{j' \in N(j)} \exp([B]_{ij'})}$$

(11)

where $N(j)$ represents the index set of all the neighbors of node $j$.

The cross entropy loss function of GCN in training is given by:

$$L_{CE} = -\frac{1}{N} \sum_{n=1}^{N} \sum_{c=1}^{S+U} y_n^c \log (p_n^c)$$

$$p_n^c = \frac{\exp (w_n^c x_n^c)}{\sum_{c'=1}^{S+U} \exp (w_n^{c'} x_n^{c'})}$$

(12)

where $y_n^c \in \{0, 1\}$ is a boolean variable indicating whether the $n$th sample belongs to the $c$th class, $N$ represents the sum of the number of training samples of the seen class and the number of synthetic samples of the unseen class, $w_c$ represents the classifier of $c$th action class, $x_n^c$ represents the $n$th sample which belongs to the $c$th class, and $p_n^c$ represents the predicted score of the $n$th sample in the $c$th class, and $p_n^c$ represents the predicted score with a softmax operation.

3.4. A two-stage deep network

After training the feature generation network, we generate features of unseen classes by trained generator. Specifically, given the word vector $c(u)$ of an unseen class $u \in \mathcal{Y}^u$ and random Gaussian noise $z \in \mathcal{Z}$, any feature $\tilde{x}$ can be synthesized by $\tilde{x} = G(z, c(u))$, thus the synthesized training set $\tilde{U} = \{ (\tilde{x}, u, c(u)) \}$ can be obtained, which provides more training samples of unseen classes for the training classifier of graph convolution network based on attention mechanism, and enhances its classification performance and generalization ability. Therefore, we propose a two-stage network, which joints feature
generation network and graph attention network as shown in Figure 1, which is analyzed from both sample level and classifier level. In this way, the training samples include the sample features of the seen class and unseen classes. During training, we first generate the features of unseen classes by sample level, and use them together with the features of seen classes as training samples. Then, both the classifiers of the seen classes and unseen classes are trained by classifier level. In the test stage, we use the classifier of unseen classes to classify test videos.

4. Experiments

This section verifies the effectiveness and superiority of FGGA on UCF101 [38] and HMDB51 [39]. HMDB51 consists of 6,766 videos, including 51 action classes, while UCF101 consists of 13,320 videos, including 101 action classes (see Figures 2-3). We verify the effectiveness of FGGA using two different tasks: ZSL and GZSL. During the training phase, samples and attributes of seen classes are available for both ZSL and GZSL tasks. In the test stage, for ZSL, the trained model only evaluates data of unseen classes; For GZSL, the trained model evaluates the data of both seen and unseen classes.

4.1. Experimental settings

**Video feature extraction** We use Inflated 3D [40] as the initial feature of video. Appearance Inflated 3D features and stream Inflated 3D features are extracted from mixed 5c layer output of RGB Inflated 3D network and stream Inflated 3D network, respectively. Similar to [23], both networks are pre-trained on Kinetics dataset [40]. These two features are 4096 dimensions respectively, and the feature of each video is the splicing of these two features, i.e., 8192 dimensions.
**Knowledge graph building**  We use ConceptNet \[41\] to build knowledge graph. ConceptNet is a semantic network that contains a lot of information about the world that computers should know to help them do better searches and understand human intentions. It consists of nodes representing concepts that are expressed as natural language words or phrases and whose relationships are indicated. ConceptNet contains relational knowledge and is connected to a subset of DBPedia that includes knowledge extracted from information box Wikipedia. Wikipedia is the largest collaborative online encyclopedia with 3 million articles in English. Much of this knowledge comes from Wiktionary, a free multilingual dictionary that provides information about synonyms, antonyms, and concepts translated into hundreds of languages. More dictionary knowledge comes from open multilingual WordNet, which is an English vocabulary containing more than 100,000 word concepts, rich in semantic information. Something about intuitive associations of people for words comes from “games with a purpose”. Similar to \[19\], we use an English subgraph of about 1.5 million nodes and string matching to map concepts to nodes in ConceptNet. The most important thing in building a knowledge graph is to determine the relationships between these nodes. Specifically, if two nodes that connect to an edge can be found in ConceptNet, the initial correlation between the two nodes is expressed using the weight corresponding to the edge. Although the knowledge graph may have many types of edges, we follow the previous approach \[19\] to reduce it to a single matrix to effectively express semantic consistency and propagate information between nodes.

**Word embedding**  We use the images and videos from YFCC100M \[19\] to train skip Gram network. The training model generates a 500-dimensional word vector representation for each word.

**Network structure**  For our GAN, its generator is a three-layer fully connected network, whose output feature dimension is equal to video feature dimension, and the size of hidden layer is 4096. The decoder is also a three-layer fully connected network. The feature dimension of the output layer is equal to the word vector dimension of classes, and the size of the hidden layer is 4096. The discriminator is a two-layer fully connected network, of which the size of the dimension of the output/hidden layer feature is 1/4096, and the value of $\beta$ is 0.01. For our GCN, it is composed of three graph convolution layers, and the output channel sizes are 8192, 4096 and 4096 respectively. We apply LeakyReLU as the activation function after each convolutional layer of the graph and performed $\ell_2$ regularization on generated classifiers.

### 4.2. Results

In this section, we introduce the comparison results between FGGA and other ZSL methods on ZSL and GZSL tasks, and take the average accuracy and standard deviation as the evaluation criteria for effectiveness. First we compared the results on the ZSL task, then we compared the results on the GZSL task. The comparative methods mainly include:

- **SVE** (Self-training with SVM and semantic Embedding \[14\]) performs self-training and data augmentation strategy
- **ESZSL** (Embarrassingly Simple Zero Shot Learning \[42\]) models the relationship between features and attributes
- **SJE** (Structured Joint Embedding \[43\]) learns a compatibility function, which relates image features and side information
- **MTE** (Multi-Task Embedding \[13\]) Performs multi-task visual-semantic mapping
- **ZSECOC** (Zero-Shot with Error-Correcting Output Codes \[17\]) performs category-level error-correcting output codes
- **GA** (Generative Model \[44\]) models each action class as a probability distribution
Figure 3: Some samples of UCF101, which consists of 101 action classes.

**UR** (Universal Representation [45]) performs generalized multiple-instance learning and universal representation learning

**TS-GCN** (Two-Stream Graph Convolutional Network [23]) models the three types of relationships by two stream GCN

**ConSE** (Convex combination of semantic embedding [46]) performs image embedding system and semantic word embedding

**CLSWGAN** (WGAN with class-level semantic information [17]) generates features instead of images and is trained with a novel classification loss

**CEWGAN** (WGAN with class-embeddings [24]) performs WGAN with cosine embedding and cycle-consistency to synthesize CNN features of unseen class

**CEWGAN-OD** (WGAN with class-embeddings and OD detector [24]) performs CEWGAN with out of distribution detector to synthesize CNN features of unseen class

To make a fair comparison on the ZSL task, we use the partitioning strategy in [15], that is, 50% of the action class videos are used for training, and the other 50% of the action class videos are used for testing. For each dataset, we randomly select 10 partitions. Table 1 shows experimental results on the ZSL task with respect to different types of feature extraction: Bag of words, Fisher Vector, Inflated 3D, with the same label embedding method: word2vec. As can be seen from the table, FGGA achieves the best accuracy on UCF101 and HMDB51. Compared with traditional methods (ZSECOC, UR, etc.), those methods based on deep learning (including FGGA) produce better performance. Compared with the recent methods UR, CLSWGAN and CEWGAN, FGGA improves 6.8%/10.8%, 2.1%/2.5% and 1%/1.4% respectively on HMDB51/UCF101. These results demonstrate the effectiveness of FGGA. In addition, the performance of FGGA has a smaller standard deviation, which indicates that FGGA has a relatively stable identification performance under different training and testing data partition.

To make a fair comparison on the GZSL task, we use the strategy in [44], that is, 20% of samples of the seen classes were selected for testing and the rest samples were trained. Table 2 shows the experimental results on the GZSL task. It can be seen from the table that FGGA is superior to other comparative methods on the two datasets, reaching 36.4% and
Table 1: ZSL performance comparison with state-of-the-art methods on HMDB51 and UCF101.

| Method  | Reference | Feature      | Label embedding | HMDB51       | UCF101       |
|---------|-----------|--------------|-----------------|--------------|--------------|
| SVE [14]| ICIP2015  | Bag of words | word2vec        | 13.0±2.7     | 10.9±1.5     |
| ESZSL   | ICML2015  | Fisher vector| word2vec        | 18.5±2.0     | 15.0±1.3     |
| SJE [43]| CVPR2015  | Fisher vector| word2vec        | 13.3±2.4     | 9.9±1.4      |
| MTE [13]| ECCV2016  | Fisher vector| word2vec        | 19.7±1.6     | 15.8±1.3     |
| ZSECOC  | CVPR2017  | Fisher vector| word2vec        | 22.6±1.2     | 15.1±1.7     |
| GA [44] | WACV2018  | Convolution 3D| word2vec      | 19.3±2.1     | 17.3±1.1     |
| UR [45] | CVPR2018  | Fisher vector| word2vec        | 24.4±1.6     | 17.5±1.6     |
| CLSWGAN | CVPR2018  | Inflated 3D  | word2vec        | 29.1±3.8     | 25.8±3.2     |
| CEWGAN  | CVPR2019  | Inflated 3D  | word2vec        | 30.2±2.7     | 26.9±2.8     |
| FGGA    | Ours      | Inflated 3D  | word2vec        | **31.2 ± 1.7**| **28.3 ± 1.8**|

Table 2: GZSL performance comparison with state-of-the-art methods on HMDB51 and UCF101.

| Method  | Reference | Feature      | Label embedding | HMDB51       | UCF101       |
|---------|-----------|--------------|-----------------|--------------|--------------|
| SJE [43]| CVPR2015  | Fisher vector| word2vec        | 10.5±2.4     | 8.9±2.2      |
| ConSE   | ICLR2014  | Fisher vector| word2vec        | 15.4±2.8     | 12.7±2.2     |
| GA [44] | WACV2018  | Convolution 3D| word2vec      | 20.1±2.1     | 17.5±2.2     |
| TS-GCN  | AAAI2019  | object scores| word2vec        | 21.9±3.7     | 33.4±3.4     |
| CLSWGAN | CVPR2018  | Inflated 3D  | word2vec        | 32.7±3.4     | 32.4±3.3     |
| CEWGAN-OD| CVPR2019  | Inflated 3D  | word2vec        | 36.1±2.2     | 37.3±2.1     |
| FGGA    | Ours      | Inflated 3D  | word2vec        | **36.4 ± 2.0**| **37.6 ± 1.8**|

37.6% recognition accuracies respectively on HMDB51 and UCF101. Compared with CEWGAN which achieved best results currently, FGGA achieves better performance.

4.3. Effectiveness analysis

In this section, we further compare with several baseline methods. We first compare the performance of FGGA and TS-GCN. To make a fair comparison with TS-GCN, we also use object scores feature [23] as the initial feature, and represent each sample by a graph structure. Therefore, the feature generation network is not applicable. Figure 4 shows the comparison results of FGGA and TS-GCN under different epochs on UCF101, mainly to verify the effectiveness of the graph attention mechanism. As can be seen from the figure, the results of the two methods are equivalent when epoch ≤ 3. when epoch > 3 the result of TS-GCN tends to be stable, FGGA still has an upward trend. In general, FGGA has better classification performance, which proves that the graph attention mechanism is effective.

Table 3 shows quantitative results of FGGA versus several GAN based ZSL methods, which includes the accuracy of the seen class, the accuracy of the unseen class, and the harmonic mean of them. Among these comparative methods, CLSWGAN applied GAN to ZSL earlier, and CEWGAN-OD is the best ZSL method based on GAN at present. As can
Figure 4: Comparison results of TS-GCN and FGGA with different epoches on UCF101.

be seen from Table 3 FGGA achieves the best accuracy. The results of FGGA and CEWGAN-OD were significantly better than those of CLSWGAN and CEWGAN. Compared with the two methods, FGGA improved the performance by 3.7%/5.2% and 2.8%/3.9% respectively on HMDB51/UCF101, which indicated that the design of a reasonable classifier could significantly improve the performance. Compared with CEWGAN-OD, FGGA is slightly less accurate in unseen classes, but it is significantly better in seen classes. The reason for better accuracy performance of CEWGAN-OD on unseen classes may be that CEWGAN-OD adds an OD detector which can detect whether each sample belongs to a seen class before classification, thus improving the classification performance. However, FGGA merely uses a common classifier for classification instead of OD detectors, which still achieves considerable performance. To analyze the sensitivity of FGGA to different word embedding methods, and make a fair comparison with CEWGAN, we test the performance on another Word2Vec embedding trained on GoogleNews as shown in Table 4. From the table we can see that although the performance of FGGA has some changes after changing the word vector, it can still achieve better performance. Overall, the above analysis demonstrates that FGGA outperforms the baseline methods.

Table 3: Accuracy of GZSL versus state-of-the-art methods on HMDB51 and UCF101.

| Methods     | HMDB51 Seen class | HMDB51 Unseen class | HMDB51 Harmonic mean | UCF101 Seen class | UCF101 Unseen class | UCF101 Harmonic mean |
|-------------|-------------------|---------------------|----------------------|-------------------|---------------------|----------------------|
| CLSWGAN     | 52.6              | 23.7                | 32.7                 | 74.8              | 20.7                | 32.4                 |
| CEWGAN      | 51.7              | 24.9                | 33.6                 | 73.7              | 21.8                | 33.7                 |
| CEWGAN-OD   | 55.6              | 26.8                | 36.1                 | 75.9              | 24.8                | 37.3                 |
| FGGA        | 57.5              | 26.6                | 36.4                 | 78.3              | 24.7                | 37.6                 |

Table 4: ZSL performance comparison with word vector trained on GoogleNews.

| Method   | HMDB51 | UCF101 |
|----------|--------|--------|
| CEWGAN   | 30.2   | 26.9   |
| FGGA     | 31.5   | 27.8   |
4.4. Parameter analysis

To verify the effect of GCN depth on FGGA performance, we compared FGGA performance at different levels. Figure 5 shows the results of FGGA under different GCN layers, in which the number of output channels of two layers is 4096, 4096 respectively. For the three layers, the number of output channels is 8192, 4096, 4096 respectively. The number of output channels for the three layers is 8192, 4096, 4096, 4096 respectively. As can be seen from the figure, the performance of the three-layer GCN is the same as that of the four-layer GCN, and the number of deeper layers does not get a higher recognition rate. The reason may be that the number of training samples is not sufficiently large, leading to an overfitting of the deeper network.

To verify the influence of feature dimensions on FGGA, we compared the performance of FGGA under different feature dimensions, as shown in Figure 6. As can be seen from the figure, when the feature dimension is 512, the performance is obviously poor. When the feature dimension reaches 1024 dimensions, the effect is significantly improved, and the best recognition accuracy can be obtained when the feature dimension reaches 4096 dimensions.
4.5. Ablation study

To further verify the effectiveness of feature generation network and graph attention network, we conducted ablation experiments by comparing FGGA with FGGA without using feature generation network (denoted by FGGA-NoFG), FGGA without using attentional mechanism (denoted by FGGA-NoAt) and model with only WGAN (denoted by only WGAN). Figure 7 shows the comparative results, which indicates that feature generation network and graph attention convolutional network introduced in FGGA are both important and effective for ZSL. As for FGGA-NoFG, this method has no synthesis features of unseen classes in training, which leads to a poor classification performance of the learning classifier for unseen classes. For FGGA-NoAt, this method does not update the adjacent matrix dynamically in training, which prevents the relationship among action-action, action-object and object-object from being adjusted adaptively, so the classifier classification performance is poor. For only WGAN, this method has no cycle-consistency constraint term, and doesn’t analyse the relationship of different classes. It results in the worst performance. Therefore, each component of FGGA contributes to FGGA in an indispensable fashion.

5. Conclusion

In this paper, we propose a new zero-shot action recognition framework: FGGA, which can effectively improve generalization and discrimination of model by analyzing relationship between the action classes and training sample imbalances of seen and unseen class. On the one hand, FGGA effectively circumvents the problem of unbalanced training samples of seen classes and unseen classes by establishing and generating the action features of the unseen class generated by the conditional Wasserstein GAN with additional loss terms. On the other hand, FGGA transfers the knowledge learned from the seen class to the unseen class by means of the prior knowledge graph, and proposes the graph convolution network based on the attention mechanism, which leads to promising classification performance of learned classifiers. Experimental results show that FGGA can achieve higher accuracy on two public datasets. Comprehensive performance studies have been conducted by comparing FGGA with state-of-the-art methods over two datasets. The effectiveness of FGGA is evidenced by its favorable performances compared with others.
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