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ABSTRACT
Momentive is an agile experience management company, offering solutions in market research, customer experience, and enterprise feedback. The technology is gleaned from the billions of real responses to questions asked on the platform. When constructing a survey, it is important to make sure the survey questions are neutral to uncover unbiased opinions toward a subject. However, people may create biased questions even without intention. A double-barreled question (DBQ) is a common type of biased question that asks two aspects in one question. For example, a DBQ can be “Do you agree with the following statement: The food is yummy, and the service is great in this restaurant,” with the answer options of “agree or disagree.” This DBQ can confuse survey respondents because there are two parts in a question. If the survey taker’s answer is “agree,” there is no way to tell whether he/she agrees with just one part or all the parts. Thus, the responses are not accurate to reflect people’s true thoughts. DBQs impact both the survey respondents and the survey owners. Momentive aims to detect DBQs and recommend survey creators to make a change towards gathering high-quality unbiased survey data.

Previous research work has suggested detecting DBQs by checking the existence of grammatical conjunction (i.e., and). While this is a simple rule-based approach, this method is error-prone because conjunctions can also exist in properly constructed questions. As the percentage of DBQs is very low, we handled this imbalanced data using active learning. Then we compared many state-of-the-art embedding algorithms, including word2vec, FastText, BERT, XLNet, FB Inference, and GoogleUSE to transform text data into vector representations used to train classification models. Furthermore, we proposed a model interpretation technique propagating the vector-level SHAP values to a SHAP value for each word in the question and answer text to interpret the model prediction better. We concluded that the word2vec subword embedding with maximum pooling is the optimal word embedding representation in terms of precision and running time in the offline experiments using the survey data at Momentive. The A/B test and production metrics indicate that this model brings a positive change to the business. To the best of our knowledge, this is the first machine learning framework for DBQ detection, and it successfully differentiates Momentive from the competitors. We hope our work sheds light on the machine learning approaches for bias question detection.

CCS CONCEPTS
• Computing methodologies → Machine learning; • Computing methodologies → Artificial intelligence → Natural language processing; • General and reference → Cross-computing tools and techniques → Experimentation.
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1 INTRODUCTION
Momentive is an agile experience management company delivering intuitive, people-centric solutions that help industry leaders quickly and confidently make important decisions, take actions, and achieve tangible results. Our technology collects billions of responses, with 25 million questions answered daily. Since our customers extract insights from these survey questions and response data, it is vital to ensure the data is of high-quality.
Creating unbiased questions is the first and essential step towards high-quality data.

There are many guidelines in survey research [1, 2] for constructing unbiased survey questions. However, survey creators may still easily make mistakes and create different types of biased questions with or without intentions. For example, people might develop questions like “How well would this app save time for you?” This is called a leading question that prompts a respondent towards providing an already-determined answer. An improvement to this question could be “How might this app affect your efficiency, if at all?” Many other types of biased questions are summarized in [3, 4, 5]. This paper will focus on detecting a common type of biased question called double-barreled question.

Double-barreled question (DBQ) has two parts embedded in one question; this is where the word “double-barreled” comes in. For example, in the previous question, “Do you agree with the following statement: The food is yummy, and the service is great in this restaurant.”. If the survey respondent’s answer is “agree”, he/she might agree that the food is yummy, or the service is great, or food is yummy and service is great. One could improve a DBQ by splitting it into two questions. People may ask DBQs with the intention of saving time to create surveys. However, DBQ is hard for respondents to understand which part of the question to answer. They might skip the questions, quit the survey, or provide answers unclear for survey creators to analyze. Either way, DBQ negatively impacts the respondent experience and the final survey results. Therefore, at Momentive we would like to detect DBQs when users create such questions so that they could make a quick fix to neutral questions, resulting in more unbiased responses.

Previous research work [7] has only suggested that DBQs can be detected by the existence of grammatical conjunctions such as “and”, “along with”, and “as well as”. This approach is simple. However, there are several issues with this rule-based approach. First, conjunctions can exist in properly constructed questions. In the question “How much do you like the show ‘Tom and Jerry’?”, the conjunction “and” is a part of a show name, thus this question should not be detected as a DBQ. Second, not every DBQ contains conjunctions. For example, for the question “Do you agree that the app should improve its UI to deliver better customer experience?”, an answer “yes” could refer to an agreement that the app helps save time. An improvement to this question could be “How might this app affect your efficiency, if at all?”.

To address these challenges, we propose a deep learning framework to detect DBQs with explainability in prediction results. The model is trained using historical survey questions we have at Momentive. An in-house analysis indicates that the DBQs among the survey questions are small. Since imbalanced datasets usually result in models having poor predictive performance, we applied the active learning strategy [10, 11] to increase the chance of sampling DBQs to generate more balanced datasets for training. Next, we explore state-of-art word embedding algorithms such as Word2vec [14], FastText [15], BERT [16], XLNet [17] and Smooth Inverse Frequency (SIF) [12] with different pooling strategies [13]. We also evaluate several sentence embedding methods like FaceBook InferSent [18] and Google Universal Sentence Encoder (GoogleUSE) [19]. The embedding vectors are then fed into classification models to make predictions. To better explain the prediction results, we proposed a novel way to show the importance score of each word token to the prediction. Our approach is based on SHapley Additive exPlanations (SHAP) [20] by propagating the SHAP value of each dimension in the word embedding back to the word-level SHAP value. This provides a straightforward way to understand the importance of each word to the prediction, to improve the model in the next iteration.

Other than the aforementioned innovation technologies in our deep learning framework, we also differentiate ourselves to consider both question texts and answer options. Answer options provide important context into the judgment of DBQs. For example, if the question “are you pregnant or breastfeeding?” is paired with answer options of “yes” and “no”, then it is a DBQ. However, if the answer options are “pregnant”, “breastfeeding”, “not pregnant”, and “not breastfeeding”, then it is a neutral question.

We conducted experiments on how we iteratively applied active learning to label question samples from different sources in our question bank. Experiments show that active learning successfully increases the ratio of DBQs in the training data. Comparing the embedding algorithms with the rule-based approach shows that the word2vec subword with maximum pooling is the optimal word embedding representation in terms of precision and running time. In the A/B test, this algorithm was applied in the test group to flag DBQs for survey creators and recommend them to make a change. There is no DBQ prediction in the control group. The A/B test results indicate this model lifts the business metrics; therefore, the solution was deployed in production to enhance the capabilities of our survey creation tool SurveyMonkey Genius [6]. Momentive builds this tool to help our customers make better and faster surveys highlighting potential biases and errors in survey questions and estimating survey completion time and completion rate.

To the best of our knowledge, this paper is the first to propose an end-to-end deep learning framework to detect a common biased question type of DBQ, and our framework successfully helps Momentive achieve a competitive advantage in the survey creation domain. We addressed the imbalance challenges in the in-house data, evaluated and identified the best embedding algorithm, and proposed a novel approach to explain model predictions at the word level. The A/B test results indicate that our DBQ detection model could boost business metrics. The integration architecture is provided to illustrate how the model is deployed in our platform. Our logged metrics show that a good percentage of our customers will change their original questions after observing the questions flagged by our model.

2 PROBLEM STATEMENT
Momentive provides several phases to guide our customers from creating surveys to analyzing their survey results for invaluable insights. The phases include creating surveys, previewing surveys, collecting responses, and analyzing results. DBQ detection and recommendations are related to the first two phases. The first phase is where customers come to our platform and design surveys. They will create survey questions to gather insights for their purpose, as shown in Figure 1. In the next phase, we provide the in-house tool, SurveyMonkey Genius, for survey creators to preview their surveys and make necessary changes to enhance the survey quality. Our tool offers insights such as predicted survey completion rate, completion time, and recommendations for correcting potential biases and errors in survey questions. This is a critical step impacting respondents’ experience in answering survey questions and survey creators for extracting unbiased insights.

Our model is integrated into the SurveyMonkey Genius tool to flag DBQs and surface recommendations. Figure 2 shows that our UI highlights the first question as a DBQ based on model predictions, explains the definition of DBQ, and recommends a simple change of splitting a DBQ into two questions to make it neutral. Customers may click the “applied to question 1” link to manually update that question. We log the click rate of the link to track user engagement.

Figure 1: Survey Creation Phase

Figure 2: Survey Preview Phase

3 FRAMEWORK

In this section, we describe our adoption of active learning with a committee-based sampling strategy to handle imbalanced data, the exploration of several state-of-art embedding algorithms with different pooling strategies, and our proposed way of generating a SHAP value for each word/phrase in the questions to interpret model predictions. In addition, we illustrate the deployment architecture of the model into our platform.

3.1 Active Learning

DBQs are a small proportion of the questions we process based on our in-house analysis. If we employ the random sampling strategy to generate training data from these questions, the ratio of DBQs will remain low. Research has shown that training machine learning models with an imbalanced dataset can lead to biased prediction and decrease model performance [8, 9]. Meanwhile, the cost of labeling DBQs is expensive. As mentioned in the introduction, DBQs do not always contain conjunctions, which makes the labeling efforts costly.

Active learning [10] is well known for reducing labeling efforts. Instead of randomly choosing a sample from the unlabelled set for humans to label, active learning applies querying strategies to pick the most informative sample to query its label. In this work, we apply the vote entropy implemented in modAL [21], an active learning framework for Python3, to define the informativeness of each sample. And we use three classifiers as a committee: Random Forest, Logistic Regression, and Gradient Boosted Regression Trees to calculate the vote entropy of each sample. A sample is considered as most informative if there is maximum disagreement in the prediction votes of the committee. The vote entropy formula for measuring the disagreement is listed below:

$$H(x) = -\sum_{k=1}^{2} q_{k} \cdot \log (q_{k})$$

where x refers to a sample, k is a particular class in a classification problem, and $q_{k}$ is the number of votes for k-th class divided by the total number of classifiers. In our binary classification problem, k ranges from 1 to 2. If two classifiers predict a sample as DBQ, and one classifier predicts it non-DBQ, then $q_{1}$ and $q_{2}$ will be $\frac{2}{3}$ and $\frac{1}{3}$ respectively.

We describe in the experiment section how we apply this strategy iteratively to query question samples from different sources in our question bank. The experiment shows that active learning successfully increases the ratio of DBQs in the training data.

3.2 Embedding with Pooling Strategies

This section introduces the application of state-of-the-art word embedding and sentence embedding models into our problem. Figure 3 shows how we apply the word2vec (w2v) method to generate a sentence-level embedding for a question and an answer-option-level embedding for its answer options, then concatenate both to get the final embedding for classification.

Different pooling strategies are explored in this study. For instance, we have $\{v_{1}, v_{2}, ..., v_{L}\}$ denote the token embeddings, where L is the number of tokens and $v_{i} \in \mathbb{R}^{k}$, then we can define the output of mean-pooling as $z = \frac{1}{L} \sum_{i=1}^{L} v_{i}$, sum-pooling as $z = \sum_{i=1}^{L} v_{i}$, max-pooling as $z = \max(v_{1}, v_{2}, ..., v_{L})$ and min-pooling as $z =$...
min\{v_1, v_2, ..., v_L\}, where max-pooling and min-pooling are defined on element-wise comparisons among the embedding vectors. The left side of figure 3 shows how we use max-pooling to convert embeddings of words in the question to an embedding vector of the whole question. The right side of figure 3 shows how we use mean-pooling to convert embeddings of phrases in each answer option to an embedding vector of all answer options. Specifically, we first average the individual embedding for “strong” and “agree” to get the representation of the answer options “strongly agree”, then we average the representations of 3 answer options to get the representation of all answer options together. The bottom of figure 3 shows a simple concatenation to get the final representation for this sample pair of question and answer options. The numerical representations of all samples are then used as features in classification models.

We later compared the combinations of different embedding algorithms with various pooling strategies using the in-house data. The optimal way of combining embedding algorithms with pooling strategies is identified for DBQ detection.

3.3 Model Explainability

To intuitively understand model predictions, we propose a novel interpretation technique by propagating the vector-level SHAP value back to the word-level w2v representation leveraging the pooling strategies. The output of the technique is a numerical value that can represent the importance of every word token to the DBQ prediction. Figure 4 uses the previous sample question and answers options in Figure 3 to show how we make use of different pooling strategies to obtain the word-level SHAP value. The vector on the top is the SHAP value for the first dimension in the answer option embedding. The token-level and phrase-level w2v embedding matrices refer to the same ones shown in Figure 3. We apply max-pooling and mean-pooling respectively to these two matrices to generate embeddings of the question and answer options. The projected SHAP matrices are generated column by column using the vector-level SHAP values and the corresponding columns in the embedding matrices, indicated by the red and blue arrows. For example, the SHAP value 4 is transformed to a column vector of \([0, 0, 0, 0, 0, 4]\) in the project SHAP matrix. As when applying the max-pooling to the first column of the w2v embedding matrix to generate the first word embedding value for the question, it will pick the 5th word “and”. Therefore, we give all credit to “and”. On the right-hand side of Figure 4, the SHAP value of 6 is shared based on the phrase-level embedding matrix to generate the values in the projected SHAP matrix. For example, “strongly agree” has a SHAP value of 1.2 in the first dimension because this phrase contributes 20% (i.e., \(0.2 / (0.2 + 0.4 + 0.4)\)) in the embeddings, thus it is assigned 20% of the SHAP value 6, which is 1.2. The update formula is as follows:

\[
SHAP_{\text{matrix}_{ij}} = SHAP_{\text{original}_{ij}} \times \frac{\text{EmbeddingMatrix}_{x_{ij}}}{\sum_{x \in \text{tokens}} \text{EmbeddingMatrix}_{x_{ij}}}
\]

The projected SHAP matrix has the same dimension as the embedding matrix. Each word or phrase in the SHAP matrix is represented by a row of SHAP values. The final SHAP value for a word or phrase is an aggregation of the values in that row. One could use summation, average them, or take the maximum of all values in the row. This strategy provides a straightforward way to visualize the contributions of words and phrases in questions and answer options to the model predictions.
3.4 Integration Architecture

As shown in Figure 2, DBQ detection is deployed in the survey preview stage to recommend our customers to make a change. Here we describe the integration details in Figure 5. The DBQ model is deployed as a containerized web service based on python pyramid. When the docker container is spun up, the service will preload the model artifact from AWS S3, indicated as the step (0). Next, we will describe the flow from steps (1) to (6).

(1). When customers finish creating surveys and go to the Preview page, the Authoring App (our survey editing app) will send a predict request to DBQ Model Service with survey_id in the payload. This is a synchronous call. The frontend shows a loading spinner and waits for the results to display.

(2). DBQ Model Service will then call SurveyService (our web service which manages survey forms) to fetch the questions along with their answer options.

(3). Then the raw features will be fed to the preprocessing pipeline to generate vectorized features.

(4). Once vectorized features are ready, the model will be called to detect DBQs.

(5). The results will be returned to the client (Authoring App) and displayed to end-users.

(6). If customers take our recommendation and correct DBQs, the feedback will be sent to ML service. Thus, we could use the feedback to evaluate model performance and improve the model in future iterations.

4 EMPIRICAL RESULTS

This section shows the training and evaluation of the DBQ model using Momentive’s in-house data. Specifically, it illustrates our adoption of active learning to generate training and test datasets, the comparison of several baseline models, the evaluation of different embedding algorithms with pooling strategies, the explanation of model predictions on real customer questions, and the business impact of our solution.

4.1 Active Learning for Data Sampling

Momentive processes a huge amount of survey questions and answers in multiple languages. To train the deep learning model, we retrieve 203,411 surveys with 1,481,853 questions from the survey database. Moreover, we focus on English surveys between mid-2017 to mid-2018, and only questions limited to 200 words are picked. Each sample in the training is defined as an input pair of question text and its corresponding answer option text.

To apply active learning, we need a seed, i.e., a small set of labeled samples. Data is sampled from different sources: questions that contain conjunctions and those not containing conjunctions. While it is hard to provide guidelines to label DBQs containing no conjunctions, we consult with our survey research team to give labelling instructions for the other scenario. We define a list of seven coordinating conjunctions: “for”, “and”, “nor”, “but”, “or”, “yet”, and “so”, and five synonyms of “and”: “along with”, “also”, “as well as”, “together with”, “including”. A question is labeled as DBQ if it contains at least one conjunction, and the words/phrases before and after the conjunction(s) have no clear association, causation, or entailment relationships.
Figure 6: Active Learning Loop for Data Sampling
Figure 6 provided by modAL [22], an active learning framework for Python3, shows that the active learning workflow usually repeats the sampling process until enough samples are collected or the model performance meets the need. We repeat the loop twice to collect 2000 and 6000 question samples respectively in each iteration. The specific steps are listed below:

1. Retrieve 5,000 surveys each from two different sources: surveys having at least one question with predefined conjunctions, and surveys having no question containing predefined conjunctions.
2. Use active learning associated with committee-based sampling strategy to query 1,000 questions from each data source.
3. Use the labeled data as ground truth and rerun Active Learning, then label an additional 2,000 questions from each data source.

We get 6000 question samples with active learning workflow, among which 5,000 questions are labelled for training. The remaining 1,000 questions are for testing. We refer it Test set 1. In addition, we sampled another 1,500 questions with random sampling strategy and refer to this as Test set 2. Figure 7 illustrates the sampling process. And Table 1 shows the statistics of the two test sets. Compared with random sampling, active learning increases the chance of sampling DBQs from 5.13% to 21.7%.

4.2 Performance Evaluation
In the experiment we compared state-of-art word-level embedding methods including Word2vec, FastText, BERT, XLNet and Smooth Inverse Frequency (SIF) associated with mean-pooling, max-pooling, min-pooling and sum-pooling strategies. Also, we test the sentence embedding methods FaceBook InferSent and Google Universal Sentence Encoder (GoogleUSE). The embedding vectors are used in traditional classification models for DBQ classification. Our experiments use Random Forest as the classification model.

We use three popular classification metrics, precision, accuracy, and AUC-ROC value, to compare model predictions. Precision is chosen for model selection decisions in our problem. That is because when we flag neutral questions as DBQs and suggest our customers make a change towards these questions, it would be confusing to them and affect the customer trust.

4.2.1 Baselines
We first evaluate several simple baselines and choose the most appropriate one for further comparison with the deep learning framework. The first two baselines are based on the simple rule-based approach of checking the conjunctions such as “and”.

Approach 1: In a question text, there is at least one conjunction.

Approach 2: In a question text, there is at least one conjunction. Another constraint is that the text has only one sentence.

However, as described in the Introduction section, conjunctions can exist in properly constructed questions such as “How much do you like the show ‘Tom and Jerry’?”. Thus, we propose to first apply the NLP chunking module in spaCY to remove phrases like “Tom and Jerry” before checking the conjunctions. The third baseline is described as follows:

Approach 3: First remove noun phrases using NLP chunking, then apply approach 2.

Since all these baseline approaches do not require training data, we use the whole set of 6,000 labeled samples chosen by active learning to compare their performance. Table 2 shows the evaluation results. To our surprise, the chunking algorithm does not work as expected to help boost precision. This indicates that we need a more sophisticated solution for DBQ detection. Approach 2 is chosen as the final baseline for later comparison, as it has the highest precision.

|                      | Test set 1 | Test set 2 |
|----------------------|------------|------------|
| Sample Size          | 1000       | 1500       |
| DBQs                 | 217        | 77         |
| DBQ ratio            | 21.7%      | 5.13%      |

Table 1: Statistics of Test Sets

Figure 7: Data Sampling using Active Learning and Random Sampling
|                | Precision | Recall |
|----------------|-----------|--------|
| Approach 1     | 0.5000    | 0.886  |
| Approach 2     | 0.538     | 0.814  |
| Approach 3     | 0.472     | 0.835  |

Table 2: Performance Comparison of Baselines

| Test Dataset      | Methods               | Precision | Accuracy | AUC-ROC |
|-------------------|-----------------------|-----------|----------|---------|
| Test set 1        | w2v-subword-max       | 0.761     | 0.841    | 0.902   |
|                   | GoogleUSE             | 0.717     | 0.865    | 0.917   |
|                   | Baseline              | 0.542     | 0.852    | NA      |
| Test set 2        | w2v-subword-max       | 0.583     | 0.955    | 0.889   |
|                   | GoogleUSE             | 0.472     | 0.951    | 0.894   |
|                   | Baseline              | 0.179     | 0.846    | NA      |
| Test set 1 + Test set 2 | w2v-subword-max | 0.697     | 0.905    | 0.895   |
|                   | GoogleUSE             | 0.614     | 0.914    | 0.914   |
|                   | Baseline              | 0.367     | 0.847    | NA      |

Table 3: Performance Comparison of Deep Learning Approaches with the Baseline

4.2.2 Offline Evaluation of Embedding Algorithms

We compared different word and sentence embedding algorithms and identified 128-dimensional word2vec subword with maximum pooling (referred as w2v-subword-max) is the most promising word embedding algorithm, and 512-dimensional GoogleUSE performs best among all sentence embedding algorithms. Here we omit the performance comparison of all embedding algorithms. Instead, we compare the performance of the two embedding algorithms with the best identified baseline (approach 2) on the two test sets described in Section 4.1. As a reminder, test set 1 is sampled with active learning strategy, and test set 2 is generated with random sampling.

The performance results shown in Table 3 indicates several conclusions: First, the accuracy of all three methods does not differ much when evaluated on different test sets. The same conclusion holds for AUC scores of the two embedding algorithms. Second, for our interested metric precision, both embedding algorithms performed much better than the baseline in all 3 test cases. And w2v-subword-max has the highest precision. Third, the precision of all three methods drops when testing on test set 2 compared with test set 1. And the baseline model’s precision drops a lot more when comparing with both embedding algorithms. Remember that test set 1 has a similar distribution with the training data, and test set 2 has a much less ratio of DBQs. This explains the performance drop in embedding methods due to the difference of data distribution between training and test. And the precision decrease of the baseline in test set 2 could be due to the fact that the ratio of non-DBQs is very high (~95%), so the chance of predicting a non-DBQ to DBQ increases, therefore affecting the precision.

Other than comparing the performance metrics, we would like to share that our model could detect DBQs with no conjunctions. For example, our model detect this DBQ from our question bank, “I could openly express my opinion about organization/processes.”.
Next, we show the time comparison of the two embedding algorithms. As in production we will run the model for all questions in a survey, the comparison is performed at the survey level. Table 4 shows the running time per survey on sampling surveys with two different lengths. Our in-house analysis indicates the average survey length is between 10-20 questions, so we sample surveys having 20 questions in our first set. The other set covers the extreme case in which each survey includes 200 questions. The running time includes two parts: time for embedding algorithms to generate vector representations, and time for classification models to make predictions. We notice that the classification time does not differ much between embedding algorithms on different survey sets, while w2v-subword-max beats GoogleUSE as it needs less time for embedding representations regardless of the survey length.

| Surveys                  | Methods          | Embedding | Classification |
|-------------------------|------------------|-----------|----------------|
| Small surveys 20 questions | w2v-subword-max  | 0.052s    | 0.102s         |
|                         | GoogleUSE        | 0.088s    | 0.153s         |
| Large surveys 200 questions | w2v-subword-max | 0.549s    | 0.103s         |
|                         | GoogleUSE        | 0.633s    | 0.103s         |

Table 4: Time Comparison on Surveys

4.2.3 Experiments with Additional Features

Other than using embedding to get semantic features, we also experiment using additional handcraft features. Based on domain experts’ feedback, we identify a list of about 50 features including number of words in a question, number of noun phrases, the presence of part-of-speech tags and punctuations to reflect the sentence structure.

Table 5 lists the comparison of only semantic features generated by embedding algorithms and with additional handcraft features. In this experiment, we use w2v-subword-max as the embedding algorithm, as it performs better than GoogleUSE in precision and running time. Table 5 shows that adding additional features could improve AUC values across all test datasets for about 3%, increase accuracy for about 2% for some test datasets, but decrease precision by around 6% to 17% across various test cases. Combining the observations in section 4.2.2 and 4.2.3, we choose w2v-subword-max as the embedding method to use with random forest for DBQ classification.

| Test Dataset | Features               | Precision | Accuracy | AUC-ROC |
|--------------|------------------------|-----------|----------|---------|
| Test set 1   | only semantic features | 0.761     | 0.841    | 0.902   |
|              | additional features    | 0.709     | 0.865    | 0.929   |
| Test set 2   | only semantic features | 0.583     | 0.955    | 0.889   |
|              | additional features    | 0.412     | 0.946    | 0.911   |
| Test set 1 and 2 | only semantic features | 0.697     | 0.905    | 0.895   |
|              | additional features    | 0.591     | 0.911    | 0.920   |

Table 5: Performance Comparison with Handcraft Features

4.2.4 Model Explainability for Question Pairs

We now show the visualization of our proposed explainability mechanism for the predicted questions. provide SHAP values of words/phrases. Figure 8 shows the visualization of model predictions on question pairs, and both samples are true positives. In the first question pair of “Do you feel that the central office administrators listen to your concerns and attempts to remedy those concerns?” and its associated answer options “Answer option: Yes, No, Comment”, the conjunction word “and” has the largest SHAP value among all tokens. This is in line with how rule-based approach uses conjunctions for DBQ classification. In the second question pair of “The information process was simple and effective.” and its associated answer options “Strongly agree, agree, neutral, disagree, strongly disagree, N/A”, the adjective “simple” has the maximum SHAP value among all words in the question, and another adjective “effective” also ranks relatively high of being the 4th largest SHAP value. The two adjectives surrounding the keyword “and” indicates that the sentence structure plays an important role in DBQ detection. Meanwhile the SHAP values in the answer options do not differ much.

Question: Do you feel that the central office administrators listen to your concerns and attempts to remedy those concerns?

Answer option: Yes, No, Comment
the biases, therefore the comparison of semantic features sampling higher ratio of DBQs, the exploration of various DBQs applied the A/B test result. Our logging data showed an increase in the deployment rate by 4.5% with the DBQ feature. Here deployment rate is an important business metric that the adoption rate for the DBQ feature is high. The adoption rate is ratio of users who applied the DBQ recommendations among all users.

4.2.5 Online Evaluation

Our DBQ model was in production in early 2020 after the A/B test. The A/B test was done from May 22 to June 25, 2020 with users split equally between control and test groups. The control group does not have any DBQ recommendation, while the test group is exposed to this feature. The result showed an increase in the deployment rate by 4.5% with the DBQ feature. Here deployment rate is an important business metric to measure survey success at Momentive. It is defined as the percentage of surveys receiving at least 5 responses among all created surveys. This is in line with our expectation, as correcting DBQs would help remove the confusion put into survey respondents, therefore reducing the chance of people skipping questions in surveys.

The DBQ feature was deployed in production after observing the A/B test result. Our logging data indicates that the adoption rate for the DBQ feature is high. The adoption rate is ratio of users who applied the DBQ recommendations among all users.

5 CONCLUSION AND FUTURE DIRECTION

We proposed an end-to-end deep learning framework for detecting DBQs. Our framework includes the adoption of active learning for sampling higher ratio of DBQs, the exploration of various embedding algorithms, the comparison of semantic features with handcrafted features, and the novel approach to provide token-level SHAP value to better understand model predictions. The A/B test shows an increase of survey deployment rate with the DBQ model. Many customers reply on model predictions to help them mitigate the biases, therefore benefiting survey respondents and survey owners. In future we plan to explore how to better make use of the explainability visualization to improve model performance.
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