Holographic Einstein ring of a charged AdS black hole
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ABSTRACT: Taking into account that the real quantum materials are engineered generically at a finite chemical potential, we investigate the Einstein ring structure for the lensed response of the complex scalar field as a probe wave on the charged AdS black hole in the context of AdS/CFT. On the one hand, we find that the resulting Einstein ring radius has no variation with the chemical potential, which is similar to the behavior for the weakly interacting quantum system. On the other hand, not only can such a ring exist well within the screen, but also the temperature dependence of its radius exhibits a distinct feature in the sense that it displays an appreciable increase at low temperatures while the ring keeps unchanged right at the edge of the screen for the weakly interacting system. Note that such a Einstein ring emerges in the large frequencies and can be well captured by the photon sphere away from the black hole horizon in the geometric optics approximation, thus such a distinct feature may be regarded as a universal behavior associated with the high energy modes of the strongly coupled system which has a gravity dual.
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1 Introduction

Since its advent [1–3], AdS/CFT correspondence has emerged as a powerful tool in helping understand the strongly correlated dynamics of quantum many body systems [4–7], where some universal low energy behaviors of the boundary system are obtained often by the near horizon geometry of the bulk black hole [8–18]. It is interesting to ask whether there also exist some universal features associated with the high energy collective excitations of the strongly coupled systems. As shown more recently along this line for a finite temperature strongly coupled system which has a gravity dual, the lensed response displays a universal Einstein ring structure due to the existence of the photon sphere outside of the bulk black hole if one puts a monochromatic axi-symmetric Gaussian source in the vicinity of the south pole of the $S^2$-sphere on which the system lives [19, 20]. Furthermore, as opposed to the weakly interacting quantum system, the size of the observed Einstein ring on the boundary varies with the photon sphere in the bulk. Thus it is reasonable to suspect that such a photon sphere induced Einstein ring structure is supposed be ubiquitous in any holographic quantum matter. Put it another way, the appearance of such a Einstein ring structure in some quantum matter may be used as a strong signal for the existence of its gravity dual. But nevertheless, since the photon sphere varies according to the specific bulk dual geometry under consideration, the detailed behavior of the Einstein ring structure is also expected to vary. Therefore one is tempted to investigate the behavior of the lensed response for a variety of holographic quantum materials. Note that the Schwarzschild-AdS black hole considered in [19, 20] corresponds only to the finite temperature boundary system at some fixed density of quantum particles commensurate with an underlying lattice [5]. However, the majority of quantum materials are prepared not at such a special density. Rather, they are engineered at generic densities in a phase diagram in which the density, or
equivalently the chemical potential can be controlled in a continuous manner. To describe them by holography, one is required to turn on the bulk electromagnetic field. Accordingly, the bulk black holes will be charged. The simplest holographic theory with the required ingredients is the Einstein-Maxwell-AdS theory, and its charged black hole solution is well known as the Reissner-Nordstrom-AdS black hole.

The purpose of this paper is to explore the characteristic behavior of the lensed response of the charged probe operator on top of the aforementioned holographic matter. As such, we are also required to introduce an additional bulk probe complex scalar field as the holographic dual to the charged probe operator. With this, not only shall we investigate how the temperature affects the lensed response, but also examine the effect of the chemical potential on the resulting Einstein ring.

The structure of this paper is organized as follows. In the next section, we shall introduce the retarded Green function to relate the response with the source in the linear response theory and the optical apparatus to image the lensed response function. For the later comparison, the corresponding ring formation for the monochromatic axi-symmetric source Gaussian source peaked on the south pole is also presented for a weakly interacting thermal system at finite chemical potential. In section 3, we introduce our holographic model with the charged scalar field as a probe field propagating on top of the Reissner-Nordstrom-AdS background and present how to calculate the resulting response function by the wave dynamics in the bulk using the state of the art numerics. Taking into account that the sharp ring is expected to occur in the sufficiently large frequencies, we also work out the geometric optics approximation of the wave dynamics as well as the Hamilton-Jacobi formalism to solve the trajectories, where the generalized photon sphere is explained to be responsible for the radius of the formed Einstein ring. With the above preparation, we present our main numerical results in section 4, where the variations of the Einstein ring with respect to the temperature and chemical potential are especially highlighted. We conclude our paper with some future directions worthy of further investigation in the last section. We relegate the calculation of the retarded Green function for the thermal quantum field theory at finite chemical potential and the pseudo-spectral method associated with the Chebyshev polynomials into appendix A and appendix B, respectively.

2 Retarded Green function, optical apparatus, and ring formation

For the equilibrium quantum system living on the sphere, the linear response function is relate to the source by the retarded Green function \( G(t, \theta, \varphi; t', \theta', \varphi') \), which, due to the time translation symmetry and spatial rotation symmetry, can be expressed as

\[
G = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \int \frac{d\omega}{2\pi} e^{-i\omega(t-t')} Y_{lm}(\theta, \varphi) Y_{lm}^*(\theta', \varphi') G_{lm}(\omega). \tag{2.1}
\]

As in [19, 20], we choose the monochromatic and axi-symmetric Gaussian wave packet centered on the south pole \( \theta_0 = \pi \) as the source

\[
J_O(v, \theta) = e^{-i\omega v} \frac{1}{2\pi\sigma^2} \exp \left[ -\frac{(\pi - \theta)^2}{2\sigma^2} \right] = e^{-i\omega v} \sum_{l=0}^{\infty} c_l Y_{l0}(\theta), \tag{2.2}
\]
where the wave packet size is taken to be \( \sigma \ll \pi \), and the coefficients of the spherical harmonics \( Y_{l0}(\theta) \) can be calculated out as

\[
c_{l0} = (-1)^l \sqrt{\frac{l+1/2}{2\pi}} \exp \left[ -\frac{1}{2} \left( l + 1/2 \right)^2 \sigma^2 \right].
\]  

(2.3)

Accordingly, the corresponding response function is given by

\[
\langle O \rangle_{J_0} = \int_0^{2\pi} d\varphi' \int_0^\pi d\theta' \sin \theta' G(t, \theta, \varphi; t', \theta', \varphi') J_0(t', \theta', \varphi') = \sum_{l=0}^\infty e^{-i\omega t} G_{l0}(\omega) c_{l0} Y_{l0}(\theta).
\]  

(2.4)

Whence we know that the dominant contribution to the response function is given by the mode \( l \) for which the pole of \( G_{l0} \) is the closest to the given frequency \( \omega \).

To observe the above response function, let us introduce the optical apparatus as follows. We first suppose that the region we choose to observe is surrounded by a small circle with the center located at \( (\theta_{\text{obs}}, 0) \) on the unit sphere, which is demonstrated in figure 1. By rotating the original spherical coordinate system \( \{\theta, \varphi\} \) to a new one \( \{\theta', \varphi'\} \) in such a way that

\[
\sin \theta' \cos \varphi' + i \cos \theta' = e^{i\theta_{\text{obs}}} (\sin \theta \cos \varphi + i \cos \theta),
\]  

(2.5)

we have \( (\theta' = 0, \varphi' = 0) \) corresponds to the center of the observation region. Furthermore, we would like to introduce a Cartesian coordinate system \( \{x_1, x_2, x_3\} \) such that \( (x_1, x_2) = (\theta' \cos \varphi', \theta' \sin \varphi') \) in the observation region. Next we introduce the imaging system, which consists of a convex lens and a spherical screen. The role of the convex lens is to transmit a wave \( \Psi(x) \) into the following form

\[
\Psi_T(x) = e^{-i\omega_{\text{obs}}^2x^2/2f} \Psi(x),
\]  

(2.6)

where \( \omega = \omega + \mu \) with \( \mu \) the chemical potential for the system and \( f \) is the focus of the convex lens. As illustrated in figure 2, with the convex lens put onto the above...
Figure 2. The convex lens of radius $d$ is put onto the observation region and the screen is adjusted at the focus of the convex lens.

observation region and the spherical screen adjusted such that the points on the screen satisfies $x_{S1}^2 + x_{S2}^2 + x_{S3}^2 = f^2$, the wave function recorded on the screen is given by

$$
Ψ_s(\vec{x}_S) = \int_{|\vec{x}|\leq d} d^2x Ψ_T(\vec{x})e^{i\cdot\vec{x}} e^{-i\frac{\tilde{\omega}}{2}\vec{x} \cdot \vec{x}_S} \approx \int_{|\vec{x}|\leq d} d^2x Ψ(\vec{x})w(\vec{x})e^{-i\tilde{\omega}\cdot\vec{x}} e^{-i\frac{\tilde{\omega}}{2}\vec{x} \cdot \vec{x}_S},
$$

(2.7)

where the integral is performed over the convex lens of radius $d$, $D$ is the propagating distance from the lens point $(x_1, x_2, 0)$ to the screen point $(x_{S1}, x_{S2}, x_{S3})$, and $w(\vec{x})$ is the window function, defined as

$$
w(\vec{x}) := \begin{cases} 
1, & 0 \leq |\vec{x}| \leq d, \\
0, & |\vec{x}| > d.
\end{cases}
$$

(2.8)

According to the last expression of eq. (2.7), the image will be formed at $\vec{x}_S = f\hat{n}$ on the screen for the incident wave $Ψ(\vec{x}) \propto e^{i\tilde{\omega}\cdot\vec{x}}$ with $\hat{n}$ the normalized propagating direction vector. Such an observation justifies the familiar role of the convex lens.

With the above apparatus, one can plot $|Ψ_S|^2$ as the image of the lensed response with $Ψ = \langle O \rangle_{\mathcal{G}}$. On physical grounds, we expect to see a sharp image when the frequency $\omega$ is sufficiently large. In particular, as detailed in appendix A for a weakly interacting quantum field theory at finite temperature and finite chemical potential, the retarded Green function takes the following form

$$
G_{lm}(\omega) = \frac{1}{\tilde{\omega}^2 - l(l+1) - m_T^2},
$$

(2.9)

where the thermal mass is given by $m_T^2 = m^2 + \frac{\lambda}{2} h(T, \mu)$ to the one-loop level with the typical variation of $h$ demonstrated in appendix A. Thus the dominant contribution to the response function comes from the large $l$ mode satisfying

$$
l(l + 1) \approx \tilde{\omega}^2 - m_T^2.
$$

(2.10)
Figure 3. The relation between $\theta_R$ and $r_R$.

Note that in the large $l$ limit $Y_{l0}(\theta)$ can be approximated as the superposition of $e^{il\theta}$ and $e^{-il\theta}$. Thus as illustrated in figure 3, a ring will be formed on the screen with the angle of the straight line between the center of the lens and the point on the ring to the optical axis of the lens given by

$$\sin \theta_R \approx \frac{l}{\omega} \approx 1 - \frac{m_T^2}{2\omega^2},$$

which amounts to saying

$$r_R \approx 1 - \frac{m_T^2}{2\omega^2}. \quad (2.12)$$

It is obvious that both the temperature and chemical potential dependence of the ring radius $r_R$ are suppressed in the large frequency limit. Accordingly, the ring keeps unchanged right at the edge of the screen, as opposed to the strongly coupled system which has a gravity dual, where the pole is given by the quasi-normal mode and captured essentially by the photon sphere in the large frequency limit.

3 Holographic setup, wave dynamics, and geometric optics approximation

Let us start with the following bulk action

$$I_{\text{bulk}} = \int d^4 x \sqrt{-g} \left[ R + \frac{6}{L_{\text{AdS}}^2} - \frac{1}{4} F^{ab} F_{ab} - |D\Phi|^2 - M^2 |\Phi|^2 \right], \quad (3.1)$$

where $R$ is the Ricci scalar, $F = dA$ with $A$ the electromagnetic 4-potential, $D_a \equiv \nabla_a - ieA_a$ is the covariant derivative operator, and $\Phi$ is a complex scalar field with $e$ its electric charge and $M$ its mass. Below we shall set the AdS radius $L_{\text{AdS}} = 1$ for simplicity.
Associated with the above action, we like to consider the background solutions with the following ansatz
\[
\begin{align*}
  ds^2 &= -\tilde{f}(r)e^{-\tilde{\chi}(r)}dt^2 + \frac{1}{\tilde{f}(r)}dr^2 + r^2d\Omega^2 = \frac{1}{z^2} \left[-f(z)e^{-\chi(z)}dt^2 + \frac{dz^2}{f(z)} + d\Omega^2\right], \\
  A_a &= -\tilde{A}(r)(dt)_a - A(z)(dt)_a, \quad \Phi = 0
\end{align*}
\]
(3.2)
in the coordinate systems \(\{t, r, \theta, \varphi\}\) and \(\{t, z, \theta, \varphi\}\) with \(d\Omega^2 \equiv d\theta^2 + \sin \theta^2 d\varphi^2\) the metric of the spatial 2-sphere. These two coordinates are related by \(z = r^{-1}\), whereby we have \(\tilde{f}(r) = z^{-2}f(z)\). \(z = 0\) corresponds to the AdS boundary where the dual quantum system lives. In particular, below we shall focus solely on the Reissner-Nordstrom-AdS (RN-AdS) black hole, i.e.,
\[
\begin{align*}
  f(z) &= \frac{1}{4}\rho^2 z^4 + z^2 + 1 - \left(\frac{1}{4}\rho^2 z_h^4 + z_h^2 + 1\right) \frac{z^3}{z_h^2}, \\
  A(z) &= \rho z - \rho z_h, \\
  \chi(z) &= 0
\end{align*}
\]
(3.3)
where \(\rho\) is the charge parameter of black hole, and \(z_h\) denotes the location of black hole event horizon. \(\rho = 0\) corresponds to the Schwarzschild-AdS black hole. Furthermore, the pure-AdS spacetime can be obtained by taking the limit \(z_h \to \infty\). By holography, \(\mu = \rho z_h\) is interpreted as the chemical potential of the boundary system while the temperature of the boundary system is given by the Hawking temperature
\[
T = \frac{3 + z_h^2 - \frac{1}{4}\rho^2 z_h^4}{4\pi z_h}. \quad (3.7)
\]
Note that different from [19, 20], where both the small and large black Schwarzschild black holes are considered no matter whether they are thermodynamic stable, we shall restrict ourselves to the regime where the above RN-AdS solution is thermodynamic stable in the grand canonical ensemble. In particular, when there are two black hole solutions at a given temperature and chemical potential, we only take the large black hole as our background [21].

Next we take the complex scalar field as a probe field in the above RN-AdS background. The corresponding dynamics is governed by the Klein-Gordon equation
\[
D_aD^a \Phi - M^2 \Phi = 0. \quad (3.8)
\]
To solve it by numerics in a more convenient manner, we prefer going to the ingoing Eddington coordinate, i.e.,
\[
v \equiv t + z_* = t - \int \frac{e^{\chi(z)/2}}{f(z)}dz.
\]
(3.9)
As a result, the non-vanishing bulk background fields are transformed into the following smooth form
\[
\begin{align*}
  ds^2 &= \frac{1}{z^2} \left[-f(z)e^{-\chi(z)}dv^2 - 2e^{-\chi(z)/2}dzdv + d\Omega^2\right], \\
  A_a &= -A(z)(dv)_a
\end{align*}
\]
(3.10)
(3.11)
where the gauge transformation is also applied to the electromagnetic 4-potential. In what follows, we shall take $e = 1$ and $M^2 = -2$ for definiteness. With $\Phi = z\phi$, the asymptotic behaviour of $\phi$ near the AdS boundary can be expressed as

$$\phi(v, z, \theta, \varphi) = J_O(v, \theta, \varphi) + \langle O \rangle z + O(z^2). \quad (3.12)$$

By the holographic dictionary, $J_O$ is interpreted as the source for the boundary field theory, and the corresponding expectation value of the dual operator, namely the response function, is given by

$$\langle O \rangle_{J_O} = \langle O \rangle - (\partial_v - i\mu)J_O, \quad (3.13)$$

where $\langle O \rangle$ corresponds obviously to the expectation value of the dual operator with the source turned off.

With the source given by eq. (2.2), the corresponding bulk solution takes the following form

$$\phi(v, z, \theta) = e^{-i\omega v} \sum_{l=0}^{\infty} c_{l0} Z_l(z) Y_{l0}(\theta), \quad (3.14)$$

where $Z_l$ satisfies the equation of motion

$$z^2 f Z''_l + z^2 \left[ f' + 2i(\omega - eA) \right] Z'_l + \left[ (2 - 2f) + zf' - z^2 (ieA' + l(l+1)) \right] Z_l = 0, \quad (3.15)$$

and its asymptotic behaviour near the AdS boundary goes like

$$Z_l = 1 + \langle O \rangle_l z + O(z^2). \quad (3.16)$$

Similarly, the resulting response $\langle O \rangle_{J_O}$ can be expressed as

$$\langle O \rangle_{J_O} = e^{-i\omega v} \sum_{l=0}^{\infty} c_{l0} \langle O \rangle_{J_O l} Y_{l0}(\theta) \quad (3.17)$$

with

$$\langle O \rangle_{J_O l} = \langle O \rangle_l + i\tilde{\omega}. \quad (3.18)$$

The key task is to solve the radial equation eq. (3.15) with the following boundary condition

$$Z_l(0) = 1 \quad (3.19)$$

at the AdS boundary and the regular boundary condition on the black hole event horizon, which is the very advantage of the ingoing Eddington coordinate over the Schwarzschild coordinate used in [19, 20]. On the other hand, we employ the pseudo-spectral method to obtain the corresponding numerical solution for $Z_l$ and extract $\langle O \rangle_l$, which turns out to be much more efficient and much more precise than the strategy adopted in [19, 20]. With the extracted $\langle O \rangle_l$, the total response can be obtained by eq. (3.17). As illustrated in figure 4, the total response we consider below is far away from where the source is located, so we shall neglect the second term associated with the source in eq. (3.13), which amounts to saying
Figure 4. The monochromatic Gaussian source $J_O$ is located at a point on the AdS boundary, and its response $\langle O \rangle$ is observed at another point on the boundary far away from the source.

Figure 5. The amplitude of $|\langle O \rangle|$ around the north pole at $T = 1/\pi$ and $\mu = 2$ for $\omega = 75$.

that $\langle O \rangle J_O l$ in eq. (3.17) can be replaced by $\langle O \rangle l$. In addition, it follows from eq. (2.3) that $c_{0l}$ decreases exponentially with the increase of $l$, so we shall truncate eq. (3.17) to the summation over $0 \leq l \leq 200$.

As a demonstration, we plot a typical profile of the total response in figure 5, where the apparent interference pattern arises from the diffraction of our scalar field off the black hole. With the optical apparatus introduced in the previous section, one can obtain the image of the lensed response at the north pole. As demonstrated in figure 6 with $\sigma = 0.05$ for the source and $d = 0.6$ for the convex lens, the higher the frequency becomes, the sharper the resulting ring becomes. This is reasonable because it is expected that the image can be well captured by the geometric optics approximation in the high frequency limit. To be more specific, suppose that $\Phi = A e^{iS}$ with the amplitude $A$ slowly varying while the phase $S$ rapidly varying in the background, then the geometric optics approximation of our wave equation (3.8) gives rise to

$$g^{\mu \nu} U_\mu U_\nu = -M^2, \quad U^\mu \nabla_\mu \ln \left( A^2 \right) + \nabla^\mu U_\mu = 0 \quad (3.20)$$

with $U_\mu = \partial_\mu S - eA_\mu$ interpreted as the four velocity of the corresponding trajectories. It
Figure 6. The image of the lensed response on the screen at $T = 1/\pi$ and $\mu = 2$ for different frequencies, where $\frac{m}{T}$ of the sharp Einstein ring for $\omega = 75$ is around 0.984, in good agreement with 0.996 given by the geometric optics approximation.

is noteworthy that the phase $S$ can also be understood as the following on-shell action

$$S = \int d\eta \left( \frac{1}{2} g_{\mu \nu} \frac{dx^\mu}{d\eta} \frac{dx^\nu}{d\eta} + e A_\mu \frac{dx^\mu}{d\eta} \right)$$  \hspace{1cm} (3.21)

of the special solution to the Hamilton-Jacobi equation

$$\partial_\mu S = g_{\mu \nu} \frac{dx^\nu}{d\eta} + e A_\mu, \quad \frac{\partial S}{\partial \eta} + \frac{1}{2} g_{\mu \nu} \frac{dx^\mu}{d\eta} \frac{dx^\nu}{d\eta} = 0$$  \hspace{1cm} (3.22)

by taking $\frac{\partial S}{\partial \eta} = \frac{1}{2} M^2$ at the end of the day. For our purpose, we like to go back to the coordinate system $(t, r, \theta, \phi)$ and consider the trajectories with $\phi$ fixed. Accordingly, $S$ does not depend on $\phi$, which reduces eq. (3.22) to

$$2 \frac{\partial S}{\partial \eta} - \frac{1}{f}( \partial_t S + e A)^2 + \dot{f}(\partial_r S)^2 + \frac{1}{r^2}(\partial_\theta S)^2 = 0.$$  \hspace{1cm} (3.23)

Note that both $\dot{f}$ and $A$ depend solely on $r$. Thus the corresponding general solution can be obtained readily by separation of variables as

$$S = \frac{1}{2} \mathcal{N} \eta - \omega t + L \theta + \int^r \frac{dr}{f} \sqrt{\mathcal{R}}$$  \hspace{1cm} (3.24)

with $\mathcal{R} = (\omega - eA)^2 - \dot{f}(\frac{L^2}{r^2} + \mathcal{N})$. The trajectory can be further obtained by letting the partial derivative of $S$ with respect to $\mathcal{N}$, $\omega$, and $L$ equal to constants as follows

$$\eta - \int \frac{dr}{\sqrt{\mathcal{R}}} = \text{const.},$$

$$-t + \int \frac{dr}{f} \frac{\omega - eA}{\sqrt{\mathcal{R}}} = \text{const.},$$

$$\theta - \int \frac{dr}{r^2} \frac{L}{\sqrt{\mathcal{R}}} = \text{const.}$$  \hspace{1cm} (3.25)

As mentioned before, the final solution is given by taking $\mathcal{N} = M^2$ in eq. (3.24) and eq. (3.25).

Although $L$ is an integral constant of motion subject to our free choice for a given large $\omega$, as illustrated in figure 7, the dominant contribution to the final response function
we are considering is supposed to come from the special $L_s$ with which the trajectory emanating from the south pole on the AdS boundary can enter the circular orbit \cite{19, 20}. This observation also conforms with the relationship between the circular orbit and the pole of the aforementioned retarded Green function, or equivalently the quasi-normal mode in the large frequency limit \cite{22}. Note that this circular orbit is not the trajectory taken by a photon, but nevertheless, we still like to call it the photon sphere for simplicity. With this in mind, we expect to see a Einstein ring formed on the screen with the ring radius given by

$$r_R \frac{f}{\bar{\omega}} = \frac{L_s}{\bar{\omega}},$$  \hspace{1cm} (3.26)

where $L_s$ together with the circular orbit radius can be determined by the following conditions

$$\mathcal{R} = 0, \quad \frac{d\mathcal{R}}{dr} = 0$$  \hspace{1cm} (3.27)

for a chosen large $\omega$.

In particular, the value of $\mathcal{R}/f$ of the Einstein ring formed in figure 6 for the high frequency $\omega = 75$ is around 0.984, which is in good agreement with 0.996, the value given by our geometric optics approximation.

With the above preparation, we shall present our main numerical results in the subsequent section for $\omega = 75$, $\sigma = 0.05$, and $d = 0.6$.

4 Relevant numerical results

We first plot the typical images of the lensed response observed from different observation angles in figure 8. With the increase of the observation angle from $\theta_{\text{obs}} = 0$ to $\theta_{\text{obs}} = \frac{\pi}{2}$, the axi-symmetry of the image gets broken gradually from a perfect ring to a bright spot on
the left side of the screen. In spite of this, the distance of the image from the center keeps almost unchanged. This is reasonable because as we explain in the previous section, such a distance is determined intrinsically by the circular orbit parameter $L_s$, which does not vary with the observation angle at all.

Next we plot the variation of the image observed at the north pole with the temperature in figure 9. As we see, not only does the formed Einstein ring lie well within the screen at low temperatures, but also its radius increases with the increase of the temperature in an appreciable manner, as opposed to the aforementioned behavior for the weakly interacting quantum field theory. On the other hand, the images observed at the north pole at different chemical potentials are displayed in figure 10, where we see the variation of the image with respect to the chemical potential is almost negligible, which is similar to the behavior for the weakly interacting quantum field theory.

We further draw the radius of the Einstein ring in the unit of $f$ as a function of temperature and chemical potential respectively in (a) and (b) of figure 11, where both radii of the black hole horizon and the circular orbit as functions of temperature and chemical potential are also exhibited simply for curiosity’s sake. As one can see from (a), the aforementioned appreciable increase in the Einstein ring radius occurs only at low temperatures. After this increase, the Einstein ring radius starts to flatten out. On the other hand, (b) tells us that the Einstein ring radius keeps unchanged indeed as one cranks up the chemical potential in a continuous manner. Last, as expected, the Einstein ring radius obtained by our wave optics fits well with that by geometric optics.
Figure 10. The variation of the image with the chemical potential at the observation angle $\theta_{\text{obs}} = 0$ for the fixed temperature $T = 1/\pi$.

Figure 11. The circular orbit $r_c$, event horizon $r_h$, and ring radius $r_R$ in the unit of $f$ as functions of temperature $T$ at the fixed chemical potential $\mu = 2$ in (a) and as functions of chemical potential $\mu$ at the fixed temperature $T = 1/\pi$ in (b). The solid curves represent the results obtained by the geometric optics, while the wave optics results are indicated by the discrete red dots.

5 Conclusion

Motivated by the fact that the real quantum materials are engineered generically at a finite chemical potential, we have investigated the resulting Einstein ring structure for the lensed response of the complex scalar field as a probe wave propagating in the RN-AdS black hole in the context of AdS/CFT. Among others, we like to highlight one similarity and one distinction we have found between the weakly interacting quantum system and the strongly coupled one to which our RN-AdS black hole is dual. The similarity is that the ring radius keeps unchanged with the increase of the chemical potential for both systems. On the other hand, the distinction lies in the fact that not only can the Einstein ring exist well within the screen, but also the radius exhibits an appreciable increase at low temperatures for the holographic system while the ring radius for the weakly interacting system displays no temperature dependence, still keeping unchanged right at the edge of the screen. Note that our holographic Einstein ring emerges in the large frequencies, which has been shown
to be related to the bulk generalized photon sphere away from the black hole horizon in the geometric optics approximation. Thus such a distinct behavior may be regarded as a universal feature associated with the high energy modes of the holographic system. With this in mind, one can use this feature to diagnose whether the quantum system under consideration is strongly coupled to have a gravity dual description or not.

We conclude our paper with some future directions. First, what we have explored so far is only for the response function of the scalar operator, so it is interesting to see what happens to the response function of the fermionic operator, which is supposed to shed new light into the characteristic features for non-Fermi liquids [23, 24]. In addition, as alluded to in the introduction section, the holographic gravity dual we consider is the simplest one for the boundary thermal system at finite chemical potential. There are a variety of more sophisticated holographic models in action. It is intriguing to investigate the detailed behavior of the lensed response function for such models as the holographic superconductor, which has been partially studied in [25] indeed. Last but not least, the underlying numerics we have developed provides us with an efficient route to image the black hole by wave optics. Thus it is worthwhile to employ our numerical techniques to reconstruct the images of the real life black holes in the centers of our galaxy and nearby galaxies. Compared to the conventional observer-oriented ray tracing method by geometric optics, our wave optics is source-based, which may has its advantages in some situations, if not all. Moreover, it is supposed to demonstrate us richer information about the black holes in the sky since geometric optics is only the approximation of wave optics after all.

A Retarded Green function in thermal field theory at a finite chemical potential

Let us consider the simplest Lagrangian with a global U(1) symmetry

\[
L = -\nabla_a \bar{\phi} \nabla^a \phi - m^2 \bar{\phi} \phi - V (\bar{\phi} \phi)
\]  

(A.1)

under the transformation \( \phi \rightarrow e^{-i\alpha} \phi \) in the following spacetime

\[
ds^2 = -dt^2 + h_{ij} dx^i dx^j.
\]  

(A.2)

The corresponding Hamiltonian and conserved charge are given by

\[
H = \int d^d x \sqrt{h} \left( (\pi \pi + h^{ab} \nabla_a \bar{\phi} \nabla_b \phi + m^2 \bar{\phi} \phi + V) \right), \quad Q = i \int d^d x \sqrt{h} (\bar{\phi} \pi - \pi \bar{\phi})
\]  

(A.3)

with \( \pi = \partial_t \phi \) and \( \bar{\pi} = \partial_t \bar{\phi} \). Accordingly, we have

\[
\langle \phi' | e^{-i(H-\mu Q)t} | \phi \rangle = \int_0^{\phi'} D\phi \int D\pi e^{i \int_0^t dt \int d^d x \sqrt{h} \left[ \pi (\pi - \bar{\pi}) - m^2 \bar{\phi} \phi - V \right]}
\]  

\[
= \int_0^{\phi'} D\phi \int D\pi e^{i \int_0^t dt \int d^d x \sqrt{h} \left[ \pi (\pi - \bar{\pi}) + h^{ab} \nabla_a \bar{\phi} \nabla_b \phi - m^2 \bar{\phi} \phi - V \right]}
\]  

\[
= C \int_0^{\phi'} D\phi \int e^{i \int_0^t dt \int d^d x \sqrt{h} \left[ \pi (\pi - \bar{\pi}) + h^{ab} \nabla_a \bar{\phi} \nabla_b \phi - m^2 \bar{\phi} \phi - V \right]},
\]  

(A.4)
where $\pi' = \pi - \partial_t \phi + i \mu \phi$ and $\bar{\pi}' = \bar{\pi} - \partial_t \bar{\phi} - i \mu \bar{\phi}$. With $i = \tau$, the partition function in the grand canonical ensemble can be written in terms of the following path integral

$$Z(T, \mu) \equiv \text{Tr} \left[ e^{-\beta (H - \mu Q)} \right]$$

$$= C \int D\phi e^{-\int_0^\beta d\tau \int d\chi \sqrt{\Pi} \left[ (\partial_\tau + \mu)\phi(\partial_\tau - \mu)\phi + h^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi + \mu^2 \phi + V \right]}$$

$$= C \int D\phi e^{-\int_0^\beta d\tau \int d\chi \sqrt{\Pi} \left[ i\omega \phi(\partial_\tau - \mu)^2 - \hat{D}_a \hat{D}^a + m^2 \phi + V \right]} \quad \text{(A.5)}$$

where the periodic boundary condition is assumed along the $\tau$ direction with $T = \frac{1}{\beta}$ and $\hat{D}_a$ the induced spatial covariant derivative. Whence the thermal Green function for the free field theory reads

$$G^0_E(x, x') = \langle x | \frac{1}{-(\partial_\tau - \mu)^2 - \hat{D}_a \hat{D}^a + m^2} | x' \rangle. \quad \text{(A.6)}$$

When the spatial metric is the 2-sphere, $\hat{D}_a \hat{D}^a$ is simply $D^2_S$ and the resulting free thermal Green function can be expressed as

$$G^0_E(x, x') = \frac{1}{\beta} \sum_{n,l,m} \frac{-i\omega_n - \mu}{(-i\omega_n - \mu)^2 + l(l + 1) + m^2} e^{-i\omega_n(\tau - \tau')} Y_l(\theta, \phi) Y_l(\theta', \phi'), \quad \text{(A.7)}$$

where $\omega_n = \frac{2n\pi}{\beta}$ are called the Matsubara frequencies. By the usual analytic continuation, one ends up with the retarded Green function as

$$G^0_{lm}(\omega) = -G^0_E[-i(\omega + i\epsilon)] = \frac{1}{(\omega + \mu)^2 - l(l + 1) - m^2}. \quad \text{(A.8)}$$

For $V = \frac{\lambda}{2}(\bar{\phi}\phi)^2$ with $\lambda$ the weak coupling parameter, the self-energy at one-loop level is given by

$$\Pi = -\frac{\lambda}{\beta} \sum_{n,l} \frac{1}{(\omega_n - i\mu)^2 + l(l + 1) + m^2}$$

$$= -\frac{\lambda}{\beta} \sum_{\omega \in \mathbb{Z}/\beta} \frac{\beta}{2} \text{Res} \left[ \frac{\cot \frac{\beta \omega}{2}}{(\omega - i\mu)^2 + l(l + 1) + m^2} \right]$$

$$= \frac{\lambda}{2} \sum_{\omega \in \mathbb{Z}/\beta} \text{Res} \left[ \frac{\beta}{2} \frac{1}{(\omega - i\mu)^2 + l(l + 1) + m^2} \right]$$

$$= -\frac{\lambda}{4} \sum_l \frac{1}{\omega_l} \left[ \coth \frac{\beta (\omega_l + \mu)}{2} + \coth \frac{\beta (\omega_l - \mu)}{2} \right]$$

$$= -\frac{\lambda}{2} \sum_l \frac{1}{\omega_l} \left[ 1 + \frac{1}{e^{\beta (\omega_l + \mu)} - 1} + \frac{1}{e^{\beta (\omega_l - \mu)} - 1} \right] \quad \text{(A.9)}$$

with $\omega_l = \sqrt{l(l + 1) + m^2}$. The first term, coming from the pure vacuum one-loop contribution, is divergent and can be renormalized to zero. The rest two terms, corresponding to
the corrections induced by the finite temperature and finite chemical potential, turns out to be finite and will correct the retarded Green function at the finite temperature and finite chemical potential through

$$m^2 \rightarrow m^2 + \frac{\lambda}{2} h(T, \mu)$$  \hspace{1cm} \text{(A.10)}$$

with

$$h = \sum_l \frac{1}{\omega_l} \left[ \frac{1}{e^{\beta(\omega_l+\mu)}-1} + \frac{1}{e^{\beta(\omega_l-\mu)}-1} \right].$$  \hspace{1cm} \text{(A.11)}$$

However, this correction term is not amenable to an analytic treatment. So we resort to the numerics to show its typical dependence on the temperature and the chemical potential in figure 12. As we see, for the fixed chemical potential, the variation of $h$ is negligible at low temperatures. In addition, the larger the fixed chemical potential becomes, the lower the threshold temperature for $h$ to start growing in an almost linear manner becomes. On the other hand, for the fixed temperature, the non-negligible variation of $h$ occurs from some large chemical potential. Moreover, the higher the temperature becomes, the smaller such a threshold chemical potential becomes.

Figure 12. The dependence of the correction term on the temperature and the chemical potential for $m = 5$.

B Response extractions by pseudo-spectral method

The key task in obtaining the response is to solve $Z_l(z)$ by the bulk equation (3.15), which can be achieved by the pseudo-spectral method. For the finite computational domain $z \in (0, z_h)$, we expand $Z_l$ as

$$Z_l(z) = \sum_{i=0}^{N} a_i \tilde{T}_i(z),$$  \hspace{1cm} \text{(B.1)}$$

where $\tilde{T}_i(z) \equiv T_i(2z/z_h - 1)$ with $T_i(\cos \theta) = \cos(i\theta)$ the Chebyshev polynomials. Next with the choice of $N + 1$ collocation points $z_j$ as

$$z_j = \frac{1}{2} (z_h x_j + z_h) = \frac{1}{2} \left[ z_h \cos \frac{\pi j}{N} + z_h \right], j = 0, 1, \cdots, N,$$  \hspace{1cm} \text{(B.2)}$$
the differential with respect to $z$ can be discretized as the following differential matrix

$$ \tilde{D}_N = \frac{2}{z_h} D_N, $$

(B.3)

where $D_N$ can be expressed explicitly as

$$ D_{N00} = \frac{2N^2 + 1}{6}, \quad D_{NN} = -\frac{2N^2 + 1}{6}, $$

(B.4)

$$ D_{Njj} = \frac{-x_j}{2(1 - x_j^2)}, \quad j \neq 0, N, $$

(B.5)

$$ D_{Nij} = \frac{c_i}{c_j} \frac{(-1)^{i+j}}{x_i - x_j}, \quad i \neq j, $$

(B.6)

with $c_i$ the coefficients such that

$$ c_i = \begin{cases} 2 & \text{if } i = 0 \text{ or } N, \\ 1 & \text{otherwise.} \end{cases} $$

(B.7)

Accordingly, the bulk differential equation (3.15) is transformed into an algebraic equation, which together with the boundary condition $Z_l(0) = 1$ can be solved readily by numerics. Finally, the response can be extracted according to the following formula

$$ \langle O \rangle_l = \left( \tilde{D}_N \right)_{Ni} Z_l(z_i). $$

(B.8)

**Acknowledgments**

LYX is grateful to Yu-Chen Ding and Qing-Hua Zhu for their helpful discussions. He also thanks his wife for her supporting his work on the honeymoon. This work is supported in part by the National Natural Science Foundation of China with Grant No. 11875095 and 12075026, as well as by China Postdoctoral Science Foundation, under the National Postdoctoral Program for Innovative Talents BX2021303.

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited. SCOAP$^3$ supports the goals of the International Year of Basic Sciences for Sustainable Development.

**References**

[1] J.M. Maldacena, *The Large $N$ limit of superconformal field theories and supergravity*, *Int. J. Theor. Phys.* **38** (1999) 1113 [hep-th/9711200] [INSPIRE].

[2] S.S. Gubser, I.R. Klebanov and A.M. Polyakov, *Gauge theory correlators from noncritical string theory*, *Phys. Lett. B* **428** (1998) 105 [hep-th/9802109] [INSPIRE].

[3] E. Witten, *A cosmological model with rotation in the relativistic theory of gravity*, *Adv. Theor. Math. Phys.* **2** (1998) 253.
[4] S.A. Hartnoll, Lectures on holographic methods for condensed matter physics, Class. Quant. Grav. 26 (2009) 224002 [arXiv:0903.3246] [nSPIRE].

[5] S.A. Hartnoll, A. Lucas and S. Sachdev, Holographic quantum matter, arXiv:1612.07324 [nSPIRE].

[6] H. Liu and J. Sonner, Quantum many-body physics from a gravitational lens, Nature Rev. Phys. 2 (2020) 615.

[7] M. Blake et al., Snowmass White Paper: New ideas for many-body quantum systems from string theory and black holes, arXiv:2203.04718 [nSPIRE].

[8] G. Policastro, D.T. Son and A.O. Starinets, The Shear viscosity of strongly coupled $N = 4$ supersymmetric Yang-Mills plasma, Phys. Rev. Lett. 87 (2001) 081601 [hep-th/0104066] [nSPIRE].

[9] P. Kovtun, D.T. Son and A.O. Starinets, Viscosity in strongly interacting quantum field theories from black hole physics, Phys. Rev. Lett. 94 (2005) 111601 [hep-th/0405231] [nSPIRE].

[10] S.H. Shenker and D. Stanford, Black holes and the butterfly effect, JHEP 03 (2014) 067 [arXiv:1306.0622] [nSPIRE].

[11] J. Maldacena, S.H. Shenker and D. Stanford, A bound on chaos, JHEP 08 (2016) 106 [arXiv:1503.01409] [nSPIRE].

[12] A.R. Brown, D.A. Roberts, L. Susskind, B. Swingle and Y. Zhao, Holographic Complexity Equals Bulk Action?, Phys. Rev. Lett. 116 (2016) 191301 [arXiv:1509.07876] [nSPIRE].

[13] A.R. Brown, D.A. Roberts, L. Susskind, B. Swingle and Y. Zhao, Complexity, action, and black holes, Phys. Rev. D 93 (2016) 086006 [arXiv:1512.04993] [nSPIRE].

[14] M. Blake, R.A. Davison and S. Sachdev, Thermal diffusivity and chaos in metals without quasiparticles, Phys. Rev. D 96 (2017) 106008 [arXiv:1705.07896] [nSPIRE].

[15] T. Hartman, S.A. Hartnoll and R. Mahajan, Upper Bound on Diffusivity, Phys. Rev. Lett. 119 (2017) 141601 [arXiv:1706.00019] [nSPIRE].

[16] M. Blake, R.A. Davison, S. Grozdanov and H. Liu, Many-body chaos and energy dynamics in holography, JHEP 10 (2018) 035 [arXiv:1809.01169] [nSPIRE].

[17] A. Amoretti, D. Areán, B. Goutéraux and D. Musso, Universal relaxation in a holographic metallic density wave phase, Phys. Rev. Lett. 123 (2019) 211602 [arXiv:1812.08118] [nSPIRE].

[18] S. Grozdanov, Bounds on transport from univalence and pole-skipping, Phys. Rev. Lett. 126 (2021) 051601 [arXiv:2008.00888] [nSPIRE].

[19] K. Hashimoto, S. Kinoshita and K. Murata, Einstein Rings in Holography, Phys. Rev. Lett. 123 (2019) 031602 [arXiv:1906.09113] [nSPIRE].

[20] K. Hashimoto, S. Kinoshita and K. Murata, Imaging black holes through the AdS/CFT correspondence, Phys. Rev. D 101 (2020) 066018 [arXiv:1811.12617] [nSPIRE].

[21] A. Chamblin, R. Emparan, C.V. Johnson and R.C. Myers, Charged AdS black holes and catastrophic holography, Phys. Rev. D 60 (1999) 064018 [hep-th/9902170] [nSPIRE].

[22] P. Zhao, Y. Tian, X. Wu and Z.-Y. Sun, The Quasi-normal Modes of Charged Scalar Fields in Kerr-Newman black hole and Its Geometric Interpretation, JHEP 11 (2015) 167 [arXiv:1506.08276] [nSPIRE].
[23] T. Faulkner, N. Iqbal, H. Liu, J. McGreevy and D. Vegh, *Strange metal transport realized by gauge/gravity duality*, *Science* **329** (2010) 1043 [arXiv:1002.5101 [INSPIRE]].

[24] H. Liu, J. McGreevy and D. Vegh, *Non-Fermi liquids from holography*, *Phys. Rev. D* **83** (2011) 065029 [arXiv:0903.2477 [INSPIRE]].

[25] Y. Kaku, K. Murata and J. Tsujimura, *Observing black holes through superconductors*, *JHEP* **09** (2021) 138 [arXiv:2106.00304 [INSPIRE]].