Corrigendum: Soliton surfaces via a zero-curvature representation of differential equations

2012 J. Phys. A: Math. Theor. 45 115204

A M Grundland\textsuperscript{1,2} and S Post\textsuperscript{1,3}

\textsuperscript{1} Centre de Recherches Mathématiques, Université de Montréal, Montréal CP 6128, QC H3C 3J7, Canada
\textsuperscript{2} Department of Mathematics and Computer Sciences, Université du Québec, Trois-Rivières CP500, QC G9A 5H7, Canada
\textsuperscript{3} Present address: Department of Mathematics, University of Hawaii at Manoa, 2565 McCarthy Mall, Honolulu, HI 96822, USA. E-mail: spost@hawaii.edu.

E-mail: grundlan@crm.umontreal.ca and post@crm.umontreal.ca

Received 10 September 2012
Published 25 September 2012
Online at stacks.iop.org/JPhysA/45/419501

On page 10, equations (46) and (47) should read

\begin{align}
A([x], \lambda) &= \tau (prv\vec{\nu}(u^1)) + pr\vec{w}(U^1), \\
B([x], \lambda) &= \tau (prv\vec{\nu}(u^2)) + pr\vec{w}(U^2) .
\end{align}
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Abstract

The main aim of this paper is to introduce a new version of the Fokas–Gel’fand formula for immersion of soliton surfaces in Lie algebras. The paper contains a detailed exposition of the technique for obtaining exact forms of 2D surfaces associated with any solution of a given nonlinear ordinary differential equation which can be written in the zero-curvature form. That is, for any generalized symmetry of the zero-curvature condition of the associated integrable model, it is possible to construct soliton surfaces whose Gauss–Mainardi–Codazzi equations are equivalent to infinitesimal deformations of the zero-curvature representation of the considered model. Conversely, it is shown (proposition 1) that for a given immersion function of a 2D soliton surface in a Lie algebra, it is possible to derive the associated generalized vector field in the evolutionary form which characterizes all symmetries of the zero-curvature condition. The theoretical considerations are illustrated via surfaces associated with the Painlevé equations P1, P2 and P3, including transcendental functions, the special cases of the rational and Airy solutions of P2 and the classical solutions of P3.
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1. Introduction

The Fokas–Gel’fand formula for immersion associated with integrable models is a powerful tool for the construction and investigation of 2D soliton surfaces in Lie algebras [16, 17]. In [21], the authors described how a zero-curvature representation (ZCR) of integrable nonlinear partial differential equations (PDEs) can be used, via the Fokas–Gel’fand formula, to induce
surfaces immersed in Lie algebras via symmetries of the compatibility conditions for a linear spectral problem (LSP). The procedure was then applied to integrable nonlinear ordinary differential equations (ODEs) admitting a Lax representation [22]. The results obtained were so promising that it seemed to be worthwhile to try to extend this method and check its effectiveness for a different form of a zero-curvature condition (ZCC). This is, in short, the aim of this paper which provides a self-contained comprehensive study of the symmetry approach to the Fokas–Gel’fand immersion formula as applied to both PDE and ODE cases. Namely, the general theory is developed for each of the following three forms of matrix LSPs: ZCR of PDEs, Lax representation of ODEs and ZCR of ODEs. In addition to more general considerations, we focus on the third form of a ZCC for a differential equation, that of ZCRs for ODEs involving the differentiation of the potential matrices in a Lax pair with respect to the independent variable and the spectral parameter. Such a Lax pair has been used in the study of Painlevé equations.

Each of the three types of Lax pair described above can be thought of as a sub-case of a general ZCC and to this end, we describe infinitesimal deformations of such equations and their associated surfaces. The ZCR of the Gauss–Mainardi–Codazzi (GMC) equations is a well-known tool for the analysis of many, varied forms of integrable surfaces [3, 4, 8]. The necessary and sufficient conditions for the existence of surfaces immersed in the Lie algebra $\mathfrak{g}$ whose GMC equations are equivalent to an infinitesimal deformation of the ZCC are given in terms of the determining equation for generalized symmetries of the ZCC. For this purpose, in proposition 1, we give a complete classification of all generalized symmetries of the ZCC via an isomorphism between such symmetries and surfaces written in the moving frame defined by conjugation by the wavefunction in the LSP.

In addition to symmetries of the ZCC, it is possible to obtain infinitesimal deformations of the ZCC from the integrable model considered; see [17]. In [21, 22], the necessary and sufficient conditions for the existence and explicit integration of the surfaces were given in terms of the symmetry criterion for generalized vector fields. Taken together, the symmetries of the ZCC and the integrable model give a quite general form for soliton surfaces, which we refer to as the Fokas–Gel’fand formula for immersion of surfaces in Lie algebras. These surfaces include those already known, namely those constructed from a conformal symmetry of the spectral parameter (the Sym–Tafel formula for immersion [38, 39]), gauge symmetry [7, 17] and generalized symmetries of the integrable system and its LSP [17]. In this paper, we give additional generalized symmetries of the ZCC and their associated soliton surfaces.

In many cases, including those considered herein, the classical symmetry analysis is not a proper tool for obtaining these types of surfaces because the Lie point symmetries of the initial system, written in terms of the ZCC and its LSP, are too restrictive. To overcome this difficulty, we make use of the concept of a generalized symmetry as introduced by Noether [34]. The progress in studying general properties of generalized symmetries has been subsequently developed by several authors (see e.g. [36] and references therein). The most important element of this approach is the introduction of a symmetry formalism of generalized vector fields (defined on some extended jet space), their prolongation structure and their links with the Fréchet derivative.

An interesting consequence of the adopted approach is that it leads to a direct connection between generalized symmetries and their associated surfaces for Painlevé-type equations (see e.g. [24]). We focus here on the Painlevé equations P1, P2 and P3 as examples, namely

\[
P1 : x_{tt} = 6x^2 + t, \\
P2 : x_{tt} = 2x^3 + tx - \alpha,
\]
The quantities $\alpha, \beta, \gamma$ and $\delta$ in the above equations are free parameters. For specific values of these parameters, several explicit solutions of the Painlevé equations have been found (for reviews, see e.g. [1, 9, 18, 20, 26, 32]). The successive application of Bäcklund transformations (with different values of parameters) allows one to create new solutions of a Painlevé equation from the old ones. In this context, the symmetry analysis of Painlevé equations has been systematically undertaken in [35] and has proven to be a useful tool since it leads to new solutions. However, this state of solvability of the Painlevé equations through the so-called Painlevé transcendents is still not satisfactory from the point of view of symmetry groups. The progress in studying general properties of generalized symmetries of Painlevé equations and their LSPs opens up a possibility for applying this symmetry approach to the construction of soliton surfaces.

An original procedure for constructing surfaces associated with Painlevé equations via isomonodromic deformations was devised by Bobenko and Eitner in [5]. These equations, written in the zero-curvature form involving the differentiation of the potential matrices in a Lax pair with respect to the independent variable and the spectral parameter, arise from the compatibility conditions of an LSP. The surfaces considered in this work correspond to infinitesimal deformations of such surfaces as the corresponding structural equations are infinitesimal deformations of the ZCCs of the integrable models.

This paper is organized as follows. In section 2, we discuss surfaces immersed in Lie algebras whose GMC equations are given by infinitesimal deformations of the ZCC. In section 3, we discuss three different ways in which the ZCC can be realized as the compatibility condition for the LSP of an integrable model and how the symmetries of this model give further surfaces. The case where the ZCC is realized by the Lax pair for an ODE is given in detail in section 4. To illustrate the theoretical considerations, section 5 contains explicit construction and geometric analysis of surfaces associated with the Painlevé equations P1, P2 and P3. Section 6 contains final remarks and possible future developments.

2. The ZCC and its associated surfaces

2.1. The ZCC and its jet space

Consider the following PDE which, in what follows, will be referred to as the ZCC

$$\Delta[u] = D_2 u^1 - D_1 u^2 + [u^1, u^2] = 0,$$

(1)

with independent variables $\xi_i, i = 1, 2$, and dependent matrix variables $u^\alpha, \alpha = 1, 2$ which take their values in a Lie algebra $g$. Here, we write (1) as a function on the jet space $M \equiv (\xi_1, \xi_2, u^\alpha, u^\alpha_J)$, where the derivatives of $u^\alpha$ are given by

$$\frac{\partial^n}{\partial \xi_{j_1} \ldots \partial \xi_{j_n}} u^\alpha \equiv u^\alpha_J, \quad J = (j_1, \ldots, j_n), \quad ji = 1, 2, \quad |J| = n.$$

(2)

We define $\mathcal{A} \equiv C^\infty(M)$ to be the set of smooth functions on the jet space $M$ and use the abbreviated notation $f(\xi_1, \xi_2, u^1, u^2) \equiv f[u] \in \mathcal{A}$. Thus, the PDE (1) becomes a vanishing element of $\mathcal{A}$. The derivative of a function on the jet space $M$, in the direction $\xi_i$, is given by the total derivative $D_i$ defined as

$$D_i = \frac{\partial}{\partial \xi_i} + u^\alpha_{J,i} \frac{\partial}{\partial u^\alpha_J}, \quad \alpha, i = 1, 2.$$

(3)
The ZCC (1) can be realized as the compatibility conditions of an associated LSP
\[ D_\alpha \Psi = u^\alpha \Psi, \quad \alpha = 1, 2, \] (4)
where \( \Psi = \Psi(u) \) is a function from the jet space \( M \) to a Lie group, \( G \), whose algebra is \( \mathfrak{g} \). Note that \( \Psi \) satisfying the LSP (4) is an immersion function for a surface immersed in the Lie group \( G \) where the compatibility of the tangent vectors \( D_\alpha \Psi \) is equivalent to the ZCC (1). Furthermore, for any (generalized) symmetry of (1), there exists a \( \mathfrak{g} \)-valued immersion function, \( F[u] \), defined in terms of its tangent vectors
\[ D_1 F = \Psi^{-1} Q^1 \Psi, \quad D_2 F = \Psi^{-1} Q^2 \Psi, \] (5)
where \( Q^1 \) and \( Q^2 \) satisfy an infinitesimal deformation of the ZCC (1), namely
\[ D_1 Q^2 - D_2 Q^1 + [Q^1, u^2] + [u^1, Q^2] = 0. \] (6)
In what follows, we suppose that \( F \) is sufficiently smooth. The existence of such surfaces as well as the determining equation (6) was first identified for point symmetries by Fokas and Gel’fand in [16]. Following the notation as in [36], a generalized symmetry of (1) is given by a vector field, in the evolutionary form
\[ \vec{v}_Q = Q^{\mu,j}[u] \frac{\partial}{\partial u^\mu,j}, \] (7)
where \( u^\mu,j \) are the components of \( u^\mu \) in a basis for \( \mathfrak{g} \), i.e. \( u^\mu = u^{\mu,j} e_j \) with \( j = 1, \ldots, n \). Note that \( Q^\mu \equiv Q^{\mu,j} e_j \) is an element of the Lie algebra \( \mathfrak{g} \). The prolongation of \( \vec{v}_Q \) is defined to be
\[ pr\vec{v}_Q = \vec{v}_Q + D_j (Q^{\mu,j}[u]) \frac{\partial}{\partial u^\mu,j}. \] (8)
The vector field \( \vec{v}_Q \) is a generalized symmetry of a nondegenerate PDE (1) if and only if [36]
\[ pr\vec{v}_Q(\Delta[u]) = 0, \quad \text{whenever} \quad \Delta[u] = 0, \] (9)
holds. In fact, the prolongation of \( \vec{v}_Q \) acting on \( \Delta[u] \equiv 0 \) is exactly the determining equations (6). We have the following theorem.

**Theorem 1** (Existence of the \( \mathfrak{g} \)-valued immersion function). Suppose that there exists a smooth, \( \mathfrak{g} \)-valued function \( \Psi \) which satisfies the LSP (4). Suppose also that the generalized vector field, \( \vec{v}_Q \), is a symmetry of the ZCC (1). Then, there exists a smooth \( \mathfrak{g} \)-valued function \( F[u] \) with tangent vectors given by (5). Further, these tangent vectors are explicitly integrated as
\[ F = \Psi^{-1} pr\vec{v}_Q \Psi \in \mathfrak{g} \] (10)
if and only if the vector field \( \vec{v}_Q \) is a symmetry of the LSP (4) in the sense that
\[ pr\vec{v}_Q (D_\alpha \Psi - u^\alpha \Psi) = 0, \quad \text{whenever} \quad D_\alpha \Psi - u^\alpha \Psi = 0. \] (11)

This theorem has been proved in [21]. It need only be observed that \( Q^\mu = pr\vec{v}_Q(u^\mu) \) and that the compatibility conditions for (5) are exactly the determining equations (6). The latter are in turn equivalent to \( pr\vec{v}_Q(\Delta[u]) \equiv 0 \) since the total derivatives \( D_\alpha \) commute with the prolongation of vector fields in the evolutionary form, \( pr\vec{v}_Q \) (see lemma 5.12, p 306 in [36]). To prove that \( F \) given by (10) has the appropriate tangent vectors, one need only compute the tangent vectors from (10) to show that they coincide with (5) if and only if (11) holds.

Note that whenever the characteristics \( Q^1 \) and \( Q^2 \) are linearly independent and the tangent vectors \( D_1 F \) and \( D_2 F \) are compatible, the differential 1-form \( dF \) is closed and its integral
\[ F = \int \Psi^{-1} Q^1 \Psi \, d\xi_1 + \Psi^{-1} Q^2 \Psi \, d\xi_2 \in \mathfrak{g} \] (12)
depends only on the endpoints of the trajectory \( \gamma \) in the plane \( \mathbb{R} \). The integral (12) defines a mapping \( F : \mathbb{R} \ni (\xi_1, \xi_2) \rightarrow \mathfrak{g} \) which coincides with (10) whenever (11) hold. The representation of a surface in terms of the 1-form (12) coincides with the generalized Weierstrass formula for immersion as introduced in [30].

2.2. Symmetries of the ZCC and associated surfaces

In this section, we present the symmetries of the ZCC and their associated surfaces. Note that theorem 1 states that from a given symmetry of the ZCC it is possible to construct a surface immersed in the Lie algebra \( \mathfrak{g} \). Next, we will prove the converse. That is, given a surface immersed in the Lie algebra \( \mathfrak{g} \), it is possible to define symmetries of the ZCC and, as a result, to characterize all generalized symmetries of the ZCC in terms of a gauge function. Finally, one gets the following.

Proposition 1 (Extracting symmetries from a surface). Suppose that \( \Psi[u] \) is a smooth, \( \mathfrak{g} \)-valued solution of the LSP (4) for any solution \( u^\alpha \) of the ZCC \( \Delta[u] = 0 \). Suppose further that \( F[u] \) is a smooth function on the jet space \( M \) taking values in the Lie algebra \( \mathfrak{g} \), and then the generalized vector field in the evolutionary form

\[
\vec{v}_Q = Q^\alpha \partial \partial u^\alpha, \quad Q^\alpha = \Psi(D_u F) \Psi^{-1}, \quad \alpha = 1, 2 \quad j = 1, \ldots, n \quad (13)
\]

is a symmetry of the ZCC, \( \Delta[u] = 0 \).

Proof. Since the components of \( F[u] \) are smooth functions, the cross-partials commute, i.e. \( D_1 D_2 F = D_2 D_1 F \). Thus, \( Q^1 \) and \( Q^2 \) defined in terms of \( F[u] \) as in (13) satisfy

\[
D_2 Q^1 = u^2 \Psi(D_1 F) \Psi^{-1} + \Psi(D_2 D_1 F) \Psi^{-1} - \Psi(D_1 F) \Psi^{-1} u^2 = u^2 Q^1 - Q^1 u^2 + \Psi(D_2 D_1 F) \Psi^{-1}, \quad (14)
\]

and similarly,

\[
D_1 Q^2 = u^1 Q^2 - Q^2 u^1 + \Psi(D_2 D_1 F) \Psi^{-1}. \quad (15)
\]

Hence, \( Q^1 \) and \( Q^2 \) defined as in (13) satisfy

\[
D_1 Q^2 - D_2 Q^1 + [Q^1, u^2] + [u^1, Q^2] = pr \vec{v}_Q(\Delta[u]) = 0 \quad (16)
\]

for any solutions of the ZCC \( \Delta[u] = 0 \). □

Corollary 1. Any generalized symmetry of the ZCC \( \Delta[u] = 0 \) can be written in terms of a gauge function \( S[u] \in \mathfrak{g} \) as

\[
Q^1 = D_1 S + [S, u^1], \quad Q^2 = D_2 S + [S, u^2]. \quad (17)
\]

Proof. Since \( \Psi \) is invertible, it is possible to express any \( \mathfrak{g} \)-valued function \( F[u] \) in terms of a gauge matrix \( S[u] \)

\[
F[u] = \Psi^{-1} S[u] \Psi, \quad D_u F[u] = \Psi^{-1} (D_u S[u] + [S[u], u^\alpha]) \Psi, \quad (18)
\]

so that the characteristic \( Q^\alpha \) of the vector field \( \vec{v}_Q \), defined as in (13), satisfies (17). □
From this corollary, one can construct an infinite set of generalized symmetries. As examples, we give the following symmetries, beginning with the most general:

\[ \bar{v}_{Q_0} = (D_u(S) + [S, u]) \frac{\partial}{\partial u^i} \]

gauge transformation of the LSP

\[ \bar{v}_{Q_i} = u^i_j \frac{\partial}{\partial u^j} \]
translations in \( \xi_i \), \( i = 1, 2 \)

\[ \bar{v}_{Q_1} = D_1(\xi_1 u^1) \frac{\partial}{\partial u^1} + \xi_1 D_1(u^2) \frac{\partial}{\partial u^2} \]
dilation in \( \xi_1, u^1 \)

\[ \bar{v}_{Q_2} = \xi_2 D_2(u^1) \frac{\partial}{\partial u^1} + D_2(\xi_2 u^2) \frac{\partial}{\partial u^2} \]
dilation in \( \xi_2, u^2 \)

\[ \bar{v}_{Q_3} = (D^2_1 u^1 + [D_1 u^1, u^1]) \frac{\partial}{\partial u^1} + (D^2_2 u^2 + [D_1 u^2, u^1]) \frac{\partial}{\partial u^2} \]
generalized symmetry.

(19)

In each of these cases, it is possible to give the explicit form of the function \( F \) with tangent vectors as in (5) as was demonstrated in [16]. In what follows, we assume that the tangent vectors listed below are linearly independent. Then, \( F^i \) for \( i = 1, \ldots, 5 \) are the immersion functions of 2D-surfaces in the Lie algebra \( g \). The surface associated with the gauge symmetry (studied in [7, 17]) is, in terms of \( S[u] \in g \),

\[ F^S = \Psi^{-1} S \Psi, \]

\[ D_u F^S = \Psi^{-1} (D_u S + [S, u]) \Psi. \]

(20)

As noted above, \( F^S \) is in fact an arbitrary surface immersed in the Lie algebra \( g \) and the gauge function \( S[u] \) can be thought of as the representation of the surface in the moving frame defined by conjugation with respect to \( \Psi \in G \).

Below we give several examples of symmetries of the ZCC (1) and the corresponding surfaces, or equivalently the gauges, to which they are associated. The surfaces associated with the symmetries \( \bar{v}_{Q_0} \) and \( \bar{v}_{Q_1} \) are special cases of a more general surface given, in terms of \( S[u] \in g \),

\[ F^S = \Psi^{-1} S \Psi, \]

\[ D_u F^S = \Psi^{-1} (D_u S + [S, u]) \Psi. \]

(20)

The gauge for this surface is

\[ S'[u] = \Psi F^S \Psi^{-1} = r(\xi_1) u^1, \]

and the characteristics \( Q' \) for the vector field \( \bar{v}_{Q_0} \) associated with this gauge are

\[ Q' = D_1 S' + [S', u^1] = D_1 r(\xi_1) u^1, \]

\[ Q^2 = D_2 S' + [S', u^2] = r(\xi_1) D_1(u^2). \]

(23)

In the case that \( r(\xi_1) = 1 \), the vector field \( \bar{v}_{Q_0} \) reduces to \( \bar{v}_{Q_1} \), and the surface is given by

\[ F^1 = \Psi^{-1} D_1 \Psi. \]

If instead the function reduces to \( r(\xi_1) = \xi_1 \), the vector field becomes \( \bar{v}_{Q_1} \), and the surface is

\[ F^3 = \xi_1 \Psi^{-1} D_1 \Psi. \]

Similarly, the surfaces associated with the symmetries \( \bar{v}_{Q_2} \) and \( \bar{v}_{Q_3} \) are special cases of the more general surface,

\[ F^i = s(\xi_2) \Psi^{-1} D_2 \Psi, \]

\[ D_1 F^3 = s(\xi_2) \Psi^{-1} D_2 u^1 \Psi, \]

\[ D_2 F^3 = \Psi^{-1} D_2 (s(\xi_2) u^2) \Psi. \]

(24)
where \( s(\xi_2) \) is an arbitrary function of \( \xi_2 \). The gauge associated with this surface is
\[
S'[u] = \Psi F^3 \Psi^{-1} = s(\xi_2)u^2,
\]
and the characteristics \( Q^a \) for the vector field \( \vec{v}_0 \) which give this particular gauge are
\[
Q^1 = D_1 S' + [S', u^1] = s(\xi_2)D_2(u^1),
Q^2 = D_2 S' + [S', u^2] = D_2(s(\xi_2)u^2).
\]
(25)
The construction of the surfaces \( F^2 \) and \( F^4 \) is similar to that above for the surfaces \( F^1 \) and \( F^3 \) with \( \xi_1 \) replaced with \( \xi_2 \).

The point symmetries associated with the vector fields \( \vec{v}_0, \ldots, \vec{v}_{n-4} \) (translations and scalings) and the surfaces \( F^1, \ldots, F^4 \) were identified in [16].

The final symmetry to be considered as an example is a generalized symmetry
\[
F^5 = \Psi^{-1}D_1 u^1 \Psi,
\]
(26)
\[
D_1 F^5 = \Psi^{-1}(D_1^2 u^1 + [D_1 u^1, u^1]) \Psi, \quad D_2 F^5 = \Psi^{-1}(D_2^2 u^2 + [D_1^2 u^2, u^1]) \Psi.
\]
(27)

It is immediate to see that the tangent vectors to \( F^5 \) satisfy (27). Perhaps less obvious is that the vector field,
\[
\vec{v}_{Q_0} = (D_1^2 u^1 + [D_1 u^1, u^1]) \frac{\partial}{\partial u^1} + (D_2^2 u^2 + [D_1 u^2, u^1]) \frac{\partial}{\partial u^2},
\]
(28)
is in fact a generalized symmetry of \( \Delta[u] = 0 \). Computing the action of the prolongation of the vector field \( \vec{v}_{Q_0} \) on \( \Delta[u] = 0 \), in the coordinates of the extended jet space (2), gives
\[
pr\vec{v}_{Q_0}(\Delta[u]) = u^1_{12} + [u^1_{12}, u^1] + [u^1, u^2] - u^1_{11} - [u^1_{11}, u^1] - [u^2_{11}, u^1]
\]
\[
+ [u^1_{11}, u^2] + [u^1, u^1_{11}] + [u^1_{11}, u^1] + [u^2_{11}, u^1]
\]
\[
= D_1^2(\Delta[u]) + [D_1(\Delta[u]), u^1] - [\Delta[u], u^1]
\]
\[
= 0, \quad \text{whenever} \quad \Delta[u] = 0.
\]

Thus, the vector field \( \vec{v}_{Q_0} \) (28) is a generalized symmetry of \( \Delta[u] = 0 \).

In this section, we have shown how generalized symmetries of the ZCC (1) can be used to construct surfaces whose GMC equations are given by infinitesimal deformations of the ZCC (1). In the process, we were able to characterize all possible symmetries of the ZCC (1) in terms of a gauge transformation of the associated LSP. In the next section, we will consider cases where the ZCC (1) is equivalent to some integrable model and the surfaces associated with such a model. In this case, the form of surfaces obtained is enlarged since the considered symmetries are not only those of the ZCC (1) but also of the integrable model itself. In general, these two classes of symmetries are distinct.

3. Integrable equations and their Lax pairs

Consider a Lax pair representation of an integrable model whose determining equation is equivalent to the ZCC (1). That is, suppose that we are able to parameterize the matrices
\[
\tau(u^a) = U^{\alpha}[\theta] \in \mathfrak{g}
\]
in terms of some set of dependent variables \( \theta^j \) which depend on (possibly a subset of) the independent variables \( \xi^j \). The matrices \( U^{\alpha}[\theta] \) are also allowed to depend on the independent variables themselves, \( \xi^j \) and possibly some space of constants. Define \( N \) to be the jet space associated with \( \theta^j \) and its derivatives and \( \mathcal{B} \) to be the space of smooth functions on this jet.
space, which also depend on a finite number, say \( k \), of constants that take values in some field \( \mathbb{K} \), usually either \( \mathbb{C} \) or \( \mathbb{R} \).

This parameterization induces a mapping between function spaces \( A \) and \( B \)

\[
\begin{array}{ccc}
  u^\alpha & \tau & U^\alpha(\theta) \\
  \downarrow & & \downarrow \\
  A = C^\infty(M) & \tau & B = C^\infty(N \times \mathbb{K}^k),
\end{array}
\]

where the function \( \tau \) is defined by the mapping \( u^\alpha \rightarrow \tau(u^\alpha) \) so that

\[
\tau(f(\xi_1, \xi_2, u^\alpha, u^\beta)) = f(\xi_1, \xi_2, U^\alpha, D_J U^\beta(\theta)) \in B.
\]

Under this mapping, the ZCC (1) is converted into a system of differential equations for the dependent variables \( \theta^j \) denoted

\[
\Omega[\theta] = \tau(\Delta[u]) = D_1 U^1(\theta) - D_2 U^1(\theta) + [U^1(\theta), U^2(\theta)] = 0.
\]

The mapping of the LSP is straightforward. The wavefunctions are written as \( \Phi = \tau(\Psi) \) and satisfy

\[
D_1 \Phi = \tau(a^1) \Phi = U^1(\theta) \Phi, \quad D_2 \Phi = \tau(a^2) \Phi = U^2(\theta) \Phi.
\]

Again, for any generalized symmetry of the system of differential equations \( \Omega[\theta] = 0 \) written in the evolutionary form

\[
\check{w}_R = R'[\theta] \frac{\partial}{\partial \theta^j}, \quad R'[\theta] \in B,
\]

there exists a surface \( F \in g \) whenever the tangent vectors given by

\[
D_1 F = \Phi^{-1}(pr\check{w}_R U^1(\theta)) \Phi, \quad D_2 F = \Phi^{-1}(pr\check{w}_R U^2(\theta)) \Phi
\]

are linearly independent. Here we use \( R \) to denote the characteristic of the vector field \( \check{w}_R \) on the jet space \( N \) to distinguish it from the characteristic \( Q \) of the vector field \( \check{v}_Q \) on the jet space \( M \). The following theorem holds as was first proven in [21].

**Theorem 2.** Suppose that the smooth potential matrices \( U^\alpha(\theta) \in g \) satisfy (31) and \( \Phi \in G \) satisfies the LSP (32). Suppose further that there exists some generalized vector field \( \check{w}_R \) which is a symmetry of (31). Then, there exists a \( g \)-valued function \( F \) whose tangent vectors satisfy (34), which can be written, up to a \( g \)-valued constant, by

\[
F = \Phi^{-1} pr\check{w}_R \Phi
\]

if and only if \( \check{w}_R \) is a symmetry of the LSP (32) in the sense that, for \( \alpha = 1, 2 \),

\[
pr\check{w}_R (D_\alpha \Phi - U^\alpha(\theta) \Phi) = 0, \quad \text{whenever} \quad D_\alpha \Phi - U^\alpha(\theta) \Phi = 0.
\]

To prove this theorem, one need only check that the compatibility conditions for (34) are equivalent to the determining equations for a symmetry of (31). Similarly, it is a direct computation to show that the tangent vectors of \( F \) given by (35) coincide with those given by (34) if and only if (36) holds.

We can consider the parameterization of the matrix functions \( U^\alpha(\theta) \) as the Lax pairs for some integrable differential equations. Below we distinguish three possible choices of parameterizations of potential matrices \( U^\alpha(\theta) \in g \).
• ZCR for PDEs. In this case, suppose that the matrices $U^\alpha$ depend on both the independent variables $\xi_i = x_i$, $i = 1, 2$ and some dependent variables $f^j(x_1, x_2)$, as well as a spectral parameter $\lambda$ such that the ZCC $\Delta[u] = 0$ is equivalent to a system of PDEs independent of the spectral parameter (see e.g. [40, 41])

$$
\tau(\Delta[u]) = D_2 U^1([f], \lambda) - D_1 U^2([f], \lambda) + [U^1([f], \lambda), U^2([f], \lambda)]
$$

$$
= \Omega([f]) = 0. \tag{37}
$$

This was the case treated in [21] where the surface considered were associated with symmetries of the ZCC $\Delta[u] = 0$ and the PDE (37).

• Lax form for ODEs. Suppose now that we have only one independent variable $\xi_1 = x_1$ and several dependent functions of one variable $g^i(x_1)$. The matrices $U^\alpha$ are functions on the jet space defined by $x_1$ and $g^i(x_1)$ and also depend on some spectral parameter $\lambda$ but not on $\xi_2 = x_2$. The ZCC $\Delta[u] = 0$ is thus equivalent to a system of ODEs which is assumed to be independent of the spectral parameter (see e.g. [31])

$$
\tau(\Delta[u]) = - D_1 U^2([g], \lambda) + [U^1([g], \lambda), U^2([g], \lambda)]
$$

$$
= \Omega([g]) = 0. \tag{38}
$$

This is the case treated in [22]. Here again, the surfaces considered were associated with symmetries of the ZCC $\Delta[u] = 0$ and the ODE (38).

• ZCR for ODEs. Suppose now that we have several dependent functions $x^i(t)$ which depend only on one independent variable $\xi_1 = t$. The matrices $U^\alpha$ are functions on the jet space defined by $t$ and $x^i(t)$ and the other independent variable, which here takes the form of a spectral parameter $\xi_2 = \lambda$. In this case, the ZCC $\Delta[u] = 0$ is equivalent to a system of ODEs which is assumed to be independent of the spectral parameter (see e.g. [5])

$$
\tau(\Delta[u]) = D_1 U^1([x], \lambda) - D_1 U^2([x], \lambda) + [U^1([x], \lambda), U^2([x], \lambda)]
$$

$$
= \Omega([x]) = 0. \tag{39}
$$

where $D_1$ and $D_2$ represent the total derivatives with respect to $t$ and $\lambda$, respectively. This is the situation to be treated for the remainder of the paper and the surfaces are defined via symmetries of the ZCC $\Delta[u] = 0$ and the ODE (39).

Note that in the first two cases, the spectral parameter, $\lambda$, enters as a parameter in the LSP (32) whereas, in the third case, it enters as an independent variable in the LSP. Thus, the Sym–Tafel (ST) formula (see e.g. [13, 30, 38, 39]) has a different realization in these cases. In the first two cases, the independent variables are $x_1$ and $x_2$ and the ST formula, given by

$$
F_{ST}(x_1, x_2) = s(\lambda)\Phi^{-1}D_2 \Phi, \tag{40}
$$

is associated with a conformal symmetry in the spectral parameter of equations (37) and (38), respectively. The tangent vectors of the ST formula in these cases are

$$
D_1 F_{ST}(x_1, x_2) = s(\lambda)\Phi^{-1}D_1 \Phi, \quad D_2 F_{ST}(x_1, x_2) = s(\lambda)\Phi^{-1}D_2 \Phi.
$$

On the other hand, in the third case, the independent variables are $t$ and $\lambda$ and the immersion function (in analogy with (40))

$$
F_{ST}(t, \lambda) = s(\lambda)\Phi^{-1}D_2 \Phi \tag{41}
$$

is associated with a symmetry of the ZCC condition (1), which is a linear combination of a conformal symmetry in the spectral parameter $\xi_2 = \lambda$ and a scaling of the potential matrices $u^1$ and $u^2$. The vector field $\vec{v}_2$, associated with this symmetry, has characteristics given by (25) and the tangent vectors of the surface are

$$
D_1 F_{ST}(t, \lambda) = s(\lambda)\Phi^{-1}D_1 \Phi, \quad D_2 F_{ST}(t, \lambda) = \Phi^{-1}D_2 (s(\lambda)U^2) \Phi.
$$
4. Lax pairs for an ODE written in the zero-curvature form

In this section, we will consider specifically case 3 above; that is, ODEs with an independent variable $t$ and dependent variable $x(t)$ which admit Lax pairs $U^\alpha([x], \lambda)$ that satisfy

$$D_t U^\alpha([x], \lambda) - D_x U^\beta([x], \lambda) + \{ U^\gamma([x], \lambda), U^\delta([x], \lambda) \} = 0.$$  \hfill (42)

This type of Lax pair has been considered for Painlevé equations by several authors including those of [10, 18]. Particularly relevant is [5] where the LSP was used to represent the Painlevé equations considered in the following section.

The possible forms of $\vec{v}$ and $\vec{w}$ that satisfy

$$\vec{v} = \Phi^{-1} A([x], \lambda) \Phi, \quad \vec{w} = \Phi^{-1} B([x], \lambda) \Phi,$$  \hfill (43)

where the $\mathfrak{g}$-valued matrices $A$ and $B$ satisfy

$$D_t A - D_x B + [A, U^2] + [U^1, B] = 0.$$  \hfill (44)

Recall that the group-valued function $\Phi = \tau (\Psi)$ satisfies

$$D_t \Phi = U^1 \Phi, \quad D_x \Phi = U^2 \Phi.$$  \hfill (45)

The surfaces to be considered are given by $F([x], \lambda) \in \mathfrak{g}$ with tangent vectors

$$D_t F = \Phi^{-1} A([x], \lambda) \Phi, \quad D_x F = \Phi^{-1} B([x], \lambda) \Phi,$$  \hfill (46)

and

$$D_t A - D_x B + [A, U^2] + [U^1, B] = 0.$$  \hfill (47)

Note that these two classes of symmetries are different. For example, the ZCC admits translation symmetries with respect to the independent variables whereas the integrable equation it is equivalent to may not admit such symmetries. This will be the case for the Painlevé equations considered in the following section.

Using a linear combination of the symmetries in subsection 2.2, the tangent vectors can be written as

$$A([x], \lambda) = \alpha_1 D_t U^1 + \alpha_2 D_x U^1 + \alpha_3 \left( t D_t U^1 + U^1 \right) + \alpha_4 \lambda D_x U^1 + \alpha_5 \left( D_t^2 U^1 + [D_t U^1, U^1] \right) + \alpha_6 \rho r \omega R U^1.$$  \hfill (48)

and

$$B([x], \lambda) = \alpha_1 D_t U^2 + \alpha_2 D_x U^2 + \alpha_3 \lambda D_x U^2 + \alpha_4 \left( \lambda D_x U^2 + U^2 \right) + \alpha_5 \left( D_t^2 U^2 + [D_t U^2, U^1] \right) + \alpha_6 \rho r \omega R U^2.$$  \hfill (49)

where the $\alpha_i$s are constants. We define the Fokas–Gel’fand formula for immersion in Lie algebras to be the immersion function $F$ with tangent vectors given by (43) which are constructed out of a linear combination of symmetries $\vec{v}$ of $\Delta[u] = 0$ and $\vec{w}$ of $\Omega[x] = 0$, as in (48) and (49). In what follows, we will refer to it as such. This formula contains a linear combination of the immersion functions defined by (10) and (35). The integrated form of the surface with tangents defined by (48) and (49) is given by

$$F = \Phi^{-1} \left( \alpha_2 D_t \lambda + \alpha_1 D_t U^1 + \alpha_3 \lambda U^2 + \alpha_5 D_t U^1 + \alpha_6 \rho r \omega R \right) \Phi,$$  \hfill (50)

if and only if $\vec{w}$ is a generalized symmetry of the LSP (32), in the sense of theorem 2.
Note here that on the one hand, there exist exact integrated forms of $F$ for symmetries parameterized by the constants $\alpha_i$ for $i = 1, \ldots, 5$. However, in order to check if the immersion function $F$ given by (50) has the form

$$F' = \tau (\Psi^{-1} pr \vec{v}_Q \Psi),$$

it is required to have a general solution for the wavefunction $\Psi$ so as to verify whether $\vec{v}_Q$ is a symmetry of the LSP (4). For example, only with an exact form of the wavefunction $\Psi$ is it possible to say whether the LSP is invariant under translations in $t$. On the other hand, an integrated form of the surface $F^6$ can be given only in the case that $\vec{w}_R$ is a symmetry of $\Omega[\theta] = 0$ and its transformed LSP (32). In this case, the integrated form is

$$F^6 = \Phi^{-1} pr \vec{w}_R (\Phi).$$

5. Soliton surfaces via Painlevé equations P1, P2 and P3

Next, we present some examples which illustrate the theoretical considerations described in sections 2–4. Various cases of the Painlevé type P1, P2 and P3 equations have been chosen in order to construct associated soliton surfaces whose GMC equations are equivalent to infinitesimal deformations of the Painlevé equations.

5.1. On the application of the method

Here we will briefly describe the present state of the analytic approach for finding soliton surfaces through the Fokas–Gel’fand formula for immersion associated with differential equations. In particular, we focus on difficulties arising in the attempt to explicitly construct surfaces immersed in the Lie algebra. The basic method for solving this problem requires three parts for an explicit representation of the immersion function $F$ (given by (50)), namely

(i) a ZCR of the ODE $\Omega[x] = 0$,
(ii) a generalized symmetry, $\vec{w}_R$, of the ODE $\Omega[x] = 0$,
(iii) a solution $\Phi$ of the LSP (32).

Note here that (i) is always required. However, even without the remaining two conditions some analysis of the induced immersion function $F$ (50) can be performed. For example, without an explicit form of the generalized symmetry it is still possible to consider surfaces associated with terms $\alpha_i$ for $i = 1, \ldots, 5$ in an integrated form (50). Also, the geometry associated with the sixth term in (50) can be computed whenever $R$ satisfies the determining equation for a generalized symmetry of the considered model.

In the third case, if we do not have an explicit form of the wavefunction $\Phi$ it is still possible to consider the geometric characteristics of the surfaces using the Killing form. Since the Killing form is invariant under group conjugation, the metric or pseudo-metric on the tangent vectors (43), with (48) and (49), as well as the normals, defined up to a normalization factor by

$$N = \Phi^{-1} [A, B] \Phi,$$

are independent of the wavefunction $\Phi$. The Killing form [23] is a symmetric bilinear product $B(X, Y)$, given (up to a normalization factor) by

$$B(X, Y) = \frac{1}{2} \text{tr} (X \cdot Y), \quad X, Y \in g.$$
In terms of the basis \{e_1, e_2, e_3\} for sl(2, \mathbb{R}),
\[
e_1 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad e_2 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad e_3 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.
\]
(55)
the matrices \(X\) and \(Y\) can be decomposed as \(X = X^j e_j\) and \(Y = Y^j e_j\) for \(j = 1, 2, 3\) and the scalar product \(B\) defines a pseudo-Euclidean metric as
\[
B(X, Y) = X^j B_{jk} Y^k, \quad B_{jk} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{bmatrix}.
\]
(56)
On \(sl(2, \mathbb{R})\), the Killing form has signature \((2, 1)\) and so induces a pseudo-Euclidean metric on the tangent vectors to the 2D surface given by the immersion function \(F \in sl(2, \mathbb{R})\). With this inner product, the surfaces are pseudo-Riemannian manifolds [14, 12].

5.2. Painlevé P1

In this section, we give several examples of surfaces associated with the Lax pair for the first Painlevé equation, P1,
\[
\begin{align*}
x_{tt} - 6x^2 - t &= 0. \\
\end{align*}
\]
(57)
An LSP for the Painlevé equation P1 (57) is given in terms of the potential matrices \(U^1([x], \lambda)\) and \(U^2([x], \lambda)\) taking values in the Lie algebra \(sl(2, \mathbb{R})\) [27, 29]:
\[
U^1 = \begin{bmatrix} 0 & \lambda + 2x \\ 1 & 0 \end{bmatrix},
\quad U^2 = \begin{bmatrix} -x_t & 2\lambda^2 + 2\lambda x + t + 2x^2 \\ 2(\lambda - x) & x_t \end{bmatrix},
\]
(58)
which satisfy the ZCC
\[
D_t U^1 - D_t U^2 + [U^1, U^2] = (x_{tt} - 6x^2 - t)e_1.
\]
(59)
Thus, there exists a wavefunction \(\Phi\) of the LSP (45) taking values in the group \(SL(2, \mathbb{R})\) if and only if \(x(t)\) is a solution of the P1 equation (57).

Let us consider the surface associated with translation in the variable \(t\):
\[
F^1 = \Phi^{-1} D_t \Phi.
\]
The tangent vectors to the surface are given by (43) with
\[
A = D_t U^1 = \begin{bmatrix} 0 & 2x_t \\ 0 & 0 \end{bmatrix} \in sl(2, \mathbb{R}),
\quad B = D_t U^2 = \begin{bmatrix} -6x^2 - t & 1 + 2\lambda x_t + 4x x_t \\ -2x_t & 6x^2 + t \end{bmatrix} \in sl(2, \mathbb{R}).
\]
The first fundamental form for the surface is
\[
I(F^1) = -4x_t^2 \text{d}x \text{d}\lambda + \left(36x^4 + 12x_t^2 + t^2 - 2x_t - 4x_t^2 - 8x_t^2 \lambda - 8x_t^2 x \right) \text{d}x^2.
\]
Note that the tangent vector \(D_t F^1\) is an isotropic vector. The normal to the surface \(F^1\) is
\[
N = \Phi^{-1} \begin{bmatrix} 1 & -\frac{6x_t^2 + x}{x} \\ 0 & -1 \end{bmatrix} \Phi \in sl(2, \mathbb{R}),
\]
(60)
which allows for the computation of the second fundamental form and the Gaussian and mean curvatures

\[ II(F^1) = 2\pi d\lambda^2 + 8\pi (\lambda - \tau) d\lambda d\tau \]

\[ + 2\pi (\lambda - \tau) \left( 4\pi^2 \lambda + 8\pi^2 \tau - 36\pi^4 + \tau^2 - 12\pi^2 \right) d\lambda d\tau, \]

\[ K(F^1) = \frac{-12\pi^2 \pi + 36\pi^4 + 12\pi^2 \tau + \tau^2}{4\pi^3}, \]

\[ H(F^1) = -\frac{36\pi^4 + 12\pi^2 \tau + \tau^2}{4\pi^3}. \]

Note that all the points on the line \( \lambda = x(t) \), where \( x(t) \) is a solution of the Painlevé equation \( P_1 \), are parabolic points \( (K = 0) \). The umbilical points, where the principal curvatures coincide, on the surface satisfy

\[ H^2 - K = c_2 x_\tau^{-2} + c_3 x_\tau^{-3} + c_4 x_\tau^{-4} + c_5 x_\tau^{-5} + c_6 x_\tau^{-6} = 0, \quad (61) \]

where

\[ c_2 = (\lambda + 2\pi)^2, \quad c_3 = 3\pi, \]

\[ c_4 = -\left( \frac{x + \frac{\lambda}{2}}{2} \right) (6\pi^2 + \tau)^2 + \frac{1}{4}, \]

\[ c_5 = \frac{-1}{4} (6\pi^2 + \tau)^2, \quad c_6 = \frac{1}{16} (6\pi^2 + \tau)^4. \]

It is straightforward to observe that the umbilical points on the surface \( F^1 \) lie on the curves

\[ \lambda = -2\pi + \frac{(6\pi^2 + \tau)^2}{4\pi^2} \pm \frac{1}{4\pi} \sqrt{c_1 (6\pi^2 + \tau)^2 - 12\pi^2 (x_\tau - 1)}, \]

whenever \( x_\tau \neq 0 \).

Next we consider the surfaces \( F^2 \) associated with translation in the spectral parameter \( \lambda \),

\[ F^2 = \Phi^{-1} D_\lambda \Phi. \]

The tangent vectors to the surface are defined as in (43) with

\[ A = D_\lambda U^1 = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \in sl(2, \mathbb{R}), \]

\[ B = D_\lambda U^2 = \begin{bmatrix} 0 & 2 \lambda + 2 \pi \\ 2 & 0 \end{bmatrix} \in sl(2, \mathbb{R}). \]

The first fundamental form associated with this surface is given by

\[ I(F^2) = 2dr d\lambda + 4(\lambda + 2\pi) d\lambda d\tau, \quad (62) \]

Again the tangent vector \( D_\lambda F^2 \) is an isotropic vector. The normal to the surface is

\[ N = \Phi^{-1} e_1 \Phi \in sl(2, \mathbb{R}). \quad (63) \]

Thus, the image of the surfaces \( F^2 \), written in the moving frame defined by the (nonconstant) wavefunction \( \Phi \), lies in a plane. The second fundamental form and Gaussian and mean curvature for this surface are

\[ II(F^2) = -dr^2 + 4(\lambda - 2\pi) d\lambda d\tau + 2(4\lambda^2 + 4\lambda \tau + \tau^2) d\lambda d\tau, \quad (64) \]

\[ K(F^2) = 2(6\lambda^2 + \tau) = 2x_\tau, \quad (65) \]
Note that the Gaussian curvature does not depend on the spectral parameter $\lambda$ and in fact the sign of the second derivative of the solution $x(t)$ of the Painlevé equation P1 (57) determines whether the points of the surface are hyperbolic, elliptic or parabolic. Umbilical points of the surface are determined by

$$H^2 - K = 4(2x + \lambda)^2 - 2(6x^2 + t) = 0,$$

which are exactly the curves

$$\lambda = -2x \pm \frac{\sqrt{6x^2 + t}}{2} = -2x \pm \frac{3x_t}{2}.$$

There are no umbilical points in the regimes where $x_t < 0$.

Let us now consider the surfaces $F^5$ associated with a generalized symmetry of the ZCC, $\Delta[u] = 0$. The surface $F^5$ is given by

$$F^5 = \Phi^{-1} D_t U^1 \Phi,$$

with tangent vectors

$$D,F^5 = \Phi^{-1} (D_t^2 U^1 + [D_t U^1, U^1]) \Phi,$$

$$D,F^5 = \Phi^{-1} (D_t^2 U^2 + [D_t U^2, U^1]) \Phi.$$

For the particular choices of potential matrices $u^a = U^a([x], \lambda)$ as in (58) and (61), the tangents vectors are given as in (43) with

$$A = \left[ \begin{array}{cc} 2x_t & 12x^2 + 2t \\ 0 & -2x_t \end{array} \right] \in sl(2, \mathbb{R}),$$

$$B = \left[ \begin{array}{cc} -4xx_t + 4x_t \lambda & 4x_t^2 \\ 0 & 4xx_t - 4x_t \lambda \end{array} \right] \in sl(2, \mathbb{R}).$$

Although the tangent vectors are linearly independent, the first fundamental form on the surface

$$I(F^5) = 4x_t^2 \left( dx^2 - 2(x - \lambda) dx + 4(x - \lambda)^2 d\lambda^2 \right)$$

is degenerate ($\det(g_{ij}) = 0$) since the normal to the surface is an isotropic vector. Thus, the surface given by the immersion function $F^5$ lies in a plane in the moving frame defined by conjugation by $\Phi$.

Let us now use a generalized symmetry of the ODE (57) to induce the surface. That is, suppose that there exists a generalized vector field in the evolutionary representation

$$\bar{w}_R = R[x] \frac{\partial}{\partial x},$$

which is a symmetry of P1. The determining equation for $R[x]$ is obtained from the second prolongation of the vector field $\bar{w}_R$ applied to the P1 equation

$$D_t^2 R - 12x_t R = 0, \quad \text{whenever } x_t - 6x^2 - t = 0.$$
Thus, the determining equation (70) becomes a linear, analytic second-order PDE for $R$:

$$\frac{\partial^2}{\partial t^2} R + 2\lambda_x \frac{\partial^2}{\partial t \partial x} R + 2(6x^2 + t) \frac{\partial^2}{\partial x^2} R + x_t \frac{\partial^2}{\partial x \partial t} R + 2x_t(6x^2 + t) \frac{\partial^2}{\partial x \partial t} R$$

$$+ (6x^2 + t)^2 \frac{\partial^2}{\partial x^2} R + (6x^2 + t) \frac{\partial}{\partial x} R + (12x x_t + 1) \frac{\partial^2}{\partial x^2} R - 12x R = 0.$$  \hspace{1cm} (71)

The construction of generalized symmetries of the Painlevé equation P1 requires a solution for $R$ as a function of $t, x, x_t$. For equation (71), the Cauchy–Kovalevskaya theorem ensures that analytic solutions exist provided that the initial data are analytic (see e.g. [28, 36]). So, in what follows, we assume that the quantity $R$ is a given function of $t, x$ and $x_t$ satisfying (71).

As proven in section 3, if the vector field $\bar{w}_R$ is a symmetry of the P1 equation (71) then the matrices

$$A = pr \bar{w}_R(U^1) = \begin{bmatrix} 0 & 2 R \\ 0 & 0 \end{bmatrix} \in sl(2, \mathbb{R}),$$

$$B = pr \bar{w}_R(U^2) = \begin{bmatrix} -D_t R & R(2\lambda + 4x) \\ -2 R & D_t R \end{bmatrix} \in sl(2, \mathbb{R}),$$

satisfy (44) and hence there exists a surface $F^6$ with tangent vectors given by (43). The first fundamental form of this surface is

$$I(F^6) = -4R^2 d\lambda d\phi + ((D_t R)^2 - 4R^2 \lambda - 8R^2 x) d\lambda^2.$$ 

Note that, in the surface $F^6$ the tangent vector in the direction $D_t$ is again an isotropic vector. The normal vector

$$N = \Phi^{-1} \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \Phi,$$

allows for the construction of the second fundamental form and Gaussian and mean curvatures

$$II(F^6) = 2R d\lambda^2 + 8R(\lambda + x) d\phi \lambda$$

$$+ \frac{2}{R} (4R^2 \lambda^2 + 4R^2 \lambda x + R^2 t - 2R^2 x^2 - (D_t R)x_t R - (x + \lambda)(D_t R))^2 d\lambda^2,$$

$$K(F^6) = \frac{-1}{R^2} (12R^2 \lambda x + R^2 t - 6R^2 x^2 - (D_t R) x_t R - (D_t R)^2 \lambda + (D_t R)^2 x),$$

$$H(F^6) = \frac{-1}{4R^4} ((D_t R)^2 + 4R^2 \lambda - 16R^2 x).$$

The mean and Gaussian curvatures depend on the Painlevé transcendental P1 and on the solution of its associated determining equation (71). The umbilical points of the surface $F^6$ satisfy

$$H^2 - K = c_4 D_t^4 R + c_2 D_t^2 R + c_1 D_t R + c_0 = 0,$$

where

$$c_4 = \frac{1}{16R^6}, \quad c_2 = -\frac{2x + \lambda}{2R^4},$$

$$c_1 = -\frac{x_t}{R^3}, \quad c_0 = \frac{\lambda^2 + 4\lambda x + 10x^2 + t}{R^2},$$

the solution of which lie on the curves of the surface $F^6$:

$$\lambda = \frac{1}{4} (D_t (\ln R))^2 - 8x \pm \sqrt{x_t D_t (\ln R) - x_t}.$$
5.3. Painlevé P2

In this section, we give several examples of surfaces associated with the Lax pair for the second Painlevé equation P2:

\[ \dot{x}_t = 2x^3 + tx - \alpha. \]  

(72)

A Lax pair for this equation is given by [19, 25]

\[ U^1 = \begin{bmatrix} -\lambda & x \\ x & \lambda \end{bmatrix} \in \mathfrak{sl}(2, \mathbb{R}), \]

\[ U^2 = \begin{bmatrix} 4\lambda^2 - 2x^2 - t & -4\lambda \frac{x}{\lambda} + \frac{\alpha}{\lambda} + 2x \\ -4\lambda \frac{x}{\lambda} + \frac{\alpha}{\lambda} + 2x & -4\lambda^2 + 2x^2 + t \end{bmatrix} \in \mathfrak{sl}(2, \mathbb{R}). \]

First, we consider surfaces \( F^1 \) associated with translation in the \( t \)-direction:

\[ F^1 = \Phi^{-1} D_t \Phi \in \mathfrak{sl}(2, \mathbb{R}). \]  

(73)

The tangent vectors to the surface are defined as in (43):

\[ D_t F^1 = \Phi^{-1} D_t U^1 \Phi, \]

\[ D_t F^2 = \Phi^{-1} D_t U^2 \Phi, \]

with matrices

\[ A = D_t U^1 = \begin{bmatrix} 0 & i\alpha_x \\ -i\alpha_x & 0 \end{bmatrix}, \]

\[ B = D_t U^2 = \begin{bmatrix} -i(1 + 4\alpha_x) & 4i\alpha_x \lambda + 4\alpha^3 - 2x^2 + 2\alpha \\ -4i\alpha_x \lambda + 4\alpha^3 - 2x^2 + 2\alpha & i(1 + 4\alpha_x) \end{bmatrix}. \]

The corresponding first fundamental form of the surface is given by

\[ I(F^1) = x_t^2 dt^2 + 8\lambda x_t^2 dr d\lambda. \]

\[ + (16(x^2 + \lambda^2)x_t^2 + 8\lambda x_t - 4(\alpha - 2x^3 - x^2)^2 + 1)dx^2, \]

\[ \det (g_{ij}(F^1)) = x_t^2 ((1 + 4\alpha x_t)^2 - 4(\alpha - tx - 2x^3)^2). \]

The (unnormalized) normal vector

\[ N(F^1) = \Phi^{-1} \begin{bmatrix} -4x^3 - 2tx + 2\alpha \\ -4\alpha_x - 1 \\ 4\alpha^3 + 2tx - 2\alpha \end{bmatrix} \Phi \]  

(74)

is used to determine the second fundamental forms of the surface

\[ II(F^1) = -2\alpha(1 + 4\alpha x_t)x_t dr^2 + 4\alpha_x (-4\alpha x_t - 2x^2 + 4\lambda^2 - t + 16\alpha x_t \lambda) d\lambda d\lambda. \]

\[ + \lambda^{-1} \begin{bmatrix} 32(\lambda^2 + x^2)(-4x^3 + \alpha x_t)^2 + 8(-6(\lambda^2 + x^2)(-4\alpha^2 + 4\lambda^2 + 2x^2 + 4\lambda^2) + 2\alpha x)_x \\ -2(2\alpha + 1 - 2x^2 - 4x^3)(2\alpha - 1 - 2x^2 - 4x^3)(4\lambda^2 + \alpha) \end{bmatrix} dx^2. \]

From the fundamental forms, it is possible to compute the Gaussian and mean curvatures. The umbilical points on the surface satisfy a polynomial equation in \( \lambda, x \) and \( x_t \). In each case, the formulas are too involved to be presented in an instructive manner.

Consider next the surfaces associated with translation in the spectral parameter \( \lambda \):

\[ F^2 = \Phi^{-1} D_\lambda \Phi \in \mathfrak{sl}(2, \mathbb{R}). \]  

(75)

The tangent vectors to the surface are defined as in (43),

\[ D_t F^2 = \Phi^{-1} D_t U^1 \Phi, \]

\[ D_t F^2 = \Phi^{-1} D_t U^2 \Phi, \]
with matrices

\[ A = D_t U^1 = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix}, \]
\[ B = D_t U^2 = \begin{bmatrix} 8\lambda & -4x - \alpha \lambda^{-2} \\ -4x - \alpha \lambda^{-2} & -8\lambda \end{bmatrix}. \]

The first fundamental form for these surfaces immersed in \( \mathfrak{sl}(2, \mathbb{R}) \) is

\[ I(F^2) = \lambda^2 - 16\lambda^2 \lambda + \left( \frac{\lambda^2}{\lambda^2} + 4\lambda^2 \right) \lambda^2, \]
\[ \det(g_{ij}(F^2)) = \left( \frac{\alpha}{\lambda^2} + 4\lambda^2 \right)^2. \]  

In the moving frame defined by conjugation by the (non-constant) wavefunction \( \Phi \), the normal to the surface is constant and so the images of the immersion function \( F^2 \) is contained in a plane. The second fundamental form, Gaussian and mean curvatures for the surface in \( \mathfrak{sl}(2, \mathbb{C}) \) are given by

\[ II(F^2) = 2x\lambda^2 - 4(4\lambda^2 - \alpha \lambda^{-1}) \lambda + \left( 8\lambda^2 + 2\alpha \lambda^{-2} \lambda^2 + (16\lambda^2 + 4t) \lambda^2 \right) \lambda^2, \]
\[ K(F^2) = \frac{4\lambda^2 \lambda \lambda}{4\lambda^2 + \alpha}, \]
\[ H(F^2) = \frac{4\lambda^2 + \lambda^2 (6\lambda^2 + t) + \alpha \lambda}{4\lambda^2 + \alpha}. \]

Note here the sign of the second derivative of the solution \( x(t) \) of the Painlevé equation \( P_2 \) (57) as well as the square root of the determinant of the metric (76) determines whether the points of the surface are hyperbolic, elliptic or parabolic. The umbilical points of the surface \( F^2 \) satisfy

\[ 16\lambda^8 + 8(6\lambda^2 + t) \lambda^6 + (4\lambda^4 - 4\lambda^2 + 24\alpha + t^2) \lambda^4 + 2\alpha (2t^2 - tx + 2\alpha) \lambda^2 + \lambda^2 = 0. \]

Next, consider surfaces associated with generalized symmetries of the Painlevé \( P_2 \) equation. Since we do not have explicit forms of the wavefunctions \( \Phi \) which satisfy the LSP (32), it is not possible to say whether the integrated form of the immersion function (52) holds. However, the geometry of the surfaces can be studied via the tangent vectors, defined as in (43),

\[ D_t F^6 = \Phi^{-1} (\rho \rho \rho \rho U^1) \Phi, \] \hspace{1cm} (77)
\[ D_t F^6 = \Phi^{-1} (\rho \rho \rho \rho U^2) \Phi. \] \hspace{1cm} (78)

Here \( R \) is the characteristic of the vector field \( \rho \rho \rho \rho \) written in the evolutionary form (33) and hence is required to satisfy the linear determining equation

\[ D_t^2 \rho \rho \rho \rho = 6x\lambda^2 \rho \rho \rho \rho + t \rho \rho \rho \rho, \quad \text{whenever} x_{t} = 2x^3 + tx - \alpha. \] \hspace{1cm} (79)

The matrices in (77) and (78) are given by

\[ A = \rho \rho \rho \rho U^1 = \begin{bmatrix} 0 & R \\ R & 0 \end{bmatrix}, \]
\[ B = \rho \rho \rho \rho U^2 = \begin{bmatrix} -4\lambda R & -4\lambda^2 R + 2D_t (R) \\ -4\lambda R - 2D_t (R) & 4\lambda R \end{bmatrix}. \]

The first fundamental form and the determinant of the induced scalar product are

\[ I(F^6) = R^2 \lambda^2 - 8\lambda R^2 \lambda^2 + 4(\lambda R^2)^2 - 4(\lambda^2 + \lambda^2)^2 \lambda^2, \]
\[ \det(g_{ij}(F^6)) = -4R^2 (\lambda R^2 - 4x^2 R^2). \]
The second fundamental forms and Gaussian and mean curvatures are

\[ II(F^6) = \frac{1}{\sqrt{(D_t R)^2 - 4 x^2 R^2}} \left[ 4 x R^2 \, d \lambda^2 - 8 R (x D_t R + 4 x R x^2 - 2 x^3 R - x^2 R) \, d \lambda + \frac{1}{\lambda} \right. \]
\[ \times \left( (-16 x^3 + 4 x) (D_t R)^2 + 16 x^2 R D_t R \right. \]
\[ \left. - 16 R^2 x ( - x^2 + 2 x^2 \lambda^2 + 4 x - 4 \lambda^2 ) \right] \, d \lambda. \]

\[ K(F^6) = \frac{-1}{(D_t R)^2 - 4 x^2 R^2} R^2 \left( 4 (-4 x^2 \lambda^2 + 4 x - x^2) (D_t R)^2 + 2 x R x_1 (2 \lambda^2 - 2 x^2 - x) D_t R \right. \]
\[ \left. + R^2 x^2 (4 x^3 + 4 x^2 - 24 x^2 \lambda^2 + x + 4 x - 4 \lambda^2 ) \right] \]
\[ H(F^6) = \frac{1}{2 \lambda (D_t R)^2 - 4 x^2 R^2} \left( 8 x \lambda^2 - \alpha \right) (D_t R)^2 + 4 x_1 \lambda^2 R D_t R - 4 x^2 R^2 \left( 10 x \lambda^2 + \lambda^2 - \alpha \right). \]

In particular, we can use classical solutions of P2 to find explicit forms of the soliton surfaces associated with particular solutions. For example, it has been shown in [20] that Painlevé P2 has rational solutions for integer values of \( \alpha \). These rational solutions have recently emerged in studying the small dispersion or semi-classical limit of the KdV and sine-Gordon equations, respectively [6, 11]. Below we list the first two rational solutions of the Painlevé equation P2 (72) along with the characteristic of vector fields, \( R \), which satisfy the determining equation

\[ D_t^2 R - 6 (x^2 + t^2) R = 0 \quad (80) \]

for the given integer values of \( \alpha \):

\[ \alpha = 1 \quad x = t^{-1} \quad R = \sqrt{i} I_1 \left( \frac{2 i}{\sqrt{3}} \right) \]
\[ \quad \text{or} \quad R = \sqrt{i} K_1 \left( \frac{2 i}{\sqrt{3}} \right) \]

and \( \alpha = 2 \quad x = -\frac{2 (\sqrt{3} - 3)}{3 (\sqrt{3} + 4)} \quad R = \frac{1}{\sqrt{(\sqrt{3} + 4) \lambda}} \text{HeunC}(0, -\frac{5}{3}, -\frac{5}{9}, \frac{73}{18}, -\frac{3}{2}) \]
\[ \quad \text{or} \quad R = \frac{1}{\sqrt{(\sqrt{3} + 4) \lambda}} \text{HeunC}(0, \frac{5}{3}, -\frac{5}{9}, \frac{73}{18}, -\frac{3}{2}). \]

Here, \( I_\nu(z) \), \( K_\nu(z) \) are modified Bessel functions [33] and \( \text{HeunC}(\alpha, \beta, \gamma, \delta, \mu, t) \) is a solution of the confluent Heun equation [37]. The graphs of surfaces given by immersion functions \( F^1 \) and \( F^2 \) are displayed in figure 1 for the first two rational solutions of P2.

For the case \( \alpha = \epsilon/2 \) with \( \epsilon^2 = 1 \), a solution of P2 can be written in terms of the Airy function with [2, 20]

\[ x(t) = -\epsilon \frac{d}{dx} \ln \left( \text{Ai}(2^{-1} x) \right), \quad \epsilon^2 = 1, \]

where \( \text{Ai}(\cdot) \) is the Airy function. In this case, \( x(t) \) satisfies the first-order differential equation

\[ x_1 = \epsilon x^2 + \epsilon \frac{t}{2}. \]

The first fundamental forms and normals for surfaces \( F^1 \) and \( F^6 \), in the case \( \alpha = \epsilon/2 \), are given by

\[ I(F^1) = - (2 x^2 + t^2) \left( \frac{1}{4} \, d \lambda^2 - 2 \lambda d \lambda + 4 \lambda^2 d \lambda^2 \right), \]

\[ N(F^1) = \Phi^{-1} \begin{bmatrix} 1 & -1 \\ 1 & -1 \end{bmatrix} \Phi \]

and

\[ I(F^6) = -R^2 (d \lambda^2 - 4 \lambda d \lambda + 4 \lambda^2 d \lambda^2), \]
Figure 1. Surfaces $F^1$ and $F^2$ for rational solutions of P2. The domain of parameterization is chosen to be $t \in [-30, 30], \lambda \in [-30, 30]$ except for an omitted range of $\pm 0.01$ around the singularities $\lambda = 0$ and $t = 0$ for the first rational solution and $t = 0, -2^{1/3}$ for the second rational solution. The viewing window for the graphs are $[-50, 50]^3$ and the axes are the components of surface in the basis (55).

\[ N(F^6) = \Phi^{-1} \begin{bmatrix} 1 & -1 \\ 1 & -1 \end{bmatrix} \Phi, \]  

(87)

respectively. Here $R$ satisfies the determining equation for a symmetry of (83):

\[ D_t R = \epsilon 2xR. \]  

(88)

\[ \Rightarrow \frac{D_t R}{R} = 2 \frac{d}{dt} \ln(Ai(2^{-1/4}t)). \]  

(89)

The solution for this $R$ is given by

\[ R = c Ai(2^{-1/4}t)^2. \]
Note that a solution $R$ of (88) is also a solution of the general determining equation for a symmetry of $P_2$ (80) whenever $x(t)$ is a solution of (83). Indeed,\
\[ D_t^2 R = D_t (\epsilon Z R) = (6x^2 + t)R. \] (90)

The surfaces $F^1$ and $F^6$, obtained from different symmetries, are conformally equivalent and are contained in planes with isotropic normal vectors in the moving frame defined by conjugation by $\Phi$. Note that, with the restriction $\alpha = \epsilon/2$, the ODE (83) and determining equation for $R$ (88) are exactly those required so that the metrics induced by the Killing form on the tangents to the surfaces $F^1$ and $F^6$ are degenerate, i.e. the determinants of the first fundamental forms are zero. As above, the tangent vectors to the surface are linearly independent and so the immersion functions define surfaces instead of curves.

5.4. Painlevé P3

In this section, we consider the cases of the third Painlevé equation P3 which admit point symmetries and their associated surfaces. In these cases, we use the known solutions of the determining equations for the vector field to obtain explicit expressions for the geometry of such surfaces.

The third Painlevé equation, P3, is given by
\[ x_{tt} = (x_t)_{x}^2 - x_t - \frac{1}{t} (\alpha x^2 + \beta) + \gamma x^3 + \frac{\delta}{x}. \] (91)

The LSP is given in terms of the potential matrices $U^1(\lambda, [x])$ and $U^2(\lambda, [x])$ taking values in the Lie algebra $sl(2, \mathbb{R})$ [10, 19, 20]
\[ U^1(\lambda, [x]) = \frac{1}{2} \left[ \begin{array}{cc} \frac{\alpha}{\lambda} + \gamma x & \frac{\beta}{\lambda} - \frac{\delta}{x} \\ \frac{\beta}{\lambda} - \frac{\delta}{x} & \frac{\alpha}{\lambda} + \gamma x \end{array} \right], \]
\[ U^2(\lambda, [x]) = \left[ \begin{array}{cc} \frac{2\alpha x^2 + 2\lambda x^3 + 2\lambda^2 x^4}{x^2(x^2 + \gamma \lambda)} & -\frac{2\lambda^2 y x + 2\lambda x^3 - 2\lambda^2 x^2 - 2\lambda x^2 + x y \lambda}{x^2(x^2 + \gamma \lambda)} \\ -\frac{2\lambda^2 x + 2\lambda x^3 - 2\lambda^2 x^2 - 2\lambda x^2 + x y \lambda}{x^2(x^2 + \gamma \lambda)} & \frac{2\alpha x^2 + 2\lambda x^3 + 2\lambda^2 x^4}{x^2(x^2 + \gamma \lambda)} \end{array} \right], \] (92)

which satisfy the ZCC
\[ \Omega[x] = D_t U^1 - D_t U^2 + [U^1, U^2] \]
\[ = \frac{1}{2} \left( x_{tt} - \frac{(x_t)^2}{x} + \frac{x_{x}}{t} - \frac{1}{t} (\alpha x^2 + \beta) - \gamma x^3 - \frac{\delta}{x} \right) \left[ \begin{array}{cc} \frac{-2\lambda^2 y x}{x^2(x^2 + \gamma \lambda)} & \frac{2\lambda^2 x}{x^2(x^2 + \gamma \lambda)} \\ \frac{2\lambda x^3 - 2\lambda^2 x^2 - 2\lambda x^2 + x y \lambda}{x^2(x^2 + \gamma \lambda)} & \frac{2\lambda x^3 - 2\lambda^2 x^2 - 2\lambda x^2 + x y \lambda}{x^2(x^2 + \gamma \lambda)} \end{array} \right] = 0. \] (93)

It has been shown [20] that one can find solutions of Painlevé P3 under the restrictions $\beta = \delta = 0$ or $\alpha = \gamma = 0$. Consider the former case, $\beta = \delta = 0$. With these restrictions, (85) admits a point symmetry given in the evolutionary form by
\[ \tilde{w}_{R_1} = (x + tx_t) \frac{\partial}{\partial x}. \] (94)

In the case $\alpha = \gamma = 0$, the point symmetry of the reduced equation is
\[ \tilde{w}_{R_2} = (x - tx_t) \frac{\partial}{\partial x}. \] (95)

Below, we consider the two surfaces defined by these symmetries, which we index by a superscript indicating the considered integrable case,
\[ A = pr \tilde{w}_{R_i} (U^1) = \frac{\gamma^2 t x^2 + (\gamma + \alpha) x + \gamma x_t}{2} \left[ \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right] \in sl(2, \mathbb{R}), \] (96)
Figure 2. Surface \( F^6 \) with \( \alpha = 0, \beta = 1, \gamma = 2/5, \delta = 0 \) and a rational solution for P3. The domain of parameterization is chosen to be \( t \in [-30, 30], \lambda \in [-30, 30] \) except for an omitted range of \( \pm 0.01 \) around the singularities \( \lambda = 0 \) and \( t = 0 \). The viewing window for the graph is \([−50, 50]^3\) and the axes are the components of surface in the basis (55).

\[
B = pr\vec{w}_R^1 (U^2) = \frac{\gamma^2t^2x^2 + (\gamma + \alpha)x + \gamma tx}{2} \left[ \begin{array}{cc} t\lambda^{-1} & -\frac{\delta tx + \gamma tx^2}{t\lambda^{-1}} \\ 0 & -t\lambda^{-1} \end{array} \right] \in sl(2, \mathbb{R}),
\]

\[
I(F^{R_1}) = \left( \frac{\gamma^2t^2x^2 + (\gamma + \alpha)x + \gamma tx}{2\lambda^2} \right)^2 (\lambda dt + t\lambda^2),
\]

\[
N(F^{R_1}) = \Phi^{-1} \left[ \begin{array}{cc} 0 & 1 \\ 0 & 0 \end{array} \right] \Phi,
\]

and in the second case

\[
A = pr\vec{w}_R^2 (U^1) = \frac{\delta tx - x\delta + \beta x + \delta^2 t}{2\lambda^2} \left[ \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right] \in sl(2, \mathbb{R}),
\]

\[
B = pr\vec{w}_R^2 (U^2) = \frac{\delta tx - x\delta + \beta x + \delta^2 t}{2\lambda^2} \left[ \begin{array}{cc} t\lambda^{-1} & 0 \\ \frac{\delta tx + \delta^2 t}{\lambda^2 x} & -t\lambda^{-1} \end{array} \right] \in sl(2, \mathbb{R}),
\]

\[
I(F^{R_2}) = \left( \frac{-\delta tx + x\delta + \beta x - \delta^2 t}{4\lambda^2} \right)^2 (\lambda dt + t\lambda^2),
\]

\[
N(F^{R_2}) = \Phi^{-1} \left[ \begin{array}{cc} 0 & 0 \\ 1 & 0 \end{array} \right] \Phi.
\]

As in several of the previous cases, in the moving frame defined by conjugation by the (non-constant) wavefunction \( \Phi \), the surfaces are contained in planes with isotropic normal vectors. Note that the Killing form on the tangents to the surfaces is degenerate, i.e. the determinants of the first fundamental forms are zero; however, the tangent vectors are linearly independent and so the immersion functions define surfaces instead of curves. A graph of the surface \( F^6 \) for the symmetry \( \vec{w}_R^1 \) (95) is given in figure 2.
6. Concluding remarks

The main objective of this paper is to extend the applicability of the Fokas–Gel’fand procedure for constructing explicit soliton surfaces associated with integrable ODEs admitting ZCR. The most important advantage of this method is that it gives effective tools for constructing certain classes of soliton surfaces in a systematic way. It is much simpler and faster than traditional methods and its effectiveness has been demonstrated by the results obtained in section 5 for Painlevé equations P1–P3. At this point, we can summarize our approach for constructing the immersion function for 2D-surfaces immersed in Lie algebras.

- We have provided a general framework for soliton surfaces whose Gauss–Mainardi–Codazzi equations are integrable deformations of the ZCC. This characterization includes three subcases, namely integrable PDEs in the ZCC form, integrable ODEs in the Lax representation and in the ZCC form (see sections 2 and 3).
- We have provided a complete classification of all admissible generalized symmetries of the ZCC using the associated LSP. As a result, we have shown that any 2D surface immersed in a Lie algebra is associated with a generalized symmetry of the ZCC (see section 2, proposition 1 ‘Extracting symmetries from a surface’). As a corollary, we have shown that all generalized symmetries of the ZCC can be written in terms of a gauge function on jet space.
- We have considered in depth the case of ODEs admitting Lax pairs in the zero-curvature form and their associated surfaces, defined either explicitly by their tangent vectors or, when possible, from an explicit integrated form.
- To illustrate these theoretical considerations, we consider Lax pairs for Painlevé equations in the zero-curvature form whose potential matrices take values in the Lie algebra $\mathfrak{sl}(2, \mathbb{R})$. For the considered equations, we explore some geometric characteristics of the surfaces. These include the first and second fundamental forms, whose coefficients are not independent but subject to the differential constraints of the Painlevé equations P1, P2 and P3. The fundamental forms were then used to construct expressions for the Gaussian and mean curvatures for the surfaces; in each case, the Gaussian and mean curvatures are functionally independent. We also computed the umbilical points of several of the surfaces and in each case, the points lie on curves determined by polynomial equations in the spectral parameter. It is interesting to note that several of the obtained surfaces lie in planes in the (non-constant) moving frame defined by conjugation by the wavefunction $\Phi$. In the case of the P2 equation, we also consider specific rational and Airy function solutions. In the first case, for rational solutions, we were able to solve the determining equations for infinitesimal generators of symmetries and consequently the corresponding surfaces are expressed in terms of the Bessel and confluent Heun functions.
- We have described the integrable cases of the P3 equation, their associated point symmetries and their soliton surfaces. We have shown that the tangent vectors to the surfaces are planes conjugated by the (non-constant) wavefunction $\Phi$.

Finally, it is worth noting that the proposed approach for constructing 2D surfaces associated with integrable models can be used ‘in reverse’ to address certain physical problems. Namely, it is sometimes the case that a 2D-surface is known in terms of functions appearing in the physical system for which analytical models are not yet fully developed. Using our approach (proposition 1), it is possible to select an appropriate surface immersed in a Lie algebra and evaluate some geometric properties such as the induced metric, mean curvature and the corresponding Willmore functional. A variational problem of this functional allows
for the straightforward computation of the class of equations describing the physical problem. These applications and further theoretical issues will be explored in our future works.
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