Development of a Tracklet Extraction Engine
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Abstract

An efficient algorithm is required to extract moving objects (asteroids, satellites, and space debris) from enormous data with advances in observational instruments. We have developed an algorithm, tracee, to swiftly detect points aligned as a line segment from a three-dimensional space. The algorithm consists of two steps: First, construct a k-nearest neighbor graph of given points, and then extract colinear line segments by grouping. The proposed algorithm is robust against distractors and works properly even when line segments are crossed. While the algorithm is originally developed for moving object detection, it can be used for other purposes.
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1. Introduction

Solar system small bodies are relatively small objects orbiting around the Sun, such as asteroids, comets, and meteoroids. More than one million objects have been discovered as of August 2020\(^1\). The objects whose peri-helion distances are smaller than 1.3 au are called Near-Earth Objects (NEOs). Their population, orbits, sizes, and compositions provide vital information to understanding the solar system’s evolution (e.g., Granvik et al. 2018, Bottke et al. 2002). Besides, some of them are potentially hazardous to the Earth. Thus, detecting NEOs is crucial as well in the context of planetary defense. However, many NEOs, especially smaller ones, remain undiscovered (e.g., Harris & D’Abramo 2015).

Multiple images of the same field are obtained with some intervals to detect moving objects in optical observations. Moving objects should appear in different positions of the images. A short arc is obtained by connecting such two sources, usually referred to as a tracklet. Connecting multiple tracklets provides a longer track, leading to a more precise orbit determination of a moving object.

Algorithms connecting tracklets have been developed so far. Moving Object Processing System (MOPS; Denneau et al. 2013, Kubica et al. 2007) is the algorithm used in Pan-STARRS, utilizing a tree-based structure to efficiently connect inter-night tracklets. ZTF’s Moving Object Discovery Engine (ZMODE; Masci et al. 2019) is another implementation for Zwicky Transient Facility. ZMODE constructs a "stringlet" (Waszczak et al. 2013) from three or more detections, making the system more robust. HelioLine provides a new idea to this field, where tracklets are connected in a heliocentric frame instead of a geocentric one. Although some algorithms are independent of tracklets (THOR; Moeyens et al. 2021), extracting tracklets is the initial step in moving object discovery.

The cadence of survey observations has increased with advances in observational instruments (e.g., Pan-STARRS, ZFS, ATLAS, ASAS-SN, and EvryScope; Chambers et al. 2016, Magnier et al. 2016, Dekany et al. 2020, Tonry et al. 2018, Kochanek et al. 2017, Law et al. 2015). Video observation is an extreme case (e.g., Tomoe Gozen, OASES, and TAOS2; Sako et al. 2018, Arimatsu et al. 2017, Huang et al. 2021, Lehner et al. 2018). An efficient data reduction process is required due to the enormous amount of data in the video observation. Parallel computing is one solution. Yanagisawa et al. (2005) developed an FPGA board to extract faint tracklets from a sequence of images. This paper presents another solution, developing an efficient algorithm. The proposed algorithm extracts linearly aligned points in a three-dimensional space, a fundamental routine to extract tracklets from video data.

The paper is organized as follows. The design and requirements of the proposed algorithm are described in Section 2. Then, the performances of the algorithm are illustrated in Section 3. Section 4 summarizes the paper. The algorithm we develop is available as open-source software.

2. Algorithm

This study aims to accelerate a process to identify moving object candidates from a sequence of images. Many sophisticated applications are available to extract sources from images (e.g., DAOFIND and Source Extractor; Stetson 1987, Bertin & Arnouts 1996). The list of the extracted sources may contain fixed stars, cosmic rays, and artificial noises, as well as possible moving objects. It is not an easy task to isolate moving object candidates from such distractors. This process can be a bottleneck in moving object extraction.

\(^1\)The number is adopted from the Minor Planet Center (September 21, 2021).
2.2. Procedures

2.2.1. Input and Output

The tracee receives a list containing the source positions and the timestamps of extraction. Hereafter, we call an element of the list a vertex. The input data set $V$ is described as follows:

$$V = \{v_i = \{x_i, y_i, t_i\} \mid i = 0, \ldots, N\},$$  

where $i$ is the index of the source, $v_i$ is the vertex corresponding to the $i$th source, $x_i$ and $y_i$ are the source positions, $t_i$ is the extraction timestamp, and $N$ is the total number of the extracted sources.

The tracklet is defined as a line segment or an edge. We define a baseline as a data structure containing a line segment and associated vertices:

$$b = \{v^s, v^e, w\},$$

where $v^s$ and $v^e$ are respectively the starting and end points of the line segment, $w$ contains the list of the vertices associated with the baseline. The definitions of these elements are described below:

$$\begin{align*}
&v_s = (x_s, y_s, t^s), \\
v_e = (x_e, y_e, t^e), \\
w = \{\theta_1, \theta_2, \ldots, \theta_K\},
\end{align*}$$

where $K$ is the number of the vertices associated with the baseline and $\theta_i$ denotes the index of the vertex. The algorithm is expected to return a set of baselines, $B$:

$$B = \{b_m = \{v^s_m, v^e_m, w_m\} \mid m = 0, \ldots, M\},$$

where $m$ is the index of the baseline and $M$ is the total number of the baselines.

2.2.2. k-Nearest Neighbor Graph

In the first part of the algorithm, we construct a k-nearest neighbor graph (k-NN graph) from the vertices. Every vertex of the k-NN graph has at least $k$ edges to the $k$th nearest vertices. Samples of the k-NN graph are presented in Figure 1. The blue dots represent the vertices. The solid and dashed lines show the k-NN graphs for $k = 1$ and $3$, respectively.

A brute-force construction of a k-NN graph requires a cost of $O(n^2)$, which is not acceptable for large problems. Dong et al. (2011) presented NN-Descent, an efficient algorithm to obtain an approximate k-NN graph, where the construction cost is about $O(n^{1.14})$ and is suitable for parallel computing. An overview of NN-Descent is described in Algorithm 2. The algorithm receives the vertex set $V$ and the order of the graph $k$.

The edge list $E[v]$ handles the edges starting from $v$. The element of $E[v]$ is a pair of the destination $w$ and the distance between $v$ and $w$. At first, $E[v]$ is initialized with arbitrary $k$ vertices with infinity distances. Then, the edge list $E$ is iteratively updated by replacing elements with shorter ones. The algorithm stops when no element is updated.

| Algorithm 1: Overview of tracee |
|---------------------------------|
| **Part 1: k-Nearest Neighbor Graph** |
| **input:** $V = \{v_i\}_{i=1,...,N}$ |
| **output:** $E = \{(v_i, v_j)\}_{i,j\in\{1,...,N\}}$ |
| Construct a k-NN graph $G(V, E)$ from $V$. |
| Merge the bidirectional edges in $E$. |
| Redirect the edges in the chronological order. |
| Remove inappropriate edges in $E$. |
| **return** $E$ |

| **Part 2: Line Segment Grouping** |
| **input:** $E = \{(v_i, v_j)\}_{i,j\in\{1,...,N\}}$ |
| **output:** $B = \{b_m\}_{m=1,...,M}$ |
| Construct a set of baselines $B$ from $E$. |
| Remove short baselines from $B$. |
| Remove baselines with large scatter from $B$. |
| **return** $B$ |

We developed a dedicated algorithm, Tracklet Extraction Engine (tracee), which efficiently extracts moving object candidates from a source list. The tracee is originally developed for an asteroid search but is possibly utilized in other fields. Table A1 describes a basic usage of tracee.
**Algorithm 2: NN-Descent**

```
input : vertex set V, order k
output : k-NN edge list E

foreach v ∈ V do // initialize E
    W ← arbitrary K elements from V.
    foreach w ∈ W do append ⟨w, ∞⟩ to E[v].

loop // iteratively update E
    R ← reverse graph of E.
    foreach v ∈ V do E[v] ← E[v] ∪ R[v].
    c ← False
    foreach v ∈ V do
        foreach u1 ∈ E[v], u2 ∈ E[u1] do
            l ← distance between v and u2
            ⟨v, s⟩ ← largest element of E[v].
            if l < s then
                pop ⟨v, s⟩ from E[v].
                append ⟨u2, l⟩ into E[v].
                c ← True
        if c = False then return E
```

**Fig. 1:** A sample of k-nearest neighbor graph. The blue dots indicate the vertices. The nearest neighbor graph (k=1) is denoted by the red thick lines. The 3-nearest neighbor graph is shown by the gray dashed lines.

NN-Descent has been widely used, and there are already several implementations. While major implementations are well-established and functionally rich, high performance is required by tracee. Thus, we have developed a minimal package to construct a k-NN graph efficiently in a three-dimensional Euclidian space (Oh-sawa 2020a). The core function of the module is written in C++, and an interface for Python is provided. The package, minimalKNN, is available in the Python Package Index as open-source software.

The output of Algorithm 2 is a directed graph. The edges should be in chronological order to trace moving objects. Thus, the bidirectional edges are merged, and the edges are redirected in chronological order. We also remove inappropriate edges whose corresponding velocities are too high. Then, the updated k-NN graph is passed to further analysis.

### 2.2.3. Line Segment Grouping

Linearly aligned edges of the graph are extracted to identify moving object candidates. Jang & Hong (2002) tackled the problem of extracting favorable line segments from a gray-scale image. The proposed algorithm is a fast line segment grouping method; First, edges are extracted by an edge detector. Then, the edges are split into short line segments (hereafter, elementary line segments, ELSs). The algorithm they developed extracts a subset of linearly aligned line segments from a set of ELSs. An overview of the algorithm is described in Algorithm 3.

**Baselines** and an **accumulator** play an essential role in facilitating line segment grouping. The Baselines are line segment candidates obtained by grouping colinear ELSs, while the accumulator is a data structure to search baselines by the position angle. First, each ELS is compared with baselines in the accumulator. Then, if the ELS and the baseline fulfill the similarity criterion, the baseline is updated by embracing the ELS. Otherwise, a new baseline is created from the ELS. Refer to Jang & Hong (2002) for the way to create and update baselines. The definition of the similarity is illustrated in Figure 2. The **argument** is the angle between the ELS and the baseline, the **lateral distance** is the distance perpendicular to the baseline, and the **gap distance** is the separation between the ELS and the baseline projected on the baseline. Second, the same procedure is repeated one more time, but no new baseline is created this time. Finally, similar baselines are merged into a single baseline.

The original algorithm in Jang & Hong (2002) works on non-directional line segments on the two-dimensional plane. Thus, we have extended the algorithm to directional line segments in the three-dimensional space. The
Algorithm 3: Fast ELS Grouping

\begin{verbatim}
input : set of ELSs E
output : set of baselines B

1 foreach e ∈ E do // initialization
2     θ ← Argument(e)
3     c ← False
4 foreach b ∈ A[θ] do
5     if e ∼ b then
6         append e to the members of b
7         c ← True
8     if c = False then
9         generate a baseline b' from e
10        append b' to A[θ].
11 loop // optimization
12 foreach e ∈ E do
13     θ ← Argument(e)
14     c ← False
15 foreach b ∈ A[θ] do
16     if e ∼ b & e ∉ b then
17         append e to the members of b
18         c ← True
19 construct an empty baseline set B
20 foreach b ∈ B do // merge baselines
21     θ ← Argument(b)
22     foreach b ∈ A[θ] do
23         if b ∼ b then
24             b ← merge(b, b)
25             remove b and b from B
26             append b into B
27     B ← B
\end{verbatim}

extended algorithm is named Fast Directed Line Segment Grouping Method (fdls gm). The developed code is published as open-source software (Ohsawa 2020b). The core function of the module is written in C++, and an interface for Python is implemented.

The output of fdls gm may contain unsuccessful baselines which are stochastically grouped as lines. First, the baselines are removed when the number of associated vertices is small. Then, the scatter of the vertices around the baseline is evaluated, and the baselines with large scatter are removed. The remaining baselines are finally returned as the candidates of tracklets.

3. Performance Verification

The performance of tracee is evaluated using mock data. In Section 3.1, we demonstrate the way that the algorithm works. Tracklets are extracted in several different conditions. The scalability of the algorithm is evaluated in Section 3.2 with the different numbers of moving objects.

3.1. Validation with Mock data

Mock data are generated as follows; First, \( n \) artificial moving objects are generated in a field of \( 512 \times 512 \) pixel. The velocities and directions of the moving objects are randomly selected. Next, the positions of the moving objects are measured for continuous 30 frames, while they are disturbed assuming the uncertainty of the position measurement of \( \sigma = 0.2 \) pixel. Then, the measurements are stochastically dropped with a probability of \( p \). Finally, \( m \) distractors are added to the measurements.

The generated mock data are consistently processed with the same parameters. In constructing the \( k \)-NN graph, the number of neighbors \( k \) is set to 10, but only the three shortest edges are adopted. Then, the edges faster than 200 pixel/frame are removed. In the line segment grouping, the argument threshold is set to \( 3^\circ \). The lateral distance threshold is set to 1 pixel. The gaps between baselines are accepted up to three times the baseline lengths. Extracted tracklets are removed when they have less than 10 sources.

Mock data of \( n = 6 \) are illustrated in Figure 3. Panels (1a) and (1b) illustrate the result of Case 1, generated with \( (n, p, m) = (6, 0, 0) \). The source distribution projected on the XY-plane is shown in Panel (1b). The ELSs generated from the sources are illustrated by the thin black arrows in Panel (1b), while the extracted tracklets are shown by the thick blue arrows. All the six moving objects are successfully identified by tracee. A 3-dimensional view of Case 1 is presented in Figure 4.

Panels (2a) and (2b) show the result of Case 2, generated with \( (n, p, m) = (6, 0.5, 0) \). The input moving objects are the same as in the previous case, but about half of the data are randomly removed (see, Panel (2a)). Although the number of ELSs decreases accordingly, all the tracklets are successfully recovered. A 3-dimensional view of Case 2 is presented in Figure 4.

The result of Case 3, generated with \( (n, p, m) = (6, 0, 500) \), is presented in Panels (3a) and (3b). The moving objects are the same as in Case 1, while 500 distracting vertices are randomly appended. The total number of vertices is 680. Thus, a brute force approach will produce 230860 possible line segments. On the other hand, the number of ELSs in Panel (3b) is 1217. The algorithm reduces the number of segments to just 0.5% of those in the brute force approach. The thick blue arrows indicate that all the moving objects are successfully identified as well. A 3-dimensional view of Case 3 is presented in Figure 4.
Fig. 3: Mock data with different situations. The top panels show the data for \( (n, p, m) = (6, 0, 0) \). Panel (1a) shows the source positions projected on the XY-plane, where the symbol colors indicate the frame number. Panel (1b) illustrates the generated elemental line segments (ELSs, the thin black arrows) and the extracted tracklets (the thick blue arrows). The middle and bottom panels illustrate the data generated with \( (n, p, m) = (6, 0.5, 0) \) and \( (6, 0, 500) \), respectively.
Fig. 4: A 3-dimensional views of Case 1 (top left), 2 (top right), and 3 (bottom). The source positions are shown by the circle symbols. The thin gray arrows indicates the ELSs. The retrieved tracklets are shown by the thick blue arrows.

Table 1: Summary of Scalability Test

| N_{obj} | \langle N_{track} \rangle | \langle N_{ELS} \rangle | \langle T_{ELS} \rangle | \langle T_{total} \rangle |
|---------|-----------------|-----------------|-----------------|-----------------|
| 5       | 5               | 617±17          | 16.6±0.7 ms     | 32.1±2.2 ms     |
| 10      | 10              | 878±40          | 26.7±2.4 ms     | 60.3±6.6 ms     |
| 25      | 24.8            | 1577±37         | 59.7±2.9 ms     | 134±5.2 ms      |
| 50      | 49              | 2830±121        | 145±7.7 ms      | 356±31 ms       |
| 100     | 98.2            | 5272±78         | 391±27 ms       | 1.05±0.05 s     |
| 125     | 117.6           | 6505±167        | 539±28 ms       | 1.56±0.09 s     |
| 150     | 136.6           | 7611±53         | 755±25 ms       | 2.13±0.10 s     |
3.2. Scalability

The performance of tracee with different numbers of moving objects is investigated. As in Section 3.1, mock data are generated with \( n = 5, 10, 25, 50, 100, 125, \) and \( 150 \), while \( p \) and \( m \) are fixed to \( 0 \) and \( 200 \), respectively. For each \( n \), five datasets are drawn with different random seeds. All the datasets are processed with the same parameters as in Section 3.2. The calculation was conducted on a laptop with Intel Core i7-6600U (2.60 GHz). The total elapsed time and the elapsed time for creating the k-NN graph are measured using the \%timeit command provided by IPython (Perez & Granger 2007).

The results are summarized in Table 1, where \( N_{\text{obj}} \) is the number of moving objects, \( \langle N_{\text{track}} \rangle \) is the mean number of extracted tracklets, \( \langle N_{\text{ELS}} \rangle \) is the mean number of ELSs, \( \langle E_{\text{ELS}} \rangle \) is the mean elapsed time for creating the k-NN graph, and \( \langle t_{\text{total}} \rangle \) is the mean total elapsed time. In general, the moving objects are successfully identified in every case. Some objects are missed since they are generated around edges and shortly move outside. The detection rate slightly decreases for larger \( N_{\text{obj}} \), mainly because similar tracklets are wrongly merged. Such tracklets can be distinguished by tuning the threshold parameters, but this is beyond the scope of this paper.

Figure 5 shows the elapsed times against the number of the elemental line segments, which is the most appropriate indicator of the problem size. The red circles show the total elapsed times, while the black squares show the elapsed times for generating the k-NN graph. Both elapsed times roughly follow \( t \propto N_{\text{ELS}}^{1.3} \), as shown by the dashed and dot-dashed lines. The figures below the symbols denote the numbers of moving objects. Since \( N_{\text{ELS}} \) is almost proportional to \( N_{\text{obj}} \), the elapsed times approximately follow \( t \propto N_{\text{obj}} \). The same holds for the number of distractors. Thus, Figure 5 indicates that the elapsed times increase at most with \( N_{\text{ELS}}^{1.5} \), which is a representative size of a problem. There is, however, an excess in the total elapsed time around \( N_{\text{ELS}} \sim 8000 \). The excess is possibly attributed to the accumulator. The performance of the accumulator may decrease for such a large \( N_{\text{ELS}} \). More efficient implementation of the accumulator will improve the performance of tracee for larger problems.

3.3. Application to Real Data

Finally, we cite an application of tracee in the Tomo-e Gozen transient survey to attest that the algorithm can deal with actual observational data. Tomo-e Gozen is a wide-field video camera developed in Kiso Observatory, the University of Tokyo, capable of monitoring a sky of 20 square degrees at up to 2 fps (Sako et al. 2018). Kiso Observatory conducts a transient survey using Tomo-e Gozen. The survey is intended to detect short transient objects in the entire observable sky. Tomo-e Gozen obtains 6- or 9-second video data in every pointing with changing observation fields to sweep the entire sky.

We have developed a data reduction pipeline to extract moving objects in the video data obtained by Tomo-e Gozen. The tracee’s parameters are tuned to detect near-earth objects with apparent speeds of \( v \sim 1^\circ\text{s}^{-1} \). The obtained data are automatically processed by dedicated computers installed on Kiso Observatory within a night. The reduction pipeline successfully detects thousands of moving objects a night, including asteroids, artificial satellites, and space debris. From March 2019 to May 2021, 28 near-earth asteroids have been discovered in the survey, showing the applicability of tracee for actual observational data. Detailed analysis of this pipeline’s performance will be presented in a forthcoming paper (Ohsawa et al., in prep).

4. Conclusion

We have developed an efficient algorithm, tracee, to extract linearly aligned points in a three-dimensional space. The algorithm will accelerate identifying tracklets from short video data, which is a fundamental routine in moving object detection.

The algorithm comprises two parts: creating a k-nearest neighbor (k-NN) graph and grouping elemental line segments (ELSs). The first part utilizes an efficient approximate k-NN graph construction method, NN-Descent (Dong et al. 2011). To compose the second part, we extend the fast line segment grouping method (Jang & Hong 2002) to a three-dimensional space. The algorithm successfully identifies tracklets even when data are randomly decimated or are contaminated by distractors. We have confirmed that the algorithm works efficiently; the total elapsed time is approximately proportional to \( N_{\text{ELS}}^{1.5} \), where \( N \) is a representative size of the problem. There is, however, room for improvement for larger problems.

The algorithm is already implemented in the moving object detection system of the Tomo-e Gozen transient...
survey. Thanks to the high performance of `tracee`, obtained data are processed almost in real-time. As of June 2021, 28 near-earth asteroids have been discovered. Although `tracee` is originally developed to detect asteroids, artificial satellites, and space debris from astronomical video data, the algorithm is potentially useful in other fields, such as tracing ejecta's movement in an impact experiment.

The core functions of `tracee` are written in C++, and the interfaces for Python are implemented. `tracee` itself is implemented in Python and is made public as open-source software under the MIT license. The source code is hosted in a Bitbucket repository\(^2\), and the package is available in the Python Package Index, PyPI (Ohsawa 2021).
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Table A1: A short example of tracee

```python
#!/usr/bin/env python
# -*- coding: utf-8 -*-
import numpy as np
import tracee

# Load the data table.
# The table should have three columns.
filename = 'sample/mockdata_N006F030D500d00_b7e8.txt'
data = np.loadtxt(filename)

# Generate a parameter set.
param = tracee.default_parameters()
param.limit = 10  # Set the minimum number of points to 10.

# Call tracee.extract to identify tracklets.
# The function returns a list of Tracklet instances.
# The Tracklet instance contains
# - tail: the starting point.
# - head: the terminal point.
# - members: a list of the associated points.
tracklet = tracee.extract(data, n_neighbor=3, param=param)
```