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Abstract: This paper includes an original self contained proof of well-posedness of an initial-boundary value problem involving a non-local parabolic PDE which naturally arises in the study of derivative pricing in a generalized market model. We call this market model a semi-Markov modulated market. Although a wellposedness result of that problem is available in the literature, but this recent paper has a different proof. Here the existence of solution is established without invoking mild solution technique. We study the well-posedness of the initial-boundary value problem via a Volterra integral equation of second kind. The method of conditioning on stopping times was used only for showing uniqueness. Furthermore, in the present study we find an integral representation of the PDE problem which enables us to find a robust numerical scheme to compute derivative of the solution. This study paves for addressing many other interesting problems involving this new set of PDEs. Some derivations of external cash flow corresponding to an optimal strategy are presented. These quantities are extremely important when dealing with an incomplete market. Apart from these, the risk measures for discrete trading are formulated which may be of interest to the practitioners.
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1 Introduction

In the literature of derivative pricing, consideration of an incomplete market as underlying, is quite common. In such a market there may be no self financing hedging strategy which can replicate a given legitimate claim at the maturity. Hence pricing problem is rather involved. Nevertheless for an incomplete market, there are several different approaches to formulate a price. Here we focus on the local risk minimization approach as given in Föllmer & Sondermann [1986]; Schweizer [1990]; Schweizer [1991]; Schweizer [1992] and Schweizer [2001]. In this approach, to hedge a claim, theoretically, one adopts a particular dynamic strategy which replicates the claim at the maturity by allowing additional cash flow while performing a continuous trading. This particular strategy is the one which minimizes a certain measure of the accumulated cash flow, more specifically it minimizes a functional known as quadratic residual risk (QRR) under a certain set of constraints. This specific minimizing strategy is known as the optimal hedging. Existence of such strategy
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is derived in the literature mentioned above. It is also shown in Föllmer and Schweizer [1991] that the existence of an optimal hedging is equivalent to that of Föllmer Schweizer decomposition of the relevant discounted claim. Most interestingly the price function in the above sense often satisfies a well posed Cauchy problem provided the underlying market is a suitable generalization of geometric Brownian motion GBM. Therefore, for some particular market models one can actually solve associated differential equation to obtain the price and optimal hedging of a suitable claim. And thus, one can compute the minimized QRR.

To retain mathematical tractability we consider a reasonably general class of market models which also includes GBM and Markov modulated GBM model as special cases. A regime switching market model is one where the market parameters are assumed to vary with time as a stochastic process with finite states. Nevertheless, the dependence of underlying assets on these parameters are similar to that of GBM Basak et al. [2011]; Buffington & Elliott [2002]; Deshpande & Ghosh [2008]; Dimasi et al. [1994]; Guo & Zhang [2004]; Mamon & Rodrigo [2005] and Joberts & Rogers [2006]. We consider a regime switching market model where the parameters follow a semi-Markov process. We call this model a semi-Markov modulated GBM model. There are some statistical results in the literature (see Hunt & Devolder [2011] and the references therein for more details) which emphasize the advantage of use of semi-Markov switching models over simple homogeneous Markov switching models. In fact memoryless property of Markov processes is rather restricted whereas, semi-Markov processes provide interesting simple and flexible alternative. For example it is mainly useful to deal with the impact of a changing environment (i.e. the business cycle), which exhibits duration dependence. This motivates us to consider this generalization.

Option pricing in a semi-Markov modulated market using Föllmer Schweizer decomposition is studied in Ghosh & Goswami [2009]. There it is shown that the price function satisfies a non local system of parabolic PDE. In this paper we show that the same price function also satisfies a Volterra integral equation of second kind. Furthermore we show that the PDE in Ghosh & Goswami [2009] is equivalent to the Volterra equation of this paper. In the Subsection 3.2 we present a rigorous proof of existence and uniqueness of the solution of both of the equations and their equivalence. In many papers, dealing with regime switching markets, a special case of this PDE arises Basak et al. [2011]; Deshpande & Ghosh [2008]; Dimasi et al. [1994] and Mamon & Rodrigo [2005]. Owing to the simplicity of the special case, generally authors refer to some standard results in the theory of parabolic PDE for existence and uniqueness issues. But in its general form which arises in this paper, no such ready reference is available. So, we produce a self contained proof using Banach fixed point theorem.

Apart from a purely mathematical interest, the results presented in the Subsection 3.2 also help to compute price and hedging functions numerically. A robust numerical scheme for hedging is derived from the integral equation. This in turn induces us to study the optimal hedging from the perspective of a discrete trader. Although in reality only the discrete trading takes place, but for the sake of mathematical tractability, continuous trading is assumed in most of the mathematical models. Owing to the mathematical intractability of discrete trading, we consider a real trader who performs discrete trading by closely following price and hedging suggestions from the theory of continuous trading. Needless to mention that such practice must lead to nonreplicability of the claim and a greater extra cash flow than that obtained in the theory of continuous trading. We find it interesting to formulate a risk measure which takes care of both, and can be computed for any specific market. We call that as practitioners measure (PM). PM is not a particular risk functional but a particular measurement of given risk functional by taking care of occurrence time of discrete trading. Our formula for PM, involves the optimal hedging function. Hence it is essential to have
a robust numerical method of computing optimal hedging.

In this paper, we also compute QRR of optimal hedge of a European call option in a semi-Markov modulated GBM market. We notice that although consideration of QRR as a measure of cash flow makes the problem mathematically tractable, but it overestimates the actual risk. The actual risk is generally regarded as the NPV(net present value) of borrowing external money. To study the difference, we introduce a functional which measures only the cash inflow. We compute this quantity corresponding to the optimal hedge and compare that with QRR.

The rest of this paper is arranged in the following manner. Following Föllmer and Schweizer [1991] we present a brief description of locally risk minimizing hedging in a general incomplete market in Section 2. The description of the market model, under consideration, is presented in Section 3. This section also contains the derivation of risk minimizing price and hedging of European call option. In section 4, formulae of different risk measures are obtained for this specific market model. Finally Section 5 deals with computational aspects of the theoretical formulae.

2 Preliminaries

Let a market consist of two assets \( \{S_t\}_{t \geq 0} \) and \( \{B_t\}_{t \geq 0} \) where \( S_t \) and \( B_t \) are continuous semi-martingales and \( B_t \) is of finite variation. An admissible strategy is a dynamic allocation to these assets and is defined as a predictable process \( \pi = \{\pi_t = (\xi_t, \varepsilon_t), 0 \leq t \leq T\} \) which satisfies conditions, given in (A1) below. The components \( \xi_t \) and \( \varepsilon_t \) denote the amounts invested in \( S_t \) and \( B_t \) respectively at time \( t \). The value of the portfolio at time \( t \) is given by

\[
V_t = \xi_t S_t + \varepsilon_t B_t. \tag{1}
\]

Here we assume

(A1) (i) \( \xi_t \) is square integrable w.r.t \( S_t \),
(ii) \( E(\varepsilon_t^2) < \infty \),
(iii) \( \exists a > 0 \) s.t. \( P(V_t \geq -a, t \in [0, T]) = 1 \).

Let \( C_t \) be the accumulated additional cash flow due to a strategy \( \pi \) at time \( t \). Then \( V_t \) can also be written as sum of two quantities, one is the return of the investment at an earlier instant \( t - \Delta \) and the other one is the instantaneous cash flow \( (\Delta C_t) \).

\[
\text{ie. } V_t = \xi_{t-\Delta} S_t + \varepsilon_{t-\Delta} B_t + \Delta C_t \tag{2}
\]

or

\[
\Delta C_t = S_t(\xi_t - \xi_{t-\Delta}) + B_t(\varepsilon_t - \varepsilon_{t-\Delta})
\]

which is different from \( S_t(\xi_t - \xi_{t-\Delta}) + B_t(\varepsilon_t - \varepsilon_{t-\Delta}) \). The above observation indicates that the external cash flow can be represented as a stochastic integral (but not in Itô sense) resembling to \( S_t d\xi_t + B_t d\varepsilon_t \). It would have the same integrator and integrand but should be defined by taking the right end points instead of left end points unlike the Itô integral. However, here we confine ourselves in the formalism of Itô calculus only. In order to derive an expression using Itô integrals, we note that the equations (1) and (2) lead to the following discrete equation

\[
V_t - V_{t-\Delta} = \xi_{t-\Delta}(S_t - S_{t-\Delta}) + \varepsilon_{t-\Delta}(B_t - B_{t-\Delta}) + \Delta C_t
\]

or equivalently the SDE

\[
dV_t = \xi_t dS_t + \varepsilon_t dB_t + dC_t. \tag{3}
\]
This observation essentially makes the following (see Shiryaev [1999] for details) definition, which is standard in the literature, self explanatory.

**Definition 2.1.** A strategy \( \pi = (\xi, \varepsilon) \) is defined to be self financing if
\[
d V_t = \xi_t dS_t + \varepsilon_t dB_t, \quad \forall t \geq 0.
\]

Now using integration by parts rule of Itô integration, we deduce from (1)
\[
d V_t = \xi_t dS_t + \varepsilon_t dB_t + S_t d\xi_t + B_t d\varepsilon_t + d\langle S, \xi \rangle_t + d\langle B, \varepsilon \rangle_t.
\]
By comparing this with equation (3) we get
\[
d C_t = S_t d\xi_t + B_t d\varepsilon_t + d\langle S, \xi \rangle_t + d\langle B, \varepsilon \rangle_t. \tag{4}
\]
Since, \( B_t \) is of finite variation and of continuous path, we derive
\[
B_t d\langle {S^*}, \xi \rangle_t = d\langle BS^*, \xi \rangle_t + \xi_t d\langle S^*, B \rangle_t - d\langle S^*, \xi, B \rangle_t
\]
where \( S_t^* := B_t^{-1}S_t \). Thus using (1) and above identity, equation (4) gives
\[
d C_t = S_t d\xi_t + B_t d\varepsilon_t + d\langle S, \xi \rangle_t + d\langle B, \varepsilon \rangle_t
\]
or,
\[
\frac{1}{B_t} d C_t = d V_t^* - \xi_t d S_t^*. \tag{5}
\]
The process \( C_t^* := C_0^* + \int_0^t \frac{1}{B_t} d C_t \), for obvious reason, is called the discounted cost process which gives the net present value at \( t = 0 \) of the accumulated additional cash flow up to time \( t \). If a strategy \( \pi \) is self-financing, clearly \( C_t^* (\pi) = \text{constant} \) and hence one has from (5),
\[
d V_t^* = \xi_t d S_t^*.
\]

Often we encounter some market models where the class of self financing strategies is inadequate to ensure a perfect hedge for a given claim. Such markets are called incomplete. In such a market an optimal strategy is an admissible hedging strategy, need not be self financing, for which the quadratic residual risk, a measure of the cash flow which would be specified in due course, is minimized subject to a certain constraint (see Föllmer and Schweizer [1991] for more details). It is shown in Föllmer and Schweizer [1991] that if the market is arbitrage free, the existence of an optimal strategy for hedging an \( \mathcal{F}_T \) measurable claim \( H \), is equivalent to the existence of Föllmer Schweizer decomposition of discounted claim \( H^* := B_T^{-1}H \) in the form
\[
H^* = H_0 + \int_0^T \xi_t^{H^*} d S_t^* + L_T^{H^*},
\]
where \( H_0 \in L^2(\Omega, \mathcal{F}_0, P), L_T^{H^*} = \{ L_t^{H^*} \}_{0 \leq t \leq T} \) is a square integrable martingale starting with zero and orthogonal to the martingale part of \( S_t \), and \( \xi_t^{H^*} = \{ \xi_t^{H^*} \} \) satisfies A1 (i). Further \( \xi_t^{H^*} \) appeared
in the decomposition, constitutes the optimal strategy. Indeed the optimal strategy \( \pi = (\xi_t, \varepsilon_t) \) is given by
\[
\xi_t := \xi_t^{H^*}, \\
V_t^* := H_0 + \int_0^t \xi_u dS_u^* + L_t^{H^*}, \\
\varepsilon_t := V_t^* - \xi_t S_t^*,
\]
and \( B_t V_t^* \) represents the pseudo locally risk minimizing price at time \( t \) of the claim \( H \). Hence the Föllmer Schweizer decomposition is the key thing to verify to settle the pricing and hedging problems in any given market (including incomplete).

3 Market model and optimal hedging

3.1 Description of market model

Let \((\Omega, \mathcal{F}, P)\) be the underlying complete probability space. Let the hypothetical state of the market be observable and modeled by \( X = \{X_t\}_{t \geq 0} \), a semi-Markov process on a finite state space \( \mathcal{X} = \{1, 2, \ldots, k\} \) with transition probabilities \((p_{ij})\) and conditional holding time distributions \( F(\cdot \mid i) \). That is, if \( 0 = T_0 < T_1 < T_2 < \cdots \) are time instances of consecutive transitions, then
\[
P(X_{T_{n+1}} = j, T_{n+1} - T_n \leq y \mid X_{T_n} = i) = p_{ij} F(y \mid i).
\]

We take the spot interest rate as the basis of locally risk free asset model and we assume that the interest rate \( r_t \) evolves over time depending on the state of the market. Apart from this locally risk free money market account we further assume that the market consists only one stock as a risky asset. Let \( \{B_t\}_{t \geq 0} \) be the price of money market account at time \( t \) where, spot interest rate is \( r_t = r(X_t) \) and \( B_0 = 1 \). We have \( B_t = e^{\int_0^t r(X_u)du} \). Let \( \{S_t\}_{t \geq 0} \) be the price process of the stock, which is governed by a semi-Markov modulated GBM i.e.,
\[
dS_t = S_t (\mu(X_t)dt + \sigma(X_t)dW_t), \quad S_0 > 0
\]
where \( \{W_t\}_{t \geq 0} \) is a standard Wiener process independent of \( \{X_t\}_{t \geq 0} \), \( \mu : \mathcal{X} \to \mathbb{R} \) is the drift coefficient and \( \sigma : \mathcal{X} \to (0, \infty) \) corresponds to the volatility. Let \( \mathcal{F}_t \) be a filtration of \( \mathcal{F} \) satisfying usual hypothesis and right continuous version of the filtration generated by \( X_t \) and \( S_t \). Clearly the solution of the above SDE is an \( \mathcal{F}_t \) semimartingale with almost sure continuous paths. It is shown in [Ghosh & Goswami 2009] that this market model admits existence of an equivalent martingale measure. Hence under admissible strategy the market is arbitrage free.

Here the stock price is governed by two sources of uncertainties arising due to the driving Brownian motion, and the semi-Markov switching. The resulting market becomes incomplete hence the option pricing is rather involved. We know that in a complete market every contingent claim can be replicated by a self-financing strategy but this is not the case in an incomplete market. To price a claim \( H \) of European type in the above incomplete market, we would consider the pseudo locally risk minimizing pricing approach by Föllmer and Schweizer, i.e., decomposition of type \((7)\) and then show that the strategy, thus obtained is admissible.

We represent the semi-Markov process \( \{X_t\} \) as a stochastic integral with respect to a Poisson random measure which would play an important role later. We make the following assumptions which will be in effect throughout the paper.
(A2) (i) The transition matrix \((p_{ij})\) is irreducible.

(ii) For each \(i\), \(F(\cdot \mid i)\) has bounded and continuously differentiable derivative \(f(\cdot \mid i)\).

(iii) \(f(y \mid i) \neq 0\) for \(y > 0\).

Embed \(\mathcal{X}\) in \(\mathbb{R}^k\) by identifying \(i\) with \(e_i \in \mathbb{R}^k\). For \(y \in [0, \infty)\), \(i, j \in \mathcal{X}\) let

\[
\lambda_{ij}(y) := p_{ij} \frac{f(y \mid i)}{1 - F(y \mid i)} \geq 0 \text{ for } i \neq j, \\
\lambda_{ii}(y) := - \sum_{j \in \mathcal{X}, j \neq i} \lambda_{ij}(y) \text{ for } i \in \mathcal{X}.
\]

(9)

For \(i \neq j \in \mathcal{X}\), \(y \in \mathbb{R}_+\), let \(\Lambda_{ij}(y)\) be the consecutive (with respect to the lexicographic ordering on \(\mathcal{X} \times \mathcal{X}\)) left closed and right open intervals of the real line, each having length \(\lambda_{ij}(y)\). Define the functions \(h : \mathcal{X} \times \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}^k\) and \(g : \mathcal{X} \times \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}_+\) by

\[
h(i, y, z) := \begin{cases} 
    j - i & \text{if } z \in \Lambda_{ij}(y) \\
    0 & \text{otherwise},
\end{cases}
\]

(10)

\[
g(i, y, z) := \begin{cases} 
    y & \text{if } z \in \Lambda_{ij}(y) \text{ for some } j \neq i \\
    0 & \text{otherwise}.
\end{cases}
\]

(11)

We show in Theorem 3.1 that \(\{X_t\}_{t \geq 0}\) can be described by the following system of stochastic integral equations

\[
X_t = X_0 + \int_0^t \int_{\mathbb{R}} h(X_u, Y_u, z) \varphi(du, dz) \\
y_t = t - \int_0^t \int_{\mathbb{R}} g(X_u, Y_u, z) \varphi(du, dz)
\]

(12)

where the integrations are over the interval \((0, t]\) and \(\varphi(dt, dz)\) is the Poisson random measure with intensity \(dt \, dz\), independent of \(X_0\).

**Theorem 3.1.** The process \(\{X_t\}\) defined in (12) is a semi-Markov process with transition probability matrix \((p_{ij})\) and conditional holding time distributions \(F(y \mid i)\).

**Proof.** From (12) it is clearly seen that \(X_t\) is a right continuous (since the integrations are over \((0, t]\) jump process taking values in \(\mathcal{X}\). Again from (10), (11) and (12) for a fixed \(\omega \in \Omega\), \(\{X_t(\omega)\}\) has a jump at \(t_0\) to a state \(j\) if and only if \(\varphi \left( \{t_0\} \times \Lambda_{X_{t_0}(\omega)j}(Y_{t_0}(\omega)) \right) (\omega) \neq 0\). By using this inductively for each jump, we see that, \(Y_{t_0}(\omega) = 0\) if and only if \(\{X_t(\omega)\}\) has a jump at \(t_0\). Let \(T_n\) denote the time of \(n\)-th jump of \(X_t\), whereas \(T_0 := 0\) and \(\tau_n := T_n - T_{n-1}\). For a fixed \(t\), let \(n(t) := \max \{n : T_n \leq t\}\). Thus \(T_{n(t)} \leq t < T_{n(t)+1}\) and \(Y_t = t - T_{n(t)}\). Hence, using the property of Poisson random measure

\[
P( \text{No jump in } (T_n, T_{n} + y] \mid \mathcal{F}_{T_n}) = P \left( \varphi \left( \bigcup_{0 < s \leq y} \left( \{T_n + s\} \times \bigcup_{j \neq X_{T_n}} \Lambda_{X_{T_n}j}(s) \right) \right) = 0 \right) = \exp \left( - \int_0^y \sum_{j \neq X_{T_n}} \lambda_{X_{T_n}j}(s) ds \right).
\]
Again, from (9), we have
\[
\frac{d}{dy} F(y \mid i) = (1 - F(y \mid i)) \sum_{j \neq i} \lambda_{ij}(y) \quad \text{for any } y > 0, \ i \in \chi;
\]
which gives
\[
\exp \left( - \int_0^y \sum_{j \neq i} \lambda_{ij}(s) ds \right) = 1 - F(y \mid i).
\]
Thus
\[
P(\tau_n + 1 \leq y \mid F_{T_n}) = F(y \mid X_{T_n}). \tag{13}
\]
Then using Markovity of \{(X_t, Y_t)\}_{t \geq 0}
\[
P(X_{T_{n+1}} = j \mid F_{T_{n+1}^-}) = P(X_{T_{n+1}} = j \mid X_{T_{n+1}^-} = X_{T_n}, Y_{T_{n+1}^-} = T_{n+1} - T_n)
\]
\[
= P\left[ \int_{\mathbb{R}} h(X_{T_n}, T_{n+1} - T_n, z) \varphi(\{T_{n+1} - T_n\} \times dz) = j - X_{T_n} \mid \right.
\]
\[
\left. \int_{\mathbb{R}} h(X_{T_n}, T_{n+1} - T_n, z) \varphi(\{T_{n+1} - T_n\} \times dz) \neq 0 \right]
\]
\[
= P[\varphi(\{T_{n+1} - T_n\} \times \Lambda_{X_{T_n}, j}(T_{n+1} - T_n) \neq 0 \mid \varphi(\{T_{n+1} - T_n\}
\]
\[
\times \Lambda_{X_{T_n}, j}(T_{n+1} - T_n) \neq 0 \text{ for some } j)]
\]
\[
= \frac{1}{\mid \cup_{j \neq i} \Lambda_{X_{T_n}, j}(T_{n+1} - T_n) \mid}
\]
\[
= \lambda_{X_{T_n}, j}(T_{n+1} - T_n)
\]
\[
= \frac{\sum_{j \neq X_{T_n}} \lambda_{X_{T_n}, j}(T_{n+1} - T_n)}{\lambda_{X_{T_n}, j}(T_{n+1} - T_n)}
\]
\[
= p_{X_{T_n}, j}
\]
\[
= P(X_{T_{n+1}} = j \mid X_{T_n}). \tag{14}
\]
We also have
\[
P(X_{T_{n+1}} = j, \tau_{n+1} \leq y \mid F_{T_n}) = \int_0^y \exp \left( - \int_0^u \sum_{j \neq X_{T_n}} \lambda_{X_{T_n}, j}(t) dt \right) \lambda_{X_{T_n}, j}(u) du
\]
\[
= \int_0^y (1 - F(u \mid X_{T_n})) p_{X_{T_n}, j} \frac{f(u \mid X_{T_n})}{1 - F(u \mid X_{T_n})} du
\]
\[
= p_{X_{T_n}, j} F(y \mid X_{T_n}).
\]
The above equation along with (13) and (14) proves the theorem.

3.2 B-S-M type equation for European call price

Now onward we consider a particular contingent claim i.e., a European call option on \{S_t\} with strike price \(K\) and maturity time \(T\). In this case the \(F_T\) measurable contingent claim \(H\) is given by
\[
H = (S_T - K)^+.
\]
To find an optimal hedging strategy for this claim in the semi-Markov modulated market, we consider the following system of (integro-partial) differential equations given by

\[
\frac{\partial}{\partial t} \varphi(t, s, i, y) + \frac{\partial}{\partial y} \varphi(t, s, i, y) + r(i)s \frac{\partial}{\partial s} \varphi(t, s, i, y) + \frac{1}{2} \sigma^2(i) s^2 \frac{\partial^2}{\partial s^2} \varphi(t, s, i, y) + \frac{f(y | i)}{1 - F(y | i)} \sum_{j \neq i} \rho_{ij} [\varphi(t, s, j, 0) - \varphi(t, s, i, y)] = r(i) \varphi(t, s, i, y),
\]

(16)

defined on

\[
D := \{(t, s, i, y) \in (0, T) \times \mathbb{R}_+ \times \mathcal{X} \times (0, T) \mid y \in (0, t)\},
\]

and with conditions

\[
\varphi(t, 0, i, y) = 0 \quad \forall t \in [0, T] \\
\varphi(T, s, i, y) = (s - K)^+; \quad s \in \mathbb{R}_+; \quad 0 \leq y \leq T; \quad i = 1, 2, \ldots, k
\]

(18)

where \(r(\cdot), \sigma(\cdot), (\rho_{ij}), f(\cdot | i)\) and \(F(\cdot | i)\) are as in Section 3.1. We would show, in the next subsection that the solution of (16)-(18) gives the locally risk minimizing price function of the European call option (15). But before that, it remains to establish the existence and uniqueness of solution of the above non local differential equation. This we accomplish in two steps. First in the following lemma we consider a Volterra integral equation of second kind and establish existence and uniqueness result of that. Then we show in couple of Propositions, that the PDE and the IE problems are “equivalent”. Thus we obtain the existence and uniqueness of the PDE in Theorem 3.5 at the end of this subsection.

**Lemma 3.2.** Consider the following integral equation

\[
\varphi(t, s, i, y) = \frac{1 - F(T - t + y | i)}{1 - F(y | i)} \eta_i(t, s) + \int_0^{T-t} e^{-r(i)v} f(y + v | i) \times \sum_j \rho_{ij} \int_0^{\infty} \varphi(t + v, x, j, 0) e^{\frac{-1}{2}((\ln(x) - r(i) - \frac{\sigma^2(i) v}{2}) \sigma(i) v)^2} dx dv
\]

(19)

with \(\varphi(t, 0, i, y) = 0 \forall t \in [0, T], i \in \chi, y \in [0, t]\)

(20)

where \(\eta_i(t, s)\) is the standard Black-Scholes price of the same European call option with fixed interest rate \(r(i)\) and volatility \(\sigma(i)\). Then

i. the problem (19)-(20) has unique solution with at most linear growth in \(s\) variable and the solution is non-negative.

ii. the solution of the integral equation is in \(C^{1,2,1}(D)\).

**Proof.** (i) We first note that a solution of (19)-(20) is a fixed point of the operator \(A\) and vice versa, where

\[
A\varphi(t, s, i, y) := \frac{1 - F(T - t + y | i)}{1 - F(y | i)} \eta_i(t, s) + \int_0^{T-t} e^{-r(i)v} f(y + v | i) \sum_j \rho_{ij} \int_0^{\infty} \varphi(t + v, x, j, 0) \alpha(x; s, i, v) dx dv,
\]
and $\alpha(x; s, i, v) := \frac{e^{-\frac{1}{2}(\ln(\frac{x}{\sigma}) - r(i) - \frac{s^2(i)}{2})^2}{2\pi x\sigma(i)v^2}}$, as a function of $x$, is the log normal probability density function. Set

$$B = \left\{ \varphi : \mathcal{D} \to [0, \infty), \text{continuous} \mid \varphi(\cdot, 0, \cdot, \cdot) = 0, \|\varphi\| := \sup_{\mathcal{D}} \left| \frac{\varphi(t, s, i, y)}{1 + s} \right| < \infty \right\}.$$  

It is easy to check that $B$ is a closed subset of a Banach space $(\mathcal{B}, \|\|)$, where $\mathcal{B}$ is the set of all continuous functions with at most linear growth in $s$ variable. Now in order to show existence and uniqueness in the prescribed class, it is sufficient to show that $A$ is a contraction. Because, then Banach fixed point theorem ensures existence and uniqueness of the fixed point. To show that $A$ is a contraction, we need to show $\|A\varphi_1 - A\varphi_2\| \leq L\|\varphi_1 - \varphi_2\|$ where $L < 1$. Indeed

$$\|A\varphi_1 - A\varphi_2\| = \sup_{\mathcal{D}} \left| \frac{A\varphi_1 - A\varphi_2}{1 + s} \right|$$

$$= \sup_{\mathcal{D}} \left| \int_0^{T-t} e^{-r(i)v} f(y + v \mid i) \sum p_{ij} \int_0^\infty (\varphi_1 - \varphi_2)(t + v, x, j, 0) \frac{\alpha(x; s, i, v)}{1 + s} dx dv \right|$$

$$\leq \sup_{\mathcal{D}} \left| \int_0^{T-t} e^{-r(i)v} f(y + v \mid i) \sum p_{ij} \int_0^\infty (1 + x) \sup_{\mathcal{D}} \left| \frac{\varphi_1 - \varphi_2}{1 + x} \right| \frac{\alpha(x; s, i, v)}{1 + s} dx dv \right|$$

where,

$$a(s) = \int_0^\infty (1 + x) \alpha(x; s, i, v) dx$$

$$= 1 + e^{\ln s + (r(i) - \frac{s^2(i)}{2})v + \frac{s^2(i)}{2}}$$

$$= 1 + e^{\ln s + r(i)v}$$

$$= 1 + se^{r(i)v}.$$  

Thus, $\|A\varphi_1 - A\varphi_2\| \leq L\|\varphi_1 - \varphi_2\|$ where,

$$L = \sup_{\mathcal{D}} \left| \int_0^{T-t} e^{-r(i)v} f(y + v \mid i) \frac{1 + se^{r(i)v}}{1 + s} dv \right|$$

$$= \sup_{\mathcal{D}} \left( \frac{1}{1 - F(y \mid i)} \int_0^{T-t} f(y + v \mid i) \frac{e^{-r(i)v} + s}{1 + s} dv \right)$$

$$\leq \sup_{\mathcal{D}} \left( \frac{1}{1 - F(y \mid i)} \int_0^{T-t} f(y + v \mid i) dv \right)$$

$$= \sup_{\mathcal{D}} \left( \frac{F(y + T - t \mid i) - F(y \mid i)}{1 - F(y \mid i)} \right)$$

$$< \frac{1 - F(y \mid i)}{1 - F(y \mid i)} = 1$$

using $r(i) \geq 0$ and (A2).

(ii) Now we would establish the desired regularity. Using (A2) and smoothness of $\eta_i$ for each $i$, the first term on the right hand side is in $C^{1.2.1}(\mathcal{D})$. Under assumption (A2) the fact, the second term
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**Proposition 3.3.** The unique solution of (19)-(20) also solves the initial boundary value problem (16)-(18).

**Proof.** We consider the solutions of (19)-(20). Then we have

$$
\varphi(t, s, i, y) = \frac{1 - F(T-t+y | i)}{1 - F(y | i)} \eta(t, s) + \int_0^{T-t} e^{-r(i)v} \frac{f(y+v | i)}{1 - F(y | i)} \times \sum_j p_{ij} \int_0^\infty \varphi(t+v, x, j, 0)\alpha(x; s, i, v)dx dv
$$

where

$$
\alpha(x; i, s, v) = \frac{e^{-\frac{1}{2}L(i)^2}}{\sqrt{2\pi x \sigma(i)\sqrt{v}}}, \quad L(i) = \frac{\ln \left(\frac{\bar{z}}{\bar{s}}\right) - \left(r(i) - \frac{\sigma^2(i)}{2}\right)v}{\sigma(i)\sqrt{v}}
$$

and $\eta_i(t, s)$ is the price of the call option under standard B-S-M assumption with constant regime $i$. Hence

$$
\frac{\partial \eta_i(t, s)}{\partial t} + r(i)s \frac{\partial \eta_i(t, s)}{\partial s} + \frac{1}{2} \sigma^2(i)s^2 \frac{\partial^2 \eta_i(t, s)}{\partial s^2} = r(i) \eta_i(t, s)
$$

and $\eta_i(T, s) = (s-K)^+$. Thus using (21), $\varphi(T, s, i, y) = \eta_i(T, s) = (s-K)^+$, i.e., the condition (18) holds. Also, by a direct calculation one has

$$
L(i) \frac{\partial L(i)}{\partial v} + r(i) \frac{L(i)}{\sigma(i)\sqrt{v}} + \frac{1}{2} \frac{L(i)^2 - \sigma(i)L(i)}{v} = 0.
$$

From Lemma 3.2 (ii), $\varphi$ is in $C^{1,2,1}(\mathcal{D})$. Hence we can perform the partial differentiations w.r.t. $t$ and $y$ on the both sides of (21). We obtain

$$
\frac{\partial}{\partial t} \varphi(t, s, i, y)
$$

by differentiating w.r.t. $t$ under the sign of integral. Now we operate partial derivative w.r.t. $y$ on both sides of (21) after simplifying the right side using integration by parts w.r.t. $v$ where
\( f(y + v \mid i) \) is treated as second function to get

\[
\frac{\partial}{\partial y} \varphi(t, s, i, y) = -\frac{f(T - t + y \mid i)}{1 - F(y \mid i)} \eta_i(t, s) + \frac{1 - F(T - t + y \mid i)}{(1 - F(y \mid i))^2} f(y \mid i) \eta_i(t, s) + \frac{f(y \mid i)}{1 - F(y \mid i)} \left( \varphi(t, s, i, y) - \frac{1 - F(T - t + y \mid i)}{1 - F(y \mid i)} \eta_i(t, s) \right) + e^{-r(i)(T-t)} \frac{f(T - t + y \mid i)}{1 - F(y \mid i)} \sum p_{ij} \varphi(t, s, j, 0) - \int_0^{T-t} e^{-r(i)v} f(y + v \mid i) \int_0^\infty \alpha(x; s, i, v) \left\{ -r(i) \sum p_{ij} \varphi(t + v, x, i, 0) - \sum p_{ij} \varphi(t + v, x, j, 0) \left( L(i) \frac{\partial L(i)}{\partial v} + \frac{1}{2v} \right) + \sum p_{ij} \frac{\partial \varphi(t + v, x, j, 0)}{\partial t} \right\} dx dv. \tag{25}
\]

By adding equations \([24]\) and \([25]\), we get

\[
\frac{\partial}{\partial t} \varphi(t, s, i, y) + \frac{\partial}{\partial y} \varphi(t, s, i, y) = \frac{1 - F(T - t + y \mid i)}{1 - F(y \mid i)} \frac{\partial \eta_i(t, s)}{\partial t} + \frac{f(y \mid i)}{1 - F(y \mid i)} \left( \varphi(t, s, i, y) - \frac{1 - F(T - t + y \mid i)}{1 - F(y \mid i)} \eta_i(t, s) \right) + \int_0^{T-t} e^{-r(i)v} f(y + v \mid i) \sum p_{ij} \int_0^\infty \varphi(t + v, x, j, 0) \alpha(x; s, i, v) \left( r(i) + L(i) \frac{\partial L(i)}{\partial v} + \frac{1}{2v} \right) dv dx. \tag{26}
\]

Now we differentiate both sides of \([21]\) w.r.t. \( s \) once and twice respectively and obtain

\[
\frac{\partial}{\partial s} \varphi(t, s, i, y) = \frac{1 - F(T - t + y \mid i)}{1 - F(y \mid i)} \frac{\partial \eta_i(t, s)}{\partial s} + \int_0^{T-t} e^{-r(i)v} f(y + v \mid i) \sum p_{ij} \int_0^\infty \varphi(t + v, x, j, 0) \alpha(x; s, i, v) \frac{L(i)}{\sigma(i)^2} dv dx, \tag{27}
\]

\[
\frac{\partial^2}{\partial s^2} \varphi(t, s, i, y) = \frac{1 - F(T - t + y \mid i)}{1 - F(y \mid i)} \frac{\partial^2 \eta_i(t, s)}{\partial s^2} + \int_0^{T-t} e^{-r(i)v} f(y + v \mid i) \sum p_{ij} \int_0^\infty \varphi(t + v, x, j, 0) \alpha(x; s, i, v) \frac{1}{s^2} \left( \frac{L^2(i)}{\sigma^2(i)v} - \frac{L(i)}{\sigma(i)^2} - \frac{1}{\sigma^2(i)v} \right) dv dx. \tag{28}
\]

From equations \([27]\) and \([28]\), we get

\[
r(i) s \frac{\partial \varphi}{\partial s} + \frac{1}{2} \sigma^2(i) s^2 \frac{\partial^2 \varphi}{\partial s^2} = \frac{1 - F(T - t + y \mid i)}{1 - F(y \mid i)} \left[ r(i) s \frac{\partial \eta_i(t, s)}{\partial s} + \frac{1}{2} \sigma^2(i) s^2 \frac{\partial^2 \eta_i(t, s)}{\partial s^2} \right] + \int_0^{T-t} e^{-r(i)v} f(y + v \mid i) \sum p_{ij} \int_0^\infty \varphi(t + v, x, j, 0) \alpha(x; s, i, v) \left( r(i) \frac{L(i)}{\sigma(i)^2} + \frac{L^2(i)}{2v} - \frac{\sigma(i)}{2\sqrt{v}} L(i) - \frac{1}{2v} \right) dv dx. \tag{29}
\]
Finally, from equations \([21], [22], [23], [26]\) and \([29]\) we get

\[
\frac{\partial}{\partial t} \varphi(t, s, i, y) + \frac{\partial}{\partial y} \varphi(t, s, i, y) + r(i)s \frac{\partial}{\partial s} \varphi(t, s, i, y) + \frac{1}{2} \sigma^2(i)s^2 \frac{\partial^2}{\partial s^2} \varphi(t, s, i, y)
\]

\[
= \frac{1 - F(T - t + y \mid i)}{1 - F(y \mid i)} \left[ \frac{\partial \eta_i(t, s)}{\partial t} + r(i)s \frac{\partial \eta_i(t, s)}{\partial s} + \frac{1}{2} \sigma^2(i)s^2 \frac{\partial^2 \eta_i(t, s)}{\partial s^2} \right] - \frac{f(y \mid i)}{1 - F(y \mid i)} \times \sum_{j \neq i} p_{ij}(\varphi(t, s, j, 0) - \varphi(t, s, i, y)) + r(i)\varphi(t, s, i, y).
\]

Thus

\[
\frac{\partial}{\partial t} \varphi(t, s, i, y) + \frac{\partial}{\partial y} \varphi(t, s, i, y) + r(i)s \frac{\partial}{\partial s} \varphi(t, s, i, y) + \frac{1}{2} \sigma^2(i)s^2 \frac{\partial^2}{\partial s^2} \varphi(t, s, i, y)
\]

\[
+ \frac{f(y \mid i)}{1 - F(y \mid i)} \sum_{j \neq i} p_{ij}[\varphi(t, s, j, 0) - \varphi(t, s, i, y)] = r(i)\varphi(t, s, i, y).
\]

**Proposition 3.4.** Let \(\varphi\) be a classical solution of \([16]-[18]\). Then \(\varphi\) also solves the integral equation \([19]-[20]\).

**Proof.** Let \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})\) be a probability space which holds a standard Brownian motion \(\tilde{W}\) and a semi-Markov process \(\tilde{X}\) independent of \(\tilde{W}\) such that the transition probabilities and holding time distribution of \(\tilde{X}\) are as same as of \(X\). Let \(\tilde{B}_t\) and \(\tilde{S}_t\) be given by

\[
\tilde{B}_t = \int_0^t r(\tilde{X}_u)du,
\]

\[
d\tilde{S}_t = \tilde{S}_t(r(\tilde{X}_t)dt + \sigma(\tilde{X}_t)d\tilde{W}_t), \quad \tilde{S}_0 > 0.
\]

(30)

Let \(\tilde{Y}_t\) represent the amount of time the process \(\tilde{X}_t\) is at the current state since the last jump and \(\tilde{\mathcal{F}}_t\) be the underlying filtration satisfying the usual hypothesis. Thus \(\tilde{P}\) is a risk-neutral measure for \(\tilde{S}\), given by \([30]\). Let the consecutive jump times be \(0 = T_0 < T_1 < T_2 < \cdots\) and \(n(t) := \max\{n \geq 0 \mid T_n \leq t\}\). Hence, \(T_{n(t)} = t - \tilde{Y}_t\). We observe that the process \((\tilde{S}_t, \tilde{X}_t, \tilde{Y}_t)\) is jointly Markov with infinitesimal generator \(\tilde{A}\) given by

\[
\tilde{A}\varphi(s, i, y) = \frac{\partial}{\partial y} \varphi(s, i, y) + r(i)s \frac{\partial}{\partial s} \varphi(s, i, y) + \frac{1}{2} \sigma^2(i)s^2 \frac{\partial^2}{\partial s^2} \varphi(s, i, y)
\]

\[
+ \frac{f(y \mid i)}{1 - F(y \mid i)} \sum_{j \neq i} p_{ij}[\varphi(s, j, 0) - \varphi(s, i, y)]
\]

(31)

for every function \(\varphi\) which is twice differentiable in \(s\) and once differentiable in \(y\). Let \(\varphi\) be a classical solution of \([16]-[18]\). Therefore, from \([16]\) one has \(\frac{\partial \varphi}{\partial t}(t, s, i, y) + \tilde{A}\varphi(t, s, i, y) = r(i)\varphi(t, s, i, y)\). Now by using this and the Itô’s formula on \(N_t := e^{-\int_0^t r(\tilde{X}_u)du}\varphi(t, \tilde{S}_t, \tilde{X}_t, \tilde{Y}_t)\) under the measure \(\tilde{P}\), we get

\[
dN_t = e^{-\int_0^t r(\tilde{X}_u)du} \left( -r(\tilde{X}_t)\varphi(t, \tilde{S}_t, \tilde{X}_t, \tilde{Y}_t) + \frac{\partial \varphi}{\partial t}(t, \tilde{S}_t, \tilde{X}_t, \tilde{Y}_t) + \tilde{A}\varphi(t, \tilde{S}_t, \tilde{X}_t, \tilde{Y}_t) \right) dt + d\tilde{M}_t
\]

\[
= d\tilde{M}_t
\]
where $\tilde{M}_t$ is a martingale. Hence $N_t$ is an $\tilde{F}_t$ martingale under $\tilde{P}$. Thus

$$\varphi(t, \tilde{S}_t, \tilde{X}_t, \tilde{Y}_t) = e^{\int_t^T r(\tilde{X}_u) \, du} N_t$$

$$= \tilde{E}[e^{\int_t^T r(\tilde{X}_u) \, du} N_T \mid \tilde{F}_t]$$

$$= \tilde{E}[e^{-\int_t^T r(\tilde{X}_u) \, du} (\tilde{S}_T - K)^+ \mid \tilde{F}_t].$$

(32)

Now by conditioning at transition times and using the conditional lognormal distribution of stock price process, we have

$$\varphi(t, \tilde{S}_t, \tilde{X}_t, \tilde{Y}_t)$$

$$= \tilde{E}[e^{-\int_t^T r(\tilde{X}_u) \, du} (\tilde{S}_T - K)^+ \mid \tilde{S}_t, \tilde{X}_t, \tilde{Y}_t]$$

$$= \tilde{E}[\tilde{E}[e^{-\int_t^T r(\tilde{X}_u) \, du} (\tilde{S}_T - K)^+ \mid \tilde{S}_t, \tilde{X}_t, \tilde{Y}_t, \tilde{T}_{n(t)+1}] \mid \tilde{S}_t, \tilde{X}_t, \tilde{Y}_t]$$

$$= P(\tilde{T}_{n(t)+1} > T \mid \tilde{X}_t, \tilde{Y}_t) \tilde{E}[e^{-\int_t^T r(\tilde{X}_u) \, du} (\tilde{S}_T - K)^+ \mid \tilde{S}_t, \tilde{X}_t, \tilde{Y}_t, \tilde{T}_{n(t)+1} > T]$$

$$+ \int_0^{T-t} \tilde{E}[e^{-\int_t^T r(\tilde{X}_u) \, du} (\tilde{S}_T - K)^+ \mid \tilde{S}_t, \tilde{X}_t, \tilde{Y}_t, \tilde{T}_{n(t)+1} = t + v] \frac{f(t - T_{n(t)} \mid \tilde{X}_t) \, dv}{1 - F(Y_t \mid \tilde{X}_t)}$$

$$= \frac{1 - F(T - T_{n(t)} \mid \tilde{X}_t)}{1 - F(Y_t \mid \tilde{X}_t)} \eta_{\tilde{X}_t}(t, \tilde{S}_t) + \int_0^{T-t} e^{-r(\tilde{X}_t)v} \frac{f(\tilde{Y}_t + v \mid \tilde{X}_t)}{1 - F(Y_t \mid \tilde{X}_t)} \times$$

$$\sum_j p_{\tilde{X}_t,j} \int_0^\infty \tilde{E}[e^{-\int_t^{t+v} r(\tilde{X}_u) \, du} (\tilde{S}_T - K)^+ \mid \tilde{S}_{t+v} = x, \tilde{S}_t, \tilde{Y}_{t+v} = 0, \tilde{T}_{n(t)+1} = t + v] e^{-\frac{(\ln(\frac{x}{\tilde{S}_t}) - (r(\tilde{X}_t) - \frac{\sigma^2(\tilde{X}_t)})v)}{\sigma(\tilde{X}_t)\sqrt{v}}} \, dx \, dv$$

$$= \frac{1 - F(T - t + \tilde{Y}_t \mid \tilde{X}_t)}{1 - F(Y_t \mid \tilde{X}_t)} \eta_{\tilde{X}_t}(t, \tilde{S}_t) + \int_0^{T-t} e^{-r(\tilde{X}_t)v} \frac{f(\tilde{Y}_t + v \mid \tilde{X}_t)}{1 - F(Y_t \mid \tilde{X}_t)} \times$$

$$\sum_j p_{\tilde{X}_t,j} \int_0^\infty \varphi(t + v, x, j, 0) e^{-\frac{(\ln(\frac{x}{\tilde{S}_t}) - (r(\tilde{X}_t) - \frac{\sigma^2(\tilde{X}_t)})v)}{\sigma(\tilde{X}_t)\sqrt{v}}} \, dx \, dv.$$
3.3 Optimal hedging

**Theorem 3.6.** Let \( \varphi \) be the unique classical solution of \( (16)-(18) \) in the class of functions with at most linear growth.

i. Let \( (\xi, \varepsilon) \) be given by

\[
\xi_t := \frac{\partial \varphi(t, S_t, X_{t-}, Y_{t-})}{\partial s} \quad \text{and} \quad \varepsilon_t := e^{-\int_0^t r(X_u)du} (\varphi(t, S_t, X_t, Y_t) - \xi_t S_t).
\]

Then \( (\xi, \varepsilon) \) is the optimal admissible strategy.

ii. \( \varphi(t, S_t, X_t, Y_t) \) is the locally risk minimizing price of \( (S_T - K)^+ \).

**Proof.** (i) Under the market model given in Subsection 3.1, the mean variance tradeoff (MVT) process \( \hat{K}_t \) (as defined in Pham et al. [1998]) takes the following form

\[
\hat{K}_t = \int_0^t \left( \frac{\mu(X_s) - r(X_s)}{\sigma(X_s)} \right)^2 ds.
\]

Hence \( \hat{K}_t \) is bounded and continuous on \([0, T]\). We also know that \( S_t \) has almost sure continuous paths. Since, \( H^* \in L^2(\Omega, \mathcal{F}, P) \) for \( H = (S_T - K)^+ \) we apply corollary 5 and Lemma 6 of Pham et al. [1998] to conclude that \( H^* \) admits F-S decomposition with an integrand \( \xi^{H^*} \) satisfying A1 (i) and \( L^{H^*} \) being square integrable. Therefore, to prove the theorem it is sufficient to show that

(a) there exists \( F_0 \) measurable \( H_0 \) and \( \mathcal{F}_T \) measurable \( L_T \) such that \( L_t := E[L_T | \mathcal{F}_t] \) is orthogonal to \( \int_0^t \sigma(X_t)S_t^*dW_t \) i.e., the martingale part of \( S_t^* \) and \( H^* = H_0 + \int_0^T \xi_t dS_t^* + L_T; \)

(b) \( \int \varphi(t, S_t, X_{t-}, Y_{t-}) = H_0 + \int_0^t \xi_t dS_t^* + L_t \) for all \( t \leq T; \)

(c) \( \varphi(t, S_t, X_t, Y_t) = B_t \xi_t + \xi_t S_t \) for all \( t \leq T; \)

(d) \( P(\varphi(t, S_t, X_t, Y_t) \geq 0 \forall t \leq T) = 1 \)

where \( \varphi \) is the unique classical solution of \( (16)-(18) \) in the prescribed class and \( (\xi, \varepsilon) \) is as in \( (33) \).

In part (i) of Lemma 3.2 it is shown that \( \varphi \) is a non-negative function. Hence (d) holds. From the definition of \( \varepsilon_t \) in \( (33), \) (c) follows. Next we show the condition (b). We apply Itô’s formula to \( e^{-\int_0^t r(X_u)du} \varphi(t, S_t, X_t, Y_t) \) under the measure \( P \) and use \( (8), (16) \) and \( (30) \) to obtain after suitable rearrangement of terms

\[
e^{-\int_0^t r(X_u)du} \varphi(t, S_t, X_t, Y_t) = \varphi(0, S_0, X_0, Y_0) + \int_0^t \frac{\partial \varphi(u, S_u, X_{u-}, Y_{u-})}{\partial s} dS_u^* + \int_0^t e^{-\int_0^u r(X_v)dv} \int_{\mathbb{R}} [\varphi(u, S_u, X_{u-} + h(X_{u-}, Y_{u-}, z), Y_{u-} - g(X_{u-}, Y_{u-}, z)) - \varphi(u, S_u, X_{u-}, Y_{u-})] \hat{\phi}(du, dz)
\]

for all \( t < T. \) We set

\[
L_t := \int_0^t e^{-\int_0^u r(X_v)dv} \int_{\mathbb{R}} [\varphi(u, S_u, X_{u-} + h(X_{u-}, Y_{u-}, z), Y_{u-} - g(X_{u-}, Y_{u-}, z)) - \varphi(u, S_u, X_{u-}, Y_{u-})] \hat{\phi}(du, dz).
\]
Since, $L_t$ is an integral w.r.t. a compensated Poisson random measure, it is a martingale. Again the independence of $W_t$ and $\phi$ implies the orthogonality of $L_t$ to the martingale part of $S_t^\pi$. Thus, we obtain the following F-S decomposition by letting $t \uparrow T$,

$$B_T^{-1}(S_T - K)^+ = \varphi(0, S_0, X_0, Y_0) + \int_0^T \xi_t dS_t^\pi + L_T. \quad (34)$$

Thus (a) and (b) hold.

**Theorem 3.7.** Let $\varphi$ be the unique solution of (16)-(18). Set

$$\psi(t, s, i, y) := \frac{1 - F(T - t + y \mid i)}{1 - F(y \mid i)} \frac{\partial \eta_i(t, s)}{\partial s} + \int_0^{T-t} e^{-r(i)v} \left\{ \frac{1}{1 - F(y \mid i)} \right\} \sum_j P_{ij}$$

$$\int_0^\infty \varphi(t + v, x, j, 0) \frac{e^{\frac{1}{2}((\ln(\frac{t}{\sigma^2(v)}) - (r(i) - \frac{\sigma^2(i)}{2})v) \frac{1}{\sigma(i) v})^2}}{\sqrt{2\pi z \sigma^4(i) \sqrt{v}}} \frac{1}{\sigma(i)^2 v} dxdv$$

where $(t, s, i, y) \in D$. Then $\psi(t, S_t, X_{t-}, Y_{t-}) = \xi_t$ where $\xi_t$ is as in (33).

**Proof.** We need to show that $\psi$ (as in (35)) is equal to $\frac{\partial \varphi}{\partial s}$. Indeed, one obtains the RHS of (35) by differentiating the right side of (19) with respect to $s$. Hence the proof.

**Remark 3.2.** It is well known that in a numerical differentiation, an isolated perturbation gets enhanced whereas in a numerical integration that gets reduced. In (35), the function $\psi$, a partial derivative of $\varphi$, is given by a numerical integration involving $\varphi$. Thus the above theorem essentially provides a robust way to find the optimal hedging.

4 The risk measures associated to optimal hedging

The *quadratic residual risk* at $t = 0$ associated with a strategy $\pi$, is denoted by $R_0(\pi)$ and is given by $R_0(\pi) = E[(C_T^\pi - C_0^\pi)^2 \mid \mathcal{F}_0]$. In this section we compute this and some other closely related risk measures corresponding to the optimal strategy, discussed in the previous section. The following theorem is useful in this regard.

**Theorem 4.1.** Let $\{C_t\}$ be the accumulated additional cash flow process associated to the optimal hedging of the claim $H$ as in (15). Then the quadratic variation process $[C]_t$ is given by

$$[C]_t = \sum_{r \in [0, t]} (\varphi(r, S_r, X_r, Y_r) - \varphi(r, S_r, X_{r-}, Y_{r-}))^2$$

where $\varphi$ be the unique classical solution of (16)-(18) with at most linear growth.

**Proof.** We have seen in Section 2 that the discounted value at $t = 0$ of accumulated cash flow during $[0, T]$ is given by

$$C_T^\pi = C_0^\pi + \int_0^T \frac{1}{B_t} dC_t.$$

Further, from the F-S decomposition (34) we have obtained

$$L_T^{H^\pi} = \int_0^T \frac{1}{B_t} \int_{\mathbb{R}} (\varphi(t, S_t, X_{t-} + h(X_{t-}, Y_{t-}, z), Y_{t-} - g(X_{t-}, Y_{t-}, z)) - \varphi(t, S_t, X_{t-}, Y_{t-})) \tilde{\varphi}(dt, dz).$$
By comparing equations (5) and (7), we get the relation $L_T^{H*} = C_T^* - C_0^*$. Hence we have

$$dC_t = \int_{\mathbb{R}} (\varphi(t, S_t, X_{t-} + h(X_{t-}, Y_{t-}, z), Y_{t-} - g(X_{t-}, Y_{t-}, z)) - \varphi(t, S_t, X_{t-}, Y_{t-})) \hat{\varphi}(dt, dz). \ (36)$$

Thus the external cash flow associated with the optimal hedging is obtained by integrating above. Hence

$$C_T = C_0 + \int_0^T \int_{\mathbb{R}} (\varphi(t, S_t, X_{t-} + h(X_{t-}, Y_{t-}, z), Y_{t-} - g(X_{t-}, Y_{t-}, z)) - \varphi(t, S_t, X_{t-}, Y_{t-})) \hat{\varphi}(dt, dz)$$

$$= C_0 + \sum_{r \in [0, T]} (\varphi(t, S_t, X_t, Y_t) - \varphi(t, S_t, X_{t-}, Y_{t-})) - \int_0^T \sum_j \lambda_{X_{t-}j}(Y_{t-})(\varphi(t, S_t, j, 0)$$

$$- \varphi(t, S_t, X_{t-}, Y_{t-}))dt.$$

using $\hat{\varphi}(dt, dz) = \varphi(dt, dz) - dtdz$. Therefore, $C_t$ is an RCLL process. For small $\Delta$ and $r \in (0, T)$

$$(C_r - C_{r-\Delta})^2 = \left(\varphi(r, S_r, X_r, Y_r) - \varphi(r, S_r, X_{r-\Delta}, Y_{r-\Delta})\right)^2 - 2\left(\varphi(r, S_r, X_r, Y_r) - \varphi(r, S_r, X_{r-\Delta}, Y_{r-\Delta})\right)\sum_j \lambda_{X_{r-\Delta}j}(Y_{r-\Delta}) \times \left(\varphi(r, S_r, j, 0) - \varphi(r, S_r, X_{r-\Delta}, Y_{r-\Delta})\right)\Delta + \left(\sum_j \lambda_{X_{r-\Delta}j}(Y_{r-\Delta})(\varphi(r, S_r, j, 0)$$

$$- \varphi(r, S_r, X_{r-\Delta}, Y_{r-\Delta}))\right)^2 \Delta^2.$$

We recall that the quadratic variation process $[C]_t$ of $C_t$ is obtained by summing up the terms as in LHS over a partition of $[0, t]$ with $\Delta \to 0$. Hence the $\Delta^2$ terms as in the third term of RHS adds up to negligible. In the second term the coefficient of $\Delta$ converges to zero function except finitely many values of $r$ for almost every sample path. Hence the only significant term is the first one. Hence,

$$[C]_t = \sum_{r \in [0, t]} (\varphi(r, S_r, X_r, Y_r) - \varphi(r, S_r, X_{r-}, Y_{r-}))^2.$$

Although, from (36) one gets

$$C_T^* - C_0^* = \sum_{t \in [0, T]} (\varphi^*(t, S_t, X_t, Y_t) - \varphi^*(t, S_t, X_{t-}, Y_{t-})) - \int_0^T \sum_j \lambda_{X_{t-}j}(Y_{t-})(\varphi^*(t, S_t, j, 0)$$

$$- \varphi^*(t, S_t, X_{t-}, Y_{t-}))dt$$

$$= \sum_{n=1}^{n(T)} \left\{ \varphi^*(T_n, S_{T_n}, X_{T_n}, 0) - \varphi^*(T_n, S_{T_n}, X_{T_n-1}, T_n - T_{n-1}) - \int_{T_{n-1}}^{T_n} \sum_j \lambda_{X_{T_n-1}j}(t - T_{n-1})(\varphi^*(t, S_t, j, 0) - \varphi^*(t, S_t, X_{T_n-1}, t - T_{n-1}))dt \right\}$$

$$- \int_{T_{n(T)}}^{T} \sum_j \lambda_{X_{T_n}j}(T_n - T_{n(T)})(\varphi^*(t, S_t, j, 0) - \varphi^*(t, S_t, X_{T_n-1}, t - T_{n(T)}))dt \ (37)$$
which can be used to deduce the expression of $R_0(\pi)$, but an application of Itô’s isometry produces a simpler expression. Using Itô’s isometry and Theorem 4.1 we obtain

\[
R_0(\pi) = E[(C_T^* - C_0^*)^2|\mathcal{F}_0]
\]

\[
= E\left[\left(\int_0^T \frac{1}{B_t} dC_t\right)^2 |\mathcal{F}_0\right]
\]

\[
= E\left[\int_0^T \frac{1}{B_t^2} d[C_t]|\mathcal{F}_0\right]
\]

\[
= E\left[\sum_{t \in [0,T]} \frac{1}{B_t^2} (\varphi(t, S_t, X_t, Y_t) - \varphi(t, S_t, X_{t-}, Y_{t-}))^2 |\mathcal{F}_0\right]
\]

\[
= E\left[\sum_{t \in [0,T]} (\varphi^*(t, S_t, X_t, Y_t) - \varphi^*(t, S_t, X_{t-}, Y_{t-}))^2 |\mathcal{F}_0\right]
\]

\[
= E\left[\sum_{n=1}^{n(T)} \left(\varphi^*(T_n, S_{T_n}, X_{T_n}, 0) - \varphi^*(T_n, S_{T_n}, X_{T_{n-1}}, T_n - T_{n-1})\right)^2 |\mathcal{F}_0\right].
\] (38)

We would now compute some other closely related risk measures corresponding to the optimal strategy. To this end let us consider the following convex function $g : \mathbb{R} \rightarrow [0, \infty)$, given by

\[
g(x) = x^2 1_{[0, \infty)}(x).
\]

Let

\[
R_0^+(\pi) := E[g(C_T^* - C_0^*)|\mathcal{F}_0]
\] (39)

where, $C_t^*$ is the discounted cash flow associated with $\pi$. Clearly this is always less than the quadratic residual risk. This functional measures the amount of cash inflow unlike the QRR which gives a measure of cash flow in both the directions. We name this measure as positive residual risk (PRR). The value of $R_0^+$ for optimal hedging can be computed using (37).

It is also interesting to note that from (5) one directly gets

\[
C_T^* - C_0^* = V_T^* - V_0 - \int_0^T \xi_t dS_t^*.
\]

In view of the fact that practitioners can trade assets only at discrete time intervals, here we assume that the writer trades at time $t_1 < t_2 < \cdots < t_N$ and follows the optimal hedging suggestion obtained from the continuous time model. Thus the observed cash flow for this discrete trading is

\[
C_T^* - C_0^* = V_T^* - G_T^*
\]

where

\[
G_T^* = V_0 + \sum_{i=1}^{N} \xi_{t_i} \Delta S_{t_i}^*.
\]

We call this variant as the practitioner’s measure (PM) of cash flow. This motivates us to introduce the following terms.

**Definition 4.1.** The practitioner’s measure of quadratic residual risk is given by

\[
PM(QRR) = E[(V_T^* - G_T^*)^2|\mathcal{F}_0].
\] (40)

and the practitioner’s measure of positive residual risk is given by

\[
PM(PRR) = E[g(V_T^* - G_T^*)|\mathcal{F}_0].
\] (41)

Computation of above measures are carried out in the next section by taking a typical market example.
5 Numerical Method

In this section we develop a robust method of computing the optimal hedging strategy using Theorem 3.7. There it is shown that the optimal strategy can be written in terms of two functions ϕ and ψ, where ψ is given by (35) provided ϕ is known and ϕ can be obtained by solving (19)-(20).

We use a step-by-step quadrature method for finding a numerical approximation of the solution of integral equations (19)-(20). For a general study of quadrature method for linear integral equations we refer to Baker [1987; Baker [1997] and Rainer [1989]. In view of (35) we need to compute ϕ on \{(t, s, i, y) \in D | y = 0\} only to compute ψ.

Putting \(y = 0\) in (19) we obtain

\[
\varphi(t, s, i, 0) = (1 - F(T - t | i)) \eta_i(t, s) + \int_0^{T-t} e^{-r(i)v} f(v | i) \times \\
\sum_j p_{ij} \int_0^\infty \varphi(t + v, x, j, 0) \frac{-1}{2} \left( \frac{\ln(\frac{v}{\sqrt{2}})}{\frac{\sigma^2(i)}{2}} - \left( r(i) - \frac{\sigma^2(i)}{2} \right) v \right) \frac{1}{\pi(i) \sqrt{v}} dxdv. 
\]

(42)

Note that at \(v = 0\) the last integrand in (42) is equal to \(f(0 | i) \sum p_{ij} \varphi(t, s, j, 0) \Delta t\). Therefore the dependence of the vector function \((\varphi(t, \cdot, 1, 0), \varphi(t, \cdot, 2, 0), \ldots, \varphi(t, \cdot, k, 0))\) on its values at \(t' \in (t, T]\) is explicit. Thus even an implicit quadrature method to discretize (42) actually results in an explicit quadrature method so we solve this in step-by-step manner with terminal condition

\[
\varphi(T, s, i, 0) = (s - K)^+; \quad s \in \mathbb{R}; \quad i = 1, 2, \ldots, k.
\]

Let \(\Delta t\) be the time step and \(\Delta s\) be the stock step sizes respectively. For \(m, m', l\) positive integers and \(i \in \mathcal{X}\) set

\[
\mathcal{G}(m, m', l, i) := e^{-\frac{1}{2} \left( \frac{\ln(\frac{m'}{m}) - (r(i) - \frac{\sigma^2(i)}{2})(\Delta t)}{\sigma(i) \sqrt{\Delta t}} \right)^2} \\
\sqrt{2\pi\sigma(i) m' \Delta s \sqrt{\Delta t}}
\]

\[
\varphi_n^m(i) \approx \varphi(T - n\Delta t, m\Delta s, i, 0).
\]

Now we use the following quadrature rule over successive intervals \([0, n\Delta t]\): for a function \(\psi\) on this interval we use

\[
\int_0^{n\Delta t} \psi(v)dv \approx \Delta t \sum_{l=0}^n \omega_n(l) \psi(l)
\]

where \(\omega_n(l)\) are weights to be chosen appropriately. Applying the above discretization procedure in (42) we obtain the following set of equations

\[
\varphi_n^m(i) = (1 - F(n\Delta t | i)) \eta_i(T - n\Delta t, m\Delta s) + \Delta t \sum_{l=1}^n \omega_n(l) e^{-r(i)\Delta t} f(l | i) \sum_j p_{ij} \Delta s \sum_{m'} \varphi_{m'}^{n-1}(j) \mathcal{G}(m, m', l, i) + \Delta t \omega_n(0) f(0 | i) \sum_j p_{ij} \varphi_m^0(j)
\]

(43)

with \(\varphi_0^m(i) = (m\Delta s - K)^+\).
We now compute $\psi_f$. We first note that: (i) \( G(m, m', l, i) \) corresponds to a lognormal density, and (ii) under (A2) the holding time densities \( f(\cdot | \cdot) \) are bounded. Let \( \delta_n \) be an additive error in \( \varphi^n_m(i) \) for all \( m \) and \( i \). Now it is easy to show that the effect of the isolated perturbation \( \delta_n \) in \( \varphi^n_m(i) \) (\( N := [\frac{T}{\Delta t}] \)) is
\[
\varepsilon_n = a \Delta t (1 + a \Delta t)^{N-n-1} \delta_n.
\]
If \( \Delta t \) is sufficiently small satisfying (5.1) we get \( \varepsilon_n < \delta_n \), i.e., the scheme is strictly stable with respect to an isolated perturbation. Let \( \delta_n \) be bounded by a fixed constant \( \delta \). Now the total effects \( \varepsilon \) of the perturbations in the value \( \varphi^n_m(i) \) is given by
\[
\varepsilon := \sum_{n=0}^{N-1} \varepsilon_n < (e^{aT} - 1) \delta.
\]
Hence the result follows.

Having established the stability of the above scheme, \( \varphi^n_m(i) \approx \varphi(T - n \Delta t, m \Delta s, i, 0) \) is computed for \( n = 0, 1, 2, \ldots, [\frac{T}{\Delta t}]; m = 1, 2, \ldots; i = 1, 2, \ldots, k \), using the step-by-step quadrature method (43). Next it is straightforward to compute \( \varphi(T - n \Delta t, m \Delta s, i, y) \) for a given \( y \) using using the following discretization of (19)
\[
\varphi(T - n \Delta t, m \Delta s, i, y) = \frac{(1 - F(n \Delta t + y | i)) - 1}{(1 - F(y | i))} \eta_i(T - n \Delta t, m \Delta s) + \Delta t \sum_{l=1}^{n} \omega_n(l) e^{-r(i)l \Delta t}
\]
\[
\times \left[ \frac{f(l \Delta t + y | i)}{(1 - F(y | i))} \sum_{j} p_{ij} \Delta s \sum_{m'} \varphi^{n-l}_{m'}(j) G(m, m', l, i) \right.
\]
\[
\left. + \Delta tw_n(0) \frac{f(y | i)}{1 - F(y | i)} \sum_{j} p_{ij} \varphi^n_m(j) \right]. \tag{44}
\]
We now compute \( \psi(T - n \Delta t, m \Delta s, i, y) \) for a given \( y \) using the following discretization of (35)
\[
\psi(T - n \Delta t, m \Delta s, i, y) = \frac{(1 - F(n \Delta t + y | i)) \partial \eta_i}{(1 - F(y | i))} \partial s(T - n \Delta t, m \Delta s) + \Delta t \sum_{l=1}^{n} \omega_n(l) e^{-r(i)l \Delta t}
\]
\[
\times \left[ \frac{f(l \Delta t + y | i)}{(1 - F(y | i))} \sum_{j} p_{ij} \Delta s \sum_{m'} \varphi^{n-l}_{m'}(j) G(m, m', l, i) \right.
\]
\[
\left. \left( \frac{\ln(\frac{m'}{m}) - (r(i) - \frac{\sigma^2(i)}{2})l \Delta t}{\sigma^2(i)l \Delta t} \right) \right]
\]
\[
\times \left. + \Delta tw_n(0) \frac{f(y | i)}{1 - F(y | i)} \sum_{j} p_{ij} \varphi^n_m(j) m \Delta s \left( \frac{1 - r(i)}{2} \right) \right). \tag{45}
\]
The system of equations (45) gives a numerical approximation for the optimal hedging strategy corresponding to the European call option.

For illustration of the results we next consider an example of a semi-Markov modulated market with three regimes. The state space $\mathcal{X}$ is $\{1, 2, 3\}$. The drift coefficient, volatility and instantaneous interest rate at each regime are chosen as follows

$$\left(\mu(i), \sigma(i), r(i)\right) := \begin{cases} 
(0.2, 0.2, 0.2) & \text{if } i = 1 \\
(0.6, 0.4, 0.5) & \text{if } i = 2 \\
(0.8, 0.3, 0.7) & \text{if } i = 3
\end{cases}.$$

The transition probability matrix is assumed to be given by

$$\begin{pmatrix}
0 & 2/3 & 1/3 \\
1/2 & 0 & 1/2 \\
1/3 & 2/3 & 0
\end{pmatrix}.$$ 

In this example the holding time in each regime is assumed to be $\Gamma(2, 1)$. That is

$$f(y \mid i) = ye^{-y}, \ y \geq 0 \text{ and } i = 1, 2, 3.$$ 

In this particular market model we compute the QRR associated to the optimal hedging using (38) for a European call option with $T = 1, K = 1$. This requires prior knowledge of the option price function. We compute that numerically using (44) for this semi-Markov modulated market. The expression in (37) also involves a conditional expectation. We have taken 101 equi-spaced grid points on the interval $[0.3, 1.3]$ which also includes the strike price $K = 1$. For each grid point $s$ and each $i = 1, 2, 3$ we compute the conditional expectation by simulating the process $(S_t, X_t, Y_t)$ $10^6$ times starting with $S_0 = s, X_0 = i, Y_0 = 0$ with time step size, $\Delta t =$. In the Figure for each $i$ we plot the function $R_0(\pi)(s, i)$ along the vertical axis against $S_0 = s$ along the horizontal axis. The plots of $R_0(\pi)(s, 1)$, $R_0(\pi)(s, 2)$ and $R_0(\pi)(s, 3)$ are put together in one frame for clear comparison.
One obvious observation is that due to incompleteness of the market the quadratic residual risk at $t = 0$ is nonzero. Beside this, the plot leads to another important observation regarding relative behavior of $R_0(\pi)$ at different regimes.

![Figure 2: PRR](image)

Next we compute PRR as in (39) for above example using (37). The Figure 2 shows PRR values for three different regimes and various different initial stock prices ranging from 0.3 to 1.3. A clear comparison between Figure 1 and Figure 2 exhibits the fact that PRR is always less than QRR.

Unlike QRR and PRR, the measures PM(QRR) and PM(PRR) do not have explicit dependence on option price but these depend on the hedging. In Theorem 3.7 we have obtained an expression of hedging in terms of price function. Using that expression one can compute the optimal hedging robustness of this method is discussed in Remark 3.2. Now we compute PM(QRR) and PM(PRR) respectively for the above mentioned market example using (35) where the option prices are obtained using the numerical scheme (44). Figure 3 and Figure 4 show the respective values of PM(QRR) and PM(PRR) at different initial regimes and different initial stock prices.
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