Molecule formation as a diagnostic tool for second order correlations of ultra-cold gases
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We calculate the momentum distribution and the second-order correlation function in momentum space, $g^{(2)}(\mathbf{p}, \mathbf{p}'; t)$ for molecular dimers that are coherently formed from an ultracold atomic gas by photoassociation or a Feshbach resonance. We investigate using perturbation theory how the quantum statistics of the molecules depend on the initial state of the atoms by considering three different initial states: a Bose-Einstein condensate (BEC), a normal Fermi gas of ultra-cold atoms, and a BCS-type superfluid Fermi gas. The cases of strong and weak coupling to the molecular field are discussed. It is found that BEC and BCS states give rise to an essentially coherent molecular field with a momentum distribution determined by the zero-point motion in the confining potential. On the other hand, a normal Fermi gas and the unpaired atoms in the BCS state give rise to a molecular field with a broad momentum distribution and thermal number statistics. It is shown that the first-order correlations of the molecules can be used to measure second-order correlations of the initial atomic state.
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\section{I. INTRODUCTION}

The basis of some of the most exciting developments in ultra-cold atomic physics in recent years has been the use of Feshbach resonances \cite{1, 2} and photoassociation \cite{3, 4} to tune the strength of the interactions between atoms as well as to create ultracold diatomic molecules starting from an ultracold atomic gas of bosons or fermions \cite{5, 6, 7, 8, 9, 10}. The availability of tunable interactions has made possible the study of many model systems of condensed matter theory in a very controlled fashion \cite{11, 12, 13, 14, 15, 16}. In particular, the BEC-BCS crossover, which predicts a continuous transition from a BCS superfluid of atomic fermions to a molecular BEC as the interaction strength is varied from attractive to repulsive, has attracted a considerable amount of attention, both experimentally and theoretically \cite{16, 17, 18, 19, 20, 21}.

A difficulty in the studies of the BEC-BCS crossover has been that they necessitate the measurement of higher order correlations of the atomic system. While the momentum distribution of a gas of bosons provides a clear signature of the presence of a Bose-Einstein condensate, the Cooper pairing between fermionic atoms in a BCS state hardly changes the momentum distribution or spatial profile as compared to a normal Fermi gas. This poses a significant experimental challenge, since the primary techniques for probing the state of an ultracold gas are either optical absorption or phase contrast imaging, which directly measure the spatial density or momentum distribution following ballistic expansion of the gas. In the strongly interacting regime very close to the Feshbach resonance, evidence for fermionic superfluidity was obtained by projecting the atom pairs onto a molecular state by a rapid sweep through the resonance \cite{17, 19}. More direct evidence of the gap in the excitation spectra due to pairing was obtained by rf spectroscopy \cite{22} and by measurements of the collective excitation frequencies \cite{23, 24}.

Still, the detection of fermionic superfluidity in the weakly interacting BCS regime remains a challenge. The direct detection of Cooper pairing requires the measurement of second-order or higher atomic correlation functions. Several researchers have proposed and implemented schemes that allow one to measure higher order correlations \cite{17, 24, 26, 27, 28, 29} but those methods are still very difficult to realize experimentally.

While the measurement of higher order correlations is challenging already for bosons, the theory of these correlations has been established a long time ago by Glauber for photons \cite{30, 31, 32}. For fermions however, despite some efforts \cite{33} a satisfactory coherence theory is still missing.

To circumvent these difficulties we suggested in an earlier publication \cite{34}, guided by the analogy with three-wave mixing in classical optics, to make use of the nonlinear coupling of atoms to a molecular field by means of a two-photon Raman transition or a Feshbach resonance. The nonlinearity of the coupling links first-order correlations of the molecules to second-order correlations of the atoms. Furthermore the molecules are always bosonic so that the well-known coherence theory for bosonic fields can be used to characterize them. Considering a simplified model with only one molecular mode, it was found that the molecules created that way can indeed be used as a diagnostic tool for second-order correlations of the original atomic field. Naturally, due to the restriction to a single mode, the information one can gain about the
atomic state is very limited.

In this paper we extend the previous model to take into account all modes of the molecular field, the hope being that in doing so, more detailed information about the atomic state can be obtained. Specifically, we calculate the momentum distribution of the molecules and the normalized second-order correlation function, \( g^{(2)} \) for different momentum states of the molecules using perturbation theory. We consider the limiting cases of strong or weak atom-molecule coupling as compared to the relevant atomic energies. The molecule formation from a Bose-Einstein condensate (BEC) serves as a reference system. There we can rather easily study the contributions to the molecular signal from the condensed fraction as well as from thermal and quantum fluctuations above the condensate. The cases of a normal Fermi gas and a BCS superfluid Fermi system are then compared with it. We show that the molecule formation from a normal Fermi gas and from the unpaired fraction of atoms in a BCS state has very similar properties to those of the molecules formed from the non-condensed atoms in the BEC case. The state of the molecular field formed from the pairing field in the BCS state on the other hand is similar to that resulting from the condensed fraction in the BEC case. The qualitative information gained by the analogies with the BEC case help us gain a physical understanding of the molecule formation in the BCS case where direct calculations are difficult and not nearly as transparent.

This paper is organized as follows: In section II we introduce the model Hamiltonian used to describe the coupled atom-molecule system. In sections III to V we present the calculations of momentum distribution and second factorial moment of the molecular field for a BEC, a normal Fermi gas and a BCS-type state, respectively, considering the cases of strong and weak coupling in each case. Details of the calculations are given in the appendices A and B.

### II. MODEL

The general procedure that we have in mind is the following: The atomic sample is prepared in some initial state, whose higher order correlations we seek to analyze. At time \( t = 0 \) the coupling to a molecular field is switched on. While the initial atomic state corresponds to a trapped gas, we assume that the molecules can be treated as free particles. This is justified if the atomic trapping potential does not affect the molecules, or if the interaction time between the atoms and molecules is much less than the oscillation period in the trap. Finally, the state of the molecular field is analyzed by standard techniques, e.g. time of flight measurements.

We consider the three cases where the atoms are bosonic and initially form a BEC, or consist of two species of ultra-cold fermions labeled by \( \sigma = \uparrow, \downarrow \), with or without superfluid component. In the following we describe explicitly the situation for fermions, the bosonic case being obtained from it by omitting the spin indices and by replacing the Fermi field operators by bosonic field operators.

Since we are primarily interested in how much can be learned about the second-order correlations of the initial atomic cloud from the final molecular state, we keep the physics of the atoms themselves as well as the coupling to the molecular field as simple as possible. The coupled fermion-molecule system can be described by the Hamiltonian

\[
\mathcal{H} = \sum_{k, \sigma} \left( \epsilon_k c_{k,\sigma}^\dagger c_{k,\sigma} + \frac{1}{2} \sum_{k} E_k \sigma^\dagger_k \sigma_k + V^{-1/2} \sum_{k_1, k_2, \sigma} \hat{U}_{\text{tr}}(\mathbf{k}_2 - \mathbf{k}_1) \sigma_{k_2,\sigma}^\dagger \sigma_{k_1,\sigma} \right) \\
+ \frac{U_0}{2V} \sum_{q, k_1, k_2} \left( \hat{c}_{k_1+q\uparrow}^\dagger \hat{c}_{k_2-q\downarrow}^\dagger \hat{c}_{k_2\uparrow} \hat{c}_{k_1\downarrow} + g \left( \sum_{q, k} \hat{a}_{q\uparrow}^\dagger \hat{a}_{q/2+k\uparrow} \hat{c}_{q/2-k\downarrow}^\dagger + \text{H.c.} \right) \right)
\]  

Here \( \epsilon_k = k^2 / 2M \) is the kinetic energy of an atom of mass \( M \) and momentum \( k \) and \( E_k = \epsilon_k / 2 + \nu \) is the energy of a molecule with momentum \( k \) and detuning parameter \( \nu \). \( c_{k,\sigma} \) and \( \sigma_{k,\sigma}^\dagger \) are fermionic annihilation and creation operators for plain waves in quantization volume \( V \) with spin \( \sigma \). \( \hat{U}_{\text{tr}}(\mathbf{k}) = V^{-1/2} \int_V d^3x e^{-i \mathbf{k} \cdot \mathbf{x}} U_{\text{tr}}(\mathbf{x}) \) is the Fourier transform of the trapping potential \( U_{\text{tr}}(\mathbf{r}) \) and \( U_0 = 4\pi a / M \) is the background scattering strength, \( g \) is the effective coupling constant of the atoms to the molecules and we use units with \( \hbar = 1 \) throughout. We assume that the trapping potential and background scattering are relevant only for the preparation of the initial state before the coupling to the molecules is switched on at \( t = 0 \) and can be neglected in the calculation of the dynamics. This is justified if \( g\sqrt{N} \gg U_0 n, \omega_i \) where \( n \) is the atomic density, \( N \) the number of atoms, and \( \omega_i \) are the frequencies of \( U_{\text{tr}}(\mathbf{r}) \) that is assumed to be harmonic. In experiments, the interaction between the atoms can effectively be switched off by ramping the magnetic field to a position where the scattering length is zero.

Regarding the strength of the coupling constant \( g \), two cases are possible: \( g\sqrt{N} \) can be much larger or much
smaller than the characteristic kinetic energies involved. For fermions the terms broad and narrow resonance have been coined for the two cases, respectively, and we will use these for bosons as well. Both situations can be realized experimentally, and they give rise to different effects. We examine both limiting cases and use the suggestive notation $E_{\text{kin}} \ll g\sqrt{N}$ and $E_{\text{kin}} \gg g\sqrt{N}$ for the two cases, where $E_{\text{kin}}$ denotes the characteristic kinetic energy of the atoms. It corresponds to zero point motion for condensate atoms, to the thermal energy, $k_B T$ for non-condensed thermal bosons, and to the Fermi energy for a degenerate Fermi gas.

Our analysis is based on the assumption that first order time-dependent perturbation theory is applicable. This requires that the state of the atoms does not change significantly and consequently, only a small fraction of the atoms are converted into molecules. It is reasonable to assume that this is true for short interaction times or weak enough coupling. Apart from making the system tractable by analytic methods there is also a deeper reason why the coupling should be weak: Since we ultimately wish to get information about the atomic state, it should not be modified too much by the measurement itself, i.e. the coupling to the molecular field. Our treatment therefore follows the same spirit as Glauber’s original theory of photon detection, where it is assumed that the light-matter coupling is weak enough that the detector photocurrent can be calculated using Fermi’s Golden rule.

III. BEC

We consider first the case where the initial atomic state is a BEC in a spherically symmetric harmonic trap. We note that all of our results can readily be extended to anisotropic traps by an appropriate rescaling of the coordinates in the direction of the trap axes. We assume that the temperature is well below the BEC transition temperature and that the interactions between the atoms are not too strong. Then the atomic system is described by the field operator

$$\hat{\psi}(x) = \chi_0(x) \hat{c} + \delta \hat{\psi}(x),$$

where

$$\chi_0(x) = \sqrt{\frac{15}{8\pi R_{\text{TF}}^2}} \sqrt{1 - \frac{x^2}{R_{\text{TF}}^2}}$$

is the condensate wave function in the Thomas-Fermi approximation and $\hat{c}$ is the annihilation operator for an atom in the condensate, $R_{\text{TF}} = (15N a/\osc)^{1/5} a_{\osc}$ is the Thomas-Fermi radius, $N$ the number of atoms, $a$ is their scattering length and $a_{\osc}$ is the oscillator length of the atoms in the trap. In accordance with the assumption of low temperatures and weak interactions we do not distinguish between the total number of atoms and the number of atoms in the condensate. The fluctuations $\delta \hat{\psi}(x)$ are small and those with wavelengths much less than $R_{\text{TF}}$ will be treated in the local density approximation while those with wavelengths comparable to $R_{\text{TF}}$ can be neglected. [37, 38, 39].

A. Broad resonance, $E_{\text{kin}} \ll g\sqrt{N}$

We are interested in the momentum distribution of the molecules

$$n(p, t) = \langle \hat{a}_p(t) \hat{a}_p(t) \rangle$$

which for short times, $t$, can be calculated using perturbation theory: We expand $n(p, t)$ in a Taylor series around $t = 0$ and make use of the Heisenberg equations of motion

$$i\frac{\partial \hat{a}_p(t)}{\partial t} = g \sum_k \hat{c}_{p/2+k} \hat{c}_{p/2-k},$$

and similarly for $\hat{a}_p^\dagger$. Here we have neglected the kinetic energy term, a step that is legitimate for a broad resonance since the interaction energy $g\sqrt{N}$ is much larger than the difference in the kinetic energies between the atoms and molecules. Consequently for short enough times, $t \lesssim (g\sqrt{N})^{-1}$, energy conservation can be violated in the formation of molecules in a fashion similar to the Raman-Nath regime of atomic diffraction.

To lowest non-vanishing order in $gt$ we find

$$n_{\text{BEC,b}}(p, t) = (gt)^2 \sum_{k_1, k_2} \langle \hat{c}^\dagger_{p/2-k_1} \hat{c}^\dagger_{p/2+k_1} \hat{c}_{p/2+k_2} \hat{c}_{p/2-k_2} \rangle + \mathcal{O}((gt)^4),$$

where the atomic operators are the initial ($t = 0$) operators. This expression can be evaluated by making use
of the decomposition of the atomic field operator \( \hat{\psi}^\dagger \) and the local density approximation for the part describing the fluctuations. The details of this calculation are given in appendix A. To first non-vanishing order in the fluctuations we find

\[
n_{\text{BEC,b}}(\mathbf{p}, t) = (gt)^2 N(N - 1)V \left| \chi_0^2(\mathbf{p}) \right|^2 + (gt)^2 4N \int \frac{d^3 x}{V} \langle \hat{\delta}^\dagger_\mathbf{p}(x) \hat{\delta}_\mathbf{p}(x) \rangle. \tag{7}
\]

From this expression we see that our approach is justified if \((\sqrt{N} gt)^2 \ll 1\) because for such times the initial atomic state can be assumed to remain undepleted.

In the local density approximation the expectation value \( \langle \delta \hat{c}_\mathbf{p}^\dagger(x) \delta \hat{c}_\mathbf{p}(x) \rangle \) for the number of fluctuations with momentum \( \mathbf{p} \) at \( x \) can be evaluated by assuming that at each \( x \) we have a homogenous BEC with density \( n(x) \) and using the Bogoliubov transformation to quasi-particle operators, \( \hat{\alpha}_\mathbf{k}(x) \). One finds

\[
\langle \delta \hat{c}_\mathbf{p}^\dagger(x) \delta \hat{c}_\mathbf{p}(x) \rangle = u^2_\mathbf{p}(x) + (u^2_\mathbf{p}(x) + v^2_\mathbf{p}(x)) \langle \hat{\alpha}_\mathbf{p}^\dagger(x) \hat{\alpha}_\mathbf{p}(x) \rangle, \tag{8}
\]

with Bogoliubov amplitudes

\[
u^2_\mathbf{p}(x) = \frac{1}{2} \left[ \frac{\tilde{\epsilon}_\mathbf{p}(x)^2 + n(x) U_0}{\tilde{\epsilon}_\mathbf{p}(x)} + 1 \right], \tag{9}
\]

\[
v^2_\mathbf{p}(x) = \frac{1}{2} \left[ \frac{\tilde{\epsilon}_\mathbf{p}(x)^2 + n(x) U_0}{\tilde{\epsilon}_\mathbf{p}(x)} - 1 \right], \tag{10}
\]

and quasi-particle energies

\[
\tilde{\epsilon}_\mathbf{p}(x) = \sqrt{\epsilon_\mathbf{p}^2 + 2 \epsilon_\mathbf{p} n(x) U_0}. \tag{11}
\]

The terms of order \( N \) are corrections due to the non-condensed part.

Using the same approximation scheme we can calculate the second-order correlation

\[
g^{(2)}(\mathbf{p}_1, t_1; \mathbf{p}_2, t_2) = \frac{\langle \hat{\alpha}_{\mathbf{p}_1}^\dagger(t_1) \hat{\alpha}_{\mathbf{p}_2}^\dagger(t_2) \hat{\alpha}_{\mathbf{p}_2}(t_2) \hat{\alpha}_{\mathbf{p}_1}(t_1) \rangle}{n(\mathbf{p}_1, t_1)n(\mathbf{p}_2, t_2)}. \tag{14}
\]

If we neglect fluctuations we find

\[
g_{\text{BEC,b}}^{(2)}(\mathbf{p}_1, t_1; \mathbf{p}_2, t_2) = \frac{(N - 2)!^2}{(N - 4)!N!} = 1 - \frac{6}{N} + \mathcal{O}(N^{-2}). \tag{15}
\]

The physical reason why the resulting molecular field is almost coherent is of course clear: The condensed fraction of the atomic field operator is dominant. In expectation values the operators \( \hat{c} \) and \( \hat{c}^\dagger \) take on values \( \sqrt{N - n} \), with a number \( n \ll N \) depending on the position of the operator in the expectation value. When dividing by the normalizing expectation values \( n(\mathbf{p}, t) \), \( \sqrt{N - n} \) can be
replaced by $\sqrt{N}$ with accuracy $O(N^{-1})$ and hence $\hat{c}$ and $\hat{c}^\dagger$ can be replaced by $\sqrt{N}$ independent of their position in the expectation value. The field operator can thus be replaced by a c-number field $\hat{\psi}(x) \rightarrow \sqrt{N} \chi_0(x)$, the mean field, which explains the almost perfect factorization of the correlation functions.

Another way to understand this is to consider the single-mode BEC state, $|\Psi(0)\rangle = (\hat{c}^\dagger \hat{c})^{(N/2)}|0\rangle/\sqrt{N!}$. The coupling to the molecular field will turn this state into $|\Psi(t)\rangle \approx (\alpha \hat{a}^\dagger + \beta \hat{c}^\dagger \hat{c})^{(N/2)}|0\rangle/\sqrt{N!}$, where $\alpha \ll 1$. This leads to a binomial distribution for the number of molecules. In the limit that $N \rightarrow \infty$ the Binomial distribution goes over to the Poisson distribution.

### B. Narrow resonance, $E_{\text{kin}} \gg g\sqrt{N}$

For a narrow resonance, the typical kinetic energies associated with the atoms and molecules, $E_{\text{kin}}$, are much larger than the atom-molecule interaction energy. This implies that even for very short interaction times, $t \lesssim (g\sqrt{N})^{-1}$, the phase of the atoms and molecules can evolve significantly, $E_{\text{kin}} t \gg 1$. Consequently, only transitions between atom pairs and molecules that conserve energy can occur. In this case, it is convenient to go over to the interaction representation

$$\hat{c}_p(t) \rightarrow e^{-ip\hat{P}t} \hat{c}_p(t), \quad \hat{a}_p(t) \rightarrow e^{-iE_p t} \hat{a}_p(t),$$

(16)

where for notational convenience, we will denote the interaction picture operators by the same symbols as the Heisenberg operators used in the previous subsection.

The equations of motion in the interaction picture,

$$i\frac{\partial \hat{a}_p(t)}{\partial t} = g \sum_k e^{i(E_p - E_{p/2+k}) t} \hat{c}_{p/2+k} \hat{c}_{p/2-k},$$

(17)

can be approximately integrated by treating the atomic operators as constants, leading to

$$\hat{a}_p(t) = \sum_k \Delta(E_p - E_{p/2+k} - E_{p/2-k}, t) \hat{c}_{p/2+k} \hat{c}_{p/2-k},$$

(18)

where we have introduced

$$\Delta(\omega, t) = \lim_{\eta, 0} \frac{e^{i\omega t} - 1}{i\omega + \eta}.$$  

(19)

The condition under which this step is justified is analyzed below. As in the broad resonance case we can insert this expression in $n(p, t)$. The calculation of the resulting integrals over expectation values of the atomic state is however considerably subtler than in for the broad resonance case and is presented in details in appendix B. In the limit $\nu t \gg 1$ we find

$$n_{\text{BEC},u}(p, t) = N(N-1) \frac{V^2 M^3 g^2}{16\pi^4} \int_0^\infty d\omega \sqrt{\omega} \left( \pi \delta(\nu - \omega) + i \frac{\hat{P}}{\nu - \omega} \right)$$

$$\times \int_{-1}^1 dz \hat{\chi}_0 \left( \sqrt{p^2/4 + M\omega - p\sqrt{M}\omega z} \right) \hat{\chi}_0 \left( \sqrt{p^2/4 + M\omega + p\sqrt{M}\omega z} \right)$$

$$+ N \delta_{p/2, \sqrt{M}} \frac{3g^2 t \sqrt{\nu M^2 R_{TF}^3}}{8\pi^2} \int \frac{d^3x}{V} \langle \delta \hat{c}_p^\dagger(x) \delta \hat{c}_p(x) \rangle.$$  

(20)

In the second term in (20) we have defined

$$\delta_{p,p'} = \sqrt{\frac{4\pi V}{3 R_{TF}^3}} \int_{-1}^1 \frac{dz}{z} |\hat{\chi}_0(\sqrt{p^2 + p'^2 - 2pp'z})|^2$$

$$= \left\{ \begin{array}{ll} O(1), & |p - p'| < 2\pi / R_{TF} \\
0, & |p - p'| \geq 2\pi / R_{TF} \end{array} \right.$$  

(21)

As before, the contribution from the condensate is clearly
amplitude is essentially zero if $p > 2\pi/R_{TF}$ or $\nu > \pi^2 M R_{TF}^2$. The integral in the first term in Eq. (20) is proportional to the amplitude for finding an atom pair with center of mass momentum $p$ and total kinetic energy $\nu$. Because $\chi_0$ drops to zero on a scale of $2\pi/R_{TF}$ this amplitude is essentially zero if $p > 2\pi/R_{TF}$ or $\nu > \pi^2 M R_{TF}^2$.

The second term in Eq. (20) originates from molecules that are formed from an atom in the condensate and a non-condensed atom. Since the atom momentum $\lesssim 2\pi/R_{TF}$ in the condensate is very small compared to the momentum $|p| \sim 1/\xi$ of a non-condensed atom, the molecular momentum is essentially due to the non-condensed atom. On the other hand, energy conservation implies that $\nu + p^2/4M \approx p^2/2M$ if $p \gg 2\pi/R_{TF}$. Consequently for a given detuning $\nu$, molecules with momenta in a shell of radius $2\sqrt{M\nu}$ and width $2\pi/R_{TF}$ are formed from one atom in the condensate and another atom taken from the non-condensed part with a momentum that also lies in a spherical shell in momentum space around $p$ with thickness $2\pi/R_{TF}$. Momentum and energy conservation are illustrated in Fig. 2. Figure 3 shows a typical example for the momentum distribution.

Equation (20) allows us to extract the criterion for the applicability of our approximation scheme, i.e. of treating the atomic state as being undepleted. The coherent contribution will only be nonzero if $|p| \leq 2\pi/R_{TF}$ and for these momenta they can be neglected, as we have seen. Requiring that the number of molecules remains much smaller then the initial number of atoms leads to the condition

$$\sqrt{N} g \ll \nu^3 R_{TF}^3 (M\nu)^{3/2}.$$

In the opposite case $|p| > 2\pi/R_{TF}$ the coherent contribution is essentially zero and we need only consider the incoherent contribution. Requiring that the number of molecules with momentum $p$ be much smaller than the number of non-condensed atoms with that same momentum leads to

$$gt \ll N^{-1/2} \frac{1}{g R_{TF}^3 (M\nu)^{3/2}}.$$

### IV. NORMAL FERMI GAS

For a normal Fermi gas we restrict ourselves to the case of zero temperature, $T = 0$. For temperatures $T$ well below the Fermi temperature $T_F$, the corrections to our results are of order $(T/T_F)^2$ or higher, and do not lead to any qualitatively new effects.

Again, we treat the gas in the local density approximation where the atoms locally fill a momentum sea

$$|NFG\rangle = \prod_{|k| < k_F(x)} \xi^3_k |0\rangle$$

with local Fermi momentum $k_F(x)$ and $|0\rangle$ being the atomic vacuum. The Fermi momentum is related to the local chemical potential

$$\mu_{loc}(x) = \mu_0 - U_{tr}(x)$$

by means of

$$\mu_{loc}(x) = \frac{k_F^2(x)}{2M} = \frac{(3\pi^2 n(x))^{2/3}}{2M}.$$

Here, $\mu_0 = (3\pi^2 n_0)^{2/3}/(2M)$ is the chemical potential of the trapped gas, and $n_0$ is the density at the center of the trap for each of the spin states. The Hartree-Fock mean field has been neglected because it gives rise only to minor corrections and doesn’t lead to a qualitatively
new behavior. The density distribution of the trapped gas is given by the Thomas-Fermi result \[ n(x) = \frac{N}{R_F} \frac{8}{\pi^2} \left[ 1 - \frac{\nu^2}{R_F^2} \right]^{3/2} \] (27)

where \( R_F = (48N)^{1/6}a_{osc} \) is the Thomas-Fermi radius for fermions.

Using the same perturbation methods as described in the previous section for bosons, we can calculate the momentum distribution of the molecules and their correlation function \( g^{(2)} \) for a broad and for a narrow resonance by first calculating the density of the desired quantity at a position \( x \) and then integrating the result over the volume of the gas.

A. Broad resonance \( E_{kin} \ll g\sqrt{N} \)

To deal with the case of fermions, we modify Eq. \[ \] by reintroducing the spin of the atoms. The integral over the relative momentum of the atom pairs can be carried out exactly to give

\[
n_{NFG,b}(p, x, t) = \begin{cases} (gt)^2F_b(p, x), & |p| \leq 2k_F(x) \\ 0, & |p| > 2k_F(x) \end{cases}
\]

(28)

This result simplifies considerably for \( p_1 = p_2 = p \),

\[
g^{(2)}_{loc}(p_1, t_1; p_2, t_2) = \begin{cases} F_b(p_1, x)F_b(p_2, x) - \int dkn(p_2/2 + k)n(p_2/2 - k)n(p_1 - p_2/2 - k) \\ - \int dkn(p_2 + k - p_1/2)n(p_1/2 + k)n(p_1/2 - k) \\ + \int dkn(p_2 - p_1/2 + k)n(p_1/2 - k_1)n(p_2/2 - k_2) \end{cases} \left/ F_b(p_1, x)F_b(p_2, x) \right.
\]

(30)

This result is identical to that of a light field in thermal equilibrium with the number \( n_{kin} \) which is typically much wider than the distribution found in the BEC case. From Eq. \[ \] the number of molecules produced scales linearly with the number of atoms. This is because in contrast to the BEC case, the molecule production is a non-collective effect. Each atom pair is converted into a molecule independently of all the others and there is no collective enhancement. The integration of these results over the volume of the cloud can easily be done numerically and is shown in the inset in Fig. \[ \]

Similarly, we can calculate the local value of \( g^{(2)} \) at position \( x \), from Eq. \[ \]

It can be visualized as the integration over the intersection of two Fermi seas shifted by \( p \) relative to each other, as depicted in Fig. \[ \]

B. Narrow resonance, \( E_{kin} \gg g\sqrt{N} \)

In this case, the molecules formed have to satisfy energy and momentum conservation, as illustrated in Fig. \[ \]. We are then lead to a calculation very similar to
FIG. 4: (a) Illustration of the number of atom pairs with center of mass momentum \( q \). These atoms can be transformed into a molecule of momentum \( q \) if energy conservation plays no role. (b) Density of atom pairs with center of mass momentum \( q \) and total kinetic energy \( 2\sqrt{M\nu} \). These atom pairs can be converted into a molecule with momentum \( q \) and detuning \( \nu \).

The number of molecules produced is proportional to the number of atom pairs that satisfy momentum and energy conservation and hence scales linearly with the number of atoms, indicating that molecule formation is not a collective effect. Figure\[c\] shows the momentum distribution for typical parameters. It is much wider than the momentum distribution for the BEC case in both momentum space and in energy width.

We don’t give the lengthy and complicated expression for \( g_{\text{loc}}^{(2)}(p_1,t_1,p_2,t_2) \) because its qualitative properties are the same as those in the broad resonance case except that the integration is now over pairs of atoms that also satisfy energy conservation. For the particular case of \( p_1 = p_2 = p \), we obtain an expression with the exact same form as Eq. \( 31 \) except that \( F_\delta(p,x) \) must be replaced with \( F_n(p,\nu,x), \)

\[
n_{\text{NFG,n}}(p,t) = \frac{g^2 t}{8\pi} M^{3/2} \nu^{1/2} \int d^3x \max \left( 0, \min \left( 2, \frac{k_F(x)^2 - p^2/4 - M\nu}{|p|\sqrt{M\nu}} \right) \right). \tag{32}
\]

which depends on \( p \) only in the intermediate region of detunings \( k_F(x) - p/2 \leq \sqrt{M\delta} \leq k_F(x) + p/2 \).

V. BCS STATE

Let us now consider a system of Fermions with attractive interactions, \( U_0 < 0 \), at temperatures well below the BCS critical temperature. As is well known, for these temperatures the attractive interactions give rise to cor-
relations between pairs of atoms in time reversed states known as Cooper pairs. We assume that the spherically symmetric trapping potential is sufficiently slowly varying that the gas can be treated in the local density approximation. More quantitatively, the local density approximation is valid if the size of the Cooper pairs, given

\[ \lambda(r) = v_F(r)/\pi \Delta(r), \]

is much smaller than the oscillator length for the trap. Here, \( v_F(r) \) is the velocity of atoms at the Fermi surface and \( \Delta(r) \) is the pairing field at distance \( r \) from the origin, which we take at the center of the trap.

Before turning to the coupled atom-molecule system we outline our treatment of the atomic system. We closely follow the approach of Houbiers et al.\cite{41}. We assume that locally at each \( r \), the wave function can be approximated by the BCS wave function for a homogenous gas,

\[ |BCS(r)⟩ = \prod_k (u_k(r) + v_k(r)c_{k,↑}^+c_{-k,↓})|0⟩, \]

with Bogoliubov amplitudes

\[ u_k^2(r) = \frac{1}{2} \left( 1 + \frac{\xi_k(r)}{\sqrt{\Delta^2(r) + \xi^2_k(r)}} \right), \]

\[ v_k^2(r) = \frac{1}{2} \left( 1 - \frac{\xi_k(r)}{\sqrt{\Delta^2(r) + \xi^2_k(r)}} \right). \]

Here \( \xi_k(r) = \epsilon_k - \mu_{loc}(r) \) is the kinetic energy of an atom measured from the local chemical potential defined as

\[ \mu_{loc}(r) = \mu_0 - U(r) - U_0 n(r). \]  

In contrast to the normal Fermi gas, we have included a Hartree-Fock mean-field energy to the local chemical potential since we can no longer ignore the effect of the two-body interactions in the gas. To an excellent approximation we can use the relation Eq.\cite{28} between density and local chemical potential. Then, for a given number of atoms \( N \), Eq.\cite{41} is an implicit equation for \( \mu_0 \). We solve it numerically and hence determine the density profile \( n(r) \) and the local chemical potential \( \mu_{loc}(r) \).

The gap parameter \( \Delta(r) = U_0/2V \sum_k u_k(r)c_k(r) \) is determined by the gap equation

\[ \frac{-\pi}{2k_F(0)a} = \mu_0 k_F^{-3}(0) \int_0^\infty kk^2 \left( \frac{1}{\sqrt{\xi_k^2(r) + \Delta^2(r)}} - \frac{1}{\xi_k(r)} \right), \]

where the ultra-violet divergence has been removed by renormalizing the bare background scattering strength to the two-body T-matrix using the Lippmann-Schwinger equation (see ref.\cite{41}). We solve the gap equation numerically using the previously determined local chemical \( \mu_{loc} \).

### A. Broad resonance, \( E_{kin} \ll g\sqrt{N} \)

We find the momentum distribution of the molecules from the BCS type state by repeating the calculation done in the case of a normal Fermi gas. For the BCS wave function, the relevant atomic expectation values factorize as

\[ \langle \hat{c}_{p/2-k_1,↑}^+\hat{c}_{p/2+k_1,↓}\hat{c}_{p/2+k_2,↑}\hat{c}_{p/2-k_2,↓} \rangle = \langle \hat{c}_{p/2-k_1,↑}^+\hat{c}_{p/2+k_1,↓} \rangle \langle \hat{c}_{p/2+k_2,↑}\hat{c}_{p/2-k_2,↓} \rangle \]

\[ + \langle \hat{c}_{p/2-k_1,↑}^+\hat{c}_{p/2+k_2,↓} \rangle \langle \hat{c}_{p/2+k_1,↓}\hat{c}_{p/2-k_2,↑} \rangle \]  

\[ (39) \]
and the momentum distribution of the molecules becomes

\[ n_{\text{BCS,b}}(\mathbf{p},t) = (gt)^2 \left[ \sum_k \langle \hat{c}_{\mathbf{p}/2+k,\downarrow} \hat{c}_{\mathbf{p}/2-k,\uparrow} \rangle \right] + \sum_k \langle \hat{c}_{\mathbf{p}/2-k,\uparrow} \hat{c}_{\mathbf{p}/2+k,\downarrow} \rangle + n_{\text{NFG,b}}(\mathbf{p},t). \]  

(40)

The first term involves the square of the pairing field. It is proportional to the square of the number of paired atoms which, below the critical temperature, is a finite fraction of the total number of atoms. This quadratic dependence indicates that it is the result of a collective effect. This term can be related to the two-point correlation function in position space as

\[ \langle \hat{c}_{\mathbf{p}/2+k,\downarrow} \hat{c}_{\mathbf{p}/2-k,\uparrow} \rangle = \int \frac{d^3x d^3r}{V} e^{-i \mathbf{p} \cdot (\mathbf{x} - \mathbf{r})} \langle \hat{\psi}_\downarrow(\mathbf{x} - \mathbf{r}/2) \hat{\psi}_\uparrow(\mathbf{x} + \mathbf{r}/2) \rangle \]  

(41)

The expectation value on the right hand side is evaluated using the local density approximation at position \( x \). Inserting the result into Eq. (40) and making use of the gap equation we find

\[ n_{\text{BCS,b}}(\mathbf{p},t) = (gt)^2 \left[ \int d^3x e^{-i \mathbf{p} \cdot \mathbf{x}} \left( 1 - \frac{2a\Lambda}{\pi} \frac{2\Delta(x)}{U_0} \right)^2 \right] + n_{\text{NFG,b}}(\mathbf{p},t). \]  

(43)

Following ref. [41] we have replaced the bare background coupling strength by

\[ U_0 = U_0 \frac{1}{1 - \frac{2a\Lambda}{\pi}}, \]  

(44)

where \( \Lambda \) is a momentum cut-off and is of the order of the inverse of the range of the inter-atomic potential.
similar to the width of the noise contribution in the BEC case, see inset in Fig. 1. This similarity can be understood by recalling that for a weakly interacting condensate, \( n_0^{1/3} a = \beta \ll 1 \), which when substituted into the definition of the healing length gives \( 1/\xi = (8\pi\beta)^{1/2}n_0^{1/3} \). For typical \( \beta \sim 0.1 \), this is comparable to \( k_F(0) \) for equal densities.

Because of the collective nature of the coherent contribution it will dominate over the background, \( n_{\text{NFG},b} \), for strong enough interactions and large enough particle numbers. The narrow width and the collective enhancement of the molecule production are the reasons why the momentum distribution of the molecules is such an excellent indicator of the presence of a superfluid component and the off-diagonal long range order accompanying it.

For weak interactions such that the coherent contribution is small compared to the incoherent contribution, the second order correlations are close to those of a normal Fermi gas given by Eq. (31), \( g^{(2)}(p, x, t) \approx 2 \). However, in the strongly interacting regime, \( k_F|a| \sim 1 \), and large \( N \), the coherent contribution from the paired atoms dominates over the incoherent contribution from unpaired atoms. In this limit one finds that the second-order correlation is close to that of the BEC, \( g^{(2)}(p, x, t) \approx 1 \). The physical reason for this is that at the level of even order correlations the pairing field behaves just like the mean field of the condensate. This is clear from the factorization property of the atomic correlation functions, Eq. (42), in terms of the normal component of the density and the anomalous density contribution due to the mean field. In this case, the leading order terms in \( N \) are given by the anomalous averages. In the strongly interacting limit, the contribution from the ‘unpaired’ atoms is very similar in nature to the contribution from the fluctuations in the BEC case.

B. Narrow Resonance, \( E_{\text{kin}} \gg g\sqrt{N} \)

A calculation similar to the one presented in Appendix B for the BEC case leads to

\[
n_{\text{BCS}, a}(p, t) = \left| \sum_k \Delta(\nu - k^2/2M)\langle \hat{c}_{p/2+k, \downarrow} \hat{c}_{p/2-k, \uparrow} \rangle \right|^2 + n_{\text{NFG}, a}(p, t),
\]

where we have assumed again that the gas is weakly interacting. Inserting Eq. (13) for \( \Delta \) in the limit \( \nu t \to \infty \) and performing similar manipulations as in the broad resonance case leads to

\[
n_{\text{BCS}, a}(p, t) = \frac{g^2M^3}{\pi^2p^2} \left| \int_0^{\infty} d\omega \sqrt{\omega} \left( \frac{\pi\delta(\nu - \omega)}{\nu - \omega} + \frac{1}{\nu - \omega} \right) \right|^2 + n_{\text{NFG}, a}
\]

where again the pairing field \( \langle \hat{c}_{k, \downarrow} \hat{c}_{-k, \uparrow} \rangle \big|_r = u_k(r)v_k(r) \) can be evaluated using the local density approximation. Figure 4 shows an example of the pairing field across the trap. Two qualitatively different cases have to be distinguished depending on the strength of the interactions.

If the interactions are fairly strong so that the pairing field, \( u_k(r)v_k(r) \), is nonzero in a rather wide region around \( k_F(r) \), the pairing field will be a slowly varying function across the atomic cloud. Then the remaining integral in eq. (46) can be easily evaluated numerically and we find a momentum distribution of the molecules which is similar to the BEC case. This limit is illustrated in Fig. 4. The width of the momentum distribution of the molecules is again of order \( 1/R_{TF} \). It is known that in the strongly interacting limit, the size of the Cooper pairs becomes comparable to the interparticle spacing, \( \lambda(r) \sim 1/k_F(r) \). The Cooper pairs are no longer delocalized across the extent of the cloud but now approach the limit of localized bosonic "quasi-molecules". Thus it is not surprising that the momentum distribution of molecules formed from a BCS type state approaches the one we found in the BEC case.

On the other hand, if the interactions between the atoms are weak the pairing field is a very narrow func-
Probing the BCS system in the narrow resonance regime also yields spatial information about the atomic state. By tuning \( \nu = 2\mu_{\text{loc}}(r) \) the molecular signal is most sensitive to the pairing field near \( r \) and less sensitive to other regions in the trap.

A qualitative difference between the BCS and BEC cases becomes apparent if one looks at the number of molecules as a function of the detuning. While we find that there is only a very narrow distribution of detunings that leads to molecule formation in the BEC case, molecules are being formed for detunings well below \( \nu \sim 2\mu_{\text{loc}} \). The non-homogeneity of the trapped atom system manifests itself in a completely different way in the two cases. In the BEC case, the total energy of a particle in the condensate is just the chemical potential while the kinetic energy of a particle is very small compared to the mean field energy in the Thomas-Fermi limit. Upon release, the atoms in the condensate all have a spread in kinetic energies that is of the order \( \frac{(2\pi/R_{\text{TF}})^2}{2M} \) due entirely to zero point motion. On the other hand, in the BCS case the superfluid forms at each position near the local Fermi momentum. Hence, atoms in the BCS state have a large energy spread that is of order \( \sim \mu_{\text{loc}} \) with the kinetic energies of the paired atoms being centered around \( \mu_{\text{loc}}(r) \) with a width \( \Delta(r) \).

For the second order moment, \( g^{(2)}(p, x, t) \), the same general arguments that were put forward in the discussion of the broad resonance also apply to the narrow resonance. In the strongly interacting limit, the molecular field is again approximately coherent with a noise contribution from the unpaired fermions.

![FIG. 6: Pairing field \( \langle \hat{c}_{k, \uparrow} \hat{c}_{-k, \downarrow} \rangle = u_{\downarrow} u_{\uparrow} \) across the trap for \( k_F a = 0.5 \) and \( \alpha_{\text{osc}} = 5k_F^{-1}(0) \). The black solid line indicates the local Fermi momentum \( k_F(r) \).](image)

![FIG. 7: Momentum distribution of molecules formed from a strong coupling \( (k_F a = 0.5) \) BCS system in the narrow resonance regime as a function of detuning \( \nu \) for \( \alpha_{\text{osc}} = 5k_F^{-1}(0) \). Well below \( \nu = 2\mu_{\text{loc}} \) the figure is a bit noisy because the Fourier transform in Eq. (6) gets its main contribution from a very narrow region in space where the solution of the gap equation is numerically challenging.](image)

**VI. SUMMARY**

We examined the momentum distribution and momentum correlations of molecules formed by a Feshbach resonance or by photoassociation from a quantum degenerate atomic gas. Our study elucidated the effect of the atomic trapping potential as well as the strength of the atom-molecule coupling relative to the characteristic energies of the atoms on the molecular momentum distribution.

Molecules produced from an atomic BEC show a rather narrow momentum distribution that is comparable to the zero-point momentum width of the atomic BEC from which they are formed. In the case of a narrow resonance, energy conservation limits the molecules to only a narrow energy range. The molecule production is a collective effect with contributions from all atom pairs adding up constructively, as indicated by the quadratic scaling of the number of molecules with the number of atoms. Each mode of the resulting molecular field is to a very good approximation coherent (up to terms of order \( O(1/N) \)). The effects of noise, both due to finite temperatures and to vacuum fluctuations, are of relative order \( O(1/N) \). They slightly increase the \( g^{(2)} \) and cause the molecular field in each momentum state to be only partially coherent.

In contrast, the momentum distribution of molecules formed from a normal Fermi gas is much broader with a typical width given by the Fermi momentum of the initial atomic cloud. The molecule production is not collective as the number of molecules only scales like the number of atoms rather than the square. In this case, the second-order correlations of the molecules exhibit super-Poissonian fluctuations, and it was argued that the molecules are well characterized by a thermal field.
The case where molecules are produced from paired atoms in a BCS-like state shares many properties with the BEC case: The molecule formation rate is collective, their momentum distribution is very narrow in comparison to the normal Fermi gas, and the molecular field is essentially coherent. The non-collective contribution from unpaired atoms has a momentum distribution very similar to that of the quasiparticle fluctuations in the BEC case.

In a future publication we will use the Bogoliubov-de-Gennes equations to describe the BCS type state which is again probed with a molecular field. Thus we will be able to go beyond the local density approximation and allow us to study the validity of the local density approximation for their description can be made small and the sum can be approximated by an integral over expectation values

\[ \psi(x) = \sum_j A_j(x) \chi_0(x) \hat{c} + \sum_j \delta \hat{\psi}_{\text{loc}}^j(x), \]  
(A1)

where we have introduced functions \( A_j(x) \) that are one in volume \( V_j \) and zero otherwise, and \( \delta \hat{\psi}_{\text{loc}}^j(x) = A_j(x) \delta \hat{\psi}(x) \). The partitioning of the field operator is illustrated in fig. \( \text{fig} \). We go over to the Fourier transform

\[ \hat{c}_p = \int \frac{d^3x}{\sqrt{V}} e^{-i p x} \hat{\psi}(x) = \hat{\chi}_0(p) \hat{c} + \sum_j \sqrt{\frac{V_j}{V}} \delta \hat{c}_p^j \]  
(A2)

where \( \delta \hat{c}_p^j(p) \) is the annihilation operator for a fluctuation of momentum \( p \) in volume \( V_j \). In the local density approximation, fluctuations in different cells \( V_j \) are uncorrelated and we have

\[ \langle \delta \hat{c}_{k_1}^j \dagger \delta \hat{c}_{k_2}^j \rangle = \delta_{j,j_1} \delta_{k_1,k_2} \langle \delta \hat{c}_{k_1}^j \dagger \delta \hat{c}_{k_2}^j \rangle. \]  
(A3)

Inserting in eq. \( \text{eq} \), keeping only terms of first order in the fluctuations and making use of relation \( \text{rel} \) we find

\[ n_{\text{BEC,b}}(p,t) = (gt)^2 N (N - 1) \sum_{k_1,k_2} \hat{\chi}_0^*(p/2 - k_1) \hat{\chi}_0^*(p/2 + k_1) \hat{\chi}_0(p/2 - k_2) \hat{\chi}_0(p/2 + k_2) \]

\[ + 4 (gt)^2 N \sum_{k,j} V_j \hat{\chi}_0(p - k) |\hat{\chi}_0(p - k)|^2 (\hat{c}_{k_1}^j \dagger \hat{c}_{k_2}^j). \]  
(A4)

The coherent term is readily brought to the form given in eq. \( \text{eq} \). In the incoherent term we notice that \( |\hat{\chi}_0(p)|^2 \) is a much narrower function than \( (\hat{c}_{k_1}^j \dagger \hat{c}_{k_2}^j) \), the former having a typical width of \( \sim 1/R_{TF} \) while the latter has a typical width of \( \sim 1/\xi \). Hence, to a good approximation, \( (\hat{c}_{k_1}^j \dagger \hat{c}_{k_2}^j) \) can be treated as a constant for the momentum range for which \( |\hat{\chi}_0(p)|^2 \) is nonzero and we obtain

\[ 4 (gt)^2 N \sum_{k,j} V_j |\hat{\chi}_0(p - k)|^2 (\hat{c}_{k_1}^j \dagger \hat{c}_{k_2}^j) \]

\[ \approx 4 (gt)^2 N \sum_j V_j (\hat{c}_{k_1}^j \dagger \hat{c}_{k_2}^j) \sum_k |\hat{\chi}_0(p - k)|^2 \]

\[ = 4 (gt)^2 N \sum_j V_j (\hat{c}_{k_1}^j \dagger \hat{c}_{k_2}^j), \]  
(A5)

where we have made use of the normalization of \( \chi_0(x) \) in the last step. Since \( \xi \ll R_{TF} \) the volumes \( V_j \) can be made small and the sum can be approximated by an
FIG. 8: Illustration of the partitioning of quantization volume and atomic field operator. Also indicated is the function $A_j(x)$.

APPENDIX B: CALCULATION OF $n(p)$ FOR $g \ll E_{\text{kin}}$ FOR A BEC

The calculation goes along similar lines as in the broad resonance case but the evaluation of the integrals is more complicated. Repeating the calculation of the broad resonance case that lead to eq. (A4) with $\hat{a}_p$ now replaced according to eq. (18) we find, again to first order in the fluctuations

$$n_{\text{BEC},n}(p, t) = N(N-1) \left| \sum_k \Delta(E_p - \epsilon_{p/2+k} - \epsilon_{p/2-k}, t) \tilde{\chi}_0(p/2 + k) \tilde{\chi}_0(p/2 - k) \right|^2$$

$$+ 4N \sum_{k,j} V_j \left| \Delta(E_p - \epsilon_{p/2+k} - \epsilon_{p/2-k}, t) \right|^2 |\tilde{\chi}_0(p-k)|^2 (\hat{c}^{(j)}_k \hat{c}^{(j)}_k)$$

$$\equiv n_{\text{coh}}(p, t) + n_{\text{incoh}}(p, t). \quad (B1)$$

Let us first consider the coherent part $n_{\text{coh}}(p, t)$. Going over from the summation to an integral in the usual way, making the substitution $\omega = k^2/M$ and introducing polar coordinates we find

$$n_{\text{coh}}(p, t) = \frac{VM^{3/2}}{\pi^{3/2}} \int_0^{\infty} d\omega \Delta(\nu - \omega, t) \int_0^\pi d\theta \sin \theta$$

$$\times \sqrt{\omega} \tilde{\chi}_0 \left( \sqrt{p^2/4 + M\omega + |p|\sqrt{M\omega} \cos \theta} \right) \tilde{\chi}_0 \left( \sqrt{p^2/4 + M\omega - |p|\sqrt{M\omega} \cos \theta} \right) \quad (B2)$$

In the limit $t \to \infty$, $\Delta(\nu - \omega)$ becomes

$$\lim_{t \to \infty} \Delta(\nu - \omega, t) = g \left( \pi \delta(\nu - \omega) - i \frac{p}{\nu - \omega} \right) \quad (B3)$$

where, as usual, $P$ means that the integral has to be taken in the sense of the Cauchy-principal value. The real part can be evaluated by making use of the $\delta$-function and for the imaginary part we have to rely on numerical methods to calculate the principal value integral.

Making similar manipulations of the sums over momenta for the incoherent part leads to

$$n_{\text{incoh}}(p, t) = 4N \frac{VM^{3/2}}{8\pi^{3/2}} \sum_j V_j \int_0^\pi d\theta \sin \theta$$

$$\times \int_0^{\infty} d\omega \sqrt{\omega} |\Delta(\nu - \omega, t)|^2 \tilde{\chi}_0 \left( \sqrt{p^2/4 + M\omega - |p|\sqrt{M\omega} \cos \theta} \right) \langle \hat{c}^{(j)}_\omega | \hat{c}^{(j)}_\omega \rangle. \quad (B4)$$
Using the delta function

\[ \lim_{t \to \infty} |\Delta(\nu - \omega)|^2 = \pi g^2 t \delta(\nu - \omega). \]  

(B5)

to perform the integral in the limit as \( t \) goes to infinity we arrive at eq. (20).
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