THE WEAK HARNACK INEQUALITY FOR THE BOLTZMANN EQUATION WITHOUT CUT-OFF
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Abstract. We obtain the weak Harnack inequality and Hölder estimates for a large class of kinetic integro-differential equations. We prove that the Boltzmann equation without cut-off can be written in this form and satisfies our assumptions provided that the mass density is bounded away from vacuum and mass, energy and entropy densities are bounded above. As a consequence, we derive a local Hölder estimate and a quantitative lower bound for solutions of the (inhomogeneous) Boltzmann equation without cut-off.
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1. Introduction
The main result in this article is a version of the weak Harnack inequality, in the style of De Giorgi, Nash and Moser, for kinetic integro-differential equations. As a consequence, we derive local Hölder estimates and a quantitative lower bound for the inhomogeneous Boltzmann equation without cut-off.

Our estimates are local in the sense that they only require the equation to hold in a bounded domain.

The Boltzmann equation has the form

$$f_t + v \cdot \nabla_x f = Q(f, f) \quad \text{for} \quad t \in (-1, 0], \, x \in B_1, \, v \in B_1.$$

Here, the function $f = f(t, x, v)$ must be defined for $t \in (-1, 0]$, $x \in B_1$ and $v \in \mathbb{R}^d$ in order to make sense of the nonlocal right hand side $Q(f, f)$.

We recall that Boltzmann’s collision operator $Q(f, f)$ is defined as follows

$$Q(f, f) = \int_{\mathbb{R}^d} \int_{S^{d-1}} (f(v'_u) - f(v_u)) f(v) B(|v - v_u|, \cos \theta) \, dv_u \, d\sigma,$$

where $v'_u$ and $v'$ are given by

$$v' = \frac{v + v_u}{2} + \frac{|v - v_u|}{2} \sigma \quad \text{and} \quad v'_u = \frac{v + v_u}{2} - \frac{|v - v_u|}{2} \sigma.$$
and \( \cos \theta \) (and \( \sin(\theta/2) \)) is defined as
\[
\cos \theta := \frac{v - v_u}{|v - v_u|} \cdot \sigma \quad \text{(and \quad } \sin(\theta/2) := \frac{v' - v}{|v' - v|} \cdot \sigma).
\]

We assume that the cross-section \( B \) satisfies
\[
B(r, \cos \theta) = r^\gamma b(\cos \theta) \quad \text{with} \quad b(\cos \theta) \approx |\sin(\theta/2)|^{-(d-1)-2s}
\]
with \( \gamma \in (-d, 1) \) and \( s \in (0, 1) \).

The equation describes the density of particles at a specific time \( t \), point in space \( x \) and with velocity \( v \). This model stands at a mesoscopic level, in between the microscopic description of interactions between individual particles, and the macroscopic models of fluid dynamics.

We define the hydrodynamic quantities
\[
\begin{align*}
\text{(mass density)} & \quad M(t, x) := \int f(t, x, v) \, dv, \\
\text{(energy density)} & \quad E(t, x) := \int f(t, x, v)|v|^2 \, dv, \\
\text{(entropy density)} & \quad H(t, x) := \int f \ln f(t, x, v) \, dv.
\end{align*}
\]

These are the only quantities associated with a solution \( f \) which are meaningful at a macroscopic scale. Under some asymptotic regime, the hydrodynamic quantities in the Boltzmann equation formally converge to solutions of the compressible Euler equation, which is known to develop singularities in finite time (see for example [11]). Because of this fact, one could speculate that the Boltzmann equation may develop singularities as well. From this point of view, the best regularity result that one would expect is that if the hydrodynamic quantities are under appropriate control, then the solution \( f \) will be smooth. In other words, that every singularity of \( f \) would be observable at the macroscopic scale.

It is proved in [59] that when \( M(t, x), E(t, x) \) and \( H(t, x) \) are uniformly bounded above, and in addition \( M(t, x) \) is bounded below by a positive constant, then the solution \( f \) satisfies the \( L^\infty \) a priori estimate depending on those bounds only. The result in this paper goes a step further by proving a Hölder modulus of continuity, in all variables, under the same assumptions.

**Theorem 1.1** (Hölder continuity). Assume \( s \in (0, 1) \), \( \gamma \in (-d, 1] \), \( \gamma + 2s \leq 2 \) and let \( f \) be a non-negative solution of the Boltzmann equation for all \( t \in (-1, 0) \), \( x \in B_1 \) and \( v \in B_1 \). Assume that \( f \) is essentially bounded in \((-1, 0) \times B_1 \times \mathbb{R}^d \) and there are positive constants \( M_0, M_1, E_0 \) such that for all \( (t, x) \) we have \( M_1 \leq M(t, x) \leq M_0 \) and \( E(t, x) \leq E_0 \) for all \( (t, x) \in (-1, 0) \times B_1 \), then \( f \) is Hölder continuous in \((-1/2, 0) \times B_{1/2} \times B_{1/2} \) with
\[
\|f\|_{C^\alpha((-1/2, 0) \times B_{1/2} \times B_{1/2})} \leq C
\]
where \( C > 0 \) and \( \alpha \in (0, 1) \) are constants depending on dimension, the \( L^\infty \) bound of \( f \), \( M_0, M_1 \) and \( E_0 \).

**Remark 1.2.** Theorem 1.1 also holds true in any cylinder \( Q \subset \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d \). In this case, constants \( C \) and \( \gamma \) also depends on the center of the cylinder and its radius.

Note that the value of the entropy \( H(t, x) \) is bounded above by some constant \( H_0 \) depending only on \( M_0, E_0 \) and \( \|f\|_{L^\infty} \). so we do not need to include the hypothesis \( H(t, x) \leq H_0 \) in Theorem 1.1. Recall also that \( \|f\|_{L^\infty} \) is bounded above for \( t > 0 \) in terms of \( M_0, M_1, E_0 \) and \( H_0 \), according to the result in [59], provided that \( \gamma + 2s > 0 \). So, at least in this range of values of \( \gamma \), the Hölder modulus of continuity depends on the values of \( M_0, M_1, E_0 \) and \( H_0 \) only.

The best regularity results previously available for the inhomogeneous Boltzmann equation without cut-off give us \( C^\infty \) regularity depending on the assumption that the solution has infinite moments and belongs to the space \( H^5 \) with respect to all variables \( (v, x \text{ and } t) \) [7], [3], [28]. Of course this is a much more stringent assumption than what we need for our Theorem 1.1 to hold. We make further comments about these and other related results in Section 1.3.

We also obtain a quantitative lower bound for the solution \( f \).
Theorem 1.3 (Lower bound). Let $f$ be a non-negative supersolution of the Boltzmann equation in $[0, T] \times B_R \times B_R$. Under the same assumptions on $\gamma$, $s$ and $f$ as in Theorem 1.1, we have the lower bound
\[ \inf_{[T/2,T] \times B_{R/2} \times B_{R/2}} f \geq c(R). \]
The constant $c(R)$ depends on $T$, $R$, $\gamma$, $s$, $d$, $M_0$, $M_1$, $E_0$, and $\|f\|_{L^\infty}$.

It has been a longstanding issue to find appropriate lower bounds for the solutions of the Boltzmann equation. The best result available is perhaps from the work of Mouhot [53]. He obtains an explicit exponentially decaying lower bound for the Boltzmann equation without cut-off. He makes strong a priori regularity assumptions on the solution $f$, in addition to the assumptions that we make in this paper. We do not provide an explicit formula for $c(R)$. Its precise decay as $R \to \infty$ will be the subject of future work.

Remark 1.4. If $\gamma + 2s > 2$, similar results can be obtained by further assuming that the $(\gamma + 2s)$-momentum of the function $f$ is finite at every point $(t, x)$.\[ \]

1.1. A linear kinetic integro-differential equation. The main result of this paper concerns a general kinetic integro-differential equation. The results for the Boltzmann equation described above follow as corollaries. We study an equation of the form
\[ f_t + v \cdot \nabla_x f = L_v f + h \]
for $t \in (-1, 0]$, $x \in B_1$ and $v \in B_1$, where $L_v f$ is a linear integro-differential operator in the velocity variable of the following form
\[ L_v f(t, x, v) = PV \int_{\mathbb{R}^d} (f(t, x, v') - f(t, x, v))K(t, x, v, v') \, dv' \]
for a locally bounded function $h$ and a measurable kernel $K : [-1, 0] \times B_1 \times B_R \times \mathbb{R}^d \to [0, +\infty)$ satisfying appropriate assumptions that we describe below.

For every value of $t$ and $x$, the kernel $K(t, x, v, w)$ is a non-negative function of $v$ and $w$. We assume that the following conditions hold for every value of $t$ and $x$ (we omit $t$ and $x$ dependence to clean up the notation).

Let us fix a $\tilde{R} \geq 1$. We will make assumptions on the kernel $K(v, v')$ for $v \in B_{\tilde{R}}$. We need to pick $\tilde{R}$ slightly larger than one for technical reasons that will be apparent in Section 5.

Our first assumption is a coercivity condition on $L_v$. We assume that there exists $\lambda > 0$ and $\Lambda > 0$ such that, for any function $f : \mathbb{R}^d \to \mathbb{R}$ supported in $B_{\tilde{R}}$,
\[ \lambda \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{|f(v) - f(v')|^2}{|v - v'|^{d + 2s}} \, dv \, dv' \leq - \int_{\mathbb{R}^d} L_v f(v) f(v) \, dv + \Lambda \|f\|^2_{L^2(\mathbb{R}^d)}. \]
This coercivity condition is well known to hold for the Boltzmann equation when the function $f$ has bounded mass, energy and entropy density, and its mass is also away from vacuum (see [48, 62] and the discussion below). The proofs in the literature are based on Fourier analysis. We provide a proof in the appendix which follows by a direct geometric computation in physical variables.

In the case $s < 1/2$, we also make the following nondegeneracy assumption.
\[ \inf_{|v| = 1} \int_{B_r(v)} ((v' - v) \cdot e)^2 K(v, v') \, dv' \geq \lambda r^{2-2s} \quad \text{for every value of } v \in B_{\tilde{R}}. \]
Here, when we write $(w \cdot e)^2$, we mean $((w \cdot e) +)^2 = \max(w \cdot e, 0)^2$.

The coercivity condition would be obviously true if $K$ is symmetric (i.e. $K(v, v') = K(v', v)$) and $K(v, v') \geq \lambda |v - v'|^{-d-2s}$. These assumptions are not satisfied by the Boltzmann kernel a priori.

For some kernels (not necessarily coming from the Boltzmann equation) it might be difficult to check whether the coercivity condition (1.3) holds. The nondegeneracy assumption (1.4) is usually very easy to check in explicit examples of kernels $K$. We do not know of any example of a kernel which satisfies (1.4) but not (1.3). It is natural to conjecture this implication (modulo adjusting $\lambda$ by a fixed factor).

The second assumption is a weak upper bound on the kernel $K$.
\[ \begin{align*}
(i) \quad & \int_{B_r \setminus B_{r'}(v)} K(v, v') \, dv' \leq \Lambda r^{-2s} \text{ for any } r > 0 \text{ and } v \in B_{\tilde{R}} \\
(ii) \quad & \int_{B_{\tilde{R}} \setminus B_{r'}(v')} K(v, v') \, dv \leq \Lambda r^{-2s} \text{ for any } r > 0 \text{ and } v' \in B_{\tilde{R}}.
\end{align*} \]
Note that if $K(v, v') \lesssim |v - v'|^{-d - 2s}$, then the assumption (1.5) holds. Our assumption only concerns average values of $K$ on the complementary set of balls. Therefore, a kernel containing a singular part is allowed. We will see that the Boltzmann kernel satisfies (1.5) even though $K(v, v') \lesssim |v - v'|^{-d - 2s}$ may not hold a priori.

Note that both inequalities in (1.5) would be the same if $K$ were symmetric. But we do not assume symmetry of the kernel. That is $K(v, v') \neq K(v', v)$ in general. The symmetry assumption is very common for integro-differential equations because it represents the fact that the equation is in divergence form. It is equivalent to the operator $L_{v}$ being self adjoint. We explain this concept in Subsection 1.3.3.

The following assumptions provide a mild control on the anti-symmetric part of the kernel.

We assume that
\begin{equation}
\forall v \in B_{T_{R}/8}, \quad \left| PV \int_{B_{R}} (K(v, v') - K(v', v)) \, dv' \right| \leq \Lambda.
\end{equation}

Moreover, if $s \geq 1/2$, we need to assume the following extra cancellation.
\begin{equation}
\forall v \in B_{T_{R}/8}, \quad \left| PV \int_{B_{R}} (v - v') (K(v, v') - K(v', v)) \, dv' \right| \leq \Lambda.
\end{equation}

When $K$ is symmetric, the left hand sides in (1.6) and (1.7) are identically zero and therefore the assumptions trivially hold.

When we analyse the scaling properties of our assumptions, we will observe that (1.3) and (1.5) are critical, and (1.6) and (1.7) are subcritical.

When we apply our results to the Boltzmann equation, the kernel $K$ depends on the solution $f$ and is determined by the formula
\[ \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(v_{a}')(g(v') - g(v))B(|v - v_{a}|, \theta) \, d\sigma \, dv_{a} = \int_{\mathbb{R}^{d}} (g(v') - g(v))K_{f}(v, v') \, dv'. \]

In this way,
\[ Q(f, g) = \int (g(v') - g(v))K_{f}(v, v') \, dv' + \text{(lower order terms)}. \]

The constant $\lambda$ in the assumption (1.3) depend only on the mass, energy and entropy densities of $f$. The constant $\Lambda$ in (1.5), (1.6) and (1.7), depends only on the mass and energy density of $f$ when $\gamma \in [0, 1]$. It depends on further integrability properties of $f$ when $\gamma < 0$ (they are bounded in terms of $\|f\|_{L^{\infty}}$ for example). All these assumptions will be verified in Section 3.

1.2. Main results. The notion of weak solution will be made precise by the end of Section 5.

**Theorem 1.5** (Hölder continuity). Assume the kernel is non-negative and there exist $\lambda > 0$ and $\Lambda > 0$ such that (1.3), (1.5) and (1.6) hold true with $R = 2$. If $s \geq 1/2$, we also assume (1.7); if $s < 1/2$, we also assume (1.4). Let $f$ be a solution of (1.2) for all $t \in (-1, 0]$, $x \in B_{1}$ and $v \in B_{1}$. Assume that $f$ is essentially bounded in $(-1, 0] \times B_{1} \times \mathbb{R}^{d}$. Then $f$ is Hölder continuous in $(-1/2, 0] \times B_{1/2} \times B_{1/2}$ with
\[ \|f\|_{C^{\gamma}((-1/2, 0], \times B_{1/2})} \leq C \left( \|f\|_{L^\infty((-1, 0], \times B_{1} \times \mathbb{R}^{d})} + \|h\|_{L^\infty((-1, 0], \times B_{1})} \right) \]
where $C > 0$ and $\gamma \in (0, 1)$ are constants only depending on dimension, $\lambda$ and $\Lambda$.

This theorem is in fact derived from the following estimate.

**Theorem 1.6** (Weak Harnack inequality). There are constants $r_{0}$, $R_{1} > 1$, $\varepsilon$ and $C$ so that the following proposition holds. Assume the kernel is non-negative and there exist $\lambda > 0$ and $\Lambda > 0$ such that (1.3), (1.5) and (1.6) hold true with $R = 2R_{1}$. If $s \geq 1/2$, we also assume (1.7); if $s < 1/2$, we also assume (1.4). Assume that $f$ is a non-negative supersolution of (1.2) in $(-1, 0] \times B_{R_{1}^{-2s}} \times B_{R_{1}}$. Then
\[ \left( \int_{Q^{+}} f^{\varepsilon}(t, x, v) \, dv \, dx \, dt \right)^{1/\varepsilon} \leq C \left( \inf_{Q^{+}} f + \|h\|_{L^\infty((-1, 0], \times B_{1} \times B_{1})} \right) \]
where
\[ Q^{+} = (-r_{0}^{2s}, 0] \times B_{r_{0}^{1+2s}} \times B_{r_{0}} \quad \text{and} \quad Q^{-} = (-1, -1 + r_{0}^{2s}] \times B_{r_{0}^{1+2s}} \times B_{r_{0}} \]
(see Figure 1) and the constants $C > 0$, $\varepsilon > 0$, only depend on dimension, $s$, $\lambda$ and $\Lambda$. The constants $r_{0}$ and $R_{1}$ depend on dimension and $s$ only (not on $\lambda$ and $\Lambda$).
The geometric setting of the weak Harnack inequality

\begin{figure}[h]
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\caption{The geometric setting of the weak Harnack inequality}
\end{figure}

1.3. Comments on the results and related works.

1.3.1. Difficulties related to this problem. This subsection is our attempt to explain and compare the main challenges that we faced proving the main results in this paper, and the new ideas that were introduced.

We start by reviewing some recent developments about parabolic kinetic equations in divergence form, with rough coefficients. In some sense, our main theorems are an integro-differential counterpart of these previous results. The equations have the form

\[ f_t + v \cdot \nabla_x f = \frac{\partial}{\partial v_i} \left( a_{ij} \frac{\partial}{\partial v_j} f \right). \]

The diffusion coefficient \( a_{ij} = a_{ij}(t, x, v) \) is assumed to be uniformly elliptic. No regularity assumption should be made in \( a_{ij} \), otherwise the equation may fit into the more classical hypoelliptic theory, and would not imply such interesting results for the Landau equation. Pascucci and Polidoro \([55]\) obtained the local \( L^\infty \) estimate for this equation using Moser’s method. Continuing in that direction, Wang and Zhang obtained Hölder estimates in \([49]\), \([64]\) and \([65]\). Their proof is quite involved. A highly nontrivial step is to obtain an appropriate formulation of a Poincaré inequality adapted to the Lie group action related to the equation.

A simplified proof, following the method of De Giorgi, was recently obtained by Golse, Imbert, Mouhot and Vasseur \([36]\). In this paper a version De Giorgi’s isoperimetric inequality is obtained by a compactness argument. We use that idea for the case \( s \in [1/2, 1) \). This general method is not applicable to the case \( s < 1/2 \), since it uses crucially that the characteristic function of a nontrivial set can never be in \( H^s \). We do not use velocity averaging lemmas like in \([36]\) anywhere in this paper. Instead, we take advantage of more elementary properties of the fractional Kolmogorov equation.

The first step in the proof of De Giorgi, Nash and Moser, which consists of a local \( L^\infty \) estimate, needs to be formulated appropriately to hold for integro-differential equations with degenerate kernels. Our proof in Section 6 follows a properly adapted version of De Giorgi’s iteration. We do not use either averaging lemmas, or hypoelliptic estimates for the \( x \) variable (like in \([36]\) or \([55]\)). Instead, we iterate an improvement of integrability obtained directly from the fundamental solution to the fractional Kolmogorov equation.

In the second part of the proof of the theorem of De Giorgi, Nash and Moser we take different strategies depending on whether \( s \in (0, 1/2) \) or \( s \in [1/2, 1) \). In the first case, we construct a barrier function to propagate lower bounds as in the method by Krylov and Safonov for nondivergence equations. When \( s \in [1/2, 1) \), the proof is based on a measure estimate of intermediate sets (as in De Giorgi’s original work) obtained by compactness (as in \([36]\)), but using a more direct approach based on the fractional Kolmogorov equation instead of hypoelliptic estimates and averaging lemmas. We could not find a single method that works for the full range \( s \in (0, 1) \) for general integro-differential equations. However, in the case of the Boltzmann equation, the method used for the range \( s \in (0, 1/2) \) actually works for the full range, as we explain below.

The kernel \( K_f \), from the Boltzmann equation, satisfies the extra symmetry condition \( K(v, v + w) = K(v, v - w) \) which we do not use in this paper. We chose not to take advantage of this condition in order to have the most natural result for general integro-differential equations. Using this assumption would allow us to simplify some of the proofs. Most importantly, the barriers of Section 7 would hold for the full range \( s \in (0, 1) \) and therefore the results from Section 8 would be unnecessary. Moreover, the proof of Lemma 6.4 could be done more easily using a similar function \( g \) as in the proof of Lemma 6.2. The commutator estimates of Lemmas 4.10 and 4.11 would not be necessary anywhere.

One of the main ideas in the work of Caffarelli, Chan and Vasseur \([21]\) about parabolic integro-differential equations (not kinetic) is how they formulate De Giorgi’s isoperimetric lemma in the integro-differential setting. Their original method is purely nonlocal. It does not work for second order equations. It uses
crucially that $\mathcal{E}(g_+, g_-) \gtrsim \|g_+\|_{L^1}\|g_-\|_{L^1}$, where $\mathcal{E}$ is a bilinear form like the one we define in Section 4. In our context, this is not true for two reasons. First, because we have the additional variable $x$ that plays no explicit role in the integral diffusion and is not seen by the bilinear form $\mathcal{E}$. Secondly, because the assumptions that we make in the kernels are too mild for this condition to hold even in the space homogeneous case. In [21], they assume that the kernel $K$ is symmetric and $K(v, v') \gtrsim \lambda |v - v'|^{-d - 2s}$ for every value of $v$ and $v'$.

Our equation (1.2) involves three different variables: $t$, $x$, and $v$. It reduces to a more standard parabolic integro-differential equation when $f$ is constant in $x$. The diffusion takes place with respect to the variable $v$ only. The equation includes the kinetic transport term $v \cdot \nabla_x f$, which somehow transfers the regularization effect from the $v$ variable to the $x$ variable. The variable $x$ has to be dealt with differently to the $t$ and $v$ variables. For example it has a different scaling and it is affected by translations of the function with respect to the $v$ variable. One major difficulty that it brings is in the proof of the ink-spots theorem. The original ink-spots covering by Krylov and Safonov was for non-kinetic parabolic equations without the extra variable $x$. Including this extra variable changes the geometry. The natural parabolic cylinders, which are invariant by the Lie group acting on the equation, are oblique in the variable $x$. With this geometry, there is no chance to apply a Calderón-Zygmund decomposition like in [40] because we cannot tile the space with slanted cylinders with varying slopes. We need a custom made version of the ink-spots covering theorem, which is developed in Section 10. See that section for further explanation on the difficulties and ideas involved in this covering result.

When we apply our main results to the Boltzmann equation in Theorems 1.3 and 1.1, we only want to assume a priori some minimal physically relevant information on $f$. We assume a control, for all $t$ and $x$, of the mass, energy and entropy densities. Under these assumptions, there is very little one can say about the Boltzmann collision kernel $K_f$. We are forced to work with very general, non-symmetric, and possibly singular kernels. This paper would be much simpler if we made a convenience assumption like (1.5), (1.6) and (1.7). Our assumptions (1.6) and (1.7) allow us to consider non-symmetric kernels whose anti-symmetric part is as singular as the symmetric one in absolute value, but contains some cancellation. Up to the authors’ knowledge, this is the first time such a condition appears in the literature of integro-differential equations. The estimate for the bilinear form given in Theorem 4.1 is interesting in itself and new. It tells us that the bilinear form $\langle L_v f, g \rangle$ is bounded in $H^s \times H^s$ assuming the very mild, and easy to check, conditions on the kernel $K$ given in (1.5), (1.6) and (1.7). Such an estimate is reminiscent of some others proved specifically for the Boltzmann equation, see for instance [9], [4], [51], [28]. Here, the estimate is proved for a very general bilinear form associated with a non-symmetric integro-differential operator. Note that in previous works in integro-differential equations, the upper bound of Theorem 4.1 was included as an assumption together with (1.5) and symmetry (see [43]).

1.3.2. Boltzmann without cut-off. The main results of this paper apply to the Boltzmann equation without cut-off in the inhomogeneous setting.

In the case of moderately soft potentials, which corresponds to $\gamma + 2s > -2$, an a priori estimate in $L^\infty$ is given in [59]. In that case, we obtain a H"older modulus of continuity depending on the bounds on $M(t, x)$, $E(t, x)$ and $H(t, x)$ only. For very soft potentials, Theorem 1.1 gives us a H"older modulus of continuity provided that we know a priori that $f$ is bounded. Note that our estimates do not depend on any further regularity assumption on the initial data.

Since Carlo Cercignani in 1969, it is believed that the Boltzmann collision operator without cut-off has a regularizing effect. Some similarities with the fractional Laplacian operator in the velocity variable have been observed in the form of coercivity estimates. This is the first time that ideas originating in the work of De Giorgi and Nash for parabolic equations are applied in the context of the Boltzmann equation.

The first results for the Boltzmann equations without cut-off that indicate a regularization effect appear in the study of the entropy dissipation. A lower bound for the entropy dissipation with respect to a fractional Sobolev norm is first obtained [48] and improved in [62]. The optimal space $H^s$ is finally obtained in [1]. We can also deduce a coercivity estimate from the proof in this paper. The coercivity estimate, which we mention in Proposition 3.3, essentially says that the Boltzmann collision operator satisfies the assumption (1.3). It plays an essential role in most of the works concerning the regularization effect of the Boltzmann equation.
without cut-off. The proof of the coercivity estimate in [1] is done using Fourier analysis after reducing the problem to the case of Maxwellian molecules ($\gamma = 0$). There is a simplified proof, also using Fourier analysis and in particular the Littlewood-Paley decomposition, in [5] and [6]. These proofs are considerably easier in the Maxwellian case ($\gamma = 0$), because they use Bobylev’s formula. We give a new alternative proof in the Appendix A based on the geometric understanding of the Boltzmann kernel. All computations are done in physical variables. Our proof works in the same way for any value of $\gamma$. It transparently gives us an estimate with respect to the same anisotropic weighted Sobolev spaces as in [37].

The coercivity estimate implies some gain of regularity for the Boltzmann equation without cut-off. In the space homogeneous case, iterating this gain of regularity, it is known that solutions belong to the Schwartz class for all positive times. This result holds under rather general cross section assumptions, including essentially hard and moderately soft potentials in the non-cut-off case. See [32], [5], [6], [39], [51] and [27].

For the spatially inhomogeneous case without cut-off, one can also obtain some regularization effect combining the coercivity with hypoelliptic estimates. Iterating such estimates leads to the $C^{s,\alpha}$ regularity of solutions. However, it is necessary to impose significant conditional regularity in order to start the iteration. The best regularity results available require the assumptions that $\langle v \rangle^k f(t, x, v) \in H^5([0, T], \mathbb{R}^3, \mathbb{R}^3)$ for all values of $k \in \mathbb{N}$, and in addition the mass density is assumed to be bounded below. Under these assumptions, they prove that $f$ belongs to the Schwartz class for positive time in [7], [9], [28].

It may be interesting to compare the current state of the regularity results for the Boltzmann equation with the classical development of nonlinear elliptic equations. Hilbert’s 19th problem consisted in the regularity of minimizers of smooth convex functionals in $H^1$ (see [66]). These minimizers solve a nonlinear elliptic equation in divergence form. From the beginning of the century (starting by the work of Bernstein [18]), people proved that solutions were analytic provided that some conditional regularity assumption was satisfied. The assumptions were progressively improved through the years. By iterating the Schauder estimates, it was possible to prove that solutions were analytic starting from a $C^{1,\alpha}$ estimate. However, variational techniques only provided a weak solution in $H^1$. It was a long standing problem to bridge that gap, and it was finally achieved independently by De Giorgi [30] and Nash [54]. Our result in this paper plays the role, in the context of the inhomogeneous non-cut-off Boltzmann equation, of the results of De Giorgi and Nash for elliptic and parabolic equations. Unfortunately, there is still a gap between what we prove ($C^{s,\alpha}$ regularity) and what is necessary to iteratively obtain $C^{s,\alpha}$ regularity of the solution by current methods ($H^5$ regularity plus infinite moments). So, more work is necessary.

In [59], results from general integro-differential equations are applied to the Boltzmann equation. There is an $L^p$ estimate, a Hölder estimate and a lower bound. However, the last two apply only to the space homogeneous case. The results in this paper are proved with different techniques compared to [59]. In this work, we develop a result in the flavor of De Giorgi, Nash and Moser theorem for equations in divergence form. The results in [59] use the methods from [56] which are in the flavor of Krylov-Safonov theory for equations in nondivergence form. The coercivity estimate plays no role in [59], and it certainly does here. Our result in Theorem 1.5 complements the $L^\infty$ estimate from [59].

In [3], the authors prove that if the initial data is sufficiently nice, the Boltzmann equation admits a unique smooth solution locally in time. For small perturbations around a Maxwellian, the equation is known to have global smooth solutions [38], [37], [8], [2]. As far as existence of weak solutions is concerned, Alexandre and Villani prove in [10] the existence of a certain type of renormalized solution. Neither the uniqueness nor the regularity of these solutions is well understood. They prove that the family of solutions is compact using the entropy dissipation estimate.

The study of the regularity of solutions is relevant for most aspects of the qualitative analysis of the Boltzmann equation without cutoff. For example, Desvillettes and Villani prove in [31] that the solutions converge to equilibrium, at a specific rate, provided that the solution remains smooth.

We consider this paper to be an important step towards a longer term goal to prove the following conjecture. We believe that if $f$ is a solution to the Boltzmann equation with $\gamma + 2s \in (0, 2]$ and such that $0 < M_1 \leq M(t, x) \leq M_0$, $E(t, x) \leq E_0$ and $H(t, x) \leq H_0$, then $f$ should be $C^{s,\alpha}$ for positive time.

It is not at all clear whether the assumption $\gamma + 2s > 0$ is necessary to obtain regularity. However, the $L^\infty$ estimate for very soft potentials is out of reach by current methods without further assumptions. This is also the case for the space homogeneous Boltzmann equation.
It would be possible to study the precise behavior of the constants $\lambda$ and $\Lambda$ for which (1.3), (1.5), (1.6) and (1.7) hold and obtain a global weighted $C^{\alpha}$ estimate using a scaling argument as in Remark A.7. However, this estimate also depends on the $L^\infty$ norm of $f$. It is to be expected that the solution $f$ should decay exponentially for large velocities, in addition to the $L^\infty$ bound given in [59]. See [32] for a result in that direction in the space homogeneous case. A better decay in $f$ for large velocities would imply a better $C^{\alpha}$ estimate for large velocities. Because of that, we postpone the analysis of large velocities to future work when the decay of $f$ is better understood. The local result provided in Theorem 1.5 provides the right tool to study the $C^{\alpha}$ estimate for large velocities in terms of the decay of $f$.

1.3.3. Regularity theory for integro-differential equations. The study of Hölder estimates and the Harnack inequality for integro-differential equations of the form

$$f_t(t,v) = \int_{\mathbb{R}^d} (f(t,v') - f(t,v)) K(t,v,v') \, dv'$$

is a very active area of current research. It developed originally motivated by problems in probability, with applications to mathematical finance [61] and physics [50]. The main technical novelty of this work is our study of a kinetic equation with this kind of diffusion. Our equation has the extra variable $x$, and the transport term $v \cdot \nabla_x f$, without any explicit diffusion in $x$. Previous Hölder estimates for integro-differential equations may be applied to the Boltzmann equation, at most, in the space homogeneous case only. Yet, even in the space homogeneous case, the results in this paper present novelties. The assumptions we make on the kernel (1.3), (1.5), (1.6) and (1.7) are more general than in previous works about integro-differential equations. Because of that, our main results in Theorems 1.5 and 1.6 are new even in the space homogeneous case.

In this subsection, we review and compare the literature about integro-differential diffusions. We stress ideas that originated in the study of equations in nondivergence form, like the ink-spots theorem and barrier for integro-differential equations. In this paper, we use the variational structure of the equation and work different. In the former case, the equation’s structure is amenable to variational methods, and energy estimates were originally obtained independently by De Giorgi [30] and Nash [54], and later reproved by Krylov and Safonov [46]. The techniques used for equations in divergence or nondivergence form are very different. In the former case, the equation’s structure is amenable to variational methods, and energy estimates in Sobolev spaces. In the latter case, tools like the Alexandrov estimate and explicit barrier functions are used for the proofs. Both types of results, with their corresponding approaches, have their counterparts for integro-differential equations. In this paper, we use the variational structure of the equation and work with localized energy estimates. These are ideas for equations in divergence form. However, we use some ideas that originated in the study of equations in nondivergence form, like the ink-spots theorem and barrier functions. Below, we review other results for integro-differential equations following each approach.

A second order operator in divergence form $f \mapsto \partial_i (a_{ij}(t,v) \partial_j f)$ is characterized by the fact that it is self-adjoint in $L^2$. For integro-differential operators, this is reflected in a symmetry condition for the kernel: $K(v,v') = K(v',v)$. A second order operator in nondivergence form $f \mapsto a_{ij}(t,v) \partial_{ij} f$ has the convenient property that it returns a bounded function when evaluated in a smooth function $f$. For integro-differential operators, this is reflected in a different symmetry condition $K(v,v+w) = K(v,v-w)$. The Boltzmann collision kernel has the symmetry condition that corresponds to equations in nondivergence form. This structure is exploited in [59] to obtain Hölder estimates in the space homogeneous case, and $L^\infty$ estimates for the full equation. In this paper we apply techniques for equations in divergence form. We include assumptions (1.6) and (1.7) which measure how much the kernel $K$ is allowed to depart from being symmetric (as in $K(v,v') = K(v',v)$).

The Harnack inequality and Hölder estimates for integro-differential equations in divergence form has a long history with several major contributions. Some results in this direction are [44], [14], [41], [29], [21], [34], [33] and [33]. There is a small survey on the subject in [43]. In these papers the kernel $K$ satisfies the symmetry condition $K(v,v') = K(v',v)$ plus some ellipticity assumptions. It is perhaps clear that there is some room in the methods for a lower order asymmetric part in $K$. Our assumptions (1.6) and (1.7) allow us to consider a non-symmetric kernel $K$ whose asymmetric part is as singular as the symmetric part. We require a control of the asymmetric part in terms of cancellation conditions, which is new.

A natural ellipticity condition on the kernel is to assume that it is comparable with the fractional Laplacian. The classical assumption would be $K(v,v') \approx |v-v'|^{-d-2s}$ for every value of $v$ and $v'$. This assumption
is made in [44], [14], [41], [29] and [21]. The results were extended to a much more general class of kernels in [34], [43] and [33]. The assumptions there are essentially equivalent to our assumptions (1.3) (the lower bound on the bilinear form in the symmetric case) and (1.5) (the upper bound on the kernel), plus the result of our Lemma 4.2 (the upper bound for the bilinear form). It is a new contribution of this paper that Lemma 4.2 follows from (1.5). We also prove in Theorem 4.1 that the integro-differential operator $L_v$ is bounded in $H^s$ to $H^{-s}$ for a non-symmetric kernel satisfying (1.5), (1.6) and (1.7). The proof is significantly more complicated in the non-symmetric case.

The study of integro-differential equations in nondivergence form followed a parallel path using different tools. These are the Hölder estimates and the Harnack inequality for kernels satisfying the other symmetry condition: $K(v, v + w) = K(v, v - w)$. There are also many important results in this direction including [17], [60], [16], [15], [57], [22], [58], [13], [12], [19], [23], [25], [47], [26], [42] and [56]. The majority of these results make the pointwise assumption on the kernel $K(v, v') \approx |v - v'|^{-d-2s}$, and therefore are not directly applicable to the Boltzmann equation. It is only in [19], [42] and [56] that more singular kernels are considered. The assumptions in [56] are sufficiently general to be applicable to the space homogeneous Boltzmann equation. Our result is for equations in divergence form, and thus none of these papers either implies or follows from ours. Interestingly, we use some of the ideas for nondivergence equations. Most importantly, the ink-spots theorem that we develop in Section 10 is a generalization of a similar covering argument in [56].

We stress that our main regularity result in Theorem 1.5 requires the equation to hold in a bounded domain only. The parameters $\lambda$ and $\Lambda$ in the assumptions (1.3), (1.5), (1.6) and (1.7) will deteriorate as $|v| \to \infty$ in the case of the Boltzmann equation.

1.4. Organization of the article. We set our notation and further analyze our assumptions in Section 2. The relationship between our main results and the Boltzmann equation is discussed in Section 3, where we prove in particular that the Boltzmann kernel satisfies the assumptions listed above. The analysis of the operator $L_v$ and its associated bilinear form $E$ is done in Section 4. This section should be interesting in itself. This is where the generality of our assumptions on the kernels is reflected. All the results in Section 4 would be straightforward if we assumed that the kernels satisfy $K(v, v') = K(v', v)$ and $K(v, v') \approx |v - v'|^{-d-2s}$. The core of the proof of the Weak Harnack inequality and Hölder estimates for integro-differential equations is done in sections 6, 7, 8, 9, 10 and 11. Section 5 contains fairly unsurprising statements that are technically necessary for the completeness of the rest of our proofs. Experts will probably skim through this section quickly. The appendix A contains a new proof of the coercivity bound for the Boltzmann equation (Subsection A.1) and some technical lemmas (Subsection A.2).

2. Preliminaries

2.1. Notation. For a real number $a$, $a^+ = \max(a, 0)$.

A constant is called universal if it only depends on dimension and the constants $s$, $\lambda$ and $\Lambda$ in the assumptions (1.3), (1.5), (1.6) and (1.7).

When we write $a \lesssim b$, we mean that there exists a universal constant $C$, so that $a \leq Cb$. We write $a \approx b$ when both $a \leq b$ and $b \leq a$ hold.

When we write $\dot{H}^s(\Omega)$ for some $\Omega \subset \mathbb{R}^d$, we mean the space whose norm is given by

$$\|f\|_{\dot{H}^s(\Omega)}^2 := \int_{\Omega \times \Omega} \frac{|f(v') - f(v)|^2}{|v - v'|^{d+2s}} \, dv' \, dv.$$

The space $H^s(\Omega)$ is the one corresponding to the norm

$$\|f\|_{H^s(\Omega)}^2 := \|f\|^2_{\dot{H}^s(\Omega)} + \|f\|^2_{L^2(\Omega)}.$$

The space $H_0^s(\Omega)$ is obtained by completing the space of $C^\infty$ functions in $\mathbb{R}^d$ supported in $\Omega$ with respect to the norm $\|\cdot\|_{H^s(\Omega)}$. When $\Omega = \mathbb{R}^d$, $H_0^s(\Omega) = H^s(\Omega)$. We also define $H^{-s}(\Omega)$ as the dual of $H_0^s(\Omega)$.

It is well known that $\|f\|^2_{\dot{H}^s(\mathbb{R}^d)} = \int_{\mathbb{R}^d} |\xi|^{2s} |\hat{f}(\xi)|^2 \, d\xi$. Moreover, $f \in H^{-s}(\mathbb{R}^d)$ if and only if $f = g_1 + (-\Delta)^{s/2} g_2$ with $g_1, g_2 \in L^2(\mathbb{R}^d)$. Similarly, $f$ is in the dual of $\dot{H}^s(\mathbb{R}^d)$ if $f = (-\Delta)^{s/2} g$ for some function $g \in L^2(\mathbb{R}^d)$.

Note also that if $f : \mathbb{R}^d \to \mathbb{R}$ is supported in $B_1$, then $\|f\|_{H^s(\mathbb{R}^d)}$, $\|f\|_{H^s(B_2)}$ and $\|f\|_{\dot{H}^s(B_2)}$ are all equivalent.
Remark that for \( z \) (2.1) \( Q \) work with ˝ (see Figure 2). Indeed, the product for any \( r \) where \( R \) (1.6) and (1.7), then the scaled function \( f \) is also equivalent to 2.3. \textbf{Invariant transformations.} We use the three forms of the assumption (1.5) indistinctly in different parts of the paper. It is also equivalent to

\[
\begin{cases}
(i) & \int_{B_{r}(v)\backslash B_{r}(v')} K(v, v') \, dv' \leq \Lambda r^{-2s} \text{ for any } r > 0 \text{ and } v \in B_{\bar{R}} \\
(ii) & \int_{B_{\bar{R}} \cap B_{r}(v')\backslash B_{r}(v')} K(v, v') \, dv' \leq \Lambda r^{-2s} \text{ for any } r > 0 \text{ and } v' \in B_{\bar{R}}.
\end{cases}
\]

We use the three forms of the assumption (1.5) indistinctively in different parts of the paper.
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The transformation leaving the equation invariant. On the left, a straight cylinder centered at the origin. On the right a slanted cylinder centered at \( z_0 \).

2.2. \textbf{First consequences of assumptions.} After an obvious readjustment of constants (depending on \( d \) and \( s \)), the assumption (1.5) is equivalent to the following

\[
\begin{cases}
(i) & \int_{B_{r}(v)\backslash B_{r}(v')} K(v, v') \, dv' \leq \Lambda r^{-2s} \text{ for any } r > 0 \text{ and } v \in B_{\bar{R}} \\
(ii) & \int_{B_{\bar{R}} \cap B_{r}(v')\backslash B_{r}(v')} K(v, v') \, dv' \leq \Lambda r^{-2s} \text{ for any } r > 0 \text{ and } v' \in B_{\bar{R}}.
\end{cases}
\]

It is also equivalent to

\[
\begin{cases}
(i) & \int_{B_{r}(v)} |v - v'|^2 K(v, v') \, dv' \leq \Lambda r^{2-2s} \text{ for any } r > 0 \text{ and } v \in B_{\bar{R}} \\
(ii) & \int_{B_{\bar{R}} \cap B_{r}(v')} |v - v'|^2 K(v, v') \, dv' \leq \Lambda r^{2-2s} \text{ for any } r > 0 \text{ and } v' \in B_{\bar{R}}.
\end{cases}
\]

We use the three forms of the assumption (1.5) indistinctively in different parts of the paper.

2.3. \textbf{Invariant transformations.} If \( f \) satisfies the equation (1.2) for some kernel \( K \) satisfying (1.3), (1.5), (1.6) and (1.7), then the scaled function \( f_r(t, x, v) = f(r^{2s}t, r^{2s+1}x, rv) \) satisfies a modified equation

\[
\partial_t f_r + v \nabla_x f_r + L_v f_r = h_r,
\]

where

\[
\begin{align*}
h_r(t, x, v) &= r^{2s} h(r^{2s}t, r^{2s+1}x, rv), \\
K_r(t, x, v, v') &= r^{d+2s} K(r^{2s}t, r^{2s+1}x, rv).
\end{align*}
\]

For any \( r \in [0, 1] \), the kernel \( K_r \) satisfies the assumptions (1.3), (1.5), (1.6) and (1.7) with a larger radius \( R/r \) instead of \( R \). Moreover, \( \|h_r\|_{L^\infty(Q_1)} \leq r^{2s} \|h\|_{L^\infty(Q_1)} \leq \|h\|_{L^\infty(Q_1)} \).

The equation is also invariant under the family of transformations \( T_{z_0} \). Here \( z_0 = (t_0, x_0, v_0) \in \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d \).

\[
T_{z_0}(t, x, v) = (t_0 + t, x_0 + x + tv_0, v_0 + v) = z_0 \circ z,
\]

\[
T_{z_0}^{-1}(t, x, v) = (t - t_0, x - x_0 - (t - t_0)v_0, v - v_0) = z_0^{-1} \circ z
\]

(see Figure 2). Indeed, the product \( \circ \) induces a Lie group structure on \( \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d \). We remark that

\[
(T, 0, 0) \circ (t, x, v) = (t + T, x, v),
\]

that is to say, translation in time coincides with a left Lie product.

Because of the scaling and the group action that keep our class of equations invariant, we are forced to work with \textit{slanted} cylinders: for a given center \( z_0 = (t_0, x_0, v_0) \) and some radius \( r > 0 \) by the following formula

\[
Q_r(z_0) = \{ (t, x, v) : -r^{2s} \leq t - t_0 \leq 0, |v - v_0| < r, |x - x_0 - (t - t_0)v_0| < r^{1+2s} \}.
\]

Remark that for \( z_0 = 0 \),

\[
Q_r = Q_r(0) = (-r^{2s}, 0) \times B_{r^{2s+1}} \times B_r.
\]
2.4. The fractional Kolmogorov equation. In this subsection we review the fractional Kolmogorov’s equation:

\[ f_t + v \cdot \nabla_x f + (-\Delta)^s f = h. \]  

The previous Lie group structure also preserves this equation. There is a fundamental solution \( J(t, x, v) \) which has the following form

\[ J(t, x, v) = c_d \frac{1}{t^{d+1}} \mathcal{J} \left( \frac{x}{t^{1+1/2s}}, \frac{v}{t^{1/2s}} \right). \]

The function \( \mathcal{J} \) can be computed explicitly in Fourier variables by the formula

\[ \mathcal{J}(\varphi, \xi) = \exp \left( -\int_0^1 |\xi - \tau \varphi|^{2s} \, d\tau \right). \]

In the physical variables \( x \) and \( v \), the formula for \( \mathcal{J} \) is not explicit. However, some simple properties can be deduced from classical considerations. We collect them in the following proposition.

**Proposition 2.1** (Fundamental solution of the fractional Kolmogorov equation). The functions \( J \) and \( \mathcal{J} \) have the following properties.

1. The function \( \mathcal{J} \) is \( C^\infty \) and decays polynomially at infinity. Moreover, \( \mathcal{J} \) and all its derivatives are integrable in \( \mathbb{R}^{2d} \).
2. For every \( t > 0 \), \( \int_{\mathbb{R}^{2d}} J(t, x, v) \, dv \, dx = 1 \).
3. Both functions are nonnegative: \( J \geq 0 \) and \( \mathcal{J} \geq 0 \).
4. For any \( p \geq 1 \), we have

\[ \| J(t, \cdot, \cdot) \|_{L^p(\mathbb{R}^{2d})} = t^{-d(1+1/s)(1-1/p)} \| \mathcal{J} \|_{L^p(\mathbb{R}^{2d})}, \]

\[ \| (-\Delta)^{s/2} J(t, \cdot, \cdot) \|_{L^p(\mathbb{R}^{2d})} = t^{-d(1+1/s)(1-1/p)-1/2} \| (-\Delta)^{s/2} \mathcal{J} \|_{L^p(\mathbb{R}^{2d})}. \]

In particular, for \( p_* = (2d(1+s) + 2s) / (2d(1+s) + s) \in (1, 2) \), we have \( \| J(t, \cdot, \cdot) \|_{L^{p_*}(\mathbb{R}^{2d})} \leq Ct^{1/2-1/p_*} \)

and

\[ \| (-\Delta)^{s/2} J(t, \cdot, \cdot) \|_{L^{p_*}(\mathbb{R}^{2d})} \leq Ct^{-1/p_*}. \]

The initial value problem (2.2) is solved by the formula

\[ f(t, x, v) = \int_{\mathbb{R}^{2d}} \int_{\mathbb{R}^{2d}} f_0(y, w) J(t, x - y - tw, v - w) \, dw \, dy 
+ \int_0^t \int_{\mathbb{R}^{2d}} h(\tau, y, w) J(t - \tau, x - y - (t - \tau)w, v - w) \, dw \, dy \, d\tau \]

We define the modified convolution \( *_t \) by the formula

\[ h *_t j(x, v) = \int h(y, w) j(x - y - tw, v - w) \, dw \, dy. \]

If we make the change of variables \( \tilde{j}(x, v) = j(x + tv, v) \), then \( h *_t j(x, v) = h \tilde{\ast} j(x - tv, v) \). Thus, the modified convolution is the same as the usual convolution conjugated by that change of variables (of Jacobian one).

We observe that this convolution satisfies the usual Young’s inequality:

\[ \left\| \int h(y, w) j(x - y - tw, v - w) \, dw \right\|_{L^r_{x,v}} \leq \| h \|_{L^p_{x,v}} \| j \|_{L^q_{x,v}} \text{ independently of } t. \]

Here \( 1 + 1/r = 1/p + 1/q \).

The following proposition is simply a consequence of Young’s inequality.

**Proposition 2.2** (Gain of integrability). Let \( f \) be the solution of (2.2) in \([0, T] \times \mathbb{R}^{2d}\), with \( f(0, x, v) = f_0(x, v) \in L^2(\mathbb{R}^{2d}) \). Assume \( h \in L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d)) \). Then

\[ \| f \|_{L^q([0, T] \times \mathbb{R}^{2d})} \leq C(T) \left( \| f_0 \|_{L^2(\mathbb{R}^{2d})} + \| h \|_{L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d))} \right) \]

for any \( q \) such that \( 1/q > 1/p_* - 1/2 \) and \( p_* \) is the one from Proposition 2.1.
Proof. Since \( h \in L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d)) \), then there exists \( h_1 \) and \( h_2 \) in \( L^2([0, T] \times \mathbb{R}^d) \) so that \( h = h_1 + (-\Delta)^{s/2} h_2 \) and
\[
\|h_1\|_{L^2} + \|h_2\|_{L^2} \approx \|h\|_{L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d))}.
\]

We use the formula (2.3) to solve (2.2). Let us write \( f(t, x, v) = f_1(t, x, v) + f_2(t, x, v) + f_3(t, x, v) \), where
\[
f_1(t, \cdot, \cdot) := f_0 *_t J(t, \cdot, \cdot),
\]
\[
f_2(t, \cdot, \cdot) := \int_0^t h_1(\tau) *_{(t-\tau)} J(t-\tau, \cdot, \cdot) \, d\tau,
\]
\[
f_3(t, \cdot, \cdot) := \int_0^t h_2(\tau) *_{(t-\tau)} (-\Delta)^{s/2} J(t-\tau, \cdot, \cdot) \, d\tau.
\]

Let \( p \in [1, p_\ast) \) be the number such that \( 1/q = 1/p - 1/2 \). Applying Young’s inequality for each value of \( t \), we have
\[
\|f_1(t, \cdot, \cdot)\|_{L^p} \leq \|f_0\|_{L^2} \|J\|_{L^{p}t^{1/2-\alpha}} ,
\]
\[
\|f_2(t, \cdot, \cdot)\|_{L^p} \leq \int_0^t \|h_1(\tau)\|_{L^2} \|J\|_{L^{p}(t-\tau)^{1/2-\alpha}} \, d\tau,
\]
\[
\|f_3(t, \cdot, \cdot)\|_{L^p} \leq \int_0^t \|h_2(\tau)\|_{L^2} \|(-\Delta)^{s/2} J\|_{L^{p}(t-\tau)^{-\alpha}} \, d\tau.
\]

Here \( \alpha = d(1 + 1/s)(1 - 1/p) + 1/2 < 1/p_\ast < 1/p \) since \( p < p_\ast \). Moreover, \( q(1/2-\alpha) > -1 \) so \( f_1 \in L^q([0, T] \times \mathbb{R}^d) \) with
\[
\|f_1\|_{L^q([0, T] \times \mathbb{R}^d)} \leq CT^{(1/2-\alpha)+1/q} \|f_0\|_{L^2}.
\]

We estimate the other two terms applying Young’s inequality once again
\[
\|f_2\|_{L^q([0, T] \times \mathbb{R}^d)} \leq C\|h_1\|_{L^2([0, T] \times \mathbb{R}^d)} T^{1/2+1/p-\alpha},
\]
\[
\|f_3\|_{L^q([0, T] \times \mathbb{R}^d)} \leq C\|h_2\|_{L^2([0, T] \times \mathbb{R}^d)} T^{1/2+1/p-\alpha}.
\]

This finishes the proof. \( \square \)

Remark 2.3. The power \( p \) in Lemma 2.2 can also be taken equal to \( p_\ast \), by using the weak-type Young’s inequality in place of the usual Young’s inequality for convolutions and a finer analysis of the \( L^{p, \infty} \) norm of \( J \). Since we do not need a sharp result in this paper, we prefer to keep this lemma as elementary as possible.

3. The Boltzmann Kernel

In this subsection, we explain why the Boltzmann collision operator associated with inverse power-law potentials (see (1.1)) satisfy the assumptions we made on the kernel as soon the quantities \( M(t, x), E(t, x) \) and \( H(t, x) \) defined in the introduction are under control.

3.1. The collision operator as an integro-differential operator plus a lower order term. It is classical to observe that \( B \) can be replaced with any \( \tilde{B} \) satisfying for all \( k, \sigma \in \mathbb{S}^{d-1} \),
\[
B(r, k \cdot \sigma) + B(r, -k \cdot \sigma) = \tilde{B}(r, k \cdot \sigma) + \tilde{B}(r, -k \cdot \sigma).
\]

For this reason, we can (and do) follow [59] and assume
\[
(3.1) \quad \text{If } k \cdot \sigma < 0, \text{ then } B(r, k \cdot \sigma) \approx r^\gamma |\cos(\theta/2)|^{\gamma+2s+1}
\]
where \( \cos(\theta/2) := \frac{v-u \cdot k}{|v-u| \cdot |u-k|} \).

We split \( Q \) in \( Q_1 \) and \( Q_2 \) as follows: \( Q(f, g) = Q_1(f, g) + Q_2(f, g) \) with
\[
\left\{ \begin{aligned}
Q_1(f, g) &= \iint f'_u (g'-g) B \, dv_u \, d\sigma, \\
Q_2(f, g) &= (\iint (f'_u - f_u) B \, dv_u \, d\sigma) \, g.
\end{aligned} \right.
\]

Such a decomposition appears for instance in [63, 59].

The term \( Q_1 \) can be rewritten using Carleman coordinates [24].
Lemma 3.1 (The integro-differential operator [59]). The term \( g \mapsto Q_1(f,g) \) corresponds to some linear operator \( L_{\gamma} \) with \( K = K_f \) given by

\[
(3.2) \quad K_f(v,v') = \frac{2d-1}{|v' - v|} \int_{w \perp v' - v} f(v + w) B(r, \cos \theta) r^{d+2} \, dw
\]

where \( r^2 = |v' - v|^2 + |w|^2 \) and

\[
\cos \theta = \frac{v - v' - w}{|v - v' - w|} \cdot \frac{v' - v - w}{|v' - v - w|}.
\]

The proof of the previous lemma is simply a change of variables to Carleman coordinates, see [59]. It is recalled in Appendix for the reader’s convenience, see Lemma A.9. The term \( Q_2(f,g) \) is of lower order because of the cancellation lemma [62],[1].

Lemma 3.2 (Cancellation [62], [1]). The following formula holds true for any \( v \in \mathbb{R}^d \),

\[
\int (f^v_\ast - f^\gamma_\ast) B \, dv_\ast \, d\sigma = C_b \cdot |\gamma \ast f(v)|
\]

with

\[
C_b = \int_{S^{d-1}} \left\{ \frac{2(d+\gamma)/2}{(1 + \tau \cdot e)(d+\gamma)/2} - 1 \right\} b(\sigma \cdot e) \, d\sigma
\]

for any \( e \in S^{d-1} \).

3.2. Coercivity bound. We prove this lower bound in the Appendix A.1. This is a well known result in the Boltzmann literature.

Proposition 3.3 (Lower bound [1, 37]). Let \( g : \mathbb{R}^d \to \mathbb{R} \) be a function supported in \( B_{\bar{R}} \). Then

\[
eq C \||f|_L^2(\mathbb{R}^d).
\]

The constants \( c \) and \( C \) depend on the mass, energy and entropy of \( f \), the dimension \( d \) and the radius \( \bar{R} \). In other words, \( K_f \) satisfies (1.3) as soon as mass, energy and entropy of \( f \) are bounded. In the case of the mass, we also need it to be bounded below.

The assumption (1.4), which we need in the case \( s \in (0,1/2) \) is clearly satisfied by the Boltzmann kernel. This follows as consequence of Lemma 4.8 in [59].

3.3. Upper bounds. In this paragraph, we justify that the Boltzmann kernel satisfies (1.5). We recall that (1.5)-(i) was already proved in [59]. Recall the equivalent formulations of (1.5) explained in Section 2.

Lemma 3.4 (Upper bound (1.5)-(i) [59, Corollary 4.4]). Assume \( \gamma + 2s \leq 2 \). Then for all \( r > 0 \) and \( v \in B_R \),

\[
\int_{B_{2r}(v) \setminus B_r(v)} K_f(v,v') \, dv' \leq r^{-2s} \left( \int_{\mathbb{R}^d} \|f\| \cdot |\gamma + 2s| \, dz \right).
\]

In particular, \( K_f \) satisfies (1.5)-(i) with \( \Lambda \) that depends only on \( \|f\| \cdot |\gamma + 2s| \), \( L^\infty(B_R) \). More precisely, if \( \gamma + 2s \in [0,2] \), then \( \Lambda \) in (1.5)-(i) depends only on mass and energy; if \( \gamma + 2s \leq 0 \), then it depends on mass, dimension, \( \gamma \), \( s \) and \( \|f\| \).

We can now derive (1.5)-(ii).

Lemma 3.5 (Upper bound (1.5)-(ii)). Assume \( \gamma + 2s \leq 2 \). Then for all \( v' \in B_{\bar{R}} \) and \( r > 0 \),

\[
\int_{\mathbb{R}^d \setminus B_r(v')} K_f(v,v') \, dv \leq r^{-2s} \left( \int_{\mathbb{R}^d} \|f\| \cdot |\gamma + 2s| \, dz \right).
\]

In particular, \( K_f \) satisfies (1.5)-(ii) with \( \Lambda \) that only depends on \( \|f\| \cdot |\gamma + 2s| \), \( L^\infty(B_{\bar{R}}) \). More precisely, if \( \gamma + 2s \in [0,2] \), it depends only on mass and energy; if \( \gamma + 2s \leq 0 \), \( \Lambda \) then it depends on mass, dimension, \( \gamma \), \( s \) and \( \|f\| \).
Proof. According to the formula for $K(v, v')$ in terms of $f$ (Corollary 4.2 in [59]),

$$K_f(v, v') \approx |v - v'|^{-d-2s} \left( \int_{w \perp (v - v')} f(v + w) |w|^{\gamma + 2s+1} \, dw \right).$$

Without loss of generality, let us take $v' = 0$ in order to simplify the notation. Therefore

$$\int_{\mathbb{R}^d \setminus B_r} K_f(v, 0) \, dv \lesssim \int_{\mathbb{R}^d} f(z) \left( \frac{|z|^d}{|z|^d} \right) \, dz \, d\rho,$$

Applying (A.6) from Lemma A.10,

$$\int_{\mathbb{R}^d \setminus B_r} K_f(v, 0) \, dv \lesssim \int_{\mathbb{R}^d} F(z) \left( \frac{|z|^d}{|z|^d} \right) \, dz \, d\rho,$$

The first cancellation condition, assumption (1.6), is essentially the cancellation lemma, which is well known in the kinetic community.

3.4. The cancellation assumptions. In this paragraph, we justify that the kernel associated with the Boltzmann equation satisfies the cancellation assumptions (1.6) and (1.7).

The first cancellation condition, assumption (1.6), is essentially the cancellation lemma, which is well known in the kinetic community.

Lemma 3.6 (Classical cancellation lemma). The kernel $K_f$ satisfies for all $v \in \mathbb{R}^d$,

$$\left| \text{PV} \int_{\mathbb{R}^d} (K_f(v, v') - K_f(v', v)) \, dv' \right| \leq C \left( \int_{\mathbb{R}^d} f(z) |z - v|^{\gamma} \, dz \right).$$

In particular, $K_f$ satisfies (1.6) with $\Lambda$ that only depends on $\|f \ast | \cdot |\|_{L^\infty(B_R)}$. More precisely, if $\gamma \in [0, 2]$, $\Lambda$ in (1.6) depends only on upper bounds on mass and energy; if $\gamma \leq 0$, it depends on mass, dimension, $\gamma$ and $\|f\|_{L^\infty}$.

Proof. Let $P(v)$ denote $\text{PV} \int (K_f(v', v) - K_f(v, v')) \, dv'$. In view of the definition of $K_f$, we have

$$P(v) = 2^{d-1} \int_{\mathbb{R}^d} dv' \left( \int_{w \perp v - v'} f(v + w) \frac{B(r, \cos \theta)}{|v' - v|^d} \, dw - \int_{w \perp v' - v'} f(v' + w) \frac{B(\tilde{r}, \cos \tilde{\theta})}{|v' - v|^d} \, dw \right)$$

$$= 2^{d-1} \int_{\mathbb{R}^d} \int_{w \perp v' - v} (f(v + w) - f(v' + w)) \frac{B(r, \cos \theta)}{|v' - v|^d} \, dw \, dv'$$

since $r = \tilde{r}$ and $\cos \theta = \cos \tilde{\theta}$. Using now (A.3) from Lemma A.9, we get

$$P(v) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (f(v'_*) - f(v_*)) B(r, \cos \theta) \, d\sigma \, dv_*.$$
In particular, the kernel satisfies (1.7) and $\Lambda$ only depends on $\|f\bullet|\cdot|^1+\gamma\|_{L^\infty(B_R)}$. More precisely, if $\gamma \in [-1,1]$, $\Lambda$ in (1.7) depends only on upper bounds on mass and energy; if $\gamma \leq -1$, it depends on mass, dimension, $\gamma$ and $\|f\|_{L^\infty}$.

**Proof.** The first identity (3.3) is obvious from the symmetry property: $K_f(v,v+w) = K_f(v,v-w)$. The difficulty is thus to justify the second identity (3.4).

Without loss of generality, let us assume $v'=0$. In view of Lemma 3.1 (coming from [59]), the kernel $K_f$ can be written for $v'=0$ as follows,

$$K_f(v,0) = \frac{2^{d-1}}{|v|} \int_{w:v \perp w} f(v+w)B(r,\cos \theta) \frac{1}{r^{d-2}} \, dw$$

where $r^2 = |v|^2 + |w|^2 = |z|^2$ and $z = v + w$ and

$$\cos \theta = \frac{v + w \cdot w - v}{|v+w|^2} = \frac{|w|^2 - |v|^2}{|v+w|^2} = \frac{|z|^2 - 2|v|^2}{|z|^2}.$$  

The way $b(\cos \theta)$ is modified for $\cos \theta < 0$, implies that

$$\frac{1}{|v|^{d-2}} B(r, \cos \theta) \approx |v|^{-d-2s} |w|^\gamma + 2s + 1.$$ 

Since $r$ and $\cos \theta$ only depend on $|z|$ and $|v|$, this implies that there exists $A(|z|,|v|)$ such that

$$\frac{1}{|v|^{d-2}} B(r, \cos \theta) = A(|z|,|v|) |v|^{-d-2s} |w|^\gamma + 2s + 1$$ 

and a constant $C_A > 1$ such that for all $z,v$,

$$C_A^{-1} \leq A(|z|,|v|) \leq C_A.$$ 

In the following computation, the definition of $r$ changes. We write $r = |v|$. We integrate in $v$ first on spheres $\partial B_r$ and then with respect to the radius $r$.

$$\left| PV \int_{\mathbb{R}^d} vK_f(v,0) \, dv \right| = \left| \int_0^R r^{-d-2s} \int_{\partial B_r} vA(|v+w|,|v|) f(v+w) |w|^\gamma + 2s + 1 \, dv \, dr \right|,$$

We use the change of variables (A.7) of Lemma A.10. Note that $|w|^2 + r^2 = |z|^2$.

$$\left| PV \int_{\mathbb{R}^d} vK_f(v,0) \, dv \right| = \omega_{d-2} \left| \int_0^\infty r^{1-2s} \int_{\mathbb{R}^d \setminus B_r} A(|z|,r) z f(z) \frac{|z|^2 - r^2}{|z|^d} \, dz \, dr \right|$$

$$\leq \omega_{d-2} \left| \int_{\mathbb{R}^d} |z^2 - r^2|^\frac{d-2s + 2s}{2} \, dz \right|$$

$$\leq C \int_{\mathbb{R}^d} |z|^1 \gamma + 2s \, dz.$$ 

The proof is now complete. \hfill \Box

**Remark 3.8.** There is a subtle cancellation that allows this proof to work. The whole point of this lemma is that the principal value of the integral is bounded around the origin. The reader will notice that here we end up with an integral of the form $\int_0^{|z|^2} r^{-1-2s} \, dr$. In the proof of Lemma 3.5, we end up with an integrand $r^{-1-2s}$ which is not integrable around the origin. The difference originates in Lemma A.10 given in Appendix. The third identity in this lemma incorporates an extra cancellation due to the fact that the average values of $v \in \partial B_r$ so that $v + w = z$, for some $w \perp v$, is $r^2 |w|/|z|^2$.
3.5. Proofs of Theorems 1.1 and 1.3. In this subsection we explain how Theorems 1.1 and 1.3 follow from Theorems 1.5 and 1.6. Theorem 1.1 is indeed a straight forward application of Theorem 1.5.

Proof of Theorem 1.1. The Boltzmann equation can be written in the form
\[ f_t + v \cdot \nabla_x f = \left( \int_{\mathbb{R}^d} (f(v') - f(v)) K_f(v, v') \, dv' \right) + c \left( \int_{\mathbb{R}^d} f(v - w) |w|^\gamma \, dw \right) f. \]
Thus, if we define
\[ h := c \left( \int_{\mathbb{R}^d} f(v - w) |w|^\gamma \, dw \right) f, \]
then \( h \in L^\infty \) with its norm bounded in terms of \( \| f \|_{L^\infty} \) and \( M_0 \).
Moreover, from Proposition 3.3 and Lemmas 3.4, 3.5, 3.6 and 3.7, the kernel \( K_f \) satisfies the assumptions (1.3), (1.5), (1.6) and (1.7). Thus, the proof is finished as a corollary of Theorem 1.5.

Theorem 1.3 follows mostly from Theorem 1.6. We use some other results which are presented later in this article which allow us to extend the lower bound to an arbitrary radius \( R > 0 \).

Proof of Theorem 1.3. Without loss of generality, we assume \( T = 4 \). The general case follows by scaling.
Like in the proof above of Theorem 1.1, we have that \( f \) is a supersolution of (1.2) for some \( h \geq 0 \). In particular,
\[ f_t + v \cdot \nabla_x f \geq L_v f. \]
According to Lemma A.2, there is an \( R_0 > 0, m > 0 \) and \( \ell > 0 \) so that for all \((t, x), \)
\[ |\{ v \in B_{R_0} : f(t, x, v) \geq \ell \}| \geq m. \]
Let \( r_0 \) be the one from Theorem 1.6. We have that
\[ \int_{[0, r_0^2] \times B_{r_0^{1+2s}} \times B_{R_0}} f^\varepsilon \, dv \, dx \, dt \geq \varepsilon m r_0^{2s+(1+2s)d}. \]
It is possible to cover the set \([0, r_0^2] \times B_{r_0^{1+2s}} \times B_{R_0} \) with \( N \) slanted cylinders \( Q_{r_0}(z) \) with \( N \leq (R_0/r_0)^{2d}/c \) for some universal constant \( c > 0 \). This implies that there must be some point \( z = (r_0^{2s}, x, v) \in \{ r_0^{2s} \} \times B_{r_0^{1+2s}}(r_0 + R_0) \times B_{R_0} \) so that
\[ \int_{Q_{r_0}(z)} f^\varepsilon \, dv \, dx \, dt \geq c \varepsilon m r_0^{2s+(3+2s)d}/R_0^{2d}. \]
Applying Theorem 1.6 (properly translated), we get
\[ \inf_{Q_{r_0}(\tilde{z})} f \geq c, \]
for some constant \( c > 0 \) and \( \tilde{z} \in \{ 1 \} \times B_{r_0^{1+2s}} \times B_{R_0} \).
This bound below in \( Q_{r_0}(\tilde{z}) \) is propagated to \([2, 4] \times B_R \times B_R \), for any arbitrary \( R > 0 \) using the barrier function from Lemma 7.1 if \( s < 1/2 \) or the combination of Lemmas 8.3 and 6.6 if \( s \geq 1/2 \).
Note that the geometric setting of Lemmas 7.1, 8.3 and 6.6 are independent of the constants \( \lambda \) and \( \Lambda \). This is important since these ellipticity constants depend on \( R \).
The limit does not necessarily converge for every value of \( v \), even if \( \varphi \) is smooth. The correct understanding of \( L_v \varphi \) as a distribution is obtained through the analysis of the bilinear form \( \mathcal{E} \) done in this section.

When we study the equation (1.2), the bilinear form \( \mathcal{E} \) will be computed for functions \( \varphi \) and \( g \) depending on values of \( t \) and \( x \). The kernel, and consequently also the bilinear form, depend on \( t \) and \( x \). In this section we study properties of bilinear forms like this that will be applied for every fixed value of \( t \) and \( x \).

In this section, we also assume that the kernel \( K \) is defined for all values of \( v \in \mathbb{R}^d \) and our assumptions hold uniformly. This is convenient for the exposition and some of the proofs. In Section 5, we will show that any kernel satisfying (1.3), (1.5), (1.6) and (1.7) can be extended to all values of \( v \in \mathbb{R}^d \) to satisfy a global version of these assumptions. So, a posteriori, our approach is not limiting.

Since it is not necessary for \( K \) to be non-negative for the results in this section to hold, and they may be used elsewhere, we restate here our main assumption allowing sign changing kernels. We make the following assumptions for some parameter \( s \in (0, 1) \) and a constant \( \Lambda \).

\begin{align}
\forall v \in \mathbb{R}^d, \forall r > 0, \quad \begin{cases}
(i) & \int_{\mathbb{R}^d \setminus B_r(v)} |K(v, v')| \, dv' \leq \Lambda r^{-2s} \\
(ii) & \int_{\mathbb{R}^d \setminus B_r(v)} |K(v', v)| \, dv' \leq \Lambda r^{-2s}.
\end{cases}
\end{align}

We also state a global version of the cancellation assumptions (1.6) and (1.7).

\begin{align}
\forall v \in \mathbb{R}^d, \quad \left| PV \int_{\mathbb{R}^d} (K(v, v') - K(v', v)) \, dv' \right| \leq \Lambda.
\end{align}

In the case \( s \geq 1/2 \), we also assume

\begin{align}
\forall v \in \mathbb{R}^d, \quad \left| PV \int_{\mathbb{R}^d} (K(v, v') - K(v', v))(v - v') \, dv' \right| \leq \Lambda.
\end{align}

The main result of this section is the fact that the bilinear form \( \mathcal{E} \) is bounded in \( H^s \times H^s \) provided that (4.2), (4.3) and (4.4) hold. We also show some other estimates that we will use.

4.1. Estimates in \( H^s \). The main result of this section is the fact that the bilinear form \( \mathcal{E} \) is bounded in \( H^s \times H^s \) as soon as our assumptions (4.2), (4.3) and (4.4) hold. We state it in the following theorem.

**Theorem 4.1** (Estimate in \( H^s \)). Let \( K \) satisfy (4.2) and (4.3). If \( s \geq 1/2 \), we also assume that it satisfies (4.4). There then exists a constant \( C \) depending only on \( s \), \( d \) and \( \Lambda \), so that

\[ \mathcal{E}(f, g) \leq C \| f \|_{H^s} \| g \|_{H^s}. \]

It is convenient for some of our proofs to spit \( \mathcal{E} \) into the symmetric and anti-symmetric part of \( K \). Let

\[ \mathcal{E}(\varphi, g) = \mathcal{E}^{\text{sym}}(\varphi, g) + \mathcal{E}^{\text{skew}}(\varphi, g) \]

with

\[ \mathcal{E}^{\text{sym}}(\varphi, g) = \frac{1}{2} \iint (\varphi(v) - \varphi(v'))(g(v) - g(v'))K(v, v') \, dv' \, dv, \]

\[ \mathcal{E}^{\text{skew}}(\varphi, g) = \frac{1}{2} PV \iint (\varphi(v) - \varphi(v'))(g(v) + g(v'))K(v, v') \, dv' \, dv. \]

Note that \( \mathcal{E} = \mathcal{E}^{\text{sym}} \) and \( \mathcal{E}^{\text{skew}} = 0 \) when the symmetry condition \( K(v, v') = K(v', v) \) holds. Likewise, when \( K \) is anti-symmetric (i.e. \( K(v, v') = -K(v', v) \)) then \( \mathcal{E}^{\text{sym}} = 0 \) and \( \mathcal{E}^{\text{skew}} = \mathcal{E} \). Consequently, writing \( K \) as the sum of its symmetric plus anti-symmetric part corresponds to writing \( \mathcal{E} \) as the sum of \( \mathcal{E}^{\text{sym}} \) and \( \mathcal{E}^{\text{skew}} \).

We will prove Theorem 4.1 estimating \( \mathcal{E}^{\text{sym}} \) and \( \mathcal{E}^{\text{skew}} \) separately. Note that, because of the density of smooth functions in \( H^s \), it suffices to prove Theorem 4.1 when \( g \) and \( \varphi \) are smooth.

4.1.1. Estimate of the symmetric part.

**Lemma 4.2** (Estimate of the symmetric part). Let \( K \) be a kernel satisfying (4.2). Then, there exists a constant depending only on \( \Lambda \), \( s \) and dimension, so that for any function \( g \in H^s(\mathbb{R}^d) \),

\[ \mathcal{E}^{\text{sym}}(g, g) \leq C \| g \|_{H^s}^2. \]
\textbf{Proof.} Without loss of generality, we can assume \( K \geq 0 \) here. Otherwise, the value of \( \mathcal{E}^\text{sym}(g,g) \) would only increase if we replace \( K(v, v') \) by \( |K(v, v')| \). We write

\begin{equation}
\mathcal{E}^\text{sym}(g,g) = \sum_{k=-\infty}^{\infty} P(2^k)
\end{equation}

where, for any \( r > 0 \),

\[ P(r) := \iint_{\{(v,v') \in \mathbb{R}^d \times \mathbb{R}^d : r \leq |v-v'| < 2r\}} |g(v') - g(v)|^2 K(v, v') \, dv' \, dv. \]

The key of this proof is to estimate \( P(r) \) with a similar expression involving the kernel \(|v-v'|^{-d-2s}\) instead.

For any values of \( v \) and \( v' \), let \( m = (v + v')/2 \), we introduce an auxiliary point \( w \in B_{r/4}(m) \). From the triangle inequality \(|g(v') - g(v)|^2 \leq 2|g(v') - g(w)|^2 + 2|g(w) - g(v)|^2\). Then

\[ P(r) \leq \frac{1}{r^d} \int_{r/4 \leq |v-w| < 5r/4} \left| g(v') - g(w) \right|^2 \left( \int_{\Omega_{v,w}} K(v, v') \, dv \right) \, dw \, dv' + \frac{1}{r^d} \int_{r/4 \leq |v-w| < 5r/4} \left| g(w) - g(v) \right|^2 \left( \int_{\Omega_{v,w}} K(v, v') \, dv' \right) \, dw. \]

we change the order of integration for each term in the integrand,

\[ P(r) \leq \frac{\Lambda}{r^{d+2s}} \int_{r/4 \leq |v-w| < 5r/4} \left| g(v') - g(w) \right|^2 \, dw \, dv \leq \Lambda \int_{r/4 \leq |v-w| < 5r/4} \frac{|g(v') - g(w)|^2}{|v-w|^{d+2s}} \, dw. \]

Applying this estimate for each term in (4.5), we get the desired estimate. \( \square \)

4.1.2. Estimates of the anti-symmetric part. Finding an appropriate upper bound for \( \mathcal{E} \) when \( K \) is not symmetric is more complicated than for \( \mathcal{E}^\text{sym} \). The cancellation assumptions (4.3) and (4.4) are necessary. We will prove the estimates differently for the case \( s \in (0,1/2) \) and \( s \in [1/2,1) \). Note that the hypothesis (4.4) is only used in the later case.

\textbf{Lemma 4.3} (Estimate of \( L_v f \) for \( s < 1/2 \)). Assume \( s \in (0,1/2) \). Let \( K \) be a kernel satisfying (4.2). The following estimate holds

\[ \|L_v f\|_{L^2} \leq C \|f\|_{L^2}^{1-\frac{2s}{d}} \|f\|_{H^{1/2+d}}^{\frac{2s}{d}}. \]

\textbf{Proof.} For some \( R > 0 \), to be determined below, let us write \( L_v f = \ell_0 + \ell_1 + \ell_2 \), where

\[ \ell_0(v) = \int_{B_R(v)} (f(v') - f(v))K(v, v') \, dv', \]

\[ \ell_1(v) = \int_{\mathbb{R}^d \setminus B_R(v)} f(v')K(v, v') \, dv', \]

\[ \ell_2(v) = -\left( \int_{\mathbb{R}^d \setminus B_R(v)} K(v, v') \, dv' \right) f(v). \]

We prove the estimate for each one of the three terms. Let us start with \( \ell_2 \), which is the easiest. In this case, obviously,

\[ \|\ell_2\|_{L^2} \leq \left( \sup_{v} \int_{\mathbb{R}^d \setminus B_R(v)} K(v, v') \, dv' \right) \|f\|_{L^2} \leq \Lambda R^{-2s} \|f\|_{L^2}. \]
The estimate for \( \ell_1 \) involves the Cauchy-Schwarz inequality and an application of Fubini’s theorem. In this case we use the second line of (4.2).

\[
\| \ell_1 \|_{L^2}^2 = \int_{\mathbb{R}^d} \left( \int_{B_R(v)} f(v') K(v, v') \, dv' \right)^2 \, dv,
\]

\[
\leq \int_{\mathbb{R}^d} \left( \int_{B_R(v)} K(v, v') \, dv' \right) \left( \int_{B_R(v)} f(v')^2 K(v, v') \, dv' \right) \, dv,
\]

\[
\leq \Lambda R^{-2s} \int_{\mathbb{R}^d} f(v')^2 \left( \int_{|v'| > R} K(v, v') \, dv \right) \, dv' \leq \Lambda^2 R^{-4s} \| f \|_{L^2}^2.
\]

We estimate \( \ell_0 \) using the Cauchy-Schwarz inequality together with (4.2) and comments from Subsection 2.2.

\[
\| \ell_0 \|_{L^2}^2 = \int_{\mathbb{R}^d} \left( \int_{B_R(v)} (f(v') - f(v)) K(v, v') \, dv' \right)^2 \, dv,
\]

\[
\leq \int_{\mathbb{R}^d} \left( \int_{B_R(v)} (f(v') - f(v))^2 |v - v'|^{-1} K(v, v') \, dv' \right) \left( \int_{B_R(v)} |v - v'| K(v, v') \, dv' \right) \, dv,
\]

\[
\leq \Lambda R^{-1-2s} \int_{|v' - v| < r} (f(v') - f(v))^2 |v - v'|^{-1} K(v, v') \, dv' \, dv.
\]

The kernel \( |v - v'|^{-1} K(v, v') \) satisfies (1.5) with \( s + 1/2 \) instead of \( s \). Then, we apply Lemma 4.2 to get

\[
\| \ell_0 \|_{L^2}^2 \leq R^{1-2s} \| f \|_{H^{s+1/2}}^2.
\]

The proof is finished choosing \( R = (\| f \|_{L^2}/\| f \|_{H^{s+1/2}})^2/(1+2s) \).

The estimate for \( \| L_v f \|_{L^2} \) when \( s \geq 1/2 \) is harder to obtain. We will use the following auxiliary kernel.

\[
A(v, w) = \int_{|v' - v| \leq R} \frac{|v' - v|^{d-2} K(v, v')}{|w - v|^{d-2} |w - v'|^{d-2}} \, dv'.
\]

**Lemma 4.4** (Estimates on the auxiliary kernel). Let \( K \) be a kernel satisfying (4.2) and \( s \geq 1/2 \). We have

\[
\int_{B_R(v)} |A(v, w)| \, dw \leq R^{2-2s} \quad \text{and} \quad \int_{B_R(w)} |A(v, w)| \, dv \leq R^{2-2s}.
\]

**Proof.** The first of the two inequalities in (4.6) is a relatively straightforward computation using (4.2). Let us choose \( v = 0 \) without loss of generality. We have

\[
\int_{B_R} |A(0, w)| \, dw \leq \int_{B_R} \int_{B_R} \frac{|v'|^{d-2} K(0, v')}{|w|^{d-2} |w - v'|^{d-2}} \, dv' \, dw,
\]

\[
= \int_{B_R} |v'|^{d-2} K(0, v') \left( \int_{B_{|v'|/2}} \frac{1}{|w|^{d-2} |w - v'|^{d-2}} \, dw \right) \, dv',
\]

\[
= C \int_{B_R} |K(0, v')| |v'|^2 \, dv' \leq CR^{2-2s}.
\]

Let us move to the second inequality in (4.6). Assume without loss of generality that \( w = 0 \). We have

\[
\int_{B_R} |A(v, 0)| \, dv \leq \int_{B_R} \int_{B_R} \frac{|v - v'|^{d-2} K(v, v')}{|v|^{d-2} |v'|^{d-2}} \, dv' \, dv \leq I_1 + I_2.
\]
From the triangle inequality $|v' - v|^{d-2} \leq |v|^{d-2} + |v'|^{d-2}$, we can estimate the above integral by $I_1 + I_2$, where $I_1$ and $I_2$ are defined below. We analyze both terms using (4.2) and Fubini’s theorem.

\[
I_1 := \int_{B_R} \int_{|v' - v'| < R \text{ and } v', v \leq 0} \frac{|v|^{d-2}|K(v, v')|}{|v' - v|^{d-2}} \, dv' \, dv,
\]

\[
= \int_{B_{2R}} \int_{|v' - v'| < R \text{ and } v', v \leq 0 \cap B_R} \frac{|K(v, v')|}{|v'|^{d-2}} \, dv' \, dv',
\]

\[
\leq R^{-2s} \int_{B_{2R}} |v'|^{2-d} \, dv' \leq R^{2-2s}.
\]

We now consider

\[
I_2 := \int_{B_R} \int_{|v' - v'| < R \text{ and } v', v \leq 0} \frac{|v'|^{d-2}|K(v, v')|}{|v'|^{d-2}} \, dv' \, dv.
\]

The computation that proves that $I_2 \leq R^{2-2s}$ is almost identical integrating in $v'$ first and in $v$ second.

This concludes the estimate for every term involved in (4.6).

We will use the following lemma from multivariate calculus when proving estimates on the operator $L_v f$ associated with the kernel $K$.

**Lemma 4.5 (The multi-path lemma).** Let $f : \mathbb{R}^d \to \mathbb{R}$ be any twice differentiable function. The following inequality holds for any pair of points $v, v' \in \mathbb{R}^d$.

\[
|f(v') - f(v) - \nabla f(v)(v' - v)| \leq \frac{1}{d} |v - v'|^{d-2} \int_{B_R(m)} \frac{|D^2 f(w)|}{|w - v|^{d-2}|w - v'|^{d-2}} \, dw.
\]

Here $R = |v - v'|/2$ and $m = (v + v')/2$. Thus, $B_R(m)$ is the ball with diameter from $v$ to $v'$.

**Proof.** For any $w \in B_R(m)$, we write

\[
|f(w) - f(v) - \nabla f(v) \cdot (w - v)| \leq |w - v| \int_0^{[|w-v|} |D^2 f|(v + z w - v) \, dz.
\]

where $\bar{w} = (w - v)/|w - v|$. In particular, computing with spherical coordinates the integral in the first line below with origin at $w = v$,

\[
\left| \left( \int_{B_R(m)} f(w) \, dw \right) - f(v) - \nabla f(v) \cdot \frac{(v' - v)}{2} \right| = \left| \int_{B_R(m)} f(w) - f(v) - \nabla f(v) \cdot (w - v) \, dw \right|,
\]

\[
\leq \int_{B_R(m)} |w - v| \left\{ \int_0^{[|w-v|} |D^2 f|(v + \zeta w - v) \, d\zeta \right\} \, dw
\]

\[
\leq \int_{B_R(m)} \frac{|D^2 f(w)|}{|w - v|^{d-2}} \, dw.
\]

This implies that

\[
\left| \left( \int_{B_R(m)} f(w) \, dw \right) - f(v) - \nabla f(v) \cdot \frac{(v' - v)}{2} \right| \leq R^{d-2} \int_{B_R(m)} \frac{|D^2 f|(w)}{|w - v|^{d-2}|w - v'|^{d-2}} \, dw.
\]

Exchanging the role of $v$ and $v'$ and subtracting the resulting inequalities yields (4.7). \qed

**Lemma 4.6 (Estimate of $L_v f$ for $s \geq 1/2$).** Assume $s \in [1/2, 1)$. Let $K$ be an anti-symmetric kernel (i.e. $K(v, v') = -K(v', v)$) satisfying (4.2) and (4.4). The following estimate holds

\[
\|L_v f\|_{L^s} \leq C \|f\|_{L^s} \|D^2 f\|_{L^2} + A \|\nabla f\|_{L^2}.
\]

**Proof.** We write $L_v f = \ell_0 + \ell_1 + \ell_2$ like in Lemma 4.3. The estimates $\|\ell_1\|_{L^s} \leq AR^{-2s}\|f\|_{L^2}$ and $\|\ell_2\|_{L^2} \leq AR^{-2s}\|f\|_{L^2}$ follow an identical proof. The estimate for $\|\ell_0\|_{L^2}$ is different.

Recall that

\[
\ell_0(v) = \int_{B_R(v)} (f(v') - f(v))K(v, v') \, dv'
\]
We write \( \ell_0 = \ell_0^0 + \ell_0^1 + \ell_0^2 \) with
\[
\ell_0^0 = \frac{1}{2} \int_{B_R(v)} (\nabla f(v') - \nabla f(v)) (v' - v) K(v, v') \, dv',
\]
\[
\ell_0^1 = \nabla f(v) \int_{B_R(v)} (v' - v) K(v, v') \, dv',
\]
\[
\ell_0^2 = \int_{B_R(v)} \left( f(v') - f(v) - \frac{\nabla f(v) + \nabla f(v')}{2} \cdot (v' - v) \right) K(v, v') \, dv'.
\]
The same argument that gives us the upper bound for \( \ell_0 \) in Lemma 4.3 gives us in this case
\[
\|\ell_0^0\|_{L^2} \leq CR^{1-s}\|\nabla f\|_{H^s} \leq R^{1-s}\|f\|_{L^2}^{(1-s)/2}\|D^2 f\|_{L^2}^{(1+s)/2}.
\]
Indeed, \( \ell_0^0 \) equals the same as \( \ell_0 \) in the proof of Lemma 4.3 with \( \nabla f \) instead of \( f \) and \( (v - v')K(v, v') \) instead of \( K(v, v') \). The fact that these are vector valued functions does not affect the proof. Note that \( (v - v')K(v, v') \) satisfies (4.2) with \( s - 1/2 \) instead of \( s \). The second inequality is an elementary interpolation. The cancellation assumption (4.4) together with (4.2) implies that
\[
\|\ell_0^1\|_{L^2} \leq \Lambda(R^{1-2s} + 1)\|\nabla f\|_{L^2} \leq \Lambda R^{1-2s}\|f\|_{L^2}^{(1-s)/2}\|D^2 f\|_{L^2}^{(1+s)/2} + \Lambda\|\nabla f\|_{L^2}.
\]
In order to estimate \( \ell_0^2 \), we use Lemma 4.5. We write
\[
\|\ell_0^2\|_{L^2}^2 = \int_{\mathbb{R}^4} \left( \int_{B_R(v)} \left| f(v') - f(v) - \frac{\nabla f(v) + \nabla f(v')}{2} \cdot (v' - v) \right| K(v, v') \, dv' \right)^2 \, dv,
\]
\[
\leq \int_{\mathbb{R}^4} \left( \int_{B_R(v)} \int_{B_r(m)} |D^2 f(w)| \frac{|v' - v|^{d-2} K(v,v')}{|w - v|^{d-2} |w - v'|^{d-2}} \, dw \, dv' \right)^2 \, dv,
\]
using Fubini’s theorem
\[
= \int_{\mathbb{R}^4} \left( \int_{B_R(v)} |D^2 f(w)| \left( \int_{\{v': (v' - v) \cdot (w - v) \geq |w - v|^2\}} \frac{|v' - v|^{d-2} K(v,v')}{|w - v|^{d-2} |w - v'|^{d-2}} \, dv' \right) \, dw \right)^2 \, dv.
\]
In view of the definition of \( A(v, w) \), we can use (4.6) and get
\[
\|\ell_0^2\|_{L^2} \leq \int_{\mathbb{R}^4} \left( \int_{B_R} |D^2 f(w)| A(v, w) \, dw \right)^2 \, dv
\]
\[
\leq \int_{\mathbb{R}^4} \left( \int_{B_R} A(v, w) \, dw \right) \left( \int_{B_R} |D^2 f(w)|^2 A(v, w) \, dw \right) \, dv
\]
\[
\leq CR^{2-2s} \int_{\mathbb{R}^4} |D^2 f|^2 \left( \int_{|v-w| \leq R} A(v, w) \, dv \right) \, dw \leq CR^{2(2-2s)}\|D^2 f\|_{L^2}^2.
\]
Choosing \( R = \|f\|_{L^2}^{1/2}/\|D^2 f\|_{L^2}^{1/2} \) completes the proof. \( \square \)

We can now prove the main result of this section.

Proof of Theorem 4.1. We prove the upper bound applying Lemmas 4.3 and 4.6 to both operators \( L_v \) and its adjoint \( L_v' \), and doing some sort of interpolation. Note that \( L_v' \) has the same form as \( L_v \) plus a correction which is bounded from \( L^2 \) to \( L^2 \) (thanks to the cancellation assumption (4.3)), so Lemmas 4.3 and 4.6 apply to \( L_v' \) as well. Indeed,
\[
L_v' f(v) = \int_{\mathbb{R}^4} (f(v') - f(v)) K(v', v) \, dv' + \left( \int_{\mathbb{R}^4} K(v', v) - K(v, v') \, dv \right) f(v).
\]
The following interpolation is probably classical. We prove it using Littlewood-Paley theory. Since we have already obtained the estimate for \( E^{sym} \) in Lemma 4.2, we are only left to prove the estimate for \( E^{skew} \). In the case \( s \in (0, 1/2) \), the proof below gives the estimate for \( E \) right away. For \( s \in [1/2, 1) \) the proof below applies to \( E^{skew} \) only.
Let $\Delta_i$ be the Littlewood-Paley projectors. We use the convention that all low modes are enclosed in $\Delta_0$. That is $f = \sum_{i=0}^{\infty} \Delta_i f$, with the index $i$ being non-negative. We use the fact that for any $s \geq 0$,

$$\|\Delta_i f\|_{H^s} \approx 2^{|s|} \|\Delta_i f\|_{L^2}$$

Moreover, from Lemma 4.3, if $s \in (0, 1/2)$,

$$\|L_v \Delta_i f\|_{L^2} \lesssim \|\Delta_i f\|_{L^2}^{1/2} \|\Delta_i f\|_{H^{3/2}}^{1/2} \lesssim 2^{|s|} \|\Delta_i f\|_{H^s}$$

From Lemma 4.6, if $s \in [1/2, 1)$,

$$\|L_v \Delta_i f\|_{L^2} \lesssim \|\Delta_i f\|_{L^2}^{1/2} \|\Delta_i f\|_{H^2}^{1/2} + \|\Delta_i f\|_{H^1} \lesssim 2^{|s|} \|\Delta_i f\|_{H^s}$$

The same estimates hold for $L_v$ in the place of $L_v$.

Therefore,

$$E(f, g) = \sum_{i,j} E(\Delta_i f, \Delta_j g),$$

$$\leq \sum_{i,j} \langle L_v \Delta_i f, \Delta_j g \rangle + \sum_{i,j} \langle \Delta_i f, L^j \Delta_j g \rangle,$$

$$\lesssim \sum_{i,j} 2^{-s|i-j|} \|\Delta_i f\|_{H^s} \|\Delta_j g\|_{H^s},$$

$$\lesssim \sum_{k=0}^\infty \sum_{i=0}^\infty \|\Delta_i f\|_{H^s} \|\Delta_{i+k} g\|_{H^s} + \|\Delta_i f\|_{H^s} \|\Delta_i \Delta_j g\|_{H^s},$$

$$\lesssim \sum_{k=0}^\infty 2^{-|s+k|} \left( \sum_{i=0}^\infty \|\Delta_i f\|_{H^s}^2 \right)^{1/2} \left( \sum_{i=0}^\infty \|\Delta_i \Delta_j g\|_{H^s}^2 \right)^{1/2},$$

$$\lesssim \|f\|_{H^s} \|g\|_{H^s}. $$

The proof is now complete. \qed

4.2. A generalized cancellation lemma. As a preparation for the next subsection, we prove the following generalized cancellation lemma.

**Lemma 4.7** (Generalized cancellation). Let $K$ be a kernel satisfying (4.2); if $s \geq 1/2$, we also assume that $K$ satisfies (4.4). Let $\varphi$ be a bounded $C^2$ function. Then

$$PV \int_{\mathbb{R}^d} (\varphi(v') - \varphi(v))[K(v, v') - K(v', v)] \, dv' \leq C\|\varphi\|_{C^2} ,$$

for some constant $C$ depending on $\Lambda$ and dimension.

**Proof.** The proof is a direct computation. We estimate the tail of the integral using (4.2) together with the boundedness of $\varphi$. Then, we estimate the integral in $B_1$ using (4.4) and the smoothness of $\varphi$. We write the proof for the case $2s \geq 1$ first, and later indicate its simplification when $2s < 1$.

$$PV \int (\varphi(v') - \varphi(v))[K(v, v') - K(v', v)] \, dv'$$

$$\leq PV \int_{B_1} (\varphi(v') - \varphi(v))[K(v, v') - K(v', v)] \, dv' + C\Lambda \|\varphi\|_{L^\infty},$$

$$\leq PV \int_{B_1} (v' - v) \nabla \varphi(v)[K(v, v') - K(v', v)]$$

$$+ |D^2 \varphi|_{L^\infty} \|v - v'\|^2 |K(v, v') - K(v', v)| \, dv' + C\Lambda \|\varphi\|_{L^\infty},$$

$$\leq C\Lambda \|\varphi\|_{C^2}. $$

For the last inequality we used that thanks to (4.2),

$$\int_{B_1} |v' - v|^2 |K(v, v') - K(v', v)| \, dv' \lesssim \Lambda,$$
and thanks to (4.4),

\[ PV \int_{B_1} (v' - v)[K(v, v') - K(v', v)] \, dv' \leq \Lambda. \]

When \( s < 1/2 \), we do not need to use (4.4). We simply use (4.2) to get

\[
\int_{B_1} (\varphi(v') - \varphi(v))[K(v, v') - K(v', v)] \, dv' \leq \int_{B_1} |v - v'||\varphi|_{C^1}[K(v, v') - K(v', v)] \, dv',
\]

\[
\leq C\Lambda|\varphi|_{C^1}. \tag*{□}
\]

Remark 4.8. Lemma 4.7 tells us in particular that when \( K \) is anti-symmetric, the operator \( L_v f \) is well defined pointwise. The same cannot be said for a symmetric kernel of \( s \geq 1/2 \). When \( K \) is a symmetric kernel assuming only (4.2), the value of \( L_v f(v) \) is not necessarily defined pointwise, even if \( f \) is smooth. It is only through \( \mathcal{E}^{\text{sym}} \) that we can define \( L_v \) as an operator from \( H^s \) to \( H^{-s} \).

4.3. Estimate focusing on the smoothness of only one function. In this section we obtain an estimate for \( \mathcal{E}(\varphi, g) \) taking maximum advantage of the smoothness of \( \varphi \), and not so much on the smoothness of \( g \).

Lemma 4.9 (Second upper bound for \( \mathcal{E} \)). Let \( K \) satisfy (4.2) and (4.3). If \( s \geq 1/2 \), we also assume (4.4). For any two functions \( g \in H^s(\mathbb{R}^d) \cap L^1(\mathbb{R}^d) \) and \( \varphi \in C^2 \) with \( g \geq 0 \) and any \( \varepsilon > 0 \), we have

\[
\mathcal{E}(\varphi, g) \leq \varepsilon\|g\|_{H^s}^2 + C\varepsilon^{-1}\|\varphi\|_{C^1}^2|\{v \in \mathbb{R}^d : g(v) > 0\}| + C\|\varphi\|_{C^2}\|g\|_{L^1}.
\]

Proof. Recall that \( \mathcal{E} = \mathcal{E}^{\text{sym}} + \mathcal{E}^{\text{skew}} \). We estimate each term separately.

In order to estimate \( \mathcal{E}^{\text{sym}} \), we apply the following elementary identity

\[
|g(v) - g(v')| \leq (\chi_{g > 0}(v) + \chi_{g > 0}(v'))|g(v) - g(v')|
\]

we then get

\[
\mathcal{E}^{\text{sym}}(\varphi, g) \leq \int |\varphi(v) - \varphi(v')|\chi_{g > 0}(v)|g(v) - g(v')|K(v, v') \, dv' \, dv,
\]

\[
\leq \varepsilon \int (g(v) - g(v'))^2 K(v, v') \, dv' \, dv + (4\varepsilon)^{-1} \int (\varphi(v) - \varphi(v'))^2 \chi_{g > 0}(v)K(v, v') \, dv' \, dv,
\]

\[
= \varepsilon \mathcal{E}^{\text{sym}}(g, g) + (4\varepsilon)^{-1} \int \chi_{g > 0}(v) \left( \int (\varphi(v) - \varphi(v'))^2 K(v, v') \, dv' \right) \, dv,
\]

using Lemma 4.2 and the assumption (4.2),

\[
\leq \varepsilon C\|g\|_{H^s}^2 + C\varepsilon^{-1}\|\varphi\|_{C^1}^2\int \chi_{g > 0} \, dv.
\]

As far as \( \mathcal{E}^{\text{skew}} \) is concerned, we first rewrite it as follows

\[
\mathcal{E}^{\text{skew}}(\varphi, g) = \frac{1}{4} \int (\varphi(v) - \varphi(v'))(g(v) + g(v'))(K(v, v') - K(v', v)) \, dv' \, dv
\]

\[
= \frac{1}{2} \int (\varphi(v) - \varphi(v'))g(v)(K(v, v') - K(v', v)) \, dv' \, dv
\]

\[
= \frac{1}{2} \int g(v) \left\{ PV \int_{\mathbb{R}^d} (\varphi(v) - \varphi(v')) (K(v, v') - K(v', v)) \, dv' \right\} \, dv,
\]

using Lemma 4.7,

\[
\leq C\|\varphi\|_{C^2} \int g(v) \, dv.
\]

Combining the upper bounds for \( \mathcal{E}^{\text{sym}} \) and \( \mathcal{E}^{\text{skew}} \), we conclude the proof. \( \Box \)
4.4. Commutator estimates.

**Lemma 4.10** (Commutator estimate for $s \in (0,1/2)$). Let us assume $s \in (0,1/2)$ and that $K$ satisfies (4.2). Let $D$ be a closed set and $\Omega$ open so that $D \subseteq \Omega \subseteq \mathbb{R}^d$. Let $\varphi$ be a smooth function supported in $D$ and $f \in H^s(\Omega) \cap L^2(\mathbb{R}^d)$. We have the following commutator estimate

$$L_v[\varphi f] - \varphi L_v f = h_1 + h_2,$$

with

$$\|h_1\|_{L^\infty(\mathbb{R}^d)} \lesssim \|\varphi\|_{L^\infty} \|f\|_{L^\infty(\mathbb{R}^d)} d(D,\mathbb{R}^d(\Omega))^{-2s},$$

$$\|h_1\|_{L^2(\mathbb{R}^d,\Omega)} \lesssim \|\varphi\|_{L^2} \|f\|_{L^2(D)} d(D,\mathbb{R}^d(\Omega))^{-2s},$$

$$\|h_2\|_{L^2(\mathbb{R}^d)} \lesssim \|\varphi\|_{C^1} \|f\|_{L^2(\Omega)}.$$

Moreover, $h_2 = 0$ outside $\Omega$. Whenever $\Omega = \mathbb{R}^d$, we can consider $d(D,\mathbb{R}^d(\Omega)) = +\infty$ and $h_1 = 0$.

**Proof.** From the formula (4.1), we get

$$C[\varphi, f](v) := L_v[\varphi f](v) - \varphi(v) L_v f(v) = \int_{\mathbb{R}^d} f(v')(\varphi(v') - \varphi(v)) K(v,v') \, dv'.$$

Let $r = d(D,\mathbb{R}^d(\Omega))/2$, and let $E = D + B_r$. Thus, we have $D \subseteq E \subseteq \Omega$, with $d(D,\mathbb{R}^d(\Omega)) = r$ and $d(D,\mathbb{R}^d(\Omega)) = r$.

We define

$$h_1(v) = \int_{E \setminus B_r(v)} f(v')(\varphi(v') - \varphi(v)) K(v,v') \, dv', \quad h_2(v) = \int_{B_r(v)} f(v')(\varphi(v') - \varphi(v)) K(v,v') \, dv'.$$

From (4.2), for any value of $v \in \mathbb{R}^d$, we have

$$|h_1(v)| \leq 2 \|f\|_{L^\infty} \|\varphi\|_{L^\infty} \Lambda r^{-2s}$$

which is the first inequality.

When $v \notin D$, we have $\varphi(v) = 0$. Therefore, the integrand in $C[\varphi, f](v)$ is nonzero only for $v' \in D$. We thus have for $v \notin \Omega \supseteq D$,

$$h_1(v) = \int_D f(v') \varphi(v') K(v,v') \, dv'.$$

Therefore

$$\int_{\mathbb{R}^d(\Omega)} h_1(v)^2 \, dv = \int_{\mathbb{R}^d(\Omega)} \left( \int_D f(v') \varphi(v') K(v,v') \, dv' \right)^2 \, dv,$$

$$\leq \|\varphi\|_{L^2}^2 \int_{\mathbb{R}^d(\Omega)} \left( \int_D f(v')^2 \left| K(v,v') \right| \, dv' \right) \left( \int_D \left| K(v,v') \right| \, dv' \right) \, dv,$$

using (4.2),

$$\leq \|\varphi\|_{L^2}^2 \Lambda r^{-2s} \int_{\mathbb{R}^d(\Omega)} \int_D f(v')^2 \left| K(v,v') \right| \, dv' \, dv,$$

$$\leq \|\varphi\|_{L^2}^2 \Lambda r^{-2s} \int_D f(v')^2 \left( \int_{|v-v'| > r} \left| K(v,v') \right| \, dv \right) \, dv = \Lambda^2 r^{-4s} \|\varphi\|_{L^2}^2 \|f\|_{L^2(D)}^2.$$

This gives us the second inequality.

In order to estimate $\|h_2\|_{L^2}$, we use Cauchy Schwarz.

$$\|h_2\|_{L^2}^2 = \int_E \left( \int_{B_r(v)} f(v')(\varphi(v') - \varphi(v)) K(v,v') \, dv' \right)^2 \, dv,$$

$$\leq \int_E \left( \int_{B_r(v)} f(v')^2 \left| \varphi(v') - \varphi(v) \right| \left| K(v,v') \right| \, dv' \right) \left( \int_{B_r(v)} \left| \varphi(v') - \varphi(v) \right| \left| K(v,v') \right| \, dv' \right) \, dv,$$
Since \( \varphi \) is bounded and \( C^1 \), then (4.2) implies (note that \( s < 1/2 \)),
\[
\int_{B^d_v} |\varphi(v') - \varphi(v)| |K(v, v')| \, dv' \leq \|\varphi\|_{C^1} \quad \text{for every value of } v \in \mathbb{R}^d,
\]
\[
\int_{B^d_v} |\varphi(v') - \varphi(v)| |K(v, v')| \, dv \leq \|\varphi\|_{C^1} \quad \text{for every value of } v' \in \mathbb{R}^d.
\]
Therefore,
\[
\|h_2\|_{L^2}^2 \leq \|\varphi\|_{C^1} \int_E \left( \int_{B^d_v} f(v')^2 |\varphi(v') - \varphi(v)| |K(v, v')| \, dv' \right) \, dv,
\]
\[
\leq \|\varphi\|_{C^1} \int_{\Omega} f(v')^2 \left( \int_{E \cap B^d_v} |\varphi(v') - \varphi(v)| |K(v, v')| \, dv \right) \, dv',
\]
\[
\leq \|\varphi\|_{C^1}^2 \|f\|_{L^2(\Omega)}^2.
\]
\[
\square
\]

**Lemma 4.11** (Commutator estimate for \( s \in [1/2, 1) \)). *Let us assume \( s \in [1/2, 1) \) and that \( K \) satisfies (4.2) and (4.4). Let \( D \) be a closed set, and \( \Omega \) open so that \( D \subseteq \Omega \subseteq \mathbb{R}^d \). Let \( \varphi \) be a smooth function supported in \( D \) and \( f \in H^s(\Omega) \cap L^\infty(\mathbb{R}^d) \). We have the following commutator estimate
\[
L_v[\varphi f] - \varphi L_v f = h_1 + h_2 + (-\Delta)^{s/2} h_3,
\]
with
\[
\|h_1\|_{L^\infty(\mathbb{R}^d)} \leq \|\varphi\|_{L^\infty} \|f\|_{L^\infty(\mathbb{R}^d)} (d(D, \mathbb{R}^d) + d(v, D))^{-2s},
\]
\[
\|h_1\|_{L^2(\mathbb{R}^d \setminus \Omega)} \leq \|\varphi\|_{L^\infty} \|f\|_{L^2(D)} (d(D, \mathbb{R}^d) + d(v, D))^{-2s},
\]
\[
\|h_2\|_{L^2(\mathbb{R}^d)} \leq \|\varphi\|_{C^2} \|f\|_{H^s(\Omega)},
\]
\[
\|h_3\|_{L^2(\mathbb{R}^d)} \leq \|\varphi\|_{C^2} \|f\|_{L^2(\Omega)}.
\]
Moreover, \( h_2 = 0 \) outside \( \Omega \). Whenever \( \Omega = \mathbb{R}^d \), we can consider \( d(D, \mathbb{R}^d) = +\infty \) and \( h_1 = 0 \).

**Proof.** We define \( h_1 \) and \( h_2 \) by the expressions of \( h_1 \) and \( h_2 \) in the proof of Lemma 4.10. The estimates for \( h_1 \) follow identically. We will split \( h_2 = h_2 + (-\Delta)^{s/2} h_3 \), and need to prove the estimate for each term.

Note that, by construction, \( h_2(v) = 0 \) for any \( v \not\in E \).

Let us write \( K \) as the sum of its symmetric plus antisymmetric parts: \( K = K_s + K_a \). Let us start by estimating the antisymmetric contribution.

Because of Lemma 4.7, we have that \( \|L_v^a \varphi\|_{L^\infty} \leq \|\varphi\|_{C^2} \). Then
\[
\|\tilde{h}_2\|_{L^2(\Omega)} := \left| \int_{B^d_v} f(v')(\varphi(v') - \varphi(v)) \, dv' \right|_{L^2(\Omega)},
\]
\[
\leq \|f\|_{C^2} \left( \int_{\Omega} |K_a(v, v')| \, dv' \right) + C \|\varphi\|_{C^2} \|f\|_{L^2(\Omega)}.
\]

With respect to the first term, we apply Cauchy-Schwarz and Lemma 4.2 to obtain
\[
\left| \int_{B^d_v} (f(v') - f(v))(\varphi(v') - \varphi(v))K_a(v, v') \, dv' \right|_{L^2(\Omega)}^2
\]
\[
\leq \int_E \left( \int_{B^d_v} (f(v') - f(v))^2 |K_a(v, v')| \, dv' \right) \left( \int_{B^d_v} (\varphi(v') - \varphi(v))^2 |K_a(v, v')| \, dv' \right) \, dv,
\]
\[
\leq \|\varphi\|_{C^2} \left( \int_{\Omega} (f(v') - f(v))^2 |K_a(v, v')| \, dv' \right) \|f\|_{H^s(\Omega)}^2.
\]

Therefore, we conclude the estimate for the antisymmetric contribution \( \|\tilde{h}_2\|_{L^2(\mathbb{R}^d)} \leq C \|\varphi\|_{C^2} \|f\|_{H^s(\Omega)} \).
Now we need to analyse the contribution of $K_s$ to $\hat{h}_2$, which we call $\hat{\varphi}'_2$. We estimate it by duality. Let $g \in H^s(\mathbb{R}^d)$, recall that $\hat{\varphi}'_2$ is supported in $E$ and consider

$$\int_E \hat{\varphi}'_2(v)g(v)\, dv = \int_E \int_{B_1(v)} g(v)f(v)'(\varphi(v') - \varphi(v))K_s(v,v')\, dv'\, dv,$$

$$= \frac{1}{2} \int_E f(v) \left( \int_{B_1(v)} (g(v) - g(v'))(\varphi(v') - \varphi(v))K_s(v,v')\, dv'\, dv \right)$$

$$+ g(v) \left( \int_{B_1(v)} (f(v') - f(v))(\varphi(v') - \varphi(v))K_s(v,v')\, dv'\, dv \right) \, dv.$$

Applying the Cauchy-Schwarz inequality and Lemma 4.2 as above, we get

$$\int_{\Omega} \hat{\varphi}'_2(v)g(v)\, dv \leq \|\varphi\|_{C^2}(\|f\|_{H^s}\|g\|_{L^2} + \|f\|_{L^2}\|g\|_{H^s}).$$

Therefore, $\hat{\varphi}'_2$ can be written as a sum $\hat{\varphi}'_2 + (\Delta)\hat{h}_3$ with $\|\hat{\varphi}'_2\|_{L^2(\mathbb{R}^d)} \leq \|\varphi\|_{C^2}\|f\|_{H^s}(\Omega)$ and $\|\hat{h}_3\|_{L^2(\mathbb{R}^d)} \leq \|\varphi\|_{C^2}\|f\|_{L^2(\Omega)}$.

We finish the proof by letting $h_2 = \hat{\varphi}'_2 + \hat{h}_3$.

\[\Box\]

5. REDUCTION TO GLOBAL KERNELS AND WEAK SOLUTIONS

The assumptions (1.3), (1.5), (1.6) and (1.7) are given in terms of values of $v \in B_R$ only. It is natural that if we consider the equation (1.2) to hold for $v \in B_1$ and we intend to prove local regularity estimates, it should be useless to make assumptions for $K(v,v')$ when $v \notin B_2$. It is comfortable for the proofs of a few lemmas (in particular the results in Section 4 above and Lemma 6.1 below) to have a kernel that is globally defined and satisfies all these assumptions for all values of $v$ and $v'$. In this section we explain how to extend a kernel to the full space in order to have that.

5.1. Reduction to global kernels.

**Proposition 5.1** (A kernel defined globally). Assume that $K : B_2 \times \mathbb{R}^d \to \mathbb{R}$ satisfies (1.3), (1.5), (1.6) and (1.7). There exists a kernel $\tilde{K} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ satisfying the following global version of assumptions (1.3), (1.5), (1.6) and (1.7).

- $\tilde{K}(v,v') = K(v,v')$ whenever $v$ and $v'$ belong to $B_{2R/3}$. Moreover $\tilde{K}(v,v') \geq 0$ for all $v,v' \in \mathbb{R}^d$ and for all $v \in B_{R/2}$,

$$\int_{\mathbb{R}^d} |K(v,v') - \tilde{K}(v,v')|\, dv' \leq CA.$$  

- For any function $f \in H^s(\mathbb{R}^d)$,

$$\lambda\|f\|^2_{H^s} \leq - \int_{\mathbb{R}^d} \tilde{L}_v f(v) f(v)\, dv + \Lambda\|f\|^2_{L^2(\mathbb{R}^d)},$$

Here $\tilde{L}_v$ is the integro-differential operator corresponding to the kernel $\tilde{K}$.

- The assumptions (4.2), (4.3) and (4.4) hold for $\tilde{K}$ with a constant $CA$ instead of $\Lambda$, where $C$ depends on $s$ and dimension only.

**Proof.** Let $\eta : \mathbb{R}^d \to [0,1]$ be a smooth radial function so that $\eta = 1$ in $B_{3R/4}$ and $\eta = 0$ outside $B_{5R/8}$. We define

$$\tilde{K}(v,v') = \eta(v)\eta(v')K(v,v') + \Lambda(1 - \eta(v)\eta(v'))|v - v'|^{-d-2s}.$$  

Note that even though $K(v,v')$ is not defined when $v \notin B_R$, since we have the factor $\eta(v) = 0$ there, there is no ambiguity in the definition of $\tilde{K}(v,v')$.

The first item in the Proposition is obvious by construction.
We start by checking (4.2). For any \( v \in \mathbb{R}^d \) and \( r > 0 \), we have
\[
\int_{\mathbb{R}^d \setminus B_r(v)} \tilde{K}(v, v') \, dv' = \int_{\mathbb{R}^d \setminus B_r(v)} \eta(v)\eta(v')K(v, v') + \Lambda(1 - \eta(v)\eta(v'))|v - v'|^{d - 2s} \, dv',
\]
\[
\leq \eta(v) \int_{\mathbb{R}^d \setminus B_r(v)} K(v, v') \, dv' + (1 - \eta(v))\Lambda \int_{\mathbb{R}^d \setminus B_r(v)} |v - v'|^{d - 2s} \, dv' \leq \Lambda.
\]
For any \( v' \in \mathbb{R}^d \) and \( r > 0 \), we do almost the same computation
\[
\int_{\mathbb{R}^d \setminus B_r(v')} \tilde{K}(v, v') \, dv = \int_{\mathbb{R}^d \setminus B_r(v')} \eta(v)\eta(v')K(v, v') + \Lambda(1 - \eta(v)\eta(v'))|v - v'|^{d - 2s} \, dv',
\]
\[
\leq \eta(v') \int_{B_r \setminus B_r(v')} K(v, v') \, dv + (1 - \eta(v'))\Lambda \int_{\mathbb{R}^d \setminus B_r(v')} |v - v'|^{d - 2s} \, dv' \leq \Lambda.
\]
This completes the justification of (4.2).

Now we verify (4.4). This only applies when \( 2s \geq 1 \).
\[
|PV \int_{\mathbb{R}^d} (v - v') \left( \tilde{K}(v, v') - K(v', v) \right) \, dv'| = |PV \int_{B_R} (v - v')\eta(v') \left( K(v, v') - K(v', v) \right) \, dv'|,
\]
\[
\leq \eta(v) \left( \Lambda + \int_{B_R} (v - v')\eta(v') \left( K(v, v') - K(v', v) \right) \, dv' \right),
\]
\[
\leq \eta(v) \left( \Lambda + C \int_{B_R} |v - v'|^2 |K(v, v') - K(v', v)| \, dv' \right) \leq CA \eta(v).
\]

We now move on to (4.3). When \( s \in [0, 1/2] \) the proof is similar to the computation above for (4.4). Indeed,
\[
|PV \int_{\mathbb{R}^d} \left( \tilde{K}(v, v') - K(v', v) \right) \, dv'| = |PV \int_{B_R} \eta(v') \left( K(v, v') - K(v', v) \right) \, dv'|,
\]
\[
\leq \eta(v) \left( \Lambda + PV \int_{B_R} (\eta(v') - \eta(v)) \left( K(v, v') - K(v', v) \right) \, dv' \right),
\]
\[
\leq \eta(v) \left( \Lambda + C \int_{B_R} |v - v'| |K(v, v') - K(v', v)| \, dv' \right) \leq CA \eta(v).
\]

The last inequality follows from (1.5) because \( s \in [0, 1/2] \).

In the case \( s \in [1/2, 1] \), we modify the estimate of the last line. We have
\[
|PV \int_{\mathbb{R}^d} \left( \tilde{K}(v, v') - K(v', v) \right) \, dv'| \leq \eta(v) \left( \Lambda + |\nabla \eta(v) \cdot PV \int_{B_R} (v' - v) \left( K(v, v') - K(v', v) \right) \, dv'| \right),
\]
\[
\leq \eta(v) \left( \Lambda + \int_{B_R} C|v' - v|^2 |K(v, v') - K(v', v)| \, dv' \right) \leq CA \eta(v).
\]

For the last inequality, we apply (1.5) and (1.7).

We now justify (5.2). We see that
\[
- \int \tilde{L}_v f(v) f(v) \, dv = E^{Sym}(f, f) + E^{skew}(f, f),
\]
\[
= \int |f(v) - f(v')|^2 \tilde{K}(v, v') \, dv \, dv' + \int f(v)^2 \left( PV \int (\tilde{K}(v, v') - \tilde{K}(v', v)) \, dv' \right) \, dv,
\]
\[
\geq \int_{\mathbb{R}^{2d}} |f(v) - f(v')|^2 \tilde{K}(v, v') \, dv \, dv' - \Lambda\|f\|_{L^2}^2.
\]
Let $3\tilde{R}/4 < r_1 < r_2 < \tilde{R}$ so that $\eta(v) < 2/3$ if $|v| > r_1$ and $\eta(v) > 1/3$ if $|v| < r_2$. The first term in the definition of $\hat{K}(v, v')$ of bounded below by $K(v, v')/9$ when both $v$ and $v'$ belong to $B_{r_2}$. When $v$ and $v'$ do not belong to $B_{r_1}$, we can estimate $\hat{K}(v, v')$ from below by $|v - v'|^{-d-2s}/3$. If $v$ and $v'$ belong to $B_{r_2} \setminus B_{r_1}$, the value of $\hat{K}(v, v')$ is bounded below by the sum of the two previous terms. We have,

$$\iint_{\mathbb{R}^{2d}} |f(v) - f(v')|^2 \hat{K}(v, v') \, dv \, dv' \geq \frac{1}{9} \iint_{B_{r_2} \times B_{r_2}} |f(v) - f(v')|^2 K(v, v') \, dv \, dv'$$

$$+ \frac{\Lambda}{3} \iint_{\mathbb{R}^{2d} \setminus (B_{r_2} \times B_{r_1})} |f(v) - f(v')|^2 |v - v'|^{-d-2s} \, dv \, dv'.$$

We need to estimate the first term using (1.3). Let $\varphi$ be a smooth radial function so that $\varphi = 1$ in $B_{r_1}$ and $\varphi = 0$ outside $B_{r_2}$. Using Lemma 4.7 after some arithmetic manipulations, we see that

$$\mathcal{E}(\varphi f, \varphi f) = \iint_{B_{\tilde{R}} \times B_{\tilde{R}}} \varphi(v) \varphi(v')(f(v) - f(v'))^2 K(v, v') \, dv' \, dv$$

$$+ 2 \iint_{B_{\tilde{R}}} f(v)^2 \varphi(v) \left( PV \iint_{B_{\tilde{R}}} (\varphi(v) - \varphi(v'))(K(v, v') - K(v', v)) \, dv' \right) \, dv,$$

$$+ 2 \iint_{B_{\tilde{R}}} \varphi(v)^2 f(v)^2 \left( \iint_{\mathbb{R}^d \setminus B_{\tilde{R}}} K(v, v') \, dv' \right) \, dv,$$

$$\leq \iint_{B_{r_2} \times B_{r_2}} |f(v) - f(v')|^2 K(v, v') \, dv \, dv' + C\|f\|_{L^2}^2.$$

Combining the last three displayed inequalities with (1.3), we obtain

$$\mathcal{E}(f, f) = -\iint_{B_{\tilde{R}}^2} L_{\delta} f(v) f(v) \, dv,$$

$$\geq \iint_{\mathbb{R}^{2d}} |f(v) - f(v')|^2 \hat{K}(v, v') \, dv \, dv' - \Lambda \|f\|_{L^2}^2,$$

$$\geq \frac{1}{9} \iint_{B_{r_2} \times B_{r_2}} |f(v) - f(v')|^2 K(v, v') \, dv \, dv'$$

$$+ \frac{\Lambda}{3} \iint_{\mathbb{R}^{2d} \setminus (B_{r_2} \times B_{r_1})} |f(v) - f(v')|^2 |v - v'|^{-d-2s} \, dv \, dv'$$

$$\geq \frac{1}{9} \mathcal{E}(\varphi f, \varphi f) - C\|f\|_{L^2}^2 + \frac{\Lambda}{3} \iint_{\mathbb{R}^{2d} \setminus (B_{r_1} \times B_{r_1})} |f(v) - f(v')|^2 |v - v'|^{-d-2s} \, dv \, dv'$$

$$\geq \min(\Lambda/9, \Lambda/3) \left( \iint_{\mathbb{R}^d} |f(v) - f(v')|^2 |v - v'|^{-d-2s} \, dv \right) - C\|f\|_{L^2}^2.$$

The extended kernel $\hat{K}$ can be used to reduce many results to the case of globally defined kernels. The following results, which we will need later, are examples.

**Corollary 5.2** (The operator $L_{\delta}$ maps $H^s$ into $H^{-s}$). Assume $K : B_{\tilde{R}} \times \mathbb{R}^d \to \mathbb{R}$ is a non-negative kernel that satisfies (1.5) and (1.6); if $s \geq 1/2$, we also assume that $K$ satisfies (1.7). For any $f \in H^s(\mathbb{R}^d)$ and $g \in H^s(\mathbb{R}^d)$ supported in $B_{\tilde{R}/2}$,

$$\mathcal{E}(f, g) = -\iint_{B_{\tilde{R}/2}} L_{\delta} f(v) g(v) \, dv \leq \Lambda \|f\|_{H^s(\mathbb{R}^d)} \|g\|_{H^s(\mathbb{R}^d)}$$

for some positive constant $\Lambda$ depending on dimension.

**Corollary 5.3** (Second upper bound for $\mathcal{E}$). Let $K$ satisfy (1.5), (1.6). If $s \geq 1/2$, we also assume (1.7). For any two functions $g \in H^s(\mathbb{R}^d)$ and $\varphi \in C^2$, both compactly supported in $B_{\tilde{R}/2}$, with $g \geq 0$ and any $\varepsilon > 0$, we have

$$\mathcal{E}(\varphi, g) \leq \varepsilon \|g\|_{H^s}^2 + C\varepsilon^{-1} \|
abla \varphi\|_{L^\infty}^2 \|\{v \in \mathbb{R}^d : g(v) > 0\}\| + C\|\varphi\|_{C^2} \|g\|_{L^1} + C\|g\|_{L^2}^2.$$
Corollary 5.4. Let $K$ satisfy (1.5), $D$, $\Omega$, $\varphi$ and $f$ be as in Lemma 4.10. Assume that $B_{R/2} \supset \Omega$. We extend the operator $\hat{L}$ as in Proposition 5.1. Then,

$$\hat{L}[\varphi f] - \varphi Lf = h_1 + h_2,$$

where $h_1$ and $h_2$ satisfy the same estimates as in Lemma 4.10.

Corollary 5.5. Let $K$ satisfy (1.5) and (1.7), $D$, $\Omega$, $\varphi$ and $f$ be as in Lemma 4.11. Assume that $B_{R/2} \supset \Omega$. We extend the operator $\hat{L}$ as in Proposition 5.1. Then,

$$\hat{L}[\varphi f] - \varphi Lf = h_1 + h_2 + (-\Delta)^{s/2}h_3,$$

where $h_1$, $h_2$ and $h_3$ satisfy the same estimates as in Lemma 4.11.

The justifications of the two lemmas above are almost identical. We explain the latter one.

Proof of Corollary 5.5. Let $\tilde{K}$ be the extended kernel according to Proposition 5.1. Applying Lemma 4.11, we obtain that

$$\hat{L}[\varphi f] - \varphi Lf = \tilde{h}_1 + h_2 + (-\Delta)^{s/2}h_3.$$

For this corollary, we want to replace $\varphi \tilde{L} f$ by $\varphi Lf$. Since $\varphi$ is supported in $D$, these two expressions only differ when $v \in D$. In this case, we have

$$|\varphi(v)\tilde{L} f(v) - \varphi(v)Lf(v)| = \left| \varphi(v) \int_{\mathbb{R}^d} [f(v) - f(v')] \left( K(v, v') - \tilde{K}(v, v') \right) \, dv \right| \leq C \varphi(v) \|f\|_{L^\infty} \delta^{-2s}.$$

This difference is absorbed by the term $h_1$ by setting $h_1 = \tilde{h}_1 + \varphi(v)\tilde{L} f(v) - \varphi(v)Lf(v)$. □

5.2. Definition of weak solutions. We now discuss the concept of weak solutions. In order to justify the definition we are going to give below, we start with the following preparatory lemma.

Lemma 5.6 (The bilinear form $\mathcal{E}$ in the local case). Let $\supp \varphi \subset B_{R/2}$ and $\varphi \in H^s(\mathbb{R}^d)$. Assume $K$ satisfies (1.5), (1.6) and (1.7). Then for all $f \in L^\infty(\mathbb{R}^d \setminus B_{R/2}) + H^s(\mathbb{R}^d)$

$$\mathcal{E}(f, \varphi) \leq C \|f\|_{L^\infty(\mathbb{R}^d \setminus B_{R/2}) + H^s(\mathbb{R}^d)} \|\varphi\|_{H^s(\mathbb{R}^d)},$$

where the constant $C$ depends on $\Lambda$, $d$, $s$ and the support of $\varphi$. Here,

$$\|f\|_{L^\infty(\mathbb{R}^d \setminus B_{R/2}) + H^s(\mathbb{R}^d)} = \inf \left\{ \|f_1\|_{L^\infty(\mathbb{R}^d \setminus B_{R/2})} + \|f_2\|_{H^s(\mathbb{R}^d)} : f = f_1 + f_2 \text{ and } f_1 = 0 \text{ in } B_{R/2} \right\}.$$

More precisely, the inequality holds for smooth functions, and therefore it allows the bilinear form to be extended to the appropriate spaces of functions.

Note that the restriction $f \in L^\infty(\mathbb{R}^d \setminus B_{R/2}) + H^s(\mathbb{R}^d)$ imposes some fractional Sobolev regularity in $B_{R/2}$ but not so much outside. In particular, any function $f \in H^s(B_{R/2+\varepsilon}) \cap L^\infty(\mathbb{R}^d \setminus B_{R/2+\varepsilon})$ is in this space.

Proof. As mentioned above, we assume for the proof that both $f$ and $\varphi$ are smooth. Afterwards, the inequality is obtained by density when $f \in L^\infty(\mathbb{R}^d \setminus B_{R/2}) + H^s(\mathbb{R}^d)$ and $\varphi \in H^s(\mathbb{R}^d)$ is compactly supported in $B_{R/2}$

Let $f = f_1 + f_2$ as in the definition of the norm in $L^\infty(\mathbb{R}^d \setminus B_{R/2}) + H^s(\mathbb{R}^d)$. Applying Corollary 5.2, $|\mathcal{E}(f_2, \varphi)| \leq \|f_2\|_{H^s} \|\varphi\|_{H^s}$. We are left to compute $\mathcal{E}(f_1, \varphi)$. We have

$$\mathcal{E}(f_1, \varphi) = \lim_{\varepsilon \to 0} \iint_{\supp \varphi} (f_1(v') - f_1(v)) \varphi(v) K(v, v') \, dv' \, dv,$$

$$= \lim_{\varepsilon \to 0} \int_{\supp \varphi} \left( \int_{\mathbb{R}^d \setminus B_r(v)} f_1(v') K(v, v') \, dv' \right) \varphi(v) \, dv,$$

$$= \int_{\supp \varphi} \left( \int_{\mathbb{R}^d \setminus B_r(v)} f_1(v') K(v, v') \, dv' \right) \varphi(v) \, dv.$$
Here $\delta$ is the distance between the support of $\varphi$ and $\mathbb{R}^d \setminus B_{R/2}.$

$$\leq C \Lambda \delta^{-2s} f_1(\varphi(t) \cdot u) \leq C \Lambda \delta^{-2s} \|f_1\|_{L^\infty} \|\varphi\|_{H^s}.$$ \hfill \Box

Another way to describe Lemma 5.6 is that $L_v$ is a bounded operator from $L^\infty(\mathbb{R}^d \setminus B_{R/2}) + H^s(\mathbb{R}^d)$ to $H^{-s}(B_{R}).$ We will use this to define the concept of weak solution.

**Definition 5.7** (Weak solutions). Assume $K$ satisfies (1.5), (1.6) and (1.7). Given the cylinder $Q = (0, T) \times B_{i(R/2)^{1+2s}} \times B_{R/2}.$ We say that a function $f : [0, T] \times B_{i(R/2)^{1+2s}} \times \mathbb{R}^d \to \mathbb{R}$ is a subsolution of (1.2) in the cylinder $Q$ if

$$f \in C^0((0, T), L^2(B_{i(R/2)^{1+2s}} \times B_{R/2})) \cap L^2((0, T) \times B_{i(R/2)^{1+2s}}, L^\infty(\mathbb{R}^d \setminus B_{R/2}) + H^s(\mathbb{R}^d)),$$

$$f_t + v \cdot \nabla_x f \in L^2((0, T) \times B_{i(R/2)^{1+2s}}, H^{-s}(B_{R/2})),$$

and for all nonnegative test function $\varphi \in L^2((0, T) \times B_{i(R/2)^{1+2s}}, H^s(\mathbb{R}^d))$ so that for every $t$ and $x$, $\varphi(t, x)$ is compactly supported in $B_{R/2},$

$$\iint (f_t + v \cdot \nabla_x f) \varphi + \iint \mathcal{E}(f, \varphi) - \iint h \varphi \leq 0.$$

A function $f$ is a supersolution of (1.2) in $Q$ if $-f$ is a subsolution of (1.2) in $Q.$ A function $f$ is a solution of (1.2) in $Q$ if it is both a sub- and a supersolution.

**Remark 5.8.** Assuming that $f \in C^0((0, T), L^2(B_{i(R/2)^{1+2s}} \times B_{R/2}))$ and $f \in L^2((0, T) \times B_{i(R/2)^{1+2s}}, H^s(B_{R/2}))$ is rather natural in view of the energy estimates one can easily get from the coercivity assumption.

Note that the bilinear form $\iint \mathcal{E}(f, \varphi)$ in (5.5) is well defined because of Lemma 5.6.

6. The first lemma of De Giorgi

This section is devoted to the first intermediate result in the proof of the weak Harnack inequality. It is referred to as the first lemma of De Giorgi. It consists in controlling a local pointwise bound in the interior of a cylinder by an integral quantity in the cylinder. Its proof (see Subsection 6.2) relies on a global energy estimate (See Subsection 6.1).

For degenerate integral equations, the situation is different than for equations of second order. It is not true that the maximum of a nonnegative subsolution can be bounded by above by a multiple of its $L^2$ norm. One needs to impose an extra global restriction (in this case we assume $0 \leq f \leq 1$ globally). This is because of nonlocal effects, since the positive values of the function outside of the domain of the equation may pull the maximum upwards. The strong Harnack inequality fails in general. This fact is well documented and there are counterexamples (see [20]).

6.1. Energy estimates. The proof of the first lemma of De Giorgi relies on an iteration of energy estimates applied to certain truncated functions. For kinetic equations, the energy estimate naturally gives us some regularization with respect to the $v$ variable. We use the fractional Kolmogorov equation to translate this regularization in $v$ to a higher degree of integrability of the function.

**Lemma 6.1** (Global energy inequality and gain of integrability). Assume $\tilde{K},$ and its corresponding operator $L_v,$ satisfy (5.2), (4.2), (4.3) and (4.4). Let $G \geq 0$ be a weak sub-solution of

$$(6.1) \begin{cases} (\partial_t + v \cdot \nabla_x)G - \tilde{L}_v G \leq H_1 + (-\Delta)^{s/2} H_2 & \text{in } [0, T) \times \mathbb{R}^{2d}, \\ G(0, x, v) = G_0(x, v) & \text{in } \mathbb{R}^{2d} \end{cases}$$

with a source terms $H_1, H_2 \in L^2([0, T] \times \mathbb{R}^{2d}).$ Then,

$$(6.2) \sup_{\tau \in [0, T]} \|G(\tau)\|^2_{L^2(\mathbb{R}^{2d})} + \|G\|^2_{L^2([0, T] \times \mathbb{R}^{2d}, H^s(\mathbb{R}^{2d}))} \leq C \left( \|G_0\|^2_{L^2(\mathbb{R}^{2d})} + \|H_1\|^2_{L^2([0, T] \times \mathbb{R}^{2d})} + \|H_2\|^2_{L^2([0, T] \times \mathbb{R}^{2d})} \right).$$

Moreover, there exists $p > 2$ (only depending on dimension and $s$) such that

$$(6.3) \|G\|^p_{L^p([0, T] \times \mathbb{R}^{2d})} \leq C \left( \|G_0\|^2_{L^2(\mathbb{R}^{2d})} + \|H_1\|^2_{L^2([0, T] \times \mathbb{R}^{2d})} + \|H_2\|^2_{L^2([0, T] \times \mathbb{R}^{2d})} \right),$$
for some constant $C$ depending on $\lambda$, $\Lambda$, $d$, $p$, $s$, and $T$.

**Proof.** Multiplying the equation by $G$ and integrating on the time interval $[0, \tau]$ for $\tau \in [0, T]$, we get

$$
\frac{1}{2} \|G(\tau)\|_{L^2(\mathbb{R}^{2d})}^2 + \int_0^\tau \int_{\mathbb{R}^d} E(G, G) \, dx \, dt \leq \frac{1}{2} \|G_0\|_{L^2(\mathbb{R}^{2d})}^2 + \int_{[0, T] \times \mathbb{R}^{2d}} (H_1 + (-\Delta)^{s/2} H_2) G.
$$

Using (5.2) from Proposition 5.1, we have

$$
\frac{1}{2} \|G(\tau)\|_{L^2(\mathbb{R}^{2d})}^2 + \int_0^\tau \int_{\mathbb{R}^d} \lambda \|G\|_{H^s - \Lambda}^2 \, dx \, dt \leq \frac{1}{2} \|G_0\|_{L^2(\mathbb{R}^{2d})}^2 
+ \int_0^\tau \|H_1(t)\|_{L^2} \|G(t)\|_{L^2} + \|H_2(t)\|_{L^2} \|G(t)\|_{H^s} \, dt.
$$

Therefore,

$$
\frac{1}{2} \|G(\tau)\|_{L^2(\mathbb{R}^{2d})}^2 + \int_0^\tau \int_{\mathbb{R}^d} \frac{\Lambda}{2} \|G\|_{L^2}^2 \, dx \, dt \leq \frac{1}{2} \|G_0\|_{L^2(\mathbb{R}^{2d})}^2 + C \int_0^\tau \|H_1(t)\|_{L^2}^2 + \|H_2(t)\|_{L^2}^2 \, dt.
$$

Integrating against $\exp(-\Lambda \tau/2)$ with respect to $\tau$ yields

$$
\|G\|_{L^2([0, T] \times \mathbb{R}^{2d})} \leq C \left( \|G_0\|_{L^2(\mathbb{R}^{2d})}^2 + \|H_1\|_{L^2([0, T] \times \mathbb{R}^{2d})}^2 + \|H_2\|_{L^2([0, T] \times \mathbb{R}^{2d})}^2 \right).
$$

Using this information back into (6.4), we finally get

$$
\sup_{\tau \in [0, T]} \|G(\tau)\|_{L^2(\mathbb{R}^{2d})} + \|G\|_{L^2_{t,x} H^s([0, \delta]^d \times \mathbb{R}^{2d})} \leq C \left( \|G_0\|_{L^2(\mathbb{R}^{2d})}^2 + \|H_1\|_{L^2([0, T] \times \mathbb{R}^{2d})}^2 + \|H_2\|_{L^2([0, T] \times \mathbb{R}^{2d})}^2 \right).
$$

The function $G$ is also a subsolution of the fractional Kolmogorov equation with an appropriate right hand side

$$
G_t + v \cdot \nabla_x G + (-\Delta)^s G \leq (-\Delta)^s G + \hat{L}_v G + H_1 + (-\Delta)^{s/2} H_2.
$$

Thus, $G$ is smaller or equal to the exact solution of this equation. Theorem 4.1 ensures that $\hat{L}_v G \in L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d))$. We then can apply Proposition 2.2 to $G$ with $h = H_1 + (-\Delta)^{s/2} H_2 + \hat{L}_v G + (-\Delta)^s G$ so that

$$
\|h\|_{L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d))} \leq \|H_1\|_{L^2} + \|H_2\|_{L^2} + C \|G\|_{L^2_{t,x} H^s([0, T] \times \mathbb{R}^{2d})},
$$

and get (6.3). \qed

Let us analyze a localized version of the energy dissipation.

**Lemma 6.2 (Local energy dissipation).** Let $f$ be a subsolution of (1.2) in $[0, T] \times B_{R+1+2s} \times B_R$ with $h = 0$. Assume $0 \leq f \leq 1$ almost everywhere in $[0, T] \times B_{R+1+2s} \times \mathbb{R}^d$. Assume $K$ satisfies (1.3), (1.5), (1.6) and (1.7) with $R = 2R$. Then, for any $\delta \in (0, 1)$, we have

$$
\sup_{t \in [0, T]} \int_{B_{(R-\delta)1+2s} \times B_{R-\delta}} f(t, x, v)^2 \, dv \, dx + \int_0^T \int_{B_{(R-\delta)1+2s}} \|f\|_{H^s(B_{R-\delta})}^2 \, dx \, dt \leq \int_{B_{R+1+2s} \times B_R} f(0, x, v)^2 \, dv \, dx + C \delta^{-2} \{ |f > 0 \} \cap [0, T] \times B_{R+1+2s} \times B_R.
$$

**Remark 6.3.** The factor in $\delta^{-2}$ can be improved in terms of $s$ (probably to $\delta^{-2s}$). The optimal power is irrelevant for the rest of our proof.

**Proof.** Let $\varphi : \mathbb{R}^{2d} \to [0, 1]$ be $C^\infty$, supported in $B_{R+1+2s} \times B_R$, so that $\varphi = 1$ in $B_{(R-\delta)1+2s} \times B_{R-\delta}$. It is not hard to check that we can construct such $\varphi$ with $\|\varphi\|_{C^2} \leq \delta^{-2}$.

Let $g = (\varphi + f - 1)_+$ and $\tilde{g} = (1 - \varphi - f)_-$. We use $g$ as a test function for (1.2) and obtain for a.e. $t \in [0, T]$,

$$
0 \geq \int (f_t + v \nabla_x f) \, dv \, dx + \int \mathcal{E}(f, g) \, dx,
$$

$$
= -\frac{1}{2} \frac{d}{dt} \int g^2 \, dv \, dx + \int \mathcal{E}(g, g) \, dx - \int \mathcal{E}(\tilde{g}, g) \, dx - \int \mathcal{E}(\varphi, g) \, dx + \int g(\partial_t \varphi + v \cdot \nabla_x \varphi) \, dv \, dx.
$$
We used the fact that $\nabla_x(g^2) = 2g(- \nabla_x \varphi + \nabla_x f)$. Remarking that $\mathcal{E}(g, g) \leq 0$ and using (1.3) and (5.4) from Corollary 5.3 yields for any $t_0 \in [0, T]$,

$$\frac{1}{2} \int_0^{t_0} g^2(t_0, x, v) \, dv \, dx + \int_0^{t_0} \|g\|^2_{H^s} \, dx \, dt \leq \int_0^{t_0} g^2(0, x, v) \, dv \, dx + \varepsilon \int_0^{t_0} \|g\|^2_{H^s} \, dx \, dt + C\varepsilon^{-1}[\varphi]^2_{C^1} \{g > 0\} \cap \{0 \leq t \leq t_0\} + C\|\varphi\|_{C^2} \|g\|_{L^1} + C\|g\|_{L^2}^2 + \int_0^{t_0} \int_0^{t_0} g(\tilde{\tau}_t \varphi + v \cdot \nabla_x \varphi) \, dv \, dx \, dt.$$

Recall that $\|\varphi\|_{C^1} \lesssim \delta^{-1}$ and $\|\varphi\|_{C^2} \lesssim \delta^{-2}$. Also $g(t, x, v) \in [0, 1]$ for all $(t, x, v)$, therefore $\|g\|_{L^1}$ and $\|g\|_{L^2}^2$ are both bounded by $\{g > 0\} \leq \{(f > 0) \cap \{0, T\} \times B_{R^1+2s} \times B_R\}$. Therefore, taking supremum in $t_0$,

$$\sup_{t \in [0, T]} \frac{1}{2} \int_0^{T} \int_{B_{(R-\delta)^{1+2s}} \times B_{R-\delta}} f^p \, dt \, dv \, dx \leq \int_0^{T} \int_{B_{R^1+2s} \times B_R} f(0, x, v)^2 \, dv \, dx + C\delta^{-4} \{f > 0\} \cap \{(0, T) \times B_{R^1+2s} \times B_R\}.$$

(6.7) \begin{equation} \left( \int_0^{T} \int_{B_{(R-\delta)^{1+2s}} \times B_{R-\delta}} f^p \, dt \, dv \, dx \right)^{2/p} \leq \delta^{-2} \int_{B_{R^1+2s} \times B_R} f(0, x, v)^2 \, dv \, dx + C\delta^{-4} \{f > 0\} \cap \{(0, T) \times B_{R^1+2s} \times B_R\} \end{equation}

where $p > 2$ is some universal constant (explicit).

**Remark 6.5.** The exponents in the factors $\delta^{-2}$ and $\delta^{-4}$ are most certainly not optimal. This is not important for the rest of our proof.

**Proof.** Let us start by the following simple observation. Wherever $f(t, x, v) = 0$, we have $f_t + v \cdot \nabla_x f = 0$ (a.e.) and $L_v f \geq 0$. In particular, the following equation also holds and contains slightly more information than (1.2).

\begin{equation} f_t + v \cdot \nabla_x f - L_v f \leq -(L_v f) \chi_{\{f = 0\}} = \left( \int_{\mathbb{R}^d} f(v') K(v, v') \, dv' \right) \chi_{\{f = 0\}}. \end{equation}

Let us call

$$N := \delta^{-2} \int_{B_{R^1+2s} \times B_R} f(0, x, v)^2 \, dv \, dx + C\delta^{-4} \{f > 0\} \cap \{(0, T) \times B_{R^1+2s} \times B_R\}.$$

From Lemma 6.2, we know that

$$\int_0^{T} \int_{B_{(R-\delta)^{1+2s}}} \|f\|^2_{H^{s/(R-\delta/2)}} \, dx \, dt \leq \delta^2 N.$$

Let $\varphi : \mathbb{R}^d \to [0, 1]$ be $C^\infty$, supported in $B_{(R-\delta)^{1+2s}} \times B_{R-\delta/2}$, so that $\varphi = 1$ in $B_{(R-\delta)^{1+2s}} \times B_{R-\delta}$. It is not hard to check that we can construct such $\varphi$ with $\|D\varphi\|_{L^\infty} \lesssim \delta^{-1}$ and $\|D^2\varphi\|_{L^\infty} \lesssim \delta^{-2}$.

Let us analyse what equation the functional $g = \varphi f$ satisfies. Combining Corollaries 5.4 and 5.5 with (6.8), we have

$$[\tilde{\tau}_t + v \cdot \nabla_x - \tilde{L}_v] g \leq f(v \cdot \nabla_x \varphi - \varphi(L_v f) \chi_{\{f = 0\}} - h_1 - h_2 - (-\Delta)^{\varepsilon/2} h_3 \quad \text{in} \quad [0, T] \times B_{(R-\delta)^{1+2s}} \times B_{R-\delta/2}.$$
Following the proofs of Lemmas 4.10 and 4.11 and Corollaries 5.4 and 5.5, we have
\[ h_1 = \int_{\mathbb{R}^d \setminus B_{\delta/2}(v)} \varphi(v) f(v) [K(v, v') - \tilde{K}(v, v')] + f(v') (\varphi(v') K(v, v') - \varphi(v) \tilde{K}(v, v')) \, dv'. \]
Therefore, at the points in \( \{ f = 0 \} \) we have
\[ -\varphi(L_v f) \chi_{\{ f = 0 \}} - h_1 \leq \int_{\mathbb{R}^d \setminus B_{\delta/2}(v)} f(v') \left( (\varphi(v) - 1) K(v, v') - \varphi(v') \tilde{K}(v, v') \right) \, dv' \leq 0. \]
This allows us to simplify the equation to
\[ (6.9) \quad \left[ \partial_t + v \cdot \nabla_x - \tilde{L}_x v \right] \varrho \leq \int f(v \cdot \nabla_x \varphi) - h_1 \chi_{\{ f > 0 \}} - h_2 - (\Delta)^{\kappa/2} h_3 \quad \text{in } [0, T] \times B_{(\delta/2)^{1+2s}} \times B_{R-\delta/2}. \]
Corollaries 5.4 and 5.5 tell us that
\[ \| h_2 \|_{L^2} \parallel h_3 \parallel_{L^2([0, T] \times \mathbb{R}^d, L^2(\mathbb{R}^d))) \leq \delta^{-2} \| f \|_{L^2([0, T] \times B_{R^1+2s} \times \mathbb{R}^d))} \leq N. \]
Since \( \parallel f(v \cdot \nabla_x \varphi) \parallel_{L^2} \leq N \), and \( 0 \leq f \leq 1 \), we clearly have
\[ \| f(v \cdot \nabla_x \varphi) \|_{L^2} \leq N. \]
We conclude the proof applying Lemma 6.1 to (6.9). \( \square \)

6.2. De Giorgi’s iteration. This subsection is devoted to the proof of the following lemma.

**Lemma 6.6** (First lemma of De Giorgi). Let \( \hat{Q} = [-\tau, 0] \times B_{R_1+2s} \times B_{R_1} \) and \( \hat{Q} = [-\tilde{\tau}, 0] \times B_{R_2+2s} \times B_{R_2} \)
with \( 0 < \tilde{\tau} < \tau \) and \( R_1 \leq R_2 \). There exists \( \epsilon_0 > 0 \) (depending on \( \tau, \tilde{\tau}, R_1, R_2, \text{ dimension}, s, \lambda \) and \( \Lambda \)) such that for all supersolution \( f \) of \( f_{\tau} + v \cdot \nabla_x f - L_v f \geq 0 \) in \( \hat{Q} \) such that \( f \geq 0 \) almost everywhere in \( [-\tau, 0] \times \mathbb{R}^{2d} \) and
\[ (6.10) \quad \int_{\hat{Q}} (2 - f)^{\frac{\kappa}{2}} \, dt \, dx \leq \epsilon_0, \]
we have
\[ f \geq 1 \quad \text{a.e. in } \hat{Q}. \]

**Figure 3.** The cylinders \( \hat{Q} \) and \( \tilde{Q} \).

After Lemma 6.4, the proof of Lemma 6.6 follows by the relatively standard De Giorgi’s iteration.

**Proof of Lemma 6.6.** Let us consider the sequences
\[ \ell_k = 1 + 2^{-k}, \quad r_k = R_1 + (R_2 - R_1) 2^{-k}, \quad t_k = \tau - 2^{-k} (\tilde{\tau} - \tau). \]
We define
\[ A_k := \int_{t_k}^{0} \int_{B_{r_k+2s} \times B_{r_k}} \ell_k - f \right)^{\frac{\kappa}{2}} \, dv \, dx \, dt. \]
The assumption (6.10) tells us that \( A_0 \leq \epsilon_0 \). The strategy of De Giorgi’s iteration is to prove that \( A_k \to 0 \) as \( k \to \infty \) provided that \( \epsilon_0 \) is sufficiently small. The conclusion clearly follows from that.

In order to prove that \( A_k \) converges towards 0, we are going to prove that
\[ (6.11) \quad A_{k+1} \leq C 2^{C_k} A_k^{1+\epsilon} \]
for some $\varepsilon > 0$.
We first pick $t_{k + \frac{1}{2}} \in [t_k, t_{k + 1})$ such that
\[
\int_{B_{r_k}^{t_{k + 2}} \times B_{r_k}} (\ell_k - f(t_{k + \frac{1}{2}}, x, v))^2 \, dv \, dx \leq \frac{1}{t_{k + 1} - t_k} \int_{t_k}^{t_{k + 1}} \int_{B_{r_k}^{t_{k + 2}} \times B_{r_k}} (\ell_k - f)^2 \, dv \, dx \, dt \leq C2^k A_k.
\]
Note that $(\ell_{k+1} - f)_+$ is a subsolution with values in $[0, 2]$ (in particular half of it takes values in $[0, 1]$).
We then apply Lemma 6.4, and obtain the following inequality (note that $\ell_{k+1} \leq \ell_k$)
(6.12)
\[
\left( \int_{t_k}^{t_{k + 1}} \int_{B_{r_k}^{t_{k + 2}} \times B_{r_k}} (\ell_{k + 1} - f)_+^p \, dv \, dx \, dt \right)^{\frac{2}{p}} \leq C4^k A_k + C16^k \left[ \{ f < \ell_{k + 1} \} \cap ([t_{k + 1/2}, 0] \times B_{r_k}^{t_{k + 2}} \times B_{r_k}) \right].
\]
We now estimate $\{ f < \ell_{k + 1} \} \cap ([t_{k + 1/2}, 0] \times B_{r_k}^{t_{k + 2}} \times B_{r_k})$ in terms of $A_k$. We use Chebyshev inequality and get
(6.13)
\[
| \{ f < \ell_{k + 1} \} \cap ([t_{k + 1/2}, 0] \times B_{r_k}^{t_{k + 2}} \times B_{r_k}) | = | \{ (\ell_k - f)_+ > 2^{-k - 1} \} \cap ([t_{k + 1/2}, 0] \times B_{r_k}^{t_{k + 2}} \times B_{r_k}) | \leq 16^{k - 1} A_k.
\]
Combining (6.12) and (6.13), we get
\[
\left( \int_{t_k}^{t_{k + 1}} \int_{B_{r_k}^{t_{k + 2}} \times B_{r_k}} (\ell_{k + 1} - f)_+^p \, dv \, dx \, dt \right)^{\frac{2}{p}} \leq C2^{8k} A_k
\]
We used that $t_{k + \frac{1}{2}} \leq t_{k + 1} \leq 0$. We can now combine this estimate with (6.13) and get
\[
A_{k + 1} \leq \left( \int_{t_k}^{t_{k + 1}} \int_{B_{r_k}^{t_{k + 2}} \times B_{r_k}} (\ell_{k + 1} - f)_+^p \, dv \, dx \, dt \right)^{\frac{2}{p}} | \{ f < \ell_{k + 1} \} \cap ([t_{k + 1}, 0] \times B_{r_k}^{t_{k + 2}} \times B_{r_k}) |^{1 - \frac{2}{p}} \leq C2^{8k} A_k^{1 + \frac{2}{p}}.
\]
This yields (6.11) with $\varepsilon = \frac{2-p}{p} > 0$. The proof is now complete. \hfill \Box

7. Barrier functions for $s < 1/2$

A remarkable difference between the range $s < 1/2$ and $s \geq 1/2$ is that, in the former, the integral expression in the definition of $L_s f(v)$ is computable pointwise for all smooth functions $f$ provided that $K$ satisfies the first line in (1.5). The reason for this is simply that from the Lipschitz continuity of $f$ we get
\[
\int_{B_{2r(v)} \setminus B_r(v)} |f(v) - f(v')| K(v,v') \, dv' \leq r \| f \|_{\text{Lip}} \int_{B_{2r(v)} \setminus B_r(v)} K(v,v') \, dv' \leq \Lambda \| f \|_{\text{Lip}} r^{1-2s}.
\]
This is summable for $r = 2^{-k}$ as $k$ ranges across the natural numbers when $s < 1/2$.
If we assumed further than $K$ is symmetric in the non-divergence sense $K(v, v + h) = K(v, v - h)$, then the same analysis as above would hold for $s \in (0, 1)$ and $f \in C^{1,1}$ (instead of $f \in \text{Lip}$) and the results in this section could be extended to the full range $s \in (0, 1)$. Note that the Boltzmann kernel satisfies this symmetry, but we do not make that assumption in Theorems 1.6 and 1.5.

We build barrier functions using crucially the assumption (1.4).

Lemma 7.1 (Existence of barriers). For any $r > 0$, $R > 0$, $\tau > 0$ and $T > 0$, there exist constants $\theta > 0$ and $R_1 > 0$, and a function $\varphi : [0, \infty) \times \mathbb{R}^d \times \mathbb{R}^d \to [0, 1]$ such that
- we have $\varphi \in C^{1,1}([0, \infty) \times \mathbb{R}^{2d})$; moreover, $\varphi$ is smooth in the open set $\{ \varphi > 0 \}$;
- for any kernel $K(t, x, v)$ that satisfies (1.5) and (1.4) with $R = R_1$, and all $(t, x, v) \in \Omega \subset [0, \infty) \times \mathbb{R}^d$, we have $\varphi_t + v \cdot \nabla_x \varphi - L_v \varphi \leq 0$ in $\Omega$;
- at the initial time, the support of $\varphi(0, \cdot, \cdot)$ is contained in $B_{R_1}^{t + \tau} \times B_{\tau}$;
- we have the following lower bound: $\varphi(t, x, v) \geq \theta$ if $t \in [\tau, T]$, $x \in B_{R_1}^{t + \tau}$, and $v \in B_{\tau}$.
the function \( \varphi(t, x, v) \) vanishes if \( t \in [0, T] \) and \((x, v) \notin B_{R_1^{1+2s}} \times B_{R_1} \).

The function \( \varphi \) depends on \( r, R, \tau, T, \) dimension \( d, \lambda, \Lambda \) and \( s \) (which should be in \((0, 1)\)). The radius \( R_1 \) depends on \( r, R, \tau, T, \) dimension \( d, \) and \( s \) (but not \( \lambda \) and \( \Lambda \)).

Lemma 7.1 will be proved by the end of this section. We remark that we only use the first line in (1.5).

It is convenient to define the extremal (Pucci type) operators which correspond to the supremum and infimum of all values of \( L_a f(v) \) for any kernel \( K \) satisfying (1.5) and (1.4).

Let us say that a nonnegative kernel \( K : \mathbb{R}^d \to \{0, +\infty\} \) belongs to the class \( \mathcal{K}_0 \) if

\[
K \in \mathcal{K}_0 \Leftrightarrow \left\{ \begin{array}{l}
\int_{B_r} K(w) \, dw \leq \Lambda r^{-2s}, \\
\inf_{|\epsilon|=1} \int_{B_r} (w \cdot \epsilon)^2 K(w) \, dw \geq \lambda r^{2-2s}.
\end{array} \right.
\]

Correspondingly, we define the extremal operators \( \mathcal{M}^+ \) and \( \mathcal{M}^- \).

\[
\mathcal{M}^+ f(v) = \sup \left\{ \int_{\mathbb{R}^d} (f(v') - f(v)) K(v' - v) \, dv' : K \in \mathcal{K}_0 \right\},
\]

\[
\mathcal{M}^- f(v) = \inf \left\{ \int_{\mathbb{R}^d} (f(v') - f(v)) K(v' - v) \, dv' : K \in \mathcal{K}_0 \right\}.
\]

Note that the infimum and supremum are taken only with respect to a family of translation invariant linear operators, whose kernels depend only on \( v' - v \). However, the kernel which achieves the extremal value will be different at every value of \( v \). Therefore, effectively, the operators \( \mathcal{M}^+ f \) and \( \mathcal{M}^- f \) correspond to the supremum and infimum value of \( L_a f \) for all kernels \( K(v, v') \) satisfying the first line in (1.5) and (1.4).

We start by pointing out a simple continuity property of \( \mathcal{M}^+ \) and \( \mathcal{M}^- \).

**Lemma 7.2.** Let \( f \) and \( g \) be two bounded functions that are Lipschitz in \( B_r(v) \), then

\[
|\mathcal{M}^- f(v) - \mathcal{M}^- g(v)| \leq C_r \left( \|f - g\|_{L^\infty(\mathbb{R}^d)} + \|f - g\|_{\text{Lip}(B_r(v))} \right).
\]

The same holds for \( \mathcal{M}^+ \).

**Remark 7.3.** Note that the norm \( \|f - g\|_{L^\infty(\mathbb{R}^d)} \) can be weighted. Indeed, the same estimate holds with \( \|(1 + |v|)^{-\sigma}(f(v) - g(v))\|_{L^\infty(\mathbb{R}^d)} \) instead provided that \( \sigma < 2s \).

**Proof.** It is easy to notice that each linear operator in the infimum of the definition of \( \mathcal{M}^- \) satisfies the continuity estimate.

**Corollary 7.4.** If \( f_n \) is a sequence of functions so that \( f_n \to f \) uniformly in \( \mathbb{R}^d \) and \( f_n \to f \) in \( \text{Lip}(\Omega) \), then \( \mathcal{M}^+ f_n \) and \( \mathcal{M}^- f_n \) converge to \( \mathcal{M}^+ f \) and \( \mathcal{M}^- f \) uniformly in compact sets of \( \Omega \).

The following is perhaps not strictly a corollary of Lemma 7.2, since it requires a slightly sharper analysis (but standard and elementary).

**Corollary 7.5.** Let \( f \) be a bounded continuous function in \( \mathbb{R}^d \) and Lipschitz in some open set \( \Omega \). The functions \( \mathcal{M}^- f \) and \( \mathcal{M}^+ f \) are continuous in \( \Omega \).

Since the operators \( \mathcal{M}^+ \) and \( \mathcal{M}^- \) are a supremum and infimum of linear ones, then they are also sub- and super-additive respectively. That means that for any \( f \) and \( g \),

\[
\mathcal{M}^-(f + g)(v) \geq \mathcal{M}^- f(v) + \mathcal{M}^- g(v), \quad \mathcal{M}^+(f + g)(v) \leq \mathcal{M}^+ f(v) + \mathcal{M}^+ g(v).
\]

**Lemma 7.6** (The function \( \varphi_1 \)). Let \( \varphi_1 : \mathbb{R}^d \to [0, 1] \) be a nonnegative, radially symmetric function, so that

- \( \{\varphi_1 > 0\} = B_1, \varphi_1 \in C^2(B_1), \varphi_1 = 1 \) in \( B_{1/2} \), and \( v \cdot \nabla \varphi_1(v) \leq 0; \)
- \( \varphi_1 \in C^2(B_1) \) and \( \varphi \in C^{1,1}(\mathbb{R}^d); \) more precisely, there is a discontinuity of \( D^2 \varphi_1 \) on \( \partial B_1 \) so that \( \lim_{r \to 1^+} D^2 \varphi_1(re) = e \otimes e \) for any \( |e| = 1 \).

Then, there exist two constants \( \delta > 0 \) and \( \theta > 0 \) so that

\[
\mathcal{M}^- \varphi_1(v) \geq \theta \quad \text{for any } v \in B_1 \text{ so that } \varphi_1(v) < \delta.
\]

**Remark 7.7.** We can choose any function \( \varphi_1(x) = \Psi(|x|) \) with \( \Psi \) non-increasing in \( \mathbb{R} \), positive and \( C^2 \) in \([0, 1] \), supported in \([0, 1] \), \( \Psi \equiv 1 \) in \([0, 1/2], \) and \( \Psi''(1) \equiv 0 \) and \( \Psi''(1) = 1 \).
Proof. Since $\mathcal{M}^-\varphi_1$ is continuous in $B_1$, it is enough to prove that $\mathcal{M}^-\varphi_1$ is strictly positive on $\partial B_1$. From radial symmetry, we are left to show that $\mathcal{M}^-\varphi_1(e) > 0$ for $e = (1,0,\ldots,0)$.

Let $\varepsilon > 0$. From the super-additivity of $\mathcal{M}^-$, we have

$$\mathcal{M}^-\varphi_1(e) \geq \mathcal{M}^-\left(\varphi_1\chi_{B,(e)}(e)\right) + \mathcal{M}^-\left(\varphi_1\chi_{\mathbb{R}^d\setminus B,(e)}(e)\right).$$

For any $K \in K_0$, since $K \geq 0$ and $\varphi_1 \geq 0$, we have

$$\int_{\mathbb{R}^d\setminus B,e}(\varphi_1\chi_{\mathbb{R}^d\setminus B,e}(v) - (\varphi_1\chi_{\mathbb{R}^d\setminus B,e}(v))K(v' - e) \, dv' = \int_{\mathbb{R}^d\setminus B,e}\varphi_1(v)K(v' - e) \, dv' \geq 0.$$ 

Therefore $\mathcal{M}^-\left(\varphi_1\chi_{\mathbb{R}^d\setminus B,e}(e)\right) \geq 0$.

We now show that $\mathcal{M}^-\left(\varphi_1\chi_{B,e}(e)\right)$ is bounded below for $\varepsilon > 0$ small. Essentially this follows because $\varphi_1(v')$ is approximately $((v' - e) \cdot (-e))_+^2$ in $B_\varepsilon(e)$.

Indeed, let the scaled function $\varphi_\varepsilon$ be

$$\varphi_\varepsilon(w) = \begin{cases} \varepsilon^{-2}\varphi_1(e + \varepsilon w) & \text{if } |w| < 1, \\ 0 & \text{if } |w| \geq 1. \end{cases}$$

Thus

$$\mathcal{M}^-\left(\varphi_1\chi_{B,e}(e)\right) = \varepsilon^{2-2s}\mathcal{M}^-(\varphi_\varepsilon(0)).$$

From the definition of $\varphi_1$, we know that

$$\varphi_\varepsilon(w) \to q(w) := \begin{cases} (-w \cdot e)^2 & \text{for } |w| < 1, \\ 0 & \text{for } |w| \geq 1, \end{cases}$$

uniformly in $\mathbb{R}^d$ and also in Lip($B_{1/2}$). Therefore, using Corollary 7.4,

$$\mathcal{M}^-(\varphi_\varepsilon(0)) \to \mathcal{M}^-q(0) \geq \lambda.$$ 

The last inequality comes from the non-degeneracy condition (1.4).

Therefore, choosing $\varepsilon$ sufficiently small,

$$\mathcal{M}^-(\varphi_1(e)) \geq \mathcal{M}^-(\varphi_1\chi_{B,e}(e)) \geq \frac{\lambda}{2}\varepsilon^{-2s} > 0.$$ 

This concludes the proof.  

\begin{lemma}[The function $\varphi_2$] Let $t_0 > (0,1)$ be arbitrary and $\varphi_1$ be a function as in Lemma 7.6. Let $A = (5 + \frac{1}{2s})$. Let us define the function $\varphi_2 : \mathbb{R}^{2d} \to [0,1]$ to be

$$\varphi_2(x,v) := \varphi_1(x)\varphi_1(v - Ax).$$

There exists a constant $\delta > 0$ so that if at some point $(x,v)$, $\varphi_2(x,v) < \delta$, then

\begin{equation}
(-1 - \frac{1}{2s}) x \cdot \nabla_x \varphi_2 - \frac{1}{2s} v \cdot \nabla_v \varphi_2 + t_0 \left(v \cdot \nabla_x \varphi_2 - \mathcal{M}^-\varphi_2\right) \leq 0.
\end{equation}

\end{lemma}

Proof. Since $\min \varphi_2 = 0$, then $\mathcal{M}^-\varphi_2 \geq 0$ wherever $\varphi_2 = 0$. Thus, the inequality is trivial wherever $\varphi_2 = 0$. We are left to verify it at points where $\varphi_2 > 0$. Note that this is a bounded set since there $|x| \leq 1$ and $|v| \leq A|x| + 1 \leq A + 1$.

We expand the left hand of (7.2), in terms of $\varphi_1$, $x$ and $v$, as the sum of two terms $T_1 + T_2$, where

$$T_1 = \varphi_1(x) \left\{ \nabla \varphi_1(v - Ax) \cdot \left(A \left(1 + \frac{1}{2s}\right)x - \left(t_0A + \frac{1}{2s}\right)v\right) - t_0\mathcal{M}^-\varphi_1(v - Ax) \right\},$$

$$T_2 = \varphi_1(v - Ax) \nabla \varphi_1(x) \cdot \left\{ -\left(1 + \frac{1}{2s}\right)x + t_0v \right\}.$$

We first claim that

\begin{equation}
\text{there exist } \delta_1 > 0 \text{ such that } T_1 \leq 0 \text{ if } \varphi_1(v - Ax) < \delta_1.
\end{equation}

Using Lemma 7.6, we pick $\delta_1$ sufficiently small so that $\mathcal{M}^-\varphi_1(v - Ax) \geq \theta$ whenever $\varphi_1(v - Ax) < \delta_1$. Thanks to the continuity of $\nabla \varphi_1$, we pick $\delta_1$ smaller if necessary so that whenever $\varphi_1(v - Ax) < \delta_1$,

$$\nabla \varphi_1(v - Ax) \cdot \left(A \left(1 + \frac{1}{2s}\right)x - \left(t_0A + \frac{1}{2s}\right)v\right) - t_0\mathcal{M}^-\varphi_1(v - Ax) < -\frac{t_0\theta}{2}.$$
Therefore, we have
\[ T_1 \leq -\frac{t_0 \theta \varphi_1(x)}{2} \] whenever \( \varphi_1(v - Ax) < \delta_1 \).

In particular, (7.3) holds true.

We next claim that
\[ (7.4) \]
there exist \( \delta_2 > 0 \) such that \( T_2 \) if \( \varphi_1(x) < \delta_2 \).

Because of the second derivative of \( \varphi_1 \) of \( \partial B_1 \), we have the following expansion
\[ \nabla \varphi_1(x) = -(1 - |x|) \frac{x}{|x|} + O((1 - |x|)^2). \]

Whenever \( \varphi_1(v - Ax) > 0 \), also \( v \in B_1(Ax) \), and therefore
\[ \nabla \varphi_1(x) \cdot \left\{ -\left(1 + \frac{1}{2s}\right) x + v \right\} \leq (1 - |x|)(-4|x| + 1) + C(1 - |x|)^2 < -(1 - |x|) + C(1 - |x|)^2. \]

Thus,
\[ T_2 \leq -\varphi_1(v - Ax)(1 - |x|)/2 \leq 0 \] whenever \( \varphi_1(x) < \delta_2 \)
and \( \delta_2 \) is sufficiently small. In particular, (7.4) holds true.

In view of (7.3) and (7.4), \( T_1 + T_2 \leq 0 \) if \( \varphi_1(v - Ax) < \delta_1 \) and \( \varphi_1(x) < \delta_2 \).

Let us analyse the case \( \varphi_1(x) \geq \delta_2 \); in this case consider \( \varphi_1(v - Ax) < \delta_1 < \delta_1 \) so that
\[ T_1 + T_2 \leq -t_0 \delta_2 \theta / 2 + C \delta_1. \]

Picking \( \delta_1 \) sufficiently small (depending on the previous choice of \( \delta_2 \)), we assure \( T_1 + T_2 < 0 \) in this case.

We are left with the case \( \varphi_1(v - Ax) \geq \delta_1 \). In this case we have for \( \varphi_1(x) < \delta_2 \),
\[ T_1 + T_2 \leq C \varphi_1(x) - \varphi_1(v - Ax)(1 - |x|)/2, \]
\[ \leq C \delta_21 - \delta_1 (1 - |x|)/2 < 0, \]
provided \( |x| \) is sufficiently close to 1, which follows if \( \varphi_1(x) < \delta_2 \) with \( \delta_2 \) sufficiently small.

Finally, we finish the proof picking \( \delta = \delta_1 \delta_2 \) to ensure that at least one of the three cases above holds. \( \square \)

**Lemma 7.9 (The function \( \varphi_3 \)).** Let \( \varphi_2 \) be the function from Lemma 7.8 and \( t_0 > 0 \). The function \( \varphi_3(t, x, v) \) given by
\[ \varphi_3(t, x, v) = \frac{t_0^p}{(t + t_0)^{p+1}} \varphi_2 \left( \left( \frac{t_0}{t + t_0} \right)^{1+\frac{1}{2s}} x, \left( \frac{t_0}{t + t_0} \right)^{\frac{1}{2s}} v \right), \]
is a subsolution of the equation
\[ \partial_t \varphi_3 + v \cdot \nabla_x \varphi_3 - \mathcal{M}^- \varphi_3 \leq 0, \]
provided that \( p \) is sufficiently large (depending on \( \varphi_1 \), \( \lambda \), \( \Lambda \), \( s \) and \( d \), but not \( t_0 \)).

**Proof.** We write the equation in terms of \( \varphi_2 \). We have
\[ \partial_t \varphi_3 + v \cdot \nabla_x \varphi_3 - \mathcal{M}^- \varphi_3 = \frac{t_0^p}{(t + t_0)^{p+1}} \left\{ -p \varphi_2(X, V) \right. \]
\[ \left. + \left( -1 - \frac{1}{2s} \right) X \cdot \nabla_x \varphi_2(X, V) - \frac{1}{2s} V \cdot \nabla_v \varphi_2(X, V) \right. \]
\[ \left. + t_0 V \cdot \nabla_x \varphi_2(X, V) - t_0 \mathcal{M}^- \varphi_2(X, V) \right\}, \]
where \( X = (t_0/(t + t_0))^{1+\frac{1}{2s}} x \) and \( V = (t_0/(t + t_0))^{\frac{1}{2s}} v \).

Let \( \delta > 0 \) be as in Lemma 7.8, so that the right hand side is non-positive when \( \varphi_2 < \delta \). We choose \( p \) large so that the term \( p \varphi_2 \geq p \delta \) is larger than all the others terms when \( \varphi_2 \geq \delta \). Thus, the right hand side is never positive. \( \square \)
Proof of Lemma 7.1. Note that \( \varphi_3(0, x, v) = \varphi_2(x, v) \), where \( \varphi_2 \) and \( \varphi_3 \) are the functions in Lemmas 7.8 and 7.9 respectively. Note that these functions depends on the choice of \( t_0 \) which will be made below. Also, the value of \( \rho \) depends on \( t_0 \). The function \( \varphi_2 \) is supported in \( B_1 \times B_{A+1} \). We must rescale \( \varphi_3 \) in order to obtain a function so that \( \varphi(0, x, v) \) is supported in \( B_r \times B_r \). We pick \( \rho > 0 \) small and let

\[
\varphi(t, x, v) = \varphi_3(\rho^{-2s} t, \rho^{-2s-1} x, \rho^{-1} v),
\]

so that \( \rho(A + 1) \leq r \). This ensures the first three items in Lemma 7.1. Indeed, the function \( \varphi \) satisfies

\[
\varphi_t + v \cdot \nabla_x \varphi - M^- \varphi \leq 0.
\]

In particular, also

\[
\varphi_t + v \cdot \nabla_x \varphi - L_v \varphi \leq 0,
\]

since \( L_v \varphi \geq M^- \varphi \) in \( \Omega \).

In order to obtain the lower bound in \([\tau, T] \times B_R\), we are going to choose the parameter \( t_0 \) accordingly. Note that the value of \( t_0 \) does not affect \( \varphi(0, x, v) \).

From the construction of \( \varphi_1 \) and \( \varphi_2 \), we have \( \varphi_2(x, v) = 1 \) whenever \( |x| < \frac{1}{4\Lambda} \) and \( |v| < 1/4 \). Picking \( t_0 \) sufficiently small, for \((t, x, v) \in [\tau, T] \times B_{R^{1+2s}} \times B_R\), we have

\[
\rho^{-2s-1} \left( \frac{t_0}{t + t_0} \right)^{1 + \frac{1}{2}} \leq \rho^{-2s-1} \left( \frac{t_0}{r} \right)^{1 + \frac{1}{2}} R^{1+2s} < \frac{1}{4A},
\]

\[
\rho^{-1} \left( \frac{t_0}{t + t_0} \right)^{\frac{1}{2}} \leq \rho^{-1} \left( \frac{t_0}{r} \right)^{\frac{1}{2}} R < \frac{1}{4}.
\]

Therefore, when \((t, x, v) \in [\tau, T] \times B_R \times B_R\), we have

\[
\varphi(t, x, v) = \frac{t_0^p}{(\rho^{-2s} t + t_0)^p} \geq \frac{t_0^p}{(\rho^{-2s} T + t_0)^p} =: \theta > 0.
\]

This justifies the fourth item in Lemma 7.1.

Finally, for the last item, we just pick \( R_1 \) sufficiently large. The function \( \varphi_2 \) is supported in \( B_1 \times B_{1+A} \). Depending on our choices of \( t_0 \) and \( \rho \) above, the function \( \varphi(t, \cdot, \cdot) \) is supported inside \( B_{R_t} \times B_{R_t} \) for all \( t \in [0, T] \). This achieves the construction of the barrier.

Note that the only parameters in this construction that depend on \( \lambda \) and \( \Lambda \) are \( p \) and \( \theta \).

\[\square\]

8. The intermediate-value lemma for \( s \geq \frac{1}{2} \)

This section is devoted to the statement and proof of a version of De Giorgi’s isoperimetric lemma in the case \( s \geq \frac{1}{2} \). It is inspired by the compactness method in [36]. However, unlike [36], we do not use averaging lemmas. Instead, the analysis of the fractional Kolmogorov equation plays a critical role.

The first lemma of this section concerns a supersolution of the equation \((1.2)\). In this case we add a nonnegative measure to the right hand side in order to have an exact solution. The purpose of this lemma is to provide a basic control of the total measure that we add.

Lemma 8.1 (A priori estimate on a nonnegative measure). Let \( Q = [0, T] \times B_{R^{1+2s}} \times B_R \), \( f : [0, T] \times \mathbb{R}^d \times \mathbb{R}^d \rightarrow [0, 1] \) be supported in \( Q \). Assume also that

\[
f_t + v \cdot \nabla_x f + (-\Delta)^s f \geq h \quad \text{in} \ [0, T] \times \mathbb{R}^d \times \mathbb{R}^d,
\]

for some \( h \in L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d)) \). Then

\[
f_t + v \cdot \nabla_x f + (-\Delta)^s f = \tilde{h} + \mu \quad \text{in} \ [0, T] \times \mathbb{R}^d \times \mathbb{R}^d,
\]

where \( \mu \) is a nonnegative measure supported in \([0, T] \times B_{(2R)^{1+2s}} \times B_{2R} \) such that

\[
\mu(Q) \leq C(1 + \|h\|_{L^2_t L^{\infty}_x H^{-s}}),
\]

and \( \tilde{h} \) is in \([0, T] \times B_{(2R)^{1+2s}} \times B_{2R} \) and

\[
\|\tilde{h}\|_{L^2_t L^{\infty}_x H^{-s}} \leq C(1 + \|h\|_{L^2_t L^{\infty}_x H^{-s}}).
\]
Proof. Note that for \((x, v) \notin B_{R^{1+2s}} \times B_R, f_t + v \cdot \nabla_x f = 0\). Moreover,
\[
|(-\Delta)^s f(t, x, v)| = c \int_{B_R} f(t, x, w)|w - v|^{-d-2s} \, dw \leq (|v| - R)^{-d-2s}|B_R| |x| \leq R.
\]
Therefore, \(f_t + v \cdot \nabla_x f + (-\Delta)^s f = (-\Delta)^s f\) is an \(L^2\) function outside of \(B_{R^{1+2s}} \times B_{3R/2}\).

Let \(\varphi: \mathbb{R}^{2d} \to [0, 1]\) be a smooth bump function so that \(\varphi = 1\) in \(B_{R^{1+2s}} \times B_{3R/2}\) and \(\varphi = 0\) outside of \(B_{(2R)^{1+2s}} \times B_{2R}\).

We first need to justify that there is \(\check{h} \in L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d))\) so that
\[
\check{h} = h\varphi + (1 - \varphi)(-\Delta)^s f.
\]
We clearly have that \((1 - \varphi)(-\Delta)^s f\) is in \(L^2_{t,x} H^{-s}_v\). We are left to justify that \(h\varphi \in L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d))\). This follows by duality once we observe that for every \(g \in L^2_{t,x} H^s_v\), we also have \(\varphi g \in H^s(\mathbb{R}^d)\).

With this definition of \(\check{h}\), we still have
\[
f_t + v \cdot \nabla_x f + (-\Delta)^s f \geq \check{h} \quad \text{in } [0, T] \times \mathbb{R}^d \times \mathbb{R}^d,
\]
with equality for \((x, v) \notin B_{(2R)^{1+2s}} \times B_{2R}\).

Let \(\mu\) be the nonnegative measure, supported in \([0, T] \times B_{(2R)^{1+2s}} \times B_{2R}\), defined by
\[
\mu := f_t + v \cdot \nabla_x f + (-\Delta)^s f - \check{h}.
\]
In order to estimate the total measure of \(\mu\), we test it against a test function which is identically one on its support. Let \(\tilde{\varphi} = 1\) in \(B_{(2R)^{1+2s}} \times B_{2R}\) and be supported in \(B_{(3R)^{1+2s}} \times B_{3R}\). We have
\[
\mu([0, T] \times \mathbb{R}^d \times \mathbb{R}^d) = \int_{[0, T] \times \mathbb{R}^{2d}} \tilde{\varphi} \, d\mu,
\]
\[
= \int_{[0, T] \times \mathbb{R}^{2d}} \tilde{\varphi} \left( f_t + v \cdot \nabla_x f + (-\Delta)^s f - \check{h} \right) \, dv \, dx \, dt,
\]
\[
= \int_{\mathbb{R}^{2d}} \left( f(T, x, v) - f(0, x, v) \right) \tilde{\varphi}(x, v) \, dv \, dx
\]
\[
+ \int_{[0, T] \times \mathbb{R}^{2d}} \left[ -v \cdot \nabla_x \tilde{\varphi} + (-\Delta)^s \tilde{\varphi} \right] f - \tilde{\varphi} \check{h} \, dv \, dx \, dt \leq C. \quad \square
\]

Lemma 8.2 (Intermediate sets for the Kolmogorov equation). Let \(s \in [1/2, 1)\). Let \(f: [0, T] \times \mathbb{R}^d \times \mathbb{R}^d \to [0, 1]\). Assume \(f\) is a supersolution of the fractional Kolmogorov equation
\[
f_t + v \cdot \nabla_x f + (-\Delta)^s f \geq h \quad \text{in } [0, T] \times \mathbb{R}^d \times \mathbb{R}^d,
\]
where \(h \in L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d))\). Let \(r_1 > 0, r_2 > 0, 0 < r_3 < r_4\) and \(0 < t_1 < t_2 < T\) such that \(r_1^{1/2s} + r_2^{1/2s})/(t_2 - t_1)\). We define
\[
Q^1 = [0, t_1] \times B_{r_1^{1+2s}} \times B_{r_1},
\]
\[
Q^2 = [t_2, T] \times B_{r_2^{1+2s}} \times B_{r_2},
\]
\[
Q^3 = [0, T] \times B_{r_3^{1+2s}} \times B_{r_3},
\]
\[
Q^4 = [0, T] \times B_{r_4^{1+2s}} \times B_{r_4}.
\]
Let us assume that \(f\) is supported in \(Q^4\) and \(f \in L^2([0, T] \times \mathbb{R}^d, H^s(\mathbb{R}^d)) \cap C([0, T], L^2(\mathbb{R}^d \times \mathbb{R}^d)).\) For every pair of positive numbers \(\delta_1, \delta_2\), there exist \(\theta > 0\) and \(\mu > 0\) so that whenever
\[
|\{f = 1\} \cap Q^1| \geq \delta_1 \quad \text{and} \quad |\{f \leq \theta\} \cap Q^2| \geq \delta_2,
\]
then
\[
|\{\theta < f < 1\} \cap Q^3| \geq \mu.
\]
Here, the constants \(\theta\) and \(\mu\) depend on \(\delta_1, \delta_2, \|h\|_{L^2_t L^{s,\infty}_v}, \|f\|_{L^2_t L^s_v}, t_1, t_2, T, r_1, r_2, r_3, r_4, s\) and \(d\).
Proof. Assume the contrary. Then, there is a sequence of functions $f_i$, uniformly bounded in $L^2([0,T] \times \mathbb{R}^d, H^s(\mathbb{R}^d))$, $h_i$ uniformly bounded in $L^2([0,T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d))$, and sequences of positive numbers $\theta_i \to 0$ and $\mu_i \to 0$ so that all hypotheses in the lemma hold, however

\[ \|\{f_i = 1\} \cap Q^1\| \geq \delta_1, \]
\[ \|\{f_i < \theta_i\} \cap Q^2\| \geq \delta_2, \]
\[ \|\{\theta_i < f_i < 1\} \cap Q^3\| < \mu_i. \]

We will find a contradiction by compactness. That is, we will find a subsequence that converges and find a limit function $f_\infty$ which only takes the values 1 and 0 in $Q^3$. We will derive a contradiction there provided $s \in [1/2, 1)$.

According to Lemma 8.1, there are measures $\mu_i$, supported in $[0,T] \times B(2r_4)^{1+2s} \times B_{2r_4}$, and modified right hand sides $\tilde{h}_i$ so that

\[ [\tilde{\partial}_t + v \cdot \nabla x + (-\Delta)^s]f_i = \tilde{h}_i + \mu_i. \]

Moreover, $\mu_i([0,T] \times \mathbb{R}^d) \leq C$, $\|\tilde{h}_i\|_{L^2_\theta, H^{-s}} \leq C$.

Let us write $\tilde{h}_i = h_i^1 + (-\Delta)^{s/2}h_i^2$ for $h_i^1$ and $h_i^1$ in $L^2([0,T] \times \mathbb{R}^d)$, with $\|h_i^1\|_{L^2} \leq C$ and $\|h_i^2\|_{L^2} \leq C$.

Up to extracting a subsequence, we can assume that $f_i(0,\cdot,\cdot)$ converges weakly in $L^2(\mathbb{R}^{2d})$, $h_i^1$ and $h_i^2$ converge weakly in $L^2([0,T] \times \mathbb{R}^{2d})$ to $f_\infty$, $h_\infty^1$ and $h_\infty^2$, and $\mu_i$ converges weakly-$*$ in the space of Radon measures $\mathcal{M}([0,T] \times \mathbb{R}^{2d})$ to some measure $\mu_\infty$.

Using the formula (2.3), we can write $f_i = T_0f_i(0,\cdot,\cdot) + T_1\mu_i + T_2h_i^1 + T_3h_i^2$. Here, the operators $T_0 : L^2(B_{r_4}) \to L^1(Q^4)$, $T_1 : \mathcal{M}([0,T] \times \mathbb{R}^{2d}) \to L^1(Q^4)$, $T_2, T_3 : L^2([0,T] \times \mathbb{R}^{2d}) \to L^2(Q^4)$ and are given by

\[ T_0 f_0 := f_0 * J(t,\cdot,\cdot), \]
\[ T_1 \mu := \int_0^t \mu(t) * J(t, t - \tau, \cdot, \cdot) \, d\tau, \]
\[ T_2 h_1 := \int_0^t h_1(t) * J(t, t - \tau, \cdot, \cdot) \, d\tau, \]
\[ T_3 h_2 := \int_0^t h_2(t) * J(t, t - \tau, \cdot, \cdot) \, d\tau. \]

Note that $T_1, T_2$ and $T_3$ are exactly convolutions in all variables $(t,x,v)$ with respect to the natural Lie group structure. Also $T_0$ is the same as $T_1$ applied to a singular measure concentrated on $t = 0$ with marginal density $f_0$.

The operators $T_1, T_2$ and $T_3$ are compact simply because they are convolutions with the $L^1$ functions $J$ and $(-\Delta)^{s/2}J$. Therefore $f_i = T_0f_i(0,\cdot,\cdot) + T_1\mu_i + T_2h_i^1 + T_3h_i^2$ converges strongly in $L^1(Q^4)$ to some function $f_\infty$. Since we have $0 \leq f_i \leq 1$, then in fact $f_i$ converges strongly to $f_\infty$ in $L^p(Q^4)$ for any $p \in [1, +\infty)$.

The function $f_\infty$ solves, in the sense of distributions,

\[ [\tilde{\partial}_t + v \cdot \nabla x + (-\Delta)^s]f_\infty \geq h_\infty^1 + (-\Delta)^{s/2}h_\infty^2. \]
Moreover, since $f_i \to f_\infty$ in $L^1$, from (8.1) we deduce that
\[
|\{f_\infty = 1\} \cap Q^1| \geq \delta_1,
\]
(8.2)
\[
|\{f_\infty = 0\} \cap Q^2| \geq \delta_2,
\]
\[
|\{0 < f_\infty < 1\} \cap Q^3| = 0.
\]

Then, $f_\infty$ only takes the values 0 and 1, almost everywhere in $Q^3$. Moreover, we have $\|f_\infty\|_{L^2([0,T] \times \mathbb{R}^d, H^{-s} (\mathbb{R}^d))} \leq C$. Thus $f_\infty (t, x, \cdot) \in H^s (B_{r_3})$ almost everywhere in $[0, T] \times B_{r_3}^{1+2s}$. Since $s \geq 1/2$, this implies that $f(t, x, \cdot)$ is either constant 1 or constant 0 in $B_{r_3}$ for $(t, x) \in [0, T] \times B_{r_3}^{1+2s}$. From this point on, we write $f_\infty (t, x) := f_\infty (t, x, v)$ provided that $(t, x, v)$ is restricted to $Q^3$. Note that $(-\Delta)^s f_\infty$ is not constant in $Q^3$ due to the nonlocality of $(-\Delta)^s$.

Let $\varphi: \mathbb{R}^d \to [0, +\infty)$ be a smooth bump function supported in $B_{r_3/2}$, such that
\[
\int_{\mathbb{R}^d} \varphi(v) \, dv = 1, \quad \int_{\mathbb{R}^d} \varphi(v) \, v \, dv = 0.
\]
For any $v_0 \in B_{r_3/2}$ and $(t, x) \in [0, T] \times B_{r_3}$, we have
\[
f_\infty (t, x) = \int_{\mathbb{R}^d} f_\infty (t, x) \varphi(v - v_0) \, dv.
\]

Therefore, using the equation
\[
\partial_t f_\infty (t, x) \geq \int_{\mathbb{R}^d} \left[ -v \cdot \nabla_x f_\infty (t, x) - (-\Delta)^s f_\infty (t, x, v) + h_1^\varphi (t, x, v) + (-\Delta)^s h^\varphi_2 (t, x, v) \right] \varphi(v - v_0) \, dv,
\]
\[
= -v_0 \cdot \nabla_x f_\infty (t, x) + \int_{\mathbb{R}^d} \{(-\Delta)^s f_\infty (t, x, v) + h^\varphi_2 (t, x, v) \} (-\Delta)^s \varphi(v - v_0) + h^\varphi_1 \varphi(v - v_0) \, dv.
\]

Thus, for any $v_0 \in B_{r_3/2}$, $f_\infty (t, x)$ satisfies the transport equation
\[
\partial_t f_\infty + v_0 \cdot \nabla_x f_\infty \geq H_{v_0} (t, x),
\]
where $H_{v_0}$ is the function in $L^2([0, T] \times B_{r_3}^{1+2s})$ given by
\[
H_{v_0} (t, x) = \int_{\mathbb{R}^d} \left\{ -f_\infty (t, x, v) + h^\varphi_2 (t, x, v) \right\} (-\Delta)^s \varphi(v - v_0) + h^\varphi_1 \varphi(v - v_0) \, dv.
\]

From (8.2), we know that there exist some $\tau_1 \in [0, t_1]$ and $\tau_2 \in [t_2, T]$ so that
\[
|\{x: f_\infty (\tau_1, x) = 1\} \cap B_{r_1}| \geq \frac{\delta_1}{t_1},
\]
\[
|\{x: f_\infty (\tau_2, x) = 0\} \cap B_{r_2}| \geq \frac{\delta_2}{T - t_2}.
\]

Let $S_1 = \{x: f_\infty (\tau_1, x) = 1\} \cap B_{r_1}^{1+2s}$ and $S_2 = \{x: f_\infty (\tau_2, x) = 0\} \cap B_{r_2}^{1+2s}$. Since
\[
\|\chi_{S_1} \ast \chi_{S_2}\|_{L^1} = \|S_1\| \|S_2\| \geq \frac{\delta_1 \delta_2}{t_1 (T - t_2)},
\]
then, there exists an vector $w_0 \in B_{r_1}^{1+2s} \cap B_{r_2}^{1+2s}$ such that
\[
|S_1 \cap (S_2 - w_0)| \geq \frac{\delta_1 \delta_2}{t_1 (T - t_2) |B_{r_1}^{1+2s} + B_{r_2}^{1+2s}|} =: c_0.
\]

Let $v_0 = w_0 / (\tau_2 - \tau_1)$. We have $|v_0| \leq |w_0| / (t_2 - t_1) \leq r_3/2$.

Since the right hand side $H_{v_0} \in L^2([0, T] \times B_{r_3}^{1+2s})$, in particular, for almost all $x \in S_1 \cap (S_2 - w_0)$, the function $t \to H_{v_0} (t, x + (t - \tau_1) v_0)$ is in $L^2(\tau_1, \tau_2)$.

Because of the transport equation that $f_\infty$ satisfies in $Q^3$, we have
\[
\frac{d}{dt} f_\infty (t, x + (t - \tau_1) v_0) \geq H_{v_0} (t, x + (t - \tau_1) v_0).
\]

In particular, for almost every $x \in B_{r_1}$, there is a constant $C(x) > 0$ so that
\[
f_\infty (\tilde{t}_2, x + (\tilde{t}_2 - \tau_1) v_0) - f_\infty (\tilde{t}_1, x + (\tilde{t}_1 - \tau_1) v_0) \geq -C(x)(\tilde{t}_2 - \tilde{t}_1)^{1/2},
\]
for any $t_1 < \tilde{t}_1 < \tilde{t}_2 < t_2$. 
However, since $f_x(t, x + (t - \tau_1)v_0)$ only takes the values 0 and 1, and $f_x(\tau_1, x) = 1$ for every $x \in S_1 \cap (S_2 - w_0)$, then $f_x(t, x + (t - \tau_1)v_0) = 1$ for every $x \in S_1 \cap (S_2 - w_0)$ and $t \in [\tau_1, T]$.

We arrive to a contradiction since $f_x(\tau_2, x + (\tau_2 - \tau_1)v_0) = f_x(\tau_2, x + w_0) = 0$ for every $x \in S_1 \cap (S_2 - w_0)$. This achieves the proof. □

**Lemma 8.3** (Intermediate sets for local super-solutions). Let $s \in [1/2, 1)$. Let $r_1, r_2, r_3, t_1, t_2, T, Q^1, Q^2, Q^3$ and $Q^4$ be like in Lemma 8.2. Let $f : [0, T] \times B_{r_4} \times \mathbb{R}^d \to [0, +\infty)$. Assume $f$ is a supersolution of

$$f_t + v \cdot \nabla_x f - L_v f \geq 0 \quad \text{in } Q^4.$$

For every pair of positive numbers $\delta_1, \delta_2$, there exists $\theta > 0$ and $\mu > 0$ so that whenever

$$\{|f \geq 1\} \cap Q^1 \geq \delta_1 \quad \text{and} \quad \{|f \leq \theta\} \cap Q^2 \geq \delta_2,$$

then

$$\{|\theta < f < 1\} \cap Q^3 \geq \mu.$$

Here, the constants $\theta$ and $\mu$ depend on $\delta_1, \delta_2, t_1, t_2, T, r_1, r_2, r_3, r_4, \lambda, \Lambda, s$ and $d$.

**Proof.** By replacing $f$ with $\min(f, 1)$ (see Lemma A.11 in Appendix), we can assume that $0 \leq f \leq 1$ everywhere.

Let $\rho > 0$ so that $2\rho > r_4 - r_3$.

Applying Lemma 6.2 to $1 - f$, we obtain that $f \in L^2([0, T] \times B_{(r_4 - \rho)^{1+2s}}) \cap H^s(B_{r_4 - \rho})$, with

$$\int_0^T \int_{B_{r_4 - \rho}} \|f\|^2_{H^s(B_{R_4 - \rho})} \, dx \, dt \leq C,$$

for some constant $C$ depending only on $r_4, \rho, d, \lambda, \Lambda$ and $s$.

Let $\varphi : \mathbb{R}^d \times \mathbb{R}^d \to [0, 1]$ be a smooth bump function supported in $B_{(r_4 - 2\rho)^{1+2s}} \times B_{r_4 - 2\rho}$ and such that $\varphi = 1$ in $B_{r_4 - 2\rho} \times B_{r_3}$. We now have

$$\int_0^T \int_{\mathbb{R}^d} \|\varphi f\|^2_{H^s(\mathbb{R}^d)} \, dx \, dt \leq C.$$

From a direct computation, we get

$$[\partial_t + v \cdot \nabla_x - L_v](\varphi f) \geq (v \cdot \nabla_x \varphi) f - (L_v(\varphi f) - \varphi L_v f) \quad \text{in } [0, T] \times \mathbb{R}^d \times \mathbb{R}^d.$$

The term $(v \cdot \nabla_x \varphi) f$ is bounded by one, and supported in $B_{(r_4 - 2\rho)^{1+2s}} \times B_{r_4 - 2\rho}$. The second term is a commutator, which is also bounded in $L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d))$ because of Lemmas 4.10 and 4.11. Let

$$h_0 := (v \cdot \nabla_x \varphi) f - (L_v(\varphi f) - \varphi L_v f) \in L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d))$$

Now, we rewrite the equation for $\varphi f$ as a fractional Kolmogorov equation

$$[\partial_t + v \cdot \nabla_x - (-\Delta)_v^s](\varphi f) \geq h_0 + (-\Delta)_v^s(\varphi f) + L_v(\varphi f).$$

Because of (8.3), there is a function $h_1 \in L^2([0, T] \times \mathbb{R}^d \times \mathbb{R}^d)$ such that $(-\Delta)_v^s(\varphi f) = (-\Delta)_v^{s/2} h_1$.

Also because of (8.3) and applying Corollary 5.2, $L_v(\varphi f)$ belongs to $H^{-s}(\mathbb{R}^d)$.

Summarizing, $\varphi f$ is a supersolution to a fractional Kolmogorov equation with a right hand side in $L^2([0, T] \times \mathbb{R}^d, H^{-s}(\mathbb{R}^d))$, $(-\Delta)_v^s(\varphi f) \geq h_0 + (-\Delta)^{s/2}_v h_1 + L_v(\varphi f)$ \quad \text{in } [0, T] \times \mathbb{R}^d \times \mathbb{R}^d.$

We finish the proof applying Lemma 8.2 with $r_4 - 2\rho$ instead of $r_4$. □

**Lemma 8.4** (Propagation in measure). Under the same assumptions as in Lemma 8.3. For every pair of positive numbers $\delta_1, \delta_2$, there exists $\theta > 0$ so that whenever

$$\{|f \geq 1\} \cap Q^1 \geq \delta_1 \quad \text{then} \quad \{|f \leq \theta\} \cap Q^2 \leq \delta_2,$$

Here, the constant $\theta$ depends on $\delta_1, \delta_2, t_1, t_2, T, r_1, r_2, r_3, r_4, \lambda, \Lambda, s$ and $d$. 
Proof. Let \( \hat{\theta} \) and \( \mu > 0 \) be the values from Lemma 8.3. In this lemma we choose \( \theta := \hat{\theta}^k \) where \( k \) is the smallest integer larger than \( |Q^3|/\mu \).

Assume the conclusion of the lemma was not true. Then for all values of \( j = 0, 1, \ldots, k-1 \), the function \( \hat{\theta}^{-j} f \) would satisfy the hypothesis of Lemma 8.3. Therefore, for every \( j = 0, 1, \ldots, k-1 \),

\[
|\{ \hat{\theta}^{j+1} < f < \hat{\theta}^j \} \cap Q^3| \geq \mu.
\]

This is clearly impossible since all these are disjoint sets contained in \( Q^3 \), so their measures cannot add up to more than \( |Q^3| \).

9. The propagation lemma

We call propagation lemma a result that says that as soon as a (super)solution is above a large constant in most of a cylinder, then it is bounded from below by 1, say, for later times.

The difference between this propagation lemma and the first De Giorgi lemma proved in Section 6 lies in the sets of points where the estimates hold. Essentially, the propagation lemma is the result of De Giorgi’s first lemma, combined with a propagation of the lower bound to later times and larger sets. This propagation is obtained using the barrier function of section 7 when \( s \in (0,1/2) \) or the intermediate-value lemma from Section 8 when \( s \in [1/2,1) \).

Lemma 9.1 (Propagation lemma). There exist \( R_1 > 0 \) (large, only depending on dimension \( d \) and \( s \)), \( \delta > 0 \) (small, universal) and \( M \geq 1 \) (large, universal) such that for \( \bar{T} = 2^{2^j} \), if \( f \) is a supersolution

\[
f_t + v \cdot \nabla_x f - L_v f \geq 0 \quad \text{in } [-1, \bar{T}] \times B_{R_1} \times B_{R_1},
\]

which is non-negative in \( [-1, \bar{T}] \times \mathbb{R}^{2d} \) and such that

\[
|\{ f > M \} \cap Q_1 | \geq (1-\delta)|Q_1|
\]

then \( f \geq 1 \) in \( \tilde{Q} \) where \( \bar{Q} = [0, \bar{T}] \times B_{2^{2^{j+1}}} \times B_{2^j} \) (see Figure 5).

Figure 5. Geometric setting of the propagation Lemma 9.1.

Proof. We will prove the equivalent result that if \( |\{ f < 1 \} \cap Q_1 | < \delta \) then \( f \geq 1/M \) in \( \tilde{Q} \). The proof will be different depending on whether \( s \in (0,1/2) \) or \( s \in [1/2,1) \).

Let us start with the case \( s \in (0,1/2) \). We combine De Giorgi’s first lemma with a barrier function.

We first apply Lemma 6.6 to \( 2f \), shifted in time, with \( \tilde{Q} = [-1, -1/2] \times B_1 \times B_1 \) and \( \bar{Q} = [-3/4, -1/2] \times B_{1/2} \times B_{1/2} \). For \( \delta \) suffiently small, we obtain that \( f \geq 1/2 \) in \( \bar{Q} \). In particular \( f(-1/2, x, v) \geq 1/2 \) for all \( (x, v) \in B_{1/2} \times B_{1/2} \).

Let \( \varphi \) be the barrier of Lemma 7.1 with \( T = 3/2 \), \( \tau = 1/2 \) and \( r = 1/2 \). Lemma 7.1 also gives us the value of \( R_1 \). We apply the comparison principle to get that \( f \geq \frac{1}{2} \varphi(t + 1/2, \cdot, \cdot) \) in \( [-1/2, T] \times B_{R_1} \times B_{R_1} \) and conclude the proof. In this case \( M = 2/\theta \), where \( \theta > 0 \) is the constant from Lemma 7.1.

For the case \( s \in [1/2,1) \), we combine the intermediate set lemma with De Giorgi’s first lemma.

We apply Lemma 8.4 to \( f(t-1, x, v) \), with \( r_1 = 1, r_2 = 3, r_3 = 4, r_4 = R_1 = 5, t_1 = 1/2, t_2 = 3/4 \), \( T = \bar{T} + 1 \), arbitrary \( \delta_1 = \delta > 0 \) and \( \delta_2 > 0 \) sufficiently small. We obtain that there is a \( \theta_1 > 0 \) so that

\[
|\{ f > \theta_1 \} \cap \{ [-1/4, \tilde{T}] \times B_{3^{j+2}} \times B_3 \} | < \delta_2.
\]

Then we apply Lemma 6.6 to \( 2f/\theta_1 \) (again shifted in time) with \( \tilde{Q} = [-1/4, \tilde{T}] \times B_{3^{j+2}} \times B_3 \) and \( \bar{Q} = [0, \bar{T}] \times B_{2^{j+2}} \times B_2 \). This concludes the proof. \( \square \)
The propagation lemma implies the following corollaries.

**Corollary 9.2** (Stacked propagation). Let $R_1$ and $\delta$ be the constants from Lemma 9.1. Let $k \geq 1$, $T_k = \sum_{i=1}^{k} 2^{2s_i}$ and $R_k = 2^k R_1$. If $f$ is a supersolution of (1.2) with $h = 0$ in $[-1, T_k] \times B_{R_1^{1+2s}} \times B_{R_k}$ and

$$\{|f > M^k\} \cap Q_1 > (1 - \delta)|Q_1|,$$

then $f \geq 1$ in $Q[k] := [T_{k-1}, T_k] \times B_{2(1+2s)k} \times B_{2^k}$.

**Proof.** This is simply an iteration of Lemma 9.1. Indeed, getting $f \geq 1$ in $\tilde{Q}$ implies that $|\{\tilde{f} > M\} \cap \tilde{Q}| > (1 - \delta)|\tilde{Q}|$ where $\tilde{f} = Mf$. Choosing $\tilde{Q}$ as the new cylinder $Q$ in the basic propagation lemma yields that $f$ is bounded from below by $M^{-1}$ in a new cylinder. Iterating this estimate, we get the corollary. $\Box$

**Corollary 9.3** (Propagation of minima). Let $R_1$ and $\delta$ as in Lemma 9.1. Let $f$ be a supersolution of (1.2) with $h = 0$ in $Q = [-1, 0] \times B_{R_1^{1+2s}} \times B_{R_1}$. Let $Q_r(t_0, x_0, v_0) \subset Q_1$ such that

$$|\{f > A\} \cap Q_r(t_0, x_0, v_0)| > (1 - \delta)|Q_r|.$$

Then, there exists some $p > 0$ and $c > 0$ so that

$$f(t, x, v) \geq A \left(1 + \frac{t - t_0}{r^{2s}}\right)^{-p},$$

whenever $(t, x, v)$ belongs to the set

$$S = S(t_0, x_0, v_0) := \left\{(t, x, v) : t > t_0, |x - x_0 - (t - t_0)v_0| < \left((1 - 2^{-2s})(t - t_0) + r^{2s}\right)^{1 + \frac{1}{2s}}, \right. \left. |v - v_0| < \left((1 - 2^{-2s})(t - t_0) + r^{2s}\right)^{\frac{1}{2s}}\right\}.$$

**Proof.** Let $t_k = t_0 + \sum_{i=1}^{k} (2^r)^{2s}$, $r_k = (2^k r)$ and

$$\tilde{Q}[k] := Q_{r_k}(t_k, x_0 + t_k v_0, v_0).$$

The change of variables $(t, x, v) \rightarrow (r^{2s}(t - t_0), r^{1+2s}(x - x_0 - (t - t_0)v_0), r(v - v_0))$, which preserves the equation, transforms the cylinder $Q_1$ into $Q_r(t_0, x_0, v_0)$ and the cylinders $Q[k]$ of Corollary 9.2 into $\tilde{Q}[k]$. We can easily check that $S \subset \bigcup \tilde{Q}[k]$. Corollary 9.2 tells us (after the change of variables above) that $f \geq A/M^k$ in $\tilde{Q}[k]$. Observe that $(t - t_0 + r^{2s}) \approx (2^k r)^{2s}$ in $\tilde{Q}[k]$, therefore

$$f(t, x, v) \geq A M^{-k} \geq A \left(1 + \frac{t - t_0 + r^{2s}}{r^{2s}}\right)^{-p},$$

where $p = \frac{\log(M)}{\log(2^r)}$. $\Box$

**Remark 9.4.** It is possible that in the proof of Corollary 9.3 some cylinder $\tilde{Q}[k]$ extends pass the time $t = 0$ and thus it is not strictly contained in $Q$. This is not a problem since we are dealing with a parabolic equation and future values of $f$ do not affect earlier values. Indeed, we can readily verify that Lemma 9.1 also holds for any value of $T \in (0, 2^{2s})$. The only thing that matters is that $R_1$ is sufficiently large.
10. The ink-spots theorem for slanted cylinders

This section is dedicated to the statement and proof of a theorem involving a covering argument in the flavor of Krylov-Safonov growing ink spots theorem, or the Calderón-Zygmund decomposition. Such a theorem is used in the proof of the weak Harnack inequality. The statement of the theorem involves stacked (and slanted) cylinders:

\[ \bar{Q}^m(z_0, r) = \{(t, x, v) : 0 < t - t_0 \leq mr^{2s}, |v - v_0| < r, |x - x_0 - (t - t_0)v_0| < (m + 2)r^{1+2s}\} \]

(see Figure 7).

**Theorem 10.1** (The ink-spots theorem). Let \( E \subset F \) be two bounded measurable sets. We make the following assumption for some constant \( \mu \in (0, 1) \).

- \( E \subset Q_1 \) and \( |E| < (1 - \mu)|Q_1| \).
- If any cylinder \( Q \subset Q_1 \) such that \( \bar{Q}^m \subset Q_1 \) satisfies \( |Q \cap E| \geq (1 - \mu)|Q| \), then \( \bar{Q}^m \subset F \).

Then \( |E| \leq \frac{m + 1}{m}(1 - c\mu)|F| \) for some constant \( c \in (0, 1) \) depending on \( s \) and dimension only.

There is no chance to adapt the Calderón-Zygmund decomposition to this context. It would require that we split a larger piece into smaller pieces of the same type. Even if we replace balls with cubes, the different slopes, depending on the center velocities, make this tiling condition impossible.

What we do is a variation of the growing ink-spots theorem. The original construction by Krylov and Safonov can be found (in English) in the Appendix 1 of [45]. Here, we have one extra dimension, \( x \), which plays a different role and presents additional difficulties. The most significant difficulty is to go from a lower bound on the measure of the union of disjoint cylinders \( Q \) (Lemma 10.7) to a lower bound on the measure of the union of their delayed versions \( \bar{Q}^m \) (Theorem 10.1). The problem is that if the center velocities of two cubes flow towards each other, they may create extra overlaps in their delayed versions. This is addressed essentially in Lemma 10.9, using that we expand the radius in \( x \) only by a fixed factor.

The values of \( x \) that belong to a slanted cylinder \( Q_r(t_0, x_0, v_0) \) change for different values of \( t \). They are contained in a ball with radius \( r^{1+2s} \) which flows in the direction of \( v_0 \) and is shifted a total distance \( |v_0|r^{2s} \) from the initial to the end time. For small values of \( r \), the length of this shift is an order of magnitude larger than the radius of the ball \( r^{1+2s} \). Dealing with this shift is non-trivial, and that is the main difference between the covering argument described in this section and the usual ink-spots theorem.

The following corollary will be used when we need to confine both \( E \) and \( F \) to stay within a fixed cylinder.

**Corollary 10.2** (Ink-spots theorem with leakage). Let \( E \subset F \) be two bounded measurable sets. We make the following assumption for some constant \( \mu \in (0, 1) \).

- \( E \subset Q_1 \).
• If any cylinder $Q \subset Q_1$ satisfies $|Q \cap E| \geq (1 - \mu)|Q|$, then $\tilde{Q}^m \subset F$ and also $Q = Q_r(t, x, v)$ for some $r < r_0$.

Then $|E| \leq \frac{m+1}{m}(1 - c\mu)(F \cap Q_1) + Cm^2r_{\alpha}^2$ for some constants $c$ and $C$ depending on $s$ and dimension only.

10.1. Stacked cylinders and scaling. For any factor $k$, we define the scaled cylinder $kQ_r$ by

$$kQ_r = Q_{kr} \left( \frac{k^{2s} - 1}{2} r^{2s}, 0, 0 \right).$$

Here, we scaled the radius $r$ by a factor $k$ and kept the same center of the cylinder. Note that the point $(t_0, x_0, v_0)$ in $Q_r(t_0, x_0, v_0)$ refers to the top of the cylinder, not its center. In order to keep the center fixed, we updated the top.

Consistently with the Lie group action, we define

$$kQ_r(t_0, x_0, v_0) := T_{(t_0, x_0, v_0)}kQ_r,$$

where

$$\{(t, x, v) : -\frac{k^{2s} + 1}{2} r^{2s} < t - t_0, \leq \frac{k^{2s} - 1}{2} r^{2s},$$

$$|v - v_0| < kr,$$

$$|x - x_0 - (t - t_0)v_0| < (kr)^{1+2s}\}.$$ 

Note that $|kQ_r(t_0, x_0, v_0)| = k^{(sd + s + d)}|Q_r|$.

The first version of the growing ink-spots lemma uses essentially a variation of the Vitali covering lemma together with a generalized Lebesgue differentiation theorem.

10.2. A generalized Lebesgue differentiation theorem. In [40], a generalized Lebesgue differentiation theorem was derived for parabolic cylinders. Here, even though we have one additional variable $(x)$, the proof is the essentially the same. It relies on an adaptation of Vitali’s covering lemma (Lemma 10.5 below) and a maximal inequality (Lemma 10.6 below).

Theorem 10.3. Let $f \in L^1(\Omega, dx \otimes dv \otimes dt)$ where $\Omega$ is an open set of $\mathbb{R}^{2d+1}$. Then for a.e. $(t, x, v) \in \Omega$,

$$\lim_{r \to 0^+} \int_{Q_r(t, x, v)} |f - f(t, x, v)| \, dx \, dv \, dt = 0.$$

Theorem 10.3 is obtained from Lemma 10.6 exactly as in [40]. For the reader’s convenience we will provide below a proof of the maximal inequality.

In our setting, the cylinders $Q_r(t_0, x_0, v_0)$ are not the balls of any metric. The important properties of cylinders are explicitly given by the following lemma.

Lemma 10.4. Let $Q_{r_0}(t_0, x_0, v_0)$ and $Q_{r_1}(t_1, x_1, v_1)$ be two cylinders with nonempty intersection. Assume that $2r_0 \geq r_1$. Then

$$Q_{r_1}(t_1, x_1, v_1) \subset kQ_{r_0}(t_0, x_0, v_0),$$

for some universal constant $k$ (it depends on $s$ only).

Proof: Since all our definitions are invariant by the action of the Lie group, we can assume without loss of generality that $(t_0, x_0, v_0) = 0$ (the general case is reduced to this applying $T_{(t_0, x_0, v_0)}^{-1}$).

We need to choose the constant $k$ so that

$$k \geq 5,$$

$$k^{2s} \geq 1 + 2 \cdot 2^{2s},$$

$$k^{1+2s} \geq 1 + 2 \cdot 2^{1+2s}.$$ 

The first inequality implies the other two when $s > 1/2$. The second inequality implies the other two when $s < 1/2$. In particular the third inequality is always redundant. In any case, we pick the smallest $k$ satisfying these inequalities, which depends only on $s$. 
Let \((t_2, x_2, v_2) \in Q_{r_0} \cap Q_{r_1}(t_1, x_1, v_1)\). Let \((t, x, v) \in Q_{r_1}(t_1, x_1, v_1)\). Then all the following hold
\[
t \leq t_1 < t_2 + r_1^{2s} \leq (2r_0)^{2s} \leq \frac{k^{2s} - 1}{2} r_0^{2s},
\]
\[
t \geq t_1 - r_1^{2s} \geq t_2 - r_1^{2s} \geq -r_0^{2s} - (2r_0)^{2s} \geq -\frac{k^{2s} + 1}{2} r_0^{2s},
\]
\[|v| \leq |v - v_1| + |v_1 - v_2| + |v_2| \leq 2r_0 + r_0 \leq 5r_0 \leq kr_0,
\]
\[|x| \leq |x - x_1 - (t - t_1)v_1| + |x_2 - x_1 - (t_2 - t_1)v_1| + |x_2| \leq 2r_1^{2s+1} + r_0^{2s+1} \leq k^{2s+1} r_0^{2s+1}.
\]
Thus, we get that \((t, x, v) \in kQ_{r_0}\) and we conclude the proof.

**Lemma 10.5** (Vitali). Let \(\{Q_j\}_{j \in J}\) be an arbitrary collection of slanted cylinders with bounded radius. Then, there exists a disjoint countable subcollection \(\{Q_{j_i}\}\) so that
\[
\bigcup_{j \in J} Q_j = \bigcup_{i=1}^{\infty} kQ_{j_i}.
\]

The proof of Lemma 10.5 is the same as the classical proof of the Vitali covering lemma using Lemma 10.4 instead of the fact that in any metric space \(B_r(x_1) \subset 5B_{r_0}\) if \(B_r(x_1) \cap B_{r_0} \neq \emptyset\) and \(r_1 \leq 2r_0\).

We next define the maximal function \(Mf\) as follows: for \((x, v, t) \in \Omega\),
\[
Mf(t, x, v) = \sup_{Q \ni (x, v, t)} \int_{Q \cap \Omega} |f|
\]
where the supremum is taken over cylinders of the form \((y, w, s) + RQ_1\).

**Lemma 10.6** (The maximal inequality). For all \(\lambda > 0\),
\[
|\{Mf > \lambda\} \cap \Omega| \leq \frac{C}{\lambda} \|f\|_{L^1(\Omega)}.
\]

**Proof.** For \((x, v, t) \in \{Mf > \lambda\} \cap \Omega\), there exists a cylinder \(Q \ni (x, v, t)\) such that
\[
\int_{Q \cap \Omega} |f| \geq \frac{\lambda}{2} |Q \cap \Omega|.
\]
Then \(\{Mf > \lambda\} \cap \Omega\) is covered by cylinders \(\{Q_j\}\) such that the previous inequality holds. From Lemma 10.5, there exists a disjoint countable subcollection \(\{Q_{j_i}\}\) so that
\[
\{Mf > \lambda\} \cap \Omega \subset \bigcup_{i=1}^{\infty} kQ_{j_i}
\]
for some integer \(k\) only depending on \(s\).

We now write
\[
\int_{\Omega} |f| \geq \int_{\Omega \cap \bigcup_{i=1}^{\infty} Q_{j_i}} |f| = \sum_{i} \int_{Q_{j_i}} |f|
\]
\[\geq \sum_{i} \frac{\lambda}{2} |Q_{j_i} \cap \Omega| = \frac{\lambda}{2} \bigg| \bigcup_{i} Q_{j_i} \cap \Omega \bigg| = \frac{\lambda}{2k^{2(d+ds+s)}} |\bigcup_{i} kQ_{j_i} \cap \Omega|.
\]
We obtain the desired inequality with \(C = 2k^{2(d+ds+s)}\).

**10.3. Preliminary version without time delay.**

**Lemma 10.7.** Let \(E \subset F \subset Q_1\) be two measurable sets. Assume that there is a constant \(\mu > 0\) such that
- \(|E| < (1 - \mu)|Q_1|\).
- if any cylinder \(Q \subset Q_1\) satisfies \(|Q \cap E| \geq (1 - \mu)|Q|\), then \(Q \subset F\).
Then \(|E| \leq (1 - c\mu)|F|\) for some constant \(c\) depending on \(\mu\) and dimension only.
We thus get Lemma 10.8. Consider a (possibly infinite) sequence of intervals $(Q_x \cap E) \geq (1 - \mu)|Q_x|$. For all Lebesgue points $x \in E$, let us choose a maximal slanted cylinder $Q_x \subset Q_1$ that contains $x$ and such that $|Q_x \cap E| \geq (1 - \mu)|Q_x|$. Here $Q_x = Q_{\ell}(r, x, \bar{v})$ for some $r, \ell, x$ and $\bar{v}$. From one of the assumptions, we know that $Q_x \neq Q_1$ for any $x$. The other assumption tells us that $Q_x \subset F$.

We claim that $|Q_x \cap E| = (1 - \mu)|Q_x|$. Otherwise, for $\delta > 0$ small enough, there would be a $Q$ such that $Q_x \subset Q \subset (1 + \delta)Q_x$, $Q \subset Q_1$ and $|Q \cap E| > (1 - \mu)|Q|$, contradicting the maximality of the choice of $Q_x$.

The family of cylinders $Q_x$ covers the set $E$. By Lemma 10.5, we can select a finite subcollection of non-overlapping cylinders $Q_j := Q_x$ such that $E \subset \bigcup_{j=1}^n kQ_j$.

Since $Q_j \subset F$ and $|Q_j \cap E| = (1 - \mu)|Q_j|$, we have that $|Q_j \cap F \setminus E| = \mu|Q_j|$. Therefore

$$|F \setminus E| \geq \sum_{j=1}^n |Q_j \cap F \setminus E|$$
$$\geq \sum_{j=1}^n \mu|Q_j|$$

$$= k^{-2(d+ds+s)} \sum_{j=1}^n |kQ_j| \geq k^{-2(d+ds+s)} \mu|E|.$$ 

We thus get

$$|F| \geq (1 + \hat{c}\mu)|E|$$

with $\hat{c} = k^{-2(ds+ds+s)}$. Since $\hat{c}\mu \in (0, 1)$, this implies

$$|E| \leq (1 - c\mu)|F|$$

with $c = \hat{c}/2$. 

\[ \Box \]

10.4. **Stacked cylinders and leakage.** The following lemma can be deduced from Lemma 4.29 in [40] (there is a typo in the statement in that note, we embarrassingly apologize).

**Lemma 10.8.** Consider a (possibly infinite) sequence of intervals $(a_j - h_k, a_j]$. Then

$$\left| \bigcup_k (a_k, a_k + mh_k) \right| \geq \frac{m}{m+1} \left| \bigcup_k (a_k - h_k, a_k] \right|.$$

**Proof.** We first assume that $k = 1, \ldots, N$ for some finite number $N$.

Let

$$\bigcup_{k=1}^N (a_k, a_k + mh_k) = \bigcup_\ell I_\ell,$$

for a disjoint family of intervals $I_\ell$. Here, each $I_\ell$ is a union of intervals of the form $(a_i, a_i + mh_i]$. Let $a_0 - h_0$ be the minimum of $a_i - h_i$ and $a_1 + mh_1$ be the maximum of $a_i + mh_i$ respectively, for all $i$ so that $(a_i, a_i + mh_i] \subset I_\ell$. Naturally, we have

$$|I_\ell| \geq (a_1 + mh_1) - a_0 \geq \frac{m}{m+1}((a_1 + mh_1) - (a_0 - h_0)) \geq \frac{m}{m+1} \left| \bigcup_{\{i: (a_i, a_i + mh_i] \subset I_\ell\}} (a_i - h_i, a_i]\right|,$$

Therefore

$$\left| \bigcup_{k=1}^N (a_k, a_k + mh_k) \right| = \left| \bigcup_\ell I_\ell \right| = \sum_\ell |I_\ell|$$
$$\geq \frac{m}{m+1} \sum_\ell \left| \bigcup_{\{i: (a_i, a_i + mh_i] \subset I_\ell\}} (a_i - h_i, a_i]\right|$$

$$\geq \frac{m}{m+1} \left| \bigcup_{i=1, \ldots, N} (a_i - h_i, a_i]\right|.$$ 

It is now enough to let $N \to \infty$ to conclude. 

\[ \Box \]
Lemma 10.9. Let \( \{Q_j\} \) be a collection of slanted cylinders, and \( \tilde{Q}_j^m \) be the corresponding delayed versions as in (10.1). Then
\[
\left| \bigcup_j Q_j \right| \geq \frac{m}{m+1} \left| \bigcup_j \tilde{Q}_j^m \right|
\]

Proof. Because of Fubini’s theorem, we know that for any set \( A \subset \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d \),
\[
|A| = \int \left| \{(t,x) : (t,x,v) \in A\} \right| dv.
\]
Therefore, in order to prove the lemma, it is enough to show that for every \( v \in \mathbb{R}^d \),
\[
\left| \{(t,x) : (t,x,v) \in \bigcup_j Q_j^m \} \right| \geq \frac{m}{m+1} \left| \{(t,x) : (t,x,v) \in \bigcup_j \tilde{Q}_j^m \} \right|.
\]

From now on, let \( v \) be any fixed \( v \in \mathbb{R}^d \).

Any cylinder \( Q_j \) corresponds to \( Q_j(t_j, x_j, v_j) \) for some choice of \( r_j > 0 \), \( t_j \in \mathbb{R} \) and \( x_j, v_j \in \mathbb{R}^d \). If \( |v - v_j| < r_j \), we have
\[
\{ (t,x) : (t,x,v) \in \tilde{Q}_j^m \} = \{ (t,x) : 0 < t - t_j \leq mr_j^{2s}, |x - x_j - (t - t_j)v_j| < (m+2)r_j^{1+2s} \}.
\]
The set in the left hand side would be empty when \( |v - v_j| \geq r_j \).

When \( |v - v_j| < r_j \), we have \( |(t - t_j)(v_j - v)| \leq mr_j^{1+2s} \). Therefore, we can switch \( v_j \) with \( v \) in the last term, changing the right hand side, and we obtain a smaller set.
\[
\{ (t,x) : (t,x,v) \in \tilde{Q}_j^m \} \supset \{ (t,x) : 0 < t - t_j \leq mr_j^{2s}, |x - x_j - (t - t_j)v| < 2r_j^{1+2s} \}.
\]

Let \( z = x - tv \). The change of variables \( (t,x) \mapsto (t,z) \) has Jacobian one. We will estimate the measure of the points \( (t,z) \) so that \( (t,z+tv) \) belongs to the set above. Thus
\[
\left| \bigcup_{|v - v_j| < r_j} \tilde{Q}_j \right| = \int_{\mathbb{R}^d} \left| \bigcup_{j : |v - v_j| < r_j, |z - x_j + t_jv| < 2r_j^{1+2s}} (t_j, t_j + mr_j^{2s}) \right| dz
\]

Using lemma 10.8,
\[
\left| \bigcup_{|v - v_j| < r_j} \tilde{Q}_j \right| \geq \frac{m}{m+1} \int_{\mathbb{R}^d} \left| \bigcup_{j : |v - v_j| < r_j, |z - x_j + t_jv| < 2r_j^{1+2s}} (t_j - r_j^{2s}, t_j) \right| dz,
\]

Applying Fubini’s theorem again,
\[
\left| \bigcup_{|v - v_j| < r_j} \tilde{Q}_j \right| \geq \frac{m}{m+1} \int_{\mathbb{R}^d} \left| \bigcup_{j : |v - v_j| < r_j, |z - x_j + t_jv| < 2r_j^{1+2s}} (t_j - r_j^{2s}, t_j) \right| dz,
\]

Therefore, by rearranging the terms, we have
\[
\left| \bigcup_{|v - v_j| < r_j} \tilde{Q}_j \right| \geq \frac{m}{m+1} \int_{\mathbb{R}^d} \left| \bigcup_{j : |v - v_j| < r_j, |z - x_j + t_jv| < 2r_j^{1+2s}} |t_j - r_j^{2s}, t_j| \right| dz,
\]

Applying Fubini’s theorem again,
\[
\left| \bigcup_{|v - v_j| < r_j} \tilde{Q}_j \right| \geq \frac{m}{m+1} \int_{\mathbb{R}^d} \left| \bigcup_{j : |v - v_j| < r_j, |z - x_j + t_jv| < 2r_j^{1+2s}} (t_j - r_j^{2s}, t_j) \right| dz,
\]

Using lemma 10.8,
For the last inequality we used that if \(-r_j^{2s} < t - t_j \leq 0\), then \((t_j - t)|v - v_j| < r_j^{1+2s}\).

Combining \((10.3)\) with \((10.4)\), we obtain \((10.2)\) and finish the proof. \(\square\)

We can now turn to the proof of the main theorem.

Proof of Theorem 10.1. Let \(Q\) be the collection of all cylinders \(Q \subset Q_1\) such that \(|Q \cap E| \geq (1 - \mu)|Q|\). Let \(G := \bigcup_{Q \in \mathcal{Q}} Q\). By construction, the sets \(E\) and \(G\) satisfy the hypothesis of the Lemma 10.7. Therefore \((1 - c\mu)|G| \geq |E|\).

From our hypothesis \(\bigcup_{Q \in \mathcal{Q}} \tilde{Q}^m \subset F\). We conclude the proof applying Lemma 10.9,
\[
|F| \geq \left| \bigcup_{Q \in \mathcal{Q}} \tilde{Q}^m \right| \geq \frac{m}{m+1} \left| \bigcup_{Q \in \mathcal{Q}} Q \right| = \frac{m}{m+1} |G|.
\]

Proof of Corollary 10.2. Note that the condition \(|E| \leq (1 - \delta)|Q_1|\) is implied by the second assumption when \(r_0 < 1\). Moreover, the result is trivial for \(r_0 \geq 1\) choosing \(C\) sufficiently large.

Let \(Q\) be the collection of all cylinders \(Q \subset Q_1\) such that \(|Q \cap E| \geq (1 - \mu)|Q|\). Let \(G := \bigcup_{Q \in \mathcal{Q}} \tilde{Q}^m\). From Theorem 10.1, we have that \(|E| \leq \frac{m}{m+1}(1 - c\mu)|G|\). Moreover, our hypothesis tell us that \(G \subset F\).

In order to conclude the corollary, we will estimate the measure \(G \setminus Q_1\) using the fact that each of the cubes \(Q = Q_r(t, x, v) \subset Q_1\) has radius bounded by \(r_0\). Recall that
\[
\tilde{Q}^m = \{(\tilde{t}, \tilde{x}, \tilde{v}) : 0 < \tilde{t} - t \leq m r^{2s}, \qquad \tilde{v} - v \leq r, \qquad |\tilde{x} - x - (\tilde{t} - t)v| < (m + 2)r^{1+2s}\}.
\]

Since \(Q \subset Q_1\), then \(t < 0\). So \(\tilde{t} \leq m r_0^{2s}\). Moreover, \(|\tilde{v}| < 1\), since the velocities in \(\tilde{Q}^m\) are the same as in \(Q\). Also, \(|x| < 1\), so \(|\tilde{x}| \leq 1 + m r_0^{2s}\). Therefore, \(\tilde{Q}^m \subset (-1, m r_0^{2s}] \times B_{1 + m r_0^{2s}} \times B_1\). The same thing applies to \(G\).

\[
G \subset (-1, m r_0^{2s}] \times B_{1 + m r_0^{2s}} \times B_1.
\]

Therefore \(|F \cap Q_1| \geq |G \cap Q_1| \geq |G| - |G \setminus Q_1| \geq |G| - C m r_0^{2s}\) and we conclude the proof. \(\square\)

11. Proofs of the main results

In this section we complete the proofs of our main results. At this point, the main tools have already been established in previous sections. The weak Harnack inequality is proved combining the propagation lemma (Lemma 9.1) with our special version of the ink-spots theorem (Theorem 10.1). The structure of this proof is inspired by the work of Krylov and Safonov [46] for equations in nondivergence form.

11.1. The weak Harnack inequality.

Proof of Theorem 1.6. We choose \(R_1\) to be the radius given in Lemma 9.1. We choose \(r_0\) sufficiently small so that the set \(S(t_0, x_0, v_0)\) from Corollary 9.3 contains \(Q_+\) for any \((t_0, x_0, v_0) \in Q_-\) and \(r \in (0, r_0)\).

Replacing \(f\) and \(h\) with \(ef\) and \(ch\) where the constant \(c\) is chosen as follows
\[
c = (2 \inf_{Q^+} f + 2\|h\|_{L^\infty(Q_1)})^{-1},
\]
we reduce to the case where \(\inf_{Q_+} f \leq 1/2\) and \(\|h\|_{L^{\infty}(Q_1)} \leq 1/2\).

We can further reduce to the case \(\inf_{Q_+} f \leq \frac{1}{2}\) and \(h = 0\). Indeed, if the function \(f\) is a supersolution of
\[
f_t + v \cdot \nabla_x f - L_v f \geq -1/2,
\]
then the function \(\tilde{f}(t, x, v) = f(t, x, v) + (t + 1/2)\) is a nonnegative function in \([-1, 0] \times \mathbb{R}^d\) which is a supersolution to \((1.2)\) with \(h = 0\). Moreover, \(\inf_{Q_+} \tilde{f} \leq \inf_{Q_+} f + 1/2 \leq 1\) and \(f^e \leq \tilde{f}^e\).

The proof relies on the application of the propagation lemmas 9.1 and Corollary 9.3. The constants \(M, \delta\) in the remainder of the proof are chosen so that these propagation lemmas can be applied.

We are going to prove that in this case
\[
\int_{Q^-} f^e(t, x, v) \, dv \, dx \, dt \leq C_{w.h.i.}.
\]
In order to do so, it is enough to prove that

\[(11.1) \quad \forall k \geq 1, \quad |\{f > \tilde{M}^k\} \cap Q^-| \leq C_{\text{w.h.i.}}(1 - \delta')^k\]

for some universal constants \(\tilde{M} \geq 1, C_{\text{w.h.i.}} \geq 1\) and \(\delta' \in (0, 1)\).

Estimate (11.1) is proved by induction. For \(k = 1\), we simply choose \(C_{\text{w.h.i.}}\) and \(\delta'\) so that

\[|Q^-| \leq C_{\text{w.h.i.}}(1 - \delta) \quad \text{and} \quad \delta' \leq \delta.\]

Note that by choosing a larger constant \(C_{\text{w.h.i.}}\), we can make sure the inequality holds for arbitrarily many values of \(k\).

Assume that the inequality holds true up to rank \(k \geq 1\) and let us prove it for \(k + 1\). We want to apply Corollary 10.2 of the growing ink spots theorem 10.1 with \(\mu = \delta\), some integer \(m \geq 1\) (to be fixed later, only depending on \(\delta\)), and

\[\tilde{M} = M^m\]

where \(\delta\) and \(M\) given by the propagation lemma 9.1, and

\[E = \{f > \tilde{M}^{k+1}\} \cap Q^- \quad \text{and} \quad F = \{f > \tilde{M}^k\} \cap Q_1.\]

The sets \(E\) and \(F\) are bounded and measurable and \(E \subset F \subset Q_1\). We consider a cylinder \(Q = Q_r(z_0) \subset Q^-\) (in particular \(r \in (0, r_0)\)) such that \(|Q \cap E| > (1 - \delta)|Q|\), that is to say

\[(11.2) \quad |\{f > \tilde{M}^{k+1}\} \cap Q^-| > (1 - \delta)|Q|.\]

We now prove that \(r\) is small. Since we have \(\inf_{Q^+} f \leq 1\) and \(S(t_0, x_0, v_0)\) contains \(Q_+\), Corollary 9.3 yields

\[\tilde{M}^{k+1} \left(1 + \frac{1 - 2s_0^{2s}}{r^{2s}}\right)^{-p} \leq 1.\]

Therefore \(r \leq \tilde{M}^{-k/(2sp)}\). In particular \(\tilde{Q}^m \subset Q_1\) (at least for \(k\) large).

Now, we want to prove that, \(\tilde{Q}^m \subset F\), that is to say,

\[(11.3) \quad \tilde{Q}^m \subset \{f > \tilde{M}^k\}.\]

This follows simply from Corollary 9.2, with \(k = m\) to the function \(\tilde{f} = M^{-k}f \circ T_{z_0}\).

Applying Corollary 10.2 to \(E\) and \(F\) with \(\mu = \delta\) and \(r_0 = M^{-k/(2sp)}\), we get

\[|\{f > \tilde{M}^{k+1}\} \cap Q^-| \leq \frac{m + 1}{m} \left(1 - c\delta\right) \left\{|\{f > \tilde{M}^k\} \cap Q^-| + Cm\tilde{M}^{-k/p}\right\}\]

where \(C = C(s, d)\). We now use the induction hypothesis and get

\[|\{f > \tilde{M}^{k+1}\} \cap Q^-| \leq \frac{m + 1}{m} \left(1 - c\delta\right) \left\{C_{\text{w.h.i.}}(1 - \delta')^k + Cm\tilde{M}^{-k/p}\right\}.\]

Choosing \(\delta'\) smaller than \(M^{-1/p}\), we have

\[|\{f > \tilde{M}^{k+1}\} \cap Q^-| \leq C_{\text{w.h.i.}} \frac{m + 1}{m} \left(1 - c\delta\right) \left\{1 + C_{\text{w.h.i.}}^{-1} Cm\right\} \left(1 - \delta'\right)^k.\]

We next pick \(m\) large enough (depending on \(\delta\)) and then \(C_{\text{w.h.i.}}\) large enough (depending on \(\delta\) and \(m\)) so that

\[\frac{m + 1}{m} \left(1 - c\delta\right) \left\{1 + C_{\text{w.h.i.}}^{-1} Cm\right\} \leq 1 - \left(c/2\right)\delta.\]

Now imposing \(\delta' < (c/2)\delta\), we get the desired inequality:

\[|\{f > \tilde{M}^{k+1}\} \cap Q^-| \leq C_{\text{w.h.i.}}(1 - \delta')^{k+1}.\]

This achieves the proof of Estimate (11.1) and of the theorem. \(\square\)
11.2. The Hölder estimate. In order to prove Theorem 1.5, we first prove two preparatory results, Lemma 11.1 has the flavor of a weak Harnack inequality, but for supersolutions that can take (controlled) negative values. The lemma then implies Corollary 11.2 which is concerned with the improvement of oscillation of solutions with small forcing terms.

**Lemma 11.1.** Let \( r_0 \) and \( R_1 \) as in Theorem 1.6 and \( \rho = r_0/R_1 \). Let \( \hat{Q}_- \) be
\[
\hat{Q}_- := Q_\rho(-R_1^{-2s} + \rho^{2s}, 0, 0).
\]
Let \( f : (-1,0] \times B_1 \times \mathbb{R}^d \to \mathbb{R} \) be a function satisfying the following assumptions.
- \( f_t + v \cdot \nabla_x f \geq L_v f + h \) in \( Q_1 \), with \( h \geq -\varepsilon_0 \);
- For \( t \in (-1,0] \), \( x \in B_1 \), \( v \in B_2 \), \( f(t,x,v) \in [0,1] \);
- For \( t \in (-1,0] \), \( x \in B_1 \) and \( v \in \mathbb{R}^d \setminus B_2 \), \( f(t,x,v) \geq \left( \frac{|v|}{2} \right)^{\alpha_0} + 1 \);
- \( |\{f \geq 1/2\} \cap \hat{Q}_-| \geq \frac{1}{3} |\hat{Q}_-| \).

If \( \alpha_0 > 0 \), \( \varepsilon_0 > 0 \) and \( \delta > 0 \) are sufficiently small, then
\[
f \geq \delta \text{ in } Q_\rho.
\]

**Proof.** We can assume that \( h \leq 0 \) without loss of generality. Let us first scale the function by defining \( \tilde{f}(t,x,v) = f(R_1^{-2s} t, R_1^{-1-2s} x, R_1^{-1} v) \). This function satisfies the equation
\[
\partial_t \tilde{f} + v \cdot \nabla_x \tilde{f} - L_v \tilde{f} \geq -\varepsilon_0 R_1^{-2s} \geq -\varepsilon_0,
\]
in \( Q_{R_1} \). The rescaled kernel in \( \tilde{L}_v \) satisfies the same assumptions \((1.3), (1.5), (1.6), (1.4)\) if \( s < 1/2 \), and \((1.7)\) if \( s \geq 1/2 \). Note that \( Q_{R_1} \) contains \((-1,0] \times B_{R_1^{-1-2s}} \times B_{R_1} \).

Let \( \tilde{f}_+ = \max(\tilde{f},0) \). This function satisfies the following equation in \( Q_{R_1} \),
\[
\partial_t \tilde{f}_+ + v \cdot \nabla_x \tilde{f}_+ \geq \int_{\mathbb{R}^d} (\tilde{f}_+(w) - \tilde{f}_+(v)) K(v,w) \, dw + h - \int_{|w| \geq 2 R_1} \tilde{f}_-(w) K(v,w) \, dw
\]
\[
\geq \int_{\mathbb{R}^d} (\tilde{f}_+(w) - \tilde{f}_+(v)) K(v,w) \, dw - 2\varepsilon_0
\]
provided \( \alpha_0 \) is small.

Applying Theorem 1.6 (the weak Harnack inequality), we get
\[
\tilde{f}_+ \geq \left( \frac{\int_{\hat{Q}_-} \tilde{f}^\varepsilon}{\varepsilon_0} \right)^{1/\varepsilon} - 2\varepsilon_0 \quad \text{in } Q_+
\]
\[
\geq \frac{1}{2} |\hat{Q}_-|^{1/\varepsilon} - 2\varepsilon_0
\]
\[
\geq \delta \quad \text{for } \varepsilon_0 \text{ and } \delta \text{ sufficiently small.}
\]

Rescaling back to \( f \), we finish the proof. \( \square \)

**Corollary 11.2.** Let \( f \) be a solution of \((1.2)\) in \( Q_1 \) with \(|h| \leq \varepsilon_0 \). Assume that
\[
\text{osc}_{(-1,0] \times B_1 \times B_R} f \leq \left( \frac{R}{2} \right)^{\alpha_0} \quad \text{for all } R \geq 2.
\]
Then
\[
\text{osc}_{Q_\rho} f \leq 1 - \delta.
\]

Here, \( \varepsilon_0 > 0 \), \( \delta > 0 \), \( \alpha_0 > 0 \) and \( \rho > 0 \) are the same constants as in Lemma 11.1.

**Proof.** Let \( a = \text{essinf}_{(-1,0] \times B_1 \times B_2} f \) and \( b = \text{esssup}_{(-1,0] \times B_1 \times B_2} f \). The values of \( f(t,x,v) \) are either above or below the middle value \((a+b)/2\) in at last half of the points in \( \hat{Q}_- \). Thus, one of the following inequalities holds.
\[
\left\{ f \geq \frac{a+b}{2} \right\} \cap \hat{Q}_- \geq \frac{1}{2} |\hat{Q}_-| \quad \text{or} \quad \left\{ f \leq \frac{a+b}{2} \right\} \cap \hat{Q}_- \geq \frac{1}{2} |\hat{Q}_-|.
\]
Assume the former. The opposite case would follow from the same proof upside down.

Consider the function
\[
\tilde{f}(t,x,v) = 1 - b + f(t,x,v).
\]
This choice is made so that \( \text{esssup}_{(-1,0] \times B_1 \times B_2} f = 1 \).

Since \( \text{osc}_{(-1,0] \times B_1 \times B_2} f \leq 1 \), then \( f \in [0,1] \) for \( (t,x,v) \in (-1,0] \times B_1 \times B_2 \).

Since \( \text{osc}_{(-1,0] \times B_1 \times B_2} f \leq \left( \frac{R}{2} \right)^{\alpha_0} \) for \( R \geq 2 \) and \( \text{esssup}_{(-1,0] \times B_1 \times B_2} f = 1 \), then \( \tilde{f}(t,x,v) \geq 1 - \left( \frac{|v|}{2} \right)^{\alpha_0} \) for \( t \in (-1,0], x \in B_1 \) and \( v \in \mathbb{R}^d \setminus B_2 \).

Thus, \( \tilde{f} \) satisfies the hypothesis of Lemma 11.1, \( \tilde{f} \in [0,1] \) in \( B_{\rho} \), and the corollary follows. \( \square \)

**Proof of Theorem 1.5.** Without loss of generality we assume \( \|f\|_{L^\infty((-1,0] \times B_1 \times \mathbb{R}^d)} \leq 1 \) and \( \|h\|_{L^\infty(Q_1)} \leq \varepsilon_0 \), where \( \varepsilon_0 \) is the constant from Lemma 11.1. Otherwise, we replace \( f \) by

\[
\tilde{f}(t,x,v) = \frac{1}{\|f\|_{L^\infty((-1,0] \times B_1 \times \mathbb{R}^d)} + \|h\|_{L^\infty(Q_1)}/\varepsilon_0} f(t,x,v).
\]

We want to prove that there exists some universal constant \( C \) so that for all \( r > 0 \),

\[
\text{osc}_{Q_r} f \leq Cr^\alpha.
\]

We choose \( \alpha < \min(\alpha_0, \ln(1 - \delta)/\ln(\rho/2)) \), where \( \rho, \delta \) and \( \alpha_0 \) are the constants from Lemma 11.1.

Let \( A(r) := \text{osc}_{Q_r} f = \text{esssup}_{Q_r} f - \text{essinf}_{Q_r} f \). It is a monotone increasing function. We cannot assume a priori that \( A \) is a continuous function, but it is always left continuous. Since \( |f| \leq 1 \), we also have \( A(r) \leq 2 \) for all \( r > 0 \). Hence, we can choose \( C \) large enough so that \( A(r) \leq Cr^\alpha \) for all \( r \geq \rho \).

Assume the theorem is not true, then let \( r_0 := \sup \{ r : A(r) > Cr^\alpha \} \in (0, \rho) \).

Since \( A(r) \) is left continuous, \( A(r_0) \geq Cr_0^\alpha \).

Let \( f_0 \) be the rescaled function

\[
f_0(t,x,v) = \frac{1}{C} \left( \frac{\rho}{2r_0} \right)^\alpha f \left( \left( \frac{r_0}{\rho} \right)^{2s} t, \left( \frac{r_0}{\rho} \right)^{2s+1} x, \frac{r_0}{\rho} v \right).
\]

Since \( A(r) \leq Cr^\alpha \) for \( r > r_0 \),

\[
\text{osc}_{Q_R} f_0 \leq (R/2)^\alpha \quad \text{for } R > \rho.
\]

In particular, since \( \alpha \leq \alpha_0 \), we can apply Corollary 11.2 and obtain that

\[
\text{osc}_{Q_\rho} f_0 \leq 1 - \delta.
\]

Therefore, in terms of the original function \( f \),

\[
A(r_0) \leq C \left( \frac{2r_0}{\rho} \right)^\alpha (1 - \delta).
\]

This contradicts that \( A(r_0) \geq Cr_0^\alpha \) since \( \alpha < \ln(1 - \delta)/\ln(\rho/2) \), and we finish the proof. \( \square \)

**Appendix A. New proofs of known estimates and technical lemmas**

**A.1. The coercivity estimate for the Boltzmann kernel.** In this appendix we give a geometric proof of the following coercivity estimate for the Boltzmann equation. It says that the Boltzmann kernel satisfies the assumption (1.3).

**Proposition A.1.** Assume that the function \( f \) satisfies the inequalities

\[
M_1 \leq \int_{\mathbb{R}^d} f(v) \, dv \leq M_0,
\]

\[
\int_{\mathbb{R}^d} |v|^2 f(v) \, dv \leq E_0,
\]

\[
\int_{\mathbb{R}^d} f(v) \ln f(v) \, dv \leq H_0.
\]

Assume also that \( f \ast |\cdot|^\gamma \) is bounded by some constant \( K_0 \). This bound is controlled by \( M_0 \) and \( E_0 \) if \( \gamma \in [0,2] \), and it is an extra assumption when \( \gamma < 0 \).
Let $g : \mathbb{R}^d \to \mathbb{R}$ be a function supported in $B_R$. Then
\[-\int_{\mathbb{R}^d} L_v g(v) g(v) \, dv \geq \lambda \|g\|_{H^s}^2 - \Lambda \|g\|_{L^2}^2.\]
The constants $\lambda$ and $\Lambda$ depend only on $M_0$, $M_1$, $E_0$, $H_0$, $K_0$ the dimension $d$ and the radius $R$.
In particular, for an appropriately larger constant $\Lambda$,
\[
\int_{\mathbb{R}^d} Q(f, g)(v) g(v) \, dv \leq -\lambda \|g\|_{H^s}^2 + \Lambda \|g\|_{L^2}^2.
\]
Note that the extra assumptions about the boundedness of $f * |\cdot|^\gamma$ comes from the usual condition for the classical cancellation Lemma to give us a bounded function. It is the same assumption as in Lemma 3.6.
The constant $c$ above may go to zero as $R \to \infty$ depending on the value of $\gamma$. The precise optimal rate for this can be easily deduced from the proof. We explain this in remark A.7.
The proofs of Proposition A.1 that can be found in the Boltzmann literature are done using Fourier analysis. Here, we present a relatively elementary proof based on a direct computation and a geometric argument in physical variables.

We define $K_f, Q_1(f, g) = L_v g$ and $Q_2(f, g) = c(f * |\cdot|^\gamma) g$ as described in Section 3.
In [59], there is an estimate for $K_f$ in terms of a simplified integral expression. It says that

\[
K_f(v, v') \approx \left( \int_{\{w-(v'-v)=0\}} f(v + w) \, |w|^{\gamma + 2s + 1} \, dw \right) |v' - v|^{-d-2s}.
\]

\[
\text{A.1.1. Lower bounds for } K_f \text{ in a cone of directions. We obtain a lower bound for } K_f(v, v') \text{ in a symmetric cone of directions with vertex } v. \text{ This was done in [59]. It follows essentially from the following lemma.}
\]

**Lemma A.2.** Let $f : \mathbb{R}^N \to R$ be as in Proposition A.1. There exists an $r > 0$, $\ell > 0$ and $m > 0$ depending on $M_1$, $E_0$ and $H_0$ such that
\[
|\{v : f(v) > \ell\} \cap B_r| \geq m.
\]

Combining Lemma A.2 with the expression (A.1), we deduce the following statement. It is essentially the same as Lemma 4.8 in [59], but with a more detailed description of the cone of directions where the lower bound holds.

**Lemma A.3.** Let $f : \mathbb{R}^N \to R$ be non-negative and
\[
M_1 \leq \int_{\mathbb{R}^N} f(v) \, dv \leq M_0,
\]
\[
\int_{\mathbb{R}^N} |v|^2 f(v) \, dv \leq E_0,
\]
\[
\int_{\mathbb{R}^N} f(v) \ln f(v) \, dv \leq H_0.
\]

For any $v \in \mathbb{R}^d$, there exists a set of directions $A = A(v) \in \partial B_1$, so that $K_f(v, v') \geq \lambda (1 + |v|)^{1+2s+\gamma}|v - v'|^{-d-2s}$ for all $v'$ so that $v - v'/|v' - v| \in A$.
Moreover, this set of directions $A \subset S^{d-1}$ satisfies the following properties.

- $A$ is symmetric: $A = -A$.
- Any big circle in $S^{d-1}$ intersects $A$ on a set of (one dimensional) measure at least $c(1 + |v|)^{-1}$. In particular, the $(d-1)$ dimensional measure of $A$ is at least $\mu(v) := c(1 + |v|)^{-1}$.
- $A$ is contained on a strip of width $\leq C(1 + |v|)^{-1}$ around the equator perpendicular to $v$.

By a big circle, we mean a closed geodesic in $S^{d-1}$. They are the intersection of $S^{d-2}$ with any 2-dimensional subspace.

The proof of Lemma A.3 is similar to the one of Lemma 4.8 in [59]. Here we have a more precise description than in that paper because we add a lower bound of the measure of the intersection of $A$ with any big circle instead of only its total measure. The proof is relatively easy to explain with a picture on the blackboard, but perhaps somewhat cumbersome to write down.
Proof. Let $F = \{ v : f(v) > \ell \} \cap B_r$ be the set described in Lemma A.2, which has measure at least $m$.

From the formula for $K_f$ given in (A.1), one immediately sees that $\sigma \in A(v)$ when the hyperplane perpendicular to $\sigma$ intersects $F$ in a set of measure at least $cm/r$, with $\lambda = c\ell m / r$.

The three properties described in the lemma are simple geometric consequences of this construction using only that the measure of $F$ is bounded below and $F \subset B_r$ for some given constant $r$. Indeed, as $\sigma$ takes all values on a big circle in $\partial B_1$, its perpendicular hyperplanes swipe the space $\mathbb{R}^d$ (see Figure 8).

Figure 8. As $\sigma$ moves along a big circle in $\partial B_1$, its perpendicular planes swipe the space.

Because of Fubini’s theorem, the points $\sigma$ on that big circle for which its perpendicular hyperplane intersects $F$ in a set of measure at least $cm/(1 + |v|)$ has to be at least of measure $cm/(1 + |v|)$.

Note that depending on the direction of the big circle, the lower bound on its intersection with $A(v)$ could be improved. For example, if the big circle is perpendicular to $v$, the measure of its intersection with $A(v)$ is bounded below independently of $v$. This fact will not be relevant to any of the computations below. □

Figure 9 is taken from [59] and shows all the elements in Lemma A.3.

We may call $\Xi(v)$ the symmetric cone of values of $v'$ so that $(v' - v)/|v' - v| \in A$. In particular, the lower bound $K_f(v, v') \geq \lambda (1 + |v|)^{1+2s+\gamma} |v - v'|^{-d-2s}$ holds when $v' \in \Xi(v)$.

The second item in Lemma A.3 says that there is a universal lower bound on the density of $\Xi(v)$ inside the cone of $v'$ given by (A.2). This is all we will use in order to prove the coercivity estimate below.

The third item in the properties of $A$ says that for any $v' \in \Xi(v)$,

$$|v \cdot (v' - v)| \leq C |v' - v|.$$  

(A.2)

This third point plays no role in the local version of the coercivity estimate. It is useful to understand the global coercivity estimate as explained in Remark A.7.

Figure 9. The geometric setting of Lemma A.3. The cone $\Xi(v)$ is generated by the set $\{ f \geq \ell \}$.
A.1.2. Proof of the lower bound. It turns out that the conditions on the kernel $K_f$ given by Lemma A.3 plus the cancellation lemma is all we need to obtain the bound from below of Proposition A.1. For some arbitrary $R > 0$, let us call $\mu := c(1 + R)^{-1}$ to the lower bound on the one-dimensional measure of the intersection of $A(v)$ with big circles as in the last item of Lemma A.3.

We start with a few preparatory lemmas.

**Lemma A.4.** (See Figure 10) Let $\Xi(v)$ be the cones corresponding to the sets of directions $A(v)$ as in Lemma A.3. Let $L$ be a line in $\mathbb{R}^d$ at distance $\rho > 0$ from a point $v \in \mathbb{R}^d$. Then, for some constants $c$ and $C$ depending only on $\mu(v)$,

$$|\Xi(v) \cap L \cap B_{C\rho}| \geq c\rho.$$ 

**Proof.** The projection of the line $L - v$ on the sphere $S^{d-1}$ is half of a big circle. According to Lemma A.3, the intersection of this projection with the set of directions $A = A(v)$ has (one-dimensional) measure at least $\mu(v)/2$ (recall that $A(v)$ is symmetric). At least half of these directions form an angle with $L$ of at least $\mu(v)/8$. For each of these points $z \in A(v) \subset S^{d-1}$, there corresponds an actual intersection point in $v + \alpha z \in \Xi(v) \cap L$, with $\alpha \in [\rho, 8\mu(v)^{-1}\rho]$. Thus, the one dimensional measure of the points $v + \alpha z \in \Xi(v) \cap L \cap B_{C\rho}$ is bounded below by $c\rho$, where $C = 8\mu(v)^{-1}$ and $c = \mu(v)/4$.

![Figure 10. Intersection of a line $L$ with a cone $\Xi(v)$.](image)

**Lemma A.5.** Let $\Xi(v)$ be the cones corresponding to the directions $A(v)$ as in Lemma A.3. Let $v_1$ and $v_2$ be two points in $\mathbb{R}^d$. Assume $|v_1| \geq |v_2|$. Let $\mu(v_1) \geq \mu_0$ and $\mu(v_2) \geq \mu_0$ for some $\mu_0 > 0$. We have

$$|\Xi(v_1) \cap \Xi(v_2) \cap B_r(v_2)| \geq c|v_1 - v_2|^d,$$

where $r = C|v_1 - v_2|$, and $c$ and $C$ depend on $\mu_0$ only.

![Figure 11. The intersection of two cones inside a ball.](image)
Proof. The lines $L$ contained in $\Xi(v_1)$ are indexed by their directions $e \in A(v_1)$. At least half of these lines form an angle $\theta(\mu) > 0$ with the vector $v_2 - v_1$. In particular, all such lines are at distance at least $c|v_1 - v_2|$ from $v_2$, where $c$ depends on $\mu$ and $d$ only. According to Lemma A.4, for all such $L$, 

$$|\Xi(v_2) \cap L \cap B_r(v_2)| \geq c|v_1 - v_2|.$$ 

Integrating over all directions $e \in A(v_1)$ we conclude the lemma.

The following lemma is the main estimate in the context of integro-differential equations, which implies Proposition A.1 when combined with the cancellation Lemma.

**Lemma A.6.** Let $K : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ be a non-negative kernel like in Lemma A.3. Let $\mu = \inf \{ \mu(v) : v \in B_R \}$.

Then, there is a constant $c > 0$, depending only on $\mu$, $\lambda$, $d$ and $s$, so that for any function $g$ supported in $B_R$,

$$\iint_{\mathbb{R}^d \times \mathbb{R}^d} (g(v) - g(v'))^2 K(v, v') \, dv \, dv' \geq c\|g\|_H^2.$$ 

**Proof.** Symmetrizing the integral, we can replace $K(v, v')$ by $\frac{1}{2}(K(v, v') + K(v', v))$. Thus, we assume that $K$ is symmetric.

From Lemma A.5, we have that for all $v_1, v_2 \in B_{2R}$, there is a constant $C_0$ (sufficiently large depending on $R$ and the various constants involving $f$) so that

$$|\Xi(v_1) \cap \Xi(v_2) \cap B_{C_0|v_1 - v_2|}(v_2)| \geq c|v_1 - v_2|^d.$$ 

Note that $B_{C_0|v_1 - v_2|}(v_2) \subset B_{C_0 + 1}|v_1 - v_2| (v_1)$. Moreover, we can choose $C_0$ small enough so that

$$|\Xi(v_1) \cap \Xi(v_2) \cap B_{C_0|v_1 - v_2|}(v_2) \setminus B_{C_0|v_1 - v_2|}(v_1) \setminus B_{C_0|v_1 - v_2|}(v_2)| \geq c|v_1 - v_2|^d.$$ 

For the same choice of constants $C_0$ and $C_0$, let

$$N_r(v) := \int_{B_{C_0 r}(v) \setminus B_{C_0 r}(v)} |g(v) - g(w)|^2 K(v, w) \, dw.$$

Therefore, for any $v_1, v_2 \in B_{2R}$, using that $|g(v_1) - g(z)|^2 + |g(v_2) - g(z)|^2 \geq |g(v_1) - g(v_2)|^2 / 2$, if we let $r = |v_1 - v_2|$,

$$N_r(v_1) + N_r(v_2) \geq c \left( \int_{\Xi(v_1) \cap B_{C_0 r}(v_1) \setminus B_{C_0 r}(v_1)} |g(v_1) - g(z)|^2 |v_1 - z|^{-d-2s} \, dz 
\quad + \int_{\Xi(v_2) \cap B_{C_0 r}(v_2) \setminus B_{C_0 r}(v_2)} |g(v_1) - g(z)|^2 |v_2 - z|^{-d-2s} \, dz \right),$$

$$\geq c \left( \int_{\Xi(v_1) \cap \Xi(v_2) \cap B_{C_0 r}(v_1) \setminus B_{C_0 r}(v_1) \setminus B_{C_0 r}(v_2)} |g(v_1) - g(v_2)|^2 r^{-d-2s} \, dz \right),$$

$$\geq c|g(v_1) - g(v_2)|^2 |v_1 - v_2|^{-2s}.$$ 

Therefore

$$|g|^2 \leq C \iint_{B_2 \times B_2} |g(v_1) - g(v_2)|^2 |v_1 - v_2|^{-d-2s} \, dv_1 \, dv_2,$$

$$\leq C \iint_{B_2 \times B_2} (N_r(v_1) + N_r(v_2)) |v_1 - v_2|^{-d} \, dv_1 \, dv_2 \quad \text{here } r = |v_1 - v_2|,$$

$$= 2C \iint_{B_2 \times B_2} N_r(v_1) |v_1 - v_2|^{-d} \, dv_1 \, dv_2,$$

$$\leq C \int_{B_2} \int_{r=0}^\infty \int_{S^{d-1}} N_r(v_1) r^{-d} \, dr \, dv_1, \quad \text{using polar coordinates for } v_2,$$

$$= C \int_{B_2} \int_{\mathbb{R}^d} |g(v_1) - g(z)|^2 K(v_1, z) \left( \int_{C_0^{-1}|v_1 - z|} r^{-1} \, dr \right) \, dz \, dv_1,$$

$$= C \int_{B_2} \int_{\mathbb{R}^d} |g(v_1) - g(z)|^2 K(v_1, z) \, dz \, dv_1.$$
This finishes the proof. □

Once we have Lemma A.6, we can derive Proposition A.1 as a corollary.

Proof of Proposition A.1. It follows from a simple computation using Lemma A.6 and Lemma 3.6.

\[- \int L_v g(v) g(v) \, dv = \int_{\mathbb{R}^d \times \mathbb{R}^d} (g(v) - g(v')) g(v) K_f(v, v') \, dv' \, dv, \]

\[= \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} (g(v) - g(v'))^2 K_f(v, v') \, dv' \, dv \]

\[+ \frac{1}{2} \int_{\mathbb{R}^d} g(v)^2 \left( \int_{\mathbb{R}^d} (K(v', v) - K(v, v')) \, dv' \right) \, dv, \]

\[\geq \lambda \|g\|_{H^s}^2 - \Lambda \|g\|_{L^2}^2. \]

The first term was bounded using Lemma A.6 and the second term using Lemma 3.6. □

Remark A.7. We sketch the precise asymptotics of the coercivity estimate for large velocities. This computation plays no role in this paper, but it is interesting to see how the metric introduced in [37] arises naturally from the geometry described above. We only analyze the symmetric part of the bilinear form as in Lemma A.6. Analyzing the full bilinear form requires another similar computation for the cancellation estimate.

For large values of \(v\), the cone \(A(v)\) is approximately of width \(1/|v|\) and perpendicular to \(v\). The lower bound in Lemma A.6 depends only on a lower bound for \(\mu(v)\) in \(B_R\) and the lower bound for \(K(v, v')\) for \(v' \in \Xi(v)\). It is easy to see how the estimate behaves for large velocities from a scaling argument. Indeed, let \(v_0 \in \mathbb{R}^d\). For every \(v \in B_1(v_0)\), the cone \(\Xi(v)\) has measure \(\mu(v) \approx (1 + |v_0|)^{-1}\) and it is approximately perpendicular to \(v_0\) in the sense described above. Let \(T\) be the linear change of variables

\[Tv = (1 + |v_0|)^{-1} P v + P^\perp v, \quad \text{where} \quad P v = \frac{\langle v, v_0 \rangle}{|v_0|^2} v_0, \quad P^\perp v = v - P v.\]

Let \(\tilde{g}(v) = g(Tv)\). So that

\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} (g(v) - g(v'))^2 K(v, v') \, dv' \, dv = \int_{\mathbb{R}^d \times \mathbb{R}^d} (\tilde{g}(v) - \tilde{g}(v'))^2 \tilde{K}(v, v') \, dv' \, dv,
\]

where

\[\tilde{K}(v, v') = |\det(DT)|^2 K(Tv, Tv') = (1 + |v_0|)^{-2} K(Tv, Tv').\]

The point of this change of variables is to make the non-degeneracy cone \(\tilde{K}\) bounded below in measure for all \(v \in B_1(T^{-1}(v_0))\), uniformly in \(v_0\), i.e. \(\tilde{\mu}(v) \gtrsim 1\) for all \(v \in B_1(T^{-1}(v_0))\). Moreover, for \(v'\) in this nondegeneracy cone \(\tilde{\Xi}(v)\), we have

\[\tilde{K}(v, v') = (1 + |v_0|)^{-2} K(Tv, Tv'), \]

\[\geq \lambda (1 + |v_0|)^{-1+\gamma+2s}|Tv - Tv'|^{-d-2s}. \]

Therefore, from the computation in the proof of Lemma A.6, for some universal constant \(r > 0\), and \(D_r = T(B_r(T^{-1}(v_0)))\), we get

\[
\int_{D_1 \times D_1} (g(v) - g(v'))^2 K(v, v') \, dv' \, dv = \int_{B_1(T^{-1}(v_0)) \times B_1(T^{-1}(v_0))} (\tilde{g}(v) - \tilde{g}(v'))^2 \tilde{K}(v, v') \, dv' \, dv,
\]

\[\geq c(1 + |v_0|)^{-2} \int_{B_r(T^{-1}(v_0)) \times B_r(T^{-1}(v_0))} \frac{|\tilde{g}(v) - \tilde{g}(v')|^2}{|v - v'|^{d+2s}} \, dv' \, dv', \]

\[= c(1 + |v_0|)^{-1+\gamma+2s} \int_{B_r(T^{-1}(v_0)) \times B_r(T^{-1}(v_0))} \frac{|\tilde{g}(v) - \tilde{g}(v')|^2}{|v - v'|^{d+2s}} \, dv' \, dv', \]

\[= c(1 + |v_0|)^{1+\gamma+2s} \int_{D_1 \times D_1} \frac{|g(v) - g(v')|^2}{|Tv -Tv'|^{d+2s}} \, dv' \, dv'. \]
Note that $|T^{-1}v - T^{-1}v'|$ is equivalent to the metric $d(v, v')$ introduced in [37]. The set $D_r$ is exactly the ball of radius $r$ centered at $v_0$. Therefore, covering $\mathbb{R}^d$ with these balls $D_r(v_0)$ and adding up, we get

$$
\iiint_{d(v, v') < r} (g(v) - g(v'))^2 K(v, v') \, dv \, dv' \geq c(1 + |v_0|)^{1+\gamma+2s} \iiint_{d(v, v') < r} \frac{|g(v) - g(v')|^2}{d(v, v')^{d+2s}} \, dv \, dv'.
$$

The right hand side is the same as the norm $\|g\|_{N^{2, \gamma}}$ introduced in [37] minus a lower order correction corresponding to the tails of the integral.

**Remark A.8.** It is interesting to notice that the estimate of Lemma A.6 depends only on the structure of the kernel described in Lemma A.3. It would be interesting to see whether the result of Lemma A.6 holds for general kernels $K$ (not necessarily arising from the Boltzmann equation) under less restrictive conditions on the cones $A(v)$. There is an interesting conjecture mentioned in [33] which is related to our condition (1.4).

### A.2. Technical lemmas

#### A.2.1. Change of variables

We recall here a change of variables from [59].

**Lemma A.9 (Change of variables [59, Lemma A.1]).** For any non-negative function of $(v, v_*, v', v'_*)$,

(A.3) \[
\int_{\mathbb{R}^d} \int_{\mathbb{S}^{d-1}} F(w) \, dw \, d\sigma = 2^{d-1} \int_{\mathbb{R}^d} \int_{\mathbb{S}^{d-1}} \frac{1}{|v'| - v} \int_{w \perp v'} F \frac{1}{r^{d-2}} \, dw \, dv',
\]

(A.4) \[
\int_{\mathbb{R}^d} \int_{\mathbb{S}^{d-1}} F(w) \, dw \, d\sigma = 2^{d-1} \int_{\mathbb{R}^d} \int_{\mathbb{S}^{d-1}} \frac{1}{|v'_* - v|} \int_{w \perp v'_*} F \frac{1}{r^{d-2}} \, dw \, dv'.
\]

Other changes of variables were used in proofs.

**Lemma A.10 (Change of variables – II).** Let $F : \mathbb{R}^d \to \mathbb{R}$ be any integrable function. Then, the following identities hold.

(A.5) \[
\int_{\partial B_r} \int_{\{w : w \perp z\}} F(w) \, dw \, d\sigma = \omega_{d-2} r^{d-1} \int_{\mathbb{R}^d} \frac{F(z)}{|z|} \, dz,
\]

(A.6) \[
\int_{\partial B_r} \int_{\{w : w \perp z\}} F(z + w) \, dw \, d\sigma = \omega_{d-2} r^{d-1} \int_{\mathbb{R}^d \setminus B_r} \frac{F(z)(|z|^2 - r^2)^{d-3}}{|z|^{d-2}} \, dz,
\]

(A.7) \[
\int_{\partial B_r} \int_{\{w : w \perp z\}} \sigma F(z + w) \, dw \, d\sigma = \omega_{d-2} r^{d+1} \int_{\mathbb{R}^d \setminus B_r} \frac{z F(z)(|z|^2 - r^2)^{d-3}}{|z|^d} \, dz.
\]

Here the constant $\omega_{d-2}$ stands for the surface area of $\mathbb{S}^{d-2}$. Note that the integrals on the left hand side are on spheres and hyperplanes, thus $dw \, d\sigma$ stands for differential of surface.

#### A.2.2. Positive part of subsolutions

**Lemma A.11 (Positive part of subsolutions).** Let $f$ be a subsolution of (1.2) in a cylinder $Q$. Then $f_+ = \max(f, 0)$ is still a subsolution of (1.2) (where $h$ is replaced with $h1_{f > 0}$) in $Q$.

**Proof.** Since we assume that $f_t + v \cdot \nabla_x f \in L^2$, then

(A.8) \[
\partial_t f_+ + v \cdot \nabla_x f_+ = \begin{cases} f_t + v \cdot \nabla_x f & \text{where } f > 0, \\ 0 & \text{elsewhere}. \end{cases}
\]

The equality holds in the sense of distributions.

In order to conclude that $f_+$ is a subsolution of (1.2), we need to prove the following inequality in the sense of distributions.

(A.9) \[
L\v f_+ \geq \begin{cases} L\v f & \text{where } f > 0, \\ 0 & \text{elsewhere}. \end{cases}
\]

Let $\gamma(r) = r^s$ and let $\{\gamma_\delta\}_{\delta}$ be a smooth approximation of $\gamma$ such that $|\gamma_\delta'| \leq 1$ and $\gamma_\delta$ is convex. Let $\rho_\v$ be an even mollifier and $f_\v = \rho_\v * f$. Here the mollification is done with respect to the variable $v$ only.

Since $f \in L^2([0, T], \mathbb{R}^d, H^s(\mathbb{R}^d))$, it is not hard to see that

$$
\lim_{\delta \to 0} \lim_{\v \to 0} \gamma_\delta(f_\v) \to f_+ \quad \text{weakly in } L^2([0, T], \mathbb{R}^d, H^s(\mathbb{R}^d)).
$$
Therefore, because of Theorem 4.1, for any smooth test function \( \varphi \), we have
\[
\lim_{\delta \to 0} \lim_{\varepsilon \to 0} \int L_v[\gamma_\delta(f_\varepsilon)] \varphi \, dv \, dx \, dt = \lim_{\delta \to 0} \lim_{\varepsilon \to 0} \int E(\gamma_\delta(f_\varepsilon), \varphi) \, dx \, dt
\]
\[
= \int E(f_\varepsilon, \varphi) \, dx \, dt,
\]
\[
= \int L_v[f_\varepsilon] \varphi \, dv \, dx \, dt.
\]
This proves that \( L_v[\gamma_\delta(f_\varepsilon)] \) converges to \( L_v[f_\varepsilon] \) in the sense of distributions.
Thus, in order to obtain (A.9) and finish the proof, we need to prove that for all \( \delta > 0 \) and \( \varepsilon > 0 \),
\[
(A.10) \quad L_v[\gamma_\delta(f_\varepsilon)] \geq \gamma_\delta(f_\varepsilon) L_v[f_\varepsilon].
\]
In fact, we can check by a direct computation that the inequality holds pointwise. Indeed,
\[
L_v[\gamma_\delta(f_\varepsilon)](v) = \int (\gamma_\delta(f_\varepsilon(v')) - \gamma_\delta(f_\varepsilon(v))) K(v, v') \, dv',
\]
\[
\geq \int \gamma_\delta'(f_\varepsilon(v))(f_\varepsilon(v') - f_\varepsilon(v)) K(v, v') \, dv' \quad \text{using the convexity of } \gamma_\delta,
\]
\[
= \gamma_\delta'(f_\varepsilon(v)) L_v f_\varepsilon(v).
\]
Taking the limit as \( \delta \to 0 \) and \( \varepsilon \to 0 \) in (A.10) we obtain (A.9). Combining it with (A.8) we finish the proof.

\[\Box\]

Lemma A.12 (Maximum principle). If \( f \) is a weak subsolution of (1.2), with \( h = 0 \), in \( Q = (a, b) \times \Omega_x \times \Omega_v \), then
\[
\text{esssup}_{Q} f \leq \text{esssup}_{Q} \{ f(t, x, v) : t \in [(a, b) \times \Omega_x \times \mathbb{R}^d) \setminus (a, b) \times \Omega_x \times \Omega_v \}.
\]

Proof. Let \( m = \text{esssup}_{Q} \{ f(t, x, v) : t \in [(a, b) \times \Omega_x \times \mathbb{R}^d) \setminus (a, b) \times \Omega_x \times \Omega_v \} \). The proof follows using \( (f - m)_+ \) as a test function in (5.5).

\[\Box\]
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