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Abstract—This paper describes an investigation into value-based software engineering and proposes a comprehensive value taxonomy with interpretation of design feature implications. The value taxonomy is used to assess the design of Covid-19 symptom tracker applications, contrasting the UK’s NHS phase 1 and 2 designs which adopted centralized, then decentralized, architectures. The value/feature analysis is also applied to the King’s/Zoe Covid app which does not detect proximity, instead relying on user self-reporting. Value analysis illuminated design choices but was insufficient to account for download acceptance of the apps. We argue that motivational cost-benefit analysis needs to complement a values-based approach.

Index terms—values, motivation, design features, technology acceptance

INTRODUCTION

Values and ethical concerns have been investigated in software engineering (SE), with particular emphasis on sustainability and privacy [1-2]. While value manifestos [3-4] have drawn attention to values and related phenomena, guidance to inform software engineers about potential design implications of values has been less forthcoming. Values may emerge from ethnographic analysis [5-6], although interpreting their design implications relies on the intuition and experience of the analyst. Value-Sensitive Design (VSD) [7] proposes a scenario-based probing of values in the requirements phase to sensitize designs to stakeholder values; while Value-Based Requirements Engineering (VBRE) [8-9] also follows a scenario-based analysis with a taxonomy of values and motivations as an elicitation guide, supplemented with some hints about potential design implications.

In spite of these initiatives, the state of the art has not progressed beyond case study exemplars investigating value implications in a single domain/application context [2, 10]. Our goal is to develop more informative guidance for applying value-based analysis in SE, by connecting values to their implications in design features. Technology Acceptance Modeling [11-12] has demonstrated the importance of values in determining actual use of IT products, with other variables such as user motivation. This raises questions concerning the sufficiency of values for explaining system acceptance. These aims are summarized in two research questions:

1. What are the software design implications of values?
2. To what extent do values contribute to system acceptance?

In following sections of this paper, we first review research on values and related concepts; this is followed by proposing a guiding framework for considering the implications of values in design and system acceptance. We then apply our framework and process to a case study of value-based feature assessment and design trade-offs focused on current track-and-trace applications that inform users of exposure risks to Covid-19 infection.

RELATED RESEARCH

A taxonomy of social and political issues with guidelines for recognizing affective reactions among stakeholders [13] was applied to analyzing requirements for ERP applications. In an application of Activity Theory to SE, [14] elaborated UML schema for social issues and proposed patterns for recognizing stakeholder conflicts; however, they did not give specific advice about eliciting or analyzing users’ values and emotions. User values have been analyzed as cultural attributes such as power distance and individualism [15]; however, apart from isolated examples (e.g. [16]), few reports of the application of value-based cultural implications have emerged.

In human-computer interaction (HCI), the value-sensitive design method [7] provides a process for eliciting user values with scenarios and storyboarding techniques. However, VSD does not focus directly on specification; instead, it aims to elicit users’ attitudes and feelings about products and prototypes. Values and affective responses have been investigated by [17] in worth maps, which attempt to document stakeholders’ views about products or prototypes expressed in stakeholders’ language as feelings, values and attitudes.

[3] described a research road map for building an ontology of values, operationalizing implications of values in software and resolving value clashes between developers and stakeholders. [4] demonstrate the use of values in agile development and participatory design using the Schwartz [18] taxonomy (see below). This taxonomy was applied in a case study deconstructing the European data privacy regulations (GDPR) [2] showing the direct and indirect links between rights, principles, and values such as privacy, trust, transparency, accuracy and lawfulness. The Schwartz values in combination with Holbrook’s [19] consumer values were applied to requirements modeling using iX strategic dependency models to elaborate the implications of values as soft goals for requirements in distance education applications [20]. This study
illustrated how values such as ‘fun’ and ‘ethics’ could inform requirements for video media interaction and cheating detection; however, the proposed method relied on analyst expertise in interpreting value-related implications. While the Schwartz taxonomy has been the most frequent choice for application in SE, more comprehensive value taxonomies have been reported [21].

In conclusion, the importance of values and social issues has been recognized in SE; however, although the connection between values and high-level system architecture was proposed by [22] in the form of connections between values such as ‘freedom’ and ‘autonomy’ and system-initiated control functions, advice on how to elicit and deal with the design implications is scarce, and few validated methods have been reported.

**APPLYING VALUE TAXONOMIES IN SE**

Values are language-bound psychological constructs which do not lend themselves to precise definition. Values appear to be tacit knowledge: we recognize them when we encounter them but trying to articulate them beforehand is difficult. In psychology values are related to other constructs such as intent (goals), attitudes, and beliefs. As noted by researchers in ethnography, such knowledge is contextualized and can only be understood by reference to a situation [5, 6]. The key to understanding values is through language with reference to existing knowledge held by the individual; for example, sustainability may be understood in terms of related concepts: green issues, environmentalism, climate change, ecological concerns. Probably the most influential value theory was created by Schwartz [18] who defined values as “guiding principles in the life of a person or group”. His taxonomy of ten basic values is organized into four higher-order motivational categories: openness to change, self-enhancement, conservation and self-transcendence. Motivation theory, which preceded Schwartz’s taxonomy, proposed six need-based categories which intersect with Schwartz’s values: physiological needs, safety needs, social belonging, self-esteem, self-actualization, and transcendence. Some values, e.g. broad mindedness, may also be related to personality traits which are measurable characteristics of people such as in the OCEAN taxonomy (openness, conscientiousness, extroversion, agreeableness and neuroticism). We adopt the meta-taxonomy of [23], which is the most recent review of value concepts, and augmenting it with morality and ethics [8, 23] which were not explicit in the taxonomy but may be cross-referenced to honesty and justice. Aesthetics [9] is added as the human attitude to beauty, while emergent values, e.g. sustainability/greenness, are acknowledged as a placeholder category among social values where new values are more likely to emerge.

To progress connecting values to design, first we investigate the implications of values for software requirements, including the interaction between humans and software, i.e. an emergent property of socio-technical systems. The implications were generated by a consensus discussion among the authors, whose suggestions were then merged into an agreed list. Implications were also drawn from the VBRE method [8, 9]. The values are ordered in four sub-divisions: personal values closely related to motivation; values closely related to personality traits; personal characteristics which are measurable properties of individuals; and societally oriented values. These categories illustrate the connection between values and other psychological phenomena and are not part of the meta-taxonomy [23]. Table 1 summarizes the possible implications for software design and HCI requirements as functional allocation (partitioning responsibilities between manual operation or automation [24]) and emergent socio-technical systems requirements for information, decision support, etc.

**A. Personal-motivational values**

Wealth may influence design since software systems have a monetary value for stakeholders-owners. Wealth may impact on project management, in planning development projects where the monetary value of a new system, or potential ‘worth’ is estimated, with cost-benefit analysis of tangible (monetized) and intangible benefits. Accomplishment/achievement is important in most interactive systems where fulfilling goals is a joint human-computer venture. The more the system design actively supports human goals (see also helpfulness), the greater is its contribution to achievement. Self-respect reflects self-confidence and positive evaluation of oneself as self-esteem. Some implications are providing means for explicit endorsement by accumulation of followers, likes, etc. in social media or virtual reality systems that include self-representation via avatars. Other implications may be indirect, for instance, when exposing oneself online leads to trolling, or where automation de-skills a human activity leading to loss of employment and consequent poor self-esteem. Security-safety values have a clear design implication for privacy/security and applications involving sensitive data, as well as in the many computerized control systems with safety and reliability engineering requirements for hazard detection and error prevention.

**B. Personality-related values**

Helpfulness has implications in design of interactive features which support human activity, e.g. help systems, guides, question-answering and explanation facilities which aim to help people operate machines and achieve their goals. Broad-mindedness includes tolerance and adaptability with design implications for configurable, customizable designs that respond to the differing needs of individual users, groups, and cultures.

**C. Personal characteristics values**

Honesty implies requirements for explaining the provenance and transparency of designs, with explanation of system actions. Honesty has an indirect impact via trust in software systems, which is manifest as non-functional requirements (NFRs) for predictability, transparency and visibility of system actions. Creativity is manifest in end-user development, software reuse,
component-based SE, open-source software, and product lines, where these environments support human creative design [25]. Intelligence clearly applies to people, and to machines in the trivial sense of whether they are considered intelligent (i.e. AI) and logical (all computers). Responsibility is related to trust and competence which may be modeled as dependency relationships in i* [26-27] or in the goals-skills-preferences framework [28]. Aesthetics influences user interface design directly through user experience [29], but may also be assessed for the physical presence, appearance, and actions of human representations in software systems, e.g. avatars, VR (Virtual Reality), robots.

D. Social values

Social order is a heterogeneous category which includes organizational stability, respect for the law, and peace. Some implications apply to social media which may have a demonstrable negative effect on social order, while the growth of AI may become a threat to social order. Freedom has implications for design through autonomy, surveillance and control. For example, awareness requirements [30-32] concern design decisions about the degree of surveillance, data capture and system functions where the system may control human behavior and decision making. Equality belongs with honesty as aspects of morality and ethics. The concept of fairness has an indirect effect on design of AI systems which have the power to classify and arbitrate between individuals or groups of people [33]. Justice is related to fairness, which is a growing concern with the impact of AI systems where recommendations and classifications are criticized for being unfair and biased [10, 33], consequently influencing human trust in technology.

| Value | Notes on impact | Design Implications |
|-------|-----------------|---------------------|
| **Personal motivation values** | | |
| Wealth | Indirect effect cost-benefit analysis, project management | Gaming incentives |
| Accomplishment/achievement | Indirect effect on interactive system design via software contribution to joint goals | Functional allocation, socio-technical systems |
| Self-respect/esteem | Implications for self-representation on social media and VEs. Indirect effect on human work | Functional allocation, socio-technical systems |
| Security/safety | Personal data, privacy, control systems, safety engineering, hazard-threat-mitigation analysis | Safety & privacy requirements |
| **Personality-related values** | | |
| Broad-mindedness | Implications for adaptability, adaptive systems, customizable and configurable designs | Configuration facilities, software versions |
| Helpfulness | Altruistic, motivation to benefit others. Affects design of any interactive | User support requirements, |

### Table 1. Value implications for software engineering

**Case Study: Value Analysis of Covid-19 Risk Advisor Applications**

Covid-19 contact alerting-tracing systems have involved a choice between decentralized architectures developed by Apple and Google, and centralized architectures [34-35]. The UK National Health Service (NHS) first adopted a centralized architecture in May 2020 which was subsequently abandoned. In September 2020, a decentralized architecture based on Google/Apple technology was adopted and this version has been released for general use. Both case studies are retrospective in nature, using values to evaluate design feature implications as well as investigating possible reasons for technology acceptance considering the possible value impacts user downloading and use of the Covid-19 track-and-trace systems.

**A. NHS Mobile Phone Proximity-Monitoring Apps**

Both centralized and decentralized architectures use features of mobile phone operating systems to detect proximity of other users [34-36]. If the user has tested positive for Covid-19 and reported their test to the system, the history of recent contacts is interrogated, and warning messages are sent to the
owners of those phones urging them to self-isolate. In a centralized system, the personal details of the user and all the recent proximal contacts are sent to a central database. In a decentralized system, personal and contact data are not exchanged; only a warning is sent to recent proximal contacts [37]. Currently, both centralized and decentralized apps offer little advice to the user to help with Covid-19 symptom self-management.

The NHS vn2 App is illustrated in Figures 1(a) for the general interface and 1(b) showing risks of Covid-19 infection in the user’s local area.

Fig. 1(a). Illustration of the main user interface of NHS vn2 (decentralized)

The user interface of the vn2 App was similar. Other features are limited information about symptoms, symptom reporting, and checking risk by venue, although this is dependent on display of a QR code in the restaurant, pub or shop being visited. The App has limited integration with NHS services; only on-line booking of a test is provided, and there is no integration with supporting information on the NHS website. The mapping of design features to values is illustrated in Table 2.

Negative assessment of values is assigned either because a design feature is absent, e.g. system management advice is absent but could be helpful, or because the design feature may adversely effect users’ concerns for that value, e.g. central database may lead to data loss, security and privacy fears. A neutral assignment denotes that the design feature is present, but it makes little or no contribution to the value, e.g. system explanation is present, but it is either limited or so obscure that it can not be considered to be of much use. The negative effectiveness rating is a consequence of poor download rates (to date) of both versions, which limits their effectiveness in Covid-19 infection tracing. As may be expected, security/privacy values have the most salient impact, followed by helpfulness for the individual and society, also expressed as the altruism motivation. Secure data encryption has been emphasized in both versions as a positive contribution to counter privacy fears. The centralized design has more negative security/privacy implications than the decentralized design; however, this may be balanced by benefits of more targeted risk analysis and better integration with scientific advice supported by centralized data. Privacy fears in the centralized version may spill over into a negative assessment of freedom/autonomy from ‘big brother’ state control.

Fig. 1(b). Risk alert map

| Design Feature                  | Centralized | Decentralized |
|--------------------------------|-------------|---------------|
| Download / usage choice        | Freedom/autonomy | Freedom/autonomy |
| Personal identity known        | Security/privacy | Security/privacy |
| Phone / device identity known  | Security/privacy | Security/privacy |
| Central registry / database    | Security/privacy | Security/privacy |

Table 2. Value implications of the NHS vn1 (centralized) and vn2 (decentralized) design features. Negative impacts are coded in *underline* italics, neutral impacts in regular font and positive in **bold**.
Since the Covid-19 pandemic is a society-level threat, society values should be important. Although social order, justice, and freedom may be threatened by the pandemic, these values have indirect connections to design. More direct design implications are associated with the freedom/autonomy, honesty, helpfulness group of values which are associated with trust, where the NHS brand, which has an excellent reputation in the UK, should motivate downloading and use. Monitoring contacts with others poses a potential threat to privacy and security of personal data, which may be misused by authorities. Honesty is associated with explanation of system aims as well as storing depersonalized data which may mitigate security fears. Both versions included some limited explanation of how the system worked. The centralized version has five negative value scores, invoked by security concerns, possibly compensated by altruism encouraged by better data provision for scientific research. The decentralized vn2 is rated as neutral for the same security/privacy features, as users’ perception of a positive contribution to personal data privacy is likely to need further evidence of data security in use. Overall, the feature analysis favors the decentralized design, although the contribution to helpfulness by both versions is limited since explanation was limited and there is little information to help with symptom management beyond the advice to self-isolate and get a test.

Acceptance of monitoring apps may depend on individuals’ assessment of the trade-off between their cooperative altruistic motivation and the fear of loss of control of personal data linked to the security fears. Decentralized systems may mitigate security fears; however, individuals with altruistic motivation might be persuaded to use centralized systems if security safeguards are implemented and clearly explained.

Experience with the first UK NHS App (vn1) [38] indicated that the percentage download/uptake was poor: ~ 20% against a target of 60%; furthermore, users’ attitudes were not positive. The reasons for poor usage and lack of success in detecting contacts appear to be a mix of technical problems with Bluetooth-related proximity detection and lack of user acceptance [36, 39]. Poor trust in the government-sponsored app, even though it had the NHS brand, and lack of publicity about the benefits (i.e. helpfulness), may have contributed to the failure. The UK then changed to the decentralized model for a second prototype, launched in September 2020. Initial reports noted improved downloads (~ 35%) but many usability problems [40]. The value analysis suggested that the decentralized vn2 app should be more acceptable; however, longer-term success is not immediately apparent from the values analysis. Values may need to be considered in the context of a cost-benefit argument for technology acceptance, e.g. does altruism outweigh security fears for most users?

B. King’s/Zoe symptom-reporting app

The King’s College/Zoe Covid-19 symptom tracker app [41] (see Figures 2(a) and (b)), does not have proximity sensing; instead, it asks the user a few health-related questions. If the answers indicate a Covid-19 infection, the app advises taking a confirmatory test and self-isolation. The app requests daily reporting of user symptoms (if any) and therefore the cost of use is mildly intrusive; however, it does provide a more comprehensive information service as well as local area infection maps for users to assess their own infection risk, features supporting helpfulness. Data is centralized; hence, users who subscribe to the app have to evaluate the trade-off between the fear of data loss and privacy and the benefit of contributing to research and tracking the virus as a warning for others (altruism and helpfulness).

| Contactee ID known | Security/privacy | Security/privacy | Security/privacy |
|-------------------|-----------------|-----------------|-----------------|
| Contactee risk analysis | Helpfulness | Helpfulness | Helpfulness |
| Secure data encryption | Security privacy | Helpfulness | Helpfulness |
| System explanation | Helpfulness | Helpfulness | Helpfulness |
| Treatment follow-on service | Helpfulness | Helpfulness | Helpfulness |
| Symptoms management advice | Helpfulness | Helpfulness | Helpfulness |
| Integration with scientific research | Altruism | Altruism | Helpfulness |

Acceptance of monitoring apps may depend on individuals’ assessment of the trade-off between their cooperative altruistic motivation and the fear of loss of control of personal data linked to the security fears. Decentralized systems may mitigate security fears; however, individuals with altruistic motivation might be persuaded to use centralized systems if security safeguards are implemented and clearly explained.

Experience with the first UK NHS App (vn1) [38] indicated that the percentage download/uptake was poor: ~ 20% against a target of 60%; furthermore, users’ attitudes were not positive. The reasons for poor usage and lack of success in detecting contacts appear to be a mix of technical problems with Bluetooth-related proximity detection and lack of user acceptance [36, 39]. Poor trust in the government-sponsored app, even though it had the NHS brand, and lack of publicity about the benefits (i.e. helpfulness), may have contributed to the failure. The UK then changed to the decentralized model for a second prototype, launched in September 2020. Initial reports noted improved downloads (~ 35%) but many usability problems [40]. The value analysis suggested that the decentralized vn2 app should be more acceptable; however, longer-term success is not immediately apparent from the values analysis. Values may need to be considered in the context of a cost-benefit argument for technology acceptance, e.g. does altruism outweigh security fears for most users?

B. King’s/Zoe symptom-reporting app

The King’s College/Zoe Covid-19 symptom tracker app [41] (see Figures 2(a) and (b)), does not have proximity sensing; instead, it asks the user a few health-related questions. If the answers indicate a Covid-19 infection, the app advises taking a confirmatory test and self-isolation. The app requests daily reporting of user symptoms (if any) and therefore the cost of use is mildly intrusive; however, it does provide a more comprehensive information service as well as local area infection maps for users to assess their own infection risk, features supporting helpfulness. Data is centralized; hence, users who subscribe to the app have to evaluate the trade-off between the fear of data loss and privacy and the benefit of contributing to research and tracking the virus as a warning for others (altruism and helpfulness).

![Fig. 2a. Illustration of the main user interface of King’s/Zoe app](image-url)
Reassurance about anonymized data is provided by comprehensive explanation to build trust and this may be reinforced by a university brand, thus the negative privacy fear may be counter-balanced by positive perceptions of honesty, responsibility, and integrity. The King’s/Zoe app also provides a wide variety of information about Covid-19 research, local infection risk data, advice on personal behavior to avoid infection, etc.

Over 4 million users have downloaded the app, representing ~10-15% of the overall potential user population. Although this is a significant success for a product with no advertising and awareness spread primarily by word of mouth, the cost/effort of use for most people may not outweigh the altruism/helpfulness benefits in spite of the wealth of useful information on the website [41]. The King’s/Zoe app may be hindered by the cost of continuing use. Daily logging of one’s personal health condition is an operational chore and a memory burden which is offset against the personal helpfulness benefit and the altruistic motivation to contribute to scientific research. As the information-related benefits can be acquired without using the symptom tracker, users can ‘free load’ on the efforts of others, which may tip the balance against prolonged use.

CONCLUSIONS AND LESSONS LEARNED

Although the conclusions of our value-feature analysis were consistent with the history of the NHS app versions, it is apparent that values alone do not provide sufficient insight into questions of user acceptance. All experience reports highlight security and data privacy concerns [42]; however, download success varies considerably between nations and all are below the necessary 60% acceptance for effective Covid-19 infection control [43]. Success in reducing the Covid-19 infection rate (R) has only been apparent in South Korea and China, which both have mandatory use and centralized models. In these cases, authority replaces choice and the influence of users’ values [44].

Several European nations have adopted the decentralized model, consistent with our values analysis; however, no successful implementation approaching 50% downloading has been reported to date.

To understand download success, investigation into user costs and motivations is essential; for example, the costs (effort) of downloading, installing, learning to use and then actually operating the application. Motivations are more likely to be more closely related to values, for instance security in terms of mitigating the perceived danger of catching Covid, as well as security in terms of privacy concerns over insecure data. Clearly, contextual interpretation of values will be important for understanding the relationship to functionality. Furthermore, consideration of potential emotional reactions (i.e. fear and anxiety for security/privacy data loss threats) is a necessary component of a cost-benefit analysis. Personal costs of use, both economic purchase/subscriptions and, more importantly, effort of use, needs to be balanced against personal (i.e. achievement, helpfulness) and societal (e.g. altruism) benefits. The cost-benefit analysis of the apps is summarized in Table 3.

Table 3. Cost-benefit analysis for the first NHS Apps versions (vn1, vn2) and King’s/Zoe Covid-19 apps.

| Cost Component | NHS V1 | NHS V2 | King’s/Zoe App |
| -------------- | ------ | ------ | -------------- |
| Download       | --     | --     | --             |
| Use            | --     | --     | --             |
| Data loss      | --     | --     | --             |
| Personal       | +      | +      | ++             |
| Society        | +      | +      | ++             |
| Net            | -2     | -1     | -1             |

For the NHS apps (vn1 and vn2), once the user has spent time downloading and registering themselves with the app, there are no operational costs until the app detects proximity to an infected person or the user becomes infected themselves. In the latter case there is a self-reporting cost. In both cases there is the social cost of self-isolation. The King’s/Zoe app does not have automatic proximity detecting so it imposes a daily operational self-reporting cost. Set against these costs are similar personal benefits of being alerted to the potential danger of infection, with the additional information/advice and societal benefits of
contributing to Covid-19 research in the King’s/Zoe app [41]. The net benefit estimate indicates there is little to choose between the apps, although centralized architectures tend to impose more privacy fears (data loss) which could be countered by positive perceptions of society and personal benefit (i.e. helpfulness value). Individual choice may depend on perception of the effectiveness of the apps for avoiding Covid-19 infection.

Benefits in many systems will tend to be intangible rather than economic and may be assessed in surveys in terms of contributions to users’ values. Costs, in contrast, tend to be physical in terms of learning and operating systems and these costs may be incurred in advance of benefits; hence the motivations underpinning benefits need to be communicated clearly to users to ensure they overcome the cost barriers before benefits arise.

Value-feature analysis can provide insight into potential users’ response to software design; however, evaluating users’ value-oriented judgements could consume considerable effort in completing questions and focus group interviews. However, users’ surveys will be necessary for accurate data, for example the value assignments we made in the case study will actually depend on users’ awareness of features, desire for absent features, and actual experience with the product. Proactive design advice linked to value analysis in the requirements phase may have more immediate utility.

**DISCUSSION**

Our contribution in this preliminary investigation has been to articulate the potential impact of values on design features (RQ1) and provide some evidence that values alone are insufficient for understanding product success (RQ2). The case study provides evidence for the forensic potential of values used as a critical lens through which features of an application, and possible reasons for success or failure of a product, may be questioned. This approach is similar to [2]’s critical deconstruction of GDPR legislation to illustrate possible impacts of legal rights and principles on values. However, value-feature analysis on its own did not show a strong differentiation between the Covid-19 apps; furthermore, it did not indicate the poor success rate of Covid-19 tracing apps in several countries. We believe the answer to the question posed in RQ2 is that user motivation and costs need to be assessed as well as values.

Previous research road maps for values in SE [3-4] have argued for the development of value-based analysis methods and measurement of values [45]. Although methods for value-based SE have been proposed [2], few reports of industrial application have emerged. One exception is Value-Based Requirements Engineering (VBRE) [8] which incorporated taxonomies of values, motivations and emotions in a method that was validated by case study use in industry. The only other value-based method with industrial validation is VSD which has an extensive record of application [7, 46]. Further case studies of applications of value in SE within industrial contexts are needed.

We argue that value analysis in SE has two potential contributions. First is when the overall system purpose has a strong value orientation; for instance, in web applications to promote sustainability; awareness of climate change and green values. Other examples may be found in healthcare applications intended to ameliorate mental illness and loneliness with empathy, helpfulness, and support; and more generally in persuasive technology [47] and recommender systems that pose trade-off challenges between benefits in terms of satisfying user goals with achievement values, set against intrusiveness with negative connotations for autonomy, and fairness. Fairness and justice values will be important, especially when decisions are powered by big data and machine learning, where the outcomes need to be seen to be fair, transparent, and just [33, 48]. Values should motivate exploring the ‘horizon of possibilities’ in such systems as principles and heuristics informing design. For example, when creativity and helpfulness values are identified, system goal and non-functional requirements of flexibility/ adaptability could focus analysis on requirements for configuration, personalization, and end-user development [25, 49].

The second contribution lies in requirements validation and modeling where values provide the principles and standards by which system action and performance are assessed. This needs to develop from meta-models that facilitate mapping values to soft goals in 1st strategic dependency models [20] to more active guidance about value-based requirements implications. The ‘envelope of acceptability’ could specify the range of actions that a system can enact in the world, with values and related NFRs dictating which actions should be permissible, extending the concept of system monitors and awareness requirements [30, 32, 50-51]. Robotics is one example of ethical and safety/security values in action, where system action must not endanger human operators [10, 33].

However, values are insufficient for analyzing the reasons for systems failure. For example, security and privacy concerns are obvious value implications in Covid-19 track-and-trace apps; however, these values alone do not provide insight into the variation in success between different app designs [37, 44]. While privacy/security is a frequently reported value-related concern, other issues such as compatibility with mobile phone OS, battery life, and accuracy of contact predictions have been barriers cited in surveys of Covid app success [35, 52]. Trade-off analysis [e.g. 53] between motivations, convenience and costs should be considered, as illustrated in a survey of app downloading in Australia [54]. Our future research will expand the ambit of values to include constructs and lessons learned from technology acceptance modeling [11, 12], as well as developing further guidance on design implications to improve user benefits by value-aware feature analysis.
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