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Abstract

Unknown class distributions in unlabelled astrophysical training data have previously been shown to detrimentally affect model performance due to dataset shift between training and validation sets. For radio galaxy classification, we demonstrate in this work that removing low angular extent sources from the unlabelled data before training produces qualitatively different training dynamics for a contrastive model. By applying the model on an unlabelled data-set with unknown class balance and sub-population distribution to generate a representation space of radio galaxies, we show that with an appropriate cut threshold we can find a representation with FRI/FRII class separation approaching that of a supervised baseline explicitly trained to separate radio galaxies into these two classes. Furthermore we show that an excessively conservative cut threshold blocks any increase in validation accuracy. We then use the learned representation for the downstream task of performing a similarity search on rare hybrid sources, finding that the contrastive model can reliably return semantically similar samples, with the added bonus of finding duplicates which remain after pre-processing.

1. Introduction

To date in radio galaxy classification, supervised CNNs have largely been used to classify sources into the Fanaroff-Riley I (FRI) and FRII categories (Figure 1), which has persisted as the canonical morphological distinction since it was established over 40 years ago (Fanaroff & Riley, 1974). However, such supervised classification requires many labelled samples. Acquiring labels is costly due to the labelling expertise required and may introduce selection biases training data are often chosen subject to observational factors such as brightness and distance constraints, Hardcastle & Croston 2020. Since our current understanding of the physics of radio galaxies is incomplete, there is also a question of whether the FR classification scheme is itself enforcing an implicit bias which may limit future scientific insight.

New radio sky surveys enabled by the construction of next-generation telescopes such as the Square Kilometre Array (SKA) will produce data on much larger scales than previous instruments, with significantly higher sensitivities expected to reveal a more morphologically diverse population of samples than are currently known. These data volumes will inevitably contain samples that challenge the current FR classification paradigm, and may be undetected or misclassified if our models remain tailored to the FR distinction. Furthermore, the volume of data, which is expected to be on the exabyte scale, will likely be intractable even for citizen science projects such as Radio Galaxy Zoo (Banfield et al., 2015) to label for supervised training.

Semi-supervised learning has been explored as a potential solution to address these issues, as it leverages unlabelled data samples and allows for more data-driven separation in classification outputs (Sohn et al., 2020; Berthelot et al., 2019; Tarvainen & Valpola, 2017; Sellars et al., 2021). Semi-supervised learning without pre-training (consistency regularization Tarvainen & Valpola, 2017; pseudo-labelling Pham et al., 2021, etc.) can make use of unlabelled data but is brittle to differences in the labelled and unlabelled data distributions, as has been shown both from a theoretical perspective (van Engelen & Hoos, 2020) and empirically with astronomical data (Slijepcevic & Scaife, 2021; Slijepcevic et al., 2022), making it less well-suited to training “in the wild” on real astronomical data.

Self-supervised representation learning has recently driven improvements in state-of-the-art performance on image classification tasks by leveraging large unlabelled data-sets for pre-training, with methods including SimCLR (Chen et al., 2020a), MoCo (He et al.), and BYOL (Grill et al., 2020); Jaiswal et al. (2020) provide a survey. Adapting pre-training for effective representation learning in the radio astronomy domain may allow us to use all of the available unlabelled...
Figure 1. A typical example of each class cherry-picked from the MiraBest data-set. (Miraghaei & Best, 2017).

This work: We focus on using contrastive learning without negative pairs (BYOL) to learn a semantically meaningful representation of radio galaxy images. We use the separation of the FRI/II classes as measured by the accuracy of a kNN classifier applied to the representation space to assess the quality of the representation, showing that our model separates the classes in a labelled validation data-set even when trained only on unlabelled data with an unknown distribution of labels and different selection cuts. We compare the quality of this representation to the feature space learned by a supervised classifier with the same backbone architecture (Resnet18; He et al. (2016)). We show that unresolved and low angular extent sources sources in the training data of the contrastive model negatively impact the learned representation, highlighting the importance of domain-specific data curation for self-supervised models, which in our case can be done automatically before training. We show that by feeding the encoder a single data-point we can extract similar data from the unlabelled data through a similarity search, highlighting the scientific usefulness of a semantically meaningful representation space beyond just classification.

2. Data

The Mirabest data-set contains 1256 radio galaxies, which have been selected for classification based on a variety of criteria (Miraghaei & Best, 2017). The data-set is publicly available (Porter, 2020) and has been widely used to train and evaluate machine learning models for radio galaxy classification. The images are classified into FRI/II classes and also contain Confident and Uncertain tags which are aligned with the confidence in the respective classification of the expert labellers. This is the dataset that we use for evaluating our model performance and to train the supervised baseline. The data-set also contains some hybrid radio galaxy samples which we use only as input for a similarity search.

The Radio Galaxy Zoo Data Release 1 (RGZ DR1; Wong et al. in prep) contains ~100,000 sources which have been obtained from the FIRST survey (Becker et al., 1995) for the RGZ citizen science project. Each image is paired with an arc-second extension (calculated algorithmically), which gives the projected angular size of the source in the sky. The RGZ DR1 data-set has an unknown FRI/II class balance and the abundance of sub-populations is also unknown. Since both the MiraBest and RGZ DR1 data-sets are drawn from the FIRST survey, we remove any shared samples from RGZ DR1.

3. Method

Self-supervised learning attempts to learn a representation, \( y_0 \), given data, \( x_i \), by giving the model a task without labels but forces the model to learn a representation space which is useful for not-yet-known downstream tasks. The backbone of the model is an encoder, with the rest of model being discarded at inference: the set up is analogous to transfer learning without any initial labels. In our contrastive learning framework, the model is trained by being shown pairs of augmented images and rewarding augmentations of the same image being placed close together in the representation space of the encoder. Some algorithms, such as SimCLR (Chen et al., 2020a), also teach the model to move augmentations of other images further away. However, recent work has shown that this is not required to achieve state-of-the-art accuracy, with Bootstrap Your Own Latent (BYOL) (Grill et al., 2020) exceeding SimCLR classification performance on ImageNet. BYOL has significantly less computation time than algorithms with negative pairs and a much lower memory footprint, which allows us to iterate faster given our limited computation budget. Furthermore, our images have a fuzzier semantic meaning, with less clear cut differences between classes and a more fine-grained nature than computer vision data-sets, which may cause negative pairs to confound the model. For these reasons, we use BYOL as the core of our model.

BYOL uses a momentum encoder to calculate positive pair losses, which helps to avoid representation collapse, although it has been shown that this is not strictly required (Chen & He, 2021). An exponential moving average of the online network parameters, \( \theta \), gives the parameters of the momentum encoder, \( \xi \), which are updated at each step such that

\[
\xi_i \leftarrow \tau \xi_{i-1} + (1 - \tau)\theta, \tag{1}
\]
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using Equation 1, where the hyperparameter \( \tau \) gives the decay rate.

Both the momentum and online encoder have a fully connected projection head which output \( z_\xi \) and \( z_\theta \), respectively, with the online network also having an additional fully connected prediction head, \( q_\theta \). These extra layers separate the loss from \( y_\theta \), helping to learn a more generalisable representation space by preventing the model from overfitting to the loss function. This has been empirically shown to improve performance in the contrastive learning setting (Chen et al., 2020a).

Two augmentations, \( t \) and \( t' \), are drawn from the same augmentation pool, \( T \), giving views \( v \) and \( v' \) of the original image, \( x \). \( v \) (\( v' \)) is passed through the online (momentum) encoder to give \( q_\theta \) (\( z_\theta \)). A simple mean squared error between the momentum projection and online prediction of each augmentation gives the loss

\[
\mathcal{L} = ||q_\theta(z_\theta) - z_\theta||^2_2, \quad (2)
\]

which is back-propagated to update only the online parameters, \( \theta \). The parameters of the momentum encoder, \( \xi \), are updated using the exponential moving average in Equation 1.

**Training setup:** During training of BYOL, we only provide samples from the RGZ DR1 data-set, without showing the model any samples from MiraBest, and evaluate on Confident samples from MiraBest. The supervised model is trained on MiraBest only, and evaluated on held out Confident test samples. We use the representation learned by BYOL once the training loss has converged, rather than using early stopping to take the peak of the validation accuracy (which would likely give a higher test accuracy). We do this because we wish to emulate the setting where we are training a foundation model on unlabelled data, in which case there will be no labels with which to perform validation. During contrastive learning we modify the augmentations used in Chen et al. (2020a) by reducing the size of the blurring kernel to 3 pixels and reducing the probability of blurring to 0.05, which empirically improves our results. We hypothesise that this is because of the sparseness of the radio galaxy images, where strong blurring results in distortion of semantically different fine-grained images and edges into similar looking blurs. We also reduce the range of sizes possible when cropping, to avoid cropping out important features of the image (e.g. jets). Both BYOL and the supervised baseline use the same ResNet-18 backbone with a fully connected layer at the end to downscale the feature space to a size of 100. BYOL uses multiple fully connected heads as explained above (details can be found in Grill et al. 2020), while the supervised model uses a simple fully connected classification head. **Hyperparameters:** cosine scheduler with SGD optimizer, learning rate: 0.6, momentum: 0.9, weight decay: 0.0005, batch size: 256.

**Evaluation:** we use a simple kNN classifier with 20 neighbours applied directly to the representation to evaluate the separation of the classes on a held out test set of Confident MiraBest samples.

**Similarity search:** we perform a similarity search in the representation space by calculating the cosine similarity

\[
S_{j,input} = \frac{y_{\theta}^{input} \cdot y_j}{||y_{\theta}^{input}|| \cdot ||y_j||} \quad (3)
\]

of the input sample representation \( y_{\theta}^{input} \) with the representation, \( y_j \), of each data-point in the unlabelled data. The top \( k \) images with the largest similarity scores are returned.

4. Results & discussion

4.1. Model performance

We find that without seeing any MiraBest samples, BYOL learns a meaningful representation that separates out the Confident MiraBest samples into FRI and FRII clusters. Figure 3 illustrates the representation quality compared with the supervised baseline, showing that the model is able to generalise from RGZ DR1 to MiraBest, which has been shown not to be the case for a semi-supervised model using consistency regularization (Slijepcevic et al., 2022). Although there is a gap between the supervised and self-supervised models (92.42% vs. 85.25%), it is surprisingly small given that the supervised model is explicitly trained to separate these classes on the same data-set being used in evaluation and with the benefit of labels, whereas the self-supervised model has been trained on a different data-set with no labels. Furthermore, the representation learned by the contrastive model is likely to generalise better to a variety of downstream tasks due to the task-agnostic nature of the training. For example, in Figure 4 we see that our learned representation is structured with respect to source extension, which the model has no knowledge of during training. Lastly, any labels available post-hoc for a specific downstream classification task can still be used to fine-tune the network, which has been shown to be more data-efficient than training a supervised model from scratch (Chen et al., 2020b).

Figure 3 shows that choosing a suitable cut threshold is important, with the model’s kNN classification performance suffering by over 10% in the most extreme examples when low angular extent sources are included. Figure 5 shows that there is a qualitative difference in the way the model trains when the cut threshold is too low: at low cut thresholds the model is unable to improve its validation score even as the training loss decreases.
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Figure 2. Diagram showing the flow of tensors in the BYOL algorithm. Dashed lines indicate that gradients are not back-propagated.

Figure 3. kNN accuracy as a function of cut threshold. Shaded area shows the standard error over 5 seeded runs.

Figure 4. UMAP projection of the encoded representation RGZ DR1 data-set, with colorbar showing arcsecond extension.

Figure 5. BYOL validation accuracy curves at different cut thresholds. Shaded area shows the standard error over 5 seeded runs, smoothed with an EMA constant of 0.7.

Figure 6. A similarity search performed on A (a rare hybrid galaxy from the MiraBest data-set) in the RGZ DR1 data-set. **Similar features:** (i) One extended diffuse jet. (ii) One bright spot from jet. (iii) Features extend to a similar angular scale. H and I are duplicates which evaded duplicate removal during pre-processing.
4.2. Similarity search

In Figure 6 we feed our model with a hybrid image with both FRI and FRII properties from MiraBest, which would be considered out-of-distribution in the supervised case, and extract 3 nearest neighbours in the representation space. We see that we are able to extract semantically similar data-points from the RGZ DR1 data-set. We also find a duplicate data-point in the RGZ DR1 catalogue, see Figure 6, even though the data have been (naively) pre-processed to remove duplicates. This shows that similarity search could also be used to correct errors where the same object has been included twice due to cataloging differences, e.g. slightly offset cutouts, which are difficult to catch in pre-processing.

5. Conclusion

We find that we are able to learn a semantically meaningful representation of radio galaxies with self-supervised learning. We approach performance of the supervised case without any labels. This verifies that the representation learned is robust to data-set shift, indicating that we can use the vast quantities of available astronomical unlabelled data for representation learning without the requirement of costly human classification and curation. We also find that some domain specific pre-processing is necessary for the radio galaxy case. While in our case this is easily applied, future work could investigate ways of automating this in a domain-agnostic way, which may also prove beneficial for training contrastive models in domains outside of astronomy.

We believe this work is a step towards developing large scale astronomical foundation models which can be shared and used by scientists for a variety of downstream tasks. Given the self-supervised nature of the learning task, the FRI/II separation and source extension structure in the representation space is indicative of a more general semantic structure of the vector space, and we expect that it may perform well on other physically meaningful tasks on similar data.

We show an example downstream task where we find images with similarly unusual physical properties to an out-of-distribution image by feeding it to the model and performing a similarity search in the representation space. This method could be used to find further examples of specific types of astronomical objects in a large unlabelled data-set and also to remove difficult-to-detect duplicates.
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