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ABSTRACT

This study investigates the determinants of growth and competitiveness of Zambia’s flower exports to three main export destinations—the Netherlands, the UK and Germany—using annual time series data from 1990 to 2010. Acknowledging that time series data are often nonstationary, leading to misleading economic analyses, the study employs cointegration and error correction models to establish factors of conditions growth and competitiveness of Zambia’s flower exports. The results show that supply and competitiveness of flower exports are positively influenced by domestic flower production, real GDP and population of importing countries, relative depreciation of domestic currency and world export prices. In contrast, exports from competing countries and real interest rates were found to negatively influence flower exports. This seems to suggest that monetary policies and exchange rate regimes that promote trade are required for enhancing and fostering an environment favorable for flower production and exporting. In addition, the replacement of Zambia’s flower exports by those from other countries dictates that there must be a quality improvement so the country’s exports can compete favorably with those from other countries.
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1. Introduction

Like many African countries’ economies, Zambia’s economy has continued to be predominantly agriculture based. According to the country’s Central Statistical Office [1], of the 56 percent who live in the rural areas [2], 97.4 percent are directly engaged in agriculture for their livelihood¹. With unemployment at about 50 percent, agriculture is the only potential source of income within the informal sector employing about 85 percent of the 3.4 million people in the labour force [3]. The sector mainly consists of smallholder farmers who make up about 52 percent of the country’s farmers and contribute about 80 percent of the nation’s staple food, maize [4-6].

However, despite their aggregate contribution to the nation’s staple food supply and gross domestic product (GDP), smallholder farmers still account for over a third of the nation’s hungry and poor [7]. Several factors have been cited for the low welfare levels among smallholder farmers including concentration on low-market value staples, low education levels, low productivity, poor health conditions, lack of market access and credit facilities, poor infrastructure and lack of productive assets [5,8,9]. Nevertheless, evidence has shown that those who produce high-value export commodities earn relatively higher incomes than their counterparts who mainly produce cereals [10,11]. For instance, although Zambia’s total agricultural production largely consists of cereals, high value agricultural exports make a significant contribution of 40 percent annually to total agricultural output [12]. In addition, [13] reveal that despite the overconcentration on cereal production, high-value fresh produce accounts for about 39 percent of total household income among producing households. The sub-sector has also been characterized by a steady growth over the past two decades, mainly in response to the government’s significant support and private investment. In 2006, non-traditional

¹All national development plans from independence to present have identified agriculture as the key for improving rates of growth and diversifying the Zambian economy. See for example, the Fourth National Development Plan and Policy Framework Paper, 1989-93; The Fifth National Development Plan, 2006-2010; and The Sixth National Development Plan, 2011-2015.
agricultural exports increased by about 25 percent over the previous year, recording earnings of more than USD 650 million [10]. Zambia’s non-traditional exports have included sugar, cotton lint, horticulture, soya beans and other primary agricultural produce with textile, engineering products, cement and handcrafts being the other products [14]. Other significant export products are fertilizers, hydrated lime, coal, tea, maize, skin leather, asbestos pipes/sheets, groundnuts, mushrooms, fresh eggs and day old chicks, paper, aluminum wires and cables, sorghum, clothing and blankets [11,15]. Of the agricultural commodities, export horticulture, consisting mainly of cut flowers and fresh vegetables, earned the highest foreign exchange over the period 1990-2010 [13]. However, unlike other agricultural exports, export horticulture has declined sharply after reaching the peak in 2006, exhibiting high volatility in both production and export volumes [11,16]. [16] reveal that the share of export horticulture to total non-traditional exports has declined from 11.1 percent in 2003 to about 1.2 percent in 2009 representing a 64 percent (USD 29 million) reduction in the industry’s income. This identifies the need to understand the major determinants of the industry’s growth and contribution to the nation’s export earnings.

A number of studies have considered the impact of export horticulture on poverty in Africa. A national survey by [7] in Zambia has shown that smallholders who produce fresh produce are more likely to move out of poverty compared to their counterparts who mostly produce cereals. The study found farmers who sold horticultural products earning annual mean per capita incomes of USD 183 compared to USD 139 for non-sellers. Similarly, [17] in Kenya found that households involved in export horticulture were better off, particularly in rural areas. They further contend that enabling more households to participate in the sector could reduce poverty substantially. A similar result was found by [18] in Senegal, who also argued that the sub-sector could cut regional poverty by 12 percent and extreme poverty by half. Furthermore, since the industry is highly labour intensive, horticulture production has been proposed as a pro-poor development strategy in many African countries [19]. In Zambia, the sub-sector is believed to be among the government’s poverty reduction programs in agriculture that can substantially reduce poverty [10].

According to Medina-Smith [20], countries that have relied on outward oriented development strategies have done better over the medium and long term than inward-looking ones. For agriculture-based economies like Zambia’s, such an outward oriented development strategy implies development of traditional agricultural exports and diversification into non-traditional exports of different price elasticities [21]. However, there is a dearth of empirical evidence on the drivers of export horticulture and producers’ responsiveness to changes in price and non-price incentives. A better understanding of the factors affecting horticultural export performance is central in crafting informed decisions and interventions. Most studies have focused on characterizing domestic horticulture supply and value chains, and have not provided information on the important determinants of export horticulture in Zambia [see for example, 11,13,16]. According to [22], deficiencies in information and analysis have led to policy and market failures in developing countries.

The study reported in this paper uses annual time series data from 1990 to 2010 and error correction models to identify determinants of Zambia’s flower exports. Overall, the results suggest that in addition to the determinants of production, flower exports are equally determined by policies that affect a country’s trade position. Particularly, the results imply that programs, policies and practices that promote trade are clearly required and important ingredient for both farmer export decisions and the competitiveness of the industry.

In the rest of the paper, we first review export horticultural production and export trends in Section 2, followed by a discussion of the determinants of agricultural exports in Section 3. Empirical methods and data sources are presented in Section 4, followed by results and conclusions in Sections 5 and 6.

2. Production and Export Trends of Horticulture in Zambia

Zambia has been exporting horticultural products since the early 1980s. The industry was launched by commercial farmers, who needed foreign currency to import equipment for their main activities, beef, dairy and cereal production [16]. However, the industry only expanded rapidly in the 1990s and early 2000s due largely to an increase in the number of producers, raising export volumes of vegetables and flowers from USD 6 million in 1994 to over USD 33 million in 2001 when the sector employed about 10,000 people [23]. This rapid growth was mainly due to the support of the European Investment Bank (EIB) through the Export Development Project (EDP) which provided long-term credit to some investors and cold storage facilities at airports that allowed producers to import the necessary but locally unavailable inputs, often under subsidized air freight charges [16,24]. At its peak in 2006, the horticulture industry employed over 12,000 people of whom more than 50 percent were women widely engaged in growing and packaging stages of the value chain [13]. At that point the industry was generating annual earnings in excess of USD 50 million [23]. During the same time, about 95 percent of the domestically produced fresh produce was exported to the open access
EU, with the UK, the Netherlands and Germany, among others, as the main destinations [3,16]. Small quantities were exported to South Africa, Australia and the Far East [10]. Most of these gains have, however, been lost during the past seven years mainly due to the collapse in 2004 of the largest horticultural export company, Agriflora [11]. The bankruptcy of Agriflora not only deprived smallholder farmers who participated under contract with the horticultural firm of reliable income, transport logistics, and technical support but also caused most of them to stop production [13]. This development led to a reduction in the number of people that were employed at every stage in the chain from 16,000 to about 5000, causing output and exports to reduce [10] (Table 1 and Figure 1). In addition, the industry has continued to face other challenges such as exchange rate fluctuations [11], high air freight costs due to high cost of aviation fuel in the country [25] and high operating costs that exceed levels observed in most other countries in the region [4]. The reducing investments in the horticulture industry together with the challenges affecting the industry have continued to adversely affect horticultural production and export constraining its growth and contribution to the economy. According to [25], the area devoted to cut flowers and fresh vegetables in Zambia has stagnated at 140 hectares, compared to Kenya’s over a million hectares, because of high lending rates that prohibit most people from venturing into horticulture production. Furthermore, because the industry is largely export oriented, significant financial losses continue to be incurred by exporters each time the currency fluctuates upwards [11,24]. According to [11], financial losses of about 30 percent of export value were incurred because of the appreciation of the Zambian Kwacha against the US Dollar and other major world currencies in 2005.

Furthermore, tightening standards in the EU export destinations in recent years, mainly to control quantity of imports, have also served a major blow to the Zambian horticultural sector, especially among smallholder producers. For instance, it is argued that the cost of compliance to the European retailers’ private standards for Good Agricultural Practices (EurepGAP) cut farmers’ incomes in half between 2002 and 2006 [26]. As a result, less than 3 percent of the smallholder and commercial farmers involved in supplying foreign markets in 2000 were still doing so in 2006 [23]. [23] reveals that a total of 22 horticultural farms that were involved in production in 2000 had ceased production by 2004 resulting in the loss of about 1440 and 82 hectares of vegetables and flowers, respectively.

### Table 1. Production and export trends of horticulture in Zambia, 1990-2010.

| Year | Flower Production (metric tons) | Flower Exports (metric tons) | Vegetable Production (metric tons) | Vegetable Exports (metric tons) |
|------|--------------------------------|-----------------------------|-----------------------------------|----------------------------------|
| 1990 | 210.53                         | 200.00                      | 182.87                            | 168.24                           |
| 1991 | 251.46                         | 246.43                      | 308.55                            | 293.12                           |
| 1992 | 362.88                         | 312.80                      | 456.60                            | 421.90                           |
| 1993 | 644.74                         | 600.90                      | 521.19                            | 509.72                           |
| 1994 | 811.45                         | 762.76                      | 700.51                            | 623.45                           |
| 1995 | 981.29                         | 944.00                      | 1084.93                           | 1022.00                          |
| 1996 | 2053.65                        | 1914.00                     | 2479.74                           | 2264.00                          |
| 1997 | 2975.30                        | 2770.00                     | 4221.38                           | 3909.00                          |
| 1998 | 4195.52                        | 3562.00                     | 4599.78                           | 5130.00                          |
| 1999 | 3490.84                        | 3316.30                     | 4814.98                           | 5130.90                          |
| 2000 | 3843.01                        | 3574.00                     | 6724.02                           | 6354.20                          |
| 2001 | 4492.06                        | 4186.60                     | 8949.47                           | 8430.40                          |
| 2002 | 4239.54                        | 4016.60                     | 9040.00                           | 8588.00                          |
| 2003 | 4082.02                        | 3767.70                     | 7907.73                           | 7670.50                          |
| 2004 | 4767.21                        | 4362.00                     | 5475.34                           | 5174.20                          |
| 2005 | 4234.41                        | 3938.00                     | 7230.77                           | 6862.00                          |
| 2006 | 4785.64                        | 4733.00                     | 5790.58                           | 5779.00                          |
| 2007 | 4610.39                        | 4260.00                     | 5140.24                           | 5058.00                          |
| 2008 | 3564.55                        | 3479.00                     | 1162.47                           | 3396.10                          |
| 2009 | 3779.63                        | 3711.60                     | 1172.14                           | 1127.60                          |
| 2010 | 2234.25                        | 2191.80                     | 1090.60                           | 1070.60                          |

Source: Based on data obtained from Zambia Export Growers Association (ZEGA).

3. Determinants of Flower Exports

Empirical studies have identified two main sets of factors that explain the performance of agricultural exports in international trade. One set comprises factors that are external to the individual country, such as volume of growth...
of world primary commodity markets and producer prices or commodity terms of trade. The other emphasizes variables that are internal to the country, including macroeconomic, production and demographic variables, and policies.

3.1. Impact of Domestic Factors on Flower Exports and Competitiveness

Many researchers have studied the impact of domestic factors on agricultural exports. Most identify production, demographic, macroeconomic variables, and public investments in infrastructure as important factors. For instance, [27], using error correction models, found Nigeria’s agricultural exports to be positively influenced by domestic producer prices and negatively by population growth. These findings were consistent with [21] and [28]. [21] also identified relative rainfall amounts, export credit, and improvement in road network as being directly correlated with agricultural exports.

In a study in Egypt to determine factors that influence agricultural exports, [29], using the gravity model approach, found that agricultural exports increase with GDP. These findings are consistent with those by [28] who also found GDP to have a significant positive impact on volume and competitiveness of South Africa’s agricultural exports.

While it has been argued that high interest rates attract domestic savings, studies have found high rates to discourage local investments by increasing the cost of capital [30,31]. As a result, [30] argues that monetary policies should ensure appropriate interest rates that break the double-edge effect of interest rate on savers and local investors by both attracting savings mobilization and encouraging domestic investment.

Other studies have assessed the impact of domestic exchange rates on export performance of the agricultural sector. These studies have however produced mixed results. Some show that performance of a country’s exports is highly dependent on its exchange rate regime, specifically the real exchange rate, while others do not. The majority of the studies that have observed the dependence of agricultural exports on domestic exchange rate show that the demand for a country’s exports increases when its export prices fall in relation to the world prices, that is, when the domestic currency depreciates against major world currencies [29,32]. In contrast, an investigation of the impact of trade liberalization on export volumes by [33] in Uganda found no significant relationship between real exchange rate and volumes of exports.

3.2. Impact of External Factors on Flower Export Growth and Competitiveness

The impact of external factors such as growth in the importing country and quantity of exports from competing countries has been investigated by many. Most studies have found growth in importing countries, world export price, and quantity of exports from competing countries as important in explaining growth and competitiveness of agricultural exports [27,28,34]. For instance, [34] found trading partners’ income or GDP to be the most important driver of Fiji’s exports. Similarly, [28], using gravity models to determine the drivers of South Africa’s agricultural exports, found population (physical market size) and GDP (economic market size) of trading partners to positively influence agricultural export growth.

On the other hand, [27] found world export price, quantity supplied by competing countries and population growth of importing countries to significantly affect Nigeria’s agricultural exports. Their findings show that quantity exported by competing countries negatively influences a country’s agricultural exports. However, the increase in population of an importing country produced mixed results.

4. Methods and Procedures

4.1. Data and Data Sources

This study uses annual time series data from the Ministry of Agriculture and Cooperatives (MACO), Zambia’s Central Statistical Office (CSO), Zambia Development Agency (ZDA), Zambia Export Growers Association (ZEGA), the World Bank (WB), eurostat, faostat, Food and Agriculture Organization of the United Nations (FAO), Zambia National Farmers Union (ZNFU), Indaba Agricultural Policy Research Institute (IAPRI), Bank of Zambia (BoZ) and selected farmers. The quantitative secondary data collected were complemented by key informative interviews with selected farmers, ZDA and ZEGA.

Data on flower production, domestic producer prices, costs, export quantities and revenues, and destinations of Zambia’s flowers exports were collected from ZEGA, EBZ, MACO, ZDA and ZNFU. Data on Zambia’s interest and exchange rates, GDP, inflation, population and national staple food (cereal) production were sourced from BoZ, CSO and IAPRI. In addition, data on world producer prices, GDP of importing countries and flower exports from competing countries were collected from the World Bank, FAO and eurostat.

The quality of export statistics in Zambia was however, at best, variable. Therefore, in an effort to ensure data quality, averages of the data collected from the different sources were used. In addition, with the exception of data on agricultural terms of trade, and real exchange and interest rates, and real exchange rate, all the data on the aforementioned production, macroeconomic and demographic variables were used as obtained from the differ-
ent sources, without processing. Given that Zambia’s annual flower exports constitute about 95 percent of domestic flower production [3,16], the quantities of flower exports over the period under study, 1990-2010, were estimated from the annual data of flower production obtained from ZEGA and ZDA. On the other hand, real interest series were estimated from the annual nominal interest rates obtained from BoZ, CSO and IAPRI using the Fishers’s equation approach. Likewise, real exchange rate series were estimated from annual nominal exchange rates.

4.2. Determining Factors Influencing Supply of Zambia’s Flower Exports

To investigate the factors that influence supply of Zambia’s flower exports to the three main export destinations—the UK, the Netherlands and Germany an error correction model (ECM) of flower exports, which incorporates both demand and supply factors, was used.

Many authors have noted the increased importance of ECM and co-integration methods in analyses that attempt to describe long and short-run equilibrium relationships simultaneously [see for example, 27,35-37]. According to [36] and [38], an equilibrium relationship exists when variables in the model are co-integrated (a long-run relationship exists between variables). A pre-condition for integration, however, is that the data for each variable involved exhibit similar statistical properties, that is, are integrated to the same order with evidence of some linear combination of the integrated series [27,39-41].

The starting point in the ECM modeling is to assess the order of integration of the variables [27]. The order of integration ascertains the number of times a variable will be differenced to arrive at stationarity [39]. A stationary series has a mean, variance, and auto-correlation that are constant over time [40-43]. The inspection of the order of integration of variables allows the ECM estimation procedure to thoroughly examine the characteristic of time series, helping overcome the problem of spurious or meaningless regression results often associated with non-stationary historical data [31,44]. According to [37] and [39], treating nonstationary series as if they were stationary produces biased OLS results, resulting in misleading economic analysis.

Engel and Granger (1987) [45] present appropriate tests for the stationarity of individual series such as the Dickey-Fuller (DF) and Augmented Dickey-Fuller (ADF) statistics [46]. These tests are based on t-statistics obtained from the estimates of static (long-run) OLS regressions applied to each of the series [41]. This study used the ADF test because of its ability to capture additional dynamics left out by the DF test and ensures that the error term is white noise through the inclusion of additional lag length [27]. Following Engel and Granger (1987) [45], we define the ADF test procedure as:

$$\Delta X_t = \alpha_0 + \alpha_1 X_{t-1} + \sum_{i=1} b_i \Delta X_{t-i} + \varepsilon_t,$$

(1)

where $\Delta X_t$ is the differenced $X_t$ series, $X_{t-1}$ is first lag of $X_t$ series, $\Delta X_{t-i}$ is the first lag of the differenced $X_t$ series; $b_i$ is the constant coefficient and $\varepsilon_t$ is the error term with mean zero and finite variance. According to the ADF test, the null hypothesis of nonstationarity is rejected if the t-statistic on $\alpha_1$, which is expected to be negative, is significantly different from the critical values for a given sample size [41].

After the order of integration of the variables has been ascertained, through differencing, the next step is to test for cointegration [27,37]. Cointegration is a test of stationarity of the residuals generated from a long-run regression [41]. The main purpose of cointegration analysis is to establish whether the series in the model trend together over time [39]. The analysis therefore helps to discover existence of a tendency for some linear relationships to hold among a set of variables over long periods of time. Several methods of investigating cointegrating relationships exist including Engle and Granger’s (1987) [45] residual-based, and Johansen and Juselius’ (1990) maximum likelihood tests [47]. Rejection of the null hypothesis that the residuals are nonstationary indicates existence of some cointegrating relationships [37].

The existence of at least two cointegrating vectors among the variables in long-run models implies that an ECM could be estimated to investigate the relationships in the short-run [37]. Therefore, the ECM is estimated when the residuals from the long-run linear combination of nonstationary I(1) series are themselves stationary [27]. The information in the error term from the long-run relationship is used to create a dynamic ECM [39]. The ECM is estimated by capturing all variables in their differenced stationary form, with the exception of the error correction term, which is lagged and given by the residuals from the long-run cointegration equation [39]. The resulting ECM is then used to analyze the impulse response of the dependent variable, annual flower exports in our case, to a stimulus in the explanatory variables in a dynamic setting [27]. A significant error correction term coefficient shows the speed at which the dependent variable adjusts to any deviations from the equilibrium position between itself and each explanatory variable in the previous period confirming the existence of relationships in the short-run between variables.

In addition, a series of estimations are carried out with varying number of lags on explanatory variables in order to achieve parsimonious models [27,37,39]. [48] find that

---

2 In order to avoid the spurious regression problem, with its related nonstationary pattern of the variables, differencing has become the common method of bringing nonstationary series to Stationarity [35].
accuracy of forecasts from vector auto-regression (VAR) models, including ECMs, varies substantially for alternative lag lengths. As a result, the estimates of a VAR model are inconsistent as are the impulse response functions and variance decompositions derived from the estimated VAR if the lag length used differs from the true lag length [49]. The optimal lag lengths used in the tests in this study were selected by the Akaike Information Criterion (AIC) because it selects true lag lengths more frequently than any other criteria [50]. Following Sargan (1984) [51], and Engle and Granger (1987) [45], the ECM is specified as:

\[
\Delta Y_t = \beta_0 + \beta_1 \Delta X_t + \beta_2 \left[ Y_{t-1} - \phi X_{t-1} \right] + \epsilon_t,
\]

where the term \( \left( \beta_0 + \beta_1 \Delta X_t + \epsilon_t \right) \) is the equilibrium relationship between \( Y_t \) and \( X_t \); \( \beta_2 \left[ Y_{t-1} - \phi X_{t-1} \right] \) is the error correction term which accounts for deviations of \( Y_t \) and \( X_t \) from the equilibrium position; \( \beta_1 \) measures the short-term effect \( X_t \) has on \( Y_t \); \( \phi \) measures the long-term (equilibrium) effect \( X_t \) has on \( Y_t \); \( \beta_2 \) measures the error term correction rate i.e. the speed at which \( Y_t \) adjusts to any deviation from the equilibrium position between \( X_t \) and \( Y_t \) in the previous period.

Drawing on the findings of past empirical studies, it was hypothesized that supply of Zambia’s flower exports is influenced by domestic flower production [27,52], flower exports from competing countries [27], GDP of an exporting country [28,29] and GDP of an importing country [28,34,53]. It was also postulated that fresh flower exports in Zambia are conditioned by domestic interest rates [30,31], domestic population growth [27], population growth in an importing country [27,28], and domestic and world producer prices [27,28]. Furthermore, Zambia’s annual flower exports were assumed to be explained by national staple food production [54], export credit [21] and real exchange rate [32,53,55]. Flower exports were selected in terms of growth in export quantity rather than export value because the latter is influenced by fluctuations in exchange rates resulting from dynamics often outside the agricultural sector [28]. Therefore, the dependent variable in the error correction models was supply of flower exports in metric tons to each of the three importing countries. Following [27] and [39], the estimated ECM was specified as:

\[
\Delta X_t = \beta_0 + \beta_1 \Delta Q_t + \beta_2 \Delta Q_{-1} + \beta_3 \Delta OTHERS_t + \beta_4 \Delta zagGDP_t + \beta_5 \Delta impGDP_t + \beta_6 \Delta rer_t + \beta_7 \Delta zamPOP_t + \beta_8 \Delta impPOP_t + \beta_9 \Delta domPRICE_{-1} + \beta_{10} \Delta worldPRICE_{-1} + \beta_{11} \Delta FOOD_t + \beta_{12} \Delta CREDIT_t + \beta_{13} \Delta EXRATE_t + \beta_{14} \Delta ECM_{(-1)} + \epsilon_t,
\]

The definitions and sources of explanatory variables used in Equation (3) are contained in Table 2.

### Table 2. Definitions and sources of variables in models of flower exports.

| Variable Name | Description and Source |
|---------------|------------------------|
| \( X_t \)    | Quantity of flower exports in metric tons (mt). Source is ZEGA and ZDA. |
| \( Q_t \)    | Flower production (mt). The source is ZEGA and ZNFU. |
| \( Q_{-1} \) | Lagged flower production (mt). Variable estimated by lagging current flower production once. |
| \( OTHERS_t \) | Total flower exports (mt) from competing countries to each of the three main destinations of Zambia’s flower exports. Source is eurostat, World Bank, and FAO. |
| \( zamGDP_t \) | Real GDP of Zambia (million dollars). Source is Central Statistics Office (CSO) and Bank of Zambia (BoZ). 100 = 2000. |
| \( impGDP_t \) | Real Gross Domestic Product (million dollars) of an importing country. Source is World Bank. |
| \( rer_t \) | Zambia’s real interest rates. Calculated using Fisher’s equation estimated as: \( \text{rer}_t = \left[ \left( 1 + r \right) \left( 1 + \Pi \right) - 1 \right] - 100 \) , where, \( r \) is nominal interest rate obtained from BoZ and \( \Pi \) is national inflation rate obtained from CSO and BoZ. |
| \( zamPOP_t \) | Zambia’s population. Source is CSO and World Bank. |
| \( impPOP_t \) | Population of importing country. Source is eurostat and World Bank. |
| \( domPRICE_{-1} \) | Lagged domestic producer price of flowers (dollars/kg). Source is ZEGA and ZNFU. |
| \( worldPRICE_{-1} \) | Lagged world producer price of flowers (dollars/kg). Source is eurostat, World Bank, and FAO. |
| \( FOOD_t \) | Cereal production (mt). Source is CSO and MACO. |
| \( CREDIT_t \) | Export credit to the horticulture industry (millions of Zambian Kwacha). Source is EBZ and ZEGA. |
| \( EXRATE_t \) | Real exchange rate, computed as \( \ln(\text{EXRATE}_t) = \ln(\text{nomrate}) + \ln(p) - \ln(pf) \) where nomrate is nominal exchange rate obtained from CSO and BoZ, \( p \) is domestic price given by Producer Price Index (PPI, 1990 = 100) for all commodities for USA. Source: Bureau of Labour Statistics of the US. |

The operational definitions of variables used in the model of flower exports (Equation 3) and their hypotheses are described in this section as follows:

#### Dependent variable

The dependent variable was annual quantity in metric tons (mt) of Zambia’s flower exports to each of the three main export destinations, \( X_t \). Three separate error correction models were run with the aim of capturing key variables that affects the supply of flower exports to each of the three trading partners, the UK, the Netherlands and Germany.
Independent variables

It was hypothesized that higher domestic agricultural production increases a country’s agricultural exports since surplus production can only be exhausted in the international markets [56]. As a result, both current and lagged flower production, \( Q_t \) and \( Q_{t-1} \), were hypothesized to have positive impacts on flower exports.

National cereal production, \( FOOD_t \), was hypothesized to have negative effects on quantity of flower exports. While more recent studies have noted positive impact of horticultural production on smallholder farmers’ income [17,19], other studies, particularly earlier works, have raised concerns about the microeconomic performance of non-traditional agricultural exports [see for example, 54,57]. Most of such concerns are related to the trade-offs between food and export or cash crops due to the possibility of competition for resources between one another. In the case of Zambia, much of the increase in cereal production in the recent years is largely attributed to significant production and marketing subsidies, averaging 62 percent of total annual agricultural budgets, mostly directed at the nation’s staple food crop, maize [58].

Flower exports from competing countries, \( OTHERS_t \), was expected to negatively influence Zambia’s flower exports to the three countries because of the likelihood to have the absorptive capacity of foreign markets reduced by imports from Zambia’s competitors. In a study to establish the key determinants of Nigeria’s main agricultural crops, [27] found exports from competing countries to have negative effects on Nigeria’s agricultural exports.

Real GDP of an importing country, \( impGDP_t \), was hypothesized to positively impact flower exports. Many studies have found export performance of developing countries, especially the growth rate of world trade in primary products, to depend on the growth rate of industrial production in developed countries [24,27,29,53]. Similarly, Zambia’s real gross domestic product, \( GDP_t \), was hypothesized to have positive impact on export supply of Zambia’s flower exports, since increased output often results from and leads to a general growth in the economy’s productive and consumption sectors, including agriculture [59].

Domestic interest rate, \( re_t \), which indicates the cost of capital [37,60], was expected to negatively influence flower exports because of its negative impact on local investment. Many studies have found high interest rates to discourage local investments into even productive sectors by increasing the cost of capital [30,31,61].

Domestic population, \( zamPOP_t \), was hypothesized to negatively influence supply of flower exports since increase in population is expected to require corresponding increase in production of staples, something that could necessitate shifting of resources from exportables. [27] found domestic population to have negative effects on Nigeria’s agricultural exports. In contrast, population increase in importing countries, \( ZamPOP_t \), was assumed to be ambiguous as the increase in population in export destinations might lead to increased consumption of imports, including primary products from developing countries, or reduced importation due to reduced per capita disposable income among households.

Domestic and world producer prices, \( domPRICE_{t-1} \) and \( worldPRICE_{t-1} \), were both hypothesized to have positive effects on flower exports since farm gate prices largely determine how households allocate their resources to competing farm enterprises in context of various factors [62]. Many authors have found agricultural exports to be positively influenced by domestic and world producer prices [21,27,28].

The effect of domestic real exchange rate, \( EXRATE_t \), on quantity of flower exports was hypothesized to be in two folds. Firstly, depreciation of the local currency was expected to result in high prices of imported inputs such as fertilizers, chemicals, seeds and pesticides [31,37]. This would then mean reduced utilization of purchased inputs among farmers that would invariably lead to low agricultural output, and hence exports [37]. On the other hand, the depreciation of the Zambian Kwacha was also expected to stimulate net exports of agricultural commodities since depreciation of domestic currency make exports cheaper and competitive in international markets [29,37,60]. Therefore, like population of importing countries, the sign for real exchange rate too was considered to be indeterminate, positive or negative.

Export credit, \( CREDIT_t \), which was partly taken as subsidy given that recipient farmers pay less than loaned in many respects [16], was expected to positively affect flower exports. It has been argued by many that lack of credit is an important constraint to adoption of yield enhancing technologies [5,8]. Therefore, given the widespread lack of sufficient savings by most smallholder farmers for investments, availability and increase of credit to the sector was expected to positively impact flower exports. Many other studies have found agricultural credit to have positive effects on exports [21,31,63].

Lastly, lagged error correction term, \( ECM_{t-1} \), which shows the speed at which the model returns to equilibrium from disequilibrium, was expected to be negative and less than unitary in absolute terms, since instantaneous or 100 percent adjustment was not expected [27,37,39]. According to [37], a negative sign for the coefficient of the correction term indicates that if flower exports were above the long-run relationship with each explanatory variable, they would decrease and return to equilibrium eventually.
4.3. Determining Factors Influencing Flower Competitiveness

To determine the impact of macroeconomic and production variables on the competitiveness of Zambia’s flower exports, an ECM of competitiveness was run using the estimated annual domestic resource cost (DRC) series of flower exports. The domestic resource cost was used to indicate competitiveness of Zambia’s flower exports because of limited data on importing countries and its ability to overcome problems of trade distortions, data quality and volatility that often characterizes international agricultural trade [64,65]. The ECM of the factors influencing competitiveness of Zambia’s flower exports was specified as:

$$\Delta DRC_t = \beta_0 + \beta_1 \Delta Q_{t,1} + \beta_2 \Delta Q_{t,1} + \beta_3 \Delta zamGDP_t +$$
$$+ \beta_4 \Delta rer_t + \beta_5 \Delta zamPOP_t + \beta_6 \Delta domPRICE_{t,1} +$$
$$+ \beta_7 \Delta worldPRICE_{t,1} + \beta_8 \Delta FOOD_t + \beta_9 \Delta CREDIT_t + \epsilon_t$$  \hspace{1cm} (4)

The sources of explanatory variables in used in Equation (4) are as defined in Section 4.2 (Table 2).

The operational definitions of variables used in the model of flower exports (Equation 4) and their hypotheses are described in this section as follows:

**Dependent Variable**

The dependent variable used in the competitiveness error correction model was the estimated annual domestic resource cost ($DRC_t$) of flower exports. The domestic resource cost of flower exports, $DRC_t$, was estimated using annual historical cost, revenue and macro-economic data collected from Zambia Export Growers Association (ZEGA), Zambia National Farmers Union (ZNFU), Zambia Development Agency (ZDA), Central Statistical Office (CSO) and selected farmers. Following Monke and Pearson (1989) [66], a reduction in the DRC or a negative effect from an explanatory variable indicated an improvement in competitiveness of Zambia’s flower exports.

**Independent Variables**

Increased flower production was hypothesized to have positive influence on competitiveness of flower exports since fixed costs per unit output decrease as output increases due to the economies of scale [67]. As a result, both current and lagged domestic flower production, $Q_t$ and $Q_{t-1}$, were expected to both positively influence competitiveness.

Zambia’s real GDP, $zamGDP_t$, was expected to positively influence flower competitiveness. [59] have asserted that increased national output or GDP often results from and leads to a general growth in the economy’s productive and consumption sectors, including agriculture through forward and backward linkages. In addition, [28] and [29] found the GDP of an exporting country to have significant positive impacts on both volume and competitiveness of agricultural exports in Egypt and South Africa.

Domestic real interest rates, rer$_t$, were expected to negatively influence competitiveness of Zambia’s flower exports because of the negative effects they have on both agricultural production and competitiveness. Following [66], this assumption implied a positive effect of real interest rates on the domestic resource cost (DRC) of flower exports.

We considered the effect of the domestic population, zamPOP$_t$, on flower competitiveness indeterminate, positive or negative. While the increase in domestic population might lead to increased demand for fresh flowers supplied locally, it has potential to reduce horticultural production if the increase in population requires that resources be shifted from exportables to staples to meet increased staple food requirements as a result of high population growth.

Although past studies have produced mixed results, domestic and world producer prices, domPRICE$_{t,1}$ and worldPRICE$_{t,1}$, were hypothesized to have positive effects on flower competitiveness since increase in output prices was expected to lead to increased revenues and savings [62]. Higher savings were in turn expected to lead to increased investments and adoption of innovative technologies which ultimately should increase competitiveness of agricultural exports.

National staple food production, FOOD$_t$, was expected to be negatively related to flower competitiveness because of the likelihood of competition for resources between staples and exportables [57], and the orientation of the Zambian agricultural policy, which mainly favors cereal production [58,68]. The agricultural policy regimes in Zambia have focused mainly on fertilizer subsidies and targeted credit programs to largely stimulate smallholders’ productivity in cereal production, mostly maize [58,68].

It was assumed that Export Development Project’s (EDP) credit to the horticulture industry, CREDIT$_t$, would influence competitiveness in two folds. Firstly, export credit to the industry was expected to make it possible even for inefficient producers to continue producing given that, in many respects, recipient farmers pay less than loaned. This would invariably reduce competitiveness in the sub-sector. According to [16], farmers under the EDP, in addition to getting free cold storage facilities at major exit points, are allowed in certain instances to import the necessary but unavailable inputs at subsidized freight charges. Many studies have found such government and donor support, with some subsidy elements, to negatively influence competitiveness and efficiency [69-72]. On the other hand, a positive influence of export credit on flower competitiveness was also expected since
credit makes it possible even for resource poor farmers to adopt yield enhancing technologies [10,12].

The effect of real exchange rate, \( \text{EXRATE}_t \), on competitiveness of export flowers too was hypothesized to be in two folds. Firstly, depreciation of the local currency was expected to result in high prices of key imported inputs such as fertilizers, chemicals, seeds and pesticides which might lead to high costs of production, and hence reduced competitiveness [37]. However, the high input prices resulting from the depreciation of the Zambian Kwacha might reduce utilization of purchased inputs among farmers, reducing agricultural output and exports in the process [37]. In contrast, depreciation of the Zambian Kwacha was also expected to stimulate net exports of agricultural commodities since depreciation of domestic currency make exports relatively cheaper than before and hence more competitive in international markets [37, 60].

The lagged error correction term, \( \text{ECM}_{t-1} \), was expected to be negative and less than unitary in absolute terms, since instantaneous or 100 percent adjustment by the model was not expected [37,39]. In addition, a negative sign for the coefficient of the correction term was assumed since it indicated that if flower competitiveness was above the long-run relationship with each explanatory variable, it would decrease and return to equilibrium eventually [37].

5. Results

5.1. Stationarity Tests

The results of the ADF unit root tests are presented in Table 3. The results show that of the 23 variables tested for integration (nonstationarity), only flower exports to the Netherlands, flower exports to the UK, flower exports to Germany, population of the Netherlands and Germany, flower production, lagged flower production, export credit, interest and exchange rates, and the DRC of flower exports were stationary in their original levels at 5 percent significance level. The test results therefore strongly support the hypothesis at 5 percent that most time series variables were nonstationary in their original levels. The nonstationary variables were, thus, differenced once or more to arrive at stationarity before using them. As a result, all the series, with the exception of those that were found stationary in their original level form, have two ADF test statistics, one when in nonstationary original form \( \left( ADF^0_t \right) \), and the other after attaining stationarity following differencing \( \left( ADF^d_t \right) \).

| Variables                                         | Test Statistic | Optimal | Order of Integration |
|---------------------------------------------------|----------------|---------|----------------------|
| Log of flowers to Netherlands                      | -3.361         | 1       | I(0)                 |
| Log of flowers to UK                               | -3.476         | 1       | I(0)                 |
| Log of flowers to Germany                          | -3.226         | 1       | I(0)                 |
| Log of flowers to Netherlands by others             | -1.346         | -5.291  | 0                    |
| Log of flowers to UK by others                     | -1.472         | -6.281  | 5                    |
| Log of lowers to Germany by others                 | -1.666         | -4.261  | 5                    |
| Log of real GDP of the Netherlands                 | -1.564         | -4.854  | 3                    |
| Log of real GDP of the UK                          | -0.919         | -3.341  | 2                    |
| Log of real GDP of Germany                         | -1.654         | -4.854  | 3                    |
| Log of population of the Netherlands                | -3.050         | 6       | I(0)                 |
| Log of population of the UK                        | 9.704          | -4.808  | 0                    |
| Log of population of Germany                       | -7.216         | 2       | I(0)                 |
| Log of flower production                           | -3.187         | 1       | I(0)                 |
| Log of lagged flower production\(_{t-1}^{}\)        | -3.325         | 1       | I(0)                 |
| Log real GDP of Zambia                             | -2.340         | -3.343  | 6                    |
| Log of population of Zambia                        | -1.627         | -3.461  | 0                    |
| Log of lagged domestic flower price\(_{t-1}^{}\)   | -1.085         | -3.080  | 0                    |
| Log of lagged world flower price\(_{t-1}^{}\)      | -2.590         | -4.813  | 6                    |
| Log of cereal production                           | -2.453         | -6.633  | 2                    |
| Log export credit                                  | -5.590         | 1       | I(0)                 |
| Log real exchange rate                             | -8.986         | 6       | I(0)                 |
| Log real interest rate                             | -3.704         | 1       | I(0)                 |
| Log of DRC of flowers exports                      | -1.032         | -5.458  | 0                    |

Notes: ADF critical values at 1% and 5% levels were \(-3.750\) and \(-3.000\) respectively.

5.2. Cointegration Tests

The results of cointegration tests are reported in Tables 4 and 5 for competitiveness and export models, respectively. In all the models, Johansen’s maximum likelihood (trace) test results show the presence of at least two cointegrated vectors since the null hypothesis of no cointegrated relationships \( r = 0 \) is rejected at both 1 and 5 percent levels, respectively. Similarly, the ADF test statistics of residuals at 5 percent significance level show that the predicted residuals were stationary in their original levels. Therefore, the null hypothesis of no cointegration among variables was firmly rejected on the basis of
of flower exports to the three main export destinations - the UK, the Netherlands and Germany—in terms of changes in the other variables, and the adjustment towards the long-run equilibrium in each time period. The p-values for the LM test statistic of 0.869, 0.629 and 0.813 suggest that the null hypothesis of no autocorrelation could not be rejected at 1 percent in all the three models. The condition of no autocorrelation between residuals in the three models was strongly supported by both tests. The existence of cointegrating vectors (long-run relationships among variables) implied that dynamic error correction models could be estimated to explain the performance of Zambia’s flower exports in the short-run.

5.3. Error Correction Models for Factors Affecting Supply and Competitiveness of Flower Exports

Given that fluctuations in flower exports are largely expected to be more evident in the short-run than in the long-run, analysis focused on estimating dynamic short-run parsimonious export and competitiveness determinant models. Table 6 presents the results for the models that simulated short-term changes in the quantity of flower exports to Germany, the UK and the Netherlands.

Table 4. Cointegration test results for flower competitiveness model.

| Test statistic | Test statistic and critical values by null hypothesis |
|----------------|-------------------------------------------------------|
|                | r = 0 | r ≤ 1 | r ≤ 2 | r ≤ 3 |
| Trace Statistic| 697.02 | 79.47 | 38.02 | 18.88 |
| 5% Critical Value | 68.52 | 47.21 | 29.68 | 15.41 |
| 1% Critical Value | 76.07 | 54.46 | 35.65 | 20.04 |
| $ADF_{residual}^{coint}$ | -5.564 [5] |

Notes: ADF critical values at 1% and 5% levels were -3.750 and -3.000 respectively. [ ] is the number of lags. $r$ is number of cointegrating relationships given by the maximum rank column of the Johansen tests for cointegration.

Table 5. Cointegration test results for flower export models.

| Test statistic | Test result and critical values by null hypothesis |
|----------------|-------------------------------------------------------|
|                | r = 0 | r ≤ 1 | r ≤ 2 | r ≤ 3 |
| Model 3.5.1: Determinants of Flower Exports to Germany | Trace Statistic 977.42 | 354.13 | 229.11 | 134.69 |
| 5% Critical Value | 192.89 | 156.00 | 124.24 | 94.15 |
| 1% Critical Value | 204.95 | 168.36 | 133.57 | 103.18 |
| $ADF_{residual}^{coint}$ | -5.374 [0] |
| Model 3.5.2: Determinants of Flower Exports to the UK | Trace Statistic 1588.9968 | 890.998 | 289.308 | 189.9248 |
| 5% Critical Value | 233.13 | 192.89 | 156.00 | 124.24 |
| 1% Critical Value | 247.18 | 204.95 | 168.36 | 133.57 |
| $ADF_{residual}^{coint}$ | -5.720 [5] |
| Model 1.3: Determinants of Flower Exports to the UK | Trace Statistic 920.6490 | 303.3712 | 203.7325 | 116.5819 |
| 5% Critical Value | 192.89 | 156.00 | 124.24 | 94.15 |
| 1% Critical Value | 204.95 | 168.36 | 133.57 | 103.18 |
| $ADF_{residual}^{coint}$ | -4.930 [6] |

Notes: ADF critical values at 1% and 5% levels were -3.750 and -3.000 respectively. [ ] is the number of lags. $r$ is the number of cointegrating relationships given by the maximum rank column of the Johansen tests for cointegration.
the Durbin-Watson (DW) test statistics which are within the acceptable bound, 1.5 - 2.5 [52]. The p-values (<0.0001 and <0.0037) for the F-statistic indicates that the models were significant at 1 and 5 percent levels, respectively. The models overall had very strong goodness-of-fit each with an $R^2$ of above 0.90.

The results demonstrate that Zambia’s flower exports are positively influenced by domestic production, GDP and population of importing countries, producer prices, export credit and exchange rate depreciation. For instance, the positive coefficients for real exchange of 0.1413, 0.0267 and 0.1052 indicates that a 1 percent increase in exchange rate (decrease in value of the Zambian Kwacha relative to the US Dollar) increased flower exports to Germany, the UK and the Netherlands by about 0.14, 0.03 and 0.11 percent, respectively. The regression results also show that increases in exports from competing countries, domestic cereal production and interest rates negatively influenced flower exports. The percentage decrease in the quantity of the flower exports to the three main destination countries attributed to a percentage increase in each of the three variables is indicated by the negative coefficient for the respective covariates (Table 6). Lastly, the coefficients for the error correction term show that there was 98, 10, and 48 percent feedback in the estimated ECMs of flower exports to Germany, the UK and the Netherlands, respectively, from the previous year disequilibrium into the short-run dynamic process. The significant error correction terms in the models confirm the proposed relationship between flower exports to the three countries under study, and the variables considered in the models.

Table 7 present results for the ECM which evaluated the impact of the covariates on competitiveness. The $R^2$ of 0.7406 indicates that the estimated relationship explained 74.06 percent of the total variation in the competitiveness of flower exports. In addition, all diagnostic tests (LM and DW) show that there was no autocorrelation, the chief source of biasedness in time series analyses. Overall, the findings indicate that flower production, prices and exchange rate depreciation positively impacted while cereal production, export credit and interest rates negatively impacted competitiveness of flower exports. Following Monke and Pearson (1989), [47] a reduction in domestic resource cost (DRC) indicates an improvement in competitiveness. Finally, the significant coefficient of $-0.0366$ for the correction term implies that there was 3.7% feedback in the competitiveness adjustment model from the previous year disequilibrium into the short-run dynamic process.

On the whole, our results in the two sets of models conform to both our prior expectations and findings by other empirical studies. The positive impact of domestic flower production on flower export supply and competitiveness is consistent with [52] suggesting, in part, that if interventions are to achieve increased flower exports; they should among other things, first increase domestic flower production. According to [67], increasing farm production improves competitiveness and efficiency of the farm sector since fixed costs per unit output decrease as output increase due to economies of scale. Therefore, the decline of flower exports from 2006 onwards did not just result in reduced export revenues but equally resulted in high overhead costs causing a reduction in competitiveness. The positive effect of real GDP and population of importing countries on Zambia’s flower exports too conform to other studies which also found economic growth and population increase in foreign markets critical in stimulating a country’s agricultural export supply and competitiveness. Explicitly, the result implies that economic and population growth in foreign markets

---

**Table 7. Short-run model for factors affecting competitiveness of flower exports.**

| Explanatory variable | Domestic Resource Cost (DRC) |
|----------------------|-------------------------------|
| Constant             | 0.8467*                      |
|                      | (0.4576)                     |
| Log of Flower production | $-0.0162^{**}$             |
|                      | (0.0054)                     |
| Log of lagged flower production$_{t-1}$ | $-0.0111^{**}$ |
|                      | (0.0042)                     |
| Log of real GDP of Zambia | $-1.7313$                  |
|                      | (2.7827)                     |
| Log of Population of Zambia | 0.0477                   |
|                      | (0.0338)                     |
| Log of Lagged domestic flower price$_{t-1}$ | $-0.0493^{**}$ |
|                      | (0.0174)                     |
| Log of Lagged world flower price$_{t-1}$ | $-0.0824^{**}$           |
|                      | (0.0274)                     |
| Log of cereal production          | 0.0089**                   |
|                      | (0.0039)                     |
| Log of export credit             | 0.0156**                   |
|                      | (0.0059)                     |
| Log of real exchange rate        | $-0.0263^{**}$             |
|                      | (0.0096)                     |
| Log of real interest rate        | 0.0332                      |
|                      | (0.0175)*                    |
| Error Correction Term$_{t-1}$    | $-0.0366^{**}$             |
|                      | (0.0123)                     |
| $F(10, 9)$              | 31.14 (0.0020)              |
| $N$ (Yrs: 1990-2010)     | 18                          |
| $DW(14,20)$             | 2.28                        |
| $R^2$                   | 0.7406                      |
| Hesttest (Prob > chi2)   | 0.7730                      |
| LM Test (Prob > chi2)    | 0.1927                      |

Dependent variable is log of domestic resource cost of flowers (DRC); Standard errors in parentheses; Significant level: * = 10%; ** = 5%; *** = 1%.
increases demand for a country’s agricultural exports suggesting that the decline of the horticultural industry from 2006 onwards could be partly attributed to the poor performance of the global economy during the same period. Both [28] and [34] found GDP and population growth in importing countries to increase agricultural exports. In addition, conforming too to our findings, [21] found agricultural export credit to have significant positive influence on the volume of Cameroon’s agricultural exports while [27] and [28] found world producer prices to positively impact agricultural exports in Nigeria and South Africa, respectively. Drawing on this result, it could be equally deduced that the significant decline in investments to the industry following the bankruptcy of the largest horticultural firm, Agriflora, in 2004 largely contributed to the slump the industry continued to record thereafter. Besides, the result recognizes the fragility of the horticulture industry in the country suggesting the need for appropriate, broad-based policy support to ensure sustainability and growth of the industry. Conversely, most studies have consistently found a negative relationship between subsidized credit, like in our case, and agricultural competitiveness [69-72]. Particularly, the negative relationship between subsidized credit and flower competitiveness seem to suggest that while the subsidized credit managed to increase output in the short-run, it failed to sustain the high production recorded in the earlier years of the EU’s Export Development Project (EDP) due to resource constraints that followed after the project concluded. Similarly, [27] also found exports from competing countries to reduce Nigeria’s major agricultural exports implying that in addition to increasing production, the replacement of Zambia’s flower exports to the three principal countries by those from other countries dictate that there must be a quality improvement so the country’s exports can compete favorably with those from other countries.

Furthermore, our results on interest and exchange rates in both export and competitiveness models are comparable with those of [1,2,31]. The authors also found high domestic interest rates and appreciation of the local currencies to reduce both volume and competitiveness of agricultural exports. The results therefore suggest that the significant appreciation of the Zambian currency during the late 2000s contributed substantially to the decline of the horticultural industry during the same time period. The observed negative impact on supply and competitiveness of flower export due to the appreciation of the local currency could be attributed to the loss of export revenue among exporting producers arising from the increase in value of the domestic currency relative to the major world currencies such as the US Dollar and Euro [29,32,52]. The result could equally be attributed to the decline in competitiveness in the international markets because of high export prices for commodities that arise following an increase in the relative value of a country’s currency [37]. On the other hand, the negative impact of interest rates on exports and competitiveness is particularly attributed to the resultant high cost of capital, mainly credit, which makes it difficult for smallholders, especially resource poor ones, to adopt modern and yield enhancing technologies for increased agricultural exports [39]. According to [25], the area devoted to cut flowers and fresh vegetables in Zambia has stagnated at 140 hectares, compared to Kenya’s over a million hectares, because of high lending rates (over 35 percent) that prohibit most people from venturing into horticulture production.

6. Conclusions and Policy Implications

Overall, the results suggest that in addition to the determinants of production, flower exports are equally determined by policies that affect a country’s trade position. The results in particular imply that relative depreciation of the Zambian currency stimulates agricultural exports. Hence macroeconomic policies that explicitly seek to over-value the Zambian currency are not desirable for the country’s agricultural exports. By reducing exporters’ revenues and making exportables relatively expensive in the international markets, such anti-trade policies are likely to lead to reductions in both output and competitiveness. In addition, the positive impacts of export credit on supply of flower exports but negative on competitiveness suggest that while subsidized agricultural grants may increase output by enhancing farmers’ access to productive inputs, they may also reduce competitiveness by allowing inefficient producers to continue producing. Furthermore, the negative effect of cereal production on both supply and competitiveness of flower exports indicates that food and export crops are not complimentary but competitive with one another for resources, including policy incentives.

These findings seem to identify a strong need for programs, policies and practices that are aimed at enhancing and fostering an environment favorable for both flower production and exporting. First, investments in infrastructure and other broad-based interventions that improve producers’ access to crucial but locally unavailable inputs and storage facilities, without distorting markets, are especially needed to help exporting farmers reduce the cost of production and handling. Such market-based interventions have potential to increase production without reducing competitiveness. Second, market determined exchange rate regimes that promote trade are clearly required and important ingredient for both farmer export decisions and the competitiveness of the industry. Third, the results indicate that supports to the agricultural sector in the country need to be appropriately balanced between food and cash crops if both sub-sectors in the
sector (agriculture) are to grow. Furthermore, the discernible positive effects of foreign countries’ GDP and population on flower exports call for policies that take into consideration the growth in industrial production in the major importing countries—the UK, the Netherlands and Germany.
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