Monocular Robot Navigation with Self-Supervised Pretrained Vision Transformers
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Abstract—In this work, we consider the problem of learning a perception model for monocular robot navigation using few annotated images. Using a Vision Transformer (ViT) pretrained with a label-free self-supervised method, we successfully train a coarse image segmentation model for the Duckietown environment using 70 training images. Our model performs coarse image segmentation at the 8x8 patch level, and the inference resolution can be adjusted to balance prediction granularity and real-time perception constraints. We study how best to adapt a ViT to our task and environment, and find that some lightweight architectures can yield good single-image segmentation at a usable frame rate, even on CPU. The resulting perception model is used as the backbone for a simple yet robust visual servoing agent, which we deploy on a differential drive mobile robot to perform two tasks: lane following and obstacle avoidance.
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I. INTRODUCTION

In the past decade or so, deep learning has contributed to improving the state of the art on many computer vision tasks. Powered by architectures adapted to the image domain, like Convolutional Neural Networks (CNN) [1] or Vision Transformers (ViT) [2], deep networks can successfully tackle tasks ranging from classification to dense semantic segmentation. While of clear interest to the design of vision-based robotics systems, deep learning still presents a number of limitations restricting its application to robotics. Firstly, deep learning methods can suffer from sample inefficiency and typically require a large number of annotated images to produce estimators with good generalization capabilities. Deployment in new visual environments are therefore likely to require an expensive data annotation procedure. Secondly, deep vision models have been characterized by a “depth race” with architectures of increasing size, which are of limited use for embodied agents requiring high inference performance on resource-constrained hardware [1].

In this work, we consider the problem of learning an instance segmentation model for monocular robot navigation using few annotated images. Our model performs “coarse” semantic segmentation by predicting labels at the 8x8 patch level. We address the sample inefficiency issue by using standard data augmentation techniques as well as pretrained weights from a leading self-supervised method [3]. As for the computational aspect, we show how a ViT can be trained for the the task at hand and yield effective and efficient perceptual backbones for visual servoing.

In summary, we make the following contributions:

1) Using a ViT pretrained with a label-free self-supervised method, we successfully train a coarse image segmentation model using only 70 training images;
2) We show how the same model can be used to predict labels at different resolutions, allowing a compromise between prediction granularity, inference speed and memory footprint;
3) We perform experimental validation by using the resulting segmentations for visual servoing of a real robot in the Duckietown environment.

Our source code, annotated dataset and additional videos of our experiments can be found at https://sachamorin.github.io/dino.

II. BACKGROUND

A. Vision Transformers

ViTs [2] have recently emerged as a competitor to CNNs [1] for computer vision tasks [4]. Echoing the original transformer formulation for natural language processing [5], the ViT architecture decomposes images (“sentences”) into small image patches (“visual words”), typically of size 8 x 8 or 16 x 16. ViTs learn vector encodings for each patch via self-attention, that is, encodings are updated with a weighted combination of all other patch encodings. A single transformer layer can therefore learn dependencies between any two patches in the input image. For the specific task of image segmentation, transformer-based architectures usually rely on some encoder-decoder structure [6] where patch encodings are reconstructed or upsampled in some way to predict labels in pixel space [7], [8], [9], [10].

*Equal contributions.
B. Self-Supervised Learning

Self-Supervised Learning (SSL) is a subset of unsupervised learning which aims to learn generic and expressive data representations in the absence of labels. Recent successful applications of SSL include transformer-based language models like BERT or RoBERTa [11], [12]. A similar trend exists for vision models, where SSL image representations achieve state-of-the-art performance on ImageNet benchmarks [13], [3], [14]. An important class of SSL algorithms for vision relies on contrastive learning, where the aim is to learn representations in which samples from the same class (“positive”) are close to one another and samples from distinct classes (“negative”) are separated.

The traditional view of contrastive learning using positive and negative pairs was recently modified in BYOL [15], where the authors managed to train representations on the ImageNet dataset [16] using only positive pairs and a teacher/student architecture. A followup to BYOL is DINO [3], which employs a similar architecture with a different loss. Interestingly, the authors show how self-supervised ViTs naturally learn explicit information about the semantic segmentation of an image in their attention masks, a finding that was not replicated in CNNs or in supervised ViTs.

Notwithstanding the undeniable success of SSL, there have been few attempts to extrapolate these ideas to real-world robots where data is abundant but labeling remains a time-consuming task. Some attempts have been made in the Reinforcement Learning (RL) community for navigation tasks [17], [18], but there has been little experimental validation of SSL representations for monocular image-based visual servoing [19], [20]. Additionally, standard evaluation procedures for SSL in computer vision tasks [21], [22], [23] do not encompass assessment in downstream applications for embodied agents in real-world environments. Our work differs from previous ones as we use pre-trained DINO weights in a limited data setting to navigate a robot.

C. Duckietown

To assess the performance of our visual-servoing agent, we use the Duckietown platform [24]. Duckietown is an inexpensive open-source platform for autonomous driving education and research. Duckiebots (Fig. 3a) are the main mobile agents and various tiles and accessories are available to design their driving environments. In this work we exploit the modularity of Duckietown to create two object-rich driving scenes composed of ducks, houses, signs and other Duckiebots (Fig. 3c and 3d). By modifying the layout of the scene after data collection, we can validate the robustness of the ViT segmentation predictions used for visual servoing.

III. COARSE SEMANTIC SEGMENTATION WITH VISION TRANSFORMERS

Our approach is based on the following hypothesis: an agent can successfully and safely navigate an environment with low resolution segmentation masks. Thus, we propose to train a classifier to predict labels for every \(8 \times 8\) patch in an image. Our classifier is a fully-connected network which we apply over ViT patch encodings to predict a coarse segmentation mask (Fig. 1). For example, given a ViT with \(d\)-dimensional encodings, an 480p image will yield a \(60 \times 60 \times d\) encoding map (\(480/8 = 60\)). During training, we therefore downsample the original ground truth mask accordingly using nearest neighbor interpolation to derive a single label for each patch. Our simple design avoids bespoke architectural components and allows to reuse pretrained weights from any vanilla ViT architecture, such as those from DINO [3].

Our motivation for using ViTs is twofold: first, we hope to leverage the ability of transformers to learn long-range
predictions at the same resolution. Each patch is encoded throughout layers and any number of blocks will output ViT architectures, the size of the feature map is constant—8 layers—and takes includes a self-attention layer followed by 2 fully-connected S/8 architecture consists of 12 transformer blocks—a block DINO for our perception backbone. Specifically, the ViT-white lane marking, yellow lane marking, road sign and the recordings and labeled with 7 classes: Duckiebot, duckie, during the episode. A total of 100 images were sampled from the training scene, various objects were added on the road collection scene presented in Fig. 3b. To increase the diversity in collected images by teleoperating the robot in the data collection and testing.

**Dataset**

Our dataset is composed of RGB images gathered using the on-board camera of our Duckiebot (Fig. 3a). We collected images by teleoperating the robot in the data collection scene presented in Fig. 3b. To increase the diversity in the training scene, various objects were added on the road during the episode. A total of 100 images were sampled from the recordings and labeled with 7 classes: Duckiebot, duckie, white lane marking, yellow lane marking, road sign and human hand. We use a 70-15-15 split for training, validation and testing.

**Model Training**

We use the ViT architecture and pretrained weights from DINO for our perception backbone. Specifically, the ViTs/S/8 architecture consists of 12 transformer blocks—a block includes a self-attention layer followed by 2 fully-connected layers—and takes 8 × 8 patches as input. As with standard ViT architectures, the size of the feature map is constant throughout layers and any number of blocks will output predictions at the same resolution. Each patch is encoded as a 384-dimensional vector which we classify using a fully-connected segmentation head. In Fig. 4 we vary the number of transformer blocks in the backbone as well as the augmentations applied to the training data in order to study segmentation performance. Encouragingly, we find that using only a few transformer blocks is sufficient to achieve good performance. We further observe that metrics plateau or even deteriorate with a backbone deeper than 5 blocks. Moreover, standard data augmentations and finetuning the backbone still appear necessary to maximize performance. The bigger part of the finetuning improvement is observed in the road sign class, which was not heavily featured in our dataset.

For training, we use 480p images, a batch size of 1 image (3600 8 × 8 patches), and train for 200 epochs of 1000 randomly sampled images. The validation set is used for checkpointing and the model with the best balanced validation accuracy is retained. When training the segmentation head only, we use the Adam optimizer with a learning rate of .001. For finetuning the backbone, we continue training for 200 epochs using the AdamW optimizer with a learning rate of 1e-4. We use standard data augmentations where mentioned: random crops, flips, shifts, scales, rotations, color jittering and Gaussian blur. Reported IoU and Accuracy scores are with respect to the downscaled ground truth masks, e.g., 480p predictions are benchmarked against the 60x60 interpolated masks to reflect patch-level performance.

**Inference**

In Table I we study the inference speed and quality of the finetuned 1-block and 3-block ViT segmentation models from the previous section. For comparison, we also study backbones built with the first layers of a DINO-pretrained ResNet-50 CNN architecture to perform the same task. We benchmark the same models at different inference resolutions and find that the ViTs perform relatively well even on downscaled images. Importantly, all models can run inference at a reasonable framerate on GPU for 240p or 480p input. CPU inference at 240p would even be conceivable. All

**Table I**

*Quantitative Assessment of Segmentation Quality and Speed*

| Model     | Parameters | Input Resolution | Output Resolution | Patches | CPU Inference (Im./sec) | GPU Inference (Im./sec) | GPU RAM (GB) | mIoU | mAcc |
|-----------|------------|------------------|-------------------|---------|------------------------|------------------------|--------------|------|------|
| ViT (1 block) | 2.2M       | 240x240          | 30x30             | 900     | 58                     | 168                    | 0.10         | 0.71 | 0.79 |
|           |            | 480x480          | 60x60             | 3,600   | 6                      | 47                     | 0.75         | 0.78 | 0.85 |
|           |            | 960x960          | 120x120           | 14,400  | 0.5                    | OOM                    | OOM          |      |      |
| ViT (3 block) | 5.8M       | 240x240          | 30x30             | 900     | 23                     | 131                    | 0.11         | 0.76 | 0.84 |
|           |            | 480x480          | 60x60             | 3,600   | 2                      | 29                     | 0.93         | 0.86 | 0.90 |
|           |            | 960x960          | 120x120           | 14,400  | 0.2                    | OOM                    | OOM          |      |      |
| CNN (24 layers) | 1.6M       | 240x240          | 30x30             | 900     | 61                     | 214                    | 0.03         | 0.67 | 0.77 |
|           |            | 480x480          | 60x60             | 3,600   | 12                     | 103                    | 0.08         | 0.79 | 0.85 |
|           |            | 960x960          | 120x120           | 14,400  | 4                      | 50                     | 0.16         | 0.71 | 0.80 |
| CNN (32 layers) + ConvTranspose | 7.1M       | 240x240          | 30x30             | 900     | 40                     | 183                    | 0.06         | 0.66 | 0.75 |
|           |            | 480x480          | 60x60             | 3,600   | 9                      | 78                     | 0.16         | 0.82 | 0.88 |
|           |            | 960x960          | 120x120           | 14,400  | 3                      | 38                     | 0.30         | 0.75 | 0.83 |
Robot. Example of the differential drive DB21J Duckiebot model used in our experiments. While other sensors are available, we only used the camera for navigation.

Data collection scene. We collected 100 images by teleoperating the robot on the scene and occasionally adding various objects on the road.

Lane following scene. The robot is tasked with completing laps without crossing the yellow line (left) or white line (right). We benchmarked both the outer and inner loops.

Obstacle avoidance scene. The robot needs to complete laps without colliding with on-road obstacles. For this experiment, the controller ignores the yellow line predictions and the robot can navigate both lanes to avoid obstacles. In total, 4 duckiebots, 2 signs and 4 groups of duckies must be avoided during a loop.

Figure 3. Experimental setup.

benchmarks were run on a 11th Gen Intel Core i7-11800H @ 2.30GHz × 16 CPU and a NVIDIA GeForce RTX 3060 Laptop GPU. Contrary to the memory efficient CNNs, the ViT 960p resolution could not fit into GPU memory due to the unwieldy amount of patches.

ViT predictions can be further visualized in Fig. 5. Additionally, we compare the attention masks of the pretrained 3-block versus the finetuned one in Fig. 6 where interestingly, the finetuned model learns to attend mostly to those objects that are relevant to our task.

V. NAVIGATION EXPERIMENTS

In this section, we assess the performance of the trained 1-block and 3-block ViT models from Table I on two different monocular visual servoing tasks: lane following and obstacles avoidance. The robot is controlled using a potential-field based controller which receives as input the segmentation output produced by a trained ViT and outputs steering commands for the robot while maintaining a fixed linear velocity as shown in Fig. 2. For the lane-following task the goal is to maintain the vehicle centered in a lane while in the obstacle avoidance scene, the agent can use both lanes to navigate and avoid obstacles.

The scenes for both experiments are modified from the original data collection scene. In Fig. 3c, we show the driving environment used for lane-following where an additional U-turn is added to measure the robustness of the driving agent. The same driving scene is reused for the obstacle avoidance problem but different objects are added on the road (Fig. 3d).

A. Lane following

The objective of this task is to navigate the vehicle on the road (without obstacles) and maintain the vehicle centered between the yellow and white lines. We first obtain segmentation predictions \( S_t \in \mathbb{R}^{n \times n} \) for the current \( n \times n \) resized camera frame, then compute a navigation mask \( M_t \in \{0, 1\}^{n \times n} \) by extracting the pixel patches corresponding to white and yellow lines. This mask is used to compute a “repulsive” potential pushing the agent to steer away from the half of the image with the most line patches. More formally, the steering angle is controlled based on
Figure 4. Average class IoU (mIoU) and accuracy (mAcc) of various segmentation models on our Duckietown segmentation test dataset. Metrics are averaged over 3 seeds. The DINO architecture consists of 12 transformer blocks: we therefore probe the intermediary patch representations by training a segmentation head at various depths using a ViT backbone of \( n \) blocks. While raw patch representations (“No Augmentations”) perform reasonably well, adding standard image augmentations (“Augmentations”) is hugely beneficial, despite the self-supervised DINO pretraining. In both the “No Augmentations” and “Augmentations” setup, the ViT backbone is hugely beneficial, despite the self-supervised DINO pretraining. In both the “No Augmentations” and “Augmentations” setup, the ViT backbone parameters are frozen and we only train the segmentation head. As expected, unfreezing the backbone and continuing training (“Augmentations + Finetuning”) increases both performance metrics and is particularly beneficial for the 1-block and 2-block backbones. We could not finetune backbones with more than 4 transformer blocks due to hardware constraints.

\[
\phi_{t+1} = \phi_t - \gamma \sum_{i,j} (P \odot M_t)_{i,j},
\]

where \( P \) is a sign mask with \(-1\) values on the left and \(+1\) values on the right, and \( \gamma \) is a weighting factor. This purely reactive controller will reach an equilibrium by keeping the same energy on the right and the left, i.e., by being centered between the white and yellow lines. We present a visualization of the controller in Fig. 2.

Each model is evaluated by navigating the agent for five loops (2 outer loops and 3 inner loops) and report the number of minor and major infractions. A minor infraction occurs when the robot steps over either the white or yellow line. A major infraction is defined as any event requiring human intervention to put the agent back on track. Both models are evaluated at 240p and 480p input resolutions and compared against the standard lane following system implemented in Duckietown, which consists of HSV filters alongside a particle filter for state estimation.

The results of the lane following evaluation are reported in Table II. Both models perform equally well in the outer loop, however, the inner loop proves more challenging. The best performing model was with 1-block at 240p with a total of four minor infractions and zero major infractions. We hypothesize this good performance is owed to the high throughput of the model, which allows for better reaction time in the controller. Surprisingly, the high-capacity 3-block model reports a higher number of infractions. The baseline model is the worst-performing whose result is a likely consequence of the HSV filters producing false positives for line detection when white or yellow objects are placed in the scene (see Fig. 3c).

### Table II

| Model               | Input Resolution | Outer Infractions | Inner Infractions | Minor Infractions | Major Infractions |
|---------------------|------------------|-------------------|-------------------|-------------------|-------------------|
| Baseline            | 480p             | ✓                  | ✓                 | 7                 | 0                 |
| ViT 1 block         | 240p             | ✓                  | ✓                 | 1                 | 0                 |
|                    | 480p             | ✓                  | ✓                 | 3                 | 0                 |
| ViT 3 blocks        | 240p             | ✓                  | ✓                 | 1                 | 0                 |
|                    | 480p             | ✓                  | ✓                 | 4                 | 1                 |

These results demonstrate that even though higher capacity models perform better than low capacity ones with respect to test segmentation metrics, more variables should be considered for real-world deployment. Additionally, while the coarse segmentation predictions (see Fig. 3 column 2) lower the resolution to increase inference speed, they still appear to hold enough information to accurately navigate the agent within the environment.

### B. Obstacle Avoidance

The objective for the obstacles avoidance experiment is to navigate the agent through the scene in Fig. 3d while avoiding on-road duckies, signs and Duckiebots. This task was designed to validate the performance of the agent within a more challenging environment, and make use of predictions for all classes. We define the area between both white lines as being drivable, i.e., the agent is allowed to cross the yellow line to avoid obstacles without penalty. Particularly, the controller is the same used in Subsection V-A with the difference that the navigation mask now includes all obstacles to be avoided. Therefore, pixels classified as white line, ducks, signs and duckiebots are actively contributing to the “repulsive” potential. This potential function encourages the agent to drive on the road while avoiding objects placed
Figure 5. Predictions of the same 3-block ViT at different resolutions. While the model was trained in the 480p regime, it performs well on downscaled (240p) or upscaled (960p) images. The 240p predictions are visually coarse, but accurate for nearby objects or large distant ones. We show in Subsections V-A and V-B how 240p and 480p predictions can be used for navigating a Duckietown environment. The 960p predictions are shown for illustrative purposes and are too slow for real-time navigation.

on it. The assessment here is similar to that of Subsection V-A (same number of loops) with the difference that driving over the yellow line is permitted and small contacts with obstacles are considered minor infractions.

We evaluate the same models as in the previous subsection (1-block, 3-block, at 240p and 480p). For this benchmark, we do not have a particular baseline in the Duckietown stack to compare with. The results are presented in Table III and are consistent with the ones in Table II. The best performing model was once again 1-block with an input resolution of 240p, reporting a total of two minor infractions and zero major ones. The high-capacity models did not perform
Table III

| ViT Blocks | Input Resolution | Minor Infractions | Major Infractions |
|------------|------------------|-------------------|-------------------|
| 1          | 240p             | 2                 | 0                 |
|            | 480p             | 1                 | 2                 |
| 3          | 240p             | 1                 | 4                 |
|            | 480p             | 3                 | 1                 |

as-well as expected even though the segmentation results produced by those are of superior quality, again suggesting that visual servoing benefits from the higher framerate of the shallow 1-block backbone.

VI. CONCLUSION

In this work, we study how embodied agents with vision-based motion can benefit from ViTs pretrained via SSL methods. Specifically, we train a perception model with only 70 images to navigate a real robot in two monocular visual-servoing tasks. Additionally, in contrast to previous SSL literature for general computer vision tasks, our agent appears to benefit more from small high-throughput models rather than large high-capacity ones. We demonstrate how ViT architectures can flexibly adapt their inference resolution based on available resources, and how they can be used in robotic application depending on the precision needed by the embodied agent. Our approach is based on predicting labels for 8x8 image patches, and is not well-suited for predicting high-resolution segmentation masks, in which case an encoder-decoder architecture should be preferred. The low resolution of our predictions does not seem to hinder navigation performance however, and we foresee as an interesting research direction how those high-throughput low-resolution predictions affect safety-critical applications by scaling our method to more challenging scenarios. Moreover, training perception models in an SSL fashion on sensory data from the robot itself rather than generic image datasets (e.g., ImageNet) appears to be a promising research avenue, and is likely to yield visual representations that are better adapted to downstream visual servoing applications.
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