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ABSTRACT: A unique approach to bioactivity and chemical data curation coupled with random forest analyses has led to a series of target-specific and cross-validated predictive feature fingerprints (PFF) that have high predictability across multiple therapeutic targets and disease stages involved in the severe acute respiratory syndrome due to coronavirus 2 (SARS-CoV-2)-induced COVID-19 pandemic, which include plasma kallikrein, human immunodeficiency virus (HIV)-protease, nonstructural protein (NSP)5, NSP12, Janus kinase (JAK) family, and AT-1. The approach was highly accurate in determining the matched target for the different compound sets and suggests that the models could be used for virtual screening of target-specific compound libraries. The curation-modeling process was successfully applied to a SARS-CoV-2 phenotypic screen and could be used for predictive bioactivity estimation and prioritization for clinical trial selection; virtual screening of drug libraries for the repurposing of drug molecules; and analysis and direction of proprietary data sets.

INTRODUCTION

The zoonotic transmission and emergence of the new coronavirus, severe acute respiratory syndrome due to coronavirus 2 (SARS-CoV-2), in the Hubei Province of China in late November of 2019 has triggered a global pandemic that has infected over 84 million people and killed over 1.8 million people. The sequence of the SARS-COV-2 virus was published in January 2020, and since then much of the genome function has been elaborated and published. The worldwide scientific community has responded to the COVID-19 pandemic with an intense focus on discovering and testing of therapeutic modalities and that focus is reflected in the rapid vaccine development, a large volume of publications, and multiple clinical studies. Much of the global effort to address COVID-19 by many organizations and research and academic institutes has been accompanied by free and open access to publications and data from the scientific efforts.

In concert with this theme of open access, CAS released a database of 50,000 compounds based on 100 known antivirals. The CAS COVID-19 Antiviral Candidate Compounds Dataset contained CAS REGISTRY numbers, chemical structures, and chemical properties associated with each compound. As a follow up to that data release, we have undertaken a program to conduct analyses of the 50,000 compounds with the goal of providing a curated resource to assist drug discovery and development researchers in the hunt for COVID-19 therapeutics. Specifically, the team aimed to provide access to curated CAS chemical and biological data with potential links to COVID-19 targets and also provide artificial intelligence (AI)-based analysis of the data sets to create predictive connections and associations.

Quantitative structure−activity relationship (QSAR) development has been employed as a critical tool in medicinal chemistry for almost 70 years with the pioneering work of Corwin Hansch as the first exploration of the association of biological activity with physicochemical properties of molecules. The field of QSAR has evolved and expanded considerably since then and has been reviewed in multiple articles and books with the 2013 review by Cherkasov et al. being a useful look at the history and future of QSAR. Since that review, the application of machine learning techniques has allowed the rapid analyses of large data sets to build predictive models and a wide range of approaches to chemoinformatics classifications have been used.

Indeed, artificial intelligence (AI) has been applied to the field of drug discovery for drug repurposing, for multiobjective lead
optimization, in the design-make-test-analyze cycle for reducing cycle times, and in predicting protein−protein interactions using machine learning techniques such as classification or supervised learning approaches. In addition, several groups have employed AI-based approaches to the COVID-19 pandemic, in particular, with the aim of repurposing existing drugs to treat the disease, including most recently a machine learning QSAR study of 3-chymotrypsin-like protease (3CLpro) and RdRp inhibitors.

In this study, the initial target selection was driven by the desire to map small molecule to target interactions across multiple stages of SARS-CoV-2 infection. Thus, we focused on the selection of targets that were involved in (1) viral entry; (2) viral replication, budding, and release; (3) host cell immune responses related to the late-stage cytokine storm; and (4) organ damage. Additional consideration was given to the quality of the biological data available, the size of the data sets for each potential target, the range of bioactivity in those data sets, and whether there were ongoing clinical trials related to the target.

■ RESULTS AND DISCUSSION

Kallikrein. SARS-CoV-2 gains entry to the host cells through the docking of the spike (S) protein on the surface of the virus with the ACE-2 receptor of host cells. The S-protein is then cleaved at the S1−S2 site by the serine protease transmembrane serine protease type 2 (TMPRSS2) and kallikrein 13, allowing the virus to unfold and enter the host cell. Bioactivity values were available for the kallikrein family with plasma kallikrein having the largest and best spread of activity data. Since the serine protease active site of the kallikreins is conserved, a data set of 1050 unique compounds active against plasma kallikrein was compiled from the ChEMBL database and submitted to the model process. The biological activities were converted through the series of manipulations to activity "grades" that could be cross-compared (see Scheme 1).

The activity classification models were trained on physicochemical features from CAS and ChEMBL and engineered features from simplified molecular-input line-entry system (SMILES) strings as well as structural features such as aozoles, sulfonamides, nitriles, trifluoro groups, and carboxyl groups to provide a total of 110 properties for inclusion. A binary classification was the best at distinguishing between active and weakly active compounds with an accuracy of 73% at predicting inactive compounds vs 100% at predicting active compounds (see Figure 1a). Features that predict for "druglike" properties (hydrogen donor and acceptor counts, Alog P, and quantitative

---

Scheme 1. Bioactivity Data Curation Process

For a detailed description of the curation process, see the Materials and Methods section.

Figure 1. Binary confusion matrix (a) and the predicted property fingerprint (b) for plasma kallikrein inhibitors. The confusion matrix labels are 0 for inactive and 1 for active with true label on the y-axis and predicted label on the x-axis. The feature importance plot shows the top 15 features in increasing order of importance from top to bottom.
estimate of drug likeness (QED) weighted) were key characteristics for the plasma kallikrein model (see Figure 1b), with predicted densities, predicted pKs, and polar surface area (PSA) among the most important structural features.

In a structure-based cluster analysis of the test data set, the 210 compounds were clustered into 10 clusters, with 6 clusters having less than 10 representatives (see Table 1 for the total counts in the 10 clusters and their respective successful prediction counts and percentages). The compounds associated with each cluster were mapped into the confusion matrix to assess the distribution of the cluster over true-positive (TP), true-negative (TN), false-positive (FP), and false-negative (FN) labels. This would potentially indicate the degree of bias of a cluster to yield false results (see Table 2).

The analysis shows that clusters 1 and 3 (center structures 1 and 2, respectively) have a high false-positive rate for inactive members of the clusters (58 and 67%, respectively), but the remaining clusters have a good to excellent predictability for low activity. For example, clusters 2, 4, and 6 (center structures 3, 4, and 5) have high predictability for low activity at 97, 69, and 58%, respectively. In addition, the model has an excellent predictivity for high activity at 100% for clusters 1 and 6 (center structures 1 and 5).

Table 1. Cluster Analysis for Plasma Kallikrein Compounds with Numbers of Unique Compounds in 10 Clusters and the Model’s Count of Successful Classification and Percentages

| Cluster | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---------|---|---|---|---|---|---|---|---|---|----|
| Total # | 49 | 67 | 39 | 29 | 37 | 9 | 6 | 5 | 4 | 1  |
| Accurate Prediction # | 23 | 65 | 1 | 20 | 9 | 23 | 5 | 4 | 5 | 1  |
| %        | 47%| 97%| 33% | 69%| 100%| 62%| 83%| 100%| 100%| 100% |

“Shaded coloring provided to assist in interpretation of Tables 1−18. Orange and green shading represent the different clusters in the analysis and correlate with similarly shaded clusters in other tables within this work.

Table 2. Cluster vs Confusion Matrix Analysis for Plasma Kallikrein Compounds with Distributions of Classifications for Each

| Plasma Kallikrein Cluster to Confusion Plot |
|-------------------------------------------|
| N = 148 (0.73)                          |
| 19 61 1 20 9 26 2 9 0                  |
| 6 7 8 9 10                              |
| 6 7 8 9 10                              |
| 6 7 8 9 10                              |
| 6 7 8 9 10                              |
| N = 54 (0.27)                           |
| 19 61 1 20 9 26 2 9 0                  |
| 6 7 8 9 10                              |
| 6 7 8 9 10                              |
| 6 7 8 9 10                              |
| 6 7 8 9 10                              |

Predicted Label

“Shaded coloring provided to assist in interpretation of Tables 1−18. Blue shading represents N = x (y) fraction size, with darker shades indicating higher fractions provided in parentheses. Orange and green shading represent the different clusters in the analysis and correlate with similarly shaded clusters in other tables within this work.

The biological activities were converted through the series of manipulations to activity "grades" that could be cross-compared (see Scheme 1). The activity classification models were trained on physiochemical features from CAS and ChEMBL and engineered features from SMILES strings as well as structural features such as azoles, sulfonamides, nitriles, trifluoro groups, and carboxyl groups to provide a total of 110 properties for inclusion.

The ternary model was the best at distinguishing inactive, moderately active, and highly active compounds in the HIV protease family. The model provides a 73% success rate at predicting poorly active compounds; a 57% probability of predicting moderate activity; and an 81% success rate at predicting the highly active compounds (see Figure 2a). Features that predict for "druglike" properties (Alog P, CX log D, QED weighted, hydrogen donor−acceptor counts, and freely rotatable bonds) were among the most important characteristics for the HIV protease model (see Figure 2b), with predicted densities, molar volumes, and PSA among the most important structural features.

In a structure-based cluster analysis of the hold-out data set, the 769 compounds can be clustered into 22 distinct clusters with 4 clusters containing over 35 unique compounds (see Table 3).

Human Immunodeficiency Virus (HIV) Protease. Once the SARS-CoV-2 virus has gained entry to the cell, the viral RNA is translated to a set of large polyproteins that are then processed into the proteins required for viral replication. Nonstructural protein (NSP)3 also known as papain-like proteinase (PLpro) and NSP5, also known as 3-chymotrypsin-like proteinase (3CLpro), are proteinases responsible for the processing of polyprotein ORF-1. Inhibition of one or both of these enzymes should result in reduced viral translation and consequently a lower viral load and potentially milder disease. Although the HIV-protease inhibitors were designed to inhibit the HIV aspartyl protease, there were indications that some members of the class are thought to interact with NSP3 and/or NSP5.25,26 Accordingly, we assembled a data set from the ChEMBL database with 3844 unique compounds and bioactivity data points.
Figure 2. Ternary confusion matrix (a) and predicted feature fingerprints (PFF) (b) for HIV protease inhibitors. The confusion matrix labels are 1 for weakly active, 2 for moderately active, and 3 for highly active with true label on the y-axis and predicted label on the x-axis. The feature importance plot shows the top 15 features in increasing order of importance from top to bottom.

Table 3. Cluster Analysis for HIV Protease Compounds with Numbers of Unique Compounds in 10 Major Clusters and the Model’s Count of Successful Classification and Percentages

| Cluster | 1 | 2 | 3 | 4 | 6 | 7 | 10 | 13 | 16 | 20 |
|---------|---|---|---|---|---|---|-----|-----|-----|-----|
| Total # | 471 | 135 | 5 | 3 | 75 | 11 | 37 | 8 | 3 | 3 |
| Accurate Prediction # | 312 | 98 | 2 | 1 | 54 | 11 | 31 | 6 | 3 | 0 |
| % | 66% | 73% | 40% | 33% | 72% | 100% | 84% | 75% | 100% | 0% |

The compounds associated with each cluster were mapped into the confusion matrix to assess the distribution of the cluster over true-positive (TP), true-negative (TN), false-positive (FP), and false-negative (FN) labels. This would potentially indicate the degree of bias of a cluster to yield false results (see Table 4).

The largest cluster, cluster 1 with 471 unique compounds, is the prototypical protease inhibitor with center structure 6 and, as with the other highly active clusters, clusters 2, 6, and 10 (center structures 7, 8, and 9); the model was highly predictive across the activities with moderate activity being the most difficult to accurately predict.

Table 4. Cluster vs Confusion Matrix Analysis for HIV Protease Compounds with Distributions of Classifications
As discussed previously, NSP5, also known as 3-chymotrypsin-like proteinase (3CLpro), is one of the proteinases responsible, in part, for the processing of polyprotein ORF-1. Inhibition of this enzyme should result in reduced translation and consequently a lower viral load and potentially milder disease. Accordingly, we assembled a data set of 303 unique compounds and bioactivity data points from the CAS REGISTRY. The biological activities were converted through the series of manipulations to activity “grades” that could be cross-compared (see Scheme 1). The activity classification models were trained on physiochemical features from CAS and ChEMBL and engineered features from SMILES strings as well as structural features such as azoles, sulfonamides, nitriles, trifluoro groups, and carboxyl groups to provide a total of 110 properties for inclusion.

A binary classification was the best at distinguishing between active and weakly active compounds with an accuracy of 83% at predicting inactive compounds vs 100% at predicting active compounds (see Figure 3a). Features that predict for “druglike” properties (Alog P and QED weighted) were among the most important characteristics for the NSP5 model (see Figure 3b), with predicted molar and mass solubilities at pH 1, 7, and 10 among the most important structural features.

In a structure-based cluster analysis of the hold-out data set of 61 compounds, nine distinct clusters were formed with two clusters containing the most compounds (see Table 5, which shows the total counts for the nine major clusters and their respective successful prediction counts and percentages).

The compounds associated with each cluster were mapped into the confusion matrix to assess the distribution of the cluster over true-positive (TP), true-negative (TN), false-positive (FP), and false-negative (FN) labels. This would potentially indicate the degree of bias of a cluster to yield false results (see Table 6).

In general, the model makes highly accurate predictions across all structural classes indicating that there is no structural bias. The most populated clusters, 3 and 6 (center structures 10 and 11), have a high predictivity for their low activity, and cluster 5 (center structure 12) has excellent predictivity for low and high activity.
**NSP12—RNA-Dependent RNA Polymerase.** The SARS-CoV-2 virus genome encodes an RNA-dependent RNA polymerase (RdRp), named NSP12, that is essential for viral replication. The NSP12 protein requires a docking interaction with the viral proteins NSP7 and NSP8 for enzymatic function, and X-ray data for remdesivir bound into the active site has been published.\textsuperscript{27} Although bioactivity data for the SARS-CoV-2 RdRp has not been published, the sequence, functionality, and active site configuration of several other RdRps overlap with the SARS-CoV-2 sequence/functionality.\textsuperscript{28} We assembled a data set of 2888 unique compounds with bioactivity data points from the CAS database. The biological activities were converted through the series of manipulations to activity ”grades” that could be cross-compared (see Scheme 1). The activity classification models were trained on physiochemical features from CAS and ChEMBL and engineered features from SMILES strings as well as structural features such as azoles, sulfonamides, nitriles, trifluoro groups, and carbonyl groups to provide a total of 110 properties for inclusion.

A binary classification was the best at distinguishing between active and weakly active compounds with an accuracy of 85% at predicting inactive compounds vs 83% at predicting active compounds (see Figure 4a). Features that predict for “druglike” properties (AlogP and CX log P) were among the most important characteristics for the NSP12 model (see Figure 4b), with predicted densities molar volumes, and PSA among the most important structural features. Interestingly, the predicted molar and mass solubilities at pH 7 were also in the top 15 predictive features of the model.

In a structure-based cluster analysis of the hold-out data set of 575 compounds, 13 distinct clusters were formed with 4 clusters containing 20 or more unique compounds (see Table 7, which shows the total counts for the top 10 major clusters and their respective successful prediction counts and percentages). In general, the model makes very accurate predictions.

The compounds associated with each cluster were mapped into the confusion matrix to assess the distribution of the cluster over true-positive (TP), true-negative (TN), false-positive (FP), and false-negative (FN) labels. This would potentially indicate the degree of bias of a cluster to yield false results (see Table 8). Clusters 1, 2, 5, and 10 (center structures 13–16) have excellent predictivity with at least a 73% rating. Disappointingly the data set contained a disproportionate number of weakly actives, and the structural class that is closest to the antiviral remdesivir was weakly active and, not surprisingly, the model predicted weak bioactivity for remdesivir. This probably indicates a lack of suitable bioactivity data for the remdesivir-like class of molecules that could strengthen the predictability of the NSP12 model.

**Angiotensin II Type-1 Receptor (AT-1).** SARS-CoV-2 gains entry to its target cell by binding to the angiotensin-converting enzyme type-2 receptor. Angiotensin levels are elevated in animal models, where the SARS-CoV S-protein is injected and the high levels could contribute to the severe lung injury in patients.\textsuperscript{29} A set of 1186 AT-1 receptor antagonists with a wide range of activities were selected for modeling from the ChEMBL database and included six known FDA-approved drugs. The biological activities were converted through a series of manipulations to activity ”grades” that could be cross-compared.
The activity classification models were trained on physiochemical features from CAS and ChEMBL and engineered features from SMILES strings as well as structural features such as azoles, sulfonamides, nitriles, trifluoro groups, and carboxyl groups. In the final model, 110 molecular features were chosen for each compound.

A binary model is highly predictive for highly active and poorly active compounds with the combination of CAS and ChEMBL properties giving the best predictive power: poorly active compounds were predicted with 84% success and highly active compounds were predicted with an 81% success rate (see Figure 5a). Ternary evaluation accurately predicts for a decision tree that distinguishes poorly active (88%), moderately active (60%), and highly active compounds (75%) (see Figure 5c).

The top 15 properties from the 110 that were initially selected as the most important for the model are a mixture of physicochemical and structural features (see Figure 5b,d). Features that are linked to acidic pH predictions (predicted pKas most acidic, log \(D\) at pH1, \(K_{oc}\) at pH1) were important, as were features linked to being “druglike” (CX log \(P\), CX log \(D\), and QED weighted).

In a structure-based cluster analysis of the hold-out data set of 239 compounds, 10 discrete clusters were formed with 4 of the clusters having just a single representative (Table 9 shows the total counts for the top 10 clusters and their respective successful prediction counts and percentages).

The compounds associated with each cluster were mapped into the confusion matrix to assess the distribution of the cluster

---

**Table 8. Cluster vs Confusion Matrix Analysis for NSP12 Compounds with Distributions of Classifications for Each Cluster with True Label on the y-axis and Predicted Label on the x-axis**

---

**Figure 5.** Confusion matrices and predictive feature fingerprint characteristics for AT-1 binary classification, panels (a) and (c), and AT-1 ternary classification, panels (b) and (d). The binary confusion matrices (a) labels are 0 for inactive and 1 for active with true label on the y-axis and predicted label on the x-axis. The ternary confusion matrix (b) labels are 3 for highly active, 2 for moderately active, and 1 for weakly active. The feature importance plots (b) and (d) show the top 15 features in increasing order of importance from top to bottom.
over true-positive (TP), true-negative (TN), false-positive (FP), and false-negative (FN) labels. This would potentially indicate the degree of bias of a cluster to yield false results. The three largest clusters follow the general confusion matrix outcome with clusters 1, 3, and 5 (center structures 17–19 respectively)

Table 9. Cluster Analysis for AT-1 Compounds with Numbers of Unique Compounds in the Top 10 Clusters and the Model’s Count of Successful Classification and Percentages

| Cluster | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---------|---|---|---|---|---|---|---|---|---|----|
| Total # | 21| 1 | 89| 19| 90| 1 | 1 | 8 | 7 | 1  |
| Accurate Prediction # | 16| 1 | 72| 9 | 55| 0 | 1 | 8 | 1 | 1  |
| %       | 76%|100%|81%|47%|61%|0%|100%|100%|14%|100%|

Table 10. Cluster vs Confusion Matrix Analysis for AT-1 Compounds with Distributions of Classifications for Each Cluster with Actual Classification on the y-axis and Predicted Classification on the x-axis

Figure 6. Predicted vs actual activity grades for the six FDA-approved AT-1 antagonists.
being studied in the clinic. Inhibitors including pacritinib, baricitinib, and tofacitinib are in process. In seriously ill patients, there is an overwhelming inflammatory response, also known as the cytokine storm, which can lead to multiple organ failure and death. Several JAK inhibitors including pacritinib, baricitinib, and tofacitinib are being studied in the clinic.

A set of six Food and Drug Administration (FDA)-approved drugs (fimasartan, pratosartan, saprisartan, losartan, candesartan, and zolasartan), not included in the model’s training set, were run through the model to determine whether it could predict their bioactivities. The model was quite successful in providing a predicted activity score for each compound with a match of ±1 to the true values, with four of the six compounds having exact predicted values (see Figure 6).

Figure 7. Distribution of bioactivity for the 6638 compounds across the JAK family.

Janus Kinases (JAK) 1–3. The Janus kinases are intracellular, nonreceptor tyrosine kinases that are intimately involved in the signal transduction of cytokine-mediated signals and therefore central to many immunologic and inflammatory processes. In seriously ill patients, there is an overwhelming inflammatory response, also known as the cytokine storm, which can lead to multiple organ failure and death. Several JAK inhibitors including pacritinib, baricitinib, and tofacitinib are being studied in the clinic.

A set of 6638 JAK inhibitors with a wide and well-distributed range of activities was selected from the ChEMBL database (see Figure 7 for a Venn diagram showing the distribution of bioactivities across the three kinases). The biological activities were converted through a series of manipulations to activity “grades” that could be cross-compared (see Scheme 1). For each of the three kinases, the activity classification models were trained on physiochemical features from CAS and ChEMBL and engineered features from SMILES strings including structural features such as azoles, sulfonamides, nitriles, trifluoro groups, and carboxyl groups. In the final model, 110 molecular features were chosen for each compound.

Three models were built, and ternary classifications provided the best predictions for each of the kinases. Thus, for JAK-1, the model accurately predicts for a decision tree that distinguishes poorly active (90%), moderately active (60%), and highly active compounds (74%) (see Figure 8a); for JAK-2, the model accurately predicts for a decision tree that distinguishes poorly active (82%), moderately active (66%), and highly active compounds (81%) (see Figure 8b); and for JAK-3, the model accurately predicts for a decision tree that distinguishes poorly active (77%), moderately active (64%), and highly active compounds (84%) (see Figure 8c).

The predictive feature fingerprints of each kinase are unique, emphasizing druglike properties as the best predictors. Thus, for JAK-1, -2, and -3, 7 of the top 15 properties are the same but have different factor levels (polar surface areas, monoisotopic molecular weight, predicted pKₐs most acidic, molar volumes, predicted pKₐ, most basic, Alog P, and QED weighted). JAK-1 has three unique factors (f count, hydrogen donor–acceptor sums, and CX log D), four shared with JAK-2 (densities, heavy atoms, hydrogen donor–acceptor counts, and molar intrinsic solubilities), and none shared with JAK-3. JAK-2 has two unique properties, predicted log Ds 25 °C pH 1 and n-count, and has four shared with JAK-1 (see above) and one shared with JAK-3 (boiling point). JAK-3 has five unique features (predicted log Ds 25 °C pH 10, and SMILES features “-“,”\[“,”\], and “H”). In a structure-based cluster analysis of the data set, the 2111 hold-out compounds (623 for JAK-1, 1236 for JAK-2, 459 for JAK-3, and 45 for JAK selectivity) can be clustered into 50 discrete clusters, with 10 of the clusters containing 91% of the data set. The compounds associated with each cluster were mapped into the confusion matrix to assess the distribution of the cluster over true-positive (TP), true-negative (TN), false-positive (FP), and false-negative (FN) labels. This would potentially indicate the degree of bias of a cluster to yield false results.

For JAK-1, the 10 top clusters (Table 11 shows the total counts for the clusters and their respective successful prediction counts and percentages) follow the general confusion matrix outcome with all clusters showing better than 67% predictability success, with the exception of clusters 6 and 9 (center structures 20 and 21). Notably, the most active compounds against JAK-1 are in clusters 5 and 15 (center structures 22 and 23), but the model is the best at predicting most active bioactivity for cluster 15 (center structure 23) (see Table 12).
counts and percentages) follow the general confusion matrix outcome with only cluster 26 (center structure 24) showing less than 60% predictivity. Notably, the most active compounds against JAK-2 are in clusters 2, 5, 6, 11, 15, and 19 (center structures 25, 22, 20, 26, 23, and 27, respectively), but the model is the best at predicting most active bioactivity for clusters 5, 15, and 19 (center structures 22, 23, and 27) (see Table 14).
For JAK-3, the 10 top clusters (Table 15 shows the total counts for the clusters and their respective successful prediction counts and percentages) follow the general confusion matrix outcome with clusters 1, 5, 10, 15, 26, and 29 (center structures 28, 22, 29, 23, and 30) showing 74% or higher success at predicting bioactivity for the compounds. Notably, the most active compounds against JAK-3 are in clusters 5, 9, 11, 15, and 29 (center structures 22, 21, 26, 23, and 30) and the model predicts their bioactivity with >85% accuracy (see Table 16), with the exception of cluster 9 (center structure 21), which is at 33%.

A smaller set of the JAK inhibitors, 971 compounds, had published bioactivity data for all three kinases, and this subset of compounds was explored as a validation tool to determine whether selectivity for one or more kinase vs the others could be modeled (see Figure 9a). Compounds were considered to be selective for one kinase over the other two if the compound showed at least 30-fold selectivity over both of the other kinases. Using this curation protocol, 198 inhibitors were chosen, with
76 compounds selective for JAK-1, 43 compounds selective for JAK-2, 54 compounds selective for JAK-3, and 25 compounds with no selectivity for one single kinase over the other two. Seventy compounds with partial selectivity for two of the kinases over the other kinase were excluded from the model. The model was built with 80% of the compounds and a hold-out set of 45 compounds was used to test the model.

The model built on this data set was able to classify compounds based on whether they were selective for JAK-1, 2, or 3 with weak ability to predict for nonselectivity (see Figure 9a). Thus, the model was able to predict JAK-1 selectivity with an 83% success rate, JAK-2 selectivity with an 89% success rate, JAK-3 selectivity with a 100% success rate, and nonselectivity with a 33% success rate. Attempts to further define the partially selective inhibitors were not successful, in part, at least, to the small n-numbers.

The set of features that the model selects to generate the quaternary plot comprise both physicochemical and structural elements. Physicochemical features that are consistent with druglike features, such as Alog P, CX Log D, QED weighted, and CX log P, are extremely important with n-count; chiral count and aromatic rings being key structural features (see Figure 9b).
Given the high homology of the active sites of the JAK family, the degree of predictive success that the model achieves is remarkable.

For the selectivity data set, only eight clusters were formed with cluster 5 (center structure 22) having the highest number of compounds (see Table 17 for the total counts for the clusters and their respective successful prediction counts and percentages).

The cluster analysis follows the general confusion matrix outcome with clusters 5, 6, 11, 12, and 26 (center structures 22, 20, 26, 31, and 24) showing 75, 70, 100, and 100% success at predicting the correct selectivity for the compounds (see Table 18).

**Table 16. Cluster vs Confusion Matrix Analysis for JAK-3 Compounds with Distributions of Classifications for Each Cluster with True Label on the y-axis and Predicted Label on the x-axis**

![Confusion matrix and feature fingerprint](image)

**Figure 9.** Confusion matrix (a) and predictive feature fingerprint characteristics (b) for JAK selectivity. The confusion matrix labels are 1 for JAK-1, 2 for JAK-2, 3 for JAK-3, and 4 for nonselective with true label on the y-axis and predicted label on the x-axis. The feature importance plot shows the top 15 features in increasing order of importance from top to bottom.

**Table 17. Cluster Analysis for JAK Selectivity with Numbers of Unique Compounds in the Eight Clusters and the Model’s Count of Successful Classification and Percentages**

|   | 1  | 2  | 5  | 6  | 11 | 12 | 15 | 26 |
|---|----|----|----|----|----|----|----|----|
| Total # | 5  | 1  | 25 | 1  | 3  | 2  | 2  | 6  |
| % | 40% | 0% | 80% | 0% | 100% | 0% | 100% | 50% |

A set of four FDA-approved drugs (ruxolitinib, fedratinib, midostaurin, and nintedanib) and seven JAK clinical candidates (lestaurtinib, pelitinib, abrocitinib, PF-06651600, KW-2249, ...
CGP-52421, and BMS-911543), which were not included in the model’s training set, were run through the model to determine whether the model could predict their selectivities. The model was quite successful in providing a predicted selectivity score for each compound. Table 18. Cluster vs Confusion Matrix Analysis for JAK-1−3 Selective vs Nonselective Compounds with Distributions of Classifications for Each Cluster

![Table 18](image)

“The confusion matrix labels are 1 for JAK-1, 2 for JAK-2, 3 for JAK-3, and 4 for nonselective with true label on the y-axis and predicted label on the x-axis.

Figure 10. Predicted vs actual selectivity for the four FDA-approved drugs and eight clinical candidates with activity against the JAK family.
each compound with a match ± 1 to the true. The model correctly predicts that lestaurtinib interacts with JAK-1, correctly predicts that pelitinib and midostaurin interact with JAK-2, correctly predicts that ruxolitinib interacts with JAK-3, and correctly predicts KW-2249 and BMS-911543 as non-selective (see Figure 10).

Activity Classification for AT-1, JAK-1−3, and HIV Protease. After having conducted the model building for the AT-1, JAK, and HIV-protease data sets, we wanted to determine whether the three target data sets can be distinguished from each other using a random forest model. Accordingly, a ternary classification model was trained on physiochemical features from the full chemistry feature list of 110 properties. As shown in Figure 11a, the model easily distinguishes between the three data sets, accurately classifying each molecule into the correct target (98% success for AT-1, 99% for HIV protease, and 99% success for JAK family), with the primary features that distinguish the targets being heavily dominated by structural features that include the tetrazole ring, that features heavily in the AT-1 data set (see Figure 11b).

Phenotypic Screening. Several independent groups have performed screening of different sets of FDA-approved drugs in SARS-CoV-2 phenotypic assays, and their data outputs have been compiled in ChEMBL and released. Three such screening exercises that measure SARS-CoV-2-induced cytotoxicity and the ability of FDA-approved drugs to prevent the cell death were considered for inclusion in the modeling effort.34−36 Ultimately, we examined the SARS-CoV-2-induced cytotoxicity of CACO-2 (human colon cell line used extensively for in vitro permeability studies). In this study, approximately 5600 FDA-approved drugs were screened in a 48 h cytotoxicity study to measure the degree of inhibition of cell death. Compounds that displayed a greater than 75% inhibition were considered active, and from the large set of FDA-approved drugs, 267 were considered active.34

We used the bioactivity data from ChEMBL, and a subset of the data was trained on physiochemical features from the set of 110 chemical properties and a hold-out set of 868 compounds were then used to establish a binary classification model that could predict whether a molecule was active or inactive in the

Figure 11. Confusion matrix (a) and predictive feature fingerprint characteristics (b) for classification of AT-1, HIV protease, and JAK family targets. The confusion matrix labels are 1 for AT-1, 2 for HIV protease, and 3 for JAK family with true label on the y-axis and the predicted label on the x-axis. The feature importance plot shows the top 15 features in increasing order of importance from top to bottom.

Figure 12. Binary confusion matrix (a) and predictive feature fingerprint characteristics (b) for classification of activity in a SARS-CoV-2-induced CACO-2 cell cytotoxicity assay. The confusion matrix labels are 0 for inactive and 1 for active with true label on the y-axis and predicted label on the x-axis. The feature importance plot shows the top 15 features in increasing order of importance from top to bottom.
phenotypic assay; the model was able to identify bioactivity with 65% accuracy (35% false-negative rate for inactive compounds) (see Figure 12).

**DISCUSSION/CONCLUSIONS**

We have used a highly methodical approach to addressing the COVID-19 pandemic challenge by dividing the life cycle of the disease into phases and identifying targets that address each stage. It was important in building the data sets on which to base the modeling to extract high-quality bioactivity data, followed by careful curation to ensure comparability of the data both within specific targets and across the targets. In addition, it was critical to include a uniform set of chemical features that are also curated to avoid repetition and redundancy in the model building. In this model building, we used highly curated chemical features available from CAS and ChEMBL and included a unique, curated SMILES feature set designed for this type of analysis. Once the data sets were assembled, we used a combination of random forest classification and structure-based cluster analyses to interpret the results.

We have found that the unique approach to data curation coupled with RF analyses produces target-specific and cross-validated predictive feature fingerprints (PFFs) that have high predictability across multiple targets: plasma kallikrein, HIV protease, NSP5, NSP12, AT-1, and the JAK family. This wide applicability to different target types (protease, RNA polymerase, G protein-coupled receptor (GPCR), tyrosine kinase, and a phenotypic assay) as well as to different chemotypes within a target is a major strength and differentiator of our methodology. Most QSAR methods, including regression analyses and principal component analysis (PCA) analyses, require a highly specific and tailored approach based on the specific target and are primarily based on a single chemotype that is active against the selected target. In addition, our methodology provides the medicinal chemist with a set of key features (the PFF) that can be used as a guide to the next round of compound design.

Our approach was also highly accurate in determining the matched target for the different compound sets, and this ability to distinguish compounds on the basis of a target fingerprint suggests that the models could be used for AI-based sorting of chemical structures with the potential for virtual screening of compound libraries for assessing compounds for clinical trial potential.

The ability of each target model to create a binary decision tree for inactive or active compounds or a ternary decision tree for weakly active, moderately active, and highly active compounds also suggests that the models could be used for virtual screening of target-specific compound libraries to select the most active compounds for synthesis and or clinical testing. The PFFs have wide structural applicability as shown by cluster analyses of each of the data sets, and the PFFs could also be used to guide additional synthesis or virtual library creation for screening through the models.

The ability to distinguish clinical candidates in the AT-1 and JAK data sets also suggests that this methodology could be used for honing virtual libraries toward compounds with druglike characteristics.

In addition, the model process is applicable to phenotypic screening and could be used for large-scale virtual screening of compound libraries given a training set of bioactivity values. This model building process could be used for predictive bioactivity estimation and prioritization for clinical trial selection; virtual screening of drug libraries for repurposing of drug molecules; and analysis and direction of proprietary data sets.

The model building process appears to be highly reproducible and should be applicable to a wider range of targets and therapeutic areas. The successful application of this unique curation-modeling methodology could effectively reduce medicinal chemistry cycle times by 18–24 months and reduce the overall drug discovery timelines by similar amounts. Additional studies to explore the applicability of the model building process are underway and will be targeted toward establishing the complete rules-based set of medicinal chemistry...
Table 19. Summary of the Selected Targets, Synonyms, Organism, UniProt ID (If Available), the Stage of the Disease, the Unique Compound Data Set Size and a Related Clinical Candidate

| target                        | synonyms            | organism | UniProt ID         | stage of disease            | # of unique compounds | clinical candidate |
|-------------------------------|---------------------|----------|--------------------|-----------------------------|-----------------------|--------------------|
| plasma kallikrein             | human               |          | KLKB1_HUMAN       | viral entry                 | 1050                  | camostat[^1^]      |
| NSP3                          | PLpro, HIV Protease | viral    | unassigned         | viral replication/Host innate immune response | 3844                  | lopinavir[^5^]     |
| NSP5                          | 3CLpro, Mpro        | viral    | unassigned         | viral replication           | 303                   | danoprevir[^6^]    |
| NSP12                         | RdRp                | viral    | R1AB_SARS2         | viral replication           | 2888                  | remdesivir[^7^]     |
| AT-1                          | human               |          | AGTR1_HUMAN       | lung injury                 | 1186                  | losartan[^8^]       |
| JAK-1–3                       | human               |          | JAK1_HUMAN        | host immune response        | 6639                  | Xeljanz[^9^]        |
|                               |                     |          | JAK2_HUMAN        |                             |                       |                    |
|                               |                     |          | JAK3_HUMAN        |                             |                       |                    |
| phenotypic                    | human and viral     | not applicable |                 |                             | 4337                  |                    |

Descriptors for each target to aid in compound design, plus a network tool to link targets, structures, and diseases that will be used to construct a medicinal chemistry knowledge graph.

**MATERIALS AND METHODS**

**Workflow.** The process workflow for the development of the models is illustrated in Scheme 2. The first step of target selection was followed by identifying molecules with bioactivity data from a variety of sources. The bioactivity data, molecule descriptors, and predicted physicochemical properties were then curated and compiled in a consolidated data set for each target. The data was partitioned into a training set for model development and a testing set for model evaluation. Next was model development, which involved designing and tuning a model to optimize its cross-validated performance on the training set. The tuned model was then further tested using a one-off hold-out test on the testing data set. A more detailed description for each step of the process follows.

**Derivation of the CAS COVID-19 Antiviral Candidate Compounds Data Set.** CAS scientists selected a seed list of 100 known antiviral agents with known clinical activity from the CAS REGISTRY that was expanded by a combination of a similarity search based on the Tanimoto algorithm[^17^,^30^] and based on a substructure search of the seed list compound base structure. The resulting set of 65,000 compounds was trimmed to eliminate overlapping structures from the two approaches, and the resulting data set of 50,000 unique compounds has been released for open access.[^10^]

**Target Selection.** Target selection was driven by the desire to map small molecule to target interactions across multiple stages of SARS-CoV-2 infection. SARS-CoV-2 host cell entry is mediated by the viral spike protein (S-protein), which docks to the angiotensin-converting enzyme type-II receptor (ACE-2). The spike protein—ACE-2 complex is then processed by transmembrane serine protease type 2 (TMPRSS2), which enables membrane fusion and the release of the viral contents into the cell.[^39^-^41^] The serine protease Kallikrein 13 has also been linked to SARS-CoV-2 cell entry in cleaving the S1–S2 region of the viral spike protein.[^41^]

The virus RNA encodes at least 14 open reading frames (ORFs) that are released into the cell for translation and processing. The ORF1a/ORF1b complex, which encodes a large polyprotein, is self-processed into a series of 16 proteins that control the viral replication (nonstructural protein [NSP] 1–12, 14, and 16) and downregulation of the host interferon response (NSP13, NSP15, and ORF9b).[^21^]

Viral replication, budding, and release are controlled through a number of viral proteins that include NSP3, a papain-like protease (PLpro); NSP5, a chymotrypsin-like protease (3CLpro);[^22^] and NSP12, the RNA-dependent RNA polymerase (RdRp).[^43^-^46^] Although HIV-protease inhibitors are designed as inhibitors of the HIV aspartyl protease, there are indications that some members of the class may interact with NSP3 and/or NSP5.[^25^,^26^]

The release of multiple viral particles prompts the host to initiate an immune response[^47^], which in many patients becomes an overwhelming inflammatory response that can lead to cytokine storm, precipitating multiple organ failure and death.[^30^-^32^] Among the many inflammatory mediators involved in this process, the Janus kinases are heavily implicated as they are obligatory partners in cytokine signaling.[^44^,^45^]

Additional consideration was given to the quality of the biological data available, size of the data sets for each potential target, range of bioactivity in those data sets, and whether there were ongoing clinical trials related to the target. Ideally, data sets of at least 1000 unique compounds with bioactivity spread evenly from mM to nM are required for the model generation to comply with an appropriate data point to feature ratio. Accordingly, we selected the following targets: plasma kallikrein; NSP3/HIV protease; NSP5 (3CLpro); NSP12 (RdRp); angiotensin II receptor type 1 (AT-1);[^50^] and JAK-1, -2, and -3. In addition, we sought to develop a model based on phenotypic screen results as a holistic approach to the problem. A summary of the selected targets, the stage of the disease targeted, the size of the unique compounds with bioactivity data sets, and clinical candidates is given in Table 19.

**Biodata Sources and Curation.** Biological data was collected from three main sources: GoStats[^51^], Liceceptor[^52^], and ChEMBL[^5^], using the target descriptor as the primary filter for compound selection. The bioactivities from the three databases were a complex mix of activity type, activity unit, and activity value and were subjected to a curation process prior to incorporation into the modeling analysis. In consideration of the different evaluation standards that each primary source of bioactivity data uses, we used single sources of bioactivity data for each of the targets, and this is noted in each target described in the Results and Discussion section.

Each data set was narrowed to bioactivities represented by EC[^50^], IC[^50^], K[^50^], K[^50^], p[^50^], and p[^50^], and, to use as much of the data as possible, the individual values were converted through the series of manipulations to values that could be cross-compared (see Scheme 1). We used the statistically validated methodology...
published by the ChEMBL group to make the conversions of the different activity types to a single cross-comparable value.\textsuperscript{60} Thus, EC\textsubscript{50} and IC\textsubscript{50} values were converted to their − log 10 values; \( K_a \) and \( K_b \) values were divided by 2.3 and then converted to their − log 10 values; and \( pK_a \) values were adjusted by subtracting 0.32. All values were then converted to activity grades starting with a value of \( p\text{IC}_{50} \) \( p\text{EC}_{50} \) \( pK_a \) \( pK_b < 5.5 \) assigned a grade of 1, stepping up by half log units and finishing with activity values of >9.5 being assigned a grade of 10 (see Scheme 1).

### Chemical Property Sources and Curation

The primary sources of chemical property data were taken from the CAS REGISTRY and from the ChEMBL data set and comprised both physiochemical and structural properties.

#### Physicochemical Properties

The CAS REGISTRY properties correspond to the physiochemical characteristics of each small molecule. They include: polar surface area (PSA); hydrogen bond acceptor (HBA) count; hydrogen bond donor (HBD) count; bio-concentration factors (predicted for pH 1–10); mass solubilities (predicted for pH 1–10); predicted molar solubilities (pH 1, 7, and 10); \( pK_a \) (under acidic and basic conditions); predicted log \( D \) (pH 1, 7 and 10); predicted boiling point; predicted enthalpies of vaporization, predicted densities; predicted molar volumes; predicted mass intrinsic solubilities; and predicted molar intrinsic solubilities (pH 1, 7, and 10). From the ChEMBL set, we selected the following physical properties: molecular formula; estimated lipophilicity (\( \log D \)); Lipinski’s rule of five violations (ROS violations); QED weighted; \( CX \log D \); \( CX \log D \); aromatic rings; heavy atoms, HBA Lipinski; HBD Lipinski; and monoisotopic molecular weight.

#### Structural Properties

The structural properties included in the data are the following: hydrogen bond acceptor counts; hydrogen bond donor counts; hydrogen donor–acceptor sums; freely rotatable bond counts; and polar surface areas. The SMILES strings of each molecule were used to engineer features, generating the set of unique characters across all of the SMILES strings across data for each target. A distributed representation of each symbol in the SMILES was calculated. Each feature vector consists of 74 features, 17 of which are atomic symbols and the remaining 57 are SMILES symbols.

#### AI Methods. Classification Model: Random Forests

In this study, we used the random forest (RF) methodology, which is a tree-based learning method initially introduced by Breiman in 2001.\textsuperscript{61} The RF algorithm generates multiple decision trees from randomly selected feature sets. This results in unpruned classification trees that reduce overfitting to training data. Activity classification predictions are made by each decision tree and a majority vote rule is used to combine the results. Here, we implement random forests using scikit-learn.\textsuperscript{62} Random forests have been used in a variety of benchmark studies. In 2003, Feuston et al. used random forests to build regression and classification models to predict quantitative and categorical biological activity based on quantitative descriptions of compounds’ molecular structures.\textsuperscript{63} Further, in 2019, Gitter et al. published a study using random forests to recover active molecules assay against Pria-SSB from a library of 22 000 molecules.\textsuperscript{64} In another study, Gitter et al. looked at using random forests and molecular fingerprints to classify drug functions.\textsuperscript{65}

#### Model Development

Model parameter selection was done using 10-fold cross validation on the training sets. Separate hyperparameter grid searches were performed for each model. The best set of hyperparameters were selected based on cross-validation accuracy (see Table 20).

### Table 20. Random Forest Classifier Hyperparameters Explored by Grid Search

| parameter          | value         |
|--------------------|---------------|
| no. estimators     | 50, 100, 200, 400, 800, 1000 |
| max features       | “auto,” “sqrt,” “log2” |
| max depth          | 10, 35, 60, 85, 110, None |
| min sample leaf    | 1, 2, 4       |
| min sample split   | 2, 5, 10      |
| bootstrap          | true, false   |

The training and test sets for each model were generated using randomized 80/20 train/test splits. The hold-out test sets were left out of training and model selection steps and reserved for model evaluation. To avoid overfitting, we did our best to satisfy the “1 in 10 rule,” which states that values of events per variable (EPV) greater than or equal to 10 reduces bias in model training.\textsuperscript{66} Trained models were evaluated using the hold-out test set. For each model, we report the following performance metrics from scikit-learn 0.21.3: confusion matrix metrics, accuracy, balanced accuracy, Matthew’s correlation coefficient, receiver operating characteristic area under the curve (ROC AUC), and average precision. For multiclass classification models, we report the one-vs-rest comparisons for average precision and ROC AUC for each class (see Supporting Information).\textsuperscript{67}

For the purpose of training and testing the models, we built binary and ternary classification models for predicting bioactivity with each target (see Table 21 for activity score classifications).

### Table 21. Bioactivity Grade\textsuperscript{64} to Activity Score Conversion Table for Binary and Ternary Classifications Used in the Model Generation

| activity score | bioactivity grade | activity score | bioactivity grade |
|----------------|-------------------|----------------|-------------------|
| 1              | \( \geq 8 \)      | 3              | \( \geq 8 \)      |
| 0              | \(< 8 \)          | 2              | 4–7               |
| 1              | \(< 4 \)          |                |                   |

\textsuperscript{64}See Scheme 1 for explanation of the bioactivity grade process.

### Cluster Analysis

Each of the data sets for the six selected targets was subjected to a cluster analysis using Molsoft-Chemist\textsuperscript{64}. Each set of unique compounds was loaded into MolSoft-Chemist\textsuperscript{64} as an SDF file, and the clustering was performed on the structures using the MolSoft fingerprint technology,\textsuperscript{69} based on the molecular structure alone and clustered using an unweighted pair group method with arithmetic mean.\textsuperscript{70} The distance range was adjusted to give at least five large clusters, and the centers for each cluster were noted.

### ASSOCIATED CONTENT

#### Supporting Information

The Supporting Information is available free of charge at https://pubs.acs.org/doi/10.1021/acsomega.0c05303.

Tables for each target divided into the training and test sets with ChEMBL ID’s, SMILES, binary or ternary
classifier, and chemical structure cluster membership; the performance metrics from scikit-learn 0.21.3: confusion matrix metrics, accuracy, balanced accuracy, Matthew’s correlation coefficient, ROC AUC, and average precision; for multiclass classification models, we report the one-vs-rest comparisons for average precision and ROC AUC for each class; and the feature list (XLSX)
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