Solvent Effects on Ionization Potentials of Guanine Runs and Chemically Modified Guanine in Duplex DNA: Effect of Electrostatic Interaction and Its Reduction due to Solvent
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We examined the ionization potential (IP) corresponding to the free energy of a hole on duplex DNA by semiempirical molecular orbital theory with a continuum solvent model. As for the contiguous guanines (a guanine run), we found that the IP in the gas phase significantly decreases with the increasing number of nucleotide pairs of the guanine run, whereas the IP in water (OP, oxidation potential) only slightly does. The latter result is consistent with the experimental result for DNA oligomers in water. This decrease in the IP is mainly due to the attractive electrostatic interaction between the hole and a nucleotide pair in the duplex DNA. This interaction is reduced in water, which results in the small decrease in the IP in water. This mechanism explains the discrepancy between the experimental result and the previous computational results obtained by neglecting the solvent. As for the chemically modified guanine, the previous work showed that the removal of some solvent (water) molecules due to the attachment of a neutral functional group to a guanine in a duplex DNA stabilizes the hole on the guanine. One might naively have expected the opposite case, since a polar solvent usually stabilizes ions. This mechanism also explains this unexpected stabilization of a hole as follows. When some water molecules are removed, the attractive electrostatic interaction stabilizing the hole increases, and thus, the hole is stabilized. In order to design the hole energetics by a chemical modification of DNA, this mechanism has to be taken into account and can be used.

1. Introduction

It is important to understand the mechanism of the oxidatively generated damage to guanines in DNA. The reason is that the damage causes mutations and cancer, and it is an obstacle to use DNA as a molecular device. In the case of the damage due to a one-electron oxidant, the reactions occur as follows.

First, a hole is injected into DNA. It then migrates to a nearby guanine base, because a guanine base has the lowest ionization potential (IP) among the DNA bases. The trapped hole escapes to other guanine bases or triggers the chemical reactions which cause the damage to the guanine. It was found that the longer guanine run in a duplex DNA is damaged more than the shorter ones. It was also reported that the attachment of a phenyl group to a guanine suppresses the damage not only at the phenylated guanine but also at nearby guanines in the duplex DNA. To understand the mechanism underlying these experimental results, we need to know how the hole transfer reactions occur in DNA. One of the important parameters determining the charge transfer rate is the free energy difference between the reactant and the product. Thus, in the present work, we theoretically analyzed the IP of duplex DNA corresponding to the free energy of the transferring hole on the duplex DNA. Since the above experiments were carried out in the presence of a solvent (water), we took into account the solvent; this turned out to be crucial to understanding the above experimental results.

One of our goals is to resolve the discrepancy between the theoretical results and the experimental one; these results are about the free energy dependence of the transferring hole on the length of the guanine runs. The IPs (corresponding to the free energy of the hole) obtained by the ab initio Hartree–Fock (HF) molecular orbital (MO) calculations are smaller for the longer guanine run. These calculations were performed for the DNA oligomers without a backbone in the gas phase. This result of the IP is in qualitative agreement with the experimental results as follows. If the free energy of the hole on the longer guanine run is smaller, then the probability of the hole to be there is larger and thus the longer one is damaged more. However, the calculated IP difference between G and GG (GGG) of 0.47 (0.68) eV is too large compared to the corresponding free energy difference of 0.052 (0.077) eV obtained from the time-resolved data for DNA oligomers in water. That is, if the previously calculated value was close to the real value, then the hole transfer from the longer guanine run to the shorter one hardly occurred and thus the distribution of the damage in the DNA would be considerably different from the real one. Here, we neglect the entropy difference in the free energy difference between the reactant and the product of the hole transfer reaction by assuming that the potential functions of the reactant and the product are harmonic around the equilibrium structures and their second derivatives are similar.

Another question to be answered in the present paper is about the effect of the chemical modifications of DNA oligomers on the hole transfer reactions. When a neutral functional group is attached to a guanine in a DNA oligomer in water, the nearby water molecules are removed. This removal was found to reduce the free energy of the hole on the guanine. This might sound paradoxical. That is, since a polar solvent usually reduces the free energies of ions, the removal of nearby solvent molecules might be expected to increase the free energy of the hole. We will give the mechanism which explains this result. It will turn
out that this mechanism also explains the discrepancy mentioned in the previous paragraph. The free energy reduction of the hole mentioned above was confirmed by the ab initio and the semiempirical HF calculations for various neutral functional groups, i.e., the phenyl, the benzyl, and the tert-butyl groups with the two structures of the typical B-DNA structures. This free energy reduction was observed even when the phenyl group attached was replaced by an artificial H₂ cluster mimicking the solvent-accessible surface of the phenyl group. Thus, it is considered that this free energy reduction is due to the removal of the solvent molecules. This result agrees with the experimental one that the damage to guanines near the phenylated guanine is suppressed as follows. The phenyl group attachment to a guanine reduces the free energy of the hole on it, and thus, the hole is trapped there; therefore, the guanines near the phenylated guanine are less damaged.

We briefly review the relevant works on the electrostatic interaction and the solvent effects on DNA, since they turned out to play crucial roles in the present cases. The electrostatic potential in DNA has been studied for many years in order to understand its reaction with other molecules. It was pointed out that the effect of the electrostatic interaction on the IP of a guanine doublet is important. As for the solvent effects, the hydration effect on the IP of the small fragments of DNA, namely, the Watson–Crick (WC) base pairs, nucleotides, and a phosphorylated dinucleotide, was investigated. Recently, the solvent effects on the much-larger-sized DNA were investigated. These studies showed the importance of the solvent effects on DNA.

In the present work, we calculated and analyzed the IP of the duplex DNA by taking into account the solvent, where this IP corresponds to the free energy of the hole on the duplex DNA. On the basis of the same mechanism, we answer the above two questions as follows. Since the electrostatic interaction between the hole and a nucleotide pair in the duplex DNA is attractive, the IP of the longer guanine run is smaller than that of the shorter one. However, this attractive interaction is reduced in water, which results in the small difference of the IP between the longer guanine run and the shorter one in water. This mechanism explains why the theoretical results without taking into account the solvent were too large compared to the experimental one. The effect of the chemical modification is understood as follows. A neutral functional group attached to a guanine in a duplex DNA in water expels the nearby water molecules which reduce the electrostatic interaction. Thus, the attractive electrostatic interaction stabilizing the hole on the guanine increases and the hole is stabilized. This is why the free energy of the hole decreases when nearby water molecules are removed. This is counterintuitive, since a polar solvent is usually expected to stabilize ions.

### 2. Methods

We calculated the IP of the duplex DNA oligomers in the gas phase and in water as follows.

We constructed the B-DNA structures with backbones using the 3DNA v1.5 program. We used the two structures of the typical B-DNA structures, namely, the 55th and the 4th fiber models, to ensure that the result is independent of the structure deviation within the B-DNA structure. Otherwise, we used only the 55th fiber model. The structural differences between the two models are mainly in the sugar—phosphate backbone. Their global structures are similar; the helical twists are 36° for both of the two models and the rises are 3.39 and 3.38 Å for the 55th and 4th fiber models, respectively. These model structures

| TABLE 1: OPs (V) of Nucleosides Relative to OP of Deoxyguanosine |
|-----------------|-----------------|-----------------|
| dA              | 0.23            | 0.47            |
| dC              | 0.59            | 0.65            |
| dT              | 0.63            | 0.62            |

* The geometries are fully optimized. In the experiment, the solvent was acetonitrile. The solvation energy for the solvent change acetonitrile/H₂O is calculated to be —0.02 eV using the Born equation, and thus, the correction to the relative OP for the solvent change is negligible.

are determined by X-ray diffraction, and thus, the coordinates of the H atoms are missing. Therefore, we added these coordinates and optimized them using the electronic structure calculations described in the next paragraph. We calculated these optimized coordinates for DNA oligomers, which are in the neutral state in vacuum and in water, and in the ionic state in water.

We calculated the electronic structures using the Austin Model 1 (AM1) Hamiltonian implemented in the MOPAC2002 v1.0 program. We did not use the linear scaling calculation program MOZYME. We included the solvent as the dielectric continuum, namely, the conductor-like screening model (COSMO) with the dielectric constant of water, 78.4, and the vdW parameters optimized for the density functional theory. These optimized parameters are expected to produce better results than the default ones implemented in the software; this expectation was confirmed in the case of the IP of the nucleosides. We calculated the IP as the difference between the total energies after and before one electron is removed. For these calculations, we used the unrestricted HF (UHF) method. There was no spin contamination in the case of an even number of electrons. In the case of an odd number of electrons, the spin contamination was less than about 3% and thus the error in the energy due to the spin contamination was calculated to be less than a few tenths of an eV. As for the IP in water, we calculated it for DNA oligomers in the neutral state and the ionic state; in the latter state, the phosphate backbones are completely ionized. The actual IP in water is considered to be between these IPs, since the ionic (neutral) state corresponds to the case when the counterions are far away from (very close to) the DNA oligomers. As for the validity of the method, we calculated the relative IPs of the nucleosides in water (the relative OPs), and compared them to the experimental result. The root-mean-square (rms) deviation between the computational and the experimental result was 0.14 V (Table 1), which is similar to the experimental error. In addition, the method described here was successfully used to calculate the IPs and the electron affinities of nucleic acid bases in the gas phase, where the rms deviations between the computational results and the experimental ones are 0.12 and 0.20 eV, respectively. The IPs calculated by the method include the reorganization energies due to the relaxation of the solvent and H atoms of the solute but not that due to the relaxation of the heavy atoms of the solute. Our conclusions are not affected by this approximation, as will be discussed in section 4.

In order to interpret the IPs obtained by the electronic structure calculations, we used the net charges and dipoles of atoms and the electrostatic interaction calculated from them. We simply denote their distribution by the charge distribution. The charge distribution of the hole is defined as the difference in the charge distributions between after and before the removal of an electron.
3. Results

We calculated the IP of the DNA oligomer $d[5'-G_N-3'] \cdot d[3'-C_N-5']$ (Figure 1a); we found that the IP in the gas phase significantly decreases with the increasing number of base pairs, $N$, whereas the IP in water (or OP) only slightly does (Figure 1b). The decrease in the IP in the gas phase from $N=1$ to $3$ is more than about 1 eV, but that in water is less than 0.2 eV. The latter result is consistent with the experimental result for the DNA oligomers in water.\textsuperscript{21} The difference between the IP decreases in the gas phase and in water is much larger than the rms deviation (0.14 V) between the computational and the experimental results obtained in section 2. The values of the IPs in the gas phase rapidly decrease for $N \geq 3$ and converge for $N \geq 5$ or 6. The IP in the gas phase decreases more strongly than that without a backbone. About 90% of the charges of the hole is in a certain guanine and 5% is in the sugar covalently bonded to this guanine both in the gas phase and in water. We confirmed the above results using the two structures of the typical B-DNA structures. Note that the actual IP in water is between the solid and dashed lines, as described in section 2.

We calculated the IP of the DNA oligomers, $d[5'-G_N-3'] \cdot d[3'-C_N-5']$ and $d[5'-AGGAGA-3'] \cdot d[3'-TCCCT-5']$, where the lengths of the guanine runs are different but the total number of base pairs is fixed; we again found that the IP difference between the two sequences in water, 0.11 (0.10) eV, is smaller than that in the gas phase, 0.21 (0.15) eV, for the 55th fiber model (the 4th fiber model).

As shown in Figure 2, the IPs calculated above (the closed symbols) are close to the electrostatic energy of the hole both in the gas phase (the open triangles) and in water (the open circles). It is also shown that this energy in the gas phase decreases more strongly when we replace the charge distribution of the DNA oligomer in the gas phase by that in the neutral state in water (open inverted triangles). We define the electrostatic energy of the hole as the electrostatic interaction between the hole and all atoms except for the atoms of the guanine where the hole is localized plus a constant; this constant is such that the value of this electrostatic energy coincides with the IP in the gas phase for $N=1$. In the case of the DNA oligomer in water, we added the electrostatic interaction between the hole and the water; we obtained this interaction as the dielectric function.

Figure 1. (a) The structure of the duplex DNA $d[5'-G_N-3'] \cdot d[3'-C_N-5']$. (b) The IP of the DNA oligomer $d[5'-G_N-3'] \cdot d[3'-C_N-5']$ as a function of the number $N$ of base pairs for the 55th fiber model structure and the 4th fiber model structure, as indicated. Solid line with closed circles: the DNA oligomer in the neutral state in water. Dashed line with closed diamonds: the one in the ionic state in water. Dotted line with closed triangles: the one in the gas phase. Dot–dashed line with closed squares: the one without a backbone in the gas phase.

Figure 2. Comparison of the electrostatic energy of the hole (defined in the text) with the IP of the DNA oligomer $d[5'-G_N-3'] \cdot d[3'-C_N-5']$ as a function of the number $N$ of base pairs for the 55th fiber model structure and the 4th fiber model structure, as indicated. The symbols and lines are the same as those in Figure 1b except that the open symbols denote the electrostatic energy of the hole. Open circles: the one in the neutral state in water. Open triangles: the DNA oligomer in the gas phase. Open inverted triangles: the DNA oligomer in the gas phase but with the charge distribution of the DNA oligomer in the neutral state in water.
energy,\textsuperscript{49} which is considered to be the free energy but not the energy. We neglected the charge distribution of the hole outside the guanine where the hole is localized. We used the charge distribution after the removal of an electron as the charges which interact with the hole. We confirmed the above results using the two structures of the typical B-DNA structures.

To understand the electrostatic interactions in the DNA oligomers, we calculated the charge distributions of the DNA oligomer \(d(5'-G5-3') \cdot d(3'-C5-5')\) in the neutral state in the gas phase and in water (Figure 3); we found that the bases and sugars have negative partial charges and the phosphates have positive partial charges both in the gas phase and in water (Figure 4). About 90% of the charges of the hole is in a certain guanine both in the gas phase and in water, as indicated. The numbers are the net charges (au) of atoms. G, C, S, and P denote guanine, cytosine, sugar, and a part of the phosphate, respectively. The subscripts are the residue sequence numbers.

We calculated the IP of the DNA oligomers with other sequences, where a guanine is embedded in the center of the contiguous adenines or thymines, and obtained the same result with that of \(d(5'-G5-3') \cdot d(3'-C5-5')\) (Figure 5). That is, the IP significantly decreases with the increasing \(N\) in the gas phase, whereas it does only slightly in water. The values of the IP decreases are slightly smaller than the corresponding values of the contiguous guanines in Figure 1b, both in the gas phase and in water.

To understand the dependence of the obtained IPs on \(N\), we calculated the IP of the system made of two G·C base pairs (the inset in Figure 6) as a function of the rise \(R\); we found that the IP of this system (the solid line in Figure 6) is close to the IP of the single base pair plus the electrostatic interaction between the hole and the base pair where the hole does not reside (the dashed line in the same figure). The values of the IP rapidly increase for \(R \leq 5\) Å and converge for \(R \geq 10\) Å. We used the method described in section 2 except that we removed the sugar—phosphate backbones (except the C1′ atom) from the structure of the DNA oligomer \(d(5'-GG-3') \cdot d(3'-CC-5')\), capped the dangling bonds with the H atoms, and optimized the coordinates of H atoms for single base pairs. That is, the
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**Figure 3.** Charge distributions in the DNA oligomer \(d(5'-G5-3') \cdot d(3'-C5-5')\) in the neutral state in the gas phase and in water, as indicated. The numbers are the net charges (au) of atoms. G, C, S, and P denote guanine, cytosine, sugar, and a part of the phosphate, respectively. The subscripts are the residue sequence numbers.
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**Figure 4.** Simplified charge distributions in the DNA oligomer \(d(5'-G5-3') \cdot d(3'-C5-5')\) in the neutral state in the gas phase and in water, as indicated. Same as in Figure 3 except that the net charges of the fragments are shown. The fragment from which the largest fraction of an electron is removed is shown by the bold fonts and bold lines. The net charge of the fragment after removing an electron is indicated by an arrow. The fragments of sugars and bases are divided at the N9—C1′ bond for guanines and the N1—C1′ bond for cytosines. The fragments of the phosphates and sugars are divided at the P—O5′ and P—O3′ bonds. Thus, S1 and P1 denote C5H8O3 and PO2H, respectively.

To understand the electrostatic interactions in the DNA oligomers, we calculated the charge distributions of the DNA oligomer \(d(5'-G5-3') \cdot d(3'-C5-5')\) in the neutral state in the gas phase and in water (Figure 3); we found that the bases and sugars have negative partial charges and the phosphates have positive partial charges both in the gas phase and in water (Figure 4). (The phosphate backbones in the neutral state are not ionized.) About 90% of the charges of the hole is in a certain guanine both in the gas phase and in water, as described earlier. The DNA oligomer in water is more polarized than that in the gas phase. We observed the same features in other sequences of the DNA oligomers (not shown).

We calculated the IP of the DNA oligomers with other sequences, where a guanine is embedded in the center of the contigous adenines or thymines, and obtained the same result with that of \(d(5'-G5-3') \cdot d(3'-C5-5')\) (Figure 5). That is, the IP significantly decreases with the increasing \(N\) in the gas phase, whereas it does only slightly in water. The values of the IP decreases are slightly smaller than the corresponding values of the contiguous guanines in Figure 1b, both in the gas phase and in water.
increasing $N$ distribution. More than 97% of the charges of the hole is in the neutral state. We used single base pairs to calculate the charge distribution between one base pair in the cationic state and the other in the neutral state, minus that of the G-G base pair of the 5'-side in the calculated electronic structures, i.e., the 55th$^3$ and the 4th$^3$ fiber models. These simple models are defined as follows. A duplex DNA oligomer in water, the hole is always localized on the 5'-side in the neutral state (the calculated electronic structures, where a phenyl group is attached to a guanine in the center of the contiguous adenines or thymines. The symbols and lines are the same as those in Figure 1b. (a) $N$ = 1, 2, 3, 4, 5, and 6 are for d(5'-G-3')·d(3'-C-5'), d(5'-AG-3')·d(3'-TC-5'), d(5'-AGA-3')·d(3'-TCT-5'), d(5'-AAGA-3')·d(3'-TTCT-5'), and d(5'-AAA-3')·d(3'-TTCTT-5'), respectively. (b) Same as in Figure 5a except that A and T are exchanged in the sequences of the DNA oligomers.

To understand the reduction in the IP decrease with the increasing $N$ in vacuum than in water. Since, by definition, the vertical IP does not include the reorganization energy, we obtained the vertical IP as the energy level of the highest occupied molecular orbital (HOMO) with the opposite sign using the restricted HF (RHF) method with Koopmans’ theorem.

We calculated the IP of the modified nucleotide-containing DNA oligomer, d[5'-G$^\text{phenyl}$G$^\text{C}$C$^\text{A}$A$·d[3'-C$^\text{phenyl}$G$^\text{C}$C$G] (Figure 8), and obtained a similar result with that of the IP (Figure 1b). That is, the vertical IP more significantly decreases with the increasing $N$ than in the calculated electronic structures. As for a single base, the OP of the DNA sequence of the two G-C base pairs. Dashed line: IP of the single G-C base pair plus the electrostatic interaction between the hole and the base pair where the hole does not reside (defined in the text).

4. Discussion

Figure 1b shows that the large decrease (in the order of 1 eV) of the IP in the gas phase with the increasing DNA length is reduced to about a tenth of an eV in water. This reduction in the IP decrease is due to the solvent, since the computational error is less than about a tenth of an eV (section 2). We can now understand why the calculated IP difference between G and GG (GGG) (in the order of 1 eV)$^9,19$ is much larger than the experimental one (in the order of 0.1 eV).$^{21}$ This is because the solvent is not included in the calculations.$^9,19$ In the present work, we used the two structures of the typical B-DNA structures, i.e., the 55th$^{37}$ and the 4th$^{38}$ fiber models. These models do not include the sequence dependence of the DNA structure; namely, the structure parameters of a base are independent of nearby bases. Since Figure 1b shows that the general features of the IPs are similar for both structures, we consider that the effect of the structure deviation within the B-DNA structure on the IP is minor and so is that of the sequence dependence of the DNA structure.

From Figure 2, it is clear that the decrease of the electrostatic energy of the hole causes the IP decrease with the increasing number of base pairs, $N$. Since the electrostatic energy of the hole decreases with the increasing $N$ in Figure 2, the electrostatic interaction between the hole and a nucleotide pair is attractive in a duplex DNA; this nucleotide pair includes the two
phosphates bonded to it. We now understand the obtained dependence of the IPs on \(N\) as follows. Because of the attractive interaction between the hole and a nucleotide pair, the IP in the gas phase decreases with the increasing \(N\). This attractive interaction is reduced in water, and so is the IP decrease with the increasing \(N\). When we replace the charge distribution of the DNA oligomer in the gas phase by that in the neutral state in water, the electrostatic energy of the hole in the gas phase decreases more strongly (Figure 2). The reason is that the polarization of the DNA oligomer is induced in water (Figure 4).

From the simplified charge distribution of the DNA oligomer in Figure 4, we understand why the electrostatic interaction between the hole and a nucleotide pair is attractive in the duplex DNA; this nucleotide pair includes the two phosphates bonded to it. The reason is that the hole is on a guanine and thus it is closer to nucleobases and sugars, which have negative partial charges, compared to phosphates, which have positive partial charges. We consider that the simplified charge distribution can be used to understand the above reason because the hole is delocalized over a guanine base and the rough electrostatic potential is smoothed. The miscellaneous points are as follows. The IP in the gas phase decreases more strongly than that without a backbone (Figure 1b), because the positive partial charges are separated more from the hole for the DNA oligomer with backbones compared to that without. In water, the IPs of the DNA oligomers in the ionic states are smaller than those in the neutral states (Figure 1b). This is because the \(P_{n}'\)s, which have positive partial charges in the neutral state of DNA oligomers, become almost neutral in the ionic state of the DNA oligomers and the repulsive interaction between \(P_{n}'\)s and the hole is reduced in the ionic state. The charge distribution of the DNA oligomer in Figure 4 is in accord with the result that the electrostatic potential around the guanine is lower in the interior than at the end of the sequence.

Figure 7. (a) Charge distributions of the simple models for DNA pentamers with and without backbones, as indicated. The numbers above the filled circles are the assigned charges in au. One electron is removed from the filled circle marked by the outer circle, when the DNA is oxidized. The water is replaced by a conductor. The size of the box in the \(x\)- and \(y\)-directions is 18 Å. Charge distributions for DNA oligomers with different numbers of base pairs are defined in the same way as for the pentamers. (b) Comparison of the IPs of the simple models with those obtained by the MO calculations in section 3 for the 55th fiber model structure (Figure 1b). The symbols and lines are the same as those in Figure 1b except that the open symbols are for the simple models of the DNA oligomers in the gas phase, those in water in the neutral state, and those without a backbone in the gas phase, as indicated.

Figure 8. The vertical IP of the DNA oligomer \(d[5'-G_3]'-d[3'- (C)_N-5']\) as a function of the number \(N\) of base pairs. The symbols and lines are the same as those in Figure 1b.

Figure 9. (a) Structure of the modified nucleotide-containing DNA oligomer, \(d[5'-T_1A_2^pG_3G_4T_5A_6-3']\cdot d[3'-A_12T_11C_9A_8T_7-5']\), where a phenyl group is attached to \(G_3\). The DNA sequence is the sequence of the six base pairs around the phenylated guanine in the experiment. (b) The effect of the phenyl group attachment on the IP of the DNA oligomer in the gas phase, in the neutral state in water, and in the ionic state in water, for the 55th fiber model structure and the 4th fiber model structure, as indicated. The IPs before and after a phenyl group is attached are indicated by \(G\) and \(pG\), respectively.
Figure 6 shows that the attractive electrostatic interaction between the hole and a base pair causes the IP dependence of the rise \( R \); this supports that this attractive interaction causes the dependence of the IP on \( N \) in Figure 1b. The IP in Figure 6 rapidly increases for \( R \leq 5 \) Å and converges for \( R \geq 10 \) Å. From this result, we can understand that the IPs in the gas phase in Figure 1b rapidly decrease for \( N \leq 3 \) and converge for \( N \geq 5 \) or 6 by considering that the hole is usually in the middle of the DNA oligomer and the rise in the duplex DNA is 3.4 Å.

The simple models of DNA oligomers (Figure 7a) illustrate that water molecules around the duplex DNA (but not between the base pairs) reduce the electrostatic interaction in the duplex DNA (Figure 7b).

As shown in Figure 8, the vertical IP more significantly decreases with the increasing \( N \) in vacuum than in water, similarly to the IP in Figure 1. This reason is also similar to that of the IP as follows. As for the dielectric shielding, when we use Koopmans’ theorem, the hole is not shielded by the solvent, but other charges are shielded, and thus, the attractive electrostatic interaction between them is reduced in water. The miscellaneous points are as follows. Unlike the IP, the vertical IP does not include the reorganization energy by definition. Thus, this reduction in the attractive electrostatic interaction leads to the result that the vertical IP in water is larger than that in the gas phase. Because of the reorganization energy, the IPs in water are more than a few eV smaller than the corresponding vertical IPs. The result of the IPs include the electronic energy reduction due to the charge redistribution in DNA after an electron is removed. However, that of the vertical IP does not. This is because we used Koopmans’ theorem to calculate the vertical IP. We also observed a slightly smaller decrease in the vertical IP in the gas phase with the increasing \( N \) and the slightly larger one in water compared to the corresponding IPs. These are understood as follows. The reorganization energy due to the relaxation of the DNA atoms and the electronic energy reduction mentioned above increase with the increasing \( N \) and these are included in the IPs but not in the vertical IPs. Thus, the IP in the gas phase decreases slightly more than the corresponding vertical IP. As for DNA in water, when \( N \) is increased, a part of the DNA replaces a part of the solvent, where the dielectric constant of the former is smaller than that of the latter, and thus, the total reorganization energy decreases. Therefore, the IP in water decreases less than the corresponding vertical IP. Since we did not include the reorganization energy due to the relaxation of the heavy atoms of DNA, the above decrease in the reorganization energy with the increasing \( N \) was overestimated. Thus, the decrease in the exact IP with the increasing \( N \) should be between those of the IP and the vertical IP obtained in the present work.

As shown in Figure 9, when the neutral functional group is attracted to the guanine in the duplex DNA in water, the free energy of the hole on the guanine is reduced (but not in the gas phase). This result is counterintuitive, since the attached group expels the nearby water molecules, which are usually expected to stabilize ions. This result is understood as follows. Water molecules reduce the electrostatic interaction. Thus, when nearby water molecules are removed, the attractive electrostatic interaction stabilizing the hole increases. Therefore, the hole is stabilized. As for a single base, guanosine, the calculated OP of \( N^2 \)-phenyldideoxyguanosine \( \text{phG} \) relative to that of dideoxyguanosine is small and positive, i.e., 0.09 eV, which is close to the experimental value of 0.03 eV. This means that the free energy of the hole (or OP) is not reduced by attaching the phenyl group. The reason is that there is no other bases and sugars which could attractively interact with the hole in the case of a single base. This result of the free energy reduction agrees with the previous one. The difference between the former and the latter is that the former includes the reorganization energy due to the relaxation of the solvent but the latter does not. As already discussed, this result is not changed by including this reorganization energy.

The stabilization of the guanine radical cation by the attached phenyl group similarly affects its chemical reactions, namely, the hydration and deprotonation processes, as follows. This stabilization makes the possibility that the hole injected is on the phenylated guanine greater and that for guanines nearby less. Thus, the quantum yields of both of the chemical reactions of the nearby guanines decrease. In addition to that, this stabilization reduces the free energy of the initial state for both of the chemical reactions of the phenylated guanine radical cation. Thus, both of them become slower. This result agrees with the experimental result that the damage to the guanines near the phenylated guanine is suppressed. Here, we have to be careful about the chemical yield data in the experiment as follows. In this experiment, the hot piperidine treatment was used to detect damage. Thus, the product of the deprotonation was detected, but the products of the hydration processes, namely, 8-oxo-7,8-dihydroguanine (8-oxoGua) and 2,6-diaminohydroxy-5-formamido phyruridine (FapyGua) were not. The reason is that the latter products are stable under this treatment. The ratio of these two kinds of damage is sequence dependent, and 8-oxoGua, which is the main product of the hydration process, is highly susceptible to secondary one-electron oxidation reactions. However, if the probability of the damage of one kind is larger (or smaller) at a site, then so is that for the other kind, and this feature is not changed by the secondary one-electron oxidation reactions. Thus, if the probability of the damage of one kind is smaller at a site, then so is the other.

The miscellaneous points about the stabilization of the guanine radical cation by the attached phenyl group are as follows. According to the above mechanism, the IP of the modified nucleotide-containing DNA oligomer in the neutral state in water is supposed to be between the IP of the DNA not modified in the neutral state in water and that in the gas phase. However, it is not, as shown in Figure 9. One of the reasons is that when the nearby water molecules are removed, the IP of the modified nucleotide-containing DNA oligomer in the neutral state in water approaches not simply the IP of the DNA in the gas phase but that when the DNA is polarized by water. In water, the IP of the modified nucleotide-containing DNA oligomer in the ionic state is smaller than that in the neutral state. The reason is the same as that for the DNA oligomers which are not modified.

There are the computational results obtained by neglecting the solvent, where the IP differences on the DNA sequence are smaller than those obtained by the ab initio HF MO calculations. For example, the calculated IP differences between the DNA oligomers, 5′-AGA-3′ and 5′-GGG-3′, are 0.1–0.2 eV, which are closer to the corresponding experimental result, 0.077 eV. However, in the case of the different sequences, 5′-TGT-3′ and 5′-GGG-3′, the calculated IP differences are 0.3–0.5 eV, which are larger than the value calculated from the experimental results. In these computations, the semiempirical NDDO-G method and the density functional theory were used. In both of them, the backbones of the DNA oligomers were neglected; this makes the IP dependence on the DNA sequence smaller (Figure 1b). In the latter, the charge distribution of the hole was calculated...
from the HOMO obtained by diagonalizing the reduced Hamiltonian with the elements $\langle \psi_j | h | \psi_i \rangle$, where $h$ is the Kohn–Sham (KS) Hamiltonian, $\psi_i$ and $\psi_j$ are HOMOs of individual nucleobases, and the total system is made of the stacked three base pairs without a backbone. However, the vertical ionization potential was obtained not as the energy of the HOMO of the total system but as the diagonal element of the reduced Hamiltonian at the middle guanine site in the base pairs. The reason was not described.

About 90% of the charges of the hole is always in a certain guanine in our calculations. The inclusion of the neglected reorganization energy due to the relaxation of the heavy atoms of DNA will further localize the hole and not change the situation. The damage observed in the experiments is rather localized on a certain guanine in the G run. This fact also supports that the hole is localized. By neglecting the reorganization energy and the solvent effects, the following results were obtained. More than 95% of the charges of the hole is in a certain guanine for the stacked G+C base pairs,19

More than 80% is in a middle guanine for the stacked three $N = 3$ G+C base pairs with backbones, but it is delocalized over two guanines for $N = 4$.51 The reason for the difference in the extent of the localization between these results and ours is mainly that the reorganization energy was neglected in these calculations.

We now discuss the solvent effects obtained by other people. The calculated IP of the stacked GA is smaller than that of G in the gas phase, and the difference between them is reduced in water.22 This result is similar to that in Figure 1 and is understood in the same way. The calculated vertical IPs of the DNA tetramers with 65 water molecules are larger than those in the gas phase by a few eV,34 where the B-DNA structure model is different from the ones used here. This result is similar to that in Figure 8 and is understood in the same way. Thus, it supports that the effect of the structure deviation within the B-DNA structure on the IP is minor and so is that of the sequence dependence of the DNA structure. It was discussed that the discrepancy between the theories and the experiment on the IP of the guanine run is reduced by taking into account the solvent effects;29 in this work, the previously calculated IPs19 were used for the values for the hole fully delocalized over the guanine run and this delocalization was assumed to be the origin of the IP dependence on $N$ in vacuum. However, more than 95% of the hole is localized on a certain guanine in the results19 used there, and the origin of the IP dependence on $N$ is not the delocalization of the hole, as described above. This is known also from the computational results19 as follows. If the origin of the IP dependence on $N$ was the delocalization of the hole, the HOMO and HOMO-1 of the guanine doublet was close to the HOMO of the single guanine. However, it is not.19

5. Conclusions

We examined the ionization potential (IP) corresponding to the free energy of a hole on a duplex DNA using the AM1 method with COSMO.41,42 What we found is as follows. The electrostatic interaction between the hole and a nucleotide pair in the duplex DNA is attractive. Due to this attractive interaction, the IP in the gas phase significantly decreases with the increasing number of base pairs of the DNA oligomer. On the other hand, this attractive electrostatic interaction is reduced in water. Thus, this decrease in the IP is reduced in water. As for the guanine runs, this is the reason why this IP dependence calculated by neglecting the solvent was much larger than that obtained from the time-resolved data.22 Including the solvent makes this IP dependence consistent with the experimental result. As for the effect of the chemical modifications of DNA, when a neutral functional group is attached to a guanine in a DNA oligomer in water, nearby water molecules are removed; this removal was found to reduce the free energy of the hole on the guanine.23 One might naively have expected the opposite case, since a polar solvent usually stabilizes ions. The above mechanism also explains this result as follows. When some water molecules are removed, the attractive electrostatic interaction stabilizing the hole increases, and thus, the hole is stabilized. In order to design the hole energetics by a chemical modification of DNA, this mechanism has to be taken into account and can be used.
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