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Abstract

Finite volume schemes often have difficulties to resolve the low Mach number (incompressible) limit of the Euler equations. Incompressibility is only non-trivial in multiple spatial dimensions. Low Mach fixes, however generally are applied to the one-dimensional method and the method is then used in a dimensionally split way. This often reduces its stability. Here, it is suggested to keep the one-dimensional method as it is, and only to extend it to multiple dimensions in a particular, all-speed way. This strategy is found to lead to much more stable numerical methods. Apart from the conceptually pleasing property of modifying the scheme only when it becomes necessary, the multi-dimensional all-speed extension also does not include any free parameters or arbitrary functions, which generally are difficult to choose, or might be problem dependent. The strategy is exemplified on a Lagrange Projection method and on a relaxation solver.
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1 Introduction

This paper focuses on the low Mach number limit of the Euler equations. It has been shown (e.g. [1, 2, 3]) that, with appropriate initial data, in this limit the solutions fulfill the incompressible Euler equations. Many standard numerical methods for the compressible Euler equations have difficulties resolving low Mach number flow. Because incompressibility greatly simplifies in one spatial dimension (the velocity becomes spatially constant) the low Mach number limit can be considered a genuinely multi-dimensional feature. The numerical difficulties can thus be understood as being embedded into the larger context of multi-dimensionality, which amounts to the question whether multi-dimensional problems require (or, at least, profit from) an approach beyond dimensional splitting (i.e. the solution of one-dimensional problems in different directions). Before coming back to low Mach number flow, a discussion of other multi-dimensional problems therefore is due, which is followed by an overview of reasons why multi-dimensional methods have appeared in the literature so far.

The development of numerical methods for hyperbolic conservation laws for a long time focused on the ability of the numerical method to remain stable (e.g. [4, 5]), to converge to a weak solution of the problem (e.g. [6]), to respect a discrete entropy inequality (e.g. [7]), to resolve discontinuities sharply and to attain a high order of accuracy (e.g. [8, 9, 10, 11]). All these aspects have mostly been studied in a one-dimensional setting, and the extension to multiple spatial dimensions using dimensional splitting yielded seemingly satisfactory results.
In multiple spatial dimensions, however, hyperbolic conservation laws have a much richer phenomenology. Vortices have complicated dynamics, interactions of shocks can be intricate in multiple dimensions, contact discontinuities can become unstable (slip lines) and thus change the solution dramatically with respect to one-dimensional counterparts. At the same time, multi-dimensional simulations require much more resources (in particular in terms of computational time) than one-dimensional ones. Thus, in multiple dimensions one faces the challenge of resolving many more features with much less resources.

Truly multi-dimensional schemes so far arose in two domains. The strict application of Godunov’s procedure of reconstruction–evolution–averaging in multi-d requires the solution of the multi-dimensional Riemann problems arising at the vertices of the grid. This is possible for linear problems, but is very difficult to accomplish in an exact manner for the Euler equations. A lot of effort (e.g.) has been devoted to understanding which essential properties of multi-dimensional interactions need to be taken into account and how an approximate solution of the multi-d Riemann problem should look like. In a limitation of this approach has been uncovered by showing that even the exact solution of a multi-dimensional problem does not lead to a low Mach number compliant scheme.

Another case in which truly multi-dimensional schemes have appeared naturally is the quest for preserving discrete structures, such as involutions. On Cartesian grids, this has been extensively studied in the context of linear acoustics, which possesses an involution (vorticity) (e.g.). It turns out that including the corner-cells of a $3 \times 3$ Cartesian stencil (see Figure 1) allows to easily construct numerical methods that preserve a discrete counterpart of the involution. Discrete preservation of an involution in particular means that its time evolution is exempt from any numerical diffusion.

The difficulties of many numerical methods to resolve the low Mach number limit of the Euler equations have also been attributed to an excessive numerical diffusion. It has been shown in e.g. that a (dimensionally split) Riemann solver is at the origin of the difficulties. Interestingly, it has been found that on triangular and tetrahedral computational grids the Roe solver is low Mach number compliant, while the HLL solver is not. Many numerical methods have been suggested which therefore, partly, replace the Riemann solvers by central differences (e.g.), at the expense of having to use at least partially implicit (e.g. IMEX) time integrators. A time-implicit method, however, is costly, and whenever the solution involves both high and low Mach number flows the time steps need to be chosen according to the acoustic time scale anyway. In this work, low Mach number compliance shall be achieved while retaining a diffusion sufficient to allow explicit time integration.

So far, modifications of the diffusion that result in low Mach compliance were performed on the one-dimensional scheme. In particular, using asymptotic analysis, terms (typically, discretizations of derivatives of velocity components $\partial u$) were identified which were not compliant with the low Mach number limit. These terms were then multiplied by some factor $O(\epsilon)$ (e.g.). They thus appeared at one order higher in the asymptotic analysis, and did not present a problem any longer. Then this scheme was applied to multi-d in a dimensionally split manner. Such an approach involves the potential risk of spoiling stability properties of the scheme (see e.g. for examples of reduced CFL-conditions). The restriction to dimensionally split schemes comes at the expense of accepting free parameters and reduced stability.

In , the low Mach number problem was investigated on Cartesian grids for the
Figure 1: Left: If the flux depends only on the values in the two cells adjacent to a cell interface, then the update formula uses a five-point stencil on Cartesian grids. Right: A truly multi-dimensional scheme also uses values in cells which only share a corner.

equations of linear acoustics. It has been found that low Mach number compliance leads to the same condition as the preservation of a discrete vorticity. From the viewpoint of low Mach compliance this has opened up a new avenue, as numerical methods initially devoted to vorticity preservation came into focus of low Mach number analysis. Indeed, one can draw a close parallel between the preservation of a discrete structure (such as vorticity) and low Mach number compliance. The low Mach number compliant numerical method needs to ensure that the numerical diffusion does not interfere with this limit. For standard numerical methods, the numerical diffusion becomes dominant in the low Mach limit and wipes out all the features of the flow. It is this aspect that this paper focuses on.

It is largely accepted that a certain amount of diffusion is unavoidable to achieve a stable numerical method. For systems of PDEs, and even more so when they are to be solved in multiple spatial dimensions, it is, however, unclear how little diffusion actually is necessary. Structure preserving methods (e.g. asymptotic preserving, involution preserving, well-balanced) can be understood as reducing or removing the numerical diffusion on certain setups or on the evolution of certain quantities. This requires a careful control over the numerical diffusion and this is where truly multi-dimensional numerical methods turn out to be useful. On Cartesian grids, dimensionally split methods, despite being slightly easier to implement, are perceived as a huge restriction when the numerical diffusion is to be tailored in a specific way. It is, for example, clear that allowing for a 9-point stencil in 2D leads to a much larger choice of finite difference discretizations than on a 5-point stencil (see also Figure 1). Another way to express this, is to say that while focusing on each direction individually, dimensionally split methods neglect the way contributions from different directions balance each other.

Structure preserving (e.g. low Mach compliant) methods greatly improve the quality of the simulation. In order to reach the same results, a standard method would need to be run on a highly resolved numerical grid, which often is impossible in practice. Truly multi-dimensional methods which are structure preserving are much easier to construct than dimensionally split ones, and are endowed with a lot of favourable properties, while
dimensionally split methods need to compromise on them. It is important to emphasize that the reduction of the numerical diffusion and the improved quality of simulation do not entail any change in computational time or memory usage. This is particularly important in multiple spatial dimensions, where the computational resources are limited.

The new strategy, pursued in this paper, is to use a good one-dimensional scheme (endowed e.g. with known stability properties) and to extend it to the multi-dimensional case on a Cartesian grid in a particular, all-speed manner. Instead of removing derivatives of velocity components, they are completed to make the divergence appear, knowing that in the low Mach limit the divergence is $O(\epsilon)$. Thus, a term such as a discretization of a second derivative $\partial^2_x u$ of an individual velocity component $u$ would become $\partial^2_x u + \partial_x \partial_y v$ in the multi-dimensional case. The new scheme remains the same in one spatial dimension, where there is no problem with low Mach compliance (because the incompressible limit is trivial). In multi-d, however, it is all-speed without the need for free parameters. One can expect that the multi-dimensional scheme inherits many of the favorable properties of the one-dimensional scheme, in particular stability. The appearance of cross-derivatives is a sign that the resulting scheme needs to be truly multi-dimensional, and cannot be achieved with a dimensionally split approach.

In this paper the new approach of an all-speed extension to multiple dimensions is applied to two one-dimensional schemes which are known to have provable stability properties. They are chosen to represent two philosophies: a Lagrange Projection method and a relaxation solver. Both schemes are analyzed and extended to multiple dimensions in an all-speed fashion.

An all-speed version of the Lagrange Projection scheme has already been suggested in [34] using a low Mach fix applied to the one-dimensional method. In [34] it was also noticed that the same low Mach fix applied to a relaxation solver yields an unstable method. This paper suggests an alternative strategy, which provides stable all-speed methods in both cases, and on top of that is free of a number of inconvenient properties of standard low Mach fixes.

The paper is organized as follows: section 2 presents a more detailed overview of existing low Mach number modifications, and in particular the multi-dimensional approach for linear acoustics. Taking it as inspiration, in section 3 a one-dimensional Lagrange-Projection scheme is extended to multi-d; similarly in section 4 a one-dimensional relaxation solver is extended to multi-d. Low Mach compliance of the resulting schemes is shown in both cases. Numerical examples are presented in section 5.

2 Overview of low Mach number modifications

2.1 Linear acoustics

The equations of linear acoustics arise as a linearization of the Euler equations around the state of constant density and pressure and vanishing velocity:

\[
\partial_t v + \nabla p = 0 \quad (1)
\]
\[
\partial_t p + c^2 \nabla \cdot v = 0 \quad (2)
\]
where
\[ p : \mathbb{R}_0^+ \times \mathbb{R}^d \to \mathbb{R} \quad (3) \]
\[ v : \mathbb{R}_0^+ \times \mathbb{R}^d \to \mathbb{R}^d \quad c \in \mathbb{R}^+ \quad (4) \]

Here and in the following, \( d \) denotes the number of spatial dimensions, for simplicity \( d = 2 \) is mostly assumed. Also, the notation \( v = (u, v) \) is used below.

For a detailed derivation of the acoustic equations and their properties see [15, 21]. In analogy to the rescaling of the Euler equations in the low Mach number limit \( \epsilon \to 0 \) (see e.g. [39, 36]) the acoustic equations (1)-(2) are endowed with a \( \frac{1}{\epsilon^2} \)-scaling of the pressure gradient. (See section 2.2 for more details on the rescaling procedure for the Euler equations). As \( \epsilon \to 0 \), the equations (1)-(2) formally reduce to
\[ \nabla p \in \mathcal{O}(\epsilon^2) \quad \nabla \cdot v \in \mathcal{O}(\epsilon) \quad (5) \]

Apart from the low Mach number limit, the acoustic equations are of interest due to the presence of an involution. Indeed, applying the curl to (1), one obtains
\[ \partial_t (\nabla \times v) = 0 \quad (6) \]

By analogy with the Euler equations, \( \nabla \times v \) is referred to as vorticity. Numerical methods that would keep a discretization of the vorticity stationary (vorticity preserving) have been subject of various investigations, e.g. [18, 19, 20, 40]. All these methods have in common that they are truly multi-dimensional.

In [21] it was shown that vorticity preservation is equivalent to low Mach number compliance for linear acoustics. Moreover, these properties are also equivalent to stationarity preservation: a method that is low Mach number compliant (or vorticity preserving) also possesses a discretization of the divergence \( \nabla \cdot v \), which together with a constant pressure characterizes its stationary states. (This is not true for any numerical method generally). The reader is referred to [21, 41] for all details of these relationships. Although a dimensionally split method can have these properties, they often come at the expense of decreased stability and the introduction of ad-hoc parameters. Truly multi-dimensional methods achieve the same with greater ease. In the following a simple reason for the natural appearance of multi-dimensional schemes in the context of low Mach compliance is given.

The intermediate state of the exact one-dimensional Riemann solver for linear acoustics is
\[ p_{i+\frac{1}{2}}^* = \frac{p_i + p_{i+1}}{2} - c\epsilon \frac{u_{i+1} - u_i}{2} \quad (7) \]
\[ u_{i+\frac{1}{2}}^* = \frac{u_i + u_{i+1}}{2} - \frac{1}{c\epsilon} \frac{p_{i+1} - p_i}{2} \quad (8) \]

and the velocity equation on an equidistant one-dimensional grid becomes
\[ \partial_t u_i + \frac{p_{i+1} - p_{i-1}}{2\Delta x\epsilon^2} - \frac{c u_{i+1} - 2u_i + u_{i-1}}{2\Delta x} = 0 \quad (9) \]
The dimensionally split scheme on a two-dimensional Cartesian grid then reads

\[
\begin{align*}
\partial_t u_{ij} + \frac{p_{i+1,j} - p_{i-1,j}}{2\Delta x} - \frac{c u_{i+1,j} - 2u_{i,j} + u_{i-1,j}}{\epsilon} &= 0 \quad (10) \\
\partial_t v_{ij} + \frac{p_{i,j+1} - p_{i,j-1}}{2\Delta y} - \frac{c v_{i,j+1} - 2v_{i,j} + v_{i,j-1}}{\epsilon} &= 0 \quad (11) \\
\partial_t p_{ij} + c^2 \left( \frac{u_{i+1,j} - u_{i-1,j}}{2\Delta x} + \frac{v_{i,j+1} - v_{i,j-1}}{2\Delta y} \right) - \frac{c p_{i+1,j} - 2p_{i,j} + p_{i-1,j}}{\epsilon} &= 0 \quad (12)
\end{align*}
\]

Expanding formally every quantity as power series in \(\epsilon\), e.g.

\[p_{ij} = p_{ij}^{(0)} + p_{ij}^{(1)} \epsilon + p_{ij}^{(2)} \epsilon^2 + \mathcal{O}(\epsilon^3)\]

and collecting order by order yields, to lowest orders

\[
\begin{align*}
\frac{p_{i+1,j}^{(0)} - p_{i-1,j}^{(0)}}{2\Delta x} - \frac{p_{i,j+1}^{(0)} - p_{i,j-1}^{(0)}}{2\Delta y} &= 0 \quad (14) \\
\frac{p_{i+1,j}^{(1)} - p_{i-1,j}^{(1)}}{2\Delta x} - \frac{u_{i+1,j}^{(0)} - 2u_{i,j}^{(0)} + u_{i-1,j}^{(0)}}{2\Delta x} &= 0 \quad (15) \\
\frac{p_{i,j+1}^{(1)} - p_{i,j-1}^{(1)}}{2\Delta y} - \frac{v_{i,j+1}^{(0)} - 2v_{i,j}^{(0)} + v_{i,j-1}^{(0)}}{2\Delta y} &= 0 \quad (16)
\end{align*}
\]

Comparing to (5), one observes the \(\mathcal{O}(1/\epsilon)\) equations (15)–(16) to include discrete second derivatives of the velocity. Thus, \(p^{(1)} = \text{const}\) is, in general, not a solution of (15)–(16). This is identified in e.g. [42] as the source of the low Mach number artefacts of the second derivatives of the velocity. Thus, \(p \in \mathcal{O}(\epsilon)\) can be associated with the following intermediate state of the pressure:

\[
p_{i+\frac{1}{2},j} = p_{i,j-1} + p_{i+1,j-1} + 2(p_{ij} + p_{i+1,j}) + p_{i,j-1} + p_{i+1,j-1} + \frac{\Delta x \left( u_{i+1,j+1} - u_{i,j+1} + 2(u_{i+1,j} - u_{i,j}) + u_{i+1,j-1} - u_{i,j-1} \right)}{8} + \frac{\Delta y \left( v_{i,j+1} - v_{i,j-1} + 2(v_{i+1,j+1} - v_{i+1,j-1}) \right)}{8} \quad (17)
\]

(One may note that this state does not arise from an exact multi-dimensional Riemann problem.)

In order to cope with the lengthy expressions, the following notation is used in the
The only nontrivial identity is

\[ \{q\}_{i \pm \frac{1}{2}} = [q]_{i+\frac{1}{2}} + [q]_{i-\frac{1}{2}} = [q]_{i+1} \]

(23)

For multiple dimensions the notation is combined, e.g.

\[ [[q]]_{j \pm \frac{1}{2}} = q_{i,j+1} - 2q_{ij} + q_{i,j-1} \]

(24)

\[ \{q\}_{i \pm \frac{1}{2}, j \pm \frac{1}{2}} = q_{i+1,j+1} - q_{i,j+1} + q_{i+1,j} - q_{i,j} \]

(25)

\[ [[q]]_{i,j \pm \frac{1}{2}, j \pm \frac{1}{2}} = q_{i+1,j+1,j+1} - q_{i+1,j,j+1} - q_{i+1,j+1,j-1} + q_{i+1,j+1,j-1} \]

(26)

The intermediate state of the truly multi-dimensional scheme then can be rewritten as

\[

\begin{align*}
  p_{i+\frac{1}{2}, j}^* &= \frac{\{\{p\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8} - c\frac{\epsilon}{8} \left( \frac{\Delta x \{\{v\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}} + \Delta y \{\{v\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8} \right) \\
  p_{i,j+\frac{1}{2}}^* &= \frac{\{\{p\}\}_{i+\frac{1}{2}}}{8} - c\frac{\epsilon}{8} \left( \frac{\Delta x \{\{u\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}} + \Delta y \{\{v\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8} \right) \\
  u_{i+\frac{1}{2}, j}^* &= \frac{\{\{u\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8} - 1\frac{\epsilon}{8} \left( \frac{\Delta x \{\{v\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}} + \Delta y \{\{v\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8} \right)
\end{align*}
\]

(27)

(28)

(29)

Observe that instead of the derivatives of individual velocity components now \(\frac{1}{2}\{D_{i+\frac{1}{2}}\} \) and \(\frac{1}{2}\{D_{i+\frac{1}{2}}\} \) appear in the intermediate pressure, where \(D\) is the discrete divergence

\[ D_{i+\frac{1}{2}, j+\frac{1}{2}} := \frac{\{\{u\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{2\Delta x} + \frac{\{\{v\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{2\Delta y} \]

(30)

Observe also that the intermediate state \((27)-(29)\) reverts to the usual one (equations \((7)-(8)\)) in a one-dimensional situation.

The numerical scheme then reads

\[

\begin{align*}
  \partial_t u_{ij} + \frac{\{\{p\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta x c^2} - c\frac{\epsilon}{\Delta y} \left( \frac{\{\{u\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta x} + \frac{\{\{v\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta y} \right) &= 0 \\
  \partial_t v_{ij} + \frac{\{\{p\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta y c^2} - c\frac{\epsilon}{\Delta x} \left( \frac{\{\{u\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta x} + \frac{\{\{v\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta y} \right) &= 0 \\
  \partial_t p_{ij} + c^2 \left( \frac{\{\{u\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta x} + \frac{\{\{v\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta y} \right) \\
  &\quad - c\frac{\epsilon}{\Delta x} \left( \frac{\{\{p\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta x} + \frac{\{\{p\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta y} \right) &= 0
\end{align*}
\]

(31)

(32)

(33)
and again collecting order by order yields

\[
\frac{\{\{p^{(0)}\}_{i\pm 1}\}_{j\pm \frac{1}{2}}}{8\Delta x} = \frac{\{\{p^{(0)}\}_{i\pm 1}\}_{j\pm 1}}{8\Delta y} = 0 \tag{34}
\]

\[
\frac{\{\{p^{(1)}\}_{i\pm 1}\}_{j\pm \frac{1}{2}}}{8\Delta x} - c \frac{\{\{D^{(0)}\}_{i\pm \frac{1}{2}}\}_{j\pm \frac{1}{2}}}{2} = 0 \tag{35}
\]

\[
\frac{\{\{p^{(1)}\}_{i\pm 1}\}_{j\pm 1}}{8\Delta y} - c \frac{\{\{D^{(0)}\}_{i\pm \frac{1}{2}}\}_{j\pm 1}}{2} = 0 \tag{36}
\]

\[
c^2 \frac{\{\{D^{(0)}\}_{i\pm \frac{1}{2}}\}_{j\pm \frac{1}{2}}}{4} - c \left( \frac{\{\{p^{(1)}\}_{i\pm 1}\}_{j\pm \frac{1}{2}}}{8\Delta x} + \frac{\{\{p^{(1)}\}_{i\pm 1}\}_{j\pm \frac{1}{2}}}{8\Delta y} \right) = 0 \tag{37}
\]

Here, the particular shape of the divergence operators and of the additional perpendicular averaging is crucial for the appearance of the same divergence operator in the different equations. One observes that (35)–(37) is solved by

\[
\frac{\{\{p^{(1)}\}_{i\pm 1}\}_{j\pm \frac{1}{2}}}{8\Delta x} = \frac{\{\{p^{(1)}\}_{i\pm 1}\}_{j\pm 1}}{8\Delta y} = 0 \tag{38}
\]

\[
D^{(0)}_{i\pm \frac{1}{2}, j\pm \frac{1}{2}} = \frac{\{\{u^{(0)}\}_{i\pm \frac{1}{2}}\}_{j\pm \frac{1}{2}}}{2\Delta x} + \frac{\{\{v^{(0)}\}_{i\pm \frac{1}{2}}\}_{j\pm \frac{1}{2}}}{2\Delta y} = 0 \tag{39}
\]

These are discretizations of (5).

While previously the velocity derivatives needed to be multiplied by an extra factor of \( \epsilon \) to achieve low Mach number compliance, now they appear as derivatives of the divergence, which is \( O(\epsilon) \) and in the low Mach number limit automatically contributes a factor of \( \epsilon \).

The advantage of this approach is twofold: it does not require any free parameters or ad hoc factors, and the one-dimensional numerical method is unchanged. The good performance of the scheme has been demonstrated experimentally in [21, 43], and a von Neumann stability analysis for this scheme is provided here for the first time in [A]. The aim of the next chapters is to apply the same procedure to the Euler equations in order to obtain parameter-free all-speed schemes. The linearized versions of these schemes will basically reduce to the acoustic scheme described above, such that its stability analysis is relevant for these new schemes as well.

### 2.2 Euler equations

The compressible Euler equations read

\[
\partial_t \rho + \nabla \cdot (\rho \mathbf{v}) = 0 \tag{40}
\]

\[
\partial_t (\rho \mathbf{v}) + \nabla \cdot (\rho \mathbf{v} \otimes \mathbf{v} + p \mathbf{I}) = 0 \tag{41}
\]

\[
\partial_t e + \nabla \cdot (\mathbf{v}(e + p)) = 0 \tag{42}
\]

with

\[
\rho, e, p : \mathbb{R}_0^+ \times \mathbb{R}^d \to \mathbb{R}_0^+ \tag{43}
\]

\[
\mathbf{v} : \mathbb{R}_0^+ \times \mathbb{R}^d \to \mathbb{R}^d \tag{44}
\]
\[ \epsilon = \frac{p}{\gamma - 1} + \frac{1}{2} \rho |\mathbf{v}|^2 \quad \gamma > 1 \quad (45) \]

In two dimensions, again the notation \( \mathbf{v} = (u,v)^T \) is used. The conservative variables are denoted by \( q = (\rho, \rho u, \rho v, e)^T \). In the numerical examples, \( \gamma = 1.4 \) is used.

It is convenient to “rescale” the Euler equations in order to exhibit the low Mach number limit more prominently. Mostly, this is done by choosing some “reference quantities”. However, it remains unclear what consequences a particular choice of these quantities has, and the physical arguments easily get mixed up with mathematical necessity. Here, a derivation (first appeared in [36]) is provided which postpones all physical arguments to the very end, thus showing that most of the “rescaling” is a mathematical consequence of the equations alone.

Consider a family of solutions \((\rho_\epsilon, \mathbf{v}_\epsilon, p_\epsilon)\) of (40)–(42) parametrized by \( \epsilon \in \mathbb{R}^+ \), so far without any relation to Mach number. Assume every quantity to be a power series in \( \epsilon \) and make the leading order explicit:

\[
\rho_\epsilon(t, \mathbf{x}) = \epsilon^a \tilde{\rho}_\epsilon(t, \mathbf{x}) \quad \tilde{\rho}_\epsilon(t, \mathbf{x}) = \tilde{\rho}^{(0)}(t, \mathbf{x}) + \epsilon \tilde{\rho}^{(1)}(t, \mathbf{x}) + \mathcal{O}(\epsilon^2) \quad (46)
\]

and similarly for all other quantities, each with its own leading power of \( \epsilon \):

\[
\mathbf{v}_\epsilon(t, \mathbf{x}) = \epsilon^b \tilde{\mathbf{v}}_\epsilon(t, \mathbf{x}) \quad \mathbf{p}_\epsilon(t, \mathbf{x}) = \epsilon^c \tilde{\mathbf{p}}_\epsilon(t, \mathbf{x}) \quad (47)
\]

Consider also the independent variables to depend on \( \epsilon \):

\[
x = \epsilon^d \tilde{x} \quad t = \epsilon^e \tilde{t} \quad a, b, c, d, e \in \mathbb{Z} \quad (48)
\]

which can be realized as an \( \epsilon \)-dependent system size or an \( \epsilon \)-dependent final time.

Computing the Mach number yields

\[
M_\epsilon := \frac{|\mathbf{v}_\epsilon|}{\sqrt{\gamma p_\epsilon/\tilde{\rho}_\epsilon}} = \epsilon^b \frac{|\tilde{\mathbf{v}}_\epsilon|}{\sqrt{\gamma \tilde{\rho}_\epsilon/\tilde{\rho}_\epsilon}} \quad (49)
\]

At this point, \( \epsilon \) shall be chosen to control the Mach number, which implies \( b - \frac{d}{2} + \frac{e}{2} = 1 \). No \( M_\epsilon \in \mathcal{O}(\epsilon) \).

Inserting (46)–(48) into the Euler equations then yields

\[
\epsilon^{3-b-c} \partial_t \tilde{\rho}_\epsilon + \tilde{\nabla} \cdot (\tilde{\rho}_\epsilon \tilde{\mathbf{v}}_\epsilon) = 0 \quad (50)
\]

\[
\epsilon^{3-b-c} \partial_t (\tilde{\rho}_\epsilon \tilde{\mathbf{v}}_\epsilon) + \tilde{\nabla} \cdot (\tilde{\rho}_\epsilon \tilde{\mathbf{v}}_\epsilon \otimes \tilde{\mathbf{v}}_\epsilon + \tilde{\rho}_\epsilon/\epsilon^2 \mathbb{I}) = 0 \quad (51)
\]

\[
\epsilon^{3-b-c} \partial_t \tilde{e}_\epsilon + \tilde{\nabla} \cdot (\tilde{\mathbf{v}}_\epsilon (\tilde{e}_\epsilon + \tilde{\rho}_\epsilon)) = 0 \quad (52)
\]

and

\[
\tilde{e}_\epsilon = \frac{\tilde{\rho}_\epsilon}{\gamma - 1} + \frac{1}{\epsilon^2} \tilde{\rho}_\epsilon |\tilde{\mathbf{v}}_\epsilon|^2 \quad \gamma > 1 \quad (53)
\]

It is well-known that the Euler equations contain two dimensionless numbers, the Mach number and the Strouhal number \( \frac{|x|}{|\mathbf{v}_\epsilon| \tilde{t}} = e^{3-b-c} \frac{|x|}{|\mathbf{v}_\epsilon| \tilde{t}} \). By choosing \( d - b - c = 0 \) one ensures that the time and length scales match those of the fluid velocity. This is the only decision.
taken on physical grounds in the rescaling procedure. Note also that it is not necessary to define a length scale, a time scale and so on, because these details are, in fact, irrelevant for the outcome of the rescaling. An example of (46)–(48) with $c = -2$, $a = b = d = e = 0$ is given by the vortex test in section 5.

The rescaling only serves the purpose of keeping track of the influence of a decreasing Mach number, and thus is only needed for the theoretical analysis. In the practical application, the numerical scheme is solving the usual Euler equations (40)–(42).

For better readability, the tilde and the $\epsilon$-subscript of all quantities is dropped from now on, such that the rescaled Euler equations read

\begin{align}
\partial_t \rho + \nabla \cdot (\rho \mathbf{v}) &= 0 \\
\partial_t (\rho \mathbf{v}) + \nabla \cdot (\rho \mathbf{v} \otimes \mathbf{v} + p/\epsilon^2 \mathbf{I}) &= 0 \\
\partial_t e + \nabla \cdot (\mathbf{v}(e + p)) &= 0
\end{align}

and

\[ e = \frac{p}{\gamma - 1} + \frac{1}{2} \epsilon^2 \rho |\mathbf{v}|^2 \] (57)

As $\epsilon \to 0$, the limit is characterized by

\[ \nabla p \in \mathcal{O}(\epsilon^2) \quad \nabla \cdot \mathbf{v} \in \mathcal{O}(\epsilon) \] (58)

which is very similar to the acoustic case. Also the formal asymptotic expansion of standard dimensionally split schemes (e.g. the Roe scheme) is very similar to the acoustic case with velocity derivatives appearing in the $\mathcal{O}(1/\epsilon)$-equations. More details on this can be found in [2, 3, 39, 42, 36]. Existing low Mach number modifications focus on the one-dimensional scheme which is then used in a dimensionally split way (e.g. [44, 29, 30, 31, 32, 33, 34, 35, 36, 37]), or alternatively on removing the diffusion altogether and using an implicit time integration to stabilize the central derivatives.

### 2.3 Time integration

For explicit time integration methods, the time step depends on the maximal eigenvalue of the Jacobian. In the low Mach number limit of the Euler equations, the speed of sound surpasses by far the speed of the fluid. In order to resolve any noticeable fluid flow one thus needs many time steps, which is impractical. In those cases when no high speed phenomena and effects of compressibility (shocks, or sound waves) need to be resolved, an implicit time integrator can greatly accelerate the simulation, e.g. [27, 28]. To balance the advantages of explicit and implicit time integration, IMEX schemes (e.g. [27, 45, 46, 47]) have been suggested. In all cases the implicit time integration allows to use central derivatives, such that there is no numerical diffusion to interfere with the low Mach number limit. In this paper, however, the focus lies on maintaining sufficient numerical diffusion for the usage of an explicit time integrator. The analysis therefore focuses on semi-discrete methods, and the numerical examples are obtained using forward Euler.
3 Multi-dimensional modification of a Lagrange-Projection scheme

3.1 Review of the one-dimensional method

The first numerical method to be discussed here is a time-explicit scheme on Cartesian grids suggested in [34, 48]. It splits the Euler equations into acoustics and pressureless Euler equations (advection and compression)

\[
\partial_t \rho + (u \partial_x + v \partial_y) \rho + \rho (\partial_x u + \partial_y v) = 0 \quad (59)
\]

\[
\partial_t (\rho u) + (u \partial_x + v \partial_y) (\rho u) + \rho u (\partial_x u + \partial_y v) + \frac{\partial_x p}{\epsilon^2} = 0 \quad (60)
\]

\[
\partial_t (\rho v) + (u \partial_x + v \partial_y) (\rho v) + \rho v (\partial_x u + \partial_y v) + \frac{\partial_y p}{\epsilon^2} = 0 \quad (61)
\]

\[
\partial_t e + (u \partial_x + v \partial_y) e + e (\partial_x u + \partial_y v) + \partial_x (up) + \partial_y (vp) = 0 \quad (62)
\]

This splitting is tightly linked to Lagrange-Projection schemes, but is interesting for others reasons as well. The different treatment of acoustics and (nonlinear) advection parallels observations (e.g. [49]) of the very different structure of these operators in multiple spatial dimensions and the possible need to treat them differently numerically.

Although the scheme from [34] is an Eulerian scheme, it carries distinctive features of its Lagrangian origin. Here, the derivation in one spatial dimension is recalled briefly and the reader is referred to [34] for more details.

First, the acoustic system is solved by means of a 1D relaxation solver:

\[
u^*_{i+\frac{1}{2}} = \frac{u_{i+1} + u_i}{2} - \frac{1}{2\alpha c} (p_{i+1} - p_i) = \frac{\{u\}_{i+\frac{1}{2}}}{2} - \frac{1}{2\alpha c} [p]_{i+\frac{1}{2}}\quad (63)
\]

\[
p^*_{i+\frac{1}{2}} = \frac{p_{i+1} + p_i}{2} - \frac{\alpha c}{2} (u_{i+1} - u_i) = \frac{\{p\}_{i+\frac{1}{2}}}{2} - \frac{\alpha c}{2} [u]_{i+\frac{1}{2}}\quad (64)
\]

with the subcharacteristic condition \( \alpha > \text{max}(\rho c) \), where \( c \) is the speed of sound.

The compressive terms are taken into account in a typically Lagrangian way defining

\[
L_i := 1 + \frac{\Delta t}{\Delta x} [u^*]_{i+\frac{1}{2}} \quad (65)
\]

\[
\rho^n_{i+1,-} := \frac{\rho^n_i}{L_i} \quad (\rho u)^n_{i+1,-} := \frac{(\rho u)^n_i - \frac{\Delta t}{\Delta x} [p^*]_{i+\frac{1}{2}}}{L_i} \quad (66)
\]

\[
(\rho v)^n_{i+1,-} := \frac{(\rho v)^n_i}{L_i} \quad e^n_{i+1,-} := \frac{e^n_i - \frac{\Delta t}{\Delta x} [u^* p^*]_{i+\frac{1}{2}}}{L_i} \quad (67)
\]

This intermediate step is not conservative, but the overall scheme is, as will be seen later.

Observe that the compressive terms are rather an ODE-type operator of the form

\[
\partial_t q + q \cdot D = 0 \quad (68)
\]
where $D$ now is the placeholder for the divergence $\partial_x u + \partial_y v$. Solving (68) with the backward Euler method yields

$$
0 = \frac{q^{n+1} - q^n}{\Delta t} + q^{n+1} \cdot D
$$

(69)

This demonstrates how the denominators in the intermediate step (66)–(67) can be derived from operator splitting.

Finally, the advective terms are taken into account via a multiplicative operator split, with $u^*$ the advecting speed and $q^{n+1, -}$ the advected quantities:

$$
q_{i}^{n+1} = q_{i}^{n+1, -} - \frac{\Delta t}{\Delta x}[f_{i}^{\text{adv}}]_{i+\frac{1}{2}}
$$

(70)

$$
f_{i}^{\text{adv}} := \begin{cases} 
 u^*_{i+\frac{1}{2}}q_{i}^{n+1, -} & u^*_{i+\frac{1}{2}} > 0 \\
 u^*_{i+\frac{1}{2}}q_{i+1}^{n+1, -} & \text{else}
 \end{cases}
$$

(71)

Observe that the first term on the right hand side of (70) involves $q_{i}^{n+1, -} - L_i$, rather than $q_{i}^{n+1, -}$ alone, thus undoing the nonconservativity of the intermediate step. The advective flux $f_{i}^{\text{adv}} \sim u^* q_{i}^{n+1, -}$ uses the results of the intermediate step directly, but is also conservative. Overall, this gives a conservative scheme

$$
q_{i}^{n+1} = q_{i}^{n} - \frac{\Delta t}{\Delta x}[f]_{i+\frac{1}{2}}
$$

(72)

with the following flux (if $u^*_{i+\frac{1}{2}} > 0$):

$$
f_{i+\frac{1}{2}} := \begin{pmatrix}
 u^*_{i+\frac{1}{2}} \frac{\rho_{i}^{n}}{1 + \Delta t / \Delta x \left[u^*\right]_{i+\frac{1}{2}}} \\
 u^*_{i+\frac{1}{2}} \frac{(\rho u)^{n}}{1 + \Delta t / \Delta x \left[u^*\right]_{i+\frac{1}{2}}} + \frac{p^*_{i+\frac{1}{2}}}{\epsilon^2} \\
 u^*_{i+\frac{1}{2}} \frac{\epsilon_{i}^{n}}{1 + \Delta t / \Delta x \left[u^*\right]_{i+\frac{1}{2}}} + \frac{(ue^*)_{i+\frac{1}{2}}}{\epsilon^2}
\end{pmatrix}
$$

(73)

The case $u^*_{i+\frac{1}{2}} < 0$ is analogous. This flux has some similarities to the flux obtained using a relaxation solver for the full Euler system. This is discussed in section 4.

In [34], the existence of a discrete entropy inequality for this scheme in the one-dimensional case is demonstrated.

In multiple spatial dimensions, the multiplication by $L_{ij}$ in (70) needs to make sure that the non-conservativity of the intermediate step is undone. There cannot be several $L_{ij}$, associated to different directions, but there should rather be only one, extended to include contributions from all directions, e.g.

$$
L_{ij} := 1 + \frac{\Delta t}{\Delta x \left[u^*\right]_{i+\frac{1}{2}, j}} + \frac{\Delta t}{\Delta y \left[u^*\right]_{i, j+\frac{1}{2}}}
$$

(74)

The resulting scheme for multiple spatial dimensions would then be conservative as well, but still dimensionally split and not low Mach number compliant. The aim of the next section is to find an all-speed, truly multi-dimensional extension of this scheme.
3.2 Multi-dimensional all-speed modification

Observe that in multiple spatial dimensions, starting from (63)–(64), the dimensionally split acoustic solver would become

\[
\begin{align*}
    u^*_{i+\frac{1}{2},j} &= \left\{\left\{u_{i+\frac{1}{2},j}\right\}\right\}_{j+\frac{1}{2}} - \frac{1}{2a\epsilon} [p]_{i+\frac{1}{2},j} \\
    p^*_{i+\frac{1}{2},j} &= \left\{\left\{p_{i+\frac{1}{2},j}\right\}\right\}_{j+\frac{1}{2}} - \frac{a\epsilon}{2} [u]_{i+\frac{1}{2},j} \\
\end{align*}
\]

\[
\begin{align*}
    v^*_{i,j+\frac{1}{2}} &= \frac{\{v\}_{i,j+\frac{1}{2}}}{2} - \frac{1}{2a\epsilon} [p]_{i,j+\frac{1}{2}} \\
    p^*_{i,j+\frac{1}{2}} &= \frac{\{p\}_{i,j+\frac{1}{2}}}{2} - \frac{a\epsilon}{2} [v]_{i,j+\frac{1}{2}}
\end{align*}
\]  

(75)

Usual low Mach number modifications would require a factor of \( \epsilon \) in front of \([u]_{i+\frac{1}{2},j}\) and \([v]_{i,j+\frac{1}{2}}\) in (76). Here, it is proposed to replace these derivatives of individual velocity components by the divergence. The suggested multi-dimensional modification of the acoustic step therefore is

\[
\begin{align*}
    u^*_{i+\frac{1}{2},j} &= \frac{\{\{u\}_{i+\frac{1}{2},j}\} + \{\{u\}_{i-\frac{1}{2},j}\}}{8} - \frac{1}{2a\epsilon} \frac{\{\{p\}_{i+\frac{1}{2},j}\} + \{\{p\}_{i-\frac{1}{2},j}\}}{4} \\
    p^*_{i+\frac{1}{2},j} &= \frac{\{\{p\}_{i+\frac{1}{2},j}\} + \{\{p\}_{i-\frac{1}{2},j}\}}{8} - \frac{a\epsilon}{2} \frac{\{\{u\}_{i+\frac{1}{2},j}\} + \{\{u\}_{i-\frac{1}{2},j}\}}{4} \\
    v^*_{i,j+\frac{1}{2}} &= \frac{\{\{v\}_{i,j+\frac{1}{2}}\} + \{\{v\}_{i,j-\frac{1}{2}}\}}{8} + \frac{\Delta x}{\Delta y} \frac{\{\{u\}_{i+1,j}\} + \{\{u\}_{i-1,j}\}}{4} \\
    p^*_{i,j+\frac{1}{2}} &= \frac{\{\{p\}_{i,j+\frac{1}{2}}\} + \{\{p\}_{i,j-\frac{1}{2}}\}}{8} - \frac{a\epsilon}{2} \frac{\{\{v\}_{i,j+1}\} + \{\{v\}_{i,j-1}\}}{4} \\
\end{align*}
\]

(77)

Observe that averaging in the perpendicular direction has been added. This is necessary in order for the different divergence discretizations to vanish simultaneously (see Theorem 3.1 below). Of course, these finite difference operators are inspired by the acoustic scheme discussed in section 2.1. The seemingly asymmetric divergence operators in (78) and (80) become symmetric once the flux difference, i.e., \( \frac{\{p\}_{i+\frac{1}{2},j}}{\Delta x} \) and \( \frac{\{p\}_{i,j+\frac{1}{2}}}{\Delta y} \), is computed.

In view of the role of the divergence in the compressive terms, the natural multi-dimensional extension of the intermediate step reads

\[
\begin{align*}
    L_{ij} := 1 + \frac{\Delta t}{\Delta x} [u^*]_{i+\frac{1}{2},j} + \frac{\Delta t}{\Delta y} [v^*]_{i,j+\frac{1}{2}} \\
    \rho_{ij}^{n+1,-} := \frac{\rho_{ij}^n}{L_{ij}} \\
    (\rho u)_{ij}^{n+1,-} := \frac{(\rho u)_{ij}^n - \frac{\Delta t}{\Delta x} \frac{1}{2} \{p^*\}_{i+\frac{1}{2},j}}{L_{ij}} \\
    (\rho v)_{ij}^{n+1,-} := \frac{(\rho v)_{ij}^n - \frac{\Delta t}{\Delta y} \frac{1}{2} \{p^*\}_{i,j+\frac{1}{2}}}{L_{ij}} \\
    e_{ij}^{n+1,-} := \frac{e_{ij}^n - \frac{\Delta t}{\Delta x} [u^* p^*]_{i+\frac{1}{2},j} - \frac{\Delta t}{\Delta y} [v^* p^*]_{i,j+\frac{1}{2}}}{L_{ij}}
\end{align*}
\]

(81)

(82)

(83)

(84)

(85)

The relation between the discrete divergence appearing in the acoustic step and the divergence \( \frac{\{u\}_{i+\frac{1}{2},j}}{\Delta x} \) and \( \frac{\{v\}_{i,j+\frac{1}{2}}}{\Delta y} \) appearing in the compressive step is clarified later.
Finally, for low Mach number compliance the advective step does not require a truly multi-dimensional extension, although many would be possible (e.g. [16, 50]). Here, the original dimensionally split version is retained for simplicity.

Formal asymptotic analysis is employed to study the low Mach number limit $\epsilon \to 0$ of this scheme.

Recall the definition

$$D^{(0)}_{i+\frac{1}{2},j+\frac{1}{2}} := \frac{\{\{u^{(0)}\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}} + \{\{v^{(0)}\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{2\Delta x + 2\Delta y}$$  \hspace{1cm} (86)

Lemma 3.1. If $\mathcal{D}^{(0)}_{i+\frac{1}{2},j+\frac{1}{2}}$ vanishes $\forall i, j$ then

i)  \[ \left[ \frac{a_{i,j}^{(0)}}{2} \left( \frac{\{\{u^{(0)}\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}} + \{\{v^{(0)}\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{4\Delta x + 4\Delta y} \right) \right]_{i+\frac{1}{2},j+\frac{1}{2}} = 0 \hspace{1cm} \forall i, j \]  \hspace{1cm} (87)

where $a_{i+\frac{1}{2},j}^{(0)}$ is any grid function defined on the edges,

ii)  \[ \left[ \frac{\{\{u^{(0)}\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}} + \{\{v^{(0)}\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta x + 8\Delta y} \right]_{i+\frac{1}{2},j+\frac{1}{2}} = 0 \hspace{1cm} \forall i, j \]  \hspace{1cm} (88)

Proof.  \[ \left[ \frac{a_{i,j}^{(0)}}{2} \left( \frac{\{\{u^{(0)}\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}} + \{\{v^{(0)}\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{4\Delta x + 4\Delta y} \right) \right]_{i+\frac{1}{2},j+\frac{1}{2}} = \frac{a_{i,j}^{(0)}}{2} \cdot \frac{1}{2} \{\mathcal{D}^{(0)}\}_{i+\frac{1}{2},j+\frac{1}{2}} \]  \hspace{1cm} (90)

\[ \frac{a_{i+\frac{1}{2},j}^{(0)}}{2} \cdot \frac{1}{2} \{\mathcal{D}^{(0)}\}_{i+\frac{1}{2},j+\frac{1}{2}} - \frac{a_{i-\frac{1}{2},j}^{(0)}}{2} \cdot \frac{1}{2} \{\mathcal{D}^{(0)}\}_{i+\frac{1}{2},j+\frac{1}{2}} \]  \hspace{1cm} (91)

ii)  \[ \left[ \frac{\{\{u^{(0)}\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}} + \{\{v^{(0)}\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta x + 8\Delta y} \right]_{i+\frac{1}{2},j+\frac{1}{2}} = \frac{1}{4} \{\mathcal{D}^{(0)}\}_{i+\frac{1}{2},j+\frac{1}{2}} \]  \hspace{1cm} (92)

The same statement can also be proved using the discrete Fourier transform and a discrete Leibniz rule, see [43].

Recall that the low Mach number artefacts identified in (15)–(16), and similarly those for the Euler equations (see e.g. [12]), are related to $p^{(1)} =$ const not being a solution of the discrete limit equations. In other words, the numerical diffusion restricts the discrete limit equations unnecessarily (as has also been elucidated in [21] for linear acoustics). For the multi-dimensional extension of the Lagrange Projection scheme one can now show the following statement:
Theorem 3.1. Consider the numerical scheme (77)–(85) for the Euler equations. It is low Mach compliant in the sense that

\[ p^{(0)} = \text{const} \quad p^{(1)} = \text{const} \]  

and (discrete counterpart to \( \nabla \text{div} \) \( v^{(0)} = 0 \))

\[ \nabla \frac{p^{(0)}}{\epsilon_i,j + \frac{1}{2}} = \frac{[u]_{i,j + \frac{1}{2}}}{2\Delta x} + \frac{[v^{(0)}]_{i,j + \frac{1}{2}}}{2\Delta y} = 0 \quad \forall i, j \]  

are solutions of the discrete limit equations as \( \epsilon \to 0 \).

Proof. \( p^{(0)} = \text{const} \) implies \( (u_{i,j + \frac{1}{2}})(-1) = 0 \). The \( \mathcal{O}(1/\epsilon^2) \) terms are only present in the momentum equation:

\[
[p^{(0)}]_{i,j} + (u_{i,j}^{(0)}) \begin{cases} 
-\frac{\Delta y}{\Delta x}[p^{(0)}]_{i+\frac{1}{2},j} & u_{i+\frac{1}{2}} > 0 \\
\frac{1+\Delta y}{\Delta x}[u^{(0)}]_{i+\frac{1}{2},j} + \frac{\Delta y}{\Delta x}[p^{(0)}]_{i+\frac{1}{2},j} & \text{else} \\
\end{cases}
\]

\[
- (u_{i-\frac{1}{2}}^{(0)}) \begin{cases} 
-\frac{\Delta y}{\Delta x}[p^{(0)}]_{i-\frac{1}{2},j} & u_{i-\frac{1}{2}} > 0 \\
\frac{1+\Delta y}{\Delta x}[u^{(0)}]_{i-\frac{1}{2},j} + \frac{\Delta y}{\Delta x}[p^{(0)}]_{i-\frac{1}{2},j} & \text{else} \\
\end{cases}
\]

+ perpendicular direction = 0

This is indeed solved by \( p^{(0)} = \text{const} \) with (77)–(80)

\[
(p_{i+\frac{1}{2},j}^{(0)}) = \frac{\{\{p^{(0)}\}_{i+\frac{1}{2}}} = p^{(0)} \\
(p_{i,j+\frac{1}{2}}^{(0)}) = \frac{\{\{p^{(0)}\}_{i,j+\frac{1}{2}}} = p^{(0)}
\]

Using \( p^{(0)} = \text{const} \), the remaining \( \mathcal{O}(1/\epsilon) \) terms are

\[
[p^{(1)}]_{i,j} + (u_{i,j}^{(1)}) \begin{cases} 
-\frac{\Delta y}{\Delta x}[p^{(1)}]_{i+\frac{1}{2},j} & u_{i+\frac{1}{2}} > 0 \\
\frac{1+\Delta y}{\Delta x}[u^{(1)}]_{i+\frac{1}{2},j} + \frac{\Delta y}{\Delta x}[p^{(1)}]_{i+\frac{1}{2},j} & \text{else} \\
\end{cases}
\]

\[
- (u_{i-\frac{1}{2}}^{(1)}) \begin{cases} 
-\frac{\Delta y}{\Delta x}[p^{(1)}]_{i-\frac{1}{2},j} & u_{i-\frac{1}{2}} > 0 \\
\frac{1+\Delta y}{\Delta x}[u^{(1)}]_{i-\frac{1}{2},j} + \frac{\Delta y}{\Delta x}[p^{(1)}]_{i-\frac{1}{2},j} & \text{else} \\
\end{cases}
\]

+ perpendicular direction = 0
One has from (77)-(80)

\[
(p_{i+\frac{1}{2},j}^{\ast})^{(1)} = \left\{ \left\{ \frac{\{p^{(1)}\}_{i+\frac{1}{2},j}}{8} \right\} \right\} \frac{a^{(0)}}{2} - \frac{\{\{u^{(0)}\}_{i+\frac{1}{2},j}\} + \Delta x}{4} + \frac{\{\{v^{(0)}\}_{i+\frac{1}{2},j+\frac{1}{2}}\} + \Delta y}{4} 
\]

(99)

\[
(p_{i,j+\frac{1}{2}}^{\ast})^{(1)} = \left\{ \left\{ \frac{\{p^{(1)}\}_{i+\frac{1}{2},j+\frac{1}{2}}}{8} \right\} \right\} \frac{a^{(0)}}{2} - \frac{\{\{u^{(0)}\}_{i+\frac{1}{2},j+\frac{1}{2}}\} + \Delta x}{4} + \frac{\{\{v^{(0)}\}_{i+\frac{1}{2},j+\frac{1}{2}}\} + \Delta y}{4} 
\]

(100)

Computing \(\frac{p_{i+\frac{1}{2},j}^{\ast}}{\Delta x}, \frac{p_{i,j+\frac{1}{2}}^{\ast}}{\Delta y}\), the \(O(1/\epsilon)\) terms vanish due to Lemma [3.1].

The \(O(1)\) energy equation, using \(\partial_t e^{(0)} = 0\) yields (without loss of generality for \(u_{i+\frac{1}{2},j}^{\ast}, v_{i,j+\frac{1}{2}}^{\ast}\) uniformly positive)

\[
0 = (u_{i+\frac{1}{2},j}^{\ast})^{(0)} \left( e_{ij}^{(0)} \right) - \frac{\Delta t}{\Delta x} \left[ u^{*} p^{*} \right]_{i+\frac{1}{2},j}^{(0)} - \frac{\Delta t}{\Delta y} \left[ v^{*} p^{*} \right]_{i,j+\frac{1}{2}}^{(0)} + (u^{*} p^{*})_{i+\frac{1}{2},j}^{(0)} 
\]

\[
- (u_{i-\frac{1}{2},j}^{\ast})^{(0)} \left( e_{i-1,j}^{(0)} \right) - \frac{\Delta t}{\Delta x} \left[ u^{*} p^{*} \right]_{i-1\frac{1}{2},j}^{(0)} - \frac{\Delta t}{\Delta y} \left[ v^{*} p^{*} \right]_{i-1,j+\frac{1}{2}}^{(0)} - (u^{*} p^{*})_{i-\frac{1}{2},j}^{(0)} 
\]

\[
+ (u_{i,j+\frac{1}{2}}^{\ast})^{(0)} \left( e_{ij+\frac{1}{2}}^{(0)} \right) - \frac{\Delta t}{\Delta x} \left[ u^{*} p^{*} \right]_{i,j+\frac{1}{2}}^{(0)} - \frac{\Delta t}{\Delta y} \left[ v^{*} p^{*} \right]_{i,j+\frac{1}{2}}^{(0)} + (v^{*} p^{*})_{i,j+\frac{1}{2}}^{(0)} 
\]

\[
- (u_{i,j-\frac{1}{2}}^{\ast})^{(0)} \left( e_{ij-\frac{1}{2}}^{(0)} \right) - \frac{\Delta t}{\Delta x} \left[ u^{*} p^{*} \right]_{i,j-\frac{1}{2}}^{(0)} - \frac{\Delta t}{\Delta y} \left[ v^{*} p^{*} \right]_{i,j-\frac{1}{2}}^{(0)} - (v^{*} p^{*})_{i,j-\frac{1}{2}}^{(0)} 
\]

Here, a seemingly different divergence appears. However,

\[
\frac{[u^{(0)}]}{\Delta x} + \frac{[v^{(0)}]}{\Delta y} = \left\{ \left\{ \frac{\{u^{(0)}\}_{i+\frac{1}{2},j}}{8\Delta x} \right\} \right\} + \left\{ \left\{ \frac{\{v^{(0)}\}_{i,j+\frac{1}{2}}}{8\Delta y} \right\} \right\} - \frac{1}{2a^{(0)}} \frac{\{\{p^{(1)}\}_{i+\frac{1}{2},j}\}}{4\Delta x} - \frac{1}{2a^{(0)}} \frac{\{\{p^{(1)}\}_{i,j+\frac{1}{2}}}{4\Delta y} 
\]

(101)

and thus it vanishes by Lemma [3.1].

Note that, although the individual steps of the proof are simple, it crucially depends on the presence of the correct discrete divergence in the definition of \(p_{i+\frac{1}{2}}^{\ast}\), which satisfies the property of Lemma [3.1]. This builds on previous efforts (e.g. [18, 51, 19, 21]) to construct this special divergence discretization. In [21], for example, it is proven that a simple central divergence discretization on a 5-point stencil does not admit any statement analogous to Lemma [3.1].

The existence of the discrete counterparts to the limit equations seems the crucial aspect of low Mach number compliance. This is elucidated in the linear case in [21]. It is shown there that a scheme that is not low Mach compliant fails to provide a discretization for all the limit equations. The numerical diffusion restricts the discrete limit equations, such that [15]-[16], for example, only implies \(p^{(1)} = \text{const}\) for spatially linear velocities. The
above theorem shows that the multi-dimensional extension of the Lagrange Projection scheme is free of such a restriction and allows for a constant pressure for all (discrete) divergence-free velocities. This is understood to be the essence of a low Mach compliant scheme. It might in principle additionally be of interest whether (93)–(94) are the unique solutions of the limit equations. This does not seem to be related to the question of low Mach compliance. Any additional solutions might point to the existence of spurious modes in numerical simulations – checkerboards, for example. Such spurious modes are unrelated to the low Mach problem, as they can appear in many contexts, and also for standard low Mach fixes. Such a uniqueness result, however, seems fairly difficult to establish and in the numerical experiments no spurious modes have been observed.

In [34] it is shown that the one-dimensional Lagrange Projection scheme satisfies a discrete entropy inequality as long as the low Mach fix is not applied. As the multi-dimensional scheme proposed here reverts to the one-dimensional scheme in one-dimensional situations, one can expect such properties to carry over to the all-speed case more easily than with a low Mach number fix. However, it does not seem possible to immediately generalize the proof of the discrete entropy inequality to the multi-dimensional extension proposed here. To study this, and whether the existence of a discrete entropy inequality entails further conditions on the multi-dimensional all-speed extension, is subject of future work.

A von Neumann stability analysis in multiple spatial dimensions suffers from many technical difficulties, but in view of the fact that the linearization of the proposed method essentially becomes the acoustic scheme of section 2.1, the stability result of [A] can be considered to carry over. The stability of the scheme is confirmed experimentally. It remains stable for CFL numbers up to 1, rather than 1/2, which would be the case for a dimensionally split method in two spatial dimensions.

An extension to three dimensions can be performed analogously.

4 Multi-dimensional modification of a relaxation solver

4.1 Review of the one-dimensional method

Following [52, 53], define the following numerical method, derived as a relaxation solver

\[ Q \left( \frac{x}{t}; q_i, q_{i+1} \right) := \begin{cases} 
q_i & \frac{\xi}{t} \leq u_{i+\frac{1}{2}}^* - c_{i+\frac{1}{2}}^* \\
q_{i+\frac{1}{2}, L}^* & u_{i+\frac{1}{2}}^* - c_{i+\frac{1}{2}}^* \leq \frac{\xi}{t} \leq u_{i+\frac{1}{2}}^* \\
q_{i+\frac{1}{2}, R}^* & u_{i+\frac{1}{2}}^* \leq \frac{\xi}{t} \leq u_{i+\frac{1}{2}}^* + c_{i+\frac{1}{2}}^* \\
q_{i+1} & \frac{\xi}{t} \geq u_{i+\frac{1}{2}}^* + c_{i+\frac{1}{2}}^* 
\end{cases} \] (102)

with the intermediate states
Projection scheme (66)–(67), (70). Maybe this is what led [53] to also consider a scheme

\[ u_{i+\frac{1}{2}}^* = \frac{1}{2} \left( u_{i+\frac{1}{2}} + 1 + \frac{1}{2a_e} |p|_{i+\frac{1}{2}} \right) \]

(103)

\[ p_{i+\frac{1}{2}}^* = \frac{1}{2} \left( p_{i+\frac{1}{2}} + \frac{ae}{2} |u|_{i+\frac{1}{2}} \right) \]

(104)

\[ \rho_{i+\frac{1}{2},L}^* = \frac{1}{1 + \frac{ae}{a} (u_{i+\frac{1}{2}}^* - u_i)} \]

(105)

\[ \rho_{i+\frac{1}{2},R}^* = \frac{\rho_i + \frac{ae}{a} u_i}{1 + \frac{ae}{a} (u_{i+\frac{1}{2}}^* - u_i)} \]

(106)

\[ e_{i+\frac{1}{2},L}^* = \frac{e_i}{\rho_i^*} + \frac{1}{a} \left( \frac{p_i u_i}{\rho_i} - p_{i+\frac{1}{2}}^* u_{i+\frac{1}{2}}^* \right) \]

(107)

\[ e_{i+\frac{1}{2},R}^* = \frac{e_{i+1}}{\rho_{i+1}^*} + \frac{1}{a} \left( \frac{p_{i+1} u_{i+1}}{\rho_{i+1}} - p_{i+\frac{1}{2}} u_{i+\frac{1}{2}} \right) \]

(108)

\[ u_{i+\frac{1}{2},L} = u_i \]

(109)

\[ u_{i+\frac{1}{2},R} = u_{i+1} \]

(110)

For details of the derivation, see [52] and for an introduction to relaxation solvers see e.g. [54, 55]. The scalings of the intermediate states have been obtained by performing the rescaling procedure of Section 2.2.

If \( u_{i+\frac{1}{2}}^* > 0 \) then the flux associated with the intermediate state is

\[ f_{i+\frac{1}{2}} = \left( \begin{array}{c}
\frac{u_{i+\frac{1}{2}}^*}{1 + \frac{ae}{2a} |p|_{i+\frac{1}{2}}} \\
\frac{1 + \frac{ae}{2a} |p|_{i+\frac{1}{2}}}{u_{i+\frac{1}{2}}^* u_i} \\
\frac{1 + \frac{ae}{2a} |p|_{i+\frac{1}{2}}}{u_{i+\frac{1}{2}}^* u_{i+1}} \\
\end{array} \right) \]

(111)

In [52] it is shown that this solver satisfies a discrete entropy inequality.

The similarities between the two schemes go far beyond the observation that the Lagrange-Projection scheme (with the corresponding flux given in (73)) uses a relaxation solver for the acoustic part. The way (111) treats the compressive and even the advective terms has striking parallels to the results obtained via Lagrange Projection, although the derivations are entirely different.

However, there are also clear differences. The Lagrange Projection scheme has a wider stencil because it uses a multiplicative operator split (for an introduction to operator splitting see [56]). A more technical observation is that the Lagrange Projection scheme is non-polynomial in \( \Delta t \). One observes that the denominators (which account for the compressive terms in (59)–(62)) are different and in (111) do not involve \( \Delta t \).

The relaxation scheme (102) seems easier to implement than the two-step Lagrange Projection scheme (60)–(67). Maybe this is what led [53] to also consider a scheme.
very similar to \([102]\), and to study its possible low Mach number modification. However, it was found therein that modifying the one-dimensional scheme \([102]\) in the usual way of a low Mach fix, i.e. by multiplying the second derivatives of the velocity by a function \(O(\epsilon)\), spoiled the stability of the one-dimensional scheme already. Therefore this relaxation method has not been considered further in \([53]\) and the success of the simple low Mach fix when applied to the Lagrange Projection method was attributed to the additional diffusion associated with the predictor step. 

The multi-dimensional all-speed modification of the relaxation solver \([102]\) presented in this paper leaves the one-dimensional scheme untouched, and results in a stable method, as is seen next. Here the superiority of the approach of multi-dimensional modification becomes apparent.

### 4.2 Multi-dimensional all-speed modification

Replace again equations \((103)-(104)\) by

\[
p_{i+\frac{1}{2},j}^* \frac{1}{8} = \frac{\{\{p\}_{i+\frac{1}{2},j}\}_{j+\frac{1}{2}}}{8} - \frac{a\epsilon}{2}\left(\frac{\{\{u\}_{i+\frac{1}{2},j}\}_{j+\frac{1}{2}}}{4} + \frac{\Delta x \{\{v\}_{i+\frac{1}{2},j}\}_{j+1}}{4}\right) \tag{112}
\]

\[
u_{i+\frac{1}{2},j}^* = \frac{\{\{u\}_{i+\frac{1}{2},j}\}_{j+\frac{1}{2}}}{8} - \frac{1}{2a\epsilon}\{\{\rho\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}} \tag{113}
\]

Instead of \((105)\) it seems natural to use

\[
\rho_{i+\frac{1}{2},j,L}^* = \frac{\rho_{ij}}{1 + \frac{a\epsilon}{2a}\left(\frac{\{\{u\}_{i+\frac{1}{2},j}\}_{j+\frac{1}{2}}}{4} + \frac{\Delta x \{\{v\}_{i+\frac{1}{2},j}\}_{j+1}}{4}\right)} - \frac{\rho_{ij}}{2a^2}\{\{\rho\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}} \tag{114}
\]

and similarly for \(\rho_{i+\frac{1}{2},j,R}^*\). The other terms can remain unchanged.

**Theorem 4.1.** Consider the numerical scheme \((102)-(110)\) with the modifications \((112)-(114)\). It is low Mach compliant in the sense that

\[
p^{(0)} = \text{const} \quad \quad p^{(1)} = \text{const} \tag{115}
\]

and (discrete counterpart to \(\text{div} \, \mathbf{v}^{(0)} = 0\))

\[
D_{i+\frac{1}{2},j+\frac{1}{2}}^{(0)} = \frac{\{\{u^{(0)}\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{2\Delta x} + \frac{\{\{v^{(0)}\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{2\Delta y} = 0 \quad \forall i, j \tag{116}
\]

are solutions of the discrete limit equations as \(\epsilon \to 0\).

**Proof.** Collect the terms \(O(1/\epsilon^2)\) in the momentum equation:

\[
[p_{i+\frac{1}{2}}^{(0)}] = \frac{\{\{[p]^{(0)}\}_{j+1}\}_{j+\frac{1}{2}}}{8} = 0 \tag{117}
\]

Similarly, the term \(O(1/\epsilon)\):

\[
\frac{[p_{i+\frac{1}{2}}^{(1)}]}{\Delta x} = \frac{\{\{[p]^{(1)}\}_{j+1}\}_{j+\frac{1}{2}}}{8\Delta x} - \frac{a^{(0)}_{ij}}{2}\left(\frac{\{\{[u]^{(0)}\}_{j+\frac{1}{2}}}{4\Delta x} + \frac{\{\{[v]^{(0)}\}_{j+1}\}_{j+\frac{1}{2}}}{4\Delta y}\right) \tag{118}
\]
This expression vanishes according to Lemma 3.1i.

Consider now the $O(1)$ energy equation, assuming without loss of generality $u_{i+\frac{1}{2}}^* > 0 \forall i$:

\[
(u_{i+\frac{1}{2},j}^*)^{(0)} \rho_i^{(0)} \epsilon_i^{(0)} + (u_{i+\frac{1}{2}}^*)^{(0)} (p_{i+\frac{1}{2}}^*)^{(0)} - (u_{i-\frac{1}{2},j}^*)^{(0)} \rho_{i-1}^{(0)} \epsilon_{i-1}^{(0)} + (u_{i-\frac{1}{2}}^*)^{(0)} (p_{i-\frac{1}{2}}^*)^{(0)}
\]

+ terms in $y$ direction = \[
\left( \frac{[u_{i+\frac{1}{2},j}^*]^{(0)}}{\Delta x} + \frac{[v_{i,j}^*]^{(0)}}{\Delta y} \right) (e^{(0)} + p^{(0)}) \]

This term vanishes by Lemma 3.1i and (115).

The one-dimensional relaxation solver (111) has been endowed with a simple low Mach fix in [53], but the resulting scheme was not found stable even in one dimension. The multi-dimensional all regime modification presented here does not change properties of the scheme in one dimension, and it has also been found stable in multiple dimensions. The all-speed multi-dimensional extension of a one-dimensional scheme, as presented in this paper, thus seems to be more attractive than a low Mach fix applied to the one-dimensional scheme. An extension to three dimensions can be performed analogously.

For the truly multi-dimensional discrete operators, boundary conditions (e.g. periodic, zero-gradient, inflow) can be straightforwardly implemented via ghost cells. They do not require more ghost cells than the dimensionally split versions, because the additionally involved corner cells already exist in any implementation of a Cartesian grid with ghost cells. Also, the truly multi-dimensional schemes are conservative, such that wherever boundaries are implemented by specifying the flux, nothing changes (e.g. wall boundaries).

5 Numerical examples

5.1 Incompressible vortex

The multi-dimensional all-speed extensions of the one-dimensional schemes discussed above shall be exemplified in this section on a number of setups. Figure 3 shows the stationary Gresho vortex (see [57, 36]). By modifying the background pressure $p_0 := \frac{1}{\gamma^2} - \frac{1}{2}$, the sound speed is changed and thus the Mach number of the vortex. In particular, $p_0$ is defined such that the maximum local Mach number of the setup is just $\epsilon$. The rest of the setup is as follows:

\[
\rho = 1 \quad v_\varphi = \begin{cases} 
5r & r < 0.2 \\
2 - 5r & 0.2 \leq r < 0.4 \\
0 & \text{else}
\end{cases} \quad (119)
\]

\[
p = \begin{cases} 
p_0 + 12.5r^2 & r < 0.2 \\
p_0 + 4\ln(5r) + 4 - 20r + 12.5r^2 & 0.2 \leq r < 0.4 \\
p_0 + 4\ln 2 - 2 & \text{else}
\end{cases} \quad (120)
\]

Results demonstrating the convergence of the numerical solution upon grid refinement for a fixed $\epsilon$ are shown in Figure 2. The multi-step nature of the Lagrange Projection scheme might be responsible for the slightly larger diffusion observed for this method.
Figure 3 shows setups with $\epsilon = 10^{-2}, 10^{-4}, 10^{-6}$ on the same grid. In all cases, the results after $t = 1$ ($\sim$ one revolution period) look identically, and the vortex is still recognizable. The numerical diffusion seems independent of $\epsilon$ in the limit. For comparison, the same setup solved with the Lagrange Projection scheme without any low Mach fix is shown in Figure 4. As described in [53], the relaxation solver does not admit a stable low Mach fix, so no comparison can be provided. For results on the Lagrange Projection scheme endowed with a one-dimensional low Mach fix, see [34].

Figure 2: Stationary Gresho vortex [57, 36] solved on the domain $[0, 1]^2$ using CFL = 0.9 and periodic boundaries, until $t = 1$. **Left:** Multi-d extension of the Lagrange-Projection method from section 3.2. **Right:** Multi-d extension of a relaxation solver from section 4.2. The setup uses a fixed $\epsilon = 10^{-4}$ and is solved on different grids ($50 \times 50$, $100 \times 100$, $200 \times 200$). A radial plot of the Mach number is shown. The figure demonstrates how the numerical solution converges to the exact one upon grid refinement.
Figure 3: Setup as in Fig. 2 solved on a $50 \times 50$ grid. Color coded is the local Mach number. Left: Initial (and exact). Center: Multi-d extension of the Lagrange-Projection method from section 3.2. Right: Multi-d extension of a relaxation solver from section 4.2. Top to bottom: Numerical solutions at $t = 1$ for $\epsilon = 10^{-2}, 10^{-4}, 10^{-6}$. 
Figure 4: Setup as in Fig. 3 solved using the non-low Mach, dimensionally split relaxation solver from section 4.1 using CFL= 0.45 on a 50 × 50 grid. Here, $\epsilon = 0.01$.

Figure 5: Setup as in Fig. 3 using CFL= 0.45 on a 50 × 50 grid with periodic boundaries for $\epsilon = 10^{-2}, 10^{-3}, 10^{-4}$. Top: $\ell_1$-norm of the discrete pressure gradient, i.e. $\frac{1}{N} \sum_{ij} |[\epsilon^2 p]_{i\pm1,j}/2|$ (left), $\frac{1}{N} \sum_{ij} |[\epsilon^2 p]_{i,j\pm1}/2|$ (right). Bottom: $\ell_1$-norm of the discrete divergence, i.e. $\Delta x \frac{1}{N} \sum_{ij} |\partial_{i+1/2,j+1/2}|$ (left), $\ell_1$-norm of the second derivative of $u$, i.e. $\frac{1}{N} \sum_{ij} |[u]_{i\pm1/2,j}|$. Here, $N$ is the number of cells in the grid. Thick lines show results using the multi-d extension of the Lagrange-Projection method from section 3.2 thin lines show its dimensionally split, non-low Mach counterpart.
To demonstrate the correct limit of the numerical solution, Figure 5 shows the relevant quantities as functions of time for different values of $\epsilon$. Note that in this setup, $p = \frac{\text{const}}{\epsilon^2} + O(1)$. At the same time, by definition (47) $p = \epsilon^2 p^{(0)} + \epsilon p^{(1)} + O(\epsilon^2)$ with $\epsilon = -2$. This is why in Figure 5 $\epsilon^2 \nabla p = \nabla p^{(1)} + O(\epsilon)$ is plotted. In the literature, $\nabla p$ sometimes is instead divided by the leading constant $\frac{\text{const}}{\epsilon^2}$, which amounts to the same.

Concentrate first on the thick lines showing the performance of the multi-dimensional extension of the Lagrange-Projection method from section 3.2. As expected, the discrete gradient $\nabla p \in O(\epsilon^2)$, and the discrete divergence $\mathcal{D} \in O(\epsilon)$. The discrete second derivative of $u$ does not show dependence on $\epsilon$, as the low Mach number limit of the Euler equations does not enforce any conditions on second derivatives of velocity components. Note that the time evolution of some other discretization of the divergence does not, in general, show the same behaviour, and in particular is not necessarily $O(\epsilon)$ (see Fig. 6). This is clear, because the difference of two discretizations of the divergence must be a discretization of at least a second derivative by consistency, which does not decay to zero as $\epsilon \to 0$.

Figure 6: Setup as in Fig. 5 showing results obtained using the multi-d extension of a relaxation solver from section 4.2. Thick lines show the evolution of the multi-dimensional divergence $\sum_{ij} |\mathcal{D}_{i+1/2,j+1/2}|$, thin lines show the evolution of the central divergence $\sum_{ij} |[u]_{i+1/2,j} + [v]_{i,j+1/2}|$.

The thin lines in the plots show the behaviour of the non-low Mach dimensionally split Lagrange-Projection method. Interestingly, its behaviour is more complex. Concentrate first on short times, i.e. on times $t \in O(\epsilon)$. For short times, one observes the colloquially well-known “failure” of this scheme, characterized by a discrete pressure gradient $\nabla p \in O(\epsilon)$ instead of $O(\epsilon^2)$, and the discrete divergence $\mathcal{D} \in O(1)$ instead of $O(\epsilon)$.

However, for long times, it is obvious that these “failures” disappear, i.e. the gradient of pressure does become $O(\epsilon^2)$ and the divergence does decay as $O(\epsilon)$. So what is wrong
about this solution? Consider equation (15) that characterizes the limit states of a non-low Mach scheme. As was mentioned, this equation does not imply $\nabla p(1) \neq 0$. However, if $\nabla p(1) = 0$, then the discrete second derivative of $u$ must vanish as well. And indeed, this is clearly seen in Figure 5 (bottom right), where (discretely) $\partial_x^2 u \in O(\epsilon)$. This is as unacceptable as $\nabla p(1) \neq 0$. So in fact, the behaviour of a non-low Mach scheme is, for this simulation, two-fold: for short times, the limit conditions $\nabla p \in O(\epsilon^2)$, $\text{div} \, v \in O(\epsilon)$ are violated, and for long times the limit conditions are fulfilled, but at the cost of additional relations (such as $\partial_x^2 u \in O(\epsilon)$) which have nothing to do with the limit. These latter are the reason for the visible deterioration of the solution shown in Figure 4. Note that in the linear case, this behaviour has already been explained in [21]. The existence of a transition time $O(\epsilon)$ is not surprising for a singular limit. In Section 13 as an example, this time scale is derived for a toy problem.

Figure 7: Setup as in Fig. 5. Thick lines show results using the multi-d extension of a relaxation solver from section 4.2, thin lines show its dimensionally split, non-low Mach counterpart.

Figure 7 demonstrates the analogous situation for the multi-d extension of a relaxation solver from section 4.2.

\footnote{Equation (15) refers to the acoustic equations, but the results are very similar for the scheme given by (73) for the Euler equations.}
5.2 Incompressible vortex and a sound wave

In the low Mach number limit, acoustic and incompressible phenomena decouple. To assess the ability of the schemes to cope with both, in Figure 8 a right-moving sound wave is superposed on the initial condition of the vortex (in a way similar to [58]). The sound wave is given by

\[
p(x) = 300 \exp \left( - \left( \frac{x - 0.2}{0.02} \right)^2 \right) \quad \rho(x) = \frac{p(x)}{c_\infty^2} \quad u(x) = \frac{p(x)}{\rho_\infty c_\infty}
\]

where \(c_\infty\) and \(\rho_\infty\) are the speed of sound and the density outside the (compactly supported) vortex. One observes that the multi-dimensional methods do not have trouble to preserve the vortex even if a sound wave passes through it, while the non-low Mach dimensionally split method dissipates the vortex turning it into a square shape. Recall also that the dimensionally split scheme has a reduced stability range with CFL< 0.5. This adds further diffusion which is most visible in the poor resolution of the sound wave.

Figure 8: Vortex setup as in Fig. 3, but with zero-gradient boundary conditions and additionally a sound wave traveling from left to right. Top: Multi-d extension of the Lagrange-Projection method from section 3.2 using CFL= 0.9. Center: Multi-d extension of a relaxation solver from section 4.2 using CFL= 0.9. Bottom: Non-low Mach dimensionally split relaxation solver from section 4.1 using CFL= 0.45. Here, \(\epsilon = 10^{-2}\) and the domain \([0, 2]^2\) is covered by a computational grid of 100 × 100 cells. Left to right: \(t = 0.002, 0.006, 0.01, 0.014\). Colour coded is the Mach number. The figure demonstrates the ability of the multi-dimensionally extended schemes to simultaneously evolve features of the acoustic and the incompressible regimes.
Figure 9: The radial Sod shock setup solved using the multi-dimensional all-speed extension on a $500 \times 500$ grid with CFL = 0.9. Results are shown at $t = 0.1$. The discontinuity is initially located at a radius of 0.3. *Left*: Multi-d modification of a Lagrange-Projection method from section 3.2. *Right*: Multi-d modification of a relaxation solver from section 4.2. *Top*: Color coded is density. *Bottom*: Radial scatter plots of density, velocity, pressure, the solid lines show a reference solution obtained by solving just the radial equations on a fine grid.

### 5.3 Radial shock

Figure 9 demonstrates the all-speed property of the schemes for a spherical version of Sod’s shock tube. Also, the ability of the schemes to maintain the symmetry of the solution is shown by means of a radial plot. The numerical error is most visible in the resolution of the contact discontinuity due to the lack of self-steepening for this wave. Here, the asymmetry of the solution is largest as well, as can be seen by increased scatter. This might be related to the fact that the multi-dimensional modifications suggested in this paper are focusing solely on the behaviour in the low Mach number regime, which mostly does not constrain the choice of the advection operator. Thus, future work (coupling with suggestions such as [13] or an extension to higher order) might improve the results further.
5.4 Kelvin-Helmholtz instability

Finally, to assess the properties of the presented numerical methods in a more complex setup, a Kelvin-Helmholtz instability is shown in Figure 10. One observes that the interface becomes unstable even for the lowest resolutions considered. There is a transitional phase of vortex leapfrogging and mergers. Generally, the two schemes show similar evolution. These results can be contrasted with the behaviour of the dimensionally split, non-low Mach Lagrange Projection method in Figure 11. There, the interface is not becoming unstable until the setup is run at high resolution, the simulation results are very different and lack the intricate structures that the other schemes are able to resolve. The artificial stabilization of the interface and lack of small scale flow details can be attributed to an excessive numerical viscosity. The all-speed schemes do not suffer from this problem. Also, they are able to display the intricate vortex dynamics on a low-resolution grid already, which in this case saves a factor of 64 of computational time with respect to the high resolution runs.

This example shows that the quality of a simulation can be dramatically improved when using a numerical method with a well-chosen numerical diffusion: sufficient for stability but not erasing too many details. The all-speed property can be contrasted with an increase of the order of accuracy of a method, which is a different way of reducing the numerical diffusion. Note however that switching to an all-speed scheme does not entail any noteworthy increase in computational cost, or any fundamental change of the algorithmic structure – be it with usual low Mach fixes, or the multi-dimensional extension presented here. The advantage of the multi-dimensional all-speed extension (apart from the conceptually pleasing property of modifying the scheme only when it becomes necessary, i.e. retaining the one-dimensional scheme) seems to be the stability of the resulting methods. This is very important, as low Mach number modifications deal with precisely this balance of an amount of diffusion necessary to stabilize the method, but otherwise as small as possible. The multi-dimensional all-speed extension also does not include any free parameters or arbitrary functions, which generally are difficult to choose, or might be problem dependent.

6 Summary and outlook

Numerical methods for nonlinear systems of conservation laws face a number of challenges in multiple spatial dimensions. They need to resolve many more phenomena than in one dimension at a relatively lower spatial resolution (because for practical reasons it is often not possible to just square or cube the number of cells in the computational grid). One example of such a genuinely multi-dimensional feature is the low Mach number limit.

The strong influence of the numerical diffusion in the low Mach number limit wipes out all the features of the flow. This problem is dealt with in the present paper using a novel approach.

The usual approach to devise numerical methods for multiple spatial dimensions is to extend a given one-dimensional method via dimensional splitting. This approach is successful in that it mostly yields a stable numerical method, but it is obvious that it neglects subtle balances that might exist between the different directions. The dimensionally split approach was so far also applied when achieving low Mach number compliance of a numerical method. The necessary modifications were applied to the one-dimensional scheme
Figure 10: Kelvin-Helmholtz instability solved using the multi-dimensional all-speed extension on a domain $[0, 2] \times [0, 1]$ using CFL = 0.9. Color-coded is the density, which is chosen 1% larger for the left-moving fluid. The interface is initially perturbed with a perpendicular velocity of maximum magnitude of $10^{-3}$ and a wave length of 0.25. 

*From left to right:* Multi-d modification of the Lagrange-Projection method (section 3.2) on a grid of $300 \times 150$, same on $1200 \times 600$, multi-d modification of a relaxation solver (section 4.2) on $300 \times 150$, same on $1200 \times 600$. 

*From top to bottom:* Times $t = 4, 8, 12, \ldots, 32$. 
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Figure 11: Same setup as Figure [10], solved using the non-low Mach dimensionally split Lagrange Projection method. *Left:* Grid of $300 \times 150$. *Right:* Grid of $1200 \times 600$. *From top to bottom:* Times $t = 16, 20, 24$. The interface in the low resolution simulation (left) does not get unstable.
and the new scheme was used in a dimensionally split manner. If the resulting method was stable, then this strategy has been found to successfully yield a low Mach number compliant method. However, stability can easily be lost, because the low Mach number fix can be understood as a reduction of the stabilizing numerical diffusion. Also, it is conceptually unsatisfying to modify the one-dimensional scheme, if a nontrivial low Mach number limit and the difficulties it entails only appear in multiple dimensions and there is nothing “wrong” with the one-dimensional scheme in first place. Finally, the low Mach number fixes always involve an arbitrary function, which is not necessarily easy to specify generally: using the local Mach number, for example, is not sufficient for an initially static shock tube setups.

The alternative strategy to achieve low Mach number compliance presented in this paper does not suffer from these issues. The one-dimensional scheme is left untouched and it is only ensured that its multi-dimensional extension is done in a particular, low Mach number compliant way. This yields numerical methods that do not suffer from a loss of stability and do not involve any free parameters or functions. The low Mach number fix also does not need to be “turned off” by hand once the local Mach number approaches unity: the suggested strategy yields an all-speed scheme automatically.

The question to which this paper is also contributing is whether a multi-dimensional phenomenon necessitates a truly multi-dimensional numerical method. The proposed view is that the usage of a truly multi-dimensional method opens up many possibilities while it does not require virtually any extra computational time and only little bookkeeping effort.

The new strategy is exemplified in this paper on two schemes: a Lagrange Projection method and a relaxation solver. Both schemes are analyzed and extended to multiple dimensions in an all-speed fashion. For the first of them it has already been shown that a simple low Mach number fix achieves low Mach number compliance, so this example serves to demonstrate that the new strategy is at least as good. For the second example it has been previously found that the usual low Mach number fix (which modifies the one-dimensional scheme already) leads to instability. The multi-dimensional strategy of achieving low Mach number compliance is demonstrated to lead to a stable all-speed scheme also in this example. This scheme is simpler than the Lagrange Projection method and therefore might be more attractive for practical implementation.

The multi-dimensional schemes, and in particular the truly multi-dimensional divergence discretizations first arose in the context of involution preserving schemes for linear acoustics. In future, it might be interesting to investigate whether the enlarged flexibility of the multi-dimensional all-speed extension as described here leads to further structure preservation properties of the resulting scheme.

Achieving structure preservation is independent from the extension of a method to higher order. Although the latter generally comes at an increased computational or memory cost, clearly, certain applications might profit from combining these two approaches of diffusion reduction.

Another aspect of the difficulties that numerical methods face in the low Mach number limit is the decrease of the time step for explicit time integration, which can be dealt with via implicit or semi-implicit time integration. Future work shall be devoted to finding combinations of these approaches with the multi-dimensional all-speed extension as well as an analysis of the conditions necessary to show a discrete entropy instability.
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A Linear stability of the multi-dimensional acoustic scheme

Recall (see [43, 21]) that a stationarity preserving scheme for the linear $m \times m$ system

$$\partial_t q + J_x \partial_x q + J_y \partial_y q = 0$$

$$q : \mathbb{R}_0^+ \times \mathbb{R}^d \to \mathbb{R}^m$$

$$J_x, J_y : \mathcal{M}^{m \times m}$$

reads

$$\partial_t q + J_x \frac{\{\{q\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta x} + J_y \frac{\{\{q\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{8\Delta y}$$

$$- \frac{1}{2} \text{sign} J_x \left( J_x \frac{\{\{q\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{4\Delta x} + J_y \frac{\{\{q\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{4\Delta y} \right)$$

$$- \frac{1}{2} \text{sign} J_y \left( J_x \frac{\{\{q\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{4\Delta x} + J_y \frac{\{\{q\}_{i+\frac{1}{2}}\}_{j+\frac{1}{2}}}{4\Delta y} \right) = 0$$

Here, both $|J_x|$ and $\text{sign} J_x$ are defined on the eigenvalues.

This scheme reduces to the scheme (31)–(33) for the special case of the acoustic equations (1)–(2).

The discrete Fourier transform replaces $q_{ij}$ by

$$\hat{q}(t) \exp(\mathbb{ik}_x \Delta x \cdot i + \mathbb{ik}_y \Delta y \cdot j)$$

Define the translation factors

$$t_x := \exp(\mathbb{ik}_x \Delta x) \quad t_y := \exp(\mathbb{ik}_y \Delta y)$$

Then the Fourier transform of the scheme (124) can be written as

$$\partial_t \hat{q} + fD\hat{q} = 0$$

with

$$D = J_x \frac{(t_x - 1)(t_x + 1) (1 + t_y)^2}{2t_x \Delta x} + J_y \frac{(t_y - 1)(t_y + 1) (1 + t_x)^2}{2t_y \Delta y}$$

$$f = 1 - \text{sign} J_x \frac{t_x - 1}{t_x + 1} - \text{sign} J_y \frac{t_y - 1}{t_y + 1}$$

Thus the amplification matrix for explicit time integration is

$$A = 1 - \Delta t fD$$

Von Neumann stability requires the eigenvalues of $A$ not to be larger than 1 in absolute value. This then puts a condition on $\Delta t$.

Indices never denote derivatives here.
Theorem A.1. For $\Delta y = \Delta x$, the scheme \((124)\) for the acoustic equations \((1)-(2)\) is von Neumann stable if
\[
c \Delta t \leq \Delta x
\] (131)
i.e. for CFL $\leq 1$.

Proof. The first part of the stability proof involves showing that actually, for $\Delta y = \Delta x f$ and $\mathcal{D}$ commute and thus are simultaneously diagonalizable:

\[
f \mathcal{D} - \mathcal{D} f = (-\text{sign} J_x J_y - \text{sign} J_y J_x + J_x \text{sign} J_y + J_y \text{sign} J_x) \cdot \frac{(t_y - 1)(t_y + 1)}{2t_y \Delta x} \frac{(1 + t_x)(t_x - 1)}{4t_x}
\] (132)

Taking
\[
J_x = \begin{pmatrix} 0 & 0 & c \\ 0 & 0 & 0 \\ c & 0 & 0 \end{pmatrix} \quad J_y = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & c \\ 0 & c & 0 \end{pmatrix}
\] (133)

one shows upon direct computation that
\[
J_x \text{sign} J_y - \text{sign} J_x J_y = 0
\] (134)
\[
J_y \text{sign} J_x - \text{sign} J_y J_x = 0
\] (135)

This might point to some algebraic structure of the equations that is yet to be understood.

Thus the eigenvalue of $f \mathcal{D}$ is the product of the eigenvalues of $f$ and $\mathcal{D}$. These are

\[
f \approx \text{diag} \left( 1, 1 + \frac{\sqrt{2} \sqrt{s}}{(1 + t_x)(1 + t_y)}, 1 - \frac{\sqrt{2} \sqrt{s}}{(1 + t_x)(1 + t_y)} \right)
\] (136)
\[
\mathcal{D} \approx \text{diag} \left( 0, -c \frac{(1 + t_x)(1 + t_y) \sqrt{s}}{4 \sqrt{2} \Delta x t_x t_y}, c \frac{(1 + t_x)(1 + t_y) \sqrt{s}}{4 \sqrt{2} \Delta x t_x t_y} \right)
\] (137)

with $s = 1 + t_x^2 + t_y^2 + t_x^2 t_y - 4 t_x t_y$.

Call $\lambda$ an eigenvalue of the evolution matrix $f \mathcal{D}$. Then
\[
\alpha = 1 - \Delta t \lambda
\] (138)
is an eigenvalue of the amplification matrix. Its absolute value squared is
\[
|\alpha|^2 = (1 - \Delta t \lambda)(1 - \Delta t \lambda^*) = 1 - \Delta t (\lambda + \lambda^*) + \Delta t^2 \lambda \lambda^*
\] (139)

For stability $|\alpha|^2 \leq 1$, which amounts to
\[
\Delta t \leq \frac{\lambda + \lambda^*}{\lambda \lambda^*}
\] (140)

This computation can be easily performed for the above eigenvalues and after inserting the definitions of $t_x$ and $t_y$ yields
\[
\Delta t \leq \frac{\Delta x}{c} \cdot \frac{4}{3 + \cos \beta_x + \cos \beta_y - \cos \beta_x \cos \beta_y} =: \frac{\Delta x}{c} f(\beta_x, \beta_y)
\] (141)
with $\beta_x = k_x \Delta x$, $\beta_y = k_y \Delta y$.

A plot of the function $f$ is shown in Figure 12. The derivative is easily found:

$$
\nabla_\beta f(\beta_x, \beta_y) = \frac{4}{(3 + \cos \beta_x + \cos \beta_y - \cos \beta_x \cos \beta_y)^2} \begin{pmatrix}
\sin \beta_x (1 - \cos \beta_y) \\
\sin \beta_y (1 - \cos \beta_x)
\end{pmatrix}
$$

The derivative vanishes for $\sin \beta_x = 0$ or $\sin \beta_y = 0$. The value of $f$ in all such points is 1, which proves

$$c \Delta t \leq \Delta x$$

as the bound for stability if $\Delta y = \Delta x$.

Note that, e.g. in two dimensions, a dimensionally split scheme generally is only stable under the more restrictive stability condition CFL $< \frac{1}{2}$.

B On the interpretation of results obtained by discrete asymptotic analysis for time-explicit numerical schemes

Consider the following model equation

$$
\frac{q^{n+1} - q^n}{\Delta t} + \frac{1}{\epsilon} (q^n - a) = 0
$$

with $a \in \mathbb{R}$. This is a forward Euler discretization of the ODE $\frac{dq}{dt} + \frac{1}{\epsilon} (q - a) = 0$. As $\epsilon \to 0$, formal asymptotic analysis of (144) gives

$$
q(t) = q^{(0)} + \epsilon q^{(1)} + \epsilon^2 q^{(2)} + \mathcal{O}(\epsilon^3)
$$

$$
(q^n)^{(0)} = a
$$
It is a common source of irritation that the asymptotic analysis seemingly yields a statement about the timestep $n$ rather than $n+1$, and that (146) might be in contradiction with the data at timestep $n$. However, the asymptotic analysis is not a proof, and the statement thus obtained has to be taken *cum grano salis*. The correct interpretation is subject of this section. The model equation (144) admits the exact solution

$$q^n = \left(1 - \frac{\Delta t}{\epsilon}\right)^n (q^0 - a) + a$$  \hspace{1cm} (147)$$

where $q^0$ denotes the initial value. For reasons of stability, $\Delta t$ cannot be independent of $\epsilon$, as is usually the case for a time-explicit integrator. Choose $\Delta t = \epsilon \tau$. Then, stability requires $1 - \tau > -1$, i.e. $0 < \tau < 2$. Integrating up to a final time of $T$ means $n = T/\Delta t = T/\epsilon \tau$:

$$q^n = (1 - \tau)^{\frac{T}{\epsilon \tau}} (q^0 - a) + a$$  \hspace{1cm} (148)$$

Consider now the case $q^0 \neq a$. The result (146) of the asymptotic analysis requires an interpretation, because it clearly is wrong when applied to $n = 0$ and taken literally. Upon the evolution in time, the difference $q^0 - a$ decays exponentially. The time $T_{1/2}$ for it to reduce by one half is

$$T_{1/2} = \epsilon \tau \frac{\log \frac{1}{2}}{\log (1 - \tau)} \in \mathcal{O}(\epsilon)$$  \hspace{1cm} (149)$$

Thus, as $\epsilon \to 0$, the limit solution $q^0 = a$ is reached exponentially quickly, with a decay time $\mathcal{O}(\epsilon)$. The statement (146) of the asymptotic analysis should thus be understood for $n > 0$ only.

A possible remedy seems to choose an implicit time integration

$$\frac{q^{n+1} - q^n}{\Delta t} + \frac{1}{\epsilon}(q^{n+1} - a) = 0$$  \hspace{1cm} (150)$$

because then, as $\epsilon \to 0$, formal asymptotic analysis gives the more pleasing

$$(q^{n+1})^{(0)} = a$$  \hspace{1cm} (151)$$

Indeed, this argument is sometimes used to support the need for implicit time integration in the context of low Mach number compliant schemes for Euler. However, the exact solution to (150) is

$$q^n = \left(1 + \frac{\Delta t}{\epsilon}\right)^{-n} (q^0 - a) + a$$  \hspace{1cm} (152)$$

which shows, apart from the improved stability, the same behaviour, and $q^n$ approaches $a$ exponentially in time with a decay rate proportional to $\epsilon$. Thus, the advantage of implicit time integration is only the absence of a CFL condition, not any fundamentally different asymptotic behaviour.