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ABSTRACT Understanding the modal split in freight transportation is a key factor for the successful implementation of innovations. Mode choice models should then be as representative of reality as possible. The use of disaggregate shipment data can help to achieve it. However, shipment data are often unavailable due to confidentiality issues. As a result, numerous models using only aggregate data have been developed, but their capacity to capture heterogeneity in preferences remains limited. In this paper, we propose a Weighted Logit Mixture model to estimate heterogeneous mode choice preferences of shippers directly from aggregate data. The proposed Weighted Logit Mixture is applied to a case study along the European Rhine-Alpine corridor and allows to estimate the probability distribution of the cost sensitivity among the population. The estimation results show that there exists a substantial variation of the cost sensitivity regarding intermodal transport. The proposed methodology is also compared to a state-of-the-art Weighted Logit model to assess its potential. This reveals that the proposed Weighted Logit Mixture exhibits at least a similar predictive power to the benchmark while achieving a better description of the population’s preferences that enables policy-makers to take better informed decisions and appropriate actions.
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I. INTRODUCTION

INTERNATIONAL freight transport plays a significant role in the worldwide CO₂ emissions. Its share has been estimated to be more than 7% of global emissions in 2015 [1]. Regarding land transport, the road is by far the most used modality. In Europe, freight transport on the road represented more than 70% of the tonnes-kilometers traveled in 2018 [2]. Therefore, modal shift to rail or water freight transport is a key objective of the European Green New Deal to move toward sustainable mobility [3], [4]. Beside the use of new policies or regulations, the attractiveness of waterborne and rail transport can be enhanced through innovations, e.g., smart navigation or coordinated lock scheduling. These can address several aspects of the transport, such as cost reduction or time savings. In order to take appropriate action, it is crucial to accurately represent and understand the modal split, its drivers and its potential evolution. Since the 1980s, various freight mode choice models have been developed following similar methodologies as for passenger transport [5]. The outcome of these models is typically the probability for choosing a given alternative to ship a good from origin to destination. A so-called alternative can consist of a single mode but can also be more complex, e.g., a combination of modes, a mode chain or a specific route.

Depending on the scale observed, aggregate and disaggregate models are differentiated. Aggregate models refer to situations where the Origin-Destination (OD) flows of cargo between regions are observed, whereas disaggregate models make use of shipment data [6]. The latter then present a greater level of detail and depict better the preferences of the decision-maker [7], however shipment data are often difficult to acquire due to their commercially-sensitive nature [8]. Furthermore, an international scope necessities...
that companies active in different regions share their data with researchers and that the number and variety of firms are sufficient to be representative for the whole population. This requires a laborious data collection process, with no guarantee of success.

On the other hand, aggregate models make sense in an international freight transport context since modal share is strongly influenced by the geography and the commodity mix [9]. One can reasonably assume that firms belonging to the same industry sector with identical available transport infrastructure and services will exhibit similar behaviors. Therefore, OD flows between regions, especially when segmented into commodity types, are considered to be representative for the whole population [10]. However, there remains underlying heterogeneity since it is impossible to observe all factors influencing the mode choice process, all the more with aggregate data.

The main contribution of this work is to consider heterogeneity explicitly in the aggregate mode choice model without the need of disaggregate shipment data or additional data handling. Instead of assuming that the same behavior is shared by the whole population, we allow the preferences to be randomly distributed. Therefore, the inherent heterogeneity is taken into account in the modal share estimation process. Moreover, the methodology is applied to real-world data along the European multimodal Rhine-Alpine corridor.

This paper is structured as follows: in Section II, a literature review is provided, after which we describe the model and its characteristics in Section III. The proposed methodology is then applied to a concrete case study, introduced in Section IV and we present the main results in Section V. Finally, conclusions and further research directions are provided in Section VI.

II. RELATED WORK

This section gives an overview of the existing freight mode choice models, focusing on aggregate models that have been applied to a real-world situation. For a thorough review of freight mode choice models, the reader is referred to the following works [5], [8], [11].

A. AGGREGATE MODE CHOICE MODELS

At early stages, mode choice was estimated through regression models based on cost and demand functions for freight transport [12]. Several optimization models have been developed later to assign the flows to their corresponding mode and route in the freight transport network [13], [14], [15], [16], [17]. They aim at minimizing the costs and are solved employing shortest path algorithms. This cost minimization can also be used as a control rule within a freight transport network simulation [18], [19]. But the most prevalent model to estimate the mode choice in freight transport is the Multinomial Logit (MNL), or one of its variations [8].

The MNL is based on the Random Utility Maximization (RUM) principle applied to the context of discrete choice [20], [21]. Although designed for disaggregate models, this methodology can also be applied to aggregate mode choice models [5], [10]. Some studies estimate their model directly with OD flows, while others proceed to a disaggregation of the flows before applying the model. The latter can be seen as a hybrid technique: the mode choice model is generally estimated with disaggregate data (through a survey of shippers or a Commodity Flow Survey, like the one gathered by the US Bureau of Transportation Statistics [22]), then the model can be used for modal share estimation by disaggregating the OD flows into shipment inputs. Zhang et al. [23] use a shippers’ survey to estimate the coefficients of a binary Logit model. The two considered alternatives are truck only and intermodal transport. To compute modal shares with the estimated model, the aggregate freight flows in tons are then decomposed into smaller units, such as twenty-foot equivalent units (TEU), using a predetermined distribution of the weight per TEU. The Aggregate-Disaggregate-Aggregate (ADA) methodology [24], proposed by Ben-Akiva and de Jong, pushes the concept further by converting zone-to-zone flows into firm-to-firm flows and combining transport chain choice with other logistics decisions (e.g., shipment size, type of loading unit). The choice model itself is estimated on a Commodity Flow Survey with generalized costs as a “disutility” function. The authors mention that the estimation of the model is also feasible with only OD data: it can be achieved by setting these data as targets and iteratively calibrating the parameters until the model’s output is close enough to the targets.

The aforementioned “hybrid models” between aggregate and disaggregate models present the advantage that they are estimated with data from real decision-makers (shippers, firms). The models are thus perfectly consistent with the RUM theory, as they compute the (dis)utility of concrete individuals. Nevertheless, only aggregate data are available when the models are used for forecasting: shipment surveys are indeed not available for each year and every region. Data at the firm or shipment level are then produced using predefined probability distributions.

Other authors use directly the available data (OD flows) to estimate their mode choice models. From a theoretical point of view, this is more debatable since data do not relate to a concrete agent capable of decision. However, this approach presents the advantage of not handling the data before applying the model. The Weighted Logit methodology proposed by Rich et al. [10] proposes that OD pairs and commodity groups are representative of the population. During model estimation, the flow on each pair and for each commodity group is then used to weigh the importance of the respective pair and group. Their Logit model is applied to the crossing of the Øresund region (Denmark-Sweden) and evaluates the choice between truck, ship, train and combinations of truck with the two other modes. Jourquin and Beuthe [25] also apply a Weighted Logit to compute cost and time elasticities at a trans-European level. They especially focus on the Benelux region to evaluate the impact
of geographical aggregation (NUTS-2 vs. NUTS-3)\textsuperscript{1} on the elasticities for three modes, namely road, rail and inland waterways transport (IWT). Jourquin\textsuperscript{[27]} further applies Box-Cox transformations\textsuperscript{[28]} to the cost, time and distance variables within a Weighted Logit model. Indeed, these attributes are often correlated with each other in an aggregate mode choice context. The study’s results show that the Box-Cox transforms can improve the validity and accuracy of the model’s estimates. Albert and Schaefer\textsuperscript{[29]} present a standard MNL to determine the modal split between air, truck and rail in the US. Instead of estimating the model through a likelihood maximization (as in\textsuperscript{[10], [25], [27]}), it is performed via the ordinary least squares methodology. A similar procedure is used by Nuzzolo\textit{et al.}\textsuperscript{[30]} to simulate the modal split of Italian import and export flows between four alternatives (road, road-railway, road-sea, air).

As stated in the introduction, the choice alternatives can also be a transport chain, i.e., a sequence of multiple transport modes. This occurs if the cargo is transshipped from one mode to another along the way from origin to destination. In\textsc{Worldnet}\textsuperscript{[31]} – a simulation of international cargo flows – a MNL is applied to assign the OD flows to transport chains in the network. To avoid taking into account every feasible alternative, they restrict the choice to be between the\textit{k} cheapest chains, with\textit{k} being modifiable to allow reasonable computation time. However, there is no transport chain data available but only uni-modal OD flows. The model is then estimated iteratively by adjusting its coefficients and adding shadow prices to the network until the model’s output fits the data. In the freight transport model BasGoed\textsuperscript{[32]}, the unavailability of transport chain data is remedied by constructing multi-modal chains from uni-modal data. This is done with heuristics based on practical assumptions.

We notice that there exist several types of aggregate mode choice models coming with different degrees of data handling. For “hybrid models”, data at disaggregate level need to be generated from the available aggregate data with some chosen probability distributions. Similarly, when transport chains are used as alternatives, these chain data have to be built using some heuristics on the available data. In contrast, the Weighted Logit methodology does not require any data handling.

\section*{B. Heterogeneity Representation}

A key challenge of freight mode choice models is to capture the heterogeneous preferences\textsuperscript{[33]}. In the context of aggregate mode choice, there are at least two aspects of heterogeneity to consider. Firstly, a shipper’s behavior can significantly vary given the type of commodity that is transported\textsuperscript{[23]}, and its value. For example, bulk cargo does not require the same transport conditions as containerized cargo; likewise, the lead time is a more important criterion for perishable commodities than for building materials.

The second aspect concerns geography: indeed, regional particularities might impact the mode choice process due to different transport infrastructure\textsuperscript{[10]}, transport services or culture. Heterogeneity is also present within a region as all the established shippers will not behave identically\textsuperscript{[34]}. However, this last point cannot be captured explicitly because of the aggregate nature of the data.

Under the RUM theory, two advanced variants of the MNL allow capturing heterogeneity: the Logit Mixture Model and the Latent Class Model. The former allows the coefficients of the utility functions to be randomly distributed instead of fixed\textsuperscript{[35]}, whereas the latter splits the population into classes with coefficients that differ from one class to another\textsuperscript{[36]}.

Among the works reviewed previously, the ADA methodology is the most flexible to take heterogeneity into account as it allows the use of a Mixture model to capture variations of preferences or correlation between alternatives\textsuperscript{[24]}. The method also estimates various coefficients according to the commodity type being shipped. Other studies also perform segmentation with respect to the commodity type\textsuperscript{[10], [25], [27], [30]}: the coefficients of the utility functions are then estimated separately for each segment. One of these works\textsuperscript{[30]} goes a step further by also determining different coefficients regarding the shipping direction (import or export). Another model segments the data according to the types of OD pair, namely: hinterland to port, port to hinterland, hinterland to hinterland, and port to port\textsuperscript{[32]}.

A last study directly considers heterogeneous data sources by modifying the error covariance term in the model’s formulation\textsuperscript{[29]}.

The existing studies mostly use segmentation on observable data (commodity, geography) to express some heterogeneity. Only the ADA methodology has the possibility to capture heterogeneity with respect to unobserved attributes, however, this requires some disaggregate data as well.

\section*{C. Contribution of This Study}

Within this research, we propose to estimate the mode choice model without making any assumptions on the data. Therefore, a Weighted Logit methodology is adopted\textsuperscript{[10]}. We express the heterogeneous preferences in the model by introducing a Mixture formulation. The comparison of our approach with the existing models is shown in Table\textsuperscript{1}. The reader can notice the absence of data handling and the expression of preferences’ heterogeneity with respect to unobserved attributes, which is allowed by the proposed modeling.

The only assumption to be made concerns the probability distribution of a given parameter among the population, then the parameters are estimated directly from the data. This method will allow revealing the underlying heterogeneity in the population. We thus propose a Weighted Logit Mixture (WLM) model that aims at staying as close as possible to the actual situation, so as to depict it accurately.

Table\textsuperscript{1} contains some other “direct” models (that do not require additional data handling), but they do not

\textsuperscript{1} The NUTS is the official division of the EU and the UK for regional statistics\textsuperscript{[26]}
account explicitly for unobserved heterogeneity. The ones that consider some kind of heterogeneity use a deterministic segmentation most of the time according to the commodity. The Mixture methodology proposed in this research allows to go a step further by depicting heterogeneity within the segments themselves, thus extracting more information from the aggregate data.

III. ESTIMATION METHOD

The proposed WLM aims at combining the advantages of the Weighted Logit methodology [10] and the Mixture modeling [35]. The former allows estimating the mode choice model directly from aggregate OD flows, whereas the latter enables the introduction of heterogeneous preferences among the population. We first describe the Weighted Logit method, on which our approach is based and that we will use as benchmark, and then we explain how the Mixture formulation is introduced.

A. WEIGHTED LOGIT MODEL

The model’s inputs are the OD matrices for each mode as well as the attributes related to each mode on each OD pair (e.g.: cost, time, accessibility). In practice, these attributes would vary per container given its weight, due time, precise origin and destination, etc. However, due to the unavailability of shipment data, it is considered that all containers shipped on the same OD pair share the same mode attributes.

We formulate a utility function $U_{m,q}$ for each mode $m$ and each container $s$ on OD pair $q$, which can be expressed according to the following formula:

$$U_{m,q} = V_{m,q} + \epsilon_{m,q},$$

where $V_{m,q}$ is the systematic component of the utility function and $\epsilon_{m,q}$ is the random component which is assumed to follow an Extreme Value distribution. The systematic part can be derived from the set $I$ of considered attributes for each mode:

$$V_{m,q} = \alpha_m + \sum_{i \in I} \beta_{i,m} X_{i,m,q} \forall s.$$  

This formulation contains an alternative specific constant $\alpha$ and a sum expressing the impact of each attribute’s value $X$ on the utility. This impact is expressed by the related coefficient $\beta$, which can be mode-specific or identical for all modes. In a classic MNL, the same $\alpha$ and $\beta$ parameters are assumed to be shared by the whole population. Note that the right-hand side in (2) is identical for all containers due to the assumption that shipments share the same mode attributes on a given OD pair. As a result, the container index $s$ can be dropped and the probability to choose mode $m$ among the set of available modes $M$ on OD pair $q$ is computed using the following expression:

$$P_q(m) = \frac{e^{\mu V_{m,q}}}{\sum_{k \in M} e^{\mu V_{k,q}}}$$

where $\mu$ is a “scale parameter” generally normalized to one. The estimation of the $\alpha$ and $\beta$ parameters is performed through a maximum likelihood estimation, in which the log-likelihood $LL$ is defined as:

$$LL = \sum_{q \in Q} \sum_{m \in M} \sum_{s \in S_q} y_{m,q,s} \ln(P_q(m))$$

with $Q$ the full set of OD pairs, $S_q$ the full set of shipments on OD pair $q$ and $y_{m,q,s}$ a dummy variable equal to one if mode $m$ is chosen for container $s$ on OD pair $q$.

Since the mode choice probability is independent of $s$, (4) can be rewritten as:

$$LL = \sum_{q \in Q} \sum_{m \in M} \ln(P_q(m)) \sum_{s \in S_q} y_{m,q,s} = \sum_{q \in Q} \sum_{m \in M} \ln(P_q(m))w_{m,q}$$

where $w_{m,q}$ is the total volume (in TEUs) shipped by mode $m$ on OD pair $q$, which acts as a weight of the log-likelihood function.

B. WEIGHTED LOGIT MIXTURE FORMULATION

The proposed Weighted Logit Mixture method is based on the approach described above but without assuming that the $\beta$ parameters are identical for the whole population. The Mixture formulation lifts this restriction by defining one or several of the $\beta$ coefficients as following a random distribution $\psi$ with mean $\bar{\beta}$ and variance $\sigma^2_\beta$.

### TABLE 1. Comparison of Logit-based aggregate mode choice models.

| Reference                | Methodology | Modes | Data handling | Heterogeneity with respect to |
|--------------------------|-------------|-------|---------------|-----------------------------|
|                          | Model type  | Flows partition | Transport chain building | Commodity | Geography | Unobserved attributes |
| Albert & Schafer [29]    | MNL         | Rd-RI-Air       | ✓              | ✓              | ✓         | ✓                  |
| Ben-Akiva & de Jong [24] | MNL or others | Rd-RI-Sea-Air | ✓              | ✓              | ✓         | ✓                  |
| De Bok et al. [32]       | MNL         | Rd-RI-IWT       | ✓              | ✓              | ✓         | ✓                  |
| Jourquin [27]            | Weighted Logit | Rd-RI-IWT | ✓              | ✓              | ✓         | ✓                  |
| Jourquin & Beuthe [25]   | Weighted Logit | Rd-RI-IWT | ✓              | ✓              | ✓         | ✓                  |
| Newton [31]              | MNL         | Rd-RI-Sea-Air   | ✓              | ✓              | ✓         | ✓                  |
| Nuzzoalo et al. [30]     | MNL         | Rd-RI-IWT-Sea   | ✓              | ✓              | ✓         | ✓                  |
| Rich et al. [10]         | Weighted Logit | Rd-RI-Sea     | ✓              | ✓              | ✓         | ✓                  |
| Zhang et al. [23]        | Binary Logit | Rd-RI       | ✓              | ✓              | ✓         | ✓                  |
| Our model                | Weighted Logit Mixture | Rd-RI-IWT | ✓              | ✓              | ✓         | ✓                  |

* Rd = road, RI = (intermodal) rail, IWT = inland waterway transportation, Air = airplane, Sea = (short-)sea.
Unlike in (3), the expression of the probability has no closed-form this time: thus, the likelihood maximization cannot be performed analytically. Monte Carlo simulation shall be used to obtain a “simulated likelihood”. The simulation executes R draws within a given distribution $\psi$ to approximate $P_q(m)$ with:

$$P_q(m) = \frac{1}{R} \sum_{k=1}^{R} P_q(m, r_k)$$  \hspace{1cm} (6)

where $r_k$ is the result of the kth draw in $\psi$. The simulated log-likelihood $\hat{LL}$ to be maximized is then expressed as:

$$\hat{LL} = \sum_{q \in Q} \sum_{m \in M} \ln(\hat{P}_q(m))w_{m,q}.$$  \hspace{1cm} (7)

IV. CASE STUDY

We apply the proposed methodology to represent the mode choice for containerized goods along the European multimodal Rhine-Alpine (RA) corridor, focusing on the Rhine section of the corridor (see Fig. 1) where 3 transport modes are accessible: road, rail and IWT.

Attributes used in freight mode choice typically consist of the cost, time, reliability, flexibility, frequency, tractability, emissions, number of transshipments, probability of damage [8], [38], [39]. In addition, the availability (or accessibility) of a mode represents an influential driver of the mode choice [39], [40]. For intermodal transport, the proximity of terminals is an important decision factor [41]: existing models use a dummy variable indicating if rail tracks and quays are accessible to a firm [42], [43] or a qualitative evaluation of the access to intermodal facilities [44]. The accessibility of road transport can also be included, for example with the highway density of a zone [45], which impacts positively the utility of road transport, or with a dummy variable indicating high traffic OD pairs [46], whose impact on road utility is negative.

In this study, we consider the accessibility $a$ expressed as the number of terminals in both zones of origin and destination for IWT and rail and as the number of highway junctions in both zones for road. These data have been manually collected through the RA corridor info system [47]. Moreover, the weekly frequency $f$ of IWT and rail services on the OD pair is included. These data have been collected within the NOVIMOVE project [48] and completed using the operators’ websites.

The costs $c$ of transporting and handling a container from origin to destination, expressed in thousands of euros per TEU, are issued from a conference paper [49]. In this work, the transport costs per container are estimated between NUTS-2 regions for each mode. For road transport, costs are expressed as a sum of distance- and time-based costs (expressed in euros per km and euros per hour). The former include fuel, maintenance and tires; the latter mainly consist of labour, depreciation and insurance. These costs are then respectively multiplied by the distance and the time from origin to destination. The cost structure for rail transport is also composed of distance- and time-based costs, but some fixed costs are added in the computation to account for the related shunting operations. For IWT, the transport costs comprise voyage costs (i.e., fuel, port dues and infrastructure charges) and operating costs. The latter are further divided into maintenance costs and crew costs, that are proportional to the duration of the voyage.

Finally, the model also includes a dummy variable $p$ equal to one if either origin or destination zone contains a seaport. It is added in the utility function of IWT: the idea is that having a port in the origin or destination will facilitate the use of waterway transport and that no road haulage will be needed.

A key note is that time could not be directly included in the model. Several estimations have been conducted with the time attribute, but the associated coefficient was consistently not significant. This is because the costs are estimated from travel times in the considered paper [49], as described above. Cost and time are then strongly correlated to each other and the model cannot be estimated with these attributes together. Nevertheless, the omission of the time attribute in our model does not mean that it does not play a role but rather does so (to some extent) through the cost attribute.

We evaluate a standard Weighted Logit to serve as a benchmark. The container volume data are issued from the ASTRA

2. Beside transport costs, other cost components are estimated in the paper such as reliability costs. However, they are not usable for our model because of their limited variability: they are either estimated using fixed values or strongly correlated to the transport costs.

3. The considered seaports are Amsterdam, Rotterdam, Antwerp and Zeebrugge.
model [50]: OD matrices are available for each mode and several years. They represent the annual cargo flows between European regions at the NUTS-2 level. Based on (2), the following systematic utility functions are defined for each mode (the index for OD pair \( q \) is omitted for the ease of notation):

\[
V_{\text{IWT}} = \alpha_{\text{IWT}} + \beta_c,\text{Inter}V_{\text{IWT}} + \beta_\alpha,\text{Inter}V_{\text{IWT}} \\
V_{\text{Rail}} = \alpha_{\text{Rail}} + \beta_c,\text{Inter}V_{\text{Rail}} + \beta_\alpha,\text{Inter}V_{\text{Rail}} \\
V_{\text{Road}} = \alpha_{\text{Road}} + \beta_c,\text{Road}V_{\text{Road}} + \beta_\alpha,\text{Road}V_{\text{Road}}
\]

with \( \alpha_{\text{IWT}} \) being normalized to zero, thus setting the reference level. In the proposed formulation, two different \( \beta \) coefficients for cost and accessibility are estimated: one for the road alternative and one for intermodal alternatives (rail and IWT).\(^4\) Regarding cost, this allows considering a different cost sensitivity with respect to the mode that is considered. For accessibility, this is because this attribute is measured differently for road than for intermodal transport.

### A. HETEROGENEITY REPRESENTATION

Based on the benchmark formulation, we estimate a WLM by allowing the cost coefficient \( \beta_c \) to be randomly distributed among the population. We assume that it follows a Lognormal distribution with parameters \( \mu_c \) and \( \sigma_c^2 \). The semi-infinite support of this distribution ensures that the estimated value of the cost coefficient will have a negative sign. This a priori assumption is commonly used because a positive cost coefficient is inconsistent with the theory of rational economic behavior [51]. Indeed, it is unrealistic that a cost coefficient is inconsistent with the theory of rational economic behavior [51].

The point elasticity \( \epsilon_{ck} \) to choose mode \( k \) on an OD pair \( q \) with respect to the cost of mode \( c \) is expressed as:

\[
\epsilon_{ck} = \frac{\partial P_q(m)}{\partial c_k} \frac{c_k}{P_q(m)}
\]

If \( k = m \), the direct cost elasticity is obtained; otherwise, we get the cross cost elasticity. When it is computed for the WLM, \( P_q(m) \) is replaced by the simulated probability \( \tilde{P}_q(m) \).

To obtain elasticity values for the whole corridor, we proceed to a weighted average of the computed elasticities with respect to the flow on each OD pair. The resulting estimates are then assessed by comparison with elasticity values from previous studies.

### C. ADDITION OF VALUE OF TIME

Once the proposed WLM is validated, we investigate the impact of the Value of Time (VoT) on the mode choice. By Value of Time, we mean the capital costs incurred while transporting the cargo. We make use of the VoT proposed by Hintjens et al. as 1.12 euros per hour per TEU. This figure is based on the average value transported per TEU with a depreciation of four years [53]. This value is then multiplied by the total travel time for each mode, including the pre- and post-haulage for intermodal transport, and added to the transport costs \( c \). We finally re-estimate the WLM with these new costs. This will allow us to evaluate the influence of time on the model’s coefficients and on shippers’ heterogeneity.

### V. RESULTS

In this section, we present the key results of the models’ estimation and compare the performance of both methods. The model is estimated with the container flow data of the year 2017 and the data of years 2016 and 2019 will be used for out-of-sample validation purposes.\(^5\) The resulting coefficients for our WLM and the benchmark are displayed in Table 2 together with the log-likelihood.

\(^5\) The third step in the approach of Jourquin, i.e., comparing volumes on the network’s segments, cannot be performed in our case since the network assignment task is not included in the present study.

\(^6\) The year 2018 is not considered since a major drought occurred on the Rhine, thus disrupting the IWT flows compared to the year 2017.
TABLE 2. Estimation results for the weighted Logit and our WLM.

| Parameter | Benchmark | Value | Standard error | p-value | Value | Standard error | p-value |
|-----------|-----------|-------|----------------|---------|-------|----------------|---------|
| α_{Road} | 0.693     | 0.655 | 0.290          | 1.04    | 0.835 | 0.213          |
| α_{Inter} | 1.96    | 0.78  | 0.0120         | 2.52    | 1.14  | 0.0272         |
| β_{c, IWT} | 1.28  | 0.353 | 2.77e-04       | 1.41    | 0.456 | 0.00199        |
| β_{c, Inter} | 0.0219 | 0.00729 | 0.00273 | 0.0271 | 0.00877 | 0.00203 |
| β_{a, Road} | 0.0442 | 0.0237 | 0.0622 | 0.0491 | 0.0295 | 0.0958        |
| β_{a, Inter} | 0.138 | 0.0578 | 0.0171 | 0.1556 | 0.0737 | 0.0343        |
| β_{c, Road} | -4.79 | 0.744 | 1.22e-10     | -10.1 | 4.71  | 0.0311         |
| β_{c, Inter} | -7.32 | 3.21  | 0.0226        | -19.8 | -1.85e-08 | 0.00426 |

FIGURE 2. Probability distribution of the cost coefficient for intermodal transport $β_{c, Inter}$, together with its fixed value estimated in the benchmark.

Regarding the parameters, the estimated coefficients for both models have the expected signs: negative for the costs, as an increase in the costs will impact the utility negatively; and positive for the accessibility, frequency and port coefficients. Indeed, the utility of intermodal transport increases together with the number of existing terminals in the origin and destination zones and the utility of road with the number of highway junctions. The same reasoning applies to the frequency coefficient. For the port coefficient, it means that having a seaport in either the origin or destination zone will increase the utility of IWT. Regarding the variation of the parameters between the two models, we notice that the ratio between $β_{c, Inter}$, Road and $β_{c, Inter}$ increases when passing from the benchmark to the WLM (1.55 for the benchmark and 1.95 for the WLM). This means that the relative cost sensitivity of intermodal transport compared to road is augmented when the cost coefficient of intermodal transport is allowed to be distributed.

Concerning the alternative specific constants, $α_{Road}$ is compliant to what is expected along the RA corridor: road is preferred to intermodal transport, all else being equal. The positive value of $α_{Inter}$ is unexpected, but this should be nuanced as, in both models, it is not very significant, i.e., different from zero. This last point suggests that our models have a satisfying predictive power. Indeed, the alternative specific constant represents the mean effect on the utility of other attributes that are not included in the utility function. When the value of $α$ gets closer to zero, it means that the influence of these other attributes is decreased, or formulated differently, that the deterministic part of the utility function has an improved descriptive power. For the other coefficients, only $β_{a, Road}$ exhibits a p-value higher than the 5% threshold, but it falls under the 10% limit in both models.

A. HETEROGENEITY REPRESENTATION

Concerning the variability of the cost coefficients, we had also estimated Mixture specifications where both $β_{c, Road}$ and $β_{c, Inter}$, or only $β_{c, Road}$ were log-normally distributed, but results were unreliable since several parameters were not statistically significant. In the proposed WLM, however, the $σ_{c, Inter}$ estimates is statistically significant which means that there exists a variation of the cost sensitivity regarding intermodal transport among the population. The magnitude of the standard deviation estimates reveals that the preferences concerning the intermodal transport costs vary substantially. The probability distribution of $β_{c, Inter}$ is depicted in Fig. 2.

We immediately notice that the mode of the distribution of $β_{c, Inter}$ (which equals −6.6) is close to the fixed coefficient estimated in the benchmark. But a great share of the population exhibits a lower cost coefficient: the mean of the distribution is indeed almost −20. This means that the benchmark underestimates the influence of intermodal transport cost for a significant part of the population. The WLM enables to explicitly capture this part of the population with a low cost coefficient, or equivalently, a higher sensitivity. This explains why, as noticed above, the relative cost sensitivity of intermodal transport compared to road is increased in the WLM.

B. VALIDATION OF THE MODELS

The proposed WLM is further compared to the benchmark with an out-of-sample validation, which is performed at the corridor and OD pair levels. Moreover, we compute the cost elasticities from our models and compare them to existing works.

1) CORRIDOR LEVEL

We estimate the market shares of each mode for years 2016 and 2019 with both models. The predicted modal shares are then compared with the ones measured from the existing data in Table 3.

The benchmark shares are generally closer to the actual ones, except for the share of road for year 2016. However, the relative differences remain modest for both models. The greatest absolute difference between actual and estimated shares for both the benchmark and the WLM happens for the share of IWT in year 2019. This difference is −0.25% and −0.44% respectively, which represents a relative error around 1%. We nevertheless notice that the WLM tends
to overestimate the share of rail with a relative error of approximately 7%. Other than this, the relative differences remain small for both models: it is then necessary to further compare them at a more disaggregate level.

2) OD PAIR LEVEL

We now compare the actual container flows to the ones estimated by both models on every OD pair and for each mode. To do so, the correlation coefficients between actual and estimated volumes for years 2016 and 2019 are computed. To further evaluate the models’ performance, we also compute the correlation factors obtained when OD pairs from Rotterdam to Antwerp and vice versa are not included. The resulting correlation coefficients are presented in Table 4.

The results show that the models are both very successful to estimate the container volumes transported by IWT and road, but much less when it comes to rail transport. Several reasons might explain this limited performance: firstly, the cost estimation for rail is less detailed than for the other modes [49]. Secondly, rail transport is less available (or, at least, less data are reported) along the RA corridor. This means that the estimation is performed on less data points than for road and IWT. Finally, even when rail transport data are available, the container volumes are significantly lower than for the other two modes. In a Weighted Logit context, low volumes imply less weight in the estimation process: thus, the resulting estimators may be less accurate.

The influence of the Weighted Logit methodology on the predictive power is particularly visible when the OD pairs from/to Rotterdam to/from Antwerp are not considered in the correlation coefficient computation. In that case, both models perform better regarding road and rail transport but much worse for IWT. Indeed, as these two OD pairs are the only ones linking two seaports, they have at least two characteristics that distinguish them from others:

1) The number of transported containers is considerably higher (see Fig. 3 hereafter). The yearly volumes reported in the dataset are around 1.5 million TEUs for Rotterdam ↔ Antwerp and around 700’000 TEUs in the other direction. As a comparison, the third busiest OD pair has a yearly volume of around 350’000 TEUs.

2) The modal split is remarkably different. Table 5, which displays the modal shares corresponding to the particular cases in Table 4, show this difference in modal split between the Rotterdam ↔ Antwerp pairs and the remaining ones.

The consequence of these considerations is that it leads to large relative errors when the proposed models are used to estimate the container flows on these two OD pairs. Fig. 3 illustrates the difference in scales between the Rotterdam ↔ Antwerp pairs and all the other ones for IWT. Together with Table 5, it also shows that, for the Rotterdam ↔ Antwerp pairs, the number of containers are underestimated for IWT, and overestimated for road and rail. All of this reveals that a different model (or, at least, different coefficients) should be used to estimate the “seaport-to-seaport flows”. It also legitimates the approach proposed by De Bok et al., which consists in segmenting data according to the type of OD pair [32].

Finally, this analysis offers more insights on the comparison of the two models than the corridor level analysis. Indeed, in Table 4, the correlation coefficients of the WLM are almost always greater than the ones of the benchmark, suggesting that the WLM returns better estimations than the benchmark. This is supported by Table 5 where the shares estimated by our WLM are systematically closer to the actual ones compared to the benchmark. These results at the OD pair level highlight the benefits of our Mixture approach compared to the standard Weighted Logit method.

One question still remains: if the shares of our WLM are more accurate than the ones of the benchmark when looking at the Rotterdam ↔ Antwerp pairs and the remaining ones separately, then why is it not the case at the aggregate level? This is due to the compensation of the differences observed in Table 5: for almost all modes, the share differences have an opposite sign for the Rotterdam ↔ Antwerp pairs compared to the other pairs. Also, the former represents a container volume of 9%, whereas the latter account for 91% of the considered corridor. If we take IWT for year 2016 as an example, the differences are compensated at the Rotterdam ↔ Antwerp pairs, the number of contain- ers are underestimated for IWT, and overestimated for road and rail. All of this reveals that a different model (or, at least, different coefficients) should be used to estimate the “seaport-to-seaport flows”. It also legitimates the approach proposed by De Bok et al., which consists in segmenting data according to the type of OD pair [32].

Finally, this analysis offers more insights on the comparison of the two models than the corridor level analysis. Indeed, in Table 4, the correlation coefficients of the WLM are almost always greater than the ones of the benchmark, suggesting that the WLM returns better estimations than the benchmark. This is supported by Table 5 where the shares estimated by our WLM are systematically closer to the actual ones compared to the benchmark. These results at the OD pair level highlight the benefits of our Mixture approach compared to the standard Weighted Logit method.

One question still remains: if the shares of our WLM are more accurate than the ones of the benchmark when looking at the Rotterdam ↔ Antwerp pairs and the remaining ones separately, then why is it not the case at the aggregate level? This is due to the compensation of the differences observed in Table 5: for almost all modes, the share differences have an opposite sign for the Rotterdam ↔ Antwerp pairs compared to the other pairs. Also, the former represents a container volume of 9%, whereas the latter account for 91% of the considered corridor. If we take IWT for year 2016 as an example, the differences are compensated as follows:

- For the benchmark: $-6.78\% \times 9\% + 0.79\% \times 91\% = 0.11\%$
- For the WLM: $-5.68\% \times 9\% + 0.42\% \times 91\% = -0.13\%$ which leads to the same differences, except for a rounding, as reported in Table 3. These results would suggest that the benchmark is more accurate than the WLM, although the WLM shares are closer to the actual ones for both the Rotterdam ↔ Antwerp pairs and the other ones.

These considerations show that, even if a model seems to perform better at the aggregate level, it does not mean its predictions at the OD pair level will be more accurate. And
it is the latter that really matters for a mode choice model. Hence, conclusions cannot be drawn from a comparison at the aggregate level. A validation at the OD pair level is required as it is more informative on the predictive performances of the models. In our case, the WLM has then proven to give more accurate share predictions than the benchmark.

3) COST ELASTICITY

Table 6 contains the resulting cost elasticities of the benchmark and the WLM. We notice great variations between the models, especially regarding the direct elasticities that are not related to costs. However, it is has a noticeable impact on the values of the cost parameters and the alternative specific constants $\alpha$. The values of $\alpha_{\text{Road}}$ and $\alpha_{\text{Rail}}$ (but to a lesser extent) are reduced. This means that adding this new element has improved the predictive power of the deterministic part of the utility functions of these modes.

For the cost coefficients, the absolute values of both $\beta_{c,\text{Inter}}$ and $\beta_{c,\text{Road}}$ decrease: this is because the new cost figures have been increased by the addition of VoT. As IWT and rail have higher travel times, this decrease is more important for the intermodal coefficient than for the road. As a result, the two coefficients are closer to each other: the ratio between $\beta_{c,\text{Inter}}$ and $\beta_{c,\text{Road}}$ was almost 2, when it is less than 1.5 with VoT included. It means that the relative cost sensitivity of intermodal transport compared to road is decreased when considering the VoT.

Indeed, a major asset of intermodal transport is the lower costs compared to road: when VoT is not considered, shippers may then be much more sensitive to a cost increase for IWT or rail, than for road. However, the lower costs are achieved at the expense of a larger transportation time so that, when VoT is added to the out-of-pocket costs, it acts as a counterbalance. The resulting cost sensitivity with respect to intermodal transport is thus less important, but still significantly more than for road transport.

Regarding the heterogeneity of cost sensitivity, the $\sigma_{c,\text{Inter}}$ estimates remains statistically significant. Fig. 4 shows the probability distribution of $\beta_{c,\text{Inter}}$ when VoT is included compared to when it is not. The addition of VoT causes a shrinkage of the distribution and a shortening of its tail. Indeed, the value of $\sigma_{\beta_{c,\text{Inter}}}$ is decreased by 52% in Table 8. And this is not only due to the change in scale of $\beta_{c,\text{Inter}}$ since its mean $\beta_{c,\text{Inter}}$ decreases by only 36% in absolute terms.

### TABLE 5. Actual modal shares compared to estimated shares (specific cases).

|                | 2016 Actual | Benchmark | WLM | 2019 Actual | Benchmark | WLM |
|----------------|-------------|-----------|-----|-------------|-----------|-----|
| Rotterdam      |             |           |     |             |           |     |
| IWT Road       | 92.30%      | 85.72%    | 86.82% | 92.47%      | 85.72%    | 86.82% |
| IWT Rail       | 0.24%       | 1.99%     | 0.94% | 0.24%       | 1.99%     | 0.94% |
| Antwerp        |             |           |     |             |           |     |
| Road           |             |           |     |             |           |     |
| Rail           |             |           |     |             |           |     |
| Difference Road| -6.78%      | -5.68%    | -5.65% | -6.75%      | -5.65%    | -5.65% |
| Difference Rail| 5.03%       | 4.98%     | 4.95% | 5.00%       | 4.95%     | 4.95% |
| Other OD pairs |             |           |     |             |           |     |
| IWT Road       | 22.83%      | 23.62%    | 23.75% | 23.67%      | 24.09%    | 23.77% |
| IWT Rail       | 74.43%      | 73.82%    | 73.90% | 73.61%      | 73.35%    | 73.39% |
| Road           | 2.74%       | 2.56%     | 2.85% | 2.72%       | 2.56%     | 2.84% |
| Rail           |             |           |     |             |           |     |
| Difference Road| -0.79%      | -0.52%    | -0.53% | -0.26%      | -0.22%    | -0.22% |
| Difference Rail| -0.18%      | 0.11%     | -0.16% | -0.12%      | -0.12%    | -0.12% |

### TABLE 6. Direct and cross (point) elasticities with respect to transport costs.

| wt. | Benchmark | WLM |
|-----|-----------|-----|
|     | IWT Road  | Rail |
| Road | -0.66 -0.63 0.05 | -2.08 | 1.31 0.04 |
| Rail | 0.13 0.30 1.01 | 0.23 0.63 -2.80 |
TABLE 7. Direct and cross (point) elasticities with respect to transport costs from existing literature.

| Source          | Direct Road | Direct Intermodal | Road wrt. Intermodal | Intermodal wrt. Road |
|-----------------|-------------|-------------------|----------------------|----------------------|
| Arezcula et al. [54] | -1.79 to -1.53 | -2.49 to -1.79 | 1.31 to 1.70 | 2.09 to 2.61 |
| Jouquin & Beuthel [25] | -2.56 to -0.03 | -4.82 to -0.02 | 0.00 to 1.91 | 0.14 to 3.71 |
| Jensen et al. [55] | -0.43 to -0.17 | -1.36 to -0.38 | -0.43 to -0.38 | -0.43 to -0.38 |
| Rich et al. [10] | -0.29 to -0.04 | -0.43 to -0.17 | -0.43 to -0.17 | -0.43 to -0.17 |

TABLE 8. Results for the WLM and the WLM with the addition of VoT.

| Parameter | WLM | WLM with VoT |
|-----------|-----|--------------|
| Value | Standard error | p-value | Value | Standard error | p-value |
| \( \alpha_{\text{Rail}} \) | 1.04 | 0.353 | 0.213 | 0.713 | 0.765 | 0.351 |
| \( \alpha_{\text{Road}} \) | 2.52 | 1.14 | 0.0272 | 2.30 | 1.06 | 0.0304 |
| \( \beta_f \) | 1.41 | 0.456 | 0.00199 | 1.63 | 0.402 | 4.97e-05 |
| \( \delta_{\text{Road}} \) | 0.0271 | 0.00877 | 0.00203 | 0.0278 | 0.00829 | 7.96e-04 |
| \( \beta_{\text{Int}, \text{Road}} \) | 0.0491 | 0.0295 | 0.0958 | 0.0530 | 0.0276 | 0.0543 |
| \( \beta_{\text{Int}, \text{Inter}} \) | 0.156 | 0.0737 | 0.0343 | 0.157 | 0.0679 | 0.0205 |
| \( \delta_{\text{Int}, \text{Inter}} \) | -10.1 | 4.71 | 0.0311 | -8.68 | 3.56 | 0.0147 |
| LL | 20.6 | 9.88 | 20.6 | 9.88 | 9.88 |
| \( \mu_{\text{Int}, \text{Inter}} \) | 2.62 | 0.586 | 7.94e-06 | 2.30 | 0.631 | 2.64e-04 |
| \( \sigma_{\text{Int}, \text{Inter}} \) | 0.856 | 0.300 | 0.00426 | 0.690 | 0.291 | 0.0179 |

D. DISCUSSION

The results demonstrate that the proposed WLM is capable of better estimation of the characteristics of the shippers’ population while achieving a performance at least equivalent to the benchmark. In particular, the WLM reveals two important elements that cannot be captured by the benchmark: there exists a variation of cost sensitivity among the population and this variation is occurring for intermodal transport.

The significant standard deviation of the intermodal cost coefficient implies a variation of the shippers’ cost sensitivity. Indeed, the cost coefficient ranges from the extremely cost-sensitive shippers (with very low values of cost coefficient) and shippers that are sensitive to cost but are likely to proceed to a trade-off with some other attributes. The former category of shippers would be ignored by the benchmark since the estimated cost coefficient is relatively close to zero. This issue means that, when the model is used to simulate the demand for freight transport, an entire segment of the population is not represented. There is then a substantial risk to draw inaccurate conclusions and take inappropriate actions.

The fact that data does not reveal sensitivity variation concerning the cost of road could be explained by the higher cost of road transport compared to the intermodal alternatives. Shippers might be much less cost-sensitive regarding transport by truck since it is already an expensive alternative in itself. Road transport may then attract them with other attributes, such as lower transport time or increased availability.

The results also show that the addition of VoT into the WLM reduces the standard deviation of the distribution of the intermodal cost coefficient. This distribution accounts for all the different factors playing a role in shippers’ cost sensitivity, but that cannot be explicitly captured in the model. By including more contextual variables into the model (or if better data are collected), then the distribution will become less and less important and the coefficient’s estimation will be improved. It thus leads to a model fitting better the real behavior of shippers as it captures more aspects of the mode choice decision.

VI. CONCLUSION AND FUTURE RESEARCH

This paper proposes a Weighted Logit Mixture (WLM) model that estimates the variability of cost preferences among the shippers’ population using only aggregate flow data, cost estimates and publicly available data. The obtained results show that the WLM is better capable to estimate the population’s preferences while exhibiting improved performance compared to the benchmark. The results also demonstrate that there exists a significant variation in the sensitivity regarding intermodal transport costs.

The Weighted Mixture modeling not only gives more information about the mode choice preferences; it also represents the shippers’ population more realistically. Indeed, assuming that all shippers share the same behavior would mean that, for a given mode, they would all contract the same carrier, e.g., the cheapest one. If this might be true for some shippers, others also opt for more expensive services, because of contractual relationship or tracking services for example.

That is why it is crucial to analyze behavior in detail by looking into different segments, including as much contextual variables as possible, and considering heterogeneity.

FIGURE 4. Probability distribution of the cost coefficient for intermodal transport \( \beta_{\text{Int}, \text{Inter}} \) when VoT is added, together with its distribution without VoT (dashed line) – as in Fig. 2.
With the proposed Weighted Logit Mixture, we provide a way to do it with aggregate data. By considering preferences variation, this approach supports better the implementation of a specific innovation or policy by providing more precise indications concerning the diverse behaviors inherent to a large freight transport network. Similarly, the impacts of the innovation or policy can be analyzed more realistically by taking into account the heterogeneous preferences in the modal share estimations.

Nevertheless, some challenges are to be addressed to develop the full potential of this approach. Firstly, some important attributes, in particular: time and reliability, are not (directly) included in the specification of the utility functions. It would be beneficial to collect data and/or come up with new metrics quantifying these attributes in order to obtain a more thorough description of the underlying behavior and achieve a better predictive power. Secondly, for the attributes included in the models, the estimates need to be as accurate as possible. In our case study, the cost for rail transport deserves a more detailed computation to obtain better predictions for volumes at the OD pair level. Thirdly, it might be difficult to obtain reliable flow data at an international scale. Data for different countries are usually collected by different statistical offices having their own methodologies. A combination of these flow data could then be arduous to realize. For this reason, we chose to make use of flow data issued from a European freight model. Finally, a proper re-estimation procedure should be developed to facilitate the update of the estimates when new data (such as shipment data or more accurate cost estimates) become available. Note that all these remarks also apply to the benchmark method.

Regarding the WLM itself, a major comment is that the amplitude of the variation of cost sensitivity may not be as high as suggested by the estimated parameters of the distribution’s mean and standard deviation. The long tail of the Lognormal distribution can indeed cause an overestimation (in absolute value) of these parameters [51]. Therefore, further experiments should be conducted with different assumptions on the probability distribution to capture the sensitivity variation in greater details.

To conclude, the WLM can estimate the variation of preferences in the whole population but it does not give any indication about what causes this variation. It would be beneficial to translate (at least partially) the probability distribution into tangible characteristics by adding more cost elements, or through deterministic segmentation. When studying container transport, it is difficult to perform this based on commodity type. However, segmentation could be conducted based on some geographical features such as the shipping distance or the different countries. A latent class formulation could also be used to reveal the various behavioral patterns leading to the observed probability distribution. Then, a similar Weighted Logit Mixture methodology can be applied to the resulting segments or classes to reveal the remaining heterogeneity of preferences.
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