Abstract—This paper investigates the decoding energy and decoding time demand of VTM-7.0 in relation to HM-16.20. We present the first detailed comparison of two video codecs in terms of software decoder energy consumption. The evaluation shows that the energy demand of the VTM decoder is increased significantly compared to HM and that the increase depends on the coding configuration. For the coding configuration randomaccess, we find that the decoding energy is increased by over 80% at a decoding time increase of over 70%. Furthermore, results indicate that the energy demand increases by up to 207% when Single Instruction Multiple Data (SIMD) instructions are disabled, which corresponds to the HM implementation style. By measurements, it is revealed that the coding tools MIP, AMVR, TPM, LFNST, and MTS increase the energy efficiency of the decoder. Furthermore, we propose a new coding configuration based on our analysis, which reduces the energy demand of the VTM decoder by over 17% on average.
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I. INTRODUCTION

The viewing of online videos has a significant influence on the global CO2 emissions. In 2018, the viewing of online video content had a share of 1% of the global greenhouse gas emissions, which is comparable to the emissions of Spain [1]. As the amount of data that is transmitted over the internet will increase every year by 26% [2], it can be expected that the influence of online video content will increase within the next years, too. Energy efficiency is not only environmentally essential but also practically important on mobile devices like smartphones, which are powered by a battery.

In 2020, the first version of the next-generation video standard Versatile Video Coding (VVC) will be standardized to reduce the bit rate by 50% [3] in relation to the state-of-the-art video codec High Efficiency Video Coding (HEVC). However, the improvement of the rate-distortion (RD) efficiency is at the cost of higher computational complexity and a higher energy demand.

In literature, the complexity of HEVC was compared to the predecessor video codec Advanced Video Coding (AVC). In [4], the authors compared the computational complexity of both reference software implementation of HEVC and AVC in terms of cycles counts per frame. It was determined that the complexity of HEVC is increased by an absolute value of over 80% for the RA configuration. In [5], the reference software encoder and decoder of HEVC, which is the HM software, was analyzed in detail. Therefore, the authors determined the time consumption of several functions of the decoder. For the randomaccess configuration, the main contributors of the decoding time are interpolation and loop filter, which contribute more than one third of the total time.

Currently, there is no comparative analysis of different video codecs in terms of the energy demand of the decoder, which we perform in this paper. Therefore, we consider the distortion of the bit streams in terms of PSNR for the comparison of the energy by using Bjøntegaard-Delta metrics.

For the decoding energy optimization, there are different approaches in the literature. In a first approach [6], the complexity of a decoder is measured in terms of the number of CPU cycles that are necessary to decode a bit stream. The resulting information is used to estimate the decoding complexity during encoding and subsequently used to reduce the complexity of the decoder. Thereby, the complexity is reported to be reduced by 40%. In the approach of [7], the Decoding-Energy Rate-Distortion Optimization (DERDO)
algorithm is proposed in HEVC. This algorithm uses bit stream feature-based models to estimate the energy demand of the decoder during the encoding. The RD-optimization is extended by the estimated energy demand and optimizes on the three metrics rate, distortion, and decoding energy. The authors show that the energy demand can be reduced by up to 30% if the bit rate is increased by the same order. For VVC and HEVC, different models estimate accurately the energy demand of the decoder, which is necessary for the optimization of the energy demand [8], [9]. Although sophisticated models exist, a detailed comparison of the energy demand has not been done before to the best of our knowledge.

In this paper, the additional computational complexity of VVC compared to HEVC is investigated in terms of the decoding energy and time demand. The evaluation toolchain is shown in Figure I. As an encoder, we use the HM and VTM encoder to generate bit streams. Then, the decoding process of the bit streams is measured in terms of energy and time demand. Afterwards, the measurements are used to analyze both video codecs in detail. Finally, the results of the analysis can be used to optimize the energy demand of the VVC decoder.

From our in-depth analysis, we have the following findings. First, we determine that the decoding energy is increased by a higher degree than the decoding time. Second, we discover that the usage of SIMD instructions reduces the time demand more than the energy demand. Third, we show that several coding tools optimize the energy demand of the VVC decoder. Finally, we propose a new energy-efficient coding configuration that reduces the energy demand of the VTM decoder by 17% on average.

This paper is organized as follows. First, Section II explains the measurement setup and the used software setup. Afterwards, in Section III we compare the decoding time and energy demand of VVC and HEVC. The influence of SIMD instructions on the decoding energy and time demand is evaluated for VVC in Section IV and the influence of some coding tools is shown in Section V. The improvement of the decoding energy of VVC is presented in Section VI. Finally, Section VII concludes this paper.

### II. ENERGY MEASUREMENT AND TEST SET

The energy demand for the decoding of bit streams is determined by two measurements with Running Average Power Limit (RAPL) according to the descriptions of [10]. First, the energy demand during the decoding of the bit stream is measured. Afterwards, the energy demand during idle is measured and subtracted from the first measurement. For our measurements, we use a desktop PC with an Intel i7-8700 CPU, which is a hexa-core CPU with a base frequency of 3.20 GHz. The measurements of RAPL can be accessed through the file system of an Unix-PC. By using RAPL, no external power meter is needed.

As the measurements are influenced by different disturbances, e.g., the ambient temperature or background processes of the operating system that are not related to the decoding process, we assume that it is not sufficient to obtain the true decoding energy \( E_{\text{dec}} \) by measuring a single iteration. To ensure the validity of measurements, we perform multiple measurements for each bit stream and a confidence interval test on the mean energy as shown in [10]. For \( \alpha \), we use a value of 0.99 and for \( \beta \), a value of 0.02.

For the comparison of both video codecs, we use the reference software of HEVC, which is HM-16.20 [11] and VTM-7.0 [12] for VVC. For the evaluation, we follow the common test conditions for standard dynamic range (SDR) video given in [13], which include 26 sequences. Furthermore, we distinguish between three different coding configurations, which are All-Intra (AI), Lowdelay B (LB), and Randomaccess (RA). For each sequence and configuration, the bit streams are encoded with a Quantization Parameter (QP) of 22, 27, 32, and 37. Furthermore, we use an internal coding bit depth of 10 bit for VVC and HEVC.

### III. COMPARISON OF VVC AND HEVC

In this section, we will compare both video codecs in terms of the RD performance, the time demand, and the energy demand of the decoder. Therefore, we use the YUV-PSNR, which is calculated according to [14], to evaluate the distortion.

We determine the Bjøntegaard-Delta rate (BDR) [15], for the comparison of the RD efficiency of HEVC and VVC. BDR indicates the mean bit rate savings in percent of a video codec in relation to another codec at equal objective

### TABLE I

| Class | AI over HM-16.20 | LB over HM-16.20 | RA over HM-16.20 |
|-------|-----------------|-----------------|-----------------|
|       | BDR in % | BDDE in % | BDR in % | BDDE in % | BDR in % | BDDE in % |
| A1    | 27.77    | 51.11     | 55.51     | –         | –         | –         |
| A2    | 24.19    | 63.66     | 67.10     | –         | –         | –         |
| B     | 20.76    | 64.31     | 67.95     | –9.29     | 52.66     | 58.77     |
| C     | 21.77    | 70.87     | 75.75     | –9.27     | 71.53     | 81.77     |
| D     | 17.40    | 71.84     | 81.33     | –24.56    | 114.94    | 134.35    |
| E     | 25.31    | 50.88     | 55.70     | –31.78    | 51.12     | 59.55     |
| F     | –8.76    | 55.89     | 60.62     | –41.68    | 47.67     | 54.58     |
| Mean  | 24.90    | 62.03     | 67.13     | –31.01    | 67.66     | 77.76     |

Our measurements show that the energy demand of VVC is increased by a higher degree than the decoding time. Second, we discover that the usage of SIMD instructions reduces the time demand more than the energy demand. Third, we show that several coding tools optimize the energy demand of the VVC decoder. Finally, we propose a new energy-efficient coding configuration that reduces the energy demand of the VTM decoder by 17% on average.
visual quality. For the comparison of the decoding energy demand, we calculate the Bjøntegaard-Delta Decoding Energy (BDDE) [7], which corresponds to the energy savings in percent at equal objective visual quality, similar to BDR. For the calculation of BDDE, we replace the bit rate by the decoding energy demand. Similarly, the Bjøntegaard-Delta Decoding Time (BDDT) evaluates the additional complexity in terms of the time demand.

In Figure 2 the energy demand for the sequence FoodMarket4 with the reference RA configuration is shown vs. YUV-PSNR for the HM decoder (blue curve) and the VTM decoder (red curve). On the x-axis, the measured decoding energy demand is given in Joule, and on the y-axis, the YUV-PSNR is given in dB. The BDDE for these bit streams is 72.39%, which corresponds to an increase of 72.39% in decoding energy demand for an equal objective visual quality. Our proposed encoding configuration, which will be discussed in detail in Section IV, corresponds to the green curve. For this configuration, the BDDE is 22.68% with HEVC as a reference. Thus, the energy demand is increased compared to HEVC and decreased compared to the reference configuration of VVC.

In Table II the evaluation of each metric for VVC is given for the coding configurations AI, LB, and RA in relation to HEVC. In general, the RD efficiency of VVC is increased significantly for each coding configuration and class. For AI, the BDR value is −24.90% on average. The bit rate is decreased at equal objective visual quality between 17.40% for Class D and 38.76% for Class F. However, the decrease of the bit rate is at the cost of a significantly increased computational complexity, which can be determined by the BDDE and BDDT values. On average, the decoding time is increased by 62.03% and the decoding energy demand by 67.03% for AI.

For LB, the bit rate is decreased by 31.01%, the decoding time is increased by 67.66%, and the decoding energy demand by 77.76%. For Class D, the decoding energy demand is increased by 134.35%, which is more than a doubling of the energy demand.

For RA, the value of BDR is −34.31%, of BDDT 71.05%, and BDDE 82.56%. In general, the increase of the decoding energy demand is disproportionately high compared to the decoding time demand for all measurements. This difference will be investigated in the following section. Furthermore, the complexity of RA is increased by a higher degree than of AI.

| Class | AI over HM-16.20 | LB over HM-16.20 | RA over HM-16.20 |
|-------|-----------------|-----------------|-----------------|
|       | BDDT in %       | BDDE in %       | BDDT in %       | BDDE in %       | BDDT in %       | BDDE in %       |
| A1    | 136.28          | −              | −              | 226.70          | 219.35          |
| A2    | 133.31          | 122.20         | −              | 258.60          | 249.26          |
| B     | 128.51          | 118.07         | 175.50         | 166.47          | 211.23          | 211.50          |
| C     | 116.45          | 107.52         | 174.73         | 170.61          | 207.72          | 203.08          |
| D     | 111.69          | 105.92         | 214.46         | 215.51          | 234.49          | 229.00          |
| E     | 121.68          | 113.81         | 116.10         | 115.53          | −              | −              |
| F     | 115.27          | 107.04         | 118.01         | 113.48          | 147.39          | 142.58          |
| Mean  | 122.69          | 113.77         | 162.73         | 158.84          | 211.76          | 207.04          |

Fig. 2. Measurement of the decoding energy of the sequence FoodMarket4 with RA configuration with HM (blue) and VTM decoder (red). Our proposed encoding configuration for the VTM decoder is shown by the green line.

IV. INFLUENCE OF SIMD INSTRUCTIONS ON DECODING TIME AND ENERGY DEMAND

In this section, the influence of Single Instruction Multiple Data (SIMD) instructions will be considered. The goal of SIMD instructions is to improve the performance when the same instruction is performed on multiple data elements [16]. Depending on the used CPU architecture, there are different SIMD instruction extensions available. In our measurements, the CPU uses AVX-2 SIMD instructions to decode the bit streams, if SIMD is enabled.

In order to not use SIMD instructions for the decoding process, we disabled a corresponding macro flag in the source code of VTM-7.0. The results of the measurements are shown in Table III where the measurements of HM-16.20 are taken as a reference.

The results of Table III show that for AI, the energy demand is increased by 113.77% and the time demand by 122.69%. For the LB configuration, the energy demand is increased by 158.84% and the time demand by 162.73%. Finally, for the RA configuration, the time demand is increased by 211.76% and the energy demand by 207.04%. Especially, for the bit streams of Class A1 and A2, which have a resolution of 3840 × 2160, the time and energy demand is increased the most. For
Class A2 and RA configuration, the demand is increased by 249.26%. Therefore, we can determine that the usage of SIMD improves the time and energy demand drastically.

In general, the energy demand increases less than the time demand if SIMD instructions are disabled. Therefore, the usage of SIMD decreases the time demand by a higher degree than the energy demand, which is expected because additional hardware has to be used that contributes to the energy demand of the decoder. Disabling SIMD in VTM has the effect that execution time and energies can better be compared to HM with respect to the computational complexity, that means the number of operations. Hence, these results indicate that the overall computational complexity of VTM decoders is more than twice as high as for HM decoders.

V. INFLUENCE OF CODING TOOLS ON THE ENERGY EFFICIENCY

In the following section, we will first describe some selected tools that are introduced in VVC. Afterwards, we will analyze the influence of these coding tools on the decoding energy and time demand.

The tool intra sub-partition (ISP) [17] is used for intra-predicted luma blocks and splits a block into multiple partitions in horizontal or vertical direction. The number of partitions (2 or 4) depends on the number of pels within the luma block and for each sub-partition, the same intra-prediction direction is used. Matrix weighted intra prediction (MIP) is an alternative intra prediction technique, which uses a matrix-vector multiplication for the intra prediction [18]. The tools MIP and ISP are evaluated on the AI configuration since these tools are based on intra-prediction.

The following tools will be evaluated with the RA configuration. Adaptive loop filter (ALF) is a loop-filter that is used in VVC besides the deblocking filter and the sample adaptive offset (SAO) filter. For the filtering, two diamond shaped filters are used, which have the size $7 \times 7$ for the luma component and $5 \times 5$ for the chroma component [19].

Adaptive motion vector resolution (AMVR) improves the coding efficiency by using different levels of precision (e.g., quarter-pel, integer-pel, or 4-pel) for a motion vector (MV) to code the motion vector difference [20]. With bi-directional optical flow (BDOF), the concept of optical flow is applied. With BDOF, it is possible to compensate motion within the block that regularly would be compensated by an additional splitting of the block [21]. Decoder-side motion vector refinement (DMVR) increases the accuracy of MVs that are coded with the merge mode on the decoder side with bilateral matching [22]. Low-frequency non-separable transform (LFNST) reduces the spatial redundancy for the prediction of the residuals. The usage of matrix multiplication reduces the redundancy of the transformation coefficients [23]. In HEVC, DCT-II is used for coding the residuals. In VVC, other transformation schemes are used with the tool multiple transform set (MTS) [24]. For inter-predicted CUs, it is possible to split a CU into two triangle-shaped blocks, which are split in the diagonal direction, with triangular partition mode (TPM) [25].

The analysis of the energy and time demand is evaluated in the following way. First, we disable each tool according to the recommendations of [26]. Then, we calculate BDR and BDDE with respect to the reference configuration of VTM-7.0. Therefore, a positive value for BDR indicates that the usage of the tool increases the RD efficiency. For BDDT and BDDE, a positive value indicates that time and energy demand is decreased if the tool is used.

In Figure 3 the BDDE and BDR values for each sequence of the CTC for RA configuration if the tools ALF, AMVR, and BDOF are disabled.

![Fig. 3. Evaluation of BDDE and BDR for each sequence of the CTC for RA configuration if the tools ALF, AMVR, and BDOF are disabled.](image-url)

### Table III

| Tool | YUV-BDR in % | BDST in % | BDDE in % | Ref. |
|------|--------------|-----------|-----------|------|
| ALF  | 0.51         | 1.16      | 0.80      | [18] |
| AMVR | 0.54         | −1.34     | −1.82     | [19] |
| TPM  | 0.44         | 2.32      | 2.02      | [20] |
| LFNST| 0.73         | 2.09      | 1.63      | [21] |
| MTS  | 0.73         | 1.69      | 1.38      | [22] |
| BDOF | 0.80         | −0.81     | −1.30     | [23] |
| DMVR | 0.73         | −0.59     | −1.44     | [24] |
| ALF  | 4.36         | −7.08     | −6.99     | [25] |

List of all tools that are switched off to evaluate the compression performance. For the evaluation, YUV-BDR, BDST, and BDDE are calculated in relation to the reference VTM-7.0 configuration. The tools are sorted in declining order of the BDDE value for the corresponding coding configuration. For further information on the tools, references are given.
increases the energy demand and decreases the bit rate. For AMVR (red triangles), we see that the energy demand and the bit rate increase if the tool is switched off. Therefore, the usage of the tool improves the RD and the energy efficiency of VVC, which will be discussed later.

In Table III all presented tools are evaluated in terms of BDR, BDDE, and BDDT. For MIP, we can see that the decoding energy demand is increased by 0.80% on average if the tool is switched off. Furthermore, it can be observed that the energy efficiency of VVC is improved by 5 tools and the RD efficiency by all tested tools. For the tools BDOF, DMVR, ISP, and ALF, the energy demand is decreased between −7% and −1.30%, if the tool is switched off. If the tools MIP, AMVR, TPM, LFNST, and MTS are disabled, the energy demand is increased between 0.80% and 2.28%. The time demand for these tools is increased between 1.16% and 2.84%.

Before performing the tool measurements, we expected that most tools increase the complexity and hence, the decoding energy. This is because each new tool adds complexity to the overall decoding process. However, as shown in Table III, we can see that certain tools increase the energy efficiency. Both kinds of observations are discussed in the following.

The changes in the energy demand for certain coding tools can be explained by the relative complexity. We use the bit stream analyzer proposed in [9] to analyze the reasons for the decreased or increased energy demand of several coding tools. For the tool ALF, the overall complexity and energy demand is increased due to additional filtering operations. An analysis of the tool AMVR reveals that the usage of fractional MVs is increased by approximately 17% on average if AMVR is disabled. Consequently, the relative complexity of the decoder is reduced because less fractional pels have to be calculated by interpolation filter calculations. If DMVR is disabled, the energy demand is decreased by 1.44%. The reason for this observation is that DMVR uses extensive calculations to further refine motion vectors on the decoder side. However, the refinement leads to higher complexity of the decoder, which leads to a higher energy demand.

For LFNST, we observed that the SAO filter is used significantly more frequently if LFNST is disabled. SAO is a loop filter that is used to reduce ringing artifacts [27]. With bit stream feature analyzer software [9] it can be determined that for the luma component, the edge offset (EO) is used over 16% more frequently in relation to the reference VTM encoding and for the chroma component, by over 25%. Therefore, the relative complexity is decreased if LFNST is enabled because SAO is used less often.

The increase of the energy demand for the tools BDOF and ISP can be explained by the additional computational complexity that is necessary to execute these tools. For MIP, the decreased energy demand is probably caused by the lower complexity compared to the conventional intra prediction modes. For MTS, we expected that the overall energy barely changes because all transforms use the same number of calculations. In contrast, we observed energy savings, which can probably be attributed to a reduced number of residual coefficients and larger block sizes. For TPM, we even expect a slight increase in energy. To explain the observed savings, we suppose that the same reasons as for MTS hold.

As another observation, we find that the disabling of a specific tool has a similar effect on the decoding time and energy demand. The knowledge of the tool evaluation will be used in the following section to optimize the decoding energy demand of VTM decoded bit streams.

### VI. Energy Efficient Coding Configuration

As mentioned in previous sections, we propose a new coding configuration based on the results of the coding tool test. Therefore, we disable the tools ALF, BDOF, DMVR, and ISP for the RA coding configuration to decrease the energy demand of the decoder. In Table IV the evaluated results of the proposed configuration are shown for the test set. On the left side of Table IV our proposed configuration is compared with HM-16.20 and on the right side with VTM-7.0. For the comparison with HEVC, it can be determined that the BDDE is on average 51.13%. Therefore, the configuration has a significantly lower increase in energy demand compared to 82.56% of Table I. The BDR value of the proposed configuration is -28.37%, which is less than in Table I.

The comparison of the proposed coding configuration with the reference RA configuration reveals that with an additional bit rate of under 10% it is possible to reduce the energy demand by over 17%. For the sequences of Class A1, which have a 4K resolution, the energy demand is reduced by 24.28%. Furthermore, the sequences of Class A2 and B show a higher BDDE value than the average. This indicates that the energy demand of sequences with at least Full-HD resolution decreases to a larger extent than low-resolution sequences. For

| Class | YUV-BDR in % | BDDE in % | BDDE in % |
|-------|--------------|-----------|-----------|
| A1    | 33.96        | 20.79     | 28.20     |
| A2    | 34.05        | 41.57     | 51.10     |
| B     | 28.79        | 27.84     | 37.16     |
| C     | 24.45        | 44.59     | 56.28     |
| D     | 20.56        | 71.52     | 86.52     |
| F     | 31.14        | 37.37     | 45.40     |
| Mean  | 28.37        | 40.88     | 51.13     |
the sequences of Class F, the BDR value is significantly higher with 19.50% than the average value, which can be explained by the fact that these sequences show screen content.

The result of the proposed configuration shows that the energy demand can be reduced significantly while keeping the bit rate increase at a low degree. In the future, all coding tools of VVC can be analyzed, which will determine more tools that reduce the energy demand of the decoder if they are disabled.

VII. CONCLUSION

In this paper, we analyzed the energy and time demand of VVC and determined that both increase significantly compared to HEVC. Furthermore, the energy demand is increased disproportionately high compared to the time demand. Afterwards, we analyzed the influence of SIMD instructions on the performance of the VTM decoder and revealed that the usage of SIMD decreases the time and energy demand significantly, where the time demand is decreased more than the energy demand. Finally, we evaluated some tools of the VVC standard and showed that MIP, AMVR, TPM, LFNST, and MTS improve the time and energy demand. The other tools that decrease the energy efficiency of the decoder are disabled in our proposed coding configuration. Thereby, we can reduce the energy demand of the VTM decoder by over 17% on average.

In future work, the evaluation of tools can be extended by including more coding tools of VVC. By that, it will be possible to determine more tools that can be used to reduce the energy demand of a coding configuration. Furthermore, the energy analysis can be evaluated with a real-time capable implementation for VVC, which we expect to be available in future. Moreover, the decoding-energy-rate-distortion optimization that is proposed in [27] for HEVC can be implemented in VVC for a further reduction of the energy demand.

REFERENCES

[1] M. Efou-Hess. (2019, Jul.) Climate crisis: The unsustainable use of online video. The practical case for digital sobriety. [https://buildingproject.org/en/article/un sustainable-use-onlinevideo/]

[2] Cisco. (2019, Feb.) Cisco visual networking index: Forecast and trends, 2017-2022. [https://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-index-vni/white-paper-c11-741490.html]

[3] G. J. Sullivan, J. Boyce, and T. Wiegand, “Requirements for future video coding,” ITU Telecommunication Standardization Sector SG16-TD155-A2/PLEN, Macao, China, document, Oct. 2017.

[4] M. Viitanen, J. Vanne, T. D. Hamiläinen, M. Gabboj, and J. Lainema, “Complexity analysis of next-generation HEVC decoder,” in Proc. IEEE International Symposium on Circuits and Systems (ISCAS), Seoul, South Korea, May 2012.

[5] F. Bossen, B. Bross, K. Sühring, and D. Flynn, “HEVC complexity and implementation analysis,” IEEE Transactions on Circuits and Systems for Video Technology, vol. 22, no. 12, pp. 1685–1696, Dec. 2012.

[6] T. Malikiarachchi, D. S. Talagala, H. K. Arachchi, and A. Fernando, “A feature based complexity model for decoder complexity optimized HEVC video encoding,” in Proc. IEEE International Conference on Consumer Electronics (ICCE), Las Vegas, NV, USA, Jan. 2017.

[7] C. Herglotz, A. Heindel, and A. Kaup, “Decoding-energy-rate-distortion optimization for video coding,” IEEE Transactions on Circuits and Systems for Video Technology, vol. 29, no. 1, pp. 171–182, Jan. 2019.

[8] M. Kränzler, C. Herglotz, and A. Kaup, “Extending video decoding energy models for 360° and HDR video formats in HEVC,” in Proc. Picture Coding Symposium (PCS), Ningbo, China, Nov. 2019.

[9] ——, “Decoding energy modeling for versatile video coding,” in Proc. IEEE International Conference on Image Processing (ICIP), Abu Dhabi, United Arab Emirates, Oct. 2020.

[10] C. Herglotz, D. Springer, M. Reichenbach, B. Stabernack, and A. Kaup, “Modeling the energy consumption of the HEVC decoding process,” IEEE Transactions on Circuits and Systems for Video Technology, vol. 28, no. 1, pp. 217–229, Jan. 2018.

[11] HEVC test model reference software (HM-16.20). [https://hevc.hhi.fraunhofer.de/svn/HEVCSoftware/]. [accessed 2019-07-08]. [Online]. Available: https://hevc.hhi.fraunhofer.de/svn/HEVCSoftware/tags/HM-16.20

[12] VTM test model reference software (VTM-7.0). [https://vcgit.hhi.fraunhofer.de/jvet/VVCSoftware_VTM/]. [accessed 2019-11-22]. [Online]. Available: https://vcgit.hhi.fraunhofer.de/jvet/VVCSoftware_VTM/

[13] F. Bossen, J. Boyce, K. Sühring, X. Li, and V. Seregin, “JVET common test conditions and software reference configurations for SDR video,” Joint Video Exploration Team (JVET), document, JVET-N1010-v1, Mar. 2019.

[14] J. Ohm, G. J. Sullivan, H. Schwarz, T. K. Kan, and T. Wiegand, “Comparation of the coding efficiency of video coding standards—Including High Efficiency Video Coding (HEVC),” IEEE Transactions on Circuits and Systems for Video Technology, vol. 22, no. 12, pp. 1669–1684, Dec. 2012.

[15] G. Bjøntegaard, “Calculation of average PSNR differences between RD curves,” Austin, TX, USA, document, VCEG-M33, Jan. 2001.

[16] C. -Y. Tsai, C.-Y. Chen, T. Yamakage, I. S. Chong, Y. Huang, C.-M. Fu, T. Ihlo, T. Chajoh, M. Karczewicz, and S. Lei, “Adaptive loop filtering for video coding,” IEEE Journal of Selected Topics in Signal Processing, vol. 7, no. 6, pp. 934–945, Dec. 2013.

[17] H. Liu, K. Z. L. Zhang, J. Xu, Y. Wang, J. Luo, and Y. He, “Adaptive motion vector resolution for affine-inter mode coding,” in Proc. Picture Coding Symposium (PCS), Ningbo, China, Dec. 2019.

[18] A. Alshina, E. Alshina, D. Lee, “Bi-directional optical flow for improving motion compensation,” in Proc. Picture Coding Symposium (PCS), Nagoya, Japan, Nov. 2010.

[19] H. Gao, S. Esenlik, Z. Zhao, E. Steinbach, and J. Chen, “Decoder side motion vector refinement for versatile video coding,” in Proc. IEEE International Workshop on Multimedia Signal Processing (MMSp), Kuala Lumpur, Malaysia, Sep. 2019.

[20] M. Koo, M. Saleheifar, J. Lim, and S.-H. Kim, “Low frequency non-separable transform (LFNST),” in Proc. Picture Coding Symposium (PCS), Ningbo, China, Nov. 2019.

[21] T. Nguyen, B. Bross, P. Keydel, H. Schwarz, D. Marpe, and T. Wiegand, “An intra subpartition coding mode for VVC,” in Proc. IEEE International Conference on Image Processing (ICIP), Taipei, Taiwan, Sep. 2019.

[22] M. Schäfer, B. Stallenberger, J. Pfaff, P. Helle, H. Schwarz, D. Marpe, and T. Wiegand, “A data-trained affine-linear intrapicture prediction mode in the frequency domain,” in Proc. Picture Coding Symposium (PCS), Ningbo, China, Nov. 2019.

[23] C.-Y. Tsai, C.-Y. Chen, T. Yamakage, I. S. Chong, Y. Huang, C.-M. Fu, T. Ihlo, T. Chajoh, M. Karczewicz, and S. Lei, “Adaptive loop filtering for video coding,” IEEE Journal of Selected Topics in Signal Processing, vol. 7, no. 6, pp. 934–945, Dec. 2013.

[24] H. Liu, K. Z. L. Zhang, J. Xu, Y. Wang, J. Luo, and Y. He, “Adaptive motion vector resolution for affine-inter mode coding,” in Proc. Picture Coding Symposium (PCS), Ningbo, China, Dec. 2019.

[25] A. Alshina, E. Alshina, D. Lee, “Low-complexity geometric inter-prediction for versatile video coding,” in Proc. Picture Coding Symposium (PCS), Ningbo, China, Nov. 2019.

[26] T. Nguyen, B. Bross, P. Keydel, H. Schwarz, D. Marpe, and T. Wiegand, “Extended transform skip mode and fast multiple transform set selection,” in Proc. Picture Coding Symposium (PCS), Ningbo, China, Nov. 2019.

[27] M. Bläser, H. Gao, S. Esenlik, Z. Zhao, C. Rohlfing, and E. Steinbach, “Low-complexity geometry inter-prediction for versatile video coding,” in Proc. Picture Coding Symposium (PCS), Ningbo, China, Nov. 2019.