SUPERCONVERGENCE OF THE GRADIENT APPROXIMATION FOR WEAK GALERKIN FINITE ELEMENT METHODS ON NONUNIFORM RECTANGULAR PARTITIONS
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Abstract. This article presents a superconvergence for the gradient approximation of the second order elliptic equation discretized by the weak Galerkin finite element methods on nonuniform rectangular partitions. The result shows a convergence of $O(h^r)$, $1.5 \leq r \leq 2$, for the numerical gradient obtained from the lowest order weak Galerkin element consisting of piecewise linear and constant functions. For this numerical scheme, the optimal order of error estimate is $O(h)$ for the gradient approximation. The superconvergence reveals a superior performance of the weak Galerkin finite element methods. Some computational results are included to numerically validate the superconvergence theory.
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1. Introduction. Superconvergence is a phenomenon in numerical methods in which approximate solutions converge to the exact solution of the problem at rates higher than the optimal order as measured globally against polynomial interpolations. Superconvergence often occurs at particular locations of low dimension such as points or lines/curves for two dimensional problems. One of the main tasks in the study of superconvergence is to identify the area (i.e., discrete set of points or lines/curves) where the numerical solutions have superior performance. In scientific computing, superconvergence has been used to yield new approximations with improved and/or prescribed accuracies through postprocessing techniques involving relatively small amount of computation. Superconvergence has also been employed to provide guiding principles or posteriori error estimators for adaptive grid refinement strategies. Superconvergence has played a significant role in high performance computing ever since its first discovery in the seventies of the last century, and the area remains to be a very active branch of numerical partial differential equations.

In this paper, we are concerned with new developments of superconvergence for weak Galerkin finite element approximations of boundary value problems (BVP). For simplicity, we consider the second order elliptic equation that seeks an unknown
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Numerical solutions to (1.1)-(1.2) can be obtained by using a variety of computational methods, including the finite difference, the finite volume, the collocation, and the finite element methods. For the superconvergence study, we shall focus on the weak Galerkin finite element method (WG-FEM) developed in [38, 39, 19, 20] (see also the references cited therein). WG-FEM is a relatively new numerical method for partial differential equations. The method is technically a generalization of the classical Galerkin finite element method [3, 9] through a relaxed assumption on the smoothness of the approximating functions. WG-FEM has three fundamental ingredients in its formulation: (1) *conventional weak form* - it is based on the usual variational formulation for the PDE problem; (2) *weak derivatives* - it makes use of weak (often discontinuous) finite element functions for which generalized weak partial derivatives are introduced by mimicking the definition of distributions; and (3) *weak continuity* - parameter-independent stabilizers are employed to ensure weak continuity of the numerical solution. WG-FEM has advantages over the classical Galerkin finite element method in several aspects. First, the approximating functions are flexible and easy to represent as WG is based on piecewise polynomials with great flexibility in the continuity requirement. Next, the finite element partitions are allowed to contain polygons or polyhedra of arbitrary shape in WG-FEM [39] so that the method is robust with respect to domain partitioning. Furthermore, it is known that WG schemes are absolutely stable, and the corresponding solutions generally preserve the physical quantities inherited by the modeling equations at discrete levels. WG-FEM has been developed for many PDEs including the linear elasticity equation [33], the Stokes equation [44], Maxwell’s equation [22, 29], the elliptic interface problem [23], the Brinkman equation [17], the Helmholtz equation [24], the Sobolev equation [8], and the wave equation [11] etc. The latest development of WG-FEM is the primal-dual weak Galerkin finite element method for second order elliptic equations in non-divergence form [31] and the Fokker-Planck equation [32].

Some superconvergence has been observed for weak Galerkin finite element approximations in published and unpublished numerical experiments. In [18, 11], the authors have noted some superconvergence for the gradient approximation in their numerical experiments for the elliptic and hyperbolic equations (e.g., $\|\nabla u_h\|$ in Table 4.11 [18]). In [31], a superconvergence of order $O(h^4)$ was observed for the approximation of the primal variable when piecewise quadratic functions are employed in the numerical scheme. To the author’s knowledge, no mathematical theory has been derived for the superconvergent results observed numerically in [18, 11, 31]. The goal of this paper is to establish a mathematical theory for some of these numerical observations.

A vast amount of literature now exists on superconvergence for various numeri-
cal methods. For the classical Galerkin finite element method, it is well known that superconvergence often occurs when the governing equations have smooth solutions and are approximated by finite element schemes on partitions with special properties such as uniformity, local point symmetry, local translation invariance, and orthogonality (e.g., rectangular partitions). Many results on superconvergence have been derived in the last four decades in the finite element context, for example classical finite element method [7, 5, 28, 35, 30], discontinuous Galerkin method [25, 1], hybridizable discontinuous Galerkin method [4, 26], smoothed finite element method [15]. For weak Galerkin finite element method, Harris [10] derived a superconvergence for elliptic equations by using the $L^2$-projection technique introduced in [35]. It was shown in [10] that the projected numerical solution of the lowest order is convergent to the exact solution at the rate of $O(h^{1.5})$ or better in the usual $H^1$-norm. In [36], a post-processing technique using the polynomial preserving recovery (PPR) was introduced for the WG approximation arising from schemes with bi-polynomials and over-penalized stabilization terms on uniform rectangular partitions.

The main contribution of this paper is the establishment of an $O(h^r)$, $1.5 \leq r \leq 2$, error estimate for the gradient approximation of the model problem (1.1)-(1.2) when discretized by the lowest order WG-FEM on nonuniform rectangular partitions. The lowest order WG element consists of piecewise linear functions on each element plus piecewise constant functions on each element boundary. The discrete weak gradient is computed as a piecewise constant vector-valued function. For the lowest order WG-FEM under consideration, the optimal order of convergence for the gradient approximation is known to be $O(h)$, so that the convergence of order $O(h^r)$ reveals a super performance of the corresponding WG-FEM.

The rest of the paper is organized as follows. In Section 2, we briefly review the definition and the computation for weak gradients. In Section 3, we present a detailed description of the WG-FEM. Section 4 is devoted to the derivation of a simplified formulation for the WG-FEM. In Section 5, we derive error equations for the simplified WG-FEM. In Section 6, we carry out a superconvergence analysis in detail. Finally in Section 7, we report some numerical results to verify the superconvergence theory.

2. Weak Gradient and Discrete Weak Gradient. This section aims to review preliminaries for the weak Galerkin finite element method; namely, the discrete weak gradient operator introduced in [38].

Throughout the paper, we use the standard notations for Sobolev spaces and norms [3, 9]. For any open set $D \subset \mathbb{R}^2$, $\|\cdot\|_{s,D}$ and $(\cdot, \cdot)_{s,D}$ denote the norm and inner-product in the Sobolev space $H^s(D)$ consisting of square integrable partial derivatives up to order $s$. When $s = 0$ and $D = \Omega$, we shall drop the subscripts in the norm and inner-product notation. Let $T$ be any polygonal domain with boundary $\partial T$. By a weak function on $T$ we mean $v = \{v_0, v_b\}$ where $v_0 \in L^2(T)$ and $v_b \in L^2(\partial T)$. The first component $v_0$ represents the value of $v$ in the interior of $T$, and the second component $v_b$ is the value of $v$ on $\partial T$. We emphasize that $v_b$ may not be related to the trace of $v_0$ on $\partial T$, should a trace be well-defined, though $v_b = v_0|_{\partial T}$ is a viable choice in the algorithm design.
Denote by \( W(T) \) the space of all weak functions on \( T \):
\[
W(T) = \{ v = \{ v_0, v_b \} : v_0 \in L^2(T), v_b \in L^2(\partial T) \}.
\]
The weak gradient operator is denoted by \( \nabla_w \) from \( W(T) \) to the dual space of \([H^1(T)]^2\) whose action on each weak function \( v \in W(T) \) is given by
\[
(\nabla_w v, \psi)_T = -(v_0, \nabla \cdot \psi)_T + (v_b, \psi \cdot n)_{\partial T}, \quad \forall \psi \in [H^1(T)]^2.
\]
Here the left-hand side of (2.1) denotes the action of \( \nabla_w v \) on \( \psi \in [H^1(T)]^2 \), and \( n \) is the unit outward normal vector to \( \partial T \).

For the sake of computation, the weak gradient operator \( \nabla_w \) must be discretized in one way or another. In this paper, we use polynomials to approximate the weak gradient. More precisely, for any given non-negative integer \( r \geq 0 \), let \( P_r(T) \) be the set of polynomials on \( T \) with total degree \( r \) or less, which is used to approximate the weak gradient.

**Definition 2.1.** The discrete weak gradient operator, denoted by \( \nabla_{w,r,T} \), is defined as a linear operator so that for any \( v \in W(T) \), the action \( \nabla_{w,r,T} v \) is the unique vector-valued polynomial in \([P_r(T)]^2\) satisfying
\[
(\nabla_{w,r,T} v, \psi)_T = -(v_0, \nabla \cdot \psi)_T + (v_b, \psi \cdot n)_{\partial T}, \quad \forall \psi \in [P_r(T)]^2.
\]

### 3. Algorithm of Weak Galerkin.

Let \( T_h \) be a polygonal partition of the domain \( \Omega \) that is shape regular as defined in [39]. Denote by \( E_h \) the set of all edges in \( T_h \), and \( E_h^0 = E_h \setminus \partial \Omega \) the set of all interior edges. Let \( h_T \) be the diameter of \( T \in T_h \) and \( h = \max_{T \in T_h} h_T \) the mesh size of the partition \( T_h \).

Let \( k \geq 1 \) be a given positive integer. On each element \( T \in T_h \), we introduce a local weak finite element space \( V(T, k) \) as follows
\[
V(T, k) = \{ v = \{ v_0, v_b \} : v_0 \in P_k(T), v_b \in P_{k-1}(e), e \subset \partial T \}.
\]
By patching the local elements \( V(T, k) \) through a common value \( v_b \) on the interior edges \( E_h^0 \), we have a global weak finite element space
\[
V_h = \{ v = \{ v_0, v_b \} : v|_T \in V(T, k), v_b \text{ is single valued on } E_h \}.
\]
Denote by \( V_h^0 \) the subspace of \( V_h \) consisting of the finite element functions with vanishing boundary value; i.e.,
\[
V_h^0 = \{ v = \{ v_0, v_b \} \in V_h : v_b|_{\partial \Omega} = 0 \}.
\]

The discrete weak gradient \( \nabla_{w,k-1} v \) for \( v \in V_h \) is computed by using vector-valued polynomials of degree \( k - 1 \) on each element \( T \in T_h \); namely,
\[
(\nabla_{w,k-1} v)|_T = \nabla_{w,k-1,T} (v|_T), \quad v \in V_h.
\]
For simplicity, we shall drop the subscript \( k - 1 \) from the discrete weak gradient operator notation \( \nabla_{w,k-1} \), and use \( \nabla_d \) to denote \( \nabla_{w,k-1} \); i.e.,
\[
\nabla_d v := \nabla_{w,k-1} v, \quad v \in V_h.
\]
Next, we introduce two bilinear forms in $V_h \times V_h$

$$\langle a \nabla_d w, \nabla_d v \rangle_h = \sum_{T \in T_h} \langle a \nabla_d w, \nabla_d v \rangle_T,$$

$$s(w, v) = \rho h^{-1} \sum_{T \in T_h} \langle w_b - Q_b w_0, v_b - Q_b v_0 \rangle_{\partial T},$$

where $\rho > 0$ is any parameter, $Q_b$ is the usual $L^2$ projection operator from $L^2(\partial T)$ to $P_{k-1}(\partial T)$.

WEAK GALERKIN ALGORITHM 1. A numerical approximation for (1.1)-(1.2) can be obtained by seeking $u_h = \{u_0, u_b\} \in V_h$, such that $u_b = \tilde{Q}_b g$ on $\partial \Omega$ and satisfying

$$\langle a \nabla_d u_h, \nabla_d v \rangle_h + s(u_h, v) = (f, v_0), \quad \forall v \in V^0,$$

where $\tilde{Q}_b g$ is a suitably chosen projection of the Dirichlet boundary data by using polynomials of degree $k - 1$.

The approximate boundary data $\tilde{Q}_b g$ may take the following form:

$$\tilde{Q}_b g := Q_b g + \varepsilon_b,$$

where $\varepsilon_b$ is viewed as a small perturbation of the $L^2$ projection $Q_b g$. A typical example of the perturbation term is given by $\varepsilon_b = 0$ so that $Q_b g = \tilde{Q}_b g$. But it will be seen later in Section 6 that a non-zero perturbation is necessary for a superconvergence of the weak gradient.

Note that the system (3.1) is symmetric and positive definite for any parameter value $\rho > 0$; i.e., the system (3.1) is solvable.

4. Simplified WG Formulation. For superconvergence, we shall study the lowest order WG finite element; i.e., $k = 1$ in the numerical scheme (3.1). Thus, the finite element approximation $u_h$ is a piecewise linear function in the interior and piecewise constant on the element boundary. The discrete weak gradient $\nabla_d u_h$ is a vector-valued polynomial in $[P_0(T)]^2$.

Note that any $v = \{v_0, v_b\} \in V_h$ can be decomposed as follows

$$\{v_0, v_b\} = \{v_0, 0\} + \{0, v_b\},$$

which, for simplicity of notation, shall be denoted as $v = v_0 + v_b$. Denote by $V_b = \{v_b = \{0, v_b\} \in V_h\}$ the boundary space and $V_0 = \{v_0 = \{v_0, 0\} \in V_h\}$ the interior space, respectively. Using the definition of the discrete weak gradient, it is not hard to see from (2.2) that $\nabla_d v_0 = 0$ for any $v_0 \in V_0$. It follows that the weak Galerkin algorithm (3.1) can be reformulated as follows: Find $u_h \in V_h$ such that $u_b = \tilde{Q}_b g$ on $\partial \Omega$ and satisfying

$$\langle a \nabla_d u_h, \nabla_d v \rangle_h + s(u_h, v) = (f, v_0), \quad \forall v \in V^0.$$

Next, we introduce an extension operator $S$ that maps $v_b \in P_0(\partial T)$ to a linear function on $T$ such that

$$\langle S(v_b), Q_b \phi \rangle_{\partial T} = \langle v_b, \phi \rangle_{\partial T}, \quad \forall \phi \in P_1(T).$$
Thus, on each element $T$ we have

$$
\langle u_b - Q_h u_0, v_b - Q_h S(v_b) \rangle_T = \langle u_b, v_b - Q_h S(v_b) \rangle_T \\
= \langle u_b - Q_h S(u_b), v_b - Q_h S(v_b) \rangle_T.
$$

From the above identity, for any $v = \{S(v_b), v_b\} \in V_h^0$ we have

$$s(u_h, v) = \rho h^{-1} \sum_{T \in T_h} \langle u_b - Q_h u_0, v_b - Q_h S(v_b) \rangle_T \\
= \rho h^{-1} \sum_{T \in T_h} \langle u_b - Q_h S(u_b), v_b - Q_h S(v_b) \rangle_T.
$$

By letting $v = \{S(v_b), v_b\} \in V_h^0$ in (4.1) we arrive at the following simplified weak Galerkin method.

**SIMPLIFIED WEAK GALERKIN ALGORITHM 1.** Find $u_b \in V_h^0$ such that

$$
(4.4) \sum_{T \in T_h} (a \nabla_d u_b, \nabla_d v_b)_T + \rho h^{-1} \sum_{T \in T_h} \langle u_b - Q_h S(u_b), v_b - Q_h S(v_b) \rangle_T = \langle f, S(v_b) \rangle_T
$$

for all $v_b \in V_h^0$, where $V_h^0 = \{v_b \in V_h : v_b|_{\partial \Omega} = 0\}$ and $V_h^2 = \{v_b \in V_h : v_b|_{\partial \Omega} = Q_h g\}.$

For simplicity of analysis, we assume that the coefficient tensor $a$ in (1.1) is a piecewise constant matrix with respect to the finite element partition $T_h$. The result can be extended to variable coefficient tensors without any difficulty, provided that the tensor $a$ is piecewise smooth. For simplicity of notation, we introduce a flux variable $q = a \nabla u.$

**5. Error Equations.** The goal of this section is to derive an error equation for the simplified weak Galerkin scheme (4.4). To this end, let $Q_h$ be the standard $L^2$ projection operator onto the local discrete gradient space $[P_0(T)]^2$. On each element $T \in T_h$, the following commutative property holds true [25]:

$$
(5.1) \nabla_d Q_h w = Q_h \nabla w, \quad w \in H^1(T).
$$

Denote by $e_b = Q_h u - u_b$ the error function between the WG solution and the $L^2$ projection of the exact solution of the model problem (1.1) - (1.2).

**LEMMA 5.1.** The error function $e_b = Q_h u - u_b$ satisfies the following equation

$$
(5.2) \sum_{T \in T_h} (a \nabla_d e_b, \nabla_d v_b)_T + \rho h^{-1} \sum_{T \in T_h} \langle e_b - Q_h S(e_b), v_b - Q_h S(v_b) \rangle_T = \zeta_a(v_b),
$$

for all $v_b \in V_h^0$, where

$$
\zeta_a(v_b) = \sum_{T \in T_h} \langle (q - Q_h q) \cdot n, S(v_b) - v_b \rangle_T \\
+ \rho h^{-1} \sum_{T \in T_h} \langle Q_h S(Q_h u) - Q_h u, Q_h S(v_b) - v_b \rangle_T
$$

is a linear functional on $V_h.$
Proof. Using (5.1), (5.2) with \( \psi = Q_h \mathbf{q} \), and the usual integration by parts, we obtain

\[
\sum_{T \in \mathcal{T}_h} (a \nabla_d Q_b u, \nabla_d v_T) = \sum_{T \in \mathcal{T}_h} (a \nabla_h u, \nabla_d v_T)
\]

\[
= \sum_{T \in \mathcal{T}_h} (Q_h \mathbf{q}, \nabla_d v_T)
\]

\[
= \sum_{T \in \mathcal{T}_h} (Q_h \mathbf{q}, \nabla S(v_T)) + \sum_{T \in \mathcal{T}_h} \langle Q_h \mathbf{q} \cdot \mathbf{n}, v_T - S(v_T) \rangle_{\partial T}
\]

\[
= \sum_{T \in \mathcal{T}_h} (\mathbf{q}, \nabla S(v_T)) + \sum_{T \in \mathcal{T}_h} \langle Q_h \mathbf{q} \cdot \mathbf{n}, v_T - S(v_T) \rangle_{\partial T}
\]

\[
= \sum_{T \in \mathcal{T}_h} (-\nabla \cdot \mathbf{q}, S(v_T)) + \sum_{T \in \mathcal{T}_h} \langle \mathbf{q} \cdot \mathbf{n}, S(v_T) \rangle_{\partial T}
\]

\[
+ \sum_{T \in \mathcal{T}_h} \langle Q_h \mathbf{q} \cdot \mathbf{n}, v_T - S(v_T) \rangle_{\partial T}
\]

\[
= (f, S(v_T)) + \sum_{T \in \mathcal{T}_h} \langle \mathbf{q} \cdot \mathbf{n}, S(v_T) \rangle_{\partial T} - \sum_{T \in \mathcal{T}_h} \langle Q_h \mathbf{q} \cdot \mathbf{n}, v_T - S(v_T) \rangle_{\partial T}
\]

where we have also used \(-\nabla \cdot \mathbf{q} = f\) and \(\sum_{T \in \mathcal{T}_h} \langle \mathbf{q} \cdot \mathbf{n}, v_T \rangle_{\partial T} = 0\) as is single-valued on \(\mathcal{E}_h^0\) and \(v_T = 0\) on \(\partial \Omega\). Thus, from the simplified WG algorithm (4.4) we obtain

\[
\sum_{T \in \mathcal{T}_h} (a \nabla_d (Q_b u - u_T), \nabla_d v_T) + \rho h^{-1} \sum_{T \in \mathcal{T}_h} \langle e_T - Q_b S(e_T), v_T - Q_b S(v_T) \rangle_{\partial T}
\]

\[
= (f, S(v_T)) + \sum_{T \in \mathcal{T}_h} \langle (Q_h \mathbf{q} - \mathbf{q}) \cdot \mathbf{n}, S(v_T) \rangle_{\partial T}
\]

\[
- (f, S(v_T)) + \rho h^{-1} \sum_{T \in \mathcal{T}_h} \langle Q_b u - Q_b S(Q_b u), v_T - Q_b S(v_T) \rangle_{\partial T}
\]

\[
= \sum_{T \in \mathcal{T}_h} \langle (Q_h \mathbf{q} - \mathbf{q}) \cdot \mathbf{n}, S(v_T) \rangle_{\partial T} - \rho h^{-1} \sum_{T \in \mathcal{T}_h} \langle Q_b u - Q_b S(Q_b u), v_T - Q_b S(v_T) \rangle_{\partial T}.
\]

This completes the proof of the lemma. \(\square\)

6. Superconvergence on Rectangular Elements. Consider the model problem (1.1)-(1.2) defined on rectangular domains. For simplicity, let the domain be given by \(\Omega = (0,1)^2\) which is partitioned into rectangular elements as the Cartesian product of two partitions \(\Delta_x\) and \(\Delta_y\) for the unit interval \(I = (0,1)\):

\[
\Delta_x : 0 = x_0 < x_1 < x_2 < \ldots < x_{n-1} < x_n = 1,
\]

\[
\Delta_y : 0 = y_0 < y_1 < y_2 < \ldots < y_{m-1} < y_m = 1.
\]

The solution of this model problem can be approximated by using the simplified weak Galerkin finite element scheme (4.4). The goal of this section is to study the accuracy or superconvergence of the numerical solutions when the lowest order (i.e., \(k = 1\)) of element is employed.
6.1. Some technical results. Each rectangular element \( T \in \mathcal{T}_h \) can be represented as \( T = [x_{i-1}, x_i] \times [y_{j-1}, y_j] \) for \( i \in \{1, 2, \ldots, n\} \) and \( j \in \{1, 2, \ldots, m\} \). Figure 6.1 depicts a typical rectangular element under consideration. For convenience, the length of edge \( e_s \) is denoted as \( |e_s| \) so that \( |e_1| = |e_2| \) and \( |e_3| = |e_4| \), and the mid-point of edge \( e_s \) is denoted as \( M_s = (x_s^*, y_s^*) \), \( s = 1, \ldots, 4 \).

\[ M_1 \quad M_2 \quad M_3 \quad M_4 \]
\[ e_1 \quad e_2 \quad e_3 \quad e_4 \]
\[ n_1 \quad n_2 \quad n_3 \quad n_4 \]

**Fig. 6.1. Depiction of a rectangular element \( T \in \mathcal{T}_h \)**

On the element \( T \), denote by \( v_{b_s} \) the value of \( v_b \) on the edge \( e_s \), \( s = 1, \ldots, 4 \). From (2.2) for the weak gradient, we have

\[
(\nabla_d v_b, \psi)_T = \langle v_b, \psi \cdot \mathbf{n} \rangle_{\partial T}, \quad \forall \psi \in [P_0(T)]^2,
\]

which leads to the following formulation

\[
(6.1) \quad \nabla_d v_b = \left( \frac{v_{b_2} - v_{b_1}}{|e_3|}, \frac{v_{b_4} - v_{b_3}}{|e_1|} \right)'.
\]

Recall that the extension function \( S(v_b) \in P_1(T) \) is defined by the equation (4.2) with linear test function \( \phi \) so that \( Q_b \phi = \phi(M_s) \) on each edge \( e_s \). Thus, the equation (4.2) can be rewritten as

\[
(6.2) \quad \sum_{s=1}^{4} |e_s| S(v_b)(M_s) \phi(M_s) = \sum_{s=1}^{4} |e_s| v_{b_{s*}} \phi(M_s), \quad \forall \phi \in P_1(T).
\]

**Lemma 6.1.** Let \( v_b \) be given on the element \( T = [x_{i-1}, x_i] \times [y_{j-1}, y_j] \), and \( S(v_b) \in P_1(T) \) be the extension function of \( v_b \) in \( T \) defined by (6.2). Then, the following results hold true

\[
(6.3) \quad (S(v_b) - v_b)(M_1) = (S(v_b) - v_b)(M_2) = \frac{|e_3|}{2(|e_1| + |e_3|)}(v_{b_3} + v_{b_4} - v_{b_1} - v_{b_2}),
\]

\[
(6.4) \quad (S(v_b) - v_b)(M_3) = (S(v_b) - v_b)(M_4) = -\frac{|e_1|}{2(|e_1| + |e_3|)}(v_{b_3} + v_{b_4} - v_{b_1} - v_{b_2}).
\]
Hence,

(6.5) \[ |e_1|(S(v_b) - v_b)(M_1) = -|e_3|(S(v_b) - v_b)(M_3). \]

**Proof.** Let \((x_c, y_c)\) be the center of the element \(T\), and assume
\[ S(v_b) = c_1 + c_2(x - x_c) + c_3(y - y_c). \]
As \(S(v_b)\) satisfies (6.2), we may choose \(\phi = 1\) in (6.2) to obtain
\[ \sum_{s=1}^{4} |e_s|(c_1 + c_2(x_s^* - x_c) + c_3(y_s^* - y_c)) = \sum_{s=1}^{4} |e_s|v_{bs}, \]
which leads to
\[ c_1 = \frac{|e_1|(v_{b1} + v_{b2}) + |e_3|(v_{b3} + v_{b4})}{2|e_1| + 2|e_3|}. \]

Next, by letting \(\phi = x - x_c\) in (6.2) we obtain
\[ \sum_{s=1}^{4} |e_s|(c_1 + c_2(x_s^* - x_c) + c_3(y_s^* - y_c))(x_s^* - x_c) = \sum_{s=1}^{4} |e_s|v_{bs}(x_s^* - x_c), \]
which gives rise to
\[ c_2 = \frac{v_{b2} - v_{b1}}{|e_3|}. \]

Analogously, by letting \(\phi = y - y_c\) in (6.2) we arrive at
\[ c_3 = \frac{v_{b4} - v_{b3}}{|e_1|}. \]

It follows that
\[ S(v_b) = \frac{|e_1|(v_{b1} + v_{b2}) + |e_3|(v_{b3} + v_{b4})}{2(|e_1| + |e_3|)} + \frac{v_{b2} - v_{b1}}{|e_3|}(x - x_c) + \frac{v_{b4} - v_{b3}}{|e_1|}(y - y_c). \]

Next, we will compute the value of \(S(v_b) - v_b\) at the midpoint of each edge. At the midpoint \(M_1 = (x_1^*, y_1^*)\) of the edge \(e_1\), we have
\[ (S(v_b) - v_b)|_{M_1} = \frac{|e_1|(v_{b1} + v_{b2}) + |e_3|(v_{b3} + v_{b4})}{2(|e_1| + |e_3|)} - \frac{|e_3|}{2|e_3|}v_{b2} - \frac{v_{b1}}{|e_1|} = \frac{|e_3|}{2(|e_1| + |e_3|)}(v_{b3} + v_{b4} - v_{b1} - v_{b2}). \]

At the midpoint \(M_2\) of the edge \(e_2\), we have
\[ (S(v_b) - v_b)|_{M_2} = \frac{|e_1|(v_{b1} + v_{b2}) + |e_3|(v_{b3} + v_{b4})}{2(|e_1| + |e_3|)} + \frac{|e_3|}{2|e_3|}v_{b2} - \frac{v_{b1}}{|e_1|} = \frac{|e_3|}{2(|e_1| + |e_3|)}(v_{b3} + v_{b4} - v_{b1} - v_{b2}). \]
Similarly, at the midpoint of the edges $e_3$ and $e_4$, we have

$$
(S(v_b) - v_b)|_{M_3} = -\frac{|e_1|}{2(|e_1| + |e_3|)}(v_{b,3} + v_{b,4} - v_{b,1} - v_{b,2}).
$$

$$
(S(v_b) - v_b)|_{M_4} = -\frac{|e_1|}{2(|e_1| + |e_3|)}(v_{b,3} + v_{b,4} - v_{b,1} - v_{b,2}).
$$

This completes the proof of the lemma. □

We now turn back to the two terms on the right-hand side of the error equation (5.2). The first term is given by $\sum_{T \in T_h} \langle (q - Q_h q) \cdot n, S(v_b) - v_b \rangle_{\partial T}$ which is the central topic of analysis as shown in the following lemma. Recall that $S(v_b)$ is a linear fitting of $v_b$ on the element $T$ by using the formula (6.2). It is easy to see that the four outward normal vectors on the element boundary are given as column vectors by $n_1 = (-1, 0)^T$, $n_2 = (1, 0)^T$, $n_3 = (0, -1)^T$, and $n_4 = (0, 1)^T$.

From Lemma 6.1, the function $S(v_b) - v_b$ has the same value at the midpoints of $e_1$ and $e_2$. Furthermore, $S(v_b) - v_b$ has the same directional derivative along $e_1$ and $e_2$ which is $\partial_y S(v_b) = \nabla_d v_b \cdot n_4$. Thus, $S(v_b) - v_b$ has the same value along $e_1$ and $e_2$ at the symmetric points $(x_{i-1}, y)$ and $(x_i, y)$. Similarly, $S(v_b) - v_b$ has the same value along $e_3$ and $e_4$ at the symmetric points $(x, y_{j-1})$ and $(x, y_j)$. It follows that

$$
(Q_h q \cdot n, S(v_b) - v_b)_{\partial T} = 0.
$$

As $S(v_b) - v_b$ has the same value at the points $(x_{i-1}, y)$ and $(x_i, y)$, this boundary function can be extended to the rectangular element $T$ by assuming the value $S(v_b) - v_b(x_{i-1}, y)$ along each horizontal line segment. For simplicity, we denote this extension as $\chi_1$, i.e.,

$$
\chi_1(x, y) := (S(v_b) - v_b)(x_{i-1}, y), \quad (x, y) \in T.
$$

Analogously, $S(v_b) - v_b$ can be extended to $T$ by using its information on the edges $e_3$ and $e_4$, yielding

$$
\chi_2(x, y) := (S(v_b) - v_b)(x, y_{j-1}), \quad (x, y) \in T.
$$

From Lemma 6.1 we have

$$
\partial_x \chi_1 = 0, \quad \partial_y \chi_1 = \nabla_d v_b \cdot n_4,
$$

$$
\partial_y \chi_2 = 0, \quad \partial_x \chi_2 = \nabla_d v_b \cdot n_2,
$$

$$
|e_1| \chi_1(M_1) = -|e_3| \chi_2(M_3).
$$

**Lemma 6.2.** Let $u \in H^3(\Omega)$ be a given function, and $T_h = \Delta_x \times \Delta_y$ be the rectangular partition. On each element $T \in T_h$ depicted as in Figure 6.1, for any $v_b \in V^0_b$ we have the following expansion

$$
\langle (q - Q_h q) \cdot n, S(v_b) - v_b \rangle_{\partial T}
$$

$$
= \chi_1(M_1) \int_T q_{1x} dT + \chi_2(M_3) \int_T q_{2y} dT + R_1(T),
$$

where $\chi_1(M_1)$ and $\chi_2(M_3)$ are the same as in (6.7) and (6.8), respectively.

The remainder term $R_1(T)$ is given by

$$
R_1(T) = \int_T q_{1x} dT + q_{2y} dT.
$$

Thus, we have

$$
\langle (q - Q_h q) \cdot n, S(v_b) - v_b \rangle_{\partial T} = \int_T q_{1x} dT + q_{2y} dT + R_1(T).
$$

Where $\chi_1(M_1)$ and $\chi_2(M_3)$ are the same as in (6.7) and (6.8), respectively.
where \( q = (q_1, q_2)' = (a_{11}u_x + a_{12}u_y, a_{21}u_x + a_{22}u_y)' \), \( q_1x = \frac{\partial q_1}{\partial x} \), \( q_2y = \frac{\partial q_2}{\partial y} \). The remainder term \( R_1(T) \) satisfies the following estimate

\[
\sum_{T \in T_h} |R_1(T)| \leq C h^2 \| q \|_2 \| \nabla d v_b \|_0.
\]

**Proof.** From (6.6) and the structure of \( \chi_i \), we have

\[
\langle (q - Q_h q) \cdot n, S(v_b) - v_b \rangle \partial T
\]

\[
= \langle q \cdot n, S(v_b) - v_b \rangle \partial T
\]

\[
= -\int_{c_1} q_1 \chi_1 dy + \int_{c_2} q_1 \chi_1 dy - \int_{c_3} q_2 \chi_2 dx
\]

\[
+ \int_{c_4} q_2 \chi_2 dx
\]

\[
= \int_T q_1 \chi_1 dT + \int_T q_2 \chi_2 dT.
\]

(6.11)

Since \( \chi_1 \) is linear in the \( y \)-direction and constant in the \( x \)-direction, then

\[
\chi_1(y) = \chi_1(M_1) + (y - y_c) \partial_y \chi_1.
\]

Thus, we have

\[
\int_T q_1 \chi_1 dT = \int_T q_1 \chi_1(M_1) dT + \int_T q_1(x - y_c) \partial_y \chi_1 dT
\]

\[
= \int_T q_1 \chi_1(M_1) dT + \int_T q_1 \chi_1(E_3(y)) \partial_y \chi_1 dT,
\]

where \( E_3(y) = \frac{1}{8} |e_1|^2 - \frac{1}{2} (y - y_c)^2 \).

Similarly, one may derive the following

\[
\int_T q_2 \chi_2 dT = \int_T q_2 \chi_2(M_3) dT + \int_T q_2(x - x_c) \partial_x \chi_2 dT
\]

\[
= \int_T q_2 \chi_2(M_3) dT + \int_T q_2 \chi_2(E_4(x)) \partial_x \chi_2 dT,
\]

where \( E_4(x) = \frac{1}{8} |e_3|^2 - \frac{1}{2} (x - x_c)^2 \).

Substituting the last two identities into (6.11) yields

\[
\langle (q - Q_h q) \cdot n, S(v_b) - v_b \rangle \partial T
\]

\[
= \int_T q_1 \chi_1(M_1) dT + \int_T q_2 \chi_2(M_3) dT
\]

\[
+ \int_T q_1 \chi_1(E_3(y)) \partial_y \chi_1 dT + \int_T q_2 \chi_2(E_4(x)) \partial_x \chi_2 dT.
\]

(6.12)

The sum of the last two terms in (6.12) makes the remainder \( R_1(T) \) which can be bounded as follows:
Now using the Euler-MacLaurin formula we arrive at

\[ \left| \int_T q_{1xy} E_3(y) \partial_y \chi_1 dT + \int_T q_{2yx} E_4(x) \partial_x \chi_2 dT \right| \]

\[ \leq Ch^2 \| \nabla^2 q \|_T (\| \partial_y \chi_2 \|_T + \| \partial_y \chi_1 \|_T) \]

\[ \leq Ch^2 \| \nabla^2 q \|_T \| \nabla u_b \|_T, \]

where in the last step we have used the property (6.9). This completes the proof of the lemma. \( \square \)

Next, we shall deal with the second term on the right-hand side of (5.3); namely,

\[ \rho h^{-1} \sum_{T \in T_h} \langle Q_b S(Q_b u) - Q_b u, Q_b S(v_b) - v_b \rangle_{\partial T}, \]

where \( Q_b u |_{e_i} = \frac{1}{|e_i|} \int_{e_i} u \, ds \) is the average of \( u \) on edge \( e_i \).

**Lemma 6.3.** Under the assumptions of Lemma 6.2, one has the following expansion

\[ \rho h^{-1} \langle Q_b S(Q_b u) - Q_b u, Q_b S(v_b) - v_b \rangle_{\partial T} \]

\[ = - \rho h^{-1} A_1 \left( |e_3| \chi_1(M_1) \int_T u_{xx} dT + |e_1| \chi_2(M_2) \int_T u_{yy} dT \right) + R_2(T), \]

where \( A_1 = 1/6 \) and the remainder term \( R_2(T) \) has the following estimate:

\[ \sum_{T \in T_h} |R_2(T)| \leq Ch^2 \| \nabla^3 u \| \| S(v_b) - v_b \|. \]

Here and in what follows of this paper, we define

\[ \| S(v_b) - v_b \|^2 := \rho h^{-1} \sum_{T \in T_h} \langle Q_b S(v_b) - v_b, Q_b S(v_b) - v_b \rangle_{\partial T}. \]

**Proof.** From the equation (4.2) and the properties (6.9) we have

\[ \rho h^{-1} \langle Q_b S(Q_b u) - Q_b u, Q_b S(v_b) - v_b \rangle_{\partial T} \]

\[ = - \rho h^{-1} \langle Q_b u, S(v_b) - v_b \rangle_{\partial T} \]

\[ = - \rho h^{-1} \left( |e_1| Q_b u(M_1) \chi_1(M_1) + |e_2| Q_b u(M_2) \chi_1(M_2) \right. \]

\[ + |e_3| Q_b u(M_3) \chi_2(M_3) + |e_4| Q_b u(M_4) \chi_2(M_4) \left. \right) \]

\[ = - \rho h^{-1} |e_1| \chi_1(M_1) \left( Q_b u(M_1) + Q_b u(M_2) - Q_b u(M_3) - Q_b u(M_4) \right). \]

Now using the Euler-MacLaurin formula we arrive at

\[ |e_1| |e_3| \langle Q_b u(M_1) + Q_b u(M_2) \rangle \]

\[ = |e_3| \int_{e_1} u(x_{i-1}, y) dy + |e_3| \int_{e_2} u(x_i, y) dy \]

\[ = 2 \int_T u(x, y) dT + A_1 |e_3|^2 \int_T u_{xx} dT + A_2 |e_3|^3 \int_T u_{xxx} E_1(x) dT, \]
where \( A_2 \) is a constant, and \( E_1 \) is a cubic polynomial in the \( x \)-direction.

Analogously, we have

\[
|e_1| |e_3|(Q_b u(M_3) + Q_b u(M_4))
= |e_1| \int_{e_3} u(x, y_{j-1}) dx + |e_1| \int_{e_4} u(x, y_j) dx
= 2 \int_T u(x, y) dT + A_1|e_1|^2 \int_T u_{yy} dT + A_2|e_1|^3 \int_T u_{yy}E_2(y) dT,
\]

where \( E_2 \) is a cubic polynomial in the \( y \)-direction.

Substituting (6.17) and (6.18) into (6.16) yields

\[
\rho_h^{-1}(Q_b S(Q_b u) - Q_b u, Q_b S(v_b) - v_b)_{\Omega_T}
= -\rho_h^{-1}|e_1|\chi_1(M_1) \left( A_1|e_3|^{-1} \int_T u_{xx} dT - A_1|e_1||e_3|^{-1} \int_T u_{yy} dT \right)
+ A_2|e_3|^2|e_1|^{-1} \int_T u_{xx} E_1(x) dT - A_2|e_1|^2|e_3|^{-1} \int_T u_{yy} E_2(y) dT
= -\rho_h^{-1} A_1 \left( |e_3|\chi_1(M_1) \int_T u_{xx} dT - |e_1|\chi_2(M_3) \int_T u_{yy} dT \right) + R_2(T),
\]

where we have used the relation \( |e_1|\chi_1(M_1) = -|e_3|\chi_2(M_3) \), and \( R_2(T) \) is given by

\[
R_2(T) = -A_2\rho_h^{-1} \left( |e_3|^2\chi_1(M_1) \int_T u_{xx} E_1(x) dT 
+ |e_1|^2\chi_2(M_3) \int_T u_{yy} E_2(y) dT \right),
\]

which can be seen to satisfy (6.14). \( \square \)

The following expansion for the error function provides a basis for superconvergence.

**Theorem 6.4.** Assume that \( u \in H^3(\Omega) \) is the exact solution of the model problem (1.1)-(1.2), and \( u_b \in V_b^g \) is the weak Galerkin finite element approximation arising from (3.1). On each element \( T \) (see Fig. 6.1), define \( w_b \in V_b \) as follows

\[
w_b = \begin{cases} 
\frac{1}{12} |e_1|\rho_h^{-1}h^{-1}\left( |e_1|Q_b(u_{yy})|e_1| - 6Q_b(q_{2y})|e_1| \right), & \text{on } e_1, \\
\frac{1}{12} |e_2|\rho_h^{-1}h^{-1}\left( |e_2|Q_b(u_{yy})|e_2| - 6Q_b(q_{2y})|e_2| \right), & \text{on } e_2, \\
\frac{1}{12} |e_3|\rho_h^{-1}h^{-1}\left( |e_3|Q_b(u_{xx})|e_3| - 6Q_b(q_{1x})|e_3| \right), & \text{on } e_3, \\
\frac{1}{12} |e_4|\rho_h^{-1}h^{-1}\left( |e_4|Q_b(u_{xx})|e_4| - 6Q_b(q_{1x})|e_4| \right), & \text{on } e_4.
\end{cases}
\]

Denote by \( \tilde{e}_b = (Q_b u - u_b) + h^2w_b \) the modified error function. Then, the following equation or expansion holds true:

\[
(a\nabla_d\tilde{e}_b, \nabla_d v_b) + s(\tilde{e}_b, v_b) = h^2(a\nabla_d w_b, \nabla_d v_b) + R_3(v_b)
\]

for all \( v_b \in V_b^0 \), where \( R_3(v_b) \) is the remainder satisfying

\[
|R_3(v_b)| \leq Ch^2\|u\|_3 \|S(v_b) - v_b\|.
\]
Proof. First of all, from (6.20) it is easy to see that the function \( w_b \) is single-valued on each edge. Furthermore, the following estimate holds true

\[
\| \nabla d w_b \| \leq C \| u \|_3.
\]

The proof of (6.21) is merely a combination of the error equation (6.2) with the two expansions given in Lemmas 6.2 and 6.3. To this end, note that the functional \( \zeta_u \) on the right-hand side of (5.2) consists of two terms detailed in (5.3). The first term of \( \zeta_u(v_b) \) has the expansion (6.10) and the second one has (6.13) on each element. They collectively give the following expansion (\( A_1 = 1/6 \))

\[
\zeta_u(v_b) = \sum_{T \in \mathcal{T}_h} -\rho h^{-1} A_1 |e_3| \chi_1(M_1) \int_T u_{xx} \,dT
+ \sum_{T \in \mathcal{T}_h} \rho h^{-1} A_1 |e_1| \chi_2(M_3) \int_T u_{yy} \,dT
+ \sum_{T \in \mathcal{T}_h} \chi_1(M_1) \int_T q_{1x} \,dT
+ \sum_{T \in \mathcal{T}_h} \chi_2(M_3) \int_T q_{2y} \,dT
+ \sum_{T \in \mathcal{T}_h} (R_1(T) + R_2(T)).
\]

On the rectangular element \( T = [x_{i-1}, x_i] \times [y_{j-1}, y_j] \), note that

\[
\int_T u_{xy}(y - y_c) \,dT = - \int_T u_{xx} \,dT + \frac{1}{2} |e_1| \int_{e_2} u_{xx} \,dx + \frac{1}{2} |e_1| \int_{e_3} u_{xx} \,dx.
\]

Thus,

\[
\int_T u_{xx} \,dT = \frac{1}{2} |e_1| \int_{e_2} Q_b(u_{xx})|_{e_2} + \frac{1}{2} |e_1| \int_{e_3} Q_b(u_{xx})|_{e_3} - \int_T u_{xy}(y - y_c) \,dT.
\]

Analogously, we have

\[
\int_T u_{yy} \,dT = \frac{1}{2} |e_3| \int_{e_2} Q_b(u_{yy})|_{e_2} + \frac{1}{2} |e_3| \int_{e_1} Q_b(u_{yy})|_{e_1} - \int_T u_{yy}(x - x_c) \,dT.
\]

\[
\int_T q_{1x} \,dT = \frac{1}{2} |e_1| \int_{e_3} Q_b(q_{1x})|_{e_3} + \frac{1}{2} |e_1| \int_{e_2} Q_b(q_{1x})|_{e_2} - \int_T q_{1xy}(y - y_c) \,dT.
\]

\[
\int_T q_{2y} \,dT = \frac{1}{2} |e_3| \int_{e_2} Q_b(q_{2y})|_{e_2} + \frac{1}{2} |e_3| \int_{e_1} Q_b(q_{2y})|_{e_1} - \int_T q_{2yx}(x - x_c) \,dT.
\]

Substituting the last four identities into (6.24) yields

\[
\zeta_u(v_b) = -\frac{1}{2} \sum_{T \in \mathcal{T}_h} \rho h^{-1} A_1 |e_1| |e_3| |e_2| |\chi_1(M_1)(Q_b(u_{xx})|_{e_3} + Q_b(u_{xx})|_{e_4})
- \frac{1}{2} \sum_{T \in \mathcal{T}_h} \rho h^{-1} A_1 |e_1|^2 |e_3| |\chi_2(M_3)(Q_b(u_{yy})|_{e_1} + Q_b(u_{yy})|_{e_2})
+ \frac{1}{2} \sum_{T \in \mathcal{T}_h} \chi_1(M_1)|e_1| |e_3||Q_b(q_{1x})|_{e_3} + Q_b(q_{1x})|_{e_4})
+ \frac{1}{2} \sum_{T \in \mathcal{T}_h} \chi_2(M_3)|e_3| |e_1||Q_b(q_{2y})|_{e_1} + Q_b(q_{2y})|_{e_2}) + \sum_{T \in \mathcal{T}_h} R_3(T),
\]
where
\[ R_3(T) = R_1(T) + R_2(T) \]
\[ + \rho h^{-1} A_1 |e_3| \chi_1(M_1) \int_T u_{xy}(y - y_e) dT \]
\[ + \rho h^{-1} A_1 |e_1| \chi_2(M_3) \int_T u_{yy}(x - x_e) dT \]
\[ - \chi_1(M_1) \int_T q_{xy}(y - y_e) dT - \chi_2(M_3) \int_T q_{yx}(x - x_e) dT \]
is the combined remainder term on the element \( T \). It is not hard to see that the combined remainder term can be bounded as follows
\[ \sum_{T \in T_h} |R_3(T)| \leq C h^2 \| u \|_3 \| S(v_b) - v_b \|. \]

Thus, it suffices to deal with the leading term in the expansion (6.26). To this end, we use the properties (6.9) to rewrite (6.26) as follows
\[
\zeta_u(v_b) = \frac{1}{2} \sum_{T \in T_h} \rho h^{-1} A_1 |e_3|^3 (\chi_2(M_3) Q_b(u_{xx})|e_3 + \chi_2(M_4) Q_b(u_{xx})|e_4)
\]
\[ + \frac{1}{2} \sum_{T \in T_h} \rho h^{-1} A_1 |e_1|^3 (\chi_1(M_1) Q_b(u_{yy})|e_1 + \chi_1(M_2) Q_b(u_{yy})|e_2) \]
\[ - \frac{1}{2} \sum_{T \in T_h} |e_3|^2 (\chi_2(M_3) Q_b(q_{1x})|e_3 + \chi_2(M_4) Q_b(q_{1x})|e_4)
\]
\[ - \frac{1}{2} \sum_{T \in T_h} |e_1|^2 (\chi_1(M_1) Q_b(q_{2y})|e_1 + \chi_1(M_2) Q_b(q_{2y})|e_2)
\]
\[ + \sum_{T \in T_h} R_3(T). \]

By introducing
\[ w_b = \begin{cases} 
\frac{1}{2} |e_1| \rho^{-1} h^{-1} (\rho h^{-1} A_1 |e_1| Q_b(u_{yy})|e_1 - Q_b(q_{2y})|e_1), & \text{on } e_1, \\
\frac{1}{2} |e_2| \rho^{-1} h^{-1} (\rho h^{-1} A_1 |e_2| Q_b(u_{yy})|e_2 - Q_b(q_{2y})|e_2), & \text{on } e_2, \\
\frac{1}{2} |e_3| \rho^{-1} h^{-1} (\rho h^{-1} A_1 |e_3| Q_b(u_{xx})|e_3 - Q_b(q_{1y})|e_3), & \text{on } e_3, \\
\frac{1}{2} |e_4| \rho^{-1} h^{-1} (\rho h^{-1} A_1 |e_4| Q_b(u_{xx})|e_4 - Q_b(q_{1y})|e_4), & \text{on } e_4.
\end{cases} \]
we may rewrite (6.26) in the following form
\[ \zeta_u(v_b) = \rho h \sum_{T \in T_h} \langle w_b, Q_b S(v_b) - v_b \rangle_{\partial T} + \sum_{T \in T_h} R_3(T). \]

Note that the weak function \( w_b \) is well-defined by (6.21) as the value on each interior edge is uniquely determined by this formula. Thus, with \( e_b = Q_b u - w_b \), we have
\[ \sum_{T \in T_h} (a \nabla_e e_b, \nabla_e v_b)_T + \rho h^{-1} \sum_{T \in T_h} (Q_b S(e_b) - e_b, Q_b S(v_b) - v_b)_{\partial T} \]
\[ = \rho h \sum_{T \in T_h} \langle w_b, Q_b S(v_b) - v_b \rangle_{\partial T} + \sum_{T \in T_h} R_3(T) \]
\[ = - \rho h \sum_{T \in T_h} \langle Q_b S(w_b) - w_b, Q_b S(v_b) - v_b \rangle_{\partial T} + \sum_{T \in T_h} R_3(T). \]
By letting $\tilde{e}_b = e_b + h^2w_b$ we arrive at

$$
\sum_{T \in T_h} (a\nabla_d \tilde{e}_b, \nabla_d v_b)_T + \rho h^{-1} \sum_{T \in T_h} (Q_b S(\tilde{e}_b) - \tilde{e}_b, Q_b (v_b - v_b)_{\partial T})
$$

$$
= \sum_{T \in T_h} h^2 (a\nabla_d w_b, \nabla_d v_b)_T + \sum_{T \in T_h} R_3(T),
$$

which gives precisely the expansion (6.21) with $R_3(v_b) = \sum_{T \in T_h} R_3(T)$.\]

**6.2. Superconvergence.** The error expansion (6.21) in Theorem 6.4 indicates that the modified error function $\tilde{e}_b = (Q_b u - u_b) + h^2w_b$ satisfies an equation with load function at the scale of $O(h^2)$. If $\tilde{e}_b$ were to be vanishing on the boundary $\partial \Omega$, then one would obtain an estimate of the following type

$$(a\nabla_d \tilde{e}_b, \nabla_d \tilde{e}_b)^{1/2} \leq C h^2 \| \nabla^3 u \|$$

by letting $v_b = \tilde{e}_b$ in (6.21). The question is when it would be possible to have $\tilde{e}_b|_{\partial \Omega} = 0$. From $\tilde{e}_b = (Q_b u - u_b) + h^2w_b$ we see that the only way to have $\tilde{e}_b|_{\partial \Omega} = 0$ is to enforce a computational solution $u_b$ satisfying the following boundary condition

$$u_b|_{\partial \Omega} = Q_b g + h^2 w_b|_{\partial \Omega}.$$

The above boundary condition can be implemented if $w_b|_{\partial \Omega}$ is computable without any prior knowledge of the exact solution $u$. The following result assumes a computable $w_b|_{\partial \Omega}$.

**Theorem 6.5.** Assume that $u \in H^3(\Omega)$ is the exact solution of the model problem (1.1)-(1.2). Let $w_b \in V_b$ be given on each element $T$ (see Fig. 6.1) as follows

$$w_b = \begin{cases}
\frac{1}{|e_1|} \rho^{-1} h^{-1} (\rho h^{-1} |e_1| Q_b(u_{yy})|e_1|) - 6Q_b(q_{2y})|e_1|, & \text{on } e_1, \\
\frac{1}{|e_2|} \rho^{-1} h^{-1} (\rho h^{-1} |e_2| Q_b(u_{yy})|e_2|) - 6Q_b(q_{2y})|e_2|, & \text{on } e_2, \\
\frac{1}{|e_3|} \rho^{-1} h^{-1} (\rho h^{-1} |e_3| Q_b(u_{xx})|e_3|) - 6Q_b(q_{1x})|e_3|, & \text{on } e_3, \\
\frac{1}{|e_4|} \rho^{-1} h^{-1} (\rho h^{-1} |e_4| Q_b(u_{xx})|e_4|) - 6Q_b(q_{1x})|e_4|, & \text{on } e_4.
\end{cases}$$

Let $u_b \in V^g_b$ be the weak Galerkin finite element approximation arising from (6.1) with the following boundary value

$$u_b|_{\partial \Omega} = \tilde{Q}_b g := Q_b g + h^2 w_b|_{\partial \Omega}.$$

Denote by $\tilde{e}_b = (Q_b u + h^2w_b) - u_b$ the modified error function. Then, the following estimate holds true:

$$\left( \sum_{T \in T_h} \| \nabla_d \tilde{e}_b \|_T^2 \right)^{1/2} + \| S(\tilde{e}_b) - \tilde{e}_b \| \leq C h^2 \| u \|_3.$$

**Proof.** From the error expansion (6.21) in Theorem 6.4 we have

$$(a\nabla_d \tilde{e}_b, \nabla_d v_b) + s(\tilde{e}_b, v_b) = h^2 (\nabla_d w_b, \nabla_d v_b) + R_3(v_b)$$

for all $v_b \in V^0_b$, where the remainder $R_3(v_b)$ has the estimate (6.22). As $u_b|_{\partial \Omega} = \tilde{Q}_b g$, it follows from (6.32) that $\tilde{e}_b|_{\partial \Omega} = 0$ so that $\tilde{e}_b \in V^0_b$. By letting $v_b = \tilde{e}_b$ in (6.34) we obtain

$$(a\nabla_d \tilde{e}_b, \nabla_d \tilde{e}_b) + s(\tilde{e}_b, \tilde{e}_b) = h^2 (\nabla_d w_b, \nabla_d \tilde{e}_b) + R_3(\tilde{e}_b),$$
which, together with (6.22) and (6.23), yields the superconvergence estimate (6.33).

From (6.32), we see that the usual $L^2$ projection of the Dirichlet data was perturbed by

$$(6.36) \quad \varepsilon_b := \frac{1}{12} |e_1| (|e_1| - 6 \rho^{-1} h a_{22} Q_b (g_{yy}) - 6 \rho^{-1} h a_{21} Q_b (u_{yx}))$$
on vertical segments, and by

$$(6.37) \quad \varepsilon_b := \frac{1}{12} |e_3| (|e_3| - 6 \rho^{-1} h a_{11} Q_b (g_{xx}) - 6 \rho^{-1} h a_{12} Q_b (u_{xy}))$$
on on horizontal segments. For Dirichlet boundary value problem with diagonal diffusive coefficient $a = (a_{11}, 0; 0, a_{22})$, the perturbation $\varepsilon_b$ is computable by using merely the boundary data $g$, as $a_{12} = a_{21} = 0$ in (6.36)-(6.37) so that the mixed partial derivative $u_{xy}$ is not needed. Consequently, the superconvergence estimate (6.33) is applicable to Dirichlet boundary value problems with diagonal diffusive tensor.

From Theorem 6.5, we have the following estimate

$$\left( \sum_{T \in \mathcal{T}_h} \left\| \nabla d \tilde{e}_b \right\|^2_T \right)^{\frac{1}{2}} \leq C h^2 \| u \|_3,$$

where $\tilde{e}_b = (Q_b u + h^2 w_b) - u_b$. It follows that

$$(6.38) \quad \left( \sum_{T \in \mathcal{T}_h} \left\| \nabla d (Q_b u + h^2 w_b) - \nabla d u_b \right\|^2_T \right)^{\frac{1}{2}} \leq C h^2 \| u \|_3.$$  

By using (6.1) and (6.23) in (6.25) we arrive at the following superconvergence for $\nabla u$:

$$(6.39) \quad \left( \sum_{T \in \mathcal{T}_h} \left\| Q_h (\nabla u) - \nabla d u_b \right\|^2_T \right)^{\frac{1}{2}} \leq C h^2 \| u \|_3.$$

The result can be summarized as follows.

**Corollary 6.6.** Assume that $u \in H^3(\Omega)$ is the exact solution of the model problem (1.1)-(1.2) with diagonal diffusive coefficient $a = (a_{11}, 0; 0, a_{22})$. Let $u_b \in V_b$ be the weak Galerkin finite element approximation arising from (3.1) with the following boundary value:

$$(6.40) \quad u_h = Q_b (g) + \frac{1}{12} h_y (h_y - 6 \rho^{-1} a_{22} h) Q_b (g_{yy})$$
on vertical segments, and

$$(6.41) \quad u_h = Q_b (g) + \frac{1}{12} h_x (h_x - 6 \rho^{-1} a_{11} h) Q_b (g_{xx})$$
on on horizontal segments, where $h_y = |e_1|$ is the meshsize in $y$-direction and $h_x = |e_3|$ is the one in $x$-direction. Then, the following error estimate holds true:

$$(6.42) \quad \left( \sum_{T \in \mathcal{T}_h} \left\| Q_h (\nabla u) - \nabla d u_b \right\|^2_T \right)^{\frac{1}{2}} \leq C h^2 \| u \|_3.$$
For model problems with arbitrary diffusive coefficients, we have the following superconvergence.

**THEOREM 6.7.** Assume that \( u \in H^3(\Omega) \) is the exact solution of the model problem \((1.1)-(1.2)\). Let \( u_b \in V_b \) be the weak Galerkin finite element approximation arising from \((3.1)\) with the boundary value

\[ Q_{bg} := Q_{bg}. \]

Denote by \( e_b = Q_bu - u_b \) the error function. Then, the following estimate holds true:

\[
\left( \sum_{T \in T_h} \| \nabla_d e_b \|^2_T \right)^{1/2} \leq C h^{1.5}(\|u\|_3 + \|\nabla^2 u\|_{0, \partial\Omega}).
\]

**Proof.** From the error expansion \((6.21)\) of Theorem 6.4 we have

\[
(a \nabla_d \tilde{e}_b, \nabla_d v_b) + s(\tilde{e}_b, v_b) = h^2(a \nabla_d w_b, \nabla_d v_b) + R_3(v_b)
\]

for all \( v_b \in V_b^0 \), where \( \tilde{e}_b = (Q_bu - u_b) + h^2w_b \) and \( w_b \) is given by \((6.31)\). The remainder \( R_3(v_b) \) has the estimate \((6.22)\). The modified error function \( \tilde{e}_b \) is generally non-vanishing on the boundary of the domain so that it is disqualified to serve as a test function. To overcome this difficulty, we shall remove the perturbation \( h^2 w_b \) from \( \tilde{e}_b \) on the boundary by subtracting the following function

\[
\chi_b = \begin{cases} 
  h^2 w_b & \text{on edge } e \subset \partial \Omega, \\
  0 & \text{otherwise}.
\end{cases}
\]

It then follows from \((6.31)\) that

\[
(a \nabla_d (\tilde{e}_b - \chi_b), \nabla_d v_b) + s(\tilde{e}_b - \chi_b, v_b)
\]

\[
= h^2(a \nabla_d w_b, \nabla_d v_b) + R_3(v_b) - (a \nabla_d \chi_b, \nabla_d v_b) - s(\chi_b, v_b)
\]

for all \( v_b \in V_b^0 \). The first two terms on the right-hand side of \((6.47)\) can be bounded as follows

\[
| h^2(a \nabla_d w_b, \nabla_d v_b) | \leq C h^2|\nabla^3 u|(\|\nabla_d v_b\| + \|S(v_b) - v_b\|).
\]

The third and the fourth term on the right-hand side of \((6.47)\) can be bounded by using the Schwartz inequality

\[
|(a \nabla_d \chi_b, \nabla_d v_b) | \leq C \|\nabla \chi_b\| \|\nabla_d v_b\|
\]

\[
\leq C h^{1.5} \|\nabla^2 u\|_{0, \partial\Omega} \|\nabla_d v_b\|
\]

and

\[
|s(\chi_b, v_b)| \leq s(\chi_b, \chi_b)^{1/2} s(v_b, v_b)^{1/2}
\]

\[
\leq C h^{1.5} \|\nabla^2 u\|_{0, \partial\Omega} s(v_b, v_b)^{1/2}.
\]

Substituting the last three estimates into \((6.47)\) with \( v_b = \tilde{e}_b - \chi_b \) yields the following estimate:

\[
\| \nabla_d (\tilde{e}_b - \chi_b) \| \leq C (h^2|\nabla^3 u| + h^{1.5} \|\nabla^2 u\|_{0, \partial\Omega}),
\]

where we have also used the Cauchy-Schwarz inequality. The last inequality leads to the desired superconvergence estimate \((6.44)\). This completes the proof of the theorem. \( \square\)
7. Numerical Experiments. In this section, we report some computational results for the weak Galerkin finite element scheme (3.1) to numerically justify the superconvergence estimates established in Theorems 6.5 and 6.7 and Corollary 6.6. Our numerical experiment makes use of the lowest order of finite element in the scheme (3.1) so that the numerical solution $u_h = \{u_0, u_b\}$ is given by $u_0 \in P_1(T)$, $u_b \in P_0(\partial T)$, and $\nabla_d u_h \in [P_0(T)]^2$.

Let $u = u(x, y)$ be the exact solution of (1.1)-(1.2), and denote by $e_h := Q_h u - u_h = \{e_0, e_b\}$ the error function, where $e_0 = Q_0 u - S(u_b)$, $e_b = Q_b u - u_b$. $Q_0 u$ and $Q_b u$ are the $L^2$ projections of the exact solution onto the corresponding finite element spaces. Recall that the extension operator $S$ maps piecewise constant functions on $\partial T$ to linear functions on $T$ through the least-squares fitting formula (4.2).

The following metrics are used to measure the error $e_h$ in our numerical experiments:

- $L^2$-norm:  $\|u - S(u_b)\|_0 := \left(\int_\Omega |u - S(u_b)|^2 d\Omega\right)^{1/2}$,
- Discrete $L^\infty$:  $\|u - S(u_b)\|_{\infty, *} := \max_{T \in T_h} |u(x_c, y_c) - S(u_b)(x_c, y_c)|$,
- Discrete $H^1$:  $\|\nabla_d u_b - \nabla u(x_c, y_c)\|_{0, *} := \left(\sum_{T \in T_h} |\nabla_d u_b - \nabla u(x_c, y_c)|^2 |T|\right)^{1/2}$.

Here $|T|$ denotes the area of the element $T$ and $(x_c, y_c)$ represents the coordinates of the element center.

We consider eleven test examples in our numerical experiments; each addresses a particular feature of the superconvergence theory. The domain for all the test cases is chosen as the square domain with uniform or nonuniform partitions consisting of either squares or rectangles. From Corollary 6.6, the superconvergence estimate (6.42) is possible when the Dirichlet boundary value is approximated by a slightly modified $L^2$ projection of the exact boundary value. The numerical experiment will address the following questions for the superconvergence estimate (6.42):

- Is it necessary to use the modified $L^2$ projection (6.40)-(6.41) for the Dirichlet boundary value in the scheme (3.1)?
- Does one has any superconvergence for the numerical solution of (3.1) when the $L^2$ projection or the usual nodal point interpolation of the Dirichlet boundary value is employed? If yes, what the rate of superconvergence would be?

7.1. Numerical experiments with constant coefficients. We first consider several test examples for the model problem (1.1)-(1.2) with constant diffusive tensor on the unit square domain.

Test Case 1 (Homogeneous BVP): The model problem (1.1)-(1.2) is defined on the unit square domain $\Omega = (0, 1)^2$ with diffusive coefficient tensor given by $a_{11} = a_{22} = 1, a_{12} = a_{21} = 0$. The exact solution is chosen as $u = \sin(\pi x) \sin(\pi y)$. The solution has vanishing boundary value so that the superconvergence estimate (6.42) holds true when the numerical boundary value is set to be zero.
Tables 7.1-7.4 illustrate the numerical results for the lowest order WG-FEM on uniform square or rectangular partitions with the stabilization parameter $\rho = 6$ and $\rho = 1$, respectively. The boundary value was set to be zero in the numerical scheme (3.1). As the Dirichlet data is homogeneous, all the assumptions of Corollary 6.6 are satisfied for this test example so that a superconvergence of order $O(h^4)$ is expected for the gradient approximation. The last two columns of Tables 7.1-7.4 show the numerical performance of the weak Galerkin finite element scheme (3.1) in various $H^1$ norms. The numerical results clearly confirm the superconvergence theory developed in the previous section.

It is interesting to note that the numerical solutions are very close to each other for the stabilization parameter $\rho = 1$ and $\rho = 6$ as shown in Tables 7.1 and 7.3. We also computed the solution for several other values of $\rho$ (e.g., $\rho = 0.01, 0.1, 2, 5$), and the numerical results stay unchanged in terms of $\rho$ on uniform square partitions. In addition, the two tables 7.1 and 7.3 show a superconvergence of order 4 in the $H^1$ norm - a superconvergence phenomena better than what the theory predicted. We believe this is a special property of the testing example and the result is not generalizable to other problems.

### Table 7.1
**Test Case 1: Numerical performance of the WG scheme (3.1) (domain $\Omega = (0,1)^2$, exact solution $u = \sin(\pi x) \sin(\pi y)$, uniform square partitions, stabilization parameter $\rho = 6$, and vanishing Dirichlet boundary data).**

| $h$ | $\|u - S(u_b)\|_{\infty}$ | $\|u - S(u_b)\|_0$ | $\|\nabla_d e_b\|_0$ | $\|\nabla_d u_b - \nabla u\|_0$ | $\|\nabla(Q_0 u - S(u_b))\|_0$ |
|-----|------------------------|-----------------|------------------|-----------------------|-------------------------------|
| 1/4 | 4.5171e-02             | 3.0366e-02      | 1.0957e-01       | 2.2968e-03            | 8.7561e-02                    |
| 1/8 | 1.2456e-02             | 7.6006e-03      | 2.8256e-02       | 1.4594e-04            | 2.2598e-02                    |
| 1/16| 3.1880e-03             | 1.9006e-03      | 7.1186e-03       | 9.1591e-06            | 5.6945e-03                    |
| 1/32| 8.0163e-04             | 4.7517e-04      | 1.7831e-03       | 5.7307e-07            | 1.4265e-03                    |
| 1/64| 2.0070e-04             | 1.1879e-04      | 4.4599e-04       | 3.5824e-08            | 3.5679e-04                    |
| 1/128|5.0193e-05             | 2.9698e-05      | 1.1151e-04       | 2.2919e-09            | 8.9208e-05                    |
| 1/256|1.2549e-05             | 7.4246e-06      | 2.7878e-05       | 1.3994e-01            | 2.2303e-05                    |

Rate 2.00

### Table 7.2
**Test Case 1: Numerical performance of the WG scheme (3.1) (domain $\Omega = (0,1)^2$, exact solution $u = \sin(\pi x) \sin(\pi y)$, uniform rectangular partitions, stabilization parameter $\rho = 6$, mesh parameter $h = (h_x + h_y)/2$, and vanishing Dirichlet boundary data).**

| $h$ | $\|u - S(u_b)\|_{\infty}$ | $\|u - S(u_b)\|_0$ | $\|\nabla_d e_b\|_0$ | $\|\nabla_d u_b - \nabla u\|_0$ | $\|\nabla(Q_0 u - S(u_b))\|_0$ |
|-----|------------------------|-----------------|------------------|-----------------------|-------------------------------|
| 2.08e-01|1.2707e-02             | 2.1324e-02      | 8.2340e-02       | 1.3088e-02            | 6.5326e-02                    |
| 1.04e-01|8.7358e-03             | 5.3199e-03      | 2.0891e-02       | 4.1037e-03            | 1.6580e-02                    |
| 5.21e-02|2.2193e-03             | 1.3294e-03      | 5.2424e-03       | 9.9990e-04            | 4.1609e-03                    |
| 2.60e-02|5.5703e-04             | 3.3232e-04      | 1.3118e-03       | 2.4835e-04            | 1.0412e-03                    |
| 1.30e-02|1.3940e-04             | 8.3078e-05      | 3.2803e-04       | 6.1987e-05            | 2.6037e-04                    |
| 6.51e-03|3.4858e-05             | 2.0770e-05      | 8.2013e-05       | 1.5490e-05            | 6.5096e-05                    |
| 3.26e-03|8.7150e-06             | 5.1924e-06      | 2.0503e-05       | 3.8722e-06            | 1.6274e-05                    |

Rate 2.00

Tables 7.2 and 7.4 show the numerical results when rectangular partitions are used in the numerical scheme (3.1). The finite element partitions are obtained from an initial $2 \times 3$ uniform partition through the usual successive refinement technique; namely, by dividing each rectangle into four equal-sized sub-rectangles. We use $h_x$ to represent the meshsize in $x$-direction and $h_y$ in $y$-direction.
Table 7.3

Test Case 1: Numerical performance of the WG scheme (3.1) (domain \( \Omega = (0, 1)^2 \), exact solution \( u = \sin(\pi x)\sin(\pi y) \), uniform square partitions, stabilization parameter \( \rho = 1 \), and vanishing Dirichlet boundary data).

| \( h \) | \( \| u - S(u_b) \|_{\infty} \) | \( \| u - S(u_b) \|_0 \) | \( \| \nabla_d u_b - \nabla u_b \|_{\infty} \) | \( \| \nabla(Q_0 u - S(u_b)) \|_0 \) |
|---|---|---|---|---|
| 1/4 | 4.5171e-02 | 3.0366e-02 | 2.2968e-03 | 8.7561e-02 |
| 1/8 | 1.2456e-02 | 7.6006e-03 | 1.4594e-04 | 2.2598e-02 |
| 1/16 | 3.1880e-03 | 1.9006e-03 | 5.6945e-03 | 3.5679e-04 |
| 1/32 | 8.01643e-04 | 4.7517e-04 | 1.4265e-03 | 8.9208e-05 |
| 1/64 | 2.0070e-04 | 1.1879e-04 | 2.2303e-05 | 2.130e-06 |
| Rate | 2.00 | 2.00 | 2.00 | 2.00 |

Table 7.4

Test Case 1: Numerical performance of the WG scheme (3.1) (domain \( \Omega = (0, 1)^2 \), exact solution \( u = \sin(\pi x)\sin(\pi y) \), uniform rectangular partitions, stabilization parameter \( \rho = 1 \), mesh parameter \( h = \max\{h_x, h_y\} \), and vanishing Dirichlet boundary data).

| \( h \) | \( \| u - S(u_b) \|_{\infty} \) | \( \| u - S(u_b) \|_0 \) | \( \| \nabla_d u_b - \nabla u_b \|_{\infty} \) | \( \| \nabla(Q_0 u - S(u_b)) \|_0 \) |
|---|---|---|---|---|
| 1/4 | 2.6067e-02 | 2.1660e-02 | 9.9161e-02 | 5.6547e-02 |
| 1/8 | 6.6802e-03 | 5.4600e-03 | 2.7845e-02 | 1.8770e-02 |
| 1/16 | 1.6762e-03 | 1.3665e-03 | 7.2033e-03 | 5.0348e-03 |
| 1/32 | 4.1934e-04 | 3.4168e-04 | 1.8116e-03 | 1.2726e-03 |
| 1/64 | 1.0486e-04 | 8.5426e-05 | 4.5525e-04 | 3.2168e-04 |
| 1/128 | 2.6215e-05 | 2.1356e-05 | 1.1388e-04 | 8.0598e-05 |
| 1/256 | 6.5538e-06 | 5.3390e-06 | 2.8473e-05 | 2.130e-05 |
| Rate | 2.00 | 2.00 | 2.00 | 2.00 |

Test Case 2 (Nonhomogeneous BVP): The model problem (1.1)-(1.2) is again defined on the unit square domain \( \Omega = (0, 1)^2 \), and the diffusive coefficient \( a \) is the identity matrix. The exact solution in this test case is given by \( u = \sin(x)\cos(y) \). The Dirichlet boundary value is given by the restriction of the exact solution on the boundary, and the right-hand side function \( f \) is computed accordingly.

The Dirichlet boundary value is clearly non-trivial so that the superconvergence estimate (6.42) holds true when the numerical boundary value is chosen as the modified \( L^2 \) projection of the boundary data shown as in (6.40)-(6.41). Tables 7.5 and 7.6 illustrate the performance of the WG finite element scheme (3.1) when the modified \( L^2 \) projection of the boundary data is employed in (3.1). The result shows a superconvergence of rate \( r = 2 \) in the discrete \( H^1 \) norm, which is in great consistency with the theory.

Tables 7.5 and 7.6 show the performance of the WG finite element scheme (3.1) when the exact \( L^2 \) projection of the boundary data is employed in (3.1). On uniform square partitions, the numerical solutions are seen to be convergent at the rate of \( r = 2 \) in the discrete \( H^1 \) norm as shown in Table 7.7. It should be pointed out that on uniform square partitions, one may carry out the analysis further to derive a superconvergence with the full rate of \( r = 2 \) if the boundary data satisfies \( u_{xx} = u_{yy} \), which is the case for Test Case 2. On the other hand, Table 7.8 illustrates a convergence at a rate lower than \( r = 2 \) on uniform rectangular partitions. The result with rectangular partitions reveals a sub-optimal order of superconvergence for the scheme (3.1) when the boundary value is approximated by the \( L^2 \) projection or the
usual nodal point interpolation. This sub-optimal order has been theoretically proved to be \( r = 1.5 \) with proper regularity assumptions on the exact solution. Note that the computation indicates a superconvergence with an order around \( r = 1.9 \) rather than \( r = 1.5 \).

### Table 7.7

Test Case 2: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \( u = \sin(x)\cos(y) \), uniform square partitions, stabilization parameter \( \rho = 1 \), mesh parameter \( h = \max(h_x, h_y) \), and perturbed \( L^2 \) projection of the Dirichlet boundary data.

| \( h \)      | \( \|u - S(u_h)\|_{\infty, \ast} \) | \( \|u - S(u_h)\|_0 \) | \( \|\nabla_d u_h - \nabla u\|_0 \) | \( \|\nabla_{d, u_h} - \nabla u\|_{0, \ast} \) | \( \|\nabla(Q_h u - S(u_h))\|_0 \) |
|-------------|---------------------------------|---------------------|------------------|-------------------------------|---------------------|
| 1/4         | 1.1296e-02                      | 9.0829e-03          | 1.9733e-02       | 1.5734e-02                    | 1.8906e-02          |
| 1/8         | 8.0096e-04                      | 5.7037e-04          | 1.2386e-03       | 3.9920e-04                    | 7.4939e-03          |
| 1/16        | 8.0096e-04                      | 1.4265e-04          | 3.9756e-04       | 4.7584e-04                    | 2.9785e-04          |
| 1/256       | 2.5111e-07                      | 7.4326e-05          | 1.5746e-05       | 1.8875e-03                    | 7.4327e-05          |
| Rate        | 2.00                            | 2.00                | 2.00             | 2.00                          | 2.00                |

Tables [7.9]-[7.11] illustrate the numerical performance of the lowest order WG-FEM on uniform square or rectangular partitions with the stabilization parameter \( \rho = 6 \). The results are similar to the case of \( \rho = 1 \).

The following conclusions seem to be appropriate from Test Case 2:
Table 7.8

Test Case 2: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \( u = \sin(x) \cos(y) \), uniform rectangular partitions, stabilization parameter \( \rho = 1 \), mesh parameter \( h = \max(h_x, h_y) \), and \( L^2 \) projection of the Dirichlet boundary data.

| \( h \)  | \( \|u - S(u)\|_{\infty} \) | \( \|u - S(u)\|_0 \) | \( \|\nabla u\|_{\infty} \) | \( \|\nabla u \|_{L^2} \) | \( \|\nabla (Q_n u - S(u))\|_0 \) |
|-------|-----------------|-----------------|----------------|----------------|----------------|
| 1/4   | 5.285e-03       | 2.2786e-03      | 6.3206e-03     | 6.8392e-03     | 6.3871e-03     |
| 1/8   | 1.5497e-03      | 5.7273e-04      | 2.0952e-03     | 2.1923e-03     | 2.1099e-03     |
| 1/16  | 4.3514e-04      | 1.4374e-04      | 6.1241e-04     | 6.3112e-04     | 6.1571e-04     |
| 1/32  | 1.1742e-04      | 3.5992e-05      | 1.7103e-04     | 1.7568e-04     | 1.7179e-04     |
| 1/64  | 3.0790e-05      | 9.0027e-06      | 4.6707e-05     | 4.7771e-05     | 4.6880e-05     |
| 1/128 | 7.9255e-06      | 2.2511e-06      | 1.2579e-05     | 1.2826e-05     | 1.2619e-05     |
| 1/256 | 2.0190e-06      | 5.6279e-07      | 3.3544e-06     | 3.4124e-06     | 3.3640e-06     |
| Rate  | 1.97            | 2.00            | 1.91           | 1.91           | 1.91           |

- If the Dirichlet boundary value is approximated by the modified \( L^2 \) projection, the theory-predicted superconvergence of order 2 by Corollary 6.6 is computationally valid for the WG scheme (3.1).
- If the Dirichlet boundary value is approximated by the exact \( L^2 \) projection, the numerical solutions of (3.1) do not have a full rate of convergence at \( r = 2 \), but a convergence at a lower rate of \( r \approx 1.9 \) is observed numerically. Hence, the computation outperforms the theoretical superconvergence of \( r = 1.5 \).

Table 7.9

Test Case 2: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \( u = \sin(x) \cos(y) \), uniform square partitions, stabilization parameter \( \rho = 6 \), mesh parameter \( h = (h_x + h_y)/2 \), perturbed \( L^2 \) projection of the Dirichlet boundary data by (6.40)-(6.41).

| \( h \)  | \( \|u - S(u)\|_{\infty} \) | \( \|u - S(u)\|_0 \) | \( \|\nabla u\|_{\infty} \) | \( \|\nabla u \|_{L^2} \) | \( \|\nabla (Q_n u - S(u))\|_0 \) |
|-------|-----------------|-----------------|----------------|----------------|----------------|
| 1/4   | 7.8248e-03      | 3.4864e-03      | 7.9596e-04     | 3.9619e-03     | 1.0135e-03     |
| 1/8   | 2.0842e-03      | 8.7474e-04      | 2.0322e-04     | 9.9044e-04     | 2.5604e-04     |
| 1/16  | 5.3544e-04      | 2.1888e-04      | 5.1080e-05     | 2.4762e-04     | 6.4192e-05     |
| 1/32  | 1.3548e-04      | 5.4733e-05      | 1.2786e-05     | 6.1904e-05     | 1.6060e-05     |
| 1/64  | 3.4060e-05      | 1.3684e-05      | 3.1980e-06     | 1.5476e-05     | 4.0156e-06     |
| 1/128 | 8.5379e-06      | 3.4210e-06      | 7.9956e-07     | 3.8690e-06     | 1.0040e-06     |
| 1/256 | 2.1373e-06      | 8.5526e-07      | 1.9989e-07     | 9.6726e-07     | 2.5111e-07     |
| Rate  | 2.00            | 2.00            | 2.00           | 2.00           | 2.00           |

Table 7.10

Test Case 2: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \( u = \sin(x) \cos(y) \), uniform rectangular partitions, stabilization parameter \( \rho = 6 \), \( h = (h_x + h_y)/2 \), and perturbed \( L^2 \) projection of the Dirichlet boundary data by (6.40)-(6.41).

| \( h \)  | \( \|u - S(u)\|_{\infty} \) | \( \|u - S(u)\|_0 \) | \( \|\nabla u\|_{\infty} \) | \( \|\nabla u \|_{L^2} \) | \( \|\nabla (Q_n u - S(u))\|_0 \) |
|-------|-----------------|-----------------|----------------|----------------|----------------|
| 2.08e-01 | 5.6939e-03     | 2.4689e-03     | 7.5368e-04     | 2.3643e-03     | 6.6175e-04     |
| 1.64e-01 | 1.5092e-03     | 6.1891e-04     | 1.9018e-04     | 6.4106e-04     | 1.6697e-04     |
| 5.21e-02 | 1.8699e-04     | 1.5483e-04     | 4.7657e-05     | 1.6027e-04     | 4.1846e-05     |
| 2.60e-02 | 9.7868e-05     | 3.8715e-05     | 1.1921e-05     | 4.0067e-05     | 1.0468e-05     |
| 1.30e-02 | 2.4601e-05     | 9.6791e-06     | 2.9808e-06     | 1.0017e-05     | 2.6174e-06     |
| 6.51e-03 | 6.1664e-06     | 2.4198e-06     | 7.4522e-07     | 2.5042e-06     | 6.5438e-07     |
| 3.26e-03 | 1.5436e-06     | 6.0495e-07     | 1.8630e-07     | 6.2605e-07     | 1.6451e-07     |
| Rate  | 2.00            | 2.00            | 2.00           | 2.00           | 2.00           |

Test Case 3 (Nonhomogeneous BVP): The model problem in Test Case 3 has exact solution \( u = \exp(x) \sin(y) \) on the unit square domain, with diffusive coefficient
Table 7.11

Test Case 2: Convergence of the lowest order WG-FEM on the unit square domain with exact solution $u = \sin(x) \cos(y)$, uniform rectangular partitions, stabilization parameter $\rho = 6$, mesh parameter $h = (h_x + h_y)/2$, and $L^2$ projection of the Dirichlet boundary data.

| $h$   | $\|u - S(u_b)\|_\infty$ | $\|u - S(u_b)\|_0$ | $\|\nabla_x u_b - \nabla u\|_0$ | $\|\nabla_y u_b - \nabla u\|_0$ | $\|\nabla(Q_0 u - S(u_b))\|_0$ |
|-------|-------------------------|---------------------|-------------------------------|-------------------------------|--------------------------------|
| 2.08e-01 | 5.6655e-03              | 2.4699e-03          | 3.8965e-03                    | 1.9430e-03                    |                                |
| 1.04e-01 | 1.5383e-03              | 6.1680e-04          | 5.1792e-04                    | 8.7958e-04                    | 5.3789e-04                     |
| 5.21e-02 | 3.0525e-04              | 1.5430e-04          | 1.4171e-04                    | 2.2726e-04                    | 1.4624e-04                     |
| 2.60e-02 | 1.0390e-04              | 3.8582e-05          | 3.8231e-05                    | 5.8602e-05                    | 3.9279e-05                     |
| 1.30e-02 | 2.6126e-05              | 9.6490e-06          | 1.0210e-05                    | 1.5084e-05                    | 1.0456e-05                     |
| 6.51e-03 | 6.5830e-06              | 2.4115e-06          | 3.8763e-06                    | 2.7637e-06                    |                                |
| 3.26e-03 | 1.6532e-06              | 6.0288e-07          | 9.4572e-07                    | 7.2655e-07                    |                                |
| Rate   | 2.00                    | 2.00                | 1.92                          | 1.96                          | 1.93                           |

tensor given as the identity matrix. Unlike Test Case 2, the boundary data for Test Case 3 does not satisfy $u_{xx} = u_{yy}$ so that no superconvergence of full order of $r = 2$ is predicted even on uniform square partitions when the usual $L^2$ projection is applied for the boundary data.

Table 7.12 shows the numerical result on uniform square partitions when the exact $L^2$ projection of the Dirichlet boundary value is used in the numerical scheme (3.1). The result indicates a superconvergence of sub-optimal order of $r \approx 1.9$. Again, it should be pointed out that a superconvergence of order $r = 1.5$ has been theoretically established in previous sections.

Table 7.12

Test Case 3: Convergence of the lowest order WG-FEM on the unit square domain with exact solution $u = \exp(x) \sin(y)$, uniform square partitions, stabilization parameter $\rho = 1$, $L^2$ projection of the boundary data.

| $h$   | $\|u - S(u_b)\|_\infty$ | $\|u - S(u_b)\|_0$ | $\|\nabla_x u_b - \nabla u\|_0$ | $\|\nabla_y u_b - \nabla u\|_0$ | $\|\nabla(Q_0 u - S(u_b))\|_0$ |
|-------|-------------------------|---------------------|-------------------------------|-------------------------------|--------------------------------|
| 1/4   | 1.6582e-02              | 1.3205e-02          | 8.7266e-02                    | 8.726721e-02                  | 8.7277e-02                     |
| 1/8   | 7.3819e-03              | 3.7783e-03          | 3.051025e-02                  | 3.051030e-02                  | 3.0512e-02                     |
| 1/16  | 2.3888e-03              | 9.9876e-04          | 9.281043e-03                  | 9.281047e-03                  | 9.2813e-03                     |
| 1/32  | 7.0761e-04              | 2.5462e-04          | 2.668696e-03                  | 2.668696e-03                  | 2.6688e-03                     |
| 1/64  | 1.9432e-04              | 6.4063e-05          | 7.440080e-04                  | 7.440080e-04                  | 7.4409e-04                     |
| 1/128 | 5.1486e-05              | 1.6047e-05          | 2.034332e-04                  | 2.034332e-04                  | 2.0344e-04                     |
| 1/256 | 1.3370e-05              | 4.9143e-06          | 5.486702e-05                  | 5.486705e-05                  | 5.4869e-05                     |
| Rate  | 1.95                    | 2.00                | 1.89                          | 1.89                          | 1.89                           |

Table 7.13 shows the numerical result on uniform square partitions when the modified $L^2$ projection of the Dirichlet boundary value is used in the numerical scheme (3.1). The result indicates a full superconvergence of rate $r = 2$, which is in great consistency with Corollary 6.6.

Tables 7.14-7.15 show the numerical results on uniform rectangular partitions when the Dirichlet boundary value is approximated with various approaches in the numerical scheme (3.1). The results are similar to those on square partitions. Most notably, Table 7.15 provides a numerical verification of the superconvergence estimate detailed in Corollary 6.6.

Test Case 4 (Nonhomogeneous BVP): Table 7.16 contains some numerical results for the model problem in $\Omega = (0, 1)^2$ with exact solution $u = \sin(x) \sin(y)$ on
Table 7.13

Test Case 3: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \( u = \exp(x) \sin(y) \), uniform square partitions, \( p = 1 \), perturbed \( L^2 \) projection of the boundary data by (6.40)–(6.41).

| \( h \) | ||u - \( \mathcal{S}(u_h) \)||_{\infty} | ||u - \tilde{u}(u_h)||_0 | ||\nabla^h d(u_h)||_0 | ||\nabla d(u_h) - \nabla u||_0,∞ | ||\nabla (Q_0 u - \mathcal{S}(u_h))||_0 |
|-------|----------------|----------------|----------------|----------------|----------------|
| 1/4   | 2.5301e-03     | 9.2574e-03     | 4.554895e-02   | 4.551208e-02   | 4.7354e-02     |
| 1/8   | 6.3910e-04     | 2.1972e-03     | 1.143912e-02   | 1.143926e-02   | 1.1906e-02     |
| 1/16  | 1.6260e-04     | 5.4172e-04     | 2.863968e-03   | 2.863977e-03   | 2.9792e-03     |
| 1/32  | 4.0828e-05     | 1.3485e-04     | 7.162828e-04   | 7.162834e-04   | 7.4509e-04     |
| 1/64  | 1.0211e-05     | 3.7066e-05     | 1.790895e-04   | 1.790896e-04   | 1.8029e-04     |
| 1/128 | 2.5534e-06     | 8.4246e-06     | 4.477358e-05   | 4.477358e-05   | 4.4574e-05     |
| 1/256 | 6.3837e-07     | 2.1060e-06     | 1.119347e-05   | 1.119347e-05   | 1.1619e-05     |

| Rate  | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 |

Table 7.14

Test Case 3: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \( u = \exp(x) \sin(y) \), uniform rectangular partitions, stabilization parameter \( \rho = 1 \), meshsize \( h = \max\{h_x, h_y\} \), and \( L^2 \) projection of the boundary data.

| \( h \) | ||u - \( \mathcal{S}(u_h) \)||_{\infty} | ||u - \tilde{u}(u_h)||_0 | ||\nabla^h d(u_h)||_0 | ||\nabla d(u_h) - \nabla u||_0,∞ | ||\nabla (Q_0 u - \mathcal{S}(u_h))||_0 |
|-------|----------------|----------------|----------------|----------------|----------------|
| 1/4   | 1.6184e-02     | 1.0739e-02     | 7.9121e-02     | 7.8678e-02     | 7.9028e-02     |
| 1/8   | 6.8896e-03     | 3.1242e-03     | 2.6904e-02     | 2.6796e-02     | 2.6881e-02     |
| 1/16  | 2.3176e-03     | 8.2994e-04     | 8.1057e-03     | 8.0813e-03     | 8.1005e-03     |
| 1/32  | 6.7670e-04     | 2.1190e-04     | 2.3194e-03     | 2.3139e-03     | 2.3182e-03     |
| 1/64  | 1.8508e-04     | 5.3355e-05     | 6.4474e-04     | 6.4349e-04     | 6.4447e-04     |
| 1/128 | 4.8913e-05     | 1.3362e-05     | 1.7591e-04     | 1.7563e-04     | 1.7585e-04     |
| 1/256 | 1.2678e-05     | 3.3426e-06     | 4.7374e-05     | 4.7308e-05     | 4.7361e-05     |

| Rate  | 1.95 | 2.00 | 1.89 | 1.89 | 1.89 |

uniform rectangular partitions. The diffusive coefficient tensor \( a \) is a full symmetric and positive definite matrix with constant values. The results are in consistency with our theory.

Test Case 5 (Nonhomogeneous BVP): In this example, the domain is the unit square \( \Omega = (0,1)^2 \) and the diffusive coefficient matrix is the identity. The exact solution is chosen as \( u = \cos(\pi x) \sin(\pi y) \). The rectangular partition was obtained as the tensor product of two one-dimensional partitions in \( x \) and \( y \) directions, respectively. The 1-d non-uniform mesh in the \( x \) direction is given by \( [0 : h_1 : 0.5, 0.5, h_2 : 1] \) with \( h_2 = h_1/2 \), and the 1-d non-uniform mesh in the \( y \) direction is given by \( [0 : \tau_1 : 0.5, 0.5, \tau_2 : 1] \) with \( \tau_2 = \tau_1/2 \); see [13] for more details. Tables 7.13 and 7.14 illustrate the superconvergence performance for the WG finite element approximations. The results are in good consistency with the theory.

Test Case 6 (Nonhomogeneous BVP): The configuration for this test example is as follows: (1) the domain is the unit square, (2) the diffusive coefficient tensor is the identity matrix, and (3) the exact solution is given by \( u = \cos(\pi x) \sin(\pi y) \). The nonuniform rectangular partitions are obtained by perturbing the uniform \( N \times N \) square partition with a random noise. More precisely, for any element \( T = [x_i, x_{i+1}] \times [y_j, y_{j+1}] \) of the uniform \( N \times N \) square partition of the domain \( \Omega = (0,1)^2 \), one alters \( x_{i+1} \) and \( y_{j+1} \) by using the following formula:

\[
x_{i+1}^* = x_{i+1} + 0.2(\text{rand}(1) - 0.5)h, \quad y_{j+1}^* = y_{j+1} + 0.2(\text{rand}(1) - 0.5)h,
\]

where \( h = 1/N \) and \( \text{rand}(1) \) is the MatLab function that returns a single uniformly
Table 7.15

Test Case 3: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \( u = \exp(2x) \sin(y) \), uniform rectangular partitions, stabilization parameter \( \rho = 1 \), meshsize \( h = \max\{h_x, h_y\} \), and perturbed \( L^2 \) projection of the boundary data by \( (0.30, 0.11) \).

| \( h \) | \( \|u - S(u_b)\|_{\infty} \) | \( \|u - S(u_b)\|_0 \) | \( \|\nabla u_b\|_0 \) | \( \|\nabla S(u_b)\|_0 \) | \( \|\nabla (Q_{S(u)} - S(u_b))\|_0 \) |
|---|---|---|---|---|---|
| 1/4 | 1.0773e-02 | 8.5720e-03 | 4.2529e-02 | 4.1088e-02 | 4.3450e-02 |
| 1/8 | 3.0986e-03 | 2.1106e-03 | 1.0696e-02 | 1.0307e-02 | 1.0923e-02 |
| 1/16 | 8.2422e-04 | 5.2608e-04 | 2.6702e-03 | 2.5797e-03 | 2.7340e-03 |
| 1/32 | 2.1187e-04 | 1.3144e-04 | 6.6775e-04 | 6.4512e-04 | 6.8370e-04 |
| 1/64 | 5.3652e-05 | 3.2854e-05 | 1.6695e-04 | 1.6129e-04 | 1.7094e-04 |
| 1/128 | 1.3495e-05 | 8.2132e-06 | 4.1738e-05 | 4.0324e-05 | 4.2736e-05 |
| 1/256 | 3.3836e-06 | 2.0532e-06 | 1.0435e-05 | 1.0081e-05 | 1.0683e-05 |
| Rate | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 |

Table 7.16

Test Case 4: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \( u = \sin(x) \sin(y) \), uniform rectangular partitions, stabilization parameter \( \rho = 1 \), meshsize \( h = \max\{h_x, h_y\} \), and \( L^2 \) projection of the boundary data, coefficient matrix \( a_{11} = 3 \), \( a_{12} = a_{21} = 1 \), and \( a_{22} = 2 \).

| \( h \) | \( \|u - S(u_b)\|_{\infty} \) | \( \|u - S(u_b)\|_0 \) | \( \|\nabla u\|_0 \) | \( \|\nabla S(u)\|_0 \) | \( \|\nabla (Q_{S(u)} - S(u_b))\|_0 \) |
|---|---|---|---|---|---|
| 1/4 | 5.6374e-03 | 3.6092e-03 | 1.6962e-02 | 1.7087e-02 | 1.6982e-02 |
| 1/8 | 2.2290e-03 | 1.0981e-03 | 6.8691e-03 | 6.8863e-03 | 6.8733e-03 |
| 1/16 | 7.4201e-04 | 3.0150e-04 | 2.2557e-03 | 2.2588e-03 | 2.2566e-03 |
| 1/32 | 2.1833e-04 | 7.8119e-04 | 6.7369e-04 | 6.7429e-04 | 6.7385e-04 |
| 1/64 | 6.0011e-05 | 1.9769e-05 | 1.9175e-04 | 1.9190e-04 | 1.9180e-04 |
| 1/128 | 1.5811e-05 | 4.9615e-06 | 5.3108e-05 | 5.3141e-05 | 5.3134e-05 |
| 1/256 | 4.0795e-06 | 1.2419e-06 | 1.4458e-05 | 1.4454e-05 | 1.4454e-05 |
| Rate | 1.95 | 2.00 | 1.88 | 1.88 | 1.88 |

Table 7.17

Test Case 5: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \( u = \cos(\pi x) \sin(\pi y) \), nonuniform rectangular partitions, stabilization parameter \( \rho = 1 \), and \( L^2 \) projection of the boundary data.

| \( h \) | \( \|u - S(u_b)\|_{\infty} \) | \( \|u - S(u_b)\|_0 \) | \( \|\nabla u\|_0 \) | \( \|\nabla S(u)\|_0 \) | \( \|\nabla (Q_{S(u)} - S(u_b))\|_0 \) |
|---|---|---|---|---|---|
| 1/4 | 6.5626e-02 | 2.3170e-02 | 9.2942e-02 | 8.9523e-02 | 8.8819e-02 |
| 1/8 | 1.7693e-02 | 6.0733e-03 | 3.5040e-02 | 3.4625e-02 | 3.4636e-02 |
| 1/16 | 5.1259e-03 | 1.5556e-03 | 1.0803e-02 | 1.0753e-02 | 1.0752e-02 |
| 1/32 | 1.4092e-03 | 3.9244e-04 | 3.0390e-03 | 3.0224e-03 | 3.0217e-03 |
| 1/64 | 3.7339e-04 | 9.8396e-05 | 8.2070e-04 | 8.1909e-04 | 8.1883e-04 |
| 1/128 | 9.6132e-05 | 2.4621e-05 | 2.1888e-04 | 2.1851e-04 | 2.1845e-04 |
| 1/256 | 2.4414e-05 | 6.1567e-06 | 5.7784e-05 | 5.7778e-05 | 5.7775e-05 |
| Rate | 1.98 | 2.00 | 1.92 | 1.92 | 1.92 |

Table 7.18

Test Case 6: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \( u = \cos(\pi x) \sin(\pi y) \), nonuniform rectangular partitions, stabilization parameter \( \rho = 1 \), and \( L^2 \) projection of the boundary data.

| \( h \) | \( \|u - S(u_b)\|_{\infty} \) | \( \|u - S(u_b)\|_0 \) | \( \|\nabla u\|_0 \) | \( \|\nabla S(u)\|_0 \) | \( \|\nabla (Q_{S(u)} - S(u_b))\|_0 \) |
|---|---|---|---|---|---|
| 1/4 | 1.1206e-01 | 6.2495e-02 | 3.4427e-01 | 2.7957e-01 | 3.3185e-01 |
| 1/8 | 3.4800e-02 | 1.3893e-02 | 9.3762e-02 | 7.7517e-02 | 9.0669e-02 |
| 1/16 | 9.4654e-03 | 3.3372e-03 | 2.4118e-02 | 2.0066e-02 | 2.3350e-02 |
| 1/32 | 2.4494e-03 | 1.0922e-03 | 6.0769e-03 | 5.0643e-03 | 5.8849e-03 |
| 1/64 | 6.1982e-04 | 2.7356e-04 | 1.5222e-03 | 1.2691e-03 | 1.4743e-03 |
| 1/128 | 1.5595e-04 | 6.8422e-05 | 3.8070e-04 | 3.1748e-04 | 3.6876e-04 |
| 1/256 | 3.9104e-05 | 1.7108e-05 | 9.5200e-05 | 7.9382e-05 | 9.2802e-05 |
| Rate | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 |
distributed random number in the interval \((0, 1)\). The WG finite element method of the lowest order was then employed to solve the model problem on each perturbed partition. Tables 7.19 and 7.20 illustrate the performance of the WG finite element method on such nonuniform partitions. The numerical results are in great consistency with the theory developed in previous sections.

**Table 7.19**
Test Case 6: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \(u = \cos(\pi x) \sin(\pi y)\), nonuniform square partitions, stabilization parameter \(\rho = 1\), and \(L^2\) projection of the Dirichlet boundary data.

| meshes | \(\|u - S_u\|_{\infty}\) | \(\|\nabla S_u\|_{\infty}\) | \(\|\nabla u - \nabla S_u\|_{\infty}\) | \(\|\nabla (Q_0 u - S_u)\|_{\infty}\) |
|--------|------------------|------------------|------------------|------------------|
| 8 \times 8 | 2.2983e-02      | 8.8478e-03      | 1.8961e-02      | 1.6519e-02      |
| 16 \times 16 | 6.1184e-03      | 2.2584e-03      | 5.3835e-03      | 4.9258e-03      |
| 32 \times 32 | 1.7775e-03      | 5.6631e-04      | 1.9757e-03      | 1.9003e-03      |
| 64 \times 64 | 4.3652e-04      | 1.4188e-04      | 5.3826e-04      | 5.4222e-04      |
| 128 \times 128 | 1.0967e-04     | 3.5501e-05     | 1.9018e-04     | 1.8098e-04     |

*Rate: 2.06*

**Table 7.20**
Test Case 6: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \(u = \cos(\pi x) \sin(\pi y)\), nonuniform square partitions, stabilization parameter \(\rho = 1\), and perturbed \(L^2\) projection of the Dirichlet boundary data by (6.40)-(6.41).

| meshes | \(\|u - S_u\|_{\infty}\) | \(\|\nabla S_u\|_{\infty}\) | \(\|\nabla u - \nabla S_u\|_{\infty}\) | \(\|\nabla (Q_0 u - S_u)\|_{\infty}\) |
|--------|------------------|------------------|------------------|------------------|
| 8 \times 8 | 3.4671e-02      | 5.6631e-02      | 5.6631e-02      | 1.2631e-02      |
| 16 \times 16 | 1.0484e-02      | 2.2584e-02      | 5.3835e-03      | 2.1756e-03      |
| 32 \times 32 | 3.501e-03       | 5.944e-03       | 7.4953e-03      | 5.5927e-03      |
| 64 \times 64 | 7.8391e-04      | 1.775e-04       | 1.8614e-03      | 1.8614e-03      |
| 128 \times 128 | 3.0887e-04     | 5.944e-04       | 4.8025e-04     | 4.8025e-04     |

*Rate: 1.98*

**Test Case 7 (Nonhomogeneous BVP):** The configuration for this test example is the same as the Test Case 6, but the computation on the rate of convergence follows a different approach. More precisely, for each \(N = 2^j\), we first construct a nonuniform rectangular partition of size \(N \times N\) by using the perturbation method employed in Test Case 6, and then obtain a numerical solution by using the lowest order WG finite element method. Next, we refine this nonuniform rectangular partition through the usual bisection method (i.e., divide each rectangular element into four equal-sized sub-rectangles), and then subsequently apply the WG-FEM on the new mesh. The two numerical solutions are used to compute the rate of convergence.

Table 7.21 shows the performance of the WG finite element method with the current configuration. The theoretical rate of convergence in the discrete \(H^1\) norm is \(r = 1.5\), and the numerical experiment provides a good confirmation of the theory.

**7.2. Numerical experiments with discontinuous coefficients.** The goal here is to numerically verify the superconvergence theory when the diffusive coefficient tensor is discontinuous in the domain.

**Test Case 8 (Homogeneous BVP):** In this test case, the domain is given by \(\Omega = (-1, 1)^2\) and the diffusive coefficient tensor \(a\) is given by

\[
a = \begin{pmatrix}
a_{11} & 0 \\
0 & a_{22}
\end{pmatrix}.
\]
Table 7.21

Test Case 7: Convergence of the lowest order WG-FEM on the unit square domain with exact solution \( u = \cos(\pi x)\sin(\pi y) \), nonuniform rectangular partitions, stabilization parameter \( \rho = 1 \), and \( L^2 \) projection of the Dirichlet boundary data.

| \( N \) | \( \| u - S(u_b) \|_\infty \) | \( \| u - S(u_b) \|_0 \) | \( \| \nabla d(u_b) \|_0 \) | \( \| \nabla d(u_b) - \nabla u \|_0 \) | \( \| \nabla (Q_0 u - S(u_b)) \|_0 \) |
|-------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 2^2   | 6.8448e-02      | 3.3954e-02      | 8.2546e-02      | 5.4303e-02      |
| 2^3   | 2.0911e-02      | 8.7566e-03      | 2.3043e-02      | 1.5040e-02      |
| Rate  | 1.71            | 1.96            | 1.93            | 1.84            |
|       | 1.85            |                 |                 |                 |
| 2^4   | 6.6533e-03      | 2.2813e-03      | 7.0895e-03      | 5.0103e-03      |
| Rate  | 1.81            | 1.98            | 1.78            | 1.85            |
|       | 1.72            |                 |                 |                 |
| 2^5   | 2.0911e-02      | 8.7566e-03      | 2.3043e-02      | 1.5040e-02      |
| Rate  | 1.71            | 1.96            | 1.93            | 1.84            |
|       | 1.85            |                 |                 |                 |
| 2^6   | 6.6533e-03      | 2.2813e-03      | 7.0895e-03      | 5.0103e-03      |
| Rate  | 1.81            | 1.98            | 1.78            | 1.85            |
|       | 1.72            |                 |                 |                 |

The exact solution is chosen as \( u = \alpha_i \sin(2\pi x)\sin(2\pi y) \). Here the value of the coefficient \( \alpha_x^i, \alpha_y^i, \alpha_i \) are specified in Table 7.22. This test problem has been considered in [16]. The numerical results are shown in Table 7.23.

Table 7.22

Test Case 7: Parameter values for the diffusive coefficients and the exact solution.

| \( \alpha_x^i \) | \( \alpha_y^i \) | \( \alpha_i \) |
|-----------------|-----------------|--------------|
| 0.1             | 1000            |              |
| 0.01            | 100             |              |
| 100             | 0.01            |              |
| 100             | 0.2             |              |
| 0.1             | 10              |              |
| 10              | 0.2             |              |

Table 7.23

Test Case 8: Convergence of the lowest order WG-FEM on the \((-1,1)^2\) with exact solution \( u = \alpha_i \sin(2\pi x)\sin(2\pi y) \), discontinuous diffusive tensor, uniform square partitions, stabilization parameter \( \rho = 1 \), and \( L^2 \) projection of the boundary data.

| \( h \) | \( \| u - S(u_b) \|_\infty \) | \( \| u - S(u_b) \|_0 \) | \( \| \nabla d(u_b) \|_0 \) | \( \| \nabla d(u_b) - \nabla u \|_0 \) | \( \| \nabla (Q_0 u - S(u_b)) \|_0 \) |
|--------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1/4    | 9.0102e-02      | 1.3856e+01      | 1.2526e+02      | 6.1166e+01      | 1.1121e+02      |
| 1/8    | 3.5126e+00      | 3.2399e+00      | 3.1092e+01      | 1.3165e+01      | 2.6948e+01      |
| 1/16   | 7.7594e-01      | 8.0213e-01      | 7.3921e+00      | 2.4414e+00      | 6.8899e+00      |
| 1/32   | 2.5123e-01      | 2.0198e-01      | 2.0219e+00      | 9.3081e-01      | 1.7653e+00      |
| 1/64   | 6.3761e-02      | 5.0946e-02      | 5.1331e-01      | 2.4552e-01      | 4.5010e-01      |
| 1/128  | 1.6049e-02      | 1.2826e-02      | 1.2945e-01      | 6.4400e-02      | 1.1380e-01      |
| 1/256  | 4.0207e-03      | 3.2163e-03      | 3.2468e-02      | 1.6120e-02      | 2.8570e-02      |
| Rate   | 2.00            | 2.00            | 2.00            | 1.98            | 1.99            |

Test Case 9 (Nonhomogeneous BVP): In this numerical test, the domain \( \Omega = (0,1)^2 \) is divided into two subdomains by the vertical line \( x = \frac{1}{2} \). The diffusive coefficient tensor is the identity matrix \( a = I \) for \( x < 0.5 \) and \( a = [10,3;3,1] \) for
$x \geq 0.5$. The exact solution for this test problem is given by $u = 1 - 2y^2 + 4xy + 6x + 2y$
for $x < 0.5$ and $u = -2y^2 + 1.6xy - 0.6x + 3.2y + 4.3$ for $x \geq 0.5$. This test problem
has been considered in \[16\]. The numerical results are illustrated in Table 7.24.

| $h$ | $\|u - S(u_h)\|_{\infty}$ | $\|u - S(u_h)\|_0$ | $\|\nabla_d(u_h)\|_0$ | $\|\nabla_d u_h - \nabla u\|_0$ | $\|\nabla (Q_h u - S(u_h))\|_0$ |
|-----|----------------|----------------|----------------|----------------|----------------|
| 1/4 | 8.3486e-02 | 5.0480e-02 | 2.7273e-01 | 2.7273e-01 | 2.7273e-01 |
| 1/8 | 2.1292e-02 | 1.3395e-02 | 8.4055e-02 | 8.4055e-02 | 8.4055e-02 |
| 1/16 | 5.3305e-03 | 3.3745e-03 | 2.4203e-02 | 2.4203e-02 | 2.4203e-02 |
| 1/32 | 1.3316e-03 | 8.4796e-04 | 6.7643e-03 | 6.7643e-03 | 6.7643e-03 |
| 1/64 | 3.2807e-04 | 1.2152e-04 | 1.8638e-03 | 1.8638e-03 | 1.8638e-03 |
| 1/128 | 8.3166e-05 | 3.1890e-05 | 5.0695e-04 | 5.0695e-04 | 5.0695e-04 |
| 1/256 | 2.0787e-05 | 1.3299e-05 | 1.3635e-04 | 1.3635e-04 | 1.3635e-04 |

| Rate | 2.00 | 2.00 | 1.89 | 1.89 | 1.89 |

### 7.3. Numerical experiments with variable coefficients
The last part of the numerical experiments shall consider model problems with variable diffusive coefficients.

**Test Case 10 (Nonhomogeneous BVP)**: The model problem in this test has domain $\Omega = (0, 1)^2$ with
exact solution $u = \sin(x)\sin(y)$. The diffusive coefficients are given by $a_{11} = 1 + \exp(y)$, $a_{12} = a_{21} = 0.5$, and $a_{22} = 1 + \exp(x)$. Table 7.25 illustrates the corresponding numerical results arising from the WG finite element method. It can be seen that the numerical results outperform the superconvergence theory established in the last section.

| $h$ | $\|u - S(u_h)\|_{\infty}$ | $\|u - S(u_h)\|_0$ | $\|\nabla_d(u_h)\|_0$ | $\|\nabla_d u_h - \nabla u\|_0$ | $\|\nabla (Q_h u - S(u_h))\|_0$ |
|-----|----------------|----------------|----------------|----------------|----------------|
| 1/4 | 5.3741e-03 | 3.0286e-03 | 9.1756e-03 | 9.1756e-03 | 9.1756e-03 |
| 1/8 | 2.1932e-03 | 8.4258e-04 | 4.2623e-03 | 4.2623e-03 | 4.2623e-03 |
| 1/16 | 7.3908e-04 | 2.2727e-04 | 1.4827e-03 | 1.4827e-03 | 1.4827e-03 |
| 1/32 | 2.1185e-04 | 5.8834e-05 | 4.5247e-04 | 4.5247e-04 | 4.5247e-04 |
| 1/64 | 5.5959e-05 | 1.4962e-05 | 1.3016e-04 | 1.3016e-04 | 1.3016e-04 |
| 1/128 | 1.4294e-05 | 3.7418e-06 | 9.3298e-05 | 9.3298e-05 | 9.3298e-05 |
| 1/256 | 3.6909e-06 | 9.3676e-07 | 9.3215e-06 | 9.3215e-06 | 9.3215e-06 |

| Rate | 2.00 | 2.00 | 1.87 | 1.87 | 1.87 |

**Test Case 11 (Reaction-diffusion equation)**: This test case is concerned with the following reaction-diffusion equation: *Find an unknown function $u$ satisfying*

\[
\begin{align*}
\nabla \cdot (a \nabla u) + cu &= f, & \text{in } & \Omega = (0, 1)^2, \\
u &= g, & \text{on } & \partial \Omega,
\end{align*}
\]

where $a_{11} = 1 + \exp(2x) + y^3$, $a_{12} = a_{21} = \exp(x + y)$, $a_{22} = 1 + \exp(2y) + x^3$, and $c = 2 + x + y$. Table 7.25 contains some numerical results for the problem \((7.1) \cdot (7.2)\) with exact solution $u = 2 \sin(2\pi x)\sin(3\pi y)$. Once again, the numerical results show an outstanding computational performance of the WG finite element method.
Table 7.26

Test Case 11: Convergence of the lowest order WG-FEM on the \((0,1)^2\) with exact solution \(u = 2\sin(2\pi x)\sin(3\pi y)\), uniform rectangular partitions, stabilization parameter \(\rho = 1\), and \(L^2\) projection of the boundary data. The coefficient matrix has entries \(a_{11} = 1 + \exp(2x) + y^2\), \(a_{12} = a_{21} = \exp(x + y)\), and \(a_{22} = 1 + \exp(2y) + x^2\).

| \(h\) | \(\|u - S(u)\|_{\infty, *}\) | \(\|u - S(u_h)\|_{\infty, *}\) | \(\|\nabla_d u_h - \nabla u\|_{h, *}\) | \(\|\nabla(Q_2 u - S(u))\|_h\) |
|-------|-----------------|-----------------|-----------------|-----------------|
| 1/4   | 7.999e-01       | 6.4835e-01      | 7.2555e+00      | 6.5731e+00      | 7.0836e+00      |
| 1/8   | 5.2218e-01      | 2.3675e-01      | 3.5307e+00      | 3.3640e+00      | 3.4912e+00      |
| 1/16  | 2.2828e-01      | 8.4924e-02      | 1.4659e+00      | 1.3422e+00      | 1.4581e+00      |
| 1/32  | 7.2101e-02      | 2.6669e-02      | 4.9367e-01      | 4.8678e-01      | 4.9209e-01      |
| 1/64  | 1.9519e-02      | 7.3441e-03      | 1.4076e-01      | 1.3921e-01      | 1.4040e-01      |
| 1/128 | 4.9855e-03      | 1.8914e-03      | 3.7186e-02      | 3.6817e-02      | 3.7101e-02      |
| 1/256 | 1.2542e-03      | 4.772e-04       | 9.5720e-03      | 9.4822e-03      | 9.5514e-03      |

Rate 1.99 1.96 1.96 1.96

REFERENCES

[1] F. Bassi and S. Rebay, A high-order accurate discontinuous finite element method for the numerical solution of the compressive Navier-Stokes equations, Journal of computational physics, vol. 131(2), pp. 267-279, 1997.

[2] J. H. Bramble and A. H. Schatz, Higher order local accuracy by averaging in the finite element method, Math. Comp., 31 (1977), pp. 94-111.

[3] P.G. Ciarlet, The Finite Element Method for Elliptic Problems, Classics Appl. Math. 40, SIAM, Philadelphia, 2002.

[4] B. Cockburn, B. Dong, J. Guzmán and M. Restelli, Superconvergence and optimally convergent LDG-hybridizable discontinuous Galerkin methods for convection-diffusion-reaction problems, SIAM J. Sci. Comput, vol. 31, pp. 3827-3846, 2009.

[5] C. Chen and Y. Huang, High accuracy theory of finite element methods (in Chinese), Hunan Science Press, China, 1995.

[6] J. Douglas and T. Dupont, Superconvergence for Galerkin methods for the two-point boundary problem via local projections, Numer. Math., 21 (1973), pp. 270-278.

[7] R. Ewing, R. Lazarov and J. Wang, Superconvergence of the velocity along the Gauss lines in mixed finite element methods, SIAM J. Numer. Anal., vol. 28, pp. 1015-1029, 1991.

[8] F. Gao, J. Cui, and G. Zhao, Weak Galerkin finite element methods for Sobolev equation, J. Appl. Math. Comput. 37 (2012), 188-202.

[9] V. Girault and P. A. Raviart, Finite Element Methods for the Navier-Stokes Equations: Theory and Algorithms, Springer-Verlag, Berlin, 1986.

[10] A. Harris and S. Harris, Superconvergence of weak Galerkin finite element approximation for second order elliptic problems by \(L^2\)-projections, Appl. Math. Comput., vol. 227, pp. 610-621, 2014.

[11] Y. Huang, J. Li and D. Li, Developing weak Galerkin finite element method for the wave equation, Numer. Math. Partial Differential Equations., vol. 33 (3), pp. 808-884, 2017.

[12] M. Krizek, Superconvergence phenomenon on three-dimensional meshes, International Journal of Numerical Analysis and Modeling, 2(1) (2005), pp. 43-56.

[13] M. Krizek and P. Neittaanmaki, On superconvergence techniques, Acta Appl. Math., 9(1987), pp. 175-198.

[14] J. Li and S. Shields, Superconvergence analysis of Yee scheme for metamaterial Maxwell’s equation on non-uniform rectangular meshes, Numer. Math., 134 (2015), pp. 741-781.

[15] Z. Liu and T. Nguyen-Thoi, Smoothed finite element methods. CRC press, 2016.

[16] Y. Liu, J. Wang and Q. Zou, A conservative flux optimization finite element method for convection-diffusion equations, https://arxiv.org/pdf/1710.08082.

[17] L. Mu, J. Wang, and X. Ye, A stable numerical algorithm for the Brinkman equations by weak Galerkin finite element methods, Journal of Computational Physics. 273 (2014), 327-342.

[18] L. Mu, J. Wang, Y. Wang and X. Ye, A computational study of the weak Galerkin method for second-order elliptic equations, Numer. Alg., vol. 63, pp. 753-777, 2013.

[19] L. Mu, J. Wang and X. Ye, A weak Galerkin finite element method of polynomial reduction, Journal of Computational and Applied Mathematics, vol. 285, pp. 45-58, 2015.

[20] L. Mu, J. Wang and X. Ye, Weak Galerkin finite element methods on polytopal meshes, International Journal of Numerical Analysis and Modeling, vol. 12, pp. 31-53, 2015.
L. Mu, J. Wang and X. Ye, A least-squares-based weak Galerkin finite element method for second order equations, SIAM. J. Sci. Comput., vol. 39 (4), pp. A1551-A1557, 2017.

L. Mu, J. Wang, X. Ye and S. Zhang, Weak Galerkin finite element method for the Maxwell equations, J. Sci. Comput., vol. 65(1), pp. 363-386, 2015.

L. Mu, J. Wang, X. Ye and S. Zhang, A weak Galerkin method for the elliptic interface problem, Journal of Computational Physics, vol. 250, pp. 106-125, 2013.

L. Mu, J. Wang, X. Ye and S. Zhao, Numerical studies on the weak Galerkin method for the Helmholtz equation with large wave number, Communications in Computational Physics, vol. 15, pp. 1461-1479, 2014.

K. Mustapha and W. McKeen, Superconvergence of a discontinuous Galerkin method for fractional diffusion and wave equations, SIAM J. Numer. Anal., vol. 51(1), pp. 491-515, 2013.

K. Mustapha, M. Nour and B. Cockburn, Convergence and superconvergence analyses of HDG methods for time fractional diffusion problems, Adv. Comput. Math., vol. 42 (2), pp. 377-393, 2016.

A. H. Schatz, I. H. Sloan and L. B. Wahlbin, Superconvergence in finite element methods and meshes that are symmetric with respect to a point, SIAM J. Numer. Anal., vol. 33(1996), pp. 505-521.

L. Wahlbin, Superconvergence in Galerkin finite element methods, Springer. 2006.

C. Wang, New discretization schemes for time-harmonic Maxwell equations by weak Galerkin finite element methods, Journal of Computational and Applied Mathematics, vol. 341, 15 (2018), pp. 127-143.

C. Wang, Superconvergence of Ritz-Galerkin finite element approximations for second order elliptic problems, Numer Methods Partial Differential Eq., pp. 1-19, 2017. DOI: 10.1002/num.22231.

C. Wang and J. Wang, A primal-dual weak Galerkin finite element method for second order elliptic equations in non-divergence form, Math. Comp., vol. 87, 515-545, 2018.

C. Wang and J. Wang, A primal-dual weak Galerkin finite element method for Fokker-Planck type equations, https://arxiv.org/pdf/1704.05606.pdf.

C. Wang, J. Wang, R. Wang and R. Zhang, A locking-free weak Galerkin finite element method for elasticity problems in the primal formulation. Journal of Computational and Applied Mathematics, 307 (2016), 346-366.

J. Wang, Superconvergence and extrapolation for mixed finite element methods on rectangular domains, Math. Comp., 56 (1991), pp. 477-503.

J. Wang, A superconvergence analysis for finite element solution by the least-square surface fitting on irregular meshes for smooth problems, J. Math. Study, vol. 33 (3), pp. 229-243, 2000.

R. Wang, R. Zhang, X. Zhang, and Z. Zhang, Supercloseness analysis and polynomial preserving recovery for a class of weak Galerkin method, Numer Methods Partial Differential Eq. vol. 34, pp. 317-335, 2018.

H. Wei, L. Chen and B. Zheng, Adaptive mesh refinement and superconvergence for two-dimensional interface problems, SIAM J. Sci. Comput., vol. 36 (4), pp. A1478-A1499, 2014.

J. Wang and X. Ye, A weak Galerkin finite element method for second-order elliptic problems, J. Comput. Appl. Math., vol. 241, pp. 103-115, 2013.

J. Wang and X. Ye, A weak Galerkin mixed finite element method for second-order elliptic problems, Math. Comp., vol. 83, pp. 2101-2126, 2014.

R. Wang, R. Zhang, X. Zhang and Z. Zhang, Supercloseness analysis and polynomial preserving recovery for a class of weak Galerkin methods, Numer Methods Partial Differential Eq., vol. 34, pp. 317-335, 2018.

O. Zienkiewicz and J. Zhu, The superconvergence patch recovery (SPR) and adaptive finite element refinement, Comput. Methods Appl. Mech. Eng., vol. 101 (1-3), pp. 207-224, 1992.

O. Zienkiewicz and J. Zhu, The superconvergence patch recovery and a posteriori error estimates, Part 1, Internat. J. Numer. Methods Engrg., vol. 33, pp. 1331-1364, 1992.

O. Zienkiewicz and J. Zhu, The superconvergence patch recovery and a posteriori error estimates, Part 2, Internat. J. Numer. Methods Engrg., vol. 33, pp. 1365-1382, 1992.

X. Zheng and X. Xie, A posterior error estimator for a weak Galerkin finite element solution of the stokes problem, East Asian Journal on Applied Mathematics, vol. 7(3), pp. 508-529, 2017.