Evaluation considerations for EHR-based phenotyping algorithms: A case study for drug-induced liver injury
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Abstract
Developing electronic health record (EHR) phenotyping algorithms involves generating queries that run across the EHR data repository. Algorithms are commonly assessed within demonstration studies. There remains, however, little emphasis on assessing the precision and accuracy of measurement methods during the evaluation process. Depending on the complexity of an algorithm, interim refinements may be required to improve measurement methods. Therefore, we develop an evaluation framework that incorporates both measurement and demonstration studies. We evaluate a baseline EHR phenotyping algorithm for drug induced liver injury (DILI) developed in collaboration with electronic Medical Records Genomics (eMERGE) network participants. We conduct a measurement study and report qualitative (i.e., perceptions of evaluation approach effectiveness) and quantitative (i.e., inter-rater reliability) measures. We also conduct a demonstration study and report qualitative (i.e., appropriateness of results) and quantitative (i.e., positive predictive value) measures. Given results from the measurement study, our evaluation approach underwent multiple changes including the addition of laboratory value visualization and an expanded review of clinical notes. Results from the demonstration study informed changes to our algorithm. For example, given the goal of eMERGE to identify patients who may have a genetic susceptibility to DILI, we excluded overdose patients.

Introduction
A common process for developing electronic health record (EHR) phenotyping algorithms involves an iterative approach to generate queries that run across the EHR data repository. Such algorithms may specify structured data that can be efficiently extracted from EHRs including laboratory values, diagnostic codes, and computerized provider order entry (CPOE) records. In addition, natural language processing (NLP) algorithms are useful for extracting information from clinical notes. These extraction strategies can be scaled and incorporated into phenotyping algorithms with use of terminology systems such as the Unified Medical Language System (UMLS). While NLP for clinical note mining may improve overall algorithm performance, it is common practice to first assess performance with structured data alone.

The eMERGE (Electronic Medical Records and Genomics) Network [3] has made significant contributions towards developing validated EHR phenotyping algorithms for a range of disease phenotypes that can be shared across institutions.[4] Once an algorithm is completed, it is common for investigators to conduct demonstration studies evaluating and reporting quantitative performance measures such as positive predictive value (PPV) and negative predictive value (NPV). Given the variable complexity of eMERGE EHR algorithms [5], however, there may be challenges to defining algorithm criteria that in turn affects performance.

During the EHR phenotype development process, investigators conduct informal measurement studies (e.g., assessing how accurately elevated liver enzymes measures the presence of acute liver injury by reviewing one or two patients). These studies, however, are insufficient and there is a need for formal approaches to conduct both measurement and demonstration studies together. In collaboration with eMERGE network colleagues; we developed an EHR phenotyping algorithm to identify patients with drug induced liver injury (DILI). Although the benefit of medications commonly associated with DILI outweighs the risk in the general population, we want to steer patients at greatest risk away from particular drugs. Studies investigating the underlying genetic and environmental factors associated with DILI may facilitate characterizing these patients. The goal for our EHR phenotyping algorithm is to facilitate identifying patients who have experienced DILI for recruitment into such studies. Given the complexity of how DILI is represented in the EHR, this algorithm provides a good case study for exploring an evaluation framework that incorporates both measurement and demonstration studies. Here we describe lessons from an early, baseline, algorithm that informed changes in measurement approaches and algorithm design (validation of that algorithm is in progress).

Background
There are several challenges to identifying DILI cases that influence the precision and accuracy of measurement methods. We draw from existing methods for evaluation[6] to define an evaluation framework that involves both measurement and demonstration methods.
Evaluations of EHR phenotyping algorithms developed within eMERGE to date primarily assess the PPV. However, there are characteristics of DILI that lend itself to a broader evaluation approach. Compared to previous conditions investigated within eMERGE (e.g., diabetes[7], cataracts[8]), DILI is a rare condition with added complexity given its dependence on the pharmacological action of an indicated drug.

DILI accounts for around 20% of all hospital admissions due to severe liver injury and 50% of acute liver failure cases in the United States.[9] Even so, it remains a rare condition with an estimated incidence ranging from 4 to 15 cases per 100,000 in the UK.[10, 11] When developing EHR phenotyping algorithms to identify cases with rare conditions of low prevalence and incidence such as DILI, it may be more important to optimize the NPV compared to the PPV.[12] Although this would require follow-up screening, optimizing the NPV will reduce the number of missed cases. Also, applying EHR phenotyping for electronic screening reduces the otherwise screening burden, and avoids unnecessary manual review of ineligible patients. Moreover, while it is possible to produce more accurate results by optimizing the PPV and narrowing the cohort, it can introduce biases due to insufficient documentation.[13]

For DILI, the potential to introduce biases are greater given the need to determine a drug as the causal agent of liver injury. To add to the complexity, many different drugs can cause DILI and the pattern of injury varies between drugs. The pattern of liver injury is based on liver enzyme elevations[14-16], and while there are tools to assess the causality of drugs[17-20] there are no specific tests to confirm causality. Given these challenges, we draw from existing evaluation philosophy to define an evaluation framework for EHR phenotyping algorithms.

**Methods**

**A framework for evaluating EHR phenotyping algorithms**

In the context of EHR phenotype algorithms, we describe the study purpose as the major axis of evaluation. The purpose might be to (a) improve measurement approaches utilized within the algorithm (measurement study e.g., inter-rater reliability), or (b) demonstrate the value of the algorithm (demonstration study e.g., PPV calculation). A demonstration study “establishes a relation – which may be associational or causal – between a set of measured variables.”[6] The goal for a measurement study is “to determine the extent and nature of the errors with which a measurement is made using a specific instrument.”[6] As a secondary axis, we describe the data recorded during the evaluation as either qualitative or quantitative.

**A baseline electronic health record phenotype algorithm for drug induced liver injury**

We initially adapt a DILI case definition and algorithm informed by the International Serious Adverse Events Consortium (iSAEC).[1] Each portion of the case definition (Box 1, 1a-2b) is translated into a baseline executable EHR algorithm (Figure 1, A1-D). The algorithm leveraged primarily structured data from the NewYork-Presbyterian Hospital (NYP) clinical data warehouse (CDW). In the first step of the algorithm (Figure 1, A1; Box 1, 1), liver injury ICD-9 diagnosis and procedure codes were specified as inclusion criteria according to Observational Medical Outcomes Partnership (OMOP).[21] Exposure to a drug was specified as any medication ordered within 90 days prior to liver injury diagnosis (Figure 1, A2; Box 1, 1a). We excluded patients with a history of the same diagnosis from Step A2 within 5 years previous (Figure 1, B; Box 1, 1b). We also leveraged the NYP Medical Entities Dictionary (MED) that contains over 60,000 concepts organized into a semantic network of terms.[22, 23] We queried the MED hierarchy to compile laboratory codes including intestinal alkaline phosphatase (ALP), alanine aminotransferase (ALT), and serum bilirubin indirect (Bilirubin). We assess whether peak laboratory values within 180 days following a medication order were above thresholds specified by iSAEC (Figure 1, C1-C4, Box 1, 1a). We also used the MED to compile ICD-9 codes for other diagnoses (Figure 1, D; Box 1, 2b) for exclusion from algorithm results. We report counts at each step of the algorithm.

**Baseline algorithm evaluation approaches**

Our primary evaluation goal was to assess whether the results from the baseline EHR phenotyping algorithm were appropriate given the DILI case definition (as opposed to appropriate given the phenotype algorithm criteria). This evaluation involved both demonstration and measurement studies.

We first defined a review protocol for assessing the alignment of results with the DILI case definition. It specified manual review of the following artifacts: laboratory values (APH, ALT and Bilirubin), medication orders, and discharge summary notes. This protocol described a general approach to classify each result as a true positive (TP), false positive (FP) or not applicable (NA) case. If a patient did not have a discharge summary,
they were classified as NA. Four independent reviewers with informatics training (two physicians and two non-physicians) used the protocol to guide the review of algorithm results. We randomly selected 100 cases from algorithm results for manual review. Each reviewer assessed 40 cases, 20 were overlapping (i.e., reviewed by all reviewers). Both quantitative and qualitative data to assess our measurement approach and to demonstrate the accuracy of the algorithm were collected using CAT (Coding Analysis Toolkit).[24] The reviewers used it to code results and to record notes regarding reason for TP/FP/NA assignments. The CAT ‘Kappa Tool’ was used to run a comparison of inter-coder reliability measures using Fleiss’ Kappa[25] for the 20 overlapping cases (quantitative data for assessing the measurement approach). Quantitative data for the demonstration study were TP, FP, and NA counts that were used to estimate the PPV. Qualitative notes were assessed by identifying themes associated with FPs. Upon completion of the initial review, the reviewers met to discuss perceptions of evaluation approach effectiveness and appropriateness of results. We used themes associated with FPs to understand how the algorithm should be refined to improve the proportion of appropriate results. The term “appropriate” is used given the result may be correct for an EHR phenotype algorithm definition, but inappropriate given the DILI case definition. We report conclusions drawn from our initial assessment and subsequent decisions regarding our measurement approach and algorithm design.

Results

The baseline DILI EHR phenotyping algorithm (Figure 1) was executed as a series of filtering steps beginning with the NYP CDW population between 2004 and 2012 (N=1,045,125). Counts from each filter are shown in Box 2. After applying all algorithm filters, 560 patients met the criteria for DILI.

Results from evaluating the baseline DILI EHR phenotyping algorithm are summarized in Table 1. The measurement study indicated moderate agreement among reviewers (kappa = 0.5). During the post-evaluation discussion regarding perceptions of evaluation approach effectiveness, we identified two main issues: (a) the evaluation platform influenced the manual review process, and (b) indications of DILI were not always reported in discharge summary notes. The two platforms available to review algorithm results were WebCIS (Web-based clinical information system)[26] and nypx.nyp.org. We determined that two reviewers used WebCIS and two used nypx.nyp.org. While we found the technology provided very similar views of patient data, there were two differences that influenced this evaluation: (a) laboratory value visualization capabilities differed between the two systems; and (b) the available notes differed between the two systems. Through further discussion, we also found that there were instances where indications of DILI were found in documents other than discharge summaries. One reviewer, suggested that admission, resident and consult notes were also important to consider. To improve agreement among reviewers and to better systemize the evaluation process, we adjusted future measurement approaches to include a first pass consensus meeting. The consensus meeting involves visualizing the pattern of laboratory values with indications of when a medication was prescribed and when the patient was diagnosed with liver injury with the team of reviewers. Together, the reviewers classify patients as TP, FP, or unknown. Following, one reviewer uses nypx.nyp.org to investigate and confirm or change preliminary classifications. These classifications are coded using CAT to facilitate validation or consensus adjudication.
The demonstration study indicated that algorithm results consisted of 27% TPs, 42% FPs, and 30% NAs. Our PPV was estimated to be 39%. In addition, many results were correct for the algorithm but inappropriate given the DILI case definition. Relevant FP results were often babies, patients who died, overdose patients, or patients who had a liver transplant. Patients who were babies, died or had a liver transplant were inappropriate primarily because their liver enzymes were too unstable to clearly categorize them as DILI cases. Overdose patients were inappropriate because the cause of DILI was already known for these patients. Therefore, to improve the number of appropriate results (and ultimately our PPV) we specified these conditions as exclusion criteria in our updated algorithm. In addition, given many patients in our result set did not have discharge summaries, we decided to specify the inclusion of only inpatients. By doing this we are more likely to have patients with similar medical record artifacts and therefore will further normalize our evaluation process.

**Box 2. Baseline DILI algorithm counts**

| Measurement study | Demonstration study |
|-------------------|---------------------|
| Kappa coefficient: 0.50 | TP: 27  |
|                    | FP: 42  |
|                    | NA: 30  |
|                  | PPV: TP/(TP+FP) = 27/(42+27) = 39%  |

**Table 1. Summary of results from baseline algorithm analysis**

| Quantitative results | Perceptions of evaluation approach effectiveness:  |
|----------------------|--------------------------------------------------|
|                      | • Differences between evaluation platforms        |
|                      | o Visualizing lab values                           |
|                      | o Availability of notes                            |
|                      | • Discharge summary vs. other notes                |

| Qualitative results | Perceptions of benefit of results (themes in FPs):  |
|---------------------|---------------------------------------------------|
|                      | • Babies                                           |
|                      | • Patients who died                                |
|                      | • Overdose patients                                |
|                      | • Patients who had a liver transplant              |

**Discussion**

This evaluation highlights several challenges for evaluating EHR-based phenotyping algorithms including: (a) insuring reliable measures, and (b) drawing appropriate inferences about performance from demonstration studies. Combining measurement and demonstration studies can help address these challenges.

To insure reliable measures, it is important to distinguish between the case definition and phenotype algorithm definition. For example, in the initial demonstration study assessment, several of our FP results were transplant patients. In many cases these results were correct for the algorithm, however, liver enzyme laboratory values were elevated as a result of the procedure rather than from a medication. Therefore, to improve the reliability of our measurements, we refined our algorithm by excluding transplant patients. As an important note, this approach will introduce a bias toward less critical DILI cases given many DILI cases must have liver transplants as a result of their condition - also emphasizing the need to understand the impact of algorithm design decisions. Rather than relying solely on top-down knowledge engineering to make these difficult design decisions, it may be possible to incorporate bottom-up learning from the data.[27] For example, if we can apply data mining methods to characterize patient data, it may be possible to quantify biases and use these data to better inform design decisions or to determine alternative data-driven approaches that avoid introducing biases all together.

In order to draw appropriate inference about performance, it is important to understand the influence of measurement approaches on the results of demonstration studies. While we were able to calculate a PPV for our algorithm, this calculation relies heavily on the algorithm criteria. For example, our measurement study assessing these criteria indicated moderate agreement among reviewers. Thus, the interpretation of our PPV result was unclear. Our next step, therefore, was to make improvements to both our measurement approach and algorithm design so that performance results can be better interpreted. Moreover, it is important to understand characteristics of the condition under investigation. Given DILI is a rare condition of low prevalence, it may be more (or equally) important to optimize NPV compared to PPV. Both measures are currently being investigated.
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