The Application of Elman Neural Network in Uninterrupted Maintenance of Power Grid
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Abstract. Uninterrupted Maintenance of power grid is the development direction of power grid. Electricity load forecasting is the basis for non-stop maintenance and the key to power grid load migration. Therefore, this paper analyses the plans and requirements of non-stop maintenance and predicts the grid load based on the Elman algorithm, by which the load forecasts are given. A load migration model is proposed, which can select the optimal low-load area in all areas to meet the business needs of non-stop maintenance.

1. Introduction
The main task of the distribution network is to provide users with uninterrupted power supply services [1]. In the wake of the development of cities and economy, modern society and cities have become more and more dependent on electricity demand, and the requirements for the quality of power used are also getting higher and higher [2]. Power supply companies need to continue to provide users with sufficient and stable power supply. Reducing the time of equipment outages and user outages caused by the improvement of the power grid operation level and maintenance status is the main direction of the power grid development. Non-power-off maintenance is a common practice in international advanced enterprises for the purpose of realizing users' uninterrupted power supply [3]. Through the bypass operation method, the power load of the area that needs to be overhauled can be moved to other areas, so as to realize the non-power-off overhaul of the distribution station [4].

This kind of uninterrupted maintenance has brought new technical requirements [5]. When the load is transferred, it is necessary to move the electricity load of the area to an area with a significantly lower load rate and monitor the electricity consumption of the distribution station and busbar. Once there is an overload possibly, move to other areas with low load rates in advance. This requires analyzing the electricity consumption and load conditions of each area and predicting future electricity consumption and load bearing conditions [6].

This article aims to solve the shortcomings of the existing technology, offer a short-term power load forecasting method in non-stop maintenance, and provide a migration plan based on the forecast data [7]. This method uses the Elman neural network model, which has stronger stability and forecasting performance than the time series model, and has a certain improvement in the accuracy of load forecasting.
2. Load Migration Model

After considering the load migration of the inspection area, the new area load cannot exceed the maximum load of the area, and the average load within the total time point of the inspection is as small as possible. The following mathematical model is established. The objective function is:

$$ \text{min}(F) = \min \left( \sum_{i=j}^{k} f \left( \frac{(A_i + B^n) - \text{Total}_{\text{Min}}}{\text{Total}_{\text{Max}} - \text{Total}_{\text{Min}}} \right) \right) $$

subject to:

$$(A_i + B^n) \leq \text{threshold}_n \quad n = \{1, 2, 3,...\}$$

Among them, $\text{Total}_{\text{Max}}, \text{Total}_{\text{Min}}$ is the maximum and minimum load during the load migration time period, $A_i$ is the electricity load forecast data in the maintenance area, $B^n$ represents the $n$ alternative electricity load forecast data in the area, and the function $f(x) = x^2$ will be normalized. The electricity load is mapped to different values, the greater the load, the greater $f(x)$. $j$ is the time when the load migration starts, and $k$ is the time when the overhaul ends and the load is cancelled. $\text{threshold}_n$ is the maximum load that the $n$th area can bear.

3. Elman Neural Network Principle

First of all, Elman neural network is an obvious non-static recurrent neural network. Its basic structure is similar to the neural network structure of traditional BP algorithm. It adds a new receiving layer in the hidden layer, and the delay operator is the receiver layer, so as to achieve the purpose of memory optimization. This memory optimization function can make our system have the ability to automatically adapt to the data set, and also bring the ability of time-varying characteristics. It makes the global stability of the algorithm network more stable. The calculation ability of common feed forward neural network is not as good as that of this algorithm, and the problem can be solved quickly [8].

3.1. Network Structure

Elman neural network is widely used, its neural network model is a very common feedback network [8]. Its structure can be divided into four layers: the first layer is the input layer, the hidden layer is in the second layer, the third layer and the fourth layer are the bearing layer and the output layer respectively. The connection of the first layer and the second layer is similar to the feed forward network [9]. We input the signal from the first layer, and the fourth layer can output the neural unit weighted. The activation function functions of the second layer of neural units can be divided into two types, one is linear, the other is nonlinear, and the other is nonlinear [10]. These structures increase the performance of algorithmic network in dealing with dynamic information and can be used for dynamic modeling [11]. Figure 1 shows the structure of the algorithm:
3.2. Learning Process
As shown in Figure 1 above, the nonlinear space of Elman algorithm is represented by the following formula:

\[ y(k) = g(w^3 x(k)) \]  
\[ x(k) = f(w^3 x(\cdot(k)) + w^2 (u(k-1))) \]  
\[ x_{\cdot}(k) = x(k-1) \]

In the formula, \( y \) is output node vector, and the dimension of this vector is the \( m \) dimension, \( x \) is the middle layer’s node vector, and the dimension of this vector is \( n \) dimension, \( u \) and \( x_{\cdot} \) are input and feedback vectors with \( R \) and \( N \) dimensions respectively. The parameter of the connection weight is set to \( w^3 \), \( w^2 \) and \( w^1 \) are also weight values, which belong to input layer to middle layer and bottom layer to middle layer respectively. As a linear combination of the output of the intermediate layer, \( g(\cdot) \) is the transfer function of the output neuron. \( f(\cdot) \) is often replaced by s function, which exists in the middle layer of neurons and is also a transfer function [12].

Elman neural network uses BP algorithm to correct weights, and the sum of square error function is used as learning index function [13].

\[ E(w) = \sum_{k=1}^{N} (y_k(w) - \hat{y}_k(w))^2 \]

4. Performances

4.1. Elman Algorithm Performance Analysis
Taking the historical electricity load data of the whole area of Jiangsu Province on December 10, 2018 as the prediction object, the Elman neural network is used to build the model. The training samples of the network use the electricity load data from December 1 to December 9, 2018. The data on December 10, 2018 is used as the test sample. The predicted actual value and predicted value are input in the same graph. Figure 2 uses Elman neural network prediction algorithm, Figure 3 uses BP neural network prediction algorithm, both calculation methods use the same training samples and parameters.
The prediction results of the two algorithms are shown in the table 1, where the prediction accuracy is represented by the average absolute error.

| Types of algorithms | Target error of training | Training times | Maximum absolute error(%) | Mean absolute error(%) |
|---------------------|--------------------------|----------------|---------------------------|-----------------------|
| Elman algorithm     | 0.001                    | 120            | 10.12                     | 2.51                  |
| BP algorithm        | 0.001                    | 124            | 12.28                     | 3.93                  |

In general, average absolute error is used to measure performance. Elman algorithm is superior to standard BP algorithm in this index, the accuracy is improved by 1.42%, and the maximum absolute error is also smaller than the standard BP algorithm, the maximum absolute error is reduced by 2.16%.
The results of the above simulation can show that the Elman algorithm has higher accuracy for load forecasting, which provides a guarantee for subsequent maintenance work without power failure.

4.2. Load Migration Example

The model is built using the Elman algorithm, and the training samples of the network used the electricity load data from December 1 to December 9, 2018, respectively for the three regions of Nanjing, Jiangyin, and Yixing, Jiangsu Province on December 10, 2018. The electricity load is predicted, and the load forecast result is shown in the figure.

![Forecast Data](image)

**Figure 4.** Forecast data

Assuming that the distribution station in Yixing City needs to be overhauled, through the load migration model proposed above and calculated according to the formula, we can transfer the load from Yixing City to Jiangyin City. Due to the grid data set, only a simple demo is provided. When there are more load areas, the load migration model will be more effective.

5. Conclusions

Uninterrupted maintenance is an important aspect in the development of power grids. Electricity load forecasting is the key to uninterrupted maintenance. Using Elman neural network algorithm to predict electricity load is an effective method. It has higher accuracy than standard BP neural network. Through the predicted power load, the load migration model put forward in this paper is used to realize the optimal plan for non-stop maintenance under the power grid.
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