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Abstract. We consider the almost-sure (a.s.) termination problem for probabilistic programs, which are a stochastic extension of classical imperative programs. Lexicographic ranking functions provide a sound and practical approach for termination of non-probabilistic programs, and their extension to probabilistic programs is achieved via lexicographic ranking supermartingales (LexRSMs). However, LexRSMs introduced in the previous work have a limitation that impedes their automation: all of their components have to be non-negative in all reachable states. This might result in LexRSM not existing even for simple terminating programs. Our contributions are twofold: First, we introduce a generalization of LexRSMs which allows for some components to be negative. This standard feature of non-probabilistic termination proofs was hitherto not known to be sound in the probabilistic setting, as the soundness proof requires a careful analysis of the underlying stochastic process. Second, we present polynomial-time algorithms using our generalized LexRSMs for proving a.s. termination in broad classes of linear-arithmetic programs.
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1 Introduction

The extension of classical imperative programs with randomization gives rise to probabilistic programs (PPs) \cite{DBLP:books/ph/BruynoogheDG95}, which are used in multitude of applications, including stochastic network protocols \cite{DBLP:conf/cps-MurataN04, DBLP:journals/tnn/ParkS01, DBLP:conf/iwitt/SogaardT03, DBLP:journals/corr/abs-1912-00268, DBLP:journals/tcom/ZhengZ08, DBLP:journals/tcom/0017-6699/14}, randomized algorithms \cite{DBLP:books/ph/BruynoogheDG95, DBLP:books/ph/BruynoogheDG95}, security \cite{DBLP:books/ph/BruynoogheDG95}, machine learning, and planning \cite{DBLP:journals/ai/Brown04, DBLP:conf/ijcai/HendersonG02, DBLP:conf/ijcai/HendersonG02, DBLP:conf/ijcai/HendersonG02, DBLP:conf/ijcai/HendersonG02, DBLP:conf/ijcai/HendersonG02, DBLP:conf/ijcai/HendersonG02, DBLP:conf/ijcai/HendersonG02, DBLP:conf/ijcai/HendersonG02}. The analysis of PPs is an active research area in formal methods \cite{DBLP:journals/sttt/BalzertG18, DBLP:journals/tca/1800-00268, DBLP:journals/tca/1800-00268, DBLP:journals/tca/1800-00268, DBLP:journals/tca/1800-00268, DBLP:journals/tca/1800-00268, DBLP:journals/tca/1800-00268, DBLP:journals/tca/1800-00268, DBLP:journals/tca/1800-00268, DBLP:journals/tca/1800-00268}. PPs can be extended with nondeterminism to allow over-approximating program parts that are too complex for static analysis \cite{DBLP:conf/cav/BalzertG18}.

For non-probabilistic programs, the termination problem asks whether a given program always terminates. While the problem is well-known to be undecidable over Turing-complete programs, many sound automated techniques that
work well for practical programs have been developed \[26,27\]. Such techniques typically seek a suitable certificate of termination. Particularly relevant certificates are ranking functions (RFs) \[36,15,25,70,75,71\] mapping program states into a well-founded domain, forcing a strict decrease of the function value in every step. The basic ranking functions are 1-dimensional, which is often insufficient for complex control-flow structures. Lexicographic ranking functions (LexRFs) are multi-dimensional extensions of RFs that provide an effective approach to termination analysis \[28,2,42,17,15,16\]. The literature typically restricts to linear LexRFs for linear-arithmetic (LA) programs, as LA reasoning can be more efficiently automated compared to non-linear arithmetic.

For probabilistic programs, the termination problem considers aspects of the probabilistic behaviors as well. The most fundamental is the almost-sure (a.s.) termination problem, which asks whether a given PP terminates with probability 1. One way of proving a.s. termination is via ranking supermartingales \(RSMs\), a probabilistic analogue of ranking functions named so due to the connection with (super)martingale stochastic processes \[79\]. There is a rich body of work on 1-dimensional RSMs, while the work \[1\] introduces lexicographic RSMs. In probabilistic programs, a transition \(\tau\) available in some state \(s\) yields a probability distribution over the successor states. The conditions defining RSMs are formulated in terms of the expectation operator \(E^\tau\) of this distribution. In particular, lexicographic ranking supermartingales (LexRSMs) \[1\] are functions \(f\) mapping program states to \(\mathbb{R}^d\), such that for each transition \(\tau\) there exists a component \(1 \leq i \leq d\), satisfying, for any reachable state \(s\) at which \(\tau\) is enabled, the following conditions \(P\text{-}RANK\) and \(S\text{-}NNEG\) (with \(f_i\) the \(i\)-component of \(f\) and \(s \models G(\tau)\) denoting the fact that \(s\) satisfies the guard of \(\tau\)):

1. \(P\text{-}RANK(f, \tau) \equiv s \models G(\tau) \Rightarrow (E^\tau[f_i(s')] \leq f_i(s) - 1 \text{ and } E^\tau[f_j(s')] \leq f_j(s) \text{ for all } 1 \leq j < i)\).
2. \(S\text{-}NNEG(f, \tau) \equiv s \models G(\tau) \Rightarrow (f_j(s) \geq 0 \text{ for all } 1 \leq j \leq d)\).

(We use the standard primed notation from program analysis, i.e. \(s'\) is the probabilistically chosen successor of \(s\) when performing \(\tau\).) The \(P\text{-}RANK\) condition enforces an expected decrease in lexicographic ordering, while \(S\text{-}NNEG\) stands for “strong non-negativity”. Proving the soundness of LexRSMs for proving a.s. termination is highly non-trivial and requires reasoning about complex stochastic processes \[1\]. Apart from the soundness proof, \[1\] also presents an algorithm for the synthesis of linear LexRSMs.

While LexRSMs improved the applicability of a.s. termination proving, their usage is impeded by the restrictiveness of strong non-negativity due to which a linear LexRSM might not exist even for simple a.s. terminating programs. This is a serious drawback from the automation perspective, since even if such a program admits a non-linear LexRSM, efficient automated tools that restrict to linear-arithmetic reasoning would not be able to find it.

Consider the program in Figure 1a. By employing simple random-walk arguments, we can manually prove that the program terminates a.s. A linear LexRSM proving this needs to have a component containing a positive multiple of \(x\) at
the head of the inner while-loop ($\ell_1$). However, due to the sampling from the normal distribution, which has unbounded support, the value of $x$ inside the inner loop cannot be bounded from below. Hence, the program does not admit a linear LexRSM. In general, LexRSMs with strong non-negativity do not handle well programs with unbounded-support distributions.

Now consider the program in Figure 1b. It can be again shown that this PP terminates a.s.; however, this cannot be witnessed by a linear LexRSM: to rank the “if-branch” transition, there must be a component with a positive multiple of $y$ in $\ell_0$. But $y$ can become arbitrarily negative within the else branch, and cannot be bounded from below by a linear function of $x$.

**Contribution:** Generalized Lexicographic RSMs. In the non-probabilistic setting, strong non-negativity can be relaxed to partial non-negativity ($P$-$\text{NNEG}$), where only the components which are to the left of the “ranking component” $i$ (inclusive) need to be non-negative (Ben-Amram–Genaim RFS [12]). We show that in the probabilistic setting, the same relaxation is possible under additional expected leftward non-negativity constraint $\text{EXP}$-$\text{NNEG}$. Formally, we say that $f$ is a generalized lexicographic ranking supermartingale (GLexRSM) if for any transition $\tau$ there is $1 \leq i \leq d$ such that for any reachable state $s$ at which $\tau$ is enabled we have $\text{P-RANK}(f, \tau) \land \text{P}$-$\text{NNEG}(f, \tau) \land \text{EXP}$-$\text{NNEG}(f, \tau)$, where

$$\text{P}$-$\text{NNEG}(f, \tau) \equiv s \models G(\tau) \Rightarrow (f_j(s) \geq 0 \text{ for all } 1 \leq j \leq i)$$

$$\text{EXP}$-$\text{NNEG}(f, \tau) \equiv s \models G(\tau) \Rightarrow (\mathbb{E}^{(j)}[f_j(s')] \cdot I_{<j}(s') \geq 0 \text{ for all } 1 \leq j \leq i),$$

with $I_{<j}$ being the indicator function of the set of all states in which a transition ranked by a component $< j$ is enabled.

We first formulate GLexRSMs as an abstract proof rule for general stochastic processes. We then instantiate them into the setting of probabilistic programs and define GLexRSM maps, which we prove to be sound for proving a.s. termination. These results are general and not specific to linear-arithmetic programs.
Contribution: Polynomial Algorithms for Linear GLexRSMs.

1. For linear arithmetic PPs in which sampling instructions use bounded-support distributions we show that the problem LinGLexPP of deciding whether a given PP with a given set of linear invariants admits a linear GLexRSM is decidable in polynomial time. Also, our algorithm computes the witnessing linear GLexRSM whenever it exists. In particular, our approach proves the a.s. termination of the program in Fig. 1b.

2. Building on results of item 1, we construct a sound polynomial-time algorithm for a.s. termination proving in PPs that do perform sampling from unbounded-support distributions. In particular, the algorithm proves a.s. termination for our motivating example in Fig. 1a.

Related work. Martingale-based termination literature mostly focused on 1-dimensional RSMs [18,21,20,22,35,59,60,17,39,62,41]. RSMs themselves can be seen as generalizations of Lyapunov ranking functions from control theory [14,37]. Recently, the work [48] pointed out the unsoundness of the 1-dimensional RSM-based proof rule in [35] due to insufficient lower bound conditions and provided a corrected version. On the multi-dimensional front, it was shown in [35] that requiring components of (lexicographic) RSMs to be nonnegative only at points where they are used to rank some enabled transition (analogue of Bradley-Manna-Sipma LexRFs [15]) is unsound for proving a.s. termination. This illustrates the intricacies of dealing with lower bounds in the design of a.s. termination certificates. Lexicographic RSMs with strong non-negativity were introduced in [11]. The work [23] produces an $\omega$-regular decomposition of program’s control-flow graph, with each program component ranked by a different RSM. This approach does not require a lexicographic ordering of RSMs, but each component in the decomposition must be ranked by a single-dimensional non-negative RSM. RSM approaches were also used for cost analysis [68,78,6] and additional liveness and safety properties [19,8,22].

Logical calculi for reasoning about properties of probabilistic programs (including termination) were studied in [63,81,63,33] and extended to programs with non-determinism in [47,58,51,169,15]. In particular, [57,58,60] formalize RSM-like proof certificates within the weakest pre-expectation (WPE) calculus [64,63]. The power of this calculus allows for reasoning about complex programs [69, Section 5], but the proofs typically require a human input. Theoretical connections between martingales and the WPE calculus were recently explored in [46]. There is also a rich body of work on analysis of probabilistic functional programs, where the aim is typically to obtain a general type system [56,4,52,30] for reasoning about termination properties (automation for discrete probabilistic term rewrite systems was shown in [5]).

As for other approaches to a.s. termination, for finite-state programs with nondeterminism a sound and complete method was given in [32], while [61] considers a.s. termination proving through abstract interpretation. The work [50] shows that proving a.s. termination is harder (in terms of arithmetical hierarchy) than proving termination of non-probabilistic programs.
The computational complexity of the construction of lexicographic ranking functions in non-probabilistic programs was studied in [11,12].

**Paper organization.** The paper is split in two parts: the first one is “abstract”, with mathematical preliminaries (Section 2) and definition and soundness proof of abstract GLexRSMs (Section 3). We also present an example showing that “GLexRSMs” without the expected leftward non-negativity constraint are not sound. The second part covers application to probabilistic programs: preliminaries on the program syntax and semantics (Section 4), a GLexRSM-based proof rule for a.s. termination (Section 5), and the outline of our algorithms (Section 6).

## 2 Mathematical Preliminaries

We use boldface notation for vectors, e.g. \( \mathbf{x}, \mathbf{y}, \) etc., and we denote an \( i \)-th component of a vector \( \mathbf{x} \) by \( x[i] \). For an \( n \)-dimensional vector \( \mathbf{x} \), index \( 1 \leq i \leq n \), and number \( a \) we denote by \( x(i \leftarrow a) \) a vector \( \mathbf{y} \) such that \( y[i] = a \) and \( y[j] = x[j] \) for all \( 1 \leq j \leq n, j \neq i \). For two real numbers \( a \) and \( b \), we use \( a \cdot b \) to denote their product.

We assume familiarity with basics of probability theory [79]. A **probability space** is a triple \((\Omega, \mathcal{F}, \mathbb{P})\), where \( \Omega \) is a sample space, \( \mathcal{F} \) is a sigma-algebra of measurable sets over \( \Omega \), and \( \mathbb{P} \) is a probability measure on \( \mathcal{F} \). A random variable (r.v.) \( R : \Omega \to \mathbb{R} \cup \{-\infty, \infty\} \) is an \( \mathcal{F} \)-measurable real-valued function (i.e. \( \{\omega \mid R(\omega) \leq x\} \in \mathcal{F} \) for all \( x \in \mathbb{R} \)) and we denote by \( \mathbb{E}[R] \) its expected value. A random vector is a vector whose every component is a random variable. We denote by \( \mathbf{X}[j] \) the \( j \)-component of a random vector \( \mathbf{X} \). A (discrete time) stochastic process in a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) is an infinite sequence of random vectors in this space. We will also use random variables of the form \( R : \Omega \to A \) for some finite or countable set \( A \), which easily translates to the real-valued variables.

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and let \( X \) be a random variable. A **conditional expectation** of \( X \) given a sub-sigma algebra \( \mathcal{F}' \subseteq \mathcal{F} \) is any real-valued random variable \( Y \) s.t.: i) \( Y \) is \( \mathcal{F}' \)-measurable; and ii) for each set \( A \in \mathcal{F}' \) it holds that \( \mathbb{E}[X \cdot \mathbb{1}(A)] = \mathbb{E}[Y \cdot \mathbb{1}(A)] \). Here, \( \mathbb{1}(A) : \Omega \to \{0, 1\} \) is an indicator function of \( A \), i.e. function returning 1 for each \( \omega \in A \) and 0 for each \( \omega \in \Omega \setminus A \).

It is known [3] that a random variable satisfying the properties of conditional expectation exists whenever a) \( \mathbb{E}[|X|] < \infty \), i.e. \( X \) is integrable, or b) \( X \) is real-valued and nonnegative (though these two conditions are not necessary). Moreover, whenever the conditional expectation exists it is a.s. unique. We denote this a.s. unique conditional expectation by \( \mathbb{E}[X]\mid\mathcal{F}' \). It holds that for any \( \mathcal{F}' \)-measurable r.v. \( Z \) we have \( \mathbb{E}[X \cdot Z\mid\mathcal{F}'] = \mathbb{E}[X\mid\mathcal{F}'] \cdot Z \), whenever the former conditional expectation exists [79] Theorem 9.7(j).

A **filtration** in \((\Omega, \mathcal{F}, \mathbb{P})\) is an increasing (w.r.t. set inclusion) sequence \( \{\mathcal{F}_t\}_{t=0}^\infty \) of sub-sigma-algebras of \( \mathcal{F} \). A stopping time w.r.t. a filtration \( \{\mathcal{F}_t\}_{t=0}^\infty \) is a random variable \( T \) taking values in \( \mathbb{N} \cup \{\infty\} \) s.t. for every \( t \) the set \( \{T = t\} = \{\omega \in \Omega \mid T(\omega) = t\} \) belongs to \( \mathcal{F}_t \). Intuitively, \( T \) returns a time step in which some process should be “stopped”, and the decision to stop is made solely on the information available at the current step.
3 Generalized Lexicographic Ranking Supermartingales

In this section, we introduce generalized lexicographic ranking supermartingales (GLexRSMs): an abstract concept that is not necessarily connected to PPs, but which is crucial for the soundness of our new proof rule for a.s. termination.

Definition 1 (Generalized Lexicographic Ranking Supermartingale). Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and let \((\mathcal{F}_t)_{t=0}^\infty\) be a filtration of \(\mathcal{F}\). Suppose that \(T\) is a stopping time w.r.t. \(\mathcal{F}\). An \(n\)-dimensional real valued stochastic process \((X_t)_{t=0}^\infty\) is a generalized lexicographic ranking supermartingale for \(T\) (GLexRSM) if:

1. For each \(t \in \mathbb{N}_0\) and \(1 \leq j \leq n\), the random variable \(X_t[j]\) is \(\mathcal{F}_t\)-measurable.
2. For each \(t \in \mathbb{N}_0\), \(1 \leq j \leq n\), and \(A \in \mathcal{F}_{t+1}\), the conditional expectation \(\mathbb{E}[X_{t+1}[j] \cdot I(A) \mid \mathcal{F}_t]\) exists.
3. For each \(t \in \mathbb{N}_0\), there exists a partition of the set \(\{T > t\}\) into \(n\) subsets \(L^1_t, \ldots, L^n_t\), all of them \(\mathcal{F}_t\)-measurable (i.e., belonging to \(\mathcal{F}_t\)), such that for each \(1 \leq j \leq n\)
   - \(\mathbb{E}[X_{t+1}[j] \mid \mathcal{F}_t](\omega) \leq X_t[j](\omega)\) for each \(\omega \in \bigcup_{j'=j}^n L_{j'}^t\),
   - \(\mathbb{E}[X_{t+1}[j] \mid \mathcal{F}_t](\omega) \leq X_t[j](\omega) - 1\) for each \(\omega \in L^j_t\),
   - \(X_t[j](\omega) \geq 0\) for each \(\omega \in \bigcup_{j'=j}^n L_{j'}^t\),
   - \(\mathbb{E}[X_{t+1}[j] \cdot I(\bigcup_{j'=j}^{t-1} L_{j'}^{t+1}) \mid \mathcal{F}_t](\omega) \geq 0\) for each \(\omega \in \bigcup_{j'=j}^n L_{j'}^t\), with \(L_0^{t+1} = \{T \leq t + 1\}\).

Intuitively, we may think of each \(\omega \in \Omega\) as a trajectory of a process that evolves over time (in the second part of our paper, this will be a probabilistic program run). Then, \(X_t\) is a vector function depending on the first \(t\) time steps (each \(X_t[j]\) is \(\mathcal{F}_t\)-measurable), while \(T\) is the time at which the trajectory is stopped. Then in point 3 of the definition, the first two items encode the expected (conditional) lexicographic decrease of \(X_t\), the third item encodes non-negativity of components to the left (inclusive) of the one which “ranks” \(\omega\) in step \(t\), and the last item encodes the expected leftward non-negativity (sketched in Section 1). For each \(1 \leq j \leq n\) and time step \(t \geq 0\), the set \(L^j_t\) contains all \(\omega \in \{T > t\}\) which are “ranked” by the component \(j\) at time \(t\). An instance of a \(n\)-dimensional GLexRSM \((X_t)_{t=0}^\infty\) is a tuple \((X_t)_{t=0}^\infty, \{L^1_t, \ldots, L^n_t\}_{t=0}^\infty\), where the second component is a sequence of partitions of \(\Omega\) satisfying the condition in Definition 1. We say that \(\omega \in \Omega\) has level \(j\) in step \(t\) of the instance \(((X_t)_{t=0}^\infty, L^1_t, \ldots, L^n_t)_{t=0}^\infty\) if \(T(\omega) > t\) and \(\omega \in L^j_t\). If \(T(\omega) \leq t\), we say that the level of \(\omega\) at step \(t\) is 0.

We now state the main theorem of this section, which underlies the soundness of our new method for proving almost-sure termination.

**Theorem 1.** Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, \((\mathcal{F}_t)_{t=0}^\infty\) a filtration of \(\mathcal{F}\) and \(T\) a stopping time w.r.t. \(\mathcal{F}\). If there is an instance \(((X_t)_{t=0}^\infty, L^1_t, \ldots, L^n_t)_{t=0}^\infty\) of a GLexRSM over \((\Omega, \mathcal{F}, \mathbb{P})\) for \(T\), then \(\mathbb{P}[T < \infty] = 1\).

In [1], a mathematical notion of LexRSMs is defined and a result for LexRSMs analogous to our Theorem 1 is established. Thus, the first part of our proof...
mostly resembles the proof of Theorem 3.3. in [1], up to the point of defining the stochastic process \((Y_t)_{t=0}^\infty\) in eq. (1). After that, the proof of [1] crucially relies on nonnegativity of each \(X_t[j]\) and \(Y_t\) at every \(\omega \in \Omega\) that is guaranteed by LexRSMs, and it cannot be adapted to the case of GLexRSMs. Below we first show that, for GLexRSMs, \(E[Y_t] \geq 0\) for each \(t \geq 0\), and then we present a very elegant argument via the Borel-Cantelli lemma [79, Theorem 2.7] which shows that this boundedness of expectation is sufficient for the theorem claim to hold.

Proof (Sketch of proof of Theorem [7]). We proceed by contradiction. Suppose that there exists an instance of a GLexRSM but that \(P[T = \infty] > 0\). First, we claim that there exists \(1 \leq k \leq n\) and \(s, M \in \mathbb{N}_0\) such that the set \(B\) of all \(\omega \in \Omega\) for which the following properties hold has positive measure, i.e. \(P[B] > 0\):

1. \(T(\omega) = \infty\),
2. \(X_s[k](\omega) \leq M\),
3. for each \(t \geq s\), the level of \(\omega\) at step \(t\) is at least \(k\),
4. the level of \(\omega\) equals \(k\) infinitely many times.

The claim is proved by several applications of the union bound, see Appendix A.

Since \(B\) is defined in terms of tail properties of \(\omega\) ("level is at least \(k\) infinitely many times") it is not necessarily \(\mathcal{F}_T\)-measurable for any \(t\). Hence, we define a stochastic process \((Y_t)_{t=0}^\infty\) such that each \(Y_t\) is \(\mathcal{F}_s\)-measurable, and which satisfies the desirable properties of \((X_t[k])_{t=0}^\infty\) on \(B\).

Let \(D = \{\omega \in \Omega \mid X_s[k](\omega) \leq M \land \omega \in \cup_{j=k}^n L_j^s\}\). Note that \(D\) is \(\mathcal{F}_s\)-measurable for \(s \geq t\). We define a stopping time \(F\) w.r.t. \((\mathcal{F}_t)_{t=0}^\infty\) via \(F(\omega) = \inf\{t \geq s \mid \omega \notin \cup_{j=k}^n L_j^s\}\); then a stochastic process \((Y_t)_{t=0}^\infty\) via:

\[
Y_t(\omega) = \begin{cases} 
0, & \text{if } \omega \notin D, \\
M, & \text{if } \omega \in D, \text{ and } t < s, \\
X_t[k](\omega), & \text{if } \omega \in D, \text{ } t \geq s \text{ and } F(\omega) > t, \\
X_{F(\omega)}[k](\omega), & \text{else.}
\end{cases}
\]  

A straightforward argument (presented in Appendix A) shows that for each \(t \geq s\) we have \(E[Y_{t+1}] \leq E[Y_t] - P[L_k^s \cap D \cap \{F > t\}]\). By a simple induction we obtain:

\[
E[Y_s] \geq E[Y_t] + \sum_{r=s}^{t-1} P[L_k^r \cap D \cap \{F > r\}].
\]  

Now, we show that \(E[Y_t] \geq 0\) for each \(t \in \mathbb{N}_0\). The claim is clearly true for \(t < s\), so suppose that \(t \geq s\). We can then expand \(E[Y_t]\) as follows

\[
E[Y_t] = E[Y_t \cdot 1(F = s)] + \sum_{r=s+1}^{t} E[Y_t \cdot 1(F = r)] + E[Y_t \cdot 1(F > t)]
\]

\((Y_s \geq 0\) as \(D \subseteq \cup_{j=k}^n L_j^s\) and \(Y_t(\omega) \geq 0\) whenever \(F(\omega) > t\))

\[
\geq \sum_{r=s+1}^{t} E[Y_t \cdot 1(F = r)] = \sum_{r=s+1}^{t} E[Y_t \cdot 1(F = r) \cap D)]
\]

\((Y_t(\omega) = X_{F(\omega)}[k](\omega)\) whenever \(\omega \in D, \ t \geq s \text{ and } F(\omega) \leq t\)
Consider a one-dimensional stochastic process \( \{Y_t\} \) for infinitely many \( t \). We denote by \( \mathbb{E} \) all runs \( \mathbb{E} \) of \( \{F > r - 1\} \cap D \) is \( \mathcal{F}_{t-1} \)-measurable.

\[
\mathbb{E} = \sum_{r = s+1}^{t} \mathbb{E}[X_r | \mathcal{F}_{t-1} | \mathcal{F}_{r-1} | \mathcal{F}_{r-1} | \{F > r - 1\} \cap D] \geq 0
\]

Plugging into eq. (2) that \( \mathbb{P} \{F > r\} \geq \sum_{r=s}^{\infty} \mathbb{P} \{L_r \cap D \cap \{F > r\} \cap \{Y_t \leq M\} \leq \mathbb{P} \{D \cap \{F > t\} \\} \leq M \cdot \mathbb{P} \{D\} < \infty. \)

By the Borel-Cantelli lemma, \( \mathbb{P} \{L_r \cap D \cap \{F = \infty\} \} \) for infinitely many \( r \) is 0. The event \( \{L_r \cap D \cap \{F = \infty\}\} \) for infinitely many \( r \) is precisely the set of all runs \( \omega \in \Omega \) for which (1) \( T(\omega) = \infty \) (as \( \omega \) never has level zero by \( \omega \in L_k \) for infinitely many \( k \)), (2) \( X_n(\omega) \leq M \), (3) for each \( r \geq s \) the level of \( \omega \) at step \( t \) is at least \( k \), and (4) the level of \( \omega \) is \( k \) infinitely many times. Hence, \( B = \{L_r \cap D \cap \{F = \infty\} \) for infinitely many \( r \} \) and \( \mathbb{P} \{B\} = 0 \), a contradiction.

GLexRSMs would be unsound without the expected leftward nonnegativity.

**Example 1.** Consider a one-dimensional stochastic process \( \{Y_t\} \) s.t. \( Y_0 = 1 \) with probability 1 and then the process evolves as follows: in every step \( t \), if \( Y_t \geq 0 \), then with probability \( p_t = \frac{1}{2} \cdot \frac{1}{2} \) we put \( Y_{t+1} = Y_t - \frac{2}{3} \) and with probability \( 1 - p_t \) we put \( Y_{t+1} = Y_t + \frac{1}{2} \). If \( Y_t < 0 \), we put \( Y_{t+1} = Y_t \). The underlying probability space can be constructed by standard techniques and we consider the filtration \( \mathcal{F}_t \) s.t. \( \mathcal{F}_t \) is the smallest sub-sigma-algebra making \( Y_t \) measurable. Finally, consider the stopping time \( T \) returning the first point in time when \( Y_t < 0 \). Then \( T < \infty \) if and only if the process ever performs the update \( Y_{t+1} = Y_t - \frac{2}{3} \), but the probability that this happens is bounded by \( \frac{1}{2} + \frac{2}{3} + \frac{1}{3} + \frac{2}{3} + \frac{1}{3} + \cdots < \frac{1}{2} \sum_{t=0}^{\infty} \frac{2}{3} = \frac{1}{2} < 1. \) At the same time, putting \( L_t = \{Y_t \geq 0\} \), we get that the tuple \( \{Y_t\} \) satisfies all conditions of Definition. Apart from the last bullet of point 3.

### 4 Program-Specific Preliminaries

Arithmetic *expressions* in our programs are built from constants, program variables and standard Borel-measurable arithmetic operators. We also allow sampling instructions to appear on right-hand sides of variable assignments as linear terms. An expression with no such terms is called *sampling-free*. We also allow sampling from both discrete and continuous distributions. We denote by \( \mathcal{D} \) the
Fig. 2: The pCFGs of the programs presented in Figure 1. Guards are shown in the rounded boxes, (absence of a box = guard is true). The update tuples are shown using variable aliases instead of indexes for better readability. On the left, we have $u_1 = y$, $u_2 = x - 1 + \text{Norm}(0, 1)$, and $u_3 = y - 1$. On the right, we have $u_1 = y + \text{Uni}[-7, 1]$, $u_2 = x + \text{Uni}[-7, 1]$, and $u_3 = y + \text{Uni}[-7, 1]$.

set of distributions appearing in the program with each $d \in \mathcal{D}$ assumed to be integrable, i.e. $E_{X \sim d}[|X|] < \infty$. This is to ensure that expected value of each $d$ over any measurable set is well-defined and finite.

A predicate over a set of variables $V$ is a Boolean combination of atomic predicates of the form $E \leq E'$, where $E, E'$ are sampling-free expressions whose all variables are from $V$. We denote by $x \models \Psi$ the fact that the predicate $\Psi$ is satisfied by substituting values of $x$ for the corresponding variables in $\Psi$.

We represent probabilistic programs (PPs) via the standard concept of probabilistic control flow graphs (pCFGs) \cite{1,2,21}. Formally, a (pCFG) is a tuple $C = (L, V, \Delta, \text{Up}, G)$ where $L$ is a finite set of locations; $V = \{x_1, \ldots, x_{|V|}\}$ is a finite set of program variables; $\Delta$ is a finite set of transitions, i.e. tuples of the form $\tau = (\ell, \delta)$, where $\ell$ is a location and $\delta$ is a distribution over successor locations. $\Delta$ is partitioned into two disjoint sets: $\Delta_{PB}$ of probabilistic branching transitions for which $|\text{supp}(\delta)| = 2$, and $\Delta_{NPB}$ of remaining transitions for which $|\text{supp}(\delta)| = 1$. Next, $\text{Up}$ is a function assigning to each transition in $\Delta_{NPB}$ either the element $\perp$ (representing no variable update) or a tuple $(i, u)$, where $1 \leq i \leq |V|$ is a target variable index and $u$ is an update element, which can be either an expression (possibly involving a single sampling instruction), or a bounded interval $\mathbb{R} \subseteq \mathbb{R}$ representing a nondeterministic update. Finally, $G$ is a function assigning a predicate (a guard) over $V$ to each transition in $\Delta_{NPB}$.

Figure 2 presents the pCFGs of our two motivating examples in Figure 1. Transitions in $\Delta_{PB}$ correspond to the “probabilistic branching” specified by the if $\text{prob}(p)$ then ... else ... construct in imperative-style source code \cite{1}. A program (pCFG) is linear (or affine) if all its expressions are linear, i.e. of the form $b + \sum_{i=1}^{n} a_i \cdot Z_i$ for constants $a_1, \ldots, a_n, b$ and program variables/sampling instructions $Z_i$. We assume that parameters of distributions are constants, so they do not depend on program variable values, a common assumption in martingale-based automated approaches to a.s. termination proving \cite{18,21,48,23}.
A state of a pCFG $C$ is a tuple $(\ell, x)$, where $\ell$ is a location of $C$ and $x$ is a $|V|$-dimensional vector of variable valuations. A transition $\tau$ is enabled in $(\ell, x)$ if $\tau$ is outgoing from $\ell$ and $x \models G(\tau)$. A state $c' = (\ell', x')$ is a successor of a state $c = (\ell, x)$ if it can result from $c$ by performing a transition $\tau$ enabled in $c$ (see Appendix B for a formal definition).

A finite path of length $k$ in $C$ is a finite sequence $(\ell_0, x_0) \cdots (\ell_k, x_k)$ of states such that $\ell_0 = \ell_{\text{init}}$ and for each $0 \leq i < k$ the state $(\ell_{i+1}, x_{i+1})$ is a successor of $(\ell_i, x_i)$. A run in $C$ is an infinite sequence of states whose every finite prefix is a finite path. We denote by $\text{Path}_C$ and $\text{Run}_C$ the sets of all finite paths and runs in $C$, respectively. A state $(\ell, x)$ is reachable if there is, for some $x_{\text{init}}$, a finite path starting in $(\ell_{\text{init}}, x_{\text{init}})$ and ending in $(\ell, x)$.

The nondeterminism is resolved via schedulers. A scheduler is a function $\sigma$ assigning: i) to every finite path ending in a state $s$, a probability distribution over transitions enabled in $s$; and ii) to every finite path that ends in a state in which a transition $\tau$ with a nondeterministic update $Up(\tau) = (\sigma, R)$ is enabled, an integrable probability distribution over $R$. To make the program dynamics under a given scheduler well-defined, we restrict to measurable schedulers. This is standard in probabilistic settings [67, 66] and hence we omit the formal definition.

We use the standard Markov Decision Process (MDP) semantics of pCFGs [51, 21]. Each pCFG $C$ induces a sample space $\Omega_C = \text{Run}_C$ and the standard Borel sigma-algebra $\mathcal{F}_C$ over $\Omega_C$. Moreover, a pCFG $C$ together with a scheduler $\sigma$, initial location $\ell_{\text{init}}$, and initial variable valuation $x_{\text{init}}$ uniquely determine a probability measure $\mathbb{P}_{\ell_{\text{out}}, x_{\text{out}}}^\sigma$ in the probability space $(\Omega_C, \mathcal{F}_C, \mathbb{P}_{\ell_{\text{out}}, x_{\text{out}}})$ capturing the rather intuitive dynamics of the programs execution: we start in state $(\ell_{\text{init}}, x_{\text{init}})$ and in each step, a transition $\tau$ enabled in the current state is selected (using $\sigma$ if multiple transitions are enabled). If $Up(\tau) = (\sigma, R)$, then the value of variable $x_i$ is changed according to $u$. The formal construction of $\mathbb{P}_{\ell_{\text{out}}, x_{\text{out}}}^\sigma$ proceeds via the standard cylinder construction [3, Theorem 2.7.2]. We denote by $\mathbb{E}_{\ell_{\text{out}}, x_{\text{out}}}^\sigma$ the expectation operator in the probability space $(\Omega_C, \mathcal{F}_C, \mathbb{P}_{\ell_{\text{out}}, x_{\text{out}}}^\sigma)$.

We stipulate that each pCFG has a special terminal location $\ell_{\text{out}}$ whose all outgoing transitions must be self-loops. We say that a run $\rho$ terminates if it contains a configuration whose first component is $\ell_{\text{out}}$. We denote by $\text{Terminates}$ the set of all terminating runs in $\Omega_C$. We say that a program represented by a pCFG $C$ terminates almost-surely (a.s.) if for each measurable scheduler $\sigma$ and each initial variable valuation $x_{\text{init}}$ it holds that $\mathbb{P}_{\ell_{\text{out}}, x_{\text{out}}}^\sigma[\text{Terminates}] = 1$.

5 GLexRSMs for Probabilistic Programs

In this section, we define a syntactic proof rule for a.s. termination of PPs, showing its soundness via Theorem 1. In what follows, let $C$ be a pCFG.

**Definition 2 (Measurable map).** An $n$-dimensional measurable map (MM) is a vector $\eta = (\eta_1, \ldots, \eta_n)$, where each $\eta_i$ is a function mapping each location $\ell$ to a real-valued Borel-measurable function $\eta_i(\ell)$ over program variables. We say that $\eta$ is a linear expression map (LEM) if each $\eta_i$ is representable by a linear expression over program variables.
The notion of pre-expectation was introduced in [13], was made syntactic in
the Dijkstra wp-style in [63], and was extended to programs with continuous
distributions in [18]. It formalizes the “one-step” expectation operator $E^\tau$
we used on an intuitive level in the introduction. In Appendix C we generalize the
definition of pre-expectation presented in [18] in order to allow taking expectation
over subsets of successor states $C$ (a necessity for handling the EXP-NNEG
constraint). We say that a set $S$ of states in $C$ is measurable, if for each location
$\ell$ in $C$ we have that $\{x \in \mathbb{R}^{|V|} \mid (\ell, x) \in S\} \in \mathcal{B}(\mathbb{R}^{|V|})$, i.e. it is in the Borel
sigma-algebra of $\mathbb{R}^{|V|}$. Furthermore, we also differentiate between the maximal
and minimal pre-expectation, which may differ in the case of non-deterministic
assignments in programs and intuitively are equal to the maximal resp. minimal
value of the next-step expectation over all non-deterministic choices. Let $\eta$ be a
1-dimensional MM, $\tau = (\ell, \delta)$ a transition and $S$ be a measurable set of states
in $C$. We denote by max-pre$^\tau_{\eta, S}(s)$ the maximal pre-expectation of $\eta$ in $\tau$ given
$S$ (i.e. the maximal expected value of $\eta$ after making a step from $s$ computed
over successor states belonging to $S$), and similarly we denote by min-pre$^\tau_{\eta, S}$ the
minimal pre-expectation of $\eta$ in $\tau$ given $S$.

As in the case of non-probabilistic programs, termination certificates are
supported by program invariants over-approximating the set of reachable states.
An invariant in $C$ is a function $I$ which to each location $\ell$ of $C$ assigns a Borel-
measurable set $I(\ell) \subseteq \mathbb{R}^{|V|}$ such that for any state $(\ell, x)$ reachable in $C$ it holds
that $x \in I(\ell)$. If each $I(\ell)$ is given by a conjunction of linear inequalities over
program variables, we say that $I$ is a linear invariant.

**GLexRSM-Based Proof Rule for Almost-Sure Termination.** Given $n \in \mathbb{N}$, we call
a map $\text{lev} : \Delta \to \{0,1,\ldots,n\}$ a level map. For $\tau \in \Delta$ we say that $\text{lev}(\tau)$ is its
level. The level of a state is the largest level of any transition enabled at that
state. We denote by $S^{\leq j}_{\text{lev}}$ the set of states with level $\leq j$.

**Definition 3 (GLexRSM Map).** Let $\eta$ be an $n$-dimensional MM and $I$ an
invariant in $C$. We say that $\eta$ is a generalized lexicographic ranking super-
martingale map (GLexRSM map) supported by $I$, if there is a level map $\text{lev} : \Delta \to \{0,1,\ldots,n\}$ such that $\text{lev}(\tau) = 0$ iff $\tau$ is a self-loop transition at $\ell_{out}$, and
for any transition $\tau = (\ell, \delta)$ with $\ell \neq \ell_{out}$ the following conditions hold:
1. $P\text{-RANK}(\eta, \tau) \equiv x \in I(\ell) \cap G(\tau) \Rightarrow (\text{max-pre}^\tau_{\eta, I(\ell)}(\ell, x) \leq \eta_{\text{lev}(\tau)}(\ell, x) - 1 \land
   \text{max-pre}^\tau_{\eta_j}(\ell, x) \leq \eta_j(\ell, x) \text{ for all } 1 \leq j < \text{lev}(\tau))$;
2. $P\text{-NNEG}(\eta, \tau) \equiv x \in I(\ell) \cap G(\tau) \Rightarrow (\eta_j(\ell, x) \geq 0 \text{ for all } 1 \leq j \leq \text{lev}(\tau))$;
3. $\text{EXP-NNEG}(\eta, \tau) \equiv x \in I(\ell) \cap G(\tau) \Rightarrow \text{min-pre}^\tau_{\eta_j, S^{\leq j-1}_{\text{lev}}}(\ell, x) \geq 0 \text{ for all } 1 \leq j \leq \text{lev}(\tau)$.

A GLexRSM map $\eta$ is linear (or LinGLexRSM map) if it is also an LEM.

**Theorem 2 (Soundness of GLexRSM-maps for a.s. termination).** Let $C$ be a pCFG and $I$ an invariant in $C$. Suppose that $C$ admits an $n$-dimensional
GLexRSM map $\eta$ supported by $I$, for some $n \in \mathbb{N}$. Then $C$ terminates a.s.

The previous theorem, proved in Appendix D instantiates Theorem 4 to
probability spaces of pCFGs. The instantiation is not straightforward. To en-
sure that a scheduler cannot “escape” ranking by intricate probabilistic mixing of transitions, we prove that it is sufficient to consider deterministic schedulers, which do not randomization among transitions. Also, previous martingale-based certificates of a.s. termination \cite{35,21,39,1} often impose either nonnegativity or integrability of random variables defined by measurable maps in programs to ensure that their conditional expectations exist. We show that these conditional expectations exist even without such assumptions and in the presence of nondeterminism. This generalizes the result of \cite{18} to PPs with nondeterminism.

Remark 1 (Comparison to \cite{48}). The work \cite{48} considers a modular approach. Given a loop whose body has already been proved a.s. terminating, they show that the loop terminates a.s. if it admits a 1-dimensional MM satisfying \textit{P-RANK} for each transition in the loop, \textit{P-NNEG} for the transition entering the loop, and the “bounded expected difference” property for all transitions. Hence, their approach is suited mainly for programs with incremental variable updates.

Modularity is also a feature of the approaches based on the weakest pre-expectation calculus \cite{57,58,60}.

6 Algorithm for Linear Probabilistic Programs

We now present two algorithms for proving a.s. termination in linear probabilistic programs (LinPPs). The first algorithm considers LinPPs with sampling from bounded-support distributions, and we show that the problem of deciding the existence of LinGLexRSM maps for such LinPPs is decidable. Our second algorithm extends the first algorithm into a sound a.s. termination prover for general LinPPs. In what follows, let $C$ be a LinPP and $I$ a linear invariant in $C$.

6.1 Linear Programs with Distributions of Bounded Support

Restricting to linear arithmetic is standard in automated a.s. termination proving, allowing to encode the existence of the termination certificate into systems of linear constraints \cite{18,21,23}. In the case of LinGLexRSM maps, the difficulty lies in encoding the \textit{EXP-NNEG} condition, as it involves integrating distributions in variable updates which cannot always be done analytically. We show, however, that for LinPPs with bounded-support sampling, we can define another condition which is easier to encode and which can replace \textit{EXP-NNEG}. Formally, we say that a distribution $d \in \mathcal{D}$ has a bounded support, if there exists $N(d) \geq 0$ such that $\mathbb{P}_{X \sim d}[|X| > N(d)] = 0$. Here, we use $\mathbb{P}_{X \sim d}$ to denote the probability measure induced by a random variable $X$ with the probability distribution $d$. We say that a LinPP has the bounded support property (BSP) if all distributions in the program have bounded support. For instance, the program in Fig. 1B has the BSP, whereas the program in Fig. 1A does not. Using the same notation as in Definition 3, we put:

\[
W-\text{EXP-NNEG}(\eta, \tau) \equiv x \in I(\ell) \cap G(\tau) \Rightarrow \forall 1 \leq j \leq \text{lev}(\tau) \min-\text{pre}_{\eta_j}(\ell, x) \geq 0.
\]
(The ‘W’ stands for “weak.”) Intuitively, $\text{EXP-NEG}$ requires nonnegativity of the expected value of $\eta_j$ when integrated over successor states of level smaller than $j$, whereas the condition $\text{W-EXP-NEG}$ requires nonnegativity of the expected value of $\eta_j$ when integrated over all successor states. Since $\eta_j$ is nonnegative at successor states of level at least $j$, this new condition is weaker than $\text{EXP-NEG}$. Nevertheless, the following lemma shows that in order to decide existence of LinGLexRSM maps for programs with the BSP, we may w.l.o.g. replace $\text{EXP-NEG}$ by $\text{W-EXP-NEG}$ for all transitions but for those of probabilistic branching. The proof of the lemma is deferred to Appendix E.

**Lemma 1.** Let $C$ be a LinPP with the BSP and $I$ be a linear invariant in $C$. If a LEM $\eta$ satisfies conditions $\text{P-RANK}$ and $\text{P-NEG}$ for all transitions, $\text{EXP-NEG}$ for all transitions in $\Delta_{PB}$ and $\text{W-EXP-NEG}$ for all other transitions, then $\eta$ may be increased pointwise by a constant value in order to obtain a LinGLexRSM map.

**Algorithmic Results.** Let $\text{LinLexExPP}^{\text{BOUND}}$ be the set of pairs $(C, I)$ of a pCFG $C$ representing a LinPP with the BSP and a linear invariant $I$ in $C$, such that $C$ admits a LinGLexRSM map supported by $I$.

**Theorem 3.** There is a polynomial-time algorithm deciding if a tuple $(C, I)$ belongs to $\text{LinLexExPP}^{\text{BOUND}}$. Moreover, if the answer is yes, the algorithm outputs a witness in the form of a LinGLexRSM map of minimal dimension.

The algorithm behind Theorem 3 is a generalization of algorithms in [21] finding LinLexRFs in non-probabilistic programs and LinLexRSM maps in PPs, respectively. Suppose that we are given a LinPP $C = (L, V, \Delta, Up, G)$ with the BSP and a linear invariant $I$. Our algorithm stores a set $T$ initialized to all transitions in $C$. It then proceeds in iterations to compute new components of the witness. In each iteration it searches for a LEM $\eta$ which is required to

1. be nonnegative on each $\tau = (\ell, \delta) \in T$, i.e. $\forall x. x \in I(\ell) \cap G(\tau) \Rightarrow \eta(\ell, x) \geq 0$;
2. be unaffecting on each $\tau = (\ell, \delta) \in T$, i.e. $\forall x. x \in I(\ell) \cap G(\tau) \Rightarrow \max\text{-pre}^\tau(\ell, x) \leq \eta(\ell, x)$;
3. have nonnegative minimal pre-expectation for each $\tau = (\ell, \delta) \in T \setminus \Delta_{PB}$, i.e. $\forall x. x \in I(\ell) \cap G(\tau) \Rightarrow \text{min-pre}^\tau(\ell, x) \geq 0$;
4. if $S$ is the set of states in $C$ whose all enabled transitions have been removed from $T$ in the previous algorithm iterations, $\forall \tau = (\ell, \delta) \in T \setminus \Delta_{PB}$, $\forall x. x \in I(\ell) \cap G(\tau) \Rightarrow \text{pre}^\tau_{\eta, S}(\ell, x) \geq 0$; and
5. if the maximal number of transitions in $\tau \in T$, i.e. $\forall x. x \in I(\ell) \cap G(\tau) \Rightarrow \max\text{-pre}^\tau(\ell, x) \leq \eta(\ell, x) - 1$ for as many $\tau = (\ell, \delta)$ as possible.

This is done by fixing an LEM template for each location $\ell$ in $C$, and converting the above constraints to an equivalent linear program $\mathcal{LP}_T$ in template variables via Farkas’ lemma (FL). The FL conversion (and its extension to strict inequalities [21]) is standard in termination proving and encoding conditions 1-3 and 5 above is analogous to [21], hence we omit the details. We show how condition 4 can be encoded via linear constraints in Appendix E along with the algorithm.
pseudocode and the proof of its correctness. In each algorithm iteration, all transitions that have been 1-ranked are removed from $T$ and the algorithm proceeds to the next iteration. If all transitions are removed from $T$, the algorithm concludes that the program admits a LinGLexRSM map (obtained by increasing the constructed LEM by a constant defined in the proof of Lemma 1). If in some iteration a new component which 1-ranks at least 1 transition in $T$ cannot be found, the program does not admit a LinGLexRSM map.

We conclude by showing that our motivating example in Fig. 1b admits a LinGLexRSM map supported by a very simple linear invariant. Thus, by completeness, our algorithm is able to prove its a.s. termination.

Example 2. Consider the program in Figure 1b with a linear invariant $I(ℓ_0) = \text{true}$, $I(ℓ_1) = x \geq -7$. Its a.s. termination is witnessed by a LEM $η(ℓ_0, (x, y)) = (1, x+7, y+7)$, $η(ℓ_1, (x, y)) = (1, x+8, y+7)$ and $η(ℓ_{out}, (x, y)) = (0, x+7, y+7)$. Since $Δ_{PB} = ∅$ here, and since $P-RANK$, $P-NNEG$ and $W-EXP-NNEG$ are satisfied by $η$, by Lemma 1, $C$ admits a LinGLexRSM map supported by $I$.

6.2 Algorithm for general LinPPs

While imposing $W-EXP-NNEG$ lets us avoid integration in LinPPs with the BSP, this is no longer the case if we discard the BSP.

Intuitively, the problem in imposing the condition $W-EXP-NNEG$ instead of $EXP-NNEG$ for LinPPs without the BSP, is that the set of states of smaller level over which $EXP-NNEG$ performs integration might have a very small probability, however the value of the LinGLexRSM component on that set is negative and arbitrarily large in absolute value. Thus, a naive solution for general LinPPs would be to “cut off” the tail events where the LinGLexRSM component can become arbitrarily negative and over-approximate them by a constant value in order to obtain a piecewise linear GLexRSM map. However, this might lead to the jump in maximal pre-expectation and could violate $P-RANK$.

In what follows, we consider a slight restriction on the syntax of LinPPs that we consider, and introduce a new condition on LEMs that allows the over-approximation trick mentioned above while ensuring that the $P-RANK$ condition is not violated. We consider the subclass LinPP* of LinPPs in which no transition of probabilistic branching and a transition with a sampling instruction share a target location. This is a very mild restriction (satisfied, e.g. by our motivating example in Fig. 1b) which is enforced for technical reasons arising in the proof of Lemma 2. Each LinPP can be converted to satisfy this property by adding a skip instruction in the program’s source code where necessary. Second, using the notation of Definition 3, we define the new condition $UNBOUND$ as follows:

$UNBOUND(η, τ) \equiv$ if $Up(τ) = (i, u)$ with $u$ containing a sampling from a distribution of unbounded support, and $ℓ'$ is the target location of $τ$, then the coefficient of the variable with index $i$ in $η_j(ℓ')$ is 0 for all $1 \leq j < \text{lev}(τ)$.

The following technical lemma is an essential ingredient in the soundness proof of our algorithm for programs in LinPP*. Its proof can be found in Appendix G.
Algorithm 1: Algorithm for proving a.s. termination in LinPP∗.

\begin{verbatim}
input : A LinPP∗ C, linear invariant I . output: An LEM satisfying the conditions of Lemma 2 if it exists
1 \( T \leftarrow \) all transitions in \( C \); \( d \leftarrow 0 \)
2 \textbf{while} \( T \) is non-empty \textbf{do}
3 \hspace{1em} construct \( \mathcal{L}P_{\text{unb}}^{T} \)
4 \hspace{1em} if \( \mathcal{L}P_{\text{unb}}^{T} \) is feasible then
5 \hspace{2em} \( d \leftarrow d + 1 \); \( \eta_{d} \leftarrow \) LEM defined by the optimal solution of \( \mathcal{L}P_{\text{unb}}^{T} \)
6 \hspace{2em} \( T \leftarrow T \setminus \{ \tau \in T \mid \tau \) is 1-ranked by \( \eta_{d} \} \)
7 \hspace{1em} else
8 \hspace{2em} found \( \leftarrow \) false
9 \hspace{2em} for \( \tau_{0} \in \rightarrow_{\text{unb}} \cap T \) do
10 \hspace{3em} construct \( \mathcal{L}P_{\text{unb}}^{\tau_{0}} \)
11 \hspace{3em} if \( \mathcal{L}P_{\text{unb}}^{\tau_{0}} \) is feasible then
12 \hspace{4em} \( d \leftarrow d + 1 \); \( \text{found} \leftarrow \) true
13 \hspace{4em} \( \eta_{d} \leftarrow \) LEM defined by the optimal solution of \( \mathcal{L}P_{\text{unb}}^{\tau_{0}} \)
14 \hspace{4em} \( T \leftarrow T \setminus \{ \tau \in T \mid \tau \) is 1-ranked by \( \eta_{d} \} \)
15 \hspace{2em} if not found then \textbf{return} No LEM as in Lemma 2
16 \textbf{return} \((\eta_{1}, \ldots, \eta_{d})\)
\end{verbatim}

Lemma 2. Let \( C \) be a LinPP∗ and \( I \) be a linear invariant in \( C \). If a LEM \( \eta \) satisfies \( P\text{-RANK} \) and \( P\text{-NNEG} \) for all transitions, \( \text{EXP-NNEG} \) for all transitions of probabilistic branching, \( \text{W-EXP-NNEG} \) for all other transitions, as well as \( \text{UNBOUND} \), then \( C \) admits a piecewise linear GLexRSM map supported by \( I \).

Algorithm. The new algorithm shares an overall structure with the algorithm from Section 6.1. Thus, we only give a high level overview and focus on novel aspects. The algorithm pseudocode is presented in Algorithm 1.

The condition \( \text{UNBOUND} \) is encoded by modifying the templates for the new LEM components. Let \( \rightarrow_{\text{unb}} \) be the set of transitions in \( C \) containing sampling from unbounded support distributions, and for any such transition \( \tau \) let \( \ell'_{\tau} \) be its target location. Then for any set of transitions \( T \), construct a linear program \( \mathcal{L}P_{\text{unb}}^{T} \) analogously to \( \mathcal{L}P_{T} \) in Section 6.1, additionally enforcing that for each \( \tau \in \rightarrow_{\text{unb}} \cap T \), the coefficient of the variable updated by \( \tau \) in the LEM template at \( \ell'_{\tau} \) is 0. Algorithm 1 first tries to prune as many transitions as possible by repeatedly solving \( \mathcal{L}P_{\text{unb}}^{T} \) and removing ranked transitions from \( T \), see lines 3-6. Once no more transitions can be ranked, the algorithm tries to rank new transitions by allowing non-zero template coefficients previously required to be 0, while still enforcing \( \text{UNBOUND} \). For a set of transitions \( T \) and for \( \tau_{0} \in \rightarrow_{\text{unb}} \cap T \), we construct a linear program \( \mathcal{L}P_{\text{unb}}^{\tau_{0}} \) analogously to \( \mathcal{L}P_{T} \) but allowing a non-zero coefficient of the variable updated by \( \tau_{0} \) at \( \ell'_{\tau_{0}} \). However, we further impose that the new component 1-ranks any other transition in \( \rightarrow_{\text{unb}} \cap T \) with the target location \( \ell'_{\tau_{0}} \). This new linear program is solved for all \( \tau_{0} \in \rightarrow_{\text{unb}} \cap T \) and all 1-ranked transitions are removed from \( T \), as in Algorithm 1 lines 7-15. The
process continues until all transitions are pruned from $T$ or until no remaining transition can be 1-ranked, in which case no LEM as in Lemma 2 exists.

**Theorem 4.** Algorithm 1 decides in polynomial time if a LinPP $C$ admits an LEM which satisfies all conditions of Lemma 2 and which is supported by $I$. Thus, if the algorithm outputs an LEM, then $C$ is a.s. terminating and admits a piecewise linear GLexRSM map supported by $I$.

The proof of Theorem 4 can be found in Appendix H. We conclude by showing that Algorithm 1 can prove a.s. termination of our motivating example in Fig. 1a.

**Example 3.** Consider the program in Figure 1a with a linear invariant $I(\ell_0) = \text{true}$, $I(\ell_1) = y \geq 0$. The LEM defined via $\eta(\ell_0, (x, y)) = (1, 2y + 2, x + 1)$, $\eta(\ell_1, (x, y)) = (1, 2y + 1, x + 1)$ and $\eta(\ell_{\text{out}}, (x, y)) = (0, 2y + 2, x + 1)$ satisfies $P\text{-RANK}$, $P\text{-NNEG}$ and $W\text{-EXP-NNEG}$, which is easy to check. Furthermore, the only transition containing a sampling instruction is the self-loop at $\ell_1$ which is ranked by the third component of $\eta$. As the coefficients of $x$ of the first two components at $\ell_1$ are equal to 0, $\eta$ also satisfies $UNBOUND$. Hence, $\eta$ satisfies all conditions of Lemma 2 and Algorithm 1 proves a.s. termination.

7 Conclusion

In this work we present new lexicographic termination certificates for probabilistic programs. We also show how to automate the search for the new certificate within a wide class of probabilistic programs. An interesting direction of future work would be automation beyond linear arithmetic programs.
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Appendix

A Missing Parts in the Proof of Theorem 1

Claim. We first prove the claim at the beginning of the proof, i.e. that there exist $1 \leq k \leq n$ and $s, M \in N_0$ such that the set $B$ of all $\omega \in \Omega$ for which the following properties hold has positive measure, i.e. $P[B] > 0$: (1) $T(\omega) = \infty$, (2) $X_s[k](\omega) \leq M$, (3) for each $t \geq s$, the level of $\omega$ at step $t$ is at least $k$, and (4) the level of $\omega$ equals $k$ infinitely many times.

For $\omega \in \Omega$, we define $\text{minlev}(\omega)$ to be the smallest $0 \leq j \leq n$ such that the level of $\omega$ is equal to $j$ in infinitely many steps $i$. Then to prove the Claim, let $B_k = \{\omega \in \Omega \mid T(\omega) = \infty \land \text{minlev}(\omega) = k\}$ for each $1 \leq k \leq n$. Then

$$\{\omega \in \Omega \mid T(\omega) = \infty\} = \bigcup_{k=1}^n B_k,$$

and thus, by the union bound, there exists $1 \leq k \leq n$ for which $P[B_k] > 0$. We may express $B_k$ as a union of events over the time of the last visit to some $L_i$ with $j < k$. If we write $B'_j = \{\omega \in \Omega \mid T(\omega) = \infty \land (i \geq s \Rightarrow \omega \in \bigcup_{j=k}^n L_i)\}$ for each $s \in N_0$, we have that $B_k = \bigcup_{s \geq 0} B'_{s,M}$. As by the union bound $P[B_k] \leq \sum_{s=0}^\infty P[B'_{s,M}]$, there exists $s \in N_0$ for which $P[B'_{s,M}] > 0$. Now, for each $M \in N_0$, let $B'_{s,M}$ be defined via

$$B'_{s,M} = \{\omega \in B_k \mid X_s[k] \leq M\}.$$

Then $B_k = \bigcup_{M=0}^\infty B'_{s,M}$. By the union bound we have $P[B_k] \leq \sum_{M=0}^\infty \sum_{s=0}^\infty P[B'_{s,M}]$, and there exists $M \in N_0$ such that $P[B'_{s,M}] > 0$. The set $B = B'_{s,M}$ satisfies the conditions of the Claim.

Inequality Now we derive the inequality that was used in the proof but whose proof was deferred to the Appendix, i.e. that for each $k \geq s$ we have

$$E[Y_{t+1}] \leq E[Y_t] - P[L_k \cap D \cap \{F > t\}],$$

where notation is as in the proof of Theorem 1.

To see this, note that

$$E[Y_{t+1}] = E[Y_{t+1} \cdot I(\Omega \setminus D)] + E[Y_{t+1} \cdot I(D \cap \{F \leq t\})] + E[Y_{t+1} \cdot I(D \cap \{F > t\})],$$

where

- $E[Y_{t+1} \cdot I(\Omega \setminus D)] = 0$ since $Y_{t+1} = 0$ on $\Omega \setminus D$;
- $E[Y_{t+1} \cdot I(D \cap \{F \leq t\})] = E[Y_t \cdot I(D \cap \{F \leq t\})]$, as $Y_{t+1} = Y_t$ on $D \cap \{F \leq t\}$;
- $E[Y_{t+1} \cdot I(D \cap \{F > t\})] = E[X_{t+1}[k] \cdot I(D \cap \{F > t\})]$, as $Y_{t+1} = X_{t+1}[k] \cdot I(D \cap \{F > t\})$.

Now, by the theorem assumptions the conditional expectation $E[X_{t+1}[k] \mid \mathcal{F}_t]$ exists. Hence, as $D \cap \{F > t\}$ is $\mathcal{F}_t$-measurable for $t \geq s$, we have that

$$E[X_{t+1}[k] \cdot I(D \cap \{F > t\})] = E\left[E[X_{t+1}[k] \mid \mathcal{F}_t] \cdot I(D \cap \{F > t\})\right].$$
By the theorem assumptions, we also know that $E[X_{t+1}[k] | \mathcal{F}_t] \leq X_t[k] - \mathbb{I}(L^t_k)$ on $\bigcup_{j=k}^n L^t_j$. Thus, as $D \cap \{F > t\} \subseteq \bigcup_{j=k}^n L^t_j$ for $t \geq s$, by plugging this into the previous equation we conclude

$$E[X_{t+1}[k] \cdot I(D \cap \{F > t\})] \leq E\left[(X_t[k] - \mathbb{I}(L^t_k)) \cdot I(D \cap \{F > t\})\right]$$

$$= E\left[(Y_t - \mathbb{I}(L^t_k)) \cdot I(D \cap \{F > t\})\right],$$

where in the last row we used that $X_t[k] = Y_t$ on $D \cap \{F > t\}$.

Summing up our upper bounds on each term on the RHS of (3), we conclude that

$$E[Y_{t+1}] \leq 0 + E[Y_t \cdot I(D \cap \{F \leq t\})] + E\left[(Y_t - \mathbb{I}(L^t_k)) \cdot I(D \cap \{F > t\})\right]$$

$$= E[Y_t \cdot I(D)] - \mathbb{P}[L^t_k \cap D \cap \{F > t\}],$$

$$= E[Y_t] - \mathbb{P}[L^t_k \cap D \cap \{F > t\}],$$

where in the last row we used that $Y_t = 0$ on $\Omega \setminus D$. This proves the desired inequality.

### B Defining Successor States

We say that $(\ell', x')$ is a successor of $(\ell, x)$ under transition $\tau$ if $\ell'$ is the successor location of $\ell$ under $\tau$ and $x'$ relates to $x$ in one of these ways, depending on $(i, u) = Up(\tau)$:

- If $u = \bot$, then $x' = x$.
- If $u$ is an expression, then for the sampling instruction in the expression (if it exists) we sample from the respective distribution and replace the instruction with the sampled value. We then evaluate the resulting expression into a number $A$ and put $x' = x(i \leftarrow A)$.
- If $u$ is an interval $R$, then we sample a value $A$ from the distribution prescribed by $\sigma$ for $\pi_i$ and $\tau$; we then put $x' = x(i \leftarrow A)$.

### C Generalized Definition of Pre-expectation

In what follows, we generalize the definition presented in [18] in order to allow taking expectation over subsets of states in $\mathcal{C}$ (a necessity for handling the EXP-NNEG constraint). We say that a set $S$ of states in $\mathcal{C}$ is measurable, if for each location $\ell$ in $\mathcal{C}$ we have that $\{x \in \mathbb{R}^{\mathcal{V}} \mid (\ell, x) \in S\} \in \mathcal{B}(\mathbb{R}^{\mathcal{V}})$, i.e. it is in the Borel sigma-algebra of $\mathbb{R}^{\mathcal{V}}$. Furthermore, we also differentiate between the maximal and minimal pre-expectation, which may differ in the case of non-deterministic assignments in programs and intuitively are equal to the maximal resp. minimal value of the next-step expectation.
Definition 4 (Pre-expectation). Let \( \eta \) be a 1-dimensional MM, \( \tau = (\ell, \delta) \) a transition and \( S \) be a measurable set of states in \( C \). A maximal pre-expectation of \( \eta \) in \( \tau \) given \( S \) is the function \( \max-pre_{\eta,S}^{\tau} \) assigning to each state \( (\ell, x) \) the following number:

- if \( \tau \in \Delta_{PB} \) is a transition of probabilistic branching, then \( \max-pre_{\eta,S}^{\tau}(\ell, x) = \sum_{\ell' \in L} \delta(\ell') \cdot \eta(\ell', x) \cdot \mathbb{I}(S)(\ell', x) \);
- otherwise \( \max-pre_{\eta,S}^{\tau}(\ell, x) = A_{\ell'} \) where \( \ell' \) is the unique successor location of \( \tau \) and \( A_{\ell'} \) is defined as follows:
  1. if \( \text{Up}(\tau) = \perp \), then \( A_{\ell'} = \eta(\ell', x) \cdot \mathbb{I}(S)(\ell', x) \)
  2. if \( \text{Up}(\tau) = (j, u) \) and \( u \) is an expression over program variables and sampling instructions, then \( A_{\ell'} = \eta(\ell', x(j \leftarrow A)) \), where \( A \) is the expected value of \( u \cdot \mathbb{I}(S)(\ell', u) \) under valuation \( x \) (i.e. integration of \( u \) is performed only over the set of states at \( \ell' \) that belong to \( S \); the integral is well-defined and finite since \( \{x \in \mathbb{R}^{|V|} \mid (\ell', x) \in S\} \in \mathcal{B}(\mathbb{R}^{|V|}) \) and any distribution appearing in variable updates is integrable);
  3. if \( \text{Up}(\tau) = (j, u) \) and \( u \) is an interval \( I \) denoting a nondeterministic assignment, then \( A_{\ell'} = \sup_{y \in I \wedge (\ell', x(j \leftarrow y)) \in S} \eta(\ell', x(j \leftarrow y)) \).

A minimal pre-expectation is denoted by \( \min-pre_{\eta,S}^{\tau} \) and is defined analogously, with the only difference being that in the point 3 we use \( \inf \) instead of \( \sup \). We omit the subscript \( S \) when \( S \) is the set of all states of \( C \).

D Soundness Proof for the GLexRSM maps (Theorem 2)

Let \( C = (L, V, \Delta, \text{Up}, G) \) be a pCFG. The proof proceeds by using the GlexRSM map \( \eta \) to define a GLexRSM w.r.t. \( \text{Term} \) in the probability space \( (\Omega_C, \mathcal{F}_C, \mathbb{P}) \) associated to the pCFG. Here, \( \mathbb{P} \) is a probability measure defined by an arbitrary (but throughout the proof fixed) scheduler and an initial configuration. The proof then uses Theorem 1 to conclude a.s. termination of the program.

First, however, we need to define the auxiliary notion of pre-expectation with respect to a scheduler.

Definition 5 (Pre-expectation with respect to a scheduler). Let \( S \) be a set of measurable states in \( C \). The pre-expectation with respect to a scheduler \( \sigma \) of a MM \( \eta \) given \( S \) is a map \( \text{pre}_{\sigma,\eta,S} : \text{Path}_C \rightarrow \mathbb{R} \) defined as follows. Let \( \rho \in \text{Path}_C \) be a finite path ending in \( (\ell, x) \). Let \( \sigma(\rho) \) denote the distribution over transitions enabled in \( (\ell, x) \) defined by the scheduler, and for each transition \( \tau = (\ell, \delta) \in \text{supp}(\sigma(\rho)) \) with update element being a nondeterministic assignment from an interval, let \( d_{\rho}(\rho, \tau) \) be a distribution over the interval defined by \( \sigma \). Then

\[
\text{pre}_{\sigma,\eta,S}(\rho) = \sum_{\tau = (\ell, \delta) \in \text{supp}(\sigma(\rho))} \sigma(\rho)(\tau) \cdot \text{pre}_{\sigma,\eta,S}^{\tau}(\ell, x),
\]

where \( \text{pre}_{\sigma,\eta,S}^{\tau} \) is defined in the same way as the standard pre-expectation \( \text{pre}_{\eta,S}^{\tau} \), except for the case when \( \tau = (\ell, \delta) \) carries a non-deterministic assignment, i.e. \( u(\tau) = (j, u) \) with \( u \) being an interval; in such a case, we have \( \text{pre}_{\sigma,\eta,S}^{\tau}(\ell, x) = \sum_{\ell' \in L} \delta(\ell') \cdot \eta(\ell', x(j \leftarrow \mathbb{E}[d_{\rho}(\rho, \tau) \cdot \mathbb{I}(S)])). \)
Intuitively, \( \text{pre}_{\sigma, n, S} \) takes a finite path \( \rho \in \text{Path}_C \) as an input, and returns the expected value of \( q \) in the next step when the integration is performed over program states in \( S \), given the program run history and the choices of the scheduler \( \sigma \).

For a run \( \rho \in \Omega_C \), let \( (\ell_i^\rho, x_i^\rho) \) denote the \( i \)-th configuration along \( \rho \), \( \tau_i^\rho \) the \( i \)-th transition taken along \( \rho \) and \( \rho_i \) the prefix of \( \rho \) of length \( i \). We define an \( n \)-dimensional stochastic process \( (X_i)_{i=0}^\infty \) over \( (\Omega_C, \mathcal{F}_C, \mathbb{P}) \) by setting

\[
X_i[j](\rho) = \begin{cases} 
\eta_j(\ell_i^\rho, x_i^\rho) & \text{if } \ell_i^\rho \neq \ell_{\text{out}} \\
-1 & \text{otherwise.}
\end{cases}
\]

for each \( i \in \mathbb{N}_0 \), \( 1 \leq j \leq n \) and \( \rho \in \Omega_C \). We consider the canonical filtration \( (\mathcal{R}_i)_{i=0}^\infty \) where \( \mathcal{R}_i \) is the smallest sub-sigma-algebra of \( \mathcal{F}_C \) such that all the functions \( \ell_j(\rho) = \ell_j^\rho, x_j(\rho) = x_j^\rho, 0 \leq j \leq i \), are \( \mathcal{R}_i \)-measurable. We also consider the stopping time \( \text{Term} \) with respect to \( (\mathcal{R}_i)_{i=0}^\infty \) defined by the first hitting time of \( \ell_{\text{out}} \). For each \( i \in \mathbb{N}_0 \) we define a partition of \( \{\text{Term} > i\} \) into \( n \) sets \( L_1^i, \ldots, L_n^i \) with \( L_j^i = \{\rho \in \Omega_C \mid \ell_j^\rho \neq \ell_{\text{out}}, \text{ level of } (\ell_j^\rho, x_j^\rho) \text{ is } j\} \). We show that \( (\{X_i=0; (L_1^i, \ldots, L_n^i)_{j=0}^\infty\}) \) is an instance of a GLexRSM in the probability space \( (\Omega_C, \mathcal{F}_C, \mathbb{P}) \). We prove this by verifying each of the defining conditions in Definition 1.

1. Clearly, each \( X_i[j] \) is \( \mathcal{R}_i \)-measurable as \( X_i[j] \) is defined in terms of the \( i \)-th configuration of a program run.

2. We now show that all conditional expectations required in Definition 1 exist.

   Let \( B \in \mathcal{R}_{i+1} \), we need to show that \( \mathbb{E}[X_{i+1}[j] \cdot 1(B) \mid \mathcal{R}_i] \) exists. Fix \( \rho \in \Omega_C \), and let \( \rho_i \) denote a finite prefix of \( \rho \) of length \( i \). Then define \( \text{proj}(B)(\rho_i) \) as

   \[
   \text{proj}(B)(\rho_i) = \{(\ell_{i+1}^{\rho'}, x_{i+1}^{\rho'}) \mid \rho' \in B \land \rho_i' = \rho_i\},
   \]

   i.e. it is the set of all \((i+1)\)-st states of infinite runs in \( B \) whose finite prefix of length \( i \) coincides with \( \rho_i \). Then we show that

   \[
   \mathbb{E}[X_{i+1}[j] \cdot 1(B) \mid \mathcal{R}_i](\rho) = \text{pre}_{\sigma, n, \text{proj}(B)(\rho_i)}(\rho_i),
   \]

   i.e. this conditional expectation can be expressed in terms of the pre-expectation w.r.t. the scheduler that we define in Definition 1.

   To see this, recall that the conditional expectation \( \mathbb{E}[X_{i+1}[j] \cdot 1(B) \mid \mathcal{R}_i] \) is defined as the unique \( \mathcal{R}_i \)-measurable random variable \( Y \) for which \( \mathbb{E}[Y \cdot 1(A)] = \mathbb{E}[X_{i+1}[j] \cdot 1(B \cap A)] \) for any \( A \in \mathcal{R}_i \). For fixed \( A \in \mathcal{R}_i \), \( \mathbb{E}[X_{i+1}[j] \cdot 1(B \cap A)] \) is equal to the integral of \( X_{i+1}[j] \) when integration is done over all runs in \( B \) whose finite prefix of length \( i \) ensures that the run belongs to \( A \). But this is exactly the value obtained by integrating \( \text{pre}_{\sigma, n, \text{proj}(B)(\rho_i)}(\rho_i) \) over runs \( \rho \in A \). This proves that \( \text{pre}_{\sigma, n, \text{proj}(B)(\rho_i)}(\rho_i) \) satisfies all the properties of the conditional expectation for any \( \rho \in \Omega_C \). As conditional expectation is a.s. unique whenever it exists, the claim follows.

3. To see that lexicographic ranking, nonnegativity and boundedness of conditional expectation conditions in Definition 1 hold, we need to show that for each \( i \in \mathbb{N}_0, 1 \leq j \leq n \) and \( \rho \in L_i^j \), we have
Therefore, \( (\mathbf{X})_{\infty} \in (L_1^i, \ldots, L_n^i)_{\infty} \) is an instance of a GLexRSM w.r.t. the stopping time \( \text{Term} \). Thus, and from Theorem \( \text{IV} \) we conclude \( \mathbb{P}[\text{Term} < \infty] = 1 \).

**Proposition 1.** Let \( \mathcal{C} \) be a pCFG and suppose that there exist a measurable scheduler \( \sigma \) and an initial configuration \( (\ell_{\text{init}}, \mathbf{x}_{\text{init}}) \) such that \( \mathbb{P}^{\ell_{\text{init}}, \mathbf{x}_{\text{init}}}[\text{Term} = \infty] > 0 \). Then there exists a measurable scheduler \( \sigma^* \) which is deterministic in the sense that to each finite path it assigns a single transition with probability 1, such that \( \mathbb{P}^{\ell_{\text{init}}, \mathbf{x}_{\text{init}}}[\text{Term} = \infty] > 0 \).

**Proof.** In what follows we fix the initial configuration \( (\ell_{\text{init}}, \mathbf{x}_{\text{init}}) \) and omit it from the notation of the probability measure, which we denote by \( \mathbb{P}^\sigma \). We construct \( \sigma^* \) by constructing a sequence \( \sigma = \sigma_0, \sigma_1, \sigma_2, \ldots \) of schedulers, where for each \( i \in \mathbb{N}_0 \) we have that \( \sigma_{i+1} \) and \( \sigma_i \) agree on histories of length at most \( i - 1 \), and \( \sigma_{i+1} \) “refines” \( \sigma_i \) on histories of length \( i \) in such a way that:

- \( \sigma_{i+1} \) is deterministic on histories of length at most \( i \);
- \( \sigma_{i+1} \) is measurable;
- \( \mathbb{P}^{\sigma_{i+1}}[\text{Term} = \infty] \geq \mathbb{P}^{\sigma_i}[\text{Term} = \infty] \).
Then we define the scheduler $\sigma^*$ as $\sigma^*(\rho) = \sigma_i(\rho)$ whenever the length of a finite history $\rho$ is $i$.

The construction of $\sigma_{i+1}$ from $\sigma_i$ proceeds as follows. For finite runs of length different than $i$, we let $\sigma_{i+1}(\rho) = \sigma_i(\rho)$. We are left to define $\sigma_{i+1}$ on histories of length exactly $i$. Fix a finite history $\rho$ in $C$ of length $i$. For each transition $\tau \in \text{supp}(\sigma_i(\rho))$, let $p_i(\rho, \tau)$ denote the probability of non-termination in the probability space of infinite runs starting in the last configuration of $\rho$ under the scheduler $\sigma_i$ (where the history $\rho$ is taken into account to resolve nondeterminism). Then set

$$\tau_i(\rho) = \arg \max_{\tau \in \text{supp}(\sigma_i(\rho))} p_i(\rho, \tau),$$

i.e. the transition in the support of $\sigma(\rho)$ which maximizes this probability. Then we define $\sigma_{i+1}(\rho)$ to be a Dirac-delta distribution which assigns probability 1 to the transition $\tau_i(\rho)$.

We now check that the constructed scheduler $\sigma_{i+1}$ satisfies each of the 3 properties above:

1. The fact that, $\sigma_{i+1}$ is deterministic on histories of length at most $i$ immediately follows by induction on $i$.

2. To see that $\sigma_{i+1}$ is measurable, we again proceed by induction on $i$ and assume that $\sigma_i$ is measurable (base case holds since $\sigma_0 = \sigma$). We need to show that, for each program transition $\tau$, we have $\sigma_{i+1}^{-1}(\tau) \in \mathcal{F}_{\text{fin}}$ where $\mathcal{F}_{\text{fin}}$ is the $\sigma$-algebra of finite runs (for the definition of this $\sigma$-algebra, as well as for details on measurable schedulers, see [1]). Write

$$\sigma_{i+1}^{-1}(\tau) = A_{\tau,<i} \cup A_{\tau,=i} \cup A_{\tau,>i},$$

where $A_{\tau,<i}$ is the set of all finite runs in $\sigma_{i+1}^{-1}(\tau)$ of length at most $i-1$ and analogously for the other two sets. Since $\sigma_{i+1}$ and $\sigma_i$ coincide on histories of length different than $i$, by measurability of $\sigma_i$ it follows that $A_{\tau,<i}$ and $A_{\tau,>i}$ are in $\mathcal{F}_{\text{fin}}$. Thus it suffices to show that $A_{\tau,=i} \in \mathcal{F}_{\text{fin}}$. We partition $A_{\tau,=i}$ as $\cup_{l \in L} A_{\tau,=i,l}$, where $A_{\tau,=i,l}$ is the set of all finite runs in $A_{\tau,=i}$ with the last location being $l$. It suffices to prove that each $A_{\tau,=i,l} \in \mathcal{F}_{\text{fin}}$.

To show that $A_{\tau,=i,l} \in \mathcal{F}_{\text{fin}}$, we again partition $A_{\tau,=i,l}$ in terms of transitions in the support of $\sigma_i$. Therefore, it suffices to prove for each finite set of transitions $T \subseteq \Delta$ with $\tau \in T$ that $A_{\tau,=i,l,T} \in \mathcal{F}$, where $A_{\tau,=i,l,T}$ is the set of all finite paths of length $i$ and ending in $l$ such that $\text{supp}(\sigma_i(\rho)) = T$ and $p_i(\rho, \tau') \geq p_i(\rho, \tau)$ for any $\tau' \in T$.

Since $\sigma_i$ is measurable by induction hypothesis, all conditions except the last one define events in $\mathcal{F}_{\text{fin}}$. To see that this is also the case for the condition that $p_i(\rho, \tau) \geq p_i(\rho, \tau')$ for any $\tau' \in T$, observe that this event can be rewritten as a projection onto the set of all finite paths of length $i$ of the set of all infinite runs $\hat{\rho}$ satisfying the following property

$$\mathbb{E}^{\sigma_i}[\mathbb{I}_{\text{Term} = \infty} \mathbb{I}_{\tau' = \tau} | \sigma(\mathcal{F}_i, \mathbb{I}_{\tau' = \tau})](\hat{\rho}) \geq \max_{\tau' \in T} \mathbb{E}^{\sigma_i}[\mathbb{I}_{\text{Term} = \infty} \mathbb{I}_{\tau' = \tau'} | \sigma(\mathcal{F}_i, \mathbb{I}_{\tau' = \tau'})](\hat{\rho}),$$
where $\sigma(F_i, I\nu=\tau)$ is the smallest $\sigma$-algebra containing $F_i$ and the $\sigma$-algebra generated by the random variable $I\nu=\tau$. All random variables involved in the above inequality are $F$-measurable by measurability of $\sigma_i$, and so the set of infinite runs satisfying this conditions is in $F$. This shows that the last condition also defines a measurable event. Thus, $A_{\tau, i, \ell} \in F_{\text{fin}}$ and the claim follows.

3. We need to show that $P^{\sigma_{i+1}}[\text{Term} = \infty] \geq P^{\sigma_i}[\text{Term} = \infty]$ for each $i$. To do this, it suffices to show that $P^{\sigma_{i+1}}[\text{Term} = \infty \land \ell^* = \ell] \geq P^{\sigma_i}[\text{Term} = \infty \land \ell^* = \ell]$ for each location $\ell \in L$ where the event $\{\ell_i^* = \ell\}$ denotes that $\ell$ is the $(i+1)$-st location along the program run. If we show this, by taking the sum over all locations on both sides of the inequality, the claim follows. Fix a location $\ell$. Then

\[
P^{\sigma_{i+1}}[\text{Term} = \infty \land \ell^* = \ell] = E^{\sigma_{i+1}}[I_{\text{Term} = \infty} \cdot I_{\ell^* = \ell}] = E^{\sigma_{i+1}}[E^{\sigma_{i+1}}[I_{\text{Term} = \infty} \cdot I_{\ell^* = \ell} \mid F_i]] = E^{\sigma_{i+1}}[I_{\ell^* = \ell} \cdot E^{\sigma_{i+1}}[I_{\text{Term} = \infty} \mid F_i]] = E^{\sigma_i}[I_{\ell^* = \ell} \cdot E^{\sigma_{i+1}}[I_{\text{Term} = \infty} \mid F_i]]
\]

The first equality holds since the probability of the event is equal to the expected value of its indicator function. The second equality holds by the definition of conditional expectation. The third equality holds since we may take out from the conditional expectation any variable that is measurable w.r.t. the $\sigma$-algebra that we condition on [79]. The fourth equality holds since the probability measures defined by $\sigma_{i+1}$ and $\sigma_i$ by construction agree on $F_i$-measurable sets.

But, by construction we have $E^{\sigma_{i+1}}[I_{\text{Term} = \infty} \mid F_i](\rho) \geq E^{\sigma_i}[I_{\text{Term} = \infty} \mid F_i](\rho)$ for each infinite run $\rho$, because in the $(i+1)$-st configuration $\sigma_{i+1}$ picks the transition which maximizes the probability of non-termination among all transitions in $\text{supp}(\sigma_i(\rho_i))$. Hence, plugging this back into eq. (4) we conclude

\[
P^{\sigma_{i+1}}[\text{Term} = \infty \land \ell^* = \ell] = E^{\sigma_{i+1}}[I_{\text{Term} = \infty} \cdot I_{\ell^* = \ell}] = E^{\sigma_i}[I_{\ell^* = \ell} \cdot E^{\sigma_{i+1}}[I_{\text{Term} = \infty} \mid F_i]] \geq E^{\sigma_i}[I_{\ell^* = \ell} \cdot E^{\sigma_i}[I_{\text{Term} = \infty} \mid F_i]] = E^{\sigma_i}[\text{Term} = \infty \land \ell^* = \ell],
\]

where the last equality follows by the same sequence of equalities as in eq. (4) with $i+1$ replaced by $i$. This proves the claim.

Hence, schedulers $\sigma = \sigma_0, \sigma_1, \sigma_2, \ldots$ satisfy all the desired properties. Finally, note that by construction $\sigma^*$ is deterministic too. We are left to show that $\sigma^*$ is measurable and that $P_{\tau, \text{fin}}[\text{Term} = \infty] > 0$.

To see that $\sigma^*$ is measurable, we need to show that $(\sigma^*)^{-1}(\tau)$ is in the $\sigma$-algebra of finite runs for each transition $\tau$. This follows since, if we write $(\sigma^*)^{-1}(\tau) = \bigcup_{i \in \mathbb{N}_0} A_i$ where $A_i$ is the set of all finite runs in $(\sigma^*)^{-1}(\tau)$ of length
for each component \( j \), we have that each \( A_i \) is in the \( \sigma \)-algebra since \( \sigma^* \) coincides with \( \sigma_i \) on histories of length at most \( i \).

To see that \( \mathbb{P}^\sigma[\text{Term} = \infty] > 0 \), suppose that on the contrary \( \mathbb{P}^\sigma[\text{Term} = \infty] = 0 \) so \( \mathbb{P}^\sigma[\text{Term} < \infty] = 1. \) Let \( \delta = \mathbb{P}^\sigma[\text{Term} = \infty] > 0, \) where \( \sigma \) is the potentially non-deterministic scheduler from the proposition statement. Since we have \( \mathbb{P}^\sigma[\text{Term} \leq i] \rightarrow \mathbb{P}^\sigma[\text{Term} < \infty] \) as \( i \rightarrow \infty \) by the Monotone Convergence Theorem [79], there exists \( i \in \mathbb{N}_0 \) such that \( \mathbb{P}^\sigma[\text{Term} \leq i] \geq 1 - \delta/2. \) But

\[
\mathbb{P}^\sigma[\text{Term} \leq i] \leq \mathbb{P}^\sigma[\text{Term} < \infty] \leq \mathbb{P}^\sigma[\text{Term} = \infty] = 1 - \delta
\]
as \( \mathbb{P}^\sigma[\text{Term} = \infty] \geq \mathbb{P}^\sigma[\text{Term} < \infty] \) by the above monotonicity property of \( (\mathbb{P}^\sigma[\text{Term} = \infty])_{i=0}^\infty. \) This gives contradiction, hence \( \mathbb{P}^\sigma[\text{Term} = \infty] > 0 \) as claimed.

**E Proof of Lemma [1]**

Let \( \eta \) be as in the lemma statement. To prove the lemma claim, we need to show that there exists \( K > 0 \) such that the LEM \( \eta' \) of the same dimension as \( \eta \), and defined via

\[
\eta'_j(\ell, x) = \eta_j(\ell, x) + K
\]

for each component \( j \) and state \( (\ell, x) \), is a LinGLexRSM map in \( C \) supported by \( I \) (with the level map being the same as for \( \eta \)).

Note that increasing \( \eta \) pointwise by a constant \( K > 0 \) preserves the \( P\)-\text{NNEG}, \( P\)-\text{RANK} conditions for each transition in \( C \), as well as \( EXP\)-\text{NNEG} for each transition of probabilistic branching. Hence, we are left to show that there exists \( K > 0 \) such that for any transition \( \tau \) which is not a transition of probabilistic branching we have

\[
EXP\text{-}\text{NNEG}(\eta', \tau) \equiv x \in I(\ell) \cap G(\tau) \Rightarrow \min-pre^\tau_{\eta'_j, S_{\sigma_j}^*}(\ell, x) \geq 0 \quad \text{for all} \quad 1 \leq j \leq \text{lev}(\tau).
\]

Since the LinPP that induces \( C \) satisfies the BSP and since all non-deterministic assignments are defined by closed intervals, there exists \( N > 0 \) such that \( \mathbb{P}_{X \sim a}[|X| > N] = 0 \) for each distribution \( d \in \mathcal{D} \), and \( [a, b] \subseteq [-N, N] \) for each interval \( [a, b] \) appearing in non-deterministic assignments.

We claim that \( K = 2 \cdot N \cdot \text{max-coeff}(\eta) \) satisfies the claim, where \( \text{max-coeff}(\eta) \) is the maximal absolute value of a coefficient appearing in any expression \( \eta(\ell') \) for any location \( \ell' \).

To prove this, let \( \tau \) be a transition which is not a transition of probabilistic branching, and let \( \ell \) and \( \ell_1 \) be its source and target location, respectively. Let \( x \in I(\ell) \cap G(\tau) \) and let \( 1 \leq j \leq \text{lev}(\tau) \). In order to prove that \( \min-pre^\tau_{\eta'_j, S_{\sigma_j}^*}(\ell, x) \geq 0 \) holds, we distinguish between three cases:

1. \( Up(\tau) = \bot \) or \( Up(\tau) = (i, u) \) where \( u \) is a linear expression with no sampling instruction. Then \( (\ell, x) \) has a single successor state \( (\ell_1, x_1) \) upon executing \( \tau \).
– If the level of \((\ell_1, x_1)\) is at least \(j\), then \(S_{\text{lev}}^j_{\preceq 1}\) contains no successor states and \(\min-pre_{\eta_j, S_{\text{lev}}^j_{\preceq 1}}^{\tau}(\ell, x) = 0\) as the integration is performed over the empty set.

– Otherwise, \(S_{\text{lev}}^j_{\preceq 1}\) contains \((\ell_1, x_1)\) and

\[
\min-pre_{\eta_j, S_{\text{lev}}^j_{\preceq 1}}^{\tau}(\ell, x) = \eta_j(\ell_1, x_1) = \eta_j(\ell_1, x_1) + K = \min-pre_{\eta_j}(\ell, x) + K \geq 0,
\]

where the inequality \(\min-pre_{\eta_j}(\ell, x) \geq 0\) holds since \(W\)-\EXP-\NEG(\(\eta, \tau\)).

2. If \(U\rho(\tau) = (i, u)\) where \(u\) is a linear expression which contains sampling from a distribution \(d \in D\), we may write \(u = u' + X\), where \(u'\) is the linear expression part of \(u\) with no distribution samplings, and \(X \sim d\). Then

\[
\min-pre_{\eta_j, S_{\text{lev}}^j_{\preceq 1}}^{\tau}(\ell, x) = \mathbb{E}_{X \sim d}[\eta_j(\ell_1, x[i \leftarrow u']) + K + \text{coeff}[i] \cdot X] \cdot \mathbb{I}(\text{next state has level } \leq j - 1)
\]

\[
= \mathbb{E}_{X \sim d}[\eta_j(\ell_1, x[i \leftarrow u']) + \text{coeff}[i] \cdot \mathbb{E}[X]] \cdot \mathbb{I}(\text{next state has level } \leq j - 1)
\]

\[
+ \mathbb{E}_{X \sim d}[K - \text{coeff}[i] \cdot \mathbb{E}[X] + \text{coeff}[i] \cdot X] \cdot \mathbb{I}(\text{next state has level } \leq j - 1)
\]

\[
\geq \mathbb{E}_{X \sim d}[\min-pre_{\eta_j}(\ell, x) \cdot \mathbb{I}(\text{next state has level } \leq j - 1)]
\]

\[
+ \mathbb{E}_{X \sim d}[K - 2 \cdot N \cdot \text{max-coeff}(\eta)] \cdot \mathbb{I}(\text{next state has level } \leq j - 1)
\]

\[
\geq 0,
\]

where \(\min-pre_{\eta_j}(\ell, x) \geq 0\) holds since \(W\)-\EXP-\NEG(\(\eta, \tau\)), and \(\mathbb{E}[X] \geq -N\) holds and \(X \geq -N\) holds almost-surely since \(\mathbb{P}_{X \sim d}[|X| > N] = 0\) by the definition of \(N\).

3. If \(U\rho(\tau) = (i, u)\) where \(u\) is an interval \([a, b]\) defining a non-deterministic assignment, we have

\[
\min-pre_{\eta_j, S_{\text{lev}}^j_{\preceq 1}}^{\tau}(\ell, x) = \inf_{X \in [a, b] \wedge (\ell_1, x[i \leftarrow X]) \in S_{\text{lev}}^j_{\preceq 1}} \left[\eta_j(\ell_1, x[i \leftarrow X])\right]
\]

\[
\geq \inf_{X \in [a, b]} \left[\eta_j(\ell_1, x[i \leftarrow X])\right]
\]

\[
= \min-pre_{\eta_j}(\ell, x) + K
\]

\[
\geq 0,
\]

where \(\min-pre_{\eta_j}(\ell, x) \geq 0\) holds since \(W\)-\EXP-\NEG(\(\eta, \tau\)) and \(K \geq 0\) by definition.

F  Details on Our Algorithm in Section 6.1

The pseudocode of our algorithm is presented in Algorithm 2 (where \(N\) and \text{max-coeff}(\(\eta\)) are defined analogously as in Appendix E).
Theorem 5 (Soundness and completeness). If Algorithm 2 computes an LEM \( \eta \), then \( \eta \) is a LinGLexRSM map supported by \( I \) and \( C \) is a.s. terminating.
Moreover, whenever $C$ admits a LinGLexRSM map supported by $I$, Algorithm 2 finds such a map of minimal dimension and proves a.s. termination of $C$.

Proof. We first prove that the algorithm is sound, i.e. that $\eta$ is a LinGLexRSM map supported by $I$, and thus that $C$ is a.s. terminating. Let $k$ be the total number of algorithm iterations, so that $\eta = (\eta_1, \ldots, \eta_k)$. Define the level map $lev : \Delta \rightarrow \{0, 1, \ldots, k\}$ with the self loop at $\ell_{out}$ having level 0, and for any other transition $\tau$ we define $lev(\tau)$ as the index of algorithm iteration in which it was removed from $T$. The fact that $\eta$ computed in lines 1-8 in Algorithm 2 satisfies $P-NNEG$, $P-RANK$, $EXP-NNEG$ for transitions of probabilistic branching and $W-EXP-NNEG$ for all other transitions then easily follows from conditions imposed by the algorithm in each iteration. From the proof of Lemma 1 it then follows that $\eta$ obtained upon increasing each component by a constant term in lines 9-13 satisfies $EXP-NNEG$ for every transition. Hence $\eta$ is a LinGLexRSM map supported by $I$ and this concludes the soundness proof.

To prove completeness as well as the minimality of dimension, we observe that a pointwise sum of two LinGLexRSM maps supported by $I$ is also a LinGLexRSM map supported by $I$. This follows by linearity of integration and therefore the pre-expectation operator. The argument is straightforward, thus we omit it. However, this simple observation will be central in the rest of the proof.

Suppose first that the program admits a LinGLexRSM $\eta' = (\eta'_1, \ldots, \eta'_m)$ supported by $I$. We show that Algorithm 2 then finds one such LinGLexRSM map (up to a constant term), hence the algorithm is complete. We prove this by contradiction. Suppose that the algorithm stops after the $k$-th iteration, after having computed $(\eta_1, \ldots, \eta_k)$ but with $T$ still containing at least one transition. Then $(\eta_1, \ldots, \eta_k)$ does not rank every transition in the pCFG. Thus, $\eta'$ ranks strictly more transitions than $(\eta_1, \ldots, \eta_k)$. We distinguish two cases:

1. There exists the smallest $1 \leq j \leq \min\{k, m\}$ such that
   - for each $1 \leq j' < j$, $\eta'_j$ and $\eta'_j$ would rank exactly the same set of transitions if computed by the algorithm in the $j'$-th iteration, but
   - $\eta'_j$ ranks a transition which is not ranked by $\eta_j$ in the $j$-th iteration of the algorithm.

   Then the algorithm could have ranked strictly more transitions by computing $\eta_j + \eta'_j$ instead of $\eta_j$, which contradicts the maximality condition for computing new components that is imposed by the algorithm.

2. There is no such index. But then, since $\eta' = (\eta'_1, \ldots, \eta'_m)$ is the LinGLexRSM supported by $I$, it must follow that $m > k$ and that $\eta'_{k+1}$ would satisfy all the conditions imposed by the algorithm in the $(k+1)$-st iteration and it would rank at least 1 new transition, thus the algorithm couldn’t terminate after iteration $k$.

Thus, in both cases we reach contradiction, and the completeness claim on Algorithm 2 holds.

Minimality of dimension is proved analogously as completeness, by contradiction. If there exists a LinGLexRSM map w.r.t. $S$ supported by $I$ of dimension
strictly smaller by that found by the algorithm, we can use it analogously as above to show that at some iteration the algorithm could have ranked a strictly larger number of transitions, contradicting the maximality condition for computing new components that is imposed by the algorithm. Thus the minimality of dimension claim follows.

G Proof of Lemma 2

Let \( \eta \) be an LEM whose existence is assumed in the lemma statement. Analogously as in the proof of Lemma 1, we may increase \( \eta \) by a constant term in order to ensure that all transitions satisfy \( \text{EXP-NNEG} \), except for maybe those that in the variable update involve sampling from a distribution of unbounded support. So without loss of generality assume that \( \eta \) satisfies \( \text{EXP-NNEG} \) for all other transitions. Denote the set of all transitions in \( C \) that involve sampling from distributions of unbounded support by \( \rightarrow^{\text{unb}} \).

As before, denote by max-coeff(\( \eta \)) the maximal absolute value of a coefficient appearing in \( \eta \). Also, define \( N \) analogously as in the proof of Lemma 1, i.e. for all distributions of bounded support that appear in sampling instructions and for all bounded intervals appearing in non-deterministic assignments, we have that they are supported in \([−N, N] \). Finally, since we assume that each distribution appearing in sampling instructions is integrable, for each \( d \in D \) we have \( E_{X \sim d}[|X|] < \infty \). Thus, by triangle inequality we also have \( E_{X \sim d}[|X - E[X]| \cdot I(|X - E[X]| < k)] \to E_{X \sim d}[|X - E[X]|] \) as \( k \to \infty \) by the Monotone Convergence Theorem [79], for each \( d \in D \) there exists \( k(d) \in \mathbb{N} \) such that

\[
E_{X \sim d}[|X - E[X]| \cdot I(|X - E[X]| \geq k)] < \frac{1}{2 \cdot \text{max-coeff}(\eta)}.
\]

for all \( k \geq k(d) \). Define \( K = \max_{d \in D} k(d) \), which is finite as \( D \) is finite.

Next, define the set \( U \subseteq \{1, 2, \ldots, \dim(\eta)\} \times L \) of pairs of indices of components of \( \eta \) and locations in \( C \) as follows:

\[
U = \{(j, \ell') \mid \exists \tau \in \rightarrow^{\text{unb}} \text{ s.t. lev}(\tau) = j \text{ and } \ell' \text{ is the target location of } \tau\}.
\]

Thus, \( U \) is the set of pairs of indices of components of \( \eta \) and locations in \( C \) on which the condition \( \text{UNBOUND} \) imposes additional template restrictions.

We now define an LEM \( \eta' \) which is of the same dimension as \( \eta \), and for each component \( \eta'_j \) we define

\[
\eta'_j(\ell, x) = \begin{cases} 
0 & \text{if } (j, \ell) \in U \text{ and } \eta_j(\ell, x) < -C, \\
2 \cdot \eta_j(\ell, x) + 2 \cdot C & \text{otherwise},
\end{cases}
\]

where \( C > 0 \) is a constant to be determined. We claim that there exists \( C > 0 \) for which \( \eta' \) is a piecewise linear GLexRSM map supported by \( I \) (with the level map being the same as for \( \eta \)). The fact that \( \eta' \) is piecewise linear for every
\( C > 0 \) is clear from its definition, so we are left to verify that there exists \( C > 0 \) for which \( P\text{-NNEG}(\eta', \tau) \), \( P\text{-RANK}(\eta', \tau) \) and \( EXP\text{-NNEG}(\eta', \tau) \) hold for each transition \( \tau \).

Transitions not in \( \rightarrow^{\text{unb}} \). We show that, for transitions not in \( \rightarrow^{\text{unb}} \), the claim holds for every \( C > 2 \cdot N \cdot \max\text{-coeff}(\eta) \).

First, suppose that \( \tau \) is a transition of probabilistic branching. Let \( \ell \) be its source location and \( \ell_1, \ell_2 \) its target locations. Since we assume that \( C \) is induced by a program in LinPP\(^*\) meaning that neither \( \ell_1 \) nor \( \ell_2 \) are target locations of any transition in \( \rightarrow^{\text{unb}} \), by definition of \( U \) and \( \eta' \) we must have \( \eta'_j(\ell_1, x) = 2 \cdot \eta_j(\ell_1, x) + 2 \cdot C \) and \( \eta'_j(\ell_2, x) = 2 \cdot \eta_j(\ell_2, x) + 2 \cdot C \) for each component \( \eta_j \) and each \( x \). On the other hand, the piecewise linear transformation defining \( \eta' \) ensures that \( \eta'_j(\ell, x) \geq 2 \cdot \eta_j(\ell, x) + 2 \cdot C \) for each component \( \eta_j \) and each \( x \). Hence, it is easy to see that \( P\text{-NNEG}(\eta', \tau) \), \( P\text{-RANK}(\eta', \tau) \) and \( EXP\text{-NNEG}(\eta', \tau) \) all hold as they hold for \( \eta \). Note that this proof allows any \( C > 0 \).

Next, let \( \tau \not\in \rightarrow^{\text{unb}} \) be a transition which is also not a transition of probabilistic branching. Denote by \( \ell \) its source location, \( \ell_1 \) its target location, \( x \in I(\ell) \cap G(\tau) \), and \( (\ell_1, x_1) \) some state that is reachable from \( (\ell, x) \) by executing \( \tau \). We claim that, for each \( 1 \leq j \leq \text{lev}(\tau) \),

\[
\eta_j(\ell_1, x_1) \geq -2 \cdot N \cdot \max\text{-coeff}(\eta),
\]

By definition of \( \eta' \), if \( C > 2 \cdot N \cdot \max\text{-coeff}(\eta) \) this would imply that \( \eta'_j(\ell_1, x_1) = 2 \cdot \eta_j(\ell_1, x_1) + 2 \cdot C \) for each successor state \( (\ell_1, x_1) \). Since \( \eta'_j(\ell, x) \geq 2 \cdot \eta_j(\ell, x) + 2 \cdot C \), it is again easy to see that \( P\text{-NNEG}(\eta', \tau) \), \( P\text{-RANK}(\eta', \tau) \) and \( EXP\text{-NNEG}(\eta', \tau) \) all remain true as they are true for \( \eta \).

To prove the claim, fix \( 1 \leq j \leq \text{lev}(\tau) \) and a successor state \((\ell_1, x_1)\). By the condition \( W\text{-EXP}\text{-NNEG}(\eta, \tau) \), we have \( \min\text{-pre}_{\eta}(\ell, x) \geq 0 \). If the update element of \( \tau \) does not contain a sampling instruction, then we must have \( \eta_j(\ell_1, x_1) \geq \min\text{-pre}_{\eta}(\ell, x) \) by definition of min-pre, and the claim follows. Otherwise, suppose that \( U_p(\tau) = (i, u) \) with \( u = u' + X \) where \( u' \) is a linear expression without sampling instructions and \( X \sim d \) where \( d \) is a distribution of bounded support (recall, we assumed that \( \tau \not\in \rightarrow^{\text{unb}} \)). Then, by linearity of \( \eta_j \) we easily see that

\[
\eta_j(\ell_1, x_1) = \min\text{-pre}_{\eta}(\ell, x) + \text{coeff}[i] \cdot X - \text{coeff}[i] \cdot E[X]
\geq \text{coeff}[i] \cdot X - \text{coeff}[i] \cdot E[X]
\geq -2 \cdot |\text{coeff}[i]| \cdot N
\geq -2 \cdot \max\text{-coeff}(\eta) \cdot N,
\]

as claimed. The first inequality follows from \( W\text{-EXP}\text{-NNEG}(\eta, \tau) \), and the rest follows by definition of \( N \) and the assumption that \( d \) has bounded support. Here, we used \( \text{coeff}[i] \) to denote the coefficient in \( \eta_j \) of the variable with index \( i \) at location \( \ell_1 \).

Transitions in \( \rightarrow^{\text{unb}} \). Let \( \tau \in \rightarrow^{\text{unb}} \), let \( \ell \) be its source location and \( \ell_1 \) its target location. We claim that each of the conditions \( P\text{-NNEG}(\eta', \tau) \), \( P\text{-RANK}(\eta', \tau) \) and \( EXP\text{-NNEG}(\eta', \tau) \) holds if \( C > K \cdot \max\text{-coeff}(\eta) \).
1. **P-NNEG(η', τ)**: By definition of η', for each component η'_j, and x we have η'_j(ℓ, x) ≥ 2 · η_j(ℓ, x) + C. Hence, the claim follows since P-NNEG(η, τ) holds.

2. **P-RANK(η', τ)**: If x ∈ I(ℓ) ∩ G(τ), we need to show that for 1 ≤ j < lev(τ) we have η'_j(ℓ, x) ≥ max-pre^ℓ,η_j(ℓ, x), and that η'_ℓ(ℓ, x) ≥ max-pre^ℓ,η(ℓ, x) + 1. First, fix 1 ≤ j < lev(τ). From the UNBOUND condition, we know that the coefficient in η_j of the variable updated by τ at ℓ_1 is 0. Hence, η_j has the same value at each successor state of (ℓ, x) upon executing τ which is thus equal to max-pre^ℓ,η_j(ℓ, x). By the W-EXP-NNEG(η, τ) this value has to be nonnegative. Hence, the value of η'_j is also the same at each successor state and equal to 2 · max-pre^ℓ,η_j(ℓ, x) + C. Thus, as η'_j(ℓ, x) ≥ 2 · η_j(ℓ, x) + C, the desired inequality holds as P-RANK(η, τ) holds.

We now prove that η'_ℓ(ℓ, x) ≥ max-pre^ℓ,η(ℓ, x) + 1. Let Up(τ) = (i, u) with u = u' + X where u' is a linear expression with no sampling instructions and X ∼ d where d has unbounded support. Since (lev(τ), ℓ_1) ∈ U, we have

\[
\max\text{-pre}^{\eta'_{\text{lev}(\tau)}}(\ell, x) = \mathbb{E}_{X \sim d}[(\eta'_{\text{lev}(\tau)}(\ell_1, x[i ← u' + X])] \\
= \mathbb{E}_{X \sim d}[(2 \cdot \eta_{\text{lev}(\tau)}(\ell_1, x[i ← u' + X]) + 2 \cdot C) \cdot \mathbb{I}(\eta_{\text{lev}(\tau)}(\ell_1, x[i ← u' + X]) ≥ -C)] \\
= 2 \cdot C + 2 \cdot \max\text{-pre}^{\eta_{\text{lev}(\tau)}}(\ell, x) \\
- \mathbb{E}_{X \sim d}[(2 \cdot \eta_{\text{lev}(\tau)}(\ell_1, x[i ← u' + X]) + 2 \cdot C) \cdot \mathbb{I}(\eta_{\text{lev}(\tau)}(\ell_1, x[i ← u' + X]) < -C)] \\
(\text{use that max-pre}^{\eta_{\text{lev}(\tau)}}(\ell, x) \leq \eta_{\text{def}}(\ell, x) - 1 \text{ by P-RANK(η, τ)}) \\
≤ 2 \cdot C + 2 \cdot \eta_{\text{def}}(\tau)(\ell, x) - 2 \\
- \mathbb{E}_{X \sim d}[(2 \cdot \eta_{\text{lev}(\tau)}(\ell_1, x[i ← u' + X]) + 2 \cdot C) \cdot \mathbb{I}(\eta_{\text{lev}(\tau)}(\ell_1, x[i ← u' + X]) < -C)] \\
(\text{from definition of } \eta', \text{ have } 2 \cdot C + 2 \cdot \eta_{\text{def}}(\tau)(\ell, x) \leq \eta'_\text{lev}(\tau)(\ell, x)) \\
≤ \eta'_\text{lev}(\tau)(\ell, x) - 2 \\
- \mathbb{E}_{X \sim d}[(2 \cdot \eta_{\text{lev}(\tau)}(\ell_1, x[i ← u' + X]) + 2 \cdot C) \cdot \mathbb{I}(\eta_{\text{lev}(\tau)}(\ell_1, x[i ← u' + X]) < -C)].
\]

Now, \(\eta_{\text{lev}(\tau)}(\ell_1, x[i ← u' + X]) = \eta_{\text{lev}(\tau)}(\ell_1, x[i ← u' + \mathbb{E}[X]) + (X - \mathbb{E}[X]) \cdot \text{coeff}[i] = \min\text{-pre}^{\eta_{\text{lev}(\tau)}}(\ell, x) + (X - \mathbb{E}[X]) \cdot \text{coeff}[i] \geq (X - \mathbb{E}[X]) \cdot \text{coeff}[i] \), which holds by linearity of η and the last inequality follows from W-EXP-NNEG(η, τ). Here, we use coeff[i] to denote the coefficient at ℓ_1 of the variable with index i in η_{\text{lev}(\tau)}. Hence, continuing the above sequence inequalities we have that (note that the integrand is negative on the set over which integration is performed hence, as we have the minus sign outside the integral, the whole expression increases if we further decrease the integrand but enlarge the event over which the integration is performed in a way which keeps the integrand negative)

\[
≤ \eta'_{\text{lev}(\tau)}(\ell, x) - 2 - \mathbb{E}_{X \sim d}[(2 \cdot (X - \mathbb{E}[X]) \cdot \text{coeff}[i] + 2 \cdot C) \cdot \mathbb{I}(X - \mathbb{E}[X]) \cdot \text{coeff}[i] < -C)].
\]
Thus, to conclude that \( \eta'_{\text{lev}}(\ell, x) \geq \max-\text{pre}_{\eta'_{\text{lev}}(\ell, x)}^\tau (\ell, x) + 1 \) it suffices to show
\[
\mathbb{E}_{X \sim d} \left[ (2 \cdot (X - E[X]) \cdot \text{coeff}[i] + 2 \cdot C) \cdot I \left( (X - E[X]) \cdot \text{coeff}[i] < -C \right) \right] \geq -1.
\]

Now observe that, in order for \((X - E[X]) \cdot \text{coeff}[i] < -C\) to hold we must have \(X - E[X]\) and \(\text{coeff}[i]\) be of opposite signs. Therefore, we have
\[
\mathbb{E}_{X \sim d} \left[ (2 \cdot (X - E[X]) \cdot \text{coeff}[i] + 2 \cdot C) \cdot I \left( (X - E[X]) \cdot \text{coeff}[i] < -C \right) \right] \\
\geq \mathbb{E}_{X \sim d} \left[ (2 \cdot |X - E[X]| \cdot \text{max-coeff}(\eta)) \cdot I \left( |X - E[X]| > C/\text{max-coeff}(\eta) \right) \right] \\
= 2\text{max-coeff}(\eta) \cdot \mathbb{P} \left( |X - E[X]| > C/\text{max-coeff}(\eta) \right) \\
\geq 2\text{max-coeff}(\eta) \cdot \mathbb{P} \left( |X - E[X]| > C/\text{max-coeff}(\eta) \right) \\
\geq -1,
\]
where the last inequality holds since \(C > K \cdot \text{max-coeff}(\eta)\) and by definition of \(K\).

3. \(\text{EXP-NNEG}(\eta', \tau)\): Let \(x \in I(\ell) \cap G(\tau)\), we show that \(\min-\text{pre}_{\eta'_{\text{lev}}(\ell, x)}(\ell, x) \geq 0\) for all \(1 \leq j \leq \text{lev}(\tau)\). For \(1 \leq j < \text{lev}(\tau)\), by the \text{UNBOUND} condition we know that, at \(\ell_j\), the coefficient in \(\eta_j\) of the variable which is updated by \(\tau\) is 0. Hence, the value of \(\eta_j\) at all successor states of \((\ell, x)\) upon executing \(\tau\) is the same, and is equal to \(\min-\text{pre}_{\eta_j}(\ell, x)\) which is nonnegative by \(\text{W-EXP-NNEG}(\eta, \tau)\). Therefore, we must have \(\eta'_j(\ell_1, x_1) = 2 \cdot \eta_j(\ell_1, x_1) + 2 \cdot C\) at each state \((\ell_1, x_1)\) reachable from \((\ell, x)\) by executing \(\tau\). Therefore, we also have \(\min-\text{pre}_{\eta'_{\text{lev}}(\ell, x)}^\tau(\ell, x) \geq 0\), where the last inequality holds since \(\text{EXP-NNEG}(\eta, \tau)\).

For the component \(\text{lev}(\tau)\), note that \((\text{lev}(\tau), \ell_1) \in U\). Thus, from our definition of \(\eta'\) it follows that \(\eta'_{\text{lev}}(\ell_1, x_1) \geq 0\) for every variable valuation \(x_1\). Hence,
\[
\min-\text{pre}_{\eta'_{\text{lev}}(\ell, x)}^\tau(\ell, x) \geq 0
\]
since it is just an integral of a non-negative function over the set \(S_{\text{lev}}^{\leq \text{lev}(\tau) - 1}\).

Choice of \(C\). From the analysis of all cases above, we see that
\[
C = (2N + K) \cdot \text{max-coeff}(\eta) + 1
\]
ensures that \(\eta'\) is a piecewise linear GLexRSM map, which proves the lemma claim.

H Proof of Theorem 4

We first prove that the algorithm is sound, i.e. that the LEM \(\eta\) which algorithm outputs must satisfy all conditions of Lemma 2. Let \(k\) be the total number
of algorithm iterations, so that \( \eta = (\eta_1, \ldots, \eta_k) \). Define the level map \( \text{lev} : \Delta \to \{0, 1, \ldots, k\} \) with the self loop at \( \ell_{\text{out}} \) having level 0, and for any other transition \( \tau \) we define \( \text{lev}(\tau) \) as the index of algorithm iteration in which it was removed from \( \mathcal{T} \). The fact that \( \eta \) satisfies \( P\text{-}\text{NNEG}, P\text{-}\text{RANK}, \text{EXP}\text{-}\text{NNEG} \) for transitions of probabilistic branching and \( \text{W}\text{-}\text{EXP}\text{-}\text{NNEG} \) for all other transitions then easily follows from conditions imposed by the algorithm in each iteration. Furthermore, the way we constructed linear programs \( \mathcal{LP}_\tau^{\text{unb}} \) and \( \mathcal{LP}_\tau^{\text{unb}} \) for each \( \tau \in \rightarrow^{\text{unb}} \cap \mathcal{T} \) ensures that \( \eta \) satisfies \( \text{UNBOUND} \). Hence \( \eta \) is an LEM supported by \( I \) which satisfies all conditions of Lemma 2.

We now prove completeness, i.e.
that for any \( (\mathcal{C}, I) \) with \( \mathcal{C} \) coming from a program in LinPP\(^*\), Algorithm 1 decides the existence of an LEM supported by \( I \) which satisfies conditions of Lemma 2. First, observe that for any two LEMs supported by \( I \) and which satisfy all the conditions in Lemma 2 their pointwise sum also satisfies all the conditions in Lemma 2. Hence, an argument analogous to that in the proof of Theorem 5 shows that the algorithm finds an LEM satisfying all the conditions of Lemma 2 whenever one such LEM exists by observing that whenever an LEM exists but \( \mathcal{T} \) is non-empty, either \( \mathcal{LP}_\tau^{\text{unb}} \) or \( \mathcal{LP}_\tau^{\text{unb}} \) for at least one \( \tau \in \rightarrow^{\text{unb}} \cap \mathcal{T} \) has a solution which 1-ranks at least one new transition.

Note that due to a fixed ordering of transitions in \( \rightarrow^{\text{unb}} \cap \mathcal{T} \) through which the algorithm iterates, the dimension of the computed LEM which satisfies all the conditions of Lemma 2 need not be minimal. However, this was not the claim of our theorem.