The development of computer technology has determined the vector for the expansion of services based on the Internet and “G” technologies. The main requirements for modern services in the banking sector are security and reliability. At the same time, security is considered not only as ensuring the confidentiality and integrity of transactions, but also their authenticity. However, in the post-quantum period, US NIST specialists question the durability of modern means of providing basic security services based on symmetric and asymmetric cryptography algorithms. The increase in computing resources allows attackers to use modern threats in combination. Thus, there is a need to search for new and/or modify known algorithms for generating MAC (message authentication codes). In addition, the growth of services increases the amount of information that needs to be authenticated. Among the well-known hash algorithms, the hash functions of universal hashing are distinguished, which allow initially determining the number of collisions and their uniform distribution over the entire set of hash codes. Possibilities of modifying the cascade hashing algorithm UMAC (message authentication code based on universal hashing, universal MAC) based on the use of McEliece crypto-code construction on algebrogeometric (elliptic codes (EC), modified elliptic codes (MEC) and damaged codes (DC). This approach allows preserving the uniqueness property, in contrast to the classical UMAC scheme based on a block symmetric cipher (AES). The presented algorithms for evaluating the properties of universality and strict universality of hash codes make it possible to evaluate the security of the proposed hashing constructs based on universal hash functions, taking into account the preservation of the universality property.
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1. Introduction

The development of the banking sector in the last decade has made it possible to significantly expand the range of its services based on the use of computing resources of Internet technologies and X “G” – LTE (Long-Term Evolution) technologies.

These changes contribute to the development of the digital economy, and in particular, electronic banking [1, 2]. However, this is accompanied by an increase in the number
and diversity of cyber threats. In [3–5], the results of the analysis of cyber threats to automated banking systems (ABS) of banking sector organizations (BSO) over the past three years are presented (Fig. 1).

The above graph shows that in 2017–2019, the extent of damage from implemented attacks in the financial sector was significantly influenced by such methods of implemented attacks as phishing (2017 – 16 %, 2018 – 49 %, 2019 – 80 %) and malicious software (2017 – 48 %, 2018 – 58 %, 2019 – 85 %). From the point of view of the main vectors of modern attacks on ABS, the analysis carried out indicates their integration with the methods of social engineering. This leads to the appearance of the properties of hybridity and synergism in the already known threats [3–5].

The presented statistics show that the number of threats associated with the service of authenticity is growing steadily. Therefore, it is important to recognize scientific research focused on the formation of new approaches that provide an authenticity service in the face of the rapid growth of computing resources and modern threats based on a full-scale quantum computer, based on the development of a modified UMAC algorithm with McEliece crypto-code constructions (as a pad).

2. Literature review and problem statement

With the growth of computing resources and modern technologies for increasing data volumes, an integrated task arises to ensure not only security, efficiency, but also authenticity. For implementation, it is proposed to use the UMAC cascade hashing algorithm (message authentication code based on universal hashing), which at the same time allows providing the required level of security and efficiency based on the use of universal hashing functions. However, the classical scheme uses the Advanced Encryption Standard (AES) block-symmetric cipher algorithm to ensure the strength of the hash code, which ultimately does not allow for universality.

The works [3–5] present the results of studies of the vectors of cyber threats. The analysis shows that the use of threats aimed at cracking authentication mechanisms allows remote access to confidential information and/or to obtain “privileges” that provide the possibility of “hacking” an integrated information security system (IISS). In [6–8], the possibilities of using McEliece and Niederreiter crypto-code constructions, providing security services – confidentiality, integrity, are considered. In addition, the efficiency of crypto-transformations and reliability of data transmission are provided on the basis of the use of algebraic geometric (cyclic) codes. A significant disadvantage of their practical use is the possibility of finding elements of masking matrices (the private key of each user of the system) based on the Sidelnikov’s attack [9] and significant energy costs for practical implementation over a finite (computational) field of dimension GF $(2^{16}–2^{13})$ (Galois field). As known, a finite field is a finite set that defines arbitrary operations called addition, multiplication, subtraction and division.

In [10–15], the possibilities of full-scale quantum computers are considered, which provide the problem of breaking symmetric and asymmetric cryptography algorithms in polynomial time. Thus, the implementation of an attack on a quantum computer practically casts doubt on the stability of hashing algorithms based on block-symmetric ciphers in the CBC (Cipher Block Chaining) and CFB (Cipher Feedback Mode) modes.

The analysis of the possibilities of cryptanalysis in [16] confirms that based on the Shor and Grover quantum algorithms and a full-scale quantum computer, symmetric and asymmetric cryptography algorithms are susceptible to breaking in polynomial time.

The works [17, 18] consider the possibility of constructing a cascade UMAC algorithm based on the use of MASH-1 and MASH-2 keyless algorithms (MASH – Modular Arith-
metric Secure Hash) as the formation of a pseudo-random pad on the third layer. However, the results presented by the authors indicate that the MASH-1 algorithm does not provide the required stability and versatility parameters and cannot be used in a modified (improved) algorithm. The MASH-2 algorithm provides the required level of cryptographic strength and retains the property of universality of the generated hash code in the improved UMAC, but does not provide its use in online mode, due to significant computing resources. In [19], the possibility of forming hash functions based on the use of cyclic algebraic geometric noise-resistant codes is considered. However, their use in the UMAC algorithm has not been considered, and research on their practical implementation has not been carried out. This approach provides versatility and allows the use of crypto-code constructs as a pseudo-random pad in a cascade hashing algorithm. In [7, 10, 20], hybrid crypto-code constructions (HCC) are considered based on the synthesis of the classical McEliece and Niederreiter schemes. However, the use of two schemes increases not only the capacitive costs for its practical implementation, but also reduces the efficiency of crypto-transformations, which is essential for use in the formation of the MAC code. In [21], the authors consider the use of Reed-Solomon cyclic codes, but they do not study the resistance of such a crypto-code structure to the Sidelnikov’s attack, which does not allow using CCC as a “guarantor” of the hash code strength. In [22], the possibility of using the Niederreiter crypto-code construction in post-quantum cryptography is considered; however, this scheme uses two algorithms (equilibrium coding and McEliece’s schemes), which complicates the formation of the pseudo-pad and practical implementation. In [23, 24], the security of universal hash functions is considered. The authors confirm that the use of universal hashing does not allow the formation of hack-resistant hash codes unambiguously, and suggest using additional encryption to ensure the strength of the hash code. This approach increases the computational costs of their online implementation. The work [25] proposes the use of a new multicast authentication scheme based on a symmetric algorithm. However, in the post-quantum period, this algorithm can be cracked, and the use of a modified cascade hashing algorithm will provide the required level of security and efficiency. The possibilities of forming a hash code based on the UMAD algorithm, proposed in [7, 10, 17–25], provide the property of universality, however, this requires significant energy costs for their practical implementation and does not ensure the use of the algorithm in the online mode of digest generation. The formation of a modified UMAC algorithm based on crypto-code constructions will provide a solution to the authentication problem in post-quantum cryptography, the required level of efficiency (online hash code generation) with the further growth of information data arrays, and a decrease in energy consumption during their practical implementation.

3. The aim and objectives of the study

The aim of the study is to develop a modified UMAC algorithm based on crypto-code constructions and algorithms for assessing the strength of the hash code.

To achieve the aim, the following objectives are set:
- to analyze the construction of the cascade UMAC algorithm, taking into account the provision of universality;
- to develop algorithms for the modified UMAC algorithm based on the McEliece crypto-code construction on algebraic geometric and damaged codes;
- to develop algorithms for assessing the strength of hash codes of the modified UMAC algorithm based on evaluating the criteria for universality and strict universality of the classes of hash functions.

4. Basic requirements for algorithms of universal and strictly universal classes of hash functions

Universal classes of hash functions were first proposed in [26]. The basic properties of universality and strict universality of classes of hash functions were studied in [27–29].

The idea of universal hashing is to define such a set of elements of a finite set \( H \) of hash functions \( h: A \rightarrow B, |A| = a, |B| = b \) – the set of outgoing messages; \( B \) – the set of MAC codes; \( |A| \) – number of outgoing messages; \( |B| \) – the number of possible states of MAC codes; \( a \) – outgoing message; \( b \) – the state of MAC codes), so that random selection of the function \( h \in H \) would provide a low probability of collision, i.e. for any different inputs \( x_1 \) and \( x_2 \), the probability that \( h(x_1) = h(x_2) \) (probability of collision) cannot exceed some predetermined value (fixed precision) \( \varepsilon \):

\[
P_{\text{col}} = P(h(x_1) = h(x_2)) \leq \varepsilon,
\]

wherein the collision probability can be calculated as

\[
P_{\text{col}} = \frac{\delta_h(x_1, x_2)}{|H|},
\]

where \( \delta_h(x_1, x_2) \) – the number of hash functions in \( H \), at which the values \( x_1, x_2 \in A \), \( x_1 \neq x_2 \) cause a collision, i.e. \( h(x_1) = h(x_2) \).

The works [18, 30] give definitions of universal hashing:

1. Assuming that \( 0 < \varepsilon < 1 \), \( H \) is an \( \varepsilon \)-universal hash class (abbreviated \( \varepsilon - \text{U}(H, A, B) \)), if for two different elements \( x_1, x_2 \in A \) there is no more than \( (|H| \times |x|) \) functions \( f \in H \) such that \( h(x_1) = h(x_2) \), if \( \delta_h(x_1, x_2) \leq \varepsilon |H| \) for all \( x_1, x_2 \in A \), \( x_1 \neq x_2 \).

2. Assuming that \( 0 < \varepsilon < 1 \), \( H \) is an \( \varepsilon \)-strictly universal hash class (abbreviated \( \varepsilon - \text{SU}(H, A, B) \)) if the following conditions are met:
- for each \( x_1 \in B \), and for each \( y \in B \),

\[
\left| \left\{ h \in H : h(x_1) = y \right\} \right| \leq |H| - |B|;
\]

- for each \( x_1, x_2 \in A \), and \( x_1 \neq x_2 \) for each \( y, y_1 \in B \),

\[
\left| \left\{ h \in H : h(x_1) = y_1, h(x_2) = y_2 \right\} \right| \leq \varepsilon |H|.
\]

The definition of a universal class of hash functions is equivalent to the definition of the MAC algorithm, in which the number of different rules for generating a hash code (the number of keys), in which there is a collision for two arbitrary input sequences, is limited. The number of such keys cannot exceed the value \( P_{\text{col}} \times |H| \), where \( P_{\text{col}} \) – collision probability, \( |H| \) – the number of all rules (keys).

The universal class of hash functions satisfies such security conditions as resistance to a preimage, to another preimage, and to collision [29].
Authentication schemes that are equivalent to the universal classes of hash functions have not been put into practice due to their low resistance to intrusion threats. Consequently, in the definition of a universal class of hash functions, there is no condition that determines its resistance to differential analysis.

The ideas of universal authentication were developed in the theory of unconditional authentication using strictly universal hashing \([18, 31]\). So, in \([19]\), a definition of a strictly universal class of hash functions is given, which is equivalent to the definition of such an algorithm for generating data integrity and authenticity control codes, under which the following rules will be fulfilled.

1. The number of MAC generation rules (number of keys), under which the value of the data integrity and authenticity control code does not change for an arbitrary input sequence, is limited. The number of such keys cannot exceed the value \(\frac{|H|}{|B|}\).

2. The number of rules for generating the data integrity and authenticity control code (the number of keys), under which the corresponding MAC values do not change for two arbitrary input sequences, is limited. The number of such keys cannot exceed the value \(P_{\text{in}} \times |H|\).

The conditions of strictly universal classes of hash functions are more “stringent” in comparison with the requirements of universal classes. Authentication schemes equivalent to strictly universal classes have a number of advantages, which are determined by the exact value of the collision probability, aversion to frequency and differential analysis, etc. However, the construction of such schemes is very problematic. Practical schemes are known that are equivalent to strictly universal classes, which have a significant drawback – a large amount of key data exceeding the amount of information.

Thus, to assess the strength of hash codes obtained on the basis of universal classes of hash functions, it is practically enough to evaluate the fulfillment of the criteria of universality and strict universality. In addition, knowing the number of collisions and even distribution of hash codes over the entire set allows using collision data as identifiers for large amounts of data and reducing the time to find the information needed.

5. Analysis of the construction of the cascade UMAC algorithm, taking into account the universality

For remote electronic interaction, it is important to ensure the process of object recognition by the presented parameters (indicators) and the associated authentication process. This problem is most acute in access control systems and authentication and verification systems for message transmission \([32–40]\).

Information hashing is an effective mechanism for controlling the integrity and authenticity of information in modern telecommunication networks \([33–36]\). Today manipulation detection codes (MDC) for data integrity control, and message authentication codes (MAC) are used \([34, 40–45]\).

The UMAC message authentication code was proposed in \([35]\). The algorithm is based on families of universal hash functions and provides provable security of the generated MAC \([33–42]\). At the same time, the security of the algorithm is justified by the strength of the AES block symmetric cipher (BSC) used in the UMAC scheme in the CBC mode (plain text block chaining) when forming the pad for the third layer of the UHASH-16 or UHASH-32 function (UHASH is a universal hash function, with a fixed hash code of 16 and 32 bits, respectively).

In \([36]\), the construction of multilayer hashing functions by the example of the UMAC algorithm is presented as a symbiosis of multi-stage key universal hashing and the use of a symmetric block cipher to form the so-called pseudo-random pad. The use of universal hashing in the multilayer construction of UMAC allows ensuring the equiprobability of the formation of hash images for the entire set of key data used, on which the proof of the security of the algorithm is based \([17, 18, 25, 37, 41–44]\). The use of the AES encryption algorithm provides high cryptographic strength of the UMAC scheme \([33–37, 45]\).

The UMAC message authentication code generation scheme uses a multi-level universal hashing construction \(Hash(K, M, Taglen)\) and pseudo-random pad generation procedure \(Pad\). The use of universal hashing makes it possible to ensure the equiprobability of the formation of hash images for the entire set of key data used, on which the proof of the algorithm’s security is based \([45]\). The UHash function compresses a message made up of three different layers:

- compression: the first layer uses the fast hash family NH to compress the message to a specified ratio;
- fixed length hash: the second layer uses the RP hash family, not as fast as NH, but generates a fixed length output using a fixed length key;
- strengthen and fold: the third layer uses the IP hash family, which reduces the length of its input to a more appropriate size.

Fig. 2 shows the general principle of the algorithm for generating the MAC code using the class of universal hash functions UMAC-16 and UMAC-32.

On the first layer L1 of the Hash function, the NH hash function is used, the result of which is the division of the message into blocks of 1.024 bytes. In this case, messages are received 128 times less than the input (Fig. 3).

![Fig. 2. Scheme of the universal class UHASH](image-url)
of degree $n$ in the range, where each word in the string serves as a coefficient. To calculate the hash, it is necessary to calculate the polynomial for an arbitrarily chosen point (key).

The purpose of this layer is to transform the result obtained on the first layer using the POLY polynomial function. If the length of the input vector is longer than 1,024 bits, then the polynomial function uses additional parameters to form the remainder.

The third layer L3 of the Hash function uses the IP function (Fig. 3).

The layer with the generic IP hash family reduces the length of its input, since the RP hash layer generates outputs that are much larger than the expected probability of error. It is based on the processing of internal data in the range of values (multiplying the input words with keywords and composing the results). The probability of an error from the previous layer has passed to this one and remains.

The purpose of the third layer is to transform the input vector B with a length of 16 bytes into a string equal to 4 bytes.

The formation of the pseudo-random pad with a cryptographically strong algorithm of the AES symmetric block cipher ensures the cryptographic strength of the UMAC algorithm at the level of the applied cryptoologism [14]. This UMAC generation scheme has potentially high efficiency rates, which is ensured by overlaying pseudo-random pads $\text{Pad}=\text{Hash}(K, \text{Nonce}, \text{Taglen})$ on the generated hash codes $Y=\text{Hash}(K, M, \text{Taglen})$.

The overlay procedure is equivalent to the bitwise addition operation. This approach is the classic implementation method for the UMAC algorithm.

The considered multi-layer construction in the formation of UMAC has potentially high efficiency rates. But after overlaying pseudo-random pads on the last layer, the UMAC formation algorithm loses the "universality" property of hashing and its collision properties are significantly deteriorated. This is due to the use of block symmetric encryption, which does not guarantee the preservation of the universality property of the resulting MAC code [18, 19, 32].
To ensure an increase not only in the cryptographic strength of message encryption algorithms for transmission over communication channels, but also to preserve universality, in [19, 32] it is proposed to use the universal hashing based on modular transformations. The provision of high cryptographic stability of transmitted messages occurs due to the impossibility of decrypting these messages during computing time. But this method is stable only with existing computing power, and with the advent of high-performance quantum computers, the risk of breaking it will increase.

In [19], the application of universal hashing based on modular transformations using the RSA algorithm (Rivest, Shamir, Adleman), which is based on elliptic curves and the computational complexity of the large-number factorization problem, is considered. At the final stage of hashing, this approach provides processing of strictly universal hashing by a cryptographically strong function based on modular transformations using loop functions

\[ f(x, H_{n-1}) = (x \oplus H_{n-1}) \mod (N) \]

and/or

\[ f(x, H_{n-1}) = (a^{x \cdot H_{n-1}}) \mod (p). \]

In this case, the bulk of information data is processed by the first layers of universal hashing. And the pseudo-random pad is processed by a cryptographically strong strictly universal hashing function based on modular transformations using the RSA algorithm. However, this approach does not ensure the efficiency of crypto-transformations, and its strength in post-quantum cryptography does not meet the requirements.

In [32], an improved method for generating data integrity and authenticity control codes is proposed based on the use of the UMAC algorithm. The first two layers are high-speed, but cryptographically weak universal hashing schemes, the last layer is proposed to be implemented using the developed secure (cryptographically strong) strictly universal hashing scheme based on modular transformations.

Generation of message authentication codes using key hashing, built on the basis of the keyless MASH-2 algorithm with variable initialization vectors, in certain cases allows building universal and strictly universal classes of hash functions. However, this condition is not satisfied for all values of the initial parameters (primes \( p \) and \( q \)).

Formally, the proposed scheme for the cascade generation of data integrity and authenticity control codes using modular transformations is shown in Fig. 6. This approach makes it possible to ensure the universality and stability of hash codes, but is practically not applicable in the online mode of hash code generation due to the low speed of forming the pseudo-random pad based on the keyless MASH-2 algorithm.

Thus, to eliminate the revealed drawback, it is proposed to use crypto-code constructions on algebraic geometric and damaged codes as a mechanism for forming the pseudo pad for the third layer of the UMAC cascade hashing algorithm.

The main approaches to ensuring the reduction of energy costs for the practical implementation of CCC on EC, MEC, DC are considered in [14, 46, 47]. This approach allows forming a modified UMAC algorithm depending on the requirements and computational capabilities.

6. Development of algorithms for modified UMAC based on McEliece CCC on EC, MEC and DC

In [14, 47–50], algorithms for constructing McEliece CCC on EC (MEC), DC, which can be used to form the pseudo-random pad, are considered.

So to build the pad on McEliece CCC on EC, the following algorithm is used:

- **Step 1.** Entering the information to be encoded (use the plain text of the message). Entering the public key \( G_E^L \);
- **Step 2.** Encoding information with an elliptic code. Formation of a code word \( c_x \) of the elliptic code given by the matrix \( G_E^L \) (forming the first part of the pad);
- **Step 3.** Formation of the error vector \( e \), whose weight does not exceed \( \leq t - \) correcting ability of elliptic code (formation of the second part of the pad);
- **Step 4.** Formation of the codogram (pad) \( c_s' = c_x + e \).

Thus, the code generated on EC is the pad that is used on the third layer of the modified UMAC algorithm on McEliece CCC. This approach ensures the preservation of the universality property of the obtained hash code and the required level of efficiency. However, it requires significant energy costs to ensure the required level of durability (it is necessary to build a CCC over \( GF(2^{10}\cdots 2^{13}) \). To reduce energy costs, it is proposed to use McEliece CCC on MEC, which allows reducing energy costs (building CCC over \( GF(2^{6}\cdots 2^{9}) \) and provide the required level of durability.

In [51] (Fig. 7) and in [14] (Fig. 8), algorithms for forming the pad for generating a hash code in a modified UMAC algorithm on McEliece CCC with shortened or lengthened MECs are presented.
Stage 1. Set code parameters

- requiredProbability – defined probability of block distortion;
- n - total number of symbols in code (code length);
- k – number of information symbols;
- d – minimal distance of code combinations by Hemming;
- g – curve genus;
- degF – the degree of generating function;
- degCurve – curve degree.

Stage 2. Forming private and public keys of asymmetric cryptosystem, entering information package

- $X$ – non-degenerate matrix $k \times k$ over $GF(q)$;
- $P$ – permutational matrix $n \times n$ over $GF(q)$;
- $D$ – diagonal matrix $n \times n$ over $GF(q)$;
- $G^{EC}$ – check matrix $r \times n$ of elliptic code over $GF(q)$;
- $a_1, \ldots, a_6$ – coefficients set of curve polynomial;
- $IV$ – initialization vector, $|IV|=|h|=1/2k$-reducing elements.

Stage 3. Forming session key and codegram

- Vector $e$ forms randomly, equiprobably and independently from another secret texts;
- Communication channel receives code without zero elements of initialization vector (shortening operation).

Fig. 7. Algorithm of forming a codogram in a modified McEliece CCC with a shortened modified code (MEC)
Step 1. Setting code parameters

requiredProbability – given block distortion probability,

n – total number of characters in the code (code length),

k – number of information symbols,

d – minimum distance of code combinations according to Hamming,

g – kind of curve,

degF – generator function degree,

degCurve – degree of curve.

Stage 2. Formation of private and public keys of an asymmetric cryptosystem, input of an information message

X – non-degenerate $k \times k$ matrix on GF(q),
P – permutation $n \times n$ Matrix on GF(q),
D – diagonal $n \times n$ Matrix on GF(q),
$G^{EC}$ – generating $k \times n$ elliptic code matrix over GF(q),
$a_i$ – the set of coefficients of a curve polynomial $a_1 \ldots a_6$, IV – initialization vector, IV = $[h] = \frac{1}{2} k$ – reduction elements

Stage 3. Formation of a session key and a codogram (backing)

vector $e$ is generated randomly, equiprobably and independently of other closed texts

The UMAC algorithm receives a codeword with non-zero elements of information symbols inserted in place of the zero elements of the initialization vector (lengthening operation)

Fig. 8. Algorithm of forming a codogram in a modified McEliece CCC with an extended modified code (MEC)
The results of the study showed that the application of this approach in practice contributes both to an increase in the cryptographic strength of the generation of an authentication code and raises the issue of the speed of operations related to this process.

To construct crypto-code constructions based on modified (shortened or extended) cyclic codes on elliptic curves, the parameters presented in Table 1 are used. Table 2 shows the parameters of asymmetric cryptosystems on the corresponding CCC.

**Table 1**

| Parameters | shortened MEC | elongated MEC |
|------------|---------------|---------------|
| \((n, k, d)\) | \(n = 2\sqrt{q} + q + 1 - x\), \(k ≥ a - x, d ≥ n - a, a = 3\times\deg F\) | \(n = 2\sqrt{q} + q + 1 - x + x_1\), \(k ≥ a - x + x_1, d ≥ n - a, a = 3\times\deg F\) |

**Table 2**

| Parameters | Shortened MEC | Elongated MEC |
|------------|---------------|---------------|
| Secret key dimension | \(l_{k_s} = (x - x_1)\times\log_2(2\sqrt{q} + q + 1)\) | \(l_{k_s} = (x - x_1)\times\log_2(2\sqrt{q} + q + 1)\) |
| Information vector dimension | \(l_{i_v} = (a - x)\times m\) | \(l_{i_v} = (a - x + x_1)\times m\) |
| Cryptogram dimension | \(l_s = (2\sqrt{q} + q + 1)\times m\) | \(l_s = (2\sqrt{q} + q + 1 - x + x_1)\times m\) |
| Relative encoding rate | \(R = (\alpha - x) / (2\sqrt{q} + q + 1 - x)\) | \(R = (\alpha - x) / (2\sqrt{q} + q + 1 - x + x_1)\) |

In [14, 49–51], practical algorithms for constructing a modified UMAC algorithm on CCC with MEC are considered. The proposed approach will make it possible to form the pseudo-random pad with a further reduction in computing resources by reducing the computational field of elliptic curves based on damage (reduction or lengthening of the code sequence).

The process of confirming the integrity of information during transmission from the sending to the receiving side on the basis of checking the verification of codograms and hash codes using the McEliece CCC on MEC is schematically shown in Fig. 9. The use of the UMAC algorithm on the proposed crypto-code constructions will make it possible to detect modifications of the plain text when transmitted through an open channel. When developing a mathematical model for the formation of a hash code in the UMAC algorithm, a pseudo-random sequence is used, which ensures the cryptographic strength of this hash code. The algorithm of forming the pad is the McEliece crypto-code construction on MEC.

Application of modification changes to elliptic codes allows reducing the load on computing resources and leads to an increase in the efficiency of generating MAC codes in real-time.

**Fig. 9.** Scheme of message transmission from the sender to the recipient and checking the integrity of the message received by comparing codograms and hash codes using McEliece CCC on MEC.
In [50], it was proposed to use the McEliece crypto-code construction using damaged codes as a mechanism for forming the pseudo-random pad of the third UMAC layer. The main ideas of damaged cryptography are proposed in [52, 53]. This approach allows the use of a hybrid CCC (HCCC) construction with multichannel cryptography and provides the maximum substrate formation rate with the required level of security. In addition, it allows reducing energy costs (construction of the HCCC over GF \((2^{4-2^6})\) while maintaining the required level of hash code strength. Fig. 10, 11 show an algorithm for using McEliece HCCC to form the pad.

**Step 1. Setting code parameters**

- \(\text{requiredProbability} \) – given block distortion probability,
- \(n\) – total number of characters in the code (code length),
- \(k\) – number of information symbols,
- \(d\) – minimum distance of code combinations according to Hamming,
- \(g\) – kind of curve,
- \(\text{degF}\) – generator function degree,
- \(\text{degCurve}\) – degree of curve.

**Stage 2. Damage**

| Symbol | Residue length | Residue \(C(x)\) | Flag \(f(x)\) |
|--------|----------------|-----------------|--------------|
| \(S_1\) | \(r\) | \(0^r\) | \(0^{r+1}\) |
| \(S_2\) | \(r\) | \(0^r\) | \(0^{r+1}\) |
| \(\ldots\) | \(\ldots\) | \(\ldots\) | \(\ldots\) |
| \(S_{n-1}\) | \(n-2\) | \(1^r\) | \(01\) |
| \(S_{n-2}\) | \(n-1\) | \(0^r\) | \(1\) |
| \(\ldots\) | \(\ldots\) | \(\ldots\) | \(\ldots\) |
| \(S_n\) | \(r\) | \(1^r\) | \(0^{r+1}\) |

- \(n\) – total number of characters in the code (code length),
- \(d\) – minimum distance of code combinations according to Hamming,
- \(f(x)\) – flag,
- \(C(x)\) – residue

![Diagram](image-url)
7. Development of algorithms for assessing the strength of hash codes of the modified UMAC algorithm based on evaluating criteria of universality and strict universality of hash function classes

The proposed algorithms for assessing the strength of hash codes of the modified UMAC algorithm (statistical study of collisional properties of the generated elements) are based on empirical assessment of the maximum number of keys for which:

1) for arbitrary $x_1, x_2 \in A, x_1 \neq x_2$, equality holds:

$$h(x_1) = h(x_2);$$

2) for arbitrary $x_1 \in A$ and $y_1 \in B$ equality holds:

$$h(x_1) = y_1;$$

3) for arbitrary $x_1, x_2 \in A, x_1 \neq x_2$ and $y_1, y_2 \in B$ equalities hold:

$$h(x_1) = y_1, h(x_2) = y_2.$$  (3)

The assessment according to the first criterion corresponds to checking the fulfillment of the condition for the universal class of hash functions, the assessment according to the second and third criterion corresponds to the conditions for the strictly universal class of hash functions.

To estimate the above equalities, the following notation is introduced [54]:

$$n_1(x_1, x_2) = \left[ h \in H : h(x_1) = h(x_2) \right];$$

$$n_2(x_1, y_1) = \left[ h \in H : h(x_1) = y_1 \right], x_1 \in A, y_1 \in B;$$

$$n_3(x_1, x_2, y_1, y_2) = \left[ h \in H : h(x_1) = y_1, h(x_2) = y_2 \right];$$

$$x_1, x_2 \in A, x_1 \neq x_2, y_1, y_2 \in B.$$
The second indicator $n_2(x_1, y_1)$ characterizes the number of hashing rules (MAC formation rules), under which for the given $x_1 \in A$, $y_1 \in B$ equality (2) holds, i.e., the number of keys, for which the hash code value (MAC) $y_1$ for the input sequence $x_1$ does not change.

The third indicator $n_3(x_1, x_2, y_1, y_2)$ characterizes the number of hashing rules (MAC formation rules). For given $x_1, x_2 \in A$, $y_1 \neq x_2, y_1, y_2 \in B$, equality (3) holds, i.e., the number of keys for which for two input sequences $x_1$ and $x_2$ their corresponding hash values (MAC) $y_1$ and $y_2$ do not change.

Since the number of keys must not exceed their corresponding values $P_{max} / |H|$, $|H| / |B|$ and $P_{min} / |H|$, the maximum number of such keys for each of the considered set of elements is of interest.

To conduct research, it is necessary to determine the maximums of these values, and then compare the results with the number $P_{max} / |H|$ (for the first criterion), with the number $|H| / |B|$ (for the second criterion) and the number $P_{min} / |H|$ (for the third criterion).

Thus, as statistical indicators for assessing collisional properties, use [54]:

- mathematical expectations $m(n_1)$, $m(n_2)$ and $m(n_3)$ of maxima of the number of hashing rules (MAC formation rules) at which equalities (1), (2) and (3) are satisfied, respectively;

- dispersion $D(n_1)$, $D(n_2)$ and $D(n_3)$, characterizing the dispersion of the values of the number of hashing rules (MAC formation rules), at which equalities (1), (2) and (3) are satisfied, with respect to their mathematical expectations $m(n_1)$, $m(n_2)$ and $m(n_3)$, respectively.

The assessment of collisional properties according to the given criteria of universality and strict universality is carried out in the average statistical sense. So, when setting up an experiment, a limited set of elements $x_1, x_2 \in A, x_1 \neq x_2$ and their corresponding hash images (MAC) $y_1, y_2 \in B$ is used, considering the relevant results as a sample from the general population.

The natural estimate $\tilde{m}$ for the mathematical expectation $m$ of a random variable $X$ is the arithmetic mean of its observed values $X_i$ (or statistical mean) [19]:

$$\tilde{m} = \frac{1}{N} \sum_{i=1}^{N} X_i,$$

where $N$ – number of implementations of a random variable $X$.

The estimate of the variance $\tilde{D}$ of a random variable $X$ is determined by the expression:

$$\tilde{D} = \frac{1}{N-1} \sum_{i=1}^{N} (X_i - \tilde{m})^2.$$

By virtue of the central limit theorem of probability theory for large values of the number of implementations $N$, the arithmetic mean will have a distribution close to normal, with a mathematical expectation [19]:

$$m[\tilde{m}] = \tilde{m}$$

and standard deviation

$$\sigma[\tilde{m}] = \frac{\sigma}{\sqrt{N}},$$

where $\sigma$ – standard deviation of the estimated parameter.

Moreover, the probability that the estimate $\tilde{m}$ deviates from its mathematical expectation by less than $\varepsilon$ (confidence level) is equal to [19]:

$$P(\{\varepsilon < \tilde{m} < m(n_i)\}) = 2\Phi \left( \frac{\varepsilon}{\sigma[\tilde{m}]} \right),$$

where $\Phi(x)$ – Laplace function, defined by the expression:

$$\Phi(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} dx.$$

When conducting experimental studies of collisional properties, it was proposed to use the methods of statistical testing of hypotheses and mathematical statistics [18, 19].

1. From the general population of a random variable $X$, a sample is formed as follows:

   - for the average estimate of the mathematical expectation $m(n_i)$ and variance $D(n_i)$, the maximum $n_i(x_1, x_2)$ is used as a random variable for which the equality $h(x_1) = h(x_2)$ holds, hence the sample of size $N$: $X_1, X_2, ..., X_N$ will be formed by selecting $N$ sets, each of which contains $M$ pairs of elements $x_1, x_2 \in A, x_1 \neq x_2$ and estimated as $n_i(x_1, x_2)$, i.e. the total volume of formed pairs of elements $x_1, x_2 \in A, x_1 \neq x_2$ will be $NM$;

   - for the average estimate of $m(n_2)$ and $D(n_2)$, the maximum $n_2(x_1, y_1)$ is used as a random variable for which the equality $y_1 = h(x_1)$ holds, hence the sample of size $N$: $X_1, X_2, ..., X_N$ will be formed by selecting $N$ sets, each of which contains $M$ pairs of elements $x_1, y_1 \in A, y_1 \in B$ and estimated as $n_2(x_1, y_1)$. The total volume of formed pairs of elements $x_1 \in A, y_1 \in B$ will be $NM$;

   - for the average estimate of $m(n_3)$ and $D(n_3)$, the maximum $n_3(x_1, x_2, y_1, y_2)$ is used as a random variable for which the equalities $y_1 = h(x_1)$ and $y_2 = h(x_2)$ hold, hence the sample of size $N$: $X_1, X_2, ..., X_N$ will be formed by selecting $N$ sets, each of which contains $M$ quadruples of elements $x_1, x_2 \in A, x_1 \neq x_2, y_1, y_2 \in B$ and estimated as $n_3(x_1, x_2, y_1, y_2)$, the total volume of formed quadruples will be $NM$.

2. In experimental studies of the collisional properties of hashing, the arithmetic mean $\tilde{m}(n_i)$ of observed maximum values $n_i$ and variance $D(n_i)$, $i = 1, 2, 3.$ are estimated.

3. The reliability of the average estimates obtained is substantiated as follows. The accuracy $\varepsilon$ is recorded and the values of the Laplace function are calculated, which, in accordance with the confidence probability, will give the corresponding confidence probabilities:

$$P(\{\varepsilon < m(n_i) < \tilde{m} < m(n_i) + \varepsilon\}) = 2\Phi \left( \frac{\varepsilon}{\sigma[\tilde{m}(n_i)]} \right),$$

$$\sigma[\tilde{m}(n_i)] = \frac{\sqrt{D(n_i)}}{\sqrt{N}}, \quad i = 1, 2, 3.$$

When the problem is inversely stated, i.e., for a fixed confidence level $P_0$, for a sample size of $N$, the confidence interval is determined as follows:

$$\tilde{m}(n_i) - t_\varepsilon \cdot \sigma[\tilde{m}(n_i)] < m(n_i) < \tilde{m}(n_i) + t_\varepsilon \cdot \sigma[\tilde{m}(n_i)],$$

$$i = 1, 2, 3,$$

where $t_\varepsilon$ – the root of the equation $2\Phi(t_\varepsilon) = P_0$. 
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The algorithm for checking hash codes for compliance with the rules of the universal class of hash functions is shown in Fig. 12.

The implementation of the algorithm can be described by the following steps:

1. Forming input messages.
2. Forming keys.
3. Forming hash codes $H_{ij}$ for each input message $I_i$ using keys $K_j$.
4. Performing a sequential comparison of the obtained hash codes $H_{ij}$ by the same key $K_j$ on all incoming messages among themselves on the basis of the following condition: if the hash values match $(H_{ij} = H_{ij+1})$, which indicates the occurrence of a collision ($L_j$), then 1 is added to the collision counter:

$$L_j = \sum_{j=1}^{N} L_{j-1} + 1,$$

where $L_{j-1}$ – the previous value of the collision counter on the $j$-th key.

5. Within one message on all keys we choose the maximum value of collisions $L_{\text{max}}$.

6. Calculating the arithmetic mean or central value $M(L_{\text{max}})$:

$$M(L_{\text{max}}) = \frac{\sum_{i=1}^{M} x_i \times p_i}{M},$$

7. Calculating the value of the scatter of the maximum values of collisions around their central value by finding the variance $\left\{ D(L_{\text{max}}) \right\}$ on the maximum number of collisions:

$$D(L_{\text{max}}) = M(x - M(x))^2.$$

The algorithm for checking hash codes for compliance with the requirements of a strictly universal class of hash functions according to the first criterion is shown in Fig. 13.

The implementation of the algorithm can be described by the following steps:

1. Forming one random incoming message $I_{\text{rand}}$.
2. Forming a hash code $H_{\text{rand}}$ of the random message $I_{\text{rand}}$.
3. Forming incoming messages.
4. Forming keys.
5. Forming hash codes $H_{ij}$ for each incoming message $I_i$ using keys $K_j$.
6. Performing a sequential comparison of the obtained hash codes $H_{ij}$ by the same key $K_j$ on all incoming messages with a hash code $H_{\text{rand}}$ of the random message $I_{\text{rand}}$ on the basis of the following condition:

   - if the hash values match $(H_{ij} = H_{\text{rand}})$, which indicates the occurrence of a collision ($L_j$), then 1 is added to the collision counter:
The implementation of the algorithm can be described by the following steps:

1. Forming two different random incoming messages $I_{\text{rand}1}$ and $I_{\text{rand}2}$.
2. Forming hash codes $H_{\text{rand}1}$ and $H_{\text{rand}2}$ for each of the messages $I_{\text{rand}1}$ and $I_{\text{rand}2}$.
3. Forming incoming messages.

4. Forming keys.

5. Forming hash codes $H_{ij}$ for each incoming message $I$ using keys $K_j$.

6. Performing a sequential comparison of the obtained hash codes $H_{\text{rand}1}$ and $H_{\text{rand}2}$ by the same key $K_j$ for all incoming messages with hash codes of two random messages:
   - if the hash values match ($H_{ij}=H_{\text{rand}1}$ or $H_{ij}=H_{\text{rand}2}$), which indicates the occurrence of a collision ($L_i$), then $i$ is added to the collision counter:

$$L_i = \sum_{j=1}^{N} L_{j-1} + 1.$$  

7. Within one message for all keys, selecting the maximum value of the collision $L_{\text{max}}$.

8. Calculating the arithmetic mean or central value of the maximum number of collisions by finding their mathematical expectation $M(L_{\text{max}})$:

$$M(L_{\text{max}}) = \sum_{i=1}^{M} x_i \times p_i.$$  

9. Calculating the value of the scatter of the maximum values of collisions around their central value by finding the variance $D(L_{\text{max}})$ by the maximum number of collisions:

$$D(L_{\text{max}}) = M(x - M(x))^2.$$  

Thus, the proposed algorithm allows evaluating not only the fulfillment of the criteria of universality and strict universality of the obtained MAC code, but also the level of stability.

8. Discussion of the results of the practical implementation of the modified UMAC on CCC

To ensure the validity of the proposed approach, consider a practical example of the implementation of the modified UMAC cascade algorithm on CCC with EC, MEC and DC.

To model the implementation of the modified UMAC algorithm on algebrogeometric (EC, MEC) and damaged codes based on McElliese CCC (HCCC), the following input data are used:

- data block length (bytes) – 32;
- secret key length – 32 bytes;
- transmitted plain text I array length – 3bytes;
- pseudo-random key sequence length (number of subkeys) – 1,027;
- transmitted plaintext (k-bit information vector over $GF(q)$) – 11;
- secret error vector $e=00000200$ (session key);
- masking matrix (user private key – $KR$);
- non-degenerate $k \times k$ matrix – X;
- $n \times n$ permutation matrix $P$;
- diagonal matrix $D$;
- generating matrix $G$;
The generating matrix (user public key - \( M^{HCCC} \)) – \( M^{HCCC} \), depending on the McEliece CCC (HCCC). The conversion of the codogram values according to the MV2 algorithm is given in Table 3.

Table 3
Conversion of the codogram values according to the MV2 algorithm

| Binary representation of the symbol | Remainder length | Remainder \( C(x) \) | Flag \( R(x) \) |
|-------------------------------------|------------------|---------------------|----------------|
| 000                                | 2                | 00                  | 1              |
| 001                                | 2                | 01                  | 1              |
| 010                                | 2                | 10                  | 1              |
| 011                                | 2                | 11                  | 1              |
| 100                                | 2                | 00                  | 0              |
| 101                                | 2                | 01                  | 0              |
| 110                                | 2                | 10                  | 0              |
| 111                                | 2                | 11                  | 0              |

Next is the formation of a hash code on the basis of the modified UMAC algorithm with various mechanisms of forming the pseudo pad on the basis of CCC with EC, MEC, DC.

**I. Creating a hash code based on the UMAC algorithm.**

**Step 1.** Forming the first layer.

The value of the first-level hash function UHASH is calculated by the formula:

\[ Y_{LI} = \text{Hash}_{11}(K_{LI}, I). \]

For the formation of \( K_{LI} \) it is presented as a sequence of keys of eight four-byte blocks:

\[ K_{LI} = K_{LA} \parallel K_{LB} \parallel \ldots \parallel K_{LH}, \]

where \( \parallel \) – concatenation (connection) of the lines corresponding to subkeys.

The amount of data of the subkey:

\[ n = \frac{1072}{32} = 33.5 \approx 33 \Rightarrow i = 1, 2, \ldots, 33. \]

Since \( T_i = \text{Index}_{11} \), then for the first level Index\(_{11}=1, \Rightarrow T_i = T_{11}; \)

\[ K_{11} = 000000001 000000001 0000000010 0000000100 0000000101 00000001000 00000001010 0000000111, \]

\[ K_{12} = 000000001 000000001 0000000010 0000000100 0000000101 00000001000 00000001010 0000000111, \]

\[ K_{13} = 000000001 000000001 0000000010 0000000100 0000000101 00000001000 00000001010 0000000111, \]

\[ K_{14} = 000000001 000000001 0000000010 0000000100 0000000101 00000001000 00000001010 0000000111. \]

Based on the length \( M \) of the input message, the number of blocks is equal (to \( T_i = 1 \), so, the number of subkeys at this level is the same, therefore,

\[ K_{LI} = T_i = 00000001000000001. \]

The hash function values of this layer are calculated by the following formula:

\[ Y_{LI} = (I + K_{LI}) \mod 32 = (01001100 + 10000001) \mod 32 = 111. \]

**Step 2.** Forming the second layer.

Because the length \( M \) is less than 1024 bytes, this level of hashing will not be performed, and we will perform calculations using the third-level hash code.

**Step 3.** Forming the third layer.

The number of subkeys for \( K_{LII} \):

\[ n = \frac{64 \times 4}{32} = 8 \Rightarrow i = 1, 2, 3, 4, 5, 6, 7, 8. \]

Therefore, for the formation of \( K_{LII} \) it can be presented as a sequence of keys of eight four-byte blocks:

\[ K_{LII} = K_{11} \parallel K_{12} \parallel K_{13} \parallel K_{14} \parallel K_{15} \parallel K_{16} \parallel K_{17} \parallel K_{18} \parallel K_{19} \parallel K_{20} \parallel K_{21} \parallel K_{22} \parallel K_{23} \parallel K_{24} \parallel K_{25} \parallel K_{26} \parallel K_{27} \parallel K_{28} \parallel K_{29} \parallel K_{30} \parallel K_{31} \parallel K_{32} \parallel K_{33} \parallel K_{34} \parallel K_{35} \parallel K_{36} \parallel K_{37} \parallel K_{38} \parallel K_{39} \parallel K_{40} \parallel K_{41} \parallel K_{42} \parallel K_{43} \parallel K_{44} \parallel K_{45} \parallel K_{46} \parallel K_{47} \parallel K_{48} \parallel K_{49} \parallel K_{50} \parallel K_{51} \parallel K_{52} \parallel K_{53} \parallel K_{54} \parallel K_{55} \parallel K_{56} \parallel K_{57} \parallel K_{58} \parallel K_{59} \parallel K_{60} \parallel K_{61} \parallel K_{62} \parallel K_{63}. \]

The number of subkeys for \( K_{LIII} \):

\[ n = \frac{4 \times 4}{32} = 0.5 \Rightarrow i = 1. \]

For the formation of \( K_{LIII} \) it can be presented as a key sequence of 1 four-byte subblock:

\[ K_{LIII} = K_{LII}. \]

For the third level Index\(_{III}=3, \Rightarrow T_i = T_{11}: \)

\[ K_{11} = 000000011 000000011 0000000100 0000000101 00000001000 00000001010 0000000111, \]

\[ K_{12} = 000000011 000000011 0000000100 0000000101 00000001000 00000001010 0000000111, \]

\[ K_{13} = 000000011 000000011 0000000100 0000000101 00000001000 00000001010 0000000111, \]

\[ K_{14} = 000000011 000000011 0000000100 0000000101 00000001000 00000001010 0000000111. \]

The value of the hash function of this layer is calculated by the following formula:

\[ Y_{LIII} = (I + K_{LII}) \mod 32 = (01001100 + 10000001) \mod 32 = 111. \]

**II.** Forming key data of modified McEliece crypto-code constructions with EC, MEC, DC [7, 8, 19, 37].
Step 1. The public key for McEliece CCC on EC is formed by the expression:
\[ G_{EC}^p = X \times G_{EC} \times P \times D. \]

The public key for McEliece CCC on MEC is formed by the expression:
\[ G_{MEC}^p = X \times G_{MEC} \times P \times D. \]

The public key for McEliece HCCC on DC is formed by the expression:
\[ G_{HMEC}^p = X \times G_{HMEC} \times P \times D. \]

The result of the formation of the public key is the generating matrix of the algebrogeometric code:
\[
\begin{bmatrix}
2 & 1 & 3 & 0 & 1 & 1 & 1 & 0 \\
0 & 2 & 2 & 2 & 2 & 0 & 3 & 2
\end{bmatrix}
\]

Step 2. The cryptogram (codegram) formed from the information message \( I \) is a vector of length \( n \), which is calculated by the following formula:

- for McEliece CCC on EC:
  \[ C_s^E = I \times G_{EC}^p \oplus e. \]
- for McEliece CCC on MEC:
  \[ C_s^E = I \times G_{MEC}^p \oplus e. \]
- for McEliece HCCC on DC:
  \[ C_s^E = I \times G_{HMEC}^p \oplus e. \]

The result of the generated vector is the following value:
\[ C_s^E = 23023322. \]

Step 3. Forming the initialization vector IV=00100000, which determines the location of the code sequence reduction/extension symbols:

- for shortened MEC – \( C_s^E = 2323322; \)
- for elongated MEC – \( C_s^E = 23123322. \)

Step 4. Forming damage and damaged code, through damage based on the MV2 codeword algorithm:

- for source text (word):
- for shortening –

\[ C_s^E = 2323322_{iv} = 010011 \times 000100111011 \times 0101010. \]

Step 5. Transmitting damage (flag) by one of the channels to the recipient and sending of the damaged code (remainder) by another channel to the recipient:

- for shortened MEC:
  - sending damage to the channel –
  \[ C_s = 010011 \times 000100111011 \times 0101010 = 45818_{ns}; \]
- for elongated MEC:
  - sending damage to the channel –
  \[ C_s = 010011 \times 000100111011 \times 0101010 = 2495337_{ns}. \]

III. Forming the pseudo-random pad is carried out on the basis of the proposed modified McEliece crypto-code constructions with EC, MEC, DC:

\[ Pad = PDF(K, Nonce, Taglen) = PDF(0106,8,4) = 1101010. \]

IV. Hash code generation:

\[ Tag = UMAC(K, I, Nonce, Taglen) = Hash(K, I, Taglen) \oplus PDF(K, Nonce, Taglen) = Y_{LM} \oplus Pad = 10000000010 \oplus 110101010 = 10001101100. \]

\[ Y = Y_{LM} \oplus Tag. \]

\[ Y = 11010101100 = 110111111 = 511_{10}. \]

VI. DSA-based verification (Digital Signature Algorithm).

When using the modified UMAC algorithm with McEliece CCC (HCCC) in the DSA standard, the sender uses a private key \( KR \), the recipient uses the public key \( KU \) to verify the digital signature.

The proposed approach provides the required level of efficiency of hash code generation (online) taking into account the growth of computing resources and the amount of data transmitted. Table 4 shows the results of studies of energy costs for the practical implementation of the proposed algorithms for forming the pad based on the use of McEliece CCC (HCCC) on algebrogeometric (EC, MEC) and damaged codes.

| Cryptosystems | \( 2^3 \) | \( 2^5 \) | \( 2^7 \) | \( 2^9 \) | \( 2^{10} \) |
|---------------|---------|---------|---------|---------|---------|
| CCC on EC     | 10018042| 18048968| 32847145| 47489784| 63215578| 82467897 |
| CCC on shortened MEC | 10007947| 17787431| 28559014| 44079433| 61974253| 79554764 |
| CCC on elongated MEC | 11156138| 18561228| 33210708| 48297112| 65171690| 84051337 |
| HCCC on shortened MEC | 7900315 | 14892945| 25565274| 42279183| 58963778| 76564173 |
| HCCC on elongated MEC | 7905257 | 14682411| 25595014| 42116327| 58468143| 75474764 |
Analysis of Table 4 confirms the theoretical calculations of the reduction of costs for the practical implementation of McEliece CCC (HCCC) on EC (MEC), DC while maintaining the required indicators of the hash code stability in the modified UMAC algorithm. Table 5 presents the results of studies of the statistical properties of the proposed methods based on the NIST STS 822 package, which confirm the stability of the proposed McEliece CCC (HCCC) on EC (MEC), DC [55].

### Table 5

| Cryptosystems | Number of tests in which more than 99% of the sequences were tested | Number of tests in which more than 96% of the sequences were tested | Number of tests in which less than 96% of the sequences were tested |
|---------------|---------------------------------------------------------------------|------------------------------------------------------------------|------------------------------------------------------------------|
| McEliece CCC on EC | 149 (78.83%) | 189 (100%) | 0 (0%) |
| McEliece MCCC on shortened MEC | 151 (79.89%) | 189 (100%) | 0 (0%) |
| McEliece MCCC on elongated MEC | 152 (80.42%) | 189 (100%) | 0 (0%) |
| HCCC on elongated MEC | 153 (80.95%) | 189 (100%) | 0 (0%) |
| HCCC on shortened MEC | 155 (82%) | 189 (100%) | 0 (0%) |

Thus, the presented results confirm the possibility of implementing this approach to the formation of a modified cascade hashing algorithm using crypto-code constructs as a mechanism to ensure the required level of stability in the post-quantum period. In this case, the use of a particular design depends on the computing power and/or platform on the basis of which the software is developed.

A further area of research is the practical confirmation of statistical estimates of the properties of universality and strict universality of the modified UMAC algorithm with the formation of the pad on the McEliece CCC (HCCC).

9. Conclusions

1. In the context of increasing computing resources, expanding the scope of the digital economy and e-banking services, one of the conditions for providing security services is the search for new and/or modification of known methods. The growth and integration of modern threats, their hybridity and synergy require the introduction of strict criteria for special mechanisms to ensure authenticity. Among the known algorithms for generating MAC codes, universal hash functions occupy a special place. However, their use without additional hash code encryption does not provide the required level of robustness.

2. Analysis of the formation of hash codes based on the cascading application of universal hash functions showed that the use of a block symmetric AES algorithm as a mechanism of pseudo-random pad in the UMAC algorithm does not allow “preserving” the universality of the hash code. And the improvement of the mechanism based on modular arithmetic (MASH-2 algorithm) does not meet the requirements for the efficiency of transformations. Thus, it is proposed to use one of the promising areas – crypto-code constructions based on algebrogeometric and damaged codes.

3. Modifications of construction of the cascade hashing algorithm on the basis of using CCC on EC, MEC, DC are proposed. This approach allows “preserving” the versatility and all the advantages of this class of hash functions, as well as provides the required parameters for efficiency and durability in the conditions of post-quantum cryptography and the emergence of a full-scale quantum computer.

4. The proposed algorithms for assessing the resilience of hash codes of the modified UMAC algorithm on McEliece crypto-code constructions with EC, MEC, DC allow not only assessing the fulfillment of universality and strict universality criteria, but also provide assessments of hash code resilience to modern threats. The proposed algorithms for the statistical study of collision properties generated by MAC codes are based on an empirical estimate of the maximum number of keys (hashing rules).
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