Gillian: A Multi-Language Platform for Unified Symbolic Analysis

PETAR MAKSIMOVIĆ, Imperial College London, UK
JOSÉ FRAGOSO SANTOS, INESC-ID/Instituto Superior Técnico, Universidade de Lisboa, Portugal
SACHA-ÉLIE AYOUН, Imperial College London, UK
PHILIPPA GARDNER, Imperial College London, UK

This is an evolving document describing the meta-theory, the implementation, and the instantiations of Gillian, a multi-language symbolic analysis platform.

1 INTRODUCTION

Gillian was introduced in [4] as a multi-language platform for whole-program symbolic execution, parametric on the concrete and symbolic memory models of the target language (TL), and underpinned by a core symbolic execution engine with strong mathematical foundations. Gillian analysis is done on GIL, an intermediate goto language parametric on a set of memory actions, which describe the fundamental ways in which TL programs interact with their memories. To instantiate Gillian to a new TL, a tool developer must: (1) identify the set of the TL memory actions and implement the TL memory models using these actions; and (2) provide a trusted compiler from the TL to GIL, which preserves the TL memory models and the semantics. In [4], Gillian was instantiated to JavaScript (JS) and C, and these instantiations, called Gillian-JS and Gillian-C, were used to find bugs in two real-world data-structure libraries.

In [1], Gillian was extended with support for compositional memory models and verification based on separation logic. The compositional memory models of Gillian work with partial memories and are formulated in terms of core predicates and associated consumer and producer actions for the TL memory models, which need to be provided by the tool developer. The core predicates describe the fundamental units of TL memories: e.g., a JS object-property pair and a C block cell. The consumers and producers, respectively, frame off and frame on the TL memory resource described by the core predicate. The partial memories also need to track negative resource: that is, the resource known to be absent from the partial memory. Gillian verification is built on top of compositional memory models. In particular, the core predicates induce an assertion language for writing function specifications in separation logic and the consumers and producers allow for the creation of a fully parametric spatial entailment engine, enabling re-use of function specifications in symbolic execution. Gillian also allows tool developers to extend assertions with user-defined predicates so as to identify the TL language interface familiar to code developers, and code developers to provide additional predicates and lemmas to verify the particular data structures in their programs. In [1], Gillian-JS and Gillian-C were extended to support verification, and used to provide verified specifications of the JS and C implementations of the deserialisation module of the AWS Encryption SDK, discovering two bugs in the former and three in the latter.

Outline. This document currently contains the following content:

(§2) an account of Gillian’s whole-program execution, including:
  (§2.1) the syntax of Gillian’s intermediate language, GIL
  (§2.2) memory models for whole-program execution and their properties, which require the memory actions of the target language
  (§2.3) allocators, which relieve Gillian users of the need to reason explicitly about allocation
  (§2.4) state models, which are built on top of memory models, and their properties
  (§2.5) the single-trace and the collecting GIL semantics, defined in terms of state models


(§2.6) the correctness result stating that the GIL symbolic execution does not have false positive bug reports

(§2.7) partial verification results for the GIL symbolic execution.

(§3) an account of Gillian’s compositional execution, including:

(§3.1) the compositional memory models for Gillian, defined in terms of core predicates and their consumers and producers, together with their key properties

(§3.2) the compositional state models for Gillian, built on top of compositional memory models

(§3.3) a lifting of the correctness results given in §2.5 and §2.7 to compositional memory and state models

(§3.4) the correctness result stating that the GIL compositional execution is frame-preserving up to a renaming of allocated symbols

(§4) Gillian assertions and specification, including:

(§4.1) Gillian memory assertions, their consumers and producers, and their associated properties

(§4.2) Gillian state assertions, built on top of memory assertions, their consumers and producers, and their associated properties

(§4.3) the parametric assertion satisfiability relation and its connection to consumers and producers

(§4.4) Gillian procedure specifications for verification, together with an extension of the GIL semantics that allows for use of specifications in GIL execution, the corresponding verification correctness result, and a description of the Gillian verification procedure.

2 GILLIAN WHOLE-PROGRAM EXECUTION

We present GIL, which is parametric on the memory models of the target language (TL). We first define arbitrary memory models, which we then instantiate to arbitrary concrete and symbolic memory models. We lift arbitrary the memory models to arbitrary state models, and define the GIL execution semantics on states. We finally present requirements that the TL memory models must satisfy in order for the resulting GIL symbolic analysis to be correct, establishing true bug-finding and bounded correctness for the Gillian execution semantics.

2.1 GIL Syntax

GIL is parametric on a set of memory actions of the target language (TL), $A \ni \alpha$, which capture the fundamental ways in which TL programs interact with their memories. Its syntax is given below.

GIL Syntax

\[
\begin{align*}
\forall v \in Val & \equiv i, j, n \in \text{Num} \mid s \in \text{Str} \mid b \in \text{Bool} \mid l, \xi \in \text{USym} \mid \tau \in \text{Type} \mid f \in \text{Fid} \mid \overline{\tau} \in \text{List}(Val) \\
\forall e \in Expr & \equiv v \mid x \in \mathcal{X} \mid \Theta e \mid e_1 \oplus e_2 \\
\forall c \in \text{Cmd} & \equiv x := e \mid \text{ifgoto} e \mid i \mid x := e(e') \mid x := \alpha(e) \\
\forall p \in \text{Prog} & \equiv f(x) \overline{\tau} \\
\end{align*}
\]

The set of GIL values, $v \in Val$, contains numbers, strings, booleans, uninterpreted symbols, simple types (e.g., types for numbers, strings, booleans and lists), function identifiers, and lists of values. The set of GIL expressions, $e \in Expr$, contains values, program variables, and various unary and binary operators such as those used for number, string, boolean, and list manipulation. The set of GIL symbolic expressions, $\hat{e} \in \hat{Expr}$, is constructed in the same way as for GIL expressions,

Uninterpreted symbols can be used to represent, for example, memory locations, $l \in L \subset USym$, or TL-specific constants.

except that it is built from symbolic variables, $\hat{x} \in \mathcal{X}$, instead of program variables, and we assume it contains the standard set of symbolic Boolean expressions.

GIL commands, $c \in \text{Cmd}$, contain variable assignment, conditional goto, procedure call, memory actions, commands for allocation of uninterpreted and interpreted symbols, function return, error termination and path cutting. Their semantics will be explained in more detail in §2.5. A GIL procedure, $f(x) (\mathcal{T})$, comprises an identifier $f \in \mathcal{F}_{id}$, a formal parameter $x^a$, and a body given by a list of commands $\mathcal{T}$. A GIL program is a set of GIL procedures.

### 2.2 Execution Memory Models

The execution memory models defined below are designed for whole-program execution. They differ from those introduced in [4] in that they unify the concrete and symbolic memory models of [4] and also introduce memory well-formedness. An execution memory model is parametric on a value set, $V \subseteq \mathcal{V}$, and an action set, $A \subseteq \alpha$. The value set must contain the GIL values: that is, $\mathcal{V}_{al} \subseteq \mathcal{V}$. We distinguish the Boolean value set, $\Pi \subset \mathcal{V}$, and refer to $\pi \in \Pi$ as a context. For example, for concrete execution, the contexts are the Booleans true and false whereas, for symbolic execution, they are Boolean symbolic expressions such as $\hat{x} \land \hat{y}$.

**Definition 2.1 (Execution Memory Model).** Given a value set $V$ and an action set $A$, an execution memory model, $M(V, A) \triangleq \langle |M|, \mathcal{W}_f, e_a \rangle$, comprises:

1. a set of memories $|M| \ni \mu$;
2. a well-formedness relation, $\mathcal{W}_f \subseteq |M| \times \Pi$, with $\mathcal{W}_f(\mu)$ denoting that memory $\mu$ is well-formed in context $\pi$, which has the following properties:
   1. $\pi$ is satisfiable$^3$, written $\pi$ SAT;
   2. well-formedness is monotonic with respect to context strengthening:

$$\mathcal{W}_f(\mu) \land (\pi' \Rightarrow \pi) \land \pi' \text{ SAT} \implies \mathcal{W}_f(\mu');$$

3. an action execution function, $e_a : |M| \times A \times V \times \Pi \rightarrow \varphi(|M| \times V \times \mathcal{R} \times \Pi)^4$, where $e_a(\mu, a, v, \pi) =$ \{(\mu_i, v_i, r_i, \pi_i) : i \in I\}, for countable $I$, with notation $\mu.a(v)\pi \rightarrow \{(\mu_i, v_i)_{\pi_i}^{r_i} | i \in I\}$ for all outcomes and $\mu.a(v)\pi \rightarrow (\mu_i, v_i)_{\pi_i}^{r_i}$ for a specific outcome, satisfies the following properties:
   1. $\mathcal{W}_f(\mu)$
   2. action execution preserves memory well-formedness: $\mathcal{W}_f(\mu_i)$
   3. $\pi_i$ SAT $\land \pi_i \Rightarrow \pi$, for all $i \in I$;
   4. the $\pi_i$ are separately disjoint: that is, $\neg(\pi_i \land \pi_j)$, for all $i, j \in I, i \neq j$;
   5. the $\pi_i$ have full coverage: that is, $\pi \equiv \bigvee_{i \in I} \pi_i$;
   6. non-successful action execution does not affect the memory: $r_i \neq S \implies \mu_i \equiv \mu$

**Definition 2.2 (Concrete and Symbolic Execution Memory Model).** A concrete execution memory model, $M(\mathcal{V}_{al}, A)$, is an execution memory model with value set given by the GIL value set, $\mathcal{V}_{al}$. A symbolic execution memory model, $M(\mathcal{E}_{xpr}, A)$, is an execution memory model with value set given by the set of GIL symbolic expressions, $\mathcal{E}_{xpr}$. Onward, we denote concrete memory models by $M(A)$, and symbolic state models by $\hat{M}(A)$.

**Discussion and Observations.** Properties 3.1 and 3.2 connect action execution to well-formedness of memories in an expected way. Property 3.3 states that memory action execution cannot lose

$^2$Without loss of generality, we describe one-parameter procedures for convenience in the Gillian theory, using multiple parameters in the Gillian implementation.

$^3$We observe that Boolean-typed values can be lifted to meta-logic propositions and, for simplicity, overload the $\pi/\Pi$ notation to denote both Boolean-typed values of the memory model and meta-logic propositions, eliding the conversions.

$^4$The action result, $r \in \mathcal{R} = \{S, E, M\}$, denotes success ($S$), a non-correctible error ($E$), or a missing resource error ($M$).
information; this captures the well-known property of symbolic execution, where path conditions can only get stronger. Property 3.4 disallows non-determinism that is not captured by the context. This, given that the only satisfiable context for concrete memory models is the GIL Boolean true, means that the concrete memory action execution does not branch and contexts can be elided for concrete well-formedness and action execution, denoted by $\mathcal{W}^f(\mu)$ and $\mu.a(\nu) \rightarrow (\mu', \nu')^r$ respectively. In fact, the following general property, which captures action determinism, holds:

$$\mu.a(\nu) \rightarrow (\mu', \nu')^r \Rightarrow \mu.a(\nu) \rightarrow (\mu', \nu')^r$$

Property 3.5 effectively means that memory action execution does not drop paths, and is essential for exact and over-approximate reasoning. Property 3.6 allows us to do easier error correction.

### 2.3 Gillian Allocators

Gillian comes with built-in allocators that allow tool developers to create fresh memory locations, symbolic variables, and values, relieving them of the need to explicitly handle allocation.

**Definition 2.3 (Allocator).** Given a value set $V$, an allocator $AL(V) = \langle |AL|, alloc \rangle$ comprises: (1) a set $|AL| \ni \xi$ of allocation records, $\xi : \wp(V) \rightarrow \wp(V)$, which partially map allocation ranges (subsets of $V$) to sets of values allocated from that range; (2) and an allocation function:

$$\text{alloc} : |AL| \rightarrow \wp(V) \rightarrow |AL| \times V \text{list},$$

pretty-printed as $\xi.\text{alloc} (k) \rightarrow_Y (\xi', y)$, which takes an allocation record $\xi$, the number of fresh values to allocate, $k$, and an allocation range $Y \subseteq V$, and returns $k$ fresh values, $y_1, \ldots, y_k \in Y$, together with the updated allocation record, $\xi'$. Let $\xi_0(Y)$ denote $\xi(Y)$ if $Y \in \text{dom}(\xi)$, and $\emptyset$ otherwise. Then, the allocation function is defined as follows:

$$\begin{align*}
\text{Allocation} \\
\text{fresh}_Y (\xi_0(Y), k) \rightarrow \overline{Y} \\
\xi.\text{alloc} (k) \rightarrow_Y (\xi', \overline{Y})
\end{align*}$$

where $\text{fresh}_Y (\overline{y}, k) \rightarrow \overline{Y}$ means that the $k$ values in $\overline{Y}$ are in some way considered fresh w.r.t. the values in $\overline{y}$, with all values belonging to the set $Y$.

As for the memory models, a concrete allocator is defined using the value set $\wp Val$, and a symbolic allocator is defined using the value set $\wp Expr$. We define the $\text{fresh}_Y (\overline{y}, y)$ function for $Y \in \{ L, X, \wp Val \}$, because these are the use cases in the concrete and symbolic execution, where memory locations and symbolic variables are allocated with the usual notion of freshness, and for GIL values, any value is allowed to be allocated any number of times.

$$\begin{align*}
\text{Fresh (L AND X)} \\
\forall Y \in \{ L, X \} \quad \overline{y} = [y_1, \ldots, y_k] \\
\text{fresh}_L (Y_a, k) \rightarrow \overline{y} \\
\forall i \in Y \\
\end{align*}$$

$$\begin{align*}
\text{Fresh (Val)} \\
\overline{v} = [v_1, \ldots, v_k] \\
\text{fresh}_L (-, k) \rightarrow \overline{v}
\end{align*}$$

### 2.4 Execution State Models

We define the arbitrary Gillian execution state models, used to define the GIL execution semantics, and describe how lift arbitrary execution memory models to execution state models. Assume a set of basic state actions, $A_S = \{ \text{setVar}_x \}_{x \in X} \cup \{ \text{setState}, \text{getStore} \} \cup \{ \text{eval}_e \}_{e \in \text{Expr}} \cup \{ \text{assume}, \text{uSym}, \text{iSym} \}$, which are used in the definition of an execution state model to capture variable store manipulation, expression evaluation, branching and symbol allocation\(^5\).

\(^5\)We assume that the basic state actions always succeed, and that GIL expressions are not side-effecting. Errors due to non-existent variables in the store or mistyped expressions could be modelled analogously to the memory action errors, but we choose not to do this. Side-effecting expressions of the TL can always be compiled to non-side-effecting expressions.
Definition 2.4 (Execution State Model). Given a value set $V$, a set of interpreted symbols $I \subset V$, an action set $A$, an execution memory model $M(V,A) \triangleq \langle |M|, 'Wf, ea \rangle$, and an allocator $AL(V) = \langle |AL|, alloc \rangle$, an execution state model is defined by $S(V,I,A,M(V,A),AL(V)) \triangleq \langle |S|, \rho, ea \rangle$, and it consists of:

- a set of states $|S| \subseteq |M| \times (X \to V) \times |AL| \times \Pi$, with $\sigma = (\mu, \rho, \xi, \pi) \in |S|$ if and only if $'Wf_\pi(\mu)$;
- an expression evaluation function $\rho : Expr \times (X \to V) \to V$, where $\rho[\epsilon,\rho] \in V$ denotes the evaluation of a GIL expression $e$ with respect to variable store $\rho$;
- a state action execution function $ea : |S| \times (A \cup A_3) \times V \to \varphi(|S| \times V \times \mathcal{R})$, defined by: for $\sigma = (\mu, \rho, \xi, \pi) \in A$,

$$
e(a, \sigma, v) \triangleq \{(\mu', \rho, \xi', \pi'), v'\} | \mu.a(v) \leadsto (\mu', v')\prime$$
$$ea(a, setVar_X, v) \triangleq \{(\mu, \rho[x \mapsto v], \xi, \pi), true\}^S$$
$$ea(a, setStore, \rho') \triangleq \{(\mu, \rho', \xi, \pi), true\}^S$$
$$ea(a, getStore, -) \triangleq \{(\sigma, \rho)S\}$$
$$ea(a, eval_{a, -}) \triangleq \{(\sigma, \rho)S\}$$
$$ea(a, assume, \pi') \triangleq \{(\mu, \rho, \xi, \pi \land \pi'), true\}^S | \pi \land \pi' SAT\}$$
$$ea(a, uSym, n) \triangleq \{(\mu, \rho', \xi', \pi), \tilde{T}\}^S | \xi, alloc(n) \leadsto L (\xi', \tilde{T})$$
$$ea(a, iSym, n) \triangleq \{(\mu, \rho', \xi', \pi), \tilde{T}\}^S | \xi, alloc(n) \leadsto i_1 (\xi', \tilde{T})$$

Notation. Given $ea(a, \sigma, v) = \{(\sigma_i, v_i, r_i)i \in I\}$, we write $\sigma.a(v) \to \{(\sigma_i, v_i)\prime_i \mid i \in I\}$. For example, $\sigma.a(v) \sim (\sigma_1, v_1)^I$ for a specific outcome. Given a state $\sigma$, we access its components as follows: $\sigma.mem$ for the memory, $\sigma.sto$ for the store, $\sigma.al$ for the allocator, and $\sigma.ctx$ for the context.

Proposition 2.5 (State Properties). The state action execution function of an execution state model, $S(V,I,A,M(V,A),AL(V)) \triangleq \langle |S|, \rho, ea \rangle$, satisfies the following properties, for $\sigma.a(v) \to \{(\sigma_i, v_i)\prime_i \mid i \in I\}$:

1) $\sigma_i.ctx \Rightarrow \sigma.ctx$, for all $i \in I$;
2) contexts of final states are separately disjoint: i.e., $-(\sigma_i.ctx \land \sigma_j.ctx)$, for all $i, j \in I, i \neq j$;
3) all state actions except assume\footnote{This is not an issue as the coverage property will be re-established for the GIL execution (cf. §2.5)} have full coverage: i.e., $\sigma.ctx \Rightarrow \vee_{i \in I} \sigma_i.ctx$;
4) unsuccessful action execution may only affect the context.

Definition 2.6 (Concrete and Symbolic Execution State Model). Concrete state models are obtained by having the value set be the set of GIL values, $'Val$ and the set of interpreted symbols be the set of GIL values, $'Val$. Symbolic state models are obtained by having the value set be the set of GIL symbolic expressions, $\tilde{Expr}$ and the set of interpreted symbols be the set of symbolic variables, $\tilde{X}$. The expression evaluation function is defined in the standard way for both.

Onward, we denote concrete state models by $S(A, M(A)) \triangleq \langle |S|, ea \rangle$, and symbolic state models by $\tilde{S}(A, \tilde{M}(A)) \triangleq \langle |\tilde{S}|, ea \rangle$. Similarly to memory models, the notation for concrete state models can be simplified by taking advantage of the fact that the only well-formed context is true. For example, concrete states can be viewed as triples, $\langle \mu, \rho, \xi \rangle$, and the action rules that manipulate contexts simplify to the following:

$$ea(a, assume, v) \triangleq \{(\sigma, v)S | v = true\}$$
$$ea(a, \sigma, v) \triangleq \{(\mu', \rho, \xi, v') \sim \mu.a(v) \to (\mu', v')\prime\}$$

Note, however, that concrete state action execution is not deterministic as a whole, as allocation of interpreted symbols is effectively creating a random GIL value.
2.5 GIL Execution Semantics

We define the GIL single-trace and collecting execution semantics parametrically using an arbitrary execution state model, \( S(V, I, A, M(V, A), AL(V)) \) \( \models \langle |S|, Wf, A \uplus A_S, ea \rangle \). The semantics is formulated using call stacks, outcomes, and configurations.

**GIL Semantic Domains for** \( S(V, I, A, M(V, A), AL(V)) \) \( \models \langle |S|, I, \ldots, ea \rangle \)

| Call stacks: \( cs \in Call \) \( \equiv \langle \{ \} \uparrow \{ f \} \uparrow \{ f, x, \rho, i \} : cs \rangle \) |
| --- |
| Outcomes: \( o \in O \) \( \equiv C \uparrow S(v) \uparrow E(v) \uparrow M(v) \) |
| Configurations: \( \omega \in Conf \) \( \equiv \langle \sigma, cs, i \rangle^o \) |

Call stacks capture the control flow of GIL programs and consist of a non-empty list of stack frames, where the final frame contains only the identifier of the top-level procedure, and the other frames contain the identifier \( f \) of the executing procedure, the variable \( x \) to which the return value of \( f \) will be assigned, the calling store \( \rho \), and the index from which the execution of the calling procedure should continue. An execution of a GIL command produces an outcome, which can either be: \( C \), meaning that the execution can continue; \( S(v) \), meaning that the program terminated successfully with return value \( v \); or \( E(v) \), meaning that the program terminated with a non-correctible error described by \( v \); or \( M(v) \), meaning that the program terminated with a missing information error described by \( v \). Finally, GIL commands manipulate configurations, which comprise a state, a call stack, the index of the next command to be executed, and the outcome of the last executed command.

**Definition 2.7 (Final Configurations).** A configuration \( \omega \) is final iff its outcome does not equal the continuation outcome: that is, final(\( \omega \)) \( \iff \omega = \langle \sigma, cs, i \rangle^o \land o \notin C \). A set of configurations, \( \Omega \), is final iff all of its elements are final: final(\( \Omega \)) \( \iff \forall \omega \in \Omega \). final(\( \omega \)).

To simplify the proofs, we introduce two forms of state action composition.

**Definition 2.8 (State Action Composition).** State actions have two composition operators:

\[
\sigma.(\alpha_2 \circ \alpha_1)(v) \Rightarrow (\sigma', v') \iff (\sigma, \alpha_1(v) \Rightarrow (\sigma', v', v) \land r \neq S) \lor (\exists \sigma'', \sigma', \alpha_1(v) \Rightarrow (\sigma'', \alpha', v'))
\]

\[
\sigma.(\alpha_2 \delta \alpha_1)([v_1, v_2]) \Rightarrow (\sigma', [v_1', v_2']) \iff (\sigma, \alpha_1(v_1) \Rightarrow (\sigma', v_1', v) \land r \neq S \land v_2 = \perp) \lor (\exists \sigma', \sigma', \alpha_1(v_1) \Rightarrow (\sigma'', \alpha', v'))
\]

where \( \perp \) is a dedicated uninterpreted symbol denoting undefined.

**Definition 2.9 (GIL Single-Trace Execution Semantics).** The GIL one-step single-trace semantic relation, written \( p \vdash \langle \sigma, cs, i \rangle^o \Rightarrow (\sigma', cs', j)^{o'} \) is defined by the rules given in Figure 1, and its multi-step closure and to-termination closure are given below. To minimise clutter, in the rules we elide the continuation outcome, the success result of action execution, as well as the resulting state or value if they are not used further. We also use the notation \( p \vdash \omega \Rightarrow_C \omega' \) and \( p \vdash \omega \Rightarrow^n_C \omega' \) to expose the executed command(s), defined straightforwardly. Note that the \( C \) of the one-step transition is uniquely determined, whereas the \( C \) of the \( n \)-step transition need not be.

---

7 The missing information outcome is not relevant for whole-program execution, but is for compositional execution (cf. §3). We include it in this presentation for completeness.
ASSIGNMENT
\[
\begin{align*}
\text{cmd}(p, cs, i) &= x := e \\
\sigma.(\text{setVar}_x \circ \text{eval}_x) (-) &\rightsquigarrow \sigma' \\
p \vdash (\sigma, cs, i) &\rightsquigarrow (\sigma', cs, i+1)
\end{align*}
\]

MEMORY ACTION - SUCCESS
\[
\begin{align*}
\text{cmd}(p, cs, i) &= x := \alpha(e) \\
\sigma.(\text{setVar}_x \circ \alpha \circ \text{eval}_x) (-) &\rightsquigarrow \sigma' \\
p \vdash (\sigma, cs, i) &\rightsquigarrow (\sigma', cs, i+1)
\end{align*}
\]

MEMORY ACTION - ERROR
\[
\begin{align*}
\text{cmd}(p, cs, i) &= x := \alpha(e) \\
\sigma.(\alpha \circ \text{eval}_x) (-) &\rightsquigarrow (\sigma', \nu')^T r \neq S \\
p \vdash (\sigma, cs, i) &\rightsquigarrow (\sigma', cs, i)^E(\nu)
\end{align*}
\]

CALL
\[
\begin{align*}
\text{cmd}(p, cs, i) &= x := e(e') \\
\sigma.(\text{getStore} \circ \text{eval}_x \circ \text{eval}_v) (-) &\rightsquigarrow (\sigma', [f, [v, \rho]]) \\
cs' &= (f, x, \rho', i+1) : cs \\
\text{cmd}(p, cs, i) &\rightsquigarrow (\sigma'', cs', 0)
\end{align*}
\]

RETURN
\[
\begin{align*}
\text{cmd}(p, cs, i) &= \text{return } e \\
\sigma.\text{eval}_e (-) &\rightsquigarrow (\sigma', \nu) \\
\text{cmd}(p, cs, i) &\rightsquigarrow (\sigma'', cs', j)
\end{align*}
\]

TOP RETURN
\[
\begin{align*}
\text{cmd}(p, cs, i) &= \text{return } e \\
\sigma.\text{eval}_e (-) &\rightsquigarrow (\sigma', \nu) \\
p \vdash (\sigma, cs, i) &\rightsquigarrow (\sigma'', cs, i)^S(\nu)
\end{align*}
\]

FAIL
\[
\begin{align*}
\text{cmd}(p, cs, i) &= \text{fail } e \\
\sigma.\text{eval}_e (-) &\rightsquigarrow (\sigma', \nu) \\
p \vdash (\sigma, cs, i) &\rightsquigarrow (\sigma'', cs, i)^E(\nu)
\end{align*}
\]

Fig. 1. GIL Execution Semantics

**Definition 2.10 (GIL Collecting Semantics).** The one-step, multi-step, and to-termination collecting transition of the GIL execution semantics, which explicitly accounts for all possible branchings, are defined in Figure 2. Observe that if \( p \vdash \{\omega\} \rightsquigarrow^* \Omega \) holds, this effectively means that the code executed starting from \( \omega \) has no unbounded loops or recursive function calls.

We conclude by showing that the GIL semantics does not lose information. We use the following notation: \( \omega.\text{ctx} \) to denote \( \sigma.\text{ctx} \), where \( \omega = (\sigma, \nu, -) \); and \( \Omega.\text{ctx} \) to denote \( \bigvee_{\omega \in \Omega}(\omega.\text{ctx}) \).

**Theorem 2.11.** *The GIL execution semantics respects the coverage property:*

\[
p \vdash \omega \rightarrow \Omega' \implies (\omega.\text{ctx} \Rightarrow \Omega'.\text{ctx})
\]

**Proof.** The only relevant cases are the goto and the memory action, as they may go and. The goto is fully covered because of the two rules, each of which covers one of the two possible branches (‘fixing’ the (non-)issue that the assume state action does not have full coverage), and the memory action has full coverage because the corresponding state action has full coverage. \( \Box \)

As a corollary, we are able to obtain coverage for multi-step and to-termination GIL execution.

### 2.6 Correctness: Under-Approximation: True Bug-Finding

We connect the GIL symbolic execution with the GIL concrete execution via interpretations, and formulate a completeness property that the symbolic memory actions need to satisfy with respect to concrete memory actions so that the GIL symbolic execution yields no false positive bug reports.

#### 2.6.1 Under-approximation

The GIL execution is inherently suitable for under-approximation, given the way in which GIL states are constructed:
2.6.3 Interpretations. We relate symbolic values and states to their concrete counterparts via interpretations. At the core of interpretations are symbolic environments, \( I : \mathcal{X} \rightarrow \mathcal{Expr} \), which map symbolic variables to concrete values. Given a symbolic environment \( \varepsilon \), a value interpretation, \( I_\varepsilon : \mathcal{Expr} \rightarrow \mathcal{Val} \), is then obtained inductively:

\[
I_\varepsilon (v) \triangleq \varepsilon \quad I_\varepsilon (\hat{\chi}) \triangleq \varepsilon (\hat{\chi}) \quad I_\varepsilon (\hat{\theta} \circ \hat{\chi}) \triangleq [\theta I_\varepsilon (\hat{\chi})] \quad I_\varepsilon (\hat{e}_1 \oplus \hat{e}_2) \triangleq \llbracket I_\varepsilon (\hat{e}_1) \oplus I_\varepsilon (\hat{e}_2) \rrbracket_0
\]

where the underline notation for unary and binary operators denotes concrete evaluation. Memory interpretation, \( I_\varepsilon : |\hat{M}| \rightarrow |M| \), is parametric on the value interpretation \( \varepsilon \) and needs to be
defined per instantiation. Value interpretations are then extended to stores, allocators, call stacks, and outcomes in the standard way, overloading notation.

A state interpretation, $I_e : |\hat{S}| \rightarrow |S|$, maps symbolic to concrete states, as follows:

$$I_e(⟨\hat{μ}, \hat{ρ}, \hat{ξ}, π⟩) \triangleq \begin{cases} (I_e(\hat{μ}), I_e(\hat{ρ}), I_e(\hat{ξ})) & \text{if } I_e(\hat{μ}), I_e(\hat{ρ}), I_e(\hat{ξ}) \text{ defined, } I_e(π) = \text{true} \\ \text{not defined} & \text{otherwise} \end{cases}$$

and is extended to a configuration interpretation as follows:

$$I_e(⟨\hat{σ}, \hat{cs}, i⟩) = (I_e(\hat{σ}), I_e(\hat{cs}), i),$$

being undefined if $I_e(\hat{σ})$ is undefined. With these definitions in place, the models of a symbolic state $\hat{σ}$ are defined in the standard way:

$$\text{Mod}(\hat{σ}) = \{I_e(\hat{σ}) \mid \hat{σ} \in \text{dom}(I_e)\},$$

and are extended to configurations as follows:

$$\text{Mod}(⟨\hat{σ}, \hat{cs}, i⟩^\circ) = \{⟨I_e(\hat{σ}), I_e(\hat{cs}), i⟩^{I_e(\circ)} \mid \hat{σ} \in \text{dom}(I_e)\}.$$

**Lemma 2.13 (Monotonicity of Interpretations).** Given a state model and the associated GIL semantics, the following monotonicity property holds for interpretations:

$$\sigma.α(v) \rightsquigarrow (\sigma’, v’)^\circ \land \sigma’ \in \text{dom}(I_e) \implies \sigma.\nu, \nu’ \in \text{dom}(I_e)$$

$$p \vdash ω \rightsquigarrow ω’ \land ω’ \in \text{dom}(I_e) \implies ω \in \text{dom}(I_e)$$

**Proof.** Trivial, given symbolic variable requirements on memory and state actions. □

For all correctness results, the following requirements needs to hold:

**Requirements 3 (Well-Formedness and Interpretations).** Given a concrete and a symbolic memory model, $M(A) = ⟨|M|, W_f, ε_a⟩$ and $\hat{M}(A) = ⟨|\hat{M}|, \hat{W}_f, \hat{ε}_a⟩$, interpretations must preserve well-formedness:

$$W_f(\hat{μ}) \land \hat{μ} \in \text{dom}(I_e) \land I_e(π) = \text{true} \implies W_f(I_e(\hat{μ}))$$

It is straightforward to prove, given these requirements, that state and configuration interpretation also preserve well-formedness.

### 2.6.4 Backward Completeness

Our goal for the core symbolic execution of Gillian is to prove that it generates no false positive bug reports. We capture this with the following property:

**Theorem 2.14 (Backward Completeness: GIL).** Given a concrete and a symbolic state model, $S(A, M(A)) \triangleq ⟨|S|, ε_a⟩$, and $\hat{S}(A, \hat{M}(A)) \triangleq ⟨|\hat{S}|, ε_a⟩$, respectively, the corresponding GIL symbolic execution obeys the following property:

**GIL - Backward Completeness (GIL-BC)**

$$p \vdash \hat{ω} \rightsquigarrow^{C'} \hat{ω}' \land \hat{ω}' \in \text{Mod}(\hat{ω}') \implies \exists \hat{ω}. \hat{ω} \in \text{Mod}(\hat{ω}) \land p \vdash \hat{ω} \rightsquigarrow^{C'} \hat{ω}'$$

The backward completeness property states that the set of concrete states reachable from $\text{Mod}(\hat{ω})$ by executing $C$ is under-approximated by $\text{Mod}(\hat{ω}')$, meaning that any concrete state in $\text{Mod}(\hat{ω}')$ is reachable by executing $C$ from some concrete state in $\text{Mod}(\hat{ω})$. This property resonates strongly with the meaning of incorrectness logic triples [2, 3]. If this property holds, this means that any symbolic trace that results in an error state has a corresponding concrete trace that also results in an error state: that is, that all of the bugs found by Gillian are true.

We proceed by formulating requirements on memory actions, which then lift to state actions, which then, in turn, lift to the GIL symbolic execution, yielding the required property, as per Requirements 2.14.
Requirements 4 (Backward Completeness: Memory Actions). Given a concrete and a symbolic memory model, $M(A) = \langle |M|, \langle Wf, ea \rangle \rangle$ and $\hat{M}(A) = \langle |\hat{M}|, \langle \hat{Wf}, \hat{ea} \rangle \rangle$, the following property must hold for all memory actions $\alpha \in A$:

**Memory Action - Backward Completeness (MA-BC)**

$$\mu.\alpha(\hat{e}) \leadsto (\hat{\mu}', \hat{e}')' \wedge I_\epsilon(\pi') = true \wedge \mu, \hat{e}, \pi \in dom(I_\epsilon) \implies I_\epsilon(\hat{\mu}).\alpha(I_\epsilon(\hat{e})) \leadsto (I_\epsilon(\hat{\mu}'), I_\epsilon(\hat{e}'))'$$

These requirements have to be proven by the tool developer for each Gillian instantiation. Observe that they are slightly stronger than the analogous ones for the GIL symbolic semantics given in Requirements 2.14, in that the witness, in this case $I_\epsilon(\hat{\mu})$, is explicitly provided. Note also that the interpretation $I_\epsilon$ has to realise $\pi'$, which would be, in effect, the context of the symbolic state after the action execution, as per Definition 2.4. We can now prove the following property for symbolic state actions by case analysis:

**Lemma 2.15 (Backward Completeness: State Actions).** Given a concrete and a symbolic state model, $S(A, M(A)) \triangleq \langle |S|, ea \rangle$, and $\hat{S}(A, \hat{M}(A)) \triangleq \langle |\hat{S}|, \hat{ea} \rangle$, respectively, if the memory actions satisfy Requirements 4, then the following property holds for all state actions $\alpha \in A \cup AS$:

**State Action - Backward Completeness (SA-BC)**

$$\hat{\sigma}.\alpha(\hat{e}) \leadsto (\hat{\sigma}', \hat{e}')' \wedge \hat{\sigma}' \in dom(I_\epsilon) \implies I_\epsilon(\hat{\sigma}).\alpha(I_\epsilon(\hat{e})) \leadsto (I_\epsilon(\hat{\sigma}'), I_\epsilon(\hat{e}'))'$$

**Proof.** By case analysis on $\alpha$. The setVar, setStore, getStore, and eval_e cases are straightforward, noting that $[e]_{I_\epsilon(\hat{\mu})} = I_\epsilon(\hat{e})$ (proven by induction on $e$). We address the non-trivial cases, which alter the context and the allocators. We have the hypotheses:\n
- **(H1)** $\hat{\sigma}.\alpha(\hat{e}) \leadsto (\hat{\sigma}', \hat{e}')'$; and
- **(H2)** $\hat{\sigma}' \in dom(I_\epsilon)$.

By Requirements 2, we have then that also **(H3)** $\hat{\sigma}, \hat{e}, \hat{e}' \in dom(I_\epsilon)$.

**Case:** [Assume]

1. [by the hypotheses]
   1. $\hat{\sigma} = \langle \hat{\mu}, \hat{\rho}, \hat{\xi}, \pi \rangle$
   2. $\hat{e} = \pi'$
   3. $\hat{\sigma}' = \langle \hat{\mu}, \hat{\rho}, \hat{\xi}, \pi \wedge \pi' \rangle$
   4. $\pi \wedge \pi' SAT$
   5. $\hat{e}' = true$
   6. $r = S$

2. $I_\epsilon(\hat{\sigma}') = I_\epsilon(\hat{\sigma})$ [by H2, monotonicity of interpretation, 1.1 and 1.3]
3. $I_\epsilon(\pi') = true$ [by H2]
4. $I_\epsilon(\hat{\sigma}).assume(\langle I_\epsilon(\pi') \rangle) \leadsto (I_\epsilon(\hat{\sigma}'), I_\epsilon(\hat{e}'))^S$ (G1) [by definition of assume and previous steps]

**Case:** [uSym]

1. [by the hypotheses]
   1. $\hat{\sigma} = \langle \hat{\mu}, \hat{\rho}, \hat{\xi}, \pi \rangle$
   2. $\hat{\xi}.alloc(n) \leadsto_L (\hat{\xi}', \hat{I})$
   3. $\hat{\sigma}' = \langle \hat{\mu}, \hat{\rho}, \hat{\xi}', \pi \rangle$
   4. $\hat{e}' = \hat{I}$
   5. $r = S$

2. $I_\epsilon(\hat{\xi}).alloc(n) \leadsto_L (I_\epsilon(\hat{\xi}'), I_\epsilon(\hat{I}))$ [by 1.2 and the fact that interpretations do not affect locations]
3. $I_\epsilon(\hat{\sigma}).uSym(n) \leadsto (I_\epsilon(\hat{\sigma}'), I_\epsilon(\hat{e}'))^S$ (G1) [by definition of uSym and previous steps]

**Case:** [iSym]
1. [by the hypotheses]
   1. \( \hat{\sigma} = \langle \mu, \hat{\rho}, \hat{\xi}, \pi \rangle \)
   2. \( \hat{\xi}.\text{alloc} (n) \leadsto \hat{X} (\hat{\xi}', \hat{x}) \)
   3. \( \hat{\sigma}' = \langle \mu', \hat{\rho}, \hat{\xi}', \pi \rangle \)
   4. \( \hat{\epsilon}' = \hat{x} \)
   5. \( r = S \)

2. \( I_\epsilon (\hat{\xi}).\text{alloc} (n) \leadsto \text{Val} (I_\epsilon (\hat{\xi}', \hat{x})) \) [by 1.2 and the fact that any GIL values can be allocated]

3. \( I_\epsilon (\hat{\sigma}).\text{iSym} (n) \leadsto (I_\epsilon (\hat{\sigma}'), I_\epsilon (\hat{\epsilon}'))^S \) (G1) [by definition of uSym and previous steps]

**CASE: [MEMORY ACTION]**

1. [by Hs]
   1. \( \hat{\sigma} = \langle \mu, \hat{\rho}, \hat{\xi}, \pi \rangle \)
   2. \( \mu.\alpha (\hat{\epsilon}) \pi \leadsto (\mu', \hat{\epsilon}')^r \)
   3. \( \hat{\sigma}' = \langle \mu', \hat{\rho}, \hat{\xi}', \pi \rangle \)
   4. \( \hat{\omega} \pi \in \text{dom} (I_\epsilon) \) [by H2]
   5. \( I_\epsilon (\mu).\alpha (I_\epsilon (\hat{\epsilon})) \leadsto (I_\epsilon (\mu'), I_\epsilon (\hat{\epsilon}'))^r \) [by [MA-C], 2, 1.2, 4 and 5]
   6. \( I_\epsilon (\hat{\sigma}).\alpha (I_\epsilon (\hat{\epsilon})) \leadsto (I_\epsilon (\hat{\sigma}'), I_\epsilon (\hat{\epsilon}'))^r \) (G1) [by definition of memory action and previous steps]

\[ \square \]

The next part to prove is that backward completeness is preserved by state action composition:

**Lemma 2.16 (Action Composition).** If two state actions \( \alpha_1, \alpha_2 \in A \) satisfy [SA-BC], then their compositions, \( \alpha_2 \circ \alpha_1 \) and \( \alpha_2 \circ \alpha_1 \), also satisfy [SA-BC].

**Proof.** For both compositions, the cases in which \( \alpha_1 \) results in an error trivially hold, as they amount to the appropriate property of \( \alpha_1 \); we prove the cases in which the first action succeeds. We first prove the property for \( \alpha_2 \circ \alpha_1 \).

1. **Assume:** 1. (H1) \( \hat{\sigma}.(\alpha_2 \circ \alpha_1) (\hat{\epsilon}) \leadsto (\hat{\sigma}', \hat{\epsilon}')^r \)
   2. (H2) \( \hat{\sigma}'' \in \text{dom}(I_\epsilon) \)
2. \( \exists \hat{\sigma}_1, \hat{\epsilon}_1 \) [From Action Composition on H1]
   1. \( \hat{\sigma}_1 \pi \in \text{dom}(I_\epsilon) \) [by 2.2 and monotonicity of interpretations]
   2. \( I_\epsilon (\hat{\sigma}_1).\alpha_1 (I_\epsilon (\hat{\epsilon})) \leadsto (I_\epsilon (\hat{\sigma}_1), I_\epsilon (\hat{\epsilon}))^S \) [by [SA-BC] applied to 2.1, and 3]
   3. \( I_\epsilon (\hat{\sigma}_1).\alpha_2 (I_\epsilon (\hat{\epsilon})) \leadsto (I_\epsilon (\hat{\sigma}_1), I_\epsilon (\hat{\epsilon}))'' \) [by [SA-BC] applied to 4 and H2]
   4. \( I_\epsilon (\hat{\sigma}).(\alpha_2 \circ \alpha_1) (I_\epsilon (\hat{\epsilon})) \leadsto (I_\epsilon (\hat{\sigma}'), I_\epsilon (\hat{\epsilon}'))'' \) [by 4 and ]

We conclude by proving the property for \( \alpha_2 \circ \alpha_1 \).

1. **Assume:** 1. (H1) \( \hat{\sigma}.(\alpha_2 \circ \alpha_1) ([\hat{\epsilon}_1, \hat{\epsilon}_2]) \leadsto (\hat{\sigma}', [\hat{\epsilon}_1', \hat{\epsilon}_2'])^r \)
   2. (H2) \( \hat{\sigma}'' \in \text{dom}(I_\epsilon) \)
2. \( \exists \hat{\sigma}_1, \hat{\epsilon}_1 \) [From Action Composition on H1]
   1. \( \hat{\sigma}_1 (\hat{\epsilon}) \leadsto (\hat{\sigma}_1, \hat{\epsilon}')^S \)
   2. \( \hat{\sigma}_1.\alpha_2 (\hat{\epsilon}_2) \leadsto (\hat{\sigma}', \hat{\epsilon}_2')^r \)
   3. \( \hat{\sigma} \in \text{dom}(I_\epsilon) \) [by 2.2 and monotonicity of interpretations]
   4. \( I_\epsilon (\hat{\sigma}).\alpha_1 (I_\epsilon (\hat{\epsilon})) \leadsto (I_\epsilon (\hat{\sigma}_1), I_\epsilon (\hat{\epsilon}))^S \) [by [SA-BC] applied to 2.1 and 3]
   5. \( I_\epsilon (\hat{\sigma}_1).\alpha_2 (I_\epsilon (\hat{\epsilon}_2)) \leadsto (I_\epsilon (\hat{\sigma}_1), I_\epsilon (\hat{\epsilon}_2'))'' \) [by [SA-BC] applied to 4 and H2]
6. $I_e(\hat{\sigma}),(\alpha_2 \circ \alpha_1) ([I_e(\hat{e}_1), I_e(\hat{e}_2)]) \leadsto (I_e(\hat{\sigma}'), [I_e(\hat{e}_1'), I_e(\hat{e}_2')])'$ [by 4 and 5]

We can now move on to GIL execution:

**Lemma 2.17 (Backward Completeness: GIL One-Step).** Given a concrete and a symbolic state model, $S(A, M(A)) \triangleq \langle \|S\|, ea\rangle$, and $\hat{S}(A, \hat{M}(A)) \triangleq \langle \|\hat{S}\|, ea\rangle$, respectively, if the memory actions satisfy Requirements 4, then the corresponding GIL one-step symbolic semantics satisfies the following:

**GIL One-Step - Backward Completeness (GIL-OS-BC)**

$p \vdash \hat{\omega} \leadsto_c \hat{\omega}' \land \hat{\omega}' \in \text{dom}(I_e) \implies p \vdash I_e(\hat{\omega}) \leadsto_c I_e(\hat{\omega}')$

**Proof.** The cases which involve only one state action execution or only one action composition follow trivially from Lemma 2.15 and Lemma 2.16. The only two remaining cases are the function call rule and the return rule. We prove the function call rule; the return rule is proven analogously:

**Case: [Call]**

1. Hypotheses:
   
   (H1) $p \vdash \hat{\omega} \leadsto_c \hat{\omega}'$
   
   (H2) $\hat{\omega}' \in \text{dom}(I_e)$

2. [by H1, [CALL] case]

   1. $\hat{\omega} = (\hat{\sigma}, \hat{e}_s, i)$
   2. $\text{cmd}(p, \hat{e}_s, i) = x := e(e')$
   3. $\hat{\sigma}.((\text{getStore} \circ \text{eval}_c) \circ \text{eval}_c) (-) \leadsto (\hat{\sigma}_1, [f, [\hat{e}, \hat{\rho}']])$
   4. $\hat{\sigma}_1.\text{setStore}([[f.\text{arg}, \hat{e}])] \leadsto (\hat{\sigma}', -)$
   5. $\hat{\omega}' = (\hat{\sigma}', \langle f, x, \hat{\rho}', i+1 \rangle : \hat{e}_s, 0)^C$

3. $\hat{\sigma}' \in \text{dom}(I_e)$ [by H2 and definition of interpretation for configurations]

4. $\hat{\sigma}_1 \in \text{dom}(I_e)$ [Applying monotonicity of interpretations to 2.4 + 3]

5. $I_e(\hat{\sigma}_1.((\text{getStore} \circ \text{eval}_c) \circ \text{eval}_c) (-) \leadsto (I_e(\hat{\sigma}_1), [f, [I_e(\hat{e}), I_e(\hat{\rho})]])$ [by [SA-BC] + Lemma 2.16 + 2.3]

6. $I_e(\hat{\sigma}_1).\text{setStore}([[f.\text{arg}, I_e(\hat{e})])] \leadsto (I_e(\hat{\sigma}_1'), -)$ [by [SA-BC], given 2.4 + 4]

7. $\text{cmd}(p, I_e(\hat{e}_s), i) = x := e(e')$ [by 2.2 + definition of $I_e(\hat{e}_s)$]

8. $p \vdash (I_e(\hat{\sigma}), I_e(\hat{\rho}), i) \leadsto (I_e(\hat{\sigma}'), \langle f, x, I_e(\hat{\rho}), i+1 \rangle : I_e(\hat{e}_s), 0)^C$ [by 7 + 5 + 6]

9. $p \vdash I_e(\hat{\omega}) \leadsto I_e(\hat{\omega}')$ (G1) [by 8 + 2.1 + 2.5 + definition of interpretation for configurations]

This property can be easily generalised to an $n$-step execution:

**Lemma 2.18 (Backward Completeness: GIL Multi-Step).** Given a concrete and a symbolic state model, $S(A, M(A)) \triangleq \langle \|S\|, ea\rangle$, and $\hat{S}(A, \hat{M}(A)) \triangleq \langle \|\hat{S}\|, ea\rangle$, respectively, if the memory actions satisfy Requirements 4, then the corresponding GIL multi-step symbolic semantics satisfies the following:

**GIL One-Step - Backward Completeness (GIL-OS-BC)**

$p \vdash \hat{\omega} \leadsto^n_c \hat{\omega}' \land \hat{\omega}' \in \text{dom}(I_e) \implies p \vdash I_e(\hat{\omega}) \leadsto^n_c I_e(\hat{\omega}')$

**Proof.** By induction on $n$. The case when $n = 0$ is trivial; assume $n = k + 1$.

1. (H1) $p \vdash \hat{\omega} \leadsto^{k+1} \hat{\omega}'$

2. $\exists \hat{\omega}''$, $e$, $C''$

   1. $p \vdash \hat{\omega} \leadsto e \hat{\omega}''$ [From H2]
   
   2. $p \vdash \hat{\omega}'' \leadsto^n_C \hat{\omega}'$ [From H2]

We are overloading the notation for an actual store and its serialised representation.
3. \( C = c :: C' \) [From monotonicity of interpretations]
4. \( \hat{\omega}'' \in \text{dom}(I_e) \) [by Lemma 2.17, 2.1, and 2.4]
5. \( \mu \vdash I_e(\hat{\omega}) \sim_C^n I_e(\hat{\omega}') \) [by IH, 2.2, and H2]
6. \( \mu \vdash I_e(\hat{\omega}) \sim_C I_e(\hat{\omega}') \) [From 3, 4, and 2.3]
1. [by H2 and the definition of concrete uSym]
   1. $\hat{I}_e (\hat{\sigma}) = (\hat{I}_e (\hat{\mu}), \hat{I}_e (\hat{\rho}), \hat{I}_e (\hat{\xi}), \text{true})$
   2. $\hat{I}_e (\hat{\epsilon}) = k$
   3. $\hat{I}_e (\hat{\xi}).\text{alloc} (k) \sim_{L'} (\hat{\xi}', \text{ls})$
   4. $\sigma' = \langle \hat{I}_e (\hat{\mu}), \hat{I}_e (\hat{\rho}), \hat{\xi}', \text{true} \rangle$
   5. $\nu' = \text{ls}$
   6. $r = S$

2. [by H1 and the definition of symbolic uSym]
   1. $\hat{\sigma} = \langle \hat{\mu}, \hat{\rho}, \hat{\xi}, \pi \rangle$
   2. $\hat{\epsilon} = k$, for some $k \in \mathbb{N}$
   3. $\hat{\xi}.\text{alloc} (k) \sim_{L'} (\hat{\xi}', [\hat{x}_1, \ldots, \hat{x}_k])$
   4. $\hat{\sigma}' = \langle \hat{\mu}, \hat{\rho}, \hat{\xi}', \pi \rangle$
   5. $\{\hat{\sigma}', [\hat{x}_1, \ldots, \hat{x}_k]\}^S \in \hat{\Sigma}$

3. Take $\epsilon' = \epsilon$. Then:
   1. $\hat{I}_e (\hat{\mu}) = \hat{I}_e (\hat{\rho}) = \hat{I}_e (\hat{\xi})$, and $\hat{I}_e (\pi) = \text{true}$ [because $\epsilon' = \epsilon$]
   2. $\hat{I}_e (\hat{\xi}') = \hat{\xi}'$ [by 2.3, 1.3, the definition of $\epsilon'$, and the definition of allocation]
   3. $\sigma' = \hat{I}_e (\langle \hat{\mu}, \hat{\rho}, \hat{\xi}', \pi \rangle)$ [by 1.4, 3.1, and 3.2]
   4. $\nu' = \hat{I}_e (\text{ls})$ [by 1.5, and definition of $\epsilon'$]
   5. (G1) [by 2.4, 3.3, 3.4, and 1.6]

Case: [iSym]

1. [by H1 and the definition of symbolic iSym]
   1. $\hat{\sigma} = \langle \hat{\mu}, \hat{\rho}, \hat{\xi}, \pi \rangle$
   2. $\hat{\epsilon} = k$, for some $k \in \mathbb{N}$
   3. $\hat{\xi}.\text{alloc} (k) \sim_{\hat{X}} (\hat{\xi}', [\hat{x}_1, \ldots, \hat{x}_k])$
   4. $\hat{\sigma}' = \langle \hat{\mu}, \hat{\rho}, \hat{\xi}', \pi \rangle$
   5. $\{\hat{\sigma}', [\hat{x}_1, \ldots, \hat{x}_k]\}^S \in \hat{\Sigma}$

2. [by H2 and the definition of concrete iSym]
   1. $\hat{I}_e (\hat{\sigma}) = (\hat{I}_e (\hat{\mu}), \hat{I}_e (\hat{\rho}), \hat{I}_e (\hat{\xi}), \text{true})$
   2. $\hat{I}_e (\hat{\epsilon}) = k$
   3. $\hat{I}_e (\hat{\xi}).\text{alloc} (k) \sim_{\text{val}} (\hat{\xi}', [v_1, \ldots, v_m])$
   4. $\sigma' = \langle \hat{I}_e (\hat{\mu}), \hat{I}_e (\hat{\rho}), \hat{\xi}', \text{true} \rangle$
   5. $\nu' = [v_1, \ldots, v_m]$
   6. $r = S$

3. Take $\epsilon' = \epsilon [\hat{x}_i \mapsto v_i |_{i=1}^n]$. Then:
   1. $\hat{I}_e (\hat{\mu}) = \hat{I}_e (\hat{\rho}) = \hat{I}_e (\hat{\xi})$, and $\hat{I}_e (\pi) = \text{true}$ [because $\epsilon'$ extends $\epsilon$]
   2. $\hat{I}_e (\hat{\xi}') = \hat{\xi}'$ [by 1.3, 2.3, the definition of $\epsilon'$, and the definition of allocation]
   3. $\sigma' = \hat{I}_e (\langle \hat{\mu}, \hat{\rho}, \hat{\xi}', \pi \rangle)$ [by 2.4, 3.1, and 3.2]
   4. $\nu' = \hat{I}_e ([\hat{x}_1, \ldots, \hat{x}_k])$ [by 2.5, and definition of $\epsilon'$]
   5. (G1) [by 1.4, 3.3, 3.4, and 2.6]

Case: [Memory Action]

1. [by H1 and the definition of symbolic memory action]
   1. $\hat{\sigma} = \langle \hat{\mu}, \hat{\rho}, \hat{\xi}, \pi \rangle$
   2. $\hat{\mu}.\text{act} (\hat{\epsilon}) \rightarrow ((\hat{\mu}_t, \hat{\epsilon}_t)^{r_{\text{act}}} |_{t \in I})$
   3. $\hat{\Sigma} = \{(\hat{\mu}_t, \hat{\rho}_t, \hat{\xi}_t, \pi_t, \hat{\epsilon}_t)^{r_{\text{act}}} |_{t \in I}\}$

2. [by H2 and the definition of concrete memory action]
1. \( I_e(\hat{\sigma}) = \langle I_e(\hat{\mu}), I_e(\hat{\rho}), I_e(\hat{\xi}), \text{true} \rangle \)
2. \( I_e(\hat{\mu}).\alpha(I_e(\hat{\xi})) \rightsquigarrow (\mu', v')^r \)
3. \( \sigma' = (\mu', I_e(\hat{\rho}), I_e(\hat{\xi}), \text{true}) \)
4. \( \exists i. (\mu', v')^r \) \[by MA-FS applied to 1.2, 2.1, and 2.2\]
5. \( I_e(\hat{\xi}) \) \[by 6, 7, and 2.3\]
6. \( (G1) \) \[by 5 and 2.3\]

The next part to prove is that forward soundness is preserved by state action composition:

**Lemma 2.20 (Action Composition).** If two state actions \( \alpha_1, \alpha_2 \in A \) satisfy \([SA-FS] \), then their compositions, \( \alpha_2 \circ \alpha_1 \) and \( \alpha_2 \circ \alpha_1 \), also satisfy \([SA-FS] \).

**Proof.** For both compositions, the cases in which \( \alpha_1 \) results in an error trivially hold, as they amount to the appropriate property of \( \alpha_1 \); we therefore assume, without loss of generality, that \( \alpha_1 \) always succeeds. We first prove the property for \( \alpha_2 \circ \alpha_1 \).

1. **Assume:** 1. (H1) \( \hat{\sigma}.(\alpha_2 \circ \alpha_1)(\hat{\epsilon}) \rightarrow \hat{\Sigma} \)
2. (H2) \( I_e(\hat{\sigma}).(\alpha_2 \circ \alpha_1)(I_e(\hat{\epsilon})) \rightsquigarrow (\sigma', v')^r \)

2. [From Action Composition on H1 and the assumption that \( \alpha_1 \) always succeeds]
1. \( \hat{\sigma}.\alpha_1(\hat{\epsilon}) \rightarrow \{((\hat{\sigma}_i, \hat{\epsilon}_i)^S)_{i \in I} \} \)
2. \( (\hat{\sigma}_1, \alpha_2(\hat{\epsilon}_1)) \rightarrow (\hat{\Sigma}_1)_{i \in I} \)
3. \( \hat{\Sigma} = \bigcup_{i \in I} \hat{\Sigma}_i \)

3. [From Action Composition on H2 and the assumption that \( \alpha_1 \) always succeeds]
1. \( I_e(\hat{\sigma}).\alpha_1(I_e(\hat{\epsilon})) \rightsquigarrow (\sigma'', v'')^S \)
2. \( \sigma''.(\alpha_2) (v'') \rightsquigarrow (\sigma', v')^r \)

4. Obtain \( \epsilon'' \geq \epsilon, k \in I: (\sigma'', v'') \in I_e''(\{((\hat{\sigma}_i, \hat{\epsilon}_i)^S)_{i \in I} \}) \wedge \sigma'' = I_e''(\hat{\sigma}_k) \wedge v'' = I_e''(\hat{\epsilon}_k) \) [by \([SA-FS]\) applied to 2.1 and 3.1]
5. Obtain \( \epsilon' \geq \epsilon'; (\sigma', v')^r \in I_e(\hat{\Sigma}_k) \) [by \([SA-FS]\) applied to 4 and 3.2]
6. (G1) [by 5 and 2.3]

We conclude by proving the property for \( \alpha_2 \circ \alpha_1 \).

1. **Assume:** 1. (H1) \( \hat{\sigma}.(\alpha_2 \circ \alpha_1) \rightarrow \{((\hat{\sigma}_i, [\hat{\epsilon}_1, \hat{\epsilon}_2])^S)_{i \in I} \} \)
2. (H2) \( I_e(\hat{\sigma}).(\alpha_2 \circ \alpha_1)(I_e(\hat{\epsilon}_1), I_e(\hat{\epsilon}_2)) \rightsquigarrow (\sigma', [v'_1, v'_2])^r \)

2. [From Action Composition on H1 and the assumption that \( \alpha_1 \) always succeeds]
1. \( \hat{\sigma}.\alpha_1(\hat{\epsilon}) \rightarrow \{((\hat{\sigma}_k, \hat{\epsilon}_{1k})^S)_{k \in K} \} \)
2. \( (\hat{\sigma}_1, \alpha_2(\hat{\epsilon}_2)) \rightarrow \{((\hat{\sigma}_{kj}, \hat{\epsilon}_{2kj})^S)_{j \in J_k})\}_{k \in K} \)
3. \( \{((\hat{\sigma}_k, [\hat{\epsilon}_{1k}, \hat{\epsilon}_{2k}])^S)_{i \in I} \} = \bigcup_{k \in K} \bigcup_{j \in J_k} (\hat{\sigma}_{kj}, [\hat{\epsilon}_{1k}, \hat{\epsilon}_{2kj}])^S \)

3. [From Action Composition on H2 and the assumption that \( \alpha_1 \) always succeeds]
1. \( I_e(\hat{\sigma}).\alpha_1(I_e(\hat{\epsilon}_1)) \rightsquigarrow (\sigma'', v'')^S \)
2. \( \sigma''.(\alpha_2)(I_e(\hat{\epsilon}_2)) \rightsquigarrow (\sigma', v')^r \)

4. Obtain \( \epsilon'' \geq \epsilon, k \in K: (\sigma'', v')^S \in I_e''(\{(\hat{\sigma}_k, \hat{\epsilon}_{1k})^S\}_{k \in K}) \wedge \sigma'' = I_e''(\hat{\sigma}_k) \wedge v'_1 = I_e''(\hat{\epsilon}_{1k}) \) [by \([SA-FS]\) applied to 2.1 and 3.1]
5. \( I_e''(\hat{\epsilon}_2) = I_e''(\hat{\epsilon}_2) \) [since \( \epsilon'' \geq \epsilon \)]
6. Obtain \( \epsilon' \geq \epsilon''; j \in J_k: (\sigma'_j, v'_j)^r \in \{(\hat{\sigma}_{kj}, \hat{\epsilon}_{2kj})^S\}_{j \in J_k} \wedge \sigma'_j = I_e''(\hat{\sigma}_{kj}) \wedge v'_j = I_e''(\hat{\epsilon}_{2kj}) \) [by \([SA-FS]\) applied to 2.2 and 3.2, given 4 and 5]
7. \( I_e''(\hat{\epsilon}_j) = I_e''(\hat{\epsilon}_j) \) [since \( \epsilon' \geq \epsilon'' \geq \epsilon \)]
8. (G1) [by 6, 7, and 2.3]
We can now move on to GIL execution:

**Lemma 2.21 (Forward Soundness: GIL One-Step).** Given a concrete and a symbolic state model, $S(A, M(A)) \equiv \langle |S|, c_0 \rangle$, and $\tilde{S}(A, \tilde{M}(A)) \equiv \langle |\tilde{S}|, c_0 \rangle$, respectively, if the memory actions satisfy Requirements 5, then the corresponding GIL one-step symbolic semantics satisfies the following:

**GIL: Forward Soundness: Interpretations (GIL-FS-CFG-I)**

\[
p \vdash \dot{\omega} \rightarrow_c \hat{\Omega}' \land p \vdash I_c(\dot{\omega}) \rightsquigarrow_c \omega' \implies \exists \epsilon' \geq \epsilon, \dot{\omega}' \in \hat{\Omega}'. \omega' = I_c(\dot{\omega}')
\]

**Proof.** The cases which involve only one state action execution or only one action composition follow trivially from Lemma 2.19 and Lemma 2.20. The only two remaining cases are the function call rule and the return rule. We prove the function call rule; the return rule is proven analogously:

**Case:** [CALL]

1. Hypotheses:
   (H1) $p \vdash \dot{\omega} \rightarrow \hat{\Omega}'$
   (H2) $p \vdash I_c(\dot{\omega}) \rightsquigarrow \omega'$
2. [by H1, [CALL] case]
   1. $\dot{\omega} = (\dot{\sigma}, \dot{c}s, i)$
   2. $\text{cmd}(p, \dot{c}s, i) = x := e(\epsilon')$
   3. $\dot{\sigma}.((\text{getStore} \circ \text{eval_c}) \circ \text{eval_c}) (\neg) \rightarrow \{(\dot{\sigma}_1, [f, [\dot{\epsilon}, \rho']] )\}^S$
   4. $\dot{\sigma}_1.\text{setStore} \left( \right) \rightarrow \{(\dot{\sigma}', \text{true})\}^S$
   5. $\dot{\omega}' = (\dot{\sigma}', (f, x, \rho', i+1) : \dot{c}s, 0)^C$
   6. $\hat{\Omega}' = \{\dot{\omega}'\}$ [by the determinism of all of the used state actions]
3. [by H2, [CALL] case]
   1. $I_c(\omega) = (I_c(\dot{\sigma}), I_c(\dot{c}s), i)$
   2. $\text{cmd}(p, I_c(\dot{c}s), i) = x := e(\epsilon')$
   3. $I_c(\dot{\sigma}).((\text{getStore} \circ \text{eval_c}) \circ \text{eval_c}) (\neg) \rightsquigarrow (\sigma_1, [f', [\dot{\epsilon}, \rho']] )\}^S$
   4. $\sigma_1.\text{setStore} \left( \right) \rightarrow \{(\sigma', \text{true})\}^S$
   5. $\omega' = (\sigma', (f, x, \rho', i+1) : I_c(\dot{c}s), 0)^C$
   6. $\exists \epsilon' \geq \epsilon. \sigma_1 = I_{c'}(\dot{\sigma}_1) \land f' = f \land v = I_{c'}(\dot{v}) \land \rho' = I_{c'}(\dot{\rho}')$ [by [SA-FS] + Lemma 2.20 + 2.3 + 3.3]
   7. $\exists \epsilon'' \geq \epsilon'. \sigma' = I_{c'}(\dot{\sigma}_1)$ [by [SA-FS], given 2.4 + 3.4]
   8. $I_{c'}(\dot{\rho}') = I_{c'}(\dot{\rho}') \land I_{c'}(\dot{\rho}') = I_{c'}(\dot{\rho}')$ [since $\epsilon' \geq \epsilon'' \geq \epsilon$
   9. $\omega' = I_c(\dot{\omega}')$ [by 2.5, 3.5, 4.5, and 6]
   10. (G1) [by 1.6 and 7, taking $\epsilon' = \epsilon'$ and $\dot{\omega}' = \dot{\omega}'$]

\[\Box\]

We next rephrase the last property in terms of models and extend it to the one-step collecting semantics. In order to do this, we extend the notion of models to sets of configurations in the standard way:

\[\text{Mod}(\hat{\Omega}) \triangleq \{I_c(\dot{\omega}) \mid \dot{\omega} \in \hat{\Omega}, \dot{\omega} \in \text{dom}(I_c)\}\]

**Lemma 2.22 (GIL One-Step Collecting Semantics: Forward Soundness).** The following soundness property holds for the GIL one-step collecting semantics:

**GIL: Forward Soundness: Config (GIL-FS-CFG)**

\[
p \vdash \dot{\omega} \rightarrow_c \hat{\Omega}' \land \omega \in \text{Mod}(\dot{\omega}) \land p \vdash \omega \rightsquigarrow_c \omega' \implies \exists \omega' \in \hat{\Omega}'. \omega' \in \text{Mod}(\dot{\omega}')
\]
**GIL: Forward Soundness: Collecting One-Step (GIL-FS-COS)**

\[ p \vdash \hat{\Omega} \rightarrow \hat{\Omega}' \land \hat{\omega} \in \hat{\Omega} \land \omega \in \text{Mod}(\hat{\omega}) \land p \vdash \omega \approx c \omega' \]

\[ \implies \exists \hat{\omega}' \in \hat{\Omega}'. \omega' \in \text{Mod}(\hat{\omega}') \land p \vdash \hat{\omega} \approx c \omega' \]

\[ p \vdash \hat{\Omega} \rightarrow \hat{\Omega}' \land \omega \in \text{Mod}(\hat{\omega}) \land \text{final}(\omega) \implies \omega \in \text{Mod}(\hat{\omega}') \]

**Proof.** The first part follows straightforwardly from the statement of Lemma 2.21, given that, by definition of models, \( I_c(\hat{\omega}) \in \text{Mod}(\hat{\omega}) \) and \( I_c(\hat{\omega}') \in \text{Mod}(\hat{\omega}') \). The second part follows directly from the definition of the one-step collecting semantics. \(\square\)

**Lemma 2.23 (GIL Multi-Step Collecting Semantics: Forward Soundness).**

**GIL: Forward Soundness: Collecting Multi-Step (GIL-FS-CMS)**

\[ \forall f(\hat{\Omega}) \land p \vdash \hat{\Omega} \rightarrow^n \hat{\Omega}' \land \hat{\omega} \in \hat{\Omega} \land \omega \in \text{Mod}(\hat{\omega}) \land \]

\[ (p \vdash \omega \approx_c^n \omega' \lor (m < n \land p \vdash \omega \approx_c^m \omega' \land \text{final}(\omega'))) \]

\[ \implies \exists \hat{\omega}' \in \hat{\Omega}'. \omega' \in \text{Mod}(\hat{\omega}') \land (p \vdash \hat{\omega} \approx_c^n \omega' \lor (m < n \land p \vdash \hat{\omega} \approx_c^m \omega' \land \text{final}(\omega'))) \]

**Proof.** By induction on \( n \). The base case, when \( n = 0 \), is trivial. We prove the inductive case, for \( n = k + 1 \), as follows:

1. (H1) \( p \vdash \hat{\Omega} \rightarrow^{k+1} \hat{\Omega}' \)

2. (H2) \( \omega \in \text{Mod}(\hat{\Omega}) \)

3. (H3) \( p \vdash \omega \approx_c^k \omega' \lor (m < k + 1 \land p \vdash \omega \approx_c^m \omega' \land \text{final}(\omega')) \)

4. \( \exists \hat{\Omega}'' \).  

5. \( \omega \in \text{Mod}(\hat{\omega}'') \) [by 3 and Lemma 2.22]

6. \( p \vdash \omega \approx_c^0 \omega' \land \text{final}(\omega) \) [by H3 and 3]

7. \( \omega \in \text{Mod}(\hat{\omega}') \) [by IH, 2.2, 3.1, and 3.2]

8. **BRANCH: final(\( \omega \)) \implies \exists \hat{\omega}'' \)

9. \( p \vdash \omega \approx_c^i \omega'' \) [by H3 and 4]

10. \( p \vdash \omega' \approx_c^k \omega'' \) [by H3 and 4]

11. \( \exists \hat{\omega}''. \hat{\omega}'' \in \text{Mod}(\hat{\omega}'') \land \omega'' \in \text{Mod}(\hat{\omega}'') \land p \vdash \hat{\omega} \approx_c \hat{\omega}'' \) [by 4.1 and Lemma 2.22]

**Finally, we extend the forward soundness property to the to-termination GIL collecting semantics, which follows straightforwardly from its definition and Lemma 2.23, and gives the partial verification guarantee for the GIL semantics:**

**Theorem 2.24 (GIL Forward Soundness).** GIL execution satisfies the following property:

**GIL: Forward Soundness**

\[ p \vdash \{\hat{\omega}\} \rightarrow^* \hat{\Omega}' \land \omega \in \text{Mod}(\hat{\omega}) \land p \vdash \omega \rightarrow^*_c \omega' \]

\[ \implies \exists \hat{\omega}'. \hat{\omega}' \in \hat{\Omega}' \land \omega' \in \text{Mod}(\hat{\omega}') \land p \vdash \hat{\omega} \rightarrow^*_c \hat{\omega}' \]

This property captures partial verification of the GIL symbolic execution: it states that the set of concrete configurations reachable from \( \text{Mod}(\hat{\omega}) \) by executing \( C \) is over-approximated by \( \text{Mod}(\hat{\omega}') \), meaning that any final concrete configuration reachable from any concrete state in \( \text{Mod}(\hat{\omega}) \) by executing \( C \) has to be in \( \text{Mod}(\hat{\omega}') \).
3 GILLIAN COMPOSITIONAL EXECUTION

We introduce compositional memory models, which are suitable for compositional symbolic execution. They are defined in terms of core predicates and their consumers and producers. Core predicates represent separation-logic assertions that describe the fundamental units of the target-language memory models. A consumer frames off the resource of a given core predicate, and a producer frames that resource on. We demonstrate how compositional memory models induce execution memory models. In addition, we show that all of correctness results of execution memory models, and prove a frame preservation property for GIL execution, essential for compositionality.

3.1 Compositional Memory Models

Compositional memory models are parametric on a value set $V$ and a core predicate set $\Gamma \ni \gamma$, where every core predicate $\gamma$ is associated with a list of in-parameters, $v_i$, and a list of out-parameters, $v_o$, giving rise to the core predicate resource (CPR), $\gamma(v_i \cdot v_o)$. The core predicate set induces a predicate action set, $A_\Gamma \triangleq \bigcup_{\gamma \in \Gamma} \{\text{cons}_\gamma, \text{prod}_\gamma\}$, comprising consumer and producer actions for each core predicate, and a memory action set, comprising getter and setter actions, $A \triangleq \bigcup_{\gamma \in \Gamma} \{\text{get}_\gamma, \text{set}_\gamma\}$, for each core predicate.

Definition 3.1 (Compositional Memory Model). Given a value set $V$ and a core predicate set $\Gamma$, a compositional memory model, $M \triangleq (|M|, Wf, ea_\Gamma)$ comprises:

1) a partial commutative monoid (PCM), $|M| = (|M|, \bullet, 0)$, with a carrier set of memories, $|M| \ni \mu$, a partial, associative and commutative binary composition operator, $\bullet$, and the unit element, 0, denoting the empty memory, which is indivisible: that is, $\pi + \mu \bullet - = 0 \iff \pi + \mu = 0$;
2) a well-formedness relation, $Wf \subseteq |M| \times \Pi$, with $Wf_\pi(\mu)$ denoting that memory $\mu$ is well-formed in context $\pi$, which, in addition to the properties 2.1-2.2 of Definition 2.1, has the following properties, which describe its relationship to the memory PCM:
2.3) well-formedness is compatible with memory composition:

$$Wf_\pi(\mu_1 \bullet \mu_2) \implies Wf_\pi(\mu_1) \land Wf_\pi(\mu_2);$$

2.4) the empty memory, 0, is well-formed in any satisfiable context: $\pi \text{ SAT} \implies Wf_\pi(0)$;
3) a predicate action execution function, $ea_\Gamma : A_\Gamma \times |M| \times V \times \Pi \rightarrow \varnothing(|M| \times V \times R \times \Pi)$, where $ea_\Gamma(\mu, \alpha, v, \pi) = \{(v_i, v_i, r_i, \pi_i) : i \in I\}$, for countable $I$, with notation $\mu.\alpha(v) \rightarrow \{(\mu_i, v_i)_{\pi_i} | i \in I\}$ for all outcomes and $\mu.\alpha(v) \leadsto (\mu_i, v_i)_{\pi_i}$ for a specific outcome, satisfies, in addition to the properties 3.1-3.6 of Definition 2.1, the following properties:
3.7) the producers succeed without branching in the empty memory in any satisfiable context, producing the CPR:

$$\pi \text{ SAT} \implies 0.\text{prod}_\gamma(v_i \cdot v_o) \leadsto (\gamma(v_i \cdot v_o), \text{true})^S_{\pi}.$$

3.8) if the producers succeed, they add on the CPR:

$$\mu.\text{prod}_\gamma(v_i \cdot v_o) \leadsto (\mu', \text{true})^S_{\pi'} \implies \mu' = \mu \bullet \gamma(v_i \cdot v_o)$$

3.9) the producers cannot return a missing information error:

$$\mu.\text{prod}_\gamma(v_i \cdot v_o) \leadsto (\mu', v')^S_{\pi'} \implies r \neq M$$

3.10) the consumers succeed if and only if the CPR is present in memory:

$$\mu.\text{cons}_\gamma(v_i) \leadsto (\mu', v_o)^S_{\pi'} \implies \pi' \equiv \pi \land (\mu = \mu' \bullet \gamma(v_i \cdot v_o))$$

$$Wf_\pi(\mu) \land \pi' \iff (\mu = \mu' \bullet \gamma(v_i \cdot v_o)) \land (\pi \land \pi' \text{ SAT}) \implies \mu.\text{cons}_\gamma(v_i) \leadsto (\mu', v_o)^S_{\pi \land \pi'}.$$
3.11) consumed CPR can always be successfully re-produced:

\[ \mu \cdot \text{cons}_y(v_i)_{\pi} \rightsquigarrow (\mu', v_o)_{\pi'}^S \implies \mu' \cdot \text{prod}_y(v_i \cdot v_o)_{\pi'} \rightsquigarrow (\mu'', true)_{\pi''}^S \]

3.12) producers fail in a memory in which consumers succeed, and succeed in a memory in which consumers return a missing information error (and vice versa for the latter):

\[ \mu \cdot \text{cons}_y(v_i)_{\pi} \rightsquigarrow (\mu', v_o)_{\pi'}^S \implies \mu \cdot \text{prod}_y(v_i \cdot v_o)_{\pi'} \rightsquigarrow (\mu, false)_{\pi''}^E \]

\[ \mu \cdot \text{cons}_y(v_i)_{\pi} \rightsquigarrow (\mu, false)_{\pi''}^M \iff \mu \cdot \text{prod}_y(v_i \cdot v_o)_{\pi'} \rightsquigarrow (\mu \cdot \gamma(v_i \cdot v_o), true)_{\pi''}^S \]

3.13) erroneous executions of the consumers and producers are frame-preserving: for all \( \alpha \in A_{\pi'}: \)

\[ \mu \cdot \alpha(v)_{\pi} \rightsquigarrow (\mu', v')_{\pi'}^E \land \ WF_{\pi \land \pi_f} (\mu \cdot \mu_f) \land (\pi' \land \pi_f) \text{ SAT} \]

\[ \implies (\mu \cdot \mu_f) \cdot \alpha(v)_{\pi \land \pi_f} \rightsquigarrow (\mu', \mu_f, v')_{\pi''}^E \]

3.14) successful executions of the consumers and producers are frame-cancelling:

\[ (\mu \cdot \mu_f) \cdot \text{prod}_y(v_i \cdot v_o)_{\pi} \rightsquigarrow (\mu \cdot \mu_f \cdot \gamma(v_i \cdot v_o), v')_{\pi'}^r \]

\[ \implies \mu \cdot \text{prod}_y(v_i \cdot v_o)_{\pi'} \rightsquigarrow (\mu \cdot \gamma(v_i \cdot v_o), v')_{\pi''}^S \]

**Definition 3.2 (Concrete and Symbolic Compositional Memory Model).** A concrete compositional memory model, \( M \equiv (\langle M \rangle, WF_{\pi \land \pi_f}) \), is a compositional memory model with value set given by the GIL value set, \( Val \). A symbolic compositional memory model, \( M \equiv (\langle M \rangle, WF_{\pi \land \pi_f}, Expr) \), is a compositional memory model with value set given by the set of GIL symbolic expressions, \( Expr \).

**Discussion and Observations.** The PCM requirement is standard for compositional reasoning, and the two new well-formedness properties ensure compatibility of well-formedness with the PCM. Property 3.7 pinpoints the CPR, and properties 3.8 and 3.10 capture its relationship with the consumers and producers. Note that it is not possible to characterise erroneous behaviours in terms of CPR presence of absence, due to TL-specific errors, such as the C access out of bounds. Instead, we require properties 3.11-3.12, with the former being essential later on for proving frame preservation of getters and setters, as well as for specification use. As for the frame preservation requirement, one can notice that it is incompatible with resource allocation (as the allocated resource could be part of the frame, causing resource duplication in \( \mu' \cdot \mu_f \)). This will be further discussed in the context of the frame preservation of the GIL semantics. Note that the requirement \( \pi' \land \pi_f \text{ SAT} \) means that the branch that the execution took (from \( \pi \) to \( \pi' \)) must remain feasible with the added frame.

**Getters and Setters.** The getter and setter memory actions are defined in terms of consumers and producers as follows:

**GETTER: SUCCESS**

\[ \mu \cdot \text{cons}_y(v_i)_{\pi} \rightsquigarrow (\mu', v_o)_{\pi'}^S \]

\[ \mu' \cdot \text{prod}_y(v_i \cdot v_o)_{\pi'} \rightsquigarrow (\mu'', true)_{\pi''}^S \]

\[ \mu \cdot \text{get}_y(v_i)_{\pi} \rightsquigarrow (\mu'', v_o)_{\pi''}^S \]

**SETTER: SUCCESS**

\[ \mu \cdot \text{cons}_y(v_i)_{\pi} \rightsquigarrow (\mu', v_o)_{\pi'}^S \]

\[ \mu' \cdot \text{prod}_y(v_i \cdot v_o)_{\pi'} \rightsquigarrow (\mu'', true)_{\pi''}^S \]

\[ \mu \cdot \text{set}_y(v_i \cdot v_o)_{\pi} \rightsquigarrow (\mu'', true)_{\pi''}^S \]

**GETTER: NON-SUCCESS**

\[ \mu \cdot \text{cons}_y(v_i)_{\pi} \rightsquigarrow (\mu', false)_{\pi'}^r \]

\[ r \neq S \]

\[ \mu \cdot \text{get}_y(v_i)_{\pi} \rightsquigarrow (\mu', false)_{\pi''}^r \]

**SETTER: NON-SUCCESS**

\[ \mu \cdot \text{cons}_y(v_i)_{\pi} \rightsquigarrow (\mu', false)_{\pi'}^r \]

\[ r \neq S \]

\[ \mu \cdot \text{set}_y(v_i \cdot v_o)_{\pi} \rightsquigarrow (\mu', false)_{\pi''}^r \]

and correspond to CPR lookup and mutation, respectively. We can trivially show that, if the consumers and producers satisfy the properties 3.1-3.13 of Definition 3.1, then the getters and setters satisfy properties 3.1-3.6, meaning that they can be used in whole-program GIL execution.
3.2 Compositional State Models

Compositional state models are defined analogously to execution state models. Recall the set of basic state actions, \( A_S = \{ \text{setVar}_x \} \times \mathcal{X} \cup \{ \text{getStore}, \text{getStore} \} \cup \{ \text{eval}_x \} \) and recall that a set of core predicates \( \Gamma \) induces a set of consumers and producers, \( A_F \), and a set of getters and setters, \( A \).

**Definition 3.3 (Compositional State Model).** Given a value set \( V \), a set of interpreted symbols \( l \subseteq V \), a set of core predicates \( \Gamma \), a compositional memory model \( M = \langle |M|, Wf, ea \rangle \), and an allocator \( AL = \langle |AL|, \text{alloc} \rangle \), a **compositional state model** is defined by \( S = (\langle |S|, \bullet, 0 \rangle, \emptyset, ea) \), comprising:

- a set of **states**, \( |S| \subseteq |M| \times (X \rightarrow V) \times |AL| \times \Pi \), with \( σ = (μ, ρ, ξ, π) \in |S| \) if and only if \( Wf_π(μ) \), with state composition \( \bullet \) and the neutral element \( 0 \) defined as

\[
σ_1 \bullet σ_2 = \begin{cases}机关0 \bullet μ_2, ρ_1, ξ_1 \bullet ξ_2, π_1 \land π_2, & σ_1 = (μ_1, ρ_1, ξ_1, π_1), σ_2 = (μ_2, 0, ξ_2, π_2), \\ \text{undefined,} & \text{otherwise} \end{cases}
\]

and \( 0 = (0, 0, 0, \text{true}) \), where allocator composition is defined as

\[
(ξ' \bullet ξ'')(Y) = \begin{cases} \xi_0(Y) \cup \xi''_o(Y), & \text{if } Y \in \text{dom}(\xi_1) \text{ or } Y \in \text{dom}(\xi_2) \\ \text{undefined,} & \text{otherwise} \end{cases}
\]

- an **expression evaluation function** \( [\cdot] : Expr \times (X \rightarrow V) \rightarrow V \), where \( [e]_ρ \in V \) denotes the evaluation of a GIL expression \( e \) with respect to variable store \( ρ \);
- a state action execution function \( ea : |S| \times (A_F \cup A \cup A_S) \times V \rightarrow ϕ(|S| \times V \times \mathcal{R}) \), defined by: for \( σ = (μ, ρ, ξ, π) \) and \( α \in A_F \cup A_F \cup A_F \),

\[
ea(σ, α, v) = \begin{cases} \{(μ', ρ, ξ, π'), v'\} & | μ.α(v)_π \leadsto (μ', v')_π' \} \\ \text{undefined,} & \text{otherwise} \end{cases}
\]

**Definition 3.4 (Concrete and Symbolic Compositional State Model).** Concrete compositional state models are obtained by having the value set and the set of interpreted symbols be the set of GIL values, \( \mathcal{V} \), and symbolic ones are obtained by having the value set be the set of GIL symbolic expressions, \( \mathcal{E} \), and the set of interpreted symbolic be the set of symbolic variables, \( \hat{X} \). The expression evaluation function is defined in the standard way for both concrete and symbolic execution.

**Discussion and Observations.** There are other ways in which state composition could have been defined. Our choice was enough for our use case, as our compositional boundary is at the level of procedures, and procedures specifications do not talk about program variables.

3.3 Correctness: Forward Soundness and Backward Completeness

The forward soundness and backward completeness for compositional memory and state models follow from the corresponding correctness results for their execution counterparts. In particular, only the following proposition is required.
Proposition 3. Given a concrete and a symbolic compositional memory model, \( M(\text{Val}, \Gamma) \) and \( M(\text{Expr}, \Gamma) \), if the consumers and producers induced by \( \Gamma \) satisfy Requirements 4/Requirements 5, then the induced getters and setters satisfy those requirements as well.

Proof. The proof for backward completeness is trivial. The proof for forward soundness uses Proposition 2 and backward completeness (see proof of Proposition 11 for more details).

With this proposition in place, the remaining properties of the state actions and the GIL execution follow directly, as all of the actions of the compositional memory model (the consumers, producers, getters, and setters) meet the appropriate requirements.

3.4 Correctness: Frame Preservation

3.4.1 Compositional Memory Models. The following properties of consumers and producers can be derived from the properties given in Definition 3.1.

Proposition 4. Successful executions of consumers are frame-preserving.

Proof. Assume \((H1)\) \(\mu\cdot\text{cons}_{\gamma}(v_i)_\pi \rightsquigarrow (\mu', v_o)_\pi'\), \((H2)\) \(W_{\pi \& \pi_f}(\mu \bullet \mu_f)_\pi\), and \((H3)\) \(\pi' \land \pi_f\) SAT. Then, from H1 and 3.10, we have \((H4)\) \(\pi' \leftrightarrow \pi \land (\mu = \mu' \cdot \gamma(v_i \cdot v_o))\). From H3 and H4, we have \((H5)\) \(\pi' \land \pi_f \land (\mu = \mu' \bullet \gamma(v_i \cdot v_o))\) SAT. From H5 and properties of \(\gamma\), we have \((H6)\) \(\pi' \land \pi_f \land (\mu \bullet \mu_f = (\mu' \bullet \mu_f) \cdot \gamma(v_i \cdot v_o))\) SAT. Finally, from H2, H6, and property 3.10, we obtain the desired \((\mu \bullet \mu_f)\cdot\text{cons}_{\gamma}(v_i)_{\pi \land \pi_f} \rightsquigarrow (\mu' \bullet \mu_f, v_o)_\pi' \). \(\square\)

Proposition 5 (Producer-Consumer Invertibility).

\[ \mu \cdot \text{prod}_{\gamma}(v_i \cdot v_o)_\pi \rightsquigarrow (\mu', \text{true})_\pi' \implies \mu' \cdot \text{cons}_{\gamma}(v_i)_\pi' \rightsquigarrow (\mu, v_o)_\pi' \]

Proof. Assume \((H1)\) \(\mu \cdot \text{prod}_{\gamma}(v_i \cdot v_o)_\pi \rightsquigarrow (\mu', \text{true})_\pi'\). Then, by 3.8, we have that \((H2)\) \(\mu' = \mu \cdot \gamma(v_i \cdot v_o)\), and by 3.1, we have that \((H3)\) \(W_{\pi'}(\mu')\). From H2, we have that \((H4)\) \(\pi' \land \mu' = \mu \cdot \gamma(v_i \cdot v_o)\), and from 3.10, H4 and H3, we obtain \(\mu' \cdot \text{cons}_{\gamma}(v_i)_\pi' \rightsquigarrow (\mu, v_o)_\pi'\). \(\square\)

Proposition 6 (CPR Non-Duplicability).

\[ \mu \cdot \text{cons}_{\gamma}(v_i)_\pi \rightsquigarrow (\mu', \text{true})_\pi' \implies \mu' \cdot \text{cons}_{\gamma}(v_i)_\pi' \rightsquigarrow (\mu', \text{false})_\pi' \]

\[ \mu \cdot \text{prod}_{\gamma}(v_i \cdot v_o)_\pi \rightsquigarrow (\mu', \text{true})_\pi' \implies \mu' \cdot \text{prod}_{\gamma}(v_i \cdot v_o)_\pi \rightsquigarrow (\mu', \text{false})_\pi' \]

Proof. For the first property, assume \((H1)\) \(\mu \cdot \text{cons}_{\gamma}(v_i)_\pi \rightsquigarrow (\mu', v_o)_\pi'\). From H1, 3.11, and 3.8 we have \((H2)\) \(\mu' \cdot \text{prod}_{\gamma}(v_i \cdot v'_o)_\pi' \rightsquigarrow (\mu' \cdot \gamma(v_i \cdot v_o), \text{true})_\pi'\). From H2 and 3.9, we obtain the desired \(\mu' \cdot \text{cons}_{\gamma}(v_i)_\pi' \rightsquigarrow (\mu', \text{false})_\pi'\).

For the second property, assume \((H1)\) \(\mu \cdot \text{prod}_{\gamma}(v_i \cdot v_o)_\pi \rightsquigarrow (\mu', \text{true})_\pi'\). From H1 and Proposition 5, we have \((H2)\) \(\mu' \cdot \text{cons}_{\gamma}(v_i)_\pi' \rightsquigarrow (\mu, v_o)_\pi'\). From H2 and 3.12, we obtain the desired \(\mu' \cdot \text{prod}_{\gamma}(v_i \cdot v_o)_\pi \rightsquigarrow (\mu', \text{false})_\pi'\).

The third property we prove by contradiction. Assume \((H1)\) \(W_{\pi'}(\mu)\), where \(\pi' = \mu \bullet \mu'' \bullet \gamma(v_i \cdot v'_o) \bullet \gamma(v_i \cdot v''_o)\), for some \(\gamma, \mu', \mu'', v_i, v_o\), and \(v''_o\). Then, given 3.10, we would be able to consecutively successfully apply the consumer for \(\gamma\) on \(v_i\), which is a contradiction with the second property of this proposition. \(\square\)

Proposition 7. The composition of a successful consumer followed by a producer for the same CPR is frame preserving.
Proof. For the forward frame property, assume (H1) $\mu.\text{cons}_y(v_1)_\pi \rightsquigarrow (\mu', -)_{\pi'}^S$, (H2) $\mu'.\text{prod}_y(v_1 \cdot v_0)_{\pi'} \rightsquigarrow (\mu' \cdot y(v_1 \cdot v_0), \text{true})_{\pi'}^S$, (H3) $Wf_{\pi' \cdot \pi_f}(\mu \cdot \mu_f)$, and (H4) $\pi' \land \pi_f$ SAT. By frame preservation of successful consumers applied to H1, H3 and H4, we obtain (H5) $(\mu \cdot \mu_f).\text{cons}_y(v_1)_\pi \rightsquigarrow (\mu' \cdot \mu_f, -)_{\pi' \cdot \pi_f}^S$. Then, from H5 and property 3.11, we have (H6) $(\mu' \cdot \mu_f).\text{prod}_y(v_1 \cdot v_0)_{\pi' \land \pi_f} \rightsquigarrow (\mu' \cdot \mu_f \cdot y(v_1 \cdot v_0), \text{true})^S_{\pi' \land \pi_f}$, which, together with H5, gives the desired property.

Lemma 3.5. For a given compositional memory model, if the execution of consumers and producers satisfies the properties 3.1-3.14 of Definition 2.1, then the corresponding getters and setters satisfy properties 3.1-3.6 and their non-missing executions are frame-preserving.

Proof. Properties 3.1-3.3 are proven trivially, and the frame preservation comes directly from Proposition 7 and property 3.11. □

The frame preservation property, in particular, means that getters and setters can also be used in compositional GIL execution. Finally, it is straightforwardly shown that frame preservation holds for various forms of memory action composition:

Proposition 8 (Frame-Preservation and Composition). If two memory actions, $\alpha_1$ and $\alpha_2$, are frame-preserving for non-missing executions, then so is their composition, $\alpha_2 \circ \alpha_1$ defined by:

\[
\mu.(\alpha_2 \circ \alpha_1)(v_1)_\pi \rightsquigarrow (\mu', v')_{\pi'}^r \iff (\mu, \alpha_1(v)_\pi \rightsquigarrow (\mu', v')_{\pi'}^r \land r \land S) \lor \\
(\exists \mu'', v'', \pi''. \mu, \alpha_1(v)_\pi \rightsquigarrow (\mu'', v'')_{\pi'}^S \land \mu''. \alpha_2(v_2)_\pi'' \rightsquigarrow (\mu', v')_{\pi'}^r)
\]

Proof. The error cases are trivial due to property 3.11. We consider the success cases only:

1. Assume: 1. (H1) $\mu.(\alpha_2 \circ \alpha_1)(v_1)_\pi \rightsquigarrow (\mu', v')_{\pi'}^r$
2. (H2) $Wf_{\pi' \cdot \pi_f}(\mu \cdot \mu_f)$
3. (H3) $\pi' \land \pi_f$ SAT
2. $\exists \mu'', v'', \pi''$ [From Action Composition on H1]
   1. $\mu, \alpha_1(v)_\pi \rightsquigarrow (\mu', v')_{\pi'}^r$
   2. $\mu''. \alpha_2(v_2)_{\pi''} \rightsquigarrow (\mu', v')_{\pi'}^r$
3. $\pi'' \land \pi_f$ SAT [by H3 and monotonicity of contexts]
4. $(\mu \cdot \mu_f).\alpha_1(v)_{\pi' \cdot \pi_f} \rightsquigarrow (\mu'', \mu_f, v_1)_{\pi'' \cdot \pi_f}$ [by frame applied to 2.1, H2, and 3]
5. $Wf_{\pi'' \cdot \pi_f}(\mu'') \cdot \mu_f$ [by 4]
6. $(\mu'' \cdot \mu_f).\alpha_2(v_2)_{\pi'' \cdot \pi_f} \rightsquigarrow (\mu' \cdot \mu_f, v')_{\pi'' \cdot \pi_f}$ [by frame applied to 2.2, 5, and H3]
7. $(\mu \cdot \mu_f).\alpha_2 \circ \alpha_1(v)_{\pi' \cdot \pi_f} \rightsquigarrow (\mu' \cdot \mu_f, v')_{\pi'' \cdot \pi_f}$ [by 4 and 6]

The point of this property is that as long as the memories and the contexts are chained properly, then frame preservation holds regardless of how the passed-in values are obtained.

3.4.2 Renamings. We introduce renamings of memory locations and symbolic variables, to be used for the formulation of frame preservation of state actions and the GIL execution.

Definition 3.6. A renaming $N : L \cup \hat{X} \rightarrow L \cup \hat{X}$ is a partial injective function that maps memory locations to memory locations and symbolic variables to symbolic variables.

We extend the domain of renamings, similarly to interpretations, to all syntactic categories, including values, symbolic expressions, memories, allocators, states, and configurations in the standard way. We require that the memory action reasoning is independent of the choice of memory locations or symbolic variables:
Requirements 6 (Memory Actions: Symbol Renaming). Given a compositional concrete or symbolic memory model \(M(V, \Gamma) = \langle |M|, \{Wf, ea\} \rangle\) and a renaming \(\mathbf{N}\), it must hold that:

\[\mu\cdot a(v) \xrightarrow{\mu'} (\mu', v')_\pi \land \mu, v, \pi \in \text{dom}(\mathbf{N}) \implies \mathbf{N}(\hat{\mu}) \cdot a(\mathbf{N}(\hat{v}))_{\hat{\pi}} \xrightarrow{\mathbf{N}_S} (\mathbf{N}(\mu'), \mathbf{N}(v'))_{\mathbf{N}_S}\]

from which we can prove the analogous property for state actions and the GIL execution, where all the symbols allocated in the final state must be in the domain of the renaming:

\[\sigma\cdot a(v) \xrightarrow{\sigma'} (\sigma', v') \land \hat{\sigma}' \in \text{dom}(\mathbf{N}) \implies \mathbf{N}(\sigma) \cdot a(\mathbf{N}(v)) \xrightarrow{\mathbf{N}_S} (\mathbf{N}(\sigma'), \mathbf{N}(v'))_{\mathbf{N}_S}\]

3.4.3 Compositional State Models.

Proposition 3.7 (State Properties). A compositional concrete or symbolic state model, \(S = \langle |S|, \mathfrak{A}, ea \rangle\), satisfies the following properties:

1) \(|S| = (|S|, \bullet, 0)\) is a PCM;
2) the state action execution function, \(ea : |S| \times (A \sqcup A_S) \times V \rightarrow \varnothing(|S| \times V \times R)\), for \(\sigma\cdot a(v) \rightarrow \{(\sigma_i, v_i)^{|i|} | i \in I\}\), satisfies properties 1-4 of Proposition 2.5, as well as the following properties:

1) non-missing executions of consumers, getters, and setters, as well as erroneous executions of producers and all executions of actions in \(A_S\) are frame-preserving, with the latter given below formally, for \(\alpha \in A_S:\)

\[\sigma\cdot a(v) \xrightarrow{\sigma'} (\sigma', v') \land (\sigma \bullet \sigma_f) \text{ defined } \land \mathbf{N}(\sigma', \text{ctx}) \land \sigma_f \cdot \text{ctx SAT}\]

\[\implies (\sigma \bullet \sigma_f) \cdot a(\mathbf{N}(v)) \xrightarrow{\mathbf{N}_S} (\mathbf{N}(\sigma'), \mathbf{N}(v)')_{\mathbf{N}_S}\]

where \(\mathbf{N}\) renames any symbols allocated by \(\alpha\) that clash with those in \(\hat{\sigma}_f\) to fresh symbols and keeps the other ones (including the fresh ones introduced by itself) the same.

Proof. The proof that \((|S|, \bullet, 0)\) is a PCM is trivial, because of the PCM on the underlying memories and the commutativity and associativity of the allocator composition. The proof for frame preservation for memory actions comes from the frame preservation on memories, and the store and expression manipulating functions are automatically frame-preserving because they are unaffected by frame or the renaming. Note that in the case of single actions, \(\mathbf{N}(v)\) equals \(v\), but the more general approach is needed in order for the state action composition to work. We show the case for single uninterpreted symbol allocation, when the allocator of the frame contains the allocated symbol; the remaining cases are analogous:

Case: \([u\text{Sym}]\)

1. (H1) \(\sigma \cdot u\text{Sym}(1) \xrightarrow{\sigma'} (\sigma', v')\)
2. (H2) \((\sigma \bullet \sigma_f) \text{ defined}\)
3. (H3) \((\mathbf{N}(\sigma'). \text{ctx} \land \sigma_f \cdot \text{ctx SAT})\)

2. [by the hypotheses]

1. \(\sigma = \langle \mu, \rho, \xi, \pi \rangle\)
2. \(\xi \cdot \text{alloc}(1) \xrightarrow{\xi} (\xi', [I])\)
3. \(\sigma' = \langle \mu, \rho, \xi', \pi \rangle\)
4. \(v' = [I]\)
5. \(r = S\)

3. [by the hypotheses]

1. \(\sigma_f = \langle \mu_f, 0, \xi_f, \pi_f \rangle\)
2. \(\sigma \bullet \sigma_f = \langle \mu \bullet \mu_f, \rho, \xi \bullet \xi_f, \pi \land \pi_f \rangle\)
3. \(l \in \xi(\mathcal{L})\)
4. \(\mathbf{N} = \{l \mapsto l'\}, \text{ with } l' \not\in (\xi \bullet \xi_f)(\mathcal{L})\)
4. \((\xi \bullet \xi_f).\text{alloc} (1) \sim_{L} (\mathcal{N}(\xi') \bullet \xi_f, [I'])\) [this is possible by non-determinism of allocation]
5. \(\mathcal{N}(\sigma') = (\mu, \rho, \mathcal{N}(\xi'), \pi)\) [since \(l\) is fresh w.r.t. \(\sigma'\)]
6. \((\sigma \bullet \sigma_f).\alpha(v) \sim (\mathcal{N}(\sigma') \bullet \sigma_f, \mathcal{N}(v'))^r\) [by 3.2, 4 and 5 and the definition of the uSym action]

We conclude by proving the following lemma:

**Lemma 3.8.** The composition of two frame-preserving state actions is frame-preserving.

Proof. The proof is analogous to the proof of Proposition 8, with states instead of memories and the value passing specified by the two state compositions. The error cases for both are trivial. We consider the success case of \(\alpha_2 \circ \alpha_1\), the other case is proven analogously:

1. Assume: 1. (H1) \(\sigma.(\alpha_2 \circ \alpha_1)(v) \sim (\sigma', v')^r\)
2. (H2) \(\sigma \bullet \sigma_f\) defined
3. (H3) \(\mathcal{N}(\sigma').\text{ctx} \land \sigma_f.\text{ctx} \text{ SAT}\)
2. \(\exists \sigma'', v''\) [From Action Composition on H1]
1. \(\sigma.(\alpha_1:\alpha_2)(v) \sim (\sigma'', v'')^S\)
2. \(\sigma''.\alpha_2(v'') \sim (\sigma', v')^r\)
3. \(\mathcal{N}(\sigma'').\text{ctx} \land \sigma_f.\text{ctx} \text{ SAT}\) [by H3 and monotonicity of contexts]
4. \((\sigma \bullet \sigma_f).\alpha_1(\mathcal{N}(v)) \sim (\mathcal{N}(\sigma'') \bullet \sigma_f, \mathcal{N}(v''))^r\) [by frame applied to 2.1, H2, and 3]
5. \(\mathcal{N}(\sigma'') \bullet \sigma_f\) defined [by 4]
6. \(\mathcal{N}(\sigma'').\alpha_2(\mathcal{N}(v'')) \sim (\mathcal{N}(\sigma'), \mathcal{N}(v''))^r\) [by properties of renamings and 2.2]
7. \((\mathcal{N}(\sigma'') \bullet \sigma_f).\alpha_2(\mathcal{N}(v'')) \sim (\mathcal{N}(\sigma') \bullet \sigma_f, v')^r\) [by frame applied to 6, 5, and H3, noting idempotence of \(\mathcal{N}\) as defined in the statement of the lemma]
8. \((\sigma \bullet \sigma_f).\alpha_2(\alpha_1:\alpha_2)(v) \sim (\mathcal{N}(\sigma') \bullet \sigma_f, v')^r\) [by 4 and 6]

\[\square\]

### 3.4.4 Producers and Frame Preservation

Producers, in general, are not frame preserving. However, they are only intended to be used to create new memory using symbols freshly allocated by the allocator, which are guaranteed to be fresh with respect to any frame, meaning that their specific use case is frame-preserving. To be able to include them in the frame preservation statement, however, the statement itself needs to be relaxed, as follows, for memory and state actions:

\[\mu.\alpha(v)_\pi \sim (\mu', v')^r_{\pi'} \land Wf_{\pi \land \pi_f} (\mu \bullet \mu_f) \land (\pi' \land \pi_f \text{ SAT}) \]
\[\Rightarrow \exists \pi''. (\mu \bullet \mu_f).\alpha(v)_{\pi'' \land \pi_f} \sim (\mu' \bullet \mu_f, v')^r_{\pi'' \land \pi_f} \]
\[\sigma.\alpha(v) \sim (\sigma', v')^r \land (\sigma \bullet \sigma_f) \text{ defined} \land (\mathcal{N}(\sigma').\text{ctx} \land \sigma_f.\text{ctx} \text{ SAT}) \]
\[\Rightarrow \exists \pi''. (\sigma \bullet \sigma_f).\alpha(\mathcal{N}(v)) \sim (\mathcal{N}(\sigma' \bullet \pi'') \bullet \sigma_f, \mathcal{N}(v'))^r \]

where \(\pi''\) captures the separation constraints between the freshly allocated memory and the rest, and the notation \(\sigma \bullet \pi\) denotes \(\sigma \bullet (\emptyset, \emptyset, \emptyset, \pi)\). Another issue is that memory and state action composition, defined like this, does not maintain frame preservation in general, because the \(\pi''\) could take the execution away from the intended path. In particular, step 3 of the proofs of Lemma 8 and Lemma 3.8 need not hold. However, again, in the specific case of producers, the introduced separation constraints cannot affect the path of the execution, since they do not introduce any connection between already present symbols, and the composition of two frame-preserving state actions remains frame-preserving. All of this means that the following requirement has to be met:

**Requirements 7 (Frame Preservation: Producers in GIL Execution).** All use cases of producers in the analysed GIL code must be frame-preserving and composition-preserving.
3.4.5 \textit{GIL Execution}. Given $\omega = (\sigma, cs, i)^o$, let $\omega \cdot \sigma_f$ denote $(\sigma \cdot \sigma_f, cs, i)^o$ and let $\omega \cdot \pi$ denote $(\sigma \cdot (\theta, 0, 0, \pi), cs, i)^o$. We are now able to state the frame preservation property of the GIL execution:

\textbf{Theorem 3.9 (Frame Preservation: GIL Execution).} Given a compositional concrete or symbolic state model, any corresponding non-missing GIL execution that satisfies Proposition 7 is frame-preserving up to a renaming of allocated symbols:

$$p \vdash \omega \xrightarrow{\pi}_C \omega' \land (\omega \cdot \sigma_f) \text{ defined } \land (\text{N}(\omega').\text{st}.\text{ctx} \land \sigma_f.\text{ctx} \land \text{SAT})$$

\[ \implies \exists \pi'' \cdot (\omega \cdot \sigma_f) \xrightarrow{\pi''}_C (\text{N}(\omega' \cdot \pi'') \cdot \sigma_f) \]

\textbf{Proof.} The single-step part is proven by case analysis on the transition of the GIL semantics, with the only cases affected by frame being those of the memory action, conditional goto, and symbol allocation. All three rules amount to a composition of frame-preserving state actions, which is proven to be frame-preserving by Lemma 3.8. The multi-step part (moving from $\xrightarrow{\pi}$ to $\xrightarrow{\pi''}$) is proven by induction, similarly to the memory/state action composition. \hfill $\Box$

4 \textbf{GILLIAN SPECIFICATION AND VERIFICATION}

We introduce Gillian assertions, first for memories and then for states, and extend consumers and producers from core predicates to assertions. We define assertion satisfiability in a novel, parametric way. We introduce over-approximating function specifications, define their meaning, give a procedure for their verification and extend the GIL execution semantics with rules for specification use. We prove that the extended GIL semantics maintains forward soundness and that the use of function specifications is frame-preserving.

4.1 Memory Assertions

\textbf{Definition 4.1.} The core predicates $\Gamma \ni \gamma$ of a compositional memory model $M(V, \Gamma) = (|M|, W_f, e_{\text{af}})$ induce the following assertion language:

$$p, q \in \mathcal{A} \triangleq \text{emp} \mid \gamma(e_i \cdot e_o) \mid p * q$$

where \text{emp} denotes the empty memory and $*$ is the standard separating conjunction. For simplicity, with the separating conjunction, we work modulo commutativity and associativity.

We lift consumers and producers from core predicates to memory assertions, using substitutions $\Theta \ni \theta : \mathcal{X} \rightarrow V$, which map symbolic variables to values and are then lifted to symbolic expressions, $\Theta \ni \theta : \mathcal{Expr} \rightarrow V$, overloading notation. Substitutions can be thought of as more general versions of interpretations.

\textbf{Definition 4.2 (Memory Assertion Consumers).} The consumer and producer actions are lifted from core predicates to memory assertions, resulting in the assertion consumer and producer functions:

$$\text{cons, prod} : |M| \times \Theta \times \mathcal{A} \times \Pi \rightarrow \varphi(|M| \times V \times R \times \Pi)$$

defined as follows (using the same pretty-printing as for other action execution functions):

$$\begin{align*}
\mu_{\text{cons}}(\theta(e_i))_{\pi} \xrightarrow{\pi}_S & (\mu', v'_o)_{\pi''} \quad \mu_{\text{cons}}(\gamma(e_i) \cdot e_o)_{\pi} \xrightarrow{\pi''}_S (\mu', \text{true})_{\pi''} \\
\mu_{\text{cons}}(\theta(e_i))_{\pi} \xrightarrow{\pi''}_S & (\mu', v'_o \neq \theta(e_o)) \quad \pi'' = (\pi' \land v'_o \neq \theta(e_o)) \quad \pi'' \land \text{SAT} \\
\mu_{\text{cons}}(\gamma(e_i) \cdot e_o)_{\pi} \xrightarrow{\pi''}_S & (\mu', \text{false})_{\pi''} \\
& \quad r \neq S \\
\mu_{\text{cons}}(\theta(e_i))_{\pi} \xrightarrow{\pi}_S & (\mu, \text{false})_{\pi', r} \\
\mu_{\text{cons}}(\gamma(e_i) \cdot e_o)_{\pi} \xrightarrow{\pi}_S & (\mu, \text{false})_{\pi'}
\end{align*}$$
which is then lifted in the standard way to symbolic expressions, inducing that we extend the notion of interpretation to symbolic substitutions, as follows: backward completeness requirements lift from core predicates to memory assertions. To state this, Correctness: ForwardSoundness and BackwardCompleteness.

\[ \mu_{\text{cons}}(p/q)_\pi \sim (\mu', \text{true})^S_{\pi'} \]
\[ \mu_{\text{cons}}(q/p)_\pi \sim (\mu'', \nu')^r_{\pi''} \]
\[ \mu''' = \begin{cases} 
\mu'', & \text{if } r = S \\
\mu, & \text{otherwise} 
\end{cases} \]
\[ \mu_{\text{cons}}(p \cdot q)_\pi \sim (\mu''', \nu')^r_{\pi''} \]

The following propositions can be derived straightforwardly from their core-predicate counterparts, by induction on the assertion consumed/produced:

**Proposition 9 (Uniqueness of Memory Production).** If \( \mu_{\text{prod}}(p)_\pi \sim (\mu', \text{true})^S_{\pi'} \) and \( \mu_{\text{prod}}(p)_\pi \sim (\mu'', \nu')^r_{\pi''} \), then \( \mu' = \mu'' \).

Using this proposition, we can extend the notion of CPR to memory assertions, yielding the memory assertion resource function \( \psi : \Theta \rightarrow \mathcal{A} \rightarrow |M| \), as follows:
\[ \psi_0(p) = \mu \iff 0_{\text{prod}}(p)_- \sim (\mu, \text{true})^S_\pi \]

To state the following properties, we also define a function \( \psi_\theta(p) \), which takes an assertion and returns its core predicates together with their in-parameters, as follows:
\[ \psi_\theta(\text{emp}) \triangleq \emptyset \]
\[ \psi_\theta(\text{y}(v_i \cdot v_o)) \triangleq \{(y, v_i)\} \]
\[ \psi_\theta(p \cdot q) \triangleq \psi_\theta(p) \cup \psi_\theta(q) \]

This means, in particular, that if \( \psi_\theta(p) = \psi_\theta(q) \), then \( p \) and \( q \) describe the same resource, possibly with different out-parameters.

**Proposition 10 (Assertion Consumers and Producers).** Assertion consumers and producers obey the following properties, which are analogous to those given in Definition 3.1 and the accompanying derived properties:
\[ \mu_{\text{prod}}(p)_\pi \sim (\mu', \text{true})^S_{\pi'} \implies \mu' = \mu \cdot \psi_\theta(p) \]
\[ \mu_{\text{cons}}(p)_\pi \sim (\mu', \nu')^r_{\pi''} \implies r \neq M \]
\[ \psi_\theta(p)_\pi \sim (\mu', \text{true})^S_{\pi'} \implies \pi' \leftrightarrow \pi \land (\mu = \mu' \cdot \psi_\theta(p)) \]
\[ \psi_\theta(p)_\pi \sim (\mu', \text{true})^S_{\pi'} \implies \psi_\theta(p)_\pi \sim (\mu', \text{true})^S_{\pi' \land \pi''} \]
\[ \mu_{\text{cons}}(p)_\pi \sim (\mu', \text{true})^S_{\pi'} \land \psi_\theta(p) = \psi_\theta(q) \]
\[ \mu_{\text{prod}}(p)_\pi \sim (\mu', \text{true})^S_{\pi'} \implies \mu'_{\text{prod}}(q)_\pi \sim (\mu', \psi_\theta(p), \text{true})^S_{\pi'} \]

**Correctness: Forward Soundness and Backward Completeness.** The forward soundness and backward completeness requirements lift from core predicates to memory assertions. To state this, we extend the notion of interpretation to symbolic substitutions, as follows:
\[ I_\pi(\hat{\theta}) = \{(\check{x}, I_\pi(\check{e})) \mid (\check{x}, \check{e}) \in \hat{\theta}\} \]
which is then lifted in the standard way to symbolic expressions, inducing that \( (I_\pi(\hat{\theta}))(\check{e}) = I_\pi(\check{\theta}(\check{e})) \).
Proposition 11. Given a concrete and a symbolic compositional memory model, \( M(\text{Val}, \Gamma) \) and \( M(\hat{\text{Expr}}, \Gamma) \), if their consumers and producers satisfy Requirements 4/Requirements 5, then the lifted memory assertion consumers and producers also satisfy those requirements (stated below for consumers):

**Memory Assertion Consumers: Forward Soundness (MAC-FS)**

\[
\mu_{\text{cons}}(p)_{\pi} \rightarrow \{ (\hat{\mu}, \hat{\alpha})_{|_{\pi}} \} \land I_\pi(\mu) = \text{true} \land I_\pi(\mu_{\text{cons}}(\hat{\beta})) (p) \leadsto (\mu', \nu')^r \\
\implies \exists i. (\mu', \nu')^r_{\text{true}} = I_\pi(\hat{\mu}, \hat{\alpha})_{|_{\pi}}
\]

**Memory Assertion Consumers - Backward Completeness (MAC-BC)**

\[
\mu_{\text{cons}}(p)_{\pi} \leadsto (\mu', \nu')^r_{\text{true}} \land I_\pi(\mu') = \text{true} \land \mu, \hat{\beta} \in \text{dom}(I_\pi) \\
\implies I_\pi(\hat{\mu}_{\text{cons}}(\hat{\beta}))(p) \leadsto (I_\pi(\hat{\mu}'), I_\pi(\hat{\alpha}'))^r
\]

**Proof.** By induction on the structure of the memory assertion \( p \), noting that memory assertion consumers and producers have full coverage by definition. We prove the base case of the consumers for both backward completeness and forward soundness. The case of emp is trivial, and the inductive cases follow straightforwardly. The producer cases are proven analogously.

**Case: Forward Soundness, Core Predicate Consumers:**

1. (H1) \( \mu_{\text{cons}}(\hat{\beta})(p)_{\pi} \rightarrow \{ (\hat{\mu}, \hat{\alpha})_{|_{\pi}} \} \}
   
   (H2) \( I_\pi(\mu) = \text{true} \)
   
   (H3) \( I_\pi(\mu_{\text{cons}})(p) \leadsto (\mu', \nu')^r \)

2. Obtain \( i \), such that \( I_\pi(\mu_i) = \text{true} \) [by Proposition 2, H1 and H2]

3. \( \mu_{\text{cons}}(\hat{\beta})(p)_{\pi} \leadsto (\hat{\mu}, \hat{\alpha})_{|_{\pi}} \) [by H1 and 2]

4. \( \mu, \hat{\beta} \in \text{dom}(I_\pi) \) [by H3]

5. \( I_\pi(\mu_{\text{cons}})(p) \leadsto (I_\pi(\mu'), I_\pi(\alpha'))^r \) [by MAC-BC, using 3, 2, and 4]

6. \( \exists i. (\mu', \nu')^r_{\text{true}} = I_\pi((\hat{\mu}, \hat{\alpha})_{|_{\pi}}) \) [the witness is \( i \), by H3, H5, and determinism of concrete execution]

**Case: Backward Completeness, Core Predicate Consumers, \( S(\hat{E}/\hat{M}) \) is analogous:**

1. (H1) \( \mu_{\text{cons}}(\hat{\beta})(\hat{\gamma}(\hat{e}_i \cdot \hat{e}_o))_{\pi} \leadsto (\hat{\mu}', \hat{\alpha}')_{\pi'}^S \)
   
   (H2) \( I_\pi(\pi') = \text{true} \)
   
   (H3) \( \mu, \hat{\beta} \in \text{dom}(I_\pi) \)

2. [by H1 and H2]

1. \( \mu_{\text{cons}}(\hat{\beta})(\hat{\gamma}(\hat{e}_i))_{\pi} \leadsto (\hat{\mu}', \hat{\alpha}')_{\pi'}^S \)

2. \( \pi' = (\pi'' \land \hat{e}_o = \hat{\beta}(\hat{e}_o)) \)

3. \( I_\pi(\pi'') = \text{true} \land I_\pi(\hat{\alpha}') = I_\pi(\hat{\beta}(\hat{e}_o)) \)

3. \( \hat{\beta}(\hat{e}_i) \in \text{dom}(I_\pi) \) [by 2.1 and H3]

4. \( I_\pi(\mu_{\text{cons}})(\hat{\beta}(\hat{e}_i)) \leadsto (I_\pi(\mu'), I_\pi(\hat{\beta}(\hat{e}_o)))^S \) [by MA-BC of consumers, 2.1, 2.3, and 3]

5. \( I_\pi(\mu_{\text{cons}})(\hat{\beta})(p) \leadsto (I_\pi(\mu'), I_\pi(\hat{\alpha}'))^S \) [by definition, using 4 and H2]

\( \square \)

**Correctness: Frame Preservation.** We can easily prove, by induction on the structure of the assertion, that assertion consumption is frame-preserving (cf. Proposition 4), and that consumption of an assertion \( p \) followed by the production of an assertion \( q \) such that \( \psi_{\hat{\beta}}(p) = \psi_{\hat{\beta}}(q) \) is frame-preserving in the sense of Definition 3.1 (cf. Proposition 7). Moreover, this means that if \( \psi_{\hat{\beta}}(q) \subseteq \psi_{\hat{\beta}}(p) \), that is, if \( p \) has “less” resource than \( q \), then the above composition is frame-preserving. We discuss the implications of \( p \) having resource that is not in \( q \) shortly, in the context of specification use.
4.2 State Assertions

**Definition 4.3.** A compositional state model \( S(V, I, \Gamma, M(V, \Gamma), AL(V)) \cong \langle |S|, \| , ea \rangle \), with the underlying memory model \( M(V, \Gamma) \cong \langle |M|, Wf, ea \rangle \), induces the following assertion language:

\[
P, Q \in A_{\text{sr}} \cong \{ (p, \pi) \mid p \in \mathcal{A}, \pi \in \Pi \}
\]

where \( \mathcal{A} \) denotes the set of memory assertions induced by \( \Gamma \). For convenience, \( (p, \pi) \) is onward denoted by \( p \land \pi \).

We next define state assertion consumption and production. Note that state assertions do not have explicit existential quantification; the treatment of existentials in specifications will be evident in the appropriate GIL rules.

**Definition 4.4 (State Assertion Consumers and Producers).** The state assertion consumer and producer functions, \( \text{cons, prod} : |S| \times \Theta \times A_{\text{sr}} \rightarrow \wp(|S| \times V \times \mathcal{R}) \), are defined as follows:

\[
\begin{align*}
\sigma = \langle \mu', p, \xi, \pi' \rangle & \quad \Rightarrow \quad \text{cons} \,(p) \cong \langle \mu', \text{true} \rangle^S_{\pi'} \\
\pi'' \land \theta(\pi) \text{ SAT} & \quad \Rightarrow \\
\sigma' = \langle \mu'', p, \xi, \pi'' \land \theta(\pi) \rangle & \quad \Rightarrow \quad \text{cons} \,(p \land \pi) \cong (\sigma', \text{true})^S \\
\text{cons} \,(p \land \pi) \cong (\sigma', \text{true})^S & \quad \Rightarrow \quad \langle \mu', p, \xi, \pi' \rangle \\
\mu'.\text{cons} \,(p) \cong \langle \mu', \text{true} \rangle^S_{\pi'} & \quad \Rightarrow \quad \text{prod} \,(p) \cong \langle \mu'', \text{true} \rangle^S_{\pi''} \\
\pi'' \land \theta(\pi) \text{ SAT} & \quad \Rightarrow \\
\sigma' = \langle \mu'', p, \xi, \pi'' \land \theta(\pi) \rangle & \quad \Rightarrow \quad \text{prod} \,(p \land \pi) \cong (\sigma', \text{true})^S \\
\text{prod} \,(p \land \pi) \cong (\sigma', \text{true})^S & \quad \Rightarrow \quad \langle \mu', p, \xi, \pi' \rangle \\
\langle \mu', p, \xi, \pi' \rangle \cong \text{cons} \,(p) \land \pi' & \quad \Rightarrow \quad \text{Cons} \,(p) \cong \langle \mu'', \text{false} \rangle^S_{\pi''} \\
\pi'' \land \theta(\pi) \text{ SAT} & \quad \Rightarrow \\
\sigma' = \langle \mu'', p, \xi, \pi'' \land \theta(\pi) \rangle & \quad \Rightarrow \quad \text{prod} \,(p \land \pi) \cong (\sigma', \text{false})^S \\
\text{prod} \,(p \land \pi) \cong (\sigma', \text{false})^S & \quad \Rightarrow \quad \langle \mu', p, \xi, \pi' \rangle
\end{align*}
\]

**Correctness.** We can easily show that forward soundness, backward completeness, and frame preservation lift from memory to state assertions. However, note that producers no longer maintain full coverage in general, because there might not exist a resulting branch with context \( \pi'' \land \neg \theta(\pi) \). We discuss the impact of this further in the context of procedure specifications.

4.3 Assertion Satisfiability

We now give our definition of assertion satisfiability, stated in terms of memory assertion resource:

**Definition 4.5 (Satisfiability).** The *satisfiability relation*, stating that memory \( \mu' \) and context \( \pi' \) satisfy assertion \( p \land \pi \) under substitution \( \theta \), is defined by:

\[
\mu', \pi', \theta \models p \land \pi \iff \mathcal{Wf}_{\pi'}(\mu') \land \pi' \vdash \mu' = \psi_{\theta}(p) \land \pi' \vdash \theta(\pi)
\]

and is lifted to states as: \( \langle \mu', -, -, \pi' \rangle, \theta \models p \land \pi \) if and only if \( \mu', \pi', \theta \models p \land \pi \).

The following lemma gives further insight into the connection between consumers, producers, and satisfiability.
Lemma 4.6 (Consumers, Producers, and Satisfiability).

\[ \mu', \pi', \theta \models p \implies \mu'.\text{cons}_\theta(p)_{\pi'} \leadsto (0, \text{true})^S_{\pi'} \]

\[ \sigma.\text{cons}_\theta(P) \leadsto (\sigma', \text{true})^S \implies \exists \sigma''. (\sigma_j.\text{ctx} \vdash \sigma = \sigma_j \bullet \sigma'' \land (\sigma'', \theta \models P) \]

\[ \sigma.\text{prod}_\theta(P) \leadsto (\sigma', \text{true})^S \implies \exists \sigma''. \sigma' = \sigma \bullet \sigma'' \land \sigma'', \theta \models P \]

Proof. We prove the second part; the first part is trivial and the second part is proven analogously.

1. Assume: (H1) \( \sigma.\text{cons}_\theta(P) \leadsto (\sigma', \text{true})^S \)
2. [From H1, by definition]
   1. \( \sigma = \langle \mu', p, \xi, \pi' \rangle \)
   2. \( \mu'.\text{cons}_\theta(p)_{\pi'} \leadsto (\mu_j, \text{true})^S_{\pi_j} \)
   3. \( \pi_j \land \theta(\pi) \text{ SAT} \)
   4. \( \sigma_j = \langle \mu_j, p, \xi, \pi_j \land \theta(\pi) \rangle \)
3. [by Proposition 10 and 2.2]
   1. \( \pi_j \Leftrightarrow (\pi \land (\mu' = \mu_j \bullet \psi_\theta(p))) \)
   4. Take \( \sigma'' = \langle \psi_\theta(p), \emptyset, \xi, \pi_j \land \theta(\pi) \rangle \), where \( \xi \) contains the symbols in \( \psi_\theta(p) \) and \( \pi_j \)
5. \( \sigma_j.\text{ctx} \vdash \sigma = \sigma_j \bullet \sigma'' \) [by definition of composition, 2.1, 2.4, 3.1, and 4]
6. \( \mu_j.\text{prod}_\theta(p)_{\pi_j} \leadsto (\mu_j \bullet \psi_\theta(p), \text{true})^S_{\pi_j} \) (by Proposition 10 and 2.2)
7. \( 0.\text{prod}_\theta(p)_{\pi_j} \leadsto (\psi_\theta(p), \text{true})^S_{\pi_j} \) (by frame cancellation of successful producers)
8. \( \psi_\theta(p).\text{prod}_\theta(p)_{\pi_j} \leadsto (0, \text{true})^S_{\pi_j} \) (by Proposition 10)
9. \( \sigma'', \theta \models p \land \pi \) [by 8 and 3.4]

\[ \square \]

4.4 Procedure Specifications

Gillian procedure specifications have the form \( \{ \hat{x}, P \} f(x)\{Q\}^{\hat{e}} \), where \( f \) is the procedure identifier, \( x \) is the procedure parameter, \( \hat{x} \) is the symbolic variable holding the value of \( x \), \( P \) is the pre-condition, \( Q \) is the post-condition, and \( \hat{e} \) is the return value of the procedure, with the following constraints:

- the pre-condition does not have explicit existential quantification;
- program variables do not appear in the pre- or the post-condition, and the procedure parameter \( x \) is accessed using symbolic variable \( \hat{x} \); and
- symbolic variables that appear in a pre-condition are implicitly universally quantified, and can be re-used in the corresponding post-condition
- symbolic variables that appear in a pre-condition are implicitly existentially quantified
- any resource in the post-condition created within the function is existentially quantified

We extend GIL programs with procedure specifications, accessible via \( p.specs \), and the GIL semantics with rules for re-using specifications, given in Figure 3. The rules are simplified, in that they assume to have the substitution upfront in the procedure call; in the implementation, there exists a unification algorithm that, starting from the procedure parameter and using the consumers, learns the substitution. Additionally, for simplicity, we allow one specification per function.

Lemma 4.6 allows us to give these two rules a standard separation logic interpretation. In particular, the consumption of the pre-condition \( P \) attempts to discover and then remove the part of the state \( \sigma \) that satisfies \( P \). If there exists a branch for which this is not possible, the procedure cannot be called with the given specification and an error is returned. This is required because the specifications used here are verification specifications, and verification has to cover all paths. Also note that, if \( \sigma.\text{cons}_\theta(p \land \pi) \rightarrow \{(\sigma_j, \text{true})^S_{j \in j}\} \) holds, that means that \( \sigma.\text{ctx} \vdash \theta(\pi) \), which is the standard definition of assertion satisfiability for pure assertions in over-approximating analyses.
get procedure specification
verified by the
following holds:
proceed, and all branches are, therefore, converted to error branches.

\[
\forall (\sigma, cs, i) \xrightarrow{\Delta} (\sigma', cs, i+1)
\]

**Call - Spec Re-Use - Error**

CMD \(\text{cmd}(p, cs, i) = y := e(e') \) with \( \theta \)

\( \sigma.\text{eval}_e(-) \xrightarrow{f} \)  \( \sigma.\text{eval}_e(-) \xrightarrow{v'} \)

\{ \( \hat{x}, P \).f(x)\{\( Q \}\}^\theta \in \text{p.specs} \)

\( \theta' = \theta[\hat{x} \mapsto v'] \)

\( \sigma.\text{consume}_P(P) \rightarrow \{ (\sigma_j, \text{true})^{\xi_j}_{i \in J} \} \)

\( \exists j \in J, r_j \neq S \)

\( \sigma'_j = \sigma \cdot \sigma_j.\text{ctx} \)

\( \forall_j = (\text{if } r_j = M \text{ then } M \text{ else } E) \)

\( v'_j = (\text{if } r_j = S \text{ then false else } v_j) \)

\( p \vdash (\sigma, cs, i) \xrightarrow{\Delta} (\sigma', cs, i+1) \)

**Definition 4.7 (Gillian Verification Procedure).** A specification \( \{ \hat{x}, P \).f(x)\{\( Q \}\}^\theta \) is **verified** by the GIL symbolic execution, denoted by \( \models \{ \hat{x}, P \).f(x)\{\( Q \}\}^\theta \), iff, taking \( \hat{\theta} = \text{id}(\text{svars}(P)), \hat{\rho} = \{ x \mapsto \hat{\theta}(\hat{x}) \}, \hat{\xi} \) such that \( \hat{\xi}(\hat{\xi}) = \text{svars}(P) \) and \( \hat{\xi}(\mathcal{L}) = \emptyset \), \( \hat{\sigma} = (\emptyset, \hat{\rho}, \hat{\xi}, \text{true}) \), and \( \hat{x}s = \text{svars}(Q) \setminus \text{svars}(P) \), the following holds:

\[
\hat{\sigma}.\text{prod}_P(P) \xrightarrow{(\hat{\sigma}'', \text{true})^S} \quad \models \quad p \vdash \{ (\hat{\sigma}'', \{ f \}, 0) \} \xrightarrow{\ast} \hat{\Omega}' \wedge
\]

\( (\forall (\hat{\sigma}'', - , - )^{\hat{\Omega}(\hat{\xi})} \in \hat{\Omega}'. \ o = S \land (\exists \hat{\epsilon}s. \hat{\sigma}' , \hat{\theta}[\hat{x}s \mapsto \hat{\epsilon}]) \models Q \land \hat{\sigma}'.\text{ctx} \vdash e' = (\hat{\theta}[\hat{x}s \mapsto \hat{\epsilon}])(\hat{\epsilon}) )
\]

To verify a specification in Gillian, we start by constructing an initial state \( \hat{\sigma} \) that sets up the store for the execution of the procedure \( f \) and has an allocator that has already allocated the symbolic variables of the pre-condition, and then producing the pre-condition \( P \) in this state. If this production fails, then the specification vacuously holds. Otherwise, we obtain the state \( \sigma'' \) that, by
Lemma 4.6, satisfies $P$. Then, in order for the specification to be verified, the symbolic execution of $f$ starting from $\sigma'$ has to terminate, yielding a set of final configurations $\Omega'$. Moreover, each final configuration has to have terminated successfully, each final state has to satisfy the post-condition, and each return value has to equal the desired one. Note that the substitution may need to be extended to accommodate the existentials of the post-condition.

**Correctness: Forward Soundness.** In order to prove the following correctness statement, we extend interpretation to programs as well, due to having to interpret the co-domain of the substitutions $\theta$ provided in the procedure calls. This is needed because of the above-mentioned simplification, which elides the unification algorithm.

Observe that in order to preserve full coverage, any given specification $\{\hat{x}, p \land \pi_p\} f(x) \{q \land \pi_q\}$ has to maintain that $\pi_p \Rightarrow \pi_q$, meaning that the post-condition cannot introduce new pure facts about existing symbolic variables, that is, cut execution paths. This is a standard requirement which can easily be met for bounded code, but has to be handled via user-defined predicates for code with unbounded loops or recursive calls. While Gillian does support user-defined predicates, the related machinery will be introduced in subsequent versions of this technical report.

Finally, note that backward completeness no longer holds in general because it is possible to define over-approximating user-defined predicates that can lead to loss of information due to predicate folding. If the specifications are not over-approximating, either due to functions not having unbounded executions or the user-defined predicates not losing information, then backward completeness does hold and the GIL execution still does not have false positive bug reports.

**Lemma 4.8 (Forward Soundness: GIL One-Step).** Given a concrete and a symbolic compositional state model, $S(\text{Val}, \mathcal{V}, \mathcal{Γ}, M(\text{Val}, \mathcal{Γ}), AL(\text{Val})) = \langle |S|, [\ [\ ], \omega] \rangle$ and $S(\hat{\text{Expr}}, \hat{X}, \hat{Γ}, M(\hat{\text{Expr}}, \hat{Γ}), AL(\hat{\text{Expr}})) = \langle |\hat{S}|, [\ [\ ], \hat{\omega}] \rangle$, respectively, if the consumers and producers in satisfy Requirements 5, and assuming that procedure specifications do not strengthen the context, then the corresponding GIL one-step symbolic semantics satisfies the following property:

**GIL: Forward Soundness: Interpretations (GIL-FS-CFG-I)**

$p \vdash \hat{ω} \rightarrow \hat{Ω}' \land I_c(p) \vdash I_c(\hat{ω}) \Rightarrow \omega' \Rightarrow \exists \epsilon' \geq \epsilon, \hat{ω}' \in \hat{Ω}'$. $ω' = I_c(\hat{ω}')$

**Proof.** Given Proposition 3, we only need to prove the desired property for the new [CALL - SPEC Re-Use] rule. Note that since this rule uses the collecting semantics in its premise, only one of its two variants can be applied at any given time. We prove the [CALL - SPEC Re-Use - Success] case; the error case is analogous.

**Case: [CALL - SPEC Re-Use - Success]**

1. Hypotheses:
   (H1) $p \vdash \hat{ω} \rightarrow \hat{Ω}'$
   (H2) $I_c(p) \vdash I_c(\hat{ω}) \Rightarrow \omega'$

2. [by H1, [CALL] case]
   1. $\text{cmd}(p, \hat{cs}, i) = y := e(\epsilon')$ with $\theta$
   2. $\hat{σ}.\text{eval}_c(-) \Rightarrow f \quad \hat{σ}.\text{eval}_c(-) \Rightarrow \hat{e}'$
   3. $\{\hat{x}, P\} f(x) \{Q\} \Rightarrow p.\text{specs}$
   4. $\hat{θ}' = \hat{θ}[\hat{x} \mapsto \hat{e}']$
   5. $\hat{σ}.\text{cons}_P(P) \rightarrow \{(\hat{σ}_j, \text{true})^S|_{j\in J}\}$
   6. $\hat{x}s = \text{svars}(Q) \setminus \text{svars}(P)$
   7. $(\hat{σ}_i.\text{Sym}((|\hat{x}s|) \Rightarrow (\hat{σ}_j', \hat{x}s')^S)|_{j\in J}$
   8. $(\hat{θ}' = \hat{θ}'[\hat{x}s \mapsto \hat{x}s'])|_{j\in J}$
   9. $(\hat{σ}_j.\text{prod}_{\hat{θ}_j}'(Q) \rightarrow \{(\hat{σ}_i, \text{true})^S|_{j\in J}\})|_{j\in J}$
10. \( (\hat{\sigma}_{ij}.\text{setVar}_y(\theta'_j(\hat{e})) \leadsto \hat{\sigma}'_{ij}) \mid f \in I_j, i \in L_j \) [note that this transition is deterministic]

11. \( \hat{\Omega}' = \bigcup_{f \in I_j} \bigcup_{i \in L_j} \{ (\hat{\sigma}_{ij}, \hat{c}_s, i+1) \} \)

3. [by H2, \{\text{CALL - SPEC Re-Use - SUCCESS}\} case]

1. \( \text{cmd}(I_x(p), cs, i) = y := e'\) with \( I_x(\theta) \)

2. \( I_x(\hat{\sigma}).\text{eval}_i(\_\,-) \leadsto f \quad I_x(\hat{\sigma}).\text{eval}_i(\_\,-) \leadsto I_x(\hat{\epsilon}') \) [by forward soundness and determinism of state actions, noting that no allocation happens, and so \( \epsilon \) can stay the same]

3. \( \{ \hat{x}, P \} f(x)\{ Q \}^\epsilon \in I_x(\hat{\epsilon}).\text{specs} \)

4. \( \theta' = I_x(\hat{\theta})[\hat{x} \mapsto I_x(\hat{e}')] = I_x(\hat{\theta}') \) [by 2.4]

5. \( I_x(\hat{\sigma}).\text{cons}_{I_x(\hat{\theta})}(P) \rightarrow \{(\sigma_k, \text{true})^S\}^k \in K \} \) [given 2.5, by forward soundness of state assertion consumers all concrete transitions must be successful, noting that no allocation happens, and so \( \epsilon \) can stay the same]

6. \( k \in K \)
   a. \( \exists j \in J. \sigma_k = I_x(\hat{\sigma}_j) \) [by 2.5, 3.5, and forward soundness of state assertion consumers]

7. \( \hat{x}s = \text{svars}(Q) \setminus \text{svars}(P) \)

8. \( I_x(\hat{\sigma}_j).i\text{Sym}(\{\hat{x}s\}) \leadsto (\sigma'_j, vs)^S \) [note that this transition is not deterministic]
   a. \( \exists \epsilon' \geq \epsilon. \sigma'_j = I_x(\hat{\sigma}'_j) \land vs = I_x(\hat{x}s') \) [by forward soundness of iSym, 2.7, and 3.8]
   b. \( \epsilon' = \epsilon[\hat{x}s' \mapsto vs] \) [by 3.8a]

9. \( \theta'_j = \theta'[\hat{x}s \mapsto vs] = I_x(\hat{\theta}') \) [by 2.8]

10. \( I_x(\hat{\sigma}_j').\text{prod}_{I_x(\hat{\theta}_j)}(Q) \leadsto (\hat{\sigma}'', \text{true})^S \)
   a. \( \exists l \in L_j. \sigma''_j = I_x(\hat{\sigma}'_j) \) [by forward soundness of state assertion producers, 2.9, and 3.10, noting that no allocation happens, and so \( \epsilon' \) can stay the same]

11. \( I_x(\hat{\sigma}'_j).\text{setVar}_y(I_x(\hat{\theta}'_j(\hat{e}))) \leadsto \hat{\sigma}' \)
   a. \( \hat{\sigma}' = I_x(\hat{\sigma}'_j) \) [by forward soundness of setVar, 2.10, and 3.11, noting that no allocation happens, and so \( \epsilon' \) can stay the same]

4. \( \exists \epsilon' \geq \epsilon, \hat{\omega}' \in \hat{\Omega}''. \omega' = I_x(\hat{\omega}') \) [for \( \epsilon' = \epsilon' \) and \( \hat{\omega}' = \langle \hat{\sigma}'_j, \hat{c}_s, i+1\rangle \), given 2.11 and the fact that \( I_x(\hat{\epsilon}) = I_x(\hat{\epsilon}) \) and therefore \( \omega' = \langle I_x(\hat{\sigma}'_j), I_x(\hat{\epsilon}), i+1\rangle \)]

\[\square\]

From this Lemma, we can derive the following verification theorem, which has the same formulation as Theorem 2.24 for partial verification, but given the ability to use procedure specifications, can handle code with recursive procedure calls and unbounded looping (which can be transformed to recursive procedure calls) and therefore captures full verification.

**Theorem 4.9 (GIL Verification).** GIL execution satisfies the following property:

\[
\text{GIL Verification} \\
p \vdash \{ \hat{\omega} \} \xrightarrow{\ast} \hat{\Omega}' \land \omega \in \text{Mod}(\hat{\omega}) \land p \vdash \omega \xrightarrow{\ast} C \omega' \\
\implies \exists \hat{\omega}'. \hat{\omega}' \in \hat{\Omega}' \land \omega' \in \text{Mod}(\hat{\omega}') \land p \vdash \hat{\omega} \xrightarrow{\ast} C \hat{\omega}'
\]

**Correctness: Frame Preservation.** To prove that Theorem 3.9 extends to the GIL execution with specification use, we only need to prove frame preservation of the two rules introduced in Figure 3. The error case is a composition of expression evaluation and an assertion consumer, which are all frame-preserving, and is, therefore, frame-preserving itself. The successful case is a composition of expression evaluation, followed by a consumer for the pre-condition, generation of post-condition existentials, and the production of the post-condition. The critical point is the production of the post-condition, which may have additional resource with respect to the pre-condition. However, this resource has to be existentially quantified, which means that fresh symbols will be created to
represent it. This, in turn, means that the production of the post-condition, much like the production of allocated memory, will be frame-preserving.

Finally, given the frame preservation properties of the GIL execution, we can prove compositionality of function specifications, stated as follows:

- if $\mathcal{P}(\mathcal{F}(x)\{\mathcal{Q}\},\mathcal{P})\mathcal{R}$ has a successful production, then $\mathcal{P}(\mathcal{F}(x)\{\mathcal{Q}\},\mathcal{P}\mathcal{R})\mathcal{R}$.
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