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Abstract

We establish the membership criteria in terms of Hadamard product for a normalized analytic function to be in the class of infinitesimal generators. Furthermore, the embedding of various subclasses of normalized univalent functions in the class of infinitesimal generators and the radii problems for this class are studied. The derived results generalize the already known results.
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1 Introduction

Let \( \mathcal{H}(\mathbb{D}, \mathbb{C}) \) be the class of holomorphic functions in the unit disk \( \mathbb{D} \), \( \mathcal{A} \) be a subclass of \( \mathcal{H}(\mathbb{D}, \mathbb{C}) \) consisting of functions \( f \) satisfying \( f(0) = f'(0) - 1 = 0 \). Let \( \mathcal{S} \subset \mathcal{A} \) be the class of univalent functions. By \( \mathcal{H}(\mathbb{D}) \), we mean the class of holomorphic self mappings of the unit disc \( \mathbb{D} \). Let us now recall some definitions related to our work.

A family \( \{u(t, z)\}_{t \geq 0} \subset \mathcal{H}(\mathbb{D}) \) of holomorphic self mappings of \( \mathbb{D} \) is called a one-parameter continuous semi-group or semiflow on \( \mathbb{D} \), if

1. \( u(t + s, z) = u(t, z) \circ u(s, z) \) for all \( s, t \geq 0 \);
2. \( \lim_{t \to s} u(t, z) = u(s, z) \);
3. \( \lim_{t \to 0^+} u(t, z) = z \) for each \( z \in \mathbb{D} \) and the limit is taken with respect to the topology of uniform convergence on compact sets in \( \mathbb{D} \).

According to Berkson and Porta [2], every one-parameter continuous semigroup is differentiable with respect to the parameter and further if

\[
\lim_{t \to 0^+} \frac{z - u(t, z)}{t} = f(z),
\]

which is a holomorphic function on \( \mathbb{D} \), then the Cauchy problem

\[
\frac{\partial u(t, z)}{\partial t} + f(u(t, z)) = 0, \quad u(0, z) = z
\]

has a unique solution \( u(t, z) \in \mathcal{H}(\mathbb{D}), \, t \geq 0 \). The function \( f \) is called the holomorphic or infinitesimal generator of one parameter continuous semigroup \( \{u(t, z)\}_{t \geq 0} \). We denote the class of all holomorphic generators by \( \mathcal{G} \).

It is worth noting that each element of continuous semi-group generated by \( f \in \mathcal{G} \) is a univalent function on \( \mathbb{D} \) however \( f \) need not be univalent [5]. In the past, several analytic criteria have been established to determine whether a function is an infinitesimal generator by many authors [2, 26, 3]. Berkson and Porta [2] showed that:
Theorem 1.1. The following assertions are equivalent:

(a) \( f \in \mathcal{G} \); 

(b) \( f(z) = (z - \sigma)(1 - z\bar{\sigma})p(z) \) with some \( \sigma \in \overline{D} \) and \( p \in \mathcal{H} \), \( \text{Re}(p(z)) \geq 0 \), \( z \in \mathbb{D} \);

The point \( \sigma \in \overline{D} := \{ z \in \mathbb{C} : |z| \leq 1 \} \) stated in the above theorem, is called the Denjoy–Wolff point of the semigroup generated by \( f \). According to the Denjoy-Wolff theorem [5, 26, 21] for continuous semigroup, if the semigroup generated by \( f \) is not an elliptic automorphism of \( \mathbb{D} \) and is not an identity map for at least one \( t \in [0, \infty) \), then there is a unique point \( \sigma \in \overline{D} \) such that \( \lim_{t \to \infty} u(t, z) = \sigma \) uniformly. If \( \sigma \in \partial \mathbb{D} \), it is known as the sink point or Wolff’s point. Let the class of infinitesimal generators with Denjoy-Wolff point \( \sigma \) be denoted by \( \mathcal{G}[\sigma] \).

For \( \sigma = 0 \), we obtain the following subclass

\[ \mathcal{G}[0] = \{ f \in \mathcal{G} : f(z) = zp(z), \text{Re}p(z) > 0 \}. \]

Although the semigroup \( \{ u(t, \cdot) \}_{t \geq 0} \) generated by \( f \in \mathcal{G}[0] \) is real analytic with respect to its parameter, it does not always allow for an analytic extension to a domain in \( \mathbb{C} \) (see [5]). Elin et al. [6] proved the following:

Proposition 1.2. The semigroup generated by \( f \in \mathcal{G}[0] \) can be analytically extended to the sector \( \{ t : |\arg t| < \pi \alpha/2 \} \) if and only if \( |\arg(f(z)/z)| < \pi(1 - \alpha)/2 \), for all \( z \in \mathbb{D} \).

Various parameterizations of the class \( \mathcal{G}[0] \) are considered with \( f \in \mathcal{A} \), which is known as filtration theory and introduced in [27]. Later on, Bracci et al. [4] developed this concept in more detail. Among other things, they considered the class

\[ \mathcal{G}_0 = \mathcal{G}[0] \cap \mathcal{A} \]

and studied the asymptotic behaviour of the semiflow generated by \( f \in \mathcal{G}_0 \), as well as the analytic extension of the semiflow in terms of its parameter to the domain in \( \mathbb{C} \). They showed that

Proposition 1.3. The semiflow \( \{ u(t, \cdot) \}_{t \geq 0} \) generated by \( f(z) = zp(z) \) has a uniform exponential rate of convergence: \( |u(t, z)| \leq |z|e^{-tk} \) if and only if \( \text{Re}p(z) \geq k > 0 \) for all \( z \in \mathbb{D} \).

For \( \beta \in [0, 1] \), a filtration of \( \mathcal{G}_0 \) is

\[ \mathcal{A}_\beta = \left\{ f \in \mathcal{A} : \text{Re} \left( \frac{\beta f(z)}{z} + (1 - \beta)f'(z) \right) > 0 \right\} \]

as \( \mathcal{A}_{\beta_1} \subseteq \mathcal{A}_{\beta_2} \subseteq \mathcal{G}_0 \) for \( 0 \leq \beta_1 < \beta_2 < 1 \) (see [4]). When \( \beta = 1 \), \( \mathcal{A}_1 = \mathcal{G}_0 \) and for \( \beta = 0 \), the class \( \mathcal{A}_\beta \) reduces to the class

\[ \mathcal{R} = \{ f \in \mathcal{A} : \text{Re}f'(z) > 0 \}, \]

where \( \mathcal{R} \) is the class of bounded turning functions. It follows from [28, Lemma 4] that \( \mathcal{R} \subset \mathcal{G}_0 \).

Now, let us recall that a univalent function \( f \in \mathcal{H}(\mathbb{D}, \mathbb{C}) \) with \( f(0) = 0 \) is said to be starlike in \( \mathbb{D} \) if \( e^{-t}f(z) \) lies in the image domain of \( f \), for any \( t \geq 0 \). We note that each starlike function \( f \) on \( \mathbb{D} \) yields a family \( \{ u(t, \cdot) \}_{t \geq 0} \subset \mathcal{H}(\mathbb{D}) \) defined by

\[ u(t, z) = f^{-1}(e^{-t}f(z)). \]

It is an easy exercise to see that this family is a one-parameter continuous semiflow. Differentiating this at \( t = 0^+ \), we obtain that

\[ f(z) = f'(z)g(z), \]

where \( g \) is the generator of the semiflow \( \{ u(t, \cdot) \}_{t \geq 0} \) (see [5]). This statement is also true in general case.

Theorem 1.4. [2] Let \( f \in \mathcal{H}(\mathbb{D}, \mathbb{C}) \). Then \( f \) is a starlike function if and only if \( f(z) = f'(z)g(z) \), where \( g \in \mathcal{G} \).
Various subclasses of starlike functions are unified by Ma and Minda [16]. They defined

$$\mathcal{S}^*(\varphi) = \left\{ f \in \mathcal{S} : \frac{zf'(z)}{f(z)} \prec \varphi(z) \right\},$$

where $\varphi$ is analytic univalent function such that the image domain of $\mathbb{D}$ under $\varphi$ is starlike with respect to $\varphi(0) = 1$, lies in the right half plane and symmetric about the real axis. For $\varphi(z) = (1 + Az)/(1 + Bz)$, $-1 \leq B < A \leq 1$, the class $\mathcal{S}^*(\varphi)$ reduces to the class of Janowski starlike functions [11]. For $A = 1 - 2\alpha$ and $B = -1$, we obtain the class of starlike functions of order $\alpha$, $\mathcal{S}^*(\alpha)$ ($0 \leq \alpha < 1$). Subclasses of $\mathcal{S}^*$ are studied for various choices of $\varphi$. For these subclasses, we refer [5, 14].

Kumar and Gangania [15] introduced and studied the class

$$\mathcal{F}(\Psi) = \left\{ f \in \mathcal{A} : \frac{zf'(z)}{f(z)} - 1 < \Psi(z), \ z \in \mathbb{D} \right\},$$

where $\Psi$ is univalent function and $\Psi(0) = 0$. It should be noted that this class also contains non-univalent functions. For $\Psi(z) = z/(1 - \alpha z^2)$, $\alpha \in [0, 1)$, the class $\mathcal{F}(\Psi)$ reduces to the class

$$\mathcal{BS}(\alpha) = \left\{ f \in \mathcal{A} : \frac{zf'(z)}{f(z)} - 1 < \frac{z}{1 - \alpha z^2}, \ z \in \mathbb{D} \right\}$$

introduced by Karger et al. [12]. The geometric properties of $f \in \mathcal{BS}(\alpha)$ including radii problems for starlike functions of order $\alpha$ are studied in [13]. Another interesting class is

$$\mathcal{U}(\lambda) = \left\{ f \in \mathcal{A} : \left| \frac{zf'(z)}{f(z)} \right|^2 - 1 < \lambda, \ \lambda \in (0, 1) \right\}, \quad (1.3)$$

introduced by Obradović and Ponnusamy [17]. It is well known that $u(\lambda) \subset \mathcal{S}$ for $\lambda \in (0, 1]$. For more works on this class, see [18, 19] and the references cited therein.

Functions $f(z) = z/(1 - z + z^2)$ and $g(z) = z(1 + z)/(1 - z)$ reveals that neither $\mathcal{S}^* \subset \mathcal{G}[0]$ nor $\mathcal{G}[0] \subset \mathcal{S}^*$. Here, the radius problem arise, in which, we find the largest $r \in (0, 1)$ such that $f(rz)/rz \in \mathcal{S}^*$ whenever $f \in \mathcal{G}[0]$. Elin et al. [7] solved this problem for the class $\mathcal{A}_\beta$, which immediately provides the radius of starlikeness for the class $\mathcal{G}[0]$, when $\beta = 1$. They proved that the radius of starlikeness is $r = 2 - \sqrt{2}$ for the class $\mathcal{G}[0]$. Further, they obtained sufficient condition for the class $\mathcal{A}_\beta$ using the technique of differential subordination and also see the inclusion of various subclasses of starlike functions in $\mathcal{A}_\beta$.

Extending this work, we find the radius for the class $\mathcal{S}^*(\varphi)$ in section [3]. We also solve radii problems for the functions $\mathcal{F}(\Psi)$, $\mathcal{U}(\lambda)$ and find the uniform exponential rate of convergence of semigroup generated by the members of these classes. Further, we also prove that the convolution of $f \in \mathcal{A}_\beta$ with $g \in \mathcal{K}$ is again in $\mathcal{A}_\beta$ and the class $\mathcal{A}_\beta$ is preserved under some integral operators, where $\mathcal{K} \subset \mathcal{A}$ is the class of convex functions. The Hadamard product or convolution of two functions $f(z) = \sum_{n=0}^\infty a_n z^n$ and $g(z) = \sum_{n=0}^\infty b_n z^n$ is defined as $(f * g)(z) = \sum_{n=0}^\infty a_n b_n z^n$. The following lemmas help us in proving our results.

**Lemma 1.1.** [20] If $g(z)$ is analytic in $\mathbb{D}$, $g(0) = 1$ and $\text{Re}(g(z)/z) > 1/2$, $z \in \mathbb{D}$, then for any function $f$, analytic in $\mathbb{D}$, the function $g * f$ takes values in the convex hull of the image of $\mathbb{D}$ under $f$.

**Lemma 1.2.** [21] If $g \in \mathcal{K}$ and $h \in \mathcal{S}^*$, then for each function $F$, analytic in $\mathbb{D}$, the image of $\mathbb{D}$ under $(g * Fh)/(g * h)$ is a subset of the convex hull of $F(\mathbb{D})$.

## 2 Convolution Properties

We start with the following membership criteria for the class $\mathcal{A}_\beta$.

**Theorem 2.1.** Let $f \in \mathcal{A}$, then $f \in \mathcal{A}_\beta$ if and only if

$$f(z) * z \left( \frac{z(1 - z\beta)}{(1 - z)^2} - \frac{1 + \zeta}{1 - \zeta} \right) \neq 0, \quad |\zeta| = 1.$$
Proof. From (1.2), \( f(z) = z + \sum_{n=2}^{\infty} a_n z^n \in A_{\beta} \) if and only if
\[
\beta \frac{f(z)}{z} + (1 - \beta)f'(z) = \frac{1 + z}{1 - z},
\]
which ensure the existence of a Schwarz function \( \omega \) such that
\[
\beta \frac{f(z)}{z} + (1 - \beta)f'(z) = \frac{1 + \omega(z)}{1 - \omega(z)}.
\]
By the property of subordination, we have
\[
\beta \frac{f(z)}{z} + (1 - \beta)f'(z) \neq \frac{1 + \zeta}{1 - \zeta}, \quad (z \in \mathbb{D}) \tag{2.1}
\]
where \(|\zeta| = 1\). Using the following basic convolution properties
\[
z = f(z) * z, \quad f(z) = f(z) * \frac{z}{(1 - z)} \quad \text{and} \quad zf'(z) = f(z) * \frac{z}{(1 - z)^2}
\]
in (2.1), we obtain
\[
f(z) * \left( \frac{\beta z}{1 - z} + \frac{(1 - \beta)z}{(1 - z)^2} \right) - \frac{z(1 + \zeta)}{1 - \zeta} \neq 0,
\]
which completes the result.

**Theorem 2.2.** Let \( f(z) = z + \sum_{n=2}^{\infty} a_n z^n \in A \). If
\[
\left| \sum_{n=1}^{\infty} \left( (n(\beta - 1) - \beta)a_n + (n(1 - \beta) + 1)a_{n+1} \right) \right| \leq 1, \tag{2.2}
\]
then \( f \in A_{\beta} \) and the inequality is sharp.

**Proof.** To prove \( f \in A_{\beta} \), it is sufficient to show that
\[
\left| \left( (1 - \beta)f'(z) + \beta \frac{f(z)}{z} \right)(1 - z) - 1 \right| < 1.
\]
Now,
\[
\left( (1 - \beta)f'(z) + \beta \frac{f(z)}{z} \right)(1 - z) - 1 = \sum_{n=1}^{\infty} \left( -na_n + (n + 1)a_{n+1} + (n - 1)a_n \beta - na_{n+1} \beta \right) z^n.
\]
Since (2.2) holds, therefore the last expression is bounded above by 1 and the result follows at once. Now, for \( \beta \in [0, 1) \), sharpness of the result follows by considering the functions \( f \), defined by \( f : \mathbb{D} \rightarrow \mathbb{C} \) such that
\[
f(z) = z \left( -1 + 2 \left( \frac{\pi}{2} \left[ 1, \frac{1}{1 - \beta}, \frac{2 - \beta}{1 - \beta}, z \right] \right) \right) = z + \sum_{n=2}^{\infty} \frac{2}{n - (n - 1)\beta} z^n, \tag{2.3}
\]
where \( F \) is hypergeometric function. Inequality in (2.2) becomes equality in case of \( f \) defined in (2.3) whereas, when \( \beta = 1 \), extremal function is \( f(z) = z(1 + z)/(1 - z) \).

If we put \( \beta = 1 \) in Theorem 2.2, we obtain a sufficient condition for \( G_0 \).

**Corollary 2.3.** Let \( f(z) = z + \sum_{n=2}^{\infty} a_n z^n \in A \). If \( \left| \sum_{n=1}^{\infty} (a_{n+1} - a_n) \right| \leq 1 \), then \( f \in G_0 \) and the inequality is sharp.

**Example 2.4.** Polynomial \( f(z) = z + a_n z^n \in G_0 \), \( (n \geq 2) \) whenever \( |a_n - 1| \leq 1 \).
Theorem 2.5. If \( f \in A_\beta \) and \( g \in A \) such that \( \text{Re}(g(z)/z) > 1/2 \), then \( f * g \in A_\beta \).

Proof. For \( F(z) = (f * g)(z) \), we have
\[
zF'(z) = zf'(z) * g(z).
\]
Thus,
\[
\text{Re} \left( \frac{\beta F(z) + (1 - \beta)zf'(z)}{z} \right) = \text{Re} \left( \frac{\beta(f(z) * g(z)) + (1 - \beta)zf'(z) * g(z)}{z} \right),
\]
\[
= \text{Re} \left( \frac{\beta f(z) + (1 - \beta)zf'(z)}{z} \right) * g(z).
\]
Since \( \text{Re} ((\beta f(z) + (1 - \beta)zf'(z))/z) > 0 \) and by the hypothesis \( \text{Re}(g(z)/z) > 1/2 \), therefore by Lemma 1.1
\[
\text{Re} \left( \frac{\beta F(z) + (1 - \beta)zf'(z)}{z} \right) > 0.
\]
Consequently, \( F(z) = f * g \in A_\beta \), which completes the proof.

Theorem 2.6. If \( f \in A_\beta \) and \( g \in K \), then \( f * g \in A_\beta \).

Proof. Let \( f \in A_\beta \), then we have \( \text{Re} F(z) > 0 \), where
\[
F(z) := \frac{\beta f(z) + (1 - \beta)zf'(z)}{z}.
\]
For \( g \in K \), we have
\[
\frac{g * zF}{g * z} = \frac{\beta(g * f) + (1 - \beta)z(g * f)'}{z}
\]
which together with Lemma 1.1 yields that \( \text{Re} ((\beta(g * f) + (1 - \beta)z(g * f)')/z) > 0 \), hence \( f * g \in A_\beta \).

Remark 2.1. By Marx Strohacker result [10], we have \( \text{Re}(g(z)/z) > 1/2 \) whenever \( g \in K \). Thus, Theorem 2.5 also follows from Theorem 2.6.

If we take
\[
g(z) = \sum_{n=1}^{\infty} \left( \frac{1 + \gamma}{n + \gamma} \right) z^n, \quad \text{Re} \gamma \geq -\frac{1}{2},
\]
which is a convex function in \( \mathbb{D} \) (see [23]), in Theorem 2.6, the following result follows:

Corollary 2.7. If \( f \in A_\beta \), then so is
\[
\frac{1 + \gamma}{z^\gamma} \int_0^z t^{\gamma - 1} f(t) dt, \quad \text{Re} \gamma \geq -\frac{1}{2}.
\]

For \( \gamma = 0 \) and \( \gamma = 1 \), function \( g \) reduces to \( -\log (1 - z) \) and \( -2(z + \log(1 - z))/z \) respectively and from Theorem 2.6, we obtain the following:

Corollary 2.8. (i) If \( f \in A_\beta \), then
\[
\int_0^z \frac{f(t) - f(0)}{t} dt = \int_0^z \frac{f(t)}{t} dt \in A_\beta.
\]
(ii) If \( f \in A_\beta \), then
\[
\frac{2}{z} \int_0^z f(t) dt \in A_\beta.
\]
Consider the function
\[
g(z) = \frac{1}{1 - x} \log \left( \frac{1 - xz}{1 - z} \right), \quad |x| \leq 1, \quad x \neq 1.
\]
Since \( g(z) \) is a convex function, for \( f \in A_\beta \), Theorem 2.6 yields:

Corollary 2.9. If \( f \in A_\beta \), then
\[
\int_0^z \frac{f(t) - f(xt)}{t - xt} dt \in A_\beta.
\]
3 Inclusion and Radius Problems

**Theorem 3.1.** If $\Psi$ is convex, then $\mathcal{F}(\Psi) \subset \mathcal{G}_0$ whenever

$$\text{Re} \left( \exp \int_0^z \frac{\Psi(t)}{t} \right) \geq \delta > 0. \quad (3.1)$$

Moreover, semigroup generated by $f \in \mathcal{F}(\Psi)$ satisfies $|u(t, \cdot)| \leq e^{-t\delta}|z|$.

**Proof.** Let $f \in \mathcal{F}(\Psi)$, then

$$zf'(z) - 1 \prec \Psi(z). \quad (3.2)$$

It can be easily seen that

$$s(z) := \log \left( \frac{1}{1 - z} \right) = z + \frac{z^2}{2} + \frac{z^3}{3} + \cdots$$

is convex univalent function. Using the result [25], which states that: for any convex univalent functions $F$ and $G$ in $\mathbb{D}$, if $f \prec F$ and $g \prec G$, then $f * g \prec F * G$, in (3.2), we get

$$\left( \frac{zf'(z)}{f(z)} - 1 \right) * \log \left( \frac{1}{1 - z} \right) \prec \Psi(z) * \log \left( \frac{1}{1 - z} \right). \quad (3.3)$$

Now, applying the following convolution properties

$$\left( \frac{zf'(z)}{f(z)} - 1 \right) * \log \left( \frac{1}{1 - z} \right) = \int_0^z \frac{1}{t} \left( \frac{tf'(t)}{f(t)} - 1 \right) dt,$$

$$\Psi(z) * \log \left( \frac{1}{1 - z} \right) = \int_0^z \frac{\Psi(t)}{t} dt,$$

in (3.3), we obtain

$$\int_0^z \frac{1}{t} \left( \frac{tf'(t)}{f(t)} - 1 \right) dt \prec \int_0^z \frac{\Psi(t)}{t} dt.$$

Consequently

$$\frac{f(z)}{z} = \exp \int_0^z \frac{1}{t} \left( \frac{tf'(t)}{f(t)} - 1 \right) dt \prec \exp \int_0^z \frac{\Psi(t)}{t} dt.$$

By subordination principle for $|z| \leq r < 1$ (see [10]), we have

$$\text{Re} \left( \frac{f(z)}{z} \right) \geq \text{Re} \left( \exp \int_0^z \frac{\Psi(t)}{t} dt \right).$$

Thus, whenever (3.1) holds, we have $\mathcal{F}(\Psi) \subset \mathcal{G}_0$ and the result follows at once from Proposition 1.3.

**Example 3.2.** Let us take $\Psi(z) = -2z/(1 - z^2)$, then it can be easily seen that $\Psi(z)$ is analytic, univalent and starlike function with respect to 0 in $\mathbb{D}$ and $\Psi(z)$ is convex in the disk of radius $|z| \leq r_0 \approx 0.414214$, where $r_0$ is the root of the equation

$$r^4 - 6r^2 + 1 = 0.$$

For this $\Psi$, we can consider

$$\mathcal{F}_1(\Psi) = \left\{ f \in \mathcal{A} : \frac{zf'(z)}{f(z)} - 1 \prec \frac{-2z}{1 - z^2} \right\}$$

and a simple calculation yields that

$$\text{Re} \left( \exp \int_0^z \frac{\Psi(t)}{t} \right) = \text{Re} \left( \frac{1 - z}{1 + z} \right) > 0.$$

Therefore, by Theorem 3.1 $\mathcal{F}_1(\Psi) \subset \mathcal{G}_0$ in $|z| \leq r_0$. 
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For $\Psi(z) = z/(1 - \alpha z^2)$, the class $\mathcal{F}(\Psi)$ reduces to the class $\mathcal{BS}(\alpha)$. By Theorem 3.1, we obtain the following:

**Corollary 3.3.** For $0 < \alpha \leq 3 - 2\sqrt{2}$, $\mathcal{BS}(\alpha) \subset \mathcal{G}_0$ and semigroup generated by $f \in \mathcal{BS}(\alpha)$ satisfies

$$|u(t, z)| \leq e^{-t\left((\frac{1}{1 - \alpha})^{\frac{1}{2}}\right)}|z|.$$  

**Proof.** Since $\Psi(z) = z/(1 - \alpha z^2)$ is convex for $0 < \alpha \leq 3 - 2\sqrt{2}$ [20 Lemma 3.1] and

$$\Re\left(\exp\int_0^z \frac{\Psi(t)}{t} \right) = \Re\left(1 + \sqrt{\alpha}z\right)^{\frac{1}{2\sqrt{\alpha}}} =: \Re g(z),$$

where $g(z) = ((1 + \sqrt{\alpha}z)/(1 - \sqrt{\alpha}z))^{1/(2\sqrt{\alpha})}$. By [13 Theorem 2.4], function $g$ is convex univalent in $\mathbb{D}$ and $g(z)$ is real for real $z$, therefore it maps the unit disk onto a convex set symmetric with respect to the real axis lying between $g(-1)$ to $g(1)$. Thus $\Re g(z) \geq ((1 - \sqrt{\alpha})/(1 + \sqrt{\alpha}))^{1/(2\sqrt{\alpha})} > 0$ for $0 < \alpha \leq 3 - 2\sqrt{2}$, which together with Theorem 3.1 and Proposition 1.3 establishes the result.

**Theorem 3.4.** The inclusion $S^*(\varphi) \subset \mathcal{G}_0$ holds, whenever

$$\Re\left\{\exp\int_0^z \frac{\varphi(t) - 1}{t} \ dt\right\} \geq \gamma > 0.$$  \hspace{1cm} (3.4)

Moreover, $f \in S^*(\varphi)$ generates the semigroup $\{u(t, \cdot)\}_{t \geq 0}$, which satisfies

$$|u(t, z)| \leq e^{-\gamma t}|z|.$$  

**Proof.** Let $f \in S^*(\varphi)$, then from [15 Theorem 1], we have

$$\frac{f(z)}{z} \preceq \frac{\hat{f}(z)}{z},$$

where

$$\hat{f}(z) = z \exp\left(\int_0^z \frac{\varphi(t) - 1}{t} \ dt\right).$$

By subordination principle for $|z| \leq r < 1$,

$$\Re\left(\frac{f(z)}{z}\right) \geq \Re\left(\hat{f}(z)\right) = \Re\left(\exp\left(\int_0^z \frac{\varphi(t) - 1}{t} \ dt\right)\right) > \gamma.$$  \hspace{1cm} (3.5)

Hence, $S^*(\varphi) \subset \mathcal{G}_0$ and the result follows at once with Proposition 1.3.

**Remark 3.1.** For $\varphi(z) = 1/(1 - z)$, the class $S^*(\varphi)$ reduces to the class $S^*(1/2)$, which means $\Re(zf'(z)/f(z)) > 1/2$ and from [5,6], we have $\Re(f(z)/z) > 1/2$ (z $\in \mathbb{D}$) for $f \in S^*(1/2)$, proved by Marx-Strohäcker [30].

**Corollary 3.5.** If $-1 \leq B < A \leq 0$, then $S^*[A, B] \subset \mathcal{G}_0$ and the semigroup generated by $f \in S^*[A, B]$ satisfies

$$|u(t, z)| \leq e^{-t(1 - B)} \frac{\Delta^B}{\Delta^A} |z|.$$  

**Proof.** For $f \in S^*[A, B]$,

$$\Re\left\{\exp\int_0^z \frac{\varphi(t) - 1}{t} \ dt\right\} = \Re\left\{1 + Bz\right\}^{\frac{\Delta^B}{\Delta^A}}.$$  

Now, by taking $z = e^{i\theta}$ for $\theta \in (0, 2\pi)$, we have

$$\Re\left\{(1 + Be^{i\theta})^{\frac{\Delta^B}{\Delta^A}}\right\} = \left((1 + B \cos \theta)^2 + B^2 \sin^2 \theta\right)^{\frac{\Delta^B}{2\Delta^A}} \cos \Theta,$$  \hspace{1cm} (3.6)
where
\[ \Theta := \frac{A-B}{B} \tan^{-1} \left( \frac{\sin \theta}{1 + B \cos \theta} \right). \]

For \(-1 \leq B < A \leq 0\) and \(\theta \in (0, 2\pi)\),
\[ \frac{A-B}{B} \in [-1, 0) \quad \text{and} \quad -\frac{\pi}{2} < \tan^{-1} \left( \frac{\sin \theta}{1 + B \cos \theta} \right) < \frac{\pi}{2}. \]

It is evident from the above that \(\Theta \in (-\pi/2, \pi/2)\). Therefore, \(\cos \Theta > 0\), consequently, we conclude from (3.6) that condition (3.4) holds for the class \(S^*[A, B]\) whenever \(-1 \leq B < A \leq 0\) and hence \(S^*[A, B] \subset G\).

From (3.6), for \(-1 \leq B < A \leq 0\) and \(\theta \in (0, 2\pi)\), we have
\[ \Re \left\{ (1 + Be^{i\theta}) \frac{A-B}{B} \right\} \geq \inf_{\theta \in (0, 2\pi)} \Re (1 + Be^{i\theta}) \frac{A-B}{B} = (1 - B) \frac{A-B}{B}. \]

The result now follows at once from Proposition 1.3.

**Remark 3.2.** Taking \(A = 1 - 2\alpha\) and \(B = -1\), we see that the class \(S^*[A, B]\) reduces to the class \(S^*(\alpha), \alpha \in [0, 1]\). From Corollary 3.5, we obtain \(S^*(\alpha) \subset G_0\), whenever \(\alpha \geq 1/2\) and \(|u(t, z)| \leq 2^{-2(2-2\alpha)}\), proved by Elin et al. [8, Thereom 5].

For \(A = 0\) and \(B = -1\), Corollary 3.5 yields the following result:

**Corollary 3.6.** \(S^*(1/2) \subset G_0\) and the semigroup generated by \(f \in S^*(1/2)\) satisfies \(|u(t, z)| \leq e^{-t/2}|z|\).

**Theorem 3.7.** If \(\lambda \in [0, 1/3]\), then \(U(\lambda) \subset G_0\) and semigroup generated by \(f \in U(\lambda)\) satisfies
\[ |u(t, z)| \leq e^{\left(\frac{(2\lambda-1)}{2\lambda^2 - 4\lambda + 2}\right)}|z|. \]

The range of \(\lambda\) is best possible.

**Proof.** For \(f \in U(\lambda)\),
\[ \frac{f(z)}{z} < \frac{1}{(1 + z)(1 + \lambda z)}, \quad z \in D \quad (3.7) \]

and
\[ \Re \frac{1}{(1 + z)(1 + \lambda z)} \geq \min_{\theta \in (0, 2\pi)} \Re \frac{1}{(1 + e^{i\theta})(1 + \lambda e^{i\theta})} = \min_{\theta \in (0, 2\pi)} \frac{1 - \lambda + 2\lambda \cos \theta}{2\lambda^2 + 4\lambda \cos \theta + 2} \]
\[ = \min_{x \in (-1, 1)} \frac{2\lambda x - \lambda + 1}{2\lambda^2 + 4\lambda x + 2} =: g(x), \]
where \(x = \cos \theta\). Clearly, \(g'(x) = \lambda^2(\lambda + 1)/(\lambda^2 + 2\lambda x + 1)^2 > 0\) for all \(x \in (-1, 1)\) and \(\lambda \in [0, 1]\). Thus, \(g(x)\) is increasing function and the infimum of its range set is attained at \(x = -1\), which together with (3.7) yields
\[ \Re \frac{f(z)}{z} > \frac{1 - 3\lambda}{2\lambda^2 - 4\lambda + 2} \]
and the required inclusion follows for \(\lambda \in [0, 1/3]\). By (1.3) and (3.7), we note that
\[ f(z) = \frac{z}{(1 + z)(1 + \lambda z)} \in U(\lambda), \]
and \(\Re(f(z)/z)\) may be negative when \(\lambda > 1/3\), showing that the range of \(\lambda\) is best possible. Now, the exponential rate of convergence of \(\{u(t, z)\}_{t \geq 0}\) generated by \(f \in U(\lambda)\) follows by Proposition 1.3.
The following lemma is obtained by Tuan and Anh [31] as a particular case of Theorem 3 of [11] for the class of Carathéodory functions $\mathcal{P}$ (see [10]).

**Lemma 3.1.** Let $p \in \mathcal{P}$. Then for $0 \leq \alpha < 1$

$$
\text{Re} \left( \frac{(1-\alpha)zp'(z)}{\alpha + (1-\alpha)p(z)} \right) \geq \begin{cases} 
- \frac{2(1-\alpha)r}{(1 + (2\alpha - 1)r)(1 + r)} & \text{for } R_1 \leq R_2, \\
- \frac{\alpha}{1 - \alpha} + \frac{1}{(1 - \alpha)(2R_1 - a)} & \text{for } R_2 \leq R_1
\end{cases}
$$

where

$$R_1 = \left( \frac{\alpha - \alpha(2\alpha - 1)r^2}{1 - r^2} \right)^{1/2} \quad \text{and} \quad R_2 = \frac{1 + (2\alpha - 1)r}{1 + r}.$$

The results are sharp and the extremal functions are given by

(i) for $R_1 \leq R_2$, $p(z) = (1 - z)/(1 + z)$;

(ii) for $R_2 \leq R_1$,

$$p(z) = \frac{1}{2} \left( \frac{1 + ze^{-i\theta}}{1 - ze^{-i\theta}} + \frac{1 + ze^{i\theta}}{1 - ze^{i\theta}} \right),$$

where $\cos \theta$ satisfies the equation

$$(2\alpha - 1)r^4 - 2\cos t((2R_1 - a - \alpha)(3\alpha - 1) + (1 - \alpha)^2)r^3
+ (2\alpha(2R_1 - a - \alpha)(1 + 2\cos^2 \theta) + 4(1 - \alpha)^2)r^2
- 2\cos \theta((2R_1 - a - \alpha)(1 + \alpha) + (1 - \alpha)^2)r + (2R_1 - a - \alpha) = 0
$$

with $a = (1 - (2\alpha - 1)r^2)/(1 - r^2)$.

For a given $r \in (0, 1)$, the transition from the first case to second case takes place when $\alpha = \alpha_0 \in (0, 1)$, where $\alpha_0$ is determined from the equation $R_1 = R_2$.

Tuan and Anh [31] found the radius of starlikeness for the subclass of $\mathcal{S}$, which satisfies the condition $\text{Re}(f(z)/z) > k, 0 \leq k < 1$. In the following, we extend their result by considering the general class $\mathcal{S}^*(\varphi)$ in place of $\mathcal{S}^*$.

**Theorem 3.8.** Let $f \in \mathcal{A}$ and $\text{Re}(f(z)/z) > k, 0 \leq k < 1$. If $\inf \text{Re}(\varphi(z)) = m, m \in [0, 1]$, then $f \in \mathcal{S}^*(\varphi)$ in $|z| \leq r_\varphi \in (0, 1)$, where $r_\varphi$ is given by

1. for $k \in [0, k_0] \setminus \{k_1\}$,

$$r_\varphi = \frac{2k - mk - 1 + \sqrt{(k - 1)(k(m - 2)^2 - (m - 2)m - 2)}}{(1 - 2k)(1 - m)},$$

2. for $k \in (k_0, 1] \setminus \{k_1\}$,

$$r_\varphi = \sqrt{\frac{m^2(1 - k) - m(2 - 6k) - 4k + 4\sqrt{(m - 1)(k - 1)k}}{m^2(1 - k) - m(4 - 8k) - 8k + 4}},$$

3. for $k = k_1$

$$r_\varphi = \sqrt{\frac{m - 1}{m - 2}},$$

where

$$k_0 = \frac{2m^3 - 6m^2 + 9m - 6 + 2\sqrt{(m - 1)^2(m(m - 2) + 4)}}{4m^3 - 21m^2 + 36m - 20}$$

and

$$k_1 = \frac{m^2 - 4m + 4}{m^2 - 8m + 8}.$$
The radii is sharp.

**Proof.** Since \( \text{Re} \left( f(z)/z \right) > k \), we can write

\[
\frac{f(z)}{z} = k + (1 - k)p(z),
\]

where \( p \in \mathcal{P} \). A computation shows that

\[
\text{Re} \left( \frac{zf'(z)}{f(z)} \right) = \text{Re} \left( 1 + \frac{(1 - k)zp'(z)}{k + (1 - k)p(z)} \right).
\]

By Lemma 3.1 for \( R_1 \leq R_2 \), we have

\[
\text{Re} \left( \frac{zf'(z)}{f(z)} \right) \geq 1 - \frac{2(1 - k)r}{(1 + (2k - 1)r)(1 + r)} =: \xi(k, r).
\]

Clearly, \( f \in S^∗(\varphi) \) provided \( \xi_1(k, r) > m \)

\[
\xi_1(k, m, r) := r^2(2k - m(-1 + 2k - 1)) + r(4k - m(2k - 1) - m - 2) + (1 - m) > 0.
\]

For the case \( R_1 \leq R_2 \), \( r_{\varphi_1} \) is the smallest positive root of \( \xi_1(k, m, r) = 0 \) and it is given by

\[
r_{\varphi_1} = \frac{2k - mk - 1 + \sqrt{(k - 1)(k(m - 2)^2 - (m - 2)m - 2)}}{(1 - 2k)(1 - m)}.
\]

Now, \( r_{\varphi_1} < 1 \) provided

\[
\frac{(6 - 4m)k - 2}{(m - 1)(2k - 1)} < 0,
\]

which holds when \( k < 1/(3 - 2m) \). Evidently, \( \xi_1(k, m, 0) = 1 - m \geq 0 \) for all \( m \in [0, 1] \) and \( \xi_1(k, m, 1) = -2 + (6 - 4m)k < 0 \) for \( k < 1/(3 - 2m) \), which ensures the existence of root \( r_{\varphi_1} \in (0, 1) \).

For the case \( R_2 \leq R_1 \), \( r_{\varphi_3} \) is the smallest positive root of \( \xi_2(k, m, r) = 0 \), where

\[
\xi_2(k, m, r) = 1 - \frac{k}{(1 - k)} + \frac{1}{(1 - k)} \left( 2 \left( \frac{k - (2k - 1)r^2}{1 - r^2} \right)^{1/2} - \frac{1 - (2k - 1)r^2}{1 - r^2} \right) - m
\]

and the root is

\[
r_{\varphi_2} = \sqrt{\frac{m^2(1 - k) - m(2 - 6k) - 4k + 4\sqrt{(m - 1)(k - 1)k}}{m^2(1 - k) - m(4 - 8k) - 8k + 4}},
\]

where \( k \neq (4 - 4m + m^2)/(8 - 8m + m^2) \). For \( k = (4 - 4m + m^2)/(8 - 8m + m^2) \), (3.10) yields the root

\[
r_{\varphi_3} = \sqrt{\frac{m - 1}{m - 2}}.
\]

For fixed \( m \in [0, 1] \), \( r_{\varphi_2} \in (0, 1) \) whenever \( k > m^2/(m - 2)^2 \). Clearly

\[
r_{\varphi_1} = r_{\varphi_2}
\]

when

\[
k_0 = \frac{2m^3 - 6m^2 + 9m - 6 + 2\sqrt{(m - 1)^4(m(m - 2) + 4)}}{4m^3 - 21m^2 + 36m - 20}.
\]

For \( m \in [0, 1] \), \( k_0 \) lies in \([1/10, 1]\).

**Sharpness:** For \( k \in [0, k_0] \setminus \{k_1\} \), sharpness follows for

\[
f(z) = z \left( \frac{1 + (2k - 1)z}{1 + z} \right)
\]
as \( zf'(z)/f(z) = m \) when \( z = r_\varphi \). For second inequality, extremal function is given by

\[
f(z) = kz + \frac{(1 - k)}{2}z \left( 1 + ze^{-i\theta} \right) \left( 1 - ze^{-i\theta} \right) + 1 + ze^{i\theta} \left( 1 - ze^{i\theta} \right),
\]

where \( \cos \theta \) satisfy (3.8) with \( r = r_\varphi \).

For \( f \in A_\beta, \beta \in [0,1], \) Bracci et al. [3] proved that

\[
\Re \frac{f(z)}{z} \geq \kappa(\beta) = \int_0^1 \frac{1 - t^{1-\beta}}{1 + t^{1-\beta}} \, dt > 0, \quad z \in D,
\]

where \( \kappa(\beta) \) is a decreasing function and it maps \([0,1]\) onto \([2 \ln 2 - 1,0]\). Thus, we easily obtain the following result for the class \( A_\beta \) from Theorem 3.8

**Theorem 3.9.** If \( f \in A_\beta, 0 \leq \beta \leq 1, \) then \( f \in S^*(\varphi) \) in \( D_{r_\varphi} = \{ z \in \mathbb{C} : |z| \leq r_\varphi \} \), where

1. for \( \beta \in (0,\beta^*], \)

\[
r_\varphi = \sqrt{\frac{m^2(1 - \kappa(\beta)) - m(2 - 6\kappa(\beta)) - 4\kappa(\beta) + 4\sqrt{(m - 1)(\kappa(\beta) - 1)\kappa(\beta)}}{m^2(1 - \kappa(\beta)) - m(4 - 8\kappa(\beta)) - 8\kappa(\beta) + 4}},
\]

2. for \( \beta \in [\beta^*,1], \)

\[
r_\varphi = 2\kappa(\beta) - m\kappa(\beta) - 1 + \sqrt{(\kappa(\beta) - 1)(\kappa(\beta)(m - 2)^2 - (m - 2)m - 2)} \over (1 - 2\kappa(\beta))(1 - m),
\]

and \( \beta^* \) is the root of

\[
\int_0^1 \frac{1 - t^{1-\beta^*}}{1 + t^{1-\beta^*}} \, dt = \frac{2m^3 - 6m^2 + 9m - 6 + 2\sqrt{(m - 1)^2} + 4(m - 2) + 4}{4m^3 - 21m^2 + 36m - 20}.
\]

By taking \( \varphi(z) = (1 + Az)/(1 + Bz) \) in Theorem 3.9 we have \( m = (1 - A)/(1 - B) \) and the following result follows:

**Corollary 3.10.** If \( f \in A_\beta, \) then \( f \in S^*[A,B] \) in \( |z| < r, \) where

(i) for \( \beta \in [0,\beta^*), \)

\[
r = \left( 4\sqrt{(A - B)(1 - B)}(1 - \kappa(\beta))\kappa(\beta) - (1 - A)(1 + A - 2B) \right.
\]

\[
+ (1 - A + 2B + 6AB - 4B^2)\kappa(\beta) \left. \right/(1 + A - 2B)^2 \right)^{1/2} - (1 + A^2 + A(6 - 8B) - 8(1 - B)B)\kappa(\beta)),
\]

(ii) for \( \beta \in [\beta^*,1], \)

\[
r = \left( \sqrt{(1 - \kappa(\beta))(1 + A^2 - 2B - 2AB + 2B^2 - (1 + A - 2B)^2)\kappa(\beta)} \right.
\]

\[
+ (1 - B) - (1 + A - 2B)\kappa(\beta) \left. \right/(2(A - B)(-1 + 2\kappa(\beta))),
\]

and \( \beta^* \) is the root of

\[
\int_0^1 \frac{1 - t^{1-\beta^*}}{1 + t^{1-\beta^*}} \, dt = (B - 1)^3 \left/ \left( 2\sqrt{(A - B)^4(3 + A^2 - 2(3 + A)B + 4B^2) \right. \right) \right.
\]

\[
- 1 - 3A - 2A^3 + 6(1 + A + A^2)B - 9(1 + A)B^2 + 6B^3) \right).
Corollary 3.10 yields the following result for $A = (1 - 2\alpha)$ and $B = -1$.

**Corollary 3.11.** If $f \in A_\beta$, then $f \in S^*(\alpha)$ in $|z| = r < 1$, where

(i) for $\beta \in (0, \beta^*)$,
\[
r = \sqrt{\frac{\kappa(\beta)(\alpha^2 - 6\alpha + 4) - \alpha^2 + 2\alpha - 4\sqrt{\kappa(\beta)(1 - \kappa(\beta))}(1 - \alpha)}{k(\alpha^2 - 8\alpha + 8) - (\alpha - 2)^2}}.
\]

(ii) for $\beta \in [\beta^*, 1]$,
\[
r = \frac{2\kappa(\beta)(2 - \alpha) - 2 - \sqrt{\kappa(\beta)(\alpha - 2)^2 + \alpha(\alpha - 2) + 2}(1 - \kappa(\beta))}{2(1 - 2\kappa(\beta))(1 - \alpha)},
\]
and $\beta^*$ is the root of
\[
\int_0^1 \frac{1 - t^{1-\beta^*}}{1 + t^{1-\beta^*}} dt = \frac{1}{6 - 9\alpha + 6\alpha^2 - 2\alpha^3 - 2\sqrt{(\alpha - 1)^4(\alpha^2 - 2\alpha + 4)}}.
\]

**Remark 3.3.** For $\varphi(z) = (1 + z)/(1 - z)$, Theorem 3.9 gives the radii of starlikeness for $f \in A_\beta$ [7, Theorem 8].

For various choices of $\varphi(z)$ such as $2/(1 + e^{-z})$, $1 + ze^z$ and $1 + (2\pi^2)(\log(1 + \sqrt{z})/(1 - \sqrt{z}))^2$, the class $S^*(\varphi)$ respectively reduces to the subclasses of starlike functions $S^*_G$, $S^*_S$ and $S_P$ (see [9, 14, 22]). The following corollary gives the radii for these subclasses.

**Corollary 3.12.** (i) If $f \in A_\beta$, then $f \in S^*_G$ in $|z| = r < 1$, where

(a) for $\beta \in (0, \beta^*)$,
\[
r = \sqrt{\frac{\kappa(\beta)(\alpha^2 - 6\alpha + 4) - \alpha^2 + 2\alpha - 4\sqrt{\kappa(\beta)(1 - \kappa(\beta))}(1 - \alpha)}{e^2(1 - 2\kappa(\beta)) + \kappa(\beta)}}.
\]

(b) for $\beta \in [\beta^*, 1]$,
\[
r = \frac{1 + e - 2e\kappa(\beta) - \sqrt{2(1 - \kappa(\beta))(1 - e^2(2\kappa(\beta) - 1))}}{e^2(1 - 2\kappa(\beta))},
\]
and $\beta^*$ is the root of
\[
\int_0^1 \frac{1 - t^{1-\beta^*}}{1 + t^{1-\beta^*}} dt = \frac{2(1 - 2e + e^2)\sqrt{1 + e + e^2 - 3e^3 - 3e + 2}}{6e^2 - 10e^3}.
\]

(ii) If $f \in A_\beta$, then $f \in S^*_P$ in $|z| < r$, where

(a) for $\beta \in (0, \beta^*)$,
\[
r = \sqrt{\frac{5\kappa(\beta) + 3 - 8\sqrt{2}\sqrt{(1 - \kappa(\beta))\kappa(\beta)}}{17\kappa(\beta) - 9}},
\]

(b) for $\beta \in [\beta^*, 1]$,
\[
r = \frac{3k - 2 + \sqrt{9k(\beta)^2 - 14k(\beta) + 5}}{1 - 2k},
\]
and $\beta^*$ is the root of
\[
\int_0^1 \frac{1 - t^{1-\beta^*}}{1 + t^{1-\beta^*}} dt = \frac{11 - \sqrt{13}}{27}.
\]

For $\beta = 1$, $\kappa(\beta) = 0$ and Theorem 5.9 yields the following result for the class $G$.

**Corollary 3.13.** (i) If $f \in G_0$, then $f \in S^*_G$ on the disk of radius $r \approx 0.219887$.

(ii) If $f \in G_0$, then $f \in S^*_P$ on the disk of radius $r = \sqrt{5} - 2$.

(iii) If $f \in G_0$, then $f \in S^*_S$ on the disk of radius $r \approx 0.372153$. 
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