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Abstract—This paper presents a sparse representation-based classification approach with a novel dictionary construction procedure. By using the constructed dictionary sophisticated prior knowledge about the spatial nature of the image can be integrated. The approach is based on the assumption that each image patch can be factorized into characteristic spatial patterns, also called shapelets, and patch-specific spectral information. A set of shapelets is learned in an unsupervised way and spectral information are embodied by training samples. A combination of shapelets and spectral information are represented in an undercomplete spatial-spectral dictionary for each individual patch, where the elements of the dictionary are linearly combined to a sparse representation of the patch. The patch-based classification is obtained by means of the representation error. Experiments are conducted on three well-known hyperspectral image datasets. They illustrate that our proposed approach shows superior results in comparison to sparse representation-based classifiers that use only limited spatial information and behaves competitively with or better than state-of-the-art classifiers utilizing spatial information and kernelized sparse representation-based classifiers.
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I. INTRODUCTION

Land cover classification is one of the most common tasks for remote sensing applications and the development of adequate classification strategies is an ongoing research field. In this context, hyperspectral imagery is probably the most valuable as well as challenging single data source. Hyperspectral sensors provide detailed and spectrally continuous spatial information, enabling the discrimination between spectrally similar land cover classes (e.g., [1], [2]). However, it is well known that data dimensionality and high redundancy between individual spectral bands cause challenges during data analysis, for example, the performance of standard supervised classifiers is often limited in terms of classification accuracy. Therefore alternative methods such as support vector machines (SVM, e.g., [3], [4]), ensemble-based learning (e.g., [5], [6]) or classifiers based on multinomial logistic regression (e.g., [7]–[9]) have been successfully used for hyperspectral image classification.

Another successful development for classification of remote sensing data is the integration of spatial/contextual information (e.g., [10], [11]). In this way, the spatial correlation between adjacent pixels can be taken into account. For instance, Camps-Valls et al. [12] and Tuia et al. [13] introduced an SVM with additional spatial information by means of a composite kernel. This kernel is a combination of a spectral kernel derived from features extracted from the pixel itself and a contextual kernel comprising features from the surrounding area such as the mean or the standard deviation. An alternative approach was proposed in [14]–[16], which uses mathematical morphology in order to represent the spatial relationship between pixels. Both approaches are combined by Li et al. [17] to generalized composite kernels for multinomial logistic regression. Besides the aforementioned pixel-based classification strategies, classification can alternatively be performed on predefined regions obtained by image segmentation (e.g., [18]–[20]). Another common method to incorporate both spectral and spatial information is the usage of a Markov random field, which utilizes an additional spatial term in order to favor class smoothness for the final classification map (e.g., [21], [22]).

Besides the aforementioned classifiers, sparse representation-based classifiers have been recently introduced in the context of hyperspectral image classification, showing state-of-the-art classification performance. Sparse representation-based classifiers should not be confused with sparse classifiers such as SVM, since their underlying concept is different. A sparse representation-based classifier assumes that each pixel can be reconstructed by a sparsely weighted linear combination of a few basis vectors taken from a so-called dictionary. The dictionary is constructed from a set of representative samples, for instance the training data, and is either directly embodied by these samples (e.g., [23], [24]) or learned from them (e.g., [25]–[27]). In the context of supervised classification each dictionary element also provides a class label, which is used for the classification of the sparsely represented sample of interest.

For sparse representation and classification of RGB- and gray-valued image data, generally, the dictionary elements are representative vectorized image patches, which are derived from the labeled training data (e.g., [28], [29]). In this way, spectral as well as spatial information are integrated in the dictionary. Commonly, these dictionaries are chosen to be overcomplete, i.e., the number of dictionary elements is larger than the dimension of elements, in order to have a high coding efficiency and a high approximation ability (28), [30], [31]). Regarding to high dimensionality, overcomplete sparse representations for hyperspectral data are challenging due to the definition of representative dictionary elements, particularly, if patches are used rather than single pixels to integrate spatial information. Apart from this, generally, there is a lack of labeled image patches if a labeled dictionary is
used for classification.

Against this background, several sparse representation-based classifiers have been proposed which alternatively use pixel-based dictionaries and incorporate spectral and spatial information by using structured priors. Various approaches assume that remote sensing images are smooth, i.e., neighboring pixels tend to have similar spectral characteristics, and thus, exploit the spatial correlation within the sparse coding procedure. For example, Chen et al. [32] successfully applied a joint sparsity model for hyperspectral image classification. Here, neighboring pixels within an image patch are sparsely represented by a common set of dictionary elements. This is similar to the multiple measurement vector (MMV) problem, which is widely considered in the field of compressive sensing (e.g., [33], [34]). Chen et al. [32] realize the determination of the sparse weights via the greedy optimization procedure simultaneous orthogonal matching pursuit (SOMP, [35]), which has also been used, for example, by Fu et al. [36] and Aravind et al. [37] for hyperspectral image analysis. This algorithm is an extension to orthogonal matching pursuit (OMP, [38]), which is a standard method for solving the sparse coding task. However, the mentioned approach is restrictive since it only assumes homogeneous regions with similar spectral information in each patch. Therefore, actual class transitions (i.e., boundaries between classes within the image), and regions of the same class, which show different spectral properties, cannot be considered. In order to mitigate the influence of this problem, e.g., Yuan et al. [39] and Srinivas et al. [40] introduced sparse representation-based classifiers utilizing different weights for all neighboring pixels depending on their similarity to the pixel of interest. Finally, Sun et al. [41] presented several structured priors, which exploit the spatial dependencies between neighboring pixels, but also the inherent structure of the dictionary.

All the above mentioned approaches are based on the assumption that a pixel of interest can be approximated by a linear combination of representative training pixels. That means, the dictionary contains the actual training data and most of the works treat the dictionary elements independently from each other without any prior spatial assumptions. In a similar way, e.g., the approach in [42] and various works presented in [43] use spectral libraries with pure spectra as dictionary, which is often used for spectral unmixing. In contrast to the utilization of user-defined dictionaries, several authors consider a dictionary learning or dictionary construction task, i.e., finding the best dictionary to a dataset. As already stated in [44] and [45], the determination of the dictionary is challenging yet crucial for the success of the sparse representation. For example, Charles et al. [26] learn the dictionary elements by adapting randomly chosen pixels from the scene with regard to their sparse coding ability causing that the dictionary elements do not longer represent material spectra. This shows that pure spectra do not necessarily possess the best coding ability. The work was extended in [46] by incorporating additional spatial regularity, so that the sparse parameter vector of a pixel is influenced by the sparse weights of the neighbors, but without forcing on spatial homogeneity. In [23] the authors learn the dictionary elements using the same joint sparsity assumption as in [24] and so-called contextual groups, i.e., non-overlapping image patches. The estimated sparse parameter vectors are then utilized as features for a linear SVM classifier.

Considering the same task, this paper presents a sparse representation-based approach including a novel dictionary construction approach for hyperspectral image classification that explicitly introduces prior knowledge about the spatial nature of the image. Both the spectral information and the spatial knowledge are combined to a patch-based dictionary containing representative vectorized image patches. The patches are specifically constructed for the image patch which is to be classified. It is more comprehensive than approaches that only assume a patch-based homogeneous neighborhood, since it also accounts for multiple homogeneous regions within a patch. The construction of the dictionary is based on a method which originally has been introduced for RGB images in [47] and is adapted and extended to meet the challenges of hyperspectral image analysis. It assumes that images generally contain repeated patterns, i.e., certain local arrangements of pixels with similar features. If the most representative patterns are known (in form of patches in our case), the image can be approximated based on the factorization into these patterns and adequate spectral information, which are chosen to be the training data. Shapelets and spectral information are combined to a patch-specific spatial-spectral dictionary. Please note that unlike many dictionary learning approaches, the dictionary estimation and the reconstruction step for classification are decoupled. Additionally, unlike many approaches, the constructed dictionary turns out to be highly undercomplete, which means the number of dictionary elements is smaller than the dimension of the dictionary elements. As already stated by Mairal et al. [28], overcomplete dictionaries are often preferred for reconstructions tasks, but for classification tasks a perfect reconstruction is not necessarily required as long as the dictionary has enough discrimination power. Also Moody et al. [48] show that undercomplete dictionaries are suitable for a successful landcover classification. Our combined dictionary is used for a sparse coding procedure aiming at the sparse representation of the image patches. Hereby, it is assumed that each patch can be represented by a sparsely weighted linear combination of elements out of this patch-specific dictionary. The estimated sparse weights and their assigned dictionary elements are then used for classification of the patch.

Overall, the objective of the paper is the presentation of a novel labeled patch-based dictionary construction approach exploiting spatial as well as spectral information used for a sparse representation-based classifier. In order to evaluate the potential of such a concept, we focus on the following research questions: (i) Is there a difference in accuracy compared to support vector machines with composite kernel and sparse representation-based classifiers with spatial information; (ii) What is the impact of the hyperparameters, namely number of shapelets and patchsize, on the accuracy and stability of our proposed method in terms of the classification result? In order to answer these research questions, the specific objective of our study is the classification of three widely-used different hyperspectral datasets.
The following section describes the basic sparse coding procedure and the shapelet-based sparse representation scheme. Moreover, the patch-specific spatial-spectral dictionary construction is presented. Sec. III and Sec. IV demonstrate the experiments and discuss the results in order to show the performance of our proposed approach.

II. METHODS

Let $I$ be an $M$-band hyperspectral image containing $J$ overlapping patches $X_j$ of size $\sqrt{Z} \times \sqrt{Z} \times M$ with $Z$ being the number of pixels in the patch. The task is to assign a class label to each pixel by classifying all image patches and combine the results by a voting scheme. Each patch is represented via a sparsely weighted linear combination of dictionary elements and the sparse weighting vector is determined using a sparse coding procedure (see Sec. II-A). A spatial-spectral dictionary is constructed utilizing a set of learned shapelets and a spectral sample set (see Sec. II-C).

The construction strategy is based on the assumption that each image patch can be factorized into shape and spectral information (see Sec. II-B).

A. Sparse Coding

In terms of basic sparse coding a $(V \times 1)$-dimensional test sample $x$ can be represented by a weighted linear combination of a few elements taken from a $(V \times N)$-dimensional dictionary $D$, so that $x = D\alpha + \epsilon$ with $\|\epsilon\|_b$ being the reconstruction error and $b$ specifying the norm for distance computation. The parameter vector comprising the weights is given by $\alpha$. The test sample $x$ can be, for example, an $(M \times 1)$-dimensional pixel from the image, so that $V = M$, or an $((M \cdot Z) \times 1)$-dimensional vectorized image patch $x = \text{vec}(X)$ with $Z$ being the number of pixels in the patch and $V = M \cdot Z$. The reconstruction of an image patch is illustrated in Fig. 1(a) and 1(b). While the pixel-based approach reconstructs $V$ being the number of pixels in the patch and $\hat{\alpha}$ parameter vector comprising the weights is given by

$$\hat{\alpha} = \arg\min \|D\alpha - x\|_b \text{ subject to } \|\alpha\|_0 \leq W, \quad (1)$$

where $W$ is the number of nonzero elements. Assuming given label information for $N$ dictionary elements $(d_n, y_n)$, $n = 1, \ldots, N$, with class labels $y_n \in K = \{1, \ldots, k, \ldots, K\}$, the class-wise reconstruction error for $x$ is given by

$$r_k = \|D_k\alpha_k - x\|_b, \quad (2)$$

where $D_k$ is a sub-dictionary containing all elements belonging to class $k$. The test sample $x$ is assigned to the class yielding the lowest reconstruction error.

As mentioned in the introduction, dictionaries are generally designed to be overcomplete, i.e., the number of dictionary elements is larger than the dimension of the dictionary elements. This is challenging for hyperspectral data due to its high dimensionality, particularly, if spatial information is integrated by using vectorized image patches rather than single pixels. Moreover, generally, patch-wise label information is limited or not available. In order to mitigate these challenges, Sec. II-C shows the construction of an undercomplete, yet powerful dictionary from image patches (see Fig. 1(c)).

As shown in Section II-B under the assumption that an image patch can be factorized into shape and spectral information, the required number of dictionary elements ensuring a successful sparse representation can be reduced significantly.

B. Shapelet-based Image Factorization

Fig. 2 illustrates the basic idea of the factorization of image patches into shapelets and spectral information, i.e., class-specific hyperspectral signatures. Dictionaries constructed from patches often conflate shape and spectral information and thus, an unnecessary high amount of dictionary elements are needed for a successful sparse representation. Instead of comprising all relevant combinations of shape and spectral information in one global dictionary, the presented approach constructs a specific dictionary for each image patch. Thus, the dictionary is adequately representative while the number of needed dictionary elements can be significantly reduced, i.e., generally it is not overcomplete. The basic strategy is to fill each shapelet region with suitable spectral information yielding a highly adaptive dictionary element. The set of shapelets is learned from each image using a superpixel segmentation approach (see Sec. II-C1) and spectral information are embodied by the training data (see Sec. II-C2). For the construction of a patch-specific spatial-spectral dictionary an optimization is performed to choose the best fitting factorization of spectral information and shapelets given a specific image patch (see Sec. II-C3). Each pixel in the patch is finally classified by a voting scheme explained in Sec. II-D.

C. Dictionary Construction

1) Shapelet Extraction: This step describes the extraction of shapelets from an image. The $\sqrt{Z} \times \sqrt{Z}$-dimensional shapelets $S_n$ with $n \in \{1, \ldots, N\}$, each containing $R_n$ regions, are specifically learned for each image using a superpixel segmentation approach. They constitute the most representative repeated patterns, i.e., characteristic local arrangement of pixels with similar features. Here one region indicates an area of homogeneous features.

Fig. II-C1 illustrates the extraction of image-specific shapelets. First, the simple linear iterative clustering (SLIC) superpixel segmentation approach [49] is applied to the $z$-normalized image using all image bands. It provides a segmentation of the image into compact segments each of them containing homogeneous spectral information. Given a binary segmentation mask for the image (illustrated as yellow lines in Fig. II-C1), overlapping image patches of size $\sqrt{Z} \times \sqrt{Z}$ are extracted and converted to binary patches. In detail, for each region a binary patch is created with the region’s pixels set to 0 and the remaining pixel to 1. The most representative segmentation patterns are found by a $k$-medoids clustering [50], where the cluster centers are reshaped to $\sqrt{Z} \times \sqrt{Z}$ and constitute the shapelets (see Fig. 2). The characteristic of the dictionary is influenced by the number of cluster centers and
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Fig. 1. Schematic illustration of sparse representation of an image patch. Colors in the dictionary are indicating the class membership. The pixel-based approach reconstructs all pixels in a patch independently, while the patch-based approach and the shapelet-based approach take spatial information into account by using the image patch in a vectorized way.

Fig. 2. Shapelet-based image factorization illustrated by means of a hyper-spectral image. Image patches can be described by the composition of a set of learned shapelets with varying number of regions (denoted with numbers) and spectral information, i.e., hyperspectral signatures. In our approach the spectral information is embodied by the training data (different colors of the signatures indicate different classes).

Fig. 3. Superpixel segmentation and by way of illustration one conversion from an image patch to binary patches in order to find representative shapelets by clustering. The binary cluster centers are indexed and constitute the shapelets.

the approximate size and compactness of the segments yielded by the SLIC superpixel algorithm.

2) Spectral Information Choice: In the presented approach the spectral information is assumed to be the training data. The training set consists of $L$ labeled samples $^{l}x_{l}, ^{l}y_{l}$ with $l \in \{1, \ldots, L\}$ comprising $M$-dimensional spectral feature vectors $^{l}x_{l} \in \mathbb{R}^{M}$ and class labels $^{l}y_{l} = [^{l}y_{1}]$ with $^{l}y_{l} \in \{1, \ldots, k, \ldots, K\}$. The feature vectors are collected in an $(M \times L)$-dimensional matrix $^{l}X = [^{l}x_{1}, \ldots, ^{l}x_{L}]$, where the upper left index $L$ refers to the term labeled data.

3) Patch-Specific Spatial-Spectral Dictionary Construction: In this step shapelets and spectral information are combined to a $(Z \cdot M) \times N$-dimensional patch-specific spatial-spectral dictionary $^{j}D_{j}$ for each patch $^{j}X_{j}$. A schematic overview and the algorithm is provided in Fig. 6. As illustrated in Fig. 5 a hierarchical Markov random field (MRF) is employed for the construction of the $n$-th element in the spatial-spectral dictionary $^{j}_{n}d_{j,n}$. In this way, prior knowledge about the relation between pixels and shapelet regions is modeled, where the lower, pixel-wise layer contains pixel information and the upper layer contains shapelet region information. In order to keep the notation uncluttered, the indices $(\cdot)_{j}$ and $(\cdot)_{n}$ are omitted for further considerations in this paragraph, although the following procedure is repeated for all shapelets and all image patches. The MRF determines the indices $^{p}b_{z} = [^{p}b_{z}]$, $z = 1, \ldots, Z$, with $^{p}b_{z} \in \{1, \ldots, L\}$, and $^{s}b_{r} = [^{s}b_{r}]$, $r = 1, \ldots, R$, with $^{s}b_{r} \in \{1, \ldots, L\}$, of the best fitting spectral information for both pixel-based layer (indicated by upper left index $P$) and shapelet-based layer (indicated by upper left index $S$). More specifically, given an image patch the MRF is used to determine the indices of the training samples which are used to fill the shapelet.

For this, an energy function is minimized utilizing message...
where \( x_z \) is the \( z \)-th pixel in the image patch and \( \chi(\cdot) \), \( y(\cdot) \), \( \delta(\cdot) \) are operators which access elements at position \( \cdot \) in \( L^1 \mathbf{X} \), \( L^1 \mathbf{y} \) and \( h_r \) (see Eq. [3]), respectively. Indices within the \( r \)-th region in shapelet \( S \) are denoted with \( r \in S_r \), \( \delta (\cdot, \cdot) \) is the delta function, and \( \omega \) and \( \gamma \) are weighting factors between both unary terms and the third, binary term. The second unary term uses the normalized histogram \( h_r \) over a rough estimation of class labels \( \tilde{y}_r \), \( z \in S_r \), calculated as

\[
h_r = [h_1, \ldots, h_k, \ldots, h_K] = \frac{1}{|S_r|} \text{hist}(\tilde{y}_r),
\]

\[
\tilde{y}_z = y(\arg\max_l (\text{corr}(x_z, L^1 x_l))),
\]

with \( |S_r| \) being the number of elements in \( r \)-th region of a shapelet. Here, the estimated class labels are determined by a simple nearest neighbor classifier. The usage of this term supports the selection of spectral information belonging to the dominant class, i.e., the class that would be chosen by majority vote. However, also other kind of unary and binary terms can be chosen. The final dictionary element \( d \) consists of elements \( \chi(P \mathbf{b}) \) and the dictionary element labels are given by \( y(P \mathbf{b}) \).

\section{D. Classification}

Given the spatial-spectral dictionary \( D_j \), the classification of an image can be derived by performing the sparse coding procedure for each image patch \( X_j \) with

\[
\alpha_j = \arg\min \| D_j \alpha_j - x_j \|_b \quad \text{subject to} \quad \| \alpha_j \|_0 \leq W.
\]

The optimization is done via orthogonal matching pursuit.

Since the image patches are fully overlapping, a voting scheme is introduced in order to derive the final label of each pixel by a weighted voting. The votes for class \( k \) of the \( z \)-th pixel in \( j \)-th patch \( x_{j,z} \) can be obtained by \( v_{j,z}^k = 1/r_{j,z}^k \), where \( r_{j,z}^k \) is the reconstruction error given by

\[
v_{j,z}^k = \| x_{j,z} - D_{j,z}^k \alpha_{j,z}^k \|, \quad \text{subject to} \quad \| \alpha_{j,z}^k \|_0 \leq W.
\]

The rows of the sub-matrix are chosen according as they are necessary to reconstruct the \( z \)-th pixel and the columns are chosen according to the class membership. The parameters \( \alpha_{j,z}^k \) are the ones who are assigned to the dictionary elements \( D_{j,z}^k \). All votes assigned to a test pixel are summed up and the class with the highest vote is chosen.

\section{III. EXPERIMENTAL SETUP AND DATASETS}

In this section the experimental setup is presented in order to evaluate our proposed sparse representation-based classification approach with spatial-spectral dictionary by means of the overall accuracy, average accuracy and \( \kappa \) coefficient.

\section{A. Datasets}

The considered datasets are three widely used hyperspectral images - \textsc{Indian Pines}, \textsc{University of Pavia} and \textsc{Center of Pavia} - from study sites with different environmental setting. The \textsc{Indian Pines} dataset was acquired by the AVIRIS instrument in 1992. The study site lies in a predominantly agricultural region in NW Indiana, USA. The dataset covers 145 \times 145 pixels, with a spatial resolution of 20 m per pixel. Some bands covering water absorption, i.e. [104 – 108], [150 – 163] and 220, were removed resulting in 200 spectral bands. The training data is randomly selected and comprises about 10% of the labeled data (see Fig. 10 and Tab. II). The \textsc{University of Pavia} dataset was also acquired by ROSIS-3 sensor with 610 \times 340 pixels in size and 103 channels. The classification is aiming on nine land cover classes. Fig. 10 and Tab. II show the training data. The \textsc{Center of Pavia} image was acquired by ROSIS-3 sensor in 2003 with a spatial resolution of 1.3 m per pixel. Some bands have been removed due to noise, and finally 102 channels have been used in the classification. The image strip, with 1096 \times 492 pixels in size, lies around the center of Pavia. The classification is aiming on nine land cover classes. Fig. 10 and Tab. II show the training data, which covers about 9% of the whole data. All images are \( z \)-normalized.

\section{B. Experimental Setup}

Each image is sparsely represented using the methods presented in Sec. II and classified using (7). Orthogonal matching pursuit is used to solve the sparse coding task in (6). In the experiments the number of shapelets, the number of used dictionary elements, the patchsize and the superpixel size are varied (see Fig. 7 and Fig. 8 and Fig. 9). The best parameter setting is chosen in order to compare our proposed approach (shape-DC) to support vector machines with composite kernel (SVMCK, [12]), the joint sparsity model using simultaneous orthogonal matching pursuit (SOMP), simultaneous subspace pursuit (SSP), sparse coding approach with spectral-contextual dictionary learning (SCDL, [23]) and the three best performing kernelized sparse coding algorithms presented in [32]: kernel subspace pursuit with composite kernel (KSPCK), kernel simultaneous subspace pursuit (KSSP) and kernel orthogonal matching pursuit with composite kernel (KOMPCK). All results are taken from [32] except SCDL, which is taken from [23]. Accuracy assessment was performed with independent test data, giving overall accuracies, average accuracies, \( \kappa \) coefficient, and confusion matrices that were used to calculate the class accuracies. The training and test data sets as well as the sampling scheme used for the proposed shape-DC approach are identical to [32] and [23] to ensure the comparability of the results.

\section{IV. EXPERIMENTAL RESULTS AND DISCUSSION}

\subsection{A. \textsc{Indian Pines} Dataset}

The averaged accuracy measures for ten results with randomly sampled training and test data, achieved by using 10 shapelets and a patchsize of \( 9 \times 9 \) are shown in Tab. II. The
Shapelet-based layer
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Fig. 5. Graphical model used for determination of the best fitting spectral information given the shapelet regions. Exemplarily, one shapelet is illustrated (red border) overlaying the image layer. Left: The lower, pixel-based layer contains the pixel information (illustrated in gray) and the upper layer contains the shapelet regions (illustrated in brown and blue). Right: Dark nodes denote feature nodes, light gray nodes denote pixel-wise class label nodes and the brown and orange nodes denote the class label nodes for the shapelet regions. Each label node is connected to a feature node and class label nodes for the shapelet regions are connected to all class label nodes for all pixels lying in the shapelet region.

Algorithm: Dictionary construction

foreach \( S_n \) do
Compute correlations between all patch pixels \( x_z \in X_j \) and spectral information \( ^t x_1, \ldots, ^t x_L \)
foreach shapelet region \( S_r \) do
Determine rough estimate of class labels \( \tilde{y}_r \)
compute normalized histogram \( h_r \) over \( y_r \) according to (4) and (5)
end
Estimate indices \( [P, S] \) of best fitting spectral information by minimizing (3)
Derive dictionary elements \( x(P) \)
Derive dictionary element labels \( y(P) \)
end

Fig. 6. Schematic overview of the construction of the patch-specific spatial-spectral dictionary.

training data, test data and the classification map of the run with the highest average accuracy is shown in Fig. 10.

The results show that our proposed approach achieves higher classification accuracies than SVMCK, SOMP, SSP and SCDL. It achieves comparable results to kernel subspace pursuit with composite kernel (KSPCK). Regarding the class-specific accuracies our proposed approach performs well, resulting in the highest or second-best accuracy in the very most cases. Even small classes (e.g., OATS) are accurately classified. While most classes are classified stable, resulting in low standard deviations, the accuracies of small classes (e.g., OATS and GRASS/PASTURE-MOWED) show relatively high standard deviations. Thus, as for other classifiers, the selection of adequate training samples is important.

Fig. 7(a) and 7(b) show the impact of the number of shapelets and the patchsize on the classification accuracies. The number of used dictionary elements is fixed to \( W = 3 \). The results show that the highest accuracies are obtained with a patchsize of \( 9 \times 9 \) pixel. The best overall accuracy of 99.14% is obtained for a patchsize of \( 13 \times 13 \) pixel and 50 shapelets and the highest average accuracy of 98.29% is obtained for a patchsize of \( 9 \times 9 \) pixel with 100 shapelets (see Tab. I), however, several other parameter settings show comparable results. The plots clearly indicate the gain of using shapelets for large patchsizes instead of using only one homogeneous patch, i.e., one shapelet. However, even with only
one homogeneous patch our proposed approach can achieve higher accuracies than many of the approaches considered for comparison. This underlines the fact that it is worth to learn a specifically designed dictionary in order to increase the classification accuracy. Especially for large patchsizes, which show poor results for a small number of shapelets, the accuracies significantly increase with an increasing number of shapelets. However, if the patchsize is small an increased number of shapelets results in lower accuracies. We assume a reason for this to be an overfitting effect, where noise is fitted by potentially non-representative shapelets. That means the more shapelets are extracted, the less representative they are for the image. The effect becomes the less apparent the larger the patchsize is, since the number of used dictionary elements is restricted to $W = 3$ and due to this, large patches are hardly able to model noise. This is underlined by the results presented in Fig. 8. The patchsize is fixed to $9 \times 9$, while the influence of the number of dictionary elements is evaluated by means of the overall and average accuracy. The highest accuracy is achieved with 3 dictionary elements (i.e., $W = 3$), while the accuracy decreases significantly when the number of elements is further increased.

Fig. 9 shows the impact of the approximate superpixel size $R$ for shapelet extraction on the classification accuracies, while the number of shapelets is fixed to 10. An approximate size of $20 \times 20$ pixel shows good results for all patchsizes, whereas an approximate size of $10 \times 10$ pixel provides less representative shapelets. A larger size of approximately $40 \times 40$ pixel works well for larger patchsizes indicating that the approximate superpixel size should be increased with an increased patchsize.

B. University of Pavia Dataset

Tab. I shows the result obtained by using 100 shapelets and a patchsize of $15 \times 15$ pixels. Our proposed approach clearly outperforms the other methods in terms of overall accuracy and $\kappa$ coefficient (see Tab. I and Fig. 10). This is also underlined by the class-specific accuracies. In many cases the approach performs better or at least equally well when compared to the class accuracies achieved by the other methods. As for the INDIAN PINES dataset the results clearly show that the use of shapelets significantly improves the classification accuracies for large patchsizes when compared to similar approaches assuming only a homogeneous neighborhood (e.g., SOMP). The most accurate results are achieved by a relatively large patchsize of $15 \times 15$ pixel (see Fig. 7(c) and Fig. 7(d)) and thus, the classification result is very smooth within large homogeneous regions (e.g., MEADOWS). Nevertheless, also small regions such as SHADOWS and METAL SHEETS are classified with high accuracies. The main reason for this might be the usage of shapelets. Besides our proposed approach also SC DL uses a large patchsize of $16 \times 16$ pixel, while all other approaches (SVMCK, SOMP, SSP and kernel simultaneous subspace pursuit (KSSP)) use a smaller patchsize of $5 \times 5$ pixel ($23, 32$). As already stated by $23$, unlike the INDIAN PINES dataset this dataset mostly lacks in large spatial homogeneous regions and thus, a small patchsize is used for SVMCK, SOMP, SSP and KSSP in order to represent small regions. Although the number of shapelets producing the best result is relatively high, the actual size of the dictionary is lower since some spatial-spectral dictionary elements are redundant and can be removed. For the best result, the average number of dictionary elements is 45 with a standard deviation of 33 elements.

In order to analyze the influence of the quality of the

| # train | # test | SVMCK | SOMP | SSP | KSPPC | KSSP | KOMPCK | SC DL | shape-DC |
|--------|--------|-------|------|-----|-------|------|--------|-------|----------|
| ALFALFA | 6      | 48    | 95.83 | 85.42 | 81.25 | 95.83 | 91.67  | 97.92  | 93.75    |
| CORN-NOTILL | 144    | 1290  | 96.67 | 94.88 | 95.74 | 99.15 | 97.98  | 99.22  | 94.93    |
| CORN-MIN | 84     | 750   | 90.93 | 94.93 | 92.80 | 96.93 | 97.73  | 96.93  | 97.39    |
| CORN    | 24     | 210   | 85.71 | 91.43 | 82.38 | 97.14 | 96.67  | 95.24  | 90.57    |
| GRASS/PASTURE | 50     | 447   | 93.74 | 94.93 | 93.29 | 98.21 | 94.85  | 98.43  | 97.23    |
| GRASS/TREES | 75     | 672   | 97.32 | 98.51 | 98.81 | 99.11 | 98.96  | 99.11  | 99.17    |
| GRASS/PASTURE-MOWED | 3      | 23    | 69.97 | 91.30 | 82.61 | 100.00 | 17.39  | 100.00 | 100.00 |
| OATS    | 18     | 55.56 | 0.00  | 0.00  | 100.00 | 0.00  | 88.89  | 79.44  | 95.55    |
| SOYBEANS-NOTILL | 97     | 871   | 93.80 | 94.93 | 91.27 | 97.70 | 94.37  | 98.05  | 96.30    |
| SOYBEANS-MIN | 247    | 2221  | 94.37 | 97.34 | 97.43 | 98.20 | 98.33  | 97.43  | 98.46    |
| SOYBEANS-CLEAN | 62     | 552   | 93.66 | 88.22 | 89.13 | 98.73 | 97.46  | 98.73  | 92.97    |
| WHEAT   | 22     | 190   | 99.47 | 100.00 | 99.47 | 100.00 | 100.00 | 100.00 | 99.05    |
| WOODS   | 130    | 1164  | 99.14 | 99.14 | 99.05 | 99.48 | 99.91  | 99.40  | 98.87    |
| BUILDING-GRASS-TREES | 38     | 342   | 87.43 | 99.12 | 97.95 | 97.37 | 97.08  | 97.95  | 97.13    |
| STONE-STEEL-TOWERS | 10     | 85    | 100.00 | 96.47 | 92.94 | 95.29 | 94.12  | 97.65  | 96.00    |
| Overall  | 1043   | 9523  | 94.86 | 95.28 | 95.34 | 97.47 | 97.31  | 98.87  | 98.87    |
| Average  | 90.73  | 88.45 | 87.12 | 98.31 | 86.03 | 97.81 | 95.70  | 98.02  | 0.76     |
| $\kappa$ | 0.941  | 0.946 | 0.947 | 0.983 | 0.971 | 0.981 | 0.964  | 0.987  | 0.002    |
segmentation, we replaced the image-specific shapelets with Haar wavelets as presented by [52], which usually do not represent characteristic patterns in the image. The overall accuracy decreases to 93.62, the average accuracy to 88.84 and \( \kappa \) to 0.912. However, the results are still better or comparable to the presented approaches. To our experience every segmentation algorithm which can roughly represent the boundaries between different classes within the image leads to an increase in accuracy over results obtained by using synthetic shapelets such as Haar wavelets.

**C. Center of Pavia Dataset**

Tab. III shows the result obtained by using 25 shapelets and a patchsize of \( 17 \times 17 \) pixels. As before, our approach performs better than compared methods in terms of overall accuracy, average accuracy and \( \kappa \) or performs at least equally well. This is also underlined by the class-specific results achieved by our proposed method. In the very most cases the highest or at least the second-best class accuracy is achieved, resulting in more balanced results. As for the other results, Fig. II shows that classes with large homogeneous regions (e.g., WATER) as well as small classes (e.g., ASPHALT) can be classified accurately.

Besides the before mentioned results, as illustrated in Fig. VII(e), the highest overall accuracy could be obtained with 250 shapelets using a patchsize of \( 17 \times 17 \) pixel. Although the number of shapelets in this case is relatively high, the average number of spatial-spectral dictionary elements after removing redundant elements is 45 with a standard deviation of 69 elements. As for all dataset, this is significantly lower than for all compared methods, which use mostly the complete training data set as dictionary or at least several hundreds (e.g., SCDL).

As for UNIVERSITY OF PAVIA dataset, we analyzed the influence of the quality of segmentation by replacing the shapelets by Haar wavelets. The overall accuracy reduces to 97.58, the average accuracy to 97.29 and \( \kappa \) to 0.954. The obtained results are comparable to most of the approaches. These results underline the gain in using image-specific shapelets rather than synthetic ones.

**V. Conclusion and Outlook**

The paper presented a shapelet-based sparse representation approach with a constructed spatial-spectral dictionary for the classification of hyperspectral image data. The presented approach differs from previously proposed sparse representation-based classifiers for hyperspectral image data in this way that sophisticated prior knowledge about the spatial nature of an image is exploited by utilizing a constructed, highly adapted patch-specific dictionary. The experimental results show that our proposed approach outperforms or performed at least equally well in terms of accuracies, when compared to other sparse representation-based classification procedures which use only limited spatial information or state-of-the-art classifiers, which use spatial information. Moreover, a replacement of image-specific shapelets with Haar wavelets lead to a decrease in accuracy, showing the gain in accuracy when using characteristic spatial patterns rather than synthetic patterns. It is interesting to underline the stable performance of the proposed shape-DC approach, when comparing the results achieved on the different data sets. Contrary, the other methods show diverse performance in terms of accuracy, when classifying different data sets. While a method can be applicable for the classification of one data set (i.e., resulting in a high classification accuracy), the same method seems not adequate for the classification of another data set.

Experiments showed the influence of the user-dependent parameters, i.e., the number of shapelets and dictionary elements, on the classification accuracy. The patchsize can be chosen intuitively according to the spatial homogeneity in the image. Moreover, the approach seems to be insensitive if a larger patchsize and an adequate number of shapelets is chosen. Our experimental results allow some guidelines with regard to reliable ranges for the two considered parameters, i.e., according to the results, about 5 – 100 shapelets should be used, and a number of three dictionary elements (\( W = 3 \)) appears sufficient. These recommendations proved effective in all three experiments. Therefore the proposed sparse representation-based classification with dictionary construction constitutes a feasible approach and useful modification of the state-of-the-art classifiers utilizing spatial information and kernelized sparse representation based classifiers.
Future work could address the improvement of the computation time for constructing the patch-specific dictionary. The runtime of our prototype Matlab implementation for the presented datasets using the best parameters settings is about 0.5h for INDIAN PINES, about 6h for UNIVERSITY OF PAVIA and about 25h for CENTER OF PAVIA using a single node (Intel Xeon Westmere X5650 CPU with 12 threads) of the Soroban supercomputer at FU Berlin. The computational bottleneck is caused by solving an optimization function (see Eq. 3) for each dictionary element. However, the determination of the dictionary elements is parallelizable. Speed-up can be achieved by e.g., grouping similar patches and reconstruct them with the same dictionary or using non-fully overlap of image patches for reconstruction, although at the cost of a decrease in accuracy.
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Fig. 7. Influence of the number of shapelets and the patchsize on the overall accuracy and average accuracy. The number of used dictionary elements is fixed to $W = 3$. 
Fig. 8. Impact of the number of used dictionary elements on the overall accuracy and average accuracy for the INDIAN PINES dataset.

Fig. 9. Impact of approximate superpixel size for shapelet extraction on the overall accuracy and average accuracy for the INDIAN PINES dataset.
Fig. 10. Image, training and test data of the datasets INDIAN PINES dataset (upper row), UNIVERSITY OF PAVIA (middle row) and CENTER OF PAVIA (bottom row). The classification result is presented in the right column.