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We consider the Lagrangian formulation with duplicated variables of dissipative mechanical systems. The application of Noether theorem leads to physical observable quantities which are not conserved, like energy and angular momentum, and conserved quantities like the Hamiltonian, that generate symmetry transformations and do not correspond to observables. We show that there are simple relations among the equations satisfied by these two types of quantities. In the case of the damped harmonic oscillator, from the quantities obtained by Noether theorem follows the algebra of Feshbach and Tikochinsky. Further, if we consider the whole dynamics, the degrees of freedom separate into a physical and an unphysical sector. We analyze several cases, with linear and nonlinear dissipative forces; the physical consistency of the solutions is ensured observing that the unphysical sector has always the trivial solution.
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I. INTRODUCTION

The study of real physical systems requires the inclusion of external influences, whose origin is microscopic but frequently admit phenomenological descriptions, the damped harmonic oscillator is paradigmatic. The evolution of such systems is in general irreversible. Lagrangian formulations for these phenomenological theories are not straightforward [1], and there are multiple approaches in this direction. In Dekker [2], a review with 563 references, a presumably exhaustive analysis has been done, concluding to the date of this paper that none of the considered approaches led to a full satisfactory quantum formulation. In fact, a model independent description of dissipative systems is interesting for quite diverse fields like quantum optics [3], quantum decoherence [4], general relativity [5–7], string theory [8, 9]. Dissipative behavior appears also, in the form of information loss, within a proposal for a Planck scale deterministic approach in quantum mechanics in [10, 11].

The Lagrangian or Hamiltonian study of phenomenological approaches of dissipative systems has been done mainly by the introduction of additional variables [12, 13], by time dependent Lagrangians [14–19], and with complex actions [20–23]. It has been addressed by coupling to heat baths [24–27], from which follow master equations [2, 26, 27] and non-linear approaches [28, 31]. Recently a description by means of contact Hamiltonian mechanics has been proposed [31]. In [32] a generalized version has been studied, which models two coupled optical resonators, and which exploits the PT symmetry present in such systems [33]. These formulations and their quantization have been widely studied. However, despite this wide interest, this subject has still important open questions, see e.g. [34–37].

For conservative systems, the variational principle of Hamilton gives a way to obtain the equations of motion from an action, with the physical trajectory determined by conditions in the past and in the future. From it can be obtained the Hamiltonian formalism and canonical quantization. The symmetries of the action lead to conservation laws, which can be obtained from Noether theorem, in particular for the energy, which coincides with the Hamiltonian. Dissipative forces lead to the violation of these conservation laws, making time dependent the otherwise conserved quantities. Thus, if we have a description with a time independent Lagrangian, like Bateman’s one [12], the energy and the Hamiltonian will not be the same. Further, the variation of paths beginning and ending at fixed points is not suitable. A proposal in this direction has been made by Schwinger [13], by the inclusion of a time reversed sector with a different dynamics, which corresponds to the doubling of variables or dual model of Bateman [12]. Following Schwinger, the closed time-path formulation in quantum field theory has been developed, see e.g. [39]. In [34] it has been shown that the consideration of a Hamiltonian operator responsible for time evolution, along with an algebra with time dependent operators of position and momentum, leads to an operator algebra in terms of which the Hamiltonian corresponds to the Hamiltonian of Bateman. In a recent work [35], a generalization of the previous developments on doubling of variables has been proposed, with an action based on a conservative Lagrangian, and a generalized “nonconservative potential” which depends on both types of variables, along with a generalization of the
The Lagrangian formulation of dissipative systems has as one of its paradigms the Bateman formulation for the damped harmonic oscillator \[\{12\},\] with Lagrangian

\[L = \frac{1}{2} [\dot{x}\dot{y} - \kappa xy + \gamma(x\dot{y} - y\dot{x})].\]  

(1)

The Euler-Lagrange equation of this action for the variable \(x\), for \(\gamma > 0\), describes the damped harmonic oscillator, and \(y\) is an auxiliary degree of freedom associated with the environment, its dynamics is discarded. The kinetic term
of (1) is diagonalized by the transformation $q_1 = x + y$, $q_2 = x - y$, i.e. $L = \frac{1}{2}(q_1^2 - \kappa q_1^2) - \frac{1}{2}(q_2^2 - \kappa q_2^2) + \gamma(q_2q_1 - q_1q_2)$. This Lagrangian is antisymmetric under the interchange $q_1 \leftrightarrow q_2$, and it inspired generalized formulations by Galley [38] and Polonyi [40], with a conservative Lagrangian $L(q, \dot{q})$ as starting point, whose degrees of freedom $q$, in general $n$-dimensional, are doubled $q \rightarrow (q_1, q_2)$ in order to write an action

$$S = \int_{t_i}^{t_f} L(q_1, \dot{q}_1)dt - \int_{t_i}^{t_f} L(q_2, \dot{q}_2)dt = \int_{t_i}^{t_f} L(q_1, \dot{q}_1)dt + \int_{t_i}^{t_f} L(q_2, \dot{q}_2)dt. \quad (2)$$

To this action is added the nonconservative potential or influence functional $K(q_1, \dot{q}_1, q_2, \dot{q}_2)$, which depends on both variables and is antisymmetric under the interchange $1 \leftrightarrow 2$, i.e.

$$K(q_1, \dot{q}_1, q_2, \dot{q}_2) = -K(q_2, \dot{q}_2, q_1, \dot{q}_1). \quad (3)$$

Thus the generalized action is

$$S = \int_{t_i}^{t_f} \Lambda(q_1, \dot{q}_1, q_2, \dot{q}_2)dt = \int_{t_i}^{t_f} [L(q_1, \dot{q}_1) - L(q_2, \dot{q}_2) + K(q_1, \dot{q}_1, q_2, \dot{q}_2)] dt. \quad (4)$$

The variation can be done by the usual Hamilton’s principle, with fixed variables at initial and final times, leading to the Euler-Lagrange equations. However [38, 40], in this case the effective interaction obtained for an environment would be reversible, as a consequence of the time-symmetric boundary conditions of the variational principle. These conditions lead also to causality problems, as dissipative processes are determined by initial conditions. These drawbacks are overcome by a modification of the variational conditions at final time. It is striking that this feature can be incorporated into a variational principle for (1), consistently with the Euler-Lagrange equations. In fact, action (2) corresponds to a variable $q_2(t)$ running back in time, as in the closed path-time (CPT) approach [13, 39], and its variation is used to control the variation of $q_1(t)$ at the final time by the coupling $q_1(t_f) = q_2(t_f)$. In [40] both variables are arranged as one, beginning at $t_i$, and finishing at $2t_f - t_i$. Thus, the boundary conditions for the variation are that, at the initial time both variables are independently fixed and their variations vanish, and at the final time they coincide, with an otherwise arbitrary variation. That is,

$$\delta q_1(t_i) = \delta q_2(t_i) = 0, \quad q_1(t_f) = q_2(t_f), \quad q_1(t_f) = q_2(t_f). \quad (5)$$

Hence for the variations at the final time the only condition is $\delta q_1(t_f) = \delta q_2(t_f)$. Actually, this variation contains the usual variation, hence in any case leads to the usual Euler-Lagrange equations [48]. Thus, if we denote $L_1 = L(q_1, \dot{q}_1)$ and $L_2 = L(q_2, \dot{q}_2)$, the variation gives

$$\delta S = \int_{t_i}^{t_f} \delta \Lambda(q_1, \dot{q}_1, q_2, \dot{q}_2)dt = \left[ \delta q_1 \left( \frac{\partial L_1}{\partial q_1} + \frac{\partial K}{\partial \dot{q}_1} \right) + \delta q_2 \left( \frac{\partial L_2}{\partial q_2} + \frac{\partial K}{\partial \dot{q}_2} \right) \right]_{t=t_f} \quad + \int_{t_i}^{t_f} \left[ \delta q_1 \left( \frac{d}{dt} \frac{\partial L_1}{\partial q_1} - \frac{\partial L_1}{\partial \dot{q}_1} \right) + \delta q_2 \left( \frac{d}{dt} \frac{\partial L_2}{\partial q_2} - \frac{\partial L_2}{\partial \dot{q}_2} \right) \right] dt. \quad (6)$$

The boundary terms vanish after taking into account the boundary conditions and the antisymmetry of $K$, from which follows

$$\left( \frac{\partial K}{\partial q_1} + \frac{\partial K}{\partial q_2} \right) \bigg|_{q_1=q_2, \dot{q}_1=\dot{q}_2} = 0. \quad (7)$$

Thus, the equations of motion are

$$\frac{\partial \Lambda}{\partial q_1} - \frac{d}{dt} \frac{\partial \Lambda}{\partial \dot{q}_1} = 0, \quad \text{and} \quad \frac{\partial \Lambda}{\partial q_2} - \frac{d}{dt} \frac{\partial \Lambda}{\partial \dot{q}_2} = 0, \quad (8)\quad (9)$$

which can be written as

$$\left( \frac{\partial}{\partial q_1} - \frac{d}{dt} \frac{\partial}{\partial \dot{q}_1} \right) L(q_1, \dot{q}_1) = -(F_K)_1, \quad \text{and} \quad \left( \frac{\partial}{\partial q_2} - \frac{d}{dt} \frac{\partial}{\partial \dot{q}_2} \right) L(q_2, \dot{q}_2) = (F_K)_2. \quad (10)\quad (11)$$
where \((F_K)_1 = \left( \frac{\partial}{\partial q_1} - \frac{d}{dt} \frac{\partial}{\partial q_1' \partial} \right) K(q_1, \dot{q}_1, q_2, \dot{q}_2)\) and \((F_K)_2 = \left( \frac{\partial}{\partial q_2} - \frac{d}{dt} \frac{\partial}{\partial q_2' \partial} \right) K(q_1, \dot{q}_1, q_2, \dot{q}_2)\) are the nonconservative forces.

In terms of Bateman’s or “light cone” variables, which we will call from now on \((q_+, q_-)\), and which are related to the “cartesian” variables by \(q_{\pm} = \frac{1}{2}(q_1 \pm q_2)\), the boundary conditions are

\[
\delta q_{\pm}(t_i) = 0, \quad q_-(t_f) = 0 \quad \text{and} \quad \dot{q}_-(t_f) = 0, \quad (12)
\]

and the equations of motion are

\[
\left( \frac{\partial}{\partial q_{\pm}} - \frac{d}{dt} \frac{\partial}{\partial q_{\pm}'} \right) \Lambda(q_+, q_-, \dot{q}_+, \dot{q}_-) = 0, \quad (13)
\]
i.e.

\[
\left( \frac{\partial}{\partial q_-} - \frac{d}{dt} \frac{\partial}{\partial q_-'} \right) L_- = -(F_K)_- \quad \text{and} \quad (14)
\]
\[
\left( \frac{\partial}{\partial q_+} - \frac{d}{dt} \frac{\partial}{\partial q_+'} \right) L_+ = -(F_K)_+ , \quad (15)
\]

where \(L_+ = L(q_1, \dot{q}_1) - L(q_2, \dot{q}_2) = L(q_+ + q_-, \dot{q}_+ + \dot{q}_-), L_- = -L), \) and \((F_K)_\pm = \left( \frac{\partial}{\partial q_{\pm}} - \frac{d}{dt} \frac{\partial}{\partial q_{\pm}'} \right) K \). Note that \(q_1 \leftrightarrow q_2\) implies \(q_{\pm} \leftrightarrow q_{\pm}, L_- \leftrightarrow -L_\), and \(K \leftrightarrow -K\), hence \(\Lambda \leftrightarrow -\Lambda\). This antisymmetry has the important consequence that \(\Lambda, L_-, K\), and their derivatives with respect to \(q_+\) and \(q_+\), vanish identically when \(q_1(t) = q_2(t)\), i.e. \(q_-(t) = 0\). This means that equation (15) has always the trivial solution \(q_-(t) = 0\). Moreover, in this case, the momentum \(p_-(t) = \frac{d}{dt} q_2\) vanishes as well. Note that the equations of motion are the same if a total derivative \(\frac{d}{dt} f(q_1, q_2)\) is added to the Lagrangian in (14), where \(f(q_1, q_2)\) is antisymmetric.

The preceding approach has been applied mainly to: a) Derivation of effective actions by the inclusion of environmental variables, e.g. harmonic oscillators [38, 40], in this case no nonconservative potential is required; b) Systems subject to dissipative forces like the damped harmonic oscillator, where the starting point is a conservative system, with a nonconservative potential \(K(q_1, q_1, q_2, q_2)\). In both cases the boundary conditions at \(t_f\) in (12) are applied on the solutions of the equations of motion. In the case a) the boundary conditions contribute to the causal consistency of the effective action, and the physically relevant degree of freedom is \(q_+(t)\). In the case b) the boundary conditions lead to the trivial solution \(q_-(t) = 0\), which amounts to the physical limit of Galley [38]. In the present work we will consider only cases of type (b). However, if we are interested on the quantum theory, it is meaningless to set \(q_-(t) = 0\). Thus, although in this paper we consider only classical theory, we will not impose these conditions. We will rather study the consequences of the Euler-Lagrange equations (13). It turns out that, as can be guessed already from Bateman equations of motion, the solutions of the equations of motion for \(q_-\) turn out to be physically meaningless, unless the trivial solution is taken. We show explicitly that in many relevant cases \(q_-\) has always this behaviour.

The formalism of this section can be straightforwardly generalized for any number of degrees of freedom, and for any conservative Lagrangian.

Note that in the conservative limit, i.e. if the nonconservative potential \(K\) is set to zero, equations [8] and [9] describe two identical independent copies of the conservative system. In fact, in this case equations (14) and (15) decouple by the transformation \((q_+, q_-) \rightarrow (q_1, q_2)\).

### III. HAMILTONIAN FORMULATION

If the conservative Lagrangian is \(L(q, \dot{q})\), then its canonical momenta are \(p = \partial L / \partial \dot{q}\) and its Hamiltonian \(H(q, p) = \dot{q}p - L(q, \dot{q})\). Thus for the nonconservative Lagrangian, for consistency with the conservative sector, the convention is that the momenta are [42]

\[
p_1 = \frac{\partial \Lambda}{\partial q_1} = \frac{\partial}{\partial q_1} [L(q_1, \dot{q}_1) + K(q_1, \dot{q}_1, q_2, \dot{q}_2)], \quad (16)
\]
\[
p_2 = -\frac{\partial \Lambda}{\partial q_2} = \frac{\partial}{\partial q_2} [L(q_2, \dot{q}_2) - K(q_1, \dot{q}_1, q_2, \dot{q}_2)]. \quad (17)
\]

Hence the Hamiltonian is

\[
H(q_1, p_1, q_2, p_2) = \dot{q}_1 p_1 - \dot{q}_2 p_2 - \Lambda(q_1, \dot{q}_1, q_2, \dot{q}_2) = 2(\dot{q}_+ p_- - \dot{q}_- p_+) - \Lambda. \quad (18)
\]
This system is regular if \( \det(\partial p_a/\partial \dot{q}_b) \neq 0 \) \((a, b = 1, 2)\), i.e.

\[
\det \left( \begin{array}{cc}
\frac{\partial^2 L(q_1, q_2) + K}{\partial q_1 \partial q_2} & \frac{\partial^2 K}{\partial q_1 \partial q_2} \\
\frac{\partial^2 K}{\partial q_1 \partial q_2} & \frac{\partial^2(L(q_2, q_2) - K)}{\partial q_2 \partial q_2}
\end{array} \right) \neq 0.
\]

In this case, the solutions of the system (16), (17) are in general of the form \( \dot{q}_1 = \dot{q}_1(q_1, p_1, q_2, p_2) \) and \( \dot{q}_2 = \dot{q}_2(q_1, p_1, q_2, p_2) \). Thus, the equations of motion are

\[
\dot{q}_1 = \frac{\partial H}{\partial p_1}, \quad \dot{q}_2 = -\frac{\partial H}{\partial p_2}, \\
\dot{p}_1 = -\frac{\partial H}{\partial q_1}, \quad \dot{p}_2 = \frac{\partial H}{\partial q_2}
\]

which are equivalent to (8) and (9). Thus, the evolution is given by \( \dot{f}(q_1, p_1, q_2, p_2) = \{f, H\} \), where the generalized Poisson brackets are

\[
\{f, g\} = \frac{\partial f}{\partial q_1} \frac{\partial g}{\partial p_1} - \frac{\partial f}{\partial p_1} \frac{\partial g}{\partial q_1} - \left( \frac{\partial f}{\partial q_2} \frac{\partial g}{\partial p_2} - \frac{\partial f}{\partial p_2} \frac{\partial g}{\partial q_2} \right).
\]

Therefore, the nonvanishing Poisson brackets among canonical variables are

\[
\{q_1, p_1\} = 1, \quad \{q_2, p_2\} = -1,
\]

or, in light cone coordinates

\[
\{q_+, p_-\} = \frac{1}{2}, \quad \{q_-, p_+\} = \frac{1}{2},
\]

where

\[
p_{\pm} = \frac{1}{2} \frac{\partial L}{\partial q_{\pm}}.
\]

It is obvious that the transformations of the form \( Q_1 = Q_1(q_1, p_1), P_1 = P_1(q_1, p_1), Q_2 = Q_2(q_2, p_2) \) and \( P_2 = P_2(q_2, p_2) \), which preserve the form of the equations (20) and (21), are canonical transformations in the usual sense.

### IV. NOETHER THEOREM

A characteristic of the Lagrangian descriptions of nonconservative systems, is that the invariances of the equations of motion and of the Lagrangian might not coincide [50], as can happen when the equations of motion differ from the Euler-Lagrange equations by a nonconstant factor. In the present case, the construction of the nonconservative Lagrangian from the conservative Lagrangian plus the nonconservative potential, allows a coincidence of these invariances. Hence the implementation of Noether theorem seems to be meaningful. In Galley [43], starting from the Noether theorem for the conservative system and the nonconservative equations of motion, the violation of the corresponding conservation laws is derived for the nonconservative system.

In the usual case, the Noether theorem can be formulated from a variation of the Lagrangian, as the boundary conditions play no role. If we transform the Lagrangian \( L(q, \dot{q}, t) \) under a time translation \( t \to t + \delta t \) and internal transformations \( \delta \alpha q \), then

\[
\delta L = \delta t \left( \dot{q} \frac{\partial L}{\partial \dot{q}} + \ddot{q} \frac{\partial L}{\partial \ddot{q}} + \frac{\partial L}{\partial t} \right) + \delta \alpha q \frac{\partial L}{\partial q} + \delta \alpha \dot{q} \frac{\partial L}{\partial \dot{q}}
\]

\[
= \frac{d}{dt} \left( \delta \dot{q} \frac{\partial L}{\partial \dot{q}} + \delta \ddot{q} \frac{\partial L}{\partial \ddot{q}} \right) + \left( \delta \dot{q} + \delta \alpha \dot{q} \right) \frac{\partial L}{\partial q} - \frac{d \delta L}{dt} \frac{\partial L}{\partial \dot{q}}.
\]

Further, equating the right hand side of this equation with \( \delta t \frac{\partial L}{\partial t} + \delta \alpha L \) gives

\[
\frac{d}{dt} \left[ \delta \left( \frac{\partial L}{\partial \dot{q}} - L \right) + \delta \alpha q \frac{\partial L}{\partial q} \right] = -\left( \delta \dot{q} + \delta \alpha \dot{q} \right) \left( \frac{\partial L}{\partial q} - \frac{d \partial L}{\partial \dot{q}} \right) - \delta \frac{d \partial L}{dt} + \delta \alpha L,
\]
from which, taking into account the equations of motion and the invariance of the action, Noether theorem follows. In other words, for solutions of the equations of motion, the Hamiltonian and the internal charges satisfy $\frac{d}{dt} \left( \dot{q} \frac{\partial L}{\partial \ddot{q}} - L \right) = - \frac{\partial L}{\partial t}$ and $\frac{d}{dt} (\delta \alpha q \frac{\partial L}{\partial q}) = \delta \alpha L$. Thus, if the Lagrangian does not depend explicitly on time and is invariant under the internal transformations, $H$ and $J$ are conserved quantities. Note that a somewhat different conservation law will follow if $\delta \alpha L$ is a total time derivative.

This result can be applied to the nonconservative action $\Lambda(q_1, q_2, q_2)$, taking into account the equations of motion $L_1 \equiv L(q_1, \dot{q}_1)$ and for $L_2 \equiv L(q_2, \dot{q}_2)$, and taking into account the equations of motion $10$ and $11$, leads to

$$\frac{d}{dt} \left[ \delta t \left( \dot{q}_1 \frac{\partial L_1}{\partial \dot{q}_1} - L_1 \right) + \delta \alpha q_1 \frac{\partial L_1}{\partial q_1} \right] = (\delta t \dot{q}_1 + \delta \alpha q_1)(F_{K1})_1 - \delta t \frac{\partial L_1}{\partial t} + \delta \alpha L_1, \quad (31)$$

$$\frac{d}{dt} \left[ \delta t \left( \dot{q}_2 \frac{\partial L_2}{\partial \dot{q}_2} - L_2 \right) + \delta \alpha q_2 \frac{\partial L_2}{\partial q_2} \right] = -(\delta t \dot{q}_2 + \delta \alpha q_2)(F_{K2})_2 - \delta t \frac{\partial L_2}{\partial t} + \delta \alpha L_2, \quad (32)$$

from which follow

$$\frac{dE_1}{dt} = \frac{d}{dt} \left( \dot{q}_1 \frac{\partial L_1}{\partial \dot{q}_1} - L_1 \right) = \dot{q}_1(F_{K1})_1 - \frac{\partial L_1}{\partial t}, \quad (33)$$

$$\frac{dE_2}{dt} = \frac{d}{dt} \left( \dot{q}_2 \frac{\partial L_2}{\partial \dot{q}_2} - L_2 \right) = -\dot{q}_2(F_{K2})_2 - \frac{\partial L_2}{\partial t}, \quad (34)$$

$$\frac{dJ_{\alpha 1}}{dt} = \frac{d}{dt} (\delta \alpha q_1 \frac{\partial L_1}{\partial q_1}) = \delta \alpha q_1(F_{K1})_1 + \delta \alpha L_1, \quad (35)$$

$$\frac{dJ_{\alpha 2}}{dt} = \frac{d}{dt} (\delta \alpha q_2 \frac{\partial L_2}{\partial q_2}) = -\delta \alpha q_2(F_{K2})_2 + \delta \alpha L_2. \quad (36)$$

It turns out that from these equations follow (28) and (29), as well as equations for the quantities $E = \frac{1}{2}(E_1 + E_2)$ and $J_\alpha = \frac{1}{2}(J_{\alpha 1} + J_{\alpha 2})$. Obviously, if we add (33) and (34), and then (35) and (36), we get

$$2 \frac{dE}{dt} = \frac{d}{dt} \left[ \dot{q}_1 \frac{\partial L_1}{\partial q_1} + \dot{q}_2 \frac{\partial L_2}{\partial q_2} - L(q_1) - L(q_2) \right] = \dot{q}_1(F_{K1})_1 - \dot{q}_2(F_{K2})_2 - \frac{\partial (L_1 + L_2)}{\partial t}, \quad (37)$$

$$2 \frac{dJ_\alpha}{dt} = \frac{d}{dt} \left[ \delta \alpha q_1 \frac{\partial L_1}{\partial q_1} + \delta \alpha q_2 \frac{\partial L_2}{\partial q_2} \right] = \delta \alpha q_1(F_{K1})_1 - \delta \alpha q_2(F_{K2})_2 + \delta \alpha (L_1 + L_2). \quad (38)$$

However, for (28) and (29) is not as simple. We obtain (28) by subtracting (34) from (33), and take into account the identity

$$\dot{q}_1(F_{K1})_1 + \dot{q}_2(F_{K2})_2 = -\frac{d}{dt} \left( \dot{q}_1 \frac{\partial K}{\partial q_1} + \dot{q}_2 \frac{\partial K}{\partial q_2} - K \right) - \frac{\partial K}{\partial t}. \quad (39)$$

Further, (29) is obtained subtracting (36) from (35) and considering the identity

$$\delta \alpha q_1(F_{K1})_1 + \delta \alpha q_2(F_{K2})_2 = -\frac{d}{dt} \left( \delta \alpha q_1 \frac{\partial K}{\partial q_1} + \delta \alpha q_2 \frac{\partial K}{\partial q_2} \right) + \delta \alpha K. \quad (40)$$
From equation (39) follows in particular, that if $K$ is first-degree homogeneous in the velocities and time independent, as happens for the damped harmonic oscillator, the right hand side of (39) vanishes, and

$$H = E_1 - E_2,$$

(41)

which in (7) is identifies with the total energy, as it is constant and the system is closed.

In conclusion, for the symmetries of the conservative system, equations (33)-(36) give the violation of the conservation of the energies and of the charges of the internal symmetries, which otherwise are conserved in the absence of dissipation. Further, equations (33)-(36) are equivalent to (28), (29), (37) and (38), from which follow the violation of the conservation of $E$ (37), and $J$ (38). Moreover, for the Hamiltonian and the nonconservative charges $J_\alpha$, follow $\frac{dE}{dt} = -\frac{\partial K}{\partial \dot{q}_\alpha}$ and $\frac{dJ_\alpha}{dt} = \delta_\alpha K$; hence if $K$ does not depend explicitly on time and is invariant under internal transformations, these quantities are conserved.

From equation (39) follows that for symmetries of the nonconservative Lagrangian that mix $q_1$ and $q_2$, there are conserved quantities $\tilde{J}_\beta$, which do not have correspondence for the conservative system. The quantities $H$, $\tilde{J}$ and $\tilde{J}$ generate the corresponding transformations of the variables of the doubled system, i.e. time translations, internal transformations of the conservative system, and transformations which mix $q_1$ and $q_2$.

All the computations of this section can be straightforwardly generalized for any number of degrees of freedom.

Note that in Galley’s physical limit, (28) and (29) vanish identically due to the antisymmetry of $\Lambda$, and (37) coincides with the corresponding result obtained in [38] for a time independent conservative Lagrangian.

V. EXAMPLES

In this section we discuss some examples, which in general have a physical sector with dissipation, and an unphysical sector, with unbounded increasing energy for nontrivial solutions. These two sectors are described in light cone coordinates, $q_+$ for the physical sector, and $q_-$ for the unphysical one. As remarked after equation (49), the equations of motion for the unphysical sector have always the trivial solution $q_-(t) = 0$.

A. Linear dissipative forces

Let us first consider an action with an arbitrary conservative potential, $L = \frac{m}{2} q^2 - V(q)$, and a nonconservative potential which corresponds to a force linear in velocity, acting opposite to it [38]

$$K(q_1, \dot{q}_1, q_2, \dot{q}_2) = -\frac{c}{2} (q_1 \dot{q}_2 - q_2 \dot{q}_1) = -c (q_- \dot{q}_+ - q_+ \dot{q}_-),$$

(42)

where $q$ can be an $n$-dimensional vector and the products $SO(n)$ invariant. In the following we will consider $n = 1$, unless otherwise stated. Hence the nonconservative Lagrangian is

$$\Lambda(q_1, q_2, \dot{q}_1, \dot{q}_2) = \frac{m}{2} (\dot{q}_1^2 - \dot{q}_2^2) - V(q_1) + V(q_2) - \frac{c}{2} (q_1 \dot{q}_2 - q_2 \dot{q}_1)$$

$$= 2m \dot{q}_- \dot{q}_+ - V(q_+ + q_-) + V(q_+ - q_-) - c (q_- \dot{q}_+ - q_+ \dot{q}_-).$$

(43)

This Lagrangian is invariant under time translations and depending on the form of the potential $V(q)$, it could have other symmetries. In particular, the kinetic term and the nonconservative potential have an $SO(1,1)$ symmetry [44]

$$\delta q_1 = \eta q_2, \quad \delta q_2 = \eta q_1,$$

(44)

i.e. $q_+ = e^{\pm \eta} q_\mp$. If the potential $V(q)$ is invariant under translations $\delta q_1 = a_1$ and $\delta q_2 = a_2$, the Lagrangian transforms by a total derivative. The canonical momenta (16) and (17) are $p_1 = m\dot{q}_1 + \frac{c}{2} \dot{q}_2$ and $p_2 = m\dot{q}_2 + \frac{c}{2} q_1$ or $p_\pm = m\dot{q}_\pm + \frac{c}{2} q_\pm$. The Hamiltonian is $H = \frac{1}{2m} (p_1 - \frac{c}{2} q_2)^2 - \frac{1}{2m} (p_2 - \frac{c}{2} q_1)^2 + V(q_1) - V(q_2)$, and can be written also as

$$H = \frac{q}{m} \left( p_+ - \frac{c}{2} q_+ \right) \left( p_- + \frac{c}{2} q_- \right) + V(q_+ + q_-) - V(q_+ - q_-).$$

(45)

The nonconservative forces are $(F_K)_1 = -c q_2$ and $(F_K)_2 = c \dot{q}_1$. From Noether theorem the energies $E_1 = \frac{m}{2} q_1^2 + V(q_1)$ and $E_2 = \frac{m}{2} q_2^2 + V(q_2)$ satisfy $\frac{dE_1}{dt} = \frac{dE_2}{dt} = -c \dot{q}_1 \dot{q}_2$, consistently with the Hamiltonian given by (11). The sum of these energies is $E = \frac{1}{2} \left( E_1 + E_2 \right) = E_+ + E_- + \frac{1}{2} \left[ V(q_1) + V(q_2) \right]$, where

$$E_\pm = \frac{1}{2m} \left( p_\pm + \frac{c}{2} q_\pm \right)^2.$$

(46)
If the potential is invariant under translations, then from (35) and (36), the momenta of the conservative theory $P_1 = m\dot{q}_1 = p_1 - \frac{c}{2}q_2$ and $P_2 = m\dot{q}_2 = p_2 - \frac{c}{2}q_1$ satisfy $\frac{dp_1}{dt} = -c\dot{q}_2$ and $\frac{dp_2}{dt} = -c\dot{q}_1$; hence $\frac{dt}{d\tau}(p_1 + \frac{c}{2}q_2) = 0$ and $\frac{dt}{d\tau}(p_2 + \frac{c}{2}q_1) = 0$. The last conserved quantities generate the phase space translations $\delta q_1 = a_1$, $\delta q_2 = a_2$, $\delta p_1 = \frac{c}{2}a_2$, and $\delta p_2 = \frac{c}{2}a_1$. Subtracting the equations satisfied by $P_1$ and $P_2$, we get the conservation equation for the generator of translations

$$P = P_1 - P_2 - c(q_1 - q_2) = p_1 - p_2 - \frac{c}{2}(q_1 - q_2). \quad (47)$$

The equations of motion are

$$m\ddot{q}_+ + 2c\dot{q}_+ - \frac{\partial}{\partial q_-}[V(q_+ + q_-) - V(q_+ - q_-)] = 0, \quad (48)$$

$$m\ddot{q}_- - 2c\dot{q}_- - \frac{\partial}{\partial q_+}[V(q_+ + q_-) - V(q_+ - q_-)] = 0. \quad (49)$$

The second equation contains a force with the opposite sign as the first equation, i.e. for $c > 0$ it acts in the same direction as the velocity.

### 1. Free motion

For the free particle with dissipation (42), the nonconservative action is

$$A(q_1, q_2, \dot{q}_1, \dot{q}_2) = \frac{m}{2}(\dot{q}_1^2 - \dot{q}_2^2) - \frac{c}{2}(q_1\dot{q}_2 - q_2\dot{q}_1)$$

$$= 2m \left[ q_+\dot{q}_- - \frac{c}{2m}(q_-\dot{q}_+ - q_+\dot{q}_-) \right]. \quad (50)$$

This action is invariant under time translations, under $SO(1,1)$ transformations (44), and under translations it transforms by a total time derivative. It is also invariant under the PT transformation $(q_+, q_-) \rightarrow (q_-, -q_+, -t)$. The canonical momenta (10) and (17) are $p_1 = m\dot{q}_1 + \frac{c}{2}q_2$ and $p_2 = m\dot{q}_2 + \frac{c}{2}q_1$, and the Hamiltonian is (43). From Noether theorem there are four quantities, from (33) and (34) the energies $E_1$ and $E_2$, and from (35) and (36) the momenta $P_1$ and $P_2$, which are related to the Hamiltonian (28) and to the generator of translations (17). The conserved generator of $SO(1,1)$, (29), is

$$\mathcal{J} = \dot{q}_1p_2 - \dot{q}_2p_1 = 2(q_-\dot{p}_+ - q_+\dot{p}_-). \quad (51)$$

The $SO(1,1)$ invariance has the consequence that $E = \frac{1}{2}(E_1 + E_2)$ decomposes as $E = E_+ + E_-$, where $E_\pm$ are given by (40). The equations of motion are $\dot{q}_\pm \pm c\dot{q}_\mp = 0$, with solutions $q_\pm(t) = \pm e^{\pm ct}v_\pm(0)(1 - e^{\mp ct}) + q_\pm(0)$. For $c > 0$ the solution for $q_-$ is physically meaningless as its velocity and energy increase exponentially $\dot{q}_-(t) = v_-(0)e^{ct}$, unless the trivial solution is taken, in which case $E = \frac{m}{2}(2\dot{q}_+^2(0)e^{-ct})$. An application of this case is a particle constrained to move on a circle, with fixed radius $R$. The conservative Lagrangian is $L = \frac{mR^2}{2}\dot{\theta}^2$, and $K(\theta_1, \dot{\theta}_1, \theta_2, \dot{\theta}_2) = -\frac{mR^2}{2}(\theta_1\dot{\theta}_2 - \theta_2\dot{\theta}_1)$.

### 2. Free fall

The nonconservative Lagrangian is

$$A(q_1, q_2, \dot{q}_1, \dot{q}_2) = \frac{m}{2}(\dot{q}_1^2 - \dot{q}_2^2) + mg(q_1 - q_2) - \frac{c}{2}(q_1\dot{q}_2 - q_2\dot{q}_1)$$

$$= 2m \left[ q_+\dot{q}_- + gq_- - \frac{c}{2m}(q_-\dot{q}_+ - q_+\dot{q}_-) \right]. \quad (52)$$

This action is invariant under time and position translations, the last up to a total time derivative. The Hamiltonian is $H = \frac{2}{m}(p_+ - \frac{c}{2}q_+) (p_- + \frac{c}{2}q_-) - 2m\dot{q}_-g\dot{q}_-$, and $E = E_+ + E_- - m\dot{g}q_+$, where $E_\pm$ are given by (40). The equations of motion are

$$m\ddot{q}_+ + 2c\dot{q}_+ + 2mg = 0, \quad (53)$$

$$m\ddot{q}_- - 2c\dot{q}_- = 0. \quad (54)$$

Thus, $q_+(t) = \frac{m}{c}[v_+(0) + \frac{mg}{c}](1 - e^{-\frac{ct}{m}}) - \frac{mg}{c}t + q_+(0)$. For $q_-(t)$ we get the free case of previous section, hence its consistent solution is $q_-(t) = 0$. 
3. Damped oscillator

The conservative Lagrangian is \( L(q, \dot{q}) = \frac{m}{2}(\dot{q}^2 - \omega^2q^2) \) and the nonconservative potential is \( (42) \). Thus

\[
\Lambda(q_1, q_2, \dot{q}_1, \dot{q}_2) = \frac{m}{2}(q_1^2 - \dot{q}_1^2) - \omega^2(q_2^2 - \dot{q}_2^2) - \frac{c}{2}(q_1\dot{q}_2 - q_2\dot{q}_1)
\]

\[
= 2m \left[ \dot{q}+\dot{q}_- - \omega^2 q_+q_- - \frac{c}{2m} (q_+\dot{q}_+ - q_-\dot{q}_-) \right].
\]

(55)

This action is invariant under time translations, under \( SO(1,1) \) transformations \( \delta q_1 = \eta q_2 \) and \( \delta q_2 = \eta q_1 \), and under the PT transformation \( (q_+, q_-) \to (q_-, q_+, -t) \). This Lagrangian has been proposed by Bateman [12]. The canonical momenta \( (16) \) and \( (17) \) are \( p_1 = mq_1 + \frac{c}{2}q_2 \) and \( p_2 = mq_2 + \frac{c}{2}q_1 \), and the Hamiltonian is

\[
H = \frac{1}{2m} (p_1^2 - p_2^2) + \frac{m\omega^2}{2} (q_1^2 - q_2^2) + \frac{c}{2m} (q_1p_2 - q_2p_1)
\]

\[
= \frac{2}{m} p_+p_- + 2m\omega^2 q_+q_- + \frac{c}{m} (p_+q_--p_-q_+),
\]

(56)

where \( \omega^2 = \omega^2 - \frac{c^2}{4m} \). The conserved quantities which correspond to the two invariances of the nonconservative action are the Hamiltonian, and the generator of \( SO(1,1) \) transformations \( \hat{J} \). Further, the energies from the equations \( (33) \) and \( (33) \) are \( E_1 = \frac{m}{2}q_1^2 + \frac{m\omega^2}{2} q_1^2 = \frac{1}{2m} p_1^2 + \frac{m\omega^2}{2} q_1^2 + \frac{c^2}{8m} q_2^2 - \frac{c}{2m} q_2 p_1 \) and \( E_2 = \frac{m}{2}q_2^2 + \frac{m\omega^2}{2} q_2^2 = \frac{1}{2m} p_2^2 + \frac{m\omega^2}{2} q_2^2 + \frac{c^2}{8m} q_1^2 - \frac{c}{2m} q_1 p_2 \), from which can be obtained \( H = E_1 - E_2 \), and \( E = \frac{1}{2} (E_1 + E_2) \) can be written as

\[
E = \frac{1}{4m} (p_1^2 + p_2^2) + \frac{m\omega^2}{4} (q_1^2 + q_2^2) - \frac{c}{4m} (q_1p_2 + q_2p_1),
\]

(57)

and satisfies \( \frac{dE}{dt} = -2cq_1q_2 \). As for the free case, due to the \( SO(1,1) \) symmetry, in light cone coordinates \( \tilde{\mathbf{q}} \) decomposes as \( E = E_+ + E_- \), where

\[
E_\pm = \frac{1}{2m} p_\pm^2 + \frac{m\omega^2}{2} q_\mp^2 + \frac{c}{2m} p_\pm q_\mp,
\]

(58)

and \( \omega_\pm^2 = \omega_0^2 + \frac{c^2}{2m^2} \).

Computing the Poisson brackets \( (22) \) of these quantities, it can be seen that there are four basic quantities \( H, \hat{J}, E_+ \) and \( E_- \), which satisfy \( \{H, \hat{J}\} = 0, \{\hat{J}, E_\pm\} = \pm2E_\pm \), and

\[
\{E_+, E_-\} = -\frac{1}{4} \left( \omega_+^2 + \frac{c^2}{4m^2} \right) \hat{J} + \frac{c}{2m} \left( -\frac{1}{m} p_+p_- + m\omega^2 x_+x_- \right).
\]

(59)

Actually, there is an \( SO(1,2) \) algebra generated by \( \hat{J} \) and \( E_0^\pm = \frac{1}{2m} (p_\pm^2 \pm p_\mp^2) + \frac{m\omega^2}{2} (q_\pm^2 \mp q_\mp^2) \), i.e. \( \{\hat{J}, E_0^\pm\} = 2E_0^\mp \) and \( \{E_0^\pm, E_0^\mp\} = \frac{1}{2} \omega_0^2 \hat{J} \). If we make the substitution \( \omega_+ \to \omega_- \) in this algebra, we obtain the algebra of Feshbach and Tikchinsky [51], see also \( [36] \). The Hamiltonian can be decomposed as \( H = H_0 + \frac{c}{2m} \hat{J} \), where \( H_0 = \frac{2}{m} p_+p_- + 2m\omega^2 q_+q_- \) generates phase space \( SO(2) \) transformations \( \{H_0, q_\pm\} = -\frac{1}{m} p_\pm, \{H_0, p_\pm\} = m\omega^2 q_\pm \).

Note that the Hamiltonian and \( (57) \) satisfy \( \{H, q_\pm\} = \frac{1}{m} (p_\pm \mp \xi q_\pm), \{H, p_\pm\} = -\frac{1}{2} (\pm \xi p_\mp + 2m\omega^2 q_\pm), \) and \( \{E, q_\pm\} = \frac{1}{2m} (p_\pm \mp \xi q_\pm), \{E, p_\pm\} = -\frac{1}{2} (\pm \xi p_\mp + 2m\omega^2 q_\pm) \).

Further, in terms of expanding coordinates \( 52, \) we write \( q_\pm(t) = e^{\mp \frac{c}{4m^2} t} p_\pm, \) and the equations of motion \( \dot{q}_\pm = \pm \frac{c}{4m^2} p_\pm \) and \( \omega^2 q_\pm = 0 \) becomes \( \dot{p}_\pm + \omega^2 p_\pm = 0. \) Hence

\[
q_\pm(t) = e^{\mp \frac{c}{4m^2} t} \left( A_\pm e^{i\omega t} + B_\pm e^{-i\omega t} \right) \quad \text{if} \quad \omega^2 > \frac{c^2}{4m^2},
\]

\[
q_\pm(t) = e^{\mp \frac{c}{4m^2} t} \left( A_\pm + B_\pm t \right) \quad \text{if} \quad \omega^2 = \frac{c^2}{4m^2},
\]

\[
q_\pm(t) = e^{\mp \frac{c}{4m^2} t} \left( A_\pm e^{it} + B_\pm e^{-it} \right) \quad \text{if} \quad \omega^2 < \frac{c^2}{4m^2},
\]

(60)

where \( \theta^2 = \frac{c^2}{2m^2} - \omega^2 \). Thus \( q_+(t) \) always describes a physical, decaying solution, unlike the case of \( q_-(t) \), whose velocity increases exponentially.
4. Central forces

Consider two particles of masses $m_1$ and $m_2$, with position vectors $\vec{x}$ and $\vec{y}$, and which interact by a central potential $V(|\vec{x} - \vec{y}|)$. A rotational invariant nonconservative potential, which corresponds to independent dissipative forces for these particles is

$$K(\vec{x}_1, \vec{x}_2, \vec{y}_1, \vec{y}_2, \vec{x}_2, \vec{y}_1, \vec{y}_2) = -\frac{c_1}{2}(\vec{x}_1 \cdot \vec{x}_2 - \vec{x}_2 \cdot \vec{x}_1) - \frac{c_2}{2}(\vec{y}_1 \cdot \vec{y}_2 - \vec{y}_2 \cdot \vec{y}_1).$$  \hspace{1cm} (61)

In the center of mass coordinates $\vec{r}_1 = \vec{x}_1 - \vec{y}_1$, $\vec{r}_2 = \vec{y}_2 - \vec{x}_2$, $\vec{R}_1 = \frac{1}{M}(m_1 \vec{x}_1 + m_2 \vec{y}_1)$, and $\vec{R}_2 = \frac{1}{M}(m_1 \vec{x}_2 + m_2 \vec{y}_2)$, where $M = m_1 + m_2$ is the total mass, (61) becomes

$$K = -\frac{c_1 + c_2}{2}(\vec{R}_1 \cdot \vec{R}_2 - \vec{R}_2 \cdot \vec{R}_1) - \frac{c_1 m_2^2 + c_2 m_1^2}{2M}(\dot{\vec{r}}_2 - \dot{\vec{r}}_1),$$

$$= \frac{c_1 m_2 - c_2 m_1}{2M}(\vec{R}_1 \dot{\vec{r}}_2 - \vec{R}_2 \dot{\vec{r}}_1 + \vec{r}_1 \ddot{\vec{R}}_2 - \vec{r}_2 \ddot{\vec{R}}_1).$$  \hspace{1cm} (62)

Thus, if we set $c_1 m_2 - c_2 m_1 = 0$, the center of mass decouples, and the nonconservative Lagrangian is $\Lambda = \Lambda_R + \Lambda_r$, where $\Lambda_R = \frac{M}{2}(\vec{R}_1^2 - \vec{R}_2^2) - \frac{c_1 + c_2}{2}(\vec{R}_1 \cdot \vec{R}_2 - \vec{R}_2 \cdot \vec{R}_1)$ represents the free particle of Section (V.A.1) and $\Lambda_r$ corresponds to the case analyzed at the beginning of this section, with a central potential. The nonconservative Lagrangian is

$$\Lambda_r = \frac{\mu}{2}(\dot{\vec{r}}_1^2 - \dot{\vec{r}}_2^2) - V(r_1) + V(r_2) - \frac{c}{2}(\vec{r}_1 \cdot \vec{r}_2 - \vec{r}_2 \cdot \vec{r}_1),$$

$$= 2\mu \dot{r}_+ \dot{r}_- - V(|\vec{r}_+ + \vec{r}_-|) + V(|\vec{r}_+ - \vec{r}_-|) - c \left(\vec{r}_- \cdot \dot{\vec{r}}_+ - \vec{r}_+ \cdot \dot{\vec{r}}_-\right),$$  \hspace{1cm} (63)

where $\mu$ is the reduced mass, $c = \frac{c_1 m_2}{M}$, and $\vec{r}_\pm = \frac{1}{2}(\vec{r}_1 \pm \vec{r}_2)$. In fact, we could have considered (63) as a starting point for central forces. The canonical momenta are $\vec{p}_1 = \mu \dot{\vec{r}}_1 + \frac{c}{2} \vec{r}_2$ and $\vec{p}_2 = \mu \dot{\vec{r}}_2 + \frac{c}{2} \vec{r}_1$, and the Hamiltonian

$$H = \frac{1}{2\mu}(\vec{p}_1^2 - \vec{p}_2^2) + \frac{c}{2\mu}(\vec{r}_1 \cdot \vec{p}_2 - \vec{r}_2 \cdot \vec{p}_1) + V(r_1) - V(r_2) - \frac{c^2}{8\mu}(r_1^2 - r_2^2).$$  \hspace{1cm} (64)

The Lagrangian (63) is invariant under rotations, $\delta_\alpha(r_1)_i = \epsilon_{ijk} \alpha_j (r_1)_k$ and $\delta_\alpha(r_2)_i = \epsilon_{ijk} \alpha_j (r_2)_k$. From Noether theorem we get the energies $E_1 = \frac{d}{dt}(\vec{p}_1 - \frac{c}{2} \vec{r}_2) + V(r_1)$, and $E_2 = \frac{d}{dt}(\vec{p}_2 - \frac{c}{2} \vec{r}_1) + V(r_2)$, which satisfy $\frac{dE_1}{dt} = \frac{dE_2}{dt} = -c \dot{\vec{r}}_1 \dot{\vec{r}}_2$. The energy (63) can be written as $E = E_+ + E_- + \frac{1}{4}[V(r_1) + V(r_2)]$, where $E_\pm = \frac{1}{2m}(\vec{p}_\pm + \frac{c}{2} \vec{r}_\pm)^2$. From (63) and (66) we get the angular momenta $\vec{J}_1 = \mu(\vec{r}_1 \times \vec{r}_1)$ and $\vec{J}_2 = \mu(\vec{r}_2 \times \vec{r}_2)$, which satisfy $\frac{d\vec{J}}{dt} = -c \mu (\vec{r}_1 \times \vec{r}_2)$ and $\frac{d\vec{J}_\pm}{dt} = c \mu (\vec{r}_1 \times \vec{r}_1)$. Thus, the angular momentum $\vec{J} = \frac{1}{2}(\vec{J}_1 + \vec{J}_2)$ and the conserved generator of rotations $\vec{J} = \vec{J}_1 - \vec{J}_2$ are

$$\vec{J} = \frac{1}{2} (\vec{r}_1 \times \vec{p}_1 + \vec{r}_2 \times \vec{p}_2) = 2(\vec{r}_+ \times \vec{p}_+ + \vec{r}_- \times \vec{p}_-),$$  \hspace{1cm} (65)

$$\vec{J} = \vec{r}_1 \times \vec{p}_1 - \vec{r}_2 \times \vec{p}_2 = 2(\vec{r}_- \times \vec{p}_+ + \vec{r}_+ \times \vec{p}_-).$$  \hspace{1cm} (66)

The angular momentum satisfies $\frac{d\vec{J}}{dt} = -\frac{c}{2\mu}(\vec{r}_1 \times \vec{r}_2 - \vec{r}_2 \times \vec{r}_1) = -\frac{c}{2\mu}(\vec{r}_1 \times \vec{p}_+ - \vec{r}_2 \times \vec{p}_-)$. We could have considered the rotations of $\vec{r}_1$ and $\vec{r}_2$ with independent parameters, i.e. $\delta(r_1)_i = \epsilon_{ijk} (\alpha_j (r_1)_k$ and $\delta(r_2)_i = \epsilon_{ijk} (\alpha_j (r_2)_k)$. In this case the nonconservative potential $K$ is not invariant, and there are no conserved generators for these rotations.

The equations of motion are

$$\dot{\vec{r}}_\pm \pm \frac{c}{\mu} \vec{p}_\pm + \frac{1}{2\mu} \left\{ \frac{V'(r_1)}{r_1} \pm \frac{V'(r_2)}{r_2} \right\} \vec{r}_\pm + \frac{V'(r_1)}{r_1} \pm \frac{V'(r_2)}{r_2} \vec{r}_\pm = 0.$$  \hspace{1cm} (67)

Considering the unphysical dissipative force in the equation of $\vec{r}_-$, its consistent solution is $\vec{r}_-(t) = \vec{0}$, from which follows $\vec{r}_1(t) = \vec{r}_2(t)$, and if we define $\vec{r}(t) = \vec{r}_+(t)$, then it satisfies

$$\dot{\vec{r}} + \frac{c}{\mu} \vec{p} + \frac{1}{\mu} \frac{V'(r)}{r} \vec{r} = 0.$$  \hspace{1cm} (68)

In this case the total angular momentum (65) becomes $\vec{J} = 2\vec{r}_+ \times \vec{p}_+$, and satisfies $\frac{d\vec{J}}{dt} = -\frac{c}{2m} \vec{J}$, hence $\vec{J}(t) = \vec{J}_0 e^{-\frac{ct}{2m}}$ the motion taking place on a plane, with exponentially decreasing angular velocity.
B. Nonlinear dissipation

Consider a particle with a nonlinear nonconservative potential

\[ K = -q\kappa(q_+, \dot{q}_+)\dot{q}_+, \]  

(69)

where

\[ \kappa(q_+, \dot{q}_+) = c_1(q_+) + c_2(q_+)|\dot{q}_+| + \cdots + c_n(q_+)|\dot{q}_+|^{n-1}. \]  

(70)

The nonconservative Lagrangian is

\[ \Lambda(q_1, q_2, \dot{q}_1, \dot{q}_2) = 2m\dot{q}_+ \dot{q}_- - V(q_+ + q_-) + V(q_+ - q_-) - q_-\kappa(q_+, \dot{q}_+). \]  

(71)

The momenta are \( p_+ = m\dot{q}_+ \), and \( p_- = m\dot{q}_- - \frac{k}{2}q_-(c_1 + 2c_2|\dot{q}_+|^{2} + \cdots + nc_n|\dot{q}_+|^{n-1}) \). Thus \( \dot{q}_+ = \frac{1}{m}p_+ \), and \( \dot{q}_- = \frac{1}{m}p_- + \frac{k}{2m}q_- (c_1 + \frac{2c_2}{m}|p_+| + \cdots + \frac{n}{m^{n-1}}|p_+|^{n-1}) \), hence the Lagrangian is regular. For a free particle, i.e., with vanishing conservative potential \( V \), the Lagrangian is invariant under \( q_+ \) translations.

The equations of motion are

\[ \ddot{q}_+ + \frac{1}{2m} (c_1 + c_2|\dot{q}_+| + \cdots + c_n|\dot{q}_+|^{n-1}) \dot{q}_+ = 0, \]  

(72)

and for constant \( c_1, \ldots, c_n \)

\[ \ddot{q}_- - \frac{1}{2m} (c_1 + 2c_2|\dot{q}_+| + \cdots + nc_n|\dot{q}_+|^{n-1}) \dot{q}_- - \frac{1}{2m} [2c_2 + 6c_3|\dot{q}_+| \cdots + n(n-1)c_n|\dot{q}_+|^{n-2}] \dot{\dot{q}}_+ \dot{\dot{q}}_+ = 0. \]  

(73)

Thus, the equation of \( q_+ \) decouples. Otherwise, considering that the velocity \( \dot{q}_+ (t) \) and the acceleration \( \ddot{q}_+(t) \) tend to zero due to the dissipation, the interaction terms in (73) can be treated perturbatively with respect to the term \( -\frac{k}{2m} \dot{q}_- \). In this case, the zeroth order solution for \( q_- (t) \) is the free particle with linear dissipation, hence the trivial solution must be considered for it as previously shown, and in consequence the perturbed solution will be also the trivial one. For \( n = 2 \), with \( c_1 \) and \( c_2 \) constant, the Hamiltonian and the energy are

\[ H = \frac{2}{m}p_+ p_- + \frac{1}{m}q_- (c_1 + \frac{c_2}{m}p_+) p_+, \]  

(74)

\[ E = \frac{1}{2m}p_+^2 + \frac{1}{m} (p_- + \frac{1}{2}q_- (c_1 + \frac{2c_2}{m}|p_+|^2))^2. \]  

(75)

The equations of motion are

\[ \ddot{q}_+ + \frac{c_1}{2m} \dot{q}_+ + \frac{c_2}{2m} |\dot{q}_+| \dot{q}_+ = 0, \]  

(76)

\[ \ddot{q}_- - \frac{c_1}{2m} \left( 1 + \frac{2c_2}{c_1} \dot{q}_+ \right) \dot{q}_- - \frac{c_2}{m} \dot{\dot{q}}_+ \dot{q}_+ = 0, \]  

(77)

with solution for \( q_+ \)

\[ q_+(t) = q_+(0) + \frac{2m}{c_2} \log \left[ 1 + \frac{c_2}{c_1} v_+(0) \left( 1 - e^{-\frac{2m}{c_2}} \right) \right], \]  

(78)

and for \( q_- \)

\[ q_-(t) = \left[ 1 + \frac{c_2}{c_1} v_+(0) \left( 1 - e^{-\frac{2m}{c_2}} \right) \right] \left\{ q_-(0) + \frac{1}{c_1} [c_2 v_+(0) q_-(0) - 2mv_-(0)] \left( 1 - e^{\frac{2m}{c_2}} \right) \right\}, \]  

(79)
which is unphysical, unless the factor of $e^{\frac{\kappa t}{2}}$ vanishes, i.e. the initial velocity of $q_-$ is related to its initial position by $v_-(0) = \frac{c_1}{2m} q_+(0) q_-(0)$. However, this solution is proportional to $q_-(0)$, i.e. if the scale of this parameter is set so that it is at the null point $q_-(0) = 0$, we have the trivial solution. In order to avoid this meaningless behavior, which is due to the lack of invariance of (71) under $q_-$ translations, the trivial solution must be considered, as in the previous cases.

In the case of purely quadratic forces, i.e. $c_1 = 0$, (78) and (79) become

$$q_+(t) = q_+(0) + \frac{2m}{c_2} \log \left[1 + \frac{c_2}{2m} v_+(0)t\right].$$

and a uniformly accelerated motion for $q_-$

$$q_-(t) = q_-(0) + v_-(0)t - \frac{c_2}{4m^2} \left[c_2 v_+(0) q_-(0) - 2mv_-^2(0)\right] v_+(0)t^2.$$

This solution is unphysical, unless the velocity $v_-(0)$ satisfies the same condition as in the preceding case, with the same shortcoming of being proportional to $q_-(0)$.

If a constant force (free fall) is added to the previous case, the nonconservative Lagrangian becomes

$$\Lambda(q_1, q_2, \dot{q}_1, \dot{q}_2) = 2m\dot{q}_+ \dot{q}_- + 2mgq_- - q_- \kappa(q_+, \dot{q}_+) \dot{q}_+.$$

Thus, only the equation for $q_+$ is modified $\ddot{q}_+ - 2mg + \frac{c_1}{2m} \ddot{q}_+ + \frac{c_2}{2m} \dot{q}_+ \dot{q}_+ = 0$, with solution

$$q_+(t) = a_1 - \frac{c_1}{2c_2} t + \frac{2m}{c_2} \log \left\{\cosh \left[\frac{c_1}{2} \sqrt{1 + \frac{mgc_2}{c_1}} \left(a_2 + \frac{1}{2m} t\right)\right]\right\},$$

where $a_1$ and $a_2$ are integration constants. Consistently, the velocity of the particle becomes constant after a while. In this case the equation for $q_-$ cannot be solved analytically but a numerical inspection shows that in general is has an unphysical behavior.

VI. CONCLUSIONS

We have studied the doubled variable Lagrange formulation for systems that are not conservative due the action of dissipative forces, that can be modeled by a nonconservative potential, bearing in mind two aspects relevant for quantization as follows. First, Noether theorem as the association of conservation laws to symmetries of the system, considering that in this case there are symmetries of the original conservative system, as well as symmetries of the nonconservative potential. Secondly, the consideration of all the degrees of freedom as contributing to the physical dynamics of the system. Thus, there are conserved quantities that generate the exact symmetries of the nonconservative Lagrangian, e.g. the Hamiltonian which generates time translations, as well as nonconserved quantities, which are conserved in the absence of the dissipative forces, energy, angular momentum, etc. The nonconserved quantities have the same expressions in configuration space as in the conservative theory, and appear in doubled versions, corresponding to each type of variables. From the equations satisfied by the nonconserved quantities follow the conservation equations of the symmetry generators of the nonconservative system, in particular the Hamiltonian. Additionally there are conserved quantities for the symmetries that mix both types of variables and which have no correspondence for the conservative system. In the example of the damped harmonic oscillator, the conserved current of the $SO(1, 1)$ symmetry of the action is one of the generators of the $SO(1, 2)$ algebra of Feshbach and Tikochinsky [51], and the other two generators are related to the energies [58]. Regarding the second aspect considered in this paper, the two sectors of the system appear to divide in one physical sector, with physically consistent solutions, and another one which has unphysical solutions, i.e. solutions whose energy increases steadily. In the absence of external forces, which would contribute to the equations of motion by inhomogeneous terms, this second sector has always the trivial solution. Moreover, at least for nonlinear dissipative forces, under specific conditions, this sector ostensibly contains physically meaningful solutions, which however are shown to be inconsistent. We considered various examples, and analyzed them from the point of view of this paper. For most of them there are analytical solutions in both sectors. For linear dissipation we considered the free motion, the free fall, the harmonic oscillator, central forces, and for nonlinear dissipation the free motion. Regarding central forces in three dimensions, we considered two particles with a rotational invariant nonconservative Lagrangian. It turns out that if the dissipation constants and masses are suitably related, the center of mass decouples from the relative motion, the last having a nonconservative Lagrangian with a central potential and a dissipative force. Further, taking the trivial solution for the unphysical sector leads to the usual picture, with the direction of rotation conserved, and a damped angular momentum magnitude. For
nonlinear dissipation we considered a somewhat general case, formulated in such a way that the equation for the physical sector decouples from the unphysical sector, and for the quadratic case we considered a free particle and a particle under free fall.
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