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Abstract. The parallel time of a population protocol is defined as the average number of required interactions that an agent in the protocol participates, i.e., the quotient between the total number of interactions required by the protocol and the total number \( n \) of agents, or just roughly the number of required rounds with \( n \) interactions. This naming triggers an intuition that at least on the average a round of \( n \) interactions can be implemented in \( O(1) \) parallel steps. We show that when the transition function of a population protocol is treated as a black box then the expected maximum number of parallel steps necessary to implement a round of \( n \) interactions is \( \Omega\left(\frac{\log n}{\log \log n}\right) \). We also provide a combinatorial argument for a matching upper bound on the number of parallel steps in the average case under additional assumptions.

1 Introduction

In this paper we consider the model of probabilistic population protocols. It was originally intended to model large systems of agents with limited resources [1]. In this model, the agents are prompted to interact with one another towards a solution of a common task. The execution of a protocol in this model is a sequence of pairwise interactions between agents chosen uniformly at random [1,4,8]. During an interaction, each of the two agents, called the \textit{initiator} and the \textit{responder} (the asymmetry assumed in [1]), updates its state in response to the observed state of the other agent following the predefined (global) transition function. The efficiency of population protocols is typically expressed in terms of the number of states used by agents and the number of interactions required by solutions (e.g., with high probability (w.h.p.) or in the expectation).
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There is a vast literature on population protocols, especially for such basic problems as majority and leader election [4,5,8,10].

In the literature on population protocols [4,8,10], the concept of parallel time, which is the number of required interactions divided by the number \( n \) of agents, is widely spread. In other words, one divides the sequence of interactions in an execution of a population protocol into consecutive subsequences of \( n \) interactions called rounds. Then one estimates the expected number of required rounds or the number of required rounds w.h.p.

Population protocols for any non-trivial problem require \( \Omega(\log n) \) interactions [8]. Hence, the expressions resulting from dividing those on the number of interactions by \( n \) are not only simpler but also more focused on the essentials. Fast population protocols are commonly identified with those having poly-logarithmic parallel time. Also, for example, when improving a polynomial upper bound on the number of interactions to \( O(n \log n) \), one can refer to the improvement as an exponential one in terms of the parallel time, which sounds impressive.

Clearly, the average number of interactions that an agent takes part is a lower bound on the actual parallel time when the transition function of a population protocol is a black box. However, calling this trivial lower bound for parallel time may mislead readers not familiar with or not recalling the definition. They may start to believe that by the random choice of a pair of agents for each interaction in a round, there should be a lot of independent interactions in the round that could be implemented in parallel. Consequently, they could believe that the whole protocol could be implemented in parallel in time proportional to the number of rounds. Unfortunately, this intuition appears too optimistic.

It is obvious that one can construct a sequence of \( n \) interactions that requires \( n \) parallel steps when the transition function of a population protocol is treated as a black box. More importantly, we show that the expected maximum length of a dependency chain of interactions in a single round of \( n \) interactions is \( \Theta(\frac{\log n}{\log \log n}) \). The lower bound implies that when the transition function is treated as black box and the update of the states of interacting agents requires \( \Omega(1) \) time steps then the expected maximum number of parallel steps necessary to implement a round of \( n \) interactions is \( \Omega(\frac{\log n}{\log \log n}) \). The upper bound opens for the possibility of a matching, fast parallel implementation of a single round of \( n \) interactions in the average case under additional assumptions.
2 A Lower Bound on Expected Parallel Time Required by a Round

In each round $R$ of $n$ interactions, there are $2n$ participants slots, so on the average each agent participates in two interactions in $R$. Consider the dependency directed acyclic graph (DAG) $D(R)$, where vertices correspond to interactions in the round and two vertices $v, u$ are connected by the directed edge $(v, u)$ if and only if the interaction corresponding to $v$ precedes the interaction corresponding to $u$ and the two interactions share at least one agent. On the average, the dependence DAG $D(R)$ has at least a linear number of edges. They can form long directed chains excluding the possibility of an efficient implementation of the round in parallel.

Remark 1. There is a round $R$ of $n$ interactions such that the dependency DAG $D(R)$ includes a directed path of length $n - 1$ (i.e., it has depth $\geq n - 1$). In consequence, any implementation of the round (when the transition function is treated as black box and the update of the states of interacting agents takes one time step) requires $n$ (parallel) time steps

Proof. It is sufficient to let the $i$-th agent participate in the $i$-th and $i + 1$-th interactions for $i \leq n - 1$. The dependency DAG of so specified round includes a directed path of length $n - 1$. \hfill $\square$

Of course, the round specified in Remark 1 yielding a dependency path of linear length is highly unlikely. However even in the average case, the maximal length of a dependency path is at least almost logarithmic in $n$.

Theorem 1. The expected maximum length of a directed path in the dependency DAG of a round of $n$ interactions is $\Omega\left(\frac{\log n}{\log \log n}\right)$. Consequently, when the transition function is treated as black box and the update of the states of interacting agents requires $\Omega(1)$ time steps then the expected number of parallel time steps required to implement the round is $\Omega\left(\frac{\log n}{\log \log n}\right)$.

Proof. Consider a sequence $S$ of $n$ pairwise interactions between the $n$ agents picked uniformly at random. We shall show that the expected maximum number of interactions in $S$ that a single agent participates is $\Omega\left(\frac{\log n}{\log \log n}\right)$. To prove this we shall assume the following balls-into-bins
model. For any natural number \( r \), let \([r] := \{1, \ldots, r\}\). We have \(2n\) balls, where for any \( k \in [n] \), the balls numbered \( 2k - 1 \) and \( 2k \) correspond to the \( k\)-th interaction in \( S \), and \( n \) bins are in one-to-one correspondence with the \( n \) agents. Allocating the balls numbered \( 2k - 1, 2k \) into two distinct bins \( A \) and \( B \) specifies the interaction between the agents corresponding to the bins \( A \) and \( B \). If \( A = B \) then the \( k\)-th interaction is not specified in this model. Since the pairwise interactions are performed between the \( n \) agents picked uniformly at random, the destinations of the balls are random. Therefore, by [9], the expected maximum load of a bin in our model is \( \Gamma(-1)(2n) - \frac{3}{2} + o(1) \), where \( \Gamma \) is Euler’s gamma function and it is known that \( \Gamma(-1)(n) = \frac{\log n}{\log \log n}(1 + o(1)) \). Hence, in expectation, there is an agent involved in at least \( \frac{\log n}{\log \log n}(1 + o(1)) \) interactions. We may not exclude that the bin with the maximum load contains pairs of consecutive balls corresponding to the same interaction (which cannot be specified). However, the probability that a ball is allocated to the same bin as the previous one is only \( \frac{1}{2} \). Therefore, the expected maximum load of a bin where no two balls correspond to the same interaction is still \( \Omega\left(\frac{\log n}{\log \log n}\right) \). Hence, the expected maximum number of interactions that the same agent participates in a round of \( n \) interactions is \( \Omega\left(\frac{\log n}{\log \log n}\right) \).

\( \square \)

### 3 An Upper Bound on Expected Maximum Length of a Dependency Chain in a Round

The bound in Theorem [1] follows from the fact that one expects that at least one agent will be involved in \( \Omega\left(\frac{\log n}{\log \log n}\right) \) interactions, which immediately implies that the expected maximum length of a directed path in the dependency DAG of a round of \( n \) interactions is \( \Omega\left(\frac{\log n}{\log \log n}\right) \). However, if one considers concurrently more agents, then perhaps the expected maximum length of a directed path in the dependency DAG can be significantly larger, that is \( \omega\left(\frac{\log n}{\log \log n}\right) \)? In this section we prove that this is not the case, implying that the lower bound in Theorem [1] is asymptotically tight.

In order to derive our upper bound on the expected maximum length of a directed path in the dependency DAG of a round consisting of \( n \) interactions, we shall identify interactions with labeled edges in \( K_n \). To
model directed paths in the dependency DAG of a round of \( n \) interactions, we need the following concept.

An interference path of length \( k \) is any sequence of edges \( e_1, \ldots, e_k \) such that \( e_i \cap e_{i+1} \neq \emptyset \) for every \( 1 \leq i < k \).

We will consider labeled undirected multigraphs, where each edge has a unique label. We say an interference path is monotone if the labels on the interference path form a strictly increasing sequence.

**Theorem 2.** Let \( c \) be an arbitrary positive constant and let \( n \) be a sufficiently large integer. Consider the process of selecting \( n \) edges labeled \( 1, \ldots, n \) in \( K_n \) independently and uniformly at random\(^3\). Then, for \( k = \left\lceil \frac{(3+c) \log n}{\log \log n} \right\rceil \), with probability at least \( 1 - \frac{1}{n^c} \), the obtained multigraph has no monotone interference path of length \( k \).

**Proof.** The proof is by simple counting arguments. Let \( G \) be the (random) multigraph constructed by our process. \( G \) has \( n \) vertices, \( n \) edges (possibly with repetitions), and each edge has a distinct label from \([n]\).

Let \( \mathcal{IP}_k \) be the set of all possible labeled interference paths of length \( k \) \((k \geq 1)\) in \( K_n \) with distinct labels in \([n]\), that is,

\[
\mathcal{IP}_k = \left\{ (e_1, \ldots, e_k; L) : \forall 1 \leq i \leq k \ |e_i| = 2, \forall 1 \leq i \leq k \ e_i \subseteq [n], \right.
\]

\[
\forall 1 \leq i < k \ e_i \cap e_{i+1} \neq \emptyset, L \subseteq [n], \text{ and } |L| = k \left\} \right. .
\]

The meaning here is that \((e_1, \ldots, e_k; L)\) corresponds to the interference path with edges \( e_1, \ldots, e_k \) and with labels such that \( e_i \) has label equal to the \( i \)-th smallest element from \( L \).

Let us observe that

\[
|\mathcal{IP}_k| \leq \binom{n}{2} \cdot (2n - 3)^{k-1} \cdot \binom{n}{k} \leq n^2 \cdot (2n)^{k-1} \cdot \frac{n^k}{k!} = \frac{2^{k-1} \cdot n^{2k+1}}{k!} .
\]

\(^3\) That is, we run the following process:

\[\text{ implant \( t \) from} \]

\[
\begin{align*}
\text{ for } t = 1 \text{ to } n \text{ do:} \\
&\quad \text{ choose distinct } i \text{ and } j \text{ independently and uniformly at random from } [n] := \{1, \ldots, n\}; \\
&\quad \text{ assign label } t \text{ to edge } \{i, j\} .
\end{align*}
\]
Indeed, we can choose any of the \( \binom{n}{2} \) pairs of distinct vertices as the first edge, and then to select the \((i+1)\)-st edge, we have one of the two vertices from the \(i\)-th edge together with one other vertex. As for the labels, they can be assigned as any subset of \([n]\) of size \(k\).

Let us take an arbitrary interference path \( P = \langle e_1, \ldots, e_k; L \rangle \in \mathcal{IP}_k \). Let \( L = \{\chi_1, \ldots, \chi_k\} \) with \( \chi_i < \chi_{i+1} \) for \( 1 \leq i < k \). For \( P \) to exist in \( G \), for every \( 1 \leq i \leq k \), the process must have chosen edge \( e_i \) in step \( \chi_i \) of the algorithm. The probability for that to happen is equal to \( \frac{1}{\binom{n}{2}} \) for every \( 1 \leq i \leq k \). All the probabilities are independent for different \( i \), and therefore if we let \( X_P \) be the indicator random variable that \( P \) is a monotone interference path in \( G \), then (for \( n \geq 2 \))

\[
\Pr[X_P = 1] = \left( \frac{1}{\binom{n}{2}} \right)^k = \frac{2^k}{n^k(n-1)^k} \leq \left( \frac{2}{n} \right)^{2k}. \quad (2)
\]

Let \( \mathcal{E}_k \) be the random event that \( G \) has a monotone interference path of length \( k \). By inequalities (1) and (2), and by the union bound, we obtain the following,

\[
\Pr[\mathcal{E}_k] = \Pr[\sum_{P \in \mathcal{IP}_k} X_P > 0] \leq \sum_{P \in \mathcal{IP}_k} \Pr[X_P > 0] = |\mathcal{IP}_k| \cdot \left( \frac{1}{\binom{n}{2}} \right)^k \leq \frac{2^{k-1} \cdot n^{2k+1}}{k!} \cdot \left( \frac{2}{n} \right)^{2k} \leq \frac{8^k \cdot n}{k!}. \quad \text{(3)}
\]

Finally, we use the fact that for Euler’s gamma function (which for any positive integer \( N \) satisfies \( \Gamma(N) = (N - 1)! \)) we have \( \Gamma(-1)(N) = \frac{(1+o(1))\log N}{\log \log N} \). Therefore, assuming \( n \) is sufficiently large, if we take an arbitrary positive \( c \) and in the bound above make \( k \geq \frac{(c+3)\log n}{\log \log n} \) with \( k = o(\log n) \), then we obtain

\[
\Pr[\mathcal{E}_k] \leq \frac{8^k \cdot n}{k!} \leq \frac{o(n^2)}{\omega(n^{c+2})} = o(n^{-c}).
\]

Since \( \mathcal{E}_k \) is the event that \( G_{n,p} \) has a monotone interference path of length \( k \), the bound above implies that with probability at least \( 1 - n^{-c} \) the random labeled graph \( G_{n,p} \) has no monotone interference path of length \( k = \lceil \frac{(c+3)\log n}{\log \log n} \rceil = \Theta \left( \frac{\log n}{\log \log n} \right) \).

\( \square \)
Note that monotone interference paths of length $k$ in the multigraph in Theorem 2 are in one-to-one correspondence with directed paths of length $k$ in the dependency DAG of a round of $n$ interactions. Hence, we obtain the following corollary from Theorem 2.

**Corollary 1.** The expected maximum length of a directed path in the dependency DAG of a round of $n$ interactions is $O\left(\frac{\log n}{\log \log n}\right)$.

For $i = 0, 1, 2, \ldots$, let the $i$-th level of the DAG denote the set of its vertices (i.e., interactions) whose maximum distance to a source vertex (i.e., a vertex of indegree 0) is $i$. It follows that the number of levels is $O\left(\frac{\log n}{\log \log n}\right)$. Consequently, if the decomposition of the DAG into its levels is given and the update of the states of interacting agents takes $O(1)$ time steps, then the expected number of parallel time steps required to implement a round of $n$ interactions is $O\left(\frac{\log n}{\log \log n}\right)$.

## 4 Final Remarks

Observe that the lower bound of Theorem 1 holds also with high probability, as does the upper bound of Theorem 2.

Our almost logarithmic lower bound on the expected maximum length of a dependency chain in the dependency DAG of a round in Theorem 1 is implied by the lower bound on the expected maximum number of interactions sharing a single agent in a round of $n$ interactions. It is a bit surprising that our upper bound on the expected maximum length of a dependency chain in the DAG of the round asymptotically matches the aforementioned lower bound. For example, in the round constructed in the proof of Remark 1, each agent takes part in $O(1)$ interactions but the DAG of the round contains a dependency chain of length $n - 1$!

The problem of estimating the expected depth of random circuits raised and studied by Diaz et al. in [7] seems closely related. The motivation of Diaz et al. [7] was an estimation of how quickly a random circuit could be evaluated in parallel. Arya et al. improved the results of [7] by providing tight $\Theta(\log n)$ bounds on the expected depth of random circuits in [3]. Their improved results rely on Markov chain techniques.

One can generalize the concept of an interaction between two agents to include that of a $k$-parallel interaction defined as a sequence of $k$ mutually independent interactions involving $2k$ agents totally. Then, a sequence of $t(n)$ interactions composed of $\lceil t(n)/k \rceil$ consecutive $k$-parallel
interactions can be implemented in $O(t(n)/k)$ parallel steps. The related problem of designing a fast parallel randomized method of drawing $k$ disjoint pairs of agents uniformly at random is also of interest in its own rights. In a recent paper [6], Berenbrink et al. provide a method of forming several matchings between agents in order to simulate population protocols efficiently in parallel.
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