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\textbf{ABSTRACT}
We revisit the classical problem of nonparametric density estimation but impose local differential privacy constraints. Under such constraints, the original multivariate data $X_1, \ldots, X_n \in \mathbb{R}^d$ cannot be directly observed, and all estimators are functions of the randomised output of a suitable privacy mechanism. The statistician is free to choose the form of the privacy mechanism, and in this work we propose to add Laplace distributed noise to a discretisation of the location of an observed vector. Based on these randomised data, we propose a novel estimator of the density function, which can be viewed as a privatised version of the well-studied histogram density estimator. Our theoretical results include universal pointwise consistency and strong universal $L_1$-consistency. In addition, a convergence rate for Lipschitz continuous functions is derived, which is complemented by a matching minimax lower bound. We illustrate the trade-off between data utility and privacy by means of a small simulation study.

\textbf{1. Introduction}

Let $X$ be a random vector taking values in $\mathbb{R}^d$. We denote by $\mu$ the distribution of the vector $X$, that is, for all Borel sets $A \subset \mathbb{R}^d$, we have $\mu(A) = \mathbb{P}(X \in A)$. Assume that $\mu$ has a density $f$ with respect to the Lebesgue measure. Classical nonparametric theory considers the problem of estimating $f$ based on data consisting of independent, identically distributed (i.i.d.) copies of the vector $X$,

$$D_n = \{X_1, \ldots, X_n\}. \tag{1}$$

Several loss functions are typically considered in this context in order to evaluate the performance of an estimator $\tilde{f}_n$. In this work, we consider the $L_1$-error given through

$$\int_{\mathbb{R}^d} |f(x) - \tilde{f}_n(x)| \, dx.$$
This choice is natural since densities belong by their very definition to the space $L_1(\mathbb{R}^d)$ of functions with finite $L_1$-norm. We refer the interested reader to Devroye and Györfi (1985) for a comprehensive introduction to density estimation from the $L_1$-point of view.

Here, we study density estimation under the $L_1$-error as well but we differ from the classical framework in the sense that we do no longer assume that the raw data (1) are accessible. Instead, only anonymised surrogates of the raw data which are supposed to satisfy the specific privacy condition of \textit{local differential privacy} (LDP) can be used for inference.

The main motivation of the present paper was the question whether \textit{strong universal consistency}, that is, almost sure convergence of the $L_1$-error to zero for any density function can be established for an estimator defined in terms of such anonymised data. We answer this question in the affirmative using a histogram type estimator adapted to the privacy setup which will be introduced in Section 2.

In order to pigeonhole the methods and results obtained in the rest of the paper, let us shortly recap the definition and theoretical properties of histograms based on cubic partitions when the raw data (1) are available. Given a partition $\{A_{h_n,1}, A_{h_n,2}, \ldots\}$ of $\mathbb{R}^d$ consisting of cubes $A_{h_n,j}$ of volume $h_n^d$, the corresponding classical histogram estimator is defined by

$$f_n(x) = \frac{\mu_n(A_{h_n,j})}{h_n^d} \quad \text{if} \quad x \in A_{h_n,j}, \quad (2)$$

where for any measurable set $A$ we denote by

$$\mu_n(A) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}_{\{X_i \in A\}}$$

the empirical counterpart of $\mu(A)$ and $\mathbb{I}$ is the indicator function. The following well-known theorem states that the estimator $f_n$ is strongly universally consistent.

\textbf{Theorem 1.1} (Abou-Jaoudé, 1976; Theorem 3.2 in Devroye and Györfi, 1985): \textit{If}

$$\lim_{n \to \infty} h_n = 0 \quad \text{and} \quad \lim_{n \to \infty} nh_n^d = \infty,$$

\textit{then}

$$\lim_{n \to \infty} \int_{\mathbb{R}^d} |f(x) - f_n(x)| \, dx = 0 \quad \text{almost surely}.$$  

Incidentally, we will also derive a minimax rate of convergence of our modified histogram estimator for Lipschitz continuous densities. In the classical setting with accessible raw data $D_n$, the following result (stated here in a slightly more general form than in the given references) is well-known.

\textbf{Theorem 1.2} (Beirlant and Györfi, 1998; Theorems 5.5 and 5.6 in Devroye and Györfi, 1985): \textit{If $X$ has a bounded support $S$ of Lebesgue measure $\lambda(S)$, and $f$ is Lipschitz}
continuous with Lipschitz constant $L$, then

$$
\mathbb{E} \left[ \int_{\mathbb{R}^d} |f(x) - f_n(x)| \, dx \right] \leq L \sqrt{dh_n} + \frac{\lambda(S)}{\sqrt{nh_n^d}}.
$$

In particular, the choice $h_n = c \cdot n^{-1/(d+2)}$ yields

$$
\mathbb{E} \left[ \int_{\mathbb{R}^d} |f(x) - f_n(x)| \, dx \right] = \mathcal{O} \left( n^{-1/(d+2)} \right).
$$

In addition, the rate $n^{-1/(d+2)}$ can be identified as the optimal rate of convergence for Lipschitz continuous functions.

The problem of density estimation under privacy restrictions has already been tackled by statisticians before since the notion of differential privacy was introduced in Dwork (2006) so that a short review of relevant literature seems necessary in order to fit our work into the already existing ones. The first paper dealing with density estimation under differential privacy is Wasserman and Zhou (2010). The authors of that paper, however, worked in the setup of global differential privacy and under the less restrictive condition of approximate differential privacy. The work on nonparametric density estimation under local differential privacy has been initiated afterwards in the important paper (Duchi, Jordan, and Wainwright, 2018) where minimax rates of convergence of Sobolev ellipsoids were established. These results were extended to more general ellipsoids in Besov spaces in Butucea, Dubois, Kroll, and Saumard (2020) where wavelet estimators under LDP were studied. The estimation of linear functionals under local differential privacy was investigated in great detail in Rohde and Steinberger (2020). Kroll (2021) treats density estimation at a fixed point as a special case of a linear functional, and also proposes a Lepski-type procedure for adaptive estimation. Recently, Sart (2022) studied piecewise constant estimators and derived rates of convergence both for the Hellinger and the $L^2$-loss.

The fundamental problem of universal consistency (both pointwise and with respect to the $L_1$-error), however, has not been considered yet in the context of LDP, and we aim to close this gap in the existing literature. Moreover, we directly derive our results for the multivariate case, which has, with the notable exception of Rohde and Steinberger (2020), not been considered yet. In this respect, the derived minimax rates of convergence over Lipschitz classes also complement the existing research literature.

The remaining part of the paper, which is mainly devoted to the proof of analogues of Theorems 1.1 and 1.2 under LDP, is organised as follows: first, in Section 2, we introduce a privatised version of the multivariate histogram estimator. Section 3 contains consistency results, namely universal pointwise consistency and strong universal $L_1$-consistency of the private histogram. In Section 4, we obtain the rate of convergence of the private histogram for Lipschitz continuous densities, which is complemented by a lower bound in Section 5. Section 6 provides a simulation study illustrating our findings and we conclude in Section 7 with a brief discussion of our results and comparison with existing approaches. All proofs are deferred to Appendix.
2. Histogram estimator under LDP

In order to define the privatised histogram estimator we first choose a sequence of closed balls \((S_n)_{n \geq 1} \subset \mathbb{R}^d\) centred at the origin. The radius of \(S_n\) is denoted by \(r_n > 0\). As in the introduction, let \(\{A_{h_n,1}, A_{h_n,2}, \ldots\}\) be a cubic partition of \(\mathbb{R}^d\). Without loss of generality we can assume that the cells \(A_{h_n,j}\) are numbered such that \(A_{h_n,j} \cap S_n \neq \emptyset\) when \(j \leq N_n\) for some positive integer \(N_n\), and \(A_{h_n,j} \cap S_n = \emptyset\) otherwise. It is not difficult to see that \(N_n \approx (r_n/h_n)^d\).

For nonparametric regression estimation and for classification, Berrett and Butucea (2019) and Berrett, Györfi, and Walk (2021) introduced a non-interactive privacy mechanism. In their setup locally privatised samples are created as follows: the statistician (data base provider) sets and announces some \(\sigma_W > 0\) and the \(i\)th data holder with \(i \in \{1, \ldots, n\}\) generates and transmits to the statistician the data

\[
Z_i := \{W_{n,i,j}, j \leq N_n\},
\]

where

\[
W_{n,i,j} := \mathbb{I}_{\{X_i \in A_{h_n,j}\}} + \sigma_W \xi_{i,j}.
\]

Here the random variables \(\xi_{i,j}, i = 1, \ldots, n, j = 1, 2, \ldots\) are i.i.d. according to a Laplace distribution with unit variance, which has the probability density

\[
p(x) = \exp(-\sqrt{2|x|})/\sqrt{2}.
\]

Note that the \(i\)th data holder transforms the \(d\)-dimensional vector \(X_i\) into randomised, \(N_n\)-dimensional data \(Z_i\).

Let us briefly recall the definition of \(\alpha\)-local differential privacy. We refer the reader to the seminal paper by Duchi et al. (2018) for a comprehensive introduction. A non-interactive privacy mechanism is a family of conditional distributions drawing the \(i\)th privatised output \(Z_i\) from a measurable space \((\mathcal{Z}, \mathcal{Z}')\) given the corresponding raw datum \(X_i\). Such a mechanism is said to satisfy the \(\alpha\)-LDP constraint if

\[
\sup_{A \in \mathcal{Z}} \sup_{x, x' \in \mathbb{R}^d} \frac{\mathbb{P}(Z_i \in A \mid X_i = x)}{\mathbb{P}(Z_i \in A \mid X_i = x')} \leq e^{\alpha}, \quad i = 1, 2, \ldots
\]

Here, \(\alpha\) is a non-negative privacy parameter with the interpretation that smaller values of \(\alpha\) lead to a stronger privacy guarantee.

Standard calculations show that the mechanism defined via (3) and (4) satisfies the LDP constraint provided that the standard deviation \(\sigma_W = \sigma_W(\alpha)\) is chosen sufficiently large, namely \(\sigma_W \geq 2^{3/2} \alpha^{-1}\), see Berrett and Butucea (2019) and Berrett et al. (2021). In the sequel, we assume equality such that

\[
\sigma_W = 2^{3/2} \alpha^{-1}
\]

holds.

Though the privacy mechanism defined through (3) and (4) has been suggested in others papers already for univariate density estimation, we propose a novel estimator based on the multivariate privatised data \(Z_i, i = 1, \ldots, n\).
Duchi et al. (2018) proposed the estimator \( \hat{f}_n \) defined by

\[
\hat{f}_n(x) = \frac{\hat{\mu}_n(A_{hnj})}{h_n^d} \mathbb{I}_{j \leq N_n} \quad \text{if} \ x \in A_{hnj},
\]

where

\[
\hat{\mu}_n(A_{hnj}) = \frac{1}{n} \sum_{i=1}^{n} W_{n,i,j} = \nu_n(A_{hnj}) + \mu_n(A_{hnj})
\]

with

\[
\nu_n(A_{hnj}) = \frac{\sigma_W}{n} \sum_{i=1}^{n} \zeta_{i,j}.
\]

Note that the \( \hat{\mu}_n(A_{hnj}) \) are unbounded and not necessarily non-negative.

We now introduce a novel estimate, which improves upon \( \hat{f}_n \). Using the privatised data in (4) one can compute the empirical distribution function

\[
G_{n,j}(z) := \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}_{[W_{n,i,j} \leq z]}
\]

for all \( j \leq N_n \). One has

\[
G_{n,j}(z) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}_{[X_i \in A_{hnj}] + \sigma_W \xi_{ij} \leq z]}
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}_{[X_i \in A_{hnj}]} (\mathbb{I}_{[1 + \sigma_W \xi_{ij} \leq z]} + (1 - \mathbb{I}_{[X_i \in A_{hnj}]} \mathbb{I}_{[\sigma_W \xi_{ij} \leq z]})
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} (\mathbb{I}_{[X_i \in A_{hnj}]} (\mathbb{I}_{[1 + \sigma_W \xi_{ij} \leq z]} - \mathbb{I}_{\sigma_W \xi_{ij} \leq z]) + \mathbb{I}_{\sigma_W \xi_{ij} \leq z}).
\]

Denoting with \( H \) the standard Laplace distribution function, conditioning on the raw data \( \mathcal{D}_n = \{X_1, \ldots, X_n\} \) yields

\[
\mathbb{E}[G_{n,j}(z) | \mathcal{D}_n] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}_{[X_i \in A_{hnj}]} (H((z - 1)/\sigma_W) - H(z/\sigma_W)) + \mathbb{I}_{[\sigma_W \xi_{ij} \leq z])}
\]

\[
= H(z/\sigma_W) + \mu_n(A_{hnj}) (H((z - 1)/\sigma_W) - H(z/\sigma_W)),
\]
which can be rearranged to obtain
\[
\hat{\mu}_n(A_{h_{n,j}}) = \frac{H(z/\sigma_W) - \mathbb{E}[G_{n,j}(z) | \mathcal{D}_n]}{H(z/\sigma_W) - H((z - 1)/\sigma_W)}.
\] (8)

Based on (8), we set
\[
\tilde{\mu}_n(A_{h_{n,j}}) = \frac{H(z/\sigma_W) - G_{n,j}(z)}{H(z/\sigma_W) - H((z - 1)/\sigma_W)}
\]
as an estimator of \( \hat{\mu}_n(A_{h_{n,j}}) \), and finally define the corresponding density estimator from the privatised data \( Z_1, \ldots, Z_n \)
\[
\tilde{f}_n(x) = \frac{\tilde{\mu}_n(A_{h_{n,j}})}{p_n^d} \mathbb{I}_{\{j \leq N_n\}} \quad \text{if} \ x \in A_{h_{n,j}}.
\]

Then,
\[
\text{Var}(\tilde{\mu}_n(A_{h_{n,j}})) = \frac{\text{Var}(G_{n,j}(z))}{(H(z/\sigma_W) - H((z - 1)/\sigma_W))^2},
\]

and the denominator on the right-hand side is maximised by taking \( z = 1/2 \) which we consider from now on only. For this choice of \( z \), \( \tilde{\mu}_n(A_{h_{n,j}}) \) can be expressed as
\[
\tilde{\mu}_n(A_{h_{n,j}}) = \frac{H(1/(2\sigma_W)) - G_{n,j}(1/2)}{H(1/(2\sigma_W)) - H(-1/(2\sigma_W))} = \frac{H(1/(2\sigma_W)) - G_{n,j}(1/2)}{1 - 2H(-1/(2\sigma_W))}.
\] (9)

In contrast to the classical histogram estimator \( f_n \) the privatised histogram estimator \( \tilde{f}_n \) is not necessarily a probability density function: neither positivity, nor the property that the estimator integrates to one are in general satisfied. For this reason we may modify this estimator by taking its positive part and then normalise such that the modified estimator integrates to 1:
\[
\tilde{f}_{n,\text{mod}}(x) = \frac{\tilde{f}_n(x) \vee 0}{\int_{\mathbb{R}^d}(\tilde{f}_n(z) \vee 0)dz}.
\] (10)

\( \tilde{f}_{n,\text{mod}} \) is called the positive projection of \( \tilde{f}_n \). It is well-known (see Devroye and Györfi, 1985, pp. 269–270) that the positive projection always reduces the \( L_1 \)-error of the estimator:

\[
\int_{\mathbb{R}^d} |f(x) - \tilde{f}_{n,\text{mod}}(x)|dx \leq \int_{\mathbb{R}^d} |f(x) - \tilde{f}_n(x)|dx.
\]

Because of
\[
\mathbb{E}[\hat{\mu}_n(A_{h_{n,j}}) | \mathcal{D}_n] = \mathbb{E}[\tilde{\mu}_n(A_{h_{n,j}}) | \mathcal{D}_n] = \mu_n(A_{h_{n,j}}),
\]

the bias of both density estimators \( \tilde{f}_n \) and \( \tilde{f}_n \) coincides with the one of the non-private histogram \( h_n \), and the results obtained in the sequel for the estimator \( \tilde{f}_n \) hold equally true for the alternative estimator \( \tilde{f}_n \) with only minor modifications necessary in the proofs but the same requirements concerning the choice of the bandwidth parameter \( h_n \). However, the less intuitive definition of \( \tilde{\mu}_n(A_{h_{n,j}}) \) in (9) outperforms the obvious estimator \( \hat{\mu}_n(A_{h_{n,j}}) \) in (7) both in finite sample studies and also from a theoretical point of view (see Remark 4.2 below). Numerical results confirming this will be presented in Section 6.
3. Universal consistency

Our first theoretical result establishes the strong universal \( L_1 \)- and pointwise consistency of the privatised histogram and can be seen as an LDP-analogue of Theorem 1.1.

**Theorem 3.1:** Assume that \( r_n \rightarrow \infty \). If \( h_n \rightarrow 0 \) and \( nh_n^{2d}/\log n \rightarrow \infty \), then

\[
\lim_{n \rightarrow \infty} \tilde{f}_n(x) = f(x) \quad \text{almost surely}
\]

for Lebesgue-almost every \( x \in \mathbb{R}^d \). If, in addition, \( nh_n^{2d}/(r_n^{2d} \log n) \rightarrow \infty \), then

\[
\lim_{n \rightarrow \infty} \int_{\mathbb{R}^d} |\tilde{f}_n(x) - f(x)| \, dx = 0 \quad \text{almost surely.}
\]

First note that a similar theorem can be proven for \( \hat{f}_n \) instead of \( \tilde{f}_n \). We remark that the proof of the pointwise consistency in Appendix A.1 can equally be used to prove universal pointwise consistency of the non-private histogram \( f_n \). In that case one can use Bennett’s inequality (see Boucheron, Lugosi, and Massart, 2013, Theorem 2.9) instead of Hoeffding’s inequality, and the (weaker) conditions to obtain universal pointwise consistency in that case turn out to be \( h_n \rightarrow 0 \) and \( nh_n^{d}/\log n \rightarrow \infty \). This result seems to be novel as well and might be of independent interest, since establishing universal pointwise consistency usually comes along with quite technical assumptions, see Vidal-Sanz (2005).

A direct application of Theorem 3.1 can be derived from the fact that \( L_1 \)-consistent density estimates yield distribution estimates that are consistent in total variation. More precisely, let \( \mu^*_n \) be the distribution estimate derived from the histogram estimate \( \tilde{f}_n \) as follows:

\[
\mu^*_n(A) = \int_A \tilde{f}_n(x) \, dx = \sum_{j=1}^{N_n} \int_{A \cap A_{h_n,j}} \tilde{f}_n(x) \, dx = \sum_{j=1}^{N_n} \frac{\lambda(A \cap A_{h_n,j})}{\lambda(A_{h_n,j})} \tilde{\mu}_n(A_{h_n,j}),
\]

where \( \lambda \) is the Lebesgue measure. Thus, under the conditions of Theorem 3.1 one gets

\[
TV(\mu, \mu^*_n) := \sup_{A \in \mathcal{B}} |\mu(A) - \mu^*_n(A)| = \frac{1}{2} \int_{\mathbb{R}^d} |\tilde{f}_n(x) - f(x)| \, dx \rightarrow 0
\]

almost surely, where \( \mathcal{B} \) stands for the Borel \( \sigma \)-algebra. If the distribution \( \mu \) is a mixture of absolutely continuous and discrete distributions, then from non-private data, Barron, Györfi, and van der Meulen (1992) introduced a distribution estimate that is consistent in total variation. It remains an open question whether consistent estimation in total variation distance is possible from private data without knowing the support of the discrete component.

4. Rate of convergence

Our next theorem provides an LDP analogue of Theorem 1.2 and states a weak consistency rate for Lipschitz functions with compact support.
Theorem 4.1: Under the conditions of Theorem 1.2, one has that

\[
\mathbb{E} \left[ \int_{\mathbb{R}^d} \left| f(x) - \tilde{f}_n(x) \right| \, dx \right] \\
\leq L \sqrt{dh_n} + \int_{\mathbb{R}^d \setminus \bigcup_{j=1}^{N_n} A_{h_n,j}} f(x) \, dx + O \left( \frac{r_n^d}{\sqrt{nh_n^d}} \right) + O \left( \frac{\sigma W r_n^d}{\sqrt{nh_n^d}} \right).
\]

Assume that \( r_n \to \infty \). Then, for \( n \) sufficiently large, \( S \subseteq S_n \), and the bound becomes

\[
\mathbb{E} \left[ \int_{\mathbb{R}^d} \left| f(x) - \tilde{f}_n(x) \right| \, dx \right] \leq L \sqrt{dh_n} + O \left( \frac{r_n^d}{\sqrt{nh_n^d}} \right) + O \left( \frac{\sigma W r_n^d}{\sqrt{nh_n^d}} \right). \tag{11}
\]

Again, the same guarantees hold for \( \tilde{f}_n \) being replaced with \( \hat{f}_n \).

Remark 4.2: The proof of Theorem 4.1 is based on bounding the \( L_1 \)-error by the sum of an approximation error (bias) and a stochastic error term. As mentioned already above the bias of both private estimators \( \tilde{f}_n \) and \( \hat{f}_n \) is equal to the one of the classical histogram \( f_n \).

However, the proof of Theorem 4.1 shows that

\[
\text{Var}(\tilde{\mu}_n(A_{h_n,j})) \leq \text{Var}(\hat{\mu}_n(A_{h_n,j}))
\]

yielding a bound for the stochastic error for \( \tilde{f}_n \) that is less than or equal to the one obtained for \( \hat{f}_n \). More precisely, from the proof of Theorem 4.1 one can even derive an upper bound of order \( e^{-1/(\sqrt{2\sigma_W})} / n \) (when \( \sigma_W \to 0 \)) for the quantity \( \text{Var}(\tilde{\mu}_n(A_{h_n,j})) \) which is faster than the rate \( \sigma_W^2 / n \) obtained for the quantity \( \text{Var}(\hat{\mu}_n(A_{h_n,j})) \). Note that the minimax lower bound suggests a lower bound of order \( e^{-2\alpha} / n \). Hence, our modified estimator provides an essential improvement in the regime where \( \sigma_W \) is relatively small towards the standard estimator \( \hat{f}_n \). We emphasise that one also has to consider a regime where the non-private rate is dominating when \( \sigma_W \to 0 \) resp. \( \alpha \to \infty \) as \( n \to \infty \). The exact expression of the optimal rate of convergence that is sharp with respect to both the privacy level \( \alpha \) and numerical constants in all possible regimes, however, remains an important open theoretical question which is outside the scope of the present paper.

In practice, one will usually consider a fixed privacy level \( \alpha \). Consequently, \( \sigma_W \) is also fixed and the third term on the right-hand side of (11) dominates the second one for \( n \) being sufficiently large. In this case the optimal choice of the bandwidth is \( h_n = c \cdot \left( n/(\sigma_W^2 r_{2d}^2) \right)^{-1/(2d+2)} \), and (11) yields

\[
\mathbb{E} \left[ \int_{\mathbb{R}^d} \left| f(x) - \tilde{f}_n(x) \right| \, dx \right] \leq (n \alpha^2 / r_n^d)^{-1/(2d+2)}. \tag{12}
\]

The quantity \( r_n \) in the rate of convergence of Theorem 4.1 is caused by the fact that all cells \( A_{h_n,j} \) with \( j = 1, \ldots, N_n \) contribute to the private histogram estimator regardless of whether the cell actually has non-zero mass under the distribution \( \mu \). On the contrary, when the raw data \( D_n \) are accessible, the classical histogram can, with probability one, only put mass on
cells that have non-empty intersection with the support of the underlying distribution. If a priori knowledge on the support $S$ of the density was given in the LDP framework (which is rather unrealistic), one could also consider only those cells that have non-empty intersection with $S$, and the contribution of $r_n$ could be avoided.

We remark that Theorem 4.1 can easily be extended from Lipschitz to more general Hölder continuous functions: in the proof of this extended result, only the bound for the bias term would change. Let us mention that such general rates of convergence for non-parametric density estimation under LDP have already been derived in the literature in several papers (Duchi et al., 2018; Butucea et al., 2020; Sart, 2022). However, these articles are restricted to the case of univariate densities only, and our results can be seen as a first step towards an extension to the multivariate setup. The rate derived in Theorem 4.1 indicates a worsening of the curse of dimensionality under LDP by a factor of 2 in the exponent. This phenomenon has already been established by Rohde and Steinberger (2020) for the estimation of linear functionals under local differential privacy.

5. Minimax lower bound

The purpose of this section is to prove that the rate obtained in Theorem 4.1 is essentially optimal, that is, no other privacy mechanism together with an accompanying estimator respecting the $\alpha$-LDP constraint can attain a faster rate of convergence. Here, in accordance with the approach in Duchi et al. (2018), we will even allow for a richer class of admissible privacy mechanisms than only the non-interactive ones introduced in Section 2. The amount of interaction that is generally allowed under LDP assumes that the individual data holders can generate their private data in dependence on both their own sensitive raw data and the anonymised data of other data holders that have been generated before. In mathematical terms, this corresponds to the existence of Markov kernels

$$Q_i: \mathcal{Z}_i \times (\mathbb{R}^d \times \mathcal{Z}_1 \times \cdots \times \mathcal{Z}_{i-1}) \to [0,1]$$

for $i = 1, \ldots, n$ where $(\mathcal{Z}_i, \mathcal{Z}_i)$ denotes the measure space for the private data of the $i$th data holder. The amount of interaction allowed under LDP makes a distinction between LDP and the notion of global differential privacy (GDP). Under GDP, the data holders send their raw data to a trusted central curator. This trusted curator can perform arbitrary analyses with the raw data, and only the output published by this trusted entity has to be anonymised. This notion is less restrictive then the notion of LDP since the trusted curator can reproduce any procedure that is admissible under LDP.

With the general definition of admissible privacy mechanisms under LDP, condition (5) has to be replaced with

$$\sup_{A \in \mathcal{F}} \sup_{x,x' \in \mathbb{R}^d} \sup_{z_j \in \mathcal{Z}_j} Q_i(A \mid X_i = x, Z_i = z_1, \ldots, Z_{i-1} = z_{i-1}) \leq e^{\alpha}$$

for $i = 1, \ldots, n$. Let us denote with $Q_{\alpha}$ the set of all privacy mechanisms $Q = (Q_1, \ldots, Q_n)$ with $Q_i$ as in (13) and satisfying (14). The quantity of interest is the private minimax risk
over a class $\mathcal{F}$ of densities which is given by
\[
\inf_{\tilde{f}} \sup_{Q \in \mathcal{Q}_\alpha} \mathbb{E}_f \left[ \int_{\mathbb{R}^d} |\tilde{f}(x) - f(x)| \, dx \right],
\]
where the infimum is taken over all privacy mechanisms and estimators $\tilde{f}$ defined in terms of the anonymised data $Z = (Z_1, \ldots, Z_n)$.

For a constant $L > 0$, we now consider the Lipschitz class $\mathcal{F}_{\text{Lip}}^d(L)$ defined as the class of all densities $f : \mathbb{R}^d \to \mathbb{R}$ vanishing outside $[0, 1]^d$ and satisfying the Lipschitz condition
\[
|f(x) - f(y)| \leq L \|x - y\|
\]
where $\|\cdot\|$ denotes the Euclidean norm of $\mathbb{R}^d$.

The following theorem complements the convergence rate derived in Theorem 4.1 by a lower bound. Its proof essentially relies on an appropriate information theoretical inequality between Kullback-Leibler divergence of the privatised data on the one side and the squared total-variation distance of the raw data on the other side, which has been derived in Duchet et al. (2018) and is stated in Appendix.

**Theorem 5.1 (Private lower bound for $\mathcal{F}_{\text{Lip}}^d$):** For all $L$ sufficiently large, we have
\[
\inf_{\tilde{f}} \sup_{Q \in \mathcal{Q}_\alpha} \mathbb{E}_f \left[ \int_{\mathbb{R}^d} |\tilde{f}(x) - f(x)| \, dx \right] \gtrsim (n(e^\alpha - 1)^2)^{-\frac{1}{2d+2}},
\]
where the infimum is taken over all, potentially interactive, privacy channels $Q$ ensuring $\alpha$-LDP, and all estimators $\tilde{f}$ based on the privatised observations $Z_1, \ldots, Z_n$.

As for Theorem 4.1, one can rewrite this result for the interesting privacy regime where $\alpha \in [0, 1]$. Then the lower bound in Theorem 5.1 can be rewritten as
\[
(na^2)^{-1/(2d+2)}.
\]
(15)
Thus, the upper bound (12) and the lower bound (15) are matching, i.e. the obtained rate (12) is essentially optimal and cannot be improved by any, potentially interactive, privacy mechanism. We emphasise that the privacy mechanism defined by (3) and (4) is of the preferential, non-interactive, form.

Using essentially the same techniques as the ones used in the proof of Theorem 5.1, private minimax lower bounds for more general smoothness classes as considered in Devroye and Györfi (1985) can be derived. More precisely, for Hölder smooth densities with index $\beta \in (0, 1]$ one can establish the lower bound $n^{-\beta/(2\beta+2d)}$.

### 6. Simulation study
We compared the different versions of the privatised histogram estimator in a small simulation study. Results of these experiments are reported in this section. We considered
the two-dimensional case where the raw data were generated from a truncated two-dimensional Gaussian. More precisely, $X_1, \ldots, X_n$ were drawn i.i.d. $\sim N(\mathbf{0}, \Sigma)$ restricted to the square $[-1, 1]^2$ where the covariance matrix was chosen as

$$
\Sigma = \begin{pmatrix}
1 & 0.9 \\
0.9 & 0.9
\end{pmatrix}.
$$

The true density function of this data and a typical raw data sample of size $n = 500$ are plotted in Figure 1.

In light of the drastic sample size reduction under LDP, we used a large sample size of $n = 10^5$ for the simulations. We considered different values for the privacy parameter $\alpha$, namely $\alpha \in \{\infty, 0.5, 0.25, 0.1\}$. Here, setting $\alpha = \infty$ corresponds to the case without privacy constraints, and in this case we consider the classical histogram estimator $f_n$ defined in (2). Recall that by Equation (6) the privacy parameter $\alpha$ is related to the variance $\sigma_W^2$ appearing in the perturbation of the histogram via the identity $\sigma_W^2 = 8/\alpha^2$. As a consequence, note that even in the case of the weakest privacy guarantee with $\alpha = 0.5$, a considerable amount of Laplace noise with standard deviation $\sigma_W \approx 5.66$ has to be added which explains the difficulty of inference under LDP.

In order to further illustrate this effect we compare the information stored in the classical histogram of any data holder with the one of the corresponding perturbed histogram. The non-privatised histogram generated locally by any data holder can be stored as a binary matrix with exactly one entry equal to 1 indicating the cell, where the respective data holder’s observation is located. An example of such a matrix is given by

$$
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}.
$$

The strong effect of the anonymization procedure becomes apparent, when considering the perturbed version of this matrix, where we have taken $\sigma_W^2 = 32$. A realisation of such
Figure 2. Illustration of the projected histogram estimator $\tilde{f}_{n,\text{mod}}$ of the true density $f$ shown in Figure 1 for different cubic partitions of the domain $[-1, 1]^2$, and different privacy levels $\alpha$. The level of privacy imposed via LDP increases from left to right whereas accuracy of the estimates decreases at the same time.

For our simulations, we split the domain $[-1, 1]^2$ into $k \times k$-grids of squares for $k = 3, 4, 5$. This corresponds to choices of the bandwidth parameter $h_n$ equal to $2/3$, $1/2$, and $2/5$, respectively. The resulting estimators are shown in Figure 2. In all of these figures the privatised histogram $\tilde{f}_{n,\text{mod}}$ is plotted on the square $[-1, 1]^2$. Already this limited number of simulations confirms the general message from the theoretical results that a smaller value of $\alpha$, which yields more privacy, must be paid for by a coarser resolution, i.e. a larger bandwidth in contrast to the non-privacy framework. Whereas for the $3 \times 3$-grids the trend of the data concentrating close to the diagonal can be detected for all values of $\alpha$, this trend becomes more vague for the $4 \times 4$ and $5 \times 5$ grid. For the $5 \times 5$ grid the choice $\alpha = 0.5$ is still close to the non-privatised histogram, and the estimator for $\alpha = 0.1$ now completely fails to detect the trend in the data.

Figures 3 and 4 compare the $L_1$-error for the standard histogram $f_n$ and our novel estimator $\tilde{f}_n$ (both with and without the projection given through (10)) for $\alpha = 0.5$ and $\alpha = 0.25$ and different partitions. The figures indicate that the novel estimator outperforms the obvious one and also show the positive effect of the projection (10). Interestingly,
Figure 3. $L_1$-error in dependence on the chosen partition and method for $\alpha = 0.5$. The boxplots are based on a Monte-Carlo study with 50 iterations with $n = 10^5$ for each setup.

Figure 4. $L_1$-error in independence on the chosen partition and method for $\alpha = 0.25$. The boxplots are based on a Monte-Carlo study with 50 iterations with $n = 10^5$ for each setup.

we detected a monotone improvement in the order $\int |\hat{f}_n - f|$, $\int |\hat{f}_{n,\text{mod}} - f|$, $\int |\tilde{f}_n - f|$, $\int |\tilde{f}_{n,\text{mod}} - f|$. Furthermore, the projection is more effective for $\hat{f}_{n,\text{mod}}$, because $\hat{f}_n$ takes negative values with large probability. In addition, the figures demonstrate the huge impact of LDP (note that different scalings of the $y$-axis are used for the two figures).

7. Discussion

In this paper, we have proven strong universal consistency, both pointwise and in the $L_1$-sense, for an appropriately specified histogram density estimator under LDP for multivariate raw data. We have also derived minimax rates of convergence for Lipschitz continuous densities. It is certainly of interest to compare the obtained results under LDP with the well-known results in the classical case when no privacy restrictions are imposed. Such a comparison is given in Table 1 in condensed form. For instance, in order to obtain universal pointwise consistency the prerequisites for the private histogram ($h_n \to 0, r_n \to \infty$)
Table 1. Comparison of classical and (modified) privatised histogram estimator.

|                  | Non-private histogram | Privatised histogram |
|------------------|-----------------------|----------------------|
| (UPC)            | \( h_n \to 0, nh_n^d/\log n \to \infty \) | \( h_n \to 0, rh_n^d/\log n \to \infty \) |
| (SUC)            | \( h_n \to 0, nh_n^d \to \infty \) | \( (\text{UPC}) + nh_n^d/(r^d_n \log n) \to \infty \) |
| (LIP)            | \( n^{-\frac{1}{d+2}} \) | \( n^{-\frac{1}{d+2}} \) |

Notes: The rows indicate: (UPC) assumptions for universal pointwise consistency, (SUC) assumptions for strong universal consistency, and (LIP) minimax optimal rate over Lipschitz classes.

\( n^{-\frac{1}{d+2}}, nh_n^d/\log n \to \infty \) are harder than those for the private one \( (h_n \to 0, nh_n^d/\log n \to \infty) \), and similarly for strong universal consistency (see row (SUC) in Table 1). Moreover, the rate of convergence for Lipschitz continuous functions degrades from \( n^{-1/(d+2)} \) in the classical case to \( n^{-1/(2d+2)} \) in the LDP case.

In this work, we restricted ourselves to histogram estimators of the density. This choice was mainly motivated by our primary interest in establishing strong universal consistency where results for histogram estimators are particularly easy to derive. Deriving universal consistency under LDP for other estimators like wavelet estimators (see Chacón and Rodríguez-Casal, 2005 for the classical case) or general delta estimators as in Vidal-Sanz (2005) is an interesting direction for future research. Note that kernel density estimators, although well-understood in the classical case (see Devroye and Györfi, 1985), are more difficult to treat in the context of LDP. Note that from our privatised data one cannot compute a standard kernel type density estimator. Whereas anonymization in the LDP sense of kernel estimators at one fixed point is possible by means of Laplace perturbation (see Kroll, 2021), recent results in Reimherr and Awan (2019) suggest that anonymization of the whole kernel density estimator cannot be achieved by a mere perturbation approach, at least within a natural class of potential perturbation distributions.

Finally, we mention that our results on minimax convergence rates can be extended to include Hölder smoothness with index \( \beta \leq 1 \) as well, and also anisotropy can be included. In this regard, the question of adaptation also arises naturally, and this issue certainly deserves to be considered in more detail in future work. It also remains an open problem whether data generated by our privacy mechanism can be used for an estimator having faster convergence rate when the true density has smoothness \( \beta > 1 \).

Our final open question concerns the properties of the centred \( L_1 \)-error \( U_n = \int |\widetilde{f}_n - f| - \mathbb{E} [\int |\widetilde{f}_n - f|] \) under LDP. Deriving the rate at which the centred error \( U_n \) converges to zero and asymptotic normality of an appropriately scaled version of \( U_n \) provide interesting problems for future work. This latter problem could be seen as an extension of the results derived in Berlinet, Devroye, and Györfi (1995) to the LDP setup.
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Appendix. Proofs

A.1 Proof of Theorem 3.1

The following proof of universal consistency properties of the private histogram estimators relies on concentration inequalities for quantities that depend on the perturbation terms \( W_{n,i,j} \). The necessary amount of concentration leads to conditions for universal consistency that are stronger than for classical histograms defined in terms of the raw data \( D_n \). First, we prove the pointwise consistency. The proof is based on the decomposition

\[
\widehat{f}_n(x) - f(x) \leq |\mathbb{E}\widehat{f}_n(x) - f(x)| + |\widehat{f}_n(x) - \mathbb{E}\widehat{f}_n(x)|. \tag{A1}
\]

First, for all \( n \geq n_0 \) with \( n_0 = n_0(x) \) chosen sufficiently large we have \( x \in S_n \). For such \( n \), the identity

\[
\mathbb{E}\widehat{f}_n(x) = \mathbb{E}f_n(x) = \frac{\mu(A_n(x))}{h_n^d}
\]

holds, where we denote with \( A_n(x) \) the unique cube from the collection of \( A_{b_n,j} \) that contains the considered \( x \). Then, the consistency of the bias term (the first term on the right-hand side of (A1)) follows from the generalised Lebesgue density theorem (cf. Wheeden and Zygmund, 2015, Theorem 7.16) as follows: let \( B_n(x) \) denote the smallest cube centred at \( x \) containing \( A_n(x) \). Again, let \( \lambda \) denote the Lebesgue measure. If there is a universal constant \( c > 0 \) such that

\[
\lambda(B_n(x)) \leq c\lambda(A_n(x)), \tag{A2}
\]

then \( h_n \to 0 \) implies \( |\mathbb{E}\widehat{f}_n(x) - f(x)| \to 0 \) for \( \lambda \)-almost every \( x \). Obviously, (A2) is satisfied with \( c = 2^d \).

In order to bound the second term on the right-hand side of (A1), we use Hoeffding’s inequality (in the formulation of Boucheron et al., 2013, Theorem 2.8) which can be applied, since the random variables \( W_{n,i,j} \) for \( i = 1, \ldots, n \) and fixed \( j \) are independent. Denoting with \( j = j(n) \) the index such that \( A_n(x) = A_{b_n,j} \) we can thus conclude

\[
\mathbb{P}( |\mathbb{E}\widehat{f}_n(x) - \mathbb{E}\widehat{f}_n(x)| > \varepsilon )
\]

\[
= \mathbb{P}( |\mathbb{E}\widehat{f}_n(A_n(x)) - \mu(A_n(x))| > \varepsilon h_n^d )
\]

\[
= \mathbb{P}( |G_n/j(1/2) - \mathbb{E}G_n/j(1/2)| > \varepsilon h_n^d (1 - 2H(-1/(2\sigma_W))))
\]

\[
= \mathbb{P} \left( \left| \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}[W_{n,i,j} \leq 1/2] - \mathbb{E}[\mathbb{I}[W_{n,i,j} \leq 1/2]] \right| > \varepsilon h_n^d (1 - 2H(-1/(2\sigma_W))) \right)
\]

\[
\leq 2 \exp(-\varepsilon^2 n h_n^{2d} (1 - 2H(-1/(2\sigma_W))) / 2).\]

The assumptions of the theorem now guarantee that

\[
\sum_{n=1}^{\infty} \mathbb{P}( |\mathbb{E}\widehat{f}_n(x) - \mathbb{E}\widehat{f}_n(x)| > \varepsilon ) < \infty,
\]

and almost sure convergence follows using the Borel–Cantelli lemma.
We start the proof of $L^1$-consistency by recalling for $a \geq 0$ the identity $|a - b| = 2(a - b \lor 0)_+ + 2b_+ + b - a$ which is used to write
\[ \int_{\mathbb{R}^d} |f(x) - \tilde{f}_n(x)| \, dx \]
\[ = 2 \int_{\mathbb{R}^d} (f(x) - \tilde{f}_n(x) \lor 0)_+ \, dx + 2 \int_{\mathbb{R}^d} (\tilde{f}_n(x))_- \, dx \]
\[ + \int_{\mathbb{R}^d} \tilde{f}_n(x) \, dx - \int_{\mathbb{R}^d} f(x) \, dx. \]
The pointwise consistency together with Lebesgue's dominated convergence theorem implies that
\[ \int_{\mathbb{R}^d} (f(x) - \tilde{f}_n(x) \lor 0)_+ \, dx \to 0 \quad \text{almost surely.} \]

Thus, it remains to show that
\[ \int_{\mathbb{R}^d} \tilde{f}_n(x) \, dx = \sum_{j=1}^{N_n} \mu_n(A_{h_{n,j}}) \to 1 \quad \text{almost surely} \quad (A3) \]
and
\[ \int_{\mathbb{R}^d} (\tilde{f}_n(x))_- \, dx \to 0 \quad \text{almost surely.} \quad (A4) \]

We first show (A3). By the triangle inequality, we have
\[ \sum_{j=1}^{N_n} \mu_n(A_{h_{n,j}}) - 1 \leq \sum_{j=1}^{N_n} \mu_n(A_{h_{n,j}}) - 1 + \sum_{j=1}^{N_n} \tilde{\mu}_n(A_{h_{n,j}}) - \sum_{j=1}^{N_n} \mu_n(A_{h_{n,j}}). \]
The first term on the right-hand side tends to 0 almost surely (using the strong universal consistency of the standard histogram from Theorem 1.1), and it remains to consider the second term. Put
\[ \Delta_n := \left| \sum_{j=1}^{N_n} \tilde{\mu}_n(A_{h_{n,j}}) - \sum_{j=1}^{N_n} \mu_n(A_{h_{n,j}}) \right|. \]
For any $\varepsilon > 0$, consider the probability $\mathbb{P}(\Delta_n > \varepsilon)$, Conditioning on $D_n$ yields
\[ \mathbb{P}(\Delta_n > \varepsilon) = \mathbb{E}[\mathbb{E}[\mathbb{I}_{\{\Delta_n > \varepsilon\}}|D_n]]. \]
Setting $C(\sigma_W) = (1 - 2H(-1/(2\sigma_W)))^{-1}$ implies
\[ \Delta_n = C(\sigma_W) \left| \sum_{j=1}^{N_n} (G_{n,j}(1/2) - \mathbb{E}[G_{n,j}(1/2)|D_n]) \right| \]
\[ = C(\sigma_W) n \left| \sum_{j=1}^{N_n} \sum_{i=1}^{n} (\mathbb{I}_{\{W_{n,j,i} \leq 1/2\}} - \mathbb{E}[\mathbb{I}_{\{W_{n,j,i} \leq 1/2\}}|D_n]) \right|. \]
Applying Hoeffding’s inequality to the conditional distribution of the random variables $W_{n,i,j}$, $i = 1, \ldots, n$, $j = 1, \ldots, N_n$ given $D_n$ (note that conditional on $D_n$ all these random variables are independent) yields
\[ \mathbb{E}[\mathbb{I}_{\{\Delta_n > \varepsilon\}}|D_n] \leq 2 \exp \left( -\frac{2n\varepsilon^2}{C(\sigma_W)^2 N_n} \right) \]
Hence,
\[ \sum_{n=1}^{\infty} \mathbb{P}(\Delta_n > \varepsilon) \leq \sum_{n=1}^{\infty} \exp \left( -\frac{2n\varepsilon^2}{C(\sigma_W)^2 N_n} \right), \]
and the sum on the right-hand side converges provided that $\frac{n}{\log n} \to \infty$ which is equivalent to the condition $\frac{n^d}{r_n^d \log n} \to \infty$ stated in the assumptions of the theorem (recall that $N_n \approx r_n^d / h_n^d$).

In order to prove (A4) it is sufficient to show $\sum_{n=1}^{\infty} \mathbb{P}(|Z_n| > \varepsilon) < \infty$ for any $\varepsilon > 0$ where $Z_n = \int_{\mathbb{R}^d} (\tilde{f}_n(x) - \mu(A_{h_{n,j}})) \, dx = \sum_{j=1}^{N_n} (\tilde{\mu}_n(A_{h_{n,j}}))$. One has $\{|Z_n| > \varepsilon\} \subseteq \{\tilde{Z}_n > \varepsilon\}$ where

$$\tilde{Z}_n := C(\sigma_W) \sum_{j=1}^{N_n} \left[ H(1/(2\sigma_W)) - n^{-1} \sum_{i=1}^{n} \mathbb{I}_{\xi_{i,j} \leq 1/(2\sigma_W)} \right].$$

By a union bound argument and Hoeffding’s inequality we obtain

$$\mathbb{E} \left( \mathbb{P}(|Z_n| > \varepsilon) \right) \leq \mathbb{P}(\tilde{Z}_n > \varepsilon) \leq \sum_{n=1}^{\infty} N_n \mathbb{P} \left( \mathbb{P}(H(1/(2\sigma_W)) - n^{-1} \sum_{i=1}^{n} \mathbb{I}_{\xi_{i,j} \leq 1/(2\sigma_W)} < -\varepsilon/(N_n C(\sigma_W)) \right)$$

and the series converges under the additional assumption that $n/(N_n^2 \log n) \to \infty$ which is equivalent to $nh_n^{2d} / (r_n^{2d} \log n) \to \infty$.

### A.2 Proof of Theorem 4.1

We begin with some preliminaries that will allow us to show that the upper bound obtained for the estimator $\tilde{f}_n$ holds also for the estimator $f_n$. For this purpose, note that

$$\text{Var}(\tilde{\mu}_n(A_{h_{n,j}})) = \frac{\mu(A_{h_{n,j}})(1 - \mu(A_{h_{n,j}})) + \sigma^2_W}{n}$$

and

$$\text{Var}(\mu_n(A_{h_{n,j}})) = \frac{\mathbb{E}[G_{n,j}(1/2)](1 - \mathbb{E}[G_{n,j}(1/2)])}{n(1 - 2H(-1/(2\sigma_W)))^2}.$$

Thus, the inequality

$$\text{Var}(\tilde{\mu}_n(A_{h_{n,j}})) \leq \text{Var}(\mu_n(A_{h_{n,j}})) \quad (A5)$$

is equivalent to

$$\frac{\mathbb{E}[G_{n,j}(1/2)](1 - \mathbb{E}[G_{n,j}(1/2)])}{(1 - 2H(-1/(2\sigma_W)))^2} \leq \mu(A_{h_{n,j}})(1 - \mu(A_{h_{n,j}})) + \sigma^2_W. \quad (A6)$$

Note that

$$\mathbb{E}[G_{n,j}(1/2)] = \mu(A_{h_{n,j}})H(-1/(2\sigma_W)) + (1 - \mu(A_{h_{n,j}}))H(1/(2\sigma_W))$$

$$= \mu(A_{h_{n,j}})H(-1/(2\sigma_W)) + (1 - \mu(A_{h_{n,j}}))(1 - H(-1/(2\sigma_W)))$$

$$= (2\mu(A_{h_{n,j}}) - 1)H(-1/(2\sigma_W)) + 1 - \mu(A_{h_{n,j}})$$

$$= (1/2 - \mu(A_{h_{n,j}}))(1 - 2H(-1/(2\sigma_W))) + 1/2$$

and

$$H(-1/(2\sigma_W)) = \frac{1}{2} \exp(-1/(\sqrt{2}\sigma_W)).$$
Therefore,
\[
\frac{\mathbb{E}[G_{n,j}(1/2)](1 - \mathbb{E}[G_{n,j}(1/2)])}{(1 - 2H(-1/(2\sigma_W)))^2} = \frac{1/4 - (1/2 - \mu(A_{ha_j}))^2(1 - 2H(-1/(2\sigma_W)))^2}{(1 - 2H(-1/(2\sigma_W)))^2} = \frac{1/4}{(1 - 2H(-1/(2\sigma_W)))^2} - (1/2 - \mu(A_{ha_j}))^2,
\]
and so (A6) holds if and only if
\[
\frac{1/4}{(1 - 2H(-1/(2\sigma_W)))^2} \leq (1/2 - \mu(A_{ha_j}))^2 + \mu(A_{ha_j})(1 - \mu(A_{ha_j})) + \sigma_W^2,
\]
or equivalently,
\[
\frac{1}{4} \left( \frac{1}{(1 - \exp(-1/(\sqrt{2}\sigma_W)))^2} - 1 \right) \leq \sigma_W^2. \tag{A7}
\]
This last inequality (which does not involve \(\mu(A_{ha_j})\) anymore) holds for any choice of \(\sigma_W\) which can be seen as follows: the ratio of the left-hand side and the right-hand side of (A7) converges to 0 for \(\sigma_W \to 0\), to 1/2 for \(\sigma_W \to \infty\), and has a unique maximum on \((0, \infty)\) at \(\sigma_W \approx 0.614\) with value \(0.755 \leq 1\). Hence, we have proven (A5) which together with the bound of the bias term in Theorem 1.2 implies
\[
\mathbb{E} \left[ \int_{\mathbb{R}^d} |f(x) - \bar{f}_n(x)|\,dx \right] \\
\leq \mathbb{E} \left[ \int_{\mathbb{R}^d} |f(x) - \mathbb{E}[\bar{f}_n(x)]|\,dx \right] + \mathbb{E} \left[ \int_{\mathbb{R}^d} |\mathbb{E}[\bar{f}_n(x)] - \bar{f}_n(x)|\,dx \right] \\
\leq \mathbb{E} \left[ \int_{\mathbb{R}^d} |f(x) - \mathbb{E}[f_n(x)]|\,dx \right] + \int_{\mathbb{R}^d} \sum_{j=1}^{N_n} f(x)\,dx + \sum_{j=1}^{N_n} \sqrt{\text{Var}(\bar{f}_n(A_{ha_j}))} \\
\leq L\sqrt{d}h_n + \int_{\mathbb{R}^d} \sum_{j=1}^{N_n} f(x)\,dx + \sum_{j=1}^{N_n} \sqrt{\text{Var}(\bar{f}_n(A_{ha_j}))} \\
\leq L\sqrt{d}h_n + \int_{\mathbb{R}^d} \sum_{j=1}^{N_n} f(x)\,dx + \sum_{j=1}^{N_n} \sqrt{\mu(A_{ha_j}) + \sigma_W^2}.
\]
Note that the assumptions of the theorem guarantee the existence of a constant \(C_L\) (depending on the Lipschitz constant \(L\)) such that \(\|f\|_\infty \leq C_L\) holds. In combination with \(\sqrt{a} + \sqrt{b} \leq \sqrt{a + b}\), this implies
\[
\mathbb{E} \left[ \int_{\mathbb{R}^d} |f(x) - \bar{f}_n(x)|\,dx \right] \\
\leq L\sqrt{d}h_n + \int_{\mathbb{R}^d} \sum_{j=1}^{N_n} f(x)\,dx + \frac{N_n \sqrt{C_L h_n^d}}{\sqrt{n}} + \frac{N_n \sigma_W}{\sqrt{n}}.
\]
\[ L \sqrt{dh_n} + \int_{\mathbb{R}^d \cup \bigcup_{n=1}^N A_{h_{n,k}}} f(x) \, dx + O \left( \frac{r_d^d}{\sqrt{n h_n^d}} \right) + O \left( \frac{\sigma_W r_d^d}{\sqrt{n h_n^d}} \right). \]

Exploiting that \( \mathbb{E}[\hat{f}_n(x)] = \mathbb{E}[\hat{f}_n(x)] \), one can use the same argument in order to show that the same upper bound holds for the estimator \( \hat{f}_n \). Now one can see directly that we can attain the classical rate if \( \sigma_W \) is sufficiently small.

### A.3 Proof of Theorem 5.1

As usual in proving minimax lower bounds, we bound the complexity of the whole estimation problem by restricting the class of potential density functions to a finite subset which is parametrised by a vector \( \theta \in \{ \pm 1 \}^k \) for some \( k \) that will be specified later. It is well-known in nonparametric statistics that for proving global lower bounds the reduction to two hypothesis (which works for deriving sharp lower bounds for the estimation of linear functionals of the density) is not sufficient. The main additional ingredient in contrast to classical lower bounds is the data processing inequality (A10) that explains the deterioration of the rate of convergence.

In the sequel, whenever \( \mu_\theta \) denotes the distribution of the original i.i.d. data \( X_1, \ldots, X_n \) with density \( f_\theta \), we denote for a privacy mechanism \( Q \) with \( \mu_\theta^Z \) the resulting distribution of the privatised data \( Z = (Z_1, \ldots, Z_n) \) (the dependence of this distribution on the mechanism \( Q \) is suppressed for the sake of convenience).

Let \( \mathbb{P} \) and \( \mathbb{Q} \) be two probability measures on the same measurable space \((\mathcal{X}, \mathcal{F})\), and denote by \( p \) and \( q \) their densities with respect to some dominating measure \( v \). Recall that the total variation distance, the Hellinger distance, and the Kullback-Leibler distance are defined as

\[
TV(\mathbb{P}, \mathbb{Q}) = \frac{1}{2} \int_{\mathcal{X}} |p(x) - q(x)| \, v(dx),
\]

\[
H(\mathbb{P}, \mathbb{Q}) = \left( \int_{\mathcal{X}} (\sqrt{p(x)} - \sqrt{q(x)})^2 \, v(dx) \right)^{1/2},
\]

\[
KL(\mathbb{P}, \mathbb{Q}) = \int_{\mathcal{X}} \log \left( \frac{p(x)}{q(x)} \right) p(x) \, v(dx),
\]

respectively (the last definition being valid for \( \mathbb{P} \ll \mathbb{Q} \); otherwise one defines \( KL(\mathbb{P}, \mathbb{Q}) = +\infty \)).

For the proof we need the following result which links the Kullback-Leibler distance of the privatised observations \( Z_1, \ldots, Z_n \) (generated by a potentially interactive privacy mechanism) to the total-variation distance of the original random variables.

**Lemma A.1 (Consequence of Duchi et al., 2018, Theorem 1):** Let \( \alpha \geq 0 \). For any \( \alpha \)-locally differentially private mechanism \( Q \in Q_{\alpha} \)

\[
KL(\mu_\theta^Z, \mu_{\theta'}^Z) \leq 4n(e^\alpha - 1)^2 TV^2(\mu_\theta, \mu_{\theta'}).
\]

For the proof of Theorem 5.1, we need to introduce some notation first. Define the function \( g_0: [0, 1]^d \rightarrow \mathbb{R} \) by

\[
g_0(x) = L \min_{i=1, \ldots, d} \min \{ x_i, 1 - x_i \}.
\]

Then, denoting with \( h \) the 1-Lipschitz function \( h: [0, 1] \rightarrow \mathbb{R} \) defined by \( h(x) = x\mathbb{I}_{[x \in [0, 1/2]]} + (1 - x)\mathbb{I}_{[x \in (1/2, 1]]} \), we have

\[
|g_0(x) - g_0(x')| = L \max_{i=1, \ldots, d} \min \{ x_i, 1 - x_i \} - \min \{ x_i', 1 - x_i' \}
\]

\[
\leq L \max_{i=1, \ldots, d} \min \{ x_i, 1 - x_i \} - \min \{ x_i', 1 - x_i' \}
\]
Figure A1. Heatmap of the function $g: [0, 0.25]^2 \to \mathbb{R}$ for the case $d = k = 2$ with $L = 1$. This function is used to construct the hypotheses $f_\theta$ in the proof of the lower bound. Note that positive and negative parts of the functions cancel each other when integrating over the whole area $[0, 0.25)^2$.

$$
= L \max_{i=1,\ldots,d} |h(x_i) - h(x'_i)| \\
\leq L \max_{i=1,\ldots,d} |x_i - x'_i| \\
\leq L \|x - x'\|,
$$
showing that $g_0$ belongs to $\mathcal{F}_{\text{Lip}}^d(L)$.

For a positive integer $k$ (that will be specified below) set $A = [0, 1/(2k))^d$. Define $y_j = (y_{j1}, \ldots, y_{jd}) \in [0, 1]^d$ for $j \in \{0, \ldots, k-1\}$ by $y_{ji} = 1/4 + j/(2k)$, and further put $A_j = y_j + A$ for the same values of $j$. Now, consider the function $g: A \to \mathbb{R}$ defined as

$$
g(x) = \frac{(-1)^{\#\{i=1,\ldots,d\} : 1/(4k) \leq x_i < 1/(2k)}}{4k} \cdot g_0(\tau(x_1), \ldots, \tau(x_d))
$$

where

$$
\tau(x) = \begin{cases} 
4kx, & \text{if } 0 \leq x < \frac{1}{4k}, \\
4k(x - 1/(4k)), & \text{if } \frac{1}{4k} \leq x < \frac{1}{2k}.
\end{cases}
$$

Take $\theta = (\theta_j) \in \{\pm 1\}^d$. With such a $\theta$ we associate the function defined by

$$
f_0(x) = \begin{cases} 
f_0(x), & \text{if } x \notin \bigcup_j A_j, \\
f_0(x) + \theta_j g(x - y_j), & \text{if } x \in A_j.
\end{cases}
$$

Here, the function $f_0$ is chosen such that it is constant on the block $\bigcup_j A_j = [1/4, 3/4)^d$, and outside this block it is defined in such a way that $f_0$ is positive, integrates to 1 and satisfies the $\mathcal{F}_{\text{Lip}}^d(L)$ condition. The existence of such a function $f_0$ is guaranteed whenever $L$ is sufficiently large. The definition of $g$ (see Figure A1 for an illustration in the case $d = k = 2$) guarantees that the hypotheses $f_0$ are density functions and belong to $\mathcal{F}_{\text{Lip}}^d$. 
After these preparations, we now consider privatised data $Z = (Z_1, \ldots, Z_n)$ generated by an arbitrary $\alpha$-LDP privacy mechanism $Q \in \mathcal{Q}_\alpha$ (generating observations in an arbitrary measurable space $(Z, \mathcal{Z})$) and let us denote with $\tilde{f}$ an arbitrary estimator based on these data. Then, denoting with $\mathbb{E}_f$ and $\mathbb{E}_\theta$ the expectation operator when the true density is $f$ and $f_\theta$, respectively, we have

$$
\sup_{f \in \mathcal{F}_{Lip}^d} \mathbb{E}_f \left[ \int_{[0,1]^d} |f(x) - f(x)| \, dx \right] \geq \sup_{\theta \in \{-1,1\}^d} \mathbb{E}_\theta \left[ \int_{[0,1]^d} |\tilde{f}(x) - f_\theta(x)| \, dx \right]
$$

$$
\geq \frac{1}{2^{kd}} \sum_{\theta \in \{-1,1\}^d} \mathbb{E}_\theta \left[ \int_{[0,1]^d} |\tilde{f}(x) - f_\theta(x)| \, dx \right]
$$

$$
\geq \frac{1}{2^{kd}} \sum_{\theta \in \{-1,1\}^d} \sum_{j} \mathbb{E}_\theta \left[ \int_{A_j} |\tilde{f}(x) - f_\theta(x)| \, dx \right]
$$

$$
= \frac{1}{2^{kd}} \sum_{j} \sum_{\theta \in \{-1,1\}^d} \mathbb{E}_\theta \left[ \int_{A_j} |\tilde{f}(x) - f_\theta(x)| \, dx \right]
$$

$$
= \frac{1}{2^{kd+1}} \sum_{j} \sum_{\theta \in \{-1,1\}^d} \left\{ \mathbb{E}_\theta \left[ \int_{A_j} |\tilde{f}(x) - f_\theta(x)| \, dx \right] \right\}, \quad (A8)
$$

where we denote for some given $\theta \in \{-1,1\}^d$ with $\theta^{(j)}$ the element of $\{-1,1\}^d$ satisfying $\theta_i^{(j)} = \theta_i$ for $i \neq j$ and $\theta_j^{(j)} = -\theta_j$ (sign reversal at the coordinate with index $j$). Consider the Hellinger affinity

$$
\rho(\mu^Z_\theta, \mu^Z_{\theta^{(j)}}) := \int_{\mathbb{Z}^n} \sqrt{\psi^Z_\theta(z) \psi^Z_{\theta^{(j)}}(z)} \, v(\mathrm{d}z)
$$

where $\psi^Z_\theta$ and $\psi^Z_{\theta^{(j)}}$ denote densities of the measure $\mu^Z_\theta$ and $\mu^Z_{\theta^{(j)}}$, respectively, with respect to some dominating measure, say $v$. Using the elementary inequality $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ for $a, b \geq 0$ and the Cauchy-Schwarz inequality, we obtain

$$
\rho(\mu^Z_\theta, \mu^Z_{\theta^{(j)}}) \leq \int_{\mathbb{Z}^n} \frac{\left( \int_{A_j} |f_\theta(x) - f_{\theta^{(j)}}(x)| \, dx \right)^{1/2}}{\left( \int_{A_j} |f_\theta(x) - f_{\theta^{(j)}}(x)| \, dx \right)^{1/2} \sqrt{\psi^Z_\theta(z) \psi^Z_{\theta^{(j)}}(z)} \, v(\mathrm{d}z)}
$$

$$
\leq \int_{\mathbb{Z}^n} \frac{\left( \int_{A_j} |f_\theta(x) - \tilde{f}(x)| \, dx \right)^{1/2}}{\left( \int_{A_j} |f_\theta(x) - f_{\theta^{(j)}}(x)| \, dx \right)^{1/2} \sqrt{\psi^Z_\theta(z) \psi^Z_{\theta^{(j)}}(z)} \, v(\mathrm{d}z)}
$$

$$
+ \int_{\mathbb{Z}^n} \frac{\left( \int_{A_j} |f_{\theta^{(j)}}(x) - \tilde{f}(x)| \, dx \right)^{1/2}}{\left( \int_{A_j} |f_{\theta^{(j)}}(x) - f_{\theta^{(j)}}(x)| \, dx \right)^{1/2} \sqrt{\psi^Z_{\theta^{(j)}}(z) \psi^Z_{\theta^{(j)}}(z)} \, v(\mathrm{d}z)}
$$

$$
\leq \left( \int_{\mathbb{Z}^n} \frac{\left( \int_{A_j} |f_\theta(x) - \tilde{f}(x)| \, dx \right)^{1/2}}{\left( \int_{A_j} |f_\theta(x) - f_{\theta^{(j)}}(x)| \, dx \right)^{1/2} \psi^Z_\theta(z) \, v(\mathrm{d}z)} \right)^{1/2}
$$
\[ \left( \int_{\mathcal{Z}^n} \frac{f_{\theta}(x) - f_{\theta^0}(x)}{|f_{\theta}(x) - f_{\theta^0}(x)|} \, \mathrm{d}x \right)^{1/2} \psi_{\theta^0}(z) \, \nu(\mathrm{d}z) \right) \].

Consequently, using \((a+b)^2 \leq 2a^2 + 2b^2\),

\[ \frac{1}{2} \rho^2(\mu_\theta, \mu_{\theta^0}) \int_{A_j} |f_{\theta}(x) - f_{\theta^0}(x)| \, \mathrm{d}x \leq \mathbb{E}_{\theta} \left[ \int_{A_j} |f_{\theta}(x) - \bar{f}(x)| \, \mathrm{d}x \right] + \mathbb{E}_{\theta^0} \left[ \int_{A_j} |f_{\theta^0}(x) - \bar{f}(x)| \, \mathrm{d}x \right]. \]  \tag{A9}

Let us now determine a lower bound for the quantity \( \rho(\mu_\theta, \mu_{\theta^0}) \). For this, we first derive an upper bound for the Kullback-Leibler divergence \( KL(\mu_\theta, \mu_{\theta^0}) \). Lemma A.1 directly provides the estimate

\[ KL(\mu_\theta, \mu_{\theta^0}) \leq 4(n(e^\alpha - 1)^2)^2, \]  \tag{A10}

Further, by definition of \( f_{\theta} \) and \( f_{\theta^0} \),

\[ TV(\mu_\theta, \mu_{\theta^0}) = \frac{1}{2} \int_{A_j} |f_{\theta}(x) - f_{\theta^0}(x)| \, \mathrm{d}x \]

\[ = \int_A |g(x)| \, \mathrm{d}x \]

\[ = \frac{2^d}{4k} \int_{(0,1/4k)^d} g_0(4kx_1, \ldots, 4kx_d) \, \mathrm{d}x_1 \ldots \mathrm{d}x_d \]

\[ = \frac{2^d}{(4k)^d+1} \int_{(0,1)^d} g_0(x) \, \mathrm{d}x. \]

Now choose \( k \) as the smallest integer \( \geq 1 \) such that

\[ (n(e^\alpha - 1)^2 \wedge 1) \frac{1}{(2k)^{2d+2}} \left( \int_{(0,1)^d} g_0(x) \, \mathrm{d}x \right)^2 \leq 1, \]

which yields \( KL(\mu_\theta, \mu_{\theta^0}) \leq 1 \). Using the relation \( H^2 \leq KL \) between squared Hellinger and Kullback-Leibler distance (cf. Tsybakov, 2009, Equation (2.19)) together with the identity \( \rho = 1 - \frac{1}{2} H^2 \) for the Hellinger affinity (cf. Tsybakov, 2009, p. 83, property (iii) of the Hellinger distance), we obtain the estimate

\[ \rho(\mu_\theta, \mu_{\theta^0}) \geq \frac{1}{2}, \]

which is independent of the index \( j \). Combining this last estimate with (A9) and putting the result into (A8) yields

\[ \sup_{f \in \mathcal{F}} \mathbb{E}_f \left[ \int_{(0,1)^d} |\bar{f}(x) - f(x)| \, \mathrm{d}x \right] \geq \frac{1}{8} \sum_j \int_{A_j} |f_{\theta}(x) - f_{\theta^0}(x)| \, \mathrm{d}x \]

\[ = \frac{k^d}{4} \int_A |g(x)| \, \mathrm{d}x \]

\[ \asymp k^{-1} \]

\[ \asymp (n(e^\alpha - 1)^2 \wedge 1) \frac{1}{2(k+1)} \]

where we used that \( k \asymp (n(e^\alpha - 1)^2 \wedge 1)^{1/2} \). This proves the desired lower bound.