Abstract

While there have been advances in Natural Language Processing (NLP), their success is mainly gained by applying a self-attention mechanism into single or multi-modalities. While this approach has brought significant improvements in multiple downstream tasks, it fails to capture the interaction between different entities. Therefore, we propose MM-GATBT, a multimodal graph representation learning model that captures not only the relational semantics within one modality but also the interactions between different modalities. Specifically, the proposed method constructs image-based node embedding which contains relational semantics of entities. Our empirical results show that MM-GATBT achieves state-of-the-art results among all published papers on the MM-IMDb dataset.

1 Introduction

Despite the huge success of learning algorithms for applications involving unimodal data such as text, less is known for applications involving multimodal data, i.e. scenarios where each data entity has data attributes from multiple modes, such as text and image. While the previous works show that models with multimodal representation outperforms unimodal representation in downstream tasks such as classification, VQA, and disambiguation, the benefit of multimodal representation mostly comes from only one mode (such as text), while the other mode only contribute a marginal improvement. That is, the performance difference between text-only representation and multimodal representation is smaller than that of the image-only representation and multimodal representation (Arevalo et al., 2017; Vielzeuf et al., 2018; Moon et al., 2018; Kiela et al., 2020; Singh et al., 2020; Kiela et al., 2021).

We suspect that improper usage of image-modality presents a limitation in creating multimodal representation. Existing multimodal models have been applying a self-attention mechanism or create a graph with a single modality’s attribute. However, these approaches ignore the interaction among entities, multi-modalities, or both. In other words, one modality is tied within its space and cannot see beyond its modality space. To overcome this limitation, we propose a novel framework by constructing a multimodal entity graph which simultaneously captures the interconnection between different data entries and data modalities. Our idea is motivated by homophily, in which similar nodes tend to be connected and tend to share similar labels (Hamilton, 2020).

We demonstrate our claim by considering a multilabel classification task using the MM-IMDb dataset (Arevalo et al., 2017) as in Figure 1. In the MM-IMDb dataset, each movie entity is provided with image and text, and our goal is to predict the movie’s genre. Using this data, we construct a graph where each node represents a movie entity and edge represents a shared feature between the movie entities.
director, etc. By capturing dependency and interaction between the entities generated from Graph Attention Network (GAT) (Veličković et al., 2018), we expect to gain latent information that cannot be extracted from the image encoder solely.

The contributions of this work are as follows: (1) We propose a novel Multimodal Graph Attention Network (MM-GATBT) which enables interaction between data modalities. (2) To our best knowledge, this is the first attempt to construct image-based entity graph to enrich image representation by capturing relational semantics between the entities. (3) MM-GATBT achieves state-of-the-art results on the multilabel classification task among all published papers on MM-IMDb dataset.

2 Background

Multimodal Representation Joint representation is one of the most popular methods to combine modality vectors. This method has a strong advantage in implementation because it concatenates the modalities into a single vector. (Guo et al., 2019) explains that it is an intuitive approach to learn a shared semantic subspace from different modalities providing richer and complementary contexts.

(Bayoudh et al., 2021) also explains three different fusion methods depending on the timing when modalities are combined. Early fusion (Sun et al., 2018) method fuses data before the feature extractor or classifier to preserve the richness of original features. The late fusion method fuses data after extracting features from separate modalities. Hybrid method uses both early fusion and late fusion at some point in their architecture to take advantage of both worlds.

Graph Neural Network Graph Neural Network (GNN) is powered by neural message passing and generates node embeddings. A graph $G = (V, E)$ is defined as a tuple such that $V$ is a set of vertices and $E \subseteq V \times V$ is a set of edges. We also employ the node feature matrix $X \in \mathbb{R}^{d \times |V|}$ where $d$ is the feature dimension. Vanilla GNN (Kipf and Welling, 2017) averages neighbor messages for each layer using the mean aggregation function. Formally, it is defined by the following Eq. (1) where $l$ is the layer index, $h^l_{i}$ is hidden representation of node $i$ at layer $l$, and $U^l$ is a learnable parameter.

$$h^{l+1}_i = \sigma \left( \sum_{j \in N_i} \frac{1}{\text{Deg}_i} U^l h^l_j \right).$$

Here, $\text{Deg}_i$ and $N_i$ denote the degree and the neighbor set of node $i$, respectively, and $\sigma(\cdot)$ is a non-linear activation function.

Graph Convolution Network (GCN) (Kipf and Welling, 2017) improves vanilla GNN by employing symmetric normalization (Hamilton, 2020). This model runs a spectral-based convolution operation. Because the spectral method assumes fixed graph, it often leads to poor generalization ability (Wu et al., 2021). Therefore, spatial-based models such as GraphSAGE (Hamilton et al., 2017) are often considered to enable inductive generalization.

$$h^{l+1}_i = \sigma(U^l \cdot \left[ h^{l-1}_i; h^{l-1}_j \right])$$

In Eq. (2), $\left[ h^{l-1}_i; h^{l-1}_j \right]$ denotes a concatenated representation between the node’s previous hidden state $h^{l-1}_i$ and an aggregated representation of local neighbor nodes $h^{l-1}_j$ where $j \in N_i$.

Attention Mechanism Attention mechanism (Luong et al., 2015; Bahdanau et al., 2015) computes a probability distribution $\alpha = (\alpha_{t1}, \alpha_{t2}, ..., \alpha_{ts})$ over the encoder’s hidden states $h^{(s)}$ that depends on the decoder’s current hidden state $h^{(t)}$. (Luong et al., 2015) computes global attention by

$$\alpha_{st} = \frac{\exp(h^{(t)} \cdot h^{(s)})}{\sum_{s'} \exp(h^{(t)} \cdot h^{(s')})}$$

where $s$ refers to the index number of source hidden state and $t$ refers to the index number of target hidden state. This method was introduced to assign more importance to more relevant $h^{(s)}$. This method has been developed into self-attention (Vaswani et al., 2017) and GAT (Veličković et al., 2018). Self-attention mechanism computes weighted average of the input vectors. Similarly, GAT performs attention on the neighbor nodes.

3 Methods

3.1 Problem Statement

We address the multilabel classification task. We assume that $n$ data sample are given, where each data sample corresponds to a movie entity that has a text and an image attribute. The goal is to classify the movie genre. Note that this is a multilabel classification task, as each movie can belong to more than one genre. Therefore, given text data $X_{\text{txt}} = \{ T^1, T^2, \ldots, T^n \}$ and image data $X_{\text{img}} =$
Figure 2: Model architecture of MM-GATBT. The top side of the architecture encodes text descriptions. The bottom side captures the interaction between entities by aggregating the neighbor images connected via text features. Then, MM-GATBT concatenates text embedding and image-based node embedding to generate a joint multimodal representation used for classifier. 1), 2), and 3) denotes token embedding, segment embedding, and positional embedding respectively, following BERT-like tokenization method.

\{I^1, I^2, \ldots, I^n\}, we train function \( f \) that predicts binary label \( y^i_j \) for all \( j \) where \( i \) is an index number of an entity and \( j \) is an index number of classes. Binary label \( y^i_j \) is only accessible from training set.

Our approach towards this problem is to construct a graph and use graph neural networks. The details are discussed in Section 3.3 below.

3.2 Model Overview

MM-GATBT consists of three main components: text encoder, image encoder, and GNN. We chose BERT (Devlin et al., 2019) as text encoder, EfficientNet (Tan and Le, 2019) as image encoder, and GAT (Veličković et al., 2018) as GNN. The encoded images are used as node features in GAT to learn the relational semantics of entities. Then we fuse text embedding and image-based node embedding using MMBT (Kiela et al., 2020). We chose this architecture because unlike ViLBERT (Lu et al., 2019) and VisualBERT (Li et al., 2019), encoders can be trained independently as opposed to be trained jointly. That is, we can easily upgrade any of these three main components in the future. Thanks to this simple but powerful architecture, MM-GATBT leaves considerable room to increase its performance in the future.

3.3 Graph Construction

To represent relational semantics, we first construct an undirected graph \( G = (V, E) \) where a vertex represents an entity (i.e. a movie) and an edge denotes the presence of shared feature between the corresponding entities (such as sharing a director).

More precisely, if \( A = (A_{i,j} : 1 \leq i \leq n) \) denotes the adjacency matrix of \( G \), we have

\[
A_{ij} = \begin{cases} 
1 & \text{if } \{T_i^{feat} \cap T_j^{feat}\} \neq \emptyset \\
0 & \text{otherwise}
\end{cases}
\] (4)

Here, \( T_i^{feat} \) denotes the feature set corresponding to entity \( i \). Since there can be multiple combinations to create these feature set, we carefully chose five features that shows the best performance empirically: director, producer, writer, cinematographer, and art director.

For implementation purposes, we add a self loops to isolated vertices, i.e. those vertices with degree zero. The constructed graph \( G \) is on the whole train and test dataset. While train vertices are accessible to labels, we mask the labels for test vertices to prevent the model from seeing the ground truth during training phase.

3.4 Image-based Node Embedding (GAT)

Graphs representing relations within a single image is a well-studied problem as in (Guo et al., 2020; Johnson et al., 2015). However, no attempts have been made to represent image-objects as nodes input to a GNN. We define this novel graph as image-based entity graph as visualized in Figure 2.

Instead of using a complex image encoder, we use EfficientNet b4 (Tan and Le, 2019) to maximize efficiency. Then each encoded image is fed as node feature of an entity. Note that entire images represent nodes, not segments of images. Related works such as MMBT-Region (Kiela et al., 2021), ViLBERT (Lu et al., 2019) and VisualBERT (Li et al., 2019) employs pretrained ResNet (He et al., 2015) based Faster-R-CNN, but they are overly
expensive for GNN. That is because one single channel image is sufficient to enable an effective message passing.

While GraphSAGE (Hamilton, 2020) assigns the equal importance to neighbor nodes, in our application, depending on the context, different features can have different importance. Therefore, instead of using GraphSAGE, we employ GAT (Veličković et al., 2018) where it assigns different importance to different neighbor edges. This is done by

\[ e_{ij} = a([U^l h_i^l; U^l h_j^l]) \]  \hspace{1cm} (5)

\[ \alpha_{ij} = \frac{\exp(e_{ij})}{\sum_{k \in N_i} \exp(e_{ik})} \]  \hspace{1cm} (6)

\[ h_i^{l+1} = \sigma(\sum_{j \in N_i} \alpha_{ij} U^l h_j^l) \]  \hspace{1cm} (7)

where \( a \) is a learnable weight vector for linear transformation. For non-linear activation function \( \sigma(\cdot) \), we use LeakyReLU function.

### 3.5 Contextualized Text Embedding

BERT (Devlin et al., 2019) achieved remarkable success in various downstream tasks with its unique tokenizing method and its self-attention mechanism. As visualized in Figure 2, we apply the same BERT tokenizer to textual data by tokenizing into 1) token embedding, 2) segment embedding, and 3) positional embedding. Their aggregated result is fed into a transformer and the final hidden state of this classification token is used for classification task. In figure 2, \( W_i \) denotes tokenized word given text data where \( i \) is sequence index.

### 3.6 Multimodal Bitransformer

MMBT (Kiela et al., 2020) is used as an early fusion method. This model originally extends BERT (Devlin et al., 2019) by applying BERT style tokenizing method into image modality as in Figure 2. For MM-GATBT, because we use image-based node embedding, we consider each node feature \( I^n \) as a token.

After applying BERT-like tokenization method in both Section 3.4 and Section 3.5, we concatenate them. Note that the original MMBT (Kiela et al., 2020) pools the image and uses multiple separate image embeddings. However, we only use one single output vector of image-based node embedding per each image.

### 3.7 Training

To solve multi-label classification task, we optimize binary cross-entropy loss defined as

\[ L_{bce} = -\frac{1}{M} \sum_{m=1}^{M} \omega_m [y_m \log \hat{y}_m + (1 - y_m) \log(1 - \hat{y}_m)] \]  \hspace{1cm} (8)

where \( M \) is the number of classes, \( \omega_m \) is the fraction of samples of class \( m \), \( y_m \) is true label, and \( \hat{y}_m \) is predicted label. Because the MM-IMDb dataset is an imbalanced dataset, we assign different \( \omega \) for different classes.

### 4 Experiment

#### System Configuration

During the training phase, we used a single Nvidia RTX 3090 with a batch size of 12. We implemented our model using PyTorch (Paszke et al., 2019) and DGL (Wang et al., 2020) on top of MMBT code available on the public repository.\(^1\) For every encoder, we used pre-trained models to reduce the computational cost and maximize their performance. In the case of the text encoder, we used the BERT uncased base model available from Hugginface (Wolf et al., 2020). For the image encoder, we used pre-trained EfficientNet b4 (Tan and Le, 2019). For GNN, we chose GAT (Veličković et al., 2018) available from DGL. We pre-trained GAT before employing to MM-GATBT. We used five features to construct our graph, as was explained in Section 3.3 and Eq. (4) therein. The average degree of the resulting graph is 59 and it has 554 isolated nodes.

#### Experiment Setup

We used Multimodal IMDb (MM-IMDb) dataset from (Arevalo et al., 2017). This dataset consists of 23351 movie entities. Each movie in the dataset has a title, description, movie poster, producer, and related genres. Note that each movie can have multiple genres, making this task a multi-label classification task.

Empirical results from previous works imply that text modality carries more significant importance than image modality (Jin et al., 2021). The dataset is provided in a splitted format where the number of training set and testing set are 15552 and 7799 respectively.

#### Data Preprocessing

We followed the data preprocessing scheme from (Kiela et al., 2020). The

\(^1\)https://github.com/facebookresearch/mmbt
Table 1: Experimental result shows that the proposed model outperforms against its unimodal submodels and popular multimodal models. For GMU (Arevalo et al., 2017), CentralNet (Vielzeuf et al., 2018), MMBT (Kiela et al., 2020), MFM (Braz et al., 2021), and RefNet (Sankaran et al., 2022), we brought the best numbers from their papers. Missing numbers mean that the results are not shared in their papers.

| Type       | Model                                         | Micro F1 | Macro F1 | Weighted F1 | Samples F1 |
|------------|-----------------------------------------------|----------|----------|-------------|------------|
| Unimodal   | EfficientNet (Tan and Le, 2019)              | 0.395    | 0.314    | 0.457       | 0.394      |
|            | BERT (Devlin et al., 2019)                   | 0.645    | 0.587    | 0.645       | 0.647      |
| Multimodal | GMU (Arevalo et al., 2017)                   | 0.630    | 0.541    | 0.617       | 0.630      |
|            | CentralNet (Vielzeuf et al., 2018)           | 0.639    | 0.561    | 0.631       | 0.639      |
|            | MMBT (Kiela et al., 2020)                    | 0.669    | 0.618    | -           | -          |
|            | MFM (Braz et al., 2021)                      | 0.675    | 0.616    | 0.675       | 0.673      |
|            | RefNet (Sankaran et al., 2022)               | 0.680    | 0.587    | -           | -          |
| Graphical  | GAT w/ EfficientNet                          | 0.500    | 0.394    | 0.506       | 0.496      |
|            | MM-GATBT (ours)                              | **0.685**| **0.645**| **0.683**   | **0.686**  |

Baseline Models

We compare MM-GATBT with two different types of models: unimodal models and multimodal models. For BERT (Devlin et al., 2019) and EfficientNet (Tan and Le, 2019) we use the same size of models used in the main model and compare their performance. For graphical model, we implement GAT w/ EfficientNet which outputs image-based node embedding used for the main model. Then we compare it with a single EfficientNet to examine the information gain from this structural difference. Our implementation is publicly available on GitHub.\(^2\)

5 Result

We validated our model using the following metrics: micro f1, macro f1, weighted f1, and samples f1. The results are rounded to 3 decimal places. We report our results as well as the state of the art in Table 1. Table 1 shows that MM-GATBT significantly outperforms baseline models in all metrics. Specifically, MM-GATBT significantly outperforms its unimodal submodels (i.e. considering text / image only) when ran separately. This performance increase can be explained from two perspectives. First, (Singh et al., 2020) addressed that the performance of pretraining models plays a critical role before fusion. As we suspected in Section 1, using image modality solely performs the worst, as it does not leverage the benefits of multimodal fusion. From this perspective, image-only embedding is upgraded into image-based node embedding as shown in GAT w/ EfficientNet. Therefore, as we observe, the main model performs better when its submodel performs better. This also indicates that our approach successfully captures the interaction between the entities through message passing.

Secondly, MM-GATBT reflects the connectivity structure of the constructed graph. As visualized in Figure 3, the constructed graph consists of both connected and isolated nodes. Therefore, it is crucial for the architecture to address the graph’s density and sparsity. Indeed, the text encoder on the top of Figure 2 generates the word embedding neglecting the graph structure, which justifies its high performance on isolated nodes. In contrast,
the GAT on the bottom of Figure 2 takes into account the connectivity of nodes. This well justifies why MM-GATBT also performs well on non-isolated nodes. By fusing these two embeddings, MM-GATBT leverages both connected and isolated nodes effectively. Note that neither BERT nor image-based node embedding could achieve the accuracy of 0.685 before they were fused.

6 Conclusion

We proposed MM-GATBT, a novel graph-based multimodal architecture, to address the multilabel classification task on the MM-IMDb dataset. MM-GATBT leverages image-based node embedding and attention mechanism during the early fusion phase. The results show that the proposed model successfully captures the latent information generated from the interaction between the entities and achieves state-of-the-art results among all published works on the MM-IMDb dataset.
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