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Abstract—Recent research on deep neural networks (DNNs) has primarily focused on improving the model accuracy. Given a proper deep learning framework, it is generally possible to increase the depth or layer width to achieve a higher level of accuracy. However, the huge number of model parameters imposes more computational and memory usage overhead and leads to the parameter redundancy. In this paper, we address the parameter redundancy problem in DNNs by replacing conventional full projections with bilinear projections. For a fully-connected layer with \( D \) input nodes and \( D \) output nodes, applying bilinear projection can reduce the model space complexity from \( O(D^2) \) to \( O(2D) \), achieving a deep model with a sub-linear layer size. However, structured projection has a lower freedom of degree compared to the full projection, causing the under-fitting problem. So we simply scale up the mapping size by increasing the number of output channels, which can keep and even boosts the model accuracy. This makes it very parameter-efficient and handy to deploy such deep models on mobile systems with memory limitations. Experiments on four benchmark datasets show that applying the proposed bilinear projection to deep neural networks can achieve even higher accuracies than conventional full DNNs, while significantly reduces the model size.
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I. INTRODUCTION

With the brilliant re-design of neural networks and a significant improvement in the training efficiency with GPUs, deep learning models have gained a huge success in the research areas of computer vision and natural language processing. Training on a collection of large-scale and well-labelled data, deep architectures have the ability to learn features without the need of feature engineering. This property has the most profound effect on the end results of different learning tasks.

In visual content analysis tasks, convolutional neural networks (CNNs) have achieved the state-of-the-art performance. They can be used in a variety of applications such as object detection [1], semantic segmentation [2], visual place localisation [3] and video tracking [4]. Starting from LeNet for handwritten digits recognition [5], CNNs have been evolving very fast in recent years. The deep models pre-trained on very large image dataset (e.g., ImageNet) can be directly used for visual feature processing in most cases.
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I. INTRODUCTION

With the brilliant re-design of neural networks and a significant improvement in the training efficiency with GPUs, deep learning models have gained a huge success in the research areas of computer vision and natural language processing. Training on a collection of large-scale and well-labelled data, deep architectures have the ability to learn features without the need of feature engineering. This property has the most profound effect on the end results of different learning tasks.

In visual content analysis tasks, convolutional neural networks (CNNs) have achieved the state-of-the-art performance. They can be used in a variety of applications such as object detection [1], semantic segmentation [2], visual place localisation [3] and video tracking [4]. Starting from LeNet for handwritten digits recognition [5], CNNs have been evolving very fast in recent years. The deep models pre-trained on very large image dataset (e.g., ImageNet) can be directly used for visual feature processing in most cases. It is commonly believed that the wider and deeper models are, the better accuracies can be achieved, where Inception network [6] and Deep Residual network [7] are the most representative architectures. Inception-Residual network is a hybrid architecture to boost the performance for visual pattern recognition [8]. Deep models also perform very well on recurrent learning tasks, for example, image captioning [9], machine translation [10], named entity recognition [11], Q&A systems [12]. In these applications, recurrent networks exhibit temporal dynamic behaviour to analyse the context information. The most used deep recurrent model is the long short-term memory (LSTM) [13], which has additional stored states implemented by several fully-connected modules, and the memory can be directly controlled by the neural network.

When large DNNs are designed with a high number of layers and wide structure in each layer, reducing their model sizes to make them more parameter-efficient becomes critical to meet the requirements of many practical applications. So how to design a parameter-efficient learning framework becomes an open problem. Given an equivalent accuracy level, a smaller DNN with fewer parameters has the following advantages: (1) they are less prone to over-fitting; (2) they require fewer hardware communications; (3) they are easy to be transferred among different devices; (4) they can be better deployed for embedded deployment such as FPGA.

With this in mind, we directly focus on the problem of identifying a proper structure with fewer parameters, but with equivalent accuracy, compared to the well-known models. Specifically, we design a novel microstructure with bilinear projections to replace the conventional full projection modules. Given a dense layer with \( D \) input channels and \( D \) output channels, applying bilinear projection can reduce the space complexity from \( O(D^2) \) to \( O(2D) \). However, the structured projection has less freedom, leading to the under-fitting issue. This problem can be alleviated by proper scaling up the feature map size, which will be discussed later in this paper. With such settings, the parameter efficiency and model accuracy can be well balanced.

We experimented several well-known deep architectures with the proposed microstructure on four datasets. These
datasets covered three image classification tasks and one recurrent image captioning task. The results prove the effectiveness of our method and its generalisation capability to various deep architectures.

The rest of the paper is organised as follows. Section II introduces the related work. In section III we elaborate the proposed bilinear projection based microstructure that can be used to replace the conventional neural layers. Experimental results and analysis are presented in section IV. Finally, section V concludes the paper.

II. RELATED WORK

In this section, we review the latest techniques for small-size DNNs. These techniques can be categorised into two disjoint classes: (1) given a large-sized network structure, how to compress the deep model; and (2) how to directly design light-weight deep architectures.

A. Model compression

Model compression aims to effectively reduce the model size with a tolerable information loss, which is mainly achieved by pruning, low-rank estimation and quantisation. Given a CNN model, filter pruning is the most straightforward way to reduce the redundancy, since many filters are unnecessary in the online predictions. Along this line, Han et al. proposed to remove the connections with small weights by using sparsity regularisation [14]. This strategy is extended by Wen et al. who use structured sparsity learning method [15] to regularise filters. Furthermore, the weight pruning technique can be combined with knowledge distillation [16]. Although filter-level pruning has also been developed [17], [18], how to evaluate the importance of filters for specific tasks remains an open problem. Low-rank estimation is another way for deep model compression. The key idea is to apply matrix factorisation to decompose the large weight matrices into small ones [19], [20]. Quantisation is a general data encoding method that uses the discrete representations to approximate complex structures, which has been used to compress deep learning models [21], [22], [23]. The basic property of model compression is it does not change the deep learning architectures. Given a fixed DNN framework, nearly all of the above approaches lead to accuracy degradation due to the information loss.

B. Light-weight deep architectures

Simple or light architectures do not necessarily have worse performance than complex deep models. Some researchers pursue the goal of developing better intuitions about the operation and usage of some structural properties to guide the design of light-weight DNNs. Iandola et al. [24] designed a novel SqueezeNet with 50 times fewer parameters than AlexNet but achieves a comparable accuracy on ImageNet. To reduce the redundancy of parameters, the authors used two separable low-rank convolution filters instead of a full-rank filter, and designed a bottleneck module to reduce the input channels before convolution. Another light-weight deep structure is MobileNet, which is specifically designed for fast computation, but not necessarily for smaller model size [25]. Replacing traditional convolution with depth-wise separable convolution, MobileNet is able to halve the trainable parameters and accelerate the computation, although parameter-efficiency is not the priority for the model design. Later, an inverted residual with a linear bottleneck was introduced to improve the performance without increasing the memory cost [26]. Recently, Huang et al. proposed the densely connected network (DenseNet) that has very compact layer structure while keeping the model accuracy [27]. It has a narrow layer-structure and is very parameter-efficient. Further, they adopted filter-pruning in the training procedure to further balance the model size and accuracy [28]. In [29], Cheng et al. proposed to use circulant projections to replace the linear mapping for CNNs to achieve a sub-linear layer size. However, in these models the accuracy can be hardly maintained even if the number of output channels is significantly increased. Furthermore, it only works during the network shrinkage phase, i.e., the output dimension is lower than the input dimension.

III. PROPOSED METHOD

A. Bilinear projection for non-linear mapping

The matrix form is a specific case of multi-way arrays (tensors) data representation. In fact, all kinds of digital images render the 2D structures with multiple channels such as hyperspectral image [30]. Besides, in processing images, visual feature descriptors are also quantised into a matrix format such as fisheye vector (FV) [31] and vector of locally aggregated descriptors (VLAD) [32]. Therefore, matrix data analysis has become one of the fundamental research topics in image processing. With the success of deep neural networks on large-scale image classification, our intuition is to directly apply bilinear projection on computing 2D structure data as an alternative mapping function to make it more parameter-efficient.

The most basic function of neural networks is to apply an affine transformation with an activation function to map a vector from its original data space to a new feature space:

\[ h(x) = \phi(xW + b), \]

where \( x \in \mathbb{R}^D \) is the input feature vector, \( W \in \mathbb{R}^{D \times K} \) is the weight matrix, \( b \in \mathbb{R}^K \) is the bias vector, and \( \phi(\cdot) \) is an element-wise activation function. The computational complexity and space complexity of the above operation is \( O(DK) \). Assume \( D < K \), the complexity of such affine transformation is at least \( O(D^2) \).

We propose to use bilinear projection to replace conventional full linear projection in the basic neural layer structure. When \( D \) is the multiplication of two positive integers, i.e., \( D = d_1 \times d_2 \), the vector \( x \) can be reshaped (either row-wise or column-wise) into a matrix \( x \in \mathbb{R}^{d_1 \times d_2} \) with an operation \( r \):

\[ x = r(x). \]
Correspondingly, $x$ can be recovered by flattening $x$:

$$x = r^{-1}(x).$$  

Similarly, the dimension of the output $K$ can be decomposed by two factors $k_1$ and $k_2$, i.e., $K = k_1 \times k_2$. Instead of applying a full weight matrix $W$ and a bias vector $b$ to map the feature vector $x$, bilinear projection is to use two small weight matrices $w_1 \in \mathbb{R}^{k_1 \times d_1}$, $w_2 \in \mathbb{R}^{d_2 \times k_2}$ and a bias matrix $b = r(b) \in \mathbb{R}^{k_1 \times k_2}$ to map the feature matrix $x$. So in a single neural layer, the mapping function becomes:

$$h(x) = \phi(w_1 x w_2 + b).$$  

The structured bilinear projection is a special case of full linear projection. When the weight matrix $W$ satisfies the condition $W = w_1^T \otimes w_2$, where $\otimes$ is the Kronecker product, bilinear projection is equivalent to full linear projection:

$$h(x) = r^{-1}(\phi(w_1 x w_2 + b))$$
$$= \phi(r^{-1}(w_1^T \otimes w_2) + b)$$
$$= \phi(r^{-1}(x)W + b).$$  

The space complexity of bilinear projection is $O(D + K)$ compared to $O(DK)$ for full linear projection, thus the number of trainable parameters is significantly reduced. However, the ideal conditions $d_1 = d_2 = \sqrt{D}$ and $k_1 = k_2 = \sqrt{K}$ can hardly be satisfied, so the bilinear factors should be selected as the closest positive integers.

Now let’s consider the expected output vector $y \in \mathbb{R}^K$, which can also be reshaped as $y = r(y) \in \mathbb{R}^{k_1 \times k_2}$. If we use the mean-squared-error cost as the objective, the stochastic loss function is:

$$J(w_1, w_2, b) = \frac{1}{2} \|h(x) - y\|^2 + \frac{\lambda}{2} (\|w_1\|^2 + \|w_2\|^2).$$  

The first term is a mean-squared-error cost and the second term is a weight decay. Our goal is to minimise $J(w_1, w_2, b)$ as a function of $w_1, w_2$ and $b$. To train the single layer, these parameters are initialised with small random values with a pre-defined data distribution, e.g., zero-centred normal distribution with 0.01 covariance, then a batch gradient descent algorithm is applied in the back-propagation. One iteration of gradient descent updates $w_1, w_2$ and $b$ as follows:

$$w_1 \rightarrow w_1 - \eta \frac{\partial J}{\partial w_1},$$

$$w_2 \rightarrow w_2 - \eta \frac{\partial J}{\partial w_2},$$

$$b \rightarrow b - \eta \frac{\partial J}{\partial b},$$  

where $\eta$ is the learning rate. The partial derivatives of the objective function in Eq. (6) with respect to $w_1, w_2$ and $b$ are computed as follows:

$$\frac{\partial J}{\partial w_1} = (h(x) - y) \circ \nabla_\phi (xw_2)\top + \lambda w_1,$$

$$\frac{\partial J}{\partial w_2} = (w_1 x)\top ((h(x) - y) \circ \nabla_\phi) + \lambda w_2,$$

$$\frac{\partial J}{\partial b} = (h(x) - y) \circ \nabla_\phi.$$  

where $\nabla_\phi$ is the derivative of the activation function, and $\circ$ is the element-wise multiplication.

To train a single layer with bilinear projection, we can now repeatedly take steps of gradient descent to reduce the value of the cost function in Eq. (6) by feeding data batches into the layer. In a multi-layer neural network, the gradients of different layers are computed with the chain rule.

### B. Comparing bilinear projection with other structured mappings

In signal processing, structured mapping functions are usually used to encode or decode signals to reduce the parameter redundancy. To mimic the unstructured full projection, there are various structured mapping functions. For example, one can use Hadamard matrices along with a sparse Gaussian matrix for the fast Johnson-Lindenstrauss transform [33], [34]. Such mapping can be used for the embedding at least Lipschitz, which is at most equivalent to an orthogonal projection. Similarly, circulant projection can replace full projections, and it has been used for binary embedding [35] and video encoding [36]. In the neural network design context, circulant projection can sometimes replace the conventional full projections to reduce the parameter redundancy [29]. To achieve this, Discrete Fourier Transformation (DFT) and its inverse (IDFT) are applied to facilitate the computation of gradient descent. Thus, the layers can be optimised in the frequency domain rather than in the time domain.

However, both fast Johnson-Lindenstrauss transform and circulant projection working on large-scale training data tend to become bogged down very quickly as dimension increases [37], so they are only available in the network shrinkage phase or orthogonal-like mappings, i.e., the dimension of the output is no higher than the input of a layer. For a fully-connected layer without bias, assume the input dimension is $D$ and the output dimension is $K$, applying unstructured mapping requires the matrix $W \in \mathbb{R}^{D \times K}$, which has the freedom degree of $DK$. Using bilinear projection by replacing $W$ with two smaller matrices $w_1$ and $w_2$, the freedom degree becomes $2\sqrt{DK}$. In fast Johnson-Lindenstrauss transform and circulant projection, the structured mapping matrix is derived from a vector $r \in \mathbb{R}^D$, which has the freedom degree of $D$. Based on the above analysis, only when $D \geq 4K$, the above two mappings can have the same freedom degree with bilinear projection. Consequently, when the forward propagation is in the expansion phase, i.e., the lower-dimensional input is mapped to a higher-dimensional feature space for non-linear mapping, neither fast Johnson-Lindenstrauss transform nor circulant mapping can be used to replace the full
projection. In contrast, bilinear projections are much more flexible, which can be used in both shrinkage and expansion phase in the forward pass.

We now illustrate how to equip popular neural layers with bilinear projection in DNNs for different learning tasks.

C. Fully-connected (dense) layers with bilinear projection

Multi-layer neural networks usually contain at least two fully-connected layers: the first layer maps the input variable to a latent feature space, and the last layer is a classifier or a regressor w.r.t. the objective values. It is commonly known that more hidden nodes can better fit the non-linearity in the latent feature space, yet more computational resource is required. Intuitively, we can directly use bilinear projection with the minimum number of parameters to replace full linear projection. However, the structured mapping in an intermediate layer has less freedom compared to the unstructured mapping, leading to the under-fitting issue. Thus, we introduce a parameter \( \alpha \) to scale up the number of output nodes, i.e., the output of parameters when applying the full linear projection on \( \alpha K \) to acquire new knowledge, where each channel in \( c' \) acts as a particular interpretation of the receptive field. In this mapping, convolution operation is to use a weight matrix \( W \in \mathbb{R}^{(w \times h \times c') \times (w \times h \times c)} \) to map the flattened 2D receptive field to a new space then reshape the output vector to a new data cubic, so basically the convolution mapping is a \( \text{flatten} \rightarrow \text{affine transformation} \rightarrow \text{reshaping} \) process.

A typical CNN consists of convolution layers, down-sampling (pooling) layers and optional fully-connected layers. The shallower convolution layers focus on detecting certain edges, textures and fundamental shapes, while the deeper convolution layers mainly detect more abstract and more general features. Usually, more filters are set in the deeper convolution layers to capture the abstract semantic properties to facilitate the classification.

We use the bilinear projection in convolution layers in the same way as that in fully-connected layers, except a slightly different setting of the scaling parameter \( \alpha \). To improve the performance, we apply \( \alpha \) on both small weight matrices in the bilinear projection, i.e., in a single convolution layer, \( w_1 \in \mathbb{R}^{ak_1 \times d_1} \) and \( w_2 \in \mathbb{R}^{dk \times ak_2} \), respectively. When \( \alpha > 1 \), the convolution layer has more freedom to fit the potential data distribution, but it also increases the computational cost (FLOPs and memory usage) because the intermediate feature size is larger.

Note that in [42], the authors named their model as “bilinear CNN” for fine-grained visual recognition, which is a macro deep architecture that comprises of two parallel CNN streams. Their model is completely different from our microstructure for the layer-design of neural networks.

D. Convolution layers with bilinear projection

Natural objects such as images and videos have the property of “stationary”, which means the statistics of one patch from one object are the same as other patches. The basic idea of convolution operation is to apply \( K \) small filters on all possible patches to obtain a feature map, so convolution is a parameter sharing scheme to control the model size, which also alleviates the over-fitting issue effectively. A convolution filter is essentially a small affine transformation with an activation function that processes a small fixed patch as the receptive field.

Here we only focus on the application of bilinear projection on the 2D convolution layer, which is one of the most basic operators in image processing. The 1D and 3D convolution layers can follow the same rules for the parameter-efficient layer design. In a 2D convolution layer, assume a receptive field in an input image is \( w \times h \times c \), where \( w, h \) and \( c \) are the width, the height and the number of channels of the receptive field, respectively. Thus we can consider each receptive field is essentially a small data cubic with the shape \( w \times h \times c \). Applying a convolution kernel with \( c' \) filters on an image patch means the number of channels is extended from \( c \) to \( c' \) to acquire new knowledge, where each channel in \( c' \) acts as a particular interpretation of the receptive field.

In a 2D convolution, convolution operation is to use a weight matrix \( W \in \mathbb{R}^{(w \times h \times c') \times (w \times h \times c)} \) to map the flattened 2D receptive field to a new space then reshape the output vector to a new data cubic, so basically the convolution mapping is a \( \text{flatten} \rightarrow \text{affine transformation} \rightarrow \text{reshaping} \) process.
(sentences), which turns the word indices into dense vectors with a fixed size. The basic operation behind the embedding layer is essentially a linear mapping function, which is to project the sparse and high-dimensional vectors into a dense and low-dimensional feature space. Thus, bilinear projection can be easily used to alternate the full linear mapping in this case, i.e., the large kernel matrix for linear mapping can be simply calculated by the Kronecker product of two small matrices according to Eq. (5).

F. Recurrent layers with bilinear projection

In some machine learning tasks, time-distributed patterns are usually learned via Recurrent Neural Network (RNN), which is a natural extension of feed-forward networks on modeling sequence. Here we elaborate on how to use bilinear projections in Long Short-Term Memory (LSTM), which is known to learn patterns with wider ranges of temporal dependencies.

The core part of LSTM is a memory cell \( c_t \) at the time step \( t \) that records the history of input sequence observed up to that time step \( t \). The behaviour of the cell is controlled by three gates computed by fully-connected layers: an input gate \( i_t \), a forget gate \( f_t \), and an output gate \( o_t \). These layers control whether to forget the current cell value if it should read its input and whether to output a new cell value. Specifically, the input gate \( i_t \) controls whether LSTM considers the current input \( x_t \), the forget gate \( f_t \) controls whether LSTM forgets the previous memory \( c_{t-1} \), and the output gate \( o_t \) controls how much information will be read from memory \( c_t \) to the current hidden state \( h_t \). The definition of these gates, the cell update and output are as follows:

\[
i_t = \sigma(x_t W_{ix} + h_{t-1} W_{ih} + b_i) \\
f_t = \sigma(x_t W_{fx} + h_{t-1} W_{fh} + b_f) \\
o_t = \tanh(x_t W_{ox} + h_{t-1} W_{oh} + b_o) \\
g_t = \tanh(x_t W_{gx} + h_{t-1} W_{gh} + b_g) \\
c_t = f_t \odot c_{t-1} + i_t \odot g_t \\
h_t = o_t \odot \tanh(c_t)
\]

where \( \sigma(\cdot) \) is the sigmoid function. The weight matrices \( W_{ix}, W_{ih} \) are the LSTM state and recurrent transformations, and \( b_i \) are bias vectors. An LSTM needs 8 full projection matrices, which is not parameter-efficient. To implement an LSTM with bilinear projections, we first transform the input vector \( x_t \) at the time step \( t \) and use the matrix representations of the hidden state and all gates, then replace \( W_{ix}, W_{ih} \) with \( W_{ix}^{(1)}, W_{ih}^{(2)} \) and \( b_i \), respectively. The new computation stream becomes:

\[
i_t = \sigma(w_{ix}^{(1)} x_t + w_{ih}^{(2)} h_{t-1} + b_i) \\
f_t = \sigma(w_{fx}^{(1)} x_t + w_{fh}^{(2)} h_{t-1} + b_f) \\
o_t = \tanh(w_{ox}^{(1)} x_t + w_{oh}^{(2)} h_{t-1} + b_o) \\
g_t = \tanh(w_{gx}^{(1)} x_t + w_{gh}^{(2)} h_{t-1} + b_g) \\
c_t = f_t \odot c_{t-1} + i_t \odot g_t \\
h_t = o_t \odot \tanh(c_t)
\]

Similar to the fully-connected layer introduced in Section II-C, we use the scaling parameter \( \alpha \) to control the size of the hidden state vector \( h_t \), which can be recovered by \( h_t \).

IV. Experiments and Analysis

We apply bilinear projection on different neural layers to build deep learning models, then test their performances for image classification and image captioning tasks on four public datasets. Although it is not the main goal to obtain the state-of-the-art accuracies on these datasets, we empirically show that with a proper scaling up of the layer size, DNNs with bilinear projections can still outperform those using traditional unstructured full projections.

A. Datasets

We conducted experiments of image classification on ILSRVC ImageNet 2012, CIFAR-10 and SVHN datasets.

The ILSRVC ImageNet is one of the largest image datasets for classification and object localisation, which contains 1,281,167 and 50,000 samples for training and validation, respectively. All images in this dataset are with high resolution and are well labelled with 1,000 categories.

The CIFAR-10 dataset is a subset of 80M tiny image collections, which consists of 60,000 low-resolution colour images with 32 \( \times \) 32 pixels. The training and testing sets contain 50,000 and 10,000 images respectively. In the training procedure, we held out 5,000 images in the training set as a validation set.

The Street View House Numbers (SVHN) dataset contains 32 \( \times \) 32-pixel coloured digit images. In the whole set, 73,257 images are used for training and 26,302 images are used for testing, respectively. In our experiment, we randomly selected 6,000 images from the training set for validation.

To test the effectiveness of LSTM with bilinear projections, we conducted the experiment of recurrent image captioning on Flickr8k dataset \([25]\). This dataset is a benchmark for sentence-based image description, which contains 6,000 images for training, 1,000 images for validation, and 1,000 images for testing. Each image has been annotated with 5 sentences that are relatively visual and unbiased.

B. Models

On the ILSRVC ImageNet dataset, we tested the VGG19 model \([40]\). Since it is extremely time-consuming to train the VGG19 model from random initialisation of parameters, we used the pre-trained convolution models but only optimised the 2 fully-connected layers.

On CIFAR-10 and SVHN datasets, we tested four different deep classification models. Specifically, we tested two “heavy” networks, a small VGG net (S-VGG) and deep residual network (ResNet-56), and two “light” models, SqueezeNet \([25]\) and MobileNet v2 \([26]\), respectively.

We built a small VGG net consisting of 3 convolution blocks, 1 fully-connected layer and 1 soft-max layer. Each
convolution block has 3 convolution layers and a max-pooling layer for down-sampling. Following the 3 convolution blocks, the feature maps are flattened then connected with a 1,024-D dense layer. The last layer is with the softmax activation, and the output dimension is the same with the number of classes.

The idea of ResNets is to learn the additive residual functions w.r.t the identity mappings, which is implemented by attaching identity skip connections. We followed [41] to construct the ResNet-56 network. It begins with a residual block, followed by 3 computational stages, each of which containing 9 residual blocks. At the beginning of the stages, the feature map size is down-sampled by a convolution layer with strides = 2, while the number of filter maps is up-sampled. Within each stage, the layers have the same number of filters and the same filter map sizes. Following the residual blocks, a batch-normalisation layer with the Rectified Linear Unit (ReLU) activation, and a 2D average pooling layer are applied. The last soft-max layer is for classification.

We also experimented with two light-weight deep models: SqueezeNet [25] and MobileNet v2 [26]. Both models are designed for efficient computation. We constructed a small SqueezeNet with 5 fire modules. Each module contains 3 convolution layers with ReLU activations. The MobileNet v2 was built in the same way as it was introduced in the original paper, and both of its width and depth multipliers were set to 1. Applying bilinear projections on these two light deep networks can further reduce the models and boost the computational efficiency.

The Recurrent Image Captioning model was proposed in [9], which is comprised by three components: a CNN image encoder, a natural language processor and a recurrent decoder. We used the pre-trained VGG19 model (the last soft-max layer is removed) as the image encoder, with the output dimension 4,096. The natural language processor contains a word embedding layer, an LSTM layer, and a time-distributed dense layer. In the decoder, an LSTM is employed to generate captions. It takes the image feature vector and partial captions at the current time-step as input, and generates the next most probable word as output.

C. Implementation details, evaluation metrics and experimental settings

We implemented the bilinear projection based fully-connected layer, word embedding layer, 2D convolution layer and LSTM layer with Keras backend on Tensorflow, by replacing the full weight matrix with two small matrices. Specifically, the bilinear projection was implemented by two tensor dot operations. The APIs of the layers with bilinear projections can be used in a similar way as the original ones, so all macrostructures of these models were kept without any changes. An additional scale hyper-parameter \( \alpha \) can be optionally set to control the output feature map size. We used the models with full projections as benchmarks, and set different values of \( \alpha \) ranging from 1 to 3 for bilinear projections, until the best performance was met. We found that simply setting \( \alpha = 3 \), the deep models with structured bilinear projections can achieve the same or even higher accuracies than that of unstructured full projections. We also conducted the experiment using channel pruning (CP) [13] and low-rank expansion (LR) [20] to reduce the parameter redundancy in convolution layers thus accelerate the computation.

We used accuracy to evaluate the performance of image classification on ILSVRC ImageNet, CIFAR-10, and SVHN datasets. For image captioning, we used BLEU score [46], which is the most commonly used metric in image description tasks.

For image preprocessing, we normalised the data using the channel means and standard deviations. In the training process, we adopted online image augmentation methods including random rotation, cropping, flipping, channel swapping, etc. In image classification tasks, all models were trained using Adam optimiser with the learning rate 0.001, \( \beta_1 = 0.9 \), and \( \beta_2 = 0.999 \). In the image captioning task, we applied the RMSProp optimiser with the learning rate of 0.001 and \( \rho = 0.9 \). We set different batch sizes ranging from 32 to 256 for the models to maximise the usage of GPU memory. We used the categorical cross-entropy as the loss function, and chose the best models with the lowest cross-entropy values on validation sets for model selection.

Our experiments were conducted on a workstation equipped with two NVIDIA Titan Xp GPU cards.

D. Model size comparisons

The static model size of DNN is mainly dependent on the number of trainable parameters. In Table I, we summarise the numbers of trainable parameters of the small DNNs we tested. From the table, we see that applying bilinear projections (BP) on CNNs can significantly reduce the number of parameters. For example, when \( \alpha = 3 \), applying bilinear projections, the S-VGG net and ResNet-56 are 29.2x and 5.4x more parameter-efficient, respectively. Also, heavier CNNs with bilinear projections are substantially smaller than SqueezeNet and MobileNet v2. From this perspective, using sub-linear layer structures needs fewer trainable parameters than designing a macro light-weight deep architecture. When \( \alpha = 3 \), two models MobileNet v2 and image captor implemented by bilinear projections, are less parameter-efficient than original models with full projections. In MobileNet v2, the depth-wise convolution (as a generic and low-level operation in Tensorflow) was not implemented in our settings. Consequently, when scaling up the feature map size in convolution layers, the kernel mapping sizes in depth-wise convolution layers are also significantly increased. In the image captioning model, the vocabulary size is 8,256, leading to a very large soft-max layer for word generation. Ignoring the last soft-max layer, applying bilinear projections for word embedding, LSTM and dense layers is 153.5x and 108.8x more parameter-efficient when \( \alpha = 2 \) and \( \alpha = 3 \), respectively. However, considering the doubled output dimension of LSTM, the whole size of the model is slightly larger.
TABLE I: Summary of trainable parameters in different deep models. The EXC columns exclude the last soft-max layer, and the INC columns show the total numbers of trainable parameters in the models.

| Models       | Full          | Bilinear projection (BP) |
|--------------|---------------|--------------------------|
|              | EXC | INC | α = 1 | EXC | INC | α = 2 | EXC | INC | α = 3 |
| S-VGG        | 2,578,944    | 2,589,194 | 8,548 | 18,798 | 29,928 | 50,418 | 57,996 | 88,726 |
| ResNet-56    | 1,607,678    | 1,653,338 | 32,128 | 52,898 | 128,416 | 183,666 | 289,456 | 409,706 |
| SqueezeNet   | -467,370     | 469,380    | 10,080 | 23,120 | 40,128 | 60,618 | 89,196 | 135,286 |
| MobileNet v2 | 2,223,872    | 2,236,682 | 112,432 | 125,242 | 654,056 | 705,266 | 3,065,346 | 3,180,556 |
| Image captioner | 7,712,160 | 15,976,416 | 26,468 | 8,290,724 | 50,224 | 16,570,480 | 2,223,872 | 2,236,682 |

TABLE II: Validation error rates of VGG19 on ImageNet.

| Models     | Full | BP α = 1 | α = 2 | α = 3 |
|------------|------|----------|-------|-------|
| Top-1 error | 28.5 | 36.9 | 32.2 | 28.9 |
| Top-5 error | 9.4  | 14.3 | 11.9 | 10.2 |

E. Experimental results on image classification

1) Results on ImageNet dataset: We show the loss and accuracy curves of various VGG19 models in Fig. 1 and display the validation errors in Table I. We can see that the optimisation significantly improves the accuracies of both unstructured full projections and structured bilinear projections. The performance of VGG19 with bilinear projections on the two dense layers is quite competitive compared against the original model, yet with fraction of the space cost. By tweaking the structure to increase the value of α, the proposed bilinear dense layers take only a marginally larger space, but lower the top-1 error rate to 29% and the top-5 error rate to 10%, respectively.

2) Results on CIFAR-10 and SVHN datasets: From Fig. 2 to Fig. 5 we show the training and validation curves within the first 50 training epochs of S-VGG net and ResNet-56 on CIFAR-10 and SVHN datasets, respectively. The loss and accuracy curves of the models with full projections achieve the fastest convergence on the two training sets, while the models with bilinear projections need more training epochs. ResNet-56 is less prone to overfitting compared to S-VGG. In comparison, the gap between training loss and validation loss is smaller with bilinear projections. This is partly because the less freedom of structured mapping also inhibits the over-fitting issue. If we set α = 1 for “extreme compression”, all models with bilinear projections generally under-fit on both datasets, with inferior validation accuracies than those of full models. This signifies that we need to scale up the intermediate dimensions for more freedom of the feature representations. When α ≥ 3 for S-VGG and ResNet-56, the validation loss of the models with bilinear projections is quite close or even smaller than the ones of original models, so it is expected our reconstructed models with proper intermediate outputs controlled by α can have a similar performance on test sets.

We thus continued increasing the value of α to 4, 5 and 6 to test the performance of S-VGG. The accuracies are 83.1%, 83.2% and 83.2% on CIFAR-10 dataset, and 93.6%, 93.7% and 93.7% on SVHN dataset, respectively. These results signify further scaling up the feature map size to increase the number of channels only marginally improve the model performance. We also observed that when α ≥ 3, optimising very deep CNNs with bilinear projections becomes very difficult. This bottleneck is further discussed in Section IV-G.

In Table III and Table IV, we show the test accuracies of four deep models, S-VGG, ResNet-56, SqueezeNet and MobileNet v2, on CIFAR-10 and SVHN datasets, respectively. The expected results of bilinear projections with more freedom have been demonstrated for the four deep models we tested. For the rest three models with bilinear projections, the accuracies increase when we set higher intermediate output dimensions on the two datasets. Empirically, when we set α = 3, the models with bilinear projections have very similar or even better performance than the original models with full projections. However, the original MobileNet v2 obtains the best performance compared to the bilinear projection based models even when α = 3. This is mainly because the extensive use of depth-wise separable convolution in MobileNet v2 is a highly structured module, therefore further using structured bilinear projection for 1 × 1 convolution can hardly increase the representation capacity. The accuracies obtained by both channel pruning (CP) and low-rank expansion (LR) suffer from around 1% degradation on both datasets. Considering the model sizes illustrated in Table I, it is quite worth applying our method to deploy CNNs on portable devices with limited memory.

In Fig. 6 we illustrate the activation maps from ResNet-56 and its bilinear projection variants using the method proposed in [47]. From the heat maps, we can see that when α = 1 the model obtains comparatively scattered activations. However, the models with bilinear projections can almost localize the discriminative regions in images for classification.

TABLE III: Classification accuracies on CIFAR-10 test set.

| Models       | Full | α = 1 | α = 2 | α = 3 | CP | LR |
|--------------|------|-------|-------|-------|----|----|
| S-VGG        | 82.9 | 68.5  | 74.5  | 83.1  | 81.7 | 81.8 |
| ResNet-56    | 92.7 | 83.4  | 89.9  | 93.0  | 91.3 | 90.5 |
| SqueezeNet   | 81.6 | 66.3  | 72.5  | 81.9  | -   | -   |
| MobileNet v2 | 80.3 | 70.4  | 74.0  | 78.7  | -   | -   |

F. Experimental results on image captioning

We plotted the loss and accuracy curves of the recurrent image captioning model on Flickr8k in Fig. 7. In the
optimisation, the cross-entropy value and accuracy on the training set converge within a few epochs, but these models become over-fitting after that. Applying bilinear projections to reconstruct LSTM and fully-connected layers, there are very minor differences when \( \alpha \) changes. This phenomenon signifies even using the smallest size of LSTM, the recurrent model can still have the capability to remember the temporal information over a longer period. A comparison of accuracy and BLEU obtained by bilinear projections and full projections on the test set of Flickr8k is shown in Table V. When \( \alpha = 1 \), our efficient method obtains an accuracy of 35.4\% and BLEU of 54.3\%, compared to an accuracy of 40.4\% and BLEU of 57.8\% obtained by the original model. At the same time, using bilinear projections in the embedding layer, two LSTM layers and one dense layer is 1.9x more parameter-efficient than the conventional full projections. Note that the evaluation metric BLEU is not directly related to the sequential classification accuracy. This is because the accuracy per word does not give the score for the entire generated sentence, so for a partially generated sequence, it is non-trivial to balance how good as it is now and the next score as the entire sequence. In fact, when increasing the scaling parameter \( \alpha \) from 1 to 3, the model does not have a significant improvement to evaluate the language description.

### G. Discussion

The goal of our proposed method in this paper is to reduce the layer size with a tolerable decrease of accuracy. In conventional architectures, many types of neural layers that contain trainable parameters are basically trained in a back-propagation manner, and nearly all of them can be considered as extensions of dense layers. Our proposed method can reduce the number of trainable parameters to make the whole model parameter-efficient. With a proper scaling up of the intermediate output dimensions, bilinear projections still have sufficient freedom degree to fit complex data distributions.

However, the downside of applying structured mapping to achieve a similar accuracy level is it requires more FLOPs (floating point operations per second) and more GPU memory in the training process. In the design of the layers we use the scaling parameter \( \alpha \) to control the output dimensions. When \( \alpha = 1 \) the models with bilinear projections have the same FLOPs and GPU memory with the models of full projection. Scaling up the feature map size by increasing \( \alpha \) can improve the model accuracy in general, but incurs more FLOPs and memory usage in the optimisation process. In Table VI and Table VII we summarised the FLOPs and GPU memory needed for the four network structures, S-VGG, ResNet-56, SqueezeNet and MobileNet v2. From the two tables we can see that when a network becomes very deep (ResNet-56 actually has 190 layers in total), the optimisation is computationally expensive when all convolution layers are implemented with bilinear projections. This constraint indicates that it is necessary to balance the model accuracy and computational resources when optimising complex DNNs. However, it does not affect the deployment of the pre-trained models in most applications, because the system does not need to process very large data batches. Furthermore, the intermediate feature maps, which are used to compute the gradients and update the weights, are unnecessary to consume the GPU memory in the inference procedure.

In real-world applications, we may need complex DNNs that contain hundreds of millions of parameters to learn better representations from the increasing amount of data.
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In addition to the model compression techniques such as pruning that linearly reduce the model size, we proposed an alternative method for high-efficiency of parameters. We have conducted the image classification and image captioning experiments, showing that although the DNNs with bilinear projections have much smaller model sizes, the performance is not deteriorated and the accuracy can be even boosted.

V. CONCLUSION

In this paper, we proposed to use bilinear projections to replace traditional unstructured full projections to optimise DNNs. Specifically, we illustrated how to reconstruct fully-connected layer, word embedding layer, convolution layer, and recurrent layer with such projections. This method significantly reduces the number of parameters from $O(D^2)$ to $O(2D)$, achieving a sub-linear layer size of deep models. To alleviate the under-fitting problem caused by the lower freedom degree of the structured projection, we properly scaled up the mapping size to keep or even boost the model accuracy. We tested popular CNNs and a recurrent image captioner using bilinear projections on four public datasets, and proved that our proposed microstructure are highly parameter-efficient.
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Fig. 4: Loss and accuracy curves of ResNet-56 on CIFAR-10 dataset.

Fig. 5: Loss and accuracy curves of ResNet-56 on SHVN dataset.

Fig. 6: The heat maps of ResNet-56 on CIFAR-10 dataset.
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(a) Loss.

Fig. 7: Loss and accuracy curves on Flickr8k dataset.

(b) Accuracy.