ABSTRACT

Machine learning actively impacts our everyday life in almost all endeavors and domains such as healthcare, finance, and energy. As our dependence on the machine learning increases, it is inevitable that these algorithms will be used to make decisions that will have a direct impact on the society spanning all resolutions from personal choices to world-wide policies. Hence, it is crucial to ensure that (un)intentional bias does not affect the machine learning algorithms especially when they are required to take decisions that may have unintended consequences. Algorithmic fairness techniques have found traction in the machine learning community and many methods and metrics have been proposed to ensure and evaluate fairness in algorithms and data collection.

In this paper, we study the algorithmic fairness in a supervised learning setting and examine the effect of optimizing a classifier for the Equal Opportunity metric. We demonstrate that such a classifier has an increased false positive rate across sensitive groups and propose a conceptually simple method to mitigate this bias. We rigorously analyze the proposed method and evaluate it on several real world datasets demonstrating its efficacy.

Reproducibility: All source code, and experimental results are available at [https://anonymous.4open.science/r/b6c6653c-5f50-477c-bb13-7dfdeb39d4f4/](https://anonymous.4open.science/r/b6c6653c-5f50-477c-bb13-7dfdeb39d4f4/)

1 Introduction

Machine learning has permeated almost every sphere of human endeavours. The algorithms are being applied on both macro and micro scale in various degrees in diverse fields like space [Kothari et al., 2020], finance [Dixon et al., 2020]. Moreover, our dependence on machine learning algorithms to take decisions has created an urgent need to ensure that the algorithms are unbiased when taking decisions, more so if that decision affects society. There has been a steady growth of work in algorithmic fairness in the recent times, e.g., [Ahmadian et al., 2019, 2020, Chierichetti et al., 2017, Dwork et al., 2017, Pessach and Shmueli, 2020]. The underlying assumption in most of the algorithmic fairness works is that there exists a unique sensitive attribute and it influences the decision made by the algorithm. However, in real world especially healthcare the problem is not so simple. For instance, in the healthcare data the number of sick people is usually significantly lower than that of the healthy people [Dua et al., 2014] in many data samples. However, this statistical difference is not just influenced by that sensitive label (a diagnosis code in the electronic health records) or any single other such as the gender of the patient but also on whether a patient has access to medical insurance, or whether a patient would want another surgery. In this situation, it becomes hard to not just quantify a fairness metric but also design algorithms that discover and optimize such domain specific metrics.

For machine learning algorithms to be completely fair, they need to simultaneously satisfy the dual objectives of not preferring a statistical majority over a statistical minority to make a final decision and at the same time ensuring that the statistical majority is not unfairly treated to satisfy some constraint. In other words, a fair machine learning algorithm should be able to discriminate between different outcomes given a data sample without overly relying on a single sensitive attribute or a combination thereof.
Many metrics such as Disparate Impact [Barocas and Selbst, 2016, Chierichetti et al., 2017, Ahmadian et al., 2020, Bera et al., 2019], Demographic Parity [Zafar et al., Zliobaite, 2015, Calders et al., 2009], and Equal Odds/Equal Opportunity [Hardt et al., 2016, Donini et al., 2020, Zafar et al., 2017] have been proposed to ensure the first fairness requirement but they haven’t been studied to see if they also satisfy the second requirement as well.

We focus on the supervised learning paradigm and assume that we have access to an underlying “protected attribute” (we also refer to it as a “sensitive attribute”). Two important fairness measures in this paradigm are the Equal Odds and Equal Opportunity measures [Hardt et al., 2016]. The Equal Odds requires that a classifier has the same true positive rate (TPR) and false positive rate (FPR) across sensitive groups, i.e.,

$$|P[\hat{y} = 1 | s = 0, y = 1] - P[\hat{y} = 1 | s = 1, y = 1]| \leq \epsilon$$

and

$$|P[\hat{y} = 1 | s = 0, y = 0] - P[\hat{y} = 0 | s = 1, y = 0]| \leq \epsilon$$

where $\hat{y}$ is the output of the classifier, $y$ is the ground truth, $\epsilon$ is a user defined fairness criterion threshold and $s$ is an indicator variable defining the sensitive group. For our purposes, $s \in \{0, 1\}$. Similarly, Equal Opportunity requires that

$$|P[\hat{y} = 1 | s = 0, y = 1] - P[\hat{y} = 1 | s = 1, y = 1]| \leq \epsilon.$$

It has been shown in [Pleiss et al., 2017] that the only way to satisfy the Equal Odds metric is to set $\epsilon = 0$. This requirement severely limits the areas in which the Equal Odds metric can be a useful measure for ensuring fairness. The Equal Opportunity can be seen as a relaxed version of Equalized Odds. When $\epsilon = 0$, Equal Opportunity requires that the true positive rates across sensitive groups are same. Figure 1 shows the true positive and false positive rates of an SVM model trained without fairness constraint and another SVM trained with Equal Opportunity (EO) constrain across the sensitive groups on two datasets - COMPAS recidivism dataset [Larson et al., 2016] released by ProPublica and the Drug dataset [Fehrman et al., 2017]. We can see that in both datasets, the false positive rates increase across the sensitive groups. Moreover, the increase in TPR of a statistical minority group comes at the expense of a statistical majority group. We name this phenomenon as disparate mistreatment (different from Zafar et al.). A classifier trying to ensure equal opportunity can make myopic decisions by inadvertently associating the sensitive group as the most important feature for final prediction. For instance, in the healthcare domain the data is often extremely imbalanced [Razzaghi et al., 2019, 2015] due to such reasons as much smaller number of sick people than healthy, unequal access to medical insurance, and incorrect sampling among the people seeking for medical help. A trained classifier with Equal Opportunity metric may falsely output more positive responses on the group forming a minority in the overall disease rate. This bias would then violate our requirement on fairness.

### 1.1 Our Contributions

In this paper, we note the existence of bias exhibited by classifiers optimizing EO metric against majority groups belonging to a single protected attribute. We make the following contributions with our work:

- We concretely define the disparate mistreatment phenomenon presented above and propose a conceptually simple criteria to prevent the disparate mistreatment.
We rigorously show that minimizing the optimization objective subject to our constraint can generalize to unseen samples.

We quantify the performance of classifier in terms of the DFPR metric (difference of False Positive Rates) and show that a classifier trained with our approach exhibits a significantly less DFPR when compared against other baselines.

2 Related Work

Work on algorithmic fairness has progressed on different areas of machine learning and different algorithms have been proposed in both supervised and unsupervised settings. In this paper we limit ourselves to work concerning statistical or group fairness. For an excellent introduction to algorithmic fairness in general, please consider [Pessachi and Shmueli 2020] and the references therein.

In the supervised learning paradigm, the proposed algorithms achieve fairness by either data-preprocessing, optimizing a model satisfying a particular criteria or fine tuning an unoptimal classifier to meet fairness criteria. For instance, [Hardt et al., 2016] propose the Equal Odds and Equal Opportunity fairness metric and first train an unoptimal (in the fairness sense) classifier. Then the authors fine tune the classifier keeping in mind the protected attribute of the dataset.

In a different approach [Donini et al., 2020] propose the FERM framework to optimize the Equal Opportunity metric by integrating the fairness constraint in an Empirical Risk Management (ERM) framework. [Zafar et al., 2017] propose a framework to mitigate disparate mistreatment by measuring the distance of users feature vectors that are misclassified with the decision boundary. The authors then propose to mitigate disparate impact (DI) by measuring the distance between a users feature vector and the decision boundary. We note that our definition of disparate mistreatment is different from [Zafar et al., 2017] and also note that their method assumes linear separability of data while we do not make any such assumptions about our data. Our work is more closely related to [Donini et al., 2020] since we also use the ERM framework to integrate fairness in the algorithm.

Another direction to ensure fairness in supervised setting is proposed by [Zemel et al., 2013] in which a new data representation is derived from the original existing data in a way that removes the protected attribute from participating directly into the decision process. An ensemble learning approach is proposed by [Dwork et al., 2017] in which decoupled classifiers are trained and each classifier is fine tuned jointly by minimizing a joint loss.

Fairness and calibration are closely related. [Pleiss et al., 2017] define calibration and rigorously show that a classifier cannot simultaneously satisfy Equalized Odds and output calibrated responses. Moreover, it has been shown that the only way to ensure Equalized Odds is to ensure that both true positive rates and false positive rates across two sensitive groups are exactly the same.

In the unsupervised learning domain, fairness has been considered within the framework of clustering. Following the work of [Chierichetti et al., 2017] on fairlets, different methods have been proposed [Ahmadian et al., 2019, 2020; Chhabra and Mohapatra, 2020; Backurs et al., 2019] that either solve the clustering problem in a hierarchical agglomerative setting or ensuring fairness in a k-means clustering setting. The central idea in all works in this vein is to prevent an over-representation of a particular sensitive group in a cluster.

3 Our Approach

We begin with the notation. Let \( D = \{(x_i, y_i)\}_{i=1}^n \) be a labelled dataset of \( n \) samples, where \( x_i \) and \( y_i \) represent the data point and label, respectively. Let \( \mathcal{F} \) be the space of all functions that minimize a prescribed loss function \( l(f(x_i), y_i), \forall f \in \mathcal{F} \). We define \( f_a \) to be a classifier that optimizes accuracy and \( f_{eo} \) to be a classifier that minimizes \( l(\cdot, \cdot) \) taking into account fairness using the Equal Opportunity (EO) constraint. Further, we constrain the target classes \( \mathcal{Y} \in \{-1, +1\} \). For any classifier, let

\[
P_y(y, y) = P(y|s = g, y)
\]  

be the probability of predicting \( \hat{y} \) for sensitive group \( g \) and target \( y \). We further assume that there are only two classes of protected attribute hence \( g \in \{a, b\} \). We are now ready to define the disparate mistreatment phenomenon.

Definition 3.1 (Disparate Mistreatment). A classifier \( f \) is said to exhibit disparate mistreatment if and only if for groups \( a, b \) an increase in \( P_a(1, 1) \) directly corresponds to a decrease in \( P_a(1, 1) \) and vice versa.

It follows from Definition 3.1, that any classifier \( f \) exhibiting disparate mistreatment will have an increased rate of false negatives for one statistical group and at the same time also result in an increased false positive rate in the other. For any \( f \in \mathcal{F} \), optimizing for maximizing accuracy will return \( f_a \) which tries to find the decision boundary that differentiates between positive and negative samples conditioned on the outcome alone.
Lemma 3.1. If \( x \in F \) be a function minimizing empirical risk subject to constraints in Problem 6 and the loss \( l_c \) is convex. If \( C(F, \delta, n^-) \) is the upper bound function on empirical risk, then with probability of at least \( 1 - 4\delta \),

\[
| R^{-,a}(f^*) - R^{-,b}(f^*) | < | R^{-,a}(\hat{f}) - R^{-,b}(\hat{f}) | + \rho + 2C(F, \delta, n^-).
\]

Proof. For a given upper bound function \( C(F, \delta, n^-) \), the true risk and empirical risk are related as:

\[
R(\hat{f}) < \hat{R}(f) + C(F, \delta, n)
\]

with probability greater or equal \((1 - \delta)\). Using Equation 9 we can that with probability of atleast \( 1 - 2\delta \), where \( \delta \) is the confidence parameter that

\[
| R^{-,a}(\hat{f}) - R^{-,b}(\hat{f}) | < | \hat{R}^{-,a}(f) - \hat{R}^{-,b}(f) | + C(F, \delta, n^-).
\]
But, we have defined $|\hat{R}^{-a}(f) - \hat{R}^{-b}(f)| \geq \rho$. Then it follows that,

$$
|R^{-a}(\hat{f}) - R^{-b}(\hat{f})| < |\hat{R}^{-a}(f) - \hat{R}^{-b}(f)| + C(\mathcal{F}, \delta, n) + \rho. \tag{11}
$$

Essentially, Equation 11 means that the true risk of a classifier that minimizes ERM is upper bounded by the cost function and the minimal separation parameter $\rho$. However, we are interested in bounding the risk of the optimal classifier on the training data (observed samples) in terms of the Bayes optimal classifier $f^*$, so the following relation is applied

$$
\hat{R}(f^*) < R(f^*) + C(\mathcal{F}, \delta, n) \tag{12}
$$

with probability greater or equal $(1 - \delta)$. Using Equation 12 and noticing that the right hand side of Equation 11 is valid $\forall f \in \mathcal{F}$, we can state that with probability at least $1 - 4\delta$

$$
|R^{-a}(\hat{f}) - R^{-b}(\hat{f})| < |R^{-a}(f^*) - R^{-b}(f^*)| + \rho + 2 \cdot C(\mathcal{F}, \delta, n). \tag{13}
$$

The result of Lemma 3.1 upper bounds the empirical risk of the optimal and can guarantee that with a small penalty of $\rho$ the empirical risk will be close to the true risk on the underlying distribution. However, the degree of closeness will depend on how fast $C(\mathcal{F}, \delta, n)$ converges to a uniform value. If $\mathcal{F}$ is finite we can use Union bound to derive the upper bound function as:

$$
C(\mathcal{F}, \delta, n) = \sqrt{\frac{\log(|\mathcal{F}|) + \log(1/\delta)}{2n}} \tag{14}
$$

On the other hand, if $\mathcal{F}$ is infinite then we can make use of Rademacher bound to find an upper bound for the empirical risk. The key point to note is that $C(\mathcal{F}, \delta, n)$ decays to 0 as $n \to \infty$ which implies that the empirical risk can approximate the true risk within a small penalty of $\rho$.

### 3.1 Non-Linear Optimization with Kernels

In this section we specify our problem when the underlying space of functions is the Reproducing Kernel Hilbert Space (RKHS). For any function $f$ in RKHS we parametrize it as $f(x) = \langle w, \phi(x) \rangle$ where $w \in \mathbb{H}$ and $\phi(x)$ is a feature map in high dimensional space. For our purpose, we assume $\phi(x)$ is a non-linear mapping in high dimensional space, i.e., $\phi : \mathcal{X} \to \mathbb{H}$. Since our underlying function space is RKHS, we can define a positive semidefinite kernel matrix $K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$, such that $K(x, x') = \langle \phi(x), \phi(x') \rangle$.

Following [Donini et al., 2020], we define $u_g$ to be the barycenter of a negatively labeled cluster of points belonging to a sensitive group $g$:

$$
u_g = \frac{1}{n_g} \sum_{i \in Y^-, g=g}^n \phi(x_i) \tag{15}\$$

In general, we optimize the following problem

$$
\min_w \sum_{i=1}^m l(\langle w, \phi(x_i) \rangle, y_i) + ||w||_2^2
$$

such that $\langle w, \bar{u} \rangle \geq \rho \tag{16}$
In Equation 16, $\bar{u} = u_a - u_b$. We further specify this problem to a soft-margin SVM by optimizing

$$
\min_w w^T w + C \sum_{i=1}^{n} \zeta_i
$$

such that

$$
\zeta_i \geq 0
$$

$$
y_i(1 - \phi(x_i)^T w) \geq 1 - \zeta_i
$$

$$
\langle w, u \rangle \geq \rho
$$

To simplify solving Equation 16, we use the Representer theorem [Kimeldorf and Wahba, 1971] to note that $w = \sum_{i=1}^{n} \alpha_i \phi(x_i)$, then

$$
\langle w, \phi(x) \rangle = \sum_{i=1}^{n} \alpha_i \langle \phi(x), \phi(x_i) \rangle,
$$

which can be simply expressed as

$$
\langle w, \phi(x) \rangle = \sum_{i=1}^{n} \alpha_i k(x_i, x_i'),
$$

where $k(x_i, x_i')$ is an element of the gram matrix $K$. We also write, $||w||^2 = \sum_{i,j=1}^{n} \alpha_i \alpha_j K(x_i, x_j)$. The optimization problem can be restated as:

$$
\min_{\alpha} \sum_{i=1}^{n} l(\alpha_i \ast K(x_i, x_i'), y_i) + \sum_{i,j=1}^{n} \alpha_i \alpha_j K(x_i, x_j)
$$

such that

$$
\sum_{i=1}^{n} \alpha_i \left[ \frac{1}{n} - \frac{1}{n} \sum_{y \in Y^-} K_iy - \frac{1}{n} \sum_{y \in Y^-} K_iy \right] \geq \rho
$$

**Geometric Intuitions:** We stated earlier that $w \in \mathbb{H}$ where $\mathbb{H}$ is the Hilbert space. Since Hilbert space is a complete vector space, we can interpret any $\langle x, y \rangle$ as a distance between two infinite dimensional vectors embedded in that space. Moreover, since the underlying function space is a RKHS, any functional will be upper bounded by a finite quantity. If we solve Equation 16 without the constraint, then we simply are choosing a weight vector which is closest to points $\phi(x_i)$ that minimize the loss. However, our added constraint forces the algorithm to search for a weight vector that minimizes the loss while maintaining a distance of at-least $\rho$ between the center of masses of points that have negative labels associated with them.

### 4 Experimental results

We now describe our experimental results on several real-world datasets and show the effectiveness of our approach in reducing the FPR across the sensitive groups. Table 1 summarizes the datasets.

**Adult** is a dataset from UCI repository [Dua and Graff, 2017], containing 14 features with 48842 data points about different aspects of an individual (such as age, gender, and marital status) to determine if that person earns more than $50,000 a year. For this dataset we consider gender to be the sensitive attribute.
expected, an unconstrained baseline SVM is significantly faster than the other two methods in finding the decision.

Table 3 shows the average optimization time over 5 different runs for all three models considered in our study. As

0 model has a comparable precision with the baseline SVM but has a much higher DFPR rate on the Arrhythmia dataset,

strained SVM has a higher accuracy, but also a higher rate of FPR than any other models. In particular, the FERM

ρ > 0.5

K(x, y) = e−γ∥x−y∥2

for all experiments. All real valued features are scaled to have a zero mean and unit standard deviation. We further vectorize all categorical variables as well. In datasets where the test/train split is not provided we search for the optimal hyperparameters (C, γ) using 5-fold cross validation for each given value of ρ and report the best result. For baseline, we use the code provided by [Donini et al., 2020] with our pre-processed data. In all tables containing the results, our method is labeled by SVM-MT, the original FERM and SVM by FERM and SVM, respectively.

In order to measure the performance of the classifier after optimization we define the DFPR metric to be the absolute difference between the FPR across the sensitive groups. Our search for optimal ρ was performed by first optimizing the SVM specific hyperparameters via cross fold validation. When we do not explicitly balance the dataset, then we sweep the values of ρ in [0.1, . . . , 0.5] in steps of 0.1 to determine the optimal value that minimizes the DFPR.

In our experiments, we did not notice a significant decrease of DFPR value for ρ > 0.5. We explain this as follows: when ρ is higher then a maximum margin classifier would effectively optimize for accuracy. Table 2 shows the results of our experiments on four real world datasets. We observe that our method consistently outperforms the baseline FERM [Donini et al., 2020] method achieving significantly lower DFPR on almost all datasets without sacrificing too much precision.

Table 3: Model optimization times on different datasets. The results are an average of 5 different runs. All times

except for Adult dataset are in seconds. Adult dataset time is measured in minutes.

| Method | Adult | COMPAS | Drug | Arrhythmia |
|--------|-------|--------|------|-----------|
| SVM    | 0.74  | 0.086  | 0.668 ± 0.009 | 0.217 ± 0.058 | 0.672 ± 0.027 | 0.098 ± 0.066 | 0.747 ± 0.061 | 0.158 ± 0.103 |
| SVM-MT | 0.73  | 0.020  | 0.664 ± 0.023 | 0.225 ± 0.058 | 0.625 ± 0.017 | 0.033 ± 0.026 | 0.703 ± 0.072 | 0.056 ± 0.04 |
| FERM   | 0.71  | 0.067  | 0.667 ± 0.015 | 0.25 ± 0.053 | 0.627 ± 0.023 | 0.069 ± 0.078 | 0.742 ± 0.048 | 0.21 ± 0.124 |

Table 2: A comparison of results on four datasets with baseline FERM method and optimizing for minimal separation. Best results are shown in bold and second best are in italics.

COMPAS Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) algorithm [Larson et al., 2016] used by Broward County Prison to assess the re-arrest rate of different individuals was shown to be biased against black defendants. We used the dataset [Larson et al., 2016] provided by Propublica and specifically focused on the violent-recidivism subset. The dataset contains 6,171 data points with 12 features. We chose race as the sensitive feature.

Drug is a dataset provided by UCI [Dua and Graff, 2017] containing information about 1889 individuals. Each individual has 12 features associated with them including personality type, ethnicity and whether they have used a drug in the past. There are 16 possible classification problems concerning use of different drugs. In this paper we select the use of cocaine as our target variable and discretize it into “Never used” and “Used” classes. We further discretize the sensitive attribute ethnicity into “White” and “Other” classes.

Arrhythmia is a dataset containing 452 samples and 279 features to detect the absence or presence of cardiac arrhythmia in a patient. We also turn this into a binary classification problem by considering “Normal” vs “Others” as the outcome variable. We choose gender as the protected attribute. Since this data contains a lot of missing values we pre-processed the data by dropping feature with number of unknowns greater than a threshold and substituting the rest of the unknowns with the median value of the feature. This dataset is also provided by the UCI [Dua and Graff, 2017] repository.

We use the RBF kernel

We for the completeness of comparison we also trained SVM models without any constraints. As expected, the unconstrained SVM has a higher accuracy, but also a higher rate of FPR than any other models. In particular, the FERM model has a comparable precision with the baseline SVM but has a much higher DFPR rate on the Arrhythmia dataset, while on the other hand our method sacrifices some precision to achieve the lowest DFPR rate of 0.05 with ρ = 0.1. Table 3 shows the average optimization time over 5 different runs for all three models considered in our study. As expected, an unconstrained baseline SVM is significantly faster than the other two methods in finding the decision.
boundary. However, compared against the FERM model, our approach is consistently faster. In the case of Adult dataset optimizing both FERM and SVM-MT takes considerably longer than the baseline SVM. This indicates that for larger datasets a more scalable algorithm needs to be designed.

Table 4: Results of experiments with undersampling the majority label class on Drug and Arrhythmia datasets. The results are an average of 5 different runs.

| Model      | Drug | Arrhythmia |
|------------|------|------------|
|            | Precision | DFPR | Precision | DFPR |
| SVM        | 0.672 ± 0.028 | 0.12 ± 0.087 | 0.744 ± 0.05 | 0.251 ± 0.135 |
| SVM-MT     | 0.661 ± 0.032 | 0.074 ± 0.04 | 0.703 ± 0.03 | 0.09 ± 0.06  |
| FERM       | 0.648 ± 0.017 | 0.102 ± 0.05 | 0.735 ± 0.03 | 0.121 ± 0.07 |

4.1 Handling Imbalanced Classes

The real world datasets have a class imbalance since data collection is not always uniform. For instance, in the Drug dataset there are 784 people belonging to sensitive group (“Other”) that are labeled as a positive class. By contrast, only 63 people belonging to the other sensitive group (“White”) are positively labeled. The same trend is also observed in other datasets. In order to evaluate the algorithms more fairly, we wanted to remove the imbalance in the class labels. Hence, we undersampled the numerically superior class and ran the optimization against all three methods i.e. baseline SVM, SVM-MT(our method) and FERM. Table 4 shows the results of our experiments. All the results are the average of 5 independent runs. We found $\rho = 0.1$ to be a stable choice for all the experiments.
In the case of Drug dataset, FERM model has a significantly reduced precision, while our method has almost comparable precision to the baseline. Moreover, our DFPR is the lowest amongst all three methods. Given that the drug dataset exhibits a strong class imbalance and FERM optimizes to minimize the TPR, undersampling the majority decreases the precision. In the Arrhythmia dataset we also note that our method achieves the best DFPR. However, for the FERM model the precision drops less due to the fact that difference between positively labeled samples is not as pronounced (160 in one sensitive group and 85 in the other). We also observe that our method does exhibit a lower precision on the Arrhythmia dataset which we interpret to be because of the low number of samples in the data and our objective to keep the negatively labeled samples separated by atleast $\rho$.

5 Conclusion

In this paper we have studied the effects of optimizing a classifier under the Equal Opportunity constraint. We showed that a classifier trying to minimize the difference between true positive rates of sensitive groups causes an increase in the false positive rates within each group. Furthermore, the increase in true positive rate of the statistical minority is achieved by the decrease in the true positive rate of the statistical majority. While this may be a valid method to ensure fairness with a single protected attribute, we reasoned that it would be counterproductive if the sensitive attribute could not be precisely defined. To mitigate this mistreatment we proposed a minimum separation parameter and showed that our approach is successful in decreasing the false positive rates across the sensitive groups without sacrificing too much accuracy.

Our work opens up a discussion about how far the assumption of a unique sensitive attribute in data is valid. A fruitful direction of work can be to examine the existing fairness metrics when the sensitive attribute is not precise. Another important direction is to introducing the Equal Opportunity constraint into the recent scalable accelerators of nonlinear support vector machines such as [Wen et al., 2018] [Sadrfaridpour et al., 2019] which are expected to provide a notable scalability improvement to the entire optimization process.

Reproducibility: All source code, and experimental results are available at https://anonymous.4open.science/r/b6c6653c-5f50-477c-bb13-7dfdeb39d4f4/
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