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Although the management and planning of water resources are extremely significant to human development, the complexity of implementation is unimaginable. To achieve this, the high-precision water consumption prediction is actually the key component of urban water optimization management system. Water consumption is usually affected by many factors, such as weather, economy, and water prices. If these impact factors are directly combined to predict water consumption, the weight of each perspective on the water consumption will be ignored, which will be greatly detrimental to the prediction accuracy. Therefore, this paper proposes a deep neural network-based complex system for urban water management. The essence of it is to formulate a water consumption prediction model with the aid of principal component analysis (PCA) and the integrated deep neural network, which is abbreviated as UWM-Id. The PCA classifies the factors affecting water consumption in the original data into three categories according to their correlation and inputs them into the neural network model. The results in the previous step are assigned weights and integrated into the form of fully connected layer. Finally, analyzing the sensitivity of the proposed UWM-Id and comparing its performance with a series of commonly used baseline methods for data mining, a large number of experiments have proved that UWM-Id has good performance and can be used for urban water management system.

1. Introduction

Due to the rapid economic development and explosive population growth, water shortages have appeared in many parts of the world [1, 2]. Urban water management system is of great significance to the sustainable development of urban water resources [3, 4]. And it can encourage the water sector to allocate water resources rationally and maximize the long-term value and reliability of available water resources [5–7]. However, the urban water management system is a process that is extremely complex and difficult to control [8, 9]. It includes the storage, distribution, and discharge of urban water [10–12]. And its main purpose is rational development, unified management, and optimal allocation for water resources [13, 14]. To realize the urban water management system, it is necessary to grasp the issue of urban water consumption [15, 16]. The expansion of the industry and the rise in global temperature have increased water consumption [17]; the government’s introduction of water-saving measures and higher water prices will curb the growth rate of water consumption [18]. Based on this difference, it can be found that urban water consumption has certain volatility and ambiguity. Therefore, it is necessary to analyze urban water consumption from multiple angles, which greatly increases the difficulty of predicting [19].
Many scholars have made contributions to the field of urban water management. They have successively proposed a series of water management models, including statistical analysis models (autoregressive integrated moving average model [20, 21], exponential smoothing [22, 23], etc.), gray theory models (GM(1,1) [24], NGBM(1,1) [25], etc.), and neural network models (artificial neural network (ANN) [26, 27], and long- and short-term memory network (LSTM) [28–30], etc.). Statistical analysis methods usually require datasets to follow certain assumptions or distributions [31, 32]. However, the collected real datasets are unlikely to meet statistical assumptions. And gray theory models generally solve the modeling of small sample size and sparse data [33, 34]. But water consumption is affected by many factors, and it is more suitable for deep learning methods for such prediction problems with complex data volume and difficult to fit fluctuation patterns [35, 36]. Al-Zahrani and Abo-Monasar [26] proposed a neural network prediction model combined with coupled time series by considering climate variables. This model mainly combines the drought characteristics of the Middle East, and it can be very helpful in efficiently predicting water consumption in this region. Surendra and Deka [37] used an improved fuzzy-wavelet model to predict urban residential water consumption on the basis of considering climate change. This model introduces denoise and compress methods and uses climate data and water consumption at a certain time for model training and testing, which greatly improves the performance of the model compared with ordinary fuzzy models.

However, there are many factors influencing urban water consumption. To measure the relationship between each factor and the relationship between factors and water consumption is quite complex. In addition, current researches rarely classify impact factors through feature selection and consider the comprehensive impact of each category on water consumption. Therefore, this paper proposes a new Urban Water Management Mechanism based on Integrated deep neural network (UWM-Id). Firstly, use principal component analysis (PCA) and gray relational analysis (GRA) methods to reduce dimensionality and classify 15 impact factors of urban water consumption. Dimensionality reduction is performed through PCA, and the factors with greater correlation are combined to finally obtain three principal components; dimensionality reduction is performed through GRA, and the impact factors are sorted according to the gray correlation degree. Then select indicators that are more relevant to water consumption by setting thresholds. Then, the indicators contained in the three principal components are, respectively, input into LSTM, and the three LSTMs are fused to output the predicted value. Finally, the indicators selected by the PCA are input into several baseline methods to evaluate the performance of the proposed UWM-Id.

The rest part of this paper is organized as follows. The framework and problem of this paper are illustrated in Section 2. The detailed principle and process of feature selection and integration model are described in Section 3. Section 4 includes a discussion of the data, experimental settings, and a series of experiments for UWM-Id. Section 5 includes the conclusions.

2. Overview

2.1. Framework of UWM-Id. This research put forward a novel architecture UWM-Id whose framework design is illustrated in Figure 1. The architecture includes four layers: data layer, feature selection layer, model computing layer, and model integration layer.

(1) The data layer is the interface through which various data sources enter the model. The data source is the historical data of water consumption required for this study and indicators that affect water consumption used. The selection index should comply with the content of the evaluation, reflect the relevant content, and be scientific. Therefore, this study selects 15 indicators from the perspective of economic development, political culture, and living facilities based on the above rules.

(2) After data acquisition, data is transmitted to the feature selection layer for feature dimensionality reduction and classification. The impact factors in the dataset are integrated into three principal components through PCA, and each principal component contains one type of factor. Calculate the gray correlation degree between the impact factor and water consumption through GAR, and do the following processing: sort based on the gray correlation degree, and set the threshold and select factors that are more relevant to water consumption.

(3) Input \( P_i \) through the feature selection layer into the model computing layer with water consumption data, respectively. The model computing layer selects the LSTM that is commonly used for time-series data prediction.

(4) Finally, the prediction results of the three primary LSTMs are synthesized, optimized, and integrated into a new model. Therefore, comprehensive analysis and prediction of water consumption from three aspects improve the accuracy of predicting.

2.2. Problem Statement. This paper proposes a management mechanism based on integrated neural network (UWM-Id). It provides support for urban water management systems by predicting water consumption. The flowchart of the management mechanism is shown in Figure 2.

UWM-Id includes two stages: training and prediction of primary LSTMs (Model 1 – Model 3); raining and prediction of integrated model (Model 4). The task of the previous stage is to analyze three different dimensions to predict the annual water consumption. Model 1 – Model 3 can actually be regarded as weak individual learners, respectively. The difference between them comes from the influence of different perspectives on water consumption. The goal of the second stage is to integrate the influence of the three perspectives. On the basis of the previous stage, weights are assigned according to the size of the loss so as to obtain a predicted value closer to the true value of water consumption. At this stage, the above individual learners are
Figure 1: Framework design of the UWM-Id.

Figure 2: Flowchart of the proposed management mechanism.
strongly combined to make the integrated Model 4 more effective.

After the second stage, this paper will use GRA to reduce the dimensionality of features, then input the retained features into a series of baseline models, and take them as a comparative experiment to evaluate the performance and superiority of UWM-Id.

3. Methodology

3.1. Feature Selection

3.1.1. PCA-Based Method. The factor analysis method refers to a multivariate statistical analysis method based on the dependence relationship within the correlation matrix of the research index, which reduces some variables with overlapping information and intricate relationships into a few uncorrelated comprehensive factors [38, 39].

Principal component analysis (PCA) is a type of the factor analysis method, and its principle is shown in Figure 3. The basic idea is as follows:

(1) Under the premise of losing little information, multiple indexes are transformed into several unrelated comprehensive indexes (principal component $P$) through dimensionality reduction (linear transformation).

(2) Each principal component is a linear combination of the original variables, and the principal components are not related to each other. This makes the principal components have some superior properties than the original variables.

$X$ is the initial impact factor matrix of water consumption, $X = (x_{11}, x_{12}, x_{13}, \ldots, x_{1p})'$:

$$X = \begin{bmatrix}
    x_{11} & x_{12} & \cdots & x_{1m} \\
    x_{21} & x_{22} & \cdots & x_{2m} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{p1} & x_{p2} & \cdots & x_{pm}
\end{bmatrix} = \{x_{i,j}\},$$  \hspace{1cm} (1)

where $x_{i,j}$ is the corresponding value of factor $i$ in year $j$ $(i = 1, 2, \ldots, p; j = 1, 2, \ldots, m)$, $p$ is the dimension of $X$, and $m$ represents the total number of years taken in the sample set.

Step 1. First standardize the sample set, as shown in the following formula:

$$x_{i,j}^* = \frac{x_{i,j} - \bar{x}_j}{\sigma_j},$$  \hspace{1cm} (2)

$$\bar{x}_j = \frac{\sum_{i=1}^{p} x_{i,j}}{p},$$  \hspace{1cm} (3)

$$\sigma_j = \frac{\sum_{i=1}^{p} (x_{i,j} - \bar{x}_j)^2}{p-1},$$  \hspace{1cm} (4)

where $x_{i,j}^*$ is the normalized value of $x_{i,j}$ and $\bar{x}_j$ and $\sigma_j$ are the sample mean and standard deviation, respectively.

Step 2. Calculate the correlation coefficient matrix of $X^*$. The correlation coefficient matrix $(R)$ of the standardized impact factor set is as follows:

$$R = \frac{1}{p}(X^*)^T X^* = \begin{bmatrix}
    r_{11} & r_{12} & \cdots & r_{1m} \\
    r_{21} & r_{22} & \cdots & r_{2m} \\
    \vdots & \vdots & \ddots & \vdots \\
    r_{p1} & r_{p2} & \cdots & r_{pm}
\end{bmatrix}.$$  \hspace{1cm} (5)

Step 3. Calculate the eigenvalues of $R$ and the corresponding factors. From the characteristic equation $|R - \lambda I| = 0$, the $m$ characteristic values $\lambda_i$ of $R$ can be obtained. Then arrange the eigenvalues from large to small, $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m$. And calculate the eigenvector corresponding to the eigenvalue expressed as follows:

$$W_j = [w_{1,j}, w_{2,j}, \ldots, w_{p,j}], \quad j = 1, 2, \ldots, m.$$  \hspace{1cm} (6)

Step 4. Calculate the variance contribution rate $(\alpha_i)$ and cumulative variance contribution rate $(\alpha(i))$ of each principal component.

$$\alpha_i = \frac{\lambda_i}{\sum_{j=1}^{m} \lambda_j},$$  \hspace{1cm} (7)

When the cumulative variance contribution rate reaches more than 85%, the first factor is selected as the main component that affects water consumption and used in the integrated LSTM model. Specifically, the original feature space is subjected to dimensionality reduction processing by formula (8) to simplify the complexity of model solution. $P$ is the variable after factor $i$ takes into account the transformation of principal components, which effectively reduces the types of impact factors.

$$P = \begin{bmatrix}
    w_{11} & w_{12} & \cdots & w_{1m} \\
    w_{21} & w_{22} & \cdots & w_{2m} \\
    \vdots & \vdots & \ddots & \vdots \\
    w_{p1} & w_{p2} & \cdots & w_{pm}
\end{bmatrix}.$$  \hspace{1cm} (8)

3.1.2. GRA-Based Method. GRA is a multifactor-based analysis method that originated in the 1980s, which usually takes uncertainty systems as the research object. Water
consumption prediction has the characteristics of fewer data and strong uncertainty [40–42]. Therefore, GRA can be used to analyze the factors affecting water consumption.

This paper uses water consumption as a reference sequence and 15 indicators that affect water consumption as a comparison series, then calculates the gray correlation coefficient and gray correlation degree between the comparison sequence and the reference sequence, and according to the gray correlation coefficient and correlation degree finds out the key factors affecting urban water consumption and analyzes the influence degree of each index. The specific calculation steps are as follows.

**Step 1.** Determine the reference sequence (urban water consumption):

\[ x_0 = (x_0(1), x_0(2), \ldots, x_0(m)). \]  

Determine the comparative sequence of water consumption:

\[ x_1 = (x_1(1), x_1(2), \ldots, x_1(m)) \ldots (x_1 \text{ to } x_{p-1}), \]
\[ x_p = (x_p(1), x_p(2), \ldots, x_p(m)). \]  

**Step 2.** Dimensionless processing is performed on the reference sequence and the comparison sequence.

**Step 3.** Calculate the correlation factor between the reference sequence and the comparison sequence. Then the correlation factor between the comparison sequence \( x_i \) \( (i = 1, 2, \ldots, p) \) and the reference sequence \( x_0 \) is defined as

\[
\vartheta_i = \frac{\min_{k} \min_{x_0} |x_0(k) - x_i(k)| + \rho \max_{x_0} \max_{x_i} |x_0(k) - x_i(k)|}{\max_{x_0} \max_{x_i} |x_0(k) - x_i(k)|}. 
\]  

where \( \rho \in (0, +\infty) \) refers to the resolution; the smaller \( \rho \) is, the greater the resolution is.

**Step 4.** Calculate the relevance degree. Since the correlation factor \( \vartheta_i(k) \) is the correlation factor value between the reference sequence and the comparison sequence in each component, there are many results and it is not easy to compare. Therefore, it is necessary to concentrate on the correlation factor of each index of each factor vector on one value, which is called the gray correlation degree. The gray correlation degree between \( x_0 \) and \( x_i \) \( (i = 1, 2, \ldots, p) \) is defined as

\[
y_i = \frac{1}{n} \sum_{k=1}^{n} \vartheta_i(k). \]  

**Step 5.** Sort by the gray correlation degree. Arrange the gray correlation degree between the impact factor and water consumption in order of magnitude to form the correlation sequence, denoted as \( [G] \). It reflects the degree of correlation between each impact factor and water consumption.

**Step 6.** Set threshold and select features. Set appropriate thresholds and select features that meet the conditions. Then input them into the baseline methods to compare with the UWM-Id proposed in this study.

### 3.2. Model Integration

The basic neural network predictor used by UWM-Id proposed in this paper is LSTM. Refer to Figure 4 for the internal neuron structure of LSTM. LSTM solves the vanishing gradient problem of the original recurrent neural network (RNN). It has strong time-series data processing capabilities and is widely used in time-series data modeling [43–45].

LSTM consists of input gate, forget gate, and output gate. The input gate is used to control the input of information; the forget gate determines the retention of the historical state information of the cell; the function of the output gate is to control the output of information. The activation function \( \sigma(\cdot) \) makes the output range of the forget gate between \([0, 1]\), which is usually the sigmoid function. When the output of the forget gate is 0, it means that all information in the previous state is discarded; when it is 1, it means that all the information in the previous state is retained.
To avoid overfitting, the loss function is the following optimization objective:

$$D = \frac{1}{2} \sum_{t=1}^{T} (\tilde{y}_k(t) - y(t))^2,$$

(15)

$$\kappa_i = \kappa_i - \alpha(h_\xi(x_{11}^t, x_{12}^t, \ldots, x_n^t) - y_j)x_j^t,$$

(16)

where \( \tilde{y}_k(t) \) and \( y(t) \) are, respectively, the prediction values and the real values of urban water consumption, \( \kappa \) denotes a conventional parameter in gradient descent method, \( \alpha \) refers to the learning rate, and \( h_\xi \) represents the internal function of the selected model.

The principle of the optimization algorithm is to select data and calculate the difference between the value obtained according to the model and the actual value at this time. If the difference is large, the parameter update amplitude is large, and vice versa. The optimization algorithm adopted here is the stochastic gradient descent (SGD). Traditional GD uses all training data for each iteration. But the SGD algorithm only randomly selects a set of training data to update the parameters in each iteration.

### 4. Experiments and Analysis

#### 4.1. Dataset

This paper takes Chongqing as an example of research. In this study, 15 indicators that may affect urban water consumption are selected from the aspects of weather, economy, and politics to carry out water consumption predicting and modeling. The above data comes from the Chongqing Water Resources Bulletin (http://www.cqwater.gov.cn/) and the 2004–2019 China National Statistical Yearbook (http://www.cq.gov.cn/).

The data mainly contains \( x_0 \) (water consumption \((10^8\text{cu} \cdot \text{m})\)), \( x_1 \) (residential population \((10^8\text{persons})\)), \( x_2 \) (households with access to tap water \((10^8\text{households})\)), \( x_3 \) (urbanization rate (%)), \( x_4 \) (total number of employed persons \((10^8\text{persons})\)), \( x_5 \) (precipitation \((\text{mm})\)), \( x_6 \) (hospitals and health centers \((\text{unit})\)), \( x_7 \) (average relative humidity (%)), \( x_8 \) (gross domestic product (GDP) \((10^8\text{yuan})\)), \( x_9 \) (electricity consumption \((10^8\text{kw} \cdot \text{h})\)), \( x_{10} \) (number of students in institutions of higher learning \((\text{person})\)), \( x_{11} \) (average temperature (°C)), \( x_{12} \) (natural gas consumption \((10^8\text{cu} \cdot \text{m})\)), \( x_{13} \) (Engel’s coefficient (%)), \( x_{14} \) (irrigated area \((10^4\text{hectares})\)), and \( x_{15} \) (water price \((\text{ton/yuan})\)). Table 1 displays the annual statistics of water consumption and the weather, economic, and political indicators in Chongqing from 2003 to 2018.

This study uses the PCA method to process the matrix of water consumption impact factors. The eigenvalues of the principal components, their corresponding variance contribution rates, and cumulative variance contribution rates are obtained by PCA, as shown in Table 2. This paper selects the principal component when \( a(i) > 85\% \). Therefore, the eigenvalue vectors corresponding to the first three principal components are selected to change the original eigenmatrix for further load decomposition. It can be observed from Table 2 that the difference between the transformed features is more obvious.
The impact factors contained in each principal component are expressed in Figure 5. \( P_1 \) contains indicators such as population, total number of employed persons, and GDP, so it is defined as a socioeconomic factor. \( P_2 \) contains indicators such as precipitation and average relative humidity, so it is defined as a natural weather factor. \( P_3 \) includes electricity consumption and gas consumption, so it is defined as an energy factor.

Use GRA to obtain the gray correlation degree between total water consumption and each impact factor. And sort them according to the degree of gray correlation, as shown in Figure 6. According to the gray theory, when the correlation degree is greater than or equal to 0.8, it is a strong correlation degree. Therefore, the top 9 correlation factors \( x_{14}, x_{11}, x_1, x_4, x_5, x_{15}, x_3, x_6, \) and \( x_{13} \) are selected as the input of the baseline models in Figure 6.

4.2. Experimental Settings. This paper selects the average absolute error (MAE) and root mean square error (RMSE) of the predicted mechanism as the measure, expressed by the formula

\[
\text{MAE} = \frac{1}{N} \sum_{O=1}^{N} |y_O - y'_O|, \\
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{O=1}^{N} (y_O - y'_O)^2},
\]

where \( y_O \) represents the real value of water consumption at the year \( O \), \( y'_O \) represents the predicted value of water consumption at the year \( O \), and \( N \) is the total number of test sets in water consumption prediction model. For the above metrics, the lower values of these metrics represent better performance.

In this experiment, it is necessary to select several water consumption prediction models as the baseline method to evaluate the performance of UWM-Id. Therefore, we compare the proposed UWM-Id with baseline models in order to verify whether UWM-Id can reflect good performance in the case of integrated predictions through different perspectives. The selected baselines are as follows:

1. Random Forest (RF): it is a predictive model that integrates multiple decision numbers through the idea of integrated learning.
2. Multilayer Preceptor (MLP): it is a feedforward ANN in which every neuron is fully connected.
3. LSTM: it is a kind of sequential neural network model specially designed to solve the long-term dependence problem.

This experiment adopts the SGD optimizer to optimize the model, and the default learning rate (\( \alpha \)) is 0.005. And during the experiment, we randomly split the dataset into training set and test set; the default ratio is 7:3.

5. Results and Analysis

First, we evaluate and compare the proposed UWM-Id with three baseline methods. Tables 3–5, respectively, list the model performance (MAE and RMSE) of UWM-Id and the baseline under the ratio of training set to test set of 6:4, 7:3, and 8:2. And on the basis of determining the ratio of the training set and the test set, the learning rate is set to 0.01, 0.008, and 0.005, respectively. In the above table, the cells that display the results include the evaluation value and the ranking of this evaluation value in UWM-Id and the baseline model performance (MAE and RMSE) of UWM-Id and the baseline methods. After our calculations, the performance of the
**Figure 5:** Indicators included in the main component display.

**Figure 6:** The gray correlation degree of each indicator and water consumption is sorted from large to small.

### Table 3: Experimental results with the ratio of 6:4 between training set and test set.

| Methods | Learning rate: 0.01 | Learning rate: 0.008 | Learning rate: 0.005 |
|---------|---------------------|----------------------|---------------------|
|         | MAE (rank) | RMSE (rank) | MAE (rank) | RMSE (rank) | MAE (rank) | RMSE (rank) |
| RF      | 0.085 (4)   | 0.128 (4)   | 0.081 (4)   | 0.103 (4)   | 0.078 (4)   | 0.097 (4)   |
| MLP     | 0.074 (3)   | 0.097 (3)   | 0.067 (3)   | 0.085 (3)   | 0.069 (2)   | 0.089 (3)   |
| LSTM    | 0.062 (2)   | 0.084 (2)   | **0.052 (1)** | **0.073 (2)** | 0.059 (3) | 0.085 (2)   |
| UWM-Id  | **0.049 (1)** | **0.063 (1)** | 0.053 (2)   | **0.069 (1)** | **0.043 (1)** | **0.060 (1)** |

### Table 4: Experimental results with the ratio of 7:3 between training set and test set.

| Methods | Learning rate: 0.01 | Learning rate: 0.008 | Learning rate: 0.005 |
|---------|---------------------|----------------------|---------------------|
|         | MAE (rank) | RMSE (rank) | MAE (rank) | RMSE (rank) | MAE (rank) | RMSE (rank) |
| RF      | 0.083 (4)   | 0.115 (4)   | 0.080 (4)   | 0.102 (3)   | 0.075 (4)   | 0.099 (4)   |
| MLP     | 0.071 (3)   | 0.107 (3)   | 0.069 (3)   | 0.106 (4)   | 0.065 (3)   | 0.095 (3)   |
| LSTM    | 0.060 (2)   | 0.081 (2)   | 0.057 (2)   | 0.078 (2)   | 0.053 (2)   | 0.073 (2)   |
| UWM-Id  | **0.046 (1)** | **0.061 (1)** | **0.049 (1)** | **0.065 (1)** | **0.041 (1)** | **0.058 (1)** |

### Table 5: Experimental results with the ratio of 8:2 between training set and test set.

| Methods | Learning rate: 0.01 | Learning rate: 0.008 | Learning rate: 0.005 |
|---------|---------------------|----------------------|---------------------|
|         | MAE (rank) | RMSE (rank) | MAE (rank) | RMSE (rank) | MAE (rank) | RMSE (rank) |
| RF      | 0.086 (4)   | 0.125 (4)   | 0.074 (4)   | 0.092 (4)   | 0.064 (4)   | 0.081 (3)   |
| MLP     | 0.075 (3)   | 0.098 (3)   | 0.067 (3)   | 0.090 (3)   | 0.059 (3)   | 0.083 (4)   |
| LSTM    | 0.063 (2)   | 0.087 (2)   | **0.051 (1)** | 0.083 (2)   | 0.048 (2)   | 0.074 (2)   |
| UWM-Id  | **0.049 (1)** | **0.076 (1)** | 0.053 (2)   | **0.078 (1)** | **0.038 (1)** | **0.064 (1)** |
Figure 7: The MAE value of UWM-Id under different parameter combinations, (a) the training set and optimizer, (b) the learning rate and optimizer, and (c) the learning rate and training set.

Figure 8: Continued.
The proposed UWM-Id model is improved by 40%, 33%, and 20% compared with RF, MLP, and LSTM, respectively. It can be directly observed from these tables that the proposed UWM-Id is better than the baselines in almost all cases. And the baseline methods used for comparison can also be well used to predict urban water consumption.

Although UWM-Id cannot achieve the best performance in some cases, the gap will not be too great. This phenomenon can be attributed to two main reasons. First, the UWM-Id proposed in this paper uses the PCA method to reduce and classify the impact factors of urban water consumption, while other methods use the GRA method to reduce the dimensionality of features. The advantage of PCA lies in the more accurate and fine-grained classification and representation of features. Secondly, the UWM-Id proposed in this paper adopts an integrated model. The three types of features processed by the PCA method are input into the LSTM models, and then they are integrated by a fully connected layer according to the weight to capture the characteristic structure of water consumption under different perspectives.

In addition, we also conducted another set of experiments to evaluate the stability of the proposed UWM-Id. In this set of experiments, UWM-Id was only evaluated for parameter sensitivity alone and would not be compared with other baseline methods. The process of this experiment is as follows: set a series of values for the two parameters in the parameter combination; then input them into the UWM-Id model one by one; finally, test whether the experimental results are stable as a whole.

Figures 7 and 8, respectively, show the MAE and RMSE values of UWM-Id under different parameter settings. They all have three subgraphs, corresponding to the following parameter combinations: (a) training set ratio and optimizer, (b) learning rate and optimizer, and (c) learning rate and training set. It can be seen from the above large number of subgraphs that, after adjusting the learning rate, optimizer, and dataset, the experimental results hardly change, which proves the stability of the proposed UWM-Id. The primary reason for this phenomenon is that UWM-Id integrates features from different perspectives of water consumption, making it less susceptible to parameter changes.

Based on the above two sets of experiments, the UWM-Id model was assessed from model performance and stability. Experimental results indicate that the UWM-Id proposed in this paper can effectively predict urban water consumption.

6. Conclusions

The urban water management system is a nonlinear, changeable process that is affected by many factors. It is complicated to consider the influence of multiple factors at the same time. Moreover, there are few or no examples of managing urban water resources by analyzing urban water consumption from multiple perspectives. Therefore, this paper established an urban water management framework based on integrated deep neural networks (UWM-Id). This study took Chongqing, China, as an example, and established a water management mechanism based on water consumption forecasts. Through PCA, the influencing factors of water consumption are divided into three categories: the socioeconomic factor, the natural weather factor, and the energy factor. Then, input these three types of factors into the UWM-Id established in this paper, and conduct a series of experiments. The experimental results prove that the proposed UWM-Id has better accuracy and stability. It can provide certain assistance to the urban water management system.

Data Availability

The source codes and datasets used to support the findings of this study are available from the submitting author upon request via email (http://www.zwguo@ctbu.edu.cn).
Conflicts of Interest
The authors declare that they have no conflicts of interest.

Acknowledgments
This work was supported by National Key Research & Development Program of China under (2016YFE0205600), Technical Project of Chongqing Education Commission (KJQN20200), Chongqing Natural Science Foundation of China (cstc2019jcyj-msxmX0747), Scientific Research Foundation of Chongqing Technology and Business University (ZDPTTD201917, KFJJ2018071, 1856033, and 1853061), and Japan Society for the Promotion of Science (JSPS) Grants-in-Aid for Scientific Research (KAKENHI) (JP18K18044).

References
[1] X. Zhou, Y. Hu, W. Liang, J. Ma, and Q. Jin, “Variational LSTM enhanced anomaly detection for industrial big data,” IEEE Transactions on Industrial Informatics, p. 1, 2020.
[2] T. M. Fullerton, A. Ceballos, and A. G. Walke, “Short-term forecasting analysis for municipal water demand,” Journal of the American Water Works Association, vol. 108, no. 1, pp. E27–E38, 2016.
[3] E. Pacchin, F. Gagliardi, S. Alvisi, and M. Franchini, “A comparison of short-term water demand forecasting models,” Water Resources Management, vol. 33, no. 4, pp. 1481–1497, 2019.
[4] X. Zhou, W. Liang, K. I.-K. Wang, H. Wang, L. T. Yang, and Q. Jin, “Deep-learning-enhanced human activity recognition for internet of healthcare things,” IEEE Internet of Things Journal, vol. 7, no. 7, pp. 6429–6438, 2020.
[5] X. Zhou, W. Liang, K. I.-K. Wang, R. Huang, and Q. Jin, “Academic influence aware and multidimensional network analysis for research collaboration navigation based on scholarly big data,” IEEE Transactions on Emerging Topics in Computing, p. 1, 2018.
[6] X. Zhou, Y. Li, and W. Liang, “CNN-RNN based intelligent recommendation for online medical pre-diagnosis support,” IEEE/ACM Transactions on Computational Biology and Bioinformatics, p. 1, 2020.
[7] Z. Guo and H. Wang, “A deep graph neural network-based mechanism for social recommendations,” IEEE Transactions on Industrial Informatics, vol. 3203, p. 1, 2020.
[8] Z. Guo, Y. Shen, A. K. Bashir et al., “Robust spammer detection using collaborative neural network in internet of thing applications,” IEEE Internet of Things Journal, p. 1, 2020.
[9] Y.-M. Zhou, Y.-P. Chen, J.-S. Guo, Y. Shen, P. Yan, and J.-X. Yang, “Recycling of orange waste for single cell protein production and the synergistic and antagonistic effects on production quality,” Journal of Cleaner Production, vol. 213, pp. 384–392, 2019.
[10] Z. Yin, B. Jia, S. Wu, J. Dai, and D. Tang, “Comprehensive forecast of urban water-energy demand based on a neural network model,” Water (Switzerland), vol. 10, no. 4, pp. 1–16, 2018.
[11] R. L. Farias, V. Puig, H. R. Rangel, and J. J. Flores, “Multimodel prediction for demand forecast in water distribution networks,” Energies, vol. 11, no. 3, pp. 1–21, 2018.
[12] S. Sharvelle, A. Dozier, M. Arabi, and B. Reichel, “A geospatially-enabled web tool for urban water demand forecasting and assessment of alternative urban water management strategies,” Environmental Modelling & Software, vol. 97, pp. 213–228, 2017.
[13] I. Ghaletkhondabi, E. Ardjmand, W. A. Young, and G. R. Weckman, “Water demand forecasting: review of soft computing methods,” Environmental Monitoring and Assessment, vol. 189, no. 7, 2017.
[14] A. Alamanos, S. Sfyris, C. Faloutsis, and N. Mylopoulos, “Urban water demand assessment for sustainable water resources management, under climate change and socioeconomic changes,” Water Supply, vol. 20, no. 2, pp. 679–687, 2020.
[15] O. Oyebode, “Evolutionary modelling of municipal water demand with multiple feature selection techniques,” Journal of Water Supply: Research and Technology-Aqua, vol. 68, no. 4, pp. 264–281, 2019.
[16] D. Zhang, Y. Liu, L. Dai, A. K. Bashir, A. Nallanathan, and B. Shim, “Performance analysis of FD-NOMA-based decentralized V2X systems,” IEEE Transactions on Communications, vol. 67, no. 7, pp. 5024–5036, 2019.
[17] I. F. Siddiqui, S. U.-J. Lee, A. Abbas, and A. K. Bashir, “Optimizing lifespan and energy consumption by smart meters in green-cloud-based smart grids,” IEEE Access, vol. 5, pp. 20934–20943, 2017.
[18] A. K. Bashir, S.-J. Lim, C. S. Hussain, and M.-S. Park, “Energy efficient in-network RFID data filtering scheme in wireless sensor networks,” Sensors, vol. 11, no. 7, pp. 7004–7021, 2011.
[19] A. K. Bashir, R. Arul, S. Basheer, G. Raja, R. Jayaraman, and N. M. F. Qureshi, “An optimal multiter resource allocation of cloud RAN in 5G using machine learning,” Transactions on Emerging Telecommunications Technologies, vol. 30, no. 8, pp. 1–20, 2019.
[20] H. Du, Z. Zhao, and H. Xue, “ARIMA-M: a new model for dailywater consumption prediction based on the autoregressive integrated moving average model and the Markov chain error correction,” Water (Switzerland), vol. 12, no. 3, 2020.
[21] S. A. Eslamian, S. S. Li, and F. Haghighat, “A new multiple regression model for predictions of urban water use,” Sustainable Cities and Society, vol. 27, pp. 419–429, 2016.
[22] Y. Su, W. Gao, D. Guan, and W. Su, “Dynamic assessment and forecast of urban water ecological footprint based on exponential smoothing analysis,” Journal of Cleaner Production, vol. 195, pp. 354–364, 2018.
[23] L. Gelazanskas and K. A. A. Gamage, “Forecasting hot water consumption in residential houses,” Energies, vol. 8, no. 11, pp. 12702–12717, 2015.
[24] H. Wu, B. Zeng, and M. Zhou, “Forecasting the water demand in Chongqing, China using a grey prediction model and recommendations for the sustainable development of urban water consumption,” International Journal of Environmental Research and Public Health, vol. 14, no. 11, 2017.
[25] Y. Yuan, Q. Li, X. Yuan, X. Luo, and S. Liu, “A SAFSA- and metabolism-based nonlinear grey Bernoulli model for annual water consumption prediction,” Iranian Journal of Science and Technology, Transactions of Civil Engineering, vol. 44, no. 2, pp. 755–765, 2020.
[26] M. A. Al-Zahrani and A. Abbo-Monasar, “Urban residential water demand prediction based on artificial neural networks and time series models,” Water Resources Management, vol. 29, no. 10, pp. 3651–3662, 2015.
[27] G. Chen, T. Long, J. Xiong, and Y. Bai, “Multiple random forests modelling for urban water consumption forecasting,”
[28] W. Dong and Q. Yang, “Data-driven solution for optimal pumping units scheduling of smart water conservancy,” *IEEE Internet of Things Journal*, vol. 7, no. 3, pp. 1919–1926, 2020.

[29] J. Yan, X. Chen, Y. Yu, and X. Zhang, “Application of a parallel particle swarm optimization-long short term memory model to improve water quality data,” *Water (Switzerland)*, vol. 11, no. 7, pp. 1–16, 2019.

[30] D. Zhang, J. Lin, Q. Peng et al., “Modeling and simulating of reservoir operation using the artificial neural network, support vector regression, deep learning algorithm,” *Journal of Hydrology*, vol. 565, pp. 720–736, 2018.

[31] X. Zhang, M. Yue, Y. Yao, and H. Li, “Regional annual water consumption forecast model,” *Desalination and Water Treatment*, vol. 114, pp. 51–60, 2018.

[32] L. House-Peters, B. Pratt, and H. Chang, “Effects of urban spatial structure, sociodemographics, and climate on residential water consumption in Hillsboro, Oregon,” JAWRA *Journal of the American Water Resources Association*, vol. 46, no. 3, pp. 461–472, 2010.

[33] S. Buck, M. Auffhammer, H. Soldati, and D. Sunding, “Forecasting residential water consumption in California: rethinking model selection,” *Water Resources Research*, vol. 56, no. 1, 2020.

[34] Y. C. Hu, “Energy demand forecasting using a novel remnant GM (1, 1) model,” *Soft Computing*, vol. 3, no. 2003, pp. 13903–13912, 2020.

[35] M. Mao and E. C. Chirwa, “Application of grey model GM (1, 1) to vehicle fatality risk estimation,” *Technological Forecasting and Social Change*, vol. 73, no. 5, pp. 588–605, 2006.

[36] Z.-X. Wang, D.-D. Li, and H.-H. Zheng, “Model comparison of GM (1, 1) and DGM (1, 1) based on Monte-Carlo simulation,” *Physica A: Statistical Mechanics and Its Applications*, vol. 542, Article ID 123341, 2020.

[37] H. J. Surendra and P. C. Deka, “Fuzzy and improved fuzzy-wavelet approach in modeling municipal residential water consumption estimation using climatic variables,” *Soft Computing*, vol. 24, no. 15, pp. 11213–11222, 2020.

[38] W. Li and Y. Huang, “A combined method of cross-correlation and PCA-based outlier algorithm for detecting structural damages on a jacket oil platform under random wave excitations,” *Applied Ocean Research*, vol. 102, Article ID 102301, 2020.

[39] C. Chuan, C. Zheng, L. Bo, and L. Ligang, “Computation of atmospheric optical parameters based on deep neural network and PCA,” *IEEE Access*, vol. 8, pp. 102256–102262, 2020.

[40] C. Zheng, R. Li, M. Hu, and L. Zou, “Determination of low-temperature crack control parameter of binding asphalt materials based on gray correlation analysis,” *Construction and Building Materials*, vol. 217, pp. 226–233, 2019.

[41] W. Yunlong, L. Kai, G. Guan, Y. Yanyun, and L. Fei, “Evaluation method for Green jack-up drilling platform design scheme based on improved grey correlation analysis,” *Applied Ocean Research*, vol. 85, pp. 119–127, 2019.

[42] W. Xiaonan, Y. Wencui, G. Yong, and F. Decheng, “The influence of shrinkage-reducing agent solution properties on shrinkage of cementitious composite using grey correlation analysis,” *Construction and Building Materials*, vol. 264, Article ID 120194, 2020.

[43] C. Xiao, N. Chen, C. Hu, K. Wang, J. Gong, and Z. Chen, “Short and mid-term sea surface temperature prediction using time-series satellite data and LSTM-AdaBoost combination approach,” *Remote Sensing of Environment*, vol. 233, Article ID 111358, 2019.

[44] Z. Cui, R. Ke, Z. Pu, and Y. Wang, “Stacked bidirectional and unidirectional LSTM recurrent neural network for forecasting network-wide traffic state with missing values,” *Transportation Research Part C: Emerging Technologies*, vol. 118, Article ID 102674, 2020.

[45] Y. Ding, Y. Zhu, J. Feng, P. Zhang, and Z. Cheng, “Interpretable spatio-temporal attention LSTM model for flood forecasting,” *Neurocomputing*, vol. 403, pp. 348–359, 2020.