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ABSTRACT. We provide explicit generators and relations for the affine Kac-Moody groups, as well as a realization of them as (twisted) loop groups by means of Galois descent considerations. As a consequence, we show that the affine Kac-Moody group of type $X^*_N^{(r)}$ is isomorphic to the fixed-point subgroup of the affine Kac-Moody group of type $X^{(1)}_N$ under an action of the Galois group.
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1. Introduction

Kac-Moody Lie algebras, a particular class of infinite dimensional Lie algebras, were independently discovered by V. Kac [10] and R. V. Moody [15]. Given a field $\mathbb{K}$ of characteristic 0, they are defined by generators and relations (à la Chevalley-Harish-Chandra-Serre) encoded in a generalized Cartan matrix (GCM) $A$. If $A$ is a Cartan matrix of type $X$, then the corresponding Kac-Moody Lie algebra is nothing but the split simple finite dimensional $\mathbb{K}$-Lie algebra of type $X$. Closely related to these are the affine Lie algebras (see [11] Chapter 7 and [16]).

The first step towards the construction/definition of Kac-Moody groups is given in [18]. This was done using representation theory and admissible lattices following along the lines of Chevalley’s early work on analogues of the simple Lie groups over arbitrary fields. A summary of this approach and a vision of the steps ahead can be found in [27]. Rather than working with one representation, Peterson and Kac considered all (integrable) representations at once in their definition of “simply
connected” Kac-Moody groups over fields of characteristic 0 given in [24]. This paper establishes the conjugacy theorem of “Cartan subalgebras” of symmetrizable Kac-Moody Lie algebras and, as a consequence, that the GCMs and corresponding root systems are an invariant of the algebras. Detailed expositions of this material are given in [12] and [17].

If $A$ is of finite type $X$, the corresponding “groups” (with the simply connected being the largest) exist (Chevalley) and are unique (Demazure). They are smooth group schemes over $\mathbb{Z}$ constructed using a “root datum” that includes $A$. The base change to $K$ produces a linear algebraic group over $K$ whose Lie algebra is split simple of type $X$ if $K$ is of characteristic 0.

J. Tits pioneered the idea of defining root datum based on GCMs, and attaching to them group functors that “behave right” when evaluated at arbitrary fields [28]. See also [25]. Some of the affine cases are discussed in examples. Further clarity about the nature of the abstract groups obtained in this fashion is given by the construction of Kac-Moody groups due to O. Mathieu in [14]. See also [7, 13, 23].

While the works described above deal with arbitrary (symmetrizable) GCM, the focus of our paper are the (abstract) groups attached to the affine GCMs. This can be done over arbitrary fields (avoiding characteristic 2 and 3 in the twisted cases) by considering fixed points of Chevalley-Demazure group schemes evaluated at suitable Laurent polynomial rings. The link with the representation related approach, and with the work of Tits, is given by a detailed analysis motivated by the work of Steinberg, that yields generators and relations for these groups. This method of studying of affine Kac-Moody groups was pioneered by E. Abe, N. Iwahori and H. Matsumoto, and J. Morita (see references).

**Acknowledgments.** We are grateful to the referees for the careful reading of our manuscript and useful comments. J.M. is supported by JSPS KAKENHI (Grants-in-Aid for Scientific Research) Grant Number JP17K05158. A.P. acknowledges the continued support of NSERC and Conicet. T.S. was a Pacific Institute for the Mathematical Sciences (PIMS) Postdoctoral Fellow position at University of Alberta, and is supported by JSPS KAKENHI Grant Number JP19K14517.

2. Structure of the Paper and Main Results

The article is organized as follows. In Section 3, we recall some basic definitions and notation for twisted root systems and Chevalley basis of finite-dimensional simple Lie algebra $\mathfrak{g}$ over $\mathbb{C}$. The type and rank of $\mathfrak{g}$ will be denoted by $X_N$ ($X = A, B, C, D, E, F, \text{ or } G$). The description of Dynkin diagram automorphisms as automorphisms of $\mathfrak{g}$ is given in this section. Section 4 starts with the construction of twisted loop algebras associated to $\mathfrak{g}$ over $\mathbb{Q}$. We then give an explicit description of a Lie algebra isomorphism $\varphi$ from the twisted loop algebra to the affine Kac-Moody algebra $\hat{\mathfrak{g}}_{\mathbb{Q}}(X_N^{(r)})$ of type $X_N^{(r)}$ defined over $\mathbb{Q}$ (Theorem 4.8), where $r$ is the tier number (i.e., the order of the Dynkin diagram automorphism) and $X_N^{(r)}$ is as in Kac’s list [11] TABLE Aff $r$. Using the isomorphism $\varphi$, we translate the notion of Chevalley pairs (Definition A.3) of $\hat{\mathfrak{g}}_{\mathbb{Q}}(X_N^{(r)})$ into the twisted loop algebra (Proposition A.13).

In the rest of the paper (Sections 5, 6, and 7), we work over a field $K$ of characteristic not equal to 2 (resp. 3) when we consider the case $r = 2$ (resp. $r = 3$). Let $G$ be the simply-connected Chevalley-Demazure group scheme over $\mathbb{Z}$ of type $X_N$.
(cf. [3, 9]). In Section 3, using Abe’s construction [1], we introduce the notion of the twisted loop group $L$, as a $\Gamma$-twisted Chevalley group over the Laurent polynomial ring $S_{\mathbb{K}} := \mathbb{K}[\xi][z^{\pm \frac{1}{r}}]$, where $\xi$ is a fixed primitive $r$ th root of unity in an algebraic closure of $\mathbb{K}$. Here, $\Gamma$ is the Galois group of $S_{\mathbb{K}}$ over $R_{\mathbb{K}} := \mathbb{K}[z^{\pm 1}]$. We determine generators of the group $L$ explicitly (Theorem 5.12). Since we have described the Lie algebra isomorphism $\varphi$ concretely (in Section 3.4), we are able to write down the “induced” group homomorphism $\Phi$ from the simply-connected termine generators of the group $\Phi$. As a result, we have the following. 

**Theorem (Theorem 6.7).** The simply-connected affine Kac-Moody group $\hat{G}_{\mathbb{K}}(X_{N}^{(r)})$ of type $X_{N}^{(r)}$ defined over $\mathbb{K}$ is a one-dimensional central extension of $L(G_{\mathbb{K}}; \Gamma)$. In particular, $\hat{G}_{\mathbb{K}}(X_{N}^{(r)})/\mathbb{K}^\times \cong L(G_{\mathbb{K}}; \Gamma)$.

In the final Section 7 we define a $\Gamma$-action on the simply-connected affine Kac-Moody group $\hat{G}_{\mathbb{K}}(X_{N}^{(r)})$ of type $X_{N}^{(r)}$ defined over $\mathbb{K}(\xi)$ and study structure of the fixed-point subgroup of $\hat{G}_{\mathbb{K}}(X_{N}^{(r)})$ under $\Gamma$. Using the results in the previous section, we have the following result.

**Theorem (Theorem 7.1).** The fixed-point subgroup of $\hat{G}_{\mathbb{K}}(X_{N}^{(r)})$ under $\Gamma$ is isomorphic to $\hat{G}_{\mathbb{K}}(X_{N}^{(r)})^\Gamma$.

If $\xi \in \mathbb{K}$, then our results can be express as the following commutative diagram.

$$
\begin{array}{ccccccccc}
1 & \longrightarrow & \mathbb{K}^\times & \longrightarrow & \hat{G}_{\mathbb{K}}(X_{N}^{(r)}) & \longrightarrow & L(G_{\mathbb{K}}) & \longrightarrow & G_{\mathbb{K}}(S_{\mathbb{K}}) & \longrightarrow & 1 \\
& & \parallel & & \Uparrow & & \cong & & \Uparrow & & \\
1 & \longrightarrow & \mathbb{K}^\times & \longrightarrow & \hat{G}_{\mathbb{K}}(X_{N}^{(1)})^\Gamma & \longrightarrow & G_{\mathbb{K}}(S_{\mathbb{K}})^\Gamma & \longrightarrow & 1 \\
& & \parallel & & \Uparrow \cong & & \parallel & & \\
1 & \longrightarrow & \mathbb{K}^\times & \longrightarrow & \hat{G}_{\mathbb{K}}(X_{N}^{(r)}) & \longrightarrow & L(G_{\mathbb{K}}; \Gamma) & \longrightarrow & 1.
\end{array}
$$

Here, $L(G_{\mathbb{K}}) := G_{\mathbb{K}}(R_{\mathbb{K}})$ is the so-called loop group, and $L(G_{\mathbb{K}}) \cong G_{\mathbb{K}}(S_{\mathbb{K}})$ is a group isomorphism induced from the canonical algebra isomorphism $R_{\mathbb{K}} \to S_{\mathbb{K}}; z^n \mapsto z^{\frac{n}{r}}$ ($n \in \mathbb{Z}$).

### 3. Twisted Root Systems

In this section, we work over the field of complex numbers $\mathbb{C}$. Let $\mathfrak{g}$ be a complex simple Lie algebra of type $X_{N}$. Recall that $N$ is the rank of $\mathfrak{g}$ and $X = A, B, C, D, E, F$, or $G$. We fix a Cartan subalgebra $\mathfrak{h}$ and a Borel subalgebra $\mathfrak{b}$ of $\mathfrak{g}$ with $\mathfrak{h} \subset \mathfrak{b}$. We let $\mathfrak{h}^\ast$ denote the linear dual space of $\mathfrak{h}$.

Let $\Delta$ be the root system of $\mathfrak{g}$ with respect to $\mathfrak{h}$ and let $\Pi = \{\alpha_i \mid i \in I\}$ be the set of all simple roots with respect to our chosen Borel subalgebra of $\mathfrak{g}$, where $I := \{1, \ldots, N\}$. For each $\alpha \in \Delta$, we let $\mathfrak{g}_{\alpha}$ denote the root space in $\mathfrak{g}$ corresponding to $\alpha$. Let $< \alpha$ be the lexicographical order on $\Delta$ defined by $\Pi$, and let $\Delta_+$ (resp. $\Delta_-$) be the set of all positive (resp. negative) roots in $\Delta$ with respect to $<$. 


3.1. Dynkin Diagram Automorphisms. Let \( \sigma \in \text{Aut}_C(\mathfrak{h}^\ast) \) be a Dynkin diagram automorphism of \( \mathfrak{g} \), and let \( r \) be the order of \( \sigma \). For simplicity, the induced automorphism on \( \mathfrak{h} \) and the extended automorphism on \( \mathfrak{g} \) are also denoted by the same symbol \( \sigma \). Let \((\mathfrak{h}^\ast)^\ast\) denote the fixed-point subspace of \( \mathfrak{h}^\ast \) under \( \sigma \). Then we have a canonical projection \( \pi : \mathfrak{h}^\ast \to (\mathfrak{h}^\ast)^\ast \) defined by \( \pi(\lambda) = \sum_{j=1}^r \sigma^j(\lambda) \) for \( \lambda \in \mathfrak{h}^\ast \).

We let \( \pi(\Pi) \) (resp. \( \pi(\Delta) \)) denote the image of \( \Pi \) (resp. \( \Delta \)) under \( \pi \). For the case of \( X_N = A_{2\ell} \) with \( r = 2 \), there is \( a' \in \pi(\Delta) \) such that \( \frac{a'}{2} \) belongs to \( \pi(\Delta) \). Thus, we shall define a subset of \( \pi(\Delta) \) as follows.

\[
(3.1) \quad \Delta^\sigma := \begin{cases} \pi(\Delta) \setminus \{ a' \in \pi(\Delta) \mid \frac{a'}{2} \in \pi(\Delta) \} & \text{if } (X_N, r) = (A_{2\ell}, 2), \\ \pi(\Delta) & \text{otherwise}. \end{cases}
\]

One sees that this \( \Delta^\sigma \) forms a root system of the fixed-point subalgebra \( \mathfrak{g}^\sigma \) of \( \mathfrak{g} \) under \( \sigma \) with respect to \( \mathfrak{h}^\ast = \mathfrak{h} \cap \mathfrak{g}^\sigma \). Let \( X_N^\sigma \) be the type of \( \mathfrak{g}^\sigma \) with respect to \( \mathfrak{h}^\ast \). In this case, \( \Pi^\sigma := \Delta^\sigma \cap \pi(\Pi) \) forms the set of all simple roots. Set \( \ell := |\Pi^\sigma| \) and set \( \Delta^\sigma_+ := \Delta^\sigma \cap \pi(\Delta_+) \). Let \( \Delta^\sigma_{\text{long}} \) (resp. \( \Delta^\sigma_{\text{short}} \)) denote the set of all long (resp. short) roots in \( \Delta^\sigma \). If all roots of \( \Delta^\sigma \) are of the same length, then we set \( \Delta^\sigma_{\text{long}} = \Delta^\sigma \) and \( \Delta^\sigma_{\text{short}} = \emptyset \).

The Dynkin diagram automorphism \( \sigma \) naturally acts on the set \( \mathcal{I} \). Let \( \mathcal{I}^\sigma \) be the set of all equivalence classes of \( \mathcal{I} \). By definition, the set \( \mathcal{I}^\sigma \) consists of \( \ell \) elements. For \( p \in \mathcal{I}^\sigma \) and a fixed \( i \in p \), we define \( a_p \in (\mathfrak{h}^\ast)^\ast \) by letting \( a_p(H) := \alpha_i(H) \) for all \( H \in \mathfrak{h}^\ast \). Then we can identify the set \( \{ a_p \}_{p \in \mathcal{I}^\sigma} \) with \( \Pi^\sigma \). For simplicity, we shall identify \( \mathcal{I}^\sigma \) with \( \{1, \ldots, \ell\} \), and write \( \Pi^\sigma = \{ a_1, \ldots, a_\ell \} \).

The following is the complete list of non-trivial Dynkin diagram automorphisms \( \sigma \) of order \( r \). Note that \( r \) only takes the values 2 or 3.

1. \( X_N = A_{2\ell-1} \) (\( \ell \geq 2 \)) and \( r = 2 \).
(2) $X_N = A_{2\ell}$ ($\ell \geq 1$) and $r = 2$.

\[
\begin{array}{cccccc}
\alpha_\ell & \alpha_{\ell-1} & \cdots & \alpha_2 & \alpha_1 \\
\circ & \circ & \cdots & \circ & \circ \\
a_\ell & a_{\ell-1} & \cdots & a_2 & a_1 \\
\sigma(\alpha_i) = \alpha_{2\ell+1-i}. \\
\end{array}
\]

(3) $X_N = D_{\ell+1}$ ($\ell \geq 3$) and $r = 2$.

\[
\begin{array}{cccccc}
\alpha_\ell & \alpha_{\ell-1} & \cdots & \alpha_2 & \alpha_1 \\
\circ & \circ & \cdots & \circ & \circ \\
a_\ell & a_{\ell-1} & \cdots & a_2 & a_1 \\
\sigma(\alpha_i) = \begin{cases}
\alpha_{\ell+1} & \text{if } i = \ell, \\
\alpha_\ell & \text{if } i = \ell + 1, \\
\alpha_i & \text{otherwise.}
\end{cases} \\
\end{array}
\]

(4) $X_N = E_6$ and $r = 2$.

\[
\begin{array}{cccccc}
\alpha_4 & \alpha_3 & \alpha_2 & \alpha_1 \\
\circ & \circ & \circ & \circ \\
a_4 & a_3 & a_2 & a_1 \\
\sigma(\alpha_i) = \begin{cases}
\sigma(\alpha_1) = \alpha_6, & \sigma(\alpha_2) = \alpha_5, \\
\sigma(\alpha_3) = \alpha_3, & \sigma(\alpha_4) = \alpha_4, \\
\sigma(\alpha_5) = \alpha_2, & \sigma(\alpha_6) = \alpha_1.
\end{cases} \\
\end{array}
\]
(5) $X_N = D_4$ and $r = 3.$

\[
\begin{array}{ccc}
\alpha_1 & \alpha_2 & \alpha_3 \\
\alpha_4 & & \\
& \alpha_2 & \alpha_1 \\
\end{array}
\]

\[
\begin{aligned}
\{\sigma(a_1) = a_3, & \quad \sigma(a_2) = a_2, \\
\sigma(a_3) = a_4, & \quad \sigma(a_4) = a_1. \\
\end{aligned}
\]

$X'_N = G_2.$

3.2. Types of Twisted Roots. Each $\alpha \in \Delta$ satisfies one of the following four conditions, see [20, Section 1].

(R-1): $\alpha = \sigma(\alpha)$.

(R-2): $r = 2$ with $\alpha \neq \sigma(\alpha)$ and $\alpha + \sigma(\alpha) \notin \Delta$.

(R-3): $r = 2$ with $\alpha \neq \sigma(\alpha)$ and $\alpha + \sigma(\alpha) \in \Delta$.

(R-4): $r = 3$ with $\alpha \neq \sigma(\alpha)$ and $\alpha \neq \sigma^2(\alpha)$.

If $r = 1$, then all roots are of type (R-1). Otherwise, we have to clarify the difference between $\Delta$ and $\Delta^\sigma$. Hence, in order to avoid confusion, we use Greek characters $\alpha, \beta$ to describe elements in $\Delta$, and use Alphabet characters $a, b$ to describe elements in $\Delta^\sigma$ and $\pi(\Delta)$.

We have the following classification of elements in $\pi(\Delta)$ (cf. [20, Table 2]).

| $X_N$      | $r$ | Types  | Lengths |
|------------|-----|--------|---------|
| $A_{2\ell-1}, D_{\ell+1}, E_6$ | 2   | (R-1) long | (R-2) short |
| $A_2$      | 2   | (R-1) extra long | (R-3) short |
| $A_{2\ell \neq 2}$ | 2   | (R-1) extra long | (R-2) long |
| $D_4$      | 3   | (R-1) long | (R-4) short |

Notation 3.1. Suppose that $X_N = A_{2\ell}$ with $r = 2$. For $a \in \Delta^\sigma$, we shall denote $a$ or $2a$ by $a'$ so that $a' \in \pi(\Delta)$. For the other types, we let $a' := a$ for each $a \in \Delta^\sigma$.

Example 3.2. The case $(X_N, r) = (A_4, 2)$. The set of all positive roots are given by $\Delta_+ = \{\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_1 + \alpha_2, \alpha_2 + \alpha_3, \alpha_3 + \alpha_4, \alpha_1 + \alpha_2 + \alpha_3, \alpha_2 + \alpha_3 + \alpha_4, \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4\}$. The Dynkin diagram automorphism of order 2 is given by $\sigma(\alpha_1) = \alpha_4$ and $\sigma(\alpha_2) = \alpha_3$. Then one sees

$\pi(\Delta_+) = \{a_2, a_1 + a_2\} \cup \{a_1, a_1 + 2a_2\} \cup \{2a_2, 2(a_1 + a_2)\},$

where $a_1 = \pi(\alpha_1) = (\alpha_1 + \alpha_4)/2$ and $a_2 = \pi(\alpha_2) = (\alpha_2 + \alpha_3)/2$. Also, we get $\Pi^\sigma = \{a_1, a_2\}$ and $\Delta^\sigma_+ = \{a_2, a_1 + a_2\} \cup \{a_1, a_1 + 2a_2\} \in \pi(\Delta)$. This is the root system of type $X^\sigma_N = B_2$. Set $a := a_2 \in \Delta^\sigma$. Then by definition, $a'$ stands for $a_2$ or $2a_2$. If $a' = a_2$ (resp. $a' = 2a_2$), then $a'$ is of type (R-3) (resp. (R-1)). \qed
Suppose that \( r = 1 \) or \( 2 \). If \( \alpha \leq \sigma(\alpha) \), then \(-\sigma(\alpha) \leq -\alpha\). On the other hand, when \( r = 3 \), then the situation is more complicated.

**Example 3.3.** The case \((X_N, r) = (D_4, 3)\). Then the set of all positive roots are given by \( \Delta_+ = \{\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_1 + \alpha_2, \alpha_2 + \alpha_3, \alpha_2 + \alpha_4, \alpha_1 + \alpha_2 + \alpha_3, \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4, \alpha_1 + 2\alpha_2 + \alpha_3 + \alpha_4\}\). The Dynkin diagram automorphism of order 3 is given by \(\sigma(\alpha_1) = \alpha_3\), \(\sigma(\alpha_2) = \alpha_2\), \(\sigma(\alpha_3) = \alpha_4\), and \(\sigma(\alpha_4) = \alpha_1\). Then we have

\[
\pi(\Delta_+) = \Delta_+^r = \{a_2, a_1 + a_2, a_1 + 2a_2\} \sqcup \{a_1, a_1 + 3a_2, 2a_1 + 3a_2\},
\]

where \(a_1 = \pi(\alpha_2)\) and \(a_2 = \pi(\alpha_1)\). Also, we get \(\Pi^r = \{a_1, a_2\}\). This is the root system of type \(X_N^r = G_2\). For \(\alpha \in \Delta_+\), it is easy to see that \(\alpha \leq \sigma(\alpha) \leq \sigma^2(\alpha)\) if and only if

\[
\alpha \in \{\alpha_1, \alpha_1 + \alpha_2\} \sqcup \{\alpha_2, \alpha_1 + \alpha_2 + \alpha_3, \alpha_1 + 2\alpha_2 + \alpha_3 + \alpha_4\}.
\]

On the other hand, for \(\alpha \in \Delta_+\), \(\alpha < \sigma^2(\alpha) < \sigma(\alpha)\) if and only if \(\alpha = \alpha_1 + \alpha_2 + \alpha_3\).

For \(\alpha' \in \pi(\Delta)\), there is \(\alpha \in \Delta\) such that \(\alpha' = \pi(\alpha)\). Since \(\pi(\alpha) = \pi(\sigma(\alpha)) = \pi(\sigma^2(\alpha))\), we shall define something “good” from amongst \(\alpha\), \(\sigma(\alpha)\) and \(\sigma^2(\alpha)\).

**Definition 3.4.** Let \(\alpha' \in \pi(\Delta)\). Suppose that \(\alpha' = \pi(\alpha)\) for some \(\alpha \in \Delta\).

1. Assume that \(\alpha'\) is of type (R-1). We say that \(\alpha'\) corresponds to \(\alpha\).
2. Assume that \(\alpha\) is of type (R-2) or (R-3). We say that \(\alpha\) corresponds to \(\alpha'\) if it satisfies \(\alpha \leq \sigma(\alpha)\).
3. Assume that \(\alpha\) is of type (R-4). We say that \(\alpha\) corresponds to \(\alpha'\) if \(\alpha\) is one of \(\pm\alpha_1, \pm(\alpha_1 + \alpha_2), \pm(\alpha_2 + \alpha_3 + \alpha_4)\). For the notation, see Example 3.3.

In these cases, we shall write \(\alpha' \leftrightarrow \alpha\).

Suppose that \(r = 1\) or \(2\). It is easy to see that if \(\alpha' \leftrightarrow \alpha\), then we have \(-\alpha' \leftrightarrow -\sigma(\alpha)\).

**Example 3.5.** The case \((X_N, r) = (A_4, 2)\). For each roots \(\alpha' \in \pi(\Delta)\), the corresponding roots \(\alpha\) are given as follows.

\[
\begin{array}{cccccc}
\alpha' & a_2 & a_1 + a_2 & a_1 & a_1 + 2a_2 & 2a_2 \\[
\alpha & a_2 & a_1 + a_2 & a_1 + 2a_2 & a_2 & a_1 + 2a_2 \\[
\end{array}
\]

Similarly, for each (R-4) roots \(a\), the corresponding roots \(\alpha\) are given as follows.

\[
\begin{array}{cccccc}
a & a_2 & a_1 + a_2 & a_1 + 2a_2 & -a_2 & -a_1 - a_2 \\[
a & a_2 & a_1 + a_2 & a_1 + 2a_2 & -a_2 & -a_1 - a_2 \\[
\end{array}
\]

Note that \(-\alpha \leftrightarrow -\alpha\), in this case.
3.3. Chevalley Bases. Let $\kappa$ denote the Killing form of $\mathfrak{g}$. For each $\alpha \in \Delta$, there exists a unique $t_\alpha \in \mathfrak{h}$ such that $\kappa(t_\alpha, H) = \alpha(H)$ for all $H \in \mathfrak{h}$. Set $H_\alpha := 2t_\alpha/(\alpha, \alpha)$ for each $\alpha \in \Delta$. Here, $(,)$ is the standard invariant bilinear form on $\mathfrak{h}^*$ induced by $\kappa$. One notes that, for a coroot $\alpha^\vee := 2\alpha/(\alpha, \alpha)$ of $\alpha \in \Delta$, we have $(\beta, \alpha^\vee) = \beta(H_\alpha)$ for all $\beta \in \Delta$. It is known (see [26, Chapter 2] for example) that for any $\alpha \in \Delta$, we can choose $X_\alpha \in \mathfrak{g}_\alpha$ so that the set

$$\{X_\alpha \in \mathfrak{g}_\alpha \mid \alpha \in \Delta\} \cup \{H_{\alpha_i} \in \mathfrak{h} \mid i \in I\}$$

forms a $\mathbb{Z}$-basis of $\mathfrak{g}$, the so-called Chevalley basis of $\mathfrak{g}_\alpha$, satisfying

$$\kappa(X_\alpha, X_{-\alpha}) = 2/(\alpha, \alpha), \quad [X_\alpha, X_{-\alpha}] = H_\alpha,$$

$$[X_\alpha, X_\beta] = N_{\alpha, \beta}X_{\alpha + \beta}, \quad \text{and} \quad N_{\alpha, \beta} = -N_{-\alpha, -\beta}$$

for $\alpha, \beta \in \Delta$ with $\alpha + \beta \in \Delta$. Here, $N_{\alpha, \beta}$ is the so-called structure constant which is necessarily an integer. If $r = 2$, then it is easy to see that $N_{\alpha, \beta}$ takes the values $\pm 1$ for all $\alpha, \beta \in \Delta$ with $\alpha + \beta \in \Delta$.

We fix a Chevalley basis $\{X_\alpha, H_{\alpha_i}\}_{\alpha \in \Delta, i \in I}$ of $\mathfrak{g}$, and let $\mathfrak{g}_{\mathbb{Z}}$ denote the corresponding $\mathbb{Z}$-form of $\mathfrak{g}$. A given Dynkin diagram automorphism $\sigma$ induces a Lie algebra isomorphism $\sigma : \mathfrak{g} \rightarrow \mathfrak{g}$ and a linear isomorphism $\sigma : \mathfrak{h}^* \rightarrow \mathfrak{h}^*$. Moreover, we get an isomorphism $\sigma : \mathfrak{g}_{\mathbb{Z}} \rightarrow \mathfrak{g}_{\mathbb{Z}}$ of Lie algebras over $\mathbb{Z}$ satisfying

$$\sigma(X_\alpha) = k_\alpha X_{\sigma(\alpha)} \quad \text{and} \quad \sigma(H_{\alpha_i}) = H_{\sigma(\alpha_i)} \quad (\alpha \in \Delta, i \in I)$$

for some $k_\alpha = \pm 1$. By a suitable replacement (such as $X_\alpha$ with $\pm X_\alpha$), we can re-choose the signs $k_\alpha$ ($\alpha \in \Delta$) satisfying the following (cf. [1, Proposition 3.1] and [20, Proposition 2.2]).

**Proposition 3.7.** For $\alpha \in \Delta$, we have $k_\alpha = k_{\sigma(\alpha)}$ and

$$k_\alpha = \begin{cases} -1 & \text{if there exists } \beta \in \Delta \text{ such that } \alpha = \beta + \sigma(\beta), \\ 1 & \text{otherwise.} \end{cases}$$

In the following, we fix and use the signs $k_\alpha$ ($\alpha \in \Delta$) as in Proposition 3.7. Note that $k_\alpha = -1$ occurs only when $(X_N, r) = (A_{2l}, 2)$ and $\alpha$ is of type (R-1). The following result follows from a direct calculation.

**Lemma 3.8.** For each $\alpha, \beta \in \Delta$ with $\alpha + \beta \in \Delta$, we have $N_{\sigma(\alpha), \sigma(\beta)} = k_{\alpha + \beta}k_\alpha k_\beta N_{\alpha, \beta}$.

4. Twisted Loop Algebras

In this section, we work over the field $\mathbb{Q}$ of rational numbers. Let $\xi$ be a primitive $r$th root of unity in the field $\mathbb{C}$ of complex numbers. We denote by $\mathbb{Q}(\xi)$ the field generated by $\xi$ over $\mathbb{Q}$. If $r = 1$ or 2, then $\xi$ takes value $\pm 1$, and hence $\mathbb{Q}(\xi) = \mathbb{Q}$. Note that $\xi \notin \mathbb{Q}$ occurs only when $(X_N, r) = (D_4, 3)$.

4.1. Twisted Loop Algebras. Recall that $\mathfrak{g}_{\mathbb{Z}}$ is a $\mathbb{Z}$-form of $\mathfrak{g}$, see Section 3.3. Set $\mathfrak{g}_Q := \mathfrak{g}_{\mathbb{Z}} \otimes_{\mathbb{Z}} \mathbb{Q}$ and $\mathfrak{h}_Q := \mathfrak{h} \cap \mathfrak{g}_Q$. Let $R_Q := \mathbb{Q}[z^{\pm 1}]$ be the ring of Laurent polynomials in the variable $z$ with coefficients in $\mathbb{Q}$. Set $L(\mathfrak{g}_Q) := \mathfrak{g}_Q \otimes \mathbb{Q} R_Q$, which is naturally a Lie algebra over $R_Q$ (free of rank equal to the dimension of $\mathfrak{g}$) in addition to an infinite dimensional Lie algebra over $\mathbb{Q}$. This is the so-called loop algebra. In this subsection, we introduce the notion of a twisted version of loop algebras (cf. [4, Section 2]).
Let us denote by

$$S_Q := \mathbb{Q}(\xi)[z^{\pm \frac{1}{n}}]$$

the ring of Laurent polynomials in the variable $z^{\pm \frac{1}{n}}$ with coefficients in $\mathbb{Q}(\xi)$. We define the following $\mathbb{Q}(\xi)$-algebra automorphism.

$$\sigma': S_Q \to S_Q; \quad z^{\pm \frac{1}{n}} \mapsto \xi^{-n} z^{\pm \frac{1}{n}} \quad (n \in \mathbb{Z}).$$

We also define the following $\mathbb{Q}[z^{\pm \frac{1}{n}}]$-algebra automorphism.

$$\omega': S_Q \to S_Q; \quad \xi^n \mapsto \xi^{-n} \quad (n \in \mathbb{Z}).$$

Note that if $\xi \notin \mathbb{Q}$, then this $\omega'$ is trivial. Then $S_Q$ is a Galois extension of $R_Q$ with Galois group $\Gamma$ generated by $\{\sigma', \omega'\}$ (see [2] for Galois extension of rings).

An easy calculation shows that

$$\Gamma = \langle \sigma', \omega' \rangle \cong \begin{cases} \mathbb{Z}/r\mathbb{Z} & \text{if } \xi \in \mathbb{Q}, \\ \mathfrak{S}_3 & \text{if } \xi \notin \mathbb{Q}. \end{cases}$$

Here, $\mathfrak{S}_3$ is the symmetric group on three letters. Note that if $r = 1$, then $S_Q = R_Q$ and $\Gamma$ is trivial.

If $\xi \notin \mathbb{Q}$, then the group $\Gamma$ generated by the Dynkin diagram automorphism $\sigma \in \text{Aut}_C(\mathfrak{g})$ coincides with $\mathbb{Z}/r\mathbb{Z}$. For the case when $\xi \notin \mathbb{Q}$ (necessarily $(X_N, r) = (D_4, 3)$), we let $\omega$ be the element of $\text{Aut}_C(\mathfrak{g})$ corresponding to the diagram automorphism (also denoted by $\omega$, see [3.1]).

$$X_N = D_4: \quad \begin{array}{ccc} \alpha_3 & \alpha_2 & \alpha_1 \\
\alpha_4 & & \\
\end{array}$$

$$\omega(\alpha_1) = \alpha_1, \quad \omega(\alpha_2) = \alpha_2, \quad \omega(\alpha_3) = \alpha_4, \quad \omega(\alpha_4) = \alpha_3.$$ 

Then one sees the set $\{\sigma, \omega\}$ generates the group $\mathfrak{S}_3(\cong \Gamma)$.

The following is easy to see.

**Lemma 4.1.** Suppose that $\xi \notin \mathbb{Q}$. For each $\alpha, \beta \in \Delta$ with $\alpha + \beta \in \Delta$, we have $N_{\omega(\alpha), \omega(\beta)} = N_{\alpha, \beta}$.

For simplicity, we set $\omega = \text{id}_\mathfrak{g}$ if $\xi \in \mathbb{Q}$. Then we have $\Gamma = \langle \sigma', \omega' \rangle \cong \langle \sigma, \omega \rangle$ for any case. The group $\Gamma$ also acts on $\mathfrak{g}_Q \otimes \mathbb{Q} \ S_Q (\cong \mathcal{L}(\mathfrak{g}_Q) \otimes_{R_Q} S_Q)$ via

$$\sigma(X \otimes \mathbb{Q} s) = \sigma(X) \otimes \mathbb{Q} \sigma'(s) \quad \text{and} \quad \omega(X \otimes \mathbb{Q} s) = \omega(X) \otimes \mathbb{Q} \omega'(s),$$

where $X \in \mathfrak{g}_Q$ and $s \in S_Q$.

**Definition 4.2.** We let $\mathcal{L}(\mathfrak{g}_Q; \Gamma)$ denote the fixed-point subalgebra of $\mathcal{L}(\mathfrak{g}_Q) \otimes_{R_Q} S_Q$ under $\Gamma$, and call it the *twisted loop algebra* defined over $\mathbb{Q}$.

As in [11 Chapter 7], the $\mathbb{Q}$-vector space

$$\hat{\mathcal{L}}(\mathfrak{g}_Q; \Gamma) := \mathcal{L}(\mathfrak{g}_Q; \Gamma) \oplus \mathbb{Q} \epsilon \oplus \mathbb{Q} d$$

forms a Lie algebra over $\mathbb{Q}$ by letting

$$[X \otimes \mathbb{Q} \nu z^{\frac{m}{n}}, Y \otimes \mathbb{Q} \mu z^{\frac{m'}{n'}}] = [X, Y] \otimes \mathbb{Q} \mu \nu z^{\frac{m-m'}{n-n'}} + \kappa(X, Y) n \delta_{m+n,0} \epsilon,$$

$$[\epsilon, \nu z^{\frac{m}{n}}] = [\epsilon, d] = 0, \quad \text{and} \quad [d, X \otimes \mathbb{Q} \nu z^{\frac{m}{n}}] = nX \otimes \mathbb{Q} \nu z^{\frac{m}{n}}$$
for $X, Y \in \mathfrak{g}_Q$, $\nu, \mu \in \mathbb{Q}(\xi)$, $n, m \in \mathbb{Z}$. Here, $c$ (resp. $d$) is the so-called central element (resp. degree derivation).

**Remark 4.3.** If $r \neq 3$, then it is easy to see that

$$\mathcal{L}(\mathfrak{g}_Q; \Gamma) = \bigoplus_{n \in \mathbb{Z}} \mathfrak{g}_Q[\bar{n}] \otimes \mathbb{Q} z^\frac{j}{n}$$

where $\mathfrak{g}_Q[\bar{n}] := \{X \in \mathfrak{g}_Q \mid \sigma(X) = \xi^n X\}$.

### 4.2. Special Elements in Twisted Loop Algebras

As in [20] §1, we define the following subset $\Omega$ of the set $\pi(\Delta_+) \times \mathbb{Z}$. If $(X_N, r) = (A_{2r}, 2)$, then

$$\Omega := \{(a, n) \mid a \in \Delta^\sigma, n \in \mathbb{Z}\} \cup \{(2a, n) \mid a \in \Delta^\sigma_{\text{short}}, n \in 2\mathbb{Z} + 1\}.$$ 

Otherwise,

$$\Omega := \{(a, n) \mid a \in \Delta^\sigma_{\text{short}}, n \in \mathbb{Z}\} \cup \{(a, n) \mid a \in \Delta^\sigma_{\text{long}}, n \in r\mathbb{Z}\}.$$ 

Here, $2\mathbb{Z} + 1 := \{2n + 1 \in \mathbb{Z} \mid n \in \mathbb{Z}\}$ and $r\mathbb{Z} := \{rn \in \mathbb{Z} \mid n \in \mathbb{Z}\}$.

**Definition 4.4.** Take $(a', n) \in \Omega$ with $a' \leftrightarrow a \in \Delta$. We define $\tilde{X}_{(a', n)} \in \mathfrak{g}_Q \otimes \mathbb{Q} S_Q$ as follows.

- $\tilde{X}_{(a', n)} := X_{\alpha} \otimes \mathbb{Q} z^{\frac{j}{n}}$ if $a'$ is of type (R-1).
- $\tilde{X}_{(a, n)} := X_{\alpha} \otimes \mathbb{Q} z^{\frac{j}{n}} + X_{\sigma(a)} \otimes \mathbb{Q} \xi^{-n} z^{\frac{j}{n}}$ if $a$ is of type (R-2) or (R-3).
- $\tilde{X}_{(a, n)} := X_{\alpha} \otimes \mathbb{Q} z^{\frac{j}{n}} + X_{\sigma^2(a)} \otimes \mathbb{Q} \xi^{-2n} z^{\frac{j}{n}}$ if $a$ is of type (R-4).

**Lemma 4.5.** For each $(a', n) \in \Omega$, the element $\tilde{X}_{(a', n)}$ belongs to $\mathcal{L}(\mathfrak{g}_Q; \Gamma)$.

**Proof.** Suppose that $a' \leftrightarrow a \in \Delta$. First, by Proposition 3.7, $\sigma(\tilde{X}_{(a', n)})$ is given as follows.

- $\kappa_a X_{\alpha} \otimes \mathbb{Q} \xi^{-n} z^{\frac{j}{n}}$ if $a'$ is of type (R-1).
- $X_{\sigma(a)} \otimes \mathbb{Q} \xi^{-n} z^{\frac{j}{n}} + X_{\sigma^2(a)} \otimes \mathbb{Q} \xi^{-2n} z^{\frac{j}{n}}$ if $a$ is of type (R-2) or (R-3).
- $X_{\sigma(a)} \otimes \mathbb{Q} \xi^{-n} z^{\frac{j}{n}} + X_{\sigma^2(a)} \otimes \mathbb{Q} \xi^{-2n} z^{\frac{j}{n}}$ if $a$ is of type (R-4).

Thus, if $(X_N, r) \neq (A_{2r}, 2)$, then we see that $\sigma(\tilde{X}_{(a', n)}) = \tilde{X}_{(a', n)}$. Suppose that $(X_N, r) = (A_{2r}, 2)$ and $a'$ is of type (R-1). In this case, we have $k_a = -1$ by Proposition 3.7. Since $\xi = -1$ and $n \in 2\mathbb{Z} + 1$, we conclude that $\sigma(\tilde{X}_{(a', n)}) = \tilde{X}_{(a', n)}$.

Next, suppose that $(X_N, r) = (B_4, 3)$ and $\xi \notin \mathbb{Q}$. If $a' = a$ is of type (R-1), then obviously we get $\omega(\tilde{X}_{(a, n)}) = \tilde{X}_{(a, n)}$. Thus, in the following, we treat the case when $a' = a$ is of type (R-4) and $a \in \Delta^\sigma_{\text{long}}$. We use the notations in Example 3.3. If $a = a_2$ (i.e., $\alpha = \alpha_1$), then by definition, we get $\tilde{X}_{(a_2, n)} = X_{\alpha_1} \otimes \mathbb{Q} z^{\frac{j}{n}} + X_{\alpha_3} \otimes \mathbb{Q} \xi^{-n} z^{\frac{j}{n}} + X_{\alpha_4} \otimes \mathbb{Q} \xi^{-2n} z^{\frac{j}{n}}$, and hence

$$\omega(\tilde{X}_{(a_2, n)}) = X_{\alpha_1} \otimes \mathbb{Q} z^{\frac{j}{n}} + X_{\alpha_3} \otimes \mathbb{Q} \xi^{-n} z^{\frac{j}{n}} + X_{\alpha_4} \otimes \mathbb{Q} \xi^{-2n} z^{\frac{j}{n}} = \tilde{X}_{(a_2, n)}.$$ 

For $a = a_1 + a_2$, the situation is similar, and we obtain $\omega(\tilde{X}_{(a_1 + a_2, n)}) = \tilde{X}_{(a_1 + a_2, n)}$. If $a = a_1 + 2a_2$, then the corresponding root is $a \leftrightarrow a_2 + \alpha_3 + \alpha_4 \in \Delta$, and hence $\tilde{X}_{(a_1 + 2a_2, n)}$ is given as follows.

$$X_{a_2 + a_2 + a_4} \otimes \mathbb{Q} z^{\frac{j}{n}} + X_{a_2 + a_4 + a_1} \otimes \mathbb{Q} \xi^{-n} z^{\frac{j}{n}} + X_{a_2 + a_1 + a_3} \otimes \mathbb{Q} \xi^{-2n} z^{\frac{j}{n}}.$$ 

Thus, $\omega(\tilde{X}_{(a_1 + 2a_2, n)})$ is given by

$$X_{a_2 + a_4 + a_3} \otimes \mathbb{Q} z^{\frac{j}{n}} + X_{a_2 + a_3 + a_1} \otimes \mathbb{Q} \xi^{-n} z^{\frac{j}{n}} + X_{a_2 + a_1 + a_4} \otimes \mathbb{Q} \xi^{-2n} z^{\frac{j}{n}}.$$
Since \( \xi^n = \xi^{-2n} \) and \( \xi^{2n} = \xi^{-n} \), we have \( \omega(\tilde{X}_{(a_1+2a_2,n)}) = \tilde{X}_{(a_1+2a_2,n)} \). \( \square \)

As a subspace of \( \hat{L}(g_Q; \Gamma) \), we set

\[
\hat{L}(h_Q; \Gamma) := h_Q^0 \oplus Qc \oplus Qd,
\]

where \( h_Q^0 := g^\sigma \cap h_Q \). For each \( p \in I^\sigma \), we regard \( a_p \) as an element of the linear dual space \( \hat{L}(h_Q; \Gamma)^* \) of \( \hat{L}(h_Q; \Gamma) \) by letting \( a_p(c) = a_p(d) = 0 \). We define \( \delta \in \hat{L}(h_Q; \Gamma)^* \) so that \( \delta(h_Q^0) = 0 \), \( \delta(c) = 0 \), and \( \delta(d) = 1 \).

Let \( \hat{\Delta}^\sigma \) be the root system of \( \hat{L}(g_Q; \Gamma) \) with respect to \( \hat{L}(h_Q; \Gamma) \). One sees that the set of all “real” roots \( \sigma \hat{\Delta}^\sigma \) in \( \hat{\Delta}^\sigma \) is given as follows (cf. Theorem A.8).

\[
\sigma \hat{\Delta}^\sigma = \{ a' + n\delta \in \hat{L}(h_Q; \Gamma)^* \mid (a', n) \in \Omega \}.
\]

**Remark 4.6.** If \( r = 1 \), then \( \Delta^\sigma = \Delta \) and \( \sigma \hat{\Delta}^\sigma = \{ \alpha + n\delta \mid \alpha \in \Delta, n \in \mathbb{Z} \} \). Suppose that \( X_N = A_{2\ell} \) with \( r = 2 \). Let \( \hat{a} = a' + n\delta \in \sigma \hat{\Delta}^\sigma \) be a real root with \( a' \in \pi(\Delta) \) and \( n \in \mathbb{Z} \). Then by Notation 4.1, \( a' \) stands for \( a \) or \( 2a \) for some \( a \in \Delta^\sigma \). However, if \( n \) is even, then we can conclude that \( a' = a \).

### 4.3. Affine Kac-Moody Algebras and Twisted Loop Algebras

Recall that \( g_Q = g_Q(X_N) \) is a finite-dimensional split simple Lie algebra of type \( X_N \) defined over \( \mathbb{Q} \). Let \( A = (a_{ij})_{i,j \in I} \) denote the Cartan matrix of type \( X_N \), and let \( \{ h_i, e_i, f_i \} \) be the Chevalley generators of \( g_Q \), see Appendix A.1. In the following, we let \( g_Q^\sigma \) (resp. \( h_Q^\sigma \)) denote the fixed-point subalgebra of \( g_Q \) (resp. \( h_Q \)) under \( \sigma \), as in Section 3.1.

Recall that \( I^\sigma \) is the set of all equivalence classes for \( \sigma \) on \( I \). For each \( p \in I^\sigma \), we define the following elements \( H_p, E_p, F_p \) in \( g_Q^\sigma \): If \( a_{ij} = 2\delta_{i,j} \) for all \( i, j \in p \), then

\[
H_p := \sum_{i \in p} h_i, \quad E_p := \sum_{i \in p} e_i, \quad F_p := \sum_{i \in p} f_i.
\]

Otherwise,

\[
H_p := 2 \sum_{i \in p} h_i, \quad E_p := \sum_{i \in p} e_i, \quad F_p := 2 \sum_{i \in p} f_i.
\]

Note that the latter case occurs when \( (X_N, r) = (A_{2\ell}, 2) \).

One sees that \( A^\sigma := \{ a_q(H_p))_{p,q \in I^\sigma} \) is the Cartan matrix of type \( X_N^\sigma \). For \( \lambda \in (h_Q^\sigma)^* \), we let \( t_\lambda \) be an element of \( h_Q^\sigma \) such that \( \kappa_Q^\sigma(t_\lambda, H) = \lambda(H) \) for all \( H \in h_Q^\sigma \). Here, \( \kappa_Q^\sigma := \kappa|_{g_Q^\sigma \times g_Q^\sigma} \) is the restricted Killing form of \( g_Q^\sigma \). Then one sees that \( H_p = 2t_{\delta_p}/(a_p, a_p) \). In this setting, one can show the following.

**Lemma 4.7.** Let \( g_Q(X_N^\sigma) \) be a finite-dimensional simple Lie algebra of type \( X_N^\sigma \) defined over \( \mathbb{Q} \) with Chevalley generators \( \{ h_p^\sigma, e_p^\sigma, f_p^\sigma \} \). Then the map defined by \( h_p^\sigma \mapsto H_p, e_p^\sigma \mapsto E_p, \) and \( f_p^\sigma \mapsto F_p \) (\( p \in I^\sigma \)) gives an isomorphism \( g_Q(X_N^\sigma) \rightarrow g_Q^\sigma \) of Lie algebras over \( \mathbb{Q} \).

If \( \xi \notin \mathbb{Q} \) (i.e., \( (X_N, r) = (D_4, 3) \)), then we let \( -a_0 := a_1 + 2a_2 \). If \( \xi \in \mathbb{Q} \), then we let \( -a_0 \in (h_Q^\sigma)^* \) be the highest weight of the \( g_Q[0] \)-module \( g_Q[-1] \) (for the notation, see Remark 1.8). By [11] Propositions 7.9 and 7.10, we have the following.
By definition, \( \hat{\xi} / \hat{\rho} \) is an isomorphism of Lie algebras over \([\mathbb{F}_r, \hat{\rho}]\).

### Corollary 4.9

The sequence \( 0 \to \hat{\rho} \to \hat{\rho} / \hat{\rho} \to \hat{\rho} / \hat{\rho} \to 0 \) is exact. Thus, we have the following.

### Theorem 4.8

Let \( \hat{\rho}(X^r_N) \) be the affine Kac-Moody algebra of type \( X^r_N \) defined over \( \mathbb{Q} \) with Chevalley generators \( \{ \hat{h}_p, \hat{e}_p, \hat{f}_p \} \). Then the map

\[
\varphi : \hat{\rho}(X^r_N) \to \hat{\rho}(X^r_N) \quad \hat{h}_p \mapsto \hat{h}_p, \quad \hat{e}_p \mapsto \hat{e}_p, \quad \hat{f}_p \mapsto \hat{f}_p \quad (p \in \hat{I}^r)
\]

is an isomorphism of Lie algebras over \( \mathbb{Q} \).

**Proof.** If \( \xi \in \mathbb{Q} \), then the proof is essentially the same as Kac’s. Then, by comparing the dimensions of the real/imaginary root spaces concretely, we can also show that \( \varphi \) is bijective. □

Since the center of the derived subalgebra \( \hat{\rho}(X^r_N)' \) of \( \hat{\rho}(X^r_N) \) is one-dimensional, the sequence \( 0 \to \mathbb{Q} \to \hat{\rho}(X^r_N)' \xrightarrow{\varphi} \hat{\rho}(X^r_N) \to 0 \) is exact. Thus, we have the following.

### Corollary 4.9

\( \hat{\rho}(X^r_N)' / \mathbb{Q} \cong \hat{\rho}(X^r_N) \).

#### 4.4. Chevalley Pairs.

We let \( \{ \hat{h}_p, \hat{e}_p, \hat{f}_p \} \) denote the Chevalley generators of \( \hat{\rho}(X^r_N) \) as before. Let \( \hat{h}_Q \) denote the Cartan subalgebra of \( \hat{\rho}(X^r_N) \) generated by \( \hat{h}_p \)'s. We identify \( R^\sigma \) with the set of all real roots of \( \hat{\rho}(X^r_N) \) with respect to \( \hat{h}_Q \) via the isomorphism \( \varphi \) given in Theorem 4.8. In this subsection, we translate the notion of Chevalley pairs (see Definition A.3) of \( \hat{\rho}(X^r_N) \) into \( \hat{\rho}(X^r_N) \).

For a real root \( \hat{\alpha} \in R^\sigma \), we define \( H_{\hat{\alpha}} \in \hat{h}_Q \) so that \( \hat{H}_{\hat{\alpha}} = w(\hat{h}_p) \) for some \( w \in \hat{W} \) and \( p \in \hat{I}^r \). Here, \( \hat{W} \) is the Weyl group of \( \hat{\rho}(X^r_N) \) with respect to \( \hat{h}_Q \). Let \( \langle , \rangle \) be the standard invariant form induced from the Killing form \( \hat{k}_Q \) of \( \hat{\rho}(X^r_N) \). As before, for each \( \hat{\alpha} \in R^\sigma \), we define \( t_{\hat{\alpha}} \in \hat{h}_Q \) so that \( \hat{k}_Q(t_{\hat{\alpha}}, h) = \langle \hat{\alpha}, h \rangle \) for all \( h \in \hat{h}_Q \). Then we have \( \hat{H}_{\hat{\alpha}} = 2t_{\hat{\alpha}}/\langle \hat{\alpha}, \hat{\alpha} \rangle \) and \( \hat{\lambda}(H_{\hat{\alpha}}) = 2(\hat{\lambda}, \hat{\alpha})/\langle \hat{\alpha}, \hat{\alpha} \rangle \) for all \( \hat{\lambda} \in \hat{h}_Q^* \).
Lemma 4.10. For $\hat{a} = a' + n\delta \in \hat{\Lambda}^\sigma$ with $a' \leftrightarrow \alpha \in \Delta$, we get

$$(\hat{a}, \hat{a}) = \begin{cases} 
(\alpha, \alpha) & \text{if } a' \text{ is of type (R-1)}, \\
(\alpha, \alpha)/2 & \text{if } a \text{ is of type (R-2)}, \\
(\alpha, \alpha)/4 & \text{if } a \text{ is of type (R-3)}, \\
(\alpha, \alpha)/3 & \text{if } a \text{ is of type (R-4)}. 
\end{cases}$$

Proof. First, note that $(\hat{a}, \hat{a}) = (a', a') = \kappa^\sigma_Q(t_{a'}, t_{a'})$. Since $(, )$ is invariant under the action of the Weyl group $W$, it is enough to show the claim in the case of $a' = a_p$ and $\alpha = \alpha_i$ for some $p \in \hat{I}^\sigma$ and $i \in p$. We may suppose that $p \neq 0$. If $a_p$ is of type (R-1), then the claim is trivial. If $a_p$ is of type (R-2), then we see $(\alpha_i, \sigma(\alpha_i)) = 0$. Note that $(\sigma(\alpha_i), \sigma(\alpha_i)) = (\alpha_i, \alpha_i)$. We have $t_{a_p} = \frac{1}{2}(t_{a_p} + t_{\sigma(a_p)})$. Indeed, for any $H \in \mathfrak{h}^\sigma$,

$$\kappa^\sigma_Q\left(\frac{1}{2}(t_{a_p} + t_{\sigma(a_p)}), H\right) = \frac{1}{4}(\alpha_i(H) + \sigma(\alpha_i)(H)) = \alpha_i(H).$$

Hence, we conclude that $(a_p, a_p) = \kappa^\sigma_Q(t_{a_p}, t_{a_p}) = \frac{1}{4}(\alpha_i, \alpha_i)$. If $a_p$ is of type (R-3), then we see that $t_{a_p} = \frac{1}{2}(t_{a_p} + t_{\sigma(a_p)})$, as before. In this case, notice that $X_N = A_N$ and $i - \sigma(i) = \pm 1$. Hence, $(\alpha_i, \alpha_i) = (\sigma(\alpha_i), \sigma(\alpha_i)) = -2(\alpha_i, \sigma(\alpha_i))$. By using this, we have

$$(a_p, a_p) = \kappa^\sigma_Q((t_{a_p}, t_{a_p})) = \frac{1}{4}(1 + (\sigma(\alpha_i), \alpha_i) + (\alpha_i, \sigma(\alpha_i)) + (\sigma(\alpha_i), \sigma(\alpha_i))) = \frac{1}{4}(\alpha_i, \alpha_i).$$

If $a_p$ is of type (R-4), then one sees that $t_{a_p} = \frac{1}{4}(t_{a_p} + t_{\sigma(a_p)} + t_{\sigma^2(a_p)})$. We shall use the notations in Example 3.3. Then $(a_p, a_p) = \frac{1}{4}((\alpha_1, \alpha_1) + (\alpha_3, \alpha_3) + (\alpha_4, \alpha_4)) = \frac{1}{4}(\alpha_1, \alpha_1)$. Thus, we are done. $\square$

Proposition 4.11. For any $\hat{a} = a' + n\delta \in \hat{\Lambda}^\sigma$ with $a' \leftrightarrow \alpha \in \Delta$, we have

$$\varphi(H_{\hat{a}}) = \begin{cases} 
H_{\alpha} \otimes \mathbb{Q} 1 + \frac{2n}{(\alpha, \alpha)}c & \text{if } a' \text{ is of type (R-1)}, \\
(H_{\alpha} + H_{\sigma(\alpha)}) \otimes \mathbb{Q} 1 + \frac{4n}{(\alpha, \alpha)}c & \text{if } a \text{ is of type (R-2)}, \\
2(H_{\alpha} + H_{\sigma(\alpha)}) \otimes \mathbb{Q} 1 + \frac{6n}{(\alpha, \alpha)}c & \text{if } a \text{ is of type (R-3)}, \\
(H_{\alpha} + H_{\sigma(\alpha)} + H_{\sigma^2(\alpha)}) \otimes \mathbb{Q} 1 + \frac{6n}{(\alpha, \alpha)}c & \text{if } a \text{ is of type (R-4)}. 
\end{cases}$$

Proof. Let $\hat{\lambda} \in \mathfrak{h}^*$. Suppose that $\hat{\lambda}$ corresponds to $\lambda + \nu e^\sigma + \mu \delta \in \hat{\mathcal{L}}(\mathfrak{h}^*_0; \Gamma)^*$ for some $\nu, \mu \in \mathbb{Q}[\xi]$ and $\lambda \in (\mathfrak{h}^*_0)^*$, where $e^\sigma$ is the linear dual element of $c$. Then by Lemma 4.10 we have

$$2(\hat{\lambda}, \hat{a}) = 2(\lambda, a') + \nu n = \begin{cases} 
\frac{2(\lambda, a')}{(\alpha, \alpha)} + \frac{2\nu}{(\alpha, \alpha)} & \text{if } a' \text{ is of type (R-1)}, \\
\frac{4(\lambda, a')}{(\alpha, \alpha)} + \frac{4\nu}{(\alpha, \alpha)} & \text{if } a \text{ is of type (R-2)}, \\
\frac{6(\lambda, a')}{(\alpha, \alpha)} + \frac{6\nu}{(\alpha, \alpha)} & \text{if } a \text{ is of type (R-3)}, \\
\frac{6(\lambda, a')}{(\alpha, \alpha)} + \frac{6\nu}{(\alpha, \alpha)} & \text{if } a \text{ is of type (R-4)}. 
\end{cases}$$

We shall use the notations in the proof of Lemma 4.10. Then we see that $t_{\hat{a}} = t_{a_p}$ (resp. $\frac{1}{2}(t_{a_p} + t_{\sigma(a_p)})$, $\frac{3}{2}(t_{a_p} + t_{\sigma(a_p)} + t_{\sigma^2(a_p)})$) if $a' \text{ is of type (R-1)}$ (resp. $a \text{ is of type (R-2}$
or 3), (R-4)). Since $H_\alpha = \frac{2}{(\alpha, \alpha)} t_\alpha$, we get

$$\frac{(\lambda, \alpha')}{(\alpha, \alpha)} = \frac{\lambda(t_\alpha)}{(\alpha, \alpha)} = \begin{cases} \frac{1}{2} \lambda(H_\alpha) & \text{if } \alpha' \text{ is of type (R-1)}, \\ \frac{1}{2} \lambda(H_\alpha + H_{\sigma(\alpha)}) & \text{if } \alpha \text{ is of type (R-2) or (R-3)}, \\ \frac{1}{2} \lambda(H_\alpha + H_{\sigma(\alpha)} + H_{\sigma^2(\alpha)}) & \text{if } \alpha \text{ is of type (R-4)}. \end{cases}$$

On the other hand, we see that $\hat{\lambda}(c) = \nu$. Hence, the claim follows. \hfill \Box

Notation 4.12. Suppose that $(X_N, r) \neq (D_4, 3)$. For $a \in \Delta^*$, we set

$$\xi_a := \begin{cases} 1 & \text{if } a \in \Delta^*_+, \\ \xi & \text{otherwise.} \end{cases}$$

If $a$ is of type (R-3), then we set

$$\epsilon_a := \begin{cases} 1 & \text{if } a \in \Delta^*_+, \\ 2 & \text{otherwise.} \end{cases}$$

Note that $\xi_a \xi_{-a} = \xi$ and $\epsilon_a \epsilon_{-a} = 2$.

Using the isomorphism $\varphi : \hat{\mathfrak{g}}_0(X_N^{(r)}) \rightarrow \hat{\mathfrak{g}}_0(\Gamma)$ of Lie algebras given in Theorem 4.1.8, we define $X_\hat{a} \in \hat{\mathfrak{g}}_0(X_N^{(r)})$ for each $a = a' + n\delta \in \hat{\delta} \Delta^*$ as follows.

$$\varphi(X_\hat{a}) = \begin{cases} X_{a', n} & \text{if } a' \text{ is of type (R-1)}, \\ \xi_a^{-n} X_{a, n} & \text{if } a \text{ is of type (R-2)}, \\ \epsilon_a \xi_a^{-n} X_{a, n} & \text{if } a \text{ is of type (R-3)}, \\ X_{a, n} & \text{if } a \text{ is of type (R-4)}. \end{cases}$$

For the notation $X_{a', n}$, see Definition 4.2.

Proposition 4.13. For $\hat{a} \in \hat{\delta} \Delta^*$, the pair $(X_\hat{a}, X_{-\hat{a}})$ forms a Chevalley pair of $\hat{\mathfrak{g}}_0(X_N^{(r)})$.

Proof. For simplicity, we let $Y_\hat{a}$ denote the right hand side of (4.1). We will show that the pair $(Y_\hat{a}, Y_{-\hat{a}})$ satisfies the conditions of Chevalley pairs (Definition 4.3). To see this, it is enough to show that $[Y_{\hat{a}}, Y_{-\hat{a}}] = \varphi(H_\hat{a})$ for any $\hat{a} = a' + n\delta \in \hat{\delta} \Delta^*$. We assume that $a' \leftrightarrow \alpha \in \Delta$. Then $Y_{-\hat{a}}$ is explicitly given as follows.

- $X_{-\alpha} \otimes Q z^{-\frac{1}{n}}$ if $a'$ is of type (R-1).
- $X_{-\sigma(\alpha)} \otimes Q \xi_{a}^n z^{-\frac{1}{n}} + X_{-\alpha} \otimes Q \xi_{a}^n \xi_{\sigma(\alpha)} z^{-\frac{1}{n}}$ if $a$ is of type (R-2).
- $\epsilon_a (X_{-\sigma(\alpha)} \otimes Q \xi_{a}^n z^{-\frac{1}{n}} + X_{-\alpha} \otimes Q \xi_{a}^n \xi_{\sigma(\alpha)} z^{-\frac{1}{n}})$ if $a$ is of type (R-3).
- $X_{-\sigma(\alpha)} \otimes Q z^{-\frac{1}{n}} + X_{-\sigma(\alpha)} \otimes Q \xi_{a}^n z^{-\frac{1}{n}} + X_{-\sigma^2(\alpha)} \otimes Q \xi_{a}^{2n} \xi_{-\sigma(\alpha)} z^{-\frac{1}{n}}$ if $a$ is of type (R-4).

Since $[X_\alpha, X_{-\alpha}] = H_\alpha$ and $\kappa_Q(X_\alpha, X_{-\alpha}) = 2/(\alpha, \alpha)$, we have

$$[X_\alpha \otimes Q \xi_{a}^{-n} z^\frac{1}{n}, X_{-\alpha} \otimes Q \xi_{a}^{-n} \xi_{\sigma(\alpha)} z^{-\frac{1}{n}}] = H_\alpha \otimes Q \xi_{a}^{-n} \xi_{\sigma(\alpha)} z^{-\frac{1}{n}} + n \frac{2}{(\alpha, \alpha)} \epsilon.$$ 

Then by Proposition 4.11, the claim follows. \hfill \Box

5. Twisted Loop Groups

Throughout the rest of the paper, we work over a field $K$ of characteristic not equal to 2 (resp. 3) when we consider the case $r = 2$ (resp. $r = 3$). We take and fix a primitive $r$th root of unity $\xi$ in a fixed algebraic closure $\overline{K}$ of $K$, and denote by $K(\xi)$ the subfield of $\overline{K}$ generated by $\xi$ over $K$. Note that $\xi \notin K$ may occur only when $(X_N, r) = (D_4, 3)$. 


5.1. Twisted Loop Groups. As in Section 4.1 we put
\[ R_K := \mathbb{K}[z^{\pm 1}] \quad \text{and} \quad S_K := \mathbb{K}(\xi)[z^{\pm \xi}]. \]
Also, we define automorphisms \( \sigma' \in \text{Aut}_{\mathbb{K}(\xi)}(S_K) \) and \( \omega' \in \text{Aut}_{\mathbb{K}[z^{\pm \xi}]}(S_K) \) satisfying \( \sigma'(z^{\xi}) = \xi^{-n}z^{\xi} \) and \( \omega'(\xi^n) = \xi^{-n} \) for all \( n \in \mathbb{Z} \). Then as before, we have \( \Gamma = \text{Gal}(S_K/R_K) = \langle \sigma', \omega' \rangle \cong \langle \sigma, \omega \rangle \). We denote by \( S_K' = \mathbb{K}[z^{\pm \xi}] \) the fixed-point subalgebra of \( S_K \) under \( \omega' \).

Let \( G \) be the Chevalley-Demazure simply-connected group scheme of type \( X_N \) defined over \( \mathbb{Z} \), and let \( G_K \) denote the base change of \( G \) to \( \mathbb{K} \). The \( R_K \)-valued points \( \mathcal{L}(G_K) := G_K(R_K) \) of \( G_K \) is the so-called loop group. In this section, using Abe’s construction \([1]\), we introduce the notion of a twisted version of loop groups.

For \( \alpha \in \Delta \) and \( s \in S_K \), we let \( x_\alpha(s) \) denote the associated unipotent element (cf. \([1, 3]\)) of \( G_K(S_K) \). Since \( S_K \) is an Euclidean domain, we see that the group \( G_K(S_K) \) is generated by these \( x_\alpha(s) \)’s, see \([26]\) Chapter 8. As in Section 4.1 we define the following action of \( \Gamma \) on \( G_K(S_K) \). For \( \alpha \in \Delta \) and \( s \in S_K \),
\[ \sigma(x_\alpha(s)) = x_{\sigma(\alpha)}(k_\alpha \sigma'(s)) \quad \text{and} \quad \omega(x_\alpha(s)) = x_{\omega(\alpha)}(\omega'(s)). \]
For the notation \( k_\alpha \), see \([3, 2]\).

**Definition 5.1.** We let \( \mathcal{L}(G_K; \Gamma) \) denote the fixed-point subgroup of \( G_K(S_K) \) under \( \Gamma \), and call it the twisted loop group associated to \( X_N^{(r)} \) defined over \( \mathbb{K} \).

As in \([1] \S 2\), we put
\[ A_K := \{ \chi = (\chi^{(1)}, \chi^{(2)}) \in S_K \times S_K \mid \chi^{(1)} \sigma'(\chi^{(1)}) = \chi^{(2)} + \sigma'(\chi^{(2)}) \}. \]
For \( a \in \Delta^c \) with \( a \mapsto \Delta \), \( u \in R_K \), \( s \in S_K \), \( \tilde{s} \in S_K' \), and \( \chi = (\chi^{(1)}, \chi^{(2)}) \in A_K \), we define
\begin{align*}
(G-1): \quad &\tilde{x}_a(u) := x_a(u) \quad \text{if } a \text{ is of type (R-1).} \\
(G-2): \quad &\tilde{x}_a(s) := x_a(s)x_{\sigma(\alpha)}(\sigma'(s)) \quad \text{if } a \text{ is of type (R-2).} \\
(G-3): \quad &\tilde{x}_a(\chi) := x_a(\chi^{(1)})x_{\sigma(\alpha)}(\sigma'(\chi^{(1)}))x_{\alpha + \sigma(\alpha)}(N_{\sigma(\alpha)}, \alpha \chi^{(2)}) \quad \text{if } a \text{ is of type (R-3).} \\
(G-4): \quad &\tilde{x}_a(\tilde{s}) := x_a(\tilde{s})x_{\sigma(\alpha)}(\sigma'(\tilde{s}))x_{\sigma^2(\alpha)}(\sigma'(\tilde{s})) \quad \text{if } a \text{ is of type (R-4).}
\end{align*}

**Lemma 5.2.** These elements belong to \( \mathcal{L}(G_K; \Gamma) \).

**Proof.** First, we show \( \sigma(\tilde{x}_a(\chi)) = \tilde{x}_a(\chi) \) for type (R-3). For others, the proof is easy. Let \( \alpha \in \Delta \) be the corresponding root \( a \mapsto \alpha \). By the commutator formula (see \([1,1]\)), we have \( [x_a(\chi^{(1)}), x_{\sigma(\alpha)}(\sigma'(\chi^{(1)}))] = x_{\alpha + \sigma(\alpha)}(N_{\alpha, \sigma(\alpha)} \chi^{(1)} \sigma'(\chi^{(1)})) \). Then by Proposition 5.7,
\[
\sigma(\tilde{x}_a(\chi)) = x_{\sigma(\alpha)}(k_\alpha \sigma'(\chi^{(1)}))x_a(k_{\alpha(\sigma)}(k_{\alpha + \sigma(\alpha)}(N_{\sigma(\alpha)}, \alpha \sigma'(\chi^{(2)})))
\]
\[
= x_a(\sigma'(\chi^{(1)}))x_{\alpha + \sigma(\alpha)}(N_{\sigma(\alpha)}, \alpha \sigma'(\chi^{(2)}))
\]
\[
= x_{\alpha + \sigma(\alpha)}(N_{\sigma(\alpha)}, \alpha \sigma'(\chi^{(1)}))^{-1}x_a(\chi^{(1)})x_{\sigma(\alpha)}(\sigma'(\chi^{(1)}))x_{\alpha + \sigma(\alpha)}(-N_{\sigma(\alpha), \alpha \sigma'(\chi^{(2)}))}
\]
\[
= x_a(\chi^{(1)})x_{\sigma(\alpha)}(\sigma'(\chi^{(1)}))x_{\alpha + \sigma(\alpha)}(-N_{\sigma(\alpha), \alpha \sigma'(\chi^{(2)}))}
\]
\[
= x_a(\chi^{(1)})x_{\sigma(\alpha)}(\sigma'(\chi^{(1)}))x_{\alpha + \sigma(\alpha)}(N_{\sigma(\alpha), \alpha \sigma'(\chi^{(1)})) - \sigma'(\chi^{(2)}))
\]
Since \( \chi^{(1)} \sigma'(\chi^{(1)}) - \sigma'(\chi^{(2)}) = \chi^{(2)} \), we are done.
Next, we show $\omega(\tilde{x}_a(\tilde{s})) = \tilde{x}_a(\tilde{s})$ for type (R-4). Suppose that $a$ is of type (R-4) with $a \leftrightarrow \alpha \in \Delta$. By definition, $\tilde{x}_{a_1+\alpha_2}(\tilde{s})$ and $\tilde{x}_{a_1+2\alpha_2}(\tilde{s})$ are respectively given as follows.

- $x_{\alpha_1}(\tilde{s})x_{\alpha_2}(\sigma'(\tilde{s})))x_{\alpha_4}(\sigma'^2(\tilde{s}))$,
- $x_{\alpha_1+\alpha_2}(\tilde{s})x_{\alpha_2+\alpha_4}(\sigma'(\tilde{s}))x_{\alpha_4}(\sigma'^2(\tilde{s}))$,
- $x_{\alpha_1+\alpha_2+\alpha_4}(\sigma'(\tilde{s}))x_{\alpha_1+\alpha_2+\alpha_4}(\sigma'^2(\tilde{s}))$.

Thus, $\omega(\tilde{x}_{a_1+\alpha_2}(\tilde{s}))$, $\omega(\tilde{x}_{a_1+2\alpha_2}(\tilde{s}))$, and $\omega(\tilde{x}_{a_1+2\alpha_2}(\tilde{s}))$ are respectively calculated as follows.

- $x_{\alpha_1}(\omega'(\tilde{s}))x_{\alpha_2}(\omega'(\tilde{s}))x_{\alpha_4}(\omega'^2(\tilde{s}))$,
- $x_{\alpha_1+\alpha_2}(\omega'(\tilde{s}))x_{\alpha_2+\alpha_4}(\omega'(\tilde{s}))x_{\alpha_4}(\omega'^2(\tilde{s}))$,
- $x_{\alpha_1+\alpha_2+\alpha_4}(\omega'(\tilde{s}))x_{\alpha_1+\alpha_2+\alpha_4}(\omega'^2(\tilde{s}))$.

Since $\omega'\omega' = \sigma'^2$ and $\omega'(\tilde{s}) = \tilde{s}$, we see that $\omega(\tilde{x}_a(\tilde{s})) = \tilde{x}_a(\tilde{s})$. \hfill $\square$

The set $A_\mathbb{K}$ forms a (non commutative) group by letting

$$
(\chi + \phi) := (\chi^{(1)} + \phi^{(1)}), \chi^{(2)} + \phi^{(2)} + \sigma'(\chi^{(1)})\phi^{(1)},
$$

for $\chi = (\chi^{(1)}, \chi^{(2)})$, $\phi = (\phi^{(1)}, \phi^{(2)}) \in A_\mathbb{K}$. The unit element is given by $0 := (0, 0)$ and the inverse element of $\chi = (\chi^{(1)}, \chi^{(2)})$ is given by $\bar{\chi} := (-\chi^{(1)}, \sigma(\chi^{(2)}))$. For an (R-3) type root $a \in \Delta^\sigma$, one sees

$$
\tilde{x}_a(\chi)\tilde{x}_a(\phi) = \tilde{x}_a(\chi + \phi) \text{ and } \tilde{x}_a(\chi)^{-1} = \tilde{x}_a(-\bar{\chi})
$$

for $\chi, \phi \in A_\mathbb{K}$.

### 5.2. Special Elements in Twisted Loop Groups.

As in [1, §2], we define

$$
\sigma(\chi) := (s\chi^{(1)}, s\sigma(\chi^{(2)}))
$$

for $s \in S_{\mathbb{K}}$ and $\chi = (\chi^{(1)}, \chi^{(2)}) \in A_\mathbb{K}$. One sees that $\sigma$ defines an action of $S_{\mathbb{K}}$ on the group $A_\mathbb{K}$. Set

$$
A_{\mathbb{K}}^\times := \{\zeta = (\zeta^{(1)}, \zeta^{(2)}) \in A_{\mathbb{K}} | \zeta^{(2)} \in S_{\mathbb{K}}^\times\},
$$

where $S_{\mathbb{K}}^\times$ is the multiplicative group of $S_{\mathbb{K}}$.

In the following, we use the following usual notations.

$$
w_{\alpha}(t) := x_{\alpha}(t)x_{-\alpha}(-t)x_{\alpha}(t), \quad h_{\alpha}(t) := w_{\alpha}(t)w_{-\alpha}(t)
$$

for $\alpha \in \Delta$ and $t \in R_{\mathbb{K}}^\times$. One easily sees that $w_{\alpha}(-t) = w_{\alpha}(t)^{-1}$. It is known that for all $\alpha, \beta \in \Delta$ and $t \in R_{\mathbb{K}}^\times$, we have $w_{\alpha}(1)h_{\beta}(t)w_{\alpha}(1) = h_{s_{\alpha}(\beta)}(t)$, where $s_{\alpha}(\beta) := \beta - (\beta, \alpha')\alpha$ (see [20, Lemma 20(a)] for example).

For $a \in \Delta^\sigma$ with $a \leftrightarrow \alpha \in \Delta$, $t \in R_{\mathbb{K}}^\times$, $q \in S_{\mathbb{K}}^\times$, $\tilde{q} \in (S_{\mathbb{K}}^\times)^\times$, and $\zeta = (\zeta^{(1)}, \zeta^{(2)}) \in A_{\mathbb{K}}^\times$, we define the following elements in $L(G_\mathbb{K}; \Gamma)$.

- \textbf{(W-1)}: $\tilde{w}_{\alpha}(t) := w_{\alpha}(t)$ if $a$ is of type (R-1).
- \textbf{(W-2)}: $\tilde{w}_{\alpha}(q) := \tilde{x}_a(q)\tilde{x}_a(-\sigma'(q)^{-1})\tilde{x}_a(q)$ if $a$ is of type (R-2).
- \textbf{(W-3)}: $\tilde{w}_{\alpha}(\zeta) := \tilde{x}_a(\zeta)\tilde{x}_a(-\sigma'(\zeta^{(2)})^{-1} \rightarrow \zeta)\tilde{x}_a(\zeta^{(2)}\sigma'(\zeta^{(2)})^{-1} \rightarrow \zeta)$ if $a$ is of type (R-3).
- \textbf{(W-4)}: $\tilde{w}_{\alpha}(\tilde{q}) := \tilde{x}_a(\tilde{q})\tilde{x}_a(-\tilde{q}^{-1})\tilde{x}_a(\tilde{q})$ if $a$ is of type (R-4).

\textbf{Lemma 5.3.} Let $a \in \Delta^\sigma$ with $a \leftrightarrow \alpha \in \Delta$, $q \in S_{\mathbb{K}}^\times$, and $\tilde{q} \in (S_{\mathbb{K}}^\times)^\times$.

1. If $a$ is of type (R-2), then $\tilde{w}_{\alpha}(q) = w_{\alpha}(q)w_{\sigma(\alpha)}(\sigma'(q))$ and $\tilde{w}_{\alpha}(-q) = \tilde{w}_{\alpha}(q)^{-1}$. 


(2) If $a$ is of type (R-4), then
$$\tilde{w}_a(\tilde{q}) = w_a(q)w_{\sigma(a)}(\sigma'(q))w_{\sigma^2(a)}(\sigma^2(q)) \quad \text{and} \quad \tilde{w}_a(-\tilde{q}) = \tilde{w}_a(\tilde{q})^{-1}.$$ 

**Proof.** First, we show the claim for the case when $a$ is of type (R-2). Since $\alpha \pm \sigma(\alpha) \notin \Delta$ and $-a \leftrightarrow -\sigma(a)$, we have
$$\tilde{w}_a(q) = x_a(q)x_{\sigma(a)}(\sigma'(q))x_{-\sigma(a)}(-\sigma'(q))^{-1}x_{-\alpha}(-q^{-1})x_{\alpha}(q)x_{\sigma(a)}(\sigma'(q))$$
$$= x_a(q)x_{-\sigma(a)}(-\sigma'(q)^{-1})x_{\alpha}(q)x_{\sigma(a)}(\sigma'(q))x_{-\alpha}(-q^{-1})x_{\sigma(a)}(\sigma'(q))$$
$$= w_a(q)w_{\sigma(a)}(\sigma'(q)).$$

Moreover, we have $\tilde{w}_a(-q) = w_a(q)^{-1}w_{\sigma(a)}(\sigma'(q))^{-1} = \tilde{w}_a(q)^{-1}$. Next, suppose that $a$ is of type (R-4). By definition, $\tilde{w}_a(\tilde{q})$ is given as follows
$$\tilde{w}_a(\tilde{q}) = x_a(q)x_{\sigma(a)}(\sigma'(q))x_{\sigma^2(a)}(\sigma'^2(q)) \cdot x_{-\alpha}(-\tilde{q}^{-1})x_{-\sigma(a)}(-\sigma'(\tilde{q}^{-1}))x_{-\sigma^2(a)}(-\sigma'^2(\tilde{q}^{-1}))$$
$$\cdot x_{\alpha}(\tilde{q})x_{\sigma(a)}(\sigma'(q))x_{\sigma^2(a)}(\sigma'^2(q)).$$

Since $\alpha \pm \sigma(\alpha) \notin \Delta$ and $\alpha \pm \sigma^2(\alpha) \notin \Delta$, the claim follows. \hfill \Box

It is known that the elements $h_a(t) = w_a(t)w_a(-1)$ ($\alpha \in \Delta, t \in R^*_K$) satisfy $h_a(\tau)h_\beta(\theta) = h_\beta(\theta)h_a(\tau)$ and $h_a(\tau)h_a(\theta) = h_a(\tau\theta)$ for $\alpha, \beta \in \Delta$, $\tau, \theta \in \mathbb{K}^\times$. Moreover, if $H_a = \sum_{n \in \mathbb{Z}} n_i H_{a_i}$ for some $n_i \in \mathbb{Z}$, then one sees that $h_a(\tau) = \prod_{\tau \in \mathbb{K}^\times}$ for $\tau \in \mathbb{K}^\times$. In particular, $h_a(\tau^{-1}) = h_a(\tau)^{-1}$ and $h_{\tau^{-1}}(\tau) = h_a(\tau)^{-1}$.

For $a \in \Delta^a$ with $a \leftrightarrow \alpha \in \Delta$, $t \in R^*_K$, $q \in S^*_K$, $\tilde{q} \in (S^*_K)^\times$, $\zeta, \gamma \in \mathbb{A}^\times_K$, we define the following elements in $L(G_K; \Gamma)$.

1. **(H-1):** $\tilde{h}_a(t) := h_a(t)$ if $a$ is of type (R-1).
2. **(H-2):** $\tilde{h}_a(q) := \tilde{w}_a(q)w_{\sigma(\alpha)}(-1)$ if $a$ is of type (R-2).
3. **(H-3):** $\tilde{h}_a(\zeta, \gamma) := \tilde{w}_a(\zeta)w_{\sigma(\alpha)}(\gamma)$ if $a$ is of type (R-3).
4. **(H-4):** $\tilde{h}_a(\tilde{q}) := \tilde{w}_a(\tilde{q})\tilde{w}_a(-1)$ if $a$ is of type (R-4).

**Lemma 5.4.** Let $a \in \Delta^a$ with $a \leftrightarrow \alpha \in \Delta$, $q \in S^*_K$, and $\tilde{q} \in (S^*_K)^\times$.

1. If $a$ is of type (R-2), then $\tilde{h}_a(q) = h_a(q)h_{\sigma(a)}(\sigma'(q))$ and $\tilde{h}_a(q^{-1}) = h_a(q)^{-1}$.
2. If $a$ is of type (R-4), then $\tilde{h}_a(\tilde{q}) = h_a(\tilde{q})h_{\sigma(a)}(\sigma'(\tilde{q}))h_{\sigma^2(a)}(\sigma'^2(\tilde{q}))$ and $\tilde{h}_a(\tilde{q}^{-1}) = h_a(\tilde{q})^{-1}$.

**Proof.** We only show lemma for (R-2). For (R-4), the proof is essentially the same. Suppose that $a$ is of type (R-2). By Lemma 5.3 we have

$$\tilde{h}_a(q) = w_a(q)w_{\sigma(a)}(\sigma'(q))w_{\sigma(a)}(-1)w_{\sigma(a)}(-1)$$
$$= h_a(q)w_{\alpha}(-1)h_{\sigma(a)}(\sigma'(q))w_{\sigma(a)}(1)w_{\sigma(a)}(-1)$$
$$= h_a(q)w_{\alpha}(1)h_{\sigma(a)}(\sigma'(q))w_{\sigma(a)}(-1)w_{\sigma(a)}(1)w_{\sigma(a)}(-1)w_{\sigma(a)}(-1)$$
$$= h_a(q)w_{\alpha}(1)h_{\sigma(a)}(\sigma'(q))w_{\sigma(a)}(-1).$$

Since $s_{\alpha}(\sigma(\alpha)) = \sigma(\alpha)$, we get $w_{\alpha}(1)h_{\sigma(a)}(\sigma'(q))w_{\sigma(a)}(-1) = h_{\sigma(a)}(\sigma'(q))$. This proves the first assertion. By this result, $\tilde{h}_a(q^{-1}) = h_a(q)^{-1}$ is trivial. \hfill \Box

As in [II §2], we begin by introducing the following notation. For $\zeta = (\zeta^{(1)}, \zeta^{(2)}), \gamma = (\gamma^{(1)}, \gamma^{(2)}) \in \mathbb{A}^\times_K$, we set

$$c(\zeta, \gamma) := \zeta^{(2)}\sigma'(\gamma^{(2)})^{-1}.$$ 

Note that in [II], the right hand side was denoted by $c(\zeta, \gamma)$. However, we use $c(\zeta, \gamma)$ to avoid confusion with our setting. By [II §2 (C)], we have the following result.
Lemma 5.5. For an (R-3) type root \( a \in \Delta^x \) and \( \zeta_1, \ldots, \zeta_k, \gamma_1, \ldots, \gamma_k \in \mathfrak{a}_g^* \), we have \( \tilde{h}_a(\zeta_1, \gamma_1) \cdots \tilde{h}_a(\zeta_k, \gamma_k) = 1 \) if and only if \( \sigma(\zeta_1, \gamma_1) \cdots \sigma(\zeta_k, \gamma_k) = 1 \).

For \((X_N, r) = (A_{2\ell}, 2)\) and the type (R-3) root \( a_\ell \leftrightarrow \alpha_\ell \), one sees that

\[
(5.6) \quad \tilde{h}_a(\zeta, \gamma) = h_{\alpha_{\ell}}(\sigma(\zeta, \gamma)') h_{\alpha_{\ell} + 1}(\epsilon(\zeta, \gamma)),
\]

where \( \zeta, \gamma \in \mathfrak{a}_g^* \).

As in Section 4.3, we shall write \(-a_0\) as

\[
(5.7) \quad -a_0 = c_1 a_1 + c_2 a_2 + \cdots + c_\ell a_\ell
\]

for some non-negative integers \( c_1, c_2, \ldots, c_\ell \). Then we have the following lemma.

Lemma 5.6. For fixed \( \tau_0, \tau_1, \ldots, \tau_\ell \in \mathbb{K}^x \) and \( \zeta, \gamma \in \mathfrak{a}_g^* \), we have the following.

1. If \((X_N, r) \neq (A_{2\ell}, 2)\), then \( \tilde{h}_a(\tau_0) \tilde{h}_a(\tau_1) \cdots \tilde{h}_a(\tau_\ell) = 1 \) if and only if

\[
\tau_p = \begin{cases} 
\tau_p^{r_\ell} & \text{if } a_p \text{ is of type (R-1),} \\
\tau_p^{s_\ell} & \text{otherwise}
\end{cases}
\]

for all \( 1 \leq p \leq \ell \).

2. If \((X_N, r) = (A_{2\ell}, 2)\), then \( \tilde{h}_a(\tau_0) \tilde{h}_a(\tau_1) \cdots \tilde{h}_a(\tau_\ell) = 1 \) if and only if

\[
\sigma(\zeta, \gamma) = \sigma'(\epsilon(\zeta, \gamma)) \quad \text{and} \quad \tau_p = \epsilon(\zeta, \gamma)
\]

for all \( 0 \leq p \leq \ell - 1 \).

Proof. First, suppose that \((X_N, r) = (A_{2\ell}, 2)\). In this case, \(-a_0 = a_1 + 2a_2 + \cdots + 2a_{\ell-1} + a_\ell \) \( \leftrightarrow \alpha_1 + \cdots + \alpha_{2\ell-2} \) is of type (R-2). Then by Lemma 5.4, the element \( \tilde{h}_a(\tau_0) \tilde{h}_a(\tau_1) \cdots \tilde{h}_a(\tau_\ell) \) is calculated as follows.

\[
\tilde{h}_a(\tau_0) \tilde{h}_a(\tau_1) \cdots \tilde{h}_a(\tau_\ell) = 1 \quad \text{if and only if} \quad \tau_0 \cdots \tau_\ell = 1.
\]

Hence, by [28] Lemma 28(c), \( \tilde{h}_a(\tau_0) \tilde{h}_a(\tau_1) \cdots \tilde{h}_a(\tau_\ell) = 1 \) if and only if \( \tau_0 \cdots \tau_\ell = 1 \). Thus, we are done.

Next, for \((X_N, r) = (D_{\ell+1}, 2), (E_6, 2), \) and \((D_4, 3)\), the product \( \tilde{h}_a(\tau_0) \tilde{h}_a(\tau_1) \cdots \tilde{h}_a(\tau_\ell) \) is calculated respectively as follows.

- \( h_{\alpha_{\ell}}(\tau_0 \cdots \tau_\ell) \)
- \( h_{\alpha_{\ell}}(\tau_0 \cdots \tau_\ell) \)
- \( h_{\alpha_{\ell}}(\tau_0 \cdots \tau_\ell) \)

Hence, the claim follows.

Finally, suppose that \((X_N, r) = (A_{2\ell}, 2)\). Then by the equation (5.6), the product \( \tilde{h}_a(\tau_0) \tilde{h}_a(\tau_1) \cdots \tilde{h}_a(\tau_\ell) \) is given as

\[
\tilde{h}_a(\tau_0 \cdots \tau_\ell) \cdot \tilde{h}_a(\epsilon(\zeta, \gamma)) \cdot \tilde{h}_a(\tau_0 \cdots \tau_\ell) = 1.
\]

Thus, we are done. \( \square \)
5.3. The case \((A_2, 2)\). In this subsection, we shall consider the case \((X_N, r) = (A_2, 2)\). In this case, we may regard \(G_K\) as the special linear group scheme \(SL_3\) of degree 3 defined over \(K\), and \(S_K = K[z^{\pm 1}]\) (see [23] Chapter 3 for example). Then as in [11 §2], the twisted loop group \(L(G_K; \Gamma)\) is explicitly given as

\[
SU_3(S_K) := \{ C \in SL_3(S_K) \mid ^tC J \sigma'(C) = J \}, \quad J := \begin{pmatrix} 0 & 0 & -1 \\ 0 & 1 & 0 \\ -1 & 0 & 0 \end{pmatrix}.
\]

Here, \(^tC\) is the transpose of \(C\) and \(\sigma'(C) := (\sigma'(s_{ij}))_{1 \leq i, j \leq 3}\) for \(C = (s_{ij})_{1 \leq i, j \leq 3} \in SL_3(S_K)\). By definition, we have

\[
\tilde{x}_{a_1}(\chi) = \begin{pmatrix} 1 & \chi^{(1)} & \sigma'(\chi^{(2)}) \\ 0 & 1 & \sigma'(\chi^{(1)}) \\ 0 & 0 & 1 \end{pmatrix}, \quad \tilde{x}_{-a_1}(\chi) = \begin{pmatrix} 1 & 0 & 0 \\ \sigma'(\chi^{(1)}) & 1 & 0 \\ \sigma'(\chi^{(2)}) & \chi^{(1)} & 1 \end{pmatrix}
\]

for \(\chi = (\chi^{(1)}, \chi^{(2)}) \in A_K\). Moreover, we have

\[
\tilde{w}_{a_1}(\zeta) = \begin{pmatrix} 0 & 0 & -\zeta^{(2)} & \sigma'(\zeta^{(2)}) \\ 0 & \zeta^{(2)} & 0 & 0 \\ \zeta^{(1)} & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \quad \tilde{h}_{a_1}(\zeta, \gamma) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ \sigma'(\zeta^{(2)}) & 0 & 0 & 0 \\ -\gamma^{(2)} & \sigma'(\zeta^{(2)}) & 0 & 0 \\ \gamma^{(2)} & 0 & 0 & \sigma'(\zeta^{(2)}) \end{pmatrix}
\]

for \(\zeta = (\zeta^{(1)}, \zeta^{(2)}), \gamma = (\gamma^{(1)}, \gamma^{(2)}) \in A_K\).

Let \(E(S_K)\) denote the subgroup of \(SU_3(S_K)\) generated by the set \(\{ \tilde{x}_a(\chi) \mid a = \pm a_1, \chi \in A_K\}\). The purpose of this subsection is to prove the following theorem.

**Theorem 5.7.** \(SU_3(S_K)\) coincides with \(E(S_K)\).

To prove this, we prepare some technical notations. For \(n \in \mathbb{Z}, m \in 2\mathbb{Z} + 1, \zeta = (\zeta^{(1)}, \zeta^{(2)}) \in A_K^\times\), and \(\tau \in K^\times\), we set

\[
\tilde{x}_{\pm a_1}(\tau z^{\frac{1}{2}}) := \tilde{x}_{a_1}((0, -\tau z^{\frac{1}{2}})), \quad \tilde{w}'_{a_1}(\zeta) := \tilde{w}_{a_1}((\zeta^{(1)}, \frac{1}{z^{\frac{1}{2}}})),
\]

and

\[
\tilde{h}_{a_1}(\tau z^{\frac{1}{2}}) := \tilde{h}_{a_1}((1, 1), (0, \frac{1}{z^{\frac{1}{2}}})), \quad \tilde{h}_{a_1}(\tau z^{\frac{1}{2}}) := \left( \begin{array}{cccc}
\tau z^{\frac{1}{2}} & 0 & 0 & 0 \\
0 & (-1)^n & 0 & 0 \\
0 & 0 & (-1)^n & 0 \\
0 & 0 & 0 & (-1)^n \end{array} \right).
\]

Note that \(\frac{1}{z} \in K\), since \(K\) is supposed to be of characteristic not equal to 2.

For \(0 \neq s = \sum n_s z^{\frac{n}{2}} \in S_K\), we set

\[
\mathfrak{M}(s) := \max \{ n \in \mathbb{Z} \mid s_n \neq 0 \}, \quad \mathfrak{m}(s) := \min \{ n \in \mathbb{Z} \mid s_n \neq 0 \},
\]

and \(\mathfrak{t}(s) := \mathfrak{M}(s) - \mathfrak{m}(s)\). Also, we put \(\mathfrak{M}(0) = \mathfrak{m}(0) = \mathfrak{t}(0) := 0\). For \(C = (s_{ij})_{1 \leq i, j \leq 3} \in SU_3(S_K)\), we set \(\mathfrak{M}(C)_{ij} := \mathfrak{M}(s_{ij})\) and \(\mathfrak{m}(C)_{ij} := \mathfrak{m}(s_{ij})\), and \(\mathfrak{t}(C)_{ij} := \mathfrak{t}(s_{ij})\) for each \(1 \leq i, j \leq 3\).

**Lemma 5.8.** For any \(C \in SU_3(S_K)\), there exists \(E \in E(S_K)\) such that \(\mathfrak{M}(C)_{11} = \mathfrak{M}(E \cdot C)_{31}, \mathfrak{M}(C)_{31} = \mathfrak{M}(E \cdot C)_{11}, \) and \(\mathfrak{t}(E \cdot C)_{31} \leq \mathfrak{t}(E \cdot C)_{11}\).
Proof. If $\mathfrak{t}(C)_{31} \leq \mathfrak{t}(C)_{11}$, then we just take $E$ as the identity matrix. Otherwise, we put $E := \tilde{h}_{a_1}'(\binom{1}{1}) \cdot \tilde{w}_{a_1}'((1, \frac{1}{1})) \in \mathcal{E}(S_K)$. Then we have

$$E \cdot C = \begin{pmatrix} s_{31} & s_{32} & s_{33} \\ -s_{21} & -s_{22} & -s_{23} \\ s_{11} & s_{12} & s_{13} \end{pmatrix},$$

where $C = (s_{ij})_{1 \leq i, j \leq 3}$. Thus, we are done.

In the following we fix $C = (s_{ij})_{1 \leq i, j \leq 3} \in \mathcal{S}U_3(S_K)$ which satisfies $\mathfrak{t}(C)_{31} \leq \mathfrak{t}(C)_{11}$.

Lemma 5.9. There exists $E \in \mathcal{E}(S_K)$ such that one of the following holds:

1. $\mathfrak{t}(E \cdot C)_{31} \leq \mathfrak{t}(E \cdot C)_{11}$ and $\mathfrak{M}(E \cdot C)_{11} = \mathfrak{M}(E \cdot C)_{31}$.
2. $\mathfrak{t}(E \cdot C)_{31} \leq \mathfrak{t}(E \cdot C)_{11}$ and $\mathfrak{t}(E \cdot C)_{11} < \mathfrak{t}(E \cdot C)_{11}$.

Proof. Let us write $s_{11} = \sum_{n=m}^{M} \mu_n z^{\frac{1}{n}}$ and $s_{31} = \sum_{n=m'}^{M'} \mu_n z^{\frac{1}{n}}$, where $m = \mathfrak{M}(s_{11})$, $M = \mathfrak{M}(s_{11})$, $m' = \mathfrak{M}(s_{31})$, and $M' = \mathfrak{M}(s_{31})$.

(I) Case $M \equiv M' \pmod{2}$: Since $M' - M \in 2\mathbb{Z}$, we can consider the element $E := \tilde{h}_{a_1}'(\frac{M' - M}{4}) \in \mathcal{E}(S_K)$. Then

$$E \cdot C = \begin{pmatrix} \cdots + \nu_M z^{\frac{M + M'}{4}} & s'_{12} & s'_{13} \\ s'_{22} & s'_{23} \\ s'_{32} & s'_{33} \end{pmatrix},$$

for some $s'_{ij} \in S_K$. Thus, we have $\mathfrak{M}(E \cdot C)_{11} = \mathfrak{M}(E \cdot C)_{31}$. One sees that $\mathfrak{t}(E \cdot C)_{31} = \mathfrak{t}(C)_{31}$ and $\mathfrak{t}(E \cdot C)_{11} = \mathfrak{t}(C)_{11}$.

(II) Case $M \not\equiv M' \pmod{2}$: Since $M' - M + 1 \in 2\mathbb{Z}$, we see $z^{\frac{M' - M + 1}{4}} \in S_K$. For simplicity, we put $\varepsilon := (-1)^{\frac{M' - M + 1}{4}}$. Since $(0, -\varepsilon \frac{\nu_M}{\mu_{M'-1}} z^{\frac{1}{n}}) \in \mathfrak{A}_K$, we can consider the element $E := \tilde{a}_{a_1}'(\varepsilon \frac{\nu_M}{\mu_{M'-1}} z^{\frac{1}{n}}) \cdot \tilde{h}_{a_1}'(\frac{M' - M + 1}{4}) \in \mathcal{E}(S_K)$. Then

$$E \cdot C = \begin{pmatrix} 1 & 0 & -\varepsilon \frac{\nu_M}{\mu_{M'-1}} \frac{1}{2} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \cdots + \nu_{M-1} z^{\frac{M + M'}{4}} + \nu_M z^{\frac{M + M' + 1}{4}} & s'_{12} & s'_{13} \\ s'_{22} & s'_{23} \\ s'_{32} & s'_{33} \end{pmatrix} = \begin{pmatrix} \cdots + (\nu_{M-1} - \frac{\nu_M}{\mu_{M'-1}} \mu_{M'-1}) z^{\frac{M + M'-1}{4}} & s''_{12} & s''_{13} \\ s''_{22} & s''_{23} \\ s''_{32} & s''_{33} \end{pmatrix}.$$
Thus, there exists $m \leq 2$ for each $n$. If $\nu_2 = 0$, then the algorithm (I) stated above works. Suppose that $\nu_2 \neq 0$. Put $E' := z_1 \sigma_1^\nu \cdot E \in \mathcal{E}(S_k)$. Then we have

$$
E' \cdot C = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
\frac{-\nu_2}{\nu_2 - \nu_1} & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\cdots + \nu_2 \frac{z^{M+M'-5}}{4} & \frac{z^{M+M'-3}}{4} \\
\frac{z^{M+M'-5}}{4} & \frac{z^{M+M'-3}}{4} & \frac{z^{M+M'-1}}{4} \\
\frac{z^{M+M'-3}}{4} & \frac{z^{M+M'-1}}{4} & \frac{z^{M+M'-3}}{4}
\end{pmatrix}
\begin{pmatrix}
s_1'' \\
s_2'' \\
s_3''
\end{pmatrix}
$$

for some $s_i'' \in S_k$. If $\nu_2 - \nu_1 \nu_2' \neq 0$, then $M(E' \cdot C)_{11} = M(E' \cdot C)_{13}$. Using Lemma 5.8 (if necessary), we are done. Otherwise, we just repeat the algorithm above. Since the number of non-zero coefficients $\nu_i$ (resp. $\mu_i$) of $s_1$ (resp. $s_3$) are finite, this algorithm leads us to the desired result. 

In the following, we assume that our $C = (s_{ij})_{1 \leq i,j \leq 3}$ satisfies $\mathfrak{t}(C)_{11} \leq \mathfrak{t}(C)_{13}$ and $M := M(C)_{11} = M(C)_{31}$. Let us write

$$
s_{11} = \sum_{n = m}^{\infty} \nu_{n} z^{\frac{n}{2}}, \quad s_{21} = \sum_{n = m'}^{\infty} \nu_{n} z^{\frac{n}{2}}, \quad s_{31} = \sum_{n = m''}^{\infty} \mu_{n} z^{\frac{n}{2}},
$$

with $m = m(s_{11})$, $m' = m(s_{21})$, $m'' = m(s_{31})$, and $M' = M(s_{11})$. 

**Lemma 5.10.** We have $M = M'$, $i_M^2 = 2 \nu M \mu M$, and $m \leq \min\{m', m''\}$.

**Proof.** By the definition of $\sigma'$, we have the following equations:

$$
s_{21} \sigma' (s_{21}) = (-1)^m i'_{21} z^{m' - \nu_2 M}, \quad s_{31} \sigma' (s_{31}) = (-1)^m i_{21}^{-1} z^{m' - \nu_2 M},
$$

$$
s_{31} \sigma' (s_{31}) + \sigma' (s_{31}) s_{11} = ((-1)^m + (-1)^{m''}) \nu_{m \mu n} z^{\frac{m+2n}{2}} + \cdots + (-1)^M 2 \nu M \mu M z^M.
$$

Since $C \in SU_3(S_k)$, we have $s_{21} \sigma' (s_{21}) = s_{31} \sigma' (s_{31}) + \sigma' (s_{31}) s_{11}$, Thus, $M'$ should coincide with $M$ and $i_M^2 = 2 \nu M \mu M$.

Next, we show the last claim. Since $\mathfrak{t}(s_{31}) \leq \mathfrak{t}(s_{11})$, we have $m \leq m''$. In the following, we show $m \leq m'$.

**Case** $m \equiv m'' \pmod{2}$: In this case, the lowest term of $s_{31} \sigma' (s_{31}) + \sigma' (s_{31}) s_{11}$ is given as

$$
((\nu + (-1)^{m''}) \nu_{m \mu n} z^{\frac{m+2n}{2}} = 2 \nu_{m \mu n} z^{\frac{m+2n}{2}} 
$$

Thus, we have $2m = m + m''$. This implies $2m \leq m + m'' = 2m'$, and hence $m \leq m'$.

**Case** $m \equiv m'' \pmod{2}$: In this case, $s_{31} \sigma' (s_{31}) + \sigma' (s_{31}) s_{11}$ is given as

$$
2 \left( ((-1)^{m+1} \nu_{m+1} + (-1)^{m''+1} \nu_{m+1} \mu m'' + \cdots + (-1)^M \nu M \mu M z^M )
$$

Thus, there exists $k \geq 1$ such that $2m' = m + m'' + k$. Since $m'' \geq m$, we have $2m' = m + m'' + k \geq 2m + k \geq 2m$, and hence $m' \geq m$. 

\[\square\]
The following is a kind of “Euclidean algorithm” for $SU_3(S_K)$.

**Proposition 5.11.** For any $C \in SU_3(S_K)$, there exists $E \in \mathcal{E}(S_K)$ such that $\tau(E \cdot C)_{11} < \tau(C)_{11}$.

**Proof.** By Lemmas 5.8 and 5.10 we may assume that our $C = (s_{ij})_{1 \leq i, j \leq 3}$ satisfies $M := \mathfrak{M}(s_{11}) = \mathfrak{M}(s_{21}) = \mathfrak{M}(s_{31})$, $m(s_{11}) \leq m(s_{21})$, and $m(s_{11}) \leq m(s_{31})$.

One sees that $\chi := (-\frac{2\nu_M}{\ell_M}, \frac{2\nu_M^2}{\ell_M^2})$ belongs to $\mathfrak{A}_K$. Thus, we may consider $E := \tilde{x}_a(\chi) \in \mathcal{E}(S_K)$, and get

$$E \cdot C = \begin{pmatrix} s_{11} - \frac{2\nu_M}{\ell_M} s_{21} + \frac{2\nu_M^2}{\ell_M^2} s_{31} & s_{12}' & s_{13}' \\ s_{21} - \frac{2\nu_M}{\ell_M} s_{21} & s_{22}' & s_{23}' \\ s_{31} & s_{32}' & s_{33}' \end{pmatrix}.$$ 

By Lemma 5.10 the coefficient of $z^{\frac{4\nu_M}{\ell_M}}$ in the $(1,1)$-component of $E \cdot C$ is calculated as

$$\nu_M - \frac{2\nu_M}{\ell_M} \nu_M + \frac{2\nu_M^2}{\ell_M^2} \nu_M = -\nu_M + \frac{2\nu_M^2}{2\nu_M \mu_M} \mu_M = 0.$$ 

Thus, we have $\mathfrak{M}(E \cdot C)_{11} < M = \mathfrak{M}(C)_{11}$.

On the other hand, we have $m(C)_{11} \leq m(E \cdot C)_{11}$, since $m(C)_{11} \leq m(C)_{21}$ and $m(C)_{11} \leq m(C)_{31}$. Therefore, we conclude that $\tau(E \cdot C)_{11} = \mathfrak{M}(E \cdot C)_{11} - m(E \cdot C)_{11} \leq \mathfrak{M}(E \cdot C)_{11} - m(C)_{11} < \mathfrak{M}(C)_{11} - m(C)_{11} = \tau(C)_{11}$. \hfill $\Box$

**Proof of Theorem 5.7.** By repeatedly applying Proposition 5.11, for an arbitrary $C \in SU_3(S_K)$, there exists $E \in \mathcal{E}(S_K)$ such that $\tau(E \cdot C)_{11} = 0$. Since $E \cdot C \in SU_3(S_K)$ and the $(1,1)$-component of $E \cdot C$ is zero, one easily sees that $E \cdot C$ is of the form

$$E \cdot C = \begin{pmatrix} 0 & 0 & s_{13}' \\ 0 & s_{22}' & s_{23}' \\ s_{31}' & s_{32}' & s_{33}' \end{pmatrix}$$

with $s_{13}' \in S_K^1$, $s_{13}' \in \sigma'(s_{13})^{-1}$, $s_{22}' = -\sigma'(s_{13})s_{13}'^{-1}$, $s_{23}' = -\sigma'(s_{13})s_{13}'^{-1}$, and $s_{32}'s_{31}'\sigma'(s_{13})s_{33}' = s_{33}'\sigma'(s_{13}) + \sigma'(s_{13})s_{13}'$. Put $E' := \tilde{h}_a(\frac{1}{2}) \cdot \tilde{w}_a'((1, \frac{1}{2}))$ and $E'' := \tilde{h}_a(\sigma'(s_{13})^{-1}) \cdot \tilde{x}_a'(s_{13}'s_{23}')$. Then by a direct calculation shows that

$$E' \cdot (E \cdot C) = \begin{pmatrix} \sigma'(s_{13})^{-1} & 0 & s_{13}' \\ 0 & \sigma'(s_{13})s_{13}'^{-1} & s_{33}' \\ 0 & 0 & \sigma'(s_{13})s_{33}'^{-1} \end{pmatrix} = E''.$$ 

Therefore, we conclude that $C = E^{-1} \cdot E' \cdot E'' \in \mathcal{E}(S_K)$. \hfill $\Box$

### 5.4. Structure of Twisted Loop Groups

At the end of this section, we describe the structure of the twisted loop groups $\mathcal{L}(G_K; \Gamma)$.

Let $\mathcal{E}(S_K; \Delta^\sigma)$ be the subgroup of $\mathcal{L}(G_K; \Gamma)$ generated by the following set.

- $\{\tilde{x}_a(s), \tilde{x}_b(\chi) | s \in S_K, a \in \Delta^\sigma_{\text{long}}, \chi \in \mathfrak{A}_K, b \in \Delta^\sigma_{\text{short}}\}$, if $(X_N, r) = (A_{2\ell}, 2)$.
- $\{\tilde{x}_a(u), \tilde{x}_b(s) | u \in R_K, a \in \Delta^\sigma_{\text{long}}, s \in S_K^\vee, b \in \Delta^\sigma_{\text{short}}\}$, if $(X_N, r) = (D_4, 3)$.
- $\{\tilde{x}_a(u), \tilde{x}_b(s) | u \in R_K, a \in \Delta^\sigma_{\text{long}}, s \in S_K, b \in \Delta^\sigma_{\text{short}}\}$, otherwise.

Note that $\mathcal{E}(S_K; \Delta^\sigma)$ coincides with $\mathcal{E}(S_K)$ (defined in the previous section) when $(X_N, r) = (A_{2\ell}, 2)$. Using Theorem 5.7, we have the following.

**Theorem 5.12.** $\mathcal{L}(G_K; \Gamma)$ coincides with $\mathcal{E}(S_K; \Delta^\sigma)$. 

Proof. Let $T$ and $B$ be the maximal torus and Borel subgroup of $G$ corresponding to $\mathfrak{h}$ and $\mathfrak{b}$ respectively (see Section 1). We will for convenience denote $T_{K}$ and $B_{K}$ simply by $T$ and $B$. Let $U$ be the unipotent radical of $B$. Then $B = T \times U$ (semi-direct product). For $w \in W$, we put $U_{w} = U \cap w^{-1} U^{-} w$, where $(B^{+}, U^{-})$ is the opposite of $(B, U)$ and $W$ is the Weyl group of $G_{K}$ with respect to $T$.

First, suppose that $\xi \in K$. We consider the fraction field $K := K(\langle z^{\pm} \rangle)$ of the ring of formal power series $K[[z^{\pm}]]$ in the variable $z^{\pm}$ over $K$. It is known that

$$G_{K}(K) = \bigsqcup_{w \in W} U(K) T(K) w U_{w}(K)$$

(disjoint union),

called a Bruhat decomposition (see [26, Theorem 4]). Then we obtain:

$$\mathcal{L}(G_{K} ; \Gamma) = G_{K}(S_{K})^{\Gamma} = G_{K}(K)^{\Gamma} \cap G_{K}(S_{K})$$

$$= \left( \bigsqcup_{w \in W} U(K) T(K) w U_{w}(K) \right)^{\Gamma} \cap G_{K}(S_{K})$$

$$= \left( \bigsqcup_{w' \in W^{\Gamma}} U(K)^{\Gamma} T(K)^{\Gamma} w' U_{w'}(K)^{\Gamma} \right) \cap G_{K}(S_{K})$$

$$= \bigsqcup_{n \in W^{\Gamma}} \left( U(K)^{\Gamma} T(K)^{\Gamma} U^{-}(K)^{\Gamma} \cap G_{K}(S_{K}) \right) \cdot w' ,$$

Here, $W^{\Gamma}$ is the fixed-point subgroup of $W$ under $\Gamma$. We note that if we take $g \in U(K)^{\Gamma} T(K)^{\Gamma} U^{-}(K)^{\Gamma}$ and write $g = u h w$ for some $u \in U(K), h \in T(K), v \in U_{w}(K)$, then we obtain $\gamma^{\ast}(u) \gamma^{\ast}(h) \gamma^{\ast}(w) \gamma^{\ast}(v) = \gamma^{\ast}(g) = g = u h w$ for all $\gamma^{\ast} \in \Gamma$ and $\gamma^{\ast}(u) = u, \gamma^{\ast}(h) = h, \gamma^{\ast}(w) = w, \gamma^{\ast}(v) = v$ by the uniqueness of expression (cf. [26, Theorem 4]). This shows the forth equality in the display just above.

Let $g \in U(K)^{\Gamma} T(K)^{\Gamma} U^{-}(K)^{\Gamma} \cap G_{K}(S_{K})$ and write $g = u h w$ for some

$$u \in U(K)^{\Gamma}, \ h \in T(K)^{\Gamma}, \ \text{and} \ v \in U^{-}(K)^{\Gamma}.$$ 

For each $p \in \mathfrak{t}^{\ast}$, we let $U_{a_{p}}(K)^{\Gamma}, U_{a_{p}}'(K)^{\Gamma}, V_{-a_{p}}(K)^{\Gamma}$, and $V'_{-a_{p}}(K)^{\Gamma}$ be the subgroup of $G_{K}(K)^{\Gamma}$ corresponding to $\{a_{p}, -2a_{p}\}$, $\Delta_{+}^{\ast} \setminus \{a_{p}, -2a_{p}\}$, $\Delta_{-}^{\ast} \setminus \{a_{p}, -2a_{p}\}$, and $\Delta_{-}^{\ast} \setminus \{-a_{p}, -2a_{p}\}$, respectively. Here, we define $\{a_{p}, 2a_{p}\}$ to be $\{a_{p}, -2a_{p}\}$ if $2a_{p} \in \Delta^{\ast}$, and $\{a_{p}\}$ if $2a_{p} \notin \Delta^{\ast}$. We note that the subgroup corresponding to a set of roots means the subgroup generated by the root subgroups parametrized by it. Also, we define $T_{a_{p}}(K)^{\Gamma}$ and $T'_{a_{p}}(K)^{\Gamma}$ to be the subgroups of $T(K)^{\Gamma}$ corresponding to $\{a_{p}\}$ and $\Pi^{\ast} \setminus \{a_{p}\}$, respectively (in the sense of tori). Then, $g$ can be expressed as $g = u_{a_{p}} u'_{a_{p}} h_{a_{p}} h'_{a_{p}} v_{-a_{p}} v'_{-a_{p}}$, where $u = u_{a_{p}} u'_{a_{p}}$, $h = h_{a_{p}} h'_{a_{p}}$, and $v = v_{-a_{p}} v'_{-a_{p}}$ for $a_{p} \in \Pi^{\ast}$, and where $u_{a_{p}} \in U_{a_{p}}(K)^{\Gamma}, u'_{a_{p}} \in U'_{a_{p}}(K)^{\Gamma}, h_{a_{p}} \in T_{a_{p}}(K)^{\Gamma}, h'_{a_{p}} \in T'_{a_{p}}(K)^{\Gamma}, v_{-a_{p}} \in V_{-a_{p}}(K)^{\Gamma}$, and $v'_{-a_{p}} \in V'_{-a_{p}}(K)^{\Gamma}$.

Let $V^{\lambda}$ be a finite dimensional irreducible module of $g$ generated by a maximal (or minimal) vector $v_{0}^{\lambda}$ with a highest (or lowest) weight $\lambda$, and $U_{\mathfrak{g}}$ be a Chevalley $Z$-form in the universal enveloping algebra of $\mathfrak{g}$, which is defined by a fixed Chevalley basis of $\mathfrak{g}$. Let $V_{2}^{\lambda}$ denote the $U_{\mathfrak{g}}$-submodule of $V^{\lambda}$ generated by $v_{0}^{\lambda}$ (cf. Appendix A.2). Note that there is an action of $G_{K}(K)$ on $V_{K}^{\lambda} := K \otimes_{Z} V_{2}^{\lambda}$. We can choose a direct sum of such finite dimensional irreducible modules if necessarily.
We understand that our $g$ belongs to
\[
U(K)^\Gamma T(K)^\Gamma U^-(K)^\Gamma = U_{ap}(K)^\Gamma T_{ap}(K)^\Gamma V_{-ap}(K)^\Gamma V_{-ap}(K)^\Gamma = U_{ap}(K)^\Gamma T_{ap}(K)^\Gamma V_{-ap}(K)^\Gamma U_{ap}(K)^\Gamma V_{-ap}(K)^\Gamma \\
\subseteq \{U_{ap}(K)^\Gamma, T_{ap}(K)^\Gamma, V_{-ap}(K)^\Gamma \} \cdot U_{ap}(K)^\Gamma T_{ap}(K)^\Gamma V_{-ap}(K)^\Gamma.
\]
If we suppose $g = g_{ap} g_{ap}'$ satisfying
\[
g_{ap} \in \{U_{ap}(K)^\Gamma, T_{ap}(K)^\Gamma, V_{-ap}(K)^\Gamma \}
\]
and
\[
g_{ap}' \in U_{ap}'(K)^\Gamma T_{ap}'(K)^\Gamma V_{-ap}(K)^\Gamma,
\]
then $g_{ap}$ can be viewed as an element of
\[
(SL_2(K))^\Gamma; \quad (SL_2(K) \times SL_2(K))^\Gamma;
\]
\[
(SL_2(K) \times SL_2(K) \times SL_2(K))^\Gamma; \quad (iv) SL_3(K)^\Gamma,
\]
whose matrix entries are all in $S_K$ (or sometimes $R_K$). This means that $g_{ap}$ can be identified with an element of one of the following groups:
\[
(i) SL_2(R_K); \quad (ii) SL_2(S_K); \quad (iii) SL_2(S_K); \quad (iv) SU_3(S_K).
\]
One may here recall how to construct twisted Chevalley groups by using the so-called “foldings” of root systems (cf. Section 3, or [1]). In this sense, one knows that there are four types of roots, namely
\[
(i) a_p = \{\alpha\}; \quad (ii) a_p = \{\alpha, \beta\} \ (\alpha \perp \beta);
\]
\[
(iii) a_p = \{\alpha, \beta, \gamma\} \ (\text{mutually orthogonal}); \quad (iv) a_p = \{\alpha, \beta\}, \ 2a_p = \{\alpha + \beta\}.
\]
For the case when $(X_N, r) \neq (A_2, 2)$, multiplying
\[
u_j'' := u_{ap}(s_j) \in U_{ap}(K)^\Gamma \text{ and } \nu_j''' := v_{-ap}(s'_j) \in V_{-ap}(K)^\Gamma
\]
continuously, for some $s_j, s'_j \in S_K$ (or sometimes $R_K$), from the left hand side, we may use a “standard” Euclidean algorithm. Then, we can obtain and assume $u_{ap} = v_{-ap} = 1$. Next, we will select some $w'' \in W^\Gamma$ to have
\[
g' = w'' g w'^{-1} \in U(K)^\Gamma T(K)^\Gamma U^-(K)^\Gamma
\]
instead of $g$ and to repeat again as above. We notice
\[
\bigcap_{w' \in W^\Gamma} w' U^-(K)^\Gamma w'^{-1} = \{1\}.
\]
Then, it is possible to continue our process for $g'$, and finally we obtain $v = 1$ at least (cf. Remark 5.13). In case of $(X_N, r) = (A_2, 2)$, we can also use the same method as above. Then, it is enough to concentrate $(X_N, r) = (A_2, 2)$ and $L(G_K; \Gamma) = SU_3(S_K)$. In this case, we already know $L(G_K; \Gamma) = E(S_K; \Delta^\circ)$ by Theorem 5.7. Therefore, in any case, we reach $v = 1$. Hence, we have
\[
g = uh \in B(K)^\Gamma \cap G_K(S_K) = B(S_K)^\Gamma = U(S_K)^\Gamma T(S_K)^\Gamma,
\]
and hence we have $g \in E(S_K; \Delta^\circ)$. Therefore, $L(G_K; \Gamma)$ coincides with $E(S_K; \Delta^\circ)$.

If $\xi \notin K$, then the proof is essentially the same as above. That is, first we put $K' = K(\xi)$, then one can take $\Gamma$-fixed points, and get the desired result. $\square$
**Remark 5.13.** Here is the way to understand our inductive method from $g$ to $g'$. For $b \in \Delta_b^\sigma$, we define $U_b(K)^F$ (resp. $V_{-b}(K)^F$) to be the subgroup of $U(K)^F$ (resp. $U^-(K)^F$) corresponding to $\{b\}$ (resp. $\{-b\}$). We already wrote $g = uhv$ and, more precisely we write

$$u = x_1x_2 \cdots x_k,$$  
where $x_p \in U_{b_p}(K)^F$, $y_p \in V_{-b_p}(K)^F$, $b_1 = a_p \in \Pi^\sigma$ and

$$u_{ap} = x_1, \quad u'_{ap} = x_2 \cdots x_k, \quad v_{-ap} = y_1, \quad v'_{-ap} = y_2 \cdots y_k.$$  

Using a “standard” Euclidean algorithm, we can obtain and assume $u_{ap} = x_1 = 1$ and $v_{-ap} = y_1 = 1$ as before. Here, we can also assume $g = uhv$, satisfying $u = x_2 \cdots x_k$ and $v = y_2 \cdots y_k$, from the beginning. Choosing a suitable element $w'' \in W^\Gamma$, we obtain

$$g' = w'' gw''^{-1} \in U(K)^F T(K)^F U^-(K)^F,$$
where $g' = u'h'v' = (x_2' \cdots x_k')h'(y_2' \cdots y_k')$, satisfying

$$u' = x_2' \cdots x_k' \in U(K)^F, \quad h' \in T(K)^F, \quad v' = y_2' \cdots y_k' \in U^-(K)^F,$$
and where

$$x_p' \in U_{b_p'}(K)^F, \quad y_p' \in V_{-b_p'}(K)^F, \quad b_2' = a_q \in \Pi^\sigma, \quad b_p' \in \Delta_b^\sigma.$$  

Hence, we can repeat our process (cf. Remark 5.14). Since the number of components in the expression of $v$ is decreasing, finally we finish our process, and reach $v = 1$ at least.

**Remark 5.14.** Set $\Delta^\sigma := -\Delta^\sigma_\Gamma$. A subset $\Psi \subset \Delta^\sigma$ is called (additively) closed if $b + b' \in \Delta^\sigma$ for $b, b' \in \Psi$ always implies $b + b' \in \Psi$. Note that $\Delta^\sigma_\Gamma$ is closed. We also find that $w'(\Psi)$ is closed if $\Psi \subset \Delta^\sigma_\Gamma$ is closed and if $w'(\Psi) \subset \Delta^\sigma_\Gamma$ for $w' \in W^\Gamma$. Furthermore, we can see that $\Psi' := \Psi \setminus \{-a\}$ is closed if $\Psi$ is closed and if there is an element $a \in \Pi^\sigma$ satisfying $-a \in \Psi$. Hence, the recursive process in Remark 5.13 works in this sense.

We can also obtain the following result (cf. [18, 19, 20, 24, 28, 30]):

**Proposition 5.15.** The twisted loop group $L(G_K; \Gamma)$ admits the Iwahori-Matsumoto decomposition.

$$L(G_K; \Gamma) = E(S_K; \Delta^\sigma) = \bigsqcup_{w' \in W_{aff}} B_I w' B_I \quad (\text{disjoint union}).$$

Here, $W_{aff}$ is the corresponding affine Weyl group and $B_I$ is the standard Iwahori subgroup (cf. [9]).

6. **Affine Kac-Moody Groups and Twisted Loop Groups**

In the following, we consider the simply-connected affine Kac-Moody group $\hat{G}(X^{(\sigma)}_N)$ of type $X^{(\sigma)}_N$ defined over our field $\mathbb{K}$. For the precise definition, see Appendix A.4. We show that $\hat{G}(X^{(\sigma)}_N)$ can be realized as a central extension of the twisted loop group $L(G_K; \Gamma)$.
6.1. Induced Group Homomorphisms. In Theorem 4.8 we have seen that \( \varphi : \hat{\mathfrak{g}}_\mathbb{Q}(X_N) \to \hat{\mathfrak{l}}(g_\mathbb{Q}; \Gamma) \) is an isomorphism of Lie algebras. Since \( \hat{\mathfrak{g}}_\mathbb{K}(X_N) \) is simply-connected, one sees that this \( \varphi \) induces a group homomorphism \( \Phi : \hat{\mathfrak{g}}_\mathbb{K}(X_N) \to G_\mathbb{K}(S_\mathbb{K}) \), where \( S_\mathbb{K} \) is given in Section 5.1.

For the case when \((X_N, r) = (A_{2r}, 2)\), it is better to introduce the following notations in addition to (G-1)–(G-4), (W-1)–(W-4) and (H-1)–(H-4).

\[
\hat{x}_{2a}(s) := x_{a + \sigma(\alpha)}(s), \quad \hat{w}_{2a}(s) := w_{a + \sigma(\alpha)}(s), \quad \hat{h}_{2a}(s) := h_{a + \sigma(\alpha)}(s)
\]

for \(2a + n\delta \in \sigma \hat{\Delta}^\rho\) with \(2a \leftrightarrow \alpha + \sigma(\alpha) \in \Delta\) and \(s \in S_\mathbb{K}\).

**Remark 6.1.** In the above case, \(a\) is of type (R-3) and \(n\) is an odd number, and \(\hat{x}_{2a}(x^w) = (0, N_{\sigma(\alpha)}, a z^w)\). By Lemma 5.2, this is an element of the twisted loop group \(\mathcal{L}(G_\mathbb{K}; \Gamma)\).

Then by Proposition 3.13 (see also 1.1), the induced group homomorphism \(\Phi : \hat{\mathfrak{g}}_\mathbb{K}(X_N) \to G_\mathbb{K}(S_\mathbb{K})\) is explicitly described as follows.

\[
\Phi(x_{\hat{a}}(\nu)) = \begin{cases} 
\hat{x}_{a}(\nu z^w) & \text{if } a' \text{ is of type (R-1),} \\
\hat{x}_{a}(\xi^{-n} \nu z^w) & \text{if } a \text{ is of type (R-2),} \\
\hat{x}_{a}(\alpha_{\xi^{-n} \nu z^w} \to (1, \frac{1}{2})) & \text{if } a \text{ is of type (R-3),} \\
\hat{x}_{a}(\nu z^w) & \text{if } a \text{ is of type (R-4)}
\end{cases}
\]

for \(a' = a + n\delta \in \sigma \hat{\Delta}^\rho\) and \(\nu \in \mathbb{K}\). Here, \((1, \frac{1}{2})\) is, of course, regarded as an element of \(\mathfrak{A}_\mathbb{K}\). For the constants \(\xi\) and \(\epsilon_{a}\), see Notation 4.12.

For simplicity, we put

\[
\chi_{\hat{a}, \nu} := \epsilon_{a} \xi^{-n} \nu z^w \to (1, \frac{1}{2}) = \begin{cases} 
(\nu z^w, \frac{1}{2} \xi^{-n} \nu z^w) & \text{if } a \in \Delta_+^\rho, \\
(2\xi^{-n} \nu z^w, 2\xi^{-n} \nu z^w) & \text{otherwise.}
\end{cases}
\]

For the definition of \(\to\), see (5.3).

**Remark 6.2.** Suppose that \(a\) is of type (R-3). It is easy to see that \(\epsilon(\chi_{\hat{a}, \nu}, \chi_{\hat{a}, -1}) = \nu^2\) (for the notation, see (5.3)). For \(\tau \in \mathbb{K}^\times\), one sees that \(\chi_{\hat{a}, \tau} \in \mathfrak{A}_\mathbb{K}\) and \(\hat{h}_{a}(\chi_{\hat{a}, \tau}, \chi_{\hat{a}, -1})^{-1} = h_a(\chi_{\hat{a}, \tau}, \chi_{\hat{a}, -1})\) by Lemma 5.6.

**Lemma 6.3.** For \(a' = a + n\delta \in \sigma \hat{\Delta}^\rho\) and \(\tau \in \mathbb{K}^\times\), we get

\[
\Phi(w_{a}(\tau)) = \begin{cases} 
\hat{w}_{a}(\nu z^w) & \text{if } a' \text{ is of type (R-1),} \\
\hat{w}_{a}(\xi^{-n} \nu z^w) & \text{if } a \text{ is of type (R-2),} \\
\hat{w}_{a}(\chi_{\hat{a}, \tau}) & \text{if } a \text{ is of type (R-3),} \\
\hat{w}_{a}(\tau z^w) & \text{if } a \text{ is of type (R-4)}
\end{cases}
\]

**Proof.** By definition, \(w_{a}(\tau) = x_{a}(\tau) x_{-a}(\tau^{-1}) x_{a}(\tau)\). Thus, if \(a'\) is of type (R-1) or (R-4), then nothing to do. First, we suppose that \(a\) is of type (R-2). Then we have

\[
\Phi(w_{a}(\tau)) = \hat{x}_{a}(\xi^{-n} \nu z^w) \hat{x}_{-a}(\xi^{-n} \nu z^w) \hat{x}_{a}(\xi^{-n} \nu z^w).
\]

On the other hand, by definition,

\[
\hat{w}_{a}(\xi^{-n}) = \hat{x}_{a}(\xi^{-n} \nu z^w) \hat{x}_{-a}(\xi^{-n} \nu z^w).
\]

Since \(\xi \xi_{-a} = \xi\) and \(\xi_{a} = \pm 1\), this proves the claim.
Next, suppose that \( a \) is of type (R-3). In this case, \( \Phi(w_a(\tau)) \) is explicitly given as \( \hat{x}_a(\chi_{\hat{a},\tau})\hat{x}_{-a}(\chi_{-\hat{a},-\tau-1})\hat{x}_a(\chi_{\hat{a},\tau}) \). By the definition of \( \to \), we get

\[
\begin{align*}
-\sigma'(\chi_{\hat{a},\tau})^{-1} \to \chi_{\hat{a},\tau} &= \begin{cases} 
(2\xi^a r^{-1}z^{-\hat{\tau}}, 2\xi^a r^{-2}z^{-n}) & \text{if } a \in \Delta^\sigma, \\
(-r^{-1}z^{-\hat{\tau}}, 1/2\xi^a r^{-2}z^{-n}) & \text{otherwise.}
\end{cases}
\end{align*}
\]

Here, \( \chi_{\hat{a},\tau} = (\chi_{\hat{a},\tau}^{(1)}, \chi_{\hat{a},\tau}^{(2)}) \). Since \( \xi = -1 \), we conclude that \( -\sigma'(\chi_{\hat{a},\tau})^{-1} \to \chi_{\hat{a},\tau} = \chi_{-\hat{a},-\tau-1} \). Moreover, since \( \chi_{\hat{a},\tau}^{(2)}\sigma'(\chi_{\hat{a},\tau})^{-1} = 1 \), we get \( \chi_{\hat{a},\tau}^{(2)}\sigma'(\chi_{\hat{a},\tau})^{-1} \to \chi_{\hat{a},\tau} = \chi_{\hat{a},\tau} \). Thus, we are done.

\[\Box\]

**Lemma 6.4.** For \( \hat{a} = a' + n\delta \in \tau^*\Delta^\sigma \) and \( \tau \in K^\times \), we get

\[
\Phi(h_{\hat{a}}(\tau)) = \begin{cases} 
\hat{h}_a(\tau) & \text{if } a' \text{ is of type (R-1)}, \\
\hat{h}_a(\tau) & \text{if } a \text{ is of type (R-2) or (R-4)}, \\
\hat{h}_a(\chi_{\hat{a},\tau}, \chi_{\hat{a},-1}) & \text{if } a \text{ is of type (R-3)}.
\end{cases}
\]

**Proof.** If \( a \) is of type (R-1), then the claim is trivial. Suppose that \( a \) is of type (R-2). Then by Lemmas 6.3 and 6.4, we have

\[
\Phi(h_{\hat{a}}(\tau)) = \begin{cases} 
\hat{w}_a(\xi^{-n}z^{-\hat{\tau}})\hat{w}_a(-\xi^n z^{\hat{\tau}}) \\
\hat{w}_a(\xi^{-n}z^{-\hat{\tau}})\hat{w}_a(-1)\hat{w}_a(-1)^{-1}\hat{w}_a(\xi^{-n}z^{\hat{\tau}})^{-1} \\
\hat{h}_a(\xi^{-n}z^{\hat{\tau}})\hat{h}_a(\xi^{-n}z^{\hat{\tau}})^{-1} \\
\hat{h}_a(\tau).
\end{cases}
\]

For the case (R-4), the proof is the same as above. If \( a \) is of type (R-3), then by definition \( \Phi(h_{\hat{a}}(\tau)) = \hat{w}_a(\chi_{\hat{a},\tau})\hat{w}_a(\chi_{\hat{a},-1}) = \hat{h}_a(\chi_{\hat{a},\tau}, \chi_{\hat{a},-1}) \).

Let \( \hat{\Delta}_K \) be the subgroup of \( \hat{\mathfrak{G}}_K(\Delta^\tau) \) generated by \( \{ h_{\hat{a}}(\tau) \mid \hat{a} = \tau^*\Delta^\sigma, \tau \in K^\times \} \).

**Lemma 6.5.** The kernel of \( \Phi \) is included in \( \hat{\Delta}_K \).

**Proof.** For any \( x \in \text{Ker}(\Phi) \), we can uniquely write as \( x = yw' \) for some \( y, y' \in \hat{\mathfrak{B}}_K^+ \) and \( w \in \mathcal{W} \) by Proposition 6.3. Then we have \( 1 = \Phi(x) = \Phi(y)\Phi(w)\Phi(y') \). By Proposition 6.1, the expression is unique, and hence \( \Phi(w) \) should be trivial. We conclude that \( w = 1 \), see Lemma 6.3. Thus, \( \text{Ker}(\Phi) \) is included in \( \hat{\mathfrak{B}}_K \).

Again, we take \( x \in \text{Ker}(\Phi) \) and express \( x = uh \) for some \( u \in \hat{\mathfrak{H}}_K^+ \) and \( h \in \hat{\Delta}_K \). In particular, \( \Phi(u) \) is trivial. On the other hand, again by Proposition 6.1, one sees that the restriction map \( \Phi|_{\hat{\mathfrak{H}}_K} \) is injective. Hence, we conclude that \( u \) is trivial, and \( \text{Ker}(\Phi) \subset \hat{\Delta}_K \).

\[\Box\]

6.2. **Central Extension.** In this subsection, we will show that \( \hat{\mathfrak{G}}_K(\Delta^\tau) \) is a one-dimensional central extension of \( L(G_K; \Gamma) \).

**Proposition 6.6.** The map \( \Phi : \hat{\mathfrak{G}}_K(\Delta^\tau) \to L(G_K; \Gamma) \) is surjective.

**Proof.** By Theorem 5.12, it is enough to show that the image of \( \Phi \) coincides with the subgroup \( \mathcal{E}(S_K; \Delta^\tau) \) of \( L(G_K; \Gamma) \). If \( r = 1 \) or \( 3 \), then the claim is trivial. Assume that \( r = 2 \). When \( (X_N, r) \neq (A_{2l}, 2) \), we can easily see that \( \Phi \) is surjective by definition of \( \mathcal{E}(S_K; \Delta^\tau) \). Thus, in the following, we will show the claim for \( (X_N, r) = (A_{2l}, 2) \). In this case, note that \( \xi = -1 \in K \), and hence \( S_K = K[z^{1/2}] \).
We take $\tilde{x}_a(\chi) \in \mathcal{E}(S_K; \Delta^\sigma)$ for some $a \in \Delta^\sigma_{\text{short}}$ with $a \leftrightarrow \alpha \in \Delta$ and $\chi = (s, s') \in \mathfrak{A}_K$. Note that $2a \leftrightarrow \alpha + \sigma(\alpha) \in \Delta$. We shall write $s = \sum_n s_n z_n^2$ and $s' = \sum_n s'_n z_n^2$ with some $s_n, s'_n \in \mathbb{K}$. We define an element $y$ of $\hat{\Theta}_K(\mathcal{X}_N^{(r)})$ so that

$$y := \prod_n x_{a+n\delta}(s_n),$$

where the product is (necessarily) finite, and is taken in the canonical order ($\cdots < -1 < 0 < 1 < 2 < \cdots$). Then by (5.3), we can find $g \in S_K$ such that $\phi := (s, g)$ belongs to $\mathfrak{A}$ and

$$\Phi(y) = \prod_n \tilde{x}_a((s_n z_n^2, \frac{1}{5} s_n^2 z_n^2)) = \tilde{x}_a((\sum_n s_n z_n^2, g)) = \tilde{x}_a(\phi).$$

We shall denote $g = \sum_n g_n z_n^2$ for some $g_n \in \mathbb{K} (n \in \mathbb{Z})$. If there exists an odd number $m \in 2\mathbb{Z} + 1$ such that the coefficient $g_m$ of $z_m^2$ in $g$ is non-zero, then

$$\Phi(y \cdot x_{2a+m\delta}(-g_m N_{\sigma(\alpha), \alpha})) = \tilde{x}_a(\phi \cdot \tilde{x}_a((0, -g_m z_m^2))) = \tilde{x}_a(\phi + (0, -g_m z_m^2)) = \tilde{x}_a((s, g - g_m z_m^2))$$

(cf. Remark 6.1). Thus, we define an element $y'$ of $\hat{\Theta}_K(\mathcal{X}_N^{(r)})$ as follows.

$$y' := \prod_{m \in 2\mathbb{Z}+1}^{\text{with } g_m \neq 0} x_{2a+m\delta}(-g_m N_{\sigma(\alpha), \alpha}).$$

Then we can choose $g' \in S_K$ so that $g'$ has no odd terms, $\phi' := (s, g')$ is in $\mathfrak{A}_K$ and $\Phi(y \cdot y') = \tilde{x}_a(\phi')$. Finally, we define an element $y''$ of $\hat{\Theta}_K(\mathcal{X}_N^{(r)})$ as follows.

$$y'' := \prod_{m \in 2\mathbb{Z}+1} x_{2a+m\delta}((s'_m N_{\sigma(\alpha), \alpha}).$$

We put $g'' := g' + s'_{\text{odd}}$, where $s'_{\text{odd}} := \sum_{m \in 2\mathbb{Z}+1} s_m' z_m^2$. Then $\phi'' := (s, g'') \in \mathfrak{A}_K$ and $\Phi(y \cdot y' \cdot y'') = \tilde{x}_a(\phi'')$. By the definition of $\mathfrak{A}_K$, the following relation holds.

$$g'_{\text{even}} = \frac{1}{2}(s_{\text{even}}^2 - s_{\text{odd}}^2) = s'_{\text{even}},$$

where $s'_{\text{even}} := \sum_{m \in 2\mathbb{Z}} s'_m z_m^2$ etc. Since $g'_{\text{odd}} = s'_{\text{odd}}$, we conclude that $g'' = s'$ and $\chi = \phi''$. In this way, we see $\Phi(y \cdot y' \cdot y'') = \tilde{x}_a(\chi)$. This proves the claim.

As in (5.4), we shall write $-a_0 = c_1 a_1 + c_2 a_2 + \cdots c_\ell a_\ell$ for some non-negative integers $c_1, c_2, \ldots, c_\ell$. For $(X_N, r) \neq (A_{2\ell}, 2)$, we set

$$\hat{\mathfrak{S}}_K := \{ \prod_{p=0}^\ell h_{\delta_p}(\tau_p) \in \hat{\mathfrak{S}}_K \mid \tau_0 \in \mathbb{K}^\times, \tau_p = \begin{cases} \tau^r \tau_p & \text{if } a_p \text{ is of type (R-1)}, \\ \tau_p & \text{otherwise}. \end{cases} \}.$$ 

Otherwise, we set

$$\hat{\mathfrak{S}}_K := \{ \prod_{p=0}^\ell h_{\delta_p}(\tau_p^2) \in \hat{\mathfrak{S}}_K \mid \tau_p \in \mathbb{K}^\times \}.$$ 

Obviously, this $\hat{\mathfrak{S}}_K$ is a subgroup of the center $Z(\hat{\Theta}_K(\mathcal{X}_N^{(r)}))$ of the Kac-Moody group $\hat{\Theta}_K(\mathcal{X}_N^{(r)})$ (as an abstract group) and satisfies $\hat{\mathfrak{S}}_K \cong \mathbb{K}^\times$. In this way, we may identify $\mathbb{K}^\times$ as a subgroup of the center of $\hat{\Theta}_K(\mathcal{X}_N^{(r)})$. The non-twisted version (i.e., $r = 1$) of the following theorem is well-known (cf. (8) (24)).
Lemma 7.1. Let \( \hat{\sigma} \in \hat{G}_K \). Note that if \( h \in \text{Ker}(\Phi) \) for some \( \tau_p \in K^\times \). First, suppose that \( (X_N, r) \neq (A_2, 2) \). By Lemma 6.3, we have
\[
1 = \Phi(h) = \hat{h}_{\alpha_0}(\tau_0)\hat{h}_{\alpha_1}(\tau_1) \cdots \hat{h}_{\alpha_\ell}(\tau_\ell).
\]
Then, by Lemma 5.7, \( h \in \hat{G}_K \).

Next, suppose that \( (X_N, r) = (A_2, 2) \). In this case, we get
\[
1 = \Phi(h) = \hat{h}_{\alpha_0}(\tau_0)\hat{h}_{\alpha_1}(\tau_1) \cdots \hat{h}_{\alpha_{\ell-1}}(\tau_{\ell-1}) \cdot \hat{h}_{\alpha_\ell}(\chi_{\alpha_\ell, \tau_\ell}, \chi_{\alpha_\ell-1}).
\]
Then, by Lemma 6.1, we see that \( \tau_p = c(\chi_{\alpha_\ell, \tau_\ell}, \chi_{\alpha_\ell-1}) = \tau_p^2 \). Hence, \( h \in \hat{G}_K \).

Thus, we conclude that \( \text{Ker}(\Phi) \subset \hat{G}_K \). One can easily see the converse \( \hat{G}_K \subset \text{Ker}(\Phi) \) in a similar way.

We have the following corollary.

Corollary 6.8. \( \hat{G}_K(X_N^{(1)})/K^\times \cong \mathcal{L}(G_K; \Gamma) \).

7. Twisted Affine Kac-Moody Groups

In this section, we define a \( \Gamma \)-action on the simply-connected affine Kac-Moody group \( \hat{G}_K(X_N^{(1)}) \) of type \( X_N^{(1)} \) defined over \( K(\xi) \), and show that the fixed-point subgroup of \( \hat{G}_K(X_N^{(1)}) \) under \( \Gamma \) coincides with the simply-connected affine Kac-Moody group \( \hat{G}_K(X_N^{(r)}) \) of type \( X_N^{(r)} \) defined over \( K \).

7.1. Twisted Affine Kac-Moody Groups. In this subsection, we define an action of the group \( \Gamma \) on the affine Kac-Moody group \( \hat{G}_K(X_N^{(1)}) \). For simplicity, we set \( \hat{\Delta} := \hat{\Delta}^{\text{id}} = \{ \alpha + n\delta \mid \alpha \in \Delta, n \in \mathbb{Z} \} \). For a real root \( \hat{\alpha} = \alpha + n\delta \in \hat{\Delta} \), we let
\[
\sigma(\hat{\alpha}) := \sigma(\alpha) + n\delta \quad \text{and} \quad \omega(\hat{\alpha}) := \omega(\alpha) + n\delta.
\]
Note that if \( \xi \in K \), then this \( \omega \) is trivial.

Let \( \hat{G}_K(\hat{\Delta}) \) denote the free group with free generating set \( \{ \hat{x}_{\hat{\alpha}}(\nu) \mid \hat{\alpha} \in \hat{\Delta}, \nu \in \mathbb{K}(\xi) \} \). We define group homomorphisms \( \hat{\sigma} \) and \( \hat{\omega} \) from \( \hat{G}_K(\hat{\Delta}) \) to \( \hat{G}_K(X_N^{(1)}) \) as follows.

\[
\hat{\sigma}(\hat{x}_{\hat{\alpha}}(\nu)) := x_{\sigma(\hat{\alpha})}(k_\alpha\xi^{-n}\nu) \quad \text{and} \quad \hat{\omega}(\hat{x}_{\hat{\alpha}}(\nu)) := x_{\omega(\hat{\alpha})}(\omega'(\nu)),
\]
where \( \hat{\alpha} = \alpha + n\delta \in \hat{\Delta} \) and \( \nu \in \mathbb{K}(\xi) \). Here, \( \omega' : \mathbb{K}(\xi) \to \mathbb{K}(\xi) \) is a \( \mathbb{K} \)-automorphism defined by \( \omega'(\xi) = \xi^{-1} \).

Lemma 7.1. For \( \tau \in \mathbb{K}(\xi)^\times \) and \( \hat{\alpha} = \alpha + n\delta \in \hat{\Delta} \), we have the following equations.
\[
\hat{\sigma}(\hat{\omega}_{\hat{\alpha}}(\tau)) = w_{\sigma(\hat{\alpha})}(k_\alpha\xi^{-n}\tau), \quad \hat{\sigma}(\hat{h}_{\hat{\alpha}}(\tau)) = h_{\sigma(\hat{\alpha})}(\tau), \quad \hat{\omega}(\hat{\omega}_{\hat{\alpha}}(\tau)) = w_{\omega(\hat{\alpha})}(\omega'(\tau)), \quad \text{and} \quad \hat{\omega}(\hat{h}_{\hat{\alpha}}(\tau)) = h_{\omega(\hat{\alpha})}(\omega'(\tau)).
\]

Proof. By Proposition 7.7, we note that \( k_\alpha = k_{-\alpha} = \pm 1 \). Thus, we have
\[
\hat{\sigma}(\hat{\omega}_{\hat{\alpha}}(\tau)) = \hat{\sigma}(\hat{x}_{\hat{\alpha}}(\tau)) \hat{\sigma}(\hat{x}_{-\alpha}(-\tau^{-1})) \hat{\sigma}(\hat{x}_{\hat{\alpha}}(\tau)) = x_{\sigma(\hat{\alpha})}(k_\alpha\xi^{-n}\tau) x_{-\sigma(\hat{\alpha})}(k_{-\alpha}\xi^n(-\tau^{-1})) x_{\sigma(\hat{\alpha})}(k_\alpha\xi^{-n}\tau) = x_{\sigma(\hat{\alpha})}(k_\alpha\xi^{-n}\tau) x_{-\sigma(\hat{\alpha})}(-(k_\alpha\xi^{-n}\tau)) x_{\sigma(\hat{\alpha})}(k_\alpha\xi^{-n}\tau) = w_{\sigma(\hat{\alpha})}(k_\alpha\xi^{-n}\tau).
\]
\[
\hat{\sigma} (h_\alpha (\tau)) = \hat{\sigma} (\hat{w}_\alpha (\tau)) \hat{\sigma} (\hat{w}_\alpha (-1)) = w_{\sigma(\bar{\alpha})} (k_\alpha \xi^{-n} \tau) w_{\sigma(\bar{\alpha})} (-1) w_{\sigma(\bar{\alpha})} (1) w_{\sigma(\bar{\alpha})} (-k_\alpha \xi^{-n}) = h_{\sigma(\bar{\alpha})} (k_\alpha \xi^{-n} \tau) h_{\sigma(\bar{\alpha})} (k_\alpha \xi^{-n})^{-1} = h_{\sigma(\bar{\alpha})} (\tau).
\]

Thus, we are done. For \( \hat{\omega} \), the proof is essentially the same as above. \( \square \)

Then by Proposition A.3 we get the following.

**Proposition 7.2.** The induced automorphisms \( \hat{\sigma} \) and \( \hat{\omega} \) on \( \hat{\mathcal{G}}_{K(\xi)}(X_N^{(1)}) \) are well-defined. The order of \( \hat{\sigma} \) (resp. \( \hat{\omega} \)) coincides with the order of \( \sigma \) (resp. \( \omega \)).

**Proof.** We have to check that \( \hat{\sigma} \) and \( \hat{\omega} \) preserve the relations (SC-A), (SC-B), (SC-B’), and (SC-C), see Appendix A.4. First, we shall show the claim for \( \hat{\sigma} \). For the relations (SC-A) and (SC-C) are trivial. Hence, we will show that \( \hat{\sigma} \) preserves (SC-B) and (SC-B’).

For (SC-B), we will show the following equation.

\[
[\Gamma_{\sigma(\bar{\alpha})} (k_\alpha \xi^{-n} \nu), \Gamma_{\sigma(\bar{\beta})} (k_\beta \xi^{-m} \mu)] = \prod_{\sigma (\bar{i} \bar{i} + j \bar{j}) \in Q_{\alpha, \beta}} x_{\sigma(\bar{i} \bar{i} + j \bar{j})} (c^{i, j}_{\alpha, \beta} k_\alpha \xi^{-n-m} \nu^i \mu^j),
\]

where \( \nu, \mu \in B \) and \( \bar{\alpha} = \alpha + n \delta, \bar{\beta} = \beta + m \delta \in \overline{\sigma(\Delta)} \). If \( \sigma = \text{id} \), then nothing to do. Thus, in the following, we assume that \( \sigma \neq \text{id} \). Suppose that \( X_N \neq A_{2\ell} \). In this case, it is easy to see that \( k_\alpha = k_\beta = k_{\alpha + \beta} = 1 \) and \( c^{i, j}_{\sigma(\bar{\alpha}), \sigma(\bar{\beta})} = c^{i, j}_{\alpha, \beta} \) by Proposition 3.7 and Lemma 3.8. Then the equation (7.2) holds. Suppose that \( X_N = A_{2\ell} \). In this case, a concrete calculation shows that

\[
c^{i, j}_{\alpha, \beta} = c^{i, j}_{\alpha, \beta} = \begin{cases} N_{\alpha, \beta} & \text{if } i = j = 1, \\ 0 & \text{otherwise.} \end{cases}
\]

Then again by Lemma 3.8 we get \( c^{i, j}_{\sigma(\bar{\alpha}), \sigma(\bar{\beta})} k_\alpha k_\beta k_{\alpha + \beta} = c^{i, j}_{\alpha, \beta} \). Hence, the equation (7.2) also holds.

For (SC-B’), we will show the following equation.

\[
w_{\sigma(\bar{\alpha})} (k_\alpha \xi^{-n} \tau) : x_{\sigma(\bar{\beta})} (k_\beta \xi^{-m} \nu) : w_{\sigma(\bar{\alpha})} (k_\alpha \xi^{-n} \tau)^{-1} = x_{s_{\sigma(\bar{\alpha})}(\sigma(\bar{\beta}))} (\eta_{\sigma(\bar{\alpha})}, \sigma(\bar{\beta})) k_{s_{\sigma(\bar{\alpha})}(\bar{\beta})} (\xi^{-m-n(\beta(H_\alpha))} \nu^r \beta(H_\alpha)),
\]

where \( \nu \in B, \tau \in K^* \) and \( \bar{\alpha} = \alpha + n \delta, \bar{\beta} = \beta + m \delta \in \overline{\sigma(\Delta)} \). Here, we used \( \sigma(\beta)(H_{\sigma(\alpha)}) = (\sigma(\beta), \sigma(\alpha)^\vee) = (\beta, \alpha^\vee) = \beta(H_\alpha) + s_{\sigma(\alpha)}(\sigma(\beta)) = \beta(H_\alpha) + (m - n\beta(H_\alpha)) \delta \). If \( \sigma = \text{id} \), then nothing to do. Thus, assume that \( \sigma \neq \text{id} \). As before, if \( X_N \neq A_{2\ell} \), then the equation (7.3) is easy to see. Suppose that \( X_N = A_{2\ell} \). In this case, a concrete calculation shows that

\[
\eta_{\alpha, \beta} = \eta_{\alpha, \beta} = \begin{cases} \pm 1 & \text{if } \beta(H_\alpha) = 0 \text{ (i.e., } s_{\alpha}(\beta) = \beta), \\ \pm N_{\pm \alpha, \beta} & \text{if } \beta(H_\alpha) = \pm 1 \text{ (i.e., } s_{\alpha}(\beta) = \beta \pm \alpha). \end{cases}
\]

Then by Lemma 3.8 one sees that the equation (7.3) holds.

Finally, using Lemma 4.1 we can also show that \( \hat{\omega} \) preserves the relations (SC-A), (SC-B), (SC-B’), and (SC-C). \( \square \)
By Proposition 7.2, we can consider the subgroup \( \langle \hat{\sigma}, \hat{\omega} \rangle \) of the automorphism group of \( \hat{\mathfrak{g}}_{K(\xi)}(X_N^{(1)}) \) generated by \( \hat{\sigma} \) and \( \hat{\omega} \), and we get an isomorphism \( \Gamma \cong \langle \hat{\sigma}, \hat{\omega} \rangle \) \( \sigma \mapsto \hat{\sigma} \) and \( \nu \mapsto \hat{\omega} \). Under this identification, \( \Gamma \) acts on the group \( \hat{\mathfrak{g}}_{K(\xi)}(X_N^{(1)}) \). We let \( \hat{\mathfrak{g}}_{K(\xi)}(X_N^{(1)})^\Gamma \) denote the fixed-point subgroup of \( \hat{\mathfrak{g}}_{K(\xi)}(X_N^{(1)}) \) under \( \Gamma \).

7.2. Special Elements in Twisted Affine Kac-Moody Groups. As in Section 5.1, we define some special elements in \( \hat{\mathfrak{g}}_{K(\xi)}(X_N^{(1)}) \).

For \( \nu \in K(\xi) \) and \( \tilde{\alpha} = \alpha' + n\delta \in ^{\sigma}\Delta^\sigma \) with \( \alpha' \leftrightarrow \alpha \in \Delta \), we define an element \( \hat{x}_{\tilde{\alpha}}(\nu) \) of \( \hat{\mathfrak{g}}_{K(\xi)}(X_N^{(1)}) \) as follows.

\[
\begin{align*}
(G-1): \quad \hat{x}_{\tilde{\alpha}}(\nu) &:= x_{\alpha}(\nu) \text{ if } \alpha' \text{ is of type (R-1)}, \\
(G-2): \quad \hat{x}_{\tilde{\alpha}}(\nu) &:= x_{\alpha}(\nu)x_{\sigma(\hat{\alpha})}(\xi^{-n}\nu) \text{ if } a \text{ is of type (R-2)}, \\
(G-3): \quad \hat{x}_{\tilde{\alpha}}(\nu) &:= x_{\alpha}(\nu)x_{\sigma(\hat{\alpha})}(\xi^{-n}\nu)x_{\tilde{\alpha} + \sigma(\hat{\alpha})}(\frac{1}{2}N_{\sigma(\alpha),\alpha}\xi^{-n}\nu^2) \text{ if } a \text{ is of type (R-3)}, \\
(G-4): \quad \hat{x}_{\tilde{\alpha}}(\nu) &:= x_{\alpha}(\nu)x_{\sigma(\hat{\alpha})}(\xi^{-n}\nu)x_{\sigma^2(\hat{\alpha})}(\xi^{-2n}\nu) \text{ if } a \text{ is of type (R-4)}. 
\end{align*}
\]

Lemma 7.3. These elements belong to \( \hat{\mathfrak{g}}_{K(\xi)}(X_N^{(1)})^\Gamma \).

Proof. If \( \hat{\sigma} = \id \), then nothing to do. We shall show the claim one-by-one for \( \hat{\sigma} \neq \id \).

In the following, let \( \alpha \in \Delta \) be the corresponding root \( a \leftrightarrow \alpha \in \Delta \).

Suppose that \( a \) is of type (R-1). By definition, \( \hat{\sigma}(\hat{x}_{\tilde{\alpha}}(\nu)) = x_{\alpha + n\delta}(k_{\alpha}\xi^{-n}\nu) \).

First, assume that \( (X_N, r) \neq (A_{2\ell}, 2) \). Then by Proposition 3.7, \( k_{\alpha} = 1 \). Since \( \tilde{\alpha} \in ^{\sigma}\Delta^\sigma \) and \( a \in \Delta_{\text{long}}^\sigma \), the integer \( n \) should be divided by \( r \). Thus, \( \xi^{-n} = 1 \), and hence \( \hat{\sigma}(\hat{x}_{\tilde{\alpha}}(\nu)) = \hat{x}_{\tilde{\alpha}}(\nu) \). Next, assume that \( (X_N, r) = (A_{2\ell}, 2) \). By Proposition 3.7, we have \( k_{\alpha} = -1 \). Hence, we have to show that \( \xi^{-n} = (1) = -1 \). Since \( \tilde{\alpha} \in ^{\sigma}\Delta^\sigma \) and \( \alpha' = 2\alpha \) is of type (R-1), we see \( n \in 2\mathbb{Z} + 1 \). Thus we are done.

Suppose that \( a \) is of type (R-2). Since \( k_{\alpha} = 1 \), we get
\[
\hat{\sigma}(\hat{x}_{\tilde{\alpha}}(\nu)) = x_{\sigma(\alpha) + n\delta}(\xi^{-n}\nu)x_{\alpha + n\delta}(\nu).
\]

This proves the claim, since \( \alpha + \sigma(\alpha) \notin \Delta \) and the product is commutative.

Suppose that \( a \) is of type (R-3). By Proposition 3.7, we get \( k_{\alpha} = 1 \) and \( k_{\alpha + \sigma(\alpha)} = -1 \). Since \( \tilde{\alpha} + \sigma(\tilde{\alpha}) = -1 \), \( \xi^{-n} = 1 \), and the product \( x_{\alpha}(\nu) \), we have
\[
\hat{\sigma}(\hat{x}_{\tilde{\alpha}}(\nu)) = x_{\sigma(\alpha)}(\xi^{-n}\nu)x_{\alpha}(\xi^{-2n}\nu)x_{\tilde{\alpha} + \sigma(\tilde{\alpha})}(\frac{1}{2}N_{\sigma(\alpha),\alpha}\xi^{-n}\nu^2) = x_{\tilde{\alpha}}(\nu).
\]

Here, we used the commutation law, see (A.1). Since \( c_{\sigma(\alpha),\alpha}^{1,1} = c_{\sigma(\alpha),\alpha}^{1,1} = N_{\sigma(\alpha),\alpha} \), we are done.

Suppose that \( a \) is of type (R-4). Then by the same calculation for (R-2) shows \( \hat{\sigma}(\hat{x}_{\tilde{\alpha}}(\nu)) = x_{\tilde{\alpha}}(\nu) \). Since \( \omega \sigma \omega = \sigma^2 \) and \( \omega'(\xi^{-n}\nu) = \xi^n \nu \), we get
\[
\omega(\hat{x}_{\tilde{\alpha}}(\nu)) = x_{\omega(\tilde{\alpha})}(\omega'(\nu))x_{\omega(\sigma(\tilde{\alpha}))}(\xi^n\nu)x_{\omega(\sigma^2(\tilde{\alpha}))}(\xi^2\nu) = \hat{x}_{\tilde{\alpha}}(\nu),
\]

see the proof of Lemma 5.2. This completes the proof.

For \( \tau \in K(\xi)^{\times} \) and \( \tilde{\alpha} = \alpha' + n\delta \in ^{\sigma}\Delta^\sigma \) with \( \alpha' \leftrightarrow \alpha \in \Delta \), we define elements \( w_{\tilde{\alpha}}(t) \) and \( \tilde{w}_{\tilde{\alpha}}(\tau) \) of \( \hat{\mathfrak{g}}_{K(\xi)}(X_N^{(1)}) \) as follows.

\[
(W-1): \quad w_{\tilde{\alpha}}(t) := w_{\tilde{\alpha}}(t) \text{ if } a' \text{ is of type (R-1)}. 
\]


(\hat{\mathbf{W}}-2): \hat{w}_a(\tau) := \hat{x}_a(\tau)\hat{x}_{-a}( -\xi n^{-1})\hat{x}_a(\tau) if a is of type (R-2).

(\hat{\mathbf{W}}-3): \hat{w}_a(\tau) := \hat{x}_a(\tau)\hat{x}_{-a}( -2\eta_{\mathbf{a},\alpha}\xi^n{-1})\hat{x}_a(\tau) if a is of type (R-3).

(\hat{\mathbf{W}}-4): \hat{w}_a(\tau) := \hat{x}_a(\tau)\hat{x}_{-a}( -\tau^{-1})\hat{x}_a(\tau) if a is of type (R-4).

(\mathbf{H}): \hat{h}_a(\tau) := \hat{w}_a(\tau)\hat{w}_a(-1) for all types.

Note that if a is of type (R-3), then \(N_{\sigma(\alpha),\alpha} = \pm 1\), and hence \((N_{\sigma(\alpha),\alpha})^{-1} = N_{\sigma(\alpha),\alpha}\).

Then a direct calculation shows the following.

**Lemma 7.4.** Elements \(\hat{x}_a(\nu), \hat{w}_a(\tau), \text{and} \hat{h}_a(\tau)\) satisfy the relations (SC-A), (SC-B), (SC-B'), and (SC-C) in \(\mathfrak{H}_{\mathbf{S}(\xi)}(X_N^{(1)})^\Gamma\).

### 7.3. Galois Descent Formalism

In this subsection, we will show that the fixed-point subgroup \(\mathfrak{H}_{\mathbf{S}(\xi)}(X_N^{(1)})^\Gamma\) of \(\mathfrak{H}_{\mathbf{S}(\xi)}(X_N^{(1)})\) under \(\Gamma\) is isomorphic to \(\mathfrak{H}_{\mathbf{K}}(X_N^{(r)})\).

If we consider the case when \(r = 1\), then we have constructed the following surjective group homomorphism (see \((5.1)\)).

\[
\mathfrak{H}_{\mathbf{S}(\xi)}(X_N^{(1)}) \to \mathbf{G}_{\mathbf{K}}(\mathbf{K}(\xi) \otimes_{\mathbf{K}} R_{\mathbf{K}}); \quad x_{\hat{a}}(\nu) \mapsto x_{\hat{a}}(\nu \otimes_{\mathbf{K}} z^n),
\]

where \(\hat{a} = a + n\delta \in \mathbb{A}_{\mathbf{K}}\) and \(\nu \in \mathbf{K}(\xi)\). Since \(\mathbf{G}_{\mathbf{K}}\) is a group scheme, we can consider the natural group isomorphism \(\mathbf{G}_{\mathbf{K}}(\mathbf{K}(\xi) \otimes_{\mathbf{K}} R_{\mathbf{K}}) \rightarrow \mathbf{G}_{\mathbf{K}}(S_{\mathbf{K}})\) induced from the canonical algebra isomorphism \(\mathbf{K}(\xi) \otimes_{\mathbf{K}} R_{\mathbf{K}} \rightarrow S_{\mathbf{K}} = \mathbf{K}(\xi)[z^\pm]\) given by \(\nu \otimes z^n \mapsto \nu z^n\) \((\nu \in \mathbf{K}(\xi), n \in \mathbb{Z})\). Then by composing above maps, we get the following surjective group homomorphism.

\[
\Psi : \mathfrak{H}_{\mathbf{S}(\xi)}(X_N^{(1)}) \to \mathbf{G}_{\mathbf{K}}(\mathbf{K}(\xi) \otimes_{\mathbf{K}} R_{\mathbf{K}}) \cong \mathbf{G}_{\mathbf{K}}(S_{\mathbf{K}}); \quad x_{\hat{a}}(\nu) \mapsto x_{\hat{a}}(\nu \otimes_{\mathbf{K}} z^n),
\]

where \(\hat{a} = a + n\delta \in \mathbb{A}_{\mathbf{K}}\) and \(\nu \in \mathbf{K}(\xi)\). It is easy to see that this preserves the \(\Gamma\)-action, see \((7.1)\) and Section \((5.1)\). Hence, by taking the fixed-point functor \((-)^\Gamma\) to \(\Psi\), we have the following group homomorphism.

\[
\Psi^\Gamma : \mathfrak{H}_{\mathbf{S}(\xi)}(X_N^{(1)})^\Gamma \rightarrow \mathbf{G}_{\mathbf{K}}(S_{\mathbf{K}})^\Gamma = \mathcal{L}(\mathbf{G}; \mathbf{G})\).
\]

Since \((-)^\Gamma\) is left exact, we have \(\text{Ker}(\Psi^\Gamma) \cong \mathbf{K}^\times\) by Theorem \((5.4)\).

On the other hand, we shall consider the following group homomorphism \(\Theta : \mathfrak{H}_{\mathbf{K}}(\mathbb{A}_{\mathbf{K}}) \rightarrow \mathfrak{H}_{\mathbf{S}(\xi)}(X_N^{(1)})^\Gamma\).

\[
\Theta(x_{\hat{a}}(\nu)) := \begin{cases} x_{\hat{a}}(\nu) & \text{if } a' \text{ is of type (R-1)}, \\ x_{\hat{a}}(\xi^{-n}_a\nu) & \text{if } a \text{ is of type (R-2)}, \\ x_{\hat{a}}(\xi\xi^{-n}_a\nu) & \text{if } a \text{ is of type (R-3)}, \\ x_{\hat{a}}(\nu) & \text{if } a \text{ is of type (R-4)}, \end{cases}
\]

where \(\hat{a} = a' + n\delta \in \mathbb{A}_{\mathbf{K}}\) and \(\nu \in \mathbf{K}\). For \(\xi_a\) and \(\xi_a\), see Notation \((4.12)\).

**Lemma 7.5.** The induced map \(\Theta : \mathfrak{H}_{\mathbf{K}}(X_N^{(r)}) \rightarrow \mathfrak{H}_{\mathbf{S}(\xi)}(X_N^{(1)})^\Gamma\) is well-defined.

**Proof.** For each \(\hat{a} \in \mathbb{A}_{\mathbf{K}}\) and \(\tau \in \mathbf{K}^\times\). One easily sees that

\[
\Theta(\hat{w}_a(\tau)) = \begin{cases} \hat{w}_a(\xi^{-n}_a\tau) & \text{if } a \text{ is of type (R-2)}, \\ \hat{w}_a(\tau) & \text{otherwise} \end{cases}
\]

and \(\Theta(\hat{h}_a(\tau)) = \hat{h}_a(\tau)\). Thus, by Lemma \((5.3)\), one easily sees that the map \(\Theta\) preserves the relations (SC-A), (SC-B), (SC-B'), and (SC-C).
Lemma 7.6. The following diagram is commutative.

\[
\begin{array}{ccc}
\hat{\mathcal{O}}_{\mathbb{K}(\xi)}(X_N^{(1)})^\Gamma & \xrightarrow{\psi^\Gamma} & G_{\mathbb{K}}(S_\mathbb{K})^\Gamma \\
\Theta & \downarrow & \downarrow \\
\hat{\mathcal{O}}_{\mathbb{K}}(X_N^{(r)}) & \xrightarrow{\phi} & \mathcal{L}(G_{\mathbb{K}}; \Gamma).
\end{array}
\]

Proof. Let \( \hat{a} = a' + n \delta \in \mathbb{K} \Delta^\sigma \) and \( \nu \in \mathbb{K} \). For an (R-1) type root \( a' \), it is easy to see that \((\psi^\Gamma \circ \Theta)(x_{\hat{a}}(\nu)) = x_{\alpha}(\nu z^{\hat{\alpha}}) = \Phi(x_{\hat{a}}(\nu))\). If \( a \) is of type (R-2), then

\[
(\psi^\Gamma \circ \Theta)(x_{\hat{a}}(\nu)) = \psi^\Gamma(\tilde{x}_{\hat{a}}(\xi_a^{-n} \nu)) = \psi(x_{\hat{a}}(\xi_a^{-n} \nu) x_{\sigma(\hat{a})}(\xi_a^{-n} \xi^{\alpha})) = x_{\alpha}(\xi_a^{-n} \nu z^{\hat{\alpha}}) x_{\sigma(\alpha)}(\xi_a^{-n} \xi^{\alpha} z^{\hat{\alpha}}) = \tilde{x}_{\alpha}(\xi_a^{-n} \nu z^{\hat{\alpha}}) = \Phi(x_{\hat{a}}(\nu)).
\]

Next, suppose that \( a \) is of type (R-3). Then \((\psi^\Gamma \circ \Theta)(x_{\hat{a}}(\nu))\) is calculated as follows.

\[
\psi^\Gamma(\tilde{x}_{\hat{a}}(\epsilon_a \xi_a^{-n} \nu)) = \psi(x_{\hat{a}}(\epsilon_a \xi_a^{-n} \nu) x_{\sigma(\hat{a})}(\epsilon_a \xi_a^{-n} \xi^{\alpha}) x_{\hat{a} + \sigma(\hat{a})}(\frac{1}{2} N_{\sigma(\hat{a}), \alpha} \xi_a^2 \xi_a^{-2n} \xi^{\alpha})) = x_{\alpha}(\epsilon_a \xi_a^{-n} \nu z^{\hat{\alpha}}) x_{\sigma(\alpha)}(\epsilon_a \xi_a^{-n} \xi^{\alpha} z^{\hat{\alpha}}) x_{\alpha + \sigma(\alpha)}(\frac{1}{2} N_{\sigma(\alpha), \alpha} \epsilon_a^2 \xi_a^{-n} \nu^2 z^{\hat{\alpha}}).
\]

On the other hand, by definition,

\[
\Phi(x_{\hat{a}}(\nu)) = \tilde{x}_{\alpha}(\epsilon_a \xi_a^{-n} \nu z^{\hat{\alpha}} \to (1, \frac{1}{2})) = \tilde{x}_{\alpha}(\epsilon_a \xi_a^{-n} \nu z^{\hat{\alpha}} \frac{1}{2} \epsilon_a^2 \xi_a^{-n} \nu^2 z^n).
\]

Since \( r = 2 \), we conclude that \((\psi^\Gamma \circ \Theta)(x_{\hat{a}}(\nu)) = \Phi(x_{\hat{a}}(\nu))\). Finally, if \( a \) is of type (R-4), then the similar calculus for (R-2) shows that the equation \((\psi^\Gamma \circ \Theta)(x_{\hat{a}}(\nu)) = \Phi(x_{\hat{a}}(\nu))\) also holds. \( \square \)

Thus, we have the following commutative diagram:

\[
\begin{array}{ccc}
1 & \xrightarrow{(\epsilon_a \xi_a^{-n} \nu)} & \hat{\mathcal{O}}_{\mathbb{K}(\xi)}(X_N^{(1)})^\Gamma & \xrightarrow{\psi^\Gamma} & G_{\mathbb{K}}(S_\mathbb{K})^\Gamma \\
\downarrow & & \downarrow \Theta & & \downarrow \\
1 & \xrightarrow{(\epsilon_a \xi_a^{-n} \nu)} & \hat{\mathcal{O}}_{\mathbb{K}}(X_N^{(r)}) & \xrightarrow{\phi} & \mathcal{L}(G_{\mathbb{K}}; \Gamma) & \to 1.
\end{array}
\]

By Theorem 6.7, we see that the bottom sequence is exact. In particular, \(\psi^\Gamma\) is surjective and the upper sequence is also exact. Thus, \(\Theta\) should be bijective, and hence we have the following result.

Theorem 7.7. \(\hat{\mathcal{O}}_{\mathbb{K}(\xi)}(X_N^{(1)})^\Gamma \cong \hat{\mathcal{O}}_{\mathbb{K}}(X_N^{(r)})\).

Appendix A. Kac-Moody Groups

There are several ways to construct a “Kac-Moody group” associated to a given Kac-Moody algebra, [12, 14, 17, 22, 24, 28] etc. In our paper, we have used a representation theoretic approach (à la Chevalley). In this appendix, we give the definition and review some basic properties.
A.1. Kac-Moody Algebras. In the following, we fix a natural number $\ell$ and put $I := \{1, \ldots, \ell\}$. An integer matrix $A = (a_{ij})_{i,j \in I}$ is called a generalized Cartan matrix (GCM for short) if it satisfies the following conditions: $a_{ii} = 2$ for $i \in I$, $a_{ij} \leq 0$ for $i \neq j \in I$, and $a_{ij} = 0 \Leftrightarrow a_{ji} = 0$ for $i, j \in I$. We let $(\Lambda, \Lambda^\vee, \Pi = \{\alpha_i\}_{i \in I}, \Pi^\vee = \{h_i\}_{i \in I})$ be a realization of $A$ over $\mathbb{Z}$, that is, $\Lambda$ is a free abelian group of finite rank, $\Lambda^\vee$ is the $\mathbb{Z}$-dual of $\Lambda$, and $\Pi$ (resp. $\Pi^\vee$) is $\mathbb{Z}$-free in $\Lambda$ (resp. $\Lambda^\vee$) satisfying $\alpha_j(h_i) = a_{ij}$ for all $i, j \in I$. We note that the rank $\ell'$ of $\Lambda$ satisfies $\ell' \geq \ell$. We put $\mathfrak{h} := \Lambda^\vee \otimes \mathbb{Z} \mathbb{C}$ and extend $\Pi^\vee$ to a $\mathbb{C}$-basis of $\mathfrak{h}$, say, $\{h_i\}_{i \in \ell'} = \{h_1, \ldots, h_\ell, h_\ell'\}$, where $\ell' := \{1, \ldots, \ell'\}$. 

A Kac-Moody algebra $\mathfrak{g}$ defined over $\mathbb{C}$ (associated to the triple $(\mathfrak{h}, \Pi, \Pi^\vee)$) is the Lie algebra defined over $\mathbb{C}$ generated by a set $\{h_i, e_i, f_i\}_{i \in I', i \in \ell'}$, called the Chevalley generators of $\mathfrak{g}$ (cf. [11]), subject to the following relations:

$$[h_i, h_j] = 0, \quad [h_i, e_j] = \alpha_j(h_i)e_j, \quad [h_i, f_j] = -\alpha_j(h_i)f_j,$$

$$[e_i, f_j] = \delta_{i,j}h_i, \quad \text{ad}(e_i)^{1-a_{pq}}(e_q) = 0, \quad \text{ad}(f_p)^{1-a_{pq}}(f_q) = 0$$

for $i', j' \in I'$, $i, j, p, q \in I$ with $p \neq q$. Here, $\delta_{i,j}$ is Kronecker's delta and $\text{ad} : \mathfrak{g} \rightarrow \text{End}_\mathbb{C}(\mathfrak{g})$; $X \mapsto (Y \mapsto [X, Y])$ is the adjoint representation on $\mathfrak{g}$.

One easily sees that $\mathfrak{h}$ is a Lie subalgebra of $\mathfrak{g}$, called the Cartan subalgebra of $\mathfrak{g}$. Let $\mathfrak{g}_+ \subset \mathfrak{g}_-$. Then we get the triangular decomposition $\mathfrak{g} = \mathfrak{g}_+ \oplus \mathfrak{h} \oplus \mathfrak{g}_-$. The $\mathbb{Z}$-submodule $Q := \sum_{i \in I} \mathbb{Z} \alpha_i$ of $\Lambda$ is called the root lattice. For latter use, we put $Q_\pm := \{\alpha \in Q \mid \alpha \neq 0 \text{ and } \pm \in \sum_{i \in I} \mathbb{Z} \alpha_i\}$, where $\mathbb{Z}_{\geq 0} := \{0, 1, 2, 3, \ldots\} \subset \mathbb{Z}$. For $\alpha \in Q$, we set the subspace $\mathfrak{g}_\alpha := \{X \in \mathfrak{g} \mid [H, X] = \alpha(H)X \text{ for all } H \in \mathfrak{h}\}$ of $\mathfrak{g}$ is called the root space of $\mathfrak{g}$ corresponding to $\alpha$. The set $\Delta := \{\alpha \in Q \mid \alpha \neq 0 \text{ and } \mathfrak{g}_\alpha \neq 0\}$ is called the root system of $\mathfrak{g}$ with respect to $\mathfrak{h}$. Set $\Delta_\pm := \Delta \cap Q_\pm$.

Let $\mathfrak{h}^*$ denote the $\mathbb{C}$-dual of $\mathfrak{h}$. For $\alpha_i \in \Pi$, we define $s_i \in \text{Aut}_\mathbb{C}(\mathfrak{h}^*)$ so that $s_i(\lambda) := \lambda - \lambda(h_i)\alpha_i$ for each $\lambda \in \mathfrak{h}^*$. The subgroup $W$ of $\text{Aut}_\mathbb{C}(\mathfrak{h}^*)$ generated by the set $\{s_i\}_{i \in I}$ is called the Weyl group of $\mathfrak{g}$. The set of all real roots $r\Delta$ is given by $W(\Pi) := \{w(\alpha) \mid w \in W, \alpha_i \in \Pi\}$. Set $r\Delta_\pm := r\Delta \cap \Delta_\pm$.

A.2. Admissible Lattices. Let $\mathcal{U}(\mathfrak{g})$ be the universal enveloping algebra over $\mathbb{C}$ of $\mathfrak{g}$. For $x \in \mathcal{U}(\mathfrak{g})$ and a natural number $m$, we set $x^{(m)} := \frac{1}{m!} x^m$ and $\left(\frac{x}{m!}\right)^{-1} \prod_{i=0}^{m-1} (x - i)$, where the product is taken in an arbitrary order. Put $x^{(0)} := \left(\frac{1}{m!}\right)^{-1}$ for simplicity. Let $\mathcal{U}_\mathbb{Z}$ be the $\mathbb{Z}$-subalgebra of $\mathcal{U}(\mathfrak{g})$ generated by the set

$$\left\{\left(\frac{h}{m!}\right)^{e_i^{(m)}}, f_i^{(m)} \mid h \in \Lambda^\vee, i \in I, m \in \mathbb{Z}_{\geq 0}\right\}.$$ 

By [30], this algebra is a $\mathbb{Z}$-form of $\mathcal{U}(\mathfrak{g})$, that is, the canonical map $\mathcal{U}_\mathbb{Z} \otimes \mathbb{Z} \mathbb{C} \rightarrow \mathcal{U}(\mathfrak{g})$ is an isomorphism of Lie algebras over $\mathbb{C}$.

Since each $e_i$ ($i \in I$) acts locally nilpotently on $\mathfrak{g}$ under the adjoint representation, we get an automorphism on $\mathfrak{g}$ as follows

$$\exp(\text{ad}(e_i)) : \mathfrak{g} \rightarrow \mathfrak{g}; \quad X \mapsto \sum_{m=0}^{\infty} \frac{1}{m!} \text{ad}(e_i)^{m}(X).$$

Similarly, we see that $\exp(\text{ad}(f_i)) \in \text{Aut}_\mathbb{C}(\mathfrak{g})$. For each $i \in I$, the restriction of the automorphism $\exp(\text{ad}(e_i)) \exp(\text{ad}(f_i))^{-1} \exp(\text{ad}(e_i))$ to $\mathfrak{h}$ coincides with the contragredient representation of $s_i$, and hence we shall identify both. The action of the Weyl group $W$ on $\mathfrak{g}$ naturally extends to $\mathcal{U}(\mathfrak{g})$. Then the $\mathbb{Z}$-algebra $\mathcal{U}_\mathbb{Z}$ is invariant under the action of $W$, see [30] Section 4.5.
A representation $g \to \text{End}_\mathbb{C}(V)$ is said to be $\mathfrak{h}$-diagonalizable if $V$ is the direct sum of its $\mathfrak{h}$-weight spaces $V = \bigoplus_{\lambda \in \mathfrak{h}^*} V_\lambda$, where $V_\lambda := \{ v \in V \mid H.v = \lambda(H)v \text{ for all } H \in \mathfrak{h} \}$. Set $\Lambda(V) := \{ \lambda \in \mathfrak{h}^* \mid V_\lambda \neq 0 \}$. A $\mathfrak{h}$-diagonalizable representation $V$ of $g$ is said to be integrable if $e_i$ and $f_i$ act locally nilpotently on $V$ for all $i \in I$.

Definition A.1 (Cf. [8, Section 27]). Let $V$ be a representation of $g$, and let $V_\mathbb{Z}$ be a $\mathbb{Z}$-submodule of $V$. A pair $(V, V_\mathbb{Z})$ is said to be admissible if

- $V$ is integrable,
- $V_\mathbb{Z}$ is a $\mathbb{Z}$-form of $V_\mathbb{Z}$ of all $i \in I$.
- $V_\mathbb{Z}$ is invariant under the action of $U_\mathbb{Z}$.

In this case, we call $V_\mathbb{Z}$ an admissible lattice in $V$.

Example A.2. We see some basic examples.

1. By the adjoint action, $g$ is an integrable representation of $g$. Then $g_\mathbb{Z} := g \cap U_\mathbb{Z}$ is an admissible lattice in $g$.

2. For $\lambda \in \mathfrak{h}^*$, we let $V^\lambda$ denote an integrable irreducible representation $V^\lambda$ of $g$ with highest weight $\lambda$. Then the $U_\mathbb{Z}$-submodule $V^\lambda_\mathbb{Z}$ of $V^\lambda$ generated by a highest weight vector of $V^\lambda$ is an admissible lattice in $V^\lambda$ (cf. [26 Corollary 1 in Chapter 2]).

3. For each $i \in I$, we let $\lambda_i$ be a fundamental weight, and let $V^{\lambda_i}$ be as in (2) above. Let $V_{\mathbb{Q}}$ be the direct sum of all $V^{\lambda_i}$ for $i \in I$. Then the direct sum of all $V^{\lambda_i}_\mathbb{Z}$ for $i \in I$ is an admissible lattice in $V$.

For an integrable representation $V$ of $g$, we let $\Xi(V)$ be the submodule of $\mathbb{Z}^\ell$ generated by $\{ (\lambda(h_i))_{i \in I} \in \mathbb{Z}^\ell \mid \lambda \in \Lambda(V) \}$, called the valued weight lattice of $V$. As in [26, Lemma 27], we have the relation $\Xi(g) \subset \Xi(V) \subset \Xi(V_{\mathbb{Q}}) = \mathbb{Z}^\ell$.

A.3. Chevalley Pairs. A Lie algebra automorphism $\rho : g \to g$ is called the Chevalley involution of $g$ if it satisfies

$$\rho(H) = -H, \quad \rho(e_i) = -f_i, \quad \text{and} \quad \rho(f_i) = -e_i$$

for all $H \in \mathfrak{h}$ and $i \in I$ (cf. [11, Section 1.3]).

For a real root $\alpha \in \re^{\Delta}$, recall that $g_\alpha$ is the root space of $g$ corresponding to $\alpha$. By definition, there exists $w \in W$ and $\alpha_i \in \Pi$ such that $\alpha = w(\alpha_i)$. We set $H_\alpha := w(h_i)$. Note that $H_\alpha = h_i$ for all $i \in I$.

Definition A.3. For a real root $\alpha \in \re^{\Delta}$, a pair $(X, Y) \in g_\alpha \times g_{-\alpha}$ is called a Chevalley pair for $\alpha$ if it satisfies $\rho(X) = -Y$ and $[X, Y] = H_\alpha$.

For a real root $\alpha \in \re^{\Delta}$ with $\alpha = w(\alpha_i)$ for some $w \in W$ and $\alpha_i \in \Pi$, we set $X_\alpha := w(e_i)$ and $X_{-\alpha} := w(f_i)$.

Then it is easy to see that $(X_\alpha, X_{-\alpha})$ is a Chevalley pair for $\alpha$. Using the Chevalley involution, a Chevalley pair uniquely exists up to sign (cf. [21]). Since $U_\mathbb{Z}$ is stable under the action of $W$, we get the following lemma.

Lemma A.4. For $\alpha \in \re^{\Delta}$ and $m \in \mathbb{Z}_{\geq 0}$, we have $X_\alpha^{(m)} \in U_\mathbb{Z}$.

For $\alpha, \beta \in \re^{\Delta}$, we define a scalar $N_{\alpha, \beta}$ by $[X_\alpha, X_\beta] = N_{\alpha, \beta} X_{\alpha + \beta}$. We set $N_{\alpha, \beta} = 0$ if $\alpha + \beta \notin \re^{\Delta}$, for simplicity. By [21, Theorem 1], the scalar $N_{\alpha, \beta}$ is an
As in Example A.2 (1), we consider the adjoint representation on \( \mathfrak{g} \) and \( \mathfrak{g}_Z = \mathfrak{g} \cap \mathcal{U}_Z \). For \( \nu \in \mathbb{Z} \), we can define an isomorphism \( \exp(\nu \text{ad}(X_\alpha)) : \mathfrak{g}_Z \to \mathfrak{g}_Z \) of \( \mathbb{Z} \)-modules by \( X \mapsto \sum_{m=0}^{\infty} \frac{\nu^m}{m!} \text{ad}(X_\alpha)^m (X) \) (cf. Lemma [A.4]).

For \( \alpha, \beta \in \mathbb{R}_\Delta \) with \( \alpha \neq \pm \beta \), we suppose

\[
Q_{\alpha,\beta} := \{ i\alpha + j\beta \in \mathbb{Q} \mid i, j = 1, 2, 3, \ldots \} \cap \Delta \subset \mathbb{R}_\Delta.
\]

Then by [21] Theorem 2, we can find integers \( c_{\alpha,\beta}^{i,j} \) such that

\[
\exp(\nu \text{ad}(X_\alpha)), \exp(\mu \text{ad}(X_\beta)) = \prod_{i \alpha + j \beta \in Q_{\alpha,\beta}} \exp(c_{\alpha,\beta}^{i,j} \nu^i \mu^j \text{ad}(X_{i\alpha+j\beta}))
\]

for all \( \nu, \mu \in \mathbb{Z} \), where the product is taken in an arbitrary order. Here, \( [\cdot, \cdot] \) denotes the commutator, that is, \( [x, y] := xyx^{-1}y^{-1} \) for two elements \( x, y \) of a group. Note that \( c_{\alpha,\beta}^{1,1} \) coincides with \( N_{\alpha,\beta} \).

For \( \alpha, \beta \in \mathbb{R}_\Delta \), there exists a scalar \( \eta_{\alpha,\beta} \) such that

\[
\exp(\text{ad}(X_\alpha)) \exp(-\text{ad}(X_\beta)) \exp(\text{ad}(X_\alpha))(X_\beta) = \eta_{\alpha,\beta} X_{s_\alpha(\beta)},
\]

where \( s_\alpha(\beta) := \beta - \beta(H_\alpha)\alpha \) is the simple reflection. By the property of Chevalley pairs, one sees that \( \eta_{\alpha,\beta} = \pm 1 \).

A.4. Kac-Moody Groups. Let \((V, V_2)\) be an admissible pair of \( \mathfrak{g} \). For a fixed field \( \mathbb{K} \), we set \( V_\mathbb{K} := V_2 \otimes_\mathbb{Z} \mathbb{K} \). For \( \alpha \in \mathbb{R}_\Delta \) and \( \nu \in \mathbb{K} \), we can define an element \( x_\alpha(\nu) \) of \( \text{Aut}_\mathbb{K}(V_\mathbb{K}) \) as follows.

\[
x_\alpha(\nu) : V_\mathbb{K} \longrightarrow V_\mathbb{K}; \quad v \otimes_\mathbb{Z} 1 \mapsto \sum_{m=0}^{\infty} X_\alpha^{(m)} \cdot v \otimes_\mathbb{Z} \nu^m,
\]

see Lemma [A.4]. Here, \( X_\alpha^{(m)} \cdot v \) denotes the action of \( X_\alpha^{(m)} \) on \( v \).

**Definition A.5.** The Kac-Moody group \( \mathfrak{g}_\mathbb{K} \) defined over \( \mathbb{K} \) associated to the admissible pair \((V, V_2)\) is the subgroup of \( \text{Aut}_\mathbb{K}(V_\mathbb{K}) \) generated by the set \( \{ x_\alpha(\nu) \mid \alpha \in \mathbb{R}_\Delta, \nu \in \mathbb{K} \} \). We prepare some terminology as follows.

- \( \mathfrak{g}_\mathbb{K} \) is said to be of adjoint type if we take \( V = \mathfrak{g} \) the adjoint representation.
- \( \mathfrak{g}_\mathbb{K} \) is said to be of simply connected type if we take \( V = V_\mathbb{K} \), or equivalently \( \Xi(V) = \mathbb{Z}^r \).
- \( \mathfrak{g}_\mathbb{K} \) is affine if \( \mathfrak{g} \) is affine (i.e., the GCM \( A \) is of affine type).

For simplicity, we say that an affine Kac-Moody group \( \mathfrak{g}_\mathbb{K} \) is of type \( \chi_\mathbb{K}^{(r)} \) if \( \mathfrak{g} \) is affine of type \( \chi_\mathbb{N}^{(r)} \), where \( \chi_\mathbb{N}^{(r)} \) is one of Kac’s list [11] Table Aff \( r \).

In the following, we let \( \mathfrak{g}_\mathbb{K} \) be a Kac-Moody group over \( \mathbb{K} \) associated to an admissible pair \((V, V_2)\). For \( \alpha \in \mathbb{R}_\Delta \) and \( \tau \in \mathbb{K}^\ast := \mathbb{K} \setminus \{ 0 \} \), we put

\[
w_\alpha(\tau) := x_\alpha(\tau)x_{-\alpha}(\tau^{-1})x_\alpha(\tau) \quad \text{and} \quad h_\alpha(\tau) := w_\alpha(\tau)w_\alpha(-1).
\]

One easily sees that \( w_\alpha(-\tau) = w_\alpha(\tau)^{-1} \) and \( h_\alpha(\tau)^{-1} = h_\alpha(\tau^{-1}) \).

Let \( \mathfrak{T}_\mathbb{K} \) be the subgroup of \( \mathfrak{g}_\mathbb{K} \) generated by \( \{ h_\alpha(\tau) \mid \alpha \in \mathbb{R}_\Delta, \tau \in \mathbb{K}^\ast \} \). The group \( \mathfrak{T}_\mathbb{K} \) is an abelian group and is generated by the \( h_\alpha(\tau) \)'s. We let \( \mathfrak{H}_\mathbb{K}^+ \) be the subgroup of \( \mathfrak{g}_\mathbb{K} \) generated by \( \{ x_\alpha(\nu) \mid \alpha \in \mathbb{R}_\Delta^+, \nu \in \mathbb{K} \} \), and let \( \mathfrak{H}_\mathbb{K}^- \) be the subgroup of \( \mathfrak{g}_\mathbb{K} \) generated by \( \mathfrak{T}_\mathbb{K} \) and \( \mathfrak{H}_\mathbb{K}^+ \).
Theorem A.6. The group $\mathfrak{G}_K$ admits a Bruhat decomposition, that is,
\[ \mathfrak{G}_K = \bigsqcup_{w \in \mathcal{W}} \mathfrak{B}_K^w \mathfrak{B}_K^\pm \] (disjoint union).

Proof. We only show the claim for $\mathfrak{B}_K^+$, since the proof is similar for $\mathfrak{B}_K^-$. Let $\mathfrak{N}_K$ be the subgroup of $\mathfrak{G}_K$ generated by \{ $w_\alpha(\tau) \mid \alpha \in \tau \Delta, \tau \in K^\times \}$.
It follows that $\mathfrak{T}_K$ is a normal subgroup of $\mathfrak{N}_K$, since $w_\alpha(\theta)h_\beta(\tau)w_\alpha(-\theta) = h_{\alpha}(\beta)(\tau)$ for $\alpha, \beta \in \Delta$ and $\tau, \theta \in K^\times$. The map $\mathcal{W} \to \mathfrak{N}_K/\mathfrak{T}_K$ defined by $s_i \mapsto w_\alpha(1)\mathfrak{T}_K$ is an isomorphism (cf. [26, Lemma 22]), and hence the subset $\mathcal{S} := \{ w_\alpha(1)\mathfrak{T}_K \mid \alpha \in \Pi \}$ of $\mathfrak{N}_K/\mathfrak{T}_K$ generates $\mathcal{W}$.

First, we show that $\mathfrak{T}_K$ coincides with $\mathfrak{B}_K^+ \cap \mathfrak{N}_K$. Since $\mathfrak{T}_K \subseteq \mathfrak{B}_K^+ \cap \mathfrak{N}_K$ is trivial, we take and fix $x \in \mathfrak{B}_K^+ \cap \mathfrak{N}_K$ and put $w = x^\mathfrak{T}_K$. For each $\lambda \in \Lambda(V_K)$ and $v_\lambda \in (V_K)_\lambda$, we write down the image of $v_\lambda$ under $x$ as
\[ x(v_\lambda) = \tau v_\lambda + \sum_{\beta \in Q_+} v_{\mu + \beta} = v'_w(\mu), \]
where $\tau \in K^\times$, $v_\mu + \beta \in (V_K)_{\mu + \beta}$, and $v'_w(\mu) \in (V_K)_w(\mu)$. Then by the assumption, we get $x(v_\lambda) = \tau v_\lambda = v'_w(\mu)$, $\sum_{\beta \in Q_+} v_{\mu + \beta} = 0$, and $v(\mu) = \mu$. For each $\alpha_i \in \Pi$, there exists $\mu_i \in \Lambda(V_K)$ such that $0 \neq e_i((V_K)_{\mu_i}) \subset (V_K)_{\alpha_i + \mu_i}$. In particular, we see $w(\mu_i) = \mu_i$ and $w(\alpha_i + \mu_i) = \alpha_i + \mu_i$.
This means that $w(\alpha_i) = \alpha_i$ for all $\alpha_i \in \Pi$, and hence $w = 1$. We conclude that $x \in \mathfrak{T}_K$. Finally, the same argument as in [17, Section 6.3] shows that $s \mathfrak{B}_K w \subseteq \mathfrak{B}_K^+ w \mathfrak{B}_K^+ w \mathfrak{B}_K$ and $s \mathfrak{B}_K w \not\subseteq \mathfrak{B}_K^+$ for all $s \in \mathcal{S}$ and $w \in \mathcal{W}$. These results show that the quadruple $(\mathfrak{G}_K, \mathfrak{B}_K^+, \mathfrak{N}_K, \mathcal{S})$ forms a Tits system for $\mathfrak{G}_K$ (cf. [18, 29]).

Let $Z(\mathfrak{G}_K)$ denote the center of the Kac-Moody group $\mathfrak{G}_K$, regarding as an abstract group. Using the Bruhat decomposition above, we can prove the following result in the same way as [26, Chapter 3].

Proposition A.7. The center $Z(\mathfrak{G}_K)$ of $\mathfrak{G}_K$ lies in $\mathfrak{T}_K$. Moreover, $Z(\mathfrak{G}_K)$ is explicitly given as
\[ Z(\mathfrak{G}_K) = \{ \prod_{i \in I} h_{\alpha_i}(\tau_i) \in \mathfrak{T}_K \mid \prod_{i \in I} \tau_i^{a_{ij}} = 1 \text{ for all } j \in I \}, \]
and is isomorphic to $\text{Hom}(\Xi(V)/\Xi(g), K^\times)$.

Let $\mathfrak{G}_K(\tau \Delta)$ denote the free group with free generating set $\{ \hat{x}_\alpha(\nu) \mid \alpha \in \tau \Delta, \nu \in K \}$. As (A.4), we put
\[ \hat{w}_\alpha(\tau) := \hat{x}_\alpha(\tau)\hat{x}_{-\alpha}(-\tau^{-1})\hat{x}_\alpha(\tau) \quad \text{and} \quad \hat{h}_\alpha(\tau) := \hat{w}_\alpha(\tau)\hat{w}_\alpha(-1) \]
for $\alpha \in \tau \Delta$ and $\tau \in K^\times$. We define the following relations in $\mathfrak{G}_K(\tau \Delta)$. For $\alpha, \beta \in \tau \Delta, \nu, \mu \in K, \tau, \theta \in K^\times$,

(\text{SC-A}): $\hat{x}_\alpha(\nu)\hat{x}_\mu(\mu) = \hat{x}_\mu(\mu + \nu)$,
(\text{SC-B}): $[\hat{x}_\alpha(\nu), \hat{x}_\beta(\mu)] = \prod_{i = \alpha + j \mu \in Q_{a,b}} \hat{x}_{\alpha + j \beta}(c_{a,b}^{\alpha+j} \nu \mu)$,
(\text{SC-B}'): $\hat{w}_\alpha(\tau)\hat{x}_\beta(\theta)\hat{w}_\alpha(\tau)^{-1} = \hat{x}_{\alpha}(\beta)(\eta_{\alpha,\beta} \nu \tau^{-\beta}(H_{\alpha}))$,
(\text{SC-C}): $\hat{h}_\alpha(\tau)\hat{h}_\alpha(\theta) = \hat{h}_\alpha(\tau \theta)$.

Here, $c_{a,b}^{\alpha+j}$ and $\eta_{\alpha,\beta}$ are defined in (A.1) and (A.2), respectively. By [30] (see also [26, Chapter 6]), we have the following result.
Proposition A.8. The Kac-Moody group of simply-connected type is isomorphic to the quotient group of \( \tilde{\mathfrak{g}}_K^{("\Delta")} \) by the normal subgroup generated by the relations (SC-A), (SC-B), (SC-B'), and (SC-C).
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