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Abstract—This paper aims to accommodate networked games in which the players’ dynamics are subject to unmodeled and disturbance terms. The unmodeled and disturbance terms are regarded as extended states for which observers are designed to estimate them. Compensating the players’ dynamics with the observed values, the control laws are designed to achieve the robust seeking of the Nash equilibrium for networked games. Firstly, we consider the case in which the players’ dynamics are subject to time-varying disturbances only. In this case, the seeking strategy is developed by employing a smooth observer based on the Proportional-Integral (PI) control. By utilizing the designed strategy, we show that the players’ actions would converge to a small neighborhood of the Nash equilibrium. Moreover, the ultimate bound can be adjusted to be arbitrarily small by tuning the control gains. Then, we further consider the case in which both an unmodeled term and a disturbance term coexist in the players’ dynamics. In this case, we adapt the idea from the Robust Integral of the Sign of the Error (RISE) method in the strategy design to achieve the asymptotic seeking of the Nash equilibrium. Both strategies are analytically investigated via the Lyapunov stability analysis. The applications of the proposed methods for a network of velocity-actuated vehicles are discussed. Finally, the effectiveness of the proposed methods is verified via conducting numerical simulations.

Index Terms—Nash equilibrium seeking, unmodeled dynamics and disturbance, extended state, distributed networks.

I. INTRODUCTION

More and more researchers have begun to explore Nash equilibrium computation for networked games, especially in recent years (see e.g., [1]-[10] for more comprehensive reviews). The main motivations for their efforts lie in both the wide applications of noncooperative games and their enormous potential to be adapted for the coordinative control and optimization of networked systems. The main focuses of the existing works are on algorithm developments, communication issues and tackling the constraints of the games in which the players are of first-order integrator-type dynamics. For example, Nash equilibrium seeking strategies were proposed for general networked games, $N$-cluster noncooperative games and (semi-)aggregative games in [1][2], [3]-[5] and [6]-[8], respectively. The authors in [9] considered Nash equilibrium computation for general convex games. In particular, the robustness of the Nash equilibrium computing method towards the changes of the network topologies as well as the transmission delays was investigated. In [10], the robustness of the consensus-based Nash computation algorithm towards switching communication topologies among the players was explored. In addition, robust analysis for the loss of communication was conducted. Given that the lengths of the time slots, in which the communication among the players was lost, were bounded by some certain value, the method can still achieve Nash seeking under certain conditions [10]. Nevertheless, it is worth mentioning that in many existing works including [1]-[10], the players were considered to be static (or first-order integrator-type) players whose action updating strategies can be freely designed though the system dynamics exhibit much more complex characteristics in many engineering systems.

In practical situations, the dynamics of the plants are usually subject to unmodeled terms and disturbances. For example, due to external disturbance and imprecise microfabrication, the control strategy designed for the MEMS gyroscope should take the parameter variations, the mechanical-thermal noises and the axes mechanical couplings into account [12]. To compensate for the effects of imprecise microfabrication and external disturbance, an Active Disturbance Rejection Control (ADRC) based strategy was adapted for the control of MEMS gyroscope in [12]. Moreover, physical hydraulic systems were trapped by uncertain parameters (e.g., hydraulic and payload unknown parameters) and external disturbances [13]. Gear shifting and tank pressure resulted in disturbance and varying parameters in the regenerative braking torque control of the air hybrid vehicles [14]. Moreover, it is a challenging task to get the accurate model information for the pneumatic muscle actuators. To address the unmodeled complexities, an ADRC-based control strategy was proposed for the pneumatic muscle actuator systems in [15]. Hydrodynamic damping forces and the working environments, that the autonomous marine surface vessels suffer, gave rise to unmodeled dynamics and unpredictable disturbances for the tracking control of marine surface vessels [16]. Motivated by the fact that unmodeled dynamics and disturbances are practically ubiquitous, this paper considers the robust Nash equilibrium computation for games in which there are unmodeled dynamics and time-varying disturbances in the players’ dynamics.

To deal with uncertainties and disturbances in system dynamics, various methods (e.g., disturbance-observer-based control, equivalent input disturbance estimator and extended state observers, to mention just a few) have been proposed...
In this paper, we use $\mathcal{G} = (\mathcal{V}, \mathcal{E}_d)$ to denote a communication graph. Note that $\mathcal{V} = \{1, 2, \ldots, M\}$, where $M \geq 2$ and is an integer, defines the set of nodes in the graph and $\mathcal{E}_d$ defines the set of edges for the nodes. The elements of $\mathcal{E}_d$ are $(i, j)$, which represents for an edge from node $i$ to node $j$. Associate with $(i, j) \in \mathcal{E}_d$ a weight $a_{ij} > 0$ and $a_{ii} = 0$. If $a_{ij} = a_{ji}, \forall i, j \in \mathcal{V}$, we say that $\mathcal{G}$ is undirected. A matrix with its element on the $i$th row and $j$th column being $a_{ij} > 0$ if $(j, i) \in \mathcal{E}_d$, else, $a_{ij} = 0$ is the adjacency matrix of graph $\mathcal{G}$ and is termed as $A$. Agent $j$ is a neighbor of agent $i$ if $a_{ij} > 0$. Given that there is a path between any pair of distinct vertices, the undirected graph is connected. Define $\mathcal{D}$ as a diagonal matrix whose $i$th diagonal element is $\sum_{j=1}^{M} a_{ij}$. Then, the Laplacian matrix $L$ is equal to $\mathcal{D} - A$ [1][21].

Notations: The concatenated column vector form of $h_i$ for $i \in \{1, 2, \ldots, N\}$ is denoted as $[h_i]_{vec}$. Similarly, $[h_{ij}]_{vec}$ (diag$\{h_{ij}\}$) for $i \in \{1, 2, \ldots, N\}$, $j \in \{1, 2, \ldots, M\}$ is defined as a column vector (diagonal matrix) whose elements (diagonal elements) are $h_{11}, h_{12}, \ldots, h_{1M}, h_{21}, \ldots, h_{NM}$, successively. The minimum and maximum eigenvalues of a symmetric positive definite matrix $P$ are denoted as $\lambda_{min}(P)$ and $\lambda_{max}(P)$, respectively. Moreover, the minimum and maximum elements of $h_i$ for $i \in \{1, 2, \ldots, N\}$ are denoted as $\min\{h_i\}$ and $\max\{h_i\}$, respectively. The notation $\min\{a, b\} = a (\max\{a, b\} = b)$ if $a \leq b$. Else, $\min\{a, b\} = b (\max\{a, b\} = a)$.

### III. Problem Formulation

In this paper, we consider a game with $N$ players labeled from 1 to $N$, successively. In the considered game, player $i$ intends to

$$\min_{x_i}, \ f_i(x)$$

subject to $\dot{x}_i = u_i + \varsigma g_i(x) + d_i(t)$

where $i \in \mathcal{N}$ and $\mathcal{N} = \{1, 2, \ldots, N\}$ is the player set. Moreover, $x_i \in \mathbb{R}$, $u_i$ and $f_i(x)$ are the action, the control input and the objective function of player $i$, respectively. In addition, $x = [x_1, x_2, \ldots, x_N]^T$. Note that $g_i(x)$ and $d_i(t)$ respectively denote the unmodeled term and the external disturbance whose explicit expressions are not available. The parameter $\varsigma$ is equal to 0 or 1. In the rest of the paper, these two cases will be investigated successively. Suppose that if player $j$ is not a neighbor of player $i$, then player $i$ can not directly access the action of player $j$. The paper aims to design the control inputs to achieve robust Nash equilibrium seeking for the considered game.

For notational convenience, define $x_{-i} = [x_1, x_2, \ldots, x_{i-1}, x_{i+1}, \ldots, x_N]^T$. Then, $f_i(x)$ can be written as $f_i(x_i, x_{-i})$ instead. Following the above notations, Nash equilibrium is defined as follows.

**Definition 1:** An action profile $x^* = (x_1^*, x_{-1}^*)$ is a Nash equilibrium if for $i \in \mathcal{N}$,

$$f_i(x_i^*, x_{-1}^*) \leq f_i(x_i, x_{-1}^*),$$

for $x_i \in \mathbb{R}$ [1].
Remark 1: In this paper,
\[ \dot{x}_i = u_i + \zeta g_i(x) + d_i(t), \]  
where \( \zeta = 0 \) or \( \zeta = 1 \). In contrast,
\[ \dot{x}_i = u_i, \]
in [1][10], indicating that compared with [1][10], unmodeled dynamics and uncertainties are further addressed in the paper. Note that as \( g_i(x) \) is a function of \( x \), it brings couplings among the players’ dynamics thus making the problem more challenging. Moreover, the problem considered in this paper differs from that of [3]-[5] in the following two aspects:

1) On the game model: The works on Nash equilibrium seeking (see e.g., [1],[3] and the references therein).

2) On the players’ dynamics: This paper considers that the players’ dynamics are suffering from disturbances and unmodeled dynamics while in [3]-[5], no dynamical constraints were considered and the Nash equilibrium seeking strategies can be freely designed.

Adopted from [1][3], the assumptions given below will be utilized in the upcoming sections.

Assumption 1: For each \( i \in N \), \( f_i(x) \) is a twice-continuously differentiable function.

Assumption 2: There exists a positive constant \( m \) such that for \( x, z \in \mathbb{R}^N \),
\[ (x - z)^T (\Upsilon(x) - \Upsilon(z)) \geq m ||x - z||^2 , \]  
where \( \Upsilon(x) = \left[ \frac{\partial f_i(x)}{\partial x_i} \right]_{x=x_i} \).

Remark 2: If \( f_1(x) = f_2(x) = \cdots = f_N(x) = f(x) \), Assumption 2 would be reduced to the strong convexity of \( f(x) \), which suggests the existence and uniqueness of the minimization solution of \( f(x) \). Similarly, Assumption 2 indicates that the pseudo-gradient vector \( \Upsilon(x) \) is strongly monotone with constant \( m \), which suggests the existence and uniqueness of the Nash equilibrium in the game [3]. Moreover, by Assumption 2, the players’ actions can be driven to the Nash equilibrium via the gradient play [1], which lays the foundation for the stability analysis in this paper. Note that Assumption 2 is a widely adopted assumption in existing works on Nash equilibrium seeking (see e.g., [1][3] and the references therein).

Assumption 3: The players are equipped with an undirected and connected communication graph \( G \).

IV. MAIN RESULTS

In this section, we firstly consider the case in which the players’ dynamics are subject to external disturbance only, followed by the case in which the players’ dynamics are subject to both an unmodeled term and a disturbance term.

A. Strategy design with a smooth state observer

In this section, we concern with games in which player \( i \)’s action is given by
\[ \dot{x}_i = u_i + d_i(t), \]  
where \( i \in N \). The disturbance \( d_i(t) \) is supposed to satisfy the following condition.

Assumption 4: The disturbance term \( d_i(t) \) is continuously differentiable and \( \dot{d}_i(t) \) is bounded for \( t \geq t_0, i \in N \), where \( t_0 \) is the initial time instant.

To further proceed to the strategy design, let \( z_i = d_i(t) \). Then, the dynamics of player \( i \) can be written as
\[ \dot{x}_i = u_i + z_i, \]
\[ \dot{z}_i = \dot{d}_i(t). \]

By regarding the external disturbance as an extended state, the control law is designed as
\[ u_i = -\frac{\partial f_i}{\partial x_i}(y_i) - \hat{z}_i, \]
in which \( \frac{\partial f_i}{\partial x_i}(y_i) = \frac{\partial f(x)}{\partial x} |_{x=y_i}, y_i = [y_{i1}, y_{i2}, \cdots, y_{iN}]^T \) and \( y_{ij}, \hat{z}_i \) are generated by
\[ \dot{y}_{ij} = -\theta_{ij} \left( \sum_{k=1}^{N} a_{ik}(y_{ij} - y_{kj}) + a_{ij}(y_{ij} - x_j) \right), \]
\[ \hat{z}_i = \bar{K}_{i1}(x_i - \hat{x}_i). \]

Moreover, \( \bar{K}_{i1} = \sigma \bar{k}_{i1}, \bar{K}_{i2} = \sigma^2 \bar{k}_{i2}, \theta_{ij} = \theta \hat{\theta}_{ij} \) where \( \sigma, \theta \) are positive parameters to be determined and \( \theta_{ij}, k_{i1}, k_{i2} \) are fixed positive constants.

Remark 3: As the players’ dynamics are subject to time-varying disturbances, the main idea is to employ an observer to estimate the disturbance and then compensate for the disturbance by utilizing the estimated value in the control law. Hence, \( \hat{z}_i \) can be regarded as the observed disturbance. Moreover, as the players do not have direct access into the actions of the players who are not their neighbors, this paper follows our previous works in [1][3] to estimate the requested information by utilizing consensus protocols.

Define
\[ \zeta_{i1} = x_i - \hat{x}_i, \zeta_{i2} = z_i - \hat{z}_i, \]
\[ \xi_{i1} = x_i - x_{i1}, \eta_{ij} = y_{ij} - x_j, \]
where \( x_{i1}^* \) is defined in Definition 4, then,
\[ \dot{\zeta}_{i1} = \hat{x}_i - \hat{x}_i = -\bar{K}_{i1}\zeta_{i1} + \zeta_{i2}, \]
\[ \dot{\zeta}_{i2} = \hat{z}_i - \hat{z}_i = -\bar{K}_{i2}\zeta_{i1} + d_i(t), \]
\[ \dot{\xi}_i = \hat{x}_i = -\frac{\partial f_i}{\partial x_i}(y_i) + \zeta_{i2}, \]
\[ \dot{\eta}_{ij} = \dot{y}_{ij} - \hat{x}_j = -\theta_{ij}\left( \sum_{k=1}^{N} a_{ik}(\eta_{ij} - \eta_{kj}) + a_{ij}\eta_{ij} \right) - \dot{\zeta}_j. \]
Hence,
\[
\dot{\zeta}_i = -\sigma k_1 \dot{\zeta}_i + \zeta_2 \\
\dot{\zeta}_2 = -\sigma d_2 \dot{\zeta}_2 + d(t)
\]
\[
\dot{\xi} = -\frac{\partial f_i}{\partial x_i}(y_i) + \zeta_2
\]
\[
\eta = -\theta(\zeta_i \otimes I_{N \times N} + A_0)\eta - I_N \otimes \dot{\zeta},
\]
where \( k_1 = \text{diag}(k_{i1}, k_2) \), \( k_2 = \text{diag}(k_{i2}, d(t)) \), \( \dot{d}(t) \), \( \Theta = \text{diag}(\Theta_{ij}) \), and \( A_0 = \text{diag}(a_{ij}) \) and \( I_{N \times N} \) is an identity matrix of dimension \( N \times N \).

Define \( \zeta = [\zeta_i^T, \zeta_2^T]^T \), then
\[
\dot{\zeta} = -\Delta \zeta + d_1(t),
\]
where \( \Delta = \begin{bmatrix} \sigma k_1 & -I_{N \times N} \\ \sigma d_2 k_2 & 0_{N \times N} \end{bmatrix} \) and \( d_1(t) = [0^T_N, d(t)^T]^T \).

It is obvious that the closed-loop system in (12) can be regarded as a cascaded system as \( d(t) \) is bounded by Assumption 3. Hence, it is expectable that the proposed method can drive the players’ actions to arbitrarily small neighborhood of the Nash equilibrium if the PI-based observer can achieve the disturbance estimation with arbitrarily small estimation error. In the following, we present the analytical convergence result for the closed-loop system in (12).

**Theorem 1:** Suppose that Assumptions 1-3 are satisfied. Then, for any constant \( v_1, v_2 \), there exists a positive constant \( \theta^*(v_1, v_2), \sigma^*(v_1, v_2) \) such that for each \( \theta \in (\theta^*, \infty), \sigma \in (\sigma^*, \infty) \), there exists \( T \geq t_0 \) such that for \( t \geq T \),
\[
||E(t)|| \leq v_1,
\]
where \( E = [\zeta_i^T, \eta^T, \zeta_2^T]^T \).

**Proof:** See Section VII-A for the proof.

In the analysis of Theorem 1 we suppose that \( f_i(x) \) is locally Lipschitz for \( i \in \mathcal{N} \). Actually, given that \( f_i(x) \) is globally Lipschitz for \( i \in \mathcal{N} \), Theorem 1 can be further strengthened. In the following corollary, we derive the corresponding result for the case in which \( f_i(x) \) is globally Lipschitz for \( i \in \mathcal{N} \).

**Corollary 1:** Suppose that Assumptions 1-4 are satisfied and \( \frac{\partial f_i(x)}{\partial x_i} \) for all \( i \in \mathcal{N} \) are globally Lipschitz. Then, for any constant \( v_1 \), there exist positive constants \( \theta^*, \sigma^*(v_1) \) such that for each \( \theta \in (\theta^*, \infty), \sigma \in (\sigma^*, \infty) \), there exists \( T \geq t_0 \) such that for \( t \geq T \),
\[
||E(t)|| \leq v_1
\]
\[
\text{Proof:} \quad \text{The result can be derived by noticing that if} \quad \frac{\partial f_i(x)}{\partial x_i} \text{ for all } i \in \mathcal{N} \text{ are globally Lipschitz, the proof of Theorem 1 holds for any initial condition.}
\]

**Remark 4:** In Theorem 1 and Corollary 1 we establish the convergence results for the proposed method in (13)–(9) and show that the proposed method can drive the players’ actions to an arbitrarily small neighborhood of the Nash equilibrium by tuning the control parameters. Comparing Theorem 1 with Corollary 1 it can be seen that if \( \frac{\partial f_i(x)}{\partial x_i} \) for all \( i \in \mathcal{N} \) are globally Lipschitz, we can obtain a global convergence result. However, if \( \frac{\partial f_i(x)}{\partial x_i} \) is locally Lipschitz for \( i \in \mathcal{N} \), it is required that the initial errors should be bounded (though the bound can be arbitrarily large).

In the following section, an asymptotic seeker that can accommodate both the unmodeled complexities and time-varying disturbances in the system dynamics will be presented.

**B. Strategy design with an asymptotic state observer**

In this section, we consider the Nash equilibrium seeking in which
\[
\dot{x}_i = u_i + g_i(x) + d_i(t).
\]

The upcoming analysis will be proceeded based on the following assumption.

**Assumption 5:** The functions \( g_i(x) \) for \( i \in \mathcal{N} \) are sufficiently smooth. Moreover, \( \frac{\partial g_i(x)}{\partial x_i}, \frac{\partial^2 g_i(x)}{\partial x_i^2} \) for \( i, j, k \in \mathcal{N} \) are bounded given that \( x \) is bounded. In addition, the disturbances \( d_i(t) \) for \( i \in \mathcal{N} \) are sufficiently smooth and \( d_i(t), \dot{d}_i(t) \) are bounded for \( i \in \mathcal{N}, t \geq t_0 \).

To accommodate the unmodeled dynamics and disturbance term, let \( z_i = g_i(x) + d_i(t) \). Then, the dynamics of player \( i \) can be written as
\[
\dot{x}_i = u_i + z_i,
\]
\[
\dot{z}_i = \dot{g}_i(x) + d_i(t).
\]

To seek the Nash equilibrium, let
\[
u_i = \frac{\partial f_i}{\partial x_i}(y_i) - \dot{z}_i
\]
in which \( y_i = [y_{i1}, y_{i2}, \cdots, y_{iN}]^T \). Moreover,
\[
\dot{y}_{ij} = -\theta_{ij} \sum_{k=1}^{N} a_{ik}(y_{ij} - y_{kj}) + a_{ij}(y_{ij} - y_{xj})
\]
\[
\dot{z}_i = k_i^s c_i (x_i - \hat{x}_i) + \beta_i \text{sgn}(x_i - \hat{x}_i),
\]
where \( \theta_{ij} = \theta_{ij}, \theta \) is a positive control gain to be further determined and \( \theta_{ij} \) is a fixed control parameter. Moreover, \( \text{sgn}(\cdot) \) is the standard signum function and \( k_i^s, c_i, \beta_i \) are positive control gains to be further determined.

**Remark 5:** The proposed method is motivated by [17] in which the unknown dynamics and disturbances are estimated based on the RISE method (see, e.g., [17]-[19]). Compared with the strategy in Section IV-A, we see that the main difference is that a signum function is further included in the observer to achieve better convergence results.

To facilitate the subsequent analysis, define the error signals as
\[
\xi_1 = x_i - \hat{x}_i, \xi_2 = z_i - \dot{z}_i
\]
\[
\eta_{ij} = y_{ij} - x_j.
\]

Then,
\[
\dot{\xi}_i = \dot{x}_i - \dot{x}_i
\]
\[
= z_i - \dot{z}_i - (k_i^s + c_i) (x_i - \dot{x}_i)
\]
\[
= -(k_i^s + c_i) \xi_1 + \xi_2
\]
\[
\dot{\xi}_2 = \dot{z}_i - \dot{z}_i
\]
\[
= \dot{g}_i(x) + d_i(t) - c_i k_i^s \xi_1 - \beta_i \text{sgn}(\xi_{i1}).
\]
Moreover,\[\dot{\xi}_i = \dot{x}_i = \frac{\partial f_i}{\partial x_i}(y_i) + \zeta_{i2},\] (22) and\[\dot{n}_{ij} = -\theta_{ij}\sum_{k=1}^{N} a_{ik}(\eta_{ij} - \eta_{k2}) + a_{ij}\eta_{ij} - \dot{\zeta}_j.\] (23)

Writing the error system in the concatenated vector form gives the observation error subsystem as\[\dot{\zeta}_1 = -(k_1 + c)\zeta_1 + \zeta_2,\] (24)\[\dot{\zeta}_2 = -ck_2\zeta_1 - b\text{sgn}(\zeta_1) + \hat{g}_i(x)\|_{vec} + [\dot{d}_i(t)]_{vec},\]
the optimization error subsystem as\[\dot{\xi} = -\left[\frac{\partial f_i}{\partial x_i}(y_i)\right]_{vec} + \zeta_2,\] (25) and the consensus error subsystem as\[\dot{n} = -\hat{\Theta}(L \otimes I_{N \times N} + A_0)n - 1_N \otimes \dot{\zeta},\] (26)
where \(k_s = \text{diag}(k_1), c = \text{diag}(c), \beta = \text{diag}(\beta), \zeta_1 = [\zeta_{i1}]_{vec}, \zeta_2 = [\zeta_{i2}]_{vec}, \xi = [\xi_{ij}]_{vec}, n = [n_{ij}]_{vec}, \hat{\Theta} = \text{diag}(\hat{\theta}_i)\) and \(y = [y_{ij}]_{vec}.

To facilitate the subsequent analysis, define a filtered signal as\[\gamma = \zeta_1 + c\zeta_1.\] (27)

Then,\[\dot{\gamma} = -(k_1 + c)\dot{\zeta}_1 + \dot{\zeta}_2 + c\zeta_1\]
\[= -k_s\gamma - b\text{sgn}(\zeta_1) + \hat{g}_i(x)\|_{vec} + [\dot{d}_i(t)]_{vec}.\] (28)

Intuitively speaking, the signum function in the RISE-based method would enlarge the regulation force of the integration part for the observer when the error is very small thus leading to better control performance. Hence, we may expect enhanced stability result for the RISE-based method compared with the result for the PI-based method in [12]. Denote \(E_f = [\zeta_1, \zeta_2, \gamma, \eta, \dot{\eta}]^{T}\). In the following, we show that \(||E_f(t)||\) would be vanishing to zero as \(t \to \infty\).

**Theorem 2:** Suppose that Assumptions 1, 3 and 5 are satisfied. Then, for any positive constant \(v_1\), there exists a \(\theta^*(v_1) > 0\) such that for each \(\theta \in (\theta^*, \infty)\), there exists a positive constant \(k^*_s(v_1, \theta)\) such that for each \(k^*_s \in (k^*_s, \infty), \in \mathbb{N}\), there exists a positive constant \(c^*(v_1, \theta, k_s)\) such that for each \(c_i \in (c^*, \infty), \in \mathbb{N}\), there exists a positive constant \(\beta^*(v_1, \theta, c, k_s)\) such that for each \(\beta_i \in (\beta^*, \infty), \in \mathbb{N}\),\n
\[||E_f(t)|| \to 0 \quad \text{as} \quad t \to \infty\] (29)
given that \(||E_f(t_0)|| \leq v_1\).

**Proof:** See Section VII-B for the proof.

**Remark 6:** Compared with the results in Section IV-A, we see that by utilizing the RISE-based method, asymptotic convergence results can be obtained though the system dynamics are subject to both uncertainties (i.e., \(g_i(x)\)) and disturbances (i.e., \(d_i(t)\)). Moreover, if the players' dynamics are governed by (6), it can be seen that the RISE-based method would still result in an asymptotic stability result. Note that the PI-based method is given as it is smooth and simpler than the RISE-based method. In addition, compared with the PI-based method, stricter requirements on the disturbance are required for the RISE-based method (see Assumptions 4 and 5). Furthermore, though it might be possible to apply the PI-based method to the case in which unmodeled dynamics and disturbance coexist in the players' dynamics by suitably tuning the control gains, the RISE-based method serves as a more precise control method compared with the PI-based method.

**Remark 7:** In [11], potential games with disturbance were solved by utilizing the real-time measurements of the players' costs. Noticing that each player’s objective function might be determined by all the engaged players’ actions, this paper differs from [11] to utilize only local communication among the players, which benefits the applications in distributed systems. Different from [11] that only considered potential games with bounded disturbances, this paper accommodates general networked games with both disturbances and unmodeled dynamics. Moreover, this paper proposes a method that can achieve robust asymptotic equilibrium seeking under distributed networks, while in [11], we only showed that the players’ actions can be driven to a neighborhood of the Nash equilibrium.

**Remark 8:** With the increasing requirements on the precision of control algorithms, various disturbance estimation and attenuation methods have been proposed. For example, equivalent input disturbance based estimators, disturbance observer based control and extended state observers, to mention just a few, are typical effective methods for disturbance estimation and attenuation [25]. In this paper, the robustness of the Nash equilibrium seeking strategy is achieved by utilizing extended state observer based approaches as they require least plant information among the aforementioned disturbance estimation and attenuation methods [26]. Moreover, the proposed extended state observers are designed based on PI or RISE, which are simple for practical implementation. If more plant information is available, it would be interesting future works to further reduce the order of the observers by utilizing other disturbance estimation and attenuation methods.

V. APPLICATION TO VELOCITY-ACTUATED MOBILE SENSOR NETWORKS

In [22], the authors defined a connectivity control game for a network of mobile sensors. By supposing that the sensors try to find a tradeoff between the local objective (e.g., source seeking, positioning) and the global objective (e.g., preserve connectivity with the other sensors), the cost function of sensor \(i\) is defined as [22]\[J_i(x) = l_i^c(x_i) + l_i^p(x),\] (30)\[l_i^c(x_i) = x_i^T r_i x_i + x_i^T r_i + b_i,\] (31) and\[l_i^p(x) = \sum_{j \in N_i} c_{ij}||x_i - x_j||^2.\] (32)
Moreover, \( x_i = [x_{i1}, x_{i2}]^T \in \mathbb{R}^2 \) denotes the position of sensor \( i \), \( r_{ii}, r_i, b_i, c_{ij} > 0 \) are constant matrices or vectors of compatible dimension and \( N_i \) denotes the neighbor set of sensor \( i \) in the communication graph. In addition, for each \( i \in \mathcal{N}, r_{ii} \) is symmetric positive definite and strictly diagonally dominant. The objective function in (22) can be treated as a cost that motivates the sensors to keep connectivity with their neighbors. Different from [22], in this paper, we consider the following global objective:

\[
\ell_i^p(x) = \sum_{j \in \mathcal{N}_i^p} c_{ij} ||x_i - x_j||^2, \tag{33}
\]

where \( \mathcal{N}_i^p \) denotes the physical neighbor set of sensor \( i \). This basically means that if sensor \( j \in \mathcal{N}_i^p \), then, the objective function of sensor \( i \) depends on the position of sensor \( j \) but sensor \( j \) is not necessarily a neighbor of sensor \( i \) in the communication graph. The modification is reasoned as follows. If sensor \( j \), where \( j \in \mathcal{N}_i^p \), is a neighbor of sensor \( i \) in the communication graph, then, the corresponding term \( ||x_i - x_j||^2 \) denotes the willingness of sensor \( i \) to keep its connectivity with sensor \( j \). Else if sensor \( j \), where \( j \in \mathcal{N}_i^p \), is not a neighbor of sensor \( i \) in the communication graph, the corresponding term \( ||x_i - x_j||^2 \) denotes sensor \( i \)'s willingness to get closer to sensor \( j \) (such that it may have a new connection to sensor \( j \)). By such a modification, the objective function in (22) can be treated as a special case of (33) by enforcing \( \mathcal{N}_i^p = \mathcal{N}_i \).

In the following, we consider a network of sensors in which sensor \( i \)'s objective function is

\[
f_i(x) = \ell_i^p(x_i) + \ell_i^q(x). \tag{34}
\]

Suppose that the sensors' dynamics are governed by

\[
x_i = u_i + d_i(t), \tag{35}
\]

and the control strategies are given in (31) (by directly adapting \( u_i, z_i, \hat{x}_i \) therein to two-dimensional column vectors). Then, the following corollary holds.

**Corollary 2:** Suppose that Assumptions 3-4 are satisfied. Then, for any positive constant \( v_1 \), there exist positive constants \( \theta^*, \sigma^*(v_1) \) such that for each \( \theta \in (\theta^*, \infty) \), \( \sigma \in (\sigma^*, \infty) \), there exists a constant \( T \geq t_0 \) such that

\[
||\mathcal{E}(t)|| \leq v_1, \quad \forall t > T. \tag{36}
\]

**Proof:** See Section VII-C for the proof.

**Corollary 3:** Consider the connectivity control game by supposing that the sensors' dynamics are subject to time-varying disturbances only. In the following, we consider the case in which the sensors' dynamics are given by

\[
x_i = u_i + g_i(x) + d_i(t), \tag{37}
\]

and the control strategies are given in (18)-(19) (by directly adapting \( u_i, z_i, \hat{x}_i \) therein to two-dimensional column vectors). Then, the following result can be obtained.

**Corollary 4:** Suppose that Assumptions 3 and 5 are satisfied. Then, for any positive constant \( v_1 \), there exists a \( \theta^*(v_1) > 0 \) such that for each \( \theta \in (\theta^*, \infty) \), there exists a positive constant \( k^*(v_1, \theta) \) such that for each \( k^* \in (k^*, \infty) \), \( i \in \mathcal{N}, \) there exists a positive constant \( c^*(v_1, \theta, k) \) such that for each \( c_i \in (c^*, \infty) \), \( i \in \mathcal{N}, \) there exists a positive constant \( \beta^*(v_1, \theta, c, k) \) such that for each \( \beta_i \in (\beta^*, \infty) \), \( i \in \mathcal{N}, \)

\[
||\mathcal{E}_{ij}(t)|| \to 0 \quad \text{as} \quad t \to \infty \tag{38}
\]

given that \( ||\mathcal{E}_{ij}(t_0)|| \leq v_1 \).

**Proof:** The proof is similar to the proof of Theorem 3 by replacing \( V_i \) therein with

\[
V_i = \xi^T \Gamma_1 \xi, \tag{39}
\]

where \( \Gamma_1 \) is defined in the proof of Corollary 2.

**VI. NUMERICAL EXAMPLES**

In this section, we consider a network of 5 players equipped with the communication graph given in Fig. 1. In the following, we will simulate the connectivity control game and a non-quadratic game, successively.

![Fig. 1: The communication graph among the players.](image)

**A. Connectivity control of sensor networks**

**Example 1:** Consider the connectivity control game in (34) in which \( r_{ii} = \begin{bmatrix} i & 0 \\ 0 & i \end{bmatrix}, r_i = \begin{bmatrix} i \\ i \end{bmatrix}, b_i = i \).

In addition, \( \ell_i^p(x) = \|x_1 - x_2\|^2 \), \( \ell_i^q(x) = \|x_2 - x_3\|^2 \), \( \ell_i^p(x) = \|x_3 - x_2\|^2 \), \( \ell_i^q(x) = \|x_4 - x_2\|^2 + \|x_4 - x_5\|^2 \), and \( \ell_i^p(x) = \|x_5 - x_1\|^2 \). The game has a unique Nash equilibrium on which \( x_{ij} = -\frac{1}{2} \) for \( i \in \{1, 2, \ldots, 5\}, j \in \{1, 2\} \).

In the following, we will firstly simulate the case in which the sensors’ dynamics are subject to disturbances only, followed by the case in which the sensors’ dynamics are subject to both unmodeled terms and time-varying disturbances.

1) Sensors subject to external disturbances in their dynamics: Suppose that the sensors’ dynamics are given by (35) and the external disturbance of sensor \( i \) is a sinusoidal function that is of amplitude \( a \) and frequency \( i \).

Initialized at \( x(0) = [-10, 2, -3, -8, -5, 6, 0, -8, -1, 10]^T \), the simulation results are given in Figs. 2-3 by utilizing the method in (38)-(39). From Fig. 2 it can be concluded that the sensors’ positions converge to a small neighborhood of the Nash equilibrium. The disturbance observation errors are given in Fig. 3 from which we see that the errors converge to a small neighborhood of zero. Hence, the effectiveness of the proposed method in (38)-(39) is verified.

To further illustrate the robustness of the PI-based method towards disruption of communication among the sensors, we suppose that for \( t \in (0.01, 2) \), \( a_{ij} = 0 \), for all \( i, j \in \mathcal{N} \) by
which the sensors can not receive anything from others. In this case, the trajectories of the sensors’ positions generated by (8)–(9) are plotted in Fig. 4, from which we see that the players’ actions can still be steered to a small neighborhood of the Nash equilibrium thus numerically verifying the robustness of the PI-based method towards the disruption of communication.

2) Sensors subject to both unmodeled and disturbance terms in their dynamics: In this section, we suppose that the sensors’ dynamics are given by (47).

In the dynamics of $x_{ij}$ for $i \in \{1, 2, \cdots, 5\}$, $j \in \{1, 2\}$, the unmodeled and disturbance terms (i.e., $g_i(x) + d_i(t)$) are $\sin(t) + x_{21}, \sin(t) + x_{22}, 2\sin(2t) + x_{11}^2 + x_{31}, 2\sin(2t) + x_{22}, 3\sin(3t) + x_{31}, 3\sin(3t) + x_{32}, 4\sin(4t) + x_{41}, 4\sin(4t) + x_{42}, 5\sin(5t) + x_{51}$, and $5\sin(5t) + x_{52}$, respectively. With $x(0) = [−10, 2, −3, −8, −5, 6, 0, −8, −1, 10]^T$, the simulation results are presented in Figs. 5–6 by utilizing the method in (18)–(19). Fig. 5 shows the evolution of the sensors’ positions. Fig. 6 depicts the observation errors of the unmodeled and disturbance terms. The simulation results demonstrate that driven by the proposed method, the sensors’ positions would converge to the Nash equilibrium.

Moreover, if the communication among the sensors is lost for $t \in (0.01, 2)$, the sensors’ positions generated by (18)–(19) are plotted in Fig. 7. From Fig. 7 it is clear that the sensors’ positions can be driven to the Nash equilibrium by the RISE-based method, which numerically verifies the robustness of the RISE-based method towards disrupted communication.

B. Games with non-quadratic cost functions

Example 2: The example settings are the same as those in Example 1 except that

$$f_1(x) = x_1^T x_1 + x_{11} + x_{12} + 1 + 10e^{x_2} + ||x_1 - x_2||^2. \quad (40)$$

Through direct calculation, $x^* = [-1.2304, -0.5, -0.5, -0.5, -0.5, -0.5, -0.5203, -0.5, -0.6217, -0.5]^T$. 
1) **Games with disturbances in the players’ dynamics:**
The simulation settings are the same as those in Section VI-A.1. The simulation results produced by the method in (8)-(9) are given in Figs. 8-9. Fig. 8 illustrates the players’ actions from which we see that the players’ actions are driven to a small neighborhood of the Nash equilibrium. Moreover, the observation errors tend to a small neighborhood of zero as shown in Fig. 9. The simulation results verify the theoretical result in Theorem 1.

Moreover, even if the communication is lost for \( t \in (0.01, 2) \), the sensors’ positions generated by the PI-based method still converge to a small neighborhood of the Nash equilibrium as shown in Fig. 10.

2) **Games with unmodeled and disturbance terms in the players’ dynamics:** In this section, the simulation settings follow those in Section VI-A.2. The simulation results produced by (18)-(19) are presented in Figs. 11-12 which plot the players’ trajectories and their unmodeled and disturbance term observation errors, respectively. From the simulation results, we see that the observation errors go to zero as \( t \to \infty \) and the players’ actions tend to the Nash equilibrium.
as $t \to \infty$ thus validating the method in (18)-(19).

Fig. 11: The trajectories of the players’ actions produced by (18)-(19).

Furthermore, if the communication is lost for $t \in (0.01, 2)$, the sensors’ positions generated by the RISE-based method converge to the Nash equilibrium as shown in Fig. 13.

VII. CONCLUSIONS

This paper considers robust Nash equilibrium seeking for games in which there are unmodeled and disturbance terms in the players’ dynamics. To accommodate the unmodeled and disturbance terms, two extended state observers are introduced into the distributed Nash equilibrium seeking strategy. The first observer is based on PI control. By utilizing the PI-based observer, it is shown that the proposed method can drive the players’ actions to a small neighborhood of the Nash equilibrium. Moreover, to further enhance the convergence result, a RISE-based observer is employed in the distributed Nash equilibrium seeking strategy. By Lyapunov stability analysis, it is proven that the method can drive the players’ actions to the Nash equilibrium asymptotically under certain conditions. Lastly, the proposed method is applied to the connectivity control of mobile sensor networks. Experimental verifications of the proposed methods and applications in the smart grid (see, e.g., [28][29]) will be considered as future works.
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According to (41), the evolution of $\bar{\zeta}$ is independent of $\eta$ and $\xi$. Hence, define

$$V_1 = \bar{\zeta}^T P_1 \bar{\zeta}. \quad (43)$$

Then, for $l_1 = 2 ||P_1||$, we can get that

$$\dot{V}_1 = -\sigma \bar{\zeta}^T Q_1 \bar{\zeta} + \frac{2\bar{\zeta}^T P_1 d_1(t)}{\sigma} \leq -\lambda_{\min}(Q_1) ||\bar{\zeta}||^2 + \frac{1}{\sigma} ||\bar{\zeta}|| ||d_1(t)||. \quad (44)$$

By further noticing that

$$\lambda_{\min}(P_1) ||\bar{\zeta}||^2 \leq V_1 \leq \lambda_{\max}(P_1) ||\bar{\zeta}||^2, \quad (45)$$

it follows from Theorem 4.19 in [20] that

$$||\bar{\zeta}(t)|| \leq \frac{2l_1 \sup_{t \geq 0} ||d_1(t)||}{\sigma^2 \lambda_{\min}(Q_1)} \sqrt{\frac{\lambda_{\max}(P_1)}{\lambda_{\min}(P_1)}} \lambda_{\min}(P_1)$$

where $\beta \in K\mathcal{L}$.

Hence, for any $l_2 > \frac{2l_1 \sup_{t \geq 0} ||d_1(t)||}{\sigma^2 \lambda_{\min}(Q_1)} \sqrt{\frac{\lambda_{\max}(P_1)}{\lambda_{\min}(P_1)}}$, there exists a positive constant $T \geq t_0$ such that

$$||\bar{\zeta}(t)|| \leq \frac{l_2}{\sigma^2}, \forall t > T. \quad (47)$$

Recalling the definition of $\bar{\zeta}$, we can obtain that

$$||\bar{\zeta}(t)|| \leq \frac{l_2}{\sigma}, \forall t > T. \quad (48)$$

To analyze the evolution of $\eta$ and $\xi$, define

$$V_2 = \eta^T \mathcal{P} \eta + \frac{1}{2} \xi^T \xi, \quad (49)$$

and $\mathcal{P}$ is a symmetric positive definite matrix that satisfies

$$(\varphi(\mathcal{L} \otimes I_{N \times N} + A_0) + (\varphi(\mathcal{L} \otimes I_{N \times N} + A_0))^T)^T \mathcal{P} = \mathcal{Q}, \quad (50)$$

where $\mathcal{Q}$ is a symmetric positive definite matrix [10]. Then, for $\varphi$, where $\varphi = [\eta^T, \xi^T]^T$, that belongs to a sufficiently large compact set $D$ that contains the origin, there are positive constants $l_i, \forall i \in \{3, 4, \cdots, 6\}$ (depending on $D$) such that

$$\dot{V}_2 \leq -\theta \lambda_{\min}(\mathcal{Q}) ||\eta||^2 - 2\eta^T \mathcal{P} \eta N \otimes \xi$$

$$-m ||\xi||^2 - \xi^T \left[ \frac{\partial f_i}{\partial x_i}(y_i) - \frac{\partial f_i}{\partial x_i}(x) \right]_{\text{sec}} + \xi^T \xi$$

$$\leq \lambda_{\min}(\mathcal{Q}) ||\eta||^2 + l_3 ||\eta||^2 + l_4 ||\xi|| ||\xi||$$

$$+ l_5 ||\xi|| ||\xi|| - m ||\xi||^2 + l_6 ||\xi|| ||\eta|| + ||\xi|| ||\xi|| \zeta_2, \quad \text{(51)}$$

by utilizing Assumptions 12.

Define $A_1 = \left[ \frac{\partial \lambda_{\min}(\mathcal{Q})}{\partial x} - l_3 \frac{l_4 + l_6}{m} \right]$. Then,

$$\dot{V}_2 \leq -\lambda_{\min}(A_1) ||\bar{\phi}||^2 + l_5 ||\eta|| ||\xi|| ||\xi|| ||\zeta_2|| + ||\xi|| ||\xi|| ||\xi||$$

$$= -\lambda_{\min}(A_1) ||\bar{\phi}||^2 + l_5 + 1 ||\eta|| ||\xi|| ||\xi|| \zeta_2, \quad \text{(52)}$$

where $\lambda_{\min}(A_1) > 0$ given that $\theta > \frac{(l_4 + l_6)^2 + 2lm}{4lm \lambda_{\min}(\mathcal{Q})}$.
Hence, by choosing $\theta > \frac{(l_1 + l_2)^2 + 4m(l_4)}{4ml_{\min}(A_1)}$, 
\[ \dot{V}_2 \leq -\frac{\lambda_{\min}(A_1)}{2} ||\bar{\phi}||^2, \forall ||\bar{\phi}|| \geq \frac{2(l_5 + 1) \sup_{t \geq t_0} \|\phi_2\|}{\lambda_{\min}(A_1)}. \] 
Moreover, 
\[ \min \{\lambda_{\min}(\mathcal{P}), \frac{1}{2}\} ||\phi||^2 \leq V_2 \leq \max \{\lambda_{\max}(\mathcal{P}), \frac{1}{2}\} ||\phi||^2. \] 
Choose $r$ such that $B_r \in D$, where $B_r$ is an origin-centered ball whose radius is equal to $r$, and 
\[ \frac{2(l_5 + 1) \sup_{t \geq t_0} \|\phi_2(t)\|}{\lambda_{\min}(A_1)} < \frac{\min \{\lambda_{\min}(\mathcal{P}), \frac{1}{2}\}}{\max \{\lambda_{\max}(\mathcal{P}), \frac{1}{2}\}}. \] 
Then, for $||\bar{\phi}(t_0)|| \leq \frac{\min \{\lambda_{\min}(\mathcal{P}), \frac{1}{2}\}}{\max \{\lambda_{\max}(\mathcal{P}), \frac{1}{2}\}} r$, there exists a $T_1 \geq t_0$ such that for $t_0 < t \leq T_1$, 
\[ ||\bar{\phi}(t)|| \leq \frac{\max \{\lambda_{\max}(\mathcal{P}), \frac{1}{2}\}}{\min \{\lambda_{\min}(\mathcal{P}), \frac{1}{2}\}} ||\bar{\phi}(t_0)|| \] 
and 
\[ ||\bar{\phi}(t)|| \leq \frac{\max \{\lambda_{\max}(\mathcal{P}), \frac{1}{2}\}}{\min \{\lambda_{\min}(\mathcal{P}), \frac{1}{2}\}} \frac{2(l_5 + 1) \sup_{t \geq t_0} \|\phi_2(t)\|}{\lambda_{\min}(A_1)}, \forall t \geq T_1, \] 
according to Theorem 4.18 in [20].
Hence, if $T \leq T_1$, we have 
\[ ||\bar{\phi}(T)|| \leq \frac{\max \{\lambda_{\max}(\mathcal{P}), \frac{1}{2}\}}{\min \{\lambda_{\min}(\mathcal{P}), \frac{1}{2}\}} ||\bar{\phi}(t_0)|| \leq \frac{\min \{\lambda_{\min}(\mathcal{P}), \frac{1}{2}\}}{\max \{\lambda_{\max}(\mathcal{P}), \frac{1}{2}\}} r. \] 
Moreover, if $T > T_1$, we have 
\[ ||\bar{\phi}(T)|| \leq \frac{\max \{\lambda_{\max}(\mathcal{P}), \frac{1}{2}\}}{\min \{\lambda_{\min}(\mathcal{P}), \frac{1}{2}\}} \frac{2(l_5 + 1) \sup_{t \geq t_0} \|\phi_2(t)\|}{\lambda_{\min}(A_1)} \leq \frac{\min \{\lambda_{\min}(\mathcal{P}), \frac{1}{2}\}}{\max \{\lambda_{\max}(\mathcal{P}), \frac{1}{2}\}} r. \]

Utilizing Theorem 4.18 in [20] again, we can conclude that there exists $T_2 \geq 0$ such that 
\[ ||\bar{\phi}(t)|| \leq \tilde{\beta}_2(||\bar{\phi}(T)||, t - T), \forall T \leq t \leq T + T_2 \] 
\[ ||\bar{\phi}(t)|| \leq \frac{\max \{\lambda_{\max}(\mathcal{P}), \frac{1}{2}\}}{\min \{\lambda_{\min}(\mathcal{P}), \frac{1}{2}\}} \frac{2(l_5 + 1) \sup_{t \geq t_0} \|\phi_2(t)\|}{\lambda_{\min}(A_1)} \] 
\[ \forall t \geq T + T_2, \] 
where $\tilde{\beta}_2 \in \mathcal{K}\mathcal{L}$. 
Recalling that for $t > T$, $||\phi_2(t)|| \leq \frac{\min \{\lambda_{\min}(\mathcal{P}), \frac{1}{2}\}}{\max \{\lambda_{\max}(\mathcal{P}), \frac{1}{2}\}} r$, we arrive at the conclusion.

**B. Proof of Theorem 2**

To facilitate the closed-loop system analysis, define 
\[ V = V_1 + V_2 + V_3 + V_4 + V_5 \] 
where 
\[ V_1 = \frac{1}{2} \xi^T \zeta_1, \quad V_2 = \frac{1}{2} \gamma^T \gamma, \quad V_3 = \zeta_1^T(t_0) \beta \text{sgn}(\zeta_1(t_0)) - \xi^T(t_0) \eta, \quad V_4 = \frac{1}{2} \xi^T \xi, \quad V_5 = \eta^T \eta \] 
and $\mathcal{P}$ is defined in the proof of Theorem 1.

Then, 
\[ \dot{V}_1 = \xi_1^T(-(k_s + c)\zeta_1 + \zeta_2) = -\xi_1^T(k_s + c)\zeta_1 + \xi_1^T \zeta_2, \] 
and 
\[ V_2 = \gamma^T(-k_s \gamma - \beta \text{sgn}(\zeta_1) + [\dot{y}_i(t)]_\text{vec} + [\dot{a}_i(t)]_\text{vec}) \] 
\[ = -\gamma^T k_s \gamma + \gamma^T(-\beta \text{sgn}(\zeta_1) + [\dot{y}_i(t)]_\text{vec} + [\dot{a}_i(t)]_\text{vec}). \] 
Moreover, for $\mathcal{E}_f$ that belongs to a compact set $D$ that contains the origin, 
\[ V_3 = -\gamma^T(N_s(t) - \beta \text{sgn}(\zeta_1)), \] 
and 
\[ V_4 = \xi^T \left[ \begin{array}{c} \frac{\partial f_i}{\partial x_i} \eta_i \end{array} \right] + \zeta_2 \leq -m||\xi||^2 + l_1||\eta||^2 + l_2||\eta||^2 \] 
\[ + l_3||\eta||^2 + l_4||\eta||^2 + l_5||\gamma||^2 + l_6||\gamma||^2, \] 
for some positive constant $l_1$ (depending on $D$) based on Assumption 1.

Furthermore, by utilizing Assumption 1 it can be concluded that there are positive constants $l_2, l_3$ and $l_4$ (depending on $D$) such that 
\[ \dot{V}_5 = -\theta \eta^T Q \eta - 2\eta^T P \dot{1}_N \otimes \dot{x} \leq -\theta \lambda_{\min}(Q)||\eta||^2 - 2\eta^T P \dot{1}_N \otimes \dot{x} \leq -\theta \lambda_{\min}(Q)||\eta||^2 + l_2||\eta||^2 \] 
\[ + l_4||\eta||^2 + l_3||\eta||^2 + l_5||\gamma||^2 + l_6||\gamma||^2, \] 
Therefore, for $\mathcal{E}_f \in D$, 
\[ \dot{V} \leq -\zeta_1^T(c + k_s)\zeta_1 + \xi_1^T \zeta_2 - \lambda_{\min}(k_s)||\gamma||^2 \] 
\[ - m||\xi||^2 + l_1||\eta||^2 + l_2||\eta||^2 + l_3||\eta||^2 + l_4||\eta||^2 + l_5||\gamma||^2 + l_6||\gamma||^2, \] 
by noticing that for $\mathcal{E}_f \in D$, $\frac{\partial g_i(x)}{\partial x}$ for all $i, j \in N$ are bounded according to Assumption 3, and there are positive constants $l_5, l_6$ (depending on $D$) such that 
\[ \gamma^T [\dot{y}_i(t)]_\text{vec} = \gamma^T \left[ \begin{array}{c} \frac{\partial g_i(x)}{\partial x} \end{array} \right]_\text{vec} \] 
\[ \leq l_5||\gamma||^2 + l_5||\eta||^2 + l_5||\xi||^2 \] 
\[ + l_6||\gamma||^2 + l_6||\eta||^2 + l_6||\xi||^2, \] 
Noticing that $\gamma = \zeta_1 + c\zeta_1$, we have, 
\[ \gamma = \zeta_1 + c\zeta_1 = -k_s\zeta_1 + \zeta_2. \] 
Therefore, 
\[ \zeta_2 = \gamma + k_s\zeta_1. \]
Define $A_1 = \begin{bmatrix} \frac{m}{2} & -\frac{l_1 + l_4}{2} \\ -\frac{l_1 + l_4}{2} & \theta \lambda_{\min}(Q) - l_2 \end{bmatrix}$ and choose 
\[ \theta > \frac{(l_1 + l_4)^2 + 4ml_4}{4ml_4 \lambda_{\min}(Q)} \], then,
\[ \dot{V} \leq -\lambda_{\min}(c)\xi^T \xi - (\lambda_{\min}(k_s) - l_6)||\gamma||^2 \]
\[-\lambda_{\min}(A_1)||\phi||^2 + (l_4 + 1)||\phi||||\gamma|| \]
\[+||\xi||||\gamma|| + \max\{k_s^j\}(l_4 + 1)||\phi||||\xi|| \]
\[+ l_5||\eta|| + l_5||\gamma||||\xi|| + l_6||\gamma||||k_s\xi|| \]
where $\phi = [\xi^T, \eta^T]^T$.

Therefore,
\[ \dot{V} \leq -\left( \lambda_{\min}(c) - \frac{1}{2} - \frac{(\max\{k_s^j\})^2(l_4 + 1)}{2e_1} \right) ||\xi||^2 \]
\[-\left( \lambda_{\min}(k_s) - l_6 - \frac{1}{2} \right) \frac{l_4 + 1 + 2l_5 - \frac{c_3l_6}{2}}{2e_2} ||\gamma||^2 \]
\[-\left( \lambda_{\min}(A_1) - \frac{(l_4 + 1 + 2l_5)}{2}c_2 - \frac{c_3l_6}{2} \right) ||\phi||^2, \]
(72)

where $c_1, c_2, c_3$ are positive constants that can be arbitrarily chosen.

Hence, choose $c_1, c_2$ to be sufficiently small such that $\lambda_{\min}(A_1) - \frac{(l_4 + 1 + 2l_5)c_1}{2} - \frac{c_3l_6}{2} > 0$ and for fixed $c_1, c_2, c_3$ choose $k_s^j$ to be sufficiently large such that $\lambda_{\min}(k_s) - \frac{1}{2} - \frac{l_4 + 1 + 2l_5 - \frac{c_3l_6}{2}}{2e_2} > 0$. Moreover, for fixed $c_1, c_2, c_3, k_s$, choose $c_3$ to be sufficiently large such that $\lambda_{\min}(c) - \frac{1}{2} - \frac{(\max\{k_s^j\})^2(l_4 + 1)}{2e_1} - \frac{c_3l_6}{2} > 0$.

Then, for $\epsilon_4 = \min\{\lambda_{\min}(A_1) - \frac{(l_4 + 1 + 2l_5)c_1}{2} - \frac{c_3l_6}{2}, \lambda_{\min}(k_s) - l_6 - \frac{1}{2} - \frac{l_4 + 1 + 2l_5 - \frac{c_3l_6}{2}}{2e_2}, \lambda_{\min}(c) - \frac{1}{2} - \frac{(\max\{k_s^j\})^2(l_4 + 1)}{2e_1} - \frac{c_3l_6}{2}\}$, we have
\[ \dot{V} \leq -\epsilon_4 ||\psi||^2, \]
(73)

where $\psi = [\phi^T, \xi^T, \eta^T]^T$.

Moreover, for fixed $c$, choose $\beta_i \geq \max(c_i) \sup_{t \in [0, T]} ||d(t)||_{vec}|| + \sup_{t \in [0, T]} ||d(t)||_{vec}|| i \in \mathcal{N}$ then $V_3 \geq 0$ by following the proof of Lemma 5 in [18]. If this is the case, recalling the definition of $V$, we have $\min\{\frac{1}{2}, \lambda_{\min}(P)\}||\xi(t)||^2 \leq V \leq \max\{\frac{1}{2}, \lambda_{\max}(P)\}||\xi(t)||^2$, where $\lambda_{\max}(P) = [\xi^T, \gamma^T, \sqrt{3} \gamma, \xi^T, \eta^T]^T$. Furthermore, $\dot{V}$ is negative semi-definite and from (73), $\psi$ is bounded for $t \in [0, \infty)$. Therefore, according to (70), $\zeta_3$ is bounded, from which we can further conclude that $\hat{x}$ is bounded according to (25). Moreover, $\zeta_1$ and $\zeta_2$ are bounded according to (24). In addition, by (25) and (26), we can derive that $\gamma$ and $\hat{\eta}$ are also bounded. Lastly, by utilizing (25), it’s easy to verify that $\hat{x}$ is also bounded.

Recalling that
\[ \dot{V} = -\xi^T(k_s + c)\xi + \xi^T\xi - \gamma^T k_s \gamma \]
\[+ \xi^T \left( -\frac{\partial f_i}{\partial x_i}(y_i) \right)_{vec} + \zeta_1 \]
\[-\eta^T Q \eta - 2\eta^T P \mathbf{1}_N \otimes \dot{x} + \gamma^T [\hat{g}(\hat{x})]_{vec}. \]
(74)

It can be easily verified that $\ddot{V}$ is bounded. Hence, by the Babalat’s Lemma, $||\psi|| \to 0$ as $t \to \infty$. Recalling that $\zeta_2 = \gamma + k_s\xi_1$, we arrive at the conclusion.

C. Proof of Corollary 

Define
\[ \mathcal{R} = \begin{bmatrix} 2r_{11} + h_{11} & C_{12} & \cdots & C_{1N} \\
C_{21} & 2r_{22} + h_{22} & \cdots & C_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
C_{N1} & C_{N2} & \cdots & 2r_{NN} + h_{NN} \end{bmatrix}, \]
where $h_{ii} = \begin{cases} 2 \sum_{j \in \mathcal{N}_i} c_{ij} & 0 \end{cases}$, $c_{ij} = 0$ if $j \notin \mathcal{N}_i$, and $c_{ij} > 0$ if $j \in \mathcal{N}_i$. Then, it can be easily seen that $\mathcal{R}$ is strictly diagonally dominant with its diagonal elements being positive as $r_{ii}$ is symmetric positive definite and strictly diagonally dominant. Therefore, there are symmetric positive definite matrices $\Gamma_1, \Gamma_2$ that satisfy
\[ \Gamma_1 \mathcal{R} + \mathcal{R}^T \Gamma_2 = \mathbf{I}, \]
(75)

according to the Gershgorin Circle Theorem and Theorem 4.6 in [20].

The rest of the proof follows the proof of Theorem 11 with $V_2$ therein replaced by
\[ V_2 = \eta^T P \eta + \xi^T \Gamma_1 \xi, \]
(76)

and the details are omitted here.