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Abstract

The relative entropy method describes the irreversibility of the Vlasov-Poisson and Vlasov-Boltzmann-Poisson systems in bounded domains with incoming boundary conditions. Uniform in time estimates are deduced from the entropy. In some cases, these estimates are sufficient to prove the convergence of the solution to a unique stationary solution, as time goes to infinity. The method is also used to analyze other types of boundary conditions such as mass and energy preserving diffuse reflection boundary conditions, and to prove the uniqueness of stationary solutions for some special collision terms.
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1 Preliminaries and examples

In this paper, we study the large time behaviour of the solutions of the initial-boundary value problem for the Vlasov-Poisson and the Vlasov-Poisson-Boltzmann systems. We consider charged particles (say electrons) described by their distribution function $f(x,v,t)$ where $x$ is the position of the particle, $v$ its velocity and $t$ is the time variable. The position $x$ is assumed to lie in a bounded domain $\Omega$ of $\mathbb{R}^d$ ($d = 1, 2, 3$). The velocity variable $v$ is in $\mathbb{R}^d$ whereas the time variable $t$ is in $\mathbb{R}^+$. We shall assume that the particles are submitted to an electric field $E = E(x,t)$ deriving from the sum of an external potential $\phi_0(x)$ and a self-consistent potential $\phi(x,t)$ created by the electrons themselves through the Coulomb interaction. The potential $\phi_0(x)$ is a given stationary function which can be seen for instance as the result of an applied voltage and a background ion density, whereas $\phi$ is a solution of the Poisson equation with homogeneous Dirichlet boundary conditions on $\partial \Omega$. We shall also assume that electrons may suffer collisions modelled by a collision operator $Q(f)$. We consider the Cauchy problem corresponding to an initial distribution function $f_0$ at time $t = 0$. Various boundary
conditions for \( f \) will be presented. We shall however detail the case where the distribution function of incoming particles is prescribed.

**Notations.** We recall that the spatial domain is denoted by \( \omega \). From now on, we assume that \( \omega \) is bounded and \( \partial \omega \) is of class \( C^1 \). We shall denote by \( \Omega = \omega \times \mathbb{R}^d \) and \( \Gamma = \partial \Omega = \partial \omega \times \mathbb{R}^d \) the phase space and its boundary respectively. Let \( d_{\partial \omega} \) be the surface measure induced on \( \partial \omega \) by Lebesgue’s measure. The outward unit normal vector at a point \( x \in \partial \omega \) is denoted by \( \nu(x) \). For any given \( x \in \partial \omega \), we set

\[
\Sigma^\pm(x) = \{ v \in \mathbb{R}^d : \pm v \cdot \nu(x) > 0 \} \quad \text{and} \quad \Gamma^\pm = \{ (x,v) \in \Gamma : v \in \Sigma^\pm(x) \}.
\]

Finally, \( d\sigma(x,v) \) stands for the measure \( \nu(x) \cdot |v| \, dF(x,v) \) where \( dF(x,v) = d_{\partial \omega}(x) \, dv \) is the measure induced by Lebesgue’s measure on \( \Gamma \). By a standard abuse of notations, we will not distinguish a function and its trace on the boundary.

On \( \Gamma^- \), we shall assume that the distribution function \( f(x,v,t) \) is a given function of the incoming velocities, which actually only depends on the total energy \( |v|^2 / 2 + \phi_0(x) \). On \( \Omega \), the distribution function \( f \) and the electrostatic potential \( \phi \) are a solution of the Vlasov-Poisson-Boltzmann system. The initial-boundary problem for \( f \) and \( \phi \) can therefore be written as

\[
\begin{align*}
\partial_t f + v \cdot \nabla_x f - (\nabla_x \phi + \nabla_x \phi_0) \cdot \nabla_v f &= Q(f), \quad (x,v) \in \Omega, \ t \in \mathbb{R}^+, \\
\text{and} \quad f|_{t=0} &= f_0, \quad f|_{\Gamma^- \times \mathbb{R}^+}(x,v,t) = \gamma \left( \frac{1}{2} |v|^2 + \phi_0(x) \right), \\
-\Delta \phi &= \rho = \int_{\mathbb{R}^d} f \, dv, \quad (x,t) \in \omega \times \mathbb{R}^+, \\
\text{and} \quad \phi(x,t) &= 0, \quad (x,t) \in \partial \omega \times \mathbb{R}^+.
\end{align*}
\]

### 1.1 Assumptions

Throughout this paper, we shall use the 5 following assumptions:

**H1** The initial condition \( f_0 \) is a nonnegative function with integrability properties and \( L^\infty \) bounds that will be specified later on.

**H2** The external electrostatic potential is assumed to be in \( C^2(\overline{\Omega}) \). Without loss of generality we assume that \( \phi_0 \geq 0 \).

**H3** The function \( \gamma \) has the following property

**Property \( \mathcal{P} \)**

The function \( \gamma \) is defined on \( (\min_{x \in \omega} \phi_0(x), +\infty) \), bounded, smooth, strictly decreasing with values in \( \mathbb{R}^+_* \), and rapidly decreasing at infinity, so that

\[
\sup_{x \in \omega} \int_0^{+\infty} s^{d/2} \gamma(s + \phi_0(x)) \, ds < +\infty.
\]

We denote by \( \gamma^{-1} \) its inverse function to \( \mathbb{R}^+ \) extended by an arbitrary, fixed, strictly decreasing function.

**H4** The collision operator \( Q \) is assumed to preserve the mass \( \int_{\mathbb{R}^d} Q(g) \, dv = 0 \), and satisfies the following \( H \)-theorem

\[
D[g] = -\int_{\mathbb{R}^d} Q(g) \left[ \frac{1}{2} |v|^2 - \gamma^{-1}(g) \right] \, dv \geq 0,
\]

for any nonnegative function \( g \) in \( L^1(\mathbb{R}^d) \).

**H5** We assume that

\[
D[g] = 0 \iff Q(g) = 0.
\]
The aim of this paper is to study the irreversibility of the system (1), the uniqueness of the stationary solutions and the eventual convergence to a stationary solution for large time asymptotics. The main ingredient is the derivation of a $\gamma$-dependent relative entropy of the time-dependent solution versus a stationary solution of the problem. In order to exhibit such a stationary solution, we introduce the map $U$, defined on $L^1(\Omega)$ in the following way: for any function $g \in L^1(\Omega)$, we denote by $U[g] = u$ the unique solution in $W_0^{1,d/(d-1)}(\omega)$ of
\[-\Delta u = \int_{\mathbb{R}^d} g(x,v) \, dv.\]
The operator $U$ is linear and satisfies
\[\int_{\Omega} g(U[f]) \, dx = \int_{\Omega} f U[u] \, dx \quad \text{and} \quad \int_{\Omega} f U[f] \, dx = \int_{\omega} |\nabla_x U[f]|^2 \, dx.\]
Moreover, it is readily seen in view of Hypotheses (H4)-(H5) on $Q$, that any function $M$ satisfying
\[M(x,v) = \gamma \frac{1}{2} |v|^2 + U[M](x) + \phi_0(x)\]
\[\forall (x,v) \in \Omega\]
is a stationary solution of (1), satisfying $Q(M) = 0$. Indeed, letting $\phi(x) = U[M]$, we obviously have
\[v \cdot \nabla_x M - (\nabla_x \phi_0 + \nabla_x \phi) \cdot \nabla_v M = 0 \quad \text{with} \quad -\Delta \phi = \int_{\mathbb{R}^d} M \, dv.\]
Finally, we deduce from the mass conservation that
\[\int_{\mathbb{R}^d} Q(M) \left( \frac{1}{2} |v|^2 - \gamma^{-1}(M) \right) \, dv = - \int_{\mathbb{R}^d} Q(M) (\phi(x) + \phi_0(x)) \, dv = 0,\]
which leads to $Q(M) = 0$ thanks to (3). Boundary conditions are obviously satisfied by $M$ and $U[M]$. It is not difficult to prove that $M$ defined by (4) exists and is actually unique since $U[M]$ is the unique critical point in $H^1_0(\omega)$ of the strictly convex coercive functional
\[U \mapsto \frac{1}{2} \int_{\omega} |\nabla U|^2 \, dx - \int_{\omega} G(U + \phi_0) \, dx,\]
where $G$ is a primitive of $g(u) = \int_{\mathbb{R}^d} \gamma \left( \frac{1}{2} |v|^2 + u \right) \, dv = 2^{d/2-1} |S^{d-1}| \cdot \int_0^\infty s^{d/2-1} \gamma(s+u) \, ds.$

1.2 Examples

In this paragraph, we list typical examples in which we are interested and show that Assumptions (H1)-(H5) are satisfied by wide classes of mutually compatible collision operators and boundary conditions.

Example 1: Pure Vlasov-Poisson system. The collision operator $Q$ is identically vanishing. The inflow function $\gamma$ is any arbitrary decreasing function satisfying Property (P).

Example 2: The Vlasov-Poisson-Fokker-Planck system. The collision operator $Q_{FP}$ is defined by
\[Q_{FP}(f) = \text{div}_v \left( vf + \theta \nabla_v f \right)\]
where $\theta > 0$ is a given constant temperature. A slightly more general form of this operator is
\[Q_{FP,\alpha}(f) = \text{div}_v \left(vf(1-\alpha f) + \theta \nabla_v f \right)\]
where $\alpha$ is a nonnegative constant. The case $\alpha > 0$ corresponds to a nonlinear diffusive Fokker-Planck operator for which the Pauli exclusion principle is taken into account. This operator satisfies the following $H$-theorem
\[\int_{\mathbb{R}^d} Q_{FP,\alpha}(f) \log \left( \frac{f}{(1-\alpha f)M_\theta} \right) \, dv = - \int_{\mathbb{R}^d} \theta f(1-\alpha f) \left| \nabla_v \log \left( \frac{f}{(1-\alpha f)M_\theta} \right) \right|^2 \, dv\]
where $M_\theta = (2\pi \theta)^{-d/2} e^{-|v|^2/(2\theta)}.$
Lemma 1.1 Let $\alpha \geq 0$ and consider the set of admissible functions for $Q_{FP,\alpha}$ defined by

$$A^1_\alpha = \{ f \in L^1(\mathbb{R}^d_v) : 0 \leq f \leq \alpha^{-1} \text{ a.e. and } v \sqrt{f(1-\alpha f)} , \nabla \sqrt{f(1-\alpha f)} \in L^2(\mathbb{R}^d_v) \}$$

where we take the convention: $\alpha^{-1} = +\infty$ if $\alpha = 0$. Then for any $f \in A^1_\alpha$,

$$\mathcal{H}(f) = \int_{\mathbb{R}^d_v} Q_{FP,\alpha}(f) \log \left( \frac{f}{(1-\alpha f)M_\theta} \right) dv \leq 0$$

and the three following statements are equivalent:

1. $f \in A^1_\alpha$ and $\mathcal{H}(f) = 0$.
2. $f \in A^1_\alpha$ and $Q_{FP,\alpha}(f) = 0$.
3. There exists $\mu \in \mathbb{R}$ such that $f(v) = \left( \alpha + e^{(v^2/2-\mu)/\theta} \right)^{-1}$.

It is easy to check that $\frac{f}{v^2} \frac{\beta}{1-\beta}$ is proportional to $M_\theta$ if and only if $Q(f) = 0$. In order to satisfy Assumption (H5), the function $\gamma$ has to be given by $\gamma(u) = \left( \alpha + e^{(u-\mu)/\theta} \right)^{-1}$, or equivalently has to satisfy $\gamma^{-1}(f) = \mu - \theta \log(\frac{1}{f})$. See [26, 19] for related results.

Example 3: BGK approximation of the Boltzmann operator. Consider the collision operator for fermions

$$Q_\alpha(f) = \int_{\mathbb{R}^d_v} \sigma(v,v') \left[ M_\theta(v) f(v')(1-\alpha f(v)) - M_\theta(v') f(v)(1-\alpha f(v')) \right] dv' .$$

We assume that the cross-section $\sigma$ is nonnegative symmetric and $M_\theta(v) = (2\pi \theta)^{-d/2} e^{-|v|^2/(2\theta)}$ is a fixed Maxwellian function with a given temperature $\theta > 0$. The parameter $\alpha$ is nonnegative. We shall distinguish the linear case $\alpha = 0$ and the nonlinear case $\alpha > 0$. The $H$-theorem for $Q_\alpha$ goes as follows.

Lemma 1.2 Assume that the cross-section $\sigma$ is symmetric, positive and bounded. Let $A^2_\alpha = \{ f \in L^1(\mathbb{R}^d_v) : 0 \leq f \leq \alpha^{-1} \text{ a.e.} \}$ be the set of admissible functions for $Q_\alpha$. Then for any $f \in A^2_\alpha$, $Q_\alpha(f)$ is bounded in $L^1(\mathbb{R}^d_v)$ and there exists a positive constant $C$ such that $\|Q_\alpha(f)\|_{L^1} \leq C \|f\|_{L^1}$. Moreover, for any $f \in A^2_\alpha$, the following inequality holds

$$\mathcal{H}(f) = \int_{\mathbb{R}^d_v} Q_\alpha(f) \log \left( \frac{f}{(1-\alpha f)M_\theta} \right) \leq 0$$

and the three following statements are equivalent:

1. $f \in A^2_\alpha$ and $\mathcal{H}(f) = 0$.
2. $f \in A^2_\alpha$ and $Q_\alpha(f) = 0$.
3. There exists $\mu \in \mathbb{R}$ such that $f(v) = \left( \alpha + e^{(v^2/2-\mu)/\theta} \right)^{-1}$.

In order to satisfy Assumption (H5), the function $\gamma$ has to be chosen equal to $\gamma(u) = \left( \alpha + e^{(u-\mu)/\theta} \right)^{-1}$ for some $\mu \in \mathbb{R}$. Therefore, we have $\gamma^{-1}(f) = \mu - \theta \log(\frac{1}{f})$ and Hypotheses (H4)-(H5) are nothing but the $H$-theorem (Statement 3 of Lemma 1.2).

Example 4: Linear elastic collision operator. It takes the form

$$Q_E(f) = \int_{\mathbb{R}^d_v} \chi(v,v') \left( f(v') - f(v) \right) \delta(|v'|^2 - |v|^2) dv' ,$$

where $\chi$ is a symmetric positive cross-section. Let $\lambda(v) = \int_{\mathbb{R}^d_v} \chi(v,v') \delta(|v|^2 - |v'|^2) dv'$. The operator $Q_E$ satisfies the following properties
Lemma 1.3 Assume that $\lambda \in L^{\infty}$ and $\chi > 0$ a.e. Then the operator $Q_E$ is bounded on $L^1 \cap L^{\infty} (\mathbb{R}^d)$. Moreover, for any measurable function $\psi$ and for any increasing function $H$ on $\mathbb{R}$, we have
\[
\int_{\mathbb{R}^d} Q_{E}(f) \cdot \psi(|v|^2) \, dv = 0 \quad \text{and} \quad \mathcal{H}(f) = \int_{\mathbb{R}^d} Q_{E}(f) \cdot H(f) \, dv \leq 0.
\]
Finally, if $H$ is strictly increasing, the three following assertions are equivalent:

1. $\mathcal{H}(f) = 0$.
2. $Q_{E}(f) = 0$.
3. There exists $\psi$ such that $f(v) = \psi(|v|^2)$.

Consequently, any function $\gamma$ having Property (P) satisfies Assumptions (H1)-(H5). We shall see in Section 3 that the condition $\chi > 0$ a.e. can be slightly weakened.

Example 5: Electron-Electron collision operator. The Boltzmann collision operator $Q^B_{ee}$, possibly including the Pauli exclusion term (case $\alpha > 0$) or the Fokker-Planck-Landau collision operator $Q^L_{ee}$, namely
\[
Q^B_{ee}(f) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} B(|v - v_s|, (v - v_s) \cdot \omega) \left[ f' f'_s (1 - \alpha f)(1 - \alpha f_s) - ff'_s (1 - \alpha f)(1 - \alpha f'_s) \right] \, dw \, dv
\]
\[
Q^L_{ee}(f) = \sum_{i,j=1}^{3} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} B(|v - v_s|) \Pi_{ij}(v - v_s) \left( (1 - \alpha f_s) f_s \frac{\partial f_s}{\partial v_i} - f (1 - \alpha f) \frac{\partial f}{\partial v^j} \right) \, dw \, dv,
\]
where $\Pi_{ij}(z) = \delta_{ij} - \frac{z_i z_j}{|z|^2}$, respectively, with $f' = f(x, v', t), f'_s = f(x, v'_s, t), f_s = f(x, v_s, t)$ and $v' = (v - ((v - v_s) \cdot \omega)) \omega, v'_s = v_s + ((v - v_s) \cdot \omega) \omega$. The operator $Q^L_{ee}$ has been derived by Lemou [70] through a grazing limit of the Boltzmann operator. The properties of these operators are summarized in the following

Lemma 1.4 With $Q_{ee} = Q^B_{ee}$ or $Q^L_{ee}$, for any nonnegative function $f \in L^1 \cap L^{\infty} (\mathbb{R}^d)$ such that $0 \leq f \leq \alpha^{-1}$ a.e., which decays fast enough at infinity, we have
\[
\int_{\mathbb{R}^d} Q_{ee}(f) \left( \frac{1}{v} \right) \, dv = 0 \quad \text{and} \quad \mathcal{H}(f) = \int_{\mathbb{R}^d} Q_{ee}(f) \log \left( \frac{f}{1 - \alpha f} \right) \, dv \leq 0.
\]
Moreover, if $B$ is positive, the three following assertions are equivalent:

1. $\mathcal{H}(f) = 0$.
2. $Q_{ee}(f) = 0$.
3. There exist $\theta \in \mathbb{R}^+, v_0 \in \mathbb{R}^d$ and $\mu \in \mathbb{R}$ such that $f(v) = \left( \alpha + e^{(|v - v_0|^2/2 - \mu)/\theta} \right)^{-1}$.

A compatible inflow function $\gamma$ takes the form $\gamma(u) = \left( \alpha + e^{(a - \mu)/\theta} \right)^{-1}$.

In each of the above examples, for simplicity, the velocities are taken in $\mathbb{R}^d$, but we could as well consider a setting for which $v$, $dv$ and $\frac{1}{2} |v|^2$ would be replaced by $\nabla \epsilon(k)$, $dk$ and $\epsilon(k)$ respectively, thus covering the relativistic case or the periodic framework (particles in a crystal).

Also notice that we will speak generically of the Vlasov-Poisson-Boltzmann system each time there is a non-zero collision operator, although the qualification Boltzmann should be used only for the case of Example 5, with $\alpha = 0$. 

We first deal with the irreversibility due to the boundary conditions and, eventually, the collision kernel (Theorem 2.1). In the one-dimensional case and under technical regularity assumptions, the large time limit solution of the Vlasov-Poisson system, which is overdetermined on the boundary, is then characterized as the unique stationary solution (Theorem 2.5). For several models with various collision kernels corresponding to the above examples, the stationary solution is also identified as the unique limit for large times of the Cauchy problem (Corollary 2.4). Without self-consistent potential, a uniqueness result (Theorem 2.6) allows to identify the asymptotic solution (Theorem 2.7) in a special case corresponding to boundary conditions which are not compatible with the collision kernel.

Irreversibility driven by collisions is a well known topic [30]. On the opposite, the large time behaviour of solutions of the Vlasov-Poisson system is not very well understood. A scattering result due to Caglioti and Maffei [25] is more or less the unique result (in the one-dimensional periodic case) which has been obtained up to now.

The large-time asymptotics of the linearized version of the Vlasov-Poisson system is known under the name of Landau damping [32, 51]. The instability of the so-called BGK waves has been studied in a series of papers by Strauss, Guo and Lin [62, 63, 64, 65, 71], while the nonlinear stability has been tackled by Rein and his co-authors [9, 10, 57, 22]. Also see the much more difficult case of gravitational forces [92, 94, 58, 60, 61], and [23] for recent results in the presence of a confining potential. Some extensions to the case of electromagnetic forces (Vlasov-Maxwell system) are also available.

Without confinement in the whole space, dispersion effects dominate for large times and asymptotics are more or less understood [68, 86] although the description of the asymptotic behaviour is not very precise [48]. For bounded domains with specular reflection boundary conditions or unbounded domains with confinement [46, 78, 79], the stability results do not provide so much information on the solutions (which are time-reversible at least for classical solutions). Injection or diffuse reflection boundary conditions introduce a source of irreversibility which is the scope of our paper. We also consider the case of compatible collision terms. By compatible, we mean that the stationary solution determined by the boundary conditions belongs to the kernel of the collision operator, if there is any. This is a severe restriction for some collision kernels like the classical Boltzmann collision operator (only Maxwellian functions are allowed), a case which has been studied a long time ago, at a formal level, by Darrozès and Guiraud [31]. There are other cases where compatibility is not as much restrictive, like in the case of the elastic collision operator. In case of incompatible boundary conditions, again very little is known. Some existence results of stationary solutions have been obtained by Arkeryd and Nouri [89, 4, 3, 2], but as far as we know, uniqueness is mainly open, and some of our results are a first step in that direction.

Technically speaking, we are going to use weak or renormalized solutions and trace properties of these solutions which have recently been studied by Mischler [41, 78, 79, 80], and entropy functionals which are very close to the ones which are used for nonlinear parabolic equations [27, 18]. There are some deep connections between entropies for kinetic equations and for nonlinear diffusions, which are out of the scope of this paper. However, to illustrate this point, we will derive a diffusive limit, at a formal level (see [55, 74, 52, 13, 33, 91, 83] for rigorous results).

Further references corresponding to more specific aspects will be mentioned in the rest of the paper. We will not provide all details for each proof and will systematically refer to papers in which details or similar ideas can be found. Some of the results presented here have been announced in a note [12].

This paper is organized as follows. In Section 2, we will develop at a formal level a strategy to study the long time behaviour. Namely, we will prove an entropy inequality for the Vlasov-Boltzmann-Poisson system with incoming boundary conditions and state its consequences on the long time behaviour and the stationary solutions. Section 3 is devoted to the application of the strategy to the various examples cited above. For incompatible boundary conditions, the uniqueness of the stationary solutions of the equation corresponding to a special BGK approximation of the Boltzmann collision operator, when there is no self-consistent potential, and a corresponding large time convergence result
are proved in Section 4. In Section 5, we extend the relative entropy approach to other types of boundary conditions. Technical results (proof of Theorem 2.5, statements on the Bolza problem) and general considerations (nonlinear stability, diffusive limits and relations between relative entropies for kinetic equations and for nonlinear parabolic equations) have been postponed to Appendices A-D.

2 Strategy and results

In this section we shall expose our strategy for the study of irreversibility and the large time asymptotics. One of the main difficulties is the lack of uniform in time estimates. For instance, the total mass is not conserved since particles are continuously injected into the domain. By introducing a relative entropy, we shall obtain a priori estimates and then use them in order to pass to the limit. All computations are done at a formal level. Rigorous proofs corresponding to the various examples of Section 1 are postponed to Section 3.

2.1 Relative entropy and irreversibility

Let us define the relative entropy of two functions \(g, h\) of the \((x, v)\) variables by

\[
\Sigma_{\gamma}[g|h] = \int_{\Omega} \left( \beta_{\gamma}(g) - \beta_{\gamma}(h) - (g - h)\beta'_{\gamma}(h) \right) dxdv + \frac{1}{2} \int_{\omega} |\nabla U[g - h]|^2 dx ,
\]

where \(\beta_{\gamma}\) is the real function defined by

\[
\beta_{\gamma}(g) = -\int_{0}^{g} \gamma^{-1}(z) dz .
\]

We may notice that, since \(\gamma\) is strictly decreasing, the function \(\beta_{\gamma}\) is strictly convex. Consequently \(\Sigma_{\gamma}[g|h]\) is always nonnegative and vanishes if and only if \(g = h\) a.e. This provides the following version of the H-Theorem.

**Theorem 2.1** Assume that \(f_0 \in L^1 \cap L^\infty\) is a nonnegative function such that \(\Sigma_{\gamma}[f_0|M] < +\infty\). Let \(f\) be a smooth sufficiently decaying solution of (1) and assume that \(\gamma\) and \(Q\) satisfy Assumptions (H1)-(H4). Then the relative entropy \(\Sigma_{\gamma}[f(t)|M]\) where \(M\) is defined by (4) satisfies

\[
\frac{d}{dt} \Sigma_{\gamma}[f(t)|M] = -\Sigma_{\gamma}^+[f(t)|M] - \int_{\omega} D[f](x, t) dx \tag{6}
\]

where \(D[f]\) is defined in (2) and \(\Sigma_{\gamma}^+[g|h]\) is the boundary relative entropy flux given by

\[
\Sigma_{\gamma}^+[g|h] = \int_{\Gamma^+} \left( \beta_{\gamma}(g) - \beta_{\gamma}(h) - (g - h)\beta'_{\gamma}(h) \right) d\sigma .
\]

Here, smooth means for instance \(C^1\) and sufficiently decaying means that all integrations by parts involved in the formal computation below can be done rigorously. Depending on \(Q\), weaker conditions will be required for \(f\): see Section 3. For weak or renormalized solutions, the equality in (6) will be replaced by an inequality.

**Proof.** We first deduce from the Vlasov-Boltzmann equation (1), that for any regular function \(\beta\) the following identity holds whenever all terms make sense

\[
\frac{d}{dt} \int_{\Omega} \beta(f) dxdv = \int_{\Gamma^-} \beta(f) d\sigma - \int_{\Gamma^+} \beta(f) d\sigma + \int_{\Omega} \beta'(f) Q(f) dxdv . \tag{7}
\]

The second identity that we shall use is the usual energy balance: multiplying the Vlasov-Boltzmann equation by \(\frac{1}{2}|v|^2\) and integrating with respect to \(x\) and \(v\) provides the identity

\[
\frac{d}{dt} \int_{\Omega} f \left( \frac{1}{2}|v|^2 + \frac{1}{2} U[f] + \phi_0 \right) dxdv = \sum_{\pm} \int_{\Gamma^+} f \left( \frac{1}{2}|v|^2 + \phi_0 \right) d\sigma + \int_{\Omega} f \frac{1}{2}|v|^2 Q(f) dxdv . \tag{8}
\]
We recall that the above identity requires the use of mass conservation

\[ \frac{\partial \rho}{\partial t} + \text{div}_x j = 0 \, , \]

where \( \rho(x, t) = \int_{\mathbb{R}^d} f(x, v, t) \, dv \) and \( j(x, t) = \int_{\mathbb{R}^d} v f(x, v, t) \, dv \), which in turn gives

\[
\frac{d}{dt} \left( \frac{1}{2} \int_{\Omega} f U[f] \, dx dv \right) = \int_{\Omega} \frac{\partial f}{\partial t} U[f] \, dx dv = - \int_{\Omega} \text{div}_x j U[f] \, dx = - \int_{\Omega} \frac{1}{2} |v|^2 \nabla_x U[f] \cdot \nabla_v f \, dx dv .
\]

Now, we notice that \( \frac{1}{2} |v|^2 + \phi_0(x) = -U[M] - \beta_\gamma(M) \) \( \int_{\Gamma} f \left( \frac{1}{2} |v|^2 + \phi_0(x) \right) \, ds = \int_{\Gamma} f \beta_\gamma(M) \, ds \),

and \( \int_{\Omega} f \left( \frac{1}{2} |v|^2 + \frac{1}{2} U[f] + \phi_0 \right) \, dx dv = \int_{\Omega} \left[ \frac{1}{2} (f - M) U[f - M] - \frac{1}{2} MU[M] - f \beta_\gamma(M) \right] \, dx dv .
\]

Taking the sum of (7) (in which \( \beta = \beta_\gamma \)) and (8), and noticing that

\[ \frac{d}{dt} \int_{\Omega} \left[ \beta_\gamma(M) + M \beta_\gamma(M) + \frac{1}{2} MU[M] \right] \, dx dv = \sum_{\pm} \int_{\Gamma^\pm} \left[ \beta_\gamma(M) + M \beta_\gamma(M) \right] \, ds = 0 \]

we immediately (6). Of course, the contribution on \( \Gamma^- \) to the relative entropy flux vanishes since \( f = M \) on this part of the boundary.

Since \( \Sigma_{\gamma}[g|h] \) is always nonnegative, the above theorem provides a uniform in time control on \( f(t) \). Like in whole space problems \([7, 46, 39]\), the relative entropy \( \Sigma_{\gamma}[f(t)|M] \) provides a Lyapunov functional for the study of the large time behaviour, which can also be used to study the nonlinear stability \([92, 22, 23]\) (see Appendix C). An important difference with whole space problems and with previous studies of boundary value problems \([26, 19]\) is that the total mass is not conserved (see Section 5 for boundary conditions preserving the mass).

### 2.2 The large time limit

Integrating the entropy dissipation inequality with respect to time provides the following inequality

\[ \Sigma_{\gamma}[f(t)|M] + \int_0^t \Sigma_{\gamma}^+ [f(s)|M] \, ds + \int_0^t \int_{\Omega} D[f(x, \cdot, s)] \, dx ds \leq \Sigma_{\gamma}[f_0|M] \quad (9) \]

(this is an equality for classical solutions). Since the left hand side is the sum of three nonnegative terms (under Assumption (H4)), each of them is bounded by the right hand side. In order to investigate the large time behaviour of the solution \( (f, \phi) \), we consider an arbitrary increasing and diverging sequence \( (t_n) \) of positive real numbers and define

\[ (f^n(x, v, t), \phi^n(x, t)) = (f(x, v, t + t_n), \phi(x, t + t_n)) . \quad (10) \]

It is clear from the above estimates that

\[
\lim_{n \to +\infty} \int_{\mathbb{R}^d} \Sigma_{\gamma}^+ [f^n(s)|M] \, ds = \lim_{n \to +\infty} \int_{\mathbb{R}^d} \int_{\Omega} D[f^n(x, \cdot, s)] \, dx ds = 0
\]

and

\[ \sup_{t \geq 0} \Sigma_{\gamma}[f^n(t)|M] \leq C . \]

The last inequality provides a uniform in time estimate for \( f^n \) as well as a uniform \( H^1 \) bound for \( \phi^n \). The remainder of the method consists in proving that
1. According to the Dunford-Pettis criterion, up to the extraction of a subsequence, \((f^n, \phi^n)\) weakly converges in \(L^1_{\text{loc}}(dt, L^1(\Omega)) \times L^1_{\text{loc}}(dt, H^1_0(\omega))\) towards a solution \((f^\infty, \phi^\infty)\) of (1),

2. The limit function \(f^\infty\) satisfies

\[
\int_{\mathbb{R}} \Sigma_\gamma |f^\infty(t)| M \, ds = -\int_{\mathbb{R}} \int_\omega D[f^\infty(x, \cdot, s)] \, dx \, ds = 0.
\]

Depending on the \textit{a priori} estimates, (1) will be satisfied by \((f^\infty, \phi^\infty)\) either as a weak solution or even in the sense of renormalized solutions. Item 2 above allows to show that \(f^\infty = M\) on \(\Gamma^+\) and that \(Q(f^\infty) = 0\) under Assumption (H5). Therefore \((f^\infty, \phi^\infty)\) is a solution of

\[
\begin{aligned}
\partial_t f + v \cdot \nabla_x f - (\nabla_x \phi + \nabla_v \phi_0) \cdot \nabla_v f &= 0, \quad (x, v, t) \in \Omega \times \mathbb{R}, \\
Q(f) &= 0, \\
-\Delta \phi &= \rho = \int f \, dv, \\
\phi(x, t) &= 0, \quad (x, t) \in \partial \omega \times \mathbb{R},
\end{aligned}
\tag{11}
\]

and

\[
\sup_{t \in \mathbb{R}} \Sigma_\gamma |f(t)| M \leq C.
\]

Notice that the time variable \(t\) lies in the whole real line and that the boundary conditions on \(f^\infty\) are overdetermined, since \(f^\infty\) is given on the whole boundary \(\Gamma\) and not only on \(\Gamma^-\). A second source of overdetermination for the system (11) is the condition \(Q(f^\infty) = 0\) (when \(Q\) is not identically vanishing).

As we shall see in Section 3, this program can be completed for each of the examples of Section 1. When \(Q \equiv 0\), \(Q = Q_E\) or \(\alpha \neq 0\) in Examples 2, 3 and 5, if \(f_0\) is bounded in \(L^\infty\), \(f(t)\) is also uniformly bounded in \(L^\infty\), and we may easily pass to the limit. The other examples (including the case \(\alpha = 0\)) require additional work (using for instance renormalized solutions). Up to this question which is a little bit delicate, the irreversibility result of Theorem 2.1 provides a characterization of the large time limit that we can summarize in the following formal result (it is formal in the sense that we assume the convergence of the collision term, which is a property that has to be proved case by case).

**Corollary 2.2** Assume that \(f_0 \in L^1 \cap L^\infty\) is a nonnegative function such that \(\Sigma_\gamma |f_0| M < +\infty\). Under Assumptions (H1)-(H5), consider an unbounded increasing sequence \((t_n)_{n \in \mathbb{N}}\). If \((f^n, \phi^n)\) defined by (10) weakly converges to some \((f^\infty, \phi^\infty)\) in \(L^1_{\text{loc}}(dt, L^1(\Omega)) \times L^1_{\text{loc}}(dt, H^1_0(\omega))\) and if \(Q(f^n) \to Q(f^\infty)\), then \((f^\infty, \phi^\infty)\) is a solution of (11) (which belongs to the kernel of \(Q\) for any \((t, x) \in \mathbb{R} \times \omega\) and is such that \(f_{\Gamma^+}(x, v, t) = \gamma(|v|^2/2 + \phi_0(x))\) for any \(t \in \mathbb{R}^+, (x, v) \in \Gamma^+\).

**Proof.** We have to prove the convergence of \(\nabla_x \phi^n \cdot \nabla_v f^n\) to \(\nabla_x \phi \cdot \nabla_v f^n\) as \(n \to +\infty\). If \(f^n\) is uniformly bounded in \(L^\infty\) by interpolation (see [73, 67]) with the kinetic energy, \(\rho^n = \int_{\mathbb{R}^d} f^n \, dv\) is bounded in \(L^\infty(dt, L^q(\mathbb{R}^d))\) with \(q = 1 + 2/d\). Using the compactness properties of \(\nabla \Delta^{-1}\), it is easy to pass to the limit in the self-consistent term.

Without uniform bounds, one uses renormalized solutions [41, 78, 79, 80] and (11) only holds in the renormalized sense (compactness for \(\rho^n\) is a consequence of averaging lemmas).

**2.3 Are the solutions of the limit problem stationary?**

In this paragraph, we provide some rigorous results ensuring the stationarity of the solutions of the limit problem (11). If \(f^\infty \in \text{Ker } Q\) depends only on \(|v|^2\) (examples 2, 3 and 4), we apply the following

**Lemma 2.3** Let \(f \in L^1_{\text{loc}}\) be a solution of the Vlasov equation in the renormalized sense. If \(f\) is even (or odd) with respect to the \(v\) variable, then it does not depend on \(t\).
The proof is straightforward. The operator $\partial_t$ conserves the $v$ parity while $v \cdot \nabla_x - (\nabla_x \phi + \nabla_x \phi_0) \cdot \nabla_v$ transforms the $v$ parity into its opposite.

**Corollary 2.4** Let $f$ be a solution of (11) with $Q = Q_E, Q_{FP_A}, Q_\alpha, Q_{EE_A} + Q_E, Q_{EE_A} + Q_\alpha, Q_{EE_A} + Q_{FP_A}$ or a linear combination of these operators (with nonnegative coefficients). Then $f$ does not depend on $t$, and is nothing else than the function $M$ defined in (4) under the additional assumption that there are no closed characteristics if $Q = Q_E$.

The proof is an immediate application of Lemma 2.3. Indeed, using the $H$-Theorem, we deduce that the kernel of a (nonnegative) linear combination of the above collision operators is equal to the intersection of the kernels. Therefore, any function $f$ satisfying $Q(f) = 0$ is even with respect to $v$. The assumption that there are no closed characteristics means that any characteristics is connected to the boundary, which proves that $f \equiv M$.

If $d = 1$, a sufficient condition to avoid closed characteristics is the condition $-\frac{d^2 \phi_0}{dx^2} \geq 0$. For the pure Vlasov-Poisson system ($Q \equiv 0$) proving that $f^\infty$ is stationary is an interesting open problem. It is true (when $d = 1$) if the potential is analytic:

**Theorem 2.5** Assume that $\gamma$ satisfies Property (P) and consider a solution $(f, \phi)$ of the limit problem (11) (with $Q \equiv 0$) on the interval $\omega = (0,1)$. If $\phi_0$ is analytic in $x$ with $C^\infty$ (in time) coefficients and if $\phi_0$ is analytic with $-\frac{d^2 \phi_0}{dx^2} \geq 0$ on $\omega$, then $(f, \phi)$ is the unique stationary solution, given by: $f = M, \phi = U[M]$.

**Proof.** Without loss of generality, we assume that $\phi_0(0) = 0$ and $\phi_0(1) \geq 0$ in such a way that $\phi_0(0) \geq 0$. Defining the characteristics $t \mapsto (X, V)(t) = (X, V)(t; x, v, s)$ as the unique solutions of

$$
\begin{align*}
\frac{\partial X}{\partial t} &= V, \\
\frac{\partial V}{\partial t} &= -\frac{\partial \phi}{\partial x}(X, t) - \frac{d \phi_0}{dx}(X),
\end{align*}
$$

(12)

$$
X(s; x, v, s) = x, \quad V(s; x, v, s) = v,
$$

(provided that $t \in (T_{in}(s; x, v), T_e(s; x, v))$ on which the characteristics are defined. This interval is such that:

- $T_{in}(s; x, v) = -\infty$ or $(X_{in}, V_{in})(s; x, v) := (X, V)(T_{in}(s; x, v); x, v, s) \in \Gamma^-$,
- $T_e(s; x, v) = +\infty$ or $(X_e, V_e)(s; x, v) := (X, V)(T_e(s; x, v); x, v, s) \in \Gamma^+$.

**Step 1: the electric field is repulsive at $x = 0$.** Along the characteristics, the total energy satisfies

$$
\frac{\partial}{\partial t} \left[ \frac{1}{2} |V|^2 + \phi(X, t) + \phi_0(X) \right] = \frac{\partial \phi}{\partial t}(X, t).
$$

As a consequence, there exists $v_M > 0$ depending on $\|\phi + \phi_0\|_{L^\infty}$ and $\|\partial_t \phi\|_{L^\infty}$ such that the following properties hold for $v > v_M$:

- for all $x \in (0,1)$ and $s \in \mathbb{R}$, $-\infty < T_{in}(s; x, v) < s < T_e(s; x, v) < +\infty$,
- $X_{in}(s; x, v) = 0$,
- $|V_{in}(s; x, v)|^2 \leq |v|^2 + 2C_M$ where $C_M$ only depends on $v_M$.

We claim that this ensures the existence of a constant $C_1 > 0$ such that $\rho(x, t) = \int_{\mathbb{R}^d} f(x, v, t) \, dv \geq C_1$, which implies, thanks to the Poisson equation, the existence of a positive constant $C_2 > 0$ such that for any $t \in \mathbb{R}$,

$$
\frac{\partial \phi}{\partial x}(0, t) \geq C_2.
$$
To prove our claim, we first deduce from the Vlasov equation and the boundary condition that
\[ f(x,v,t) = f(0,V_{in}(x,v,t),T_{in}(x,v,t)) = \gamma \left( \frac{1}{2} |V_{in}(x,v,t)|^2 \right). \]

In view of the above estimates on \( V_{in} \) and due to the decay of \( \gamma \), we get the estimate
\[ \rho(x,t) \geq \int_{\mathbb{V}_M}^{+\infty} \gamma \left( \frac{1}{2} v^2 + C_M \right) dv =: C_1 > 0. \]

The conclusion then holds with \( C_2 = \frac{1}{2} C_1 \) using
\[ 0 = -\int_0^1 \frac{\partial \phi}{\partial x}(x,t) \, dx \geq \left( -\frac{\partial \phi}{\partial x}(0,t)x + C_1 \frac{x^2}{2} \right) \bigg|_{x=1}. \]

**Step 2 : Analysis of the characteristics in a neighborhood of \((0,0,t)\).** Since the electric field \( \frac{\partial \phi}{\partial x} \) is (uniformly in \( t \)) positive in a neighborhood of \( x = 0^+ \), there exists \( x_M \in (0,1) \) such that for every \( x_0 \in (0,x_M) \) and every \( t_0 \in \mathbb{R} \)
\[ -\infty < T_{in}(t_0,x_0,0) < t_0 < T_e(t_0,x_0,0) < +\infty \quad \text{and} \quad X_{in}(t_0,x_0,0) = X_e(t_0,x_0,0) = 0. \]

Saying that \( f \) is constant along the characteristics means \( f(X_{in},V_{in},T_{in}) = f(X_e,V_e,T_e) \). Besides, we deduce from the boundary conditions (11) that
\[ f(X_{in},V_{in},T_{in}) = \gamma \left( \frac{1}{2} |V_{in}|^2 \right), \quad f(X_e,V_e,T_e) = \gamma \left( \frac{1}{2} |V_e|^2 \right). \]

Since \( \gamma \) is strictly decreasing, this yields
\[ |V_{in}(t_0,x_0,0)| = |V_e(t_0,x_0,0)| \quad \forall (x_0,t_0) \in (0,x_M) \times \mathbb{R}. \]

We claim that this is enough to ensure that \( \phi \) is stationary (see Corollary A.2 in Appendix A). The existence and uniqueness results for the solutions of the stationary Vlasov-Poisson system when \(-\partial_{xx}\phi \geq 0\) can be found in [56]. \( \square \)

Analyticity results are available only for whole space or periodic evolution problems [14] (note that analyticity is the standard framework for the study of the Landau damping [25, 32, 51]). We are not aware of any analyticity result for boundary value problems. In the above theorem, the assumption on \( \phi_0 \) is made only to avoid closed characteristics [89].

### 2.4 A uniqueness result for the BGK approximation of the Boltzmann operator

In this paragraph, we shall only consider the case of the BGK approximation \( Q_\alpha \) of the Boltzmann collision operator for fermions, in the case of a boundary condition \( q \) which is not necessarily compatible, in the sense of Assumptions (H4)-(H5), with \( Q = Q_\alpha \) and without self-consistent potential:
\[
\begin{align*}
& v \cdot \nabla_x f - \nabla_x \phi_0 \cdot \nabla_v f = Q_\alpha(f) \quad \forall (x,v) \in \Omega \\
& f(x,v) = g(x,v) \quad \forall (x,v) \in \Gamma^- \\
& (13)
\end{align*}
\]

has a solution such that \( 0 \leq f(x,v) \leq F_D(x,v) = \left( \alpha + \epsilon \frac{1}{2} |v|^2 + \phi_0(x) - \mu \right)^{-1} \) as soon as
\[
0 \leq g \leq F_D \quad \text{on} \; \Gamma^- \\
\] (see [87] in the case \( \alpha = 0, \epsilon [84] if \alpha > 0 \)). With relative entropy methods, one may first prove a uniqueness result whose proof is inspired by the arguments developed in [87, 84].
Theorem 2.6 Assume that $\alpha \geq 0$ and consider two nonnegative solutions $f_1$ and $f_2$ of (13) such that for any $(x,v) \in \Omega$, $f_i(x,v) \leq F_D(x,v) = \left( \alpha + e^{\frac{1}{2} |v|^2 + \phi_0(x)} \right)^{-1}$ (for $i = 1, 2$). Then $f_1 = f_2$.

Note here that we do not make any assumption on $\phi_0$ saying for instance that there are no closed characteristics. The proof of Theorem 2.6 is deferred to Section 4. Let us denote by $f_*$ the unique stationary solution of (13). A computation similar to the one of Theorem 2.6 provides the following result on large time asymptotics.

Theorem 2.7 Assume that $\alpha \geq 0$. If (14) is satisfied, then any solution of

$$
\begin{align*}
\partial_t f + v \cdot \nabla_x f - \nabla_x \phi_0 \cdot \nabla_v f &= Q_\alpha(f), \quad t > 0, \quad (x,v) \in \Omega \\
f(x,v) &= g(x,v), \quad (x,v) \in \Gamma^-
\end{align*}
$$

with an initial data $f_0$ such that $0 \leq f_0 \leq F_D$ weakly converges in $L^\infty(\Omega)$, as time tends to $+\infty$, towards the unique stationary solution $f_*$ of (13).

3 Application to the examples of Section 1

This section is devoted to proofs of the results on large time limits (without the formal assumptions of Corollary 2.2) and on the limiting solution (Corollary 2.4) in each of the Examples of Section 1. Details are given for the pure Vlasov-Poisson system (Example 1), the case of a linear elastic collision operator (Example 4) and the BGK approximation of the Boltzmann operator (Example 3). Only brief indications and references to the existing literature are given for the Vlasov-Poisson-Fokker-Planck system (Example 2) and the case of an Electron-Electron collision operator (Example 5), which are (at least for $\alpha = 0$) more standard.

3.1 Examples 1 and 4: no collision or elastic collisions

We treat in the same way Examples 1 and 4 because the choice of $\gamma$ is arbitrary in both cases. Note that the solution $f$ of the time dependent problem satisfies a maximum principle in both cases: if $f_0$ is bounded, then $f(t)$ is bounded as well according to $\sup |f(t)| \leq \max(\sup |f_0|, \sup |\gamma|)$. The $L^\infty$ bound will be useful for passing to the limit. Throughout this section, we shall assume that

$$(H6) \quad f_0 \in L^1_{x,v} \cap L^\infty_{x,v}, \quad |v|^2 f_0 \in L^1_{x,v} \quad \text{and} \quad \Sigma \gamma f_0 |M| < +\infty.$$

Moreover, we require that

$$(H7) \quad \int_0^{+\infty} s^{(d+1)/2} \gamma(s) \, ds < +\infty,$$

so that $\int_{\mathbb{R}^d} |v|^3 \gamma(|v|^2) \, dv$ makes sense, and we assume that

$$(H8) \quad \gamma' \text{ is bounded on } [-A, +\infty) \text{ for any } A > 0.$$

We shall first prove two preliminary results and then state a theorem which covers the results of Theorem 2.1 and Corollary 2.2 at once.

Lemma 3.1 Under Assumptions (H6)-(H8), there exists a positive constant $C_A$ such that for any $(u,v) \in [0,A]^2$,

$$
\begin{align*}
\beta_\gamma(u) - \beta_\gamma(v) - \beta'_\gamma(u-v)(u-v) &\geq \frac{1}{2} C_A |u-v|^2, \\
and \quad (\gamma^{-1}(u) - \gamma^{-1}(v))(v-u) &\geq C_A |u-v|^2.
\end{align*}
$$
that for all which proves the result with such that and are straightforward consequences of Lemma 3.1. To prove (iii), we use again Lemma 3.1, applied to

\[ \beta_\gamma(u) - \beta_\gamma(v) - \beta_\gamma'(u)(u - v) = - \int_0^u \left( \int_0^t (\gamma^{-1}(s) \, ds \right) \, dt \geq \frac{1}{2c} |v - u|^2. \]

and \((\gamma^{-1}(u) - \gamma^{-1}(v))(u - v) = \frac{1}{2} |u - v|^2 \geq \frac{1}{2} |v - u|^2.

which proves the result with \( C_A = 1/C \).

\[ \square \]

**Corollary 3.2** Let \( A > 0 \). Under Assumptions (H6)-(H8), there exists a positive constant \( C_A \) such that for all \( f, g \in L^2_{x,v} (\Omega) \) with \( 0 \leq f \leq A \) and \( 0 \leq g \leq A \) a.e., we have:

(i) \( \Sigma_\gamma [f,g] \geq C_A \| f - g \|_{L^2_{x,v}(\Omega)}^2 \)

(ii) \( \Sigma^1_\gamma [f,g] \geq C_A \| f - g \|_{L^2(\Gamma, dv)}^2 \)

(iii) Assume that \( \chi \) is symmetric, measurable, positive a.e. on \( \{(v,v') \in \mathbb{R}^d \times \mathbb{R}^d : |v| = |v'| \} \), and consider the linear elastic collision operator \( Q_E \) defined by \( (5) \). Then

\[ D[f] \geq \frac{1}{2} |S^{d-1}| C_A \int_{\mathbb{R}^d} \int_{S^{d-1}} |v|^2 \chi(v,|v|\omega) |f(v) - f(|v|\omega)|^2 \, d\omega \, dv, \]

where \( d\omega \) is the measure induced by Lebesgue’s measure on the unit sphere \( S^{d-1} \) of \( \mathbb{R}^d \).

**Proof.** (i) and (ii) are straightforward consequences of Lemma 3.1. To prove (iii), we use again Lemma 3.1, applied to \( D[f] = - \int Q_E(f) \gamma^{-1}(f) \, dv = - \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \chi(v,v') \delta(|v|^2 - |v'|^2) (f - f')(\gamma^{-1}(f) - \gamma^{-1}(f')) \, dv \, dv'. \)

\[ \square \]

These estimates allow us to prove rigourously a result on the large time behaviour for \( Q_E \). The existence of solutions can be found in \( [11, 1, 78, 79, 80] \). In these references, stability results are also proved for renormalized solutions.

**Theorem 3.3** Assume that (H6)-(H8) hold and that \( \chi \) is symmetric, measurable, nonnegative. The Vlasov-Poisson-Boltzmann system \((1)\) with \( Q = Q_E \) or \( Q = 0 \) admits a weak solution \( f \in L^\infty(\mathbb{R}^d \times \Omega) \) such that

\[ \| f(\cdot, \cdot, t) \|_{L^\infty} \leq \max \left( \| f_0 \|_{L^\infty}, \gamma \left( \inf_{\omega \in \Omega} \phi_0 \right) \right). \]

The sequence \((f^n, \phi^n)\) defined by \( (10) \) converges up to the extraction of a subsequence, *-weakly in \( L^\infty(\mathbb{R}^d \times \Omega) \times L^\infty_{\text{loc}}(\mathbb{R}^d \times H^1_0(\Omega)) \), towards a solution \((f_\infty, \phi_\infty)\) of \( (11) \). In case \( Q = Q_E \), if \( v \mapsto \inf_{\omega \in \Omega} \int_{|\omega| = 1} |v|^2 \chi(v,|v|\omega) \, d\omega \) is positive a.e., then \((f_\infty, \phi_\infty)\) is stationary.

**Proof.** The \( L^\infty \) estimate is straightforward in case \( Q = 0 \). For \( Q = Q_E \), we may use the fact that \( Q_E(1) = 0 \) and use the decomposition \( Q_E(f) = Q_E^+(f) - \lambda f \) where

\[ Q^+(f) = |v|^2 \int_{S^{d-1}} \chi(v,|v|\omega) f(|v|\omega) \, d\omega \]

and \( \lambda = |v|^2 \int_{S^{d-1}} \chi(v,|v|\omega) \, d\omega = Q^+(1) \).

The existence proof of \( f \) goes as follows. For a given \( \phi \), we remark that \( f \) has to solve

\[ \partial_t f + v \cdot \nabla_x f - (\nabla_x \phi + \nabla_x \phi_0) \cdot \nabla_v f + \lambda f = Q^+(f). \]
Let \((f_n(x,v),\phi_n(x,t)) = (f(x,v,t + t_n),\phi(x,t + t_n))\) with \(\lim_{n \to +\infty} t_n = +\infty\) and consider the limit as \(n \to +\infty\). According to (9),

\[
\lim_{n \to +\infty} f_0^+ \int_0^{+\infty} \int_\Omega |v|^{d-2} \chi(|v|) |f_n(x,v,t) - f_n(x,v,t)|^2 \ dv \ dx \ dt = 0,
\]

and \((f_\infty, \phi_\infty)\) is a solution of the Vlasov-Poisson-Boltzmann system. It follows from Corollary 3.2, (ii) and (iii), that

\[
\lim_{n \to +\infty} f_0^+ \int_0^{+\infty} \int_\Omega |v|^{d-2} \chi(|v|) |f_n(x,v,t) - f_n(x,v,t)|^2 \ dv \ dx \ dv \ dt = 0,
\]

which implies that \(f_\infty|_{\Gamma^+} = M_{\Gamma^+}\) and \(f_\infty(v) = f_\infty(|v|\omega)\) for \(\omega \in S^{d-1}\). We conclude the proof of Theorem 3.3 by applying Lemma 2.3.

3.2 Example 2: the linear Fokker-Planck operator

We consider the linear Fokker-Planck operator (corresponding to \(\alpha = 0\)):

\[
Q_{FP,\phi}(f) = \text{div}_v(vf + \theta \nabla_v f).
\]

In the whole space case, the corresponding evolution equation has been analyzed in [20] and the large time asymptotics have been studied in details in [21, 46]. The existence results have been adapted to bounded domains in [80], where further stability results are proved. These stability results allow us to construct a renormalized solution of the Vlasov-Poisson-Fokker-Planck equation which satisfies the integrated in time entropy inequality. Since the function \(\gamma\) is given by \(\gamma(u) = C e^{-u/\theta}\) and since the following inequality holds

\[
\int Q_{FP}(f) \log \left( \frac{f}{M_0} \right) \ dv = - \int \frac{1}{\theta f} |vf + \theta \nabla_v f|^2 dv,
\]

the entropy inequality takes the form

\[
\Sigma \gamma[f(t)|M] + \int_0^t \Sigma \gamma[f(s)|M] \ ds + \int_0^t \int_\Omega \frac{1}{\theta f} |vf + \theta \nabla_v f|^2 \ dv \ dx \ ds \leq \Sigma \gamma[f_0|M].
\]
where $\Sigma_{\gamma}[f|g] = \theta \int_\Omega \left[ f \log \left( \frac{f}{g} \right) - f + g \right] \, dx \, dv + \frac{1}{2} |\nabla U[f - g]|^2 \, dx$. In [80], it is proved that any sequence of renormalized solutions of the Vlasov-Poisson-Fokker-Planck system which satisfies the above entropy inequality has a subsequence which weakly converges in $L^1$ towards a renormalized solution of the same system. We apply this stability result to a sequence $f_n(x,v,t) = f(x,v,t + t_n)$. Then, we have a uniform bound in $L^1$ for $f_n$. Besides, a Cauchy Schwartz inequality leads to

$$
\int_0^\infty \left( \int_\Omega \left| \frac{\partial f_n}{\partial t} + \theta \nabla_v f_n \right|^2 \, dv \, dx \right) \, ds \leq \int_0^\infty \int_\Omega \left| \frac{\partial f_n}{\partial t} + \theta \nabla_v f_n \right|^2 \, dv \, dx \, ds = \int_0^\infty \int_\Omega \frac{1}{2} \left| \nabla f_n \right|^2 + \theta \nabla_v f_n^2 \, dv \, dx \, ds
$$

which proves that $\lim_{n \to +\infty} \| f_n \|_{L^1(\Omega)} = 0$. This shows that the weak limit $f_\infty$ of a converging subsequence is a Maxwellian: $f_\infty = \rho(x,t) M_\theta(v)$. Exactly as in [21], $f_\infty$ is a renormalized solution of the Vlasov-Poisson-Fokker-Planck system whose unique Maxwellian solution is given by (4) with $\gamma(u) = C e^{-u/\theta}$. Thus we obtain the

**Theorem 3.4** Consider the problem (1) with $Q = Q_{FP}$. Under Assumptions (H1), (H2) and (H6), the sequence $(f_n)$ weakly converges in $L^\infty((0,T), L^1_{x,v})$ towards the unique stationary solution $M$ defined by (4).

### 3.3 Example 3: semiconductor BGK model

In this paragraph, we are going to give detailed estimates which allow us to prove directly that the large time limit is in the kernel of the collision operator, without proving the convergence of $Q_\alpha(f^0)$ to $Q_\alpha(f^\infty)$ in $\mathcal{D}'$. We deal either with the standard BGK model ($\alpha = 0$) or with the BGK model for fermions ($\alpha > 0$):

$$Q_\alpha(f) = \int_{\mathbb{R}^d} \sigma(v,v') \left[ M_\theta(v) f(v')(1 - \alpha f(v)) - M_\theta(v') f(v)(1 - \alpha f(v')) \right] \, dv',$$

where $\sigma$ is such that there exists two positive constants $\sigma_0$ and $\sigma_1$ for which

$$\sigma_0 \leq \sigma \leq \sigma_1.$$

Existence results are known and we may recall the following result (the cases $\alpha = 0$ and $\alpha > 0$ have been treated in [77] and [81, 82] respectively).

**Theorem 3.5** Let $\alpha \in \mathbb{R}^+$ and $f_0$ be a $L^1(\Omega)$ nonnegative function such that $0 \leq f_0 \leq \alpha^{-1}$ a.e. and $\Sigma_{\gamma}[f_0|M] < +\infty$. Then the Vlasov-Poisson-Boltzmann equation (1) with $Q = Q_\alpha$ admits a renormalized solution $f$ such that $0 \leq f \leq \alpha^{-1}$ a.e.

Also recall that $\gamma(u) = (\alpha + e^{(u-\mu)/\theta})^{-1}$ and $\gamma^{-1}(s) = \mu - \theta \log \left( \frac{1}{1 - \alpha s} \right)$. With these notations, the integrand of the relative entropy takes the form

$$\beta_\gamma(u) - \beta_\gamma(v) - \beta_\gamma(v)(u - v) = \theta \int_v^u \left( \int_v^t \frac{dt}{t(1 - \alpha t)} \right) \, ds.$$

**Lemma 3.6** Let $(u,v) \in (0, \alpha^{-1})^2$. Then

$$\beta_\gamma(u) - \beta_\gamma(v) - \beta_\gamma(v)(u - v) \geq \theta \left( u \log \left( \frac{u}{v} \right) - u + v \right).$$

This lemma is a straightforward consequence of the identity $\frac{1}{t(1 - \alpha t)} \geq \frac{1}{\alpha}$ which is verified for any $t \in (0, \alpha^{-1})$. Note that if $f$ is a solution of the Vlasov-Poisson-Boltzmann equation (1) with $Q = Q_\alpha$ and if $f_n$ is defined as above, for any $t > 0$, we may use the Csiszár-Kullback inequality to obtain:

$$\Sigma_{\gamma}[f_n(t)|M] \geq \theta \| f_n(t) \|_{L^1(\Omega)} \log \left( \frac{\| f_n(t) \|_{L^1(\Omega)}}{\| M \|_{L^1(\Omega)}} \right) + \frac{\theta}{4} \| f_n(t) \|_{L^1(\Omega)} \| f - \frac{\| f_n(t) \|_{L^1(\Omega)}}{\| M \|_{L^1(\Omega)}} M \|_{L^1(\Omega)}^2.$$
Besides, the Cauchy-Schwarz inequality: \( \int (X^2/Y) \geq \left( \int X \right)^2/(\int Y) \) leads to
\[
\int_\omega D[f(x, \cdot)] dx \geq 2 C \int_{\Omega \times \mathbb{R}^d} \frac{M_0 M_0' (1 - \alpha f)(1 - \alpha f') (g - g')^2}{g + g'} dx dv dv'.
\]
Besides, the Cauchy-Schwarz inequality: \( \int (X^2/Y) \geq \left( \int X \right)^2/(\int Y) \) leads to
\[
\int_\omega D[f(x, \cdot)] dx \geq 2 C \left( \int_{\Omega \times \mathbb{R}^d} |f(1 - \alpha f') M_0' - f'(1 - \alpha f) M_0| dx dv dv' \right)^2.
\]
Using the estimates \( 0 \leq 1 - \alpha f \leq 1 \) and \( \int_{\mathbb{R}^d} M_0 dv = 1 \), we find
\[
\int f(1 - \alpha f') M_0' dx dv' \leq \| f \|_{L^1},
\]
which proves that the above denominator is bounded by \( 2 \| f \|_{L^1} \) and the Lemma is proved. \( \Box \)

We can now rephrase Corollary 2.2 as follows.

**Theorem 3.8** Under Assumptions (H1)-(H2), consider an unbounded increasing sequence \((t_n)_{n \in \mathbb{N}}\) and the solution \( f \) of Theorem 3.5. Then \((f^n, \phi^n)\) defined by (10) weakly converges in \( L^1(\mathbb{R}^{1+}_\text{loc} \times \Omega) \) and \( *\)-weakly converges in \( L^\infty(\mathbb{R}^{1+}_\text{loc}, \mathcal{H}^1(\omega)) \) to the unique stationary solution, namely \((M, U[M])\).

**Proof.** We deduce from Lemma 3.7 that both \( \| f^n(\cdot, \cdot, t) \|_{L^1(\Omega)} \) and \( \| f^n \log f^n(\cdot, \cdot, t) \|_{L^1(\Omega)} \) are both bounded uniformly in \( n \in \mathbb{N} \) and \( t \geq 0 \). The stability theorem in [77] implies that up to the extraction of a subsequence \( f^n \) and \( \phi^n \) converge weakly in \( L^1(\mathbb{R}^{1+}_\text{loc} \times \Omega) \) and \( L^\infty(\mathbb{R}^{1+}_\text{loc}, \mathcal{H}^1(\omega)) \) respectively towards a solution of the limit problem. Moreover, since \( \lim_{n \to +\infty} \int_0^T \Sigma^n(\cdot, \cdot, t)[M] \ dt = 0 \), then \( \lim_{n \to +\infty} \| f^n - M \|_{L^1([0,T] \times \Gamma)} \) is uniformly bounded for each \( t \geq 0 \).

\[
f^n = M \quad \text{a.e. on } \Gamma.
\]
Besides, the identity
\[
\lim_{n \to +\infty} \int_{\Omega \times \mathbb{R}^+} Q_\alpha(f^n) \log \left( \frac{f^n}{(1 - \alpha f^n)M_\theta} \right) \, dx dv \, dt = 0
\]
implies
\[
\lim_{n \to +\infty} \int_{\mathbb{R}^+} \left( \int_{\Omega} \left| f^n(1 - \alpha f^n)M_\theta - f^{n+1}(1 - \alpha f^{n+1})M'_\theta \right| \, dx dv \right)^2 \, dt = 0.
\]
On the other hand, due to standard averaging lemmas for kinetic equations [53, 54], we have in the case \( \alpha > 0 \),
\[
f^n(1 - \alpha f^n)M_\theta \to f^\infty(1 - \alpha f^\infty)M_\theta
\]
weakly in \( L^2(\Omega(x,v) \times \mathbb{R}^d_v \times [0,T]) \). Therefore we have
\[
f^\infty(1 - \alpha f^\infty)M_\theta = f^\infty(1 - \alpha f^\infty)M'_\theta \quad \text{a.e.,}
\]
which implies that
\[
Q_\alpha(f^\infty) = 0.
\]
We have then proved that \((f^\infty, \phi^\infty)\) is a solution of the stationary Vlasov-Poisson system and \( f^\infty \) is a Fermi-Dirac function. By Lemma 2.3, it is stationary. We deduce from Theorem 2.6 that \( f^\infty \) is equal to \( M \) and there is therefore no need to extract a subsequence. \( \square \)

### 3.4 Example 5: Boltzmann or Fokker-Planck-Landau collision operators

The Boltzmann equation has been extensively studied during the last 15 years, so we shall only briefly sketch how the case with a Poisson coupling and injection boundary conditions can be dealt with. The main difference with standard approaches is that the total mass is not fixed.

**Theorem 3.9** Let \( \phi_0 \in L^\infty(\Omega) \) be such that \( \nabla \phi_0 \in W^{1,1}(\Omega) \) and consider a solution \( f \) of the Vlasov-Poisson-Boltzmann system with a Boltzmann or a Fokker-Planck-Landau collision term such that, with the notations of Section 2,
\[
\Sigma_\gamma[f(\cdot, t)|M] \leq \Sigma_\gamma[f_0|M].
\]
Then \( t \mapsto \mathcal{M}(t) := \|f(\cdot, t)\|_{L^1(\Omega)} \) is uniformly bounded in \( L^\infty(\mathbb{R}^+) \) and \((f_n)_{n \in \mathbb{N}} \) defined by (10) weakly converges in \( L^1(\mathbb{R}^+_{loc} \times \Omega) \) to \((M, U[M])\).

Note here that the condition on \( \phi_0 \) is certainly not optimal: apart from regularity conditions which have to do with the definition of the characteristics (see [42, 72]), the right condition should be given in terms of the existence of a lower bound for the functional which defines \( U[M] \) or equivalently in terms of the existence of a lower bound for \( \int_\Omega \beta_\gamma(f) \, dx dv \) (see [46] for a discussion of the notion of confinement and [46, 47] for the equivalence of these conditions).

**Proof.** Consider first the case \( \alpha > 0 \) (statistics of fermions) and assume that \( \phi_0 \geq 0 \). Since \( 0 \leq f \leq \frac{1}{\Omega} \) a.e., for almost all \( t > 0 \), the function \( f(\cdot, t) \) is bounded in \( L^1(\Omega) \) as soon as \( \int_\Omega f(x,v,t) \, v^2 \, dx dv \) is bounded uniformly with respect to \( t \). Let us prove that \( f(\cdot, t) \) is also relatively compact.

1) for any given \( \tau \in (0,1) \):
\[
\Sigma_\gamma[f|M] \geq \frac{\tau}{2} \int_\Omega |v|^2 f(x,v,t) \, dx dv + (1-\tau) \int_\Omega \left[ f(x,v,t) \left( \frac{1}{2}|v|^2 - \frac{1}{2} |\phi + \phi_0| \right) + \frac{\theta}{1-\tau} \beta(f) \right] \, dx dv + C
\]
for some constant \( C \in \mathbb{R} \), with \( \beta(f) = f \log f + \frac{1}{\alpha}(1-\alpha f) \log(1-\alpha f) \) if \( \alpha > 0 \) and \( \beta(f) = f \log f \) if \( \alpha = 0 \).
2) According to Lemma 3.6, the term
\[
\int_{\Omega} \left[ f \left( \frac{1}{2} |v|^2 + \frac{1}{2} \phi + \phi_0 \right) + \frac{\theta}{1 - \tau} \beta(f) \right] \,dx\,dv \geq \frac{\theta}{1 - \tau} \int_{\Omega} f \log \left( \frac{f}{g} \right) \,dx\,dv
\]
with \( \log g = (\frac{\theta}{1 - \tau})^{-1} \left( \frac{1}{2} |v|^2 + \frac{1}{2} \phi + \phi_0 \right) \) is bounded from below by Jensen’s inequality:
\[
\int_{\Omega} f \log \left( \frac{f}{g} \right) \,dx\,dv \geq \left( \int_{\Omega} f \,dx\,dv \right) \log \left( \frac{\int_{\Omega} f \,dx\,dv}{\int_{\Omega} g \,dx\,dv} \right),
\]
since \( g \) is bounded in \( L^1(\Omega) \). This also proves that \( \int_{\Omega} |v|^2 f(x, v, t) \,dx\,dv \) is uniformly bounded and gives an upper bound for \( M(t) \):
\[
\Sigma_{\gamma} |f| \geq \theta M(t) \log (M(t)) - C M(t),
\]
for some \( C \in \mathbb{R} \). The weak compactness in \( L^1 \) then follows by Dunford-Pettis’ criterion (see [50]).

Up to these preliminary estimates, the method is more or less standard and we will only refer to the existing literature. In case \( \alpha = 0 \), for the Boltzmann collision operator, one has to use the notion of renormalized solutions for the Boltzmann equation in \( \mathbb{R}^d \) (see [43, 44, 50] or [41] for the Vlasov-Poisson system and an adapted notion of trace [78]). For detailed results, we refer to [79]. As far as we know, there is no satisfactory notion of renormalized solution of the inhomogeneous Fokker-Planck-Landau equation, for which stability results would be available and large time asymptotics only hold at a formal level. Note that relative entropy type estimates are also used in the proof of the existence of stationary solutions (with incompatible boundary conditions) of the Boltzmann equation in a slab, without Poisson coupling: see [3, 4]. The case of the Boltzmann collision operator with \( \alpha > 0 \) is easier (see [45] for the Cauchy problem in \( \mathbb{R}^d \)) and details are left to the reader. Because of the entropy inequality, the limit is therefore in the kernel of \( Q^{\beta}_{\text{ee}, \alpha} \), which ends the proof of Theorem 3.9.

4 Relative entropy and uniqueness

In this Section, we consider the case without self-consistent potential \( \phi \) (no Poisson coupling), when the collision operator is the BGK approximation of the Boltzmann collision operator for fermions given by
\[
Q_{\alpha}(f) = \int_{\mathbb{R}^d} \sigma(v, v') \left[ \mathcal{M}_\alpha(v) f(v') (1 - \alpha f(v)) - \mathcal{M}_\alpha(v') f(v) (1 - \alpha f(v')) \right] dv'.
\]
We shall prove by relative entropy methods uniqueness results even when the boundary conditions are not necessarily compatible with \( Q_{\alpha} \). The case \( \alpha = 0 \) will be referred as the linear case while the case \( \alpha > 0 \) will be called the nonlinear case. The uniqueness result for stationary solutions (Theorem 2.6) is an extension of the method of Poupaud in [88]. It is a first answer to the long standing open question concerning the uniqueness of the stationary states for nonlinear collision operators like the Boltzmann collision kernel. The method also applies to large time asymptotics (Theorem 2.7).

4.1 Stationary solutions: proof of Theorem 2.6

Consider on \( \Omega \) the stationary equation
\[
v \cdot \nabla_x f - \nabla_x \phi_0 \cdot \nabla_v f = Q_{\alpha}(f)
\]
with the boundary condition \( f = g \) on \( \Gamma^- \). Let \( f_1 \) and \( f_2 \) be two solutions.
We assume first that $\alpha = 0$ and consider a nonnegative strictly convex function $H : \mathbb{R} \to \mathbb{R}^+$ such that $H(0) = 0$. Let $h = f_2 - f_1$ and consider $m$ defined by

$$m(x,v) = e^{-\left(\frac{1}{2} |v|^2 + \phi_0(x)\right)/\theta} \quad \forall (x,v) \in \Omega.$$ 

It is a stationary solution of the Vlasov equation

$$v \cdot \nabla_x m - \nabla_x \phi_0 \cdot \nabla_v m = 0$$

(which does not satisfy the injection condition on $\Gamma^-$). The function $mH(h/m)$ satisfies

$$(v\nabla_x - \nabla_x \phi_0 \cdot \nabla_v) \left( mH\left(\frac{h}{m}\right)\right) = Q_0(h) \left(\frac{h}{m}\right).$$

Integrating this identity with respect to $x$ and $v$ leads to

$$\int_{\Gamma^+} mH\left(\frac{h}{m}\right) d\sigma - \int_{\Omega} Q_0(h) \left(\frac{h}{m}\right) dxdv = 0.$$

Since $H$ is positive on $\mathbb{R} \setminus \{0\}$ and $H'$ is strictly increasing on $\mathbb{R}^+$, both terms have to vanish (for any fixed $x \in \omega$, $m(x,v)$ is proportional to $m_0(v)$). Therefore $h$ vanishes on the boundary $\partial \Omega$ and $Q_0(h) = 0$, which is possible only if $h'/h = h_0/m_0$ a.e. in $\Omega$: there is a function $\rho(x)$ defined on $\Omega$ such that $h(x,v) = \rho(x)m_0(v)$ for any $(x,v) \in \Omega$. Since $h$ is a solution of (13), we immediately obtain

$$\nabla_x \rho - \rho \nabla_x \phi_0 = 0: \rho \equiv 0 = h|r|.$$ 

The linear case. The proof in this case is slightly more complicated. It relies on the use of the inequality

$$\int_{\mathbb{R}^d} [Q_0(f_1) - Q_0(f_2)] \cdot \text{sgn}(f_1 - f_2) \, dv \leq 0,$$

with equality if and only if $f_1 - f_2$ has a constant sign. This is a consequence of the identity

$$\int_{\mathbb{R}^d} [Q_0(f_1) - Q_0(f_2)] \cdot \text{sgn}(f_1 - f_2) \, dv = -\frac{1}{2} \int_{\mathbb{R}^d} \sigma(v,v') |f_1 - f_2| \left(1 - \text{sgn}(f_1 - f_2) \cdot \text{sgn}(f_1' - f_2')\right) \cdot P \, dv \, dv',$$

where certainly $P := M_0^0(1 - \alpha f_1') + \alpha M_0 f_1' + M_0^0(1 - \alpha f_2') + \alpha M_0 f_2'$ is positive a.e. and $1 - \text{sgn}(f_1 - f_2) \cdot \text{sgn}(f_1' - f_2') \geq 0$. We proceed in analogy with the linear case. Namely, if we consider two solutions $f_1$ and $f_2$ of (13), the difference $h = f_1 - f_2$ satisfies

$$v \cdot \nabla_x |h| - \nabla_x \phi_0 \cdot \nabla_v |h| = [Q_0(f_1) - Q_0(f_2)] \cdot \text{sgn}(h).$$

with zero inflow boundary conditions. Integrating this equation with respect to $x$ and $v$ yields

$$\int_{\Gamma^+} |h| \, d\sigma - \int_{\Omega} [Q_0(f_1) - Q_0(f_2)] \cdot \text{sgn}(h) \, dxdv = 0$$

which implies that $h$ vanishes on the whole boundary $\partial \Omega$ and that for almost every $x \in \Omega$, $h(x,\cdot)$ has a constant sign (which may depend on $x$). The last property can be rewritten as follows: for any function $S(x,v,v')$ for which the integrals make sense,

$$\left[ \int S(x,v,v') h(x,v') \, dv' \right] \cdot \text{sgn}(h(x,v)) = \int S(x,v,v') |h(x,v')| \, dv'.$$

Thus $h$ is a solution of

$$v \cdot \nabla_x |h| - \nabla_x \phi_0 \cdot \nabla_v |h| + \lambda |h| = \int_{\mathbb{R}^d} \sigma_1 |h'| \, dv'$$

(16)
with $h = 0$ on $\partial \Omega$,
\[
\lambda(x, v) = \int_{\mathbb{R}^d} \sigma(v, v') \left[ \alpha M_0(v) f_1(x, v') + (1 - \alpha f_1(x, v')) M_0(v') \right] \, dv'
\]
and $\sigma_1(x, v, v') = \sigma(v, v') \left[ M_0(v)(1 - \alpha f_2(x, v)) + \alpha M_0(v') f_2(x, v) \right]$. 

The function $\lambda$ is a bounded positive function. We claim that this implies that $h = 0$. Indeed, let $(x_0, v_0) \in \Omega$ with $|v_0|$ large enough in such a way that any characteristics with initial conditions in $(x, v) \in B_r(x_0) \times B_r(v_0)$ (with $r > 0$) is open. Let $\psi$ be a nonnegative smooth function which is strictly positive on $B_r(x_0) \times B_r(v_0)$.

The solution $\theta$ of
\[
v \cdot \nabla_x \theta - \nabla_x \psi_0 \cdot \nabla_v \theta - \lambda \theta = \psi, \quad \theta = 0 \text{ on } \Sigma^-,
\]
is nonnegative and does not vanish on $B_r(x_0) \times B_r(v_0)$. Let us give a short proof of this fact. Assume that the characteristics which is given by
\[
\frac{\partial X}{\partial t} = V, \quad \frac{\partial V}{\partial t} = -\nabla_x \psi_0(X),
\]
exists on a maximal interval $(\mathcal{T}_m(x, v), \mathcal{T}_e(x, v)) \ni 0$. If such a characteristics is open, this means that either $\mathcal{T}_m(x, v) > -\infty$ and $X(x, v, \mathcal{T}_m(x, v)) \in \partial \omega$ or $\mathcal{T}_e(x, v) < +\infty$ and $X(x, v, \mathcal{T}_e(x, v)) \in \partial \omega$. Note that since $\theta$ is a steady state, the problem is autonomous, so we dont need to introduce a specific initial time (with the notations of (12), $X(t; x, v, s)$ is replaced by $X(t - s; x, v, 0) = X(x, v, t - s)$). Let $\Lambda(x, v, t) = \int_0^t \lambda(X(s), V(s)) \, ds$. If $\mathcal{T}_m(x, v) > -\infty$, $\theta$ is represented by the integral formula
\[
\theta(x, v) = \int_{\mathcal{T}_m(x, v)} e^{-\Lambda(x, v, s)} \psi(X(s), V(s)) \, ds,
\]
is therefore nonnegative and does not vanish on $B_r(x_0) \times B_r(v_0)$. A similar formula holds if $\mathcal{T}_e < +\infty$.

Using (16), (17) and Green’s formula, we deduce that
\[
\int_{\Omega} |h(x, v)| \psi(x, v) + \int_{\Omega} \left( \int_{\mathbb{R}^d} |\sigma_1(x, v, v')| h(x, v') \, dv' \right) \theta(x, v) \, dx \, dv = 0,
\]
which implies that $\int_{\mathbb{R}^d} |\sigma_1(x, v, v')| h(x, v') \, dv'$ vanishes on $B_r(x_0) \times B_r(v_0)$. Since $\sigma_1$ does not vanish, this implies that $h$ vanishes on $B_r(x_0) \times \mathbb{R}^d$. We conclude that $h$ vanishes identically, since $x_0$ can be arbitrarily chosen in $\omega$. \hfill \Box

4.2 Large time asymptotics: proof of Theorem 2.7

The above method is also usefull for the study of large time asymptotics. It gives the convergence to the unique stationary solution and shows the connection with relative entropy formulations which have been extensively used throughout the rest of this paper. We denote by $h$ the function $f \cdot f_s$.

**The linear case.** Multiplying the Equation (15) by $H'(\frac{h}{m})$ and integrating with respect to $(x, v)$, we obtain the identity
\[
\frac{d}{dt} \int_{\Omega} mH\left(\frac{h}{m}\right) \, dx \, dv + \int_{\mathbb{R}^d} mH\left(\frac{h}{m}\right) \, d\sigma - \int_{\Omega} Q_0(h) H'\left(\frac{h}{m}\right) \, dx \, dv = 0.
\]

According to the same strategy as in Section 3, we define $h_n(x, v, t) = h(t + t_n, x, v)$ where $t_n$ is an arbitrary diverging sequence and deduce that up to the extraction of a subsequence, the sequence $h_n$ $\ast$-weakly converges in $L^\infty((0, T) \times \Omega)$ towards a function $h_\infty$ such that $Q_0(h_\infty) = 0$, $\partial_t h_\infty + v \cdot \nabla_x h_\infty -
\[ \nabla_x \phi_0 \cdot \nabla_v h_\infty = 0 \] and \( h_\infty = 0 \) on \( \partial \Omega \). The first identity implies that \( h_\infty \) is a Maxwellian, which is even with respect to \( v \) and is therefore stationary in view of Lemma 2.3. Theorem 2.6 then implies that \( h_\infty = 0 \).

**The nonlinear case.** As in the proof of Theorem 2.6, a simple computation gives

\[ \frac{d}{dt} \int_\Omega |h| \, dx \, dv + \int_{\Gamma^+} |h| \, d\sigma - \int_\Omega [Q_\alpha(f) - Q_\alpha(f_s)] \cdot \text{sgn}(h) \, dx \, dv = 0. \]

The \( * \)-weak limit \( h^+_{\infty} \) in \( L^\infty((0,T) \times \Omega) \) of a subsequence of \( h^n_{\infty} = |h(\cdot, \cdot, \cdot + t_n)| \) defined as above satisfies

\[ \partial_t h^+_{\infty} + v \cdot \nabla_x h^+_{\infty} - \nabla_x \phi_0 \cdot \nabla_v h^+_{\infty} + \lambda^\infty h^+_{\infty} = \int_{\mathbb{R}^d} \sigma_j |(h^+_{\infty})'| \, dv' \]

where \( \lambda^\infty = \int_{\mathbb{R}^d} \sigma(v, v') \left[ \alpha M_\theta(v) f_\infty(x, v') + (1 - \alpha f_\infty(x, v')) M_\theta(v') \right] \, dv' \)

and \( \sigma_j(x, v, v') = \sigma(v, v') \left[ M_\theta(v) (1 - \alpha f_s(x, v)) + \alpha M_\theta(v') f_s(x, v) \right] \),

where \( f_\infty \) is, up to the extraction of a further subsequence, the limit of \( f(\cdot, \cdot, \cdot + t_n) \). The convergence in the collision term holds for the same reason as in the proof of Theorem 2.6. On the other hand \( h^+_{\infty}(x, v, t) = 0 \) for all \( t > 0 \), \( (x, v) \in \partial \Omega \). As in the proof of Theorem 2.6 again, this implies that \( h^+_{\infty} = 0 \). But since \( |f_\infty - f_s| \leq h^+_{\infty} \), we deduce that \( f_\infty = f_s \). \( \Box \)

## 5 Other boundary conditions

This section is devoted to further considerations on relative entropies corresponding to various types of boundary conditions. The case of diffuse reflection boundary conditions is studied with some details: after a definition of such boundary conditions, which are such that the total mass is preserved, stationary solutions are found using a variational approach. These solutions are then used to define a relative entropy, which describes the irreversibility, and gives the uniqueness of the stationary solution when there is no closed characteristics, exactly like in the case of injection boundary conditions. Conditions preserving the energy and the mass are then introduced and further remarks are done concerning other types of possible boundary conditions.

### 5.1 Diffuse reflection boundary conditions (DRBC)

Here we consider as in Section 1 the full Vlasov-Poisson-Boltzmann system

\[ \begin{aligned}
\partial_t f + v \cdot \nabla_x f - (\nabla_x \phi + \nabla_x \phi_0) \cdot \nabla_v f &= Q(f) \\
-\Delta \phi &= \int_{\mathbb{R}^d} f(x, v, t) \, dv \\
\phi|_{\partial \omega} &= 0
\end{aligned} \quad (18) \]

and diffuse reflection boundary conditions for \( f \). These conditions are defined as follows. For any \((x, t) \in \partial \omega \times \mathbb{R}^+\), let

\[ \rho_+(x, t) := \int_{\Sigma^+(x)} f(x, v, t) \, v \cdot \nu(x) \, dv. \]

Assuming that \( \gamma \) is defined on \( \mathbb{R}^+ \), satisfies \((\mathcal{P})\) and is such that \( \lim_{s \to -\infty} \gamma(s) = +\infty \), there exists a unique function \( \mu : \partial \omega \times \mathbb{R}^+ \to \mathbb{R} \) for which

\[ \rho_+(x, t) = \int_{\Sigma^-(x)} \gamma \left( \frac{1}{2} |v|^2 + \phi_0(x) - \mu(x, t) \right) |v \cdot \nu(x)| \, dv \quad \forall (x, t) \in \partial \omega \times \mathbb{R}^+. \]
With the notation
\[ m_f(x,v,t) := \gamma \left( \frac{1}{2} |v|^2 + \phi_0(x) - \mu(x,t) \right) \quad \forall (x,t) \in \partial \omega \times \mathbb{R}^d \times \mathbb{R}^+, \]
we shall say that \( f \) is subject to *diffuse reflection boundary conditions* (DRBC) if and only if
\[ f(x,v,t) = m_f(x,v,t), \quad \forall t \in \mathbb{R}^+, \quad \forall (x,v) \in \Gamma^- . \tag{21} \]

Note that under this condition, the total mass is preserved:
\[ \frac{d}{dt} \int_{\Omega} f(x,v,t) \, dx \, dv = - \int_{\Omega} \text{div}_x(v f(x,v,t)) \, dx \, dv = - \int_{\Gamma} f(x,v,t) \, d\sigma(x,v) = 0 , \]
where \( d\sigma(x,v) = v \cdot \nu(x) \, d_{\partial\omega}(x) \cdot dv \) is a signed measure such that \( d\sigma = \pm d\sigma \) on \( \Gamma^\pm \), with the notations of Section 1. From now on, we denote by \( \mathcal{M} \) the \( L^1 \)-norm of \( f \):
\[ \mathcal{M} = \| f(\cdot,t) \|_{L^1(\Omega)} \quad \forall t \in \mathbb{R}^+ . \]

Under DRBC conditions, we shall now prove the existence of a stationary solution corresponding to any given mass by the mean of a variational approach. This solution then allows us to define a *relative entropy*, which we shall use to prove the uniqueness of the stationary solution. This relative entropy also describes the irreversibility and the large time asymptotics as in the case of injection boundary conditions. See the concluding remark of this section for further comments on the denomination: relative.

### 5.1.1 A variational formulation in the (DRBC) case

**Lemma 5.1** Assume that \( \phi_0 \) is a bounded from below measurable function. For any \( \mathcal{M} > 0 \), system (18) supplemented with boundary conditions zero Dirichlet boundary conditions for \( \phi \) and (21) for \( f \) has at least one nonnegative stationary solution \( M \) such that \( \| M \|_{L^1(\Omega)} = \mathcal{M} \).

**Proof.** We look for a solution \( M \) satisfying the fixed-point equation
\[ M(x,v) = \gamma \left( \frac{1}{2} |v|^2 + \phi_0(x) + U[M] - \mu_M \right) , \tag{22} \]
where \( \mu_M \) is a constant such that
\[ \int_\Omega \gamma \left( \frac{1}{2} |v|^2 + \phi_0(x) + U[M] - \mu_M \right) \, dx \, dv = \mathcal{M} \tag{23} \]
(this constant is unique at least for \( U[M] \) fixed). For such an \( M \), the Vlasov equation in (18) is certainly satisfied. With the same notations as in Section 1, if
\[ g(u) = \int_{\mathbb{R}^d} \gamma \left( \frac{1}{2} |v|^2 + u \right) \, dv = 2^{d/2-1} |S^{d-1}| \int_0^{+\infty} s^{d/2-1} \gamma(s+u) \, ds , \]
to solve the Poisson equation in (18) with \( f \equiv M \) given by (22) is therefore equivalent to solve
\[ -\Delta \phi = g(\phi + \phi_0 - \mu[\phi + \phi_0]) , \tag{24} \]
where \( \mu : W^{1,(d-1)/d}_0(\omega) \rightarrow \mathbb{R} \) is a functional implicitly defined by the condition
\[ \int_\omega g(u - \mu[u]) \, dx = \mathcal{M} . \]
We refer to [47] for a complete resolution of (24) in a similar case (Neumann boundary conditions). Let us give a sketch of the proof. The function $\phi$ is a critical point in $H_0^1 \cap W^{1,(d-1)/d}(\omega)$ of

$$J[\phi] = \frac{1}{2} \int_\omega |\nabla \phi|^2 \, dx - \int_\omega G(\phi + \phi_0 - \mu[\phi + \phi_0]) \, dx + \mathcal{M} \mu[\phi + \phi_0],$$

where $G$ is a primitive of $g$. This functional is convex as can be checked by direct investigation. It is actually easier to minimize $H[f]$ where $f$ is defined by $f = \frac{1}{2} |v|^2 + \phi_0$)

$$H[f] = \int_\Omega \left( \beta_\gamma f + f \left( \frac{1}{2} |v|^2 + \phi_0 \right) \right) \, dx dv + \frac{1}{2} \int_\omega \nabla U[f]^2 \, dx$$

on $\{ f \in L^1_\#(\Omega) : \int_\Omega f \, dx dv = \mathcal{M} \}$, where $\beta_\gamma f = - \int f \gamma^{-1}(s) \, dz$. $H$ is also convex ($H$ and $J$ are related in terms of convex conjugation by Legendre's transform; see [47]), and a critical point $f$ of $H$ has to satisfy:

$$-\gamma^{-1}(f) + U[f] + \phi_0 - \lambda = 0,$$

where $\lambda = \mu[U[f] + \phi_0] = \mu_\mathcal{M}$ (according to (23), since $f \equiv M$ by the above equation) is the Lagrange multiplier associated to the constraint $\int_\Omega f \, dx dv = \mathcal{M}$; it is straightforward to check that such a critical point $f$ exists, which immediately gives a solution $M = f$ to Equation (22). It is moreover clear that the boundary condition (21) has to be satisfied, with $\mu(x,t) \equiv \mu_\mathcal{M}$.  

At this point, we notice that the solution (22) of (24) is unique because of the convexity of $H$, but we did not prove yet that any stationary solution of (18) is necessarily of the form (22).

### 5.1.2 Relative entropy in the (DRBC) case

Like in the case of injection boundary conditions, we may define the relative entropy and the boundary entropy flux respectively by

$$\Sigma_\gamma[g|h] = \int_\Omega (\beta_\gamma g - \beta_\gamma h - (g - h)\beta_\gamma'(h)) \, dx dv + \frac{1}{2} \int_\omega |\nabla U[g - h]|^2 \, dx,$$

and

$$\Sigma_\gamma^+[g|h] = \int_\Gamma^+ (\beta_\gamma g - \beta_\gamma h - (g - h)\beta_\gamma'(h)) \, d\sigma.$$

Recall that $\Sigma_\gamma[g|h]$ and $\Sigma_\gamma^+[g|h]$ are always nonnegative and vanish if and only if $g = h$ a.e. on $\Omega$ and $\Gamma^+$ respectively. Exactly as in the injection boundary conditions case, we may first state a result on the irreversibility.

**Theorem 5.2** Let $(f, \phi)$ be a solution of (18) supplemented with diffuse reflection (21) and zero Dirichlet boundary conditions respectively, $\mathcal{M} = \| f(\cdot,0) \|_{L^1(\Omega)}$ and assume that Assumptions (H1)-(H4) hold. We further assume that $\gamma$ is defined on $IR$ and $\lim_{s \to +\infty} \gamma(s) = +\infty$. Then the relative entropy satisfies

$$\frac{d}{dt} \Sigma_\gamma[f(t)|M] = -\Sigma_\gamma'[f|m] + \int_\Omega Q(f) \left[ \frac{1}{2} |v|^2 - \gamma^{-1}(f) \right] \, dx dv \leq 0,$$

where $M$ is defined by (22)-(23).

**Proof.** The computations are similar to the case of injection boundary conditions. Notice first that

$$-\int_\Omega (f - M)\beta_\gamma(M) \, dx dv = \int_\Omega (f - M) \left( \frac{1}{2} |v|^2 + \phi_0(x) + U[M] - \mu_\mathcal{M} \right) \, dx dv.$$

Because of the conservation of mass and (23), $\mu_\mathcal{M} \int_\Omega (f - M) \, dx dv = 0$, and using the properties of $U$,

$$\int_\Omega (f - M)U[M] \, dx dv + \frac{1}{2} \int_\omega |\nabla U[f - M]|^2 \, dx = \frac{1}{2} \int_\omega \left( |\nabla U[f]|^2 - |\nabla U[M]|^2 \right) \, dx.$$
Thus, only the collision term and the boundary terms contribute to \( \frac{d}{dt} \Sigma_{\gamma} [f(t) | M] \):

\[
\frac{d}{dt} \Sigma_{\gamma} [f(t) | M] - \int_{\Omega} Q(f) \left[ \frac{1}{2} |v|^2 - \gamma^{-1}(f) \right] \, dx \, dv \\
= \int_{\Gamma} \left( \beta_{\gamma}(f) - \beta_{\gamma}(M) - (f - M) \left( \frac{1}{2} |v|^2 + \phi_0(x) - \mu_M \right) \right) \, d\bar{\sigma}(x,v) .
\]

Certainly,

\[
\int_{\Gamma} \left( \beta_{\gamma}(M) - M \left( \frac{1}{2} |v|^2 + \phi_0(x) - \mu_M \right) \right) \, d\bar{\sigma}(x,v) = 0 ,
\]

but also

\[
\int_{\Gamma} \left( \beta_{\gamma}(m_f) - m_f \left( \frac{1}{2} |v|^2 + \phi_0(x) - \mu(x,t) \right) \right) \, d\bar{\sigma}(x,v) = 0 ,
\]

by definition (20) of \( \mu(x,t) \). According to (19) and the boundary condition (21), we get \( \int_{\Gamma} f \, d\bar{\sigma}(x,v) = 0 \) and \( \int_{\Gamma} f(x,v,t) \, \mu(x,t) \, v \cdot v(x) \, dv = 0 \). Thus

\[
\int_{\Gamma} \left( \beta_{\gamma}(f) - f (\frac{1}{2} |v|^2 + \phi_0(x) - \mu_M) \right) \, d\bar{\sigma}(x,v) \\
= \int_{\Gamma} \left( \beta_{\gamma}(f) - f (\frac{1}{2} |v|^2 + \phi_0(x) - \mu(x,t)) \right) \, d\bar{\sigma}(x,v) \\
= \int_{\Gamma} \left( \beta_{\gamma}(f) - \beta_{\gamma}(m_f) - \beta_{\gamma}(m_f)(f - m_f) \right) \, d\sigma(x,v) .
\]

Since \( \beta_{\gamma}(m_f(x,v,t)) = \frac{1}{2} |v|^2 + \phi_0(x) - \mu(x,t) \), Theorem 5.2 is proved. \( \square \)

**Corollary 5.3** Under the same assumptions as in Theorem 5.2, if there are no closed trajectories, and if \( \omega \) is a \( C^1 \) bounded connected domain in \( \mathbb{R}^d \), then for any \( M > 0 \), there exists a unique continuous nonnegative stationary solution of (18)–(21) with \( L^1 \)-norm \( M \). This solution, \( M \), is given by (22)–(23).

The condition on \( \phi_0 \) for the uniqueness of the stationary solution (no closed trajectories) is exactly the same as for the injection boundary conditions. For instance, in dimension \( d = 1 \), it would be sufficient to assume that \( -\phi_0'' > 0 \).

**Proof.** Because of Theorem 5.2, if \( f \) is a solution of (18)–(21), then

\[
f(x,v) = m_f(x,v) = \gamma \left( \frac{1}{2} |v|^2 + \phi_0(x) - \mu(x) \right) , \quad \forall (x,v) \in \Gamma
\]

(here we omit the dependence of \( \mu \) in \( t \) since \( f \) does not depend on \( t \) either). In the following, we shall do as if \( \phi \) and \( \phi_0 \) were of class \( C^2 \). For lower regularity, one has to take advantage of the uniqueness of the characteristics according to [42]. Consider two points \( x_1 \) and \( x_2 \) in \( \partial \omega \) such that the segment \( (x_1,x_2) \) is a subset of \( \omega \): there exists a characteristics connecting \( x_1 \) to \( x_2 \) (Bolza problem in \( \mathbb{R}^d \): see \[95\] and Appendix B), i.e. a solution of

\[
\frac{dX}{dt} = V , \quad \frac{dV}{dt} = -\nabla (\phi(X) + \phi_0(X)) , \quad X(0) = x_1 , \quad V(0) = v_1
\]

such that for some \( t > 0 \), \( x(t) = x_2 \), for some well chosen \( v_1 \), with \( |v_1| \) large enough. Since \( f \) is constant along the characteristics, \( f(x_2,v_2) = f(x_1,v_1) \). Because \( f \) only depends on the energy on the boundary (up to \( \mu \)) and since \( \gamma \) is strictly decreasing, we have:

\[
\frac{1}{2} |v_2|^2 + \phi_0(x_2) - \mu(x_2) = \frac{1}{2} |v_1|^2 + \phi_0(x_1) - \mu(x_1) .
\]

But on the other hand, \( \phi \) does not depend on \( t \) and the energy also is conserved along the characteristics:

\[
\frac{1}{2} |v_2|^2 + \phi_0(x_2) = \frac{1}{2} |v_1|^2 + \phi_0(x_1) .
\]
This is possible if and only if $\mu(x_2) = \mu(x_1)$. See Lemma B.1 in Appendix B for more details on how to find $v$. It remains to check that any two points of a $C^1$ connected domain in $\mathbb{R}^d$ can be connected by a finite number of segments in $\omega$, whose extremities are in $\partial \omega$. This is the purpose of Lemma B.2 in Appendix B. Thus $\mu(x)$ defined by (19) does not depend on $x$ and we can conclude by applying Lemma 5.1.

Depending on the form of the collision kernel, large time results similar to the ones corresponding to injection boundary conditions of Sections 1-4 can also be established. The adaptation of the proofs is left to the reader.

5.2 Diffuse reflection boundary conditions preserving the energy

Consider a solution of (18). For any $(x, t) \in \partial \omega \times \mathbb{R}^+$, consider

$$e_+(x, t) := \int_{\Sigma_+(x)} \left( \frac{1}{2} |v|^2 + \phi_0(x) \right) f(x, v, t) \, v \cdot \nu(x) \, dv,$$

and, as in the case without preservation of the energy,

$$\rho_+(x, t) := \int_{\Sigma_+(x)} f(x, v, t) \, v \cdot \nu(x) \, dv.$$

Because of the monotonicity properties of $\gamma$, there exist two functions $\mu$, $T : \partial \omega \times \mathbb{R}^+ \to \mathbb{R}$ such that

$$\rho_+(x, t) = \int_{\Sigma_+(x)} \gamma \left( \frac{1}{T(x, t)} \left[ \frac{1}{2} |v|^2 + \phi_0(x) - \mu(x, t) \right] \right) \, v \cdot \nu(x) \, dv,$$

$$e_+(x, t) = \int_{\Sigma_+(x)} \left( \frac{1}{2} |v|^2 + \phi_0(x) \right) \gamma \left( \frac{1}{T(x, t)} \left[ \frac{1}{2} |v|^2 + \phi_0(x) - \mu(x, t) \right] \right) v \cdot \nu(x) \, dv.$$

With the notation

$$m_f(x, v, t) := \gamma \left( \frac{1}{T(x, t)} \left[ \frac{1}{2} |v|^2 + \phi_0(x) - \mu(x, t) \right] \right),$$

for any $(x, v, t) \in \partial \omega \times \mathbb{R}^d \times \mathbb{R}^+$, $f$ is subject to diffuse reflection boundary conditions preserving the energy if and only if

$$f(x, v, t) = m_f(x, v, t), \quad \forall \, t \in \mathbb{R}^+, \quad \forall \, (x, v) \in \Gamma^-.$$

Under these boundary conditions, the mass $\|f(\cdot, t)\|_{L^1(\Omega)} = \mathcal{M}$ and the total energy

$$\mathcal{E} = \int_{\Omega} \left( \frac{1}{2} |v|^2 + \phi_0(x) + \frac{1}{2} U[f] \right) f(x, v, t) \, dx \, dv$$

are conserved. We may then consider a stationary state taking the form

$$M(x, v) = \gamma \left( \frac{1}{T_{E, M}} \left[ \frac{1}{2} |v|^2 + \phi_0(x) + U[M] - \mu_{E, M} \right] \right),$$

where $\mu_{E, M}, T_{E, M}$ are constants such that

$$\int_{\Omega} \gamma \left( \frac{1}{T_{E, M}} \left[ \frac{1}{2} |v|^2 + \phi_0(x) + U[M] - \mu_{E, M} \right] \right) \, dx \, dv = \mathcal{M},$$

and

$$\int_{\Omega} \left( \frac{1}{2} |v|^2 + \phi_0(x) + \frac{1}{2} U[f] \right) \gamma \left( \frac{1}{T_{E, M}} \left[ \frac{1}{2} |v|^2 + \phi_0(x) + U[M] - \mu_{E, M} \right] \right) dx \, dv = \mathcal{E}. $$
The existence of such a stationary solution can be proved by variational arguments, but whether uniqueness holds or not is in general open (see [17]). Note that because of the conservation of mass and energy,

$$\frac{d}{dt} \left[ \int_{\Omega} (f - M) \beta'_{\gamma}(M) \right] dx dv + \frac{1}{2 T_{E,M}} \int_{\omega} |\nabla U| (f - M)^2 dx = 0,$$

and the relative entropy takes the simplified form

$$\Sigma_{\gamma}[f|M] = \int_{\Omega} (\beta_{\gamma}(f) - \beta_{\gamma}(M)) dx dv .$$

The irreversibility is measured by this relative entropy (which coincides with the usual notion of entropy in thermodynamics, up to a sign convention). Let $\Sigma_{\gamma}^{\pm}[f|m_{\pm}] = \int_{\Omega} (\beta_{\gamma}(f) - \beta_{\gamma}(m_{\pm})) d\sigma$.

**Proposition 5.4** With the above notations,

$$\frac{d}{dt} \Sigma_{\gamma}[f(t)|M] = - \Sigma_{\gamma}^{\pm}[f|m_{\pm}] + \int_{\Omega} Q(f) \left[ \frac{1}{2} v^2 - \gamma^{-1}(f) \right] dx dv \leq 0 .$$

By an argument similar to the one of Corollary 5.3, it is then easy to prove that any stationary solution is necessarily of the form (25).

### 5.3 Remarks on the boundary conditions

To the boundary conditions for $f$ correspond various well known situations of thermodynamics (see [8]).

In the case of injection (resp. diffuse reflection) boundary conditions, the temperature and the chemical potential (resp. the temperature and the mass) are fixed, so that the energy and the mass (resp. the energy and the chemical potential) of the system fluctuate: this is the grand canonical (resp. canonical) framework and the relative entropy can be identified with a grand potential (resp. free energy) function. The stationary state is uniquely defined in both cases.

When the energy and the mass are fixed (microcanonical framework), the relative entropy can be identified with an entropy function (in the usual sense of thermodynamics, up to a sign convention), but a difficulty arises from the lack of uniqueness results of stationary states (see [38, 17]). Other cases formally enter in our relative entropy formulation: for instance, if the volume is not fixed, one could prescribe the pressure by requiring the equality of the incoming and outgoing fluxes corresponding to the first moment in the velocity.

**Remark 5.5** Why we use the denomination relative for the entropy arises from the following reason. In the three examples of boundary conditions studied in this paper (injection boundary conditions, diffuse reflection boundary conditions with fixed temperature and diffuse reflection boundary conditions preserving mass and energy), the function $\beta_{\gamma}$ is entirely defined by $\gamma$, but we further impose that the minimum of $\Sigma_{\gamma}$ is reached by the unique stationary solution corresponding to the boundary conditions. This in turn determines the Lagrange multipliers associated to the constraints. In that sense, the entropy is therefore relative to this stationary solution. The relative entropy functional can be interpreted – from a probabilistic point of view – as a conditional expectation, or simply as a measure of the distance to the stationary state (at least when it is unique). This notion of distance is also the one which appears when measuring the stability by the Casimir-energy method or in case of diffusion equations with compatible nonlinearities (see [27, 18]), as we shall see in Appendices C and D.

### A End of the proof of Theorem 2.5

Let $\Phi : [0,1] \times \mathbb{R} \rightarrow \mathbb{R}$, $(x,t) \mapsto \Phi(x,t)$ be an analytic function in $x$ with $C^\infty$ in time coefficients. Assume that:

- $\Phi(0,t) = 0$ and $\Phi(1,t) = \Phi_1$ do not depend on $t$,
We define the characteristics \((X, V)(t; x, v, s)\) as the solution of

\[
\begin{align*}
\frac{\partial X}{\partial t} &= V, & \frac{\partial V}{\partial t} &= -\frac{\partial \Phi}{\partial x}(X, t), \\
X(t; x, v, t) &= x, & V(t; x, v, t) &= v,
\end{align*}
\]

and assume that

\[
|V_{in}(t_0, x_0, 0)| = |V_e(t_0, x_0, 0)|, \quad \forall (x_0, t_0) \in (0, x_M) \times \mathbb{R},
\]

for some \(x_M \in (0, 1)\). \(V_{in}\) and \(V_e\) are defined as \(V(T_{in}(t_0, x, v); x, v, t_0)\) and \(V(T_e(t_0, x, v); x, v, t_0)\) respectively, where \(T_{in}(t_0, x, v)\) (resp. \(T_e(t_0, x, v)\)) is \(\sup\{t < t_0 : X(t; x, v, t_0) = 0\}\) (resp. \(\inf\{t > t_0 : X(t; x, v, t_0) = 0\}\)). The aim of the appendix is to prove that the potential \(\Phi\) does not depend on time. First of all, we remark that for \(x_M\) small enough, \(\frac{\partial \Phi}{\partial x} > 0\) on \((0, x_M)\) – see the first part of the proof of Theorem 2.5 – so that \(V\) is positive on \((T_{in}(t_0, x_0, 0), t_0)\) and negative on \((t_0, T_e(t_0, x_0, 0))\). Therefore, on each time interval, the position variable is a strictly monotone function of time \(t\) that we shall denote by \(X^+(t)\) and \(X^-(t)\), for \(t_0 \in \mathbb{R}, x_0 \in (0, x_M)\), fixed. The function \(X^+\) is a bijection from \((T_{in}(t_0, x_0, 0), t_0)\) onto \((0, x_0)\) while \(X^-\) is a bijection from \((t_0, T_e(t_0, x_0, 0))\) onto \((x_0, 0)\). Letting \(t^+\) and \(t^-\) be their inverse functions, we have

\[
\frac{dt^\pm}{dX} = \frac{1}{V}, \quad \frac{dV}{dX} = -\frac{1}{V} \frac{\partial \Phi}{\partial x}(X, t^\pm).
\]

Let \(e_\pm(X) = \frac{1}{2}V^2(X)\). Then, simple algebraic computations lead to the following expressions:

\[
t^\pm(X) = t_0 \mp \int_{x_0}^{X} \frac{dY}{\sqrt{2e_\pm(Y)}} \quad \forall X \in [0, x_0],
\]

\[
\frac{de_\pm}{dX} = -\frac{\partial \Phi}{\partial x}(X, e^\pm(X)), \quad e_\pm(x_0) = 0.
\]

The condition \(|V_{in}(t_0, x_0, 0)| = |V_e(t_0, x_0, 0)|\) reads \(e_+(0) = e_-(0)\). Next, we perform the rescaling:

\[
x_0 = \varepsilon^2, \quad X = \varepsilon^2(1 - x) \quad \text{and} \quad e_\pm(X) := \frac{\varepsilon^2}{2} e_\pm(x).
\]

It is readily seen the \(e_\pm^\varepsilon\) satisfy the following integro-differential equations

\[
\frac{de_\pm^\varepsilon}{dx} = 2 \frac{\partial \Phi}{\partial x} \left(\varepsilon^2(1 - x), t_0 \pm \varepsilon \int_{0}^{x} \frac{dy}{\sqrt{e_\pm^\varepsilon(y)}}\right), \quad e_\pm^\varepsilon(0) = 0.
\]

and the condition \(V_{in}(t_0, x_0, 0)| = |V_e(t_0, x_0, 0)|\) is written

\[
e_\pm(1) = e_\pm^\varepsilon(1)
\]

for any \(\varepsilon > 0\) small enough. The above equations can be shown to have unique solutions for \(\varepsilon\) small enough. Moreover, these solutions have the following asymptotic expansion in \(\varepsilon\):

\[
e_\pm^\varepsilon = \sum_{n=0}^{+\infty} \varepsilon^n e_n^\pm.
\]

The constraint \(|V_{in}(t_0, x_0, 0)| = |V_e(t_0, x_0, 0)|\) yields \(e_+^\varepsilon(1) = e_-^\varepsilon(1)\).
Lemma A.1 With the above notations, for all \( n \in \mathbb{N} \), we have the following identities:

\[
\begin{align*}
(i) \quad & \frac{d e_{2n}^+}{dx} = \frac{2(1-x)^n}{n!} \partial_x^{n+1} \Phi(0,t_0), \\
(ii) \quad & \frac{d e_{2n+1}^+}{dx}(x) = \frac{\pm 2(1-x)^n}{(n+1)!} \left( \int_0^x \frac{dy}{\sqrt{e_0(y)}} \right) \partial_x^{n+1} \Phi(0,t_0), \\
(iii) \quad & \partial_t \partial_x^{n+1} \Phi(0,t_0) = 0.
\end{align*}
\]

Proof. We first remark that (iii) is a direct consequence of (ii) and of the fact that \( e_{2n+1}^+(1) = e_{2n+1}^-(1) \). In order to prove (i) and (ii), we insert the expansion of \( e_{2n}^+ \) in (27) and identify the terms of the same power in \( \varepsilon \). From the zeroth order term, we obtain \( \frac{d}{dx} e_{0}^\pm = 2 \partial_x \Phi(0,t_0) \). The formulae for \( e_{1}^\pm \) (i.e. (ii) with \( n = 0 \)) follow from the order 1 term. For the higher order terms, we proceed by induction. Namely, let \( n \in \mathbb{N} \) be given and assume that (i), (ii) and (iii) hold up to the order \( n \). Let us prove that they hold for \( n + 1 \). Terms of order \( \varepsilon^{2n+2} \) in the right hand side of (27) are obtained by taking \( n + 1 \) derivatives of \( \partial_x \Phi \) with respect to \( x \), \( n \) derivatives with respect to \( x \) and two with respect to \( t \), \( n - 1 \) derivatives with respect to \( x \) and 4 with respect to \( t_1 \), \( \cdots \), \( 2n + 2 \) with respect to \( t \). Noticing that (iii) holds up to \( n \) and for all times \( t_0 \in \mathbb{R} \), we deduce that the only non vanishing term in this expansion is the first one. This leads to (i) for the index \( n + 1 \). In order to prove (ii), we proceed analogously. The only non vanishing term of order \( 2n + 3 \) is the one corresponding to \( n + 1 \) derivatives with respect to \( x \) and one derivative with respect to \( t \). All the other terms involve \( t \) derivatives of \( \partial_x^k \Phi(0,t) \) with \( k \leq n \), and are therefore vanishing in view of (iii). This leads to (ii) (with \( n \) replaced by \( n + 1 \)). \[ \square \]

A straightforward consequence is the following Corollary that we use in the proof of Theorem 2.5.

Corollary A.2 Let \( \Phi : [0,1] \times \mathbb{R} \rightarrow \mathbb{R}, (x,t) \mapsto \Phi(x,t) \) be an analytic function in \( x \) with \( C^\infty \) in time coefficients such that \( \Phi(0,t) = 0 \) and \( \Phi(1,t) = \Phi_1 \) do not depend on \( t \). Assume that \( \frac{\partial \Phi}{\partial t}(x,t) \geq C_2 > 0 \) uniformly in \( (x,t) \in (0,x_M) \times \mathbb{R} \). If the characteristics \((X,V)(t;x,v,s)\) defined by (26) are such that, with the above notations, \( |V_{in}(t_0,x_0,0)| = |V_{o}(t_0,x_0,0)| \) for any \( (x_0,t_0) \in (0,x_M) \times \mathbb{R} \), then \( \Phi \) does not depend on \( t \).

B Two technical lemmata for the Bolza problem

The Bolza problem is a standard question of mechanics. For a given potential \( \psi \) and for any given pair \( (x_1,x_2) \in \partial \omega \) of points, does there exist a trajectory which connects \( x_1 \) to \( x_2 \), for an appropriate initial velocity \( v_1 \)? In this Appendix, we are going to prove two lemmata which are of interest for the proof of Corollary 5.3. We consider first the Bolza problem for two points \( x_1, x_2 \in \partial \omega \) such that the segment \((x_1,x_2)\) is contained in \( \omega \), and then prove that two arbitrary points of the boundary of \( \omega \) can be connected by a finite number of such segments, under the assumption that \( \omega \) is a connected and bounded domain. For simplicity, we assume that \( \psi \) is of class \( C^2 \), so that we deal with classical characteristics, but an extension based on the uniqueness of weaker notions of characteristics (see [42, 72]) is easy to establish.

Let \( x_1, x_2 \in \partial \omega \). We shall say that

\[(x_1,x_2)\ satisfy \ Property \ (S) \ if \ and \ only \ if \ \nu(x_i) \cdot (x_2 - x_1) \neq 0, \ i = 1, 2, \ and \ (x_1,x_2) = \{tx_1 + (1-t)x_2 : t \in (0,1)\} \subset \omega.\]

Let \( u_0 = \frac{x_2 - x_1}{|x_2 - x_1|} \). We may notice that if (S) is satisfied, there exists an \( \eta > 0 \) such that

\[\forall u \in S^{d-1}, \quad |u - u_0| < \eta \implies \{x_1 + tu : t > 0\} \cap \omega \] is a neighborhood of \((x_1,x_2)\) in \( \omega \).
Lemma B.1 Let $\psi$ be a bounded $C^2$ potential defined on $\omega$ and consider $x_1, x_2 \in \partial \omega$ such that $(x_1, x_2)$ has Property (S). Then there exists an $A > 0$ such that

$$\forall \, a > A \quad \exists \, v_1 \in a \cdot |S^{d-1}| \subset \mathbb{R}^d,$$

for which the characteristics defined in $\omega$ by

$$\frac{d^2X}{dt^2} = -\nabla \psi(X), \quad X(0) = x_1, \quad \frac{dX}{dt}(0) = v_1$$

ends at $x_2$.

Proof. For $\varepsilon > 0$ and $u \in S^{d-1}$, we denote by $X_{\varepsilon,u}(t)$ the characteristics defined by

$$\frac{d^2X_{\varepsilon,u}}{dt^2} = -\nabla \psi(X_{\varepsilon,u}), \quad X_{\varepsilon,u}(0) = x_1, \quad \frac{dX_{\varepsilon,u}}{dt}(0) = \frac{1}{\varepsilon} u$$

in $\mathbb{R}^d$ (we extend $\psi$ by a bounded $C^2$ function to $\mathbb{R}^d$). Consider the time rescaling $\varepsilon s = t$, and the rescaled characteristics $Y(\varepsilon, u, s) = X_{\varepsilon,u}(\frac{s}{\varepsilon})$.

$$\frac{\partial^2 Y}{\partial s^2} = -\varepsilon^2 \nabla \psi(Y), \quad Y(\varepsilon, u, 0) = x_1, \quad \frac{\partial Y}{\partial s}(\varepsilon, u, 0) = u.$$ 

It is straightforward to prove that

$$|\frac{\partial Y}{\partial s}(\varepsilon, u, s) - u| \leq \varepsilon \cdot \sqrt{\frac{2}{\varepsilon^2} \|\psi\|_{L^\infty(\mathbb{R}^d)}^2}.$$ 

Define $S(\varepsilon, u) = \inf\{ s > 0 : Y(\varepsilon, u, s) \in \partial \omega \}$ and $Z(\varepsilon, u) = Y(\varepsilon, u, S(\varepsilon, u))$. By the above estimate, it is clear that, $Z(\varepsilon = 0, u_0) = x_2$. The function $Z$ is of class $C^2$ on a neighborhood of $(0, u_0) \in \mathbb{R}^+ \times S^{d-1}$, and it is easy to check that $\nabla_u Z(0, u_0)$ is invertible. The conclusion holds by the implicit functions theorem.

Lemma B.2 Let $x, y \in \partial \omega$. Assume that $\omega$ is a $C^1$ bounded and connected domain in $\mathbb{R}^d$ and $\psi$ is of class $C^2$ on $\omega$. Then there exists a finite sequence of points $x_1 = x, x_2, \ldots, x_i, x_{i+1}, \ldots, x_{n-1}, x_n = y$ in $\partial \omega$ such that $(x_i, x_{i+1})$ has Property (S) for $i = 1, 2, \ldots, n - 1$.

Proof. We shall first prove an infinitesimal version of Lemma B.2. Let $x, y \in \partial \omega$ and denote by $\nu(x)$ and $\nu(y)$ the unit outgoing normals at $x$ and $y$ respectively. Because of the regularity of $\partial \omega$, for $\varepsilon > 0$ small enough, if $|x - y| < \varepsilon$, there exists an $\eta > 0$ such that

$$\{ z \in B(x, \varepsilon) \setminus \{ x \} : \frac{z - x}{|z - x|} \cdot \nu(x) < -\eta \} \subset \omega \quad \text{and} \quad \{ z \in B(y, \varepsilon) \setminus \{ y \} : \frac{z - y}{|z - y|} \cdot \nu(y) < -\eta \} \subset \omega.$$

Next, consider

$$U = \{ u \in S^{d-1} : u \cdot \nu(x) + \eta < 0 \text{ and } u \cdot \nu(y) + \eta < 0 \}$$

for $\varepsilon > 0$ small enough so that $U$ is not empty (for $|x - y| < \varepsilon$ small enough, $\nu(x) - \nu(y)$ is as small as we want). Moreover, in the limit $\varepsilon \to 0$, we can take $\eta$ arbitrarily small. For any $u \in U$, we may therefore consider

$$Z = \{ z(u) : u \in U \},$$

where $z(u) = x + t(x, u)u$ and $t(x, u) = \inf\{ t > 0 : x + tu \in \omega^c \text{ or } (y, x + tu) \cap \omega^c \neq \emptyset \}$. By Sard’s theorem, there exists at most a countable number of points $u$ in $U$ for which either $(z(u) - x) \cdot \nu(z(u)) = 0$ or $(z(u) - x) \cdot \nu(z(u)) = 0$, which ends the proof: there exists a $u \in U$ such that both $(x, z(u)) \subset \omega$ and $(z(u), y) \subset \omega$ have Property S. By compactness of $\partial \omega$, if $x$ and $y$ are in the same connected component of $\partial \omega$, it is then easy to find a finite sequence of points $x_1 = x, x_2, \ldots, x_i, x_{i+1}, \ldots, x_{n-1}, x_n = y$ in $\partial \omega$ with $|x_{i+1} - x_i| < \varepsilon$ for $\varepsilon > 0$ small enough such that Lemma B.2 holds. If $x$ and $y$ are in two different connected components of $\partial \omega$, the extension is straightforward and left to the reader.
C Nonlinear stability

We shall consider here the Vlasov-Poisson system in the whole space and see that (with no relaxation mechanism) the relative entropy is the same functional as the energy-Casimir functional which is used for studying the nonlinear stability of the solutions (see [49, 66, 9, 92, 93, 22] in the plasma physics case, [61, 60, 58] for gravitational systems and for instance [59] for models with a magnetic field).

We will only sketch the main issues on stability at a formal level, to emphasize the connection with the relative entropy framework that we have used to study the irreversibility in the bounded domain case. For further details and stability in various norms, we refer to [22, 23].

Consider for simplicity the case $\omega = \mathbb{R}^d$ and let $f$ be a solution of the Vlasov-Poisson system in the presence of an external potential $\phi_0$:

$$\partial_t f + v \cdot \nabla_x f - (\nabla_x U[f] + \nabla_x \phi_0) \cdot \nabla_v f = 0,$$

where $U[f] = |S^{d-1}|^{-1}|x|^{-(d-2)} \ast \int_{\mathbb{R}^d} f \, dv$. Similar statements can be obtained in case of two species (and global electroneutrality) or for various boundary conditions (periodic, specular reflection, diffuse reflection,...). Note here that mass and energy are formally conserved and can a priori be fixed. Conditions on the growth of $\phi_0$ and on the decay of $\gamma$ have to be imposed to make the formulation of the problem consistent. These conditions will be referred as confinement conditions (see [46] for more details in the case $\gamma(u) = e^{-u^2/\beta}$). Assume that $\phi_0 \in L^1_\text{loc}(\mathbb{R}^d)$ is such that $\lim_{|x| \to +\infty} \phi_0(x) = +\infty$ and $M_0(x, v) = \gamma \left( \frac{1}{2} |v|^2 + \phi_0(x) \right)$ is bounded in $L^1(\mathbb{R}^d)$. Consider as in the case of a bounded domain $M$

$$M(x, v) = \gamma \left( \frac{1}{2} |v|^2 + \phi_0(x) + U[M](x) - \mu \right).$$

Such an $M$ can be defined by the mean of the convex functional:

$$U \mapsto \frac{1}{2} \int_{\mathbb{R}^d} |\nabla U|^2 \, dx - \int_{\mathbb{R}^d} G(U(x) + \phi_0(x) - \mu[U]) \, dx + M \mu[U],$$

where $G(w) = 2^{d/2-1}|S^{d-1}| \int_0^{+\infty} s^{d/2-1} \gamma(s + w) \, ds$ and $\mu = \mu[\phi]$ is fixed by the condition

$$\int_{\mathbb{R}^d} \gamma \left( \frac{1}{2} |v|^2 + \phi_0(x) + \phi(x) - \mu \right) \, dx = \mathcal{M},$$

for an arbitrary given mass $\mathcal{M} > 0$. We may notice that finding a solution $M$ is a well posed problem since $U[M] > 0$ a.e. and $0 \leq M \leq M_0$ because $\gamma$ is decreasing (also see [47] for more details on the use of the decay properties of $\gamma$, for instance with respect to the existence of $\mu$). The total mass $\mathcal{M}$ is a monotone function of $\mu$ and is certainly well defined at least for $M$ in some range.

Note now that provided $\|f(\cdot, \cdot, t)\|_{L^1(\mathbb{R}^d \times \mathbb{R}^d)} = \|M\|_{L^1(\mathbb{R}^d \times \mathbb{R}^d)} = \mathcal{M}$ and $f \geq 0$ a.e.,

$$\Sigma_\gamma[f|M] = \int_{\mathbb{R}^d \times \mathbb{R}^d} \left( \beta_\gamma(f) + \frac{1}{2} |v|^2 + \phi_0 + \frac{1}{2} U[f] \right) \, dx \, dv - \int_{\mathbb{R}^d \times \mathbb{R}^d} \left( \beta_\gamma(M) + \frac{1}{2} |v|^2 + \phi_0 + \frac{1}{2} U[M] \right) \, dx \, dv$$

$$\quad = \int_{\mathbb{R}^d \times \mathbb{R}^d} \left( \beta_\gamma(f) - \beta_\gamma(M) - \beta_\gamma(M)(f - M) \right) \, dx \, dv + \frac{1}{2} \int_{\mathbb{R}^d} |\nabla U[f - M]|^2 \, dx$$

is formally conserved for any solution $f$. Since $\beta_\gamma'' = -(\gamma^{-1})' \geq 0$, $\Sigma_\gamma[f|M]$ is actually a convex functional and certainly

$$\Sigma_\gamma[f(\cdot, \cdot, t)|M] \leq \Sigma_\gamma[f_0|M],$$

even for a weak solution. Minimizing

$$\int_{\mathbb{R}^d \times \mathbb{R}^d} \left( \beta_\gamma(f) + \frac{1}{2} |v|^2 + \phi_0(x) + \frac{1}{2} U[f] \right) \, dx \, dv$$

under the constraint $\|f\|_{L^1(\mathbb{R}^d \times \mathbb{R}^d)} = \mathcal{M}$ is equivalent to find directly $M$ or to minimize (28). In this framework, $\mu$ is exactly the corresponding Lagrange multiplier (see [47] for a discussion for a
model of nonlinear diffusion, which is completely similar to the kinetic case). As a consequence, $M$ and $\mu$ are uniquely defined. To conclude with these considerations on nonlinear stability, let us mention that $\Sigma_\gamma[f,M]$ is a measure of the distance between $f$ and $M$: under the additional assumptions: $\inf_{(0,1)} \beta_{\gamma}^{\mu} > 0$ and $\inf_{t>0, h \in (0,1)} \beta_{\gamma}^{\mu}(1 + th)(1 + t) > 0$ for instance, which are true if $\gamma^{-1}(f) = \mu - \theta \log \left( \frac{1}{1 - f} \right)$ for $\theta > 0$, $\alpha \geq 0$ and $\mu \in \mathbb{R}$, by the Csiszár-Kullback inequality (see for instance [6]), there exists a constant $C > 0$ depending only on $\gamma$ such that

$$\Sigma_\gamma[f(\cdot, \cdot), t] M) \geq C \| f(\cdot, \cdot), t) - M \|_{L^1(R^d \times R^d)}^2 + \frac{1}{2} \int_{R^d} |\nabla U[f - M]|^2 \, dx .$$

The entropy functional $\Sigma_\gamma[f(\cdot, \cdot), t] M)$ is therefore a measurement of the nonlinear stability of $M$ in the $L^1$ norm:

$$\text{for any } \varepsilon > 0, \text{ if } \Sigma_\gamma[f_0, M] \leq C \varepsilon^2, \text{ then } \| f(\cdot, \cdot), t) - M \|_{L^1(R^d \times R^d)} \leq \varepsilon .$$

Theorem 2.1 also provides a measurement of the nonlinear stability. Depending on the behaviour of $\beta_{\gamma}^{\mu}$, this stability can be measured in various $L^q$ norms, with $q \in [1, 2]$ (see [23]).

### D Relation with nonlinear diffusion equations

Throughout this paper, we have emphasized the analogies of the relative entropies for kinetic equations and nonlinear diffusions. In a simple case (corresponding again to $\omega = \mathbb{R}^d$ and for a specific collision kernel), we are going to make this connection precise by taking at a formal level an appropriate diffusive limit.

Consider a solution in $C^0(\mathbb{R}^+, L^1(R^d))$ of

$$\rho_t = \Delta \rho(\rho) + \nabla (\rho \nabla \phi_0) + \varepsilon \nabla \cdot (\rho \nabla \phi) \quad (29)$$

where either $\varepsilon = 0$ (uncoupled case) or $\varepsilon = 1$ and (Poisson coupling) $\phi = V[\rho] = |S^{d-1}|^{-1} |x|^{-d+2} \ast \rho$. Let $\Gamma$ be the inverse of $u \mapsto -\nu' / u$ and assume that it is a nonnegative decreasing function on $\mathbb{R}$. We denote by $\beta$ a primitive of $- \int_0^u \Gamma^{-1}(z) \, dz = \int_0^u \frac{\nu(z)}{2} \, dz$. The function $\rho_{\infty}(x) = \Gamma(\phi_0 + \varepsilon V[\rho_{\infty}] - \mu)$ is a stationary solution of (29) and the convergence of $\rho(t, \cdot)$ to $\rho_{\infty}$ as $t \to +\infty$ is measured by

$$\Sigma[\rho, \rho_{\infty}] = \int_{R^d} (\beta(\rho) - \beta(\rho_{\infty}) - \beta'(\rho_{\infty})(\rho - \rho_{\infty})) \, dx + \frac{\varepsilon}{2} \int_{R^d} |\nabla V[\rho - \rho_{\infty}]|^2 \, dx ,$$

which is nonnegative and decays according to

$$\frac{d}{dt} \Sigma[\rho, \rho_{\infty}] = - \int_{R^d} \rho |\nabla \phi_0 + \nabla V[\rho] - \nabla (\Gamma^{-1}(\rho))|^2 \, dx =: -I[\rho] .$$

Note that $I[\rho] = 0$ if and only if $\rho = \rho_{\infty}$. By a Csiszár-Kullback inequality,, we get

$$\Sigma[\rho, \rho_{\infty}] \geq C \| \rho - \rho_{\infty} \|^2_{L^1(R^d)} + \frac{\varepsilon}{2} \| \nabla U[\rho - \rho_{\infty}] \|^2_{L^2(R^d)} .$$

These equations have been extensively studied recently and we shall quote [7, 34, 35, 29, 85, 27, 28, 69, 16, 36, 37] for uncoupled cases corresponding to (29) and [5, 15, 18] for the coupled case. Also see [24, 47] for a study of the corresponding stationary solutions as well as the relation of $\Sigma[\rho, \rho_{\infty}]$ with the functional defined by (28).

The nonlinear diffusion equation (29) can be obtained from a singular perturbation of a kinetic equation. Namely, let $\gamma$ be a function which satisfies Property $P$. For a given function $g(v)$, we define

$$m_g(v) = \gamma \left( \frac{1}{2} |v|^2 + a_g \right)$$
where \( a_2 \) is the unique real number such that \( \int_{\mathbb{R}^3} m_g(v) \, dv = \int_{\mathbb{R}^3} g(v) \, dv \). Consider the Vlasov-Poisson-Boltzmann system

\[
\partial_t f^n + \frac{1}{\eta} \left[ v \cdot \nabla_x f^n - (\nabla_x \phi_0 + \varepsilon \nabla_x \phi) \cdot \nabla_v f^n \right] = \frac{1}{\eta^2} Q(f^n)
\]

(30)

where \( Q(g) = m_g - g \). With the notations of Sections 1-2, the operator \( Q \) satisfies

\[
-D[g] = \int_{\mathbb{R}^3} Q(g) \left[ \frac{1}{2} |v|^2 - \gamma^{-1}(g) \right] \, dv = \int_{\mathbb{R}^3} (m_g - g) \left( \gamma^{-1}(m_g) - \gamma^{-1}(g) \right) \, dv \leq 0
\]

and the equality case holds if and only if \( g = m_g \). The \( H \)-Theorem (see Theorem 2.1) takes the form

\[
\frac{d}{dt} \Sigma_1[f^n(\cdot, \cdot, t)] M = -\frac{1}{\eta^2} \int_{\mathbb{R}^3} D[f^n(\cdot, \cdot, t)] dx
\]

We claim that the formal limit \( f^0 \) of \( f^n \) is given by \( f^0 = \gamma \left( \frac{1}{2} |v|^2 + a_\rho(x,t) \right) \) for some function \( a_\rho(x,t) \) and that the corresponding density \( \rho(x,t) = \int_{\mathbb{R}^3} f^0(x,v,t) \, dv \) satisfies (29) with \( \nu(u) = -\int_0^u (\Gamma^{-1})'(s) \, ds \) and \( \Gamma(u) = \int_{\mathbb{R}^3} \gamma \left( \frac{1}{2} |v|^2 + u \right) \, dv \) (the functions \( \nu \) and \( a_\rho \) are linked to each other by the relation \( \rho(x,t) = \Gamma(a_\rho(x,t)) \)). To prove this claim, we first integrate the Boltzmann equation (30) with respect to \( v \) and find

\[
\partial_t \rho^n + \text{div}_x j^n = 0 \quad \text{with} \quad \rho^n = \int_{\mathbb{R}^3} f^n \, dv \quad \text{and} \quad j^n = \frac{1}{\eta} \int_{\mathbb{R}^3} v f^n \, dv.
\]

Then, multiplying (30) by \( \nu v \) and integrating with respect to \( v \), we find

\[
-j^n = \eta^2 \partial_t j^n + \text{div}_x \left[ \int_{\mathbb{R}^3} v \otimes v f^n \, dv \right] + (\nabla \phi_0 + \varepsilon \nabla \phi^n) \rho^n.
\]

Passing to the limit \( \eta \to 0 \) formally yields

\[
\partial_t \rho + \text{div}_x j = 0 \quad \text{with} \quad j = \text{div}_x \left[ \int_{\mathbb{R}^3} v \otimes v \gamma \left( \frac{1}{2} |v|^2 + a_\rho(x,t) \right) \, dv \right] + (\nabla \phi_0 + \varepsilon \nabla \phi) \rho.
\]

We may notice that

\[
\text{div}_x \left[ \int_{\mathbb{R}^a} v \otimes v \gamma \left( \frac{1}{2} |v|^2 + a_\rho \right) \, dv \right] = \frac{1}{d} \nabla x \int_{\mathbb{R}^3} |v|^2 \gamma \left( \frac{1}{2} |v|^2 + a_\rho \right) \, dv = - (\Gamma \circ a_\rho) \nabla x a_\rho = \nabla x \nu(\rho),
\]

which leads to (29).

This formal limit holds not only at the level of the equations but also for the relative entropy. Consider the \( H \)-Theorem written for \( f^n \) and let us carry out the limit \( \eta \to 0 \). A straightforward computation shows that \( \Sigma_1[f^n] M \) is exactly equal to \( \Sigma[\rho] \rho_{\infty} \). Let us analyze the limit of \( \frac{1}{\eta^2} \int_{\mathbb{R}^3} D[f^n] \, dx \) by the mean of a Hilbert expansion for \( f^n \); let

\[
f^n = f^0 + \eta f_1 + O(\eta^2).
\]

The equation satisfied by \( f_1 \) is

\[
D_{\rho} Q(f_1) = v \cdot \nabla_x f^0 - (\nabla_x \phi_0 + \varepsilon \nabla_x \phi) \cdot \nabla_v f^0 = \gamma' \left( \frac{1}{2} |v|^2 + a_\rho \right) v \cdot (\nabla x a_\rho - \nabla x \phi_0 - \varepsilon \nabla x \phi)
\]

where \( D_{\rho} Q \) is the linearization of \( Q \) at \( f = f^0 \). A straightforward computation shows that

\[
D_{\rho} Q(f^1) = \gamma' \left( \frac{1}{2} |v|^2 + a \right) (\Gamma^{-1})'(\rho) \left( \int_{\mathbb{R}^a} f_1 \, dv \right) - f_1.
\]
On the other hand

\[ f_1 = -D_{\rho^0} Q(f_1) = \gamma' \left( \frac{1}{2} |v|^2 + a \right) v \cdot (-\nabla_x a_{\rho^0} + \nabla_x \phi_0 + \varepsilon \nabla_x \phi) . \]

On the other hand

\[
\lim_{\eta \to 0} \frac{1}{\eta^2} \int_{\mathbb{R}^d} D[f^\eta] \, dx = \lim_{\eta \to 0} \frac{1}{\eta^2} \int_{\mathbb{R}^d} Q(f^\eta) \left[ \frac{1}{2} |v|^2 - \gamma^{-1}(f^\eta) \right] \, dv \, dx
\]

\[ = \int_{\mathbb{R}^d} D_{\rho^0} Q(f_1) \cdot ((\gamma^{-1})'(f^0) f_1) \, dv \, dx \]

\[ = - \int_{\mathbb{R}^d} (f_1)^2 (\gamma^{-1})'(f^0) \, dv \, dx \]

\[ = - \frac{1}{d} \int_{\mathbb{R}^d} \left\{ \int_{\mathbb{R}^d} \gamma' \left( \frac{1}{2} |v|^2 + a \right) |(-\nabla_x a_{\rho^0} + \nabla_x \phi_0 + \varepsilon \nabla_x \phi) \cdot v|^2 \, dv \right\} \, dx \]

\[ = - \frac{1}{d} \int_{\mathbb{R}^d} \left\{ \int_{\mathbb{R}^d} |v|^2 \gamma' \left( \frac{1}{2} |v|^2 + a \right) \, dv \right\} \left| -\nabla_x a_{\rho^0} + \nabla_x \phi_0 + \varepsilon \nabla_x \phi \right|^2 \, dx , \]

which is nothing else than \( I(\rho) \) since \( a_{\rho^0} = \Gamma^{-1}(\rho) \). This shows at a formal level that

\[ \Sigma_{\gamma} [f^\eta(\cdot, \cdot, t)] M + \frac{1}{\eta^2} \int_0^\infty dx \int_{\mathbb{R}^d} D[f^\eta(x, \cdot, s)] \, dx \]

converges as \( \eta \to 0 \) to \( \Sigma[\rho(\cdot, t)] \rho_{\infty} + \int_0^\infty ds \int_{\mathbb{R}^d} I[\rho(\cdot, s)] \, dx \).

**Example.** Consider the case of the Fermi-Dirac statistics. The kinetic equilibrium distribution function is the one which was exhibited in Examples 2 and 3 of Section 1 (also see [18, 75, 76, 47]): with the above notations, for any \((x, v) \in \mathbb{R}^d \times \mathbb{R}^d\),

\[ f_{\infty}(x, v) = \gamma \left( \frac{1}{2} |v|^2 + \phi_0 + \varepsilon \phi - \mu \right) \quad \text{with} \quad \gamma(u) = (\alpha + e^u)^{-1} , \]

where \( \alpha > 0 \) is a parameter related to Planck’s constant. We refer to [55] for a mathematically rigorous justification of the diffusive limit. The function \( \rho_{\infty}(x) = \Gamma(\phi_0 + \varepsilon \phi - \mu) \) is the unique equilibrium density of the nonlinear diffusion equation

\[ \rho_t = \nabla : (\nabla \nu(\rho) + \rho \nabla \phi) , \]

where \( \nu(u) = - \int_0^u s (\Gamma^{-1})'(s) \, ds \) and \( \Gamma(u) = |S^{d-1}| \int_0^\infty (2s)^{d/2-1} \gamma(s + u) \, ds \).
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