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Abstract
Symmetries and equivariance are fundamental to the generalization of neural networks on domains such as images, graphs, and point clouds. Existing work has primarily focused on a small number of groups, such as the translation, rotation, and permutation groups. In this work we provide a completely general algorithm for solving for the equivariant layers of matrix groups. In addition to recovering solutions from other works as special cases, we construct multilayer perceptrons equivariant to multiple groups that have never been tackled before, including $O(1,3)$, $O(5)$, $Sp(n)$, and the Rubik’s cube group. Our approach outperforms non-equivariant baselines, with applications to particle physics and dynamical systems. We release our software library to enable researchers to construct equivariant layers for arbitrary matrix groups.

1. Introduction
As machine learning has expanded to cover more areas, the kinds of structures and data types we must accommodate grows ever larger. While translation equivariance may have been sufficient for working with narrowly defined sequences and images, with the expanding scope to sets, graphs, point clouds, meshes, hierarchies, tables, proteins, RF signals, games, PDEs, dynamical systems, and particle jets, we require new techniques to exploit the structure and symmetries in the data.

In this work we propose a general formulation for equivariant multilayer perceptrons (EMLP). Given a set of inputs and outputs which transform according to finite dimensional representations of a symmetry group, we characterize all linear layers that map from one space to the other, and provide a polynomial time algorithm for computing them. We release our library, along with documentation, and examples.

Figure 1. We provide a general and efficient method for solving equivariance constraints. For particular symmetry groups and type signatures, we recover other well known equivariant layers while also enabling application to new groups and representations.

Figure 1 illustrates how the convolutional layers of a CNN (LeCun et al., 1989), the permutation equivariant deep sets (Zaheer et al., 2017), graph layers (Maron et al., 2018), and layers for networks equivariant to point clouds (Thomas et al., 2018), all arise as special cases of our more general algorithm.

We summarize our contributions as follows:

- We prove that the conditions for equivariance to matrix groups with arbitrary linear representations can be reduced to a set of $M + D$ constraints, where $M$ is the number of discrete generators and $D$ is the dimension of the group.
- We provide a polynomial time algorithm for solving these constraints for finite dimensional representations, and we show that the approach can be accelerated by exploiting structure and recasting it as an optimization problem.
- With the addition of a bilinear layer, we develop the Equivariant MultiLayer Perceptron (EMLP), a general equivariant architecture that can be applied to a new group by specifying the group generators.
• Demonstrating the generality of our approach, we apply our network to multiple groups that were previously infeasible, such as the orthogonal group in five dimensions $O(5)$, the full Lorentz group $O(1, 3)$, the symplectic group $Sp(n)$, the Rubik’s cube group, with the same underlying architecture, outperforming non equivariant baselines.

2. Related Work
While translation equivariance in convolutional neural networks (LeCun et al., 1989) has been around for many years, more general group equivariant neural networks were introduced in Cohen & Welling (2016a) for discrete groups with GCNNs. There have been a number of important works generalizing the approach to make use of the irreducible group representations for the continuous rotation groups $SO(2)$ (Cohen & Welling, 2016b; Esteves et al., 2017; Marcos et al., 2017), $O(2)$ (Weiler & Cesa, 2019), $SO(3)$ (Thomas et al., 2018; Weiler et al., 2018; Anderson et al., 2019), $O(3)$ (Smidt et al., 2020) and their discrete subgroups. The requirements and complexity of working with irreducible representations has limited the scope of these methods, with only one example outside of these two rotation groups with the identity component of the Lorentz group $SO^+(1, 3)$ in Bogatskiy et al. (2020).

Others have used alternate approaches for equivariance through group FFTs (Cohen et al., 2018b), and regular group convolution (Worrall & Welling, 2019; Bekkers, 2019; Finzi et al., 2020). These methods enable greater flexibility; however, achieving equivariance for continuous groups with the regular representation is fundamentally challenging, since the regular representation is infinite dimensional.

Meanwhile, the theoretical understanding and practical methods for equivariance to the permutation group $S_n$ have advanced considerably for the application to sets (Zaheer et al., 2017), graphs (Maron et al., 2018), and related objects (Serviansky et al., 2020). Particular instances of equivariant networks have been shown to be universal: with a sufficient size these networks can approximate equivariant functions for the given group with arbitrary accuracy (Maron et al., 2019; Ravanbakhsh, 2020; Dym & Maron, 2020).

Despite these developments, there is still no algorithm for constructing equivariant networks that is completely general to the choice of symmetry group or representation. Further in this direction are the works of Lang & Weiler (2020), Ravanbakhsh et al. (2017), and van der Pol et al. (2020) with some of these ideas also appearing in Wood & Shawe-Taylor (1996). Based on the Wigner-Eckert theorem, Lang & Weiler (2020) show a general process by which equivariant convolution kernels can be derived for arbitrary compact groups. However this process still requires considerable mathematical legwork to carry out for a given group, and is not applicable beyond compact groups. Ravanbakhsh et al. (2017) show how equivariance can be achieved by sharing weights over the orbits of the group, but is limited to regular representations of finite groups. Unlike Lang & Weiler (2020) and Ravanbakhsh et al. (2017), van der Pol et al. (2020) present an explicit algorithm for computing equivariant layers. However, the complexity of this approach scales with the size of the group and quickly becomes too costly for large groups and impossible for continuous groups like $SO(n)$, $O(1, 3)$, $Sp(n)$, and $SU(n)$.

3. Background
In order to present our main results, we first review some necessary background on group theory. Most importantly, symmetry groups can be broken down in terms of discrete and continuous generators, and these can act on objects through group and Lie algebra representations.

Finite Groups and Discrete Generators. A group $G$ is finitely generated if we can write each element $g \in G$ as a sequence from a discrete set of generators $\{h_1, h_2, ..., h_M\}$ and their inverses $h_{-k} = h_k^{-1}$. For example we may have an element $g = h_1 h_2 h_3$ and can be written more compactly $g = \Pi_{i=1}^M h_{k_i}$ for the integer sequence $k = [1, 2, 3]$. All finite groups, like the cyclic group $Z_n$, the dihedral group $D_n$, the permutation group $S_n$, and the Rubik’s cube group can be produced by a finite set of generators. Even for large groups, the number of generators is much smaller than the size of the group: 1 for $Z_n$ of size $n$, 2 for $S_n$ of size $n!$, and 6 for the cube group of size $4 \times 10^{19}$.

Continuous Groups and Infinitesimal Generators. Similarly, Lie theory provides a way of analyzing continuous groups in terms of their infinitesimal generators. The Lie Algebra $\mathfrak{g}$ of a Lie Group $G$ (a continuous group that forms a smooth manifold) is the tangent space at the identity $\mathfrak{g} := T_{id}G \subseteq \mathbb{R}^{n \times n}$, which is a vector space of infinitesimal generators of group transformations from $G$. The exponential map $\exp : \mathfrak{g} \rightarrow G$ maps back to the Lie Group and can be understood through the series: $\exp(A) = \sum_{k=0}^{\infty} A^k/k!$

A classic example is the rotation group $G = SO(n)$ with matrices $\mathbb{R}^{n \times n}$ satisfying $R^T R = I$ and $\det(R) = 1$. Parametrizing a curve $R(t)$ with $R(0) = I$, $R'(0) = A$, one can find the tangent space by differentiating the constraint at the identity. The Lie Algebra consists of antisymmetric matrices: $so(n) = T_{id}SO(n) = \{A \in \mathbb{R}^{n \times n} : A^\top = -A\}$. Given that $\mathfrak{g}$ is a finite dimensional vector space ($D = \dim(\mathfrak{g}) = \dim(G)$), its elements can be expanded in a basis $\{A_1, A_2, ..., A_D\}$. For some Lie Groups like $SO(n)$, the orientation preserving isometries $SE(n)$, the special unitary group $SU(n)$, the symplectic group $Sp(n)$, the exponen-
tial map is surjective meaning all elements \( g \in G \) can be written in terms of this exponential \( g = \exp(\sum_1^D \alpha_i A_i) \) with a set of real valued coefficients \( \{\alpha_i\}_{i=1}^D \). But in general for other Matrix Groups like \( O(n) \), \( E(n) \), and \( O(1,3) \), \( \exp \) is not surjective and one can instead write \( g = \exp(\sum_1^D \alpha_i A_i)\prod_{k=1}^N h_{k_i} \) as a product of the exponential map that traverses the identity component and an additional collection of discrete generators (see Appendix H).

**Group Representations.** In the machine learning context, a group element is most relevant in how it acts as a transformation on an input. A (linear finite dimensional) group representation \( \rho : G \to GL(m) \) associates each \( g \in G \) to an invertible matrix \( \rho(g) \in \mathbb{R}^{m \times m} \) that acts on \( \mathbb{R}^m \). The representation satisfies \( \forall g_1, g_2 \in G : \rho(g_1 g_2) = \rho(g_1) \rho(g_2) \), and therefore also \( \rho(g^{-1}) = \rho(g)^{-1} \). The representation specifies how objects transform under the group, and can be considered a specification of the type of an object.

**Lie Algebra Representations.** Mirroring the group representations, Lie Groups have an associated representation of their Lie algebra, prescribing how infinitesimal transformations act on an input. A Lie algebra representation \( d\rho : g \to gl(N) \) is a linear map from the Lie algebra to \( m \times m \) matrices. An important result in Lie Theory relates the representation of a Lie Group to the representation of its Lie Algebra

\[
\forall A \in g : \quad \rho(e^A) = e^{d\rho(A)} \quad (1)
\]

**Tensor Representations.** Given some base group representation \( \rho \), Lie Algebra representation \( d\rho \), acting on a vector space \( V \), representations of increasing size and complexity can be built up through the tensor operations dual (\( \ast \)), direct sum (\( \oplus \)), and tensor product (\( \otimes \)).

| OP | \( \rho \) | \( d\rho \) | \( V \) |
|----|----|----|----|
| \( \ast \) | \( \rho(g^{-1})^\top \) | \( -d\rho(A)^\top \) | \( V^\ast \) |
| \( \oplus \) | \( \rho_1(g) \oplus \rho_2(g) \) | \( d\rho_1(A) \oplus d\rho_2(A) \) | \( V_1 \oplus V_2 \) |
| \( \otimes \) | \( \rho_1(g) \otimes \rho_2(g) \) | \( d\rho_1(A) \otimes d\rho_2(A) \) | \( V_1 \otimes V_2 \) |

Acting on matrices, \( \oplus \) is the direct sum which concatenates the matrices on the diagonal \( X \oplus Y = \begin{bmatrix} X & 0 \\ 0 & Y \end{bmatrix} \), and facilitates multiple representations which are acted upon separately. The \( \otimes \) on matrices is the Kronecker product, and \( \oplus \) is the Kronecker sum: \( X \oplus Y = X \otimes I + I \otimes Y \). \( V^\ast \) is the dual space of \( V \). The tensor product and dual are useful in describing linear maps from one vector space to another. Linear maps from \( V_1 \) to \( V_2 \) form the vector space \( V_2 \otimes V_1^\ast \) and have the corresponding representation \( \rho_2 \otimes \rho_1^\ast \).

We will work with the corresponding vector spaces and representations interchangeably with the understanding that the other is defined through these composition rules. We abbreviate many copies of the same vector space \( \bigoplus \limits_{i=1}^m V \oplus \cdots \oplus V \) as \( mV \). Similarly we will refer to the \( \bigotimes \) vector space formed from many tensor products \( T_{(p,q)} = V^p \otimes (V^\ast)^q \) where \( (\cdot)^p \) is the tensor product iterated \( p \) times. Following the table, these tensors have the group representation \( \rho_{(p,q)}(g) = (\rho(g)^q \otimes \rho^\ast(g)^q) \), and the Lie algebra representation \( d\rho_{(p,q)}(A) = d\rho(A)^q \otimes d\rho^\ast(A)^q \).

We will abbreviate \( T_{p+q} \) for \( T_{(p,q)} \) when using orthogonal representations \( (\rho = \rho^\ast) \), as the distinction between \( V \) and \( V^\ast \) becomes unnecessary.

### 4. Equivariant Linear Maps

In building equivariant models, we need that the layers of the network are equivariant to the action of the group. Below we characterize all equivariant linear layers \( W \in \mathbb{R}^{N_2 \times N_1} \) that map from one vector space \( V_1 \) with representation \( \rho_1 \) to another vector space \( V_2 \) with representation \( \rho_2 \) for a matrix group \( G \). We prove that the infinite set of constraints can be reduced to a finite collection without loss of generality, and then provide a polynomial-time algorithm for solving the constraints.

#### 4.1. The Equivariance Constraint

Equivariance requires that transforming the input is the same as transforming the output:

\[
\forall x \in V_1, \forall g \in G : \quad \rho_2(g)Wx = W\rho_1(g)x. 
\]

Since true for all \( x \), \( \rho_2(g)W\rho_1(g)^{-1} = W \), or more abstractly:

\[
\forall g \in G : \quad \rho_2(g) \otimes \rho_1(g^{-1})^\top \text{vec}(W) = \text{vec}(W) \quad (2)
\]

where vec flattens the matrix into a vector. \( \rho_1(g^{-1})^\top \) is the dual representation \( \rho_1^\ast(g) \), and so the whole object \( \rho_2(g) \otimes \rho_1(g^{-1}) = (\rho_2 \otimes \rho_1^\ast)(g) = \rho_{21}(g) \) is a representation of how \( g \) acts on matrices mapping from \( V_1 \to V_2 \).

While equation (2) is linear, the constraint must be upheld for each of the possibly combinatorially large or infinite number of group elements in the case of continuous groups. However, in the following section we show that these constraints can be reduced to a finite and small number.

#### 4.2. General Solution for Symmetric Objects

Equation (2) above with \( \rho = (\rho_2 \otimes \rho_1^\ast) \) is a special case of a more general equation expressing the symmetry of an object \( v \):

\[
\forall g \in G : \quad \rho(g)v = v \quad (3)
\]

Writing the elements of \( G \) in terms of their generators: \( g = \exp(\sum_1^D \alpha_i A_i)\prod_{k=1}^N h_{k_i} \). For group elements with \( k = \emptyset \),
we have
\[ \forall \alpha_i : \quad \rho(\exp(\sum_i \alpha_i A_i))v = v \]

Using the Lie Algebra - Lie Group representation correspondence \((1)\) and the linearity of \(d\rho(\cdot)\) we have
\[ \forall \alpha_i : \quad \exp(\sum_i \alpha_i d\rho(A_i))v = v. \]

Taking the derivative with respect to \(\alpha_i\) at \(\alpha = 0\), we get a constraint for each of the infinitesimal generators
\[ \forall i = 1, \ldots, D : \quad d\rho(A_i)v = 0 \tag{4} \]

For group elements with all \(\alpha_i = 0\) and \(N = 1\), we get an additional constraint for each of the discrete generators in the group:
\[ \forall k = 1, \ldots, M : \quad (\rho(h_k) - I)v = 0 \tag{5} \]

We get a total of \(O(M + D)\) constraints, one for each of the discrete and infinitesimal generators. In Appendix B, we prove that these reduced constraints are not just necessary but also sufficient, and therefore characterize all solutions to the symmetry equation \((3)\).

**Solving the Constraint:** We collect each of the symmetry constraints \(C_1 = d\rho(A_1), C_2 = d\rho(A_2), \ldots, C_{D+1} = \rho(h_1) - I, \ldots\) into a single matrix \(C\), which we can break-down into its nullspace spanned by the columns of \(Q \in \mathbb{R}^{m \times r}\) and orthogonal complement \(P \in \mathbb{R}^{m \times (m-r)}\) using the singular value decomposition:
\[
Cv = \begin{bmatrix}
  d\rho(A_1) & \ldots \\
  d\rho(A_2) & \ldots \\
  \rho(h_1) - I & \ldots \\
\end{bmatrix} v = U \begin{bmatrix}
  \Sigma \\
  0 \\
  0 \\
\end{bmatrix} \begin{bmatrix}
  P^T \\
  Q^T \\
\end{bmatrix} v = 0. \tag{6}
\]

All symmetric solutions for \(v\) must lie in the nullspace of \(C: v = Q\beta\) for some coefficients \(\beta\), and we can then parameterize all symmetric solutions directly in this subspace. Alternatively, defining \(\beta = Q^Tv_0\) we can reuse any standard parametrization and initialization, but simply project onto the equivariant subspace: \(v = QQ^Tv_0\).

Thus given any finite dimensional linear representation, we can solve the constraints with a singular value decomposition.\(^1\) If \(v \in \mathbb{R}^m\) the runtime of the approach is \(O((M + D)m^3)\).

\(^1\) Equations \((4)\) and \((5)\) apply also to infinite dimensional representations, where \(\rho\) and \(d\rho\) are linear operators acting on functions \(v\), but solving these on a computer would be more difficult.

**Figure 2.** Equivariant basis for permutations, translation, 2d translation, and GCNN symmetries respectively, each of which are solutions to Equation 5 for different groups. The \(r\) different solutions in the basis are shown by different colors.

### 4.3. A Unifying Perspective on Equivariance

In order to make it more concrete and demonstrate its generality, we now show that standard convolutional layers (LeCun et al., 1989), deep sets (Zaheer et al., 2017), invariant graph networks (Maron et al., 2018), and GCNNs (Cohen & Welling, 2016a) are examples of the solutions in equation \((6)\) when specifying a specific symmetry group and representation.

**Convolutions:** To start off with the 1D case with sequences of \(n\) elements and a single channel, \(V = \mathbb{R}^n\) is acted upon by cyclic translations from the group \(G = \mathbb{Z}_n\). The group can be generated by a single element given by the permutation matrix \(\rho(h) = P[n, 1, 2, \ldots, n-1]\). Equivariant linear maps from \(V \to V\) are of type \(T_{(1,1)}\). Expressing the representation and solving eq. \((6)\) with SVD gives the \(r = n\) matrices (reshaped from the rows of \(Q\) shown by the circulant matrix in Figure 2, which is precisely the way to express convolution as a matrix.

In the typical case of 2D arrays with \(V = \mathbb{R}^{n^2}\) elements and multiple channels \(c_{\text{in}} c_{\text{out}}\), there are \(M = 2\) generators of the group \(G = \mathbb{Z}_n \times \mathbb{Z}_n = \mathbb{Z}_n^2\) that are \(\rho(h_1) = \rho(h)\otimes I\) and \(\rho(h_2) = I \otimes \rho(h)\) defined in terms of the generator in the 1D case. For multiple channels, the mapping is \(c_{\text{in}} V \to c_{\text{out}} V\) which has type \(c_{\text{in}} c_{\text{out}} T_{(1,1)}\) which yields the matrix valued 2D convolution (with \(c_{\text{in}} c_{\text{out}} n^2\) independent basis elements) that we are accustomed to using for computer vision\(^2\).

**Deep Sets:** We can recover the solutions in Zaheer et al. (2017) by specifying \(V = \mathbb{R}^n\) and considering \(S_n\) (permutation) equivariant linear maps \(V \to V\). \(S_n\) can be generated in several ways such as with the \(M = 2\) generators \(\rho(h_1) = P[1, n-1, 2, 3, \ldots]\) and \(\rho(h_2) = P[2, 1, 3, 4, \ldots]\) (Conrad, 2013). Solving the constraints for \(T_{(1,1)}\) yields the \(r = 2\) dimensional basis \(Q = [I, 11^T]\) shown in Figure 2.

**Equivariant Graph Networks:** Equivariant graph networks in Maron et al. (2018) generalize deep sets to \(S_n\) equivariant maps from \(T_k \to T_k\), such as maps from adjacencies.
The runtime for using SVD directly to compute the equivariance matrices $T_2$ to themselves. They show these maps satisfy
\[
\forall P \in S_n : \quad P^{\otimes(k+\ell)} \text{vec}(W) = \text{vec}(W),
\]
and use analytic techniques to find a basis, showing that the size of the basis is upper bounded\(^3\) by the Bell numbers 1, 2, 5, 15, ... Noting that $P = (P^{-1})^T$, we can now recognize $P^{\otimes(k+\ell)} = p_{(k,\ell)}(P)$ acting on the maps of type $T_{(k,\ell)}$. However we need not solve the combinatorially large Equation 7; our algorithm instead solves it just for the permutation generators $\rho(h_i)$, yielding the same solutions.

**GCNNs:** The Group Equivariant CNNs in Cohen & Welling (2016a) can be defined abstractly through fiber bundles and base spaces, but we can also describe them in our tensor notation. The original GCNNs have the $G = \mathbb{Z}_4 \cong (\mathbb{Z}_2 \times \mathbb{Z}_2, \times)$ symmetry group consisting of discrete translations of the grid, as well as 90 rotations where $\times$ is the semi-direct product. In total, the representation space can be written $V = \mathbb{R}^4 \otimes \mathbb{R}^{n^2}$. We can now disentangle these two parts to read off the $M = 3$ generators for $x$, $y$ translation and rotation. The translation generators are $I \otimes \rho(h_1)$ and $I \otimes \rho(h_2)$ from the 2D convolution section, as well a generator for rotation $P[4,1,2,3] \otimes \text{Rot}_{90}$ with the Rot$_{90}$ matrix performing 90 rotations on the grid. Solving for the constraint on $T_{(1,1)}$ yields the $G$-convolutional layer embedded in a dense matrix shown in Figure 2. Note the diagonal blocks implement rotated copies of a given filter, equivalent to the orientations in the regular representation of a GCNN.

Notably, each of these solutions for convolution, deep sets, equivariant graph networks, and GCNNs are produced as solutions from Equation 6 as a direct consequence of specifying the representation and the group generators. In Appendix E we calculate the equivariant basis for tensor representations of these groups $\mathbb{Z}_n, S_n, D_n$, as well as unexplored territory with SO($n$), O($n$), Sp($n$), SO$^+$($1,3$), SO($1,3$), O($1,3$), SU($n$), and the Rubik's Cube group. We visualize several of these equivariant bases in Figure 3.

### 5. Efficiently Solving the Constraint

The practical application of our general approach is limited by two factors: the computational cost of computing the equivariant basis at initialization, and the computational cost of applying the equivariant maps in the forward pass of a network. In this section we address the scalability of the first factor, computing the equivariant basis.

The runtime for using SVD directly to compute the equivariance matrices $T_2$ to themselves. They show these maps satisfy
\[
\forall P \in S_n : \quad P^{\otimes(k+\ell)} \text{vec}(W) = \text{vec}(W),
\]
and use analytic techniques to find a basis, showing that the size of the basis is upper bounded\(^3\) by the Bell numbers 1, 2, 5, 15, ... Noting that $P = (P^{-1})^T$, we can now recognize $P^{\otimes(k+\ell)} = p_{(k,\ell)}(P)$ acting on the maps of type $T_{(k,\ell)}$. However we need not solve the combinatorially large Equation 7; our algorithm instead solves it just for the permutation generators $\rho(h_i)$, yielding the same solutions.

**GCNNs:** The Group Equivariant CNNs in Cohen & Welling (2016a) can be defined abstractly through fiber bundles and base spaces, but we can also describe them in our tensor notation. The original GCNNs have the $G = \mathbb{Z}_4 \cong (\mathbb{Z}_2 \times \mathbb{Z}_2, \times)$ symmetry group consisting of discrete translations of the grid, as well as 90 rotations where $\times$ is the semi-direct product. In total, the representation space can be written $V = \mathbb{R}^4 \otimes \mathbb{R}^{n^2}$. We can now disentangle these two parts to read off the $M = 3$ generators for $x$, $y$ translation and rotation. The translation generators are $I \otimes \rho(h_1)$ and $I \otimes \rho(h_2)$ from the 2D convolution section, as well a generator for rotation $P[4,1,2,3] \otimes \text{Rot}_{90}$ with the Rot$_{90}$ matrix performing 90 rotations on the grid. Solving for the constraint on $T_{(1,1)}$ yields the $G$-convolutional layer embedded in a dense matrix shown in Figure 2. Note the diagonal blocks implement rotated copies of a given filter, equivalent to the orientations in the regular representation of a GCNN.

Notably, each of these solutions for convolution, deep sets, equivariant graph networks, and GCNNs are produced as solutions from Equation 6 as a direct consequence of specifying the representation and the group generators. In Appendix E we calculate the equivariant basis for tensor representations of these groups $\mathbb{Z}_n, S_n, D_n$, as well as unexplored territory with SO($n$), O($n$), Sp($n$), SO$^+$($1,3$), SO($1,3$), O($1,3$), SU($n$), and the Rubik's Cube group. We visualize several of these equivariant bases in Figure 3.

5.1. Dividing into Independent Sub-problems

The feature space $U$ in a neural network can be considered a combination of objects with different types and multiplicities. The features in standard CNN or deep set would be $c$ copies of rank one tensors, $U = cT_1$, where $c$ is the number of channels. Graph networks include both node features $T_1$ as well as edge features $T_2$ like the adjacency matrix. More general networks could have a mix of representations, for example 100 scalars, 30 vectors, 10 matrices and 3 higher order tensors: $U = 100T_0 \oplus 30T_1 \oplus 10T_2 \oplus 3T_3$. These composite representations with multiplicity are built from direct sums of simpler representations. $\rho_U(g) = \bigoplus_{a \in A} \rho_a(g)$ for some collection of representations $A$.

Since linear maps $U_1 \rightarrow U_2$ have the representation $\rho_2 \otimes \rho_2^*$, the product can be expanded as the direct sum
\[
\rho_2 \otimes \rho_2^* = \bigoplus_{b \in A_2} \rho_b \otimes \bigoplus_{a \in A_1} \rho_a^* = \bigoplus_{(b,a) \in A_2 \times A_1} \rho_b \otimes \rho_a^*.
\]

Since $\oplus$ for both the group and algebra representations concatenates blocks along the diagonal, the constraints can be separated into the blocks given by each of the $(b,a)$ pairs. Each of these constraints (4) and (5) can be solved independently for the $\rho_b \otimes \rho_a^*$ representation and then reassembled into the parts of the full matrix.

---

\(^3\)For small $n$, the size of the equivariant basis for $T_k$ can actually be less than $B_k$ when $n^k < B_k$.

\(^4\)Cohen & Welling (2016a) also make $D_4$ dihedral equivariant networks that respect reflections, which can be accommodated by our framework with 1 additional generator.
Appendix C the algorithm produces an $\epsilon$ with the following optimization problem:

$$\min \|CQ\|_{F} \quad s.t \quad Q^T Q = I. \quad (9)$$

Minimizing using gradient descent, we have a very close relative of QR power iteration (Francis, 1961) and Oja’s rule (Garber & Hazan, 2015; De Sà et al., 2015; Shamir, 2015), that instead finds the smallest singular vectors. As the nullspace components are preserved by the gradient updates, the orthogonalization constraint can in fact be removed during the minimization and we list the steps of the iterative method in Algorithm 1. Crucially, gradients require only matrix vector multiplies (MVMs) with the constraint matrix $C$, we never have to form the representation matrices explicitly and can instead implement an efficient MVM for $\rho$ and $d\rho$. Through iterative doubling of the max rank $r$ we need not know the true rank beforehand. As we prove in Appendix C the algorithm produces an $\epsilon$ accurate solution in time $O((M + D)Tr \log(1/\epsilon) + r^2n)$ where $T$ is the time for an MVM with $\rho$ and $d\rho$. The method is “exact” in the sense of numerical algorithms in that we can specify a precision $\epsilon$ close to machine precision and converge in $\log(1/\epsilon)$ iterations due to the exponential convergence rate, which we verify in Figure 7.

The pairs of tensor products of representations, $\rho_j(h)^T$ and $dp_h(A)\oplus(-dp_h(A)^T)$ from Equation 8 have Kronecker structure allowing efficient MVMs $(A \otimes B)\text{vec}(W) = \text{vec}(AWB^T)$. Exploiting this structure alone, solving the constraints for a matrix $W \in \mathbb{R}^c \rightarrow \mathbb{R}^c$ takes time $O((M + D)Tr + r^2\epsilon^2)$ (10) where $T$ is the time for MVMs with constituent matrices $\rho_a, \rho_b, d\rho_a, d\rho_b$. For some of the groups this time $T$ is in fact a constant, for example the permutation generators merely swap two entries, and Lie algebras can often be written in a sparse basis. For high order tensor representations, one can exploit higher order Kronecker structure. Even for discrete groups the runtime is a strict improvement over the approach by van der Pol et al. (2020) which runs in time $O(|G|Tr + r^2\epsilon^2)$. For large discrete groups like $S_n$ our approach gives an exponential speedup, $O(n!) \rightarrow O(n)$.

6. Network Architecture

While the constraint solving procedure can be applied to any linear representations, we will use tensor representations to construct our network. The features in each layer are a collection of tensors of different ranks $v \in U = \bigoplus_{a \in A} T_{(p_a, q_a)}$ with the individual objects $v_a \in T_{(p_a, q_a)}$. As a heuristic, we allocate the channels uniformly between tensor ranks for the intermediate layers. For example with 256 channels for an $\text{SO}(3)$ equivariant layer with $\dim(T_{(p,q)}) = 3p^2+q^2$, uniformly allocating channels produces $U = 70T_0 \oplus 23T_1 + 7T_2 + 2T_3$. The input and output layers are set by the types of the data. To build a full equivariant multilayer perceptron (EMLP) from the equivariant linear layer, we also need equivariant nonlinearities.

Gated Nonlinearities: For this purpose we use gated nonlinearities introduced in Weiler et al. (2018). Gated nonlinearities are a collection of tensors of different ranks $v \in U = \bigoplus_{a \in A} T_{(p_a, q_a)}$ with the individual objects $v_a \in T_{(p_a, q_a)}$. As a heuristic, we allocate the channels uniformly between tensor ranks for the intermediate layers. For example with 256 channels for an $\text{SO}(3)$ equivariant layer with $\dim(T_{(p,q)}) = 3p^2+q^2$, uniformly allocating channels produces $U = 70T_0 \oplus 23T_1 + 7T_2 + 2T_3$. The input and output layers are set by the types of the data. To build a full equivariant multilayer perceptron (EMLP) from the equivariant linear layer, we also need equivariant nonlinearities.

Algorithm 1 Fast Krylov Nullspace

```python
def KrylovNullspace(C):
    r_max = r = 10
    while r = r_max:
        r_max = 2r_max
        Q = CappedKrylovNullspace(C, r_max)
        r = rank(Q)
    return Q

def CappedKrylovNullspace(C, r_max):
    Q ∼ N(0, 1)^r \times r_max
    while L(Q) > \epsilon do
        L(Q) = \|CQ\|_F^2
        Q ← Q − η∇L
    end
    Q, Σ, V = SVD(Q)
    return Q
```

The algorithm computes an $\epsilon$ accurate solution in time $O((M + D)Tr \log(1/\epsilon) + r^2n)$ where $T$ is the time for an MVM with $\rho$ and $d\rho$. The method is “exact” in the sense of numerical algorithms in that we can specify a precision $\epsilon$ close to machine precision and converge in $\log(1/\epsilon)$ iterations due to the exponential convergence rate, which we verify in Figure 7.

The pairs of tensor products of representations, $\rho_j(h)^T$ and $dp_h(A)\oplus(-dp_h(A)^T)$ from Equation 8 have Kronecker structure allowing efficient MVMs $(A \otimes B)\text{vec}(W) = \text{vec}(AWB^T)$. Exploiting this structure alone, solving the constraints for a matrix $W \in \mathbb{R}^c \rightarrow \mathbb{R}^c$ takes time $O((M + D)Tr + r^2\epsilon^2)$ (10) where $T$ is the time for MVMs with constituent matrices $\rho_a, \rho_b, d\rho_a, d\rho_b$. For some of the groups this time $T$ is in fact a constant, for example the permutation generators merely swap two entries, and Lie algebras can often be written in a sparse basis. For high order tensor representations, one can exploit higher order Kronecker structure. Even for discrete groups the runtime is a strict improvement over the approach by van der Pol et al. (2020) which runs in time $O(|G|Tr + r^2\epsilon^2)$. For large discrete groups like $S_n$ our approach gives an exponential speedup, $O(n!) \rightarrow O(n)$.
We can now assemble the components to build a full equivariant multilayer perceptron (EMLP) from the equivariant linear layer, the gated nonlinearities, and the additional bilinear layer. We show how these components are assembled in Figure 4.

7. Experiments

We evaluate EMLP on several synthetic datasets to test its capability on previously unexplored groups, and apply our model to the task of learning dynamical systems with symmetry.

7.1. Synthetic Experiments

O(5) Invariant Task: To start off, we evaluate our model on a synthetic O(5) invariant regression problem $2T_1 \rightarrow T_0$ in $d = 5$ dimensions given by the function $f(x_1, x_2) = \sin(\|x_1\| - \|x_2\|^{2/3} + x_1 x_2/\|x_1\|\|x_2\|)$. We evaluate EMLP-SO(5) and EMLP-O(5) which is also equivariant to reflections. We compare against a standard MLP as well as MLP-Aug that is trained with O(5) data augmentation. We show the results in Figure 5.

O(3) Equivariant Task: Next we evaluate the networks on the equivariant task of predicting the moment of inertia matrix $I = \sum_i m_i (x_i^T x_i I - x_i x_i^T)$ from $n = 5$ point masses and positions. The inputs $X = \{(m_i, x_i)\}_{i=1}^5$ are of type $5T_0 + 5T_1$ (5 scalars and vectors) and outputs are of type $T_2$ (a matrix), both transform under the group. We apply SO(3) and O(3) equivariant models to this problem. For the baselines, we implement data augmentation for the standard MLP for this equivariant task by simultaneously comparing against a standard MLP as well as MLP-Aug which is trained with O(5) data augmentation. We show the results in Figure 5.

Lorentz Equivariant Particle Scattering: Testing the ability of the model to handle Lorentz equivariance in tasks relevant to particle physics, we train models to fit the matrix
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Figure 6. Left: A double spring pendulum (12s sample trajectory is shown). The system has an O(2) symmetry about the z axis. Middle: Conservation of angular momentum about the z-axis (the geometric mean of the relative error is computed over 30s rollouts and averaged across initial conditions). Errorbars are 95% confidence interval over 3 runs. Right: The relative error in the state as the trajectory is rolled out. Shaded regions show 1 standard deviation in log space across the different trajectories rather than models, showing the variance in the data.

Many physically occurring systems have a Hamiltonian structure, meaning that the state can be split into generalized coordinates and momenta \( z = (q, p) \), and the dynamics can be written in terms of the gradients of a scalar \( \mathcal{H}(z) \) known as the Hamiltonian, which often coincides with the total energy. \( \frac{dz}{dt} = J \nabla \mathcal{H} \) with \( J = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix} \). As shown in Greydanus et al. (2019) with Hamiltonian Neural Networks (HNNs), one can exploit this Hamiltonian structure by parametrizing \( \mathcal{H}(z) \) with a neural network, and then taking derivatives to find the implied Hamiltonian dynamics. For problems with Hamiltonian structure HNNs often lead to improved performance, and better energy conservation.

A dynamical system can have symmetries such as the symmetries given by \( F(\rho(g) z, t) = \rho(g) F(z, t) \) for some linear representation, which is equivariance in the first argument. Meanwhile Hamiltonian dynamics have symmetries according to invariances of the Hamiltonian \( \mathcal{H}(\rho(g) z) = \mathcal{H}(z) \). Continuous symmetries of the Hamiltonian are of special significance since they produce conservation laws such as conservation of linear and angular momentum or conservation of charge as part of the Noether theorem (Noether, 1971).

We apply our EMLP model to the task of learning the dynamics of a double pendulum connected by springs in 3D shown in Figure 6. The problem exhibits a O(2) rotational and reflectional symmetry about the z-axis as well as Hamiltonian structure. As the state space cannot be traversed by the group elements alone, it is not a homogeneous space, a setting that has been explored very little in the equivariance literature (Cohen et al., 2018a).

However, we can readily use EMLP on this problem and we show in Table 1 and Figure 6 that exploiting the O(2) symmetry (and subgroups SO(2), D_6) with EMLP leads to improved performance for both Neural ODE and HNN.
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|          | O(2) | SO(2) | D$_6$ | MLP |
|----------|------|-------|-------|-----|
| N-ODEs:  | 0.019(1) | 0.051(36) | 0.036(25) | 0.048 |
| HNNs:    | 0.012(2) | 0.015(3) | 0.013(2) | 0.028 |

Table 1. Geometric mean of rollout errors (relative error) over T=30s for the various EMLP-G symmetric HNNs and Neural ODEs (N-ODE) vs ordinary MLP HNNs and N-ODEs. Errorbars are 1 standard deviation computed over 3 trials, with notation .012(2) meaning .012 ± .002.

models. Furthermore, enforcing the continuous rotation symmetry in the EMLP-HNN models yields conservation of angular momentum about the z-axis, a useful property for learned simulations. Interestingly the dihedral group D$_6$ which is discrete does not satisfy Noether’s theorem and yet it still yields approximate angular momentum conservation, but the coarser D$_2$ symmetry does not. As expected, all Neural ODE models do not conserve angular momentum as Noether’s theorem only applies to the Hamiltonians and not to the more general ODEs. While conservation laws from learning invariant Hamiltonians was also explored in Finzi et al. (2020) with LieConv, LieConv models assume permutation equivariance which is broken by the pivot in this system. Because EMLP is general, we can apply it to this non permutation symmetric and non transitively acting rotation group that is embedded in the larger state space.

8. Discussion

We presented a construction for equivariant linear layers that is completely general to the choice of representation and matrix group. Convolutions, deep sets, equivariant graph networks and GCNNs all fall out of the algorithm naturally as solutions for a given group and representation. Through an iterative MVM based approach, we can solve for the equivariant bases of very large representations. Translating these capabilities into practice, we build EMLP and apply the model to problems with symmetry including Lorentz invariant particle scattering and dynamical systems, showing consistently improved generalization.

Though EMLP is not much slower than a standard MLP, dense matrix multiplies in an MLP and our EMLP make it slow to train models the size of convnets or large graph networks which have specialized implementations. With the right techniques, this apparent generality-specialization tradeoff may be overcome. The flexibility of our approach should lower the costs of experimentation and allow researchers to more easily test out novel representations. Additionally we hope that our constraint solver can help launch a variety of new methods for learning symmetries, modeling heterogeneous data, or capturing prior knowledge.
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A. Overview

In Appendix B we prove that Equation 4 and Equation 5 are necessary and sufficient conditions to satisfy the symmetry constraint. In Appendix C we prove that the simple iterative MVM method for finding the nullspace converges to the true nullspace with an exponential rate, and we derive the complexity upper bounds for various symmetry groups and representations. In Appendix D we show that using gated nonlinearities or Norm-ReLUs alone are not sufficient for universality. In Appendix E we detail the various groups we implement and calculate the equivariant subspaces for different tensor representations. In Appendix F we detail the steps necessary to extend our implementation to new groups and representations. Appendix G details some additional rules by which the solutions for group products can be sped up. Finally, Appendix I and Appendix J describe training hyperparameters and how the datasets were constructed.

B. Necessary and Sufficient Conditions for Equivariance

Theorem 1 Given a (real) Lie group G with a finite number of connected components, and a representation ρ acting on vector space V, the symmetry constraint

∀g ∈ G : ρ(g)v = v

for v ∈ V is satisfied if and only if

∀i = 1,...,D : dp(A_i)v = 0,
∀ℓ = 1,...,M : (ρ(h_ℓ) − I)v = 0,

where \{A_i\}_{i=1}^D are D basis vectors for the D dimensional Lie Algebra g with induced representation dp, and for some finite collection \{h_ℓ\}_{ℓ=1}^M of discrete generators.

Proof: As shown in Appendix H, elements of a (real) Lie group can be written as g = exp (∑i α_i A_i)Pi h_i for some collection of real valued coefficients α_i ∈ ℝ and discrete coefficients k_i ∈ [−M,...,M] which index the M discrete generators (and their inverses). Note that M is upper bounded M ≤ (D + 1) + nc(G), by the sum of the dimension and the number of connected components of G and is often much smaller as shown by the examples in Appendix E. For subgroups of Sn for example, M ≤ n (Guralnick, 1989). Discrete groups are included as a special case of Lie groups with D = 0. The forward and backward directions of the proof are shown below.

Necessary: Assume ∀g ∈ G : ρ(g)v = v. Writing g = exp (∑i α_i A_i)Pi h_i, we can freely choose group elements with k = ∅ to find that

∀α : ρ(exp (∑i α_i A_i))v = exp(dp(∑i α_i A_i))v = v

using the correspondence between group and algebra representation (1). From the linearity of dp(·), this implies exp (i α_i dp(A_i))v = v. Taking the derivative with respect to α_i at α = 0, we have that

∀i = 1,...,D : dp(A_i)v = 0,

since the exponential map satisfies \[ \frac{d}{dt} \exp(tB)|_{t=0} = B. \]

Similarly for the discrete constraints we can set α_i = 0 and k = [ℓ] so that ρ(g)v = ρ(Πih_i)v = ρ(h_i)v = v. By setting varying ℓ, we get the M constraints

∀ℓ = 1,...,M : (ρ(h_ℓ) − I)v = 0.

Sufficient: Assume Equation 12 and Equation 13 both hold. Starting with the continuous constraints, exponential map (defined through the Taylor series) satisfies

exp (B)v = v + Bv + \frac{1}{2}B^2v + ...

but if Bv = 0 then exp (B)v = v since all terms except v are 0. Setting B = ∑i α_i dp(A_i) = dp(∑i α_i A_i) which satisfies Bv = 0, we have that

∀α_i : exp (dp(∑i α_i A_i))v = v

∀α_i : ρ(exp (∑i α_i A_i))v = v.

Similarly for the discrete generators, if ∀ℓ : ρ(h_ℓ)v = v then

∀ℓ : v = ρ(h_ℓ)^−1v = ρ(h_ℓ)v,

and any product satisfies

ρ(Π_i=1^N h_i)v = Π_i=1^N ρ(h_i)v = (Π_i=1^N−1 ρ(h_i))ρ(h_N)v.

since ρ(h_N)v = v we can remove that factor and repeat the argument to get

ρ(Π_i=1^N h_i)v = (Π_i=1^N−1 ρ(h_i))v = ... = v.

Putting Equation 16 and Equation 17 together, we have that for all α, k : ρ(exp (∑i α_i A_i)Πih_i)v = v. Since every group element can be expressed as g = exp (∑i α_i A_i)Πih_i, for some α, k, the equivariance constraint ∀g ∈ G : ρ(g)v = v is satisfied.

C. Krylov Method for Efficiently Finding the Equivariant Subspace

The iterative Krylov subspace algorithm that we use to find the nullspace of the constraint matrix C is a close variant of the iterative methods for finding the largest eigenvectors such as power iteration and Ojas method. We need to
be able to compute the nullspaces of the massively large constraint matrices $C$ (such as the $(4 \times 10^5) \times (7 \times 10^5)$ sized matrix for computing the equivariant subspace of $T_{25}^2$ in Appendix E), making use of efficient structure that allows fast MVMs with $C$.

While the shift and invert strategy for finding small eigenvalues is commonly recommended (Ipsen, 1997), the costs of inversion via conjugate gradients for these massive matrices can make it exceedingly slow in practice. Other methods such as block Lanczos (Eberly, 2004) and Wiedemann (Turner, 2006) have been explored in the literature for the nullspace problem, but these methods tend to be exceedingly complicated.

Instead we provide a much simpler algorithm that is also extremely fast: simple gradient descent followed by a small SVD. We prove that gradient descent converges exponentially in this problem, and that with probability 1 our method converges to the correct nullspace with error $\epsilon$ in $O(\log(1/\epsilon))$ iterations. We then verify this fact empirically. The algorithm is closely related to power iteration (Francis, 1961), Oja’s rule (Shamir, 2015), and the PCA approaches that are framed as optimization problems (Garber & Hazan, 2015).

As introduced in Algorithm 1 we propose the following algorithm for finding the nullspace with rank $r \leq r_{\max}$ and then use iterative doubling of $r_{\max}$ until the conditions are met.

Fast Krylov Nullspace

```python
def CappedKrylovNullspace(C, r_max):
    X ~ N(0, 1)^{n \times r_{\max}}
    while L(X) > $\epsilon$
        L(X) = $\|CX\|^2$
        X = X - $\eta$ $\nabla$ $L$
    end
    $\hat{Q}, \hat{\Sigma}, \hat{V}$ = SVD(X)
    return $\hat{Q}$
```

Assume then that $r \leq r_{\max}$ (abbreviated $r_m$) and that we will use the notation from Equation 6 that $C = U \begin{bmatrix} \Sigma & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} P^T \\ Q^T \end{bmatrix}$. The gradients of $L$ are $\nabla_X L = C^T CX$ and thus gradient descent can be written as the iteration

$$X_{t+1} = (I - \eta C^T C)X_t.$$  (18)

We can write $X$ in terms of the true singular vectors of $C$ (the eigenvectors of $C^T C$) which form a basis. $Q$ and $P$ are orthogonal ($Q^T Q = I, Q^T P = 0, P^T P = I$) and we define the projections of $X_t$ onto these subspaces, $W_t = Q^T X_t$ and $V_t = P^T X_t$. As orthogonal transformations of isotropic Gaussians are also isotropic Gaussians, the two matrices are initially distributed $W_0 \sim N(0, 1)^{r \times r_m}$ and $V_0 \sim N(0, 1)^{(n-r) \times r_m}$.

Writing $X_t = QW_t + PV_t$, and noting $C^T C = P\Sigma^2 P^T$ we can now see the effect of the iteration on the subspaces:

$$QW_{t+1} + PV_{t+1} = (I - \eta \Sigma^2 P^T)(QW_t + PV_t) = QW_t + P(I - \eta \Sigma^2)V_t.$$  (19)

Unrolling the iteration, we have that $W_t = W_0$ and $V_t = P(I - \eta \Sigma^2)^t V_0$. So long as the learning rate is chosen $\eta < 2/\sigma_{\max}^2$ then the iteration will converge exponentially to $X = QW_0$. Given optimal learning rate, the convergence is $T = O(\kappa \log(1/\epsilon))$ where $\kappa = (\sigma_{\max}^2)^2$. Since $W_0$ is a Gaussian random matrix $N(0, 1)^{r \times r_m}$, it will be full rank $r$ with probability 1. Therefore, performing a final SVD on $X$ will yield the nullspace $Q$. The runtime of this procedure is $O((M + D)T r_m \log(1/\epsilon) + r_m^2 n)$ since each matrix multiply with $C$ and $C^T$ takes time $(M + D)Tr_m$ where $T$ is the time for multiplies with the $\rho$ and $g\rho$ matrices with a single vector, and there are $M + D$ such multiplies that go into a single multiply with $C$. Finally the $r_m^2 n$ factor is the cost of taking the SVD of $X$ at the end. The exponential convergence is shown empirically across a range of groups in Figure 7.

If $r > r_{\max}$ then the SVD output $Q$ is a random projection of rank $r_{\max}$ of the true nullspace $Q$. Given an unknown $r$, we can simply rerun the algorithm doubling $r_{\max}$ each time until the rank of $Q$ is less than $r_{\max}$. Adding up the costs, the total runtime of the algorithm to reach an $\epsilon$ accurate solution for the nullspace is

$$O((M + D)T_{r_m} \log(1/\epsilon) + r^2_{\max} n).$$  (20)

To put this runtime into perspective, we can upper bound the runtime to compute the symmetric bases for rank $p$ tensors $T_k$ of any subgroup of the symmetric group $G \leq S_m$. Since all $G \leq S_m$ can be expressed with $D + M < m$ discrete generators (Guralnick, 1989), and axis-wise permutations of the $n = m^k$ sized tensors can be performed in time $T =
with only two constraints must also hold for odd equivariance constraint holds for all property since that have an order $k$ argument also applies for non-orthogonal representations. For simplicity assume the representations $\rho$ of a group $G$ and $T_\sigma$ tensors, but the same nonlinearities act only on a given tensor and keep its order the same, and linear layers between even and odd are 0, there can be no nontrivial path between the two. Similarly for nonlinearities like Gated-Nonlinearities which take in an additional scalar gate as input, so that the nonlinearities are maps $\sigma : T_0 \times T_a \rightarrow T_a$ we can extend the result. For these kinds of nonlinearities, features of odd order can depend on inputs and features in previous layers of odd and even rank; however, there is still no path from a feature or input of odd order to a later feature or output of even order.

A simple example is the group $O(3)$ and the standard vector representation for $R^3 \mapsto I$, $\rho(R) = R$. Suppose the input to the network is the vector $v \in T_1$ and the target to be learned is the scalar $f(v) = \|v\| \in T_0$. Since the input is an odd order tensor and the output is an even order tensor, there can be no nonzero computational path in the network connecting them. Using Norm-ReLU or Gated-Nonlinearities the only valid output of such a network is a constant $c$ which is independent of the input, and the network cannot fit a simple function such as $\| \cdot \|$.

Of course this limitation extends much beyond this simple example, preventing inner products, matrix vector multiplies, and many other kinds of valid equivariant functions from being expressed, regardless of the size of the network. In fact, using the standard vector representation for all groups $O(n)$ as well as $SO(2n)$ satisfies the parity property, and will provably have this limitation. Other groups like the Lorentz group $SO(1, 3)$ and $O(1, 3)$, and the symplectic group $Sp(n)$ satisfy this property.

Adding the two constraints together, we have that all equivariant tensors of odd rank (for groups with this property) are $v = 0$. This also means that all equivariant linear maps from a tensor with even rank to a tensor with odd rank will be 0.

This is a property of the equivariance for linear layers for certain groups and is not by itself a problem; however, if the equivariant nonlinearities $\sigma$ act separately on each tensor and preserve its rank $\sigma : T_a \rightarrow T_a$ then all quantities in the network (inputs, outputs, and features) of even order are computationally disconnected from those of odd order. Since the nonlinearities act only on a given tensor and keep its order the same, and linear layers between even and odd are 0, there can be no nontrivial path between the two. Similarly for nonlinearities like Gated-Nonlinearities which take in an additional scalar gate as input, so that the nonlinearities are maps $\sigma : T_0 \times T_a \rightarrow T_a$ we can extend the result. For these kinds of nonlinearities, features of odd order can depend on inputs and features in previous layers of odd and even rank; however, there is still no path from a feature or input of odd order to a later feature or output of even order.

A simple example is the group $O(3)$ and the standard vector representation for $R^3 \mapsto I$, $\rho(R) = R$. Suppose the input to the network is the vector $v \in T_1$ and the target to be learned is the scalar $f(v) = \|v\| \in T_0$. Since the input is an odd order tensor and the output is an even order tensor, there can be no nonzero computational path in the network connecting them. Using Norm-ReLU or Gated-Nonlinearities the only valid output of such a network is a constant $c$ which is independent of the input, and the network cannot fit a simple function such as $\| \cdot \|$.

D. Linear Layers and Gated Nonlinearities Are Not Universal

Outside of the regular representations where each $\rho(g)$ is a permutation matrix, we cannot necessarily use pointwise nonlinearities. Existing equivariant nonlinearities for this setting such as Norm-ReLU and Gated-Nonlinearity can artificially limit the expressivity of the networks in cases such as when using tensor representations.

Theorem 2 Consider equivariant networks built only from equivariant linear layers that map between (direct sums of) tensor representations with features $v \in \bigoplus_{a \in A} T_a$ (as well as biases) and nonlinearities which act separately on each of the tensors $\sigma : T_a \rightarrow T_a$, or with an additional scalar as $\sigma : T_0 \times T_a \rightarrow T_a$. There exists groups (like SO(2) and $O(3)$) for which these networks cannot approximate even simple equivariant functions.

Suppose the base representation $\rho$ of a group $G$ includes elements that satisfy $\exists (g, g') : \rho(g') = -\rho(g)$, which we term the parity property. For simplicity assume the representation is orthogonal $\rho = \rho^*$ so that we can talk about rank $k$ tensors rather than rank $(p, q)$ tensors, but the same argument also applies for non-orthogonal representations setting $k = p + q$. Tensor representations $\rho_k(g) = \rho(g)^{\otimes k}$ that have an order $k$ that is odd will also have the parity property since $\rho(g)^{\otimes k} = (-1)^k \rho(g)^{\otimes k}$. But because the equivariance constraint holds for all $g \in G$, the following two constraints must also hold for odd $k$:

$$\rho(g)^{\otimes k} v = v$$
$$-\rho(g)^{\otimes k} v = v.$$
pooling ($T_1 \to T_0 \simeq T_1$). We recover the $n$ dimensional convolution bases and the 1 dimensional average pooling element as shown in the table and Figure 3. We also show the ranks for higher order tensors, which appear to satisfy $r = n^{k-1}$ for $Z_n^k$ and $T_k$. While we are not aware of the higher order equivariant tensor having been derived in the literature, it’s not unlikely due to the prominence of the translation group in signal processing.

We review the solutions to the permutation group we report below are the precise values and have not been dimension of the equivariant subspaces for small $n$. However, this cannot form a set of four indices that are all distinct, hence the equivalence classes $\gamma$ cannot be empty. For example the equivalence class $\gamma_1 = \{1,2\}$ corresponds to indices $i_1, i_2$ which are all distinct. But for $n < 4$ one cannot form a set of four indices that are all distinct, hence $\gamma_1$ is empty for $n < 4$. To the best of our knowledge, the dimension of the equivariant subspaces for small $n$ that we report below are the precise values and have not been presented anywhere else.

| $Z_2$ | $Z_3$ | $Z_4$ | $Z_5$ | $Z_6$ | $Z_7$ | $Z_8$ |
|-------|-------|-------|-------|-------|-------|-------|
| $T_1$ | 1     | 1     | 1     | 1     | 1     | 1     |
| $T_2$ | 2     | 3     | 4     | 5     | 6     | 7     | 8     |
| $T_3$ | 4     | 9     | 16    | 25    | 36    | 49    | 64    |
| $T_4$ | 8     | 27    | 64    | 125   | 216   | 343   | 512   |
| $T_5$ | 16    | 81    | 256   | 625   | 1296  | 2401  |
| $T_6$ | 32    | 243   | 1024  | 3125  |
| $T_7$ | 64    | 729   | 4096  |

Table 2. Symmetric subspace rank $r$ for tensors $T_k$ of $G = Z_n$

### E.2. Permutation Group $S_n$

We review the solutions to the permutation group $S_n$ which were solved for analytically in Maron et al. (2018), which we solve for numerically using our algorithm. As expected, the solutions bases match the limiting size of the $k$th Bell number $B_k$ as $n \to \infty$.

However, Maron et al. (2018) claim that the size of the basis is always $B_k$ regardless of $n$ and that is not quite correct. The basis derived in Maron et al. (2018) is always equivariant, but sometimes it contains linearly dependent solutions, leading to an overcounting when $n$ is small. The fact that the basis cannot always be of size $B_k$ can be seen from the fact that the total dimension of $T_k$ is $n^k$ and the equivariant subspace has rank $r \leq n^k$. The Bell numbers grow super exponentially in $k$ (about $(k/\log(k))^k$) and therefore given any $n$ they must exceed the maximum $n^k$ for some value of $k$. The place where the original argument of Maron et al. (2018) breaks down is when the equivalence classes $\gamma$ may be empty. For example the equivalence class $\gamma_1 = \{1,2\}$ corresponds to indices $i_1, i_2$ which are all distinct. But for $n < 4$ one cannot form a set of four indices that are all distinct, hence $\gamma_1$ is empty for $n < 4$. To the best of our knowledge, the dimension of the equivariant subspaces for small $n$ that we report below are the precise values and have not been presented anywhere else.

| $S_2$ | $S_4$ | $S_5$ | $S_6$ | $S_7$ | $S_8$ | $B_k$ |
|-------|-------|-------|-------|-------|-------|-------|
| $T_1$ | 1     | 1     | 1     | 1     | 1     | 1     |
| $T_2$ | 2     | 2     | 2     | 2     | 2     | 2     |
| $T_3$ | 4     | 5     | 5     | 5     | 5     | 5     |
| $T_4$ | 8     | 14    | 15    | 15    | 15    | 15    |
| $T_5$ | 16    | 41    | 51    | 52    | 52    | 52    |
| $T_6$ | 32    | 122   | 187   | 202   | 203   | 203   |
| $T_7$ | 64    | 365   | 715   | 855   | 877   |

Table 3. Symmetric Subspace rank $r$ for tensors $T_k$ of $G = S_n$

### E.3. Rubik’s Cube Group

Showing the capabilities to apply to unexplored groups and representations, we compute the equivariant bases for linear layers that are equivariant to the action of the Rubik’s Cube group. The Rubik’s cube group is a subgroup of the permutation group $G < S_{48}$ containing all valid Rubik’s cube transformations. The group is extremely large $|G| > 4 \times 10^{19}$, but is generated by only 6 generators: $F, B, U, D, L, R$ a quarter turn about the front, back, up, down, left, and right faces.

The 48 dimensional regular representation where each of the 6 * $(9 - 1) = 48$ facets (the center facets are excluded) is a component. The state of the Rubik’s cube is represented by a 48 dimensional vector where each component is an integer $0 - 5$ representing the 6 possible colors each facet can take. Using this representation, the 6 generators can be expressed as permutations and we refer the readers to the code for the (lengthy) values of the permutations. Below we show the dimension of the equivariant basis and the size of the tensors in which the basis is embedded. Note that as the Rubik’s cube is a subgroup of $S_{48}$, and has fewer group elements as symmetries, the size of the equivariant basis is larger but is generated by only 6 generators: $F, B, U, D, L, R$ a quarter turn about the front, back, up, down, left, and right faces.

Table 4. Symmetric Subspace rank $r$ for tensors $T_k$ of Rubik’s Cube Group

### E.4. Continuous Rotation Groups SO(n) and O(n)

The special orthogonal group $SO(n)$ and the orthogonal group $O(n)$ are continuous Lie groups have the Lie algebra $o(n) = so(n) = T_{id}SO(n) = \{A \in \mathbb{R}^{n \times n} : A^T = -A\}$ of dimension $D = n(n - 1)/2$. The orthogonal group can be constructed with the additional discrete generator
The Lorentz group is defined as the set of matrices that have the same number as for $T^1$. Of basis vectors for $O(n)$, we must distinguish the generator $h_1 = -I$ (which combines time reversal with a parity transformation), and the full Lorentz group $O(1,3)$ includes $h_1$ as well as the generator $h_2 = \begin{bmatrix} -1 & 0 \\ 0 & I_{n-1} \end{bmatrix}$ that reverses time only. As these groups are not orthogonal, we must distinguish $T_{(a,b)}$ from $T_{(a+b,0)}$. Below we show the number of basis vectors for $T_{(k,0)}$ which for these 3 groups is the same number as for $T_{(k-i,i)}$ although the bases elements are distinct.

$$
\begin{bmatrix} T_{(2,0)} & T_{(3,0)} & T_{(4,0)} & T_{(5,0)} & T_{(6,0)} & T_{(7,0)} & T_{(8,0)} \\
1 & 0 & 4 & 0 & 25 & 0 & 196 \\
SO^+(1,3) & 1 & 0 & 4 & 0 & 25 & 0 & 196 \\
SO(1,3) & 1 & 0 & 3 & 0 & 15 & 0 & 105
\end{bmatrix}
$$

Table 7. Symmetric subspace rank $r$ for tensors $T_{(k,0)}$ for the Lorentz groups.

E.6. Symplectic Group $\text{Sp}(n)$

Similar to the orthogonal group and the Lorentz group, the symplectic group is defined through the perservation of a quadratic form.

$$\text{Sp}(n) = \{ M \in \mathbb{R}^{2n \times 2n} : M^\top \Omega M = \Omega \},$$

where $\Omega = \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix}$ and is often relevant in the context of Hamiltonian mechanics and classical physics. The quadratic form $\Omega$ can be interpreted as a measurement of oriented area (in phase space) and is preserved by the evolution of many systems. The $D = n(2n+1)$ dimensional Lie algebra satisfies

$$\text{sp}(n) = \{ A \in \mathbb{R}^{2n \times 2n} : A^\top \Omega + \Omega A = 0 \},$$

and any element in $\text{sp}(n)$ can be written $M = \exp(A_1)\exp(A_2)$ for some $A_1, A_2 \in \text{sp}(n)$.

$$
\begin{bmatrix} T_{(2,0)} & T_{(3,0)} & T_{(4,0)} & T_{(5,0)} & T_{(6,0)} & T_{(7,0)} & T_{(8,0)} \\
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\text{Sp}(1) & 1 & 0 & 0 & 0 & 0 \\
\text{Sp}(2) & 0 & 0 & 0 & 0 & 0 \\
\text{Sp}(3) & 2 & 3 & 3 & 3 & 3 \\
\text{Sp}(4) & 0 & 0 & 0 & 0 & 0 \\
\text{Sp}(5) & 5 & 14 & 15 & 15 & 15 \\
\text{Sp}(6) & 0 & 0 & 0 \\
\text{Sp}(7) & 14 & 84
\end{bmatrix}
$$

Table 8. Symmetric subspace rank $r$ for tensors $T_{(k,0)}$ of $G = \text{Sp}(n)$

Although for large values of $n$, the dimension of the basis for $\text{Sp}(n)$ becomes similar to that of its subgroup $O(n)$, the basis elements themselves are quite different. Like the Lorentz groups, different ways of distributing the rank between the base vector space and its dual as $T_{(k-i,i)}$ for different $i$ yields different solutions for the equivariant basis.

E.7. Special Unitary Group $\text{SU}(n)$

Using a complex valued SVD and replacing the objective in the iterative algorithm $L(Q) = \|CQ\|_F^2 = \text{Tr}(Q^\dagger C^\dagger CQ)$
with \( L(Q) = \text{Tr}(Q^\dagger C^\dagger CQ) \) where \( \dagger \) is the complex conjugate transpose, we can apply our method to solve for the equivariant bases for complex groups such as the special unitary group \( SU(n) \) relevant for the symmetries of the standard model of particle physics.

The group can be defined

\[
SU(n) = \{ U \in \mathbb{C}^{n \times n} : U^\dagger U = 1, \det(U) = 1 \}.
\]

The Lie algebra of dimension \( D = n^2 - 1 \) satisfies

\[
su(n) = \{ A \in \mathbb{C}^{n \times n} : A^\dagger = -A, \ \text{Tr}(A) = 0 \}.
\]

The group is contained in the image of the exponential map, \( \exp(su(n)) = SU(n) \). Since the size of the basis differs between \( T_{(4,1)} \) and \( T_{(3,2)} \) for example, we show the solutions for only a selection of tensor ranks. It may also be useful to consider anti-linear maps, but we leave this to future work.

| \( T_{(3,0)} \) | \( T_{(3,1)} \) | \( T_{(3,2)} \) | \( T_{(3,3)} \) | \( T_{(4,0)} \) | \( T_{(4,1)} \) | \( T_{(4,2)} \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| SU(2)           | 0               | 2               | 0               | 5               | 2               | 0               |
| SU(3)           | 1               | 0               | 0               | 6               | 0               | 3               |
| SU(4)           | 0               | 0               | 0               | 6               | 1               | 0               |

Table 9. Symmetric subspace rank \( r \) for tensors \( T_{(q,p)} \) of \( G = SU(n) \)

### F. Recipe for Use

Below we outline the minimum required steps for adding new groups and representations to our existing implementation written in Jax (Bradbury et al., 2018).

#### Adding new groups:

1. Specify a sufficient set of \( M \) discrete generators and their base representation as a matrix \( \rho(h_i) \) or as a matrix vector multiply \( v \rightarrow \rho(h_i)v \) for each \( i = 1, 2, ..., M \)

2. Specify a basis for the Lie algebra (if any) and its base representation as a matrix \( d\rho(A_i) \) or as a matrix vector multiply \( v \rightarrow d\rho(A_i)v \) for each \( i = 1, 2, ..., D \)

We walk through these steps and provide examples in **Adding new representations \( \hat{\rho} \) to existing groups:**

1. Specify \( \hat{\rho}(h_i) \) as a function of \( \rho(h_i) \)

2. Define \( \text{dim}(V), ==, \) and hash functions for the representation

We provide more detailed instructions along with examples for implementing new groups at [https://emlp.readthedocs.io/en/latest/notebooks/3new_groups.html](https://emlp.readthedocs.io/en/latest/notebooks/3new_groups.html) and new representations at [https://emlp.readthedocs.io/en/latest/notebooks/4new_representations.html](https://emlp.readthedocs.io/en/latest/notebooks/4new_representations.html).

Given that a base representation \( \rho \) is faithful, all representations can be constructed as functions of this \( \rho \) whatever it may be.

A specification of \( \hat{\rho}(h) = f(\rho(h)) \) induces the Lie algebra representation \( d\hat{\rho}(A) \) which may be computed automatically using autograd Jacobian vector products (JVP), without needing to specify it manually. \( d\hat{\rho}(A) = \text{JVP}(f, I, d\rho(A)) \) which corresponds in math terms to the operation \( d\hat{\rho}(A) = Df|_{\rho(h)=I}(d\rho(A)) \).

### G. Group Products

Many of the relevant groups for larger problems like 2D arrays, GCNs, point clouds (Fuchs et al., 2020), sets of images (Maron et al., 2020), and hierarchical structures (Wang et al., 2020) have multiple distinct group substructures. 2D translation symmetry is the group \( G = \mathbb{Z}_n \times \mathbb{Z}_n = \mathbb{Z}^2_n \), GCNNs have \( G = H \times \mathbb{Z}^2_n \) point clouds typically have \( G = S_n \times E(3) \), sets of images have the symmetry \( S_n \times \mathbb{Z}^2_n \), and a voxelized point cloud network could be \( (S_n \times E(3)) \times \mathbb{Z}_m^3 \). Here these symbols for combining groups are the direct product (\( \times \)), semi-direct product (\( \rtimes \)) and wreath product (\( \wr \)). An additional asymptotic speedup can be achieved for groups that are constructed using these structures by exploiting knowledge about how solutions for the larger group depend on the solutions for the constituent groups.

Suppose representation \( \rho_a \) of the group \( G_a \) acts on the space \( V_a \) which has the symmetric basis \( Q_a \), and \( \rho_b \) of \( G_b \) acts on \( V_b \) with the symmetric basis \( Q_b \).

\( \times \): As shown in (Maron et al., 2020), the equivariant basis for \( G_a \times G_b \) with rep \( \rho_a \otimes \rho_b \) can be written as the Kronecker product \( Q_{ab} = Q_a \otimes Q_b \).

\( \wr \): In (Wang et al., 2020) it was worked out that the equivariant basis for \( G_a \rtimes G_b \) with rep \( (\rho_a \rtimes \rho_b) \) satisfies \( \text{unvec}(Q_{ab}[\alpha, \beta]) = \text{unvec}(Q_a[\alpha]) \otimes I + I \otimes \text{unvec}(Q_b[\beta]) \) where \( \alpha, \beta \) are coefficient vectors of size \( r_a, r_b \) and the \( \text{unvec}(\cdot) \) operation reshapes a vector into a matrix.

### H. Parametrizing Lie Groups with Continuous and Discrete Generators

According to Winkelmann (2003), every real connected Lie group \( G \) of dimension \( D \) contains a dense subgroup \( H \leq G \) generated by \( D + 1 \) elements (which can be constructed explicitly by sampling elements in a neighborhood of the identity). Since \( H \) is dense in \( G \), for every element
While there is substantial freedom in the chosen representation for a given feature layer of a neural network, for maximum expressiveness in the subsequent neural network architecture given a fixed channel budget, we suggest allocating the channels to the different representations in each layer with a uniform allocation heuristic. Progressing from lower dimensional representations to higher dimensional ones, the multiplicity of the representation should be chosen so that the number of channels for associated with each is approximately the same. We use this heuristic for the equivariant networks of each experiment in the paper.

For the three synthetic experiments, we use networks constructed with 3 EMLP layers each with \( c = 384 \) channels, followed by a single equivariant linear layer mapping to the output type. The baseline MLPs also have 3 hidden layers of size \( c = 384 \) each. We train all models with batchsize 500, and learning rate \( 3 \times 10^{-3} \) with the Adam optimizer (Kingma & Ba, 2014). We train for a total of \( \min(900000/N, 1000) \) epochs where \( N \) is the size of the dataset, which we found was ample for convergence of both models in all cases. The training time for the EMLP is a couple minutes, while the MLP model trains in \( < 1 \) minute.

For the modeling of the double spring pendulum dynamical system we use the same hyperparameters except with \( c = 128 \) for all models. For the numerical integrator, we use the adaptive RK integrator that is default to Jax with tolerance \( 2 \times 10^{-6} \). We measure relative error as \( \text{relative error}(a, b) = |a - b| / (\|a\| + |b|) \). For calculating state relative error, the state is the full vector \( z \) of both position and momentum. We train for a total of 2000 epochs, long enough for each of the models to converge.

### J. Datasets

We generate the O(5) invariant dataset using the function

\[
f(x_1, x_2) = \sin(||x_1||) - ||x_2||^3/2 + \frac{x_1^T x_2}{||x_1|| ||x_2||}
\]

and sampling \( x_1, x_2 \sim \mathcal{N}(0, 1)^3 \). We generate the O(3) equivariant inertia dataset by computing \( I = \sum_{i=1}^3 m_i (x_i^T x_i I - x_i x_i^T) \) for \( x_i \sim \mathcal{N}(0,1)^3 \) and sampling positive masses by passing random entries through a softplus: \( m_i \sim \text{Softplus}(\mathcal{N}(0, 1)) \).

For the Lorentz invariant particle interaction dataset we calculate the targets

\[
y = 4[p\mu p\nu] - (p\alpha p\alpha)\eta_{\mu\nu} - (q\alpha q\alpha)\eta_{\mu\nu}
\]

from the sampled momenta \( p_\mu, p_\nu, q_\mu, q_\nu \sim \mathcal{N}(0, 1/4^2) \).

For each of these datasets we separate out a test set of size 5000 and a validation set of size 1000 which we use for early stopping.

For the double spring dynamical system, we generate the ground truth trajectories using the Hamiltonian dynamics of the Hamiltonian

\[
H(x_1, x_2, p_1, p_2) = V(x_1, x_2) + T(p_1, p_2)
\]

where

\[
T(p_1, p_2) = \|p_1\|^2/2m_1 + \|p_2\|^2/2m_2
\]

and

\[
V(x_1, x_2) = \frac{1}{2}k_1(||x_1|| - \ell_1)^2 + \frac{1}{2}k_2(||x_1 - x_2|| - \ell_2)^2 + m_1 g^\top x_1 + m_2 g^\top x_2.
\]

The constants are chosen \( m_1 = m_2 = k_1 = k_2 = \ell_1 = \ell_2 = 1 \). The gravity direction is down \( g = [0, 0, 1] \). We sample the initial conditions from the distribution \( x_1 \sim [0, 0, -1.5] + \mathcal{N}(0,2^2)^3, x_2 \sim [0, 0, -3] + \mathcal{N}(0,2^2)^3 \) and \( p_1, p_2 \sim \mathcal{N}(0, 4^2)^3 \). We integrate these systems for a time \( T = 30s \) and for each initial condition we select a randomly chosen 1s chunk (evaluated at five 0.2s intervals) as the training data. We generate 1500 trajectory chunks which we split up into 500 for each of the train, validation, and test sets.