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Approximation of the equations of the humid atmosphere with saturation
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Abstract. We investigate the numerical approximation of solutions to some variational inequalities modeling the humid atmosphere when the saturation of water vapor in the air is taken into account. Here we describe part of our work [31] and extend our former results to the case where the saturation $q_s$ evolves with time.
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1 Introduction

The rigorous mathematical theory of the equations of humid atmosphere has been initiated in [21, 22] and has attracted the attention of a large number of researchers, see e.g., [1, 3–8, 13–16, 24, 30] and the references therein. These cited research works solved a large class of practical problems by investigating the system of partial differential equations based on different accuracies of the mathematical modelings [17, 18, 26]. However, in the modelings in [17, 18, 23, 26], the saturation of vapor is not taken into account. As shown in [29, 32], the resulted systems of partial differential equations are not physically correct in the extreme cases where the atmosphere is totally dry, $q = 0$, or when the atmosphere is totally humid, $q = 1$. To remedy this drawback, we have proposed in [32] a new formulation of the problem in the context of the variational inequalities [2, 9, 19, 20, 25]. This new variational inequality formulation also involves discontinuities due to phase changes. In this work, we describe the numerical approximation of the solutions to the variational inequalities derived from the humidity equations when the saturation of water vapor in the air is taken into account. As explained above, a striking feature of our work here is that the problems we study contain discontinuities and involve inequalities which come from the changes of phases and the extreme cases for the vapor concentration respectively (see e.g., [10–12]). In addition, we manage to extend our recent study [31] to the case that the saturation concentration $q_s$ evolves according to the thermodynamical laws.

In [31], we proposed an implicit Euler scheme to approach the solutions to the system which involves a variational inequality. However, we can not simply proceed directly as usual due to the difficulties induced from the discontinuities.
and physical requirement of vapor concentration (i.e. \(0 \leq q \leq 1\)). To overcome the difficulty caused by the discontinuities in our current modeling, we use a regularization method. This regularization enables us to first study a system of partial differential equations and then discuss the approximation of the solutions to the original variational inequality. The constraint requirement \(q \in \mathcal{K}\) for almost every \(t \in [0, t_1]\) for the vapor concentration \(q = q(t, x)\) brings us great technical challenges. Here \(t_1 > 0\) is an arbitrary but fixed constant. See Section 2.1 for more details about this physical range requirement. The source of challenges in our study is that this range requirement can not be preserved in the discretization procedure in the implicit Euler scheme. To deal with these challenges, we devised a penalization technique in the regularized Euler scheme. Together with delicate energy estimates, the penalization technique can elegantly help us achieve the physical requirement on \(q\). We point out here that the forms and the signs of the penalization terms encode very elegant structural propositions and are crucial for us to obtain the desired energy estimates. Finally, when we extend the study to the case where the saturation vapor concentration \(q_s\) evolves according to the thermodynamical laws, we emphasize that the discretization of the \(q_s\)-equation is of different nature from the discretization of the temperature equation on \(T\) and vapor concentration equations on \(q\). See Remark 2 for more detailed comments.

The rest of the article is organized as follows. In Section 2, we give the formulation of the problem. In Section 3, we introduce the Euler scheme and derive various uniform estimates for the functions associated with the penalized and regularized scheme. In Section 4, we investigate the convergence of the Euler scheme. We devote Section 5 to the study of the implicit Euler scheme in the case where \(q_s\) depends on time.

2 The problem

2.1 Formulation of the system

Let \(\mathcal{M} = \mathcal{M}' \times (p_0, p_1)\) where \(\mathcal{M}' \subset \mathbb{R}^2\) is a bounded domain with smooth boundary and \(p_0, p_1\) are two real numbers with \(0 < p_0 < p_1\). We will use \(x = (x, y, p)\) to denote a typical point in \(\mathcal{M}\), and use \(n\) to denote the outward normal vector to \(\partial \mathcal{M}\), the boundary of \(\mathcal{M}\). Let \(\mathcal{K}\) be the non-empty closed convex set in \(H^1(\mathcal{M})\) defined as \(\mathcal{K} = \{q \in H^1(\mathcal{M}); 0 \leq q \leq 1, a.e.\}\). Given a fixed \(t_1 > 0\), we consider the following problem:

To find \(T : (0, t_1) \rightarrow H^1(\mathcal{M}), q : (0, t_1) \rightarrow \mathcal{K}\) and \(h_q \in \mathcal{H}(q - q_s)\) such that for \(q^b \in \mathcal{K}\), there hold

\[
\partial_t T + A_T T + v \cdot \nabla T + \omega \partial_p T - \frac{R \omega}{c_p} T = \frac{1}{p} \omega^{-1} h_q F(T),
\]

(1)

\[
(\partial_t q, q^b - q) + (A_q q + v \cdot \nabla q + \omega \partial_p q, q^b - q) \geq \left( \frac{1}{p} \omega^{-1} h_q F(T), q^b - q \right),
\]

(2)
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with initial and boundary conditions to be specified. Here \( \mathcal{H} \) is the multivalued Heaviside function such that \( \mathcal{H}(\tau) = 0 \) for \( \tau < 0 \), \( \mathcal{H}(0) = [0, 1] \), \( \mathcal{H}(\tau) = 1 \) for \( \tau > 0 \).

For the sake of simplicity, the velocity field of the fluid \( \mathbf{u} := (v(x, t), \omega(x, t)) \in \mathbb{R}^3 \) is considered as a given data in this article. Throughout the presentation, we assume that the time-dependent velocity field \( \mathbf{u} \) satisfies \( \mathbf{u} \in L^r(0, t_1; \mathcal{V}) \cap L^\infty(0, t_1; H) \) for some given \( r \in (4, +\infty] \); \( \mathbf{V} = (\partial_x, \partial_y) \) and \( \Delta = \partial_x^2 + \partial_y^2 \) are the horizontal gradient and horizontal Laplace operators respectively. In this way, the operators \( \mathcal{A}_f \) and \( \mathcal{A}_q \) are defined as

\[
\mathcal{A}_f = -\mu_1 \Delta - \nu_1 \partial_p \left((\frac{gp}{RT})^2 \partial_p\right), \quad \mathcal{A}_q = -\mu_2 \Delta - \nu_2 \partial_p \left((\frac{gp}{RT})^2 \partial_p\right),
\]

(3)

where \( \mu, \nu, g, R, c_p \) are positive constants and \( \bar{T} = \bar{T}(p) \) is the average temperature over the isobar with pressure \( p \). We assume that \( \bar{T} \) satisfies:

\( \bar{T}_* \leq \bar{T}(p) \leq \bar{T}^*, \quad |\partial_p T(p)| \leq M, \) for some positive constants \( T_*, \bar{T}^*, M \) and \( p \in [p_0, p_1] \).

Concerning the right hand sides of equations (1)-(2), the functions \( F \) and \( \varphi \) both from \( \mathbb{R}^1 \) to \( \mathbb{R}^1 \) are defined as

\[
F(\zeta) = q_s \zeta \frac{R(\zeta) - c_p R_c \zeta}{c_p R_c \zeta^2 + q_s L(\zeta)T}, \text{ with } L(\zeta) = c_1 - c_2 \zeta; \quad \varphi(\zeta) = \frac{1}{c_p} L(\zeta) F(\zeta).
\]

(5)

Above, \( c_1, c_2, R_c, R_q \) are all strictly positive constants. It is easy to see that \( F \) is bounded and that both functions \( F \) and \( \varphi \) are globally Lipschitz; \( \omega^+ := \max\{\omega, 0\} \) refers to the positive part of \( \omega \).

We partition the boundary of \( \mathcal{M} \) as \( \partial \mathcal{M} = \Gamma_i \cup \Gamma_u \cup \Gamma_l \) with \( \Gamma_i, \Gamma_u \) and \( \Gamma_l \) defined by

\[
\Gamma_i = \{x \in \mathcal{M}; p = p_1\}, \quad \Gamma_u = \{x \in \mathcal{M}; p = p_0\}, \quad \Gamma_l = \{x \in \mathcal{M}; p_0 \leq p \leq p_1, (x, y) \in \partial \mathcal{M}'\}.
\]

We supplement the system (1)-(2) with the boundary conditions

\[
\begin{aligned}
\partial_p T &= \alpha(T_* - T), \quad \partial_p q = \beta(q_* - q) \text{ on } \Gamma_i, \\
\partial_p T &= 0, \quad \partial_p q = 0 \text{ on } \Gamma_u, \\
\partial_n T &= 0, \quad \partial_n q = 0 \text{ on } \Gamma_l,
\end{aligned}
\]

(6)

and initial conditions

\[
T(x, 0) = T_0(x), \quad q(x, 0) = q_0(x).
\]

(7)

If we allow \( q_* \) to evolve, the dependence of the nonlinear functions \( F \) and \( \varphi \) on \( q_* \) should be made explicit, i.e., \( F = F(T, q_*), \varphi = \varphi(T, q_*) \). In this case, we augment (1)-(2) with the following governing equation for the evolution of \( q_* \):

\[
\frac{dq_*}{dt} = \frac{\delta \omega}{p} h_q F(T, q_*).
\]

(8)
We will also impose a further initial condition

\[ q_0(x,0) = q_{s,0}(x). \]  

We shall always assume \( q_0 \in L^2(\mathcal{M}), 0 \leq q_0 \leq 1 \) for a.e. \( x \in \mathcal{M} \), and \( q_{s,0} \in L^2(\mathcal{M}) \cap L^\infty(\mathcal{M}), 0 < q_{s,0} < 1 \) and \( 0 \leq q_s \leq 1 \) for a.e. \( x \in \mathcal{M} \), and assume the boundary datum \( T_s \) and \( q_s \) to satisfy \( T_s, q_s \in L^2(0,t_1;L^2(\Gamma_i)) \). For the convenience of fixing the ideas and of presentation, we shall first assume \( q_s \) is stationary during our study. In the last section, we will explain the case where \( q_s \) evolves according to the governing equation (8).

### 2.2 Functional analytic framework

We denote as usual \( H = L^2(\mathcal{M}), V = H^1(\mathcal{M}) \). We use \( (\cdot, \cdot)_{L^2} \) (regarded the same as \( (\cdot, \cdot)_H \)) and \( \| \cdot \|_{L^2} \) to denote the usual scalar product and induced norm in \( H \). In the space \( V \), we will use \( ((\cdot, \cdot)) \) and \( \| \cdot \| \) to denote the scalar product adapted to the problem under investigation

\[ ((\varphi, \psi)) := (\nabla \varphi, \nabla \psi) + (\partial_p \varphi, \partial_p \psi) + \int_{\Gamma_i} \varphi \psi d\Gamma_i, \]

and the induced norm. The symbol \( (\cdot, \cdot) \) will denote the duality pair between a Banach space \( E \) and its dual space \( E^* \). We use the following standard function spaces for the vector field \( u \):

\[
H = \{ u \in H \times H \times H \mid div u = 0 \text{ and } u \cdot n = 0 \text{ on } \partial \mathcal{M} \}, \\
V = \{ u \in V \times V \times V \mid div u = 0 \text{ and } u \cdot n = 0 \text{ on } \partial \mathcal{M} \}.
\]

For \( T, T^b, q, q^b \in V \), we have the following specific forms for the duality pairs through integration by parts and in view of the Neumann boundary conditions:

\[
\langle A_T T, T^b \rangle = \mu_1 (\nabla T, \nabla T^b)_H + \nu_1 \int_{\mathcal{M}} (\frac{\partial p}{RT})^2 \partial_p T \partial_p T^b dM + \nu_1 \int_{\Gamma_i} (\frac{\partial p}{RT})^2 \alpha (T-T_s)^* d\Gamma_i, \tag{10}
\]

\[
\langle A_q q, q^b \rangle = \mu_2 (\nabla q, \nabla q^b)_H + \nu_2 \int_{\mathcal{M}} (\frac{\partial p}{RT})^2 \partial_p q \partial_p q^b dM + \nu_2 \int_{\Gamma_i} (\frac{\partial p}{RT})^2 \beta (q-q_s)q^b d\Gamma_i. \tag{11}
\]

Consequently, we define the following bilinear forms

\[
a_T(T, T^b) = \mu_1 (\nabla T, \nabla T^b)_H + \nu_1 \int_{\mathcal{M}} (\frac{\partial p}{RT})^2 \partial_p T \partial_p T^b dM + \nu_1 \int_{\Gamma_i} (\frac{\partial p}{RT})^2 TT^b d\Gamma_i, \tag{12}
\]

\[
a_q(q, q^b) = \mu_2 (\nabla q, \nabla q^b)_H + \nu_2 \int_{\mathcal{M}} (\frac{\partial p}{RT})^2 \partial_p q \partial_p q^b dM + \nu_2 \int_{\Gamma_i} (\frac{\partial p}{RT})^2 qq^b d\Gamma_i. \tag{13}
\]

Meanwhile, we set \( U := (T, q), U^b := (T^b, q^b) \) and introduce the bilinear form

\[
a(U, U^b) := a_T(T, T^b) + a_q(q, q^b). \tag{14}
\]
As for the Navier-Stokes equation, we define

\[ b(u, U, U^b) := \int_M (u \cdot \nabla_{x,y,p} U) \cdot U^b \, dM = b_T(u, T, T^b) + b_q(u, q, q^b), \]  

(15)

where \( b_T(u, T, T^b) \) and \( b_q(u, q, q^b) \) are given by

\[ b_T(u, T, T^b) = \int_M (v \cdot \nabla T + \omega \partial_p T) T^b \, dM, \quad b_q(u, q, q^b) = \int_M (v \cdot \nabla q + \omega \partial_p q) q^b \, dM. \]  

(16)

In view of the last term in the left hand side of (1), we introduce the following bilinear form

\[ d(\omega, T, T^b) = \int_M \frac{R \omega TT^b}{cp} \, dM. \]  

(17)

Similarly, in view of the last terms in (10) and (11), we define the linear functional

\[ l(U^b) := l_T(T^b) + l_q(q^b) = \nu_1 \alpha \int_{\Gamma_i} \left( \frac{\delta p}{RT} \right)^2 T^b \, d\Gamma_i + \nu_2 \beta \int_{\Gamma_i} \left( \frac{\delta p}{RT} \right)^2 q^b \, d\Gamma_i. \]  

(18)

Next, we consider the mapping relations related to the operators \( A_T, A_q \) and the above defined functionals.

It is well-known that the linear operators \( A_T, A_q : V \to V^* \) defined through the relations

\[ \langle A_T u, v \rangle := a_T(u, v), \quad \langle A_q u, v \rangle := a_q(u, v), \quad \forall u, v \in V, \]  

(19)

are both bounded linear operators.

Similarly, the operators \( B(u, U) = (B_T(u, U), B_q(u, q)) : V \times V^2 \to (V^*)^2 \) and \( D(u, u) : H \times V \to V' \) defined by

\[ \langle B(u, U), U^b \rangle := (b_T(u, T, T^b), b_q(u, q, q^b)), \quad \forall u \in V, U, U^b \in V^2, \]  

(20)

and

\[ \langle D(u, u), v \rangle := d(\omega, u, v), \quad \forall u \in H, u, v \in V, \]  

(21)

are also bounded.

Due to the divergence free condition of \( u \), we easily see that for any \( T, q \in V \),

\[ b_T(u, T, T) = 0, \quad b_q(u, q, q) = 0. \]  

(22)

Concerning the boundedness of the above functionals, we have the following lemma.

**Lemma 1 (Boundedness of the functionals).** Assume \( U, U^b \in V^2 \) and \( u \in V \). There exist universal positive constants \( \lambda \) and \( K_i \), \( 1 \leq i \leq 6 \) such that

\[ |a_T(T, T^b)| \leq K_i \|T\| \|T^b\|, \quad a_T(T, T) \geq \lambda \|T\|^2; \]  

(23)
Definition 1. Let \( (T_0, q_0) \) be such that \( 0 \leq q_0 \leq 1 \) a.e. in \( M \) and let \( t_1 > 0 \) be fixed. A vector \( U = (T, q) \in L^2(0, t_1; V \times V) \cap C([0, t_1]; H \times H) \) with \((\partial_t T, \partial_t q) \in L^2(0, t_1; V^* \times V^*)\) is a solution to the initial and boundary value problem described by (1), (2), (6) and (7), if for almost every \( t \in [0, t_1] \) and for every \((T^b, q^b) \in V \times K\), we have

\[
\langle \partial_t T, T^b \rangle + a_T(T, T^b) + b_T(u, T, T^b) - d(T^b) - l_T(T^b) = \left( -\frac{1}{p} \omega^-(t) h_q \varphi(T), T^b \right),
\]

\[
\langle \partial_t q, q^b - q \rangle + a_q(q, q^b - q) + b_q(u, q, q^b - q) - l_q(q^b - q) \geq \left( -\frac{1}{p} \omega^-(t) h_q F(T), q^b - q \right),
\]

for some \( h_q \in H(q - q_a) \) and

\[
U_0 = (T_0, q_0).
\]

3 Time discretization-The Euler scheme

3.1 Time-discretization

We assume that the velocity field \( u \) is given, time-dependent and satisfies \( u \in L^r(0, t_1; V) \cap L^\infty(0, t_1; H) \) for some given \( r \in (4, +\infty] \).

Let \( N \) be an integer which will eventually go to \( +\infty \) and set \( \Delta t := k = t_1/N \).

We will define recursively a family of elements of \( V \times K \), say \((T^0, q^0), (T^1, q^1), \ldots, (T^{N-1}, q^{N-1})\), where \((T^m, q^m)\) will be in some sense an approximation of the functions \((T, q)\) we are looking for, on the interval \([m-1]k, mk\).

First, we define \( U^m = \frac{1}{k} \int_{(m-1)k}^{mk} u(t) \, dt, m = 1, 2, \ldots, N \). Our discretization is as follows:

We begin with \((T^0, q^0) := (T_0, q_0)\), i.e., the given initial datum. When \((T^0, q^0), (T^1, q^1), \ldots, (T^{m-1}, q^{m-1})\) are known, \( T^m \in V \) and \( q^m \in K \) are determined by:

\[
\langle \frac{T^m - T^{m-1}}{k}, T^b \rangle + a_T(T^m, T^b) + b_T(u^m, T^m, T^b) - d(T^m, T^{m-1}, T^b) - l_T(T^b) = \left( \frac{1}{p} [\omega^m]^-, h_Q^m \varphi(T^{m-1}), T^b \right),
\]

\[
\langle \frac{q^m - q^{m-1}}{k}, q^b - q^m \rangle + a_q(q^m, q^b - q^m) + b_q(u^m, q^m, q^b - q^m) - l_q(q^b - q^m) \geq \left( -\frac{1}{p} [\omega^m]^-, h_Q^m F(T^{m-1}), q^b - q^m \right),
\]
for some $h_{Q^m} \in H(Q^m - q_m)$ where $Q^m$ is either $q^{m-1}$ or $q^m$.

In the above construction of the discretization scheme (31)-(32), one shall pay special attention to the indices in the terms $d$ and $\varphi$. Notice that we have $d(\omega^m, T^{m-1}, T^b)$ and $\varphi(T^{m-1})$. Obviously, this choice of indices will have influence on our search for $T^m$ and $q^m$ recursively. More importantly for us, it is crucial for us to obtain energy estimates later: the required estimates would not be true if we changed the indices $m - 1$ to be $m$ in $d$ and $\varphi$. However, the choice of the indices in $F$ and $h_{Q^m}$ is not so sensitive.

Remark 1. In the above discretization, we have to deal with variational inequalities due to the physical constraint on the function $q^m$ in our problem, $q^m \in \mathcal{K}$ is not preserved during the discretization (31)-(32). Finally, the problem we meet is nonlinear. The above three aspects form the main sources of difficulties for our study.

3.2 Regularization and penalization

In view of Remark 1, we proceed our investigation by way of regularization and penalization. Let $\varepsilon = (\varepsilon_1, \varepsilon_2)$ and $\varepsilon_i > 0$ be small for $i = 1, 2$. For $\varepsilon_2 > 0$, we define as follows the regularization $H_{\varepsilon_2}$ of $H(\cdot) : \mathbb{R} \to [0, 1]$; equal to 0 for $\eta \geq 0$, to 1 for $\eta \geq \varepsilon_2$, and linear continuous between 0 and $\varepsilon_2$, and consider the associated regularized and penalized problem:

To find $T^\varepsilon_m, q^m_{\varepsilon} \in V$ such that

$$(\frac{T^m_m - T^{m-1}_m}{k}, T^b) + aT(T^m_m, T^b) + bT(u^m_m, T^m_m, T^b) - d(\omega^m, T^{m-1}_m, T^b) - bT(T^b) = \left(\frac{1}{p}[\omega^m]^- H_{\varepsilon_2}(Q^m_{\varepsilon} - q_m)\varphi(T^{m-1}_m), T^b\right),$$

$$(\frac{q^m_{\varepsilon} - q^{m-1}_{\varepsilon}}{k}, q^b) + a_q(q^m_{\varepsilon}, q^b) + b_q(u^m_m, q^m_{\varepsilon}, q^b) - l_q(q^b) = \left(\frac{1}{\varepsilon_1}[q^m_{\varepsilon} - 1]^+, q^b\right) - \left(\frac{1}{p}[\omega^m]^- H_{\varepsilon_2}(Q^m_{\varepsilon} - q_m)F(T^{m-1}_m), q^b\right),$$

for all $T^b, q^b \in V$.

Notice that we have two choices for $Q^m_{\varepsilon}$ either $Q^m_{\varepsilon} = q^{m-1}_{\varepsilon}$ or $Q^m_{\varepsilon} = q^m_{\varepsilon}$. The introduction of penalization in the scheme (33)-(34) is designed to remedy the difficulty brought by the physical range requirement for the humidity $q$. The regularization process will overcome the difficulty caused by the variational inequality and the requirement on $h_q$. Here one may suspect that the two penalization terms in (34) may be potentially dangerous due to the blowing up factor $\varepsilon_1$. However, we point out that we could still obtain elegant estimates which do not depend on $\varepsilon_1$ (and $\varepsilon_2, k$) though we have a blowing up factor $\frac{1}{\varepsilon_1}$ when we pass to the limit $\varepsilon \rightarrow (0+, 0+)$. These estimates will yield that the limit functions $q^m_{\varepsilon} = q^m_{\varepsilon}$ satisfy the range requirement, i.e., $0 \leq q^m_{\varepsilon} \leq 1$ for $m = 1, 2, \cdots N$ and a.e. $x \in \mathcal{M}$.
3.3 Validity of iteration

The scheme (33)-(34) yields elliptic system on \((T^m, q^m)\) when \((T^{m-1}, q^{m-1})\) is known. To carry out our program, the step of finding \((T^m, q^m)\) given \((T^{m-1}, q^{m-1})\) is indispensable. To realize this iteration step, we need some surjective or existence theorems. Typically, we can use the Minty-Browder surjective theorem, Lax-Milgram theorem or Galerkin method. Here we can realize the iteration step by different methods depending on the choices of \(Q^m\) in our scheme (33)-(34).

When \(Q^m = q^{m-1}\), the factor \(H_2(\cdot)\) is known when we proceed to obtain \(T^m\) and \(q^m\) once \(T^{m-1}\) and \(q^{m-1}\) are known. We can apply the Minty-Browder surjective theorem (see e.g., [20]) or Galerkin method (see e.g. [28]) to derive the existence of \((T^m, q^m)\). On the other hand, if \(Q^m = q^m\), we only can proceed by Galerkin method (see e.g., [27, 28]) to derive the existence of \((T^m, q^m)\), since the factor \(H_2(\cdot)\) is not known when we proceed to obtain \(T^m\) and \(q^m\) even though \(T^{m-1}\) and \(q^{m-1}\) are known.

3.4 A priori estimate for \((T^m, q^m)\)

The a priori estimates on \((T^m, q^m)\) independent of \(k\) and \(\varepsilon\) for the regularized and penalized problem (33)-(34) will be crucial for the processes of passing to the limits \(\varepsilon \to (0+, 0+)\) and \(k \to 0+\).

Lemma 2. We have the estimates

\[
\begin{align*}
|U_j|_{L^2}^2 & \leq C(u, U_0, t_1), \quad \forall 1 \leq j \leq N, \\
\sum_{m=1}^{N} |U^m - U^{m-1}|_{L^2}^2 & \leq C(u, U_0, t_1), \\
k \sum_{m=1}^{N} \|U^m\|_{L^2}^2 & \leq C(u, U_0, t_1),
\end{align*}
\]

(35)

where \(C(u, U_0, t_1)\) is a finite constant depending on the given datum \(u, U_0\) and \(t_1\), but independent of \(\varepsilon\) and \(k\).

In Lemma 2, the process to obtain the estimates on the \(T^m\)'s is more involved than that for the \(q^m\)'s. The reason lies in the fact that the function \(F\) is bounded while \(\varphi\) is not. Due to this reason, we need the following version of the so-called discrete Gronwall lemma [33]:

Lemma 3 (Discrete Gronwall Lemma). Let \(\theta\) be any positive constant and \(N_0 > 1\) be an integer. Suppose the three nonnegative number sequences \((X_m), (Y_m)\) and \((Z_m)\) for \(m = 0, 1, 2, \cdots, N_0\) satisfy the following relation

\[
X_m \leq X_{m-1}(1 + \theta Y_m) + \theta Z_m.
\]

(36)

Then for \(m = 1, 2, 3, \cdots, N_0\), the following estimates hold

\[
X_m \leq X_0 \exp(\sum_{i=0}^{m-1} \theta Y_{i+1}) + \sum_{i=1}^{m-1} \theta Z_i \exp(\sum_{j=i}^{m-1} \theta Y_{j+1}) + \theta Z_m.
\]

(37)
The iteration relation (36) in the Discrete Gronwall Lemma explains our choice of index in \( \varphi(T^{m-1}) \) and \( d(\omega^m, T^{m-1}, T^b) \) in the initial discretization.

We have the following a priori bound for the norm \( k \sum_{m=1}^{N} \| \frac{U^m - U^{m-1}}{k} \|_{V^*}^2 \), which will be used in our compactness argument.

**Lemma 5.** The following bounds hold:

\[
k \sum_{m=1}^{N} \| \frac{U^m - U^{m-1}}{k} \|_{V^*}^2 \leq C \langle \psi \rangle_U \langle \omega \rangle_{L^2(0, t_1; H)}^2,
\]

holds for some constant \( C(\psi, \omega, t_1) \) depending on \( \psi, \omega, t_1 \), but not on \( \varepsilon \) and \( k \).

The main point of Lemma 4 is that the bound is independent of \( \varepsilon = (\varepsilon_1, \varepsilon_2) \) and any \( k \). As \( \varepsilon_2 \) comes into play through the regularization function \( H_{\varepsilon_2} \) and \( H_{\varepsilon_2} - H_{\varepsilon_2} \) is bounded say by 1, it is easy to obtain the bound independent of \( \varepsilon_2 \). Therefore, the main issue here is to control the penalization terms which contain a blowing up factor \( \frac{1}{\varepsilon} \) in the limit process \( \varepsilon \to (0+, 0+) \). We have the following bounds for the penalization terms.

**Lemma 5.** The following bounds hold:

\[
k \sum_{m=1}^{N} \left| \frac{q^m}{\varepsilon_1} \right|^2_{L^2} \leq C(\omega) \langle \omega \rangle_{L^2(0, t_1; H)}^2, \quad k \sum_{m=1}^{N} \left| \frac{q^m - 1}{\varepsilon_1} \right|^2_{L^2} \leq C(\omega) \langle \omega \rangle_{L^2(0, t_1; H)}^2.
\]

The proof of the estimates on the two penalization terms is subtle. Let us briefly illustrate this point. To prove the two estimates in Lemma 5, we choose the test function \( q_k = [q^m]^- \) and \( [q^m - 1]^+ \) in (34) respectively. Then the terms \( \langle \frac{q^m - q^{m-1}}{k}, [q^m]^- \rangle \) and \( \langle \frac{q^m - q^{m-1}}{k}, [q^m - 1]^+ \rangle \) will appear. However, neither term has a favorable sign. Actually, we think that the two kinds of terms may not have the same sign for different \( k = 1, 2, \ldots, N \). Here we need more quantitative estimates. Interestingly, though for each fixed \( k \), the above two kinds of terms may not have a definite sign, we have the following definite signs for their sums

\[
\sum_{m=1}^{N} \langle \frac{q^m - q^{m-1}}{k}, [q^m]^- \rangle \leq 0, \quad - \sum_{m=1}^{N} \langle \frac{q^m - q^{m-1}}{k}, [q^m - 1]^+ \rangle \leq 0,
\]

by writing \( q^m = [q^m]^+ - [q^m]^+ \) and the same for \( q^{m-1} \) directly. Due to the form of the estimates in Lemma 5, the two relations in (40) are sufficient to derive the proof of Lemma 5.

### 3.5 Passage to the limit \( \varepsilon \to (0+, 0+) \)

Assume the time step \( k > 0 \) is fixed. Our goal, in this part, is to pass to the limit \( \varepsilon \to (0+, 0+) \) in the scheme (33)-(34). The limit functions \( (T^m, q^m) \) of \( (T^m, q^m) \) will be solutions to the time discretized scheme (31)-(32). These solutions will serve as building blocks for us to construct approximate solutions to our original problem.
After extracting a finite number of subsequences, \( \varepsilon \to 0 \), we infer from Lemma 2 that, for \( m = 1, 2, \cdots, N \) there exist functions \( U^m_\varepsilon \in V \) such that, as \( \varepsilon \to 0^+ \)

\[
U^m_\varepsilon \rightharpoonup U^m \text{ weakly in } V.
\]

(41)

We still use \( \varepsilon \) as the index for the subsequence.

Since the inclusion \( V \subset H \) is compact and \( U^m_\varepsilon \) is weakly convergent in \( V \), it is strongly convergent in \( H \), i.e., we also have

\[
U^m_\varepsilon \to U^m \text{ strongly in } H.
\]

(42)

By an additional extraction of subsequences we see that:

\[
U^m_\varepsilon (x) \to U^m (x) \text{ a.e., } m = 1, 2, \cdots, N.
\]

(43)

Meanwhile, we have \( H^\varepsilon (Q^m_\varepsilon - q_s) \rightharpoonup h Q^m \text{ weak-* in } L^\infty (\mathcal{M}) \).

Concerning the limit functions \( q^m \), the second component of \( U^m \) for \( m = 1, 2, \cdots, N \), we know from Lemma 5 that

\[
k N \sum_{m=1}^N (|q^m_\varepsilon^-|^2_{L^2} + |q^m_\varepsilon^- - 1|^2_{L^2}) \leq C \varepsilon^2 |\omega|_2^2 L(0,t_1;H).
\]

(44)

As the real functions \( g_\pm (\theta) = \theta^\pm \) are both Lipschitz functions with Lipschitz constant 1 on \( \mathbb{R} \), i.e., \( |g_\pm (\theta_1) - g_\pm (\theta_2)| \leq |\theta_1 - \theta_2| \), we have

\[
|q^m_\varepsilon^- - q^m|_{L^2} \leq |q^m_\varepsilon^- - q^m|_{L^2}, \quad |q^m_\varepsilon^- - 1|^2_{L^2} \leq |q^m_\varepsilon^- - q^m|_{L^2}.
\]

Consequently, with (42) we have \( [q^m_\varepsilon^-] \to [q^m^-] \) and \( [q^m_\varepsilon^- - 1] \to [q^m^- - 1] \) in \( H \). As \( k > 0 \) is a fixed number, we can pass to the limit on \( \varepsilon \) in (44) to obtain that

\[
\sum_{m=1}^N (|q^m^-|^2_{L^2} + |q^m^- - 1|^2_{L^2}) = 0,
\]

which implies

\[
0 \leq q^m \leq 1, \text{ a.e. in } x \in \mathcal{M}, \text{ i.e., } q^m \in K.
\]

(45)

With the above preparations, we could pass to the limit from the scheme (33)-(34) to the scheme (31)-(32) term by term. We only point out the following three subtle points. First, here we obtain the strong convergence of the functions \( U^m_\varepsilon \) to their limits \( U^m \) in \( H \) by the compact embedding \( V \subset H \). The strong convergence will imply the a.e. convergence of \( U^m_\varepsilon \) in \( \mathcal{M} \) up to subsequences. The strong convergence and the a.e. convergence of \( U^m_\varepsilon \) are crucial when we pass to the limit in the nonlinear terms in the scheme (33)-(34). The reason is well-known: nonlinear mappings do not preserve weak convergences. Second, for the two penalization terms, we have for \( q^b \in K \) that

\[
\left( \frac{1}{\varepsilon_1} [q^m_\varepsilon^-], q^b - q^m_\varepsilon \right) \geq 0, \quad \left( \frac{1}{\varepsilon_1} [q^m_\varepsilon^- - 1]^+, q^b - q^m_\varepsilon \right) \geq 0.
\]

(46)
Due to weak convergence of $q_m^\varepsilon$ in $V$ and the weak lower semi-continuity property of the norm, we also have
\[
\limsup a_q(q_m^\varepsilon, q^b - q_m^\varepsilon) = \lim a_q(q_m^\varepsilon, q^b) - \liminf a_q(q_m^\varepsilon, q_m^\varepsilon) \leq a_q(q^m, q^b) - a_q(q_m^\varepsilon, q^m) = a_q(q^m, q^b - q_m^\varepsilon).
\]

All the above three terms produce correct direction of inequalities during the limit process. Therefore, we obtain the desired variational inequalities in (32).

Third, in order to show that $h_{Q_m} \in H(Q_m - q_s)$, we shall use the idea of subdifferential for convex functions.

Summarizing the above arguments, we obtain from (33)-(34) via passing to the limit on $\varepsilon$ the existence of a solution $(T_m, q_m)$ to (31)-(32).

4 Convergence of the Euler Scheme

In this section, we want to prove the convergence of the solutions of the Euler scheme (31)-(32) to the solutions of the system (28)-(30). We shall use the same conventions on subsequences and indices as in the last section, that is, the limit process in this part is $N \to +\infty$ or equivalently $k \to 0+$ and up to subsequences.

Due to the weak lower semi-continuity property of the norms, we know that for the limit functions $U_m$ which now have no dependence on $\varepsilon$, the bounds in Lemmas 2 and 4 are now valid with $U_m^\varepsilon$ replaced by the limit functions $U_m$.

4.1 Construction of approximations

For each fixed $k$ (or $N$), we associate to the elements $U_0, U_1, U_2, \ldots, U_N$ the following approximate functions $U_k = (T_k, q_k)$, $\tilde{U}_k = (\tilde{T}_k, \tilde{q}_k)$ and $W_k = (\bar{T}_k, \bar{Q}_k)$ which are defined piecewise on $[0, t_1]$ and take values in the space $V^2$:

\[
U_k(t) = U^m, \quad \tilde{U}_k(t) = U^{m-1}, \quad W_k(t) = \frac{U^m - U^{m-1}}{k} (t - (m-1)k) + U^{m-1}, \quad \text{for } t \in [(m-1)k, mk), m = 1, 2, \ldots, N.
\]

4.2 Reinterpretation of a priori estimates

First, we give a lemma measuring the distance in $L^2(0, t_1; H)$ of the functions $U_k, \tilde{U}_k$ and $W_k$ in the limit process $k \to 0+$.

**Lemma 6.** For the functions $U_k, W_k$ and $\tilde{U}_k$ defined above, there hold
\[
|U_k - W_k|_{L^2(0, t_1; H)} \leq C(u, U_0, t_1)\sqrt{k}, \quad |U_k - \tilde{U}_k|_{L^2(0, t_1; H)} \leq C(u, U_0, t_1)\sqrt{k}.
\]

Now, we state a result concerning the boundedness of the functions $U_k, \tilde{U}_k$ and $W_k$. 
Lemma 7. The functions $U_k, \tilde{U}_k$ and $W_k$ remain in a bounded set of $L^2(0, t_1; V) \cap L^\infty(0, t_1; H)$ as $k \to 0+$. The functions $\partial_t W_k$ form a bounded set in $L^2(0, t_1; V^*)$ and $U_k - W_k \to 0$ in $L^2(0, t_1; H)$ strongly as $k \to 0+$.

Lemmas 6 and 7 can be regarded as reinterpretations of Lemmas 2 and 4 in terms of the functions $U_k, W_k, \tilde{U}_k$.

Define $u_k : [0, t_1] \to V$ as follows:

$$u_k(t) = u^n, \text{ for } t \in [(m-1)k, mk), m = 1, 2, \ldots, N.$$ (50)

We have the following classical lemma:

Lemma 8 (Convergence of $u_k$). For the functions $u_k$ defined above, there holds

$$u_k \to u, \text{ in } L^p(0, t_1, V) \text{ as } k \to 0+. \quad (51)$$

For later use, we also define the linear averaging map for the test functions $U^b = (T^a, q^b) \in L^2(0, t_1; V)$ that we will use below, that is, we define $U_k^b : [0, t_1] \to V^2$ piecewise by

$$U_k^b(t) = \frac{1}{k} \int_{(m-1)k}^{mk} U^b(t) \, dt \text{ on } [(m-1)k, mk).$$

Similarly as in Lemma 8, we conclude that $U_k^b \to U^b$ strongly in $L^2(0, t_1; V^2)$ as $k \to 0$. Moreover, if $q^b \in \mathcal{K}$ for a.e. $t \in [0, t_1]$, we have $q_k^b \in \mathcal{K}$ for all $t \in [0, t_1]$.

4.3 Passage to the limit: $k \to 0+$

We first reinterpret as follows the scheme (31)-(32) in terms of the functions $U_k = (T_k, q_k), \tilde{U}_k = (\tilde{T}_k, \tilde{q}_k), W_k = (T_k, Q_k)$ and $U_k^b = (T_k^a, q_k^b)$:

$$\langle \partial_t T_k, T_k^b \rangle + a_T(T_k, T_k^b) + b_T(u_k, T_k, T_k^b) - d(T_k, \tilde{T}_k, T_k^b) - l_T(T_k^b) = \frac{1}{p} [\omega_k]^{-1} h_{Q_k} \varphi(\tilde{T}_k, T_k^b), \quad (52)$$

$$\langle \partial_t Q_k, q_k^b - q_k \rangle + a_q(q_k, q_k^b - q_k) + b_q(u_k, q_k, q_k^b - q_k) - l_q(q_k^b - q_k) \geq (-\frac{1}{p} [\omega_k]^{-1} h_{Q_k} F(\tilde{T}_k), q_k^b - q_k), \quad (53)$$

where $Q_k$ is either $\tilde{q}_k$ or $q_k$. Furthermore, $h_{Q_k}$ is defined by $h_{Q_k}(t) = h_{Q^m}$ when $t \in [(m-1)k, mk)$. Here we emphasize that we require $q_k^b \in L^2(0, t_1; \mathcal{K})$.

Due to Lemma 7, we have, up to subsequences, in the limit $k \to 0+$, that

$$U_k \to U = (T, q), \text{ weakly in } L^2(0, t_1; V) \text{ and weak-* in } L^\infty(0, t_1; H), \quad (54)$$

$$W_k \to W = (T, Q), \text{ weakly in } L^2(0, t_1; V) \text{ and weak-* in } L^\infty(0, t_1; H), \quad (55)$$

and

$$\partial_t W_k \to \partial_t W = (\partial_t T, \partial_t Q), \text{ weakly in } L^2(0, t_1; V^*). \quad (56)$$
Obviously, \( \tilde{U}_k = U(\cdot - k) \) converges also to \( U \) in \( L^2(0, t_1; V) \) weakly and in \( L^\infty(0, t_1; H) \) weak-\(*\).

In view of Lemma 6, we know that

\[
U = W.
\] (57)

Now, we consider the inclusions \( V \subset H \subset V^* \) where the first inclusion is compact and the second inclusion is continuous. In view of (55) and (56), we conclude, by applying the Aubin-Lions compactness theorem, that

\[
W_k \to W, \text{ strongly in } L^2(0, t_1; H).
\] (58)

By Lemma 6 again, we conclude that

\[
U_k, \tilde{U}_k, W_k \to U, \text{ strongly in } L^2(0, t_1; H).
\] (59)

With the above preparations, we can now pass to the limit \( k \to 0^+ \) from (52)-(53) to (28)-(30) term by term. Here we also point several subtle points. First, we obtain the strong convergence, i.e. (59), in this step by the Aubin-Lions compactness argument. For further details, see [28]. Second, the limit function \( q \) satisfies the required range condition. Indeed, regarded as a convex subset of \( L^2(0, t_1; V) \), \( L^2(0, t_1; \mathcal{K}) \) is closed with respect to the strong topology induced by the \( L^2(0, t_1; V) \)-norm. Therefore, it is also closed with respect to the weak topology. Furthermore, in view of the fact that \( q_k \in L^2(0, t_1; \mathcal{K}) \) which is obvious from the definition and that \( q_k \) converge to \( q \) weakly in \( L^2(0, t_1; V) \), we conclude that \( q \in L^2(0, t_1; \mathcal{K}) \). Third, the subtle point in this passage to the limit is to deal with the term \( \int_0^{t_1} \langle \partial_t Q_k, q_k^b - q_k \rangle dt \) which is the sum of \( \int_0^{t_1} \langle \partial_t Q_k, q_k^b - Q_k \rangle dt \) and \( \int_0^{t_1} \langle \partial_t Q_k, Q_k - q_k \rangle dt \). Using integration by parts, (56) and the lower semi-continuity of the norm, we write

\[
\limsup \int_0^{t_1} \langle \partial_t Q_k, q_k^b - Q_k \rangle dt = - \liminf \int_0^{t_1} \langle \partial_t Q_k, Q_k \rangle dt + \lim \int_0^{t_1} \langle \partial_t Q_k, q_k^b \rangle dt
\]

\[
= - \liminf \frac{1}{2} |Q_k(t_1)|_{L^2}^2 + \frac{1}{2} |q_0|_{L^2}^2 + \int_0^{t_1} \langle \partial_t q, q \rangle dt
\]

\[
\leq - \frac{1}{2} |q(t_1)|_{L^2}^2 + \frac{1}{2} |q_0|_{L^2}^2 + \int_0^{t_1} \langle \partial_t q, q^b \rangle dt
\]

\[
= - \int_0^{t_1} \langle \partial_t q, q \rangle dt + \int_0^{t_1} \langle \partial_t q, q^b \rangle dt
\]

\[
= \int_0^{t_1} \langle \partial_t q, q^b - q \rangle dt.
\] (60)

where we have used, in the second equality of (60), the observation

\[
\lim \int_0^{t_1} \langle \partial_t Q_k, q_k^b \rangle dt \to \int_0^{t_1} \langle \partial_t q, q^b \rangle dt,
\] (61)
which is a simple consequence of (56) and the strong convergence of $q^b_k$ to $q^b$ in $L^2(0, t_1; V)$.

A subtle point is the treatment of $\int_0^{t_1} \langle \partial_t Q_k, Q_k - q_k \rangle \, dt$. Though we have (56) (which implies in particular that $\partial_t Q_k$ is bounded in $L^2(0, t_1; V^*)$ and $Q_k - q_k \rightharpoonup 0$ weakly in $L^2(0, t_1; V)$), we can not conclude that the limit of $\int_0^{t_1} \langle \partial_t Q_k, Q_k - q_k \rangle \, dt$ is 0. Rather, we show, by the specific forms of $Q_k$ and $q_k$, that

$$\limsup \int_0^{t_1} \langle \partial_t Q_k, Q_k - q_k \rangle \, dt \leq 0. \quad (62)$$

Indeed, noticing that $\partial_t Q_k = q^m - q^{m-1}$ and $Q_k - q_k = 2^{m-q^{m-1}}(t - mk)$ on the subinterval $[(m-1)k, mk)$ of $[0, t_1]$, we have:

$$\int_0^{t_1} \langle \partial_t Q_k, Q_k - q_k \rangle \, dt = \sum_{m=1}^N \int_{(m-1)k}^{mk} \langle \partial_t Q_k, Q_k - q_k \rangle \, dt$$

$$= \sum_{m=1}^N \int_{(m-1)k}^{mk} \left( q^m - q^{m-1} - q^m - q^{m-1}(t - mk) \right) \, dt$$

$$= \sum_{m=1}^N \int_{(m-1)k}^{mk} \left( q^m - q^{m-1} \right)^2 (t - mk) \, dt \leq 0,$$

which implies (62). From (60) and (62), we can conclude that

$$\limsup \int_0^{t_1} \langle \partial_t Q_k, q^b_k - q_k \rangle \, dt \leq \int_0^{t_1} \langle \partial_t q, q^b - q \rangle \, dt. \quad (63)$$

To sum up, we have proved the following theorem when $q_s$ is constant:

**Theorem 1.** Given $T_0, q_0 \in H$ with $0 \leq q_0 \leq 1$ a.e. in $M$, the Euler scheme (31)-(32) contains a subsequence which converges to a solution of the system (1)-(7).

5 The case where $q_s$ depends on time

In this part, we extend our former results to the case where $q_s$ is not constant.

5.1 The nonlinearities $\varphi$ and $F$

When $q_s$ evolves according to (8), the nonlinearities $F$ and $\varphi$ will also depend on the function $q_s$. The nonlinearities (see e.g., [17, 18]) $\varphi$ and $F$: $\mathbb{R} \times \mathbb{R} \to \mathbb{R}$ are defined as follows:

$$F(T, q_s) = q_s G(T, q_s) = q_s T \frac{RL(T) - c_p R_s T}{c_p R_s T^2 + q_s L(T)^2}. \quad (64)$$
Approximation of the equations of the humid atmosphere with saturation

\[ \varphi(T, q_s) = \frac{L(T)}{c_p} F(T, q_s), \]  

where

\[ L(T) = c_1 - c_2 T, \quad G(T, q_s) = T \frac{RL(T) - c_p R_v T}{c_p R_v T^2 + q_s L(T)^2}. \]  

In the above, \( c_1, c_2, R, c_p, R_v \) are all strictly positive constants. The additional dependence of \( F \) and \( \varphi \) on \( q_s \) will bring us technical complexities during the passages to the limits.

Notice that the functions \( F, G, \) and \( \varphi \) have a singularity at \((0, 0)\); \( F(T, q_s) \) is bounded but discontinuous at \((0, 0)\) and \( G(T, q_s) \) may blow up at \((0, 0)\). To overcome this difficulty, we introduce the following regularized version \( \varphi_r, F_r \) and \( G_r \) for \( \varphi, F \) and \( G \).

\[ F_r(T, q_s) = q_s G_r(T, q_s) = q_s T \frac{RL(T) - c_p R_v T}{c_p R_v \max (T, \gamma)^2 + q_s L(T)^2}, \]  

\[ \varphi_r(T, q_s) = \frac{L(T)}{c_p} F_r(T, q_s), \]  

\[ G_r(T, q_s) = T \frac{RL(T) - c_p R_v T}{c_p R_v \max (T, \gamma)^2 + q_s L(T)^2}, \]

where \( \gamma > 0 \) is smaller than any temperature on Earth. Once arriving at \( q_s \geq 0 \), we can derive \( G_r \) is nonnegative by observing that \( T \leq \frac{LR}{c_p R_v} \) for any temperature on Earth. It is easy to see the rational function \( F_r \) is bounded and globally Lipschitz on \( \mathbb{R} \times \mathbb{R} \), i.e.,

\[ |F_r(\zeta_1, \xi_1) - F_r(\zeta_2, \xi_2)| \leq C(|\zeta_1 - \zeta_2| + |\xi_1 - \xi_2|), \quad \forall \, \zeta_1, \zeta_2 \in \mathbb{R}, \xi_1, \xi_2 \in [0, \infty), \]  

and

\[ |F_r(\zeta, \xi)| \leq C, \quad \forall \, \zeta \in \mathbb{R}, \xi \in [0, \infty). \]

The function \( \varphi_r \) is also globally Lipschitz,

\[ |\varphi_r(\zeta_1, \xi_1) - \varphi_r(\zeta_2, \xi_2)| \leq C(|\zeta_1 - \zeta_2| + |\xi_1 - \xi_2|), \quad \forall \, \zeta_1, \zeta_2 \in \mathbb{R}, \xi_1, \xi_2 \in [0, \infty). \]

In addition, as \( F_r(0, 0) = 0 \), we have \( \varphi_r(0, 0) = 0 \). Hence the Lipschitz function \( \varphi_r \) also satisfies \( |\varphi_r(\zeta, \xi)| \leq C(|\zeta| + |\xi|) \).

**Definition 2.** Let \((T_0, q_0, q_s, 0) \in H \times H \times H \) be such that \( 0 \leq q_0 \leq 1, \) \( 0 < q_s, 0 < 1 \) a.e. in \( \mathcal{M} \) and let \( t_1 > 0 \) be fixed. A vector \((T, q, q_s) \in L^2(0, t_1; \mathbb{R} \times \mathbb{R}) \) with \( 0 < q_s < 1 \), \((\partial_t T, \partial q, \partial_t q_s) \in L^2(0, t_1; V^* \times V^*) \times L^\infty(\mathcal{M} \times [0, t_1]) \) is a solution to the initial boundary value problem described by (1), (2), (8), (6), (7) and (9), if for a.e. \( t \in [0, t_1] \) and for every \((T^b, q^b) \in V \times K \), we have

\[ \langle \frac{\partial T}{\partial q}, T^b \rangle + a_T(T, T^b) + b_T(u, T, T^b) - d(\omega, T, T^b) - l_T(T^b) = \frac{1}{p} \omega^- (t) b_q \varphi(T, q_s), \]  

(73)
\[ \langle \partial_t q, q^b - q \rangle + a_q(q, q^b - q) + b_q(u, q^b - q) - l_q(q^b - q) \geq \left( -\frac{1}{p} \omega^-(t) h_q F(T, q_s), q^b - q \right), \]
\[ \frac{dq_s}{dt} = -\frac{1}{p} \omega h_q F(T, q_s) \text{ for a.e. } (t, x) \in [0, t_1] \times \mathcal{M}, \]
for some \( h_q \in \mathcal{H}(q - q_s) \) and
\[ U_0 = (T_0, q_0, q_{s,0}). \]

5.2 The discretization scheme

We begin with
\[ (T^0, q^0, q_{s}^0) := (T_0, q_0, q_{s,0}), \text{ i.e., the given initial datum.} \]

When \((T^0, q^1, q_{s}^0), (T^1, q^1, q_{s}^1), \ldots, (T^{m-1}, q^{m-1}, q_{s}^{m-1})\) are known, \( T^m \in V \) and \( q^m \in \mathcal{K} \) are determined by:
\[ \langle \frac{T^m - T^{m-1}}{k}, T^b \rangle + a_T(T^m, T^b) + b_T(u^m, T^m, T^b) - d(\omega^m, T^{m-1}, T^b) - l_T(T^b) \]
\[ = \left( \frac{1}{p} \omega^m \right) h_{q^{m-1}} \varphi(T^{m-1}, q_{s}^{m-1}), T^b, \]
\[ \langle \frac{q^m - q^{m-1}}{k}, q^b - q^m \rangle + a_q(q^m, q^b - q^m) + b_q(u^m, q^m, q^b - q^m) - l_q(q^b - q^m) \]
\[ \geq \left( -\frac{1}{p} \omega^m \right) h_{q^{m-1}} F(T^{m-1}, q_{s}^{m-1}), q^b - q^m, \]
and
\[ q_{s}^m := Z^m(mk), \]
where \( Z^m(t) \) is the solution to the following initial value problem
\[ \begin{cases} \frac{dZ^m(t)}{dt} = -\frac{1}{p} \omega^m h_{q^{m-1}} F(T^{m-1}, Z^m(t)), \\ Z^m((m - 1)k) = q_{s}^{m-1}, \end{cases} \]
where \( h_{q^{m-1}} \in H(q^{m-1} - q_{s}^{m-1}) \).

Remark 2. We shall point out the distinct feature of the discretization for the \( q_s \)-equation. First, the \( q_s \)-equation shall be discretized once the \((T, q)\)-equation is discretized as the \((T, q)\)-equation depends on \( q_s \) through the nonlinear functions \( F(T, q_s) \) and \( \varphi(T, q_s) \) and we do not allow time dependence in the discretized equation on \((T, q)\). Here we did not use the standard Euler algorithm for ordinary differential equations (ODEs). Rather, we define \( q_{s}^m \) by successively solving the ordinary differential equation (81) and make evaluations at specific time points.
Therefore, we have the following integral form of (85):

\[
\int T^m - T^{m-1}_\varepsilon \cdot T^b/k + a_T(T^m, T^b) + b_T(u^m, T^m, T^b) - d(\omega^m, T^{m-1}, T^b) - b_T(T^b) = \left( \frac{1}{p} [\omega^m]^{-1} H_{\varepsilon}(q^m - q^{-1}_s, q^b)\right) \varphi_r(T^{m-1}_\varepsilon, q^{m-1}_s, T^b), \tag{82}
\]

\[
(q^m - q^{m-1}, q^b) + a_q(q^m, q^b) + b_q(u^m, q^b) - l_g(q^b) = \left( \frac{1}{\varepsilon_1} [q^m], q^b \right) - \left( \frac{1}{\varepsilon_1} [q^m - 1], q^b \right) - \left( \frac{1}{p} [\omega^m]^{-1} H_{\varepsilon}(q^m - q^{m-1}_s) \right) F_r(T^{m-1}_\varepsilon, q^{m-1}_s, q^b), \tag{83}
\]

and

\[
q^m_{s,\varepsilon} := Z^m_{\varepsilon}(mk), \tag{84}
\]

where \(Z^m_{\varepsilon}\) is the solution to the following initial value problem

\[
\begin{align*}
\frac{dZ^m_{\varepsilon}(t)}{dt} &= -\frac{1}{p} [\omega^m]^{-1} H_{\varepsilon}(q^m - q^{m-1}_s) F_r(T^{m-1}_\varepsilon, Z^m_{\varepsilon}(t)), \\
Z^m_{\varepsilon}(t) &= q^{m-1}_s.
\end{align*} \tag{85}
\]

5.3 Validity of the iteration

In order to have a valid scheme, we should be able to obtain \((T^m, q^m, q^m_{s,\varepsilon})\) when \((T^{m-1}_\varepsilon, q^{m-1}_s, q^{m-1}_{s,\varepsilon})\) are known. This is true. First, observe that the equation on \((T^m, q^m_{s,\varepsilon})\) and \(q^m_{s,\varepsilon}\) are decoupled. Noticing that the arguments of \(F_r\) and \(\varphi_r\) have index \(m - 1\) in (82) and (83), we can obtain \((T^{m}_\varepsilon, q^m_{s,\varepsilon})\) either by the Minty-Browder Theorem or by the Galerkin method when \((T^{m-1}_\varepsilon, q^{m-1}_s, q^{m-1}_{s,\varepsilon})\) are known. The determination of \(q^m_{s,\varepsilon}\) is easy when \((T^{m-1}_\varepsilon, q^{m-1}_s, q^{m-1}_{s,\varepsilon})\) are known: we just need to use the initial value problem (85). The initial value problem (85) admits a unique solution \(Z^m_{\varepsilon}(t)\) on \([(m - 1)k, T^*]\). The maximum time of existence \(T^* = +\infty\) due to the form of \(F_r\). Actually, we have

\[
F_r(T^{m-1}_\varepsilon, Z^m_{\varepsilon}(t)) = Z^m_{\varepsilon}(t) G_r(T^{m-1}_\varepsilon, Z^m_{\varepsilon}(t)).
\]

Therefore, we have the following integral form of (85):

\[
q^m_{s,\varepsilon}(t) = q^{m-1}_{s,\varepsilon}(t) \exp\left\{ -\int_{(m - 1)k}^t \frac{1}{p} [\omega^m]^{-1} H_{\varepsilon}(q^m - q^{m-1}_s) G_r(T^{m-1}_\varepsilon, Z^m_{\varepsilon}(t)) \, dr \right\}. \tag{86}
\]
Due to the above expression of $q_{s,\varepsilon}^m(t)$, no blow-up can happen as we always have
\[ |Z^\varepsilon(t)|_{L^2} \leq |q_{s,\varepsilon}^{m-1}|_{L^2}, \quad |Z^\varepsilon(t)|_{L^\infty} \leq |q_{s,\varepsilon}^{m-1}|_{L^\infty} \text{ for } t \geq (m-1)k. \] (87)

For our purpose, we just need $T^* \geq mk$ so that $q_{s,\varepsilon}^m$ is well-defined.

### 5.4 A priori estimates for $(T^m_\varepsilon, q^m_\varepsilon, q_{s,\varepsilon}^m)$

Integrating the first equation in (85) from $(m-1)k$ to $mk$, we find
\[
q_{s,\varepsilon}^m = q_{s,\varepsilon}^{m-1} \exp \left\{ - \int_{(m-1)k}^{mk} \frac{1}{p} \left[ \omega^m \right]^{-1} H_x(q_{s,\varepsilon}^{m-1} - q_{s,\varepsilon}^{m-1}) G_r(T^m_\varepsilon q_{s,\varepsilon}^{m-1}, Z^m_\varepsilon(t)) \, dt \right\}. \] (88)

As $0 < q_0^0 = q_{s,0} < 1$, we easily conclude that $0 < q_{s,\varepsilon}^m < 1$ for all $1 \leq m \leq N$ by repeatedly using (88) for $m = 1, 2, \ldots, N$. Actually, we have the following pointwise monotone relations
\[
0 < q_{s,\varepsilon}^m(x) \leq q_{s,\varepsilon}^{m-1}(x) < 1, \quad m = 1, 2, \ldots, N. \] (89)

Now we aim to obtain a priori estimates on $(T^m_\varepsilon, q^m_\varepsilon)$ independent of $k$ and $\varepsilon$ for the regularized and penalized problem (82)-(83). Due to the form of $\varphi_r, F_r$ and our estimate on $q_{s,\varepsilon}^m$, we know that
\[
|\varphi_r(T^m_\varepsilon q_{s,\varepsilon}^{m-1}, q_{s,\varepsilon}^{m-1})| \leq C(|T^m_\varepsilon q_{s,\varepsilon}^{m-1}| + 1) \text{ and } |F_r(T^m_\varepsilon q_{s,\varepsilon}^{m-1}, q_{s,\varepsilon}^{m-1})| \leq C, \] (90)

where $C$ is constant independent of $\varepsilon$ and $k$. Therefore, Lemma 2 is still valid.

Now, we explain that Lemma 4 is still valid even when $q_{s,\varepsilon}$ is not constant. Since $|F_r(T^m_\varepsilon q_{s,\varepsilon}^{m-1})|$ can be bounded by a universal constant, we still have, for the penalization terms, that Lemma 5 holds. Then estimating the duality pair $(U^m - U^m_\varepsilon, U^h)$ where $U^h \in V^2$, we can derive the conclusion of Lemma 4.

### 5.5 Passage to the limit $\varepsilon \to 0+$ and $k \to 0+$

The passage to the limit can be proceeded essentially as before. By the compact Sobolev embedding theorem as before, we can derive that $(T^m_\varepsilon, q^m_\varepsilon) \to (T^m, q^m)$ strongly in $H$. In addition, by the above estimates on $q_{s,\varepsilon}^m$, we know that there exist $q_{s}^m \in H \cap L^\infty(M)$ such that, up to subsequences,
\[
q_{s,\varepsilon}^m \rightharpoonup q_s^m \text{ weakly in } H \text{ and weak-* in } L^\infty(M). \] (91)

During the passage to the limit: $k \to 0+$, besides defining $U_k, \tilde{U}_k, W_k, h_{\tilde{q}_k}$ as before, we should also define $q_{s,k} : [0, t_1] \to L^\infty(M) \cap L^2(M)$ as follows:
\[
q_{s,k}(t) = \begin{cases} 
Z^1(t), & \text{when } t \in [0, k), \\
Z^2(t), & \text{when } t \in [k, 2k), \\
\vdots, & \\
Z^m(t), & \text{when } t \in [(m-1)k, mk), \\
\vdots, & \\
Z^N(t), & \text{when } t \in [(N-1)k, Nk). 
\end{cases} \] (92)
By our definition of \( q_{s,k} \), we know that \( q_{s,k}(0) = q_{s,0} \) and \( q_{s,k} \) is piecewise differentiable and satisfies (84) on the whole interval \([0, t_1]\). Then, we can reinterpret our scheme in terms of the above functions \( U_k = (T_k, q_k) \), \( W_k = (\tilde{T}_k, \tilde{q}_k) \), and \( U_k^0 = (T_k^0, q_k^0) \) as follows

\[
\begin{align*}
\langle \partial_t T_k, T_k^0 \rangle + a_T(T_k, T_k^0) + b_T(u_k, T_k, T_k^0) - d(\omega_k, \tilde{T}_k, T_k^0) - l_T(T_k^0) \\
= \left( \frac{1}{p} [\omega_k]^{-1} h_{\tilde{q}_k} \varphi_r(\tilde{T}_k, \tilde{q}_{s,k}), T_k^0 \right),
\end{align*}
\]

(93)

\[
\langle \partial_t Q_k, q_k^0 - q_k \rangle + a_q(q_k, q_k^0 - q_k) + b_q(u_k, q_k, q_k^0 - q_k) - l_q(q_k^0 - q_k) \\
\geq \left( -\frac{1}{p} [\omega_k]^{-1} h_{\tilde{q}_k} F_r(\tilde{T}_k, \tilde{q}_{s,k}), q_k^0 - q_k \right),
\]

(94)

\[
\frac{dq_{s,k}}{dt} = \frac{1}{p} [\omega_k]^{-1} h_{\tilde{q}_k} F_r(\tilde{T}_k, q_{s,k}).
\]

(95)

The two passages to the limit processes \( \varepsilon \to 0^+ \) and \( k \to 0^+ \) are parallel to those in the case that \( q_s \) is constant. However, we shall pay attention to the convergences of the terms involving \( \varphi_r(T_k^{m_1}, q_k^{m_1}), F_r(T_k^{m_1}, q_k^{m_1}) \) during the passage to the limit \( \varepsilon \to (0^+, +) \), and \( \varphi_r(\tilde{T}_k, \tilde{q}_{s,k}), F_r(\tilde{T}_k, \tilde{q}_{s,k}) \) during the passage to the limit \( k \to 0^+ \) respectively. In both of the two limit processes, we could achieve strong convergences for the sequences \( (T_k^m)_{\varepsilon} \) and \( (\tilde{T}_k)_k \) up to subsequences by compact Sobolev embedding and Aubin-Lions argument respectively. While for \( (q_{s,k}^m)_{\varepsilon} \) and \( (\tilde{q}_{s,k})_k \), we could not obtain strong convergences. Fortunately, we could obtain a.e. convergences for them for \( x \in M \) and \( (t,x) \in [0, t_1] \times M \) respectively. These pointwise convergences, together with the Lebesgue Dominated Convergence Theorem, will enable us to pass to the limits for these terms. The a.e. convergences are guaranteed by the following lemma.

**Lemma 9.** Consider the following equation

\[
\begin{align*}
\left\{ \frac{d q^j_{s}(t)}{dt} = F(T^j(t), q^j_{s}(t)), \right. \\
q^j_{s}(0) = q_{s,0}.
\end{align*}
\]

(96)

where \( F(\cdot, \cdot) \) is a real-valued bounded Lipschitz function. Suppose \( T^j = T^j(x,t) \) converges to some \( T = T(x,t) \) strongly in \( L^2(0,1; H) \) as \( j \to \infty \). Then up to subsequences, we have

\[
q^j_{s}(x,t) \to q_{s}(x,t) \text{ for any } t \in [0, l] \text{ and a.e. } x \in \Omega \setminus \Omega_0,
\]

(97)

where \( q_{s}(x,t) \) is the solution to the initial value problem

\[
\begin{align*}
\left\{ \frac{d q_{s}(t)}{dt} = F(T(t), q_{s}(t)), \\
q_{s}(0) = q_{s,0}.
\end{align*}
\]

(98)

and \( \Omega_0 \) is a subset of \( M \) which has Lebesgue measure 0 and is independent of \( t \).
Proof. By assumption, we have up to a subsequence that

\[ T_j(x, t) \to T(x, t) \text{ a.e. } (x, t). \]

Writing the ODE on \( q_j \) in the integral equation form, we have

\[ q_j(t) = q_j(0) + \int_0^t F(T_j(x, \tau), q_j(x, \tau)) \, d\tau. \quad (99) \]

By assumption, we have

\[ \int_0^1 \int_M |T_j(x, t) - T(x, t)|^2 \, dx \, dt = \int_M \left( \int_0^1 |T_j(x, t) - T(x, t)|^2 \, dt \right) dx \to 0, \quad j \to \infty. \]

By Fubini’s theorem, we have for a.e. \( x \) that

\[ \int_0^1 |T_j(x, t) - T(x, t)|^2 \, dt \to 0. \]

Now take \( x_* \) such that

\[ \int_0^1 |T_j(x_*, t) - T(x_*, t)|^2 \, dt \to 0. \quad (100) \]

Notice that

\[ \left\{ \begin{array}{l}
 \frac{dq_j(x_*, t)}{dt} = F(T_j(x_*, t), q_j(x_*, t)), \\
 q_j(x_*, 0) = q_*(x_*, 0).
\end{array} \right. \quad (101) \]

As \( |dq_j|_{L^\infty([0, l])} \leq C \), we have up to a subsequence and with \( x_* \) fixed that \( q_j \to q_* \) uniformly on \([0, l]\).

Since \( F(T_j(x_*, t)) \) and \( q_j(x_*, t) \) converge for a.e. \( t \in [0, l] \), we can pass to the limit in the following equation

\[ q_j(x_*, t) = q_j(x_*, 0) + \int_0^t F(T_j(x_*, \tau), q_j(x_*, \tau)) \, d\tau, \]

and by the Lebesgue Dominated Convergence Theorem, we have

\[ q_*(x_*, t) = q_*(x_*, 0) + \int_0^t F(T(x_*, \tau), q_*(x_*, \tau)) \, d\tau. \quad (102) \]

By uniqueness of the solution to (99) and the fact that the limit solution is independent of the subsequence, we conclude that

\[ q_j(x, \cdot) \to q_*(x, \cdot), \text{ uniformly in } t, \]

for any \( x_* \) such that (5.5) holds, i.e., for \( x_* \in \Omega \setminus \Omega_0 \) where \( |\Omega_0| = 0 \). Hence,

\[ q_j(x, t) \to q_*(x, t) \text{ for any } t \text{ and for a.e. } x \in \Omega \setminus \Omega_0. \quad (103) \]
Remark 3. A particular case of the above lemma is that $T^j = T^j(x)$, i.e., $T^j$ has no dependence on the time variable $t \in [0,l]$. In this case we can regard $T^j$ as a constant function of $t \in [0,l]$ and consequently, we still have $T^j \to T$ in $L^2(0,l;H)$. In summary, when $q_s$ depends on time, we have the following theorem.

**Theorem 2.** Given $T_0, q_0, q_{s,0} \in H$ with $0 \leq q_0 \leq 1$, and $0 < q_{s,0} < 1$ a.e. in $\mathcal{M}$, the scheme (78)-(81) contains a subsequence which converges to a solution of the system (1)-(9).
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