Detecting key Soccer match events to create highlights using Computer Vision
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Abstract. The research and data science community has been fascinated with the development of automatic systems for the detection of key events in a video. Special attention in this field is given to sports video analytics which could help in identifying key events during a match and help in preparing a strategy for the games going forward. For this paper, we have chosen Football (soccer) as a sport where we would want to create highlights for a given match video, through a computer vision model that aims to identify important events in a Soccer match to create highlights of the match. We built the models based on Faster RCNN and YoloV5 architectures and noticed that for the amount of data we used for training Faster RCNN did better than YoloV5 in detecting the events in the match though it was much slower. Within Faster RCNN using ResNet50 as a base model gave a better class accuracy of 95.5% as compared to 92% with VGG16 as base model completely outperforming YoloV5 for our training dataset. We tested with an original video of size 23 minutes and our model could reduce it to 4:50 minutes of highlights capturing almost all important events in the match.
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1 Introduction

One of the key requirements in the sporting broadcasting industry is to create highlights of the matches for consumption on streaming platforms or even broadcasting on the channels. Identification of key moments and interesting aspects of the game is currently done mostly manually. This can be time-consuming to detect the sections of the game that can be classified as a highlight and select the relevant frames in a video to show the highlight sequence. This is the problem that we wish to solve through this study. Our idea is to build a model or a combination of models that can help in identifying key moments in a sports match to enable creating highlights automatically and hence much faster than currently being done. The key challenge in sports event detection through
computer vision is to identify all possible events that classify as important events worthy of highlights. Each match could be different from the other and the pattern or sequence of movements in a sport like soccer can be highly unpredictable. Having said that, there are specific events that are more important than others. Like a corner kick or penalty kick is more important than a ball pass. Our solution can help video editors spend more time in post-processing and graphics editing of the selected highlight sequence. Reducing the time to production is our key aim which should also help the video editors in spending more time on creative aspects than on non-value-add activities like identifying the events in the match.

2 Literature Survey

Our aim is to create highlights of the game effortlessly. There are few companies that offer “AI Cameras” with these capabilities, but the cameras are expensive. A more economical option would be to have your own good resolution cameras and custom model that connects to one or multiple cameras and does processing in the cloud. This could be a more scalable solution that can be extended to sports, outside of soccer as well. For this study, our focus is on soccer. Sports analytics have a lot of applications ranging from broadcasting to coaching and statistical analysis with respect to player’s positions during or post live matches. Computer vision plays a key role in these sports analytics, helping coaches in training and providing help to referees during the game (ball tracking, prediction motions, etc.). For broadcasters, tracking and following player’s and team’s motions, showing the relative position of balls is widely used for TV presenters and commentators.

There is a lot of literature around object detection and action recognition in sports that aid the above-mentioned applications. The majority of the current applications focus on player and ball tracking in real-time to help the broadcasters and TV presenters. But there is little work we came across that is focused on generating highlights of a match. The difference here compared to the other studies is that rather than focusing on a faster real-time object and action detection with lesser accuracy, it is important to get an accurate classification of multiple key actions in a soccer match even if it is not real-time. This will enable the automatic creation of highlights without much manual intervention. Until 2016 majority of the studies focussed on convolutional neural networks for object recognition and action detection. Typically neural networks work in a two-step process. They first try to extract features that are specific to a particular action and then use classification to identify the specific actions.

Studies like [1] have evaluated various convolutional neural network models for action detection in football. Based on their study, a new pooling method (temporal pyramid pooling) to consider the temporal component in sports actions was one of the best models to detect sports events. They split the video into different segments and frames are sampled from the segments. Instead of extracting features from the frames directly,
they used a pyramid pooling layer on top which helped the network incorporate temporal granularity scopes. They called this method Deep networks with Temporal Pyramid Pooling (DTPP).

Region-based convolutional neural networks R-CNN brought significant advances in object detection. But they were computationally very expensive. The Fast R-CNN model [11] achieved near real-time results using very deep networks and sharing convolutions across regional proposals. More evolved version, the Faster R-CNN model [13] uses Regional Proposal Networks (RPNs) which leverages the attention mechanism of neural networks and proposes a region. A second unified module uses a Faster R-CNN detector that works on the proposed region. These two networks share the convolution layers which improves the performance of the model.

After 2016 Yolo, Yolov3, Yolov4 family of object detection models [9], [14], [17], [18] were introduced and became popular as they are more performant with real-time predictions. There is literature comparing R-CNN and Yolo models [11] which concludes Yolov3 provides a good tradeoff between speed and accuracy. The Yolo (You Only Look Once) family uses a single convolution network that predicts multiple bounding boxes and classes of those boxes. Unlike R-CNN it doesn’t use regions of the image. Rather it uses features from the entire image to predict each bounding box and the associated classes.

For the purpose of this study, we will evaluate the popular R-CNN and Yolo models to see which model works well for our specific application which is to create highlights of a match video. Our unique focus area is to create a model that can identify multiple important actions and events of a football match, rather than focusing on a ball or player tracking.

3 Methodology and approach

We created a training set of images consisting of each of the key events. We downloaded the following sample of images and manually annotated them using labelImg:

1. class foul: 27 images
2. class corner kick: 89 images
3. class goal: 57 images
4. class penalty kick: 81 images

We applied horizontal flip as the only data augmentation technique for this project.

We used object detection methodology to identify the important events in a football match. Primarily we used Faster RCNN with VGG16 as our base model to train using the above-mentioned dataset of 231 images.

We later evaluated performance against a Faster RCNN model built from ResNet50 as the base model and also against YoloV5. The details of which are captured in later sections. Ultimately using the trained model we ran a test video of 23 mins to successfully reduce it to 4:50 mins as highlights.
3.1 Dataset used for the Analysis

A key part of the highlights of any soccer match is identifying important moments that need to be captured. We examined all highlight videos that are currently available. Post this exercise, for this study, we listed out what the significant moments were - 1. Red and Yellow cards for fouls, 2. Goal kicks/attempts, 3. Corner Kicks, and 4. Penalty kicks.

We converted the videos into image frames. For training, we filtered images/frames that we collected for the events specified. In order to effectively annotate them, we used labelImg, a graphical image annotation tool used for label object bounding boxes in images. The image classification and bounding boxes would be input data to train the models. We created a training set of images consisting of each of the key events. Our final model used a dataset of 254 images consisting of the four events mentioned above.

3.2 Exploratory Data Analysis / Data Pre-processing

The Images collected were of different sizes. We resized them to a min dimension of 300 px (before feeding into the training model). We also did visualization with bounding boxes. We have used data augmentation techniques to artificially expand the size of a training dataset by creating modified versions of images in the dataset. We have used the image flip technique for data augmentation in this project. For photographs like the football match photograph used in this project, horizontal flips would make sense hence we have used the horizontal flip technique. We generated train.csv and test.csv by combining images and annotation files. Then converted the data frames into annotation.txt files which would be used in model training later.
We used RoboFlow [https://app.roboflow.com/] website for uploading images and annotating as required by RoboFlow format to be used in sample YoloV5 model shared on the roboflow website.

Fig. 2. Samples of training images and their annotations

3.3 Models and Architecture used

We restricted our project to the most accurate algorithms based on insights from literature survey as our project is not about real-time prediction rather identifying an event more accurately for post live highlights creation. Based on the analysis of performance of the state of the art algorithms for object detection, Faster RCNN and Yolo v3 provide the best accuracy [11]. Some recent models have better performance in terms of speed of model evaluation but they slightly compromise on the accuracy. For the purpose of our project we restricted our evaluation to the following 3 models in the order of our project execution.

1. Faster RCNN (VGG as base model) [13]
   We used pre-trained weights for the VGG-16 model downloaded from this GitHub resource. The input image's smallest size is considered as 300 pixels in our case.

2. Yolo v5

3. Faster RCNN (ResNet50 as base model)
   The details and parameters we used in our model for Faster RCNN are exactly the same as what we used with ResNet50 model except for the differences called out below:
   - Input size of the image was reshaped to 320x320 for alignment to use trained weights of ResNet50
   - The output features generated by the base model ResNet50 in this case was 2048 which is the same as the output features from stage 5 block.
3.4 Model building and process

We took an iterative approach to improve the model over multiple attempts. Initially we started off with a simple model of Faster RCNN with VGG16 as the base model and with only 2 events - corner kicks (45 images) and fouls (27 images) to evaluate how the model would train and identify test images.

We noticed that the model is not accurate in predicting the important events. Based on our observations, we decided to increase the bounding box threshold to 0.9 to not qualify the false positives bounding boxes and also improve annotations and add more events data for better training.

Then using the same model we increased our training images to 131 and included all the four events. At this point the event detection accuracy seemed to increase. The only penalty kick in the match was correctly identified as shown in the fig.3 below. However some images, especially goals were way off in terms of prediction as shown in fig.4. Also, out of the 3 goals that were scored in the match only 1 was captured in video highlight.

![Fig. 3. Identification of penalty kick](image1)

![Fig. 4. Player marked as a goal](image2)

We realized the images of goals required re-annotation and also increased the number of images. The same model (FRCNN with VGG as base model) was re-ran on 243 images now. This time the predictions were more streamlined and we were almost able to capture all important events in the match. Some false positives were still there in the output as shown below in Fig. 5. However, there were also correct predictions as shown in Fig.6:

![Fig. 5. Identified incorrectly as a penalty kick](image3)

![Fig. 6. Identified correctly as goal](image4)
Now we changed the base model to see if sophistication can improve model performance. We used ResNet50 as our base model and re-ran the training with the same dataset (243 training images). The training performance was very encouraging as we got 95% accuracy. When we tested on our test video there were hardly any false positives at 0.9 bounding box confidence level.

This model correctly predicted a lot of the important events as shown below in Fig.7. Corner kicks still had false positives as shown in Fig.8:

![Fig. 7. Identified as goal](image1.png) ![Fig. 8. Identified as a corner kick](image2.png)

We then wanted to compare the performance with more state-of-the-art object detection algorithms in real-time the Yolo series. We used a publicly available jupyter notebook from roboflow to try out YoloV5. The training images used were the same that we used in the earlier 4th and 3rd passes. The results unfortunately weren’t promising for YoloV5. The precision and accuracy for each class was very low and it looked like the model required far more images to train effectively. The model took very less time to run but overall accuracy was extremely low. Out of 21 test images the model could identify only 1 image (foul).

Once we got initial results from the models we tried out different hyperparameters like changing the threshold of the bounding box probability and bounding box overlap threshold to verify the results. From our observations from multiple runs on the test video we observed that the following parameters worked best for the respective models:

For Faster RCNN with VGG16
- 0.9 box classification confidence value. (A lot of false positives when we tried to decrease the confidence value)
- 0.7 RPN to ROI overlap threshold.

For Faster RCNN with ResNet50
- 0.6 box classification confidence value. With higher confidence values true events were getting missed.
3.5 Test video and generating output highlights

Our objective was to build a highlight video from a real football match after the training model was built. We used the pickled model weights after training to run on test video to generate the event prediction with probability and use the predicted frames to generate highlights. The detailed approach we took is mentioned below.

In order to simplify the process we have created a processing pipeline which makes 3 passes on the video to provide the desired output.

First pass - Preprocess video: In this pass we have used OpenCV and extracted frames as images every 2 seconds. While writing the image to the disk we also passed the time information in the file name with an underscore separator.

Second pass - Predict the event: In this pass we picked the images generated from the previous phase in a list. We ensured that these images are sorted chronologically based on the time information present in the file name. Then we re-formatted the images like resizing based on the model’s desired input and called the classifier model’s predict() function. Then we used the output of the predict to map to correct classification and confidence. Using the confidence we only filtered the events which have values higher than 90%. By the end of this pass we create a metadata file(tab separated) of the video we have processed which contains details like at what second an event has occurred and what is the confidence of those events. Below is the screenshot of the file. In the below file the first column is the seconds at which an event has happened and the second column contains the class of the event and the confidence score.

Third pass - Extract the video: Now that we have the metadata file containing the event time information, we processed the file to create the start and end time of the clip for each event. The start time is calculated by adding a few seconds just before the event has happened and the end time is calculated by adding a few seconds just after the event has happened. In cases when there are events that happened within the specified threshold time of the previous event, then a condition has been added to optimize the end time so that both these events are captured within the same clip.

Fig. 9. Snapshot of metadata file containing event occurrence and their confidence scores

```bash
06: ["Foul!", 0.3474206079890971] 08: ["Foul!", 0.32129097853] 13: ["Corner kick!", 0.8293876169709823] 13: ["Foul!", 0.3230204939727549] 116: ["Corner kick!", 0.6128783938501424, "Corner kick!", 0.554540930732026] 176: ["Corner kick!", 0.128512326939589] 200: ["Corner kick!", 0.022670711465562] 143: ["Foul!", 0.461977844737996] 312: ["Foul!", 0.02223234169475] 356: ["Corner kick!", 0.21370816238793] 364: ["Foul!", 0.345957304634] 444: ["Foul!", 0.49565806070428] 131: ["Corner kick!", 0.25504359911325] 375: ["Corner kick!", 0.147869989151325] 380: ["Corner kick!", 0.00258088100461] 412: ["Foul!", 0.0240607107836] 430: ["Corner kick!", 0.25490153297139] 444: ["Corner kick!", 0.25490153297139] 06: ["Foul!", 0.3474206079890971] 08: ["Foul!", 0.32129097853] 13: ["Corner kick!", 0.8293876169709823] 13: ["Foul!", 0.3230204939727549] 116: ["Corner kick!", 0.6128783938501424, "Corner kick!", 0.554540930732026] 176: ["Corner kick!", 0.128512326939589] 200: ["Corner kick!", 0.022670711465562] 143: ["Foul!", 0.461977844737996] 312: ["Foul!", 0.02223234169475] 356: ["Corner kick!", 0.21370816238793] 364: ["Foul!", 0.345957304634] 444: ["Foul!", 0.49565806070428] 131: ["Corner kick!", 0.25504359911325] 375: ["Corner kick!", 0.147869989151325] 380: ["Corner kick!", 0.00258088100461] 412: ["Foul!", 0.0240607107836] 430: ["Corner kick!", 0.25490153297139] 444: ["Corner kick!", 0.25490153297139]
```
Apart from extracting the video with the start and end time, we extract the class info with the confidence score from the metadata file and then write the class with max confidence score on all the frames of the video. The text is written on the top left corner of the frames as shown in the picture below. We use this in the final video to show what the model predicted that particular frame as. In cases where multiple events were classified in the same frame we picked the one with highest confidence to show in the frame title with class and confidence value.

![Screenshot of the video with the event class and confidence score on top left corner](image)

Fig. 10. Screenshot of the video with the event class and confidence score on top left corner

At the end of the execution, we generated a video file containing the clips of all the events marked in the metadata file and the class label of the event with confidence score.

4 Model evaluation

4.1 Results from Faster RCNN (VGG16 base):

We received 92% class accuracy on the training data set with 40 epoch runs consisting of 243 training images. Below are the model parameter progressions as it continues to learn over epochs. Increasing mean_overlapping_bboxes indicate that as the model learns there are more boxes converging towards a ground truth box.

![Class accuracy and mean overlapping boxes from Faster RCNN (VGG16 model)](image)

Fig. 11. Class accuracy and mean overlapping boxes from Faster RCNN (VGG16 model)
4.2 Results from Faster RCNN (ResNet50 base):

We obtained 95.5% accuracy with the ResNet50 base model with 40 epochs on the same 243 training images. You can notice that this model took less time to learn. It reached 85% within 7 epochs as compared to 14 epochs required by the VGG16 base model.

Fig. 12. Class accuracy and mean overlapping boxes from Faster RCNN (ResNet50 model)

4.3 Results from YoloV5:

Overall precision of the model is very low at 0.238 and recall of 0.406.

| Model                  | Class Accuracy | Mean Elapsed time per epoch | Mean elapsed time to evaluate test image |
|------------------------|----------------|----------------------------|-----------------------------------------|
| Faster RCNN (VGG base) | 92%            | 2.17 mins                  | 4.8s                                    |
| Faster RCNN (ResNet50 base) | 95%         | 3.4 mins                  | 5.5s                                    |
| YoloV5                 | 30%            | 13.58s                    | 0.653s                                  |

Note: all results mentioned above are evaluated under the GPU environment in Colab.

4.4 Performance on the test video

The video contained the following events with corresponding frequencies during the match: Penalty kick – 1; Goals – 3, Corner kick – NIL, Foul - NIL.
There were about 7 shots at goal which didn’t end up converting as goals but we would expect our model to predict them as goals. So we will include this in our comparison chart.

Following are the correct predictions summary from each of the models we ran. We used 0.9 bounding box classification threshold for Faster RCNN (with VGG) and 0.8 threshold for Faster RCNN (with ResNet50):

| Event Name      | Actual instances | Instances predicted by Faster RCNN (VGG) | Instances predicted by Faster RCNN (ResNet50) | Instances predicted by YoloV5 |
|-----------------|------------------|------------------------------------------|-----------------------------------------------|------------------------------|
| Penalty kick    | 1                | 1 real + 3 false                         | 0                                             | 0                            |
| Goals           | 3                | 3 real                                   | 2 real                                        | 0                            |
| Shots at goal   | 7                | 7 real + 10 false                        | 7 real + 7 false                               | 0                            |
| Corner kick     | 0                | 11 false                                 | 11 false                                      | 0                            |
| Foul            | 0                | 0                                        | 1 false                                       | 0                            |

Best video output size for all the models used:

1. Faster RCNN with VGG16 as base: 4:50 mins
2. Faster RCNN with ResNet50 as base: 30 secs
3. YoloV5: 0 secs

Though Faster RCNN with ResNet50 produced the least false positives it also missed in terms of picking the right event. We believe this could be due to an over-trained model. By providing more diverse images of each event type we believe ResNet50 significantly can outperform the model with VGG16.

Example images of the correct predictions by our model (Faster RCNN with VGG16):

![Fig. 13. Model capturing 2nd goal](image1)

![Fig. 14. Identified as penalty kick](image2)
Ultimately, our best highlights video was of 4:50 min by capturing most important events successfully.

5 Limitations and next steps

Major limitation of the project is that we used the approach of using object detection and not sequence of images to identify the actual event in a football match. To enhance the highlight video output we can try to use the LSTM model to identify the sequence and predict actual events better especially like shots at goal or actual goals.

As mentioned above there are instances where an event is classified incorrectly. Below are some reasons that can be attributed to incorrect classification and areas of improvement for our model.

- One of the primary reasons is less training data. Generating the training data for the use case is a very time consuming and manual process. For academic purposes we are currently using less than 80 images per event possibly not covering all camera angles.
- There is a need to add more classes of events in our training set which in turn will categorize the events correctly and also improve our models accuracy.
- Image augmentation can help in increasing the training data. We can consider adding grayscale augmentation for our original training dataset.
- Optimizing the hyperparameters in the model can help improve the model performance. We can consider changing the number of regions of interest, image size (will increase training time), anchor scales and pool size.

From the perspective of the sports domain, the problem that we were attempting to address was how effectively the key moments in a match can be detected. Sports channels, news and even platforms like YouTube would be benefitted to provide a consolidated view of key moments in a game. In terms of the business side of it, the viewer may not be interested in the whole event, however just the moments considered to be the good ones. Through the base model and architecture we have deployed, it allows us to achieve automatic summarization and highlight extraction systems allowing one to watch a few parts of the game focusing on the most interesting moments.
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