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Abstract

A wide range of data mining applications benefit from the low latency offered by edge computing. However, edge computing suffers from limited computing resources, which inhibits the applications of the computationally expensive data mining methods. In the edge-cloud environment, usually, the participants turn to collaboratively train machine-learning models that yield more accurate prediction results. However, data owners may not be willing to sharing their own data for the privacy concerns. To handle such disparate goals, we focus on tree-based distributed data mining scheme with differential privacy, which is computationally friendly. The basic idea of our approach is based on a distributed ensemble strategy. Each participant builds an elegant decision model based on their own data, which has a good tradeoff between the computation and the accuracy of the data distribution, and shares it with other participants after being injected with the elaborate noise. Then the useful knowledge transferred from the decision models is acquired by other participants in an adaptive ensemble strategy. Both the theoretical analysis and the experiments show that our scheme provides an efficient data mining manner that can achieve a good prediction accuracy while providing rigorous privacy guarantee over the distributed data.
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Introduction

During the past few years, with the advent of the edge computing, numerous smart devices have been popularized and subsequently massive data has been produced [1]. Data mining has been serving as an epoch-making technique to extract the hidden information and valuable knowledge automatically and intelligently. Thus, a wide range of data mining applications in edge computing have been deployed to benefit our daily lives, e.g. smart healthcare [2], smart homing [3], and intelligent transportation [4, 5], etc.

A wide range of data mining applications benefit from the low latency offered by edge computing. However, edge computing suffers from limited computing resources, which inhibits the applications of the computationally expensive data mining methods like artificial neural networks. In the edge computing environments, usually, the participants turn to jointly learn an accurate machine-learning model over multiple data owners. Moreover, the collection and preprocessing of source data are implemented on the edge devices side, which involves some personal privacy data. For example, in the smart healthcare situation, where the massive embedded and wearable devices are used to monitor the physical state of patients, the monitoring data can be used not only for medical diagnosis or treatments, but also for malicious institutions such as insurance companies [6]. Thus, it is pressing to resolve the privacy issue to ensure the data mining over multiple data sets in resource-limited edge computing.

Existing researches on privacy-preserving distributed data mining mainly focus on cryptography [7–9]. A
naive solution is to only share the encrypted data and all operations are made directly to the ciphertext. For example, the fully homomorphic encryption is used to protect the private information in Federated Learning [10]. However, these cryptographic solutions usually come with huge additional computing overhead, which hinders their applications in the edge-cloud environment. Differential privacy is a new definition of privacy, whose implementation is based on the perturbation technology [11]. So far, there have been many researches on designing differentially private algorithms for mining tasks such as clustering [12], decision trees [13] and neural networks [14], because of the efficient implementation of differential privacy.

Recent years, we have witnessed the wide use of tree-like model in mining tasks. The current researches on privacy-preserving decision tree mainly concentrate on how to ensure the single data owner publish their data without revealing any private information, but have ignored the distributed scenario where the data is held by multiple owners [15]. A recent work [16] proposed a tree-based data mining scheme for the distributed scenario. However, it cannot be used in edge computing directly for its inflexible training process.

To address the privacy leakage issue in the resource-limited edge-cloud computing, we propose an efficient and privacy-preserving tree-based data mining method over the distributed dataset. Specifically, based on the AdaBoost framework, we design a differentially private scheme which can build an elegant model while achieving a tradeoff between the accuracy and privacy. In addition, we develop an adaptive ensemble strategy to learn the data distribution more accurately when building the basic learner under the AdaBoost framework. Our experiments prove that our scheme is effective in both model construction and privacy protection.

To sum up, we make the following key contributions:

1. We design a distributed data mining scheme with privacy preservation for edge-cloud computing, which can not only achieve a good tradeoff between the accuracy of the built model and privacy preservation, but also take the limitations of computation resources into account.

2. We propose an adaptive ensemble strategy for the construction process, which allows the participants to improve the prediction accuracy of the basic learner by combining the models with similar data distribution without access to these private data.

3. We theoretically analyze the privacy and computational complexity of the proposed scheme. Then a series of simulation experiments are conducted on two real-world datasets, through which we prove the feasibility of our scheme.

The rest of the paper is organized as follows. The related work is presented in Section 2. In Section 3, we introduce the relevant preliminaries. Section 4 gives an overview of the proposed scheme and the design goals. In Section 5, we describe our privacy-preserving distributed data mining scheme in detail. Section 6 demonstrates the feasibility of our scheme by giving a theoretical analysis. In Section 7, we evaluate the performance on two real-world datasets. Finally, we conclude the paper in Section 8.

Related work

Recently, privacy-preserving data mining has attracted much attention especially in edge computing where data mining often involves multiple parties. And several techniques have been proposed to protect privacy of data, such as k-anonymity, randomization and cryptographic tools [17]. Differential privacy is the first privacy protection model with rigorous and provable mathematical definition [18]. It has been widely used to design privacy-preserving schemes for data mining such as decision tree [19], principal component analysis [20], and artificial neural network [21].

As a common data classification model, decision tree has been applied in different application scenarios. It is widely used because of its transparency and intelligibility. In order to solve the problem of privacy disclosure, several decision tree construction schemes satisfying differential privacy have been proposed. Blum et al. first proposed the SULQ framework to achieve differential privacy, and proposed SULQ-based ID3 algorithm by combining with ID3 [22]. But it at the expense of model accuracy for the excessive noise required to protect the private information. The work [13] proposed a DiffP-ID3 algorithm based on the exponential mechanism to effectively reduce the waste of privacy budget. Additionally, Friedman and Schuster further proposed the DiffP-C4.5 algorithm to overcome the limitation of DiffP-ID3 that it can only solve discrete attributes [13]. Rana et al. [23] and Fletcher [24] proposed the methods to build differentially private random forest, which can reduce the impact of noise on model accuracy by integrating several decision trees into an ensemble.

In order to solve the problem of privacy protection in the distributed environment, Lindell et al. proposed to use garbled circuit to select the segmentation attribute [25]. Mohammed et al. proposed an differentially private algorithm under the noninteractive setting to implement two-party vertically partitioned data mining [26]. And it was used in the scenario of the
medical data mining [27]. To implement privacy-preserving collaborative data mining without trust third part, Goryczka et al. presented an m-privacy pruning strategy under the hypothesis that participants could infer the data records contributions of other data owners by using their own data [28]. The work [29] proposed to build an ID3 decision tree over distributed data and secure the private information of participants by the secret sharing scheme. However, these solutions can cause higher communication and computational costs. Gambs et al. proposed the MultiBoost algorithm, which achieves the privacy-preserving collaborative data mining based on Boosting and differential privacy protection [30], however, it requires a secure third party to accomplish the information interaction and model integration, which brings additional communication overhead.

Existing researches mainly focus on how the data owner can safely publish the tree-based data using differential privacy [30]. Only the work [16] proposed a distributed data mining scheme. In this scheme, the participants share the differentially private model and the corresponding parameters to build the model collaboratively. However, the collaborative training process must follow a certain sequence, making it not suitable for the edge computing.

**Preliminaries**

**Differential privacy**

**Definition 1. Differential privacy**

An algorithm $F$ satisfies $\varepsilon$-differential privacy if for any dataset $D$ and its adjacent dataset $D'$ with symmetric difference $|D \Delta D'| = 1$, it satisfies:

$$\frac{\Pr[F(D) \in S]}{\Pr[F(D') \in S]} \leq e^\varepsilon$$

(1)

where $S$ denotes the subsets of all possible outputs of the algorithm $F$, $\varepsilon$ is privacy budget. The smaller the privacy budget is, the higher the degree of privacy protection is provided by the algorithm $F$.

**Definition 2. Global sensitivity**

The global sensitivity of the function $f$ is given below:

$$\Delta f = \max_{D,D'} \| f(D) - f(D') \|_{L_1}$$

(2)

Typically, for numerical query functions, the random noise satisfying Laplacian distribution can be added to the query results to satisfy $\varepsilon$-differential privacy.

**Theorem 1. Laplace mechanism**

For any function $f: D \rightarrow \mathbb{R}^d$, function $F$ provides $\varepsilon$-differential privacy on condition that:

$$F(D) = f(d) + \text{Lap}(\Delta f/\varepsilon)$$

(3)

where $\text{Lap}(\Delta f/\varepsilon)$ is a random noise drawn from the Laplace distribution whose position parameter is 0 and scale parameter is $\Delta f/\varepsilon$.

However, when it comes to non-numerical query functions, the Exponential mechanism should be used.

**Theorem 2. Exponential mechanism**

For any quality function $M$ who takes the dataset $D$ as input, the output is $r \in \text{Range}(M)$. Its sensitivity is $\Delta u$. Then, the function $M$ provides $\varepsilon$-differential privacy when it outputs $r$ from $\text{Range}(M)$ with a probability proportional to $\exp(\varepsilon u/r/2\Delta u)$.

**Theorem 3. Sequential Composition**

Suppose that $A_1, A_2, \cdots, A_n$ are random algorithms and $A_i$ satisfies $\varepsilon_i$-differential privacy. For arbitrary dataset $D$, the sequential composition of these $n$ algorithms

$$A(D) = \{t_1 = A_1(D), \cdots, t_n = A_n(D, t_1, \cdots, t_{n-1})\}$$

(4)

satisfies $\varepsilon$-differential privacy, and $\varepsilon = \sum_{i=1}^n \varepsilon_i$.

**Theorem 2. Parallel Composition**

Suppose that a random algorithm $A$ satisfies $\varepsilon$-differential privacy and a dataset $D$ is divided into $m$ disjoint subsets $\{D_1, D_2, \cdots, D_m\}$. Then the parallel composition of $A$ on these disjoint subsets

$$A(D) = \{t_1 = A(D_1), t_2 = A(D_2), \cdots, t_m = A(D_m)\}$$

(5)

satisfies $\varepsilon$-differential privacy.

AdaBoost algorithm

According to the relationship between the individual learners, ensemble learning can be divided into two categories. One is that basic learners are independent of each other such as Random Forest (RF), where the performance and training process of basic learner are not affected by others. The other is that there is strong dependency between basic learners such as AdaBoost [31].

Let $D = (x_1, y_1), (x_2, y_2), \cdots, (x_N, y_N)$ represent the training dataset. $y_i \in \{-1, +1\}$ is the class label associated with $x_i$. The distribution $W = (w_{11}, w_{12}, \cdots, w_{1N})$ denotes the weight of each instance in $D$, and the initial value of $w$ is $w_{1i} = 1/N$. During the training process, $W_{t+1}$ is readjusted from $W_t$ according to the error rate of the basic learner in each iteration. Each basic learner $H_t(x):x \rightarrow \{-1, +1\}$ is obtained by running learning algorithm in the training data set with weight distribution of $W_t$. The final
classifier is obtained by the linear combination of basic learners.

\[ g(x) = \sum_{i=1}^{T} \alpha_i H_i(x) \]  

(6)

**Model and goals**

**System model**

Figure 1 gives an overview of our system model. Assuming that there are \( M \) participants in the edge-cloud environment, each participant can exchange the information over networks and each of them occupies a private dataset. Note that the data miner can be one of those participants. During the mining process, each participant builds the learning model based on the AdaBoost algorithm, and the basic learner is composed by the local model and the shared model. Specifically, after training the local model, each participant shares the model and the corresponding parameters to others rather than the original data due to the privacy protection. Furthermore, the DiffPRS algorithm is proposed to secure the privacy information revealed by the model and the corresponding parameters. When receiving the shared model, each participant selects the suitable model to be integrated based on the shared model’s performance on their respective private datasets, and integrate it in an adaptive manner.

When a new participant joins the system, instead of re-training the entire model, the new participant only needs to execute the proposed learning algorithm to train the local models and adaptively integrate models. For the existing participants, they only need to decide whether the new shared model is worth to integrate or not.

**Model goals**

In order to solve the privacy issue in distributed data mining for the edge computing, the design goals of our proposed scheme can be summarized as:

1) Privacy protection: sharing the models and its corresponding parameters will not disclose the private information. In other words, the participants in the system do not worry about the potential malicious participants among other participants.

2) Accuracy and efficiency: achieve a good tradeoff between the accuracy of the built model and privacy preservation while taking the limitations of computation resources in edge computing into account.

---

**Description of proposed scheme**

**Problem definition**

Suppose that there are \( M \) participants and each of them has a private dataset \( D = \{D_1^m, D_2^m, \cdots, D_M^m\} \). Among them, the dataset owned by the \( m \)-th participants is \( D_m^m = \{(X_1^m, y_1^m), (X_2^m, y_2^m), \cdots, (X_{N_m}^m, y_{N_m}^m)\} \), which contains \( N_m \) tuples and each tuple \( X_i^m = (x_{i1}^m, \cdots, x_{iK_m}^m) \) has \( K_m \) attributes. Each label \( y_i \in \{ -1, +1 \} \) for the binary classification is considered in the proposed scheme.

**Our proposed scheme**

The scheme proposed in this paper is designed to solve the problem of data privacy protection for distributed data mining in the edge-cloud environment. Considering that the participants may be limited in computation resources, it is hard to train a model by using a learning algorithm that requires high computing resources like artificial neural network (ANN) and so on. Thus, based on the AdaBoost framework, we propose a mining method over the distributed data to reduce the dependency on the computational resources and data collection.

In the AdaBoost framework, firstly, it initializes the weight by average method \( W_1 = (w_{1,1}, w_{1,2}, \cdots, w_{1,N}) \), where the \( w_{1, i} \) is equal to \( 1/N \). Secondly, it trains the basic learner \( h(x) \) based on the dataset with \( W_1 \) weight distribution. Then, it calculates its error rate.
\[ e_t = \sum_{i=1}^{N} w_i I(H_t(X_i) \neq y_i) \] and \[ \alpha_t = \log((1 - e_t)/e_t)/2 \]

where the \( \alpha_t \) is to measure the importance of weak learner \( h(\cdot) \) among the final classifier. After several iterations, the weak models are boosted to be a strong ensemble model.

The basic idea of proposed scheme is that each participant uses the proposed DiffPRS algorithm to train the local model that satisfies the differential privacy and shares it with others, then participants select the proper shared model based on the local model and integrate the local model into an ensemble as the basic model in each iteration. Considering the private information contained in the datasets of the participants, we share the model and the corresponding parameters that satisfy the differential privacy instead of the original data among the participants. In each iteration, the privacy preservation is achieved by adding noise when calculating the supports of the leaf nodes where the supports refers to the number of records in the nodes. The details of our proposed scheme are outlined in Algorithm 1.

**Building differentially private random decision stump**

When it comes to choosing the suitable model as the basic learner, it is crucial to take the limited computational capability of edge computing into account. It means that the basic learner must be friendly to computation. Random decision stump is a typical representative of the tree-like classification model. In

---

**Algorithm 1**

---

**Fig. 1** An Overview of Differentially Private Distributed Data Mining

**Fig. 2** An Example of Random decision Stump
general, its performance is not as good as the traditional decision trees, but its construction process is more efficient in computation as it does not completely depend on the specific database. Therefore, the random decision stump is used as the basic learner being boosted to the “strong” classifier in the AdaBoost framework.

From the previous researches, it can be known that the direct publishing of the decision tree model and its parameters has the potential of privacy disclosure [32, 33]. Compared with the traditional decision tree construction methods, each split attribute is determined by randomly selection in the random stump construction process and the queries are executed only when determining the classification in leaf nodes. However, direct publishing of the random stump and the corresponding parameters does not meet the requirements for protecting data privacy. Assuming that the structure of the random stump based on dataset A is shown in Fig. 2b and that the attackers have the ability to build an adjacent dataset B which has only one different record compared to dataset A (shown in Fig. 2a), the private information of dataset A can be analyzed by comparing the supports of leaf nodes or the label of each leaf nodes in the random stump after building several random stumps based on dataset B.

When building the structure of the random stump, there may be a situation where the support of certain leaf node is zero. Generally, this type of nodes will be omitted when publishing the random stump. However, in order to prevent the attackers from observing a specific random stump structure to obtain the private information of the dataset, the nodes with zero support cannot be omitted when publishing the models. Hence, it is essential to introduce an appropriate noise into the leaf nodes to achieve privacy protection when publishing random decision stump. When it comes to choosing the split attributes, it is unnecessary to introduce the extra randomness, since random selection is used to determine the attributes of split nodes, which does not depend on the dataset queries and introduce randomness at the same time. The details of constructing a differentially private random decision stump is presented in Algorithm 2.

Noting that all the differentially private decision stumps have the same structure, for simplicity, the model and its corresponding parameters can be unified into a vector $V$ when exchanging the information among the multiple participants. Usually, vector $V$ contains three main elements: root node, the classification of leaf nodes and its corresponding supports.

### Selecting suitable models

Each participant will receive $M^{-1}$ models shared by others during each iteration. Considering that the performance of random decision stump is limited, for each specific participator, integrating their own local model and the shared models into an ensemble model can reduce the error rate of the base model of each iteration and decrease the iteration time of the training process. In other words, model integration can cut down the amount of noise introduced for privacy protection, thereby strengthen the availability of the shared models. Therefore, how to integrate the models into an ensemble model in an appropriate manner so that the ensemble model has a higher prediction accuracy than the local models is significant in the proposed scheme. In addition, simple and indiscriminate integration of various shared models may decrease the prediction accuracy of the local models. To prevent this from happening, we need to decide which ones of the shared models are suitable to integrate.

Algorithm 2: Differentially Private Random Decision Stump (DPRDS)

**Input:** Training data set $D$, privacy budget $\epsilon$, attribute sets $A = \{A_1, A_2, \cdots, A_n\}$ and classification label $\text{label}(\cdot)$

**Output:** Random decision stump that satisfies $\epsilon$-differential privacy

1. Randomly select an attribute $a$ from attribute set $A$, and randomly select an attribute value $a^*$. 
2. If $a$ is discrete attribute then
   3. Divide the dataset into $A_1 = A_{a,a^*}$ and $A_2 = A_{a,a^*}$
   4. else
   5. Divide the dataset into $A_1 = A_{a,a^*}$ and $A_2 = A_{a,a^*}$
   6. end if
7. Add the Laplace noise $\text{lap}(\epsilon, \gamma)$ to $|X_p|$ of each divided subspace, where $|X_p|$ represent the number of instances with classification label $\ell$ in the $i$th subspace
8. Determine subspace classification label $\text{label}(\ell) = \text{argmax}_{\ell} \left( |X_{\ell}| \times \gamma \right)$

The basic idea is to choose those shared models whose data distribution is similar to the $p$-th participant. Meanwhile, it can effectively reduce the negative effects caused by the sharing model constructed based on the malicious data sets. Due to the privacy protection constraint, checking up the private data sets of other participants is infeasible. Thus, by comparing all the error rates of shared models on the training dataset of the $p$-th participant with the training error of the local model, we can approximately decide which corresponding dataset is similar to the $p$-th participant. Note that the shared model might include certain decision stumps for some unique attributes. So, it is essential to select a suitable subset of shared models based on the attributes. For the $p$-th participant, the error rate of the $q$-th participant is expressed as:

$$\gamma^q_p = \frac{1}{|X_p|} \left[ \sum_{i=1}^{|X_p|} I\left( \text{sign} \left( \tilde{H}^q(X_i^p) \neq y_i^p \right) \right) \right]$$  \hspace{1cm} (7)$$

where the $I(\cdot)$ is the indicator function and the $\tilde{H}^q(\cdot)$ is the subset of the random decision stumps trained by the
Above principle, we calculate the absolute value of the difference between \( y_p \) and \( y_p \). If \( |y_p - y_p'\) is less than a certain threshold \( \rho \), we can deem that the data distribution of the \( q \)-th participant is the same as the data distribution of the \( p \)-th participant. By doing this, each participant promotes the prediction performance in the greatest way and strengthens the data distribution indirectly.

**Adaptive ensemble method**

After selecting the suitable subset of shared models, we resort to aggregation to achieve a better performance, where the aggregation method plays a crucial role. In the case of classification, plurality voting is the most popular aggregation methods to draw the final classification. That is, the final classification is determined by labeling whose votes is the most:

\[
L(x) = \arg \max_c \sum_{i=1}^{T} h_i(x)
\]

Although this aggregation method does promote the stability across the stumps, it may still have a low prediction accuracy since each decision stump is themselves poor [34]. Thus, we should not only take advantage of the statistics on the private data of other participants, but also take the individual situations into consideration, when determining the weight of the models selected by the method mentioned above.

To achieve those goals, when assigning the weight to each model, we should abide by following principles: (1) The weights assigned to the shared models should be positively related to the amount of the corresponding data sets. This is because that the larger amount of data set can lead to the lower error rate of the decision stump due to insufficient sampling. (2) More weights should be assigned to the local models compared with the shared models, but it should have an upper bound. This is because we assume that participates can enhance their data distribution by integrating other models but the models from other participants might have a little difference on data distribution. The purpose of setting the upper bound is to avoid the situation that the final ensemble model is the same as the local model due to the excessive weight of the local model.

Considering those principles, for \( p \)-participant, let \( \hat{\delta}^{(p)}_{p\neq q} \) denote the weight assigned to the local model and \( \tilde{\delta}^{(q)}_{p\neq q} \) denote the weight assigned to the shared model. When we determine the weight of the corresponding models, first to calculate the proportion of data sets owned by all participants

\[
\eta_p = n^p / \sum_{z \in Z} n^p, p \in Z^p(X).
\]

Then the weight is updated as following:

\[
\hat{\delta}^{(p)}_{q} = \begin{cases} \eta_q, & p = q \\ \eta_{\text{max}} \cdot \eta_{\text{min}} & p \neq q \end{cases}
\]

where the \( \Gamma^{-1} \) is the ceiling function, \( \eta_{\text{max}} \) is the maximum proportion over all participants and \( \eta_{\text{min}} \) is the minimum proportion.

When updating the weight of models, for the \( p \)-th participant, if \( p \neq q \) then \( \hat{\delta}^{(p)}_{q} = \eta_q \) which means that the weight assigned to the shared models of other participants is positively related to the amount of corresponding data sets; when \( p = q \) then the weight of the \( p \)-th participant is \( \hat{\delta}^{(p)}_{q} = \eta_q / \eta_{\text{max}} \). The value of \( \eta_q \) belongs to \( [\eta_{\text{min}}, \eta_{\text{max}}] \). So when \( \eta_q = \eta_{\text{min}}, \hat{\delta}^{(p)}_{q} \) gets its minimum value. And

\[
\left( \eta_{\text{max}} / \eta_{\text{min}} \right) / \eta_{\text{max}} = 1 \Rightarrow \hat{\delta}^{(p)}_{q} \geq \eta_q.
\]

We observe that the maximum value for \( \hat{\delta}^{(p)}_{p\neq q} \) is obtained when

\[
\eta_q = \eta_{\text{max}}
\]

\[
\hat{\delta}^{(p)}_{\text{max}} = (1 / \eta_{\text{max}}) \left( \eta_{\text{max}} / \eta_{\text{min}} \right)
\]

Based on the above analysis, the proposed renewal rules abide by the principles mentioned above.

**Theoretical analysis of proposed scheme**

**Privacy analysis**

Often, a sophisticated differentially private scheme requires multiple uses of algorithms that satisfy differential privacy. In our proposal, for a specific participant, the total privacy budget is \( P \) and \( T \) denotes the number of iterations throughout the collaborative building process. Thus, the privacy budget that each single random decision stump can get is \( \varepsilon = P/T \). In addition, during the building process, since a series of random decision stumps of each participant are trained on the same data set, the total privacy budget consumed by a specific participant is the sum of the privacy budget used up in each iteration according to the sequential composition property of differential privacy. For the proposed distributed data mining scheme, it satisfies the \( \varepsilon \)-differential privacy on condition that the constructing process of each participant satisfies the \( \varepsilon \)-differential privacy according to
the parallel composition property of differential privacy. Therefore, how to prove that the proposed DiffPRS algorithm satisfies the $\epsilon$-differential privacy is the key point.

**Lemma 1**

DiffPRS algorithm satisfies $\epsilon$-differential privacy.

**Proof**

Let $R$ represent the DiffPRS algorithm, $S$ denotes a decision stump constructed by the random decision stump method and $\lambda(S)$ denotes the decision stump $S$ adding noise to the leaf nodes according to the DiffPRS algorithm. $D$ and $D'$ are two adjacent data sets that differ by at most one piece of data. Supposing that the $V_1$ and $V_2$ are two leaf vectors based on the data sets $D$ and $D'$, we can know that the $V_1$ and $V_2$ have at most one different element. Thus, the global sensitivity of leaf vector is 1.

If the eq. 3 holds for any decision stump $S$,

$$\frac{P(R(D) = S)}{P(R(D') = S)} \leq e^\epsilon$$

then the DiffPRS algorithm satisfies the $\epsilon$-differential privacy.

When publishing the models and the corresponding parameters, it can be divided into two parts: the structure of the decision stump and the leaf vector. We can conclude from the previous discussion that the structure of the random decision stump introduces randomness into the construction process and does not rely on the database queries, so it will not cause privacy disclosure. For leaf vector, its global sensitivity is 1, so the eq. 6 holds after adding the noise that satisfies the $\text{Lap}(1/\epsilon)$ distribution.

$$\frac{P(\lambda(R(D)) = V)}{P(\lambda(R(D)) = V)} \leq e^\epsilon$$

In a word, the DiffPRS algorithm satisfies $\epsilon$-differential privacy.

**Complexity analysis**

Based on the AdaBoost framework, this paper proposed a differentially private distributed data mining scheme. Its computational complexity depends on the AdaBoost algorithm. When the weak learner is the decision stump, the overall cost of AdaBoost in $T$ iterations is:

$$\Theta(K(T + \log n^p) + MT + Mn^p),$$

where $n^p$ is the number of samples of the $p$-th participant and $K$ represents the number of attributes in the training data set. The error rate of model can be computed with $\Theta(n^p)$. In the ensemble procedure, the computation is consumed by testing in the selecting step so the computational cost is $\Theta(Mn^p)$, where $M$ denotes the number of participants. In the worst case that all $M$ models are chosen in the selecting step, the computational cost of determining the weight is $\Theta(M)$. Therefore, the total computational cost is $\Theta(K(T + \log n^p) + MT(1 + n^p))$ for the $p$-th participant. In the proposed scheme, the training procedure and the ensemble procedure are performed by each participant independently. In addition, the ensemble procedure is started after completing its own local model for participants. Hence, the computational complexity of the proposed scheme depends on the participant with the largest number of samples, in other words, the total computational complexity of the proposed scheme is $\Theta(K(T + \log n^{\text{max}}) + MT + Mn^{\text{max}})$.

**Performance evaluation**

In this section, we conduct a series of experiments to measure the prediction accuracy of our distributed data mining scheme with two real-world data sets for classification. We implement our scheme on a machine with Inter Core i5-8265 U CPU 1.6GHz and 8GB RAM running Windows 10. The proposed scheme is developed in Python 3.7.

**Experiments setting**

The experiments are conducted on two real-world data sets. The first one is Adult for UCI Machine Learning Repository [35], which contains 48,442 census records from the 1994 Census database. After removing the records with missing values, there are 45,222 records left. Each record has 14 attributes. The two-class classification task is to predict whether an individual’s income exceeds 50K or not. The other dataset is General Social Survey (GSS). There are 11 personal information related to the happiness, along with 51,020 records [36]. The final classification task is to infer the response to the question “Did you watch X-rated movies in the last year?”. In addition, in order to simulate the scenario of multiple participants, we horizontally divide Adult and GSS data sets into 10 sub-data sets with different sizes in a random way.

In order to evaluate the effectiveness of the proposed scheme, we compare the prediction accuracy of the privacy-preserving methods with their counterparts under different conditions. To be specific, we compare the performance of our distributed data mining scheme under various privacy budgets from 0.1 to 4. Also, we test with different amount of iterations to find out the suitable value of $T$. Furthermore, we compare our proposed scheme with the scheme in [16], denoted as InPriv. Without loss of generality, we set the proposed scheme without the privacy protection as the base-line. In our scheme, we set the threshold value $\rho = 2$ for the fact that the error rate of AdaBoost is rather small, but the situation of random decision stump is otherwise. In addition, all the results are the average of 5 runs.
Experiment result and analysis

Figure 3 and Fig. 4 show the prediction accuracy of the classification model established by the proposed scheme under different privacy budget $\epsilon$ and number of iterations $T$ on the data sets Adult and GSS. From Fig. 3, we can see that the classification accuracy shows an increasing trend with the privacy budget and the number of iterations. Once the number of iterations is determined, the prediction accuracy gradually increases with the privacy budget. This is because that the amount of noise that needs to be added to the leaf nodes to protect the privacy reduces, so that the availability of data increases and the shared model can more accurately describe the data distribution of the corresponding participants. Usually, increasing the value of $T$ to have more iterations contributes to more precise models. However, when the privacy budget is rather small, the more iterations may have negative effect on the classification performance. The larger the number of iterations is, the less privacy budget the random decision stump can get. The final ensemble models still have a low performance since each component is themselves poor for privacy protection. According to the Fig. 4, the performance of the proposed scheme is in line with the expectations on the GSS dataset.

We also compare our scheme with Inpriv that is based on the Gradient Boost Descent Tree (GBDT) under the various privacy budgets: 0.1, 0.3, 0.5, 1.0, 2.0 and 4.0. In addition, we set $T = 30$ for Adult dataset and $T = 20$ for GSS dataset based on the above observation. The results are shown on Fig. 5 and Fig. 6.

Through comparison, we can find that sacrificing a certain level of classification accuracy is required to protect the privacy over the distributed data. Overall, our proposed scheme performs better than Inpriv especially when the privacy budget is small. The reasons are two-folds: (1) the proposed differentially private decision stump only needs a small amount of noise to meet the requirements of differential privacy. (2) In the building process, the accuracy of the basic learner in each iteration is improved by integrating the shared models adaptively, reducing the number of iterations, and avoiding the extra noise caused by multiple iterations. But in some situations, the performance of InPriv is a little better than that our proposed scheme. The reason is that the GBDT classifier can achieve better performance than that of AdaBoost model in some data set. And when privacy budget is larger, the privacy protection is no longer an important factor limiting model accuracy.

Conclusion and future work

In this paper, we proposed an efficient and privacy-preserving data mining scheme for distributed collaborative data mining in the edge-cloud environment. Focusing on the adaptive boosting, we analyzed the boosting process, and tailor the elaborate noise to realize differential privacy for all participants. During the boosting process, the random decision stump is chosen as the
Fig. 4 The results of different value of $T$ and $\varepsilon$ on GSS dataset.

Fig. 5 The comparison of model performance on Adult dataset.
basic learner for the reason that the edge computing suffers from the limited computational resources. Then, we proposed an adaptive ensemble method, which can enhance the data distribution of participants and avoid the negative impact of unwanted models. Theoretical analysis and experimental results verify that our scheme can efficiently construct mining model with high performance while providing rigorous privacy guarantee.

This work also poses several future challenges. It is worthwhile to find a more reasonable way to measure the difference of data distributions among multiple data owners without compromising the privacy of data owners. One promising solution is to relax the privacy requirements and allow the participants estimate the data distributions more precisely under privacy constraints. Another interesting direction is to make the better tradeoff between the accuracy and the communication costs.
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