Abstract—Domain adaptive semantic segmentation refers to making accurate dense predictions on a certain target domain with only pixel-level annotations of a specific source domain. Current state-of-the-art works suggest that performing alignment from the category perspective can alleviate domain shift reasonably. However, they are mainly based on image-to-image adversarial training and little consideration is given to semantic variations of an object among different images. A possible consequence is that such alignment fails to capture a comprehensive picture of different categories, leading to unstable category alignment and limited generalization advances. This motivates us to explore a holistic representative, the semantic distribution from each category in the source domain, to mitigate the problem above. In this paper, we present a new semantic distribution-aware contrastive adaptation algorithm, dubbed as SDCA, that enables pixel-wise representation alignment across domains under the guidance of the semantic distributions. To be precise, we first design a novel contrastive loss at pixel level by considering the correspondences between the semantic distributions and pixel-wise representations from both domains. Essentially, clusters of pixel representations from the same category are obliged to cluster together and those from different categories are obliged to spread out, boosting segmentation capability of the model. Next, an upper bound on this formulation is derived by implicitly involving the simultaneous learning of an infinite number of (dis)similar pixel pairs, making it highly efficient. Though simple, we empirically unveil the certain mechanisms that promote the potential of SDCA. Finally, we verify that SDCA can further improve the segmentation accuracy when integrated with the self-supervised learning method. We evaluate the proposed method on multiple benchmarks, achieving considerable improvements over existing algorithms.

Index Terms—Domain adaptation, semantic segmentation, semantic distribution, dense contrastive learning.

1 INTRODUCTION

Semantic segmentation is the task of assigning a semantic label to each pixel of a photograph. It is crucial to many downstream applications such as autonomous driving [1], [2], scene understanding [3], [4], and medical analysis [5], [6]. Albeit the rising of Convolution Neural Network (CNNs) has enabled us to make significant progress, deep CNNs are extremely data-hungry. As the labeling process for dense prediction tasks is expensive and labor intensive [7], recently, some works resort to synthetic images rendered from computer graphics [8], [9]. This is not the case, unfortunately, models trained on the simulated data often generalize poorly to realistic scenarios due to domain shift [10]. A semantic segmenter that can adapt itself to variations of conditions is always in demand. For instance, a segmenter used for autonomous driving is required to work well under diverse environments, i.e., a set of times, locations, and weather conditions. To tackle this challenge, domain adaptation (DA), which enables transferring a learning machine from a label-rich source domain to a label-scarce target domain, enjoys tremendous success in both vision [11], [12], [13] and language [14], [15], [16] communities. In this way, it could greatly relieve the need for laborious annotations and train a satisfactory segmenter.

Researchers have developed adversarial training algorithms to minimize the domain discrepancies at the image level [17], [18], [19], feature level [20], [21], [22], or output level [23], [24], [25]. To this end, the GAN-style architecture [26], usually comprised of a generator and a discriminator, is widely used in this context. The generator extracts features from the raw images while the discriminator identifies the domain from which the features are generated. Therefore, the discriminator can guide the generator to extract target features with a distribution closer to the source feature distribution in an adversarial manner. Despite the above methods can draw the two domains closer through matching the marginal distributions, it does not guarantee that features from different categories in the target domain are well separated. This is because the feature distribution of each category should be described individually to take the semantic consistency into account.

Recently, many approaches instead consider category alignment by incorporating semantic information with their features [13], [27], [28], [29], [30]. These methods independently align semantic features across the source and target domains via category-level adversarial training. During adaptation, however, the mini-batch size used for segmentation is small (e.g., 1, as illustrated in Fig. 1(a)) such that an object instance from source domain usually has large differences across images. In addition, it is common that some categories such as person and bike which appear frequently in the real-world images may disappear in a synthetic urban scene. Accordingly, these methods inevitably bring image-level bias, causing learned features prone to be unstably and
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werribly aligned between two domains.

Although some existing works resort to category centroids computed on the source domain to lead the alignment \cite{31, 32}, yielding promising results, there still have some drawbacks. First, the centroid can represent the overall appearance of the category, but not the range of variations in certain attributes of the category, such as color, texture, and lighting. Hence, it might result in the degradation of the category diversity, which compromises the discriminative ability of the learned feature representations. Second, no attempt has been made in this regime to quantify the distance of different category features. It is likely hard to separate categories with similar distributions in the target domain especially when no supervision information is available, leading to results with large variance.

According to the analysis above, we approach domain adaptation in semantic segmentation from a new perspective and diminish domain shift via learning pixel-wise representations that attract similar pixels and dispel different pixels. First of all, we seek the distribution of each category in the source domain as the holistic representative to guide the directions of category alignment since the distribution can be properly estimated with sufficient supervision from source data. Our method is able to provide diverse generations from estimated distributions, thus covering the shortages of the category centroid based counterparts.

Secondly, there is an insightful observation that increasing intra-category compactness and inter-category separability of pixel-wise representations can provide a better dense pixel classifier. Therefore, we separate pixel-wise representations in both source and target domains and implicitly define infinite number of positive pairs for each pixel by sampling from the estimated distribution in the same category. Meanwhile, infinite number of negative pixel pairs are drawn from the rest semantic distributions. Hereafter, a particular form of contrastive loss at the level of pixels is derived with the statistics of the distribution in each category, which makes it simple yet effective to learn invariant and distinctive pixel-wise representations.

Extensive empirical evaluations on several competitive benchmarks including SYNTHIA $\rightarrow$ Cityscapes, GTAV $\rightarrow$ Cityscapes, and Cityscapes $\rightarrow$ Cross-city demonstrate the SDCA improves the baseline model by significant margins. Analytical evidences are presented to validate its effectiveness.

2 RELATED WORK

This section relates to a few research topics revolving around semantic segmentation, domain adaptation and contrastive learning. We clarify their similarities and differences compared to our method.

2.1 Semantic Segmentation

Semantic segmentation is a fundamental and challenging task in computer vision. The recent renaissance in this field
began with fully convolutional networks \[33\]. Numerous methods have subsequently been studied to enlarge receptive fields and capture context information \[34, 35\]. Among all these works, the family of DeepLab \[36, 37, 38\] enjoys remarkable effectiveness and simplicity that contribute to its magnetism and popularity. Unfortunately, these approaches require pixel-level annotations of large amounts of data, which stimulates interest in using synthetic data \[8, 9\]. In various practical applications, there is indeed a large gap between data distributions in train and test sets, which gives rise to severe performance loss at inference time. In this work, we deal with the semantic segmentation in the presence of domain shift that aims to learn only from source supervision a well performing model on target samples.

### 2.2 Domain Adaptation

Domain adaptation (DA) strives to alleviate domain shift and makes the knowledge learned from a similar but distinct source domain better transferred to a target domain of interest. Many pioneering works are proposed to tackle this problem in image classification tasks \[39, 40, 41, 42, 43, 44, 45\]. Early domain adaptation works diminish the gap between domains by reweighting instances \[46\] or learning domain-invariant features \[47, 48\]. Subsequently, given the power of CNNs, various deep DA works have been discussed to boost transfer performance. A common strategy is to minimize the divergence between feature representations \[41, 49, 49\], e.g., maximum mean discrepancy \[50\]. Drawn inspiration from generative adversarial network \[26\], another popular line learns domain-invariant features via adversarial training \[51, 52, 53, 54\]. Among this subset of methods, the most relevant works to ours are those learning semantic representations \[55, 56\]. For instance, Kang et al. \[55\] explicitly model the intra-class and the inter-class discrepancies via optimizing a new metric named contrastive domain discrepancy.

### 2.3 Domain Adaptation for Semantic Segmentation

Unlike DA in image classification task, not until recently has the limited effort been made in semantic segmentation since its difficulty at dense structured predictions. Existing approaches can be categorized primarily into three groups: global alignment \[17, 18, 20, 23, 24\], category alignment \[13, 28, 29, 31, 32\], and self-supervised learning \[19, 57, 58, 59, 60\].

**Global alignment.** Plenty of works fall into this group. Among them, adversarial training \[26\] is widely employed in two ways: (i) Mitigate the domain gaps from the image level via image style transfer across domains \[17, 22\]. Inspired by CycleGAN \[61\], Hoffman et al. \[22\] are among the first attempts to introduce DA to segmentation by building generative images for alignment. In \[17\], Dundar et al. propose to match the covariance of the universal feature embeddings across domains instead of carrying out expensive GAN training. These methods have proven that image-level adaptation remains important. (ii) Make the feature representations or the network predictions indistinguishable across domains \[23, 24, 25\]. To name a few, Tsai et al. \[23\] suggest that performing alignment in the output space is more practical. Pan et al. \[25\] propose to separate target domain into an easy and hard subdomain and minimize the intra-domain gap. Much works also align different properties between domains such as entropy \[24\] and information \[13\]. Despite the fact that the marginal distribution discrepancy can be minimized by global alignment, there is no guarantee that features from different categories in the target domain can be well separated.

**Category alignment.** To enforce local semantic consistency on the target domain, Luo et al. \[62\] propose to adaptively weight the adversarial loss while Du et al. \[29\] introduce multiple discriminators to separately adapt semantic features across domains. Similarly, Wang et al. \[28\] directly incorporate class information into the discriminator and encourage it to align features at a fine-grained level. However, due to the absence of holistic information about each category, the image-level bias is usually generated in the process of adversarial training. To address this issue, some methods instead adopt category centers computed on the source domain to guide the alignment between the two domains. For example, Zhang et al. \[52\] propose a category-wise feature alignment guided by category anchors, which independently adapts semantic features across domains. Wang et al. \[51\] treat the stuff regions and instances of things with different guidance during alignment. Further, Kang et al. \[50\] put forward pixel associations to diminish the domain gap by contrastively strengthening their connections.

In contrast, we endeavor to explore the category distribution as the comprehensive representative to enlarge the diversity of that category. On the other hand, we set forth a generic distribution-aware contrastive adaptation to emphasize pixel-wise discriminative learning, which allows us to minimize the intra-class discrepancy and maximize the inter-class margin of pixel features from both domains.

**Self-supervised learning.** Another popular line, self-supervised learning, refers to giving pseudo labels to the unlabeled target samples, in which no human efforts are available \[57, 59, 60, 63\]. In an example, Zou et al. \[57\] are among the first to propose an iterative learning strategy with class balance and spatial prior in the target domain. In \[60\], Yang et al. propose a curriculum-style learning approach to deal with easy tasks first and then infer necessary information about the target domain. Later on, Zou et al. \[59\] further propose confidence regularized self-training to prevent overconfident label belief. Most existing approaches established on pseudo labels which are noisy and heavily rely on a good initialization. Here, we demonstrate our pipeline is orthogonal to the self-supervised learning and performs favorably against previous approaches.

### 2.4 Contrastive Learning

To data, contrastive learning has been extensively investigated in unsupervised learning \[64, 65, 66, 67, 68, 69\]. The central spirit of these methods aims to maximize the mutual information of latent representations among different augmented variations of an image. Very recently, some works \[70, 71\] generalize contrastive learning to supervised dense prediction tasks. While the training recipes for standard contrastive learning have been highly mature and robust, the recipes for semantic segmentation are yet to be built, especially under the context of domain shift.
In this work, we focus on investigating several key factors for its success in domain adaptive semantic segmentation. Our method differs from them in the following ways. First, the optimization objectives are different. We aim to learn pixel-wise representations to distinguish different areas in an image for segmentation task instead of facilitating learning of meaningful image-wise representations for classification task. Second, our method considers the pixel-wise information for discriminative representation learning while previous methods target at instance separation. Finally, we novely construct infinite similar/dissimilar pairs according to semantic distributions to diminish the domain discrepancy. This differs from conventional contrastive learning that defines finite image pairs via data augmentations.

3 Main Approach

In this section, we first introduce the problem definition and illustrate the overall idea in Section 3.1. The details of our proposed approach are described in Section 3.2. Then we present sets of training objectives and the SDCA algorithm in Section 3.3. Finally, in Section 3.4, a profound theoretical insight of our method is provided.

3.1 Problem Definition and Overall Idea

In domain adaptive semantic segmentation, we have a collection of labeled source data $\mathcal{S}$ as well as unlabeled target data $\mathcal{T}$. The goal is to train a segmentation network $\Theta$ that categorizes each pixel of a target image into one of the predefined $K$ classes. During training, the network $\Theta$ is trained with labeled source data and unlabeled target data. Images from the source and target domains $I_s, I_t \in \mathbb{R}^{H \times W \times 3}$ are randomly sampled and passed into the network. Then, we can acquire their features $F_s, F_t \in \mathbb{R}^{H' \times W' \times A}$, segmentation outputs $O_s, O_t \in \mathbb{R}^{H' \times W' \times A}$, and upsampled pixel-level predictions $P_s, P_t \in \mathbb{R}^{H \times W \times K}$. $A$ is the channel dimension of intermediate features and $H' \ll H, W' \ll W$ are downsampled spatial dimensions of an image after passing through the network as illustrated in Fig.2.

The key idea underlying our approach is to diminish the domain gap via learning pixel-wise discriminative representations under the guidance of semantic distributions. To implement this idea, a straightforward way is to directly adopt category anchors computed on the source domain to guide the alignment between both domains. The problem of this design is that it does not fully unleash the potential strength of category information, and anchors only reflect the common characteristic of each category, which results in erroneous representation learning. Our experimental results have demonstrated that semantic distributions can be represented as more informative guidance, increasing the robustness. On the other hand, we contrastively strengthen the connections between each pixel representation and the estimated semantic distributions, which adjusts the relative magnitude of inter-class and intra-class feature distances.

3.2 Semantic Distribution-aware Contrastive Adaptation

The pipeline of our SDCA is intuitive: first we exploit the statistics of the distribution for each category to mine comprehensive semantic information (Section 3.2.2); then, we design a novel contrastive loss that involves the simultaneous learning of an infinite number of similar/dissimilar pairs at pixel level to mitigate the domain gap (Section 3.2.3), besides applying contrastive adaptation to the penultimate feature maps, i.e., $F_s, F_t$, we also apply adaptation on the final network outputs, i.e., $O_s, O_t$ (Section 3.2.4).

3.2.1 Sketch of Contrastive Learning

Contrastive learning [64], [65], [67], [68] has recently shown to be a highly effective way to learn meaningful representations from unlabeled data. Let $f$ be an embedding function (realized via a CNN) that transforms an sample $x$ to an embedding vector $z = f(x), z \in \mathbb{R}^d$. Then, we normalize $z$ onto a unit sphere. Let $(x, x^\pm)$ be similar pairs and $(x, x^-)$ be dissimilar pairs. A popular contrastive loss such as InfoNCE [65] is formulated as:

$$
E_{x, x^+} \{e^{x^- / \tau} \} = \log \frac{e^{f(x^+) / \tau}} {e^{f(x^+) / \tau} + \sum_{x^-} e^{f(x^-) / \tau}}. 
$$

In practice, the expectation is replaced by the empirical estimate. As shown above, the contrastive loss is essentially based on the softmax formulation with a significant margin, demonstrating the potential of this direction.

Discussion. Intuitively, the above contrastive loss encourages the instance discrimination. On the contrary, our work explores dense pixel predictions for DA in semantic segmentation, which have received limited consideration in prior researches. We show that pixel-wise representation alignment surpasses the existing algorithms by a significant margin, demonstrating the potential of this direction.

3.2.2 Semantic Distribution Estimation

Given the source feature map $F_s \in \mathbb{R}^{H' \times W' \times A}$, for an arbitrary source pixel $i \in \{1, 2, \cdots, H' \times W'\}$ in $F_s$, we first separate the pixel-wise representations via the downsampled ground truth label, i.e., source mask $M_s \in \mathbb{R}^{H' \times W'}$. Then, the mean of features from the $k^{th}$ category is calculated as the average values of every single dimension in the feature vector,

$$
\mu^k = \frac{1}{|\Lambda^k|} \sum_{i \in \{1, 2, \cdots, H' \times W'\}} I_{[M_s(i) = k]} F_s(i), 
$$

where $F_s(i) \in \mathbb{R}^A$ is feature representation of source pixel $i$ and $1$ is an indicator function which returns $1$ if the condition holds or $0$ otherwise. $\Lambda^k$ denotes the pixel set that contains all the pixel features belonging to the $k^{th}$ semantic class within $F_s$ and $|\cdot|$ is the number of pixels in the set.

In implementation, such calculation is computationally-intensive on the whole source domain. To address this, the mean is computed in an online fashion by aggregating statistics one by one. Mathematically, the online estimation algorithm for mean is given by:

$$
\mu^k = \frac{n^k_{(t-1)} \mu^k_{(t-1)} + m^k_{(t)} \mu^k_{(t)}} {n^k_{(t-1)} + m^k_{(t)}},
$$

where $n^k_{(t-1)}$ represents the total number of pixels belonging to $k^{th}$ category in previous $t-1$ images, and $m^k_{(t)}$ represents the number of pixels belonging to $k^{th}$ category only in $t^{th}$ image. As the feature vector $F_s(i)$ is multi-dimensional, we use covariance for a better representation of the variance.
between any pair of elements in the feature vector. The covariance matrix $\Sigma^k$ for class $k$ is calculated as:

$$
\Sigma^k_{(t)} = \frac{n^k_{(t-1)} + m^k_{(t)}}{n^k_{(t-1)} + m^k_{(t)}} \Sigma^k_{(t-1)} + \frac{n^k_{(t-1)} m^k_{(t)}}{n^k_{(t-1)} + m^k_{(t)}} \left( \mu^k_{(t-1)} - \mu^k_{(t)} \right) \left( \mu^k_{(t-1)} - \mu^k_{(t)} \right)^\top + \frac{m^k_{(t)}}{n^k_{(t-1)} + m^k_{(t)}}^2 \frac{1}{n^k_{(t-1)} + m^k_{(t)}} \left( \frac{1}{n^k_{(t-1)} + m^k_{(t)}} \right),
$$

where $\Sigma^k_{(t)}$ denotes the covariance matrix of the features of the $k^{th}$ category in $t^{th}$ image. It is noteworthy that before training, $K$ mean values and $K$ covariance matrices are computed on the whole source domain as the initialization, one for each category. During adaptation, we dynamically update these semantic distributions for each given source training image. The estimated semantic distributions are more informative for guiding the category alignment.

### 3.2.3 Contrastive Adaptation

Recently, several prior methods have leveraged category feature centroids [32] or instance and stuff features [31] in the source domain serve as anchors to remedy the domain shift problem. However, in their works, these anchors merely preserve the basic characteristic of each category, but at the expense of the diversity within the category. Additionally, the margin between the categories are not explicitly enlarged, which severely limits their potential capability in dense prediction tasks.

On the contrary, our method is different from previous methods in that it fully exploits the statistics of the distribution to guide the category alignment at the level of pixels. In our framework, we derive a particular form of the contrastive loss where multiple positive/negative pixel pairs are simultaneously involved with regard to each pixel representation in the source and target domain. The central spirit of this modification is to force various similar/dissimilar pairs to build up stronger intra-/inter-category connections for domain adaptive semantic segmentation tasks.

As described above, the pixel-wise representation separation is naturally guaranteed with source mask $M_s$. However, for target domain data, the most important issue is how to obtain satisfied target mask $M_t$ for each pixel, since the training error could be amplified due to the noisy predictions when generating the target mask. To remedy this, we employ a confident strategy with a confidence threshold $\delta$. In detail, a confidence map is generated according to the segmentation prediction map $O_t$, where the confidence value is the maximum item of the softmax output in each channel. This enables the mask at each pixel to be associated with a confidence value, i.e., maximum prediction probability. With the $\delta$ being set, we can define target mask as follows:

$$M_{t,j} = \arg \max_k O^k_{t,j}, \text{ subject to } O^k_{t,j} \geq \delta .$$

To this end, every pixel representation in the source and target features (for simplicity we define it as query $q_i \in \mathbb{R}^d$) now needs to return a low loss value when simultaneously paired with multiple positive pixel pairs $q^m+$ and negative pixel pairs $q^m-$, where $q^m+$ indicates the $m^{th}$ positive example from the same category w.r.t. $q_i$ and $q^m-$ represents $n^{th}$ negative example from the $j^{th}$ different category. Formally,
we define a novel pixel-wise contrastive loss as:

$$L_i^{M,N} = - \frac{1}{M} \sum_{m=1}^{M} \log \frac{e^{q_i^+ q^{m+}/\tau}}{e^{q_i^+ q^{m+}/\tau} + \sum_{j=1}^{K-1} e^{q_j^- q^{m+}/\tau}} - \frac{1}{N} \sum_{n=1}^{N} e^{q_i^+ q_n^-/\tau},$$

(6)

where $M$ and $N$ are the numbers of positive and negative examples respectively. A naive implementation of $L_i^{M,N}$ is to explicitly sample $M$ examples from semantic distribution that has the same latent class and $N$ examples from each of the other distributions that has different semantic label. Unfortunately, this is not computationally applicable when $M$ and $N$ is large, as carrying all positive/negative pixel pairs in an iteration would quickly drain the GPU memory.

To get around this problem, we take an infinity limit on the number of $M$ and $N$, where the effect of $M$ and $N$ is hopefully absorbed in a probabilistic way. With this application of infinity limit, the statistics of the data are sufficient to achieve the same goal of multiple pairing. Mathematically, as $M$ and $N$ goes to infinity, $L_i^{M,N}$ becomes the estimation of:

$$L_i^\infty = \lim_{M=N \to \infty} L_i^{M,N} = -\mathbb{E}_{q^+ \sim p(q^+)} \log \frac{e^{q_i^+ q^+/\tau}}{e^{q_i^+ q^+/\tau} + \sum_{j=1}^{K-1} e^{q_j^- q^+/\tau}},$$

(7)

where $p(q^+)$ is the positive semantic distribution that has the same semantic label and $p(q^-)$ is the $j$th negative semantic distribution that has different semantic label with respect to $q_i$. The analytic form of Eq. (7) itself is intractable, but Eq. (7) has a rigorous closed form of upper bound, which can be derived as:

$$-\mathbb{E}_{q^+ \sim q^+} \log \frac{e^{q_i^+ q^+/\tau}}{e^{q_i^+ q^+/\tau} + \sum_{j=1}^{K-1} e^{q_j^- q^+/\tau}} = \mathbb{E}_{q_i^+} \left[ \log \frac{e^{q_i^+ q^+/\tau}}{e^{q_i^+ q^+/\tau} + \sum_{j=1}^{K-1} e^{q_j^- q^+/\tau}} \right] - \mathbb{E}_{q_i^+} \left[ \frac{q_i^+ q^+}{\tau} \right],$$

(8)

$$\leq \mathbb{E}_{q_i^+} \left[ \log \frac{e^{q_i^+ q^+/\tau}}{e^{q_i^+ q^+/\tau} + \sum_{j=1}^{K-1} e^{q_j^- q^+/\tau}} \right] - q_i^+ \mathbb{E}_{q_i^+} \left[ \frac{q^+}{\tau} \right],$$

(9)

$$= \log \left[ e^{q_i^+ q^+/\tau} + \sum_{j=1}^{K-1} e^{q_j^- q^+/\tau} \right] - q_i^+ \mathbb{E}_{q_i^+} \left[ \frac{q^+}{\tau} \right],$$

(10)

$$= \tilde{L}_i,$$

(11)

where the inequality Eq. (9) follows form the Jensen’s inequality on concave functions, i.e., $\mathbb{E} \log(X) \leq \log \mathbb{E}[X]$. To facilitate our formulation, we need some further assumptions on the feature distribution. Specifically, we assume that $q^+ \sim \mathcal{N}(\mu^+, \Sigma^+)$ and $q^- \sim \mathcal{N}(\mu_j^-, \Sigma_j^+)$, where $\mu^+$ and $\Sigma^+$ are respectively the statistics i.e., mean and covariance matrix, of the positive semantic distribution for $q$, $\mu_j^-$ and $\Sigma_j^+$ are respectively the statistics of the $j$th negative distribution.

For any random variable $x$ that follows Gaussian distribution $x \sim \mathcal{N}(\mu, \Sigma)$, where $\mu$ is the expectation of $x$, $\Sigma$ is the covariance matrices of $x$, we have the moment generation function [72] that satisfies:

$$\mathbb{E} \left[ e^{u^T x} \right] = e^{\mu^T u + \frac{1}{2} u^T \Sigma u}.$$  

(12)

Under the Gaussian assumption $q^+ \sim \mathcal{N}(\mu^+, \Sigma^+)$, $q^- \sim \mathcal{N}(\mu_j^-, \Sigma_j^+)$, along with Eq. (12), we find that Eq. (10) for a certain pixel representation $q_i$ immediately reduces to:

$$\tilde{L}_i = \log \left[ e^{q_i^+ \mu^+_{\tau}} + \sum_{j=1}^{K-1} e^{q_j^- \mu^+_{\tau}} + \frac{q_i^+ \Sigma^+ {q^-}}{\tau^2} \right] - q_i^+ \mu^+_\tau,$$

(13)

$$= -\log \left[ e^{q_i^+ \mu^+_{\tau}} + \sum_{j=1}^{K-1} e^{q_j^- \mu^+_{\tau}} + \frac{q_i^+ \Sigma^+ {q^-}}{\tau^2} \right] + q_i^+ \Sigma^+ {q^-} / \tau^2.$$  

(14)

The overall loss function with regard to each feature map in the source and target domain thereby boils down to the closed form whose gradients can be analytically solved for:

$$L_{feat} = \frac{1}{|F_s|} \sum_{i \in F_s} \tilde{L}_i + \frac{1}{|F_t|} \sum_{j \in F_t} \tilde{L}_j,$$

(15)

where $|F_s|$ and $|F_t|$ are respectively numbers of pixels in $F_s$ and $F_t$. Based on this, an effective semantic distribution-aware contrastive loss is yielded to mitigate domain discrepancy via learning discriminative pixel representations.

Note that the proposed contrastive loss is employed in both domains simultaneously. For one thing, when the loss is applied in the source domain, the network $\Phi_\theta$ is able to learn more discriminative feature representations for pixel-level predictions, which could increase the robustness of the segmentation model. Another effect brought by Eq. (15) is that the target pixel-wise representations are contrastively adapted, which benefits minimizing the intra-category discrepancy and maximizing the inter-category margin on the target domain and facilitates transferring knowledge from source to target explicitly.

### 3.2.4 Multi-Level Contrastive Adaptation

Aside from applying contrastive adaptation to the penultimate feature maps of the network, we also employ adaptation on the segmentation outputs. Such multi-level adaptation has been proved to be able to further eliminate the domain shift [23, 30, 62].

We follow the same rule as discussed in Section 3.2.3 to perform the adaptation on the output space, i.e., $q_i \in O_s \cup O_t$. Similarly, the loss function with regard to each segmentation output in the two domains are given by:

$$L_{out} = \frac{1}{|O_s|} \sum_{i \in O_s} \tilde{L}_i + \frac{1}{|O_t|} \sum_{j \in O_t} \tilde{L}_j.$$  

(16)

Applying multi-level contrastive adaptation not only reduces the effect of overfitting to the source domain, but also mines and exploits multi-granular pixel-wise relationships with estimated semantic distributions. The multi-level adaptations are complementary to each other and both of them contribute to alleviating the domain shift.

### 3.3 Training Objective

Regarding the training objectives, we train the network $\Phi_\theta$ with standard segmentation supervision loss, i.e., pixel-wise cross-entropy loss, for the source domain image:

$$L_{ce} = -\frac{1}{|I_s|} \sum_{i \in I_s} \sum_{k} 1_{[Y_{s,i}=k]} \log P_{s,i}^k,$$

(17)
where $I_s$ denotes the source image with its ground truth label $Y_s$. Moreover, to improve segmentation quality, in particular on the tail classes (ref. to Fig. [3]), the Lovász-Softmax [73] loss $L_{lov}$ is imposed on the source data. Since $L_{lov}$ is a convex surrogate to the Jaccard loss, it directly optimizes the intersection-over-union of each instance. Therefore we can slightly alleviate the negative effect of category imbalance.

Meanwhile, we employ the multi-level contrastive adaptation to mitigate the domain shift in conjunction with the above loss functions. The overall training objective is formulated as follows:

$$\min_{\Phi} L_{ce} + \lambda_{lov} L_{lov} + \lambda_{feat} L_{feat} + \lambda_{out} L_{out},$$

(18)

where $\lambda_{lov}, \lambda_{feat}, \lambda_{out}$ are constants controlling the strength of corresponding loss. Initial tests suggest that using equal weights to combine the the $L_{feat}$ with $L_{out}$ yields better results. For simplicity, $\lambda_{feat}$ and $\lambda_{out}$ are set to 1.0 without any tuning. By optimizing Eq. (18), clusters of pixels belonging to the same category are pulled together in the feature space while synchronously pushing apart from other categories. In this way, our method can simultaneously minimize the domain gap across domains as well as enhancing the intra-class compactness and inter-class separability in a unified framework. Here, we summarize our training process in Algorithm 1.

As we all know, self-supervised learning has been used in previous methods [19], [25], [28], [31], [32], which is usually achieved by iteratively generating a set of pseudo labels based on the most confident predictions on the target data. Unfortunately, it primarily depends on a good initialization model and is hard to tune. Our contrastive adaptation strategy is over the feature representations and is orthogonal to the self-supervised learning. Therefore, we propose a self-supervised learning framework combined with our contrastive adaptation to further promote the generalization ability of the model.

Specifically, once the alignment is finished, we can generate the reliable pseudo labels for target data. Different from assigning target masks based on the constant threshold $\delta$, we pre-define the median threshold $\delta^k$ according to the output predictions over category $k$, meaning 50% pixels in the category $k$ have confidence above $\delta^k$. The target pseudo labels in the output space are obtained:

$$\hat{Y}_{t,j} = \arg \max_k P^k_{t,j}, \text{subject to } P^k_{t,j} \geq \delta^k.$$ 

(19)

Then, we fine-tune the model via optimizing a self-supervised loss $L_{ss}$ in Eq. (20) on the entire target training data to make the model more adaptive to the target domain.

$$\min_{\Phi} - \frac{1}{|I_t|} \sum_{j \in I_t} \sum_k I_{\hat{Y}_{t,j} = k} \log P^k_{t,j}. $$

(20)

### 3.4 Theoretical Insight

Motivated by the theory of domain adaptation in [74], we provide a theoretical insight to investigate why our framework can generalize well on the target domain. Let $h \in \mathcal{H}$ be a hypothesis and denote by $\epsilon_i(h)$ and $\epsilon_s(h)$ the expected risks of source and target domain respectively, then:

$$\epsilon_i(h) \leq \epsilon_s(h) + \frac{1}{2} d_{\mathcal{H}, \mathcal{T}}(S, T) + \zeta,$$

(21)

where

$$d_{\mathcal{H}, \mathcal{T}}(S, T) \triangleq 2 \sup_{h, h' \in \mathcal{H}} \Pr_{x \sim S} \left[ h(x) \neq h'(x) \right] - \Pr_{x \sim T} \left[ h(x) \neq h'(x) \right],$$

(22)

$$\zeta \triangleq \min_{h \in \mathcal{H}} \{ \epsilon_i(h, h_s) + \epsilon_i(h, h_T) \}.$$

(23)

In SDCA, the first and second terms in Eq. (24) should be small, since it is easily to find a $h$ to be agreed with $h_s$ with accessing numerous labeled source data. Obviously the last term denotes the false pseudo rate in our method.
which would be minimized using self-supervised learning strategy. Hence, the third term in Eq. (24), which denotes the disagreement between labeling function \( h_S \) and \( h_T \) on target data, now should be payed more attention. Fortunately, the pixel-wise representation matching guided by semantic distributions enables driving the source and target pixel-wise representations towards corresponding semantic distribution. Consequently, \( \epsilon_t(h_S, h_T) \) is expected to be small.

As such, the SDCA constantly tightens the bound in Eq. (21), which provides theoretical insurance for SDCA to achieve expected segmentation performance.

4 EXPERIMENT

In this section, we compare the proposed method with several state-of-the-art domain adaptive semantic segmentation methods to demonstrate our advantages. We have performed comprehensive comparisons on multiple representative benchmarks, i.e., SYNTHIA \( \rightarrow \) Cityscapes, GTAV \( \rightarrow \) Cityscapes, and Cityscapes \( \rightarrow \) Cross-City (Rio, Rome, Taipei and Tokyo). TABLE 1 shows the statistics and configurations of the datasets. We first briefly describe datasets and evaluation metrics, and then provide implementation details. Next, the numeric experimental results of our model are presented for comparison with other state-of-the-art approaches. Finally, we further conduct analyses to understand the effect of each component in our method. The code is publicly available at https://github.com/BIT-DA/SDCA

4.1 Experimental Setups

4.1.1 Datasets

Cityscapes [7] is a dataset of real urban scenes captured from 50 cities in Germany and neighboring countries. It consists of 2,975 training images, 500 validation images, and 1,525 test images, with the resolution at 2048 × 1024. All of these images are finely tagged with pixel-level semantic labels, and each pixel of the image is divided into 19 categories. For synthetic-to-real adaptation, since its test set does not provide ground truth labeling, we conduct evaluations on its validation set. For cross city adaptation, following [23], [28], we use all images from the training set as the source training data.

SYNTHIA [9] is a synthetic urban scene dataset. Following the prior works [23], [62], we select its subset, called SYNTHIA-RAND-CITYSCAPES, that has 16 common semantic annotations with Cityscapes. In total, 9,400 images with the resolution 1280 × 760 from SYNTHIA dataset are used as the source domain data.

GTAV [8] is a composite image dataset sharing 19 semantic categories with Cityscapes. 24,966 urban scene images are extracted from the physically-based rendered computer game “Grand Theft Auto V” and are used as source domain data for training.

Cross-City [27] is another real-world dataset collected from Google Street View. It provides four cities, i.e., Rio, Rome, Tokyo, and Taipei. For each city, there are 1,600 unlabeled image pairs which are taken at the same location but different times and all of them are used as target training data. Besides, for evaluation purpose [27], 100 images for each city are annotated with Cityscapes-compatible labeling.

| Dataset       | Cityscapes | GTAV     | SYNTHIA   | Cross-City |
|---------------|------------|----------|-----------|------------|
| #Sample       | 6,000      | 24,966   | 9,400     | 13,200     |
| #Class        | 19         | 19       | 16        | 13         |
| Resolution    | 2048×1024  | 1914×1052| 1280×760  | 1295×647   |
| Training size | 1024×512   | 1280×720 | 1280×760  | 1024×512   |
| Test size     | 1024×512   | -        | -         | 1024×512   |

4.1.2 Evaluation Protocols

The segmentation performance of our method in multiple scenarios are evaluated by the broadly utilized protocols, per-class intersection-over-union (IoU) and mean IoU over all categories. We use the evaluation code released along with the Cityscapes dataset, which calculates the PASCAL VOC intersection-over-union [75], i.e., \( \text{IoU} = \frac{TP}{TP + FP + FN} \), where \( TP, FP, \) and \( FN \) stand for the amount of true positive, false positive and false negative pixels, respectively. Before calculating the evaluation metric against the ground truth annotations, we upsample the segmentation outputs into the original resolution of input image.

4.1.3 Implementation Details

Network architecture. For fair comparison, we utilize the DeepLab-v2 framework [36] with VGG-16 [76] or ResNet-101 [27] encoder as our segmentation network. All models are pre-trained on ImageNet [78]. Subsequently, Atrous Spatial Pyramid Pooling (ASPP) [36] is employed after the last layer of encoder with dilated rates \( \{6, 12, 18, 24\} \). Lastly, an up-sampling layer along with a softmax operator is used to obtain the final pixel predictions with the input size.

Training details. Our method is implemented with the PyTorch [79] library on Nvidia Tesla V100. To train the segmentation network \( \Phi_\theta \), the Stochastic Gradient Descent is used as our optimizer, where the momentum is 0.9 and the weight decay is \( 10^{-4} \). The learning rate is initially set to \( 2.5 \times 10^{-4} \) and we adopt polynomial learning rate scheduling with the power of 0.9. In all of our experiments, we set \( \delta, \lambda_{\text{low}}, \lambda_{\text{feat}}, \lambda_{\text{seg}} \) to 0.9, 0.75, 1.0, 1.0. Regarding the training procedure, we first use the source data to train the network according to Eq. (17) as the baseline. Then the network is trained using our method for 40k iterations with batch size of 8 (four are source images and the other four are target images). Some strong data augmentations (e.g., color jittering and gaussian blur etc.) are applied for source images to prevent overfitting. Finally, we apply a simple self-supervised loss to further improve the performance.

4.2 Experimental Results

4.2.1 Results on SYNTHIA to Cityscapes

First of all, we verify the effectiveness of our method in the SYNTHIA \( \rightarrow \) Cityscapes task, and the comparison results are reported in TABLE 2 with the best results highlighted in bold. We divide the TABLE 2 into two parts according to different encoders (VGG-16 and ResNet-101). Overall, our SDCA framework surpasses all other approaches with a promising mIoU of 43.5% (VGG-16), outperforming the baseline model trained merely on source data by a large increment of +19.0% in mIoU. The improvement on another encoder ResNet-101 is similar.
TABLE 2: Comparison results of SYNTHIA→Cityscapes. mIoU* denotes the mean IoU of 13 classes, excluding the classes with *. "GA", "CA" and "SSL" denote global alignment, category alignment and self-supervised learning respectively.

| Method       | GA   | CA   | SSL  |
|--------------|------|------|------|
| VGG-16       |      |      |      |
| FCNs ITW [20]| 11.5 | 19.6 | 30.8 |
| AdvEnt [24]  | 67.9 | 29.4 | 71.9 |
| AdaptSegNet [2] | 80.1 | 9.9 | 36.3 |
| Curri-DA [6] | 57.4 | 3.1 | 74.7 |
| CBST [57]    | 69.6 | 28.7 | 69.5 |
| BDL [19]     | 72.0 | 30.3 | 74.5 |
| SSL          |      |      |      |
| CLAN [42]    | 80.4 | 30.7 | 74.7 |
| SSF-DAN [28] | 87.1 | 36.5 | 79.7 |
| FADA [28]    | 80.4 | 35.9 | 80.9 |
| Source Only  | -    | 11.5 | 4.5  |
| Ours         | 86.2 | 41.9 | 82.1 |
| VGG-16       |      |      |      |
| AdaptSegNet [2] | 79.2 | 37.2 | 78.8 |
| DS [17]      | 89.4 | 51.9 | 80.0 |
| AdvEnt [24]  | 87.0 | 44.1 | 79.7 |
| IntraDA [25] | 84.3 | 37.7 | 79.5 |
| CBST [57]    | 68.0 | 29.9 | 76.3 |
| BDL [19]     | 67.7 | 32.2 | 73.9 |
| SSL          |      |      |      |
| CLAN [42]    | 81.3 | 37.0 | 80.1 |
| SSF-DAN [28] | 84.6 | 41.7 | 80.8 |
| Sim [51]     | 83.0 | 44.0 | 80.3 |
| FADA [28]    | 84.5 | 40.1 | 83.1 |
| CAG-UDA [32] | 84.8 | 41.7 | 85.5 |
| PLICA [32]   | 82.6 | 29.0 | 81.0 |
| Source Only  | -    | 40.9 | 21.6 |
| Ours         | 88.4 | 45.9 | 83.9 |

It is interesting to observe that category alignment methods [28], [29], [30], [62] achieve better performance than global alignment counterparts [23], [24], [25], which proves that without considering the underlying structures among categories will inhibit the generalization performance. Relative to the self-supervised learning methods [19], [59], [63], the proposed method shows superior performance. For instance, PyCDA [63] leverages the pyramid curriculum to provide various properties about the target domain to guide the adaptation, yielding the mIoU scores 46.7% and 53.3% over the 16 and 13 categories (ResNet-101), which is inferior to our approach. Our SDCA model, as a category alignment method, also exceeds other related works [30], [31], [32], demonstrating the effectiveness of the proposed method in learning discriminative pixel representations. We further show some of the segmentation samples in Fig. 4 to qualitatively testify the superiority of our method.

4.2.2 Results on GTAV to Cityscapes

TABLE 3 demonstrates the semantic segmentation performance on GTAV → Cityscapes task in comparison with existing state-of-the-art domain adaptation approaches. We could observe that our SDCA achieves a significant performance gain, which is +3.5% higher than FADA [28] for VGG-16 and is +2.7% higher than CAG-UDA [32] for ResNet-101 in terms of mIoU. In particular, our method also delivers evident advantages in the tail classes, which are highlighted in blue (refer to Fig. 3 for more details). Specifically, despite the class “bike” accounts for only 0.1% ratio in GTAV class distribution, our SDCA can surpasses Source Only model with increments of 34.3% and 37.0% for VGG-16 and ResNet-101 respectively. In addition, for small objects such as poles and traffic signs, pervious methods may not adapt well as they easily get merged with background categories. In essence, the performance improvement of SDCA mostly comes from these challenging cases, because the proposed distribution-aware contrastive adaptation regards different categories equally. We also give the qualitative results of semantic segmentation on the Cityscapes validate set in Fig. 4, indicating that SDCA can preferably align the two domains in semantic level.

4.2.3 Results on Cityscapes to Cross-City

Except for the “Sim-to-Real” scenarios for a large domain shift, we conduct experiment for small shift between real urban scenes from different cities (Rio, Rome, Taipei, and
Table 3: Comparison results of GTAV→Cityscapes. mIoU\(^t\) denotes the mean IoU of the tail classes in blue.

| Method          | mIoU  | mIoU\(^t\) |
|-----------------|-------|-----------|
| ResNet-101      | CA    | GA        |
| Ours            | 50.5  | 19.0      |
| Source Only     | -     | CA        |
| AdaptSegNet     | 86.6  | 36.0      |
| Advance         | 89.9  | 36.5      |
| DS [17]         | 91.5  | 51.8      |
| Intrada [23]    | 90.6  | 37.1      |
| CBLST           | 91.8  | 53.5      |
| CRST [67]       | 91.0  | 55.4      |
| PyCDA [35]      | 90.5  | 36.3      |
| BDL [17]        | 91.0  | 44.7      |
| CLAN [62]       | 87.0  | 32.7      |
| CAG-UDA [32]    | 90.4  | 51.6      |
| Source Only     | -     | CA        |
| Ours            | 70.2  | 14.6      |
| CAG-UDA [32]    | 92.8  | 32.5      |

Fig. 4: Qualitative results of semantic segmentation on the Cityscapes dataset. From the left to the right: target image, ground truth, the maps predicted by Source Only, AdaptSegNet [23], CAG-UDA [32] and our SDCA are shown one by one.
As shown in Table 4, it is observed that our method exhibits superior segmentation performance in comparison to existing methods for different cities. On average over four cities, our SDCA achieves +6.4% increment compared with the Source Only baseline, and +1.4% gain compared with FADA [28], the best baseline.

### 4.3 Analysis

#### 4.3.1 Ablation Studies

In this section, we perform extensive ablation experiments to inspect the role of each component present in the SDCA framework. Specifically, we testify SDCA on two “Sim-to-Real” scenarios, i.e., SYNTHIA → Cityscapes and GTA V → Cityscapes deployed on ResNet-101 and the results are presented in Table 5 and Table 6 respectively.

At first, we require a segmentation model purely trained on the source samples to investigate the primary performance gain that comes from the proposed framework, and we call this model the “Source Only” model that gives the lower bound. Table 5 and Table 6 demonstrate the performance increments compared to the “Source Only” baseline, by progressively adding each loss function into the pipeline. It can be seen that each module contributes to overall performance of our framework. Finally, we achieve 50.2 mIoU and 56.8% mIoU* with SYNTHIA as the source domain and 52.9% mIoU and 36.7% mIoU* with GTA as the source domain, outperforming the “Source Only” model by a significant margin.

**Effect of contrastive adaptation.** As discussed in Section 3.2.3, contrastive adaptation at pixel level guided by semantic distributions can build up stronger intra-/inter-
category connections and minimize the domain divergence efficiently. In TABLE 5 and TABLE 6, compared with “Source Only + $L_{\text{adv}}$”, the model can achieve an improvement of +7.6% mIoU for SYNTHIA $\rightarrow$ Cityscapes and an increment of +6.0% mIoU for GTAV $\rightarrow$ Cityscapes, verifying the effectiveness of contrastive adaptation.

Effect of multi-level adaptation. As shown on the second row from the bottom in TABLE 5 and TABLE 6, additionally performing the contrastive adaptation on segmentation outputs, i.e., $O_s$ and $O_t$, gives rise to promising improvement, insinuating that the multi-level adaptations complement each other to yield discriminative pixel-wise representations and mitigate the domain shift.

Effect of self-supervised learning. We respectively select pseudo labels according to “Source Only” model and “Ours (multi-level)” and then retrain the network with $L_{\text{ssl}}$. In TABLE 5 and TABLE 6, as expected, applying self-supervised loss on the target domain, the segmentation performance of the final models improve noticeably, implying the necessity of learning the intrinsic structure of the target domain. Moreover, our multi-level contrastive adaptation method equipped with a simple self-supervised learning strategy can further boost the performance.

4.3.2 t-SNE Visualization
To better develop intuition, we draw t-SNE visualizations [80] of the learned feature representations for related category alignment methods (CLAN [62], FADA [28], SIM [31], CAG-UDA [32] and our SDCA in Fig. 5). As shown in Fig. 5, we first randomly select a target domain and then map its high-dimensional latent feature representations to a 2D space. From the t-SNE analysis, we can observe that previous category alignment methods could produce separated features, yet it may be hard for dense prediction since the margins between different category features are not obvious and the distribution is still dispersed. When we apply semantic distribution-aware contrastive adaptation, features among different categories are better separated, demonstrating that the semantic distributions can provide correct supervision signal for target data. In comparison, the embedded representations of our SDCA exhibit the clearest clusters compared with other state-of-the-arts, revealing the discriminative capability of the contrastive adaptation.

4.3.3 Pixel-wise Discrimination Distance
To verify whether our semantic distribution-aware contrastive adaptation yields discriminative pixel representa-
tions, we design an experiment to take a closer look at what degree the pixel-wise representations are aligned. CLAN [62] defines a Cluster Center Distance as the ratio of intra-category distance between the initial model and the aligned model while FADA [28] propose a new Class Center Distance to consider inter-category distance. To better evaluate the effectiveness of pixel-wise representation alignment, we introduce a new Pixel-wise Discrimination Distance (PDD) by taking intra- and inter-category affinities of pixel representations into account. Formally, the PDD for category $k$ is given by:

$$PDD(k) = \frac{1}{|\Lambda|^2} \sum_{x \in \Lambda} \sum_{i=1, i \neq k}^{K} \frac{\text{sim}(x, \mu_k)}{\sum_{i=1}^{K} \text{sim}(x, \mu_i)}$$

(25)

where $\text{sim}(\cdot, \cdot)$ is the similarity metric and we adopt cosine similarity. $\Lambda^k$ denotes the pixel set that contains all the pixel representations belonging to the $k^{th}$ semantic class.

With PDD, we could investigate the relative magnitude of inter-category and intra-category pixel feature distances. Specifically, we calculate the PDD on the whole Cityscapes validate set and compare PDD values with other state-of-the-art category alignment methods: CLAN [62] and FADA [28] for category-level adversarial training and SIM [31] and CAG-UDA [32] for category centroid based counterparts that do not tackle the distance between different category features. As shown in Fig. 5, SDCA achieves a much higher PDD on most categories compared with other methods. Based on these quantitative results, together with the t-SNE analysis in Fig. 6, it is clear that SDCA can achieve better pixel-wise category alignment and largely improve the pixel-wise accuracy of predictions.

### 4.3.4 Parameter Sensitivity

We conduct parameter sensitivity analysis to evaluate the sensitivity of SDCA on tasks GTAV $\to$ Cityscapes and SYNTHIA $\to$ Cityscapes. As shown in Fig. 7, we select constant threshold $\delta \in \{0.0, 0.7, 0.8, 0.9, 0.95\}$ and balance weights $\lambda_{lov}, \lambda_{feat} \in \{0.0, 0.25, 0.5, 0.75, 1.0\}$, and $\lambda_{out} \in \{0.01, 0.1, 0.5, 1.0, 2.0\}$. For $\delta$, when $\delta$ is low, there are more pixels are involved in the process of alignment and when $\delta$ is high, there few pixels will be chosen. The mIoU of SDCA increases first and then decreases slightly. Similarly, as the values of $\lambda_{lov}, \lambda_{feat}, \lambda_{out}$ change in a vast range, the performance presents a slow bell-shaped curve and outperforms SOTA significantly on both tasks.

### 5 Conclusion

In this paper, we propose a semantic distribution-aware contrastive adaptation (SDCA) method for semantic segmentation. The SDCA model successfully adapts the segmentation model to the target domain through pixel-wise alignment guided by semantic distributions. Specifically, we propose a particular form of contrastive loss at pixel level, which implicitly involves the joint learning of an infinite number of similar/dissimilar pixel pairs for each pixel-wise representation of both domains. Then, we derive an upper bound on this formulation and transfer the originally intractable loss function into practical implementation. This simple yet effective strategy works surprisingly well when coupled with self-supervised learning. The experimental results demonstrate the superiority of SDCA on various benchmarks.
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