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Abstract

In this paper, we give a proof of the quantitative Morse theorem stated by Y. Yomdin in [12]. The proof is based on the quantitative Sard theorem, the quantitative inverse function theorem and the quantitative Morse lemma.
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1 Introduction

One of the first basic results of classical singularity theory are that Sard Theorem [11] and [7], and Morse theorem [6]. These theorems research critical points and critical values of smooth mappings on open subsets of $\mathbb{R}^n$. The quantitative assessments and applications of the theorems were also considered. Y. Yomdin in [13] introduced the concept of near-critical points and near-critical values of a map, and there have been many results on quantitative assessments for the set of these points and values. One of them is the quantitative Sard theorem for mappings of class $C^k$ (see [12], [13], [14], [15] and [10]). The results give some explicit bounds in term of $\varepsilon$-entropy of the set of near-critical values.

This research is supported by Vietnam’s National Foundation for Science and Technology Development (NAFOSTED).
For Morse theorem, in [12] Y. Yomdin also stated a quantitative form for $C^k$-functions. But in the article, he just gave a few suggestions without details for the proof of the theorem. Up to now, he probably hasn’t published the proof.

In this paper, we give a detailed proof of the quantitative Morse theorem. The proof is based on the quantitative Sard theorem, the quantitative inverse function theorem and the quantitative Morse lemma.

2 Preliminaries

We give here some definitions, notations and results that will be used later.

Let $M_{m \times n}$ denote the vector space of real $m \times n$ matrices,

$$
\|x\| = (|x_1|^2 + \cdots + |x_n|^2)^{\frac{1}{2}}, \text{ where } x = (x_1, \ldots, x_n) \in \mathbb{R}^n,
$$

$B^n$ denotes the unit ball in $\mathbb{R}^n$, $B^n_r$ denotes the ball of radius $r$, centered at $0 \in \mathbb{R}^n$, and $B^n_r(x_0)$ denotes the ball of radius $r$, centered at $x_0 \in \mathbb{R}^n$,

$$
\|A\| = \max_{\|x\|=1} \|Ax\|, \text{ where } A \in M_{m \times n},
$$

$$
\|A\|_{\text{max}} = \max_{i,j} |a_{ij}|, \text{ where } A = (a_{ij})_{m \times n} \in M_{m \times n},
$$

$B_{n \times n}$ denotes the unit ball in $M_{n \times n}$, $\text{Sym}(n)$ denotes the space of real symmetric $n \times n$-matrices.

**Definition 2.1.** Let $f : M \to \mathbb{R}^m$ be a differentiable mapping class $C^k$, $M \subset \mathbb{R}^n$. Then $C^k$-norm of $f$ is defined by

$$
\|f\|_{C^k} = \sum_{j=1}^{k} \sup_{x \in M} \|D^j f(x)\|.
$$

**Definition 2.2.** A mapping $f : \mathbb{R}^m \to \mathbb{R}^n$ is called Lipschitz in a neighborhood of a point $x_0$ in $\mathbb{R}^n$ if there exists a constant $K > 0$ such that for all $x$ and $y$ near $x_0$, we have

$$
\|f(x) - f(y)\| \leq K \|x - y\|.
$$

Then we call $f$ the $K$-Lipschitz.

The usual $m \times n$ Jacobian matrix of partial derivatives of $f$ at $x$, when it exists, is denoted by $Jf(x)$. By Rademacher’s theorem (see [3, Theorem 3.1.6]), we have the following definition:
Definition 2.3 (F. H. Clarke - [C1], [C2]). The generalized Jacobian of $f$ at $x_0$, denoted by $\partial f(x_0)$, is the convex hull of all matrices $M$ of the form

$$M = \lim_{i \to \infty} J_f(x_i),$$

where $f$ is differentiable at $x_i$ and $x_i$ converges to $x_0$ for each $i$. $\partial f(x_0)$ is said to be of maximal rank if every $M$ in $\partial f(x_0)$ is of maximal rank.

Theorem 2.4 (Quantitative inverse function theorem, c.f. [1] and [9]). Let $f : \mathbb{R}^n \to \mathbb{R}^n$ be a $K$-Lipschitz mapping in a neighborhood of a point $x_0$ in $\mathbb{R}^n$. Suppose that $\partial f(x_0)$ is of maximal rank, set

$$\delta = \frac{1}{2} \inf_{M \in \partial f(x_0)} \frac{1}{\|M^{-1}\|},$$

$r$ be chosen so that $f$ satisfies $K$-Lipschitz condition and $\partial f(x) \subset \partial f(x_0) + \delta \mathbb{B}_{n \times n}$, when $x \in \mathbb{B}_{r(x_0)}^n$. Then $f$ is invertible in $\mathbb{B}_{\frac{\delta}{2}}^n(f(x_0))$ and there exists the inverse mapping

$$g : \mathbb{B}_{\frac{\delta}{2}}^n(f(x_0)) \to \mathbb{R}^n$$

being $\frac{1}{\delta}$-Lipschitz.

Definition 2.5 (Singular values of linear mapping, c.f. [4]). Let $L : \mathbb{R}^n \to \mathbb{R}^m$ be a linear mapping. Then there exist $\sigma_1(L) \geq \ldots \geq \sigma_r(L) > 0$, where $r = \text{rank } L$, so that $L(\mathbb{B}^n)$ is an $r$-dimensional ellipsoid of semi-axes $\sigma_1(L) \geq \ldots \geq \sigma_r(L)$. Set $\sigma_0(L) = 1$ and $\sigma_{r+1}(L) = \ldots = \sigma_m(L) = 0$, when $r < m$. We call $\sigma_0(L), \ldots, \sigma_m(L)$ the singular values of $L$.

Remark 2.6. Let $L$ be a linear mapping or a matrix. Then

(i) $\sigma_{\text{max}}(L) = \|L\| = \sigma_1(L), \quad \sigma_{\text{min}}(L) = \min_{\|x\|=1} \|Lx\|$.

(ii) When $L \in L(\mathbb{R}^n, \mathbb{R}^n)$, and $\lambda$ is an eigenvalue of $L$, we have

$$\sigma_{\text{min}}(L) \leq |\lambda| \leq \sigma_{\text{max}}(L).$$

Definition 2.7. Let $f : \mathbb{R}^n \to \mathbb{R}^m$ be a $k$ times differentiable mapping, $k \geq 1$. For $\Lambda = (\lambda_1, \ldots, \lambda_m)$, $\lambda_1 \geq \ldots \geq \lambda_m \geq 0$, we call

$$\Sigma(f, \Lambda) = \{x \in \mathbb{R}^n : \sigma_i(Df(x)) \leq \lambda_i, i = 1, \ldots, m\}$$

the set of $\Lambda$-critical points of $f$, and

$$\Delta(f, \Lambda) = f(\Sigma(f, \Lambda))$$
the set of \textit{\Lambda}-critical values of \( f \).

Set \( \Sigma(f, \Lambda, A) = \Sigma(f, \Lambda) \cap A \), \( \Delta(f, \Lambda, A) = f(\Sigma(f, \Lambda, A)) \), \( A \subset \mathbb{R}^n \). When \( \gamma = (\gamma, \ldots, \gamma) \in \mathbb{R}_+^m \), a point \( y \in \mathbb{R}^m \) is called \( \gamma \)-regular value of \( f \) if \( y \notin \Delta(f, \gamma, A) \), i.e. \( f^{-1}(y) = \emptyset \) or if \( x \in f^{-1}(y) \) then there exists a number \( i \in \{1, \ldots, m\} \) so that \( \sigma_i(Df(x)) \geq \gamma \).

\textbf{Remark 2.8.} If \( \Lambda = (0, \ldots, 0) \) then \( \Sigma(f, 0) \) is the set of critical points and \( \Delta(f, 0) \) is the set of critical values of \( f \).

\textbf{Definition 2.9.} Let \( X \) be a metric space, \( A \subset X \) a relatively compact subset. For any \( \varepsilon > 0 \), denoted by \( M(\varepsilon, A) \) the minimal number of closed balls of radius \( \varepsilon \) in \( X \), covering \( A \).

\textbf{Theorem 2.10} (Quantitative Sard theorem, c.f. \cite[Theorem 9.6]{15}). Let \( f : B_r^n \rightarrow \mathbb{R}^m \) be a mapping of class \( C^k \), \( q = \min(n, m) \), \( \Lambda = (\lambda_1, \ldots, \lambda_q) \), \( \lambda_i > 0, i = 1, \ldots, q \), \( B_\delta \) is a ball of radius \( \delta \) in \( \mathbb{R}^m \). When \( 0 < \varepsilon \leq \delta \)

\[
M(\varepsilon, \Delta(f, \Lambda, B_r^n \cap B_\delta^m)) \leq c \left( \frac{R_k(f)}{\varepsilon} \right)^{\frac{q}{k}} \sum_{i=0}^{q} \min \left( \lambda_0 \ldots \lambda_i \left( \frac{r}{\varepsilon} \right)^i \left( \frac{\varepsilon}{R_k(f)} \right)^i \left( \frac{\delta}{\varepsilon} \right)^i \right),
\]

where \( c = c(n, m, k) \), \( R_k(f) = \frac{K}{(k-1)!} r^{k-1} \), and \( K \) is a Lipschitz constant of \( D^{k-1}f \) in \( B_r^n \).

\textbf{Lemma 2.11} (Quantitative Morse lemma). Let \( A \in \text{Sym}(n) \). Suppose that \( Q_0 \in \text{Gl}(n) \) such that \( tQ_0AQ_0 = D_0 = \text{diag}(1, \ldots, 1, -1, \ldots, -1) \). Set

\[
U(A) = \{ B \in \text{Sym}(n) : \|B - A\| \leq \frac{1}{2n\|Q_0\|^2} \}.
\]

Then there exists a mapping \( P : U(A) \rightarrow \text{Gl}(n) \subset C^\omega \) satisfying

\[
P(A) = Q_0, \qquad \text{and if } P(B) = Q \text{ then } tQBQ = D_0.
\]

\textbf{Proof.} For \( B \in U(A) \), we have

\[
\|tQ_0BQ_0 - tQ_0AQ_0\|_{\text{max}} \leq \|tQ_0(B - A)Q_0\| \leq \|Q_0\|^2 \|B - A\| \leq \frac{1}{2n}.
\]

If \( tQ_0BQ_0 = (b_{ij})_{1 \leq i, j \leq n} \) then \( |b_{ii}| \geq \sum_{j \neq i} |b_{ij}|. \) So \( \det(b_{ij})_{1 \leq i, j \leq k} \neq 0 \), for \( k = 1, \ldots, n \). Therefore, the normalization (see \cite[Lemma p.145]{5}) reductioning \( tQ_0BQ_0 \) to the normal form \( D_0 \) defines the mapping \( P : U(A) \rightarrow \text{Gl}(n) \subset C^\omega \) satisfying the demands of the lemma. \( \square \)
Remark 2.12. The reduction a non-degenerate real symmetric matrix $A$ to the normal form $D_0$ can be realized by a matrix $Q_0$ of the form $Q_0 = SU$, where $U$ is a orthogonal matrix, and $S$ is a diagonal matrix. So

$$\|Q_0\|^2 = \frac{1}{\sigma_{\min}(A)}.$$

3 The quantitative Morse theorem

Theorem 3.1 (c.f. [12, Theorem 4.1, Theorem 6.1]). Fix $k \geq 3$. Let $f_0 : \mathbb{B}^n \rightarrow \mathbb{R}$ be a $C^k$-function in a open set contain $\mathbb{B}^n$ with all derivatives up to order $k$ uniformly bounded by $K$. Then for any given $\varepsilon > 0$, we can find $h$ with $\|h\|_{C^k} \leq \varepsilon$ and the positive functions $\psi_1$, $\psi_2$, $\psi_3$, $d$, $M$, $N$, $\eta$ depending on $K$ and $\varepsilon$, such that $f = f_0 + h$ satisfies the following conditions:

(i) At each critical point $x_i$ of $f$, the smallest absolute value of the eigenvalues of the Hessian $Hf(x_i)$ is at least $\psi_1(K, \varepsilon)$.

(ii) For any two different critical points $x_i$ and $x_j$ of $f$, $\|x_i - x_j\| \geq d(K, \varepsilon)$. Consequently, the number of the critical points does not exceed $N(K, \varepsilon)$.

(iii) For any two different critical points $x_i$ and $x_j$ of $f$, $|f(x_i) - f(x_j)| \geq \psi_2(K, \varepsilon)$.

(iv) For $\delta = \psi_3(K, \varepsilon)$ and for each critical point $x_i$ of $f$, there exists a coordinate transformation $\varphi : \mathbb{B}^n_\delta(x_i) \rightarrow \mathbb{R}^n \in C^r$ such that

$$f \circ \varphi^{-1}(y_1, \ldots, y_n) = y_1^2 + \cdots + y_i^2 - y_{i+1}^2 - \cdots - y_n^2 + \text{const},$$

and $\|\varphi\|_{C^{k-1}} \leq M(K, \varepsilon)$.

(v) If $\|\nabla f(x)\| \leq \eta(K, \varepsilon)$, then $x \in \mathbb{B}^n_\delta(x_i)$, with $x_i$ is a critical point of $f$.

The proof of (i) is based on the suggestion of Y. Yomdin (see [14]). The proofs of (ii), (iii), (iv) and (v) are based on the quantitative inverse theorem and the quantitative Morse lemma in section 2.

Proof. 

(i) Let $\varepsilon > 0$. Applying Theorem 2.10,

$$M(r, \Delta(Df_0, \gamma, \mathbb{B}^n) \cap \mathbb{B}^n_\varepsilon) \leq cR_k(f_0)^\frac{1}{2} \sum_{i=0}^{n} \left(\frac{\gamma}{R_k(f_0)^i r^{\frac{1}{2i}}}\right)^i.$$
When $r < 1$ and $\gamma < rR_k(f_0)^{\frac{1}{k}}$,

$$M(r, \Delta(Df_0, \gamma, \overline{B}^n) \cap B^n_\varepsilon) \leq cR_k(f_0)^{\frac{n}{k}} \frac{1}{r^{\frac{n}{k}}} \sum_{i=0}^{n} \left( \frac{\gamma}{rR_k(f_0)^{\frac{n}{k}}} \right)^i \leq cR_k(f_0)^{\frac{n}{k}} \frac{1}{r^{\frac{n}{k}}} \frac{1}{1 - \frac{\gamma}{rR_k(f_0)^{\frac{n}{k}}}}.$$ 

So the Lebesgue measure of $\Delta(Df_0, \gamma, \overline{B}^n) \cap B^n_\varepsilon$,

$$m(\Delta(Df_0, \gamma, \overline{B}^n) \cap B^n_\varepsilon) \leq r^n m(\overline{B}^n) M(r, \Delta(Df_0, \gamma, \overline{B}^n) \cap B^n_\varepsilon) \leq r^n m(\overline{B}^n) cR_k(f_0)^{\frac{n}{k}} \frac{1}{r^{\frac{n}{k}}} \frac{1}{1 - \frac{\gamma}{rR_k(f_0)^{\frac{n}{k}}}}.$$ 

Let

$$r(\varepsilon) = \frac{1}{2} \min(\varepsilon, \left(\frac{\varepsilon}{c^n R_k(f_0)^{\frac{n}{k}}}\right)^{\frac{1}{k-1}}),$$

and

$$\gamma(K, 2\varepsilon) = R_k(f_0)^{\frac{1}{k}} r(\varepsilon)(1 - \frac{r(\varepsilon)^n cR_k(f_0)^{\frac{n}{k}}}{\varepsilon^n r(\varepsilon)^{\frac{n}{k}}}) > 0,$$

with $R_k(f_0) = \frac{K}{(k-1)!}$. We get

$$m(\Delta(Df_0, \gamma, \overline{B}^n) \cap B^n_\varepsilon) < \varepsilon^n m(\overline{B}^n) = m(B^n_\varepsilon).$$

So we can choose a $\gamma(K, 2\varepsilon)$-regular value $v$ of $Df_0$, with $\|v\| < \varepsilon$.

Now, let $h : \overline{B}^n \to \mathbb{R}$ be a linear mapping with $Dh = -v$ and $f = f_0 + h$. Then $\|h\|_c \leq \varepsilon, Df = Df_0 - v$, and $Hf = Hf_0 = D(Df_0)$. So $0$ is a $\gamma(K, 2\varepsilon)$-regular value of $Df$, and at each critical point $x_i$ of $f$, we have

$$\|Hf(x_i)\| \geq \gamma(K, 2\varepsilon). \quad (3.1)$$

By Remark 2.6, the smallest absolute value of the eigenvalues of the Hessian $Hf(x_i)$ is at least $\psi_1(K, 2\varepsilon) = \gamma(K, 2\varepsilon)$.

(ii) Consider $Df : \overline{B}^n \to \mathbb{R}^n$. Suppose that $x_i$ is a critical point of $f$. Then applying (3.1) we obtain

$$\delta' = \frac{1}{2} \frac{1}{\|Hf(x_i)\|^{-1}} \geq \frac{1}{2} \gamma(K, 2\varepsilon).$$

Choose $\delta' = \frac{1}{2} \gamma(K, 2\varepsilon)$, we have

$$\|D(Df)(x) - D(Df)(x_i)\| = \|D(Df_0)(x) - D(Df_0)(x_i)\| \leq K\|x - x_i\|,$$

hence, if $\|x - x_i\| \leq \frac{\delta'}{K}$, we get

$$D(Df)(x) \in D(Df)(x_i) + \delta' B_{n \times n}.$$
Therefore, if \( r = \frac{\delta'}{K} \), then every \( x \in B^n_r(x_i) \) we obtain

\[
D(Df)(x) \in D(Df)(x_i) + \delta'B_{n \times n}.
\]

Thus, applying Theorem 2.4, \( Df \) is invertible in 

\[
B^n_{\frac{\delta'}{2K}}(x_i) = B^n_{\frac{\delta'(K,\varepsilon)}{8K^2}}(x_i).
\]

Hence, \( Df^{-1}(0) \) is unique in \( B^n_{\frac{\delta'(K,\varepsilon)}{8K^2}}(x_i) \), i.e. \( x_i \) is the unique critical point of \( f \) in the ball \( B^n_{\frac{\delta'(K,\varepsilon)}{8K^2}}(x_i) \).

So if \( x_i, x_j \) are different critical points of \( f \), we have

\[
d(x_i, x_j) \geq d(K, 2\varepsilon) = \frac{1}{4} \frac{\gamma^2(K, 2\varepsilon)}{K^2} > 0.
\]

Therefore, the number of critical points \( x_i \) does not exceed

\[
N(K, 2\varepsilon) = M \left( \frac{1}{4} \frac{\gamma^2(K, 2\varepsilon)}{K^2}, B^n \right).
\]

(iii) Suppose that the number of critical points of \( f \) being \( N, N \leq N(K, 2\varepsilon) \), and critical values of \( f \) ordered as follows:

\[
f(x_1) \leq f(x_2) \leq \ldots \leq f(x_N).
\]

For each critical point \( x_i \) of \( f \), set

\[
U_i = B^n_{\frac{\delta'(K,\varepsilon)}{2K}}(x_i) \cap \overline{B^n}, \quad B_i = B^n_{\frac{\delta'(K,\varepsilon)}{4K^2}}(x_i) \cap \overline{B^n}.
\]

We call \( \lambda_i : \overline{B^n} \rightarrow [0, 1] \) the mapping of class \( C^\infty \), where

\[
\lambda_i(x) = \begin{cases} 0, & x \notin U_i \\ 1, & x \in B_i \end{cases}
\]

with all derivatives uniformly bounded by \( C_1 \). Set \( \tilde{f} = f + \lambda \), with

\[
\lambda : \overline{B^n} \rightarrow \mathbb{R}, \quad \lambda(x) = \sum_{i=1}^{N} c_i \lambda_i(x), \text{ where } c_i = i \cdot \frac{\varepsilon}{2C_1kN^2} > 0.
\]

From (ii) we obtain every \( U_i \) disjoint, and we have \( \| \lambda \|_{C^k} \leq \tilde{\varepsilon} \).

Thus \( \tilde{f} \) will be a Morse function having the same critical points as \( f \) and these will have the same indices. Moreover, \( \tilde{f}(x_i) = f(x_i) + c_i \). Hence, with \( x_i, x_j \) are critical points, \( i \neq j \), we obtain

\[
|\tilde{f}(x_i) - \tilde{f}(x_j)| = |f(x_i) + c_i - f(x_j) - c_j| \geq \frac{\varepsilon}{2kC_1N^2} > 0. \quad (3.2)
\]
Therefore, replacing the linear mapping \( h \) in \((i)\) by 

\[
h = h_1 + \lambda,
\]

with \( h_1 : \mathbf{B}^n \to \mathbb{R} \) being a linear mapping such that \( Dh_1 = -v \), and \( v \) is a \( \gamma(K, \varepsilon) \)-regular value of \( Df_0 \), at a distance of most \( \frac{\varepsilon}{2} \) from 0, we get

\[
\|h\|_{C^k} = \|h_1 + \lambda\|_{C^k} \leq \varepsilon,
\]

and \( f = f_0 + h = f_0 + h_1 + \lambda \) to satisfy \((i)\) and \((ii)\), with

\[
\psi_1(K, \varepsilon) = \gamma(K, \varepsilon); \quad d(K, \varepsilon) = \frac{1}{4} \frac{\gamma^2(K, \varepsilon)}{K^2}, \quad N(K, \varepsilon) = M \left( \frac{1}{4} \frac{\gamma^2(K, \varepsilon)}{K^2}, \mathbf{B}^n \right).
\]

Moreover, by \((3.2)\), for any \( i \neq j \), we have

\[
|f(x_i) - f(x_j)| \geq \psi_2(K, \varepsilon) = \frac{\varepsilon}{2kC_1N^2(K, \varepsilon)} > 0.
\]

\((iv)\) According to \((ii)\), we only need to prove \((iv)\) for each critical point \( x_i \).

Moreover, we may assume \( x_i = 0 \), \( f(x_i) = 0 \).

Let \( Q_0 \in \text{Gl}(n) \) be a linear transformation satisfying the condition of Remark 2.12 such that

\[
^tQ_0 H f(0) Q_0 = D_0.
\]

The coordinate transformation \( \varphi \) is constructed as follows.

First, let \( \mathcal{B} : \mathbf{B}^n \to \text{Sym}(n) \in C^{k-1} \) in a open set contain \( \mathbf{B}^n \), be defined by

\[
\mathcal{B}(x) = B_x = (b_{ij}(x))_{1 \leq i, j \leq n},
\]

where

\[
b_{ij}(x) = \int_0^1 \int_0^1 \frac{\partial^2 f}{\partial x_j \partial x_i}(stx)dsdt, 1 \leq i, j \leq n.
\]

Then

\[
f(x) = \sum_{i,j=1}^n b_{ij}(x)x_i x_j \text{ and } \mathcal{B}(0) = A = H f(0).
\]

Applying Lemma 2.11, we get

\[
\mathcal{P} : U(A) \to \text{Gl}(n),
\]

being of class \( C^\omega \) such that \( \mathcal{P}(A) = Q_0 \), and if \( \mathcal{P}(B) = Q \) then \(^tQBQ = D_0\).

According to the Mean Value Theorem and Remark 2.12, the condition to apply Lemma 2.11 is

\[
\|H f(x) - A\| \leq (K + \varepsilon)\|x\| \leq \frac{1}{2n\|Q_0\|^2} = \frac{1}{2n}\sigma_{\text{min}}(A),
\]
or
\[ \|x\| \leq \frac{1}{(K + \varepsilon)2n\|Q_0\|^2} = \frac{1}{(K + \varepsilon)2n}\sigma_{\min}(A). \]
Set \( \delta = \psi_3(K, \varepsilon) = \frac{1}{(K + \varepsilon)2n}\gamma(K, \varepsilon) \) and
\[ \varphi : U_\delta(0) \to \mathbb{R}^n, \quad y = \varphi(x) = Q_x^{-1}x, \quad \text{with } Q_x = \mathcal{P}(B_x). \]
We have
\[ f(x) = t' x B_x x = t' y(Q_x B_x Q_x y) = t' y D_0 y = y_1^2 + \cdots + y_i^2 - y_{i+1}^2 - \cdots - y_n^2. \]
To prove \( \|\varphi\|_{C^{k-1}} \leq M(K, \varepsilon) \), present \( \varphi \) as the following composition
\[ \varphi : x \in U_\delta(0) \xrightarrow{B} B_x \xrightarrow{\mathcal{P}} Q_x \xrightarrow{\text{Inv}} Q_x^{-1} \xrightarrow{L} \varphi(x) = Q_x^{-1}x. \]
By the construction \( B \in C^{k-1} \), and by the assumption, the partial derivatives of \( B \)
\[ \|\partial^\alpha B(x)\| \leq K, \text{ for all } \alpha \in \mathbb{N}^n, |\alpha| \leq k - 1. \]
Since \( U(A) \) is compact, there exists \( M_1(K, \varepsilon) > 0 \) such that
\[ \|\partial^\alpha \mathcal{P}(B)\| \leq M_1(K, \varepsilon), \text{ for all } B \in U(A), |\alpha| \leq k - 1. \]
Similarly, since \( \mathcal{P}(U(A)) \) is compact, there exists \( C_2(K, \varepsilon) > 0 \) such that
\[ \|\partial^\alpha \text{Inv}(Q)\| \leq C_2(K, \varepsilon), |\alpha| \leq k - 1, \text{ for all } Q \in \mathcal{P}(U(A)). \]
Let
\[ \overline{L} : U_\delta \times \text{Inv}(\mathcal{P}(U(A))) \to \mathbb{R}^n, \overline{L}(x, Q') = Q' x. \]
Then \( \overline{L} \) is a bilinear form. Hence there exists \( C_3(K, \varepsilon) > 0 \) such that
\[ \|\partial L\| \leq C_3(K, \varepsilon), \|\partial^\alpha L\| = 0, \text{ for } |\alpha| \geq 2, \text{ and } (x, Q') \in U_\delta \times \text{Inv}(\mathcal{P}(U(A))). \]
Since \( \partial^\alpha \varphi \) can be represented as a sum of products of \( \partial^\alpha B, \partial^\alpha \mathcal{P}, \partial^\alpha \text{Inv} \) and
\( \partial^\alpha L \), with \( |\alpha_j| \leq |\alpha|, j = 1, \ldots, 4 \), there exists \( M(K, \varepsilon) > 0 \) depending on \( K \),
\( M_1(K, \varepsilon), C_2(K, \varepsilon) \) and \( C_3(K, \varepsilon) \) such that \( \|\varphi\|_{C^{k-1}} \leq M(K, \varepsilon). \)
(v) Consider \( Df : \mathbb{B}^n \to \mathbb{R}^n. \) Then for \( x_i \) is critical point of \( f \), we have
\[ Df(x_i) = 0, \|Df(x)\| = \|Df(x) - Df(x_i)\| \text{ for all } x \in \mathbb{B}^n, \]
moreover
\[ \sigma = \frac{1}{2} \frac{1}{\|Hf(x_i)\|} \geq \frac{1}{2} \gamma(K, \varepsilon). \]
We have
\[ \|D(Df)(x) - D(Df)(x_i)\| \leq (K + \varepsilon)\|x - x_i\|. \]
hence with $\|x - x_i\| \leq \frac{\sigma}{K + \varepsilon}$, and $\sigma = \frac{1}{2} \gamma(K, \varepsilon)$, we obtain

$$D(Df)(x) \in D(Df)(x_i) + \sigma B_{n \times n}.$$  

Therefore, if $r = \min(\frac{\sigma}{K + \varepsilon}, \frac{1}{\sigma_n} \gamma(K, \varepsilon))$, then

$$D(Df)(x) \in D(Df)(x_i) + \sigma B_{n \times n}, \text{ for all } x \in B^n_r(x_i).$$  

Hence, applying Theorem 2.4 there exist neighborhoods $U$ and $V$ of $x_i$ and $Df(x_i)$, respectively, such that $Df$ is invertible, with

$$U = B^n_{\frac{r \sigma}{2(K + \varepsilon)}}(x_i), \quad V = B^n_{\frac{r \sigma}{2}}(0).$$

So, with $\eta(K, \varepsilon) = \frac{r \sigma}{2} = \frac{1}{4} r \gamma(K, \varepsilon)$, as $\|\text{grad} f(x)\| \leq \eta(K, \varepsilon)$ we have

$$x \in B^n_{\frac{r \sigma}{2(K + \varepsilon)}}(x_i) \subset B^n_{\psi \gamma(K, \varepsilon)} (x_i).$$

□
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