ProLab: perceptually uniform projective colour coordinate system
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ABSTRACT In this work, we propose proLab: a new colour coordinate system derived as a 3D projective transformation of CIE XYZ. We show that proLab is far ahead of the widely used CIELAB coordinate system (though inferior to the modern CAM16-UCS) according to perceptual uniformity evaluated by the STRESS metric in reference to the CIEDE2000 colour difference formula. At the same time, angular errors of chromaticity estimation that are standard for linear colour spaces can also be used in proLab since projective transformations preserve the linearity of manifolds. Unlike in linear spaces, angular errors for different hues are normalized according to human colour discrimination thresholds within proLab. We also demonstrate that shot noise in proLab is more homoscedastic than in CAM16-UCS or other standard colour spaces. This makes proLab a convenient coordinate system in which to perform linear colour analysis.

INDEX TERMS color, mathematical model, linearity, image representation, image color analysis, noise measurement

I. INTRODUCTION

The purpose of this work is to develop a new colour coordinate system for the analysis of colour images of the visible light spectrum. Most existing algorithms for colour analysis operate with distances in a colour space, and some of them also rely on linear properties of colour distributions. Meanwhile, the colour space metric, as a rule, is not derived strictly from physical models, but rather from the properties of human colour perception using psychophysiological experimental data. The colour coordinate system proposed in this work is based on the colour perception model as well as on physical models of image formation, so for accurate problem statement we have to provide a detailed introduction. Sections I-A and I-B are dedicated to colour models in psychophysics; Sections I-C and I-D to the aspects of colour image formation and processing. Then, in Section I-E, we formulate the problem to be solved and propose the general idea of the solution. Section I-F addresses the most relevant works in the field. In Section I-G, the desired properties of the proposed coordinate system are listed.

A. COLOUR SPACES AND COLOUR COORDINATE SYSTEMS

The human perception of colour is defined by the spatial distribution of retinal irradiance and the internal state of the visual system. Under photopic conditions, there are three types of active cones, the reactions of which can be considered continuously dependent on the irradiance. Under the assumption that photoreceptors are negligibly small and uniformly distributed, the response to the irradiance at each point on the retina can be represented as three scalar reactions. All other elements of the visual system employ not arbitrary parameters of the irradiance, but these three scalar reactions exclusively. In this model, given a fixed internal state, the colour perception caused by a uniformly illuminated part of the retina depends on a three-dimensional manifold, regardless of the visual system’s complexity and its internal state. We shall call such a manifold a colour space, and its elements we call colours.

To perform colour mapping, various colour coordinate systems are used. In any of them, the coordinates of the colour vector $c$ are related to the spectral irradiance $F(\lambda)$ through some vector functional $\Psi$, which can be additionally parameterized with context information and the internal state...
\( \theta \) of the visual system:

\[
c = \Psi_\theta[F(\lambda)],
\]

(1)

where \( \lambda \) is the light wavelength. The colour coordinate space is called linear if \( \Psi \) is linear for fixed \( \theta \).

In 1853, Grassmann showed in his experiments [1] that under colorimetric conditions, a linear 3D colour coordinate system of the human vision system can be constructed, while the internal state of the latter can be neglected due to these conditions. This reduced the problem of determining the colour space for the human eye to a linear colour coordinate-based construction in the spectral irradiance space \( F(\lambda) \). In this system, the relationship between the retinal spectral irradiance and the colour coordinates is constructed analytically:

\[
c_\theta = \int_0^\infty F(\lambda)X(\lambda)d\lambda,
\]

(2)

where \( X(\lambda) \) are the colour matching functions of a standard observer, and \( c_\theta \) are the colour coordinates in CIE XYZ.

Thus far, various colour coordinate systems have been proposed for the standard observer. These systems vary in terms of their suitability for the certain applications [2]. Some of them imply colorimetric conditions. Others are related to the various colour perception models, which parametrize \( \theta \) in one way or another. Assuming that the visual context and the internal state do not affect the spectral sensitivity, the coordinate vectors in any of such coordinate systems can be expressed via CIE XYZ coordinates independently of \( F(\lambda) \):

\[
c_\Phi = \Psi_{\Phi,0}[F(\lambda)] = \Phi_0(c_\lambda),
\]

(3)

where \( \Phi_0 \) is the transformation from CIE XYZ to the given coordinate system under known internal state \( \theta \).

Usually, colour perception models consider at least the adaptation of the visual system to the dominant illumination [3]. In von Kries’ model [4], this is expressed within the transformation (3) as a component-wise division of the input coordinate vector \( c_\lambda \) by the light source coordinate vector \( c_\lambda^*\theta \):

\[
\Phi_{\theta}(c_\lambda) = \Phi_{\theta}
\left(\text{diag}(c_\lambda^*\theta)^{-1}c_\lambda\right),
\]

(4)

where \( \Phi_\theta \) is a transformation that is independent of the illumination.

In systems with the same adaptation model, the coordinate transformation could be performed bypassing CIE XYZ and, obviously, such transformation does not require information on the illumination:

\[
\begin{align*}
c_a &= A_\theta(c_\lambda) \overset{\text{def}}{=} A_\theta
\left(\text{diag}(c_\lambda^*\theta)^{-1}c_\lambda\right) \\
c_b &= B_\theta(c_\lambda) \overset{\text{def}}{=} B_\theta
\left(\text{diag}(c_\lambda^*\theta)^{-1}c_\lambda\right) \\
\implies c_b &= B_\theta(A_\theta^{-1}(c_a)),
\end{align*}
\]

(5)

where \( c_a \) and \( c_b \) are the colour coordinate vectors in the two coordinate systems, defined by the transformations \( A_\theta \) and \( B_\theta \), respectively.

B. EVALUATION METRIC AND PERCEPTUAL UNIFORMITY

Psychophysical experiments not only reveal the spectral basis of the colour space perceived by people, but they also help to determine its metric parameters. This can be done, for instance, by measuring changes in the thresholds in spectral stimuli for a human eye at different points of the colour space. The colour coordinate space is called perceptually uniform (hereinafter – uniform) if the Euclidean distances between colours in it correspond to the differences perceived by a human eye. Liminal difference vector lengths are uniform across all of the points and in any direction in such a space. The CIE XYZ linear coordinate system provides a colour space with a natural Euclidean representation, but it is significantly non-uniform in this regard.

There have been many attempts to create a uniform colour coordinate space. In 1948, Richard Hunter proposed the first uniform space, Hunter Lab [5]. Later, David MacAdam proposed a space based on a research by Dean Judd [6]. This space was standardized by CIE in 1960 as a uniform chromaticity space (CIE 1960 UCS). As its name implies, this coordinate system does not include any brightness component. Soon after that, Gunter Wyszecki proposed a space [7] based on the latter one, that was adopted as the CIE 1964 (U*, V*, W*) Color Space (or CIEUVW). It allowed for the calculation of the colour differences even with mismatched brightness. In 1976, CIELAB space was developed based on Hunter Lab [8]. It is still the most used uniform colour coordinate system when it comes to complex stimuli (images) analysis.

However, the CIELAB space is only approximately uniform, so from the moment of its inception, there have been continuous attempts to create more uniform coordinate systems (e.g. [9]). At the same time, non-Euclidean colour difference formulas were being developed in order to provide more precise correlation with experiment regarding human perception. The successful outcome of these efforts was the CIEDE2000 formula [10], [11], which is still considered the most accurate one available [12]. Nevertheless, for some applications it is preferable to operate in colour coordinate spaces with uniform Euclidean distance (e.g. for the development of effective search structures). Therefore, uniform spaces are still being actively researched and developed. Currently, the CAM16-UCS space [13], developed in 2016, is considered to be the accuracy standard among these.

C. COLOUR SPACES OF VISIBLE SPECTRUM CAMERAS

With certain reservations, all of the aforesaid can also be attributed to technical visual systems. Of course, we are not considering the perception of technical systems. In technical vision systems, the term ‘colour’ usually means a three-dimensional vector that is passed for further processing. Also, the internal state \( \theta \) of such systems, as a rule, could be neglected or considered to be known. But the most important thing is that the spectral basis of camera space is significantly
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different from the standard observer ones. Moreover, colour
spaces of cameras made by different manufacturers are usu-
ally mismatched.

In order to use the colour coordinates of one colour space
within another one, a mapping between these colour spaces
must be built. This concept is invalid in the general case: an
element of any colour space corresponds to an infinite set of
metameric spectral irradiance; this set can be mapped into a
set of significant volume of the different colour space.

The quality of colour reproduction under different con-
ditions depends on the choice of a particular mapping.
Various mathematical models have been proposed for its
construction. The most commonly used is a linear one [14].
Non-linear colour mappings – polynomial [15] and root-
polynomial [16] – are also well-known. Both of these show
better accuracy in experiments. The latter model is also
invariant to changes in brightness, like the linear one. In [17],
an interesting approach is discussed: the linear mapping
parameters are considered to be dependant on the dominant
illumination estimation. The latter is obtained via analysis
of the input image using some algorithm (the dependency of
$\Theta$ is established). Also, in [18] possible refinements of the
experimental pipeline are proposed, and in [19] the choice of
loss function minimized for model fitting is discussed.

When dealing with mass-market visible-light cameras,
the calibration transformation into standard observer colour
space is considered to be known, which allows for the
assignment of the human colour space coordinates to the
captured colours. As a rule, the method for the evaluation
of the transformation parameters and, sometimes, the model
of such a transformation itself are hidden from the user.

**D. IMPORTANCE OF LINEAR MANIFOLDS IN COLOUR
IMAGE ANALYSIS**

In technical systems, the algorithms for colour image analysis
and processing are based on both human colour perceptual
models and physical models of image formation. The most
famous among the latter is, probably, the dichromatic reflec-
tion model proposed by Shafer [20]. This model assumes
that the colour distribution of the uniformly coloured glossy
dielectric surface, illuminated by a single source, forms a
plane in the linear colour coordinate space. The assertion of
the linear degeneration of the colour distribution was already
formulated early, at least by 1975 [21], but Shafer’s model
additionally specified the shape of the colour distribution on
the plane. This model was further developed and generalized,
so that the list of conditions under which the colour distribu-
tions of uniformly coloured objects form linear manifolds of
various dimensions was expanded [22], [23]. We shall call
all the models of such a family linear models of colour image
formation.

Linear models are used, for instance, in colour based image
segmentation [23]–[26], as well as in computational colour
constancy. The main problem of the latter is to estimate the
colour of the light source of a scene. One of the ways to solve
this is to find the intersection of two dichromatic planes in
the linear colour coordinate space. According to the linear
model, the chromaticity of the direction vector of the planes’
intersection is the same as the chromaticity of the dominant
light source [27]. This technique is used in various colour
constancy algorithms [28], [29].

Note that in earlier works on this topic, only colour distri-
butions forming two-dimensional linear sub-spaces were
considered. However, the algorithms developed later consider
a more realistic model which includes diffused light, where
the considered manifolds do not pass through the origin of
the coordinates [30]. The generalized versions of such an
approach are used in the analysis of scenes with multiple
light sources [23], [31] as well as in multispectral image
analysis [32].

The assumption that the interaction of light with matter
is linear leads to a more obvious and fundamental property
– changes in integral illuminance brightness do not affect
the chromaticity of image pixels regardless of the number
of reflections in the scene, the colouring of the objects, and
chromaticity of the light source. This is what recovery [33]–
[35] and reproduction angular errors [36], widely used in
computational colour constancy, are based on. The first met-
crider considers the angle between the true colour vector of
the illuminance and its estimation. The second considers
the angle between two colour vectors, one of which is the
colour vector of a white surface under the given illumination
normalized channel-wise by the estimated light source chro-
maticity, and the other one corresponds to a white surface
under an equal-energy illuminant (“true white point”).

Such colour constancy algorithms, based on linear mani-
fold incidence along with angular accuracy errors are applied
to linear colour coordinate spaces since in non-linear spaces
the relevant geometric properties of the colour distribution
are not preserved.

**E. THE REASON BEHIND THE DEVELOPMENT OF NEW
COLOUR COORDINATES**

The structural analysis of linear colour distributions mainly
includes two problems. The first one is to estimate the
linear cluster parameters in a colour space using regression
methods, and the key factor here is the tolerance for colour
deviations caused by image noise. The second problem is the
analysis of the mutual positioning of the detected manifolds
in a colour space. The algorithms solving these problems
employ the colour differences directly. So for applications
where these algorithms’ behaviour is expected to be in corre-
spondence with human perception, colour difference metrics
should preferably be in correspondence with human ones.

When applying basic statistical methods to the colour
distribution of the image, the colour noise is considered to be
homoscedastic, i.e. the deviations of colour are additive,
well-approximated by a random variable with zero mean,
distributed independently from the observed coordinates, and
invariant to rotation. However, even affine transformations of
colour coordinates can affect the additive noise anisotropy.
Non-linear transformations can also make the parameters of
colour distribution dependant on the observed colour coor-
dinates. Thus, the correctness of the results obtained via basic
statistical methods significantly depends on the coordinate
system in which the colour distributions are analysed.

The problem is further complicated by the fact that image
noise is not homoscedastic in the space of linear sensor
responses [37]. This means that basic regression methods
provide non-optimal estimation of the colour manifolds’
positioning even in linear colour spaces. As a result, both
non-linear and linear colour spaces are poorly applicable
for structural analysis: the physical models in perceptually
uniform spaces are over-complicated, and the noise is het-
eroscedastic [38]: while in linear spaces the errors are not
correlated with human perceptual differences, and noise ho-
omoscedasticity is also not guaranteed for linear spaces. The
same goes for the problem of angular errors: in linear colour
spaces, deviations by the same angle in different directions
are not guaranteed to be equally perceived by the human eye,
while in perceptually uniform spaces equal chromaticities
form a curve, so the concept of angle is poorly applicable
here.

So, our goal is to construct a perceptually uniform space of
colour coordinates that preserves the linearity of sub-spaces
and manifolds. Moreover, it is preferable that the sensor noise
in this space would be as homoscedastic as possible.

F. HOMOGRAPHY OF 3D COLOUR COORDINATES

If the preservation of manifold linearity required the linearity
of the transformation, our goal would be hardly achievable.
First, linear transformations cannot make noise more ho-
omoscedastic since the Jacobian matrix of a linear transforma-
tion is constant across the space. (But it is possible to correct
the noise anisotropy.) Also, linear transformations cannot
significantly improve perceptual uniformity of the space:
colours that are equally spaced in CIE XYZ coordinates are
not perceptually uniform on the achromatic axis, and affine
transformations preserve the ratio of segment lengths located
along any line.

But in fact, the class of transformations that preserve the
linearity of the manifolds is much wider: it includes any
projective transformations. Unlike affine transformations,
projective ones allow for the change of the elements across
the space in different ways. Fig. 1 illustrates a projective
transformation compressing the space in the vicinity of one
point and stretching the space in another while keeping all of
the lines straight. This hints that a solution with acceptable
uniformity is possible, i.e. a colour coordinate system with
the desired properties can be developed.

Projective transformations of colour coordinates are al-
ready widely used in various applications [39]. However,
projective transformations are usually applied only to the
chromaticity plane. Apparently, MacAdam [40] was the first
researcher who proposed projective transformations for
the construction of a uniform colour space, but in his pioneering
work as well as in later papers, only two dimensional trans-
formations are considered.

In 2003, the first work introducing the transformation of
the entire colour space was published [41]. It employed
3D projective transformation for colour gamut matching for
various projector devices. Later, the same approach was ap-
p lied to photo-realistic colour transfer between images [42].
Both cases employ mutual calibration of two images rather
than transforming into some reference space with a dif-
f erent metric. The latter method was used in work which
shows that fixed 3D dimensional projective colour coordinate
transformation improves the results of colour-based image
segmentation [43].

G. PROPOSED COLOUR COORDINATE SYSTEM

In this work, we propose proLab: a uniform colour coordinate
system for the standard observer which is based on a three-
dimensional projective transformation of CIE XYZ coordi-
nates. We demonstrate the following advantages of the new
coordinate system:

- ProLab is far ahead of the commonly used uniform
  system CIELAB according to perceptual uniformity
  (although inferior to CAM16-UCS).
- The image shot noise is more homoscedastic in proLab
  than in other uniform spaces.
- Among the uniform systems, ProLab is the only one
  which preserves the linearity of colour manifolds; this
  property allows for the employment of angular accuracy
  of colour reproduction and for linear colour analysis in
  accordance with a human colour difference metric.
- The transformation from CIE XYZ to proLab has an
  elegant analytical expression, and it is computationally
  efficient compared with CAM16-UCS and the even
  more primitive CIELAB.

We presented the idea of constructing the proLab coor-
dinate system for the first time at 25th Symposium of the
International Society for Color Vision in 2019 [44], but the
construction methodology and a numerical study of proLab
properties in detail are discussed for the first time in the current work. Moreover, the model parameters have been estimated more accurately compared to the one presented at the Symposium.

H. OUTLINE OF THE MAIN RESULTS: PAPER STRUCTURE

The main part of the article is organized as follows. Four sections are focused on the construction of the proLab coordinate system. In Section II, we introduce the necessary notation, construct the basic model of the transformation from CIE XYZ to proLab, and discuss how to determine the transformation parameters that do not affect the metric. In Section III, a priori restrictions on proLab metric parameters are given. In Section IV, we introduce a function quantifying the perceptual uniformity of colour coordinates. In Section V, we provide the optimal proLab parameters along with the step-by-step methodology to obtain them.

Then, we study the properties of the resulting colour coordinate system. In Section VI, we propose a function to quantify the deviation of the colour coordinate noise parameters from homoscedasticity. In Section VII, the noise model for the colour sensor is constructed, and noise parameters estimated on a raw image from an open dataset are provided. In Section VIII, we provide a numerical comparison of proLab properties with the existing coordinate systems in terms of uniformity and noise homoscedasticity. In the Discussion, we review some qualitative properties of the proposed coordinate space and also suggest possible optimizations of proLab parameters. In the Conclusion, the main results of this work are summarized.

II. BASICS OF PROLAB COLOUR MODEL

Let us now construct a colour coordinate space of the standard observer, so that colour manifolds linear in CIE XYZ will remain linear in the constructed space as well. In addition, we require the Euclidean distance in this space to approximate the colour differences determined in a certain way.

Let us denote the CIE XYZ colour coordinate space as \( C_x \), the CIELAB coordinate space as \( C_l \), and the constructed space as \( C_p \). By \( L \) we denote the transformation from \( C_x \) to \( C_l \), and by \( P \) from \( C_x \) to \( C_p \). As follows from the requirement of the manifolds’ linearity preservation, \( P \) is a three-dimensional projective transformation. Let us parametrize any projective transformation in standard matrix notation denoted by italics (e.g. matrix \( P_{ij} \in \mathbb{R}^{4 \times 4} \) corresponds to the transformation \( P \)).

Let \( T_h \) and \( T_c \) be functions for transformation between Cartesian and homogeneous coordinates:

\[
T_h(c) \overset{\text{def}}{=} \begin{bmatrix} c \end{bmatrix}, \quad c \in \mathbb{R}^3,
\]

\[
T_c(h) \overset{\text{def}}{=} \begin{bmatrix} I_3 & 0 \end{bmatrix} \begin{bmatrix} h \end{bmatrix}, \quad h \in \mathbb{R}^4, \quad h_4 \neq 0,
\]

where \( I_3 \) is the \( 3 \times 3 \) identity matrix. Then

\[
P(c_x) = T_c \left( PT_h(c_x) \right), \quad c_x \in C_x, \quad P(c_x) \in C_p. \tag{7}
\]

Any requirements on metrics over \( C_p \) define \( P \) only up to a similarity in \( C_p \). Indeed, applying a rigid transformation to \( C_p \) does not change distances, while isotropic scaling is equivalent to a change in the distance measuring units. To make the solution unique, we need to introduce some additional restrictions on \( P \).

Let us build the coordinate system that could replace CIELAB in the simplest possible way. First of all, we require distances in \( C_p \) to model the dominant light source adaptation in the same way as in CIELAB. For this purpose, let us consider the simplified von Kries model \([4]\), performing the component-wise division of the input vector coordinates \( c_x \) by the light source colour coordinates \( c^*_x \in C_x \). Let us denote the adaptation transformation as \( N \). This transformation is projective, and its corresponding transformation matrix can be defined as:

\[
N \overset{\text{def}}{=} \text{diag} \left( T_h \left( c^*_x \right) \right)^{-1}. \tag{8}
\]

Now \( P \) can be decomposed into the adaptation transformation \( N \) and the transformation \( Q \) independent of the dominant light source:

\[
P = Q \circ N, \quad Q = (q_{ij}) \in \mathbb{R}^{4 \times 4}, \tag{9}
\]

where \( \circ \) is the function composition operator. In addition, we require the black point \( 0 \) to be preserved by \( P \):

\[
P(0) = 0. \tag{10}
\]

Then \( Q \) can be written as follows:

\[
Q(\varphi, \rho, \mu) = R_1(\varphi_1)R_2(\varphi_2)R_3(\varphi_3)Z(\rho)M(\mu), \tag{11}
\]

where \( R_i(\varphi) \) is a matrix for rotation by an angle \( \varphi \) about an axis \( i \), \( Z(\rho) \) is the isotropic scaling matrix with a scaling factor \( \rho > 0 \), and \( M(\mu) \) is a special matrix which defines \( C_p \)’s metric properties:

\[
M(\mu) \overset{\text{def}}{=} \begin{bmatrix} \mu_1 & \mu_2 & \mu_3 & 0 \\ 0 & \mu_4 & \mu_5 & 0 \\ 0 & 0 & 1 & 0 \\ \mu_6 & \mu_7 & \mu_8 & 1 \end{bmatrix}, \quad |M| > 0, \tag{12}
\]

where \( \mu \in \mathbb{R}^8 \) is a vector of metric parameters.

Decomposition (11) allows us to determine the metric parameters \( \mu \) separately from the similarity parameters \( \varphi \) and \( \rho \). Here, we do not consider mirroring of the coordinate system, as the simultaneous fulfilment of conditions \( |M| > 0 \) and \( \rho > 0 \) itself keeps the colour hues’ traversal order around the achromatic axis the same as in CIE XYZ and CIELAB. Also note that the matrices \( R_i(\varphi) \) and \( Z(\rho) \) are defined up to multiplication by a nonzero scalar. In order to define these matrices, we require the bottom right element to be equal to one. Hence,

\[
p_{44} = q_{44} = 1. \tag{13}
\]
Consider the metric parameters \( \mu \) to be known. Now, let us fix the rest of the parameters. First, let us set the direction and overall scale of the lightness axis as in CIELAB:

\[
\mathbf{P}(\mathbf{c}_x^*) = \begin{bmatrix} 100 & 0 & 0 \end{bmatrix}^T.
\] (14)

This condition defines parameters \( \varphi_2, \varphi_3, \) and \( \rho \) unambiguously, while the rotation angle \( \varphi_1 \) around the lightness axis is still undefined. In order to fix this parameter as well, let us require the hues of the saturated colours to be arranged around the lightness axis as little as possible:

\[
\begin{cases}
C_{l, k}^* = \left\{ \begin{bmatrix} 50 & 80 & 0 \\ -80 & 50 & 0 \\ 0 & 0 & 50 \end{bmatrix} \right\},
\end{cases}
\] (15)

Then we choose \( \varphi_1 \) so that the coordinates of the selected points in \( C_p \) differ from those in \( C_l \) as little as possible:

\[
\varphi_1^{opt} = \arg\min_{\varphi_1} \sum_{c_1 \in C_{l, k}^*} \left\| c_1 - \mathbf{T}_c \left( \mathbf{P}(\mathbf{c}_p, \rho, \mu) / \mathbf{T}_h \left( \mathbf{L}^{-1}(c_1) \right) \right) \right\|^2_2.
\] (16)

The \( \varphi_1^{opt} \) can be found analytically by finding optimal rotation \([45]\).

Summarizing the above, we fully determine proLab as the transformation \( \mathbf{P} \) constructed via the following steps:

- The optimal metric parameters \( \mu \) of the matrix \( \mathbf{M} \) (12) are calculated according to the metric requirements.
- The scale and the lightness axis orientations are set to be the same as in CIELAB (14).
- The colour axes orientation is determined according to (16).
- Normalization (9) is taken into account.

### III. ADDITIONAL RESTRICTIONS ON PROLAB PARAMETERS

Now let us define a subspace of the metric parameters, \( \mu \), over which the proLab colour model can be interpreted meaningfully. First of all, we should note that not every projective transformation maps the original gamut into a bounded region. Let us require this natural property.

In the space \( C_x \), let a plane given by the equation

\[
[p_{41} \quad p_{42} \quad p_{43}] \mathbf{c}_x + p_{44} = 0,
\] (17)

be called a horizon of the space \( C_p \). On the horizon, the denominator of the rational transformation \( \mathbf{P} \) vanishes. The gamut image in \( C_p \) is a bounded region if and only if the preimage of this gamut in \( C_x \) does not intersect with the horizon.

Now let us formulate a simple sufficient condition under which the gamut is bounded in \( C_p \). This condition does not require knowledge of the gamut shape. Note that the gamut of any light source in \( C_x \) always lays within an orthotropic rectangular box, the main diagonal of which connects vertices \( \mathbf{0} \) and \( \mathbf{c}_x^* \). All eight vertices of such a box can be listed as follows:

\[
\text{diag} \left( \mathbf{c}_x^* \right) \mathbf{b}, \quad \mathbf{b} \in \{0, 1\}^3.
\] (18)

Taking into account the normalization (13), the condition on the gamut to be bounded in \( C_p \) can be written as the condition on all these vertices to be on the same side with regards to the horizon (17):

\[
[p_{41} \quad p_{42} \quad p_{43}] \text{diag} \left( \mathbf{c}_x^* \right) \mathbf{b} + 1 \geq 0, \quad \mathbf{b} \in \{0, 1\}^3.
\] (19)

Now let us determine \( \mu \) under which this condition is fulfilled. From (8), (9) and (11), it follows that

\[
\begin{bmatrix} \mu_6 & \mu_7 & \mu_8 \end{bmatrix} = \begin{bmatrix} q_{41} & q_{42} & q_{43} \end{bmatrix} = \begin{bmatrix} p_{41} & p_{42} & p_{43} \end{bmatrix} \text{diag} \left( \mathbf{c}_x^* \right),
\] (20)

so the condition (19) can be rewritten as

\[
\begin{bmatrix} \mu_6 & \mu_7 & \mu_8 \end{bmatrix} \mathbf{b} + 1 \geq 0, \quad \mathbf{b} \in \{0, 1\}^3.
\] (21)

Note that for \( \mathbf{b} = \mathbf{0} \) this condition is fulfilled for any \( \mu \).

Now let us introduce one more restriction. As with the coordinate \( \mathbf{L}^* \) of the CIELAB space, we would like the first coordinate of proLab to represent the lightness. Therefore, we require the following:

\[
0 \leq \mathbf{c}_0, \quad \mathbf{c}_1 \leq \mathbf{c}_x^*, \quad \mathbf{c}_1 - \mathbf{c}_0 \in \mathbb{R}_{\geq 0}^3
\Longrightarrow (\mathbf{P}(\mathbf{c}_1) - \mathbf{P}(\mathbf{c}_0))^T \hat{\mathbf{e}}_L \geq 0,
\] (22)

where \( \hat{\mathbf{e}}_L \defeq \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T \) is the lightness unit vector (here and hereafter, we denote inequality for a vector as a system of inequalities restricting each of the coordinates). This restriction means that within the bounding box of the gamut, increase of any coordinate in CIE XYZ should not lead to a decrease in the lightness coordinate in proLab.
Let us simplify the requirement (22). To do this, we consider a set of planes with equal lightness (the first coordinate) in proLab. In $C_p$, they can be expressed as

$$L^+ = L^+_s, \quad L^+ \stackrel{\text{def}}{=} e_L^T c_p.$$  \hfill (23)

Since $P$ is projective, the preimage of the set of these planes forms a pencil of planes in $C_x$. At $0 \leq L^+_s \leq 100$, the preimages of planes in $C_x$ cross the rectangular box (18). Since we have already required the condition (19), we can consider the angle of the preimage rotation around the pencil axis to be a monotonic and continuous function of $L^+_s$ within the given range. Then condition (22) is equivalent to the requirement that the coordinates of the normals should be of one sign. Since the sign of a normal's coordinates cannot be changed twice, we can instead require all coordinates of normals to the extreme planes (with equations $c_b^\pm$) and $[c_b^\pm - c_b^\mp]$, respectively.

Let us substitute these parameters into the condition (28) and expand $M$ in terms of the definition (12):

$$\begin{bmatrix} c_b^* T \ 0 \\ c_b^* T \ c_b^* \end{bmatrix} \begin{bmatrix} \mu_1 & \mu_2 & \mu_3 \\ 0 & \mu_4 & \mu_5 \\ 0 & 0 & 1 \end{bmatrix} \geq 0_{2,3}. \hfill (31)$$

From the definition (8), it follows that $NT_b(c_x^*) = 1$, so

$$c_b^* = T_c(MNT_b(c_x^*)) = T_c(M1). \hfill (32)$$

Taking into account (12), we get

$$c_b^* = m / m, \quad m = \begin{bmatrix} \mu_1 + \mu_2 + \mu_3 \\ \mu_4 + \mu_5 \\ 1 \end{bmatrix}, \hfill (33)$$

Due to the condition (21) $m \geq 0$, the inequality (31) is equivalent to

$$\begin{bmatrix} m m^T & 0 \\ m m^T & -m^T m \end{bmatrix} \begin{bmatrix} \mu_1 & \mu_2 & \mu_3 \\ 0 & \mu_4 & \mu_5 \\ 0 & 0 & 1 \end{bmatrix} \geq 0_{2,3}. \hfill (34)$$

Finally, taking into account the 7 restrictions on $\mu$ given in (19) and the 6 restrictions given in (34), we obtain 13 additional restrictions on the proLab parameters in a form

$$f_i(\mu) \geq 0,$$  \hfill (35)

where $f_i(\mu)$ are polynomials of third or smaller degree.

IV. PERCEPTUAL UNIFORMITY CRITERIA

In the region bounded by the above inequalities, let us find a vector $\mu$ which maximizes perceptual uniformity. The perceptual uniformity of a colour coordinate space implies the accuracy of the perceptual colour differences approximation by Euclidean distances in this space. In order to quantify non-uniformity, the STRESS (STandardized REsidual Sum of Squares) criterion is usually employed: the higher the STRESS value, the worse the uniformity [12], [46]–[48].

Let $a$ denote the vector of colour differences estimated in one approximation, and let $b$ denote the vector of the same colour differences estimated in some other approximation,
such that \( \|\mathbf{a}\| \neq 0 \) and \( \|\mathbf{b}\| \neq 0 \). The STRESS criterion for these two vectors is defined as follows:

\[
\text{STRESS}(\mathbf{a}, \mathbf{b}) \overset{\text{def}}{=} \frac{\|k\mathbf{a} - \mathbf{b}\|_2}{\|\mathbf{b}\|_2}, \quad k = \frac{\mathbf{a}}{\|\mathbf{a}\|_2},
\]

and it is easy to see that the STRESS criterion is equal to the absolute value of the sine of the angle between \( \mathbf{a} \) and \( \mathbf{b} \):

\[
\text{STRESS}(\mathbf{a}, \mathbf{b}) = \sqrt{1 - \frac{(\mathbf{a}, \mathbf{b})^2}{\|\mathbf{a}\|_2^2 \|\mathbf{b}\|_2^2}} = |\sin \theta_{\mathbf{a}\mathbf{b}}|.
\]

This criterion is symmetric and invariant to scaling by either of the two compared estimations:

\[
\text{STRESS}(k\mathbf{a}, \mathbf{b}) = \text{STRESS}(\mathbf{a}, k\mathbf{b}), \quad k \neq 0.
\]

Hence, fixing the colour coordinate scale as given by the condition (14) does not affect correspondence evaluation via the STRESS criterion.

This criterion is also invariant to equal permutations of colour difference vector components:

\[
\text{STRESS}(M_x\mathbf{a}, M_x\mathbf{b}) = \text{STRESS}(\mathbf{a}, \mathbf{b}),
\]

where \( M_x \) is an arbitrary permutation matrix. Thus, STRESS can be defined on a multiset of ordered difference pairs. Let us consider \( \omega = \{(a_i, b_i) \mid 1 \leq i \leq n\}, \mathbf{a}, \mathbf{b} \in \mathbb{R}^n \) as a finite sample of ordered pairs of real numbers. The STRESS criterion for this sample is defined in an obvious way:

\[
\text{STRESS}(\omega) \overset{\text{def}}{=} \text{STRESS}(\mathbf{a}, \mathbf{b}).
\]

The STRESS value can be significantly dependent on the distribution of measured samples. The values measured in perceptual experiments (as in [12]), or obtained using colour difference formulas (as in [49], [50]) are used as a reference. The disadvantage of the first approach is the fixed and limited number of samples (3657 colour pairs among all datasets as of 2001 [11]), so here the question arises about the space coverage and the sample distribution balance. The disadvantage of the second approach is the additional approximation error. In this work we use the second approach, employing the CIEDE2000 formula [10], [11] as the reference.

Following [50], let us construct the pairs from the colour vectors uniformly distributed within the light source gamut in the CIELAB space. However, unlike [50], we do not place an upper bound on the colour difference in each pair as we do not want to be limited to the analysis of small differences only.

Let us denote the D65 gamut as \( G \subset C_L \), and the uniform sample from this gamut as \( G_n \), \( G_n \subset G \), \( |G_n| = n \). We shall similarly denote the uniform sample of the gamut’s colour pairs as \( G_n^2 \) \( (G_n^2 \subset G^2 \subset C_L^2, \ |G_n^2| = n) \). Finally, we denote the reference CIEDE2000 colour difference of the colour pair \( p \in C_L^2 \) as \( \Delta E_{94}^0(p) \); as \( \Phi \) – the transformation into the considered space \( C_\Phi \) from \( C_L \), and as \( \Phi_L \) – the same from \( C_L \) \( (\Phi_L = \Phi \circ L^{-1}) \), where \( \circ \) is the composition of transformations. Then the criterion of non-uniformity of the colour coordinate space \( C_\Phi \) over the sample \( G_n^2 \) can be written as follows:

\[
U[\Phi, G_n^2] \overset{\text{def}}{=} \text{STRESS}(\omega),
\]

\[
\omega = \{(\|\Phi_L(c_a) - \Phi_L(c_b)\|_2, \Delta E_{94}^0(p)) \mid p = (c_a, c_b) \in G_n^2\}.
\]

V. OPTIMAL PROLAB PARAMETERS

To obtain proLab parameters according to all the aforesaid, we performed the following steps:

1) We computed the grid of points on the surface of the D65 gamut \( G \), using the method described by V. Maksimov in [51]. Two-dimensional triangulation was constructed for these points. This allowed \( G \) to be approximated by a polyhedron with \( \approx 20,000 \) faces. Since \( G \) is a convex set, in further analysis we used a system of linear inequalities to check whether the points were inside of the gamut \( G \). Each of the inequalities verifies the position of points relative to one of the faces.

2) The sample \( G_{2n_1} \) consisting of \( 2n_1 \) independent and identically distributed CIELAB colours that belonged to \( G \) was generated, where \( n_1 = 10,000 \). By dividing the sample \( G_{2n_1} \) into \( n_1 \) pairs, a sample of \( G_{n_1}^2 \) pairs was formed.

3) To determine the metric parameters \( \mu^{opt} \), we solved the optimization problem with penalty functions [52]:

\[
\mu^{opt} = \arg \min_{\mu \in \mathbb{R}^n} U[\mu, G_{n_1}^2] +
\]

\[
+ \sum_{i=1}^{14} \max(0, -f_i(\mu))^2,
\]

where \( \Sigma \) is a parameter of the penalty function method, \( f \) is a vector of functions corresponding to the conditions given above: \( f_1 = |M| = \mu_1 \mu_4 \) – to the condition (12), \( \{f_2, ..., f_8\} \) – to 7 non-trivial linear conditions (21), and \( \{f_9, ..., f_{14}\} \) – to 6 cubic conditions (34). To calculate the criterion \( U \), we obtained values \( \Delta E_{94}^0 \) according to procedures described in [53]. The problem (42) was solved numerically via multistart sequential quadratic programming [54], [55]. As a result, we obtained the following matrix of metric parameters (12):

\[
M = \begin{bmatrix}
2.1591 & -1.7823 & -0.0713 & 0 \\
0 & 2.0866 & 0.2103 & 0 \\
0 & 0 & 1 & 0 \\
0.7554 & 3.8666 & 1.6739 & 1
\end{bmatrix}
\]

4) To fully determine matrix \( Q \) (11), we found parameters \( \varphi \) and \( \rho \) analytically (see section II). As a result, the following matrix \( Q \) was formed:

\[
Q = \begin{bmatrix}
75.5362 & 486.661 & 167.387 & 0 \\
617.7141 & -595.4477 & -22.2664 & 0 \\
48.3433 & 194.9377 & -243.281 & 0 \\
0.7554 & 3.8666 & 1.6739 & 1
\end{bmatrix}
\]
Among various scenes, MLSDCR contains raw images of each point $c$:

$$\Sigma \in \mathbb{R}^{3 \times 3}$$

estimate the heteroscedasticity of colour vector noise in the homoscedastic. To validate this, let us construct a criterion to for colour distribution analysis consider the image noise as by a camera are always noisy. As a rule, statistical methods as we mentioned in the introduction, colour values captured

$$\lambda$$

variance of output values is linear:

$$\sigma^2_{g_i} = \sigma^2_{g}$$

independent of the sensor irradiance.

Let us construct a noise model for the original sensor colour values captured

$$\omega = \{ (\lambda_i^{1/2} [\Sigma_{\phi} (\Phi_L(c_{i}))], 1) | c_1 \in G_n, 1 \leq i \leq 3 \}.$$  

where $\lambda_i[A]$ is the $i$-th eigenvalue of a matrix $A$.

VI. CRITERION OF NOISE HETEROSCEDASTICITY

As we mentioned in the introduction, colour values captured by a camera are always noisy. As a rule, statistical methods for colour distribution analysis consider the image noise as homoscedastic. To validate this, let us construct a criterion to estimate the heteroscedasticity of colour vector noise in the space of colour coordinates.

Let us consider the colour coordinate space $C_\phi$ with known transformation $\Phi : C_z \rightarrow C_\phi$. We assume that at each point $c_\chi \in C_\chi$ the noise is approximately additive with zero mean and a known covariance matrix $\Sigma_\chi(c_\chi)$. Then, covariance of noise in $C_\phi$ space could be roughly expressed as follows:

$$\Sigma_\phi(c_\phi) = J_\phi(c_\chi) \Sigma_\chi(c_\chi) J_\phi^T(c_\chi), \quad c_\chi = \Phi^{-1}(c_\phi),$$  

(46)

where $J_\phi$ is the Jacobian matrix of the transformation $\Phi$.

We consider the noise to be homoscedastic if all three eigenvalues of its covariance matrix are equal throughout the gamut. Then, on the colour sample $G_n$, we can estimate the hardware noise heteroscedasticity in space $C_\phi$ as follows:

$$H[\Phi, G_n] \triangleq \text{STRESS} (\omega),$$

$$\omega = \{ (\lambda_i^{1/2} [\Sigma_{\phi} (\Phi_L(c_{i}))], 1) | c_1 \in G_n, 1 \leq i \leq 3 \},$$  

(47)

where $\lambda_i[A]$ is the $i$-th eigenvalue of a matrix $A$.

VII. NOISE PARAMETERS IN SENSOR COLOUR SPACE AND OTHER SPACES

Let us construct a noise model for the original sensor colour space. A quite simple model of output values for a single-channel image, which nevertheless agrees well with experiments, was proposed by Jähne in [37]:

$$s = g n + \varepsilon, \quad n \sim \text{Pois}(s_0), \quad \mathbb{E}(\varepsilon) = 0,$$  

(48)

where $s$ is a random sensor response, $g$ is a gain coefficient, $n$ is a random number of registered electrons, $s_0$ is an expected sensor response value at $g = 1$, and $\varepsilon$ is additive noise independent of the sensor irradiance.

According to (48), the relationship between the mean and variance of output values is linear:

$$\mathbb{V}(s) = g \mathbb{E}(s) + \mathbb{V}(\varepsilon).$$  

(49)

To verify this model, let us take the MLSDCR (Multiple Light Source Dataset for Colour Research) dataset [57], which was captured using a Canon 5D Mark III camera. Among various scenes, MLSDCR contains raw images of the colorchecker (see Fig. 3); parameters of the calibration transformation from the camera colour space into the standard observer colour space (in sRGB coordinates) are also provided.

Let us estimate the noise parameters for each patch (uniformly coloured area) of the colour chart. The measurement accuracy of colour calibration experiments may be limited by irradiance non-uniformity [18]. Thus, we need to track irradiance uniformity but only inside each patch, not between them. To reduce the impact of irradiance non-uniformity, we take a small central area of $42 \times 42$ Bayer mosaic pixels (see Fig. 3) for each patch of the colour chart. We also take into account that different mosaic elements can have different noise parameters. In the Canon 5D Mark III camera, a standard (RGGB) Bayer mosaic is used, so for each of the 18 patches we shall form a sample $S_i (1 \leq i \leq 72)$ of sensor responses for uniform irradiance. Joint histograms of colour coordinates through the sample elements demonstrate significant noise heteroscedasticity (see Fig. 4).

Let us estimate the mean and variance of the sensor responses for each element of $S_i$:

$$\hat{\mathbb{E}}_i = \overline{S}_i, \quad \hat{\mathbb{V}}(\varepsilon) = \frac{(S_i - \overline{S}_i)^2}{N}, \quad 1 \leq i \leq 72.$$  

(50)

Using principal component analysis, we estimate parameters of the model given in (49):

$$\hat{g} = 3.38, \quad \hat{\mathbb{V}}(\varepsilon) = 744.$$  

(51)

The relationship between the sample estimations $\hat{\mathbb{E}}(s)$ and $\hat{\mathbb{V}}(s)$ can be approximated with good reliability by linear
Considering that the transformation from linRGB to CIE XYZ described above (52), the covariance matrix of the noise in deviceRGB is described in [57]:

\[ \Sigma_d(c_d) = \text{diag} \left( 3.38 \text{diag}(c_d) + 744 I_3 \right), \quad c_d \in C_d. \] (53)

The transformation matrix from deviceRGB to the standard observer linRGB is described in [57]:

\[ D_1 = \begin{bmatrix} 0.03 \\ 2^{-16} \end{bmatrix} \begin{bmatrix} 41.93 & -2.08 & -37.24 \\ -14.32 & 39.13 & 10.79 \\ -0.02 & -35.39 & 185.52 \end{bmatrix}. \] (54)

Considering that the transformation from linRGB to CIE XYZ is linear [58] and given by the matrix

\[ D_2 \overset{\text{def}}{=} \begin{bmatrix} 0.4125 & 0.3576 & 0.1804 \\ 0.2127 & 0.7152 & 0.0722 \\ 0.0193 & 0.1192 & 0.9503 \end{bmatrix}, \] (55)

we obtain the following transformation matrix from \( C_d \) to \( C_x \):

\[ D^{-1} = D_2 D_1 = 10^{-6} \begin{bmatrix} 5.5711 & 3.0892 & 10.0585 \\ -0.6066 & 11.4383 & 6.0363 \\ -0.4189 & -13.2786 & 80.9631 \end{bmatrix}. \] (56)

The sensor noise covariance matrix in CIE XYZ space is equal to

\[ \Sigma_x(c_x) = D^{-1} \Sigma_d(Dc_x) D^{-T}, \quad c_x \in C_x. \] (57)

By substituting the parameter values from (53) and (56) in (57), we obtain the numerical colour noise model for our camera in space \( C_x \).

VIII. COMPARE THE PERFORMANCE OF PROLAB WITH OTHER PERCEPTUALLY UNIFORM COLOUR SPACES

We estimate the perceptual non-uniformity further according to the criterion (41): \( U_T[\Phi] = [U[\Phi, G_{n_2}^2]], \) where \( \Phi \) is the transformation from CIE XYZ by which the system is defined. In order to do this, we form an independent test sample \( G_{n_2}^2 \) of \( n_2 = 100 \, 000 \) pairs, according to the method described in section V.

Let us also construct a test \( G_{n_2} \) of individual colours to estimate noise heteroscedasticity. In doing so, we require all of the colour vectors not only to belong to the D65 source gamut, but also to be reproducible by the camera – i.e. we require each component of the colour vectors to be non-negative in deviceRGB space:

\[ c_1 \in G_{n_2} \implies DL^{-1}(c_1) \geq 0. \] (58)

We perform uniform sampling \( G_{n_2} \), from a reproducible sub-area of the gamut and estimate the heteroscedasticity according to the criterion (47): \( H_T[\Phi] = H[\Phi, G_{n_2}^2] \). To calculate \( H_T[\Phi] \), we need to use the noise covariance matrix \( \Sigma_d(c_\Phi) \), which we obtain using approximation (46) along with thecolour noise model (57) in \( C_x \) space.

The proposed colour coordinate space was further compared with the following ones:

- CIE XYZ [2] – basic colour coordinate system of the standard observer;
- CIE xyY [2] – system with distinct chromaticity coordinates;
- LMS [3] – coordinate system that models linearized human cone responses;
- sRGB [58] – colour coordinates used to represent colours on displays and printers (most photos and videos are coded with these coordinates);

### Table 1. Performance of the colour coordinate systems. Bold underlined font indicates the best criteria results; bold only – second best.

| System          | Collineation | \( U_T[\Phi] \) | \( H_T[\Phi] \) |
|-----------------|--------------|-----------------|-----------------|
| LMS             | Yes          | 0.475           | 0.720           |
| deviceRGB       | Yes          | 0.474           | 0.470           |
| CIE XYZ         | Yes          | 0.479           | 0.722           |
| CIE xyY         | Central pencil | 0.296           | 0.822           |
| linRGB          | Yes          | 0.381           | 0.607           |
| sRGB            | No           | 0.316           | 0.830           |
| CIELAB          | No           | 0.259           | 0.848           |
| CAM16-UCS       | No           | 0.177           | 0.696           |
| proLab          | Yes          | 0.209           | 0.565           |
• linRGB [58] – intermediate (without gamma correction) representation of reproduced colours linearly related to CIE XYZ;
• CIELAB [8] – widely spread perceptually uniform colour coordinates;
• CAM16-UCS [13] – the most perceptually uniform coordinate system at the time of writing.

We compare these colour spaces and linear colour coordinates of the camera sensor with proLab via the criteria $U_T$ and $H_T$. The results of quantitative comparison using $U_T$ and $H_T$ are demonstrated in Table 1. We also specify whether each of the colour coordinate systems preserves linearity of the colour manifolds or not. ProLab preserves lines by its construction as well as linear coordinate systems; only CIE xyY has a nontrivial classification by collineation, since it keeps lines passing through 0 as lines. The rest of the colour coordinate systems do not keep even the central pencil linear. As to perceptual uniformity, proLab is inferior to CAM16-UCS – the modern and currently the most accurate space – but it is significantly superior to the common CIELAB uniform space. Also, our experiments show that proLab is inferior in terms of noise homoscedasticity only to the deviceRGB space, the properties of which vary significantly from camera to camera.

Let us employ various visualizations to analyse the differences between colour coordinate spaces more clearly. Figures 6 and 7 show the sRGB display gamut in various colour coordinate spaces. The saturation of colours used for the visualization was decreased significantly on this illustration due to colour coverage restrictions. ProLab preserves the shape of the sRGB gamut as a hexahedron. Another advantage is that proLab, unlike CIELAB, keeps the convexity of the gamut.

In Figure 8, we show the colour non-uniformity over chromaticity diagram with MacAdam ellipses [59], which are just noticeable colour differences (JND) scaled up 10 times; they were originally defined in CIE xyY. To plot them for each given colour space $C_\Phi$, we use a linear approximation of the transformation $\Phi$ around the ellipse centres.

In Fig. 9, we visualize colour non-uniformities with joint distributions of Euclidian distances $\Delta E_0^*$ and CIEDE2000 colour differences $\Delta E_{94}^*$ over test sample $G_{n'_1}$ for each colour coordinate space. On such scatter plots, the thinner the cluster along the line passing through 0, the more perceptually uniform the colour coordinate space is. CAM16-UCS and proLab joint distributions have significantly better shapes than those of the other colour coordinate spaces, but proLab is inferior to CAM16-UCS in the middle range distances. Note that in a region of large Euclidian distances, CAM16-UCS has two distinctly different loci in such region, which means there is significant non-uniformity in this range. Strongly decorrelated regions similar in location and shape are observed in proLab and CIELAB; however, for CIELAB the region is larger and deviates more and farther from the main locus.

To provide detailed visualization of noise heteroscedasticity, we plot charts similar to MacAdam ellipses (Fig. 10). For a set of colours from the sRGB gamut, we model the noise distributions of measurements according to the parameters of the model (52). Each distribution is projected onto the given colour coordinate space and visualized with its averaged colour. The three-dimensional structure of noise parameters is visualized by plotting the lighter colours over the dark ones.

IX. DISCUSSION
A key feature of the proLab design is its projectivity. Within this colour coordinate space, the central projection on any plane bypassing the origin is a chromaticity diagram, since proLab does not shift the coordinate origin. That is, colours that differ only in brightness in the original space of spectral irradiance are mapped into a single point.

Another interesting property of proLab concerns image shot noise. In a noisy image, colour estimation by arithmetic averaging is valid only in linear colour spaces. However, chromaticity estimation by linear regression is invalid even in a linear space, since the amplitude of shot noise depends on the value of the colour coordinates. But in proLab, the linear regression procedure appears to be more correct, due to the noise being more homoscedastic compared to standard linear spaces.

In this work, proLab was constructed for the D65 light source, so the question arises of how to adapt these colour coordinates to a different kind of illumination. In order to achieve the best possible accuracy, we should form sample $C_{n'_1}^2$ of colour pairs over the given light source gamut, and then optimize matrix $Q$ on this sample. But such a procedure is inconvenient and time-consuming, so we suggest using an approach similar to CIELAB: parametrization of the transformation with the light source coordinates, while ‘the kernel’ of the transformation $Q$ is kept the same. We find such an approach to be optimal for proLab as well as for CIELAB, since for both systems the inaccuracy in uniformity is too significant to be fixed by a separate optimization. That is why for light sources other than D65, we suggest using the same elements of the matrix $Q$ as in (44).

For both techniques, the matrix $P$ is finally defined in accordance with the von Kries adaptation model (9). Here we use this simplification just for compatibility with existing solutions, taking into account that the given model is criticized for poor accuracy. Currently, several more accurate adaptation models also named after von Kries are known, which are expressed via linear transformation of colour coordinates [60]. Such models could also be used in proLab, since the replacement of the adaptation model by another linear (and even projective) one does not affect matrix $Q$, and requires only redefinition of matrix $N$.

Depending on the specific task, the metric parameters of proLab could also be modified. Particularly, it is not obvious that pairs with different colour differences $\Delta E_{00}$ should be equally weighted while solving the optimization problem. In
some possible applications large (or small) colour differences could be negligible. In such cases, proLab parameters must be optimized with the same method but on a different $G_{n_1}^2$ sample.

Besides this, the relationship of the $L^+$ axis with brightness can be weakened in order to increase or toughen the perceptual uniformity of the result. Alternatively, the condition (22) could be more strict for LMS colour coordinates. Note that the fulfilment of requirement (22) directly implies the fulfilment of similar requirements on the linRGB coordinates. All elements of transition matrix from linRGB to CIE XYZ are non-negative, and

$$x \in \mathbb{R}_{\geq 0}^n, A \in \mathbb{R}_{\geq 0}^{n \times n} \implies Ax \in \mathbb{R}_{\geq 0}^n,$$

i.e., a non-negative increment in linRGB implies a non-negative increment in CIE XYZ. Since the transformation from sRGB to linRGB is component-wise monotonic, the aforesaid also implies that the lightness component is non-decreasing when increasing the sRGB coordinates. However, in LMS space the same behaviour is not guaranteed as the transformation matrix from LMS to CIE XYZ contains negative elements.

It is important to further study the parameters of noise in various spaces, including proLab. Our interest is focused on the experimental data for various cameras as well as on analytical models for estimation of heteroscedasticity under various conditions. Along with shot noise, these models could also consider sensor signal discreteness. Outside the context of uniform colour spaces, the effects of colour digitization in technical systems have already been studied in [61].

We also note that the secondary locus of the joint distance

![FIGURE 6. The sRGB gamut in various colour coordinate spaces.](image-url)
FIGURE 7. D65 light source gamut in various colour coordinate spaces.

chart shown in Fig. 9 raises the question about the localization of the significantly non-projective parts of the gamut. On the other hand, the strict requirement of projectivity was introduced formally. In practice, the regression errors caused by the non-projectivity of the model may turn out to be insignificant compared to the noise. Therefore, further study could also involve the construction of a low-parametric and computationally simple colour model close to the projective one and with better perceptual uniformity, as well as reduced noise heteroscedasticity.

X. CONCLUSION

ProLab is a novel colour coordinate system that is demonstrated to be superior to CIELAB in perceptual uniformity while still preserving colour manifold linearity. This property is not present in either CIELAB or CAM16-UCS. Reproduction angular errors can be used in proLab, as in linear colour spaces. ProLab, by design, aligns angular errors of different hues to CIEDE2000 perceptual colour differences unlike the previously mentioned systems. Further, we demonstrate that image noise in proLab is more homoscedastic than in other standard spaces, including linear ones. These advantages make proLab a preferred coordinate system in which to perform structural analysis of colour distributions. Because the incidence of linear manifolds is preserved, light source direction can be estimated by the intersection of planes formed by the colour distribution of glossy surfaces in proLab. Estimating manifold coordinates with no additional corrections of noise heteroscedasticity should deliver the same or better accuracy when compared to standard linear spaces.
Furthermore, the mutual positions of manifolds, including angles between lines, in proLab are in correspondence with human perception. The MatLab/Octave implementation is available at https://github.com/konovalenko-iitp/proLab.
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