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Using the “complexity equals action” (CA) conjecture, for an ordinary charged system, it has been shown that the late-time complexity growth rate is given by a difference between the value of $\Phi_H Q + \Omega_H J$ on the inner and outer horizons. In this paper, we investigate the complexity of the boundary quantum system with conical deficits. From the perspective of holography, we consider a charged accelerating black holes which contain conical deficits on the north and south poles in the bulk gravitational theory and evaluate the complexity growth rate using the CA conjecture. As a result, the late-time growth rate of complexity is different from the ordinary charged black holes. It implies that complexity can carry the information of conical deficits on the boundary quantum system.

I. INTRODUCTION

The quantum circuit complexity, defined as the minimum number of elementary gates required to construct a target state from a reference state, has attracted increasing interest in recent years \cite{1, 2}. From the viewpoint of AdS/CFT, Brown et al. suggest that the quantum complexity of state in the boundary theory is corresponding to some bulk gravitational quantities which are called “holographic complexity”. The two most famous conjectures are “complexity equals volume” (CV) \cite{1, 3} and “complexity equals action” (CA) \cite{4, 5}. The former relates the complexity to the volume of extremal codimension-one surfaces in the bulk. The latter relates the complexity to the value of gravitational action within the wheeler-Dewitt (WDW) patch. These conjectures have aroused extensive researchers’ attention to both holographic complexity and circuit complexity in quantum field theory \cite{2, 6–62}.

Here we only consider the CA conjecture which asserts the complexity of the CFT state is given by the numerical value of the gravitational action evaluated on the WDW patch:

$$C_A(\bar{\psi}) = \frac{I_{WDW}}{\pi \hbar}$$

By investigating various black holes, some general behaviors have been uncovered. For example, the response of complexity to perturbations follows the “switchback effect” \cite{31}. Another well understanding behavior is that the late-time complexity grows linearly in time at a rate characterized by the conserved charges and thermodynamic potentials on the inner and outer horizons of the black hole \cite{5, 11, 53, 59}. For the charged and rotating black holes with multiple horizons, a series of works \cite{19, 60, 62, 64} show that the CA complexity grow rate at late times can be expressed as

$$\lim_{t \to \infty} \frac{dC_A}{dt} = \frac{1}{\pi \hbar} [M - \Phi_H Q - \Omega_H J]$$

where $Q$ and $J$ are the electric charges and angular momentum of black holes, $\Omega_H^{(\pm)}$ and $\Phi_H^{(\pm)}$ are the angular velocity associated with the inner and outer horizons respectively and the index $(\pm)$ presents the outer and inner horizon. However, these results are based on the black holes which don’t have conical deficits, and therefore, the corresponding boundary systems don’t have conical deficits. It is natural to ask whether the complexity can reflect the information of the conical deficits on the boundary quantum system. From the viewpoint of AdS/CFT correspondence, a boundary system with conical deficits is dual to a bulk black hole system with conical deficits. Therefore, in this paper we consider the charged accelerating black holes which have two conical deficits on the north and south poles. The charged accelerating black hole solutions were obtained in \cite{65, 67}.

The remainder of this paper is as follows. In Sec. II, we review the geometry of charged accelerating black holes and some thermodynamical quantities. In Sec. III, we evaluate the late-time result of the complexity growth rate using the CA conjecture. In Sec. IV, we give a brief conclusion.

II. GEOMETRY OF CHARGED ACCELERATING BLACK HOLE

In this paper, we consider the four-dimensional charged accelerating black holes with the bulk action

$$I_{\text{bulk}} = \frac{1}{16\pi} \int_M \epsilon(R - 2\Lambda - \mathcal{F}),$$

with $\mathcal{F} = F_{ab} F^{ab}$, in which $R$ is the Ricci scalar, $\Lambda$ is cosmological constant, and $F = dB$ with electromagnetic filed $B$ is the electromagnetic strength. We consider the solutions which have maximally symmetries. It means the curvature scalar $R$ is a constant, i.e., $R = R_0 = 4\Lambda (R_0 < 0{\text{ for AdS black hole}})$. The corresponding equations of motion reads

$$R_{ab} - \frac{1}{4} R g_{ab} = 2 T_{ab}, \quad \nabla_a F^{ab} = 0$$

with

$$T_{ab} = F_a \wedge F_{bc} - \frac{1}{4} \mathcal{F} g_{ab}.$$
According to Eqs. (4), the line element of the charged accelerating black hole solution reads
\[
ds^2 = \frac{1}{\Omega^2} \left[ \frac{N(r)}{\alpha^2} \frac{dt^2}{r^2} + \frac{1}{N(r)} \frac{dr^2}{r^2} + r^2 \left( \frac{d\theta^2}{H(\theta)} + H(\theta) \sin^2 \theta \frac{d\phi^2}{k^2} \right) \right],
\]
where
\[
\Omega = 1 + Ar \cos \theta,
\]
\[
N(r) = (1 - A^2 r^2) \left( 1 - \frac{2m}{r} + \frac{q^2}{r^2} \right) - \frac{R_0 r^2}{12},
\]
\[
H(\theta) = 1 + 2m \cos \theta + q^2 A^2 \cos^2 \theta,
\]
\[
\alpha = \sqrt{\Xi \left( 1 + \frac{12A^2 \Xi}{R_0} \right)}, \quad \Xi = 1 + q^2 A^2.
\]
In this black hole solution, the conformal factor \(\Omega\) determines the conformal boundary
\[
r_b = -\frac{1}{\alpha \cos \theta}.
\]
Note that \(A, m, q\) are the acceleration, mass and electric parameters of the black hole. \(k\) stands for the conical deficits of the black hole on the north and south poles. The parameter \(\alpha\) is used to rescale the time coordinate so that one can get a normalized Killing vector at conformal infinity. Solving Eqs. (4) for gauge field, we get
\[
B_a = -\frac{q}{\alpha r} (dt)_a.
\]
Thermodynamics of the charged accelerating black hole has been studied in Ref. [67]. The mass of charged accelerating black hole is given by
\[
M = m(1 - A^2 r^2 \Xi) / k \alpha.
\]
We are considering charged accelerating black holes in Einstein gravity, the entropy \(S\) of charged accelerating black hole can be written as
\[
S = \frac{A_H}{4},
\]
where \(A_H\) is the area of the event horizon in the charged accelerating black hole. The temperature of the event horizon can be obtained as
\[
T = \frac{f'(r_+)}{4\pi \alpha}.
\]
The electric charge of charged accelerating black can be written as
\[
Q = \frac{1}{4\pi} \int \star F.
\]
The conjugate electric potential of the event horizon is
\[
\Phi_H^{(+)} = \frac{q}{\alpha r_+}.
\]
In Fig. 1, we show the Penrose diagram of charged accelerating black holes with two killing horizons. \(H^+\) and \(H^-\) are the corresponding outer and inner horizons. We show the change of the Wheeler-DeWitt patch, in which we fix the left boundary at \(t_L \rightarrow \infty\) and vary the right boundary.

III. COMPLEXITY GROWTH RATE IN CA CONJECTURE

In this section, we evaluate the growth rate of the holographic complexity for the charged accelerating black holes based on the CA conjecture. It means we need to evaluate the on-shell action within the WDW patch. To make the variational principle well-posed, the total action should include boundary terms, joint terms, and counterterms. Therefore, the total action can be written as
\[
I_{\text{total}} = I_{\text{bulk}} + \frac{1}{8\pi} \int_B d^4x \sqrt{|h|} |K| + \frac{1}{8\pi} \int_S d^3\theta \sqrt{\gamma} \kappa
\]
\[
+ \frac{1}{8\pi} \int_N d\lambda d^2\theta \sqrt{\gamma} \kappa + \frac{1}{8\pi} \int_N d\lambda d^2\theta \sqrt{\gamma} \Theta \ln(l_c \Theta),
\]
where \(B, S, N\) are the non-null and null segments of the boundary of the WDW patch, and \(S\) is a two-dimensional joint of the nonsmooth boundary. Here, \(h_{ab}\) and \(K\) are the induced metric and trace of the extrinsic curvature, \(\gamma_{ab}\) is the induced metric on the cross section of the null segment. \(\lambda, \kappa, \Theta, \Theta_\kappa\) are the parameter of the null generator \(k^a\) on the null segment, the parameter \(\lambda\) is given by \(k^a \nabla_a k^b = \kappa k^b\) and it measures the failure of \(\lambda\) to be an affine parameter, \(\Theta = \nabla_a k^a\) is the expansion scalar of the null generator, and \(l_c\) is some arbitrary constant parameter.

In Fig. 1, we show the Penrose diagram of charged accelerating black holes which has two killing horizons. The spacetime is invariant under shift transformation \(t_R \rightarrow t_R - \delta t, t_L \rightarrow t_L + \delta t\). Therefore, we can fix the left boundary time \(t_L = \infty\) and vary the right boundary time \(t_R\), i.e., we only need to evaluate the action within the regions \(\delta M^{(+)}\) to show the late-time complexity growth rate.
A. Bulk Contributions

In this subsection, we calculate the contributions from bulk action. This corresponds to bulk region \( \Delta M^{(2)} \). Since we can use the same technology for \( \Delta M^{(1)} \), we will neglect the index \((\pm)\). From Eqs. (4), we have

\[
R_{ab} - \frac{1}{4} R_0 g_{ab} = 2F_a^c F_{bc} - \frac{1}{2} \mathcal{F}_{ab} \tag{16}
\]

The bulk action within region \( \Delta M^{(\pm)} \) can be written as

\[
I_{\Delta M} = \frac{1}{16\pi} \int_{\Delta M} \left( \frac{1}{2} R_0 - \mathcal{F} \right) d^4x
\]

\[
= \frac{1}{16\pi} \delta I \int_N \left( \frac{1}{2} R_0 - \mathcal{F} \right) \ast k ,
\]

where \( k (\pm) \) is the Killing vector field of the inner and outer horizons. Considering a Killing vector field \( k^a \) and using the killing equation \( \nabla_a k_b + \nabla_b k_a = 0 \), we find

\[
\nabla_a k_b = - R_{ab} k_l + 2f^b_{,a} k^l .
\]

The second term can be written as

\[
k^a F_{ac} F^{bc} = k^a (dA)^a_{bc} F^{bc}
\]

\[
= F_{bc} \nabla c A_c + F_{bc} \nabla c \Phi
\]

\[
= - \nabla_a (\Phi F^{ab}) + \Phi \nabla_a F^{ab}
\]

with

\[
\Phi = - A_a k^a .
\]

Thus, we have

\[
2 \nabla_a k^a = - \frac{1}{2} R_0 k^b + 4 \nabla_a (\Phi F^{ab}) + \mathcal{F} k^b .
\]

Using Eqs. (21), Eq. (17) can be written as

\[
\left( \frac{1}{2} R_0 - \mathcal{F} \right) \ast k = d \ast k - 4 d \ast (\Phi F)
\]

Using the above result, we obtain

\[
\frac{16\pi I_{\Delta M}}{\delta t} = \int_N d^4 x \left( d k - 4 \Phi F \right)
\]

\[
= \int_{r_0} \ast d k - \int_{r_h} \ast d k - 4 \int_{r_0} \Phi \ast F + 4 \int_{r_h} \Phi \ast F
\]

\[
- \int_{\theta = \epsilon} \ast d k - 4 \ast (\Phi F) + \int_{\theta = \pi - \epsilon} \ast d k - 4 \ast (\Phi F)
\]

Therefore, conical deficits won’t affect the bulk action’s growth rate.

Using the definition of the black hole entropy, we have

\[
\frac{1}{16\pi} \int_{r_h} \ast d k = TS . \tag{25}
\]

Considering \( \Phi(r_h) = \Phi_0 \) is a constant on the horizon, using the definition of electric charge, we have

\[
Q = \frac{1}{4\pi} \int \ast F . \tag{26}
\]

Combing the above result, the late-time growth rate of bulk action becomes

\[
\lim_{t \to \infty} \frac{d I_{\text{bulk}}}{dt} = [\Phi H Q + TS]_+ . \tag{27}
\]

B. Joint Contributions

In this subsection, we will calculate the contribution from the joint term. Without loss of generality, we choose the affine parameter for the null generator \( l^a \) of the right null surface. Meanwhile, we require \( l^a \) satisfies \( \mathcal{L}_l l^a = 0 \). We first focus on the joint point \( r = r_c \) which is the intersection point of the inner horizon. The inner horizon is generated by the killing vector \( k^a \) and it satisfies

\[
k^a \nabla_a k^a = \Phi k^a . \tag{28}
\]

Therefore, the affinely generator on the horizon can be constructed as \( \tilde{k}^a = e^{-\kappa r} k^a = e^{-\kappa r} (\frac{r}{\pi})^a \). The transformation parameter can be written as

\[
\eta(\tilde{r}) = \ln \left( -\frac{1}{2} \tilde{k}^a \tilde{l}_a \right) = -\kappa \eta + \ln \left( -\frac{1}{2} k^a l_a \right) . \tag{29}
\]

Using the above relation, the joint contribution at \( r = r_c \) can be written as

\[
\frac{d I_{\text{joint}}}{dt} = \frac{1}{8\pi} \frac{d}{dt} \int_s d^2 \theta \sqrt{\mathcal{G}} \eta = - \kappa \frac{L}{2\pi} S = - T^{(-)} S^{(-)} . \tag{30}
\]

A similar calculation shows the contribution from past meeting point \( r = r_c \) has the same form. The late-time growth rate of joint contribution is given by

\[
\lim_{t \to \infty} \frac{d I_{\text{joint}}}{dt} = T^{(+)} S^{(+)} - T^{(-)} S^{(-)} . \tag{31}
\]

From Eq. (27), we see this term will cancel \( TS \) term in bulk contribution.
C. Counterterm Contributions

In this subsection, we will evaluate the counterterm contributions. The counterterm contributions can be written as

\[
I_{ct} = \frac{1}{8\pi} \int d\lambda d^2\theta \sqrt{\gamma} \ln(I_{ct}(\Theta))
\]

(32)

We first consider the upper two null segments. The right null segment is generated by \(l^\alpha\). The left null segment is on inner horizon and we choose the affinely null generator \(k^a = e^{-ik} k^a\). In previous subsection, we require the null generator \(l^\alpha\) satisfies \(\mathcal{L}_l l^\alpha = 0\). It is easy to see \(\mathcal{L}_l \Theta = 0\) for both generators. Therefore, the rate of counterterm contributions vanish.

D. Surfaces Contributions

From Eq. (6), we see the metric has two conical deficits at the north pole (\(\theta \to 0\)) and south pole (\(\theta \to \pi\)). The trace of extrinsic curvature \(K \to \infty\) when \(\theta \to 0\) and \(\theta \to \pi\). Therefore, we should add two extra boundary surfaces at \(\theta = \varepsilon\) and \(\theta = \pi - \varepsilon\). The surfaces contributions from \(\theta \to 0\) and \(\theta \to \pi\) is given by

\[
\int_{\Sigma} = \frac{\text{sign}(\sigma)}{8\pi} \int_{\Sigma} \varpi,
\]

where \(\text{sign}(\sigma) = -1\) for \(\theta = \varepsilon\), \(\text{sign}(\sigma) = -1\) for \(\theta = \pi - \varepsilon\) and three form \(\varpi\) can be written as

\[
\varpi = \sqrt{|h|} K dt \wedge dr \wedge d\phi.
\]

(34)

Where \(h\) is the determinant of induced metric.

Using the language of differential forms, the above Eq. (33) can be expressed as

\[
I_{\Sigma} = \frac{\text{sign}(\sigma)\delta t}{8\pi} \int_{\Sigma} \xi \cdot \varpi.
\]

(35)

From Eq. (6), we find

\[
\int_{\Sigma} = \frac{\text{sign}(\sigma)\delta t}{8\pi} \int \gamma^{(\pm)} \frac{1}{(1 \pm Ar)^2} dr d\phi
\]

(36)

where \(\gamma^{(\pm)}\) is given by

\[
\gamma^{(\pm)} = -\sqrt{\frac{(1 \pm 2Am + A^2q^2)(1 + 2Am + A^2q^2)R_0}{k^2(1 + A^2q^2)(12A^2 + 12A^4q^2 + R_0)}}.
\]

(37)

Then, at late times, the surfaces contributions can be written as

\[
I_{\Sigma} = \frac{\gamma^{(\pm)}\delta t}{4\pi A} \left( \frac{1}{1 + Ar} - \frac{1}{1 + Ar} \right)
\]

\[
+ \frac{\gamma^{(-)}\delta t}{4\pi A} \left( \frac{1}{1 - Ar} - \frac{1}{1 - Ar} \right)
\]

(38)

E. Complexity growth rate

Combining all the previous results, the late-time complexity growth rate is given by

\[
\frac{1}{\pi h} \frac{dC}{dt} = \left( \Phi^{(-)} - \Phi^{(+)} \right) Q + \frac{\gamma^{(+)}}{4\pi A} \left( \frac{1}{1 + Ar} - \frac{1}{1 + Ar} \right)
\]

\[
+ \frac{\gamma^{(-)}}{4\pi A} \left( \frac{1}{1 - Ar} - \frac{1}{1 - Ar} \right),
\]

(39)

This result is different from the ordinary charged systems. For the ordinary charged systems, it has been shown that the late-time growth rate is \(\Phi^{(-)}Q - \Phi^{(+)}Q\). Because of the conical deficits, there are some extra terms that are evaluated on the inner and outer horizons.

IV. CONCLUSION

In this paper, we considered the charged accelerating black holes which have two conical deficits on the north and south poles in Einstein-Maxwell theory. From the perspective of AdS/CFT, the dual bound system of this bulk gravity also has two conical deficits on the north and south poles. To investigate the influence of the conical deficits on the complexity of the boundary system, we evaluated the growth rate of the CA complexity in charged accelerating black holes. We show that the time complexity growth rate is different from the result Eq. (2) of an ordinary charged system. There is an additional term that is evaluated on the inner and outer horizons. These imply that the complexity can reflect some information of conical deficits in the boundary CFT system.
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