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Abstract
Performance degradation techniques are an important complement to side-channel attacks. In this work, we propose HYPERDEGRADE—a combination of previous approaches and the use of simultaneous multithreading (SMT) architectures. In addition to the new technique, we investigate the root causes of performance degradation using cache eviction, discovering a previously unknown slowdown origin. The slowdown produced is significantly higher than previous approaches, which translates into an increased time granularity for FLUSH+RELOAD attacks. We evaluate HYPERDEGRADE on different Intel microarchitectures, yielding significant slowdowns that achieve, in select microbenchmark cases, three or more orders of magnitude improvement over state-of-the-art. To evaluate the efficacy of performance degradation in side-channel amplification, we propose and evaluate leakage assessment metrics. The results evidence that HYPERDEGRADE increases time granularity without a meaningful impact on trace quality. Additionally, we designed a fair experiment that compares three performance degradation strategies when coupled with FLUSH+RELOAD from an attacker perspective. We developed an attack on an unexploited vulnerability in OpenSSL in which HYPERDEGRADE excels—reducing by three times the number of required FLUSH+RELOAD traces to succeed. Regarding cryptography contributions, we revisit the recently proposed Raccoon attack on TLS-DH key exchanges, demonstrating its application to other protocols. Using HYPERDEGRADE, we developed an end-to-end attack that shows how a Raccoon-like attack can succeed with real data, filling a missing gap from previous research.

1 Introduction

Side Channel Analysis (SCA), is a cryptanalytic technique that targets the implementation of a cryptographic primitive rather than the formal mathematical description. Microarchitecture attacks are an SCA subclass that focus on vulnerabilities within the hardware implementation of an Instruction Set Architecture (ISA). While more recent trends exploit speculation [35, 38], classical trends exploit contention within different components and at various levels. Specifically for our work, the most relevant is cache contention. Percival [48] and Osvik et al. [43] pioneered access-driven L1 data cache attacks in the mid 2000s, then Acıicmez et al. [3] extended to the L1 instruction cache setting in 2010. Most of the threat models considered only SMT architectures such as Intel’s HyperThreading (HT), where victim and spy processes naturally execute in parallel. Yarom and Falkner [60] removed this requirement with their groundbreaking FLUSH+RELOAD technique utilizing cache line flushing [30], encompassing cross-core attacks in the threat model by exploiting (inclusive) Last Level Cache (LLC) contention.

In this work, we examine the following Research Questions (RQ).

RQ 1: Research Question 1
With respect to SMT architectures, are CPU topology and affinity factors in performance degradation attacks?

Allan et al. [6] proposed DEGRADE as a general performance degradation technique, but mainly as a companion to FLUSH+RELOAD attacks. They identify hot spots in code and repeatedly flush to slow down victims— in the FLUSH+RELOAD case, with the main goal of amplifying trace granularity. Pereida García and Brumley [49] proposed an alternate framework for hot spot identification. We explore RQ 1 in Section 3 to understand what role physical and logical cores in SMT architectures play in performance degradation. Along the way, we discover the root cause of DEGRADE which we subsequently amplify. This leads to our novel HYPERDEGRADE technique, and Section 4 shows its efficacy, with slowdown factors in select microbenchmark cases remarkably exceeding three orders of magnitude.

RQ 2: Research Question 2
Does performance degradation lead to FLUSH+RELOAD traces with statistically more info. leakage?
Nowadays, Flush+Reload coupled with DEGRADE is a standard offensive technique for academic research. While both Allan et al. [6] and Pereida García and Brumley [49] give convincing use-case specific motivation for why DEGRADE is useful, neither actually show the information-theoretic advantage of DEGRADE. Section 5 closes this gap and partially answers RQ 2 by utilizing an existing SCA metric to demonstrate the efficacy of DEGRADE as an SCA trace amplification technique. We then extend our analysis to our HYPERDEGRADE technique to resolve RQ 2. At a high level, it shows HYPERDEGRADE leads to slightly noisier individual measurements yet positively disproportionate trace granularity.

RQ 3: Research Question 3
Can HYPERDEGRADE reduce adversary effort when attacking crypto implementations?

RQ 2 compared HYPERDEGRADE with previous approaches from a theoretical point of view. In Section 6 we compare the three approaches from an applied perspective, showing a clear advantage for HYPERDEGRADE over the others.

RQ 4: Research Question 4
Can a Raccoon attack (variant) succeed with real data?

Merget et al. [39] recently proposed the Raccoon attack (e.g. CVE-2020-1968), a timing attack targeting recovery of TLS 1.2 session keys by exploiting DH key-dependent padding logic. Yet the authors only model the SCA data and abstract away the protocol messages. Section 6 answers RQ 4 by developing a microarchitecture timing attack variant of Raccoon, built upon Flush+Reload and our new HYPERDEGRADE technique. Our end-to-end attack uses real SCA traces and real protocol (CMS) messages to recover session keys, leading to loss of confidentiality. We conclude in Section 7.

2 Background

2.1 Memory Hierarchy

Fast memory is expensive, therefore computer system designers use faster yet smaller caches of slower yet larger main memory to benefit from locality without a huge price increase. A modern microprocessor has several caches (L1, L2, LLC) forming a cache hierarchy [44, Sect. 8.1.2], the L1 being the fastest one but smaller and tightly coupled to the processor. Caches are organized in cache lines of fixed size (e.g., 64 bytes). Two L1 caches typically exist, one for storing instructions and the other for data. Regarding this work, we are mainly interested in the L1 instruction cache and remaining levels.

When the processor needs to fetch some data (or instructions) from memory, it first checks if they are already cached in the L1. If the desired cache line is in the L1, a cache hit occurs and the processor gets the required data quickly. On the contrary if it is not in the L1, a cache miss occurs and the processor tries to fetch it from the next, slower, cache levels or in the worst case, from main memory. When gathering data, the processor caches it to reduce latency in future loads of the same data, backed by the principle of locality [44, Sect. 8.1.5].

2.2 Performance Degradation

In contrast to generic CPU monopolization methods like the “cheat” attack by Tsafrir et al. [55] that exploit the OS process scheduler, several works have addressed the problem of degrading the performance of a victim using microarchitecture components [28, 29, 32, 41]. However, in most cases it is not clear whether SCA-based attackers gain benefits from the proposed techniques.

On the other hand, Allan et al. [6] proposed a cache-eviction based performance degradation technique that enhances Flush+Reload attack SCA signals (traces). This method has been widely employed in previous works to mount SCA attacks on cryptography implementations. For instance RSA [9], ECDSA [7], DSA [50], SM2 [57], AES [17], and ECDH [23].

The performance degradation strategy proposed by Allan et al. [6], DEGRADE from now on, consists of an attacker process that causes cache contention by continuously issuing clflush instructions. It is an unprivileged instruction that receives a virtual memory address as an operand and evicts the corresponding cache line from the entire memory hierarchy [1].

This attack applies to shared library scenarios, which are common in many OSs. This allows an attacker to load the same library used by the victim and receive a virtual address that will point to the same physical address, thus, same cache line. Therefore, if the attacker evicts said cache line from the cache, when the victim accesses it (e.g., executes the code contained within it), a cache miss will result, thus the microprocessor must fetch the content from slower main memory.

2.3 Leakage Assessment

Pearson’s correlation coefficient, Welch’s T-test, Test Vector Leakage Assessment (TVLA), and Normalized Inter-Class Variance (NICV) are established statistical tools in the SCA field. Leakage assessment leverages these statistical tools to identify leakage in procured traces for SCA. A short summary follows.

Pearson’s correlation coefficient measures the linear similarity between two random variables. It is generally useful for leakage assessment [18, Sect. 3.5] and Point of Interest (POI)
identification within traces, for example in template attacks [16] or used directly in Correlation Power Analysis (CPA) [15]. POIs are the subset of points in an SCA trace that leak sensitive information.

Welch’s T-test is a statistical measure to determine if two sample sets were drawn from populations with similar means. Goodwill et al. [25] proposed TVLA that utilizes the T-test for leakage assessment by comparing sets of traces with fixed vs. random cryptographic keys and data.

Lastly, Bhasin et al. [10] propose NICV for leakage assessment. It is an ANalysis Of VAriance (ANOVA) F-test, a statistical measure to determine if a number of sample sets were drawn from populations with similar variances.

### 2.4 Key Agreement and SCA

Merget et al. [39] recently proposed the Raccoon attack that exploits a specification-level weakness in protocols that utilize Diffie-Hellman key exchange. The key insight is that some standards, including TLS 1.2 and below, dictate stripping leading zero bytes from the shared DH key (session key, or pre-master secret in TLS nomenclature). This introduces an SCA attack vector since, at a low level, this behavior trickles down to several measurable time differences in components like compression functions for hash functions. In fixed DH public key scenarios, an attacker observes one TLS handshake (the target) then repeatedly queries the victim using a large number of TLS handshakes with chosen inputs. Detecting shorter session keys through timing differences, the authors use these inputs to construct a lattice problem to recover the target session key, hence compromising confidentiality for the target TLS session.

### 3 HyperDegrade: Concept

The objective of HYPERDEGRADE is to improve performance degradation offered by DEGRADE when targeting a victim process, resulting in enhanced SCA traces when coupled with a FLUSH+RELOAD attack. Under a classical DEGRADE attack, the degrading process continuously evicts a cache line from the cache hierarchy, forcing the microprocessor to fetch the cache line from main memory when the victim needs it.

It would be interesting to evaluate the efficacy of the DEGRADE strategy, seeking avenues for improvement. The root cause of DEGRADE as presented in [6] is the cache will produce more misses during victim execution—we present novel results on this later. Therefore, the cache miss to executed instructions ratio is a reasonable metric to evaluate its performance.

For this task, we developed a proof-of-concept victim that executes custom code located in a shared library. This harness receives as input a cache line index, then executes a tight loop in said cache line several times. Figure 1 shows the code snippet of this loop at the left, and one cache line disassembled code at the right.

For our experiments the number of iterations executed is $2^{16}$ (defined by $rsi$). Therefore, we expect the number of instructions executed in the selected cache line is about 1M. Under normal circumstances, every time the processor needs to fetch this code from memory, the L1 cache should serve it very quickly.

#### 3.1 Degrade Revisited

On the DEGRADE attacker side, we developed a degrading process that loads the same shared library and continuously evicts the victim executed cache line using clflush. We use the Linux perf tool to gather statistics about victim execution under a DEGRADE attack. For this task, we used the perf (commit 13311e74) FIFO-based performance counters control to sync their sampling with the victim and degrade processes. perf uses two FIFOs for this task, one for enabling/disabling the performance counters and another for giving ACKs. The sync procedure in our measurement tooling is the following:

1. The degrade process executes and it blocks until receiving an ACK packet from perf using FIFO A.
2. perf executes with counters disabled (“-D -1” option), using FIFO C for control and A for ACKs. Then it runs taskset that executes the victim pinned to a specific core.
3. The victim enables the counters by writing to C, then it blocks until it receives an ACK from the degrade process using another FIFO.
4. When perf receives the enable counters command, it sends an ACK using A to the degrade process. When the latter receives the ACK, it forwards it to the victim. When the victim receives this packet, it starts executing its main loop (Figure 1).
5. Once the victim finishes, it disables the counters in perf.
This procedure considerably reduces measurement tooling overhead, but some remains. The NoDEGRADE strategy does not use a degrade process, however we used a dummy process that follows the FIFO logic to unify the sync procedure among experiments. We repeated each experiment 100 times, gathering the average and relative standard deviation. In all reported cases the latter was less than 4%, therefore we used the average for our analysis. We recorded the number of L1 instruction cache misses and the number of instructions retired by the microprocessor. For these experiments, we used the environment setup Coffee Lake detailed in Table 3.

We collected data while the victim was running standalone (i.e., NoDEGRADE strategy) and while it was under DEGRADE effect. Table 1 shows the results for each perf event. The number of retired instructions is roughly the same between both experiments, where the difference from expected (1M) is likely due to the measurement tooling overhead. Nevertheless, the number of L1 instruction cache misses was 4k for the NoDEGRADE test and 33k for DEGRADE. However, 33k is still far below one cache-miss per executed instruction (1M).

### 3.2 The HyperDEGRADE Technique

In order to increase the performance impact of DEGRADE, we attempt to maximize the number of cache misses. For this task we made the hypothesis that in an SMT architecture, if the degrade process is pinned to the victim’s sibling core, then the number of cache misses will increase.

According to an expired patent from Intel concerning clflush [45], the microarchitectural implementation of this instruction in the ISA distinguishes if the flushed cache line is already present in the L1 or not. While it is not explicitly stated in that document as there is no latency analysis, it is our belief that the flushed cache line would be evicted from the L1 before others caches, e.g., due to the proximity wrt., for instance, the LLC controller. Figure 2 illustrates this idea, where the arrows represent clflush actions and the dashed ones are slower than the others.

Following this hypothesis, we present HYPERDEGRADE as a cache-evicting degrade strategy that runs in the victim sibling core in a microarchitecture with SMT support. From an architecture perspective it does the same task as DEGRADE, but in the same physical core as the victim. However, the behavior at the microarchitecture level is quite different because, if our hypothesis is correct, it should produce more cache misses due to the local proximity of the L1. To support this claim, we repeated the previous experiment while pinning the degrade process to the victim sibling core.

Table 2 shows the results of HYPERDEGRADE in comparison with the previous experiment. Note that with HYPERDEGRADE there are about 33x cache misses\(^1\) than with DEGRADE, translating to a considerable increase in the number of CPU cycles the processor spends executing the victim. At the same time, the number of observed cache misses increased considerably, approaching the desired rate. This result, while not infallible proof, supports our hypothesis that sharing the L1 with the victim process should produce higher performance degradation.

On the other hand, note the number of CPU cycles increases by a higher factor (43x), which leads us to suspect there could be another player that is influencing the performance degradation; further research is needed. After repeating the experiment for several perf parameters, we found an interesting performance counter that helps explain this behavior.

It is the number of machine clears produced by self-modifying code or SMC (machine_clears.smc). According to Intel, a machine clear or nuke causes the entire pipeline to be cleared, thus producing a severe performance penalty [1, 19-112].

Regarding the SMC classification of the machine clear, when the attacker evicts a cache line, it invalidates a cache line from the victim L1 instruction cache. This might be detected by the microprocessor as an SMC event.

The machine clears flush the pipeline, forcing the victim to re-fetch some instructions from memory, thus increasing the number of L1 cache misses due to the degrade process action. Therefore, it amplifies the effect produced by a cache miss, because sometimes the same instructions are fetched more than once.

Moreover, this analysis reveals an unknown performance degradation root cause of both DEGRADE and HYPER-

\(^1\)after subtracting NoDEGRADE cache misses to remove non-targeted code activity
DEGRADE, thus complementing the original research on DEGRADE in [6]. The performance degradation occurs due to an increased number of cache misses and due to increased machine clears, where the latter is evidenced by the significant increase from zero (NoDEGRADE) to 28k (DEGRADE). Likewise, HYPERDEGRADE increases the number of cache misses and machine clears, thus, further amplifying the performance degradation produced by DEGRADE. This demonstrates that the topology of the microprocessor and the affinity of the degrade process have significant influence in the performance degradation impact, answering RQ 1.

We identified SMC machine clears as an additional root cause for both DEGRADE and HYPERDEGRADE, however, there could be others. In this regard, we highlight that our root cause analysis, albeit sound, is not complete. Moreover, achieving such completeness is challenging due to the undocumented nature of the microarchitecture, providing an interesting research direction for continued research. Indeed, in concurrent work, Ragab et al. [53] analyze machine clears in the context of transient execution.

**Contestion test and pure SMC scenario.** For the sake of completeness, we compared the CPU cycles employed by different experiments using the previous setup. However, in this case, we vary the number of iterations in the tight loop over a single cache line. We ranged this value in the set \( \{2^{16}, 2^{17}, ..., 2^{25}\}\). Therefore, the number of executed instructions by the victim will be \( \text{victim\_num\_inst} = 16 \times \text{num\_iter} \).

This comparison involves five experiments: one for each degrade strategy, plus a contention test and a pure SMC scenario (presented later). The contention test is equivalent to HYPERDEGRADE; however, this time the `clflush` instruction will flush a cache line not used by the victim. This test allows to evaluate the performance impact of co-locating a degrade process while it does not modify the victim’s cache state.

Figure 3 visualizes the results of this comparison, where both axes are log2-scaled. The y-axis represents the ratio cycles per `victim\_num\_inst`. It can be appreciated that the contention test and NoDEGRADE have very similar performance behavior (i.e., their curves overlap at the bottom). Hence, the performance degradation of a HYPERDEGRADE process will only be effective if it flushes a victim cache line, whereas additional resource contention related to executing the `clflush` instruction in a sibling core can be neglected.

We included a pure SMC scenario as an additional degrade strategy. Figure 4 illustrates the degrade process core. This code continuously triggers machine clears due to its self-modifying code behavior. Its position in Figure 3 shows it has about the same performance degrading power as DEGRADE. However, this pure SMC alternative does not depend on shared memory between the victim and degrade processes, thus the presence of—and finding—hot cachelines [6] is not a requirement.

---

**Limitations.** HYPERDEGRADE offers a significant slowdown wrt. previous performance degradation strategies. On the other hand, it is tightly coupled to SMT architectures because it requires physical core co-location with the victim process. Therefore, it is only applicable to microprocessors with this feature. In this regard, HYPERDEGRADE has the same limitation as previous works that exploit SMT [3, 5, 11, 26, 48, 61]. SCA attacks enabled by SMT often have no target shared library requirement, which is a hard requirement for FLUSH+RELOAD to move to cross-core application scenarios. For example, neither the L1 dcache spy [48] nor the L1 icache spy [3] require victims utilizing any form of shared memory on SMT architectures. Yet HYPERDEGRADE retains this shared library requirement, since our applet is based on `clflush` to induce the relevant microarchitecture events. However, since SMT is a common feature in modern microarchitectures and shared libraries are even more common, HYPERDEGRADE is another tool on the attacker’s belt for performing FLUSH+RELOAD attacks.

### 4 HyperDEGRADE: Performance

With our HYPERDEGRADE applet from Section 3, the goal of this section is to evaluate the efficacy of HYPERDEGRADE as a technique to degrade the performance of victim applications that link against shared libraries. Section 5 will later explore the use of HYPERDEGRADE in SCA, but here we focus purely on the slowdown effect. Applied as such in isolation, HYPERDEGRADE is useful to effectively monopolize the CPU comparative to the victim, and also increase the CPU time billed to the victim for the same computations performed.
Table 3: Various SMT architectures used in our experiments.

| Family   | Model       | Base Freq. | Cores / Threads | Details                      |
|----------|-------------|------------|-----------------|------------------------------|
| Skylake  | i7-6700     | 3.4 GHz    | 4 / 8           | Ubuntu 18, 32 GB RAM        |
| Kaby Lake| i7-7700HQ   | 2.8 GHz    | 4 / 8           | Ubuntu 20, 32 GB RAM        |
| Coffee Lake| i7-9850H   | 2.6 GHz    | 6 / 12          | Ubuntu 20, 32 GB RAM        |
| Whiskey Lake| i7-8665UE | 1.7 GHz    | 4 / 8           | Ubuntu 20, 16 GB RAM        |

by the victim.

Allan et al. [6, Sect. 4] use the SPEC 2006CPU benchmark suite, specifically 29 individual benchmark applications, to establish the efficacy of their DEGRADE technique as a performance degradation mechanism. In our work, we choose a different suite motivated from several directions.

First, unfortunately SPEC benchmarks are not free and open-source software (FOSS). In the interest of Open Science, we instead utilize the BEEBS benchmark suite by Pallister et al. [46, 47] which is freely available\(^2\). The original intention of BEEBS is microbenchmarking of typical embedded applications (sometimes representative) to facilitate device power consumption measurements. Nevertheless, it suits our purposes remarkably.

These 77 benchmark applications also differ in the fact that they are not built with debug symbols, which is required to apply the Allan et al. [6] methodology. While debug symbols themselves should not affect application performance, they often require less aggressive compiler optimizations that, in the end, result in less efficient binaries which might paint an unrealistic picture for performance degradation techniques outside of research environments.

We used the BEEBS benchmark suite off-the-shelf, with one minor modification. By default, BEEBS statically links the individual benchmark libraries whereas HYPERGRADE (and originally DEGRADE) target shared libraries. Hence, we added a new option to additionally compile each benchmark as a shared library and dynamically link the benchmark application against it.

4.1 Experiment

Before presenting and discussing the empirical results, we first describe our experiment environment. Since HYPERGRADE targets HT architectures specifically, we chose four consecutive chip generations, all featuring HT. Table 3 gives an overview, from older to younger models.

Our experiment consists of the following steps. We used the \texttt{perf} utility to definitively measure performance, including clock cycle count. In an initial profiling step, we exhaustively search (guided by \texttt{perf} metrics) for the most efficient cache line to target during eviction. We then run three different tests: a baseline NODEGRADE, classical DEGRADE, and our HYPERGRADE from Section 3. Each test that involves degradation profiles for the target cache line independently:

\(^2\)https://github.com/mageec/beebs

Table 4: Statistics (aggregated from Table 8 and Table 9) for different performance degradation strategies targeting BEEBS shared library benchmarks, across architectures.

| Family   | Method        | Median | Min  | Max  | Mean | Stdev |
|----------|---------------|--------|------|------|------|-------|
| Skylake  | DEGRADE       | 11.1   | 1.4  | 33.1 | 13.1 | 8.0   |
| Skylake  | HYPERGRADE    | 254.0  | 10.4 | 1101.9 | 306.3 | 226.7 |
| Kaby Lake| DEGRADE       | 10.6   | 1.4  | 36.5 | 12.0 | 7.5   |
| Kaby Lake| HYPERGRADE    | 266.4  | 10.2 | 1060.1 | 330.6 | 229.0 |
| Coffee Lake| DEGRADE     | 12.2   | 1.5  | 39.0 | 14.0 | 7.9   |
| Coffee Lake| HYPERGRADE  | 317.5  | 13.0 | 1143.7 | 382.5 | 246.9 |
| Whiskey Lake| DEGRADE   | 12.5   | 1.5  | 43.9 | 14.4 | 9.2   |
| Whiskey Lake| HYPERGRADE | 364.3  | 13.5 | 1349.3 | 435.8 | 280.9 |

i.e. the target cache line for DEGRADE is perhaps not the same as HYPERGRADE. We then iterate each test to gather statistics, then repeat for all 77 BEEBS benchmarks, and furthermore across the four target architectures. We used the \texttt{taskset} utility to pin to separate physical cores in the DEGRADE case, and same physical core in the HYPERGRADE case.

4.2 Results

While Table 8 and Table 9 contain the full statistics per architecture, strategy, and BEEBS microbenchmark, Table 4 and Figure 5 provide high level overviews of the aggregate data. Table 4 shows the efficacy of HYPERGRADE over classical DEGRADE is striking, with median slowdown factors ranging from 254 to 364, and maximum slowdown factors ranging from 1060 to 1349. These maximum slowdowns are what our title alludes to—for example, in the Skylake i7-6700 case (maximum), reducing the 3.4 GHz base frequency to a 3.1 MHz effective frequency when observed from the victim application perspective.

Figure 5 visualizes the aggregate statistics from Table 8 and Table 9. Due to the magnitude of the slowdowns, the x-axis is logarithmic. Please note these data points are for identifying general trends; the location of individual points within separate distributions (i.e. different benchmarks) may vary.

Finally, Table 10 and Table 11 for the PARSEC [12] macrobenchmark suite are analogous to Table 8 and Table 9 for the BEEBS microbenchmarks. In this case, the slowdowns have a noticeably smaller magnitude. We attribute the difference to benchmarking goals. While BEEBS microbenchmarks are typically CPU-bound and capable of running on bare metal, that is not the case for PARSEC macrobenchmarks where the focus is parallelism. The combined results from the two benchmark suites demonstrate that while a typical binary will not experience a slowdown of three orders of magnitude, microbenchmarks with small, tight loops usually exhibit more significant slowdowns. This is convenient since the typical application of performance degradation mechanisms is in conjunction with side-channel attacks that target such hot spots.

In summary, the empirical data in this section validates the
HyperDegrade concept and answers RQ 1 authoritatively. The data shows a clear advantage—even reaching three orders of magnitude in select microbenchmark cases—of HyperDegrade over classical Degrade. Therefore, as a pure performance degradation mechanism, HyperDegrade outperforms Degrade.

5 HyperDegrade: Assessment

Applying the HyperDegrade concept from Section 3, Section 4 subsequently showed the efficacy of HyperDegrade as a performance degradation technique. Similar to the classical Degrade technique, we see the main application of HyperDegrade in the SCA area to improve the granularity of microarchitecture timing traces. That is the focus of this section.

We first enumerate some of the shortcomings in previous work on performance degradation. Allan et al. [6, Sect. 5] show that decreasing the FLUSH+RELOAD wait time—while indeed increasing granularity—generally leads to a higher number of missed accesses concerning the targeted line. This was in fact the main motivation for their DEGRADE technique. Applying DEGRADE [6, Sect. 7], the authors argue why missed accesses are detrimental to their end-to-end cryptanalytic attack. While the intuition for their argument is logical, the authors provide no evidence, empirical or otherwise, that DEGRADE actually leads to traces containing statistically more information, which is in fact the main purpose of performance degradation techniques. The motivation and intuition by Pereida García and Brumley [49] is similar—albeit with a different framework for target cache line identification—and equally lacks evidence.

The goal of this section is to answer RQ 2, rectifying these shortcomings inspired by information-theoretic methods. We do so by utilizing an established SCA metric to demonstrate that classical DEGRADE leads to statistically more leakage than FLUSH+RELOAD in isolation. Additionally, our HyperDegrade technique further amplifies this leakage.

5.1 Experiment

Figure 6 depicts the shared library we constructed to use throughout the experiments in this section. The code has two functions x64_victim_0 and x64_victim_1 that are essentially the same, but separated by 512 bytes. The functions set a counter (r10) from a constant (CNT, in this case 2k), then proceed through several effective nops (add and sub instructions that cancel), then finally decrement the counter and iterate.

We designed and implemented an ideal victim application linking against this shared library. The victim either makes two sequential x64_victim_0 calls (“0-0”) or x64_victim_-0 followed by x64_victim_1 (“0-1”). We then used the stock FLUSH+RELOAD technique, probing the start of x64_victim_0 (i.e. at hex offset 1200).

Pinning the victim and spy to separate physical cores, we then procured 20k traces, in two sets of 10k for each of 0-0 and 0-1, and took the mean of the sets to arrive at the average trace. Figure 7 (Top) represents these two baseline FLUSH+RELOAD cases with NODEGRADE strategy as the two plots on the far left.

The next experiment was analogous, yet with the classical DEGRADE strategy. We degraded two cache lines—one in x64_victim_0 and the x64_victim_1, both in the middle of their respective functions. These are the two middle plots in Figure 7 (Top). Here the victim, spy, and degrade processes are all pinned to different physical cores.

Our final experiment was analogous, yet with our novel HyperDegrade strategy and pinning the victim and degrade processes to two logical cores of the same physical core—degrading the same two cache lines—and the spy to a different physical core. These are the two plots on the far right in Figure 7 (Top).

What can be appreciated in Figure 7 (Top), is that both performance degradation strategies are working as intended—they are stretching the traces. The remainder of this section focuses on quantifying this effect. In fact HyperDegrade
Table 5: POI counts and ratios at various NICV thresholds across degrade strategies (see Figure 7). The ratios (x) are between the different strategies.

| Threshold | NO_DEGRADE | DEGRATE | HYPER_DEGRADE |
|-----------|------------|---------|---------------|
| 0.1       | 233        | 1212 (5.2x) | 13151 (56.4x, 10.9x) |
| 0.2       | 188        | 1149 (6.1x) | 11664 (62.0x, 10.2x) |
| 0.3       | 167        | 1097 (6.6x) | 11159 (66.8x, 10.2x) |
| 0.4       | 147        | 1049 (7.1x) | 10194 (69.3x, 9.7x)  |
| 0.5       | 117        | 969 (8.3x)  | 6003 (51.3x, 6.2x)   |

stretches the traces to such an extreme that the NO_DEGRADE data on the far left is scantily discernible in this visualization.

5.2 Results

Recalling from Section 2.3, NICV suits particularly well for our purposes, since it is designed to work with only public data and is agnostic to leakage models [10]. The latter fact makes NICV pertinent as a metric to compare the quality of traces [10, Sect. 3]. The metric—in the interval [0, 1]—is defined by

\[
\text{NICV}(X, Y) = \frac{\text{Var}[E[Y|X]]}{\text{Var}[Y]} 
\]

(1)

with traces \( Y \), classes \( X \), and \( E \) the expectation (mean). The square root of the NICV metric, or the correlation ratio, is an upper bound for Pearson’s correlation coefficient [52, Corollary 8]. Two classes (0-0 and 0-1) suffice for our purposes, simplifying Equation 1 as follows.

\[
\text{NICV}(X, Y) = \frac{(E[Y|X = 0] - E[Y|X = 1])^2}{4 \cdot \text{Var}[Y]} 
\]

Figure 7 (Bottom) illustrates applying this metric to the two sets of measurements for each degrade strategy—baseline NO_DEGRADE, DEGRATE, and HYPER_DEGRADE—and visualizing the square root, or maximum correlation. With simple thresholding to identify POIs (i.e., those points that exceed a fixed value), this leads to the POI statistics in Table 5. To give one extremely narrow interpretation, with \( \text{CNT} \) set to 2k in Figure 6, less than 2k POIs indicates information is being lost, i.e. the victim is running faster than the spy is capable of measuring. With this particular victim in this particular environment, it implies neither NO_DEGRADE nor DEGRATE achieve sufficient trace granularity to avoid information loss, while HYPER_DEGRADE does so with ease.

In conclusion, this definitively answers RQ 2; the DEGRATE strategy leads to statistically more information leakage over stock FLUSH+RELOAD due to the significant POI increase. Similarly, it shows HYPER_DEGRADE leads to significantly more POIs compared to DEGRATE, but at the same time (on average) slightly lower maximum correlation for each POI.

Figure 7: Top: averaged traces across different degrade strategies and different victim execution paths (i.e. classes, 0-0 and 0-1). The legend corresponds to the plots from left to right. Bottom: the NICV metric’s square root, or maximum correlation. The legend again corresponds to the plots from left to right. The plots align and display the same time slice.

6 HyperDegrade: Exploitation

While Section 5 shows that HYPER_DEGRADE leads to more leakage due to the significant increase in POIs, the Figure 6 shared library and linking victim application are unquestionably purely synthetic. While this is ideal for leakage assessment, it does not represent the use of HYPER_DEGRADE in a real end-to-end SCA attack scenario. What remains is to demonstrate that HYPER_DEGRADE applies in end-to-end attack scenarios and that HYPER_DEGRADE has a quantifiable advantage over other degrade strategies wrt. attacker effort. That is the purpose of this section.

The leak. Recalling Section 2.4, the original Raccoon attack exploits the fact that Diffie-Hellman as used in TLS 1.2 and below dictates stripping leading zeros of the shared DH key during session key derivation. The authors note that not stripping is not foolproof can also lead to oracles [39, Sect. 3.5], pointing at an OpenSSL function that is potentially vulnerable to microarchitecture attacks [39, Appx. B]. They leave the investigation of said function—unrelated to TLS—as future work: a gap which this section fills.

Figure 8 shows that function, which is our target within the current (as of this writing) state-of-the-art OpenSSL 1.1.1h DH shared secret key derivation. The shared secret is computed at line 36; however, OpenSSL internals strip the leading zero bytes of this result. Therefore, at line 40 this function checks if the computed shared secret needs to be padded. Padding is needed if the number of bytes of the shared secret and the DH modulus differ.

The leakage model. Considering a theoretical leakage model, the binary result of the line 40 condition leaks whether the
int DH_compute_key_padded(unsigned char *key, const BIGNUM *pub_key, DH *dh) {  
    int rv, pad;  
    rv = dh->meth->compute_key(key, pub_key, dh);  
    if (rv <= 0) return rv;  
    pad = BN_num_bytes(dh->p) - rv;  
    if (pad > 0) {  
        memmove(key + pad, key, rv);  
        memset(key, 0, pad);  
    }
}

The victims. Our next task was to identify callers to the Figure 8 code from the application and protocol levels, since it is unrelated to TLS. We successfully identified PKCS #7 (RFC 2315 [34]) and CMS (RFC 5652 [33]) as standards where Figure 8 might apply. We subsequently used the TriggerFlow tool [27] to verify that OpenSSL’s cms and smime command line utilities have the Figure 8 function in their call stacks.

6.1 Attack Outline and Threat Model

In our end-to-end attack, all message encryptions and decryptions are with OpenSSL’s command line cms utility. We furthermore assume Alice has a static DH public key in an X.509 certificate and, wlog., the DH parameters are the fixed 1024/160-bit variant from RFC 5114 [37]. OpenSSL supports these natively as named parameters, used implicitly. We carried out all experiments on the Coffee Lake machine from Table 3.

Our Raccoon attack variant consists of the following steps. (i) Obtain a target CMS-encrypted message from Bob to Alice. (ii) Based on the target, construct many chosen ciphertexts and submit them to Alice for decryption. (iii) Monitor Alice’s decryptions of these ciphertexts with HYPERDEGRADE and FLUSH+RELOAD to detect the key-dependent padding. (iv) Use the resulting information to construct a lattice problem and recover the original target session key between Bob and Alice, leading to loss of confidentiality for the target message. The original Raccoon attack [39] abstracts away most of these steps, using only simulated SCA data.

Threat model. Our attack makes several assumptions discussed below, which we borrow directly from the existing literature. (i) Our threat model assumes the attacker is able to co-locate on the same system with Alice (victim), and furthermore execute on the same logical and physical cores in parallel to Alice. See the end of Section 3 for a discussion of this standard assumption. (ii) We also assume that Alice decrypts messages non-interactively, due to the number of queries required. This is a fair assumption not only because DH is literally Non-Interactive Key Exchange (NIKE) [21] from the theory perspective, but also because CMS (the evolution of PKCS #7) has ubiquitous use cases, e.g. including S/MIME. Chosen ciphertext decryptions is a standard assumption from the applied SCA literature [22, Sect. 1.1] [23, Sect. 1.4] [54, Sect. 3]. (iii) We assume the attacker is able to observe one encrypted message from Bob to Alice. This is a passive variant of the standard Dolev-Yao adversary [20] that is Man-in-the-Middle (MitM) capable of eavesdropping, and the exact same assumption from the original Raccoon attack [39, Fig. 1]. Ronen et al. [54, Sect. 3] call this privileged network position since it is a weak assumption compared to full MitM capabilities. To summarize, the overall threat model used by Ronen et al. [54, Sect. 3] is extremely similar to ours and encompasses all of the above assumptions. The only slight difference is a stronger notion of co-location in our case—from same CPU to same physical core.

Case study: triggering oracle decryptions. We briefly explored the non-interactive requirement discussed above. Specifically, two arenas: automated email decryption, and automated decryption of certificate-related messages.

Recent changes in Thunderbird (v78+) migrate from the Enigmail plugin to native support for email encryption and/or authentication (PGP, S/MIME). Automated, non-interactive decryption for various purposes (e.g., filtering) appears to be a non-default (yet supported) option.3 Quoting from that thread: “A lot of companies e.g. in the finance sector decrypt the messages at a central gateway and then forward them internall to the respective recipient.”

We also found explicit code meeting our non-interactive requirement in the realm of automated certificate management. (i) The Simple Certificate Enrollment Protocol (SCEP, RFC 8894 [31]) supports exchanging (public key encrypted, CMS formatted) confidential messages over an insecure channel, such as HTTP or generally out-of-band. This is in contrast to the Automatic Certificate Management Environment (ACME) protocol (RFC 8555 [8], e.g., Let’s Encrypt [2]), which relies on the confidentiality and authenticity guarantees of TLS. The open source4 Apache module mod_scep dynamically links against OpenSSL to provide this functionality. (ii) The Certificate Management Protocol (CMP, RFC 4210 [40]) provides

3https://bugzilla.mozilla.org/show_bug.cgi?id=1644085
4https://redwax.eu/rs/docs/latest/mod/mod_scep.html
similar functionality (i.e., public key encrypted, CMS formatted messages) with similar motivations (automated certificate management over insecure channels). Yet the implementation integrated into upcoming OpenSSL 3.0 does not currently support encrypted protocol messages.\footnote{https://www.openssl.org/docs/manmaster/man1/openssl-cmp.html}

### 6.2 Degrade Strategies Compared

This section aims at answering RQ 3 by means of comparing three performance degradation strategies (NO\textsc{Degrad}, \textsc{Degrad}, \textsc{Flush+Reload}, \textsc{HyperDegrad}) when paired with a FLUSH+\textsc{Reload} attack to exploit this vulnerability. We reuse the following setup and adversary plan later during the end-to-end attack (Section 6.3).

**Experiment.** We monitor the cache line corresponding to the \texttt{memmove} function call and its surrounding instructions, i.e., near line 41 of Figure 8. If \texttt{memmove} is executed, at least two cache hits should be observed: (i) when the function is called, (ii) then when the function finishes (\texttt{ret} instruction). Therefore, if two cache hits are observed in a trace close to each other, that would mean the shared secret was padded, and in contrast a single cache hit only detects flow surrounding line 41 of Figure 8.

We select the first cache line where the function \texttt{memmove} is located as the degrading cache line. It is the stock, unmodified, uninstrumented \texttt{memmove} available system-wide as part of the shared C standard library \texttt{libc}. Degrading during \texttt{memmove} execution should increase the time window the spy process has to detect the second cache hit (i.e., increase time granularity).

We strive for a fair comparison between the three degradation strategies during a FLUSH+\textsc{Reload} attack. It is challenging to develop an optimal attack for each degradation strategy and even harder to maintain fairness. Therefore, we developed a single attack plan and swept its parameters in order to provide a meaningful and objective comparison.

Table 6 summarizes the attack parameters and the explored search space. The first parameter, $r$, affects trace capturing—it specifies the number of iterations the FLUSH+\textsc{Reload} wait loop should iterate. The remaining parameters belong to the trace processing tooling. The second parameter, $t$, refers to the threshold in CPU clock cycles used to distinguish a cache hit from a miss. After some manual trace inspection, we observed this threshold varies between degradation strategy and FLUSH+\textsc{Reload} wait time; we decided to add it to the search space. The last parameter, $d$, specifies the distance (in number of FLUSH+\textsc{Reload} samples) between two cache hits to consider them as close.

We explore this parameter search space, and for each parameter set—i.e., triplet $(r,t,d)$—evaluate the attack performance, estimating the true positive (TP) and false positive

| Parameter                  | Range          |
|----------------------------|----------------|
| FLUSH+\textsc{Reload} wait time ($r$) | {128,256}     |
| Cache hit/miss threshold ($t$) | {50, 100, 150, 200} |
| Cache hits closeness distance ($d$) | {1, 5, 10, \ldots, 95} |

Table 7 shows the best parameter set results for each degrade strategy that could lead to a successful attack. Note that \textsc{HyperDegrad} clearly reduced the number of required traces to succeed by at least a factor of 3.3 when compared with \textsc{Degrad} (the second best performer). This translates into a considerable reduction in the number of traces: from 181k to 53k. Moreover, Figure 9 shows there is not just a single parameter set where \textsc{HyperDegrad} performs better than \textsc{Degrad}, but rather there are 88 of them. These results provide evidence that \textsc{HyperDegrad} can perform better than the other two degrade strategies for mounting FLUSH+\textsc{Reload} attacks on cryptography applications, answering RQ 3.

## Experiment

**Experiment.** We monitor the cache line corresponding to the \texttt{memmove} function call and its surrounding instructions, i.e., near line 41 of Figure 8. If \texttt{memmove} is executed, at least two cache hits should be observed: (i) when the function is called, (ii) then when the function finishes (\texttt{ret} instruction). Therefore, if two cache hits are observed in a trace close to each other, that would mean the shared secret was padded, and in contrast a single cache hit only detects flow surrounding line 41 of Figure 8.

We select the first cache line where the function \texttt{memmove} is located as the degrading cache line. It is the stock, unmodified, uninstrumented \texttt{memmove} available system-wide as part of the shared C standard library \texttt{libc}. Degrading during \texttt{memmove} execution should increase the time window the spy process has to detect the second cache hit (i.e., increase time granularity).

We strive for a fair comparison between the three degradation strategies during a FLUSH+\textsc{Reload} attack. It is challenging to develop an optimal attack for each degradation strategy and even harder to maintain fairness. Therefore, we developed a single attack plan and swept its parameters in order to provide a meaningful and objective comparison.

Table 6 summarizes the attack parameters and the explored search space. The first parameter, $r$, affects trace capturing—it specifies the number of iterations the FLUSH+\textsc{Reload} wait loop should iterate. The remaining parameters belong to the trace processing tooling. The second parameter, $t$, refers to the threshold in CPU clock cycles used to distinguish a cache hit from a miss. After some manual trace inspection, we observed this threshold varies between degradation strategy and FLUSH+\textsc{Reload} wait time; we decided to add it to the search space. The last parameter, $d$, specifies the distance (in number of FLUSH+\textsc{Reload} samples) between two cache hits to consider them as close.

We explore this parameter search space, and for each parameter set—i.e., triplet $(r,t,d)$—evaluate the attack performance, estimating the true positive (TP) and false positive

| Strategy | Trace count | Param. set $(r,d,t)$ |
|----------|-------------|----------------------|
| NO\textsc{Degrad} | 651510 | (128, 1, 100) |
| \textsc{Degrad} | 181189 | (256, 1, 170) |
| \textsc{HyperDegrad} | 53721 | (256, 1, 170) |

considering the very low probability the leakage occurs and the increased complexity of lattice-based cryptanalysis in the presence of errors (see [4, Sect. 6]), reducing the number of traces is important for attack effectiveness.

Table 7 shows the best parameter set results for each degrade strategy that could lead to a successful attack. Note that \textsc{HyperDegrad} clearly reduced the number of required traces to succeed by at least a factor of 3.3 when compared with \textsc{Degrad} (the second best performer). This translates into a considerable reduction in the number of traces: from 181k to 53k. Moreover, Figure 9 shows there is not just a single parameter set where \textsc{HyperDegrad} performs better than \textsc{Degrad}, but rather there are 88 of them. These results provide evidence that \textsc{HyperDegrad} can perform better than the other two degrade strategies for mounting FLUSH+\textsc{Reload} attacks on cryptography applications, answering RQ 3.
This is an instance of the hidden number problem (HNP). The remainder of this section answers RQ 4. We begin with the following matrix.

\[
\begin{bmatrix}
2W & p & 0 & \cdots & \cdots & 0 \\
0 & 2W & p & \cdots & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 2W & p & 0 \\
2Wt_1 & \cdots & \cdots & 2Wt_d & 1
\end{bmatrix}
\]

When we set \( W = 2^6 \), \( x = (\lambda_1, \ldots, \lambda_d, \alpha) \), \( y = (2Wv_1, \ldots, 2Wv_d, \alpha) \), and \( u = (2Wv_1, \ldots, 2Wv_d, 0) \) we get the linear relationship \( xB - u = y \). Solving the Closest Vector Problem (CVP) with inputs \( B \) and \( u \) yields \( x \), and hence the target session key \( \alpha \). We also use the traditional CVP-to-SVP (Shortest Vector Problem) embedding by Goldreich et al. [24, Sec. 3.4]. Pereida García et al. [51] suggest weighting on the average logarithm, hence we set \( W = 2^{\ell+1} \) in our \( \ell = 8 \) scenario. Lastly, to set the lattice dimension we use the heuristic from [58, Sect. 9.1] verbatim, which is \( d = 1 - e^{-c} \). With their suggested confidence factor \( c = 1.35 \) (to improve key bit independence), in our case it leads to \( d = 173 \); this explains the constant from Section 6.2. We use the same BKZ block size parameter as [39, Table 3], \( \beta = 60 \).

**Results.** Following the results of Section 6.2, we proceeded to capture 60k traces using HYPERDEGRADE and the parameter set shown in Table 7. Our capture tooling implements precisely step (i) to (iii) in Section 6.1, obtaining a target ciphertext, constructing chosen ciphertexts, and querying the oracle. In the end, at each capture iteration the attacker only needs to modify a public key field in an ASN.1 structure to produce a new chosen ciphertext, then take the measurements while Alice performs the decryption.

Considering the padding probability \( Pr[\text{pad}] = 1/177 \), the expected number of padded traces in the 60k set is 339. After processing each trace, our tooling detected 3611 paddings. It indicates that, with high probability, these also contain false positives. Albrecht and Heninger [4] focus on lattice-based cryptanalysis of ECDSA and suggest adjusting lattice parameters at the cost of increased computation to compensate for errors. We instead use a different approach in the DH setting—not applicable in the ECDSA setting due to its usage of nonces—to counteract those false positives.

To reduce the FP rate, for each trace where we detected padding, we retry the query seven times and majority vote the result. From the 3611 traces detected as padded, only 239 passed the majority voting. Therefore, the total number of traces captured was \( 60k + 7 \cdot 3611 = 85277 \).

Even with the majority voting, some false positives could remain; we sorted the 239 samples by the vote count. Then we selected the highest ranked 173 samples to build the HNP instances. For the sake of completeness, we verified there were 47 false positives in the 239 set; however, all had the lowest vote count of four.

We implemented our lattice using BKZ reduction from fpylll\(^6\), a Python wrapper for the fpllib C++ library [19]. We constructed 24 lattice instances from our SCA data, and executed these in parallel on a 2.1 GHz dual CPU Intel Xeon Silver 4116 (24 cores, 48 threads across 2 CPUs) running Ubuntu 20 with 256 GB memory. The first instance to recover the session key did so in one hour and five minutes with a

---

\(^6\)https://github.com/fplll/fpylll
7 Conclusion

HYPERDEGRADE increases performance degradation with respect to state-of-the-art. The difference depends on the targeted process, but we achieved slowdown factors up to three orders of magnitude in select microbenchmark cases. In addition to increased cache misses, we discovered the cache-based performance degradation root cause is due to the increased number of machine clear events produced by the processor detecting a cache line flush from L1 as self-modifying code (RQ 1). We analyzed the impact of DEGRADE and HYPERDEGRADE on FLUSH+RELOAD traces from a theoretical point of view using leakage assessment tools, demonstrating that HYPERDEGRADE tremendously increases the number of POIs, which reflects in an increased time granularity (RQ 2). From an applied perspective, we designed a fair experiment that compares the three degrade strategies NODEGRADE, DEGRADE, and HYPERDEGRADE when coupled with a FLUSH+RELOAD attack wrt. the number of traces needed to recover a secret from a cryptography implementation (RQ 3). Our resulting data demonstrates the benefits of HYPERDEGRADE, requiring three times less traces and attacker queries to succeed, the latter being the standard metric in applied SCA literature. Regarding cryptography, we answered an open problem from the recently published Raccoon attack, providing experimental evidence that such an attack applies with real data (RQ 4).

Future work. Our work either reinforces or illuminates several new avenues for continued related research.

In Section 6.2, we noted how the cache hit threshold varies depending on various spy parameters. We have also noted this behavior in other FLUSH+RELOAD scenarios, outside this work. It would definitely be an interesting future research line to investigate its root cause.

In general, our off-the-shelf applied lattice techniques in Section 6.3, while serving their purpose for proof-of-concept, are likely not optimal. Fundamental lattice-based cryptanalysis improvements (e.g., the recent [4]) are beyond the scope of our work, but could reduce dimension and subsequently attacker queries. Similar to our Raccoon variant, the original Raccoon attack [39] is unable to target 2048/256-bit DH with eight bits or less of leakage. The authors leave this as an open problem, and we concur; indeed, improved lattice methods to compensate for these significantly larger finite field elements is an interesting research direction.

Several previous studies gather widespread certificate and key usage statistics. For example, the original Raccoon attack authors gather statistics for static DH keys in X.509 certificates for TLS 1.2 (and lower) authentication, and/or ephemeral-static DH keys in TLS 1.2 (and lower) cipher suites [39, Sect. 7] from public services. Bos et al. [14] gather publicly-available elliptic curve keys from protocols and services such as TLS, SSH, BitCoin, and the Austrian e-identity card; Valenta et al. [59] consider IPSec, as well. Not specific to any particular public key cryptosystem, Lenstra et al. [36] gather publicly-available PGP keys and X.509 certificates for TLS 1.2 (and lower) authentication. Along these lines, although it is beyond the scope of our work, we call for future studies that gather and share S/MIME key usage statistics, paying particular attention to legal issues and privacy since, different from PGP, we are not aware of any general public (distributed) repositories for S/MIME keys.
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| Benchmark                  | Skylake     | Kaby Lake   |
|---------------------------|-------------|-------------|
| ab-compass                | 70504       | 11215       |
| ab-integer                | 21954       | 22148       |
| bc                        | 2032        | 2180        |
| bubblesort                | 323286      | 305248      |
| cgt                       | 13527       | 13488       |
| compress                  | 887        | 900         |
| cover                     | 6982        | 7165        |
| crc                       | 678         | 739         |
| ct-integer                | 46875       | 47004       |
| ct-integer (1.7x)         | 37481       | 38477       |
| ct-string                 | 31088       | 32189       |
| ct-vector                 | 30742       | 31266       |
| cubc                      | 33333       | 30866       |
| dijkstra                  | 1969516     | 1979452     |
| dtoo                      | 13226       | 13422       |
| of                        | 6330        | 6448        |
| edn                       | 192602      | 191705      |
| edr                       | 29724       | 30193       |
| expt                      | 4595        | 4761        |
| fad                       | 2218528     | 2216565     |
| fdc                       | 775         | 786         |
| fibball                   | 2889        | 3054        |
| ftr                       | 7648100     | 764803       |
| frac                      | 12426       | 12614       |
| huffruf                  | 1400378     | 1423437     |
| insertsort                | 4381        | 4518        |
| janne_complex            | 2443        | 2528        |
| jfmt                     | 11742       | 11917       |
| jicm                     | 2247        | 2419        |
| jnumber                  | 812066      | 812065      |
| jtank                   | 73852       | 7604        |
| jted                                        | 3045        |
| jtr                        | 6391        | 6428        |
| jstd                      | 250092      | 253584      |
| jude                      | 113555      | 119918      |
| jnet-ses                  | 113036      | 113123      |
| jnet-arcour                | 87327       | 87136      |
| jnet-cast12              | 13957       | 13263       |
| jnet-des                   | 9197        | 9336        |
| jnet-n5                   | 7482        | 7604        |
| jnet-sh256                | 14957       | 15014       |
| jnvil-lcg                 | 3667        | 3815        |
| jnvil-log                 | 3176        | 3304        |
| jnvil-nod                 | 2280        | 2486        |
| jnvil-sqr                 | 9448        | 9608        |
| jnvil-sqr-ref             | 2780        | 24270       |
| jnhorse                   | 12465       | 12680       |
| jprime                    | 58915       | 57920       |
| jsort                     | 3869        | 4012        |
| jsort-ref                 | 5456        | 5588        |
| jsort-recursion           | 798         | 7365        |
| jrijneel                 | 1831062     | 1830935     |
| jselect                   | 2489        | 2615        |
| jspig-arraybisearch       | 32695       | 32073       |
| jspig-arraysoap           | 73813       | 74316       |
| jspig-arraysoap-ref       | 35820       | 35771       |
| jspig-arraysoap-ref       | 103288      | 10340       |
| jspig-install             | 73512       | 75750       |
| jspig-llistsort           | 1489626     | 147850      |
| jspig-llistsort-ref       | 82257       | 83366       |
| jspig-queue               | 79274       | 79976       |
| jspig-btrfs               | 194861      | 198968      |
| jspig-fdd                 | 81536       | 81068       |
| jspig-fdir                | 278864      | 275996      |
| jspig-fp                   | 46255       | 45667       |
| jspig-gather              | 5587        | 5768        |
| jspig-perlin              | 170355      | 141765      |
| jspig-scan                | 15819       | 16061       |
| jstr                       | 520         | 5354        |
| jtar                      | 2889        | 2965        |
| jtrie                     | 166025      | 17144        |
| jtrie-ref                 | 21499       | 22001       |
| jtrie-scan                | 11215       | 11106       |
| jtrie_whatstone           | 335501      | 301591       |

Table 8: BEEBS performance degradation results (cycles, thousands) on Skylake and Kaby Lake.
### Table 9: BEEBS performance degradation results (cycles, thousands) on Coffee Lake and Whiskey Lake.

| Benchmark          | Coffee Lake | Whiskey Lake |
|--------------------|-------------|--------------|
| wha-compress       | 71096       | 68668        |
| wha-fft512         | 21934       | 12368        |
| wha-fft512         | 1874        | 18321        |
| bubblesort         | 335556      | 30289        |
| compress           | 13046       | 10300        |
| compress           | 8778        | 8875         |
| cover              | 6779        | 7151         |
| crc                | 7526        | 7601         |
| rtt2               | 47198       | 46386        |
| rtt-stack          | 37440       | 37847        |
| rtt-string         | 33133       | 31845        |
| rtt-vector         | 30486       | 30914        |
| ruby               | 3382        | 30295        |
| dijkstra           | 1970306     | 1969101      |
| dtpa               | 13163       | 13020        |
| duff               | 6913        | 6043         |
| ed                | 194838      | 196602       |
| epi                | 29623       | 29731        |
| fac                | 4334        | 4226         |
| fad                | 23481       | 223832       |
| fdct               | 7519        | 7465         |
| fibcal             | 2713        | 2731         |
| fir                | 7729465     | 859949       |
| frst               | 12813       | 12386        |
| huffbench          | 1417998     | 1449947      |
| insertsort         | 4212        | 4065         |
| nano_complex       | 2372        | 2171         |
| ndsid              | 11636       | 11497        |
| lcedrum            | 2065        | 1950         |
| lsevelnstein        | 153532      | 149114       |
| lsdrep             | 8823        | 8785         |
| leastsq-float      | 68462       | 67895        |
| leastsq-int        | 443996      | 44312        |
| log                 | 52585       | 51462        |
| log10               | 3270        | 3143         |
| log                 | 6194        | 6373         |
| log10               | 256666      | 252409       |
| log10               | 114508      | 11262       |
| log10               | 114333      | 11262       |
| log10               | 88005       | 86661       |
| log10               | 31433       | 31412       |
| log10               | 88005       | 86661       |
| log10               | 9078        | 8921         |
| log                 | 7350        | 7217         |
| log                 | 14889       | 14623        |
| log                 | 36584       | 3535         |
| log                 | 3038        | 2908         |
| log                 | 2098        | 2010         |
| log                 | 9430        | 9174         |
| log                 | 2860        | 23796        |
| sin                 | 12323       | 12226        |
| prime              | 58925       | 57233        |
| prime              | 3625        | 3543         |
| sqrt               | 6332        | 5140         |
| recursion           | 7838        | 6813         |
| rzipd              | 1846763     | 1828901      |
| select             | 2504        | 2182         |
| sglab-arraysearch   | 32531       | 31769        |
| sglab-arraysearch   | 74568       | 73905        |
| sglab-arraysearch   | 36290       | 35305        |
| sglab-lilist       | 104108      | 102530       |
| sglab-hashable     | 72956       | 74857        |
| sglab-lilistinsert  | 150871      | 151002       |
| sglab-mx           | 83402       | 83542        |
| sglab-queue        | 79923       | 79308        |
| sglab-rtree        | 197550      | 197858       |
| sql                | 8313        | 79819        |
| sqg                 | 281429      | 286888       |
| st                  | 46787       | 45113        |
| stat                | 5426        | 5319         |
| stat                | 179013      | 15624        |
| stringsearch       | 5688        | 5642        |
| stringsearch       | 5072        | 4943         |
| strsr              | 2968        | 2566         |
| strsr              | 16752       | 16670        |
| trio-sscanf        | 21441       | 21561        |
| ud                 | 11003       | 10992        |
| whetstone           | 337043      | 301729       |

| NODEGRADE | DEGRADE | HYPERDEGRADE |
|-----------|---------|-------------|
| 918658    | 22164    | 12368        |
| 198545    | 11877918 | 6031       |
| 174210    | 313852   | 31943       |
| 1237557   | 21644934 | 21561       |
| 29870919  | 286888   | 286888       |
| 1107230   | 31769     | 31769        |
| 1174730   | 73905     | 73905        |
| 583738    | 35305     | 35305        |
| 94183     | 102530    | 102530       |
| 752795    | 74857     | 74857        |
| 901838    | 151002    | 151002       |
| 1171442   | 3363756  | 3363756      |
| 197586    | 197858    | 197858       |
| 96602     | 79819     | 79819        |
| 64950     | 5143      | 5143         |
| 59590     | 5642      | 5642         |
| 59252     | 4943      | 4943         |
| 52598    | 2566      | 2566         |
| 578752   | 16670     | 16670        |
| 170602   | 421874    | 421874       |
| 70482    | 2121038   | 2121038      |
| 331038   | 301729    | 301729       |
### Table 10: PARSEC performance degradation results (cycles, thousands) on Skylake and Kaby Lake.

| Benchmark  | Skylake NO| Skylake DEGRADED | Skylake HYPERDEGRADED | Kaby Lake NO| Kaby Lake DEGRADED | Kaby Lake HYPERDEGRADED |
|------------|-----------|-------------------|-----------------------|-------------|--------------------|------------------------|
| blackscholes | 1054281   | 1780761           | 1893049               | 5117245     | 1076981            | 1865230                |
| streamcluster | 1610508   | 5743487           | 13507203              | 149581491   | 1609933            | 5117245               |
| fluidanimate | 1811088   | 8432568           | 15269807              | 85922802    | 1719377            | 8398743               |
| swaptions    | 1530971   | 5362703           | 85922802              | 85922802    | 1534618            | 5568172               |
| freqmine     | 2287791   | 4632607           | 59327806              | 59327806    | 2312730            | 4426167               |
| canneal      | 2312730   | 4426167           | 70071636              | 70071636    | 3017818            | 8427129               |

### Table 11: PARSEC performance degradation results (cycles, thousands) on Coffee Lake and Whiskey Lake.

| Benchmark  | Coffee Lake NO| Coffee Lake DEGRADED | Coffee Lake HYPERDEGRADED | Whiskey Lake NO| Whiskey Lake DEGRADED | Whiskey Lake HYPERDEGRADED |
|------------|----------------|----------------------|---------------------------|----------------|-----------------------|---------------------------|
| blackscholes | 960317        | 1653042              | 2330772                  | 897093        | 1728388               | 3575406                 |
| streamcluster | 1612074       | 5753689              | 15093465                 | 1438805       | 5510738              | 263693538               |
| fluidanimate | 1616088       | 7346424              | 17996775                 | 1626180       | 9221194              | 212095965               |
| swaptions    | 1614836       | 5397065              | 92169463                 | 1356684       | 6204397              | 149384195               |
| freqmine     | 2152394       | 4007422              | 69069190                 | 2131832       | 4481302              | 80329724                |
| canneal      | 2567086       | 7895577              | 112026498                | 2566824       | 9135742              | 127757591               |
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