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Abstract: In this article, the mean daily streamflow at 139 streamflow-gaging stations (sites) in the southern and southeastern United States are analyzed for spatial and temporal patterns. One hundred and thirty-nine individual time-series of mean daily streamflow were reduced to five aggregated time-series of Z scores for clusters of sites with similar temporal variability. These aggregated time-series correlated significantly with a time-series of several climate indices for the period 1950–2015. The mean daily streamflow data were subset into six time periods—starting in 1950, 1960, 1970, 1980, 1990, and 2000, and each ending in 2015, to determine how streamflow trends at individual sites acted over time. During the period 1950–2015, mean monthly and seasonal streamflow decreased at many sites based on results from traditional Mann–Kendall trend analyses, as well as results from a new analysis (Quantile-Kendall) that summarizes trends across the full range of streamflows. A trend departure index used to compare results from non-reference with reference sites identified that streamflow trends at 88% of the study sites have been influenced by non-climatic factors (such as land- and water-management practices) and that the majority of these sites were located in Texas, Louisiana, and Georgia. Analysis of the results found that for sites throughout the study area that were influenced primarily by climate rather than human activities, the step increase in streamflow in 1970 documented in previous studies was offset by subsequent monotonic decreases in streamflow between 1970 and 2015.
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1. Introduction

Significant changes in the natural streamflow regime for streams throughout the United States (U.S.) have been identified using analysis of spatial and temporal trends in streamflow [1–3]. These deviations, resulting from both anthropogenic and climatic influences, affect local communities and aquatic biology in many ways, including changes in streamflow, community composition, and alterations to habitat that are necessary to support indigenous wildlife. Given the variability in streamflow and the effect on the biological endpoint and community composition [4,5], there is a need for a more complete understanding of trends across the full streamflow regime, which can aid in understanding the effects of alteration on the water resource and its associated ecosystem.

Spatial variability in streamflow and the climatic, physiographic, and anthropogenic drivers of that variability are important aspects of streamflow trend analysis. Rice et al. [6] identified a spatial correlation of trends in watersheds of the U.S. and determined that in most ecoregions, mean annual precipitation has a strong, direct influence on changes in annual streamflow, but that the magnitude
of the changes varied and was ecoregion dependent. McCabe and Wolock [7] examined the spatial correlation of trends and identified 14 clusters of streamflow-gaging stations across the U.S. with similar “temporal patterns.” The streamflow metrics varied seasonally and had a similar geographic distribution to that identified by Sagarika et al. [8]. Seasonal variability of trends in regions with similar geographic patterns was also identified by Dettinger and Diaz [9], who found similar spatial clusters of trends in streamflow.

In addition to anthropogenic effects (i.e., land-use and water-use driven changes or human-made alterations to a surface-water system), climatic oscillations may also alter the streamflow regime. Climate variability and changes to streamflow combined with increasing temperatures have greatly affected water availability [10], resulting in a reduced runoff on a local [11,12] and global scale [10]. Climatic oscillations in the Atlantic and Pacific Oceans have been shown to influence streamflow [13–15] in the eastern and western U.S., respectively. Cayan and Peterson [15] found that an offshore regional atmospheric circulation pattern was associated with streamflow change in British Colombia. They determined that the El Niño-Southern Oscillation (ENSO) tends to induce greater than normal streamflow in the southwestern U.S. Changes in the snow-rain melt or the frequency and/or increased magnitude of storms during climatic oscillation also influence the amount of water delivered to a stream [13,16]. Several studies, including works by Schulte et al., Mantua et al., Kahya and Dracup, and McCabe and Dettinger [17–20], suggest a “teleconnection” between climate oscillations and changes in streamflow. Milly et al. [21] suggested that the global pattern of observed annual streamflow trends is unlikely to have arisen from unforced variability and is consistent with modeled response to climate forcing.

In 2017, the U.S. Geological Survey (USGS), in cooperation with the U.S. Environmental Protection Agency, began a study as part of a broader effort by the Gulf Coast Ecosystem Restoration Council (RESTORE Council) to assess streamflow alterations and how they are related to bay and estuary restoration in the Gulf states (Alabama, Florida, Louisiana, Mississippi, and Texas). Whereas other studies have focused on only a few streamflow characteristics (e.g., in annual mean streamflow [22] or annual minimum, median, and maximum streamflow [7,23,24]), this study provides a more complete examination of changes in the distribution of streamflow throughout the year. Specifically, this examination includes: (1) The presence/absence of monthly and seasonal trends in streamflow from 1950–2015 at 139 streamflow-gaging stations (hereinafter referred to as sites) and 11 deciles of the streamflow (Q00–Q100) distribution to obtain a better understanding of how streamflow varies over time and over the full streamflow distribution; (2) the results of a cluster analysis of sites grouped based on their degree of similarity; (3) climatic oscillations and the correlation with streamflow; and (4) a relatively new methodology called the Quantile-Kendall analysis [25–27] to examine shifts in 365 points in the streamflow duration curve to derive a new picture of streamflow trends and the drivers of trends. Spatial patterns of streamflow trends are described for reference sites (minimally altered sites as determined by Falcone et al. [28]) in comparison to trends in a larger stream network that includes human land use and water-diversion effects to understand possible future changes in water-resource availability. This research will support subsequent analyses of quantifying streamflow alterations in the Gulf states.

2. Study Area

Located in the southern and southeastern U.S. and covering an area of approximately 442,000 mi² (1,144,262 km²) with about 1650 mi (2655 km) of coastline, the study area includes all or parts of the five Gulf states in addition to parts of Arkansas, Georgia, Kentucky, Missouri, Oklahoma, and Tennessee (Figure 1). The study area is composed of 29 4-digit hydrologic units (HUC4) [29] ranging in size from 9506 mi² (24,620 km²) (HUC 0312, Ochlockonee) to 73,345 mi² (189,963 km²) (HUC 1211, Nueces-Southwestern Texas Coastal) (Supplementary Materials S1, Table S1). The highest elevation is in the mountainous region of northern Georgia at 4458 ft (1359 m) above sea level, and the lowest elevation in New Orleans, Louisiana, at 8 feet (1359 m) below sea level.
Figure 1. Location of stream gauging sites in the study area.

The study area is home to over 44,000,000 people [30], with approximately 4,000,000 people served by public supply utilities that rely on surface waters as their source of potable water [31]. The largest city by population (2,099,451; [30]) and area (599.6 mi$^2$; 1553 km$^2$) is Houston, Texas. The study area contains many major industries (e.g., oil manufacturing, shipbuilding, fisheries), tourism destinations, and agriculture, including cotton, rice, and wood products [32]. Surface-water withdrawals for public supply, which includes business, public facilities, and residential properties, total 4.34 million gallons per day (Mgal/day) (16,428.7 kiloliters/day) [31]. In landmass, the study area is one third the size of the Mississippi River basin and includes 23 ecoregions [33], 9 physiographic provinces [34], and 698 geological units [35].

Most of the study area is classified as a humid/subtropical climate [36]. The average temperature ranges from 54.5 degrees Fahrenheit (12.5 °C) in Missouri to 70.7 degrees Fahrenheit (21.5 °C) in Florida, and the annual precipitation ranges from 28.9 inches (734 mm) in Texas to 60.1 inches (1527 mm) in Louisiana [37]. Average precipitation is lowest in the western part of the study area, increases steadily eastward to western Georgia, then decreases eastward through central Georgia and parts of Florida. Areas closer to the coast experience heavy and frequent summer thunderstorms from tropical air masses; July and August are typically the wettest months, and precipitation is otherwise evenly distributed throughout the rest of the year. Summer dominance of precipitation increases gradually from the center of the study area towards the western and eastern edges. In central Georgia, less than 40% of annual precipitation falls during warm months, whereas in Texas and southern Florida, the fraction is greater than 70% [22]. Further from the coast, during winter and spring, the clashes between cold, dry air masses from Canada and warm, moist air masses from the Gulf of Mexico produce maximum precipitation during these cooler months in addition to hurricanes and tropical monsoons.
3. Materials and Methods

3.1. Data Preparation and Site Selection

Mean daily streamflow data used in this analysis were downloaded from the USGS National Water Information System database [38] for 1371 streamflow-gaging stations in the study area. An analysis of streamflow data by decade identified 139 sites (Supplementary Materials S1, Table S1) with 66 years of daily streamflow values beginning in 1950. From the 1371 streamflow-gaging stations, sites were selected for this study if they had 99% of daily streamflow values during the period of analysis (1950–2015). A 66-year period of analysis yields 24,106 mean daily values for streamflow for each site. Included in the dataset are 17 sites (Figure 2) classified as “least disturbed” by anthropogenic changes as compared to other sites within an ecoregion [28]. These sites are referred to as reference sites, hereinafter (Supplementary Materials S1, Table S1).

Figure 2. Location of the reference sites identified by Falcone [29] in the study area.

3.2. Mann–Kendall and Correlation Analysis of Time-Series Data for Clusters of Sites

The methodology used in this study to group sites with similar temporal variability into clusters was derived from McCabe and Wolock [7]. The analysis is based on the Pearson correlation between time-series streamflow pairs for all sites transformed into Z-scores. The Z-score measures the distance from the mean to the data point and is denominated in standard deviations of the dataset. The Z-score can be a positive or negative value indicating that the value is either higher or lower than the mean of the dataset. Z-scores were used to decrease the influence of differences in streamflow magnitude (due to differences in drainage area) on the temporal variability in the dataset. The initial clustering process began with all of the selected sites in the study area. Pearson correlation with all sites in the region is significant \( p < 0.05, \alpha = 0.05 \) with a Pearson correlation coefficient above \( \rho = 0.50 \). Time-series of Z-scores for sites that share a stream reach are inherently not independent of one another, and as a...
result, these sites were significantly correlated, and therefore, were grouped in the same cluster. All the correlated sites in the first round of correlation analysis were clustered and removed from the larger set of sites.

Several sites were not included in a cluster after the first round of correlation analysis. To account for these sites, a second round of correlation analysis was conducted. Mean seasonal time-series of Z-scores were calculated for each cluster and tested with the Z-score time-series of sites not clustered in the initial round of the clustering procedure. In contrast to McCabe and Wolock’s approach [7], this analysis did not impose a minimum number of sites on the clustered groups; that is, all sites were included in a respective cluster. A time-series of seasonal mean Z-scores was calculated for each final cluster for use in the Mann–Kendall trend test and correlation analysis. Mean, median, and range statistics were calculated for each of the cluster time-series Z-scores.

The Mann–Kendall trend test [39] was used to identify significant trends in the mean seasonal time-series Z-scores for each cluster and the Pearson correlation coefficient (\( \rho \)) to quantify the relationship between two time-series Z-scores or how \( X_1 \) varies with \( X_2 \); in this case, the relationship between a cluster’s mean seasonal time-series Z-score and a selected climate index. Monthly time-series for climate indices were retrieved from the Royal Netherlands Meteorological Institute (KNMI) Climate Explorer [40]. The time-series of Z-scores for each cluster were tested for correlation against five climate indices: El Niño-Southern Oscillation 3.4 (ENSO) [41], North Atlantic Oscillation (NAO) [42], Pacific Decadal Oscillation (PDO) [18], Atlantic Multidecadal Oscillation (AMO) [43], and the Pacific-North American (PNA) index [44].

In general, climate indices are derivations of variability in sea-surface temperature (SST), but the NAO and PNA are exceptions [42,44]. The PNA index is derived from daily projections of mid-atmosphere (4980 m to 6000 m) anomalies on the pattern of monthly mid-atmosphere anomalies from 1950 to 2000, and the NAO index is based on the difference in the surface sea-level pressure between the Subtropical High (Azores) and the Subpolar Low. The AMO index is defined as the detrended 10-year running mean of SST anomaly north of the equator, the PDO index is defined as the principle component of the North Pacific monthly SST variability poleward of 20°N [44], and the ENSO is defined as five consecutive 3-month running mean anomalies of sea surface temperature anomalies above (below) the threshold of 0.5 C in the equatorial Pacific Ocean between the west coast of North America and the east coast of Asia.

### 3.3. Mann–Kendall and Quantile-Kendall Trend Analysis of Time-Series Data at Individual Sites

Analysis of streamflow time-series for monotonic trends (one direction, either increasing or decreasing) was performed using the non-parametric Mann–Kendall trend test [37]. The Mann–Kendall Trend test is a “rank-based” test [1] that determines not only the statistical significance of a monotonic trend in a measured attribute [45,46], but also the direction and magnitude (slope) of the change. Trend slopes are computed from each test using the Thiel-Sen slope estimator [47,48] and then transformed to percent change per year [25]. The Mann–Kendall trend test is not affected by extreme values or outliers and does not require the data to be normally distributed. It is assumed that some degree of autocorrelation is evident in Mann–Kendall trend analysis, however “pre-whitening” of the dataset can remove or inhibit the identification of trends in the data.

The Mann–Kendall test was also used to analyze trends over the full range of quantiles of streamflow distribution, termed the Quantile-Kendall (Q-K) analysis [26,27]. Q-K provides a more complete description of changes in the shape or magnitude of the annual or seasonal streamflow duration curve. Quantiles, as used in this context, are the boundary points that divide the observations in a sample into a set of intervals with equal numbers of observations in each interval. In a Q-K analysis for an annual time frame, the quantile boundary points divide the range of 365 daily values in each year into 365 intervals, each with 0.274% of the sample. Mann–Kendall trend tests are then applied to each of the 365 ranks (order) over a specified period of years. When a leap year is encountered, the 183rd and 184th ranked values are averaged. The analysis may be specified for a subperiod of the
annual time frame as well: Q-K analysis for winter, for example, would divide the range of 92 daily values in each winter into 92 intervals, and apply Mann–Kendall trend tests to each of the 92 ranks over a specified period of years. A full description is given in Choquette et al. [27].

Results from the seasonal Mann–Kendall analysis for each of the 365 streamflow quantiles using the Q-K analysis [26,27] for each of the six multi-decadal trend analysis periods were combined for visual analysis and interpretation into a single graph, termed the stacked Quantile-Kendall (Q-K) graph. Each symbol (vertical line) on the graph represents the Mann–Kendall trend test result for each quantile (its position on the x-axis) and multi-decadal trend period (its position on the y-axis); symbol color is explained on the graph. A symbol plotting at the far left edge of the graph indicates a significant trend ($p$-value < 0.05; $\alpha = 0.05$) for the annual time-series of lowest-ranked streamflow in the year (the annual minimum daily streamflow), whereas a symbol plotting in the middle of the graph from left to right, corresponding to the 50th percentile, indicates a significant trend of the 183rd ranked streamflow in the year (median streamflow). The absence of a vertical line, equivalent to a white vertical line, at a percentile of flow duration means that no significant trend was detected for that quantile. Results for all six trend periods are stacked vertically in the graph: Symbols plotting in the region near the bottom of the graph, corresponding to starting in 1950, indicate significant trends for the 66-year period 1950–2015; symbols plotting near the top of the graph, corresponding to starting in 2000, represent significant trend test results for the 16-year period 2000–2015 (all periods for trend testing ended in 2015). In this analysis, it was assumed that observations of significant trends across the streamflow regime were independent of one another. The individual rankings of significant trends across the full range of streamflows at a site were not tested for independence, and as such, the statistical significance of the results must be caveated with this condition. It is important to note that the $p$-values do not show the same significance one would usually expect and that there is the autocorrelation of points in the Q-K analysis and the ranked values. As a result, quantifying the true significance of trends at a streamflow exceedance probability is difficult because the ranked trend is a portion of the greater trend in the streamflow regime. All data used to support the analysis and create the graphs in this paper are available from Rodgers et al. [49].

### 3.4. Comparison of Each Site’s Trend Results to Reference Conditions

The Q-K trend analysis results for each site were compared to the Q-K trend analysis results for a companion reference site (Figure 2) to infer the extent to which temporal variation of streamflow at the non-reference sites (Figure 1) were due to temporal variation of climatic factors as opposed to land use, water use, or any streamflow alterations within the watershed. The climate clusters used to pair non-reference sites with the appropriate reference site for the Q-K result comparisons were derived from the cluster analysis described in a previous section. The Q-K result comparison between non-reference and associated reference sites is summarized as the metric Trend Departure Index (TDI), computed as:

$$TDI = \frac{n}{365}$$

where $n$ is the number of quantiles for which the trend result for a non-reference site departs from the result for the associated reference site divided by 365, which is equal to the total number of quantiles in a Q-K analysis for the annual time frame.

TDI varies from 0 to 1; a TDI of 0 indicates the trend results for the site are identical to the reference site, and any value larger than 0 indicates some departure compared to the reference condition. The larger the number (closer to 1), the more departure or deviation relative to the reference site in trend across all the quantiles for the site. The trend components that diverge from the climate-driven pattern as defined by the assigned reference site can be interpreted as changes through time in human activities in the watershed. For the purpose of a qualitative description of the results in this study, a value of 0.44 (based on interquartile ranges of sets of results) was assigned as the upper threshold of similarity to reference conditions; that is, sites are described as having trend results similar to reference conditions, and by inference, the observed trends at that site are assumed to have been largely driven
by climate influence, if TDI ≤ 0.44. Conversely, large numbers for TDI, ≥0.67, are interpreted to mean that the main drivers for observed trends in streamflow at the site are changes in anthropogenic factors.

4. Results and Discussion

4.1. Cluster Analysis and Trends in Cluster-Mean Time-Series

The data reduction clustering analysis identified five clusters, shown in Figure 3A; for comparison, clusters of sites with similar temporal variations in streamflow identified by McCabe and Wolock [7] are shown in Figure 3B. Sites included in cluster 1 (four sites) were in west-central Florida, cluster 2 (six sites) were in inland central Florida, and cluster 3 (ten sites) included sites in northern Florida and southern Georgia. The ten-site limit imposed by McCabe and Wolock [7] created their cluster 12, which roughly corresponds in location and in size with the combined clusters 1, 2, and 3.

Figure 3. Clusters of sites identified as having similar temporal variation in streamflow for: (A) This study as compared to (B) McCabe and Wolock [25].
Clusters 4 and 5 were the largest clusters identified, with 55 and 64 sites in each cluster, respectively. Sites in cluster 4 (which corresponds roughly with McCabe and Wolock’s [7] cluster 7) were in western Georgia and extended as far west as Louisiana. Sites in cluster 5 (which corresponds roughly with McCabe and Wolock’s [7] cluster 6) were in western Louisiana and extended to the far western boundary of the study area.

The mean time-series Z-scores for each cluster were within a range of −1.44 to 5.77. Cluster 1 had the largest range of Z-scores (4.64), and cluster 4 had the smallest range (1.086). Median Z-score values were similar for each cluster, which indicated sites in each cluster were similarly distributed around the cluster time-series of seasonal mean Z-score (Figure 4). Clusters 1, 2, and 3 each had relatively high Z-scores from 1957 to 1960, 1998, and again from 2003 to 2005, indicating streamflow was greater than one standard deviation from the long-term average. These instances typically occur over multiple seasons: Spring, summer, and fall during the period from 1957–1960, winter and spring in 1998, and throughout entire years from 2003 to 2005. In the winter of 1998, clusters 1 and 2 had unusually large Z-scores, possibly due to record rainfall in central Florida and other areas in the Southeast [50].

Figure 4. Heat map illustrating the mean seasonal time-series of streamflow (transformed to Z-score) for each cluster. For each cluster, there are four columns: Winter (W), spring (Sp), summer (Su), and fall (Fa). A water year is defined as the period between October 1st of one year through September 30th of the following year.

The patterns observed in clusters 1, 2, and 3 correspond to the seasonal distribution of precipitation (mostly occurring in the winter and spring months). Clusters 4 and 5 generally had more variable Z-scores; however, the values were typically above the long-term average from 1973 through 2005. A similar pattern occurred in cluster 3 over the same period. The boundaries of the clusters derived
from the cluster analysis are considered to delineate areas of relatively homogeneous climate patterns, including in the temporal variation of climate, and therefore, to delineate areas within which trends in climatic drivers have produced similar trends in streamflow patterns. This result corresponds with McCabe and Wolock’s [24] findings of a step increase in streamflow in the 1970s.

Results of the Mann–Kendall trend test of Z-scores of streamflow from each cluster of mean seasonal time-series data (1950–2015) indicated that clusters 1, 2, and 3 each had significant decreasing trends over the period of analysis, and cluster 5 had a significant increasing trend (p < 0.05, α = 0.05). Cluster 4 did not have a significant trend (Table 1). In addition, the magnitudes of the Sen’s slope values were small for all clusters, an indication of a very gradual trend (increasing or decreasing). The lack of a significant increasing or decreasing trend for cluster 4 may reflect an even balance between sites in the cluster with increasing and decreasing trends; its location between clusters 1, 2, and 3 to the east, which corresponds with cluster 12 from McCabe and Wolock [7] (decreasing trends), and cluster 5 to the west, which corresponds with cluster 6 from McCabe and Wolock [7] (increasing trend), reinforces even balance as a possible explanation.

### Table 1. Results of the Mann–Kendall trend test and the Sen’s Slope estimate for the mean Z-score time-series for each cluster of sites. The Sen’s slope estimate is in percent per year. C.I., confidence interval.

| Cluster | Kendall’s Tau | p-Value | Sen’s Slope Estimate | Sen’s Slope C.I. Upper/Lower |
|---------|---------------|---------|----------------------|-----------------------------|
| 1       | −0.118        | 0.004   | −0.001               | −0.0022/−0.0004             |
| 2       | −0.185        | 0.000   | −0.002               | −0.0029/−0.0012             |
| 3       | −0.105        | 0.010   | −0.002               | −0.0027/−0.0004             |
| 4       | 0.009         | 0.819   | 0.000                | −0.0009/0.0012              |
| 5       | 0.085         | 0.038   | 0.001                | 0.0016/0.00004              |

Trend results for which p-value < 0.05 are statistically significant at a 95% confidence level.

### 4.2. Correlation between Seasonal Time-Series of Cluster-Mean Streamflow and Climate Indices

The five climate indices only explained a small fraction of the variability in the mean seasonal streamflow at sites within the clusters, which is a result that corroborated the findings in McCabe and Wolock [24]. Streamflow increased at sites in the clusters as the value of the PDO index increased, and clusters 1 and 5 had the most significant correlation with the PDO (Table 2). Correlations were positive and statistically significant (p-values < 0.05, α = 0.05) between cluster time-series Z-scores and the PDO, except for clusters 4 (Table 2). The correlation between all clusters and the PDO had similar values, which indicated that the effect of changes in the PDO on streamflow was similar for each cluster, albeit the correlations were weak.

### Table 2. Correlation coefficients (ϱ) for all clusters with climate indices. PDO, Pacific Decadal Oscillation; AMO, Atlantic Multi-decadal Oscillation; NAO, North Atlantic Oscillation; ENSO, El Nino-Southern Oscillation; PNA, Pacific-North American index.

| Climate Index | Cluster 1 p-Value | Cluster 2 p-Value | Cluster 3 p-Value | Cluster 4 p-Value | Cluster 5 p-Value |
|---------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| PDO           | 0.18              | 0.16              | 0.15              | 0.015             | 0.089             |
| AMO           | −0.05             | −0.07             | −0.28             | −0.15             | −0.16             |
| NAO           | −0.04             | −0.03             | 0.01              | 0.015             | 0.089             |
| ENSO          | 0.23              | 0.16              | 0.11              | 0.072             | 0.22              |
| PNA           | 0.20              | 0.15              | 0.12              | −0.03             | 0.18              |

Similar to the correlation with the PDO, the correlations between the seasonal cluster time-series Z-scores and the seasonal time-series ENSO index were statistically significant (p-value < 0.05, α = 0.05) in clusters 1–3 and 5. Similar results for ENSO and PDO were expected because the ENSO and PDO
indices are both based on SSTs in the Pacific Ocean; however, the PDO is based on the long-term decadal mean of SSTs, whereas ENSO is based on the monthly mean. There has been a longstanding debate in the field of climatology about the relationship between ENSO and PDO and the mechanisms driving their respective modes, as well as their independence from one another.

In a study exploring the effect of ENSO on drought in the continental U.S., Rajagopalan et al. [51] and Tuttle et al. [52] described the PDO as having no significant moderating effect on ENSO over most of the continental U.S. Studies by Juanxiong et al. [53] and Hamlet and Lettenmaier [54] reached similar conclusions. The findings are in contrast to the findings of Gershunov et al. [55] that determined the PDO was responsible for the modulation of ENSO-related winter precipitation in the U.S. Studies conducted by Allan et al. [56] and Verdon et al. [57] also concluded that the PDO and ENSO were related; however, the multi-decadal period of the PDO described several relatively short-term ENSO events. The results of this study suggest agreement with these findings [55–57].

Sites located in the western and central part of the study area (clusters 4 and 5) and in northern Georgia (Cluster 3) were significantly correlated (negatively) with the AMO (p-value < 0.05, α = 0.05). This result agreed with the results of Enfield et al. [58] that described continental-scale patterns of negative correlations between rainfall and the AMO index. In contrast to sites in the eastern part of the study area (clusters 1 and 2) (Table 2). The correlation between seasonal streamflow and the AMO was most significant at sites in Cluster 3. Over the study period, the mean of the AMO was slightly negative but near zero. Based on this result, streamflow in the clusters that were correlated with the AMO tended to vary inversely, resulting in increasing streamflow as the AMO index decreased. There was no significant correlation between the cluster time-series Z-scores and the NAO. The PNA index had a significant positive correlation with each cluster, except for cluster 4—which is likely a result of the wide-ranging, but subtle influence the PNA has on the ENSO, PDO, and AMO climate indices (Table 2).

The climate indices explained approximately 8% or less of the variability in streamflow in the five clusters. The PDO explained from 1.1% to 4.26% of the variability in the cluster time-series Z-scores; the AMO between 0.3% and 7.63%, the NAO 0.26% or less, the ENSO between 1.23% and 5.3%, and the PNA between 0.07% and 3.97% (Table 3). Because of the shared relationships between the climate indices and global SST, the cluster time-series Z-scores were tested against a field of mean seasonal global SSTs for the period of this study to identify potential teleconnections between ocean regions around the globe whereby SST and streamflow in the clusters were directly correlated.

| Clusters | PDO | AMO | NAO | ENSO | PNA |
|----------|-----|-----|-----|------|-----|
| 1        | 3.25| 0.3 | 0.14| 5.3  | 3.97|
| 2        | 2.42| 0.54| 0.09| 2.62 | 2.13|
| 3        | 2.25| 7.63| 0.02| 4.09 | 1.45|
| 4        | 4.26| 2.65| 0.06| 4.8  | 3.28|
| 5        | 4.26| 2.65| 0.06| 4.8  | 3.28|

Clusters 1 and 2 had similar patterns of spatial correlation with SST characterized by positive correlation along the west coast of North America and in the equatorial Pacific Ocean (Figure 5; Supplemental Material S1, Figure S1A–E). Other areas of positive correlation included the British Isles, the mid-Atlantic, the Gulf of Mexico, the Caribbean Sea, and off the coast of Antarctica. Negative correlations between SST and streamflow for clusters 1 and 2 were generally found to occur in a band that wrapped around the globe between 30° S and 60° S. There was also a negative correlation with streamflow above 60° N in the Arctic Circle for clusters 1 and 2. The pattern of spatial correlation
between streamflow in cluster 3 and global SST displayed the most correlation with oceanic regions around the globe. The pattern could be described as a more extreme version of the patterns observed in clusters 1 and 2.

Streamflow was positively correlated with SST in the northern and southern equatorial regions of the Pacific Ocean from the west coasts of Central America and South America in all clusters. A negative correlation between SST and streamflow was observed along the east coast of Asia, and in the waters off of the eastern and southern coasts of Australia, and in the South Pacific Gyre (cluster 1–4). There were also large regions of negative correlation that extended across the eastern seaboard of the U.S. and across the Atlantic Ocean to the British Isles. Cluster 4 was correlated with relatively fewer ocean regions around the globe. SST and cluster 4 streamflow were positively correlated in the Northern Pacific Ocean along the west coast of the U.S. and to some extent in the equatorial Pacific Ocean. Negative correlations were located in the central Pacific Ocean in the subtropics of the northern hemisphere and in the northern Atlantic near the British Isles. Cluster 5 was positively correlated with SST in more oceanic regions than what was observed with the other clusters. Streamflow from cluster 5 was positively correlated with SST along the equator, in the south Pacific Ocean, along the east coast of South America, and in portions of the Indian Ocean. There was a relatively small group of areas where cluster 5 streamflow and SST were negatively correlated. These areas included small regions of the North Atlantic and in the extratropic north-central Pacific Ocean.

4.3. Trends in Monthly Mean Streamflow

Maps depicting results from all monthly analyses can be found in Supplementary Materials S1, Figure S2A–L. For the period of analysis 1950–2015, March had the highest number of increasing trends (29), and May (4) had the lowest number of increasing trends (Table 4). Overall, March had the highest number of statistically significant trends (44), and June had the lowest number (20). From 1950–2015, increasing trends outnumber decreasing trends in all months except February, April, May, and June.
Visual analysis of January results shows a clear geographic difference between increasing and decreasing trends (Figure 6). Decreasing trends are found in the eastern part of the study area, whereas all but two statistically significant trends in the western part of the study area are increasing. Analysis of the May 1950–2015 results indicate statistically significant decreasing trends cover the entire study area except for southern Texas (near Houston and San Antonio).

Figure 6. Trends in monthly-mean streamflow in January for the period 1950–2015. Blue dots depict sites with increasing trends, red dots depict sites with decreasing trends, and gray dots depict sites with no significant trends (see Supplementary Materials S1 for Figure S2A–L for months February–December).

Of the four months where significant decreasing trends outnumber significant increasing trends, June trends are more balanced geographically with increasing and decreasing trends in both the eastern and western parts of the study area. In the western part of the study area (Texas), increasing trends are intermixed spatially with decreasing trends; however, in the east, as with the April and May results, decreasing trends are clustered around Tampa-St. Petersburg. From 1960 onward, statistically significant decreasing trends account for most of the monthly trends over all periods of record (Table 4). During the multi-decadal periods of 1970–2015, 1980–2015, and 1990–2015, decreasing trends account for all statistically significant trends in the months of January, February, and May (Table 4).
Table 4. Table of monthly mean trend results by the beginning date of the period of analysis through 2015; p-value < 0.05, α = 0.05.

| Month    | Significant Trends | Increasing Trends | Decreasing Trends | Month    | Significant Trends | Increasing Trends | Decreasing Trends | Month    | Significant Trends | Increasing Trends | Decreasing Trends |
|----------|--------------------|-------------------|-------------------|----------|--------------------|-------------------|-------------------|----------|--------------------|-------------------|-------------------|
| January  | 25                 | 14                | 11                | January  | 33                 | 5                 | 28                | January  | 35                 | 0                 | 35                |
| February | 21                 | 7                 | 14                | February | 36                 | 2                 | 34                | February | 35                 | 0                 | 35                |
| March    | 44                 | 29                | 15                | March    | 38                 | 8                 | 30                | March    | 27                 | 2                 | 25                |
| April    | 29                 | 11                | 18                | April    | 26                 | 3                 | 23                | April    | 21                 | 1                 | 20                |
| May      | 26                 | 4                 | 22                | May      | 34                 | 2                 | 32                | May      | 42                 | 0                 | 42                |
| June     | 20                 | 9                 | 11                | June     | 34                 | 2                 | 32                | June     | 34                 | 0                 | 34                |
| July     | 29                 | 17                | 12                | July     | 37                 | 9                 | 28                | July     | 34                 | 0                 | 34                |
| August   | 36                 | 23                | 13                | August   | 41                 | 3                 | 38                | August   | 57                 | 9                 | 48                |
| September| 31                 | 19                | 12                | September| 34                 | 8                 | 26                | September| 37                 | 5                 | 32                |
| October  | 33                 | 20                | 13                | October  | 29                 | 5                 | 24                | October  | 24                 | 1                 | 23                |
| November | 36                 | 23                | 13                | November | 22                 | 8                 | 14                | November | 19                 | 3                 | 16                |
| December | 25                 | 17                | 8                 | December | 17                 | 3                 | 14                | December | 21                 | 1                 | 20                |

| Month    | Significant Trends | Increasing Trends | Decreasing Trends | Month    | Significant Trends | Increasing Trends | Decreasing Trends | Month    | Significant Trends | Increasing Trends | Decreasing Trends |
|----------|--------------------|-------------------|-------------------|----------|--------------------|-------------------|-------------------|----------|--------------------|-------------------|-------------------|
| January  | 12                 | 0                 | 12                | January  | 39                 | 0                 | 39                | January  | 15                 | 3                 | 12                |
| February | 19                 | 0                 | 19                | February | 44                 | 0                 | 44                | February | 21                 | 0                 | 21                |
| March    | 14                 | 0                 | 14                | March    | 42                 | 0                 | 42                | March    | 11                 | 0                 | 11                |
| April    | 7                  | 1                 | 6                 | April    | 27                 | 0                 | 27                | April    | 5                  | 0                 | 5                 |
| May      | 14                 | 0                 | 14                | May      | 15                 | 0                 | 15                | May      | 4                  | 3                 | 1                 |
| June     | 21                 | 0                 | 21                | June     | 24                 | 1                 | 23                | June     | 1                  | 0                 | 1                 |
| July     | 12                 | 3                 | 9                 | July     | 22                 | 4                 | 18                | July     | 4                  | 1                 | 3                 |
| August   | 15                 | 2                 | 13                | August   | 36                 | 1                 | 35                | August   | 10                 | 0                 | 10                |
| September| 14                 | 2                 | 12                | September| 26                 | 0                 | 26                | September| 13                 | 0                 | 13                |
| October  | 16                 | 0                 | 16                | October  | 20                 | 0                 | 20                | October  | 7                  | 0                 | 7                 |
| November | 24                 | 0                 | 24                | November | 31                 | 0                 | 31                | November | 14                 | 0                 | 14                |
| December | 18                 | 0                 | 18                | December | 30                 | 0                 | 30                | December | 24                 | 0                 | 24                |
4.4. Trends in Seasonal Mean Streamflow

The largest number of significant trends in seasonal mean streamflow (1950–2015) occurred in the Fall season (Table 5). Decreasing trends in seasonal mean streamflow were predominant, outnumbering increasing trends by approximately 5 to 1. For the period 1950–2015, Fall had the greatest number of increasing (30) and decreasing trends (18). Spring had the smallest number of increasing trends (9), and summer and winter had the smallest number of decreasing trends (11). All of the decreasing trends identified for winter occurred in the eastern part of the study area (Florida), and all the increasing trends occurred in the western part of the study area (Texas) (Figure 7).

![Figure 7. Trends in seasonal mean streamflow in winter for the period 1950–2015. Blue dots indicate sites with increasing trends, red dots indicate sites with decreasing trends, and gray dots depict sites with no significant trends. See Supplementary Materials S1, Figure S3A–D for all seasons.](image)

Overall, a pattern of decreasing streamflow trends was identified in the eastern part of the study area during all seasons from 1950–2015 (Supplementary Materials S1, S3A–D). Decadal variations in statistically significant trends by season are most apparent in trends identified in Fall. Increasing trends decline substantially in the Fall over the inter-decadal periods analyzed with 30 increasing trends identified in the 1950–2015 period of record to zero increasing trends in the 2000–2015 period of record. Over all periods of record analyzed, decreasing trends outnumber increasing trends, and in several instances, account for all significant trends identified in this analysis.
Table 5. Trend results in seasonal mean streamflow for each decade starting in 1950 through 2015; *p*-value < 0.05, \( \alpha = 0.05 \).

| Season | Significant Trends | Increasing Trends | Decreasing Trends | Season | Significant Trends | Increasing Trends | Decreasing Trends | Season | Significant Trends | Increasing Trends | Decreasing Trends |
|--------|--------------------|-------------------|-------------------|--------|--------------------|-------------------|-------------------|--------|--------------------|-------------------|-------------------|
| 1950   |                    |                   |                   | 1960   |                    |                   |                   | 1970   |                    |                   |                   |
| Spring | 25                 | 9                 | 16                | Spring | 34                 | 3                 | 31                | Spring | 29                 | 1                 | 28                |
| Summer | 23                 | 12                | 11                | Summer | 36                 | 7                 | 29                | Summer | 41                 | 2                 | 39                |
| Fall   | 48                 | 30                | 18                | Fall   | 36                 | 11                | 25                | Fall   | 27                 | 2                 | 25                |
| Winter | 22                 | 11                | 11                | Winter | 32                 | 3                 | 29                | Winter | 34                 | 1                 | 33                |
| 1980   |                    |                   |                   | 1990   |                    |                   |                   | 2000   |                    |                   |                   |
| Spring | 6                  | 0                 | 6                 | Spring | 29                 | 0                 | 29                | Spring | 2                  | 0                 | 2                 |
| Summer | 14                 | 1                 | 13                | Summer | 32                 | 1                 | 31                | Summer | 3                  | 0                 | 3                 |
| Fall   | 17                 | 1                 | 16                | Fall   | 28                 | 0                 | 28                | Fall   | 15                 | 0                 | 15                |
| Winter | 16                 | 0                 | 16                | Winter | 39                 | 0                 | 39                | Winter | 20                 | 1                 | 19                |
4.5. Trends in 11 Deciles of Annual Streamflow at 139 Streamflow-Gaging Stations

Results of a decile trend analysis suggest that, over the full streamflow regime, streamflow is decreasing, and as a result, the overall volume of streamflow to the Gulf of Mexico is decreasing. The minimum mean daily streamflow ($Q_{00}$; low flow) had the largest number of significant trends (70) for the period of analysis 1950–2015 (Table 6). The number of statistically significant trends in $Q_{00}$ ranged from 82 (59% of the sites) for 1970–2015 to 21 (15% of sites) for 2000–2015. On average, decreasing trends exceeded increasing trends by approximately 4 to 1 over all periods analyzed. Decreasing trends were detected in low-to-middle ranges of streamflow ($Q_{00}$ to $Q_{50}$) consistently for sites throughout the eastern third of the study area, whereas decreasing trends in the higher deciles of streamflow had a narrower geographic range confined mostly to Florida (Figure 8, Supplementary Materials S1, Figure S4A–K).

![Figure 8](image_url)

**Figure 8.** Trends in the 50th decile of mean annual streamflow for the period 1950–2015. Blue dots indicate sites with increasing trends, red dots indicate sites with decreasing trends, and gray dots depict sites with no significant trends. See Supplementary Materials S1, Figure S4A–K for deciles $Q_{00}$ to $Q_{100}$.
Table 6. Trend results in decile streamflow starting in each decade from 1950 through 2015. \( p \)-value < 0.05, \( \alpha = 0.05 \); \( Q_{00} \): low flow, \( Q_{10} \): 10th decile, \( Q_{20} \): 20th decile, \( Q_{30} \): 30th decile, \( Q_{40} \): 40th decile, \( Q_{50} \): 50th decile, \( Q_{60} \): 60th decile, \( Q_{70} \): 70th decile, \( Q_{80} \): 80th decile, \( Q_{90} \): 90th decile, \( Q_{100} \): high flow.

| Decile | Significant Trends | Decreasing Trends | Decile | Significant Trends | Decreasing Trends | Decile | Significant Trends | Decreasing Trends | Decile | Significant Trends | Decreasing Trends |
|--------|--------------------|-------------------|--------|--------------------|-------------------|--------|--------------------|-------------------|--------|--------------------|-------------------|
| 1950   |                    |                   | 1960   |                    |                   | 1970   |                    |                   |        |                    |                   |
| Q00    | 70                 | 35                | Q00    | 77                 | 28                | Q00    | 82                 | 16                | Q00    | 66                 | 13                |
| Q10    | 61                 | 32                | Q10    | 72                 | 24                | Q10    | 78                 | 13                | Q10    | 65                 | 10                |
| Q20    | 49                 | 29                | Q20    | 63                 | 20                | Q20    | 79                 | 10                | Q20    | 69                 | 6                 |
| Q30    | 48                 | 31                | Q30    | 56                 | 16                | Q30    | 66                 | 6                 | Q30    | 60                 | 5                 |
| Q40    | 45                 | 29                | Q40    | 49                 | 12                | Q40    | 68                 | 5                 | Q40    | 63                 | 5                 |
| Q50    | 42                 | 28                | Q50    | 44                 | 10                | Q50    | 60                 | 5                 | Q50    | 55                 | 3                 |
| Q60    | 31                 | 18                | Q60    | 38                 | 7                 | Q60    | 55                 | 3                 | Q60    | 52                 | 2                 |
| Q70    | 39                 | 27                | Q70    | 36                 | 7                 | Q70    | 50                 | 2                 | Q70    | 48                 | 1                 |
| Q80    | 27                 | 16                | Q80    | 29                 | 5                 | Q80    | 41                 | 1                 | Q80    | 40                 |                  |
| Q90    | 22                 | 13                | Q90    | 24                 | 3                 | Q90    | 27                 | 1                 | Q90    | 26                 |                  |
| Q100   | 31                 | 9                 | Q100   | 28                 | 3                 | Q100   | 21                 | 2                 | Q100   | 19                 |                  |

| Decile | Significant Trends | Decreasing Trends | Decile | Significant Trends | Decreasing Trends | Decile | Significant Trends | Decreasing Trends | Decile | Significant Trends | Decreasing Trends |
|--------|--------------------|-------------------|--------|--------------------|-------------------|--------|--------------------|-------------------|--------|--------------------|-------------------|
| 1980   |                    |                   | 1990   |                    |                   | 2000   |                    |                   |        |                    |                   |
| Q00    | 50                 | 8                 | Q00    | 51                 | 5                 | Q00    | 21                 | 0                 | Q00    | 21                 |                  |
| Q10    | 37                 | 6                 | Q10    | 66                 | 4                 | Q10    | 22                 | 0                 | Q10    | 22                 |                  |
| Q20    | 39                 | 4                 | Q20    | 61                 | 1                 | Q20    | 24                 | 0                 | Q20    | 24                 |                  |
| Q30    | 35                 | 1                 | Q30    | 59                 | 1                 | Q30    | 26                 | 0                 | Q30    | 26                 |                  |
| Q40    | 34                 | 2                 | Q40    | 64                 | 0                 | Q40    | 26                 | 0                 | Q40    | 26                 |                  |
| Q50    | 28                 | 2                 | Q50    | 63                 | 0                 | Q50    | 24                 | 0                 | Q50    | 24                 |                  |
| Q60    | 26                 | 2                 | Q60    | 60                 | 0                 | Q60    | 24                 | 0                 | Q60    | 24                 |                  |
| Q70    | 19                 | 1                 | Q70    | 54                 | 0                 | Q70    | 17                 | 0                 | Q70    | 17                 |                  |
| Q80    | 14                 | 1                 | Q80    | 46                 | 1                 | Q80    | 9                  | 3                 | Q80    | 6                  |                  |
| Q90    | 8                  | 1                 | Q90    | 25                 | 1                 | Q90    | 4                  | 0                 | Q90    | 4                  |                  |
| Q100   | 6                  | 1                 | Q100   | 17                 | 0                 | Q100   | 3                  | 1                 | Q100   | 2                  |                  |
4.6. Trends in the Full Range of Streamflow Quantiles (Quantile-Kendall Analysis)

An example application of the stacked Q-K graphs for a site in Louisiana (site no. 79; Supplementary Materials S2) shows significant decreasing trends were detected in the annual minimum daily streamflow for four of the six trend periods, and decreasing trends were detected for almost all 365 percentiles of streamflow for the 25-year period 1990–2015 (Figure 9A). The overall pattern in observed trends for this site—a reference site—is inferred to represent the effects of temporal variation in the climatic factors that affect streamflow, without influence from temporal changes in human land use or water use in the watershed. The seasonal stacked Q-K graph (Figure 9B), provides additional information about the observed decreasing trend in streamflow of higher percentiles for the 1970–2015 period (shown in Figure 9A); specifically, that the results apply to winter streamflow only. Data to create the annual and seasonal Q-K graphs for all 139 sites are available from Rodgers et al. [49].

![Figure 9. A stacked Quantile-Kendall graph for site no. 79 (USGS station no. 07373000 Big Creek at Pollock, Louisiana) for the: (A) Annual time frame and (B) seasonal time frame. Trend results are plotted at the starting year of the trend analysis period with a significant decreasing trend >2% change in slope per year, shown as a red line, and <2% change in slope per year, shown as a yellow line. Significant increasing trends with a change in slope >2% per year are shown as a blue line, and a change in slope <2% per year, shown as a green line. The absence of a vertical line (shown as a white line) means that no significant trend was detected for that percentile of flow. HDI-hydrologic disturbance index [29].](image)

4.7. Spatial Variation in Streamflow Quantile Trends for Reference Sites (Reflecting Temporal Variation in Climate)

Trends at the 17 reference sites were significantly decreasing (p-value < 0.05, α = 0.05) except for one site located in Louisiana (Figures 10 and 11; Supplementary Materials S1, Figure S5A–D; Supplementary Materials S2). The predominance of significant decreasing trends at all reference sites and for all trend periods during both the annual and seasonal time frames is striking. Decreasing trend slopes vary across the study area (slope percentage >3% annually in Texas). The trend slope of reference sites in Mississippi and Louisiana (Figure 10) indicates shallow decreasing trends (<2% change) for the longest trend period. The number of decreasing trends in the shorter trend periods indicate a significant decrease in streamflow beginning in 1980. The single exception is for site no. 81 (USGS station no. 07376500 Natalbany River at Baptist, Louisiana) for which increasing trends were detected for low streamflow percentiles for the longest trend periods, and in summer and fall only (Figure 11).
Figure 10. Stacked Quantile-Kendall graphs, annual time frame, for the reference sites in the study area (Mississippi and Louisiana are shown here). See Supplementary Materials S1, Table S1 for other reference sites.

Figure 11. Stacked Quantile-Kendall graphs, seasonal time frame, for the 17 reference sites in the study area. (Mississippi and Louisiana are shown here). See Supplementary Materials S1, Table S1 for other reference sites.
For most reference sites in clusters 4 and 5, conditions were drier in 2015 than in 1970, but about the same as in 1950. The conspicuous lack of decreasing trends for the 66- and 56-year trend periods (periods starting in 1950 and 1960) despite the presence of decreasing trends for periods starting in 1970 and later is consistent with the theory that the one-time step increase in precipitation and streamflow that occurred rather abruptly near the year 1970 documented by McCabe and Wolock [24] has acted to balance the strong and consistent decreasing trends in streamflow detected for the 46-year and shorter periods (starting in 1970 or later), so that no net change is detected when analyzing for the 66- and 56-year trend periods.

Although it seems contradictory that environmental factors that influence streamflow changes at reference sites—presumably climate or other atmospheric factors—would create these two opposing directions of change, it is possible that a change in one set of atmospheric factors in or around 1970 produced the step change, while a change in a different set of atmospheric factors has produced the consistent decreasing streamflow trends observed since 1970 (for example, see the discussion in Krakauer and Fung [22]).

Spatial coherence of trends for the reference sites within a cluster improves when the distance from the coast is considered: For example, the reference sites (Supplementary Materials S1, Table S1) furthest from the coast in cluster 4 have fewer significant trends that are mostly confined to the 1970–2015 period, compared to reference sites closer to the coast. The proximity and possible spatial dependence (although on independent streamflow paths) of three of the five reference sites in the western part of cluster 5 are not ideal for evaluating spatial coherence for this cluster. As with cluster 4, distance from the coast may explain different patterns: Significant trends occur throughout the streamflow distribution and for three or more of the trend periods for the three sites in the western part of cluster 5, whereas trends are less common in trend periods with earlier starting years (before 1980) for the two reference sites near the coast.

The reference site sets are not ideal as streamflow patterns for paired reference sites on the same streamflow path, such as the Suwanee and Leaf Rivers (Supplementary Materials S1, Table S1), are likely to be autocorrelated unless intervening drainage renders them effectively independent. Because spatial correlation would invalidate conclusions about spatial coherence of reference site patterns, the sufficiency of intervening drainage area was analyzed to eliminate sites that could not be considered as independent observations; all reference sites were found to be sufficiently independent.

Several aspects of the trend results vary from east to west in the study area.

1. Steepness of trends: Clusters 1, 2, and 3 (Supplementary Materials S2) have very few significant trends, but the slopes of the trends are steep (>2% change per year). In cluster 4, closer to the coast, the significant trends for longer trend periods tend to be shallow, whereas the slopes of significant trends for shorter, more recent trend periods (1980–2015 and 1990–2015) tend to be steeper. This is especially evident in the results of the seasonally stratified Q-K (likely due to the same factors that caused fewer significant trends for longer periods). In cluster 5, all slopes of significant trends are steep.

2. Number of significant decreasing trends in higher streamflows (Supplementary Materials S2): Almost no trends in high streamflows were identified for sites in clusters 1, 2, and 3. Trends in high streamflow were present at some (5) sites in cluster 4, and in cluster 5 all reference sites show decreasing trends in high streamflows.

3. Occurrence of trends in summer and fall streamflows (Supplementary Materials S2): Every reference site in cluster 5 had a significant decreasing trend in fall streamflow. Perhaps the dominance of precipitation (as high as 70% of the annual total) during warmer months and the resultant evapotranspiration combined with water use in this region makes streamflow more sensitive to changes in climate, hence steeper slopes, and more significant trends.
This analysis offers a more complete description than previous studies that have examined trend results only in mean values [22] or in minimum/median/maximum values [24]. The results illustrated in the stacked Q-K graphs were condensed to four metrics for each site and multidecadal period—the counts of quantiles with significant increasing and decreasing trends, and the mean value of trend slope for increasing and decreasing trends. For example, for site no. 79, Big Creek at Pollard, Louisiana (Figure 9A), the count of quantiles for the period 1970–2015 is 0 increasing trends (mean slope = 0) and 97 decreasing trends (mean slope = −1.0). Although these simple metrics lack detailed information on the location of the trend in the streamflow distribution, they are more suitable for quantitative comparisons between sites and clusters. The spatial distribution of the four metrics is shown in Figure 12A,B, for the periods 1950–2015 and 1970–2015, respectively. These two periods were selected to illustrate the influence on trend patterns of the step increase of streamflow near 1970 [24]. Because of the step increase, trend results for the 1970–2015 period reflect a wetter starting condition than results for the 1950–2015 period, and this is the likely explanation for the disparity in the number of decreasing trends for the two periods. For almost all the reference sites in clusters 4 and 5, at least 50 of the 365 streamflow quantiles show a significant decreasing trend. Trend slopes were especially steep (more than a 3% decrease per year) for sites in northern Florida and Texas.

![Figure 12. Spatial variation in the count and the slope of significant trends in the full range of streamflow quantiles for reference sites, annual time frame, for (A) 1950–2015 and (B) 1970–2015.](image)

The number of quantiles at a site with decreasing trends increased, dramatically moving from east to west (Figure 11). As evidenced by the trends in all periods, seen in Figure 11. Over all periods of record, reference sites in Texas had more trends than reference sites in the east (Florida, Georgia, and Alabama). The average and standard deviation of counts for each cluster and the mean trend slopes for the period 1970–2015 are reported in Table 7; these quantify the differences between clusters in the number of quantiles with trends during this period.
Table 7. Summary by the cluster of trends and the Trend Departure Index (TDI) for the period 1970–2015, annual time frame for all sites. TDI varies from 0 to 1; a TDI of 0 indicates the trend results for the site are identical to the reference site.

| Reference Sites | Increasing Trends | Decreasing Trends | Trend Departure Index |
|-----------------|-------------------|-------------------|-----------------------|
|                 | Count of quantiles with trends | Count of quantile with trends |                        |
| Cluster         | Number of sites | Average per site | Standard deviation | Average slope, in percent | Number of sites | Average per site | Standard deviation | Average slope, in percent | Average | Standard deviation |
| 1               | a               | b                 | c                  | d                      | 1               | a                 | b                 | c                  | d             | e                 |
| 2               | 1               | 0                 | –                  | –                      | 0               | –                 | b                 | –                  | c             | –                 |
| 3               | 2               | 0                 | 0                  | –                      | 17              | 6                 | –                 | –                  | –             | –                 |
| 4               | 3               | 0                 | 0                  | –                      | 150             | 95                | –                 | –                  | –             | –                 |
| 5               | 5               | 0                 | 0                  | –                      | 190             | 139               | –                 | –                  | –             | –                 |
| All             | 17              | 0                 | 0                  | –                      | 137             | 115               | –                 | –                  | –             | –                 |

All Sites (excluding spatially dependent sites d)

| Increasing trends | Decreasing trends | Trend Departure Index |
|-------------------|-------------------|-----------------------|
| Cluster           | Count of quantiles with trends | Count of quantile with trends | Average | Standard deviation |
| 1                 | 6                 | 3                  | 6             | 1           | 18              | 27               | –2.71   | 0.06           | 0.07 |
| 2                 | 3                 | 0                  | 0             | –c          | 32              | 32               | –3.10   | 0.09           | 0.14 |
| 3                 | 8                 | 0                  | 0             | –c          | 148             | 143              | –2.18   | 0.38           | 0.38 |
| 4                 | 49                | 0                  | 0             | –c          | 130             | 126              | –1.23   | 0.37           | 0.28 |
| 5                 | 51                | 15                 | 45            | 2.38        | 72              | 118              | –2.79   | 0.68           | 0.41 |
| All               | 117               | 7                  | 31            | 2.24        | 97              | 123              | –1.91   | 0.48           | 0.39 |

a Cluster 1 does not include a reference site; for the purpose of calculating TDI a reference site from Cluster 2 was associated with sites in Cluster 1; b Standard deviation is not calculated for n = 1; c Mean slope not reported because there were no significant trends; d Results for pairs of sites located close together on the same flow path are not independent; one site from each pair is excluded for this summary.

4.8. Spatial Variation in Streamflow Quantile Trends for Non-Reference Sites

Southern Texas and the Apalachicola River basin in western Georgia have the greatest density of sites at which more than half of the streamflow quantiles show a significant decreasing trend (Figure 13). Two time periods in this analysis bracket the step increase in streamflow in 1970 [24]—1950 to 2015 and 1970 to 2015. Reference sites for these two areas (clusters 4 and 5) also had a large number of significant decreasing trends for 1970–2015, and therefore, part of the pattern for this period could be climate - driven.

The darkest blue circles represent sites (n = 23) for which more than half of the streamflow quantiles show a significant increasing trend (Figure 13). These are scattered throughout the western and central part of the study area for the 1950–2015 period, and almost exclusively in Texas for the 1970–2015 period. Because almost no increasing trends were observed at reference sites for either of these periods, it is concluded that any trends at non-reference sites are likely due to anthropogenic changes, such as impoundments or diversions. The spatial trend from east to west is markedly different compared to reference sites (Figures 12 and 13; Table 7): Much larger average counts of decreasing trends for cluster 3 for all sites (148) compared to reference sites (17), and much smaller average counts of decreasing trends for cluster 5 for all sites (72) compared to reference sites (190).
Figure 13. Spatial variation in the number of significant trends in the full range of streamflow quantiles for all sites, annual time frame, for (A) 1950–2015 and (B) 1970–2015.

4.9. Departure of Trend Results from Climate-Driven Conditions

TDI results show that for the 1950–2015 trend period, 68% of the sites had the fewest departures from reference sites, and 9% of the sites had the most departure from reference sites (Figure 14). The sites with the fewest departures drop to 30% for the 1970–2015 period. The largest increase between the two periods is at sites with the most departure from reference sites at 41%. As with the analysis of the reference sites, almost no significant trend or departures from the reference sites for the 1950–2015 trend period were observed. However, for the 1970–2015 trend period, this analysis identified an increase of over 30% at sites with the most departure from the reference conditions (Figure 14). Given the correlation between climatic indices and reference sites identified in this study, the increase in the number of sites departing from reference conditions indicates causal factors other than climate. Because almost no increasing trends were observed at reference sites for either of these periods, it can be concluded that any trends at non-reference sites are likely due to anthropogenic changes, such as impoundments or diversions. All TDI results are contained in the data released by Sanks and Rodgers [59].
5. Conclusions

Decreasing trends in streamflow were predominant throughout all periods of analysis (1950–2015, 1960–2015, 1970–2015, 1980–2015, 1990–2015, 2000–2015). Decreasing trends in monthly average streamflow were documented for almost all months, and in many instances, accounted for all significant trends. Decreasing trends dominated all seasons for all periods of trend analysis except for 1950–2015. These results reinforce findings from previous national-scale studies of significant decreasing trends for periods of analysis starting in 1970 or later and expand the analysis to screen for change throughout the flow-duration curve (rather than focusing just on trends in mean streamflow, or in a few percentiles, 0, 50, 100, of the distribution) and through all seasons.

In general, the pattern of temporal variation in streamflow, averaged across five clusters of hydrologically similar sites, was found to be correlated with oscillations in the dominant climate indices (PDO, ENSO, and PNA) for this region: An indication of teleconnections between the Pacific Ocean and this region. Climate is not the only factor driving temporal variation in streamflow, however, and this is reflected in the relatively small values of the correlation coefficient with climate indices.

At a subset of 17 reference sites, for which anthropogenic factors are not expected to drive change or trends in streamflow, almost no significant trends were observed for the period 1950–2015, and then in sharp contrast, a preponderance of significant decreasing trends was observed for the period 1970–2015 and in all subsequent multi-decadal trend analysis. This finding is consistent with a previous investigation that noted a one-time step increase in precipitation and streamflow occurred rather abruptly near the year 1970, and it has acted to balance strong and consistent decreasing trends in streamflow detected at these reference sites for periods starting in 1970 or later, trends that were presumably driven only by temporal variations in climate. As a result of this balancing, no net change is detected when analyzing the 1950–2015 and 1960–2015 trend periods. This result implies that the trend slopes estimated from the reference site trend analyses starting in 1970 and later may be more indicative of future changes in streamflow driven by climate, as they do not include the step change in 1970, which may be an isolated and unrepeatable event.
For all trend analysis periods, significant trends in low flow were predominantly decreasing trends. Such decreases would be expected to intensify during drought conditions and decrease the freshwater contribution to the Gulf of Mexico during periods of the year when baseflow is the predominant component of streamflow. In addition, the TDI shows that the departure of trends from conditions varies across the study area and by the period of analysis.

Counter to the general finding of predominantly decreasing trends, at approximately 17% of the study sites, more than half of the streamflow quantiles show a significant increasing trend. These sites are located throughout the western and central part of the study area for the 1950–2015 period, and almost exclusively in Texas for the 1970–2015 period. Because almost no increasing trends were observed at reference sites for either of these periods, this study concludes that any increasing trends at non-reference sites are likely due to anthropogenic changes, such as impoundments or diversions.

This study is part of a broader effort to characterize streamflow in the Gulf states and provides a baseline for developing flow-ecology relationships within the study area. These analyses are ongoing and are intended to support natural resource managers by providing a framework to characterize streamflow and develop best management practices beneficial to all stakeholders. The results of this study and ongoing research are important to the restoration of the Gulf of Mexico and its continued biological and economic health.

**Supplementary Materials S1:** The following are available online at http://www.mdpi.com/2073-4441/12/12/3345/s1. Table S1. Station information for sites used in the Trend analysis. Figure S5. Spatial correlation of cluster 1 streamflow (converted to Z-scores) with seasonal mean of monthly sea-surface temperature for the period 1950 to 2015. For spatial correlation with clusters 2 to 5, see Supplementary Materials S1, Figure S1B–E. Figure S2. Trends in monthly-mean streamflow in January for the period 1950–2015. Blue dots depict sites with increasing trends, red dots depict sites with decreasing trends, and gray dots depict sites with no significant trends. Figure S3. Trends in seasonal mean streamflow in winter for the period 1950–2015. Blue dots indicate sites with increasing trends, red dots indicate sites with decreasing trends, and gray dots depict sites with no significant trends. Figure S4. Trends in the 50th decile of mean annual streamflow for the period 1950–2015. Blue dots indicate sites with increasing trends, red dots indicate sites with decreasing trends, and gray dots depict sites with no significant trends. Figure S5. Stacked Quantile-Kendall graphs, annual time frame, for the 17 reference sites in the study area. S5A., Florida; S5B., Alabama-Mississippi; S5C., Mississippi-Louisiana; S5D., Texas. Figure S6. Stacked Quantile-Kendall graphs, seasonal time frame, for the 17 reference sites in the study area. S6A., Florida; S6B., Alabama-Mississippi; S6C., Mississippi-Louisiana; S6D., Texas. Figure S7. Spatial variation in the count and the slope of significant trends in the full range of streamflow quantile for reference sites, annual time frame, for Figure S7A. 1950–2015 and S7B. 1970–2015. Figure S8. Spatial variation in the number of significant trends in the full range of streamflow quantiles for all sites, annual time frame, for Figure S8A. 1950–2015 and S8B. 1970–2015. Figure S9. Trend Departure Index, annual time frame, for S9A. 1950–2015 and S9B. 1970–2015.

**Supplementary Materials S2:** The following are available online at http://www.mdpi.com/2073-4441/12/12/3345/s1. Graphs contained in the S2 are known as Stacked Quantile-Kendall graphs at the seasonal time frame. Each plot site number corresponds with a site number in Supplementary Materials S1, Table S1 containing the station information for all 139 sites in the analysis. Results for all trend periods analyzed are stacked vertically in the graph with the period of record 1950–2015 plotted at the bottom of the graph with colored bars indicating significant trends for the 66-year period. Results for the period of record 2000–2015 are plotted at the top of the graph. Significant decreasing trends (>2% per year) are plotted in red, significant decreasing trends (<2% per year) are plotted in orange, significant increasing trends (>2% per year) are plotted in blue, and significant increasing trends (<2% per year) are plotted in green. Seasonal graph X axis is read from left to right with trends in the low flows on the left (i.e., 0 on the X axis), trends in the high flows on the right (i.e., 100 on the X axis), and period of record beginning year on the Y axis. HDI stands for Hydrologic Disturbance Index [37] The Hydrologic Disturbance Index is derived from a group of indices described in Falcone [29] as “a set of variables or disturbance factors derived from readily available GIS data” which were developed and calibrated alone or in “combination with other variables and aggregation methods which best differentiate between least and most disturbed sites.” The HDI was “validated with 193 withheld watersheds and correctly classified about two-thirds of least- and most-disturbed sites” [37]. For the purpose of this study, reference sites were chosen with HDI values less than or equal to 17.
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