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Abstract

Spike sorting refers to the problem of assigning action potentials observed in extra-cellular recordings of neural activity to the neuron(s) from which they originate. We cast this problem as one of learning a convolutional dictionary from raw multi-electrode waveform data, subject to sparsity constraints. In this context, sparsity refers to the number of neurons that are allowed to spike simultaneously. The convolutional dictionary setting, along with its assumptions (e.g. refractoriness) that are motivated by the spike-sorting problem, let us give theoretical bounds on the sample complexity of spike sorting as a function of the number of underlying neurons, the rate of occurrence of simultaneous spiking, and the firing rate of the neurons. We derive memory/computation-efficient convolutional versions of OMP (cOMP) and KSVD (cKSVD), popular algorithms for sparse coding and dictionary learning respectively. We demonstrate via simulations that an algorithm that alternates between cOMP and cKSVD can recover the underlying spike waveforms successfully, assuming few neurons spike simultaneously, and is stable in the presence of noise. We also apply the algorithm to extra-cellular recordings from a tetrode in the rat Hippocampus.

1 Introduction

In experimental neuroscience, electrophysiology using extra-cellular electrodes has been the de-facto method to record neural activity from brain. With the falling costs of storage, a recent trend is the collection and storage of raw extracellular neural activity using large electrode arrays, comprising hundreds to thousands of electrodes [1], for prolonged period of up to hours/days [2], and at high sampling rates. These developments have enabled the probing of neural dynamics at large spatial and temporal scale, and have shown promising improvements in spike sorting, that is, the association of action potentials from extra-cellular recordings to the neuron(s) from which they originate.

Reflecting this trend, numerous approaches for spike sorting have been introduced. They fall into two broad categories. The first approach, based on the clustering of features extracted from the detected spike waveforms, has been the mainstream approach for decades [3]. The features range from simple spike characteristics, such as peak amplitude and width, to more complicated features such as principal components and wavelet coefficients [4]. Recently introduced algorithms such as Mountainsort [5] and Spyking Circus [6] employ a similar approach, with sophisticated metrics and checks to prevent spurious events from affecting the clustering.
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The second approach, fairly recent compared to the first, is focused on learning (or discovering) the signature/template waveform from each of the neurons sensed by a given electrode array, and on using these to find the location of the action potentials that best match the learned signature waveforms. Typically, the templates are iteratively learned, for instance by computing a running average of the waveforms classified as coming from the same neuron [7]. The Matching Pursuit algorithm [8] has been the popular method for matching the templates and identifying the neuron(s) associated with extra-cellular action potentials [6,7,9].

More recently, the second approach has been strengthened by drawing from the signal processing literature, particularly the sparse approximation literature [10]. A simple generative model for the observations from a single extra-cellular electrode is the sum of the convolution of each spike waveform with the marked point-process consisting of the spike times from a given neuron and the associated amplitude [11]. In the context of this generative model, [12,13] cast the problem of learning both the spike waveforms and the spike-time/amplitude pairs as a bi-convex optimization problem. This leads to an algorithm, Continuous Basis Pursuit (CBP), that alternates between a sparse-approximation step to identify spike-times/amplitudes given approximate spike waveforms, and a step that updates the spike waveforms given improved spike times/amplitudes from the sparse approximation step. The CBP approach is computationally demanding as it requires the solution to large-scale convex optimization problems.

Here, we cast spike sorting as a convolutional dictionary learning problem and propose an efficient iterative alternating-minimization algorithm for its solution. At each iteration, the algorithm alternates between convolutional sparse coding via convolutional orthogonal matching pursuit (cOMP) and convolutional dictionary learning via convolutional K-SVD (cKSVD). This follows the general philosophy of the second general approach to spike sorting described above, with the connection to dictionary learning and sparse approximation made explicit. The innovations from our approach are twofold. Firstly, unlike in [12,13] and [6,7,9], cOMP and cKSVD leverage the convolutional form of the linear operators to perform highly memory and computation efficient operations, which in their naive form would be very slow applied to high-sampling-rate recordings. We use simulated and real data, for which ground-truth intracellular data are available [14], to show that the proposed approach is able to learn accurate spike waveforms as well as significantly reduce misclassification errors. Secondly, framing spike-sorting as convolutional dictionary learning allows us to apply results from dictionary learning theory that were developed only recently [15]. Specifically, under some regular assumptions that we argue are reasonable in the spike-sorting setting, we give a theoretical bound for the required number of samples (or recording length) to reliably estimate the spike waveforms of a group of neurons.

2 Spike Sorting as Convolutional Dictionary Learning

2.1 Generative model and assumptions

Let \( n = 1, \ldots, N \in \mathbb{N}^+ \) be a discrete-time index and \( y[n] \) denote a discrete-time signal that represents the voltage from an extracellular electrode recording neural activity. The electrode is able to reliably capture the activity from \( C \) neighboring neurons, each with spike-waveform template \( h_c[n], c = 1, \ldots, C \). As is standard in the spike-sorting literature, we assume that all the templates have equal length \( l \). Letting \( h_c = (h_c[0], \ldots, h_c[l-1])^T \), we assume without loss of generality, that \( \|h_c\|_2 = 1, \forall c \). A simple model for \( y[n] \) is that it consist of a linear combination of the time-shifted waveform templates, perturbed by additive white noise \( \varepsilon[n] \). Mathematically, we can express this model in terms of the convolution between the templates and code vectors \( \{x_c[n]\}_{c=1}^C \)

\[
y[n] = \sum_{c=1}^C x_c[n] \ast h_c[n] + \varepsilon[n],
\]

where \( x_c[n] = \sum_{i=1}^{N_c} x_{c,i} \delta[n-n_{c,i}], n = 0, \ldots, N - l + 1 \), and we let \( x_c = (x_c[0], \ldots, x_c[N-l+1])^T \). In practice, the signal \( y[n] \) is divided into \( J \) non-overlapping windows, each of length \( W \) such that \( N = JW \), and \( l << W << N \). For notational convenience, denote the windowed data by the matrix \( Y \in \mathbb{R}^{W \times J} \) whose \( j \)-th column \( Y_j = (y[j-1]W, \ldots, y[jW-1])^T \in \mathbb{R}^W, j = 1, \ldots, J \). Further let \( x_{c,j} = (x_c[j-(J-1)W-l], \ldots, x_c[jW-l+1])^T \in \mathbb{R}^{W-l+1} \) be the code vector for neuron \( c \) in window \( j, j = 1, \ldots, J \). For simultaneous recordings from \( M \) electrodes, we
partition each electrode into windows in a similar fashion and stack the resulting matrices to obtain \( Y \in \mathbb{R}^{W \times MJ} \).

Given \( Y \), the goal is to estimate \( \{h_c\}_{c=1}^C \) and \( \{x_{c,j}\}_{c,j=1}^{C,J} \) that minimize an objective of choice, typically the error in reconstructing \( Y \) using the code vectors. Without additional constraints, it is well-known that this is an ill-posed problem, i.e. there does not exist a unique solution. In the context of spike-sorting, nevertheless, we can leverage the following biophysical properties of neurons: 1) Refractoriness prevents the same neuron from spiking again within a certain period (\( \approx 1 \text{ ms} \)) and 2) the firing rate for a typical neuron is not high (except for extreme bursting periods). Mathematically, this implies that pairs of elements from \( x_{c,j} \) that are close in position cannot both be nonzero and that the total number of nonzero elements of \( x_{c,j} \), denoted as \( N_{c,j} = |\text{supp}(x_{c,j})| \), should be small. In other words, \( \{x_{c,j}\}_{c,j=1}^{C,J} \) are sparse vectors.

This naturally leads us to incorporate sparsity as a constraint on \( x_{c,j} \) to restore well-posedness. Expressed in terms of the \( \ell_0 \) quasi-norm, \( N_{c,j} = \|x_{c,j}\|_0 \). The resulting constrained optimization problem is

\[
\min_{\{h_c\}_{c=1}^C, \{x_{c,j}\}_{c,j=1}^{C,J}} \sum_{j=1}^J \|Y_j - \sum_{c=1}^C x_{c,j} \ast h_c\|^2_2 \quad \text{s.t.} \quad \sum_{c=1}^C \|x_{c,j}\|_0 \leq \beta
\]

(2)

Note that the sparsity constraint in Eq. (2) alone does not enforce refractoriness. In practice, we found that enforcing refractoriness is not required explicitly, as it is a salient feature of the data.

### 2.2 Generative model with convolutional dictionary formulation

In what follows, it will be useful to express Eq. (2) in terms of the convolutional dictionary \( H \) generated by the templates \( \{h_c\}_{c=1}^C \), as follows, where \( \|\cdot\|_F \) denotes the Frobenius norm,

\[
\min_{H,\{X_{j}\}_{j=1}^J} \sum_{j=1}^J \|Y_j - H X_j\|^2_2 \quad \text{s.t.} \quad \|X_j\|_0 \leq \beta \quad \Leftrightarrow \quad \min_{H,X} \|Y - H X\|^2_F \quad \text{s.t.} \quad \|X_j\|_0 \leq \beta
\]

(3)

\( H \in \mathbb{R}^{W \times (\sum_{c=1}^C (W-l+1))} \) is a block-Toeplitz matrix with \( C \) blocks \( H_1, \cdots , H_C \). \( H_c \) is the matrix whose columns consist of all possible timeshifts of \( h_c \), zero-padded to have equal length:

\[
H = \begin{bmatrix} H_1 & \cdots & H_C \end{bmatrix} \quad \text{where} \quad H_c = \begin{bmatrix} h_c & 0 & \cdots & 0 \\ 0 & h_c & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & h_c \end{bmatrix} \in \mathbb{R}^{W \times (W-l+1)}
\]

(4)

For each window \( j = 1, \cdots , J \), the convolutional sparse code \( X_j = (x_{1,j}^T, \cdots , x_{C,J}^T)^T \in \mathbb{R}^{\sum_{c=1}^C (W-l+1)} \) is a concatenation of the code vectors \( \{x_{c,j}\}_{c=1}^C \) from all neurons. Expressing the convolution operation as a matrix multiplication allows us to seamlessly perform linear algebraic operations such as least-squares. Finally, let \( X = [X_1, \cdots , X_J] \in \mathbb{R}^{\sum_{c=1}^C (W-l+1) \times J} \) be the matrix of code vectors from all neurons and all windows and \( X^c = [x_{c,1}, \cdots , x_{c,J}] \in \mathbb{R}^{(W-l+1) \times J} \) the \( c \)th block row of \( X \) corresponding to the code vectors from neuron \( c \) across all windows.

### 2.3 Alternating Minimization

The objective in Eq. (3) is nonconvex, due to the simultaneous optimization over \( H, X \) and the nonconvex \( \ell_0 \) constraint. A popular approach has been to alternatively minimize the objective over one of the variables while the other is fixed. This process is repeated until a convergence criterion is reached. Let \( H^{(t)} \) and \( X^{(t)} \) denote the \( t \)th iterate of this alternating-minimization procedure, \( t \geq 0 \). At iteration \( t + 1 \), the code matrix \( X^{(t+1)} \) is computed based on \( H^{(t)} \) through a sparse coding step, after which \( H^{(t+1)} \) is computed using \( X^{(t)} \) through a dictionary learning step.

For the sparse coding step, Eq. (3) is combinatorially hard (and nonconvex). Instead, several approaches solve an alternate convex objective, with the \( \ell_1 \) norm replacing the \( \ell_0 \) quasi-norm. Basis Pursuit (BP) denoising [16] and FISTA [17] are among the most popular such approaches. More recently, ADMM has been suggested as a more efficient alternative [18].
We introduce convolutional OMP (cOMP) for sparse coding, and convolutional KSVD (cKSVD) for convolutional dictionary learning. Our work distinguishes itself from [20] in the use of OMP as opposed to MP in the sparse coding step. The applicability of recent results from dictionary learning theory [15] rely on results in compressive sensing that have been proved for OMP but not for MP [21].

3 Convolutional Dictionary Learning by Convolutional OMP and Convolutional KSVD

We introduce convolutional OMP (cOMP) for sparse coding, and convolutional KSVD (cKSVD) for convolutional dictionary learning. Our work distinguishes itself from [20] in the use of OMP as opposed to MP in the sparse coding step. The applicability of recent results from dictionary learning theory [15] rely on results in compressive sensing that have been proved for OMP but not for MP [21].

3.1 An overview of classical OMP and KSVD

cOMP and cKSVD are used at every iteration of the alternating-minimization procedure, respectively, for sparse coding and dictionary learning. Therefore we drop the super-script \( t \) indexing the iterates of the procedure and simply refer to \( H \) and \( X \). Moreover, since the sparse coding step consists of \( J \) independent sparse coding problems, we restrict our attention to the case of a single window \( Y_j \).

(Sparse Coding) OMP is a so-called “greedy” algorithm that iteratively selects columns from \( H \) to produce an approximation \( H \hat{X}_j \) of \( Y_j \). Let \( t' \geq 1 \) be the iteration index of OMP. The algorithm terminates when the approximation error or the sparsity of \( \hat{X}_j \) reach a threshold. The inputs of iteration \( t' \) are i) the set \( S(t'-1) \) of columns that have been selected up to iteration \( t'-1 \), and ii) the residual error \( r(t'-1) \) from projecting \( Y_j \) onto the span of \( S(t'-1) \). At iteration 1, \( r(0) = Y_j \) and \( S(0) = \{ \emptyset \} \). Iteration \( t' \) of OMP selects the column from \( H \) with maximal absolute inner product with \( r(t'-1) \). Because the residual is orthogonal to the span of \( S(t'-1) \), a different column of \( H \) is selected at every iteration.

Matching Pursuit is an alternative to OMP that has been used in spike sorting for template matching, specifically to determine the time of action potentials from a putative neuron in extra-cellular recordings [6, 7]. MP is different from OMP in that, at iteration \( t' \), it computes \( r(t') = r(t'-1) - \langle H_{q^*}, r(t'-1) \rangle H_{q^*} \), where \( q^* = \arg \max_{q \in 1,\ldots,C(W-l+1)} |\langle H_q, r(t'-1) \rangle| \). Note the absence of the projection step onto columns that were selected at iterations prior to \( t'-1 \), which means that the same column can be selected multiple times throughout the algorithm. For spike sorting, this means that MP might detect a spike at the same location more than once.

(Dictionary Learning) KSVD [22] is a popular dictionary learning algorithm that updates dictionary elements one at a time. Let \( h_k \) be the column of the dictionary \( H \) being updated and \( x^k \) be the \( k^{th} \) row vector of \( X \). It is different from \( X^k \) that means \( k^{th} \) block of \( X \). KSVD uses the SVD to minimize the error between a residual matrix computed from columns other than \( h_k \) and a rank-1 approximation that is the outer product of \( h_k \) and \( x^k \). More formally, KSVD minimizes

\[
\|Y - DX\|_F^2 = \left\| Y - \sum_{c=1}^{C} h_c x^c \right\|_F^2 = \left\| \left( Y - \sum_{c \neq k} h_c x^c \right) - h_k x^k \right\|_F^2
\]

To maintain the sparsity structure of \( x^k \), the columns of \( E_k \) corresponding to the support of \( \hat{x}^k \) are extracted to form a shrunk error matrix, \( E_k^R \). Finally, SVD is performed on \( E_k^R \) to obtain new \( h_k \) and \( \hat{x}^k \). K-SVD cycles through all the dictionary elements in this manner.

3.2 Sparse coding - Convolutional OMP (cOMP)

The cOMP involves two computationally intensive steps, namely the inner product step \( \langle H^T, r(t') \rangle \), expressed as \( H^T r(t') \), and the least-squares of projecting the residual on the the span of \( S(t'-1) \). Considering that \( H \in \mathbb{R}^{W \times (\sum_{c=1}^{C}(W-l+1))} \) is high-dimensional since typical extra-cellular recordings...
We use waveforms for a given set of neurons. In this section, we impose further assumptions on the generative model of Equation 1 that allow us to apply results from dictionary learning theory [15]. We make the Framing spike sorting as a (convolutional) dictionary learning problem, solved by alternating minimization [23], since the columns of $H$ are the linear shifts of $\hat{X} \p{c}$ removed. The key distinction between cKSVD and classical KSVD is as follows: the columns of $H_c$ are the linear shifts of $\hat{X} \p{c}$ removed and $X_c \p{c}$ refers to $X$ with $X_c$ removed. The projection operation is computationally expensive.

Motivated by classical KSVD, we will update each $h_c$ at a time. We denote by $\hat{h}_c$ the updated version of $h_c$ following cKSVD and $\tilde{H}_c$ that of $H_c$. Assuming $h_c$ is being updated,

$$
\left\| Y - H X \right\|_F^2 = \left\| Y - H_{\setminus c} X^c - H_c X_c \right\|_2^2 = \left\| E_c - H_c X_c \right\|_2^2
$$

(7)

where $H_{\setminus c} \in \mathbb{R}^{W \times \Sigma_j s_j (W - l + 1)}$ refers to $H$ with $H_c$ removed and $X_{\setminus c} \in \mathbb{R}^{\Sigma_j s_j (W - l + 1) \times J}$ refers to $X$ with $X_c$ removed. The key distinction between cKSVD and classical KSVD is as follows: since the columns of $H_c$ are the linear shifts of $h_c$, we cannot update each column of $H_c$ independently. Instead, we need to update block-wise to ensure that $\tilde{H}_c$ comprises shifted versions of $h_c$. This is done by rearranging $H_c \p{c}$ and the sparse codes as explained below.

We use $X_{\setminus c} \in \mathbb{R}^{W-l+1}$ to denote $x_{c,j}$. Let us assume that $X_{\setminus c} \p{j}$ has $\exists_{c,j}$ nonzero coefficients, or $\exists_{c,j} = \left| \text{supp}(X_{\setminus c} \p{j}) \right|$. The sparsity of $X_{\setminus c} \p{j}$ implies that we only need to deal with a subset of $Y_{\setminus c}$, of length $l \times \exists_{c,j}$, that is influenced by $h_c$. Stacking the relevant observations within $Y_{\setminus c}$, and across all $J$ windows, we obtain

$$
\begin{bmatrix}
Y_{\setminus c} \p{1} \\
\vdots \\
Y_{\setminus c} \p{\exists_{c,j}}
\end{bmatrix} =
\begin{bmatrix}
H_{\setminus c} \p{1} X_{\setminus c} \p{1} \\
\vdots \\
H_{\setminus c} \p{\exists_{c,j}} X_{\setminus c} \p{\exists_{c,j}}
\end{bmatrix} +
\begin{bmatrix}
H_c \p{1} X_c \\
\vdots \\
H_c \p{\exists_{c,j}} X_c
\end{bmatrix}
$$

(8)

where the superscript $(-)$, along with the subscript $j$ for window $j$, denotes the corresponding segment (for $Y_{\setminus c}$) or block (for $H_c \p{c}$) to nonzero $X_{\setminus c} \p{j}$. We perform SVD on $E_c$ and assign the first left singular vector as the new dictionary element, $\hat{h}_c$, and easily obtain $\tilde{H}_c$. The new sparse code, $\{ \tilde{X}_{\setminus c} \p{s} \}_{j=1}^{s_{c,j}}$ for $j = 1, \cdots, J$, is the first right singular vector multiplied by the first singular value. $\tilde{X}_{\setminus c}$ is constructed by replacing $X_{\setminus c} \p{s}$ by $\tilde{X}_{\setminus c} \p{s}$, thereby maintaining the support, $\text{supp}(\tilde{X}_{\setminus c}) = \text{supp}(X_{\setminus c})$. $H\p{t+1}$ and updated $X\p{t+1}$ are obtained after cycling through all $C$ dictionary elements.

### 3.3 KSVD with convolutional dictionary (cKSVD)

We use the sparse codes $X$ from the cOMP step to perform the convolutional KSVD (cKSVD) step. For window $j$, denotes the corresponding segment (for $Y_j$) or block (for $H_c \p{c}$) to nonzero $X_j \p{l}$. We perform SVD on $E_c$ and assign the first left singular vector as the new dictionary element, $\hat{h}_c$, and easily obtain $\tilde{H}_c$. The new sparse code, $\{ \tilde{X}_j \p{s} \}_{s=1}^{s_{c,j}}$ for $j = 1, \cdots, J$, is the first right singular vector multiplied by the first singular value. $\tilde{X}_j$ is constructed by replacing $X_j \p{s}$ by $\tilde{X}_j \p{s}$, thereby maintaining the support, $\text{supp}(\tilde{X}_j) = \text{supp}(X_j)$. $H\p{t+1}$ and updated $X\p{t+1}$ are obtained after cycling through all $C$ dictionary elements.

### 4 How much data does spike sorting require?

Framing spike sorting as a (convolutional) dictionary learning problem, solved by alternating minimization, lets us give theoretical bounds of the amount of data necessary to reliably estimate the waveforms for a given set of neurons. In this section, we impose further assumptions on the generative model of Equation 1 that allow us to apply results from dictionary learning theory [15]. We make the
We applied our method to two datasets. We simulated the first dataset using a library of spike waveforms obtained from extra-cellular recordings. The second dataset consists of tetrode recordings.

Table 1: Estimates based on theory of the complexity of spike sorting in terms of recording length. We assume $\delta = 0.001$, and at most $s = 3$ neurons can spike simultaneously.

| $\lambda$ | 5       | 10      | 20      |
|-----------|---------|---------|---------|
| 5         | 45 secs.| 1 min. 30 secs. | 3 mins. 25 secs. |
| 10        | 22 secs.| 47 secs. | 1 min. 42 secs. |
| 20        | 11 secs.| 24 secs. | 51 secs. |

The following assumptions

Assumption 1: Events occur in non-overlapping windows of length $l$. This assumption is one of mathematical convenience, which allows us to avoid boundary effects. Mathematically, $\forall c, n_{c,i} = m l$, for some $m$ s.t. $n_{c,i} \leq N - l$.

Assumption 2: Refractoriness. Each neuron has a refractory period of at least $l$ samples (1 ms), i.e. $\forall c, n_{c,i} - n_{c,i-1} \neq 0$. Under these assumptions, we can express Eq. (1) in linear-algebraic form by splitting $y[n]$ into $J = \lceil \frac{N}{T} \rceil$ disjoint windows

$$ Y_j = H X_j, j = 1, \cdots, J $$

where $Y_j \in R^l$, $X_j \in R^C$, $x_{j,c} \neq 0$ only if neuron $c$ has an event in the $j^{th}$ window and $H = [h_1, \cdots, h_c] \in R^{l \times C}$.

Assumption 3: At most $s$ neurons can spike simultaneously. This is equivalent to assuming that $X_j$ from Eq. (2) is $s$-sparse $\forall j = 1, \cdots, J$. If the number of neurons $C > l$, it would be unreasonable to hope to separate up top $C$ neurons.

Expressing Eq. (3) in matrix form, i.e. $Y = HX$, let $\text{AltMinDict}(Y, H^{(0)}, \epsilon_0)$ denote the alternating minimization algorithm for dictionary learning from (15). Under Assumptions 1–3, and the in the absence of noise in Eq. (1) alternating between cOMP and cKSVD reduces to $\text{AltMinDict}(Y, H^{(0)}, \epsilon_0)$. We have the following result regarding the complexity of spike sorting

**Theorem.** For each $c = 1, \cdots, C$, let $\lambda_c(t)$ denote the conditional intensity function (CIF) of neuron $c$ and $N_c(t)$ the associated counting process. Suppose the CIFs are uniformly bounded by $\lambda H_c$. Let $0 < \delta < 1$ be a precision/accuracy parameter. Under assumptions A1–A7 from (15), with probability at least $1 - 2\delta$, the $t^{th}$ iterate $H^{(t)}$ of $\text{AltMinDict}(Y, H^{(0)}, \epsilon_0)$ satisfies the following for all $t \geq 1$

$$ \min_{z \in \{-1, 1\}} \|zh_c^{(t)} - h_c\|_2 \leq \frac{1}{2} \epsilon_0. \quad (10) $$

In particular, Assumption A5 translates into a bound on the recording-length complexity of spike sorting–length of recording required for sorting–of

$$ T_r \geq \frac{1}{\lambda} \text{Amax} \left( \frac{C^2}{s}, CM^2 \right) \log \left( \frac{2C}{\delta} \right) \text{ seconds}, \quad (11) $$

where $M \approx 1$ is a bound on the normalized spike amplitudes.

The theorem states that, as long as the initial dictionary is close to the true one, the error between the iterates of the alternating minimization algorithm for dictionary learning–which convolutional cOMP/cKSVD reduce to with our assumptions above–and the true one will decrease exponential fast. Table 1 suggests that the theoretical estimates are very reasonable. The qualitative trend is that the recording length decreases linear with firing rate and increases linearly with the number of neurons. For multiple electrodes that are able to reliably detect the same neurons, the figures should be divided by the number of electrodes.

In the Supplemental Material, we re-state assumptions A1–A7 from (15), discuss their implications and how reasonable they are in the spike-sorting context, and give a sketch of a proof of the theorem.

### 5 Application to real and simulated electrode data

We applied our method to two datasets. We simulated the first dataset using a library of spike waveforms obtained from extra-cellular recordings. The second dataset consists of tetrode recordings...
from the rat Hippocampus with simultaneous intracellular recording [14]. For both, we performed 20 iterations of cOMP & cKSVD for the dictionary learning step. Following dictionary learning, we used cOMP for spike sorting and standard clustering with K-means as a benchmark. For both data sets, the inputs to the K-means algorithm use snippets of the signal, that cross a pre-computed threshold, projected onto the lower dimensional space spanned by the 10 principal components of the snippet matrix with largest singular value. These accounted for 90% of the variance [3, 13].

5.1 Simulated Data: Recovery of the true templates

We simulated data with three spike waveform templates, each 45 samples long. The data consist of 50 windows, each $3 \times 10^4$ samples long (equivalent to 1 second with 30 kHz sampling rate). In a single window, the firing rate of each neuron was 40 Hz and modulated to have peak amplitude distributed uniformly in $[-75, -125]$ (mV). We enforced refractoriness by preventing waveforms from the same neurons from overlapping. Finally, we added Gaussian noise with variance corresponding to a desired Signal-to-Noise ratio (SNR).

We initialized the dictionary learning algorithm by perturbing the three templates with additive noise to achieve an average error distance $\text{err}(\hat{h}, h) = \max_c \sqrt{1 - \langle h_c, \hat{h}_c \rangle^2}$ equal to 0.4, where $h_c$ and $\hat{h}_c$ as the column $c$ of the two dictionaries of interest, and $\|h_c\|_2 = \|\hat{h}_c\|_2 = 1, \forall c$.

Fig.1 shows the true/initial/recovered templates after 20 iterations of cOMP & cK-SVD. The figure show that the algorithm performs exact recovery of the true templates for varying levels of SNR. The learned templates all converged to error distances of less than $10^{-2}$ from the true ones. We also perturbed both the signal and the initial dictionary with higher noise variance and verified that the templates were recovered (results not shown here).

5.2 Simulated Data: Recovery of the true sparse codes (spike-sorting)

Next, we assessed how well cOMP was able to sort spikes from the simulated data at varying levels of SNR. We terminate cOMP when the residual error goes below the noise level that perturbed the signal.

We assessed the performance based on two error statistics: The “True miss rate” is the proportion of true spikes not identified. The “False alarm” rate is the proportion of identified spikes that are not true spikes. We assess the rates for the individual templates separately. The error rates were assessed as a function of amplitude threshold, where the crossing of the threshold indicates identification of the recovered waveform as a spike. For noisy data (6 dB), Fig.1 shows that cOMP/cKSVD is able to reduce both error criteria significantly compared to an algorithm that assigns spikes to one of the three clusters found by K-means with $K = 3$. 

Figure 1: (Left) Dictionary recovery of true templates for the simulated data with SNR 6 dB, with initial template perturbation error distance of 0.4 (Right) False alarm and True miss rate for each filter as the amplitude threshold is varied. The x marker indicates the best K-means 3 cluster result, in terms of the sum of error rates.
5.3 Extra-cellular data from tetrode in rat Hippocampus

We filtered the data with a highpass filter at 400 Hz to remove the slow drift. Additionally, 0.9 second of data with anomalous bursting activities was removed. The cOMP termination criterion was estimated to be the standard deviation of the background noise extracted from a segment that remains below a pre-defined threshold for more than 500 (ms). This automated approach is more appealing than ones in which hyperparameters of the algorithm are manually tuned [6, 7, 13].

We ran cOMP/cKSVD for $C = 2$. For the initialization of the templates (30 samples), we randomly picked the $C$ segments of the signal that crossed the threshold that were as distant from each other as possible, in terms of the error distance defined previously. Fig.2 and Fig.3 show the result for $C = 2$. The error distance displayed is that between the initial and the learned dictionary, and is expected to increase as the dictionary is learned. The fact that the error stabilizes after a certain number of iterations indicates that it has learned a set of templates that is deemed optimal. The true miss of $<2\%$ (in Fig.3) in cOMP/cKSVD, which is a significant improvement over the K-means algorithm, is comparable to existing methods. Finally, Fig.3 is an example demonstrating that a shifted linear combination of templates is able to reconstruct the raw signal accurately.

6 Conclusion

We have cast the spike-sorting problem in the framework of convolutional dictionary learning and showed that it can be solved efficiently through an iterative procedure that alternates between convolutional OMP and convolutional KSVD, generalizations respectively of OMP and KSVD. The framing of spike sorting as a convolutional dictionary learning problem, and its solution via alternating minimization, let us employ recent theoretical results in the field of dictionary learning that give estimates on the length of recordings required for spike sorting. In future work, we will 1) massively parallelize the sparse coding step with GPU architecture, 2) generalize our framework to
two dimensions to process multi-electrode recordings where the spatial extent of the areas must be considered and 3) derive improved theoretical bounds for convolutional dictionary learning.
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7 Supplemental Material

7.1 Assumptions A1–A7 from [15]

(A1) **Dictionary Matrix satisfying RIP:** The dictionary matrix $H$ has $2s$-RIP constant of $\delta_{2s} < 0.1$.

(A2) **Spectral Condition of Dictionary Elements:** The dictionary matrix has bounded spectral norm, for some constant $\mu_1 > 0$, $\|H\|_2 < \mu_1 \frac{\sqrt{s}}{C}$.

(A3) **Non-zero Entries in Coefficient Matrix:** The non-zero entries of $X$ are drawn i.i.d. from a distribution such that $E[(X^T_j)^2] = 1$, and satisfy the following a.s.: $|X^T_j| \leq M, \forall, c, j$.

(A4) **Sparse Coefficient Matrix:** The columns of the coefficient matrix have $s$ non-zero entries which are selected uniformly at random from the set of all $s$-sized subsets of $\{1, \cdots, C\}$. It is required that $s \leq \frac{\mu_1}{c_1 \mu_1}$, for some universal constant $c_2$.

(A5) **Sample Complexity:** For some universal constant $c_3 = 4$, and a given failure parameter $\delta > 0$, the number of samples $J$ needs to satisfy

$$J \geq c_3 \max(C^2, CM^2 s) \log\left(\frac{2C}{\delta}\right).$$

(A6) **Initial dictionary with guaranteed error bound:** It is assumed that we have access to an initial dictionary estimate $H^{(0)}$ such that

$$\max_{c \in \{1, \cdots, C\}} \min_{z \in \{-1, 1\}} \|zh^{(0)}_c - h_c\|_2 \leq \frac{1}{2592s^2}.$$

(A7) **Choice of Parameters for Alternating Minimization:** AltMinDict($Y, H^{(0)}, \epsilon_0$) uses a sequence of accuracy parameters $\epsilon_0 = \frac{1}{2592s^2}$ and

$$\epsilon_\ell+1 = \frac{25920 \mu_1 s^3}{\ell^2} \epsilon_\ell.$$  

**Interpretation of A1–A7 for spike sorting.** We now discuss the appropriateness of these assumptions in the spike-sorting setting. As with most theoretical results, the theorem provides a set of guidelines that appear reasonable (Table 1)

1. A1 requires the RIP constant of order $2s$ for $H$ to be smaller than a small value. Loosely, this states that subset of columns of $H$ of size $2s$, i.e. subsets of the $C$ neural templates of order $2s$ should be dissimilar. This is an assumption that is hard to satisfy in spike sorting because the neural templates can be very similar. The authors in [15] relax the RIP assumption to incoherence, i.e. an upper bound of the inner-product between pairs of neural templates. The larger this upper bound, the smaller then number of neurons that can spike simultaneously while guaranteeing exact recovery. The bound for the incoherent case is of the same form as that above. Suppose $M_\ell \leq |X^T_j| \leq M_u = M$, the main difference is that one has to pay a factor $\left(\frac{M_\ell}{M_u}\right)^2$ as opposed to $M^2$, i.e. a factor proportional to the ration of the maximum to the minimum normalized spike amplitudes. Assuming the spike amplitude distribution is fairly concentrated around some mean (high SNR), this is negligible.

2. A2 is a reasonable assumption on the largest eigenvalue of $H$ from Eq. 9.

3. A3 can be generalized to requiring that the amplitudes of the coefficients $E[(X^T_j)^2] = \sigma^2$ i.e. have bounded variance, and an upper bound on the absolute value of the coefficients normalized by their standard deviation, i.e. $\frac{|X^T_j|}{\sigma^2} \leq M$, assumptions which are also reasonable in the spike-sorting setting.

4. A4 requires that only a few neurons are allowed spike simultaneously. Loosely, it states that $s^3 \propto \ell^{1/2}$.

5. A5 gives the sample complexity that guarantees that, with the stated probability, the bound from the theorem holds. The form of the bound comes from the concentration results from random matrix theory used in [15] to prove the result that alternating minimization succeeds with high probability for dictionary learning.
6. A6 states that the initial dictionary should be close to the true one, an assumption which is reasonable in spike sorting.

7. We can re-write the matrix form of Eq. 9 as follows $Y = HX = H(t)X + (H - H(t))X$. We can treat the second term, that comes from approximating $H$ with $H(t)$, as noise. A7 states that, as the iterations of cOMP and cKSVD proceed, we should decrease the noise level in OMP, which is reasonable. In practice, this did not affect results much in the high SNR case.

7.2 Proof of Theorem

We give a sketch of a proof of the Theorem stated in the main manuscript.

**Proof.** The theorem follows from applying Theorem 1 from [15]. Under assumptions A1–A7, this gives a bound for $J \geq 4\max(C^2, CM^2s)\log \left( \frac{2C}{\delta} \right)$, i.e. the sample complexity of spike-sorting cast as dictionary learning (under our assumptions above). $J$ corresponds to the number of windows of length $l$ for which at least one of the neurons spikes. We can turn this into a recording-length complexity by upper bounding the rate of occurrence of the event “at least one of the neurons spikes”. Let $\lambda(t)$ denote the rate of occurrence of said event.

In an interval of width $\Delta = 1$ ms, we can use a union bound argument to upper bound the probability of the event $V = \bigcup_{c=1}^{C} V_c$, $V_c = \{ N_c(t + \Delta) - N_c(t) = 1 \}$ in terms of the CIFs of the neurons and $\Delta$

$$P[V] \leq \sum_{c=1}^{C} P[V_c] = \sum_{c=1}^{C} \lambda_c(t)\Delta \leq s\bar{\lambda}\Delta, \quad (15)$$

where $s$ comes from the fact that we allow at most $s$ neurons to spike at the same time. Therefore, by definition of the CIF, $\lambda(t) = \lim_{\Delta \to 0} \frac{P[V]}{\Delta} \leq s\bar{\lambda}$, yielding the recording-length complexity $\frac{J}{s\lambda}$, as stated in the theorem. \qed