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Abstract. This paper develops a non-asymptotic, local approach to quantitative propagation of chaos for a wide class of mean field diffusive dynamics. For a system of $n$ interacting particles, the relative entropy between the marginal law of $k$ particles and its limiting product measure is shown to be $O((k/n)^2)$ at each time, as long as the same is true at time zero. A simple Gaussian example shows that this rate is optimal. The main assumption is that the limiting measure obeys a certain functional inequality, which is shown to encompass many potentially irregular but not too singular finite-range interactions, as well as some infinite-range interactions. This unifies the previously disparate cases of Lipschitz versus bounded measurable interactions, improving the best prior bounds of $O(k/n)$ which were deduced from global estimates involving all $n$ particles. We also cover a class of models for which qualitative propagation of chaos and even well-posedness of the McKean-Vlasov equation were previously unknown. At the center of a new approach is a differential inequality, derived from a form of the BBGKY hierarchy, which bounds the $k$-particle entropy in terms of the $(k+1)$-particle entropy.

1. Introduction

Consider the interacting stochastic dynamics

$$dX^n_t = \left( b_0(X^n_t) + \frac{1}{n-1} \sum_{j \neq i} b(X^n_t, X^n_j) \right) dt + dW^i_t, \quad i = 1, \ldots, n, \quad (1.1)$$

where $W^1, \ldots, W^n$ are independent $d$-dimensional Brownian motions. Precise assumptions on the confinement and interaction functions $b_0 : \mathbb{R}^d \to \mathbb{R}^d$ and $b : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$ will be given in Section 2.2 and we also treat higher-order (non-pairwise) interactions in Section 2.4. In this introduction, assume for simplicity that all relevant stochastic differential equations (SDEs) admit unique solutions.

The $n \to \infty$ behavior of the SDE systems (1.1) is typically described in terms of the McKean-Vlasov equation

$$dX_t = \left( b_0(X_t) + \langle \mu_t, b(X_t, \cdot) \rangle \right) dt + dW_t, \quad \mu_t = \text{Law}(X_t), \quad (1.2)$$

or by the corresponding nonlinear Fokker-Planck equation

$$\partial_t \mu_t(x) = -\text{div} \left( (b_0(x) + \langle \mu_t, b(x, \cdot) \rangle) \mu_t(x) \right) + \frac{1}{2} \Delta \mu_t(x).$$

The precise connection between the $n$-particle system (1.1) and the McKean-Vlasov equation (1.2) was first studied in the context of interacting diffusions by McKean [54], using Kac’s formalism of (molecular) chaos [38], also called the Boltzmann property. One expects to have propagation of chaos, in the following sense. Write $\mathcal{P}(E)$ for the set of probability measures on a Polish space $E$, always equipped with the topology of weak convergence. Let $P_t^{n,k} \in \mathcal{P}((\mathbb{R}^d)^k)$ denote the law of $(X^n_t, \ldots, X^n_k)$, for $1 \leq k \leq n$
and \( t \geq 0 \), where \((X^{n,1}, \ldots, X^{n,n})\) solves (1.1). Suppose the initial distribution \( P_0^{(n,n)} \) is exchangeable and \( \mu_0 \)-chaotic, in the sense that
\[
P_0^{(n,k)} \to \mu_0^\otimes k \quad \text{as} \quad n \to \infty, \quad \text{for each} \quad k \in \mathbb{N},
\]
where \( \otimes k \) denotes the \( k \)-fold tensor product. Then the same is true at any later time:
\[
P_t^{(n,k)} \to \mu_t^\otimes k \quad \text{as} \quad n \to \infty, \quad \text{for each} \quad k \in \mathbb{N}, \quad t > 0.
\]
This notion of chaos admits a well known reformulation in terms of the empirical measures
\[L_n := \frac{1}{n} \sum_{i=1}^n \delta_{X_{t}^{n,i}}\]. For any \( t \geq 0 \), the following are equivalent [73, Proposition 2.2]:
\[
\begin{align*}
&\text{(a)} \quad P_t^{(n,k)} \to \mu_t^\otimes k \quad \text{as} \quad n \to \infty, \quad \text{for each} \quad k \in \mathbb{N}. \\
&\text{(b)} \quad L_n \to \mu_t \quad \text{in probability as} \quad n \to \infty.
\end{align*}
\]
Interacting SDE systems of the form (1.1) and their \( n \to \infty \) behavior arise in a wide range of theoretical and applied contexts, reaching far beyond their origins in kinetic theory. A classic reference is [73], and see [33] for a survey of more recent developments with an eye toward models arising in the physical sciences. This short introduction can hardly do justice to the vast literature, but we mention two notable and active recent directions beyond those discussed in [73, 33]: McKean-Vlasov models feature prominently in recent work on neural networks, as scaling limits of stochastic gradient descent algorithms [54, 65, 70], and the recent literature on mean field game theory [15, 31, 11] has inspired new theoretical developments and applications in engineering and economics.

Qualitative propagation of chaos, i.e., the implication (1.3) \( \Rightarrow \) (1.4), has been established for many different kinds of dynamics. The main contribution of this paper is to develop a new, non-asymptotic approach to quantitative propagation of chaos, for which the literature is more limited. The key assumptions and the method are summarized in Sections 1.1 and 1.2 below, with precise definitions and statements given in Section 2. Informally, we show that
\[
H(P_0^{(n,k)} \mid \mu_0^\otimes k) = O((k/n)^2) \quad \Rightarrow \quad H(P_t^{(n,k)} \mid \mu_t^\otimes k) = O((k/n)^2) \quad \forall t > 0,
\]
where \( H \) denotes relative entropy. By Pinsker’s inequality, this implies a convergence rate in a genuine metric,
\[
\|P_t^{(n,k)} - \mu_t^\otimes k\|_{TV} = O(k/n),
\]
where \( \|\cdot\|_{TV} \) denotes total variation. This is contrary to an apparently widely held belief that \( \|P_t^{(n,k)} - \mu_t^\otimes k\|_{TV} = O(\sqrt{k/n}) \) is optimal [34, Remark 4]. An explicitly solvable Gaussian case, Example 2.8 shows that the rate \((k/n)^2\) in (1.5) cannot be improved, even if \(P_0^{(n,n)} = \mu_0^\otimes n\). In fact, our main results are stronger, stated in terms of relative entropy between measures on path space, but we avoid introducing the requisite additional notation here.

First, we stress that the new method is purely local, working directly with the distance between \( P_t^{(n,k)} \) and \( \mu_t^\otimes k \). No non-trivial global estimates are needed. The equivalence (a) \( \Leftrightarrow \) (b) mentioned above is qualitative and does not appear to admit a natural quantitative version, even once one fixes a preferred metric with which to quantify the distance between \( P_t^{(n,k)} \) and \( \mu_t^\otimes k \) in (a), or between \( L_n \) and \( \mu_t \) in (b). For this reason, we will distinguish (a) as local chaos, as it pertains to finitely many coordinates at a time, versus (b) as global chaos, as it involves the full configuration. In contrast to our purely local approach, prior work has deduced local estimates from global ones, relying on estimating either a distance
between the full configurations $P_t^{(n,n)}$ and $\mu_t^{\otimes n}$, or expected distances between $L_t^n$ and $\mu_t$. But, as we will see, local estimates deduced from global ones are often suboptimal.

For example, for Lipschitz coefficients $(b_0, b)$, the popular (synchronous) coupling method introduced by Sznitman [73] (used also in [55], [49], [50] and many other works) allows one to prove a global estimate of the form $W_2(P_t^{(n,n)}, \mu_t^{\otimes n}) = O(1)$, as long as the same is true at time $t = 0$, where $W_2$ denotes the quadratic Wasserstein distance (defined in Section 2). The same coupling argument also yields the local estimate

$$W_2^2(P_t^{(n,k)}, \mu_t^{\otimes k}) = O(k/n).$$

(1.7)

Alternatively, this follows from the aforementioned global estimate and a well known subadditivity inequality [28], Proposition 2.6(i)]

$$W_2^2(P_t^{(n,k)}, \mu_t^{\otimes k}) \leq \frac{2k}{n} W_2^2(P_t^{(n,n)}, \mu_t^{\otimes n}).$$

(1.8)

Although our main result (1.5) is for relative entropy, we will see that it can be used along with transport inequalities to improve the Wasserstein estimate (1.7) to $O((k/n)^2)$ in the case of Lipschitz coefficients.

In a different direction, for bounded coefficients $(b_0, b)$, the (techniques of the) more recent papers [4], [52], [35] establish global relative entropy estimates of the form

$$H(P_t^{(n,n)} \mid \mu_t^{\otimes n}) = O(1),$$

(1.9)

as long as the same is true at $t = 0$. See also [49], Section 5.2.1 for a derivation of (1.9) in the Lipschitz case. From the well known subadditivity inequality [14], Lemma 3.9],

$$H(P_t^{(n,k)} \mid \mu_t^{\otimes k}) \leq \frac{2k}{n} H(P_t^{(n,n)} \mid \mu_t^{\otimes n}),$$

(1.10)

and Pinsker’s inequality, one deduces the local estimates

$$H(P_t^{(n,k)} \mid \mu_t^{\otimes k}) = O(k/n), \quad \|P_t^{(n,k)} - \mu_t^{\otimes k}\|_{TV} = O(\sqrt{k/n}),$$

(1.11)

which are of course worse than (1.5) and (1.6).

Notably, these quantitative estimates all reveal that the distance between $P_t^{(n,k)}$ and $\mu_t^{\otimes k}$ vanishes even when $k$ increases with $n$, as long as $k = o(n)$. This is sometimes called increasing propagation of chaos [4] or the size of chaos [60]. Further discussion of related literature on quantitative propagation of chaos is postponed to Section 1.3.

1.1. Discussion of main results. The key ingredient in our method is an a priori functional inequality for the solution $\mu$ of the McKean-Vlasov equation (1.2):

$$\exists \gamma < \infty \ s.t. \ \sup_{x \in \mathbb{R}^d} |\langle \nu - \mu_t, b(x, \cdot) \rangle|^2 \leq \gamma H(\nu \mid \mu_t), \ \forall t \in (0, T), \ \nu \in \mathcal{P}(\mathbb{R}^d).$$

(1.12)

This is equivalent (see Lemma 2.3) to the exponential integrability condition

$$\exists c > 0 \ s.t. \ \sup_{(t,x) \in (0, T) \times \mathbb{R}^d} \int_{\mathbb{R}^d} \exp \left( c |b(x, y) - \langle \mu_t, b(x, \cdot) \rangle|^2 \right) \mu_t(dy) < \infty.$$  

(1.13)

Our main Theorem 2.2 imposes (1.12) as an assumption, and various tractable sufficient conditions are given in Section 2.2, including cases for which not even qualitative propagation of chaos was previously known (see Theorem 2.10).

Kantorovich duality gives rise to an enlightening sufficient condition for (1.12), which is to assume that there exists a metric $\rho$ on $\mathbb{R}^d$ for which the following two properties hold:
(i) There exists $\gamma < \infty$ such that $\mu$ satisfies the transport inequality $\mathcal{W}_1^2(\cdot, \mu_t) \leq \gamma H(\cdot | \mu_t)$ for all $t$, where the 1-Wasserstein distance $\mathcal{W}_1$ is defined using $\rho$.

(ii) $b(x, \cdot)$ is Lipschitz with respect to $\rho$, uniformly in $x$.

For coefficients $(b_0, b)$ which are Lipschitz with respect to the usual Euclidean metric $\rho(x, y) = |x - y|$, it can be shown that $\mu$ satisfies a quadratic transport inequality, which is stronger than (i). This leads to Corollary 2.7. Moreover, the $k$-tensorized form of this quadratic transport inequality combines with (1.5) to yield

$$\mathcal{W}_2^2(P_t^{(n,k)}, \mu_t^{\otimes k}) = O((k/n)^2), \quad (1.14)$$

which improves (1.7). Alternatively, if $b$ is bounded, then it is Lipschitz with respect to the trivial metric $\rho(x, y) = 1_{x \neq y}$. In this case, $\mathcal{W}_1^2$ becomes the total variation distance, and the transport inequality (i) is just Pinsker’s inequality. See Corollary 2.6.

This new technique seems versatile enough to adapt to a variety of situations. In Section 2.3 we illustrate similar estimates on the reversed entropy $H(\mu_t^{\otimes k} | P_t^{(n,k)})$, which admits a simpler proof but under more restrictive assumptions. Section 2.4 adapts the approach to settings with more general interactions, not necessarily pairwise. We discuss in Remarks 2.11 and 4.5 how to handle kinetic Fokker-Planck equations, with no additional effort. In the companion paper [43], we develop similar optimal rates of local chaos for the invariant (Gibbs) measures of diffusions like (1.1). It is challenging but possible to adapt the method to obtain estimates which are uniform in time, and will be the subject of future work.

The optimal rate in (1.3) is interesting from a theoretical standpoint, and it also has the concrete implication of leading to an optimal rate of convergence for the law of large numbers for linear statistics. Indeed, Pinsker’s inequality and (1.5) imply $\|P_t^{(n,2)} - \hat{\mu}_t^{\otimes 2}\|_{TV} = O(1/n)$, and one can then easily show that, for bounded measurable functions $f$,

$$\int \left( \frac{1}{n} \sum_{i=1}^n f(x_i) - \langle \mu_t, f \rangle \right)^2 P_t^{(n,n)}(dx) = O(1/n).$$

The weaker estimate $\|P_t^{(n,2)} - \hat{\mu}_t^{\otimes 2}\|_{TV} = O(1/\sqrt{n})$ would merely yield $O(1/\sqrt{n})$ here.

1.2. Outline of the proof. The starting point of the new technique is the (finite) BBGKY hierarchy. The marginal flow $(P_t^{(n,k)})_{t \geq 0}$ can be characterized as the solution of its own Fokker-Planck equation, or alternatively as the law of a solution of a $k$-particle SDE system, for each $1 \leq k \leq n$. The drift $\hat{b}^k = (\hat{b}_1^k, \ldots, \hat{b}_k^k)$ of this $k$-particle SDE is obtained as a conditional expectation,

$$\hat{b}_i^k(t, x_1, \ldots, x_k) = \mathbb{E} \left[ b_0(x_i) + \frac{1}{n-1} \sum_{j \neq i} b(X_{t}^{n,i}, X_{t}^{n,j}) \big| X_{t}^{n,1} = x_1, \ldots, X_{t}^{n,k} = x_k \right]$$

$$= b_0(x_i) + \frac{1}{n-1} \sum_{j \neq i, j \neq k} b(x_i, x_j) + \frac{n-k}{n-1} \langle P_t^{(k+1)} \rangle_{(x_1, \ldots, x_k), b(x_i, \cdot)},$$

where $P_t^{(k+1)}$ denotes the conditional law of $X_{t}^{k+1}$ given $(X_{t}^{1}, \ldots, X_{t}^{k}) = x$, and the simplification in the last step owes to exchangeability. This is a hierarchy in the sense that the equation for $P_t^{(n,k)}$ depends on $P_t^{(n,k+1)}$ for each $k$. The drift $\hat{b}^k$ can be derived via PDE computations, or from a stochastic perspective using the mimicking theorem for Itô processes [26, 9].
Using the key assumption (1.12), the last term in (1.16) is bounded by

\[ \frac{d}{dt} H_t^k \leq \frac{1}{2} \sum_{i=1}^{k} \int_{(\mathbb{R}^d)^k} \left| \tilde{b}_t^k(t, x) - b_0(x_i) - \langle \mu_t, b(x_i, \cdot) \rangle \right|^2 P_t^{(n,k)}(dx). \]

(In fact, this becomes equality when one works with measures on path space.) Simple manipulations using exchangeability lead to

\[
\frac{d}{dt} H_t^k \leq \sum_{i=1}^{k} \int_{(\mathbb{R}^d)^k} \left| \frac{1}{n-1} \sum_{j \leq k, j \neq i} (b(x_i, x_j) - \langle \mu_t, b(x_i, \cdot) \rangle) \right|^2 P_t^{(n,k)}(dx) + \sum_{i=1}^{k} \int_{(\mathbb{R}^d)^k} \left| \frac{n-k}{n-1} \left( P_{t,x}^{(k+1|k)} - \mu_t, b(x_i, \cdot) \right) \right|^2 P_t^{(n,k)}(dx)
\]

\[ \leq k(k-1)^2 M + k \int_{(\mathbb{R}^d)^k} \left| \left( P_{t,x}^{(k+1|k)} - \mu_t, b(x, \cdot) \right) \right|^2 P_t^{(n,k)}(dx), \]

where we make the assumption that

\[ M := \sup_{n,t} \int_{(\mathbb{R}^d)^2} |b(x_1, x_2) - \langle \mu_t, b(x_1, \cdot) \rangle|^2 P_t^{(n,2)}(dx_1, dx_2) < \infty. \]

Using the key assumption (1.12), the last term in (1.16) is bounded by

\[ \gamma k \int_{(\mathbb{R}^d)^k} H(P_{t,x}^{(k+1|k)} \mid \mu_t) P_t^{(n,k)}(dx) = \gamma k (H_{t}^{k+1} - H_t^k), \]

with the last step following from the chain rule for relative entropy. Combining the last two estimates yields the following differential inequality, which is the heart of the argument:

\[ \frac{d}{dt} H_t^k \leq \frac{k(k-1)^2}{(n-1)^2} M + \gamma k (H_{t}^{k+1} - H_t^k). \]

(1.17)

Applying Gronwall’s inequality, this implies

\[ H_t^k \leq e^{-\gamma k t} H_0^k + \int_0^t e^{-\gamma k(t-s)} \left( \frac{k(k-1)^2}{(n-1)^2} M + \gamma k H_{s}^{k+1} \right) ds. \]

The rest of the proof is a careful iteration of this inequality in the spirit of Picard, bounding the final term with the crude global estimate \( H_t^n \leq H_0^n + nM t \). The resulting estimate of \( H_t^k \) involves nested exponential integrals, which require some care to estimate effectively.

Actually, this argument at first yields only the suboptimal \( H_t^k = O(k^3/n^2) \), because of the suboptimal factor \( k(k-1)^2 \) in the variance-like \( M \) term. The \( (k-1)^2 \) comes from bounding both the diagonal and cross-terms crudely by \( O(1) \) upon expanding the square in (1.15), ignoring any cancellations. However, once we know that \( H_t^2 = O(1/n^2) \), we can show that the cross-terms are each \( O(1/n) \), and we ultimately improve the factor in front of \( M \) to \( O(k^2/n^2) \). Repeating the rest of the argument leads to the optimal \( O(k^2/n^2) \). This is where there is an advantage in working with the reversed entropy \( H(\mu_t^{\otimes k} \mid P_t^{(n,k)}) \), discussed in Section 2.3. The argument is mostly the same, except that the integrals are with respect to \( \mu_t^{\otimes k} \) instead of \( P_t^{(n,k)} \), and thus the cross-terms vanish immediately by independence.
1.3. **Related literature.** Quantitative propagation of chaos has advanced significantly in recent years. The classical coupling approach of [73] discussed above still sees useful refinements, such as the more sophisticated reflection coupling technique of [20] which yields a form of (1.7) which is uniform in time. Coupling methods have an advantage of easily accommodating higher-order interactions (even in the diffusion coefficients), which our approach does not yet handle as seamlessly.

Relative entropy methods appear to be more recent in the analysis of mean field limits. As discussed above, prior work [32, 34, 35, 42, 48] has focused on establishing global entropy estimates like (1.9), with local estimates like (1.11) deduced from subadditivity. The main novelty of our approach is to develop local relative entropy estimates, which allow us to improve (1.11) to (1.5). It is worth highlighting that the aforementioned papers all involve establishing some form of a priori exponential integrability similar in spirit to (1.13), some of which also incorporate a tradeoff between integrability of the interaction \(b\) and of derivatives of the solution \(\mu_t\) of the McKean-Vlasov equation. Most notably, the breakthrough work [34] deepened the global entropy approach to cover a broad class of singular interactions appearing in important physical models, using an exponential integrability result that takes full advantage of the smoothing effects of the noise. See [8] for further developments of these ideas, as well as [36, 74] which use an interesting local Girsanov argument to prove qualitative propagation of chaos for certain singular interactions. All but the most mild singularities are apparently out of reach of our main results because of the nature of our exponential integrability condition (1.13). It is natural to wonder, though, if our general strategy of comparing the \(k\)-particle “energy” to the \((k+1)\)-particle “energy” via the BBGKY hierarchy could be adapted for different kinds of dynamics and perhaps better-tailored notions of “energies,” rather than entropy, such as the modulated (free) energy used in [67, 19, 8].

Yet another powerful approach to quantitative propagation of chaos emerged recently, based on semigroup analysis, stemming from the important recent work [56] (see also [41] for related ideas). The rough idea is to compare the evolutions of the \(n\)-particle empirical measure \((L^n_{t})_{t \geq 0}\) and its candidate limit \((\mu_t)_{t \geq 0}\) using stability properties of the associated (nonlinear) semigroups, which act on functionals of \(\mathcal{P}(\mathbb{R}^d)\). This approach is extremely versatile, applying to a wide variety of dynamics. Closest to our diffusion setting is [57, Section 6], which gives rates of convergence for quantities like \(\langle P_t^{(n,k)} - \mu_t \otimes k, f \rangle\) for sufficiently smooth test functions \(f\). However, the estimate is limited by the mean rate of convergence of i.i.d. empirical measures in Wasserstein distance, which is well known (see [21]) to deteriorate with the dimension \(d\).

Using arguments which are similar in spirit to the semigroup approach but more tailored to the diffusive setting, a few recent papers have identified the optimal \(O(1/n)\) rate of so-called weak error in the case that \(k\) is fixed as \(n \to \infty\). For sufficiently smooth coefficients, it is shown in [3] Theorem 1.2 that \(\|P_t^{(n,1)} - \mu_t, f\| = O(1/n)\) for \(C_b^2\) test functions \(f\). For Lipschitz coefficients, this is extended in [12] Theorem 2.17 to \(\|E[F(L_t^n)] - F(\mu_t)\| = O(1/n)\) for nonlinear but sufficiently smooth functionals \(F: \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}\), by taking advantage of an appropriate differential calculus on \(\mathcal{P}(\mathbb{R}^d)\); the very recent paper [15] deepens these ideas to derive estimates which are uniform in time. Closest to our setting, with merely Hölder-continuous coefficients, [22, Theorem 3.5] obtains \(\|P_t^{(n,1)} - \mu_t\|_{TV} = O(1/n)\), in fact with pointwise estimates between the densities, by exploiting the regularizing effect of noise on the backward Kolmogorov equation associated with \(\mu\). Compared to these works, the present paper has the advantages of obtaining the optimal rate of chaos not only in...
$n$ but also in $k$, using the stronger “distance” relative entropy, applying to more irregular coefficients (except that there can be no interaction in the diffusion coefficient), and being arguably simpler to implement.

1.3.1. From global to local. Aside from subadditivity estimates like (1.8) and (1.10), there is an alternative approach to deducing local estimates from global ones employed in [56, 28, 57], which also appears to fall inevitably short of our optimal local estimates. The idea, instead of comparing $P_t^{(n,k)}$ directly to $\mu_t^{\otimes k}$, is to instead compare $P_t^{(n,k)}$ to the measure $\tilde{P}_t^{(n,k)}$ defined as the mean of the $k$-fold product of the empirical measure:

$$\tilde{P}_t^{(n,k)} := \int_{(\mathbb{R}^d)^n} \mathcal{L}_n^{\otimes k} dP_t^{(n,n)}, \quad L_n(x) := \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i}. \quad (1.18)$$

One may interpret $\tilde{P}_t^{(n,k)}$ (resp. $P_t^{(n,k)}$) as the joint law of $k$ particles drawn at random from the $n$ with (resp. without) replacement. A combinatorial argument due to Diaconis-Freedman [16] shows that $\|P_t^{(n,k)} - \tilde{P}_t^{(n,k)}\|_{TV} \leq k(k-1)/n$, which is sharp in general but fails to achieve our desired result of $O(k/n)$. Our result (1.6) thus suggests that $P_t^{(n,k)}$ is closer to $\mu_t^{\otimes k}$ than it is to $\tilde{P}_t^{(n,k)}$, at least for large $k$. More importantly, applying the triangle inequality, one must still estimate the distance between $\tilde{P}_t^{(n,k)}$ and $\mu_t^{\otimes k}$, which is even more costly. The natural approach of [28, Theorem 2.4] works with the first-order Wasserstein distance $W_1$, using convexity of $W_1(\cdot, \mu_t)$ and a tensorization identity:

$$W_1(\tilde{P}_t^{(n,k)}, \mu_t^{\otimes k}) \leq \int_{(\mathbb{R}^d)^n} W_1(L_n^{\otimes k}, \mu_t^{\otimes k}) dP_t^{(n,n)} = k \int_{(\mathbb{R}^d)^n} W_1(L_n, \mu_t) dP_t^{(n,n)}.$$  

The right-hand side in general is no better than $O(k/n^{1/(d+2)})$ by [21], which is worse than our estimate of $O(k/n)$ in (1.14). Similar ideas appear in [56, 57], with an additional approximation between the generators of the $n$-particle and limiting dynamics.

It is worth emphasizing here that our main result (1.5) is dimension-free, in the sense that the dimension of the underlying state space $\mathbb{R}^d$ does not appear in the exponent, but only potentially in the constant hidden by the big-O notation $O((k/n)^2)$. The hidden constant is typically $O(d)$, as can be seen in Corollaries 2.6 and 2.7. Global estimates of the expected rate of convergence of empirical measures invariably deteriorate with $d$ as mentioned in the previous paragraph (unless perhaps one is more careful about the choice of metric [27]), and for this reason it seems unlikely that our optimal local estimates could be deduced from estimates on empirical measures.

1.3.2. The BBGKY hierarchy. The BBGKY hierarchy, described in Section 1.2 and Remark 4.7 below, has been the basis for qualitative studies of propagation of chaos, in certain contexts, but apparently not many quantitative studies. It does not appear to be well-documented for diffusive models, but we refer to [23, Section 1.5] and [24] for thorough and lucid introduction to the noiseless setting. Using the BBGKY hierarchy for even a qualitative proof of propagation of chaos is no trivial task; see [71] for the noiseless setting and [44] for Lanford’s celebrated derivation of the Boltzmann equation. Beyond this paragraph, we will make no attempt to summarize the extensive literature on propagation of chaos for Boltzmann-type dynamics, wherein hierarchical methods feature more prominently. We highlight the recent works [61, 59], which derive quantitative local propagation of chaos using a hierarchical approach based on the so-called correlation errors, also known as $v$-functions [13], which are the signed measures defined by $E_t^k := \int (L_n - \mu_t)^{\otimes k} dP_t^{(n,n)}$ with
\(L_n\) as in (1.18). This approach bears a philosophical resemblance to ours, in the sense that both involve iterating a BBGKY-type hierarchy to estimate a quantity which controls the \(k\)-particle correlations.

1.4. Outline of the paper. Section 2 presents all of the main results in detail. Section 3 gives an explicit Gaussian example, which shows that the rate \((k/n)^2\) is optimal. The remaining Sections 4-8 and appendices give the proofs.

2. Main results

This section states the general results of the paper in full detail. We begin in Section 2.2 with pairwise interactions, and Section 2.4 extends the ideas to more general interactions.

2.1. Notation. Recall that a probability measure on a product space \(E^n\) is said to be exchangeable if it is invariant with respect to permutations of the \(n\) coordinates. We use the usual notation \([\nu, f] = \int f \, d\nu\) for integration of a \(\nu\)-integrable function \(f\) with respect to a measure \(\nu\). For a real-valued function \(f\) on any set \(E\) we write \(\|f\|_\infty := \sup_{x \in E} |f(x)|\).

2.1.1. Distances of probability measures. The relative entropy between two probability measures \((\nu, \nu')\) on a common measurable space is defined as usual by

\[
H(\nu | \nu') = \int \frac{d\nu'}{d\nu} \log \frac{d\nu'}{d\nu} \, d\nu', \quad \text{if} \ \nu \ll \nu', \quad \text{and} \quad H(\nu | \nu') = \infty \quad \text{otherwise}.
\]

For a metric space \((E, \rho)\) and \(q \geq 1\), define the Wasserstein distance \(W_q\) by

\[
W_q^{\pi,\nu}(\nu, \nu') := \inf \int_{E \times E} \rho^q(x, y) \pi(dx, dy),
\]

where the infimum is over all \(\pi \in \mathcal{P}(E \times E)\) with marginals \(\nu\) and \(\nu'\). We typically abbreviate \(W_q = W_{q,\rho}\), as the metric will be understood from context. Note that there is no normalization by the dimension in our definitions of \(H\) and \(W_q\), in contrast to [32, 34, 48, 28].

2.1.2. Path space. We fix throughout the paper a dimension \(d \in \mathbb{N}\) and time horizon \(T > 0\). We will allow time-dependent and path-dependent coefficients, which does not complicate the arguments or weaken the results but requires some additional notation. For \(t \geq 0\) let \(C_t^d := C([0, t]; \mathbb{R}^d)\) denote the continuous path space equipped with the uniform norm

\[
\|x\|_t := \sup_{s \in [0, t]} |x_s|.
\]

We also view \(\| \cdot \|_t\) as a seminorm on \(C_t^d\) for \(t < T\). Identify \(C_t^d\) with \(\mathbb{R}^d\). Here \(\| \cdot \|\) always denote the Euclidean \((\ell_2)\) norm on \(\mathbb{R}^k\) for any \(k\), or on \((\mathbb{R}^d)^k \cong \mathbb{R}^{dk}\). Similarly, \((C_T^d)^k\) is equipped with the sup-norm induced by the identification \((C_T^d)^k \cong C_T^{dk}\). For any \(k \in \mathbb{N}\), \(Q \in \mathcal{P}(C_T^d)\), and \(t \in [0, T]\), denote by \(Q_t \in \mathcal{P}(\mathbb{R}^k)\) denote the time-\(t\) marginal, i.e., the pushforward by the evaluation map \(x \mapsto x_t\).

For \(k \in \mathbb{N}\) and a topological space \(E\), we say that a function \(\overline{b} : [0, T] \times C_T^k \to E\) is progressively measurable if it is Borel measurable and non-anticipative, in the sense that \(\overline{b}(t, x) = \overline{b}(t, x')\) for every \(t \in [0, T]\) and \(x, x' \in C_T^k\) satisfying \(x|_{[0, t]} = x'|_{[0, t]}\). For a function \(\overline{b} : [0, T] \times C_T^d \to \mathbb{R}^d\) we define \(\overline{b} \otimes^k : [0, T] \times (C_T^d)^k \to (\mathbb{R}^d)^k\) by

\[
\overline{b} \otimes^k(t, x^1, \ldots, x^k) = (\overline{b}(t, x^1), \ldots, \overline{b}(t, x^k)).
\]
2.2. Pairwise interactions. For the rest of this section, fix progressively measurable functions $b_0 : [0, T] \times \mathcal{C}^d_T \to \mathbb{R}^d$ and $b : [0, T] \times \mathcal{C}^d_T \times \mathcal{C}^d_T \to \mathbb{R}^d$. Consider the SDE system

$$dX^i_t = \left(b_0(t, X^i) + \frac{1}{n-1} \sum_{j \neq i} b(t, X^i, X^j)\right)dt + dB^i_t, \quad i = 1, \ldots, n,$$

(2.2)

where $W^1, \ldots, W^n$ are independent $d$-dimensional Brownian motions. In stating that $(X^1, \ldots, X^n)$ is a solution of the SDE system (2.2), we implicitly require that

$$\int_0^T \left( |b_0(t, X^i)| + \frac{1}{n-1} \sum_{j \neq i} |b(t, X^i, X^j)| \right) dt < \infty, \quad a.s., \text{ for } i = 1, \ldots, n.$$

which ensures that the equation (2.2) makes sense. We write $P^{(n)} \in \mathcal{P}((\mathcal{C}^d_T)^n)$ for the law of a weak solution $(X^1, \ldots, X^n)$ of (2.2), and let $P^{(k)} \in \mathcal{P}((\mathcal{C}^d_T)^k)$ denote the marginal law of the first $k$ coordinates. As the results in this section are non-asymptotic, we consider the size $n$ of the particle system as fixed, and we lighten the notation compared to the introduction by writing simply $P^{(k)}$ instead of $P^{(n,k)}$, and $X^k$ in place of $X^{n,k}$.

Consider a weak solution of the McKean-Vlasov equation

$$dX_t = \left(b(t, X) + \langle \mu, b(t, X, \cdot) \rangle \right) dt + dW_t, \quad \mu = \text{Law}(X),$$

(2.3)

where $W$ is a $d$-dimensional Brownian motion. We implicitly require that a solution satisfies

$$\int_0^T \left( |b_0(t, X)| + \langle \mu, |b(t, X, \cdot)| \rangle \right) dt < \infty, \quad a.s.,$$

which ensures that the equation (2.3) makes sense.

Our main theorems assume the existence of weak solutions of the equations (2.2) or (2.3), with the law $P^{(n)}$ of the former being exchangeable. Note that exchangeability of $P^{(n)}$ is automatic if the SDE is unique in law and the initial distribution is exchangeable. We do not need uniqueness for (2.2) or (2.3), but we do require that the linearized version of (2.3) to well-posed in a somewhat specialized sense in order to justify our entropy estimate in Lemma 4.4; see Remarks 2.4 and 2.13 for further discussion.

**Definition 2.1.** Let $\ell \in \mathbb{N}$, and let $\overline{b} : [0, T] \times \mathcal{C}^\ell_T \to \mathbb{R}^\ell$ be progressively measurable. We say that the SDE $\overline{b}$ is well-posed if, for every $(t, z) \in [0, T) \times \mathcal{C}^\ell_T$, there exists a unique in law weak solution of the SDE

$$dX_s = \overline{b}(s, X) ds + dW_s, \quad \text{for } s \in (t, T], \quad \text{and} \quad X_s = z_s, \quad \text{for } s \in [0, t],$$

where $W$ is an $\ell$-dimensional Brownian motion.

The following is the main general result of the paper. Let $x_+ = \max(x, 0)$ denote the positive part of a real number $x$, and recall the notation $b^{\otimes k}$ from (2.1).

**Theorem 2.2.** Assume there exists a weak solution of the SDE (2.2) whose law $P^{(n)} \in \mathcal{P}((\mathcal{C}^d_T)^n)$ is exchangeable, and assume there exists a weak solution of the McKean-Vlasov equation (2.3) with law $\mu \in \mathcal{P}(\mathcal{C}^d_T)$. Assume the following:

1. Well-posedness of the linearized McKean-Vlasov equation: For each $k = 1, \ldots, n$, SDE$(\overline{b}^{\otimes k})$ is well-posed in the sense of Definition 2.1, where $\overline{b}(t, x) := b_0(t, x) + \langle \mu, b(t, x, \cdot) \rangle$. 


(2) Square-integrability:

\[ M := \operatorname{ess} \sup_{t \in [0, T]} \int_{C_T^d \times C_T^d} |b(t, x, y) - \langle \mu, b(t, x, \cdot) \rangle|^2 P^{(2)}(dx, dy) < \infty. \]  

(2.4)

(3) Transport-type inequality: There exists \( \gamma > 0 \) such that

\[ |\langle \mu - \nu, b(t, x, \cdot) \rangle|^2 \leq \gamma H(\nu | \mu), \]

for all \( t \in (0, T), x \in C_T^d, \nu \in \mathcal{P}(C_T^d) \) s.t. \( b(t, x, \cdot) \in L^1(\nu) \).

(2.5)

(4) Chaotic initial conditions: There exists \( C_0 < \infty \) such that

\[ H(P_0^{(k)} | \mu_0^{\otimes k}) \leq C_0 k^2/n^2, \quad \text{for } k = 1, \ldots, n. \]  

(2.6)

If \( n \geq 6e^{\gamma T} \), then for integers \( k \in [1, n] \) we have

\[ H(P^{(k)} | \mu^{\otimes k}) \leq 2C_{\gamma} \frac{k^2}{n^2} + C \exp \left( -2n \left( e^{\gamma T} - \frac{k^2}{n} \right) \right), \]  

(2.7)

where the constant \( C \) is defined by

\[ C := 8 \left( C_0 + (1 + \gamma)MT \right) e^{6\gamma T}. \]  

(2.8)

The proof is given in Section 4. The bound (2.7) is non-asymptotic but easily yields the asymptotic bound of \( O((k/n)^2) \) when \( n \to \infty \) with \( k = o(n) \), as long as the stated assumptions hold with constants \((M, \gamma, C_0)\) not depending on \( n \). The constant \( C \) is not optimal, but the rate \((k/n)^2\) is, as Example 2.8 will show.

Before stating corollaries, we first discuss the assumptions of Theorem 2.2. The most notable assumption in Theorem 2.2 is the inequality (2.5). It is equivalent to a square-exponential integrability:

**Lemma 2.3.** For any \( \mu \in \mathcal{P}(C_T^d) \) satisfying \( \langle \mu, |b(t, x, \cdot)| \rangle < \infty \) for all \( (t, x) \in [0, T] \times C_T^d \), the following are equivalent:

(a) There exists \( \gamma > 0 \) such that (2.5) holds.

(b) There exist \( \kappa, R > 0 \) such that

\[ \sup_{(t, x) \in (0, T) \times C_T^d} \log \int_{C_T^d} \exp \left( \kappa |b(t, x, y) - \langle \mu, b(t, x, \cdot) \rangle|^2 \right) \mu(dy) \leq R. \]

If (b) holds, then (a) holds with \( \gamma = 2(1 + R)/\kappa \).

The proof is given in Appendix B. This is similar in spirit to the well known integral criteria for transport inequalities; see [25, Section 6] and references therein. The implication (b) \( \Rightarrow \) (a) is a consequence of the weighted Pinsker inequality of [7]. The constants \( \kappa \) and \( R \) in (b) could be estimated explicitly from the constant \( \gamma \) in (a), though not as simply, and this direction is not as important for our purposes. We comment further on the assumptions of Theorem 2.2 before giving concrete examples below.

**Remark 2.4.**

(i) Suppose the coefficients are Markovian, in the sense that \( b_0(t, x) = \tilde{b}_0(t, x_t) \) and \( b(t, x, y) = \tilde{b}_0(t, x_t, y_t) \) for functions \( \tilde{b}_0 \) and \( \tilde{b} \) defined on \([0, T] \times \mathbb{R}^d \) and \([0, T] \times \mathbb{R}^d \times \mathbb{R}^d \), respectively. Then a sufficient condition for (3) is that there exists \( \gamma \) such that

\[ |\langle \mu_t - \nu, \tilde{b}(t, x, \cdot) \rangle|^2 \leq \gamma H(\nu | \mu_t), \quad \forall t \in (0, T), x \in \mathbb{R}^d, \nu \in \mathcal{P}(\mathbb{R}^d). \]

Indeed, the inequality (2.5) follows from \( H(\nu_t | \mu_t) \leq H(\nu | \mu) \), valid for \( \nu \in \mathcal{P}(C_T^d) \).
(ii) The assumption (4) of chaotic initial conditions is natural if we are to expect \( (2.7) \).

It is automatic if the initial distribution is i.i.d. in the sense that \( P_0^{(n)} = \mu_0^{\otimes n} \). It also holds for a broad class of Gibbs measures, as shown in the companion paper \[43\]. For instance, suppose \( P_0^{(n)} \in \mathcal{P}((\mathbb{R}^d)^n) \) is of the form

\[
P_0^{(n)}(dx) = \frac{1}{Z_n} \exp \left( - \sum_{i=1}^{n} U(x_i) - \frac{1}{n-1} \sum_{1 \leq i < j \leq n} V(x_i - x_j) \right) dx, \quad Z_n > 0,
\]

where \( U \) and \( V \) are convex even functions with \( \nabla^2 U \geq \kappa I \) and \( 0 \leq \nabla^2 V \leq LI \) in semidefinite order for some constants \( \kappa, L > 0 \). Then, if \( L < \kappa \), there exists a unique \( \mu_0 \in \mathcal{P}(\mathbb{R}^d) \) satisfying

\[
\mu_0(dx) = \frac{1}{Z} \exp \left( - U(x) - V \ast \mu_0(x) \right) dx, \quad Z > 0,
\]

and it holds that \( H(P_0^{(k)} | \mu_0^{\otimes k}) \leq C_0(k/n)^2 \) for all \( 1 \leq k \leq n \), where the constant \( C_0 > 0 \) depends only on \((L, \kappa, d)\) and not on \((n, k)\); see \[43\] Corollary 2.7.

(iii) There is no assumption on \( \theta_0 \), other than progressive measurability and implicit restrictions imposed by the hypothesis that the SDEs \((2.2)\) and \((2.3)\) admit solutions. Conditions for well-posedness and square-integrability of McKean-Vlasov equations of the form \((2.3)\), and especially for standard SDEs of the form \((2.2)\), are well known and plentiful in the literature. This is why we prefer to state the assumptions (1) and (2) of Theorems \[2.2\] in abstract terms.

(iv) The assumptions (1) and (3) actually imply a form of uniqueness of the McKean-Vlasov equation, though we do not need this. See Remark \[7.3\]

(v) Even if \( P^{(n)} \) is not exchangeable, one could still apply Theorem \[2.2\] to the symmetrized measure obtained by randomly permuting the coordinates.

(vi) The well-posedness assumption (1) is somewhat awkward. One might suspect that the well-posedness for general \( k \in \mathbb{N} \) would follow from the well-posedness for the \( k = 1 \) case. But this is not obvious, unless we assume pathwise uniqueness for \( k = 1 \) instead of uniqueness in law. See Remark \[2.13\] for further discussion of relaxing (1).

The rest of this section presents corollaries of Theorem \[2.2\] under more concrete assumptions, which are proven in Section \[6\]. The first two corollaries descend from a general principle mentioned in the introduction:

**Example 2.5** (Transport inequality). Let \( L, \gamma' < \infty \). Suppose for each \( t \in [0, T] \) that \( \mu \) satisfies the transport inequality \( \mathcal{W}_2^2(\cdot, \mu) \leq \gamma'H(\cdot | \mu) \), where \( \mathcal{W}_{1,\rho} \) is defined relative to some Borel measurable pseudo-metric \( \rho : C_T^d \times C_T^d \to [0, \infty) \) with respect to which \( b(t, x, \cdot) \) is \( L \)-Lipschitz for all \((t, x) \in (0, T) \times C_T^d \). Then \[(2.5)\] holds with \( \gamma := L^2 \gamma' \).

The case of bounded \( b \) fits into Example \[2.5\] using the discrete metric, for which the transport inequality reduces to Pinsker’s inequality.

**Corollary 2.6.** Suppose \( b \) is uniformly bounded. Assume the SDE\((b_0^{\otimes k})\) is well-posed in the sense of Definition \[2.1\] for each \( k = 1, \ldots, n \). Then the SDE \[(2.2)\] and the McKean-Vlasov SDE \[(2.3)\] admit unique in law weak solutions from any initial distribution. Let \( P^{(n)} \) and \( \mu \), respectively, denote solutions whose initial distributions satisfy condition (4) of Theorem \[2.2\] with \( P_0^{(n)} \) exchangeable. Then the conclusion \[(2.7)\] of Theorem \[2.2\] holds,
with $\gamma := 2\|b\|^2$ and with
\[
C \leq 8 \left( C_0 + (1 + \gamma)\gamma T \right) e^{6\gamma T}.
\] (2.9)

The case of Lipschitz coefficients $(b_0, b)$ fits into Example 2.5 using the usual Euclidean metric. The associated transport inequality requires justification, though, especially to determine the constant $\gamma$. Recall that $(C^k_t)^k \cong C^d_{tk}$ is equipped with the supremum norm $\|\cdot\|$, associated with the usual Euclidean norm on $\mathbb{R}^d$, which informs the definitions of the Wasserstein distances appearing in the following.

**Corollary 2.7.** Suppose $(b_0, b)$ is Lipschitz, in the sense that there exists $L < \infty$ such that
\[
|b_0(t, x) - b_0(t, x') + b(t, x, y) - b(t, x', y')| \leq L\|x - x'^\|_t + \|y - y'^\|_t,
\] (2.10)
for all $t \in [0, T]$ and $x, x', y, y' \in C^d_t$. Assume also that
\[
M_0 := \int_0^T |b_0(t, 0) + b(t, 0, 0)| \, dt < \infty.
\] (2.11)

Then the SDE (2.2) admits a unique in law weak solution from any initial distribution, and the McKean-Vlasov SDE (2.3) admits a unique in law weak solution from starting from any initial distribution with finite first moment. Let $P^{(n)}(\nu)\text{ and }\mu$, respectively, denote solutions whose initial distributions satisfy condition (4) of Theorem 2.2, with $P^{(n)}$ exchangeable. Suppose also that $\mu_0$ has finite second moment and satisfies the quadratic transport inequality
\[
W_2^2(\nu, \mu_0) \leq \eta_0 H(\nu | \mu_0), \quad \forall \nu \in \mathcal{P}(\mathbb{R}^d),
\] (2.12)
for some $0 < \eta_0 < \infty$. If $n \geq 6e^{\gamma T}$, then for integers $k \in [1, n]$ we have
\[
\frac{L^2}{\gamma} W_2^2(P^{(k)}, \mu_{\otimes k}) \leq H(P^{(k)} | \mu_{\otimes k})
\] (2.13)
\[
\leq 2C \frac{k^2}{n^2} + C \text{ exp} \left( -2n \left( e^{-\gamma T} - \frac{k}{n} \right)^2 \right).
\]
where $C$ is as in (2.8), but with the constants $(M, \gamma)$ defined by
\[
M = 8L^2 e^{16TL^2} \left( \int_{\mathbb{R}^d} |x|^2 \mu_0(dx) + \int_{\mathbb{R}^d} |x|^2 P_0^{(1)}(dx) + 2M_0^2 + 8dT \right),
\]
\[
\gamma = 3L^2 (\eta_0 \vee 2T) e^{3TL^2}.
\]

The proof, given in Section 6.2, uses a known method based on Girsanov’s theorem [17, 73, 59] to deduce that $\mu$ satisfies a quadratic transport inequality with respect to the sup-norm; see also [3, 2] for recent results on quadratic transport inequalities for SDEs with irregular coefficients, which may be useful in deriving additional corollaries. Interestingly, the (tensorized) quadratic transport inequality is useful not only for checking assumption (3) of Theorem 2.2 but also for transferring the main estimate from entropy to Wasserstein distance, yielding the first inequality (2.13). It is natural to wonder if the same rate $W_2^2(P^{(k)}, \mu_{\otimes k}) = O((k/n)^2)$ can be proven without assuming entropic chaos (2.6) for the initial condition, but rather its analogue in transport distance. This is an open problem.

**Example 2.8 (Gaussian case).** Suppose $b_0(t, x) = -ax_t$ and $b(t, x, y) = -by_t$, where $a, b > 0$ are constants. Consider the initial conditions $P_0^{(n)} = \delta_0$ and $\mu_0 = \delta_0$. This clearly fits the
assumptions of Corollary 2.7. In Section 3 we show that, if \( n \to \infty \) and \( k/n \to 0 \), then

\[
\liminf_{n \to \infty} \frac{(n/k)^2}{2} \mathcal{W}_2^2(P(k) \mid \mu^{\otimes k}) > 0,
\]

(2.14)

for each \( t > 0 \). Thus, the rate \((k/n)^2\) obtained in Corollary 2.7 and Theorem 2.2 cannot be improved in general, even when the initial positions are i.i.d.

**Remark 2.9.** In Corollary 2.7, the estimate (2.13) comes from the dimension-free tensorization property of the quadratic transport inequality. However, even in the setting of a (weaker) first-order transport inequality as in Example 2.5, a dimension-dependent tensorization property of the quadratic transport inequality is possible: From the metric \( \rho \) (weaker) first-order transport inequality as in Example 2.5, a dimension-dependent tensorization property of the quadratic transport inequality can be obtained.

Define the Wasserstein distance \( W_1 \) in Corollary 2.7, the estimate (2.13) comes from the improved in general, even when the initial positions are i.i.d.

**Theorem 2.10.** Suppose \( b_0 \) and \( b \) satisfy, for some \( 0 < K < \infty \),

\[
\begin{align*}
|b_0(t, x)| + |b(t, x, y)| & \leq K (1 + \|x\|_t + \|y\|_t) \\
|b(t, x, y) - b(t, x, y')| & \leq K (1 + \|y\|_t + \|y'\|_t)
\end{align*}
\]

\( \forall t \in [0, T], \ x, y, y' \in \mathcal{C}_T \). (2.15)

Then the SDE (2.2) admits a unique in law weak solution from any initial distribution, and the McKean-Vlasov SDE (2.3) admits a unique in law weak solution from any initial distribution \( \mu_0 \in \mathcal{P}(\mathbb{R}^d) \) satisfying

\[
R := \int_{\mathbb{R}^d} e^{\kappa_0 |x|^2} \mu_0(dx) < \infty, \ \text{for some } \kappa_0 > 0.
\]

(2.16)

Let \( P^{(n)} \) and \( \mu \), respectively, denote solutions whose initial distributions satisfy condition (4) of Theorem 2.2 with \( P^{(n)}_0 \) exchangeable and with \( \mu_0 \) satisfying (2.16). Then there exist constants \( 0 < C, \gamma < \infty \), depending only on \((C_0, K, c, \kappa_0, R, T, d)\) and the second moments of \( P^{(1)}_0 \) and \( \mu_0 \) (but not on \( n \) or \( k \)), such that the following holds: If \( n \geq 6e^{\gamma T} \), then for integers \( k \in [1, n] \) we have

\[
\frac{1}{Ck} \mathcal{W}_1^2(P(k), \mu^{\otimes k}) \leq H(P(k) \mid \mu^{\otimes k}) \leq C \frac{k^2}{n^2} + C \exp \left( -2n \left( e^{-\gamma T} - \frac{k}{n} \right)^2 \right).
\]
The proof of propagation of chaos is given in Section 6.3, and existence and uniqueness of the McKean-Vlasov equation are proven in Section 7. The estimate $W_1(P^{(k)}, \mu^\otimes k) = O(k^{3/2}/n)$ is consistent with the discussion of Remark 2.9. The condition (2.15) covers all cases of uniformly continuous functions $(b_0, b)$, a class for which even qualitative propagation of chaos was apparently previously unknown. In particular, Theorem 2.10 yields a local rate of propagation of chaos which complements a global estimate recently given in [30] for Hölder interactions.

**Remark 2.11.** Our method can easily handle kinetic models, where instead of the SDE (2.2) one considers

$$
\begin{align*}
    dX^i_t &= V^i_t dt \\
    dV^i_t &= \left( b_0(t, X^i_t, V^i_t) + \frac{1}{n-1} \sum_{j \neq i} b(t, X^i_t, X^j_t) \right) dt + dW^i_t.
\end{align*}
$$

In this case, the McKean-Vlasov equation (in PDE form) is often called the Vlasov-Fokker-Planck equation. The main theorems and proofs adapt without change. See Remark 4.5 for additional comments, and see [6, 32, 29] for some recent results and references on quantitative propagation of chaos for this kind of model.

**Remark 2.12.** We work with identity diffusion coefficient for simplicity, but analogous results for any constant non-degenerate matrix follow by a simple scaling argument. The methods could also handle time- and state-dependent diffusion coefficient $\sigma(t, X^i_t)$, as long as the spectrum of $\sigma \sigma^\top$ is uniformly bounded above and away from zero. The key entropy estimates, however, break down if there are interactions in $\sigma$.

**Remark 2.13.** The well-posedness assumption (1) in Theorem 2.2 could likely be relaxed. It is used only to ensure that the relative entropy between $P^{(n)}$ and $\mu^\otimes n$ takes the desired form (see Lemma 4.4). Girsanov’s theorem yields this desired form immediately for bounded coefficients, but the unbounded case is delicate. If the well-posedness assumption is removed, it may still be possible to construct a particular solution $P^{(n)}$ satisfying a desirable entropy estimate, perhaps by taking advantage of the ideas of [66], and Theorem 2.2 could then be argued for this particular solution. This speculation is inspired in part by the approach of [32, 34], which proves propagation of chaos only for (potentially non-unique) solutions $P^{(n)}$ which obey a certain entropy estimate. See also [35, Remark 1.1].

### 2.3. Reversing the relative entropy.

A result similar to Theorem 2.2 can be obtained when the order of arguments in the relative entropy is reversed. We will treat only the case of bounded $b$ here, though see Remark 4.11 for some discussion of a generalization.

**Theorem 2.14.** Suppose $b$ is uniformly bounded. Assume the SDE $[b_0^{\otimes k}]$ is well-posed in the sense of Definition 2.1, for each $k \in \mathbb{N}$. Then the SDE (2.2) and the McKean-Vlasov SDE (2.3) are well-posed (in the sense of Definition 2.1). Let $P^{(n)}$ and $\mu$, respectively, denote solutions whose initial distributions satisfy

$$
H(\mu^\otimes k | P^{(k)}_0) \leq C_0 k^2/n^2, \quad \text{for } k = 1, \ldots, n,
$$

for some $C_0 < \infty$. Assume also that $P^{(n)}$ is exchangeable. Then, for integers $k \in [1, n]$, we have

$$
H(\mu^\otimes k | P^{(k)}) \leq 2C_C k^2/n^2 + C \exp \left( -2n \left( e^{-\gamma T} - \frac{k}{n} \right)^2 \right)
$$
where we define the constants $\gamma := 2\|b\|^2_\infty$ and $C := (C_0 + 2\gamma T)e^{2\gamma T}$.

The proof is given in Section [3]. Of course, by Pinsker’s inequality, the estimate (2.17) on the “reversed” entropy implies the same total variation bound $\|P^{(k)} - \mu^{\otimes k}\|_{TV} = O(k/n)$ as one obtains from the “non-reversed” entropy. And although both share the same general strategy, Theorem 2.2.4 has the advantage of a somewhat simpler proof compared to Theorem 2.2 as mentioned at the end of Section 1.2, because the natural estimates of the reversed entropy $H(\mu^{\otimes k} | P^{(k)})$ involve integrals with respect to the product measure $\mu^{\otimes k}$ as opposed to $P^{(k)}$. In other ways, however, this reversed entropy is not as natural. For instance, the subadditivity inequality (1.10) fails when the order of arguments is reversed, i.e., when the second argument is not a product measure.

For examples of non-i.i.d. initial conditions satisfying the hypothesis (2.17), we again refer to the companion paper [43]. Specifically, in the setting of Remark 2.4(ii), it is shown in [43] Corollary 2.10] that (2.17) holds as long as $L < \kappa/\sqrt{2}$.

2.4. Beyond pairwise interactions. In this section, we study models with more general interactions, described by smooth functionals of the empirical measure. We focus on bounded interaction functions for simplicity. Again let $b : \mathbb{R} \times C_T^d \to \mathbb{R}^d$. Now, let $b : \mathbb{R} \times C_T^d \times \mathcal{P}(C_T^d) \to \mathbb{R}^d$ be a bounded Borel function, assumed progressive in the sense that $b(t, x, m) = b(t, x', m')$ whenever $x|_{[0,t]} = x'|_{[0,t]}$ and the measures $m$ and $m'$ have the same image under the restriction map $C_T^d \to C_t^d$. Consider the SDE system

$$dX_t^i = (b_0(t, X_t^i) + b(t, X_t^i, L^n))dt + dW_t^i, \quad L^n = \sum_{j=1}^n \delta_{X_t^j}. \quad (2.18)$$

The corresponding McKean-Vlasov equation is

$$dY_t = (b_0(t, Y_t) + b(t, Y_t, \mu))dt + dW_t, \quad \mu = \text{Law}(Y). \quad (2.19)$$

Our main Theorem 2.17 below will assume, as in Section 2.2 that solutions of (2.18) and (2.19) exist, with certain a priori assumptions on the solutions. The main new assumption in this section will be that $b$ admits a power series expansion around $\mu$, which we will take to mean that there exist bounded progressively measurable functions $b_\ell : \mathbb{R} \times C_T^d \times (C_T^d)^\ell \to \mathbb{R}^d$ with $\|b_\ell\|_\infty \leq 2^{-\ell}$, and constants $s_\ell \geq 0$, such that $\sum_{\ell=1}^\infty s_\ell < \infty$ and

$$b(t, x, m) - b(t, x, \mu) = \sum_{\ell=1}^\infty s_\ell ((m - \mu)^{\otimes \ell}, b_\ell(t, x, \cdot)), \quad \forall (t, x, m) \in \mathbb{R} \times C_T^d \times \mathcal{P}(C_T^d). \quad (2.20)$$

Note that $s_\ell$ and $b_\ell$ may depend on $\mu$, and we may assume without loss of generality that $b_\ell(t, x, \cdot)$ is a symmetric function of its $\ell$ coordinates, for each $(t, x)$.

Example 2.15. The setting (2.20) arises most naturally when, for each $(t, x)$, the function $b(t, x, \cdot)$ admits a bounded flat derivative of every order. Here, for $\ell \in \mathbb{N}$, a function $F : \mathcal{P}(C_T^d) \to \mathbb{R}^d$ is said to admit a bounded flat derivative of order $\ell$ if there exists a bounded measurable function $\delta^\ell_m F : \mathcal{P}(C_T^d) \times (C_T^d)^\ell \to \mathbb{R}^d$ such that

$$\left. \frac{d^\ell}{dh^\ell} \right|_{h=0} F((1 - h)m + hm') = \langle (m' - m)^{\otimes \ell}, \delta^\ell_m F(m, \cdot) \rangle, \quad \forall m, m' \in \mathcal{P}(C_T^d),$$

where the $+$ symbol indicates that the derivative is taken from the right. The flat derivative is also known as the linear functional derivative; see [12] Section 2] for background. Note
that if \( F \) admits a bounded flat derivative of every order, and if \( \|\delta_m^\ell F\|_\infty/\ell! \to 0 \), then a Taylor expansion (cf. [12, Lemma 2.2]) yields
\[
F(m') - F(m) = \sum_{\ell=1}^{\infty} \frac{1}{\ell!} (m' - m)^{\otimes \ell} \delta_m^\ell F(m, \cdot).
\]

In particular, (2.20) holds if \( b(t, x, \cdot) \) admits a bounded flat derivative of every order, with \( \|\delta_m^\ell b(t, x, m, \cdot)\|_\infty/\ell! \to 0 \) as \( \ell \to \infty \).

**Example 2.16.** Consider a measurable function \( f : \mathbb{R}^d \times \mathbb{R}^d \to [-1, 1] \), and let
\[
b(t, x, m) := G((m_t, f(x_t, \cdot))), \quad m \in \mathcal{P}(C_T^d), \quad x \in C_T^d,
\]
for some analytic function \( G \) defined on an open neighborhood of \([-1, 1]\). As this is a special case of Example 2.15, we have the power series
\[
b(t, x, m) - b(t, x, \mu) = \sum_{\ell=1}^{\infty} \frac{1}{\ell!} G^{(\ell)}(\langle \mu_t, f(x_t, \cdot) \rangle) \prod_{i=1}^{\ell} (m_t - \mu_t, f(x_t, \cdot)).
\]
This fits the setting of (2.20), if we define \( s_\ell = 2^{\ell} \|G^{(\ell)}\|_\infty/\ell! \) and
\[
b_\ell(t, x, x^1, \ldots, x^\ell) := 2^{-\ell} \|G^{(\ell)}\|_\infty^{-1} G^{(\ell)}(\langle \mu_t, f(x_t, \cdot) \rangle) \prod_{i=1}^{\ell} f(x_i).
\]

A noteworthy example comes from rank-based interactions, where \( d = 1 \) and \( f(x, y) = 1_{(-\infty,x]}(y) \), and so \( b(t, m, x) = G(m_t(-\infty, x]) \). This example arises in particle approximations of Burgers-type PDEs [69, 37].

The rate of decay of the coefficients \((s_\ell)_{\ell \in \mathbb{N}}\) will influence the rate of propagation of chaos that our method can achieve. For \( x, p \geq 0 \) define
\[
\tilde{s}_p := \sum_{\ell=1}^{\infty} \ell^p s_\ell, \quad S_0(x) := \frac{1}{s_0} \sum_{\ell = |x|+1}^{\infty} s_\ell.
\]  
(2.21)

Note that \( \lim_{x \to \infty} S_0(x) = 0 \), as we assumed that \( \tilde{s}_0 < \infty \). We state first a general theorem to illustrate the similar nature of the estimate to Theorem 2.16 and then Corollary 2.18 gives a more concrete implication.

**Theorem 2.17.** Assume \( b \) is a bounded progressive function as described above. Assume that there exists a weak solution of the SDE (2.18) whose law \( P^{(n)} \in \mathcal{P}((C_T^d)^n) \) is exchangeable, and that there exists a weak solution of the McKean-Vlasov equation (2.19) with law \( \mu \in \mathcal{P}(C_T^d) \). Assume \( b \) satisfies (2.20). Assume the SDE\((b_0^{(k)})\) is well-posed in the sense of Definition 2.4, for each \( k = 1, \ldots, n \). Assume finally that there exists \( C_0 < \infty \) such that
\[
H(P^{(k)} | \mu^{(k)}) \leq C_0 k^3/n^2, \quad \text{for } k = 1, \ldots, n.
\]  
(2.22)

Then, for \( k, \ell \in \mathbb{N} \) satisfying \( 1 \leq \ell + k \leq n/2 \), we have
\[
H(P^{(k)} | \mu^{(k)}) \leq (24C_0 s_0^2 + 4(\tilde{s}_2/s_0)^2) e^{12s_0^2 T} k^3/n^2 + e^{4s_0^2 T} S_0(\ell) k^3/\ell + n \left( C_0 + s_0^2 T \right) \exp \left( -\frac{n}{\ell} \left( e^{-4s_0^2 T} - \frac{k}{2n} \right)^2 \right).
\]  
(2.23)
The proof of Theorem 2.17 is given in Section 8. The last term of (2.23) is somewhat similar to the estimates of Theorems 2.2 and 2.14. The \( k^3 \) in the first term, though, is likely suboptimal; see Remark 8.2. The term in (2.23) involving \( S_0 \) is new and depends on the decay rate of \((s_t)e^{\ell/2}t\). Theorem 2.17 is clearly of no use unless this term can be sent to zero, or \( S_0^2(e^{\ell/2}t/\ell) \to 0 \) as \( \ell \to \infty \). Note that the variable \( \ell \) is free in the sense that it does not appear on the left-hand side and may thus be optimized. But the final term in (2.23) is increasing in \( \ell \), which precludes sending \( \ell \to \infty \) too quickly relative to \( n \). The tradeoff is easiest to handle in the finite-range case. If there exists \( r \in \mathbb{N} \) such that \( s\ell = 0 \) for all \( \ell > r \), then we may take \( \ell = r \) in (2.23) to get \( S_0(\ell) = 0 \). This yields \( H(P^{(k)}|\mu^{\otimes k}) = O(k^3/n^2) \).

The following corollary shows that we can get arbitrarily close to the same exponent even for infinite-range interactions, as long as \( S_0(\ell) \) decays exponentially with \( \ell \).

**Corollary 2.18.** Grant the assumptions of Theorem 2.17 and assume \( \sum_{\ell=1}^\infty s\ell e^{\ell/2}t < \infty \) for all \( c > 0 \). If \( k = o(n) \), then \( H(P^{(k)}|\mu^{\otimes k}) = O(k^{3-\epsilon}/n^{2-\epsilon}) \) for each \( \epsilon > 0 \).

**Proof.** Use a Chernoff bound to deduce

\[
S_0(x) \leq e^{-cx} \sum_{\ell=1}^\infty s\ell e^{\ell/2}t, \quad \forall c, x > 0.
\]

That is, for any \( c > 0 \), there exists \( C_c \) such that \( S_0(x) \leq C_c e^{-cx} \) for all \( x > 0 \). Note also that the finiteness of \( \sum s\ell e^{\ell/2}t \) for \( c > 0 \) implies \( s_p < \infty \) for all \( p > 0 \).

Let \( 0 < \epsilon < 1/2 \), and take \( \ell = \left[ \frac{8\epsilon^2}{3} \log \frac{3}{k} \right] \). Apply Theorem 2.17. Note that

\[
n\exp \left( -\frac{n}{\ell} \left( e^{-4\epsilon^2 T} - \frac{k}{2n} \right)^2 \right) \leq n\exp \left( -\frac{n}{\ell} \left( \frac{k}{n} - \frac{k}{2n} \right)^2 \right)
= n\exp \left( -\frac{k^2 n^{1-\epsilon/3}}{\ell} \left( 1 - \frac{1}{2} \left( \frac{k}{n} \right)^{1-\epsilon/3} \right)^2 \right)
\]

is clearly \( O(n^{-p}) \) for any \( p > 0 \). Bounding \( S_0^2(\ell) \) by a constant times \( e^{-4\epsilon^2 T(1+\epsilon/2)\ell} \), for \( r > 1 \) to be determined, the other terms in (2.23) are bounded by

\[
e^{12\epsilon^2 T^2 k^3/n^2} \leq C_1 \frac{k^{3-\epsilon}}{n^{2-\epsilon}},
\]

\[
e^{16\epsilon^2 T^2 S_0^2(\ell)k} \leq C_2 k e^{-4\epsilon^2 T r \ell} \leq C_3 k (k/n)^{r\epsilon/3}.
\]

for constants \( C_1, C_2, C_3 > 0 \) not depending on \( (k, n, \epsilon) \). Choose \( r = (6/\epsilon) - 3 \) to get

\[2 - \epsilon = r\epsilon/3,\]

which makes each term \( O(k(k/n)^{2-\epsilon}) \).

**Remark 2.19.** The condition \( \sum_{\ell=1}^\infty s\ell e^{\ell/2}t < \infty \) holds in the setting of Example 2.15 if

\[\|\delta_m^t b(t, x, m, \cdot)\|_\infty \leq a_1 e^{a_2 t} \] for all \( \ell \), for some \( a_1, a_2 \geq 0 \). Indeed, we may take \( b_t(x, \cdot) := 2^{-\ell} \|\delta_m^t b(t, x, \mu, \cdot)\|_\infty/\ell! \), noting that \( s_\ell \leq C e^{\ell - \ell \log \ell} \) by Stirling’s formula. A similar remark applies to Example 2.16.

3. The Gaussian case

This section gives the details of Example 2 to illustrate the optimality of the \( O((k/n)^2) \) rate of propagation of chaos. Throughout the section, \( J_n \) denotes the \( n \times n \) matrix of all ones, and \( I_n \) is the identity matrix. The covariance matrix of an exchangeable Gaussian measure on \( \mathbb{R}^n \) necessarily belongs to the span of \( \{I_n, J_n\} \). For this reason, we begin with
a lemma summarizing the basic algebraic properties of these matrices. We omit its proof, which follows easily from the observation that $J^2_n = n J_n$.

**Lemma 3.1.** Let $x, y, z, w \in \mathbb{R}$, and let $A = x I_n + y J_n$ and $B = z I_n + w J_n$. Then

$$AB = BA,$$

and $e^A = e^x \left( I_n + \frac{e^{yn} - 1}{n} J_n \right)$. The matrix $A$ has eigenvalues $x$ and $x + yn$, with multiplicities $n - 1$ and 1, respectively.

A well known calculation shows that the Wasserstein distance between two centered Gaussian measures $\gamma_i$ with covariance matrices $\Sigma_i$, for $i = 1, 2$, is given by

$$W^2_2(\gamma_1, \gamma_2) = \text{Tr}(\Sigma_1 + \Sigma_2 - 2(\Sigma_1 \Sigma_2)^{1/2}).$$

See [18]. If $\Sigma_1$ and $\Sigma_2$ commute, then this reduces to

$$W^2_2(\gamma_1, \gamma_2) = \text{Tr}(\Sigma_1^{1/2} - \Sigma_2^{1/2})^2).$$

Now, for $k \in \mathbb{N}$ and $i = 1, 2$, suppose $\Sigma_i = a_i I_k + b_i J_k$ for some $a_i > 0$ and $b_i \in \mathbb{R}$. Noting that $\Sigma_i$ has eigenvalues $a_i$ and $a_i + b_i k$, with respective multiplicities $k - 1$ and 1, we may apply [3.1] along with a simultaneous diagonalization of $\Sigma_1$ and $\Sigma_2$ to find

$$W^2_2(\gamma_1, \gamma_2) = (k - 1)(a_1^{1/2} - a_2^{1/2})^2 + ((a_1 + b_1 k)^{1/2} - (a_2 + b_2 k)^{1/2})^2.$$  

Let us turn to the setting of Example 2.8. The $n$-particle SDE system takes the form

$$dX^i_t = -\left( aX^i_t + b \sum_{j \neq i} X^j_t \right) dt + dW^i_t, \quad X^i_0 = 0, \quad i = 1, \ldots, n.$$  

In vector form, letting $X_t = (X^1_t, \ldots, X^n_t)$ and $W_t = (W^1_t, \ldots, W^n_t)$, we may write this as

$$dX_t = -A X_t dt + dW_t, \quad \text{where } A_n := a I_n + \frac{b}{n - 1} J_n.$$  

The solution of this multivariate Ornstein-Uhlenbeck equation is expressed as

$$X_t = \int_0^t e^{-A_n(t-s)} dW_s.$$  

Hence, the law $P^{(n,n)}_t$ of $X_t$ is a centered Gaussian with covariance matrix

$$\Sigma^n_t := \int_0^t e^{-2sA_n} ds.$$  

Using Lemma 3.1 we can write this as

$$\Sigma^n_t = \int_0^t e^{-2as} \left( I_n + \frac{e^{\frac{b}{a} s}}{n} - 1 \right) J_n ds$$

$$= \frac{1}{2a} \left( 1 - e^{-2at} \right) I_n + \frac{1}{n} \left( \int_0^t \left( e^{-2s(a + \frac{b}{n-t})} - e^{-2as} \right) ds \right) J_n$$

$$= \frac{1}{2a} \left( 1 - e^{-2at} \right) I_n + \frac{1}{2n} \left( 1 - e^{-2t(a + \frac{b}{n-t})} - 1 - e^{-2at} \right) I_n$$

$$= \frac{1}{2a} \left( 1 - e^{-2at} \right) \left[ I_n - c_n(t) J_n \right],$$
where we define
\[ v(t) := \frac{1}{2a}(1 - e^{-2at}), \quad c_n(t) := \frac{1}{n} \left( 1 - \frac{a}{a + \frac{b}{n-1}} \frac{1 - e^{-2t(a + \frac{b}{n-1})}}{1 - e^{-2at}} \right). \]

Note that \( 0 \leq c_n(t) \leq 1/n \). The \( k \)-particle marginal \( P^{(n,k)}_t \) is a centered Gaussian with covariance matrix \( \Sigma^{(n,k)}_t = v(t)[I_k - c_n(t)J_k] \). Let \( \mu_t \) denote the centered one-dimensional Gaussian measure with variance \( v(t) \). Clearly, \( P^{(n,k)}_t \rightarrow \mu^{\otimes k}_t \) weakly as \( n \rightarrow \infty \), for each \( k \).

Applying the formula (3.2), with \( a_1 = a_2 = v(t) \), \( b_1 = -v(t)c_n(t) \), and \( b_2 = 0 \), we find
\[ W^2_2(P^{(n,k)}_t, \mu^{\otimes k}_t) = v(t)((1 - kc_n(t))^{1/2} - 1)^2. \]

Note that \((1 + x)^{1/2} - 1)^2 / x^2 \rightarrow 1/4\) as \( x \rightarrow 0 \), and that
\[
\lim_{n \rightarrow \infty} nc_n(t) = 1 - \frac{a}{a + b} \frac{1 - e^{-2t(a + b)}}{1 - e^{-2at}}.
\]

Hence, if \( n \rightarrow \infty \) and \( k/n \rightarrow 0 \), then \( kc_n(t) \rightarrow 0 \), and so
\[
(n/k)^2 W^2_2(P^{(n,k)}_t, \mu^{\otimes k}_t) = (nc_n(t))^2 \frac{W^2_2(P^{(n,k)}_t, \mu^{\otimes k}_t)}{(kc_n(t))^2} \rightarrow \left( 1 - \frac{a}{a + b} \frac{1 - e^{-2t(a + b)}}{1 - e^{-2at}} \right)^2 \frac{1}{8a}(1 - e^{-2at}).
\]

In fact, this limit is uniform over \( t \geq 0 \), since (3.3) is. Finally, the claim (2.14) follows from the simple inequality \( W^2_2(P^{(n,k)}_t, \mu^{\otimes k}_t) \leq W^2_2(P^{(n,k)}_t, \mu^{\otimes k}_t) \) for \( t \in [0, T] \).

4. Proofs for pairwise interactions

Working in the setting of Section 2.2 this section is devoted to the proofs of Theorems 2.2 and 2.14. We begin with three short sections summarizing a projection lemma needed to derive the BBGKY hierarchy, some additional notation, and the needed properties of relative entropy.

4.1. A projection lemma. The following lemma will later let us identify the dynamics of \( k \) particles out of the \( n \)-particle system. It is well known; cf. [9, Corollary 3.11].

**Lemma 4.1.** Suppose a filtered probability space \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) supports an \( \mathbb{F} \)-Brownian motion \( W \) of dimension \( k \), a continuous \( k \)-dimensional process \( Y \), and an \( \mathbb{F} \)-progressively measurable process \((b_t)_{t \geq 0}\) satisfying \( \mathbb{E} \int_0^T |b_t| \ dt < \infty \) and also
\[ Y_t = Y_0 + \int_0^t b_s \ ds + W_t, \quad t \in [0, T]. \]

Let \( \mathbb{F}^Y = (\mathcal{F}_t^{Y})_{t \in [0,T]} \) denote the filtration generated by \((Y_t)_{t \in [0,T]}\). Let \( \tilde{b} : [0,T] \times C_T^k \rightarrow \mathbb{R}^k \) be a progressively measurable function such that
\[ \tilde{b}(t,Y) := \mathbb{E}[b_t | \mathcal{F}_t^{Y}], \quad \text{a.s.,} \quad \text{a.e. } t \in [0,T]. \]

Then there exists an \( \mathbb{F}^Y \)-Brownian motion \( \tilde{W} \) of dimension \( k \) such that
\[ Y_t = Y_0 + \int_0^t \tilde{b}(s,Y) \ ds + \tilde{W}_t, \quad \text{a.s.,} \quad \text{a.e. } t \in [0,T], \]
**Proof.** This is a classical argument in filtering theory, cf. [64, Theorem VI.8.4]: The process
\[
\hat{W}_t := Y_t - Y_0 - \int_0^t \hat{b}(s, Y) \, ds = W_t + \int_0^t \left( b_s - \mathbb{E}[b_s \mid \mathcal{F}_s^Y] \right) \, ds
\]
is easily seen to be an \( \mathbb{F}^Y \)-Brownian motion using Lévy’s criterion. \( \square \)

**Remark 4.2.** In the setting of Lemma 4.1, the existence of a such a progressively measurable function \( \hat{b} \), i.e., a progressively measurable version of the conditional expectation, follows from standard measure-theoretic arguments such as [9, Proposition 5.1].

4.2. **Additional notation for measures on path space.** For any \( k \in \mathbb{N}, Q \in \mathcal{P}(C^k_t) \), and \( t \in [0, T] \), denote by \( Q[t] \) the projection to \( C^k_t \), i.e., the pushforward of \( Q \) by the restriction map \( x \mapsto x_{[0, t]} \). In particular, \( Q[T] = Q \). Recalling that \( Q_t \in \mathcal{P}(\mathbb{R}^k) \) denotes the time-\( t \) marginal, and that \( C^k_0 \) is identified with \( \mathbb{R}^k \), we have \( Q[0] = Q_0 \).

We will systematically make the following minor abuse of notation. Let \( \overline{b} : [0, T] \times C^k_t \to \mathbb{R}^d \) be progressively measurable, as defined in Section 2.1.2. Then, for each \( t \in [0, T] \), we may unambiguously view \( \overline{b}(t, \cdot) \) as a Borel measurable function on \( C^d_t \), rather than \( C^d_t \), via the identification \( \overline{b}(t, x_{[0, t]}) := \overline{b}(t, x) \) for \( x \in C^d_t \). In particular, for \( Q \in \mathcal{P}(C^k_t) \), we have \( \langle Q[t], \overline{b}(t, \cdot) \rangle = \langle Q, \overline{b}(t, \cdot) \rangle \).

4.3. **Relative entropy.** This section summarizes the properties and calculations involving relative entropy that we will need. We will use repeatedly the chain rule,
\[
H(m^1(dx)K^1_z(dy) \mid m^2(dx)K^2_z(dy)) = H(m^1 \mid m^2) + \int_{E_1} H(K^1_z \mid K^2_z) m^1(dx), \tag{4.1}
\]
for (disintegrated) probability measures \( (m^i(dx)K^i_z(dy))_{i=1,2} \) on a product space \( E_1 \times E_2 \). See [10, Theorem 2.6] for a proof. Combined with nonnegativity of relative entropy, it follows that
\[
H(m^1(dx)K^1_z(dy) \mid m^2(dx)K^2_z(dy)) \geq \int_{E_1} H(K^1_z \mid K^2_z) m^1(dx). \tag{4.2}
\]
We will also make use of the so-called data processing inequality, which states that \( H(\nu \circ f^{-1} \mid \nu' \circ f^{-1}) \leq H(\nu \mid \nu') \) for any probability measures \( \nu, \nu' \) on a common measurable space and any measurable function \( f \) into another measurable space; this follows easily from Jensen’s inequality for conditional expectation. As a consequence, we have the following simple but useful inequalities:
\[
H(P^{(k)}[s] \mid \mu^{(k)}[s]) \leq H(P^{(k)}[t] \mid \mu^{(k)}[t]), \quad 0 \leq s \leq t \leq T, \quad 1 \leq k \leq n \tag{4.3}
\]
\[
H(P^{(k)}[t] \mid \mu^{(k)}[t]) \leq H(P^{(k+1)}[t] \mid \mu^{(k+1)}[t]), \quad t \in [0, T], \quad 1 \leq k < n. \tag{4.4}
\]
Note that (4.3) is true for measures on path space but fails in general for the time-marginals; that is, (4.3) is not true if \( P^{(k)}[\cdot] \) and \( \mu^{(k)}[\cdot] \) are replaced on both sides by \( P^{(k)} \) and \( \mu^{(k)} \), respectively. Lastly, we recall the classical Pinsker’s inequality: For probability measures \( \nu \) and \( \nu' \) on a common measurable space \( \Omega \), and for a bounded measurable function \( f : \Omega \to \mathbb{R} \),
\[
\langle \nu - \nu', f \rangle^2 \leq 2 \| f \|_\infty^2 H(\nu \mid \nu').
\]
This extends immediately to vector-valued functions: If $f : \Omega \to \mathbb{R}^d$ is measurable and bounded, then
\[
\langle \nu - \nu', f \rangle^2 = \sup_{u \in \mathbb{R}^d, |u|=1} \langle \nu - \nu', f \cdot u \rangle^2 \leq \sup_{u \in \mathbb{R}^d, |u|=1} 2 \|f \cdot u\|_\infty^2 H(\nu | \nu’) \\
\leq 2 \|f\|_\infty^2 H(\nu | \nu’).
\]

The following simple rewriting of the key assumption \((2.5)\) will be useful:

**Lemma 4.3.** Let \(b : [0,T] \times C^2_T \times C^2_T \to \mathbb{R}^d\) be progressively measurable. Let \(\mu \in \mathcal{P}(C^2_T)\) and \(0 < \gamma < \infty\). Then \((2.5)\) holds if and only if
\[
|\langle \mu[t] - \nu, b(t, x, \cdot) \rangle| \leq \gamma H(\nu | \mu[t]), \quad \forall t \in (0,T), \, x \in C^2_T, \, \nu \in \mathcal{P}(C^2_T).
\]

**Proof.** Suppose \((1.6)\) holds. Let \(\nu \in \mathcal{P}(C^2_T)\). Then, for \((t, x) \in (0,T) \times C^2_T\), we use the progressive measurability of \(b\) followed by \((1.6)\) and the monotonicity of entropy \((1.3)\) to get
\[
|\langle \mu[t] - \nu, b(t, x, \cdot) \rangle| \leq \gamma H(\nu | \mu[t]), \quad \forall t \in (0,T), \, x \in C^2_T, \, \nu \in \mathcal{P}(C^2_T).
\]

Conversely, suppose \((2.5)\) holds. Let \(t \in (0,T)\). Define the kernel \(K_{x|0,0} \in \mathcal{P}(C^2_T)\) via the disintegration \(\mu(dx) = \mu[t](dx|0,t)K_{x|0,0}(dx)\). That is, \(K_{x|0,0}\) is the conditional law of \(x\) given \(x|0,t\) under \(\mu\). Define \(\nu = \mathcal{P}(C^2_T)\) by \(\nu(dx) = \nu(dx|0,t)K_{x|0,0}(dx)\). Then \(\nu[t] = \nu\), and so progressive measurability of \(b\) and \((2.5)\) imply
\[
|\langle \mu[t] - \nu, b(t, x, \cdot) \rangle| \leq |\langle \mu[t] - \nu, b(t, x, \cdot) \rangle| \leq \gamma H(\nu | \mu[t]),
\]
for each \(x \in C^2_T\). By the chain rule of relative entropy \((1.1)\), we have
\[
H(\nu[t] | \mu[t]) = H(\nu[t] | \mu[t]) + \int_{C^2_T} H(K_x | K_{x|0,0}) \mu[t](dx) = H(\nu[t] | \mu[t]).
\]

This proves \((4.6)\). \(\Box\)

As a final preparation, we state a version of a classical entropy estimate for diffusions which follows from Girsanov’s theorem, though care is needed when working with unbounded coefficients. We give the proof in Appendix A, borrowing (ii) from [17].

**Lemma 4.4.** Let \(k \in \mathbb{N}\), and let \(b^1, b^2 : [0,T] \times C^k_T \to \mathbb{R}^k\) be progressively measurable. Suppose for each \(i = 1, 2\) that the SDE
\[
dZ^i_t = b^i(t, Z^i)dt + dW^i_t, \quad t \in [0,T],
\]

admits a weak solution, and let \(P^i \in \mathcal{P}(C^k_T)\) denote its law. Assume the SDE\((b^2)\) is well-posed in the sense of Definition \((2.1)\)

(i) If
\[
\mathbb{P}\left( \int_0^T |b^i(t, Z^i) - b^2(t, Z^i)|^2 dt < \infty \right) = 1, \quad i = 1, 2.
\]

then for \(0 \leq t \leq T\) we have
\[
H(P^1[t] | P^2[t]) \leq H(P^1_0 | P^2_0) + \frac{1}{2} \mathbb{E} \int_0^t |b^1(s, Z^1) - b^2(s, Z^1)|^2 ds.
\]
(ii) If \( H(P^1 \mid P^2) < \infty \), then for \( 0 \leq t \leq T \) we have

\[
H(P^1[t] \mid P^2[t]) = H(P^1_0 \mid P^2_0) + \frac{1}{2} \mathbb{E} \int_0^t \|b^1(s, Z^1) - b^2(s, Z^1)\|^2 \, ds.
\]

(iii) If

\[
\mathbb{E} \int_0^T |b^1(t, Z^1) - b^2(t, Z^1)|^2 \, dt < \infty, \quad i = 1, 2,
\]

then (4.8) holds for \( 0 \leq t \leq T \).

**Remark 4.5.** By a simple change of variables, this entropy estimate clearly works for any non-degenerate noise. Precisely, if the identity diffusion coefficient \( dW^i_t \) were replaced by \( \sigma dW^i_t \), for a non-degenerate matrix \( \sigma \in \mathbb{R}^{k \times k} \), then the estimates would be in terms of \( |\sigma^{-1}(b^1 - b^2)|^2 \) rather than \( |b^1 - b^2|^2 \). Moreover, this remains valid even for degenerate \( \sigma \), with \( \sigma^{-1} \) replaced by the (Moore–Penrose) pseudoinverse, as long \( b^1 - b^2 \) takes values in the range (column space) of \( \sigma \). This is why our arguments work also for the kinetic case mentioned in Remark 2.11 which leads to drifts and diffusion coefficients of the form

\[
b^i(t, x, v) = \left( \begin{array}{c} v_t \\ b^i(t, x, v) \end{array} \right), \quad \sigma = \left( \begin{array}{cc} 0 & 0 \\ 0 & I \end{array} \right),
\]

for \( i = 1, 2 \), and we see indeed that \( b^1 - b^2 = (1, b^1 - b^2)^\top \) always belongs to the range of \( \sigma \).

4.4. **Proof of Theorem 2.2.** We now apply the general principles of Lemmas 4.1 and 4.4 to derive our initial entropy estimate. Throughout the rest of this section, we abbreviate

\[
H^k_t := H(P^{(k)}[t] \mid \mu^{\otimes k}[t]),
\]

for \( 1 \leq k \leq n \) and \( t \in [0, T] \). As in Section 2.2, \((X^1, \ldots, X^n)\) denotes the solution of the SDE (2.2) with law \( P^{(n)} \). Let \( \mathcal{F}^k_t = \sigma((X^1_s, \ldots, X^k_s)_{s \leq t}) \) denote the natural filtration of the first \( k \) coordinates.

**Lemma 4.6.** Grant the assumptions of Theorem 2.2 and let \( 1 \leq k \leq n \). Then \( t \mapsto H^k_t \) is absolutely continuous, and for a.e. \( t \in [0, T] \) we have

\[
\frac{d}{dt} H^k_t \leq \frac{k}{(n-1)^2} \mathbb{E} \left[ \sum_{j=2}^k \left( b(t, X^1, X^j) - \langle \mu, b(t, X^1, \cdot) \rangle \right)^2 \right] + \frac{k(n-k)^2}{(n-1)^2} \mathbb{E} \left[ \mathbb{E} \left[ b(t, X^1, X^n) \mid \mathcal{F}^k_t \right] - \langle \mu, b(t, X^1, \cdot) \rangle \right]^2.
\]

Moreover, with \( M \) defined as in (2.4), we have

\[
H^k_T \leq H^k_0 + MnT.
\]

**Proof.**

**Step 1.** We first prove (4.12), by applying Lemma 4.4(iii). Thanks to the well-posedness assumption (1) of Theorem 2.2, we must check only the integrability condition (4.9), which we will do using the assumptions (2.5) and (2.4). Recall first that, by Lemma 2.3, the assumption (2.5) implies an exponential square-integrability, which in particular implies

\[
\int_{C^2_t \times C^2_t} \int_0^T |b(t, x^1, x^2) - \langle \mu, b(t, x^1, \cdot) \rangle|^2 \, dt \, d\mu^{\otimes 2}(dx^1, dx^2) < \infty.
\]
To check (4.9) in our context requires showing that

$$\sum_{i=1}^{n} \int_{(C_{T}^{d})^{n}} \sum_{j \neq i}^{T} \left| \frac{1}{n-1} \sum_{j \neq i} b(t, x^{i}, x^{j}) - \langle \mu, b(t, x^{i}, \cdot) \rangle \right|^{2} dt P^{(n)}(dx^{1}, \ldots, dx^{n}) < \infty,$$

$$\sum_{i=1}^{n} \int_{(C_{T}^{d})^{n}} \sum_{j \neq i}^{T} \left| \frac{1}{n-1} \sum_{j \neq i} b(t, x^{i}, x^{j}) - \langle \mu, b(t, x^{i}, \cdot) \rangle \right|^{2} dt \mu^{\otimes n}(dx^{1}, \ldots, dx^{n}) < \infty.$$ 

By exchangeability of $P^{(n)}$ and $\mu^{\otimes n}$, and using convexity of $x \mapsto x^{2}$, it suffices to check that

$$n \int_{(C_{T}^{d})^{2}} \int_{0}^{T} \left| b(t, x^{1}, x^{2}) - \langle \mu, b(t, x^{1}, \cdot) \rangle \right|^{2} dt P^{(2)}(dx^{1}, dx^{2}) < \infty,$$

$$n \int_{(C_{T}^{d})^{2}} \int_{0}^{T} \left| b(t, x^{1}, x^{2}) - \langle \mu, b(t, x^{1}, \cdot) \rangle \right|^{2} dt \mu^{\otimes 2}(dx^{1}, dx^{2}) < \infty.$$ 

These two claims follow from the assumption (2.4) and (4.13), respectively. We may thus use the entropy formula from Lemma 4.4(iii) along with exchangeability to find

$$H_{T}^{n} = H_{0}^{n} + \frac{1}{2} \mathbb{E} \sum_{i=1}^{n} \int_{0}^{T} \left| \frac{1}{n-1} \sum_{j \neq i} b(t, X^{i}, X^{j}) - \langle \mu, b(t, X^{i}, \cdot) \rangle \right|^{2} dt$$

$$\leq H_{0}^{n} + \frac{1}{2} nMT.$$ 

**Step 2.** Next, we prove (4.11) for $k < n$. We begin by applying Lemma 4.1. Consider a progressively measurable function $\tilde{b}_{k}^{k} : [0, T] \times (C_{T}^{d})^{k} \to \mathbb{R}^{d}$ such that

$$\tilde{b}_{k}^{k}(t, X^{1}, \ldots, X^{k}) = \mathbb{E} \left[ b(t, X^{i}, X^{n}) \left| \mathcal{F}_{t}^{k} \right. \right], \text{ a.s., a.e. } t \in [0, T].$$

Such a function exists by Remark 4.2. Exchangeability of $P^{(n)}$ and progressively measurability of $(b_{0}, b)$ imply

$$\mathbb{E} \left[ b_{0}(t, X^{i}) + \frac{1}{n-1} \sum_{j \neq i} b(t, X^{i}, X^{j}) \left| \mathcal{F}_{t}^{k} \right. \right]$$

$$= b_{0}(t, X^{i}) + \frac{1}{n-1} \sum_{j \neq i, j \leq k} b(t, X^{i}, X^{j}) + \frac{n-k}{n-1} \tilde{b}_{k}^{k}(t, X^{1}, \ldots, X^{k}).$$

By Lemma 4.1, we see that $(X^{1}, \ldots, X^{k})$ solves the SDE system

$$dX_{i} = \left( b_{0}(t, X^{i}) + \frac{1}{n-1} \sum_{j \neq i, j \leq k} b(t, X^{i}, X^{j}) + \frac{n-k}{n-1} \tilde{b}_{k}^{k}(t, X^{1}, \ldots, X^{k}) \right) dt + d\tilde{W}_{i}^{i},$$

for some independent Brownian motions $\tilde{W}_{1}^{1}, \ldots, \tilde{W}_{k}^{k}$. We showed in Step 1 that $H_{T}^{n} < \infty$, and thus $H_{T}^{n} \leq H_{T}^{n} < \infty$ according to (4.14). We may then apply Lemma 4.4(ii), noting that the linearized SDE satisfied by $\mu^{\otimes k}$ is well-posed by assumption (1) of the theorem. We deduce the claimed absolute continuity of $t \mapsto H_{T}^{k}$ and, for a.e. $t \in [0, T]$, the identity

$$\frac{d}{dt} H_{T}^{k} = \frac{1}{2} \sum_{i=1}^{k} \mathbb{E} \left[ \left| \frac{1}{n-1} \sum_{j \neq i, j \leq k} b(t, X^{i}, X^{j}) + \frac{n-k}{n-1} \tilde{b}_{k}^{k}(t, X^{1}, \ldots, X^{k}) - \langle \mu, b(t, X^{i}, \cdot) \rangle \right|^{2} \right].$$
Rearrange and apply the elementary inequality \( \frac{1}{2}(x + y)^2 \leq x^2 + y^2 \) to get

\[
\frac{d}{dt} H^k_t \leq \sum_{i=1}^k \mathbb{E} \left[ \frac{1}{n-1} \sum_{j \neq i, j \leq k} \left( b(t, X^i, X^j) - \langle \mu, b(t, X^i, \cdot) \rangle \right) \right]^2 + \sum_{i=1}^k \mathbb{E} \left[ \frac{n-k}{n-1} \left( \mathbb{E} \left[ b(t, X^i, X^n) \mid \mathcal{F}_t^k \right] - \langle \mu, b(t, X^i, \cdot) \rangle \right) \right]^2.
\]

Complete the proof of (4.11) by using exchangeability. \( \square \)

**Remark 4.7.** The equation (4.15) can be seen as a non-Markovian form of the BBGKY hierarchy. For each \( k \), it describes the marginal law \( P(k) \) in terms of the \( k \)-particle SDE system governed by the drift \( \tilde{b}_k \) defined in (4.14). This drift depends on the conditional law of particle \( k + 1 \) given the first \( k \). In other words, the \( k \)-particle marginal dynamics depend on the \((k + 1)\)-particle marginal dynamics, hence the term hierarchy.

With these preparations, we are now ready for the main line of the proof of Theorem 2.2. Recall the definition of \( H^k_t \) in (4.10). We begin from (4.11), for a given \( k < n \). Use convexity of \( x \mapsto x^2 \) to deduce the crude bound

\[
\frac{k}{(n-1)^2} \mathbb{E} \left[ \sum_{j=2}^k \left( b(t, X^1, X^j) - \langle \mu, b(t, X^1, \cdot) \rangle \right) \right]^2 \leq \frac{k(k-1)^2}{(n-1)^2} M. \tag{4.16}
\]

Use this along with the trivial bound \((n-k)/(n-1) \leq 1 \) in (4.11) to get

\[
\frac{d}{dt} H^k_t \leq \frac{k(k-1)^2}{(n-1)^2} M + k \mathbb{E} \left[ \left( \mathbb{E} \left[ b(t, X^1, X^n) \mid \mathcal{F}_t^k \right] - \langle \mu, b(t, X^1, \cdot) \rangle \right) \right]^2. \tag{4.17}
\]

To estimate the last term, let \( P^{(k+1)}_{X_1^k, X^{k+1}}[t] \) denote a version of the regular conditional law of \( X^n|_{[0,t]} \) given \((X^1, \ldots, X^n)|_{[0,t]}\). The equivalent form of the assumed transport-type inequality yields

\[
\left| \mathbb{E} \left[ b(t, X^1, X^n) \mid \mathcal{F}_t^k \right] - \langle \mu, b(t, X^1, \cdot) \rangle \right|^2 \leq \gamma H \left( P^{(k+1)}_{X_1^k, X^{k+1}}[t] \mid \mu[t] \right), \text{ a.s.}
\]

Moreover, the chain rule for relative entropy (4.11) implies

\[
\mathbb{E} \left[ H \left( P^{(k+1)}_{X_1^k, X^{k+1}}[t] \mid \mu[t] \right) \right] = H^{k+1}_t - H^k_t.
\]

(Indeed, apply (4.11) by identifying \( m^1 \to P^{(k)}[t], m^2 \to \mu^\otimes k[t], K^1_x \to P^{(k+1)}_{X_1^k, X^{k+1}}[t], \) and \( K^2_x \to \mu[t] \).) Returning to (4.17), we thus deduce

\[
\frac{d}{dt} H^k_t \leq \frac{k(k-1)^2}{(n-1)^2} M + \gamma k \left( H^{k+1}_t - H^k_t \right).
\]

By Gronwall’s inequality, we have

\[
H^k_t \leq e^{-\gamma t} H^k_0 + \int_0^t e^{-\gamma(t-s)} \left( \frac{k(k-1)^2}{(n-1)^2} M + \gamma k H^{k+1}_s \right) ds.
\]
Now, if we iterate this inequality \( n - k \) times, and use in the last iteration the fact that \( t \mapsto H^T_t \) is non-decreasing by (4.13), we find

\[
H^T_t \leq \sum_{\ell=k}^{n-1} \left[ B^\ell_k(T) H^T_0 + \frac{(\ell - 1)^2 M}{\gamma(n - 1)^2} A^\ell_k(T) \right] + A^{n-1}_k(T) H^T_T,
\]

where we define

\[
A^\ell_k(t_k) := \left( \prod_{j=k}^{\ell} \gamma j \right) \int_0^{t_k} \int_0^{t_{k+1}} \cdots \int_0^{t_{\ell}} e^{-\sum_{j=k}^{\ell} \gamma j (t_j - t_{j+1})} dt_{\ell+1} \cdots dt_{k+2} dt_{k+1},
\]

\[
B^\ell_k(t_k) = \left( \prod_{j=k}^{\ell-1} \gamma j \right) \int_0^{t_k} \int_0^{t_{k+1}} \cdots \int_0^{t_{\ell-1}} e^{-\gamma t_k - \sum_{j=k}^{\ell-1} \gamma j (t_j - t_{j+1})} dt_{\ell} \cdots dt_{k+2} dt_{k+1},
\]

for \( t_k \geq 0 \) and \( \ell \geq k \geq 1 \), with \( B^\ell_k(t) := e^{-\gamma t k} \).

The assumption \((2.6)\) along with \((4.12)\) together imply \( H^T_T \leq C_0 + M n T \). Hence,

\[
H^T_T \leq C_0 \sum_{\ell=k}^{n-1} \frac{\ell^2 B^\ell_k(T)}{\gamma(n - 1)^2} + \frac{M}{\gamma(n - 1)^2} \sum_{\ell=k}^{n-1} (\ell - 1)^2 A^\ell_k(T) + A^{n-1}_k(T)(C_0 + M n T),
\]

This is essentially the sharpest estimate we have obtained, and the rest of the proof is devoted to its simplification. In particular, a decent amount of work is required to simplify and estimate the quantities \( A^\ell_k(t) \) and \( B^\ell_k(t) \), and the following lemma summarizes the computations needed for the proof at hand.

**Lemma 4.8.** For integers \( \ell > k \geq 1 \) and real numbers \( t > 0 \), we have

\[
A^\ell_k(t) \leq \exp \left( -2(\ell + 1) \left( e^{-\gamma t} - \frac{k}{\ell + 1} \right)^2 \right),
\]

Moreover, for integers \( r \geq 0 \),

\[
\sum_{\ell=k}^{\infty} \ell^r A^\ell_k(t) \leq \frac{(k + r)!}{(k - 1)!} \frac{e^{\gamma t} (\gamma (t + 1))^{k+r} - 1}{r + 1},
\]

\[
\sum_{\ell=k}^{\infty} \ell^2 B^\ell_k(t) \leq k(k + 1) e^{2\gamma t} \leq 2k^2 e^{2\gamma t}.
\]

This follows from the more general Proposition 5.1, proven in Section 5, applied with \( a = \gamma k \) and \( b = \gamma \). Next, apply \((4.22)\) with \( r = 2 \) to get

\[
\sum_{\ell=k}^{n-1} (\ell - 1)^2 A^\ell_k(T) \leq \sum_{\ell=k}^{\infty} \ell^2 A^\ell_k(T) \leq \frac{1}{3} k(k + 1)(k + 2) e^{3\gamma T} - 1
\]

\[
\leq \frac{5}{3} \gamma k^3 e^{3\gamma T} - 1 \leq 5\gamma T k^3 e^{3\gamma T}.
\]

Noting also that \( (\ell - 1)/(n - 1) \leq \ell/n \), we thus estimate the second term of \((4.20)\) by \( 5MT^2 k^3 e^{3\gamma T} \). Lastly, using \((4.21)\) to estimate the third term of \((4.20)\) and putting it all together,

\[
H^k_T \leq \frac{1}{n^2} e^{3\gamma T} (2C_0 k^2 + 5MTk^3) + (C_0 + M n T) \exp \left( -2n \left( e^{-\gamma T} - \frac{k}{n} \right)^2 \right).
\]

\[(4.24)\]
This is not the desired result, because it is \( O(k^3/n^2) \) instead of the announced \( O(k^2/n^2) \).

The idea at this point is to use (4.24) in order to improve the crude estimate of (4.16). Specifically, applying (4.24) with \( k = 3 \), we find

\[
H_T^3 \leq \frac{9}{n^2} e^{3\gamma T} (2C_0 + 15MT) + (C_0 + MnT) \exp \left( -2n \left( e^{-\gamma T} - \frac{3}{n} \right)^2 \right).
\]

In addition, for \( n \geq 6e^{\gamma T} \) we have

\[
n \exp \left( -2n \left( e^{-\gamma T} - \frac{3}{n} \right)^2 \right) \leq n \exp \left( -\frac{1}{2} ne^{-2\gamma T} \right) \leq \frac{48e^{6\gamma T}}{n^2},
\]

with the last step using the inequality \( e^{-x} \leq \frac{6}{x^3} \) for \( x > 0 \). Hence,

\[
H_T^3 \leq \frac{\widehat{C}_0}{n^2}, \quad \text{where} \quad \widehat{C}_0 := 9e^{3\gamma T}(2C_0 + 15MT) + 48(C_0 + MT)e^{6\gamma T} \quad (4.25)
\]

We may now improve (4.16) as follows. Instead of using convexity of \( x \mapsto x^2 \), we expand the square and use exchangeability to get the exact identity

\[
\frac{k}{(n-1)^2} \mathbb{E} \left[ \sum_{j=2}^{k} \left( b(t, X^1, X^j) - \langle \mu, b(t, X^1, \cdot) \rangle \right)^2 \right] =
\frac{k(k-1)(k-2)}{(n-1)^2} \mathbb{E} \left[ (b(t, X^1, X^2) - \langle \mu, b(t, X^1, \cdot) \rangle) \cdot (b(t, X^1, X^3) - \langle \mu, b(t, X^1, \cdot) \rangle) \right]
+ M \frac{k(k-1)}{(n-1)^2}.
\]

To handle the first term, let \( P^{(3)}_{X^1,X^2} \) denote a version of the conditional law of \( X^3 \) given \( (X^2, X^1) \). Condition on \( (X^1, X^2) \) and use Cauchy-Schwarz followed by the assumption (2.5) to get

\[
\mathbb{E} \left[ (b(t, X^1, X^2) - \langle \mu, b(t, X^1, \cdot) \rangle) \cdot (b(t, X^1, X^3) - \langle \mu, b(t, X^1, \cdot) \rangle) \right]
\leq M^{1/2} \mathbb{E} \left[ \langle P^{(3)}_{X^1,X^2} - \mu, b(t, X^1, \cdot) \rangle \right]^{1/2}
\leq M^{1/2} \left( \gamma \mathbb{E} \left[ H(P^{(3)}_{X^1,X^2} \mid \mu) \right] \right)^{1/2}.
\]

Using the inequality (4.2) coming from the chain rule for relative entropy, along with the estimate \( H_T^3 \leq \widehat{C}_0/n^2 \) from (4.25), we bound this further by

\[
M^{1/2} \left( \gamma H_T^3 \right)^{1/2} \leq \frac{1}{n} \sqrt{M \gamma \widehat{C}_0}.
\]
Putting it together, we have thus shown the following bound:
\[
\frac{k}{(n-1)^2} \mathbb{E} \left[ \left\| \sum_{j=2}^{k} \left( b(t, X^1, X^j) - \langle \mu, b(t, X^1, \cdot) \rangle \right) \right\|^2 \right] \\
\leq M \frac{k(k-1)}{(n-1)^2} + \sqrt{M \gamma \mathcal{C}_0} \frac{k(k-1)(k-2)}{n(n-1)^2} \\
\leq \left( 2M + \sqrt{M \gamma \mathcal{C}_0} \right) \frac{k^2}{n^2}, \tag{4.26}
\]
with the last step using the simple inequalities \( n \leq 2(n-1) \) and \((k-1)/(n-1) \leq k/n \). This replaces the first term on the right-hand side of (4.17). The second term remains the same and is bounded as before by \( \gamma k(H_t^{k+1} - H_t^k) \), which yields
\[
\frac{d}{dt} H_t^k \leq \left( 2M + \sqrt{M \gamma \mathcal{C}_0} \right) \frac{k^2}{n^2} + \gamma k(H_t^{k+1} - H_t^k).
\]
Apply Gronwall’s inequality and iterate to get the following variant of (4.18):
\[
H_T^k \leq \sum_{\ell=k}^{n-1} \left[ B_k^\ell(T) \frac{C_0 \ell^2}{n^2} + \left( 2M + \sqrt{M \gamma \mathcal{C}_0} \right) \frac{\ell}{\gamma n^2} A_k^\ell(T) \right] + A_k^{n-1}(T) H_T^n. \tag{4.27}
\]
The point is that now we have merely \((\ell-1)\) in the second term, rather than \((\ell-1)^2\).

We handle the first term of (4.27) again using (4.23). To handle the second term of (4.27), we apply (4.22) with \( r = 1 \) now (instead of \( r = 2 \) as above) to get
\[
\sum_{\ell=k}^{n-1} \ell A_k^\ell(T) \leq \frac{1}{2} k(k+1)(e^{2\gamma T} - 1) \leq k^2(e^{2\gamma T} - 1) \leq 2\gamma T k^2 e^{2\gamma T}. \tag{4.28}
\]
To handle the final term of (4.27), apply (4.11) for \( k = n \), noting that the second term vanishes and using (4.26) to estimate the first term:
\[
H_T^n \leq H_T^n + T \left( 2M + \sqrt{M \gamma \mathcal{C}_0} \right) \leq C_0 + T \left( 2M + \sqrt{M \gamma \mathcal{C}_0} \right),
\]
where the last step used the assumption (2.6). Putting it together, from (4.27) we get
\[
H_T^k \leq \frac{2C_0 k^2}{n^2} e^{2\gamma T} + 2T \left( 2M + \sqrt{M \gamma \mathcal{C}_0} \right) \frac{k^2}{n^2} e^{2\gamma T} + A_k^{n-1}(T) \left( C_0 + 2MT + T \sqrt{M \gamma \mathcal{C}_0} \right) \\
\leq \left( 2C_0 + 2T \left( 2M + \sqrt{M \gamma \mathcal{C}_0} \right) \right) e^{2\gamma T} \frac{k^2}{n^2} \\
+ \left( C_0 + 2MT + T \sqrt{M \gamma \mathcal{C}_0} \right) \exp \left( -2n \left( e^{-\gamma T} - \frac{k}{n} \right)^2 \right). \tag{4.29}
\]
Finally, we simplify the form of the constants in (4.29). For the second, use Young’s inequality:
\[
C_0 + 2MT + T \sqrt{M \gamma \mathcal{C}_0} \leq C_0 + (2 + 8\gamma)MT + \frac{1}{32} \mathcal{C}_0 \\
\leq C_0 + (2 + 8\gamma)MT + \frac{183}{32} (C_0 + MT) e^{6\gamma T} \\
\leq e^{6\gamma T} (7C_0 + 8\gamma MT + 8MT) \leq C.
\]
Lemma 4.10. Define the conditional expectation functions
some independent Brownian motions

\[ \hat{b}(t, \cdot) := \sqrt{b(\cdot)} \]

vanish. This requires a subexponential tail bound for

| \|b(t, \cdot)\|^2 \|_\infty \|b(\cdot)\|_\infty \]

\[ e^{6\gamma T} (14C_0 + 16MT + 16\gamma MT) \leq 2C. \]

Proof of Theorem 2.14. Throughout this section, we define

\[ H_k^t := H(\mu^{(k)}[t] \mid P^{(k)}[t]), \]

for \( 1 \leq k \leq n \) and \( t \in [0, T] \). Let \( Y^1, \ldots, Y^n \) denote i.i.d. processes with law \( \mu \). Thus, for some independent Brownian motions \( W^1, \ldots, W^n \), we have

\[ dY^i_t = (b_0(t, Y^i) + \langle \mu, b(t, Y^i, \cdot) \rangle) dt + dW^i_t, \quad i = 1, \ldots, n. \]

Define the conditional expectation functions \( \hat{b}_k^t \) exactly as in (4.14). We begin again with an entropy estimate:

Lemma 4.10. Grant the assumptions of Theorem 2.14, and let \( 1 \leq k \leq n \). Then \( t \mapsto H_k^t \) is absolutely continuous, and for a.e. \( t \in [0, T] \) we have

\[ \frac{d}{dt} H_k^t \leq k(k - 1) \gamma + k(n - k)^2 (n - 1)^2 \mathbb{E} \left[ \left| \hat{b}_k^t(t, Y^1, \ldots, Y^k) - \langle \mu, b(t, Y^1, \cdot) \rangle \right|^2 \right], \]

where we recall that \( \gamma := 2\|b\|_\infty^2 \). Moreover,

\[ H_k^t \leq C_0 + \gamma T. \]

Proof. We follow very closely the proof of Lemma 4.6. To justify an application of Lemma 4.4, we must be careful to check that the SDE (4.15) satisfied by the reference measure
that $H$ This yields (4.30). Take recall that to that of Theorem 2.2. We begin from (4.30). To estimate the second term therein, the well-posedness of the SDE($\tilde{\theta}$ the claimed absolute continuity from Lemma 4.4(ii), along with the a.e. inequality (variate form of (4.5)) yield

By Gronwall’s inequality, and using (4.1) by identifying $E_b$ We know by assumption that the SDE($\tilde{\theta}$ is well-posed. This is the SDE($\tilde{b}$ is increasing in both $t$ and $k$. This yields (4.30). Take $k = n$ in (4.30), noting that the second term vanishes, to get $(d/dt) H_t^n \leq \gamma$ and thus $H_t^n \leq H_t^0 + \gamma t$. Assumption (2.17) yields $H_t^0 \leq C_0$, and the fact that $H_t^k$ is increasing in both $k$ and $t$ gives (4.31).

We are now ready for the main line of the proof of Theorem 2.14, which is similar to that of Theorem 2.2. We begin from (4.30). To estimate the second term therein, recall that $P_{x_1, \ldots, x_k}^{(k+1)[k]}[t](d\omega^{k+1})$ is a version of the regular conditional law of $X^n|\theta^n$ given $(X^1, \ldots, X^k)|\theta^n$. The definition of $\tilde{b}_t^k$ from (4.14) and Pinsker’s inequality (in the multivariate form of (1.5)) yield

where we recall $\gamma := 2\|b\|_\infty$. Moreover, the chain rule for relative entropy (4.1) implies

(Indeed, apply (4.1) by identifying $m^1 \to \mu^{\otimes k}[t]$, $m^2 \to P^{(k)}[t]$, and $K^1_x \to \mu[t]$, and $K^2_x \to P^{(k+1)[k]}[t]$. Apply this in (4.30) to get, for a.e. $t \in [0, T]$,

By Gronwall’s inequality, and using $(k - 1)/(n - 1) \leq k/n$ and $n \leq 2(n - 1)$, we have

$$H_t^k \leq e^{-\gamma t} H_0^k + \gamma k \int_0^t e^{-\gamma k(t-s)} \left(2 \frac{k^2}{n^2} + H_s^{k+1} \right) ds.$$
Iterate this inequality \( n - k \) times to get
\[
H_k^n T \leq \sum_{\ell=k}^{n-1} \left[ B^\ell_n(T) H_0^\ell + 2 \frac{\ell}{n^2} A^{n-1}_k(T) H_0^n T \right] + A^{n-1}_k(T) H_0^n T, \tag{4.32}
\]
where \( A^{n-1}_k(T) \) and \( B^\ell_n(T) \) are defined as in (4.19).

We handle the first term of (4.32) using (4.23), which gave \( \sum_{\ell=k}^{n-1} \ell^2 B^\ell_n(T) \leq 2k^2 e^{2\gamma T} \).

We handle the second term of (4.32) as in (4.28) to get \( \sum_{\ell=k}^{n-1} \ell A^{n-1}_k(T) \leq 2\gamma T^2 e^{2\gamma T} \). For the last term in (4.32), use (4.31) to get \( H_0^n T \leq C_0 + \gamma T \). Putting it together, from (4.32) we deduce
\[
H_k^n T \leq 2(C_0 + 2\gamma T)e^{2\gamma T}k^2/n^2 + (C_0 + \gamma T) \exp \left( -2n \left( e^{-\gamma T} - \frac{k}{n} \right)^2 \right). \tag*{\□}
\]

**Remark 4.11.** The assumption that \( b \) is bounded in Theorem 2.14 could likely be generalized to the case where the transport-type inequality
\[
|\langle \mu[t] - \bar{P}^{(k+1)}_x(t), b(t, x, \cdot) \rangle| \leq \gamma \bar{H}(\mu[t] | \bar{P}^{(k+1)}_x(t)), \quad \forall t, x, \nu, x^1, \ldots, x^k, \quad (4.33)
\]
holds for some \( \gamma < \infty \), as well as square-integrability as in (2.4) but with \( \mu \otimes 2 \) in place of \( P^{(2)} \). This condition (4.33), however, seems difficult to check in practice. In addition, there is a technical subtlety here which is not present in the setting of Theorem 2.2. Our use of Girsanov’s theorem to estimate relative entropy (see Lemma 4.3) requires that the SDE satisfied by the reference measure is well-posed. Here, \( \bar{P}^{(k)} \) is the reference measure, and its SDE involves the conditional expectation functions \( \bar{Y}^k_t \) defined in (4.14), which makes it difficult to identify natural sufficient conditions for well-posedness other than boundedness.

## 5. Estimates of iterated exponential integrals

Fix \( a, b > 0 \) throughout this section. For \( t_0 \geq 0 \) and \( n \geq \ell \geq 1 \), define
\[
A^\ell(t_0) := \left( \prod_{j=0}^{\ell} (a + bj) \right) \int_{t_0}^{t_1} \cdots \int_{t_0}^{t_\ell} e^{-\sum_{j=0}^{\ell} (a + bj)(t_j - t_{j+1})} dt_{\ell+1} \cdots dt_{2} dt_{1},
\]
\[
B^\ell(t_0) = \left( \prod_{j=0}^{\ell-1} (a + bj) \right) \int_{t_0}^{t_1} \cdots \int_{t_0}^{t_{\ell-1}} e^{-(a + bj)t_{\ell} - \sum_{j=0}^{\ell-1} (a + bj)(t_j - t_{j+1})} dt_{\ell} \cdots dt_{2} dt_{1},
\]
with the convention that \( B_0(t) := e^{-at} \). Iterated integrals of this form appeared in the arguments in Section 4 with \( a = \gamma k \) and \( b = \gamma \) for \( k \in \mathbb{N} \) and \( \gamma > 0 \), and they will appear again in Section 8 with \( a = \gamma k \) and \( b = \gamma \ell \) for \( \ell \in \mathbb{N} \). Recall that \( x_+ := \max(x, 0) \).

**Proposition 5.1.** Let \( t > 0 \). For integers \( \ell \geq 0 \) we have
\[
A^\ell(t) \leq \exp \left( -2(\ell + (a/b) + 2) \left( e^{-bt} - \frac{(a/b)}{\ell + (a/b) + 1} \right)^2 \right).
\]
For integers $p \geq 0$ we have
\[
\sum_{\ell=0}^{\infty}((a/b) + \ell)^p A_\ell(t) \leq \frac{c^{b(1+p)t}}{1+p} \prod_{i=0}^{p}((a/b) + i),
\]
\[
\sum_{\ell=0}^{\infty}((a/b) + \ell)^{1+p} B_\ell(t) \leq b^c c^{b(1+p)t} \prod_{i=0}^{p}((a/b) + i).
\]

To prove this, we rewrite $A_\ell(t)$ as a tail probability involving a Beta distribution (Section 5.1) and exploit a subgaussian estimate (Section 5.2). With these preparations, the remaining calculations are given in Section 5.3.

5.1. Transformation to a beta distribution. The starting point is the following observation. Abbreviate $c_j = a + bj$ for $j \geq 0$, and define the exponential density functions $h_j(t) := c_j e^{-c_j t} 1_{[0, \infty)}(t)$. Then $A_\ell$ and $B_\ell$ can be expressed in terms of convolutions:
\[
A_\ell(t) = \int_0^t h_0 * h_1 * \cdots * h_\ell(s) \, ds, \quad B_\ell(t) = \frac{1}{\Gamma(\ell)} h_0 * h_1 * \cdots * h_\ell(t).
\]

To express this in probabilistic terms, let $Z_j$ be an exponential random variable with parameter $c_j$, with $(Z_j)_{j \in \mathbb{N}}$ independent. Then
\[
A_\ell(t) = \mathbb{P}\left( \sum_{j=0}^{\ell} Z_j \leq t \right), \quad B_\ell(t) = \frac{1}{\Gamma(\ell)} \frac{d}{dt} A_\ell(t). \tag{5.1}
\]
Recall in the following that for $\alpha, \beta > 0$ the distribution Beta($\alpha, \beta$) on $[0, 1]$ is described by the density function
\[
\frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} x^{\alpha-1}(1-x)^{\beta-1}, \quad x \in [0, 1],
\]
where $\Gamma(z) = \int_0^\infty u^{z-1} e^{-u} \, du$ for $z > 0$ denotes the Gamma function.

Lemma 5.2. Let $t \geq 0$, and let $\ell \geq 0$ be an integer. Let $Y \sim \text{Beta}(a/b, \ell + 1)$. Then
\[
A_\ell(t) = \mathbb{P}(Y \geq e^{-bt}). \quad \text{That is,} \quad A_\ell(t) = \frac{\Gamma(\ell + a/b) + 1}{\ell!\Gamma(a/b)} \int_{e^{-bt}}^1 x^{(a/b)-1}(1-x)^{\ell} \, dx. \tag{5.2}
\]

Proof. A computation detailed in [1] Theorem 2.1 gives
\[
h_0 * \cdots * h_\ell(t) = \sum_{j=0}^{\ell} \prod_{i=0, i \neq j}^{\ell} c_i^{c_i - c_j} e^{-c_j t}.
\]
Note for each $j$ that
\[
\prod_{i=0, i \neq j}^{\ell} (c_i - c_j) = b^\ell \prod_{i=0, i \neq j}^{\ell} (i - j) = b^\ell (-1)^j j!(\ell - j)!
\]
and the identity $\Gamma(z + 1) = z\Gamma(z)$ yields
\[
\prod_{i=0}^{\ell} c_i = \prod_{i=0}^{\ell} (a + bi) = b^{\ell+1} \prod_{i=0}^{\ell} ((a/b) + i) = b^{\ell+1} \frac{\Gamma(\ell + (a/b) + 1)}{\Gamma(a/b)}.
\]
We thus find
\[
\begin{align*}
  h_0 \ast \cdots \ast h_\ell(t) &= b \frac{\Gamma(\ell + (a/b) + 1)}{\Gamma(a/b)} \sum_{j=0}^{\ell} \frac{1}{j!(\ell-j)!} (-1)^j e^{-(a+bj)t} \\
  &= be^{-at} \frac{\Gamma(\ell + (a/b) + 1)}{\ell! \Gamma(a/b)} \sum_{j=0}^{\ell} \binom{\ell}{j} (-e^{-bt})^j \\
  &= be^{-at} \frac{\Gamma(\ell + (a/b) + 1)}{\ell! \Gamma(a/b)} (1 - e^{-bt})^\ell.
\end{align*}
\]
Changing variables via \( x = e^{-bs} \),
\[
A_\ell(t) = \int_0^t h_0 \ast \cdots \ast h_\ell(s) \, ds
= \frac{\Gamma(\ell + (a/b) + 1)}{\ell! \Gamma(a/b)} \int_0^t b(e^{-bs})^{a/b}(1 - e^{-bs})^{\ell-1} \, ds
= \frac{\Gamma(\ell + (a/b) + 1)}{\ell! \Gamma(a/b)} \int_0^1 x^{(a/b)-1}(1-x)^\ell \, dx.
\]

**Remark 5.3.** In the case where \( a/b = k \) is a positive integer, so that \( c_j = b(k+j) \), an alternative proof of Lemma 5.2 is available using Rényi’s representation of exponential order statistics [62]. Note that \( c_j = b(j+k) \), so that \( E_j \sim \text{Exp}(1) \). We deduce from [51] that \( A_\ell(\cdot) \) is the cumulative distribution function of \( \frac{1}{b} \sum_{j=k}^{\ell+k} E_j \). Rényi’s result implies that \( \sum_{j=k}^{\ell+k} E_j \) has the same law as the \( k \)th largest order statistic of a sample of \( \ell + k \) independent \( \text{Exp}(1) \)’s. By a simple transformation, it follows that \( A_\ell(t) = \mathbb{P}(U_{\ell+k,k} \geq e^{-bt}) \), where \( U_{\ell+k,k} \) is the \( k \)th smallest order statistic of \( \ell + k \) independent uniforms. Finally, it is well known that \( U_{\ell+k,k} \sim \text{Beta}(k,\ell+1) \).

### 5.2. A subgaussian estimate for the Beta distribution

We next state a result from [51], which gives a tractable bound for the subgaussian constant of the Beta distribution, as well as the exact but less explicit value which we will not need.

**Lemma 5.4.** [51, Theorem 2.1] Let \( Y \sim \text{Beta}(\alpha, \beta) \). Then, for all \( \lambda \in \mathbb{R} \),
\[
\log \mathbb{E}[e^{\lambda(Y - \mathbb{E}[Y])}] \leq \frac{\lambda^2}{8(\alpha + \beta + 1)}.
\]
Moreover, for all \( t \in \mathbb{R} \),
\[
\mathbb{P}(Y > t) \leq \exp \left( -2(\alpha + \beta + 1) \left( t - \frac{\alpha}{\alpha + \beta} \right)^2 \right).
\]

**Proof.** The first claim is due to [51, Theorem 2.1]. The second claim is trivial for \( t \leq \frac{\alpha}{\alpha + \beta} = \mathbb{E}[Y] \), and for \( t > \mathbb{E}[Y] \) it follows from the first claim by a standard Chernoff bound. \( \square \)

### 5.3. Proof of Proposition 5.1

Combine Lemma 5.2 and the estimate of Lemma 5.4 to get the first claim of Proposition 5.1. To estimate the summations, we will compute exactly the quantity
\[
\sum_{\ell=0}^{\infty} \left( \prod_{i=1}^{p} ((a/b) + \ell + i) \right) A_\ell(t).
\]
To this end, we first note two computations that will be useful along the way. First, the identity $\Gamma(z+1) = z\Gamma(z)$ implies

$$
\left(\prod_{i=1}^{p}(\ell + (a/b) + i)\right) \Gamma(\ell + (a/b) + 1) = \Gamma(\ell + (a/b) + p + 1).
$$

For $r \geq 0$ and $0 \leq y < 1$, use the definition of the Gamma function and Fubini’s theorem to get a second useful identity,

$$
\sum_{\ell=0}^{\infty} \frac{\Gamma(\ell + r + 1)}{\ell!} y^{\ell} = \int_{0}^{\infty} \sum_{\ell=0}^{\infty} \frac{1}{\ell!} u^{\ell+r} e^{-u} y^{\ell} \, du
= \int_{0}^{\infty} u^{r} e^{-(1-y)u} \, du
= (1 - y)^{-(1+r)} \int_{0}^{\infty} u^{r} e^{-u} \, du
= (1 - y)^{-(1+r)} \Gamma(r + 1).
$$

Now use Fubini’s theorem along with the formulas (5.2), (5.3), and then (5.4) with $r = p + (a/b)$ and $y = 1 - x$:

$$
\sum_{\ell=0}^{\infty} \left(\prod_{i=1}^{p}(\ell + (a/b) + i)\right) A_{\ell}(t)
= \sum_{\ell=0}^{\infty} \left(\prod_{i=1}^{p}(\ell + (a/b) + i)\right) \frac{\Gamma(\ell + (a/b) + 1)}{\ell! \Gamma(a/b)} \int_{e^{-bt}}^{1} x^{(a/b)-1}(1-x)^{\ell} \, dx
= \sum_{\ell=0}^{\infty} \frac{\Gamma(\ell + (a/b) + p + 1)}{\ell! \Gamma(a/b)} \int_{e^{-bt}}^{1} x^{(a/b)-1}(1-x)^{\ell} \, dx
= \frac{\Gamma(1 + p + (a/b))}{\Gamma(a/b)} \int_{e^{-bt}}^{1} x^{(a/b)-1}(1-x^{1+p+(a/b)}) \, dx
= \frac{\Gamma(1 + p + (a/b)) e^{b(1+p)t}}{\Gamma(a/b)} - 1
= \frac{\Gamma(1 + p + (a/b))}{1 + p}.
$$

This immediately implies

$$
\sum_{\ell=0}^{\infty} ((a/b) + \ell)^{p} A_{\ell}(t) \leq \frac{\Gamma(1 + p + (a/b))}{\Gamma(a/b)} e^{b(1+p)t} - 1.
$$
We can perform similar computations with $B$ in place of $A$, by recalling that $B_t(t) = \frac{1}{a + b} \frac{d}{dt} A(t)$. Applying the above, we get
\[
\sum_{\ell=0}^{\infty} (a + b\ell)^{1+p} B_t(t) \leq \sum_{\ell=0}^{\infty} \left( \prod_{i=0}^{p} (\ell + (a/b) + i) \right) B_t(t)
\]
\[
= \frac{d}{dt} \sum_{\ell=0}^{\infty} \left( \prod_{i=1}^{p} (\ell + (a/b) + i) \right) A_t(t)
\]
\[
= \frac{d}{dt} \left( \frac{\Gamma(1 + p + (a/b)) e^{b(1+p)t} - 1}{\Gamma(a/b) \Gamma(a/b)} \right)
\]
\[
= \Gamma(1 + p + (a/b)) be^{b(1+p)t}.
\]

To complete the proof, simplify the previous estimates by using the identity
\[
\frac{\Gamma(1 + p + (a/b))}{\Gamma(a/b)} = \prod_{i=0}^{p} ((a/b) + i).
\]

6. Proofs of corollaries for pairwise interactions

This section gives the proofs of Corollaries 2.6 and 2.7 and Theorem 2.10. These all follow fairly quickly from Theorem 2.2, except for the claims about well-posedness of the McKean-Vlasov equations, deferred to Section 7.

We will make some use of the weighted Pinsker inequality of [7, Theorem 2.1(ii)], both in this section and in Appendix B. It states that, for probability measures $\nu$ and $\nu'$ on a common measurable space, and for a measurable real-valued function $f$ thereon,
\[
\langle \nu - \nu', f \rangle^2 \leq 2 \left( 1 + \log \int e^{f^2} \, d\nu' \right) H(\nu | \nu').
\]

This extends to $\mathbb{R}^d$-valued functions $f$ via the same argument as in (4.5):
\[
||\langle \nu - \nu', f \rangle||^2 \leq 2 \left( 1 + \log \int e^{\|f\|^2} \, d\nu' \right) H(\nu | \nu').
\]

6.1. Proof of Corollary 2.6. We first check the claimed well-posedness of (2.2) and (2.3). A standard argument using Girsanov’s theorem and boundedness of $b$ shows that the well-posedness of (2.2) is equivalent to that of the SDE$(b_0^{\otimes n})$, which holds by assumption. Existence and uniqueness for the McKean-Vlasov equation (2.3) follow from Proposition 7.1.

Corollary 2.6 will follow from Theorem 2.2 as soon as we check the assumptions (1–3) therein. The well-posedness assumption (1) follows from the boundedness of $b$ and the assumed well-posedness of the SDE$(b_0^{\otimes k})$ for each $k$. Clearly the square-integrability assumption (2) holds with $M \leq 2 \|b\|^2_{\infty}$. Finally, the transport inequality (3) holds with $\gamma = 2 \|b\|^2_{\infty}$ by Pinsker’s inequality (4.5).

6.2. Proof of Corollary 2.7. The well-posedness of the SDE (2.2) and the McKean-Vlasov SDE (2.3) are both classical under the Lipschitz assumption; see [73, Theorem 1.1] for the latter, noting that the proof adapts without change to the path-dependent setting. The Lipschitz assumption (2.10) also implies that assumption (1) of Theorem 2.2 holds, as the function $\tilde{b}(t, x)$ defined therein is Lipschitz in $x$ (and thus so is $b^{\otimes k}(t, x)$ for each $k$).
It remains to check assumptions (2) and (3) of Theorem 2.2. First, the facts that \( b \) is \( L \)-Lipschitz and \( \mu_0 \) satisfies the quadratic transport inequality (2.12) together imply that \( \mu \) itself satisfies a quadratic transport inequality, as is proven in Proposition C.1. Precisely, we have

\[
\mathcal{W}_2^2(\nu, \mu) \leq \eta H(\nu \mid \mu), \quad \forall \nu \in \mathcal{P}(\mathcal{C}_T^d),
\]

where \( \eta := 3(\eta_0 \vee 2T)e^{3TL^2} \). This lets us estimate the constant \( \gamma \). Indeed, since \( b(t, x, \cdot) \) is \( L \)-Lipschitz, so is \( u \cdot b(t, x, \cdot) \) for each unit vector \( u \in \mathbb{R}^d \). The inequality \( \mathcal{W}_1 \leq \mathcal{W}_2 \) combined with Kantorovich duality then implies that, for \( \nu \in \mathcal{P}(\mathcal{C}_T^d) \),

\[
\left| \langle \mu - \nu, b(t, x, \cdot) \rangle \right|^2 = \sup_{u \in \mathbb{R}^d, |u| = 1} \left| \langle \mu - \nu, u \cdot b(t, x, \cdot) \rangle \right|^2 \leq L^2 \eta H(\nu \mid \mu).
\]

Hence, we may take \( \gamma = L^2 \eta \).

Next, we estimate the constant \( M \). Let \((X^1, \ldots, X^n)\) denote the solution of the SDE (2.2). A classical argument yields a second moment bound: Start with

\[
\left| X^i_t \right| \leq |X^i_0| + \int_0^t \left| b_0(s, X^i) + \frac{1}{n-1} \sum_{j \neq i} b(s, X^i, X^j) \right| ds + |W^i_t| \leq |X^i_0| + L \int_0^t \left( \|X^i\|_s + \frac{1}{n-1} \sum_{j \neq i} \|X^j\|_s \right) ds + M_0 + |W^i_t|.
\]

Square both sides and average to get

\[
\frac{1}{n} \sum_{i=1}^n \|X^i\|^2_t \leq 4|X^i_0|^2 + 16L^2T \int_0^t \frac{1}{n} \sum_{i=1}^n \|X^i\|^2_s ds + 4M_0^2 + \frac{1}{n} \sum_{i=1}^n \|W^i\|^2_t.
\]

Apply Gronwall’s inequality and take expectations to get

\[
\mathbb{E}[\|X^1\|^2_t] = \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^n \|X^i\|^2 \right] \leq 4e^{16L^2T} \left( \mathbb{E}|X^i_0|^2 + M_0^2 + 4dT \right),
\]

where we used Doob’s inequality to get \( \mathbb{E}|W^1|^2_t \leq 4 \mathbb{E}|W^1|^2 = 4dT \). A similar argument for the McKean-Vlasov equation yields

\[
\int_{\mathcal{C}_T^d} \|x\|^2_\mathcal{T} \mu(dx) \leq 4e^{16L^2T} \left( \int_{\mathbb{R}^d} |x_0|^2 \mu_0(dx) + M_0^2 + 4dT \right).
\]

Finally, note for all \((t, x, y)\) that

\[
|b(t, x, y) - \langle \mu, b(t, x, \cdot) \rangle| \leq \int_{\mathcal{C}_T^d} |b(t, x, y) - b(t, x, y')| \mu(dy') \leq L \int_{\mathcal{C}_T^d} \|y - y'\|_\mathcal{T} \mu(dy'),
\]

which implies

\[
M \leq L^2 \int_{\mathcal{C}_T^d} \int_{\mathcal{C}_T^d} \|y - y'\|^2_\mathcal{T} \mu(dy) \mu(dy') \leq 2L^2 \left( \int_{\mathcal{C}_T^d} \|x\|^2_\mathcal{T} \mu(dx) + \mathbb{E}\|X^1\|^2_\mathcal{T} \right)
\]

\[
\leq 8L^2 e^{16TL^2} \left( \int_{\mathbb{R}^d} |x|^2 \mu_0(dx) + \mathbb{E}|X^1_0|^2 + 2M_0^2 + 8dT \right).
\]
With the constants \( \gamma \) and \( M \) estimated, we may now apply Theorem 2.2 to get the second claimed inequality. To get the first, we simply use the fact that the transport inequality (6.2) tensorizes (see [25, Proposition 1.9]), in the sense that
\[
W_2^2(\nu, \mu^{\otimes k}) \leq \eta H(\nu \mid \mu^{\otimes k}), \quad \forall \nu \in \mathcal{P}((C^d_T)^k),
\]
and note that \( \eta = \gamma/L^2 \).

6.3. Proof of Theorem 2.10. We first check the claimed well-posedness of (2.2) and (2.3). Existence for (2.2) follows from linear growth and Girsanov’s theorem [39, 3.5.16]. Uniqueness also follows from Girsanov, e.g., using [65, Theorem 7.7]. Well-posedness of the McKean-Vlasov equation follows from Proposition 7.2. Moreover, Proposition 7.2 also ensures that condition (3) of Theorem 2.2 holds.

The entropy estimate of Theorem 2.10 will follow from Theorem 2.2 as soon as we check the assumptions (1) and (2) therein. As above, the linear growth of \( b \) yields the well-posedness assumption (1). We next check condition (2). The standard argument using linear growth and Gronwall’s inequality, as in the proof of Corollary 2.7, yields
\[
\int_{C_T^d} \|x\|_T^2 P^{(1)}(dx) \leq 4e^{16K^2T} \left( \int_{\mathbb{R}^d} |x|^2 P_0^{(1)}(dx) + K^2T^2 + 4dT \right),
\]
\[
\int_{C_T^d} \|x\|_T^2 \mu(dx) \leq 4e^{16K^2T} \left( \int_{\mathbb{R}^d} |x|^2 \mu_0(dx) + K^2T^2 + 4dT \right).
\]
Next, note for all \((t, x, y)\) that
\[
|b(t, x, y) - \langle \mu, b(t, x, \cdot) \rangle| \leq \int_{C_T^d} |b(t, x, y) - b(t, x, y')| \mu(dy') \leq K \left( 1 + \|y\|_T + \int_{C_T^d} \|y'\|_T \mu(dy') \right), \quad (6.3)
\]
which implies
\[
M \leq 3K^2 \left( 1 + \int_{C_T^d} \|y\|_T^2 P^{(1)}(dy) + \int_{C_T^d} \|y\|_T^2 \mu(dy) \right) \leq 12K^2e^{16K^2T} \left( 1 + \int_{\mathbb{R}^d} |x|^2 P_0^{(1)}(dx) + \int_{\mathbb{R}^d} |x|^2 \mu_0(dx) + 2K^2T^2 + 8dT \right).
\]
This yields condition (2) of Theorem 2.2 which we may now apply to yield the claimed upper bound on \( H(P^{(k)} \mid \mu^{\otimes k}) \).

Lastly, we prove the inequality \( W_1^2(P^{(k)}, \mu^{\otimes k}) \leq CKH(P^{(k)} \mid \mu^{\otimes k}) \). Note first that (6.1) from Proposition 7.2 is the well known integral criterion (see [17, Theorem 2.3] or [25, Proposition 6.3]) which implies that there exists \( C > 0 \) such that
\[
W_1^2(\nu, \mu) \leq CH(\nu \mid \mu), \quad \text{for all } \nu \in \mathcal{P}(C_T^d).
\]
This inequality tensorizes (see [25, Proposition 1.9]) to yield
\[
W_{1,\ell_1}^2(\nu, \mu^{\otimes k}) \leq CKH(\nu \mid \mu^{\otimes k}), \quad \text{for all } k \in \mathbb{N}, \ \nu \in \mathcal{P}((C_T^d)^k),
\]
where \( W_{1,\ell_1} \) is the Wasserstein distance on \((C_T^d)^k\) defined using the \( \ell_1 \)-norm, as in Remark 2.9. Recalling that \( W_1 \) is defined in terms of the usual \( \ell_2 \)-norm of \((C_T^d)^k \cong C_T^d \), which is bounded from above by the \( \ell_1 \)-norm, this completes the proof. \( \square \)
7. Some well-posedness results for McKean-Vlasov equations

This section proves some results on well-posedness of McKean-Vlasov equations with irregular coefficients, used in Section 6. There has been significant recent efforts in this direction, such as [58, 63], though none of them appear to cover exactly our results below.

The first result, Proposition 7.1, is nearly covered by existing results, with the exception that $b_0$ is not required to be bounded. Our proof is inspired by the approach of [42, Theorem 2.4]. As usual, we assume implicitly that $b_0$ and $b$ are progressively measurable.

**Proposition 7.1.** Suppose the SDE($b_0$) is well-posed in the sense of Definition 2.1 and $b$ is bounded. Then the McKean-Vlasov SDE (2.3) admits a unique in law weak solution from any initial distribution.

**Proof.** Fix an initial law $\mu_0 \in \mathcal{P}(\mathbb{R}^d)$. For $\mu \in \mathcal{P}(C_t^d)$ define $\overline{b}_\mu(t, x) = b_0(t, x) + \langle \mu, b(t, x, \cdot) \rangle$. A standard argument using Girsanov’s theorem shows that the SDE($\overline{b}_\mu$) is well-posed for each $\mu$, because the SDE($b_0$) is. Let $\Phi(\mu) \in \mathcal{P}(C_t^d)$ denote the law of the unique solution of the SDE($\overline{b}_\mu$), started from $\mu_0$. To prove the claim, we must show that $\Phi$ has a unique fixed point. Using Pinsker’s inequality (4.5) and Lemma 4.4, for $t \in [0, T]$ we have

$$ \|\Phi(\mu)[t] - \Phi(\nu)[t]\|_{TV}^2 \leq 2H(\Phi(\mu)[t] | \Phi(\nu)[t]) $$

$$ = \int_{C_t^d} \int_0^t \overline{b}_\mu(s, x) - \overline{b}_\nu(s, x)^2 \, ds \, \mu[t](dx) $$

$$ = \int_{C_t^d} \int_0^t |\langle \mu[s] - \nu[s], b(s, x, \cdot) \rangle|^2 \, ds \, \mu[t](dx) $$

$$ \leq \|b\|^2_2 \|\mu[s] - \nu[s]\|_{TV}^2 ds. $$

A standard Picard iteration completes the proof. $\square$

The next result, tailored to the setting of Theorem 2.10, is somewhat more novel. The closest prior result seems to be [58, Theorem 2], which requires the stronger uniform linear growth condition $\sup_{t,y} |b(t, x, y)| \leq c(1 + |x|)$.

**Proposition 7.2.** Suppose $(b_0, b)$ satisfy the assumption (2.15) of Theorem 2.10. Let $\mu_0 \in \mathcal{P}(\mathbb{R}^d)$ satisfy $\int_{\mathbb{R}^d} e^{c_0|x|^2} \mu_0(dx) < \infty$ for some $c_0 > 0$. Then the McKean-Vlasov SDE (2.3) admits a unique in law weak solution with initial distribution $\mu_0$. Moreover, there exist $c, \gamma > 0$ such that the solution $\mu \in \mathcal{P}(C_t^d)$ satisfies

$$ \int_{C_t^d} e^{c|x|^2} \mu(dx) < \infty, \text{ and } $$

$$ \sup_{(t,x) \in (0,T) \times C_t^d} |\langle \mu - \nu, b(t, x, \cdot) \rangle|^2 \leq \gamma H(\nu | \mu), \quad \forall \nu \in \mathcal{P}(C_t^d). $$

**Proof.** Fix an initial law $\mu_0 \in \mathcal{P}(\mathbb{R}^d)$ satisfying the stated condition.

**Uniqueness.** We first prove that there is at most one solution. Let $X^i \sim \mu^i$ for $i = 1, 2$ be two solutions,

$$ dX^i_t = (b_0(t, X^i) + \langle \mu^i, b(t, X^i, \cdot) \rangle) \, dt + dW^i_t, \quad X^i_0 \sim \mu_0, \quad \mu^i = \text{Law}(X^i). $$

...
Using the assumption (2.15), for \( t \in [0, T] \) we have
\[
\|X^i_t\| \leq |X^i_0| + KT + K \int_0^t (\|X^i_s\| + \mathbb{E}\|X^i_s\|) \, ds + \|W^i_t\|.
\]
Take expectations and apply Gronwall to get \( \mathbb{E}\|X^i_t\| \leq e^{2KT} (\mathbb{E}|X^i_0| + 4dT) \), where we used also \( \mathbb{E}\|W^i_t\|^2 \leq 4\mathbb{E}|W^i_T|^2 = 4dT \). Use Gronwall again to get also
\[
\|X^i_t\| \leq e^{KT} (|X^i_0| + KT + KTE\|X^i_t\| + \|W^i_t\|).
\]
Since \( \mathbb{E}e^{\|W^i_t\|^2} < \infty \) for sufficiently small \( c > 0 \) by Fernique’s theorem, the assumption on \( \mu_0 \) ensures that we may find \( c < 0 \) small enough and \( C < \infty \) that
\[
\int_{C_j^2} e^{\epsilon \|x_T\|^2} \mu^i(dx) = \mathbb{E}e^{\epsilon \|X^i_T\|^2} \leq C, \tag{7.3}
\]
for \( i = 1, 2 \). Next, note for \( m \in \mathcal{P}(C^d_T) \) that the assumption (2.15) yields
\[
|b(t, x, y) - \langle m, b(t, x, \cdot) \rangle| \leq \int_{C_j^d} |b(t, x, y) - b(t, x, y')| \, m(dy') \leq K \left( 1 + \|y\|_T + \int_{C_j^d} \|y'\|_T \, m(dy') \right), \tag{7.4}
\]
for all \((t, x, y)\). Use Lemma 14.4 and the weighted Pinsker inequality 6.1 to get
\[
H(\mu^1 | \mu^2) = \frac{1}{2} \int_{C_j^d} \int_0^t |(\mu^1 - \mu^2, b(s, x, \cdot))|^2 \, ds \tag{7.5}
\]
\[
\leq \epsilon^{-1} (1 + R_\epsilon) \int_0^t H(\mu^1 | \mu^2) \, ds, \tag{7.6}
\]
for each \( \epsilon > 0 \), where we define
\[
R_\epsilon := \sup_{t \in [0, T], x \in C_j^d} \log \int \exp \left( \epsilon \left| b(t, x, y) - \langle \mu^2, b(t, x, \cdot) \rangle \right|^2 \right) \mu^2(dy).
\]
If we choose \( \epsilon = c/K^2 \), then from (7.4) and (7.3) we deduce that \( R_\epsilon \leq \infty \). Thus, applying Gronwall’s inequality to (7.6) shows that \( H(\mu^1 | \mu^2) = 0 \) for all \( t \), and so \( \mu^1 = \mu^2 \). The finiteness of \( R_\epsilon \), along with Lemma 2.3 implies that any solution must satisfy (7.2).

**Existence.** To prove existence of a solution, we truncate \( b \), apply Proposition 7.1 and take limits. Note first that the linear growth assumption ensures that the SDE(\( b_0 \)) is well-posed. Indeed, existence follows from linear growth and Girsanov’s theorem, by an argument due to Beneš [39, Corollary 3.5.16]. Uniqueness also follows from Girsanov, e.g., by using [68, Theorem 7.7] to identify the (unique) form of the Radon-Nikodym derivative of Wiener measure with respect to the law of the solution. Let \( \pi \in \mathcal{P}(C^d_T) \) denote the law of the unique solution of the SDE(\( b_0 \)) started from \( \mu_0 \).

**Step 1.** We first define the truncations and establish some key integrability estimates. Define \( b^n := (b \wedge n) \lor (-n) \) for each \( n \in \mathbb{N} \). By Proposition 7.1 and boundedness of \( b^n \), there exists a unique solution \( X^n_t \sim \mu^n \) of the McKean-Vlasov equation
\[
\, dX^n_t = (b^n(t, X^n) + \langle \mu^n, b^n(t, X^n, \cdot) \rangle) \, dt + dW^n_t, \quad X^n_0 \sim \mu_0, \quad \mu^n = \text{Law}(X^n).
\]
Since $b^n$ satisfies the same (first) sublinearity inequality (2.15), we have as in (7.3) that there exist $c, C_1 > 0$ such that

$$
\sup_n \int_{\mathbb{C}_d^T} e^{c\|x\|^2} \mu^n(dx) \leq C_1. \tag{7.7}
$$

Similarly, $\overline{\mu}$ satisfies the same estimate. For later use, we note also that if $\epsilon := c/K^2$ then (7.7) and (7.4) imply that

$$
R := \sup_{n \in \mathbb{N}} \sup_{t \in [0, T], x \in \mathbb{C}_d^T} \log \left( \int \exp \left( \epsilon |b(t, x, y) - \langle \mu^n, b(t, x, \cdot) \rangle|^2 \right) \mu^n(dy) < \infty. \tag{7.8}
$$

Lastly, we may use Lemma 4.4 to get

$$
\sup_n H(\mu^n, \overline{\mu}) = \frac{1}{2} \sup_n \int_{\mathbb{C}_d^T} \int_0^T \left| \langle \mu^n, b^n(t, x, \cdot) \rangle - \langle \mu^m, b^m(t, x, \cdot) \rangle \right|^2 dt \mu^n(dx) < \infty, \tag{7.9}
$$

which is finite because of the linear growth assumption and the estimate (7.7). This will not be needed until later.

**Step 2.** Next, we show that $(\mu^n)_{n \in \mathbb{N}}$ is a Cauchy sequence in the total variation norm, which implies by completeness that it converges. Using Lemma 4.4 we have for each $n, m \in \mathbb{N}$ and $t \in [0, T]$

$$
H(\mu^n[t] \mid \mu^m[t]) = \frac{1}{2} \int_{\mathbb{C}_d^T} \int_0^t \left| \langle \mu^n, b^n(s, x, \cdot) \rangle - \langle \mu^m, b^m(s, x, \cdot) \rangle \right|^2 ds \mu^n(dx) \\
\leq \frac{3}{2} \int_{\mathbb{C}_d^T} \int_0^t \left| \langle \mu^n, b^n(s, x, \cdot) - b(s, x, \cdot) \rangle \right|^2 ds \mu^n(dx) \\
+ \frac{3}{2} \int_{\mathbb{C}_d^T} \int_0^t \left| \langle \mu^m, b^m(s, x, \cdot) - b(s, x, \cdot) \rangle \right|^2 ds \mu^n(dx) \\
+ \frac{3}{2} \int_{\mathbb{C}_d^T} \int_0^t \left| \langle \mu^n - \mu^m, b(s, x, \cdot) \rangle \right|^2 ds \mu^n(dx).
$$

By Jensen's inequality,

$$
\int_{\mathbb{C}_d^T} \left| \langle \mu^n, b^n(s, x, \cdot) - b(s, x, \cdot) \rangle \right|^2 \mu^n(dx) \\
\leq \int_{\mathbb{C}_d^T} \int_{\mathbb{C}_d^T} |b(s, x, y)|^2 1_{\{|b(s, x, y)| \geq n\}} \mu^n(dx) \mu^n(dy).
$$

It follows from (7.7) and the linear growth assumption of (2.15) that the right-hand side vanishes as $n \to \infty$. Similarly,

$$
\int_{\mathbb{C}_d^T} \left| \langle \mu^m, b^m(s, x, \cdot) - b(s, x, \cdot) \rangle \right|^2 \mu^n(dx) \\
\leq \int_{\mathbb{C}_d^T} \int_{\mathbb{C}_d^T} |b(s, x, y)|^2 1_{\{|b(s, x, y)| \geq m\}} \mu^m(dx) \mu^n(dy),
$$

which vanishes as $n, m \to \infty$ for the same reasons. On the other hand, with $\epsilon = c/K^2$ and $R$ as in (7.8), the weighted Pinsker inequality (6.1) and the progressive measurability of $b$...
yield
\[ \int_{C^d_0}^t \int_0^t |(\mu^n - \mu^m, b(s,x,t))|^2 \, dt \, \mu^n(dx) \leq 2 \epsilon (1 + R) \int_0^t H(\mu^n[s] | \mu^m[s]) \, dt. \]

Using Gronwall’s inequality, we finally deduce that \( \lim_{n,m \to \infty} H(\mu^n[t] | \mu^m[t]) = 0 \). The claim that \( (\mu^n)_{n \in \mathbb{N}} \) is a \( \| \cdot \|_{TV} \)-Cauchy sequence follows from Pinsker’s inequality.

**Step 3.** Thanks to Step 2, we know \( \| \mu^n - \mu \|_{TV} \to 0 \) for some \( \mu \in \mathcal{P}(C^d_0) \). We next upgrade the convergence to allow test functions with linear growth: If \( f : C^d_0 \to \mathbb{R} \) is measurable with \( \sup_x |f(x)|/(1 + \|x\|_T) < \infty \), then \( \langle \mu^n, f \rangle \to \langle \mu, f \rangle \). To see this, let \( k \in \mathbb{N} \) and \( \delta > 0 \), and apply the Gibbs variational formula [10, Proposition 2.3(b)] to get
\[ \int_{\{|f| > k\}} |f| \, d\mu^n \leq \delta \log \int e^\delta - 1|f| \, d\mu + \delta H(\mu^n | \mathcal{P}). \]

where we recall that \( \mathcal{P} \) is the law of the solution of the SDE \( b_0 \) started from \( \mu_0 \). The linear growth of \( f \) and the estimate (7.7) ensure that the first term converges to zero as \( k \to \infty \), for any \( \delta > 0 \). Hence, sending \( k \to \infty \) and then \( \delta \to 0 \), the uniform bound on \( H(\mu^n | \mathcal{P}) \) from (7.10) ensures that \( \int_{\{f > k\}} f \, d\mu^n \to 0 \) as \( k \to \infty \), uniformly in \( n \). The integrability (7.11) for \( \mathcal{P} \) implies also that \( \int_{\{f > k\}} |f| \, d\mathcal{P} \to 0 \) as \( k \to \infty \). Writing
\[ \langle \mu^n - \mu, f \rangle = \int_{\{|f| \leq k\}} f \, d(\mu^n - \mu) + \int_{\{|f| > k\}} f \, d(\mu^n - \mu), \]
the right hand side vanishes by sending \( n \to \infty \) and then \( k \to \infty \).

**Step 4.** We complete the proof by showing that \( \mu \) is the law of a solution to the McKean-Vlasov equation. To do so, we study the corresponding martingale problem, in the sense of Stroock-Varadhan [72], and we refer to [72] for the now-classical definitions and connection to weak solutions of SDEs. Using the McKean-Vlasov equation solved by \( \mu^n \), in martingale problem form, we know that \( \mu \) is the law of a solution to the McKean-Vlasov equation. To see this, first note using Jensen’s inequality and the definition of \( b^n \) that
\[ \int_{C^d_0} |\langle \mu^n, b^n(t,x,\cdot) - b(t,x,\cdot) \rangle| \, \mu^n(dx) \leq \int_{C^d_0} \int_{C^d_0} |b(t,x,y)| \mathbb{1}_{\{|b(t,x,y)| \geq n\}} \, \mu^n(dx) \, \mu^n(dy), \]
which converges to zero thanks to the linear growth assumption and (7.11). Hence, to prove (7.11), it suffices to show that \( \langle \mu^n, |a_n| \rangle \to 0 \), where we set \( a_n(x) := \langle \mu^n - \mu, b(t,x,\cdot) \rangle \). The
result of Step 3 and the linear growth assumption on \( b \) imply that \( a_n \to 0 \) pointwise. Using the assumption (2.13), we have

\[
|a_n(x)| \leq \int_{C^d_T} |b(t, x, y) - b(t, x, y')| \, \mu^n(dy) \mu(dy')
\]

\[
\leq K \left( 1 + \int_{C^d_T} y \|T\mu^n(dy) + \int_{C^d_T} y' \|T\mu(dy') \right) < \infty.
\]

For each \( \delta > 0 \), the Gibbs variational formula [10] Proposition 2.3(b)] again yields

\[
\langle \mu^n, |a_n| \rangle \leq \delta \log \int e^{\delta^{-1} |a_n|} d\pi + \delta \sup_k H(\mu^k | \pi).
\]

For fixed \( \delta > 0 \), the first term vanishes as \( n \to \infty \) by the bounded convergence theorem.

Recalling (7.9), we may send \( n \to \infty \) and then \( \delta \to 0 \) to find \( \langle \mu^n, |a_n| \rangle \to 0 \).

With (7.11) now established, it follows from (7.10) that

\[
0 = \lim_{n \to \infty} \int_{C^d_T} h(x) \varphi(x_t) - \varphi(x_s)
\]

\[
- \int_s^t \left( b_0(u, x) + \langle \mu, b(u, x, \cdot) \rangle \right) \cdot \nabla \varphi(x_u) + \frac{1}{2} \Delta \varphi(x_u) \, du \right] \mu^n(dx).
\]

Using the linear growth assumption and the result of Step 3, we deduce

\[
0 = \int_{C^d_T} h(x) \varphi(x_t) - \varphi(x_s)
\]

\[
- \int_s^t \left( b_0(u, x) + \langle \mu, b(u, x, \cdot) \rangle \right) \cdot \nabla \varphi(x_u) + \frac{1}{2} \Delta \varphi(x_u) \, du \right] \mu(dx).
\]

This holds for all \((t, s, h, \varphi)\) as above, which implies that \( \mu \) is a solution of the martingale-Vlasov problem corresponding to the McKean-Vlasov equation. \[\square\]

**Remark 7.3.** A more general principle is at work in the uniqueness part of Propositions 7.1 and 7.2. Precisely, suppose \( \mu \in \mathcal{P}(C^d_T) \) is a solution of the McKean-Vlasov equation (2.3) satisfying conditions (1) and (3) of Theorem 2.2. Suppose another solution \( \tilde{\mu} \) satisfies \( \tilde{\mu}_0 = \mu_0 \), and the function \( [0, T] \times C^d_T \ni (t, x) \mapsto |\tilde{\mu} - \mu| \) belongs to \( L^2(dt \otimes (\mu + \tilde{\mu})) \).

Then the well-posedness assumption (1) justifies an application of Lemma 4.4(iii), and the transport-type inequality (3) and progressive measurability of \( b \) imply

\[
H(\tilde{\mu}[t] | \mu[t]) = \frac{1}{2} \int_0^t \int_{\mathbb{R}^d} |\tilde{\mu} - \mu| b(s, x, \cdot)|^2 \, \mu(dx) \, ds \leq \frac{\gamma}{2} \int_0^t H(\tilde{\mu}[s] | \mu[s]) \, ds,
\]

for \( t \in [0, T] \). Gronwall’s inequality implies \( \tilde{\mu} = \mu \).

### 8. Proofs for infinite-range interactions

This section is devoted to the proof of Theorem 2.17 which we first briefly preview. It follows a similar scheme as in the case of pairwise interactions, as outlined in Section 1.2 and implemented in Section 4. In the finite-range case, where \( s_\ell = 0 \) for all \( \ell > r \) for some \( r \in \mathbb{N} \), the main difference is that the final term in (1.17) becomes \( H_{k+r}^l - H_{k}^l \) instead of
Lemma 8.1. Let \( H^k \) denote the integer \( k \). In the infinite-range case, we truncate the range of interactions, and this is where the parameter \( \ell \) and the term \( S_0(\ell) \) in (2,13) come from.

Throughout this section, for integers \( k \leq n \) we write \( (k, n) := \{k+1, k+2, \ldots, n\} \). When \( k = 0 \), we write simply \( [n] := (0, n) \). The Cartesian product is denoted as usual \( (k, n)^\ell \) for integers \( \ell \geq 1 \), and we write \( (k, n)^\ell \neq \emptyset \) for the subset consisting of those vectors with distinct entries. Note of course that \( |(k, n)^\ell| = k^\ell \) and \( |k^\ell| = (k)^\ell \) for \( \ell \leq k \), where we use the falling factorial notation
\[
(k)^\ell := x(x-1) \cdots (x-\ell+1) = \prod_{i=0}^{\ell-1} (x-i), \quad x \in \mathbb{R}.
\]

We state here for later use a fairly standard estimate which can be interpreted as comparing sampling schemes with versus without replacement, cf. \cite{16} or \cite{24, Theorem 3.1}.

**Lemma 8.1.** Let \( \ell, n \in \mathbb{N} \), and let \( -1 \leq a_S \leq 1 \) for \( S \in [n]^\ell \). Then
\[
\left| \frac{1}{n^\ell} \sum_{S \in [n]^\ell} a_S - \frac{1}{(n-1)^\ell} \sum_{S \in (1, n)^\ell} a_S \right| \leq \frac{\ell(n+1)}{n}.
\]

**Proof.** If \( \ell \geq n \), then \( (1, n)^\ell = \emptyset \), and the claim follows from the trivial estimate
\[
\left| \frac{1}{n^\ell} \sum_{S \in [n]^\ell} a_S \right| \leq 1 \leq \frac{\ell}{n}.
\]

If \( \ell \leq n-1 \), then
\[
\left| \frac{1}{n^\ell} \sum_{S \in [n]^\ell} a_S - \frac{1}{(n-1)^\ell} \sum_{S \in (1, n)^\ell} a_S \right| \leq \left| \frac{1}{n^\ell} - \frac{1}{(n-1)^\ell} \right| \sum_{S \in (1, n)^\ell} a_S + \left| \frac{1}{n^\ell} \sum_{S \in [n]^\ell} a_S \right| \leq 2 \left( 1 - \frac{(n-1)^\ell}{n^\ell} \right) = 2 \left( 1 - \prod_{i=0}^{\ell-1} \left( 1 - \frac{1+\ell}{n} \right) \right) \leq 2 \frac{\ell}{n} = \frac{\ell(n+1)}{n}.
\]

The last line used the well known inequality
\[
1 - \prod_{i=1}^{m} (1 - c_i) \leq \sum_{i=1}^{m} c_i, \quad \text{for } c_1, \ldots, c_m \in [0, 1],
\]
which is precisely the inequality \( f(0) - f(1) \leq -f'(0) \) applied to the function \( f(t) = \prod_{i=1}^{m} (1 - tc_i) \) which is convex on \([0, 1]\).

\[\square\]

8.1. **Estimating the full entropy.** Abbreviate \( H^k_t := H_t(P^{(k)}[|\mu^{(k)}[t]] \) for each \( k \in [n] \) and \( t \in [0, T] \). Recall that \( (X^1, \ldots, X^n) \sim P^{(n)} \) solves the SDE system (2,13).

First, we will apply Lemma 4.4(iii). To justify this, define \( b : [0, T] \times \mathcal{C}^d_T \to \mathbb{R}^d \) by
\[
\overline{b}(t, x) = b_0(t, x) + b(t, x, \mu).
\]
Then, since $\mathfrak{b} - b_0$ is bounded and the SDE($b_0^{\otimes n}$) is well-posed by assumption, a standard argument using Girsanov’s theorem shows that the SDE($\mathfrak{b}^{\otimes n}$) is well-posed. Hence, we may apply Lemma 4.4(iii), recalling the definition of $\bar{s}_0$ from (2.21), to get

$$H^n_T = H^n_0 + \frac{1}{2} \sum_{i=1}^n \mathbb{E} \int_0^T |b(t, X^i, L^n) - b(t, X^i, \mu)|^2 dt \leq n(C_0 + T\bar{s}_0^2/2). \quad (8.1)$$

Indeed, the last step used (2.20) to deduce $|b(t, X^i, L^n) - b(t, X^i, \mu)| \leq \bar{s}_0$, noting that the assumption $|b_\ell| \leq 2^{-\ell}$ implies

$$|\langle (L^n - \mu)^{\otimes \ell}, b_\ell \rangle| \leq 2^{-\ell}\| (L^n - \mu)^{\otimes \ell} \|_{TV} \leq 2^{-\ell}\|L^n - \mu\|_{TV}^\ell \leq 1. \quad (8.2)$$

8.2. Main proof. Now, fix $k \in \mathbb{N}$ with $1 \leq k < n/2$. We will apply Lemma 4.1 to identify a convenient representation of $P^{(k)}$. Let $\mathcal{F}_t^k = \sigma((X_1^k, \ldots, X_s^k)_{s \leq t})$ denote the natural filtration of the first $k$ coordinates. By Lemma 4.4 we have that $(X^1, \ldots, X^k)$ solves the SDE system

$$dX^i_t = \left(b_0(t, X^i) + \mathbb{E}[b(t, X^i, L^n) | \mathcal{F}_t^k] \right) dt + d\tilde{W}^i_t,$$

for independent Brownian motions $\tilde{W}^1, \ldots, \tilde{W}^k$. We then deduce, using Lemma 4.4 and exchangeability, that $t \mapsto H^k_t$ is absolutely continuous, and for a.e. $t \in [0, T]$

$$\frac{d}{dt} H^k_t = \frac{1}{2} \sum_{i=1}^k \mathbb{E}\mathbb{E}[b(t, X^i, L^n) | \mathcal{F}_t^k] - b(t, X^i, \mu)]^2$$

$$= k \mathbb{E}\mathbb{E}[b(t, X^1, L^n) - b(t, X^1, \mu) | \mathcal{F}_t^k]^2$$

$$= k \mathbb{E}\left| \sum_{t=1}^\infty \mathbb{E}[\langle (L^n - \mu)^{\otimes \ell}, b_\ell(t, X^1, \cdot) \rangle | \mathcal{F}_t^k \right|^2.$$ 

We next truncate the infinite range of interactions, so that we may handle the finite-range part as in the proof of Theorem 2.2. Let $\bar{\ell} \in \mathbb{N}$ with $\bar{\ell} < n/2$ and $\bar{\ell} \leq n - k$. Then

$$\frac{d}{dt} H^k_t \leq k \mathbb{E}\left| \sum_{t=1}^\bar{\ell} \mathbb{E}[\langle (L^n - \mu)^{\otimes \ell}, b_\ell(t, X^1, \cdot) \rangle | \mathcal{F}_t^k \right|^2$$

$$+ k \mathbb{E}\left| \sum_{t=\bar{\ell}+1}^\infty \mathbb{E}[\langle (L^n - \mu)^{\otimes \ell}, b_\ell(t, X^1, \cdot) \rangle | \mathcal{F}_t^k \right|^2.$$ 

Using $|b_\ell| \leq 2^{-\ell}$ as in (8.2), we may bound the second term by

$$k \left( \sum_{t=\bar{\ell}+1}^\infty s_\ell \right)^2 = k s_0^2 s_0^2(\bar{\ell}),$$

For the first term, we expand the tensor power to write

$$\langle (L^n - \mu)^{\otimes \ell}, b_\ell(t, X^1, \cdot) \rangle = \frac{1}{n^\ell} \sum_{S \in [n]^\ell} Z_S, \quad Z_S := \langle \otimes_{i \in S} (\delta_{X^i} - \mu), b_\ell(t, X^1, \cdot) \rangle,$$
which is well defined without regard to the order of the tensor product because the function \( b_\ell(t, X^1, \cdot) \) is symmetric. Since \( |Z_S| \leq 1 \) (argued again as in (8.2)), Lemma 8.1 implies

\[
\left| \frac{1}{n^\ell} \sum_{S \in [n]^\ell} Z_S - \frac{1}{(n - 1)^\ell} \sum_{S \in (1, n]^\ell} Z_S \right| \leq \frac{\ell(\ell + 1)}{n} \leq \frac{2\ell^2}{n},
\]

for each \( \ell \geq 1 \), where we used also \( \ell + 1 \leq 2\ell \). Hence,

\[
\frac{d}{dt} H^k_t \leq k\bar{s}_0^2\sigma_0^2(\ell) + 2k \left( \sum_{\ell=1}^{\tilde{\ell}} s_{\ell} \left( \frac{2\ell^2}{n} \right)^2 \right) + 2kE \left[ \sum_{\ell=1}^{\tilde{\ell}} \frac{s_{\ell}}{n} \sum_{S \in (1, n]^\ell \cap \{1, n\}^\ell} E[Z_S | F^k_t] \right]^2
\]

\[
\leq k\bar{s}_0^2\sigma_0^2(\ell) + \frac{8k}{n^2} s_2^2 + R_1 + R_2,
\]

(8.3)
where we define

\[
R_1 := 4kE \left[ \sum_{\ell=1}^{\tilde{\ell}} \frac{s_{\ell}}{(n - 1)^\ell} \sum_{S \in (1, k]^\ell} E[Z_S | F^k_t] \right]^2,
\]

\[
R_2 := 4kE \left[ \sum_{\ell=1}^{\tilde{\ell}} \frac{s_{\ell}}{(n - 1)^\ell} \sum_{S \in (1, n]^\ell \cap \{1, k\}^\ell} E[Z_S | F^k_t] \right]^2.
\]

To estimate \( R_1 \), use use \( |Z_S| \leq 1 \) and \( (k - 1)^\ell \leq k/\ell \) for \( \ell \geq 1 \) to get

\[
R_1 \leq 4k \left( \sum_{\ell=1}^{\tilde{\ell}} s_{\ell} \frac{(k - 1)^\ell}{(n - 1)^\ell} \right)^2 \leq \frac{4k^3 s_2^2}{n^2}.
\]

(8.4)
To estimate \( R_2 \), first use convexity of \( x \mapsto x^2 \) to get

\[
R_2 \leq 4k \left( \sum_{\ell=1}^{\infty} s_{\ell} \sum_{\ell=1}^{\tilde{\ell}} \frac{s_{\ell}}{(n - 1)^\ell} \sum_{S \in (1, n]^\ell \cap \{1, k\}^\ell} E[Z_S | F^k_t] \right)^2.
\]

We next use Pinsker’s inequality and the chain rule for relative entropy (4.1). Let \( 1 \leq \ell \leq \tilde{\ell} \) and \( S \in (1, n]^\ell \setminus \{1, k\}^\ell \) be arbitrary, and choose \( i^* \in \{k, n\} \cap S \). Let \( P_S \) denote a version of the conditional law of \( X^{i^*} \) given \( F^S_{i^*} \), the \( \sigma \)-algebra generated by \( (X^j)_{j \in [k] \cup \{i^*\}} \). The key point is that, because \( S \) contains \( i^* \) at only one index, we may use the identity

\[
P_S = E[\delta_{X^{i^*}} | F^S_{i^*}]
\]

deduction

\[
E[Z_S | F^S_{i^*}] = E \left[ \left( \bigotimes_{i \in S} (\delta_{X_i} - \mu), b_\ell(t, X^1, \cdot) \right) \bigg| F^S_{i^*} \right]
\]

\[
= \left( (PS - \mu) \otimes \bigotimes_{i \in S \setminus \{i^*\}} (\delta_{X_i} - \mu), b_\ell(t, X^1, \cdot) \right).
\]

Pinsker’s inequality yields (since \( |b_\ell| \leq 2^{-\ell} \))

\[
\langle PS - \mu, b_\ell(t, X^1, (X^i)_{i \in S \setminus \{i^*\}}, \cdot) \rangle \leq 2^{1-\ell} H(PS[t] | \mu[t]).
\]
Thus, since $|S \setminus \{i^*\}| = \ell - 1$ and the norm of a tensor product is the product of the norms,
\[
|E[Z_S | F^S_{i^*}]| \leq 2^{1-\ell} H(P_S[t] | \mu[t]) \otimes (\delta_{X^i} - \mu) \leq H(P_S[t] | \mu[t]).
\]
Finally, since $F^k_t \subset F^S_{i^*}$, we deduce
\[
E|E[Z_S | F^k_t]|^2 \leq E|E[Z_S | F^S_{i^*}]|^2 \leq EH(P_S[t] | \mu[t]) \leq H^{k+\ell}_t - H^k_t + \ell^{-1} \leq H^{k+\ell}_t - H^k_t
\]
where we used the chain rule (4.1) and the monotonicity of entropy (4.3) in the last two steps. Using the trivial bound $|\{1, n\}^{\ell} \setminus \{1, k\}^{\ell} | \leq |\{1, n\}^{\ell} | = (n-1)\ell$, we get
\[
R_2 \leq 4k s_0^2 (H^{k+\ell}_t - H^k_t).
\] (8.5)

8.3. Iterating. Combine (8.3) with (8.4) and (8.5) to get
\[
\frac{d}{dt} H^k_t \leq a_k + c_k (H^{k+\ell}_t - H^k_t),
\]
where we define
\[
a_k := k s_0^2 s_0^2 (\ell) + \frac{8k}{n^2} s_0^2 + 4k^2 s_0^2, \quad c_k := 4k s_0^2.
\]
By Gronwall’s inequality, we get
\[
H^k_t \leq e^{-c_k t} H^k_0 + \int_0^t e^{-c_k (t-s)} (a_k + c_k H^{k+\ell}_s) \, ds, \quad t \in [0, T].
\]
For $\bar{r} \geq 1$ satisfying $k + \bar{r} \ell < n/2$, we may iterate this $\bar{r}$ times to get
\[
H^k_T \leq \sum_{r=0}^{\bar{r}-1} B^r_k(T) H_0^{k+\bar{r} \ell} + \sum_{r=0}^{\bar{r}-1} \frac{\bar{r}}{c_k+\bar{r} \ell} A^r_k(T) + A^{\bar{r}-1}_k(T) H^{k+\bar{r} \ell}_T,
\] (8.6)
where we define
\[
A^r_k(t_0) := \left( \prod_{j=0}^{r-1} c_{k+j \bar{r}} \right) \int_0^{t_0} \cdots \int_0^{t_r} e^{-c_{k+r \ell} t} \sum_{j=0}^{r-1} c_{k+j \ell} (t_j - t_{j+1}) \, dt_{r+1} \cdots dt_1,
\]
\[
B^r_k(t_0) = \left( \prod_{j=0}^{r-1} c_{k+j \ell} \right) \int_0^{t_0} \cdots \int_0^{t_r} e^{-c_{k+r \ell} t} \sum_{j=0}^{r-1} c_{k+j \ell} (t_j - t_{j+1}) \, dt \cdots dt_1,
\]
for $t_k \geq 0$, with $B^r_k(t) := e^{-c_k t}$.

Next, note that
\[
\frac{a_k}{c_k} = \frac{1}{4} s_0^2 (\ell) + \frac{2s_0^2}{n^2} + \frac{k^2}{n^2}.
\]
Use the assumption (2.22) to control the first term in (8.6), along with the estimate (8.1) for the last term, to get
\[
H^k_T \leq \frac{C_0}{n^2} \sum_{r=0}^{\bar{r}-1} (k + r \bar{r})^3 B^r_k(T) + \left( \frac{1}{4} s_0^2 (\ell) + \frac{2s_0^2}{n^2} \right) \sum_{r=0}^{\bar{r}-1} A^r_k(T)
\]
\[
+ \frac{1}{n^2} \sum_{r=0}^{\bar{r}-1} (k + r \bar{r})^2 A^r_k(T) + A^{\bar{r}-1}_k(T) n (C_0 + T s_0^2 / 2).
\] (8.7)
Note that this holds for integers $\bar{\ell}, \bar{r} \geq 1$ satisfying $k + \bar{r} \bar{\ell} \leq n/2$.

Next, apply Proposition 5.1 with $a = 4s_0^2k$ and $b = 4s_0^2\bar{\ell}$ to get

$$A_k^{\bar{r}^{-1}}(T) \leq \exp \left( -2(\bar{r} + (k/\bar{\ell}) + 1) \left( e^{-4s_0^2\bar{\ell}T} - \frac{(k/\bar{\ell})}{\bar{r} + (k/\bar{\ell})} \right)^2 \right),$$

as well as

$$\sum_{r=0}^{\infty} (k + r\bar{\ell})^2 A_k^r(T) \leq \frac{e^{12s_0^2\bar{\ell}T} - 1}{3} (k/\bar{\ell})((k/\bar{\ell}) + 1)((k/\bar{\ell}) + 2) \leq \frac{2k^3}{\bar{\ell}} e^{12s_0^2\bar{\ell}T},$$

$$\sum_{r=0}^{\infty} A_k^r(T) \leq (k/\bar{\ell}) e^{4s_0^2\bar{\ell}T},$$

$$\sum_{r=0}^{\infty} (k + r\bar{\ell})^3 B_k^r(T) \leq 4s_0^2k((k/\bar{\ell}) + 1)((k/\bar{\ell}) + 2)e^{12s_0^2\bar{\ell}T} \leq 24s_0^2k^2 e^{12s_0^2\bar{\ell}T}.$$  

We used $(k/\bar{\ell}) \leq k$ in the first and last lines. Apply these inequalities in (8.7) to get

$$H_k^T \leq 24C_0s_0^2\frac{k^3}{n^2} e^{12s_0^2\bar{\ell}T} + \frac{2k^3}{\bar{n}^2} e^{12s_0^2\bar{\ell}T} + \left( \frac{1}{4}s_0^2(\bar{\ell}) + \frac{2s_0^2}{n^2s_0^2} \right) \frac{k}{\bar{\ell}} e^{4s_0^2\bar{\ell}T}$$

$$+ n \left( C_0 + \frac{s_0^2T}{2} \right) \exp \left( -2(\bar{r} + (k/\bar{\ell}) + 1) \left( e^{-4s_0^2\bar{\ell}T} - \frac{(k/\bar{\ell})}{\bar{r} + (k/\bar{\ell})} \right)^2 \right).$$

Note that $1 \leq (s_2/s_0)^2$. Choose $\bar{r} = \lfloor ((n/2) - k)/\bar{\ell} \rfloor$, so that $k + \bar{r} \bar{\ell} \leq n/2$ as was required above. Then $\bar{r} + 1 \geq ((n/2) - k)/\bar{\ell}$, and we get

$$H_k^T \leq 24C_0s_0^2\frac{k^3}{n^2} e^{12s_0^2\bar{\ell}T} + \frac{4s_0^2}{s_0^2} \frac{k^3}{\bar{n}^2} e^{12s_0^2\bar{\ell}T} + \frac{k}{\bar{\ell}} s_0^2(\bar{\ell}) e^{4s_0^2\bar{\ell}T}$$

$$+ n \left( C_0 + s_0^2T \right) e^{-n \frac{\bar{\ell}}{\bar{n}} \left( e^{-4s_0^2\bar{\ell}T} - \frac{k}{2\bar{n}} \right)^2}.$$  \hspace{1cm} (8.8)

This completes the proof of Theorem 2.17. \hfill $\blacksquare$

**Remark 8.2.** Having now an estimate on $H_k^T$, one might return to the estimate of $R_1$ and estimate the cross-terms more effectively upon expanding the square, as we did in Theorem 2.2. This may allow an improvement of the $k^3$ term in (8.8) to at best $k^2$, but the dependence on $\bar{\ell}$ in (8.8) makes this intricate.

**APPENDIX A. PROOF OF LEMMA 4.3**

The claim (ii) follows immediately from [4.7] Theorem 2.3, after noting that the *uniqueness condition* assumed therein is implied by our notion of well-posedness given in Definition 2.1. Let us prove first that (iii) follows from (i) and (ii). To see this, note first that the assumption (4.9) is stronger than (4.7), so the conclusion of (i) holds. Note that $H(P^1[t] \mid P^2[t]) \geq H(P^1_0 \mid P^2_0)$ for all $t \in [0, T]$, by the data processing inequality (recalled at the beginning of Section 4.3). Hence, if $H(P^1_0 \mid P^2_0) = \infty$, then $H(P^1[t] \mid P^2[t]) = \infty$, and (4.8) holds trivially. If $H(P^1_0 \mid P^2_0) < \infty$, then we deduce from (i) and the assumption (4.9) that $H(P^1[t] \mid P^2[t]) < \infty$, and we are then in a position to apply (ii).

Hence, it remains to prove (i), and it suffices to do so for $t = T$. The argument is similar to [4.4] Proposition 1], which covers the case $b^2 \equiv 0$. Let $X = (X_t)_{t \in [0, T]}$ denote
the canonical process (coordinate map) on $C^k_T$, and let $\mathbb{F} = (\mathcal{F}_t)_{t \in [0, T]}$ denote its natural (unaugmented) filtration. Abbreviate $b^i_t := b^i(t, X)$. Under $P^1$, the process

$$W^i_t := X^i_t - X^i_0 - \int_0^t b^i_s \, ds$$

is a Brownian motion. Suppose first that $\int_0^T |b^1_s - b^2_s|^2 \, dt \in L^\infty(P^1)$. By Novikov’s criterion and Girsanov’s theorem [39, Corollary 3.5.13 and Theorem 3.5.1], the process

$$M_t := \exp \left( \int_0^t (b^2_s - b^1_s) \cdot dW^1_s - \frac{1}{2} \int_0^t |b^1_s - b^2_s|^2 \, ds \right), \quad t \in [0, T],$$

is then a martingale under $P^1$, and the process

$$\tilde{W}^1_t := W^1_t + \int_0^t (b^1_s - b^2_s) \, ds, \quad t \in [0, T],$$

defines a Brownian motion under the probability measure defined by $M_T \, dP^1$. By well-posedness of the SDE($b^2$), we have $M_T \, dP^1 = dP^2$. Thus, letting $\mathbb{E}^1$ denote expectation under $P^1$, we have

$$H(P^1 \mid P^2) = -\frac{1}{2} \mathbb{E}^1[\log M_T] = \frac{1}{2} \mathbb{E}^1 \int_0^T |b^1_t - b^2_t|^2 \, dt,$$

proving the claim.

To handle the general case, define the stopping times

$$\tau_n := T \land \inf \left\{ t \in [0, T] : \int_0^t |b^1_s - b^2_s|^2 \, ds \geq n \right\},$$

where $\inf \emptyset := \infty$ as usual. By well-posedness of the SDE($b^2$), there exists for each $(t, z) \in [0, T) \times C^k_T$ a unique in law solution of the SDE

$$d\tilde{X}_s = b^2(s, \tilde{X}) \, ds + d\tilde{W}_s, \quad \text{for } s \in (t, T], \quad \text{and} \quad \tilde{X}_s = z, \quad \text{for } s \in [0, t],$$

and we write $P^2_{t, z} \in \mathcal{P}(C^k_T)$ for its law. Set also $P_{T, z} := \delta_z$ for $z \in C^k_T$. With $M$ defined as above, the process $M_{t \land \tau_n}$ is a martingale under $P^1$. The process

$$W^1_t + \int_0^{t \land \tau_n} (b^1_s - b^2_s) \, ds, \quad t \in [0, T],$$

is a Brownian motion under the probability measure defined by $M_{t \land \tau_n} \, dP^1$. Define $\mathcal{F}_{\tau_n} := \sigma(X_{s \land \tau_n} : s \in [0, T])$. (Note by [72, Lemma 1.3.3] that this agrees with the usual definition of filtration at a stopping time.) It is tempting to claim that the well-posedness of the SDE($b^2$) implies that $M_{t \land \tau_n} \, dP^1 = dP^2$ on $\mathcal{F}_{\tau_n}$, but this is not immediate; under $M_{t \land \tau_n} \, dP^1$, the canonical process $X$ solves the SDE($b^2$) but only on the interval $[0, \tau_n]$, not all of $[0, T]$, and we must prove that uniqueness carries over to this random sub-interval. To do this, we follow [72, Theorem 6.1.2], to construct a probability measure on $C^k_T$ which essentially follows $M_{t \land \tau_n} \, dP^1$ up to time $\tau_n$ and then switches to follow the SDE($b^2$) thereafter. As a consequence of Lemma [A.1] below, $P^2_{\tau_n, X \land \tau_n} (A)$ is $\mathcal{F}_{\tau_n}$-measurable for each Borel set $A \subset C^k_T$. We may then uniquely define $Q_n \in \mathcal{P}(C^k_T)$ by requiring that $dQ_n = M_{t \land \tau_n} \, dP^1$ on $\mathcal{F}_{\tau_n}$ and
that $Q_n(A \mid \mathcal{F}_{r_n}) = P^2_{r_n,X_{r_n}}(A)$ a.s. for each Borel set $A$. Then, using the final conclusion of [22, Theorem 6.1.2], one may check using Lévy’s criterion that

$$X_t - \int_0^t b^2(s, X) \, ds, \quad t \in [0, T],$$

is a Brownian motion under $Q_n$. This implies $Q_n = P^2$, and in particular $M_{r_n}dP^1 = dQ_n = dP^2$ on $\mathcal{F}_{r_n}$. Hence,

$$H(P^1|_{\mathcal{F}_{r_n}} \mid P^2|_{\mathcal{F}_{r_n}}) = -\mathbb{E}^1[\log M_{r_n}] = \frac{1}{2} \mathbb{E}^1 \int_0^{r_n} |b^2_t - b^2_n|^2 \, dt \leq \frac{1}{2} \mathbb{E}^1 \int_0^T |b^2_t - b^2_n|^2 \, dt.$$

The assumption (4.7) implies that $P^i(\tau_n \rightarrow T) = 1$, which in turn implies that $\|P^i|_{\mathcal{F}_{r_n}} - P^i\|_{\text{TV}} \rightarrow 0$, for $i = 1, 2$. Send $n \rightarrow \infty$ and use lower semicontinuity of relative entropy. □

**Lemma A.1.** Let $b : [0, T] \times \mathcal{C}^k_T \rightarrow \mathbb{R}^k$ be progressively measurable, and suppose the SDE(b) is well-posed in the sense of Definition [22]. For each $(t, z) \in [0, T] \times \mathcal{C}^k_T$, let $P_{t,z} \in \mathcal{P}(\mathcal{C}^k_T)$ denote the law of the unique solution of the SDE

$$dX_s = b(s, X) \, ds + dW_s, \quad s \in (t, T], \quad \text{and} \quad X_s = z_s, \quad s \in [0, t],$$

Let $P_{t,z} := \delta_z$ for $z \in \mathcal{C}^k_T$. Then the map $[0, T] \times \mathcal{C}^k_T \ni (t, z) \mapsto P_{t,z} \in \mathcal{P}(\mathcal{C}^k_T)$ is progressively measurable, with $\mathcal{P}(\mathcal{C}^k_T)$ equipped with the Borel $\sigma$-field of the topology of weak convergence.

**Proof.** It follows from well-posedness that $P_{t,z}$ is non-anticipative in the sense that $P_{t,z} = P_{t,z'}$ for any $t \in [0, T]$ and $z, z' \in \mathcal{C}^k_T$ satisfying $z'\mid_{[0,t]} = z\mid_{[0,t]}$. We must show also that $(t, z) \mapsto P_{t,z}$ is Borel measurable. It suffices by [40, Theorem 14.12] to show the Borel measurability of the graph

$$G := \left\{(t, x, P_{t,x}) : t \in [0, T], x \in \mathcal{C}^k_T \right\} \subset [0, T] \times \mathcal{C}^k_T \times \mathcal{P}(\mathcal{C}^k_T).$$

For each $t \in (0, T)$, define a map $\Phi_t : \mathcal{C}^k_T \rightarrow \mathcal{C}^k_T$ by

$$\Phi_t(x)(s) := \sqrt{\frac{T}{T-t}} \left( x_{t+s\frac{T-t}{T}} - x_t - \int_t^{t+s\frac{T-t}{T}} b(r, x) \, dr \right), \quad s \in [0, T].$$

Fix countable convergence-determining sets $\{f_n : n \in \mathbb{N}\}$ and $\{g_n : n \in \mathbb{N}\}$ of bounded continuous functions $f_n : \mathcal{C}^k_T \rightarrow \mathbb{R}$ and $g_n : \mathbb{R}^k \rightarrow \mathbb{R}$. Define $S(t, x)$ for each $(t, x) \in (0, T) \times \mathcal{C}^k_T$ as the set of $Q \in \mathcal{P}(\mathcal{C}^k_T)$ satisfying

(a) $\int_{\mathcal{C}^k_T} f_n(z_{\cdot,t}) \, Q(dz) = f_n(x_{\cdot,t})$ for all $n \in \mathbb{N}$,

(b) $Q \circ \Phi_t^{-1}$ equals Wiener measure on $\mathcal{C}^k_T$, and

(c) For every $n, m \in \mathbb{N}$ and rational numbers $s, u \in [t, T]$ with $s < u$,

$$\int_{\mathcal{C}^k_T} f_n(z_{\cdot,s}) g_m(\Phi_t(z)(r) - \Phi_t(z)(s)) \, Q(dz)$$

$$= \int_{\mathcal{C}^k_T} f_n(z_{\cdot,s}) Q(dz) \int_{\mathcal{C}^k_T} g_m(\Phi_t(z)(r) - \Phi_t(z)(s)) \, Q(dz).$$

Let $S(T, x) = \{\delta_z\}$ for $x \in \mathcal{C}^k_T$. Note that (a) is equivalent to the statement that $Q\{z \in \mathcal{C}^k_T : z_s = x_s \forall s \leq t\} = 1$, whereas (b) and (c) express the statement that $\Phi_t$ is a Brownian motion under $Q$, as it has the law of Wiener measure and independent increments with respect to the filtration generated by the coordinate process on $\mathcal{C}^k_T$. The well-posedness assumption that $P_{t,x}$ is in fact the unique element of $S(t, x)$, for each $(t, x)$. The graph $G$
is thus precisely the set of \((t, x, Q) \in [0, T] \times C^d_T \times \mathcal{P}(C^d_T)\) satisfying the constraints specified in (a–c). Note that \((t, x) \mapsto \Phi_t(x)\) is Borel measurable, and \(\int_{C^d_T} f_n(z, _\Lambda t) Q(dz)\) and \(f_n(x, _\Lambda t)\) are continuous in \((t, x, Q)\). Thus, \(G\) can be expressed as the intersection of countably many inverse images of Borel sets under various Borel maps, and we deduce that \(G\) is Borel. 

\section*{Appendix B. Proof of Lemma 2.3}

We first prove the implication \((b) \Rightarrow (a)\), with \(\gamma = 2(1 + R)/\kappa\). Let \(\nu \in \mathcal{P}(C^d_T)\) and \((t, x) \in [0, T] \times C^d_T\). For any unit vector \(u \in \mathbb{R}^d\), we apply the weighted Pinsker inequality \((6.1)\) with \(f(y) := \kappa^{1/2} (b(t, x, y) - \langle \mu, b(t, x, \cdot) \rangle)\) to get

\[
|\langle \mu - \nu, b(t, x, \cdot) \rangle|^2 \leq \frac{2}{\kappa} \left( 1 + \log \int e^{\kappa |b(t, x, y) - \langle \mu, b(t, x, \cdot) \rangle|^2} \mu(dy) \right) H(\nu | \mu).
\]

This is exactly \((a)\).

We next prove that \((a) \Rightarrow (b)\), using a form of Marton’s argument \([52]\). Fix \(t \in (0, T)\) and \(x \in C^d_T\). Fix a coordinate \(i \in \{1, \ldots, d\}\). Let \(f_i(y) = b_i(t, x, y) - \langle \mu, b_i(t, x, \cdot) \rangle\) for \(y \in C^d_T\), noting that \(\langle \mu, f_i \rangle = 0\). For any Borel set \(A \subset C^d_T\) with \(\mu(A) > 0\), we may apply \((a)\) with \(\nu \in \mathcal{P}(C^d_T)\) defined by \(d\nu/d\mu = 1_A/\mu(A)\) to get

\[
\left| \frac{1}{\mu(A)} \int_A f_i d\mu \right|^2 = |\langle \nu - \mu, f_i \rangle|^2 \leq \gamma H(\nu | \mu) = -\gamma \log \mu(A).
\]

(Note that \(f_i \in L^1(\nu)\) because \(b(t, x, \cdot) \in L^1(\mu)\).) We claim that \(\mu(f_i \geq r) \leq e^{-r^2/\gamma}\) for all \(r > 0\). This is trivially true if \(\mu(f_i \geq r) = 0\). If \(\mu(f_i \geq r) > 0\), then applying the above with \(A = \{f_i \geq r\}\) yields

\[
r^2 \leq \frac{1}{\mu(f_i \geq r)} \int_{\{f_i \geq r\}} f_i d\mu \leq -\gamma \log \mu(f_i \geq r).
\]

Similarly, \(\mu(f_i \leq -r) \leq e^{-r^2/\gamma}\). By a union bound,

\[
\mu(\|b(t, x, \cdot) - \langle \mu, b(t, x, \cdot) \rangle\| \geq r) \leq \sum_{i=1}^d \mu(\|f_i\| \geq r^2/d) \leq 2de^{-r^2/\gamma d}.
\]

Integrating this tail bound leads to \((b)\), with constants \((\kappa, R)\) depending only on \((\gamma, d)\). 

\section*{Appendix C. Quadratic Transport Inequalities for Lipschitz SDEs}

The following proposition extends a well known idea to the case of random initial positions. Prior results, for non-random initial positions, may be found in \([17, 59, 75]\).

\begin{proposition}
Let \(k \in \mathbb{N}\). Suppose \(b : [0, T] \times C^k_T \to \mathbb{R}^k\) is progressively measurable, and

\[
\sup_{t \in [0, T]} \| b(t, x) - b(t, y) \| \leq L \| x - y \|_t, \quad \forall x, y \in C^k_T.
\]

Assume also that \(M_0 := \int_0^T \| b(t, 0) \|^2 dt < \infty\). Let \(P_0 \in \mathcal{P}(\mathbb{R}^k)\) have finite second moment, and let \(P \in \mathcal{P}(C^k_T)\) be the law of the unique solution of the SDE

\[
dX_t = b(t, X) dt + dW_t, \quad X_0 \sim P_0,
\]

then \(\mu \in K\).
\end{proposition}
If there exists \( C_0 < \infty \) such that
\[
\mathcal{W}_2^2(P_0, \nu) \leq C_0 H(\nu | P_0), \quad \forall \nu \in \mathcal{P}(\mathbb{R}^k), \tag{C.1}
\]
then we have
\[
\mathcal{W}_2^2(P, Q) \leq 3(C_0 \lor 2T) e^{3TL^2} H(Q | P), \quad \forall Q \in \mathcal{P}(\mathbb{C}_T^k)
\]

**Proof.** We follow the ideas of [17, Section 5] and [75], with some adaptations to account for the random initial state. Let \( X \) denote the canonical process on \( \mathbb{C}_T^k \), so that
\[
W_t := X_t - X_0 - \int_0^t b(s, X) \, ds, \quad t \in [0, T], \tag{C.2}
\]
defines a \( P \)-Brownian motion. Let \( \mathcal{F}_t = \sigma(X_s : s \leq t) \) denote the canonical filtration on \( \mathbb{C}_T^k \). Let \( Q \in \mathcal{P}(\mathbb{C}_T^k) \) satisfy \( H(Q | P) < \infty \). We may assume that \( dQ/dP \) is strictly positive; indeed, we may first study \( dQ/dP = (\epsilon + 1)^{-1}(\epsilon + dQ/dP) \) and then send \( \epsilon \downarrow 0 \) to deduce the general case from the strictly positive case, as in [75, Proof of Theorem 9.1].

Let \( \pi \) denote an optimal coupling for \( W_2^2(P_0, Q_0) \). We may identify \( \pi \) as the pushforward of \( Q_0 \otimes \text{Leb} \) through the map \( \mathbb{R}^d \times [0, 1] \ni (x, u) \mapsto (\xi(x, u), x) \in \mathbb{R}^d \times \mathbb{R}^d \), where \( \xi : \mathbb{R}^k \times [0, 1] \to \mathbb{R}^k \) is a measurable function, and \( \text{Leb} \) denotes the uniform measure on \([0, 1]\).

A standard argument using the martingale representation theorem (see [47, Theorem 2.1] for a general version) shows that there exists a progressively measurable process \( \alpha : [0, T] \times \mathbb{C}_T^k \to \mathbb{R}^k \) such that \( \mathbb{E}^P \int_0^T |\alpha(t, X)|^2 \, dt < \infty \), and
\[
\frac{dQ}{dP} = \frac{dQ_0}{dP_0}(X_0) \exp \left( \int_0^T \alpha(t, X) \cdot dW_t - \frac{1}{2} \int_0^T |\alpha(t, X)|^2 \, dt \right), \quad \text{a.s.}
\]
Letting \((Q^x)_{x \in \mathbb{R}^k}\) and \((P^x)_{x \in \mathbb{R}^k}\) denote the conditional measures of \( Q \) and \( P \) given the initial position, we have also
\[
\frac{dQ^x}{dP^x} = \exp \left( \int_0^T \alpha(t, X) \cdot dW_t - \frac{1}{2} \int_0^T |\alpha(t, X)|^2 \, dt \right), \quad \text{a.s.,} \quad x \in \mathbb{R}^k.
\]
Under \( Q \), the process
\[
\widehat{W}_t := W_t - \int_0^t \alpha(s, X) \, ds, \quad t \in [0, T], \tag{C.3}
\]
is a Brownian motion. Now, enlarge the probability space by setting \( \Omega = \mathbb{C}_T^k \times [0, 1] \), equipped with the probability measure \( \overline{Q} = Q \otimes \text{Leb} \) and the filtration \( \mathcal{F}_t := \mathcal{F}_t \otimes \mathcal{B}[0, 1] \), where \( \mathcal{B}[0, 1] \) denotes the Borel \( \sigma \)-field on \([0, 1]\). All random variables defined on \( \mathbb{C}_T^k \) extend in the obvious way to \( \Omega \). Let \( U : \Omega \to [0, 1] \) denote the second coordinate map. On this enlarged space, \( \widehat{W} \) remains a \( \overline{Q} \)-Brownian motion. Let \( \xi = \xi(X_0, U) \) be the map given in the paragraph above, noting that \( \xi \) is \( \mathcal{F}_0 \)-measurable and satisfies
\[
\overline{Q} \circ \xi^{-1} = \mu_0, \quad \overline{Q} \circ (\xi^{-1}, X_0) = \pi.
\]
Let \( Y \) be the unique strong solution of the SDE
\[
dY_t = b(t, Y) \, dt + \sigma d\widehat{W}_t, \quad Y_0 = \xi.
\]
Then \( \overline{Q} \circ Y^{-1} = P \). Recalling that \( X : \Omega \to C_T^k \) is the first coordinate map, we deduce that \( \overline{Q} \circ (X, Y)^{-1} \) is a coupling of \((Q, P)\). This implies
\[
\mathcal{W}_2^2(P, Q) \leq \mathbb{E} \overline{Q} \|X - Y\|_2^2.
\]
To estimate this quantity, note for all $t \in [0, T]$ that (C.2) and (C.3) imply
\[
|X_t - Y_t|^2 = |X_0 - \xi + \int_0^t (b(s, Y) - \alpha(s, X) - b(s, X)) \, ds| \\
\leq 3|X_0 - \xi|^2 + 3TL^2 \int_0^t \|X - Y\|^2 \, ds + 3T \int_0^T |\alpha(s, X)|^2 \, ds.
\]
By Gronwall's inequality,
\[
\|X - Y\|^2_T \leq 3e^{3TL^2} \left( |X_0 - \xi|^2 + T \int_0^T |\alpha(t, X)|^2 \, dt \right).
\]
Recall by construction that the joint law of $(\xi, X_0)$ under $\overline{Q}$ is exactly the optimal coupling for $(\mu_0, \nu_0)$. Hence, taking expectations, we find
\[
W^2(P, Q) \leq 3e^{3TL^2} \left( \mathbb{E} \left[ |X_0 - \xi|^2 + T \int_0^T |\alpha(t, X)|^2 \, dt \right] \right) \\
= 3e^{TL^2} \left( W^2(P_0, Q_0) + 2T \int_{\mathbb{R}^k} H(Q^x | P^x) Q_0(dx) \right),
\]
with the last term coming from Lemma 4.4(ii). Use the assumption (C.1) and the chain rule for relative entropy (4.1) to get
\[
W^2(P, Q) \leq 3e^{3TL^2} \left( C_0 H(Q_0 | P_0) + 2T \int_{\mathbb{R}^k} H(Q^x | P^x) Q_0(dx) \right) \\
= 3(C_0 \vee 2T)e^{3TL^2} H(Q | P).
\]
\[\Box\]
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