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Abstract

A search is presented for three additional operators that would lead to anomalous $WW\gamma$ or $WWZ$ couplings with respect to those in the standard model. They are constrained by studying events with two vector bosons; a W boson decaying to $e\nu$ or $\mu\nu$, and a W or Z boson decaying hadronically, reconstructed as a single, massive, large-radius jet. The search uses a data set of proton-proton collisions at a centre-of-mass energy of 13 TeV, recorded by the CMS experiment at the CERN LHC in 2016, and corresponding to an integrated luminosity of $35.9 \text{ fb}^{-1}$. Using the reconstructed diboson invariant mass, 95% confidence intervals are obtained for the anomalous coupling parameters of $-1.58 < c_{WWW}/\Lambda^2 < 1.59 \text{ TeV}^{-2}$, $-2.00 < c_{W}/\Lambda^2 < 2.65 \text{ TeV}^{-2}$, and $-8.78 < c_{B}/\Lambda^2 < 8.54 \text{ TeV}^{-2}$, in agreement with standard model expectations of zero for each parameter. These are the strictest bounds on these parameters to date.
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1 Introduction

The standard model (SM) of particle physics provides a thoroughly tested description of the known elementary particles and their interactions. Its theoretical and observational shortcomings may be explained by the existence of further inner structure at shorter distances or, equivalently, higher energies. One of the goals of the LHC and its detectors is to reveal such structure if it exists.

If the physics beyond the SM does not contain new low-mass particles and is consistent with the symmetries of the SM, its effects can be parametrized in terms of an effective field theory (EFT). In this approach, the new-physics model is constructed by expanding around the SM and integrating over degrees of freedom at higher energies. This leads to additional terms in the Lagrangian, proportional to inverse powers of the mass scale of the new particles, up to numerical factors that depend on the new couplings. We refer to the overall energy scale suppressing these terms as $\Lambda$. In this paper we focus on possible additional contributions to the production of WW and WZ final states parametrized in such an EFT model by dimension-six operators \cite{1,2}, with the following CP-conserving modification to the SM Lagrangian:

$$\delta L = \frac{c_{WWW}}{\Lambda^2} \text{Tr} \left[ W_{\mu\nu} W^{\nu\mu} W^\rho \right] + \frac{c_W}{\Lambda^2} \left( D_\mu \Phi \right)^\dagger W^{\mu\nu} (D_\nu \Phi) + \frac{c_B}{\Lambda^2} \left( D_\mu \Phi \right)^\dagger B^{\mu\nu} (D_\nu \Phi),$$ \hspace{1cm} (1)

where $\Phi$ is the SM Higgs boson field doublet and

$$D_\mu = \partial_\mu + \frac{i}{2} g \tau_I W^I_\mu + \frac{i}{2} g' B_\mu$$

$$W_{\mu\nu} = \frac{i}{2} g \tau_I \left( \partial_\mu W^I_\nu - \partial_\nu W^I_\mu + g^{IJK} W^K_\mu W^K_\nu \right)$$

$$B_{\mu\nu} = \frac{i}{2} g' \left( \partial_\mu B_\nu - \partial_\nu B_\mu \right).$$ \hspace{1cm} (2)

The parameters $\{c_{WWW}, c_W, c_B\}$ control the size of each new contribution. These additional contributions induce triple gauge couplings (TGCs) beyond those present in the SM, and are referred to as anomalous TGCs (aTGCs). The SM behaviour is therefore recovered when $c_{WWW} = c_W = c_B = 0$. Nonzero aTGCs would lead to increased WW and WZ production cross sections at high vector boson pair invariant masses. The search for nonzero aTGCs is performed in the semileptonic final state, with one W boson decaying to a lepton (e or $\mu$) and a neutrino, and the other W or Z boson decaying hadronically. The leading-order (LO) Feynman diagram for this process involving triple gauge couplings is shown in Fig. \[.\]

Although the hadronic decay channel of a gauge boson has a larger branching fraction than the leptonic decay channel, it suffers from the presence of background processes with significantly larger cross sections, especially those producing multiple hadronic jets. The semileptonic final state therefore offers a good balance between efficiency and purity. It also allows a full kinematic reconstruction of the diboson system, using the W mass to constrain the combined four-momentum of the lepton and neutrino. Since the effects of the aTGCs are most dramatic at high boson momenta, we consider only hadronic decays from highly Lorentz-boosted vector bosons where the hadronization products of the two final state quarks overlap in the detector to form a single, large-radius jet. This analysis distinguishes WW and WZ production using the invariant mass of the jet created as the result of the hadronic decay of the W/Z boson, thereby providing some discrimination between the different aTGC contributions. However, the relatively poor jet mass resolution significantly limits this separation power. Further discrimination between the different aTGC parameters is only possible by studying angular variables that characterize the diboson production and decay processes \cite{3,4}. Such analysis is outside
Figure 1: The LO Feynman diagram for the diboson process involving triple gauge couplings studied in this analysis. One W boson decays to a lepton and a neutrino, and the other W/Z boson decays to a quark-antiquark pair.

the scope of this search. To reduce contributions from the significant W+jets SM background processes, jet substructure techniques are used for the boson identification [5].

Previous searches for such signatures by the ATLAS and CMS experiments have focused on leptonic decays [6–24]. Earlier studies in the semileptonic final states [25–28] were performed using data taken at centre-of-mass energies of 7 and 8 TeV. Similar boosted-boson reconstruction techniques were also used at a centre-of-mass energy of 13 TeV, in the context of search for a narrow resonance decaying to WW or WZ in the semileptonic final state [29].

In this paper, the detector is described in Section 2, the data and simulated samples are described in Section 3, the object reconstruction and the event selection are described in Section 4, the signal and background modelling are described in Sections 5 and 6, respectively; and the systematic uncertainties affecting this analysis are described in Section 7. The results are shown in Section 8, and a summary is presented in Section 9.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity ($\eta$) coverage provided by the barrel and endcap detectors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid.

Events of interest are selected using a two-tiered trigger system [30]. The first level, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events at a rate of around 100 kHz within a time interval of less than 4 $\mu$s. The second level, known as the high-level trigger, consists of a farm of processors running a version of the full event reconstruction software optimized for fast processing, and reduces the event rate to around 1 kHz before data storage.

A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [31].
3 Data and simulated samples

The analysis is performed on proton-proton (pp) collision data recorded by the CMS detector in 2016 at a centre-of-mass energy of 13 TeV, corresponding to an integrated luminosity of 35.9 fb\(^{-1}\).

The signal is simulated using MADGRAPH5_aMC@NLO v2.4.2 \cite{MADGRAPH5} at next-to-leading order (NLO) in the strong coupling \(\alpha_s\), using the “EWDim6” model, which implements the aforementioned EFT \cite{EFT}. The simulated signal processes include decays of the W boson to a tau lepton and neutrino, with the subsequent decay of the tau lepton to a muon or electron and the accompanying neutrino. The simulated signal events are first generated with all three aTGC parameters set to nonzero positive values, and then reweighted to different permutations of zero and nonzero aTGCs using the matrix-element event weights computed by MADGRAPH5_aMC@NLO. This includes the scenario where all aTGCs parameters are zero, corresponding to SM diboson production. The signal sample is rescaled such that the cross sections for diboson production in this scenario are normalized to the corresponding SM next-to-next-to-leading order (NNLO) cross sections \cite{NNLO1, NNLO2} as described in Section 5.

For the simulation of background SM processes, a variety of event generators are used. The POWHEG v1.0 \cite{POWHEG1, POWHEG2, POWHEG3, POWHEG4} generator is used for the generation of tW events, whilst POWHEG v2.0 \cite{POWHEG5, POWHEG6, POWHEG7, POWHEG8, POWHEG9} is used for the generation of \(t\bar{t}\) and \(t\)-channel single top quark events, all at NLO. The MADGRAPH5_aMC@NLO v2.2.2 generator is used to generate W+jets and s-channel single top quark processes at NLO. The parton showering and hadronization for all samples are performed with PYTHIA \cite{PYTHIA}, using v8.205 for the s-channel single top quark samples, and v8.212 for all other samples. The FxFx merging scheme \cite{FxFx1, FxFx2} is used for samples generated at NLO, and the MLM merging scheme \cite{MLM} for those generated at LO. The CUETP8M2T4 underlying event tune \cite{CUET1} is used for the \(t\bar{t}\) sample, whilst the CUETP8M1 underlying event tune \cite{CUET2} is used for all other samples.

The W+jets samples are normalized using inclusive cross sections calculated at NNLO using MCFM v6.6 \cite{MCFM}. The TOP++2.0 \cite{TOP++} program is used to calculate the \(t\bar{t}\) cross section at NNLO in quantum chromodynamics (QCD), including resummation of next-to-next-to-leading logarithmic soft gluon terms.

All events are generated with the NNPDF 3.0 parton distribution functions (PDFs) \cite{NNPDF}. Detector response in the Monte Carlo (MC) samples is simulated using a detailed description of the CMS detector implemented with the GEANT4 \cite{GEANT4} package, and processed using the same software chain used for collision data. Residual differences between data and simulation with respect to jet energy scale, jet energy resolution, jet b tagging efficiency, lepton identification efficiency, lepton energy scale, trigger efficiency, and jet substructure selection efficiency are corrected by corresponding scale factors. Minimum-bias events are superimposed on the simulated events to emulate the effects of additional pp interactions within the same or nearby bunch crossings (pileup), with an average number of 23 pp collisions per bunch crossing. All simulated samples are reweighted to match the distribution of the number of pp interactions per bunch crossing as measured in the data.

4 Object reconstruction and event selection

Events targeting the electronic decay of the W boson are selected by a single-electron trigger that requires the event to contain either (i) at least one electron candidate satisfying “loose” isolation criteria with transverse momentum \(p_T > 45\) GeV and \(|\eta| < 2.5\), or (ii) at least one
electron candidate with $p_T > 115$ GeV and $|\eta| < 2.5$ without any additional electron isolation criteria [29, 55]. For the muonic W boson decay channel, data are selected by a single-muon trigger [56] that requires an event to contain at least one muon candidate with $p_T > 50$ GeV and $|\eta| < 2.4$.

Events accepted for analysis must pass a number of quality criteria designed to reject events containing significant noise in any of the subdetectors, and are also required to have at least one well-reconstructed collision vertex. The reconstructed vertex with the largest value of summed object $p_T$ is the primary pp interaction vertex. The objects considered are (i) jets clustered using the anti-$k_T$ jet algorithm [57, 58], with the tracks assigned to the vertex as the input, and (ii) the associated missing transverse momentum, taken as the negative vector sum of the $p_T$ of those jets, to account for neutral particles. More details are given in Section 9.4.1 of Ref. [59].

The particle-flow (PF) algorithm [60] aims to reconstruct and identify each individual particle in an event, with an optimized combination of information from the various elements of the CMS detector. The energy of photons is obtained from the ECAL measurement. The energy of electrons is determined from a combination of the electron momentum at the primary interaction vertex as determined by the tracker, the energy of the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with originating from the electron track. The momentum of muons is obtained from the curvature of the corresponding track. The energy of charged hadrons is determined from a combination of their momentum measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for zero-suppression effects and for the response of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energies.

Electrons are reconstructed by combining information from the central tracking detector and ECAL [55, 61]. Electron candidates are required to exceed a transverse momentum threshold of 50 GeV, and to lie within $|\eta| < 2.5$, but outside of the transition region between ECAL barrel and endcaps (1.44 $< |\eta| < 1.57$) to avoid low-quality reconstruction due to a gap between the barrel and endcap calorimeters, which is filled with services and cables. Electron candidates must pass a number of identification and isolation requirements optimized for high-$p_T$ electrons [55, 62, 63]. These criteria include requirements on the geometrical matching between the ECAL deposit and the reconstructed track, the ratio of energies deposited in HCAL and ECAL calorimeters, the shape of the ECAL deposit, the impact parameters of the track, and the number of missing hits in the silicon tracker. A requirement on the electron isolation is also applied, which considers tracks originating from the same vertex as the electron, within $\Delta R(\text{electron, track}) = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} < 0.3$ of the electron, where $\Delta \eta$ and $\Delta \phi$ are the separations in pseudorapidity and azimuthal angle (in radians), respectively, between the electron and a track. The scalar sum of the $p_T$ of these tracks is required to be less than 5 GeV.

Muons are reconstructed combining tracks in the CMS muon system and inner tracker [56, 64]. They are required to have $p_T > 53$ GeV and $|\eta| < 2.4$. Muons must satisfy various reconstruction and identification requirements on the impact parameters of the track, the number of hits in the pixel tracker, the number of tracker layers with hits, the relative $p_T$ uncertainty, the number of muon chambers included in the muon track fit, and the number of segments reconstructed in the muon detector planes. Muons are considered isolated if the scalar sum of the $p_T$ of tracks from the primary vertex within $\Delta R < 0.3$ of the muon is less than 10% of the $p_T$ of the muon.

Events are required to contain a single lepton (electron or muon). To reject backgrounds from Drell–Yan and fully leptonic $t\bar{t}$ events, we reject events that contain additional leptons, where
the $p_T$ threshold for the additional leptons is lowered to 35 (20) GeV for the electron (muon) channel, respectively.

Jets are reconstructed from PF particles, clustered by the anti-$k_T$ algorithm \cite{57,58} with distance parameters of 0.4 and 0.8, denoted as AK4 and AK8 jets, respectively. The momentum of a jet is determined as the vectorial sum of all particle momenta in the jet, and is found from simulation to be, on average, within 5 to 10\% of the true momentum of the generated particles in the jet over the whole $p_T$ distribution and detector acceptance. Additional pp interactions within the same or nearby bunch crossings can contribute additional tracks and calorimetric energy depositions, increasing the apparent jet momentum. To mitigate this effect, tracks identified to be originating from pileup vertices are discarded prior to the clustering, and an offset correction is applied to correct for remaining contributions \cite{65}. Jet energy corrections are derived from simulation so that the average measured response of jets becomes identical to that of particle level jets. In situ measurements of the energy balance in dijet, photon+jet, Z+jet, and multijet events are used to determine any residual differences between the jet energy scale in data and in simulation, and appropriate corrections are made \cite{65}. Additional selection criteria are applied to each jet to remove jets potentially dominated by instrumental effects or reconstruction failures.

The missing transverse momentum vector $\vec{p}_T^{\text{miss}}$ is computed as the negative vector sum of the transverse momenta of all the PF candidates in an event, and its magnitude is denoted as $p_T^{\text{miss}}$ \cite{66}. The $\vec{p}_T^{\text{miss}}$ is modified to account for corrections to the energy scale of the reconstructed jets in the event. The $p_T^{\text{miss}}$ is required to be larger than 110 (40) GeV in the electron (muon) channel to reject QCD multijet background events. The higher $p_T^{\text{miss}}$ threshold for the electron channel is necessary to reduce the contribution of QCD multijet events with mismeasured $p_T^{\text{miss}}$ from jets misidentified as electrons, since the electron identification criteria are optimized for greater efficiency at the expense of lower purity.

The leptonic W boson candidate is constructed from the lepton and the $\vec{p}_T^{\text{miss}}$. The longitudinal momentum of the neutrino can be reconstructed from the W boson mass constraint, assuming that the neutrino is the sole contributor to the $p_T^{\text{miss}}$. The $x$ and $y$ components of the neutrino momentum therefore come directly from the $\vec{p}_T^{\text{miss}}$. Fixing the mass of the W boson candidate to its pole mass value, one can relate the four-momentum of the W boson to those of the lepton and neutrino via a quadratic equation, which can have two real or complex solutions. In the case of two real solutions, the solution with the smaller absolute value is assigned as the neutrino longitudinal momentum, whereas in the case of two complex solutions, the real part common to both is instead assigned. In simulated SM diboson samples, this method assigns the correct solution in approximately 90\% of events. Although $W \rightarrow \tau \nu_{\tau} \rightarrow e \nu_{\tau} / \mu \nu_{\mu} + \nu_{\tau}$ decays are included in the simulated signals, they are not efficiently reconstructed because of the presence of the second neutrino. The reconstructed leptonic W boson candidate is then required to have $p_T > 200$ GeV.

The AK8 jets with $p_T > 200$ GeV and $|\eta| < 2.4$ are used as the basis for the identification of hadronic boson decays, whereas AK4 jets with $p_T > 30$ GeV and $|\eta| < 2.4$ are used for the rejection of background processes containing a top quark decay. All jets have to pass basic quality criteria based on the relative fractions of different PF particle types within the jets. They are also excluded from the analysis if they are within $\Delta R < 0.3$ of the lepton.

The AK8 jet with the highest $p_T$ serves as the hadronic W or Z boson (hereafter denoted by V) candidate. The leptonic and hadronic boson candidates are combined into a diboson system by adding their four-momenta. The invariant mass of the reconstructed diboson system, $m_{WV}$, is the chosen event variable for the signal extraction. Because signal events are expected to...
have a back-to-back topology in the detector, we require events in the signal region to satisfy the following requirements: $\Delta R(\text{AK8 jet, lepton}) > \pi/2$, $\Delta\phi(\text{AK8 jet, } p_T^{\text{miss}}) > 2$, and $\Delta\phi(\text{AK8 jet, } W) > 2$, where $W$ denotes the reconstructed leptonic W boson candidate. Additionally, we require $m_{WW} > 900\text{ GeV}$ to restrict the phase space to a region where the background can be described by a monotonically falling parametric function.

Jets originating from the decay of b quarks are identified using the combined secondary vertex discriminator [67]. Those AK4 jets fulfilling the tight working point of the discriminator ($>0.9535$) are considered as b tagged. This working point has an overall efficiency of 41% for correctly identifying a jet from a bottom quark, with a 0.1% probability of misidentifying a jet from a light-flavour quark or gluon as b tagged. Events that contain one or more b-tagged AK4 jets are rejected to reduce the background from processes containing a top quark decay, especially $t\bar{t}$. However, only AK4 jets with a separation of $\Delta R > 0.8$ with respect to the hadronic V are included to avoid rejecting WZ signal events with a $Z \rightarrow b\bar{b}$ decay.

To discriminate between AK8 jets originating from heavy-boson decays and jets originating from the hadronization of quarks and gluons, and to improve the resolution of the V jet mass and reduce the residual effect of pileup, we employ a suitable jet grooming algorithm [68, 69]. In this search, we apply a modified mass-drop algorithm [70, 71], known as the soft drop algorithm [72], to the AK8 jet, with parameters $\beta = 0$, $z_{\text{cut}} = 0.1$, and $R_0 = 0.8$. This removes soft, wide-angle radiation from the jet, reducing the mass of jets initiated by gluons or single quarks, and improving the jet mass resolution for jets originating from heavy particles, here the W and Z bosons. To further improve the jet mass resolution, prior to grooming the pileup per particle identification (PUPPI) algorithm [73] is used to mitigate the effect of pileup at the reconstructed particle level, making use of local shape information, event pileup properties, and tracking information. Charged particles identified as originating from pileup vertices are discarded. For each neutral particle, a local shape variable is computed using the surrounding charged particles that are compatible with the primary vertex and within the tracker acceptance ($|\eta| < 2.5$), and using both charged and neutral particles in the region outside of the tracker coverage. The momenta of the neutral particles are then scaled by the probability that they originate from the primary interaction vertex deduced from the local shape variable, superseding the need for jet-based pileup corrections [5]. The invariant mass of the resulting jet is the PUPPI soft drop mass $m_{SD}$, one of the most important variables in this analysis.

To further discriminate against jets from the hadronization of gluons and single quarks, the $N$-subjettiness [74] variable $\tau_N$ is used. The $N$-subjettiness variable quantifies the compatibility of clustering the jet constituents into exactly $N$ subjets, with small values representing configurations more compatible with the $N$-subjett hypothesis. The ratio between 2- and 1-subjettiness, $\tau_{21} = \tau_2/\tau_1$, is a powerful discriminant between jets originating from hadronic V decays and those from single gluon or quark hadronization.

We require the AK8 jet in the signal region to have $65 < m_{SD} < 105\text{ GeV}$ and $\tau_{21} < 0.55$ to suppress the background processes, especially those from W+jets events. To better distinguish the WW and WZ final states, the signal region is subdivided into the WW-sensitive region ($65 < m_{SD} < 85\text{ GeV}$) and the WZ-sensitive region ($85 < m_{SD} < 105\text{ GeV}$). In addition to the signal region, as defined by the selection described above, we define several control regions, each of which is designed to enhance a specific background contribution:

- **W+jets control region**: also referred to as the sideband, defined analogously to the signal region but with $m_{SD} \in [40,65] \cup [105,150]\text{ GeV}$. The two intervals define the lower and upper sidebands, respectively.
- **$t\bar{t}$ control region**: defined like the signal region, but requiring at least one b-tagged
The analysis proceeds simultaneously in the electron and muon channels to take into account slight differences in efficiency, acceptance, and background composition. In each of the two channels, the signal is extracted by a two-dimensional fit to the $m_{SD}$ and $m_{WV}$ distributions in data, with each signal and background contribution represented by a parametric function. Minor background contributions are modelled by directly fitting parametric functions to the simulated samples and keeping them fixed in the final fit. In contrast, major backgrounds are modelled by first determining the function parameters by fitting to the simulation, then using the fit result uncertainties as priors when fitting these to data in the process of the signal extraction. The fit range in $m_{SD}$ includes the signal region as well as the W+jets control region, to help constrain the W+jets background. To accurately estimate this dominant background, the ratio of the W+jets $m_{WV}$ distributions in the signal and W+jets control regions in data is constrained to match that predicted by the simulation.

5 Signal modelling

For diboson processes, with or without additional contributions from anomalous couplings, the $m_{WV}$ distribution can be modelled to a good approximation by an exponential decay function. The inclusion of additional contributions from anomalous couplings leads to an increase of events at higher $m_{WV}$ values. Therefore, the signal shape is modelled as a sum of exponential terms, with a combination of terms accounting for pure SM and aTGC contributions, as well as SM–aTGC and aTGC–aTGC interference effects. The pure aTGC term also includes the error function to ensure its effect is only relevant at larger values of $m_{WV}$.

The complete signal diboson mass distribution, $F_{\text{signal}}(m_{WV})$, is described by:

$$F_{\text{signal}}(m_{WV}) = N_{\text{SM}} \left( e^{a_0 m_{WV}} + e^{a_{\text{cor} m_{WV}}} \right) + \sum_i \left( N_{c_i,1} c_i^2 e^{a_i m_{WV}} \left( 1 + \text{erf} \left( (m_{WV} - a_{0,i}) / a_{w,i} \right) \right) \right) + \sum_{i < j} \left( N_{c_i, c_j} c_i c_j e^{a_{ij} m_{WV}} \right),$$

(3)

where $c_i$ are the various aTGC parameters, and erf is the error function. The complete signal distribution can be decomposed into four contributions: the SM part with no dependence on $c_i$, pure aTGC contributions proportional to $c_i^2$, aTGC–SM interference terms proportional to $c_i$, and bilinear interference terms between the different aTGCs proportional to $c_i c_j$ for $i \neq j$. The parameters $N_{\text{SM}}$, $N_{c_i,1}$, $N_{c_i,2}$, and $N_{c_i, c_j}$ are the normalization of the SM, pure aTGC, aTGC–SM interference, and aTGC–aTGC interference terms for the various $c_i, c_j$, respectively. Similarly, $a_0$, $a_{0,i}$, $a_{1,i}$, and $a_{ij}$ are the exponential decay constants of each of these contributions. The parameters $a_{0,i}$ and $a_{w,i}$ govern the turn-on position and steepness of the error function in the pure aTGC contribution for a given $c_i$. The exponential term with decay constant $a_{\text{cor}}$ is a small correction added to account for the deviation of the SM contribution from a simple exponential at higher values of $m_{WV}$.

These parameters are determined empirically from the signal simulation. This is done to facilitate easier interpolation between aTGC parameter values, and to avoid large statistical uncertainties from regions with limited numbers of MC events. The following procedure is used to extract the various slope and normalization parameters. First, the SM shape and normalization parameters $a_0$ and $N_{\text{SM}}$ are extracted from the simulation by reweighting the MAD-
GRAPH5_aMC@NLO signal simulation (which is generated with aTGCs) to the SM simulation (without any aTGCs). Then, the aTGC–SM interference parameters $a_{i,2}$ and $N_{i,2}$ are derived by comparing the shapes when an aTGC is set to equal values but with opposite signs. The pure aTGC parameters $a_{i,1}$, $d_{0,i}$, $d_{w,i}$, and $N_{i,1}$ are then extracted in a simultaneous fit of the SM, aTGC–SM interference, and pure aTGC terms to samples weighted with only a single, nonzero aTGC. Finally, the aTGC–aTGC interference terms are derived by comparing samples with pairs of aTGCs set to nonzero values. The error function in the pure aTGC terms is introduced to accurately model the turn-on behaviour of the aTGC contributions. To simplify the signal model, very small contributions from $c_{WW}$–SM interference, $c_{WW}$–$c_B$ interference, and the error function for $c_B$ in the WZ region are neglected.

6 Background modelling

There are two major contributions to the SM background ($W$+jets, and $t\bar{t}$), and two minor contributions (single top quark and SM diboson production). Even with substantial enhancements of the diboson cross section in the event of nonzero aTGCs, any signal contribution in the control regions is expected to be small since the control regions are explicitly designed to enrich the backgrounds whilst rejecting contamination from the signal processes.

The normalizations of the background contributions are determined during the signal extraction through a two-dimensional fit to the $(m_{SD}, m_{WV})$ distributions in data. The $m_{SD}$ and $m_{WV}$ shape parameters of the $W$+jets background, along with the $m_{WV}$ shape parameters of the $t\bar{t}$ background, are also extracted from the two-dimensional fit, as described below. The $m_{SD}$ shape of the $t\bar{t}$ background, as well as the shapes of the single top quark and SM diboson background contributions, are taken directly from fits to simulation.

Since the $t\bar{t}$ background estimate is largely based on a template derived from simulation, we validate its accuracy by verifying that data in the $t\bar{t}$ control region are well-modelled by the simulation. Of particular importance are the $m_{SD}$ and $m_{WV}$ distributions, since $m_{WV}$ is used to extract limits on anomalous couplings. Figure 2 shows that the simulation is in agreement with the data for these variables in the $t\bar{t}$ control region, which is verified by a $\chi^2$ test (with $p$-value >0.99 in all cases).

Because of the lack of knowledge of the continuous dependence of the shape parameters describing the $m_{WV}$ distribution as a function of $m_{SD}$, and with no reliable way to continuously model it, the two-dimensional fit is constructed by defining four separate regions in $m_{SD}$ (lower sideband, signal WW, signal WZ, and upper sideband). All four regions are fitted simultaneously to constrain the shape parameters. In each region, the shape parameters describing the $m_{WV}$ distribution are constant with respect to $m_{SD}$. In the sideband regions these shape parameters are determined by fitting to the data. In the signal regions the shape parameters are instead obtained by assuming that the simulation accurately describes the ratio of the $m_{WV}$ distributions in the signal and sideband regions. This ratio function $\alpha_{MC}(m_{WV})$ is used to transfer the shape of the $W$+jets background, which comes from data, from the sideband to the signal regions, thereby encoding the dependence of $m_{WV}$ on $m_{SD}$ (the $\alpha$ ratio method [75, 76]). The total background contribution in the signal region, $F_{bkg}^{SR}$, can therefore be expressed as:

$$F_{bkg}^{SR}(m_{WV}) = F_{SB, data}^{SR, W+jets} \alpha_{MC}(m_{WV}) + F_{SR, MC}^{t\bar{t}} + F_{SR, MC}^{single \ t} + F_{SR, MC}^{diboson}$$

(4)
Figure 2: Comparison between data and simulation for the $m_{SD}$ (upper) and $m_{WV}$ (lower) distributions in the $t\bar{t}$ control region. Contributions from simulation are normalized to the total integrated luminosity of the data using their respective SM cross sections. The electron channel is shown on the left, while the muon channel is shown on the right. The lower panel in each figure shows the relative difference between data and simulation. The light grey hashed region in the main panels and dark grey band in the lower ratio panels represent the combined statistical and systematic uncertainties, with details of the latter discussed in Section 7.

where $F$ denotes the parametric functions representing various background contributions in the signal (SR) and sideband (SB) regions. The statistical uncertainties from the fits to data and simulation are propagated to the final prediction of the $W$+jets and $t\bar{t}$ backgrounds, as discussed in Section 7.

In the fit, the various background contributions have different constraints placed upon their normalizations and $m_{WV}$ and $m_{SD}$ shape parameters, depending on the importance of the contribution, and the level of certainty in its modelling. The normalization and $m_{SD}$ shape parameters of the $W$+jets contribution are allowed to vary without constraint to account for possible mismodelling. The $m_{WV}$ shape parameters for this contribution are allowed to vary within their uncertainties, which arise from the uncertainties in the simulation entering $\alpha_{MC}$. The normalization and $m_{WV}$ shape parameters of the $t\bar{t}$ contribution are also allowed to vary within their respective uncertainties; however the $m_{SD}$ shape parameters are kept fixed. For the single top quark contribution, the shape parameters for both $m_{WV}$ and $m_{SD}$ are kept fixed, whilst the normalization is allowed to float within the systematic uncertainty. Similarly, the shape
parameters of the SM diboson contribution are also kept fixed. However, the normalization is constrained with 100% uncertainty to cover its systematic uncertainty, and to allow for a substantial contribution from aTGC processes, consistent with the sensitivity of this analysis. Further discussion of the sources contributing to these uncertainties is provided in Section 7. Normalization values before and after the fit for all contributions are shown in Table 1.

Table 1: Results of the signal extraction fits. The uncertainties in the pre-fit yields are their respective pre-fit constraints, whilst the uncertainties in the post-fit yields are the corresponding total post-fit uncertainties. Since the normalization of the W+jets contribution is allowed to vary freely in the fit, it does not have any corresponding pre-fit uncertainties.

|                  | Electron channel | Muon channel |
|------------------|------------------|--------------|
|                  | Pre-fit          | Post-fit     | Scale factor | Pre-fit          | Post-fit     | Scale factor |
| W+jets           | 2421             | 3036 ± 123   | 1.25         | 4319             | 4667 ± 182   | 1.08         |
| t\bar{t}         | 1491 ± 324       | 1127 ± 119   | 0.76         | 2632 ± 570       | 1978 ± 202   | 0.75         |
| Single t         | 271 ± 39         | 242 ± 26     | 0.89         | 509 ± 69         | 449 ± 43     | 0.88         |
| Diboson          | 314 ± 314        | 267 ± 102    | 0.85         | 552 ± 552        | 465 ± 162    | 0.84         |
| Total expected   | 4497             | 4672 ± 201   | 1.04         | 8012             | 7559 ± 319   | 0.94         |
| Data             | 4691             |              |              | 7568             |              |              |

7 Systematic uncertainties

There are several systematic uncertainties that affect the normalizations of the t\bar{t}, single top quark, and diboson processes that are derived from simulation. These uncertainties are included in the final fit to the data.

An uncertainty of 2.5% [77] is included to account for the uncertainty in the integrated luminosity measurement of the 2016 data set. This uncertainty is treated as correlated between the different processes.

The uncertainty associated with the pileup reweighting of simulated events is calculated from the uncertainty in the total inelastic cross section that is used to derive the pileup weights [78].

We include uncertainties in the cross section calculations used to normalize the contributions from simulation. This is done by utilizing the uncertainties associated with the PDFs following the recommendations of the PDF4LHC working group [79]. Uncertainties corresponding to the choice of renormalization and factorization scales ($\mu_R$ and $\mu_F$, respectively) are computed by reweighting the simulated samples for all combinations of nominal scales and scales multiplied/divided by a factor of two, excluding combinations in which one scale is increased and the other simultaneously decreased, and using the largest deviation as the uncertainty.

A normalization uncertainty of 14% describing the mismodelling of the $t_{\tau1}$ selection efficiency [76] is applied to all contributions derived from simulation containing hadronic V boson decays, and is treated as correlated between the different processes. This uncertainty is not applied to the W+jets contribution, which is directly estimated from data, nor to the $t$- and $s$-channel subprocesses of single top quark production, where the hadronically decaying V boson candidate is associated with jets arising from the hadronization of a single light quark or gluon.

For the t\bar{t} and WZ samples, we include the uncertainties in the efficiencies to identify and misidentify (mistag) b quark jets [67]. The uncertainties in the b tagging efficiencies most notably affect the normalization of the t\bar{t} background, whereas the misidentification uncertainties have only a small impact across the samples.
Uncertainties in the jet energy scale have been measured [65], and are propagated by varying the jet energy scale within its uncertainty for both AK4 and AK8 jets, simultaneously. Similarly, uncertainties in the jet energy resolution are applied to both AK4 and AK8 jets simultaneously by varying their resolutions by \(\pm 1\) standard deviation.

The lepton energy scale is varied within its uncertainty, and its effect is propagated to the signal extraction fit. Lepton resolution uncertainties are included in a similar manner.

Uncertainties in the measurement of lepton efficiency and identification scale factors are also considered. An additional uncertainty is added to account for additional uncertainty in the scale factors at higher electron energies. In the barrel region this uncertainty is 1\% below 90 GeV, 2\% between 90 GeV and 1 TeV, and 3\% above 1 TeV; in the endcaps it is 1\% below 90 GeV, 2\% between 90 and 300 GeV, and 4\% above 300 GeV. In the muon channel, an additional 1\% uncertainty is added related to the muon identification criteria, 0.5\% related to the isolation requirements, and 0.5\% related to the single-muon triggers.

Jet and lepton uncertainties are also propagated to the calculation of \(p_T^{\text{miss}}\). In addition, the influence of PF candidates not associated to any reconstructed physics object [80] (“unclustered” energy deposits) on \(p_T^{\text{miss}}\) are evaluated and propagated as normalization uncertainties.

The normalization uncertainties for the contributions derived from simulation are summarized in Table 2. The influence of jet and lepton uncertainties on \(p_T^{\text{miss}}\) are included in the corresponding jet and lepton uncertainty rows, whilst the \(p_T^{\text{miss}}\) uncertainty value is that arising solely from unclustered energy deposits.

Table 2: Estimated normalization uncertainties (%) for SM background contributions derived from simulation.

| Uncertainty source   | Electron channel | Muon channel |
|----------------------|------------------|--------------|
|                      | tf Single t WW WZ | tf Single t WW WZ |
| PDF                  | 2.79 0.22 1.93 2.44 | 2.71 0.25 1.78 2.54 |
| \(\mu_R, \mu_F\)    | 17.99 0.94 5.77 4.82 | 17.74 1.06 5.99 4.26 |
| Luminosity          | 2.5 2.5 2.5 2.5 | 2.5 2.5 2.5 2.5 |
| Pileup              | 0.59 0.29 0.90 1.40 | 0.40 0.41 0.82 0.67 |
| V tag               | 14 14 14 14 | 14 14 14 14 |
| b tag               | 1.05 0.85 0.04 0.08 | 1.04 0.84 0.03 0.08 |
| b mistag            | 0.04 0.05 0.02 0.04 | 0.05 0.05 0.03 0.04 |
| Jet energy scale    | 4.41 4.94 4.26 2.44 | 3.54 2.97 3.75 2.50 |
| Jet energy resolution | 1.79 3.44 1.85 2.69 | 0.85 0.91 0.62 2.92 |
| Lepton energy scale | 0.80 1.45 1.53 0.94 | 0.68 1.14 1.72 1.19 |
| Lepton energy resolution | 0.26 1.22 0.11 0.21 | 0.02 0.27 0.14 0.33 |
| Lepton ID           | 2.12 2.22 2.30 2.26 | 1.81 2.04 2.55 2.42 |
| \(p_T^{\text{miss}}\) | 0.91 1.50 1.01 0.64 | 0.59 0.99 0.24 0.17 |
| Total               | 23.74 15.84 16.44 15.91 | 23.30 14.85 16.31 15.80 |

Shape uncertainties for the W+jets and \(t\bar{t}\) contributions, as well as for the signal model, are also considered. The shape uncertainty in the W+jets sideband estimate is propagated from the simultaneous fit of the data sideband, and signal and sideband regions in simulation. The effect of an alternative fit function is also included by inflating the parameter uncertainties to cover the estimate from the alternative function.

The shape uncertainty for the \(t\bar{t}\) contribution is estimated using the uncertainties in the param-
eters from the fit of the $t\bar{t}$ shape to simulation. These are included as nuisance parameters in the background model for the final signal extraction.

For the signal modelling, we include statistical uncertainties from the signal modelling procedure described in Section 5, as well as shape variations from the PDF, $\mu_R$ and $\mu_F$ scales, jet energy scale and resolution, lepton energy scale, $p_T^{miss}$, and b tagging-related uncertainties. Uncertainties in the slope parameters of the exponential functions are derived by extracting the signal model from signal simulation with the relevant conditions varied, and using the difference between the fitted slope parameters for the nominal and varied samples. The total uncertainty from these shape variations is the sum of all individual uncertainties in quadrature, resulting in a total uncertainty of approximately 5% for all aTGCs. This is dominated by the PDF and $\mu_R$ and $\mu_F$ scale uncertainties, with smaller contributions from experimental sources, particularly jet energy scale and resolution, and lepton identification, depending on the lepton flavour and signal region under consideration.

Differential corrections from the consideration of higher order NNLO (QCD) \cite{81,82} and NLO (electroweak) \cite{83} contributions have previously been calculated, and each can be considerable at large $m_{WV}$ ($\gtrsim 20\%$), larger than the scale uncertainty at NLO (QCD). However, since the two corrections have opposite signs, they partially cancel out, reducing their overall effect. In addition, the impact and validity of these higher order corrections on processes with aTGCs has not been fully investigated. Therefore, they are not considered as an additional source of uncertainty.

8 Results

We set limits on the aTGCs using the data in the signal region and the background estimates. These are shown in Table 3 and also in Figs. 3 and 4 where the WW and WZ signal regions are combined into one figure for each lepton channel. Limits are set at 95% confidence level (CL) using a simultaneous unbinned maximum likelihood fit of the two-dimensional ($m_{SD}$, $m_{WV}$) distributions in both the electron and muon channels. The fit to $m_{WV}$ covers the range $900 < m_{WV} < 4500$ GeV, where the lower limit is the minimum requirement on $m_{WV}$ and the upper limit is chosen based on data seen in the control regions. The best-fit values of the aTGC parameters, along with their confidence intervals, are obtained using scans of the profile likelihood ratio, using the procedure described in Section 3.2 of \cite{84}. Systematic uncertainties are included as nuisance parameters: normalization uncertainties are treated as multiplicative parameters constrained by a log-normal distribution, while shape parameter uncertainties are constrained by Gaussian functions around their nominal values. Limits are derived from the contours of the negative logarithmic likelihood as a function of the aTGCs.

Limits on individual anomalous couplings are derived by setting the other two couplings to zero. We assume that the EFT parametrization used here is valid at the energies relevant for this experiment, i.e. the true scale associated with any new particles is much larger than the scale $\Lambda$ to which the experiment is sensitive. Specifically, this is possible if the underlying dynamics is strongly coupled \cite{85}. In addition to the EFT parametrization described in Eq. (1), limits are also computed in terms of the parametrization derived for WW searches at LEP \cite{3,86} (hereafter referred to as the LEP parametrization), which was also used for searches at the Tevatron \cite{87}. The signal model is reparametrized in terms of the vertex parameters $\lambda_Z$, $\Delta S^Z$, and $\Delta K^Z$ using the relationships in terms of $c_W$, $c_B$, and $c_{WWW}$ given in Ref. \cite{2}, and the likelihood minimization procedure repeated. The resulting limits from both parametrizations, along with the best-fit values, are shown in Table 4. Limits on the same parameters from pp
Table 3: Summary of background, signal, and data yields in the WW and WZ categories for each lepton channel. Uncertainties in the background contributions are described in Section 7. The diboson signal predictions with anomalous couplings include both standard model and anomalous contributions, as well as the relevant interference terms.

|                  | Electron channel | Muon channel |
|------------------|------------------|--------------|
|                  | WW               | WZ           | WW           | WZ           |
| W+jets           | 1618 ± 66        | 1418 ± 57    | 2529 ± 99    | 2138 ± 83    |
| t\bar{t}         | 600 ± 63         | 526 ± 56     | 1040 ± 106   | 938 ± 96     |
| Single top quark | 145 ± 16         | 97 ± 10      | 264 ± 25     | 185 ± 18     |
| Diboson (SM)     | 144 ± 52         | 122 ± 52     | 265 ± 88     | 200 ± 79     |
| Total expected   | 2507 ± 106       | 2163 ± 96    | 4098 ± 172   | 3461 ± 151   |
| Diboson \(c_{WWW}/\Lambda^2 = 3.6 \text{ TeV}^{-2}\) | 193 ± 15         | 185 ± 15     | 334 ± 26     | 287 ± 22     |
| Diboson \(c_W/\Lambda^2 = 4.5 \text{ TeV}^{-2}\) | 163 ± 14         | 154 ± 15     | 283 ± 23     | 237 ± 21     |
| Diboson \(c_B/\Lambda^2 = 20 \text{ TeV}^{-2}\) | 188 ± 21         | 144 ± 14     | 322 ± 33     | 221 ± 20     |
| Data             | 2456             | 2235         | 3996         | 3572         |

![Electron channel](image1.png) ![Muon channel](image2.png)

Figure 3: Final result of the two-dimensional fit in the electron (left) and muon (right) channels, showing the \(m_{SD}\) distribution.

Collision data taken at a centre-of-mass energy of 8 TeV [26] are also quoted to demonstrate the improvement in this analysis (where the limit on \(\Delta \kappa_\gamma\) has been converted to a limit on \(\Delta \kappa_Z\) using the relationships in Ref. [2]).

Two-dimensional expected and observed limits on pairwise combinations of the couplings, with the remaining coupling set to zero, are also derived, and the results shown in Fig. 5 for the EFT parametrization, and Fig. 6 for the LEP parametrization.

While the operators associated with \(c_{WWW}\) and \(c_W\) induce contributions in similar proportions in both the WW and WZ signal regions, we expect the effects of the operator associated with \(c_B\) to be much greater in the WW region compared to the WZ region. Consequently, there is little separation power in this analysis between \(c_{WWW}\) and \(c_W\), with a similar limit derived on both couplings, and more separation power between \(c_{WWW}/c_W\) and \(c_B\) in the case of nonzero coupling values.

A comparison of limits derived in this analysis with those obtained by other analyses performed at the LEP [86], D0 [87], CMS [7, 10, 22, 25, 26, 88, 89], and ATLAS [15, 16, 18, 19, 23, 24, 27, 28, 90, 91] experiments is shown in Fig. 7. Limits that were set on \(\lambda_g\) and \(\Delta \kappa_\gamma\) have been
Figure 4: Final result of the two-dimensional fit in the electron (left) and muon (right) channels, showing the $m_{WW}$ distributions. The lower sideband, signal, and upper sideband regions are shown on the top, middle, and bottom, respectively. An example of the excluded signal ($c_{WW} / \Lambda^2 = 1.59 \text{ TeV}^{-2}$) is represented by the dashed line.

converted to limits on $\lambda_Z$ and $\Delta \kappa_Z$, respectively, using the relationships in Ref. [2]. The limits derived in this analysis are the strictest bounds on all three parameters to date, improving upon the complementary all-leptonic searches also performed using collision data recorded at a centre-of-mass energy of 13 TeV by the ATLAS [23, 24] and CMS [22] Collaborations. There is an especially significant improvement in the measured limit on $\Delta \kappa_Z$ over any previous measurement.
Table 4: Expected and observed limits at 95% CL on single anomalous couplings, along with observed best-fit values, for both the EFT and LEP parametrizations. For each coupling, all other couplings are explicitly set to zero. Observed limits from collision data taken at a centre-of-mass energy of 8 TeV [26] are also quoted for comparison.

| Parametrization | aTGC | Expected limit | Observed limit | Observed best-fit | 8 TeV observed limit |
|-----------------|------|----------------|----------------|-------------------|---------------------|
| EFT             |      |                |                |                   |                     |
| \( c_{WWW}/\Lambda^2 \) (TeV^{-2}) | -1.44, 1.47 | -1.58, 1.59 | -0.26 | -2.7, 2.7 |
| \( c_W/\Lambda^2 \) (TeV^{-2})       | -2.45, 2.08 | -2.00, 2.65 | 1.21 | -2.0, 5.7 |
| \( c_B/\Lambda^2 \) (TeV^{-2})       | -8.38, 8.06 | -8.78, 8.54 | 1.07 | -14, 17 |
| LEP             |      |                |                |                   |                     |
| \( \lambda_Z \) | -0.0060, 0.0061 | -0.0065, 0.0066 | -0.0010 | -0.011, 0.011 |
| \( \Delta Z \)   | -0.0070, 0.0061 | -0.0061, 0.0074 | 0.0027 | -0.009, 0.024 |
| \( \Delta \kappa \) | -0.0074, 0.0078 | -0.0079, 0.0082 | -0.0010 | -0.018, 0.013 |

Figure 5: Two-dimensional limits on the aTGC parameters in the EFT parametrization, for the combinations \( c_{WWW}/\Lambda^2-c_W/\Lambda^2 \) (left), \( c_{WWW}/\Lambda^2-c_B/\Lambda^2 \) (centre), and \( c_W/\Lambda^2-c_B/\Lambda^2 \) (right). Contours for the expected 95% CL are shown in dashed green, with the 68 and 99% CL contours shown in dotted blue and dot-dashed red, respectively. Contours for the observed 95% CL are shown in solid black. The black square markers represent the SM expectation, while the black crosses show the observed best-fit points.

Figure 6: Two-dimensional limits on the aTGC parameters in the LEP parametrization, for the combinations \( \lambda_Z-\Delta Z \) (left), \( \lambda_Z-\Delta \kappa \) (centre), and \( \Delta \kappa-\Delta \kappa \) (right). Contours for the expected 95% CL are shown in dashed green, with the 68 and 99% CL contours shown in dotted blue and dot-dashed red, respectively. Contours for the observed 95% CL are shown in solid black. The black square markers represent the SM expectation, while the black crosses show the observed best-fit points.

9 Summary

A measurement of limits on anomalous triple gauge coupling parameters in terms of dimension-six effective field theory operators has been presented. It uses events where two vector bosons
limits of parameters. Limits on individual parameters in the effective field theory parametrization are set at 95% confidence level on individual parameters, as well as on pairwise combinations parameter. These are the strictest bounds on these parameters to date.

Figure 7: Comparison of the observed limits on aTGC parameters in the LEP parametrization from different measurements. The highlighted rows represent the limits obtained from this measurement.

are produced, with one decaying leptonically and the other hadronically to a single, massive, large-radius jet. Results are based on data recorded in proton-proton collisions at $\sqrt{s} = 13$ TeV with the CMS detector at the CERN LHC in 2016, corresponding to an integrated luminosity of 35.9 fb$^{-1}$. Limits are presented both in terms of the $c_{WWW}$, $c_W$, and $c_B$ parameters (scaled by an overall new physics energy scale $\Lambda$) in the effective field theory parametrization, and the $\lambda_Z$, $\Delta g_1^Z$, and $\Delta K^Z$ parameters in the LEP parametrization. For each parametrization, limits are set at 95% confidence level on individual parameters, as well as on pairwise combinations of parameters. Limits on individual parameters in the effective field theory parametrization are determined to be $-1.58 < c_{WWW}/\Lambda^2 < 1.59$ TeV$^{-2}$, $-2.00 < c_W/\Lambda^2 < 2.65$ TeV$^{-2}$, and $-8.78 < c_B/\Lambda^2 < 8.54$ TeV$^{-2}$, in agreement with standard model expectations of zero for each parameter. These are the strictest bounds on these parameters to date.
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