Solution of fractional integro-differential equations by Bernstein polynomials

J.A. Nanware¹*, Parameshwari M. Goud²* and T.L. Holambe³

Abstract
This paper focus on the study of Bernstein polynomial to approximate the solution of Fractional-integro differential equations (FIDE) with caputo derivative. This method reduces Fractional-integro differential equations into system of linear equations. Illustrations are given to show the accuracy of the method and results are simulated.
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1. Introduction

The fractional calculus history begins from 30 September 1695 with the derivative of order $\alpha = \frac{1}{2}$. In recent years fractional calculus has attracted many researchers successfully in different disciplines of science and engineering. Compared with integer order differential equation, fractional differential equation has the advantage that it can better describe some natural physical process and dynamic system processes because the fractional order differential operators are non-local operators. The subject of fractional calculus has applications to new problems have been proposed in recent years. Fractional integro differential equations plays an significant role in modeling of numerous of physical phenomenon from science and Engineering.

Recently many authors investigated the solution of fractional integro differential equations. Osma et.al [6] obtained a approximate solution of FIDE by Bernstein Polynomials. D.Sh. Mohammed [7] carried out a systematic numerical solution of linear FIDE by least square method with aid of shifted Chebyshev polynomial. Aysegul Dascioglu et.al [4] present the approximation method to obtain the solution of fractional linear Fredholm integro differential equations using Laguerre polynomials. Amr M.S.Mahdy et.al [9] has proposed the numerical solution of FIDE by least squares method and shifted Laguerre polynomials. Oyedepo T et.al [13] used least squares method and Bernstein polynomials to solve FIDE. Dilek Varol Bayram et.al [5] present the approximation method based on Laguerre polynomial to solve fractional Volterra integro differential equation. Mittal et.al [11] used the Adomian decomposition method to solve the FIDE. In this paper we concerned with the numerical solution of following FIDE by Bernstein polynomials:

$$D_{a}^{\alpha}u(x) = f(x) + \int_{a}^{b} k(x,t)u(t)dt, \quad u(a) = u_a, 0 < \alpha \leq 1$$

where $D_{a}^{\alpha}u(x)$ indicates the $\alpha^{th}$ Caputo fractional derivative.
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of \(u(x)\), \(f(x), k(x,t)\) are given functions, \(x\) and \(t\) are real variables in \([0,1]\). All the computations done using SciLab software and the results are shown in tabular form.

## 2. Preliminaries

### 2.1 Basic definitions of fractional calculus:

In this section we present some basic definitions and properties of fractional calculus are given.

**Definition 1**[11] The Abel-Riemann(A-R) fractional integral operator of order \(\alpha > 0\) of a function \(f(t)\) with \(t \in \mathbb{R}^+\) is defined as:

\[
J^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-\tau)^{\alpha-1} f(\tau) d\tau, \quad t > 0, \alpha > 0 \quad (2.1)
\]

**Definition 2**[11] Caputo fractional derivative of \(f(t)\) is defined as,

\[
D^\alpha f(t) = \begin{cases} 
\frac{1}{\Gamma(n-\alpha)} \int_0^t (t-\tau)^{n-\alpha-1} f^{(n)}(\tau) d\tau, & m-1 < \alpha < m \\
\frac{d^n}{dt^n} f(t), & \alpha = m \end{cases} \quad (2.2)
\]

We have the following properties:

(i) \(I^\alpha t^\beta = I^\alpha t^\beta\), for all \(\alpha, \beta \geq 0\)

(ii) \(I^\alpha t^\gamma = \Gamma(\gamma+1) t^\gamma \alpha^\gamma\), \(\alpha \geq 0, \gamma > -1, t > 0\)

(iii) \(D^\alpha t^\gamma = \Gamma(\gamma+1) t^{\gamma-\alpha} \alpha^\gamma\), \(\alpha > 0, \gamma > -1, t > 0\)

(iv) \(D^\alpha c = 0, c\) is constant

(v) \(I^\alpha D^\beta f(t) = I^\alpha f(t) - \sum_{k=0}^{m-1} f^{(k)}(0+) \frac{t^k}{k!}, x > 0, m-1 < \alpha \leq m\)

(vi) \(D^\alpha[\lambda f(t) + \mu g(t)] = \lambda D^\alpha f(t) + \mu D^\alpha g(t)\) where \(\lambda\) and \(\mu\) are constants

### 2.2 Bernstein Polynomials

[8] The general form of the Bernstein polynomials of \(n^{th}\) degree over the interval is defined by

\[
B_{i,n}(x) = \binom{n}{i} \frac{(x-a)^i(b-x)^{n-i}}{(b-a)^n}, a \leq x, b, i = 0, 1, 2, \ldots, n
\]

where \(\binom{n}{i} = \frac{n!}{i!(n-i)!}\).

The Bernstein polynomials of degree 1, 2 and 3 are:

\[
B_{0,1}(t) = (1-t), \quad B_{1,1}(t) = t \\
B_{0,2}(t) = (1-t)^2, \quad B_{1,2}(t) = 2t(1-t), \quad B_{2,2}(t) = t^2 \\
B_{0,3}(t) = (1-t)^3, \quad B_{1,3}(t) = 3t(1-t)^2, \quad B_{2,3}(t) = 3t^2(1-t), \quad B_{3,3}(t) = t^3
\]

### 3. General method of solution

To obtain the approximate solution of the FIDE by using Bernstein polynomials as follows:

Our method begins by taking the fractional integration to both sides of the equation (1.1) we get:

\[
u(x) = u(0) + I^\alpha f(x) + I^\alpha \left( \int_a^b k(t,x)u(t) dt \right) \quad (3.1)
\]

To determine the approximate solution of (1.1), we use the Bernstein polynomial basis on \([a,b]\) as

\[
u(x) = \sum_{i=0}^n a_i B_{i,n}(x) \quad (3.2)
\]

where \(a_i (i = 0, 1, \ldots, n)\) are unknown constants to be determined.

Substituting equation (3.2) into equation (3.1), we obtain:

\[
\sum_{i=0}^n a_i B_{i,n}(x) = u(0) + I^\alpha f(x) + I^\alpha \left( \int_a^b k(t,x) \sum_{i=0}^n a_i B_{i,n}(t) dt \right)
\]

Hence

\[
\sum_{i=0}^n a_i B_{i,n}(x) - I^\alpha \left( \sum_{i=0}^n a_i \psi(x) \right) = u(0) + I^\alpha f(x)
\]

Substitute the values of \(B_{i,n}(x), B_{i,n}(t)\) and simplifying the integration.

\[
\sum_{i=0}^n a_i [B_{i,n}(x) - I^\alpha \psi(x)] = u(0) + I^\alpha f(x) \quad (3.3)
\]

Using the Caputo integration and simplifying, Now, we put \(x = x_m, m = 0, 1, \ldots, n\) into equation (3.3), \(x_m^k\) are being chosen as suitable distinct points in \((a,b)\), putting \(x = x_m\) we obtain the linear system:

\[
\sum_{i=0}^n a_i c_j = \beta_j, j = 0, 1, \ldots, n \quad (3.4)
\]

where \(\alpha_i = B_{i,n}(x_j) - I^\alpha \psi(x_j)\) and \(\beta_j = u(0) + I^\alpha f(x_j)\).

Solve the linear system of equations by standard methods for the unknown constants \(a_i\). Substituting \(a_i (i = 0, 1, 2, \ldots, n)\) in equation (3.2) to obtain the approximate solution of \(u(x)\).

### 4. Illustrations

**Example 1**

Consider the fractional Integro-Differential Equation:

\[
D^\alpha y(x) = \cos x + e^{2x} + \int_0^1 xe^y(t) dt, \quad y(0) = 0, 0 < \alpha \leq 1
\]

(4.1)

By taking the fractional integration for both sides of the above equation, we get:

\[
y(x) = y(0) + I^\alpha (\cos x + e^{2x}) + I^\alpha \left( \int_0^1 xe^y(t) dt \right) \quad (4.2)
\]
To determine the approximate solution of eqn (4.1), we set
\[ y(x) = \sum_{i=0}^{3} a_i B_{i,3}(x) \]
and after substituting in into eqn (4.2), we get:
\[
\sum_{i=0}^{3} a_i B_{i,3}(x) = I^\alpha (\cos x + e^{2x}) + I^\alpha \left( \int_0^x x^i e^t \sum_{i=0}^{3} a_i B_{i,3}(t) dt \right)
\]
So,
\[
a_0(1-x)^3 + a_1 3x(1-x)^2 + a_2 3x^2(1-x) + a_3 x^3 - \\
I^\alpha [a_0 x \int_0^1 (1-t)^3 e^t dt + a_1 x \int_0^1 (t + r^3 - 2r^2) e^t dt \\
+ 3a_2 x \int_0^1 (t^2 - t^3) e^t dt + a_3 x \int_0^1 t^3 e^t dt] = I^\alpha (\cos x + e^{2x})
\]
and in order to avoid the difficulty of evaluating the fractional integration of \( \cos x \) and \( e^{2x} \), we shall use its Maclaurin series

\[
\Rightarrow a_0(1-x)^3 + a_1 3x(1-x)^2 + a_2 3x^2(1-x) + a_3 x^3 - \\
I^\alpha [a_0 x \int_0^1 (1-t)^3 e^t dt + a_1 x \int_0^1 (t + r^3 - 2r^2) e^t dt \\
+ 3a_2 x \int_0^1 (t^2 - t^3) e^t dt + a_3 x \int_0^1 t^3 e^t dt]
\]

\[
\Rightarrow a_0(1-x)^3 + a_1 3x(1-x)^2 + a_2 3x^2(1-x) + a_3 x^3 - \\
I^\alpha [a_0 x \{ (1-t)^3 e^t \} - 3(1-t)^2(-1) e^t \\
+ 6(1-t)(e^t + 6e^t) \int_0^1 (t + r^3 - 2r^2) e^t \\
-(1 + 3t^2 - 4t)e^t + 6t^2 - 4) e^t - (6) e^t \int_0^1 \\
+ 3a_2 x \{ (t^2 - t^3) e^t \} - 2(2t - 2t^3) e^t \\
+ (2 - 6t)e^t + 6e^t \int_0^1 + a_3 x \{ t^3 e^t - 3t^2 e^t + 6t e^t - 6e^t \} \int_0^1 \\
= I^\alpha \left\{ 2 + 2x + \frac{3}{2} x^2 + \frac{4}{3} x^3 + \frac{17}{24} x^4 + \frac{4}{15} x^5 + \ldots \right\}
\]

\[
\Rightarrow a_0(1-x)^3 + a_1 3x(1-x)^2 + a_2 3x^2(1-x) + a_3 x^3 - \\
a_0(6x - 16) \frac{\Gamma(2)}{\Gamma(2 + \alpha)} x^{1+\alpha} - 3a_1(11 - 4e) \frac{\Gamma(2)}{\Gamma(2 + \alpha)} x^{1+\alpha} \\
- a_2(6 - 2e) \frac{\Gamma(2)}{\Gamma(2 + \alpha)} x^{1+\alpha} + 2 \frac{x^4}{\Gamma(\alpha + 1)} \\
+ \frac{\Gamma(1+\alpha)}{\Gamma(\alpha + 2)} x^{2+\alpha} + 3 \frac{\Gamma(2+\alpha)}{\Gamma(\alpha + 3)} x^{3+\alpha} + 8 \frac{\Gamma(3+\alpha)}{\Gamma(\alpha + 4)} x^{4+\alpha} \\
+ 17 \frac{\Gamma(4+\alpha)}{\Gamma(\alpha + 5)} + 32 \frac{\Gamma(5+\alpha)}{\Gamma(\alpha + 6)}
\]

and after substituting \( x = 0.1, 0.2, 0.3 \) and 0.4 respectively, we get a linear system of equations:
\[
\begin{align*}
& a_0(1-x)^3 - (6e - 16) \frac{\Gamma(2)}{\Gamma(2 + \alpha)} x^{1+\alpha} + 2 \frac{x^4}{\Gamma(\alpha + 1)} \\
& a_2(6 - 2e) \frac{\Gamma(2)}{\Gamma(2 + \alpha)} x^{1+\alpha} + 8 \frac{\Gamma(3+\alpha)}{\Gamma(\alpha + 4)} x^{4+\alpha} \\
& a_3(6 - 2e) \frac{\Gamma(2)}{\Gamma(2 + \alpha)} x^{1+\alpha} + 17 \frac{\Gamma(4+\alpha)}{\Gamma(\alpha + 5)} + 32 \frac{\Gamma(5+\alpha)}{\Gamma(\alpha + 6)}
\end{align*}
\]

\[
\Rightarrow a_0 \left[ (1-x)^3 - (6e - 16) \frac{\Gamma(2)}{\Gamma(2 + \alpha)} x^{1+\alpha} \right] + \\
\frac{\Gamma(2)}{\Gamma(2 + \alpha)} x^{1+\alpha} + 2 \frac{x^4}{\Gamma(\alpha + 1)} \\
\frac{\Gamma(2)}{\Gamma(2 + \alpha)} x^{1+\alpha} + 8 \frac{\Gamma(3+\alpha)}{\Gamma(\alpha + 4)} x^{4+\alpha} \\
\frac{\Gamma(2)}{\Gamma(2 + \alpha)} x^{1+\alpha} + 17 \frac{\Gamma(4+\alpha)}{\Gamma(\alpha + 5)} + 32 \frac{\Gamma(5+\alpha)}{\Gamma(\alpha + 6)}
\]

**Case(1):** When \( \alpha = 1 \) into equation(4.3)
\[
\begin{align*}
& a_0[(1-x)^3 - (6e - 16) \frac{\Gamma(2)}{2} x^{1+\alpha}] + a_2(3x - 3(3 - 8e) \frac{\Gamma(2)}{2} x^{1+\alpha}) \\
& + \frac{\Gamma(2)}{\Gamma(2 + \alpha)} x^{1+\alpha} + 2 \frac{x^4}{\Gamma(\alpha + 1)} + 8 \frac{\Gamma(3+\alpha)}{\Gamma(\alpha + 4)} x^{4+\alpha} \\
& + 17 \frac{\Gamma(4+\alpha)}{\Gamma(\alpha + 5)} + 32 \frac{\Gamma(5+\alpha)}{\Gamma(\alpha + 6)}
\end{align*}
\]

and after substituting \( x = 0.1, 0.2, 0.3 \) and 0.4 respectively, we get a linear system of equations:
\[
\begin{align*}
& a_0(0.7274515) + a_1(0.2410969) + a_2(0.0246773) \\
& + a_3(-0.0018172) = 0.2055348 \\
& a_0(0.5058062) + a_1(0.3763876) + a_2(0.0867093) \\
& + a_3(-0.0032687) = 0.4245815 \\
& a_0(0.3290639) + a_1(0.4238722) + a_2(0.1680956) \\
& + a_3(0.0016454) = 0.6615767 \\
& a_0(0.1912247) + a_1(0.4015506) + a_2(0.2508371) \\
& + a_3(0.0189251) = 0.922166
\end{align*}
\]
Solving the above system of equations we get:
\[
\begin{align*}
& a_0 = -0.0012055, a_1 = 0.6736902, a_2 = 2.1856947, \\
& a_3 = 5.475391
\end{align*}
\]
Thus, the approximate solution of equation (4.1) when \( \alpha = 1 \) becomes:
\[
y(x) = -0.0012055(1-x)^3 + 0.6736902(3x)(1-x)^2 + \\
2.1856947(3x^2)(1-x) + 5.475391(x^3)
\]

Following table(1) and figure(1) represent the approximate solution of example(1) for different values of \( \alpha = 1, 0.5 \) and 0.25

**Case(2):** When \( \alpha = 0.5 \) into equation(4.3),
Solving these equations we get,
\[ a_0 = 0.2448904, a_1 = 2.827394, a_2 = 7.8842122, a_3 = 16.094065 \]
Thus the approximate solution of eqn.(4.1) when \( \alpha = 0.5 \) becomes,
\[ y(x) = 0.2448904(1 - x)^3 + 2.827394(3x)(1 - x)^2 + 7.8842122(3x^2)(1 - x) + 16.094065(x^3) \]

**Case(3):** When \( \alpha = 0.25 \) into eqn.(4.3),
\[
\begin{align*}
0.6 & \left( 1 - x \right)^3 - \left( 6e - 16 \right) \frac{x^{1.25}}{\Gamma(2.25)} + \\
0.1 & \left( 3x \right)(1 - x)^2 - 3\left( 11 - 4e \right) \frac{x^{1.25}}{\Gamma(2.25)} + \\
0.3 & \left( 3x^2 \right)(1 - x) - 3\left( 3e - 8 \right) \frac{x^{1.25}}{\Gamma(2.25)} + \\
0.7 & \left( x^3 - \left( 6 - 2e \right) \right) \frac{x^{1.25}}{\Gamma(2.25)} + 2 \frac{x^{0.25}}{\Gamma(1.25)} + 2 \frac{x^{1.25}}{\Gamma(2.25)} + \\
0.8 & 3 \frac{x^{2.25}}{\Gamma(3.25)} + 8 \frac{x^{3.25}}{\Gamma(4.25)} + 17 \frac{x^{4.25}}{\Gamma(5.25)} + 32 \frac{x^{5.25}}{\Gamma(6.25)} \quad (4.5)
\end{align*}
\]
and after substituting \( x = 0.1, 0.2, 0.3 \) and \( 0.4 \) into eqn.(4.5), respectively, we will get a linear system, that has the following solution,
\[
\begin{align*}
a_0(0.6743795) + a_1(0.23125) + a_2(0.05764) + a_3(0.02696) &= 1.26708 \\
a_0(0.2832125) + a_1(0.3664136) + a_2(0.0979668) + a_3(0.0269642) &= 1.347278 \\
a_0(0.1290494) + a_1(0.3251355) + a_2(0.1575741) + a_3(0.0941935) &= 2.2564427
\end{align*}
\]
Solving these system of equations we get,
\[
\begin{align*}
a_0 &= 0.6743795, a_1 &= 7.3219552, a_2 &= 19.232883, a_3 = 31.550131 \\
\end{align*}
\]
Thus the approximate solution of eqn.(4.1), when \( \alpha = 0.25 \) becomes:
\[ y(x) = 0.6743795(1 - x)^3 + 7.3219552(3x)(1 - x)^2 + 19.232883(3x^2)(1 - x) + 31.550131(x^3) \]

**Example(2)**
Consider the fractional integro differential Equation:
\[
D^\alpha y(x) = \frac{\sin x}{\sqrt{\pi}} - \int_0^1 xy(t)dt \quad 0 \leq x \leq 1, y(0) = 0 
\]
Using the above mentioned method the table(2) represents the approximate solution of (4.6) when \( \alpha = 1, 0.5 \) and 0.25

**Figure 2** represent the approximate solution of example(2) for different values of \( \alpha = 1, 0.5 \) and 0.25

**Example(3)**
Consider the fractional integro-differential Equation:

\[ D^\alpha y(x) = 1 - e^x + \int_0^1 xty(t)dt, \quad y(0) = 0 \]  

\[(4.7)\]

Using the above mentioned method the table(3) and figure(3) represents the approximate solution of (4.7) when \( \alpha = 1, 0.5, 0.25 \)

---

**Table 2**

| x   | Approximate solution \( \alpha = 1 \) | Approximate solution \( \alpha = 0.5 \) | Approximate solution \( \alpha = 0.25 \) |
|-----|-------------------------------------|-------------------------------------|-------------------------------------|
| 0.1 | -0.0227339 | -0.0899997 | -0.173433 |
| 0.2 | -0.0599129 | -0.1599995 | -0.2559222 |
| 0.3 | -0.1015801 | -0.2099991 | -0.2979619 |
| 0.4 | -0.1429874 | -0.2399986 | -0.3087275 |
| 0.5 | -0.1793867 | -0.2499977 | -0.2973949 |
| 0.6 | -0.211056 | -0.2399962 | -0.2731398 |
| 0.7 | -0.211056 | -0.2099994 | -0.2451378 |
| 0.8 | -0.211056 | -0.1599907 | -0.2225647 |
| 0.9 | -0.1799425 | -0.0899863 | -0.2145961 |

---

**Table 3**

| x   | Approximate solution \( \alpha = 1 \) | Approximate solution \( \alpha = 0.5 \) | Approximate solution \( \alpha = 0.25 \) |
|-----|-------------------------------------|-------------------------------------|-------------------------------------|
| 0.1 | -0.0060008 | -0.0315236 | -0.0559735 |
| 0.2 | -0.0247223 | -0.0920966 | -0.2296444 |
| 0.3 | -0.0573279 | -0.1749062 | -0.3913919 |
| 0.4 | -0.105103 | -0.2786145 | -0.5763008 |
| 0.5 | -0.169333 | -0.4018838 | -0.8194563 |
| 0.6 | -0.2513033 | -0.5433763 | -1.1559432 |
| 0.7 | -0.3522995 | -0.7017541 | -1.6208467 |
| 0.8 | -0.473607 | -0.8756794 | -2.2492516 |
| 0.9 | -0.6165111 | -1.0638143 | -3.0762431 |

---

**5. Conclusion**

In this study a simple and direct method Bernstein polynomial is used to solve Fractional-integro differential equations, for \( \alpha = 1, 0.5, 0.25 \).
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