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Abstract. Every product is growingly being evaluated in terms of acoustic characteristics. The most accurate way to rate sound quality is by performing jury tests; however, jury tests require a lot of time and human resources. To overcome this problem, jury tests results can be correlated to objective sound quality metrics owing to the fact that objective metrics could be easily obtained from sound data. In this study, advanced techniques for feature identification are explored to correlate objective metrics to subjective perception retrieved from jury tests. The data set refers to the interior noise of a regional propeller aircraft. Artificial Neural Network and two regression models (i.e. linear and quadratic regression models) have been chosen to predict subjective metrics according to the objective data. To obtain the optimized model parameters for the regression models, a Genetic Algorithm has been used as optimization strategy. In each modelling, 85 percent of sound sample data have been utilized to perform the model and remaining 15 percent have been reserved for testing the models. The results showed that the Artificial Neural Network can provide better prediction.

1. Introduction
Acoustic pleasantness is becoming a crucial part of the product design process. Today, customers do not look only into product functionality specifications, but more often demand high-quality sound in addition to other aspects. Products’ noise ultimately becomes a major decision maker and contributes to brand perceptions in many more products. This turns sound into an essential engineering design parameter [1].

Traditional processing and objective sound quality metrics offer a wide and detailed perspective of judging the sound of a product. However, the objective metrics don’t consider how customers appreciate the product’s sound in the overall product experience. Jury tests aim at establishing a clear relation between sound and other perceived characteristics, like robustness, luxury, etc. Jury tests consist of performing subjective survey during which sound data are supplied to jurors who are asked to answer to specific questions related to the sounds they are listening to. The information provided by jurors are gathered and analyzed to perform for instance pleasantness or annoyance score and will be used to rate products in terms of sound quality performance. Jury tests are time-consuming and require significant efforts, in terms of costs and human resources. Contrarily, objective sound quality metrics are directly calculated from the recorded noise and don’t involve people as jurors. A schematic of sound quality metrics is shown in Figure 1 [2, 3].
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Correlating objective sound quality metrics and subjective rating (jury test results) therefore represent an important task in products development. This justify the high interest this topic has received in the scientific acoustics community. Dedene, et al. utilized multiple regression methods to assess a parametric model that is able to predict the subjective sound quality metrics performed by jurors by means of objective metrics [4]. Wang and Subic studied side mirror vehicle sound quality and correlate the subjective rating with objective metrics using two different mathematical models. Sound pressure level, roughness, and tonality were the main sound quality metrics that have been used in their correlation algorithms [5]. Li et al. developed an Artificial Neural Network (ANN) to estimate subjective sound quality metrics using objective metrics in hub permanent-magnet synchronous motors. They achieved average error rate of 3.97% with weight analysis [6].

Sound quality investigations are a fundamental part also of the development process in aircraft design. If on the one hand it is important to lower the exterior noise emission component in aircrafts, on the other hand it is a key topic to improve the sound quality characteristics of aircraft’s cabins to improve the passengers comfort. To evaluate noise emission in real-time for aerospace engineering applications, Vecchio et al. employed both experimentally measured sound data and a virtual model that predicts noise production for newer components [7]. Janssens et al. calculated sound quality metrics by means of synthesizing sound data simulated for aircraft interior and exterior noises, and validated the simulation results by jury tests’ data [8]. Gurun and Sheth conducted semantic differential listening tests to evaluate the perception of cabin noises and correlate the subjective listening test results with objective metrics by using principal components regression [9]. Then, Brindisi and Concilio brought ANN into action to predict human judgment about aircraft sound quality from environmental parameters [10]. Lopes et al. conducted a jury test to evaluate jurors’ perception of aircraft interior noise and deployed an ANN to model the subjective assessment of in-cabin recorded noise for propeller aircrafts according to the objective sound quality metrics. Finally, they acquired data from an aircraft interior cabin and conduct a jury test to evaluate jurors’ perception of aircraft’s interior noise. Then, he performed a correlation between objective and subjective results by ANN, developed a virtual passenger model that is able to directly predict human perception from the sound samples [11, 12]. Then, Deepri performed a model for prediction Annoyance according to sound quality metrics for washing machine and aircraft cabin noises using regression models and ANN [13].

The main goal of this paper is to investigate the effectiveness of exploiting Genetic Algorithms (GAs) and ANN for correlating subjective sound quality rating and objective sound quality metrics. Linear and quadratic regression models and ANNs have been adopted to perform the prediction, and their performances were compared and evaluated statistically to find the best performance.
2. Case study
The aircraft cabin noise data that have been used in this study belong to a measurement campaign performed by Siemens Industry Software NV on a regional propeller aircraft in the frame of the Brite/Euram project entitled "ASANCA" (figure 2). Among 81 seats that this aircraft has, 30 microphones measured data from 30 different seats while the aircraft was flying in a cruise condition. Jury tests were then performed to assess the human perception of the aircraft’s interior noise (pleasantness in contrast to annoyance). The resulting data set available consists of 30 time histories, out of which sound quality metrics were calculated, and subjective test results [7].

![Figure 2. The studied regional propeller aircraft [14]](image)

3. Methodology
To investigate possible correlation approaches between subjective sound quality ratings and objective sound quality metrics, noise data were analysed using linear and quadratic regression models and Artificial Neural Network. Data analysed were split in input and output sets, with the purpose of predicting the output parameters from the input ones. For the case study three objective metrics, namely Articulation Index, Loudness, and Modulation Depth, were considered as input, while Annoyance was considered as an output parameter [13].

3.1. Linear regression model
An essential and popular statistical modelling tool that can find data relations is regression. Linear regression uses a linear model approach to show the connection between a response variable and explanatory variables. In this case, it is assumed that one or more explanatory variables that are relatively independent can predict response variable in terms of linear relations but can not predict non-linearities. As it can be seen in Eq. 1, the general equation for the linear regression model is first-order polynomial. Eq. 2 expresses the number of coefficient factors a linear regression model has with i input. [15, 16].

\[ Z = k_0 + \sum_{j=1}^{i} k_j X_j + \text{error} \]  
\[ CF = i + 1 \]

Where, \( X \), \( Z \), \( k_j \) and \( CF \) are respectively input parameters, output parameter, coefficient factors and number of coefficient factors.
3.2. Quadratic regression model

Non-linear regressions are able to find out eventual non-linear connections between variables. A quadratic regression model is a non-linear regression that shows the response variable as a function of explanatory variables using a second-order polynomial. Eq. 3 demonstrate the general equation for quadratic regression model [17].

\[ Z = k_{0,0} + \sum_{j=1}^{i} K_{j,0}X_{j} + \sum_{j=1}^{i} \sum_{k=1}^{i} K_{j,k}X_{j}X_{k} + \text{error} \]  

(3)

Where, \( X \), \( Z \), and \( K \) respectively are input parameter, output parameter, and coefficient factors. A quadratic regression model, therefore, has \( i + a + 1 \) coefficient factors for \( i \) input and one output. where:

\[ a = \frac{(i + 1)!}{2!(i - 1)!} \]  

(4)

3.3. Genetic Algorithms

Genetic algorithms (GAs) [18] belong to a family of computational models and inspired by the evolution theory of living creatures. These kinds of algorithms are able to preserve some potential solutions or candidate solutions or even possible hypotheses in a Chromosome-like structure. Usually, GAs are used as optimization machines in which the cost function is optimized in a process similar to evolution in biology science. In other words, GA evolves to the optimized parameter without assessing all the possible solutions (possible coefficients). Given the capability of GAs to deal with non-linear problems, this strategy is exploited to optimize the fit of the linear and quadratic regression models.

\[ R^2 = 1 - \sum_{j=1}^{p} (z_j - d_j)^2 \]  

(5)

\[ z = f(x, k_0, k_1, ..., k_i) \]  

(6)

Eq. 5 shows the equation for R-squared value, where \( p \) is the number of input-output data sets, \( z_j \) is the predicted value for the \( j \)th output, and \( d_j \) is the \( j \)th output value. Eq. 6 indicates the general equation for output of linear and quadratic regression models \( z \), which means \( z \) depends on Coefficient factors \( (k_0, k_1, ..., k_i) \) and the input values \( (x) \). Afterwards, by substitution of input-output values, and \( z \), the R-squared would just depend on the coefficient factors, as it is shown in Eq. 7:

\[ R^2 = 1 - \sum_{j=1}^{p} (f(x_j, k_0, k_1, ..., k_i) - d_j)^2 = g(k_0, k_1, ..., k_i) \]  

(7)

The GA was then given the task of minimizing \( -g(k_0, k_1, ..., k_i) \) as a cost function. Therefore, the cost function is a function of coefficient factors, in which GA will determine the optimized coefficient factors. It is also worth noting that the coefficient factors' values were limited to an interval as small as possible to expedite the optimization process, and the initial size of the population was set at 3000 for the linear model and 2800 for the quadratic regression model [19].

3.4. Artificial Neural Network

Artificial Neural Networks have been widely used in several fields to identify both linear and non-linear relations between different variables. However, their applications to acoustic problems has been gained attention mainly in this last decade [20].

A fully connected Multilayer Perceptron (MLP) model [21, 22] receiving Articulation Index, Modulation Depth and Loudness as input, and providing Annoyance as output was exploited. The model was trained using feed forward backpropagation. The model has two hidden layers, and the networks
Figure 3. The neural network arrangement and design

Table 1. ANN specifications

| Parameters                  | values                      |
|-----------------------------|----------------------------|
| Network type                | Multilayer Perceptron       |
| Activation Function         | Tangent Sigmoid             |
| Number of hidden layer      | 2                          |
| Neurons of first hidden layer | 17 neurons                 |
| Neurons of second hidden layer | 7 neurons                  |
| Number of Coefficient Factors | 157                        |

were trained by Feed Forward Backpropagation algorithm. A schematic of the network is shown in figure 3. Given this model structure, the number of coefficient factors can be calculated according to Eq. 8:

\[ CF = i \times m + m \times n + n \times j \]  

(8)

Where \( i \) and \( j \) are the number of inputs and outputs of the network and \( m \) and \( n \) respectively are the number of neurons in the first and second hidden layer. Table 1 represent specifications of the ANN utilized in this paper.

4. Result and discussions

Table 2 briefly reports the parameters used to correlate the objective metrics selected and the Annoyance level obtained from the subjective evaluations of the jury test. The whole dataset available consists in 30 different data. Among this dataset, 25 data were used as training data and the remaining 5 data were used as test data. The three aforementioned models, namely linear, quadratic and ANN-based regression models, were then tested on these data and results compared to identify the strategy that suits best for the correlation purpose. The R-squared and R-squared values were adopted as judging values for identifying the best regression model.

The Annoyance prediction results over the actual Annoyance that are shown in figure 4, figure 5, and figure 6 are respectively performed by linear, quadratic regression and ANN. R-squared and adjusted R-squared are displayed in each figure for train and test data sets. The output of the training data is represented with blue stars, while the test output data are shown with red stars. The line \( y = x \)
represents the ideal correlation so that as long as the data points are closer to this line, it can be inferred that the model predicts better. Therefore, as perceived by figure 4, figure 5, and figure 6 the Neural network has the best prediction performance among the two regression models in terms of R-squared and adjusted R-squared. Likewise, the quadratic regression model has better prediction performance than linear regression.

Table 2. Effective parameters of the modelings

| Parameters                      | Values                      | Description               |
|--------------------------------|-----------------------------|---------------------------|
| Input Parameters                | Objective sound quality metrics | Articulation Index        |
|                                |                             | Modulation Depth          |
|                                |                             | Loudness                  |
| Output parameter               | Subjective sound quality metrics | Jury tests result (Annoyance) |
| Gross data                     | 30 sets                     |                           |
| Number of data for train and validation | 25 sets                         |                           |
| Number of data for test the models | 5 sets                        |                           |

Figure 4. Prediction results calculated by GA optimized linear regression model; (a) and (b) are performed using different permutations of test and train data sets.
Figure 5. Prediction results calculated by GA optimized quadratic regression model; (a) and (b) are performed using different permutations of test and train data sets.

Figure 6. Prediction results calculated by ANN; (a) and (b) are performed using different permutations of test and train data sets.

The only difference between the calculation leads to the results represented in figure 4a and figure 4b is selecting the permutation for test data set among total data, and likewise the differences between
As discussed before, a permutation of 5 data among total 30 data sets are picked and reserved for test the models, and the rest 25 data are used for train and validation of the models. According to figure 4, figure 5, and 6 the result highly depends on choosing test and training data set in which different permutations give different results. Thus, it can be deduced that the size of the total data set is relatively small and limited (30 measured points), and the models adjust overly to the training data set in which the models are not able to recognize the overall relationship between the input and output.

According to the fact that the results are dependent on selecting the permutation of the dataset for training and testing the models, a multi-run approach was followed in which the calculations were repeated for different random permutations of test and training data sets. A total of 100 different permutations of the data constituting the training and test datasets were performed. The three models were then applied on each different permutation and results obtained from the multi-run approach were statistically analyzed.

Figure 7, figure 8, and figure 9 represent the histograms respectively for linear and quadratic regression models and ANN. As it can be seen in figure 7 that shows the histogram for the linear model’s outputs, the R-squared values for test data is spread between 0.55 to 0.95, and for train and validation data is spread between 0.8 to 0.9, which means the result is changing so much according to change in permuting the data sets. According to figure 8 the R-squared values for testing the quadratic regression model are between the interval of [0.75 1] and for the train of quadratic model are inside an interval of [0.88 0.98]. Compared to the linear model, the quadratic model has a higher and narrower distribution of R-squared, that means the quadratic model is respectively more efficient and reliable than the linear model in this concept. figure 9 shows the histogram of the multiple outputs belong to ANN. Accordingly, R-squared value for train and validation is bounded into an interval of [0.96 0.98], and for test data set is bounded to [0.87 1]. ANN has the higher R-squared values among the three methodologies that means it can predict the output better.

Table 3 illustrates the statistical assessment of the multi-run approach results. Mean value and standard deviation were calculated and represented for train and test results of the models. The mean

![Figure 7](image-url) **Figure 7.** Histogram chart representing multi-run approach results for the linear regression model
Figure 8. Histogram chart representing multi-run approach results for the quadratic regression model

Figure 9. Histogram chart representing multi-run approach results for ANN

R-squared values belong to the test result of linear and quadratic regression models and ANN are respectively 0.8, 0.93, 0.96 that denote that ANN is the best model to reduce the prediction error and
Table 3. Statistical assessment of the results for multi-run approach; a higher mean value of R-squared implies better prediction performance, whereas a smaller Standard Deviation indicates more prediction reliability.

| Model                     | Train and validation R-squared | Test data R-squared |
|---------------------------|-------------------------------|---------------------|
|                           | Mean Values | Standard Deviation | Mean Values | Standard Deviation |
| Linear Model              | 0.85         | 0.02               | 0.8         | 0.11               |
| Quadratic Model           | 0.95         | 0.02               | 0.93        | 0.06               |
| Artificial Neural Network | 0.97         | 0.003              | 0.96        | 0.02               |

have a better prediction. Moreover, the quadratic regression model has higher R-squared values that signify a better prediction performance than the linear model because the quadratic model is able to tackle non-linearities. The relation between subjective and objective sound quality metrics is highly non-linear and depend on multiple parameters. Accordingly, the subjective rating cannot be represented simply by sound quality metrics. ANN got the best result because ANN is the best model for tackling complex non-linear behaviours.

An essential parameter that plays an important role in the performance of the models is the number of coefficient factors. According to Eq. 2, Eq. 4, and Eq. 8 the linear and quadratic regression models and ANN respectively have 4, 10, and 157 coefficient factors. Increasing the number of coefficients enlarges the complexity of the models and their capacity to cope with complexity of the phenomenon. As the relation between subjective and objective sound quality metrics is complex and non-linear, the larger number of coefficient factors has enhanced the prediction performances of the model.

5. Conclusion
Correlation between subjective sound quality evaluation and objective sound quality metrics has been performed using advanced fitting methods, i.e. linear and quadratic regression models and ANN for a regional propeller aircraft cabin noises. In addition, the coefficient factors were optimized by the GA. The following conclusions can be therefore drafted.

- The small size of the dataset available makes results highly dependent on the selection of the data adopted for the training and testing phases. This suggests that the whole regression problem should be faced adopting a statistical approach performing several permutations of the data involved (multi-run approach).
- Comparison between prediction performances of linear and quadratic regression models shows higher mean R-squared values and lower standard deviation for the quadratic model than linear model. It can be inferred that the quadratic regression model predicts better and more reliable because the quadratic model can deal better with non-linearities.
- ANN possessed the highest mean R-squared value and least standard deviation among the models. It means Neural Network works better than regression models in terms of prediction performances and is more reliable. Therefore, ANN was able to get along non-linear and complex concepts one step ahead.
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