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Abstract This study addresses some algorithms for solving structured unconstrained convex optimization problems using first-order information where the underlying function includes high-dimensional data. The primary aim is to develop an implementable algorithmic framework for solving problems with multi-term composite objective functions involving linear mappings using the optimal subgradient algorithm, OSGA, proposed by Neumaier in [47]. To this end, we propose some prox-functions for which the corresponding subproblem of OSGA is solved in a closed form. Considering various inverse problems arising in signal and image processing, machine learning, statistics, we report extensive numerical and comparisons with several state-of-the-art solvers proposing favourably performance of our algorithm. We also compare with the most widely used optimal first-order methods for some smooth and nonsmooth convex problems. Surprisingly, when some Nesterov-type optimal methods originally proposed for smooth problems are adapted for solving nonsmooth problems by simply passing a subgradient instead of the gradient, the results of these subgradient-based algorithms are competitive and totally interesting for solving nonsmooth problems.
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1 Introduction

In many applications, e.g., those arising in signal and image processing, machine learning, compressed sensing, geophysics and statistics, key features cannot be studied by straightforward investigations, but must be indirectly inferred from some observable quantities. Thanks to this characteristic, they are usually referred as inverse problems. If a linear relevance between the features of interest and observed data can be prescribed, this leads to linear inverse problems. If \( y \in \mathbb{R}^m \) be an indirect observation of an original object \( x \in \mathbb{R}^n \) and \( A: \mathbb{R}^n \rightarrow \mathbb{R}^m \) is a linear operator, then the linear inverse problem is defined using

\[
y = Ax + \nu,
\]

where \( \nu \in \mathbb{R}^m \) represents an additive noise about which little is known apart from which qualitative knowledge.

Motivation & history. In practice, the systems \([1]\) is typically underdetermined, rank-deficient or ill-conditioned. The primary difficulty with linear inverse problems is that the inverse object is extremely sensitive to \( y \) due to small or zero singular values of \( A \) meaning ill-conditioned systems behave like singular cases. Indeed, in the case that \( A^{-1} \) for square problems or pseudo-inverse \( A^\dagger = (A^*A)^{-1}A^* \) for full rank over-determined systems is exist, then analyzing the singular value decomposition shows that
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\( \tilde{x} = A^{-1}y \) or \( \tilde{x} = A^\dagger y \) be inaccurate and meaningless approximation for \( x \), see [18]. Furthermore, when the vector \( \delta \) is not known, one cannot solve (1) directly.

From underdetermined or rank-deficient feature of inverse problems, we know that if a solution exists, then there exist infinitely many solutions. Hence some additional information is required to determine a satisfactory solution of (1). It is usually interested to determine a solution by minimizing the residual \( \|Ax - y\|_2 \), leading to the well-known least-square problem

\[
\min_{x \in \mathbb{R}^n} \frac{1}{2} \|Ax - y\|_2^2,
\]

(2)

where \( \| \cdot \|_2 \) denotes \( l_2 \)-norm. In view of ill-condition feature of the problem \( \| \cdot \|_2 \), the solution of (2) is usually improper. Hence Tikhonov in [51] proposed the following penalized minimization problem

\[
\min_{x \in \mathbb{R}^n} \frac{1}{2} \|Ax - y\|_2^2 + \frac{\lambda}{2} \|x\|_2^2,
\]

(3)

where \( \lambda \) is the regularization parameter that controls the trade-off between the least square data fitting term and the regularization term. The reformulated problem is also smooth and convex, and selecting a suitable regularization parameter leads to a well-posed problem. In many applications, we seek the sparsest solution of (3) among all the solutions provided that \( y \) is acquired from a highly sparse observation. To do so, the following problem is proposed

\[
\min \|x\|_0 \quad \text{s.t.} \quad \|Ax - y\|_2 \leq \epsilon
\]

where \( \|x\|_0 \) is the number of all nonzero elements of \( x \) and \( \epsilon \) is a nonnegative constant. It is well-known that the objective function is nonconvex, however its convex relaxation is much more preferable. As investigated in [10], this is achievable by considering the problem

\[
\min \|x\|_1 \quad \text{s.t.} \quad \|Ax - y\|_2 \leq \epsilon.
\]

or its unconstrained version

\[
\min_{x \in \mathbb{R}^n} \frac{1}{2} \|Ax - y\|_2^2 + \lambda \|x\|_1,
\]

(4)

which is referred as basis pursuit denoising or lasso. Due to non-differentiability of the \( l_1 \)-norm, this problem is nonsmooth and its solving is more difficult than solving (3).

In general, linear inverse problems can be modelled as a spacial case of the following affine composite minimization problem

\[
\min_{x \in \mathbb{R}^n} f(Ax) + \phi(Wx).
\]

(5)

Usually, \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is a smooth convex loss function defined by a black-box oracle and \( \phi: \mathbb{R}^n \rightarrow \mathbb{R} \) is a regularizer or regularization function, which is usually nonsmooth and possibly nonconvex. This means that the general underlying regularizer can be smooth or nonsmooth and convex or nonconvex. In this paper, we consider structured convex optimization problems of the form (5) when regularizers can be smooth or nonsmooth convex terms, so nonconvex regularizers are not the matter of this study.

Over the past few decades, because of emerging many applications of inverse problems in applied sciences and engineering, solving structured composite optimization problems of the form (5) attracts many interesting researches. To exploit different features of objective functions, a variety of techniques for solving this class of problems are introduced, where proposed optimization schemes employ particular structures of objective functions. It is also known that solving nonsmooth problems are usually more difficult than solving smooth problems, even for unconstrained cases. In the meantime, black-box convex optimization is theoretically and computationally regarded as a mature area in optimization and frequently employed to solve problems with large number of variables appearing in various applications. Since problems of the form (5) mostly include high-dimensional data, optimization schemes should avoid of exploiting costly operations and also high amount of memory. Therefore, the first-order black-box oracle is intensively used to construct appropriate schemes for handling large-scale problems, where just function and subgradient evaluations are needed. Some popular first-order references are gradient-based algorithms [23, 13, 44, 46], subgradient-based schemes [6, 10, 37, 40, 54], bundle-type procedures [33], smoothing techniques [7, 11] and proximal gradient methods [7, 10, 50].
In the context of convex optimization, the **analytical complexity** refer to the number of calls of an oracle, for example iterations or function and subgradient evaluations, to reach an \( \varepsilon \)-solution of the optimum, for more information see [37, 40]. In 1983, Nemirovski & Yudin in [37] proved that the lower complexity bound of first-order methods for finding an \( \varepsilon \)-solution of the optimum for smooth convex functions with Lipschitz continuous gradient is \( O(1/\sqrt{\varepsilon}) \), while for Lipschitz continuous nonsmooth convex function it is \( O(1/\varepsilon^2) \). Indeed, the interesting feature of these error bounds is that they are independent of the problem’s dimension. For the established class of problems, an algorithm called **optimal** if it can achieve these worst-case complexities. In a case of nonsmooth convex problems, the well-known subgradient decent and mirror descent methods are optimal, see [37]. The seminal optimal first-order method for smooth convex problems with Lipschitz continuous gradient is introduced by Nesterov [38] in 1983, and since then he has developed the idea of optimal methods for various classes of problems in [39, 40, 41]. It is clear that the gap between the complexity of smooth and nonsmooth convex problems is considerably big. This fact motivates Nesterov to develop some schemes with better performance for nonsmooth convex problems so called smoothing techniques where the worst-case complexity of these methods is in order \( O(1/\varepsilon) \) and can be improved using the idea of optimal gradient methods, see [41, 42, 43]. The theoretical analysis and surprising computational results of optimal methods are totally interesting, especially for solving large-scale problems. These appealing features along with increasing the interest of solving large-scale problems attract many authors to develop the idea of the optimal first-order methods, for examples Beck & Teboulle [6], Becker et al. [9], Devolder et al. [24], Gonzaga et al. [20, 30], Lan [33], Meng & Chen [35], Nemirovski & Nesterov [36] and Tseng [52].

In most of the studies mentioned, the first difficulty in implementation is the algorithms need the knowledge of global parameters such as the Lipschitz constant of objective function for nonsmooth problems and the Lipschitz constant for its gradient in smooth cases. Nesterov in [10] proposed an adaptive procedure to approximate the Lipschitz constant, however it still needs a suitable initial guess. Recently Lan in [33] based on employing bundle techniques avoids of requiring the global parameters. More recently, Neumaier in [44] introduced a novel optimal algorithm on the basis of incorporating a linear relaxation of the objective function and a prox-function into a fractional subproblem to construct a framework that can be employed for both smooth and nonsmooth convex optimization in the same time and to avoid of needing Lipschitz constants. It called OSGA, where it only needs the first-order black-box oracle. In a case that no strong convexity is assumed, it shares the uniformity, freeness of global parameters and complexity properties of Lan’s approach, but has a far simpler structure and derivation. Thanks to achieving the optimal complexity of first-order methods, it can be regarded as a fully adaptive alternative of Nesterov-type optimal methods. Furthermore, low memory requirements of this algorithm make it appropriate for solving large-scale practical problems.

**Contribution.** The main focus of this paper is to extend and develop the basic idea of the optimal subgradient algorithm for minimizing general composite functions to deal with structured convex optimization problems in applications. There exist many applications of linear inverse problems with a complicated objective function consisting of various linear operators and regularizers, which are not supported by algorithms and solvers using the proximal mapping in their structures. For example, consider the scaled lasso problem that is defined the same as (4) in which the regularization term \( \|x\|_1 \) is substituted by \( \|Wx\|_1 \) for a general linear operator \( W \). In this case, the following proximal mapping should be solved as an auxiliary subproblem

\[
\text{prox}_\lambda(y) = \arg\min_{x \in \mathbb{R}^n} \frac{1}{2} \|x - y\|_2^2 + \|Wx\|_1.
\]

Indeed, this proximity problem cannot be solved explicitly using **iterative shrinkage-thresholding** except for the case that \( W \) is orthonormal, i.e., it cannot be solved using usual proximal-based algorithms. Thanks to accessible requirements of OSGA needing just function and subgradient evaluations, solving most of such complicated problems are tractable in reasonable costs. Furthermore, some appropriate prox-functions are proposed for unconstrained problems of the form (5) such that the corresponding subproblem of OSGA can be solved explicitly. Finally, we adapt some Nesterov-type optimal methods originally proposed for smooth problems to solve nonsmooth problems by passing subgradient instead of gradient. The surprising results indicate that the adapted algorithms perform competitively or even better than optimal methods specifically proposed for solving nonsmooth problems.
Contents. The rest of the paper is organized as follows. In next section, we establish the basic idea of the optimal subgradient algorithm for the general affine composite functions. Section 3 devotes to implementing OSGA and comparing it with some popular first-order methods and state-of-the-art solvers for some practical problems in applications. Finally, we conclude our results in Section 4.

2 Optimal subgradient framework

In this section, we shall give a short sketch of the optimal subgradient framework introduced by Neu-Maier in [17] for composite functions in the presence of linear operators which is appropriate for solving considered applications of linear inverse problems.

This paper considers composite functions of the form (5) or a more general form that will be discussed in the sequel, however we can still solve constrained problems by defining an indicator function. Let us to consider the following convex constrained problem

$$\min_{x \in C} f(Ax),$$

where $f : C \rightarrow \mathbb{R}$ is a convex function defined on a nonempty convex subset $C$ of a finite-dimensional real vector space $\mathcal{X}$ with a bilinear pairing $\langle h, z \rangle$, where $h$ is in the dual space $\mathcal{X}^*$ which is formed by all linear functions on $\mathbb{R}$. The indicator function of the set $C$ is defined by

$$I_C(x) = \begin{cases} 0 & x \in C; \\ \infty & \text{otherwise.} \end{cases}$$

Since $C$ is convex set, it is straightforward to show $I_C$ is a convex function. Thus, by setting $\varphi(x) = I_C(x)$, we can reformulate the problem (6) in an equivalent unconstrained form (5), which is desired problem of the current paper.

In some applications, one has no easy access to the matrices used in (5), instead it is assembled in a subroutine without ever forming explicit matrices so that it is preferred to employ linear operators in (5) instead of their matrix representations. We generally consider functions of the form

$$\Psi(x) = \sum_{i=1}^{n_1} f_i(A_i x) + \sum_{j=1}^{n_2} \varphi_j(W_j x),$$

where $f_i : \mathcal{U}_i \rightarrow \mathbb{R}$ for $i = 1, 2, \cdots, n_1$ are convex smooth functions, $\varphi_j : \mathcal{V}_j \rightarrow \mathbb{R}$ for $j = 1, 2, \cdots, n_2$ are smooth or nonsmooth convex functions and $A_i : \mathcal{X} \rightarrow \mathcal{U}_i$ for $i = 1, 2, \cdots, n_1$ and $W_j : \mathcal{X} \rightarrow \mathcal{V}_j$ for $j = 1, 2, \cdots, n_2$ are linear operators. Here, $\Psi$ is called the multi-term affine composite function. Since each affine term $A_i x$ or $W_j x$ and each function $f_i$ or $\varphi_j$ for $i = 1, \cdots, n_1$ and $j = 1, \cdots, n_2$ are convex and the domain of $\Psi$ defined by

$$\text{dom } \Psi = \left( \bigcap_{i=1}^{n_1} \text{dom } f_i(A_i x) \right) \bigcap \left( \bigcap_{j=1}^{n_2} \text{dom } \varphi_j(W_j x) \right)$$

is a convex set, then the function $\Psi$ is convex on its domain. Considering [5], we are generally interested in solving the following composite convex optimization problem

$$\Psi^* := \min_{x \in \mathcal{X}} \Psi(x)$$

Under considered properties of $\Psi$, the problem (9) has a global optimizer denoted by $x^*$ and $\Psi^* = \Psi(x^*)$ is its global optimum. The functions of the form $\Psi$ are frequently appeared in the recent interests of employing hybrid regularizations or mixed penalty functions for solving problems in the fields such as signal and image processing, machine learning and statistics. In the sequel, we will see that many well studied structured optimization problems are special cases of (8). It is also clear that (9) is a generalization of (5). For example, the following scaled elastic net problem

$$\Psi(x) = \frac{1}{2} \| Ax - b \|^2_2 + \lambda_1 \| W_1 x \|_1 + \frac{\lambda_2}{2} \| W_2 x \|^2_2$$

can be considered in the form (8) by setting $\Psi(x) = f_1(A_1 x) + \varphi_1(W_1 x) + \varphi_2(W_2 x)$ where $f_1(A_1 x) = \frac{1}{2} \| A_1 x - b \|^2_2$, $\varphi_1(W_1 x) = \lambda_1 \| W_1 x \|_1$ and $\varphi_2(W_2 x) = \frac{\lambda_2}{2} \| W_2 x \|^2_2$. 
Basic idea of optimal subgradient scheme. This section summarizes the basic idea of OSGA [17], which is adapted for the considered unconstrained problem [1]. Let us to consider an arbitrary convex function $\Psi : \mathcal{X} \to \mathbb{R}$ of the form [18]. A vector $g_\Psi(x) \in \mathcal{X}^\ast$ is called a subgradient of $\Psi$ at a given point $x \in \text{dom } \Psi$ if for any $z \in \text{dom } \Psi$ we have that

$$\Psi(z) \geq \Psi(x) + \langle g_\Psi(x), z - x \rangle.$$  

The set of all subgradients of the function $\Psi$ at $x$ is called subdifferential of $\Psi$ at $x$, denoted by $\partial \Psi(x)$. The subdifferential of a general convex function $\Psi$ at any point $x$ in its domain is nonempty, and it is unique if $\Psi$ is differentiable.

We now consider a minimization problem of the form (8) and suppose that the first-order black-box oracle

$$\mathcal{O}(x) = (\Psi(x), g_\Psi(x)),$$

is available, where $g_\Psi(x) \in \partial \Psi(x)$ at $x \in \mathcal{X}$. The primary objective of the optimal subgradient algorithm (OSGA) is to construct a sequence of iterations such that the error bound $\Psi(x_b) - \Psi^\ast$ is monotonically reducing to be smaller than an accuracy parameter $\varepsilon$, i.e.

$$0 \leq \Psi_b - \Psi^\ast \leq \varepsilon,$$

where $\Psi_b := \Psi(x_b)$ is the function value in the best known point $x_b$.

To derive a framework for OSGA, let us to define the following affine global underestimator, which is a linear relaxation of $\Psi$,

$$\Psi(z) \geq \gamma + \langle h, z \rangle,$$  \hspace{1cm} (11) 

for all $z \in \text{dom } \Psi$ with $\gamma \in \mathbb{R}$ and $h \in \mathcal{X}^\ast$, which is clearly available due to the first-order condition for the convex function $\Psi$. We also consider a continuously differentiable prox-function $Q : \mathcal{X} \to \mathbb{R}$, which is a strongly convex function with the convexity parameter set to $\sigma$ satisfying

$$Q(\lambda x + (1 - \lambda)z) + \lambda(1 - \lambda)\frac{\sigma}{2}\|x - z\|^2 \leq \lambda Q(x) + (1 - \lambda)Q(z),$$  \hspace{1cm} (12) 

for all $x, z \in \mathcal{X}$ and $\lambda \in (0, 1)$ where $\| \cdot \|$ is an arbitrary norm of the vector space $\mathcal{X}$. This is equivalent to

$$Q(z) \geq Q(x) + \langle g_\Psi(x), z - x \rangle + \frac{\sigma}{2}\|z - x\|^2,$$  \hspace{1cm} (13) 

for all $x, z \in \mathcal{X}$ where $g_\Psi(x)$ denotes the gradient of $\Psi$ at $x$. Furthermore, we suppose that

$$Q_0 := \inf_{z \in \mathcal{X}} Q(z) > 0.$$  \hspace{1cm} (14) 

The point $z_0 \in \mathcal{X}$ minimizing the problem [14] is called the center of $Q$. At the end of this section, we will propose some prox-functions satisfying these conditions. Afterwards, the following minimization subproblem is defined

$$E(\gamma, h) := - \inf_{z \in \text{dom } \Psi} \frac{\gamma + \langle h, z \rangle}{Q(z)}.$$  \hspace{1cm} (15) 

By the definition of prox-functions, it is clear that the denominator $Q(z)$ is positive and bounded away from zero on the feasible region $\text{dom } \Psi$. The solution of this subproblem [15] is denoted by $u := U(\gamma, h)$, and it is supposed that $e := E(\gamma, h)$ and $u$ can be effectively computed. In particular, for the unconstrained problem [5], we will show that this subproblem can be solved explicitly and cheaply for some suitable prox-functions.

Theoretical analysis. We here establish a bound on error $\Psi(x_b) - \Psi^\ast$ for the proposed scheme. The definition of $e = E(\gamma, h)$ in [15], for arbitrary $\gamma_b \in \mathbb{R}$ and $h \in \mathcal{X}^\ast$, simply implies that

$$\gamma_b + \langle h, z \rangle \geq -E(\gamma_b, h)Q(z),$$  \hspace{1cm} (16) 

for all $z \in \mathcal{X}$. From [11] and setting $\gamma_b = \gamma - \Psi(x_b)$, we have

$$\Psi(z) - \Psi(x_b) \geq \gamma_b + \langle h, z \rangle,$$
for all \( z \in X \). By this fact, assuming \( E(\gamma_b, h) \leq \eta, \) setting \( z = x^* \) and (16), we conclude the following upper bound on the function value error

\[
0 \leq \Psi(x_b) - \Psi^* \leq \eta Q(x^*).
\]  

(17)

It is clear that if an upper bound for \( Q(x^*) \) is known or assumed, this bound translates into a computable error estimate for the minimal function value. But even in the absence of such an upper bound, the optimization problem (6) can be solved with a target accuracy \( \epsilon \) from its initial value until \( \eta \leq \epsilon \), for some target accuracy tolerance \( \epsilon \). This bound clearly means that the rate of decrease in the error bound \( \Psi(x_b) - \Psi^* \), is at least the same as convergence rate of the sequence \( \eta \). Indeed, this fact is the main motivation of OSGA. NEUMAER in [17] considers a problem of the form (6) and derive the following complexity bounds for OSGA matching to the optimal complexity bounds of first-order methods for smooth and nonsmooth problems.

**Theorem 1** Suppose that \( f \) is a convex function of the form (6) and let \( \{x_k\} \) is generated by OSGA. Then complexity bounds for smooth and nonsmooth problems are as follows:

(i) (Nonsmooth complexity bound) If the point generated by OSGA stay in bounded region of the interior of \( C \), or \( f \) is Lipschitz continuous in \( C \), then the total number of iterations needed is \( O\left(\frac{1}{\epsilon^2}\right) \). Thus the asymptotic worst case complexity is \( O\left(\frac{1}{\epsilon^2}\right) \).

(ii) (Smooth complexity bound) If \( f \) has Lipschitz continuous gradient, the total number of iterations needed for the algorithm is \( O\left(\frac{1}{\sqrt{\epsilon}}\right) \).

**Algorithmic framework.** Before presenting the OSGA algorithm, we first look at the first-order oracle of the problem (8) which is important in the presence of linear mappings, and then we outline the adapted algorithm.

On the one hand, the considered problem are commonly involving high-dimensional data, i.e. function and subgradient evaluations are quite expensive. On the other hand, in many applications the most computational cost of function and subgradient evaluations relates to applying direct and adjoint linear operators, originated from an existence of affine terms in (8). This facts suggest that we should apply linear mappings, and then we outline the complexity of an algorithm can be measured by counting the number of direct and adjoint linear operators used to achieve a prescribed accuracy \( \epsilon \). Theorem 1

The structure of OSGA immediately implies that any call of the oracle \( O(x) = (\Psi_x, g_\phi(x)) \) requires \( n_1 + n_2 \) calls of each direct and adjoint linear operators. It is also clear that by this scheme, one can avoid of double applying of expensive linear operators in the computation of function values and subgradients. In the cases that algorithms need only a function value or a subgradient, we consider two spacial cases of OSGA that just return a function value or a subgradient, which are respectively called NFO-F and NFO-G. We also emphasize that in the cases that total computational cost of the oracle dominated by applying linear mappings, the complexity of an algorithm can be measured by counting the number of direct and adjoint linear operators used to achieve a prescribed accuracy \( \epsilon \).
Considering what established in this section and those introduced in Section 2 of [17] about linear relaxation constructions and the case of strongly convex functions, we outline a version of OSGA for multi-term affine composite function [8] as follows:

\section*{Algorithm 2: OSGA for multi-term affine composite functions}

\begin{algorithm}
\begin{algorithmic}
\Input global tuning parameters: $\delta$; $\alpha_{\text{max}} \in [0, 1]; 0 < \kappa' \leq \kappa$; local parameters: $x_0$; $\mu \geq 0$; $\Psi_{\text{target}}$;
\Output $x_f$; $\Psi_{x_b}$;
\Begin
choose an initial best point $x_b$;
compute $\Psi_{x_b}$ and $g_{\Psi}(x_b)$ using NFO-FG;
\If{$\Psi_{x_b} \leq \Psi_{\text{target}}$}
\Then
stop;
\Else
\EndIf
\EndWhile
\End
\end{algorithmic}
\end{algorithm}

Pay attention to the structure of problem [8] and the OSGA framework, we only require to calculate the following simple operations to implement the algorithm.

- $x + \beta y$, where $x, y \in U_i$ for $i = 1, \cdots, n_1$ and $\beta \in \mathbb{R}$;
- $r + \beta s$, where $r, s \in V_j$ for $j = 1, \cdots, n_2$ and $\beta \in \mathbb{R}$;
- $A_i x$ for $i = 1, \cdots, n_1$ and $V_j x$ for $j = 1, \cdots, n_2$ where $x \in X$;
- $A^*_j y$ with $y \in U_i$ for $i = 1, \cdots, n_1$ and $W^*_j y$ with $y \in V_j$ for $j = 1, \cdots, n_2$.

As a result of [18], a natural stopping criterion for the algorithm is the condition $\eta \leq \epsilon$, but our experiments shows that satisfying this condition take many iterations and is slow. Then more sophisticated stopping criterion for the algorithm is needed. For example a bound on the number of iterations, function evaluations, subgradient evaluations or the running time or a combination of them can be used.
As discussed in [47], OSGA uses the following scheme for updating the given parameters $\alpha$, $h$, $\gamma$, $\eta$ and $u$:

**Algorithm 3:** PUS parameters updating scheme

**Input:** Global tuning parameters: $\delta$; $\alpha_{\text{max}} \in [0,1]$; $0 < \kappa' \leq \kappa$; local parameters: $\alpha; \eta; h; \gamma; \bar{\eta}; \bar{u}$

**Output:** $\alpha; h; \gamma; \eta; u$

begin

| $R \leftarrow (\eta - \bar{\eta})/(\delta \alpha \eta)$;
| if $R < 1$ then
| $h \leftarrow \bar{h}$;
| else
| $\bar{c} \leftarrow \min(\alpha e^{\kappa'(R-1)}, \alpha_{\text{max}})$;
| end
| $\alpha \leftarrow \bar{c}$;
| if $\eta < \eta$ then
| $h \leftarrow \bar{h}$;
| $\gamma \leftarrow \bar{\gamma}$;
| $\eta \leftarrow \bar{\eta}$;
| $u \leftarrow \bar{u}$;
| end

end

We here emphasize that the composite version of optimal subgradient algorithms inherits the main characteristics of the original OSGA framework. Thus, we expect the same theoretical analysis to be the same as that reported for OSGA in [47] which means that the current version remains optimal.

**Prox-functions and solving the auxiliary subproblem.** In the rest of this section, we first propose some prox-functions and then derive a closed form for the corresponding subproblem [13].

As mentioned, the prox-function $Q(z)$ should be a strongly convex function that is analytically known. This means that it takes its unique global minimum which is positive by the definition of $Q$. Suppose $z_0$ is the global minimizer of $Q$. By the definition of center of $Q$ and the first-order optimality condition for (14), we have that $g_Q(z_0) = 0$. This fact along with (13) imply

$$Q(z) \geq Q_0 + \frac{\sigma}{2} \|z - z_0\|^2,$$

(19)

which simply means that $Q(z) > 0$ for all $z \in X$. In addition, it is interested that prox-functions be separable. Taking this fact into account and (19), appropriate choices of prox-functions for unconstrained problem (8) can be

$$Q_1(z) := Q_0 + \frac{\sigma}{2} \|z - z_0\|^2$$

(20)

and

$$Q_2(z) := Q_0 + \frac{\sigma}{2} \sum_{i=1}^{n} w_i(z_i - (z_0)_i)^2,$$

(21)

where $Q_0 > 0$ and $w_i \geq 1$ for $i = 1, 2, \cdots, n$. It is not hard to show that both (20) and (21) are strongly convex functions satisfying (19).

To introduce a more general class of prox-functions, let us to define the quadratic norm on vector space $X$ using

$$\|z\|_D := \sqrt{\langle Dz, z \rangle}$$

by means of a preconditioner $D$, where $D$ is symmetric and positive definite. The associated dual norm on $X^*$ is then given by

$$\|h\|_{D^*} := \|D^{-1}h\|_D = \sqrt{\langle h, D^{-1}h \rangle},$$

where $D^{-1}$ denotes an inverse of $D$. Given a symmetric and positive definite preconditioner $D$, then it is natural to consider the quadratic function

$$Q(z) := Q_0 + \frac{\sigma}{2} \|z - z_0\|_D^2,$$

(22)
where $Q_0$ is a positive number and $z_0 \in \mathcal{X}$ is the center of $Q$. Now, we should prove that $Q$ is a prox-function and satisfies (19). The fact that $g_Q(x) = \sigma\mathcal{D}(x - z_0)$ leads to

$$Q(x) + \langle g_Q(x), z - x \rangle + \frac{\sigma}{2} \| z - x \|^2_{\mathcal{D}} = Q(x) + \langle g_Q(x), z - x \rangle + \frac{\sigma}{2} \langle \mathcal{D}(x - z), z - x \rangle$$

$$= Q_0 + \frac{\sigma}{2} \langle \mathcal{D}(x - z_0), z - z_0 \rangle + \langle g_Q(x), z - x \rangle + \frac{\sigma}{2} \langle \mathcal{D}(z - z_0), z - x \rangle$$

$$= Q_0 + \frac{\sigma}{2} \langle \mathcal{D}(x - z_0), z - z_0 \rangle + \frac{\sigma}{2} \langle \mathcal{D}(z - z_0), z - z_0 \rangle$$

$$= Q_0 + \frac{\sigma}{2} \langle \mathcal{D}(z - z_0), z - z_0 \rangle$$

This clearly means that $Q$ is strongly convex by the convexity parameter $\sigma$, i.e., (22) is a prox-function. Moreover, $z_0$ is the center of $Q$ and $g_Q(z_0) = 0$. This fact together with (13) and (14) imply that (19) holds.

At this point, we emphasize that an efficient solving of the subproblem (15) is highly related to the selection of prox-functions. While using a suitable prox-function allows a very efficient way of computing $u$, employing other selections may significantly slow down the process of solving the auxiliary subproblem. Here, it is assumed that by appropriate selections of prox-functions the subproblem (15) can be solved explicitly. In the following result, we verify the solution of (15) using the prox-function (22).

**Proposition. 21** Suppose $Q$ is determined by (22) and $Q_0 > 0$. Then $Q$ is a prox-function with the center $z_0$ and satisfies (19). Moreover, the subproblem (15) corresponds to this $Q$ is explicitly solved as follows

$$u = z_0 - E(\gamma, h)^{-1}\sigma^{-1}\mathcal{D}^{-1}h \quad (23)$$

with

$$E(\gamma, h) = -\beta_1 + \sqrt{\beta_1^2 + 4Q_0\beta_2} = \frac{2\beta_2}{\beta_1 + \sqrt{\beta_1^2 + 4Q_0\beta_2}}, \quad (24)$$

where $\beta_1 = \gamma + \langle h, z_0 \rangle$ and $\beta_2 = (\frac{1}{2}\sigma^{-2} - \sigma^{-1}) \| h \|^2_F$.

**Proof** We already proved that $Q$ is a prox-function and (19) holds. The rest of the proof is similar to that discussed in (17) for $\sigma = 1$. □

It is obvious that (20) and (21) are special cases of (22), so the solution (23) and (24) derived for (22) can be simply adapted for the situation (20) or (21) used as a prox-function. Furthermore, notice that the error bound (17) is proportional to $Q(x^*)$ implying that an acceptable choosing of $x_0$ make the term $Q(x^*) = Q_0 + \frac{1}{2}\| x^* - x_0 \|^2_F$ enough small. Hence, selecting a suitable starting point $x_0$ close to the optimizer $x^*$ as much as possible has a positive effect on giving a better complexity bound. This also propose that a reasonable choice for $Q_0$ can be $Q_0 \approx \frac{1}{2}\| x^* - x_0 \|^2$. This fact will be considered along numerical experiments.

We conclude this section by considering cases that the variable domain is a set of all $m \times n$ matrices, $\mathcal{X} = \mathbb{R}^{m \times n}$. In this case, we introduce a suitable prox-function such that the subproblem (15) is solved in a closed form. Details are described in the following proposition.

**Proposition. 22** Suppose $Q_0 > 0$ and $Q$ is determined by

$$Q(Z) := Q_0 + \frac{\sigma}{2} \| Z - Z_0 \|^2_F, \quad (25)$$

where $\| \cdot \|_F$ is the Frobenius norm. Then $Q$ is a prox-function with the center $Z_0$ and satisfies (19). Moreover, the subproblem (15) corresponded to this $Q$ is explicitly solved by

$$U = Z_0 - E(\gamma, H)^{-1}\sigma^{-1}H \quad (26)$$

with

$$E(\gamma, H) = -\xi_1 + \sqrt{\xi_1^2 + 4Q_0\xi_2} = \frac{2\xi_2}{\xi_1 + \sqrt{\xi_1^2 + 4Q_0\xi_2}}, \quad (27)$$

where $\xi_1 = \gamma + \text{Tr}(H^TZ_0)$ and $\xi_2 = (\frac{1}{2}\sigma^{-2} - \sigma^{-1}) \| H \|^2_F$. 

Proof By the features of the Frobenius norm, it is clear that $Z = Z_0$ is the minimizer of (13). Also, $Q$ is continuously differentiable $g_Q(x) = \sigma(X - Z_0)$. Thus, we have

$$Q(X) + \langle g_Q(X), Z - X \rangle + \frac{\sigma}{2} \|Z - X\|^2_F = Q_0 + \frac{\sigma}{2} \|X - Z_0, X - Z_0\| + \sigma \langle X - Z_0, Z - X \rangle + \frac{\sigma}{2} \|Z - X\|^2_F.$$ 

This means that $Q$ is strongly convex by the convexity parameter $\sigma$, i.e., (22) is a prox-function. Also by (13) and (14), the condition (19) is clearly hold.

Now, we consider the subproblem (15) and drive its minimizer. Let us to define the function $E_{\gamma,H} : X \to \mathbb{R}$ using

$$E_{\gamma,H}(Z) := -\frac{\gamma + \langle H, Z \rangle}{Q(Z)},$$

where it is continuously differentiable and attains its supremum at $Z = U$. Therefore, in the point $Z = U$, we obtain

$$E(\gamma, H)Q(U) = -\gamma - \langle H, U \rangle. \tag{28}$$

It follows from $g_Q(Z) = \sigma(Z - Z_0)$, (28) and the first-order necessary optimality condition that

$$E(\gamma, H)\sigma(U - Z_0) + H = 0$$

or equivalently

$$U = Z_0 - E(\gamma, H)^{-1}\sigma^{-1}H.$$

Setting $e = E(\gamma, H)$ and substituting it into (28) straightforwardly lead to

$$eQ(U) + \gamma + \langle H, U \rangle = e \left(Q_0 + \frac{1}{2} \|e^{-1}\sigma^{-1}H\|^2_F\right) + \gamma + \langle H, Z_0 - e^{-1}\sigma^{-1}H \rangle$$

$$= e \left(Q_0 + \frac{1}{2} e^{-2}\sigma^{-2}\|H\|^2_F\right) + \gamma + Tr(H^TZ_0) + e^{-1}\sigma^{-1}\|H\|^2_F$$

$$= Q_0e^2 + \left(\gamma + Tr(H^TZ_0)\right)e + \left(\frac{1}{2}\sigma^{-2} - \sigma^{-1}\right)\|H\|^2_F$$

$$= Q_0e^2 + \xi_1 e + \xi_2 = 0,$$

where $\xi_1 = \gamma + Tr(H^TZ_0)$ and $\xi_2 = \left(\frac{1}{2}\sigma^{-2} - \sigma^{-1}\right)\|H\|^2_F$. Solving this quadratic equation and selecting the larger solution lead to

$$E(\gamma, H) = -\frac{\xi_1 + \sqrt{\xi_1^2 + 4Q_0\xi_2}}{2Q_0} = \frac{2\xi_1}{\xi_1 + \sqrt{\xi_1^2 + 4Q_0\xi_2}}.$$ 

This completes the proof. \qed

3 Numerical experiments

This section reports extensive numerical experiments of the proposed algorithm dealing with some famous inverse problems in applications compared with some popular algorithms and software packages. Nowadays, fast and accurate signal reconstruction or image restoration from indirect and undersampled high-dimensional data using efficient computational techniques is a topic of remarkable interest in data recovery. This motivate us to assess the convergence speed of OSGA and some widely used first-order methods encountering with such practical problems. The experiments divided into two parts. We first consider some imaging problems and give results of experiments with OSGA and some state-of-the-art solvers. In the second part, we adapt some smooth optimization algorithms for nonsmooth problems and report encouraging results and comparisons.
All the codes are written in Matlab, where the algorithms use default parameters proposed by the corresponding papers. For OSGA, we used the prox-function (20) with \( Q_0 = \frac{1}{2} \| x_0 \|_2 + \epsilon \), where \( \epsilon \) the machine precision in Matlab. We also set the following parameters for OSGA:

\[
\delta = 0.9; \quad \alpha_{\text{max}} = 0.7; \quad \kappa = \kappa' = 0.5; \quad \Psi_{\text{target}} = -\infty.
\]

All implementations are executed on a Toshiba Satellite Pro L750-176 laptop with Intel Core i7-2670QM Processor and 8 GB RAM.

### 3.1 Image restoration

Image reconstruction, also called image restoration, is one of the classical linear inverse problems dating back to the 1960s, see for example \([5, 12]\). The goal is to reconstruct images from some observations. Let \( y \in \mathcal{U} \) be a noisy indirect observation of the original image \( x \in \mathcal{X} \) with an unknown noise \( \delta \in \mathcal{U} \) and suppose \( \mathcal{A} : \mathcal{X} \rightarrow \mathcal{U} \) is a linear operator. To recover the unknown vector \( x \), we use the linear inverse model \([1]\). As discussed, according to the ill-conditioned or singular nature of the problem, some regularizations like those used in \([3, 4]\) or the more general model \([8]\) are needed to derive a suitable solution for the corresponding inverse problem, see \([31, 32, 48]\). The strategy employed for solving such penalized optimization problems depends on features of objective functions and regularization terms like differentiability or nondifferentiability and convexity or nonconvexity. It is also known that the quality of the reconstructed image is highly dependent on these features. A typical model for the image reconstruction consists of a smooth objective function penalized by smooth or nonsmooth regularization penalties selected on the basis of expected features of the recovered image.

Let us to suppose that the known image \( x \in \mathcal{X} \) is represented by \( x = \mathcal{W} \tau \) in some basis domain like the wavelet, the curvelet, or the time-frequency domains, where the operator \( \mathcal{W} : \mathcal{U} \rightarrow \mathcal{V} \) can be orthogonal or any dictionary. There are two main strategies for restoring the image \( x \) from an indirect observation \( y \), namely **synthesis** and **analysis**. To recover a clean image, the synthesis approach reconstructs the image by solving the following minimization problem

\[
\min_{\tau \in \mathcal{U}} \frac{1}{2} \| \mathcal{A} \mathcal{W} \tau - y \|^2 + \lambda \varphi(\tau),
\]

where \( \varphi \) is a convex regularizer. If \( \tau^* \) be a optimizer of (29), then an approximation of the clean image \( x \) will be reconstructed using \( x^* = \mathcal{W} \tau^* \). Alternatively, the analysis strategy recover the image instead by solving

\[
\min_{x \in \mathcal{X}} \frac{1}{2} \| \mathcal{A}(x) - y \|^2 + \lambda \varphi(x).
\]

Similarity of the problems (29) and (30) suggests that they could be strongly related. These two approaches are equivalent in some assumptions, while in the variant assumptions are different, for more details see \([27]\). Although various regularizers like \( l_p \)-norm are popular in image restoration, it is arguable that the best known and frequently employed regularizer in analysis approaches for image restoration is **total variation** (TV) regularizations, which will be discussed later in this section. In the sequel, we report our numerical experiments based on the analysis strategy.

The pioneering work on total variation as a regularizer for image denoising and restoration was proposed by Rudin, Osher, and Fatemi in \([19]\). Total variation regularizations are able to restore discontinuities of images and recover edges making it appealing to be widely used in applications. It is originally defined in the infinite-dimensional Hilbert space, however for the digital image processing it is interested to consider it in a finite-dimensional space like \( \mathbb{R}^n \) of pixel values on a two-dimensional lattice. In practice, some discrete versions of TV are favoured to be used. Two standard choices of discrete TV-based regularizers, namely **isotropic total variation** and **anisotropic total variation**, are popular in signal and image processing, where they are respectively defined by

\[
\| X \|_{\text{ITV}} = \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \sqrt{ (X_{i+1,j} - X_{i,j})^2 + (X_{i,j+1} - X_{i,j})^2} \\
+ \sum_{i=1}^{m-1} | X_{i+1,n} - X_{i,n} | + \sum_{i=1}^{n-1} | X_{m+1,j} - X_{m,j} |,
\]

and

\[
\| X \|_{\text{ATV}} = \sum_{i=1}^{m-1} \sum_{j=1}^{n-1} \{ | X_{i+1,j} - X_{i,j} | + | X_{i,j+1} - X_{i,j} | \} \\
+ \sum_{i=1}^{m-1} | X_{i+1,n} - X_{i,n} | + \sum_{i=1}^{n-1} | X_{m+1,j} - X_{m,j} |,
\]
where \( X \in \mathbb{R}^{m \times n} \). The image restoration problem with the discrete TV-based regularization can be formulated by

\[
\min_{X \in \mathbb{R}^{m \times n}} \frac{1}{2} \| A(X) - Y \|_F^2 + \lambda \varphi(X),
\]

where \( A : \mathbb{R}^{m \times n} \to \mathbb{R}^r \) is a linear operator, \( \varphi = \| \cdot \|_{ITV} \) or \( \varphi = \| \cdot \|_{ATV} \) and \( \| X \|_F = \sqrt{\text{Tr} \, X \, X^T} \) is the Frobenius norm in which \( \text{Tr} \) stands for the trace of a matrix.

In what follows, we consider some prominent classes of imaging problems, more specifically denoising, inpainting and deblurring, and conduct our tests on numerous images.

### 3.1.1 Denoising with total variation

Image denoising is one of the most fundamental image restoration problems aiming to remove noise from images, in which the noise comes from some resources like sensor imperfection, poor illumination, or communication errors. While this task itself is a prominent imaging problem, it is important as a component in other processes like the image deblurring with the proximal mapping. The main objective is to denoise images while edges of them are preserved. To do so, various models and ideas have been proposed. Among all of the regularizers, total variation proposed a model preserving discontinuities (edges).

The particular case of \((31)\) when \( A \) is the identity operator, is called **denoising** and is very popular with total variation regularizers. Although the original total variation introduced in \([19]\) is an infinite-dimensional continuous constrained problem, we here consider the following unconstrained discrete finite-dimensional version

\[
X_{Y,\lambda} = \arg\min_{X \in \mathbb{R}^{m \times n}} \frac{1}{2} \| X - Y \|_F^2 + \lambda \varphi(X),
\]

where \( \varphi = \| \cdot \|_{ITV} \) or \( \varphi = \| \cdot \|_{ATV} \). It is clear that both \( \| \cdot \|_{ITV} \) and \( \| \cdot \|_{ATV} \) are the nonsmooth semi-norms and also the proximal operator \((32)\) cannot be solved explicitly for a given \( \lambda \). Rather than solving the problem \((32)\) explicitly, it has been approximately solved by iterative processes like that proposed by CHAMBOLLE in \([21]\). In spite of the fact that the discrete isotropic and anisotropic semi-norms are nonsmooth, they are convex and their subdifferentials are available. Therefore, OSGA can be employed for solving \((32)\).

We consider the isotropic version of the problem \((32)\) where \( Y \) denotes a noisy image and \( X_{Y,\lambda} \) is denoised approximation of the original \( X \) corresponding to a regularization parameter \( \lambda \). We run IST, TwIST \([13]\) and FISTA \([7, 8]\) in order to compare their performances with OSGA’s results. For IST, TwIST and FISTA, we used original codes of the authors except adding more stopping criteria needed in our comparisons. We set \( \lambda = 0.05 \) for all algorithms and preserve all other parameters the same as those reported in their packages. As IST, TwIST and FISTA needs to solve their subproblems iteratively, we consider three different cases by limiting the number of internal iterations to \( chit = 5, 10 \) and \( 20 \) iterations. Now, let us to consider the recovery of the \( 1024 \times 1024 \) Pirate image from its noisy image by IST, TwIST, FISTA and OSGA to verify the results visually and in more details. The noisy image is generated by using the MATLAB internal function \texttt{awgn} with \( \text{SNR} = 15 \), and the algorithms stopped after 50 iterations. The results are summarized in Figures 1 and 2.

To see details of this experimentation, we compare the results of implementations in different measures in Figure 2. The performances are measured by some relative error ratios for step points and function values and also so-called signal-to-noise improvement (ISNR). Here, ISNR and PSNR are defined by

\[
\text{ISNR} = 20 \log_{10} \left( \frac{\| Y - X_0 \|_F}{\| X - X_0 \|_F} \right) \quad \text{and} \quad \text{PSNR} = 20 \log_{10} \left( \frac{\sqrt{m \cdot n}}{\| X - X_0 \|_F} \right),
\]

where \( X_0 \) denotes the \( m \times n \) clean image, \( Y \) is the observed image and pixel values are in \([0, 1]\). Generally, these ratios measure the quality of the restored image \( X \) relative to the blurred or noisy observation \( Y \). From Figure 2, one can see that OSGA outperforms IST, TwIST and FISTA in the sense of all considered measures. Figure 2, simply implies that the denoised image looks good for all considered algorithms, where the best function value and PSNR are attained by OSGA requiring 21.20 seconds to be stopped. However, it can be seen that by increasing the number of Chambolle’s iterations, time of implementations is dramatically increased for IST, TwIST and FISTA, but still they could not attain better function values or PSNR than OSGA.
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Fig. 1: A comparison among IST, TwiIST, FISTA and OSGA for denoising the 1024 \times 1024 Pirate image when they stopped after 50 iterations. Each column stands for comparisons with a different number of Chambolle’s iterations. While the first row denotes the relative error of steps \( \text{rel. 1} := \|x_k - x^*\|_2 / \|x^*\|_2 \) versus iterations, the second row shows the relative error of function values \( \text{rel. 2} := (f_k - f^*)/(f_0 - f^*) \) versus time. The third row illustrates the relative error of function values \( \text{rel. 2} \) versus iterations and fourth row stands for ISNR \((\text{chit} = 5)\) versus iterations.
Fig. 2: Denoising of the 1024 × 1024 Pirate image by IST, TwIST, FISTA and OSGA. Here, F denotes the best function value, PSNR defined by (33) and T stands for CPU time of the algorithms after 50 iterations.
3.1.2 Inpainting with isotropic total variation

Image inpainting is a set of techniques to fill lost or damaged parts of images by undetectable modifications to images for typical viewers who are not aware of the original images. The basic idea is originated from reconstructing of degraded or damaged paintings conventionally carried out by expert artists which is surely very time consuming and risky. Thus, the goal is to produce a modified image in which the inpainted region is unified into an image looking normal for ordinary observers. The pioneering work on digital image inpainting was proposed by Bertalmi et al. in [11] based on nonlinear PDE. Since that lots of applications of inpainting in image interpolation, photo restoration, zooming, super-resolution images, image compression and image transmission have been emerged.

In 2006, Chan in [22] proposed an efficient method to recover piecewise constant or smooth images by combining the total variation regularizers and wavelet representations. Motivated by this work, we consider the inpainting problem with the isotropic total variation to reconstruct images with missing data. We consider the 512 × 512 Head CT image with 40% missing sample, and the same as previous section, IST, TwIST, FISTA and OSGA are employed to recover the image. The parameter $\lambda$ sets to 0.09 and all other parameters of the algorithms are fixed the same as those reported in their packages. Pay attention to the different running time of these algorithms in each step, we consider 50 seconds of the running time as a stopping criterion. To have fair comparisons, three versions of each IST, TwIST and FISTA corresponding to 5, 10 and 20 iterations of Chambolle’s algorithm for solving the proximal subproblems are considered. The results of these implementations are illustrated in Figure 3 and 4.

The same as that discussed for denoising, Figure 3 reports comparisons with some relative error ratios for step points and function values and also ISNR. These results display that IST is not comparable with the others, and also OSGA is superior to IST, TwIST and FISTA regarding all considered measures. Since in the implementation the data is not scaled, PSNR is computed using

$$PSNR = 20 \log_{10} \left( \frac{255 \sqrt{mn}}{\|X - X_0\|_F} \right),$$

where $X_0$ is the clean image. The definition clearly proposes that a bigger PSNR value means smaller $\|X - X_0\|_F$ suggesting the better quality in the restored image. Conversely, a smaller PSNR value indicates bigger $\|X - X_0\|_F$ implying the worse image quality. Figure 5 shows that IST cannot recover the missing data effectively compared with other algorithms. Moreover, the results suggest that OSGA achieves the best function value 187564.02 and the best PSNR 33.13 among the solvers considered.

3.1.3 Deblurring with isotropic total variation

Image blur is one of the most common problem that is happen in the photography and can often ruin photographs. In digital photography, the motion blur is caused by camera shake, which is difficult to avoid in many situations. Therefore, recovering an un-blurred image from a blurred image has been a fundamental research problem in the digital imaging. Again it can be considered as an inverse problem of the form (1). The same as other inverse problems, this is an inherently ill-conditioned problem leading to the optimization problem of the form (5) or (8). Deblurring is generally much harder than denoising because most of algorithms that have been developed for solving this problem need to solve a subproblem of the form (32) in each iteration.

Here, the deblurring problem of the form (31) with the isotropic total variation regularizer is considered. As discussed about denoising and inpainting, IST cannot recover images efficiently and is not comparable with the other considered algorithms. Hence, we instead take advantage of the more sophisticated package SpaRSA [53] in our implementations, so the comparison for deblurring involves TwIST, SpaRSA, FISTA and OSGA. In the implementations, TwIST, SpaRSA and FISTA employ their default parameters, and the regularization parameter set to $\lambda = 0.05$.

We now consider deblurring of the 512 × 512 blurred-noisy Elaine image. Let $Y$ be a blurred/noisy version of this image generated by 9 × 9 uniform blur and adding Gaussian noise with SNR = 40 dB and compare the detailed results of the implementation for the algorithms. We recover it using (31) by the algorithms after 25 seconds of the running time. The results are demonstrated in Figures 5 and 6. In Figure 5, the algorithms are compared regarding relative error ratios for step points and function values and also ISNR. Figures 5 (a), (b) and (c) indicate that OSGA obtains a better level of accuracy regarding both the step point and function value relative errors, while Figure 5 (d) suggests OSGA is superior the others regarding ISNR. To see the constructed results visually, Figure 6 is considered, where it reports...
Fig. 3: A comparison among IST, TwIST, FISTA and OSGA for inpainting the 512 × 512 Head CT image when 40% of its data missing. The algorithms are stopped after 50 seconds of the running time. Each column stands for comparisons with a different number of Chambolle’s iterations. The first row denotes the relative error of steps \( \text{rel. 1} = \|x_k - x^*\|_2 / \|x^*\|_2 \) versus iterations, the second row shows the relative error of function values \( \text{rel. 2} = (f_k - f^*)/(f_0 - f^*) \) versus time, the third row illustrates the relative error of function values \( \text{rel.2} \) versus iterations and fourth row stands for ISNR (33) versus iterations.
Fig. 4: Inpainting of the $512 \times 512$ Head CT image by IST, TwIST, FISTA, OSGA when they stopped after 50 seconds of the running time.
last function value and PSNR of the algorithms. It can be seen that OSGA gets the best function value 107841 and the best PSNR 33.56 among all the considered algorithms.
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(a) rel. 1 vs. iterations, chit = 5
(b) rel. 2 vs. time, chit = 5
(c) rel. 2 vs. iterations, chit = 5
(d) ISNR vs. iterations, chit = 5

Fig. 5: A comparison among TwIST, SpaRSA, FISTA and OSGA for deblurring the 512 × 512 Elaine image with 9 × 9 uniform blur and Gaussian noise with SNR = 40 dB. TwIST, SpaRSA and FISTA exploit chit = 5, and all algorithms are stopped after 100 iterations. In the figure: (a) stands for the relative error of step points rel. 1 = ||x_k − x^*||_2/||x^*||_2 versus iterations, (b) shows the relative error of function values rel. 2 = (f_k − f^*)/(f_0 − f^*) versus time, (c) demonstrates the relative error of function values rel.2 versus iterations and (d) row depict ISNR versus iterations.

We finally consider 72 widely used test images to do more comparisons, where blurred/noisy images are generated by 9 × 9 uniform blur and adding Gaussian noise with SNR = 40 dB. The images recovered by TwIST, SpaRSA, FISTA and OSGA, where the algorithm are stopped after 25 seconds of the running time. The results of reconstructions are summarized in Table 1, where we report the best function value (F), PSNR and CPU time (T) suggesting OSGA outperforms the others. The results are illustrated in Figure 7, where the comparisons are based on the performance profile of Dolan and Moré in [25]. Figure 7 shows that OSGA respectively obtains the most wins by about 84% and 93% for function values and PSNR. It also indicates that all algorithms are recovered images successfully.
Fig. 6: Deblurring of the $512 \times 512$ Elaine image with $9 \times 9$ uniform blur and Gaussian noise with SNR = 40 dB by TwIST, SpaRSA, FISTA and OSGA. The algorithms stopped after 100 iterations, and the number of Chambolle iterations for TwIST, SpaRSA and FISTA is set to $\chi_{it} = 5$. 
Fig. 7: Deblurring of 72 test images with isotropic total variation using TwIST, SpaRSA FISTA, OSGA in 25 seconds of the running time.
| Image Name  | Dimension | F | PSNR | T | F | PSNR | T | F | PSNR | T | F | PSNR | T |
|------------|-----------|---|------|---|---|------|---|---|------|---|---|------|---|
| Airplane   | 256 x 256 | 53380.99 | 24.99 | 5.80 | 52966.30 | 25.14 | 3.56 | 53513.56 | 25.10 | 3.33 | 52832.73 | 25.66 | 3.72 |
| Clock      | 256 x 256 | 16527.67 | 33.75 | 6.50 | 16563.06 | 33.72 | 3.39 | 16549.07 | 33.69 | 3.28 | 16604.08 | 33.18 | 3.72 |
| Computer   | 256 x 256 | 37077.60 | 27.39 | 4.94 | 37098.18 | 27.44 | 3.46 | 37058.69 | 27.39 | 3.46 | 37044.87 | 27.39 | 3.46 |
| Crop       | 256 x 256 | 177.53 | 48.90 | 7.27 | 190.83 | 48.92 | 3.86 | 186.27 | 48.90 | 3.41 | 172.69 | 48.89 | 4.26 |
| Mosquito   | 256 x 256 | 16528.41 | 24.90 | 3.56 | 16528.41 | 24.90 | 3.56 | 16528.41 | 24.90 | 3.56 | 16528.41 | 24.90 | 3.56 |
| Plane      | 256 x 256 | 105947.22 | 32.00 | 23.43 | 105942.26 | 32.06 | 14.29 | 106015.30 | 32.01 | 13.63 | 106039.81 | 32.03 | 13.63 |
| Pattern 1  | 256 x 256 | 17648.60 | 30.22 | 8.76 | 16552.11 | 30.29 | 4.32 | 16718.75 | 30.27 | 3.66 | 16325.69 | 30.17 | 4.13 |
| Pattern 2  | 256 x 256 | 31581.71 | 31.07 | 6.04 | 31740.38 | 30.95 | 4.12 | 31604.08 | 30.89 | 3.36 | 31502.30 | 30.67 | 4.28 |
| PatternSpeed | 256 x 256 | 30700.61 | 28.33 | 7.98 | 30610.62 | 28.31 | 4.12 | 30730.93 | 28.39 | 3.37 | 30468.62 | 28.73 | 4.19 |
| Pattern 2  | 512 x 512 | 105947.22 | 32.00 | 23.43 | 105942.26 | 32.06 | 14.29 | 106015.30 | 32.01 | 13.63 | 106039.81 | 32.03 | 13.63 |
| Plane      | 512 x 512 | 17648.60 | 30.22 | 8.76 | 16552.11 | 30.29 | 4.32 | 16718.75 | 30.27 | 3.66 | 16325.69 | 30.17 | 4.13 |
| Pattern 1  | 512 x 512 | 31581.71 | 31.07 | 6.04 | 31740.38 | 30.95 | 4.12 | 31604.08 | 30.89 | 3.36 | 31502.30 | 30.67 | 4.28 |
| Pattern 2  | 512 x 512 | 30700.61 | 28.33 | 7.98 | 30610.62 | 28.31 | 4.12 | 30730.93 | 28.39 | 3.37 | 30468.62 | 28.73 | 4.19 |
| Car & APCo1 | 256 x 256 | 17648.60 | 30.22 | 8.76 | 16552.11 | 30.29 | 4.32 | 16718.75 | 30.27 | 3.66 | 16325.69 | 30.17 | 4.13 |
| Car & APCo2 | 256 x 256 | 31581.71 | 31.07 | 6.04 | 31740.38 | 30.95 | 4.12 | 31604.08 | 30.89 | 3.36 | 31502.30 | 30.67 | 4.28 |
| Car & APCo1 | 512 x 512 | 105947.22 | 32.00 | 23.43 | 105942.26 | 32.06 | 14.29 | 106015.30 | 32.01 | 13.63 | 106039.81 | 32.03 | 13.63 |
| Car & APCo2 | 512 x 512 | 17648.60 | 30.22 | 8.76 | 16552.11 | 30.29 | 4.32 | 16718.75 | 30.27 | 3.66 | 16325.69 | 30.17 | 4.13 |
| Crowd 1    | 512 x 512 | 137437.13 | 31.71 | 23.04 | 137241.10 | 31.77 | 13.31 | 137708.39 | 31.73 | 12.79 | 135171.43 | 31.12 | 16.65 |
| Crowd 2    | 512 x 512 | 213890.70 | 28.16 | 18.55 | 214814.60 | 28.53 | 12.92 | 215504.02 | 28.46 | 11.59 | 212444.44 | 28.16 | 16.65 |
| Houses     | 512 x 512 | 249508.76 | 21.49 | 18.39 | 273059.31 | 21.42 | 12.34 | 249886.20 | 21.59 | 11.99 | 249686.20 | 21.59 | 15.34 |
| Houses     | 512 x 512 | 259041.66 | 25.79 | 25.64 | 262003.88 | 26.09 | 12.34 | 253848.89 | 25.64 | 11.76 | 253848.89 | 25.64 | 15.34 |
| Kernel | Lena | Lifting house | MRR | Fractals | Squares | Trains | Washington DC | Rice | Shepp-logan phantom | Pentagon |
|-------|------|---------------|-----|----------|---------|--------|--------------|------|---------------------|----------|
| Lake 512 x 512 | 155923.23 | 154117.24 | 153557.79 | 153272.14 | 154039.11 | 156013.11 | 155847.17 | 155847.17 | 156013.11 |
| Lake 512 x 512 | 154117.24 | 154117.24 | 154117.24 | 154117.24 | 154117.24 | 154117.24 | 154117.24 | 154117.24 | 154117.24 |
| Lake 512 x 512 | 153557.79 | 153557.79 | 153557.79 | 153557.79 | 153557.79 | 153557.79 | 153557.79 | 153557.79 | 153557.79 |
| Lake 512 x 512 | 153272.14 | 153272.14 | 153272.14 | 153272.14 | 153272.14 | 153272.14 | 153272.14 | 153272.14 | 153272.14 |
| Lake 512 x 512 | 154039.11 | 154039.11 | 154039.11 | 154039.11 | 154039.11 | 154039.11 | 154039.11 | 154039.11 | 154039.11 |
| Lake 512 x 512 | 156013.11 | 156013.11 | 156013.11 | 156013.11 | 156013.11 | 156013.11 | 156013.11 | 156013.11 | 156013.11 |
| Lake 512 x 512 | 155847.17 | 155847.17 | 155847.17 | 155847.17 | 155847.17 | 155847.17 | 155847.17 | 155847.17 | 155847.17 |
| Table 1. Deblurring results (F, T & PSNR) (×512) | | | | | | | | | |
3.2 Comparisons with first-order methods

As in the first section discussed, there is an excessive gap between the optimal complexity of first-order methods for solving smooth and nonsmooth convex problems to get an \( \varepsilon \)-solution, where it is \( O(1/\sqrt{\varepsilon}) \) for smooth problems and \( O(1/\varepsilon^2) \) for nonsmooth ones. Inspired by this fact, we consider problems of both cases in the form \([5]\) and run the most well-known first-order algorithms to be compared with OSGA.

In spite of the fact that some first-order methods use the smoothing techniques to solve nonsmooth problems \([14, 15, 41]\), we only consider those that directly solve the original problem. In the other word, we only consider algorithms exploiting the nonsmooth first-order black-box oracle or employing the proximity operators along with the smooth first-order oracle. Hence, during our implementations, the following algorithms are considered:

- PGA: Proximal gradient algorithm \([50]\);
- NSDSG: Nonsummable diminishing subgradient algorithm \([17]\);
- FISTA: Beck and Teboulle’s fast proximal gradient algorithm \([7]\);
- NESCS: Nesterov’s constant step optimal algorithm \([40]\);
- NESUN: Nesterov’s universal gradient algorithm \([46]\);
- NES05: Nesterov’s 2005 optimal algorithm \([41]\);
- NES83: Nesterov’s universal gradient algorithm \([38]\);
- NESCS: Nesterov’s constant step optimal algorithm \([40]\);
- NES05: Nesterov’s 2005 optimal algorithm \([41]\).

The algorithms NES83, NESCS and NES05 originally proposed to solve smooth convex problems, where they use the smooth first-order black-box oracle and attain the optimal complexity of order \( O(1/\sqrt{\varepsilon}) \). Although, obtaining the optimal complexity bound of smooth problems is computationally very interesting, the considered problem \((8)\) is commonly nonsmooth. Recently, NESTEROV in \([44]\) showed that the subgradient of composite functions preserve all important properties of the gradient of smooth convex functions. These facts, motivate us to do some computational investigations on the behaviour of optimal smooth first-order methods in the presence of the nonsmooth first-order black-box oracle, where the oracle passes the subgradient of composite objective functions instead of the gradient of smooth ones. In particular, we here consider Nesterov’s 1983 algorithm, \([38]\), and adapt it to solve \([5]\) by simply preparing the subgradient of the functions as follows:

\[\text{Algorithm 4: NES83 Nesterov’s 1983 algorithm for multi-term affine composite functions}\]

\begin{verbatim}
Input: select \( z \) such that \( z \neq y_0 \) and \( g_{y_0} \neq g_z \); local parameters: \( y_0; \varepsilon > 0; \)
Output: \( x_k; \Psi_{x_k}; \)
begin
\( a_0 \leftarrow 0; \) \( x_{-1} \leftarrow y_0; \)
compute \( g_{y_0} = g_{y}(y_0) \) using NFO-G;
compute \( g_z = g_{y}(z) \) using NFO-G;
\( a_{-1} \leftarrow \|y_0 - z\|/\|g_{y_0} - g_z\|; \)
while stopping criteria do not hold do
\( \hat{\alpha}_k \leftarrow a_{k-1}; \)
\( \hat{x}_k \leftarrow y_k - \hat{\alpha}_k g_y; \)
compute \( \Psi_{x_k} \) using NFO-F;
while \( \Psi_{x_k} < \frac{1}{2} \hat{\alpha}_k \|g_y\|^2 \) do
\( \hat{\alpha}_k \leftarrow p\hat{\alpha}_k; \)
\( \hat{x}_k \leftarrow y_k - \hat{\alpha}_k g_y; \)
compute \( \Psi_{x_k} \) using NFO-F;
end
\( x_k \leftarrow \hat{x}_k; \Psi_{x_k} \leftarrow \Psi_{x_k}; \alpha_k \leftarrow \hat{\alpha}_k; \)
\( a_{k+1} \leftarrow \left( 1 + \sqrt{4a_k^2 + 1} \right) / 2; \)
\( y_{k+1} \leftarrow x_k + (\alpha_k - 1)(x_k - x_{k-1})/a_{k+1}; \)
compute \( g_{y_{k+1}} = g_{y}(y_{k+1}) \) using NFO-G;
end
\end{verbatim}
In the similar way considered for NES83, the algorithms NESCS and NES05 are respectively adapted from Nesterov’s constant step algorithm [40] and Nesterov’s 2005 algorithm [41]. Using this technique, NES83, NESCS and NES05 are able to be used for solving nonsmooth problems as well, however there is no theory to support their convergence at the moment.

Among the algorithms considered, PGA, NSDSG, FISTA, NESCO and NESUN are originally introduced to solve nonsmooth problems, where NSDSG only employs the nonsmooth first-order black-box oracle and the others use the smooth first-order black-box oracle together with the proximal mapping. In the sense of complexity theory, NSDSG is just optimal for nonsmooth problems with the order \( O(1/\varepsilon^2) \), PGA is not optimal with the complexity of the order \( O(1/\varepsilon) \), and FISTA, NESCO and NESUN are optimal with the order \( O(1/\sqrt{\varepsilon}) \). These complexity bounds clearly imply that NSDSG and PGA are not theoretically comparable with the others, however we still consider them in our comparisons to see how much the optimal first-order methods are computationally interesting than the classical first-order methods, especially for solving large-scale problems in applications.

To see clear comparisons among OSGA and the considered algorithms using the nonsmooth first-order oracle and those employing the smooth first-order oracle and the proximal mapping, we consider separate comparisons for NSDSG, NES83, NESCS, NES05 with OSGA and for PGA, NSDSG, FISTA, NESCO, NESUN and OSGA. Most of these algorithms require the global Lipschitz constant \( L \) to determine a step size. While NESCS, NES05, PGA and FISTA use the constant \( L \) to determine a step size, NESCO and NESUN get a lower approximation of \( L \) and adapt it in the backtracking line search schemes, for more details see [43] and [45]. In our implementations of NESCO and NESUN, similar to that proposed in [9], we determine the initial estimate \( L_0 \) by

\[
L_0 = \frac{\|g(x_0) - g(z_0)\|}{\|x_0 - z_0\|},
\]

where \( x_0 \) and \( z_0 \) are two arbitrary points such that \( x_0 \neq z_0 \) and \( g(x_0) \neq g(z_0) \). In [33], Nesterov used an equivalent scheme to determine an initial step size that can be seen in NES83. For NSDSG, the step size is calculated by \( \alpha_0/\sqrt{k} \), where \( k \) is the current iteration number and \( \alpha_0 \) is a positive constant that should be specified as big as possible that the algorithm is not divergent, see [17]. All the other parameters of the algorithms are set to those reported in the considered papers.

We here consider solving an underdetermined system \( Ax = y \), where \( A \) is an \( m \times n \) random matrix and \( y \) is a random \( m \)-vector. This problem is frequently appeared in applications, and the goal is to determine \( x \) by optimization techniques. Considering the ill-conditioned feature of this problem, the most popular optimization-based models are [3] and [4], where [3] is clearly smooth and [4] is nonsmooth. In each case, we consider both dense and sparse data. More precisely, we construct the dense data by setting \( A = \text{rand}(m,n) \), \( y = \text{rand}(1,m) \) and the initial point \( x_0 = \text{rand}(1,n) \) and create the sparse data by taking advantage of \( A = \text{sprand}(m,n,0.05) \), \( y = \text{sprand}(1,m,0.05) \) and the initial point \( x_0 = \text{rand}(1,n,0.05) \). The problems use \( m = 5000 \) and \( n = 10000 \) and employ \( \lambda = 1 \) similar to [11]. For the dense problems, the algorithms are stopped after 60 seconds of the running time, and for the sparse problems, they are stopped after 45 seconds. Let to define

\[
\hat{L} = \max_{1 \leq i \leq n} \|a_i\|^2,
\]

where \( a_i \) for \( i = 1, 2, \ldots, n \) are columns of \( A \). For the dense and sparse problems, NESCS, NES05, PGA and FISTA respectively use \( L = 10^4\hat{L} \) and \( L = 10^2\hat{L} \). Also, NSDSG employs \( \alpha_0 = 10^{-7} \) and \( \alpha_0 = 10^{-4} \) for the dense and sparse problems, respectively. To assess the considered algorithms, we now solve [3] and [4] for both dense and sparse data, where the results are respectively illustrated in Figures 8 and 9.

In Figure 8, (a) and (b) illustrate the results of dense data, while (c) and (d) demonstrate the results of sparse data. From this figure, it can be seen that NSDSG and PGA are not competitive with the others certifying the theoretical results about their complexity. More specifically, Figure 8 (a) and (c) imply that NES83 and NES05 are competitive and produce better results compared with NESCS, and also OSGA achieves the best results especially for sparse data. Figure 8 (b) and (d) suggest that NESCO, NESUN and FISTA are comparable, but still OSGA generates better results compared with them. Figure 9 depicts the results of reconstructing an approximation solution for the nonsmooth problem considering the considered algorithms. By the same interpretation of Figure 9, we see that most of the optimal methods produce better results than classical ones and also are competitive with each other, however OSGA commonly obtains the best results among them. Summarizing the results of both figures, we see that the adapted algorithms NES83, NESCS and NES05 are comparable or even better the other optimal algorithms, especially for NES83.
Fig. 8: A comparison among the considered algorithms for solving the $l^2 - l^2$ problem (3): (a) and (b) stand for the dense data, where the algorithms stopped after 60 seconds; (c) and (d) show the results of the sparse data, where the algorithms stopped after 45 seconds.

3.3 Sparse optimization

In recent decades, take advantage of sparse solutions by using the structure of problems has become a common task in various applications of applied mathematics and particularly optimization, where applications are mostly arising in the fields of signal and image processing, statistics, machine learning and data mining. In the most cases, the problem consists of the high-dimensional data, and small number of measurements are accessible, where the core of these problems involves an optimization problem. Thanks to the sparsity of solutions and the structure of problems, these optimization problems can be solved in reasonable time even for the extremely high-dimensional data sets. Basis pursuit, lasso, wavelet-based deconvolution and compressed sensing are some examples, where the last one receives lots of attentions during the recent years.

Among fields involving sparse optimization, compressed sensing, also called compressive sensing and compressive sampling, is a novel sensing/sampling framework for acquiring and recovering objects like a sparse image or signal in the most efficient way possible with employing an incoherent projecting
basis. On the one hand, conventional processes in the image/signal acquisition from frequency data follow the Nyquist-Shannon density sampling theorem declared that the number of samples required for reconstructing an image matches the number of pixels in the image and for recovering a signal without error is devoted by its bandwidth. On the other hand, it is known that most of the data we acquire can be thrown away with almost no perceptual loss. Then, the question is: why all the data should acquired while most of them will be thrown away? Also, can we only recover parts of the data that will be useful in the final reconstruction? In response to these questions, a novel sensing/sampling approach was introduced which goes against common wisdom in data acquisition, namely compressed sensing, for example see [19, 20, 26] and references therein.

It is known that compressed sensing supposes that the considered object, image or signal, has a sparse representation in some bases or dictionaries, and the considered representation dictionary is incoherence with the sensing basis, see [18, 26]. The idea behind this framework is centred on how many measurements are necessary to reconstruct the original image/signal and the related nonlinear reconstruction techniques needed to recover this image/signal. It means that the object is recovered reasonably well from highly
undersampled data, in spite of violating the traditional Nyquist-Shannon sampling constraints. In other words, once an object is known to be sparse in a specific dictionary, one should find a set of measurement or sensing basis supposed to be incoherent with the dictionary, and afterwards an underdetermined system of linear equations of the form \( \sum_{j=1}^{n} a_{ij} = 0 \) is emerged which is usually ill-conditioned system. Some theoretical results in [10] 20 26 yield that the minimum number of measurements required to reconstruct the original object provide a specific pair of measurement matrices and optimization problems. Thus, the main challenge is how to reformulate this inverse problem as an appropriate minimization problem including regularization terms and solve it by a suitable optimization techniques.

We now consider the inverse problem \( \sum_{j=1}^{n} a_{ij} = 0 \) in the matrix form with \( A \in \mathbb{R}^{m \times n}, x \in \mathbb{R}^{n} \) and \( y \in \mathbb{R}^{m} \), where the observation is deficient, \( m < n \), as a common interest in compressed sensing. Therefore, the object \( x \) can not be recovered from the observation \( y \), even in noiseless system \( Ax = y \), unless some additional assumptions like sparsity of \( x \) is presumed. We here consider a sparse signal \( x \in \mathbb{R}^{n} \) that should be recovered the observation \( y \in \mathbb{R}^{m} \), where \( A \) is obtained by first filling it with independent samples of the standard Gaussian distribution and then orthonormalizing the rows, see [28]. In our experiments, we consider \( m = 5000 \) and \( n = 10000 \), where the original signal \( x \) consist of 300 randomly placed \pm 1 spikes, and \( y \) is generated using \( y = Ax \) by \( \sigma^2 = 10^{-6} \). We reconstruct \( x \) from \( y \), where the regularization parameter is determined by \( \lambda = 0.1 \| Ay \|_\infty \) or \( \lambda = 0.001 \| Ay \|_\infty \). The algorithms stopped after 20 seconds of the running time, and the results are illustrated in Figure 10.

Figure 10 illustrates the results of the sparse signal recovery using NSDSG, NSE83, NESCS, NES05, PGA, FISTA, NESCO, NESUN and OSGA, where the the results are compared in the sense of function values and MSE. Indeed, MSE is a usual measure of comparisons in signal reconstruction defined by

\[
MSE(x) = \frac{1}{n} \| x - x_0 \|^2,
\]

where \( x_0 \) is the original signal. The results of Figure 10 indicate that NSDSG, PGA, NESCO and NESUN are unsuccessful to recover the image accurately, where NESCO and NESUN could not leave the backtracking line searches in a reasonable number of inner iterations which dramatically decrease the step sizes. In Figure 10 (a) and (b), we see that NSE83, NESCS, NES05, FISTA and OSGA can reconstruct the signal accurately, however NES83 and OSGA are much faster than the others regarding both function values and MSE. To see the sensitivity of the algorithms to the regularization parameter, Figure 10 (c) and (d) demonstrate the results of recovery for the smaller regularization parameter \( \lambda = 0.001 \| Ay \|_\infty \). It is clear that NESCS, NES05 and FISTA are more sensitive than NES83 and OSGA to the regularization parameter, where they could not get an accurate approximation of the original signal when the regularization parameter decreased.

To show the results of our test visually, we depict the recovered signals of the experiment reported in Figure 10 (a) and (b) in Figure 11. In this figure, we are not consider the recovered signal of NSDSG, PGA, NESCO and NESUN because they could not accurately recovered the signal. For comparison, we also add the direct solution \( x = A^T(AA^T)^{-1}y \) indicating that this solution is very inaccurate. The results suggest that NSE83, NESCS, NES05, FISTA and OSGA can recover the visually acceptable approximate for the original signal. Summarizing the results of Figures 10 and 11, it can be seen that NES83 and OSGA just need about 15 iterations to achieve an acceptable results, while NESCS, NES05 and FISTA require about 100 iterations to reach this accuracy.

4 Concluding remarks

Simple gradient and subgradient procedures are historically first numerical schemes proposed for solving smooth and nonsmooth convex optimization, respectively. Theoretical and computational results of them indicate that they are very slow to be able to solve large-scale practical problems in applications. However, these algorithms has simple structure and need low amount of memory in implementations. These facts motivate many researchers to develop the theory and computational aspects of the first-order methods, especially the optimal first-order methods are both theoretically and computationally very interesting.

In this paper, we study and develop an optimal subgradient algorithm called OSGA for the class of multi-term affine composite functions. The algorithm is flexible enough to handle a broad class of convex optimization problems and has simple structure. It also has no need to global parameters like Lipschitz constants except for the strong convexity parameter, which can be set to zero when it is not known. We consider some examples from linear inverse problems and report extensive numerical results by comparing
OSGA with some state-of-the-art algorithms and software packages. The numerical results suggest that OSGA is computationally competitive or even better than the considered state-of-the-art solvers designed specifically for solving these special problems. It can often reach the fast rate of convergence even beyond the theoretical rate suggesting that OSGA is the promising algorithm for solving wide range of structured convex optimization problems.

We also develop some optimal first-order methods that originally proposed for solving smooth convex optimization to deal with nonsmooth problems as well. To this end, we are simply pass a subgradient of nonsmooth objective function to these algorithms instead of the gradient of smooth functions. This simply means that we change their original oracle by the nonsmooth black-box oracle. The numerical results show the adapted algorithms are treating promising and can produce competitive or even better results than the other considered algorithms specifically proposed for nonsmooth problems. However, they are not supported by any theoretical results at the moment, so it can be an interesting topic for future researches.

Fig. 10: Recovering a noisy sparse signal using $\ell_2 - \ell_1$ problem (4), where the algorithms stopped after 20 seconds of the running time. (a) and (b) show the results for the regularization parameter $\lambda = 0.1\|Ay\|_\infty$, while (c) and (d) indicate the results for the regularization parameter $\lambda = 0.001\|Ay\|_\infty$. 
Fig. 11: Recovering a noisy sparse signal using $l_2^2 - l_1$ problem \((4)\) by NES83, NESCS, NES05, FISTA OSGA. The algorithms stopped after 20 seconds of the running time, and the quality measure MSE is defined by \((34)\).

The current paper just considers the unconstrained convex optimization problems, however the constrained versions can also developed by extending some essential theory. The constrained versions for some simple constraints considered in \([1,2]\). Furthermore, for problems involving costly direct and adjoint operators, a version of OSGA using the multi-dimensional subspace search is established in \([3,4]\). Finally, many more applications could be considered. For example, a more thorough computational experiments and comparisons on sparse optimization problems with group regularizer like $l_1/l_2$ or $l_1/l_{\infty}$ norm could be considered, but this is beyond the scope of the current work and remain for future researches.
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