Structure and Performance of GFDL’s CM4.0 Climate Model
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Abstract  We describe the Geophysical Fluid Dynamics Laboratory’s CM4.0 physical climate model, with emphasis on those aspects that may be of particular importance to users of this model and its simulations. The model is built with the AM4.0/LM4.0 atmosphere/land model and OM4.0 ocean model. Topics include the rationale for key choices made in the model formulation, the stability as well as drift of the preindustrial control simulation, and comparison of key aspects of the historical simulations with observations from recent decades. Notable achievements include the relatively small biases in seasonal spatial patterns of top-of-atmosphere fluxes, surface temperature, and precipitation; reduced double Intertropical Convergence Zone bias; dramatically improved representation of ocean boundary currents; a high-quality simulation of climatological Arctic sea ice extent and its recent decline; and excellent simulation of the El Niño-Southern Oscillation spectrum and structure. Areas of concern include inadequate deep convection in the Nordic Seas; an inaccurate Antarctic sea ice simulation; precipitation and wind composites still affected by the equatorial cold tongue bias; muted variability in the Atlantic Meridional Overturning Circulation; strong 100 year quasiperiodicity in Southern Ocean ventilation; and a lack of historical warming before 1990 and too rapid warming thereafter due to high climate sensitivity and strong aerosol forcing, in contrast to the observational record. Overall, CM4.0 scores very well in its fidelity against observations compared to the Coupled Model Intercomparison Project Phase 5 generation in terms of both mean state and modes of variability and should prove a valuable new addition for analysis across a broad array of applications.

Plain Language Summary  The Geophysical Fluid Dynamics Laboratory (GFDL) of the National Oceanic and Atmospheric Administration participates along with a number of model centers around the world in constructing state-of-the-art climate models for use in studies for climate change and prediction. GFDL’s latest multipurpose atmosphere-ocean coupled climate model, CM4.0, is described here. It consists of GFDL’s latest atmosphere and land models at about 100 km horizontal resolution and ocean and sea ice models at roughly 25 km horizontal resolution. A handful of standard experiments have been conducted with CM4.0 for participation in the Coupled Model Intercomparison Project Phase 6, an archive of climate model results utilized by the Intergovernmental Panel on Climate Change and the climate research community more generally. The model results have been extensively evaluated against observations. This paper makes the case that CM4.0 ranks high among state-of-the-art coupled climate models by many measures of bias in the simulated climatology and in its ability to capture modes of climate variability such as the El Niño-Southern Oscillation and Madden-Julian Oscillation. The paper also discusses some potential weaknesses, including unrealistically large internal variability in the Southern Ocean and insufficient warming before 1990 in the simulation of the twentieth century.
1. Introduction

This paper provides descriptive documentation of some of the critical elements of the CM4.0 coupled model developed at the National Oceanic and Atmospheric Administration's Geophysical Fluid Dynamics Laboratory (GFDL), results from which are being submitted to the Coupled Model Intercomparison Project Phase 6 (CMIP6) archive. As part of this description, we motivate some of the choices made when this project was initiated and along the development path. We highlight some of the strengths and limitations of the resulting model that might be of particular interest to those analyzing its climate simulations and utilizing it to address a variety of key issues in climate science.

Data from the CM4.0 simulations deposited in the CMIP6 archive have been tagged with the identifier doi.org/10.22033/ESGF/CMIP6.1402 for citation purposes. Model source code is available online (https://doi.org/10.5281/zenodo.3339397). We also provide the links to CM4.0 model inputs and outputs, selected analysis scripts, and supporting data, among others (https://data1.gfdl.noaa.gov/nomads/forms/cm4/).

We begin in section 2 with a brief description of how this effort relates to other coupled climate models constructed at GFDL and the components from which CM4.0 is constructed. Several of the key new model components have been documented in detail elsewhere, specifically the atmospheric component in Zhao et al. (2018a, 2018b) and the ocean/sea ice component in Adcroft et al. (2019). In section 3, some of the central issues faced during the development of this model are introduced. Section 4 then describes the preindustrial control (piControl) simulation, including drift and the Southern Ocean-induced low-frequency variability (section 4.1), as well as the Atlantic Meridional Overturning Circulation (AMOC) and other aspects of the Atlantic simulation (section 4.2). The historical simulation with CMIP6 recommended forcings from 1850–2014 is described in section 5. The time evolution of temperature in the historical simulations is presented in section 5.1. The transient climate response (TCR) and our estimate of effective and equilibrium climate sensitivity are mentioned, but the idealized 1%/year and abrupt quadrupling $CO_2$ simulations on which these estimates are based are addressed in a companion paper on the climate sensitivity of CM4.0. A necessarily selective presentation of the quality of the simulation of the climate of recent decades in the historical simulation is provided in section 5.2, focusing on temperature, precipitation, and top-of-atmosphere (TOA) fluxes, comparing these to the CMIP5 ensemble of models, to other GFDL coupled models and/or to Atmospheric Model Intercomparison Project (AMIP) simulations. We return to the AMOC simulation in the historical run in section 5.3, the sea ice simulation in section 5.4, and biases in atmosphere and oceans in the tropical basins in section 5.5, providing background for the discussion of the El Niño-Southern Oscillation (ENSO) simulation in section 5.6. Some concluding remarks and lessons learned are included in section 6.

2. Model Configuration and Relationships With Other Past and Ongoing Modeling Efforts at GFDL

Following on earlier pioneering efforts, global coupled model development activity at GFDL was reorganized on a more lab-wide basis in the early 2000s, building on a common software infrastructure (the Flexible Modeling System, Balaji, 2012). This effort resulted in the CM2.1 model (Delworth et al., 2006) from which results were provided for CMIP3. CM2.1 later evolved into higher-resolution versions CM2.5 and CM2.6 (Delworth et al., 2012), as well as models with high resolution only in the atmosphere (Vecchi et al., 2014; Murakami et al., 2015). The higher-resolution atmosphere in these coupled models utilizes the cubed sphere version of the finite volume atmospheric dynamical core (Putman & Lin, 2007).

The atmospheric components of all of these models have prescribed aerosols and ozone concentrations. The ocean component is based on MOM4 (Griffies et al., 2004), using a z-like vertical coordinate and including a mesoscale eddy closure of the Gent-McWilliams form (Gent et al., 1995), except in CM2.5 and CM2.6, in which the mesoscale closure is removed (Griffies et al., 2015). An Earth System Model (ESM2M) with closed atmosphere/land/ocean carbon cycle was built on top of CM2.1, while an alternative ESM (denoted ESM2G) was constructed using the atmospheric component of CM2.1 and an ocean model with an isopycnal vertical coordinate (Dunne et al., 2012). An ESM based on CM2.6, with high resolution in atmosphere and ocean, has also been analyzed (Saba et al., 2016).

The CM3 model that provided results for CMIP5 (Donner et al., 2011) was a departure from the CM2 series in the atmosphere (AM3), with a new convective closure, with the addition of a substantial tropospheric...
and stratospheric chemical mechanism allowing for the treatment of ozone as a prognostic variable and the ability to run from emissions of aerosol precursors, and with more resolution in the stratosphere and a higher model top. This model also incorporated the cubed sphere dynamical core. It included the laboratory’s first attempt at simulating indirect aerosol effects, which emerged as being very large. Modified versions of CM3, with weaker indirect aerosol cooling (Golaz et al., 2013), were found to provide better simulations of the trajectory of twentieth century warming. The ocean and sea ice components of CM3 are very close to those in CM2.1 (Griffies et al., 2011). LM3, the land component of ESM2M, ESM2G, and CM3 (Milly et al., 2014), was substantially modified from that in previous models, in its hydrology, and especially in its interactive vegetation (Shevliakova et al., 2009).

A higher-resolution atmospheric model (HiRAM) was also developed to explore the potential of a simpler convective closure unifying shallow and deep convection but without the higher top and the chemistry/aerosol package of AM3. AMIP and future snapshot simulations from HiRAM at both 50 and 25 km resolution were provided to the CMIP5 archive.

As described in Zhao et al. (2018a, 2018b), the AM4.0 model was primarily designed to build upon the results from AM3 and HiRAM. New features of this model include substantial improvements to the radiation code; a topographic gravity wave drag with a novel treatment of anisotropy; a “light” chemistry mechanism using AM3’s as a starting point, with the capability of simulating aerosols from emissions but with prescribed ozone and other oxidants; aerosol and cloud microphysics modules similar to AM3’s but with modifications that affect the indirect aerosol effect; and a new “double-plume” convective closure for shallow and deep convection. The atmospheric model’s dynamical core is the cube-sphere finite volume (FV3) hydrostatic version (Putman & Lin, 2007) modified from the version in AM3 to improve treatment of orography and computation efficiency.

The atmospheric component of CM4.0 is identical to the atmospheric model AM4.0 documented by Zhao et al. (2018a, 2018b) with no retuning. AM4.0 has C96 resolution, that is, there are 96 × 96 grid boxes on each of the six cube faces that cover the sphere or roughly 100 km resolution. It has 33 vertical levels topped at 1 hPa with limited stratospheric resolution that would be commonly categorized as “low top.” CM4.0 uses a new ocean code (MOM6) with a variety of innovations including a generalized vertical coordinate, new treatment of the bottom boundary, and a new surface boundary layer scheme. The ocean code is documented in Adcroft et al. (2019) along with the detailed formulation used in OM4.0, the oceanic component of CM4.0. OM4.0 has a nominal horizontal grid spacing of 0.25° with a tri-polar grid following Murray (1996). A noteworthy feature is that the ocean model is run with no advective or diffusive mesoscale eddy closure, although it does include a submesoscale stirring parameterization based on that in Fox-Kemper et al. (2008) that provides a vertical buoyancy flux in the mixed layer, to which the model is sensitive. The model has 75 degrees of freedom in the vertical utilizing hybrid vertical coordinates similar to those in Chassignet et al. (2003). The upper water column is z coordinate with 2 m grid spacing near the surface, increasing to roughly 20 m at 200 m depth. The coordinate transitions to isopycnal surfaces (referred to 2,000 dbar) in the upper thermocline and remains isopycnal throughout the abyssal ocean. The simulations referred to here as OM4.0 follow the interannual forcing Coordinated Ocean-Ice Reference Experiment 2 (CORE2) protocol (Danabasoglu et al., 2014) in which an atmospheric reanalysis drives the ice-ocean model.

CM4.0 also incorporates a new sea ice model, SIS2.0, which is a significant upgrade from the SIS model used in previous generations of GFDL climate models (Delworth et al., 2006). SIS2.0 has five thickness categories, and the vertical thermodynamics uses four ice layers and one snow layer. A radiative transfer scheme is incorporated for simulation of the vertical profile of shortwave absorption. The model dynamics use a C-grid stencil as does the ocean. More details about SIS2.0 can be found in Adcroft et al. (2019).

While the land model utilized has much in common with the model LM4.0 used in the AM4.0 documentation papers, there are significant differences, and the land component of CM4.0 is referred to as LM4.0.1. In particular, there are differences in settings related to albedos associated with snow masking of vegetation as well as the albedo of snow on glaciers. The model here has interactive vegetation similar to that used in LM3. The land model has a tiling structure in which different tiles interact with the same atmospheric column. The piControl, 1%, and 4X simulations share a version of the land model in which crop, pasture, natural vegetation, and glacial tiles are included. The historical runs include secondary-growth forest tiles as well. This difference is relevant for the spin-up procedure for the historical simulation in the coupled model, but
the most important effects are on the carbon cycle over land, and we leave detailed discussion of this aspect of the model for the ESM4.0 documentation to follow.

We include a carbon cycle on land and in the ocean that is purely diagnostic (all CM4.0 simulations use prescribed atmospheric CO₂ concentrations). The land component is similar to that in ESM2M (Shevliakova et al., 2009). The ocean biogeochemistry component, referred to as Biology Light Iron Nutrient and Gas model, will be documented elsewhere. We ensure the purely diagnostic character of the model's carbon cycle by prescribing ocean color—eliminating the interaction between ocean biology and the depth of penetration of solar radiation. However, given the lack of developmental focus and resulting problematic aspects of the land carbon simulation, we de-emphasize the carbon simulation here in favor of the more comprehensive and better calibrated version incorporated into the Earth system version of this model, ESM4.0.

3. Summary of Key Focus Areas Along Development Path

This paper does not attempt to provide detailed documentation of the development path for this model, but we do provide a qualitative guide to some of the main issues considered, confining the description of quantitative results for the final configuration of CM4.0 in the sections to follow.

1. As discussed in Adcroft et al. (2019), the choice of 0.25° resolution in the ocean results in a much improved representation of boundary currents throughout the global ocean as well as eddy formation from the tropics through midlatitudes but is presumed inadequate for baroclinic eddy formation in higher latitudes. We experimented with a mesoscale closure that sets in at the point at which the first deformation radius is unresolved, as described by Hallberg (2013), and also an energy backscatter scheme following Jansen et al. (2015), to improve the simulation of marginally resolved eddy fields, both of which show some promise, but issues with the resulting simulations prevented the incorporation of either of these approaches.

2. The implementation of a hybrid vertical coordinate in OM4.0, which reduces spurious cross-isopycnal mixing, impacts bottom water formation simulations in particular but still leaves room for further optimization, as discussed in Adcroft et al. (2019). The development of OM4.0 was intended in part to produce a relatively clean baseline whose performance would be useful as a guide for the generation of future versions with optimized subgrid closures and specification of the hybrid vertical coordinate.

3. Our original intention was to create a model that was more evenly balanced computationally between ocean and atmosphere, using a C192 atmospheric component (roughly 50 km resolution) rather than C96, with C96 providing a development prototype for this higher-resolution version. However, development of the C192 coupled model proved to be too computationally intensive given the resources available, and initial indications were that increasing horizontal resolution only, leaving all physics packages and vertical resolution unchanged, did not result in major reductions in most coupled model biases. We chose instead to use the C192 version of CM4.0, which as expected does improve simulations of tropical cyclones, the probability density function of rainfall intensity more generally, and climatology in regions of complex topography, as a contribution to HighResMIP (Haarsma et al., 2016).

4. While several forays were made in the development of CM4.0 to leverage simulations using the 0.5° ocean being developed for ESM4.0, the climate biases were sufficiently different in the two models, for example, in ocean drifts and in the ENSO simulation, that the process effectively evolved into distinct development branches for the two models.

5. While the quality of the mean tropical climate was relatively steady over the full model development path, the characteristics of the ENSO simulation varied considerably, from being dominated by higher, quasi-biennial frequencies to having lower frequencies and larger amplitudes. Quantification of these ENSO characteristics required at least 100 year simulations. As such long simulations were rarely generated, clean comparisons for attribution of individual parameter sensitivities were not performed. As such, we did not tune explicitly for ENSO quality, given uncertainty as to the key controlling modeling choices and being unclear on how to do so efficiently.

6. As we discuss in section 4.1, a key problematic feature in late-stage development of CM4.0 was the appearance of quasiperiodic superpolyanys in the Southern subpolar ocean with roughly 100 year period. This kind of variability is present in other models at GFDL and elsewhere (e.g., Dufour et al., 2017; Martin et al., 2013; Zhang et al., 2017), but the CM4.0 version is very strong, likely unrealistically so. Following experience in a complementary development effort by GFDL colleagues coupling the AM4.0 atmosphere to a 1° ocean model, we attempted to ameliorate the strength of these events by increasing the near-infrared
albedo of glaciers and icecaps when snow covered. This served to decrease ocean heat uptake and delay the formation of the first superpolynyas during the piControl simulation, by reducing the stratification in the upper subpolar oceans through invigorated convection on the margins of Antarctica, preventing the heat buildup that results in more explosive release in the open ocean. (This change could also be motivated by the desire to reduce the bias in TOA reflected shortwave flux over Antarctica.) But superpolynyas still form eventually.

7. Land model development focused on concerns regarding slow trends toward unrealistically extensive boreal forests in the preindustrial control simulation, which was addressed with modifications to vegetation masking of snow albedos, as well as on the aforementioned glacial albedos.

8. As discussed in Zhao et al. (2018b), the Cess sensitivity of AM4.0/LM4.0, computed by increasing sea surface temperature (SST) uniformly by 2 K and examining the change in the net TOA flux (Cess et al., 1990, 1996), is relatively modest (0.57 K/Wm²). However, throughout the CM4.0 development, it was clear that this coupled model had higher than expected TCR and high equilibrium sensitivity, given this modest Cess sensitivity.

9. The aerosol forcing in CM4.0 is consistent with that discussed using long (150 year) AMIP runs in Zhao et al. (2018b) and will be analyzed in more detail elsewhere. There was concern during the development process that CM4.0's historical simulation would have undesirable features consistent with too large a TCR and too strong aerosol cooling, and we did perform a few preliminary historical simulations as the model developed with this issue in mind. Zhao et al. (2018b) describe some choices in the convection/cloud scheme in AM4.0 in which alternatives were favored that reduced the Cess sensitivity but did not impact the overall quality of the AMIP model, choices based in part on early qualitative indications of the coupled model's high sensitivity. But, in fact, these turned out to have little effect on the coupled model's sensitivity. The reduction in the strength of the negative aerosol forcing as compared to AM3 is described in Zhao et al. (2018b) along with a discussion of the multifaceted explanation for this difference based on analysis of the long AMIP runs. Relevant factors include changes in wet removal, especially by snow, and from improvements in the numerical algorithm for computing aerosol activation.

10. No alternative ocean or sea ice formulations were incorporated with the specific goal of trying to modify TCR. While uncertainties in sea ice albedos provide some room for a reduction in albedo feedback, the high quality of the simulation of the seasonal cycle of Arctic sea ice provided little motivation for this kind of optimization.

11. AM4.0/CM4.0 are the first GFDL models that incorporate the orographic drag scheme described in Garner (2005, 2018). Use of this scheme is motivated by its natural representation of the effects of anisotropic subgrid scale orography (the resulting parameterized mountain torque is related to the low level winds through a nondiagonal tensor, the form of this tensor being determined by a single precomputation using high-resolution orography). CM4.0 is sensitive to a number of features of this scheme, sensitivity that is much less apparent in uncoupled atmosphere/land simulations, in a manner that we have not fully analyzed, including factors that control the subgrid drag simulated over Greenland.

4. The Preindustrial Control
4.1. Mean Temperature Evolution, Energy Balance, and Centennial-Scale Variability
Preliminary preindustrial control (piControl) simulations were almost exclusively less than 100 years in length. The only run extended for more than 500 years, before the model was finalized, was terminated to adjust glacial albedos in an attempt to ameliorate or at least postpone the superpolynya behavior, as mentioned in section 3.

The piControl simulation designated as the CMIP6 Diagnostic, Evaluation and Characterization of Klima (DECK) (Eyring et al., 2016) contribution for this model consists of Years 151–650 from the run for which the evolution of global mean SST is displayed in Figure 1. The ocean initial condition was taken from temperatures and salinities in the World Ocean Atlas (Locarnini et al., 2013; Zweng et al., 2013). The first 150 years are a period of rapid adjustment of the upper ocean and are discarded for the analysis described here. In the following, Years 151–650 of this run are referred to as piControl Years 1–500. Also displayed in Figure 1 are the observed SSTs over the 1870–2014 period, simply to provide some context for the drift and variability of the control. These observed SSTs are placed in the figure to correspond to the branching time of the DECK historical simulation from the piControl.
Figure 1. Global mean sea surface temperature (SST) using 5-year running averages from the CM4.0 piControl and from the Hadley Centre Sea Ice and Sea Surface Temperature data set (HadISST) (Rayner et al., 2003). The horizontal black and red lines show the SST averages over preindustrial period 1880–1900 for HadISST and over 281–300 for CM4.0 piControl, respectively, indicating about 0.62 K cold bias in the CM4.0 piControl. The solid and dashed vertical lines are the 500 year extent of the CM4.0 piControl placed in the CMIP6 archive as well as the time span of the CM4.0 historical run for the DECK.

The model is too computationally intensive to run multiple millennial simulations or integrate to a true equilibrium, as part of model development (cf. Stouffer, 2004). The characterization of CM4.0’s fully equilibrated state is left for future study. While the model has only weak SST trends over the period that serves as a control for the historical coupled run, there is a slow warming trend interrupted most noticeably by a warm event near the end of the piControl. As described below, this feature emanates from the Southern Ocean.

The preindustrial simulation is biased cold in globally averaged SSTs by roughly 0.6 K, comparing the 1880–1900 periods in Figure 1. This global mean temperature bias increased in the development process when snow-covered glacial albedos were increased with the goal of producing a piControl simulation with less dramatic fluctuation in Southern Ocean deep water formation. No retuning of the atmosphere’s TOA energy balance was attempted to balance this cooling. As mentioned in Zhao et al. (2018a), the global mean surface air temperature is colder than observed by roughly 0.3 K when run in AMIP mode, so the surface air temperature cold bias is presumably larger than the SST bias. (Observations for this early period are not

Figure 2. Surface air temperature anomalies using 11 year running averages in the CM4.0 piControl with respect to the average over piControl Years 1–500 for the globe (black), north of 45°N (blue), and south of 45°S (red).
Figure 2 shows the piControl surface air temperature anomalies (over land and ocean) for the global mean and for means of the two extratropical domains north and south of 45°. The figure illustrates how the global fluctuations are primarily a consequence of much larger fluctuations in the extratropical Southern Hemisphere (SH), and that these fluctuations have relatively little effect on the extratropical Northern Hemisphere (NH).

Information on the superpolynyas that are a central ingredient of this SH variability is shown in Figure 3. The time series of sea ice extent (SIE) and maximum mixed layer depth (MLD) in the middle panel show that the period of these convective events is roughly 100 years in this model and that they penetrate close to the ocean bottom. The geographical pattern of the winter sea ice anomalies over a 10 year period shown in the upper part of Figure 3 illustrates the magnitude of a typical event as seen through the sea ice simulation and indicates the predominate Ross Sea location. The time evolution of the Ross Sea temperature profile (Figure 3L) shows the effect of the polynyas in redistributing heat to the deep ocean and the overall warming trend at all levels over the full 500 years, interrupted by decadal cooling periods during the polynyas. These results reinforce the expectation that the simulation is not equilibrated in the subpolar Southern Ocean.

Figure 3. Ross Sea polynya events in the CM4.0 piControl experiment. (a–j) The 10 year sequence of September sea ice concentration (SIC) anomalies (relative to the model climatology) for the polynya event spanning Years 292–301. (k) Time series of September sea ice extent and maximum mixed layer depth computed over the Ross, Amundsen, and Bellingshausen sector (160–300° E). (l) Hovmöller plot of winter (JAS) Ross Sea (160–230° E and 60–90° S) ocean temperature. Dashed blue lines indicate the timing of the polynya event shown in (a)–(j).
Figure 4. Globally averaged heat fluxes using 20 year running averages at top-of-atmosphere (TOA), surface (SURF), ocean (OCN), and TOA minus surface (the green curve, representing an artificial energy sink in the model atmosphere of about 0.08 W/m²) in the CM4.0 piControl.

Because none of our simulations are integrated to equilibrium, we have no information on the variability in the final statistically steady state. A change in glacial albedos near the final stages of model development (see section 3) had a significant effect on the characteristics of the model’s polynyas. While CM4.0’s polynyas are generated in the Ross Sea, before the albedo change the simulations were dominated by Weddell Sea polynyas of comparable or even larger amplitude. All observed open-ocean polynyas have occurred in the Weddell Sea. (For analysis of recent observations of off-shore Antarctic polynyas and their potential role in climate variability, see Campbell et al., 2019.) Once again, because of the limited length of our integrations, we are not confident that the effects of this albedo change on variability are indicative of the behavior in the final equilibrated state.

The net downward radiative imbalance at the top of the model atmosphere over the piControl simulation is provided in Figure 4. Also shown are the net downward energy flux out of the atmosphere at the surface, computed from the atmospheric model, the difference between these two, as well as the net flux into the ocean. The latter (the blue line in Figure 4) is obtained by first creating a time series for total heat content and then differentiating in time.

There is an artificial energy sink in the model atmosphere of 0.08 W/m² in the piControl simulation. Analysis of this sink indicates that it is associated with an inconsistency in the energies conserved by the dynamical core and the atmospheric model physics. The atmospheric model dissipates kinetic energy through its numerics, which does not allow a direct computation of this energy sink, so it is balanced by a uniformly distributed energy-conservation fix, but in such a way as to include in this fix the effects of the energetic inconsistency between the model physics and dynamics. The specifics of this fix were designed in AMIP mode and leave this 0.08 W/m² energy sink in the piControl coupled run. This energy sink is nearly constant over the piControl and would need to be retuned in the coupled model to remove this remaining inconsistency. The energy imbalance felt by the model is given by the net flux at the surface, either out of the atmosphere at the surface or into the ocean (the latter distinction, as seen in Figure 4, is very small). By this measure, the model is out of balance by 0.22 W/m² averaged over the 500 year piControl, with a relatively sharp drop during the large polynya-induced event near piControl Year 400.

4.2. North Atlantic Ocean State and AMOC

The CM4.0 model has an improved simulation of some key characteristics of the North Atlantic Ocean circulation compared with previous GFDL models and many CMIP3 and CMIP5 climate models. For example, in the CM4.0 piControl simulation, the deep western boundary current (DWBC) in the middle low latitude North Atlantic has a realistic strength (Figure 5) and coherency relative to the CM2.5 simulation of Delworth et al. (2012), which uses a similar ocean grid resolution as CM4.0 yet with a z-like vertical coordinate. Climate models with coarser-resolution ocean components often have weak DWBC flow, with much of the deep return flow trapped unrealistically to the mid-ocean ridge (Zhang & Vallis, 2007). CM2.5 also has
Figure 5. Climatological North Atlantic ocean current speed at 2,500 m for CM4.0 (upper panel) and 2,475 m (closest model level to 2,500 m) in CM2.5 (lower panel), computed using the 40 year time-mean horizontal velocity computed over Years 161–200 from preindustrial control simulations. The light gray is the 2,500 m bottom topography. Note the stronger and more coherent boundary circulation in CM4.0, whereas the CM2.5 current fades away south of the Grand Banks. This difference between the boundary currents is reflected at all depths.

this weakness (Zhang et al., 2011). However, as shown in Adcroft et al. (2019), the hybrid vertical ocean coordinate employed in CM4.0, which reduces to an isopycnal coordinate in the low and midlatitude pycnocline and deeper ocean, reduces spurious numerical mixing. It also has an improved treatment of interaction of flow with topography due to its continuous representation of the bottom boundary. We conjecture that these properties of the vertical coordinate contribute to a deeper and more coherent DWBC in CM4.0 relative to CM2.5 and other comparable models (Wang et al., 2015).

The simulated mean North Atlantic upper ocean circulation in CM4.0 also exhibits a more realistic Gulf Stream separation and path in the open ocean, as revealed by the comparison of the observed mean dynamic topography with the simulated mean sea surface height (Figure 6). This result is consistent with previous studies showing that a relatively strong DWBC and associated bottom vortex stretching keep the Gulf Stream path downstream of Cape Hatteras separated from the North American coast (Yeager & Jochum, 2009; Zhang & Vallis, 2007). After passing the Grand Banks, a significant part of the simulated Gulf Stream

Figure 6. Time-mean North Atlantic dynamic topography from the AVISO satellite analysis and the CM4.0 simulation.
in CM4.0 turns realistically toward the northeast as the North Atlantic Current. In contrast, in many previous GFDL models, such as ESM2M (Dunne et al., 2012), CM3 (Griffies et al., 2011), and CM2.5 (Delworth et al., 2012), each with a weaker DWBC, the entire North Atlantic Current shifts unrealistically eastward, resulting in a severe cold SST bias east of Newfoundland (Talandier et al., 2014; Zhang et al., 2011). Even with the improvements in CM4.0, there remains some poleward bias in the Gulf Stream path downstream of Cape Hatteras (Figure 6), yet there is only a relatively weak cold bias east of Newfoundland, as can be seen below in Figure 13.

Relatively fine horizontal ocean resolution (∼25 km) in CM4.0 as compared to many CMIP models also leads to improvements in regional currents, a good example being the shape and strength of the Gulf of Mexico loop current. As seen in the climatological mean sea surface height in Figure 6 and monthly mean snapshot in Figure 7, CM4.0 simulates the observed Ω-shaped mean pathway of the loop current, reflecting the shedding of warm core eddies into the Gulf of Mexico, a feature that is generally misrepresented in coarse-resolution climate models (Delworth et al., 2012). The monthly mean snapshot in Figure 7 shows an anticyclonic warm core eddy with enhanced sea surface height that is detaching from the loop current, while an older fading eddy can be seen in the western Gulf. The presence of a realistic loop current and detached warm core eddies are important for more realistic simulations of tropical storm intensities and cyclone/ocean interactions in the Gulf of Mexico. The monthly mean snapshot in Figure 7 more generally provides a qualitative indication of the mesoscale energy level in the model as compared to observations.

CM4.0’s AMOC, averaged over the piControl period, is displayed in Figure 8. The maximum strength is ∼16.7 Sv at 26°N, as calculated from the mean stream function integrated down from the surface. This result
is very similar to the $\sim 16.8$ Sv measured by the RAPID array over the period 2004–2015 (Cunningham et al., 2007; Smeed et al., 2018) (As shown in Figure 23 as part of the discussion of the historical simulations, the simulated AMOC strength in the period of the RAPID measurements is $\sim 1$ Sv lower than this mean piControl value.). The simulated AMOC penetration depth as measured by the zero crossing in the stream function is too shallow ($\sim 3,000$ m) compared with that directly observed ($\sim 4,300$ m) at 26°N (McCarthy et al., 2015) (Figure 9). Consistently, the mean piControl northward Atlantic heat transport at 26°N is $\sim 1$ PW, which is weaker than the direct estimate of $\sim 1.2$ PW for the period of 2004–2013 (Johns et al., 2011).

The shallower than observed AMOC and weaker than observed northward Atlantic heat transport found in CM4.0 historical and piControl simulations reflect a common deficiency in both ocean-only and coupled simulations of the deep-penetrating Nordic Sea overflow (Adcroft et al., 2019; Danabasoglu et al., 2010, 2014; Wang et al., 2015; Zhang et al., 2011).

**Figure 9.** Vertical profiles of the time-averaged circulation at 26° N from the RAPID observation (2004–2015) (Cunningham et al., 2007; McCarthy et al., 2015; Smeed et al., 2018) and from the CM4.0 500 year piControl simulation. Note here only the Eulerian mean component of the simulated AMOC is shown for the comparison with the RAPID data, similar to the approach used in Evans et al. (2017).

**Figure 10.** Time series of AMOC anomalies at 26°N from CM4.0 500 year piControl simulations (5 year smoothed), computed from the maximum stream function obtained by integrating down from the surface. The vertical range is set for comparison to the historical AMOC variability shown in Figure 23.
Figure 11. Climatological maximum of monthly mixed layer depth in the North Atlantic and Nordic Sea using a criterion of $0.03\text{kgm}^{-3}$ for the density difference across the mixed layer. (upper left panel) Observational estimates from de Boyer Montégut et al. (2004) updated to include observations through 2015; (upper right) OM4.0 ocean/sea ice simulation averaged over 1987–2007 (Adcroft et al., 2019); (lower left) CM4.0 simulation averaged over the final 100 years of simulation; (lower right) CM4.0 minus observations where red indicates deeper mixed layer depths relative to the observations in CM4.0 and blue indicates shallower mixed layer depths in CM4.0.

The time series in piControl of AMOC strength (anomalies from the 500 year mean) is provided in Figure 10. The statistically stable behavior of the AMOC is consistent with the stability of the Northern extratropical temperatures seen earlier in Figure 2. The multidecadal AMOC variability in the CM4.0 piControl simulation has a modest amplitude of 0.72 Sv (standard deviation of 10 year low-pass filtered AMOC strength at $26^\circ\text{N}$), which is weaker than that simulated in previous GFDL models with coarser horizontal ocean resolution (1.26 Sv in ESM2G, 1.09 Sv in ESM2M, and 1.07 Sv in CM3) and is in the lower half of the spread among the CMIP5 models (Yan et al., 2018). It is also substantially weaker than the variability 1.4 Sv inferred indirectly from observations by Yan et al. (2018).

In piControl, the maximum MLD in the Labrador Sea is very deep (more than 3,000 m), reaching the bottom in the central Labrador Sea basin, and with deep convection extending over a much broader area than that observed. This excessive MLD is consistent between OM4.0 and CM4.0 (Figure 11) and reflects weak vertical stratification in the deep Labrador Sea. This weak stratification is associated with the absence of a realistic dense Nordic Sea overflow that generally provides stratification to the deep Labrador Sea (e.g., Yeager & Danabasoglu, 2012; Zhang et al., 2011). It is also associated with the absence of realistic high-latitude mesoscale eddies (or a parameterization of their effects; Adcroft et al., 2019) that act to restratify convective regions (e.g., Marshall & Schott, 1999).

In contrast, the maximum MLD in the Greenland Sea in CM4.0 is very shallow (Figure 11). This shallow MLD in CM4.0 (lower left panel) is not seen in OM4.0 (upper right panel), though neither shows the region of maximum MLD consistent with that portrayed in the observations. One possible reason for the lack of the Greenland Sea deep convection in CM4.0 is that the warm salty upper North Atlantic water entering the Nordic Seas moves primarily along the eastern boundary of the Norwegian Sea and is not mixed into the interior Greenland Sea. We conjecture that the muted multidecadal AMOC variability in CM4.0 is very likely linked to the very strong Labrador Sea deep convection (which, being so strong, is resistant to change), the muted Nordic Sea overflow, and the lack of Greenland Sea deep convection.

All of these North Atlantic modeling biases (the excessive maximum MLD in the Labrador Sea, the lack of the Greenland Sea deep convection, weak Nordic Sea overflow and shallow AMOC, and weak multidecadal AMOC variability) are also present in the historical integrations with CM4.0. They are also present in CM2.5 simulations, a model with the same horizontal resolution as CM4.0 (Delworth et al., 2012; Zhang et al., 2011). In a perturbed experiment using CM2.5, a deepened bathymetry south of the Denmark Strait leads to a stronger and deeper-penetrating Nordic Sea overflow and thus deeper AMOC, stronger northward Atlantic heat transport, and reduced Labrador Sea MLD (Zhang et al., 2011). Although the Nordic Sea overflow instantaneously increases after the artificial bathymetry deepening, it gradually weakens afterward due to
Figure 12. Time series of surface air temperature over land/sea ice and sea surface temperature over open ocean anomalies from 1880–1900 using 5 year running averages over globe, Southern Hemisphere, and Northern Hemisphere. The spread of three CM4.0 historical runs are shown in red, the CM4.0 piControl in blue, and the NASA Goddard Institute for Space Studies Surface Temperature product version 4 (GISTEMP v4) in black (GISTEMP-Team, 2019; Lenssen et al., 2019).

The lack of sustained Greenland Sea deep convection in CM2.5 (Zhang et al., 2011). These long-standing biases, especially in models with a relatively high horizontal ocean resolution, are important areas to focus on for future model development.

5. Historical Simulation (1850–2014)
5.1. Temperature Evolution

The historical simulations that have been branched off the CM4.0 piControl run utilize the identical atmospheric and ocean models, but the land model has additional tiles in each grid box representing secondary growth of forest. The land in the historical run was initialized by first executing a branch from piControl of several centuries duration with potential vegetation (no land use), followed by a bridge run from 1750 to 1849 with full land use transitions to allow the forests to adjust. (The piControl run includes an estimate of midnineteenth century land use but no land use transitions.) The ocean, sea ice, and atmosphere initial conditions were then reset to the conditions at the branch-off time of piControl (e.g., piControl Year 101) to minimize initial differences between piControl and the historical run due to the ocean and sea ice states. In addition to land use, the historical simulations include the time-evolving greenhouse gas concentrations (including ozone for radiation calculations), aerosol precursor emissions, and solar irradiance consistent with CMIP6 specifications (documented at http://goo.gl/r8up31). For chemistry, time-varying ozone and other oxidant concentrations, such as OH, are prescribed based on the historical simulations with CM3 conducted in support of CMIP5 (John et al., 2012).

To assess robustness in the results, we analyze three ensemble members of the historical simulations. They are identical except for the times at which the ocean, sea ice, and atmosphere initial conditions are spun off the piControl simulation (i.e., piControl Years 101, 140, and 182). It is noted that the uneven spacing of start times was the result of technical problems with availability of restarts.

The time evolution of global mean surface air temperature and NH and SH means in these three realizations are displayed in Figure 12. While the overall warming from the late nineteenth century to 2014 agrees quite well with observations, there are strong hints from the NH time series that the balance of factors generating this overall temperature change has unrealistic features. The NH evolution reflects the behavior commonly...
Figure 13. Sea surface temperature bias (K) in CM4.0, averaged over three CM4.0 historical simulations and the Years 2005–2014, compared to the HadISST data set (Rayner et al., 2003) for the same time period.

seen in models with relatively strong aerosol forcing and relatively high transient climate sensitivity: The NH aerosol forcing is able to counteract the greenhouse warming until about 1990, after which the reduction in aerosol forcing and the rapid increase in greenhouse forcing combine to produce rapid warming. While we cannot be definitive based on such a small ensemble, the model’s modest NH multidecadal variability implies that the odds of consistency with observations in the NH is low. The early twentieth century warming in the global mean emanates primarily from the SH, unlike the observations. The model’s large SH multidecadal variability is once again due to quasiperiodic superpolynyas in the subpolar SH oceans.

The model’s TCR is roughly 2.05 K. TCR is the globally averaged temperature increase at the time of CO₂ doubling in idealized experiments where CO₂ is increased at 1%/year. It is estimated here from the warming averaged over Years 60–80. CM4.0’s effective sensitivity is 3.2 K, computed from the TCR and the TOA energy imbalance, \( H \), at the time of doubling in the 1%/year simulation \( (T_{\text{eff}} = \text{TCR} \times F/(F - H)) \), where \( F \) is the estimated radiative forcing for doubling of CO₂. Our estimate of equilibrium sensitivity is about 5.0 K, obtained from an extended abrupt CO₂ quadrupling simulation, extrapolating on a Gregory et al. (2004) plot using Years 51–300. Further research is required, but our working hypothesis is that middle and high-latitude cloud feedbacks interacting with snow and sea ice feedbacks are the primary cause of this high sensitivity. In particular, the large difference between the model’s effective and equilibrium sensitivities is due to a high heat-uptake efficacy, as discussed in an upcoming paper on the climate sensitivity of CM4.0. Given that much of the heat uptake is localized in subpolar latitudes, heat uptake efficacy is expected to be sensitive to high-latitude feedbacks.

5.2. Mean Climate Biases

The SST bias pattern averaged over the three historical runs and over the last 10 years of each run (2005–2014) is displayed in Figure 13, showing the bias from observations over this same period. Compared to many previous GFDL models, in which the bias is often of the opposite signs in the two subpolar regions, here the bias is relatively balanced between the two hemispheres (admittedly, this result needs to be tempered by the fact that the Southern Ocean is far from fully equilibrated). The equatorial cold bias in the Pacific is still present but muted compared to many other models. The overall cold bias is concentrated in the centers and the poleward margins of the subtropical highs, with warm anomalies marking coastal subtropical upwelling regions. The root mean square (RMS) bias is 0.90 K, averaged over the three historical simulations. Removing the global mean bias, the standard deviation is 0.74 K. The global mean and therefore the RMS bias is sensitive to the time period chosen for this comparison because the mean cold bias decreases in time over this period, as seen in Figure 12; the standard deviation is somewhat less sensitive
Figure 14 compares the zonal mean ocean temperature biases by basin at present day in the CM4.0 historical experiment with those of a reanalysis-forced experiment using only its ocean/sea ice components, OM4.0 (Adcroft et al., 2019). Although the ocean/ice states of CM4.0 and OM4.0 are initialized identically, at present day the CM4.0 and OM4.0 runs are roughly 400 and 300 years from initialization, respectively, so the comparison of drift must be qualitative. The difference in ocean surface forcing between the coupled and reanalysis-forced runs appears to account for CM4.0’s Antarctic bottom water layer warm bias, which has been eliminated in the OM4.0 run, although surface salinity restoring to climatology, applied in OM4.0, makes these differences difficult to interpret. CM4.0’s North Atlantic Deepwater warm bias is also substantially reduced with reanalysis forcing. The surface layer is much warmer and closer to observations in the reanalysis-forced run, a direct impact of the strong coupling to the imposed, observed, surface air temperatures. Below the surface layer and above about 1 km depth, the two runs have strikingly similar biases including (1) a cold bias in the Southern Ocean, (2) a warm bias in the Indian Ocean except in its southernmost part, (3) a pattern of subsurface warm bias in the southernmost Pacific accompanied by a surface cold bias that expands downward moving north, finally reaching 1 km depth at the northern boundary, (4) a cold-over-warm bias in the South Atlantic, and (5) a warm bias in the Nordic Seas and Arctic Ocean. To the extent that the reanalysis-based surface forcing is reliable, this similarity suggests that a significant component of these middepth biases in CM4.0 have their origin in the ocean component rather than in biases in surface forcing.

As described in Zhao et al. (2018a), the strategy in the development of the atmospheric model in AMIP mode was to focus intently on minimizing biases in the TOA energy fluxes, not simply in global means but in the spatial patterns, the result being RMS biases in all seasons that are smaller than in any AMIP simulations in the CMIP5 archive. It is encouraging that CM4.0 maintains the quality of these fluxes. Figure 15 shows the RMS biases in the net TOA fluxes, for the average over time period 1980–2014, comparing against the coupled models in the CMIP5 database. CM4.0 has the smallest RMS bias in all seasons and the global mean. Also shown is the AMIP simulation with AM4.0 atmosphere, quantifying the modest degradation in this field upon coupling. The very small spread among the three-member CM4.0 ensemble supports the adequacy of a small ensemble (or a single run) for this comparison.

Analogous figures for longwave and shortwave TOA fluxes separately are also provided in Figure 15, which indicates that this quality of agreement extends to these individual components of the net flux. The longwave flux has a stronger effect on the quality of the simulation in AMIP mode than does the shortwave, affecting the atmospheric heating directly, but the spatial pattern of the shortwave flux is particularly important to ensure that tuning in AMIP mode is consistent with small drifts when coupled.
Figure 15. Root mean square errors (RMSE) in net, net shortwave, and outgoing longwave radiation (in W/m²) at top-of-atmosphere (TOA) for the annual mean and the individual seasons, in three historical CM4.0 simulations (red dots), in GFDL’s CM3 model (blue) and CM2.1 model (purple), in the AMIP simulation with the AM4.0 (green), and in the set of the CMIP5 coupled models (box and whiskers showing the full spread, the 25–75% range and the median). Averages are over the Years 1980–2014, and biases are with respect to the CERES-EBAF-Ed2.8 data set (Loeb et al., 2009; Smith et al., 2011).

The pattern of biases in outgoing longwave and net absorbed shortwave in CM4.0 is compared with CM2.1 and CM3 in Figures 16 and 17. The improvement in the shortwave over the Southern Ocean is the most dramatic regional improvement. The equatorial Pacific biases still have a similar structure but are muted compared to previous GFDL models. The shortwave absorption bias is relatively small over the Amazon in CM4.0, while the outgoing longwave radiation is biased high. Since the Amazon has a dry bias (Figure 20), the shortwave properties of the cloud field produced per unit precipitation are actually deficient in this region. Overall, low shortwave and longwave biases away from tropical convection are still present, as in previous models, but with reduced amplitude. The improvement in the TOA flux pattern, which is quite large in this global RMS measure, does not appear to have a single explanation. Rather, we conjecture that it is a result of systematic effort while developing the atmospheric model to maintain a realistic TOA radiation field while other aspects of the model, including the boundary layer and convection modules, were adjusted for other reasons.

We suggest that the high-quality TOA flux simulation is a key ingredient in maintaining a high-quality precipitation simulation in the coupled model. Figure 18 is a box-whisker plot for precipitation analogous to that for the TOA fluxes in Figure 15. While the improvement over the CMIP5 ensemble is less dramatic than for the TOA flux, CM4.0 would still rank as producing the best annual mean, MAM and JJA precipitation field by this measure, and close to the best for the SON and DJF seasons. This RMS measure for precipitation is typically dominated by the tropics, and in part, the improvement in this metric is due to reduced biases toward excessive precipitation south of the equator.
This point is made more explicitly in Figure 19 which shows the latitudinal structure of annual mean precipitation in the eastern equatorial Pacific. The AM4.0 AMIP simulation is close to the observations, with little hint of a double Intertropical Convergence Zone (ITCZ) bias by this measure. The three CM4.0 runs show modest deterioration, lying in the least biased quantile of the CMIP5 distribution, and superior than previous versions of GFDL models (purple, brown, and blue).

The global pattern of the annual mean precipitation biases is shown in Figure 20, which also provides a comparison of the biases in the AMIP and fully coupled CM4.0 model. A double ITCZ/dry equator bias in the Pacific is still visible in the coupled model. The AMIP simulation has unrealistically large precipitation in the western equatorial Pacific, especially in the vicinity of the Philippines (arising from a summertime bias), but this bias is partly ameliorated in the coupled model, behavior seen in other models, including superparameterized models (Stan et al., 2010). In contrast, a significant deficiency is the dry bias that forms over the Amazon in CM4.0, due to a dry season of too long duration, that is not present in the AMIP run. On the other hand, tropical African rainfall is hardly affected by coupling. A dry bias in central North America in the AMIP is also weakened somewhat in the coupled model.

Understanding these differences between AMIP and coupled runs, due in part to the SST biases that develop but also potentially in part due to the effects of coupling on convection and transients disturbances, presents important challenges, each in its own right. For example, exploratory simulations aimed at understanding the dry Amazon bias in CM4.0 indicate that the coupled model SST biases in the Atlantic are a main source of this dry bias. In a preliminary version of the coupled model that was part of the development process, annual mean Amazon rainfall is roughly 40% lower than in the corresponding AMIP simulation, while in a
coupled model in which the SSTs in the tropical Atlantic are constrained by observations, the underestimate is reduced to roughly 15%.

The annual and zonal mean temperature biases in the coupled and AMIP simulations in the latitude-pressure plane are shown in Figure 21. In the AMIP simulation, there is a weak cold bias, less than or of the order of 1 K, but with hardly any of the cold bias near and immediately above the extratropical tropopause seen in many other models. However, there is a larger cold bias below the tropical tropopause. The sensitivity of this feature to modeling choices in the convection scheme is described by Zhao et al. (2018b). When coupled, the cold bias increases by roughly a factor of 2, in large part because the coupled model’s tropical SSTs are biased cold but also due to an equatorward contraction of the midlatitude circulation. The latter is likely in part due to the tropical cold bias itself and in part to the pattern of extratropical SST biases.

Consistent with the development of these biases in temperature gradient within the troposphere, significant zonal wind biases develop in CM4.0 that are not present in the corresponding AMIP simulation (Figure 22). Most noticeable is an equatorward shift in the jets, in thermal wind balance with the temperature biases, but which are also accompanied by a surface wind signature, most clearly in the SH, with magnitude roughly 1 m/s near the surface. The bias toward too strong trade winds in AM4.0 is present in CM4.0 as well.

During the development process, the sensitivity of wind and temperature biases in northern subpolar to midlatitudes in the coupled model, including the lower stratospheric biases centered at 40°N, were found to be sensitive to the gravity wave drag formulation. Because these biases were not as well-defined in AMIP simulations, they evidently involve feedbacks with sea ice and oceans which were difficult to address during development and will need to be analyzed further in future studies.

The stratospheric simulation in CM4.0 is otherwise very similar to that in the AMIP simulation. This similarity encompasses the frequency of sudden warmings, the strength of the surface pressure response to sudden
warmings, and the stratospheric and surface response to the ozone hole (recall that ozone is specified in CM4.0), all of which are discussed in Zhao et al. (2018b) in the AMIP context.

5.3. North Atlantic Salinity and AMOC

Figure 23 shows the time series of AMOC anomalies from the CM4.0 historical simulations. Over the full period of these simulations, the model produces a trend toward strengthening AMOC. In all of the ensemble members, the trend consists of a strong increase from 1940 to 1980 and a compensating reduction from 1980 to present with a peak around 1980. In comparison, the AMOC in the piControl simulation is statistically stationary with no significant trend over the 500 year period (Figure 10). We thus conclude that the model’s AMOC evolution in the historical period is predominately forced. Based on previous studies (e.g.,
Delworth & Dixon, 2006), the increase in strength prior to 1980 is likely due to aerosol forcing, while the following decrease is forced by the combination of a reduction in aerosol forcing and an increase in greenhouse forcing. It is of interest that the strength of the aerosol forcing relative to greenhouse gas forcing in changing the AMOC strength is greater than for changing NH mean surface temperature. That is, aerosol cooling prevents but does not reverse the greenhouse gas-induced warming (Figure 12), whereas it does reverse the greenhouse gas-induced AMOC weakening.

Figure 20. Annual mean precipitation (mm/day), (a) CM4.0 averaged over three historical runs; (b) observations (GPCP v2.3); (c) difference between CM4.0 and GPCP v2.3; (d) difference between AM4.0 for 1980–2014 and GPCP v2.3.

Figure 21. Latitude-pressure plots of annual zonal mean temperature (°C) for (a) three-member ensemble mean of CM4.0, (b) ERA reanalysis (Dee et al., 2011), (c) difference between CM4.0 and ERA, and (d) difference between AM4.0 for 1980–2014 and ERA.
This picture of forced AMOC changes in the historical simulations is consistent with the simulated sea surface salinity (SSS) changes averaged over the subpolar North Atlantic region (Figure 24). Here, we also see an increasing salinity trend from 1940 to 1980 and a decreasing trend from 1980 to present, with a peak around 1980. A close linkage between forced AMOC changes and subpolar North Atlantic SSS has been found previously in CMIP models and has been attributed to anthropogenic aerosols. That is, increasing anthropogenic aerosol precursor emissions lead to the positive trends in subpolar North Atlantic SSS and vice versa. This salinity response is most evident in models with strong indirect aerosol effects (Menary et al., 2013; Zhang et al., 2013). The anthropogenic aerosols affect SSS mainly through changes in surface evaporation, that is, an enhanced anthropogenic aerosols lead to an increase in surface evaporation and thus an increase in SSS over the subpolar North Atlantic (Menary et al., 2013). There is a coupled positive feedback between SSS...
and AMOC changes. The increasing/decreasing AMOC trends in the twentieth century modulate SSS over the subpolar North Atlantic and vice versa; the increasing/decreasing trends in SSS over the deep water formation sites in the subpolar North Atlantic reinforce AMOC changes (Menary et al., 2013). The observed multidecadal subpolar North Atlantic SSS variations are very different from those found in these CM4.0 historical simulations over the second half of the twentieth century, with observations showing a negative phase during 1970s and 1980s and positive phase during 1960s and post-1990 (Figure 24). Based on earlier studies, we suggest that the observed multidecadal changes are dominated by internal variability (Zhang, 2017; Zhang et al., 2013, 2019). This discrepancy between CM4.0 from the observational records reinforces the hypothesis that CM4.0 has insufficient multidecadal variability. The lack of spread in the model realizations in CM4.0 suggests that it is incapable of generating a subpolar SSS evolution consistent with observations.

While the CM4.0 variability in subpolar Atlantic salinity is problematic, the model’s simulation of the mean North Atlantic salinity is greatly improved over other GFDL models. Figure 25 compares the CM4.0 historical simulation with that of CM3 over recent decades. The effects of the improved open ocean circulation (e.g., more realistic North Atlantic Current pathway) described earlier are evident in the extratropical salinities, and some pathological behaviors in the North Sea are clearly improved. But especially encouraging is the simulation of the low salinity ribbon tightly constrained to the western boundary, realistically present down to Cape Hatteras and beyond, which is related to the more realistic Gulf Stream separation. The Labrador Sea is too saline consistent with the picture that there is insufficient mixing of these coastal low salinities into the center of the Labrador Sea, consistent with the steadiness of deep convection in that basin.

5.4. Sea Ice
The observed magnitude and timing of the seasonal cycle of Pan-Arctic SIE are quite well represented by CM4.0, whereas Pan-Antarctic SIE displays an amplified seasonal cycle with too little summer ice and too much winter ice (Figure 26). The RMS difference between the modeled and observed monthly seasonal cycle of Pan-Antarctic SIE is 2.32 × 10^6 km², which is substantial but still lower than the CMIP5 median RMS bias (3.42) (Shu et al., 2015) and also represents a large improvement relative to earlier-generation GFDL models CM2.1 and CM3 (Griffies et al., 2011; RMS values of 4.01 and 5.82, respectively). The Pan-Arctic SIE climatology has a lower RMS error of 0.59 × 10^6 km². This value is also lower than the CMIP5 median RMS error (1.45) (Shu et al., 2015), is improved relative to CM2.1 (1.68), and slightly degraded relative to CM3 (0.41).
Figure 25. North Atlantic sea surface salinity from (a) GFDL's previous generation CM3 model historical simulation averaged over Years 1980–1999 (ftp://nomads.gfdl.noaa.gov/CMIP5/output1/NOAA-GFDL/GFDL-CM3/historical/mon/ocean/Omon/r1i1p1/v20110601/so/; Donner et al., 2011; Griffies et al., 2011), (b) World Ocean Atlas 0.25° climatology (https://www.nodc.noaa.gov/OC5/woa18/woa18data.html; Zweng et al., 2018), and (C) GFDL-CM4.0 historical simulation averaged over Years 1980–1999.

Figure 26. Pan-Arctic (a) and Pan-Antarctic (b) sea ice extent (SIE) climatologies (million km²) computed over 1979–2014 from satellite observations (black), the three CM4.0 historical simulations (red), and the CM4.0 historical ensemble mean (thick red). The observed SIE climatology is computed using monthly-averaged passive microwave satellite sea ice concentration observations from the National Snow and Ice Data Center (NSIDC) processed using the NASA Team Algorithm (Data Set ID: NSIDC-0051; Cavalieri et al., 1996). Pan-Arctic and Pan-Antarctic SIE are defined as the areal sum of all grid points whose sea ice concentration (SIC) exceeds 15% in the Northern and Southern Hemispheres, respectively.
Figure 27. Climatological Arctic (a, b) and Antarctic (c, d) sea ice concentration (SIC) biases (model minus observations), computed over Years 1979–2014. The black contour indicates the observed climatological sea ice edge (15% SIC contour), and the observed data are monthly averaged passive microwave satellite sea ice concentration observations from NSIDC processed using the NASA Team Algorithm (Data Set ID: NSIDC-0051; Cavalieri et al., 1996).

The CM4.0 Antarctic summer SIE bias primarily results from negative summer sea ice concentration (SIC) biases in the Weddell, Ross, Amundsen, and Bellingshausen seas, and the positive winter SIE bias primarily results from positive winter SIC biases in the Amundsen and Bellingshausen, West Pacific, and Weddell Sea sectors (see Figures 27c and 27d). Summer Arctic SIC displays positive biases in the Canadian Arctic Archipelago, Beaufort, Chukchi, and East Siberian seas, whereas the winter ice cover is characterized by positive biases in the Barents, Greenland-Iceland-Norwegian, and Bering seas and negative biases in the Labrador Sea and Sea of Okhotsk (see Figures 27a and 27b).

CM4.0 simulates declines of Pan-Arctic SIE in all months of the year, with trend magnitudes that are in reasonable agreement with satellite-observed trends (see Figure 28). Computed over Years 1979–2014, the ensemble mean CM4.0 Pan-Arctic SIE trends are $-0.66$ and $-0.28 \times 10^6$ km$^2$ per decade in September and March, respectively, which are slightly weaker than the observed trends of $-0.87$ in September and $-0.39$ in March. The CM4.0 Pan-Arctic SIE trends are comparable to the CMIP5 multimodel ensemble mean trends of $-0.57 \times 10^6$ km$^2$ per decade in September and $-0.30 \times 10^6$ km$^2$ per decade in March (Massonnet et al., 2012; Shu et al., 2015; Stroeve et al., 2012). The three ensemble members make it clear that internal variability in CM4.0 can make only a minor contribution to the trend, consistent with its weak AMOC variability. If, as suggested in some studies, internal variability has contributed a nonnegligible fraction to the observed trend, it is possible that the model’s externally forced decline is too large despite agreeing with observations.
Figure 28. Time series of March and September Pan-Arctic (a,b) and Pan-Antarctic (c,d) sea ice extent (SIE; million km²) from NSIDC satellite observations (black; Data Set ID: NSIDC-0051; Cavalieri et al., 1996), the three CM4.0 historical simulations (red), and the CM4.0 ensemble mean (thick red).

in isolation. In this regard, a more satisfying metric would be consistent with both the SSS subpolar Atlantic evolution, as a proxy for AMOC strength, as well as the Arctic sea ice trends.

Similar to most CMIP5 models, CM4.0 simulates negative trends for Pan-Antarctic SIE and fails to capture the slightly positive observed SIE trends of $+0.21 \times 10^6$ km² per decade in March and $+0.24 \times 10^6$ km² per decade in September. The simulated CM4.0 trends are $-0.34$ and $-0.09 \times 10^6$ km² per decade in September and March, respectively, which can be compared to the CMIP5 multimodel ensemble mean trends of $-0.40$ in September and $-0.25$ in March (Turner et al., 2013). The CM4.0 historical simulations do not include the effects of freshwater input from melting Antarctic land ice, which may be an important factor in capturing observed Antarctic sea ice trends (Bronselaer et al., 2018).

CM4.0 has a clear bias in its spatial pattern of Arctic sea ice thickness (SIT) (see Figures 29a and 29b). CM4.0 has its thickest ice in the Beaufort, Chukchi, and East Siberian seas, lacks the observed East-to-West SIT gradient, and generally resembles a 90° westward rotation of the observed SIT pattern. The CM4.0 ice velocities are biased highly relative to satellite-observed velocities. The model generally displays the key climatological circulation features of Arctic sea ice, such as an anticyclonic circulation in the Beaufort Sea and a transpolar drift with export through the Fram Strait; however, these features are less clearly defined than in observations. The simulated ice velocities generally promote ice advection into the Beaufort and Chukchi Seas and have less advection toward the north coast of Greenland, consistent with the model’s SIT bias pattern. These differences are robust across the three historical ensemble members. The drift and SIT model biases are suggestive of a shifted Beaufort high position. Indeed, we find that CM4.0 has a wintertime Beaufort high that is shifted toward the Siberian coastline, favoring ice advection into the Beaufort Sea (see Figures 29d and 29e). As mentioned above, this Arctic wind field is sensitive to the precise formulation of orographic gravity wave drag in CM4.0.
Figure 29. March Arctic sea ice thickness climatology (m) from CryoSat-2 Observations (a), CM4.0 historical simulations (b), and an OM4.0 CORE-forced simulation (c). Observed and simulated climatological sea ice velocities (DJFM; cm/s) are plotted as vectors in (a)–(c). Also shown are Arctic sea level pressure (SLP) climatologies (hPa) for DJFM computed using Era-Interim reanalysis (d), CM4.0 (e), and an AM4.0 AMIP simulation (f). The observational data come from the Alfred-Wegener-Institute CryoSat-2 SIT product, which provides monthly winter season data spanning 2010–2011 to 2017–2018 (Ricker et al., 2014), the low-resolution daily sea ice drift product of the EUMETSAT Ocean and Sea Ice Satellite Application Facility (Lavergne et al., 2010), and Era-Interim reanalysis (Dee et al., 2011). The CM4.0 climatologies are computed over the final 10 years of the historical simulation (2005–2014), observed climatologies using Years 2011–2018, and OM4.0 climatologies over Years 1998–2007. SLP climatologies are computed over Years 2005–2014.

However, the Arctic sea level pressure bias is unable to fully account for the biased SIT pattern. We find that an OM4.0 ice-ocean simulation forced by CORE interannual atmospheric forcing (Adcroft et al., 2019) also displays a biased SIT pattern despite the reanalysis-based winds used to force this run (see Figure 29c). The sea ice drift patterns of the CORE-forced run have an improved representation of the Beaufort Gyre and transpolar drift stream; however, the velocities retain a notable high bias relative to the satellite-observed product. This simulation displays a tongue of thick ice extending from the Canadian Arctic Archipelago to the Siberian coastline and resembles a muted version of the bias pattern of CM4.0. These findings suggest that sea ice dynamics are likely an important contributor to the model’s SIT bias pattern. Additional sensitivity studies exploring these SIT and drift biases are ongoing.

5.5. Tropical Oceans

Figure 30 shows CM4.0’s annual-mean climatological biases over the tropical oceans, averaged over the three historical simulations during 1980–2014. The SST panel (Figure 30a) confirms with more detail the broad picture described above, with cold SST biases approaching 2 K in the eastern equatorial Pacific cold tongue (which are reduced by roughly 25% if we remove the cold global mean SST bias) and warm SST biases along the western coasts of South America and Africa (which are enhanced by removing the global mean bias). These equatorial and coastal SST biases are opposed by the time-mean net surface heat flux biases (Figure 30b), strongly suggesting that they are generated by emergent oceanic biases in transport, upwelling, or mixing. Those emergent ocean biases, in turn, may be partly attributable to local atmospheric biases (e.g., near the Pacific coast of South America, insufficient atmospheric resolution leading to weak southerly winds and oceanic upwelling) or to air-sea interactions (e.g., in the Pacific near the equator, excessive easterly trade winds driving an enhanced thermocline slope and upwelling, thereby intensifying the cold tongue and in turn the trade winds).
Figure 30. Annual-mean (1980–2014) climatological biases of CM4.0 relative to observational reanalyses. (a) SST (°C). (b) Net surface heat flux (W/m²); positive values heat the ocean. (c) Depth (m) at which the time-mean ocean temperature falls 0.5 K below the time-mean SST. (d) Zonal component of the surface wind stress (cPa); positive values exert a westerly (i.e. eastward) stress on the ocean. (e) Vertically averaged temperature of the top 300 m of the ocean (shallower regions are masked out). (f) Surface rainfall (mm/day). (g) Subsurface temperature (°C) interpolated to the equator. (h) Subsurface salinity (psu) interpolated to the equator. Shading is incremented every half contour. CM4.0 represents a mean of three historical runs with CMIP6 historical forcings. The observational reference data sets for the 1980–2014 period are the ECMWF Interim reanalysis (Dee et al., 2011) for (a), (b), and (d); the ORA-S4 reanalysis (Balmaseda et al., 2013) for (c), (e), (g), and (h); and the GPCP.v2.3 data set (Adler et al., 2003, 2016) for (f). Dashed gray box is the Niño-3 region (150–90°W, 5°S–5°N).

Figure 30c shows CM4.0's bias in the climatological isothermal layer depth (ILD; defined here as the depth at which the ocean temperature is 0.5 K below the time-mean SST). In the tropics, the ILD is roughly comparable to a MLD (diagnosed from a density difference from the surface), except in regions like the Indo-Pacific warm pool where salinity contributes to near-surface density stratification. The ILD is shown here since it highlights the amount of near-surface ocean heat that is available to affect the atmosphere when the ocean is perturbed, for example, by ENSO. CM4.0's ILD is shallower than observed over most of the tropical oceans; suggesting insufficient vertical mixing in the surface ocean as discussed in Adcroft et al. (2019). Over most of the tropics, CM4.0's shallow ILD is linked to a shallower-than-observed thermocline, indicated by cold biases in the vertical-mean temperature over the top 300 m of the ocean (Figure 30e) and cold biases at thermocline depths along the equator in all three basins (Figure 30g). Biases in the equatorial wind stress (Figure 30d) also induce biases in the zonal tilt of the equatorial thermocline: Excessive easterlies produce too much upward tilt of the thermocline toward the eastern equatorial Pacific and Indian Oceans, and insufficient easterlies produce too little upward tilt of the thermocline toward the eastern equatorial Atlantic. As a result, CM4.0 produces excessive time-mean near-surface thermal stratification in the equatorial Atlantic Ocean and in the eastern equatorial Pacific and Indian Oceans, regions that play key roles in Earth’s seasonal-to-interannual climate variations.
Figure 31. Power spectra of SST averaged over the Niño-3 region (150–90°W, 5°S–5°N), following Figure 2 of Wittenberg (2009). Abscissa indicates the time-averaged spectral power (K² per octave) from a Morlet wave number 6 wavelet analysis. The area to the left of each curve represents the total spectral power within a given range of periods on the ordinate. Red lines are 1880–2014 time-mean spectra for the three CM4.0 historical ensemble members. Black curve is the 1880–2014 time-mean spectrum from the ERSST.v5 observational reanalysis (Huang et al., 2017); gray band indicates the interquartile range of ERSST.v5 sliding 30 year subspectra during 1880–2014. Blue curve is the CM4.0 preindustrial control run time-mean spectrum during Simulated Years 151–650; light blue band is the interquartile range of sliding 30 year spectra during that 500 year epoch.

Figure 32. Standard deviation of tropical SST anomalies (K), after subtracting a 12 month climatology and applying a 9 month triangle smoother that transmits (25, 50, 75)% of the spectral amplitude at periods of (8, 11, 17) months, following Figure 17 of Delworth et al. (2012). (a) Observations from the OISST.v2 reanalysis (1982–2016; Reynolds et al., 2002). (b) Ensemble mean of the three 1980–2014 standard deviations computed from the three CM4.0 historical runs. All data sets are averaged onto a 1.25° lon x 1° lat grid before computing the temporal standard deviation. Dashed gray box is the Niño-3 region (150–90°W, 5°S–5°N).
CM4.0’s wind stress biases (Figure 30d) are closely linked to its rainfall biases shown in Figure 30f, which indicate excessive rainfall in the ITCZ, south Pacific convergence zone (SPCZ), and near the Maritime Continent. CM4.0’s eastern equatorial Pacific cold SST bias (Figure 30a) also displaces the Pacific ITCZ and SPCZ poleward of their observed positions, giving rise to a dry bias over the cold tongue region. Although much suppressed in the eastern Pacific compared to that in other models, as documented above, a double-ITCZ bias still appears in the southeast tropical Pacific and southwest tropical Atlantic, associated with excessive convection south of the equator during boreal spring. These rainfall biases are linked to biases in cloudiness (not shown), reducing surface shortwave heating and net ocean heat uptake (Figure 30b) near the Maritime Continent, ITCZ/SPCZ, eastern equatorial Atlantic, and western Indian Ocean. The rainfall biases also drive surface wind stress biases (Figure 30d); for example, the excessive westward rain gradients in the western equatorial Pacific and Indian Oceans result in excessive easterly trade winds in those regions. The excessive rainfall over the Maritime Continent and near-equatorial Africa also leads to reduced surface salinity and intensified near-surface haloclines in those regions (Figure 30f).

Although there are relatively straightforward connections between these biases in many cases, their ultimate cause remains a subject of investigation (Ray et al., 2018a, 2018b; Wittenberg et al., 2018). Also unclear are the precise connections between these mean biases and variability on various time scales. It is encouraging that CM4.0’s simulation of the Madden-Julian Oscillation (MJO), for example, is realistic despite these mean biases, as outlined in Zhao et al. (2018a), where the fact that the MJO in this model is strongly affected by ocean coupling is described. (The coupled model utilized in Zhao et al., 2018a, to make this point is slightly different from CM4.0, but its MJO simulation is practically identical to that of CM4.0, and we refer to that paper for the characteristics of the MJO in this model.)

5.6. ENSO

Figure 31 shows power spectra for SST averaged over the Niño-3 region (150–90°W, 5°S–5°N), from an observational reconstruction and from the CM4.0 historical and preindustrial simulations. The observed time-mean spectrum (black curve) shows an energetic annual peak, a weak semiannual peak, and a broad interannual peak spanning 2–8 years. The broad interannual signature arises both from the interdecadal modulation of the ENSO’s dominant period (Wittenberg, 2009; Wittenberg et al., 2014) and from the multiscale nature of ENSO’s episodic and skewed SST anomalies (SSTAs)—which are characterized by strong, brief El Niño peaks but weaker, more prolonged La Niña events. The strong multidecadal modulation of ENSO is evident from the gray band in Figure 31, which shows the interquartile range of spectral curves diagnosed from 30-year (sliding) epochs during 1880–2014.

The red curves in Figure 31 show the three CM4.0 simulations driven by historical forcings over 1880–2014, which closely resemble the observed spectrum. The realism of the equatorial Pacific SST spectrum is a remarkable improvement over most previous coupled global climate models including those previously produced by GFDL (Delworth et al., 2012; Vecchi et al., 2014; Wittenberg et al., 2006). CM4.0’s historical runs do appear to generate slightly less power than observed at 5–6 year time scales, where all three red curves are weaker than the black curve, although more ensemble members would be needed to confirm this. CM4.0 also produces a slightly stronger seasonal cycle than observed (mainly west of the Niño-3 region, not shown), although this is still an improvement relative to other GFDL models.

CM4.0 also appears to produce a reasonable multidecadal modulation of ENSO. The blue band of 30-year spectra in Figure 31, based on a 500-year CM4.0 piControl run, compares well with the gray band based on observations. Comparing CM4.0’s historical (red) and piControl (blue) curves suggests that the historical forcings have hardly affected the time-mean spectrum of Niño-3 SST, apart from a slight weakening of the annual cycle. The historical forcings do appear to affect the higher moments of simulated ENSO SSTAs: Using the time series analyzed in Figure 31, the monthly mean Niño-3 SSTAs for (piControl 151-650; three historical members 1880-2014; ERSST.v5 obs 1880-2014) have skewness of (0.1; −0.1, 0.0, 0.0; 0.5) and excess kurtosis of (0.3; −0.2, −0.1, −0.1; 0.6). In other words, the Niño-3 SSTAs in CM4.0 are more normally distributed than the warm-skewed and heavy tailed observations (Newman et al., 2018), and the Niño-3 SSTAs in CM4.0 are more normally distributed under historical forcings than preindustrial.

Figure 32 shows a map of the standard deviation of tropical interannual SSTAs, for the observations and CM4.0 historical simulations. CM4.0’s SSTA variability is quite realistic in both amplitude and pattern,
Figure 33. Linear regression of monthly rainfall anomalies onto monthly Niño-3-averaged SST anomalies (mm·day⁻¹·K⁻¹), for all months during 1980–2014. (a) Observations from GPCP.v2.3 (Adler et al., 2003, 2016) for rainfall and ERSST.v4 (Huang et al., 2015) for SST. (b) Regression computed from the AM4.0 component forced by observed SSTs during 1980–2014. (c) Ensemble mean of the three 1980–2014 regressions computed from the three CM4.0 historical runs. All data sets are averaged onto a 1.25° lon × 1° lat grid before computing the temporal regression. Dashed gray box is the Niño-3 region (150–90°W, 5°S–5°N).

except for underestimating the variability along the South American coast. CM4.0 also shows quite realistic patterns of SSTA variability in the tropical Indian and Atlantic Oceans, though slightly stronger than observed.

Figure 33 shows tropical maritime rainfall anomalies regressed onto Niño-3 SSTAs, for the observations and the AM4.0 and CM4.0 historical simulations. The observations indicate an eastward and equatorward shift of tropical Pacific rainfall during El Niño, with drying near the Maritime Continent and over the tropical Atlantic. AM4.0 (which is forced by observed SSTs during 1980–2014) shows a similar rainfall pattern, though with a slightly stronger response consistent with AM4.0’s stronger climatological rainfall features (Figure 11 of Zhao et al., 2018a). CM4.0’s rainfall response is also quite realistic, although compared to the observations and AM4.0, it is displaced farther off-equator, 10–20° farther west and shows a greater rainfall increase in the southeastern equatorial Pacific double ITCZ region along 5°S. CM4.0’s biases in the ENSO rainfall response pattern do not appear to arise from biases in the SSTA pattern (Figure 32), which is quite realistic; rather, the response biases are reminiscent of CM4.0’s climatological rainfall biases (Figure 30f), linked to CM4.0’s cold SST bias in the eastern equatorial Pacific (Figure 30a) that inhibits local atmospheric deep convection.

Figure 34 shows the ENSO response of the zonal component of the surface wind stress. AM4.0 shows a realistic wind stress response, though with some meridional narrowing of the zone of westerly wind stress anomalies and enhanced cyclonic curl on the poleward flanks of this zone. In contrast, CM4.0’s wind stress
response is substantially weaker and narrower and shifted slightly farther west consistent with CM4.0’s westward displaced rainfall anomalies (Figure 33). CM4.0’s meridionally narrower and westward displaced wind stress response—which would be expected to enhance the Sverdrup discharge of equatorial oceanic heat, hastening the turnabout of El Niño into La Niña (Capotondi et al., 2006; Wittenberg, 2002)—may be partly responsible for CM4.0’s reduced ENSO spectral variance at time scales of 5–6 years (Figure 31).

Figure 35 shows the ENSO response of the net surface heat flux into the ocean. Similar regressions for the individual surface heat flux components (shortwave, longwave, latent, and sensible) and cloud cover (total, low, middle, and high) were also examined to support this discussion, though for brevity are not displayed here. The observed pattern generally indicates a damping of the ENSO-driven SSTAs, with enhanced cooling over the Pacific equatorial cold tongue during El Niño. This cooling is driven mainly by enhanced evaporation in the eastern equatorial Pacific (associated with the warm SSTAs) and enhanced shading of the surface by deep convective clouds in the central and slightly off-equatorial Pacific (on the equatorward flanks of the climatological ITCZ and SPCZ and on the eastern flank of the climatological Maritime Continent convec- tive zone). The observations also show enhanced heating of the tropical Indian and Atlantic Oceans during El Niño, due to reduced evaporation and cloudiness over those basins. AM4 produces a realistic net surface heat flux response, though with a stronger cloud shading response over all three basins, again probably linked to AM4.0’s climatological biases in deep convection (Figure 11 of Zhao et al., 2018a). CM4.0, however, produces a much weaker-than-observed damping of El Niño SSTAs, with the cloud shading response displaced too far poleward and west of the evaporative cooling response in the cold tongue.

The weakness of CM4.0’s ENSO wind stress coupling and surface heat flux damping relative to observations (Figures 34 and 35) seems clearly linked to the coupled model’s climatological biases over the tropical
Figure 35. As in Figure 34 but for net surface heat flux anomalies regressed onto Niño-3 SST anomalies (W·m⁻²·K⁻¹). Positive values indicate anomalous heating of the ocean during El Niño.

Pacific (Figure 30)—in particular the excessive equatorial cold tongue and resulting poleward and westward displaced atmospheric convective zones. These are all common problems in coupled global climate models, typically leading to a compensation of feedbacks in which the ENSO-weakening effect of an attenuated wind stress response is countered by the ENSO-strengthening effect of too little heat flux damping (Bayr et al., 2018). That the SST-forced AM4.0 shows that such a realistic atmospheric response to El Niño suggests that correcting CM4.0's climatological SST biases could substantially improve the coupled model's ENSO response patterns and balance of feedbacks and possibly its sensitivities to external forcings. The possibility must also be admitted that the quality of CM4.0's ENSO spectrum hides problems in these compensating stress and heat flux feedbacks.

6. Concluding Remarks

The hope is that the new CM4.0 model described herein will be of value not only for the strengths of various aspects of its climate simulations but also by serving as a starting point for additional model development, given the limitations of these same simulations. Some key conclusions or areas for further study suggested by this project include the following.

The CM4.0 coupled simulation supports an approach to atmospheric model development in which the spatial pattern of TOA fluxes is used as a prime metric when optimizing the atmosphere/land model in AMIP mode. This approach builds on numerous recent studies demonstrating that tropical precipitation, the ITCZ in particular, responds significantly to perturbations in the energy balance outside of the deep tropics (Broccoli et al., 2006; Chiang & Bitz, 2005; Kang et al., 2008). The AM4.0 TOA flux RMS errors are substantially smaller than in any other AMIP model in the CMIP5 archive in all seasons (Zhao et al., 2018a), and CM4.0's RMS biases in TOA fluxes remain smaller than all CMIP5 coupled models by the same metric.
The tuning of AM4.0's cloud scheme focused on these TOA fluxes rather than on cloud process level constraints on water/ice content or droplet size. While the results do not guarantee accurate cloud feedbacks to climate change, the ability to fit seasonal changes is a relevant constraint. Future development will need to focus on satisfying observational constraints on process level cloud variables while minimizing any loss of realism in the TOA fluxes.

The RMS precipitation biases in CM4.0 are smaller in the annual mean and in most seasons than in other GFDL and CMIP5 coupled models, helped by the relatively high quality of precipitation in AM4.0 compared to other AMIP models plus the modest SST biases that develop in CM4.0, the latter being related in part to the realism of TOA fluxes. The double ITCZ/equatorial cold tongue bias is still present to some extent but is much smaller than in GFDL's CM2.1 and CM3 models that provided data to CMIP3 and CMIP5. A problematic aspect of the CM4.0 precipitation simulation is the dry bias in Amazon rainfall that is present in coupled mode but not in the AMIP simulation, due in part to biases in tropical Atlantic SSTs.

While an ocean model resolution of 0.25° is somewhat awkward in its inability to permit realistic mesoscale eddy generation in subpolar latitudes and in dealing with marginally eddy-permitting models more generally, we find that this ocean resolution is very promising in many respects. Favorable features include the better-resolved basin boundaries and bathymetry and the quality of the eddies generated in low and middle latitudes, each of which helps in improving simulations of phenomena such as Gulf Stream separation and the Gulf of Mexico loop current, the DWBCs involved in the AMOC return flow, and the North Atlantic salinity distribution. As discussed in Adcroft et al. (2019), there is substantial room for optimization of the ocean simulation at this resolution, involving the closure for submesoscale mixed layer eddies, the surface boundary layer scheme, the generalized vertical coordinate, and backscatter-based approaches for scale-aware mesoscale eddy closures.

The high quality of the ENSO simulation, the frequency spectrum, and SSTA structure in particular suggest that questions concerning the response of ENSO to warming in this model will be worth pursuing. Combined with the MJO simulation described in Zhao et al. (2018a), we suggest that this model may be valuable in studies of subseasonal-to-seasonal tropical variability and predictability more generally. Yet the deterioration in the magnitude of the wind stress regressions against ENSO when moving from an AMIP to a coupled simulation suggests that biases in the base state of CM4.0 in the tropical Pacific still play a significant role in distorting ENSO dynamics.

Attribution studies of the historical era with this model will have to deal with several problematic features of the simulations. One of these is the large centennial scale variability in the SH, produced by superpolynyas forming in the Ross Sea. These do not affect the NH extratropics significantly so attribution studies focusing in that region may not have to deal with this potentially unrealistic feature. The presence of these extreme polynyas is likely due to some combination of unresolved eddy effects, small-scale vertical mixing deficiencies near the Antarctic coast, and biases in surface buoyancy forcing, resulting in too much open ocean as opposed to coastal bottom water formation. This is a central issue for future model development.

Another important difficulty affecting attribution studies is apparent in the historical simulation, which has an unrealistic temporal evolution, with little warming until roughly 1990 with rapid warming thereafter. We view this as a signature of a transient climate sensitivity and aerosol forcing that are both too large. The rather small interdecadal internal variability in the model suggests that a large model ensemble would indicate formal inconsistency with the observations with high probability.

The relatively high fidelity simulation of the extent of Arctic sea ice in CM4.0 relative to CMIP5 models is impressive, both regarding the climatological seasonal cycle and the trend in recent decades. Whether this recent trend should be captured accurately in a model with little multidecadal variability, given evidence for some contribution from the latter to the observed decline (Day et al., 2012; Ding et al., 2019; Li et al., 2017,
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2018; Mahajan et al., 2011; Swart et al., 2015; Zhang, 2015; Zhang & Knutson, 2013), is a key question. In this regard we are particularly concerned with the unrealistically small amount of SSS in the subpolar North Atlantic in the model’s historical simulation. The simulation of Arctic SIT also suggests deficiencies in the sea ice model’s rheology or thermodynamics. The sea ice simulation around Antarctica has numerous issues—most notably too little summer sea ice and large centennial-scale variability associated with Ross Sea superpolynya events.

A variety of sensitivity studies with this coupled model have effectively been performed during the development process. Interesting sensitivities include that of subpolar Northern latitude winds and temperatures to subgrid orographic drag (especially over Greenland), temperature sensitivity to masking of snow albedos by vegetation, and overall bias responses to both horizontal and vertical atmospheric resolution, to the inclusion of energy conserving backscatter, and to specifics of the oceanic hybrid vertical coordinate. Most of these need to be reexamined with the finalized model and with longer time integrations, so we postpone discussion of these sensitivities, instead planning to return to some of them in future publications.

A model such as CM4.0 is meant to be an all-purpose climate simulator. As such, results from a variety of studies by the climate science community at large need to accumulate to determine the true value of the model for addressing various problems of interest. Substantial further work will also be required before evaluating the value of CM4.0 in providing a platform for future model improvements.
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