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Abstract

Kleinberg’s axioms for distance based clustering proved to be contradictory. Various efforts have been made to overcome this problem. Here we make an attempt to handle the issue by embedding in high-dimensional space and granting wide gaps between clusters.
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1 Introduction

Kleinberg [7] proposed three seemingly obvious clustering axioms: richness, scale-invariance and consistency. The consistency axiom states in particular, that a clustering function $f(d)$ clustering some set $S$ (with distance $d$ between datapoints) into the set of clusters $\Gamma$, st return the same clustering $\Gamma$ if applied to a different distance function $d'$ such that $d(P, Q) \geq d'(P, Q)$ if $P, Q$ are from different clusters of $\Gamma$ and $d(P, Q) \leq d'(P, Q)$ if $P, Q$ are from the same cluster. They proved to be contradictory. Is therefore clustering unnatural? There are several unnatural components of Kleinberg’s axiomatic system. First of all, we should expect a proper behaviour of a clustering algorithm only if the data as such is clusterable. $k$-means algorithm would cluster anything, the question is whether or not the outcome makes any sense.

Therefore we consider datasets where the clustering is there. We shall speak about $k$-clustering if we cluster into $k$ groups.

We will refer in this note predominantly to the widely used $k$-clustering algorithm called $k$-means. $k$-means algorithm was designed to operate primarily in the Euclidean space. Let us recall the $k$-means quality function which is minimized by $k$-means.

$$Q(\Gamma) = \sum_{i=1}^{k} \sum_{x \in C_i} ||x - \mu(C_i)||^2$$

which may be reformulated as
\[ Q(\Gamma) = \sum_{i=1}^{m} \sum_{j=1}^{k} u_{ij} \| x_i - \mu_j \|^2 = \sum_{j=1}^{k} \frac{1}{2n_j} \sum_{x_i \in C_j} \sum_{x_l \in C_j} \| x_i - x_l \|^2 \] (1)

Let us recall that according to Kleinberg, k-means is not a clustering algorithm as it fails on richness and consistency axioms.

Our basic contribution is to show that we can create a version of k-means algorithm that meets the Kleinberg axiom set intuition for datasets that have well defined clusterability property.

The note is structured as follows: We recall earlier work in Section 2. Then we propose a first approach to the solution in Section 3. While it works under Kleinberg’s definition of ”distance”, it is not quite suitable for k-means algorithm because it leads outside of the Euclidean space. Therefore we modify our approach in Section 4. Section 5 is devoted to a brief discussion of our outcome and Section 6 summarizes the results and outlines further research directions.

2 Previous Work

Obviously it is not acceptable and is disastrous for the domain of clustering algorithms if an axiomatic system consisting of ”natural axioms” is self-contradictory. It means in plain words that the domain of clustering algorithms is a kind of fake science. Therefore numerous efforts have been made to cure such a situation by proposing different axiom sets or modifying Kleinberg’s one. Mention Kleinberg himself introduced the concept of partition \( \Gamma' \) being a refinement of a partition \( \Gamma \), if for every set \( C' \in \Gamma' \), there is a set \( C \in \Gamma \) such that \( C' \subseteq C \). He defines Refinement-Consistency, a relaxation of Consistency, to require that if distance \( d' \) is an \( f (d) \)-transformation of \( d \), then \( f(d') \) should be a refinement of \( f(d) \). Though there is no clustering function that satisfies Scale-Invariance, Richness, and Refinement-Consistency, but if one defines Near-Richness as Richness without the partition in which each element is in a separate cluster, then there exist clustering functions \( f \) that satisfy Scale-Invariance and Refinement-Consistency, and Near-Richness (e.g. single-linkage with the distance-(\( \alpha \delta \))-stopping condition, where \( \delta = \min_{i,j} d(i,j) \) and \( \alpha \geq 1 \).

The refinement consistency is not a good idea as the idea what is a cluster and what not is not appropriately reflected. Furthermore, it does not repair the k-means classification as a non-clustering algorithm. To overcome Kleinberg’s contradictions, \([5]\) proposed to axiomatize clustering quality function and not the clustering function itself. This is a bad idea because no requirements are imposed onto the clustering function. \([21]\) proposes to go over to the realm of graphs and develops a set of axioms for graphs. The approach is not applicable to k-means. \([2]\) and \([18]\) proposed to use the ”axioms” not as a requirement to be met by all algorithms, but rather as a way to classify clustering functions. \([20]\) suggests to change the consistency axiom for graphs. \([6]\) proposes to seek only clusters with special properties, in his case to cluster the datasets into equal size clusters.
We have also proposed several approaches to removing the contradictions in the Kleinberg’s axiomatic system, see e.g. [11, 12, 10, 15, 9, 17, 13, 16]. All of them were based by assumption that a cluster should be enclosed in a kind of hyper-ball and the distances between the hyperballs shall be kept large enough. In this note we take a different stand referring rather to variation within a cluster.

We have demonstrated that the consistency axiom alone is self-contradictory and proposed a remedy in terms of a convergent consistency [11, Section 3]. Kleinberg’s consistency transformation allowed for creation of new clusters within a cluster which led directly to the contradiction of the axiomatic system. Convergent consistency makes creation of clusters within a cluster impossible because it requires that when decreasing distances within a cluster, the shorter distances are reduced by lower percentage than longer ones.

It has to be noted that our and other efforts in removing Kleinberg’s axiomatic contradictions went along the research on so-called clusterability. As mentioned, [6] made a suggestion that restricting oneself to special data structures can overcome Kleinberg’s contradictions. That is one looks rather at clustering of data that fulfill some properties of clusterability. Though a number of attempts have been made to capture formally the intuition behind clusterability, none of these efforts seems to have been successful, as Ben-David exhibits in [4] in depth. A paper by Ackerman et al. [1] partially eliminates some of these problems, but regrettably at the expense of non-intuitive user-defined parameters. As Ben-David mentioned, the research in the area does not address popular algorithms except for ε-Separatedness clusterability criterion related to k-means proposed by Ostrovsky et al. [19]. We have made some efforts in this direction in [8]. This note also refers to clusterability while clustering via k-means.

3 Variational Cluster Separation

Let us introduce a couple of useful concepts. First of all recall the fact that Kleinberg’s consistency axiom leads definitely outside of the domain of Euclidean space. Therefore, to work with k-means algorithm, we need a reformulation of the k-means cluster quality function. Let us first recall Kleinberg’s ”distance” concept.

**Definition 1.** For a given discrete set of points $S$, the function $d : S \times S \rightarrow \mathbb{R}$ will be called a pseudo-distance function iff $d(x, x) = 0$, $d(x, y) = d(y, x)$ and $d(x, y) > 0$ for distinct $x, y$.

Following the spirit of kernel k-means as was exposed in [14], let us reformulate now the k-means cluster quality function in terms of this pseudo-distance.

Define the function $Q(\Gamma, d)$ as follows:

$$Q(\Gamma, d) = \sum_{j=1}^{k} \frac{1}{2n_j} \sum_{i \in C_j} \sum_{l \in C_j} d(i, l)^2$$

(2)
where \( \Gamma \) is a clustering (split into disjoint non-empty subsets of cardinality at least 2) of a dataset \( S \) into \( k \) clusters, \( n = |S|, n_j = |C_j| \), and \( d \) is a pseudo-distance function defined over \( S \).

Let us introduce our concept of well-separatedness.

**Definition 2.** Let us consider a set of clusters separated as follows: Let \( \Gamma = \{C_1, \ldots, C_k\} \) be a partition of the dataset \( S \), \( d \) be a pseudo-distance. Let

\[
d(i, l) > \sqrt{\frac{2}{n}} \sqrt{Q(\Gamma, d)}
\]

for each \( i, l \) such that \( i \) belongs to a different cluster than \( l \) under \( \Gamma \). Then we say that the set \( S \) with distance \( d \) is variationally \( k \)-separable.

It is easily seen that in such a case

**Theorem 1.** If the pseudo-distance \( d \) fulfills the condition (3) under the clustering \( \Gamma \) of \( S \), then \( \Gamma \) is the optimal \( k \)-clustering of \( S \) with \( d \) under kernel \( k \)-means.

**Proof.** Assume to the contrary that not \( \Gamma \) but \( \Gamma' \) different from it is the optimal \( k \)-clustering of \( S \). \( \Gamma' \) would then contain at least one cluster \( C' \) with at least two datapoints \( P, Q \) such that both stem from distinct clusters of \( \Gamma \). Hence their distance amounts to at least \( \sqrt{\frac{2}{n}} \sqrt{Q(\Gamma)} \). All the other \( n' - 2 \) elements of \( C' \) do not belong under \( \Gamma \) to the same cluster as \( P \) or \( R \). Let these datapoints be \( n_P \) and \( n_R \). Clearly, \( n_P + n_R \geq n' - 2 \). So, within the cluster \( C' \) there are at least \( (n_P + 1) * (n_R + 1) \) pairs of datapoints with distance at least \( \sqrt{\frac{2}{n}} \sqrt{Q(\Gamma)} \). So the contribution of \( C' \) to the quality function amounts to

\[
Q(\{C'\}, d) = \frac{1}{2n'} \sum_{i \in C'} \sum_{l \in C'} d(i, l)^2
\]

\[
\geq \frac{1}{n'} (n_P + 1) * (n_R + 1) * 2Q(\Gamma, d) \geq \frac{1}{n'} (n' - 1) * 2Q(\Gamma, d)
\]

As \( Q(\Gamma', d) \geq Q(\{C'\}, d) \), so we have \( Q(\Gamma', d) \geq Q(\Gamma, d) \) as claimed in this theorem. \( \Gamma \) is in fact optimal.

As the theorem holds for pseudo-distance, it holds also for the Euclidean distance. Let us ask the question how difficult it would be to discover the optimal clustering. Let us consider the \( k \)-means++ algorithm [3], or more precisely the derivation of the initial clustering. Recall that wide gaps between clusters guarantee that after hitting each cluster during the initialization stage, the optimum clustering is achieved. Let us consider a step when \( i \) seeds have hit \( i \) distinct clusters. Then the probability of hitting an unhit cluster in the next step amounts to:

\[
\frac{SSD_{unhit}}{SSD_{unhit} + SSD_{hit}} = 1 - \frac{SSD_{hit}}{SSD_{unhit} + SSD_{hit}}
\]

where \( SSD_{unhit} \) is the sum of squared distances to closest seed from elements of unhit clusters, and \( SSD_{hit} \) is the sum of squared distances to closest seed from elements of hit clusters. Obviously

\[
E(SSD_{hit}) = 2Q(\Gamma, d)
\]
as the expected squared distance from cluster center amounts to $Q(\{C\}, d)$. On the other hand

$$SSD_{\text{unhit}} \geq 2Q(\Gamma, d) \sum_{j=i+1}^{k} n_j$$

If we assume that the cardinality of all clusters is the same and equals $m$, then we have

$$\frac{SSD_{\text{unhit}}}{SSD_{\text{unhit}} + SSD_{\text{hit}}} \geq 1 - \frac{2Q(\Gamma, d)}{2Q(\Gamma, d) \ast (k - i)m + 2Q(\Gamma, d)} = 1 - \frac{1}{m(k - i) + 1}$$

So that the overall expected probability of hitting all clusters during initialization amounts to at least

$$\prod_{i=1}^{k-1} \left(1 - \frac{1}{m(k - i) + 1}\right)$$

(5)

If $m$ exceeds $k$, then this probability is very close to one (given $m > 50$). If not all clusters are of the same cardinality, but $m$ is its lower bound, then the above formula gives the lower bound on this probability.

Now we are ready to formulate our well-separated clustering concept and the algorithm to detect it.

**Definition 3.** We say that a clustering function $f(d)$ returns variational $k$-clustering of $S$ if $S$ variationally $k$-separable under $d$ and $f(d)$ returns the $\Gamma$ clustering used in the definition of variational $k$-separability - Def. 2.

**Definition 4.** We say that a clustering function $f(d)$ returns variational range-$k_x$ clustering of $S$ if $S$ variationally $k$-separable under $d$ for some $1 \leq k \leq k_x$ and $f(d)$ returns the $\Gamma$ clustering used in the definition of variational $k$-separability - Def. 2 and for no cluster $C \in \Gamma$ there exists $k'$, $2 \leq k' \leq k_x - k + 1$ that $C$ is variationally $k'$-separable. The maximal $k$ with this property shall be called the level of variational range-$k_x$ clustering.

Obviously, $k$-means++ would be a suitable sub-algorithm for this task of the following master algorithm: try out all $k=2$ to $k_x$ if there exist variational $k$-clustering; and if so, then check each sub-cluster on no variational $k'$ separability.

Now consider the essential of our considerations: what will happen when performing Kleinberg’s consistency operation.

The first problem that we encounter is that consistency transform performed on a cluster that is not variationally $k'$ separable, may turn to variationally $k'$ separable one. Therefore we need to restrict consistency transformation to a discrete convergent one. It has been proven in [11, Section 3 on convergent consistency] that in continuous case the consistency transform hat to reduce to a scaling of all distances by the same factor. However, if we consider a discrete set of points, then we may be less rigid:

**Definition 5.** A discrete convergent consistency transformation is Kleinberg’s consistency transformation with the limitation that within one cluster shorter distances are shortened by fewer percent than longer ones.
Theorem 2. The variational range-$k_x$ clustering at the level $k$ will remain the variational range-$k_x$ clustering at the level $k$ after discrete convergent consistency transform. In other words discrete convergent consistency transform preserves clustering by a function detecting variational range-$k_x$ clustering.

Proof. The increase of inter-cluster distances does not violate variational $k$-separation. The decrease of intra-cluster separation does not turn a non-variationally separable set into a separable set. 

Let us recall, that Kleinberg’s richness property of the clustering function $f$ means that for any given set $S$ and any split $\Gamma$ of it, one can construct a distance function $d$ so that $f(d)$ returns the clustering $\Gamma$. We shall restrict this definitin to

Definition 6. The clustering function $f$ has range-$k_x$ richness property, if for any given set $S$ and any split $\Gamma$ of $S$ into non-empty subsets of at least two elements, one can construct a distance function $d$ so that $f(d)$ returns the clustering $\Gamma$.

This implies

Theorem 3. A function detecting variational range-$k_x$ clustering has the property of scale-invariance, discrete convergent consistency and range-$k_x$ richness.

However, with the discrete convergent consistency transformation of a distance $d$ to a distance $d'$ we will have the problem, that even if $d$ is an Euclidean distance, $d'$ does not need to be an Euclidean distance. As shown in [14], a distance function $d'$ being non-euclidean can be turned into Euclidean one $d''$ by adding an appropriate constant $\delta^2$ to each squared distance $d'(i, j)^2$ of distinct elements and the clustering with (kernel) $k$-means will preserve the $k$-clustering of $S$. However, it is possible that the property of variational $k$ separability will be lost. Our goal, yet, is to find the class of datasets and clustering functions fitting axioms that operate in the Euclidean space.

4 Residual Cluster Separation

Assume that $\sigma(d)$ is the lowest distance $d$ over the set $S$. Then we have

Theorem 4.

$$Q(\Gamma, d) \geq (n - k) \frac{\sigma(d)^2}{2}$$

Proof.

$$Q(\Gamma, d) \geq \sum_{j=1}^{k} \frac{1}{2n_j} \sum_{x_i \in C_j} \sum_{x_l \in C_j} \sigma(d)^2 = \sum_{j=1}^{k} \frac{n_j - 1}{2} \sigma(d)^2 = (n - k) \frac{\sigma(d)^2}{2}$$
Define the function
\[ \beta(\Gamma, d) = 2 \left( Q(\Gamma, d) - (n - k - 1)\frac{\sigma(d)^2}{2} \right) \]

Let us introduce our next concept of well-separatedness.

**Definition 7.** Let us consider a set of clusters separated as follows: Let \( \Gamma = \{C_1, \ldots, C_k\} \) be a partition of the dataset \( S \), \( d \) be a pseudo-distance. Let
\[ d(i, l) > \sqrt{2}\sqrt{\beta(\Gamma, d)} \]
for each \( i, l \) such that \( i \) belongs to a different cluster than \( l \) under \( \Gamma \). Then we say that the set \( S \) with distance \( d \) is residually \( k \)-separable.

**Theorem 5.** Assume that the set \( S \) with distance \( d \) is residually \( k \)-separable. Then \( \Gamma \) minimizes \( Q(\Gamma, d) \) over all clusterings of the dataset \( S \).

**Proof.** Assume that a clustering \( \Gamma' \) different from \( \Gamma \) is the optimum. Then there exist at least two datapoints \( P, Q \) belonging to the same cluster under \( \Gamma' \), but not under \( \Gamma \). In such a case \( d(P, Q) \geq \sqrt{2}\sqrt{\beta(\Gamma, d)} \)

\[
Q(\Gamma, d) \geq \frac{1}{2n_j} \sum_{i \in C_j} \sum_{l \in C_j} \sigma(d)^2 + \frac{2(Q(\Gamma, d) - (n - k - 1)\frac{\sigma(d)^2}{2}) - \sigma(d)^2}{2}
\]

\[
= \frac{(n - k)\sigma(d)^2}{2} + Q(\Gamma, d) - (n - k - 1)\frac{\sigma(d)^2}{2} = Q(\Gamma) + (n - k)\frac{\sigma(d)^2}{2}
\]

\[ Q(\Gamma, d) \geq Q(\Gamma, d') \]

**Theorem 6.** Given two pseudo-distance functions \( d_1, d_2 \) over \( S \) such that for any two distinct \( x, y \): \( d_2^2(x, y) = d_1^2(x, y) + \Delta \) for some constant \( \Delta \). Then
\[ \beta(\Gamma, d_2) = \beta(\Gamma, d_1) + \Delta \]

**Proof.**
\[
Q(\Gamma, d_2) = \frac{1}{2n_j} \sum_{i \in C_j} \sum_{l \in C_j} d_2(i, l)^2 = \frac{1}{2n_j} \sum_{i \in C_j} \sum_{l \in C_j} (d_1(i, l)^2 + \Delta)
\]

\[
= Q(\Gamma, d_1) + \frac{1}{2n_j} \sum_{i \in C_j} \sum_{l \in C_j} \Delta = Q(\Gamma, d_1) + (n - k)\frac{\Delta}{2}
\]

Furthermore
\[
\beta(\Gamma, d_2) = 2 \left( Q(\Gamma, d_2) - (n - k - 1)\frac{\sigma(d_2)^2}{2} \right)
\]

\[
= 2Q(\Gamma, d_2) - (n - k - 1)\sigma(d_2)^2 = 2Q(\Gamma, d_1) + (n - k)\Delta - (n - k - 1)\sigma(d_1)^2 - (n - k - 1)\Delta
\]

\[
= 2Q(\Gamma, d_1) - (n - k - 1)\sigma(d_1)^2 + \Delta = \beta(\Gamma, d_1) + \Delta
\]
The above theorem implies:

**Theorem 7.** Given two pseudo-distance functions $d_1, d_2$ over $S$ such that for any two distinct $x, y$: $d_2^2(x, y) = d_1^2(x, y) + \Delta$ for some constant $\Delta$. Then if the set $S$ with pseudo-distance $d_1$ is residually $k$-separable then the set $S$ with pseudo-distance $d_2$ is residually $k$-separable.

**Proof.** As $\beta(\Gamma, d_2) = \beta(\Gamma, d_1) + \Delta$, then it would be sufficient for residual $k$-separability of $S$ under $d_2$ that the squared pseudo-distance between elements of distinct clusters is increased by $\Delta$ which is the case by definition of $d_2$. So increase of distances from $d_1$ to $d_2$ preserves the residual $k$-separation.

**Definition 8.** We say that a clustering function $f(d)$ returns residual $k$-clustering of $S$ if $S$ is residually $k$-separable under $d$ and $f(d)$ returns the $\Gamma$ clustering used in the definition of residual $k$-separability - Def. 7.

**Definition 9.** We say that a clustering function $f(d)$ returns residual range-$k_x$ clustering of $S$ if $S$ residually $k$-separable under $d$ for some $1 \leq k \leq k_x$ and $f(d)$ returns the $\Gamma$ clustering used in the definition of residual $k$-separability - Def. 7 and for no cluster $C \in \Gamma$ there exists $k', 2 \leq k' \leq k_x - k + 1$ that $C$ is residually $k'$-separable. The maximal $k$ with this property shall be called the level of residual range-$k_x$ clustering.

Obviously, $k$-means++ is no more suitable sub-algorithm for this task of the following master algorithm: try out all $k=2$ to $k_x$ if there exist residual $k$-clustering, and if so, then check each sub-cluster on no residual $k'$ separability.

We need to create the following modification of $k$-means++: (res-$k$-means++). Instead of taking squared distances to the closest seed, use the difference between it and the squared smallest distance whatsoever during initialization stage.

Let us ask the question how difficult it would be to discover the optimal clustering. Let us consider the res-$k$-means++ algorithm, or more precisely the derivation of the initial clustering. Let us consider a step when $i$ seeds have hit $i$ distinct clusters. Then the probability of hitting an unhit cluster in the next step amounts to:

$$\frac{SSD_{unhit}}{SSD_{unhit} + SSD_{hit}} = 1 - \frac{SSD_{hit}}{SSD_{unhit} + SSD_{hit}}$$

where $SSD_{unhit}$ is the sum of squared distances to closest seed minus $\delta(d)^2$ from elements of unhit clusters, and $SSD_{hit}$ is the sum of squared distances minus $\delta(d)^2$ to closest seed from elements of hit clusters. Obviously

$$E(SSD_{hit}) = 2\beta(\Gamma, d)$$

as the expected squared distance from cluster center amounts to $Q(\{C\}, d)$. On the other hand

$$SSD_{unhit} \geq 2\beta(\Gamma, d) \sum_{j=i+1}^{k} n_j$$
If we assume that the cardinality of all clusters is the same and equals \( m \), then we have

\[
\frac{SSD_{unhit}}{SSD_{unhit} + SSD_{hit}} \geq 1 - \frac{2\beta(\Gamma, d)}{2\beta(\Gamma, d) \ast (k - i)m + 2\beta(\Gamma, d)} = 1 - \frac{1}{m(k - i) + 1}
\]

So that the overall expected probability of hitting all clusters during initialization amounts to at least (as in eq. (5))

\[
\prod_{i=1}^{k-1} \left( 1 - \frac{1}{m(k - i) + 1} \right)
\]

Remarks on high probability and unequal cluster sizes are here the same as with eq. (5).

Now consider the essential of our considerations: what will happen when performing Kleinberg’s consistency operation.

The first problem that we encounter is that consistency transform performed on a cluster that is not residually \( k' \)-separable, may turn to residually \( k' \)-separable one. Therefore we need to restrict consistency transformation to a discrete convergent one. But this is not sufficient. As we make use now of the concept of the smallest distance in our formulas, we need to add the restriction that the lowest distance will not be decreased.

**Theorem 8.** The residual range-\( k_x \)-clustering at the level \( k \) will remain the residual range-\( k_x \)-clustering at the level \( k \) after discrete convergent consistency transform keeping lowest distance. In other words discrete convergent consistency transform keeping the lowest distance preserves clustering by a function detecting residual range-\( k_x \)-clustering.

**Proof.** The increase of inter-cluster distances does not violate residual \( k \)-separation. The decrease of intra-cluster separation according to the imposed limitations does not turn a non-residually separable set into a separable set.

This implies

**Theorem 9.** A function detecting residual range-\( k_x \)-clustering has the property of scale-invariance, discrete convergent consistency keeping lowest distance and range-\( k_x \)-richness.

What is more, consider the discrete convergent consistency transformation keeping lowest distance of a distance \( d \) to a distance \( d' \). As shown in [14], a distance function \( d' \) being non-euclidean can be turned into Euclidean one \( d'' \) by adding an appropriate constant \( \delta^2 \) to each squared distance \( d'(i, j)^2 \) and the clustering with (kernel) \( k \)-means will preserve the \( k \)-clustering. And, with the above Theorem 7, the property of residual \( k \) separability will be preserved.
5 Discussion

Kleinberg created a set of "natural" axioms for distance-based clustering functions which turned out to be contradictory. This axiomatic system was cited hundreds of times in the literature without pointing at the fact that this is a sick situation to have a well-established domain of clustering without having clarified the basic concepts like clusters, or the counterproductive outcome of this axiomatic set being the claim that the most popular clustering algorithm, the k-means algorithm, is not a clustering algorithm at all. The natural suggestion that arises from this situation is to pose the question whether or not an algorithm needs to produce an axiomatizable outcome in case that there is no cluster structure in the data. Rather we should assume the position "garbage in - garbage out" and concentrate to define properties for clustering algorithms when applied to datasets where there are real clusters.

This situation led to a branch of research trying to answer the fundamental question whether or not there are clusters in the dataset. This note can be treated as a contribution in this direction. We define data structures with apriori known optima for k-means algorithm. Such structures can be used as an extreme case testbed for algorithms in this clustering family.

But they shed also some light on the clustering axioms of Kleinberg. We showed that it is possible to define datasets with clean structures for various numbers of clusters, achieving partial compliance with the richness axiom of Kleinberg. Purely theoretically, our approximation via "range" richness could be extended to "range n" richness. But we deliberately imposed restrictions that a cluster should have at least two elements and also insisted on km so that the classical k-means++ algorithm can discover clustering with high probability. If the range should be extended behind m, then the distances to smaller clusters would need to be increased. In all, this is possible.

The title of this note contains the phrase "High-Dimensional". This is due to the fact that the operation of embedding data after consistency transformation may frequently lead to a high dimensional embedding, not present in the original data.

We insist on using "Wide Gap" when analysing k-means clustering from theoretical point of view because the goal of k-means is not to find well separated data but rather data that minimize the sum of distance squares to cluster centers. It may lead to splitting larger "optical" clusters and merge with them small "optical" clusters if the small clusters are not far enough from the large clusters.

6 Conclusions

This note presented two new structures of datasets to be clustered via k-means with known apriori optimal clustering. Both, when subjected to Kleinberg’s convergent consistency transformation keeping the shortest distance, preserve the respective structural properties. But the consistency transformation leads
outside the realm of Euclidean spaces. When restoring Euclidean distances, only one of them maintains its structural properties so that Kleinberg’s axioms are applicable to it.

Future research should point at directions of changes in the Kleinberg’s axioms in cases when the gaps between clusters are smaller than those proposed here.

References

[1] M. Ackerman, Andreas Adolfsson, and Naomi Brownstein. An effective and efficient approach for clusterability evaluation. *CoRR*, abs/1602.06087, 2016. earlier notions of clusterability 32,11,12,8,2,9 . 7,6.

[2] M. Ackerman, S. Ben-David, and D. Loker. Towards property-based classification of clustering paradigms. In *Advances in Neural Information Processing Systems 23*, pages 10–18. Curran Associates, Inc., 2010.

[3] D. Arthur and S. Vassilvitskii. $k$-means++: the advantages of careful seeding. In N. Bansal, K. Pruhs, and C. Stein, editors, *Proc. of the Eighteenth Annual ACM-SIAM Symposium on Discrete Algorithms*, SODA 2007, pages 1027–1035, New Orleans, Louisiana, USA, 7-9 Jan. 2007. SIAM.

[4] S. Ben-David. Computational feasibility of clustering under clusterability assumptions. https://arxiv.org/abs/1501.00437, 2015.

[5] S. Ben-David and M. Ackerman. Measures of clustering quality: A working set of axioms for clustering. In D. Koller, D. Schuurmans, Y. Bengio, and L. Botton, editors, *Advances in Neural Information Processing Systems 21*, pages 121–128. Curran Associates, Inc., 2009.

[6] J. Hopcroft and R. Kaman. Computer science theory for the information age, 2012. chapter 8.13.2. A Satisfiable Set of Axioms. page 272ff.

[7] J. Kleinberg. An impossibility theorem for clustering. In *Proc. NIPS 2002*, pages 446–453, 2002. http://books.nips.cc/papers/files/nips15/LT17.pdf.

[8] M. A. Klopotek. An aposteriorical clusterability criterion for k-means++ and simplicity of clustering. *SN Comput. Sci.*, 1(2):80, 2020.

[9] M. A. Klopotek. A clustering preserving transformation for k-means algorithm output. *CoRR*, abs/2202.10455, 2022.

[10] M. A. Klopotek and R. A. Klopotek. Clustering algorithm consistency in fixed dimensional spaces. In *Foundations of Intelligent Systems*, volume 12117 of *LNCS*, pages 352–361. Springer, 2020.

[11] M. A. Klopotek and R. A. Klopotek. In-the-limit clustering axioms. In *Artificial Intelligence and Soft Computing*, volume 12416 of *LNCS*, pages 199–209. Springer, 2020.
[12] M. A. Klopotek, S. T. Wierzchon, and R. A. Klopotek. k-means cluster shape implications. In Artificial Intelligence Applications and Innovations, volume 583 of IFIP Advances in Information and Communication Technology, pages 107–118. Springer, 2020.

[13] Mieczysław A. Klopotek and Robert A. Klopotek. Towards continuous consistency axiom. Applied Intelligence, 2022, 2022.

[14] R. Klopotek, M. Klopotek, and S Wierzchoń. A feasible k-means kernel trick under non-euclidean feature space. International Journal of Applied Mathematics and Computer Science, 30(4):703–715, 2020. Online publication date: 1-Dec-2020.

[15] R. A. Klopotek and M. A. Klopotek. On probabilistic k-richness of the k-means algorithms. In Machine Learning, Optimization, and Data Science, volume 11943 of LNCS, pages 259–271. Springer, 2019.

[16] M. Klopotek and R. Klopotek. Richness fallacy. In Proc. ISMIS 2022, 03-05.10.2022, Cosenza, Italy. Lecture Notes in Computer Science book series (LNAI, volume 13515) Foundations of Intelligent Systems, pages 262–271. Springer, 2022.

[17] Robert A. Klopotek and Mieczysław A. Klopotek. Solving inconsistencies of the perfect clustering concept. In Proc. of PP-RAI’2019 Congress, pages 273–276, 2012.

[18] M. Meilă. Comparing clusterings: An axiomatic view. In Proceedings of the 22Nd International Conference on Machine Learning, ICML ’05, pages 577–584, New York, NY, USA, 2005. ACM.

[19] R. Ostrovsky, Y. Rabani, L. J. Schulman, and C. Swamy. The effectiveness of lloyd-type methods for the k-means problem. J. ACM, 59(6):28:1–28:22, January 2013. 0.0000001 is epsilon so that epsilon square ¡target kmeans for k/target kmeans for k-1.

[20] Fabio Strazzzeri and Rubén J. Sánchez-García. Possibility results for graph clustering: A novel consistency axiom. https://arxiv.org/abs/https://arxiv.org/abs/1806.06142, 2021.

[21] T. van Laarhoven and E. Marchiori. Axioms for graph clustering quality functions. Journal of Machine Learning Research, 15:193–215, 2014.