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The procedures of differential evolution algorithm can be summarized as population initialization, mutation, crossover, and selection. However, successful solutions generated by each iteration have not been fully utilized to our best knowledge. In this study, an external selection mechanism (ESM) is presented to improve differential evolution (DE) algorithm performance. The proposed method stores successful solutions of each iteration into an archive. When the individual is in a state of stagnation, the parents for mutation operation are selected from the archive to restore the algorithm’s search. Most significant of all, a crowding entropy diversity measurement in fitness landscape is proposed, cooperated with fitness rank, to preserve the diversity and superiority of the archive. The ESM can be integrated into existing algorithms to improve the algorithm’s ability to escape the situation of stagnation. CEC2017 benchmark functions are used for verification of the proposed mechanism’s performance. Experimental results show that the ESM is universal, which can improve the accuracy of DE and its variant algorithms simultaneously.

1. Introduction

Differential evolution (DE) algorithm [1], introduced by Storn and Price in 1995, is one of the most popular evolutionary algorithms. DE is easy to be understood, and the principle is simple. Still, it demonstrates good optimization ability and is used in many single-objective optimization problems successfully, including continuous optimization [2], discrete optimization [3], constrained optimization [4], and unconstrained optimization [5].

Different from other meta-heuristic algorithms [6], the procedures of differential evolution algorithms can be summarized as population initialization, mutation, crossover, and selection. After each iteration, promising solutions with better fitness values are selected to survive to the next iteration. These solutions can be called successful solutions. DE repeats this procedure until a predefined termination criterion is reached. However, DE may suffer stagnation during the evolution process, which means stop generating successful solutions and converging to a fixed point [7].

When the population stagnates, taking appropriate strategies to restore the search should theoretically further improve the algorithm’s performance.

Successful solutions are generally located in valleys of the fitness landscape. As the iteration progresses, successful solutions containing useful information may be discarded and underutilized. We, therefore, propose an external selection mechanism (ESM). First, ESM stores successful solutions of each iteration into an archive. When the individual is in a state of stagnation, the parents for mutation operation are selected from the archive to restore the algorithm’s search. Most significant of all, a crowding entropy diversity measurement in fitness landscape is proposed, cooperated with fitness rank, to preserve the diversity and superiority of the archive. The ESM can be integrated into existing algorithms to improve the algorithm’s ability to escape the situation of stagnation. CEC2017 benchmark functions are used for verification of the proposed mechanism’s performance. Experimental results show that the ESM is universal, which can improve the accuracy of DE and its variant algorithms simultaneously.

To verify and analyze the effectiveness of the ESM, we performed a series of experiments and comparisons on the
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CEC2017 benchmark set [8], incorporating three classic DEs and five state-of-the-art DE variants. Results indicate that the ESM can effectively improve the algorithm performance without increasing the computational complexity.

The rest of this study is organized as follows: Section 2 introduces the canonical DE algorithm, including its typical mutation, crossover, and selection operators. Section 3 reviews related work. The proposed ESM procedures are introduced in Section 4. The effectiveness of the proposed mechanism is discussed in Section 5 based on the computational results. Conclusions and future work are illustrated in Section 6.

2. Differential Evolution

In this section, we introduce the basic differential evolution algorithm, including the well-known mutation strategy DE/rand/1 [1] and other widely used mutation strategies.

\[
\text{DE (best/1)} : V_i^t = X_{\text{best}}^t + F \cdot (X_{r_1}^t - X_{r_3}^t),
\]
\[
\text{DE (best/2)} : V_i^t = X_{\text{best}}^t + F \cdot (X_{r_1}^t - X_{r_3}^t) + F \cdot (X_{r_4}^t - X_{r_5}^t),
\]
\[
\text{DE (rand/2)} : V_i^t = X_{r_1}^t + F \cdot (X_{r_2}^t - X_{r_3}^t) + F \cdot (X_{r_4}^t - X_{r_5}^t),
\]
\[
\text{DE (current-to-best/1)} : V_i^t = X_i^t + F \cdot (X_{\text{best}}^t - X_i^t),
\]
\[
\text{DE (current-to-rand/1)} : V_i^t = X_i^t + F \cdot (X_{r_1}^t - X_i^t) + F \cdot (X_{r_2}^t - X_i^t),
\]

where \( r_1, r_2, r_3, r_4, \) and \( r_5 \) are mutually different integers randomly generated from the range \( (1, 2, \ldots, NP) \), and they are different from \( i \) (\( r_j \neq r_k \neq r_3 \neq i \)). \( X_{\text{best}}^t \) is the individual vector with the best fitness value in the population at iteration \( t \).

2.3. Crossover. We illustrate the binomial crossover, in which the target vector \( X_i^t \) and donor vector \( V_i^t \) exchange elements according to the following rules:

\[
u_{i,j}^t = \begin{cases} v_{i,j}^t, & \text{if } \text{rand}(0, 1) < \text{CR} \text{ or } j = j_{\text{rand}}, \\ x_{i,j}^t, & \text{otherwise,} \end{cases}
\]

where the crossover rate \( CR \in [0, 1] \) is a uniformly distributed random integer in \([1, D]\) that ensures at least one element of the trial vector is inherited from the donor vector.

2.4. Selection. The greedy selection strategy is generally used in DE. The variable, \( X_{i}^{t+1} \), is assigned when the fitness value of the trial vector, \( U_{i}^{t+1} \), is equal to or better than \( X_{i}^{t} \), and otherwise \( X_{i}^{t} \) is reserved:

\[
X_{i}^{t+1} = \begin{cases} U_{i}^{t+1}, & f(U_{i}^{t+1}) \leq f(X_{i}^{t}), \\ X_{i}^{t}, & \text{otherwise,} \end{cases}
\]

where \( f(x) \) is the fitness function.

3. Related Work

Most research on improving DE has focused on mutation operator [9]. In recent decades, there have been many mutation operators with distinct search performance that have been proposed. Fan et al. [10] proposed a triangular mutation strategy, which was considered a local search operator. Zhang et al. [11] introduced a new DE variant, JADE, improving optimization performance by a new mutation strategy, DE/current-to-pbest/1. DE/current-to-pbest/1 is one of the most successful mutation operators because of its relatively balanced performance between exploration and exploitation. Wang et al. [12] proposed a new mutation strategy called DE/current-to-εbest/1 based on the values near the current parameter to keep balance of exploitation and exploration capabilities during the differential evolution. A novel DE algorithm with intersec mutation operation called intersect mutation...
differential evolution (IMDE) was proposed [13] to further improve the performance of the standard DE algorithm. Mohamed et al. [14] proposed two mutation strategies, DE/current – to – ord_best/1 and DE/current – to – ord_pbest/1. Both of the proposed mutation strategies were based on ordering three selected vectors to achieve different search behaviors. Deng et al. [15] proposed a novel DE variant called DCDE based on a dynamic combination-based mutation operator to achieve an appropriate balance between global exploration ability and local exploitation ability.

In addition, novel neighborhood-based [16], dimension-based [17], opposition-based [18], and regeneration-based [19] mechanisms also showed their effectiveness on improving the performance of DE and its variants. In this study, we focus on the related work on archive-based techniques for DE. In the multiobjective evolutionary algorithm, a subpopulation called the external archive is used to store nondominated solutions that have been found during the search [20, 21], employing an archive is almost standard in multiobjective optimization [22]. The goal of single-objective global numerical optimization is to find a global optimum in decision space of a given objective function. Recently, archive is also introduced into global numerical optimization. In JADE [11], a set of recently explored inferior solutions are archived, and their difference from the current population is considered as a promising direction toward the optimum. The archive is applied to the second difference vector of the mutation strategy in JADE. Zhou et al. [23] proposed a DE framework with guiding archive (GAR-DE), GAR-DE chose the base vector of mutation strategy from the archive to help DE escape from the situation of stagnation, and Manhattan distance metric was used to maintain the diversity of the archive. Zeng et al. [24] proposed a new selection operator (NSO) for DE, which archived not only the successful updated solutions but also the discarded trial solutions. The NSO focused on selecting appropriate solution from the archive to survive to the next generation.

As can be seen from preceding explanation, the differences among archive-based mechanisms mainly consist in two aspects: what information/solutions should be stored in the archive; how to maintain and update the archive; and how to use the archive to guide the search. The most striking feature of the proposed ESM is the use of information entropy rather than distance metric [23, 25] to maintain the diversity of the archive.

Shannon defined the information entropy theory [26] for the first time in 1948. In information theory, entropy is used to measure the expected value of a random variable. As the evaluation scale of information quantity of stochastic process, information entropy has been extended to a general and effective tool to solve difficult numerical problems and uncertain polynomial combinatorial optimization problems [27, 28]. An information theoretic technique was adopted to analyze the ruggedness of a continuous fitness landscape in [29, 30]. Petalas et al. [27] proposed a memetic particle swarm optimization algorithm that exploits Shannon’s information entropy for decision-making in swarm level, as well as a probabilistic decision-making scheme in particle level, for determining when and where local search is applied. As can be seen from the previous studies, entropy actually reflects the degree of chaos of system. Therefore, entropy principle can be a promising method applied to evolutionary algorithm to ensure population diversity.

4. The Proposed ESM

In this section, we discuss the characteristics of the successful solution archive and archive-updating procedure and describe the ESM implementation.

4.1. Successful Solution Archive. From Section 2, we can know that DE selects one vector from the trial vector and parent vector to survive to the next generation, and the survivor is known as the successful solution. As shown in Figure 1(a), in the two-dimensional solution space of a multimodal problem, the population is evenly distributed at the initial stage. As the iteration continues, from Figure 1(b) we can conclude that superior successful solutions (red points) can be generated in possible optimal regions. However, in Figure 1(c), the random and greedy selection operation makes the population gradually converge to a local optimum. Some successful solutions may be discarded without being fully exploited because of the greedy selection operation as the iteration progresses. An appropriate mechanism to utilize the successful solutions with high diversity contribution can make the algorithm reexplore the missed potential optimal solution. To some extent, it is also a remedy for the greedy selection operation.

Considering the above analysis, as depicted in Figure 2, an external archive is designed to store successful solutions generated during each iteration. When an individual is in a state of stagnation, the archive is activated for parent selection of mutation operation. For instance, the classic mutation strategy DE/rand/1 can be modified to

\[ V_i^t = X_{ar_1}^t + F \cdot (X_{ar_2}^t - X_{ar_3}^t), \] (5)

where \( ar_1, ar_2, ar_3 \in \mathcal{A}^t \) and \( ar_1 \neq ar_2 \neq ar_3 \), \( \mathcal{A}^t \) is the successful solution archive at iteration \( t \). A simple but efficient method is adopted at this point, when the number of steps for the individual’s fitness value to stop updating reaches a predetermined value \( Q \), the individual is considered in a stagnant state [31].

4.2. Archive Updating Procedure. As the successful solution archive has been established, the current problem is how to update the archive to keep its diversity and superiority in the whole evolution process. An archive containing diverse successful solutions can drag the individual out of stagnation without crippling the algorithm’s performance.

4.2.1. Individual Diversity Measure. To our best knowledge, in single-objective optimization, diversity is usually defined by the spatial distribution of the whole population [32], but there is few diversity contribution measures for a single...
Figure 1: Illustration of the successful solution distribution in a two-dimensional space: (a) at the initial stage; (b) at the intermediate stage; (c) at the terminal stage.

Figure 2: Illustration of the successful solution archive.
individual to whole population. Wang et al. [33] proposed an Euclidean distance-based diversity metric for each individual, but a huge computational cost is needed to calculate the distance between every two individuals. To utilize diversity information while reducing the computational cost, we can estimate the diversity by fitness value distribution on individual level. Fitness distance can represent the spatial distance to some extent [34].

In multiobjective optimization, Deb et al. [35] proposed a crowding distance measure method to get an estimation of the density of solutions surrounding a particular solution in the population, by calculating the average distance of two points on either side of this point along each of the objectives. However, the distribution of this point is not considered, and the only average distance may not accurately reflect the crowding degree. With utilizing the characteristic of fitness distance, we can extend the crowding distance measure to single-objective optimization. For example, in Figure 3, the crowding distance of the solution A can be calculated as $3L + 1L = 4L$ (according to crowding distance calculation method in [35]), which is the same as the solution B ($2L + 2L = 4L$), whereas solution B obviously has a higher diversity contribution than solution A.

4.2.2. Archive Update Procedure. From the above statement, this study proposes a crowding entropy diversity measurement in the fitness landscape at individual level. As shown in Figure 4, we sort the archive population in the ascending order of fitness during each iteration, then, a fitness distance estimation operator can be formulated as follows:

$$Dl(i) = |f_{i+1} - f_i|,$$

$$Du(i) = |f_i - f_{i-1}|,$$

where $f_i$ is the fitness value of the $i$th individual. $Dl(i)$ and $Du(i)$ can be further normalized, then, the crowding entropy of the $i$th individual can be defined as follows:

$$P_{i1} = \frac{Dl(i)}{Dl(i) + Du(i)},$$

$$P_{i2} = \frac{Du(i)}{Dl(i) + Du(i)},$$

$$CE_i = -\sum_{j=1}^{K} P_{ij} \log_2(P_{ij}),$$

where $CE_i \in [0, 1]$, the larger $CE$ means that the individual distribution is more uniform, so it has a higher diversity contribution. According to Figure 3, we can further calculate $CE_A = 0.8$ and $CE_B = 1$, this is also consistent with their diversity contribution. Since the best and worst individuals locate in the boundary scope, there is only one neighbor around them, respectively. Therefore, we set $CE_l = CE_2$ and $CE_{xp} = CE_{xp-1}$ for the ESM to function normally. To keep the superiority of the archive, fitness value rank is further introduced:

$$FR_i = i, \quad i = 1, 2, \ldots, NP,$$

$$R_i = \left(1 - \frac{FR_i}{NP + 1}\right) \cdot CE_i,$$

where $R_i$ represents the priority of the individual to be updated. An individual in the archive with a higher rank (i.e., far from the global optimum) or with lower entropy (i.e., located in a dense area) should have a higher probability of being updated.

4.3. The Implementation of the ESM. Based on the ESM described above, we present the ESM updating procedure in Algorithm 1 and the complete implementation based on classic DE with mutation strategy DE/rand/1 in Algorithm 2. Different from the existing alternative for the selection of parents [33, 36], the proposed mechanism is an adaptive approach that considers the feedback of the recently successful solutions so that the robustness of the DE algorithm has the potential to be enhanced by dynamically adapting promising parents for the situation of stagnation. Moreover, the proposed ESM is computationally efficient. The time complexities of updating operations of the archive are $O(NP)$. Additionally, the selection of parents, counting of the consecutive unsuccessful updates, and stagnation detection do not increase the overall time complexity.

5. Experiments and Comparisons

In this section, the proposed ESM is first integrated into three representative classic DE algorithms, including DE/rand/1, DE/best/1, and DE/current – to – best/1, to verify its efficiency. Then, five state-of-the-art DE variants, including j2020 [37], EJADE [38], BeSD [39], EBSHADE [14], and EBLSHADE [14], are introduced to incorporate with the ESM for further comparison. Finally, all experiments are conducted on the CEC2017 benchmark set [8], which contains 30 representative benchmark functions in four categories: unimodal (F1–F3), simple multimodal (F4–F10), hybrid (F11–F20), and composition (F21–F30). This benchmark set is widely used in the performance testing of evolutionary algorithms [9]. It is worth mentioning that the ESM does not change existing mechanisms in algorithms.
including the bound constraint handling and linear population size reduction.

The parameters of all algorithms are listed in Table 1. The common parameters of the incorporated algorithms are set as follows: The population size NP is 100, the stagnation tolerance \( Q \) is 120, and the maximum allowed number of function evaluations \( \text{Max}_{FEs} = 10000 \times D \), where \( D \) is the problem dimension. Moreover, \( H \) represents the historical memory size associated with the adaptive control of scaling factors (\( F \)) and crossover rates (\( CR \)), \( LP \) is the learning period.

Limited by the article space, this study presents results at \( D = 30 \). For the fairness of comparison, each algorithm was implemented in MATLAB 2017b and executed over 51 independent runs on a Windows 10 64 bit desktop PC with 32 GB of RAM and a 3.0 GHz Intel Core i7-9700 processor.

5.1. Improving the Performance of Classic DEs and State-of-the-Art DE Variants. The following tables show the mean value (Mean) and standard deviation (Std.Dev) of the error
value \( f(X) - f(X^*) \), where \( f(X^*) \) representing the global optimum. The “+”, “−”, and “=” signs at each row of the table indicates that the ESM-based algorithm is, respectively, better than, equal to, or worse than the comparison algorithm.

Tables 2–4 show the performance of three classic DEs. For DE/rand/1, which is widely recognized for its diversity maintaining capability and relative low search efficiency, the ESM significantly improves its performance on 24 test functions and only cause performance degradation on two test functions, as shown in Table 2. DE/best/1 is well known as its local exploitation capability and fast convergence speed, the ESM also makes progress on 19 functions, as presented in Table 3. Relatively, the performance of ESM-DE/best/1 decreases on five functions including F13, F16, F24, F27, and F29 and keeps the same as DE/best/1 on the rest six functions. DE/current – to – best/1 is more inclined to balance global exploration and local exploitation. From Table 3, we can find that the ESM also achieves improvement on 26 functions. The results of ESM-DE/current – to – best/1 only decrease on two functions including F2 and F19. With functions F25 and F27, the two competitors keep the same.

From the above experiments, we can conclude that the ESM can significantly improve classic DE’s performance. To further verify the ESM’s universality, five representative and advanced DE variants are introduced, Tables 5–9 show these variants and their competitors’ performance. For ESM-j2020, as shown in Table 5, significant improvements are achieved on 23 functions. From Tables 6 to 9, we know that the number of functions with “+” decreases compared with the results shown in Tables 2–5. Meanwhile, from Tables 6 to 9, only a few functions show performance degradation after applying the ESM. We can therefore conclude that the ESM is still competitive even in recognized excellent DE variants.

We further conducted Wilcoxon signed-ranked test with a 0.05 significance [40] to statistically verify the effectiveness of the ESM. In Table 10, the \( p \)-value obtained by ESM-DE/rand/1, ESM-DE/best/1, ESM-DE/current – to – best/1, ESM-j2020, and ESM-BeSD are all less than 0.05, which indicates a significant improvement is achieved by the proposed ESM. It also can be found that ESM-EJADE, ESM-EBSHADE, and ESM-EBLSHADE still maintain their advantages in terms of the value of \( R^+ \) and \( R^- \), which also reflects that the ESM achieves more promising results.

As mentioned before, the functions of CEC2017 can be divided into four categories: unimodal functions, simple multimodal functions, hybrid functions, and composition functions. To analyze whether the performance of the ESM is related to the type of function, the performance of the ESM-based algorithms for each type of function category are presented in Table 11. As shown in Table 11, the ESM performs best on hybrid functions. Following the adoption of the ESM, the algorithm has an 81.25% probability of finding a better solution but only a 16.25% probability of finding a worse solution on hybrid functions. Besides, the performance of the ESM is almost the same on simple multimodal functions and composition functions and relatively worst on unimodal functions. Table 11 demonstrates that if the optimization problem is multimodal function, hybrid function, or composition function, then the proposed selection mechanism can be considered in the DE algorithm.

5.2. Convergence Analysis. To more clearly show the influence of the ESM on algorithm convergence and avoid diversion, four representative functions from CEC2017 are extracted, including F7, F16, F20, and F24, convergence curves for these functions with the three classic DEs and their relative ESM-based versions are presented. F7 is a simple multimodal function with a characteristic of convexity. From Figure 5(a), we can find that all six comparison algorithms have a similar convergence rate; this also reflects that the ESM does not cripple the convergence speed of the algorithm on F7. From Figures 5(b) to 5(d), it can be seen that when each algorithm adopts the proposed ESM, it converges to a better value than the original algorithm with faster convergence. This is mainly because the algorithm can hardly escape when it suffers stagnation. The algorithm that uses the proposed ESM has a more excellent capability to keep search efficiency.

5.3. Population Diversity Analysis. As the ESM adopts the entropy-based individual diversity measure, we further calculated the diversity of the main population and archive population on F7, F16, F20, and F24 for three classic DEs. It should be pointed out that we used the concept proposed in [41] to measure population diversity:

\[
\bar{x}_j = \frac{1}{NP} \sum_{i=1}^{NP} x_{ji},
\]

Population Diversity = \[
\frac{1}{NP} \sum_{i=1}^{NP} \sum_{j=1}^{D} (x_{ji} - \bar{x}_j)^2.
\]

As illustrated in Figure 6(a), the main population and archive population have an almost uniform diversity on F7. From Figures 6(b) to 6(d), it can be concluded that the archive population can maintain a relatively higher diversity than the main population at the intermediate stage for DE/current – to – best/1 and DE/best/1. To sum up, the archive population can maintain relative diversity during the search process, which makes it possible for the algorithm to recover from stagnation.
### Table 2: Comparison results of DE/rand/1 on CEC2017 test suite (\(D = 30\)).

|       | DE/rand/1 | ESM-DE/rand/1 |
|-------|-----------|--------------|
| F1    | 5.8903E+01 | 4.5086E+01   |
| F2    | 5.7444E+01 | 9.2679E+01   |
| F3    | 3.4902E+04 | 2.3752E+04   |
| F4    | 6.5749E+01 | 6.7267E+01   |
| F5    | 1.7859E+02 | 1.7115E+02   |
| F6    | 1.3560E+06 | 6.2629E-07   |
| F7    | 2.1873E+02 | 2.1104E+02   |
| F8    | 1.8310E+02 | 1.7903E+02   |
| F9    | 0.0000E+00 | 0.0000E+00   |
| F10   | 6.8155E+03 | 6.7908E+03   |
| F11   | 7.7115E+01 | 7.6014E+01   |
| F12   | 1.9220E+06 | 1.3328E+05   |
| F13   | 6.9480E+02 | 4.9388E+02   |
| F14   | 7.6534E+01 | 7.3477E+01   |
| F15   | 7.2091E+01 | 6.0288E+01   |
| F16   | 1.1650E+03 | 9.3936E+02   |
| F17   | 2.8488E+02 | 7.4398E+01   |
| F18   | 1.3888E+04 | 8.0349E+03   |
| F19   | 3.6625E+01 | 3.6208E+01   |
| F20   | 1.9409E+02 | 3.4660E+01   |
| F21   | 3.7093E+02 | 3.6776E+02   |
| F22   | 1.0000E+02 | 1.0000E+02   |
| F23   | 5.2446E+02 | 5.1863E+02   |
| F24   | 5.8819E+02 | 5.8615E+02   |
| F25   | 3.8675E+02 | 3.8674E+02   |
| F26   | 2.6455E+03 | 2.5338E+03   |
| F27   | 4.9203E+02 | 4.9375E+02   |
| F28   | 3.2756E+02 | 3.1464E+02   |
| F29   | 9.0769E+02 | 7.3123E+02   |
| F30   | 1.5880E+04 | 1.0375E+04   |

**Total number of (+/=/−): 24/4/2**

### Table 3: Comparison results of DE/best/1 on CEC2017 test suite (\(D = 30\)).

|       | Mean | Std.Dev | ESM-DE/best/1 |
|-------|------|---------|--------------|
| F1    | 0.0000E+00 | 0.0000E+00 | 0.0000E+00   |
| F2    | 2.8258E+10 | 1.1400E+11 | 3.5454E+04   |
| F3    | 6.0493E+02 | 3.5493E+02 | 3.1110E+00   |
| F4    | 9.1949E+01 | 2.7991E+01 | 9.2586E+01   |
| F5    | 9.2763E+01 | 5.1334E+01 | 4.4342E+01   |
| F6    | 2.5865E+02 | 6.1852E-02 | 3.6252E-02   |
| F7    | 1.7540E+02 | 3.2845E+01 | 8.2894E+01   |
| F8    | 9.1332E+01 | 5.5536E+01 | 4.5522E+01   |
| F9    | 1.3824E+01 | 2.8355E+01 | 1.3216E+01   |
| F10   | 6.1377E+03 | 5.6240E+02 | 2.2535E+03   |
| F11   | 6.9521E+01 | 4.1818E+01 | 5.9835E+01   |
| F12   | 2.4650E+04 | 1.7178E+04 | 1.8722E+04   |
| F13   | 8.0829E+03 | 1.3281E+04 | 1.1159E+04   |
| F14   | 1.0157E+02 | 2.4475E+01 | 7.9954E+01   |
| F15   | 1.3412E+02 | 7.9017E+01 | 8.4741E+01   |
| F16   | 4.6549E+02 | 2.8862E+02 | 4.8784E+02   |
| F17   | 1.6363E+02 | 9.3907E+01 | 1.5320E+02   |
| F18   | 7.5687E+04 | 5.7404E+04 | 4.6144E+04   |
| F19   | 6.4986E+01 | 4.8051E+01 | 6.0751E+01   |
| F20   | 1.6043E+02 | 9.2239E+01 | 1.6611E+02   |
| F21   | 2.8238E+02 | 4.5823E+01 | 2.4758E+02   |
| F22   | 2.8353E+03 | 2.8108E+03 | 1.2129E+03   |

**Total number of (+/=/−): 24/4/2**
5.4. Parameter Sensitivity Analysis. As illustrated in the previous sections, the ESM contains one parameter $Q$ required adjustment. $Q$ is a threshold which represents the stagnation steps. Table 12 shows the B-W values that represent the variation between better (“+”) and worse (“−”) number of the mean value after applying the ESM. It can be seen that the ESM-based algorithm performance is not so sensitive to the change of $Q$ values over a finite range. For further comparison, a wider range of $Q$ values and its corresponding B-W values are shown in Figure 7. In general, when the $Q$ value is too large, the overall performance of the ESM begins to deteriorate. This is mainly because too large $Q$ value reduces the probability of the ESM intervening in the algorithm; therefore, it is difficult for the ESM to function in limited iterations. In summary, considering the overall performance of the ESM, $Q$ is set to 120.

5.5. Scalability Analysis. The dimension of the test functions governs the difficulties on finding the global optimum. Higher dimensional functions are generally more difficult to
Table 5: Comparison results of j2020 on CEC2017 test suite \((D = 30)\).

|   | j2020 | ESM-j2020 |
|---|-------|-----------|
| F1 | 3.9138E−02 | 4.1149E−02 |
| F2 | 2.1525E+22 | 3.5391E+16 |
| F3 | 3.0526E+04 | 1.5964E+04 |
| F4 | 7.6190E+01 | 7.7537E+01 |
| F5 | 1.5059E+02 | 3.3617E+01 |
| F6 | 0.0000E+00 | 0.0000E+00 |
| F7 | 1.9215E+02 | 8.8048E+01 |
| F8 | 1.5771E+02 | 3.5822E+01 |
| F9 | 0.0000E+00 | 0.0000E+00 |
| F10 | 6.0724E+03 | 2.6253E+03 |
| F11 | 7.1620E+01 | 1.4904E+01 |
| F12 | 7.3213E+05 | 4.9652E+04 |
| F13 | 3.9600E+02 | 2.6856E+02 |
| F14 | 7.1081E+01 | 5.2807E+01 |
| F15 | 6.0349E+01 | 3.6537E+01 |
| F16 | 9.0601E+02 | 4.1188E+02 |
| F17 | 9.1833E+01 | 4.3249E+01 |
| F18 | 3.2864E+03 | 1.5206E+03 |
| F19 | 3.3522E+01 | 1.5961E+01 |
| F20 | 5.3644E+01 | 4.7332E+01 |
| F21 | 3.5434E+02 | 2.3149E+02 |
| F22 | 1.0000E+02 | 1.0000E+02 |
| F23 | 4.9590E+02 | 3.7594E+02 |
| F24 | 5.7090E+02 | 4.5326E+02 |
| F25 | 3.8677E+02 | 3.8676E+02 |
| F26 | 2.3688E+03 | 1.1769E+03 |
| F27 | 4.9473E+02 | 4.9543E+02 |
| F28 | 3.3192E+02 | 3.2368E+02 |
| F29 | 7.8452E+02 | 4.8871E+02 |
| F30 | 9.8924E+03 | 6.4595E+03 |

Total number of (+/=/−): 23/4/3

Table 6: Comparison results of EJADE on CEC2017 test suite \((D = 30)\).

|   | EJADE | ESM-EJADE |
|---|-------|-----------|
| F1 | 0.0000E+00 | 0.0000E+00 |
| F2 | 4.5316E+03 | 1.2673E+04 |
| F3 | 0.0000E+00 | 0.0000E+00 |
| F4 | 2.4107E+01 | 2.9037E+01 |
| F5 | 1.8962E+01 | 4.4630E+01 |
| F6 | 6.9845E−07 | 2.4275E−06 |
| F7 | 4.6647E+01 | 2.8902E+00 |
| F8 | 1.8850E+01 | 3.1904E+00 |
| F9 | 1.9587E−01 | 3.4505E−01 |
| F10 | 1.8437E+03 | 3.0535E+02 |
| F11 | 4.7182E+01 | 2.6517E+01 |
| F12 | 2.0542E+01 | 1.8865E+03 |
| F13 | 4.9648E+01 | 3.1191E+01 |
| F14 | 3.9862E+01 | 1.3835E+01 |
| F15 | 4.1678E+01 | 4.0043E+01 |
| F16 | 3.2052E+02 | 1.8067E+02 |
| F17 | 5.7500E+01 | 1.3465E+01 |
| F18 | 7.7806E+01 | 5.1375E+01 |
| F19 | 1.7808E+01 | 1.0382E+01 |
| F20 | 1.0632E+02 | 5.7664E+01 |
| F21 | 2.1850E+02 | 3.6330E+00 |
solve. To verify the relationship between the dimensionality and the performance of the proposed mechanism, we evaluate the average performance of eight ESM-based DE algorithms in CEC2017 benchmark set. Table 13 shows the results (+/−/) of the considered algorithms at $D = 10, 30, 50$, and $100$ on the test functions, for intuition, we convert the corresponding B-W values into Figure 8. We can find that the performance of the ESM-based algorithm fluctuates slightly but does not degrade significantly with the increase of problem dimension compared to the original algorithm. In Table 14, the Friedman test [40], a widely used non-parametric test in the EA community, is used to validate the performance of all algorithms based on the mean value. It is not difficult to see that the p-values from $D = 10$ to $D = 100$ calculated by the Friedman test are all less than 0.05. Therefore, there are significant differences in the performance of the comparison algorithms on the corresponding dimensions, and ESM-EJADE gets the first rank overall.

---

**Table 6: Continued.**

| Function | EJADE Mean | Std.Dev | ESM-EJADE Mean | Std.Dev |
|----------|------------|---------|----------------|--------|
| F22      | 1.0008E+02 | 4.4179E−01 | 1.6606E+02 | 3.6781E+02 |
| F23      | 3.6253E+02 | 6.0195E+00 | 3.6162E+02 | 6.1887E+00 |
| F24      | 4.3448E+02 | 6.1456E+00 | 4.3460E+02 | 5.0372E+00 |
| F25      | 3.8703E+02 | 7.8427E−01 | 3.8701E+02 | 3.6023E−01 |
| F26      | 1.1198E+03 | 7.2825E+01 | 1.0310E+03 | 2.7881E+02 |
| F27      | 5.0690E+02 | 8.8147E+00 | 5.0681E+02 | 6.6749E+00 |
| F28      | 3.7620E+02 | 6.0263E+01 | 3.3258E+02 | 5.2414E+01 |
| F29      | 4.6359E+02 | 2.7079E+01 | 4.4343E+02 | 3.0038E+01 |
| F30      | 2.1586E+03 | 1.9675E+02 | 2.1400E+03 | 2.0292E+02 |

Total number of (+/−): 18/7/7

**Table 7: Comparison results of BeSD on CEC2017 test suite ($D = 30$).**

| Function | BeSD Mean | Std.Dev | ESM-BeSD Mean | Std.Dev |
|----------|-----------|---------|---------------|--------|
| F1       | 0.0000E+00 | 0.0000E+00 | 0.0000E+00 | 0.0000E+00 |
| F2       | 7.2258E+00 | 1.9085E+01 | 3.9032E+00 | 1.4996E+01 |
| F3       | 0.0000E+00 | 0.0000E+00 | 0.0000E+00 | 0.0000E+00 |
| F4       | 6.8185E+00 | 1.6230E+01 | 1.7131E+01 | 2.6599E+01 |
| F5       | 4.5726E+01 | 2.8543E+01 | 2.7217E+01 | 8.1867E+00 |
| F6       | 0.0000E+00 | 0.0000E+00 | 1.7219E−07 | 3.7418E−07 |
| F7       | 1.3363E+02 | 1.5180E+01 | 5.1262E+01 | 6.7117E+00 |
| F8       | 5.6343E+01 | 2.9912E+01 | 2.6864E+01 | 7.8132E+00 |
| F9       | 6.1295E−02 | 1.9377E−01 | 6.7718E−02 | 1.7464E−01 |
| F10      | 5.8972E+03 | 3.7315E+02 | 2.5464E+03 | 5.6311E+02 |
| F11      | 2.6612E+01 | 1.5396E+01 | 3.7557E+01 | 2.2784E+01 |
| F12      | 8.3133E+03 | 4.3141E+03 | 8.9538E+03 | 7.0576E+03 |
| F13      | 2.2656E+02 | 2.3629E+02 | 6.3469E+01 | 2.8828E+01 |
| F14      | 6.1777E+01 | 1.5857E+01 | 4.1127E+01 | 9.6938E+00 |
| F15      | 6.2060E+01 | 3.5382E+01 | 3.8429E+01 | 2.6456E+01 |
| F16      | 6.1366E+02 | 1.7387E+02 | 2.2941E+02 | 1.8203E+02 |
| F17      | 1.0414E+02 | 2.0838E+01 | 3.4358E+01 | 1.1387E+01 |
| F18      | 2.1008E+02 | 9.9628E+01 | 7.7754E+01 | 4.7271E+01 |
| F19      | 4.0368E+01 | 2.1662E+01 | 3.0129E+01 | 1.4941E+01 |
| F20      | 1.1522E+02 | 4.3894E+01 | 4.3747E+01 | 5.1852E+01 |
| F21      | 2.3501E+02 | 2.5203E+02 | 2.2421E+02 | 9.6408E+00 |
| F22      | 1.0000E+02 | 1.1357E−13 | 1.0000E+02 | 2.2124E−13 |
| F23      | 3.7348E+02 | 1.6564E+01 | 3.7369E+02 | 9.3329E+00 |
| F24      | 4.4032E+02 | 7.1928E+00 | 4.3973E+02 | 8.2282E+00 |
| F25      | 3.8708E+02 | 2.9529E+01 | 3.8709E+02 | 2.7823E+01 |
| F26      | 1.1447E+03 | 1.7473E+02 | 1.0790E+03 | 2.7897E+02 |
| F27      | 5.0192E+02 | 5.4148E+00 | 5.0552E+02 | 8.0174E+00 |
| F28      | 3.1676E+02 | 3.8969E+01 | 3.3033E+02 | 4.8241E+01 |
| F29      | 5.9423E+02 | 7.0224E+01 | 4.4240E+02 | 3.4337E+01 |
| F30      | 2.5624E+03 | 3.5089E+02 | 2.1699E+03 | 1.3768E+02 |

Total number of (+/−): 18/7/5
Table 8: Comparison results of EBSHADE on CEC2017 test suite ($D = 30$).

|        | EBSHADE          | ESM-EBSHADE       |
|--------|------------------|-------------------|
| Mean   | Std.Dev           | Mean              | Std.Dev           |
| F1     | 0.0000E + 00     | 0.0000E + 00     | 0.0000E + 00     | ≡                 |
| F2     | 1.9972E + 04     | 1.1037E + 05     | 1.6852E + 02     | +                 |
| F3     | 0.0000E + 00     | 0.0000E + 00     | 0.0000E + 00     | ≡                 |
| F4     | 5.6852E + 01     | 1.0589E + 01     | 5.3253E + 01     | +                 |
| F5     | 1.5508E + 01     | 2.5802E + 00     | 1.6273E + 01     | +                 |
| F6     | 6.8433E - 08     | 1.0785E - 07     | 4.2769E - 07     | ≡                 |
| F7     | 4.6604E + 01     | 2.7607E + 00     | 4.6489E + 01     | +                 |
| F8     | 1.6879E + 01     | 2.8304E + 00     | 1.6186E + 01     | +                 |
| F9     | 1.7544E - 02     | 8.2641E - 02     | 1.4656E + 01     | +                 |
| F10    | 1.6355E + 03     | 2.3269E + 02     | 1.4154E + 03     | +                 |
| F11    | 2.7724E + 01     | 2.6071E + 01     | 2.6265E + 01     | +                 |
| F12    | 1.2219E + 03     | 4.6754E + 02     | 1.2126E + 03     | +                 |
| F13    | 3.8215E + 01     | 2.0185E + 01     | 3.7691E + 01     | +                 |
| F14    | 2.8375E + 01     | 8.7055E + 00     | 3.0017E + 01     | +                 |
| F15    | 1.7726E + 01     | 1.0888E + 01     | 1.2528E + 01     | +                 |
| F16    | 2.9276E + 02     | 1.1820E + 02     | 2.0707E + 02     | +                 |
| F17    | 4.5658E + 01     | 1.0476E + 01     | 3.5719E + 01     | +                 |
| F18    | 9.0145E + 01     | 4.7859E + 01     | 9.4472E + 01     | +                 |
| F19    | 1.4666E + 01     | 8.9947E + 00     | 1.2179E + 01     | +                 |
| F20    | 6.3748E + 01     | 4.4406E + 01     | 5.2312E + 01     | +                 |
| F21    | 2.1777E + 02     | 3.4870E + 00     | 2.1847E + 02     | +                 |
| F22    | 1.0051E + 02     | 2.8400E + 00     | 1.0000E + 02     | +                 |
| F23    | 3.6665E + 02     | 5.5240E + 00     | 3.6453E + 02     | +                 |
| F24    | 4.3676E + 02     | 3.7374E + 00     | 4.3642E + 02     | +                 |
| F25    | 3.8681E + 01     | 5.8187E - 02     | 3.8684E + 02     | +                 |
| F26    | 1.1214E + 03     | 6.7789E + 01     | 1.1160E + 03     | +                 |
| F27    | 5.0632E + 02     | 4.6020E + 00     | 5.0579E + 02     | +                 |
| F28    | 3.4497E + 02     | 5.8589E + 01     | 3.4205E + 02     | +                 |
| F29    | 4.6900E + 02     | 1.3609E + 01     | 4.4219E + 02     | +                 |
| F30    | 2.0864E + 03     | 1.3828E + 02     | 2.0213E + 03     | +                 |

Total number of (+/−): 18/6/6

Table 9: Comparison results of EBLSHADE on CEC2017 test suite ($D = 30$).

|        | EBSHADE          | ESM-EBSHADE       |
|--------|------------------|-------------------|
| Mean   | Std.Dev           | Mean              | Std.Dev           |
| F1     | 0.0000E + 00     | 0.0000E + 00     | 0.0000E + 00     | ≡                 |
| F2     | 0.0000E + 00     | 0.0000E + 00     | 0.0000E + 00     | ≡                 |
| F3     | 0.0000E + 00     | 0.0000E + 00     | 0.0000E + 00     | ≡                 |
| F4     | 5.8562E + 01     | 3.4396E - 14     | 5.8562E + 01     | +                 |
| F5     | 6.6978E + 00     | 1.3325E + 00     | 6.9719E + 00     | +                 |
| F6     | 0.0000E + 00     | 0.0000E + 00     | 1.4398E - 08     | +                 |
| F7     | 3.7938E + 01     | 1.3728E + 00     | 3.6957E + 01     | +                 |
| F8     | 7.4627E + 00     | 1.5388E + 00     | 6.9654E + 00     | +                 |
| F9     | 0.0000E + 00     | 0.0000E + 00     | 0.0000E + 00     | +                 |
| F10    | 1.3903E + 03     | 2.5407E - 02     | 1.2476E + 03     | +                 |
| F11    | 3.3748E + 01     | 2.8992E + 01     | 4.0898E + 01     | +                 |
| F12    | 1.1107E + 03     | 3.2096E + 02     | 1.1021E + 03     | +                 |
| F13    | 1.8932E + 01     | 7.7131E + 00     | 1.6355E + 01     | +                 |
| F14    | 2.1636E + 01     | 1.1516E + 00     | 2.1493E + 01     | +                 |
| F15    | 3.9785E + 00     | 1.8483E + 00     | 3.6417E + 00     | +                 |
| F16    | 4.1583E + 01     | 3.4857E + 01     | 2.0657E + 01     | +                 |
| F17    | 3.1880E + 01     | 5.6772E + 00     | 3.1060E + 01     | +                 |
| F18    | 2.2262E + 01     | 1.5977E + 01     | 2.2496E + 01     | +                 |
| F19    | 6.2724E + 00     | 2.2466E + 00     | 5.6099E + 00     | +                 |
| F20    | 3.2672E + 01     | 6.5190E + 00     | 2.7681E + 01     | +                 |
| F21    | 2.0835E + 02     | 1.4350E + 00     | 2.0819E + 02     | +                 |
| F22    | 1.0000E + 02     | 0.0000E + 00     | 1.0000E + 02     | +                 |

Total number of (+/−): 18/6/6
Table 9: Continued.

|        | EBLSHADE Mean | Std.Dev | ESM-EBLSHADE Mean | Std.Dev |
|--------|---------------|---------|-------------------|---------|
| F23    | 3.5311E+02    | 3.0584E+00 | 3.5407E+02       | 2.9996E+00 |
| F24    | 4.2796E+02    | 1.7733E+00 | 4.2807E+02       | 1.8546E+00 |
| F25    | 3.8672E+02    | 1.9899E-02 | 3.8672E+02       | 4.427E-02  |
| F26    | 9.7950E+02    | 5.0689E+00 | 9.7385E+02       | 2.9174E+00 |
| F27    | 5.0689E+02    | 5.0689E+00 | 5.0580E+02       | 4.6504E+00 |
| F28    | 3.5816E+02    | 6.2765E+01 | 3.2838E+02       | 4.8986E+01 |
| F29    | 4.3621E+02    | 7.9105E+00 | 4.3392E+02       | 6.5290E+00 |
| F30    | 1.9967E+03    | 7.3147E+01 | 2.0385E+03       | 8.6201E+01 |

Total number of (+/−): 16/9/5

Table 10: Results obtained by the Wilcoxon test.

| Algorithms                               | R⁺   | R⁻   | P-value |
|-----------------------------------------|------|------|---------|
| ESM-DE/rand/1 vs. DE/rand/1             | 446.5| 18.5 | 0.039   |
| ESM-DE/best/1 vs. DE/best/1             | 376.5| 88.5 | 0.047   |
| ESM-DE/current-to-best/1 vs. DE/current-to-best/1 | 423  | 42   | 0.031   |
| ESM-j2020 vs. j2020                     | 419.5| 45.5 | 0.038   |
| ESM-EJADE vs. EJADE                     | 326.5| 138.5| 0.081   |
| ESM-BeSD vs. BeSD                       | 338.5| 126.5| 0.046   |
| ESM-EBLSHADE vs. EBSHADE                | 375.5| 89.5 | 0.075   |
| ESM-EBLSHADE vs. EBLSHADE               | 341.5| 123.5| 0.089   |

Table 11: The classification statistics result of proposed ESM in eight algorithms.

| Functions          | +%(%) | −%(%) | −%(%) |
|--------------------|-------|-------|-------|
| Unimodal functions | 45.83 | 41.67 | 12.50 |
| Simple multimodal  | 64.29 | 23.21 | 12.50 |
| Hybrid functions   | 81.25 | 2.50  | 16.25 |
| Composition functions | 62.50 | 22.50 | 15.00 |

Figure 5: Continued.
Figure 5: Convergence curves of three classic DEs and relative ESM-DEs on four 30-D CEC2017 benchmark functions: (a) F7; (b) F16; (c) F20; (d) F24.

Figure 6: Continued.
Figure 6: Population diversity curves of main population and archive population of three classic DEs on four 30-D CEC2017 benchmark functions: (a) F7; (b) F16; (c) F20; (d) F24.

| Algorithms            | Q = 100 | Q = 110 | Q = 120 | Q = 130 | Q = 140 |
|-----------------------|---------|---------|---------|---------|---------|
| ESM-DE/rand/1         | 22      | 21      | 22      | 23      | 20      |
| ESM-DE/best/1         | 13      | 14      | 14      | 13      | 14      |
| ESM-DE/current-to-best/1 | 24      | 24      | 24      | 22      | 19      |
| ESM-j2020             | 18      | 21      | 20      | 19      | 17      |
| ESM-EJADE             | 10      | 12      | 11      | 10      | 10      |
| ESM-BeSD              | 11      | 10      | 13      | 12      | 12      |
| ESM-EBSHADE           | 10      | 11      | 12      | 10      | 11      |
| ESM-EBLISHADE         | 9       | 10      | 11      | 10      | 10      |
| Total                 | 117     | 126     | 127     | 119     | 114     |

Table 12: The B-W values of all ESM-based algorithms on CEC2017 under different Q values.

Figure 7: The B-W values at different Q values.
Table 13: The statistical results of all ESM-based algorithms on CEC2017 under different dimensions.

| Algorithms                        | $D = 10$  | $D = 30$  | $D = 50$  | $D = 100$ |
|-----------------------------------|------------|------------|------------|-----------|
| ESM-DE/rand/1 vs. DE/rand/1        | 23/5/2     | 24/4/2     | 22/6/2     | 25/4/1    |
| ESM-DE/best/1 vs. DE/best/1       | 17/8/5     | 19/6/5     | 18/6/6     | 19/5/6    |
| ESM-DE/current – to – best/1 vs. DE/current – to – best/1 | 23/4/3 | 26/2/2 | 25/2/3 | 23/5/2 |
| ESM-j2020 vs. j2020               | 22/5/3     | 23/4/3     | 21/5/4     | 22/4/4    |
| ESM-EJADE vs. EJADE               | 16/8/6     | 18/5/7     | 20/5/5     | 19/5/6    |
| ESM-BeSD vs. BeSD                 | 17/7/6     | 18/7/5     | 19/6/5     | 18/5/7    |
| ESM-EBSHADE vs. EBSHADE           | 16/9/5     | 18/6/6     | 18/5/7     | 17/6/7    |
| ESM-EBLSHADE vs. EBLSHADE         | 15/10/5    | 16/9/5     | 15/11/4    | 16/8/6    |

Figure 8: The curves of B-W values for the ESM-based algorithm compared to the original algorithm.

Table 14: The Friedman test results of all algorithms on CEC2017 under different dimensions.

| Algorithms                        | $D = 10$  | $D = 30$  | $D = 50$  | $D = 100$ |
|-----------------------------------|------------|------------|------------|-----------|
| ESM-EBLSHADE                      | 2.13       | 2.62       | 2.88       | 2.57      | 10.20     | 1 |
| EBLSHADE                          | 2.98       | 3.03       | 3.21       | 3.55      | 12.77     | 2 |
| ESM-EBSHADE                       | 4.85       | 4.78       | 5.01       | 4.89      | 19.53     | 3 |
| EBSHADE                           | 4.98       | 5.73       | 5.55       | 5.21      | 21.47     | 4 |
| ESM-EJADE                         | 5.89       | 6.07       | 6.24       | 5.87      | 24.07     | 5 |
| ESM-BeSD                          | 5.31       | 6.73       | 6.84       | 6.57      | 25.45     | 6 |
| EJADE                             | 6.51       | 6.93       | 6.95       | 6.88      | 27.27     | 7 |
| ESM-j2020                         | 7.51       | 7.62       | 7.58       | 7.41      | 30.12     | 8 |
| j2020                             | 7.11       | 7.93       | 8.02       | 8.57      | 31.63     | 9 |
| BeSD                              | 9.82       | 10.89      | 9.58       | 11.21     | 41.50     | 10 |
| ESM-DE/rand/1                     | 10.09      | 11.03      | 11.59      | 11.07     | 43.78     | 11 |
| ESM-DE/current – to – best/1      | 10.55      | 11.63      | 11.21      | 11.85     | 45.24     | 12 |
| ESM-DE/best/1                     | 10.11      | 11.82      | 11.85      | 11.98     | 45.76     | 13 |
| DE/best/1                         | 11.53      | 12.65      | 12.33      | 12.57     | 49.08     | 14 |
| DE/rand/1                         | 12.31      | 12.70      | 12.58      | 12.34     | 49.93     | 15 |
| DE/current – to – best/1          | 11.89      | 13.83      | 12.89      | 12.59     | 51.20     | 16 |
| Friedman-P-value                  | 0.00       | 0.00       | 0.00       | 0.00      |           |   |
6. Conclusion and Future Work

In DE, making full use of the successful solutions generated in iterations is a meaningful work to improve algorithm performance. In this study, an external selection mechanism (ESM) is proposed to restore the searchability of the algorithm when an individual is in a state of stagnation. The ESM mainly contains a successful solution archive mechanism and a crowding entropy diversity control strategy. It can be easily integrated into the existing DE algorithms to improve its performance further.

Experiments are conducted on the CEC2017 benchmark sets cooperated with three classic DEs and five state-of-the-art DE variants. From experiment results, we can see that the ESM-based algorithm can significantly improve the original algorithm’s solution accuracy; the ESM also does not increase the computational complexity of the original algorithm due to the introduction of entropy. Further, experiments also show that ESM has a fairly positive effect on multimodal function, hybrid function, and composition function, its scalability on different problem dimensions also has a certain universal.

Notably, experimental results proved that the ESM can effectively improve various DE variants’ performance, more study is required. Therefore, our future work will mainly focus on (1) improving the ESM to make it suitable for various single-objective DE; (2) researching the application of the proposed ESM in other evolutionary algorithms.
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