NON-HOLOMORPHIC EISENSTEIN SERIES FOR CERTAIN FUCHSIAN GROUPS AND CLASS NUMBERS

BO-HAE IM AND WONWOONG LEE

Abstract. We study certain types of Fuchsian groups of the first kind denoted by $R(N)$, which coincide with the Fricke groups or the arithmetic Hecke triangle groups of low levels. We find all elliptic points and cusps of $R(p)$ for a prime $p$, and prove that there is a one-to-one correspondence between the set of equivalence classes of elliptic points of $R(p)$ and the imaginary quadratic class group. We also find the explicit formula of the Fourier expansion of the non-holomorphic Eisenstein series for $R(N)$ and study their analytic properties. These non-holomorphic Eisenstein series together with cusp forms provide a basis for the space of polyharmonic Maass forms for $R(N)$.
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1. Introduction

Let $k$ be an even integer and
$$\Delta_k := y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) - iky \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right)$$
be the hyperbolic laplacian on the complex upper half plane $\mathbb{H}$. A shifted polyharmonic Maass form $f$ of weight $k$ for a Fuchsian group $\Gamma$ is a complex-valued smooth function on $\mathbb{H}$ satisfying the following conditions:

- (modular invariant) $f|_k \gamma(z) = f(z)$ for any $\gamma \in \Gamma$, where $$(f|_k \gamma)(z) := (cz + d)^{-k} f \left( \frac{a z + b}{c z + d} \right), \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.$$ We call $|_k$ a slash operator.

- (polyharmonic) $(\Delta_k - \lambda)^m f(z) = 0$ for some $m \in \mathbb{Z}$ and $\lambda \in \mathbb{C}$.

- (moderate growth at cusps) $f$ grows polynomially at cusps in $y$, i.e. for each cusp $c \in \mathbb{R}$ of $\Gamma$ and $\sigma \in \text{SL}_2(\mathbb{R})$ that sends the cusp $c$ to $\infty$, there exists $\alpha \in \mathbb{R}$ such that $$(f|_k \sigma^{-1})(x + iy) = O\left( y^{\alpha} \right)$$ as $y \to \infty$, uniformly in $x$.

A complex number $\lambda$ is called an eigenvalue of $f$ and a non-negative integer $m$ is called the (harmonic) depth of $f$. One can define a shifted polyharmonic weak Maass form by replacing the moderate growth condition with the exponential growth.

The notion of shifted polyharmonic Maass forms includes the notion of classical Maass forms. When a depth $m$ is equal to 1, it is a classical Maass cusp form (of weight $k$). Further if $\lambda = 0$, it is called a harmonic Maass form. If we have $\lambda = 0$ only, then we call it a polyharmonic Maass form. Obviously, this notion includes the notion of modular forms, which can be seen as holomorphic harmonic Maass forms.

Polyharmonicity is parallel with the literature on the polyharmonic functions for the Euclidean laplacian operator, which are classical and historic, extensive literature. See [ACL83], [Alm99], and [Ren08].

Polyharmonic Maass forms for the full modular group $\text{SL}_2(\mathbb{Z})$ have been studied in recent years. Lagarias and Rhoades [LR16] studied the space of polyharmonic Maass forms (with eigenvalue zero) $V_k^m(0)$. More precisely, they explicitly exhibit a basis of $V_k^m(0)$.

One can define the notion of shifted polyharmonic Maass forms of the half-integer depth $m + \frac{1}{2}$ by replacing the polyharmonic condition with

- $$(\Delta_k - \lambda)^m f(z) = g(z)$$ for a holomorphic modular form $g(z)$.

Lagarias and Rhoades [LR16] also determined the space of polyharmonic Maass forms of harmonic depth, completely. In the sequel paper [ALR18] of that, Andersen, Lagarias and Rhoades deal with the space of shifted polyharmonic Maass forms $V_k^m(\lambda)$ for nonzero eigenvalue $\lambda$. They showed that the space $V_k^m(\lambda)$ is also finite-dimensional, found the upper bound of the dimension, decomposed the space into the direct sum of two subspaces, and exhibited a basis of one of them.

Special kinds of polyharmonic Maass forms for congruence groups are also studied by several authors. Bruinier, Funke and Imamoglu [BFI15] constructed the general regularized
theta lift from the weak Maass forms of weight zero to the polyharmonic Maass forms of weight 1/2. In particular, applying the lift to the constant function 1, we get a certain polyharmonic Maass form of weight 1/2 and depth 3/2 for the congruence group $\Gamma_0(4)$, whose Fourier coefficients are related to real quadratic class numbers. Ahlgren, Andersen and Samart [AAS18] introduced the analogous form for the full modular group $\text{SL}_2(\mathbb{Z})$ and studied them. After then, the studies in a similar context on the space of polyharmonic weak Maass forms, which includes the notion of polyharmonic Maass forms, have also been actively conducted. See [BF11], [JKK18], [Mat19] and [Mat20].

On the other hand, over the Hecke triangle groups and the Fricke groups, there have been a lot of developments about the theory of modular forms and their arithmetic properties, in each field, respectively. Let us introduce them briefly. For positive integers $m_1,m_2,m_3$ which are allowed to be infinity, with $1/m_1 + 1/m_2 + 1/m_3 < 1$, a triangle group $\Gamma(m_1,m_2,m_3)$ as an abstract group is defined by the group presentation

$$\Gamma(m_1,m_2,m_3) = \langle g_1, g_2 : g_1^{m_1} = g_2^{m_2} = (g_1g_2)^{m_3} = 1 \rangle.$$ 

In the presentation, we use the convention that the infinity-power is the identity. For example, $\Gamma_{(2,3,\infty)} = \{g_1, g_2 : g_1^2 = g_2^3 = 1\}$, which is isomorphic to $\text{PSL}_2(\mathbb{Z})$. One can explicitly define $\Gamma(m_1,m_2,m_3)$ as a subgroup of $\text{SL}_2(\mathbb{R})$ as follows:

$$\Gamma(m_1,m_2,m_3) = \langle \gamma_1, \gamma_2, \gamma_3 \rangle,$$

where

$$\gamma_1 = \begin{pmatrix} 2\cos(\pi/m_1) & 1 \\ -1 & 0 \end{pmatrix}, \quad \gamma_2 = \begin{pmatrix} 0 & 1 \\ -1 & 2\cos(\pi/m_2) \end{pmatrix}, \quad \gamma_3 = \begin{pmatrix} 1 & 2\cos(\pi/m_1) + 2\cos(\pi/m_2) \\ 0 & 1 \end{pmatrix}.$$ 

The other generators conjugate to these matrices can be chosen.

Doran, Gannon, Movasat and Shokri [DCMS13] developed the theory of modular forms for triangle groups. They displayed the basis of modular forms on this group, and moreover explored the arithmeticity of the Fourier coefficients of them. Movasati and Shokri continue their study on the Fourier coefficients for non-arithmetic triangle groups in their sequel paper [MS14]. These modular forms and related objects are studied from various perspectives in recent years. For instance, see [AJR19a], [AJR19b] and [Tre19].

The Fricke group of level $N$ is a subgroup of $\text{SL}_2(\mathbb{R})$ generated by the congruence group $\Gamma_0(N)$ and the matrix $\omega_N = \begin{pmatrix} 0 & -1/\sqrt{N} \\ \sqrt{N} & 0 \end{pmatrix}$. It is a subgroup of the well-known group $\Gamma_0^+(N)$ which is generated by $\Gamma_0(N)$ and Atkin-Lehner involutions $\omega_e$ for the Hall divisors $e$ of $N$. $\Gamma_0^+(N)$ is closely related to the congruence group $\Gamma_0(N)$ and the Hecke operators of level $N$ by the Atkin-Lehner theory. Hecke eigenforms are classified by the eigenvalues under the involution. Its eigenvalue is 1 (in which case it is modular under $\Gamma_0(N)$) or -1. In particular, if $e = N$, we call $\omega_e$ the Fricke involution. The theory of Atkin-Lehner which was first developed by Atkin and Lehner [AL70], in particular, the theory on modular forms for the Fricke group is also far reached.

Two different types of the Fuchsian groups we introduced coincide with each other in the low level cases. When $N = 2$ or 3, the Atkin-Lehner group $\Gamma_0^+(N)$ is exactly the Fricke group.
of the same level, and they are conjugate to the Hecke triangle groups of type $(2,2N,\infty)$. They are triangle groups and the corresponding modular curves have genus 0. Furthermore, the Hecke triangle group $\Gamma_{(2,\infty,\infty)}$ is also a well-known group and it is conjugate to $\Gamma_0(2)$.

These groups $\Gamma_0(2)$ and $\Gamma_0(3)$ have been studied independently as the first two non-trivial simple examples of the Fricke groups or the Hecke triangle groups, from various points of view. For example, there have been results not only about the space of automorphic forms itself or its members, but also concerning the zeros of automorphic forms, linear relations on the Poincaré series, or the period functions, and so on. For instance, see [CI16], [MNS07], or other subsequent results.

In this paper, we consider a new kind of the Fuchsian groups of the first kind which coincide with the Fricke groups or the Hecke triangle groups in the low level. We introduce them in the following subsection.

1.1. **Elliptic points and genera.** Let $N \in \mathbb{Z}$ be a positive integer and let

\begin{align*}
R(N)^+ &= \left\{ \begin{pmatrix} a & b \sqrt{N} \\ c \sqrt{N} & d \end{pmatrix} \in \text{SL}_2(\mathbb{R}) : a, b, c, d \in \mathbb{Z} \right\}, \\
R(N)^- &= \left\{ \begin{pmatrix} a \sqrt{N} & b \\ c & d \sqrt{N} \end{pmatrix} \in \text{SL}_2(\mathbb{R}) : a, b, c, d \in \mathbb{Z} \right\}.
\end{align*}

Each of these sets is not a group in general, but if we define

\begin{equation}
R(N) = R(N)^+ \cup R(N)^-,
\end{equation}

then obviously $R(N)$ is a discrete subgroup of $\text{SL}_2(\mathbb{R})$. Moreover, it turns out that they are finitely generated as abstract groups and in fact, are the Fuchsian groups with cofinite areas. Also, it turns out that they coincide with the Fricke groups or the Hecke triangle groups in the low level cases (see Section 2).

Let $\text{Ell}^-(N)$ be the collection of $R(N)$-equivalence classes of elliptic points for $R(N)^-$, which means the points stabilized by some elliptic element in $R(N)^-$. Denote by $\text{Ell}^+(N)$ the set-theoretic complement of $\text{Ell}^-(N)$ in the collection of all equivalent classes of elliptic points for $R(N)$. We already know all elliptic points and cusps when $p = 2, 3$. For $p = 2$, any elliptic point is equivalent to $i$ or $\frac{1+i}{\sqrt{2}}$ and for $p = 3$, is equivalent to $i$ or $\frac{\sqrt{3}+i}{2}$. Any cusp for $R(p)$ when $p = 2, 3$ is equivalent to $\infty$. Thus in most cases we assume $p \geq 5$.

We investigate where the elliptic points lie, what the cusps are, and how they are related to the class group of quadratic forms. Specifically, we prove our first main theorem:

**Theorem 1.1.** Let $p \geq 5$ be a prime.

(a) $\#(\text{Ell}^+(p)) = \begin{cases} 2 & \text{if } p \equiv 1 \pmod{12}, \\
1 & \text{if } p \equiv 5, 7 \pmod{12}, \\
0 & \text{if } p \equiv 11 \pmod{12}. \end{cases}$

(b) There is a one-to-one correspondence between $\text{Ell}^-(p)$ and the set of all reduced forms of (not necessarily primitive) positive definite binary quadratic forms of discriminant $-4p$. 
In particular, there is a correspondence between the set of elliptic points for $R(p)$ and the ideal class group of an imaginary quadratic field. Namely, it is the ideal class group $C(-4p)$ of an imaginary quadratic field of discriminant $-4p$ when $p \equiv 1 \pmod{4}$, or a disjoint union of the two ideal class groups $C(-4p)$ and $C(-p)$ of discriminant $-4p$ and $-p$, respectively, when $p \equiv 3 \pmod{4}$. Its number of elements is obtained from the class number $h(d)$ of discriminant $d = -4p$ or $d = -p$.

There is a classical result to compute the dimension of the space of holomorphic modular forms for a Fuchsian group of the first kind from the information on the modular curves. For example, see [Miy89]. In particular, if we find the elliptic points, the cusps, their orders, and the areas of curves as a 2-dimensional Riemannian manifold whose metric is induced by the standard hyperbolic metric on the upper half plane $\mathbb{H}$, then we can determine the genera of the curves $X(R(p))$ which are the compactified modular curves associated with the Fuchsian group $R(p)$. One can define the area of $X(R(p))$ by the area of its fundamental domain contained in $\mathbb{H}$, see [Miy89].

Together with Theorem 1.1, the information on the curve $X(R(p))$ implies the following Corollary.

**Corollary 1.2.** Let $p$ be a prime number and $v_p$ be the area of $X(R(p))$. Let

$$h_p := \begin{cases} \frac{13}{6} + \frac{1}{2} h(-4p), & \text{if } p \equiv 1 \pmod{12}, \\ \frac{3}{2} + \frac{1}{2} h(-4p), & \text{if } p \equiv 5 \pmod{12}, \\ \frac{5}{3} + \frac{1}{2} h(-4p) + \frac{1}{2} h(-p), & \text{if } p \equiv 7 \pmod{12}, \\ 1 + \frac{1}{2} h(-4p) + \frac{1}{2} h(-p), & \text{if } p \equiv 11 \pmod{12}. \end{cases}$$

If $v_p < 2\pi h_p$, then the genus $g_p$ of $X(R(p))$ is zero and $v_p = 2\pi(h_p - 2)$.

In Section 2, we find the orders of all elliptic points and cusps for $R(p)$. Corollary 1.2 is obtained by applying the formula [Miy89, Theorem 2.4.3] of the area of modular curve

$$\frac{1}{2\pi} v_p = 2g_p - 2 + \sum_{z \in X(R(p))} (1 - e^{-z}).$$

1.2. **Non-holomorphic Eisenstein series.** Recall that the non-holomorphic Eisenstein series for the full modular group $SL_2(\mathbb{Z})$ is

$$G_k(z, s) := \frac{1}{2} \sum_{(m,n) \in \mathbb{Z}^2 \setminus \{(0,0)\}} \frac{y^s}{|mz + n|^{2k}(mz + n)^k},$$

where $\Re(s) > 1 - \frac{k}{2}$, or

$$g(z, \bar{z}, \alpha, \beta) := \sum_{(m,n) \in \mathbb{Z}^2 \setminus \{(0,0)\}} (mz + n)^{-\alpha}(m\bar{z} + n)^{-\beta},$$
where $\alpha, \beta \in \mathbb{C}$ such that $\Re(\alpha + \beta) > 2$ and $\alpha - \beta \in 2\mathbb{Z}$. Note that $G_k(z, s) = \frac{1}{2} y^s g(z, \overline{z}, s+k, s)$. The series $G_k(z, s)$ can be normalized as

$$G_k(z, s) = \frac{1}{2} \sum_{(m,n) \in \mathbb{Z}^2 \setminus \{(0,0)\}} \frac{y^s}{|mz+n|^2 s(mz+n)^k}$$

$$= \frac{1}{2} \sum_{t=1}^\infty \sum_{(m,n) \in \mathbb{Z}^2 \setminus \{(0,0)\}} \frac{y^s}{|mz+n|^2 s(mz+n)^k}$$

$$= \frac{1}{2} \sum_{t=1}^\infty \sum_{(c,d) \in \mathbb{Z}^2 \setminus \{(0,0)\}} \frac{y^s}{|cz+d|^2 s(cz+d)^k}$$

$$= \zeta(2s+k) E_k(z, s),$$

and $E_k(z, s)$ in the above can be written as a Poincare series

$$E_k(z, s) = \sum_{\gamma \in \text{SL}_2(\mathbb{Z}) \setminus \text{SL}_2(\mathbb{Z})} (\mathcal{F}^s|_{\gamma})(z), \text{ where } \mathcal{F}^s(z) := y^s \text{ for } z = x + iy \text{ with } x, y \in \mathbb{R}.$$

For that reason and considering the constant term of its Fourier expansion, $E_k(z, s)$ is called a normalized (non-holomorphic) Eisenstein series.

It is well known that the non-holomorphic Eisenstein series for $\text{SL}_2(\mathbb{Z})$ has several analytic properties. The functions $G_k(z, s)$ and $g(z, \overline{z}, \alpha, \beta)$ are harmonic with respect to some elliptic operators, so in particular they are smooth. They are defined over $\Re(s) > 1 - \frac{k}{2}$ or $\Re(\alpha + \beta) > 2$ at first, but have analytic continuation in $s$ or $q = \alpha + \beta$ on the whole plane $\mathbb{C}$. Also they are invariant under the slash operator for $\text{SL}_2(\mathbb{Z})$, and satisfy certain functional equations.

To explore the similar ones for the group $R(N)$, consider the following sets:

$$(\mathbb{Z} \times \mathbb{Z})_{N,L} := \bigcup_{t \in \mathbb{Z}_{>0}} \{(m,n) \in t\mathbb{Z} \times t\mathbb{Z} : \gcd(Nm,n) = t\},$$

$$(\mathbb{Z} \times \mathbb{Z})_{N,R} := \bigcup_{t \in \mathbb{Z}_{>0}} \{(m,n) \in t\mathbb{Z} \times t\mathbb{Z} : \gcd(m,Nn) = t\},$$

These are subsets of $(\mathbb{Z} \times \mathbb{Z}) \setminus \{(0,0)\}$. When $N = 1$, they are exactly $(\mathbb{Z} \times \mathbb{Z}) \setminus \{(0,0)\}$. We define the parts of non-holomorphic Eisenstein series for $R(N)$ by

$$G_{N,k,L}(z, s) := \frac{1}{2} \sum_{(m,n) \in (\mathbb{Z} \times \mathbb{Z})_{N,L}} \frac{y^s}{\sqrt{N}mz+n|2 s(\sqrt{N}mz+n)^k}, \text{ where } \Re(s) > 1 - \frac{k}{2},$$

$$G_{N,k,R}(z, s) := \frac{1}{2} \sum_{(m,n) \in (\mathbb{Z} \times \mathbb{Z})_{N,R}} \frac{y^s}{mz+\sqrt{N}n|2 s(mz+\sqrt{N}n)^k}, \text{ where } \Re(s) > 1 - \frac{k}{2},$$

and

$$g_{N,L}(z, \overline{z}, \alpha, \beta) := \sum_{(m,n) \in (\mathbb{Z} \times \mathbb{Z})_{N,L}} (\sqrt{N}mz+n)^{-\alpha}(\sqrt{N}\overline{mz}+n)^{-\beta}, \text{ where } \Re(\alpha + \beta) > 2,$$

$$g_{N,R}(z, \overline{z}, \alpha, \beta) := \sum_{(m,n) \in (\mathbb{Z} \times \mathbb{Z})_{N,R}} (mz+\sqrt{N}n)^{-\alpha}(m\overline{z}+\sqrt{N}n)^{-\beta}, \text{ where } \Re(\alpha + \beta) > 2.$$
We define the non-holomorphic Eisenstein series for $R(N)$ as the sum of these two types of functions,

$$G_{N,k}(z,s) := G_{N,k,L}(z,s) + G_{N,k,R}(z,s),$$
correspondingly

$$g_N(z,\bar{z},\alpha,\beta) := g_{N,L}(z,\bar{z},\alpha,\beta) + g_{N,R}(z,\bar{z},\alpha,\beta).$$

Note that $G_{1,k,L}(z,s) = G_{1,k,R}(z,s) = G_{k}(z,s)$ and $g_{1,L}(z,\bar{z},\alpha,\beta) = g_{1,R}(z,\bar{z},\alpha,\beta) = g(z,\bar{z},\alpha,\beta)$ and $G_{N,k}(z,s) = \frac{1}{2}y^s g_N(z,\bar{z},s+k,s)$. If $N = 1$, these functions satisfy the analytic property and the automorphy condition.

Before stating Theorem 1.3 which provides the Fourier expansion of $G_{N,k}(z,s)$, we introduce several notations. Let

$$G(b,1_n) := \sum_{a \in (\mathbb{Z}/n\mathbb{Z})^\times} (\zeta_n^a)^b$$

be the Ramanujan sum, that is the sum of the $b$th powers of the $n$th primitive roots of unity. In particular, if $b = 1$, then $G(1,1_n) = \mu(n)$, the Mobius function. We denote the Dirichlet series associated to this sum by

$$\mathcal{L}(b,1_n, s) := \sum_{n=1}^{\infty} \frac{G(b,1_n)}{n^s}.$$ 

Similarly, we define the associated local factors,

$$\mathcal{L}_N(b,1_n, s) := \prod_{p|N} \sum_{n=0}^{\infty} \frac{G(b,1_p^n)}{p^{ns}},$$

and the associated shifted series

$$\mathcal{L}(b,1_{N\cdot}, s) := \sum_{n=1}^{\infty} \frac{G(b,1_{Nn})}{n^s}.$$ 

By definition, $\mathcal{L}(0,1_{\cdot}, s)$ and $\mathcal{L}(1,1_{\cdot}, s)$ are just the Dirichlet series associated to the Euler totient function and the Mobius function, respectively. It seems unnecessary at this moment to use the notation $1_{\cdot}$, but in Section 3 we generalize this notion for the other dual characters instead of $1_{\cdot}$, and then it would fit the current definitions. It coincides with the current definitions when the dual character is trivial.

Now we are ready to introduce our second results providing the Fourier expansions of non-holomorphic Eisenstein series for $R(N)$.

**Theorem 1.3.** For $\alpha, \beta \in \mathbb{C}$ such that $q := \alpha + \beta \in \mathbb{C}_{\mathbb{R} > 0}$ and $k := \alpha - \beta \in 2\mathbb{Z}$, if $N > 1$, the Fourier expansion of a non-holomorphic Eisenstein series $g_N(z,\bar{z},\alpha,\beta)$ in $x$ is given by

$$g_N(z,\bar{z},\alpha,\beta) = \phi_N(y,q,k)$$

$$+ 2(-1)^k \zeta(q) \left( \frac{2\pi}{\sqrt{N}} \right)^q \sum_{n=0}^{\infty} \frac{|n|^{q-1}}{\Gamma(\frac{q}{2} + \text{sgn}(n)k)} W \left( 2\pi n \frac{y}{\sqrt{N}}; \alpha, \beta \right)$$

$$\times \left( N^{-q/2} \mathcal{L}(n,1_{N\cdot},q) + \frac{\mathcal{L}(n,1_{\cdot},q)}{\mathcal{L}_N(n,1_{\cdot},q)} \right) e^{2\pi inx/\sqrt{N}}.$$
where
\[ \phi_N(y, q, k) := 2 + 2(-1)^k N^{q/2} \zeta(q) \left( \frac{2y}{\sqrt{N}} \right)^{1-q} \frac{2\pi\Gamma(q-1)}{\Gamma(q/2)\Gamma(2q-k/2)} \left( N^{-q/2}L(0, 1_N, q) + \frac{L(0, 1, q)}{L_N(0, 1, q)} \right) \]
and \( W(n; \alpha, \beta) \) is the modified Whittaker \( W \)-function.

For the detailed description of the modified Whittaker \( W \)-function, see Section 3.

The issue of the analytic continuation of \( g_N \) or \( G_{N,k} \) is a bit more delicate to handle than that of the case \( N = 1 \). If \( N > 1 \), the \( L \)-series appearing in the Fourier expansion of \( g_N(z, \overline{z}, \alpha, \beta) \) is more complicated than one in the Fourier expansion of \( g(z, \overline{z}, \alpha, \beta) \). It is an unresolved question that whether \( g_N \) has the analytic continuation in \( q \) to the whole plane \( \mathbb{C} \) for any positive integer \( N \). However, it is possible to continue the series analytically at least to the neighborhood of \( q = 0 \), which admits a taylor expansion of \( g_N(z, \overline{z}, \alpha, \beta) \) near \( q = 0 \), or of \( G_{N,k}(z, s) \) near \( s = 0 \). See Section 3.

Let \( N = N_1^2N_2 \), where \( N_2 \) be a square-free integer. By definition, it is obvious that the group \( R(N) \) is contained in \( R(N_2) \), so our main interest is focused on the case when \( N \) is square-free. From now on, we assume that \( N \) is square-free. We define a meromorphic function in \( s \),
\[ f_{N,k}(s) := \frac{N^{-(s-1)-k} \prod_{p|N} \left( \sum_{i=1}^{v_p(b)} (p-1)p^{i-1+i(2s+k-2)} \right) - \sum_{i=1}^{v_p(b)} (p-1)p^{i-1+i(2s+k-2)} \right) + 1}{\prod_{p|N} \zeta_p(-2s-k+2)\zeta_p(-2s-k+1; v_p(b))}, \]
where \( v_p \) is the \( p \)-valuation and \( \zeta_p(s; v) := \sum_{n=0}^{v} p^{-ns} \), a truncated local zeta function. Note that when \( v_p(b) = 0 \), i.e., \( p \mid b \), the summation part \( \sum_{i=1}^{v_p(b)} (p-1)p^{i-1+i(2s+k-2)} \) doesn’t appear in \( f_{N,k}(s) \). In particular, if \( b = 1 \),
\[ f_N(s) := f_{N,1}(s) = \left( (-1)^{\omega(N)} N^{(s-1)+1/2} + 1 \right) \prod_{p|N} (1 - p^{2s+k-2})^{-1}. \]
Here \( \omega(N) \) is the number of distinct prime factors of \( N \).

Define the following completed and the doubly-completed Eisenstein series for \( R(N) \), respectively by
\[ \widetilde{G}_{N,k}(z, s) := \left( \frac{\pi}{\sqrt{N}} \right)^{-s-\frac{k}{2}} \Gamma \left( s + \frac{k}{2} + \frac{|k|}{2} \right) f_N(s) G_{N,k}(z, s), \]
\[ \bar{G}_{N,k}(z, s) := \left( s + \frac{k}{2} \right) \left( s + \frac{k}{2} - 1 \right) \widetilde{G}_{N,k}(z, s). \]

Theorem 3 provides the Fourier expansion of \( \bar{G}_{N,k} \) via the relation between the functions \( g_N(z, \overline{z}, \alpha, \beta) \) and \( \bar{G}_{N,k}(z, s) \).
Corollary 1.4. If $N > 1$ is square-free, the Fourier expansion of a non-holomorphic Eisenstein series $\hat{G}_{N,k}(z,s)$ is given by

$$\hat{G}_{N,k}(z,s) = \frac{\Gamma(s + \frac{k}{2} + \frac{|k|}{2})}{\Gamma(s + \frac{k}{2})} \hat{\zeta}(2s + k)y^{s} \sqrt{N^{s + \frac{k}{2}}} f_{N}(s)$$

$$+ (-1)^{k/2} \frac{\Gamma(s + \frac{k}{2})\Gamma(s + \frac{k}{2} + \frac{|k|}{2})}{\Gamma(s + k)\Gamma(s)} \hat{\zeta}(2 - 2k - 2s)y^{1-k-s}f_{N}(s)$$

$$\times \left( \sqrt{N^{1-s-\frac{k}{2}}} \prod_{p|N} \frac{1 - p^{-1}}{1 - p^{-2s-k}} + \sqrt{N^{1+s+\frac{k}{2}}} \prod_{p|N} \frac{1 - p^{1-k-2s}}{1 - p^{-2s-k}} \right)$$

$$+ \sum_{n \neq 0} (-1)^{k/2} y^{k/2} \left( \frac{\Gamma(s + \frac{k}{2} + \frac{|k|}{2})}{\Gamma(s + \frac{k}{2} + \text{sgn}(n)\frac{|k|}{2})} \left| n \right|^{-s-\frac{k}{2}} \sigma_{2s+k-1}(n) W_{\text{sgn}(n)\frac{k}{2},s+\frac{k}{2}} \left( 4\pi|n|^{-s-\frac{k}{2}} \right) \right)$$

$$\times f_{N,n}(1 - k - s)f_{N}(s) e^{2\pi i x/\sqrt{N}} \),$$

where $\hat{\zeta}(s) := \pi^{-s/2} \Gamma \left( \frac{s}{2} \right) \zeta(s)$ is the completed Riemann zeta function.

As in the case for $\text{SL}_2(\mathbb{Z})$, if $N$ is a prime, then the completed Eisenstein series satisfies the following functional equation centered at line $s = \frac{1-k}{2}$.

Theorem 1.5. For a prime $p$, the completed and doubly-completed Eisenstein series satisfy the functional equation,

$$\hat{G}_{p,k}(z,1-k-s) = \hat{G}_{p,k}(z,s) \quad \text{and} \quad \hat{G}_{p,k}(z,1-k-s) = \hat{G}_{p,k}(z,s).$$

1.3. Roadmap. In Section 2 we prove that the group $R(N)$ is finitely generated. Most group-theoretical properties of $R(N)$, including Theorem 1.1 and the fact that $R(N)$ coincides with the Fricke group $\Gamma_{0}^{\ast}(N)$ in the low level $N = 2, 3$, are given in this section. We derive Corollary 1.2 using the general and classical theorem on the theory of Fuchsian groups and we exhibit a few examples with $g_{p} = 0$.

Section 3 is devoted to developing the theory of $L$-series for the Gauss sum of dual characters. This leads us to the analytic continuation of the non-holomorphic Eisenstein series. In this section we prove that functions $G_{k,N,L}$ and $G_{k,N,R}$ satisfy the modular invariant condition for $R(N)$, and prove Theorem 1.3 and Theorem 1.5.

In section 4 we investigate the structure of polyharmonic Maass forms for $R(p)$. More precisely, we prove that any polyharmonic Maass forms can be written as the sum of the Taylor coefficients of the non-holomorphic Eisenstein series and cusp forms. Most argument used in this section is in parallel with the argument in [LR16] once if we define and construct several properties on the non-holomorphic Eisenstein series. Thus we state our results briefly, and in most cases the proofs in this section are is omitted. For a general vector-valued version of the theory, one may see [BF04] which gives the systematic investigation on the harmonic weak Maass forms.
2. Groups $R(p)$

Section 2 is devoted to developing the fundamental properties of the groups $R(p)$ and prove Theorem 1.1.

2.1. Generating sets of $R(p)$. In this subsection we first show that the group $R(p)$ is finitely generated.

Lemma 2.1. Let $p > 2$ be a prime. The group $R(p)$ is generated by matrices $\{T_p, \omega_1\} \cup \{s_p(n) \in \text{SL}_2(\mathbb{R}) : \frac{-p^1 + 1}{2} \leq n \leq \frac{p^1 + 1}{2}, \ n \neq 0\}$, where

\[
T_p := \begin{pmatrix} 1 \sqrt{p} \\ 0 1 \end{pmatrix}, \quad \omega_1 := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad s_p(n) := \begin{pmatrix} \frac{n^1 + 1}{p} \sqrt{p} & n \\ \hat{n} & \sqrt{p} \end{pmatrix}
\]

and $\hat{n}$ is an integer satisfying $n\hat{n} \equiv -1 \pmod{p}$. For $p = 2$, the group $R(p)$ is generated by $\{T_2, \omega_1, s_2(\pm 1)\}$.

It is possible to choose several $\hat{n}$ for each $n$, but regardless of the choice of $\hat{n}$ it generates the same group $R(p)$.

Proof. Let $p > 2$ and denote by $F$ the group generated by $T_p, \omega_1$, and $s_p(n)$'s. Let

\[
F_{\text{col}}^- := \left\{(a, c) \in \mathbb{Z}^2 : |c| \leq \frac{p}{2} |a|, \ \gcd(pa, c) = 1, \right. \left. \text{and there exist } b, d \in \mathbb{Z} \text{ such that } \begin{pmatrix} a \sqrt{p} \\ c d \sqrt{p} \end{pmatrix} \in F \right\},
\]

\[
F^- := \left\{a \in \mathbb{Z} : (a, c) \in F_{\text{col}}^- \text{ for any } c \text{ with } |c| \leq \frac{p}{2} |a|, \ \gcd(pa, c) = 1 \right\}.
\]

Note that if $a \in F^-$ then $-a \in F^-$, so we may assume that $a > 0$. In order to prove the assertion, we prove only that

\[
\text{(5) if any integer } m \text{ with } |m| < a \text{ belongs to } F^-, \text{ then so is } a.
\]

Indeed, this claim means that $\mathbb{Z} \subseteq F^-$. Note that the group $F$ is a subgroup of $\text{SL}_2(\mathbb{R})$. Thus if $a, b, c$ are given and $\begin{pmatrix} a \sqrt{p} \\ c d \sqrt{p} \end{pmatrix} \in F$, an integer $d$ is uniquely determined. Suppose

$(a_0, c_0) \in F_{\text{col}}^-$. Pick any integer $b_0$ such that $\begin{pmatrix} a_0 \sqrt{p} \\ c_0 d_0 \sqrt{p} \end{pmatrix} \in F$, where $d_0$ is an integer determined by $a_0, c_0$ and $b_0$. Let $\begin{pmatrix} a_0 \sqrt{p} \\ c_0 d_0 \sqrt{p} \end{pmatrix}$ be an arbitrary one belongs to $F$ with given the first column $(a_0 \sqrt{p}, c_0)^t$. Then $pa_0d - bc_0 = 1$, so $b \equiv b_0 \pmod{pa_0}$. Write $b = pam + b_0$ for an integer $m$, then

\[
\begin{pmatrix} a_0 \sqrt{p} \\ c_0 d_0 \sqrt{p} \end{pmatrix} = \begin{pmatrix} a \sqrt{p} \\ c d \sqrt{p} \end{pmatrix} T_p^m.
\]

Hence $\mathbb{Z} = F^-$ implies $R(p)^- \subseteq F$. The set $R(p)^+$ can be written as $R(p)^+ = \omega_1 R(p)^-$, so it follows that $R(p) \subseteq F$. 

Let’s prove Claim (5). Suppose that any integer with absolute value less than \( a \) belongs to \( F^- \). To prove \( a \in F^- \), we show that \((a, c) \in F^-_{col} \) for any \( c \) such that \( \gcd(a, c) = 1 \) and \( |c| \leq \frac{p}{2}a \). Use the notation \( \hat{c} \) to mean that it satisfies \( c\hat{c} \equiv -1 \pmod{p} \) and \( |\hat{c}| \leq \frac{p}{2}a \). We say that \((a, c) \in \mathbb{Z}^2 \) is properly reduced if there exists an integer \( m \in \mathbb{Z} \) such that \( |a + \hat{c}m| < a \), or equivalently, a matrix
\[
\begin{pmatrix}
a\sqrt{p} & \hat{c} \\
c & d\sqrt{p}
\end{pmatrix}
\begin{pmatrix}
\sqrt{p} & 0 \\
1 & 1
\end{pmatrix}^m
= \begin{pmatrix}
a'\sqrt{p} & \hat{c} \\
c' & d\sqrt{p}
\end{pmatrix}
\]
satisfies \( |a'| < a \). Since \( \left( \begin{array}{cc} a'\sqrt{p} & \hat{c} \\ c' & d\sqrt{p} \end{array} \right) \in F \), it is obvious that if \((a, c) \) is properly reduced, then \((a, c) \in F^-_{col} \). Therefore it is enough to show that any non-properly reduced pair \((a, c) \) is also contained in \( F^-_{col} \).

Let \((a, c) \) be a non-properly reduced pair of integers with \( |c| \leq \frac{p}{2}a \), \( \gcd(pa, c) = 1 \). Since the inequality \( |\hat{c}| < 2a \) implies \( |a - \sgn(\hat{c})\hat{c}| < a \), we have \( 2a \leq |\hat{c}| \leq \frac{p}{2}a \), so there is an integer \( n \in \{1, 2, \ldots, \frac{p+1}{2} \} \) with \( (n-1)a < |\hat{c}| < (n+1)a \). For such an integer \( n \), we have \( |an + |\hat{c}|| = |\sgn(\hat{c})an + \hat{c}| < a \) and
\[
\begin{pmatrix}
a\sqrt{p} & \hat{c} \\
c & d\sqrt{p}
\end{pmatrix}
\begin{pmatrix}
\sgn(\hat{c})n
\end{pmatrix}
= \begin{pmatrix}
\sgn(\hat{c})an + \hat{c} \sqrt{p}
\end{pmatrix}
= A.
\]

By inductive hypothesis we have \( A\omega_1 \in F \), so \( \left( \begin{array}{cc} a\sqrt{p} & \hat{c} \\ c & d\sqrt{p} \end{array} \right)^{-1} \in F \) which implies \((a, c) \in F^-_{col} \).

One can obtain the lemma for \( p = 2 \) through the same argument as above.

By Lemma 2.1 it is clear that the Hecke triangle groups \( \Gamma_{(2,4,\infty)} \) and \( \Gamma_{(2,6,\infty)} \) coincide with groups \( R(2) \) and \( R(3) \), respectively.

2.2. **Elliptic points and cusps.** In this subsection we prove Theorem 1.1. Recall that a point \( z \in \mathbb{H} \) is called an elliptic point for a Fuchsian group \( \Gamma \) if its stabilizer group \( \Gamma_z \) of the action \( \Gamma \) on \( \mathbb{H} \) has a nontrivial element. A nontrivial element in \( \Gamma_z \) always has trace whose absolute value is smaller than 2, and it is called an elliptic element. If two points \( z_1, z_2 \in \mathbb{H} \) are \( \Gamma \)-equivalent, i.e. there exists a matrix \( \gamma \in \Gamma \) such that \( \gamma z_1 = z_2 \), then their stabilizer groups are conjugate to each other. Thus we also use the terminology ‘elliptic point’ by meaning the equivalence class containing that point.

For the Hecke triangle groups \( \Gamma_{(2,m,\infty)} \), in particular for \( m = 4, 6 \), the set of equivalence classes of the elliptic points are known to be exactly \( \{i, \frac{1+i}{\sqrt{2}} \} \) and \( \{i, \frac{\sqrt{3}+i}{2} \} \), respectively (see, for instance, [DGMS13]). Therefore, unless specifically stated, we assume \( p \geq 5 \).
Lemma 2.2. Let $c$ be a positive integer whose prime factors are 2 or of the form $4r + 1$ for some $r \in \mathbb{Z}$. Let $a$ and $a_0$ be integers satisfying

$$\begin{align*}
a &\equiv a_0 \pmod{p}, \\
a^2 &\equiv -1 \pmod{p}, \\
a + 1 &\equiv 0 \pmod{c}.
\end{align*}$$

There exists $(x, y) \in \mathbb{Z}^2$ such that

(a) $c = x^2 + y^2$, and

(b) $c$ divides $x - ay$ and $\frac{a - a_0}{p} x + \frac{a_0 a + 1}{p} y$.

Proof. Let $a = a_0 + np$, for $n \in \mathbb{Z}$. Then for any integers $x$ and $y$,

$$\frac{a - a_0}{p} x + \frac{a_0 a + 1}{p} y = n x - n ay + \frac{a_2 + 1}{p} y.$$  

Since $p \mid a^2 + 1$ and $c \mid \frac{a^2 + 1}{p}$, it is enough to show that there exists $(x, y) \in \mathbb{Z}^2$ such that

$$c = x^2 + y^2 \text{ and } c \mid (x - ay).$$

Suppose $c$ is not divisible by 2. Note that we can replace $a$ with $a' := a + rpc$ for any $r \in \mathbb{Z}$. Since $c$ is odd, we may assume that $a$ is even number. By considering $a$ as a Gaussian integer i.e., $a \in \mathbb{Z}[i]$, we have

$$(6) \quad \gcd_{\mathbb{Z}[i]}(a + i, a - i) = \gcd_{\mathbb{Z}[i]}(a + i, 2i) = \gcd_{\mathbb{Z}[i]}(a + i, 2) = 1,$$

so $a + i$ and $a - i$ are coprime in $\mathbb{Z}[i]$.

Note that $c$ can be factorized into

$$c = \prod_{i=1}^{n} z_i^{e_i} \overline{z_i}^{e_i}$$

in $\mathbb{Z}[i]$, where each $z_i$ is a prime in $\mathbb{Z}[i]$ and $\overline{z_i}$ is its complex conjugate, which is also a prime. Since $c$ divides $a^2 + 1 = (a + i)(a - i)$, we may assume that $z_i \mid (a + i)$ for all $i = 1, 2, \ldots, n$, hence $z_i^{e_i} \mid (a + i)$ by (6). Let $x := \Re(\prod_{i=1}^{n} z_i^{e_i})$, $y := \Im(\prod_{i=1}^{n} z_i^{e_i}) \in \mathbb{Z}$. Then we have $c = x^2 + y^2$ and

$$c \mid (a + i)(x - iy) = (ax + y) + i(x - ay).$$

Since $c$ is an integer, we have $c \mid (x - ay)$.

Next suppose $c$ is even. Since $a^2 + 1 \equiv 0 \pmod{c}$, we have $4 \mid c$. If $a$ is even, then we can apply the same argument as in the case when $2 \mid c$. If $a$ is an odd integer, then

$$\gcd_{\mathbb{Z}[i]}(a + i, a - i) = \gcd_{\mathbb{Z}[i]}(a + i, 2) = \gcd_{\mathbb{Z}[i]}(1 + i, 2) = 1 + i,$$

so we can write $a + i = (1 + i) \prod_{i=1}^{n} w_i^{f_i}$ for primes $w_i \in \mathbb{Z}[i]$. Write $c = (1 + i)(1 - i)z_c\overline{z_c}$ for $z_c \in \mathbb{Z}[i]$. By the same reason as above, we may assume $z_c \mid \prod_{i=1}^{n} w_i^{f_i}$. Define $x, y \in \mathbb{Z}$ so that $x + iy = (1 + i)z_c$, then it satisfies the assertion. \qed
Lemma 2.3. Let $c$ be a positive integer whose prime factors are 3 or of the form $3r + 1$ for some $r \in \mathbb{Z}$. Let $a$ be an integer satisfying
\[ a^2 - a + 1 \equiv 0 \pmod{c}. \]
There exists $(x, y) \in \mathbb{Z}^2$ such that
(a) $c = 3x^2 + y^2$, and
(b) $c$ divides $(2a - 1)x + y$.

Proof. The proof is the same as the last part of the proof of Lemma 2.2 except for using the ring of integers $\mathbb{Z}[\zeta_3]$ of $\mathbb{Q}(\zeta_3)$ instead of the Gaussian integers $\mathbb{Z}[i]$, where $\zeta_3 := \frac{1 + \sqrt{-3}}{2}$. Note that $\mathbb{Z}[\zeta_3]$ is a UFD and $a^2 - a + 1 = (a + \zeta_3)(a + \overline{\zeta_3})$ in $\mathbb{Z}[\zeta_3]$.

Consider an elliptic point in $\text{Ell}(p)$ that is represented by $z \in \mathbb{H}$. For another point $z' \in \mathbb{H}$ which is $R(p)$-equivalent to $z$, the trace of its associated elliptic element is equal to the trace of $\gamma$, where $\gamma \in R(p)$. Indeed, if $\alpha \in R(p)$ sends $z$ to $z'$, then any element of $R(p)z'$ can be written as $\alpha \gamma \alpha^{-1}$.

Let $\text{Ell}^+(p)$ be the collection of elliptic points $[z] \in \text{Ell}^+(p)$ such that there is an associated elliptic element $\gamma \in R(p)z$ whose trace is $t$. Since $|t| < 2$ and $-I$ acts trivially on $\mathbb{H}$, for any $t \in \mathbb{Z}$ we have $\text{Ell}(p), t = \text{Ell}(p)_{-t}$, and the set of elliptic points $\text{Ell}^+(p)$ can be written as a union
\[ \text{Ell}^+(p) = \text{Ell}^+(p)_0 \cup \text{Ell}^+(p)_1. \]

In fact, it turns out that there is no elliptic point whose trace is 0 and 1 at the same time, i.e., the union of (7) is disjoint. This is clear by the following two propositions.

Proposition 2.4. Let $p$ be a prime. If $p = 2$ or $p = 4r + 1$ for some $r \in \mathbb{Z}$, then the set of elliptic points $\text{Ell}^+(p)_0$ is a singleton. Otherwise, $\text{Ell}^+(p)_0 = \emptyset$.

Proof. Let $z \in \text{Ell}^+(p)_0$ be an elliptic point with trace 0 and let $\gamma = \left( \begin{array}{cc} a & \sqrt{p} b \sqrt{p} \\ c & -a \end{array} \right) \in R(p)^+$ be one of its associated elliptic elements. Then $z$ can be written as $z = \frac{a+i}{c\sqrt{p}}$. Note that $\det \gamma = -a^2 - pbc = 1$ implies $p \mid (a^2 + 1)$. This shows that if such $z \in \mathbb{H}$ exists, then $p$ must be 2 or of the form $4r + 1$ for an integer $r \in \mathbb{Z}$. Moreover, we have $c \mid (a^2 + 1)$, so any prime factor $q$ of $c$ is 2 or satisfies $q \equiv 1 \pmod{4}$.

For the rest of the proof, we suppose that $p = 2$ or $p = 4r + 1$ for some $r \in \mathbb{Z}$. Fix an integer $a_0 \in \mathbb{Z}$ such that $a_0^2 + 1 \equiv 0 \pmod{p}$. Let $b_0 := \frac{a_0^2 + 1}{p}$ and $z_0 := \frac{a_0+i}{\sqrt{p}}$. It is an elliptic point of the element $\left( \begin{array}{cc} a_0 \sqrt{p} & b_0 \sqrt{p} \\ -a_0 \sqrt{p} & \end{array} \right)$, so $[z_0] \in \text{Ell}^+(p)_0$. Note that $[-z_0] \in \text{Ell}^+(p)_0$, which is inherited from $-a_0$ instead of $a_0$. We claim that these two elliptic points are $R(p)^+$-equivalent. Indeed, it is enough to show that there exist integers $X, Y, Z, W \in \mathbb{Z}$ such that
\[ \left( \begin{array}{cc} X \sqrt{p} & Y \sqrt{p} \\ Z \sqrt{p} & W \sqrt{p} \end{array} \right) \left( \frac{a_0+i}{\sqrt{p}} \right) = \frac{-a_0+i}{\sqrt{p}}. \]
This can be reduced to the following system of equations by direct calculation,
\[
\begin{cases}
\frac{a_0^2+1}{p}Z^2 + 2aZW + pW^2 = 1, \\
X = W, \\
Y = \frac{-a_0^2-1}{p}Z - 2aW.
\end{cases}
\]

Notice that a quadratic form \(\frac{a_0^2+1}{p}Z^2 + 2aZW + pW^2\) is positive definite of discriminant \(-4\). Its reduced form is the principal form \(Z^2 + W^2\), so it must represent 1. Thus the equation \(\frac{a_0^2+1}{p}Z^2 + 2aZW + pW^2 = 1\) must have an integer solution \((Z,W) \in \mathbb{Z}^2\).

Next, we prove that any elliptic point \(z \in \text{Ell}^*(p)\) is \(R(p)\)-equivalent to \(z_0\). Since \(a^2+1 \equiv 0 \pmod{p}\), we may assume that \(a \equiv a_0 \pmod{p}\). By Lemma 2.7 there exists a pair of integers \((x_0, y_0) \in \mathbb{Z}^2\) such that
\[
\begin{align*}
(a) & \quad c = x_0^2 + y_0^2, \quad \text{and} \\
(b) & \quad c \text{ divides } x_0 - ay_0 \quad \text{ and } \quad \frac{a_0 - a}{p}x_0 + \frac{a_0a + 1}{p}y_0.
\end{align*}
\]

Let
\[
\begin{aligned}
Z & \equiv y_0, & W & \equiv -x_0 - a_0 y_0, \\
X & \equiv \frac{(a_0 + a)Z + W}{c}, & Y & \equiv \frac{1}{c} \left( -\frac{a_0^2 + 1}{p}Z + \frac{a - a_0}{p}W \right).
\end{aligned}
\]

They are all integers, and it can be directly shown that \(XW - pYZ = 1\) and a matrix \(\left( \begin{array}{cc} X & Y \\ Z & \sqrt{p} \\ W & \sqrt{p} \end{array} \right)\) sends \(z_0\) to \(z\) \(\Box\)

**Proposition 2.5.** Let \(p\) be a prime. If \(p = 3\) or \(p = 3r + 1\) for some \(r \in \mathbb{Z}\), then the set of elliptic points \(\text{Ell}^*(p)\) is a singleton. Otherwise, \(\text{Ell}^*(p) = \emptyset\).

**Proof.** Suppose there exists an elliptic point \(z \in \text{Ell}^*(p)\) and let \(\gamma = \left( \begin{array}{cc} a & b\sqrt{p} \\ c\sqrt{p} & -a + 1 \end{array} \right) \in R(p)^+\) be its associated elliptic element. Then we can write \(z = \frac{2a - a + 1}{2\sqrt{p}}\). As in the proof of Proposition 2.7, we have \(p \mid (a^2 - a + 1)\), so \(p = 3\) or \(p = 3r + 1\) for some \(r \in \mathbb{Z}\).

Suppose \(p = 3\) or \(p = 3r + 1\), and fix an integer \(a_0 \in \mathbb{Z}\) with \(a_0^2 - a_0 + 1 \equiv 0 \pmod{p}\). Note that there are exactly two integers \(n\) satisfying \(n^2 - n + 1 \equiv 0 \pmod{p}\) in mod \(p\), namely \(n \equiv a_0 \pmod{p}\) or \(n \equiv -a_0 + 1 \pmod{p}\) for \(b_0 := \frac{a_0^2 - a_0 + 1}{p}\). For \(b_0 := \frac{a_0^2 - a_0 + 1}{p}\), we have two elliptic points \(z_0 = \frac{2a_0 - 1 + \sqrt{3}b_0}{2\sqrt{p}}\) and \(-z_0 = \frac{-2a_0 + 1 + \sqrt{3}b_0}{2\sqrt{p}}\) that are associated to the elliptic elements \(\left( \begin{array}{cc} a_0 & b_0\sqrt{p} \\ \sqrt{p} & -a_0 + 1 \end{array} \right)\) and \(\left( \begin{array}{cc} -a_0 + 1 & b_0\sqrt{p} \\ \sqrt{p} & a_0 \end{array} \right)\), respectively. These two elliptic points are \(R(p)^-\)-equivalent. Indeed, as in the proof of Proposition 2.7, it is enough to find integer solutions of the quadratic equation
\[
\frac{a_0^2 - a_0 + 1}{p}Z^2 + (2a_0 - 1)ZW + pW^2 = 1.
\]
Since the quadratic form \( \frac{a_0^2 - a_0 + 1}{p} Z^2 + (2a_0 - 1)ZW + pW^2 \) is positive definite of discriminant \(-3\), it must have an integer solution.

It only remains to prove that any elliptic point \( z \in \text{Ell}^+(p) \) is \( R(p) \)-equivalent to \( z_0 \). Similarly to the proof of Proposition 2.4, we know that any prime factor of \( c \) is 3 or of the form \( 3^r + 1 \) for an integer \( r \in \mathbb{Z} \). Applying Lemma 2.3, we have a pair of integers \((x_0, y_0) \in \mathbb{Z}^2\) such that

(a) \( c = x_0^2 + y_0^2 \), and
(b) \( c \) divides \( x_0 - ay_0 \) and \( \frac{a - a_0}{p} x_0 + \frac{a_0 a + 1}{p} y_0 \).

Define

\[
X := \frac{(a_0 + a - 1)X + W}{c}, \quad Y := \frac{1}{c} \left( -\frac{a_0^2 - a_0 + 1}{p} Z + \frac{a - a_0}{p} W \right).
\]

One can see that a matrix \( \begin{pmatrix} X & \sqrt{p} Y \\ Z \sqrt{p} & W \end{pmatrix} \) belongs to \( R(p)^+ \) and sends \( z_0 \) to \( z \). \( \square \)

**Proof of Theorem 1.1 (a).** It follows from combining Propositions 2.4 and 2.5 \( \square \)

Next we prove Theorem 1.1 (b). Suppose that \( D \) is a negative integer such that \( D \equiv 0, 1 \) (mod 4). Consider the set of all (not necessarily primitive) positive definite binary quadratic forms of discriminant \( D \). We say that two binary quadratic forms \( f(X, Y) \) and \( g(X, Y) \) are equivalent if there exist integers \( a, b, c, d \) such that \( f(x, y) = g(ax + by, cx + dy) \) and \( ad - bc = \pm 1 \). If \( ad - bc = 1 \), we say that they are properly equivalent.

Recall that any positive definite binary quadratic form of discriminant \( D \) has exactly one reduced form up to equivalence. In other words, there is a bijection between the set of all equivalence classes of positive definite binary quadratic forms of discriminant \( D \) and the set of all positive definite binary quadratic reduced forms of discriminant \( D \). If we consider the set of all proper equivalence classes of primitive forms, which is a binary quadratic form whose coefficients are relatively prime, there is a natural group structure which is given via transport of structure of the ideal class group \( C(D) \). We call such a group the form class group of discriminant \( D \).

We set the following notations:

\( (A, B, C) := \) a binary quadratic form \( AX^2 + BXY + CY^2 \),

\( [(A, B, C)] := \) an equivalence class of a binary quadratic form \( (A, B, C) \),

\( H(D) := \) the set of all proper equivalence classes of positive definite binary quadratic forms of discriminant \( D \).

**Proof of Theorem 1.1 (b).** For a prime \( p \geq 5 \), any elliptic point \( [z] \in \text{Ell}^-(p) \) is of trace zero. We can write \( z = \frac{a_\sqrt{p} + i}{c} \), where \( \begin{pmatrix} a_\sqrt{p} & b \\ c & -a_\sqrt{p} \end{pmatrix} \) is an elliptic element of \( z_0 \). We associate
an elliptic point \( z \) to a binary quadratic form \((-pb, 2pa, c) = (\frac{a^2p+1}{c}p, 2pa, c)\), denoted by \( QF(z) \).

We claim that the map defined by

\[
\text{Ell}^-(p) \longrightarrow H(-4p) \\
[z] \mapsto [QF(z)]
\]

is well-defined and bijective. Indeed, let \([z_1] = [z_2] \in \text{Ell}^-(p)\) be \(R(p)\)-equivalent elliptic elements. There exists \( \gamma \in R(p) \) such that \( \gamma z_1 = z_2 \). Moreover we may assume \( \gamma := \left( \begin{array}{cc} r & s \sqrt{p} \\ t \sqrt{p} & u \end{array} \right) \in R(p)^\ast\), since if \( \gamma \in R(p)^-\), then for any \( \alpha \in R(p)_{z_1} \), we have \( \gamma \alpha z_1 = z_2 \) and \( \gamma \alpha \in R(p)^\ast\). It is shown by direct computation that a matrix \( \left( \begin{array}{cc} r & s \\ t & u \end{array} \right) \in \text{SL}_2(\mathbb{Z}) \) gives a proper equivalence between \( QF(z_1) \) and \( QF(z_2) \). In other words,

\[
QF(z_1)(rX + sY, tpX + uY) = QF(z_2)(X, Y).
\]

The injectivity of the map follows by reversing the above argument. If \([QF(z_1)] = [QF(z_2)]\), then there exists a matrix \( \left( \begin{array}{cc} r & s \\ t & u \end{array} \right) \in \text{SL}_2(\mathbb{Z}) \) such that

\[
\left( \begin{array}{cc} r & s \\ t & u \end{array} \right) \left( \begin{array}{cc} b_1p & a_1p \\ a_1p & c_1 \end{array} \right) \left( \begin{array}{cc} r & t' \\ s & u \end{array} \right) = \left( \begin{array}{cc} b_2p & a_2p \\ a_2p & c_2 \end{array} \right).
\]

We have \( t'^2c_1 \equiv r^2b_1p + 4rt'a_1p + t'^2c_1 = b_2p \equiv 0 \pmod{p} \), so \( t' \equiv 0 \pmod{p} \). Letting \( t' = pt \), the matrix \( \gamma = \left( \begin{array}{cc} r & s \sqrt{p} \\ t \sqrt{p} & u \end{array} \right) \in R(p) \) sends \( z_1 \) to \( z_2 \).

The remaining part is to prove surjectivity. Let \([(A, B', C)] \in H(-4p)\) be an equivalence class of the binary quadratic form \((A, B', C)\). Since 4 divides its discriminant, \( B' \) must be even, so we write \( B' = 2B \). We consider two cases: either \( p \mid A \) or not.

Suppose \( A \) is divisible by \( p \). Again by the divisibility of its discriminant, \( B \) is also divisible by \( p \), so we write \( pA \) and \( pB \) instead of \( A \) and \( B \), respectively. Note that a quadratic form \((pA, 2pB, C)\) is properly equivalent to a quadratic form \((C, -2pB, pA)\) via an equivalence \( \omega_1 = \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \), i.e.,

\[
(pA, 2pB, C)(-Y, X) = (C, -2pB, pA)(X, Y).
\]

Let \( a = -B \) and \( c = A \). By the discriminant condition, we have \(-b := C = \frac{a^2p+1}{c} \).

Next suppose \( A \) is not divisible by \( p \). Let \( s \) be an integer such that \( sA + B \equiv 0 \pmod{p} \). Since \( B^2 - AC = -p \), we have \( s^2A + sB + C \equiv 0 \pmod{p} \). In this case, we set

\[
a := \frac{sA + B}{p}, \quad c := \frac{s^2A + sB + C}{p}.
\]
Then $a$ and $c$ are integers satisfying $-b := \frac{a^2 + 1}{c} = A \in \mathbb{Z}$. One can see that the matrix \[
abla \begin{pmatrix} 1 & s \\
-1 & 1 \end{pmatrix}
\] gives a proper equivalence between two quadratic forms via \[
\begin{pmatrix} 1 & s \\
-1 & 1 \end{pmatrix} \begin{pmatrix} A & B \\
B & C \end{pmatrix} \begin{pmatrix} 1 & s \\
-1 & 1 \end{pmatrix} = \begin{pmatrix} A & sA + B \\
B & s^2A + sB + C \end{pmatrix},
\] so $[(A, 2B, C)] = [(-b, 2ap, cp)]$.

In both cases, we have shown that the quadratic form $(A, 2B, C)$ is properly equivalent to the quadratic form of the form $(-b, 2ap, cp)$. Finally, we point out that there is a proper equivalence \[
\begin{pmatrix} a & b \\
\frac{1}{c} & -ap \end{pmatrix}
\] between two quadratic forms $(-b, 2ap, cp)$ and $(-bp, 2ap, c)$. Note that a class of the quadratic form $[(-bp, 2ap, c)]$ is equal to $[QF(z)]$, where $z$ is an elliptic point $z = \frac{a^2 + 1}{c}$. Therefore the map $[z] \mapsto [QF(z)]$ is surjective. \[\square\]

**Remark 2.6.** One may slightly generalize the proof of Theorem 1.1(b) for an arbitrary trace $t \in \{-1, 0, 1\}$. If $[z] \in \text{Ell}^+(p)$ is an elliptic point and \[
\begin{pmatrix} a\sqrt{p} \\
c \end{pmatrix} \begin{pmatrix} b \\
\frac{1}{d\sqrt{p}} \end{pmatrix}
\] is its associated elliptic element, then we have \[
z = \frac{(2a - t)\sqrt{p} + \sqrt{4 - p^2}t}{2c}. \] If we let \[
QF(z) := (-pb, p(2a - t), c),
\] then the map \[
\text{Ell}^+(p) \rightarrow H(t^2p^2 - 4p) \]
\[[z] \mapsto [QF(z)]
\] is also bijective. However, the set \[
\text{Ell}^+(p),
\] is nonempty only if $p = 2$ or $3$.

Let $z \in \mathbb{H}$ be any elliptic point for $R(N)$. The order of $z$ is defined as \[
e_z := |R(N)_{z}/\{\pm I\}| = \frac{1}{2}|R(N)_{z}|.
\] It is independent of the choice of representatives of a class $[z] \in \text{Ell}(N)$.

**Proposition 2.7.** Let $z \in \mathbb{H}$ be an elliptic point for $R(p)$. Then the order of $z$ is \[
e_z = \begin{cases} 3 & \text{if } [z] \in \text{Ell}^+(p), \\
2 & \text{otherwise}. \end{cases}
\]

**Proof.** Let $[z] \in \text{Ell}^-(p)$ and \[
\gamma = \begin{pmatrix} a\sqrt{p} \\
c \end{pmatrix} \begin{pmatrix} b \\
\frac{1}{d\sqrt{p}} \end{pmatrix}
\] be an elliptic element associated to $z$. One can see that the map $\alpha \mapsto \gamma\alpha$ for $\alpha \in R(p)_{z}^+$ induces a bijection between $R(p)_{z}^+/\{\pm I\}$ and $R(p)_{z}/\{\pm I\}$. Thus, in order to count the number of elements of $R(p)_{z}/\{\pm I\}$, it suffices to count those of $R(p)_{z}^+$. By definition, the number of elements of the set $R(p)_{z}^+$ is equal to the number of pairs of integers $(X, Y) \in \mathbb{Z}^2$ such that $c$ is represented by the quadratic form associated with $z$ of a pair $(X, Y)$, i.e., \[
QF(z)(X, Y) = c.
\]
Let \((A, 2B, C)\) be a reduced form of discriminant \(-4p\). By Theorem 1.1(b), there is an elliptic point \([z] \in \text{Ell}^-(p)\) such that \([\text{QF}(z)] = \left[(A, 2B, C)\right]\).

Suppose \(A\) and \(B\) are relatively prime. Then one can choose a representative \(z = \frac{B \sqrt{p + 1}}{A}\), where \(B\) is any integer satisfying \(BBB \equiv 1 \mod A\). Indeed, if we let

\[
r := -\frac{B + pB}{A},
\]

then it is an integer since \(B^2 - AC = -p\). Two binary quadratic forms \(\left(\frac{pB^2 + 1}{A}p, 2pB, A\right)\) and \((A, 2B, C)\) are properly equivalent via an equivalence \(\begin{pmatrix} 0 & 1 \\ -1 & r \end{pmatrix}\), and \(\text{QF}\left(\frac{B \sqrt{p + 1}}{A}\right) = \left(\frac{pB^2 + 1}{A}p, 2pB, A\right)\). Hence we need to count the number of pairs \((X, Y)\) that represent \(A\) by the binary quadratic form \((A, 2B, C)\). Note that a quadratic form \((A, 2B, C)\) can be written as

\[
AX^2 + 2BXY + CY^2 = A \left(X + \frac{B}{A}Y\right)^2 + \left(C - \frac{B^2}{A^2}\right)Y^2.
\]

Recall that \(C \geq A\) since \((A, 2B, C)\) is reduced. Here we assume \(\gcd(A, B) = 1\), so \(C - \frac{B^2}{A^2} > A\). Thus the quadratic form in \((8)\) represents \(A\) if only if \(X = \pm 1\) and \(Y = 0\).

Now suppose \(A\) and \(B\) is not relatively prime. By the discriminant condition, we have \(\gcd(A, B) = p\), so let \(A = pA'\) and \(B = pB'\). Again by the discriminant condition, we have \(A' = \frac{pB'^2 + 1}{C}\) so that \((A, 2B, C) = \left(\frac{pB'^2 + 1}{C}p, 2pB', C\right)\), which is the associated quadratic form of an elliptic point \(\frac{B'^2 \sqrt{p + 1}}{C} \in \mathbb{H}\). In this case, the problem reduces to count the number of pairs \((X, Y) \in \mathbb{Z}^2\) for which \((A, 2B, C)(X, Y) = C\). Writing the reduced form \((A, 2B, C)\) in the same way as in \((8)\), we have an equation

\[
CY^2 + 2pB'YX + pA'X^2 = C \left(Y + \frac{pB'}{C}X\right)^2 + \frac{p}{C}X^2 = C.
\]

From \((9)\), \(Y + \frac{pB'}{C}X\) must be 0 or \(\pm 1\). If \(Y + \frac{pB'}{C} = 0\) then \(X^2 = \frac{C^2}{p}\), which contradicts the fact that \(X\) in an integer. Hence \(Y + \frac{pB'}{C} = 1\) or \(-1\), and in both cases we have \(X = 0\). Therefore for any \([z] \in \text{Ell}^+(p)\), we conclude \(e_z = 2\).

In Proposition 2.4 and Proposition 2.5, we have explicitly found out what the set \(\text{Ell}^+(p)\) consists of. The direct computation using the similar argument as the above shows that \(e_z = 2\) for \(z \in \text{Ell}^+(p)_0\) and \(e_z = 3\) for \(z \in \text{Ell}^+(p)_1\).

Recall that for a Fuchsian group \(\Gamma\), a real number \(x \in \mathbb{R}\) is called the cusp for \(\Gamma\) if there exists a nontrivial element \(\gamma \in \Gamma\) that stabilizes \(x\) as a point in the complex plane. In this case, the matrix \(\gamma\) is called the parabolic element. It follows that the trace of \(\gamma\) is 2 or \(-2\) by definition.

Contrary to elliptic points, there is only one cusp for any \(R(p)\).

**Proposition 2.8.** Every cusp for \(R(p)\) is equivalent to \(\infty\).
Proof. Note that a linear fractional transformation \( \begin{pmatrix} \sqrt{p} & -1 \\ 1 & 0 \end{pmatrix} \in R(p) \) sends 0 to \( \infty \). Thus it is enough to show that any cusp for \( R(p) \) is equivalent to 0.

Let \( x \in \mathbb{R} \) be a cusp for \( R(p) \). Take its parabolic element \( \gamma = \begin{pmatrix} a & b \sqrt{p} \\ c \sqrt{p} & d \end{pmatrix} \). Then \( x \in \mathbb{R} \) satisfies

\[
x^2 - \frac{a - d}{c \sqrt{p}} x - \frac{b}{c} = 0.
\]

Since \( \text{tr} \gamma = 2 \), we have \( a - d = 2(a - 1) \). Also, since \( \det \gamma = 1 \), we have

\[
-\frac{b}{c} = \frac{-pbc}{pc^2} = \frac{-ad + 1}{pc^2} = \frac{(a - 1)^2}{pc^2}.
\]

Hence \( x \) can be written as \( x = \frac{a - 1}{pc} \sqrt{p} \). Moreover, one can see that \( (a - 1)^2 = -pbc \equiv 0 \) (mod \( p \)), so we write \( a - 1 = pa' \) and then \( x = \frac{a'}{c} \sqrt{p} \). We may assume \( a' \) and \( c \) are relatively prime.

Suppose that \( p \) and \( c \) are also relatively prime. Then \( \gcd(c, -pa') = 1 \), so there exists a matrix of the form \( \begin{pmatrix} c & -a' \sqrt{p} \\ \ast \sqrt{p} & \ast \end{pmatrix} \) in \( R(p) \). This matrix sends \( x \) to 0.

Suppose not. Then \( c \) is divisible by \( p \), so we write \( c = pc' \). In this case, there exists a matrix of the form \( \begin{pmatrix} c' \sqrt{p} & -a' \sqrt{p} \\ \ast & \ast \end{pmatrix} \in R(p) \) and this matrix sends \( x \) to 0.

\( \square \)

2.3. Reducing generating sets of \( R(p) \) and the genera of \( X(R(p)) \). We finish this section by proving that the genus \( g_p \) of the curve \( X(R(p)) \) is zero for each of five primes \( p = 5, 7, 11, 13 \) and 17. By Corollary 1.2, it suffices to show that \( v_p < 2\pi h_p \) in order to prove \( g_p = 0 \).

Recall that the fundamental domain of a Fuchsian group \( \Gamma \) can be given by the Dirichlet domain centered at some point \( z_0 \in \mathbb{H} \), which is defined as

\[
D(z_0, \Gamma) = \{ z \in \mathbb{H} : d_\mathbb{H}(z, z_0) \leq d_\mathbb{H}(z, \gamma z_0) \text{ for all } \gamma \in \Gamma \}.
\]

Here \( z_0 \in \mathbb{H} \) is assumed to be a non-elliptic point for \( \Gamma \) and \( d_\mathbb{H} \) is the hyperbolic metric on the Poincare upper half plane \( \mathbb{H} \). One can define the Dirichlet domain of a subset \( H \) of \( \Gamma \) in the same manner and we denote it by \( D(z_0, H) \). Obviously one has \( D(z_0, \Gamma) \subseteq D(z_0, H) \) for any subset \( H \subseteq \Gamma \).

Let \( \rho : \mathbb{H} \to \mathbb{K} \) be a conformal map which is defined by the Möbius transformation sending \( z_0 \) to 0, where \( \mathbb{K} \) be the Poincare unit disc. We can define the Dirichlet domain centered at 0 for \( \Gamma' := \rho \Gamma \rho^{-1} \) in \( \mathbb{K} \) similarly. Since the conformal map \( \rho \) is an isometry between \( \mathbb{H} \) and \( \mathbb{K} \), the Dirichlet domain of \( \Gamma' \) in \( \mathbb{K} \) is equal to the image \( \rho(D(z_0, \Gamma)) \). In order to distinguish two Dirichlet domains which are contained in \( \mathbb{H} \) and \( \mathbb{K} \), respectively, we denote the latter one by \( D(\Gamma) \).
For an element $\gamma \in \Gamma^p$, the set $I(\gamma) := \{w \in \mathbb{C} : d_G(w, 0) = d_G(w, \gamma(0))\}$ is called the isometric circle of $\gamma$. Equivalently, one can define the isometric circle of $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma^p$ as $I(\gamma) := \{w \in \mathbb{C} : cw + d = 1\}$. Let $\text{Ext}(I(\gamma)) := \{w \in \mathbb{C} : |cz + d| \geq 1\}$ be the exterior domain of the circle $I(\gamma)$ with boundary. By [For25], the Dirichlet domain of $H$ is given by the intersection of exterior domains of the isometric circles of elements in $H$. Namely,

$$D(H) = \bigcap_{\gamma \in H} (\mathbb{K} \cap \text{Ext}(I(\gamma))).$$

From now on, for $\Gamma = R(p)$, we set $z_0 = 2i$ and $\rho(z) := \frac{z - 2i}{z + 2i}$. First note that for $T_p, \omega_1$ and $s_p(n)$ given in Lemma 2.1,

$$T_p^\rho = \begin{pmatrix} 1 + \sqrt{p} & -\sqrt{p} \\ \sqrt{p} & 1 - \sqrt{p} \end{pmatrix}, \quad \omega^\rho = \begin{pmatrix} -2i & -3i \\ 3i & -4i \end{pmatrix},$$

$$s_p(n)^\rho = \begin{pmatrix} \frac{n \hat{\omega} + 1}{2\sqrt{p}} - (\hat{n} - \frac{n}{4})i & \frac{n \hat{\omega} + 1}{2\sqrt{p}} - (\hat{n} + \frac{n}{4})i \\ \frac{n \hat{\omega} - 1}{2\sqrt{p}} + (\hat{n} + \frac{n}{4})i & \frac{n \hat{\omega} - 1}{2\sqrt{p}} + (\hat{n} - \frac{n}{4})i \end{pmatrix}.$$

If we denote $I(\gamma) := \{w \in \mathbb{C} : |w - c| = r\}$ by $(c, r)$ then we have

$$I(T_p^\rho) = \begin{pmatrix} 1 + \frac{4}{\sqrt{p}} & \frac{4}{\sqrt{p}} \\ \frac{4}{\sqrt{p}} & 1 - \frac{4}{\sqrt{p}} \end{pmatrix}, \quad I(\omega^\rho) = \begin{pmatrix} 5 & 4 \\ 3 & 3 \end{pmatrix},$$

$$I(s_p(n)^\rho) = \begin{pmatrix} \frac{n \hat{\omega} + 1}{2\sqrt{p}} + (\hat{n} - \frac{n}{4})i & \frac{1}{\frac{n \hat{\omega} - 1}{2\sqrt{p}} + (\hat{n} + \frac{n}{4})i} \\ \frac{n \hat{\omega} - 1}{2\sqrt{p}} + (\hat{n} + \frac{n}{4})i & \frac{1}{\frac{n \hat{\omega} - 1}{2\sqrt{p}} + (\hat{n} - \frac{n}{4})i} \end{pmatrix}$$

for an integer $n$ prime to $p$,

and

$$I(\gamma^{-1}) = \overline{I(\gamma)} \text{ for any } \gamma \in \Gamma^p.$$

Note that the generating set given in Lemma 2.1 is not minimal. Before we calculate the isometric circles for small primes $p$, we introduce several technical lemmas and propositions that reduce the number of generators of the group $R(p)$.

Let $n_i$ for $1 \leq i \leq m$ be integers relatively prime to $p$. We say that $n_1, \ldots, n_m$ are dependent (or $(n_1, \ldots, n_m)$ is dependent), if $s_p(n_i) \in \langle T_p, \omega_1, s_p(n_j) : 1 \leq j \leq m, j \neq i \rangle$ for any $1 \leq i \leq m$. From now on, we often use the notation $s_p(n, \hat{n})$ for $s_p(n)$ given in Lemma 2.1 whenever it is necessary or efficient to indicate what $\hat{n}$ is. We note that for two different choices $n_1$ and $n_2$ with $n_2 = n_1 + pr$, we have $s_p(n, n_2) = s_p(n, n_1)\omega_1 T_p^{-r}\omega_1^{-1}$, so the notation $s_p(n)$ omitting $\hat{n}$ has been so far used.

**Lemma 2.9.** Let $p$ be a prime.

(a) $s_p(\pm 1)$ is contained in $(T_p, \omega_1)$.

(b) If $n_1 \equiv n_2$ (mod $p$), then $n_1, n_2$ are dependent.

(c) If there exists an integer $\hat{n} \in \mathbb{Z}$ such that $n\hat{n} + 1 = p$, then $n, -\hat{n}$ are dependent.

(d) If there exists an integer $\hat{n} \in \mathbb{Z}$ such that $n\hat{n} + 1 = -p$, then $n, \hat{n}$ are dependent.
(e) If there exists an integer \( n \in \mathbb{Z} \) such that \( n\hat{n} + 1 = p \), then \( n, -n \) are dependent.

Proof. The first and second assertion easily follows from the calculations \( s_p(1, -1) = \omega_1^{-1}T_p \), \( s_p(-1, 1) = \omega T_p \) and \( s_p(n_2) = T_p s_p(n_1) \), where \( n_2 = n_1 + p \). To show the remaining assertions, one can check that
\[
\omega_1 s_p(n, \hat{n}) T_p \omega_1^{-1} = s_p(\hat{-n}, -n - p) \quad \text{if } n\hat{n} + 1 = p,
\]
\[
\omega_1 s_p(n, \hat{n}) T_p \omega_1 = s_p(\hat{n}, n - p) \quad \text{if } n\hat{n} + 1 = -p,
\]
\[
s_p(-n, -\hat{n}) = s_p(n, \hat{n})^{-1} \quad \text{if } n\hat{n} + 1 = p.
\]
The assertion follows from the definition of dependence.

Define
\[
D_+^p := \{(n_1, n_2, n_3) \in \mathbb{Z}^3 : \gcd(n_i, p) = 1, n_i \neq \pm 1 \text{ for any } 1 \leq i \leq 3,
\text{ and there exists an integer } \hat{n} \in \mathbb{Z} \text{ such that for } a_1 := \frac{n_1\hat{n} + 1}{p}, \ n_2a_1 + n_1 = 1 \text{ and } n_3 = -n_1n_2 \},
\]
\[
D_-^p := \{(n_1, n_2, n_3) \in \mathbb{Z}^3 : \gcd(n_i, p) = 1, n_i \neq \pm 1 \text{ for any } 1 \leq i \leq 3,
\text{ and there exists an integer } \hat{n} \in \mathbb{Z} \text{ such that for } a_1 := \frac{n_1\hat{n} + 1}{p}, \ n_2a_1 - n_1 = 1 \text{ and } n_3 = \hat{n}n_2 \}.
\]

Lemma 2.10. If \((n_1, n_2, n_3) \in D_+^p \cup D_-^p\), then \(n_1, n_2, n_3\) are dependent.

Proof. Assume \((n_1, n_2, n_3) \in D_+^p\). Let \( \hat{n}_2 \) be an arbitrary integer that satisfies \( n_2\hat{n}_2 + 1 \equiv 1 \) (mod \( p \)), and set \( a_2 := \frac{n_2\hat{n}_2 + 1}{p} \). Under the assumption \( n_2a_1 + n_1 = 1 \), one can see that
\[
T_p \omega_1 s_p(n_1, \hat{n}_1)s_p(n_2, \hat{n}_2) = s_p(-\hat{n}_1n_2, a_1a_2p + n_1\hat{n}_2).
\]
Similarly, if \((n_1, n_2, n_3) \in D_-^p\), then
\[
T_p^{-1} \omega_1^{-1}s_p(n_1, \hat{n}_1)s_p(n_2, \hat{n}_2) = s_p(\hat{n}_1n_2, -a_1a_2p - n_1\hat{n}_2).
\]
Therefore \(n_1, n_2, n_3\) are dependent.

Lemma 2.11. The following statements hold true:

(a) If \((n_1, n_2, n_3) \in D_+^p \cup D_-^p\), then \((-n_1, -n_2, -n_3) \in D_+^p \cup D_-^p\).

(b) If \((n_1, n_2, n_3) \in D_+^p\), then \((\hat{n}_1n_3 - p, n_2) \in D_+^p\) for some integer \(n_2'\) such that \(n_2' \equiv n_2 \) (mod \( p \)).

(c) If \((n_1, n_2, n_3) \in D_-^p\), then \((\hat{n}_1n_3 + p, n_2) \in D_-^p\) for some integer \(n_2'\) such that \(n_2' \equiv n_2 \) (mod \( p \)).

Consequently, if \((n_1, n_2, n_3) \in D_+^p \cup D_-^p\), then all of triples \((n_1, n_2, n_3), (-n_1, -n_2, -n_3)\) and \((\hat{n}_1, n_3, n_2)\) are dependent.
Proposition 2.12. \((a)\) It follows from the definition of \(D_p^r\).

\((b)\) Let \((m_1, m_2, m_3) = (\hat{n}_1, n_3 - p, n_2)\). For an integer \(b_1 := \frac{m_1\hat{n}_1 + 1}{p} = \frac{n_3\hat{n}_1 + 1}{p} = a_1\), we have

\[
m_2b_1 + m_1 = (-\hat{n}_1n_2 - p)a_1 + \hat{n}_1 = (-\hat{n}_1n_2a_1 - n_1\hat{n}_1 - 1) + \hat{n}_1 = -\hat{n}_1(n_2a_1 + n_1) + \hat{n}_1 - 1 = -1,
\]

and \(m_3 = n_2 \equiv \hat{n}_1(-\hat{n}_1n_2) \equiv \hat{n}_1m_2 \pmod p\). Thus \(n_2 = m_3 = \hat{n}_1m_2 + pr\) for some \(r \in \mathbb{Z}\). If we let \(n'_2 := \hat{n}_1m_2\), then \(n_2 \equiv n'_2 \pmod p\) and \((m_1, m_2, n'_2) = (\hat{n}_1, n_3 - p, n'_2) \in D_p^r\).

\((c)\) The argument of the proof is in parallel with the proof of \((b)\). \(\square\)

Let \(n\) be an integer. We say that \(n\) is redundant, if there exist integers \(n_j\) and \(\epsilon, \epsilon_j \in \{-1, 1\}\) for \(1 \leq j \leq r\) such that \(|n_j| < |n|\) for all \(j\) and \(\epsilon_n_1, \ldots, \epsilon_r, \epsilon_n\) are dependent.

Proposition 2.13. Let \(d\) be a positive integer relatively prime to \(p\) such that \(d + 1 < \sqrt{p}\), and let \(a\) be an integer satisfying \(dd' = p - 1\). By Lemma 2.10, \(d'\) and \(d''\) are dependent and \(|d'| < \sqrt{p - 1} < |d|\), so \(d\) is redundant.

Proof. We only prove \((a)\), since the proof of \((b)\) is obtained by the same argument. Let \(d'\) be an integer satisfying \(dd' = p - 1\). By Lemma 2.10, \(d'\) and \(d''\) are dependent and \(|d''| < \sqrt{p - 1} < |d|\), so \(d\) is redundant. \(\square\)

Corollary 2.14. Let \(d\) be a positive integer such that \(d + 1 < \sqrt{p}\).

\((a)\) If \(d \mid p - 1\), then \(\frac{p - 1}{d} \pm 1\) are redundant.
(b) If \( d \mid p + 1 \), then \( \frac{p + 1}{d} \pm 1 \) are redundant.

**Corollary 2.15.** Let \( d \) be a positive integer.

(a) If \( d \mid p - 2 \) and \( 2 \leq d < \sqrt{p - 2} \), then \( \frac{p - 2}{d} \) is redundant.

(b) If \( d \mid p + 2 \) and \( 2 \leq d < \sqrt{p + 2} \), then \( \frac{p + 2}{d} \) is redundant.

We introduce a process reducing the number of generators of \( R(p) \) efficiently for small primes \( p \) using these lemmas and propositions. Referring to Lemma 2.11, Lemma 2.9 reduces a generating set of \( R(p) \) so that \( R(p) = \langle T_p, \omega_1, s_p(n) : |n| \leq \frac{p - 1}{2}, n \neq 0 \rangle \). Set \( S = \{1, 2, \ldots, \frac{p - 1}{2}\} \).

**Step 1.** Remove all divisors \( d \) of \( p - 1 \) such that \( d > \sqrt{p - 1} \) from \( S \).

**Step 2.** Remove all divisors \( d \) of \( p + 1 \) such that \( d > \sqrt{p + 1} \) from \( S \).

**Step 3.** Remove \( \frac{p - 1}{d} \pm 1 \) for every divisor \( d \) of \( p - 1 \) with \( d < \sqrt{p - 1} \) from \( S \).

**Step 4.** Remove \( \frac{p + 1}{d} \pm 1 \) for every divisor \( d \) of \( p + 1 \) with \( d < \sqrt{p + 1} \) from \( S \).

**Step 5.** For an integer \( m = \frac{p - 1}{d} \pm 1 \) (or \( \frac{p + 1}{d} \pm 1 \)) which is removed in **Step 3** and **Step 4**, find an integer \( m' \in \{1, 2, \ldots, \frac{p - 1}{2}\} \) such that \( mm' \equiv \pm 1 \pmod{p} \). If \( m' > d + 1 \), then remove \( m' \) from \( S \).

**Step 6.** Remove all divisors \( d \) of \( p - 2 \) such that \( d \neq p - 2 \) and \( d > \sqrt{p - 2} \) from \( S \).

**Step 7.** Remove all divisors \( d \) of \( p + 2 \) such that \( d \neq p + 2 \) and \( d > \sqrt{p + 2} \) from \( S \).

Note that **Step 5** is supported by Lemma 2.9. After terminating the process, we find a set \( S \) for which

\[
R(p) = \langle T_p, \omega_1, s_p(n), s_p(-n) : n \in S \rangle.
\]

Since \( R(p) \) is transpose-invariant, i.e., for any element \( A \in R(p) \), its transpose matrix \( A^t \) belongs to \( R(p) \) and since \( T_p^t, \omega_1^t \in \langle T_p, \omega_1 \rangle \), we have

\[
R(p) = \langle T_p, \omega_1, s_p(n)^t, s_p(-n)^t : n \in S \rangle.
\]

Applying the above process, we reduce the set of generators for \( R(p) \) for each \( p \in \{5, 7, 11, 13, 17\} \) as follows:

\[
\begin{align*}
R(5) &= \langle T_5, \omega_1, s_5(2,2)^t \rangle, \\
R(7) &= \langle T_7, \omega_1, s_7(2,3)^t \rangle, \\
R(11) &= \langle T_{11}, \omega_1, s_{11}(2,5)^t, s_{11}(3,-4)^t \rangle, \\
R(13) &= \langle T_{13}, \omega_1, s_{13}(2,6)^t, s_{13}(3,4)^t \rangle, \\
R(17) &= \langle T_{17}, \omega_1, s_{17}(2,8)^t, s_{17}(3,-6)^t, s_{17}(-3,6)^t \rangle.
\end{align*}
\]

We remark that \( s_p(-2)^t \) is not exhibited in (13), because 2 and -2 are always dependent for any \( p \geq 5 \) by Lemma 2.9(e).

**Proposition 2.16.** For each \( p \in \{2,3,5,7,11,13,17\} \), \( X(R(p)) \) has genus zero.
Proof. We already know the cases when \( p = 2, 3 \). Suppose \( p \geq 5 \) and let \( H_p \) be the generating set of \( R(p) \) given in (13). Explicit formulae for isometric circles (10), (11) and (12) provide the Dirichlet domains \( D(H_p) \). It is immediately verified that these Dirichlet domains are hyperbolic \( m_p \)-gons, where \( m_p = 5 \) for \( p = 5, 7 \), \( m_p = 7 \) for \( p = 11, 13 \), and \( m_p = 9 \) for \( p = 17 \).

On the other hand, by Corollary 1.2 one can find that \( h_p \) is given by

\[
\begin{array}{c|cccc}
p & 5 & 7 & 11 & 13 & 17 \\
h_p & 5/2 & 8/3 & 3 & 19/6 & 7/2 \\
\end{array}
\]

Note that the maximum area of hyperbolic \( m \)-gons in \( \mathbb{K} \) with respect to the hyperbolic measure is \( (m - 2)\pi \). Moreover, if such hyperbolic \( m \)-gon is the Dirichlet domain \( D(H_p) \), then it’s area doesn’t admit \( (m - 2)\pi \) since there exists a vertex with non-zero angle. Therefore for given \( p \),

\[
\frac{1}{2}\pi v_p = D(R(p)^{\rho}) \leq D(H_p^{\rho}) < \frac{1}{2}m_p - 1 \leq h_p.
\]

Again by Corollary 1.2, \( g_p = 0 \) and \( v_p = 2\pi(h_p - 2) \) for \( p \in \{5, 7, 11, 13, 17\} \).

We remark that the argument of the proof is not applicable to \( p = 19 \), since \( \frac{1}{2}m_{19} - 1 = \frac{7}{2} > 3 = h_{19} \).

Thompson \([\text{Tho80}]\) proved that there are only finitely many Fuchsian groups commensurable with \( \text{SL}_2(\mathbb{Z}) \) of fixed genus, up to conjugation. For the Atkin-Lehner groups \( \Gamma_0^+(p) \), it turns out that \( \Gamma_0^+(p) \) has genus zero for only finitely many \( p \), more precisely, for primes dividing the order of the Monster group (see \([\text{Ogg75}]\)).

It is natural to ask a similar question for the groups \( R(p) \).

**Question 2.17.** For which prime \( p \), does the modular curve \( X(R(p)) \) have genus \( g_p = 0 \)?

### 3. Non-holomorphic Eisenstein series

#### 3.1. For the full modular group \( \text{SL}_2(\mathbb{Z}) \)

We start this section with the proposition which states the basic properties of non-holomorphic Eisenstein series for \( \text{SL}_2(\mathbb{Z}) \).

**Proposition 3.1.** For the non-holomorphic Eisenstein series \( g(z, \bar{z}, \alpha, \beta) \) as a function in \( q = \alpha + \beta \in \mathbb{C} \) and \( k = \alpha - \beta \in 2\mathbb{Z} \), the following holds true:

(a) The function \( g(z, \bar{z}, \alpha, \beta) \) has analytic continuation in the variable \( q \) to the whole plane.

(b) The function \( g(z, \bar{z}, \alpha, \beta) \) is a harmonic function with respect to the elliptic operator,

\[
\Omega_{\alpha\beta} := -y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + i(\alpha - \beta)y \frac{\partial}{\partial x} - (\alpha + \beta)y \frac{\partial}{\partial y},
\]

i.e., \( \Omega_{\alpha\beta}(g) = 0 \).

(c) For each \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \),

\[
g(z, \bar{z}, \alpha, \beta)_{\alpha,\beta|\gamma} := (cz + d)^{-\alpha} (c\bar{z} + d)^{-\beta} g(\gamma z, \gamma \bar{z}, \alpha, \beta) = g(z, \bar{z}, \alpha, \beta).
\]
(d) The Fourier expansion of \( g(z, \overline{z}, \alpha, \beta) \) is given by
\[
g(z, \overline{z}, \alpha, \beta) = \phi_{k/2}(y, q) + 2(-1)^{k/2}(\sqrt{2\pi})^q \sum_{n \in \mathbb{Z} \setminus \{0\}} \frac{\sigma_{q-1}(n)}{\Gamma \left( \frac{q}{2} + \text{sgn}(n) \frac{k}{2} \right)} W(2\pi ny; \alpha, \beta) e^{2\pi inx},
\]
where
\[
\phi_{k/2}(y, q) := 2\zeta(q) + (-1)^{k/2}(4\pi)^{1-q} \frac{\Gamma(q-1)}{\Gamma \left( \frac{q+k}{2} \right) \Gamma \left( \frac{q-k}{2} \right)} \zeta(q-1)y^{1-q},
\]
\[
\sigma_{q-1}(n) := \sum_{d|n} d^{q-1},
\]
and
\[
W(y; \alpha, \beta) := |y|^{-q/2} W_{\text{sgn}(y)} \hat{\zeta}((q-1)(2|y|))
\]
is the modified \( W \)-Whittaker function.

e) The completed non-holomorphic Eisenstein series
\[
g^*(z, \overline{z}, \alpha, \beta) := \frac{q}{2} \left( 1 - \frac{q}{2} \right) \pi^{-1/2} \Gamma \left( \frac{q}{2} + \frac{|k|}{2} \right) g(z, \overline{z}, \alpha, \beta)
\]
satisfies the functional equations,
\[
g^*(z, \overline{z}, \overline{\beta}, \alpha) = g^*(-\overline{z}, -z, \alpha, \beta), \quad \text{and}
\]
\[
g^*(z, \overline{z}, 1 - \alpha, 1 - \beta) = y^{q-1} g^*(z, \overline{z}, \alpha, \beta).
\]

Proposition 3.1(b) guarantees that \( g(z, \overline{z}, \alpha, \beta) \) is smooth, which is deduced from the elliptic regularity, and Proposition 3.1(c) says that \( g(z, \overline{z}, \alpha, \beta) \) is automorphic of weight \((\alpha, \beta)\) for \( \text{SL}_2(\mathbb{Z}) \) as we would expect. In fact, the analytic continuation of \( g \) follows from the Fourier expansion of which proof is given in [Maa83].

Obviously one can obtain the similar properties for another definition of the Eisenstein series \( G_k(z, s) \) from Proposition 3.1. In particular, let
\[
\tilde{G}^*_k(z, s) := \pi^{-(s+k)} \Gamma \left( s + \frac{k}{2} + \frac{|k|}{2} \right) G_k(z, s), \quad \text{and}
\]
\[
\tilde{G}_k(z, s) := \left( s + \frac{k}{2} \right) \left( s + \frac{k}{2} - 1 \right) \tilde{G}^*_k(z, s)
\]
be the completed and the doubly-completed Eisenstein series of \( G_k(z, s) \), respectively. The Fourier expansion and the functional equations of these completed series follow from those of \( g(z, \overline{z}, \alpha, \beta) \).

**Proposition 3.2.** The Fourier expansion of \( \tilde{G}^*_k(z, s) \) is given by
\[
\tilde{G}^*_k(z, s) = \frac{\Gamma \left( s + \frac{k}{2} + \frac{|k|}{2} \right)}{\Gamma \left( s + \frac{k}{2} \right)} \hat{\zeta}(2s + k)y^s + (-1)^{k/2} \frac{\Gamma \left( s + \frac{k}{2} \right) \Gamma \left( s + \frac{k}{2} + \frac{|k|}{2} \right)}{\Gamma(s + k)\Gamma(s)} \hat{\zeta}(2s - k)y^{1-s-k}
\]
\[
+ (-1)^{k/2} \frac{\Gamma \left( s + \frac{k}{2} + \frac{|k|}{2} \right)}{\Gamma \left( s + \frac{k}{2} \right)} y^{-k/2} \sum_{n \in \mathbb{Z} \setminus \{0\}} \frac{|n|^{-s-\frac{k}{2}} \sigma_{2s+k-1}(n)}{\Gamma \left( s + \frac{k}{2} + \text{sgn}(n) \frac{k}{2} \right)} W_{\text{sgn}(n)k/2, s + \frac{k}{2}} (4\pi |n| y) e^{2\pi inx},
\]
where \( \hat{\zeta}(s) := \pi^{-s/2} \Gamma \left( \frac{s}{2} \right) \zeta(s) \) is the completed Riemann zeta function.

**Proposition 3.3.** The completed and the doubly-completed Eisenstein series satisfy the functional equations, respectively,

\[
\hat{G}_k(z, s) = \hat{G}_k(z, 1 - k - s) \quad \text{and} \quad \hat{C}_k(z, s) = \hat{C}_k(z, 1 - k - s).
\]

The goal of this section is to establish the analogous properties for the nonholomorphic Eisenstein series for \( R(p) \). In particular, it gives the Fourier expansion of the nonholomorphic Eisenstein series for the Fricke group \( \Gamma_0^+(2) \) and \( \Gamma_0^+(3) \).

3.2. **Automorphy condition.** First of all, we prove that the Eisenstein series \( g_N(z, \bar{z}, \alpha, \beta) \) and \( G_{N,k}(z, s) \) satisfy the automorphy condition for \( R(N) \).

**Lemma 3.4.** Let \( N \) be a positive integer, and \( a_1, b_1, c_1, d_1, a_2, b_2, c_2, d_2 \in \mathbb{Z} \) be any integers satisfying \( a_1d_1 - Nb_1c_1 = 1 \) and \( Na_2d_2 - b_2c_2 = 1 \). The following maps are bijective:

\[
f_{LL} : (\mathbb{Z} \times \mathbb{Z})_{N,L} \rightarrow (\mathbb{Z} \times \mathbb{Z})_{N,L}
\]

\[
(m, n) \mapsto (ma_1 + nc_1, Nmb_1 + nd_1),
\]

\[
f_{RR} : (\mathbb{Z} \times \mathbb{Z})_{N,R} \rightarrow (\mathbb{Z} \times \mathbb{Z})_{N,R}
\]

\[
(m, n) \mapsto (ma_1 + Nnc_1, mb_1 + nd_1),
\]

\[
f_{LR} : (\mathbb{Z} \times \mathbb{Z})_{N,L} \rightarrow (\mathbb{Z} \times \mathbb{Z})_{N,R}
\]

\[
(m, n) \mapsto (Nma_2 + nc_2, mb_2 + nd_2),
\]

\[
f_{RL} : (\mathbb{Z} \times \mathbb{Z})_{N,R} \rightarrow (\mathbb{Z} \times \mathbb{Z})_{N,L}
\]

\[
(m, n) \mapsto (ma_2 + nc_2, mb_2 + Nnd_2).
\]

**Proof.** We only show the lemma for the first map \( f_{LL} \). For the rest of functions the proofs can be done similarly. First we show that the map is well-defined, which means \( f_{LL}(m, n) \in (\mathbb{Z} \times \mathbb{Z})_{N,L} \). Since \((m, n) \in (\mathbb{Z} \times \mathbb{Z})_{N,L}\), there is a positive integer \( t \) such that \((m, n) \in t\mathbb{Z} \times t\mathbb{Z}\) and \( \text{gcd}(Nm, n) = t \). It is enough to show that \( \text{gcd}(N(ma_1 + nc_1), Nmb_1 + nd_1) = 1 \), so we may assume \( t = 1 \). Substituting \( M = Nm \), it is reduced to show \( \text{gcd}(Ma_1 + Nnc_1, Mb_1 + nc_1) = 1 \) assuming \( \text{gcd}(M, n) = 1 \). It follows from the condition \( a_1d_1 - Nb_1c_1 = 1 \).

The bijectivity of \( f_{LL} \) follows from the existence of the inverse map \( f_{LL}^{-1} : (\mathbb{Z} \times \mathbb{Z})_{N,L} \rightarrow (\mathbb{Z} \times \mathbb{Z})_{N,L} \) defined by \( f_{LL}^{-1}(m, n) = (d_1m - c_1n, -Nnb_1 + nd_1) \). In fact, this map \( f_{LL}^{-1} \) is also well-defined by the same reason. \( \square \)

**Proposition 3.5.** Let \( N \) be a positive integer and \( \alpha - \beta \in 2\mathbb{Z} \). For any \( \gamma \in R(N) \),

(a) if \( \gamma \in R(N)^+ \), then

\[
\begin{align*}
g_{N,L}(z, \bar{z}, \alpha, \beta)|_{\alpha, \beta \gamma} &= g_{N,L}(z, \bar{z}, \alpha, \beta), \\
g_{N,R}(z, \bar{z}, \alpha, \beta)|_{\alpha, \beta \gamma} &= g_{N,R}(z, \bar{z}, \alpha, \beta).
\end{align*}
\]
Proof. Let \( \chi \) be a dual character if \( \chi(z, \alpha, \beta) \) for any \( \gamma \in \Gamma \).

Consequently, \( g_N(z, \alpha, \beta) \) for any \( n \in \mathbb{Z} \).

\[ g_{N,L}(z, \alpha, \beta)|_{\alpha, \beta} = g_{N,R}(z, \alpha, \beta), \]
\[ g_{N,R}(z, \alpha, \beta)|_{\alpha, \beta} = g_{N,L}(z, \alpha, \beta). \]

\[ (b) \text{ if } \gamma \in R(N^+), \text{ then } \]
\[ \left\{ \begin{array}{l}
g_{N,L}(z, \alpha, \beta)|_{\alpha, \beta} = g_{N,R}(z, \alpha, \beta), \\
g_{N,R}(z, \alpha, \beta)|_{\alpha, \beta} = g_{N,L}(z, \alpha, \beta). \end{array} \right. \]

\[ \text{Consequently, } g_N(z, \alpha, \beta)|_{\alpha, \beta} = g_N(z, \alpha, \beta) \text{ for any } \gamma \in \Gamma. \]

\[ \text{Proof. Let } \gamma = \left( \frac{a}{c\sqrt{N}}, \frac{b\sqrt{N}}{d} \right) \in R(N^+). \text{ Then by Lemma 3.4,} \]

\[ g_{N,L}(z, \alpha, \beta)|_{\alpha, \beta} = (c\sqrt{N}z + d)^{-\alpha}(c\sqrt{N}\bar{z} + d)^{-\beta}g_{N,L}(\gamma z, \gamma\bar{z}, \alpha, \beta) \]
\[ = \sum_{(m,n)\in(Z\times Z)_{N,L}} \left( \sqrt{N}(ma + nc)z + Nmb + nd \right)^{-\alpha} \left( \sqrt{N}(ma + nc)\bar{z} + Nmb + nd \right)^{-\beta} \]
\[ = \sum_{f_{\ell, l}'(m'N, n')\in(Z\times Z)_{N,L}} (m'z + n')^{-\alpha}(m'\bar{z} + n')^{-\beta} \]
\[ = g_{N,L}(z, \alpha, \beta). \]

The others follow from Lemma 3.4 similarly. \( \square \)

3.3. Dual characters and the Dirichlet series. We consider a special kind of a collection of functions \( \chi: \mathbb{Z} \to \mathbb{C} \), whose images are contained in \( U := \{ z \in \mathbb{C} : |z| = 1 \} \cup \{ 0 \} \).

For a positive integer \( n \in \mathbb{Z}_{>0} \), let \( Q_n \) be a positive integer and \( \chi_n: \mathbb{Z} \to U \) be a function such that

\[ \chi_n(a + Q_n) = \chi_n(a) \quad \text{for all } a \in \mathbb{Z}, \]
\[ \chi_n(a) = 0 \quad \text{if } \gcd(n, Q_n) \neq 1. \]

Let \( \chi^* \) be a sequence of pairs \( (\chi_n, Q_n) \) for \( n \in \mathbb{Z}_{>0} \). Here we call \( \chi^* \) a dual character if the following conditions hold:

(i) If \( m \) and \( n \) are relatively prime, then \( Q_m \) and \( Q_n \) are also relatively prime.

(ii) If \( m \) and \( n \) are relatively prime, then \( Q_m Q_n = Q_m Q_n \).

(iii) For any integers \( a, b \) such that \( \gcd(a, Q_m) = 1 \) and \( \gcd(b, Q_n) = 1 \),

\[ \chi_m(a) \chi_n(b) = \chi_{mn}(aQ_n + bQ_m). \]

(iv) \( \chi_1 = 1 \) and \( Q_1 = 1 \).

(v) There exists \( \sigma \in \mathbb{R} \) such that \( \sum_{n=1}^{\infty} \phi(Q_n)n^{-\sigma} < \infty \), where \( \phi \) is the Euler totient function.
One of the trivial example of a dual character is \( \mathds{1}_n = (1, n)_{n \in \mathbb{Z}_{>0}} \), where
\[
\mathds{1}_n(m) := \begin{cases} 
1 & \text{if } m \text{ is relatively prime to } n, \\
0 & \text{otherwise}, 
\end{cases}
\]

**Lemma 3.6.** Any dual character \( \chi \) is uniquely determined by its subsequence \( \{ (\chi_{\ell^e}, Q_{\ell^e}) : \ell \text{ is a prime, } e \in \mathbb{Z}_{\geq 0} \} \).

**Proof.** Suppose that we have \( Q_n \)'s for \( n \in \mathbb{Z}_{>0} \) that satisfy the conditions (i) and (ii) of the definition of a dual character. By the Chinese remainder theorem, for two integers \( m, n \) that are relatively prime, a group homomorphism
\[
(\mathbb{Z}/Q_m)^\times \times (\mathbb{Z}/Q_n)^\times \to (\mathbb{Z}/Q_{mn})^\times
\]
which sends \((a, b)\) to \( aQ_n + bQ_m \) is an isomorphism. Moreover, if \( m, n \) and \( r \) are pairwise relatively prime, then the following diagram commutes:
\[
\begin{array}{ccc}
(\mathbb{Z}/Q_m)^\times \times (\mathbb{Z}/Q_n)^\times \times (\mathbb{Z}/Q_r)^\times & \to & (\mathbb{Z}/Q_{mn})^\times \times (\mathbb{Z}/Q_r)^\times \\
\downarrow & & \downarrow \\
(\mathbb{Z}/Q_m)^\times \times (\mathbb{Z}/Q_{nr})^\times & \to & (\mathbb{Z}/Q_{mnr})^\times
\end{array}
\]
(14)

The map \((\mathbb{Z}/Q_m)^\times \times (\mathbb{Z}/Q_n)^\times \times (\mathbb{Z}/Q_r)^\times \to (\mathbb{Z}/Q_{mnr})^\times\) sends \((a, b, c)\) to \( aQ_n + bQ_m + cQ_r \). Inductively we have an isomorphism \((\mathbb{Z}/Q_{m_1})^\times \times (\mathbb{Z}/Q_{m_2})^\times \times \cdots \times (\mathbb{Z}/Q_{m_j})^\times \to (\mathbb{Z}/Q_{m_1 \cdots m_j})^\times\).

For given \(\chi_{\ell^e}\), we construct \(\chi_n : \mathbb{Z} \to \mathbb{C}\) for arbitrary positive integers \( n \in \mathbb{Z}_{>0} \) as follows:
\[
\chi_n(a) := \mathds{1}_n(a)
\]
and
\[
\chi_n(a) := \prod_{i=1}^r \chi_{\ell_i^e}(\pi_i(a)) \quad \text{for } n > 1,
\]
(16)
where \( n = \ell_1^{e_1} \cdots \ell_r^{e_r} \) is a prime factorization of \( n \) and \( \pi_i : (\mathbb{Z}/Q_n)^\times \to (\mathbb{Z}/Q_{\ell_i^e})^\times \) is the projection via (14). Also we define
\[
Q_1 := 1 \quad \text{and} \quad Q_n := Q_{\ell_1^{e_1} \cdots \ell_r^{e_r}} \quad \text{for } n > 1.
\]
Then \(\chi := ((\chi_n, Q_n))_{n \in \mathbb{Z}_{>0}}\) is a dual character. Conversely, if one has a dual character \(\chi := ((\chi_n, Q_n))_{n \in \mathbb{Z}_{>0}}\) with given \((\chi_{\ell^e}, Q_{\ell^e})\) for primes \(\ell\) and non-negative integers \(e \in \mathbb{Z}_{\geq 0}\), then it must satisfy the equations (15) and (16), which follow from the conditions (iii) and (iv) of the definition of a dual character. Hence \(\chi\) is uniquely determined. \(\square\)

For each function \(\chi_n\), the Gauss sum of \(\chi_n\) is defined as
\[
G(b, \chi_n) := \sum_{a \in (\mathbb{Z}/Q_n)^\times} \chi_n(a)(\zeta_{Q_n}^a)^b, \quad \text{for } b \in \mathbb{Z}.
\]
Then we consider the associated Dirichlet series to a dual character $\chi_\bullet$, 
\[
\mathcal{L}(b, \chi_\bullet, s) := \sum_{n=1}^{\infty} \frac{G(b, \chi_n)}{n^s},
\]
\[
\mathcal{L}_N(b, \chi_\bullet, s) := \prod_{p\nmid N} \sum_{m=0}^{\infty} \frac{G(b, \chi)}{p^{ms}},
\]
\[
\mathcal{L}_p(b, \chi_\bullet, s; v) := \sum_{m=0}^{v} \frac{G(b, \chi_{p^m})}{p^{ms}}.
\]

Note that the condition (e) of the definition of a dual character implies that there exists $\sigma \in \mathbb{R}$ such that the associated Dirichlet series $\mathcal{L}(b, \chi_\bullet, s) = \sum_{n=1}^{\infty} G(b, \chi_n)n^{-s}$ converges absolutely if $\Re(s) > \sigma$. The following proposition shows that $\mathcal{L}(b, \chi_\bullet, s)$ can be expressed as the so-called Euler product.

**Proposition 3.7.** For any integer $b$ and a dual character $\chi_\bullet$, there exists $\sigma \in \mathbb{R}$ such that 
\[
\mathcal{L}(b, \chi_\bullet, s) = \prod_p \mathcal{L}_N(b, \chi_\bullet, s).
\]

for all $s \in \mathbb{C}$ with $\Re(s) > \sigma$.

**Proof.** Let $m$ and $n$ be relatively prime. Then 
\[
G(b, \chi_m, s)G(b, \chi_n, s) = \sum_{\alpha_1 \in (\mathbb{Z}/Q_m\mathbb{Z})^*} \chi_m(\alpha_1)(\zeta_m^{a_1})^b \sum_{\alpha_2 \in (\mathbb{Z}/Q_n\mathbb{Z})^*} \chi_m(\alpha_2)(\zeta_m^{a_2})^b 
\]
\[
= \sum_{\alpha_1, \alpha_2} \chi_m(\alpha_1) \chi_n(\alpha_2)(\zeta_m^{a_2})^b 
\]
\[
= \sum_{\alpha_1, \alpha_2} \chi_{mn}(\alpha_1 Q_n + \alpha_2 Q_m)(\zeta_m^{a_1 Q_n + a_2 Q_m})^b 
\]
\[
= \sum_{\alpha \in (\mathbb{Z}/Q_{mn}\mathbb{Z})^*} \chi_{mn}(\alpha)(\zeta_m^{a})^b.
\]

The last two equations follows from the definition of dual characters and the isomorphism given in Lemma 3.6. Hence the coefficients of $\mathcal{L}(b, \chi_\bullet, s)$ are provided by a multiplicative function in $n$, so it equals to the Euler product by [MV07, Theorem 1.9].

One of the natural question is when the function $\mathcal{L}(b, \chi_\bullet, s)$ has analytic continuation. We suggest certain strong condition for $\chi_\bullet$ that admits the analytic continuation of $\mathcal{L}(b, \chi_\bullet, s)$. However, it does not characterize equivalent conditions for $\mathcal{L}(b, \chi_\bullet, s)$ to have analytic continuation precisely.

**Definition 3.8.** Let $\chi_\bullet$ be a dual character. We call that $\chi_\bullet$ is finitely generated, if there exists finitely many primes $p_1, p_2, \ldots, p_r$ for which 
\[
(\chi_{p_1^{e_1}}, Q_{p_1^{e_1}}) = (\chi_{p_i}, Q_{p_i}), \quad \text{where } e_i \in \mathbb{Z}_{\geq 0} \text{ for } 1 \leq i \leq r,
\]
and 
\[
(\chi_q, Q_q) = (1, 1) \quad \text{for any prime } q \neq p_i, \quad 1 \leq i \leq r.
\]
The functions $\chi_{p_1^{e_1}}, \ldots, \chi_{p_r^{e_r}}$ are called the generators of $\chi_\bullet$. 
Lemma 3.9. Let $\chi_\bullet$ be the finitely generated dual character with generators $\chi_{p_1}, \chi_{p_2}, \ldots, \chi_{p_r}$. Then

$$\chi_{mp_1p_2\cdots p_r} = \chi_{p_1p_2\cdots p_r}$$

for any positive integers $r' \leq r$ and $m \in \mathbb{Z}_{>0}$. In particular, if $n$ is an integer such that $\gcd(n, p_i) \neq 1$ for $1 \leq i \leq r'$ and $\gcd(n, p_j) = 1$ for $r' < j \leq r$, then

$$\chi_n = \chi_{p_1p_2\cdots p_r}.$$ 

Proof. First suppose a positive integer $m$ is of the form $m = p_1^{e_1}p_2^{e_2}\cdots p_{r'}^{e_{r'}}$. Then by Lemma 3.6,

$$\chi_{mp_1p_2\cdots p_r}(a) = \chi_{p_1^{e_1+1}p_2^{e_2+1}\cdots p_{r'}^{e_{r'+1}}}(a)$$

$$= \chi_{p_1^{e_1+1}}(\pi_1(a))\chi_{p_2^{e_2+1}}(\pi_2(a))\cdots \chi_{p_{r'}^{e_{r'+1}}}(\pi_{r'}(a))$$

$$= \chi_{p_1}(\pi_1(a))\chi_{p_2}(\pi_2(a))\cdots \chi_{p_{r'}}(\pi_{r'}(a))$$

$$= \chi_{p_1p_2\cdots p_r}(a)$$

for any $a \in \mathbb{Z}$. Now let $m = m_1m_2$ where $m_1$ is the largest divisor of $m$ relatively prime to $p_i$ for $1 \leq i \leq r'$. By the same reason,

$$\chi_{mp_1p_2\cdots p_r}(a) = \chi_{m_1}(a_1)\chi_{m_2p_1p_2\cdots p_r}(a_2)$$

$$= \chi_{p_1p_2\cdots p_r}(a_2)$$

for integers $a_1, a_2$ such that $a \equiv a_1Q_{mp_1p_2\cdots p_r} + a_2Q_{m_1} \pmod{Q_{mp_1p_2\cdots p_r}}$. Note that

$$a_1Q_{mp_1p_2\cdots p_r} + a_2Q_{m_1} = a_1Q_{p_1}Q_{p_2}\cdots Q_{p_r} + a_2 \equiv a_2 \pmod{Q_{mp_1p_2\cdots p_r}},$$

so we get the desired equation. \hfill \Box

Theorem 3.10. Let $\chi_\bullet$ be the dual character generated by $\chi_{p_1}, \chi_{p_2}, \ldots, \chi_{p_r}$. Then its associated Dirichlet series $\mathcal{L}(b, \chi_\bullet, s)$ is given by

$$\mathcal{L}(b, \chi_\bullet, s) = \left(1 - \frac{1}{p_1^s}\right)\left(1 - \frac{1}{p_2^s}\right)\cdots \left(1 - \frac{1}{p_r^s}\right)\zeta(s) \left(1 + \sum_{1 \leq j \leq r} \frac{G(b, \chi_{p_{1j}p_{2j}\cdots p_{wj}})}{(p_{1j}^s - 1)(p_{2j}^s - 1)\cdots (p_{wj}^s - 1)}\right).$$

In particular, $\mathcal{L}(b, \chi_\bullet, s)$ is the product of meromorphic functions on $\mathbb{C}$, so it can be continued analytically to the complex plane $\mathbb{C}$.

Proof. For the sake of convenience, we abuse the notation as follows:

$$\frac{G(b, \chi_{p_{1j}p_{2j}\cdots p_{wj}})}{(p_{1j}^s - 1)(p_{2j}^s - 1)\cdots (p_{wj}^s - 1)} := 1$$

if $j = 0$. Consider a function

$$f(s) := (p_1p_2\cdots p_r)^s\pi^{-s/2}\Gamma\left(\frac{s}{2}\right)\mathcal{L}(b, \chi_\bullet, s).$$
Then,

\[
f(2s) = (p_1p_2 \ldots p_r)^{2s} \sum_{n=1}^{\infty} G(b, \chi_n)n^{-2s} \int_0^\infty e^{-t s^2 - 1} \, dt
\]

\[
= (p_1p_2 \ldots p_r)^{2s} \sum_{n=1}^{\infty} G(b, \chi_n) \int_0^\infty e^{-\pi n^2 t s^2 - 1} \, dt
\]

\[
= (p_1p_2 \ldots p_r)^{2s} \sum_{0 \leq j \leq r, \text{gcd}(n, p_r) = 1 \text{ for } t = i_1, i_2, \ldots, i_j} \sum_{1 \leq i_1 < i_2 < \cdots < i_j \leq r, \text{gcd}(n, p_1) = 1 \text{ for } t = i_1, i_2, \ldots, i_j} \int_0^\infty e^{-\pi n^2 t s^2 - 1} \, dt.
\]

The last equation follows from Lemma 3.9.

Since the series \( \sum_{p_1p_2 \ldots p_k | n} \int_0^\infty e^{-\pi n^2 t s^2 - 1} \, dt \) converges absolutely, one can interchange the summation as

\[
\sum_{\text{gcd}(n, p_i) = 1 \text{ for } t = i_1, i_2, \ldots, i_j, \text{gcd}(n, p_r) = 1 \text{ for } t = i_1, i_2, \ldots, i_j} \int_0^\infty e^{-\pi n^2 t s^2 - 1} \, dt = \sum_{0 \leq j \leq r} \sum_{1 \leq i_1 < i_2 < \cdots < i_j \leq r, i_{j+1}, i_{j+2}, \ldots, i_k \in \{1, 2, \ldots, r\} \setminus \{i_1, i_2, \ldots, i_j\}} (-1)^{k-j} \sum_{p_1p_2 \ldots p_k | n} \int_0^\infty e^{-\pi n^2 t s^2 - 1} \, dt.
\]

Thus,

\[
f(2s) = (p_1p_2 \ldots p_r)^{2s} \times \sum_{0 \leq j \leq r} \sum_{1 \leq i_1 < i_2 < \cdots < i_j \leq r} G(b, \chi_{p_1p_2 \ldots p_j}) \sum_{1 \leq i_1 < i_2 < \cdots < i_j \leq r, i_{j+1}, i_{j+2}, \ldots, i_k \in \{1, 2, \ldots, r\} \setminus \{i_1, i_2, \ldots, i_j\}} (-1)^{k-j} \sum_{p_1p_2 \ldots p_k | n} \int_0^\infty e^{-\pi n^2 t s^2 - 1} \, dt.
\]

\[
= \sum_{0 \leq j \leq r} \sum_{1 \leq i_1 < i_2 < \cdots < i_j \leq r} G(b, \chi_{p_1p_2 \ldots p_j}) \sum_{1 \leq i_1 < i_2 < \cdots < i_j \leq r, i_{j+1}, i_{j+2}, \ldots, i_k \in \{1, 2, \ldots, r\} \setminus \{i_1, i_2, \ldots, i_j\}} (-1)^{k-j} \frac{(p_1p_2 \ldots p_r)^{2s}}{(p_1p_2 \ldots p_k)^{2s}} \sum_{p_1p_2 \ldots p_k | n} \int_0^\infty e^{-\pi n^2 t s^2 - 1} \, dt.
\]

Note that the last summation in the above is

\[
\sum_{p_1p_2 \ldots p_k | n} \int_0^\infty (p_1p_2 \ldots p_k)^{2s} e^{-\pi n^2 t s^2 - 1} \, dt = \sum_{n=1}^{\infty} \int_0^\infty e^{-\pi n^2 t s^2 - 1} \, dt = \pi^{-s} \Gamma(s) \zeta(2s) = \zeta(2s).
\]

Also note that for arbitrary real numbers \( a_1, a_2, \ldots, a_m \in \mathbb{R} \),

\[
\sum_{0 \leq j \leq m, 1 \leq i_1 < i_2 < \cdots < i_j \leq m} (-1)^{m-j} (a_{i_1}a_{i_2} \cdots a_{i_j})^s = (a_1^s - 1)(a_2^s - 1) \cdots (a_m^s - 1).
\]
By substituting the integers $p_i^{2j}$'s except for $i = i_1, i_2, \ldots, i_j$ for $a_1, a_2, \ldots, a_m$, we have
\[
\sum_{j \leq k \leq r, \quad 1 \leq i_j+1 < i_j+2 < \cdots < i_k \leq r, \quad i_1, i_2, \ldots, i_k \notin \{i_1, i_2, \ldots, i_j\}} (-1)^{k-j} \left( \frac{p_1 p_2 \ldots p_s}{p_{i_1} p_{i_2} \ldots p_{i_k}} \right)^{2s} = \frac{(p_1^{2s} - 1)(p_2^{2s} - 1)\cdots(p_r^{2s} - 1)}{(p_1^{2s} - 1)(p_2^{2s} - 1)\cdots(p_r^{2s} - 1)}.
\]
Therefore,
\[
(17) \quad f(2s) = \xi(2s) \sum_{1 \leq i_1 < i_2 < \cdots < i_j \leq r} G(b, \chi_{p_{i_1} p_{i_2} \ldots p_{i_j}}) \frac{(p_1^{2s} - 1)(p_2^{2s} - 1)\cdots(p_r^{2s} - 1)}{(p_1^{2s} - 1)(p_2^{2s} - 1)\cdots(p_r^{2s} - 1)}.
\]
The assertion follows by dividing both terms of equation (17) by $(p_1 p_2 \ldots p_r)^{2s^*} \pi^s \Gamma(s)$. □

Unfortunately, the principal character $\mathbb{1}$ is not finitely generated, while the Dirichlet series $L(b, \mathbb{1}, s)$ associated to the principal character also has analytic continuation.

**Lemma 3.11.** The local Dirichlet series $L_p(b, \mathbb{1}, s)$ satisfies the following equation:
\[
L_p(b, \mathbb{1}, s) = \begin{cases} 
\zeta_p(s)^{-1} & \text{if } p \nmid b, \\
\zeta_p(s)^{-1} \zeta_p(s - 1; v_p(b)) & \text{otherwise}, 
\end{cases}
\]
where $v_p$ denotes the $p$-valuation and $\zeta_p(s; v_p(b)) := \sum_{m=0}^{v_p(b)} \frac{1}{p^{ms}}$.

**Proof.** It follows from the definition directly. If $b$ is prime to $p$, the Gauss sum of $\mathbb{1}$ for each integer $m \geq 1$ is
\[
G(b, \mathbb{1}_{p^m}) = \begin{cases} 
-1 & \text{if } m = 1, \\
0 & \text{otherwise}. 
\end{cases}
\]
If $b$ is divisible by $p$, then
\[
G(b, \mathbb{1}_{p^m}) = \begin{cases} 
p^m - p^{m-1} & \text{if } 1 \leq m \leq v_p(b), 
-p^{v_p(b)} & \text{if } m = v_p(b) + 1, 
0 & \text{otherwise}. 
\end{cases}
\]
Combining them we get the result. □

**Proposition 3.12.** The Dirichlet series $L(b, \mathbb{1}, s)$ is
\[
L(b, \mathbb{1}, s) = \frac{\sigma_{s-1}(b)}{\zeta(s)|b|^{s-1}}.
\]
Consequently, $L(b, \mathbb{1}, s)$ can be continued analytically to the complex plane $\mathbb{C}$.

**Proof.** Recall that $L(b, \mathbb{1}, s)$ can be written as a product of local series $\prod_p L_p(b, \mathbb{1}, s)$. The assertion follows by applying Lemma 3.11. □

Let $\chi$ be any dual character. We define another sequence of functions $\chi_N := (\chi_N, Q_N)_{n \in \mathbb{Z}_{>0}}$ induced from the character $\chi$. Note that $\chi_N$ is not a dual character in general. It is just a collection of periodic functions, but we are still able to consider its Dirichlet series.
$L(b, \chi_{N*}, s)$ although it is not the same as its Euler product. It is clear that the following equality holds for an arbitrary dual character $\chi_{\bullet}$:

\begin{equation}
L(b, \chi_{N*}, s) = \frac{L(b, \chi_{\bullet}, s)}{\mathcal{L}_N(b, \chi_{\bullet}, s)} \prod_{p|N} (L_p(b, \chi_{\bullet}, s) - L_p(b, \chi_{\bullet}, s; v_p(N) - 1)).
\end{equation}

Thus if $L(b, \chi_{\bullet}, s)$ and its local factor $L_p(b, \chi_{\bullet}, s)$ can be continued analytically for any prime $p$ dividing $N$, so is $L(b, \chi_{N*}, s)$. In the following subsection we fix $\chi_{\bullet} = 1$ and use this fact.

### 3.4. Fourier expansion and analytic properties

We return to the subject of the Eisenstein series $g_N(z, \overline{z}, \alpha, \beta)$.

Define a function

\[ g(z, \overline{z}, \alpha, \beta) := \sum_{n=-\infty}^{\infty} (z + n)^{-\alpha} (\overline{z} + n)^{-\beta} \]

for $z \in \mathbb{C}$ and $\alpha, \beta \in \mathbb{C}$ with $\Re(\alpha + \beta) > 2$. This function is 1-periodic in the variable $x = \Re(z)$, so it is given by the Fourier expansion

\begin{equation}
\tag{19}
g(z, \overline{z}, \alpha, \beta) = e^{\pi i (\beta - \alpha)/2} \sum_{n=\infty}^{\infty} h_n(y; \alpha, \beta)e^{2\pi inx},
\end{equation}

where

\[ h_n(y; \alpha, \beta) = e^{\pi i (\alpha - \beta)/2} \int_{0}^{1} g(z, \overline{z}, \alpha, \beta)e^{-2\pi inx}. \]

If we define another function

\[ h(t; \alpha, \beta) := \int_{-\infty}^{\infty} (1 - ix)^{-\alpha} (1 + ix)^{-\beta} e^{-itx}dx, \]

then the Fourier coefficients $h_n(y; \alpha, \beta)$ can be written as

\begin{equation}
\tag{20}
h_n(y; \alpha, \beta) = y^{-1-\alpha-\beta} h(2\pi ny; \alpha, \beta),
\end{equation}

and the function $h(t; \alpha, \beta)$ satisfies the equation given in [Maa83, Chapter 4]

\[ h(t; \alpha, \beta) = \frac{2\pi \cdot 2^{1-\alpha-\beta}}{\Gamma(\alpha)\Gamma(\beta)} \int_{u>0} e^{-u(u + t)^{\alpha-1}(u - t)^{\beta-1}} du. \]

On the other hand, for $y > 0$, the modified Whittaker $W$-function is defined by

\[ W(\epsilon y; \alpha, \beta) := -q^{1/2}W_{\frac{\gamma}{2}, \frac{\mu - 1}{2}}(2y), \]

with $q = \alpha + \beta$ and $k = \alpha - \beta$. Here $W_{\kappa,\mu}$ is the standard Whittaker $W$-function which is described in [WW21]. The integral representation of the Whittaker $W$-function is

\[ W_{\kappa,\mu}(y) = \frac{y^{\frac{\kappa}{2}} \mu e^{-\frac{\mu}{2}}}{\Gamma(\mu + \frac{1}{2} - \kappa)} \int_{0}^{\infty} e^{-u} u^{\mu - \kappa - 1} (u + y)^{\mu + \kappa - \frac{1}{2}} du, \]
and it relates the function $h(t; \alpha, \beta)$ with the modified Whittaker $W$-function as follows:

$$
(21) \quad h(t; \alpha, \beta) = \begin{cases} 
2\pi \cdot 2^{-q/2} |t|^{q-1} \frac{\Gamma(q + \text{sgn}(t)k)}{2} W(t; \alpha, \beta) & \text{if } t \neq 0, \\
2\pi \cdot 2^{1-q} \Gamma(q-1) \frac{\Gamma(\alpha) \Gamma(\beta)}{6} & \text{if } t = 0.
\end{cases}
$$

**Proposition 3.13.** Let $N > 1$ be a positive integer. The Fourier expansions of the non-holomorphic Eisenstein series of $g_{N,L}(z, \overline{z}, \alpha, \beta)$ and $g_{N,R}(z, \overline{z}, \alpha, \beta)$ at $\infty$ are given by

$$
g_{N,L}(z, \overline{z}, \alpha, \beta) = \phi_{N,L}(y, q, k) + 2(-1)^k \zeta(q) \left(\frac{\sqrt{2\pi}}{N}\right)^q \sum_{n \neq 0} \frac{|n|^{q-1}}{\Gamma\left(\frac{q}{2} + \text{sgn}(n)k\right)} L(n, 1_N, s) W\left(2\pi ny/\sqrt{N}; \alpha, \beta\right) e^{2\pi inx/\sqrt{N}},
$$

and

$$
g_{N,R}(z, \overline{z}, \alpha, \beta) = \phi_{N,R}(y, q, k) + 2(-1)^k \zeta(q) \left(\frac{\sqrt{2\pi}}{\sqrt{N}}\right)^q \sum_{n \neq 0} \frac{|n|^{q-1}}{\Gamma\left(\frac{q}{2} + \text{sgn}(n)k\right) L_N(n, 1_*, s)} W\left(2\pi ny/\sqrt{N}; \alpha, \beta\right) e^{2\pi inx/\sqrt{N}},
$$

where $q := \alpha + \beta$, $k := \alpha - \beta$ and

$$
\phi_{N,L}(y, q, k) := 2 + 2(-1)^k N^{-q} \zeta(q) h_0 \left(\frac{y}{\sqrt{N}}; \alpha, \beta\right) L(0, 1_N, s),
$$

$$
\phi_{N,R}(y, q, k) := 2(-1)^k \sqrt{N}^{-q} \zeta(q) h_0 \left(\frac{y}{\sqrt{N}}; \alpha, \beta\right) \frac{L(0, 1_*, s)}{L_N(0, 1_*, s)}.
$$

**Proof.** First, we note that

$$
g_{N,L}(z, \overline{z}, \alpha, \beta) = \sum_{t=1} \sum_{(c,d) \in \mathbb{Z} \times \mathbb{Z}} \sum_{\gcd(Nc,d) = 1} t^{-q} (\sqrt{N}cz + d)^{-\alpha} (\sqrt{N}c\overline{z} + d)^{-\beta} = \zeta(q) \sum_{(c,d) \in \mathbb{Z} \times \mathbb{Z}} (\sqrt{N}cz + d)^{-\alpha} (\sqrt{N}c\overline{z} + d)^{-\beta}.
$$
We let \( e_{N,L}(z,\overline{z},\alpha,\beta) = \sum_{(c,d)\in\mathbb{Z}^2, \gcd(Nc, d)=1} (\sqrt{N}cz + d)^{-\alpha}(\sqrt{N\overline{c}z} + d)^{-\beta} \). Then
\[
e_{N,L}(z,\overline{z},\alpha,\beta) = 2 + 2 \sum_{c>0} \sum_{n \in \mathbb{Z}} (Nc)^{-q} \left( \frac{z}{\sqrt{N}} + \frac{d}{Nc} + n \right)^{-\alpha} \left( \frac{\overline{z}}{\sqrt{N}} + \frac{d}{Nc} + n \right)^{-\beta}
\]
\[
= 2 + 2 \sum_{c>0} \sum_{n \in \mathbb{Z}} (Nc)^{-q} \left( \frac{z}{\sqrt{N}} + \frac{d}{Nc} + n \right)^{-\alpha} \left( \frac{\overline{z}}{\sqrt{N}} + \frac{d}{Nc} + n \right)^{-\beta} g \left( \frac{z}{\sqrt{N}} + \frac{d}{Nc}, \frac{\overline{z}}{\sqrt{N}} + \frac{d}{Nc}, \alpha, \beta \right).
\]

By (19),
\[
e_{N,L}(z,\overline{z},\alpha,\beta) = 2 + 2 \sum_{c>0} \sum_{n \in \mathbb{Z}} (Nc)^{-q} (-1)^k \sum_{n \in \mathbb{Z}} h_n \left( \frac{y}{\sqrt{N}} ; \alpha, \beta \right) e^{2\pi i \left( \frac{z}{\sqrt{N}} + \frac{d}{Nc} \right)n}
\]
\[
= 2 + 2(-1)^k \sum_{n \in \mathbb{Z}} N^{-q} h_n \left( \frac{y}{\sqrt{N}} ; \alpha, \beta \right) \left( \sum_{c=1}^{\infty} \sum_{d \in (\mathbb{Z}/Nc\mathbb{Z})^2} \zeta_{Nc}^{dn} \right) e^{2\pi i nz/\sqrt{N}}.
\]

As we have seen in (4), the sum \( \sum_{0 \leq d < Nc} \zeta_{Nc}^{dn} \) is equal to \( G(n, 1_{Nc}) \), so we have
\[
e_{N,L}(z,\overline{z},\alpha,\beta) = 2 + 2(-1)^k N^{-q} h_0 \left( \frac{y}{\sqrt{N}} ; \alpha, \beta \right) \mathcal{L}(0, 1_{N}, q)
\]
\[
+ 2(-1)^k \sum_{n \in \mathbb{Z}} N^{-q} h_n \left( \frac{y}{\sqrt{N}} ; \alpha, \beta \right) \mathcal{L}(q, 1_{N}, q) e^{2\pi i nz/\sqrt{N}}.
\]

Applying the equations (20) and (21), and multiplying by \( \zeta(q) \), we get the Fourier expansion of \( g_{N,L}(z,\overline{z},\alpha,\beta) \) given in the proposition.

Similarly one can deduce that
\[
g_{N,R}(z,\overline{z},\alpha,\beta) = 2 \zeta(q) \sum_{c=1}^{\infty} \sum_{d \in (\mathbb{Z}/Nc\mathbb{Z})^2} (\sqrt{Nc})^{-q} g \left( \frac{z}{\sqrt{N}} + \frac{d}{c}, \frac{\overline{z}}{\sqrt{N}} + \frac{d}{c}, \alpha, \beta \right).
\]

The same argument as above completes the remaining part of the proof.

\[\square\]

Remark 3.14. When \( N = 1 \), the non-holomorphic Eisenstein series \( g(z,\overline{z},\alpha,\beta) \) is not the same as \( g_1(z,\overline{z},\alpha,\beta) \). It is \( g_{1,L}(z,\overline{z},\alpha,\beta) = g_{1,R}(z,\overline{z},\alpha,\beta) = \frac{1}{2} g_1(z,\overline{z},\alpha,\beta) \). By comparing the \( n \)th Fourier coefficient of \( g(z,\overline{z},\alpha,\beta) \) given in Proposition 3.14(d) and of \( g_{1,L}(z,\overline{z},\alpha,\beta) \) given by Proposition 3.13 we have
\[
\zeta(s)\mathcal{L}(n, 1_{N}, s)|n|^{s-1} = \sigma_{s-1}(n).
\]
In other words, if we denote by $\star$ the Dirichlet convolution, then
\[
1 \star G(n, 1_\bullet)(m) = \sum_{d|m} G(n, 1_m) = \begin{cases} 
  m & \text{if } m \mid n, \\
  0 & \text{otherwise.}
\end{cases}
\]
This is the classical and famous property of the Ramanujan sum. Another proof of this formula is given in [MV07, Theorem 4.1].

**Proof of Theorem 1.3.** It follows from Proposition 3.13 by adding $g_{N,L}(z, z, \alpha, \beta)$ and $g_{N,R}(z, z, \alpha, \beta)$. □

**Proof of Corollary 1.4.** The proof is completed by applying Lemma 3.11 and then using the formula given in Proposition 3.12 and (18). □

For $s \in \mathbb{C}$, let $s^\nu := 1 - k - s$ and
\[
\psi(s) := \frac{f(s^\nu)}{f(s)}.
\]
Then $\psi(s)$ is meromorphic on $\mathbb{C}$ and satisfies the functional equation,
\[
\psi(s)\psi(s^\nu) = 1.
\]

**Lemma 3.15.** For a prime $p$, the function $\psi_{p,b}(s)$ is independent of the choice of $b \in \mathbb{Z} \setminus \{0\}$, i.e.,
\[
\psi_{p,b}(s) = \psi_{p,1}(s) = \psi_p(s)
\]
for any nonzero integer $b$.

**Proof.** One can verify the Lemma by direct calculations as follows: regardless of the choice of $b$,
\[
\psi_{p,b}(s) = \frac{(-1 + p^{-s-\frac{k}{2}})\zeta^{-1}(2 - k - 2s)}{(-1 + p^{s+\frac{1}{2}-1})\zeta^{-1}(2s + k)} = \frac{1 + p^{s+\frac{1}{2}}}{1 + p^{-s-\frac{1}{2}}} = \psi_p(s).
\]
□

Now we are ready to prove Theorem 1.5.

**Proof of Theorem 1.5.** Denote by $CT_{p,k}(s)$ the constant term appearing in Corollary 1.4. Write $CT_{p,k}(s) = C_1(s)\sqrt{p^{1-s/2}} f_p(s) + C_2(s)C_3(s) f_p(s)$, where
\[
C_1(s) := \frac{\Gamma(s + \frac{k}{2} + \frac{|k|}{2})}{\Gamma(s + \frac{k}{2})} \zeta(2s + k)y^s,
\]
\[
C_2(s) := (-1)^{k/2}\frac{\Gamma(s + \frac{k}{2})\Gamma(s + \frac{k}{2} + \frac{|k|}{2})}{\Gamma(s + k)\Gamma(s)} \zeta(2 - 2k - 2s)y^{1-k-s},
\]
\[
C_3(s) := \sqrt{p^{-s-\frac{k}{2}}} \frac{1 - p^{-1}}{1 - p^{-2s-k}} + \sqrt{p^{1-s+\frac{k}{2}}} \frac{1 - p^{1-k-2s}}{1 - p^{-2s-k}}.
\]
One can observe that from the Legendre relation $2^{2s-1} \Gamma(s)\Gamma(s+\frac{1}{2}) = \sqrt{\pi} \Gamma(2s)$, the functions $C_1(s)$ and $C_2(s)$ are interchanged with each other by dualizing $s$, i.e.,

$$C_1(s') = C_2(s).$$

To prove the functional equation for $CT_{p,k}(s)$, it is enough to show that

$$(22) \quad f_p(s')C_3(s') = \sqrt{p}^{s+\frac{k}{2}}f_p(s).$$

Note that for a prime $p$,

$$C_3(s) = \sqrt{p}^{1-s-\frac{k}{2}} \frac{1-p^{-1}}{1-p^{-2s-k}} + \sqrt{p}^{-1+s-\frac{k}{2}} \frac{1-p^{1-k-2s}}{1-p^{-2s-k}}$$

$$= \sqrt{p}^{1-s-\frac{k}{2}} \frac{1+p^{s+\frac{k}{2}-1}}{1-p^{-(s+\frac{k}{2})}}$$

$$= \sqrt{p}^{s+\frac{k}{2}} \psi_p(s).$$

Multiplying by $f_p(s)$ and replacing $s$ with $s'$, we get the equation (22).

For a non-zero integer $n$, the non-constant term of the Fourier series appearing in Corollary 1.4 is

$$c_n(s) = \kappa_n(s)f_{p,n}(s')f_p(s),$$

where

$$\kappa_n(s) := \frac{\Gamma(s+\frac{k}{2}+\frac{|k|}{2})}{\Gamma(s+\frac{k}{2}+\text{sgn}(n)\frac{k}{2})} |n|^{-s-\frac{k}{2}} \sigma_{2s+k-1}(n) W_{\text{sgn}(n)\frac{k}{2},s+\frac{k+1}{2}} \left(4\pi|n|^{-\frac{y}{\sqrt{p}}},1\right) e^{2\pi in/\sqrt{p}}.$$

We claim that $c_n(s') = c_n(s)$, which completes the proof. One can see that $h_n(s') = h_n(s)$ by comparing the non-constant terms of the Fourier series of $\hat{G}_k(z,s)$ in the functional equation given in Proposition 3.3. It only remains to show

$$f_{p,n}(s')f_p(s') = f_{p,n}(s')f_p(s),$$

and this follows from Lemma 3.15. □

It follows from Corollary 1.4 that the completed Eisenstein series $\hat{G}_{p,k}(z,s)$ can be continued analytically to the neighborhood of $s = 0$ if $k \neq 0,2$. In order to show those for $k = 0,2$, we need to carry out additional calculations.

4. Polyharmonic Maass forms for $R(p)$

4.1. Properties of $T_{p,m,k}(z)$. We start this section by calculating the constant term and the 1st Taylor coefficient of the doubly-completed Eisenstein series $\hat{G}_{p,k}(z,s)$ for primes $p$ when $k = 0,2$. 
Lemma 4.1. Let \( p \) be a prime. The constant term and the 1st Taylor coefficient of the doubly-completed Eisenstein series \( \hat{G}_{p,0}(z,s) \) are given by

\[
T_{p,0,0}(z) = \frac{1}{2},
\]

\[
T_{p,0,1}(z) = -\frac{1}{2}(\gamma + 1) + \frac{1}{2} \log(4\pi\sqrt{p}) - \frac{\pi}{12} \left( \sqrt{p} + \frac{1}{\sqrt{p}} \right) y + M_p(z),
\]

where \( \gamma \) is the Euler–Mascheroni constant and \( M_p(z) \) is a holomorphic function on \( \mathbb{H} \) defined as

\[
M_p(z) := \sum_{n=1}^{\infty} \sigma_1(n) \left( 2 - \frac{1 - p}{1 - p^{\nu(n)+1}} \right) \sin \left( \frac{2\pi n z}{\sqrt{p}} \right).
\]

Proof. The asymptotic formula for the Whittaker function \( W_{\kappa,\mu}(z) \sim e^{-\frac{1}{2}z^2}z^\mu \) for \( |\arg(z)| \leq \frac{3\pi}{2} - \delta \) (for some positive \( \delta \)) implies that \( W_{0,s-\frac{1}{2}}(\frac{4\pi|n|y}{\sqrt{N}}) \ll_s 1 \). By Corollary 1.4, for general \( N = p_1^{m_1}p_2^{m_2} \cdots p_\omega^{m_\omega} \),

\[
\hat{G}_{N,0}(z,s) = -\frac{1}{2s} + \hat{\zeta}(2)y \left( \frac{p_1 - 1}{p_1-2} \cdots \frac{p_\omega - 1}{p_\omega-2} \right) \frac{(2s)^{1-\frac{m_1}{2}}}{p_1^{m_1}} \cdots \frac{(2s)^{1-\frac{m_\omega}{2}}}{p_\omega^{m_\omega}} \log \frac{p_1 \log p_2 \cdots \log p_\omega}{\log p} + (1 + s^{-\omega+1})O(1)
\]

as \( s \) approaches 0. In particular, if \( N = p \) is a prime, we have

\[
\hat{G}_{p,0}(z,s) = -\frac{1}{2s} + O(1).
\]

Therefore we get \( T_{p,0,0}(z) = s(s - 1)\hat{G}_{p,0}(z,s)|_{s=0} = \frac{1}{2} \).

To prove the second formula, consider the function

\[
\frac{1}{2s} + CT_{p,0}(s) = \frac{1}{2s} + \hat{\zeta}(2s)p^{\frac{s}{2}} + \hat{\zeta}(2 - 2s)\left( p^{\frac{s-1}{2}} \frac{1 - p^{-1}}{1 - p^{-2s}} + p^{s-1} \frac{1 - p^{-1}}{1 - p^{-2s}} \right).
\]

From the asymptotic formula for the zeta function \( \zeta(s) = \frac{1}{s-1} + \gamma + O(1-s) \), we have

\[
\hat{\zeta}(s) = \hat{\zeta}(1 - s) = -\frac{1}{s} - \frac{1}{2} \log \pi + \frac{1}{2\sqrt{\pi}} \Gamma' \left( \frac{1}{2} \right) + \gamma + O(s).
\]

Here \( \Gamma'(z) = \Gamma(z)\Psi(z) \), where \( \Psi(z) = \frac{d}{dz} \log \Gamma(z) \) is the digamma function. Gauss’ digamma theorem gives the value \( \Psi(\frac{1}{2}) = -\gamma - 2\log 2 \), which implies \( \Gamma'(\frac{1}{2}) = \sqrt{\pi} (-\gamma - 2\log 2) \), so we have

\[
\frac{1}{2s} + \hat{\zeta}(2s)p^{\frac{s}{2}} = \frac{1}{2} \gamma - \frac{1}{2} \log \sqrt{p} - \log 2 - \frac{1}{2} \log \pi + O(s).
\]
On the other hands,
\[ \lim_{s \to 0} \hat{\zeta}(2 - 2s)y^{1-s}\left( \frac{1 - p^{-1}}{1 - p^{-2s}} + \frac{p^{1-s}}{1 - p^{2s}} \right) = \frac{\pi}{12} \left( \sqrt{p} + \frac{1}{\sqrt{p}} \right) y, \]

so \( \lim_{s \to 0} \left( \frac{1}{2s} + CT_{p,0}(s) \right) = \frac{1}{2} \gamma - \frac{1}{2} \log 4\pi \sqrt{p} + \frac{\pi}{12} \left( \sqrt{p} + \frac{1}{\sqrt{p}} \right) y. \)

The non-constant term of \( \hat{G}_{p,0}(z, s) \) is given by
\[ (23) \quad \sum_{n=0} |n|^{-s}\sigma_{2s-1}(n)W_{0,s-\frac{1}{2}}\left( 4\pi|n|\frac{y}{\sqrt{p}} \right) f_{p,n}(1 - s)f_p(s)e^{2\pi i yz/\sqrt{p}}. \]

For arbitrary \( \delta \in \mathbb{R}_{>0} \), there is a constant \( C > 0 \) such that if \( y \geq \delta \), \( W_{0,s-\frac{1}{2}}(4\pi|n|\frac{y}{\sqrt{p}}) < Ce^{-2\pi i y/\sqrt{p}} \) so that the sum (23) converges uniformly and absolutely as \( s \) approaches 0. Thus
\[ (24) \quad \lim_{s \to 0} \sum_{n=0} |n|^{-s}\sigma_{2s-1}(n)W_{0,s-\frac{1}{2}}\left( 4\pi|n|\frac{y}{\sqrt{p}} \right) f_{p,n}(1 - s)f_p(s)e^{2\pi i yz/\sqrt{p}} \]
\[ = \sum_{n=0} |n|^{-s}\lim_{s \to 0} \sigma_{2s-1}(n)W_{0,s-\frac{1}{2}}\left( 4\pi|n|\frac{y}{\sqrt{p}} \right) f_{p,n}(1 - s)f_p(s)e^{2\pi i yz/\sqrt{p}} \]
\[ = \sum_{n=0} \sigma_{-1}(n)\left( 1 - \frac{1 - p}{2(1 - p^{p(n)+1})} \right) e^{-2\pi i y/\sqrt{p}} e^{2\pi i yz/\sqrt{p}} = M_p(z). \]

The last equality follows from that \( W_{0,-\frac{1}{2}}(4\pi|n|\frac{y}{\sqrt{p}}) = e^{-2\pi i y/\sqrt{p}} \) and \( \lim_{s \to 0} f_{p,n}(1 - s)f_p(s) = 1 - \frac{1-p}{2(1-p^{p(n)+1})} \). Therefore,
\[ T_{p,0,1}(z) = \lim_{s \to 0} \hat{G}_{N,0}(z, s) + \frac{1}{2s} - \frac{1}{2} \]
\[ = -\frac{1}{2} (\gamma + 1) + \frac{1}{2} \log(4\pi \sqrt{p}) - \frac{\pi}{12} \left( \sqrt{p} + \frac{1}{\sqrt{p}} \right) y + M_p(z). \]

Lemma 4.2. Let \( p \) be a prime. The completed Eisenstein series \( \hat{G}_{p,2}(z, s) \) of weight 2 is holomorphic in a neighborhood of \( s = 0 \), and the 1st Taylor coefficient of the doubly-completed Eisenstein series \( \hat{G}_{p,2}(z, s) \) is given by
\[ T_{p,2,1}(z) = \hat{G}_{p,2}(z, 0) \]
\[ = \frac{\pi}{6} \sqrt{p} - \frac{p}{1 + p} \frac{1}{y} - \frac{4\pi}{\sqrt{p}} \sum_{n=1}^{\infty} \sigma_1(n) f_{p,n}(-1)f_p(0)e^{2\pi i yz/\sqrt{p}}. \]

Proof. Using the formulae
\[ W_{1,\frac{1}{2}}(4\pi|n|\frac{y}{\sqrt{N}}) = e^{-2\pi i y/\sqrt{N}} 4\pi|n|\frac{y}{\sqrt{N}} \quad \text{and} \quad W_{-1,\frac{1}{2}}(4\pi|n|\frac{y}{\sqrt{N}}) = e^{-2\pi i y/\sqrt{N}} \left( 4\pi|n|\frac{y}{\sqrt{N}} \right)^{-1}, \]
on one can prove the lemma similarly as in the proof of Lemma 4.1. \( \square \)
Lemma 4.3. For a prime $p$ and an even integer $k$, the Eisenstein series
\[ G_{p,k,L}(z,s), G_{p,k,R}(z,s), G_{p,k}(z,s), \widehat{G}_{p,k}(z,s) \text{ and } \overline{G}_{p,k}(z,s) \]
are eigenfunctions of the hyperbolic Laplacian $\Delta_k$ with the eigenvalue $s(s + k - 1)$.

Proof. Note that $\Delta_k = \xi_{-2-k}$. The proof is obtained by following the arguments given in
the proof of [LR16, Proposition 7.1]. \qed

Using Lemma 4.3 we obtain the following relation which is an analogue of [LR16 Proposition 8.3].

Proposition 4.4. For a prime $p$ and an even integer $k$,
\[ \Delta_k T_{p,n,k}(z,s) = (k - 1)T_{p,n-1,k}(z,s) + T_{p,n-2,k}(z,s). \]

As in the case of $N = 1$, we want to show that $T_{N,m,k}(z)$ is a polyharmonic Maass form of weight $k$ and depth $\leq m + 1$ when $N = p$ is a prime. Note that the polyharmonicity $\Delta_k^{m+1}T_{p,m,k}(z) = 0$ and the modular invariant condition $T_{p,m,k}|_{\Gamma}(z) = T_{p,m,k}(z)$ for $\gamma \in \Gamma(p)$ automatically follows from Proposition 3.5 and Proposition 4.4. Thus it is enough to show that $T_{p,m,k}(z,s)$ satisfies the moderate growth condition.

Proposition 4.5. The function $T_{p,m,k}(z)$ satisfies the moderate growth condition, i.e., there exists $\alpha \in \mathbb{R}$ such that $T_{p,m,k}(x + iy) = O(y^\alpha)$ as $y$ approaches $\infty$, uniformly in $x \in \mathbb{R}$. Consequently, $T_{p,m,k}(z,s)$ is a polyharmonic Maass form of weight $k$ and depth $\leq m + 1$ for $\Gamma(p)$.

Proof. Recall the definition of $T_{p,m,k}(z)$. We only need to look at the non-constant term of \( \frac{\partial^m}{\partial \gamma^m}|_{\gamma = 0} G_{p,k}(z,s) \), which is given as follows by Corollary 1.4
\[ \sum_{n,s=0}^{m} \sum_{j=0}^{m-j} \frac{\partial^j}{\partial s^j} \left|_{s=0} F(n,s) \frac{\partial^{m-j}}{\partial s^{m-j}} \right|_{s=0} \left( y^{-k/2} W_{sgn(n)} \right)^{s+\frac{k}{2}} \frac{\partial^{m-j}}{\partial s^{m-j}} \frac{(4\pi|n|y/\sqrt{p}) e^{2\pi inx/\sqrt{p}}}{\Gamma(n)} . \]

Here,
\[ F(n,s) := (-1)^{k/2} \left( s + \frac{k}{2} \right) \left( s + \frac{k}{2} - 1 \right) \frac{\Gamma(s + \frac{k}{2} + \frac{|\gamma|}{2})}{\Gamma(s + \frac{k}{2} + \sgn(n) \frac{k}{2})} |n|^{-s-\frac{k}{2}} \sigma_{2s+k-1}(n) f_p(n)(1-k-s) f_p(s). \]

The part \( \frac{\partial^{m-j}}{\partial s^{m-j}} |_{s=0} \left( y^{-k/2} W_{sgn(n)} \right)^{s+\frac{k}{2}} \frac{\partial^{m-j}}{\partial s^{m-j}} \frac{(4\pi|n|y/\sqrt{p}) e^{2\pi inx/\sqrt{p}}}{\Gamma(n)} \) decays exponentially as $y$ approaches $\infty$ by [ALR18, Corollary A.3]. Thus it suffices to show that for any $\epsilon > 0$,
\[ \frac{\partial^j}{\partial s^j} |_{s=0} F(n,s) \ll e^{\epsilon |n|} \quad \text{as } |n| \to \infty, \]
for $0 \leq j \leq m$. Let $F_0(s) := (-1)^{k/2} \left( s + \frac{k}{2} \right) \left( s + \frac{k}{2} - 1 \right) \frac{\Gamma(s + \frac{k}{2} + \frac{|\gamma|}{2})}{\Gamma(s + \frac{k}{2} + \sgn(n) \frac{k}{2})}$. Then
\[ \frac{\partial^j}{\partial s^j} |_{s=0} F(n,s) = \sum_{j_1+j_2+j_3=j} \frac{\partial^{j_1}}{\partial s^{j_1}} F_0(s) \frac{\partial^{j_2}}{\partial s^{j_2}} |_{s=0} |n|^{-s-\frac{k}{2}} \sigma_{2s+k-1}(n) \frac{\partial^{j_3}}{\partial s^{j_3}} |_{s=0} f_p(n)(1-k-s) f_p(s). \]
forms for such a group. In this case, weight 2, and that form and the ring of modular forms generates the ring of quasi-modular Proposition 4.7.

Since $f$ is a mock modular form. At the same time, it is a constant term of some almost holomorphic modular form in a variable $y$ modular form in a variable $y$. Hence we have

$$
\frac{\partial f}{\partial s} (1-k-s) f_p(s) = f_{p,n}(s) f_p(1-k-s)
$$

Note that $v_p(n) \ll \log |n|$. By the definition of $f_{p,n}(s)$, we get that

$$
f_{p,n}(s) \leq \frac{p^{-(s-1)+\frac{1}{2}} \left( \sum_{i=1}^{v_p(n)} (p-1) p^{i-1+i(2s+k-2)} \right) - p^{v_p(n)+(v_p(n)+1)(2s+k-2)}}{\zeta_p^{-1} (-2s-k+2)} + 1,
$$

so

$$
\frac{\partial^j f_{p,n}(s)}{\partial s^j} \bigg|_{s=0} \ll_{p,k,j} (\log |n|)^{2j}.
$$

Since $f_p(s) := f_{p,1}(s)$, this proves that the third term $\frac{\partial f}{\partial s} |_{s=0} f_p(1-k-s) f_p(s)$ grows at most logarithmically, so $\frac{\partial f}{\partial s} |_{s=0} F(n,s) \ll e^{\epsilon |n|}$ for any $\epsilon > 0$ as we have desired.

Remark 4.6. By Proposition 4.5, $T_{p,2,1}(z)$ is a polyharmonic Maass form of weight 2 and depth 1 for $R(p)$. In Lemma 3.13 we show that $T_{p,2,1}(z)$ is of the form $t_0(z) + t_1(z)y^{-1}$, where $t_0(z)$ and $t_1(z)$ are holomorphic functions. Thus $T_{p,2,1}(z)$ is in fact an almost holomorphic modular form of weight 2 for $R(p)$. The function $t_0(z) = \frac{\pi}{6} \sqrt{p} - \frac{1}{\sqrt{p}} \sum_{n=1}^{\infty} \sigma_1(n) f_{p,n}(-1) f_p(0) e^{2\pi i n z/\sqrt{p}}$ is a holomorphic part of a harmonic Maass form, namely, a mock modular form. At the same time, it is a constant term of some almost holomorphic modular form in a variable $y^{-1}$, so it is a quasi-modular form of weight 2 and depth 1 for $R(p)$. For any cocompact Fuchsian group there exists essentially one quasi-modular form of weight 2, and that form and the ring of modular forms generates the ring of quasi-modular forms for such a group. In this case, $t_0(z)$ does play that role.

By following the similar argument as in the proof of [LR16 Theorem 8.4], one can prove that if $k \neq 2$, then $\Delta_k^m T_{p,m,k}(z) \neq 0$. Similarly it can be also proved that $\Delta_k^{m-1} T_{p,m,2}(z) \neq 0$. Thus we obtain the following proposition.

Proposition 4.7. Let $p$ be a prime and $k \neq 2$ be an even integer.

(a) The function $T_{p,k,m}(z)$ is a polyharmonic Maass form of depth $m+1$ for $R(p)$ with $\Delta_k^m T_{p,m,k}(z) \neq 0$.

(b) The function $T_{p,2,m}(z)$ is a polyharmonic Maass form of depth $m$ for $R(p)$ with $\Delta_k^{m-1} T_{p,m}(z) \neq 0$.

We summarize as follows.
Proposition 4.8. Let $E_k^m(R(p))$ be the $\mathbb{C}$-vector space spanned by the Taylor coefficients $T_{p,n,k}(z)$ for $n \leq m$ of the Eisenstein series $\tilde{G}_{p,k}(z,s)$. Then $E_k^m(R(p))$ is a $m$-dimensional subspace of $V_k^m(R(p))$ and its basis is given by

$$\begin{cases} \{T_{p,0,k}(z), T_{p,1,k}(z), \ldots, T_{p,m-1,k}(z)\} & \text{if } k \neq 2, \\ \{T_{p,1,2}(z), T_{p,2,2}(z), \ldots, T_{p,m,2}(z)\} & \text{if } k = 2. \end{cases}$$

4.2. Fourier expansions of polyharmonic Maass forms. In parallel with the case of $\text{SL}_2(\mathbb{Z})$, we find the general form of the Fourier expansion of a polyharmonic Maass form for $R(N)$. For $s_0 \in \mathbb{C}$ such that $s_0 \neq \frac{1-k}{2}$ and $m \geq 0$, let

$$u_{k,0}^{[m],+}(y; s_0) := (\log y)^m y^{s_0},$$
$$u_{k,0}^{[m],-}(y; s_0) := (-1)^m (\log y)^m y^{-k-s_0},$$

and for $\epsilon \in \{\pm 1\}$, let

$$u_{N,k,\epsilon,n}^{[m],-}(y; s_0) := y^{-\frac{m}{2}} \frac{\partial^m}{\partial s^m} |_{s=s_0} W_{\frac{1-k}{2},s,\epsilon,n} \left(4\pi |n| \frac{y}{\sqrt{N}} \right).$$

Proposition 4.9. Let $N > 1$ be an integer and $f(z)$ be a shifted polyharmonic Maass form of weight $k$ and depth $m$ for $R(p)$, whose eigenvalue is $c \in \mathbb{C}$. Let $s_0 \in \mathbb{C}$ satisfy $s_0(s_0 + k - 1) = c$. Then the Fourier expansion of $f(z)$ is given by

$$f(z) = \sum_{j=0}^{m-1} \left( c_{0,j}^{+} u_{k,0}^{[j],+}(y; s_0) + c_{0,j}^{-} u_{k,0}^{[j],-}(y; s_0) \right) + \sum_{\epsilon \in \{\pm 1\}} \sum_{n=1}^{\infty} \sum_{j=0}^{m-1} c_{\epsilon,j,n}^{+} u_{N,k,\epsilon,n}^{[j],-}(y; s_0) e^{2\pi i n z/\sqrt{N}},$$

where $c_{0,j}^{\pm}, c_{0,j}^{-}, c_{\epsilon,j,n}^{\pm} \in \mathbb{C}$. In particular, if $f(z)$ is a harmonic Maass form of weight $k$ for $R(p)$, then the Fourier expansion of $f$ is given by

$$f(z) = \sum_{n=1}^{b_{-n}} \Gamma \left(1 - k, 4\pi |n| \frac{y}{\sqrt{N}} \right) e^{-2\pi i n z/\sqrt{N}} + (b_0 y^{1-k} + a_0) + \sum_{n=1}^{b_{-n}} a_n e^{2\pi i n z/\sqrt{N}},$$

for $b_{-n}, a_n \in \mathbb{C}$.

Proof. The proof is completely in parallel with one for $\text{SL}_2(\mathbb{Z})$ given in [LR16 Theorem 4.3] and [LR16 Lemma 4.4].

4.3. Structure of polyharmonic Maass forms. Propositions in this subsection can be proved by following the same line in [LR16], once we prove the analytic properties of the non-holomorphic Eisenstein series. There is no new idea of the proof, so we state our results briefly.

Recall that for any Fuchsian group $\Gamma$ for which $X(\Gamma)$ has genus $g$, the dimension of the space of weight 2 modular forms for $\Gamma$ is $g + t - 1$, where $t$ is the number of cusps of $\Gamma$ (the proof is given in [Miy89]). In particular, if $g_p = 0$ for a prime $p$, then there is no non-zero weight 2 modular form for $R(p)$. This observation implies the following propositions.
Proposition 4.10. Let $p$ be a prime for which the modular curve $X(R(p))$ has genus $g_p = 0$.

(a) The space of weight 0 modular forms $V_0^{1/2}(R(p))$ is 1-dimensional, that is, $V_0^{1/2}(R(p)) = \mathbb{C}$.

(b) For any integer $m \geq 0$, $V_0^{m+1/2}(R(p)) = V_0^{m+1}(R(p))$.

(c) For any integer $m \geq 0$, $\dim V_0^{m+1}(R(p)) \leq \dim V_0^m(R(p)) + 1$. Consequently, $\dim V_0^m(R(p)) \leq 0$ for $m \geq 1$.

(d) The space of weight 2 harmonic Maass forms $V_2^1(R(p))$ is 1-dimensional, that is, $V_2^1(R(p)) = \mathbb{C}T_{p,1,2}(z)$.

(e) For any integer $m \geq 0$, $V_2^m(R(p)) = V_2^{m+1/2}(R(p))$.

(f) For any integer $m \geq 0$, $\dim V_2^{m+1}(R(p)) \leq \dim V_2^m(R(p)) + 1$. Consequently, $\dim V_2^m(R(p)) \leq 0$ for $m \geq 1$.

Proposition 4.11. Let $k \geq 4$ be an even integer and $m \geq 0$ be an integer.

(a) Any 1-harmonic Maass form of weight $k$ for $R(p)$ is holomorphic, i.e., $V_k^1(R(p)) = V_k^{1/2}(R(p)) = M_k(R(p))$.

(b) The space $V_k^{1/2}(R(p))$ is spanned by $T_{p,2-k,0}(z) = \tilde{G}_{p,2-k}(z,0)$.

(c) For $m \geq 1$, $V_k^m(R(p)) = E_k^m(R(p)) + S_k(R(p))$, where $E_k^m(R(p))$ is the $m$-dimensional so-called Eisenstein space spanned by $T_{p,k,0}(z), ..., T_{p,k,m-1}(z)$, and $S_k(R(p))$ is the space of cusp forms of weight $k$ for $R(p)$. Moreover, $V_k^m(R(p)) = V_k^{m+1/2}(R(p))$.

(d) For $m \geq 0$, $V_k^{2m}(R(p)) = E_k^{2m}(R(p))$ which is the $m$-dimensional Eisenstein space spanned by $T_{p,2-k,0}(z), ..., T_{p,2-k,m-1}(z)$. Moreover, $V_k^{2m}(R(p)) = V_k^{m+1/2}(R(p))$.

Note that for any Fuchsian group of the first kind, the cusp form of negative weight is always 0. Hence for $k \neq 0, 2$ we summarize Proposition 4.11 as

- $V_k^m(p) = E_k^m(p) \oplus S_k(p) = (T_{p,k,0}(z), ..., T_{p,k,m-1}(z)) \oplus S_k(p)$,
- $V_k^{m-\text{sgn}(k)}(p) = V_k^m(p)$.
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