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ABSTRACT
We investigate the dynamics of triaxial collapse in terms of eigenvalues of the deformation tensor, the velocity derivative tensor and the gravity Hessian. Using the Bond-Myers model of ellipsoidal collapse, we derive a new set of equations for the nine eigenvalues and examine their dynamics in phase space. The main advantage of this form is that it eliminates the complicated elliptic integrals that appear in the axes evolution equations and is more natural way to understand the interplay between the perturbations.

This paper focuses on the density-velocity dynamics. The Zeldovich approximation implies that the three tensors are proportional; the proportionality constant is set by demanding ‘no decaying modes’. We extend this condition into the non-linear regime and find that the eigenvalues of the gravity Hessian and the velocity derivative tensor are related as \( \tilde{q}_d + \tilde{q}_v = 1 \), where the triaxiality parameter \( \tilde{q} = (\lambda_{\text{max}} - \lambda_{\text{inter}})/(\lambda_{\text{max}} - \lambda_{\text{min}}) \). This is a new universal relation holding true over all redshifts and a range of mass scales to within a few percent accuracy. The mean density-velocity divergence relation at late times is close to linear, indicating that the dynamics is dictated by collapse along the largest eigendirection. This relation has a scatter, which we show, is intimately connected to the velocity shear. Finally, as an application, we compute the PDFs of the two variables and compare with other forms in the literature.
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1 INTRODUCTION
Over the last decade or so, observations of the large scale structure in the universe have emerged as a very powerful probe to constrain cosmological parameters. The two main variables that characterize this structure are the fractional overdensity \( \delta \) and the peculiar velocity \( v \). In the linear regime, the two observables are connected as \( \nabla \cdot v = -fH\delta \), where \( H \) is the Hubble parameter and \( f \) is the growth rate. \( f \) is sensitive to the underlying cosmology and surveys such as 6dFGS \textsuperscript{1} or the future EUCLID \textsuperscript{2} observe peculiar velocities either directly (e.g., Johnson et al. 2014) or from redshift space distortions (e.g., Majerotto et al. 2012) with an aim to place precise constraints on \( f \). It would be ideal if the data followed linear theory, but observations are sensitive to non-linear effects which can introduce a bias even on linear scales. Therefore, a theoretical understanding of the non-linear regime is imperative. Numerical simulations and perturbation theories are the two standard ways of tracking non-linear growth. However, both these methods have drawbacks. N-body codes are slow. Furthermore, they use a discrete representation of the density field and hence their results are shot-noise limited (for e.g., Joyce, Marcos, & Baertschiger 2009). Perturbation theories deal with smooth fields but they are not always guaranteed to converge and involved resummation techniques need to be invoked to get meaningful results (for e.g., Matsubara 2008; Matarrese & Pietroni 2007; Nadkarni-Ghosh & Chernoff 2011, 2013). Given the plethora of cosmological models, these features can prove to be restrictive.
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A third way to model the non-linear regime is to restrict the dynamics to simple geometries. Though based on local dynamics, such models often give theoretical insight into the underlying physics. The simplest among these is the spherical collapse model (spherical top-hat). It has been used in a myriad of ways starting from the mid-seventies to the present day. The critical density for collapse predicted by this model is an important ingredient in the mass function prescription given by Press & Schechter (1974). It has been widely used to understand the nature of non-linearities in a range of dark energy cosmologies from ΛCDM to early dark energy and quintessence models (for e.g., see Wintergerst & Pettorino 2010 and references therein).

Kitaura & Heß (2013) have used it in conjunction with Lagrangian perturbation theory to evolve perturbations through the shell-crossing regime. It has given valuable insights into the joint non-linear density-velocity evolution (Bilicki & Chodorowski 2008; Nadkarni-Ghosh 2013). It has also been proposed as a control case to test the accuracy of N-body codes in the non-linear regime (Joyce & Sylos Labini 2012). And last but not the least, it has been used to explain the famous NFW profile (Navarro, Frenk, & White 1996; Lokas 2000) and as well as results of other simulations based on modified gravity (Stabenaun & Jain 2006; Martino, Stabenau, & Sheth 2009).

Ellipsoidal or triaxial collapse is the next popular local model. It provides many improvements over the spherical geometry and has been in consideration for over five decades. Early studies (Lynden-Bell 1964; Lin, Mestel, & Shu 1965) examined the isolated ellipsoid in a non-expanding background. Cosmological extensions were performed by Icke (1973) and White & Silk (1979) but under the assumption that the background did not exert external forces on the ellipsoid. Bond & Myers (1996) included the effect of the background in terms of an external tidal field. Nariai & Fujimoto (1972) and Eisenstein & Loeb (1995) provided a more complete analytic model that includes rotation as well. Since then, not much has changed in the theoretical ingredients of the model, however, the number of applications have been on the rise. Effects of non-radial motions on the growth rate and the resultant modifications to the Press-Schecter mass function were studied by several authors (for e.g., Monaco 1995; Del Popolo & Gambera 2000; Del Popolo, Ercan, & Xia 2001; Sheth, Mo, & Tormen 2001; Kerscher, Buchert, & Futamase 2001). Many authors developed alternatives to Press-Schecter that were based on statistics of collapse times derived from ellipsoidal collapse (Audit, Teyssier, & Alimi 1997; Monaco, Theuns, & Taffoni 2002). Others have obtained statistical measures of the non-linear density and velocity fields based on ellipsoidal collapse (Fosalba & Gaztanaga 1998a,b; Scherrer & Gaztaaga 2001; Ohta, Kayo, & Taruya 2003, 2004; Lam & Sheth 2008a,b). Angrick & Bartelmann (2010) used this model with additional components introduced to treat the virialization epoch. Very recently, Despali, Tormen, & Sheth (2013) have advocated the use of ellipsoidal halo finders as an improvement over the spherical overdensity method to model shapes of haloes and this method has been applied to big numerical simulations to get insights into the shape distribution of dark matter haloes (Bonamigo et al. 2014). Thus, spherical and ellipsoidal collapse models are not only used in isolation to get insights into the results of simulations, but they are also used in conjunction with numerical techniques to get semi-analytic estimates or for post-processing numerical data.

One of the reasons why these simple geometries are so popular is that exact analytic solutions are available for homogeneous perturbations evolving in pure matter cosmologies. The collapse in these cases is self-similar and the axes’ lengths (or radius, in case of sphere) are the primary variables of interest. However, the main observationally relevant variables are the density and line of sight velocity, or more generally, the gravitational field and the peculiar velocity field. Thus it is more natural and interesting to directly understand how the these fields evolve in simple geometries. In case of spherical symmetry, the collapse is radial and only two variables suffice to describe the dynamics: density δ and the velocity divergence Θ. In a recent paper Nadkarni-Ghosh (2013), hereafter N13, investigated the dynamics of these variables in a two-dimensional density-velocity divergence phase space 3. A relation between the two variables was obtained by imposing the criterion of ‘no perturbations at the big bang time’, and it was shown that this traces out a special curve in the 2D phase-space. The flow of perturbations is such that all perturbations, no matter where they start in phase space, eventually get attracted to this curve. Those that start along the curve, stay on it to a high degree of accuracy. The attracting nature established that this curve 4 was the desired non-linear density-velocity relation and it was found that a combination of analytic forms given by Bilicki & Chodorowski (2008) and Bernardadeau (1992) gave a good fit.

In case of a triaxial ellipsoid, the situation is more involved. The full dynamics depends not only on the internal potential, but also on the external tidal field, which has been treated differently by different authors. The internal gravitational potential has a quadratic dependence on the length of the principle axes of the ellipsoid (Peebles 1980). In this paper, we follow the model of Bond & Myers (1996), hereafter BM96, which assumes that the external tidal field is also along the principle axes of the ellipsoid throughout the evolution. The gravity field can then be described by three variables. These correspond to the eigenvalues of the tensor of second derivatives of the gravitational potential (henceforth called the ‘gravity Hessian’). In the absence of rotation, the velocity field also needs three variables. These are the eigenvalues of the tensor of partial derivatives

---

3 In N13, the velocity perturbation variable was θ = Θ/3

4 In N13, this curve was termed the ‘Zeldovich curve’ because it is the non-linear extension of the ‘no decaying modes’ criterion, which is invoked in the linear Zeldovich approximation (Zeldovich 1970); here we call it the SC-DVDR
of the velocity field (also sometimes called the ‘velocity deformation tensor’ \(^5\) and in this work referred to as the ‘velocity derivative tensor’). These six variables completely describe the gravitational dynamics of the ellipsoid. Since the potential of the system is intimately connected to its shape, these variables get connected to the eigenvalues of the deformation or displacement tensor.

In this work, we aim to study the joint evolution of density and velocity through the dynamics of these eigenvalues. Starting from the BM96 set of equations for triaxial collapse, we obtain a set of coupled one-dimensional differential equations for the nine eigenvalues. This new set has no dependence on the elliptic functions that appear in the original equations for the axes lengths and is a well-defined dynamical flow. In §2, we derive these equations and by applying the ‘no perturbations at the big bang’ condition, we get a relation between the eigenvalues of the gravity Hessian and the velocity derivative tensor. This traces out a subspace of perturbations, which we call the ‘Zeldovich subspace’ and we find a new universal relation that describes the perturbations in this subspace. As a by-product, this analysis gives us insight into the relation between the density and the trace of the deformation tensor. In §3, we examine the dynamics in the 2D δ − Θ space. We investigate the scatter in the δ − Θ relation and its relation to the velocity shear, thus providing a new insight based on local dynamics. Finally, as an application, in §4, we numerically compute the marginal one-point probability distribution function (PDF) of the density and velocity divergence and compare them to some existing forms in the literature. We conclude in §5. Throughout this paper the terms ‘ellipsoidal’ and ‘triaxial’ are used interchangeably.

2 DYNAMICS OF THE ELLIPSOID

2.1 Notation and equations

Consider a uniform ellipsoidal distribution of cosmological fluid consisting of dark matter and dark energy evolving in a flat, homogeneous and isotropic background. Let \( \rho_{m,e} \) be the matter density inside the ellipsoid. It differs from the background matter density \( \bar{\rho}_m \); the difference is characterized by the fractional density \( \delta = \rho_{m,e}/\bar{\rho}_m - 1 \). The dark energy is the same inside and outside the ellipsoid and is described by a cosmological constant with density \( \Lambda \). Let the origin be at the centre of the ellipsoid. The ellipsoid can be completely characterized by the evolution of its three principal axes. In this paper we follow the equations of BM96, which assume that the direction of the axes remains unchanged throughout the evolution. The physical coordinate of each axis \( r_i \) can be written as \( r_i = a_i(t)q \) (\( i = 1, 2, 3 \)), where \( q \) is the comoving radius of the corresponding ‘Lagrangian sphere’ (BM96): this is a sphere concentric with the ellipsoid whose mass equals that of the ellipsoid but whose density is the same as the background. \( a_i \) are the ‘scale factors’ of each axis and \( a \) is the background scale factor. Throughout this paper we will use the subscript ‘i’ to index the axes and ‘init’ to denote initial conditions. Mass conservation during evolution implies \( a^3q^3\bar{\rho}_m = a_1a_2a_3q^3\rho_{m,e} \) giving

\[
\delta = \frac{a^3}{a_1a_2a_3} - 1.
\]  

(1)

The evolution of \( a_i \) according to BM96 is \(^6\)

\[
d^2a_i dt^2 = -4\pi G \left[ \bar{\rho}_m - \frac{2}{3}\bar{\rho}_\Lambda \right] a_i - 4\pi G \left[ \bar{\rho}_m \left( \frac{\delta a_i}{2} + \lambda_{ext,i} \right) \right] a_i,
\]  

(2)

where

\[
\alpha_i = a_1a_2a_3 \int_0^\infty \frac{d\tau}{(a_i^2 + \tau)} \prod_{j=1}^{i=3} (a_j^2 + \tau)^{1/2} \quad \text{with} \quad \sum_{i=1}^{i=3} \alpha_i = 2
\]  

(3)

\[
\lambda_{ext,i} = \frac{5}{4} \left( \alpha_i - \frac{2}{3} \right) \quad \text{non-linear approx.}
\]  

(4)

In eq. (2), the first term in square brackets corresponds to the background potential and the second term to the perturbation potential. The \( \alpha_i \)'s are parameters that describe the internal potential of the ellipsoid and are computed using Carlson’s elliptic integrals (Carlson 1987, 1989; Press et al. 2002; see appendix B for relations). \( \lambda_{ext,i}(t) \) models the external tidal field. In this paper, we will use the non-linear approximation \(^7\). Using standard definitions: \( \bar{\rho}_m = \Omega_m\rho_c, \rho_\Lambda = \Omega_\Lambda\rho_c \) and \( H^2 = 8\pi G\rho_c/3 \)

---

\(^5\) In the past, these have also been referred to as the ‘gravitational shear’ and ‘velocity shear’ tensors respectively. However, we will keep this terminology only for the traceless part of these tensors.

\(^6\) Our notation differs slightly from BM96: \( \alpha_i \equiv b_i \) and \( \lambda_{ext,i} \equiv \lambda'_{ext,i} \) in BM96. With this, the two terms \( \frac{\delta a_i}{2} + \frac{\rho_{ext,i}}{\bar{\rho}_m} \) in BM96 are equal to \( \frac{\delta a_i}{2} \) in our notation.

\(^7\) A recent paper by Angrick & Bartelmann (2010) experimented with using a hybrid model to compute halo mass functions. They used the non-linear expression of BM96 at early times and reverted back to the linear expression of BM96 after turn-around. They concluded that the hybrid model and the non-linear model gave approximately the same results. We prefer to use a single function than a piecewise one so we stick to the BM96 form.
and converting the time variable to \(a\) gives
\[
\frac{d^2a_i}{da^2} + \left\{ \frac{1}{Ha da} \left(\frac{d}{Ha}\right) \right\} \cdot \frac{da_i}{da} = -\frac{3}{2a^2} \left[ \Omega_m(a) \left( \frac{1}{3} + \delta_{\alpha_i} + \lambda_{\text{ext},i} \right) - \frac{2}{3} \Omega_X(a) \right] a_i.
\]
(5)

Note that the \(\Omega\) parameters are functions of \(a\) and are related to their values today (\(a = a_0\)) by
\[
\Omega_m(a) = \frac{\Omega_{m,0} H_0^2 a_0^3}{H^2 a^3}; \quad \Omega_\Lambda(a) = \frac{\Omega_{\Lambda,0} H_0^2}{H^2}.
\]
(6)

In this paper we will consider only two cosmologies. The EdS case with \(\Omega_m = 1\) and \(\Omega_\Lambda = 0\) and the \(\Lambda\)CDM case with \(\Omega_m = 0.29\) and \(\Omega_\Lambda = 0.71\). The evolution of the ellipse is completely determined once six parameters are known: the three axes lengths \(a_i,\text{init}\) and their velocities \(a_i,\text{init}\) at some initial epoch \(a_{\text{init}}\).

An alternate description of the ellipse can be given by a set of nine dimensionless parameters
\[
\lambda_{\alpha,i} = 1 - \frac{a_i}{a}, \quad \lambda_{v,i} = \frac{1}{H} \frac{a_i}{a} - 1, \quad \lambda_{d,i} = \frac{\delta a_i}{2} + \lambda_{\text{ext},i},
\]
(7a-b-c)

where \(i = 1, 2, 3\). The eigenvalues \(\lambda_{d,i}\) are ordered as \(\lambda_{d,1} \geq \lambda_{d,2} \geq \lambda_{d,3}\). This implies the ordering \(\lambda_{v,1} \leq \lambda_{v,2} \leq \lambda_{v,3}\) and \(\lambda_{\alpha,1} \geq \lambda_{\alpha,2} \geq \lambda_{\alpha,3}\) at all times.

The three \(\lambda_{\alpha}\) characterize the shape of the ellipse in terms of the deviation from the background. They correspond to the eigenvalues of the ‘comoving strain or deformation tensor’ (see Appendix A for definitions). Because the ellipsoid is always deformed along its principle axes, the deformation tensor is diagonal at all times. When an axis is collapsing \(\lambda_{\alpha} \to -\infty\), whereas for an expanding axis, \(\lambda_{\alpha} \to +\infty\).

The three \(\lambda_v\) capture the deviation of the velocity of each axes from the background Hubble flow. They correspond to the eigenvalues of the tensor of (scaled) velocity derivatives. The trace part gives the ‘expansion’
\[
\Theta = \nabla \cdot \mathbf{v} = \lambda_{v,1} + \lambda_{v,2} + \lambda_{v,3}.
\]
(8)

where \(\mathbf{v} = \mathbf{i} - H\mathbf{r}\). In our definition, a negative \(\lambda_v\) implies an infall and a positive \(\lambda_v\) implies expansion. The three eigenvalues completely describe the curl-free velocity field of this model.

The three \(\lambda_d\) correspond to the eigenvalues of the gravity Hessian (tensor of second derivatives of the gravitational field). Equation (7c) comprises of two terms; the first corresponds to the internal potential of the ellipse and the second to the external tidal field or the traceless gravitational tidal tensor. This definition and the fact that \(\sum_i \alpha_i = 2\), implies
\[
\delta = \lambda_{d,1} + \lambda_{d,2} + \lambda_{d,3}.
\]
(9)

This is also the consistency condition arising from Poisson’s equation.

Not all \(\lambda\) are independent. Equation (7c) defines an implicit relation between the three \(\lambda_d\) and the three \(\lambda_{\alpha}\) (this can be seen from the definitions of \(\alpha_i\) and \(\lambda_{\alpha,i}\)). In general, this relation is not linear. However, when the perturbations are small, the Zeldovich approximation implies \(\lambda_{\alpha,i} = \lambda_{d,i}\) and \(\lambda_{v,i} = -\lambda_{d,i}\). Equation (9) reduces to
\[
\delta_{\text{lin}} = \lambda_{\alpha,1} + \lambda_{\alpha,2} + \lambda_{\alpha,3}.
\]
(10)

We emphasize that eq. (10) is not valid in the non-linear regime and we will illustrate the difference in \S 2.3. Usually it is standard to characterize the shape of the ellipse in terms of the ‘ellipticity’ \(\epsilon\) and ‘prolaticity’ \(\rho\) parameters (Bardeen et al. 1986). These are sometimes defined in terms of \(\lambda_d\), but as has been emphasized in the literature (for e.g., Angrick & Bartelmann 2010), such definitions are valid only in the linear regime. Connecting the shape to \(\lambda_{d,i}\) in the non-linear regime necessarily involves solving for the three axes lengths.

An important assumption in the framework of Bond & Myers is that the principle axes of the deformation tensor and gravitational shear tensor coincide at all times during the evolution. If this assumption is violated then the ellipsoid can rotate and additional parameters need to be introduced to describe the dynamics. A more general framework that allows for rotation has been introduced by Eisenstein & Loeb (1995).

In terms of the \(\Lambda\) parameters, the equations eq. (5) and its initial conditions are
\[
\frac{d^2a_i}{da^2} + \left\{ \frac{1}{Ha da} \left(\frac{d}{Ha}\right) \right\} \cdot \frac{da_i}{da} = -\frac{3}{2a^2} \left[ \Omega_m(a) \left( \frac{1}{3} + \lambda_d(a) \right) - \frac{2}{3} \Omega_X(a) \right] a_i
\]
(11)
\[
a_i,\text{init} = a_{\text{init}}(1 - \lambda_{\alpha,i,\text{init}})
\]
(12)
\[
\frac{da_i}{da}\bigg|_{a_{\text{init}}} = a_{\text{init}}(1 - \lambda_{\alpha,i,\text{init}})(1 + \lambda_{v,i,\text{init}})
\]
(13)

We have introduced boldface symbols for quantities that are 3-tuples. The product \((1 - \lambda_{\alpha,\text{init}})(1 - \lambda_{v,\text{init}})\) does not denote a dot product. It is just the product of the corresponding components for each axes. The boldface \(\mathbf{a}\) denotes the axes of the ellipse and \(a\) denotes the scale factor of the background.
Density-velocity evolution from triaxial collapse

2.2 Dynamics in phase space

2.2.1 Equations for the eigenvalues

The nine (dimensionless) eigenvalues completely characterize the density, velocity and shape perturbations in this model of ellipsoidal collapse. In this paper, our focus is on the joint dynamics of density and velocity, hence, in principle, only six evolution equations are needed: one for each component of $\lambda_d$ and $\lambda_v$. These are obtained by their definitions in eqs. (7a), (7b) and the evolution given by eq. (11). However, it turns out that the equation for $\lambda_{d,i}$ involves complicated functions of $a_i$ which cannot be inverted easily since in the non-linear regime the relation between $\lambda_d$ and the axes is implicit (see Appendix B). The system simplifies greatly if one adds the parameters $\lambda_a$ to the set. Thus, the net system for the nine eigenvalues is

$$
\frac{d\lambda_{a,i}}{d\ln a} = -\lambda_{v,i}(1 - \lambda_{a,i})
$$

(14a)

$$
\frac{d\lambda_{d,i}}{d\ln a} = -\frac{1}{2} \left[ 3\Omega_m(a)\lambda_{d,i} - \{\Omega_m(a) - 2\Omega_\Lambda(a) - 2\lambda_{v,i} + 2\lambda_{v,i}\} \right]
$$

(14b)

$$
\frac{d\lambda_{d,i}}{d\ln a} = -(1 + \delta) \left( \delta + \frac{5}{2} \right)^{-1} \left( \lambda_{d,i} + \frac{5}{6} \right) \sum_{j=1}^{3} \lambda_{v,j}
$$

(14c)

$$
+ \left( \lambda_{d,i} + \frac{5}{6} \right) \sum_{i=1}^{3} (1 + \lambda_{v,i}) - \left( \delta + \frac{5}{2} \right) (1 + \lambda_{v,i})
$$

$$
+ \sum_{j \neq i} \lambda_{d,j} \lambda_{d,i} \cdot \frac{(1 - \lambda_{a,i})^2 (1 + \lambda_{v,i}) - (1 - \lambda_{a,j})(1 + \lambda_{v,j})}{(1 - \lambda_{a,i})^2 - (1 - \lambda_{a,j})^2},
$$

where

$$
\delta = \sum_{i=1}^{3} \lambda_{d,i}.
$$

In general, the choice of $\lambda_{d,\text{init}}$ (or alternatively $\lambda_{a,\text{init}}$) and $\lambda_{v,\text{init}}$ is independent. However, when the fluctuations are small, one generally employs the Zeldovich approximation (Zeldovich 1970), which states that the velocity is proportional to acceleration and the proportionality constant is set by requiring 'no growing modes' (Buchert 1992; Susperregi & Buchert 1997). Physically, this means that there are no perturbations at the big bang epoch. At early epochs, when $\Omega_m \approx 1$, this gives the relation $\lambda_a = \lambda_d$ and $\lambda_v = -\lambda_d$. More generally, $\lambda_a = -f(\Omega_m)\lambda_d$, where $f(\Omega_m) = \Omega_m^{0.55}$ is the linear growth rate (Linder 2005; we have ignored the weak $\Lambda$ dependence). The linear density-velocity divergence is

$$
\Theta_{\text{lin}} = -f(\Omega_m)\delta_{\text{lin}}.
$$

(15)

2.2.2 The Zeldovich subspace

There are two approaches when we consider extension to the non-linear regime. One way is to initialize the system in the linear regime, evolve eqs. (14a) to (14c) into the non-linear regime and analyze the resulting $\lambda_d - \lambda_v$ at any later time. However, there is no guarantee that the resulting 6-tuples are universal; i.e. they may change with initial conditions. An alternate approach is to extend the essence of the Zeldovich approximation into the non-linear regime. That is, given three $\lambda_{d,i}$, one has to choose the three $\lambda_{a,i}$ (or vice versa) which satisfy the condition 'no perturbations at the big bang'. This condition sets a special relation between the $\lambda_d$ and the $\lambda_v$, and we denote the resulting 6-tuples as $(\lambda_d, \lambda_v^{Zel})$. This set defines a subspace in the 6D phase space which we call the 'Zeldovich subspace'. Since there are only three independent parameters, this space is 3-dimensional. The superscript appears only on $\lambda_v$ to denote $\lambda_v$ is a function of $\lambda_d$ (our convention). Computationally, $\lambda_v^{Zel}$ is obtained as follows. Given the $\lambda_d$, first compute the $\lambda_a$ from the implicit relation eq. (7c). This acts as a known initial condition for eq. (11). Then backward integrate eq. (11) with $\lambda_a$ as an unknown initial value which is solved for three simultaneous conditions $a(a = 0) = 0$. It does not suffice to solve for only one or two of the axes. $\delta = 0$ at $a = 0$ only when all three axes are zero simultaneously. The value for $a_{\text{init}}$ is taken to be the epoch for which the $\lambda_d - \lambda_v$ relation is desired.

The two approaches are complementary and it is not obvious that they will give identical results. A different set of initial conditions (for example, those that violated the Zeldovich approximation) could, in principle, generate future $(\lambda_d, \lambda_v)$ values that need not satisfy the non-linear Zeldovich criterion (i.e., no perturbations at the big bang). However, we find that this is not the case. All perturbations, irrespective of whether they initially satisfy the Zeldovich approximation, satisfy the same $\lambda_d - \lambda_v$ relation at late times, suggesting a universal behaviour. This universality is tested as follows. This test is for universality is performed as follows. We track the trajectory of a set of initial points $(\lambda_{d,\text{init}}, \lambda_{a,\text{init}})$ using the eigenvalue equations and examine how much each trajectory deviates from the Zeldovich subspace at late times. The initial conditions at $a = 0.001$ are drawn from the distribution given below (Doroshkevich (1970); see Rossi 2012 and Angrick 2013 for recent
This PDF is gives the value at future epoch, a point on this trajectory is a 6-tuple denoted by \( \{ \lambda_{\text{init}} \} \), where \( \lambda \) implies component-wise product. This set has a deviation of 216%. The deviation decreases as a power law in \( a \) scaling as \( \sim a^{-2.5} \) for both EdS and \( \Lambda \)CDM cosmologies.

\[
p(\lambda_{d,1}, \lambda_{d,2}, \lambda_{d,3}) = \frac{15^3}{8\pi\sqrt{5\sigma_G^2}} \exp \left( -\frac{3I_1^2}{\sigma_G^2} + \frac{15I_2}{2\sigma_G^2} \right) \cdot (\lambda_{d,1} - \lambda_{d,2})(\lambda_{d,2} - \lambda_{d,3})(\lambda_{d,1} - \lambda_{d,3}),
\]

where \( \sigma_G \equiv \sigma_G(R_f) \), the r.m.s. density fluctuation at the scale \( R_f \). \( I_1 = \lambda_{d,1} + \lambda_{d,2} + \lambda_{d,3} \) and \( I_2 = \lambda_{d,1}\lambda_{d,2} + \lambda_{d,2}\lambda_{d,3} + \lambda_{d,1}\lambda_{d,3} \). This PDF gives the value at \( a = 1 \); the value at \( a = 0.001 \) is obtained by multiplying by the appropriate linear growth factor \( D_+(a) = 5\Omega_m/2\int_0^a [a^2f(a')/H_0]^3 da \) (Dodelson 2003). Each point is evolved according to eqs. (14a) to (14c). At a future epoch, a point on this trajectory is a 6-tuple denoted by \( \{ \lambda_{\text{evol}}(a) \} \). For this \( \lambda_{\text{evol}}(a) \), we compute the corresponding \( \lambda_{\text{Zel}}^{\text{evol}}(a) \) as described above. This gives the corresponding point in the Zeldovich subspace denoted as \( \{ \lambda_{\text{Zel}}(a) \} \). The distance between \( \{ \lambda_{\text{evol}}(a), \lambda_{\text{evol}}^{\text{Zel}}(a) \} \) and \( \{ \lambda_{\text{Zel}}(a), \lambda_{\text{Zel}}^{\text{Zel}}(a) \} \) is a measure of how close the trajectory gets to the Zeldovich subspace. We define the relative deviation at any epoch as

\[
\Delta(a) = \frac{||\lambda_{\text{Zel}}^{\text{evol}}(a) - \lambda_{\text{Zel}}^{\text{Zel}}(a)||}{||\lambda_{\text{Zel}}^{\text{Zel}}(a)||},
\]

where, \( ||x - y|| \) denotes the norm \( \sqrt{\sum_i(x_i - y_i)^2} \), \( i = 1, 2, 3 \).

Figure 1 shows the average (over 50 points) relative deviation as a function of \( a \) for the EdS (left panel) and \( \Lambda \)CDM models (right). For the EdS case, two sets of initial conditions were considered. The first set (solid line) was initialized at \( a = 0.001 \) using the linear relation: \( \lambda_{\text{init}} = -\lambda_{\text{init}} \) and the second (dashed line) with \( \lambda_{\text{init}} = -2\lambda_{\text{init}} \). In the first set, the error between the linear limit and the exact values that lie in the Zeldovich subspace was found to be 0.1%. This value was set as a measure of the tolerance i.e. at any other epoch, the error was chosen to be the maximum of the mean deviation and the tolerance. It was found that at most future epochs, the error stays within 0.1% but rises to about 1% near \( a = 1 \). The second set of initial conditions corresponds to 100% deviation at \( a = 0.001 \). The relative deviation drops down exponentially from \( \sim 100\% \) at \( a = 0.001 \) to the sub percent level at \( a = 0.1 \). This implies that even trajectories that start far off from the Zeldovich subspace eventually find their way onto it. For this set of initial conditions too, the error rises slightly near \( a = 1 \). Similar behaviour is observed for the \( \Lambda \)CDM case. In this case, an additional third non-collinear set (dot-dashed line) of initial conditions was considered \( \lambda_{\text{init}} = \{-2, -3, -4\} \cdot \lambda_{\text{init}} \) i.e., the \( x, y \) and \( z \) components are twice, thrice and four times the linear value. The initial deviation in this case is 216%, but again it drops down exponentially. The latter two sets of initial conditions clearly illustrate the attracting nature of the Zeldovich subspace, but the reason for this late time rise is not yet fully clear.

Some insight may be gained by looking at it from the point of view of Lagrangian Perturbation Theory (LPT). The Zeldovich approximation is the first order term in the LPT series (Buchert 1992) and it implies that there are no decaying modes at this order. In this construction, there may be decaying modes in the higher order solution. Requiring that there be ‘no perturbations at the big bang’ is equivalent to demanding that there be ‘no growing modes’ at every order in the LPT series (see Ehlers & Buchert 1997; Nadkarni-Ghosh & Chernoff 2013 for the general LPT series construction). Thus, the two solutions, one obtained by imposing ‘no growing modes’ initially and then evolving and the other obtained by imposing ‘no growing modes at every order’ are different and the differences could potentially grow at late times. Whether this explains the observed behaviour quantitatively is yet to be understood and is beyond the scope of this paper. Here, it suffices to note that compared to the initial deviation from the Zeldovich subspace (\( \sim 100\% \)) the final deviation is two orders of magnitude smaller.

In recent work (N13), this technique was applied to spherical perturbations. It was shown that the non-linear density-
velocity relation traced out a universal curve which satisfied the form

\[
\Theta_{\text{sph}} = \begin{cases} 
\frac{3}{2} \Omega_m^2 \left[ 1 - (1 + \delta_{\text{sph}})^{\frac{3}{2}} \right] & -1 \leq \delta_{\text{sph}} < 1 \\
\Omega_m^{\gamma_1 + \gamma_2} \left[ (1 + \delta_{\text{sph}}) - (1 + \delta_{\text{sph}})^{\frac{3}{2}} \right] & \delta_{\text{sph}} \geq 1 
\end{cases}
\]

with \( \gamma_1 = 0.56 \) and \( \gamma_2 = -0.01 \) for a ΛCDM cosmology. This density-velocity divergence formula based on spherical collapse is a combination of the forms of Bernardaeu (1992) and Bilicki & Chodorowski (2008) and henceforth will be referred to as the ‘SC-DVDR’. This curve is time-invariant for an EdS cosmology, but changes for the ΛCDM case due to the variation of \( \Omega_m \) throughout evolution.

2.2.3 A universal non-linear \( \lambda_d - \lambda_v \) relation

We find that it is possible to characterize the universality of the \( \lambda_d - \lambda_v \) relation in terms of triaxiality parameters (\( s \) and \( q \)). These are generally defined in the study of axis ratios (Schneider, Frenk, & Cole 2012; Nadkarni-Ghosh & Singhal 2015), in terms of the major and minor axes or alternatively in terms of the eigenvalues of the deformation tensor. Here, we generalize the definitions to eigenvalues of any 3-dimensional tensor.

\[
s = \frac{1 - \lambda_{\text{max}}}{1 - \lambda_{\text{min}}} \\
q = \frac{1 - \lambda_{\text{inter}}}{1 - \lambda_{\text{min}}} \\
\tilde{q} = \frac{q - s}{1 - s} = \frac{\lambda_{\text{max}} - \lambda_{\text{inter}}}{\lambda_{\text{max}} - \lambda_{\text{min}}}
\]

where, \( \lambda_{\text{max/min/inter}} \) denote the maximum, minimum and intermediate eigenvalues. By construction, \( \tilde{q} \) is smaller than unity. We find that, to a very good approximation, the \( \lambda_d - \lambda_v \) relation is given by

\[
\tilde{q}_v + \tilde{q}_d = 1,
\]

where the subscripts \( d \) and \( v \) refer to the gravity Hessian and the velocity derivative tensor respectively. It is easy to see that this relation is satisfied in the linear regime because \( \lambda_{d,max} = -\lambda_{v,min} \) and vice versa. Figure 2 illustrates this relation (left panel) and its accuracy (right panel). The left panel plots the \( \{\tilde{q}_d, \tilde{q}_v\} \) pairs for a single realization (~10,000 points) corresponding to \( \sigma_G = 1 \) at \( a = 1 \) for the ΛCDM cosmology. As a measure of the accuracy of the relation, we compute \( \text{Max}[\tilde{q}_d + \tilde{q}_v - 1] \), where the maximum is taken over 50,000 points (five realizations). The right panel plots this error as a function of \( a \) for three different values of \( \sigma_G \). The accuracy of the relation decreases with epoch, but stays within 2%. This relation is a ratio of differences, and since the primary dependence of the velocity-gravity relation is through the linear growth factor, we expect this to be valid for other cosmologies as well (i.e. for other values of \( \Omega_m \) and \( \Omega_\Lambda \)). Thus, it is universal, not only with respect to redshift and the mass scale (\( \sigma_G \)), but also with respect to certain standard dark energy models.

We found the above relation somewhat serendipitously while studying the behaviour of axis ratios Nadkarni-Ghosh & Singhal (2015). The PDF of the \( \tilde{q} \) parameter for the deformation tensor turns out to be an invariant of the dynamics (to percent level accuracy), and it was natural to investigate the behaviour of the corresponding \( \tilde{q} \) parameter for the gravity Hessian and the velocity derivative tensor. The pattern of the PDFs for \( \tilde{q}_d \) and \( \tilde{q}_v \) suggested that \( \tilde{q}_d + \tilde{q}_v \) was a constant, equal to one. The Zeldovich subspace is three dimensional. To completely describe this subspace analytically, one requires two
additional independent equations connecting the $\lambda_{s8}$ and $\lambda_{s8}$. More detailed investigations of the phase space equations will be necessary to construct appropriate invariants and are beyond the scope of this paper.

### 2.2.4 2D $\lambda_d - \lambda_v$ subspaces

The entire Zeldovich subspace of the 6D phase space cannot be visualized directly. Nevertheless, it helps to visualize 2D subspaces defined by the parameters ($\lambda_{d,i}, \lambda_{v,i}$). Figure 3 shows three such projections at $a = 1$. In each plot, the dotted line shows the linear relation $\lambda_{v,i} = -f(\Omega_m)\lambda_{d,i}$. The solid curved line is the SC-DVDR given by eq. (18); in this case, $\lambda_d = \delta_{sph}$ and $\lambda_v = \frac{\Theta_{sph}}{3}$, where $\delta_{sph}$ and $\Theta_{sph}$ are given by eq. (18). The main interesting point observed here is that the ‘mean’ relation between the largest eigenvalue $\lambda_{d,1}$ and the corresponding $\lambda_{v,1}$ is close to the linear one. It is clear that in the non-linear regime, each axes has a different relation between $\lambda_d$ and $\lambda_v$, i.e., the ‘vectors’ $\lambda_d$ and $\lambda_v$ are no longer proportional. This means that although in the triaxial model, the gravitational shear tensor and velocity derivative tensor always have the same principle axes, their eigenvalues are not simple multiples of each other. This is related to the fact that the gravitational acceleration and peculiar velocity are not parallel to each other in the non-linear regime, which has been discussed earlier in the context of Lagrangian perturbation theory (for e.g., Bagla & Padmanabhan 1996; Susperregi & Buchert 1997; Nadkarni-Ghosh & Chernoff 2013). We also note the distinction between the breakdown of parallelism and breakdown of proportionality; for e.g. for the sphere with a radially dependent overdensity, the acceleration and velocity in the non-linear regime are always parallel at any point (both are radial), but yet as fields they are not proportional.

### 2.3 $\delta$ vs. trace of the deformation tensor

Using the phase space evolution one can also investigate the relation between the exact non-linear density $\delta = \sum_i \lambda_{d,i}$ and its linear approximation $\delta_l = \sum_i \lambda_{v,i}$. Figure 4 shows the difference at three epochs: $a = 0.01, 0.4$ and 1. The dashed line denotes the linear relation and the solid line denotes the relation when all the axes are equal. In this case, $\lambda_d = \delta_{l,sph}/3$, where $\delta_{l,sph}$ is the linear spherical overdensity and from eqs. (1) and (7a) we have

$$\delta_{sph} = \frac{1}{(1 - \frac{\delta_{l,sph}}{3})^3} - 1. \tag{23}$$

The dots indicate the numerically evolved data points. It is clear that at early times the linear approximation is valid, but at later epochs (middle and right panels), it fails for values as low as $\delta_l \sim 0.01$, which are small enough to be considered linear. For example, for some points with $\delta_l = 0.01$, the middle panel (a = 0.4) shows the non-linear $\delta$ to be 10 times higher. The right panel (a = 1) shows it to be 100 times higher. Thus, the linear approximation severely underestimates the actual value of $\delta$ and in particular ceases to be valid at late times even for linear densities.

This discrepancy can be understood if one examines the mathematical expressions relating $\delta$ and $\delta_l$. From eqs. (1) and...
The dynamical equations for the variables \( \delta \) and \( \Theta \) are given by

\[
\frac{d\delta_{\text{ell}}}{d\ln a} = -(1 + \delta_{\text{ell}})\Theta_{\text{ell}}
\]
\[
\frac{d\delta_{\text{sph}}}{d\ln a} = -(1 + \delta_{\text{sph}})\Theta_{\text{sph}}
\]
\[
\frac{d\Theta_{\text{ell}}}{d\ln a} = -\frac{1}{2} \left[ 3\Omega_m(a)\delta_{\text{ell}} - \{\Omega_m(a) - 2\Omega_L(a) - 2\} \Theta_{\text{ell}} + \frac{2}{3} \Theta_{\text{ell}}^2 + 2\sigma^2 \right],
\]
\[
\frac{d\Theta_{\text{sph}}}{d\ln a} = -\frac{1}{2} \left[ 3\Omega_m(a)\delta_{\text{sph}} - \{\Omega_m(a) - 2\Omega_L(a) - 2\} \Theta_{\text{sph}} + \frac{2}{3} \Theta_{\text{sph}}^2 \right].
\]

At early times, all \( \lambda_i \)s are small and the second order correction is small for all values of \( \lambda_a \). However, due to the asymmetry, it is possible to have two values of \( \lambda_a \) large (\( \sim O(1) \)) but with opposite signs. This asymmetry is already present in the initial conditions. The initial PDF given by eq. (16) has only 16\% probability of generating all \( \lambda \)s with the same sign (all positive or all negative). In 84\% of the cases, there are at least two with different signs (this distribution stays more or less constant through the evolution; see Appendix C). Suppose \( \lambda_{a,1} = -\lambda_{a,3} \sim O(1) \) and \( \lambda_{a,2} \) is small. Then the second order term reduces to \( \lambda_{a,1}^2 \sim O(1) \), i.e. not small compared to the first order terms. To illustrate this, we consider one sample point in the right panel. This has values \( \delta_i, \delta = \{0.004, 1.134\} \) and the individual \( \lambda_a = \{0.708, -0.819, 0.115\} \). The second order terms in this case add up to 0.5, much larger than the linear value. Therefore, strictly speaking, the approximation that \( \delta \sim \sum_{i=1}^3 \lambda_{a,i} \) is valid only at very early epochs \( a \lesssim 0.01 \).

In passing, we also note that all the data points lie above the solid curve which represents the spherical relation. This can be proven mathematically: for a fixed sum \( \sum_{i} \lambda_{a,i} \), the l.h.s. of eq. (24) is minimum when all the axes are equal.

3 Dynamics in the \( \delta - \Theta \) Plane.

In this section, we analyse the dynamics in the 2D space corresponding to the variables \( \delta = \sum \lambda_{d,i} \) and \( \Theta = \sum \lambda_{v,i} \).

3.1 Ellipsoid vs. sphere

The dynamical equations for the variables \( \delta \) and \( \Theta \) are given by

\[
\delta = \prod_{i=1}^{3}(1 - \lambda_{a,i})^{-1}
\]
\[
\approx \delta_i + \frac{3}{2} \sum_{i=1}^{3} \lambda_{a,i}^2 + \lambda_{a,1} \lambda_{a,2} + \lambda_{a,2} \lambda_{a,3} + \lambda_{a,1} \lambda_{a,3} + O(\lambda^3)
\]

Figure 5 shows \( \{\delta, \Theta\} \) pairs from one realization of the case \( \sigma_G = 1 \). The dashed line is the prediction of linear theory given in eq. (15). The solid black line is the SC-DVDR (eq. 18) and it acts as limiting case for the dynamics. We can prove this mathematically by the following arguments. Suppose that at some instant of time the perturbation pairs of the ellipsoid and sphere are the same i.e., \( \{\delta_{\text{ell}}, \Theta_{\text{ell}}\} = \{\delta_{\text{sph}}, \Theta_{\text{sph}}\} \) and hence both lie on the Zeldovich curve of the sphere.
The non-linear $\delta - \Theta$ relation based on triaxial dynamics. The dashed line is the linear relation and the solid line is the SC-DVDR given by eq. (18). At early epochs, both the sphere and ellipsoid obey linear dynamics. Velocity shear effects induce a scatter for the triaxial dynamics. The average $\delta - \Theta$ relation is close to linear, though to a less extent than the $\lambda_{d,1} - \lambda_{v,1}$ relation (see figure 3) because of the contribution from the second and third axes.

The $\delta - \Theta$ relation for initial conditions such that all $\lambda$s have the same sign. The values lie much closer to the SC-DVDR than in the general case (figure 5).

The rate of evolution differs in the two systems; the difference is

$$\frac{d\Theta}{d\delta}_{\text{ell}} - \left. \frac{d\Theta}{d\delta} \right|_{\text{sph}} = \frac{\sigma^2}{(1 + \delta)\Theta}. \quad (28)$$

The terms $(1 + \delta)$ and $\sigma^2$ are both positive. Thus, when $\Theta < 0$, i.e., the region is contracting, $\frac{d\Theta}{d\delta}_{\text{ell}} > \left. \frac{d\Theta}{d\delta} \right|_{\text{sph}}$. Since the slope of the SC-DVDR i.e., $\frac{d\Theta}{d\delta}_{\text{sph}}$ is always negative, these inequalities imply that triaxiality causes overdense regions to infall faster and underdense regions to expand slower. Triaxiality also implies some regions which are underdense but infalling, a possibility excluded in the spherical model.

It is interesting to note that the linear relation is a good approximation for the mean behaviour at late times. This can be partly explained by comparing with figure 3. The mean relation for the largest (in magnitude) eigenvalues is also close to linear (Appendix D).

Numerical simulations solve for the dynamics almost exactly, accounting for a variety of other effects such as non-local physics due to interaction between the environment, accretion etc. However, it is found that the spherical collapse prediction fits the ‘mean’ $\delta - \Theta$ relation reasonably well (Bernardeau et al. 1999; Kudlicki et al. 2000; Bilkic & Chodorowski 2008). On the other hand, predictions from the ellipsoidal collapse model systematically differ from this relation because of the...
shear term (see eq. 26). This seemingly better agreement of the spherical collapse model can be roughly explained as follows. The general evolution of the velocity divergence, given by Raychaudhuri’s equation, depends on the shear $\sigma^i$ and vorticity $(\frac{1}{2} \omega \cdot \omega)$. These two terms arise with opposite signs (see Peebles 1980, eq. 22.14); for overdensities, shear speeds up evolution of $\Theta$ towards negative values and vorticity does the opposite, possibly causing a partial cancellation at late times. The non-rotating ellipsoidal model includes shear but not vorticity, whereas the spherical collapse includes neither, mimicking the partial cancellation. This argument, while plausible, requires further investigations, but these are beyond the scope of the current paper. The predictions of ellipsoidal collapse agree better if one considers only the peaks (since haloes in simulations form at peaks in the density field). For the case of homogenous triaxial collapse, this corresponds to initial conditions where all the three $\lambda$’s are positive (an infalling halo) or all three are negative (an ever expanding void). Figure 6 shows the phase space snapshot for such special initial conditions evolved using eqs. (14). Clearly, the scatter decreases and the points lie closer to the spherical or ‘mean’ relation.

### 3.2 Scatter in the $\delta - \Theta$ plane

The spread in the $\delta - \Theta$ relation is least at the void limit $\delta = -1$ and increases as $\delta \to \infty$. This means that the void limit of the ellipse is the same as the sphere and we can compute it analytically. From eq. (18) this is

$$\Theta_{\text{max}} = \Theta_{\delta=-1} = \frac{3}{2} \Omega_0^{0.56}. \quad (29)$$

We note that the exponent of $\Omega_0$ is slightly different from the value of 0.6 given in previous works (Bernardeau et al. 1997; Bernardeau 1992). This is important for proposals to constrain the value of $\Omega_0$ using the value of maximal expansion in voids (for e.g. Dekel & Rees 1994).

The non-linear density-velocity divergence relation (DVDR), also known as the gravity-velocity relation, has been discussed in great detail by various authors in the past (Bernardeau 1992; Nusser et al. 1991; Gramann 1993; Bernardeau & van de Weygaert 1996; Chodorowski & Lokas 1997; Chodorowski et al. 1998; Bernardeau et al. 1999; Kudlicki et al. 2000; Ciecielag et al. 2003; Kitaura et al. 2012). These analyses are based on higher order perturbation theory (see review (Bernardeau et al. 2002)), either in Eulerian or Lagrangian frame, or on numerical simulations. All of them show a scatter around the mean-relations which is usually attributed to two reasons. One reason is the non-locality of the dynamics captured by higher order perturbation theory. In linear theory, both in Eulerian space (continuity equation) or in Lagrangian space (Zeldovich approximation), the DVDR relation is local i.e., the velocity divergence/velocity at a point is given by the density/gravitational acceleration at that point. Higher orders of perturbation theory depend on derivatives of lower orders and to determine them, the field needs to be known everywhere (non-local). This non-locality makes the relation stochastic or non-deterministic because although the field equations are deterministic, the initial conditions are random. Another related reason is the traceless ‘shear’ component of the tensor of velocity derivatives. The eigenvalues of this tensor are $\sigma_i = \lambda_{v,i} - \Theta/3$ and their relation to the scatter has been discussed by Chodorowski (1997) from the point of view of perturbation theory. The triaxial model provides a nice illustration of the same effect based on local dynamics. This is clear from considering eq. (28). The terms that differ from the sphere are all second order and vanish when all the axes are equal. Figure 7 illustrates this effect for the data plotted in figure 5. The left panel plots the (conditional) shear scalar, $\langle \sigma^2 \rangle_{\delta}$, where $\sigma^2$ is defined in eq. (27). The shears are small in the void regions and increases in the overdense regions. The middle panel shows the conditional scatter defined as $\langle (\Theta - \langle \Theta \rangle_{\delta})^2 \rangle_{\delta}$. This has the same trend as that of the conditional shear. The last panel shows their ratio. Interestingly,
this ratio is roughly constant over two decades in density. Thus, the scatter can be attributed to the asymmetry in the system. Indeed, the non-linear DVDR based on the spherical collapse model, which is both local and symmetric, and shows no scatter.

4 MARGINAL PROBABILITIES $p(\Theta)$ AND $p(\delta)$.

As an application of this method, we compute the marginal probabilities $p(\Theta)$ and $p(\delta)$ and qualitatively discuss the joint PDF $p(\delta, \Theta)$.

4.1 Numerical runs

The numerical runs were performed by evolving a set of $10^4$ initial conditions using the equations of phase space dynamics given in eq. (14). At the desired final time the $\delta$ and $\Theta$ are computed according to definitions given in eqs. (9) and (8). Each set was drawn from the distribution given by eq. (16). Three scales were considered: $\sigma_C = 0.5, 1$ and 2. The initial $\sigma_C$ is related to the scale of the perturbation; the exact dependence depends on the shape and amplitude of the power-spectrum. For the BBKS power spectrum with $n_s = 1$ and $\sigma_8 = 0.9$, $\sigma_C = 0.5, 1, 2$ corresponds to length scales of $R_f = 16.4, 7$ and 3.65 $h^{-1}$Mpc respectively. Two cosmologies were considered: EdS ($\Omega_m = 1, \Omega_\Lambda = 0$) and $\Lambda$CDM ($\Omega_m = 0.29, \Omega_\Lambda = 0.71$). The realization at $a = 1$ was the same for the two cosmologies, but the values at the initial epoch $a = 0.001$ were set by multiplying by the correct growth rate factor. By $a = 1$ roughly one-tenth of the points had undergone collapse. For each $\sigma_C$ value, five realizations were evolved; the PDF is the average over five and the error bars correspond to the standard deviation.

4.2 Theoretical Estimates for comparison

The one-point distributions of the non-linear density and velocity fields have been discussed in great detail in the past. One of the most popular forms for the density PDF is the empirically motivated log-normal model given by Coles & Jones (1991). While this form has been checked by simulations (for e.g., Kayo, Taruya, & Suto 2001, Kitaura et al. 2012), there are others based on more analytical approaches. For example, Kofman et al. (1994) constructed the non-linear PDF from the linear Gaussian PDF by expressing the non-linear density as a function of the linear power spectrum. Further work by Bernardeau & collaborators (Bernardeau 1994; Kofman et al. 1994) gave forms for the large scale density PDF, both in Eulerian and Lagrangian spaces, from cumulants calculated using perturbation theory. Later Fosalba & Gaztanaga (1998a) derived the density PDF both in real space and redshift space based on excursion sets and ellipsoidal collapse. More recently, Lam & Sheth (2008a,b) derived the density PDF both in real space and redshift space based on excursion sets and ellipsoidal collapse.

For the density comparison we choose a combination of the log-normal forms and the perturbative form proposed by Bernardeau (1994):

$$p(\delta) = \begin{cases} p_{B94}^{\text{void}}(\delta) & -1 \leq \delta < -0.4 \\ p_{L-N}(\delta) & -0.4 \leq \delta < 1 \\ p_{B94}^{\text{high}}(\delta) & \delta \geq 1, \end{cases}$$

where

$$p_{B94}^{\text{void}}(\delta) = \frac{(7 - 5(1 + \delta)^{2/3})}{4\pi \sigma_8^2} \frac{1}{(1 + \delta)^{5/2}} \times \exp \left[-\frac{9}{8\sigma_8^2} \left(-1 + \frac{1}{(1 + \delta)^{2/3}}\right)^2\right] d\delta$$

$$p_{L-N}(\delta) = \frac{1}{\sqrt{2\pi (1 + \delta) \sigma_{ln}}} \times \exp \left[-\frac{\log(1 + \delta) + \sigma_{ln}^2/2}{2\sigma_{ln}^2}\right] d\delta$$

$$p_{B94}^{\text{high}}(\delta) = f_c \frac{\alpha_s \sigma_8}{4\sqrt{\pi}} \frac{(1 + \delta)^{-5/2}}{\sigma_8^2} \times \exp \left[-\frac{|y_s\delta + |\phi_s\delta|}{\sigma_8}\right] d\delta$$

with $\sigma_{ln} = \ln(1 + \sigma_8^2)$, $\alpha_s = 1.84$, $y_s = -0.184$, $\phi_s = -0.03$. We have chosen the $n = -3$ values for the parameters $\alpha_s, y_s, \phi_s$ from B94 (this corresponds to the case of no smoothing). The correction factor $f_c = [1 + 2(0.8 - \sigma_0)\sigma_8^{-1.3}(1 + \delta)^{-0.5}]$ was introduced by B94 to account for the fact that the PDF calculated by the perturbative form did not perform well at high $\delta$. The ratio is sensitive to the binning in high density regions, but is of the same order of magnitude.
For the velocity divergence the form for \( p(\Theta) \) proposed in B94

\[
p(\Theta) = \begin{cases} 
    p_{\text{B94}}^\text{void}(\Theta) & 1.5 > \Theta \geq -0.5 \\
    p_{\text{B94}}(\Theta) & \Theta < -0.5 
\end{cases}
\]

where

\[
p_{\text{B94}}^\text{void}(\Theta)d\Theta = \frac{1}{3(3+2\tau)^2} \sqrt{\frac{1+2\tau}{3\pi\sigma_G^2(3+2\tau)}} \times \exp\left(-\frac{\tau^2}{2\sigma_G^2}\right) d\Theta; \quad \tau = \Theta \left(1 - \frac{3}{2}\right)^{-1}
\]

\[
p_{\text{B94}}^\text{void}(\Theta)d\Theta = f_c \frac{3a_\Theta a_\Theta}{4\sqrt{\pi}} \left( \frac{3}{2} - \Theta \right)^{-5/2} \times \exp\left[ \frac{|y|_\Theta}{\sigma_\Theta}\right] d\Theta
\]

with \( a_\Theta = 1.67, y_\Theta = -0.222, \phi_\Theta = -0.042 \). The PDF for the \( \Lambda \)CDM cosmology is given by rescaling \( p_{\Lambda \text{CDM}}(\Theta) = p_{\text{EdS}}(\Theta \rightarrow \Theta/f(\Omega_m)) \), where the \( \sigma_\Theta \) is the variance of the scaled variable. The correction factor \( f_c = [1+30(0.8-\sigma_\Theta)\sigma_\Theta^{-1.5}(1.5-\Theta)^{-0.5}] \) was introduced in B94 to account for the fact that the expression eq. (36) underestimates the exact answer. We used it only for the case \( \sigma_G = 1, \alpha = 1 \). For all other cases, \( f_c = 1 \).

The \( \sigma_\Theta \) and \( \sigma_\Theta \) in the above expressions are related to \( \sigma_G \) using linear theory \( \sigma_\Theta^2(\alpha) = \sigma_G^2 D^2(\alpha)/D^2(\alpha = 1) \) and not from data. Ideally, these expressions are valid for small values of \( \sigma \). So we do not compare the case \( \sigma_G = 2 \) at \( \alpha = 1 \).

The PDFs generated by our analysis are in the Lagrangian frame since the evolution of the ellipse conserves mass and the density is related to the change in volume. For a fair comparison to the forms discussed above one must convert from the Lagrangian frame to the Eulerian frame. We follow a procedure along the lines discussed in Bernardeau (1994); however, the correct method involves taking derivatives of the Lagrangian PDFs with respect to the mass scale (i.e., varying \( \sigma_G \)). Since we have used only three values of \( \sigma \), this computation will be highly inaccurate. Instead, we use the linear limit of the relation which, for the case \( n = -3 \), reads (see appendix E)

\[
p_e(\delta) = \frac{p_e(\delta)}{1 + \delta}
\]

\[
p_e(\Theta) = \frac{p_e(\Theta)}{1 + \delta}
\]

where \( p_e \) and \( p_l \) are the Eulerian and Lagrangian PDFs respectively. This correction is applied for each realization and the average is computed over five realizations. The PDFs in either frame are not a priori normalized.

### 4.3 Results: \( p(\delta) \) and \( p(\Theta) \)

We construct PDFs from the data generated by the numerical runs described in §4.1. The output is analysed at three different epochs: \( a = 0.05, 0.4 \) and 1 (corresponding to \( z = 19, 1.5 \) and 0). Three scales were considered: \( \sigma_G = 0.5 \) (red),1 (blue dotted), 2 (brown, dashed).

Figure 8 shows the marginal probability distribution \( p(\delta) \) at the three epochs. The points denote the data and the lines denote the analytic distribution. The top and bottom panels are the EdS and \( \Lambda \)CDM cosmologies. At early times, the departure from Gaussianity is small and the log-normal model provides a good fit. At later epochs, the fits are better for smaller \( \sigma_G \). This departure can be attributed to several reasons. Firstly, triaxial collapse is local, whereas higher order perturbation theory can account for non-local effects. The other reason is that the perturbative approximation fails at high values of \( \delta \) and the correction factors given in B94 are expected to work only for \( \sigma \lesssim 1 \). Thirdly, we are using a linear approximation for the transformation from the Lagrangian to Eulerian frame.

The PDF of \( \Theta \), shown in figure 9, exhibits a similar behaviour. The \( x \)-axis in this case is \( \Theta \max - \Theta \), where \( \Theta \max \) is the maximal value in voids given by eq. (29). The point \( \Theta \max \) in this variable corresponds to \( \Theta = 0 \) and is shown on the graph. Points to the left of \( \Theta \max \) correspond to voids and those to the right correspond to overdensities. We see that the analytic expressions given by eq. (34) fit very well at early times when the perturbations are in the linear regime and the agreement reduces with increasing epoch and \( \sigma \).

### 4.4 Joint pdf

Figure 10 shows the evolution of the joint PDF \( p(\delta, \Theta) \) for the EdS model (left panel) and the \( \Lambda \)CDM model (right panel) at \( a = 1 \). The region above the SC-DVDR is overlaid to indicate the sharp cut-off observed in figure 5. Our graphs are in reasonably good agreement with the joint PDF plotted by Ohta, Kayo, & Taruya (2003), which was also based on ellipsoidal...

---

9 Numerically we found that they were normalized with an error of a few percent.
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The main points of this paper can be summarized as follows.

- We recast the Bond & Myers' set of equations for triaxial collapse into a new set of equations governing the dynamics of collapse, although they have a slight spill over which may possibly be a plotting artefact. Both for EdS and ΛCDM, the scatter increases as time elapses (at early times the scatter is minimal; all points obey the local linear relation). However, the limiting spherical curve in the two cases is different. The scatter is greater for a higher $\sigma_G$, which is not depend on the initial power spectrum normalization or index. But the same cannot be done with the joint PDF. Unlike the SC-DVDR which does not depend on the initial $\sigma_G$, the joint PDF carries the signature of the initial width (we investigated two more values of $\sigma_G$; data not shown).

Figure 8. Evolution of $p(\delta)$ vs $1 + \delta$ for three values of $\sigma_G$ for the EdS and ΛCDM models. Agreement with the theoretical forms given in eq. (30) is better in the void regions than in the high density tails.

Figure 9. Evolution of $p(\Theta)$ vs $\Theta_{\text{max}} - \Theta$, where $\Theta_{\text{max}} = 1.51_{-0.20}^{+0.56}$. For EdS, $\Theta_{\text{max}}$ is constant with time, where as for ΛCDM it changes. Agreement with the theoretical forms of B94 given in eq. (34) is maintained in voids throughout the evolution, but worsens in the overdense regions $\Theta_{\text{max}} - \Theta \gg 1$.

5 CONCLUSION
The main points of this paper can be summarized as follows.
Density-velocity evolution from triaxial collapse

Figure 10. The joint PDF \( p(\delta, \Theta) \). The contours are drawn for \( p(\delta, \Theta) = 0.32, 0.1, 0.032, 0.01, 0.001 \). The SC-DVDR, given by eq. (18), forms a limiting case for the joint PDF. The spread is related to the shear component of the velocity field as was discussed in §3.2

of eigenvalues of the deformation tensor \( \lambda_{a,i} \), the velocity derivative tensor \( \lambda_{v,i} \) and the gravity Hessian \( \lambda_{d,i} \). The main advantage of this reform is that it eliminates the dependence on complicated elliptic integrals which are present in the original system and provides a more natural way to track the dynamics of the perturbation fields. With these definitions \( \delta = \sum \lambda_{d,i} \) and the scaled velocity divergence \( \Theta = \sum \lambda_{v,i}, i = 1, 2, 3 \).

- In linear theory ‘no decaying modes’ implies that the \( \lambda_{d} \) and \( \lambda_{v} \) for each axis are proportional, but this breaks down in the non-linear regime. Using the ideas in N13, we extended this to the non-linear regime by imposing the condition ‘no perturbations at the big bang’. This gives a relation between the three \( \lambda_{d} \) and \( \lambda_{a,s} \) at any epoch which traces out a 3D subspace of the 6D perturbation space. We find that along this subspace the perturbations satisfy

\[
\tilde{q}_{v} + \tilde{q}_{d} = 1,
\]

where \( \tilde{q} = (\lambda_{\max} - \lambda_{\text{inter}})/(\lambda_{\max} - \lambda_{\min}) \). To the best of our knowledge, this is a new universal relation, not discussed in earlier literature. Since the dependence on cosmology of the velocity-gravity relation is primarily through the linear growth factor, this universality is with respect to redshift as well as cosmological model.

- Using the same phase space equations, we analysed the relation between the density \( \delta \) and the trace of the deformation tensor \( \sum \lambda_{a,i} \). In the linear regime, \( \lambda_{d,i} \approx \lambda_{a,i} \) and \( \delta \approx \sum \lambda_{a,i} \). To understand the validity of this statement we examined the \( \delta - \sum \lambda_{a,i} \) relation a function of time. We find that linearity of this relation breaks down at late times even for ‘linear’ \( \delta \) values. This emphasizes the point that the ‘linearity’ refers to the individual \( \lambda_{a,s} \). In the non-linear regime, because of a cancellation between \( \lambda_{a,s} \) of opposite signs, it is possible to have a ‘linear’ \( \delta \) although the \( \lambda_{a} \) are of order unity.

- From the nine-dimensional set for the eigenvalues, we obtained a two dimensional set that governs the \( \delta - \Theta \) dynamics. We find that the late time density-velocity divergence relation is close to linear. In this regime, the collapse along the shortest axis dominates the collapse along the other two ones. Therefore, the dynamics can be effectively modelled as a one dimensional with the other two axes comoving with the background.

- When compared to numerical simulations (for e.g., Bernardeau et al. 1999; Kudlicki et al. 2000), triaxial collapse does worse than the spherical collapse in predicting the \( \delta - \Theta \) relation. Both triaxial collapse and simulations show a scatter in the relation, but in the first case the spherical relation acts as a upper bound whereas in the case of simulations it turns out to be a good approximation for the mean. In the case of simulations, the scatter arises from random errors coupled with stochastic initial conditions and it is somewhat of a coincidence that the mean relation is well described by the sphere. On the other hand, the scatter in the ellipsoidal model, arises due to the asymmetry in the system and is related to the ‘shear’ part of the velocity derivative tensor. This effect has been discussed in the past by Chodorowski (1997) using higher order perturbation theory and the triaxial collapse provides a nice illustration of the same based on ‘local’ dynamics.

- As an application of this method, we examined the pdf of the density and velocity perturbations. We focussed primarily on the marginal PDF’s \( p(\Theta) \) and \( p(\delta) \) and discussed the joint PDF only qualitatively. We find that the agreement is good at earlier epochs and smaller values of \( \sigma_{G} \). This is somewhat expected. The theoretical estimates based on perturbation theory
include non-local physics whereas the ellipsoidal model is local. In addition, the conversion from the Lagrangian frame to Eulerian frame is based on a linear relation, which will breakdown for high values of $\delta$. As another application we will consider the evolution of axis ratios (paper II, Nadkarni-Ghosh & Singhal 2015).

The aim of this work was to understand the non-linear behaviour of density and velocity perturbations through the eigenvalue dynamics. This work is general and gives rise to a range of possible applications. In particular, there is recent interest in numerically classifying and quantifying the cosmic web based on eigenvalues of the gravity Hessian (Hahn et al. 2007; Forero-Romero et al. 2009) and the eigenvalues of the velocity derivative tensor (Hoffman et al. 2012; Libeskind, Hoffman, & Gottlöber 2014). One main issue in these studies is that the resultant mathematical structure depends not only on whether one uses the gravitational tensor (T-web) or the velocity tensor (V-web), but it also depends on the details of the classification algorithm (Hoffman et al. 2012; see Forero-Romero et al. 2014 for a list). Furthermore, it was also found that the velocity based classification is a better tracer of the cosmic web and there have been independent observational evidences for the same (Lee, Rey, & Kim 2014). However, the detailed reasoning based on a first principles analysis for this connection is unclear. Through the newly defined ‘growth enhancement factor’ we are able to characterize the growth rates and provide an insight into this result. Further investigations based on eigenvalue dynamics may help understand these numerical studies better. Another possible application is to improve ellipsoidal collapse based mass function generating codes, such as PINOCCHIO (Monaco et al. 2013). This will be useful to investigate the universal nature of mass function, dependence on cosmology etc. Analytic descriptions of triaxial dynamics can also be used to resolve issues related to alignment or initial shapes of haloes which have been raised in recent simulations (see for e.g. Despali, Tormen, & Sheth 2013) because time-reversing the phase flow equations is easy making it possible to trace back to the initial conditions.

However, there are many limitations of the triaxial model considered here. The first important assumption is that the principle axes stay fixed throughout the evolution i.e., no rotations are included. Second, the ellipse is isolated; the dynamics is local. There are no interactions between neighbours. The effect of the environment is modelled through the effective external non-linear tidal tensor, which depends completely on the axes lengths. The first extension of this analysis would be to follow the more complete set of equations such as those given by Eisenstein & Loeb (1995), which includes rotation. Additional parameters will be required to model the rotational degree of freedom, but the basic framework remains the same. The long-term aim of such investigations would be to provide analytic insight that helps to interpret and improve numerical studies. This paper presents a first step towards this goal.
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APPENDIX A: DEFINITIONS OF THE TENSORS

The physical and comoving axes of the ellipse are

\[ r_i = a_i q_i, \quad x_i = \frac{a_i}{a} q_i, \]  

(A1)

where \( q_i \) is the initial Lagrangian coordinate of the \( i \)-th axis. Initially, the \( a_i \) are different from \( a \), so \( q_i \) is not the initial comoving coordinate. If we want to characterize the deformation from the sphere then for the sphere \( q_1 = q_2 = q_3 \). The deformation and velocity are

\[ s_i = q_i - x_i = \left( 1 - \frac{a_i}{a} \right) q_i, \]  

(A2)

\[ v_i = \dot{r}_i - H r_i = \left( \frac{\dot{a}_i}{a} - H \right) r_i. \]  

(A3)

The deformation tensor is

\[ e_{ij} = \frac{1}{2} \left( \frac{\partial s_i}{\partial q_j} + \frac{\partial s_j}{\partial q_i} \right) = \lambda_{a,i} \delta_{ij}. \]  

(A4)

Note that we differ from BM96 by a minus sign. However, their relevant eigenvalues (denoted as \( \lambda_{v,A} \)) are negative of the eigenvalues of their \( e_{ij} \). We have expressed it so that the \( \lambda_a \) are eigenvalues of \( e_{ij} \). This is just a matter of convention. The important point is that in both conventions \( \lambda_a = \lambda_d \) in the linear regime and \( \sum \lambda_n,i = \delta \). The tensor of velocity derivatives is

\[ \frac{1}{2H} \left( \frac{\partial v_i}{\partial r_j} + \frac{\partial v_j}{\partial r_i} \right) = \lambda_{v,i} \delta_{ij}. \]  

(A5)
The gravitational potential $\phi_p$ (scaled by $4\pi G\bar{\rho}_m$) for the ellipsoid is
\[ \phi_p = \frac{1}{2} \sum_i \lambda_{d,i} r_i^2. \] (A6)

The Hessian of the gravitational potential is
\[ \frac{\partial^2 \phi_p}{\partial r_i \partial r_j} = \lambda_{d,i} \delta_{ij}. \] (A7)

The peculiar gravitational acceleration is $\ddot{r} = \nabla \phi_p$. Comparing with eq. (2) one can ensure that the definition is consistent.

**APPENDIX B: DERIVATION OF THE PHASE SPACE EQUATIONS**

With the definitions of the parameters the equation for the axes evolution takes the form
\[ \frac{\ddot{a}_i}{a_i} = -\frac{3H^2}{2} \left( \Omega_m \left( \frac{1}{3} + \lambda_{d,i} \right) - \frac{2}{3} \Omega_\Lambda \right). \] (B1)

$\Omega_m$ and $\Omega_\Lambda$ are functions of $a$.

(i) Evolution of $\lambda_{a,i}$: from the definition $\lambda_{a,i} = 1 - \frac{a_i}{a}$, it follows that
\[ \dot{\lambda}_{a,i} = -\left( \frac{\dot{a}_i}{a} - \frac{a_i}{a} \dot{H} \right). \] (B2)

But from the definition of $\lambda_{v,i}$, $\dot{a}_i = H a_i (1 + \lambda_{v,i})$. Substituting in the above equation, using the definition of $\lambda_{a,i}$ and converting from derivatives w.r.t. time to derivatives w.r.t. $\ln a$, in $a$ gives
\[ \frac{d\lambda_{a,i}}{d\ln a} = -\lambda_{v,i} (1 - \lambda_{a,i}). \] (B3)

(ii) Evolution of $\lambda_{v,i}$: from the definition $\lambda_{v,i} = \frac{1}{H} \frac{\dot{a}_i}{a_i} - 1$, we have
\[ \dot{\lambda}_{v,i} = \frac{\dot{a}_i}{a_i} \left( 1 - \frac{1}{H^2} \frac{\ddot{a}_i}{a} \right) + \frac{1}{H} \left( \frac{\ddot{a}_i}{a_i} - \frac{\dot{a}_i^2}{a_i^2} \right). \] (B4)

Using eq. (B1), the background evolution $\frac{\ddot{a}}{a} = -\frac{H^2}{2} (\Omega_m - 2\Omega_\Lambda)$ and the definitions $\lambda_v$ gives
\[ \frac{d\lambda_{v,i}}{d\ln a} = \frac{3}{2} \Omega_m \lambda_{d,i} + \lambda_{v,i} \left( 1 + \frac{\Omega_m}{2} - \Omega_\Lambda \right) - \lambda_{v,i}^2. \] (B5)

(iii) Evolution of $\lambda_{d,i}$: $\lambda_{d,i}$ is defined as
\[ \lambda_{d,i} = \frac{\delta a_i}{2} + \frac{5}{4} \left( \frac{\alpha_i - 2}{3} \right), \] (B6)

where
\[ \delta = \frac{a^3}{a_1 a_2 a_3} - 1, \] (B7)
\[ \alpha_i = a_1 a_2 a_3 f_i, \] (B8)

and
\[ f_i = \int_0^\infty d\tau (a_i^2 + \tau)^{-\frac{3}{2}} \prod_{j=1}^3 (a_j^2 + \tau)^{-\frac{1}{2}}. \] (B9)

Hence,
\[ \frac{d\lambda_{d,i}}{dt} = \left( \frac{\delta}{2} + \frac{5}{4} \right) \frac{d\alpha_i}{dt} + \alpha_i \frac{d\delta}{dt}. \] (B10)

From the definitions,
\[ \frac{d\delta}{dt} = -H (1 + \delta) \sum_i \lambda_{v,i} \] (B11)
\[ \frac{d\alpha_i}{dt} = H \alpha_i \sum_{i=1}^3 \lambda_{v,i} + a_1 a_2 a_3 \frac{df_i}{dt}. \] (B12)

The non-trivial part is the term $\frac{df_i}{dt}$. We proceed to evaluate it. Consider the case $i = 1$.
\[ \frac{df_1}{dt} = 2a_1 \dot{a}_1 \int_0^\infty d\tau \left( -\frac{3}{2} (a_1^2 + \tau)^{-\frac{3}{2}} (a_2^2 + \tau)^{-\frac{1}{2}} (a_3^2 + \tau)^{-\frac{1}{2}} \right) - a_2 \dot{a}_2 I_3 - a_3 \dot{a}_3 I_2, \] (B13)

where
\[ I_3 = \int_0^\infty d\tau (a_1^2 + \tau)^{-\frac{3}{2}} (a_2^2 + \tau)^{-\frac{1}{2}} (a_3^2 + \tau)^{-\frac{1}{2}}. \] (B14)
and $I_2$ is obtained by interchanging 2 and 3 in $I_3$. Rewrite $-\frac{3}{2}(a_1^2 + \tau)^{-\frac{3}{2}}$ in the first integrand as $\frac{d(a_1^2 + \tau)^{-\frac{3}{2}}}{d\tau}$ and integrate by parts to give

$$\frac{df_1}{dt} = -\frac{2}{a_1a_2a_3} \frac{1}{a_1} + (a_1a_1 - a_2a_2)I_3 + (a_1a_1 - a_2a_2)I_2$$

The solutions for the integrals $I_2$ and $I_3$ can be found in a paper by Carlson (1987); equation 2.10. These expressions give the integrals $I_2$ and $I_3$ in terms of $RF(a_1^2, a_2^2, a_3^2)$.

$$I_3 = \frac{1}{(a_1^2 - a_2^2)^2} \left( \frac{2}{3}(2a_3^2 - a_2^2)R_D(a_1^2, a_2^2, a_3^2) - 4RF(a_3^2, a_1^2, a_2^2) + \frac{a_1^2 + a_2^2}{a_1a_2a_3} \right)$$

But from relations in Carlson (1989), specifically, equations 2.12, 2.17 and 2.26, it can be shown that

$$3RF(a_1^2, a_2^2, a_3^2) = a_1^2R_D(a_2^2, a_3^2, a_1^2) + a_2^2R_D(a_3^2, a_1^2, a_2^2) + a_3^2R_D(a_1^2, a_2^2, a_3^2)$$

where

$$R_D(a_1^2, a_2^2, a_3^2) = \frac{3}{2} \frac{a_1^2}{a_1a_2a_3}, \quad R_D(a_3^2, a_1^2, a_2^2) = \frac{3}{2} \frac{a_2^2}{a_1a_2a_3} \quad \text{etc}$$

Using the two above results from Carlson’s paper and the relation $\sum \alpha_i = 2$, gives

$$a_1a_2a_3 \frac{df_1}{dt} = -\frac{2}{a_1} a_1 + \frac{(a_2 - \alpha_1)(a_1^2 - a_2a_2)}{a_1^2 - a_2^2} + \frac{(a_3 - a_1)(a_1^2 - a_3a_3)}{a_1^2 - a_3^2}$$

Using eqs. (B10), (B11), (B12) and (B19) along with the definitions of $\lambda_v$ and $\lambda_d$ gives

$$\frac{d\lambda_{d,i}}{d\ln a} = -\left(1 + \delta \right) \left( \frac{\delta + \frac{5}{2}}{2} \right)^{-1} \left( \frac{\lambda_{d,i} + \frac{5}{6}}{a_1a_2a_3} \sum \lambda_v,j \right) + \left( \frac{\lambda_{d,i} + \frac{5}{6}}{a_1a_2a_3} \sum \lambda_v,i \right) - \left( \frac{\delta + \frac{5}{2}}{2} \right) \left( \frac{\lambda_{d,i} + \frac{5}{6}}{a_1a_2a_3} \sum \lambda_v,i \right) + \sum \frac{\lambda_{d,j} - \lambda_{d,i}}{(1 - \lambda_{a,i})^2} \left( \frac{(1 - \lambda_{a,i})^2 - (1 + \lambda_{a,j})(1 + \lambda_{a,j})(1 + \lambda_{v,j})}{1 - \lambda_{a,i}^2} \right).$$

Note that only the equation for $\lambda_v$ depends on the background cosmology. The equations for $\lambda_d$ and $\lambda_d$ stay unchanged.

**Spherical and linear limits:** When all three axes are equal, $\lambda_d = \delta_{ph}/3$ and $\lambda_v = \Theta_{ph}/3$. It is easy to check that the $\lambda_v$ equation reduces to eq. (27b) for the sphere. For case of the $\lambda_d$ equation, the last term can be shown to be tending to zero by substituting $\lambda_j = \lambda_i + \epsilon$ and taking the limit $\epsilon \to 0$. The second and third terms cancel and we are left with the first which reduces to eq. (27a). Linearizing the $\lambda_v$ and $\lambda_d$ equations gives $d\lambda_{d,i}/d\ln a = -\lambda_{v,i}$ and $d\lambda_{v,i}/d\ln a = \lambda_{d,i}$ giving the correct linear limit $d\lambda_{v,i}/d\lambda_{d,i} = -1$.

**APPENDIX C: EVOLUTION OF THE SIGNS OF THE $\lambda$ PARAMETERS**

Figure C1 shows the distribution of the signs of the $\lambda$ parameters. This distribution stays more or less constant throughout the evolution and may potentially change for initial conditions that are non-Gaussian.

**APPENDIX D: PHASE SPACE DYNAMICS FOR 1D COLLAPSE**

If the perturbation is only along one axis and the other two axes are comoving with the background, then $\lambda_{d,v,2} = \lambda_{d,v,3} = 0$. Then, $\lambda_{v,1} = \Theta$ and the diagonal components of the shear tensor are $\sigma_1 = \frac{2}{3} \Theta$ and $\sigma_2 = \sigma_3 = -\frac{1}{3} \Theta$. Thus, the dynamical
system given by eq. (26) for an EdS cosmology reduces to

\begin{align}
\frac{d\delta}{d\ln a} &= -(1 + \delta)\Theta \\
\frac{d\Theta}{d\ln a} &= -\frac{1}{2} [3\delta + \Theta + 2\Theta^2].
\end{align}

\tag{D1a} \tag{D1b}

Rearrange the terms in the second equation (add and subtract $\delta$ and express $\Theta = 3\Theta - 2\Theta$) to give

\begin{equation}
\frac{d\Theta}{d\ln a} = (1 + \delta)\Theta - \frac{(\Theta + \delta)(3 + 2\Theta)}{2}.
\end{equation}

\tag{D2}

Dividing the second equation by the first, gives

\begin{equation}
\frac{d\Theta}{d\delta} = -1 + \frac{(\Theta + \delta)(3 + 2\Theta)}{2\Theta(1 + \delta)}.
\end{equation}

\tag{D3}

It is easy to check that a linear relation satisfies this equation. The initial conditions are $\Theta(\delta = 0) = 0$ and $\left.\frac{d\Theta}{d\delta}\right|_{\delta = 0} = c$, where $c$ is some pre-determined constant. Let $\Theta = A\delta + B$ be a solution to the above equation with the given initial conditions. The first initial condition sets $B = 0$ and the second one gives

\begin{equation}
\left.\frac{d\Theta}{d\delta}\right|_{\delta = 0} = -1 + \frac{3}{2}(A + 1) = c,
\end{equation}

\tag{D4}

which in turn sets $A = \frac{3}{2}(1 + c) - 1$. For $c = -1$, $A = -1$ giving $\Theta = -\delta$. A similar argument will hold for the $\Lambda$CDM case: only the coefficient of $\Theta$ changes so the rearrangement of terms will be slightly different and the constant $c$ (or alternatively $A$) will involve some factors of $\Omega_m$ and $\Omega_\Lambda$.

**APPENDIX E: RELATION BETWEEN THE LAGRANGIAN AND EULERIAN PDFS**

Given a discrete distribution of massive particles with a mean density $\bar{\rho}$ there are two ways to define the density field. At each point, consider the amount of matter $M$ contained in a fixed volume $V_0$ and define the density contrast as $\delta(M, V_0) = \frac{1}{\bar{\rho}} \frac{M}{V_0}$. This corresponds to the Eulerian prescription. Alternately, in the Lagrangian prescription, at each point one estimates the fixed mass $M_0$ and the corresponding density contrast is $\delta = \frac{1}{\bar{\rho}} \frac{M_0}{V_0}$. $M_0$ and $V_0$ are related through $\delta_0$ as

\begin{equation}
\delta_0 = \frac{1}{\bar{\rho}} \frac{M_0}{V_0} - 1.
\end{equation}

\tag{E1}

In the Eulerian prescription, $\delta$ and $M$ are equivalent variables whereas in the Lagrangian prescription, $\delta$ and $V$ are equivalent. Furthermore, a different choice of $V_0$ for the same choice of $M_0$ gives a different Eulerian density field and similarly a different choice of $M_0$ for a fixed choice of $V_0$ gives a different Lagrangian density field. To relate the PDFs of the Eulerian and Lagrangian fields, note that the probability that a given volume $V_0$ contains an amount of matter greater than $M_0$ is same as the probability that $M_0$ occupies a volume smaller than $V_0$ (B94 page 702, eq. 33a). This gives

\begin{equation}
\int_{M_0}^{\infty} p_E(V_0, M)dM = \int_{0}^{V_0} p_L(V, M_0)dV.
\end{equation}

\tag{E2}

To change the integration variable to $\delta$ note that

\begin{equation}
p_E(V_0, M) = p_E(V_0, \delta) \left| \frac{d\delta}{dM} \right| \implies p_E(V_0, M)dM = p_E(V_0, \delta)d\delta
\end{equation}

\tag{E3}

\begin{equation}
p_L(V, M_0) = p_L(\delta, M_0) \left| \frac{d\delta}{dV} \right| \implies p_L(V, M_0)dV = -p_L(\delta, M_0)d\delta.
\end{equation}

\tag{E4}

The negative sign arises in the second equation because $\delta$ and $V$ are inversely related. The end points of the first integral: $M = \{M_0, \infty\} \implies \delta = \{\delta_0, \infty\}$ and in the second $V = \{0, V_0\} \implies \delta = \{\infty, \delta_0\}$. Thus, eq. (E2) becomes

\begin{equation}
\int_{\delta_0}^{\infty} p_E(V_0, \delta)d\delta = \int_{\delta_0}^{\infty} p_L(\delta, M_0)d\delta.
\end{equation}

\tag{E5}

Differentiating w.r.t. $\delta_0$ for a fixed $V_0$ gives

\begin{equation}
-p_E(V_0, \delta_0) = -\left\{p_L(\delta_0, M_0) + \int_{\delta_0}^{\infty} \frac{\partial}{\partial \delta_0} p_L(\delta, M_0)d\delta \right\}.
\end{equation}

\tag{E6}

The above relation is between the discrete Eulerian and Lagrangian densities. Using the relation between the smooth and discrete densities given by B94 (i.e., the PDFs of the Eulerian densities differ by $1 + \delta$, where as the PDFs of the Lagrangian densities are the same) gives

\begin{equation}
(1 + \delta_0)p_E(V_0, \delta_0) = \left\{p_L(\delta_0, M_0) - \int_{\delta_0}^{\infty} \frac{\partial}{\partial \delta_0} p_L(\delta, M_0)d\delta \right\}.
\end{equation}

\tag{E7}
The second term on the r.h.s. depends on the variation of \( p_L \) with \( \delta_0 \) or alternately \( M_0 \). Ideally, to compute it we need to know how \( p_L \) varies with \( M_0 \). A different mass scale corresponds to a different choice of \( \sigma \). So we can rewrite

\[
\frac{\partial p_L}{\partial \delta_0} = \frac{\partial p_L}{\partial M_0} \frac{\partial M_0}{\partial \delta_0} = \frac{\partial p_L}{\partial \sigma} \frac{\partial \sigma}{\partial M_0} \frac{\partial M_0}{\partial \delta_0} = \frac{\partial p_L}{\partial \sigma} \frac{\partial \sigma}{\partial R_f} \frac{\partial R_f}{\partial \delta_0}.
\]

(E8)

Combining the above with eq. (E1),

\[
(1 + \delta_0) V_0 = \frac{4}{3} \pi R_f^3
\]

(E12)

and differentiating w.r.t. \( \delta_0 \) at a fixed \( V_0 \) gives

\[
\frac{dR_f}{d\delta_0} = \frac{R_f}{3(1 + \delta_0)}.
\]

(E13)

Since \( \frac{d\sigma}{dR_f} \) and \( \frac{dR_f}{d\delta_0} \) do not depend on \( \delta \), eq. (E7) becomes

\[
(1 + \delta_0) p_E(V_0, \delta_0) = \left\{ p_L(\delta_0, \sigma) \right. - \frac{d\sigma}{dR_f} \frac{dR_f}{d\delta_0} \int_{\delta_0}^{\infty} \frac{d\sigma}{d\delta} d\delta \}
\]

(E14)

In eq. (E14), \( p_L \) corresponds to the non-linear probability distribution, however, the numerical studies in this paper were performed with only a few values of \( \sigma \) and the dependence of the distribution on \( \sigma \) cannot be known accurately. Instead, we examine the linear limit to obtain an analytic result and extend the result to the quasi-linear regime. This procedure can be partially justified by arguing that the theoretical results of B94 (the Eulerian pdf that we compare with) are expected to be valid only for small \( \sigma \).

In the linear regime,

\[
p_L(\delta) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{\delta^2}{2\sigma^2} \right).
\]

(E15)

\[
\frac{dp_L}{d\sigma} = -\frac{1}{\sqrt{2\pi\sigma^3}} \exp \left( -\frac{\delta^2}{2\sigma^2} \right) + \frac{\delta^2}{\sqrt{2\pi\sigma^4}} \exp \left( -\frac{\delta^2}{2\sigma^2} \right).
\]

(E16)

and the integral becomes

\[
\int_{\delta_0}^{\infty} \frac{d\sigma}{d\delta} d\delta = \frac{\delta_0^2}{\sqrt{2\pi\sigma^2}} = \frac{\delta_0}{\sigma} p_L.
\]

(E17)

It remains to compute \( \frac{d\sigma}{dR_f} \) in eq. (E14). This depends on the power spectrum and the window function.

\[
\sigma^2(R_f) = \int P(k) W^2(kR_f) d^3k
\]

(E18)

Assuming a Gaussian filter \( W(kR_f) = \exp -\frac{k^2 R_f^2}{2} \) and a power spectrum with index \( n \) i.e., \( P(k) = c_0 k^n \), where \( c_0 \) is some constant,

\[
\sigma^2 = \frac{c_0}{2} R_f^{-(n+3)} \Gamma \left( \frac{n+3}{2} \right) ; \quad 2\sigma \frac{d\sigma}{dR_f} = -\frac{n+3}{R_f} \sigma^2
\]

(E19)

and

\[
\frac{d\sigma}{dR_f} = -\frac{(n+3) \sigma}{2 R_f}.
\]

(E20)

Putting together eqs. (E13), (E14), (E17) and (E20), gives

\[
(1 + \delta_0) p_E = p_L \left[ 1 + \frac{(n+3) \delta_0}{6 \left( 1 + \delta_0 \right)} \right].
\]

(E21)

In our comparisons, we used \( n = -3 \). In this case, \( \sigma \) is independent of the smoothing scale and the relation is simply

\[
p_E(\delta_0) = \frac{p_L(\delta_0)}{1 + \delta_0}.
\]

(E22)

Arguing that the density-velocity divergence relation is the same in both frames (mean velocity divergence is computed from
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the velocity field (within a fixed volume in the Eulerian case and within a fixed mass in the Lagrangian case), the velocity PDFs also have the same relation:

$$p_E(\Theta) = \frac{p_L(\Theta)}{1 + \delta}. \quad (E23)$$

The Eulerian PDFs predicted by our analysis and the ones used for comparison are both normalized numerically.