MINIMISERS OF A GENERAL RIESZ-TYPE PROBLEM

M. NOVAGA AND A. PRATELLI

Abstract. We consider sets in \( \mathbb{R}^N \) which minimise, for fixed volume, the sum of the perimeter and a non-local term given by the double integral of a kernel \( g : \mathbb{R}^N \setminus \{0\} \to \mathbb{R}^+ \). We establish some general existence and regularity results for minimisers. In the two-dimensional case we show that balls are the unique minimisers if the perimeter-dominated regime, for a wide class of functions \( g \).
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1. Introduction

George Gamow introduced in [8] the so-called liquid drop model of the atomic nucleus, corresponding to a variational problem characterized by the competition of short-range attractive interactions, modelled by surface tension, and long-range repulsive interactions, captured by treating the nuclear charge as uniformly spread throughout the nucleus. A competition of the attractive forces which try to minimise the interfacial area of the nucleus, and the repulsive Coulombic forces that try to spread the charges apart makes the nucleus unstable at sufficiently large atomic numbers, resulting in nuclear fission. On the other hand, in this model the nucleus is stable and spherical for small atomic numbers. We refer to [3], and references therein, for a comprehensive introduction to this model.

In this paper we are interested in a generalisation of Gamow’s model and we consider the energy

\[
\mathfrak{F}(\Omega) := P(\Omega) + \int_{\Omega \times \Omega} g(y - x) \, dy \, dx
\]

for a set \( \Omega \subseteq \mathbb{R}^N \), where \( g : \mathbb{R}^N \setminus \{0\} \to \mathbb{R}^+ \) is a function modelling the repulsing interaction of the set \( \Omega \) with itself. The Gamow’s model corresponds to the choice \( N = 3 \) and \( g(x) = 1/|x| \). When \( g \) is a radially decreasing function, there is a clear competition between the two terms of the energy: On one side, the perimeter term favours concentration, and it is minimised by the ball; on the other side the minimisation of the repulsive term favours disgregation of the set.
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We observe that the problem is not invariant by rescaling. Indeed, for \( m > 0 \) the functional \( F \) satisfies the scaling property
\[
F(m\Omega) = m^{N-1} \left( P(\Omega) + m^{N+1} \int_{\Omega \times \Omega} g(m(y - x)) \, dy \, dx \right).
\]
In particular, if we assume that \( g(mx) = m^\alpha [g(x) + o(1)] \) as \( m \to 0 \), with \( \alpha > -(N+1) \), minimising \( F \) among sets of volume \( m \ll 1 \) is closely related (and completely equivalent if \( g(x) = |x|^\alpha \)) to minimising the functional
\[
\tilde{F}_\varepsilon(\Omega) := P(\Omega) + \varepsilon \int_{\Omega \times \Omega} g(y - x) \, dy \, dx
\]
for \( \varepsilon = m^{N+1+\alpha} \ll 1 \), among sets \( \Omega \) of fixed volume. In this paper we will focus on the minimisation of the functional \( \tilde{F}_\varepsilon \).

A remarkable fact is that, in some cases, volume-constrained minimisers of \( \tilde{F}_\varepsilon \) are actually balls for \( \varepsilon \) small enough. This has been recently established in [11, 12] (see also [2, 5, 14, 10, 6]) for the physically relevant case of a negative power, that is, \( g(x) = |x|^\alpha \) for some \( \alpha \in (-N, 0) \). Here we show that the same is true for a wide class of functions \( g \), in the 2-dimensional case. More precisely, we shall prove the following result:

**Theorem 1.1.** Let \( g: \mathbb{R}^2 \setminus \{0\} \to \mathbb{R}^+ \) be a radial, decreasing, and positive definite function (in the sense of Definition 2.4) such that
\[
\int_0^1 g(t) \, dt < +\infty.
\]
Then there exists some \( \bar{\varepsilon} > 0 \) such that, for every \( 0 < \varepsilon < \bar{\varepsilon} \), the unique minimiser of \( \tilde{F}_\varepsilon \) in the class
\[
A := \left\{ \Omega \subseteq \mathbb{R}^N \text{ measurable} : |\Omega| = \omega_N \right\}
\]
is the unit ball.

We notice that assumption (1.1) implies that the functional is finite on sets of finite perimeter, and in particular it is satisfied by \( g(x) = |x|^\alpha \) for \( \alpha \in (-1, 0) \).

As shown in [11, 12] for the liquid drop model, existence fails for \( \varepsilon \) big enough, since minimisers tend to split in two or more components (nuclear fission) which then move far apart one from the other in order to decrease the nonlocal energy. To capture this phenomenon and describe the shape of the components, it is convenient to introduce a generalised energy defined as
\[
\tilde{G}_\varepsilon(\Omega) := \inf_{H \in \mathbb{N}} \tilde{G}_{\varepsilon,H}(\Omega),
\]
where
\[
\tilde{G}_{\varepsilon,H}(\Omega) := \inf \left\{ \sum_{i=1}^H \tilde{F}_\varepsilon(\Omega^i) : \Omega = \bigcup_{i=1}^H \Omega^i, \Omega^i \cap \Omega^j = \emptyset \quad \text{for } 1 \leq i \neq j \leq H \right\}.
\]
Notice that in this functional the interaction between different components is not evaluated, which corresponds to consider them “at infinite distance”. By considering \( \tilde{G}_\varepsilon \) instead of \( \tilde{F}_\varepsilon \), we can prove the following general existence result:
Proposition 1.2 (Existence of generalised minimisers). Let $g$ be an admissible decreasing function (in the sense of Definitions 2.1 and 2.2). For every $\varepsilon > 0$ there exists a minimiser of $\tilde{F}_\varepsilon$ in the class $A$. More precisely, there exist a set $E \in A$ and a partition $E = \bigcup_{i=1}^{H} E^i$, with pairwise disjoint sets $E^i$, such that

$$\tilde{F}_\varepsilon(E) = \sum_{h=1}^{H} \tilde{F}_\varepsilon(E^h) = \inf \left\{ \tilde{F}_\varepsilon(\Omega) : \Omega \in A \right\}.$$

Moreover, for each $1 \leq \tilde{i} \leq H$ the set $E^{\tilde{i}}$ is a minimiser of both the standard and the generalised energy for its volume, i.e. it satisfies

$$\tilde{F}_\varepsilon(E^{\tilde{i}}) = F_\varepsilon(E^{\tilde{i}}) = \min \left\{ \tilde{F}_\varepsilon(\Omega) : \Omega \subseteq \mathbb{R}^N : |\Omega| = |E^{\tilde{i}}| \right\}.$$  \hfill (1.3)

We observe that the existence result in Proposition 1.2 was previously obtained only in some particular cases, see for instance [13] for $N = 3$ and $g(x) = 1/|x|$, and [14] for $N = 2$ and $g(x) = \chi_{[\delta,\infty)}(|x|)/|x|^3$, with $\delta > 0$.

The plan of the paper is the following: in Section 2 we give some preliminary definitions and prove some sufficient conditions for a function $g$ to be positive definite. In Section 3 we show existence and regularity of generalised minimisers, thus proving Proposition 1.2. Finally, in Section 4 we prove Theorem 1.1 on the minimality of balls for small values of the parameter $\varepsilon$, in two dimensions.
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2. Notation and preliminary results

In the following we denote by $B_r$ the ball of radius $r$ and centre in the origin, and we set for simplicity $B := B_1$. Given two measurable sets $F, G \subseteq \mathbb{R}^N$, we also let

$$\mathcal{R}(F,G) := \int_F \int_G g(y - x) \, dy \, dx, \quad \mathcal{R}(F) := \mathcal{R}(F,F).$$

Definition 2.1 (Admissible functions). A function $g : \mathbb{R}^N \setminus \{0\} \to \mathbb{R}^+$ is admissible if $\mathcal{R}(B) < +\infty$.

Notice that a radial function $g$ is admissible if and only if (see also Lemma 4.4)

$$\int_{0}^{1} g(t)t^{N-1} \, dt < +\infty.$$

Definition 2.2 (Decreasing function). We say that the admissible function $g : \mathbb{R}^N \setminus \{0\} \to \mathbb{R}^+$ is decreasing if for every $x \in \mathbb{R}^N \setminus \{0\}$ and every $\lambda > 1$ one has

$$g(\lambda x) \leq \lambda g(x).$$

Lemma 2.3. For every admissible $g$ there exists a constant $C$ such that

$$\mathcal{R}(B_r) \leq Cr^N$$

for every $0 < r \leq 1$.

Proof. Let us denote by $Q_\ell$ the cube centred at the origin, with half-side $\ell$. Since for any $m \in \mathbb{N}$ the cube $Q_1$ is the essentially disjoint union of $m^N$ cubes of side $1/m$, of course

$$\mathcal{R}(Q_1) \geq m^N \mathcal{R}(Q_{1/m}).$$
For any $0 < r \leq 1$, let us call $m$ the integer part of $1/r$, so that $(2r)^{-1} < m \leq r^{-1}$. The above estimate then gives
\[ \mathcal{R}(Q_1) \geq m^N \mathcal{R}(Q_{1/m}) \geq \frac{1}{(2r)^N} \mathcal{R}(Q_r), \]
thus
\[ \mathcal{R}(Q_r) \leq 2^N \mathcal{R}(Q_1)^{r^N}, \]
from which the thesis follows since $B_r \subseteq Q_r$.

We now recall the concept of positive definite functions (see for instance [15, Chapter 11]).

**Definition 2.4 (Positive definite functions).** A function $g \in L^1_{\text{loc}}(\mathbb{R}^N)$ is positive definite if
\[ \int_{\mathbb{R}^N \times \mathbb{R}^N} g(y-x)f(x)f(y)\,dy\,dx \geq 0 \quad \forall f \in C_c(\mathbb{R}^N). \]
Equivalently, $g$ is positive definite if
\[ \mathcal{R}(F) + \mathcal{R}(G) \geq 2\mathcal{R}(F,G), \quad (2.1) \]
for every two bounded measurable sets $F, G \subseteq \mathbb{R}^N$.

**Lemma 2.5.** Every admissible, subharmonic function $g : \mathbb{R}^N \setminus \{0\} \to \mathbb{R}^+$ such that
\[ \lim_{|x| \to \infty} g(x) = \inf_{x \in \mathbb{R}^N} g(x) < +\infty \quad (2.2) \]
is positive definite.

**Proof.** By $L^1$ continuity of the integral, a simple approximation argument shows that it is sufficient to show, for every positive constants $m_1, m_2, L, R$, that the inequality (2.1) is valid for every couple of sets of finite perimeter $F, G \subseteq \mathbb{R}^N$ with
\[ \text{diam}(F) \leq R, \quad \text{diam}(G) \leq R, \quad |F| \leq m_1, \quad |G| \leq m_2, \quad P(F) + P(G) \leq L. \quad (2.3) \]
Let us introduce
\[ K := \inf \left\{ \mathcal{R}(F) + \mathcal{R}(G) - 2\mathcal{R}(F,G), \ F, G \subseteq \mathbb{R}^N \text{ satisfy (2.3)} \right\}. \]
If $K \geq 0$, there is nothing to prove, we can then assume by contradiction that $K < 0$. In this case, the assumption (2.2) immediately implies that $K$ is actually a minimum.

Let then $F, G$ be two sets realizing the minimum. We reduce ourselves to the case that $F \cap G = \emptyset$, since otherwise we can call $\tilde{F} = F \setminus G$ and $\tilde{G} = G \setminus F$, and observe that also the sets $\tilde{F}, \tilde{G}$ satisfy (2.3), and
\[ \mathcal{R}(\tilde{F}) + \mathcal{R}(\tilde{G}) - 2\mathcal{R}(\tilde{F},\tilde{G}) = \mathcal{R}(F) + \mathcal{R}(G) - 2\mathcal{R}(F,G) = K. \]
For every $v \in \mathbb{R}^N$, we call $F_v = v + F$, and we define $f : \mathbb{R}^N \to \mathbb{R}$ as
\[ f(v) := \mathcal{R}(F_v) + \mathcal{R}(G) - 2\mathcal{R}(F_v,G) = \mathcal{R}(F) + \mathcal{R}(G) - 2\mathcal{R}(F_v,G). \]
By approximation, we can assume that $g$ is strictly subharmonic. As a consequence, the function $f$ is strictly superharmonic at $v = 0$ (here we use that $F \cap G = \emptyset$), against the fact that $0$ is a minimum of $f$ by construction. The contradiction shows the thesis.

Notice that $g(x) = |x|^{-\alpha}$, with $0 < \alpha < N - 1$, satisfies the assumptions of Lemma 2.5.
Lemma 2.6. If \( g : \mathbb{R}^N \setminus \{0\} \to \mathbb{R}^+ \) is admissible, satisfies
\[
\limsup_{|x| \to \infty} g(x) < +\infty,
\]
and its Fourier transform \( \hat{g} \) is a nonnegative Borel measure, then \( g \) is positive definite.

Proof. Let \( F, G \subseteq \mathbb{R}^N \) be bounded measurable sets, and let \( f := \chi_F - \chi_G \in L^\infty(\mathbb{R}^N) \). Notice that \( \hat{f} \) is continuous on \( \mathbb{R}^N \). Then, by Plancherel’s Theorem we get that
\[
\mathcal{R}(F) + \mathcal{R}(G) - 2\mathcal{R}(F, G) = \langle g \ast f, f \rangle_{L^2(\mathbb{R}^N)} = \int_{\mathbb{R}^N} \hat{f}(\xi)^2 \, d\hat{g}(\xi) \geq 0,
\]
which gives (2.1).

Notice that \( g(x) = e^{-\kappa |x|^2} |x|^{-\alpha} \), with \( \kappa \geq 0 \) and \( 0 < \alpha < N \), satisfies the assumptions of Lemma 2.6.

3. Existence and regularity of generalised minimisers

In this section we collect some general properties of the functional \( \mathfrak{F}_\varepsilon \). A first, easy fact is the following.

Lemma 3.1. Let \( \Omega \subseteq \mathbb{R}^N \) be a set of finite perimeter, and let \( \lambda > 1 \). If \( g \) is decreasing (in the sense of Definition 2.2), then
\[
\mathfrak{F}_\varepsilon(\lambda \Omega) \leq \lambda^{2N} \mathfrak{F}_\varepsilon(\Omega).
\]

Proof. This is immediate because
\[
P(\lambda \Omega) = \lambda^{N-1} P(\Omega) \leq \lambda^{2N} P(\Omega)
\]
and, since \( g \) is decreasing, we have
\[
\mathcal{R}(\lambda \Omega) = \int \int_{(\lambda \Omega)^2} g(y - x) \, dy \, dx = \lambda^{2N} \int \int_{\Omega \times \Omega} g(\lambda(y - x)) \, dy \, dx \leq \lambda^{2N} \int \int_{\Omega \times \Omega} g(y - x) \, dy \, dx = \lambda^{2N} \mathcal{R}(\Omega).
\]

A consequence of the above estimate is the next geometric lemma, which allows to “cut and paste” an excessively long and thin set decreasing its energy.

Lemma 3.2. For every \( \overline{m} \in \mathbb{R} \) there exists a positive constant \( L > 0 \) such that the following holds. Let \( E \subseteq \mathbb{R}^N \), and let \( a < b \) be two numbers with \( b > a + 2L \) and such that
\[
\left| \left\{ x \in E : a \leq x_1 \leq b \right\} \right| \leq \overline{m}.
\]

There exist then two numbers \( a < a^+ < a + L \) and \( b - L < b^- < b \) such that, by calling \( E^- = E \setminus [a^+, b^-] \times \mathbb{R}^{N-1} \) and \( m = |E| \setminus |E^-| \leq \overline{m} \), one has
\[
\mathfrak{F}_\varepsilon(E^-) \leq \mathfrak{F}_\varepsilon(E) - \frac{1}{2} N \omega_N^{1/N} m^{\frac{N-1}{N}}.
\]
Proof. Let us fix $\overline{m}$, and let $L = L(N, \overline{m})$ be a constant, to be precised later. Let also $E$, $a$, $b$ be as in the claim. For almost every $t \in \mathbb{R}$, we set
\[
\sigma(t) = \mathcal{H}^{N-1}(E \cap \{x \in \mathbb{R}^N : x_1 = t\}).
\]
Let then $c = (a + b)/2$, and let us call
\[
\varphi(t) = \int_t^c \sigma(s) \, ds,
\]
so that $\varphi(c) = 0$ and $\varphi(a) \leq \overline{m}$. We claim the existence of some $a < a^+ < a + L < c$ such that
\[
\sigma(a^+) \leq \frac{1}{8} N \omega_N^{1/N} \left(\left|\left\{x \in E : a^+ < x_1 < c\right\}\right|\right)^{\frac{N-1}{N}} =: \frac{1}{8} N \omega_N^{1/N} m_1^{\frac{N-1}{N}}. \tag{3.2}
\]
Indeed, for every $t \in (a, a + L)$, if the above inequality is false with the choice $a^+ = t$ then
\[
-\varphi'(t) = \sigma(t) > \frac{1}{8} N \omega_N^{1/N} \varphi(t)^{\frac{N-1}{N}}.
\]
Since the power $\frac{N-1}{N}$ is strictly less than 1, if a positive, decreasing function $\varphi : [a, d] \to \mathbb{R}^+$ satisfies
\[
\begin{align*}
\varphi(a) & \leq \overline{m}, \\
|\varphi'(t)| & > \frac{1}{8} N \omega_N^{1/N} \varphi(t)^{\frac{N-1}{N}},
\end{align*}
\]
then the length $d$ is bounded by a constant, depending only on $\overline{m}$ and $N$. We can then choose any number $L$ larger than this constant, and the existence of some $a < a^+ < a + L$ satisfying (3.2) is guaranteed.

Similarly, we have the existence of some $b - L < b^- < b$ such that
\[
\sigma(b^-) \leq \frac{1}{8} N \omega_N^{1/N} \left(\left|\left\{x \in E : c < x_1 < b^-\right\}\right|\right)^{\frac{N-1}{N}} =: \frac{1}{8} N \omega_N^{1/N} m_2^{\frac{N-1}{N}}.
\]
We call then $E^- = E \setminus [a^+, b^-] \times \mathbb{R}^{N-1}$ and, to conclude, we have to establish (3.1). Notice that, calling $F = E \setminus E^-$, we have by construction
\[
|F| = m = m_1 + m_2,
\]
so that by the isoperimetric inequality
\[
P(F) \geq N \omega_N^{1/N} m^{\frac{N-1}{N}}.
\]
We conclude then
\[
P(E^-) \leq P(E) - P(F) + 2(\sigma(a^+) + \sigma(b^-)) \leq P(E) - P(F) + \frac{1}{3} N \omega_N^{1/N} \left(m_1^{\frac{N-1}{N}} + m_2^{\frac{N-1}{N}}\right)
\]
\[
\leq P(E) - P(F) + \frac{1}{2} N \omega_N^{1/N} (m_1 + m_2)^{\frac{N-1}{N}} \leq P(E) - \frac{1}{2} N \omega_N^{1/N} (m_1 + m_2)^{\frac{N-1}{N}}.
\]
Since of course $\mathcal{A}(E^-) \leq \mathcal{A}(E)$ because $E^- \subseteq E$, we deduce (3.1) and the proof is concluded.

As a consequence, we obtain the following uniform boundedness result.

Lemma 3.3. For every $m \in \mathbb{R}$ there exist two constants $R > 0$ and $\overline{H} \in \mathbb{N}$, depending only on $N$, $m$ and $\varepsilon$, such that if $g$ is decreasing then
\[
\inf \left\{ \mathcal{S}_\varepsilon(\Omega) : \Omega \subseteq \mathbb{R}^N, |\Omega| = m \right\} \geq \inf \left\{ \mathcal{S}^R_{\varepsilon, \overline{H}}(\Omega) : \Omega \subseteq \mathbb{R}^N, |\Omega| = m \right\},
\]
where
\[ \tilde{\mathcal{F}}_{\varepsilon}^{n}(\Omega) = \inf \left\{ \sum_{i=1}^{\mathcal{P}} \mathcal{F}_{\varepsilon}(\Omega^{i}) : \Omega = \bigcup_{i=1}^{\mathcal{P}} \Omega^{i}, \Omega^{i} \cap \Omega^{j} = \emptyset, \operatorname{diam} \Omega^{i} \leq R \ \forall 1 \leq i \neq j \leq \mathcal{P} \right\}. \]

**Proof.** Let \( M \in \mathbb{N} \) be a natural number, only depending on \( N, m \) and \( \varepsilon \) and to be specified later, and let us call \( \mathcal{M} = m/M \). Let \( E \subseteq \mathbb{R}^{N} \) be any bounded set with \(|E| = m\) such that
\[ \mathcal{F}_{\varepsilon}(E) \leq \inf \left\{ \mathcal{F}_{\varepsilon}(\Omega) : \Omega \in \mathcal{A} \right\} + \frac{N \omega_{N}^{1/N}}{3} \left( \frac{m}{M^{2}} \right)^{\frac{N-1}{N}}, \]
which is possible because clearly the infimum is reached by a sequence of bounded sets. Let \( t_{0} < t_{1} < t_{2} < \cdots < t_{M-1} < t_{M} \) be real numbers such that
\[ \left| E \cap (t_{i}, t_{i+1}) \times \mathbb{R}^{N-1} \right| = \mathcal{M}, \]
for every \( 0 \leq i \leq M - 1 \). Let \( L = L(\mathcal{M}, N) \) be given by Lemma 3.2.

For every \( 0 \leq i \leq M - 1 \), if \( t_{i+1} - t_{i} \leq 2L \) then we set \( I_{i} = \emptyset \), while otherwise we call a = \( t_{i} \), \( b = t_{i+1} \), we let \( a^{+} \) and \( b^{-} \) be given by Lemma 3.2, and we set \( I_{i} = [a^{+}, b^{-}] \). Let then \( m_{i} = |E \cap I_{i} \times \mathbb{R}^{N-1}| \leq \mathcal{M} \). We claim that
\[ m_{i} \leq \frac{m}{M^{2}}. \tag{3.4} \]
This is clearly true if \( I_{i} = \emptyset \). Otherwise, we let
\[ E' = \lambda \left( E \setminus (I_{i} \times \mathbb{R}^{N-1}) \right), \quad \text{where} \quad \lambda = \left( \frac{m}{m - m_{i}} \right)^{1/N}. \]
Notice now that \( m_{i}/m \leq 1/M \) by construction. Hence, provided that \( M \) is large enough, by Lemma 3.1 and (3.1) we have
\[ \mathcal{F}_{\varepsilon}(E') \leq \left( \frac{m}{m - m_{i}} \right)^{2} \mathcal{F}_{\varepsilon}(E \setminus (I_{i} \times \mathbb{R}^{N-1})) \leq \left( 1 + 3 \frac{m_{i}}{m} \right) \left( \mathcal{F}_{\varepsilon}(E) - \frac{1}{2} N \omega_{N}^{1/N} \frac{m_{i}^{\frac{N-1}{N}}}{m^{\frac{N-1}{N}}} \right) \]
\[ \leq \mathcal{F}_{\varepsilon}(E) - \frac{1}{3} N \omega_{N}^{1/N} m_{i}^{\frac{N-1}{N}}. \]
Since by construction we have that \( |E'| = m \), this estimate, together with (3.3), immediately implies (3.4).

Let us now call
\[ \tilde{E} = E \setminus \left( \bigcup_{i=0}^{M-1} I_{i} \times \mathbb{R}^{N-1} \right), \]
and let \( \mu = \sum_{i=0}^{M-1} m_{i} \), so that \( |\tilde{E}| = m - \mu \). We can apply Lemma 3.2 \( M \) times, finding
\[ \mathcal{F}_{\varepsilon}(\tilde{E}) \leq \mathcal{F}_{\varepsilon}(E) - \frac{1}{2} N \omega_{N}^{1/N} \sum_{i=0}^{M-1} m_{i}^{\frac{N-1}{N}} \leq \mathcal{F}_{\varepsilon}(E) - \frac{1}{2} N \omega_{N}^{1/N} \mu^{\frac{N-1}{N}}. \]
The set \( F = (m/(m - \mu))^{1/N} \tilde{E} \) has then volume \( m \), and by Lemma 3.1 we obtain
\[ \mathcal{F}_{\varepsilon}(F) \leq \left( \frac{m}{m - \mu} \right)^{2} \mathcal{F}_{\varepsilon}(\tilde{E}) \leq \left( \frac{m}{m - \mu} \right)^{2} \left( \mathcal{F}_{\varepsilon}(E) - \frac{1}{2} N \omega_{N}^{1/N} \mu^{\frac{N-1}{N}} \right). \]
We deduce \( \mathcal{F}_{\varepsilon}(F) \leq \mathcal{F}_{\varepsilon}(E) \) as soon as \( \mu \) is small enough, which in turn is true if \( M \) is big enough, since by (3.4) we get \( \mu \leq m/M \).

Notice that, by construction, \( \tilde{E} \) is the union of at most \( M + 1 \) parts, and by Lemma 3.2 each of them has horizontal width at most equal to \( 2ML \). As a consequence, recalling again
that \( \mu \leq \frac{m}{M} \), \( F \) is the union of at most \( M + 1 \) parts, each of them with horizontal width at most equal to \( 3ML \).

Repeating in the obvious way the same argument \( N - 1 \) times, in order to get boundedness of the pieces in all the \( N \) directions, we clearly obtain the existence of two constants \( R > 0 \) and \( \Pi \in \mathbb{N} \), and of a set \( G \subseteq \mathbb{R}^N \) with \( |G| = m \) and \( \mathfrak{F}_\varepsilon(G) \leq \mathfrak{F}_\varepsilon(E) \), so that \( G \) is the disjoint union of sets \( G_i \), \( 1 \leq i \leq \Pi \), and each \( G_i \) has diameter at most \( R \). Since of course

\[
\mathfrak{F}_\varepsilon(G) \geq \sum_{i=1}^\Pi \mathfrak{F}_\varepsilon(G_i) \geq \mathfrak{F}_\varepsilon^R(G),
\]

the proof is concluded.

We can now prove Proposition 1.2.

Proof of Proposition 1.2. We fix \( \varepsilon > 0 \) and we split the proof in few steps.

**Step I. Reduction to the case** \( H(n) = H' \).

First of all, we claim the existence of a natural number \( H' \) and of a sequence \( \{G_n\}_{n \in \mathbb{N}} \subseteq A \) such that

\[
\inf \{ \mathfrak{F}_\varepsilon(\Omega) : \Omega \in A \} = \lim_{n \to \infty} \mathfrak{F}_\varepsilon, H'(G_n).
\]

To do so, we let

\[
H' = \lim_{n \to \infty} \mathfrak{F}_\varepsilon, H'(G_n).
\]

For every \( n \in \mathbb{N} \), we can take a number \( H(n) \in \mathbb{N} \) and a subdivision \( \Omega_n = \Omega_1^1 \cup \Omega_2^2 \cup \cdots \cup \Omega_n^{H(n)} \)

so that

\[
\mathfrak{F}_\varepsilon(\Omega_n) > \left( 1 - \frac{1}{n + 1} \right) \sum_{i=1}^{H(n)} \mathfrak{F}_\varepsilon(\Omega_i^i). \tag{3.7}
\]

Let us now focus on a given \( n \in \mathbb{N} \). For brevity of notation, we call \( H = H(n) \) and \( m_i = |\Omega_i^i| \) for every \( 1 \leq i \leq H \), and we assume without loss of generality that \( m_i \) is decreasing with respect to \( i \). We observe that by (3.7)

\[
\mathfrak{F}_\varepsilon(\Omega_n) \geq \frac{1}{2} \sum_{i=1}^{H} P(\Omega_i^i) \geq \frac{1}{2} \sum_{i=1}^{H} N \omega_{\varepsilon N}^{1/N} m_i^{N-1} m_i^{N+1} \geq \frac{1}{2} \sqrt{m_1} \sum_{i=1}^{H} m_i^{N+1} m_i \]

\[
= \frac{1}{2} \sqrt{m_1} N \omega_{\varepsilon N}^{N+1},
\]

which by (3.6) implies

\[
m_1 \geq \left( \frac{N \omega_{\varepsilon N}^{N+1}}{4K} \right)^N \tag{3.8}
\]

for every \( n \) large enough. For every such \( n \), we define then the set

\[
G_n = \bigcup_{i=1}^{H'} \lambda \Omega_n^i, \quad \text{being} \quad \lambda = \left( \frac{\omega_{\varepsilon N}}{\omega_{\varepsilon N} - \sum_{i>H'} m_i} \right)^{1/N} \leq 1 + C_1 \sum_{i=H'+1}^{H} m_i,
\]

where \( C_1 \) is a constant, depending only on \( N \) and \( K \), so actually on \( N \) and \( \varepsilon \), whose existence is guaranteed by (3.8). Notice that, by the definition of \( \lambda \), also the set \( G_n \) belongs to \( A \). By
Lemma 3.1, we can estimate

\[ \tilde{\mathcal{F}}_{\varepsilon,H'}(G_n) \leq \sum_{i=1}^{H'} \tilde{\mathcal{F}}_{\varepsilon}(\lambda \Omega^i_n) \leq \lambda^{2N} \sum_{i=1}^{H'} \tilde{\mathcal{F}}_{\varepsilon}(\Omega^i_n) \leq \left( 1 + C_2 \sum_{i=H'+1}^{H} m_i \right) \sum_{i=1}^{H'} \tilde{\mathcal{F}}_{\varepsilon}(\Omega^i_n), \]  

(3.9)

where \( C_2 = C_2(N, \varepsilon) \) is another constant. On the other hand, by (3.7) we have

\[ \tilde{\mathcal{F}}_{\varepsilon}(\Omega_n) > \left( 1 - \frac{1}{n + 1} \right) \sum_{i=1}^{H} \tilde{\mathcal{F}}_{\varepsilon}(\Omega^i_n) \geq \left( 1 - \frac{1}{n + 1} \right) \sum_{i=1}^{H'} \tilde{\mathcal{F}}_{\varepsilon}(\Omega^i_n) + \frac{1}{2} \sum_{i=H'+1}^{H} P(\Omega^i_n) \]

\[ \geq \left( 1 - \frac{1}{n + 1} \right) \sum_{i=1}^{H'} \tilde{\mathcal{F}}_{\varepsilon}(\Omega^i_n) + N \omega^{1/N} \omega n^{\frac{N-1}{N}}. \]

Putting this estimate together with (3.9), and keeping in mind that, by (3.6) and (3.7), for \( n \) large enough we surely have

\[ \sum_{i=1}^{H'} \tilde{\mathcal{F}}_{\varepsilon}(\Omega^i_n) \leq 2K, \]

we get

\[ \tilde{\mathcal{F}}_{\varepsilon,H'}(G_n) - \tilde{\mathcal{F}}_{\varepsilon,H}(\Omega_n) \leq 2K \left( C_2 \sum_{i=H'+1}^{H} m_i + \frac{1}{n + 1} \right) - N \omega^{1/N} \omega n^{\frac{N-1}{N}}. \]

(3.10)

We are now in position to define \( H' \) as an integer so large that

\[ H' \geq \left( \frac{2KC_2}{N} \right)^N. \]

Notice that \( H' \) only depends on \( N \) and on \( \varepsilon \). With this choice of \( H' \), and observing that \( m_i \leq \omega_N/H' \) for every \( i > H' \) by construction, from (3.10) we deduce

\[ \tilde{\mathcal{F}}_{\varepsilon,H'}(G_n) \leq \tilde{\mathcal{F}}_{\varepsilon,H}(\Omega_n) + \frac{2K}{n+1} \]

for every \( n \) large enough. Keeping in mind (3.6), the sequence \( \{G_n\}_{n \in \mathbb{N}} \subseteq \mathcal{A} \) satisfies (3.5), hence this step is concluded.

**Step II. Bound on \( \tilde{\mathcal{F}}_{\varepsilon} \) by means of \( \tilde{\mathcal{F}}_{\varepsilon} \).**

In this step we show that for every \( m > 0 \) there exist an integer \( \overline{\mathcal{F}} \in \mathbb{N} \), a bounded set \( E \) with \( |E| = m \), and a subdivision \( E = \bigcup_{j=1}^{\overline{\mathcal{F}}} E_j \) such that

\[ \tilde{\mathcal{F}}_{\varepsilon}(E) \leq \sum_{j=1}^{\overline{\mathcal{F}}} \tilde{\mathcal{F}}_{\varepsilon}(E)^j \leq \inf \left\{ \tilde{\mathcal{F}}_{\varepsilon}(\Omega) : \Omega \subseteq \mathbb{R}^N, |\Omega| = m \right\}. \]

(3.11)

To do so, we let \( R \) and \( \overline{\mathcal{F}} \) be given by Lemma 3.3, and we let \( \{\Omega_n\}_{n \in \mathbb{N}} \) be a sequence of sets of volume \( m \) such that

\[ \inf \left\{ \tilde{\mathcal{F}}_{\varepsilon}(\Omega) : \Omega \subseteq \mathbb{R}^N, |\Omega| = m \right\} \geq \lim_{n \to \infty} \tilde{\mathcal{F}}_{\varepsilon,\overline{\mathcal{F}}}(\Omega_n), \]

(3.12)

where \( \tilde{\mathcal{F}}_{\varepsilon,\overline{\mathcal{F}}} \) is defined as in Lemma 3.3.

For every \( n \in \mathbb{N} \), we can then write \( \Omega_n = \Omega_n^1 \cup \Omega_n^2 \cup \cdots \cup \Omega_n^{\overline{\mathcal{F}}} \) where the sets \( \Omega_n^i \) are all disjoint for \( 1 \leq i \leq \overline{\mathcal{F}} \), \( \text{diam}(\Omega_n^i) \leq R \), and

\[ \sum_{i=1}^{\overline{\mathcal{F}}} \tilde{\mathcal{F}}_{\varepsilon}(\Omega^i_n) \leq \tilde{\mathcal{F}}_{\varepsilon,\overline{\mathcal{F}}}(\Omega_n) + \frac{1}{n}. \]

(3.13)
By compactness, up to a subsequence we have constants \( m_i, 1 \leq i \leq \tilde{H} \), so that
\[
m_i = \lim_{n \to \infty} |\Omega^i_n| \quad \forall 1 \leq i \leq \tilde{H}, \quad m = \sum_{i=1}^{\tilde{H}} m_i.
\]

Let us now fix \( 1 \leq j \leq \tilde{H} \), and let us concentrate on the sets \( \{\Omega^j_n\}_{n \in \mathbb{N}} \). Since they all have diameter less than \( R \), up to translations we can assume that they are all contained in a fixed ball with radius \( R \). The characteristic functions \( f_n = \chi_{\Omega^j_n} \) have then uniformly bounded supports, and they are bounded in \( BV \), since the perimeter of every set \( \Omega^j_n \) is clearly less than \( \mathfrak{H}_\varepsilon(\Omega^j_n) \). Up to a subsequence, we can then assume that \( f_n \) weakly* converge in \( BV \) to some function \( f \). Since the convergence is in particular strong in \( L^1 \), then also \( f \) is the characteristic function of a bounded set with volume \( m_j \), that we call \( E^j \). By the lower-semicontinuity of the perimeter under weak* \( BV \)-convergence, and the continuity of \( \mathfrak{H} \) under strong \( L^1 \) convergence, we obtain that
\[
\mathfrak{H}_\varepsilon(E^j) \leq \liminf_{n \to \infty} \mathfrak{H}_\varepsilon(\Omega^j_n). \tag{3.14}
\]

Since the diameters of the sets \( E^j \) are all bounded, up to a translation we can assume that the sets are disjoint, and we can call \( E = \bigcup_{j=1}^{\tilde{H}} E^j \), which is a finite union of bounded sets, so bounded itself. By construction, \( |E| = m \), and by (3.14), (3.13) and (3.12) we have
\[
\mathfrak{H}_\varepsilon(E) \leq \sum_{j=1}^{\tilde{H}} \mathfrak{H}_\varepsilon(E^j) \leq \sum_{j=1}^{\tilde{H}} \liminf_{n \to \infty} \mathfrak{H}_\varepsilon(\Omega^j_n) \leq \liminf_{n \to \infty} \sum_{j=1}^{\tilde{H}} \mathfrak{H}_\varepsilon(\Omega^j_n) \leq \liminf_{n \to \infty} \mathfrak{H}_\varepsilon(\Omega_n) \leq \liminf_{n \to \infty} \mathfrak{H}_\varepsilon(\Omega_n),
\]
so (3.11) is proved and this step is concluded.

\textit{Step III. Proof of the existence.}

Thanks to Step I, we have a sequence of sets \( \{G_n\}_{n \in \mathbb{N}} \), and a subdivision of each of the sets as \( G_n = G^1_n \cup G^2_n \cup \cdots \cup G^{H'}_n \), so that
\[
\inf \left\{ \mathfrak{H}_\varepsilon(\Omega) : \Omega \in \mathcal{A} \right\} = \lim_{n \to \infty} \sum_{i=1}^{H'} \mathfrak{H}_\varepsilon(G^i_n). \tag{3.15}
\]
As in Step II, up to a subsequence there exist constants \( \mu_i, 1 \leq i \leq H' \), such that
\[
\mu_i = \lim_{n \to \infty} |G^i_n| \quad \forall 1 \leq i \leq H', \quad \omega_N = \sum_{i=1}^{H'} \mu_i.
\]
If we now define
\[
K_i := \inf \left\{ \mathfrak{H}_\varepsilon(\Omega) : \Omega \subseteq \mathbb{R}^N, |\Omega| = \mu_i \right\},
\]
we have
\[
\inf \left\{ \mathfrak{H}_\varepsilon(\Omega) : \Omega \in \mathcal{A} \right\} = \sum_{i=1}^{H'} K_i, \tag{3.16}
\]
being one inequality trivial, and the other one a consequence of (3.15).

By Step II, for every \( 1 \leq i \leq H' \) there exist an integer \( \overline{H}(i) \in \mathbb{N} \), a bounded set \( E_i \subseteq \mathbb{R}^N \) with \( |E_i| = \mu_i \), and a subdivision \( E_i = \bigcup_{j=1}^{\overline{H}(i)} E_{i,j} \) in pairwise disjoint sets so that (3.11) holds with \( m = \mu_i \), that is,
\[
\mathfrak{H}_\varepsilon(E_i) \leq \sum_{j=1}^{\overline{H}(i)} \mathfrak{H}_\varepsilon(E_{i,j}) \leq K_i. \tag{3.17}
\]
Since the sets \( E_i \) are bounded, up to translations we can assume them to be disjoint, so that the set \( E = \bigcup_{i=1}^{H'} E_i \) has volume \( \omega_N \). By construction, the set \( E \) is the disjoint union of all
the sets $E_{i,j}$ with $1 \leq i \leq H'$ and $1 \leq j \leq \overline{H}(i)$, let us call all these sets $E^h$ with $1 \leq h \leq H$ and $H = \sum_{i=1}^{H'} \overline{H}(i)$. By (3.16) and (3.17) we have then

$$
\tilde{\mathcal{H}}(E) \leq \sum_{h=1}^{H} \mathcal{H}(E^h) \leq \sum_{i=1}^{H'} K_i = \inf \left\{ \tilde{\mathcal{H}}(\Omega) : \Omega \in \mathcal{A} \right\}.
$$

hence the set $E$ is a minimiser of $\tilde{\mathcal{H}}$ and the subdivision $E = \bigcup_{h=1}^{H} E^h$ is optimal, so the proof of the existence is concluded.

**Step IV. Proof of (1.3)**

To conclude the proof, we only have to establish the validity of (1.3) for a given $1 \leq \overline{i} \leq H$. The first equality is obvious, since a non-trivial subdivision of $E_{\overline{i}}$ having less generalised energy than the whole $E_{\overline{i}}$ could be used to build another subdivision of $E$ strictly better than the optimal one, which is impossible. Concerning the second equality, if it was false then there would be a bounded set $F_{\overline{i}}$ with the same volume as $E_{\overline{i}}$ and strictly less generalised energy, say

$$
\tilde{\mathcal{H}}(F_{\overline{i}}) = \tilde{\mathcal{H}}(E_{\overline{i}}) - \eta
$$

with some $\eta > 0$. Moreover, for each $i \neq \overline{i}$ it is possible to find a bounded set $F^i$ with the same volume as $E^i$ and

$$
\tilde{\mathcal{H}}(F^i) < \tilde{\mathcal{H}}(E^i) + \frac{\eta}{H}.
$$

Since all the sets $F^i$ and $F_{\overline{i}}$ are bounded, up to a translation they are disjoint, so that the set $F = \bigcup_{j=1}^{H} F^j$ belongs to $\mathcal{A}$. Moreover, by (3.18) and (3.19) we would have

$$
\tilde{\mathcal{H}}(F) \leq \sum_{j=1}^{H} \tilde{\mathcal{H}}(F^j) < \sum_{j=1}^{H} \tilde{\mathcal{H}}(E^j) = \tilde{\mathcal{H}}(E),
$$

against the optimality of $E$. 

A simple observation is that the infima of $\mathcal{H}$ and of $\tilde{\mathcal{H}}$ are equal if $g$ is vanishing at infinite.

**Lemma 3.4.** If $\lim_{|x| \to \infty} g(x) = 0$, then

$$
\inf \left\{ \tilde{\mathcal{H}}(\Omega) : \Omega \in \mathcal{A} \right\} = \inf \left\{ \mathcal{H}(\Omega) : \Omega \in \mathcal{A} \right\}.
$$

**Proof.** Since for every set $\Omega$ one has $\tilde{\mathcal{H}}(\Omega) \leq \mathcal{H}(\Omega)$, one inequality is emptyly true without any assumption on $g$. Concerning the other inequality, let $\Omega \in \mathcal{A}$ be any bounded set. By definition, for every $\delta > 0$ there exists a subdivision $\Omega = \Omega_1 \cup \Omega_2 \cup \cdots \cup \Omega_H$ such that

$$
\sum_{i=1}^{H} \tilde{\mathcal{H}}(\Omega_i) \leq \mathcal{H}(\Omega) + \delta.
$$

Since $g$ is vanishing at infinite, and since the sets $\Omega_i$ are bounded, for every $1 \leq i \leq H$ we can define $\Omega'_i$ as a suitable translation of $\Omega_i$ in such a way that the sets $\Omega'_i$ are pairwise disjoint and

$$
g(y - x) < \delta \quad \forall x \in \Omega'_i, y \in \Omega'_j, i \neq j.
$$

Setting then $\Omega' = \bigcup_{i=1}^{H} \Omega'_i$, we have

$$
\mathcal{R}(\Omega') \leq \sum_{i=1}^{H} \mathcal{R}(\Omega'_i) + \omega^2 \delta = \sum_{i=1}^{H} \mathcal{R}(\Omega_i) + \omega^2 \delta.
$$
Also by (3.21) we derive
\[ F\varepsilon(\Omega') = P(\Omega') + \varepsilon R(\Omega') \leq \varepsilon \omega_N^2 \delta + \sum_{i=1}^{H} P(\Omega_i) + \varepsilon R(\Omega_i) = \varepsilon \omega_N^2 \delta + \sum_{i=1}^{H} F\varepsilon(\Omega_i) \]
\[ \leq \tilde{F}\varepsilon(\Omega) + (\varepsilon \omega_N^2 + 1)\delta. \]
Since of course the infimum of \(\tilde{F}\varepsilon\) can be reached by a sequence of bounded sets, the thesis is concluded. \(\square\)

Keep in mind that the vanishing assumption on \(g\) is true for all the most interesting functions \(g\), as well as for the physically relevant ones. Observe that Lemma 3.4 is done without the assumption on \(g\) to be decreasing, hence we cannot apply Proposition 1.2. This is why the two terms in (3.20) are both infima, not necessarily minima. On the other hand, if \(g\) is both decreasing and vanishing, then the result of Lemma 3.3 is in fact an equality, not just an inequality, and Step III in the proof of Proposition 1.2 is not needed.

We present now a simple but useful fact.

**Lemma 3.5.** If \(g\) is decreasing, then there exists a continuous and increasing function \(\varphi : \mathbb{R}^+ \to \mathbb{R}^+\), with \(\varphi(0) = 0\), such that for every two sets \(F, G \subseteq \mathbb{R}^N\) one has
\[ \mathcal{R}(F, G) \leq |F| \varphi(|G|). \] (3.22)

**Proof.** For every positive number \(t \in \mathbb{R}^+\), let us call
\[ E(t) = \left\{ x \in \mathbb{R}^N : g(x) \geq t \right\} \cup \{0\}. \]
Since \(g\) is decreasing, this set is star-shaped in 0. By construction, we have the inclusion \(E(t) \subseteq E(s)\) whenever \(t \geq s\), and moreover \(|E(t)| \to 0\) if \(t \to +\infty\) because \(g\) is real-valued on \(\mathbb{R}^N \setminus \{0\}\) and decreasing. As a consequence, for every \(\sigma > 0\) we can find a Borel set \(D(\sigma)\) such that
\[ |D(\sigma)| = \sigma, \quad g(x) \geq g(y) \quad \forall x \in D(\sigma), y \notin D(\sigma). \] (3.23)
We can also assume that the sets \(D(\sigma)\) are ordered by inclusion, that is, \(D(\sigma) \subseteq D(\sigma')\) whenever \(\sigma \leq \sigma'\). We can then define \(\varphi : (0, +\infty) \to [0, +\infty]\) as
\[ \varphi(\sigma) = \int_{D(\sigma)} g(y) dy. \]
By construction, the function \(\varphi\) is continuous and increasing. Moreover, by (3.23), for every set \(G \subseteq \mathbb{R}^N\) with \(|G| = \sigma\) we have
\[ \int_G g(y) dy \leq \int_{D(\sigma)} g(y) dy = \varphi(\sigma). \]
As a consequence, for every \(x \in \mathbb{R}^N\) and every set \(G \subseteq \mathbb{R}^N\), we have
\[ \int_{y \in G} g(y - x) dy = \int_{y \in x + G} g(y) dy \leq \varphi(|G|), \]
thus
\[ \mathcal{R}(F, G) = \int_{x \in F} \int_{y \in G} g(y - x) dy dx \leq |F| \varphi(|G|), \]
that is, we obtained (3.22). To conclude, we only have to check that \(\varphi\) is real-valued, and that \(\varphi(t) \to 0\) if \(t \to 0\).
To do so, let us notice that \( \min \{ g(x), x \in \overline{B_{1/2}} \setminus \{0\} \} \) is defined and strictly positive since \( g \) is l.s.c., strictly positive and decreasing. Keeping in mind that \( |E(t)| \to 0 \) if \( t \to +\infty \) and recalling (3.23), we deduce that \( D(\bar{\sigma}) \subseteq B_{1/2} \) for some small \( \bar{\sigma} \). As a consequence,
\[
\Re(B) = \int_{x \in B} \int_{y \in B} g(y - x) \, dy \, dx \geq \int_{x \in B_{1/2}} \int_{y \in B_{1/2}} g(y) \, dy \, dx \geq \frac{\omega_N}{2N} \int_{y \in D(\bar{\sigma})} g(y) \, dy
\]
which implies that \( \varphi(\bar{\sigma}) < +\infty \) since \( g \) is admissible in the sense of Definition 2.1. By construction, we deduce then that \( \varphi \) is real-valued. Finally, since the sets \( D(\sigma) \) are ordered by inclusion, we have that
\[
\varphi(\sigma) = \int_{D(\sigma)} g(y) \, dy \to 0 \quad \text{for} \quad \sigma \to 0,
\]
hence the proof is concluded. \( \square \)

We can conclude the section by showing the regularity of (generalised) minimisers.

**Proposition 3.6** (Regularity of minimisers). Assume that \( g \) is decreasing in the sense of Definition 2.2, and that \( E \in \mathcal{A} \) is a minimiser of the generalised problem (1.2) for some \( \varepsilon > 0 \). Then \( E \) is a set of class \( C^{1,\frac{1}{2} - \delta} \) for every \( \delta > 0 \).

**Proof.** By Proposition 1.2, we know that \( E \) is a finite, disjoint union of minimisers of the standard problem. As a consequence, it is enough to show that minimisers of the standard problem are regular.

Let then \( \varepsilon > 0 \) be given, and let \( E \subseteq \mathbb{R}^N \) be a set such that
\[
\tilde{\mathfrak{F}}(E) = \min \left\{ \tilde{\mathfrak{F}}(\Omega) : \Omega \subseteq \mathbb{R}^N, |\Omega| = |E| \right\}.
\]
We have to show that \( E \) is \( C^{1,\frac{1}{2} - \delta} \) regular for every \( \delta > 0 \). By standard regularity theory (see for instance [9, 4]), it is enough to show that \( E \) is \( \omega \)-minimal with \( \omega(r) = r^{1 - \delta} \) for every \( \delta > 0 \). In other words, we have to show the existence of some \( \bar{r} > 0 \) such that, for every ball \( B(x, r) \subseteq \mathbb{R}^N \) with radius \( r < \bar{r} \) and for every set \( F \subseteq \mathbb{R}^N \) with \( F \Delta E \subseteq B(x, r) \), one has
\[
P(E) \leq P(F) + r^{N - \delta}.
\]
Let us then assume by contradiction the existence of a ball \( B(x, r) \) and of a set \( F \subseteq \mathbb{R}^N \) such that \( F \Delta E \subseteq B(x, r) \) and
\[
P(E) > P(F) + r^{N - \delta}.
\]
Let us call \( \alpha = |E| - |F| \), and notice that of course \( |\alpha| \leq \omega_N r^N \). By classical properties of sets of finite perimeter (see for instance [9]), it is possible to find a set \( G \subseteq \mathbb{R}^N \) such that
\[
G \Delta E \subseteq \mathbb{R}^N \setminus B(x, r), \quad |G| = |E| + \alpha, \quad |G \Delta E| \leq 2|\alpha|, \quad P(G) \leq P(E) + C|\alpha|,
\]
for a geometric constant \( C = C(N) \). We can then define the competitor \( \Omega = (F \cap B(x, r)) \cup (G \setminus B(x, r)) \). By construction, we have that \( |\Omega| = |E| \), hence \( \Omega \) is an admissible set for the minimisation problem (3.24). Moreover, by (3.25) and (3.26) we have
\[
P(\Omega) - P(E) = P(F) - P(E) + P(G) - P(E) \leq C|\alpha| - r^{N - \delta} \leq C\omega_N r^N - r^{N - \delta}
\]
\[
\leq -\frac{1}{2} r^{N - \delta},
\]
(3.27)
where the last inequality is true as soon as \( \bar{r} \) has been chosen small enough, only depending on \( N \) and on \( \delta \).

Let us define \( E^+ = \Omega \setminus E \) and \( E^- = E \setminus \Omega \), so that \( \Omega = (E \cup E^+) \setminus E^- \) and \( E^+ \cap E = \emptyset \), while \( E^- \subseteq E \). By construction and (3.26), we have

\[
|E^+| + |E^-| \leq |B(x, r)| + 2|\alpha| \leq 3\omega_N r^N.
\]

As a consequence, keeping in mind Lemma 3.5, we have

\[
\mathcal{R}(\Omega) - \mathcal{R}(E) = \mathcal{R}(E, E^+) - \mathcal{R}(E, E^-) + \mathcal{R}(\Omega, E^+) - \mathcal{R}(\Omega, E^-) \leq 6\omega_N r^N \varphi(|E|).
\]

Putting together this estimate with (3.27) we get

\[
\mathcal{H}_\varepsilon(\Omega) = P(\Omega) + \varepsilon \mathcal{R}(\Omega) \leq \mathcal{H}_\varepsilon(E) + 6\varepsilon \omega_N r^N \varphi(|E|) - \frac{1}{2} r^{N-\delta} < \mathcal{H}_\varepsilon(E),
\]

where the last inequality again holds true as soon as \( \bar{r} \) has been chosen small enough, only depending on \( N, \delta, \varepsilon \) and \( \varphi(|E|) \). Since this estimate is against the optimality of \( E \) in (3.24), we have found the searched contradiction and the proof is concluded. \( \square \)

4. Properties of minimisers in the perimeter-dominated regime

We now consider the situation in which the coefficient \( \varepsilon \) in the energy \( \mathcal{H}_\varepsilon \) is small. We can see that, still without the radial assumption on \( g \), if \( \varepsilon \to 0 \) then the minimising sets converge to the unit ball in the \( L^1 \) sense. Moreover, they have good topological properties, in particular they are connected and without holes.

In the 2- dimensional case we will prove Theorem 1.1, in which we show that, adding the radial assumption and a couple of technical assumptions, the solution is exactly the ball for \( \varepsilon \ll 1 \).

We start by showing the connectedness of solutions.

Lemma 4.1 (Solutions are connected for \( \varepsilon \ll 1 \)). If \( g \) is decreasing in the sense of Definition 2.2, then there exists \( \varepsilon_1 > 0 \) such that, for every \( 0 < \varepsilon < \varepsilon_1 \), every minimiser \( \Omega \) of \( \mathcal{H}_\varepsilon \) is connected, or equivalently, if \( E \subseteq \Omega \) is such that \( 0 < |E| < \Omega \), then

\[
P(\Omega) < P(E) + P(\Omega \setminus E).
\]

In addition, one has \( \mathcal{H}_\varepsilon(\Omega) = \mathcal{H}_\varepsilon(\Omega) \), hence \( \Omega \) is also a minimiser of \( \mathcal{H}_\varepsilon \) and \( \min \mathcal{H}_\varepsilon = \min \mathcal{H}_\varepsilon \).

Before presenting the proof of Lemma 4.1, let us observe that, for a decreasing function \( g \), Proposition 1.2 ensures the existence of minimisers for \( \mathcal{H}_\varepsilon \), while existence of minimisers of \( \mathcal{H}_\varepsilon \) is in general false. The present lemma shows that, for \( \varepsilon \ll 1 \), any minimiser of \( \mathcal{H}_\varepsilon \) is actually also a minimiser of \( \mathcal{H}_\varepsilon \) (so in particular minimisers of \( \mathcal{H}_\varepsilon \) exist), and moreover \( \min \{\mathcal{H}_\varepsilon\} = \min \{\mathcal{H}_\varepsilon\} \). In particular this shows that, if \( \varepsilon \) is small enough, equality (3.20) holds even without the assumption that \( g \) is vanishing, so even if Lemma 3.4 cannot be applied.

Proof of Lemma 4.1. Let \( \varepsilon > 0 \) be given, and let \( \Omega \in \mathcal{A} \) be any minimiser of \( \mathcal{H}_\varepsilon \). By Proposition 1.2, which ensures the existence of a minimiser, we also obtain the existence of an optimal subdivision, that is, we can write \( \Omega = \bigcup_{i=1}^H \Omega^i \) so that the sets \( \Omega^i \) are pairwise disjoint, and

\[
\mathcal{H}_\varepsilon(\Omega) = \sum_{i=1}^H \mathcal{H}_\varepsilon(\Omega^i).
\]

We have then

\[
N \omega_N + \varepsilon \mathcal{R}(B) = \mathcal{H}_\varepsilon(B) \geq \mathcal{H}_\varepsilon(\Omega) \geq \sum_{i=1}^H P(\Omega^i) \geq N \omega_N^{1/N} \sum_{i=1}^H |\Omega^i|^\frac{N-1}{N},
\]
which implies
\[ \sum_{i=1}^{H} |\Omega^i|^{\frac{N-1}{N}} \leq \left( \sum_{i=1}^{H} |\Omega^i| \right)^{\frac{N-1}{N}} + \frac{\varepsilon}{N\omega_N^{1/N}} R(B). \] (4.3)

Let \( m \) be a very small constant, depending on \( N \) and on \( \varepsilon \), to be specified later. Recalling that \( R(B) \) is a number and that \( s \mapsto s^{-\frac{N-1}{N}} \) is strictly concave, there exists \( \varepsilon_1 \) such that, as soon as \( \varepsilon < \varepsilon_1 \), the estimate (4.3) implies that (up to renumbering the sets \( \Omega^i \))
\[ m := \omega_N - |\Omega^1| < m. \]

Let us define
\[ E = \left( \frac{\omega_N}{\omega_N - m} \right)^{1/N} \Omega^1, \]
which belongs to \( A \) by construction. Applying Lemma 3.1 and recalling that \( m < m \), as soon as \( m \) is small enough we have then
\[ \mathcal{F}_\varepsilon(E) \leq \left( \frac{\omega_N}{\omega_N - m} \right)^2 \mathcal{F}_\varepsilon(\Omega^1) \leq \mathcal{F}_\varepsilon(\Omega^1) + \frac{3m}{\omega_N} \mathcal{F}_\varepsilon(\Omega^1). \]

On the other hand, keeping in mind that \( \Omega \) is a minimiser of the energy and by (4.2) we obtain
\[ \mathcal{F}_\varepsilon(E) \geq \mathcal{F}_\varepsilon(\Omega) = \sum_{i=1}^{H} \mathcal{F}_\varepsilon(\Omega^i) = \mathcal{F}_\varepsilon(\Omega^1) + \sum_{i=2}^{H} \mathcal{F}_\varepsilon(\Omega^i) \geq \mathcal{F}_\varepsilon(\Omega^1) + \sum_{i=2}^{H} P(\Omega^i) \]
\[ \geq \mathcal{F}_\varepsilon(\Omega^1) + N\omega_N^{1/N} \sum_{i=2}^{H} |\Omega^i|^{\frac{N-1}{N}} \geq \mathcal{F}_\varepsilon(\Omega^1) + N\omega_N^{1/N} \frac{N-1}{N} m^{\frac{N-1}{N}}. \]

Putting together the last two estimates, and recalling that \( \mathcal{F}_\varepsilon(\Omega^1) \leq \mathcal{F}_\varepsilon(\Omega) \leq \mathcal{F}_\varepsilon(B) \), we get
\[ N\omega_N^{1/N} \frac{N-1}{N} m^{\frac{N-1}{N}} \leq \frac{3m}{\omega_N} \mathcal{F}_\varepsilon(B), \]
which is impossible if \( 0 < m < m \) as soon as \( m \) is small enough. We deduce that necessarily \( m = 0 \), so that actually \( E = \Omega \) and we have obtained \( \mathcal{F}_\varepsilon(\Omega) = \mathcal{F}_\varepsilon(\Omega) \). In particular, \( \Omega \) is also a minimiser of \( \mathcal{F}_\varepsilon \) and \( \min \mathcal{F}_\varepsilon = \min \mathcal{F}_\varepsilon \), and we only have to get (4.1).

Let us then assume that (4.1) is false, and let \( E \subseteq \Omega \) be such that \( P(\Omega) = P(E) + P(\Omega \setminus E) \), and \( 0 < |E| < \Omega \). Then, since \( g \) is strictly positive and thus
\[ \int_E \int_{\Omega \setminus E} g(y - x) \, dy \, dx > 0, \]
we have
\[ \mathcal{F}_\varepsilon(\Omega) \leq \mathcal{F}_\varepsilon(E) + \mathcal{F}_\varepsilon(\Omega \setminus E) = P(E) + P(\Omega \setminus E) + \varepsilon \left( R(E) + R(\Omega \setminus E) \right) < P(\Omega) + \varepsilon R(\Omega) = \mathcal{F}_\varepsilon(\Omega), \]
against the equality \( \mathcal{F}_\varepsilon(\Omega) = \mathcal{F}_\varepsilon(\Omega) \), that has been already established. This concludes the proof. \( \square \)

Let us now pass to show that solution have no holes, for small \( \varepsilon \). In particular, they are simply connected if \( N = 2 \).

**Lemma 4.2** (Solutions have no holes for \( \varepsilon \ll 1 \). If \( g \) is decreasing, then there exists \( 0 < \varepsilon_2 < \varepsilon_1 \) such that, for every \( 0 < \varepsilon < \varepsilon_2 \), every minimiser of \( \mathcal{F}_\varepsilon \) (or, equivalently, of \( \mathcal{F}_\varepsilon \), by Lemma 4.1) has no holes. Equivalently, there is no set \( G \subseteq \mathbb{R}^N \setminus \Omega \) with \( |G| > 0 \) such that
\[ P(\Omega) = P(\Omega \cup G) + P(G). \] (4.4)
Proof. Let us assume that $g$ is decreasing, that $\Omega \in \mathcal{A}$ is a minimiser of $\mathcal{F}_\varepsilon$ for some $\varepsilon < \varepsilon_1$, and that there exists a set $G \subseteq \mathbb{R}^N \setminus \Omega$ with $m := |G| > 0$ and such that (4.4) holds. We have to find a contradiction if $\varepsilon$ is smaller than a suitable $\varepsilon_2$. First of all, we can show that $m \ll 1$. In fact, by the optimality of $\Omega$ we find

$$N \omega_N + \varepsilon \mathcal{R}(B) = \mathcal{F}_\varepsilon(B) \geq \mathcal{F}_\varepsilon(\Omega) \geq P(\Omega) = P(\Omega \cup G) + P(G) \geq N \omega_N^{1/N} \left( (\omega_N + m)^{\frac{N-1}{N}} + m^{\frac{N-1}{N}} \right) \geq N \omega_N + N \omega_N^{1/N} m^{\frac{N-1}{N}},$$

which gives

$$m \leq \left( \frac{\mathcal{R}(B)}{N \omega_N^{1/N}} \right)^{\frac{N-1}{\varepsilon}} \varepsilon^{\frac{N-1}{N}}. \quad (4.5)$$

Since $\varepsilon < \varepsilon_1$, in particular $m$ is bounded, so by Lemma 3.5 there exists a constant $C$, only depending on $g$ and on $\varepsilon_1$ (thus ultimately only on $g$) such that

$$\mathcal{R}(\Omega \cup G) - \mathcal{R}(\Omega) = \mathcal{R}(G) + 2\mathcal{R}(\Omega, G) \leq Cm.$$  

As a consequence, again by (4.4) we obtain

$$\mathcal{F}_\varepsilon(\Omega \cup G) = P(\Omega \cup G) + \varepsilon \mathcal{R}(\Omega \cup G) = P(\Omega) - P(G) + \varepsilon \mathcal{R}(\Omega \cup G) \leq P(\Omega) - N \omega_N^{1/N} m^{\frac{N-1}{N}} + \varepsilon \mathcal{R}(\Omega) + \varepsilon Cm = \mathcal{F}_\varepsilon(\Omega) - N \omega_N^{1/N} m^{\frac{N-1}{N}} + \varepsilon Cm \quad (4.6)$$

$$< \mathcal{F}_\varepsilon(\Omega),$$

where the last inequality holds as soon as $m$ is small enough, hence by (4.5) as soon as $\varepsilon < \varepsilon_2$ for a suitably small $\varepsilon_2$.

In order to find a contradiction with the minimality of $\Omega$, we let $t \in \mathbb{R}$ be a number such that

$$|F| = \omega_N, \quad \text{where} \quad F = \left\{ x \in \Omega \cup G, \ x_1 < t \right\}.$$  

Notice that $\partial^* F \setminus \partial^* (\Omega \cup G)$ is contained in the hyperplane $t \times \mathbb{R}^{N-1}$. Moreover, for every $x' \in \mathbb{R}^{N-1}$ such that $(t, x') \in \partial^* F$ there exists some $x_1 \geq t$ such that $(x_1, x') \in \partial^* (\Omega \cup G)$. Thus $P(F) \leq P(\Omega \cup G)$. Moreover, we also have $\mathcal{R}(F) \leq \mathcal{R}(\Omega \cup G)$ since $F \subseteq \Omega \cup G$. Hence, also by (4.6) we have

$$\mathcal{F}_\varepsilon(F) \leq \mathcal{F}_\varepsilon(\Omega \cup G) < \mathcal{F}_\varepsilon(\Omega),$$

which is the desired contradiction since $\Omega$ is optimal and $F \in \mathcal{A}$. \hfill \Box

We can now show that the Fraenkel asymmetry of optimal sets converge to 0 when $\varepsilon \searrow 0$, that is, the optimal sets converge in the $L^1$ sense to the unit ball, up to translations.

Lemma 4.3 (Vanishing Fraenkel asymmetry). For every $\delta > 0$ there exists $\varepsilon(\delta) > 0$ such that, if $\Omega$ is a minimiser of $\mathcal{F}_\varepsilon$ with some $\varepsilon < \varepsilon(\delta)$, then

$$\min \left\{|\Omega \Delta (z + B)|, \ z \in \mathbb{R}^N \right\} \leq \delta.$$  

Proof. By the quantitative isoperimetric inequality (see [7, 1]) there exists a geometric constant $C = C(N)$ such that, for every $\Omega \subseteq \mathbb{R}^N$ with $|\Omega| = \omega_N$, up to a translation we have

$$P(\Omega) \geq P(B) + C|\Omega \Delta B|^2.$$  

If $\Omega$ is a minimiser of $\mathcal{F}_\varepsilon$, we have then

$$P(B) + \varepsilon \mathcal{R}(B) = \mathcal{F}_\varepsilon(B) \geq \mathcal{F}_\varepsilon(\Omega) \geq P(\Omega) \geq P(B) + C|\Omega \Delta B|^2,$$
from which we deduce
\[ |\Omega \Delta B| \leq \sqrt{\frac{\varepsilon}{C}} \mathcal{R}(B). \]

The thesis then follows. \(\square\)

The following observation will be useful in the proof of Theorem 1.1.

**Lemma 4.4.** A radial and decreasing function \(g : \mathbb{R}^N \setminus \{0\} \to (0, +\infty)\) is admissible, in the sense of Definition 2.1, if and only if
\[
\int_0^1 g(t)t^{N-1} dt < +\infty. \tag{4.7}
\]

Under this assumption, the function \(\Phi : [0, +\infty) \to [0, +\infty)\) defined as
\[
\Phi(t) := \int_B g(y - x) \, dx \quad \text{for } y \in \partial B_t, \tag{4.8}
\]
is decreasing and locally Lipschitz continuous in \(\mathbb{R}^+ \setminus \{1\}\). Moreover, \(\Phi\) is locally Lipschitz continuous on the whole \(\mathbb{R}^+\) if and only if
\[
\int_0^1 g(t)t^{N-2} dt < +\infty. \tag{4.9}
\]

**Proof.** The first property simply follows by integration in polar coordinates. Indeed, assume that \(g\) is radial and decreasing. Then, on one hand one has
\[
\mathcal{R}(B) = \int_B \int_B g(y - x) \, dy \, dx = \int_B \int_{-x+B} g(y) \, dy \, dx \geq \int_{B_{1/2}} \int_{B_{1/2}} g(y) \, dy \, dx = \frac{\omega_N}{2^N} \int_{t=0}^{1/2} t^{N-1} dt,
\]
and on the other hand
\[
\mathcal{R}(B) = \int_B \int_{-x+B} g(y) \, dy \, dx \leq \int_B \int_{B_2} g(y) \, dy \, dx = \omega_N \int_{t=0}^{2} t^{N-1} dt.
\]
Since \(g\) is decreasing, \(\int_0^\tau g(t) \, dt\) is either finite for every \(\tau > 0\) or infinite for every \(\tau > 0\), thus the first property follows.

Let us then assume that the property (4.7) is satisfied, and let \(\Phi\) be the function defined in (4.8). The fact that \(\Phi\) is decreasing and smooth in \(\mathbb{R}^+ \setminus \{1\}\), so in particular locally Lipschitz in \(\mathbb{R}^+ \setminus \{1\}\), directly follows from the definition. Concerning the Lipschitz property around 1, it clearly holds if and only if there exists a constant \(C > 0\) such that
\[
\int_{R_\varepsilon} g(|x|) \, dx < C\varepsilon,
\]
where \(R_\varepsilon = \{ x = (x', x_N) \in \mathbb{R} \times \mathbb{R}^{N-1} : |x'| < 1, |x_N| < \varepsilon \}\). A simple integration in polar coordinates ensures that this is equivalent to (4.9). \(\square\)
4.1. The 2-dimensional case: minimality of the ball for small $\varepsilon$. We now restrict ourselves to the 2-dimensional case $N = 2$. Notice that, in this case, the inequality (4.9) reduces to (1.1). For further use, we show the following geometric estimate.

**Lemma 4.5.** Let $0 < \bar{\theta} < \pi/2$ and let $-\cos(\bar{\theta})/8 < \delta < \cos(\bar{\theta})/8$. As in Figure 1, let $\tau(0)$ be the length of the arc of circle of radius 1, centred at $O \equiv (0, 0)$ and connecting the points $P \equiv (\cos \theta, \sin \theta)$ and $Q \equiv (\cos \theta, -\sin \theta)$ through $(1, 0)$, and let $\tau = \tau(\delta)$ be the length of the arc of circle connecting the points $P$ and $Q$ and passing through $S \equiv (1 + \delta, 0)$. Then,

$$\tau(\delta) - \tau(0) \geq \mu + \frac{\cos \bar{\theta}}{6} \delta \mu,$$

where $\mu = \mu(\delta)$ is the signed area enclosed between the two arcs of circle (positive for $\delta > 0$).

**Proof.** Let $0 < \bar{\theta} < \pi/2$ be fixed. For every $-\cos(\bar{\theta})/8 < \delta < \cos(\bar{\theta})/8$, let us call $R$ the centre of the arc $\tau(\delta)$, and let us call $\eta = \eta(\delta)$ the number such that $R \equiv (\eta, 0)$. Let moreover $\rho = \rho(\delta)$ be the radius of the arc $\tau(\delta)$, hence the length of the segment $PR$, and $\theta = \theta(\delta)$ the angle $P\bar{R}S$, so that $\theta(0) = \bar{\theta}$. The different quantities are depicted in Figure 1.
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**Figure 1.** Situation for the proof of Lemma 4.5.

A few elementary trigonometric calculations give that

$$\rho = \sqrt{(\cos \bar{\theta} - \eta)^2 + \sin^2 \bar{\theta}} = 1 - \eta \cos \bar{\theta} + o(\eta),$$

and then, since $\sin \bar{\theta} = \rho \sin \theta$, that

$$\theta = \bar{\theta} + \eta \sin \bar{\theta} + o(\eta).$$

Keeping in mind that $1 + \delta = \eta + \rho$, we deduce that

$$\eta = \frac{1}{1 - \cos \bar{\theta}} \delta + o(\delta),$$

thus the above first order expansions ensure that

$$\rho'(0) = -\frac{\cos \bar{\theta}}{1 - \cos \bar{\theta}}, \quad \theta'(0) = \frac{\sin \bar{\theta}}{1 - \cos \bar{\theta}}.$$

(4.11)
Concerning the area $\mu$, one has by construction

$$\mu = \rho^2 \theta + \eta \sin \theta - \theta = 2 \frac{\sin \bar{\theta} - \bar{\theta} \cos \bar{\theta}}{1 - \cos \theta} \delta + o(\delta).$$

Notice that, of course, $\mu$ is positive if and only if so is $\delta$. Finally, it is easy to evaluate $\tau$ as

$$\tau = 2\rho\theta = 2\bar{\theta} + 2 \frac{\sin \bar{\theta} - \bar{\theta} \cos \bar{\theta}}{1 - \cos \theta} \delta + o(\delta) = \tau(0) + 2 \frac{\sin \bar{\theta} - \bar{\theta} \cos \bar{\theta}}{1 - \cos \theta} \delta + o(\delta),$$

so the last two estimates give

$$\mu'(0) = 2 \frac{\sin \bar{\theta} - \bar{\theta} \cos \bar{\theta}}{1 - \cos \theta} = \tau'(0). \tag{4.12}$$

It is now easy to evaluate the derivatives of the functions $\rho$, $\theta$, $\mu$ and $\tau$ at values of $\delta$ different from 0. Indeed, since of course the lengths $\tau$, $\delta$ and $\rho$ are linear with respect to the radius, the area $\mu$ is quadratic, and the angle $\theta$ is 0-homogeneous, from (4.11) and (4.12) we directly have

$$\rho' = -\frac{\cos \theta}{1 - \cos \theta}, \quad \theta' = \frac{\sin \bar{\theta}}{\rho(1 - \cos \theta)}, \quad \tau' = 2 \frac{\sin \bar{\theta} - \bar{\theta} \cos \bar{\theta}}{1 - \cos \theta}, \quad \mu' = \rho \tau'.$$ \tag{4.13}

In order to show (4.10), we will now argue separately for the case $\delta > 0$ and $\delta < 0$.

**Case I. The case $\delta > 0$.**

Let us start considering the case when $\delta > 0$. We claim that

$$\rho(\sigma) \leq 1 - \frac{\cos \bar{\theta}}{2} \sigma \quad \forall 0 < \sigma < \frac{\cos \bar{\theta}}{8}. \tag{4.14}$$

To show this estimate, we call $\delta_1 > 0$ the value of $\delta$ such that the corresponding $\eta$ is $\eta(\delta_1) = (\cos \bar{\theta})/2$. Notice that, as a consequence, one has

$$\rho(\delta_1) = \sqrt{\frac{\cos^2 \bar{\theta}}{4} + \sin^2 \bar{\theta}} = \frac{1}{2} \sqrt{1 + 3 \sin^2 \bar{\theta}} \geq \frac{1 + \sin^2 \bar{\theta}}{2}, \tag{4.15}$$

and since $(\cos \bar{\theta})/2 + \rho(\delta_1) = 1 + \delta_1$ we get

$$\delta_1 = \frac{\cos \bar{\theta}}{2} + \rho(\delta_1) - 1 \geq \frac{\cos \bar{\theta} + \sin^2 \bar{\theta} - 1}{2} = \frac{\cos \bar{\theta}(1 - \cos \bar{\theta})}{2}. \tag{4.16}$$

Notice now that, for every $0 < \sigma < \delta_1$, by (4.13) one has

$$\rho'(\sigma) = -\frac{\cos(\theta(\sigma))}{1 - \cos(\theta(\sigma))} \leq -\cos(\theta(\sigma)) \leq -\rho(\sigma) \cos(\theta(\sigma)) \leq -\frac{\cos \bar{\theta}}{2},$$

from which the inequality $\rho(\sigma) \leq 1 - \sigma \cos \bar{\theta}/2$ follows for every $0 < \sigma \leq \delta_1$. We have then already obtained (4.14) if $\delta_1 \geq \cos \bar{\theta}/8$, which by (4.16) is surely true if $\cos \bar{\theta} \leq 3/4$.

Let us instead assume that $\cos \bar{\theta} > 3/4$. In this case notice that, by elementary geometric reasons, $\rho(\sigma) \leq \rho(\delta_1)$ for every $\delta_1 \leq \sigma \leq \delta_2$, where $\delta_2$ is such that the corresponding $\eta$ is $\eta(\delta_2) = 3(\cos \bar{\theta})/2$. Since

$$\delta_2 = \eta(\delta_2) + \rho(\delta_2) - 1 \geq 3 \cos \bar{\theta} - 1 \geq \frac{\cos \bar{\theta}}{8},$$

we deduce (4.14) also with $\cos \bar{\theta} > 3/4$, since the inequality has already been proved for $0 < \sigma \leq \delta_1$, and for every $\delta_1 < \sigma < \cos \bar{\theta}/8$ one has, also by (4.15),

$$\rho(\sigma) \leq \rho(\delta_1) = \frac{1}{2} \sqrt{1 + 3 \sin^2 \bar{\theta}} \leq 1 - \frac{\cos \bar{\theta}}{4} \leq 1 - \frac{\cos \bar{\theta}}{2} \sigma.$$
Making use of (4.14) we can easily obtain (4.10). In fact, since \(0 < \delta < \cos \tilde{\theta}/8\), by (4.13) and (4.14) we have, for \(0 < \sigma < \delta\),

\[
\mu'(\sigma) = \rho(\sigma)\tau'(\sigma) \leq \tau'(\sigma) - \frac{\cos \tilde{\theta}}{2} \sigma \tau'(\sigma).
\]

Moreover, a simple calculation ensures that the function

\[
\theta \mapsto \frac{\sin \theta - \theta \cos \theta}{1 - \cos \theta}
\]

is increasing, hence by (4.13) also \(\tau'\) is an increasing function of \(\delta\). Therefore, we can estimate

\[
\tau(\delta) - \tau(0) = \int_{\sigma=0}^{\delta} \tau'(\sigma) \, d\sigma \geq \int_{\sigma=0}^{\delta} \mu'(\sigma) \, d\sigma + \int_{\sigma=0}^{\delta} \frac{\cos \tilde{\theta}}{2} \sigma \tau'(\sigma) \, d\sigma
\]

\[
= \mu + \frac{\cos \tilde{\theta}}{2} \int_{\sigma=0}^{\delta} \sigma \tau'(\sigma) \, d\sigma \geq \mu + \frac{\cos \tilde{\theta}}{4} \delta \int_{\sigma=0}^{\delta} \tau'(\sigma) \, d\sigma
\]

\[
\geq \mu + \frac{\cos \tilde{\theta}}{4} \delta \int_{\sigma=0}^{\delta} \rho(\sigma) \tau'(\sigma) \, d\sigma = \mu + \frac{\cos \tilde{\theta}}{4} \delta \int_{\sigma=0}^{\delta} \mu'(\sigma) \, d\sigma = \mu + \frac{\cos \tilde{\theta}}{4} \delta \mu,
\]

which is stronger than (4.10).

**Case II. The case \(\delta < 0\).**

Let us now consider the case when \(\delta < 0\). In this case, we call \(\delta_1 = \cos \tilde{\theta} - 1\). Notice that \(\delta_1\) is negative, and it corresponds to the situation in which \(S\) is the middle point of the segment \(PQ\), hence in particular \(\rho(\sigma) \to +\infty\) for \(\sigma \searrow \delta_1\). We first aim to show that

\[
\mu''(\sigma) \geq 0 \quad \forall \delta_1 < \sigma < 0.
\]

In fact, by homogeneity, it is enough to show that \(\mu''(0) \geq 0\). Keeping in mind (4.13), we have

\[
\mu''(0) = (\rho \tau')'(0) = 2 \left( \frac{-\cos \tilde{\theta}(\sin \tilde{\theta} - \tilde{\theta} \cos \tilde{\theta})}{(1 - \cos \tilde{\theta})^2} + \frac{\tilde{\theta} \sin^2 \tilde{\theta} - \sin^3 \tilde{\theta}}{(1 - \cos \tilde{\theta})^3} \right),
\]

so that we are reduced to check that

\[
\tilde{\theta} \sin^2 \tilde{\theta} - \sin^3 \tilde{\theta} \geq \cos \tilde{\theta}(\sin \tilde{\theta} - \tilde{\theta} \cos \tilde{\theta})(1 - \cos \tilde{\theta}),
\]

which in turn can be rewritten as

\[
\tilde{\theta}(1 + \cos \tilde{\theta} + \cos^2 \tilde{\theta}) \geq \sin \tilde{\theta}(1 + 2 \cos \tilde{\theta}).
\]

In other words, we have to show \(f(\tilde{\theta}) \geq 0\), where \(f(x) = x(1 + \cos x + \cos^2 x) - \sin x(1 + 2 \cos x)\).

Since \(0 < \tilde{\theta} < \pi/2\) and \(f(0) = 0\), it is sufficient to show that \(f'(x) \geq 0\) for every \(0 < x < \pi/2\), and this is equivalent to say that

\[
3 \sin x \geq x(1 + 2 \cos x) \quad \forall 0 < x < \frac{\pi}{2}.
\]

Once again, we can call \(\tilde{f}(x) = 3 \sin x - x(1 + 2 \cos x)\), observe that \(\tilde{f}(0) = 0\), and then it is enough to show that \(\tilde{f}'(x) \geq 0\) for every \(0 < x < \pi/2\). And finally,

\[
\tilde{f}'(x) = \cos x - 1 + 2x \sin x \geq \cos^2 x - 1 + 2x \sin x = \sin x(2x - \sin x) \geq 0 \quad \forall 0 < x < \frac{\pi}{2},
\]

so (4.17) is proved.

A simple trigonometric calculation ensures that

\[
\mu'(\delta_1) = \frac{4}{3} \sin \tilde{\theta},
\]

(4.18)
hence for every $\delta_1 \leq \sigma \leq 0$ we have
\[
\frac{2}{3} \mu'(0) \leq \mu' (\sigma) \leq \mu'(0), \tag{4.19}
\]
where the second inequality is a direct consequence of (4.17), and the first follows by (4.17) since
\[
\mu'(\sigma) \geq \mu' (\delta_1) = \frac{4}{3} \sin \bar{\theta} \geq \frac{4}{3} \frac{\sin \bar{\theta} - \bar{\theta} \cos \bar{\theta}}{1 - \cos \bar{\theta}} = \frac{2}{3} \mu'(0).
\]
We can then argue more or less as in Case I. In fact, observe that for every $\delta_1 \leq \sigma \leq 0$ one has $0 \leq \theta (\sigma) \leq \bar{\theta}$, hence by (4.13)
\[
\rho' (\sigma) = -\frac{\cos(\theta (\sigma))}{1 - \cos(\theta (\sigma))} \leq -\frac{\cos \bar{\theta}}{1 - \cos \bar{\theta}} \leq -\cos \bar{\theta},
\]
so that
\[
\frac{1}{\rho (\sigma)} \leq \frac{1}{1 + \cos \bar{\theta} |\sigma|} \leq 1 - \frac{\cos \bar{\theta}}{2} |\sigma|.
\]
Hence, by (4.13) and (4.19), for every $\delta_1 \leq \delta \leq 0$ we have
\[
\tau (\delta) - \tau (0) = -\int_{\sigma = \delta}^{0} \tau' (\sigma) d\sigma = -\int_{\delta}^{0} \frac{\mu' (\sigma)}{\rho (\sigma)} d\sigma \geq \mu + \frac{\cos \bar{\theta}}{2} \int_{\delta}^{0} \mu' (\sigma) |\sigma| d\sigma \\
\geq \mu + \cos \bar{\theta} \delta \int_{\delta}^{0} \mu' (0) |\sigma| d\sigma = \mu - \frac{\cos \bar{\theta}}{6} \delta \int_{\delta}^{0} \mu'(\sigma) d\sigma \\
= \mu + \frac{\cos \bar{\theta}}{6} \delta \mu,
\]
which is (4.10).

We have then proved (4.10) for every $\delta_1 \leq \delta \leq 0$, while we have to prove it for every $-\cos \bar{\theta}/8 < \delta < 0$. However, the missing cases are very easy. In fact, if $\delta \leq 2\delta_1$, then an immediate geometric argument ensures that $\tau (\delta) \geq \tau (0)$. Hence, for every $-\cos \bar{\theta}/8 < \delta < 2\delta_1$ we clearly have (4.10) since
\[
\tau (\delta) - \tau (0) \geq 0 \geq \mu + \frac{\cos \bar{\theta}}{6} \delta \mu,
\]
where the last inequality is true since $\mu \leq 0$ and
\[
1 + \frac{\cos \bar{\theta}}{2} \delta \geq 1 - \frac{\cos^2 \bar{\theta}}{16} > 0.
\]
And finally, to show (4.10) for $2\delta_1 < \delta < \delta_1$, it is enough to check that $\Psi' (\sigma) > 0$ for every $2\delta_1 < \sigma < 0$, where
\[
\Psi (\sigma) = \mu (\sigma) + \frac{\cos \bar{\theta}}{6} \sigma \mu (\sigma).
\]
Indeed, once we have proved $\Psi' > 0$ in the interval $[2\delta_1, \delta_1]$, (4.10) immediately follows since for every $2\delta_1 < \delta < \delta_1$
\[
\tau (\delta) - \tau (0) \geq \tau (\delta_1) - \tau (0) \geq \Psi (\delta_1) - \Psi (0) = \mu + \frac{\cos \bar{\theta}}{6} \sigma \mu.
\]
Let us then show the inequality $\Psi' > 0$. Since for every $2\delta_1 < \sigma < 0$ we have by trigonometric reasons and by (4.19) and (4.18) that
\[
-2(\bar{\theta} - \sin \bar{\theta} \cos \bar{\theta}) \leq \mu (\sigma) \leq -\left(\bar{\theta} - \sin \bar{\theta} \cos \bar{\theta}\right), \quad \mu' (\sigma) \geq \frac{4}{3} \sin \bar{\theta},
\]
keeping in mind (4.13) we have
\[ \Psi'(\sigma) = \mu'(\sigma) \left( 1 + \frac{\cos \theta}{6} \sigma \right) + \frac{\cos \theta}{6} \mu(\sigma) \geq \frac{2}{3} \sin \theta - \frac{\theta - \sin \theta \cos \theta}{3} \geq \frac{2 \sin \theta - \theta}{3} > 0, \]
so as observed before the proof is completed. \( \square \)

Let us now consider a set \( E \in \mathcal{A} \). Up to a translation, we can assume that
\[ \min \left\{ |E \Delta (z + B)|, z \in \mathbb{R}^N \right\} = |E \Delta B|, \tag{4.20} \]
since the minimum exists by a simple compactness argument. For any set \( E \in \mathcal{A} \), under the assumption (4.20), we call
\[ \nu := \frac{|E \Delta B|}{2} = |E \setminus B| = |B \setminus E|, \tag{4.21} \]
and
\[ \delta^+ := \sup \left\{ s > 0 : |E \setminus B_s| > 0 \right\} - 1, \quad \delta^- := 1 - \inf \left\{ s : |B_s \setminus E| > 0 \right\}. \tag{4.22} \]
We want now to show the following result.

**Lemma 4.6.** Let \( E \in \mathcal{A} \) be a set satisfying (4.20), connected and with no holes in the sense of (4.1) and (4.4). Let moreover \( \delta^+ \) and \( \nu \) be defined as in (4.21) and (4.22). Then,
\[ P(E) - P(B) \geq \frac{1}{C} \nu (\delta^+ + \delta^-), \tag{4.23} \]
for some purely geometric constant \( C \).

**Proof.** Since the proof is quite involved, we divide it in some steps. Moreover, we will consider separately the situation in \( E \setminus B \) and in \( B \setminus E \).

**Step I. The families \( \Gamma, \Gamma^{t,\beta}, \Gamma_{t,\beta} \)**

We consider a class of “generalised possible boundaries” as follows. We let \( \Gamma_0 \) be the class of all \( C^1 \), injective curves \( \gamma : \mathbb{S}^1 \to \mathbb{R}^2 \), parametrized with constant speed and counterclockwise (that is, \( |\gamma'| \) is constant and all the points internal to the curve have degree 1 with respect to the curve itself). We call then \( \Gamma \) the class of functions \( \gamma : \mathbb{S}^1 \to \mathbb{R}^2 \) which are uniform limits of elements of \( \Gamma_0 \). Notice that any curve in \( \Gamma \) is Lipschitz continuous and with \( |\gamma'| \) constant, but it is not necessarily injective, hence it is not necessarily a Jordan curve. Given a curve \( \gamma \in \Gamma \), and writing for brevity \( \gamma \), with a small abuse of notation, also to denote the set \( \gamma(\mathbb{S}^1) \subseteq \mathbb{R}^2 \), every point \( x \in \mathbb{R}^2 \setminus \gamma \) has either degree 0 or degree 1, and the set \( E_\gamma \subseteq \mathbb{R}^2 \) of points with degree 1 is a bounded, open set. Notice that a same set \( E_\gamma \) corresponds to different curves \( \gamma \), even up to rotations of \( \mathbb{S}^1 \). Indeed, the set \( E_\gamma \) does not change if one adds to a curve \( \gamma \) a Lipschitz curve in \( \mathbb{R}^2 \setminus E_\gamma \), with one endpoint in \( \gamma \), percurred once outwards and then once inwards (see for instance the fourth picture in Figure 2). For any positive constants \( t \) and \( \beta \), we define
\[ \Gamma^{t,\beta} := \left\{ \gamma \in \Gamma : E_\gamma \supseteq B, \max \left\{ |\gamma(t)|, t \in \mathbb{S}^1 \right\} = 1 + t, |E_\gamma \setminus B| = \beta \right\}, \]
\[ \Gamma_{t,\beta} := \left\{ \gamma \in \Gamma : E_\gamma \subseteq B, \min \left\{ |\gamma(t)|, t \in \mathbb{S}^1 \right\} = 1 - t, |B \setminus E_\gamma| = \beta \right\}. \]
Notice that the family \( \Gamma^{t,\beta} \) (resp., \( \Gamma_{t,\beta} \)) is non-empty only if \( \pi + \beta \leq \pi(1 + t)^2 \) (resp., \( t \leq 1 \) and \( \pi - \beta \geq \pi(1 - t)^2 \)). Finally, we define the “length” of every curve \( \gamma \in \Gamma \) as
\[ \ell(\gamma) = \int_{\mathbb{S}^1} |\gamma'(t)| \, dt. \]
Step II. The curves \( \bar{\gamma}^{t,\beta} \) and \( \tilde{\gamma}^{t,\beta} \).

Let \( t \) and \( \beta \) be positive numbers such that \( \Gamma^{t,\beta} \) (resp., \( \Gamma_{t,\beta} \)) is non-empty. By a simple compactness argument, this family contains a curve \( \bar{\gamma}^{t,\beta} \) (resp., \( \tilde{\gamma}^{t,\beta} \)) with minimal length. It is quite standard to describe these curves, depending on \( t \) and \( \beta \).

Let us start with the curve \( \bar{\gamma}^{t,\beta} \). The “free boundary” (i.e. the set of points \( x \in \bar{\gamma}^{t,\beta} \) with \( 1 < |x| < 1 + t \)) has to be made by arcs of circle, all of the same radius. Moreover, these arcs have to meet \( \partial B \) and each other tangentially, except at points \( x \) with \( |x| = 1 + t \). As a consequence, one readily derives that the situation is one of the four of Figure 2, which are depicted for increasing values of \( t \). More precisely, for each given \( \beta \geq 0 \), if \( t \) is small enough (but still such that \( \Gamma^{t,\beta} \neq \emptyset \)) then \( \bar{\gamma}^{t,\beta} \setminus \partial B \) is done by two arcs with positive curvature, meeting with a corner, as in the first picture in the left. If \( t \) increases then the curvature of the two arcs decreases, and it becomes null for some \( t \) (second picture, where the two arcs are actually segments) and then negative (third picture). Eventually, for \( t \) large enough, the two arcs of the curve \( \bar{\gamma}^{t,\beta} \) meet tangentially at some distance \( t_{\text{ext}} < t \) from \( \partial B \), and then there is a final segment of length \( t - t_{\text{ext}} \) so to reach the final distance \( t \). Notice that the final segment counts twice in \( \ell(\bar{\gamma}^{t,\beta}) \), and in particular this shows that both the inequalities \( \ell(\gamma) \geq \mathcal{H}^1(\gamma) \geq P(E_{\gamma}) \) for elements \( \gamma \in \Gamma \) can be strict. For ease of notation later, we set \( t_{\text{ext}} = t \) in the first three cases.

![Figure 2. The possible curves \( \bar{\gamma}^{t,\beta} \) for increasing values of \( t \).](image)

Let us now consider the curve \( \tilde{\gamma}^{t,\beta} \). The situation is similar to the preceding one, since again the free boundary, made by points \( x \in \tilde{\gamma}^{t,\beta} \) with \( 1 - t < |x| < 1 \), is done by arcs of circle, all with the same radius, and meeting \( \partial B \) and each other tangentially except at points \( x \) with \( |x| = 1 - t \). In this case the curvature of the free boundary has to be positive, so there are only two possibilities, depicted in Figure 3. Namely, for \( \beta \) fixed and \( t \) such that \( \Gamma_{t,\beta} \neq \emptyset \), if \( t \) is smaller than some threshold then \( \tilde{\gamma}^{t,\beta} \setminus \partial B \) is done by two arcs, meeting with a corner at some point \( \bar{x} \) with \( |\bar{x}| = 1 - t \), as in the first picture. Instead, if \( t \) is larger than the threshold, then \( \tilde{\gamma}^{t,\beta} \setminus \partial B \) is done by two arcs which meet tangentially at distance \( t_{\text{int}} \) from \( \partial B \), plus a segment of length \( t - t_{\text{int}} \) so to reach distance \( t \) from \( \partial B \), as in the second picture. As before, for ease of notation later we set \( t_{\text{int}} = t \) in the first case.

Notice that, in particular, the above characterisation of the minimisers imply that, for every possible \( t, \beta \), they are unique up to a rotation. Moreover, each minimiser \( \bar{\gamma}^{t,\beta} \) (resp., \( \tilde{\gamma}^{t,\beta} \)) contains a single point \( \bar{x} \) with \( |\bar{x}| = 1 + t \) (resp., \( |\bar{x}| = 1 - t \)), and is symmetric with respect to the line \( \bar{x}\mathbb{R} \). In addition, the curve \( \bar{\gamma}^{t,\beta} \setminus \overline{B} \) (resp., \( \tilde{\gamma}^{t,\beta} \setminus \overline{B} \)) meets \( \partial B \) in two points, corresponding to an angle \( \theta^{t,\beta} \) (resp., \( \theta_{t,\beta} \)), as in Figure 2 and 3. We conclude this step by
Figure 3. The possible curves $\tilde{\gamma}_{t,\beta}$ for increasing values of $t$.

observing that there exists a purely geometrical constant $C_1 > 0$ such that, if $t \leq 1$, then
\[
\frac{1}{C_1} t_{\text{ext}} \theta^{t,\beta} \leq \beta \leq C_1 t_{\text{ext}} \theta^{t,\beta}, \quad \frac{1}{C_1} t_{\text{int}} \theta^{t,\beta} \leq \beta \leq C_1 t_{\text{int}} \theta^{t,\beta},
\] (4.24)
as one can derive by elementary geometrical means recalling that the different parts of $\tilde{\gamma}^{t,\beta} \setminus \partial B$ and $\tilde{\gamma}_{t,\beta} \setminus \partial B$ are arcs of circle.

**Step III. The inequalities (4.25).**

In this step, we show that
\[
P(E \cup B) \geq \ell(\tilde{\gamma}^{\delta^+,\nu}), \quad P(E \cap B) \geq \ell(\tilde{\gamma}_{\delta^-,\nu}).
\] (4.25)

First of all, we notice that by (4.21) and (4.22) the set $E \cup B$ has area $\pi + \nu$ and is contained in the ball $B_{1+\delta^+}$, and similarly $E \cap B$ has area $\pi - \nu$ and contains the ball $B_{1-\delta^-}$. As a consequence, the sets $\Gamma^{\delta^+,\nu}$ and $\Gamma_{\delta^-,\nu}$ are non-empty, so the curves $\tilde{\gamma}^{\delta^+,\nu}$ and $\tilde{\gamma}_{\delta^-,\nu}$ are defined and the inequalities (4.25) make sense. Moreover, by standard approximation, for every $\sigma > 0$ there exists a smooth set $\tilde{E} \supseteq B$ with $|P(E) - P(E \cup B)| < \sigma$ and such that $|\tilde{E} \setminus B| = \nu$ and $\sup\{s > 0 : |\tilde{E} \setminus B_s| > 0\} = 1 + \delta^+$. Since $E$ is connected and with no holes in the sense of (4.1) and (4.4), without loss of generality we can assume that the same is true for $\tilde{E}$, hence $\tilde{\gamma} = \partial \tilde{E}$ is a smooth, injective curve. By construction, $\tilde{\gamma} \in \Gamma^{\delta^+,\nu}$, so
\[
P(E \cup B) - \sigma > P(\tilde{E}) = \ell(\tilde{\gamma}) \geq \ell(\tilde{\gamma}^{\delta^+,\nu}),
\]
and since $\sigma$ is arbitrary the left inequality in (4.25) follows. The proof of the right one is completely similar.

**Step IV. The curves $\gamma^{\pm}$.**

In this step, we consider yet another minimisation problem. That is, we minimise $\ell(\gamma)$ among the curves in
\[
\Gamma^+ := \left\{ \gamma \in \Gamma : E_\gamma \supseteq B, |E_\gamma \setminus B| = \nu, \gamma \supseteq \{ \eta \in S^1 : \theta^{\delta^+,\nu} \leq \eta \leq 2\pi - \theta^{\delta^+,\nu} \} \right\}.
\]
By compactness, such a minimiser exists, and we call it $\gamma^+$. Notice that this minimisation problem is trivial, in fact $\gamma^+ \setminus \partial B$ is simply the arc of circle which meets $\partial B$ in the two
It is again obvious that a minimiser $\gamma$ exists, and that $\gamma \subset \partial B$ is the arc of circle which meets $\partial B$ in the two points $(\cos \theta, \pm \sin \theta)$ in such a way that $B \setminus E_\gamma$ has area $\nu$. Notice that, depending on $\delta$ and $\nu$, the curvature of this arc can be positive (as in Figure 4, centre), null, or negative (as in Figure 4, right). We also observe that

$$\ell(\tilde{\gamma}^{++}_\delta, \nu) \geq \ell(\gamma^+ + 2(\delta^+ - \delta^+_{ext}), \ell(\tilde{\gamma}^{--}_\delta, \nu) \geq \ell(\gamma^- + 2(\delta^- - \delta^-_{int}). \quad (4.26)$$

In fact, let us call $\tilde{\gamma}^{++}_\delta, \nu$ the curve $\tilde{\gamma}^{++} \cap B_{1+ext}$. In other words, $\tilde{\gamma}^{++}_\delta$ coincides with $\gamma^{++}$ in the first three cases of Figure 2, while in the last case $\tilde{\gamma}^{++}_\delta$ is obtained by removing the final segment (which is counted twice) from $\tilde{\gamma}^{++}_\delta$. Similarly, we call $\tilde{\gamma}^{--}_\delta, \nu$ the curve $\tilde{\gamma}^{--}_\delta \setminus B_{1-int}$, that is, the whole curve $\tilde{\gamma}^{--}_\delta$ in the first case of Figure 3, or the curve without the final segment (which is counted twice) otherwise. By construction and by definition of $\delta^{++}$ and $\delta^{--}$, the curves $\gamma^{++}$ and $\gamma^{--}$ belong to $\Gamma^+$ and $\Gamma^-$ respectively, hence

$$\ell(\tilde{\gamma}^{++}_\delta, \nu) = \ell(\gamma^{++}) + 2(\delta^+ - \delta^+_{ext}) \geq \ell(\gamma^+) + 2(\delta^+ - \delta^+_{int}),$$

and similarly

$$\ell(\tilde{\gamma}^{--}_\delta, \nu) = \ell(\gamma^{--}) + 2(\delta^- - \delta^-_{int}) \geq \ell(\gamma^--) + 2(\delta^- - \delta^-_{int}),$$

so (4.26) is established.

Finally, as shown in Figure 4, we will call $d^+$ (resp., $d^-$) the maximal distance between points of $\gamma^+$ (resp., $\gamma^-$) and $\partial B$. As in the previous step, a simple geometric argument ensures the existence of a purely geometric constant $C_2$ such that, if $d^+ \leq 1$, then

$$\frac{1}{C_2} d^+ \theta^{++} \nu \leq \nu \leq C_2 d^+ \theta^{++}, \quad \frac{1}{C_2} d^- \theta^{--} \nu \leq \nu \leq C_2 d^- \theta^{--}. \quad (4.27)$$

**Step V. Conclusion.**

We are now in position to conclude the proof. In fact, let $\bar{\delta} \ll 1$ be a geometrical constant,
to be specified later. Keeping in mind the isoperimetric inequality and (4.20), an immediate compactness argument ensures the existence of a constant $\kappa > 0$, depending on $\delta$, such that $P(E) \geq 2\pi + \kappa$ if $\delta^+ + \delta^- \geq \bar{\delta}$. If $\delta^+ \leq 2\pi$ we can then estimate

$$P(E) - P(B) \geq \kappa \geq \frac{\kappa}{2\pi + 1} (\delta^+ + \delta^-) \geq \frac{\kappa}{\pi(2\pi + 1)} \nu(\delta^+ + \delta^-),$$

so (4.23) is proved if $\delta^+ + \delta^- \geq \bar{\delta}$ and $\delta^+ \leq 2\pi$. If $\delta^+ > 2\pi$, then we have $P(E) \geq 2\delta^+$, so that

$$P(E) - P(B) \geq \delta^+ \geq \frac{1}{1 + (2\pi)^{-1}} (\delta^+ + \delta^-) \geq \frac{1}{\pi + 1/2} \nu(\delta^+ + \delta^-),$$

so once again (4.23) is proved.

To complete the proof, we have then only to deal with the case when $\delta^+ + \delta^- \leq \bar{\delta}$, so from now on we assume this inequality to be true. Notice that we can apply (4.24) with $\beta = \nu$ and with $\nu = \delta^+$, since $\delta^+$ and $\delta^-$ are smaller than $\bar{\delta} \ll 1$, hence much smaller than 1. In particular, this implies that $\nu \ll 1$, and it immediately follows that $d^\pm \ll 1$, where $d^\pm$ are given as in Step IV, so they depend on $\nu, \theta^\pm, \nu$ and $\theta_{\delta^+\delta_-}$. As a consequence, we can apply also (4.27), which together with (4.24) gives

$$\frac{d^+}{C_1C_2} \leq \delta^+_{\text{ext}} \leq C_1C_2d^+, \quad \frac{d^-}{C_1C_2} \leq \delta^-_{\text{ext}} \leq C_1C_2d^-, \quad (4.28)$$

where $\delta^+_{\text{ext}}$ and $\delta^-_{\text{ext}}$ are defined as in Step II. Let us also call

$$C_3 = \min \left\{ \frac{\sqrt{2}}{12C_1C_2}, \frac{2}{\pi} \right\}, \quad \Theta = \min \left\{ \frac{\pi}{4}, \frac{3\pi C_3}{2C_1} \right\}. \quad (4.29)$$

Let us now assume that $\delta^+ \geq \delta^-$. If $\theta_{\theta^+,\nu} \geq \Theta$, then we are necessarily in the first case of Figure 2, because otherwise we find a contradiction with the fact that $\nu \ll 1$ (notice that the contradiction holds if the upper bound on $\nu$ is sufficiently small, which in turn is true provided that $\bar{\delta}$ has been chosen small enough). As a consequence, $\delta^+_{\text{ext}} = \delta^+$, and then by the quantitative isoperimetric inequality (see for instance [7, 1]) and (4.27) we get

$$P(E) - P(B) \geq C_4\nu^2 \geq \frac{C_4}{C_1} \nu\delta^+_{\text{ext}}\theta_{\theta^+,\nu} \geq \frac{C_4\Theta}{C_1} \nu\delta^+ \geq \frac{C_4\Theta}{2C_1} \nu(\delta^+ + \delta^-)$$

for another geometric constant $C_4$. We have then obtained (4.23) and so the proof is concluded if $\delta^+ \geq \delta^-$ and $\theta_{\theta^+,\nu} \geq \Theta$. Suppose instead that $\theta_{\theta^+,\nu} \leq \Theta$, still under the assumption that $\delta^+ \geq \delta^-$. In this case, as soon as

$$\bar{\delta} < \frac{\sqrt{2}}{16C_1C_2},$$

by (4.28) and (4.29) we have

$$d^+ \leq C_1C_2\delta^+_{\text{ext}} \leq C_1C_2\bar{\delta} < \frac{\sqrt{2}}{16} \leq \frac{\cos \Theta}{8} \leq \frac{\cos(\theta_{\theta^+,\nu})}{8}.$$

As a consequence, we can apply Lemma 4.5 with $\delta = d^+$ and $\bar{\theta} = \theta_{\theta^+,\nu}$. Observe that with this choice the path $\tau(d^+)$ of Lemma 4.5 coincides with $\gamma^+ \setminus \partial B$, and $\mu(\bar{\delta}) = \nu$. Thus, (4.25),
(4.26), the estimate (4.10), (4.28) and (4.29) give
\[ P(E \cup B) - P(B) \geq \ell(\gamma^{d^+,\nu}) - 2\pi \geq \ell(\gamma^+) + 2(\delta^+ - \delta^+_\text{ext}) - 2\pi = \tau(d^+) - \tau(0) + 2(\delta^+ - \delta^+_\text{ext}) \]
\[ \geq \nu + \frac{\cos \bar{\theta}}{6} d^+ \nu + 2(\delta^+ - \delta^+_\text{ext}) \geq \nu + \frac{\sqrt{2}}{12} d^+ \nu + \frac{2(\delta^+ - \delta^+_\text{ext})}{\pi} \nu \]
\[ \geq \nu + \frac{\sqrt{2}}{12C_1C_2} \delta^+_\text{ext} \nu + \frac{2(\delta^+ - \delta^+_\text{ext})}{\pi} \nu \geq \nu + C_3 \nu \delta^+. \]

On the other hand, by the standard isoperimetric inequality, still minding that \( \nu \ll 1 \), we have
\[ P(E \cap B) \geq 2\pi \sqrt{\frac{|E \cap B|}{\pi}} = 2\pi \sqrt{\frac{\pi - \nu}{\pi}} \geq 2\pi \left( 1 - \frac{\nu}{2\pi} - \frac{\nu^2}{3\pi^2} \right) = 2\pi - \nu - \frac{\nu^2}{3\pi}. \]

Putting together the last two estimates, also by (4.29) we have then
\[ P(E) - P(B) \geq P(E \cup B) + P(E \cap B) - 2P(B) \geq C_3 \nu \delta^+ - \frac{\nu^2}{3\pi} \geq \frac{C_3}{2} \nu \delta^+ \geq \frac{C_3}{4} \nu (\delta^+ + \delta^-). \]

We have then obtained (4.23) under the assumption that \( \theta^{\delta^+\nu} > \Theta \) and \( \delta^+ \geq \delta^- \), so the proof is completed for the case \( \delta^+ \geq \delta^- \).

The proof for the case \( \delta^- \geq \delta^+ \) is exactly the same, just replacing in the obvious way \( \delta^+, \delta^+_\text{ext} \) and \( \theta^{\delta^+\nu}, \delta^- \) and \( \delta^-,-\nu \).

We are finally in position to prove Theorem 1.1.

Proof of Theorem 1.1. Let us fix a small, positive constant \( \bar{\varepsilon} \), and let \( 0 < \varepsilon < \bar{\varepsilon} \). Let also \( E \) be a minimiser of the functional \( \mathcal{F}_\varepsilon \), which exists by Proposition 1.2. Provided that \( \bar{\varepsilon} < \varepsilon_2 \), we can apply Lemma 4.1 and Lemma 4.2, to find that \( E \) is also a minimiser of \( \mathcal{F}_\varepsilon \), and that it is connected and with no holes. Up to a translation, we can assume that (4.20) holds. It is then possible to apply Lemma 4.6, hence (4.23) gives
\[ P(E) - P(B) \geq \frac{1}{C} |E \Delta B| (\delta^+ + \delta^-), \]
where \( C \) is a purely geometric constant and \( \delta^\pm \) are defined as in (4.22). We call
\[ E^+ = E \setminus B, \quad E^- = B \setminus E, \]
so that \( E = B \cup E^+ \setminus E^- \), and since \( g \) is positive definite in the sense of Definition 2.4 we can evaluate
\[ \mathcal{R}(E) = \mathcal{R}(E, B) + \mathcal{R}(E, E^+) - \mathcal{R}(E, E^-) \]
\[ \quad = \mathcal{R}(B) + \mathcal{R}(B, E^+) - \mathcal{R}(B, E^-) + \mathcal{R}(E, E^+) - \mathcal{R}(E, E^-) \]
\[ \quad = \mathcal{R}(B) + 2(\mathcal{R}(B, E^+) - \mathcal{R}(B, E^-)) + \mathcal{R}(E^+, E^+) - 2\mathcal{R}(E^+, E^-) + \mathcal{R}(E^-, E^-) \]
\[ \quad \geq \mathcal{R}(B) + 2(\mathcal{R}(B, E^+) - \mathcal{R}(B, E^-)). \]

Notice now that \( \delta^+ \) and \( \delta^- \) are bounded. Indeed, \( \delta^- \leq 1 \), and clearly \( P(E) \geq 2(\delta^+ - 1) \), so that \( \delta^+ \) is bounded because Lemma 4.3 implies that \( P(E) \) is close to \( 2\pi \) if \( \bar{\varepsilon} \) is small enough. Moreover, since the assumption (1.1) coincides with (4.9) because \( N = 2 \), Lemma 4.4 implies
that the function $\Phi : \mathbb{R}^+ \to \mathbb{R}^+$ defined as in (4.8) is locally Lipschitz continuous. Therefore, there exists a constant $L \in \mathbb{R}^+$ such that
$$\Phi(|x|) \geq \Phi(1) - L(|x| - 1) \quad \forall x \in E^+, \quad \Phi(|x|) \leq \Phi(1) + L(1 - |x|) \quad \forall x \in E^-.$$

Keeping in mind that $|E^+| = |E^-| = |E \Delta B|/2$, we can then evaluate
$$\mathcal{R}(B, E^+) = \int_{E^+} \Phi(|x|) \, dx \geq \Phi(1)|E^+| - L \int_{E^+} |x| - 1 \, dx \geq \Phi(1)|E^+| - L\delta^+|E^+|,$$

and similarly
$$\mathcal{R}(B, E^-) = \int_{E^-} \Phi(|x|) \, dx \leq \Phi(1)|E^-| + L \int_{E^-} 1 - |x| \, dx \leq \Phi(1)|E^+| + L\delta^-|E^-|,$$

so that (4.31) gives
$$\mathcal{R}(E) \geq \mathcal{R}(B) + 2(\mathcal{R}(B, E^+) - \mathcal{R}(B, E^-)) \geq \mathcal{R}(B) - L|E \Delta B|(\delta^+ + \delta^-).$$

Putting this estimate together with (4.30), and keeping in mind that $E$ is a minimiser of $\mathfrak{F}_\varepsilon$, we find then
$$\mathfrak{F}_\varepsilon(B) \geq \mathfrak{F}_\varepsilon(E) = P(E) + \varepsilon \mathcal{R}(E) \geq \mathfrak{F}_\varepsilon(B) + \left(\frac{1}{C} - \varepsilon L\right)|E \Delta B|(\delta^+ + \delta^-).$$

As a consequence, provided that $\varepsilon < (CL)^{-1}$, we obtain that $E$ coincides with $B$. The proof is then concluded. □
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