Conditions for the existence of zero-determinant strategies under observation errors in repeated games
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Abstract

Repeated games are useful models to analyze long term interactions of living species and complex social phenomena. Zero-determinant (ZD) strategies in repeated games discovered by Press and Dyson in 2012 enforce a linear payoff relationship between a focal player and the opponent. This linear relationship can be set arbitrarily by a ZD player. Hence, a subclass of ZD strategies can fix the opponent’s expected payoff and another subclass of the strategies can exceed the opponent for the expected payoff. Since this discovery, theories for ZD strategies are extended to cope with various natural situations. It is especially important to consider the theory of ZD strategies for repeated games with a discount factor and observation errors because it allows the theory to be applicable in the real world. Recent studies revealed their existence of ZD strategies even in repeated games with both factors. However, the conditions for the existence has not been sufficiently analyzed. Here, we mathematically analyzed the conditions in repeated games with both factors. First, we derived the thresholds of a discount factor and observation errors which ensure the existence of Equalizer and positively correlated ZD (pcZD) strategies, which are well-known subclasses of ZD strategies. We found that ZD strategies exist only when a discount factor remains high as the error rates increase. Next, we derived the conditions for the expected payoff of the opponent enforced by Equalizer as well as the conditions for the slope and base line payoff of linear lines enforced by pcZD. As a result, we found that, as error rates increase or a discount factor decreases, the conditions for the linear line that Equalizer or pcZD can enforce become strict.
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1 Introduction

Mutual cooperation, competition, and exploitation are often observed in human societies and interactions of biological organisms. Cooperation gives benefits to others while exploitation (defection) obtains the benefits without paying costs. The Repeated Prisoner’s Dilemma (RPD) game is a theoretical framework to study strategic behaviors in social dilemmas \cite{1}. The rule is simple: First, each player selects Cooperation (C) or Defection (D), respectively. Then, depending on the combination, the payoff is allocated to each player. Mutual cooperation yields higher benefits than mutual defection. However, from the individual point of view, cooperation is always exploited by defection. Thus, in the one-shot prisoner’s dilemma, defection is the unique Nash equilibrium, resulting in mutual defection between self-interested players. The situation changes when the game is repeated. In the RPD, cooperation becomes a possible choice because future payoffs are important. This is called direct reciprocity \cite{2,3}. Cooperative behaviors in the RPD games have been studied in game theory and evolutionary games.
In 2012, the discovery of Zero-determinant (ZD) strategies by Press and Dyson changed the way of studying direct reciprocity [5]. In contrast to the approach used in evolutionary games where a population of individuals is considered, they studied a one-to-one interaction in the RPD and showed that one of the two players can unilaterally enforce a linear relationship to the opponent. Recently, the general properties of ZD strategies and broader classes of strategies including ZD have been studied and these properties have gradually been unraveled [6][11].

Due to the linear payoff relationship, a subclass of ZD called Equalizer can fix the opponent’s payoff. Another subclass of ZD called Extortion can obtain a larger or at least equal payoff than the opponent. The slope of the line between Extortion and the opponent is positive, which means that if the opponent adapts his strategy to improve his own payoff, he improves the payoff of Extortion even more. Another subclass of ZD called Generous also enforces a positive relation between two players’ payoffs, but now the opponent’s payoff is higher than the payoff of Generous [12]. In this case, as the opponent adapts to improve his own payoff, both players move toward mutual cooperation [6][12]. Thus, facing ZD strategies with the positive slope of the line, when the opponent adjusts his own strategy to increase his payoff, he increases the ZD player’s payoff even more. Moreover, when he achieves his own maximum payoff, the ZD player’s payoff is also maximized. These strategies are called positively correlated ZD (pcZD) strategies [9]. These characteristics have attracted much attention from researchers in evolutionary games. Thus, ZD strategies have been studied in the context of evolutionary games [9][12][25]. Besides evolutionary games, ZD strategies have been studied from various directions. Examples are games with a discount factor [26–30], games with observation errors [31,32], multiplayer games [10,20,33–36], continuous action spaces [27,28,35,36], alternating games [28], asymmetric games [37], animal contests [38], human reactions to computerized ZD strategies [39,40], and human-human experiments [35,41,42].

In those studies, Mamiya and Ichinose showed the existence of ZD strategies in games with a discount factor and observation errors [43]. These two factors are an important generalization because they are better able to capture real life interactions which are often noisy. In their analyses, however, the conditions for the existence of zero-determinant strategies are not mathematically analyzed although some numerical examples are shown. Here, we analytically derive those conditions and study how these two factors affect the existence of ZD strategies.

2 Model

We consider the symmetric two-player two-action RPD game with imperfect private monitoring. Each player \(i \in \{X, Y\}\) chooses an action \(a_i \in \{C, D\}\) in each round, where C and D imply cooperation and defection, respectively. After the two players conduct the action, player \(i\) observes private signal \(\omega_i \in \{g, b\}\) about the opponent’s action, where \(g\) and \(b\) imply good and bad, respectively. Let \(g(b)\) be the correct signal against the action \(C\) (D). \(\sigma(\omega|\mathbf{a})\) is the probability that a signal profile \(\omega = (\omega_X, \omega_Y)\) is realized when the action profile is \(\mathbf{a} = (a_X, a_Y)\) [44]. Let \(\epsilon\) be the probability that an error occurs to one particular player but not to the other player while \(\xi\) be the probability that an error occurs to both players. Then, the probability that an error occurs to neither player is \(1 - 2\epsilon - \xi\). We assume that the probability of observing a correct signal is higher than that of an incorrect one; \(1/2 < \tau < 1\). For example, when both players take cooperation, \(\sigma((g, g)|(C, C)) = 1 - 2\epsilon - \xi, \sigma((g, b)|(C, C)) = \epsilon, \sigma((b, g)|(C, C)) = \epsilon, \sigma((b, b)|(C, C)) = \xi\) are realized.

In each round, player \(i\)’s realized payoff \(u_i(a_i, \omega_i)\) is determined by his own action \(a_i\) and signal \(\omega_i\), such that \(u_i(C, g) = R, u_i(C, b) = S, u_i(D, g) = T, u_i(D, b) = P\). Hence, player \(i\)’s expected payoff against the action profile \(\mathbf{a}\) is given by

\[
f_i(\mathbf{a}) = \sum_{\omega} u_i(a_i, \omega_i)\sigma(\omega|\mathbf{a}).
\]

The expected payoff is determined by only action profile \(\mathbf{a}\) regardless of signal profile \(\omega\). Thus, the expected payoff matrix against actions is given by

\[
\begin{pmatrix}
C & D \\
C & R_E & S_E \\
D & T_E & P_E
\end{pmatrix}
\] (2)

According to Eq. (1), \(R_E, S_E, T_E\), and \(P_E\) are derived as \(R_E = R(1-\epsilon-\xi)+S(\epsilon+\xi), S_E = S(1-\epsilon-\xi)+R(\epsilon+\xi), T_E = T(1-\epsilon-\xi)+P(\epsilon+\xi), P_E = P(1-\epsilon-\xi)+T(\epsilon+\xi)\), respectively. We assume that

\[
T_E > R_E > P_E > S_E,
\]

and

\[
2R_E > T_E + S_E,
\]
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which dictate the RPD conditions with imperfect private monitoring. In this paper, \( T, R, P, \) and \( S \) are chosen such that \( T_E, R_E, P_E, \) and \( S_E \) are fixed.

We introduce a discount factor to the repeated game. The game is to be played repeatedly over an infinite time horizon but the payoff will be discounted over rounds. Player \( i \)'s discounted payoff of action profiles \( a(t) \), \( t \in \mathbb{N} \) is \( \delta^t f_i(a(t)) \) where \( \delta \) is a discount factor and \( t \) is a round. \( \delta \) can also be interpreted as the probability that the next round takes place \( [45] \). Finally, the average discounted payoff of player \( i \) is

\[
    s_i = (1 - \delta) \sum_{t=0}^{\infty} \delta^t f_i(a(t)).
\]

Consider player \( i \) that adopts memory-one strategies, with which they can use only the outcomes of the last round to decide the action to be submitted in the current round. A memory-one strategy is specified by a 5-tuple; \( X \)'s strategy is given by a combination of

\[
  p = (p_1, p_2, p_3, p_4; p_0),
\]

where \( 0 \leq p_j \leq 1, j \in \{1, 2, 3, 4\} \). The subscripts 1, 2, 3, and 4 of \( p \) mean previous outcome Cg, Cb, Dg and Db, respectively. In Eq. 6, \( p_1 \) is the conditional probability that \( X \) cooperates when \( X \) cooperated and observed signal \( g \) in the last round, \( p_2 \) is the conditional probability that \( X \) cooperates when \( X \) cooperated and observed signal \( b \) in the last round, \( p_3 \) is the conditional probability that \( X \) cooperates when \( X \) defected and observed signal \( g \) in the last round, and \( p_4 \) is the conditional probability that \( X \) cooperates when \( X \) defected and observed signal \( b \) in the last round. Finally, \( p_0 \) is the probability that \( X \) cooperates in the first round. Similarly, \( Y \)'s strategy is specified by a combination of

\[
  q = (q_1, q_2, q_3, q_4; q_0),
\]

where \( 0 \leq q_j \leq 1, j \in \{1, 2, 3, 4\} \).

Define \( v(t) = (v_1(t), v_2(t), v_3(t), v_4(t)) \) as the stochastic state of two players in round \( t \) where the subscripts 1, 2, 3, and 4 of \( v \) imply the stochastic states \( (C,C) \), \( (C,D) \), \( (D,C) \), and \( (D,D) \), respectively. \( v_1(t) \) is the probability that both players cooperate in round \( t \), \( v_2(t) \) is the probability that \( X \) cooperates and \( Y \) defects in round \( t \), and so forth. Then, the expected payoff to player \( X \) in round \( t \) is given by \( v(t)S_X \), where \( S_X^T = (R_E, S_E, T_E, P_E) \). The expected per-round payoff to player \( X \) in the repeated game is given by

\[
    s_X = (1 - \delta) \sum_{t=0}^{\infty} \delta^t v(t)S_X,
\]

where \( 0 < \delta < 1 \).

The initial stochastic state is given by

\[
  v(0) = (p_0q_0, p_0(1 - q_0), (1 - p_0)q_0, (1 - p_0)(1 - q_0)).
\]

The state transition matrix \( M \) of these repeated games with observation errors is given by

\[
    M = \begin{pmatrix}
    \tau p_1 q_1 & \tau p_1 (1 - q_1) & \tau (1 - p_1)q_1 & \tau (1 - p_1)(1 - q_1) \\
    +\tau p_2 q_2 & +\tau p_2 (1 - q_2) & +\epsilon (1 - p_2)q_2 & +\epsilon (1 - p_2)(1 - q_2) \\
    +\epsilon p_3 q_3 & +\epsilon p_3 (1 - q_3) & +\epsilon (1 - p_3)q_3 & +\epsilon (1 - p_3)(1 - q_3) \\
    +\epsilon p_4 q_4 & +\epsilon p_4 (1 - q_4) & +\epsilon (1 - p_4)q_4 & +\epsilon (1 - p_4)(1 - q_4) \\
    \end{pmatrix}
\]

Then, we obtain

\[
    s_X = (1 - \delta)v(0)\sum_{t=0}^{\infty} (\delta M)^t S_X = v^T S_X,
\]
where $v^T \equiv (1 - \delta)v(0)(I - \delta M)^{-1}$, which is the mean distribution of $v(t)$ and $I$ is the $4 \times 4$ identity matrix. Additionally, we define

$$M_0 = \begin{pmatrix}
p_0q_0 & p_0(1-q_0) & (1-p_0)q_0 & (1-p_0)(1-q_0) \\
p_0q_0 & p_0(1-q_0) & (1-p_0)q_0 & (1-p_0)(1-q_0) \\
p_0q_0 & p_0(1-q_0) & (1-p_0)q_0 & (1-p_0)(1-q_0) \\
q_0q_0 & p_0(1-q_0) & (1-p_0)q_0 & (1-p_0)(1-q_0)
\end{pmatrix}.$$  \hspace{1cm} (12)

Because $v_1 + v_2 + v_3 + v_4 = 1$, $v(0) = v^T M_0$ holds. By substituting $v(0) = v^T M_0$ in $v^T = (1 - \delta)v(0)(I - \delta M)^{-1}$ and multiplying both sides of the equation by $(I - \delta M)$ from the right, we obtain $v^T (I - \delta M) = (1 - \delta)v^T M_0$. 

Thus, we obtain $v^T M' = 0$, where $M' \equiv \delta M + (1 - \delta)M_0 - I$. We immediately obtain an expression for the dot product of an arbitrary vector $f^T = (f_1, f_2, f_3, f_4)$ with the fourth column vector $u$ of matrix $M'$ as a consequence of Press and Dyson’s formalism, which can be represented by the form of the determinant

$$u \cdot f = \begin{vmatrix}
d(\tau p_1q_1 + \tau p_2q_1 + \tau p_1q_2 + \tau p_2q_2) - 1 + p_0q_0(1-\delta) & d(\mu p_1 + \eta p_2) - 1 + p_0(1-\delta) & d(\mu p_1 + \eta p_2) - 1 + q_0(1-\delta) & f_1 \\
d(\delta p_1q_1 + \tau q_2q_1 + \tau q_2q_2 + \tau q_4q_4) + p_0q_0(1-\delta) & d(\mu p_3 + \eta p_4) + q_0(1-\delta) & d(\mu p_3 + \eta p_4) + q_0(1-\delta) & f_2 \\
d(\delta q_1q_3 + \tau q_1q_4 + \tau q_2q_4 + \tau q_4q_4) + p_0q_0(1-\delta) & d(\mu p_3 + \eta p_4) + p_0(1-\delta) & d(\mu p_3 + \eta p_4) + p_0(1-\delta) & f_3 \\
\equiv D(p, q, f),
\end{vmatrix}$$

where $\mu = 1 - \epsilon - \xi$ and $\eta = \epsilon + \xi$. Furthermore, Eq. (13) should be normalized to have its components sum to 1 by $u \cdot 1$, where $1 = (1, 1, 1, 1)$. Then, we obtain the dot product of an arbitrary vector $f$ with mean distribution $v$. Therefore, we obtain their per-round expected payoffs:

$$s_x = v \cdot s_x = \frac{u \cdot s_x}{u \cdot 1} = \frac{D(p, q, s_x)}{D(p, q, 1)},$$  \hspace{1cm} (14)

$$s_y = v \cdot s_y = \frac{u \cdot s_y}{u \cdot 1} = \frac{D(p, q, s_y)}{D(p, q, 1)}.$$  \hspace{1cm} (15)

When we set $\delta = 1$, Eq. (13) corresponds to Eq. (2) of [31]. By using Eq. (13), we can calculate players’ per-round expected payoffs when $0 < \delta \leq 1$ by the form of the determinants. $\delta = 1$ is the case where future payoffs are not discounted.

3 Result

We analytically study conditions for the existence of Equalizer and pcZD strategies as a function of observation errors and a discount factor in Repeated Prisoner’s Dilemma games with imperfect private monitoring. A player $X$ can choose a strategy $p$ so that he unilaterally enforces $\alpha s_X + \beta s_Y + \gamma = 0$ against Eqs. (14) and (15) for any opponent’s strategy $q$. As shown in [43], such a strategy of player $X$ is given by

$$\begin{align*}
\delta(\mu p_1 + \eta p_2) - 1 + p_0(1-\delta) &= \alpha R_E + \beta R_E + \gamma, \\
\delta(\eta p_1 + \mu p_2) - 1 + p_0(1-\delta) &= \alpha S_E + \beta T_E + \gamma, \\
\delta(\mu p_3 + \eta p_4) + q_0(1-\delta) &= \alpha T_E + \beta S_E + \gamma, \\
\delta(\eta p_3 + \mu p_4) + p_0(1-\delta) &= \alpha P_E + \beta P_E + \gamma.
\end{align*}$$

\hspace{1cm} (16)

Strategies which satisfy Eq. (16) are ZD strategies. $\alpha$, $\beta$, and $\gamma$ are parameters determined by player $X$. Equalizer, Extortion, Generous, and pcZD strategies are derived by giving appropriate values to $\alpha$, $\beta$, and $\gamma$. In this paper, $\eta$ satisfies $\eta = \epsilon + \xi < 1/2$ because of assuming $1/2 < \tau < 1$.

3.1 Equalizer

3.1.1 Expression

We substitute $\alpha = 0$ into Eq. (16) to obtain Equalizer:

$$\begin{align*}
\delta(\mu p_1 + \eta p_2) - 1 + p_0(1-\delta) &= \beta R_E + \gamma, \\
\delta(\eta p_1 + \mu p_2) - 1 + p_0(1-\delta) &= \beta T_E + \gamma, \\
\delta(\mu p_3 + \eta p_4) + q_0(1-\delta) &= \beta S_E + \gamma, \\
\delta(\eta p_3 + \mu p_4) + p_0(1-\delta) &= \beta P_E + \gamma.
\end{align*}$$

\hspace{1cm} (17)
Equalizer can fix the opponent’s payoff no matter what the opponent takes, which means that \( s_Y = -\gamma/\beta \). From the four equations in Eq. (17) we have
\[
\beta = -\frac{(1 - \delta p_1 + \delta_4)(\mu - \eta)}{\mu(R_E - P_E) - \eta(T_E - S_E)},
\]
\[
\gamma = \frac{(1 - \delta p_1 - \rho_0 + \delta p_0)(\mu P_E - \eta S_E) + (\rho_0 - \delta p_0 + \delta_4)(\mu R_E - \eta T_E)}{\mu(R_E - P_E) - \eta(T_E - S_E)}.
\]
(18)

Also, \( p_2 \) and \( p_3 \) can be rewritten as
\[
p_2 = \frac{p_1(\mu(T_E - P_E) - \eta(R_E - S_E)) - (\frac{1}{\delta} + \rho_4)(T_E - R_E)}{\mu(R_E - P_E) - \eta(T_E - S_E)},
\]
\[
p_3 = \frac{(\frac{1}{\delta} - \rho_1)(P_E - S_E) + p_4(\mu(R_E - S_E) - \eta(T_E - P_E))}{\mu(R_E - P_E) - \eta(T_E - S_E)}.
\]
(19)

We substitute Eq. (18) into \( s_Y = -\beta/\gamma \) to obtain
\[
s_Y = \frac{(1 - \delta p_1 - \rho_0 + \delta p_0)(\mu P_E - \eta S_E) + (\rho_0 - \delta p_0 + \delta_4)(\mu R_E - \eta T_E)}{(1 - \delta p_1 + \delta_4)(\mu - \eta)}.
\]
(20)

Eq. (20) is a weighed average of \((\mu P_E - \eta S_E)/(\mu - \eta)\) and \((\mu R_E - \eta T_E)/(\mu - \eta)\) with non-negative weights. Therefore, when \( \eta \) satisfies \( \mu(R_E - P_E) - \eta(T_E - S_E) > 0 \), that is
\[
\eta < \eta_c \equiv \frac{R_E - P_E}{T_E + R_E - P_E - S_E},
\]
(21)

Equalizer can impose any payoff value \( s_Y \) such that
\[
\frac{\mu P_E - \eta S_E}{\mu - \eta} \leq s_Y \leq \frac{\mu R_E - \eta T_E}{\mu - \eta}.
\]
(22)

If player \( X \) sets \( p_4 = \rho_0 = 0 \), he can impose \( s_Y = (\mu P_E - \eta S_E)/(\mu - \eta) \). If player \( X \) sets \( p_1 = p_0 = 1 \), he can impose \( s_Y = (\mu R_E - \eta T_E)/(\mu - \eta) \). In the previous study [43], the condition of error rates for the existence of Equalizer was not analytically obtained. In this study, we analytically derived the condition, that is Eq. (21).

Any Equalizers no longer exist when \( \eta \) satisfies \( \eta_c \leq \eta < 1/2 \) (Appendix A).

3.1.2 Existence condition
In this section, we identify the condition for \( \delta \) under which Equalizer can exist. When \( \eta \) satisfies \( \eta < \eta_c \), \( \eta \) also satisfies \( \mu(T_E - P_E) - \eta(R_E - S_E) > 0 \) and \( \mu(R_E - S_E) - \eta(T_E - P_E) > 0 \) because of the RPD condition \( T_E > R_E > P_E > S_E \). As you can see in Appendix A, any Equalizers no longer exist when \( \eta \) satisfies \( \eta_c \leq \eta < 1/2 \). Eq. (19) indicates that an Equalizer strategy exists if and only if
\[
0 \leq p_1(\mu(T_E - P_E) - \eta(R_E - S_E)) - (\frac{1}{\delta} + p_4)(T_E - R_E) \leq \mu(R_E - P_E) - \eta(T_E - S_E),
\]
(23)

\[
0 \leq (\frac{1}{\delta} - p_1)(P_E - S_E) + p_4(\mu(R_E - S_E) - \eta(T_E - P_E)) \leq \mu(R_E - P_E) - \eta(T_E - S_E),
\]
(24)

for some \( 0 \leq p_1 \leq 1 \) and \( 0 \leq p_4 \leq 1 \). Independent of \( \delta \), \( p_1 \) and \( p_4 \) satisfies the second inequality of Eq. (23) and the first inequality of Eq. (24) because they are satisfied in the most stringent case, i.e., \( p_1 = 1 \) and \( p_4 = 0 \). The first inequality of Eq. (23) and the second inequality of Eq. (24) lead
\[
p_4 \leq \frac{\mu(T_E - P_E) - \eta(R_E - S_E)}{T_E - R_E}p_1 - \frac{1}{\delta},
\]
(25)

and
\[
p_4 \leq \frac{\mu(R_E - P_E) - \eta(T_E - S_E)}{\mu(R_E - S_E) - \eta(T_E - P_E)} + (p_1 - \frac{1}{\delta}) \frac{P_E - S_E}{\mu(R_E - S_E) - \eta(T_E - P_E)},
\]
(26)

respectively. From these inequalities, the feasible set \((p_1, p_4)\) becomes smaller as \( \delta \) decreases. When \( \delta \) decreases, the last Equalizer left is the strategy with \( p_1 = 1 \) and \( p_4 = 0 \). Therefore, the condition for \( \delta \) under which Equalizer strategies exist is given by
\[
\delta \geq \delta_c \equiv \max \left( \frac{T_E - R_E}{\mu(R_E - P_E) - \eta(T_E - S_E) + T_E - R_E}, \frac{P_E - S_E}{\mu(R_E - P_E) - \eta(T_E - S_E) + P_E - S_E} \right).
\]
(27)
In the case that \( R_E + P_E < T_E + S_E \) is satisfied, the first element in Eq. (27) is larger than the second one (Eq. (156) of Appendix F). In the case that \( R_E + P_E > T_E + S_E \) is satisfied, the second element in Eq. (27) is larger than the first one (Eq. (151) of Appendix F). Finally, in the case that \( R_E + P_E = T_E + S_E \) is satisfied, both elements take the same value.

When there are no observation errors but a discount factor \( \eta = 0 \) and \( \delta < 1 \), \( \delta_c \) with \( \eta = 0 \) corresponds to Eq. (32) in Ref. [29].

3.1.3 Numerical examples

Here we numerically show the minimum discount factor \( \delta_c \) against error rates (Fig. 1). We used \((T_E, R_E, P_E, S_E) = (1.5, 1.0, -0.5)\) in the figure. As the figure shows, \( \delta_c = 1/3 \) when there are no errors (\( \eta = 0 \)). Thus, Equalizer can exist within the range of \( \frac{1}{3} \leq \delta \leq 1 \). However, as error rates increase, \( \delta_c \) becomes larger. Large error rates make the range of \( \delta \) narrow where Equalizer can exist. As shown in the figure, \( \delta_c = 0.4167 \) when \( \eta = 0.1 \), \( \delta_c = 0.5556 \) when \( \eta = 0.2 \), and \( \delta_c = 0.8333 \) when \( \eta = 0.3 \). When \( \eta = 1/3 \), Equalizer can only exist at \( \delta = 1 \).

![Figure 1: Minimum discount factor \( \delta_c \) against error rates \( \eta \).](image)

Figure 2 shows the range of the expected payoff of the opponent which Equalizer can enforce as a function of error rates. When there are no errors, Equalizer can fix the opponent’s expected payoff to any values between \( P_E = 0 \) and \( R_E = 1 \). However, when there are errors, the controllability of Equalizer becomes weak. As error rates increase, the range of the opponent’s payoff becomes narrower. The ranges of the expected opponent’s payoffs are \( 0.0625 \leq s_Y \leq 0.9375 \) when \( \eta = 0.1 \), \( 0.1667 \leq s_Y \leq 0.8333 \) when \( \eta = 0.2 \), and \( 0.3750 \leq s_Y \leq 0.6250 \) when \( \eta = 0.3 \). When \( \eta = 1/3 \), Equalizer can only fix the opponent’s payoff at \( s_Y = 0.5 \). When \( \eta > 1/3 \), Equalizer no longer exists.

3.2 Positively correlated ZD strategies

3.2.1 Expression

By substituting \( \alpha = \phi \), \( \beta = -\phi \chi \), and \( \gamma = \phi (\chi - 1)\kappa \) into Eq. (16), ZD strategies for player \( X \) can be rewritten as

\[
\begin{align*}
\delta (\mu p_1 + \eta p_2) + (1 - \delta)p_0 &= 1 - \phi(\chi - 1)(R_E - \kappa), \\
\delta (\mu p_3 + \eta p_4) + (1 - \delta)p_0 &= 1 - \phi(T_E - S_E + (\chi - 1)(T_E - \kappa)), \\
\delta (\mu p_3 + \eta p_4) + (1 - \delta)p_0 &= \phi(T_E - S_E + (\chi - 1)(\kappa - S_E)), \\
\delta (\mu p_3 + \eta p_4) + (1 - \delta)p_0 &= \phi(\chi - 1)(\kappa - P_E),
\end{align*}
\]

(28)
where $\phi$, $\chi$, and $\kappa$ are the coefficients. Equations (14) and (15) allow player $X$ using ZD strategies to enforce

$$s_X - \kappa = \chi(s_Y - \kappa)$$

(29)

for any strategy $q$ of the opponent player $Y$. We call $\chi$ a correlation factor. The parameter $\kappa$ is called the baseline payoff. Player $X$ can make the payoffs between $X$ and $Y$ positively correlated with $\chi \geq 1$. ZD strategies which enforce Eq. (29) with some fixed $\chi \geq 1$ are called positively correlated ZD (pcZD) strategies in Chen and Zinger [9].

3.2.2 Existence condition

In this section, we analytically derive the condition for pcZD strategies to exist according to the degree of error rates and a discount factor. When $\delta < 1$ and $\chi = 1$ hold, no solution $p_j$, $j \in \{0, 1, 2, 3, 4\}$ which satisfies Eq. (28) exists. Thus, ZD strategies with $\chi = 1$ do not exist when $\delta < 1$. Therefore, in the following, we assume $\chi \neq 1$.

By solving Eq. (28) for $p_j$, $j \in \{1, 2, 3, 4\}$,

$$\delta p_1 + (1 - \delta)p_0 = 1 - \phi \hat{\chi} \left\{ R_E - \kappa - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) \right\},$$

$$\delta p_2 + (1 - \delta)p_0 = 1 - \phi \hat{\chi} \left\{ R_E - \kappa + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) \right\},$$

$$\delta p_3 + (1 - \delta)p_0 = \phi \hat{\chi} \left\{ \kappa - P_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \right\},$$

$$\delta p_4 + (1 - \delta)p_0 = \phi \hat{\chi} \left\{ \kappa - P_E - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \right\},$$

(30)

are obtained, where $\hat{\chi} = \chi - 1 \neq 0$. By applying $0 \leq p_j \leq 1$, $j \in \{1, 2, 3, 4\}$ to Eq. (30),

$$(1 - \delta)(1 - p_0) \leq \phi \hat{\chi} \left\{ R_E - \kappa - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) \right\} \leq (1 - \delta)(1 - p_0) + \delta,$$  

(31)

$$(1 - \delta)(1 - p_0) \leq \phi \hat{\chi} \left\{ R_E - \kappa + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) \right\} \leq (1 - \delta)(1 - p_0) + \delta,$$  

(32)

$$(1 - \delta)p_0 \leq \phi \hat{\chi} \left\{ \kappa - P_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \right\} \leq (1 - \delta)p_0 + \delta,$$  

(33)

Figure 2: Ranges of expected opponent’s payoffs $s_Y$ which Equalizer can enforce.
\[(1 - \delta)p_0 \leq \phi \chi \left\{ \kappa - P_E - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\} \leq (1 - \delta)p_0 + \delta, \quad (34)\]

are obtained. The sum of the first inequality in Eq. (34) multiplied by \(\mu\) and the first inequality in Eq. (32) multiplied by \(\eta\) becomes
\[(1 - \delta)(1 - p_0) \leq \phi (\chi - 1)(R_E - \kappa). \quad (35)\]

Similarly, the sum of the first inequality in Eq. (33) multiplied by \(\eta\) and the first inequality in Eq. (34) multiplied by \(\mu\) becomes
\[(1 - \delta)p_0 \leq \phi (\chi - 1)(\kappa - P_E). \quad (36)\]

Summing up the obtained two inequalities shows \(1 - \delta \leq \phi (\chi - 1)(R_E - P_E)\). In particular, \(\phi (\chi - 1) > 0\), therefore \(\chi > 1\) and \(\phi > 0\). \(\phi < 0\) and \(\chi < 1\) is omitted because if we assume \(\chi < 1\), no ZD strategies with \(0 < \chi < 1\) exist and ZD strategies with \(\chi \leq 0\) are not pcZD strategies (Appendix [3]). Additionally, Eq. (35) and Eq. (36) imply \(P_E \leq \kappa \leq R_E\) when \(\phi (\chi - 1) > 0\).

Because all of the middle terms from Eq. (31) to Eq. (34) are greater than or equal to zero, we obtain
\[P_E + \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \leq \kappa \leq R_E - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right). \quad (37)\]

In the following, we analyze Eqs. (31)-(34) by dividing into three cases (1) \(0 < p_0 < 1\), (2) \(p_0 = 0\), (3) \(p_0 = 1\) as follows.

(1) **Case of \(0 < p_0 < 1\):**
Equations (31)-(34) lead to
\[\hat{x} \left\{ R_E - \kappa - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\} \leq \frac{1}{\phi} \leq \hat{x} \left\{ R_E - \kappa + \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\}, \quad (38)\]
\[\hat{x} \left\{ R_E - \kappa + \frac{\mu}{\nu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\} \leq \frac{1}{\phi} \leq \hat{x} \left\{ R_E - \kappa - \frac{\mu}{\nu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\}, \quad (39)\]
\[\hat{x} \left\{ \kappa - P_E + \frac{\mu}{\nu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\} \leq \frac{1}{\phi} \leq \hat{x} \left\{ \kappa - P_E - \frac{\mu}{\nu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\}, \quad (40)\]
\[\hat{x} \left\{ \kappa - P_E - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\} \leq \frac{1}{\phi} \leq \hat{x} \left\{ \kappa - P_E + \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\}. \quad (41)\]

The condition under which a positive \(\phi\) value that satisfies Eqs. (38)-(41) exists is given by
\[\hat{x} \left\{ R_E - \kappa + \frac{\mu}{\nu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\} \leq \frac{1}{\phi} \leq \hat{x} \left\{ R_E - \kappa - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\}, \quad (42)\]
\[\hat{x} \left\{ R_E - \kappa + \frac{\mu}{\nu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\} \leq \frac{1}{\phi} \leq \hat{x} \left\{ R_E - \kappa - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\}, \quad (43)\]
\[\hat{x} \left\{ \kappa - P_E + \frac{\mu}{\nu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\} \leq \frac{1}{\phi} \leq \hat{x} \left\{ \kappa - P_E - \frac{\nu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\}, \quad (44)\]
\[\hat{x} \left\{ \kappa - P_E + \frac{\nu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\} \leq \frac{1}{\phi} \leq \hat{x} \left\{ \kappa - P_E - \frac{\nu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\}. \quad (45)\]

Solving the above inequalities for \(\kappa\), we obtain
\[\kappa \leq R_E - \left( \frac{1}{2} - \frac{1}{\phi} \right)(1 - p_0) + \eta \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right), \quad (46)\]
\[
\kappa \geq P_E + \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) + (1 - \delta) p_0 \left\{ R_E - P_E + \frac{T_E - S_E}{\hat{\chi}} + \frac{\mu(T_E - R_E) - \eta(P_E - S_E)}{\mu - \eta} \right\},
\]

\[
\kappa \leq R_E - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) - (1 - \delta)(1 - p_0) \left\{ R_E - P_E + \frac{T_E - S_E}{\hat{\chi}} + \frac{\mu(P_E - S_E) - \eta(T_E - R_E)}{\mu - \eta} \right\},
\]

\[
\kappa \geq P_E + \frac{(\frac{1}{\delta} - 1)p_0 + \eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right),
\]

(\text{Appendix C}). The condition under which a positive \( \kappa \) value that satisfies Eqs. (46)–(49) exists is given by

\[
P_E + \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) + (1 - \delta)p_0 \left\{ R_E - P_E + \frac{T_E - S_E}{\hat{\chi}} + \frac{\mu(T_E - R_E) - \eta(P_E - S_E)}{\mu - \eta} \right\} \leq R_E - \frac{(\frac{1}{\delta} - 1)(1 - p_0) + \eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right),
\]

\[
P_E + \frac{(\frac{1}{\delta} - 1)p_0 + \eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \leq R_E - \frac{(\frac{1}{\delta} - 1)(1 - p_0) + \eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right),
\]

(52)

In this case, the above inequalities satisfy Eq. (37). From the above inequalities,

\[
(1 - \delta + 2\delta \eta)(T_E - S_E) \leq \delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(T_E - R_E) \hat{\chi},
\]

(54)

\[
(1 - \delta + 2\delta \eta)(T_E - S_E) \leq \delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(P_E - S_E)
\]

\[-(1 - \delta)p_0(T_E - R_E - P_E + S_E) \hat{\chi},
\]

(55)

\[
(1 - \delta + 2\delta \eta)(T_E - S_E) \leq \delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(T_E - R_E)
\]

\[+(1 - \delta)p_0(T_E - R_E - P_E + S_E) \hat{\chi},
\]

(56)

\[
(1 - \delta + 2\delta \eta)(T_E - S_E) \leq \delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(P_E - S_E) \hat{\chi},
\]

(57)

are obtained (\text{Appendix D}). Because the left-hand side of these inequalities are always greater than zero and \( \hat{\chi} > 0 \), the coefficient of \( \hat{\chi} \) must be greater than zero. Therefore, \( \delta > \delta_c \) and \( \eta < \eta_c \) must hold (\text{Appendix E}). Equations (54)–(57) are transformed into

\[
\frac{(1 - \delta + 2\delta \eta)(T_E - S_E)}{\delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(T_E - R_E)} \leq \hat{\chi},
\]

(58)

\[
\frac{(1 - \delta + 2\delta \eta)(T_E - S_E)}{\delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(P_E - S_E) - (1 - \delta)p_0(T_E - R_E - P_E + S_E)} \leq \hat{\chi},
\]

(59)
\[
\frac{(1 - \delta + 2\delta\eta)(T_E - S_E)}{\delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(T_E - R_E) + (1 - \delta)p_0(T_E - R_E - P_E + S_E)} \leq \hat{\chi}, \tag{60}
\]
\[
\frac{\delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(T_E - R_E) + (1 - \delta)p_0(T_E - R_E - P_E + S_E)}{(1 - \delta + 2\delta\eta)(T_E - S_E)} \leq \hat{\chi}. \tag{61}
\]
When \( R_E + P_E > T_E + S_E \), Eq. (61) is the maximum. When \( R_E + P_E < T_E + S_E \), Eq. (58) is the maximum. When \( R_E + P_E = T_E + S_E \), Eqs. (58)–(61) take the same value (Appendix D). Therefore, when \( 0 < p_0 < 1 \), pcZD exists if and only if \( \delta > \delta_c \) and \( \eta < \eta_c \), where the \( \delta_c \) and \( \eta_c \) values coincide with those for Equalizer which are given by Eq. (27) and Eq. (21). Under \( \delta > \delta_c \) and \( \eta < \eta_c \), Eqs. (58) and (61) imply
\[
\chi \geq \chi_c \equiv \max(\chi_1, \chi_2),
\]
where
\[
\chi_1 = 1 + \frac{(1 - \delta + 2\delta\eta)(T_E - S_E)}{\delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(T_E - R_E)}, \tag{63}
\]
\[
\chi_2 = 1 + \frac{(1 - \delta + 2\delta\eta)(T_E - S_E)}{\delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(P_E - S_E)}. \tag{64}
\]
(2) Case of \( p_0 = 0 \):
In the case of \( p_0 = 0 \), Eqs. (31)–(34) lead to
\[
\hat{\chi}\left\{R_E - \kappa - \frac{\eta}{\mu - \eta}\left(\frac{T_E - S_E}{\hat{\chi}} + T_E - R_E\right)\right\} \leq \frac{1}{\hat{\phi}} \leq \frac{1}{\hat{\phi}}, \tag{65}
\]
\[
\hat{\chi}\left\{R_E - \kappa + \frac{\mu}{\mu - \eta}\left(\frac{T_E - S_E}{\hat{\chi}} + T_E - R_E\right)\right\} \leq \frac{1}{\hat{\phi}}, \tag{66}
\]
\[
\hat{\chi}\left\{\kappa - P_E + \frac{\mu}{\mu - \eta}\left(\frac{T_E - S_E}{\hat{\chi}} + P_E - S_E\right)\right\} \leq \frac{1}{\hat{\phi}}. \tag{67}
\]
\[
\hat{\chi}\left\{\kappa - P_E - \frac{\eta}{\mu - \eta}\left(\frac{T_E - S_E}{\hat{\chi}} + P_E - S_E\right)\right\} \leq \frac{1}{\hat{\phi}}. \tag{68}
\]
The condition under which a positive \( \phi \) value that satisfies Eqs. (69)–(70) exists is given by
\[
\hat{\chi}\left\{R_E - \kappa - \frac{\eta}{\mu - \eta}\left(\frac{T_E - S_E}{\hat{\chi}} + T_E - R_E\right)\right\} \leq \frac{1}{\hat{\phi}} \leq \frac{1}{\hat{\phi}}, \tag{69}
\]
\[
\hat{\chi}\left\{\kappa - P_E + \frac{\mu}{\mu - \eta}\left(\frac{T_E - S_E}{\hat{\chi}} + P_E - S_E\right)\right\} \leq \frac{1}{\hat{\phi}}. \tag{70}
\]
Solving Eqs. (69)–(70) for \( \kappa \),
\[
\kappa \leq R_E - \frac{(1 - 1) + \eta}{\mu - \eta}\left(\frac{T_E - S_E}{\hat{\chi}} + T_E - R_E\right), \tag{71}
\]
\[
\kappa \leq R_E - \frac{\eta}{\mu - \eta}\left(\frac{T_E - S_E}{\hat{\chi}} + T_E - R_E\right) - (1 - \delta)\left\{R_E - P_E + \frac{T_E - S_E}{\hat{\chi}} + \frac{\mu(P_E - S_E) - \eta(T_E - R_E)}{\mu - \eta}\right\} \leq \kappa, \tag{72}
\]
are obtained. If these inequalities hold, the second inequality of Eq. (57) is automatically satisfied. Thus, we only need to consider the two conditions above and the following condition:
\[
P_E + \frac{\eta}{\mu - \eta}\left(\frac{T_E - S_E}{\hat{\chi}} + P_E - S_E\right) \leq \kappa. \tag{73}
\]
These three conditions are the same as the inequalities from Eq. (46) to Eq. (49) in the case of \( p_0 = 0 \). We obtain \( \delta_c, \eta_c \), and \( \chi_c \) as the case of \( 0 < p_0 < 1 \). Therefore, in the case of \( p_0 = 0, \eta_c \) is given by Eq. (21), \( \delta_c \) is given by Eq. (27) and \( \chi_c \) is given by Eq. (62).

(3) Case of \( p_0 = 1 \):
In the case of \( p_0 = 1 \), Eqs. (31), (34) lead to

\[
\hat{\chi} \left\{ R_E - \kappa - \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\} \leq \frac{1}{\phi},
\]

(74)

\[
\hat{\chi} \left\{ R_E - \kappa + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\} \leq \frac{1}{\phi},
\]

(75)

\[
\hat{\chi} \left\{ \kappa - P_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\} \leq \frac{1}{\phi} \leq \hat{\chi} \left\{ \kappa - P_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\},
\]

(76)

\[
\hat{\chi} \left\{ \kappa - P_E - \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\} \leq \frac{1}{\phi} \leq \hat{\chi} \left\{ \kappa - P_E - \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\}.
\]

(77)

The condition under which a positive \( \phi \) value that satisfies Eqs. (78) and (79) exists is given by

\[
\hat{\chi} \left\{ R_E - \kappa + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\} \leq \hat{\chi} \left\{ \kappa - P_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\},
\]

(78)

\[
\hat{\chi} \left\{ \kappa - P_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\} \leq \hat{\chi} \left\{ \kappa - P_E - \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\}.
\]

(79)

Solving Eqs. (78) and (79) for \( \kappa \),

\[
P_E + \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) + (1 - \delta) \left\{ R_E - P_E + \frac{T_E - S_E}{\chi} + \frac{\mu(T_E - R_E) - \eta(P_E - S_E)}{\mu - \eta} \right\} \leq \kappa,
\]

(80)

\[
P_E + \frac{\frac{1}{\phi} - 1 + \eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \leq \kappa.
\]

(81)

If these inequalities hold, the second inequality of Eq. (37) is automatically satisfied. Thus, we only need to consider the two conditions above and the following condition:

\[
\kappa \leq R_E - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right).
\]

(82)

These three conditions are the same as the inequalities from Eq. (46) to Eq. (49) in the case of \( p_0 = 1 \). We obtain \( \delta_c, \eta_c \), and \( \chi_c \) as the case of \( 0 < p_0 < 1 \). Therefore, in the case of \( p_0 = 1, \eta_c \) is given by Eq. (21), \( \delta_c \) is given by Eq. (27) and \( \chi_c \) is given by Eq. (62).

From the above, we derive the condition of \( \eta, \delta, \kappa \) and \( \chi \) where pcZD strategies exist. We reveal that the condition of \( \delta \) is \( \delta > \delta_c \), the condition of \( \eta \) is given by \( \eta < \eta_c \), the condition for \( \kappa \) is given by Eq. (37) and the condition of \( \chi \) is given by Eq. (62). The \( \delta_c \) and \( \eta_c \) are given by Eq. (27) and Eq. (21).

\( \chi_c \) with \( \eta = 0 \) corresponds to Eq. (67) and Eq. (84) of Ref. [29]. Ichinose and Masuda derived that \( \chi_c \) takes the same value in both \( \kappa = P \) and \( \kappa = R \) cases [29]. Here we show that, not just \( \kappa = P \) and \( \kappa = R \), \( \chi_c \) takes the same value for all \( \kappa \) such that \( P \leq \kappa \leq R \) when there are no observation errors but a discount factor (\( \eta = 0 \) and \( \delta < 1 \)).

When there are observation errors and no discount factor (\( \eta > 0 \) and \( \delta = 1 \)), Hao et al. have numerically showed the conditions for \( \kappa \) and \( \chi \) [31]. In our study, we analytically show the conditions for \( \kappa \) and \( \chi \), where \( \kappa \) is given by Eq. (37) and \( \chi \) is given by Eq. (62) when \( \delta = 1 \).
3.2.3 Numerical examples

Figure 3 shows the base line payoff $\kappa$ and correlation factor $\chi$ which pcZD can enforce when a discount factor and error rates change. The figure represents Eqs. (46)–(49) and Eq. (62) when the error rates are $\eta = 0, 0.1$ and the discount factor $\delta = 1.0, 0.9, 0.8$. $T, R, P,$ and $S$ are set so that $(T_E, R_E, S_E, P_E) = (1.5, 0.5, 0.0, -0.5)$ are satisfied. Thus, the values of $T, R, P$ and $S$ change depending on the value of $\eta$. The green regions represent the possible pcZD strategies when $p_0 = 0$. When $p_0$ is arbitrary, the hatched regions including the green regions are possible.

![Figure 3: Possible regions of base line payoff $\kappa$ and correlation factor $\chi$ which pcZD can enforce. Green regions represent the possible $\kappa$ and $\chi$ for pcZD when $p_0 = 0$. Hatched regions, which include green regions as their subsets, represent the possible $\kappa$ and $\chi$ for pcZD when $p_0$ is arbitrary. Blue lines represent the minimum correlation factor $\chi_c$. We set $(T_E, R_E, S_E, P_E) = (1.5, 0.5, 0.0, -0.5)$. Each panel represents Eqs. (46)–(49) and Eq. (62) when error rates are $\eta = 0, 0.1$ and discount factors $\delta = 1.0, 0.9, 0.8$, respectively. When $\delta = 1.0$, $\kappa$ and $\chi$ do not depend on $p_0$ because there is no discount factor.

Figures 3(A–C) are the cases of $\delta = 1.0, 0.9$ and 0.8 when the error rate is fixed at zero ($\eta = 0.0$). As seen in the figures, $\chi_c$ becomes larger when the discount factor $\delta$ decreases. On the other hand, the existing region of $\kappa$ which pcZD can enforce does not change when $p_0$ is arbitrary. In Figs. 3(B and C), when $p_0 = 0$, only $\kappa$ with $\kappa = P_E$ can take $\chi = \chi_c$. This strategy corresponds to Extortion. $p_0$ must be properly set when $\kappa \neq P_E$ is required. For instance, $p_0$ must be $p_0 = 1$ when $\chi = \chi_c$ and $\kappa = R_E$ are required. This strategy corresponds to Generous.

Figures 3(D–F) are the cases of $\delta = 1.0, 0.9$, and 0.8 when the error rate is fixed at 0.1 ($\eta = 0.1$). As well as the case of no errors, $\chi_c$ becomes larger when the discount factor $\delta$ decreases. From these figures, we can see the region of $\kappa$ becomes small depending on $\eta$. When $\delta = 1.0$, only $\kappa$ with $\kappa = 0.5$ can set $\chi = \chi_c$. This fact has been numerically shown in Ref. [31]. In contrast, in the cases of $\delta < 1.0$, the regions of $\kappa$ expand $\chi = \chi_c$, however, the regions are small compared to the case of $\eta = 0$. Moreover, $\chi_c$ becomes larger depending on $\eta$ and $\delta$. Thus, the regions of $\kappa$ and $\chi$ become small even though the regions of $\kappa$ expand which can take $\chi = \chi_c$.

Figure 4 shows $\chi_c$ for pcZD when a discount factor and error rates are varied. As seen in the figure, when there is neither a discount factor nor error rates, pcZD can take any $\chi$ with $\chi \geq 1$. However, when there are errors or a discount factor, the range of $\chi$ becomes narrow. As the error rate increases or the discount factor decreases from 1, the range of $\chi$ becomes narrower. When $\delta = 1$, $\chi_c$ are $1.0, 1.57143, 3.0$, and $13.0$ in $\eta = 0.1, 0.2, 0.3$, respectively. When $\delta = 0.9$, $\chi_c$ are $1.253, 1.9655, 3.9677,$ and $33.0$ in $\eta = 0, 0.1, 0.2, 0.3$, respectively. When $\delta = 0.8$, $\chi_c$ are $1.5714, 2.5652$, and $5.7273$ in $\eta = 0, 0.1, 0.2$, respectively. When $\delta = 0.7$, $\chi_c$ are $2.9099, 3.5882$, and $9.9231$ in $\eta = 0, 0.1, 0.2$, respectively. When $\delta = 0.6$, $\chi_c$ are $3.0000, 5.7273$, and $33.0$ in $\eta = 0, 0.1, 0.2$, respectively. When $\delta = 0.5$, $\chi_c$ are $5.0$ and $13.0$ in $\eta = 0, 0.1$, respectively. When $\chi$ is large, if the opponent improves his payoff, the payoff of the pcZD player is improved, more than the opponent. Thus, for the
opponent, the motivation that improves his payoff becomes weak because the range of improvement decreases.

4 Conclusions

In this study, we introduced observation errors and a discount factor in the RPD games and analytically investigated the conditions in which Equalizer or pcZD strategies can exist. As a result, we obtained the conditions for the discount factor and the error rate where those strategies can exist. As the error rates increase, the payoff of the opponent which Equalizer can control becomes narrower. Moreover, as the error rates increase, Equalizer can exist only when a discount factor is high. On the other hand, the ranges of the slope $\chi$ and the baseline payoff $\kappa$ for pcZD becomes narrow as a discount factor becomes small or the error rate becomes large. In short, our results show that it is difficult for Equalizer and pcZD to exist when those factors are considered and that the controllability of the linear lines for Equalizer and pcZD decrease due to those two factors.

We have only considered observation errors but various other types of errors occur in animal and human behaviors. The effect of such errors on cooperation has been studied by using the PD game \[46–49\]. Implementation errors in the RPD game \[46\], noise for strategy updating in the spatial PD game \[47\], incomplete observation in indirect reciprocity \[48\], and deceitful defectors \[49\] have been incorporated. It is important to explore the existence of ZD strategies under not just observation errors but also various types of errors.

It is well known that pcZD can change the adaptive opponent’s strategy so that the opponent’s payoff is improved. As the error rates increase, the minimum $\chi$ becomes larger as we showed. This means that pcZD exploits the opponent more, which decreases the motivation of the opponent to change his strategy because the improvement of the opponent’s payoff becomes small. If there are errors, because $\kappa$ can only take a value in $P_E < \kappa < R_E$, neither Extortion nor Generous can exist, which also means that it is impossible for pcZD to enforce an exploitative or a generous linear payoff relationship. Chen and Zinger showed the existence of adapting paths which lead to unconditional cooperation for the adaptive opponent in the RPD game with $T > R > P > S$ and $2R > T + S > 2P$ in the case of no errors \[9\]. It would be interesting to show the existence of such adapting paths even in the case with errors and a discount factor.

ZD strategies can unilaterally control the payoff of the opponent. However, as we have shown, it would be difficult for those strategies to exist in the real world because real interactions are often noisy. Although some previous studies have shown the role of ZD strategies in humans, one has to be careful how noises take place in such a situation. Finally, our results are limited to the two-player RPD games. Other studies have focused on $n$-player games \[20,30,33,34\]. Investigating the conditions for the existence of ZD strategies in $n$-player games warrant future work.
Appendix A  Any Equalizers do not exist when $\eta_e \leq \eta < 1/2$

We prove that any Equalizers do not exist when $\eta_e \leq \eta < 1/2$. First, when $\eta_e = \eta \leftrightarrow \mu(R_E - P_E) - \eta(T_E - S_E) = 0$, Eq. (19) is not defined. Next, we consider the case of $\eta_e < \eta < 1/2$ ($\eta_e < \eta \leftrightarrow \mu(R_E - P_E) - \eta(T_E - S_E) < 0$).

In terms of Eq. (19), $0 \leq p_2 \leq 1$ and $0 \leq p_3 \leq 1$ lead to

$$\mu(R_E - P_E) - \eta(T_E - S_E) \leq p_1(\mu(T_E - P_E) - \eta(R_E - S_E)) - \left(\frac{1}{\delta} + p_4\right)(T_E - R_E) \leq 0, \quad (83)$$

$$\mu(R_E - P_E) - \eta(T_E - S_E) \leq \left(\frac{1}{\delta} - p_1\right)(P_E - S_E) + p_4(\mu(R_E - S_E) - \eta(T_E - P_E)) \leq 0. \quad (84)$$

We divide it into two cases (1) $\mu(T_E - P_E) > 0$ or $\mu(R_E - S_E) > 0$ and (2) $\mu(T_E - P_E) - \eta(R_E - S_E) \leq 0$ and $\mu(R_E - S_E) - \eta(T_E - P_E) \leq 0$.

First, we assume $\mu(T_E - P_E) - \eta(R_E - S_E) > 0$ or $\mu(R_E - S_E) - \eta(T_E - P_E) > 0$. From $\mu(T_E - P_E) - \eta(R_E - S_E) > 0$, the first inequality of Eq. (83) is not satisfied for any $p_1$ and $p_4$. Also, from $\mu(R_E - S_E) - \eta(T_E - P_E) > 0$, the second inequality of Eq. (84) is not satisfied for any $p_1$ and $p_4$.

Second, we assume $\mu(T_E - P_E) - \eta(R_E - S_E) \leq 0$ and $\mu(R_E - S_E) - \eta(T_E - P_E) \leq 0$. When $T_E - P_E > R_E - S_E$, $\mu(T_E - P_E) - \eta(R_E - S_E) \leq 0$ lead to

$$\eta \geq \frac{T_E - P_E}{T_E + R_E - P_E - S_E} > 1/2. \quad (85)$$

Therefore, $\eta < 1/2$ is not satisfied. When $T_E - P_E \leq R_E - S_E$, $\mu(R_E - S_E) - \eta(T_E - P_E) \leq 0$ lead to

$$\eta \geq \frac{R_E - S_E}{T_E + R_E - P_E - S_E} \geq 1/2. \quad (86)$$

Therefore, $\eta < 1/2$ is not satisfied. As a result, any Equalizers do not exist when $\eta_e \leq \eta < 1/2$.

Appendix B  ZD strategies with $0 < \chi < 1$ do not exist.

Let us consider Eqs. (31)–(34) under $\phi < 0$ and $\chi < 1$. In this case, we prove that ZD strategies with $0 < \chi < 1$ do not exist.

We assume that $\phi < 0$ and $\chi < 1$. From here, we analyze them by dividing them into three cases (1) $0 < p_0 < 1$, (2) $p_0 = 0$, (3) $p_0 = 1$ as follows.

1. $0 < p_0 < 1$.

  From Eqs. (31)–(34),

  $$\hat{x}_1\left\{R_E - \frac{n_1}{\mu_1} \left(\frac{T_E - S_E}{\chi} + T_E - R_E\right)\right\} \leq \frac{1}{\phi} \leq \hat{x}_1\left\{R_E - \frac{n_1}{\mu_1} \left(\frac{T_E - S_E}{\chi} + T_E - R_E\right)\right\}, \quad (87)$$

  $$\hat{x}_1\left\{R_E - \frac{n_2}{\mu_2} \left(\frac{T_E - S_E}{\chi} + T_E - R_E\right)\right\} \leq \frac{1}{\phi} \leq \hat{x}_1\left\{R_E - \frac{n_2}{\mu_2} \left(\frac{T_E - S_E}{\chi} + T_E - R_E\right)\right\}, \quad (88)$$

  $$\hat{x}_1\left\{P_E - \frac{n_3}{\mu_3} \left(\frac{T_E - S_E}{\chi} + P_E - S_E\right)\right\} \leq \frac{1}{\phi} \leq \hat{x}_1\left\{P_E - \frac{n_3}{\mu_3} \left(\frac{T_E - S_E}{\chi} + P_E - S_E\right)\right\}, \quad (89)$$

  $$\hat{x}_1\left\{P_E - \frac{n_4}{\mu_4} \left(\frac{T_E - S_E}{\chi} + P_E - S_E\right)\right\} \leq \frac{1}{\phi} \leq \hat{x}_1\left\{P_E - \frac{n_4}{\mu_4} \left(\frac{T_E - S_E}{\chi} + P_E - S_E\right)\right\}, \quad (90)$$

  are obtained. For the above four equations, we need to check all sixteen ways of inequalities for $\phi$ to exist. As one of the conditions in those equations, the following inequality must hold

  $$\hat{x}_1\left\{R_E - \frac{n_1}{\mu_1} \left(\frac{T_E - S_E}{\chi} + T_E - R_E\right)\right\} \leq \hat{x}_1\left\{R_E - \frac{n_1}{\mu_1} \left(\frac{T_E - S_E}{\chi} + T_E - R_E\right)\right\}, \quad (91)$$

  From the above, we obtain

  $$\hat{x}_1 \leq - \frac{(1 - \delta)(1 - p_0) + \delta \mu}{(1 - \delta)(1 - p_0) + \delta \mu}(T_E - S_E) \quad - \frac{(1 - \delta)(1 - p_0) + \delta \mu}{(1 - \delta)(1 - p_0) + \delta \mu}(R_E - S_E) - (1 - \delta)(1 - p_0) + \delta \mu)(R_E - S_E) + \delta(\mu - \eta)(R_E - \kappa) < -1, \quad (92)$$


where the denominator is positive and $-(1 - \delta)(1 - p_0) + \delta \mu (R_E - S_E) + \delta(\mu - \eta)(R_E - \kappa)$ is negative when $P_E \leq \kappa \leq R_E$. Therefore, ZD strategies with $0 < \chi < 1$ do not exist in the case of $0 < p_0 < 1$ because we obtain $\chi < 0$.

(2) $p_0 = 0$:
From Eqs. (31)–(34),
\[
\hat{\chi} \left\{ R_E - \kappa - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\} \leq \frac{1}{\phi} \leq \hat{\chi} \left\{ R_E - \kappa - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\},
\]
(93)
\[
\hat{\chi} \left\{ R_E - \kappa + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\} \leq \frac{1}{\phi} \leq \hat{\chi} \left\{ R_E - \kappa + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\},
\]
(94)
\[
\frac{1}{\phi} \leq \hat{\chi} \left\{ \kappa - P_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\},
\]
(95)
\[
\frac{1}{\phi} \leq \hat{\chi} \left\{ \kappa - P_E - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\},
\]
(96)
are obtained. For the above four equations, we need to check all eight ways of inequalities for $\phi$ to exist. As one of the conditions in those equations, the following inequality must hold
\[
\hat{\chi} \left\{ R_E - \kappa + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\} \leq \hat{\chi} \left\{ R_E - \kappa - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\}.
\]
(97)
From the above, we obtain
\[
\hat{\chi} \leq -\frac{(1 - \delta \eta)(T_E - S_E)}{(1 - \delta \eta)(T_E - S_E) - (1 - \delta \eta)(R_E - S_E) + \delta(\mu - \eta)(R_E - \kappa)} < -1,
\]
(98)
where the denominator is positive and $-(1 - \delta \eta)(R_E - S_E) + \delta(\mu - \eta)(R_E - \kappa)$ is negative when $P_E \leq \kappa \leq R_E$. Therefore, ZD strategies with $0 < \chi < 1$ do not exist in the case of $p_0 = 0$ because we obtain $\chi < 0$.

(3) $p_0 = 1$:
From Eqs. (31)–(34),
\[
\frac{1}{\phi} \leq \hat{\chi} \left\{ R_E - \kappa - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\},
\]
(99)
\[
\frac{1}{\phi} \leq \hat{\chi} \left\{ R_E - \kappa + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + T_E - R_E \right) \right\},
\]
(100)
\[
\frac{1}{\phi} \leq \hat{\chi} \left\{ \kappa - P_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\},
\]
(101)
\[
\frac{1}{\phi} \leq \hat{\chi} \left\{ \kappa - P_E - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\},
\]
(102)
are obtained. For the above four equations, we need to check all eight ways of inequalities for $\phi$ to exist. As one of the conditions in those equations, the following inequality must hold
\[
\hat{\chi} \left\{ \kappa - P_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\} \leq \hat{\chi} \left\{ \kappa - P_E - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\chi} + P_E - S_E \right) \right\}.
\]
(103)
From the above, we obtain
\[
\hat{\chi} \leq -\frac{(1 - \delta \eta)(T_E - S_E)}{(1 - \delta \eta)(T_E - S_E) - (1 - \delta \eta)(T_E - P_E) + \delta(\mu - \eta)(\kappa - P_E)} < -1,
\]
(104)
where the denominator is positive and $-(1 - \delta \eta)(T_E - P_E) + \delta(\mu - \eta)(\kappa - P_E)$ is negative when $P_E \leq \kappa \leq R_E$. Therefore, ZD strategies with $0 < \chi < 1$ do not exist in the case of $p_0 = 1$ because we obtain $\chi < 0$. 
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Appendix C  Transforming Eqs. (42)–(45) to Eqs. (46)–(49)

C.1 Transforming Eq. (42) to Eq. (46)
Multiplying both sides of Eq. (42) by 1/\( \hat{\chi} \), \( (1 - \delta)(1 - p_0) + \delta \) and \( (1 - \delta)(1 - p_0) \), we obtain

\[
(1 - \delta)(1 - p_0) \left\{ R_E - \kappa + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) \right\} \\
\leq (1 - \delta)(1 - p_0) \left\{ R_E - \kappa - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) \right\}.
\]

(105)

Transposing the terms of \( \kappa \) to the left-hand side and transposing the other term to the right-hand side, we obtain

\[
\leq (1 - \delta)(1 - p_0) \left\{ R_E - \kappa + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) \right\} \\
\leq (1 - \delta)(1 - p_0) \left\{ R_E - \kappa + \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) \right\}.
\]

(106)

The above inequality can be simplified into

\[
\delta \kappa \leq \delta R_E - (\eta \delta + (1 - \delta)(1 - p_0)) \frac{1}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right).
\]

(107)

Dividing both sides of the above inequality by \( \delta \), we obtain

\[
\kappa \leq R_E - \frac{(\frac{1}{\delta} - 1)(1 - p_0) + \eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right).
\]

(108)

C.2 Transforming Eq. (43) to Eq. (47)
Multiplying both sides of Eq. (43) by 1/\( \hat{\chi} \), \( (1 - \delta)(1 - p_0) + \delta \) and \( (1 - \delta)p_0 \), we obtain

\[
(1 - \delta)p_0 \left\{ R_E - \kappa + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) \right\} \\
\leq (1 - \delta)(1 - p_0) + \delta \left\{ \kappa - P_E - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \right\}.
\]

(109)

Transposing the terms of \( \kappa \) to the right-hand side and transposing the other term to the left-hand side, we obtain

\[
(1 - \delta)p_0 \left\{ R_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) \right\} \\
+ (1 - \delta)(1 - p_0) + \delta \left\{ P_E + \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \right\} \\
\leq (1 - \delta)(1 - p_0) + \delta \kappa + (1 - \delta)p_0 \kappa.
\]

(110)

The above inequality can be simplified into

\[
P_E + \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) + (1 - \delta)p_0 \left\{ R_E - P_E + \frac{\mu(T_E - R_E) - \eta(P_E - S_E)}{\mu - \eta} \right\} \leq \kappa.
\]

(111)

C.3 Transforming Eq. (44) to Eq. (48)
Multiplying both sides of Eq. (44) by 1/\( \hat{\chi} \), \( (1 - \delta)p_0 + \delta \) and \( (1 - \delta)(1 - p_0) \), we obtain

\[
(1 - \delta)(1 - p_0) \left\{ \kappa - P_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \right\} \\
\leq (1 - \delta)p_0 + \delta \left\{ R_E - \kappa - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) \right\}.
\]

(112)
Multiplying both sides of Eq. (45) by \( \frac{1}{\hat{\chi}} \).

The above inequality can be simplified into

\[
(1 - \delta)(1 - p_0) \frac{T_E - S_E}{\hat{\chi}} + \frac{R_E}{\mu - \eta} \leq \frac{R_E}{\mu - \eta} \left( T_E - R_E \right) + (1 - \delta)(1 - p_0) \left\{ R_E - P_E + \frac{T_E - S_E}{\hat{\chi}} + \frac{\mu(P_E - S_E) - \eta(T_E - R_E)}{\mu - \eta} \right\}.
\]

The above inequality can be simplified into

\[
\kappa \leq R_E - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + T_E - R_E \right) - (1 - \delta)(1 - p_0) \left\{ R_E - P_E + \frac{T_E - S_E}{\hat{\chi}} + \frac{\mu(P_E - S_E) - \eta(T_E - R_E)}{\mu - \eta} \right\}.
\]

C.4 Transforming Eq. (45) to Eq. (49)

Multiplying both sides of Eq. (45) by \( \frac{1}{\hat{\chi}}, (1 - \delta)p_0 + \delta \) and \( (1 - \delta)p_0 \), we obtain

\[
(1 - \delta)p_0 \left\{ \kappa - P_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \right\} \leq ((1 - \delta)p_0 + \delta) \left\{ \kappa - P_E - \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \right\}.
\]

Transposing the terms of \( \kappa \) to the right-hand side and transposing the other term to the left-hand side, we obtain

\[
(1 - \delta)p_0 \left\{ -P_E + \frac{\mu}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \right\} + ((1 - \delta)p_0 + \delta) \left\{ P_E + \frac{\eta}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \right\} \leq ((1 - \delta)p_0 + \delta)\kappa - (1 - \delta)p_0 \kappa.
\]

The above inequality can be simplified into

\[
\delta P_E + ((1 - \delta)p_0 + \delta\eta) \left\{ \frac{1}{\mu - \eta} \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \right\} \leq \delta \kappa.
\]

Dividing both sides of the above inequality by \( \delta \), we obtain

\[
P_E + \left( \frac{1}{\delta} - 1 \right)p_0 + \eta \left( \frac{T_E - S_E}{\hat{\chi}} + P_E - S_E \right) \leq \kappa.
\]

Appendix D Transforming Eqs. (50)-(53) to Eqs. (54)-(57)

D.1 Transforming Eq. (50) to Eq. (54)

Transposing the terms of \( \hat{\chi} \) to left-hand side of Eq. (50) and transposing the other term to right-hand side of Eq. (50), we obtain

\[
\frac{\eta}{\mu - \eta} + (1 - \delta)p_0 + \left( \frac{1}{\delta} - 1 \right)(1 - p_0) + \eta \frac{T_E - S_E}{\hat{\chi}} \leq R_E - P_E - \frac{(\frac{1}{\delta} - 1)(1 - p_0) + \eta}{\mu - \eta} (T_E - R_E)
\]

\[
- \frac{\eta}{\mu - \eta} (P_E - S_E) - (1 - \delta)p_0 \left\{ R_E - P_E + \frac{\mu(T_E - R_E) - \eta(P_E - S_E)}{\mu - \eta} \right\}.
\]
Multiplying both sides of the above inequality by \((\mu - \eta)\delta\), we obtain
\[
\{\delta\eta + (\mu - \eta)\delta(1 - \delta)p_0 + (1 - \delta)(1 - p_0) + \delta\eta\} \frac{T_E - S_E}{\hat{\chi}} 
\leq (\mu - \eta)\delta(R_E - P_E) - \{(1 - \delta)(1 - p_0) + \delta\eta\} (T_E - R_E) 
- \eta\delta(P_E - S_E) - \delta(1 - \delta)p_0 \{(\mu - \eta)(R_E - P_E) + \mu(T_E - R_E) - \eta(P_E - S_E)\}. \tag{120}
\]
The above inequality can be simplified into
\[
(1 - (1 - \delta)p_0)(1 - \delta + 2\delta\eta) \frac{T_E - S_E}{\hat{\chi}} 
\leq (\mu - \eta)\delta(R_E - P_E) - (1 - \delta)(1 - p_0)(T_E - R_E) - \delta\eta(T_E - R_E) 
- \eta\delta(P_E - S_E) - \delta(1 - \delta)p_0(\mu - \eta)(R_E - P_E) - \delta(1 - \delta)p_0(\mu(T_E - R_E) - \eta(P_E - S_E)). \tag{121}
\]
Factoring out a common factor of the above inequality, we obtain
\[
(1 - (1 - \delta)p_0)(1 - \delta + 2\delta\eta) \frac{T_E - S_E}{\hat{\chi}} 
\leq (1 - (1 - \delta)p_0)\delta(\mu - \eta)(R_E - P_E) - (1 - (1 - \delta)p_0)\eta\delta(P_E - S_E) 
- ((1 - \delta)(1 - p_0) + \delta(1 - \delta)p_0\mu + \delta\eta)(T_E - R_E). \tag{122}
\]
The above inequality can be simplified into
\[
(1 - (1 - \delta)p_0)(1 - \delta + 2\delta\eta) \frac{T_E - S_E}{\hat{\chi}} 
\leq (1 - (1 - \delta)p_0)\delta(\mu - \eta)(R_E - P_E) - (1 - (1 - \delta)p_0)\eta\delta(P_E - S_E) 
- (1 - \mu\delta)(1 - (1 - \delta)p_0)(T_E - R_E). \tag{123}
\]
Dividing both sides of the above inequality by \(1 - (1 - \delta)p_0\), we obtain
\[
(1 - \delta + 2\delta\eta) \frac{T_E - S_E}{\hat{\chi}} \leq \delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(T_E - R_E). \tag{124}
\]
Multiplying both sides of the above inequality by \(\hat{\chi}\), we obtain
\[
(1 - \delta + 2\delta\eta)(T_E - S_E) \leq (\delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(T_E - R_E))\hat{\chi}. \tag{125}
\]

\section*{D.2 Transforming Eq. (51) to Eq. (55)}

Transposing the terms of \(\hat{\chi}\) to left-hand side of Eq. (51) and transposing the other term to right-hand side of Eq. (51), we obtain
\[
\left\{ \frac{\eta}{\mu - \eta} + (1 - \delta)p_0 + \frac{\eta}{\mu - \eta} + (1 - \delta)(1 - p_0) \right\} \frac{T_E - S_E}{\hat{\chi}} 
\leq R_E - P_E - \frac{\eta}{\mu - \eta}(T_E - R_E) - (1 - \delta)(1 - p_0)(R_E - P_E) - (1 - \delta)(1 - p_0)\frac{\mu(P_E - S_E) - \eta(T_E - R_E)}{\mu - \eta} 
- \frac{\eta}{\mu - \eta}(P_E - S_E) - (1 - \delta)p_0(R_E - P_E) - (1 - \delta)p_0\frac{\mu(T_E - R_E) - \eta(P_E - S_E)}{\mu - \eta}. \tag{126}
\]

Multiplying both sides of the above inequality by \(\mu - \eta\), we obtain
\[
\{(\mu - \eta)(1 - \delta)p_0 + 2\eta + (\mu - \eta)(1 - \delta)(1 - p_0)\} \frac{T_E - S_E}{\hat{\chi}} 
\leq (\mu - \eta)(R_E - P_E) - \eta(T_E - R_E) - (\mu - \eta)(1 - \delta)(1 - p_0)(R_E - P_E) 
- (1 - \delta)(1 - p_0)(\mu(P_E - S_E) - \eta(T_E - R_E)) 
- \eta(P_E - S_E) - (\mu - \eta)(1 - \delta)p_0(R_E - P_E) - (1 - \delta)p_0(\mu(T_E - R_E) - \eta(P_E - S_E)). \tag{127}
\]
The above inequality can be simplified into

\[
(1 - \delta + 2\eta\delta) \frac{T_E - S_E}{\chi} \leq \mu (R_E - P_E) - \eta (T_E - R_E) - (\mu - \eta)(1 - \delta)(1 - p_0)(R_E - P_E) - \mu (1 - \delta)(1 - p_0)(P_E - S_E) - \eta (P_E - S_E) - (\mu - \eta)(1 - \delta)p_0(R_E - P_E) - \mu(1 - \delta)p_0(T_E - R_E) + \eta(1 - \delta)p_0(P_E - S_E).
\]  

(128)

Factoring out a common factor of the above inequality, we obtain

\[
(1 - \delta + 2\eta\delta) \frac{T_E - S_E}{\chi} \leq \mu (R_E - P_E) - \eta (T_E - R_E) - (\mu - \eta)(1 - \delta)(1 - p_0)(1 - \delta)p_0(R_E - P_E) + \eta(1 - \delta)p_0(P_E - S_E).
\]  

(129)

The above inequality can be simplified into

\[
(1 - \delta + 2\eta\delta) \frac{T_E - S_E}{\chi} \leq \mu (R_E - P_E) - \eta (T_E - S_E)
\]  

(130)

Multiplying both sides of the above inequality by \( \hat{\chi} \), we obtain

\[
(1 - \delta + 2\eta\delta)(T_E - S_E) \leq \delta (\mu (R_E - P_E) - \eta (T_E - S_E)) - (1 - \delta)(P_E - S_E) - (1 - \delta)p_0(T_E - R_E - P_E + S_E))\hat{\chi}.
\]  

(131)

D.3 Transforming Eq. (52) to Eq. (56)

Transposing the terms of \( \hat{\chi} \) to left-hand side of Eq. (52) and transposing the other term to right-hand side of Eq. (52), we obtain

\[
\left\{ \frac{1}{\mu - \eta} \left( \frac{1}{\mu - \eta} - 1 \right)(1 - p_0) + \eta \right\} \frac{T_E - S_E}{\chi} \leq R_E - P_E - \frac{1}{\mu - \eta} \left( \frac{1}{\mu - \eta} - 1 \right)(1 - p_0) + \eta (T_E - R_E) - \frac{1}{\mu - \eta} \left( \frac{1}{\mu - \eta} - 1 \right)p_0 + \eta (P_E - S_E).
\]

(132)

Multiplying both sides of the above inequality by \( (\mu - \eta)\delta \), we obtain

\[
((1 - \delta)p_0 + \delta\eta + (1 - \delta)(1 - p_0) + \delta\eta) \frac{T_E - S_E}{\chi} \leq (\mu - \eta)\delta (R_E - P_E) - \delta (1 - \delta)(1 - p_0) + \delta\eta) (T_E - R_E) - \delta (1 - \delta)p_0 + \delta\eta) (P_E - S_E).
\]  

(133)

The above inequality can be simplified into

\[
(1 - \delta + 2\delta\eta) \frac{T_E - S_E}{\chi} \leq \delta (R_E - P_E) - \eta (T_E - S_E) - (1 - \delta)(T_E - R_E) - (1 - \delta)p_0(T_E - R_E - P_E + S_E).
\]  

(134)

Multiplying both sides of the above inequality by \( \hat{\chi} \), we obtain

\[
(1 - \delta + 2\delta\eta)(T_E - S_E) \leq \delta (R_E - P_E) - \eta (T_E - S_E)) - (1 - \delta)(T_E - R_E) + (1 - \delta)p_0(T_E - R_E - P_E + S_E))\hat{\chi}.
\]  

(135)

D.4 Transforming Eq. (53) to Eq. (57)

Transposing the terms of \( \hat{\chi} \) to left-hand side of Eq. (53) and transposing the other term to right-hand side of Eq. (53), we obtain

\[
\left\{ \frac{1}{\mu - \eta} \left( \frac{1}{\mu - \eta} - 1 \right)p_0 + \eta \right\} \frac{T_E - S_E}{\chi} \leq R_E - P_E - \frac{\eta}{\mu - \eta} (T_E - R_E) - (1 - \delta)(1 - p_0)(R_E - P_E) - (1 - \delta)(1 - p_0)\mu (P_E - S_E) - \eta (T_E - R_E) - \frac{1}{\mu - \eta} \left( \frac{1}{\mu - \eta} - 1 \right)p_0 + \eta \right\} (P_E - S_E).
\]

(136)
Multiplying both sides of the above inequality by \((\mu - \eta)\delta\), we obtain
\[
\{ (1-\delta)p_0 + \delta\eta + \delta(\mu - \eta)(1-\delta)(1-p_0) + \delta\eta \} \frac{T_E - S_E}{\chi} \\
\leq (\mu - \eta)\delta(R_E - P_E) - \eta\delta(T_E - R_E) - (\mu - \eta)\delta(1-\delta)(1-p_0)(R_E - P_E) \\
- (1-\delta)(1-p_0)\delta(\mu P_E - S_E) - \eta(T_E - R_E) - ((1-\delta)p_0 + \eta\delta)(P_E - S_E). \\
\tag{137}
\]

Factoring out a common factor of the above inequality, we obtain
\[
\{ (1-\delta)p_0 + \delta\eta + \delta(\mu - \eta)(1-\delta)(1-p_0) + \delta\eta \} \frac{T_E - S_E}{\chi} \\
\leq (\mu - \eta)(1 - (1-\delta)(1-p_0))\delta(R_E - P_E) + ((1-\delta)(1-p_0)\eta - \eta\delta(T_E - R_E) \\
+ (1-\delta)(1-p_0)\delta\mu - ((1-\delta)p_0 + \eta\delta))(P_E - S_E). \\
\tag{138}
\]

The above inequality can be simplified into
\[
(1-\delta + 2\delta\eta)(1 - (1-\delta)(1-p_0)) \frac{T_E - S_E}{\chi} \\
\leq (\mu - \eta)\delta(R_E - P_E) - \eta(T_E - R_E) + (\delta\mu - 1)(P_E - S_E). \\
\tag{139}
\]

Dividing both sides of the above inequality by \(1 - (1-\delta)(1-p_0)\), we obtain
\[
(1-\delta + 2\delta\eta) \frac{T_E - S_E}{\chi} \leq (\mu - \eta)\delta(R_E - P_E) - \eta(T_E - R_E) + (\delta\mu - 1)(P_E - S_E). \\
\tag{140}
\]

The above inequality can be simplified into
\[
(1-\delta + 2\delta\eta) \frac{T_E - S_E}{\chi} \leq (\delta(\mu(R_E - P_E) - \eta(T_E - S_E))) - (1-\delta)(P_E - S_E). \\
\tag{141}
\]

Multiplying the both sides of the above inequality by \(\hat{\chi}\), we obtain
\[
(1-\delta + 2\delta\eta)(T_E - S_E) \leq (\delta(\mu(R_E - P_E) - \eta(T_E - S_E))) - (1-\delta)(P_E - S_E))\hat{\chi}. \\
\tag{142}
\]

**Appendix E  Condition of discount factor \(\delta\) and error rate \(\eta\) for the existence of pcZD strategies**

Because the coefficient of \(\hat{\chi}\) of Eqs. (134)–(137) must be positive, we obtain
\[
\delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1-\delta)(T_E - R_E) > 0, \\
\tag{143}
\]
\[
\delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1-\delta)(P_E - S_E + p_0(T_E - R_E - P_E + S_E)) > 0, \\
\tag{144}
\]
\[
\delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1-\delta)(T_E - R_E - p_0(T_E - R_E - P_E + S_E)) > 0, \\
\tag{145}
\]
\[
\delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1-\delta)(P_E - S_E) > 0. \\
\tag{146}
\]

In this case, solving Eqs. (143)–(146) for \(\delta\), we obtain
\[
\delta > \frac{T_E - R_E}{\mu(R_E - P_E) - \eta(T_E - S_E) + T_E - R_E}, \\
\tag{147}
\]
\[
\delta > \frac{P_E - S_E + p_0(T_E - R_E - P_E + S_E)}{\mu(R_E - P_E) - \eta(T_E - S_E) + P_E - S_E + p_0(T_E - R_E - P_E + S_E)}, \\
\tag{148}
\]
\[
\delta > \frac{T_E - R_E - p_0(T_E - R_E - P_E + S_E)}{\mu(R_E - P_E) - \eta(T_E - S_E) + T_E - R_E - p_0(T_E - R_E - P_E + S_E)}, \\
\tag{149}
\]

20
\[
\delta > \frac{P_E - S_E}{\mu(R_E - P_E) - \eta(T_E - S_E) + P_E - S_E}.
\] (150)

For Eqs. (147)–(150), due to \( \delta < 1 \), \( \mu(R_E - P_E) - \eta(T_E - S_E) > 0 \) (\( \Leftrightarrow \eta < \eta_c \)) must hold. Thus, there are no pcZD strategies when \( \eta > \eta_c \). \( \eta_c \) is the same as the one defined in Eq. (21). In the case of \( R_E + P_E > T_E + S_E \), Eq. (150) is the maximum. In the case of \( R_E + P_E < T_E + S_E \), Eqs. (147)–(150) take the same value (Appendix F). Therefore, we obtain \( \delta > \delta_c \). \( \delta_c \) is the same as the one defined in Eq. (27).

**Appendix F**  Magnitude relationship of Eqs. (147)–(150)

In this section, we check the magnitude relationship of Eqs. (147)–(150).

**F.1 Case of** \( R_E + P_E > T_E + S_E \)

We first check the case of \( R_E + P_E > T_E + S_E \). Each of the differences between Eq. (150) and Eqs. (147)–(149) is

\[
(Eq. \ (150) - Eq. \ (147))
\]

\[
\frac{P_E - S_E}{\mu(R_E - P_E) - \eta(T_E - S_E) + P_E - S_E} - \frac{T_E - R_E}{(T_E - R_E - P_E + S_E)(\mu(R_E - P_E) - \eta(T_E - S_E))} > 0.
\] (151)

\[
(Eq. \ (150) - Eq. \ (148))
\]

\[
\frac{P_E - S_E}{\mu(R_E - P_E) - \eta(T_E - S_E) + P_E - S_E} - \frac{P_E - S_E + p_0(T_E - R_E - P_E + S_E)}{P_E - S_E + p_0(T_E - R_E - P_E + S_E)}
\]

\[
\frac{\{\mu(R_E - P_E) - \eta(T_E - S_E) + P_E - S_E + p_0(T_E - R_E - P_E + S_E)\}}{\{\mu(R_E - P_E) - \eta(T_E - S_E)\}}
\]

\[
\frac{\{\mu(R_E - P_E) - \eta(T_E - S_E) + P_E - S_E + p_0(T_E - R_E - P_E + S_E)\}}{\{\mu(R_E - P_E) - \eta(T_E - S_E)\}} > 0.
\] (152)

\[
(Eq. \ (150) - Eq. \ (149))
\]

\[
\frac{P_E - S_E}{\mu(R_E - P_E) - \eta(T_E - S_E) + P_E - S_E} - \frac{T_E - R_E - p_0(T_E - R_E - P_E + S_E)}{T_E - R_E - p_0(T_E - R_E - P_E + S_E)}
\]

\[
\{\mu(R_E - P_E) - \eta(T_E - S_E) + (T_E - R_E) - p_0(T_E - R_E - P_E + S_E)\}
\]

\[
\{\mu(R_E - P_E) - \eta(T_E - S_E) + (T_E - R_E) - p_0(T_E - R_E - P_E + S_E)\}
\]

\[
\frac{\{\mu(R_E - P_E) - \eta(T_E - S_E) + P_E - S_E\}}{\{\mu(R_E - P_E) - \eta(T_E - S_E) + (T_E - R_E) - p_0(T_E - R_E - P_E + S_E)\}} > 0.
\] (153)

Therefore, in this case, Eq. (150) is the maximum.
F.2 Case of $R_E + P_E < T_E + S_E$

Next, we check the case of $R_E + P_E < T_E + S_E$. Each of the differences between Eq. (147) and Eqs. (148)–(150) is

\[(\text{Eq. (147)} - \text{Eq. (148)})\]

\[
\begin{align*}
&= \frac{T_E - R_E}{\mu(R_E - P_E) - \eta(T_E - S_E) + T_E - R_E - P_E + S_E} \\
&\quad - \frac{T_E - R_E - p_0(T_E - R_E - P_E + S_E)}{\mu(R_E - P_E) - \eta(T_E - S_E) + (T_E - R_E) - p_0(T_E - R_E - P_E + S_E)} \\
&= (\mu(R_E - P_E) - \eta(T_E - S_E) + T_E - R_E - p_0(T_E - R_E - P_E + S_E)) \\
&\quad - (T_E - R_E - p_0(T_E - R_E - P_E + S_E)) \left\{ (\mu(R_E - P_E) - \eta(T_E - S_E) + T_E - R_E) \right\} \\
&\quad / \left\{ (\mu(R_E - P_E) - \eta(T_E - S_E) + T_E - R_E) \left( \mu(R_E - P_E) - \eta(T_E - S_E) + (T_E - R_E) - p_0(T_E - R_E - P_E + S_E) \right) \right\} \\
&\quad / \left\{ (\mu(R_E - P_E) - \eta(T_E - S_E) + T_E - R_E) \left( \mu(R_E - P_E) - \eta(T_E - S_E) + (T_E - R_E) - p_0(T_E - R_E - P_E + S_E) \right) \right\} \\
&\quad > 0.
\end{align*}
\]

\[(154)\]

\[(\text{Eq. (147)} - \text{Eq. (150)})\]

\[
\begin{align*}
&= \frac{T_E - R_E}{\mu(R_E - P_E) - \eta(T_E - S_E) + T_E - R_E - P_E + S_E} \\
&\quad - \frac{P_E - S_E}{\mu(R_E - P_E) - \eta(T_E - S_E) + P_E - S_E} \\
&= (T_E - R_E)(\mu(R_E - P_E) - \eta(T_E - S_E) + P_E - S_E) - (P_E - S_E)(\mu(R_E - P_E) - \eta(T_E - S_E) + T_E - R_E) \\
&\quad / (T_E - R_E - P_E + S_E)(\mu(R_E - P_E) - \eta(T_E - S_E) + T_E - R_E) \\
&\quad / (T_E - R_E - P_E + S_E)(\mu(R_E - P_E) - \eta(T_E - S_E) + T_E - R_E) \\
&\quad > 0.
\end{align*}
\]

\[(155)\]

Therefore, in this case, Eq. (147) is the maximum.

F.3 Case of $R_E + P_E = T_E + S_E$

In the case of $R_E + P_E = T_E + S_E$, Eqs. (151)–(156) become zero. Therefore, Eqs. (147)–(150) take the same value.

Appendix G Magnitude relationship of Eqs. (58)–(61)

In this section we check the magnitude relationship of Eqs. (58)–(61).

G.1 Case of $R_E + P_E > T_E + S_E$

We first check the case of $R_E + P_E > T_E + S_E$. Each of the differences between Eq. (61) and Eqs. (58)–(60) is

\[(\text{Denominator of Eq. (58)} - \text{Denominator of Eq. (61)})\]

\[
\begin{align*}
&= \delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(T_E - R_E) \\
&\quad + \delta(\mu(R_E - P_E) - \eta(T_E - S_E)) - (1 - \delta)(P_E - S_E) \\
&\quad = - (1 - \delta)(T_E - R_E - P_E + S_E) > 0.
\end{align*}
\]

\[(157)\]
Next, we check the case of $G$. Therefore, in this case, Eq. (61) is the maximum.

\begin{align}
= & \delta (\mu (R_E - P_E) - \eta (T_E - S_E)) - (1 - \delta) (P_E - S_E) - (1 - \delta) p_0 (T_E - R_E - P_E + S_E) \\
 & - (\delta (\mu (R_E - P_E) - \eta (T_E - S_E)) - (1 - \delta) (P_E - S_E)) - (1 - \delta) (T_E - R_E) \\
= & - (1 - \delta) (1 - p_0) (T_E - R_E - P_E + S_E) > 0.
\end{align}  

Therefore, in this case, Eq. (61) is the maximum.

**G.2 Case of $R_E + P_E < T_E + S_E$**

Next, we check the case of $R_E + P_E < T_E + S_E$. Each of the differences between Eq. (58) and Eqs. (59)–(61) is

\begin{align}
= & \delta (\mu (R_E - P_E) - \eta (T_E - S_E)) - (1 - \delta) (P_E - S_E) - (1 - \delta) p_0 (T_E - R_E - P_E + S_E) \\
 & - (\delta (\mu (R_E - P_E) - \eta (T_E - S_E)) - (1 - \delta) (P_E - S_E)) - (1 - \delta) (T_E - R_E) \\
= & - (1 - \delta) (1 - p_0) (T_E - R_E - P_E + S_E) > 0.
\end{align}  

Therefore, in this case, Eq. (58) is the maximum.

**G.3 Case of $R_E + P_E = T_E + S_E$**

In the case of $R_E + P_E = T_E + S_E$, Eqs. (157)–(159) become zero. Therefore, Eqs. (58)–(61) take the same value.
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