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Abstract

In the security evaluation of multivariate public key cryptosystems (MPKCs), constructing algorithms to solve the problem of finding solutions of a system of multivariate quadratic polynomial equations (MQ problem) is an important topic of research. Algorithms for computing a Gröbner basis are often used as a method to solve MQ problems. In this article, we focus on solving MQ problems using Buchberger’s algorithm which is a basic algorithm for computing a Gröbner basis. We propose a new method for selecting polynomials to efficiently compute a Gröbner basis for a set of polynomials, which is used for MPKCs.
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1. Introduction

RSA and elliptic curve cryptosystems (ECC) are widely used public key cryptosystems. The security of RSA and ECC are based on the hardness of prime factorization of integers, and solving discrete logarithm problems on elliptic curves, respectively. As these mathematical problems can be solved in polynomial time by the use of Shor’s algorithm [1] and computers, the research and standardization of cryptosystems that are secure against an attack by quantum computers are being promoted worldwide. Such a cryptosystem is called a post quantum cryptography (PQC). For example, the National Institute of Standards and Technology (NIST (https://csrc.nist.gov/projects/post-quantum-cryptography)) in the U.S. invited candidates in 2016 for a PQC standardization project and selected seven cryptosystems as finalists in 2020.

Multivariate public key cryptosystems (MPKCs) are potential candidates for PQC. These cryptosystems use the difficulty in finding solutions of a system of multivariate polynomial equations over a finite field (MP problem) [2] and the difficulty in the isomorphism of multivariable polynomials problem (IP problem) for their security [3]. The signature schemes Rainbow [4] and GeMSS [5] are representative MPKCs. Rainbow is notably selected as a finalist in the PQC standardization project by NIST.

An MP problem that consists of only quadratic polynomials is called an MQ problem. MQ problems are an important topic in the research of MPKC security evaluation. In fact, MQ problems are related to the security of Rainbow. In order to evaluate the hardness of solving MQ problems, Fukuoka MQ challenge project (https://www.mqchallenge.org/) has been held since 2015. MQ problems related to signature schemes are set up so that the relation between the number of variables, $n$, and the number of polynomials, $m$, satisfies $n \geq m$.

Typical efficient method for solving MQ problems is an algorithm that computes a Gröbner basis, and Buchberger’s algorithm ([6, p. 232]) is known as one of the basic algorithms to compute it. In order to compute a Gröbner basis, the reduction of polynomials is necessary. The selection of polynomials used for the reduction has a great influence on the computational efficiency of an algorithm to compute a Gröbner basis.

Our Contribution: In this article, we propose a new selection method that takes notice of the second largest monomial in a polynomial used for the computation of a Gröbner basis. Using our proposed method, we have succeeded in decreasing the number of reductions compared to known selection methods, and in the best case, we have decreased the number of reductions to about 42% of that number by the known methods.

2. Preliminaries

2.1 Basic definitions and symbols

This section explains the basic definitions and symbols used in this article. Let $\mathbb{Z}_{\geq 0}$ be the set of all non-negative integers, let $\mathbb{F}_q$ be a finite field with $q$ elements, and let $\mathcal{R} = \mathbb{F}_q[x_1, \ldots, x_n] = \mathbb{F}_q[x]$ be a polynomial ring over $\mathbb{F}_q$ with $n$ variables. The form of $x^a = x_1^{a_1} \cdots x_n^{a_n}$ where $a = (a_1, \ldots, a_n) \in \mathbb{Z}_{\geq 0}^n$ is called a monomial, and $\deg(x^a) = a_1 + \cdots + a_n$ is called the total degree of monomial $x^a$. The symbol $\mathcal{M} = \{x^a \mid a \in \mathbb{Z}_{\geq 0}^n\}$ denotes the set of all monomials appearing in $\mathcal{R}$, and $\prec$ represents an admissible order. Admissible orders include
lexicographic order, degree lexicographic order, and degree reverse lexicographic order. In this article, unless otherwise stated, degree reverse lexicographic order is used as the admissible order.

Furthermore, for $c \in \mathbb{F}_q$ and $u \in M$, the form of $t = cu$ is called a term, and $c$ is called the coefficient of $t$. For a non-zero polynomial $f = c_1u_1 + \cdots + c_nu_n$ ($c_i \in \mathbb{F}_q \setminus \{0\}$, $u_1 > \cdots > u_n \in M$), the leading monomial (LM), leading coefficient (LC), and leading term (LT) of $f$ are defined as $\text{LM}(f) = u_1$, $\text{LC}(f) = c_1$, and $\text{LT}(f) = c_1u_1$, respectively. In particular, when $\text{LC}(f) = 1$, $f$ is called a monic polynomial. The total degree of polynomial $f$ is expressed as $\deg(f) = \max\{\deg(u_1), \ldots, \deg(u_n)\}$. Especially when the total degree of $f$ is two, $f$ is called a quadratic polynomial.

2.2 Gröbner bases

This section explains the definitions and operations for a Gröbner basis computation. Let $I \subset \mathbb{R}$ be an ideal, and let $G$ be a subset of $I$. For any $f \in I$, if there exists $g \in G$ satisfying $\text{LM}(g)u = \text{LM}(f)$, then $G$ is said to be a Gröbner basis of $I$. Gröbner bases are bases with good properties and are used, for example, to solve MP problems. To obtain a Gröbner basis, computing a polynomial called the S-polynomial and reducing multivariate polynomials are necessary.

Next, we explain reduction of polynomials and reducers. Let $f$ be a non-zero polynomial, and let $G$ be a subset of $\mathbb{R}$. For a term $t = cu$ ($c \in \mathbb{F}_q \setminus \{0\}$, $u \in M$) in $f$, if a certain polynomial $g \in G$ satisfying $\text{LM}(g)u$ exists, then $f$ is said to be reducible by $G$. Using the $g$ to eliminate the term $t$ in $f$ by the operation $f - t/\text{LT}(g)g$ is called reducing $f$ by $g$, and the polynomial $g$ is called the reducer of $t$ (or $u$). Note here that multiple reducers may exist. For example, when $f = xy + 1$, $g_1 = x - 1$, $g_2 = y + 1 \in \mathbb{R}$, and $G = \{g_1, g_2\}$, the term $xy$ in $f$ is divisible by $\text{LM}(g_1)$ and $\text{LM}(g_2)$, so both $g_1$ and $g_2$ can be reducers. If an $f \in \mathbb{R}$ cannot be reduced by any polynomial of $G \subset \mathbb{R}$, then $f$ is said to be the normal form of $G$. The operation of repeatedly reducing $f$ using a polynomial of $G$ to obtain the normal form is called normalization, and the function normalizing $f$ using $G$ is represented by $\text{NF}(f, G)$.

We explain the S-polynomial which is an important polynomial for computing a Gröbner basis. The least common multiple (LCM) of two monomials $x^a = x_1^{a_1} \cdots x_n^{a_n}$ and $x^b = x_1^{b_1} \cdots x_n^{b_n}$ is defined as $\text{LCM}(x^a, x^b) = x^c$ where $c = (\max(a_1, b_1), \ldots, \max(a_n, b_n))$, and the LCM of a critical pair $p = \{g_1, g_2\} \subset \mathbb{R} \setminus \{0\}$ is defined as $\text{LCM}(p) = \text{LCM}(\text{LM}(g_1), \text{LM}(g_2))$. Then, the S-polynomial of $p$ or $g_1$ and $g_2$ is defined as follows:

$$\text{Spoly}(p) = \text{Spoly}(g_1, g_2) = v_1g_1 - v_2g_2$$

where $v_1 = \frac{\text{LCM}(p)}{\text{LT}(g_1)}$, $v_2 = \frac{\text{LCM}(p)}{\text{LT}(g_2)}$.

The terms $v_1$ and $v_2$ appearing above are the smallest terms required to eliminate the leading terms of $v_1g_1$ and $v_2g_2$. Note that $v_1$ and $v_2$ are monomials when $g_1$ and $g_2$ are monic.

3. Gröbner basis computations and MQ problems

3.1 Buchberger’s algorithm

Buchberger’s algorithm is a basic algorithm for obtaining a Gröbner basis and is expressed, for example, by a pseudocode such as Alg. 1 ([6, p. 232]).

In Alg. 1, the symbol $F$ represents a polynomial set. The symbol $G$ is a subset of $(F)$, which eventually becomes a Gröbner basis of $(F)$. The symbol $P$ represents the set of pairs generated by $G$. In Gröbner basis computation, zero polynomials are not required. There are many S-polynomials that become zero when reduced and many pairs that can generate such S-polynomials. The function Update in lines 3 and 9 above is often used to remove such unwanted pairs to the extent possible ([6, p. 230]).

Algorithm 1 Gröbner basis algorithm

Input: $F = \{f_1, \ldots, f_m\} \subset \mathbb{R} \setminus \{0\}$.
Output: A Gröbner basis of $(F)$.
1: $(G, P) \leftarrow (\emptyset, \emptyset)$
2: for $f \in F$ do
3: $(G, P) \leftarrow \text{Update}(G, P, f)$
4: end for
5: while $P \neq \emptyset$ do
6: $p \leftarrow$ an element of $P, P \leftarrow P \setminus \{p\}$
7: $h \leftarrow \text{NF}(\text{Spoly}(p), G)$
8: if $h \neq 0$ then
9: $(G, P) \leftarrow \text{Update}(G, P, h)$
10: end if
11: end while
12: return $G$

3.2 Solving MQ problems

When solving an MQ problem given by a quadratic polynomial set $F = \{f_1, \ldots, f_m\} \subset \mathbb{R}$ using the method of Gröbner basis computation, generally, a Gröbner basis of $(F)$ w.r.t. degree reverse lexicographic order is first obtained and then a method of conversion to a Gröbner basis w.r.t. lexicographic order using a basis conversion algorithm, such as FGLM [7], is employed. If $n < m$ (over-defined system) and polynomial set $F$ is randomly selected, the reduced Gröbner basis of $(F)$ tends to take the form of $\{x_1 - \alpha_1, \ldots, x_n - \alpha_n\}$ ($\alpha_1, \ldots, \alpha_n \in \mathbb{F}_q$) or $\{1\}$ (i.e., no solution), and there is no need to use a basis conversion algorithm. If $n \geq m$, one of the known methods is to substitute random values for $n - m + 1$ variables to form an over-defined system and compute its Gröbner basis to find a solution. This method is known as the hybrid approach [8], and it has actually been used to solve the signature related problem in the Fukuoka MQ challenge.

3.3 Previous polynomial selection methods

When computing a Gröbner basis using Buchberger’s algorithm, the polynomial that is selected in the 6th and 7th lines of Alg. 1 influences the efficiency of computation. In this section, the set of polynomials and the set
of pairs that appear during a Gröbner basis computation shall be represented by \( G \) and \( P \), respectively, as in Alg. 1. The pair selection methods used to generate the S-polynomial in the 6th line of Alg. 1 are described below.

Let \( p_1 = \{g_1, g_2\} \) and \( p_2 = \{g_3, g_4\} \) be elements of \( P \) such that \( g_1, g_2, g_3, \) and \( g_4 \) are monic. Here, the S-polynomial of \( p_1 \) and \( p_2 \) are \( \text{Spoly}(p_1) = v_1 g_1 - v_2 g_2 \) and \( \text{Spoly}(p_2) = v_3 g_3 - v_4 g_4 \), respectively, and \( \text{deg}(p_1) \) and \( \text{deg}(p_2) \) denote \( \text{deg}(\text{LCM}(p_1)) \) and \( \text{deg}(\text{LCM}(p_2)) \), respectively. Now we explain previous pair selection methods.

### A. Pair selection methods

**A.1. Select** \( p_1 \) if \( \text{LCM}(p_1) \prec \text{LCM}(p_2) \).

**A.2. Select** \( p_1 \) if \( (\text{deg}(p_1) < \text{deg}(p_2)) \) or \( (\text{deg}(p_1) = \text{deg}(p_2) \) and \( v_1 < v_3 \)) or \( (\text{deg}(p_1) = \text{deg}(p_2) \) and \( v_1 = v_3 \) and \( v_2 < v_4 \)).

Method A.1 is known as the normal strategy ([6, p. 233]) and is employed in \( F_4 \) [9] and M4GB [10], both of which are representative algorithms for computing Gröbner bases. Method A.2 is employed in the algorithm in [11] as a pair selection method for efficiently solving an MQ problem, and the algorithm is successful in actually solving the Fukuoka MQ problem.

We explain the previous methods for selecting the reducer to compute the normal form of the S-polynomial in the 7th of Alg. 1. Suppose that the monomial \( u \) is reduced by two polynomials \( g_i \) and \( g_j \) in \( G \). In other words, there exist two monomials \( u_i \) and \( u_j \) such that \( u = \text{LM}(g_i g_j) = \text{LM}(u_i u_j) \).

### B. Reductor selection methods

**B.1. Select** \( g_i \) as the reducer of \( u \) if \( i < j \). In other words, polynomials generated at an early stage out of those remaining in \( G \) are preferentially selected.

**B.2. Select** \( g_i \) as the reducer of \( u \) if \( u_i < u_j \).

Method B.1 is described in reference books related to Gröbner bases, such as [6]. Method B.2 is employed in \( F_4 \) [9] and [11].

### 4. Our proposed method

First, we define the second monomial (SM). For a polynomial \( f \in \mathcal{R} \), we define \( \text{SM}(f) = \text{LM}(f - \text{LT}(f)) \). \( \text{SM}(f) \) represents the next largest monomial after \( \text{LM}(f) \) in polynomial \( f \). Further, we propose the following pair selection and reductor selection methods. Here, the symbols used in this section are the same as those in Sec. 3.3.

#### The new pair selection method

**A.3. Select** \( p_1 \) if \( \max \{\text{SM}(v_1 g_1), \text{SM}(v_2 g_2)\} \prec \max \{\text{SM}(v_3 g_3), \text{SM}(v_4 g_4)\} \).

#### The new reductor selection method

**B.3. Select** \( g_i \) as the reducer of \( u \) if \( \text{SM}(u_i g_i) \prec \text{SM}(u_j g_j) \).

We explain the reason for using the second monomial as an indicator. Selection methods A.1, A.2, and B.2 in Sec. 3.3 use the leading monomial of the polynomial as the indicator. However, the monomial used as this indicator is eliminated immediately after calculating the S-polynomial, as well as immediately after the reduction. On the other hand, the second monomial of the polynomial, which is used for reduction or to generate the S-polynomial, tends to remain. Therefore, by selecting a polynomial with a small second monomial, it can be expected that the number of reductions in the computation of a Gröbner basis will be reduced.

#### 5. Experimental results

We have experimented with solving MQ problems related to the MPKC signature scheme, assuming that those problems are solved using Alg. 1 and the hybrid approach [8]. The MQ problems used in our experiment are randomly generated ([12, p. 6]) and consist of \( m \) polynomials in \( n \) variables over \( \mathbb{F}_{21} \) satisfying \( n = m + 1 \). There are a total of nine polynomial selection methods for combinations of A.1–3 and B.1–3. We have experimented with 10 samples per combination for each variable \( n \).

#### 5.1 Comparing the number of reductions

To investigate the effectiveness of our proposed method, for variable \( n \) and each combination of the polynomial selection methods, we measured the average value of the number of reductions required to compute a Gröbner basis. Moreover, we examined the percentage of the number of reductions based on known methods A.1
Table 4. Number of reductions (top) and the ratio of that number compared to A.1 and B.1 (bottom) ($n = 12$, $m = 13$).

|       | A.1    | A.2    | A.3    |
|-------|--------|--------|--------|
| B.1   | 17058652.6 | 17058973.8 | 7111284.8 |
| B.2   | 16961994.4 | 16962133.4 | 7127369.6 |
| B.3   | 16953128.0 | 16953285.6 | 7125391.8 |

and B.1. The range of $n$ we tested is $8 \leq n \leq 12$. According to our experimental results, our proposed method seems to be more effective when $n$ is even.

Here we show the results for $n = 9, \ldots, 12$ in Tables 1, 2, 3, and 4. Observing the Tables, the reductor selection methods (B.1, B.2, and B.3) seem to have a small effect on the number of reductions. However, we found that the pair selection methods (A.1, A.2, and A.3) have a great effect, particularly when $n$ is even. In the best case, our proposed method succeeded in decreasing the number of reductions to about 42% of that number by the known methods.

6. Conclusions

In this article, we propose a polynomial selection method for efficiently computing Gröbner bases for the polynomial sets used for signature schemes in MPKCs, when we use Buchberger’s algorithm. We confirmed that the polynomial selection method using the second monomial as an indicator is expected to be effective. Our proposed method is particularly expected to be effective for solving MQ problems consist of $m$ polynomials in $n$ variables where $n$ is even and $m = n + 1$. Future works include whether our proposed method can be applied to other algorithms for computing Gröbner bases, such as $F_4$ and M4GB, and whether its application will make them more efficient.
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