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ABSTRACT

A large part of the expressive speech synthesis literature focuses on learning prosodic representations of the speech signal which are then modeled by a prior distribution during inference. In this paper, we compare different prior architectures at the task of predicting phoneme level prosodic representations extracted with an unsupervised FVAE model. We use both subjective and objective metrics to show that normalizing flow based prior networks can result in more expressive speech at the cost of a slight drop in quality. Furthermore, we show that the synthesized speech has higher variability, for a given text, due to the nature of normalizing flows. We also propose a Dynamical VAE model, that can generate higher quality speech although with decreased expressiveness and variability compared to the flow based models.

1. INTRODUCTION

While neural TTS has achieved speech synthesis with very high quality [1,2] synthesizing expressive speech still remains a difficult challenge. A fundamental difficulty with TTS, and expressive TTS especially, is that the mapping between text and audio is one-to-many, since any sentence can be uttered in a number of different ways. Since neural TTS became a major area of research a lot of attention has been given on expressive speech synthesis by either modeling or controlling the prosody of synthetic speech.

For the purposes of our work we define the prosody of an utterance as any element of it that is not present in the phonetic sequence of the same utterance. Those elements include, but are not limited to $F_0$, Energy and duration. A common approach to this problem is to extract prosodic features from a reference utterance which are then used to condition the decoder of a high quality TTS system. The features can be extracted on either phoneme [3,4], word [5,6] or sentence level [7,8].

A very influential work on this field is FVAE [9] which extracts fine grained prosodic features utilizing a VAE framework. The drawback of this model is that since the prior distribution it assumes for the latent variables is independent for each phoneme, captures the dependencies of the prosody of natural speech. We evaluate the models both with MOS and with a number of other metrics that attempt to measure expressiveness of a TTS system and how diverse are the samples it generates for the same text.

2. METHOD

2.1. Fine Grained VAE

We use a Fine Grained VAE [4,9] to get latent prosodic representations for our speech signals. It is based on a Non-Attentive Tacotron model [13] with an extra phoneme level encoder that uses a simple Location Sensitive Attention [19] to align the phoneme sequence from the Tacotron Encoder output with the reference mel-spectrogram. This representation parameterizes the phoneme level posterior distribution that hopefully captures the prosodic information of the utterance.

The goal of the model is to maximize the evidence lower bound (ELBO) which is formulated as follows:

$$\mathcal{L} = \mathbb{E}_{q(x|z)} \log p(x|z) - \sum_{n=1}^{N} D_{KL}(q(z_n|x,y)||p(z_n))$$

where $z_n$ is the latent distribution of the nth phoneme, $x,y$ are the mel-spectrogram and the text respectively, and $q$ and $p$ are the posterior and prior distributions.

A framework which has recently gained traction in TTS is the normalizing flows framework [14]. It has been used to replace the decoder in a TTS system [15] and applied to a prior distribution of a VAE model in order to increase its expressiveness in an end-to-end TTS system [16]. It has also been applied to the problem of duration modeling, which is an important subset of the task of expressive speech synthesis [17]. Normalizing flows are promising since they are invertible models with tractable likelihoods, and thus you can train them with the exact maximum likelihood. They also allow for efficient sampling of the base distribution, something that is of particular use in the one-to-many problem of expressive TTS.

In this work, we use the posterior latents of an FVAE system as unsupervised prosodic features that we wish to predict from the text in order to be able to synthesize without needing a reference. We investigate the performance of different architectures at that task, namely Autoregressive (AR) models and flow based models. We also modify the FVAE architecture to have a prior distribution that is both autoregressive and dependent on the text and thus, instead of being independent for each phoneme, captures the dependencies of the prosody of natural speech. We evaluate the models both with MOS and with a number of other metrics that attempt to measure expressiveness of a TTS system and how diverse are the samples it generates for the same text.
The most common choice for the prior distribution is the standard isotropic Gaussian \( N(0, I) \). This distribution however cannot be used at inference since it implicitly assumes independence for the latents of each phoneme, something that is not true of the posterior distribution. As a result, speech where the latents are sampled from this distribution leads to significantly better performances. The AR predictor that predicts the samples is not pictured.

In practice, since we find that the posterior latents are capable of reconstructing the signal quite well in the baseline model, we do not change the reference encoder, and therefore do not make use of the autoregressive connections implied by the loss in eq.\( \text{[2]} \) that is to say we assume \( q(z_n|x, y) = q(z_n|x) \). The prior distribution is changed to an AR model with the same architecture as the one in the previous approach but this time trained concurrently with the rest of the VAE. We do find however that fine-tuning only the prior predictor after the rest of the model has finished training, (keeping all the other modules fixed) leads to significantly better performances.

### 2.2. Autoregressive Prior

The most common choice for the prior distribution is the standard Gaussian \( N(0, I) \). This distribution however cannot be used at inference since it implicitly assumes independence for the latents of each phoneme, something that is not true of the posterior distribution. As a result, speech where the latents are sampled from this distribution is quite unnatural and an extra AR prior network is used to capture the temporal aspect of the posterior distribution \[10\]. In our work we consider two architectures for implementing the prior distribution. As a result speech where the latents are sampled from this distribution leads to significantly better performances. The AR predictor that predicts the samples is not pictured.

We parameterise both the posterior and the prior distributions as isotropic Gaussian distributions, which gives the KL divergence the form, for each latent dimension:

\[
L_{KL} = \sum_{i=1}^{N} D_{KL}(q(z_n|x, y)||p(z_n|x, y))
\]

(2)

In practice, since we find that the posterior latents are capable of reconstructing the signal quite well in the baseline model, we do not change the reference encoder, and therefore do not make use of the autoregressive connections implied by the loss in eq.\[2\] that is to say we assume \( q(z_n|x, y) = q(z_n|x) \). The prior distribution is changed to an AR model with the same architecture as the one in the previous approach but this time trained concurrently with the rest of the VAE. We do find however that fine-tuning only the prior predictor after the rest of the model has finished training, (keeping all the other modules fixed) leads to significantly better performances.

A normalizing flow consists of a series of invertible transformations \( f_i, i = 0 \ldots M \), which are composed to transform from the base distribution to the desired distribution as:

\[
z = f_M \circ \ldots f_1 \circ f_0(z_0), \quad z_0 \sim p_0(z_0|e)
\]

(4)

where \( z \) is the posterior of the pre-trained VAE, \( p_0 \) is the base distribution and \( e \) is the conditioning phonetic information. In our experi-
ments we use as $c$ the phoneme encoder outputs from the pre-trained VAE model. We pass those outputs through an RNN model and with two linear layers we parameterise the mean and standard deviation of the base distribution. The exact log-likelihood of the normalizing flow model is tractable and can be directly optimized with gradient descent. It is given by the equation:

$$
\log p_M(z|c) = \log p_0(z_0|c) + \sum_{i=0}^{M} \log |\det(J(f_i(z_i)))|^{-1}
$$

(5)

where $|\det(J)|$ is the absolute value of the determinant of the Jacobian matrix.

We conjecture that the flow models will help with learning more variable speech since they are less prone to collapsing than AR models which are based on Kullback Leibler Divergence optimization.

### 3. EVALUATION

#### 3.1. Experiment settings

We train and test our models on a subset of the Blizzard 2013 Challenge single-speaker audiobook dataset [23] which contains 85 hours of speech with highly varying prosody. We base our TTS model on a Non-attentive [18] variant of [24] with an LPCNet vocoder [25] and we use the VAE reference encoder from [9] but with the difference that the latent dimensions are sampled at once instead of hierarchically. Our flow models are based on Glow [14,15].

Our VAE models are trained for 350k iterations, while the training of the prior models, both for the AR models and the fine-tuning of the dynamical models is being done for 100k iterations. Audio samples from all our models are available at our demo page [1].

#### 3.2. Evaluation

We compare our models with the following baselines:

- A simple Non-attentive model with no prosody modeling (NAT)
- VITS [16]
- A Non-attentive model where the duration predictor module has been replaced with the stochastic duration predictor from VITS

The stochastic duration prediction module is a flow based model that utilizes variational data augmentation [26] to enable high dimensional transformation in normalizing flows models, and variational dequantization [27] to deal with the discrete nature of duration data.

3.2.1. Reconstruction

We compare the reconstruction performances of the VAE models, using the metrics $F_0$, frame error (FFE) [28], and mel-cepstral distortion (MCD) [29] for different dimensions of the latent variables. The models compared are the Dynamical VAE models and the baseline FVAE model, and the reconstruction is being done with the posterior latents.

The results can be seen in Table 1. We observe that 1) as expected, increasing the dimensions of the latent space improves the reconstruction performance of the models 2) the improvement is marginal for large dimensions and 3) whether the model was trained on the $\mathcal{N}(0, I)$ prior or the prior predicted from the text, makes little difference.

| latent dim | model | MCD | FFE |
|-----------|-------|-----|-----|
| 8-dim     | FVAE  | 3.85| 5.28|
|           | DVAE  | 3.88| 6.24|
| 16-dim    | FVAE  | 3.31| 4.64|
|           | DVAE  | 3.30| 4.83|
| 32-dim    | FVAE  | 3.02| 4.44|
|           | DVAE  | 3.03| 4.44|
| 64-dim    | FVAE  | 2.93| 4.45|
|           | DVAE  | 2.89| 4.40|

#### 3.2.2. Naturalness and Expressiveness

Following [10] we evaluate the expressiveness of the utterances by reporting the standard deviations of three phoneme level prosody features: Energy, $F_0$ and duration. We first align each sentence with the phonemes of the corresponding text using Kaldi [30] and then we extract the three features for each phoneme, by using the number of frames in the case of the duration, and by averaging the features across the frames that correspond to the phoneme in the other two cases. $F_0$ extraction was done with the Praat toolkit [31]. We then group the phonemes across all of the validation utterances, calculate the standard deviations of the three features and then average them for the different phonemes.

We also conduct a MOS naturalness test to evaluate the performance of our models, by crowd-sourcing native English listeners to rate the utterances on a 1-5 scale. To improve the quality of the evaluations, besides using validation utterances, we excluded all pages where the ground truth utterance was given score less than 3 or pages where the mean synthetic score was higher than that of the ground truth.

We also report the Word Error Rate (WER) of a pre trained ASR model [32]. While the WER is a measure of how well the sentence contains the content of the text, we expect that sentences with unnatural prosody will tend to have higher WER, and as such we can use it as an additional metric of naturalness.

We experiment with two dimensions for our models, 8 and 16 and we also investigate the effect of sampling from the base distribution using a smaller standard deviation to all the metrics. In particular, we use 0.33, 0.5 and 0.8 as stds for the base Gaussian.

All of the metrics, both subjective and objective, were evaluated on a unseen during training (by both the FVAE and the prior architectures) subset with 50 sentences.

We can see the results in Table 2. The system with the best naturalness score is the simple NAT. However it has the lowest score on all of the prosody metrics, especially compared to the real speech samples which have the highest score on the same metrics. We conclude that NAT can synthesize very natural sounding samples but with “flat” prosody.

We suspect that the relatively low numbers of VITS are due to the fact that the dataset is highly expressive and thus substantially more difficult to model, compared to most datasets. We do note however, that we did not experiment with fine-tuning the standard deviations of the flow models for VITS, for this dataset.

In general, we observe that there is a big trade-off between naturalness and expressiveness. We can see this directly by comparing the samples of the flow models with different standard deviations.

---

1. https://innoetics.github.io/publications/phoneme-flow-prior/index.html
We notice that the larger standard deviation is used for the base distribution, the larger prosody standard deviation we get in the output, but with a corresponding deterioration of the MOS score and the WER.

Another point worth noting, is that while the extra dimensions increase the reconstruction performance of the FVAE, for both approaches of predicting the latents, both the MOS score and the prosody std worsen. We can attribute that on the high dimensional space of the latents being harder to predict. The conclusion of this observation is that the bottleneck of this approach is on the prior network rather than on the FVAE, especially given how good the posterior reconstructions are.

The performance of the NAT model with the stochastic duration predictor is perhaps surprising, since we not only see a large variation in the phoneme durations, but also in the other prosodic features, despite not performing any explicit modeling on them or any other unsupervised prosody features. A possible explanation of this, is that the phoneme durations are highly correlated with the other features and that by sampling from a more rich prior duration distribution we encourage the decoder to create variations in the correlated features as well.

Excluding NAT, the best MOS results both come from the DVAE models, even though they are both within the confidence intervals for VITS and NAT with flow duration predictor. In particular, the DVAE models have significantly higher MOS scores than the FVAE baselines, without a significant compromise in the rest of the metrics. We should note that beside the MOS scores, the DVAE models outperform NAT in all other metrics.

Finally, by comparing the flow based networks with the two AR networks, we see again the same trade-off, namely that while flow networks have better results in the prosodic features metrics, we see both lower MOS and higher WER even for low std values in the base distribution.

### 3.2.3. Diversity

Since the mapping from text to speech is one-to-many, an ideal model should generate utterances with different prosody for the same given text. While, in general, the prosody of a sentence depends on semantic properties of the text, and thus cannot be said to be independent of it, we expect that for models with similar MOS

natural scores, prosodic variations are actually desirable. That is, we expect that a failure of any system to generate natural prosody for a given sentence will be reflected in the MOS score of that system.

In order to evaluate the diversity of the generated utterances, we simply sample from the prior model a number of times, with the same text as input, and then calculate the three prosodic features of each phoneme by aligning the phonemes with each sampled utterance, in the same manner as in section 3.2.2. This time, we do not group the phonemes by type, but by position in the utterance. We then find the standard deviation for each feature, across all of the different synthesized versions of each utterance, and then finally average them over all the phonemes and all the different texts. We use 50 sentences, each sampled 10 times from every model.

![Table 2](image)

| model              | MOS ± | WER ± | Prosody stddev |
|--------------------|-------|-------|----------------|
|                    |       |       | E   | F0  | Dur |
| Real Speech        | 4.51  | ±0.06 | 4.5 | 5.25 | 44.62 | 43.21 |
| NAT                | 3.30  | ±0.11 | 5.8 | 3.49 | 18.26 | 18.54 |
| NAT w/ flow dur pred | 3.19  | ±0.11 | 5.3 | 4.20 | 27.08 | 39.67 |
| VITS               | 3.16  | ±0.11 | 6.7 | 4.31 | 28.86 | 29.01 |
| FVAE 8             | 3.03  | ±0.11 | 6.1 | 3.89 | 23.77 | 20.13 |
| DVAE 8             | 3.26  | ±0.11 | 5.4 | 3.76 | 21.38 | 19.64 |
| Flow 8 std dim 0.33 | 2.98  | ±0.11 | 6.1 | 3.76 | 25.62 | 21.39 |
| Flow 8 std dim 0.5 | 2.82  | ±0.11 | 6.3 | 4.04 | 28.94 | 23.09 |
| Flow 8 std dim 0.8 | 2.53  | ±0.11 | 7.1 | 4.55 | 35.59 | 28.75 |
| FVAE 16            | 2.99  | ±0.11 | 4.9 | 3.88 | 20.51 | 19.31 |
| DVAE 16            | 3.19  | ±0.11 | 5.5 | 3.76 | 24.26 | 19.56 |
| Flow 16 std dim 0.33 | 2.85 | ±0.11 | 5.3 | 3.75 | 22.93 | 20.32 |
| Flow 16 std dim 0.5 | 2.88  | ±0.12 | 6.2 | 4.02 | 26.68 | 22.09 |
| Flow 16 std dim 0.8 | 2.41  | ±0.11 | 8.3 | 4.51 | 34.34 | 26.50 |

We can see that the diversity of the AR predictors, both for the FVAE and the DVAE cases is quite poor, presumably because of some form of posterior collapse in the training of the VAE models, regardless of the prior. That is to say, in order for the model to improve the reconstruction loss, it decreases the standard deviation of the posterior distribution, which in turn corresponds to a lower std after fine-tuning. We do not notice this problem in the flow based models, because since the transformation is guaranteed to be invertible, there isn’t an opportunity for the model to collapse different samples from the base distribution to the same output. This observation also holds for model with similar MOS scores (e.g. FVAE 8 and Flow 8 std 0.33).

### 4. CONCLUSIONS

We showed different architectures for predicting prosody latents in an FVAE model. We demonstrated that using flow based networks can generate prosodically diverse utterances but with somewhat decreased naturalness, while using Dynamical VAE models or even a simple AR prior, will give to higher quality results but with less variability. So far, the trade-off between greater expressiveness and variability and more natural utterances seems to be an important obstacle to approaching the characteristics of real speech. Since we show evidence that the bottleneck is on the prior prediction, future work should improve on the prior networks, flow or otherwise.
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