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- We propose a new architecture for Physics-Informed Neural Networks (PINN) specialised for oscillatory phenomena.

- The hard-coded truncated Fourier decomposition allows a better precision than the classical approach at an equivalent number of degrees of freedom and computing time.

- The proposed format shows great convergence for field reconstruction with data from a limited number of sensors and can overcome problems of time synchronisation and noise.
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Abstract

Continuous reconstructions of periodic phenomena provide powerful tools to understand, predict and model natural situations and engineering problems. In line with the recent method called Physics-Informed Neural Networks (PINN) where a multi layer perceptron directly approximates any physical quantity as a symbolic function of time and space coordinates, we present an extension, namely ModalPINN, that encodes the approximation of a limited number of Fourier mode shapes. In addition to the added interpretability, this representation performs up to two orders of magnitude more precisely for a similar number of degrees of freedom and training time in some cases as illustrated through the test case of laminar shedding of vortices over a cylinder. This added simplicity proves to be robust in regards to flow reconstruction using only a limited number of sensors with asymmetric data that simulates an experimental configuration, even when a Gaussian noise or a random delay is added, imitating imperfect and sparse information.
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1. Introduction

Data-assimilation techniques helped bridge the gap between experimentation, numerical simulation, and modelling in order to design better engineering solutions. However when data is expensive to gather and therefore scarce, these conventional solutions lack physical accuracy. New algorithms such as Physics-Informed Neural Networks that are presented in this paper allow using prior knowledge from Partial Differential Equations (PDE) to reconstruct continuous fields and predict quantities of interest in the small-data regime. This leads the way to improve the design of mechanical systems, monitor operations and perform predictive maintenance to reduce operating cost and increase overall efficiency.

Along with a series of advances in various fields such as computer vision and natural language processing, artificial intelligence has found numerous applications in fluid dynamics. Especially, deep learning took advantage of the massive amount of experimental data and high-fidelity simulations with applications in flow estimation, active control or complex optimisation like collective swimming.

From the field of dynamical systems and sparse regression, another branch has emerged and aims at generalising the idea of test functions using multi layer perceptrons that directly approximate any physical quantity as a symbolic function of spatial and temporal coordinates. This technique, called Physics-Informed Neural Networks (PINN) finds its origins in the early work of Dissanayake et al. and Lagaris et al. It was met with renewed interest since 2018. PINNs allow the reconstruction of hidden variables using different types of data without preliminary processing, identification of PDE parameters and resolution of complex direct and inverse problems governed by these types of equations.

The conciseness of implementation of this method and the profusion of PDE-governed phenomena has lead to numerous works applying the concepts
of PINNs to diverse fields such as fluid dynamics with non-newtonian fluids [13] and high-speed flows [14], but also in material sciences [15, 16], electromagnetism [17] or nano-optic and meta-materials [18].

Improvements to the mathematical basis of PINNs have been proposed to increase the efficiency and robustness of training. For instance our paper uses a technique called prior-dictionary [19] that allows enforcing prior knowledge about the solution such as boundary conditions. Other papers discuss techniques to improve the activation functions by adding degrees of freedom [20], or address deeper issues like an adaptive weighting of loss parameters [21] and gradient-related issues in the optimisation process [22].

Modal approaches have been a matter of interest in flow modelling. They allow lighter representations by extracting physically important patterns from raw data obtained by numerical simulation or experimentation [23]. This thematic has been addressed under the scope of machine learning with, for instance, Fourier content that is learned from the geometry in order to improve prediction performances during the design phase [24]. Spectral methods for high randomness have been enforced in PINNs governed by stochastics PDE [25].

Our paper is positioned in the continuity of Raissi et al. [26] where a vortex-induced vibration (VIV) phenomena is modelled using a classical PINN. Inspired by harmonic balance techniques (HBT), we aimed at directly enforcing this oscillatory phenomena in the way PINN represents information so that it gains in interpretability. For simplicity reasons, structural movement has not been considered in the presented results and only the fluid flow has been reconstructed.

From an experimental point of view, flow reconstruction might be a difficult and expensive challenge. Some techniques make it possible to obtain flow information at discrete points in a volume or on a plane with Particle Image Velocimetry (PIV) and its tomographic and holographic variants. Other techniques give only information on traverses such as Laser Doppler Velocimetry (LDV) or at single points like pitot probe or hot-wire anemometry [27]. These techniques require a substantial time for calibration and may not be available everywhere or at the same time. Moreover, recording with one pitot probe at several location results in a set of asynchronous data.
In the area close to a wall, the large gradients of velocity and the heat-loss through the wall create flaws in PIV [28] and hot-wire measurements [29]. Some complex geometries like inter-blade regions in hydraulic turbines can be difficult to access and limit the area of visualisation with optical techniques [30]. Other defects can also appear with the tracking particles such as peak-locking in PIV [31] which can corrupt the data. In this context, PINNs can help fill the gap by interpolating between sparse data like plane measurements to reconstruct 3D fields from 2D measurements [32]. There are still some questions about the ability of PINN to deal with and correct these imperfections and to extrapolate outside of the available measurement window.

The objective of this paper is to propose a simpler representation of PINNs for oscillating phenomena, namely a ModalPINN, and quantitatively show that this simplification provides robustness regarding sparsity, noise and lack of synchronisation in the provided data. The following section recalls the mathematical grounds of PINNs and present our ModalPINN. The vortex-shedding that serves as a test case is introduced in the third section with the required adaptations. Then several training configurations are run from dense and perfect data to flow reconstruction using sparse and artificially corrupted time signals.

2. Method

2.1. Theoretical background about physics-informed neural networks

ModalPINN is based on the concept of physics-informed neural network (PINN). Its formulation is presented in the next subsection alongside some precision on the use of prior-dictionary to enforce boundary conditions and unsteady force computation with PINN.

2.1.1. Physics-Informed Neural Networks

We consider a physical problem where an unknown variable $q(x,t) \in \mathbb{R}^n$ is defined as a solution of a partial differential equation. This variable $q$ is a function defined on a spatial domain $\Omega$ and on a time interval $[t_0, t_f]$. The set of equations also contains a boundary term on $\partial \Omega$ and initial conditions:

$$
\left\{ \begin{array}{ll}
\mathcal{N}(q, t) = f(x,t) & \forall x, t \in \Omega \times [t_0, t_f], \\
q(x, t) = h(x,t) & \forall x, t \in \partial \Omega \times [t_0, t_f], \\
q(x, t_0) = q_0(x) & \forall x \in \Omega,
\end{array} \right.
\quad (1)
$$
where $\mathcal{N}$ is a differential operator with respect to spatio-temporal coordinates, and which can be non linear.

The idea behind a PINN is to approximate the physical solution $q$ with a neural network. The neural network (NN) defined by its set of parameters $\theta \in \mathbb{R}^p$ is considered as a function of physical coordinates (here space and/or time). The approximated solution $\tilde{q}$ is obtained with

$$\tilde{q}(\cdot) = NN(\theta; \cdot) \approx q(\cdot),$$

(2)

and is completely specified once all parameters $\theta$ are set. In other words, the approximation is continuously defined without any mesh required. For the purpose of concision, the tilde is dropped and $\tilde{q}$ is referred as $q$ from here on. It can also be noted that having time as one of the input coordinates $(x, t)$ is strictly equivalent as having an additional spatial dimension in $x$.

The neural network $NN(\theta; \cdot)$ designates a symbolic graph of operations consisting of, alternatively, a matrix-vector product and a sum, and a non-linear activation function $\sigma : \mathbb{R}^j \rightarrow \mathbb{R}^j$. For a neural networks of depth $k$ defined with the set of parameters $\theta = \{W_0, b_0, ... W_k, b_k\}$, where $W_i$ are matrices and $b_i$ vectors, one can obtain from an input $(x, t)$ the output $q$ with the following sequence of operations

$$y_0 = (x, t) \in \mathbb{R}^{n_0}, \text{ usually } n_0 = 3 \text{ or } 4,$$

$$y_1 = \sigma (W_0 y_0 + b_0) \in \mathbb{R}^{n_1},$$

$$\vdots$$

$$y_{i+1} = \sigma (W_i y_i + b_i) \in \mathbb{R}^{n_{i+1}},$$

$$\vdots$$

$$q = W_k y_k + b_k \in \mathbb{R}^{n_{k+1}}.$$ (3)

This sequence of operation is usually illustrated by a graph, as depicted in Figure [1]. In this example, unknown quantities of a two dimensional incompressible flow $q = (u, v, p)$ defined on a 2D cartesian domain $x = (x, y)$, are solved using a PINN for each scalar variable. It is also possible to unite all the flow quantities in the same PINN. The choice of activation function and neural network size are both yet to be settled in the literature dealing with PINN. A comparison can be made with numerical methods such as finite elements where the number of degrees of freedom is linked to the number of parameters $\theta$ that quantifies the network’s size. Besides, activation
function $\sigma$ can be viewed as a form function that will help approximate any complicated shape. For classical cases, sine and hyperbolic tangent proved to work in previous studies [26, 33]. We adopted the same choice by using $\sigma = \sin$ when there is periodicity with one of the input coordinates, and tanh in other cases like mode shapes reconstruction.

Typical PINN algorithms optimise the set of parameters $\theta$ in order to minimise a specific loss function $\mathcal{L}$. For a PINN, the loss function is generally composed of two kinds of terms: $\mathcal{L} = \mathcal{L}_m + \mathcal{L}_{eq}$ where $\mathcal{L}_m$ and $\mathcal{L}_{eq}$ respectively represent:

1. The distance to measurements or Dirichlet boundary conditions. On a sample of coordinates $V_m$ of size $N_m$, $\mathcal{L}_m$ represents the average squared distance to specific and known values $q_m$:

$$\mathcal{L}_m = \frac{1}{N_m} \sum_{x_m,t_m \in V_m} |\tilde{q}(x_m,t_m) - q_m|^2,$$  \hspace{1cm} (4)

Using a quadratic norm allows smoother differentiation. Here $q_m$ can be a sampling of measurements data as well as boundary conditions. In that last case, $V_m$ would be a discrete sampling of $\partial \Omega \times I$ with $q_m = h(x_m, t_m)$.

2. The residuals of partial differential equations or Neumann boundary conditions:

$$\mathcal{L}_{eq} = \frac{1}{N_{in}} \sum_{x_{in},t_{in} \in V_{in}} |\mathcal{N}(\tilde{q}(x_{in}, t_{in})) - f(x_{in}, t_{in})|^2,$$  \hspace{1cm} (5)

where $V_{in}$ is a sampling of the PDE domain $\Omega \times [t_0, t_f]$ where $q$ is defined, and $N_{in}$ its cardinal. For Neumann boundary conditions, $V_{in}$ would be a sampling of $\partial \Omega \times [t_0, t_f]$ and $\mathcal{N}$ and $f$ would be adapted consequently.

The second part benefits from automatic differentiation available with neural networks. Since every operation in the operation graph is known and differentiable, derivatives with respect to any variable in the graph can be computed exactly with most machine learning libraries such as TensorFlow [34]. Most of the time, machine learning makes use of this property to perform fast optimisation of parameters $\theta$ (with gradient descent for instance).
Figure 1: Physics Informed Neural Network classical structure for approximating a field $q$ as a function of spatio-temporal coordinates $(x, y, t)$. If $q$ were to be a vector, for instance velocity components and pressure $(u, v, p)$, all these quantities could go along in the output of one PINN or in separated neural networks.

But since the input has a physical signification in PINN, it makes sense to differentiate with respect to one of the input to compute gradients of the solution in physical space.

Once the loss function and sampling spaces $V_m$ and $V_m$ are defined, the model’s parameters $\theta$ are optimised so that the approximated solution $q$ fits best both equations and measurements. Several minimising algorithms are available. The quasi-Newtonian L-BFGS-B \[35\] followed by the Adam optimisers \[36\] are used and seemed effective from empirical observations. Technical details about training can be found in section 7.

At the end of the training, $L_m$ is computed using a larger data set $V_m^{\text{valid}}$ from simulations with new points that have not been used for optimisation. This provides a squared $L^2$ measure of the reconstruction error that is later referred as validation error. It should be noted that outside of PINNs literature, this quantity may be named testing loss in the field of machine learning.
2.1.2. Prior-dictionary

One way to take the boundary conditions into account is to penalise the error on a sampling of points. This is the method presented in the previous section and which is included in the $\mathcal{L}_m$ term. Nonetheless, it may slow down or prevent the algorithm from converging on a solution. This issue has been tackled by Peng et al. [19] who proposed a method called prior-dictionary.

The idea is to force the shape of the approximated solution to fit some criteria, especially Dirichlet conditions. If the condition to be satisfied is $q(x, t) = h(x, t), \forall x \in \partial \Omega$ which is independent of time, the approximated solution can be defined as

$$\tilde{q}(x, t) = NN(\theta; x, t) \times f_{BC}(x) + h(x, t),$$

using a function $f_{BC}$ which equals 0 at specific domain frontiers $\partial \Omega$. Following the example of a two-dimensional flow where $q = (u, v)$ and $x = (x, y)$, it is possible to impose a no-slip boundary condition on $y = 0$ by defining $f_{BC}(x, y) = \tanh y$. This choice is not unique. The difficulty is to select a $f_{BC}$ that is almost flat on the entire domain except at specific boundaries in order to minimise the deformation of the neural network output $NN(\theta; x, t)$. Recent works [37, 38, 39] have demonstrated the effectiveness of this approach. Therefore it is used for all the presented results.

2.1.3. Unsteady force computations

For the computation of forces on any border, a parametric definition is used. For instance a 1D-frontier in a two-dimensional domain can be defined by $s \in [0, 1] \rightarrow (x_{BC}(s), y_{BC}(s)) \in \mathbb{R}^2$. This is a symbolic function, either analytically defined by equations (as lines, circles, parabola...) but it can also be defined by an auxiliary neural network, pre-trained to fit any regular border. This allows a PINN to use more complex border shapes. Besides, this parametric approach can be generalised to higher dimensions, such as a surface defined by $(s, \xi) \in [0, 1]^2 \rightarrow (x_{BC}, y_{BC}, z_{BC}) \in \mathbb{R}^3$. Moreover for non canonical shapes, for instance with discontinuities, it is possible to define several borders that can be separately approximated by a symbolic function.

Once a symbolic function of the border is available, computation of the normal vector is made possible using the automatic differentiation of neural networks with respect to $s$. In a two-dimensional problem, the normal vector
is given by:

\[ \vec{n}(s) = (n_x(s), n_y(s)) = \left( -\frac{\partial y_{BC}}{\partial s}(s), \frac{\partial x_{BC}}{\partial s}(s) \right). \]  

(7)

Then, the total forces \( \vec{F} \) on a border can be estimated using an empirical average with the Monte Carlo method in order to integrate local forces \( \vec{df}(x, y) \):

\[ \vec{F} = \int_{\partial \Omega_f} \vec{df} dl. \]  

(8)

In the case of a two-dimensional incompressible flow, local forces \( \vec{df} = (df_x, df_y) \) are given by

\[
\begin{align*}
  df_x &= -pm_x + \frac{2}{Re} \frac{\partial u}{\partial x} n_x + \frac{1}{Re} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) n_y, \\
  df_y &= -pm_y + \frac{2}{Re} \frac{\partial v}{\partial y} n_y + \frac{1}{Re} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) n_x,
\end{align*}
\]

(9)

where \( Re \) is the Reynolds number quantifying the ratio between inertial and viscous forces, \( u, v \) and \( p \) are the dimensionless velocity and pressure fields.

Then the integral in equation (8) is approached by the symbolic parametrization and a Monte-Carlo method

\[
\vec{F}(t) = \int_{\partial \Omega_f} \vec{df}(x, y, t) dl = \int_{[0,1]} \vec{df}(x_{BC}(s), y_{BC}(s), t) \left| \frac{dl(s)}{ds} \right| ds,
\]

\[
\approx \frac{1}{\text{card}V_s} \sum_{s \in V_s} \vec{df}(x_{BC}(s), y_{BC}(s), t) \left| \frac{dl(s)}{ds} \right| ds,
\]

(11)

where \( V_s \) is a sampling of \([0,1]\) which is then mapped to the coordinates of the points on the boundary using the parametrization \( s \rightarrow x_{BC}(s), y_{BC}(s) \). This sampling \( V_s \) can be uniform, in which case \( s \) is the curvilinear abscissa divided by the length of the border \( L \) and \( \left| \frac{dl(s)}{ds} \right| = L \). But in case of strong variations in the integrand, an adaptive sampling can be used with Monte-Carlo method. In that case, \( \left| \frac{dl(s)}{ds} \right| \) is calculated using the probability distribution function of the random variable \( s \).
2.2. ModalPINN: enforcing Fourier modes in the neural architecture

Periodicity occurs for a wide range of phenomena in nature and in engineering processes. The mathematical tools and models can be adapted to use this property to significantly speed-up calculations. The following subsections present how a truncated modal representation can be directly included into the neural network architecture and how it allows another type of physical regularisation based on modal equations.

2.2.1. Modal decomposition encoded in ModalPINN

For a physical case where the observed phenomena is periodic for one space-time coordinate, it can be convenient to decompose the solution with a modal approach. For example, consider a real function of space and time \( q(x, t) \) periodic in time with a fundamental frequency \( f_0 = 2\pi\omega_0 \). It can be transformed with Fourier decomposition such as:

\[
q(x, t) = \sum_{k=0}^{\infty} \hat{q}_k(x)e^{ik\omega_0 t} + c.c., \tag{12}
\]

where \( c.c. \) designates the complex conjugate and \( \hat{q}_k \in \mathbb{C} \) are the modal coefficients at frequency \( 2\pi k\omega_0 \) with \( k \in \mathbb{N} \). These coefficients are functions of space only, which removes time as a variable needed to solve the problem.

In some circumstances, it is possible to obtain an acceptable approximation of \( q(x, t) \) with a finite number of modes. The obtained level of accuracy may depend on the presence of high frequency phenomena. Besides, high order harmonics may be required when non-linear features in the governing equations lead to interactions between modes at different frequencies. Given a number of modes \( N \), a PINN with prior dictionaries aiming at approximating these modal shapes is constructed:

\[
x \in \Omega \xrightarrow{NN(\theta_{\cdot}); f_{BC}(\cdot)} (\hat{q}_0, \ldots, \hat{q}_N) \in \mathbb{C}^{N+1}. \tag{13}
\]

The complete approximated solution is recovered by the sum:

\[
\tilde{q}(x, t) = 2Re \left( \sum_{k=0}^{N} \hat{q}_k(x)e^{ik\omega_0 t} \right), \tag{14}
\]

all this can be done in the computational graph of the neural network, as illustrated in Figure 2 and summarised in Algorithm 1. For vector-valued
functions, the decomposition is applied to each scalar-valued component alike thanks to linearity of the sum.

Algorithm 1: Algorithm to create and train a ModalPINN

Input: Hyper-parameters of the Neural Network (size, $\sigma$) and optimisation (method, learning rate $\eta$, training limit ...)
Input: Number of modes $N$ and fundamental frequency $\omega_0$
Result: Modal decomposition encoded in a PINN

- Construct the structure of a dense Neural Network $x, y; \theta \rightarrow NN(x, y; \theta)$;
- Apply Prior-Dictionary to compute mode shapes: $\hat{q}_0, \hat{q}_1, ..., \hat{q}_N$;
- Construct the modal sum: $q(x, y, t) = \sum_{k=0}^{N} \hat{q}_k(x, y)e^{ik\omega_0 t}$;
- Construct the fitting part of the loss function $L_m[V_m; \theta]$;
- Construct equation penalisation loss $L_{eq}[V_{in}; \theta]$;
- Construct the total loss function for training $L = L_m + L_{eq}$;
- Prepare training data set $V_{in}, V_m$;
- Initialise the parameters of the model $\theta$;

while training limit is not reached do
  Prepare the batch $\tilde{V}_{in}, \tilde{V}_m \subset V_{in}, V_m$;
  Compute the loss $L[\tilde{V}_{in}, \tilde{V}_m; \theta]$;
  Compute loss derivatives $\frac{\partial L}{\partial \theta}[\tilde{V}_{in}, \tilde{V}_m; \theta]$;
  Update parameters $\theta$ using the optimiser strategy;
end

Compute loss on validation data;

2.2.2. Loss construction with physical and modal equations

Since a modal sum can be considered as an auxiliary neural network, derivatives of $q$ with respect to time and space are available. Consequently, one direct way of computing a loss function to penalise equations residuals is to use the same formalism as in the classical PINN approach. Thus, the modal sum is used as input to the partial differential operator. In that case, sampling space $V_{in}$ provides a sampling in both space and time. For the penalisation to be satisfactory, the number of points required is significantly higher than for a space-only problem. Though, for a time periodic solution,
Figure 2: Schematic structure of the ModalPINN with access to mode shapes as well as spatio-temporal solution to compute partial-differential equations: (a) in the physical space; (b) in modal space.
the time domain can be reduced to \([0, \frac{2\pi}{\omega_0}]\). This will be referred to as physical equations.

To go beyond this space and time sampling, an advantage can be drawn from the availability of modal shapes. By projecting the equation on a basis of oscillatory function, one can obtain modal operators:

\[
\mathcal{N}^k(\hat{q}_0, \ldots, \hat{q}_N, \omega_0) = \int_0^{2\pi/\omega_0} \mathcal{N} \left( \sum_{j=0}^{N} \hat{q}_j(x) e^{ij\omega_0 t} + c.c. \right) \times e^{-ik\omega_0 t} dt, \tag{15}
\]
as well as modal forces obtained with a similar projection of the global forcing \(f(x, t)\) on the \(k\)th frequency, as obtained for \(\mathcal{N}^k\) in equation (15)

\[
f^k(x) = \int_0^{2\pi/\omega_0} f(x, t) e^{-ik\omega_0 t} dt. \tag{16}
\]
The possibility is therefore given to optimise the model on physical equations residuals \(\mathcal{L}_{eq,\text{physical}}\) as formulated in equation (5) or by using residuals of modal equations \(\mathcal{L}_{eq,\text{modal}}\), as illustrated in Figure 2. This part of the loss function may be formulated as follows

\[
\mathcal{L}_{eq,\text{modal}} = \sum_{k=0}^{N} \sum_{x_{in} \in V_{in}} \left| \mathcal{N}^k(\hat{q}_0(x_{in}), \ldots, \hat{q}_N(x_{in})) - f^k(x_{in}) \right|^2, \tag{17}
\]
and for the purpose of conciseness it will be referred as \(\mathcal{L}_{eq,m}\) (and \(\mathcal{L}_{eq,\text{physical}}\) as \(\mathcal{L}_{eq,p}\)).

3. Laminar vortex-shedding around a cylinder : a non-linear test case for ModalPINN

We consider a two dimensional incompressible flow over a cylinder, where non-linear vortex shedding is known to occur when a critical Reynolds number is reached. In its dimensionless form, the diameter \(d = 1\), the horizontal inflow is the typical velocity scale \((u_\infty, v_\infty) = (1, 0)\). In the present case, the Reynolds number is set at \(Re = 100\). In this regime, periodic oscillations of velocity \((u, v)\) and pressure \(p\) happen at a Strouhal number \(St = \frac{fd}{u_\infty} \approx 0.17\)
as documented by Fey et al. [40] (the relative error on the Strouhal with the proposed fitting is estimated at $3 \times 10^{-4}$). Numerical data are provided by Boudina et al. [41] for a 2D simulation of the incompressible flow over a fixed cylinder and are available for download [42]. These are obtained using the finite element solver CADYF [43] that performs hp-adaptive backward differential formula methods [44] in order to keep the local truncation error under a given threshold.

Whereas the simulation domain in Boudina et al. [41] is a rectangle of $(x, y) \in [-40, 120] \times [-60, 60]$, the domain used for the ModalPINN reconstruction covers a limited area defined by $(x, y) \in [-4, 8] \times [-4, 4]$ as depicted in Figure 3a. In time, the simulation data used for reconstruction covers approximately 3 oscillation periods with 201 equally spaced time steps.

In order to impose boundary conditions on the cylinder, the following prior dictionary, as defined in equation (6), is used for velocities $u$ and $v$

\[
    f_{BC}(x, y) = \tanh \left[ \gamma (r - r_c) \right], \tag{18}
\]

\[
    h(x, y) = 0, \tag{19}
\]

where \( r^2 = (x - x_c)^2 + (y - y_c)^2 \) with \((x_c, y_c) = (0, 0)\) being cylinder’s coordinates and \( r_c = 1/2 \) its radius. The slope of \( f_{BC} \) near the boundary is defined by the factor \( \gamma \). In the present case \( \gamma = 5 \) which is a compromise between a short transition zone and finite gradients. This function is depicted in Figure 3b along its profile on centre line.

The equations which are to be solved by minimising the residuals are given by the three differential operators \( \mathcal{N} = (\mathcal{N}_{\text{div}}, \mathcal{N}_x, \mathcal{N}_y) \) of the unknown \( \mathbf{q} = (u, v, p) \). They stand for conservation of mass (20) and momentum (21,22):

\[
    \mathcal{N}_{\text{div}}(\mathbf{q}) = \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0, \tag{20}
\]

\[
    \mathcal{N}_x(\mathbf{q}) = \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + \frac{\partial p}{\partial x} - Re^{-1} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) = 0, \tag{21}
\]

\[
    \mathcal{N}_y(\mathbf{q}) = \frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + \frac{\partial p}{\partial y} - Re^{-1} \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) = 0. \tag{22}
\]
The associated modal operators for equations (20), (21) and (22) are respectively noted as $N^k = (N^k_{div}, N^k_x, N^k_y)$. Modal representation of mass conservation writes as

$$N^k_{div} = \frac{\partial \hat{u}_k}{\partial x} + \frac{\partial \hat{v}_k}{\partial y}, \forall k \in [0, N].$$

(23)

Momentum balance along the $x$ axis of the $k^{th}$ mode writes as

$$N^k_x = (ik\omega_0)\hat{u}_k + \frac{\partial \hat{p}_k}{\partial x} - Re^{-1} \left( \frac{\partial^2 \hat{u}_k}{\partial x^2} + \frac{\partial^2 \hat{u}_k}{\partial y^2} \right) + \sum_{l=0}^{k} \left( u_l \frac{\partial \hat{u}_{k-l}}{\partial x} + v_l \frac{\partial \hat{u}_{k-l}}{\partial y} \right)$$

$$+ \sum_{l=k+1}^{N} \left( u_l \frac{\partial \hat{u}_{k-l}}{\partial x} + u_{l-k} \frac{\partial \hat{u}_l}{\partial x} + v_l \frac{\partial \hat{u}_{k-l}}{\partial y} + \hat{v}_l \frac{\partial \hat{u}_l}{\partial y} \right), \forall k \in [0, N],$$

(24)

where $\hat{u}_k^*$ stands for the complex conjugate of the $k^{th}$ modal component of $u$. And similarly for the $y$ component of the momentum equation, the modal operator is obtained with

$$N^k_y = (ik\omega_0)\hat{v}_k + \frac{\partial \hat{p}_k}{\partial y} - Re^{-1} \left( \frac{\partial^2 \hat{v}_k}{\partial x^2} + \frac{\partial^2 \hat{v}_k}{\partial y^2} \right) + \sum_{l=0}^{k} \left( v_l \frac{\partial \hat{v}_{k-l}}{\partial x} + u_l \frac{\partial \hat{v}_{k-l}}{\partial y} \right)$$

$$+ \sum_{l=k+1}^{N} \left( v_l \frac{\partial \hat{v}_{k-l}}{\partial x} + v_{l-k} \frac{\partial \hat{v}_l}{\partial x} + u_l \frac{\partial \hat{v}_{k-l}}{\partial y} + \hat{u}_l \frac{\partial \hat{v}_l}{\partial y} \right), \forall k \in [0, N].$$

(25)

Penalisation of equations is conducted on a randomly generated sampling of points $V_{in}$. Different strategies of space sampling may be defined. From the basic uniform sampling to a sampling adapted to the solution’s local complexity, the final choice depends on a compromise between calculation speed and precision. A 2 zones sampling is used here. It consists in distributing 80% of points uniformly and concentrating the last 20% within a given distance around the cylinder, as depicted in Figure 3c. By doing this, the relative weight of the residuals located in the boundary layer of the cylinder increases in comparison of those in the rest of the fluid domain. Thus, the shear layer, its detachment and near pressure field are expected to be more
accurate which should lead to an increased precision in the estimation of the forces. This spatial sampling has been used for results presented in Figures 8, 9, 10 and 12. However, results depicted in Figures 4, 5 and 11 used a uniform spatial sampling optimised for the validation of the equations in the domain. Those two different strategies are also linked with limitations in the number of penalisation points due to memory overflow problems. But from a theoretical point of view, the results are expected to converge through a similar solution as the number of penalisation points increases thanks to larger and better distributed computational resources.

4. Results

In this section, results on several training configurations are presented from the one with the largest training data to cases with sparse and flawed information. The first part aims at testing how a ModalPINN performs in comparison to a classical PINN. It also provides some insights about the use of modal equations. The last sections highlight the ability of ModalPINN to address ill-posed problems in simulated experimental conditions. For each result, run properties are recalled in Table 1.

4.1. Comparison between ModalPINN and classical PINN approach

To illustrate the simplicity brought by the ModalPINN, a comparison is performed with the classical PINN approach that approximates the entire field \( x, y, t \rightarrow q(x, y, t) \) as a symbolic function of three coordinates. As the oscillatory nature of the phenomena is known, a sine function is chosen as the activation function between layers to ease convergence, as it has been done by Raissi et al. [26]. A training is performed with a time limit of 2 hours using equivalent computational resources (see section 7 and Table 1). Physical equations are used for both the classical PINN and ModalPINN as well as hard encoding of boundary conditions with prior-dictionary. Time sampling for equations penalisation is performed over the simulation data range since the classic PINN is not able to extrapolate the periodic phenomena outside its trained time range.

In classical numerical simulations like finite elements, dependency of the precision of the solution with the size of the mesh is a key parameter to
Figure 3: (a) Computational domain and ModalPINN reduced domain (blue rectangle) used for training. (b) Prior-Dictionary $f_{BC}$ that enforces boundary conditions $u = v = 0$ on the cylinder border. Profile of $f_{BC}$ along the centre line (dashed line) is plotted above. (c) Distribution of penalisation points for equations in 2 zones configuration with a number of points $N_{in} = 15 \times 10^3$. 
compare two algorithms. In a PINN, the similar quantity is the number of parameters to optimise. Their influence on precision have been examined for test purpose. To do so, the width of each hidden-layer is multiplied by a factor $W_l$ according to the structure detailed in Table 1. Training is performed using physical equations on a set of randomly sampled points in the domain (with uniform probability) and $N_m = 5000$ measurements $(u_m, v_m, p_m)$ at points $(x_m, y_m, t_m)$ randomly picked out from simulation data.

Figure 4 depicts how the validation loss at the end of the training varies with the ModalPINN and the classic PINN using different numbers of degrees of freedom and different numbers of modes. Precision of the classic PINN increases with the size of the neural network. On the contrary, the ModalPINN’s precision appears insensitive to the number of degrees of freedom if this number is sufficient to allow a correct representation of each mode shape. Loss convergence seems rather linked with the number of modes. Besides, for an equivalent neural network size and training time, there is an observed increase in precision up to 2 orders of magnitude for the ModalPINN. Or alternatively, to approximate the vortex shedding with the same precision as the ModalPINN with $N = 3$, one would need a significantly larger classic PINN than the tested range and with a consequent increase in training time.

Figure 4 depicts how the validation loss at the end of the training varies with the ModalPINN and the classic PINN using different numbers of degrees of freedom and different numbers of modes. Precision of the classic PINN increases with the size of the neural network. On the contrary, the ModalPINN’s precision appears insensitive to the number of degrees of freedom if this number is sufficient to allow a correct representation of each mode shape. Loss convergence seems rather linked with the number of modes. Besides, for an equivalent neural network size and training time, there is an observed increase in precision up to 2 orders of magnitude for the ModalPINN. Or alternatively, to approximate the vortex shedding with the same precision as the ModalPINN with $N = 3$, one would need a significantly larger classic PINN than the tested range and with a consequent increase in training time.

To characterise the link between precision and the number of modes in a ModalPINN, the normalised mean squared error (NMSE) is plotted. NMSE is defined as

$$NMSE_q = \frac{\sum_{V_m} [q(x_m, y_m, t_m) - q_m]^2}{\sum_{V_m} q_m^2},$$

where $q \in \{u, v, p\}$ is the output from the ModalPINN and $q_m$ is data sampled at space-time coordinates $(x_m, y_m, t_m)$. In Figure 4, the NMSE is computed with the result of one training using successively the $k$th first modes in addition to the steady state $\hat{q}_0 (N = 0)$. The result indicates that the precision increases with the number of modes following almost a power-law behaviour. This convergence can be compared to other previous studies like Rosenfeld et al. [45] who plotted amplitude decrease of Fourier modes on a similar problem with a two order of magnitude over 6 modes. This is comparable to our result with approximately 2 orders of magnitude between 3 modes, taking into account the square norm.
4.2. Effectiveness of modal and physical equation penalisation

As explained in subsection 2.2.2, two approaches can be used for training a ModalPINN with theoretical knowledge: modal and physical equations. For the incompressible flow over a cylinder, the direct method consisting in penalising mean squared residuals of equations (20 - 22) is implemented in a concise manner. The disadvantage is that a time sampling is required as well as space sampling. For a classical case, this would mean that to cover the input coordinate space with the same density in every dimension, the amount of points required would increase with the power $3/2$ compared to the 2D modal equations.

On the other hand, it is slightly more difficult to implement modal equations (23 - 25). They usually occupy more place in memory. But in this case, only a spatial sampling is required.

Mode shapes obtained with both equation types are depicted in Figure 5. Mode shapes from physical equations in Figure 5a are in good agreement compared to those extracted from our reference data and plotted in Figure 5c. On the contrary, those obtained with modal equations in Figure 5b show some discrepancies starting from mode 2 with the vertical velocity $\hat{v}_2$ being poorly converged in the area downstream. Especially, the third mode did
not converge for any of the three fields. Convergence of training loss is compared for both cases in Figure 6a and training with modal equations seems to reach a plateau in fewer iterations than with physical equations. Evolution of the loss function for a classical PINN is plotted in comparison in Figure 6b and depicts a slower convergence for a comparable amount of parameters. Final values of loss components $L_m$ and $L_{eq}$ at the end of the training are summarised in Figure 6c: and it can be noted that training with physical equation resulted in a reconstruction one order of magnitude more accurate. This leads to the conclusion that computations performed on modal equations might encounter more difficulties to converge properly compared to physical equations. Also as the graph of operation is denser, optimisation is significantly slower as illustrated with the number of iterations performed with each optimiser in the same training time in Figure 6c: Thus a larger training time may be required for a similar number of iterations or targeted precision.

4.3. Field reconstruction with data from simulated measurements

PINNs have already been proved to work well with dense information, either direct (measurement of velocity and pressure) or indirect (concentration of a passive scalar for instance) as demonstrated by Raissi et al. [26]. Also they were shown to be able to infer hidden variables from equations, such as the pressure field using only velocity measurements [12]. This section aims at evaluating the ability of ModalPINNs to deal with very sparse and asymmetrical data distributed in a simulated experimental framework. The purpose of the following sub-sections is to quantify ModalPINN robustness when confronted with added noise and delay, which are likely to occur in an actual experiment.

As depicted in Figure 7, the set-up consists in 4 sections of 10 data points where a time signal of velocity $(u, v)$ is sampled (201 points in time covering approximately 3 periods). Such a set-up simulates an array of pitot or hot-wire measurements found in a typical laboratory experiment. The first section, which is upstream, is located at $x = -3$ starting from the centre of the cylinder. Then, the three sections downstream are respectively at $x = 1$, 2 and 3. Then on the border of the cylinder, 30 points equally distributed on its perimeter provide information about pressure, as would do embedded pressure sensors or taps. The assumption is made that from these measurements, the fundamental frequency can be obtained with a fast Fourier
Figure 5: Mode shapes computed with: (a) physical equations; (b) modal equations using $N_m = 5 \times 10^3$ dense data with $N = 3$ modes. (c) Comparison with the mode shapes obtained directly from the complete set of reference data.
Figure 6: Comparison of the training with different loss function formulations: (a) evolution of the training error of ModalPINN with loss formulated with physical equations trained sequentially with L-BFGS-B (- - -) and Adam optimiser (-----) compared with the ModalPINN formulated with modal equations using L-BFGS-B (-----) and Adam optimiser (-----); (b) evolution of the training error of Classical PINN with the L-BFGS-B (-----) and Adam optimiser (-----); (c) along with the final values of losses and numbers of iteration. Each run is trained with the same sequence of L-BFGS-B and Adam optimisers for an allowed training time of 10h.
(u,v) measurements with simulated probes

p measurements on cylinder border

Figure 7: Locations of the simulated probes with velocity data points $u$ and $v$ (•) and pressure sensors $p$ (•). The practical problem of setting the time origin while sampling data at several locations is illustrated with a shift in the out-of-plane direction of a time signal (تمكن).

transform. It is therefore fixed in the ModalPINN at the beginning of training.

Results of one training using 3 oscillating modes and physical equations are presented in Figures 8, 9 and 10. A comparison at a given time step of predicted velocity and pressure fields with data from simulations is presented in Figure 8a and absolute difference remains small in a large area around the cylinder and in its near wake. The validation loss for different numbers of modes is shown in Figure 8b and may be compared to Figure 4b, especially for the convergence of high order modes.

Space averaging of equations residuals is performed for several time steps in Figure 9a for each of the three equations (20-22). Periodicity of these signals is a direct consequence of the enforced periodicity of ModalPINN. The residuals of both momentum equations are of the same order of magnitude, whereas the continuity equation is better satisfied. Nonetheless, these signals stay at values lower than $2 \times 10^{-4}$. This empirically happens to be a very acceptable value for equations residuals based on prior qualitative knowledge of cases where the exact and reconstructed flows can not be easily distinguished. The spatial distribution of residuals at a given time is presented in Figure 10. Error is mainly located in the wake where most of the flow unsteadiness occurs. Interestingly, the high-gradient region around the cylinder has low residuals. This is a direct consequence of the 2 zones penalisation
Figure 8: Simulated experimental measurements: (a) Comparison of reconstructed fields (with $N = 3$) with simulated data at a given time-step $t = 400s$. (b) Evolution of normalised validation loss with the number of modes ($NMSE_u \star$, $NMSE_v \blacktriangle$, $NMSE_p \blacktriangleleft$, average of three $\star$)

distribution. In case of a uniform space sampling of $V_{in}$ (not shown), levels of errors are slightly higher near the cylinder border.

Prediction of unsteady forces are plotted alongside simulation data in Figure 9b. The horizontal and vertical forces are inferred accurately with normalised root mean square errors of $9.8 \times 10^{-4}$ and $6.1 \times 10^{-3}$ respectively.

4.4. Noise sensibility

Measurement noise is part of the experimental process. To test the ability of the ModalPINN to deal with random perturbations, a Gaussian noise $\mathcal{N}({\mu, \sigma})$ is considered with an average $\mu = 0$ and a standard deviation $\sigma$. The choice of a zero drift $\mu$ (which can be related to a kind of systematic error) and the Gaussian distribution may depend on the nature and context of the measure, as discussed by Coleman et al. [46] for instance. The assumption is made that this is a common framework representative of real life. This noise is added to our reference data $p^{cyl}, u^{probe}, v^{probe}$ extracted at probe locations from numerical simulations. One obtains the new training data that are
Figure 9: (a) Evolution in time of mean squared residuals for equations (20) (---), (21) (- - -) and (22) (-----). (b) Unsteady forces on cylinders obtained with the ModalPINN (drag $F_x$ --- and lift $F_y$ -----) and from simulation data (drag $F_x$ ----- and lift $F_y$ -----) using simulated experimental measurements. Force curves are indistinguishable.

Figure 10: Space distribution of residuals on physical equations (20), (21) and (22) at a given time-step using sparse measurements.
artificially flawed

\[
\begin{align*}
    p_{\text{noisy}}^{\text{cyl}} &= p^{\text{cyl}} + \epsilon_p, \\
    u_{\text{noisy}}^{\text{probe}} &= u^{\text{probe}} + \epsilon_u, \\
    v_{\text{noisy}}^{\text{probe}} &= v^{\text{probe}} + \epsilon_v,
\end{align*}
\]

(27)

where \( \epsilon_p, \epsilon_u, \epsilon_v \sim N(0, \sigma) \) at each time step and are independent from each other. Noiseless simulated probe measurements data are directly replaced by \( p_{\text{noisy}}^{\text{cyl}}, u_{\text{noisy}}^{\text{probe}} \) and \( v_{\text{noisy}}^{\text{probe}} \) in the fitting part of the training alongside minimisation of physical equations residuals. In addition, the uncertainty on probe coordinates has been neglected in the present study but could be taken into account with a similar formalism.

To test the influence of noise level \( \sigma \), several runs with \( N = 2 \) oscillating modes have been carried out on a similar configuration (see section 7 and Table 1) but with \( \sigma \) taking values between \( 1 \times 10^{-4} \) and \( 1 \times 10^{-1} \). The same noise level is added to velocity and pressure since data are physically normalised and, therefore, of order of magnitude 1. Approximately 30 jobs have been executed for each noise level so that statistical quantities that are computed can be representative. For each job, the three parts of the training loss as well as the validation loss at the end of training are presented in Figure 11.

Residuals for the fitting of noisy velocity and pressure time signals are depicted in Figures 11a and 11b. Velocity residuals have low values (under \( \sim 5 \times 10^{-4} \)) for noise levels smaller than \( 1 \times 10^{-2} \) and then grow quickly with a small dispersion. Noisy pressure residuals are slightly more dispersed in the logarithmic scale for \( \sigma < 1 \times 10^{-2} \) but still at low levels with an average around \( 1 \times 10^{-4} \) and a median between \( 1 \times 10^{-6} \) and \( 1 \times 10^{-5} \) before increasing with \( \sigma \) as a power law. For both these noisy measurements, there is a threshold from which these fitting errors increase linearly with the square of \( \sigma \). Taking into account that loss on fitting to data error is a mean square difference, this is equivalent to a linear increase of absolute measurement error with noise level.

Equations loss plotted in Figure 11c shows more variability in the distribution of residuals. For nearly each level of noise there are examples of outputs that had an error of order of magnitude one, which is abnormally high and a sign of poorly converged training. This may be due to a wrong direction of optimisation or initialisation and also to the limited allocated
time. Nonetheless, more than half of the results are kept at values near $1 \times 10^{-3}$ which, qualitatively, appears to be a very acceptable value at which usually the differences between the exact and reconstructed flow are difficult to discern for this case. Moreover, no clear increase can be noted with the level of noise for all statistical quantities of equations residuals.

In the end, validation loss is the quantity of interest and reveals the quality of flow reconstruction. As presented in Figure 11d, similar conclusions as for the equations loss applied here with a small number of poorly converged results but a median that stays at low values for all noise levels. There is no discernible trend linking noise level to validation loss in the presented statistical quantities.

In the presence of noise, the minimisation of fitting data and the equation residuals become incompatible. Favouring the equation residuals despite the fitting error results in a large value of $L_m$, and vice versa if the data are prioritised. As both terms $L_m$ and $L_{eq}$ have a similar weight in the total loss function $L$, this choice is not encoded explicitly. From results in Figure 11, it seems that only the minimisation of residuals drive the NN learning. Therefore the corruption of data does not affect significantly the validation error. This can be understood as a proof of robustness in the considered range of perturbation.

4.5. Data resynchronisation

In the situation where a measurement is performed successively at different locations for a given recording duration with a probe, the initial condition of each measurement point is different. For a periodic phenomenon, this can be treated as an unknown phase shift for every data series, as depicted in Figure 7. To account for this phase shift in asynchronous measurements, a variable delay for each time series is determined through optimisation alongside the neural networks coefficients. To test this solution, time series of velocities from a simulated probe have been desynchronised with a random delay following a uniform law $\Delta t \sim U(0,T)$. Consequently, 40 scalar variables, one for each location, are added to the optimisation process. However, pressure measurements on the cylinder border are kept synchronised for two main reasons: the need for a constant initial phase shift to compare with validation data and because this could be carried out experimentally by parallel
Figure 11: Loss residuals dependency with an input noise of standard deviation $\sigma$ in measurements data. Each job result is depicted with a +, and for each sampling with the same level of noise, the average $\cdot\cdot\cdot\cdot\cdot$ is given as well as the envelope (10 – 90% in ■) and the median $\cdot\cdot\cdot\cdot$. For velocity and pressure fitting error (a and b), the expected 2:1 slope for a square norm is plotted $\cdot\cdot\cdot\cdot\cdot$. 

\begin{align*}
10^{-4} & \quad 10^{-3} \\
10^{-2} & \quad 10^{-1}
\end{align*}
and synchronised pressure probes.

As the array of artificially added delay for every time signal of velocity $\Delta t_{\text{exact}}$ is stored, it can be compared to the delays found through optimisation $\Delta t_{\text{found}}$ at the end of the training. The absolute difference of these two delays, centred in the interval $[-T/2, T/2]$ and then normalised by $T$ quantifies how precisely this time shift is computed. The resynchronisation error is bounded on the interval $[0, 1/2]$ and its value is plotted at each probe location in Figure 12a. The error magnitude is shown through the color contours with a logarithmic scale as well as qualitatively represented by each point size.

From Figure 12a, two types of outlooks stand for re-synchronisation process. In the wake of the cylinder, the relative error on phase shift converges to approximately 1%. But on the upstream sensors and at downstream probe positions that are the most distant from centre line $y = 0$, residuals remain large. These points are located in areas where oscillatory phenomena are of very low amplitude. This can be seen in unsteady mode shapes. This means that there is a lack of phase information in these ranges which explains why the original phase shift can not be recovered. Fortunately, in the area of interest, phase shift is well retrieved. This can be seen in Figure 12b where the obtained mode shapes are compared to reference data. Some differences may be noted with for instance, the second mode that has a slightly lower amplitude than the reference. But overall, there is an acceptable agreement between flow reconstruction and simulation data.

5. Discussion

Differences in residual levels and convergence rates of higher frequency modes in the presence of dense data (Figure 4b) or sparse data from simulated measurement (Figure 8b) can be explained with two arguments. Extrapolating flow field downstream the last measurement provided for training without any boundary condition on the outlet can be considered as an ill posed problem since there is a lack of information. The neural network simply optimises what works best with the information it has. Whereas in the dense measurement problem, there is information equally distributed in space and time, even if the space between two points can be larger than the length scale of the third mode shape. This transforms the extrapolation problem into an
Figure 12: (a) Distribution of the residual relative error of synchronisation $|\Delta t_{\text{found}} - \Delta t_{\text{exact}}| < 1/2$ (depicted with a log scale). The reconstructed mode shapes are depicted at (b) and compared to the reference data from simulations.
interpolation one, both with physical regularisation. Following these results, it would be interesting to use a PINN for flow extrapolation in the area close to a wall where measurements with hot-wire or PIV are limited \[28, 29\] using the no-slip conditions in addition to the physical regularisation. This could help predict local wall shear stress with a better accuracy, which is of interest for drag estimation or for application in bio-medical applications. For instance, Arzani et al. \[47\] use PINNs to estimate near-wall blood flows and wall shear stress which are linked to cardiovascular diseases.

The differences of convergence of higher frequency mode shapes can also be explained from a computational point of view: higher frequency modes display smaller structures than low frequency modes. In addition to the fact that these mode shapes are more complicated to approximate and thus requires larger neural networks, Navier-Stokes equations should be penalised on points that are distributed with an averaged spacing smaller than the typical wavelength. This leads to significantly increased memory requirements. In our computations this has been a limit due to the availability of RAM on the GPU (16GB in our case). For a \(N = 3\) modes computation, the limit in \(N_{in}\) before an out of memory (OOM) error was to be found around \(10^3\) points, which in that case is a small value and may not be fully adequate to thoroughly capture the steep gradients associated with small wavelength mode shapes. Besides, this can not be fully addressed by batch processing because of the required loading time of training data after a few number of iteration. This could be overcome by using GPU with larger RAM or by splitting computation points of one optimisation iteration between different GPUs, which would require a low-level implementation.

In the test case of laminar vortex shedding using data at different levels of sparsity and quality, the penalisation of modal equations appeared to perform worse than physical equations penalisation, even considering that there is only a 2 dimensional input range to cover instead of 3D time-space coordinates, as illustrated with results in Figures 5 and 6. This seems to be a consequence of non-linearities in the momentum equations that lead to sums of cross-terms at different frequencies. This makes the convergence of the solution more dependant on the number of modes and their accuracy, whereas physical equations deal with this balancing more directly and seem less affected by the truncation. Nonetheless modal equations could be of interest for linear phenomena where mode shapes might be uncoupled and
computed separately, with potential applications in solid mechanics or electromagnetism for instance.

A variation of the ModalPINN structure could be considered, especially for linear phenomena, where \( q(x, t) = \sum_{k=0}^{N} a_k \hat{q}_k(x)e^{ik\omega_0 t} + \text{c.c.} \) where \( \hat{q} \) are mode shapes that can be computed previously and normalised \( \|\hat{q}_k\|_\Omega = 1 \) independently with modal equations. The modal coefficients \( a_k \) can be adjusted depending on the excitation. This can ease transfer learning of once converged mode shapes to different loading configuration as in linear elasticity or electromagnetism. Also, an unknown growth exponent could be added in the presence of developing modes and optimised concurrently.

6. Conclusion

In this paper we presented an architecture of PINNs that directly approximates Fourier mode shapes. Space-time output is recovered thanks to a modal sum directly encoded in the neural network graph operation, keeping all the advantages of classical PINN while considerably reducing the required size for a similar target precision. Finally this ModalPINN structure proved to be robust to some data flaws, which makes it an efficient tool for helping academic and industrial researcher with data processing from their experimental work. This formalism can be directly extended outside of the context of fluid mechanics, as a support of digital image correlation or laser displacement measurement in solid mechanics while performing harmonic response for instance.

Some work remains in order to combine this technique with existing advances in PINN in order to increase robustness in the optimisation process as well as its efficiency. It goes alongside with developments in new hardware solution and implementation of libraries that better take advantage from computational resources. Finally, as we introduced this topic in the context of vortex shedding \[26], extension to elastic-solid deformation of fluid-structure couplings or stability analysis could be interesting leads for future work.
7. Technical details

Training and optimisation were performed on the Graham server from Compute Canada. Each job is carried out with the same computation resources consisting in an allocation of 2 CPUs with 50 GB of RAM and a GPU Nvidia T4 (16 GB of dedicated RAM). Jobs are performed with a training limit in total duration. L-BFGS-B optimiser is used through Scipy’s interface and stops when a maximum number of iteration is reached or when the difference between two iterations falls under a threshold. Only one batch of penalisation points is used during this part of the training and validation loss computation is not available. Then Adam optimisation is performed with a learning rate equal to $1 \times 10^{-5}$ and conducted until time limit is reached for the whole job.

All the scripts are written in Python using Tensorflow 1.14.1 and are available on a Github repository [48], as well as data [42] used for training. Dependencies are listed on the Github repository. Properties of every runs mentioned in the results section are summarised in Table 1.
| Run ID | NN size for 1 field (activation function) | Equation type | Data type | $N_m$ | $N_{in}$ (sampling strategy) | Training Time (h) | Figures referenced | Validation Loss |
|--------|-------------------------------------------|---------------|-----------|-------|-----------------------------|-------------------|------------------|-----------------|
| 1      | $[3, W_1, W_1, W_1, 1]$ $10 \leq W_1 \leq 60$ (sin) | Physical | Dense | $5 \times 10^3$ | $5 \times 10^4$ (uniform) | 2 | ClassicPINN (fig. 4a) | From $7.4 \times 10^{-4}$ to $3.0 \times 10^{-2}$ |
| 2      | $[2, W_i, N^*, W_i, N^*, N^*]$ $8 \leq W_i \leq 25$ and $N^* = N + 1$ (tanh) | Physical | Dense | $5 \times 10^3$ | $50 \times 10^3$ ($N = 1$) $15 \times 10^3$ ($N = 2$) $12 \times 10^3$ ($N = 3$) (uniform) | 2 | ModalPINN (fig. 4a and 4b) | From $1.2 \times 10^{-4}$ to $1.3 \times 10^{-3}$ |
| 3      | $[2, 80, 80, 4]$ (tanh) | Physical | Dense | $5 \times 10^3$ | $10 \times 10^3$ (uniform) | 10 | Fig. 5a, 6 | $1.2 \times 10^{-4}$ |
| 4      | $[2, 80, 80, 4]$ (tanh) | Modal | Dense | $5 \times 10^3$ | $8 \times 10^3$ (uniform) | 10 | Fig. 5b, 6 | $4.4 \times 10^{-3}$ |
| 5      | $[2, 80, 80, 4]$ (tanh) | Physical | Simulated measurements | $201$ time-steps per location | $10 \times 10^3$ (2 zones) | 6 | Fig. 8a, 8b, 10 | $1.6 \times 10^{-3}$ |
| 6      | $[2, 60, 60, 3]$ (tanh) | Physical | Noisy simulated measurements | $201$ time-steps per location | $15 \times 10^3$ (uniform) | 4 | Fig. 11 | From $1.5 \times 10^{-3}$ to $5.6 \times 10^{-2}$ |
| 7      | $[2, 60, 60, 3]$ (tanh) | Physical | Out of sync. simulated measurements | $201$ time-steps per location | $20 \times 10^3$ (2 zones) | 10 | Fig. 12 | $2.8 \times 10^{-3}$ |
| 8      | $[2, 60, 60, 60, 1]$ (sin) | Physical | Dense | $5 \times 10^3$ | $50 \times 10^3$ (uniform) | 10 | Fig. 6b | $8.1 \times 10^{-4}$ |

Table 1: Summary of run properties which results are presented in section 4. Lines 1, 2 and 6 describe a group of runs where the size of the NN (factor $W_1$) or the noise level (standard deviation $\sigma$) have been changed. $N$ denotes the number of modes chosen in ModalPINN.
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