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Abstract

Autism spectrum disorder (ASD) is one of the major developmental disorders affecting children; around 1 in 68 children in United States has been identified as some form of ASD. With the hard situations individuals with ASD may face, it is urgent to diagnose early and accurately and then provide proper service and treatment to them. Current clinical diagnoses mainly rely on descriptions and observations of behavior. However, behavior assessment has limitations in the aspect that it is subject to human judgment highly depending on doctors’ experiences. More importantly, behavior assessment is unable to find out the underlying biological bases behind the observed behavioral symptoms, while knowledge of such biological bases may help to find a proper treatment.

Recently, with the hypothesis that ASD is associated with atypical brain connectivities, several studies investigate the differences in brain connectivities between ASD and typical controls from functional Magnetic Resonance Imaging (fMRI). A substantial body of researches use Pearson’s correlation coefficients, mutual information, or partial correlation to estimate statistical dependencies between brain areas from neuroimaging data. However, correlation or partial correlation does not directly reveal causal influences—the information flow between brain regions. Compared to correlation, causality pinpoints the key connectivity characteristics and removes some redundant features for diagnosis. It also gives the direction of information flow.

In this paper, we propose a two-step method for large-scale and cyclic causal discovery from fMRI data. It can identify brain causal structures without doing interventional experiments. Particularly, the proposed approach to causal discovery relies on constrained functional causal models, which represents the effect as a linear function of the direct causes and independent noise terms. It is able to recover the whole causal structure between brain regions and allow feedbacks. The learned causal structure, as well as the causal influence strength, provides us the path and effectiveness of information flow, i.e., whether region A directly influences region B, and if there is a direct influence, how strong it is. With the recovered causal influence strength as candidate features, we then perform ASD diagnosis by further doing feature selection and classification. We apply our methods to three datasets from Autism Brain Imaging Data Exchange (ABIDE).

From experimental results, it shows that with causal connectivities, the diagnostic accuracy largely improves, compared with that using correlation and partial correlation as measures. A closer examination shows that information flow starting from the superior front gyrus to other areas are largely reduced; the target areas are mostly concentrated in default mode network and the posterior part. Moreover, all enhanced information flows are from posterior to anterior or in local areas, while local reductions also exist. Overall, it shows that long-range influences have a larger proportion of reductions than local ones, while local influences have a larger proportion of increases than long-range ones. By examining the graph properties of brain causal structure, the group of ASD shows reduced small-worldness.
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Chapter 1

Introduction

1.1 What is Autism Spectrum Disorder

Autism spectrum disorder (ASD) is a family of developmental disorders, including autistic disorder, asperger syndrome, pervasive developmental disorder—not otherwise specified, and childhood disintegrative disorder. According to the Diagnostic and Statistical Manual (DSM-5) [2], it is defined as the presence of deficits or unusual behaviors within three domains: reciprocal social interactions, communication deficits, and restricted, repetitive interests and behaviors. The onset of these unusual behaviors is prior to 3 years old. ASD is one of the major problems affecting children. As shown by the Centers for Disease Control and Prevention, around 1 in 68 children in United States has been identified as some form of ASD [6].

It has been shown that many individuals with ASD exhibit impairments in learning, development, as well as daily life skills. (1) It may affect development. Children with ASD develop at a different rate and do not necessarily develop skills in the same order as typically developing children. For example, a child with ASD might be unable to combine words together into short phrases not until three years old. (2) It may affect attention and interaction. Children with ASD may not tune into other people in the same way as typically developing ones. For example, a child with ASD might not respond to his name, make eye contact, smile at caregivers, or wave goodbye without being told to. A child with ASD also might not know how to get others’ attention or communicate with others. (3) It may affect understanding. Children with ASD usually find it hard to see things from other people’s perspectives. They might have trouble understanding that other people can have different desires and beliefs from them. They might also find it hard to understand and predict other people’s behavior, and to understand how their behavior affects others. (4) It may affect control and regulation. Children with ASD may struggle with focus, attention, transitions, organization, memory, time management, emotional control, and frustration. (5) It may affect to see the ‘big picture’. Children with ASD have difficulty seeing the ‘big picture’. They can get lost in the details, rather than pulling together different sources of information and seeing the situation as a whole.
1.2 Autism Spectrum Disorder Diagnosis

With the hard situations individuals with ASD may face, it is urgent to diagnose early and accurately, and then provide proper service and treatment to them. Current clinical diagnoses of ASD mainly rely on descriptions and observations of behavior. The most-widely used diagnostic criteria are the Autism Diagnostic Interview-Revised (ADI-R) [52] and the Autism Diagnostic Observation Schedule (ADOS) [53]. However, behavior assessment has limitations in several aspects. First, the decision from human judgment, whether the subject has ASD or not, is subjective; it highly depends on doctors’ experiences. Second, it may need a relatively long period’s observation and evaluation to make a decision. This process may include a number of different professionals from different fields. Diagnosis of ASD in adults is even harder. In adults, some ASD symptoms overlap with those of other mental health disorders, such as schizophrenia or attention deficit hyperactivity disorder. Third, the key point is that behavior assessment is unable to find out the underlying biological bases behind the observed behavioral symptoms. Knowledge of such biological bases may help to find a proper treatment. For example, if we can identify genetic causes or pathophysiology of ASD, it may motivate the development of corresponding medical treatment.

In the past decades, the development of neuroimaging techniques provides us a noninvasive way to measure whole brain activities and then to infer neuropathology biomarkers of ASD. Particularly, the functional magnetic resonance imaging (fMRI) works by detecting the changes in blood oxygenation and flow that occur in response to neural activities; when a brain area is more active, it consumes more oxygen, and to meet this increased demand, blood flow increases to the active area. The fMRI has several significant advantages: it is noninvasive and does not involve radiation, making it safe for the subject; it has excellent spatial and good temporal resolution; it is easy for the experimenter to use. The attractions of fMRI have made it a popular tool for imaging brain functions. According to whether there is a specific task or stimulus, there are two types of fMRI: task-based fMRI and resting-state fMRI. Compared to task-based fMRI, resting-state fMRI provides a promising way to localize neuropathology diagnostic biomarkers with the following advantages [21]. 1). It can be used to study various systems (e.g., language and motor systems), while task fMRI needs different experimental designs to study different systems. 2). It is relatively fast to acquire and requires minimum cooperation from the patients.

There have been a number of research studies on ASD diagnosis from neuroimaging data. Different types of features have been considered and extracted, e.g., anatomical structures, neural activities, and neural connectivities. Preliminary morphology studies have reported reduced volume in thalamus [76] and amygdala [7, 57, 69] in individuals with autism compared with control group. The local cortical thickness measure has been shown to be correlated with symptom severity in ASD and has been used as a predictor for it [56]. Preliminary functional studies focusing on regional brain activation in autism have reported abnormal activities in a diverse set of brain regions, e.g., reduced activation in the amygdala when processing facial expressions [20, 60], reduced activation within frontal, parietal, and occipital regions during a spatial attention task [34].

Recently, with the hypothesis that ASD is associated with atypical brain connectivities, several studies consider the differences in brain connectivities between ASD and typical controls.
Hypoconnectivity between amygdala and cortical regions [63], and between amygdala and insula [24] have been found in adolescents and adults with autism compared with healthy controls. Altered functional connectivities from the thalamus to the cortex could lead to impaired information transmission from the sensory periphery to the cortex in individuals with ASD [14]. Research examining developmental changes in large-scale network functional connectivity reported reduced connectivity between amygdala/subcortical network and default mode network in adolescents with autism, as well as increased connectivity within amygdala/subcortical network in children with autism [58]. It has also been suggested that the brains of individuals with autism exhibit reduced long-range connectivity [48].

However, some of the findings are not consistent across different research groups. According to a summary in [62], the posterior cingulate cortex has been reported in eight studies to have reduced, and in three reports to have increased, long-range connectivity to other ROIs. The precuneus, anterior cingulate cortex, superior temporal gyrus, posterior superior temporal sulcus, anterior insula, and parietal lobule each has four to five reports of reduced, with two reports of increased, long-range connectivities.

The diversity may come from several sources. (1) Small sample size: In most previous studies, the number of subjects is around 15 to 20 for both ASD and control groups, and sometimes it is even smaller. The small sample size may lead to large variance of identified biomarkers and thus less reliability. (2) Combined subtypes: Since ASD is a family of developmental disorders, it has several subtypes. Different studies may include subjects from different subtypes, and most of them do not distinguish between them. Furthermore, behavior assessment of different subtypes might not be accurate, and even the label information from behavior diagnosis may have noise. (3) Different machines and experimental protocols are used to collect the data. Moreover, there are large differences in data analysis approaches in different studies. Even different preprocessing procedure may lead to large variability.

There is an urgent need to deal with the above problems, if we are to discover clinically useful information. To solve the small-sample-size problem, datasets with larger sample sizes are needed. Large samples may allow the extraction of core abnormalities from the noise introduced by the heterogeneity of the disorder. Such abnormalities could serve as biomarkers and could provide insight into the causes of the disorder and potential interventions. The Autism Brain Imaging Data Exchange (ABIDE) [23] brings together neuroimaging data from multiple sites, acquired on multiple types of scanners, and with differing protocols. It provides previously collected datasets composed of both MRI data and phenotype information from 16 different international sites for over 1100 individuals, approximately half of whom are typically developing and half are diagnosed as ASD. This sample size, which is more than an order of magnitude larger than that used in most single-site studies, provides the power needed to identify neuroanatomical abnormalities related to ASD, although the multi-site, multi-protocol aspect of the data introduces additional heterogeneity.

Regarding reliable data analysis approaches, in particular, the approach to identify brain connectivities from neuroimaging data, a substantial body of researches uses Pearson correlation coefficients, mutual information, or partial correlation. In [58, 60, 63], functional connectivities were computed for each participant and each pair of regions of interest (ROIs) as a correlation between the average time courses of all the voxels of ROIs. To reliably estimate the true covariance matrix with limited time points for a given individual, the Ledoit-Wolf shrinkage estimator,
a parameter-free regularized covariance estimator, is used to estimate relationships between ROI time series [3]. There are also studies which use partial correlation as a measurement of brain connectivities [15, 80]. However, correlation or partial correlation does not directly reveal causal influence; it estimates the information flow between brain regions. Compared to correlation, causality pinpoints the key connectivity characteristics and removes some redundant features for diagnosis. It also gives the direction of information flow. For example, suppose that the information flow between three brain regions is $A \leftarrow C \rightarrow B$, if we use correlation as a measure, we will get a spurious edge between $A$ and $B$, and we cannot derive the direction between these three regions.

With benefits from using causal connectivity compared to association measure, then one might ask how we can infer causal connectivities. Traditionally, to infer causal connectivity, interventions or randomized experiments are often used. However, they may be expensive or even impossible to do. For example, one wants to know which neurons lead to rat’s whisker twitch. Suppose a rat’s motor cortex contains 1 million neuron, and there are 100 neurons directly lead to whisker twitch. How can we find out these 100 neurons? If we do randomized experiments, then we need to do numerous expensive experiments, which is impossible in practice.

Recent progresses in causal discovery make it possible to discover causal relationships from observational data, without doing interventions or randomized experiments. Roughly speaking, there are two types of well-developed methods in causal discovery. One is the constraint-based method. Under appropriate assumptions, it recovers a Markov equivalence class of the underlying causal structure based on conditional independence relationships among the variables [73]. The resulting equivalence class may contain multiple directed acyclic graphs, which entail the same conditional independence relationships. The required assumptions include the causal Markov condition and the faithfulness assumption, which entail a correspondence between separation properties in the underlying causal structure and statistical independence properties in the data. The other one is the score-based method. It evaluates the quality of candidate causal models with some score functions and outputs one or multiple graphs having the optimal score [16, 36]. To calculate such scores, current prevailing methods assume a particular model class to describe causal mechanisms and data distributions. Widely-used score functions include the BIC/MDL score [70] and the BGe score [28] for linear-Gaussian models and the BDeu/BDe score [12, 37] for discrete data.

More recently, another set of approaches is based on restricted functional causal models, which represent the effect as a function of the direct causes together with an independent noise term. Under appropriate assumptions, they are able to identify the whole causal model. More specifically, the causal direction implied by the restricted functional causal model is generically identifiable; for example, the independence between the noise and causes holds only in the true causal direction and is violated in the wrong direction. Examples of such restricted functional causal models include the linear, non-Gaussian, acyclic model (LiNGAM [72]), the additive noise model [39, 83], and the post-nonlinear causal model [84].

1.3 Overview and Contributions

In this paper, we hypothesize atypical causal connectivities between brain regions for individuals with ASD and aim to identify them for diagnosis from the resting-state fMRI data. To achieve
this goal, we propose a two-step method for large-scale and cyclic causal discovery. Particularly, the proposed approach to causal discovery relies on constrained functional causal models, which represents the effect as a linear function of the direct causes and some additive noise term. It is able to recover the whole causal structure between brain regions and allows feedbacks. The learned causal structure, as well as the causal influence strength, provides us the path and effectiveness of information flow; i.e., whether region $A$ directly influences region $B$, and if there is a direct influence, how strong it is. With the recovered causal influence strength as candidate features, we further perform feature selection and classification for ASD diagnosis.

We apply our methods to three datasets from the ABIDE. From experimental results, it shows that with causal connectivities, the out-of-sample diagnostic accuracy largely improves, compared with using correlation and partial correlation as measures. A closer examination shows that information flow starting from the superior front gyrus to other areas are largely reduced; the target areas are mostly concentrated in default mode network and the posterior part. Moreover, all enhanced information flows are from posterior to anterior or in local areas, while local reductions also exist. Overall, it shows that long-range influences have a larger proportion of reductions than local influences, while local influences have a larger proportion of increases than long-range influences. By examining the graph properties of brain causal structure, the group of ASD shows reduced small-worldness compared to the control group.

The contribution of this paper is mainly two-fold.

- We propose a method to identify atypical causal connectivities of ASD from resting-state fMRI data. The proposed two-step method identifies causal structures from observational data—interventions or randomized experiments are not needed. To the best of our knowledge, this is the first method to reliably extract atypical causal connectivities for ASD diagnosis without doing randomized experiments.

- With the proposed causal discovery and classification approach, the out-of-sample diagnostic accuracy achieves up to 87%, which is better than other state-of-the-art approaches. Our neuropathology findings are in concordance with other widely recognized findings. It also suggests other diagnostic biomarkers of ASD.

The outline of this paper is as follows.

Chapter 2: This chapter first provides a brief literature review on current diagnostic approaches in ASD, including behavior diagnosis, genetic testing, and neuroimaging-based diagnosis.

Chapter 3: This chapter focuses on computational methods for causal discovery from fMRI data. We will first give a brief summary of recent developments in causal discovery. The limitations of current approaches for causal discovery from fMRI data thus motivate our proposed two-step method. A detailed description of two-step method for large-scale and cyclic causal discovery will be followed.

Chapter 4: This chapter gives experimental results by applying the proposed two-step methods to ABIDE datasets.

Chapter 5: This chapter concludes the paper and gives some suggestions for future research.
Chapter 2

Current ASD Diagnosis

In this chapter, I will discuss main techniques in current ASD diagnosis, including behavior diagnosis (Chapter 2.1), genetic testing (Chapter 2.2), and neuroimaging-based diagnosis (Chapter 2.3). Specifically, behavior diagnosis has been widely used in clinic, while genetic testing and neuroimaging-based diagnosis mostly remain in the research stage.

2.1 Behavior Diagnosis

Clinically, ASD diagnosis is mainly based on behavior diagnosis. The most-widely used ASD diagnostic criteria are based on the fifth edition of the Diagnostic and Statistical Manual of Mental Disorders (DSM-5) [2]. From DSM-5, a subject is diagnosed as ASD by specially trained physicians and psychologists if he/she satisfies the following key points.

A. Persistent deficits in social communication and social interaction across multiple contexts, as manifested by the following, currently or by history (examples are illustrative, not exhaustive):

1. Deficits in social-emotional reciprocity, ranging, for example, from abnormal social approach and failure of normal back-and-forth conversation; to reduced sharing of interests, emotions, or affect; to failure to initiate or respond to social interactions.

2. Deficits in nonverbal communicative behaviors used for social interaction, ranging, for example, from poorly integrated verbal and nonverbal communication; to abnormalities in eye contact and body language or deficits in understanding and use of gestures; to a total lack of facial expressions and nonverbal communication.

3. Deficits in developing, maintaining, and understanding relationships, ranging, for example, from difficulties adjusting behavior to suit various social contexts; to difficulties in sharing imaginative play or in making friends; to absence of interest in peers.

B. Restricted, repetitive patterns of behavior, interests, or activities, as manifested by at least two of the following, currently or by history (examples are illustrative, not exhaustive):

1. Stereotyped or repetitive motor movements, use of objects, or speech (e.g., simple motor stereotypes, lining up toys or flipping objects, echolalia, idiosyncratic phrases).
2. Insistence on sameness, inflexible adherence to routines, or ritualized patterns or verbal nonverbal behavior (e.g., extreme distress at small changes, difficulties with transitions, rigid thinking patterns, greeting rituals, need to take same route or eat food every day).

3. Highly restricted, fixated interests that are abnormal in intensity or focus (e.g., strong attachment to or preoccupation with unusual objects, excessively circumscribed or perseverative interest).

4. Hyper- or hypo-reactivity to sensory input or unusual interests in sensory aspects of the environment (e.g., apparent indifference to pain/temperature, adverse response to specific sounds or textures, excessive smelling or touching of objects, visual fascination with lights or movement).

C. Symptoms must be present in the early developmental period (but may not become fully manifest until social demands exceed limited capacities, or may be masked by learned strategies in later life).

D. Symptoms cause clinically significant impairment in social, occupational, or other important areas of current functioning.

E. These disturbances are not better explained by intellectual disability (intellectual developmental disorder) or global developmental delay. Intellectual disability and autism spectrum disorder frequently co-occur; to make comorbid diagnoses of autism spectrum disorder and intellectual disability, social communication should be below that expected for general developmental level.

The main limitation of behavior assessment is that it is unable to find out the underlying biological bases behind the observed behavioral symptoms. Knowledge of such biological bases may help to find a proper treatment. For example, if we can identify genetic causes or pathophysiology of ASD, it may motivate the development of corresponding medical treatment.

2.2 Genetic Testing

Genetic testing can find changes in a person’s DNA associated with specific disorders or conditions. Researchers have found that ASD has a strong genetic basis [71][81]. With genetic testing, it may help us to find out the underlying genetic cause of a child’s autism, which thus may guide him/her to the most comprehensive therapy and treatment.

2.3 Neuroimaging-based Diagnosis

In past two decades, the development of neuroimaging techniques provides us noninvasive ways to uncover brain structures, to measure whole brain activities, and then to infer neuropathology biomarkers of ASD. There have been a number of research studies on ASD diagnosis from neuroimaging data. Different types of features have been considered and extracted for diagnosis, e.g., anatomical structures, brain activities, and brain connections. The neuroimaging-based diagnosis still remains in the research stage. It has not been used in clinics.
2.3.1 Anatomical Structures

Anatomical structures of the brain are usually obtained from magnetic resonance imaging (MRI), which has been a staple for autism research for quite some time. To conclude whether anatomical structure of a particular area differs in the group of typical controls and that of ASD, a statistical test is usually performed.

According to the review [4], the most consistent finding is that of accelerated brain volume growth in early childhood for individuals with ASD, reported to be about a 10% increase in brain volume, which seems to peak around 2–4 years of age. Structural studies of grey and white matter suggest an abnormal developmental trajectory of brain growth, with evidence of poorly organized white matter, increased cortical thickness, and atypicalities in gyration patterns. Preliminary morphology studies in regional specificities also have reported reduced volume in thalamus [76] and amygdala [7, 57, 69] compared to control group. The local cortical thickness measure has been shown to be correlated with symptom severity in ASD and has been used as a predictor for it [56].

2.3.2 Brain Activities

There are several neuroimaging techniques which can measure neural activities directly or indirectly, including fMRI, EEG, MEG, and electrophysiological techniques. In the following, we focus on fMRI related research studies. The fMRI provides a noninvasive way to measure whole brain activities. It works by detecting the changes in blood oxygenation and flow that occur in response to neural activities; when a brain area is more active, it consumes more oxygen, and to meet this increased demand, blood flow increases to the active area. The fMRI has several significant advantages: it is noninvasive, making it safe for the subject; it has excellent spatial and good temporal resolution; it is easy for the experimenter to use. The attractions of fMRI have made it a popular tool for imaging brain functions. To determine whether there are significant differences in neural activities in two groups, a significance test is usually performed as well.

Preliminary functional studies focusing on regional brain activation in autism have reported abnormal activities in a diverse set of brain regions, e.g., reduced activation in the amygdala when processing facial expressions [20, 60], reduced activation within frontal, parietal, and occipital regions during a spatial attention task [34].

2.3.3 Brain Connectivities

Recently, with the hypothesis that ASD is associated with atypical brain connectivities, several studies examine differences in brain connectivities between ASD and typical controls from fMRI data. For example, hypoconnectivity between amygdala and cortical regions [63] and between amygdala and insula [24] have been found in adolescents and adults with autism compared with healthy controls. Altered functional connectivities from the thalamus to the cortex could lead to impaired information transmission from the sensory periphery to the cortex in individuals with ASD [14]. Research examining developmental changes in large-scale network functional connectivity reported reduced connectivity between amygdala/subcortical network and default mode network in adolescents with autism, as well as increased connectivity within
amygdala/subcortical network in children with autism [58]. The brains of individuals with autism exhibit reduced long-range connectivity [48].

How can we identify brain connectivities for ASD diagnosis from fMRI data? Basically, there are three methods which have been mostly used: correlation, partial correlation, and Granger causality.

**Correlation**

Most work in the literature makes use of Pearson’s correlation to learn functional connectivities between ROIs. Suppose that there are \( n \) subjects, \( m \) ROIs for each subject, and \( T \) data points for each ROI and subject. We denote data from subject \( r \) as \( x^{(r)} \), where \( x^{(r)} \) is a \( m \times T \) matrix. The Pearson’s correlation between ROI \( i \) and ROI \( j \) for subject \( r \) is defined as

\[
\rho^{(r)}_{ij} = \frac{\sum_{t=1}^{T}(x_{it}^{(r)} - \bar{x}_i^{(r)})(x_{jt}^{(r)} - \bar{x}_j^{(r)})}{\sqrt{\sum_{t=1}^{T}(x_{it}^{(r)} - \bar{x}_i^{(r)})^2} \sqrt{\sum_{t=1}^{T}(x_{jt}^{(r)} - \bar{x}_j^{(r)})^2}}
\]  

(2.1)

where \( x_{it}^{(r)} \) indicates the corresponding entry (the \( i \)th row, the \( t \)th column) of \( x^{(r)} \), \( \bar{x}_i^{(r)} \) represents the \( i \)th row of \( x^{(r)} \), and \( \bar{x}_i^{(r)} = \frac{1}{T} \sum_{t=1}^{T} x_{it}^{(r)} \); the similar notation is used for \( \bar{x}_j^{(r)} \).

To determine whether two ROIs have a functional connectivity, we can either set a threshold on \( \rho^{(r)}_{ij} \) or do statistical test. Let \( B^{(r)} \) represent the learned connectivity matrix for subject \( r \). Particularly, if we set a threshold \( \alpha \) on \( \rho^{(r)}_{ij} \), then \( B^{(r)}_{ij} = 1 \) if \( \rho^{(r)}_{ij} > \alpha \); otherwise, \( B^{(r)}_{ij} = 0 \). If we do a statistical test, one may perform one-sample t-test to calculate the \( p \) value. If the \( p \) value is smaller than the significance level, then we reject the null hypothesis, and set \( B^{(r)}_{ij} = 1 \); otherwise, \( B^{(r)}_{ij} = 0 \).

After estimating the connectivity matrix \( B^{(r)}_{ij} \) for each subject, one can feed the learned features to classification algorithms to do model estimation and prediction.

**Partial Correlation**

There are studies using partial correlation to estimate functional connectivity between ROIs [75, 79]. Partial correlation is a measure of the strength of a linear relationship between two continuous variables whilst controlling for the effect of one or more other variables. Suppose that we have variables \( X \) and \( Y \), and a set of variables denoted as \( Z \), the partial correlation \( X \) and \( Y \) given \( Z \) is

\[
\hat{r}_{XY|Z} = \frac{N \sum_{i=1}^{N} e_X(i)e_Y(i) - \sum_{i=1}^{N} e_X(i) \sum_{i=1}^{N} e_Y(i)}{\sqrt{N \sum_{i=1}^{N} e^2_X(i) - (\sum_{i=1}^{N} e_X(i))^2} \sqrt{N \sum_{i=1}^{N} e^2_Y(i) - (\sum_{i=1}^{N} e_Y(i))^2}}
\]

where \( e_X(i) \) is the \( i \)th value of \( e_X \), and \( e_X \) is the residue after fitting a linear regression model of \( X \) on \( Z \); similar notations are applied to \( e_Y(i) \).

Alternatively, we can estimate the partial correlation between every pair of ROIs giving all the remaining ROIs by learning the inverse covariance matrix. Let \( \Sigma \) represent the covariance...
matrix between $m$ ROIs, $\Theta = \Sigma^{-1}$, and $S$ be the empirical covariance matrix. The problem is to maximize the penalized log-likelihood [27]

$$\log \det \Theta - \text{tr}(S\Theta) - \lambda \| \Theta \|_1$$

(2.2)

over non-negative definite matrix $\Theta$, where $\text{tr}$ denotes the trace, and $\| \Theta \|_1$ is the $L_1$ norm. It is estimated by using a coordinate descent procedure.

**Granger Causality**

Granger causality has been used for the purpose of estimating the effective connectivity, which refers explicitly to the influence that one neural system exerts over another. Particularly, the connections between underlying neurons are learned by building a state space model to model the relations between observed fMRI signal $x$ and underlying neuronal activities $h$, and the causal connectivities between neuronal activities [22]. A dynamic state-space model can be described as follows.

$$\tilde{h}(t) = \begin{bmatrix} h(t) \\ u(t) \\ \theta(t) \end{bmatrix} = \begin{bmatrix} f(h(t-1), u(t-1), \theta(t-1)) \\ u(t-1) \\ \theta(t-1) \end{bmatrix} + \begin{bmatrix} P(t-1) \\ Q(t-1) \\ R(t-1) \end{bmatrix}$$

(2.3)

where $h$ is the hidden neuronal state variable, $u$ is the exogenous input, $\theta$ represents the hemodynamic response function (HRF) parameter variables. $f$ is the function links the current neuronal state to the previous neuronal states, exogenous inputs and parameters. $P$, $Q$, and $R$ are the zero mean Gaussian state noise vectors. The observation equation links the state to observation variables as given below.

$$x(t) = m(\tilde{h}(t)) + \epsilon(t-1)$$

(2.4)

where $\epsilon$ is the measurement noise, and $m$ is the measurement function which links the state variables to measurement variables. The dimensionality of $x$ and $h$ is the same.

The hidden neuronal variables is learned by cubature Kalman filtering (CKF) [55]. The estimated coefficients between neuronal activities are used as an input to a classification model. The reported diagnostic accuracy on 15 typical controls and 15 individuals with ASD from task-fMRI achieves up to 95.9%.

There are two points of this method that need to be investigated. The temporal resolution of neuronal activities and BOLD signals are quite different. The temporal resolution of neuron activities is at the scale of 1~100ms, while that of BOLD is around 2s. Roughly speaking, the BOLD signal can be seen as an aggregation of neural activities [54]. Thus, the identifiability of the state space model may not hold. In addition, the spatial resolution of neuronal activities and BOLD signal are also different. One BOLD signal may be the weighted average of activities from several neurons. Thus, it needs more careful considerations to build a one-to-one mapping between neuronal time series and fMRI time series. With the above problems, the reported accuracy achieved by this approach may be biased. It is important to test this method on other datasets to confirm its validity.

After the estimation of brain connectivities, a proper classifier then is applied for diagnosis. The mostly widely-used classifiers include logistic regression, support vector machine [68], and random forests [38].
Chapter 3

The Two-Step Method for Cyclic and Large-Scale Causal Discovery

This chapter will focus on computational methods for causal discovery from fMRI data. In Chapter 3.1, I will first give a brief summary of recent developments in causal discovery. Then I will discuss the limitations of these approaches for causal discovery from fMRI data, which thus motivate our proposed two-step method. Next in Chapter 3.2, I introduce the two-step method for causal discovery in detail, including model definition and model estimation. The identifiability of the two-step method will be discussed in Chapter 3.3.

3.1 Background Knowledge and Motivation

Identification of causal relationships is a fundamental problem in neural science. Traditionally, interventions or randomized experiments are used for inferring causal relationships. However, conducting such experiments is often expensive or even impossible, and from their results it is not easy to construct quantitative causal models. Alternatively, one may perform causal discovery from passively observational data.

What kind of information can help to identify causal relationships? Correlation is useful to indicate a predictive relationship. However, it is not sufficient to demonstrate the presence of causation. The famous phrase “Correlation does not imply causation” emphasizes that a correlation between two variables does not necessarily imply that one causes the other. Reichenbach’s Common Cause Principle [64] tries to link causality and statistical dependence. It says that if X and Y are statistical dependent, then there are three possible relations between X and Y: (1) X causes Y. (2) Y causes X. (3) A confounder Z influences both X and Y. There are other scenarios that may lead to the statistical dependence, such as selection bias on X and Y [86], nonstationarity [40, 41, 87], and coincidence.

Then how can we infer the causal structure from observational data in a principled way? The past few decades have seen the development of causal discovery. Roughly speaking, there are four types of methods.

- **Granger causality.** Granger causality [31] is a statistical concept of causality based on prediction. It relies on two principles: (1) The cause happens prior to its effect. (2) The
cause has unique information about the future values of its effect. According to Granger causality, if a signal $X_1$ “Granger-causes” a signal $X_2$, then past values of $X_1$ should contain information that helps predict $X_2$ above and beyond the information contained in past values of $X_2$ alone.

**Constraint-based methods.** Based on some assumptions to relate statistical properties of the data and the causal structure, constraint-based methods use statistical tests (conditional independence tests) to find the causal skeleton and determine the orientations of edges up to the Markov equivalence class; all members of such a class share the same conditional independence relationships. The required assumptions include the causal Markov condition and the faithfulness assumption, which entail a correspondence between separation properties in the underlying causal structure and statistical independence properties in the data. Usually the constraint-based method consists of two components: conditional independence test and search method. The PC algorithm [73], developed by Peter Spirtes and Clark Glymour, is the most-widely used constraint-based method. It efficiently searches for acyclic causal relations among a set of variables up to the Markov equivalence class.

Extensions of the PC algorithm include conservative PC (CPC) [61], fast causal inference (FCI) [73], and cyclic causal discovery (CCD) [65]. The CPC algorithm requires a weaker assumption of faithfulness for asymptotically correct results, compared to PC. FCI allows for hidden common causes and selection bias; it recovers the causal graph up to an equivalence class in the presence of confounders – partial ancestral graph (PAG). CCD is a constraint-based method which further considers cycles and outputs a PAG.

**Score-based methods.** Score-based methods address causal structure learning as a model selection problem and are usually applied to learn a directed acyclic graph (DAG). They define a score function that measures how well a Bayesian network fits the observed data and searches through possible network structures to find the best scored causal network. Similar to constraint-based methods, score-based methods have two components: proper score functions and search methods. Current prevailing methods usually assume a particular model class to describe causal mechanisms and data distributions; widely-used score functions include the BIC/MDL score for linear-Gaussian models and the BDeu/BDe score for discrete data [12, 37]. A generalized score function [42] has been proposed recently, which does not assume a particular model class to describe causal mechanisms or data distributions. It can deal with a wide range of nonlinear causal relations and a wide class of data distributions, including non-Gaussian data and mixed continuous and discrete data. It also applies to variables with different dimensions. Their proposed generalized score functions is based on the characterization of general (conditional) independence relationships between random variables, making use of kernels. One can use either cross-validated likelihood or marginal likelihood as score functions, both of which have shown to be statistically consistent in model selection under mild assumptions.

One of the most popular search methods is the greedy equivalence search (GES) algorithm [16]. It searches through the space of Markov equivalence class and outputs a causal Markov equivalence class. It constitutes two phases: the forward phase and the backward
phase. In the forward phase, it adds an edge greedily in each step, which maximizes the score function. It has been shown that all independence constraints in the resulting equivalence class from the first phase hold in the true data distribution. In the backward phase, it deletes edges also in a greedy manner. Asymptotically, it guarantees to find the Markov equivalence class which is consistent to the data generative distribution. It has shown to be more computational efficient compared to greedy search hill climbing, which searches through the DAG space.

- **Functional causal models.** The functional causal model (FCM)-based approach is a statistical technique for estimating and testing causal relations using a combination of statistical data and qualitative causal assumptions. For each variable $X_i$, $i = 1, \cdots, m$, in a DAG $G$, a FCM can be represented as
  \[ X_i = f(\text{PA}_i^G, E_i), \]
  with independent noise terms $p(E_1, \cdots, E_m) = \prod_{i=1}^m p(E_i)$.
  Recent developments in causal discovery have shown that by properly constraining the model class, the causal direction can be identifiable; that is, when we estimate the FCM in the right causal direction, the estimated noise term is independent of the hypothetical causes, but the independence does not hold in the anti-causal direction. Constrained functional causal models, which have shown to be identifiable, include the linear non-Gaussian acyclic model (LiNGAM) [72], the nonlinear additive noise model [39, 83], and the post-nonlinear model [84].

  Usually we assume that the data are independent, identically distributed (i.i.d.). More recently, it has been shown that distribution shifts (e.g. the nonstationarity) provide further benefits for causal direction identification [87], which can be regarded as a kind of soft intervention.

  Most methods in causal discovery, e.g., PC, all score-based methods, LiNGAM, nonlinear additive noise model, and post-nonlinear model, assume that the underlying causal graph is acyclic. Two methods, which can handle feedback loops, are CPC and linear non-Gaussian model (LiNGM) [51]. However, they have their own limitations. The CPC algorithm makes use of conditional independence tests to recover the causal graph up to an equivalence class—the partial ancestral graph (PAG). Graphs in a PAG share the same conditional independence, but they may have different skeletons and orientations (Figure 3.1). LiNGM belongs to the constrained functional causal model. Under the assumptions that the cycles are disjoint and that there are no self loops, the recovered stable graph is unique. The limitation of LiNGM is that it only works well on low-dimensional settings, especially when the sample size is small. A recent work [66] compares most causal discovery algorithms on simulated fMRI data.

  Brain signals from fMRI have the following characteristics. First, the connections between brain signals usually have feedback loops. Second, the spatial resolution of fMRI signal is usually high, while the temporal resolution is relatively low. The high spatial resolution leads to a large set of variables for analysis, which increases computational complexity and difficulty in causal discovery. The low temporal resolution, as well as limited scanning period, results in limited data points which are available for analysis. The high dimensionality and limited sample size lead to the “high-dimensional problem”, which raises statistical challenges for estimation. The low temporal resolution also reduces time-lagged influences and increases instantaneous
influences between brain signals [30].

Therefore, it is necessary to develop new causal discovery approaches, which are suitable for fMRI data analysis. Particularly, it should be able to handle feedback loops, and it should be computationally efficient and statistically reliable for high-dimensional settings with limited sample size.

We propose a two-step method to learn the causal structure between regions of interests (ROIs) for each subject. The proposed approach is able to recover the whole causal structure reliably, including feedbacks among brain regions. It contains two steps. In the first step, we learn a superset of the underlying causal skeleton. In the second step, we identify the causal influence strength between ROIs for each subject. Particularly, the second step relies on the constrained functional causal model, which represents the effect as a function of the direct causes together with an independent noise term. After certain transformations, it reduces to an estimation of independent component analysis (ICA). The resulting causal structure is uniquely identifiable under certain conditions. The results from the first step are used as constraints of connections in the second step, which makes the estimation faster and more reliable, especially in the high-dimensional case.

3.2 Model Definition and Estimation

As the name suggests, the two-step method for cyclic and large-scale causal discovery contains two steps. In the first step, it learns a superset of the causal skeleton, which is used as constraints of connections for the second step. In the second step, it uniquely identifies the causal structure, as well as causal strength, in a computationally efficient and statistically reliable way.

3.2.1 First Step: Learning a Superset of Causal Skeleton

In the first step, we learn a superset of the causal skeleton between ROIs. We denote by $O$ the learned causal skeleton from the first step, where $O_{jk} = 1$ means that ROI $k$ is adjacent to ROI $j$ from the first step; otherwise, $O_{jk} = 0$. $O$ is symmetric. For computational efficiency, we let all subjects share the same adjacent matrix $O$ from the first step.

Suppose that we have $n$ subjects in total, from the group of TCs and that of ASD. Further suppose that there are $m$ ROIs for each subject, and that there are $T$ data points per ROI per subject. Let the data for each subject be represented as $x^{(i)} (i = 1, \cdots, n)$, which is a $m \times T$ matrix. We concatenate the data from all subjects and denote it as $\tilde{x} = [x^{(1)}, \cdots, x^{(n)}]$. Let $\tilde{x}_j$
where \( \beta_{jk} \) is the regression coefficient, \( \lambda \) is the parameter in the regularization term to control the sparsity of \( \beta \), and \( \tilde{\beta}_{jk} \) is a consistent estimator of \( \beta_{jk} \). The consistent estimator \( \tilde{\beta}_{jk} \) is estimated by Least Mean Squares regression

\[
\tilde{\beta}_{jk} = \arg\min_{\beta_{jk}} \left\{ \| \tilde{x}_j - \sum_{k \neq j} \beta_{jk} \tilde{x}_k \|_2^2 + \frac{\log nT}{2} \cdot \lambda \sum_{k \neq j} |\beta_{jk}|/|\tilde{\beta}_{jk}| \right\},
\]

(3.1)

where \( \beta_{jk} \) is the regression coefficient, and \( \lambda \) is the parameter in the regularization term to control the sparsity of \( \beta \), and \( \tilde{\beta}_{jk} \) is a consistent estimator of \( \beta_{jk} \). The consistent estimator \( \tilde{\beta}_{jk} \) is estimated by Least Mean Squares regression, we apply it to (3.1) to estimate \( \beta_{jk} \).

We set a threshold \( \alpha \) on \( \beta_{jk} \). If \( \tilde{\beta}_{jk} \) is above the threshold, then \( O_{jk} = 1 \); otherwise, \( O_{jk} = 0 \). Finally, we symmetrize \( O \): set \( O_{jk} = 1 \), if \( O_{kj} = 1 \), \( \forall \ j, k \). The diagonal entries of \( O \) are constrained to be zero, which excludes self loops.

The learned superset of causal skeleton \( O \) removes a large number of edges which do not exist in any subjects. It is used as a mask of possible edges in the second step: we fix those connections for all subjects to be zero if corresponding entries in \( O \) are zero. It helps to make the estimation in the second step faster and more reliable, especially when the dimensionality is high.

### 3.2.2 Second Step: Identification of Causal Influences

Following from the notation in Chapter 3.2.1, we further denote the data for the \( i \)th subject and the \( j \)th ROI as \( x_j^{(i)} \) \((i = 1, \ldots, n, j = 1, \ldots, m)\) and denote its direct causes as \( pa_j^{(i)} \). Suppose that \( x_j^{(i)} \) has the following data generating process

\[
x_j^{(i)} = \sum_k b_{jk}^{(i)} pa_{j,k}^{(i)} + \mu_j^{(i)},
\]

(3.2)

where \( pa_{j,k}^{(i)} \) is the \( k \)th direct cause of \( x_j^{(i)} \) with \( pa_j^{(i)} = \{pa_{j,k}^{(i)}\}_k \), \( b_{jk}^{(i)} \) represents corresponding causal coefficients, and \( \mu_j^{(i)} \) represents the disturbance term due to omitted factors, which are assumed to be non-Gaussian distributed and are independent of each other.

By considering all ROIs simultaneously, equation (3.2) can be represented in the matrix form:

\[
x^{(i)} = B^{(i)} x^{(i)} + U^{(i)},
\]

(3.3)

where \( B^{(i)} = \{b_{jk}^{(i)}\}_{j,k} \) and \( U^{(i)} = \{\mu_j^{(i)}\}_j \). By moving \( x^{(i)} \) to the left side, we have \( x^{(i)} = (I - B^{(i)})^{-1} U^{(i)} \). Since all terms in \( U^{(i)} \) are non-Gaussian distributed and are independent of each other, it turns to be an ICA-based problem [51,72]. Let \( W^{(i)} = I - B^{(i)} \).
**Model estimation** We estimate the demixing matrix $W^{(i)}$ by maximizing the following penalized log-likelihood based on adaptive lasso

$$
\mathcal{L}_\lambda = \sum_{i=1}^n \sum_{t=1}^T \sum_{j=1}^m \log p_j^{(i)}(w_j^{(i)T}x^{(i)}(t)) + T \log |W^{(i)}| - \lambda \sum_{i,j,k} |W_{jk}^{(i)}/W_{jk}^{(i)}|, \quad (3.4)
$$

with the log-likelihood [45]

$$
\mathcal{L} = \sum_{i=1}^n \sum_{t=1}^T \sum_{j=1}^m \log p_j^{(i)}(w_j^{(i)T}x^{(i)}(t)) + T \log |W^{(i)}|, \quad (3.5)
$$

where $w_j^{(i)T}$ is the $j$th row of $W^{(i)}$, $p_j^{(i)}(\cdot)$ is the probability density function, $x^{(i)}(t)$ is the $t$th data point of $x^{(i)}$, $\lambda \sum_{i,j,k} |W_{jk}^{(i)}|/W_{jk}^{(i)}$ is the penalty term to enforce sparsity on $W^{(i)}$, and $\dot{W}_{jk}^{(i)}$ is a consistent estimator of $W_{jk}^{(i)}$ estimated by

$$
\dot{W}_{jk}^{(i)} = \arg \max_{W_{jk}^{(i)}} \left\{ \sum_{i=1}^n \sum_{t=1}^T \sum_{j=1}^m \log p_j^{(i)}(w_j^{(i)T}x^{(i)}(t)) + T \log |W^{(i)}| \right\}.
$$

In practice, we found that $W_{jk}^{(i)}$ are not reliably estimated, because the duration of fMRI scan for each subject is short, i.e., the sample size is small. To deal with this issue, we leverage all subjects to better estimate shared parameters, by constraining that the differences between subjects are small, which leads to much larger sample size. We modify the model estimation in (3.4) to

$$
\tilde{\mathcal{L}}_\lambda = \mathcal{L} - \sum_{i,j,k} P_\lambda(W_{jk}^{(i)}) - \sum_{i_1 \neq i_2,j,k} P_\gamma(W_{jk}^{(i_1)} - W_{jk}^{(i_2)}), \quad (3.6)
$$

where $P_\lambda(W_{jk}^{(i)})$ and $P_\gamma(W_{jk}^{(i_1)} - W_{jk}^{(i_2)})$ are two regularization terms, with $P_\lambda(W_{jk}^{(i)}) = |W_{jk}^{(i)}|$ and $P_\gamma(W_{jk}^{(i_1)} - W_{jk}^{(i_2)}) = |W_{jk}^{(i_1)} - W_{jk}^{(i_2)}|$. By enforcing sparsity on $W^{(i)}$ and $W^{(i_1)} - W^{(i_2)}$, it reduces model complexity and makes parameter estimation more reliable. In addition, the sparsity on $W^{(i)}$ ensures that each ROI is influenced by a small number of causes. The sparsity on the difference $W^{(i_1)} - W^{(i_2)}$ ensures the similarity of connections across subjects. It has been shown that under the irrepresentable condition given in [88], lasso regression is asymptotically consistent in model selection.

Since $|w|$ is not differentiable at the origin, we cannot directly use the gradient-based learning rule to optimize the objective function when $\omega$ is around zero. We use $tanh(m\omega)$ to approximate the derivative of $|\omega|$ [82], where $m$ is a constant value. Then $P_\lambda(\omega)$ can be approximated by $\lambda \cdot tanh(m\omega)$.

The demixing matrix $W^{(i)}$ then can be updated by gradient descent,

$$
W^{(i)} = W^{(i)} + \eta \cdot \Delta W^{(i)} \quad (3.7)
$$

with

$$
\Delta W^{(i)} = (W^{(i)T})^{-1} E \left\{ g(W^{(i)}x^{(i)}x^{(i)T}) - \sum_i P'_\gamma(|W^{(i)}|) - \sum_{i_1 \neq i_2} P'_\lambda(|W^{(i_1)} - W^{(i_2)}|) \right\}. \quad (3.8)
$$
where \( P'_{\gamma}(|W^{(i)}|)_j = P'_{\gamma}(|W^{(i)}|) = \tanh(m|W^{(i)}_j|) \), \( P'_{\lambda}(|W^{(i)}_1 - W^{(i)}_2|)_j = P'_{\gamma}(|W^{(i)}_1 - W^{(i)}_2|) = \tanh(m|W^{(i)}_1 - W^{(i)}_2|) \), and \( g = [g_1; \ldots; g_j; \ldots; g_m] \) is a function defined as

\[
g_j(\mu_j) = \frac{\partial}{\partial \mu_j} \log(p(\mu_j)) = \frac{p'(\mu_j)}{p(\mu_j)},
\]

with the density function \( p(\cdot) \) estimated by kernel density estimation.

For those entries which are zero in \( O \) derived from the first step, we fix the corresponding entries to be zero in \( B^{(i)} = I - W^{(i)} \); that is, there are no direct causal connections between those variables. Denote \( \tilde{O} = I - O \). We apply the mask \( \tilde{O} \) to \( \Delta W^{(i)} \)

\[
\Delta \tilde{W}^{(i)} = \tilde{O} \odot \Delta W^{(i)}
\]

and to \( W^{(i)} \)

\[
\tilde{W}^{(i)} = \tilde{O} \odot W^{(i)}
\]

to guarantee corresponding entries to be constantly zero, where \( \odot \) represents the dot product.

Then the update rule of \( \tilde{W}^{(i)} \) is

\[
\tilde{W}^{(i)} = \tilde{W}^{(i)} + \eta \cdot \Delta \tilde{W}^{(i)} \quad (3.9)
\]

**Initialization of \( W^{(i)} \)** To guarantee the stability of resulting estimation, the initial value of \( W^{(i)} \) is set in the following way.

- Set \( W_0 = \tilde{O} \odot (I - \beta) \).
- Perform ICA on \( \tilde{x} \) with adaptive lasso regularization, with the initial demixing matrix \( W_0 \). Denote the estimation as \( \tilde{W}_0 \). The matrix \( \tilde{W}_0 \) is used as a initialization of \( W^{(i)} \) \( (i = 1, \ldots, n) \).

Let \( \tilde{W} \) represent the estimation of \( \tilde{W} \). The causal influence strength matrix for subject \( i \) is \( \tilde{B}^{(i)} = I - \tilde{W} \). Algorithm 1 gives the procedure of the two-step method.

### 3.3 Model Identification

We say that a causal model is identifiable if the objective function \( L \) has a unique optimal at \( W = W^* \) when the sample size is large enough, i.e., for any \( W' \neq W^* \), \( L(W') < L(W^*) \). If the model is identifiable, then we can uniquely identify the causal structure asymptotically, since there is one and only one underlying causal structure.

#### 3.3.1 Identifiability of ICA

In the second step of the two-step method, we make use of the ICA estimation, so we first give the identifiability condition of ICA.

Let \( X \) represent observed variables. For \( X = AS \) with sources in \( S \) being independent of each other, if one of the following two conditions are satisfied \([17][25]\):

1. \( X \) is linearly independent of \( S \).
2. \( X \) is linearly independent of \( S \) and \( X \) is non-Gaussian.

Algorithm 1 gives the procedure of the two-step method.
Algorithm 1 The two-step method for cyclic and large-scale causal discovery

**Input:** Observed data $x^{(i)}$ ($i = 1, \cdots, n$)

**Output:** Causal influence strength $B^{(i)}$ for each subject

1. The first step: learning a superset of causal skeleton
   \[
   \hat{\beta} = \text{Least Mean Square regression } (\bar{x}) \\
   \hat{\beta} = \text{Adaptive lasso regression}(\bar{x}, \hat{\beta}) \\
   O = (|\hat{\beta}| > \alpha) \\
   O = O + O^T \\
   O = (O \neq 0)
   \]

2. The second step: identifying the causal influences
   \[
   W_0 = \hat{O} \odot (I - \beta) \\
   \hat{W}_0 = \text{ICA with adaptive lasso } (\bar{x}) \\
   \text{Initialize } \hat{W}^{(i)} = \hat{W}_0, \Delta W = 0 \\
   \text{while } \|\Delta W\|_1 > 1e^{-6} \text{ do} \\
   \quad \Delta W = 0 \\
   \quad \text{for } i = 1 \text{ to } n \text{ do} \\
   \quad \quad \Delta \hat{W}^{(i)} = \hat{O} \odot \Delta W^{(i)} \\
   \quad \quad \hat{W}^{(i)} = \hat{W}^{(i)} + \eta \Delta \hat{W}^{(i)} \\
   \quad \quad \Delta W = \Delta W + \Delta \hat{W}^{(i)} \\
   \quad \text{for } i = 1 \text{ to } n \text{ do} \\
   \quad \quad B^{(i)} = I - \hat{W}^{(i)}
   \]

- there is no Gaussian sources in $S$;
- $A$ is full column rank and at most one source is Gaussian;
then the mixing matrix $A$ can be identified up to scale and permutation.

In our scenario, the mixing matrix $A = W^{-1}$ is full column rank, so we allow that at most one error term is Gaussian.

### 3.3.2 Identifiability of Causal Model with Two-Step Method

We will show that under certain assumptions the two-step method can uniquely identify the underlying causal structure, without scale and permutation ambiguity. Particularly, the first step provides a superset of underlying causal skeleton. We first show that from the first step all true causal edges are kept, but there may exist spurious edges.

In the first step, we concatenate the data from $n$ subjects and learn a adjacency matrix $O$ on the concatenated datasets. Theorem 1 shows that if we do adaptive lasso regression on each subject separately, the learned adjacency matrix $O^{(i)}$ for subject $i$ is the moral graph of its causal graph. We first give the definition of the moral graph on the directed cyclic graph.

**Definition 1.** The moral graph $M(G)$ of a directed cyclic graph $G$ is an undirected graph that contains an undirected edge between variable $X$ and $Y$, if
- there is a directed edge between them in either direction,
- or $X$ and $Y$ are the parents of the same variable.
Lemma 1. Let $O^{(i)}$ represent the adjacency matrix by doing adaptive lasso regression on the $i$th subject, $C^{(i)}$ the causal graph of the $i$th subject, and $U^{(i)}$ the noise terms in the functional causal model of the $i$th subject. Let $\sigma_{j}^{2(\cdot)}$ be the variance of noise term of $j$th ROI, i.e., $U_{j}^{(i)}$. Then under the condition that

$$\forall j \neq k, \text{if } B_{jk}^{(i)} \cdot B_{kj}^{(i)} \neq 0, -B_{jk}^{(i)} \sigma_{j}^{2(\cdot)} - B_{kj}^{(i)} \sigma_{k}^{2(\cdot)} + \sum_{r \neq j, r \neq k} B_{rj}^{(i)} B_{rk}^{(i)} \sigma_{r}^{2(\cdot)} \neq 0,$$

(3.10)

$O^{(i)}$ is the moral graph of $G^{(i)}$.

Proof. Since $X^{(i)} = (I - B^{(i)})^{-1}U^{(i)}$, the covariance matrix of $X^{(i)}$ can be represented as

$$C_{X}^{(i)} = (I - B^{(i)})^{-1}C_{U}^{(i)}(I - B^{(i)})^{-T},$$

where $C_{X}^{(i)}$ and $C_{U}^{(i)}$ are the covariance matrices of $X^{(i)}$ and $U^{(i)}$, respectively. Then the inverse covariance matrix $P_{X}^{(i)}$ is

$$P_{X}^{(i)} = C_{X}^{(i)}^{-1} = (I - B^{(i)})^{T}C_{U}^{(i)}^{-1}(I - B^{(i)}).$$

Since $U^{(i)}$ is independent with each other, $C_{U}^{(i)}$ is a diagonal matrix, so is $C_{U}^{(i)}^{-1}$. The $(j, k)$th entry of $P_{X}^{(i)}$ is

$$P_{jk}^{(i)} = -B_{jk}^{(i)} \sigma_{j}^{2(\cdot)} - B_{kj}^{(i)} \sigma_{k}^{2(\cdot)} + \sum_{r \neq j, r \neq k} B_{rj}^{(i)} B_{rk}^{(i)} \sigma_{r}^{2(\cdot)},$$

which represents the partial correlation between $X_{j}^{(i)}$ and $X_{k}^{(i)}$ given all remaining variables.

Under the condition that if $B_{jk}^{(i)} \neq 0$ or $B_{kj}^{(i)} \neq 0$, with adaptive lasso regression, all variables in the Markov blanket of the target variable will be in the set of predictors with nonzero coefficients. Thus, all variables in its Markov blanket will have a connection with the target variable.

From Lemma 1 we have $S(G^{(i)}) \subseteq S(O^{(i)})$ for $i = 1, \ldots, n$, where $S(\cdot)$ represent the skeleton of corresponding graph. The following theorem shows that the skeleton of the union of the moral graph $O^{(i)}$ is a subset of $O$.

Lemma 2. Let $O$ be the adjacency matrix estimated from the first step, and let $O^{(i)}$ represent the adjacency matrix by doing adaptive lasso regression on the $i$th subject ($i = 1, \ldots, n$). Then $\cup_{i} S(O^{(i)}) \subseteq S(O)$.

Theorem 1. Let $O$ be the adjacency matrix estimated from the first step. For any subject $i$, under the condition given in (3.10), its causal skeleton $S(G^{(i)})$ is a subset of $S(O)$.

Proof. From Lemma 1 it is easy to infer that $\cup_{i} S(G^{(i)}) \subseteq \cup_{i} S(O^{(i)})$. From Lemma 2 we have $\cup_{i} S(O^{(i)}) \subseteq S(O)$, and then $\cup_{i} S(G^{(i)}) \subseteq S(O)$. Therefore, $S(G^{(i)}) \subseteq S(O)$.

The estimation from the first step gives a superset of the causal skeleton. We summarize possible sources of spurious edges.
1. From the moralization of the causal structure:

If \(X\) and \(Y\) are the parents of the same node in \(G^{(i)}\), and they are not directly connected. However, in the moral graph \(O^{(i)}\), \(X\) and \(Y\) are connected, and so is in \(O\). Figure 3.2 gives an illustration.

2. From the inconsistent causal structure across subjects:

Suppose that a subset of subjects (denoted as \(I_1\)) have causal edges from ROI \(j\) to ROI \(k\), while others (denoted as \(I_2\)) do not. Our method will include the edge \(i - j\) in \(O\), which is spurious for those in \(I_2\).

3. From the distribution shift across subjects:

The spurious edges may result from heterogeneity, e.g. in the case when data from different subjects have different probability distributions and the changes of different ROIs are dependent. If concatenating different subjects, it may lead to spurious edges [87]. Figure 3.3 gives an illustration.

![Figure 3.2: Moralization of causal graph. (a) Acyclic case. (b) Cyclic case.](image)

![Figure 3.3: An illustration on how changes in the causal model may lead to spurious edges; \(g(C)\) indicates that corresponding causal modules change across subjects. (a) The true causal graph (including confounder \(g(C)\)). (b) The estimated conditional independence graph on the observed data in the asymptotic case.](image)

Next, we are going to show that the second step can uniquely identify the causal structure, if the underlying causal model is stable and the cycles are disjoint. A general way to express stability is \(\lim_{t \to \infty} B^t = 0\), where \(B\) is the causal influence matrix; it is mathematically equivalent to: for all eigenvalues \(e\) of \(B\), \(|e| < 1\) [51]. We first show that without the stability and disjoint-cycle assumptions, the causal model is identifiable up to the population distribution; that is, all causal models entail the same probability distribution.

**Lemma 3.** If the underlying causal relations are linear, and the error terms are jointly independent with at most one being Gaussian, then under the condition given in (3.10), the two-step method outputs causal models that entail the probability distribution in the large sample limit.
Proof. We have shown that all true edges will be kept from the first step. In the second step, we make use of ICA estimation. ICA gives pointwise consistent estimation up to the population distribution \cite{17} under the assumptions listed in Chapter 3.3.1. Since adaptive lasso is unbiased, in the large sample limit, the estimation of the two-step method is pointwise consistent up to the population distribution. 

Now we show that by adding the stability and disjoint-cycle assumptions, the causal model is uniquely identifiable.

Lemma 4 \((\cite{51})\). Suppose that a causal model \(M\) with disjoint cycles entails a distribution \(Q\), and that it is stable. Then for any other causal model \(M'\) which entails the same distribution, \(M'\) is not stable.

Lemma 4 infers that with the stability and disjoint-cycle conditions, causal model \(M\) is identifiable; that is, there is one and only one causal model which satisfies the conditions. However, it should be noted that with ICA, the row sequence of \(W\) is not determined; that is, the output directly from ICA may be not stable, and further permutation is required to get a stable solution. To achieve the goal that the output directly from ICA is stable, in the two-step method we ensure that the initial value of \(W^{(i)}\) and its update in every iteration are stable.

Theorem 2. Suppose that the underlying causal structure is stable. Further suppose that the cycles contained in the underlying graph are disjoint, and there are no self loops. Then under the condition given in (3.10), with the two-step method, the causal model is identifiable, and the output from the two-step method directly gives the stable solution.

Proof. From Lemma 3 and Lemma 4, the two-step method is uniquely identifiable under the stable and disjoint-cycle conditions. By constraining that the initial value of \(W^{(i)}\) and its update in every iteration is stable, the output from the two-step method directly gives the stable solution. 

3.3.3 Discussion

The two-step method for cyclic and large scale causal discovery is computationally and statistically efficient.

Cyclic causal discovery: The two-step method is able to handle causal graph with cycles. By making use of the independence constraints that the error terms are independent of each other, the two-step method is able to handle cycles. With the assumption that the cycles are disjoint, then the stable solution is unique.

Large-scale causal discovery: The first step learns a superset of the causal structure, which acts as constraints of connections in the second step. The first step can be done in parallel, and thus, the first step is appropriate for large-scale problems. The original ICA cannot handle large-scale problems, with the computational complexity \(O(m(m+1)nT \cdot N)\), where \(N\) is the number of iterations in the estimation. Fortunately, with the constraints from the first step, the number of parameters that need to be estimated in the second step are greatly reduced. Therefore, the two-step method is appropriate for large-scale problems.

For the first step, alternatively, one can use fast adjacency search (FAS) \cite{73}, the first step of PC, to find a superset of causal skeleton.
In neuroscience, it is often the case that there are unmeasured confounders. If we ignore the confounders, we may have spurious edges. The two-step method can be extended to cover the confounder case, by replacing equation (3.3) with

\[ \mathbf{x}^{(i)} = \mathbf{B}^{(i)} \mathbf{x}^{(i)} + \mathbf{M}^{(i)} \mathbf{C}^{(i)} + \mathbf{U}^{(i)}, \]

where \( \mathbf{M}^{(i)} \) is a vector indicating which observed variables are affected by unmeasured confounders, \( \mathbf{C}^{(i)} \) is a vector of unmeasured confounders, if they exist, and \( \mathbf{U}^{(i)} \) is the vector of mutually independent noise terms. By reorganizing the above equation, we have

\[ \mathbf{x}^{(i)} = (\mathbf{I} - \mathbf{B}^{(i)})^{-1} (\mathbf{M}^{(i)} \mathbf{C}^{(i)} + \mathbf{U}^{(i)}), \]

where \( \mathbf{M}^{(i)} \mathbf{C}^{(i)} + \mathbf{U}^{(i)} \) defines the unmeasured components, which are not necessarily mutually independent because of the possible presence of unmeasured confounders in \( \mathbf{C}^{(i)} \). Thus, generally speaking, it does not follow the ICA model. Instead, the equation corresponds to the independent subspace analysis (ISA) model [32, 77]: The components in \( \mathbf{M}^{(i)} \mathbf{C}^{(i)} + \mathbf{U}^{(i)} \) can be divided into mutually independent variables or groups of variables, where the variables within the same group are not independent. Each of these groups is a set of confounders plus noise terms that influence one another or are influenced by some common unknown mechanism. Under mild assumptions, the solution to ISA can be found by applying ICA and then testing for the independence between the ICA outputs. Otherwise, if there are no confounders, the equation is a standard ICA model.
Chapter 4

Autism Spectrum Disorder Diagnosis on ABIDE Dataset

In this chapter, we identify atypical connectivities on Autism Brain Imaging Data Exchange (ABIDE) dataset for ASD diagnosis (Chapter 4.1). Particularly, we use the two-step method to learn causal influence strength as candidate features and further perform feature selection and support vector machine for diagnosis (Chapter 4.2). Experimental results demonstrate the effectiveness of the proposed methods (Chapter 4.3).

4.1 Datasets

We used resting-state functional magnetic resonance imaging (R-fMRI) data from ABIDE I dataset [23]. ABIDE I is a publicly available dataset that involves R-fMRI, structural magnetic resonance imaging, and phenotype information for individuals with ASD and TCs, aggregated from 16 international sites. Briefly, ASD was determined by either 1) combining clinical judgment with gold standard diagnostic instruments–ADOS and/or ADI-R or 2) using these gold standard diagnostic instruments only. Across collections, R-fMRI acquisition durations varied from five to eight minutes per individual. In most collections, individuals were verbally asked to keep their eyes open. All R-fMRI data were acquired using 3 Tesla scanners. Sequence parameters of R-fMRI datasets at each data collection site vary and can be found in [23].

We used a publicly available preprocessed version of this dataset provided by the Preprocessed Connectome Project initiative [19]. Specifically, we used the data processed by Connectome Computation System (CCS). Data were further selected based on the data quality. For quality assessment, the Preprocessed Connectome Project quality assurance protocol was used [1]. They include spatial metrics of scanner performance, such as incomplete brain coverage, ghosting, contrast to noise ratio, and artifactual voxel detection, and temporal metrics to quantify head motion [23].

To reduce the dimensionality of the estimated connectomes and to improve the interpretability of results, connectome nodes were defined from regions of interest (ROIs). Particularly, we applied the Automated Anatomical Labeling (AAL) atlas on the voxel data, resulting in 116 ROIs. The time series of each node for analysis is the averaged voxel signals within each ROI.
For statistical reliability, we chose the datasets with the largest sample sizes. We used three datasets from University of Michigan (48 TCs and 30 individuals with ASD), from New York University (86 TCs and 74 individuals with ASD), and from University of Utah, School of Medicine (26 TCs and 43 individuals with ASD). See Appendix for subjects used in our experiments.

4.2 Methods

We used the two-step method to estimate causal influence strength. Then with the estimated causal influence strength as candidate features, we further performed feature selection and classification for ASD diagnosis.

4.2.1 Two-Step Method for Causal Influence Estimation

We used the two-step method, which is introduced in Chapter 3, to learn the causal connectivities between ROIs for each subject. The two-step method is able to recover the whole causal structure efficiently, including feedbacks among brain regions. It contains two steps. In the first step, it learns a superset of the underlying causal skeleton. The results from the first step are used as constraints of connections in the second step, which makes the estimation faster and more reliable, especially in the high-dimensional case. In the second step, it identifies causal structure and causal influence strength between ROIs for each subject. Particularly, the second step relies on constrained functional causal model, which represents the effect as a linear function of the direct causes and an independent noise term:

\[ X = BX + U. \]

The resulting causal structure is uniquely identifiable under certain conditions.

Following the procedures and notations described in Chapter 3, we applied the two-step method to the three datasets separately. In the first step, the regularization parameter \( \lambda \) in adaptive lasso is set \( \lambda = 0.01 \). The threshold \( \alpha \) on \( \hat{\beta} \) is set \( \alpha = 0.01 \); if \( \hat{\beta}_{jk} > \alpha \), \( O_{jk} = 1 \), and otherwise, \( O_{jk} = 0 \). In the second step, the regularization parameters in equation (3.6) is set \( \lambda = 0.5 \) and \( \gamma = 0.5 \). The parameter \( m \) in \( \tanh(mw) \), which is used to approximate \( |w| \), is set \( m = 50 \). The above hyperparameters follow a general configuration. A better way may be to use cross-validation, but it is time-consuming. Finally, the estimated causal adjacency matrix is denoted as \( B \), with \( B_{jk} \) indicates the direct causal influence strength from ROI \( k \) to ROI \( j \).

We further considered indirect causal influences between two ROIs. For example, we used \( B + B^2 \) to indicate the sum of direct and one-step indirect causal influences, \( B + B^2 + B^3 \) to indicate direct and within two-step indirect causal influences, and \( B + B^2 + B^3 + \cdots \) to indicate total influence strength containing direct and all indirect causal influences; mathematically, \( B + B^2 + B^3 + \cdots \) can be efficiently estimated by \( (I - B)^{-1}B \). Besides causal influences, we also considered other information in the causal model, e.g., variance of estimated noise terms \( U \) and power spectrum of \( U \), which indicates frequency information of dynamic connectivity. Since the power spectrum of \( U \) is a sequence, we extracted the curvature of the power spectrum by fitting
a second-order polynomial regression function and used the coefficient to the quadratic term as an indicator of the power spectrum.

### 4.2.2 Feature Selection

In the case of high feature dimensionality and limited sample size, feature selection is an effective way to circumvent curse of dimensionality and enhance generalization by reducing overfitting. In our experiments, we performed both feature ranking and wrapper methods for feature selection.

**Feature ranking**

The estimated causal adjacency strength $B$ from the two-step method are used as features for diagnosis. With AAL atlas, we have 116 ROIs, resulting in $116 \times 116$ total number of features. With limited number of subjects in the fMRI recording, it may lead to overfitting. Thus, we first preformed feature selection to remove uninformative features to avoid overfitting.

Particularly, we applied two-sample t-test to choose a subset of features which are useful for prediction. The two-sample t-test is used to compare whether the average difference between two groups is really significant or is due to random error.

Let $\mu_c$ and $\nu_c$ represent the mean and variance of causal adjacency strength of TCs, with

$$
\mu_c = \frac{1}{|S_{TC}|} \sum_{i \in S_{TC}} B^{(i)}, \\
\nu_c = \frac{1}{|S_{TC}|} \sum_{i \in S_{TC}} (B^{(i)} - \mu_c)^2,
$$

where $S_{TC}$ indicates the set of subject ID in the group of TC, and $|S_{TC}|$ represents the number of TCs. Similarly, we estimate the mean $\mu_a$ and variance $\nu_a$ of causal adjacency strength of individuals with ASD, with

$$
\mu_a = \frac{1}{|S_{ASD}|} \sum_{i \in S_{ASD}} B^{(i)}, \\
\nu_a = \frac{1}{|S_{ASD}|} \sum_{i \in S_{ASD}} (B^{(i)} - \mu_a)^2,
$$

where $S_{ASD}$ indicates the set of subject ID in the group of ASD, and $|S_{ASD}|$ represents the number of individuals with ASD. Particularly, for the causal influence from ROI $k$ to ROI $j$, the t-statistic can be calculated as

$$
t_{jk} = \frac{\mu_{t,jk} - \mu_{a,jk}}{\sqrt{v_{jk} \left( \frac{1}{|S_{TC}|} + \frac{1}{|S_{ASD}|} \right)}},
$$

where $v_{jk} = \frac{(|S_{TC}|-1)\nu_{c,jk} + (|S_{ASD}|-1)\nu_{a,jk}}{|S_{TC}| + |S_{ASD}| - 2}$. We chose the subset of features whose $p$ values are smaller than 0.05.

Furthermore, we considered other sets of features, including indirect causal influences $B + B^2$ and $B + B^2 + B^3$, total causal influence $B + B^2 + B^3 + \cdots$, variance of noise term $U$, and frequency information of dynamic connectivity. For all those features, we performed the same two-sample t-test for feature selection and chose the subset of features with significance level 0.05.
Wrapper methods

Feature ranking does not consider joint effects between features, where selected features may be redundant. It has been shown that selecting the most relevant features is usually suboptimal for building a predictor, particularly if the features are redundant [10, 33, 50]. Thus, after feature ranking, we performed wrapper methods, which use the prediction performance of a given learning machine to assess the relative usefulness of subsets of features. In practice, one needs to define: (i) how to search the space of all possible feature subsets; (ii) how to assess the prediction performance of a learning machine to guide the search and halt it; and (iii) which predictor to use [33].

Specifically, in our experiments, we exploited forward greedy search strategy to search the space of possible feature subsets; features are progressively incorporated into larger and larger subsets in a greedy way. It has been shown that greedy search strategies are computationally advantageous and are robust against overfitting [33]. We used out-of-sample prediction performance to evaluate the usefulness of a subset of features, and the search procedure is halted when the prediction performance no longer improves. We used support vector machine to do prediction, which will be introduced in the next section.

In wrapper methods, we considered different sets of features:
- Direct causal influences $B$, variance of noise term, and frequency information of dynamic connectivity.
- Direct causal influences $B$.
- Variance of noise term.
- Frequency information of dynamic connectivity.

4.2.3 Support Vector Classification

With the available phenotype information from ABIDE dataset, diagnosis between TCs and individuals with ASD becomes a supervised learning problem. Specifically, we applied support vector machine (SVM) [68] on the selected features to do classification.

Denoted by $c_i$ the set of selected features and by $y_i$ its label information for the $i$th subject. Given a set of pairs $(c_i, y_i)$ with $i = 1, ..., n$ and $y_i \in \{1, -1\}$, the SVM aims to solve the following optimization problem:

$$
\min_{w,b,\zeta} \frac{1}{2} w^T w + C \sum_{i=1}^{n} \zeta_i,
$$

subject to

$$
y_i (w^T \phi(c_i) + b) \geq 1 - \zeta_i,
\zeta_i \geq 0,
$$

where $C > 0$ is the penalty parameter of the error term, and the training vector $c_i$ is mapped into a higher dimensional space by the function $\phi$. With the kernel trick $k(c_i, c_j) = \langle \phi(c_i), \phi(c_j) \rangle$, we do not need to learn $\phi$ explicitly. We used radial basis functions as kernels to learn a nonlinear classification rule, where $k(c_i, c_j) = \exp\left(-\frac{||c_i - c_j||^2}{2\sigma^2}\right)$, and $\sigma$ denotes the kernel width.
4.2.4 Implementation and Validation

We first learned causal adjacency strengths between ROIs using the two-step method (Chapter 4.2.1) as features, and then we did feature selection (Section 4.2.2) to remove uninformative features to avoid overfitting. We then performed classification between TCs and individuals with ASD by SVM (Section 4.2.3) using selected features. The algorithms were implemented in Matlab R2017a.

To estimate the prediction accuracy, we divided the data into training set and test set and performed leave-one-out prediction for model evaluation; each subject is used as the test set in turn. It is imperative to avoid using the label information from test subjects for training the model as this would result positively biased estimates of the prediction accuracy. Suppose that we have a set of pairs \( \{(X^{(i)}, y_i)\}_{i=1}^n \), where \( X^{(i)} \) is the BOLD signal, and \( y_i \in \{1, -1\} \) indicates the label; \( y_i = -1 \) means that the corresponding subject is autistic, and \( y_i = 1 \) means that the corresponding subject is typical control. Let \( S \) represent the IDs of all subjects with \( |S| = n \), \( S_{\text{train}} \) the IDs of training set, and \( S_{\text{test}} \) the IDs of test set. Algorithm 2 gives the diagnostic procedure of feature learning, feature selection, and classification.

Algorithm 2 Diagnostic procedure

**INPUT:** \( \{(X^{(i)}, y_i)\}_{i=1}^n \)

**Output:** leave-one-out prediction accuracy: Acc

%% Feature learning with two-step methods
\( \{B^{(i)}\}_{i=1}^n = \text{two-step} (\{X^{(i)}\}_{i=1}^n) \)

%% Feature selection and classification
Initialization: Acc = 0

for \( i = 1 \) to \( n \) do

\( S_{\text{test}} = i \)
\( S_{\text{train}} = S / S_{\text{test}} \)

Denote \((B_{\text{test}}, y_{\text{test}})\) as the feature of subjects \( S_{\text{test}} \)
Denote \((B_{\text{train}}, y_{\text{train}})\) as the feature of subjects \( S_{\text{train}} \)

Subset of features \( c = \text{feature ranking}(B_{\text{train}}, y_{\text{train}}) \)
Subset of features \( c' = \text{wrapper method}(c, y_{\text{train}}) \)

model = SVM\( (c', y_{\text{train}}) \)
\( \hat{y}_{\text{test}} = \text{model.predict}(X_{\text{test}}) \)
Acc = Acc + (\( \hat{y}_{\text{test}} == y_{\text{test}} \))
Acc = Acc / \( n \)
4.3 Experimental Results

In this section, we present the most notable trends emerging from our analyses, including intra-site and inter-site diagnostic accuracy, significant features for diagnosis, and properties of brain connectivity structure.

4.3.1 Intra-Site Diagnostic Accuracy

To evaluate the intra-site diagnostic accuracy, we separated each dataset into training set and test set, by training the model exclusively on training set and predicting on the test set; particularly, we used leave-one-out prediction performance for accuracy estimation. We used the direct causal connections $B$, the variance of noise term, and the frequency information of dynamic networks as features. To avoid overfitting, we reduced the number of features by both feature ranking (two-sample t-test) and wrapper methods (forward feature selection) in Section 4.2.2. Then the classification was performed by SVM introduced in Section 4.2.3. Table 4.1(a) gives the intra-site out-of-sample prediction accuracy on the three datasets. Besides the overall accuracy, it also gives the specificity and sensitivity, which measure the proportion of TCs and the proportion of ASD that are correctly identified, respectively. We compared with using Pearson’s correlation and partial correlation as features for classification in Table 4.1(b) and Table 4.1(c), respectively. For the partial correlation, we used the implementation from [67]. When evaluating the performance of correlation and partial correlation-based classification, we performed the same procedures as our methods in feature selection and classification. From experimental results shown in Table 4.1, with estimated causal model as features, it achieves much better diagnostic accuracy than using correlation and partial correlation on all datasets, improving more than 10%.

We also compared the diagnostic accuracy with different sets of features. Particularly, we considered the set of features with only direct causal influence strength $B$, the set with only noise variance, and the set with only frequency information in Table 4.2. It can be seen that with only direct causal influence strength as features, it does not make much difference in diagnostic accuracy; on UM and USM dataset it remains the same, while on NYU dataset it reduces a bit, from 82% to 79%. However, with only variance of noise term and only frequency information, it is less accurate. Therefore, the variance of noise term and frequency information may be less informative in diagnosis by themselves, compared to causal connectivities.

4.3.2 Inter-Site Diagnostic Accuracy

To further evaluate the generalization performance of our methods, we evaluated the inter-site prediction accuracy, with direct causal influences $B$, the variance of noise term, and the frequency information as features. Table 4.3 shows the inter-site prediction accuracy, i.e., using classifiers trained on the dataset from one site to predict the dataset on another site. For example, NYU $\rightarrow$ UM means that using classifiers trained on NYU to diagnose subjects from UM. Not surprisingly, the inter-site prediction is less accurate compared to intra-site prediction. Among intra-site predictions between different datasets, the prediction accuracies between USM and NYU are the highest. The reduction in inter-site accuracy may be due to heterogeneity between
Table 4.1: Intra-site prediction accuracy on the three datasets, with (a) estimated causal model, (b) correlation, and (c) partial correlation as features for classification.
Table 4.2: Intra-site diagnostic accuracy with different sets of features: (a) causal adjacency strength, (b) variance of noise term, and (c) frequency information of dynamic connectivity.
different datasets. We compared the prediction accuracy with baseline naive classifiers. The naive classifier is based on Zero-Rule, which simply predicts the majority class in the dataset. With naive classifier, the prediction accuracy on NYU, UM, and USM are 54%, 62%, and 62%, respectively. Therefore, the classifier we trained on the learned features are informative, outperforming the naive classifier.

|         | Accuracy | Specificity (TCs) | Sensitivity (ASD) |
|---------|----------|-------------------|-------------------|
| USM→NYU| 71%      | 70%               | 72%               |
| UM→NYU | 65%      | 83%               | 45%               |
| USM→UM | 62%      | 63%               | 60%               |
| NYU→UM | 67%      | 69%               | 63%               |
| UM→USM | 70%      | 58%               | 77%               |
| NYU→USM| 74%      | 77%               | 72%               |

Table 4.3: Inter-site diagnostic accuracy.

### 4.3.3 Identified Significant Features

The classification results shown above demonstrate the effectiveness of using the features learned with our methods for diagnosis; that is, the learned features in the two groups, the group of TCs and that of ASD, are informative for diagnosis. Next, we want to know which particular features, e.g., which causal influences, are significantly different between the two groups. To this end, we did significant test on each feature separately. Specifically, we used the two-sample t-test introduced in Section 4.2.2 with significance level 0.05.

Figure 4.1 shows the significant brain influences identified by two-sample t-test from the three datasets. The brain influences consist of direct causal influences $B$, sum of direct and finite-step indirect causal influences $B + B^2$ and $B + B^2 + B^3$, and total influence strength $B + B^2 + B^3 + \cdots$. For the $i$th row and $j$th column, a yellow entry indicates that the direct/indirect causal influence from ROI $j$ to ROI $i$ is significantly enhanced in the group of ASD; blue indicates that the causal influence is significantly reduced; green indicates that the causal influence is not significantly different. Note that here we did not separate direct from indirect causal influences, and there are no conflicts between them. For the NYU dataset, there are more enhanced influences than reduced ones. Specifically, the enhanced ones are mostly concentrated in the cerebellum area, and the reduced ones mostly start from the frontal lobe. For the UM dataset and USM dataset, there are more reduced influences than enhanced ones. We found that the identified significant features vary across datasets. It may be for the following reasons.

- The three datasets are from different sites, with different scanners and different protocols.
- The number of subjects in each dataset is relatively small, in which case the statistical reliability is largely affected if measurement noises are large.
- The mechanism of ASD might be much more complicated, beyond the scope of the information contained in the fMRI signal.
Figure 4.1: Identified significant direct and indirect brain influences in the three datasets: NYU dataset, UM dataset, and USM dataset. For the $i$th row and $j$th column, a yellow entry means that the direct/indirect causal influence from ROI $j$ to ROI $i$ is significantly enhanced in the group of ASD; blue means that the causal influence is significantly reduced; green means that the causal influence is not significantly different.

Figure 4.2 shows the identified significant features, from $B, B + B^2, B + B^2 + B^3, B + B^2 + B^3 + \cdots$, variance of noise term, and frequency information, which are consistent across the three datasets. The red edge indicates enhanced influence, and the blue edge indicates reduced influence. Table 4.4 gives a full list of consistently significant features. We found that most of the reduced influences are going from the frontal lobe.

Figure 4.2: Identified consistent enhanced and reduced influences, from $B, B + B^2, B + B^2 + B^3$, total causal influence strength, variance of noise term, frequency of dynamic connectivity. The red edge indicates enhanced influence, and the blue edge indicates reduced influence.

Figure 4.3 shows the number of significant features which are consistent across the three datasets; specifically, we considered enhanced and reduced influences separately. We also compared with correlation. From left to right, it shows the number of enhanced and reduced influences, from $B, B + B^2, B + B^2 + B^3$, total causal influence strength, variance of noise term, frequency of dynamic connectivity, and correlation, in sequence. We found that there are more consistently reduced influences than enhanced ones. In the sets of features learned from our methods, the total causal strength has the largest number of consistent features, but only with reduced influences and no enhanced ones.
### Enhanced influences

| Path | Description |
|------|-------------|
| Right superior frontal gyrus, orbital part → Left putamen | |
| Left superior frontal gyrus, medial orbital part → Lobule VII of vermis | |
| Right insula → Right putamen | |
| Right middle cingulate → Left middle occipital | |
| Left inferior parietal lobule → Right Lobule III of cerebellar hemisphere | |
| Right precuneus → Right supramarginal gyrus | |
| Left putamen → Right parahippocampal gyrus | |
| Right thalamus → Right superior temporal gyrus | |
| Right middle temporal gyrus → Left crus I of cerebellar hemisphere | |
| Right superior occipital → Right putamen | |
| Left inferior occipital → Left posterior cingulate gyrus | |
| Left inferior occipital → Left middle temporal gyrus | |
| Right angular gyrus → Right rolandic operculum | |
| Left precentral gyrus → Left posterior cingulate gyrus | |
| Left precentral gyrus → Left parahippocampal gyrus | |
| Right crus II of cerebellar hemisphere → Right superior frontal gyrus, medial orbital part | |
| Lobule VII of vermis → Left lobule IX of cerebellar hemisphere | |

### Reduced Connections

| Path | Description |
|------|-------------|
| Right superior frontal gyrus, medial part → Left anterior cingulate gyrus | |
| Right superior frontal gyrus, medial part → Right middle temporal pole | |
| Right superior frontal gyrus, medial orbital part → Right precuneus | |
| Right superior frontal gyrus, medial orbital part → Right middle temporal pole | |
| Right superior frontal gyrus, medial orbital part → Right middle cingulate | |
| Right superior frontal gyrus, medial orbital part → Right cuneus | |
| Right superior frontal gyrus, medial orbital part → Left superior frontal gyrus, medial part | |
| Right superior frontal gyrus, medial orbital part → Left posterior cingulate gyrus | |
| Right superior frontal gyrus, medial orbital part → Right posterior cingulate gyrus | |
| Right superior frontal gyrus, medial orbital part → Left transverse temporal gyrus | |
| Right superior frontal gyrus, medial orbital part → Right anterior cingulate gyrus | |
| Right superior frontal gyrus, medial orbital part → Right parahippocampal gyrus | |
| Right superior frontal gyrus, medial orbital part → Right calcarine sulcus | |
| Right superior frontal gyrus, medial orbital part → Right lingual gyrus | |
| Right superior frontal gyrus, medial orbital part → Left angular gyrus | |
| Right superior frontal gyrus, medial orbital part → Right thalamus | |
| Right superior frontal gyrus, medial orbital part → Left superior temporal pole | |
| Left superior frontal gyrus, medial orbital part → Left superior frontal gyrus, medial part | |
| Left superior frontal gyrus, medial orbital part → Left posterior cingulate gyrus | |
| Left superior frontal gyrus, medial orbital part → Right posterior cingulate gyrus | |
| Left superior frontal gyrus, medial orbital part → Left middle temporal gyrus | |
| Left superior frontal gyrus, medial orbital part → Right crus I of cerebellar hemisphere | |
| Right superior frontal gyrus, medial orbital part → Right crus II of cerebellar hemisphere | |
| Right superior frontal gyrus, medial orbital part → Right lobule IV, V of cerebellar hemisphere | |
| Right precentral gyrus → Right putamen | |
| Left insula → Right supplementary motor area | |
| Left superior occipital → Right inferior temporal gyrus | |
| Left middle occipital → Left thalamus | |
| Left supramarginal gyrus → Left supramarginal gyrus | |
| Left crus II of cerebellar hemisphere → Right superior parietal lobule | |
| Left area triangularis → Left inferior parietal lobule | |
| Right area triangularis → Left inferior parietal lobule | |
| Right supplementary motor area → Left superior frontal gyrus, orbital part | |
| Right insula → Right supplementary motor area | |
| Right middle cingulate → Lobule X of vermis (nodulus) | |
| Right posterior cingulate gyrus → Left anterior cingulate gyrus | |
| Right posterior cingulate gyrus → Right thalamus | |
| Left parahippocampal gyrus → Right middle cingulate | |
| Left amygdala → Right middle cingulate | |
| Left superior occipital → Right inferior temporal gyrus | |
| Left middle temporal gyrus → Right middle temporal pole | |
| Right lobule VIII of cerebellar hemisphere → Left middle occipital | |
| Lobule IV, V of vermis → Right middle cingulate | |
| Right gyrus rectus → Left superior frontal gyrus, medial part | |
| Right posterior cingulate gyrus → Right superior frontal gyrus, medial orbital part | |
| Lobule IV, V of vermis → Right anterior cingulate gyrus | |

Table 4.4: Lists of consistently significant brain influences.
Figure 4.3: Number of consistently enhanced and reduced influences, from $B$, $B+B^2$, $B+B^2+B^3$, total causal influence strength, variance of noise term, frequency of dynamic connectivity, and correlation.

Table 4.5 shows the out-of-sample prediction accuracy only with consistent diagnostic features. The accuracy is evaluated by leave-one-out prediction. With only consistent features, the diagnostic accuracy is reduced on all three datasets. It also suggests that the heterogeneity across datasets may affect the results.

| Dataset | Accuracy | Specificity (TCs) | Sensitivity (ASD) |
|---------|----------|-------------------|-------------------|
| NYU     | 70%      | 81%               | 68%               |
| UM      | 69%      | 71%               | 64%               |
| USM     | 70%      | 63%               | 72%               |

Table 4.5: Accuracy with only consistent features.

**Reduced influences from frontal lobe**

We found that influences starting from the frontal lobe to other areas are reduced in the group of ASD on all three datasets, especially for those influences from the medial orbital part of superior frontal gyrus. Figure 4.4 shows the significant brain influences from the superior frontal gyrus (medial orbital part) to other ROIs. For most of the influences starting from the superior frontal gyrus (medial orbital part), the causal strength is reduced. Specifically, a large set of target ROIs are concentrated in the posterior part, e.g., the ingual gyrus, temporal lobe, precuneus, and cerebellum. Moreover, the influences to some areas of the default mode network are reduced, such as the posterior cingulate gyrus, precuneus, angular gyrus, and parahippocampal gyrus.

**Enhanced influences from posterior to anterior or locally**

We found that most enhanced influences are from posterior to anterior or in local areas. Examples of enhanced influences from posterior to anterior include Right crus II of cerebellar hemisphere $\rightarrow$ Right superior frontal gyrus and Right superior occipital $\rightarrow$ Right putamen. Examples of enhanced local influences include Lobule VII of vermis $\rightarrow$ Left lobule IX of cerebellar hemisphere, Right insula $\rightarrow$ Right putamen, and Left putamen $\rightarrow$ Right parahippocampal gyrus. Figure 4.5 show all enhanced influences in brain views.
Figure 4.4: Identified consistent features starting from the superior frontal gyrus (medial orbital part). The features include \(B, B + B^2, B + B^2 + B^3\), total causal influence strength. The red edge indicates enhanced influence, and the blue edge indicates reduced influence.

Furthermore, some local influences are reduced. We noted that all identified local influences to the supplementary motor area, parietal lobule, and thalamus are reduced.

Figure 4.5: Consistently enhanced influences.

**Reduced long rang influences and enhanced local influences**

We compared the distance between paired ROIs with reduced and enhanced influences. Figure 4.6 gives a relative frequency histogram of distances between ROIs, measured by the Euclidean distance between the ROI coordinates, for enhanced and reduced influences. We found that long rang influences are more likely to be reduced, while local influences are more likely to be enhanced.
4.3.4 Graph Properties

Furthermore, we investigated topological and geometrical properties of the estimated causal graphs from the three datasets. Particularly, we analyzed the following graph properties:

- **Small-worldness.** Small-world networks are characterized by dense local clustering of connections between neighboring nodes yet a short path length due to the existence of relatively few long-range connections. The small-world topology can support both segregated/specialized and distributed/integrated information processing [8]. Network small-worldness has been quantified by a small-world coefficient $s$, calculated by comparing clustering and path length of a given network to an equivalent random network with the same degree on average [43, 44]:

$$s = \frac{C}{C_r} \cdot \frac{L_r}{L}$$

with $C$ and $C_r$ being the clustering coefficient of the target graph and the random graph, respectively, and $L$ and $L_r$ being the average shortest path length of the two graphs. In our experiments, we calculated $C$ and $L$ for directed graphs, since the causal network $B$ is directed, with the procedure in [26]. Specifically, for the average shortest path $L$, we considered two cases: one accounts for incident edges and the other accounts for outgoing edges. Thus, we have two characteristics of small-worldness, named in-small-worldness and out-small-worldness.

- **Local clustering coefficient.** It is a measure of the degree to which nodes in a graph tend to cluster together. Different from the global clustering coefficient used in the estimation of small-worldness, we considered local clustering coefficient (CC) for each ROI [26]. We also considered different components of the clustering coefficients corresponding to cycles, middles, in triangles, and out triangles [26]. For example, for the general CC, all possible directed triangles formed by each node are considered, no matter what the directions of their edges are; for CC corresponding to cycles, the accounted triangles form a cycle.

- **Centrality.** Indicators of centrality identify the most important nodes within a graph. We considered different characteristics of centrality, including

  - Incloseness: the average length of the shortest path from all others node to the target node in the graph. Thus the more central a node is, the closer it is to all other nodes.
- Outcloseness: the average length of the shortest path from the target node to all other nodes in the graph.
- Indegree: the number of links incident to the target node.
- Outdegree: the number of links out from the target node.

Since the causal adjacency matrix $B$ is a real-valued matrix with $B_{jk} \in \mathbb{R}$, to estimate graph properties, we first set a threshold on $B_{jk}$ and derive the underlying causal graph $G$ with $G_{jk} \in \{0, 1\}$. We considered different thresholds, $\alpha \in \{0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.10\}$; if $B_{jk} \geq \alpha$, then $G_{jk} = 1$, and otherwise, $G_{jk} = 0$. We estimated both in- and out-small-worldness for each graph. Then a one-tailed two-sample t-test was performed to examine whether the small-worldness in the group of ASD is significantly smaller than that of TCs. Table 4.6 shows the $p$ values of in- and out-small-worldness on the three datasets with different thresholds. For the UM dataset, $p$ values are smaller than 0.05 (significance level) at all thresholds; for the USM dataset, $p$ values are smaller than 0.05 at threshold $0.01$ and $0.02$. The significantly smaller small-worldness indicates that for individuals with ASD, their segregated/specialized and distributed/integrated information processing may be affected.

(a) In-small-worldness

| Threshold | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.10 |
|-----------|------|------|------|------|------|------|------|------|------|------|
| NYU       | 0.82 | 0.86 | 0.71 | 0.33 | 0.25 | 0.83 | 0.86 | 0.91 | 0.68 | 0.61 |
| UM        | 0.03 | 0.00 | 0.01 | 0.01 | 0.00 | 0.01 | 0.00 | 0.00 | 0.00 | 0.00 |
| USM       | 0.04 | 0.02 | 0.27 | 0.18 | 0.16 | 0.25 | 0.09 | 0.11 | 0.12 | 0.16 |

(b) Out-small-worldness

| Threshold | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.10 |
|-----------|------|------|------|------|------|------|------|------|------|------|
| NYU       | 0.79 | 0.85 | 0.67 | 0.32 | 0.26 | 0.83 | 0.84 | 0.91 | 0.68 | 0.60 |
| UM        | 0.00 | 0.01 | 0.01 | 0.00 | 0.00 | 0.01 | 0.00 | 0.00 | 0.00 | 0.00 |
| USM       | 0.04 | 0.02 | 0.28 | 0.18 | 0.15 | 0.23 | 0.07 | 0.08 | 0.11 | 0.18 |

Table 4.6: P values of (a) in-small-worldness and (b) out-small-worldness on the three datasets.

For characteristics of local clustering coefficients and centrality, they were estimated per ROI per subject. For example, let us denote the local clustering coefficient for the $i$th subject and $j$th ROI as $cc_{j}^{(i)}$. We first performed one-tailed two-sample t test on $\{cc_{j}^{(i)}\}_{i=1}^{n}$ for each ROI. To deal with multiple-testing problem, we did false discovery rate correction on the clustering coefficients of 116 ROIs at significance level 0.05. Table 4.7 shows the number of ROIs which are significantly increased/reduced in the group of ASD. We can see that on the UM dataset, there is a large number of reduction on all characteristics of local clustering coefficients, while there are also increases although fewer than reductions. For the NYU and USM datasets, there are only a few significant ROIs.

Table 4.8 shows the number of ROIs with increased/reduced centrality in the group of ASD. Different characteristics of centrality are considered, including incloseness, outcloseness, in-
degree, and outdegree. For incloseness and outcloseness, on the UM dataset a great number of ROIs are reduced at most thresholds, which matches with the results from small-worldness, since closeness characterizes the shortest path length. On the USM dataset, the outcloseness of a large number of ROIs are reduced at threshold $\alpha = 0.07, 0.08, 0.09, 0.10$. There are only a few significant ROIs on the NYU dataset, for both incloseness and outcloseness. For indegree, on all three datasets, only a few ROIs are reduced or increased. For outdegree, the number of ROIs which show reductions and increases are even at some particular threshold on all the three datasets.

4.4 Discussion

The present study investigated atypical causal connections between brain regions for individuals with ASD. Particularly, we applied the two-step method to learn causal connectivities, which is statistically reliable in the case of high dimensionality and small sample size. The two-step method accounts for feedbacks and can identify the whole causal model. We examined our methods on three resting-state fMRI datasets. From experimental results, it shows that with causal connectivities, the out-of-sample diagnostic accuracy largely improves, compared with that using correlation and partial correlation as features for prediction. A closer examination shows that information flow (causal connection) starting from the superior front gyrus to other areas is largely reduced; the target areas are mostly concentrated in default mode network and the posterior part. Moreover, all enhanced information flows are from posterior to anterior or in local areas, while local reductions also exist. Overall, it shows that long-range connections have a larger proportion of reductions than local connections, while local connections have a larger proportion of increases than long-range connections. By examining the graph properties of brain causal structure, the group of ASD shows significantly reduced small-worldness compared to the control group on UM and USM datasets.

The default mode network is known to be involved in the neurological basis for the self, thinking about others, remembering the past, and imagining the future [5]. Previous studies have shown that brain connections are disrupted, particularly reduced, in default mode network for individuals with ASD [11, 13, 78]. If the default mode network is altered, it may change the way one perceives events and their social and moral reasoning. Our findings are in concordance with these results. Particularly, our study demonstrates the reduction from superior frontal gyrus to posterior cingulate gyrus, precuneus, angular gyrus, and parahippocampal gyrus.

The underconnectivity theory attributes the disorder to reduced anatomical connectivity and functional connectivity between the frontal cortex and more posterior areas of the brain [47, 48]. In our experiments, we pinpoint the reduced information flows from superior frontal gyrus (medial orbital part) to posterior areas, such as ingual gyrus, temporal lobe, precuneus, and cerebellum. The superior frontal gyrus is shown to be involved in self-awareness, in coordination with the action of the sensory system [29].

Reduced long-range, relative to local, structural and functional connectivity of the brain has been demonstrated in autism by a large suite of studies [18, 46, 55]. Local over-connectivity has also been found in several studies [49, 74], but with conflicts in specific areas. It has been posited that integrated accounts of global under-connectivity and local over-connectivity may reinforce each other, resulting in failing to differentiate signal from noise [9].
|          | Threshold | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.10 |
|----------|-----------|------|------|------|------|------|------|------|------|------|------|
| NYU      |           | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  |
| UM       |           | 0/4  | 0/9  | 0/18 | 0/1  | 0/2  | 44/72| 0/0  | 0/0  | 2/14 | 0/8  |
| USM      |           | 0/2  | 0/1  | 1/0  | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  |

| (b) Clustering coefficient (cycle) | Threshold | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.10 |
|-----------------------------------|-----------|------|------|------|------|------|------|------|------|------|------|
| NYU                              |           | 0/0  | 0/0  | 3/1  | 5/2  | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  |
| UM                               |           | 0/2  | 4/73 | 14/102| 12/104| 1/41| 0/22| 1/18| 0/3| 0/13| 1/17|
| USM                              |           | 0/2  | 0/0  | 0/1  | 0/2  | 0/0  | 0/0  | 0/0  | 0/1  | 0/2  | 0/0  |

| (c) Clustering coefficient (middle) | Threshold | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.10 |
|-----------------------------------|-----------|------|------|------|------|------|------|------|------|------|------|
| NYU                              |           | 0/0  | 1/1  | 0/0  | 0/0  | 1/1  | 1/0  | 0/0  | 0/0  | 0/0  | 61/52|
| UM                               |           | 0/2  | 0/2  | 0/10 | 1/32| 19/97| 0/11| 7/48| 0/4| 27/89| 29/87|
| USM                              |           | 0/1  | 0/2  | 0/1  | 2/3  | 0/1  | 1/0  | 1/3  | 0/1  | 0/0  | 0/0  |

| (d) Clustering coefficient (in triangles) | Threshold | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.10 |
|------------------------------------------|-----------|------|------|------|------|------|------|------|------|------|------|
| NYU                                      |           | 0/0  | 1/0  | 4/1  | 1/0  | 1/1  | 0/1  | 0/1  | 0/0  | 0/0  | 65/44|
| UM                                       |           | 0/0  | 0/1  | 1/7  | 20/96| 1/4  | 29/87| 0/0  | 0/2  | 0/5  | 0/1  |
| USM                                      |           | 0/2  | 0/2  | 0/1  | 0/1  | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  | 0/0  |

| (e) Clustering coefficient (out triangles) | Threshold | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.10 |
|------------------------------------------|-----------|------|------|------|------|------|------|------|------|------|------|
| NYU                                      |           | 0/0  | 2/1  | 5/1  | 1/0  | 0/0  | 0/0  | 0/0  | 0/0  | 1/0  | 0/0  |
| UM                                       |           | 0/0  | 1/6  | 0/2  | 0/39| 19/97| 0/23| 1/3  | 0/0  | 0/3  | 0/0  |
| USM                                      |           | 0/0  | 0/0  | 0/0  | 0/1  | 0/1  | 1/1  | 1/1  | 0/0  | 0/0  | 47/69|

Table 4.7: Number of ROIs with significantly increased/reduced characteristics of local clustering coefficients, including (a) general clustering coefficient and (b) clustering coefficient corresponding to cycles, (c) middles, (d) in triangles, and (e) out triangles.
Table 4.8: Number of ROIs with significantly increased/reduced characteristics of centrality, including (a) inclossness, (b) outcloseness, (c) indegree, and (d) outdegree.
In this paper, we studied the problem of ASD diagnosis by causal influence strength estimated from resting-state fMRI data.

In Chapter 2, we provided a literature review on current diagnostic approaches of ASD, including behavior diagnosis, genetic testing, and neuroimaging-based diagnosis. Particularly, we focused on diagnosis from fMRI data.

In Chapter 3, we focused on computational methods for causal discovery from fMRI data. We first gave a brief summary of recent developments in causal discovery. The limitations of current approaches for causal discovery from fMRI data thus motivate our proposed two-step method. The two-step method is able to recover the whole causal structure from measured signals reliably, including feedbacks among brain regions. It contains two steps. In the first step, it learns a superset of the underlying causal skeleton. The results from the first step are used as constraints of connectivities in the second step, which makes the estimation faster and more reliable, especially in the high-dimensional case. In the second step, it identifies the causal influence strength between ROIs for each subject. Particularly, the second step relies on constrained functional causal model, which represents the effect as a function of the direct causes together with an independent noise term. The resulting causal structure is uniquely identifiable under certain conditions.

In Chapter 4, we applied the two-step method for causal connectivity estimation on ABIDE dataset, specifically, on datasets from three different sites which have the largest number of subjects. From the reported results, it shows that with causal connectivities, the out-of-sample diagnostic accuracy largely improves, compared with that using correlation and partial correlation as features for prediction. A closer examination shows that information flow starting from the superior front gyrus to other areas are largely reduced; the target areas are mostly concentrated in default mode network and the posterior part. Moreover, all enhanced information flows are from posterior to anterior or in local areas, while local reductions also exist. Overall, it shows that long-range influences have a larger proportion of reductions than local influences, while local influences have a larger proportion of increases than long-range influences. By examining the graph properties of brain causal structure, the group of ASD shows reduced small-worldness compared to the control group.

Future work for this line of research include the following aspects. First, for more reliable statistical analysis, larger homogeneous datasets are needed. Although the ABIDE dataset col-
lects data from almost twenty sites, resulting in a large dataset, data distributions from different sites are heterogeneous. One of the reasons is that different machines and experimental protocols are used to collect the data. Because of the heterogeneity, one has to be careful when considering the datasets jointly. Second, ASD is a family of developmental disorders, containing several subtypes: autistic disorder, asperger syndrome, pervasive developmental disorder-not otherwise specified, and childhood disintegrative disorder. It is important to distinguish between different subtypes of ASD and identify their corresponding neurological mechanisms, which may provide a more accurate way for diagnosis and treatment. Finally, currently we use behavior assessment as ground truth to evaluate our proposed methods in fMRI data analysis. However, behavior assessment itself might not be accurate, and even the label information from behavior diagnosis may have noise. Thus, it is important to consider label noise in the trained model, or a better way is to develop reliable methods for clustering in high-dimensional case.
## Appendix

### Table A1: Subject IDs used in our experiments

| Subject IDs in NYU dataset: |  |
|-----------------------------|--|
| 50952 50972 50991 51011 51029 | 51049 51066 51084 51102 51124 |
| 50954 50973 50992 51012 51029 | 51050 51067 51085 51103 51126 |
| 50955 50974 50993 51013 51032 | 51051 51068 51086 51104 51127 |
| 50956 50976 50994 51014 51033 | 51052 51069 51087 51105 51128 |
| 50957 50977 50995 51015 51034 | 51053 51070 51088 51106 51129 |
| 50958 50978 50996 51016 51035 | 51054 51072 51089 51107 51130 |
| 50959 50979 50997 51017 51036 | 51055 51073 51090 51109 51131 |
| 50960 50981 50999 51018 51038 | 51056 51074 51091 51110  |
| 50961 50982 51000 51019 51039 | 51057 51075 51093 51111  |
| 50962 50983 51001 51020 51040 | 51058 51076 51094 51112  |
| 50964 50984 51002 51021 51041 | 51059 51077 51095 51113  |
| 50965 50985 51003 51023 51042 | 51060 51078 51096 51114  |
| 50966 50986 51006 51024 51044 | 51061 51079 51097 51116  |
| 50967 50987 51007 51025 51045 | 51062 51080 51098 51117  |
| 50968 50988 51008 51026 51046 | 51063 51081 51099 51118  |
| 50969 50989 51009 51027 51047 | 51064 51082 51100 51122  |
| 50970 50990 51010 51028 51048 | 51065 51083 51101 51123  |

| Subject IDs in UM dataset: |  |
|-----------------------------|--|
| 50272 50285 50300 50318 50330 | 50340 50350 50358 50366 50375 |
| 50273 50291 50301 50319 50331 | 50341 50351 50359 50367 50376 |
| 50274 50292 50302 50320 50332 | 50342 50352 50360 50368 50377 |
| 50275 50293 50304 50321 50333 | 50343 50353 50361 50369 50379 |
| 50276 50294 50310 50324 50336 | 50344 50354 50362 50370 50380 |
| 50278 50295 50312 50325 50337 | 50345 50355 50363 50372 50381 |
| 50282 50297 50314 50327 50338 | 50348 50356 50364 50373 |
| 50284 50298 50315 50329 50339 | 50349 50357 50365 50374 |

| Subject IDs in USM dataset: |  |
|-----------------------------|--|
| 50477 50487 50496 50503 50515 | 50524 50532 50532 50438 50445 50463 |
| 50480 50488 50497 50504 50516 | 50525 50432 50439 50446 50466 |
| 50481 50490 50498 50505 50518 | 50527 50433 50440 50447 50467 |
| 50482 50491 50499 50507 50519 | 50528 50434 50441 50448 50468 |
| 50483 50492 50500 50509 50520 | 50529 50435 50442 50449 50469 |
| 50485 50493 50501 50510 50521 | 50530 50436 50443 50453 50470 |
| 50486 50494 50502 50514 50523 | 50531 50437 50444 50456 |
Bibliography

[1] PCP quality assessment protocol. In http://preprocessed-connectomes-project.org/quality-assessment-protocol/. [4.1]

[2] Diagnostic and statistical manual of mental disorders (dsm-5). American Psychiatric Association, 2013. [1.1][2.1]

[3] A. Abraham, M.P. Milham, A.D. Martino, R.C. Craddock, D. Samaras, B. Thirion, and G. Varoquaux. Deriving reproducible biomarkers from multi-site resting-state data: an autism-based example. NeuroImage, 147:736–745, 2017. [1.2]

[4] E. Anagnostou and M. J. Taylor. Review of neuroimaging in autism spectrum disorders: what have we learned and where we go from here. Anagnostou and Taylor Molecular Autism, 2(4):87–100, 2011. [2.3.1]

[5] J. R. Andrews-Hanna. The brains default network and its adaptive role in internal mentation. In The Neuroscientist, volume 18(3), pages 251–270, 2012. [4.4]

[6] Autism and Developmental Disabilities Monitoring Network Surveillance Year 2010 Principal Investigators. Prevalence of autism spectrum disorder among children aged 8 years autism and developmental disabilities monitoring network, 11 sites, united states, 2010. Surveillance summaries: Morbidity and mortality weekly report. Surveillance summaries/CDC, 63(SS02):1–21, 2014. [1.1]

[7] E. Aylward, N. Minshew, G. Goldstein, N. Honeycutt, A. Augustine, K. Yates, and et al. Mri volumes of amygdala and hippocampus in nonmentally retarded autistic adolescents and adults. Neurology, 53(9):2145–2145, 1999. [1.2][2.3.1]

[8] D. S. Bassett and E. D. Bullmore. Small-world brain networks. In The neuroscientist, volume 12(6), pages 512–523, 2006. [4.3.4]

[9] M. Belmonte, E. J. Cook, G. Anderson, J. Rubenstein, W. Greenough, A. Beckel-Mitchener, E. Courchesne, L. Boulanger, S. Powell, P. Levitt, E. Perry, Y. Jiang, T. DeLorey, and E. Tierney. Autism as a disorder of neural information processing: directions for research and targets for therapy. In Molecular Psychiatry, volume 9(7), pages 646–663, 2004. [4.4]

[10] A. Blum and P. Langley. Selection of relevant features and examples in machine learning. In Artificial Intelligence, pages 245–271, 1997. [4.2.2]

[11] R. L. Buckner, J. R. Andrews-Hanna, and D. L. Schacter. The brain’s default network: Anatomy, function, and relevance to disease. In Annals of the New York Academy of Sciences, volume 1124 (1), page 138, 2008. [4.4]
[12] W. Buntine. Theory refinement on bayesian networks. *Uncertainty in Artificial Intelligence*, pages 52–60, 1991. 1.2, 3.1

[13] C. S. C. S. Monk, S. J. Peltier, J. L. Wiggins, S. J. Weng, M. Carrasco, S. Risi, and C. Lord. Abnormalities of intrinsic functional connectivity in autism spectrum disorders. In *Neuroimage*, volume 47(2), pages 764–772, 2009. 4.4

[14] H. Chen, L. Q. Uddin, Y. Zhang, X. Duan, and H. Chen. Atypical effective connectivity of thalamo-cortical circuits in autism spectrum disorder. *Autism research*, 9(11):1183–1190, 2016. 1.2, 2.3.3

[15] T. Chen, S. Ryali, S. Qin, and V. Menon. Estimation of resting-state functional connectivity using random subspace based partial correlation: a novel method for reducing global artifacts. *Neuroimage*, 0:87–100, 2013. 1.2

[16] D. M. Chickering. Optimal structure identification with greedy search. In *Journal of Machine Learning Research*, volume 3, pages 507–554, 2003. 1.2, 3.1

[17] P. Comon. Independent component analysis, a new concept? *Signal Processing - Special issue on higher order statistics archive*, 36(3):287–314, 1994. 3.3.1, 3.3.2

[18] E. Courchesne and K. Pierce. Why the frontal cortex in autism might be talking only to itself: local over-connectivity but long-distance disconnection. In *Current Opinion in Neurobiology*, volume 15, pages 225–230, 2005. 4.4

[19] C. Craddock, Y. Benhajali, C. Chu, F. Chouinard, and et al. The neuro bureau preprocessing initiative: open sharing of preprocessed neuroimaging data and derivatives. In *Neuroinformatics*, 2013. 4.1

[20] H.D. Critchley, E.M. Daly, E.T. Bullmore, S.C. Williams, T. Van Amelsvoort, D.M. Robertson, and et al. The functional neuroanatomy of social behaviour changes in cerebral blood flow when people with autistic disorder process facial expressions. *Brain*, 123 (11):2203–2212, 2000. 1.2, 2.3.2

[21] M. R. Daliri and M. Behroozi. Advantages and disadvantages of resting state functional connectivity magnetic resonance imaging for clinical applications. In *OMICS Journal of Radiology*, volume 3(1), 2013. 1.2

[22] G. Deshpande, L.E. Libero, K.R. Sreenivasan, H.D. Deshpande, and R.K. Kana. Identification of neural connectivity signatures of autism using machine learning. *Frontiers in Human Neuroscience*, 7(670), 2013. 2.3.3

[23] A. Di Martino, C. G. Yan, Q. Li, E. Denio, and et al. The autism brain imaging data exchange: towards a large-scale evaluation of the intrinsic brain architecture in autism. In *Mol Psychiatry*, volume 19(6), pages 659–667, 2014. 1.2, 4.1

[24] S.J.H. Ebisch, V. Gallese, R.M. Willems, D. Mantini, W.B. Groen, G.L. Romani, and et al. Altered intrinsic functional connectivity of anterior and posterior insula regions in high-functioning participants with autism spectrum disorder. *Hum. Brain Mapp.*, 32(7):1013–1028, 2011. 1.2, 2.3.3

[25] V. Eriksson and J. Koivunen. Identifiability, separability, and uniqueness of linear ica models. *IEEE Signal Processing Letters*, 11(7), 2004. 3.3.1
[26] G. Fagiolo. Clustering in complex directed networks. In Physical Review E, volume 76(2), 2007. 4.3.4

[27] J. Friedman, T. Hastie, and R. Tibshirani. Sparse inverse covariance estimation with the graphical lasso. Biostatistics, 9(3):432–441, 2008. 2.3.3

[28] D. Geiger and D. Heckerman. Learning gaussian networks. In Proceedings of Tenth Conference on Uncertainty in Artificial Intelligence, pages 235–243, 1994. 1.2

[29] I. Goldberg, M. Harel, and R. Malach. When the brain loses its self: prefrontal inactivation during sensorimotor processing. In Neuron, volume 50(2), pages 329–339, 2006. 4.4

[30] M. Gong, K. Zhang, B. Schölkopf, C. Glymour, and D. Tao. Causal discovery from temporally aggregated time series. In UAI, 2017. 3.1

[31] C. W. J. Granger. Investigating causal relations by econometric models and cross-spectral methods. Econometrica, 37:424–438, 1969. 3.1

[32] P. Gruber, H. W. Gutch, and F. J. Theis. Hierarchical extraction of independent subspaces of unknown dimensions. ICA, pages 259–266, 2009. 3.3.3

[33] I. Guyon and A. Elisseeff. An introduction to variable and feature selection. In The Journal of Machine Learning Research, volume 3, pages 1157–1182, 2003. 4.2.2

[34] Adamo M. Westerfield M. Courchesne E. Haist, F. and J. Townsend. The functional neuroanatomy of spatial attention in autism spectrum disorder. Developmental Neuropsychology, 27(3):425–458, 2005. 1.2 2.3.2

[35] Friston K. Jan J. Brazdil M. Havlicek, M. and V. Calhoun. Dynamic modeling of neuronal responses in fmri using cubature kalman filtering. Neuroimage, 56:2109–2128, 2011. 2.3.3

[36] D. Heckerman, D. Geiger, and D. M. Chickering. Learning bayesian networks: The combination of knowledge and statistical data. In Machine Learning, volume 20, pages 197–243, 1995. 1.2

[37] D. Heckerman, D. Geiger, and D.M. Chickering. Learning bayesian networks: The combination of knowledge and statistical data. Machine Learning, 20:197–243, 1995. 1.2 3.1

[38] T. Ho. Random decision forests. In Proceedings of the 3rd International Conference on Document Analysis and Recognition, pages 1157–1182, 1995. 2.3.3

[39] P.O. Hoyer, D. Janzing, J. Mooji, J. Peters, and B. Schölkopf. Nonlinear causal discovery with additive noise models. In Advances in Neural Information Processing Systems, pages 689–696, 2009. 1.2 3.1

[40] B. Huang, K. Zhang, and B. Schölkopf. Identification of time-dependent causal model: A Gaussian process treatment. In the 24th International Joint Conference on Artificial Intelligence, Machine Learning Track, pages 3561–3568, Buenos, Argentina, 2015. 3.1

[41] B. Huang, K. Zhang, J. Zhang, Sanchez-Romero, C. R., Glymour, and B. Schölkopf. Behind distribution shift: Mining driving forces of changes and causal arrows. In ICDM, pages 913–918, 2017. 3.1

[42] B. Huang, K. Zhang, Y. Lin, B. Schölkopf, and C. Glymour. Generalized scoring metrics
for causal discovery. *KDD*, 2018. 3.1

[43] M. D. Humphries and K. Gurney. Network ‘small-world-ness’: A quantitative method for determining canonical network equivalence. In *PLOS ONE*, volume 3(4), pages 503–511, 2008. 4.3.3

[44] M. D. Humphries, K. Gurney, and T. J. Prescott. The brainstem reticular formation is a small-world, not scale-free, network. In *Proceedings of the Royal Society*, volume 273, pages 503–511, 2006. 4.3.4

[45] A. Hyvärinen, J. Karhunen, and E. Oja. *Independent component analysis*. John Wiley & Sons. 3.2.2

[46] J. Salmi J1, U. Roine, E. Glerean, J. Lahnakoski, W. T. Nieminen-von, P. Tani, S. Leppämäki, L. Nummenmaa, IP. Jääskeläinen, S. Carlson, P. Rintahaka P, and M. Sams. The brains of high functioning autistic individuals do not synchronize with those of others. In *NeuroImage: Clinical*, volume 3, pages 489–97, 2013. 4.4

[47] M. Just, V. Cherkassky, T. Keller, R. Kana, and N. Minshew. Functional and anatomical cortical underconnectivity in autism: evidence from an fmri study of an executive function task and corpus callosum morphometry. In *Cereb Cortex*, volume 17(4), pages 951–961, 2007. 4.4

[48] M. Just, T. Keller, V. Malave, R. Kana, and S. Varma. Autism as a neural systems disorder: a theory of frontal-posterior underconnectivity. In *Neurosci Biobehav Rev*, volume 36(4), pages 1292–1313, 2012. 1.2, 2.3.3, 4.4

[49] C. Keown, P. Shih, A. Nair, N. Peterson, M. Mulvey, and R. Müller. Local functional overconnectivity in posterior brain regions is associated with symptom severity in autism spectrum disorders. In *Cell Reports*, volume 5(3), page 567572, 2013. 4.4

[50] R. Kohavi and G. John. Wrappers for feature selection. In *Artificial Intelligence*, pages 273–324, 1997. 4.2.2

[51] G. Lacerda, P. L. Spirtes, J. Ramsey, and P. O. Hoyer. Discovering cyclic causal models by independent components analysis. In *Proceedings of the 24th Conference on Uncertainty in Artificial Intelligence*, AUAI Press, 2008. 3.1, 3.2.2, 3.3.2, 4

[52] C. Lord, M. Rutter, and C. A. Le. Autism diagnostic interview-revised: a revised version of a diagnostic interview for caregivers of individuals with possible pervasive developmental disorders. In *J Autism Dev Disord.*, volume 24, pages 659–685, 1994. 1.2

[53] C. Lord, M. Rutter, P. C. DiLavore, and S. Risi. Autism diagnostic observation schedule (ados). In *J Autism Dev Disord.*, volume 30, pages 205–233, 2000. 1.2

[54] B. Schölkopf C. Glymour D. Tao M. Gong, K. Zhang. Causal discovery from temporally aggregated time series. *UAI*, 2017. 2.3.3

[55] J. O. Maximo, E. J. Cadena, and R. K. Kana. The implications of brain connectivity in the neuropsychology of autism. In *Neuropsychology Review*, volume 24, pages 16–31, 2014. 4.4

[56] E. Moradi, B. Khundrakpam, J. D. Lewis, A. C. Evans, and J. Tohka. Predicting symptom severity in autism spectrum disorder based on cortical thickness measures in agglomerative
data. *NeuroImage*, 144:128–141, 2017.

[57] B.M. Nacewicz, K.M. Dalton, T. Johnstone, M.T. Long, E.M. McAuliff, T.R. Oakes, and et al. Amygdala volume and nonverbal social impairment in adolescent and adult males with autism. *Arch. Gen. Psychiatry*, 63(12):1417–1428, 2006.

[58] J.S. Nomi and L.Q. Uddin. Developmental changes in large-scale network connectivity in autism. *Neuroimage Clin.*, 7:732–741, 2015.

[59] J. Pearl. Cambridge University Press, Cambridge, 2000.

[60] K. Pierce, R.-A. Miller, J. Ambrose, G. Allen, and E. Courchesne. Face processing occurs outside the fusiformface area in autism: evidence from functional mri. *Brain*, 124 (10): 2059–2073, 2001.

[61] J. Ramsey, J. Zhang, , and P. Spirte. Adjacency-faithfulness and conservative causal inference. pages 401–408, 2006.

[62] Pallavi Rane, David Cochran, Steven M. Hodge, Christian Haselgrove, David Kennedy, and Jean A. Frazier. Connectivity in autism: A review of mri connectivity studies. *Harv Rev Psychiatry*, 23(4):223–244, 2015.

[63] A. Rausch, W. Zhang, K.V. Haak, M. Mennes, E.J. Hermans, E.V. Oort, and et al. Altered functional connectivity of the amygdaloid input nuclei in adolescents and young adults with autism spectrum disorder: a resting state fmri study. *Mol. Autism*, 7(1):1–13, 2015.

[64] H. Reichenbach. University of Los Angeles Press, 1956.

[65] T. Richardson. A polynomial-time algorithm for deciding markov equivalence of directed cyclic graphical models. *UAI*, 1996.

[66] R. Sanchez-Romero, J. D Ramsey, K. Zhang, M. RK Glymour, B. Huang, and C. Glymour. Estimating feedforward and feedback effective connections from fmri time series: Assessments of statistical methods. In *Journal Network Neuroscience*, volume 3(2), pages 274–306, 2019.

[67] M. Schmidt. L1precision: Matlab code for map estimation of gaussian graphical model precision with l1-regularizer. In http://www.cs.ubc.ca/ schmidtm/Software/L1precision.html, 2006.

[68] B. Schölkopf and A. J. Smola. *Learning with kernels: support vector machines, regularization, optimization, and beyond*. MIT press, 2002.

[69] C.M. Schumann, J. Hamstra, B.L. Goodlin-Jones, L.J. Lotspeich, H. Kwon, M.H. Buonocore, and et al. The amygdala is enlarged in children but not adolescents with autism; the hippocampus is enlarged at all ages. *J. Neurosci*, 24(28):6392–6401, 2004.

[70] G. E. Schwarz. Estimating the dimension of a model. *Annals of Statistics*, 6(2):461–464, 1978.

[71] Y. Shen, K. A. Dies, I. A. Holm, C. Bridgemohan, M. M. Sobeih, E. B. Caronna, and L. Weissman. Clinical genetic testing for patients with autism spectrum disorders. In *Pediatrics*, volume 125(4), pages 727–735, 2010.
[72] S. Shimizu, P.O. Hoyer, A. Hyvärinen, and A.J. Kerminen. A linear non-gaussian acyclic model for causal discovery. In *Journal of Machine Learning Research*, volume 7, pages 2003–2030, 2006. [1.2][3.1][3.2.2]

[73] P. Spirtes, C. Glymour, and R. Scheines. MIT Press, Cambridge, MA, 2nd edition, 2001. [1.2][3.1][3.3.3]

[74] K. Supekar, L. Uddin, A. Khouzam, J. Phillips, W. Gaillard, L. Kenworthy, and et al. Brain hyperconnectivity in children with autism and its links to social deficits. In *Cell Reports*, volume 5(3), pages 738–747, 2013. [4.4]

[75] T. Chen T, S. Ryali, S. Qin, and V. Menon. Estimation of resting-state functional connectivity using random subspace based partial correlation: a novel method for reducing global artifacts. *Neuroimage*, 15(82):87–100, 2013. [2.3.3]

[76] R. Tamura, H. Kitamura, T. Endo, N. Hasegawa, and T. Someya. Reduced thalamic volume observed across different subgroups of autism spectrum disorders. *Psychiatry Research*, 184:186–188, 2010. [1.2][2.3.1]

[77] F. J. Theis. Towards a general independent subspace analysis. *NIPS*, pages 1361–1368, 2006. [3.3.3]

[78] S. Vigneshwaran, B.S. Mahanand, S. Suresh, and N. Sundararajan. Identifying differences in brain activities and an accurate detection of autism spectrum disorder using resting state functional-magnetic resonance imaging: A spatial filtering approach. In *Medical image analysis*, volume 1124 (1), pages 375–389, 2017. [4.4]

[79] Y. Wang, J. Kang, P. B. Kemmer, and Y. Guo. An efficient and reliable statistical method for estimating functional connectivity in large scale brain networks using partial correlation. *Front Neurosci.*, 10(123), 2016. [2.3.3]

[80] T. Watanabe and G. Rees. Brain network dynamics in high-functioning individuals with autism. *Nature Communications*, 8, 2017. [1.2]

[81] H. Yoo. Genetics of autism spectrum disorder: Current status and possible clinical applications. *Exp Neurobiol*, 24(4):257–272, 2015. [2.2]

[82] K. Zhang and L-W. Chan. Ica with sparse connections. *Intelligent Data Engineering and Automated Learning*, 2006. [3.2.2]

[83] K. Zhang and A. Hyvärinen. Acyclic causality discovery with additive noise: An information-theoretical perspective. In *Proc. European Conference on Machine Learning and Principles and Practice of Knowledge Discovery in Databases*, pages 570–585, 2009. [1.2][3.1]

[84] K. Zhang and A. Hyvärinen. On the identifiability of the post-nonlinear causal model. In *Proceedings of the 25th Conference on Uncertainty in Artificial Intelligence*, pages 647–655, 2009. [1.2][3.1]

[85] K. Zhang, H. Peng, L. Chan, and A. Hyvärinen. Ica with sparse connections: Revisited. *Independent Component Analysis and Blind Signal Separation*, 2009. [3.2.1]

[86] K. Zhang, J. Zhang, B. Huang, B. Schölkopf, and C. Glymour. On the identifiability and estimation of functional causal models in the presence of outcome-dependent selection.
UAI, 2016. [3.1]

[87] K. Zhang, B. Huang, J. Zhang, C. Glymour, and B. Schölkopf. Causal discovery from non-stationary/heterogeneous data: Skeleton estimation and orientation determination. *IJCAI*, pages 1347–1353, 2017. [3.1] [3.3.2]

[88] P. Zhao and B. Yu. On model selection consistency of lasso. In *JMLR*, volume 7, pages 2541–2563, 2006. [3.2.2]

[89] H. Zou. The adaptive lasso and its oracle properties. *Journal of the American Statistical Association*, 101(476):1417–1429, 2006. [3.2.1] [3.2.1]