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Abstract

Edge computing is a fast-growing computing paradigm where data is processed at the local site where it is generated, close to the end-devices. This can benefit a set of disruptive applications like autonomous driving, augmented reality, and collaborative machine learning, which produce incredible amounts of data that need to be shared, processed and stored at the edge to meet low latency requirements. However, edge storage poses new challenges due to the scarcity and heterogeneity of edge infrastructures and the diversity of edge applications. In particular, edge applications may impose conflicting constraints and optimizations that are hard to be reconciled on the limited, hard-to-scale edge resources. In this vision paper we argue that a new middleware for constrained edge resources is needed, providing a unified storage service for diverse edge applications. We identify programmability as a critical feature that should be leveraged to optimize the resource sharing while delivering the specialization needed for edge applications. Following this line, we make a case for eBPF and present the design for Griffin—a flexible, lightweight programmable edge storage middleware powered by eBPF.

1 Introduction

Cloud computing and its associated infrastructure services (for storage and compute) have been the standard for computing for the past two decades. However, in recent years we have witnessed a shift in trends that goes under the name of edge computing [45], that pushes computation and storage resources towards the network edge, away from the central clouds. In edge computing end-users are in close proximity to edge data centers (typically referred to as cloudlets or edge nodes), allowing to process data on the spot rather than transferring it to the remote cloud. This setup facilitates a set of disruptive applications that benefit from reduced end-to-end latency and network traffic, which can be derived from an efficient edge infrastructure [44]. Examples of such applications are collaborative machine learning, autonomous driving, augmented reality and live video analytics [43].

The centerpiece characteristic of these applications is that various end-devices or edge nodes generate a vast quantity of data that needs to be processed in due time. Overall, storing and processing significant amounts of data with a diverse set of applications is not a unique paradigm to edge computing. In the cloud realm we witnessed how the Big Data trend fuelled innovation for a variety of specialized services, such as blob storage with infinite store (e.g., S3 [9]), elastic key-value stores [5, 52], disaggregated storage [40], stores with multiple APIs (block, key-value, timeseries databases) with multi-consistency storage systems [32] to cater the needs for different cloud data-processing applications. However, the unique deployment scenario of edge computing makes continuing this cloud-centric, multiple-service storage model (different storage services for different needs) a challenging task.

(i) First, unlike large central clouds equipped with abundant resources and specialized hardware [4, 8], edge nodes are more likely to be constrained by physical limitations, e.g., a cellular base station may only have space or power supply to host a handful of commodity servers. Thus, edge nodes are capacity-limited by construction and cannot be scaled infinitely. As a result, it would be impractical to deploy half a dozen services at the edge to fit different edge application use cases. In addition to it being resource-intensive, deploying multiple services also works against their availability. While different cloud storage services typically do not share storage hardware and are deployed in different fault domains for maximum availability [2, 3] this would not be feasible with the restricted resources of edge nodes. Given the infrastructural constraints at the edge, it would be inefficient to deploy multiple edge storage services tailored for a specific edge applications as it is currently possible in the cloud.

(ii) Second, a strong trend in the cloud is resource disaggregation which decouples storage (among other resources) from the compute [26]. However, due to the limited (storage and compute) resources at the edge and the preference for Commodity Off-The-Shelf (COTS) devices to deploy edge nodes, we are witnessing an opposite shift toward “re-
aggregation” of storage and compute resources, where data should be processed in-place with the least amount of movement. This calls for the need for functionalities like secure multi-tenancy, data management, access control, and data ownership maintenance in any edge storage system. Moreover, edge applications also expose different data management goals. For example, online edge gaming applications may prioritize data movement with the client mobility, whereas a medical application may necessitate on-premise data processing with zero data movement off-premise. In these examples, data processing is highly coupled with how the data is managed and staged for processing.

(iii) Last, different edge applications have different data access requirements [34, 49]. For example, an edge machine learning (ML) application can benefit from having an ML-specific storage API [20], whereas for machine vision applications a simple key-value API would be sufficient [41]. Hence, an ideal edge storage service must be able to support a variety of APIs, abstractions, access semantics, and potential application-specific policy optimizations regarding data mobility and lifetime.

In this vision paper, we make a case for a single storage service on shared edge storage resources with application-specific customization for semantics and data management. We argue that the seemingly impossible requirements of sharing and customization can be attained with a programmable storage service. Unlike hardware programmability (e.g., just FGPA [28, 42, 46], or a mix of FPGAs, GPUs and ASICs at the Edge as presented by Theophilus A. Benson in his EdgeSys’20 keynote [16]) in this work we argue for “software” programmability using the eBPF language support and runtime [12, 23, 24]. An element of such language-supported and run-time programmability has been explored for compute management at the edge, e.g., Sledge [25]. In this work we push such capabilities to the storage and present a design for an eBPF-powered programmable edge storage middleware. As we will expand in Section 3, the use of eBPF brings a set of unique features that make it desirable for a programmable storage service for the edge.

2 Edge Storage: A New Start?

The edge is composed of distributed, heterogeneous nodes that operate with potentially limited resources. In contrast, the cloud has abundant resources which enable users to deploy arbitrary applications without worrying about resource exhaustion. In a way, cloud computing is a “double-blind” deployment where applications do not need to worry about cloud infrastructure maintenance, and cloud providers do not need to worry about application scalability due to the resource abundance. Instead, the scarcity of edge resources forces both applications and edge providers to revisit basic operational assumptions and revise design implications for that. Table 1 summarizes our discussion in this section.

**Storage resources:** Cloud data centers have an abundance of storage capacity (10-100 TBs), servers (in thousands), and network bandwidth (40/100/200 Gbps) between servers. Consequently, a cloud provider can support multiple storage services to accommodate multiple workloads while assuming virtually unbound storage (and compute) resources. In contrast, edge nodes typically have much more modest configurations. For example, Dell Edge gateway 3000 series contains a 2-core Intel Atom processor, with 2 GB DRAM and 64 GB flash storage [22]. Furthermore, edge storage resources cannot be easily scaled out because of the geographical dispersion and limited network bandwidth. As a result, unlike the current cloud deployments, it is likely that we can not deploy multiple edge storage services such as a key-value store, a shared file system, shared block storage, and a cache, on the edge, simultaneously. A more practical solution would be to build a single service that can support a multitude of use cases in a unified but customizable manner.

**Deployment model:** Cloud deployments typically use a disaggregated storage deployment model where compute and storage nodes are not co-located, but kept separate and connected through high-speed networks [33]. This improves the utilization by better storage provisioning. However, due to the limited resources at the edge, we are more likely to see an aggregated deployment model where compute and storage functions are co-located. Such a deployment model presents two key challenges. First, due to the multi-tenant nature of edge computing, the storage service must support a secure way in which multiple untrusted functions can co-exist on the edge. Second, the storage service must ensure that edge functions do not over-consume compute/storage resources, with deterministic quality of service (QoS) and service-level agreements (SLAs) on data processing. Delivering these objectives would require constantly monitoring the system status to optimize for smart data placement and function execution to meet application access demands.

**Mobility:** Cloud data centers are geographically distributed, but they are still designed around a hyper-converged architecture that serves wide geographical areas. Edge nodes instead are smaller and more distributed in the field, increasing the likelihood of a user moving from one node to another. In latency-sensitive applications accessing the closest edge node is a desirable feature. While cloud data centers do support a limited form of data mobility where they follow usage patterns (e.g., diurnal) [11], these efforts are focused on the daily or weekly patterns, rather than seconds or milliseconds which may be needed at the edge. As the user moves, the storage availability in the closest node can also vary. For this reason, it is relevant to ensure that active storage management can maintain a buffer of storage space for moving users and remove old and unused data from storage. Furthermore, a user should be able to express a limited or no mobility preference to preserve privacy, since sensitive data may not be allowed to leave specific edge node premises. Nonetheless, the end-
device mobility pattern, frequency, data retention goals, and the amount of storage needed is very application-dependent features and require an API to express these features as storage system policies regarding data mobility.

**Resource types:** Traditionally cloud data centers prefer to host homogeneous machines for the ease of maintenance and economy of scale [38]. In contrast, the edge represents a very heterogeneous deployment environment for any service [29], and the notion of heterogeneity goes beyond the storage capacity per node and the speed of the storage technology. As we discussed previously, we are more likely to see an aggregated compute-storage deployment of applications at the edge. These applications can run on multiple CPUs of different ISAs (x86, ARM, POWER) and accelerators (GPUs, FPGAs, TPUs, or ASICs) [14]. As a result, a storage system should be able to support low-level device and CPU management, code optimization techniques, execution policies (performance, energy, cost)—many or all of them cannot be hard-coded and pre-optimized without the knowledge of the final deployment hardware resources and architecture. Consequently, techniques from programming languages literature such as JIT compilation and language/runtime supported IR representations would be an important avenue to explore for supporting edge-heterogeneity for storage customization.

**Storage API:** As a direct consequence of having an abundance of networking and storage resources, cloud data centers have specialized services catered for different application needs [35]. Examples of such systems include file systems (Luster, PVFS, GPFS), various blob, object, and key-value stores (Ceph, Swift, Redis, Memcached), NoSQL DBs, etc. However, edge storage systems are still in development and in need of application-specific customization to meet their needs [49]. When building a single storage service, we need to support a multitude of application data and state access requirements (discussed in detail in our previous work [49]): multiple APIs (KV, timeseries, transactions, events, and CRDTs) with support for application-specific mobility policies, data-access policies (sharing), etc. For example, in the case of concurrent updates to an object, an application can define its customized policy regarding if the first write should win, or the last one. Similarly, based on the value of the data (compute data duality) and application resiliency (e.g., ML training), applications can decide how to tolerate faults in case of an edge storage node failure. While it is yet to be explored up to what extent a single unified edge storage service can be designed and implemented, we highlight that there is a similar push inside cloud data centers for single unified services [48].

**Maintenance:** Cloud storage services strive to keep multiple 9s uptimes, and hence invest heavily in the deployment and maintenance of the storage hardware and services. Data is backed up and replicated, and the lifetime of storage media within cloud data centers is continuously monitored by the cloud provider who takes care of transparently substituting the worn-out infrastructure while migrating the data. Old storage devices are then physically destroyed at the end of their lifecycle to prevent any possibility of data recovery. In edge computing landscapes this is an infeasible maintenance commitment, due to the dispersion of the infrastructure. It is then crucial that some degree of “active” health monitoring is implemented in the infrastructure in order to facilitate maintenance operations and to avoid data loss. This is especially relevant since it is not possible to assume active, continuous maintenance of edge nodes as we can assume for cloud storage services.

To summarize, so far we systematically analyze fundamental properties that have changed when moving from the cloud to the edge, and how these changes affect the design of a storage service for the edge. We are clearly not the first one to make a case for an edge storage service [36, 39]. However, prior work only addresses a subset of the edge storage requirements [49]. In the next section we explain how a programmable storage middleware can help to meet the requirements of edge applications.

### 3 Programmable Edge Storage

Based on the discussion so far, the central premise of this paper is: Can we build a unified storage service for the edge that can be customized to serve all edge applications efficiently? In this section we argue it is possible, since by leveraging programmability of a storage service as its first class citizen the storage middleware can allow users to customize to their needs. In particular, we make a case for software-based pro-
grammability and show how the extended Berkeley Packet Filter (eBPF) can be leveraged to address the edge storage challenges. We then present the design of Griffin—our proposed edge storage middleware powered by eBPF.

### 3.1 Why eBPF for Edge Programmability

eBPF, short for extended Berkeley Packet Filter [37], is a software infrastructure that operates within the Linux kernel. BPF has been used for user-defined packet filtering for decades, but was extended and redesigned for additional functionalities. The extended BPF enables use cases such as advanced network packet processing, monitoring, tracing, and security [1, 6, 7], and is now being expanded constantly in the Linux kernel development efforts. We argue that the versatility of eBPF makes it a good candidate for designing a programmable edge storage due to:

- **Expressiveness**: Previous work on eBPF applicability in the storage domain highlights its performance and flexibility benefits [15, 17]. The basic instruction set is expressive to capture many common storage-related use cases like aggregation, filtering, transformation, etc. These functions use cases can be attached to the execution of virtually any function within the Linux kernel and can be (re)programmed without halting the system.

- **Wide availability**: The eBPF toolchain is supported by the Linux kernel, and the clang and gcc compilers. Hence, it is immediately available on any device supporting Linux (including sensors and IoT). This availability decreases the inherent inertia when deploying a new software stack.

- **Secure and bounded multi-tenant execution**: Thanks to its simple(r) ISA, eBPF is amenable for verification and extensions [27]. The current Linux/eBPF toolchain can inject and run user-defined code in the Linux kernel in a safe way by providing symbolic execution and termination guarantees that ensure the extension is safe and will not stall in lengthy or infinite computation. Reusing the rest of the Linux’s isolation machinery, we can ensure a safe and secure multi-tenancy execution of storage customization logic for all applications.

- **A unified ISA for all**: Currently eBPF toolchains exist for multi-arch CPUs, (smart) NICs and switches (P4 supports eBPF compilation), and even FPGAs [19, 51] with a support for JITing. As a result, we believe that eBPF is what comes the closest to a unified ISA with support for heterogenous computing and I/O devices. Such unified support also open possibilities for a unified optimizations across the network-storage stacks. For example, network support can be use to replicate data packet necessary for storage replication in a distributed setting.

**What are the alternatives**: Alternatives would have been hardware-supported programmability (FPGAs, ISCs, ASICs) [13, 42], though their broader applicability is yet to be seen at the edge [18]. We also look into other language provided isolation like with Rust, Java script, or WebAssembly. Such techniques have been used in the context of storage [31, 53] in data centers, and with compute on the edge as well [25]. However, they (i) have high runtime overheads (JVM); (ii) does not support enhancing kernel storage routines; (iii) do not support multiple devices. A complete userspace based solution with a lightweight virtualization support [10] would be possible, however, building such infrastructure depends a lot on underlying hardware capabilities (support for hardware virtualization) of edge node devices. However, in a modular system, the mechanism for programmability can be changed to a better alternative, if necessary.

### 3.2 Griffin Design

We now present the design of Griffin—our proposed edge storage middleware. An overview of the system architecture is depicted in Figure 1. Griffin spans a large set of potentially heterogeneous storage nodes at the edge. Our proposed approach with software programmability is very similar to the spirit of Malacology [47]. Malacology, presents a customized re-use of battle-hardened code of a mature and stable code-base of the Ceph file system. Here, we argue for building the re-usable pieces using the eBPF language support, which can be selectively used by applications based on their needs. The code snippets can be made available to wider edge application as a library.

The goal of Griffin is then to provide an expressive APIs for the user to specify their application needs such as data format (e.g., key-value, timeseries, graph-based), data lifetime, replication, consistency (e.g., strong, read-after-write, or eventual), and common or customized data operations with service-level objectives (e.g., latency). In the following, we explain the system-wide services, such as data replication, consistency, and session migration, provided by Griffin. We also show how eBPF serves as the fundamental technology to enable light-weight programmable storage functionalities including garbage collection, encryption, data erasure and...
replication, and customized computation offloading, which are essential in implementing the APIs in Griffin. We refer to these eBPF provided logic as appcode that the system will run. See Table 2 for a brief overview of the API.

### Computation offloading:
Griffin introduces a computation offloading service for applications to run customized computation appcode directly on the storage device that holds the data needed for the computation. This can benefit a wide range of data-intensive edge applications where moving the data is typically more expensive than performing the computation itself. Griffin employs eBPF to implement such a service since it allows to perform computation in the Linux kernel and supports runtime updates. Despite the limits on the function complexity, eBPF allows to chain user-defined functionalities in order to implement an expressive set of functionalities that can be offloaded in the kernel. Thanks to this in-kernel function execution it is possible to remove layers of abstraction from the computation. This would help to shrink the overhead of the execution, reducing the latency perceived by the application and improves the CPU utilization for useful computation.

### Monitoring:
Apart from the basic code execution, lightweight monitoring of the infrastructure is the most significant operation that eBPF supports out of the box. The monitoring data is very critical to gather and maintain in a light-weight manner, and is used in the other storage system service customizations. To this end, Griffin provides a health monitoring service to continuous monitor the status of the edge storage devices including the CPU utilization, storage utilization and health, and network statistics. Furthermore, eBPF/XDP can also be used to monitor the network latencies. Based on the collected data, the system has some predefined triggers. For example, when a storage device is reaching the end of its lifetime, the health monitoring service carries out two tasks: (i) It notifies the data replication service to find a new device to replicate the data stored on this device and performs complete data erasure. (ii) It signals the edge provider about this situation so that the edge provider can perform maintenance in due time. Observability and monitoring are currently among the most widespread use cases of eBPF. We plan to leverage eBPF to implement a health monitoring service for the storage middleware so that data safety is always guaranteed and timely maintenance can be performed by edge provider.

### Load balancing and replication:
Replication of data is a crucial factor to consider in edge computing. First, data replication is key to the availability of edge applications. Edge nodes can become unavailable due to both unfavorable network conditions or system failures. With data replication we can ensure an edge application can always have its required data at its disposal and remain operative. Second, data replication can be used to improve edge application performance. As we previously highlighted, many edge applications are collaborative and rely on data sharing to achieve their goals, and since users are distributed on the territory placing data on multiple edge nodes can be beneficial to end-to-end latency improvement for as many users as possible. On the other hand, the scarcity of edge resources highlights the need to perform replication only when needed, in order to save storage space across edge nodes. For this reason we believe that it is necessary to let the users specify the replication policies and preferences, in order to allow the storage middleware to allocate resources in optimally. Griffin features a data replication service which provides an eBPF-powered API to help customize many decisions when doing replication and load balancing. The default policy is not to replicate data. Applications can provide eBPF appcode to enable replication. The input to the code is a set of edge nodes (with further properties like location, load, capacity), and the eBPF replication code returns a list of nodes where replicas should be placed. The application is free to apply any criteria it sees fit like best locality, the least loaded, or maximum capacity, etc. The head of the list is the primary node, others are replica in the chain-replication protocol [50] (the only one supported). Similarly, load-balancing appcode can be attached to a load balancing trigger (e.g., CPU or network utilization). The code takes the list of replica machines and can output a new replica where the data should replicated. The collection of trigger metrics can be made light-weight and distributed using network-wide eBPF distribution.

### Consistency:
Griffin also builds a consistency management service which is directly attached to the replication service. It allows each edge application to specify its required consistency model (e.g., strong, read-my-write, and eventual) via a high-level API and automatically enforces the selected consistency model when data is replicated by the data replication service. eBPF consistency appcode can be attached

---

| API | Description |
|-----|-------------|
| `ret = execute(ac, object)` | execution of a application-defined ac logic on an object, the basic eBPF functionality |
| `t = register(ac_trigger, event \ code_path)` | a generic trigger registration on certain event or code path (similar to the eBPF) |
| `replica_list = replica_ac(nodes, state)` | selection of replica nodes based on any arbitrary user criteria |
| `new_replica_list = loadbalancer_ac(replica_nodes, state)` | ac executed with the current replicas, state, and outputs the new list |
| `{state, action} = consistency(object, new_data, state)` | ac takes an object, new data, and the current state, and returns a new state and action |
| `new_replica_list = migration_ac(replica_nodes, t, state)` | ac take the trigger, old replia set, monitoring state and outputs the new replica list |

Table 2: Abridged Griffin API. ac stands for eBPF powered AppCode (ac).
and executed everytime a read and/or write is issued. The code can be attached for a particular object or objects satisfying certain criteria (name, creation time, or location). The appcode initializes a state associated with the object at the start. Upon execution, the appcode is expected to return the new state associated and action (hold, reject, accept) with the object. Using this basic mechanism one can implement multiple consistency models. For example, a state can be associated with a timestamp which can be used to resolve if the write or read should be admitted or rejected from the system. A hold action can be used to wait for a quorum response. Presence or absence of the state can be use to implement the first-writer-wins or the last-writer-wins consistency model. Read-my-write consistency model can be used by comparing the timestamps (vector clocks can also be stored as the state). Once a read or write is accepted in the system, it will follow the chain replication protocol for data reading and writing. This design is very similar to the client-driven semantic reconciliation of vector-clocked objects in Dynamo [21].

**Session migration:** Griffin includes a session migration service to handle user mobility. The decisions what to migrate and when is taken with the input data from the monitoring service with user-defined triggers. These triggers can be on the capacity, geo-area bounds, load, and any other monitored property of the system. By default, there is no user session migration with the user mobility. A user can register their triggers to represent interests in system properties. When the session migration trigger executes, it takes input the current replica servers, cause of the trigger, and should output a new list of replica servers. Griffin ensures that happens in a safe and atomic manner (at an appropriate time) by coordinating user traffic between different edge storage nodes.

**Data erasure and garbage collection:** While data storage and sharing is fundamental in stateful edge applications, the data may only be useful for the application within a certain time frame. In central clouds it is not crucial to dispose old data immediately since the resources are elastic and virtually infinite (for the user). However, edge computing does not possess such a luxury of resource abundance. Thus, it is important to proactively retrieve storage space as soon as old data is no longer actively being used. Valid options include performing a data backup to a central cloud or simply erasing the data. Griffin has a dedicated data erasure and garbage collection (GC) service, expanding what is already an essential component of modern storage technologies. This service exposes APIs for the user to explicitly specify the lifetime of the data and the policy to use for GC in their applications (for example once read/write, delete after certain time period, or if certain event has happened). Such lifecycle-based data management is also explored in data center for short-lived data, e.g., serverless [30]. At runtime, Griffin reclaims storage space according to the specified data lifetime and policy defined in eBPF triggers. eBPF can also be used in this case to enforce different GC policy implementations as well as data erasure instrumenting the storage accesses with garbage collection and data erasure behavior at runtime, depending the lifetime of the data.

**4 Conclusion**

Edge computing is emerging as a fundamentally new way how we design, build, and deploy our distributed applications. It shifts the center of computing from data centers to the data sources and users. As a result we have to re-evaluate many basic assumptions made with the design of foundational infrastructure services in data centers and must re-design services for the edge. In this vision paper we presented our vision for one such service: an eBPF-based programmable storage middleware for edge computing. Based on the differences between cloud and edge storage characteristics, we propose the design of Griffin as a programmable storage service that allows applications to customize policies like replication, consistency, garbage collection, as well as to offload part of the computation to the storage service in order to improve the latency. We are currently in the process of building Griffin.
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