ON ELLIPTIC EQUATIONS IN A HALF SPACE OR IN CONVEX WEDGES WITH IRREGULAR COEFFICIENTS
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Abstract. We consider second-order elliptic equations in a half space with leading coefficients measurable in a tangential direction. We prove the $W^2_p$-estimate and solvability for the Dirichlet problem when $p \in (1, 2]$, and for the Neumann problem when $p \in [2, \infty)$. We then extend these results to equations with more general coefficients, which are measurable in a tangential direction and have small mean oscillations in the other directions. As an application, we obtain the $W^2_p$-solvability of elliptic equations in convex wedge domains or in convex polygonal domains with discontinuous coefficients.

1. Introduction

In this paper we study second-order elliptic equations in non-divergence form:

$$Lu - \lambda u = f$$

in a half space, where $\lambda \geq 0$ is a constant and

$$Lu = a^{ij} D_{ij} u + b^i D_i u + cu$$

is an uniformly elliptic operator with bounded and measurable coefficients. The leading coefficients $a^{ij}$ are symmetric, merely measurable in a tangential direction, and either independent or have very mild regularity in the orthogonal directions. This type of equations typically arises in homogenization of layered materials with boundaries perpendicular to the layers.

The $L_p$ theory of non-divergence form second-order elliptic and parabolic equations with discontinuous coefficients was studied extensively by many authors. According to the well-known counterexample of Nadirashvili, in general there does not exist solvability theory for uniformly elliptic operators with general bounded and measurable coefficients. In the last fifty years, many efforts were made to treat particular types of discontinuous coefficients. The $W^2_p$-estimate for elliptic equations with measurable coefficients in smooth domains was obtained by Bers and Nirenberg in the two
dimensional case in 1954, and by Talenti [38] in any dimensions under the Cordes condition. In [4] Campanato established the $W^2_p$-estimate for elliptic equations with measurable coefficients in 2D for $p$ in a neighborhood of 2. A corresponding result for parabolic equations can be found in Krylov [23]. By using explicit representation formulae, Lorenzi [29, 30] studied the $W^2_2$ and $W^2_p$ estimates for elliptic equations with piecewise constant coefficients in the upper and lower half spaces. See also [37] for a similar result for parabolic equations and a recent paper [15] by Kim for elliptic equations in $\mathbb{R}^d$ with leading coefficients which are discontinuous at finitely many parallel hyperplanes. In [4] Chiti obtained the $W^2_2$-estimate for elliptic equations in $\mathbb{R}^d$ with coefficients which are measurable functions of a fixed direction.

Another notable type of discontinuous coefficients contains functions with vanishing mean oscillation (VMO) introduce by Sarason. The study of elliptic and parabolic equations with VMO coefficients was initiated by Chiarenza, Frasca, and Longo [5] in 1991 and continued in [6] and [2]. We also refer the read to Lieberman [28] for an elementary treatment of elliptic equations with VMO coefficients in Morrey spaces. In [24] Krylov gave a unified approach to investigating the $L^p$ solvability of both divergence and non-divergence form elliptic and parabolic equations in the whole space with leading coefficients that are in VMO in the spatial variables (and measurable in the time variable in the parabolic case). Unlike the arguments in [5, 6, 2] which are based on the certain representation formulae and Calderón–Zygmund theory, the proofs in [24] rely mainly on pointwise estimates of sharp functions of spatial derivatives of solutions, so that VMO coefficients are treated in a rather straightforward manner. Later this approach was further developed to treat more general types of coefficients. In [19] Kim and Krylov established the $W^2_p$-estimate, for $p \in (2, \infty)$, of elliptic equations in $\mathbb{R}^d$ with leading coefficients measurable in a fixed direction and VMO in the orthogonal directions, which, in particular, generalized the result in [7]. By using a standard method of odd and even extensions, their result carries over to equations in a half space when the leading coefficients are measurable in the normal direction and VMO in all the tangential directions. Recently, the results in [19] were extended in [25] and [10], in the latter of which the restriction $p > 2$ was dropped. We also mention that in [9] the $W^2_p$-estimates, for $p \geq 2$ close to 2, were obtained for elliptic and parabolic equations. The leading coefficients are assumed to be measurable in the time variable and two coordinates of space variables, and almost VMO with respect to the other coordinates. In particular, these results extended the aforementioned results in [4] and [23] to high dimensions.

Since the work in [19], the following problem remains open: Do we have a $W^2_p$-estimate for uniformly elliptic operators in a half space with leading coefficients measurable in a tangential direction and, say, with the homogeneous Dirichlet boundary condition?
The main objective of the paper is to fully answer this problem. Apparently, in this case the estimate does not follow from the results in \[19\] and \[10\] by using the method of odd and even extensions, since after even and odd extensions one obtains an elliptic equation in the whole space with leading coefficients measurable in two directions, i.e., a tangential direction and the normal direction. In fact, the answer to the problem is negative for general \(p > 2\): for any \(p > 2\) there is an elliptic operator with ellipticity constant depending on \(p\), such that the \(W^{2,p}\) estimate does not hold for this operator; cf. Remark 3.2. Nevertheless, by invoking Theorems 2.2 and 2.8 of \[9\], the extension argument does give an affirmative answer to the problem for any \(p \in [2, 2 + \varepsilon)\) close to 2, where \(\varepsilon\) depends on the dimension and the ellipticity constant. In this paper, we shall give an affirmative answer in the remaining case \(p \in (1, 2)\). We also consider equations with the Neumann boundary condition, in which case we prove the \(W^{2,p}\) estimate for any \(p \in [2, \infty)\).

To precisely describe our results (Theorems 3.1 and 3.4), we first introduce a few notation. Let \(d \geq 2\) be an integer and \(\lambda \geq 0\) be a constant. A typical point in \(\mathbb{R}^d\) is denoted by \(x = (x_1, ..., x_d) = (x', x'')\), where \(x' = (x_1, x_2) \in \mathbb{R}^2\) and \(x'' = (x_3, ..., x_d) \in \mathbb{R}^{d-2}\). Consider the elliptic equation
\[
Lu - \lambda u := a_{ij}(x^2)D_{ij}u - \lambda u = f
\]
(1.1)
in a half space \(\mathbb{R}^d_+ = \{x \in \mathbb{R}^d | x^1 > 0\}\) with the homogeneous Dirichlet or Neumann boundary condition. Assume that \(a_{ij}\) are measurable, bounded, symmetric, and uniformly elliptic, i.e., there is a constant \(\delta \in (0, 1)\) such that for any unit vector \(\xi \in \mathbb{R}^d\), we have
\[
\delta \leq a_{ij}\xi^i\xi^j, \quad |a_{ij}| \leq \delta^{-1}.
\]
(1.2)
The main results of the paper are as follows. Suppose \(p \in (1, 2]\) (or \(p \in [2, \infty)\)) and \(u \in W^{2,p}(\mathbb{R}^d_+)\) satisfies (1.1) with the Dirichlet boundary \(u = 0\) (or the Neumann condition \(D_1u = 0\), respectively) on \(\partial \mathbb{R}^d_+\). Then the following apriori estimate holds:
\[
\lambda \|u\|_{L_p(\mathbb{R}^d_+)} + \lambda^{1/2}\|Du\|_{L_p(\mathbb{R}^d_+)} + \|D^2u\|_{L_p(\mathbb{R}^d_+)} \leq N(d, \delta, p)\|f\|_{L_p(\mathbb{R}^d_+)}.
\]
Moreover, for any \(\lambda > 0\) and \(f \in L_p(\mathbb{R}^d_+)\), there is a unique solution \(u \in W^{2,p}(\mathbb{R}^d_+)\) to the problem. The range of \(p\) is sharp in the Dirichlet case; see Remark 3.2.

Let us give a brief description of the proofs. We note that since the coefficients are merely measurable functions, the classical Calderón–Zygmund approach no longer applies. Furthermore, solutions to the homogeneous problem generally only possess \(C^{1,\alpha}\) regularity near the boundary. So the approach in \[23\] cannot be applied directly either. Our main idea of the proofs is that, thanks to the assumption \(a_{ij} = a_{ij}(x^2)\), after a change of variables we can rewrite \(L\) into a divergence form operator of certain type (see (3.3)). In the case of the Dirichlet boundary condition, we shall show
that \( v := D_1 u \) satisfies a divergence form equation with the conormal derivative boundary condition. This crucial observation was used before by Jensen \[16\] and Lieberman \[27\] in different contexts. While in the case of the Neumann boundary condition, we show that \( v \) satisfies the same divergence form equation with the Dirichlet boundary condition. Then the problem is reduced to study the \( W^1_p \)-estimate for these divergence form operators. By a duality argument, it suffices to focus on the case \( p > 2 \). However, due to the lack of regularity of the coefficients in the \( x^2 \) direction, the usual interior and boundary \( C^\alpha \) estimates of \( Dv \) do not hold. Nevertheless, we apply the DeGiorgi–Nash–Moser estimate, the reverse Hölder’s inequality, and an anisotropic Sobolev inequality to get boundary and interior \( C^\alpha \) estimate of certain linear combination of \( Dv \) (Lemmas 2.2 and 2.3), using also the properties of the operators. With this \( C^\alpha \) estimate at disposal, we are able to use Krylov’s approach mentioned above to establish the desired \( W^1_p \)-estimate of \( v \).

In the paper, we also treat elliptic equations with more general coefficients which are measurable in a tangential direction and VMO with respect to the other variables. We obtain similar \( W^2_p \)-estimates for both the Dirichlet problem and the Neumann problem (cf. Theorems 4.2 and 4.3), generalizing Theorems 3.1 and 3.4.

The significance of these results is that they can be used to deduce new \( W^2_p \)-estimate for elliptic equations with discontinuous coefficients in convex wedges or convex polygonal domains. More precisely, we obtain the \( W^2_p \)-estimate, \( p \in (1, 2 + \varepsilon) \), for non-divergence form elliptic equation with VMO coefficients in a convex wedge \( \Omega_\theta = \mathcal{O}_\theta \times \mathbb{R}^{d-2} \), where \( \theta \in (0, \pi) \), \( \mathcal{O}_\theta = \{ x' \in \mathbb{R}^2 \mid x_1 > |x'| \cos(\theta/2) \} \), with the homogeneous Dirichlet boundary condition; cf. Theorem 5.2 and the remark below it. The range of \( p \) is sharp even for Laplace equations or equations with constant coefficients. See Remark 3.2, \[14\] Theorem 4.3.2.4, or \[33\] Sect. 4.3.1.

There is a vast literature on the \( L_p \) theory for elliptic and parabolic equations in domains with wedges or with conical or angular points. See, for instance, \[20, 14, 21, 8, 34, 22, 33\] and the references therein. For Laplace equations in convex domains or in Lipschitz domains, we also refer the reader to \[1, 12, 17, 11\]. It is worth mentioning that Hieber and Wood \[15\] extended the aforementioned results in \[38, 4\] to equations with measurable coefficients in bounded convex domains. In \[31, 32\] Lorenzi considered elliptic equations with piecewise constant coefficients in two sub-angles of an angular domain in the plane with zero right-hand side and inhomogeneous Dirichlet boundary conditions. Heat equations in domains with wedges were studied in \[36, 39, 35\]. However, in all these references, either the leading coefficients are assumed to be constants or sufficiently regular, or \( p \) needs to be in a small neighborhood of 2. To our best knowledge, Theorem 5.2 appears to be the first of its kind about non-divergence elliptic equations.
in convex wedge domains with discontinuous coefficients, which does not impose any additional condition on $p$.

The paper is organized as follows. In the next section we consider divergence form elliptic operators of two different types. We obtain $W^{1,p}$-estimate for these operators, which are crucial in the proofs of the main results in Section 3. In Section 4 we treat coefficients which are measurable in $x^2$ and VMO with respect to other variables. We discuss the applications to equations in convex wedges or convex polygonal domains in Section 5.

2. Some auxiliary estimates

We introduce $L_1$ as the collection of divergence form operators

$$\mathcal{L}u = D_i(a^{ij}D_j u)$$

satisfying (1.2) and $a^{ij}_{1} \equiv 0, j = 2, \ldots, d$. Similarly, we introduce $L_2$ as the collection of divergence form operators $\mathcal{L}u = D_i(a^{ij}D_j u)$ satisfying (1.2) and $a^{ij}_{1} \equiv 0, j = 2, \ldots, d$. Notably, the adjoint operator of any operator in $L_1$ is in $L_2$, and the adjoint operator of any operator in $L_2$ is in $L_1$. In the remaining part of this section as well as in the next section, we assume $a^{ij} = a^{ij}(x^2)$.

For any $r > 0$, denote $\tilde{B}_r^+$ to be the half ball of radius $r$ in $\mathbb{R}^2$ and $\hat{B}_r$ to be the ball of radius $r$ in $\mathbb{R}^{d-2}$. Both of them are centered at the origin. We also denote $\Gamma_r = B_r \cap \partial \mathbb{R}^{d}$.

We will use the following special form of the Sobolev imbedding theorem, which follows by applying the standard Sobolev imbedding theorem to $x'$ and $x''$ separately. For reader’s convenience, we give a proof of it in the appendix.

**Lemma 2.1.** Let $\Omega = \tilde{B}_1^+ \times \hat{B}_1$, $p_0 \in (2, \infty)$ be a constant, and $k \geq d/2$ be an integer. Suppose that the function $f \in L_{p_0}(\Omega)$ satisfies

$$D^j_{x''}f, D^j_{x'}D_{x'}'f \in L_{p_0}(\Omega)$$

for any $0 \leq j \leq k$. Then we have $f \in C^{1-2/p_0}(\Omega)$ and

$$\|f\|_{C^{1-2/p_0}(\Omega)} \leq N \sum_{j=0}^{k} \left(\|D^j_{x''}f\|_{L_{p_0}(\Omega)} + N\|D^j_{x'}D_{x'}'f\|_{L_{p_0}(\Omega)}\right)$$

for some constant $N = N(d, p_0) > 0$.

Due to the lack of regularity of the coefficients $a^{ij}$ in $x^2$, the usual interior and boundary $C^{1,\alpha}$ estimates of solutions do not hold. Nevertheless, we prove the following boundary Hölder estimate for operators $\mathcal{L} \in \mathbb{L}_2$.

**Lemma 2.2.** Let $\lambda \geq 0$ be a constant and $\mathcal{L} \in \mathbb{L}_2$. Suppose that $u \in C^\infty(B_2^+)$ satisfies

$$\mathcal{L}u - \lambda u = 0 \quad \text{in } B_2^+$$
with the conormal derivative boundary condition \( a^{11}D_1u = 0 \) on \( \Gamma_2 \). Then there exist constants \( \alpha \in (0, 1) \) and \( N > 0 \) depending only on \( d \) and \( \delta \) such that

\[
\|D_1u\|_{C^\alpha(B^+_1)} + \|D_{x^\alpha}u\|_{C^\alpha(B^+_1)} + \|a^{2j}D_ju\|_{C^\alpha(B^+_1)} + \lambda^{1/2}\|u\|_{C^\alpha(B^+_1)} \\
\leq N\|Du\|_{L_2(B^+_2)} + N\lambda^{1/2}\|u\|_{L_2(B^+_2)}. \tag{2.1}
\]

**Proof.** Denote \( w_j = D_ju, j = 1, \ldots, d \) and \( y \) to be a point in \( \mathbb{R}^{d-1} \). First we consider the case when \( \lambda = 0 \). We claim that: i) \( w_1 \) satisfies \( \mathcal{L}w_1 = 0 \) in \( B^+_2 \) with the Dirichlet boundary condition \( w_1 = 0 \) on \( \Gamma_2 \), and ii) \( w_k, k > 2 \) satisfies \( \mathcal{L}w_k = 0 \) in \( B^+_2 \) with the conormal derivative boundary condition \( a^{11}D_1w_k = 0 \) on \( \Gamma_2 \). To verify the first claim, we take a function \( \xi \in C_0^\infty(\{|y| < 2\}) \) and an even function \( \eta \in C_0^\infty([-1, 1]) \) satisfying \( \eta(0) = 1 \) and \( \eta \) is decreasing in \((0, 1)\). We also take \( \epsilon > 0 \) sufficiently small such that

\[
\psi(x) := \eta(x^1/\epsilon)\xi(x^2, \ldots, x^d) \in C_0^\infty(B_2).
\]

Since \( u \) satisfies \( \mathcal{L}u = 0 \) in \( B^+_2 \) with the conormal derivative boundary condition \( a^{11}D_1u = 0 \) on \( \Gamma_2 \), it holds that

\[
\int_{B^+_2} a^{ij}D_juD_i\psi\,dx = 0. \tag{2.2}
\]

Note that, by the smoothness of \( u \) and the conditions \( a^{1j} = 0 \) for \( j \geq 2 \) and \( a^{ij} = a^{ij}(x^2) \), we have

\[
\lim_{\epsilon \to 0} \int_{B^+_2} a^{1j}D_juD_1\psi\,dx = \lim_{\epsilon \to 0} \int_{B^+_2} a^{11}D_1uD_1\psi\,dx = -\int_{|y|<2} a^{11}D_1u(0,y)\xi(y)\,dy,
\]

and

\[
\lim_{\epsilon \to 0} \int_{B^+_2} \sum_{i \geq 2} a^{ij}D_juD_i\psi\,dx = \lim_{\epsilon \to 0} \int_{B^+_2} \sum_{i \geq 2} a^{ij}D_juD_i\xi(x^1/\epsilon)\,dx = 0.
\]

It then follows from (2.2) that

\[
\int_{|y|<2} a^{11}D_1u(0,y)\xi(y)\,dy = 0.
\]

Since \( \xi \) is an arbitrary function in \( C_0^\infty(\{|y| < 2\}) \) and \( a^{11} \geq \delta \), we obtain that \( w_1 = D_1u = 0 \) on \( \Gamma_2 \). Next, for any \( \phi \in C_0^\infty(B_2 \cap \mathbb{R}^d) \) such that \( \phi = 0 \) on \( \Gamma_2 \), integrating by parts gives

\[
\int_{B^+_2} a^{ij}D_jw_1D_i\phi\,dx = -\int_{\Gamma_2} a^{ij}D_juD_i\phi - \int_{B^+_2} a^{ij}D_juD_1i\phi\,dx = -\int_{\Gamma_2} a^{ij}D_juD_1\phi = 0.
\]
Here in the second equality we used the fact that $u$ satisfies $Lu = 0$ in $B^+_1$ with the conormal derivative condition $a^{ij}D_j u = 0$ on $\Gamma_2$ as well as $D_j \phi = 0$ on $\Gamma_2$ for $j \geq 2$. In the third equality we used $a^{ij} = 0$ for $j \geq 2$ and $D_1 u = 0$ on $\Gamma_2$. This complete the proof of the first claim. The second claim is obvious. Indeed, for any $\phi \in C_0^\infty(B_2 \cap \mathbb{R}^d_+)$ and any $k = 3, \ldots, d$, by using integration by parts we have

$$\int_{B^+_1} a^{ij} D_j w_k D_i \phi \, dx = -\int_{B^+_1} a^{ij} D_j u D_{ik} \phi \, dx = 0.$$  

Now by the DeGiorgi–Nash–Moser estimate,

$$\|D_1 u\|_{C^{\alpha_1}(B^+_1)} \leq N \|D_1 u\|_{L_2(B^+_2)},$$  

and

$$\|D_2 u\|_{C^{\alpha_1}(B^+_1)} \leq N \|D_2 u\|_{L_2(B^+_2)}$$  

for some $\alpha_1 = \alpha_1(d, \delta) \in (0, 1)$. Moreover, by the reverse Hölder’s inequality and the local $L_2$ estimate, for some $p_0 = p_0(d, \delta) > 2$, we have

$$\|DD_1 u\|_{L_{p_0}(B^+_1)} \leq N(d, \delta) \|D_1 u\|_{L_2(B^+_2)},$$  

and

$$\|DD_2 u\|_{L_{p_0}(B^+_1)} \leq N(d, \delta) \|D_2 u\|_{L_2(B^+_2)}.$$  

Thanks to the equation of $u$, we have

$$D_2(a^{2j} D_j u) = -\sum_{k \neq 2} D_k(a^{kj} D_j u) = -\sum_{k \neq 2} a^{kj} D_{kj} u,$$

which together with (2.5) and (2.6) yields

$$\|D_2(a^{2j} D_j u)\|_{L_{p_0}(B^+_1)} + \|D_1(a^{2j} D_j u)\|_{L_{p_0}(B^+_1)} \leq N \|Du\|_{L_2(B^+_2)}.$$  

Then by using a standard scaling argument, for any $0 < r < R \leq 2$, we have

$$\|D_2(a^{2j} D_j u)\|_{L_{p_0}(B^+_1)} \leq N \|Du\|_{L_2(B^+_R)},$$  

where $N = N(d, \delta, r, R) > 0$.

For any integer $l = 1, 2, \ldots, [d/2] + 1$, take a increasing sequence $3/2 < r_1 < r_2 < \ldots < r_{l+1} < 2$. Since $D^l_{x^\nu} u$ satisfies the same equation as $u$ with the same boundary condition, by applying (2.7) to $D^l_{x^\nu} u$ and using the local $L_2$ estimate repeatedly, we get

$$\|D^l_{x^\nu} a^{2j} D_j u\|_{L_{p_0}(B^+_1)} + \|D^l_{x^\nu}(a^{2j} D_j u)\|_{L_{p_0}(B^+_1)} \leq N \|DD^l_{x^\nu} u\|_{L_2(B^+_1)},$$

$$\leq N \|DD^l_{x^\nu} u\|_{L_2(B^+_1)} \leq \ldots \leq N(d, \delta, k) \|Du\|_{L_2(B^+_1)}.$$  

Since $\alpha_2 := 1 - 2/p_0 > 0$ and

$$B^+_1 \subset \hat{B}^+_1 \times \hat{B}_1 \subset B^+_{3/2},$$

it follows from (2.8) and Lemma 2.1 that

$$\|a^{2j} D_j u\|_{C^{\alpha_2}(B^+_1)} \leq N \|Du\|_{L_2(B^+_2)}.$$  

(2.9)
Collecting (2.3), (2.4), and (2.5) gives (2.1) with \( \alpha = \min\{\alpha_1, \alpha_2\} \).

Next we treat the case \( \lambda > 0 \) by adapting an idea by S. Agmon. Introduce a new variable \( y \in \mathbb{R} \) and define

\[
v(x, y) = u(x)\left(\cos(\lambda^{1/2}y) + \sin(\lambda^{1/2}y)\right).
\]

For \( r > 0 \), denote \( B_r \) and \( B_r^+ \) to be the \( d + 1 \) dimensional ball and half ball with radius \( r \) centered at the origin. Then \( v \) satisfies

\[
\tilde{L}v = 0 \quad \text{in } B_r^+ 
\]

with the conormal boundary condition \( a^{11}D_1v = 0 \) on \( B_2 \cap \partial \mathbb{R}^{d+1}_+ \). Here \( \tilde{L} = L + D_y^2 \in \mathbb{L}_2 \) is a divergence elliptic operator in \( \mathbb{R}^{d+1} \). This reduces the problem to the case \( \lambda = 0 \). By the proof above, we have

\[
\|D_1v\|_{C^0(B_r^+)} + \|D_xu\|_{C^0(B_r^+)} + \|D_yv\|_{C^0(B_r^+)} + \|a^{2j}D_jv\|_{C^0(B_r^+)} \\
\leq N\|Dv\|_{L_2(B_r^+)}.
\]  

(2.10)

Now we observe that \( D_1u, D_xu, \lambda^{1/2}u, \) and \( a^{2j}D_ju \) are restrictions of \( D_1v, D_xv, D_yv, \) and \( a^{2j}D_jv \) on the hyperplane \( y = 0 \), respectively. Therefore, the left-hand side of (2.1) is less than or equal to that of (2.10). On the other hand, \( Dv \) is a linear combination of

\[
Du(x)\left(\cos(\lambda^{1/2}y) + \sin(\lambda^{1/2}y)\right), \quad \lambda^{1/2}u(x)\left(-\sin(\lambda^{1/2}y) + \cos(\lambda^{1/2}y)\right).
\]

So the right-hand side of (2.10) is less than that of (2.1). The lemma is proved. \( \square \)

For operators \( L \in \mathbb{L}_1 \), there is a similar estimate under the Dirichlet boundary condition.

**Lemma 2.3.** Let \( \lambda \geq 0 \) be a constant and \( L \in \mathbb{L}_1 \). Suppose that \( u \in C^\infty(B_2^+) \) satisfies

\[
Lu - \lambda u = 0 \quad \text{in } B_2^+
\]

with the Dirichlet boundary condition \( u = 0 \) on \( \Gamma_2 \). Then (2.11) holds for some constants \( \alpha \in (0,1) \) and \( N > 0 \) depending only on \( d \) and \( \delta \).

**Proof.** As in the proof of Lemma 2.2, it suffices to prove (2.1) when \( \lambda = 0 \). We define \( w_j, j = 1, \ldots, d \) as before. It is easily seen that now \( w_j, j > 2 \) satisfies \( Lw_j = 0 \) in \( B_2^+ \) and \( w_j = 0 \) on \( \Gamma_2 \). We claim that \( w_1 \) satisfies \( Lw_1 = 0 \) in \( B_2^+ \) with the conormal derivative boundary condition \( a^{1j}D_jw_1 = 0 \) on \( \Gamma_2 \). For any \( \phi \in C_0^\infty(B_2 \cap \mathbb{R}^{d}_+) \), we decompose it as

\[
\phi = \phi_1 + \phi_2, \quad \phi_1 = \eta(x^1/\varepsilon)\phi(0, x^2, \ldots, x^d) + (1 - \eta(x^1/\varepsilon))\phi,
\]

\[
\phi_2 = \eta(x^1/\varepsilon)(\phi - \phi(0, x^2, \ldots, x^d)),
\]

where \( \eta \) is a cut-off function.
where $\eta$ is the function defined in the proof of Lemma 2.2 and $\varepsilon > 0$ is sufficiently small such that $\phi_1 \in C^\infty_0(B_2 \cap \mathbb{R}^d_+)$. Integration by parts gives

$$
\int_{B^+_2} a^{ij} D_j w_1 D_i \phi_1 \, dx = - \int_{\Gamma_2} a^{ij} D_j u D_i \phi_1 - \int_{B^+_2} a^{ij} D_j u D_i (D_1 \phi_1) \, dx
$$

$$
= - \int_{\Gamma_2} a^{ij} D_j u D_i \phi_1 = 0 \quad (2.11)
$$

Here in the second equality we used the fact that $u$ satisfies $Lu = 0$ in $B^+_2$ with the Dirichlet boundary condition $u = 0$ on $\Gamma_2$ and $D_1 \phi_1 = 0$ on $\Gamma_2$. In the third equality, we used $D_j u = 0$, $j \geq 2$ on $\Gamma_2$, $a^{i1} = 0$ for $i \geq 2$ and $D_1 \phi_1 = 0$ on $\Gamma_2$. Note that $\phi_2$ vanishes for any $x^1 > \varepsilon$ and $|D\phi_2| \leq N$ where $N$ is independent of $\varepsilon$. Therefore,

$$
\lim_{\varepsilon \to 0} \int_{B^+_2} a^{ij} D_j w_1 D_i \phi_2 \, dx = \lim_{\varepsilon \to 0} \int_{B^+_2 \cap \{x^1 \leq \varepsilon\}} a^{1j} D_j u D_i \phi_2 \, dx = 0. \quad (2.12)
$$

Combining (2.11) and (2.12), we conclude

$$
\int_{B^+_2} a^{ij} D_j w_1 D_i \phi \, dx = 0,
$$

which completes the proof of the claim. Therefore, we can still use the DeGiorgi–Nash–Moser estimate to bound the first two terms on the left-hand side of (2.1). The third term on the left-hand side of (2.1) is estimated in exactly the same way as in the proof of Lemma 2.2. We omit the details. \(\square\)

**Remark 2.4.** The results of Lemmas 2.2 and 2.3 still hold true when $B^+_2$ and $B^+_3$ are replaced with $B_1(x_0)$ and $B_2(x_0)$ provided that $B_2(x_0) \subset \mathbb{R}^d_+$. For these interior estimates, the condition $L \in \mathbb{L}_2$ or $L \in \mathbb{L}_1$ is not needed, since there is no boundary condition in this case.

Denote

$$
U = U(x) := |D_1 u| + |D_{x^0} u| + |a^{2j} D_j u| + \lambda^{1/2}|u|.
$$

Because $a^{22} \geq \delta > 0$ and $a^{ij}$ are bounded, it is easily seen that

$$
N^{-1}(|Du| + \lambda^{1/2}|u|) \leq U \leq N(|Du| + \lambda^{1/2}|u|), \quad (2.13)
$$

where $N = N(d, \delta) > 0$.

**Corollary 2.5.** Let $\lambda > 0$ be a constant, $L \in \mathbb{L}_2$, and $g = (g^1, \ldots, g^d)$, $f \in C^\infty_\text{loc}(\mathbb{R}^d_+)$. Suppose that $u \in C^\infty_\text{loc}(\mathbb{R}^d_+)$ satisfies

$$
Lu - \lambda u = \text{div} \, g + f \quad \text{in} \ \mathbb{R}^d_+.
$$
with the conormal derivative boundary condition $a^{11}D_1 u = g^1$ on $\partial \mathbb{R}^d_+$. Then, for any $r > 0$, $\kappa \geq 32$ and $x_0 \in \mathbb{R}^d_+$, we have

$$
\int_{B^+_r(x_0)} \int_{B^+_r(x_0)} |U(x) - U(y)|^2 \, dx \, dy 
\leq N \kappa^d \int_{B^{+r}_{\kappa r}(x_0)} (|g|^2 + \lambda^{-1} f^2) \, dx + N \kappa^{-2\alpha} \int_{B^{+r}_{\kappa r}(x_0)} U^2 \, dx,
$$

(2.14)

where $\alpha$ is the constant from Lemma 2.2 and the constant $N$ depends only on $d$ and $\delta$.

The same estimate holds for $\mathcal{L} \in \mathcal{L}_1$ if the conormal derivative boundary condition is replaced with the Dirichlet boundary condition $u = 0$ on $\partial \mathbb{R}^d_+$.

**Proof.** By standard mollifications, we may assume $a^{ij} \in C^\infty$. Dilations show that it suffices to prove the lemma only for $\kappa r = 8$. After a shift of the coordinates, we may assume $x_0 = (x_0^1, 0, \ldots, 0)$. We consider two cases: i) $x_0^1 < 1$, i.e., when $x_0$ is close to the boundary $\partial \mathbb{R}^d_+$; ii) $x_0^1 \geq 1$, i.e., when $x_0$ is away from the boundary.

**Case i.** Since $r = 8/\kappa \leq 1/4$, we have

$$
B^+_r(x_0) \subset B^+_2 \subset B^+_{\kappa r}(x_0).
$$

(2.15)

Take a smooth cutoff function $\eta \in C^\infty_0(B_6)$ such that $\eta \equiv 1$ in $B_4$ and $0 \leq \eta \leq 1$ in $B_6$. By using the classical $W^1_2$-solvability for divergence elliptic equations, there exists a unique solution $w \in W^1_2(\mathbb{R}^d_+)$ to the equation

$$
\mathcal{L} w - \lambda w = \text{div}(\eta g) + \eta f \quad \text{in } \mathbb{R}^d_+
$$

with the conormal derivative boundary condition $a^{11}D_1 u = \eta g^1$ on $\partial \mathbb{R}^d_+$. Moreover, we have

$$
\|Dw\|_{L^2(\mathbb{R}^d_+)} + \lambda^{1/2} \|w\|_{L^2(\mathbb{R}^d_+)} \leq N(d, \delta)(\|\eta g\|_{L^2(\mathbb{R}^d_+)} + \lambda^{-\frac{1}{2}} \|\eta f\|_{L^2(\mathbb{R}^d_+)})
$$

which implies that

$$
\int_{B^+_r(x_0)} |Dw|^2 + \lambda w^2 \, dx \leq N \kappa^d \int_{B^{+r}_{\kappa r}(x_0)} |g|^2 + \lambda^{-1} f^2 \, dx,
$$

(2.16)

$$
\int_{B^+_r(\kappa x_0)} |Dw|^2 + \lambda w^2 \, dx \leq N \int_{B^{+r}_{\kappa r}(x_0)} |g|^2 + \lambda^{-1} f^2 \, dx.
$$

(2.17)

By the classical elliptic theory, $w \in C^\infty(\mathbb{R}^d_+)$. Now let $v = u - w \in C^\infty_b(B^+_{\kappa r}(x_0))$, which clearly satisfies

$$
\mathcal{L} v - \lambda v = 0 \quad \text{in } B^+_4
$$

and $a^{11}D_1 v = 0$ on $\Gamma_4$. We define

$$
V = V(x) := |D_1 v| + |D_{x^j} v| + |a^{2j} D_j v| + \lambda^{1/2} |v|.
$$
Recall that $r = 8/\kappa$. By Lemma 2.2, the triangle inequality, and (2.15),
\[
\int_{B_r^+(x_0)} \int_{B_r^+(x_0)} |V(x) - V(y)|^2 \, dx \, dy \\
\leq N\kappa^{-2\alpha} \left( |D_1 v|_{C^\alpha(B_r^+)} + |D_2 v|_{C^\alpha(B_r^+)} + |a^{2i} D_j v|_{C^\alpha(B_r^+)} + \lambda^{1/2} |v|_{C^\alpha(B_r^+)} \right)^2 \\
\leq N\kappa^{-2\alpha} \int_{B_r^+(x_0)} |Dv|^2 + \lambda v^2 \, dx \\
\leq N\kappa^{-2\alpha} \int_{B_r^+(x_0)} V^2 \, dx.
\]
(2.18)

In the last inequality above, we used an inequality similar to (2.13) with $v$ and $V$ in place of $u$ and $U$. Since $u = v + w$, combining (2.16), (2.17), (2.18), and the triangle inequality, we immediately get (2.14).

**Case ii.** The proof of this case is similar and actually simpler. Recall that $N\kappa r = 8$ and $\kappa \geq 32$. We have

\[
B_r^+(x_0) = B_r(x_0) \subset B_{\kappa r/8}(x_0) \subset \mathbb{R}^d.
\]

Now we take $\eta \in C^\infty_0(B_{\kappa r/8}(x_0))$ such that

\[
\eta \equiv 1 \quad \text{in } B_{\kappa r/16}(x_0), \quad 0 \leq \eta \leq 1 \quad \text{in } B_{\kappa r/8}(x_0).
\]

We then follow the above proof and use the interior estimates instead of the boundary estimate (cf. Remark 2.4) to get

\[
\int_{B_r(x_0)} \int_{B_r(x_0)} |U(x) - U(y)|^2 \, dx \, dy \\
\leq N\kappa^d \int_{B_{\kappa r/8}(x_0)} |g|^2 + \lambda^{-1} f^2 \, dx + N\kappa^{-2\alpha} \int_{B_{\kappa r/8}(x_0)} U^2 \, dx,
\]

which clearly yields (2.14).

The proof of the last assertion is the same by using Lemma 2.3 in place of Lemma 2.2. The details are thus omitted. \qed

In the measure space $\mathbb{R}^d_+$ endowed with the Borel $\sigma$-field and Lebesgue measure, we consider the filtration of dyadic cubes $\{C_l, l \in \mathbb{Z}\}$, where $\mathbb{Z} = \{0, \pm 1, \pm 2, \ldots\}$ and $C_l$ is the collection of cubes

\[
(i_1 2^{-l_1}, (i_1 + 1)2^{-l_1}) \times \ldots \times (i_d 2^{-l_d}, (i_d + 1)2^{-l_d}),
\]

where $i_1, \ldots, i_d \in \mathbb{Z}$, $i_1 \geq 0$. Let $\mathcal{C}$ be the union of $C_l, l \in \mathbb{Z}$. Notice that if $x_0 \in C \in \mathcal{C}_l$, then for the smallest $r > 0$ such that $C \subset B_r(x_0)$ we have

\[
\int_C \int_C |g(y) - g(z)| \, dy \, dz \leq N(d) \int_{B_r^+(x_0)} \int_{B_r^+(x_0)} |g(y) - g(z)| \, dy \, dz. \quad (2.19)
\]

On the other hand, for any $x_0 \in \mathbb{R}^d_+$ and $r > 0$, let $C \subset \mathcal{C}$ be the smallest cube which contains $B_r^+(x_0)$. Then,

\[
\int_{B^+_r(x_0)} |g(y)| \, dy \leq N(d) \int_C |g(y)| \, dy. \quad (2.20)
\]
For a function \( g \in L_{1, \text{loc}}(\mathbb{R}^d_+) \), we define the maximal and sharp function of \( g \) are given by

\[
\mathcal{M}g(x) = \sup_{C \in \mathcal{C}, x \in C} \int_C |g(y)| \, dy,
\]
\[
g^#(x) = \sup_{C \in \mathcal{C}, x \in C} \int_C \int_C |g(y) - g(z)| \, dy \, dz.
\]

Let \( p \in (1, \infty) \). By the Fefferman–Stein theorem on sharp functions and the Hardy-Littlewood maximal function theorem, we have

\[
\|g\|_{L_p(\mathbb{R}^d_+)} \leq N \|g^#\|_{L_p(\mathbb{R}^d_+)},
\]
\[
\|\mathcal{M}g\|_{L_p(\mathbb{R}^d_+)} \leq N \|g\|_{L_p(\mathbb{R}^d_+)},
\]

if \( g \in L_p(\mathbb{R}^d_+) \), where \( N = N(d, p) > 0 \).

The following two propositions are the main results of this section.

**Proposition 2.6.** Suppose either \( \mathcal{L} \in \mathbb{L}_1 \) and \( p \in (1, 2] \) or \( \mathcal{L} \in \mathbb{L}_2 \) and \( p \in [2, \infty) \). Let \( g = (g^1, \ldots, g^d), f \in C^\infty_0(\mathbb{R}^d_+) \). Then for any \( \lambda > 0 \) and \( u \in C^\infty_{\text{loc}}(\mathbb{R}^d_+) \) satisfying

\[
\mathcal{L}u - \lambda u = \text{div} \, g + f \quad \text{in} \quad \mathbb{R}^d_+
\]

with the conormal derivative boundary condition \( a^{ij} D_j u = g^i \) on \( x^i = 0 \), we have

\[
\lambda \|u\|_{L_p(\mathbb{R}^d_+)} + \lambda^{1/2} \|Du\|_{L_p(\mathbb{R}^d_+)} \leq N\lambda^{1/2} \|g\|_{L_p(\mathbb{R}^d_+)} + N\|f\|_{L_p(\mathbb{R}^d_+)},
\]

where \( N = N(d, \delta, p) > 0 \). Furthermore, for \( \lambda = 0 \) and \( f \equiv 0 \), we have

\[
\|Du\|_{L_p(\mathbb{R}^d_+)} \leq N \|g\|_{L_p(\mathbb{R}^d_+)}. \tag{2.25}
\]

**Proof.** Again we may assume \( a^{ij} \in C^\infty \). By a duality argument, we only need to consider the case when \( \mathcal{L} \in \mathbb{L}_2 \) and \( p \in [2, \infty) \). The result is classical if \( p = 2 \). In the sequel, we suppose \( p > 2 \). Since \( \mathcal{L} \in \mathbb{L}_2 \), the conormal derivative condition becomes \( D_j u = g^i \) on \( x^i = 0 \). Now due to (2.19), (2.20), and Corollary 2.5, we obtain a pointwise estimate for \( U \):

\[
U^#(x_0) \leq N\kappa^{\frac{d}{2}} \left( \mathcal{M}(|g|^2 + \lambda^{-1}f^2)(x_0) \right)^{\frac{1}{2}} + N\kappa^{-\alpha} \left( \mathcal{M}(U^2)(x_0) \right)^{\frac{1}{2}}, \tag{2.26}
\]

for any \( x_0 \in \mathbb{R}^d_+ \). It follows from (2.20), (2.21), and (2.22) that

\[
\|U\|_{L_p(\mathbb{R}^d_+)} \leq N \|U^#\|_{L_p(\mathbb{R}^d_+)} \leq N\kappa^{\frac{d}{2}} \|\mathcal{M}(|g|^2 + \lambda^{-1}f^2)^{\frac{1}{2}}\|_{L_{p/2}(\mathbb{R}^d_+)} + N\kappa^{-\alpha} \|\mathcal{M}(U^2)^{\frac{1}{2}}\|_{L_{p}(\mathbb{R}^d_+)},
\]

\[
\leq N\kappa^{\frac{d}{2}} \|g|^2 + \lambda^{-1}f^2\|_{L_p(\mathbb{R}^d_+)} + N\kappa^{-\alpha} \|U^2\|^{\frac{1}{2}}_{L_p(\mathbb{R}^d_+)},
\]
which immediately yields \((2.24)\) upon taking \(\kappa\) sufficiently large. Next we treat the case when \(\lambda = 0\) and \(f \equiv 0\). Note that for any \(\lambda_1 > 0\), we have

\[
Lu - \lambda_1 u = \operatorname{div} g - \lambda_1 u \quad \text{in} \, \mathbb{R}^d_+.
\]

From \((2.24)\), we have

\[
\lambda_1 \|u\|_{L_p(\mathbb{R}^d_+)} + \lambda_1^{1/2} \|Du\|_{L_p(\mathbb{R}^d_+)} \leq N\lambda_1^{1/2} \|g\|_{L_p(\mathbb{R}^d_+)} + N\lambda_1 \|u\|_{L_p(\mathbb{R}^d_+)},
\]

where \(N\) is independent of \(\lambda_1\). Dividing both sides of \((2.27)\) by \(\lambda_1^{1/2}\) and taking the limit as \(\lambda_1 \to 0\) give \((2.25)\). This completes the proof of the theorem. \(\square\)

**Proposition 2.7.** Suppose either \(\mathcal{L} \in \mathbb{L}_1\) and \(p \in [2, \infty)\) or \(\mathcal{L} \in \mathbb{L}_2\) and \(p \in (1, 2]\). Let \(g = (g^1, \ldots, g^d), f \in C_0^\infty(\mathbb{R}^d_+)\). Then for any \(\lambda > 0\) and \(u \in C_0^\infty(\mathbb{R}^d_+)\) satisfying \((2.23)\) and \(u = 0\) on \(x^1 = 0\), we have \((2.24)\), where \(N = N(d, \delta, p) > 0\). Furthermore, for \(\lambda = 0\) and \(f \equiv 0\), we have \((2.25)\).

**Proof.** The proof is the same as the proof of Proposition 2.6 by using the last assertion of Corollary 2.5. We thus omit the details. \(\square\)

3. **Main theorems and proofs**

First we consider elliptic equations in the half space with Dirichlet boundary condition. Recall that \(a^{ij} = a^{ij}(x^2)\) satisfies \((1.2)\). For any domain \(\Omega \subset \mathbb{R}^d\) and \(p \in (1, \infty)\), we define \(\tilde{W}_p^1(\Omega)\) to be the completion of \(C_0^\infty(\Omega)\) in the \(W_p^1(\Omega)\) space, and \(\tilde{W}_p^2(\Omega) = W_p^1(\Omega) \cap W_p^2(\Omega)\).

**Theorem 3.1.** Let \(p \in (1, 2]\). Then for any \(\lambda \geq 0\) and \(u \in \tilde{W}_p^2(\mathbb{R}^d_+)\), we have

\[
\lambda \|u\|_{L_p(\mathbb{R}^d_+)} + \lambda^{1/2} \|Du\|_{L_p(\mathbb{R}^d_+)} + \|D^2u\|_{L_p(\mathbb{R}^d_+)} \leq N \|Lu - \lambda u\|_{L_p(\mathbb{R}^d_+)},
\]

where \(N = N(d, \delta, p) > 0\). Moreover, for any \(f \in L_p(\mathbb{R}^d_+)\) and \(\lambda > 0\) there is a unique \(u \in W_p^2(\mathbb{R}^d_+)\) solving

\[
Lu - \lambda u = f \quad \text{in} \, \mathbb{R}^d_+
\]

with the Dirichlet boundary condition \(u = 0\) on \(\partial \mathbb{R}^d_+\).

**Remark 3.2.** To see that the range of \(p\) in Theorem 3.1 is sharp, we consider the following example. Let \(d = 2, \theta \in (\pi/2, \pi)\) and \(\eta \in C_0^\infty((-2, 2))\) be a cutoff function satisfying \(\eta \equiv 1\) on \([-1, 1]\). In the polar coordinates, define

\[
u(r, \omega) := r^{\pi/\theta} \sin(\omega \pi / \theta) \eta(r), \quad f := \Delta u - \lambda u.
\]

It is easily seen that \(u\) satisfies the Dirichlet boundary condition in the angle \(\Omega_\theta := \{\omega \in (0, \theta)\}\) and \(f \in L_p(\Omega_\theta)\) with \(p = 2/(2 - \pi/\theta)\). However, \(D^2u \notin L_p(\Omega_\theta)\). Now we take a linear transformation to map \(\Omega_\theta\) to the first quadrant \(\{(y^1, y^2) \in \mathbb{R}^2 | y^1 > 0, y^2 > 0\}\). Let \(\tilde{u}\) and \(\tilde{f}\) be the functions in
the $y$-coordinates and $a^{ij}$ be corresponding constant coefficients. We take the odd extensions of $\tilde{u}$ and $\tilde{f}$ with respect to $y^2$, and denote
\[
\tilde{a}^{ij}(y^2) = \text{sgn}(y^2)a^{ij} \quad \text{for } i \neq j, \quad \tilde{a}^{jj}(y^2) = a^{jj} \quad \text{otherwise.}
\]
Clearly, $\tilde{u}$ satisfies
\[
\tilde{a}^{ij}D_{ij}\tilde{u}(y) - \lambda\tilde{u}(y) = \tilde{f}(y) \quad \text{in } \mathbb{R}^2_+ 
\]
and $\tilde{u} = 0$ on $\partial\mathbb{R}^2_+$. Moreover, we have $\tilde{f} \in L_p(\mathbb{R}^2_+)$, but $D^2\tilde{u} \notin L_p(\mathbb{R}^2_+)$. Note that $p \not\geq 2$ as $\theta \not\geq \pi$. Thus, this example implies that the range of $p$ in the above theorem is actually sharp in the sense that for any $p > 2$ there is an elliptic operator $L = \tilde{a}^{ij}(y^2)D_{ij}$ with the ellipticity constant depending on $p$, such that the $W^2_p$ estimate does not hold for $L$.

Proof of Theorem 2.1. Let $f = Lu - \lambda u$. By mollifications and a density argument, we may assume $u \in C_0^\infty(\mathbb{R}^d_+)$ and $u \equiv 0$ on $x^1 = 0$. We move the mixed second derivatives $a^{1j}D_{1j}u$ and $a^{3j}D_{j1}u$, $j = 2, \ldots, d$ to the right-hand side to get
\[
a^{11}D_{11}u + \sum_{i,j=2}^d a^{ij}(x^2)D_{ij}u - \lambda u = f - \sum_{j=2}^d (a^{1j} + a^{3j})D_{1j}u.
\]
Since the $W^2_p$-estimate in the whole space is available when the coefficients depend only on one direction (cf. [10, 19]), by using odd extensions of $u$ and $f$ with respect to $x^1$, we get
\[
\lambda\|u\|_{L_p(\mathbb{R}^d_+)} + \|D^2u\|_{L_p(\mathbb{R}^d_+)} \leq N\|f\|_{L_p(\mathbb{R}^d_+)} + N\|DD_1u\|_{L_p(\mathbb{R}^d_+)}. 
\]
Therefore, in order to prove (3.1), it suffices to show
\[
\|DD_1u\|_{L_p(\mathbb{R}^d_+)} \leq N\|f\|_{L_p(\mathbb{R}^d_+)}. 
\]

We adapt an idea in [10] to rewrite $L$ into a divergence form operator by making a change of variables:
\[
y^2 = \phi(x^2) := \int_0^{x^2} \frac{1}{a^{22}(s)} \, ds, \quad y^j = x^j, \ j \neq 2.
\]
It is easy to see that $\phi$ is a bi-Lipschitz map and
\[
\delta \leq y^2/x^2 \leq \delta^{-1}, \quad D_{y^2} = a^{22}(x^2)D_{x^2}.
\]
Denote
\[
v(y) = u(y_1, \phi^{-1}(y^2), y^j),
\]
\[
\tilde{f}(y) = f(y^1, \phi^{-1}(y^2), y^j),
\]
\[
\tilde{a}^{22}(y^2) = 1/a^{22}(\phi^{-1}(y^2)), \quad \tilde{a}^{2j} \equiv 0, \ j \neq 2,
\]
\[
\tilde{a}^{j2}(y^2) = ((a^{j2} + a^{j2})/a^{22})(\phi^{-1}(y^2)), \ j \neq 2,
\]
\[
\tilde{a}^{1j}(y^2) = (a^{1j} + a^{j1})(\phi^{-1}(y^2)), \quad \tilde{a}^{j1} \equiv 0, \ j > 2,
\]
and \( \tilde{a}^{ij}(y^2) = a^{ij}(\phi^{-1}(y^2)) \) for the other \((i,j)\). In the \(y\)-coordinates, define a divergence form operator \(L\) by

\[
L v = D_i(\tilde{a}^{ij} D_j v).
\]

It is easily seen that \(L \in L_1\) and is uniformly nondegenerate with an ellipticity constant depending only on \(\delta\). A simple calculation shows that \(v\) satisfies in \(\mathbb{R}^d_+\)

\[
L v - \lambda v = \tilde{f}.
\]

(3.4)

Moreover, the condition \(u \equiv 0\) on \(x^1 = 0\) implies

\[
\tilde{a}^{1j} D_j v = \tilde{f} \quad \text{on} \quad \{x^1 = 0\}.
\]

(3.5)

By differentiating (3.4) with respect to \(x^1\) and using (3.5), we get that \(w := D_1 v\) satisfies

\[
L w - \lambda w = D_1 \tilde{f}
\]

in \(\mathbb{R}^d_+\) with the conormal derivative boundary condition \(\tilde{a}^{1j} D_j w = \tilde{f}\) on \(x^1 = 0\). We then deduce (3.2) from Proposition 2.6. The theorem is proved. □

Remark 3.3. In [9] it was proved that the \(W^2_{p}\)-solvability in \(\mathbb{R}^d\) for elliptic equations holds when \(p \in [2, 2 + \varepsilon)\) and the leading coefficients are measurable in two directions and independent of (or VMO with respect to) the orthogonal directions. Here \(\varepsilon > 0\) is a constant which depends only on \(d\) and \(\delta\). Thus by using the method of odd/even extensions, the result of Theorem 3.1 holds for \(p \in (1, 2 + \varepsilon)\).

Next we consider the Neumann boundary problem.

**Theorem 3.4.** Let \(p \in [2, \infty)\). Then for any \(\lambda \geq 0\) and \(u \in W^2_p(\mathbb{R}^d_+)\) satisfying \(D_1 u = 0\) on \(x^1 = 0\), we have

\[
\lambda \|u\|_{L_p(\mathbb{R}^d_+)} + \lambda^{1/2} \|D u\|_{L_p(\mathbb{R}^d_+)} + \|D^2 u\|_{L_p(\mathbb{R}^d_+)} \leq N \|Lu - \lambda u\|_{L_p(\mathbb{R}^d_+)},
\]

where \(N = N(d, \delta, p) > 0\). Moreover, for any \(f \in L_p(\mathbb{R}^d_+)\) and \(\lambda > 0\) there is a unique \(u \in W^2_p(\mathbb{R}^d_+)\) solving

\[
Lu - \lambda u = f \quad \text{in} \quad \mathbb{R}^d_+
\]

with the Neumann boundary condition \(D_1 u = 0\) on \(\partial \mathbb{R}^d_+\).

**Proof.** As in the proof of Theorem 3.1, we may assume that \(u \in C^\infty_0(\mathbb{R}^d_+)\) and \(D_1 u = 0\) on \(x^1 = 0\). Since the \(W^2_p\)-estimate in the whole space is available when the coefficients depend only on one direction (cf. [10, 19]), by using even extensions of \(u\) and \(f\) with respect to \(x^1\), we again only need to show (3.2). By the same change of variables, we find that \(v\) satisfies

\[
L v - \lambda v = \tilde{f}
\]

in \(\mathbb{R}^d_+\) and \(D_1 v = 0\) on \(x^1 = 0\), where \(v, \tilde{f}\) and \(L \in \mathbb{L}_1\) are defined in the proof of Theorem 3.1. Thus, \(w_1 := D_1 v\) satisfies

\[
L w_1 - \lambda w_1 = D_1 \tilde{f}
\]
in \( \mathbb{R}^d_+ \) and \( w_1 = 0 \) on \( x^1 = 0 \). To finish the proof of \( (3.2) \), it suffices to use Proposition 2.7.

\[ \square \]

**Remark 3.5.** In contrast to Theorem 3.1 it remains unclear to us whether the results in Theorem 3.4 are true for \( p \in (1, 2) \).

4. **Equations with more general coefficients**

In this section, we consider second-order elliptic equations

\[ Lu - \lambda u := a^{ij} D_{ij} u + b^i D_i u + cu - \lambda u = f \]

with leading coefficients \( a^{ij} \) which also depend on \( x^1 \) and \( x^2 \). They are supposed to be measurable with respect to \( x^2 \), and have small local mean oscillations in the other variables. To be more precise, we impose the following assumption which contains a parameter \( \gamma > 0 \) to be specified later.

**Assumption 4.1.** There is a constant \( R_0 \in (0, 1) \) such that the following holds. For any ball \( B \) of radius \( r \in (0, R_0) \), there exist \( \bar{a}^{ij} = \bar{a}^{ij}(x^2) \), which depend on the ball \( B \) and satisfy \( (1.2) \), such that

\[
\sum_{i,j=1}^{d} \int_B |a^{ij}(x) - \bar{a}^{ij}(x^2)| \, dx \leq \gamma.
\]

Moreover, we assume that \( a^{ij} \) satisfy \( (1.2) \), and \( b_i \) and \( c \) are measurable functions bounded by a constant \( K > 0 \).

The results stated below are generalization of Theorems 3.1 and 3.3.

**Theorem 4.2** (The Dirichlet problem). Let \( p \in (1, 2] \) and \( f \in L_p(\mathbb{R}^d_+) \). Then there exist constants \( \gamma \in (0, 1) \) and \( N > 0 \) depending only on \( d, p, \) and \( \delta \) such that under Assumption 4.1 the following hold true. For any \( u \in W^2_p(\mathbb{R}^d_+) \) satisfying

\[ Lu - \lambda u = f \quad \text{in} \quad \mathbb{R}^d_+, \quad (4.1) \]

we have

\[
\lambda \|u\|_{L_p(\mathbb{R}^d_+)} + \lambda^{1/2} \|Du\|_{L_p(\mathbb{R}^d_+)} + \|D^2u\|_{L_p(\mathbb{R}^d_+)} \leq N \|f\|_{L_p(\mathbb{R}^d_+)}, \quad (4.2)
\]

provided that \( \lambda \geq \lambda_1 \), where \( \lambda_1 \geq 0 \) is a constant depending only on \( d, p, \delta, K, \) and \( R_0 \). Moreover, for any \( \lambda > \lambda_1 \), there exists a unique \( u \in W^2_p(\mathbb{R}^d_+) \) solving \( (4.1) \) with the Dirichlet boundary condition \( u = 0 \) on \( \partial \mathbb{R}^d_+ \).

**Theorem 4.3** (The Neumann problem). Let \( p \in (2, \infty) \) and \( f \in L_p(\mathbb{R}^d_+) \). Then there exist constants \( \gamma \in (0, 1) \) and \( N > 0 \) depending only on \( d, p, \) and \( \delta \) such that under Assumption 4.1 the following hold true. For any \( u \in W^2_p(\mathbb{R}^d_+) \) satisfying \( (4.1) \) and \( D_1 u = 0 \) on \( x^1 = 0 \), we have \( (1.2) \) provided that \( \lambda \geq \lambda_1 \), where \( \lambda_1 \geq 0 \) is a constant depending only on \( d, p, \delta, K, \) and \( R_0 \). Moreover, for any \( \lambda > \lambda_1 \), there exists a unique \( u \in W^2_p(\mathbb{R}^d_+) \) solving \( (4.1) \) with the Neumann boundary condition \( D_1 u = 0 \) on \( \partial \mathbb{R}^d_+ \).
Our proofs are in the spirit of a perturbation method developed by Krylov [2], for second-order equations in the whole space. However, due to the lack of a $C^{2,\alpha}$ interior or boundary regularity of solutions to (1.1), we are not able to apply the perturbation method directly to the non-divergence equation (1.1). Here we use again the idea of rewriting the equation in a divergence form, and then reduce the problem to the $W^{1,p}$-estimate for certain divergence form equations.

We give several auxiliary results in the next subsection and then complete the proofs of Theorems 4.2 and 4.3 in Subsection 4.3.

4.1. Estimates of $DD_{xx'}u$. Throughout this and next subsections, we assume that $b \equiv c \equiv 0$. First we present several estimates for $D^2_{xx'} u$. For convenience, we set $D^2_{xx'} u \equiv 0$ if $d = 2$. The next lemma is a consequence of the Krylov–Safonov estimate.

Lemma 4.4. Let $\lambda \geq 0$, $q \in (1, \infty)$, and $r > 0$. Assume that $a^{ij}$ are independent of $x''$, $u \in C^0(B_r^+)$, $Lu - \lambda u = 0$ in $B_r^+$, and either $u$ or $D_1u$ vanishes on $\Gamma_r$. Then there exist constants $N = N(d, \delta, q)$ and $\alpha = \alpha(d, \delta) \in (0, 1]$ such that

$$|D^2_{xx'} u|_{C^0(B_{r/2}^+)} + \lambda |u|_{C^0(B_{r/2}^+)} \leq N r^{-\alpha} \left( |D^2_{xx'} u|^q + \lambda^q |u|^q \right)^{1/q}. \quad (4.3)$$

Proof. For $\lambda = 0$, (4.3) directly follows from the Krylov–Safonov estimate since $D^2_{xx'} u$ satisfies the same equation. The general case $\lambda > 0$ then follows from the same argument as in the proof of Lemma 2.2.

Combining Theorem 3.1, Lemma 4.4 and the corresponding interior estimates gives the following bound of mean oscillations.

Lemma 4.5. Let $\lambda \geq 0$, $q \in (1, 2]$, $r > 0$, $\kappa \geq 32$, $x_0 \in \mathbb{R}^d_+$, and $f \in L_q(B_{\kappa r}^+(x_0))$. Suppose $a^{ij} = a^{ij}(x^2)$, and $u \in W^2_q(B_{\kappa r}^+(x_0))$ satisfies

$$Lu - \lambda u = f \quad \text{in } B_{\kappa r}^+(x_0)$$

with the Dirichlet boundary condition $u = 0$ on $B_{\kappa r}(x_0) \cap \partial \mathbb{R}^d_+$. Then

$$\int_{B_{\kappa r}^+(x_0)} \int_{B_{\kappa r}^+(x_0)} |D^2_{xx'} u(x) - D^2_{xx'} u(y)|^q + \lambda^q |u(x) - u(y)|^q \, dx \, dy$$

$$\leq N \kappa^d \int_{B_{\kappa r}^+(x_0)} |f|^q \, dx + N \kappa^{-q\alpha} \int_{B_{\kappa r}^+(x_0)} |D^2_{xx'} u|^q + \lambda^q |u|^q \, dx, \quad (4.4)$$

where $\alpha$ is the constant from Lemma 4.4 and the constant $N$ depends only on $d$, $\delta$, and $q$. The same estimate holds for $q \in [2, \infty)$ if $D_1 u$ vanishes on $B_{\kappa r}(x_0) \cap \partial \mathbb{R}^d_+$ instead of $u$.

Proof. We begin with a few reductions. Without loss of generality, we may assume $x_0 = (x_0', 0, \ldots, 0)$ with $x_0' \geq 0$. By mollifications, we may also assume $a^{ij} \in C^\infty$. Dilations show that it suffices to prove the lemma only for $\kappa r = 8$. As before, we consider two cases: i) $x_0' < 1$ and ii) $x_0' > 1$. 


We only prove the first case. The proof of the second case is simpler (cf. Corollary 2.5).

First we suppose \( \lambda > 0 \). We argue as in the proof of Corollary 2.5. Since \( r = 8/\kappa \leq 1/4 \), we have
\[
B_r^+(x_0) \subset B_r^+ \subset B_{\kappa r}^+(x_0).
\]
By using a standard density argument, we may assume \( u \in C^\infty_b(\bar{B}_{\kappa r}(x_0)) \) and \( a^{ij} \in C^\infty(\mathbb{R}) \). Take a smooth cutoff function \( \eta \in C^\infty_0(B_{\kappa r}(x_0)) \) such that \( \eta \equiv 1 \) in \( B_4 \), \( 0 \leq \eta \leq 1 \) in \( B_6 \).

According to Theorem 3.1, there exists a unique solution \( w \in W^{2,q}_{\omega}(\mathbb{R}^d) \) to the equation
\[
Lw - \lambda w = \eta f \quad \text{in } \mathbb{R}^d
\]
with the zero Dirichlet boundary condition. Moreover, we have
\[
\|D^2w\|_{L_q(\mathbb{R}^d)} + \lambda\|w\|_{L_q(\mathbb{R}^d)} \leq N(d,\delta,q)\|\eta f\|_{L_q(\mathbb{R}^d)},
\]
which implies that
\[
\int_{B_r^+(x_0)} |D^2w|^q + \lambda^q |w|^q dx \leq N\kappa^d \int_{B_{\kappa r}^+(x_0)} |f|^q dx, \quad (4.6)
\]
\[
\int_{B_{\kappa r}^+(x_0)} |D^2w|^q + \lambda^q |w|^q dx \leq N \int_{B_{\kappa r}^+(x_0)} |f|^q dx, \quad (4.7)
\]
By the classical elliptic theory, \( w \in C^\infty(\mathbb{R}^d) \). Now we define
\[
v := u - v \in C^\infty_b(\bar{B}_{\kappa r}^+(x_0))\]
which clearly satisfies
\[
Lv - \lambda v = 0 \quad \text{in } B_4^+, \quad v = 0 \text{ on } \Gamma_4.
\]
Recall that \( r = 8/\kappa \). By Lemma 4.4 and (4.5),
\[
\int_{B_r^+(x_0)} \int_{B_r^+(x_0)} |D^2_{x'}v(x) - D^2_{x'}v(y)|^q + \lambda^q |v(x) - v(y)|^q dx dy \leq N\kappa^{-q\alpha} ([D^2_{x'}v]_{C^\alpha(B_r^+)} + \lambda[v]_{C^\alpha(B^+_r)})^q
\]
\[
\leq N\kappa^{-q\alpha} \int_{B_{\kappa r}^+(x_0)} |D^2_{x'}v|^q + \lambda^q |v|^q dx, \quad (4.8)
\]
Since \( u = v + w \), combining (4.6), (4.7), (4.8), and the triangle inequality, we immediately get (4.4). The case \( \lambda = 0 \) follows from the case \( \lambda > 0 \) by taking the limit as \( \lambda \searrow 0 \).

The proof of the last assertion is the same by using Theorem 3.4 in place of Theorem 3.1. \( \square \)

Lemma 4.5 together with a perturbation argument gives the next result for general operators \( L \) satisfying Assumption 4.1.
Corollary 4.7. Let \( \lambda \geq 0, \ p \in (1, \infty), \ x_1 \in \mathbb{R}_+^d, \) and \( f \in L_p(\mathbb{R}_+^d). \) Suppose \( u \in W^2_p(\mathbb{R}_+^d) \) vanishes outside \( B^+_R(x_1) \) and satisfies
\[
Lu - \lambda u = f \quad \text{in} \quad \mathbb{R}_+^d,
\]
with the Dirichlet boundary condition \( u = 0 \) on \( \partial \mathbb{R}_+^d. \) Then under Assumption \( \text{(1.1)} \) for any \( r > 0, \ \kappa \geq 32, \) and \( x_0 \in \mathbb{R}_+^d, \) we have
\[
\int_{B^+_r(x_0)} \left| D^2 u(x) - D^2_{x^0} u(y) \right|^q + \left| u(x) - u(y) \right|^q dx dy 
\leq N \kappa^d \int_{B^+_r(x_0)} |f|^q dx + N \kappa^{-q} \alpha \int_{B^+_r(x_0)} |D^2_{x^0} u|^q + \lambda^q |u|^q dx, 
\]
\[
+ N \kappa^d \left( \int_{B^+_r(x_0)} |D^2 u|^q dx \right)^{\frac{d}{2} \gamma \frac{1}{\beta}}, \tag{4.9}
\]
where the constant \( N \) depends only on \( d, \delta, \beta, \) and \( q. \) The same estimate hold for \( q \in [2, \infty) \) if \( D_1 u \) vanishes on \( \partial \mathbb{R}_+^d \) instead of \( u. \)

Proof. We choose \( B = B_{\kappa r}(x_0) \) if \( \kappa r < R_0 \) and \( B = B_{R_0}(x_1) \) if \( \kappa r \geq R_0. \) For this ball \( B, \) let \( \bar{a}^{ij} = \bar{a}^{i}(x^2) \) be the coefficients given by Assumption \( \text{(4.1)} \) and \( \bar{L} \) be the elliptic operator with the coefficients \( \bar{a}^{ij}. \) Then we have \( \bar{L} u - \lambda u = \bar{f} \) in \( \mathbb{R}_+^d, \) where \( \bar{f} = f + (\bar{a}^{ij} - \bar{a}^{ij}) D_{ij} u. \) It follows from Lemma \( \text{(4.5)} \) that the left-hand side of \( \text{(4.9)} \) is less than
\[
N \kappa^d \int_{B^+_r(x_0)} |f + (\bar{a}^{ij} - \bar{a}^{ij}) D_{ij} u|^q dx + N \kappa^{-q} \alpha \int_{B^+_r(x_0)} |D^2_{x^0} u|^q + \lambda^q |u|^q dx.
\]
Notice that, by Hölder’s inequality,
\[
\int_{B^+_r(x_0)} |(\bar{a}^{ij} - \bar{a}^{ij}) D_{ij} u|^q dx = \int_{B^+_r(x_0)} |1_B(\bar{a}^{ij} - \bar{a}^{ij}) D_{ij} u|^q dx \leq \left( \int_{B^+_r(x_0)} |D^2 u|^q dx \right)^{\frac{d}{2} \gamma} \left( \int_{B^+_r(x_0)} |1_B(\bar{a}^{ij} - \bar{a}^{ij})|^q dx \right)^{\frac{1}{\beta}},
\]
\[
\leq \left( \int_{B^+_r(x_0)} |D^2 u|^q dx \right)^{\frac{d}{2} \gamma} \left( \int_{B} |(\bar{a}^{ij} - \bar{a}^{ij})|^q dx \right)^{\frac{1}{\beta}} \leq N \left( \int_{B^+_r(x_0)} |D^2 u|^q dx \right)^{\frac{d}{2} \gamma \frac{1}{\beta}},
\]
where the last inequality is due to Assumption \( \text{(4.1)} \) Thus collecting the above inequalities we get \( \text{(4.9)} \) immediately. The last assertion follows from the last assertion of Lemma \( \text{(4.5)} \) by the same proof. The lemma is proved. \( \square \)

Corollary 4.7. Let \( \lambda \geq 0, \ p \in (1, \infty), \ x_1 \in \mathbb{R}_+^d \) and \( f \in L_p(\mathbb{R}_+^d). \) Suppose \( u \in W^2_p(\mathbb{R}_+^d) \) vanishes outside \( B^+_R(x_1) \) and satisfies
\[
Lu - \lambda u = f \quad \text{in} \quad \mathbb{R}_+^d,
\]
with the Dirichlet boundary condition \( u = 0 \) on \( \partial \mathbb{R}^d_+ \). Then there exist a constant \( \alpha_1 = \alpha_1(p) > 0 \) such that under Assumption 4.1 the following holds. For any \( \gamma \in (0,1) \), we have
\[
\| D_x u \|_{L^p(\mathbb{R}^d_+)} + \lambda \| u \|_{L^p(\mathbb{R}^d_+)} \leq N \gamma^{\alpha_1} \| D^2 u \|_{L^p(\mathbb{R}^d_+)} + N_1 \| f \|_{L^p(\mathbb{R}^d_+)} , \tag{4.10}
\]
where \( N = N(d,p,\delta) > 0 \) and \( N_1 = N_1(d,p,\delta,\gamma) > 0 \). The same estimate hold for \( p \in (2,\infty) \) if \( D_1 u \) vanishes on \( \partial \mathbb{R}^d_+ \) instead of \( u \).

**Proof.** We take \( q \in (1,2] \) and \( \beta \in (1,\infty) \) such that \( p > \beta q \). Due to (2.19), (2.20), and Lemma 4.6 above, we obtain a pointwise estimate
\[
(D^2_{x',u})^\# (x_0) + \lambda u^\# (x_0) \leq N \kappa^\# \gamma^{(1-\alpha)\beta q} (M(|f|^q))^{\beta q} + N \kappa^{-\alpha} (M(|D^2_{x',u}|^q))^{\beta q} + N \kappa^{-\alpha} \lambda (M(|u|^q))^{\beta q} + N \kappa^\# \kappa^{-\alpha} (M(|D^2 u|^q))^{\beta q} \tag{4.11}
\]
for any \( x_0 \in \mathbb{R}^d_+ \). As in the proof of Proposition 2.6 we deduce from (4.11) that
\[
\| D^2_{x',u} \|_{L^p(\mathbb{R}^d_+)} + \lambda \| u \|_{L^p(\mathbb{R}^d_+)} \leq N \kappa^\# \| f \|_{L^p(\mathbb{R}^d_+)} + N \kappa^{-\alpha} (\| D^2_{x',u} \|_{L^p(\mathbb{R}^d_+)} + \lambda \| u \|_{L^p(\mathbb{R}^d_+)} ) + N \kappa^\# \kappa^{-\alpha} \gamma^{(1-\alpha)\beta q} \| D^2 u \|_{L^p(\mathbb{R}^d_+)} .
\]
By taking \( \kappa \) sufficiently large such that \( N \kappa^{-\alpha} \leq 1/2 \), we get
\[
\| D^2_{x',u} \|_{L^p(\mathbb{R}^d_+)} + \lambda \| u \|_{L^p(\mathbb{R}^d_+)} \leq N \| f \|_{L^p(\mathbb{R}^d_+)} + N \gamma^{(1-\alpha)\beta q} \| D^2 u \|_{L^p(\mathbb{R}^d_+)} . \tag{4.12}
\]
Next observe that for any \( \epsilon > 0 \)
\[
\| D_{x''} u \|_{L^p(\mathbb{R}^d_+)} \leq \epsilon \| D^2_{x',u} \|_{L^p(\mathbb{R}^d_+)} + N(d,p) \epsilon^{-1} \| D^2_{x',u} \|_{L^p(\mathbb{R}^d_+)} , \tag{4.13}
\]
which is deduced from
\[
\| D_{x''} u \|_{L^p(\mathbb{R}^d_+)} \leq N \| \Delta u \|_{L^p(\mathbb{R}^d_+)} \leq N \| D^2_{x'} u \|_{L^p(\mathbb{R}^d_+)} + N \| D^2_{x'} u \|_{L^p(\mathbb{R}^d_+)} \]
by scaling in \( x' \). Combining (4.12) and (4.13), we reach (4.10) upon choosing \( \epsilon = \gamma^{1/2} \). The last assertion follows from the last assertion of Lemma 4.6 by using the same proof. \( \square \)

### 4.2. Estimates for divergence form equations

The following result is a special case of Theorem 2.7 in [25], which can be viewed as a generalization of the classical Fefferman-Stein theorem.

**Theorem 4.8.** Let \( p \in (1,\infty) \), and \( U, F, V \in L^1_{loc}(\mathbb{R}^d_+) \). Assume that we have \( |U| \leq V \) and, for each \( l \in \mathbb{Z} \) and \( C \in C_l \), there exists a measurable function \( U^C \) on \( C \) such that \( |U| \leq U^C \leq V \) on \( C \) and
\[
\int_C |U^C - (U^C)_C| \, dx \leq \int_C F(x) \, dx.
\]
Then
\[
\| U \|_{L^p(\mathbb{R}^d_+)}^p \leq N(d,p) \| F \|_{L^p(\mathbb{R}^d_+)}^p \| V \|_{L^p(\mathbb{R}^d_+)}^{p-1},
\]
provided that \( F, V \in L^p(\mathbb{R}^d_+) \).
Lemma 4.9. Let $\lambda > 0$, $\beta \in (1, \infty)$, and $\beta' = \beta/(\beta - 1)$ be constants, $x_1 \in \mathbb{R}_+^d$, $L \in L_2$, and $g = (g^1, \ldots, g^d), f \in C^\infty_0(\mathbb{R}_+^d)$. Suppose that $u \in C^\infty_0(\mathbb{R}_+^d)$ vanishing outside $B_{R_0}(x_1)$ satisfies
\[ Lu - \lambda u = \text{div} \, g + f \quad \text{in} \quad \mathbb{R}_+^d \]
with the conormal derivative boundary condition $a^{11} \partial_1 u = g^1$ on $\partial \mathbb{R}_+^d$. Then under Assumption 4.1, for any $r > 0$, $\kappa \geq 32$ and $x_0 \in \mathbb{R}_+^d$, we have
\[
\iint_{B_r(x_0)} |U_B(x) - U_B(y)|^2 \, dx \, dy \\
\leq N\kappa^d \iint_{B_{R_0}(x_0)} |g|^2 + \lambda^{-1} f^2 \, dx + N\kappa^{-2\alpha} \iint_{B_{R_0}(x_0)} (U_B)^2 \, dx \\
\quad + N\kappa^d \left( \int_{B_{R_0}(x_0)} (U_B)^{2\beta} \, dx \right)^{1/\beta} \gamma^{1/\beta'},
\]
where $B = B_{\kappa r}(x_0)$ if $\kappa r < R_0$ and $B = B_{R_0}(x_1)$ if $\kappa r \geq R_0$, $\alpha$ is the constant from Lemma 2.2, and the constant $N$ depends only on $d$ and $\delta$. Moreover, for any $l \in \mathbb{Z}$ and $C \in \mathbb{C}_l$, there exists a function $U^C$ on $\mathbb{R}_+^d$ such that
\[
N^{-1}(|D u| + \lambda^{1/2}|u|) \leq U^C \leq N(|D u| + \lambda^{1/2}|u|),
\]
\[
\int_C |U^C - (U^C)_C| \, dx \leq N \int_C F(x) \, dx,
\]
where
\[
F = \kappa^d \left( \mathcal{M}(|g|^2 + \lambda^{-1} f^2) \right)^{1/\beta} + (\kappa^{-\alpha} + \kappa^{d/2\beta'}) \mathcal{M}(U^C)^{2\beta} \gamma^{1/\beta'}.
\]
The same estimates holds for $L \in \mathbb{L}_1$ if the conormal derivative boundary condition is replaced with the Dirichlet boundary condition $u = 0$ on $\partial \mathbb{R}_+^d$.

Proof. Inequality (4.14) is a direct consequence of Corollary 2.6 by using a perturbation argument similar to the proof of Lemma 4.6. Next, for any $C \in \mathbb{C}_l$, we find a smallest ball $B(x_0)$ which contains $C$ and define $U^C = U_B$. Then (4.15) follows from (2.13). By (4.14) and the triangle inequality, the left-hand side of (4.16) is less than $NF(x)$ for any $x \in C$, which yields (4.16) immediately.

The following proposition is an extension of Proposition 2.6.

Proposition 4.10. Suppose that either $L \in \mathbb{L}_1$ and $p \in (1, 2]$, or $L \in \mathbb{L}_2$ and $p \in [2, \infty)$. Let $g = (g^1, \ldots, g^d), f \in C^\infty_0(\mathbb{R}_+^d)$. Then we can find constants $\gamma \in (0, 1)$ and $N > 0$ depending only on $d$, $p$, and $\delta$ such that under
Assumption 4.1 the following holds true. For any \( \lambda \geq \lambda_0 \) and \( u \in C^\infty_{\text{loc}}(\mathbb{R}^d_+) \) satisfying
\[
\mathcal{L}u - \lambda u = \text{div} \, g + f \quad \text{in} \ \mathbb{R}^d_+
\]
with the conormal derivative boundary condition \( a^{ij}D_j u = g^1 \) on \( \partial \mathbb{R}^d_+ \), we have
\[
\lambda \| u \|_{L^p(\mathbb{R}^d_+)} + \lambda^{1/2} \| \nabla u \|_{L^p(\mathbb{R}^d_+)} \leq N \lambda^{1/2} \| g \|_{L^p(\mathbb{R}^d_+)} + N \| f \|_{L^p(\mathbb{R}^d_+)} \quad (4.17)
\]
where \( \lambda_0 > 0 \) is a constant depending only on \( d \), \( \delta \), \( p \), and \( R_0 \).

**Proof.** As in the proof of Proposition 2.6 we may assume that \( a^{ij} \in C^\infty \), \( \mathcal{L} \in L_2 \), and \( p \in (2, \infty) \). First, we consider the case when \( u \) vanishes outside \( B^{+}_{\infty}(x_1) \) for some \( x_1 \in \mathbb{R}^d_+ \). We define \( U \) and \( V \) to be respectively the left and right hand side of (4.15). Choose \( \beta > 1 \) such that \( p > 2\beta \). By Lemma 4.9 and Theorem 4.8 we have
\[
\| U \|_{L^p(\mathbb{R}^d_+)}^{\beta} \leq N \| F \|_{L^p(\mathbb{R}^d_+)} \| V \|_{L^p(\mathbb{R}^d_+)}^{\beta-1},
\]
which yields
\[
\| U \|_{L^p(\mathbb{R}^d_+)} \leq N \| F \|_{L^p(\mathbb{R}^d_+)}.
\]
By the definition of \( F \) and the maximal function theorem, we bound \( \| U \|_{L^p(\mathbb{R}^d_+)} \) by
\[
N \kappa^\frac{d}{\beta} \| \mathcal{M} \left( |g|^2 + \lambda^{-1} f^2 \right) \|_{L^{\frac{1}{\beta}}(\mathbb{R}^d_+)} + N \left( \kappa^{-\alpha} + \kappa^\frac{d}{\beta \gamma} \right) \| \mathcal{M} \left( U^C \right)^{2\beta} \|_{L^{\frac{1}{\beta}}(\mathbb{R}^d_+)} \leq N \kappa^\frac{d}{\beta} \| |g|^2 + \lambda^{-1} f^2 \|_{L^{\frac{1}{\beta}}(\mathbb{R}^d_+)} + N \left( \kappa^{-\alpha} + \kappa^\frac{d}{\beta \gamma} \right) \| \mathcal{M} \left( U^C \right)^{2\beta} \|_{L^{\frac{1}{\beta}}(\mathbb{R}^d_+)} \leq N \kappa^\frac{d}{\beta} \| |g| \|_{L^p(\mathbb{R}^d_+)} + \lambda^{-\frac{1}{2}} \| f \|_{L^p(\mathbb{R}^d_+)} + N \left( \kappa^{-\alpha} + \kappa^\frac{d}{\beta \gamma} \right) \| U \|_{L^p(\mathbb{R}^d_+)}.
\]
Upon choosing \( \kappa \) sufficiently large and \( \gamma \) sufficiently small, we get
\[
\| U \|_{L^p(\mathbb{R}^d_+)} \leq N \| g \|_{L^p(\mathbb{R}^d_+)} + N \lambda^{-\frac{1}{2}} \| f \|_{L^p(\mathbb{R}^d_+)}.
\]
By the definition of \( U \), we obtain (4.17) for any \( \lambda > 0 \) and \( u \) vanishing outside \( B^{+}_{\infty}(x_1) \). To complete the proof of (4.17) for general \( u \in C^\infty_{\text{loc}}(\mathbb{R}^d_+) \), we use a standard partition of unity argument. See, for instance, the proof of [24] Theorem 5.7. The proposition is proved. \( \square \)

Similarly, we have the following estimate for the Dirichlet problem.

**Proposition 4.11.** Suppose that \( \mathcal{L} \in L_1 \) and \( p \in [2, \infty) \), or \( \mathcal{L} \in L_2 \) and \( p \in (1, 2] \). Let \( g = (g^1, \ldots, g^d) \), \( f \in C^\infty_0(\mathbb{R}^d_+) \). Then we can find constants \( \gamma \in (0, 1) \) and \( N > 0 \) depending only on \( d \), \( p \), and \( \delta \) such that under Assumption 4.1 the following holds true. For any \( \lambda \geq \lambda_0 \) and \( u \in C^\infty_{\text{loc}}(\mathbb{R}^d_+) \) satisfying
\[
\mathcal{L}u - \lambda u = \text{div} \, g + f \quad \text{in} \ \mathbb{R}^d_+
\]
with the Dirichlet boundary condition \( u = 0 \) on \( \partial \mathbb{R}^d_+ \), we have (4.17), where \( \lambda_0 \geq 0 \) is a constant depending only on \( d \), \( \delta \), \( p \), and \( R_0 \).
Proof. The proof is almost the same as that of Proposition 4.10 with obvious modifications.

4.3. Proofs of Theorems 4.2 and 4.3. We are now ready to prove the main results of this section. The key step below is to divide both sides by $a^{11}$ so that $D_2u$ will satisfy a divergence form equation. This idea is in reminiscence of the classical argument of deriving from the DeGiorgi–Moser–Nash estimate the $C^{1,\alpha}$ regularity for non-divergence elliptic equations with measurable coefficients on the plane; see, for instance, [13, §11.2].

Proof of Theorem 4.2. Owing to mollifications, a density argument, and the method of continuity it suffices for us to prove the first assertion assuming that the coefficients are smooth and $u \in C^\infty_0(\overline{\mathbb{R}^d}^+)$. We shall prove this in two steps.

Step 1. In this step, we assume that $b \equiv c \equiv 0$, and $u$ vanishes outside $B_{R_0}^+(x_1)$ for some $x_1 \in \mathbb{R}^d_+$. We move $-\lambda u$ and all the second derivatives $D_2D_iu$ to the right-hand side of the equation to get

$$
2 \sum_{i,j=1}^2 a^{ij} D_{ij} u = f + \lambda u - \sum_{i \text{ or } j > 2} a^{ij} D_{ij} u.
$$

Dividing both sides by $a^{11}$ and adding $\Delta u - \lambda u$ to both sides give

$$
2 \sum_{i,j=1}^2 \tilde{a}^{ij} D_{ij} u + \Delta u - \lambda u = \tilde{f} \quad \text{in } \mathbb{R}^d_+,
$$

where

$$
\tilde{a}^{11} = 1, \quad \tilde{a}^{12} = 0, \quad \tilde{a}^{21} = (a^{12} + a^{21})/a^{11}, \quad \tilde{a}^{22} = a^{22}/a^{11},
$$

$$
\tilde{f} = (a^{11})^{-1} (f + \lambda u - \sum_{i \text{ or } j > 2} a^{ij} D_{ij} u) + \Delta u - \lambda u.
$$

Thanks to the first assertion of Corollary 4.7, for any $\gamma \in (0,1)$,

$$
\|D_{x^2} u\|_{L_p(\mathbb{R}^d_+)} + \lambda \|u\|_{L_p(\mathbb{R}^d_+)} \leq N \gamma^{\alpha_1} \|D^2 u\|_{L_p(\mathbb{R}^d_+)} + N_1 \|f\|_{L_p(\mathbb{R}^d_+)}, \quad (4.19)
$$

$$
\|\tilde{f}\|_{L_p(\mathbb{R}^d_+)} \leq N \gamma^{\alpha_1} \|D^2 u\|_{L_p(\mathbb{R}^d_+)} + N_1 \|f\|_{L_p(\mathbb{R}^d_+)}, \quad (4.20)
$$

Here and in the sequel, we denote $N$ to be a constant depending only on $d$, $p$, $\delta$, and $N_1$ to be a constant depending on these parameters as well as $\gamma$. Now define a divergence form operator $\mathcal{L}$ by

$$
\mathcal{L} v = \sum_{i,j=1}^2 D_i(\tilde{a}^{ij} D_j v) + \Delta v.
$$

Clearly, $\mathcal{L} \in \mathbb{L}_2$ and is uniformly nondegenerate with an ellipticity constant depending only on $\delta$. Moreover, $\tilde{a}^{ij}$ satisfy Assumption 4.1 with $N(\delta)\gamma$ in place of $\gamma$. By differentiating (4.18) with respect to $x^2$ and bearing in mind the zero Dirichlet boundary condition, we see that $w := D_2 u$ satisfies

$$
\mathcal{L} w - \lambda w = D_2 \tilde{f} \quad \text{in } \mathbb{R}^d_+.
$$
with the Dirichlet boundary condition \( w = 0 \) on \( x^1 = 0 \). By applying Proposition 4.11 to \( w \), we get
\[
\|Dw\|_{L_p(\mathbb{R}^d_+)} \leq N(d, p, \delta) \|f\|_{L_p(\mathbb{R}^d_+)}
\]
provided that \( \gamma < \gamma_1(d, p, \delta) \) and \( \lambda \geq \lambda_0(d, p, \delta, R_0) \). This together with (4.20) yields
\[
\|DD_2u\|_{L_p(\mathbb{R}^d_+)} \leq N\gamma^{\alpha_1} \|D^2u\|_{L_p(\mathbb{R}^d_+)} + N_1 \|f\|_{L_p(\mathbb{R}^d_+)}
\]
(4.21)
Now the only missing term \( D_2 u \) can be estimated by combining (4.19), (4.21) and using the equation itself. Therefore, we deduce
\[
\|D^2u\|_{L_p(\mathbb{R}^d_+)} + \lambda \|u\|_{L_p(\mathbb{R}^d_+)} \leq N\gamma^{\alpha_1} \|D^2u\|_{L_p(\mathbb{R}^d_+)} + N_1 \|f\|_{L_p(\mathbb{R}^d_+)}
\]
if \( \gamma < \gamma_1 \). Upon choosing \( \gamma \) even smaller and using the interpolation inequality, we obtain (4.2).

**Step 2.** We now remove the additional assumptions in the previous step. First, the assumption that \( u \) vanishes outside \( B^+_R \) can be dropped by using a partition of unity as in Proposition 4.10. For nonzero \( b \) and \( c \), we move all the lower order terms in \( Lu \) to the right-hand side of the equation:
\[
a^{ij} D_{ij} u - \lambda u = f - b_i D_i u - cu
\]
By the estimate proved above and the boundedness of \( b, c \), we have
\[
\lambda \|u\|_{L_p(\mathbb{R}^d_+)} + \lambda^{1/2} \|Du\|_{L_p(\mathbb{R}^d_+)} + \|D^2u\|_{L_p(\mathbb{R}^d_+)}
\]
\[
\leq N\|f\|_{L_p(\mathbb{R}^d_+)} + N\|u\|_{L_p(\mathbb{R}^d_+)} + N\|D^2u\|_{L_p(\mathbb{R}^d_+)}.
\]
Bearing in mind that \( N \) is independent of \( \lambda \), we take \( \lambda_1 = \lambda_1(d, p, \delta, R_0, K) \) sufficiently large such that for \( \lambda \geq \lambda_1 \), the second and the third terms on the right-hand side above can be absorbed to the left-hand side. Thus, we get (4.2). The theorem is proved.

**Proof of Theorem 4.3.** The proof is similar to that of Theorem 4.2. Therefore, we only point out the differences. The function \( w \) still satisfies the same equation, but instead of the Dirichlet boundary condition, it satisfies the conormal boundary condition \( D_1 w = 0 \) on \( x^1 = 0 \). So we apply Proposition 4.10 instead of Proposition 4.11 and use the second assertion of Corollary 4.7 instead of the first one. The remaining proof is the same.

## 5. Applications

In this section, we discuss several applications of our results in Sections 3 and 4. Consider the elliptic equation
\[
Lu - \lambda u := a^{ij} D_{ij} u + b_i D_i u + cu - \lambda u = f
\]
(5.1)
with the zero Dirichlet boundary condition in a convex wedge \( \Omega_\theta = O_\theta \times \mathbb{R}^{d-2} \), where \( \theta \in (0, \pi) \) and
\[
O_\theta = \{ x' \in \mathbb{R}^2 \mid x_1 > |x'| \cos(\theta/2) \}.\]
As in Section 4, we suppose that \( a^{ij} \) satisfy the ellipticity condition (1.2), and \( b_i \) and \( c \) are measurable functions bounded by a constant \( K > 0 \). Furthermore, we assume that \( a^{ij} \) have small local mean oscillations with respect to \( x \), i.e., there is a constant \( R_0 \in (0, 1) \) such that the following holds with a parameter \( \gamma > 0 \) to be chosen.

**Assumption 5.1.** For any ball \( B \) of radius \( r \in (0, R_0) \),

\[
\sum_{i,j=1}^d \int_B |a^{ij}(x) - (a^{ij})_B| \, dx \leq \gamma, \quad \text{where } (a^{ij})_B = \int_B a^{ij}(x) \, dx.
\]

We have the following solvability result for (5.1) in the convex wedge \( \Omega_\theta \).

**Theorem 5.2.** Let \( p \in (1, 2] \) and \( f \in L_p(\Omega_\theta) \). Then there exist constants \( \gamma \in (0, 1) \) and \( N > 0 \) depending only on \( d, p, \delta, \) and \( \theta \) such that under Assumption 5.1 the following hold true. For any \( u \in \dot{W}^2_p(\Omega_\theta) \) satisfying

\[
Lu - \lambda u = f \quad \text{in } \Omega_\theta,
\]

we have

\[
\lambda \|u\|_{L_p(\Omega_\theta)} + \lambda^{1/2} \|Du\|_{L_p(\Omega_\theta)} + \|D^2u\|_{L_p(\Omega_\theta)} \leq N \|f\|_{L_p(\Omega_\theta)},
\]

provided that \( \lambda \geq \lambda_0 \), where \( \lambda_0 \geq 0 \) is a constant depending only on \( d, p, \delta, K, R_0, \) and \( \theta \). Moreover, for any \( \lambda > \lambda_0 \), there exists a unique \( u \in W^2_p(\Omega_\theta) \) solving (5.2) with the Dirichlet boundary condition \( u = 0 \) on \( \partial\Omega_\theta \). Finally, if \( b = c = 0 \) and \( a^{ij} \) are constants, then we can take \( \lambda_0 = 0 \).

For the proof, first by a linear transformation of the coordinates one may assume that \( \theta = \pi/2 \) and \( \Omega_{\pi/2} \) is the first quadrant \( \{x' \in \mathbb{R}^2 \mid x^1 > 0, x^2 > 0\} \). Now take odd/even extensions of the equation with respect to \( x^2 \) as follows:

\[
\tilde{a}^{ij}(x) = \text{sgn}(x^2) a^{ij}(x^1, |x^2|, x^\prime), \quad \text{for } i = 2, j \neq 2 \quad \text{or } j = 2, i \neq 2,
\]

\[
\tilde{a}^{ij}(x) = a^{ij}(x^1, |x^2|, x^\prime), \quad \text{otherwise,}
\]

and

\[
\tilde{b}^2(x) = \text{sgn}(x^2) b^2(x^1, |x^2|, x^\prime), \quad \tilde{b}^i(x) = b^i(x^1, |x^2|, x^\prime), \quad j \neq 2,
\]

\[
\tilde{c}(x) = c(x^1, |x^2|, x^\prime), \quad \tilde{f}(x) = \text{sgn}(x^2) f(x^1, |x^2|, x^\prime),
\]

\[
\tilde{u}(x) = \text{sgn}(x^2) u(x^1, |x^2|, x^\prime).
\]

It is easily seen that the new coefficients \( \tilde{a}^{ij} \) satisfy Assumption 4.1 with \( 2\gamma \). Moreover, we have \( \tilde{f} \in L_p(\mathbb{R}^d_+) \). Let \( \tilde{L} \) be the elliptic operator with coefficients \( \tilde{a}^{ij}, \tilde{b}^i, \tilde{c} \). Then \( u \) satisfies (5.2) in \( \Omega_{\pi/2} \) with the zero Dirichlet boundary condition if and only if \( \tilde{u} \) satisfies

\[
\tilde{L} \tilde{u} - \lambda \tilde{u} = \tilde{f} \quad \text{in } \mathbb{R}^d_+\]

with the same zero Dirichlet boundary condition. Therefore, the first two assertions of Theorem 5.2 follow immediately from Theorem 4.2. The last assertion is a consequence of Theorem 5.1. We note that by Remark 5.3.
Theorem 5.2 actually holds for \( p \in (1, 2 + \varepsilon) \), where \( \varepsilon > 0 \) is a constant which depends only on \( d, \delta, \text{ and } \theta \).

As a further application, under the same conditions of coefficients, we also obtain the \( L^p \)-solvability of (5.1) in \( \Omega = \mathcal{O} \times \mathbb{R}^{d-2} \) with the zero Dirichlet boundary condition, where \( \mathcal{O} \) is a convex polygon in \( \mathbb{R}^2 \). Indeed, this is deduced from Theorem 5.2 by using a partition of unity argument. We omit the details.

Another application of Theorem 4.2 is the \( W^{2,p} \)-solvability of the Dirichlet problem for the equation

\[
a_{ij} D_{ij} u = f
\]

in the unit ball \( B_1 \) when \( p \in (1, 2] \). Here we assume that \( a_{ij} \) are piecewise VMO in the upper and lower half balls \( B_1^+ \) and \( B_1^- \). A particular case is that \( a_{ij} \) are piecewise constants in \( B_1^+ \) and \( B_1^- \). This equation can be solved by following the steps in Chapter 11 of [26]. We notice that when locally flattening the boundary, one gets an equation with leading coefficients which are either VMO or satisfy Assumption 4.1.
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Appendix A. Proof of Lemma 2.1

Denote \( \beta = 1 - 2/p_0 \). By the triangle inequality, we have

\[
\sup_{x,y \in \Omega \atop x \neq y} \frac{|f(x) - f(y)|}{|x - y|^\beta} \leq \sup_{x',y' \in \hat{B}_1^+, x'' \in \hat{B}_1} \frac{|f(x', x'') - f(y', x'')|}{|x' - y'|^\beta} + \sup_{x' \in \hat{B}_1^+, x'' \in \hat{B}_1 \atop x' \neq y''} \frac{|f(x', x'') - f(x', y'')|}{|x'' - y''|^\beta} := I_1 + I_2.
\]

**Estimate of \( I_1 \):** By the Sobolev embedding theorem, for any fixed \( x'' \in \hat{B}_1 \), \( f(x', x'') \) as a function of \( x' \in \hat{B}_1^- \) satisfies

\[
I_1 \leq N \|f(\cdot, x'')\|_{W^{1,p_0}(\hat{B}_1^+)}.
\]

Recall that \( k \geq d/2 \) and \( p_0 > 2 \). By the Sobolev embedding theorem again, for any fixed \( x' \in \hat{B}_1^+ \), \( f(x', x'') \) and \( D_{x'} f(x', x'') \) as functions of \( x'' \in \hat{B}_1 \) satisfy

\[
\sup_{x'' \in \hat{B}_1} (|f(x', x'')| + |D_{x'} f(x', x'')|) \\
\quad \leq N \|f(x', \cdot)\|_{W^{k,p_0}(\hat{B}_1)} + N \|D_{x'} f(x', \cdot)\|_{W^{k,p_0}(\hat{B}_1)}.
\]
This implies that, for any $x'' \in \hat{B}_1$,
\[
\int_{\hat{B}_1^+} |f(x', x'')|^{p_0} dx' + \int_{\hat{B}_1^+} |D_{x'} f(x', x'')|^{p_0} dx' \leq N \sum_{i \leq 1} \sum_{j \leq k} \|D_i^{x'} D_{x''}^j f\|_{L^{p_0}(\Omega)}^{p_0}. 
\]

This combined with (A.1) shows that
\[
I_1 \leq N \sum_{i \leq 1} \sum_{j \leq k} \|D_i^{x'} D_{x''}^j f\|_{L^{p_0}(\Omega)}. \tag{A.2} 
\]

Estimate of $I_2$: Again using the Sobolev embedding theorem, for each $x' \in \tilde{B}_1^+$, $f(x', x'')$ as a function of $x'' \in \hat{B}_1$ satisfies
\[
I_2 \leq N \|f(x', \cdot)\|_{W_0^{1,n}(\tilde{B}_1)}. \tag{A.3} 
\]

For each $j \leq k$ and $x'' \in \hat{B}_1$, $D_j^{x''} f(x', x'')$ as a function of $x' \in \tilde{B}_1$ satisfies
\[
\sup_{x' \in \tilde{B}_1^+} |D_j^{x'} f(x', x'')| \leq N \|D_j^{x''} f(\cdot, x'')\|_{W_0^{1,n}(\tilde{B}_1)}. 
\]
This together with (A.3) gives
\[
I_2 \leq N \sum_{i \leq 1} \sum_{j \leq k} \|D_i^{x'} D_{x''}^j f\|_{L^{p_0}(\Omega)}. \tag{A.4} 
\]

Combining (A.2) and (A.4) completes the proof of the lemma.

References

[1] V. Adolfsson, $L^p$-integrability of the second order derivatives of Green potentials in convex domains, Pacific J. Math. 159 (1993), no. 2, 201–225.

[2] M. Bramanti, M. Cerutti, $W_1^{1,2}$ solvability for the Cauchy-Dirichlet problem for parabolic equations with VMO coefficients, Comm. Partial Differential Equations 18 (1993), no. 9-10, 1735–1763.

[3] L. Bers, L. Nirenberg, On linear and non-linear elliptic boundary value problems in the plane, Convegno Internazionale sulle Equazioni Lineari alle Derivate Parziali, Trieste, 1954, pp. 141–167, Edizioni Cremonese, Roma, 1955.

[4] S. Campanato, Un risultato relativo ad equazioni ellittiche del secondo ordine di tipo non variazionale (Italian), Ann. Scuola Norm. Sup. Pisa (3) 21 (1967), 701–707.

[5] F. Chiarenza, M. Frasca, and P. Longo, Interior $W^{2,p}$ estimates for nondivergence elliptic equations with discontinuous coefficients, Ricerche Mat. 40 (1991), no. 1, 149–168.

[6] F. Chiarenza, M. Frasca, and P. Longo, $W^{2,p}$-solvability of the Dirichlet problem for nondivergence elliptic equations with VMO coefficients, Trans. Amer. Math. Soc. 336 (1993), no. 2, 841–853.

[7] G. Chiti, A $W^{2,2}$ bound for a class of elliptic equations in nondivergence form with rough coefficients, Invent. Math. 33 (1976), no. 1, 55–60.

[8] M. Dauge, Elliptic boundary value problems on corner domains: Smoothness and asymptotics of solutions, Lecture Notes in Mathematics, 1341. Springer-Verlag, Berlin, 1988.

[9] H. Dong, N. V. Krylov, Second-order elliptic and parabolic equations with $B(\mathbb{R}^2, \text{VMO})$ coefficients, Trans. Amer. Math. Soc. 362 (2010), no. 12, 6477–6494.
[10] H. Dong, Solvability of second-order equations with hierarchically partially BMO coefficients, *Trans. Amer. Math. Soc.*, to appear (2010).
[11] E. Fabes, O. Mendez, M. Mitrea, Boundary layers on Sobolev-Besov spaces and Poisson’s equation for the Laplacian in Lipschitz domains, *J. Funct. Anal.* 159 (1998), no. 2, 323–368.
[12] S. Fromm, Potential space estimates for Green potentials in convex domains, *Proc. Amer. Math. Soc.* 119 (1993), no. 1, 225–233.
[13] D. Gilbarg, N. S. Trudinger, *Elliptic partial differential equations of second order*, Reprint of the 1998 edition, Classics in Mathematics, Springer-Verlag, Berlin, 2001.
[14] P. Grisvard, *Elliptic problems in nonsmooth domains*, Monographs and Studies in Mathematics, 24. Pitman (Advanced Publishing Program), Boston, MA, 1985.
[15] M. Hieber, I. Wood, The Dirichlet problem in convex bounded domains for operators in non-divergence form with $L^\infty$-coefficients, *Differential Integral Equations* 20 (2007), no. 7, 721–734.
[16] R. Jensen, Boundary regularity for variational inequalities, *Indiana Univ. Math. J.* 29 (1980), no. 4, 495–504.
[17] D. Jerison, C. E. Kenig, The inhomogeneous Dirichlet problem in Lipschitz domains, *J. Funct. Anal.* 130 (1995), no. 1, 161–219.
[18] D. Kim, Second order elliptic equations in $\mathbb{R}^d$ with piecewise continuous coefficients, *Potential Anal.* 26 (2007), no. 2, 189–212.
[19] D. Kim, N. V. Krylov, Elliptic differential equations with coefficients measurable with respect to one variable and VMO with respect to the others, *SIAM J. Math. Anal.* 39 (2007), no. 2, 489–506.
[20] V. A. Kondrat’ev, Boundary value problems for elliptic equations in domains with conical or angular points (Russian), *Trudy Moskov. Mat. Obsc.* 16 (1967), 209–292.
[21] V. A. Kondrat’ev, O. A. Oleinik, boundary value problems for partial differential equations in nonsmooth domains (Russian), *Uspekhi Mat. Nauk* 38 (1983), no. 2(230), 3–76.
[22] V. A. Kozlov, V. G. Mazya, J. Rossmann, *Elliptic boundary value problems in domains with point singularities*, Mathematical Surveys and Monographs, 52. American Mathematical Society, Providence, RI, 1997. x+414 pp.
[23] N. V. Krylov, On equations of minimax type in the theory of elliptic and parabolic equations in the plane, *Matematicheski Sbornik* 81, no. 1 (1970), 3-22 in Russian; English translation in *Math. USSR Sbornik* 10 (1970), 1–20.
[24] N. V. Krylov, Parabolic and elliptic equations with VMO coefficients, *Comm. Partial Differential Equations* 32 (2007), no. 1-3, 453–475.
[25] N. V. Krylov, Second-order elliptic equations with variably partially VMO coefficients, *J. Funct. Anal.* 257 (2009), 1695–1712.
[26] N. V. Krylov, *Lectures on elliptic and parabolic equations in Sobolev spaces*, Amer. Math. Soc., Providence, RI, 2008.
[27] G. M. Lieberman, Intermediate Schauder theory for second order parabolic equations. IV. Time irregularity and regularity, *Differential Integral Equations* 5 (1992), no. 6, 1219–1236.
[28] G. M. Lieberman, A mostly elementary proof of Morrey space estimates for elliptic and parabolic equations with VMO coefficients, *J. Funct. Anal.* 201 (2003), no. 2 457–479.
[29] A. Lorenzi, On elliptic equations with piecewise constant coefficients, *Applicable Anal.* 2 (1972), no. 1, 79–96.
[30] A. Lorenzi, On elliptic equations with piecewise constant coefficients II, *Ann. Scuola Norm. Sup. Pisa (3)* 26 (1972), 839–870.
[31] A. Lorenzi, On elliptic equations with piecewise constant coefficients. III, part 1, *Matematiche (Catania)* 30 (1975), no. 2, 241–277 (1976).
[32] A. Lorenzi, On elliptic equations with piecewise constant coefficients. III, part 2, *Matematiche (Catania)* **31** (1976), no. 1, 1–39 (1977).

[33] V. G. Mazya, J. Rossmann, *Elliptic equations in polyhedral domains*, Mathematical Surveys and Monographs, 162. American Mathematical Society, Providence, RI, 2010. viii+608 pp.

[34] S. A. Nazarov, B. A. Plamenevsky, *Elliptic problems in domains with piecewise smooth boundaries*, de Gruyter Expositions in Mathematics, 13. Walter de Gruyter & Co., Berlin, 1994. viii+525 pp.

[35] A. I. Nazarov, $L_p$-estimates for a solution to the Dirichlet problem and to the Neumann problem for the heat equation in a wedge with edge of arbitrary codimension, Function theory and phase transitions, *J. Math. Sci. (New York)* **106** (2001), no. 3, 2989–3014.

[36] V. A. Solonnikov, Solvability of classical initial-boundary value problems for the heat equation in a two-sided corner, (Russian) Boundary value problems of mathematical physics and related problems in the theory of functions, 16. *Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI)* **138** (1984), 146–180.

[37] S. Salsa, Un problema di Cauchy per un operatore parabolico con coefficienti costanti a tratti (Italian. English summary), *Matematiche (Catania)*, **31** (1976), no. 1, 126–146 (1977).

[38] G. Talenti, Sopra una classe di equazioni ellittiche a coefficienti misurabili, *Ann. Mat. Pura Appl. (4)* **69** (1965), 285–304.

[39] V. A. Solonnikov, $L_p$-estimates for solutions of the heat equation in a dihedral angle, *Rend. Mat. Appl. (7)* **21** (2001), no. 1-4, 1–15.

(H. Dong) **DIVISION OF APPLIED MATHEMATICS, BROWN UNIVERSITY, 182 GEORGE STREET, BOX F, PROVIDENCE, RI 02912, USA**

*E-mail address: Hongjie Dong@brown.edu*