Abstract: The application of neural networks to non-linear dynamic system identification tasks has a long history, which consists mostly of autoregressive approaches. Autoregression, the usage of the model outputs of previous time steps, is a method of transferring a system state between time steps, which is not necessary for modeling dynamic systems with modern neural network structures, such as gated recurrent units (GRUs) and Temporal Convolutional Networks (TCNs). We compare the accuracy and execution performance of autoregressive and non-autoregressive implementations of a GRU and TCN on the simulation task of three publicly available system identification benchmarks. Our results show, that the non-autoregressive neural networks are significantly faster and at least as accurate as their autoregressive counterparts. Comparisons with other state-of-the-art black-box system identification methods show, that our implementation of the non-autoregressive GRU is the best performing neural network-based system identification method, and in the benchmarks without extrapolation, the best performing black-box method.
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1. INTRODUCTION

System identification is essential for many tasks, such as system control and sensor fusion. It has a long history, beginning with the identification of linear systems (Zadeh, 1956). Most practical relevant systems are nonlinear and dynamic, which led to the development of nonlinear dynamic system identification methods.

Those models may be autoregressive or non-autoregressive, as visualized in Figure 1. The output of an autoregressive model is dependant on the model outputs of previous time steps, which is not the case for a non-autoregressive model. In both cases, the model may have an internal state, which is transferred between each time step. An example for an autoregressive model without an internal state is the nonlinear autoregressive exogenous (NARX) model and for a non-autoregressive model with an internal state is the non-linear state space (NLSS) model.

The identified models may be used for prediction or simulation. Prediction is the task of estimating a limited amount of time steps ahead with information of the past system outputs. Simulation is the task of estimating the system output only with the inputs. In the present work, we will focus only on the simulation task.

Neural networks have been applied to system identification tasks for a long time. Historically feedforward neural networks are applied autoregressively to model the system dynamics, which is a variant of a NARX model (CHEN et al., 1990). The success of this approach was limited by the available hardware and the gradient propagation over long sequences. With the recent development of deep learning-based methods in computer vision and natural language processing, more sophisticated software and hardware for the training of neural networks became available.

With this development, the application of neural networks for system identification has become widespread, with a focus on improving upon existing black-box system identification methods. Most current neural network-based system identification methods still are NARX variants with different neural network architectures as nonlinearities. In related work, a multitude of system identification methods that are based on autoregressive neural networks has been proposed using multilayer perceptrons (MLPs) (Shi et al., 2019), cascaded MLPs (Ljung et al., 2020), convolutional neural networks (Lopez and Yu, 2017), TCNs (Andersson 2019).
et al., 2019), and recurrent neural networks (Kumar et al., 2019) with promising results.

Although neural networks that are based on convolutional or recurrent layers have inherent capabilities to model dynamic systems, only a limited amount of work omitted the autoregression. It has been shown, that RNNs behave like an NLSS (Ljung et al., 2020) and an RNN has been applied non-autoregressively to a synthetic dataset (Gonzalez and Yu, 2018). The authors of the present paper applied non-autoregressive TCNs and gated recurrent units (GRUs) to an inertial measurement-based sensor fusion task, outperforming state-of-the-art domain-specific sensor fusion methods (Weber et al., 2020).

To the best of our knowledge, it has not yet been analyzed what the differences in the implementation, accuracy, and execution performance of autoregressive and non-autoregressive neural networks are.

The present paper focuses on the comparison of autoregressive and non-autoregressive variants of TCNs and GRUs with the following main contributions:

- We describe a workflow for autoregressive and non-autoregressive neural networks for system identification using state-of-the-art deep learning tools and methods.
- We find that non-autoregressive neural networks are faster and easier to implement than their autoregressive counterparts and are as least as accurate.
- We compare the estimation performance of the proposed neural networks and state-of-the-art black-box system identification methods on three publicly available benchmark datasets.
- We find that non-autoregressive gated recurrent units consistently outperform all other neural network-based system identification models and in the benchmarks without extrapolation, all black-box models.

2. NEURAL NETWORK IMPLEMENTATION

In this section, we describe two different neural network architectures, which have the inherent ability to model dynamic systems without autoregressive connections. Furthermore, we describe the corresponding training process with best practices from sequential data processing with neural networks. The two architectures that we consider are TCNs, which process large sequences at once, and GRUs which propagate hidden states over time.

TCNs are stateless feed-forward networks that apply 1d-dilated causal convolutions to sequences (Andersson et al., 2019), which are inspired by Wavenet, which is used for raw audio generation (Oord et al., 2016). The convolutional layers are stacked on top of each other, which results in a receptive field that describes the number of input samples that are taken into account for the prediction of an output value. The dilation in the convolutions increases the receptive field exponentially with the layer size, enabling the processing of sequences with relations over long periods of time. The main advantage of TCNs is that they are fast in training and inference because of their high parallelizability. The main disadvantage of TCNs is that their ability to model system dynamics is limited by the size of the receptive field, limiting its viability in systems that are fast in training and inference because of their high parallelizability.

GRUs with the following main contributions:

- We find that non-autoregressive neural networks are faster and easier to implement than their autoregressive counterparts and are as least as accurate.
- We compare the estimation performance of the proposed neural networks and state-of-the-art black-box system identification methods on three publicly available benchmark datasets.
- We find that non-autoregressive gated recurrent units consistently outperform all other neural network-based system identification models and in the benchmarks without extrapolation, all black-box models.

2. NEURAL NETWORK IMPLEMENTATION

In this section, we describe two different neural network architectures, which have the inherent ability to model dynamic systems without autoregressive connections. Furthermore, we describe the corresponding training process with best practices from sequential data processing with neural networks. The two architectures that we consider are TCNs, which process large sequences at once, and GRUs which propagate hidden states over time.

TCNs are stateless feed-forward networks that apply 1d-dilated causal convolutions to sequences (Andersson et al., 2019), which are inspired by Wavenet, which is used for raw audio generation (Oord et al., 2016). The convolutional layers are stacked on top of each other, which results in a receptive field that describes the number of input samples that are taken into account for the prediction of an output value. The dilation in the convolutions increases the receptive field exponentially with the layer size, enabling the processing of sequences with relations over long periods of time. The main advantage of TCNs is that they are fast in training and inference because of their high parallelizability. The main disadvantage of TCNs is that their ability to model system dynamics is limited by the size of the receptive field, limiting its viability in systems that are fast in training and inference because of their high parallelizability.

GRUs are a variant of RNNs, that use recurrent connections in their hidden layers to store a hidden state for each time step. This approach has the advantage, that the state information can be theoretically stored over an indefinite amount of time, which in practice is limited by the vanishing gradient problem (Hochreiter, 2011).

The vanishing gradient problem stems from numerical issues on long backpropagation paths in the optimization process. In autoregressive neural networks, the backpropagation path is very long because for every time step the gradient has to propagate from the output through all layers back to the input. In RNNs, the backpropagation path is shorter, but the vanishing gradient problem is still limited at hundreds of time steps (Hochreiter, 2011).

The gating mechanism of GRUs alleviates this issue, enabling the network to propagate the hidden state over thousands instead of hundreds of time steps during training. Several regularization methods for RNNs have been proposed, that reduce overfitting and improve generalizability (Merity et al., 2017). The main disadvantage of GRUs over TCNs is their sequential nature, which limits its parallelizability, reducing the training speed and especially the inference speed on acceleration hardware.

Both network architectures may be used as autoregressive models, which we refer to as GRU-AR and TCN-AR, and as non-autoregressive models, which we refer to as GRU-
NAR and TCN-NAR. The structures of these models are visualized in Figure 2 and 3. Autoregressive models may be trained using teacher-forcing, with the ground-truth values as input, or in free-running mode, with its own output as input (Lamb et al., 2016). Teacher forcing is faster in training, but only accurate for one-step-ahead prediction tasks, where the model only has to predict the next sample with the values measured in the past. For simulation with neural networks, teacher-forcing is inaccurate, which is why we train the autoregressive models in free-running mode (Ribeiro and Aguirre, 2018).

The naive application of TCN-AR would be very slow and requires an enormous amount of memory during training, because of the number of redundant calculations in its broad receptive field. Because of that, we implemented an optimized caching scheme, which enables us to train TCN-AR in free-running mode in the first place (Paine et al., 2016).

We implemented the training process with FastAI 2, which is a deep learning library that is built upon Pytorch (Howard and Gugger, 2020). For the optimizer, we use the current state-of-the-art combination of RAdam and Lookahead which proved to be effective in various tasks and requires no learning-rate warm-up phase (Liu et al., 2019), (Zhang et al., 2019). Because we need no warm-up phase, we use cosine-annealing for decreasing the learning rate as soon as the optimizer hits an optimization plateau (Loshchilov and Hutter, 2017). We find the maximum learning rate, with which the optimizer begins, with the learning rate finder heuristic (Smith, 2017).

The datasets used for training consist of multiple measured sequences of different lengths. We extract overlapping windows with varying starting points from the sequences for the generation of the mini-batches, to avoid memorizing the sequences. To process longer sequences, we use truncated backpropagation through time (TBPTT) (Tallec and Ollivier, 2017). To apply TBPTT to autoregressive models, not only the hidden state but also the last generated output has to be transferred between two mini-batches. The input signals are standardized to zero mean and a standard deviation of one, which is also applied just-in-time to the autoregressive inputs (Ioffe and Szegedy, 2015).

We use the elementwise mean-squared error as the loss function, which is close to the evaluation metric root-mean-square error. Every estimation of dynamic systems that starts with an unknown system state has a transient phase, that describes the time period the estimator needs to converge to a steady-state solution. To minimize the long-term error, we exclude the transition phase from the loss function in the optimization process. With TBPTT, only the first mini-batch of a sequence is affected, because all following mini-batches have a converged system state. TCNs have a receptive field that describes the number of samples that are taken into account for each estimated value. We exclude the estimations that have fewer input values than the receptive field from the gradient propagation because it relies on padded values with no measured information.

The optimization process of the neural network requires a multitude of hyperparameters that have a significant influence on the final performance of the model. Because the hyperparameters span a vast optimization space, it is difficult to find the optimal configuration without an efficient optimization algorithm. For this, we use the Asynchronous Successive Halving Algorithm (ASHA) (Li et al., 2020), a state-of-the-art black-box optimizer that combines random-search with early-stopping in an asynchronous environment.

3. PERFORMANCE EVALUATION

In this section, we evaluate the accuracy and the simulation time of the neural network models, which we described in Section 2, on several publicly available datasets. Additionally, we compare the performance of the neural network models with the results of state-of-the-art system identification methods of related work. All models have been trained and executed on an Nvidia RTX 2080 Ti.

The following datasets are designed specifically as benchmarks for non-linear system identification methods:

- Silverbox (Wigren and Schoukens, 2013): The Silverbox benchmark was generated from an electrical circuit that models a nonlinear progressive spring as an oscillating system. The main challenge of the dataset is the extrapolation part of the test sequence, where the output values are larger than any value in the estimation sequence.
- Wiener-Hammerstein (Schoukens et al., 2009): The Wiener Hammerstein benchmark was generated by an electrical circuit that models a Wiener-Hammerstein system.
- Wiener Hammerstein with Process Noise (Schoukens and Noel, 2016): The Wiener-Hammerstein benchmark with process noise was generated by an electrical circuit that models a Wiener-Hammerstein system with additive process noise in the training data. Identifying the process without the process noise is the main challenge of the dataset.

All benchmark datasets provide an estimation and a test subset. For the training and hyperparameter optimization of the neural networks, we split the given estimation subsets further in training and validation subsets. For the evaluation of the performance, we use the root-mean-square error (RMSE). We also ignore the output of the first $N$ samples in the transient phase of the simulation with $N$ given in the description of each benchmark dataset.

For every dataset, the hyperparameters for the GRU and the TCN have been optimized. The resulting configuration is used to train an autoregressive and a non-autoregressive variant, that is used for the following evaluation.

3.1 Autoregressive vs Non-Autoregressive Neural Networks

First, we compare the accuracy of the autoregressive and non-autoregressive variants of the models on every dataset. Figure 4 visualizes the test RMSE of every model on every dataset. The errors of both variants are close to each other, with the non-autoregressive variant being slightly more accurate. This may be caused by a better fitting set of hyperparameters for the non-autoregressive models.
The hyperparameter optimization process for the autoregressive models is limited by their low training speed. Figure 5 visualizes the evolution of the training and validation RMSE over the time of the training of each model variant on the Silverbox dataset with the individual optimized set of hyperparameters. It becomes clear that the non-autoregressive models finish the training process significantly faster than the autoregressive models. In fact, TCN-AR is so slow, that TCN-NAR and GRU-NAR finish all mini-batches before the first mini-batch of TCN-AR is finished. This advantage in speed allows for more extensive hyperparameter optimizations as well as more complex models with the same amount of resources.

Because of their sequential nature, the training speed of the autoregressive models is mostly dependant on the sequence length of the mini-batch. Figure 6 visualizes the training time of a mini-batch for each model variant over the sequence length. The TCN models require a sequence length of at least 10^23 samples because of the receptive field of 2^{10} − 1 = 1023 samples, which results from the depth of 10, which we identified in the hyperparameter optimization. The training time of the autoregressive models scales much worse with the sequence length than the non-autoregressive models. The training time of TCN-AR is especially bad, considering that we already use an optimized caching algorithm. In contrast, TCN-NAR has over the evaluated value range of sequence lengths a constant training duration, because the convolutions are executed independently over the sequence on the GPU.

The model variants also require different amounts of time for the simulation of sequences with variable lengths. Figure 7 visualizes the inference time of each model variant for the simulation of sequences with variable length. The sequential models GRU-AR, GRU-NAR, and TCN-AR scale linearly with the sequence length while TCN-NAR has a constant inference time over the evaluated range because of its parallel nature.

All in all, the autoregressive variants of the evaluated networks are slower in training and inference without any benefits for accuracy.

3.2 Comparison with State-of-the-art Methods

In all three benchmarks, GRU-NAR is the most accurate model of the ones, that we implemented. We compare the accuracy of GRU-NAR with the results of state-of-the-art neural network-based and other black-box system...
In this work, we described the implementation of non-autoregressive and autoregressive neural networks with current best practices for system identification. We compared the accuracy, training, and inference performance of the different models on three publicly available benchmark datasets. Finally, we compared the accuracy of the best performing neural network, a non-autoregressive gated recurrent unit, with other state-of-the-art black-box system identification models.

Our results show that autoregressive neural networks require significantly more time for training and inference than their non-autoregressive counterparts, without any benefits for accuracy. This limits the extent of possible hyperparameter optimization and model capacity, especially in more complex systems. Furthermore, we found that our implementation of non-autoregressive gated recurrent units outperforms all other neural network-based system identification models in the evaluated benchmark datasets and is among the best performing black-box models.

The present work focused on the simulation task, where no system output values are available for the model. In future work, the comparison may be done for the prediction task. While the one-step-ahead prediction task is trivial to implement non-autoregressively, the multi-step-ahead prediction is more challenging and may require a novel approach to avoid autoregression.
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