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Abstract This paper explores a novel method for anxiety detection in older adults using simple wristband sensors such as Electrodermal Activity (EDA) and Photoplethysmogram (PPG) and a context-based feature. The proposed method for anxiety detection combines features from a single physiological signal with an experimental context-based feature to improve the performance of the anxiety detection model. The experimental data for this work is obtained from a year-long experiment on 41 healthy older adults (26 females and 15 males) in the age range 60-80 with mean age 73.36 ± 5.25 during a Trier Social Stress Test (TSST) protocol. The anxiety level ground truth was obtained from State-Trait Anxiety Inventory (STAI), which is regarded as the gold standard to measure perceived anxiety. EDA and Blood Volume Pulse (BVP) signals were recorded using a wrist-worn EDA and PPG sensor respectively. 47 features were computed from EDA and BVP signal, out of which a final set of 24 significantly correlated features were selected for analysis. The phases of the experimental study are encoded as unique integers to generate the context feature vector. A combination of features from a single sensor with the context feature vector is used for training a machine learning model to distinguish between anxious and not-anxious states. Results and analysis showed that the EDA and BVP machine learning models that combined the context feature along with the physiological features achieved 3.37% and 6.41% higher accuracy respectively than the models that used only physiological features. Further, end-to-end processing of EDA and BVP signals was simulated for real-time anxiety level detection. This work demonstrates the practicality of the proposed anxiety detection method in facilitating long-term monitoring of anxiety in older adults using low-cost consumer devices.
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1 Introduction

Anxiety is a complex emotional and behavioral response that results from the anticipation of a negative situation (real or perceived) that is potentially perceived as harmful to the individual [4,31]. Like stress, repeated exposure to anxiety can cause psychological disorders such as clinical depression and anxiety disorder [7]. Further, chronic anxiety has also been found to be strongly associated with physiological abnormalities such as cardiovascular diseases, insomnia, and impaired cognitive ability [6,23,32]. Although anxiety is a global psychological disorder affecting all population groups, a qualitative difference has been observed between the anxiety experienced by an older adult to that of a younger adult [9]. Statistics show that about 15% to 20% of older adults suffer from depression [5] and 15% to 40% of older adults suffer from anxiety [18]. The increased perception of anxiety and its consequent effects in older adults is attributed to several factors prevalent among older adults such as loneliness from retirement, decreased...
physical abilities, etc. [10][34]. Hence, monitoring anxiety on a regular basis to ensure proper management of anxiety is important in reducing the resulting harmful and irreversible effects of anxiety in older adults [13].

Typically, anxiety is detected using a self-reported questionnaire [30][37]. However, such diagnostic methods lack objectivity, are influenced by subjective bias and do not facilitate continuous unobtrusive monitoring of anxiety during activities of daily living [15][36].

Recently, significant research interest has been drawn towards using features from physiological signals to train a machine learning model for detecting anxiety [15][16][33][36]. This method has the potential to automate the clinical diagnosis of anxiety-related disorder as minimum human intervention is required. Further, integrating frameworks for anxiety detection by monitoring physiological signals with wearable devices can support continuous monitoring of anxiety levels. However, most of the methods explored in the literature focused mostly on ECG (Electrocardiogram), and EEG (Electroencephalograph) signals [33][36]. Researchers have also explored fusing features from other physiological signals such as PPG (Photoplethysmography) and eye movement [35][36]. However, EEG and ECG signals have complex acquisition setup and may not be suitable for developing low-power and low-cost anxiety detection systems for consumer end devices. Moreover, although fusing different physiological features increases the performance of the detection model, the complexity of integrating and processing multiple physiological signals in real-time could be a significant design challenge.

In this paper, we propose a machine learning based anxiety detection system for older adults. Our anxiety detection system fuses an experimental context-based feature with physiological features from a single physiological signal in improving the performance of the anxiety detection model for older adults. We have evaluated the performance of two physiological signals, EDA (Electrodermal Activity), and BVP (Blood Volume Pulse), in conjunction with an experimental context feature to train a machine learning model to distinguish between anxious and non-anxious states.

The novel contribution of the proposed work is listed as follows:

- A machine learning based anxiety detection system is proposed for detecting anxiety in older adults.
- Data of 41 healthy older adults were collected and analyzed for developing, validating, and testing the proposed anxiety detection system.
- Features from two physiological signals, EDA and BVP along with a context-based feature was used in training a machine learning classifier to distinguish between anxious and not-anxious states.
- Extensive analysis is performed to highlight the importance of the context-based feature in reducing misclassification of the anxiety detection model.
- The feasibility of the proposed system in detecting anxiety in real-time is analyzed by simulating end-to-end anxiety level classification task.

The paper is organized as follows, section 2 will discuss the related work in the context of using wearable sensors and machine learning techniques for detecting anxiety. Section 3 will present the proposed method for anxiety detection. Section 4 will present the experimental setup adopted for the study. Section 5 will present the results and analysis and finally section 6 will conclude the article.

2 Related Work

Unlike stress detection, anxiety detection is relatively less explored in the context of the Internet of Medical Things (IoMT). For example, there is a significant amount of research work available in the literature that uses low-cost consumer electronic components to monitor stress continuously in real-time [19][20][27][28]. In [19], a smart wristband based stress detection model was proposed. In [27], a stress control system for the IoMT is proposed and in [26] a smart-yoga pillow is studied to understand the relationship between stress and sleep. However, there may be very few research articles that details technological solutions for detecting anxiety using low-cost consumer electronic components.

Table 1 presents some of the existing works in anxiety detection along with a qualitative comparison with our proposed work. In [25], Puli et al. proposed a Kalman-like filter approach that fuses heart rate features extracted from ECG signal along with accelerometer signals for accurate anxiety level detection in the presence of motion. The target population for this work was children and youth who are clinically diagnosed with ASD (Autism Spectrum Disorder). The experiment was performed with 15 participants and the results and the analysis from the experiment showed that fusing accelerometer data with heart rate features was able to reduce false detection of anxiety to a significant level. Wen et al. [33] proposed an anxiety detection model that uses features from the IBIs series extracted from the ECG signal. The anxiety detection model proposed by the researchers uses a trained SVM model to classify samples as high or low anxiety states based on the extracted ECG features. In [35], Zhang et al. proposed fusing eye-movement features with EEG signals to increase the precision of anxiety detection. The researchers used group sparse canonical correlation analy-
Table 1 Attributes of related work on Anxiety detection in older adults.

| Work                  | Subjects | Acquisition Points | Signals         | Target Population          | Anxiety Reference       |
|-----------------------|----------|--------------------|-----------------|----------------------------|-------------------------|
| Puli et al. [25]      | 15       | Chest and arm      | ECG, ACC        | Children and Youth with ASD| Physiological Indicators|
| Wen et al. [33]       | 59       | Wrist and ankle    | ECG             | Younger Adults             | Annotation by Audience Score |
| Zhang et al. [35]     | 92       | Head               | EEG, eye-movement | Children and Adolescents  | Self-report (SCARED)     |
| Li et al. [15]        | 12       | Head               | EEG             | Younger Adults             | Predetermined levels     |
| Zheng et al. [36]     | 20       | Head and nose      | EEG, PPG        | Younger Adults             | STAI                    |
| McGinnis et al. [17]  | 71       | NA                 | Audio           | Children                   | Self-reported and observed |
| This Work             | 41       | Wrist              | Wrist-based signals (EDA and BVP) | Older Adults             | STAI                    |

sis (GSCCA) in order to generate effective feature space containing both EEG and eye-movement features for improved performance of the anxiety detection model. The features were trained using SVM. Results and analysis showed that the fusing features from eye movement and EEG were able to improve the performance of the anxiety detection model.

In [15], Li et al. have used extensive feature set from the EEG signal such as frequency domain, time domain, non-linear, and statistical features to train an SVM model to distinguish anxiety in 4 levels. The experiment was performed on 12 university students who were younger adults. A sensor fusion approach to classify anxiety in three levels was explored by Zheng et al. [36] using EEG and PPG signals. 20 younger adults were used in this experiment during which the participants were required to complete two cycling-related tasks. Results from their analysis showed that features from both EEG and PPG performed better in detecting anxiety than when features from a single signal were used. In [17], McGinnis et al. explored the effectiveness of audio data in detecting anxiety among young children. Audio features were extracted from the audio signal recorded during a 3-minute speech task and the performance of several machine learning algorithms such as logistic regression, random forest, and SVM were evaluated.

3 Proposed Method for Anxiety Detection

This section will describe the proposed method for anxiety detection. The proposed method for anxiety detection fuses an experimental context feature with features from a single physiological signal to train a machine learning classifier for accurately distinguishing between anxious and non-anxious states. The overview of the proposed method for anxiety detection is shown in Figure 1.

The major computational blocks of the proposed methods are: i) Signal Processing, (ii) Feature Extraction, and (iii) ML (Machine Learning) Modeling.

3.1 Signal Processing

This computational unit preprocesses the raw signal before the feature extraction stage. In this unit, the EDA and the BVP signals are first normalized by scaling the sensor values in the range [0,1]. After normalization, a low-pass Butterworth filter of order 5 was used to remove high-frequency components from the signal, which usually occurs as a result of motion artifact. For the EDA signal, the signal components that were higher than 1 Hz were cut off and for the BVP signal, the signal components that were higher than 10 Hz were cut off.

3.2 Feature Extraction

In this section, we will describe the physiological features extracted from EDA, and BVP signals and the context feature used for training the machine learning model. Features are extracted from all the three phases of the experimental study. The detail about the phases of the experimental study are discussed in section 4.3. For analysis, 3 minutes of data from pre-stress period, and about 15 minutes of data each from stress and relax phase were used. The physiological features are extracted from physiological signals using a running window of 30 seconds and an overlap of 15 seconds. On an average, 118 data points were generated from each participant and for 41 participants, a total of 4853 data points were obtained. The notation of the
3.2.1 Feature Extraction from EDA Signal

EDA signal measures the skin conductance of the skin which varies according to the sweating produced by the sweat glands. Arousal due to stressful situations results in the increased activity of the SNS (Sympathetic Nervous System) which leads to various physiological changes [8]. Sweating is one of the physiological changes that is modulated by the SNS. Hence we hypothesize that using features from the EDA signal can be useful in detecting the onset of anxiety caused due to stressful events. Previous research has shown that the peak characteristic of the EDA signal is useful in detecting stress levels of an individual [19, 29]. Hence, we hypothesize that perceived anxiety due to emotional arousal resulting from stressful situations could also be modeled using the peak features from EDA. Peak detection algorithm [24] is used to compute the amplitude, width, prominence of peaks occurring in a given window. Subsequently, statistical measures such as the mean, standard deviation, median, root mean square, minimum, and the maximum of peak amplitude, width, and prominence are computed to form the final set of 18 features.

3.2.2 Feature Extraction from BVP Signal

The BVP signal is a measure of cardiovascular activity. BVP signal can be an indicator of cardiovascular arousal during exposure to stressful situations [14]. Previous research that has used cardiovascular arousal as a measure to detect the onset of anxiety has resulted in satisfactory results. However, most of the existing research has used ECG to measure cardiovascular arousal in the context of anxiety detection. Since BVP-based features were successfully used previously in the context of stress detection [19], we hypothesize that BVP-based features can also be used to detect the onset of anxiety occurring as a result of stressful situations. Similar to EDA, peak detection algorithm [24] is used to compute the width, amplitude, and prominence of the systolic peaks occurring in a given window. Along with statistical measures, the frequency of systolic peaks per minute is also computed resulting in a total of 17 features.

3.2.3 Context-Based Feature

The importance of context-awareness in the context of anxiety detection was studied in [22]. The elicitation of anxious reaction due to stressful events is a subjective perception and is significantly affected by the context of the event [1]. Hence, alongside features from physiological signals, using context-based features to train a machine learning model can result in better performance. For example, EDA measures emotional arousal...
Table 2 Notation and Description of the extracted features from EDA, and BVP.

| Signal Source | Feature Notation | Feature Description | Signal Source | Feature Notation | Feature Description |
|---------------|------------------|---------------------|---------------|------------------|---------------------|
| EDA           | $P_\text{amp}$   | Mean of peak amplitudes | BVP          | $S_\text{prom}$  | Mean of peak amplitudes |
| EDA           | $P_\text{median}$ | Median of peak amplitudes | BVP          | $S_\text{prom}$  | Median of peak amplitudes |
| EDA           | $P_\text{std}$   | Standard deviation of peak amplitudes | BVP          | $S_\text{prom}$  | Standard deviation of peak amplitudes |
| EDA           | $P_\text{rms}$   | Root mean square of peak amplitudes | BVP          | $S_\text{prom}$  | Root mean square of peak amplitudes |
| EDA           | $P_\text{max}$   | Maximum of peak amplitudes | BVP          | $S_\text{prom}$  | Maximum of peak amplitudes |
| EDA           | $P_\text{min}$   | Minimum of peak amplitudes | BVP          | $S_\text{prom}$  | Minimum of peak amplitudes |
| EDA           | $P_\text{mean}$  | Mean of peak widths | BVP          | $S_\text{prom}$  | Mean of peak prominence |
| EDA           | $P_\text{median}$ | Median of peak widths | BVP          | $S_\text{prom}$  | Median of peak prominence |
| EDA           | $P_\text{std}$   | Standard deviation of peak widths | BVP          | $S_\text{prom}$  | Standard deviation of peak prominence |
| EDA           | $P_\text{rms}$   | Root mean square of peak widths | BVP          | $S_\text{prom}$  | Root mean square of peak prominence |
| EDA           | $P_\text{max}$   | Maximum of peak widths | BVP          | $S_\text{prom}$  | Maximum of peak prominence |
| EDA           | $P_\text{min}$   | Minimum of peak widths | BVP          | $S_\text{prom}$  | Minimum of peak prominence |
| EDA           | $P_\text{mean}$  | Mean of peak prominence | BVP          | $S_\text{amp}$   | Mean of peak amplitudes |
| EDA           | $P_\text{median}$ | Median of peak prominence | BVP          | $S_\text{amp}$   | Standard deviation of peak amplitudes |
| EDA           | $P_\text{std}$   | Standard deviation of peak prominence | BVP          | $S_\text{amp}$   | Root mean square of peak amplitudes |
| EDA           | $P_\text{rms}$   | Root mean square of peak amplitudes | BVP          | $S_\text{amp}$   | Range of peak amplitudes |

and BVP measures cardiovascular arousal. However, arousal can be positive (because of positive stress or eustress), and negative (because of negative stress or distress). Hence, in situations where an individual is under positive arousal will not perceive the situation as an anxious situation. However, a machine learning model that models anxiety simply based on arousal might result in several false positive.

We hypothesize that encoding context information as a feature variable with the physiological features can help to distinguish the positive arousal from the negative arousal. To implement this, we encoded an experimental context feature with respective experimental segments of the physiological features. There are three distinct experimental context used in our study. The first experimental context is during the PS (Pre-Stress) period, during which the user is not subject to any stimulus (Figure 2). The second experimental context is during the AS (Anticipatory Stress), S (Stress), and M (Math), during which the user is subjected to stressful stimulus. The third context is during the Recovery period, during which the user is subjected to relaxation-based stimulus. The context feature used in our system is encoded as $-1$ for the experimental session when the user was not exposed to any kind of stimulus. The experimental session when the user is exposed to stressful stimulus is encoded as 0. Finally, the session when the user is exposed to a relaxation-oriented stimulus is labeled as 1. More details on the experimental protocol is described in Section 4.3.

3.3 Training, Validation, and Testing

This section will describe the machine-learning-based modeling of anxiety. Primarily we will detail the training and testing protocol of the anxiety detection model adopted in this study. The three main components required for training and testing a machine learning model
to distinguish between anxious and non-anxious states are the features from physiological signals, the experimental context feature, and the anxiety level ground truth. After the feature extraction, the feature samples are annotated with their respective anxiety states such as ‘Anxious’ or ‘Not-Anxious’ states. These anxiety states are determined from the STAI questionnaire filled by the user after each phase of the experimental protocol. Details on how anxiety states are determined from the STAI questionnaire will be described in detail in Section 4.2.2.

For modeling the anxiety states with physiological features and the context feature, we have adopted a supervised machine learning approach. For model evaluation, the entire feature set is divided into a training set (50%), a validation set (10%), and a test set (40%). The training and the validation set will be used to select the appropriate machine learning algorithm for anxiety states classification and hyperparameter tuning. The best performing machine learning algorithm in the training and validation phase will be chosen for testing on the test set.

4 Experimental Setup

The objective of our experiment is to model the physiological changes resulting because of stressful situations with perceived anxiety levels for older adults. In this section, we will discuss the inclusion criteria for participants in our experiment, the data recording, ground truth estimation, and finally the experimental protocol adopted for the study.

4.1 Participants

The participants recruited for this experiment were 41 older adults (26 females and 15 males) in the age range 60-80 with mean age 73.36 ± 5.25. Before recruiting for the experiment, the participants were screened for certain existing conditions which might interfere with the results of the experiment. These are heart-related conditions, post-traumatic disorder, anxiety disorders, unstable angina, Addison’s disease, or Cushing disease. Other than the existing conditions, participants were not recruited if they had any trouble with daily activities, trouble following instructions, impaired consent capacity, thinking problems, and have a diagnosis of dementia.

4.2 Data Recording

During the experiment, three different types of data were recorded: (i) physiological signals from wristband sensors, (ii) response to STAI questionnaire from the user, (iii) context-based feature from the experimental protocol.

4.2.1 Recording of Physiological Signals

In our proposed anxiety detection, we have recorded two physiological signals during the experimental protocol. EDA signal is recorded with the help of two AgCl electrodes which maintains contact with the lower wrist of the user. The AgCl electrodes are attached to the strap of the wristband. The BVP signal is measured using the PPG sensor which uses a combination of red and green light for estimating the blood volume. The EDA and BVP signals were collected at a sampling rate of 4 Hz and 64 Hz respectively.

The wristband device used in our study has a form factor of 110-190 mm and weighs around 25g. The wristband device executes the data transfer using low energy bluetooth (streaming mode) and has a flash memory (for recording mode) that can record up to 60 hours of data. In our experiment, the recording of EDA and BVP signals were conducted in recording mode to ensure collection of better signal quality for analysis. These signals were stored in in-device memory and were later synced to a desktop machine through the proprietary cloud interface after the end of each experiment. The collected physiological data did not contain any personal information about the participants.

4.2.2 Recording of STAI Response

The STAI (The State-Trait Anxiety Inventory) is a commonly used self-feedback form to measure state and trait anxiety [30]. The STAI is regarded as the gold standard for measuring anxiety [3, 11, 21]. The participants were instructed to digitally respond to the 20 items STAI questionnaire intended to quantify state
anxiety. Each of the participants was required to fill up the STAI questionnaire during the time points T1, T2, and T3 (Figure 2). The STAI questionnaire contains question fields such as “I feel calm”, “I feel upset” etc and each of these fields is weighted on a scale of 1-4. The participants were asked to weigh each field according to how much they agree/disagree with the question fields. For example, a high level of agreement with a particular question field, “I feel calm” will be weighted with 4 and a high level of disagreement for the same field will be weighted as 1.

Scoring is done by summing all the scores of all fields. A higher score indicates a higher level of anxiety. Before scoring, the weights of all the question fields that are positive in nature, such as “I feel calm”, “I feel relaxed” are reversed before they are summed. Hence for those fields, a weight of 4 will become 1, 3 becomes 2, and so on. The maximum score possible is 80 and the minimum score possible is 20. The mean and the standard deviation for all participants during the timestamps T1, T2, and T3 are shown in Table 3.

| TimeStamps | Mean  | SD   |
|------------|-------|------|
| T1         | 26.92 | 8.52 |
| T2         | 31.54 | 9.44 |
| T3         | 25.40 | 8.52 |

To classify the score of a particular timestamp as anxious or non-anxious states, scores of all the participants are integrated and standardized. Samples whose score is less than the population mean of the standardized score are classified as non-anxious states. Samples whose score is greater than the population mean are classified as anxious states. The statistics of the anxious state (“A”) is 1.08 ± 0.801, and that of non-anxious state (“NA”) is −0.668 ± 0.2144. The p-value between the scores of anxious and non-anxious states is 5.29e−20 which indicates a significant statistical difference between the anxious and non-anxious states.

4.2.3 Recording of Context Feature

Since in this work we are evaluating a single contextual feature, the integration of context feature, based on the different phases of the experimental protocol (discussed in Section 3.2.3) with physiological features is performed manually. The context feature used in this work is predetermined based on the experimental protocol and not on user feedback. In general, we recommend environmental context-based features that can be collected unobtrusively without requiring intervention from the user.

4.3 Experimental Protocol

To induce stress-related anxiety, the TSST (Trier Social Stress Test) is adopted because of its ability to induce stress naturally [2]. During the experimental study, the participants were required to sit in a comfortable position and were instructed to minimize body movements as much as practicable during the study. The entire protocol begins with a waiting period, during which recording of demographic information, signing of the consent form, and briefing of experiment-related tasks. The phases of the experimental protocol after the waiting period can be divided into the pre-stress period, stress period, and recovery period. During the pre-stress period, baseline measurements are taken. The stress period begins with an AS (Anticipatory Stress) period where the participant is required to prepare a 5-minute speech task based on a given topic. The AS period lasts for 10 minutes, after which there is a subsequent speech and math task for 5 minutes each. The purpose of the stress stimulus is to increase the perceived feeling of anxiety in older adults naturally. The high mean value of the state scores after time point T2 (Table 3) shows that the experimental protocol was successful in inducing anxiety as a result of exposure to stressful situations. The final phase is the recovery phase in which the participants were exposed to a relaxing stimulus intended for the participants to return to the non-anxious state.

5 Results and Analysis

This section will discuss and analyze the results of the proposed anxiety detection system. First, we will analyze the training and validation of the machine learning models in distinguishing between anxious and non-anxious states. We will then perform a qualitative analysis on the best-performing machine learning model in the training and validation phase. Subsequently, we will perform an extensive analysis of the selected model on its performance on the test data. Finally, we will analyze the feasibility of the trained model in classifying between anxious and non-anxious states in real-time.

5.1 Training and Validation

The training set, which is 50% of the entire set is first used to select significantly correlated features with the
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Fig. 3 Taxonomical representation of the selected features

From Figure 3, we can see that 14 features out of the 18 features extracted from the EDA signal are found to be significantly correlated with the anxiety labels. The 14 features include the mean, median, RMS, maximum, and minimum of the EDA peak amplitudes along with standard deviation and maximum of EDA peak width and prominence. Other features selected from EDA are the minimum of EDA peak width, median, RMS, and mean of EDA prominence. From BVP signals, only the statistical measures of systolic peak width and amplitude were found to be significantly correlated with anxiety labels together with the frequency of systolic peaks per minute. The experimental context is also found to be significantly correlated with the anxiety labels. Hence, a total of 14 features were selected from EDA, and 10 features from BVP were selected for training the machine learning algorithms.

We have evaluated three machine learning algorithms in the training and validation phase. These machine learning algorithms are random forest classifier (RF), logistic regression (LR), and support vector machine (SVM). Table 4 shows the validation score of the three different machine learning algorithms on the validation set in distinguishing between anxious and non-anxious states. The hyperparameters of the machine learning models are tuned using an exhaustive grid search 5 fold cross-validation.

| Algorithm | EDA  | EDA+C | BVP  | BVP+C |
|-----------|------|-------|------|-------|
| RF        | 0.88 | 0.91  | 0.78 | 0.82  |
| LR        | 0.51 | 0.61  | 0.53 | 0.61  |
| SVM       | 0.37 | 0.58  | 0.45 | 0.61  |

From Table 4, we can see that the RF classifier performed the best among LR and SVM in this case. RF algorithms achieved a validation score of 0.88 with EDA features. When the context feature is fused along with the EDA feature, the validation score increased to 0.91. Similar performance improvement is observed with the BVP signal when context features are fused with those features. Figure 4 shows the validation scores obtained by different hyperparameter combinations. From Figure 4, we can visualize that for almost all hyperparameter combinations, the combination of context feature and physiological features performs better than using only the physiological features.

Although LR and SVM did not perform as well in this dataset, the result is still encouraging because even for those classifiers, improvement in performance is observed when context feature is fused with the features of EDA and BVP signals. For example, LR achieved a 19% increase in performance when the context feature is fused with EDA feature. Similar performance improvement is observed for the BVP signal as well. For SVM,
the validation score increased by 56% when the context feature is fused with the EDA feature. This highlights the importance of the context feature for distinguishing between anxious and non-anxious states. Since the RF model performed the best, we will be importing the optimized model for qualitative model evaluation and subsequently for testing and deployment.

5.2 Evaluation of the Trained Random Forest Classifier

In this section, we will perform a qualitative evaluation of the trained random forest model. Table 5 shows the hyperparameters of the 4 trained models using the 4 feature combinations. Table 5 shows the optimized model hyperparameters using cross-validation.

Table 5 Optimized hyperparameters for the six trained models using different feature combinations. C represents the context feature.

| Trained Models | Split Criterion | Maximum Depth | Number Estimators |
|----------------|-----------------|---------------|-------------------|
| EDA            | Gini            | 7             | 20                |
| EDA+C          | Gini            | 7             | 13                |
| BVP            | Gini            | 7             | 18                |
| BVP+C          | Entropy         | 7             | 12                |

The RF algorithm was optimized for the split criterion, maximum depth, and the number of estimators. The split criterion determines the quality of a split. Random forest partitions data into different nodes for decision-making by splitting based on feature values. The quality of the split is determined by either of the two criteria, Gini and entropy. Maximum depth is the maximum depth till which a decision tree is allowed to expand. The number of estimators refers to the number of decision trees in the forest.

From Table 5, we can observe that the optimized trained model that fuses context feature with physiological features have significantly less number of estimators than the ones that use only physiological features. For example, the trained model that uses EDA and the context feature has 35% fewer estimators than the trained model that uses only EDA features. A similar decrease in the number of estimators is observed for the trained models that used BVP signal. The trained model that used the BVP and the context feature has only 12 estimators as compared to 18 estimators of the trained model that uses BVP features alone. This highlights the importance of the context feature in reducing the model complexity along with increasing the performance of the model.

5.3 Results on Test Data

In this section, we will discuss the performance of the trained models (Table 5). Table 6 shows the results on the test data. The performance of the trained models are evaluated based on the models’ capacity to distinguish between anxious (“A”) and not-anxious (“NA”) states. The performance metrics are the F1-score of the models’ ability to detect the anxious states and not-anxious states, average macro F1-score of overall predictions, and overall accuracy. F1-score is the harmonic mean of precision and recall. Macro F1-score is an estimate of the overall performance estimate of the prediction model for both the classes. Macro average F1-score gives equal weight to both classes and hence this metric is not affected by the presence of class imbalance.

From Table 6, we can observe that both the hybrid physiological-context-based machine learning models (EDA+C and BVP+C) performed better than the machine learning models that used only physiological signals (EDA and BVP). EDA+C model was able to increase the F1-score of the model in detecting the anxious state and non-anxious states by 4.65% and 2.19% respectively. The macro F1-score and overall accuracy of the EDA+C model were 4.54% and 3.37% higher than that of the EDA model. The BVP+C model achieved an 8.45% and 3.61% higher F1-score for the anxious and non-anxious states respectively than the BVP model. The macro F1-score and overall accuracy for the BVP+C model were also 6.49% and 6.41% higher than the BVP model respectively.

To further analyze how context-feature can improve the prediction of the machine learning models, we visualize the output probabilities of the machine learning models on the test set. The output probabilities
Table 6 Performance metrics of the trained models on the test data

| Trained Models | Number of Features | F1-score Anxious | F1-score Not-Anxious | Macro F1-Score | Accuracy (%) |
|----------------|--------------------|-------------------|----------------------|----------------|--------------|
| EDA            | 14                 | 0.86              | 0.91                 | 0.88           | 89           |
| EDA+C          | 15                 | 0.90              | 0.93                 | 0.92           | 92           |
| BVP            | 10                 | 0.71              | 0.83                 | 0.77           | 78           |
| BVP+C          | 11                 | 0.77              | 0.86                 | 0.82           | 83           |

For EDA and EDA+C models are shown in Figure 5 and that for BVP and BVP+C are shown in Figure 6.

To classify a particular feature sample as either anxious or not-anxious, the random forest classifier machine learning models outputs two probabilities, $P_A$ and $P_{NA}$, where $P_A$ represents the probability of that feature sample to be classified as the anxious state (A), and $P_{NA}$ represents the probability of that feature sample to be classified as the not-anxious state. A threshold (usually 0.5) is set which acts as the decision boundary. Hence, for a particular sample, if $P_A > 0.5$ then the model classifies that sample as anxious. In the same way, if $P_A < 0.5$ implies $P_{NA} > 0.5$, and hence, in this case, the feature sample will be classified as the not-anxious state. In other words, if the probability of the positive class (anxious class in this case) is closer to 1, the sample is classified as anxious and if the probability is closer to 0, the sample is classified as not-anxious.

In Figure 5, the output probabilities of some of the test samples are plotted for EDA (top of the figure) and EDA+C (bottom of the figure). The decision boundary ($P=0.5$) is shown in the brown dotted line. The output of the trained models with context (plotted in red line), and without context (plotted in blue line) is shown along with the ground truth, the actual label (anxious or not-anxious). The ground truth is plotted in a black line as a step function. Similar plot is also obtained for BVP and BVP+C models in Figure 6.

From Figure 5, we can observe that, on addition of context feature, the output probability $P_A$ either decreases or increases to increase the confidence and hence avoid misclassification. For example, in Figure 5 for EDA model, we see that the test samples marked between 1 and 2 are mostly classified as “NA” ($P_A < 0.5$) even though the actual label is “A”. When the context feature is used along with the EDA features, the output probabilities of some of the test samples are increased above the threshold (0.5) and hence those samples are then correctly classified as “A”. Similarly, for the test samples in between the region 3 and 4, the actual label is “NA”. However the BVP model incorrectly classifies them as “A” ($P_A > 0.5$). When BVP+C model was used, the output probabilities of some of the test samples between the region 3 and 4 reduced below the threshold, avoiding misclassification.
threshold (0.5) and hence, those samples were correctly classified as “NA”.

The same effect of the context-based feature can be visualized in Figure 6. For example, all the test samples between the region 1 and 2 are classified as “NA” ($P_A < 0.5$) by the BVP model. However, when BVP+C model was used, the output probabilities of some of the test samples between the region and 1 and 2, are increased above the threshold (0.5) and hence correctly classified as “A”. Similarly, for test samples between 3 and 4, the output probability of the BVP model is less than or equal to 0.5, even though the actual label is “A”. In this case, the classifier may not have enough confidence to classify samples as “A” or might misclassify them as “NA”. When BVP+C model is used, the output probabilities increased above the threshold and hence, those samples were correctly classified as “A”. Based on these observations, it can be concluded that using context-based feature along with physiological features can perform better than that using only physiological feature. This reduces false positives and false negatives and provides a robust model for distinguishing between anxious and non-anxious states.

5.4 Real-Time Anxiety Detection

To analyze the feasibility of the proposed method in detecting anxiety in real-time, the end-to-end process of anxiety detection is simulated for one minute. The simulation is performed on a computer with 16 GB RAM, and 3.3 GHz processor. Python 3.7 was used to simulate the results and the latency has been calculated using the time module of python. The end-to-end process consists of loading the data, signal processing, feature extraction, and prediction (Figure 1). The trained models (Table 5) are imported as a .pkl file. Table 7 shows the simulation result for all the trained models (EDA, EDA+C, BVP, and BVP+C) in terms of latency, and the size of the trained model in memory.

Table 7 shows the memory of the trained models and the latency in seconds during each phase of the end-to-end processing. From Table 7 we can observe that the size of all the trained models is just in the order of a few hundred KB (KiloByte). Further, the latency during each phase is less than a second. The context-based models also performed almost similar to non-context-based models in terms of latency while occupying less in-device memory.

6 Conclusion

In this paper, a hybrid physiological-context-based machine learning model for detecting anxiety in older adults is proposed. The proposed system uses two physiological sensors, EDA and PPG for recording EDA and BVP signals respectively during a TSST experimental protocol. Anxiety level ground truth was obtained from the STAI questionnaire. Features from EDA and BVP signals were used to evaluate three machine learning models, random forest, logistic regression, and support
Table 7 Simulation results on the size of the trained models and latency of the end-to-end processing for real-time anxiety detection

| Trained Models | Model Size (KB) | Data Loading | Signal Processing | Feature Extraction | Prediction | Total Time |
|----------------|----------------|--------------|-------------------|--------------------|------------|------------|
| EDA            | 136            | 0.004        | 0.003             | 0.002              | 0.009      | 0.014      |
| EDA+C          | 109            | 0.005        | 0.002             | 0.003              | 0.011      | 0.016      |
| BVP            | 196            | 0.037        | 0.002             | 0.002              | 0.013      | 0.05       |
| BVP+C          | 115            | 0.037        | 0.003             | 0.002              | 0.007      | 0.05       |

vector machine in the training phase. The best performing random forest classifier was optimized in the training phase using an exhaustive grid search technique for evaluation on the test data. Results on the test data showed that the optimized context-based version of EDA and BVP models outperformed the non-context version of EDA and BVP models. The machine learning models that have used the context feature along with physiological features achieved higher F1-score for both the anxious and not-anxious states. Further, the feasibility of the proposed system for real-time anxiety detection in terms of latency and memory is discussed.

In the existing literature, ECG and EEG signals are most commonly used for anxiety detection as these signals tend to be the most informative about anxiety levels. However, the acquisition setup required for recording these signals are usually complex and might be not be comfortable for daily use. Our proposed method for anxiety detection is based on simple wearable sensors such as EDA and PPG. These sensors can be easily integrated in low-cost consumer electronic devices such as a smart wristband. This will allow for continuous monitoring of anxiety levels with minimum obtrusiveness and will add to the comfort of the user. Further, our approach uses context feature in combination with physiological features instead of integrating features from other physiological signals. This is expected to minimize the design challenge faced when recording and processing information from multiple sensors in real-time. The current state of the proposed work on anxiety detection is suitable for controlled real-world settings where the activities (context) are more or less well defined. For example, a nursing home setting, or a training simulator could be some example use case for the proposed work.

In the future, combination of more fine-grained context features could be studied along with the physiological features to better estimate the anxiety level of a person. This could be especially useful for detecting anxiety under different activity such as walking, running etc. Investigating ways to seamlessly incorporate different context features from environmental sensors or activity sensors with the physiological features for anxiety detection in uncontrolled real-world setting could be another future research direction.
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