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Abstract

This paper presents the first classical Convolutional Neural Network (CNN) that can be applied directly to data from unstructured finite element meshes or control volume grids. CNNs have been hugely influential in the areas of image classification and image compression, both of which typically deal with data on structured grids. Unstructured meshes are frequently used to solve partial differential equations and are particularly suitable for problems that require the mesh to conform to complex geometries or for problems that require variable mesh resolution. Central to the approach are space-filling curves, which traverse the nodes or cells of a mesh tracing out a path that is as short as possible (in terms of numbers of edges) and that visits each node or cell exactly once. The space-filling curves (SFCs) are used to find an ordering of the nodes or cells that can transform multi-dimensional solutions on unstructured meshes into a one-dimensional (1D) representation, to which 1D convolutional layers can then be applied. Although developed in two dimensions, the approach is applicable to higher dimensional problems.

To demonstrate the approach, the network we choose is a convolutional autoencoder (CAE) although other types of CNN could be used. The approach is tested by applying CAEs to data sets that have been reordered with an SFC. Sparse layers are used at the input and output of the autoencoder, and the use of multiple SFCs is explored. We compare the accuracy of the SFC-based CAE with that of a classical CAE applied to two idealised problems on structured meshes, and then apply the approach to solutions of flow past a cylinder obtained using the finite-element method and an unstructured mesh.
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1. Introduction

Also known as convnets, Convolutional Neural Networks (CNNs) have provided revolutionary advances in the fields of image compression [1, 2] and image classification [3, 4]. Although most often encountered in computer vision, technology from CNNs has recently shown promise in helping to solve governing equations for fluid motion [5], as well as analysing these motions [6]. The accuracy of CNNs for image compression seems to carry over to these applications, however, CNN technology is generally based on structured grids and is, therefore, not readily applicable to data held on unstructured meshes. Many computational fluid dynamics (CFD) problems rely on unstructured meshes to resolve complex geometries [7] and interfaces [8]. These meshes typically have more resolution where needed, that is, where finer-scale features occur, such as in the vicinity of a viscous boundary layer, at the interface between fluids, at a density front or shock wave [9, 10].

Without a means of applying CNN techniques directly to data on unstructured meshes, a number of other methods have been developed. One may apply a 1D CNN directly to the vectorised nodal values of the solution variables. If the ordering of these variables has been optimised, to increase the efficiency of iterative or direct solvers for example, this might be more successful, however, we have found that this approach either does not work or has limited success. To improve this method, one could interpolate the data from an unstructured mesh to a structured mesh and then apply a CNN, although this will introduce errors due to interpolation and generally requires a much larger number of grid points to capture the features in the original data [11]. Of course, one could also restrict oneself to using structured meshes for the solution data and then apply CNNs directly to this [5, 12, 13]. However, for modelling certain geometries or physics, this is not feasible.

Graph-based methods can also be used to apply CNNs to arbitrary data that has been arranged in the form of a graph. Graph Neural Networks (GNNs) are networks that can be applied to such data [14], for example, the data associated with an unstructured finite element mesh that has been transformed to a graph. As in classical CNNs, convolutional GNNs [14] or Graph Convolutional Networks [15] take a weighted average of the values at the vertices (or pixels or cells) adjacent to a given vertex and use this to form a new layer or feature map similar to classical CNNs.
Recently developed within PyTorch [16], MeshCNN [17] is one example of this type of method. MeshCNN forms a graph from the discretisation and then applies convolutional filters directly to the data held on the unstructured mesh by using mesh coarsening operations, akin to those used in multi-grid methods [18]. The resulting coarse meshes are then used to form pooling operations similar to those used in classical CNNs. MeshCNN [17] has a higher accuracy than other methods when tested on a variety of classification and segmentation problems. Another type of graph-based methods are Point Cloud methods [19], which form a graph from the nearest neighbouring points to a given point in the data cloud. Once the graph is constructed, convolutional filters can be applied as described above. Such point cloud methods may be very useful for working with data represented on a series of different meshes, for example, arising from the use of mesh adaptivity [20], as there may be no need to re-train the neural network. Graph networks (a type of GNN), which learn interactions between variables in a compressed space, have successfully been applied to problems in fluid and solid dynamics [21, 22]. Both approaches use an encoder and decoder to compress and reconstruct the data, and a time-stepping method for predicting the future solution variables. The former uses particle-based methods to solve the governing equations, and exploits a nearest-neighbour technique to form an underlying graph of interactions. The latter applies the finite-element method to solve the governing equations and simply uses the underlying finite-element discretisation as the graph, combined with a neighbourhood graph for modelling solid-cloth dynamics. In both cases, the graph is used to learn the dynamics of the systems.

By using Space-Filling Curves (SFCs), we demonstrate in this paper that one can apply the traditional CNN approaches (in 1D) directly to data held on unstructured multi-dimensional meshes. The underlying ideas of space-filling curves are applied to produce a continuous curve through a finite element mesh, in which the curve traverses every node of the mesh. This space-filling curve is used to transform multi-dimensional data into 1D data, to which convolutional layers are then applied. Sparse layers are introduced to the network, which add some smoothing to the results. The use of multiple SFCs is also explored in this paper.

The first eponymous space-filling curve was discovered by Peano in 1890 [23], when seeking a continuous mapping from the unit interval onto the unit square. One year later, Hilbert introduced a variant of this curve [24] known as a Hilbert curve or Hilbert space-filling curve. Since then, many other SFCs have been developed including those by Moore, Lebesgue, Sierpiński [25, 26]. Ideal for transforming and reordering multi-dimensional data to 1D data, space-filling curves:
(P1) generate a continuous curve in which neighbours of any node within that curve are nodes that are close to one another;

(P2) have in-built hierarchies of features, for example, if one takes every $N$ points along the curve, the result is a coarser mesh across the whole domain;

(P3) are Lebesgue-measure preserving (at least the classical SFCs have this property), so that sub-curves of equal length fill multi-dimensional regions of equal area or volume.

The properties of space-filling curves have already been exploited in a number of techniques used in the numerical solution of partial differential equations. For example, property P1 has led to the use of SFC orderings to manage cache memory when calculating matrix-matrix or matrix-vector products [27]. Properties P1 and P2 have led to the use of SFCs to optimise the node numbering for the benefit of iterative solvers [28]. Properties P2 and P3 have resulted in the extensive use of SFCs with unstructured meshes to find a partition suitable for parallel computing [29]. That is, if one slices the SFC into $I$ equal intervals, then the result is a domain decomposition that has $I$ partitions with minimal connectivity (few common edges) between the partitions.

Space-filling curves are a natural partner to CNNs because of properties P1, P2 and P3, and have been applied to structured grids to reduce 3D structured grid data to 1D in image compression [30, 31]. They have also been applied to DNA sequencing and classification [32, 33]. The latter compares different mappings of 2D structured mesh data to 1D, to which a CNN is applied, and found that the mappings based on Hilbert SFCs performed the best. Analysis of SFCs for their data preserving abilities is investigated in [34]. Applying 1D CNNs to 2D data that has been transformed by an SFC has also displayed comparable accuracy and speed to classical 2D and 3D CNNs [35], again, for data on structured grids.

We present here a method of applying CNNs directly to data on unstructured meshes, such as solutions arising from finite element or control volume discretisations. The method is timely as researchers are currently looking to improve compression or dimensionality reduction methods within reduced-order model frameworks [5, 11, 12, 13, 36] by exploiting some of the useful properties of CNNs, such as the multiscale resolution, rotational and position invariance [37, 3, 5]. Reduced-order models often rely on Singular Value Decomposition (SVD) for compression (or dimension reduction) through Proper Orthogonal Decomposition (POD) [38, 39, 40, 41]. SVD-based methods can be limited in their abilities to interpolate solutions, for example, suffering from Gibbs oscil-
lations when there are abruptly changing fields [12] and poor accuracy for convection-dominated problems [41]. Going some way to tackle this, a combination of SVD and a fully-connected autoencoder is presented as a tool for dimension reduction in [36], however, some of the issues of the SVD are still present. Thus, being able to apply CNNs to data on unstructured meshes could significantly improve the quality of such reduced-order models. In addition to the timely nature of this work, the elegant SFC-based approach outlined here, is expected to be computationally faster than the graph-based approaches (MeshCNN and GNNs), since the latter will be dominated by indirect addressing. In the method outlined here, there is only indirect addressing at the inputs and outputs of the space-filling curve CNN and then, only when multiple space-filling curves are used.

The remainder of this paper is as follows. The following section describes how space-filling curves are formed for an unstructured mesh. Section 3 describes the architectures of the convolutional autoencoders used in this paper. The results are presented in Section 4 which includes the application of SFC-based autoencoders to data on a structured mesh (for advection of a square wave and advection of a Gaussian function) and data on an unstructured mesh (for flow past a cylinder). Future work is then discussed and conclusions are drawn.

2. Determining Space-Filling Curves on Unstructured Meshes

This section describes how to generate space-filling curves for unstructured meshes. The method involves ordering or numbering a nested sequence of partitions in such a way that, when following the numbering, the path through these partitions is continuous, and neighbouring vertices on the path will be close in the original graph. This is desirable, as, when applying CNNs to data, the filters search for structurally coherent features. This requires the node ordering is such that neighbouring nodes on the SFC are close to one another in physical space, so that any structural coherence in the data can be detected. The generation of space-filling curves for structured and unstructured meshes is described in Section 2.1. The method which creates the partitions used to generate the space-filling curve ordering is discussed in Section 2.2. Finally, in Section 2.3, comments are made on the efficacy of multiple space-filling curves and how these are generated.
2.1. Forming the numbering of the space-filling curve

Given its fundamental shape of U, a Hilbert curve can be formed by placing the fundamental shape on the coarsest level (level 1) of a grid. For a Hilbert curve, the level one representation fits on a 2 by 2 grid, see Figure 1(a). Once the starting vertex is chosen (from either vertex with a valency of 1), the vertices are numbered as ones traverses the path. The numbering is not unique as the path could also be followed in the opposite direction. To form the level 2 Hilbert curve (on a 4 by 4 grid), the fundamental shape is centred on each vertex of the level 1 curve (Figure 1(b)) and rotated (Figure 1(c)) until the shapes can be linked with one another by connections (Figure 1(d)) that (i) are consistent with the discretisation stencil and (ii) result in a continuous curve. Here the stencil implied by the Hilbert curve’s fundamental shape has connections between horizontal and vertical nearest neighbours - known as a five point stencil and often used in solving differential equations. This process of locating the fundamental shape at vertices and rotating them until a continuous curve is found, is repeated until the desired level is reached. Neighbouring vertices on the space-filling curve in (d) will be close in the graph for level 2 shown in (e) but the reverse is not necessarily true. For example, vertices 2 and 15 in Figure 1(d) are not close on the space-filling curve but are close in the original graph in (e). To overcome potential inaccuracies caused by the disconnect between neighbouring vertices on the original graph, the generation of multiple space-filling curves is explored, the aim of which is that such vertices would be closer on a subsequent space-filling curve. More details are given about multiple space-filling curves throughout this section. As an example, two 2D Hilbert curves for a 32 by 32 grid can be seen in Figure 2; both are used to generate the results for the structured grid test cases that are presented later.

![Figure 1: Hilbert space-filling curves at level 1 and 2: (a) shows the fundamental shape of the Hilbert curve, which also corresponds to the level 1 Hilbert curve. For level 2, (b) locates the fundamental shape at the vertices of level 1; these shapes are rotated (c) and linked (d) to form a continuous curve. The graph of the level 2 discretisation is shown in (e) with vertices (green) located at the centre of the control volumes, edges (green) and the grid corresponding to level 2 shown in grey.](image-url)
above. For the fundamental shape, we choose a straight line (two vertices and one edge). The two vertices represent two partitions and the edge between them represents an edge on the original graph which connects them. Generating a space-filling curve consists of three steps. First, the graph is constructed, based on the discretisation stencil associated with the nodes or cells of the mesh. In the graph, vertices represent the nodes or cells, and edges represent the connections between nodes or cells as determined by the stencil. We refer to this as the ‘original graph’ to distinguish it from graphs of the partitions at intermediate levels of decomposition. Second, a hierarchy of partitions (and graphs) are created from the original graph using a domain decomposition approach based on nested bisection. The graph partitioner will be explained in the next section, but, important here is that it generates a series of partitions at different levels of refinement. Third, the partitions are ordered, beginning at the coarsest level and ending at the final level. Once complete, the space-filling curve ordering is obtained, either directly from the vertex ordering of the final level, or after an additional step if there is more than one vertex in any of the partitions.

The starting point for generating the space-filling curve ordering or numbering is therefore a hierarchy of nested partitions. As a consequence of the fundamental shape, at level 1, the coarsest level, there will be two partitions; at level 2, there will be 4 partitions; at level $\ell$ there will be $2^\ell$ partitions and so on. In addition to the original graph, at every level a graph of the partitions and their connectivities is constructed, from which the numbering is calculated. The method is now illustrated with reference to an example shown in Figure 3. Here, a 2D linear Finite Element (FE) discretisation is assumed which uses three-noded elements. The original graph of the computational domain and discretisation can be seen in Figure 3(a), which, for this stencil,
coincides with the FE mesh. Based on the original graph (a), partitions at three levels, seen in (c), (e) and (g) respectively, are obtained from the graph partitioner. For each level, the ordering algorithm constructs a graph to represent the partitions and their connections seen in (d), (f), and (h). For level 1, the graph shown in (d) consists of two vertices (one in each partition) joined by an edge. The vertices in partitions $p_{1}^{\ell=1}$ and $p_{2}^{\ell=1}$ can be numbered arbitrarily as these partitions have the same parent and will be connected by an edge on the original graph. Once the vertices are numbered, the partitions are renumbered to be consistent with the vertex numbering, i.e. so that vertex $k$ is located in partition $p_{k}^{\ell}$. For level 2, the first partition from level 1 ($p_{1}^{\ell=1}$) gives rise to partitions $p_{1}^{\ell=2}$ and $p_{2}^{\ell=2}$, and the second partition from level 1 gives rise to $p_{3}^{\ell=2}$ and $p_{4}^{\ell=2}$. Partitions $p_{1}^{\ell=2}$ and $p_{2}^{\ell=2}$ will be connected by an edge on the original graph, as will partitions $p_{3}^{\ell=2}$ and $p_{4}^{\ell=2}$, for the reason that they share the same parent partition. What must be found is the connection between either $p_{1}^{\ell=2}$ or $p_{2}^{\ell=2}$, and $p_{3}^{\ell=2}$ or $p_{4}^{\ell=2}$. Incorporating this edge into the space-filling curve gives it continuity, and ideally, therefore, there would be just one edge needed to move from $p_{1}^{\ell=1}$ or $p_{2}^{\ell=1}$ to $p_{3}^{\ell=1}$ or $p_{4}^{\ell=1}$. This is so the path traced out by the space-filling curve traverses the vertices in as efficient a manner as possible (given the stencil). At this level, there are four possible ways of numbering the vertices, resulting in four different paths through the graph. All combinations of numbering are tried and, for each, a functional is evaluated to find the best path or any one of the best paths. If one combination gives either the same value or an improved functional value, it is accepted. The functional is defined as the number of edges traversed in order to move from the first vertex to the fourth. In Figure 4 we show the four possible combinations of numbering, also shown in Table 1 along with the corresponding functional values. In Figure 4(a) the vertices are ordered according to the partition number, which produces a path with 3 edges. Vertices 1 and 2 are swapped in Figure 4(b) and the number of edges in the path from vertex 1 to 4 is 4. This path is rejected as the functional value has not reduced. Vertices 3 and 4 are swapped in Figure 4(c) producing a path of 3 edges which is accepted. Finally vertices 1 and 2 are swapped back, shown in Figure 4(d), also producing a path of 3 edges which is accepted. This is chosen as the final path and the partition numbers are updated to match the vertex numbers, shown in Figure 3(f).

For level 3, there are 8 partitions, see Figure 3(g). The graph for this level can be seen in Figure 3(h). At this stage, there is only one vertex in each partition, so the graph resembles the FE mesh. As the number of vertices increases, the number of combinations grows exponentially,
Figure 3: The graph of the discretisation (2D linear finite elements) is shown in (a). The partitions at levels 1, 2 and 3 are shown in (c), (e) and (g) respectively, labelled as $p^\ell_i$ where $i$ is the partition number and $\ell$ is the level. The partitions are indicated by a shaded region and coloured vertices. The graph of the discretisation is also shown in these plots. Shown in plots (d), (f) and (h) are the partitions (indicated as shaded regions) and graphs of their connectivities (shown in grey) for levels 1, 2 and 3 respectively. In the graphs, the vertices (indicated as numbers in circles) have been ordered according to the procedure outlined in the text. The final space-filling curve is shown in green in plot (b).
| vertex ordering | $p_{1}^{\ell=2}$ | $p_{2}^{\ell=2}$ | $p_{3}^{\ell=2}$ | $p_{4}^{\ell=2}$ | $f_{1\rightarrow 4}$ | path          | Figure |
|----------------|------------------|------------------|------------------|------------------|------------------|--------------|--------|
| 1 2 3 4        | 1 2 3 4          | 3 4              | accepted         | 4(a)             |
| 2 1 3 4        | 2 1 3 4          | 4 4              | not accepted     | 4(b)             |
| 2 1 4 3        | 2 1 4 3          | 3 3              | accepted         | 4(c)             |
| 1 2 4 3        | 1 2 4 3          | 3 3              | accepted         | 4(d)             |

Table 1: The four possible combinations of the vertex ordering at level 2. In the first row, the first of the four paths is shown, where the first vertex in the path is that in partition $p_{1}^{\ell}$, the second vertex is $p_{2}^{\ell}$ and so on. Each path is illustrated in Figure 4 from which the functional $f_{\nu\rightarrow \omega}$ can be calculated. The functional is defined as the minimum number of edges that are traversed in going from vertex $\nu$ to vertex $\omega$.

Figure 4: The four possible combinations of the vertex ordering at level 2, see Table 1. The partitions are shown, labelled $p_{i}^{\ell}$ for partition $i$ at level $\ell=2$. The graph is shown in grey and the path corresponding to each ordering is highlighted in green. Once the ordering has been determined (in this case, that shown in (d)) the partitions will be renumbered, see Figure 3(f).
so at level 3, if the entire path is considered, that would result in 16 possible orderings. Instead of considering all the partitions simultaneously, groups of 4 partitions are considered in turn, as shown in Table 2. First, the four combinations of ordering the vertices in partitions 1 to 4 are considered by evaluating the functional from vertex 1 to 4, \( f^{1\rightarrow4} \). Once the optimal ordering of these vertices has been found, vertices 1 and 2 are fixed and the vertices in partitions 3 to 6 are considered. The functional is now evaluated from the second to the sixth vertex, \( f^{2\rightarrow6} \) as the location of the third vertex relative to the second will affect the optimality of the path. When the ordering has been found, vertices 3 and 4 are fixed and now the vertices in partitions 5 to 8 are considered. The algorithm sweeps forwards and backwards through the partitions, considering four vertices at a time and fixing pairs of vertices based on the optimal path calculated between the appropriate number of vertices (4, 5 or 6) depending on whether the vertices either-side of the path have been fixed (see Table 2). For simple cases, only a small number of iterations are sufficient. For complex cases, more iterations are likely to be needed. In any case, it is not known whether the entire path from vertex 1 to vertex \( N^{\text{vert}} \) (\( N^{\text{vert}} \) is the total number of vertices or nodes in the graph) produced by this method will be optimal, however, using 10 forwards and backwards ‘sweeps’ was found to be sufficient for the challenging example of an unstructured mesh with a discontinuous Galerkin stencil. Once the final level is reached, if there are multiple vertices in a partition, a series of vertex swapping operations are performed until an optimal path is found within that partition: that is a fully-connected path that links to the surrounding partitions and which has the shortest path. Hence, the space-filling curve ordering is obtained, of which, one possible solution is shown in Figure 3(b).

This method of generating space-filling curves is applied to an 8 × 8 structured grid and the resulting space-filling curve is shown in Figure 5. The graph for the 8 × 8 grid was generated by assuming a 5 point finite-difference stencil: the same stencil that was used to generate the graph seen in Figure 1(e). In Figure 5 it can be seen that a satisfactory space-filling curve has been found for the grid, whilst using a method that can be applied to fully unstructured meshes. The curve found here has four instances where the path is longer than it needs to be (indicated by the diagonal lines). However, this path is close to optimal and deemed good enough for use here. For this grid, a Hilbert curve would represent an optimal solution. The number of edges traversed by the Hilbert curve would be 63. Our method returns a value of 67 as every diagonal line would count as two edges traversed on the stencil.
Table 2: Determining the ordering or numbering of the vertices for the partitions after three levels of bisection. The partitions are labelled $p_{\ell}^i$ for partition index $i$ and level $\ell$. The first row indicates that the first path to be considered is partitions 1, 2, 3 then 4. The number of edges traversed in the graph when following this path is counted, that is, the functional from vertices 1 to 4 is evaluated. The second path to be considered is partitions 2, 1, 3 then 4. The functional for this path is evaluated. A certain number of iterations are carried out, which sweep forward and backwards through the partitions, at which point the space-filling curve path is obtained.

| $p_{\ell=3}^1$ | $p_{\ell=3}^2$ | $p_{\ell=3}^3$ | $p_{\ell=3}^4$ | $p_{\ell=3}^5$ | $p_{\ell=3}^6$ | $p_{\ell=3}^7$ | $p_{\ell=3}^8$ | $f_{\text{path}}$ |
|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| 1             | 2             | 3             | 4             |               |               |               |               | $f^{1\rightarrow 4}$ |
| 2             | 1             | 3             | 4             | 5             | 6             | 7             | 8             | $f^{1\rightarrow 4}$ |
| 1             | 2             | 4             | 3             | 5             | 6             | 7             | 8             | $f^{1\rightarrow 4}$ |
| 2             | 1             | 4             | 3             |               |               |               |               | $f^{1\rightarrow 4}$ |
|               | 4             | 3             | 5             | 6             |               |               |               | $f^{2\rightarrow 6}$ |
| 2             | 1             | 3             | 4             | 5             | 6             | 7             | 8             | $f^{2\rightarrow 6}$ |
|               | 3             | 4             | 6             | 5             |               |               |               | $f^{2\rightarrow 6}$ |
|               | 4             | 3             | 6             | 5             |               |               |               | $f^{2\rightarrow 6}$ |
|               | 5             | 6             | 7             | 8             |               |               |               | $f^{4\rightarrow 8}$ |
| 2             | 1             | 4             | 3             | 6             | 5             | 7             | 8             | $f^{4\rightarrow 8}$ |
|               | 6             | 5             | 7             | 8             |               |               |               | $f^{4\rightarrow 8}$ |
|               | 5             | 6             | 8             | 7             |               |               |               | $f^{4\rightarrow 8}$ |
|               | 4             | 3             | 5             | 6             |               |               |               | $f^{2\rightarrow 7}$ |
| 2             | 1             | 3             | 4             | 5             | 6             | 7             | 8             | $f^{2\rightarrow 7}$ |
|               | 3             | 4             | 6             | 5             |               |               |               | $f^{2\rightarrow 7}$ |
|               | 4             | 3             | 6             | 5             |               |               |               | $f^{2\rightarrow 7}$ |
|               | 2             | 1             | 4             | 3             |               |               |               | $f^{1\rightarrow 5}$ |
| 1             | 2             | 4             | 3             | 6             | 5             | 7             | 8             | $f^{1\rightarrow 5}$ |
| 1             | 2             | 3             | 4             | 5             | 6             | 8             | 7             | $f^{1\rightarrow 5}$ |
| 2             | 1             | 3             | 4             |               |               |               |               | $f^{1\rightarrow 5}$ |

Figure 5: The space-filling curve approach applied to a structured 8 by 8 grid in 2D. Left: the resulting vertex numbers or space-filling curve ordering, right: the path of the space filling curve shown in green. The underlying grid is shown in grey.

Figure 6: A group of linear finite elements with a discontinuous Galerkin stencil shown for one node (hollow green circle). The stencil of this node connects it to all the other green nodes.
The discontinuous Galerkin (DG) discretisation has a particularly complex stencil (and graph) associated with it, see Figure 6 for the stencil associated with one node. For a DG node in element \( k \), this node is connected (through the stencil) to all nodes in element \( k \) and all nodes in elements which share an edge (2D) or face (3D) with element \( k \). The edges for the node shown in Figure 6 would be constructed by drawing a line from the this node to each other green node. To draw the graph for the entire mesh shown here, this process would need to be done for every node in the mesh. The result of applying this method to an unstructured mesh can be seen in Figure 7, where a linear DG finite element stencil is used. There are 20,550 DG nodes in this mesh and 6,850 elements. In the top plots of this figure (top left and right), we show the path linking the first 200 DG nodes in one colour. The path connecting the next 200 DG nodes are plotted with another colour and so on. The plot on the left uses the node ordering as dictated by the meshing software, the plot on the right uses the node ordering provided by the space-filling curve. The ability of the space-filling curve to group together neighbouring nodes is clearly demonstrated. By grouping 200 DG nodes together in this way, a coarse-mesh representation of the problem is formed, illustrating one of the key reasons why combining space-filling curves and convolutional networks is so effective. The top right plot in Figure 7 could be interpreted as coarsening of the finite element mesh. Suppose that one level of coarsening was applied by taking every 4th node along the space-filling curve (reducing by a factor of 2 in each dimension), and this was done 4 times, then this is equivalent to taking every 256th node. Therefore, one could say the coarsening shown in this plot, by colouring groups of 200 DG nodes, is similar to applying 4 levels of coarsening which reduces the resolution by a factor 2 in each dimension (as 200~256), which is similar to applying 4 convolutional layers with a stride of 2 for each dimension. The lower plots in Figure 7 show contour plots of the node numbers, with low numbers in black through to the highest node numbers in yellow. The plot on the left corresponds to the default node numbering based on the numbering provided by the meshing software, and the plot on the right corresponds to the node numbering from the space-filling curve.

2.2. Partitioning method

Many problems can be abstracted to the partitioning of a graph, such as the decomposition of computational domains, social network problems and travel network problems. Therefore much effort has been applied to the fundamental challenge of developing a method which simultaneously
achieves an equal distribution of vertices/load between the partitions whilst minimising communication between partitions. A comprehensive survey of methods can be found here [42], which include spectral partitioning, geometric partitioning [43], multi-grid methods [18], methods based on the mean-field theorem [44], and also nested bisection approaches [45, 46, 47], which have seen success for partitioning large graphs.

A recurrent neural network based on mean-field theory (MFT-RNN) [48] is chosen to be the graph partitioner for the current work, as it (i) has a facility to set variable edge weights in the graph and (ii) can balance exactly (as far as possible) the number of vertices in each partition at each level. When generating multiple space-filling curves, there is a need to avoid cutting certain edges in the graph, so that different space-filling curves traverse distinct paths through the graph; which leads to the first requirement. The second requirement arises from the desire to obtain a final set of partitions, of which as many as possible contain at most one vertex. Partitions with more than one vertex can be dealt with, as can empty partitions, but the performance of the space-filling curve numbering algorithm will suffer in the former case. This multi-grid partitioning approach forms a hierarchy or nested sequence of partitions akin to that seen in multi-grid finite element methods [48, 18]. Other graph partitioning methods could be used as long as properties (i) and (ii) are attainable, such as methods that use vertex agglomeration by repeatedly merging adjacent vertices in a similar approach to multi-grid agglomeration methods [18].

More details of the MFT-RNN partitioner can be found in [48], however the main points are given here, along with details of the modifications made when generating multiple space-filling curves. The number of partitions created at each level is represented by $S$, which, for
the particular fundamental shape used in this paper, is necessarily $S = 2$. This recurrent neural network associates $S$ neurons with each vertex in the graph (i.e. one neuron for each desired partition), whose values represent the probability that a vertex $i$ is in partition $\mu$:

$$ z_i^\mu \in [0, 1] , \quad \text{subject to the constraint} \quad \sum_{\mu=1}^{S} z_i^\mu = 1 \quad \forall i . \quad (1) $$

The constraint has led to this method being referred to as normalised mean-field theory. For each partition, a vector of probabilities can be defined as

$$ z^\mu = (z_1^\mu, z_2^\mu, \ldots, z_i^\mu, \ldots, z_N^{\mu \text{vert}})^T \quad \forall \mu \in \{1, 2, \ldots, S\} , \quad (2) $$

where $N^{\text{vert}}$ is the number of vertices in the graph. For the special case of $S = 2$, only one neuron need be included for every vertex, as, given the probability of the vertex being in one partition, the probability of being the other can be calculated directly from the constraint. However, the code used to generate the examples in this paper was written only for the general case. Representing the quality of the partitions, the functional comprises two terms: the first describes the communication cost between vertices in different (proposed) partitions and the second describes how well the vertices are distributed between the partitions. It is written as follows:

$$ F = \frac{1}{2} z^T K z + \frac{1}{2} \alpha z^T C z , \quad (3) $$

where $z^T = ((z_1^T)^T, (z_2^T)^T, \ldots, (z_i^T)^T, \ldots, (z_N^{\text{vert}})^T)^T$, and the scalar $\alpha$ controls the balance between the importance of the distribution of vertices throughout the partitions and the importance of reducing the communication costs. The matrices $K$ and $C$ represent communication costs and balancing respectively, and are now explained in detail. The matrix $K$ consists of sub-matrices $K_{\mu\nu}$ for partition numbers $\mu$ and $\nu$, where $\mu, \nu \in \{1, 2, \ldots, S\}$. For $\mu = \nu$, the sub-matrices consist entirely of zeros. For $\mu \neq \nu$, the entries of the sub-matrices are defined as

$$ K_{i,j}^\mu\nu = \begin{cases} 
  h_{ij} & \text{if } i \neq j \text{ and vertices } i \text{ and } j \text{ are adjacent in the graph}, \\
  0 & \text{otherwise.} 
\end{cases} \quad (4) $$

The value $h_{ij}$ represents the cost of vertex $i$ communicating with vertex $j$ and as well as determining the communication cost in the functional, this value is also taken as the $ij$th edge weight in the
graph. When generating one space-filling curve, \( h_{ij} = 1 \forall i, j \). When generating more than one space-filling curve, this parameter is set as

\[
h_{ij} = \begin{cases} \max_m |s_i^m - s_j^m|^\gamma & \text{if vertices } i \text{ and } j \text{ are adjacent} \\ 0 & \text{otherwise}, \end{cases}
\]

(5)

where the heuristically obtained exponent \( \gamma \) is set to be 0.2 and \( s_i^m \) is the new space-filling curve node numbering of the \( i \)th vertex in any one of the pre-existing space-filling curves labelled by \( m \).

The idea behind introducing variable edge weights to the graph is to inject a means with which to discourage the graph to partition across edges that have large differences in space-filling curve numbers. This helps to ensure that a subsequent space-filling curve will avoid edges traversed by pre-existing curves, and encourages subsequent space-filling curves to find previously undiscovered paths through the graph. So, if two points are far apart on the first space-filling curve but close in Cartesian space, a second space-filling curve will attempt to find a path on which these points are closer.

Similar to \( K \), the matrix \( C \) consists of sub-matrices \( C_{\mu \nu} \) for partition numbers \( \mu \) and \( \nu \), where \( \mu, \nu \in \{1, 2, \ldots, S\} \). To balance the vertices equally between the partitions (as far as possible), a diffusion matrix is used, the entries of which are defined as

\[
C_{\mu \nu}^{ij} = \begin{cases} \frac{S - 1}{S} & \text{if } i = j \\ -\frac{1}{S} & \text{if } i \neq j \end{cases}
\]

(6)

for all partition numbers \( \mu, \nu \in \{1, 2, \ldots, S\} \) and for all vertices \( i, j \in \{1, 2, \ldots, N_{\text{vert}}\} \). In order to balance the number of vertices in each of the partitions at a particular level, the probabilities \( z_i^\mu \) of vertex \( i \) belonging to partition \( \mu \) are exploited. If there is a need to transfer some vertices from one partition to another, the most suitable neurons are chosen from other partitions according to their probabilities. In this way, the uncertainty near the partition boundaries of the MFT-RNN is exploited, and thus, good quality partitions are maintained as well as near perfect balance of vertices in each partition.

The two terms in the functional tends to compete against one another during optimisation, so it is generally advantageous to set \( \alpha \) as small as possible, although just large enough so that the vertices are equally distributed between the partitions. If the value of \( \alpha \) is too large, the partitions
will have equal numbers of vertices but the path traced out by the space-filling curve will not be as continuous as it could have been, resulting in a poor space-filling curve. In this paper, an optimised value of $\alpha$ is used as derived in [48]:

$$\alpha = \frac{1}{SN_{\text{vert}}} \sum_{j=1}^{N_{\text{vert}}} \sum_{i=1}^{N_{\text{vert}}} K_{ij}.$$  

(7)

Extensive numerical experiments have shown that the value of $\alpha$ obtained from this equation results in good load balancing as well as good quality partitioning that minimises the sum of the weights between the different partitions.

In summary, the graph partitioning algorithm takes a graph and decomposes this into partitions, using a nested bisection approach. This continues until almost all of the partitions contain one vertex. This is done by calculating the number of levels of decomposition, $L$, by finding the smallest integer $L$ that satisfies

$$2^L \geq \text{the total number of vertices in the original graph}.$$  

(8)

The functional, Equation (3), is minimised using the neural network updating algorithm associated with the MFT neural network as described in [48] to obtain the desired graph partitioning. No training of this network is required as the weights are determined by the functional. The space-filling curve can now be constructed from the numbered partitions.

2.3. Multiple space-filling curves

One problem with using the space-filling curve approach is that there can be little connectivity between certain regions of the domain, because although points close together on the space-filling curve are also close together in the physical space, the reverse is not true. A simple example of this can be seen in Figure 1(d), where vertices 2 and 15 are not close on the space-filling curve but are close in the original graph in (e). A possible remedy is to use more than one space-filling curve, where the second curve should be discouraged from having the same edges as the first. One way of achieving this is though the graph partitioning procedure, by weighting the graph edges as described in Equation (4). This effectively discourages partitions from being made across the same edges in the previous SFCs. Nothing else is needed as the edge weights determine the communication between areas of the domain in the any additional SFCs. An example of two space-
filling curves is shown in Figure 8. The first SFC (left) is optimal in that it uses the minimum number of edges to traverse all the cells in the grid. The second SFC (centre) is less optimal, as it jumps to nodes that are not neighbours in the stencil, shown as curved or diagonal lines in (b). In order to do this, the SFC will pass through nodes and edges more than once. This is partly due to the small size of the example. However, from (c), the combination of the two space-filling curves is shown, which shows that all but one of the edges on the original graph (shown in Figure 1(e)) are connected and only three edges appear in both SFCs.

![Figure 8](image)

We have experimented with an alternative method, which deletes the edges of the first SFC from the original graph used by the graph partitioner. Subsequent SFCs will then be forced to find new paths through the mesh. With this method, the quality of the second and subsequent SFCs was not as good as with the previous method, possibly because it excessively reduced the number of graph edges available to subsequent SFCs.

We have also experimented with introducing a constraint on the second SFC so that this space-filling curve starts at the final node of the first SFC. In this way, the second SFC follows the first SFC resulting in a continuous curve, which is advantageous to the performance of the 1D CNN. This constraint could be introduced in the SFC algorithm, simply, by always ensuring that the first partition on each level of the nested bisection contains this node (that is, the end node of the first SFC). For three space-filling curves one adds a similar constraint to the third SFC so that it start at the node next to the final node of the second SFC. A possible disadvantage of using this start-end constraint is that it can compromise the quality of the second and subsequent SFCs, in terms of producing a continuous curve, as, once again, the options of the SFC algorithm are...
restricted. A second disadvantage is that the number of weights is greater when the SFCs are combined into one continuous curve. For a 2D data set with 2 SFCs, having two separate SFCs results in a factor of two saving, in terms of weights in the 1D convolutional layers for the same total number of channels. A similar saving is also obtained in terms of arithmetic operations. For 3D problems this approach results in a saving of 3 times the number of weights and approximately similar saving for the CPU requirements associated with the convolutional layers. Thus, we chose here to have separate SFCs in the SFC-based CNNs.

3. Architectures of the convolutional networks

The architectures of the CNNs that will be used in the results section are described in detail in this section. To demonstrate the application of convolutional networks to data on both structured and unstructured meshes, a convolutional autoencoder is chosen. This type of network attempts to learn a compressed representation of data due to a bottleneck as its central layer. Consisting of an encoder and a decoder, the encoder compresses the data to a predetermined number of latent variables, known as the dimension of the latent space. The decoder reconstructs the data from the latent variables. For a convolutional autoencoder, the encoder has a number of convolutional layers typically followed by some fully-connected layers, and the decoder is the reverse of this.

In addition to the layers found in a classical convolutional autoencoder, the SFC-based convolutional autoencoders have: (1) a transformation from multi-dimensional data to 1D data and vice versa, based on SFCs; (2) sparse layers at either end of the network; and (3) nearest-neighbour smoothing (included in some of the networks). The transformation from multi-dimensional data to 1D data is determined by one or more space-filling curves and occurs in the first and final layers of the SFC-based autoencoders. Immediately after the first layer and before the final layer are the sparse layers. The function of the sparse layers is to apply some smoothing to the results and to decide the priority of the feature maps when recombining the data. The amount of smoothing provided by these layers can be increased by including a node’s nearest neighbours on the space-filling curve within the smoothing.

On transforming the multi-dimensional data to 1D data with the SFCs, there may be some associated CPU speed advantages as 1D arrays generally map straightforwardly onto the various memory hierarchies of modern CPUs or GPUs. This could make the SFC-based CNNs computationally faster than the classical multi-dimensional CNNs. However, we have found, through
considerable trial and error, that it is necessary to use roughly uniform numbers of channels in the convolutional layers of the SFC-based networks. This is in contrast with the classical CNNs, which seem to work best when the number of channels increases in the encoder and decreases in the decoder. The more channels, the greater the computational speed and memory requirements, especially on layers with more neurons. Thus the classical CNN has a computational advantage over the SFC-based CNN in this regard.

To motivate the sparse layers further, consider a node on an SFC which is close in physical space to another node (or, more precisely, close on the graph associated with the discretisation stencil), but far away in terms of node numbering on the SFC. These nodes are disconnected, in some sense, which could potentially lead to a large variation in values occurring. This can result in discontinuities in the outputs from the autoencoder where there should be none. Having multiple SFCs allows such nodes to have low associated weights associated in the mapping to the final output layer, thus increasing the accuracy of the values of the output neurons. Therefore, for multiple space-filling curves, this layer can be thought of as a means of letting the network decide how to optimally combine results from two space-filling curves to form the final output result neural network. The transpose of this architecture is used for the encoder (as is often done with autoencoders). This effectively takes a weighted average of a node on a SFC with its two neighbouring nodes and forms another neuron from this as well as combining (in some optimal way) SFC results to form feature maps that are fed into the rest of the autoencoder.

The notation used to describe the networks is given in Section 3.1. In the subsequent sections, the autoencoders used in this paper are described in detail. For the structured data on a 128 × 128 grid, we construct (1) a classical 2D autoencoder given in Section 3.2.1; (2) an autoencoder based on one space-filling curve described in Section 3.2.2; (3) an autoencoder based on two space-filling curves described in Section 3.2.3; (4) an autoencoder based on two space-filling curves with smoothing from the nearest neighbours given in Section 3.2.4. For the unstructured data, given on a mesh of 20,550 nodes, each with two velocity components, we construct (1) an autoencoder based on one space-filling curve with nearest-neighbour smoothing given in Section 3.3.1; and (2) an autoencoder based on two space-filling curves with nearest-neighbour smoothing described in Section 3.3.2.
3.1. Notation used to describe autoencoder architectures

The notation that describes the architecture of the convolutional autoencoders used in the following equations and in Tables 4, 5, 6 and 7 is explained. The layer ordering is described as $L$-[Type][SFC index][Component], where $L$ refers to the layer number. ‘Type’ refers to how the data is stored and can be ‘GRID/grid’ (stored on an $m \times n$ grid), ‘SFC/sfc’ (ordered by space-filling curve) or ‘FEM/fem’ (stored on a finite-element mesh). ‘SFC index’ indicates which SFC is being used (either 1 or 2 in our case) and ‘Component’ is an optional description, which, when compressing velocities, indicates that component as $u$ or $v$. ‘Identity’ in the CNN tables refers to the use of no activation function (that is, the identity function itself) or simply mapping the data from the GRID/grid or FEM/fem representation to the SFC/sfc ordering or vice versa. A similar notation is used to indicate that the neurons $\mathbf{x}$ are associated with either the GRID/grid, SFC/sfc or FEM/fem within the equations describing the neuron updates within the layers.

In the tables, ‘1 variable’ or ‘3 variables’ for the kernel size represents the identical operations (using kernel sizes of 1 or 3) to the standard filter approach except for the fact that the filter weights that applied to the neurons are not the same but vary for each neuron. The values are optimised as part of the training process. These filters are used to form the sparse layers,
which apply smoothing of the SFC-based autoencoder solutions and increase the accuracy of these solutions. Each node in the output is determined by one or three nodes in the input (‘1 variable’ or ‘3 variables’). Connecting one node in the output with three nodes in the input is referred to here as nearest-neighbour smoothing. We call these sparse layers, because the number of parameters is much less than if the layers were fully connected. We have found their use to be essential in order to reduce the noise one would otherwise see in the SFC-based autoencoder results.

To identify neighbouring nodes in the SFC ordering, for layer $\ell$ and node number $i$, we use $s^{fc}_\ell x^+_i$ to represent the neighbour (with an increase in SFC node number) of $s^{fc}_\ell x_i$ (that is $s^{fc}_\ell x^+_{i, \ell} = s^{fc}_\ell x_{i, \ell + 1}$), and use $s^{fc}_\ell x^-_i$ to represent the neighbour (with a decrease in SFC node number) of $s^{fc}_\ell x_i$ (that is $s^{fc}_\ell x^-_{i, \ell} = s^{fc}_\ell x_{i, \ell - 1}$).

3.2. Convolutional autoencoders for data on structured meshes

3.2.1. Architecture of a classical 2D convolutional autoencoder

Table 3 shows details of the classical 2D convolutional autoencoder applied to data on a structured $128 \times 128$ grid. Layers 1 to 4 and 11 to 14 are convolutional layers, and the fully-connected layers are at the centre of the network, in layers 5 to 10. As is often done, the number of channels increases through the encoder and decreases through the decoder.

| layer | input size | kernel size | channels | stride | padding | output size | activation |
|-------|------------|-------------|----------|--------|----------|-------------|------------|
| 1     | (1, 128, 128) | 5 x 5       | 2        | 2 x 2  | 2        | (2, 64, 64) | ReLU       |
| 2     | (2, 64, 64)   | 5 x 5       | 4        | 2 x 2  | 2        | (4, 32, 32) | ReLU       |
| 3     | (4, 32, 32)   | 5 x 5       | 8        | 2 x 2  | 2        | (8, 16, 16) | ReLU       |
| 4     | (8, 16, 16)   | 5 x 5       | 16       | 2 x 2  | 2        | (16, 8, 8)  | ReLU       |

Flatten the data to 1D, then use fully-connected layers to compress further

| layer | input size | kernel size | channels | stride | padding | output size | activation |
|-------|------------|-------------|----------|--------|----------|-------------|------------|
| 5     | 1024 (= 16 x 8 x 8) |             |          |        |          | 256         | ReLU       |
| 6     | 256        |             |          |        |          | 64          | ReLU       |
| 7     | 64         |             |          |        |          | 16          | ReLU       |
| 8     | 16         |             |          |        |          | 64          | ReLU       |
| 9     | 64         |             |          |        |          | 256         | ReLU       |
| 10    | 256        |             |          |        |          | 1024        | ReLU       |

Convert data from 1024 to (16, 8, 8) then use convolutional layers to reconstruct the data

| layer | input size | kernel size | channels | stride | padding | output size | activation |
|-------|------------|-------------|----------|--------|----------|-------------|------------|
| 11    | (16, 8, 8) | 5 x 5       | 8        | 2 x 2  | 2        | (8, 16, 16) | ReLU       |
| 12    | (8, 16, 16) | 5 x 5       | 4        | 2 x 2  | 2        | (4, 32, 32) | ReLU       |
| 13    | (4, 32, 32) | 5 x 5       | 2        | 2 x 2  | 2        | (2, 64, 64) | ReLU       |
| 14    | (2, 64, 64) | 5 x 5       | 1        | 2 x 2  | 2        | (1, 128, 128)| ReLU       |

Table 3: The structure of the classical 2D convolutional autoencoder.
3.2.2. Architecture of the convolutional autoencoder based on one space-filling curve

As shown in Table 4, the autoencoder based on one SFC first transforms the multi-dimensional data to 1D data with the space-filling curve ordering. After this, are the sparse layers (layers 1 and 2). Then follows a classical 1D convolutional autoencoder. At the output of this, there are more sparse layers (layers 17 and 18) followed by a transformation of the data from 1D to the original multi-dimensional form. Here we describe the sparse layers. The filters of the sparse layers are defined using weight vectors, as these filters change at each node. This results in an efficient implementation of the sparse layers. These weights effectively provide smoothing of the outputs of the SFC-based autoencoders, without which, would lead to noisy results.

Layers 1 and 2 (sparse layers).
The input, \( \text{grid} \mathbf{x} \in \mathbb{R}^{128 \times 128} \), is transformed using the Hilbert curve mapping to a 1D vector \( sfc \mathbf{x}_1 \in \mathbb{R}^{16384} \) \((128 \times 128 = 16384)\) in layer 1. Then the output of the sparse layer 2 is:

\[
sfc \mathbf{x}_2 = f(sfc \mathbf{w}_2 \odot sfc \mathbf{x}_1 + sfc \mathbf{b}_2), \tag{9}
\]

where \( sfc \mathbf{w}_2 \in \mathbb{R}^{16384} \) is the weight vector (subject to neural network training), \( sfc \mathbf{b}_2 \in \mathbb{R}^{16384} \) is the bias (again subject to training), \( f \) is the ReLU activation function, and \( \odot \) is the Hadamard product indicating entry-wise multiplication. Note that \( sfc \mathbf{x}_2 \in \mathbb{R}^{16384} \) is the input for layer 3 of the neural network. See Table 4 for a description of the convolutional layers, which take input from layer 2.

Layers 17 and 18 (sparse layers).
Given the input \( sfc \mathbf{x}_{16} \in \mathbb{R}^{16384} \), the output of the sparse layer 17 (which is the final output of the SFC-based CNN) can be written as:

\[
sfc \mathbf{x}_{17} = f(sfc \mathbf{w}_{17} \odot sfc \mathbf{x}_{16} + sfc \mathbf{b}_{17}), \tag{10}
\]

where \( sfc \mathbf{w}_{17} \in \mathbb{R}^{16384} \) is the weight vector, \( sfc \mathbf{b}_{17} \in \mathbb{R}^{16384} \) is the bias, and \( f \) is the ReLU activation function. Using the inverse space-filling curve mapping, the 1D data, \( sfc \mathbf{x}_{17} \), is transformed back to 2D data on the structured grid, \( \text{grid} \mathbf{x}_{18} \in \mathbb{R}^{128 \times 128} \).
### Table 4: The structure of the SFC-based CNN with one Hilbert curve for a 128 × 128 structured grid. The filter size for the smoothing layers at the start and end of the auto-encoder is 1 but replace ‘1 Variable’ with ‘3 Variables’ for the nearest-neighbour smoothing approach. The number of neurons in the bottleneck layer can be adjusted from 16 to any suitable value less than or equal to 64. Whenever a non-identity activation term is used a bias is added to each neuron.

| Layer | Input Size | Kernel Size | Channels | Stride | Padding | Output Size | Activation |
|-------|------------|-------------|----------|--------|----------|-------------|------------|
| 1-GRID | (1, 16384, GRID) | 1 Variable (1 × 16384) | 1 | 1 | 0 | (1, 16384, SFC1) | Identity |
| 2-SFC1 | (1, 16384, SFC1) | 32 | 2 | 4 | 16 | (2, 4097, SFC1) | ReLU |
| 3-SFC1 | (4, 1025, SFC1) | 32 | 4 | 4 | 16 | (4, 1025, SFC1) | ReLU |
| 6-SFC1 | (8, 257, SFC1) | 32 | 16 | 4 | 16 | (16, 65, SFC1) | ReLU |
| 7-SFC1 | 1040 (= 16 × 65) | 256 | | | | 256 | ReLU |
| 8-SFC1 | 256 | | | | | 64 | ReLU |
| 9-SFC1 | 64 | | | | | 16 | ReLU |
| 10-SFC1 | 16 | | | | | 64 | ReLU |
| 11-SFC1 | 64 | | | | | 256 | ReLU |
| 12-SFC1 | 256 | | | | | 1024 | ReLU |

Table 4: The structure of the SFC-based CNN with one Hilbert curve for a 128 × 128 structured grid. The filter size for the smoothing layers at the start and end of the auto-encoder is 1 but replace ‘1 Variable’ with ‘3 Variables’ for the nearest-neighbour smoothing approach. The number of neurons in the bottleneck layer can be adjusted from 16 to any suitable value less than or equal to 64. Whenever a non-identity activation term is used a bias is added to each neuron.

#### 3.2.3. Architecture of a convolutional autoencoder based on two space-filling curves

The architecture of autoencoder based on two space-filling curves is given in Table 5. When using two space-filling curves, we keep the neuron values associated with these curves separate in the convolutional layers, but bring this information together within the fully-connected layers at the centre, as well as the input and output layers. The sparse layers are now described in detail.

**Layers 1 and 2 (sparse layers).**

The data on the grid, \( \text{grid} \in \mathbb{R}^{128 \times 128} \), is transformed to two 1D vectors using the mappings from the two space-filling curves to produce \( sfc_1 x_1, sfc_2 x_1 \in \mathbb{R}^{16384} \) in layer 1. The output of the sparse layer 2 is:

\[
sfc_1 x_2 = f(sfc_1 w_2 \odot sfc_1 x_1 + sfc_1 b_2),
\]

\[
sfc_2 x_2 = f(sfc_2 w_2 \odot sfc_2 x_1 + sfc_2 b_2),
\]

where \( sfc_1 w_2, sfc_2 w_2 \in \mathbb{R}^{16384} \) are the weight vectors, \( sfc_1 b_2, sfc_2 b_2 \in \mathbb{R}^{16384} \) are the bias vectors, and \( f \) is the ReLU activation function. The input for layer 3 takes the form \( sfc_1 x_2, sfc_2 x_2 \in \mathbb{R}^{16384} \).

See Table 5 for a description of the following convolutional layers of the network.
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Layers 18 and 19 (sparse layers).

Given the inputs \( sfc_1 x_{17} \in \mathbb{R}^{16384} \) and \( sfc_2 x_{17} \in \mathbb{R}^{16384} \), the output of the sparse layer 18 is:

\[
sfc_{18} = sfc_1 w_{18} \odot sfc_1 x_{17},
\]

\[
sfc_{18} = sfc_2 w_{18} \odot sfc_2 x_{17},
\]

where \( sfc_1 w_{18}, sfc_2 w_{18} \in \mathbb{R}^{16384} \) are the weight vectors. Using the inverse mappings from the first and second space-filling curves, the vectors \( sfc_1 x_{18} \) and \( sfc_2 x_{18} \) are transformed to obtain \( grid_{18} \in \mathbb{R}^{128 \times 128} \) and \( grid_{28} \in \mathbb{R}^{128 \times 128} \). Added to this is the bias \( grid b_{19} \in \mathbb{R}^{128 \times 128} \). The output of the network is \( grid x_{19} \in \mathbb{R}^{128 \times 128} \) and is obtained from:

\[
grid x_{19} = f(grid_{18} + grid_{28} + grid b_{19}),
\]

in which \( f \) is the ReLU activation function.

3.2.4. Architecture of a convolutional autoencoder based on two space-filling curves with nearest-neighbour smoothing

The only difference between this SFC-based CNN and the previous one is the introduction of the nearest neighbours in the sparse layers. This effectively reduces the noise in the output of the SFC-based CNN.

Layers 1 and 2 (sparse layers).

The input to the network, \( grid x \in \mathbb{R}^{128 \times 128} \), is transformed to \( sfc_1 x_1, sfc_2 x_1 \in \mathbb{R}^{16384} \) by the two space-filling curve mappings in layer 1. In SFC ordering, \( sfc_1 x_1^+ \in \mathbb{R}^{16384} \) is the neighbour (with an increase in SFC node number) of \( sfc_1 x_1 \), and \( sfc_1 x_1^- \in \mathbb{R}^{16384} \) is the neighbour (with a decrease in SFC node number) of \( sfc_1 x_1 \), in which \( C \in \{1, 2\} \) is the number of the SFC. The output of the sparse layer 2 is given as:

\[
sfc_1 x_2 = f(sfc_1 w_2 \odot sfc_1 x_1 + sfc_1 w_2^+ \odot sfc_1 x_1^+ + sfc_1 w_2^- \odot sfc_1 x_1^- + sfc_1 b_2),
\]

\[
sfc_2 x_2 = f(sfc_2 w_2 \odot sfc_2 x_1 + sfc_2 w_2^+ \odot sfc_2 x_1^+ + sfc_2 w_2^- \odot sfc_2 x_1^- + sfc_2 b_2),
\]
Table 5: The structure of the SFC-based CNN with two space-filling curves for a 128 × 128 structured grid. The filter size for the smoothing layers at the start and end of the autoencoder is 1, however replacing ‘1 Variable’ with ‘3 Variable’ would give the nearest-neighbour smoothing. The number of neurons in the bottleneck layer can be adjusted from 16 to any suitable value. Whenever a non-identity activation term is used a bias is added to each neuron.

| Layer | Input Size & Ordering | Kernel Size | Channels | Stride | Padding | Output Size & Ordering | Activation |
|-------|------------------------|-------------|----------|--------|---------|------------------------|------------|
| 1-GRID | (1, 16384, GRID) | 1 Identity | 1        | 1      | 0       | (1, 16384, SFC1) | Identity   |
| 2-SFC1 | (1, 16384, SFC1) | 1 Variable (1 × 16384) | 2        | 1      | 0       | (1, 16384, SFC1) | ReLU       |
| 3-SFC1 | (1, 16384, SFC1) | 32         | 2        | 4      | 16      | (2, 4097, SFC1) | ReLU       |
| 4-SFC1 | (2, 4097, SFC1) | 32         | 4        | 4      | 16      | (4, 1025, SFC1) | ReLU       |
| 5-SFC1 | (4, 1025, SFC1) | 32         | 8        | 4      | 16      | (8, 257, SFC1) | ReLU       |
| 6-SFC1 | (8, 257, SFC1) | 32         | 16       | 4      | 16      | (16, 65, SFC1) | ReLU       |
| 1-GRID | (1, 16384, GRID) | 1 Identity | 1        | 1      | 0       | (1, 16384, SFC2) | Identity   |
| 2-SFC2 | (1, 16384) | 1 Variable (1 × 16384) | 1        | 1      | 0       | (1, 16384, SFC2) | ReLU       |
| 3-SFC2 | (1, 16384) | 32         | 2        | 4      | 16      | (2, 4097, SFC2) | ReLU       |
| 4-SFC2 | (2, 4097) | 32         | 4        | 4      | 16      | (4, 1025, SFC2) | ReLU       |
| 5-SFC2 | (4, 1025) | 32         | 8        | 4      | 16      | (8, 257, SFC2) | ReLU       |
| 6-SFC2 | (8, 257) | 32         | 16       | 4      | 16      | (16, 65, SFC2) | ReLU       |

Flatten the output data of layer 6-SFC1 and 6-SFC2 to 1D - concatenate 2 sequences

| Layer | Value | Activation |
|-------|-------|------------|
| 7     | 2080 (= 16×65 + 16×65) | ReLU       |
| 8     | 512   | ReLU       |
| 9     | 128   | ReLU       |
| 10    | 16    | ReLU       |
| 11    | 128   | ReLU       |
| 12    | 512   | ReLU       |

Split the data into 2 sequence as the input of layer 11-SFC1 and 11-SFC2, convert from 1024 to (16, 64)

| Layer | Kernel Size | Channels | Stride | Padding | Output Size & Ordering | Activation |
|-------|-------------|----------|--------|---------|------------------------|------------|
| 13-SFC1 | 32         | 8        | 4      | 14      | (8, 236, SFC1) | ReLU       |
| 14-SFC1 | 32         | 4        | 4      | 14      | (4, 1024, SFC1) | ReLU       |
| 15-SFC1 | 32         | 2        | 4      | 14      | (2, 4096, SFC1) | ReLU       |
| 16-SFC1 | 32         | 1        | 4      | 14      | (1, 16384, SFC1) | ReLU       |
| 17-SFC1 | 1 Variable (1 × 16384) | 1        | 1      | 0       | (1, 16384, SFC1) | Identity   |
| 18-SFC1 | (1, 16384, SFC1) | 1 Identity | 1      | 1      | 0       | (1, 16384, GRID1) | Identity   |
| 19-SFC1 | (16, 64, SFC2) | 8        | 4      | 14      | (8, 236, SFC2) | ReLU       |
| 14-SFC2 | 32         | 4        | 4      | 14      | (4, 1024, SFC2) | ReLU       |
| 15-SFC2 | 32         | 2        | 4      | 14      | (2, 4096, SFC2) | ReLU       |
| 16-SFC2 | 32         | 1        | 4      | 14      | (1, 16384, SFC2) | ReLU       |
| 17-SFC2 | 1 Variable (1 × 16384) | 1        | 1      | 0       | (1, 16384, SFC2) | Identity   |
| 18-SFC2 | (1, 16384, SFC2) | 1 Identity | 1      | 1      | 0       | (1, 16384, GRID2) | Identity   |
| 19-GRID | (1, 16384) | 1 Identity | GRID1 + GRID2 | 1 | 1 | 0 | (1, 16384, GRID) | ReLU       |
where $sfc_1 w_2, sfc_2 w_2, sfc_1 w_2^+, sfc_2 w_2^+, sfc_1 w_2^- , sfc_2 w_2^- \in \mathbb{R}^{16384}$ are the weight vectors, $sfc_1 b_2, sfc_2 b_2 \in \mathbb{R}^{16384}$ are the bias vectors, and $f$ is the ReLU activation function. The input to layer 3 is $sfc_2 x_2$ and $sfc_2 x_2$. See Table 5 for a description of the convolutional layers.

Layers 18 and 19 (sparse layers).

Given the inputs $sfc_2 x_{17} \in \mathbb{R}^{16384}$ ∀$C \in \{1, 2\}$, in the SFC ordering $sfc_2 x_{17}^+ \in \mathbb{R}^{16384}$ is the neighbour (with an increase in SFC node number) of $sfc_2 x_{17}$, and $sfc_2 x_{17}^- \in \mathbb{R}^{16384}$ is the neighbour (with a decrease in SFC node number) of $sfc_2 x_{17}$. The output of layer 18 is:

$$sfc_1 x_{18} = sfc_1 w_{18} \odot sfc_1 x_{17} + sfc_1 w_{18}^+ \odot sfc_1 x_{17}^+ + sfc_1 w_{18}^- \odot sfc_1 x_{17}^- ,$$

(18)

$$sfc_2 x_{18} = sfc_2 w_{18} \odot sfc_2 x_{17} + sfc_2 w_{18}^+ \odot sfc_2 x_{17}^+ + sfc_2 w_{18}^- \odot sfc_2 x_{17}^- ,$$

(19)

where $sfc_1 w_{18}, sfc_2 w_{18}, sfc_1 w_{18}^+, sfc_2 w_{18}^+, sfc_1 w_{18}^-, sfc_2 w_{18}^- \in \mathbb{R}^{16384}$ are the weight vectors. Using the inverse of both space-filling curve mappings, transform $sfc_1 x_{18}$ and $sfc_2 x_{18}$ to $grid_1 x_{18} \in \mathbb{R}^{128 \times 128}$ and $grid_2 x_{18} \in \mathbb{R}^{128 \times 128}$ respectively, then add the bias $grid_1 b_{19} \in \mathbb{R}^{128 \times 128}$ to obtain:

$$grid x_{19} = f(grid_1 x_{18} + grid_2 x_{18} + grid_1 b_{19}) ,$$

(20)

in which $f$ is the ReLU activation function and $grid x_{19} \in \mathbb{R}^{128 \times 128}$ is the output of this SFC-based CNN on the original grid.

3.3. Architectures of convolutional autoencoders for data on unstructured meshes

3.3.1. An autoencoder based on one space-filling curve with nearest-neighbour smoothing

Since flow past a cylinder is a more demanding compression problem than the previous two idealised cases, two channels are used for the sparse layer filters. If only one channel were used to be used, as in the idealised cases, the SFC-based CNN outputs tended to be noisy. In addition, within the sparse layers, the velocity components $u$ and $v$ are kept separate, in order to reduce the number of weights required in these layers and also to apply the smoothing to the velocity components separately. These modifications to the CNN are also applied to the SFC-based CNN with two SFCs, also used for flow past a cylinder. See Table 5 for a description of this autoencoder. We now describe the sparse layers in detail.
Layers 1 and 2 (sparse layers).

The input to the neural network is $\text{fem}\mathbf{x} \in \mathbb{R}^{20550 \times 2}$ and contains two channels; one for the first velocity component, $u$, and the second for the other velocity component, $v$. These are held in the FEM DG ordering of the nodal values of the velocities. The input, $\text{fem}\mathbf{x}$, is mapped to the SFC ordering, $\text{sfc}\mathbf{x}_1$, using the SFC mapping in layer 1. By splitting the channels of $\text{sfc}\mathbf{x}_1$, we obtain $\text{sfc}\mathbf{w}_1$ and $\text{sfc}\mathbf{w}_2$, associated with the two velocity components respectively. In the SFC ordering, $\text{sfc}\mathbf{x}_1^+ \in \mathbb{R}^{20550 \times 1}$ is the neighbour (with an increase in SFC node number) of $\text{sfc}\mathbf{x}_1$ (that is $\text{sfc}\mathbf{x}_{i,k}^+ = \text{sfc}\mathbf{x}_{i+1,k}$), $\text{sfc}\mathbf{x}_1^- \in \mathbb{R}^{20550 \times 1}$ is the neighbour (with an decrease in SFC node number) of $\text{sfc}\mathbf{x}_1$ (that is $\text{sfc}\mathbf{x}_{i,k}^- = \text{sfc}\mathbf{x}_{i-1,k}$). The output of the sparse layer 2 is then:

$$
\text{sfc}\mathbf{x}_2 = f(\text{sfc}\mathbf{w}_2 \circ \text{concat}(\text{sfc}\mathbf{x}_1) + \text{sfc}\mathbf{w}_2^+ \circ \text{concat}(\text{sfc}\mathbf{x}_1^+) + \text{sfc}\mathbf{w}_2^- \circ \text{concat}(\text{sfc}\mathbf{x}_1^-) + \text{sfc}\mathbf{b}_2),
$$

$$
\text{sfc}\mathbf{x}_2 = f(\text{sfc}\mathbf{w}_2 \circ \text{concat}(\text{sfc}\mathbf{x}_1) + \text{sfc}\mathbf{w}_2^+ \circ \text{concat}(\text{sfc}\mathbf{x}_1^+) + \text{sfc}\mathbf{w}_2^- \circ \text{concat}(\text{sfc}\mathbf{x}_1^-) + \text{sfc}\mathbf{b}_2),
$$

where $\text{sfc}\mathbf{w}_2$, $\text{sfc}\mathbf{w}_2^+$, $\text{sfc}\mathbf{w}_2^-$, $\text{sfc}\mathbf{w}_2^-$, $\text{sfc}\mathbf{w}_2^-$ are the weight vectors, $\text{sfc}\mathbf{b}_2$, $\text{sfc}\mathbf{b}_2$ are the bias vectors, and $f$ is the tanh activation function. Then:

$$
\text{sfc}\mathbf{x}_2 = \text{concat}(\text{sfc}\mathbf{x}_2, \text{sfc}\mathbf{x}_2),
$$

where $\text{sfc}\mathbf{x}_2 \in \mathbb{R}^{20550 \times 4}$ is the input for layer 3. The notation $\text{concat}(a, b) = (a^T, b^T)^T$ is used to represent the concatenation of two vectors into one, and the notation $\text{concat}(a) = (a^T, a^T)^T$ represents the concatenation of one vector with itself.

Layers 13, 14 and 15 (sparse layers).

The vector $\text{sfc}\mathbf{x}_{12} \in \mathbb{R}^{20550 \times 4}$ (in SFC ordering), is disconcatenated or split into two; $\text{sfc}\mathbf{w}_{12}$, $\text{sfc}\mathbf{w}_{12}$ $\text{sfc}\mathbf{x}_{12} \in \mathbb{R}^{20550 \times 2}$. Similar to previously $\text{sfc}\mathbf{x}_1^+ \in \mathbb{R}^{20550 \times 2}$ are the neighbours (with an increase in SFC node number) of $\text{sfc}\mathbf{x}_{12}$, and $\text{sfc}\mathbf{x}_1^- \in \mathbb{R}^{20550 \times 2}$ are the neighbours (with a decrease in SFC node number) of $\text{sfc}\mathbf{x}_{12}$. Thus:

$$
\text{sfc}\mathbf{x}_{13} = \text{sum-channels}(\text{sfc}\mathbf{w}_{13} \circ \text{sfc}\mathbf{x}_{12} + \text{sfc}\mathbf{w}_{13}^+ \circ \text{sfc}\mathbf{x}_{12}^+ + \text{sfc}\mathbf{w}_{13}^- \circ \text{sfc}\mathbf{x}_{12}^-),
$$

$$
\text{sfc}\mathbf{x}_{13} = \text{sum-channels}(\text{sfc}\mathbf{w}_{13} \circ \text{sfc}\mathbf{x}_{12} + \text{sfc}\mathbf{w}_{13}^+ \circ \text{sfc}\mathbf{x}_{12}^+ + \text{sfc}\mathbf{w}_{13}^- \circ \text{sfc}\mathbf{x}_{12}^-),
$$
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where $sfc^u w_{13}, sfc^v w_{13}, sfc^u w_{13}^+, sfc^v w_{13}^+, sfc^u w_{13}^-, sfc^v w_{13}^- \in \mathbb{R}^{20550 \times 2}$ are the weight vectors and $sfc^u x_{13}, sfc^v x_{13} \in \mathbb{R}^{20550 \times 1}$. The operator sum-channels simply adds the vectors in each channel together to produce a one-channel output. Using the inverse SFC mappings, $sfc^u x_{13}$ and $sfc^v x_{13}$ are then transformed to $fem^u x_{14}$ and $fem^v x_{14}$ in the original FEM mesh ordering. The output neurons in FEM ordering are:

$$fem x_{15} = f \left( concat(fem^u x_{14}, fem^v x_{14}) + fem b_{15} \right),$$

in which $fem b_{15} \in \mathbb{R}^{20550 \times 2}$ is the bias, $f$ is the tanh activation function and the two channels of $fem x_{15} \in \mathbb{R}^{20550 \times 2}$ contain the $u$ and $v$ nodal velocity components, respectively, on the FEM DG mesh.

| layer | input size | kernel size | channels | stride | padding | output size | activation |
|-------|------------|-------------|----------|--------|----------|-------------|------------|
| 1-FEM | (2, 20550, FEM) | 1 Identity | 2        | 1      | 0        | (2, 20550, SFC1) | tanh       |
| 2-SFC1u | (1, 20550, SFC1u) | 3 Variable (3 x 20550) | 2        | 1      | 0        | (2, 20550, SFC1u) | tanh       |
| 2-SFC1v | (1, 20550, SFC1v) | 3 Variable (3 x 20550) | 2        | 1      | 0        | (2, 20550, SFC1v) | tanh       |
|   |   | concatenate:((2, 20550, SFC1u), (2, 20550, SFC1v)) forming (4, 20550, SFC1) |   |   |   |   |   |
| 3-SFC1 | (4, 20550, SFC1) | 32           | 16       | 4      | 16       | (16, 5138, SFC1) | tanh       |
| 4-SFC1 | (16, 5138, SFC1) | 32           | 16       | 4      | 16       | (16, 1285, SFC1) | tanh       |
| 5-SFC1 | (16, 1285, SFC1) | 32           | 16       | 4      | 16       | (16, 128, SFC1) | tanh       |
| 6-SFC1 | (16, 128, SFC1) | 32           | 16       | 4      | 16       | (16, 322, SFC1) | tanh       |
|   |   | Flatten the output data of layer 6 to 1D |   |   |   |   |   |
| 7     | 1296 (= 16 x 81) |   |   |   |   | 128 | tanh       |
| 8     | 128 |   |   |   |   | 1296 | tanh       |
|   |   | Convert from 1296 to (16, 81, SFC1) as the input of layer 9 |   |   |   |   |   |
| 9-SFC1 | (16, 81, SFC1) | 32           | 16       | 4      | 15       | (16, 322, SFC1) | tanh       |
| 10-SFC1 | (16, 322, SFC1) | 32           | 16       | 4      | 16       | (16, 1286, SFC1) | tanh       |
| 11-SFC1 | (16, 1286, SFC1) | 32           | 16       | 4      | 16       | (16, 5140, SFC1) | tanh       |
| 12-SFC1 | (16, 5140, SFC1) | 32           | 4        | 4      | 19       | (4, 20550, SFC1) | tanh       |
|   |   | Split (4, 20550, SFC1) into two:(2, 20550, SFC1u), (2, 20550, SFC1v) |   |   |   |   |   |
| 13-SFC1u | (2, 20550, SFC1u) | 3 Variable (3 x 20550) | 2        | 1      | 0        | (1, 20550, SFC1u) | Identity   |
| 13-SFC1v | (2, 20550, SFC1v) | 3 Variable (3 x 20550) | 2        | 1      | 0        | (1, 20550, SFC1v) | Identity   |
| 14-SFC1u | (1, 20550, SFC1u) | 1 Identity   | 1        | 1      | 0        | (1, 20550, FEM1u) | Identity   |
| 14-SFC1v | (1, 20550, SFC1v) | 1 Identity   | 1        | 1      | 0        | (1, 20550, FEM1v) | Identity   |
| 15-FEM | (1 x 2, 20550, FEM) | 1 Identity concat(FEM1u,FEM1v) | 2        | 1      | 0        | (2, 20550, FEM) | tanh       |

Table 6: The architecture of the SFC-based CNN with one space filling curve with nearest-neighbour smoothing for flow past a cylinder. The number of neurons in the bottle neck layer can be adjusted from 128 to any suitable value. Whenever a non-identity activation term is used a bias is added to each neuron.

3.3.2. An autoencoder based on two space-filling curves with nearest-neighbour smoothing

Layers 1 and 2 (sparse layers).

Given the input $fem x \in \mathbb{R}^{20550 \times 2}$, convert this to the SFC1 and SFC2 ordering $sfc^1 x_1, sfc^2 x_1$ using the SFC mappings in layer 1. By splitting the channels of $sfc^1 x_1$ and $sfc^2 x_1$, we obtain $sfc^1 u, sfc^2 u, sfc^1 v, sfc^2 v$ for velocity components $u$ and $v$ respectively. The output of the
sparse layer 2 is:

\[
sfc^{1\text{u}}x_2 = f(sfc^{1\text{u}}w_2 \circ \text{concat2}(sfc^{1\text{u}}x_1) + sfc^{1\text{u}}w_2^+ \circ \text{concat2}(sfc^{1\text{u}}x_1^+) + sfc^{1\text{u}}w_2^- \circ \text{concat2}(sfc^{1\text{u}}x_1^-) + sfc^{1\text{u}}b_2),
\]

(27)

\[
sfc^{1\text{v}}x_2 = f(sfc^{1\text{v}}w_2 \circ \text{concat2}(sfc^{1\text{v}}x_1) + sfc^{1\text{v}}w_2^+ \circ \text{concat2}(sfc^{1\text{v}}x_1^+) + sfc^{1\text{v}}w_2^- \circ \text{concat2}(sfc^{1\text{v}}x_1^-) + sfc^{1\text{v}}b_2),
\]

(28)

\[
sfc^{2\text{u}}x_2 = f(sfc^{2\text{u}}w_2 \circ \text{concat2}(sfc^{2\text{u}}x_1) + sfc^{2\text{u}}w_2^+ \circ \text{concat2}(sfc^{2\text{u}}x_1^+) + sfc^{2\text{u}}w_2^- \circ \text{concat2}(sfc^{2\text{u}}x_1^-) + sfc^{2\text{u}}b_2),
\]

(29)

\[
sfc^{2\text{v}}x_2 = f(sfc^{2\text{v}}w_2 \circ \text{concat2}(sfc^{2\text{v}}x_1) + sfc^{2\text{v}}w_2^+ \circ \text{concat2}(sfc^{2\text{v}}x_1^+) + sfc^{2\text{v}}w_2^- \circ \text{concat2}(sfc^{2\text{v}}x_1^-) + sfc^{2\text{v}}b_2),
\]

(30)

where \(sfc^{1\text{u}}w_2, sfc^{1\text{v}}w_2, sfc^{1\text{u}}w_2^+, sfc^{1\text{v}}w_2^+, sfc^{1\text{u}}w_2^-, sfc^{1\text{v}}w_2^-, sfc^{2\text{u}}w_2, sfc^{2\text{v}}w_2, sfc^{2\text{u}}w_2^+, sfc^{2\text{v}}w_2^+, sfc^{2\text{u}}w_2^-, sfc^{2\text{v}}w_2^-\) are the weight vectors, \(sfc^{1\text{u}}b_2, sfc^{1\text{v}}b_2, sfc^{2\text{u}}b_2, sfc^{2\text{v}}b_2 \in \mathbb{R}^{20550 \times 2}\) are the bias vectors, \(sfc^{1\text{u}}x_2, sfc^{1\text{v}}x_2, sfc^{2\text{u}}x_2, sfc^{2\text{v}}x_2 \in \mathbb{R}^{20550 \times 2}\), and \(f\) is the tanh activation function.

Then we use:

\[
sfc^{1\text{u}}x_2 = \text{concat}(sfc^{1\text{u}}x_2, sfc^{1\text{v}}x_2) \in \mathbb{R}^{20550 \times 4},
\]

(31)

as the input for layer 3-SFC1, and

\[
sfc^{2\text{u}}x_2 = \text{concat}(sfc^{2\text{u}}x_2, sfc^{2\text{v}}x_2) \in \mathbb{R}^{20550 \times 4},
\]

(32)

as the input for layer 3-SFC2. See table 5 for a description of the rest of the SFC-based CNN.

Layers 13, 14 and 15 (sparse layers).

The vector \(sfc^{1\text{u}}x_{12} \in \mathbb{R}^{20550 \times 4}\) is split into \(sfc^{1\text{u}}x_{12}, sfc^{1\text{v}}x_{12} \in \mathbb{R}^{20550 \times 2}\), and similarly \(sfc^{2\text{u}}x_{12}\) is split into \(sfc^{2\text{u}}x_{12}, sfc^{2\text{v}}x_{12} \in \mathbb{R}^{20550 \times 2}\). In SFC ordering, \(sfc^{CX}x_{12}^+ \in \mathbb{R}^{20550 \times 2}\) are the neighbours (with an increase in SFC node number) of \(sfc^{CX}x_{12}\), and \(sfc^{CX}x_{12}^- \in \mathbb{R}^{20550 \times 2}\) are the neighbours (with an decrease in SFC node number) of \(sfc^{CX}x_{12}\) in which \(C \in \{1, 2\}\) is the SFC number and \(X \in \{u, v\}\) indicated the velocity component. Thus:

\[
sfc^{1\text{u}}x_{13} = \text{sum-channels}(sfc^{1\text{u}}w_{13} \circ sfc^{1\text{u}}x_{12} + sfc^{1\text{u}}w_{13}^+ \circ sfc^{1\text{u}}x_{12}^+ + sfc^{1\text{u}}w_{13}^- \circ sfc^{1\text{u}}x_{12}^-),
\]

(33)

\[
sfc^{1\text{v}}x_{13} = \text{sum-channels}(sfc^{1\text{v}}w_{13} \circ sfc^{1\text{v}}x_{12} + sfc^{1\text{v}}w_{13}^+ \circ sfc^{1\text{v}}x_{12}^+ + sfc^{1\text{v}}w_{13}^- \circ sfc^{1\text{v}}x_{12}^-),
\]

(34)

\[
sfc^{2\text{u}}x_{13} = \text{sum-channels}(sfc^{2\text{u}}w_{13} \circ sfc^{2\text{u}}x_{12} + sfc^{2\text{u}}w_{13}^+ \circ sfc^{2\text{u}}x_{12}^+ + sfc^{2\text{u}}w_{13}^- \circ sfc^{2\text{u}}x_{12}^-),
\]

(35)
\[ sfc_{2v} \mathbf{x}_{13} = \text{sum-channels}(sfc_{2v} \mathbf{w}_{13} \odot sfc_{2v} \mathbf{x}_{12} + sfc_{2v} \mathbf{w}_{13}^+ \odot sfc_{2v} \mathbf{x}_{12} + sfc_{2v} \mathbf{w}_{13}^- \odot sfc_{2v} \mathbf{x}_{12}^-), \]  

where \( sfc_{clu} \mathbf{w}_{13}, sfc_{clu} \mathbf{w}_{13}^+, sfc_{clu} \mathbf{w}_{13}^-, sfc_{clu} \mathbf{w}_{13}, sfc_{clu} \mathbf{w}_{13}^+, sfc_{clu} \mathbf{w}_{13}, sfc_{clu} \mathbf{w}_{13}^+ \), \( sfc_{2v} \mathbf{w}_{13}, sfc_{2v} \mathbf{w}_{13}^+, sfc_{2v} \mathbf{w}_{13}^- \), \( sfc_{2v} \mathbf{w}_{13} \in \mathbb{R}^{20550 \times 2} \) are the weight vectors and \( sfc_{clu} \mathbf{x}_{13}, sfc_{clu} \mathbf{x}_{13}, sfc_{2v} \mathbf{x}_{13}, sfc_{2v} \mathbf{x}_{13} \), \( sfc_{2v} \mathbf{x}_{13} \in \mathbb{R}^{20550 \times 1} \). Now convert \( sfc_{clu} \mathbf{x}_{13} \) and \( sfc_{clu} \mathbf{x}_{13} \) using the inverse of the first space-filling curve ordering to obtain \( f_{em1u} \mathbf{x}_{14} \) and \( f_{em1v} \mathbf{x}_{14} \), and convert \( sfc_{2v} \mathbf{x}_{13} \) and \( sfc_{2v} \mathbf{x}_{13} \) using the inverse of the second space filling curve to obtain \( f_{em2u} \mathbf{x}_{14} \) and \( f_{em2v} \mathbf{x}_{14} \). Then the output \( f_{em} \mathbf{x}_{15} \in \mathbb{R}^{20550 \times 2} \) of the network is obtained from:

\[ f_{em} \mathbf{x}_{15} = f(\text{concat}(f_{em1u} \mathbf{x}_{14}, f_{em1v} \mathbf{x}_{14}) + \text{concat}(f_{em2u} \mathbf{x}_{14}, f_{em2v} \mathbf{x}_{14}) + f_{em} \mathbf{b}_{15}), \]  

in which \( f \) is the tanh activation function, the biases are \( f_{em} \mathbf{b}_{15} \in \mathbb{R}^{20550 \times 2} \) and the two channels in \( f_{em} \mathbf{x}_{15} \) contain the \( u \) and \( v \) velocity components.

| layer ordering | input size & ordering | kernel size | channels | stride | padding | output size & ordering | activation |
|----------------|------------------|-------------|-----------|--------|---------|-----------------------|------------|
| 1-FEM          | (2, 20550, FEM)  | 1 Identity  | 2 1 0     | (2, 20550, FEM) 1 Identity |
| 2-SFC1u        | (1, 20550, SFC1u) | 3 Variable (3 x 20550) 2 1 0 (2, 20550, SFC1u) tanh |
| 2-SFC1v        | (1, 20550, SFC1v) | 3 Variable (3 x 20550) 2 1 0 (2, 20550, SFC1v) tanh |
| 3-SFC1         | (4, 20550, SFC1) | 32 8 4 16 (8, 1280, SFC1) tanh |
| 4-SFC1         | (8, 1280, SFC1) | 32 8 4 16 (8, 1280, SFC1) tanh |
| 5-SFC1         | (8, 1280, SFC1) | 32 8 4 16 (8, 1280, SFC1) tanh |
| 6-SFC1         | (8, 1280, SFC1) | 32 8 4 16 (8, 1280, SFC1) tanh |
| 1-FEM          | (2, 20550, FEM)  | 1 Identity  | 2 1 0     | (2, 20550, SFC2) 1 Identity |
| 2-SFC2u        | (1, 20550)       | 3 Variable (3 x 20550) 2 1 0 (2, 20550, SFC2u) tanh |
| 2-SFC2v        | (1, 20550)       | 3 Variable (3 x 20550) 2 1 0 (2, 20550, SFC2v) tanh |
| 3-SFC2         | (4, 20550, SFC2) | 32 8 4 16 (8, 1280, SFC2) tanh |
| 4-SFC2         | (8, 1280, SFC2) | 32 8 4 16 (8, 1280, SFC2) tanh |
| 5-SFC2         | (8, 1280, SFC2) | 32 8 4 16 (8, 1280, SFC2) tanh |
| 6-SFC2         | (8, 1280, SFC2) | 32 8 4 16 (8, 1280, SFC2) tanh |

Table 7: The architecture of the SFC-based CNN with two space-filling curves with nearest-neighbour smoothing for flow past a cylinder. The number of neurons in the bottleneck layer can be adjusted from 128 to any suitable value. Whenever a non-identity activation term is used a bias is added to each neuron.
4. Results

Three examples are used to demonstrate the potential of the method proposed in this paper, of applying convolutional networks to data held on any mesh (structured grids or unstructured meshes) by using space-filling curves. Two of the test cases consist of structured grid data; the first data set represents advection of a square wave and the second represents advection of a Gaussian function. The third example uses a data set consisting of solutions of 2D flow past a cylinder solved on an unstructured mesh.

Section 4.1 describes how results from an SVD will be compared with the SFC-based autoencoders, and describes the error measure used to compare the results. Section 4.2 defines some of the remaining hyper-parameters not defined in Section 3. Section 4.3 explains how the two structured-grid data sets are generated and then presents results for three autoencoders based on space-filling curves, a classical 2D autoencoder and an SVD. Section 4.4 describes generation of the results for flow past a cylinder, which make up the unstructured mesh data set. Results are presented for the two autoencoders based on space-filling curves and an SVD.

4.1. Analysis of results

4.1.1. Singular Value Decomposition

The results from the convolutional autoencoders developed in this paper are compared with results from singular value decomposition (SVD). For a matrix $M$, where each column corresponds to a particular solution or example from the data set, and each row corresponds to a particular node or cell, the SVD is defined as

$$M = U\Sigma V^*, \quad (38)$$

where $\Sigma$ is a diagonal matrix containing the singular values of $M$ given in descending order, $U$ and $V$ are the left- and right-singular vectors respectively, and the asterisk denotes the conjugate transpose. The square of each singular value indicates how much information is contained in the corresponding mode or basis function (column of $U$). A low-rank approximation of $M$ can be formed by retaining only the $N_\Sigma$ largest singular values, setting the remaining singular values to zero, and recalculating the product:

$$\tilde{M} = U\tilde{\Sigma}V^*, \quad (39)$$
where the only non-zero terms in $\tilde{\Sigma}$ are the $N_\Sigma$ largest singular values from $\Sigma$. Comparison is made between convolutional autoencoders which have a latent space of dimension $N_\Sigma$ and SVDs which have been truncated to $N_\Sigma$ singular values.

4.1.2. Measuring the error

To evaluate the error in the various autoencoder and SVD approaches, the mean square error is used:

$$MSE = \frac{\sum_{k=1}^{E} \sum_{i=1}^{N} (\varepsilon_k^i)^2}{NE},$$

in which $N$ is the number of input (or output variables), the number of nodes or cells for instance, $k$ is a particular solution or example taken from the data set, $E$ is the number of solutions or examples under consideration, and $\varepsilon_k^i$ is the difference between the original solution and its approximation.

For the autoencoder, the approximation is formed by encoding and decoding the solutions or examples. For the SVD, the solutions are assembled into a matrix to which SVD is applied. The truncation is performed and the low-rank approximation obtained. For the examples using structured grid data, the examples or solutions are scalar fields so Equation (40) can be applied directly. For the data set with examples on an unstructured mesh, the solutions are vector fields (velocities), so in this case, $\varepsilon_k^i$ is defined to be the error in speed at the $i$th node for the $k$th example.

4.2. Hyper-parameters of the autoencoders

For each particular autoencoder, some of the hyper-parameters are specified in Section 3, including kernel size, number of channels, stride, padding, activation function, number of layers and number of neurons per layer. Other hyper-parameters are loss function, batch size, optimiser, learning rate and number of epochs, which are given here, except for the number of epochs which is stated in the results section where appropriate. Through tuning these hyper-parameters, we have optimised the neural networks within this work. Unless explicitly stated, it can be assumed that the values given in Table 8 are used for the SFC-based autoencoders.

The kernel size for the 2D classical autoencoder is $5 \times 5 = 25$ with a stride of $2 \times 2$. To make the 1D SFC-based autoencoders approximately analagous to this, a kernel size of 32 is used with a stride of 4. A number of activation functions were experimented with, and ReLU and tanh performed the best. Here we use ReLU for the structured data and tanh for the unstructured
| batch size | loss function | optimiser | learning rate | activation function |
|------------|---------------|-----------|---------------|--------------------|
| structured data | 64 | MSE | Adam | 0.0001 | ReLU |
| unstructured data | 16 | MSE | Adam | 0.0001 | tanh |

Table 8: The hyper-parameters used when training the SFC-based convolutional autoencoders for the structured and unstructured data sets. Mean square error is written as MSE; and ReLU represents the rectified linear unit.

data. All the input data for the autoencoders are normalised between \([0, 1]\) for the structured data and \([-1, 1]\) for the unstructured data. The unstructured data has a larger computational cost associated with it, so the batch size was reduced from 64 to 16. The loss function chosen is the mean square error (MSE) given in Equation (40), and errors calculated using this formula are based on the normalised data values.

### 4.3. Structured Grid Applications

The generation of the data sets for the square wave and Gaussian function test cases is described. These data sets represent two extremes, from abruptly changing fields to smoothly changing fields. The performance of the new autoencoders based on space-filling curve ordering is analysed and comparisons are made with a classical 2D convolutional autoencoder (CAE) and SVD.

#### 4.3.1. Generating square wave data

In order to generate data that represents advection of a square wave, the time-dependent 2D advection equation is solved:

\[
\frac{\partial c}{\partial t} + u \frac{\partial c}{\partial x} + v \frac{\partial c}{\partial y} = 0, \tag{41}
\]

in which \(t \in [0, T]\) represents time, \(x\) and \(y\) are the coordinates, \(c(x, y, t)\) is the concentration field and the advection velocity vector is given by \((u, v)^T\). The discretisation method used to solve this equation is upwind differencing in space and the backward Euler method in time. The initial condition is given as:

\[
c(x, y, 0) = \begin{cases} 1, & (x, y) \in [x_0, x_0 + 0.5] \times [y_0, y_0 + 0.5]; \\ 0, & \text{otherwise}, \end{cases} \tag{42}
\]

and defined on the domain \([0, L] \times [0, L]\). For this problem, \(L = 3\), \(T = 0.3\), \(u = 1\), \(v = 1\). The domain is discretised using a uniform \(128 \times 128\) grid, the time step is \(\Delta t = 10^{-2}\) and the variables \(x_0\) and \(y_0\) are chosen randomly from the interval \([0, 2]\). For this test case, the number
of initial conditions created is \( N_s = 512 \), each generating \( N_t = 30 \) time levels, so the total number of solutions or examples in the data set is 15360. The data is divided randomly into three parts according to the proportion 6:2:2, for training, validation and testing.

### 4.3.2 Generating the Gaussian data

To represent advection of a Gaussian function, the following profile is simply located at different points in the domain. The form of the Gaussian is given by

\[
g(x, y) = \exp \left( -\frac{(x - x_c)^2 + (y - y_c)^2}{2\sigma^2} \right)
\]

(43)

where \((x_c, y_c)\) represents the centre of the Gaussian function, whose values are randomly sampled from the domain, which is discretised with a structured 128 × 128 grid. The parameter \(\sigma\), which controls the width of the curve, is uniformly randomly sampled from the interval \([10, 20]\). The data set consists of a total \(N_s = 15360\) examples.

### 4.3.3 Results for advection of a square wave

In order to assess their relative capabilities, we compare three SFC-based convolutional autoencoders, a classical 2D convolutional autoencoder and the SVD, all applied to the square wave data set. The autoencoders, their abbreviations and the section in which their architecture is described, are listed in Table 9. The convolutional autoencoders all compress to 16 latent variables having been trained over 5000 epochs and the SVD truncates to 16 variables. The so-called losses, defined here as the mean square error between the inputs and outputs of the autoencoder, see Equation (40), are shown in Figure 10 and Table 10, the latter includes the truncation error of the SVD. Both figure and table show that at 5000 epochs the losses of the classical 2D CAE and

| abbreviation     | architecture | description                                                                 |
|------------------|--------------|-----------------------------------------------------------------------------|
| CAE              | Table 3, Section 3.2.1 | classical convolutional autoencoder                                         |
| CAE-SFC          | Table 4, Section 3.2.2 | a convolutional autoencoder based on ordering from one SFC                  |
| CAE-2SFC         | Table 5, Section 3.2.3 | a convolutional autoencoder based on ordering from two SFCs                 |
| CAE-2SFC-NN      | Section 3.2.4   | a convolutional autoencoder based on ordering from two SFCs and nearest-neighbour smoothing |

Table 9: Abbreviations of the autoencoders applied to the structured data sets.
CAE-2SFC-NN are smaller than those of the CAE-SFC and CAE-2SFC autoencoders. All the autoencoders have a lower mean square error than the SVD.

Figure 10: Comparison of the training losses of the four convolutional networks: (a) Classical CAE; (b) CAE-SFC; (c) CAE-2SFC; (d) CAE-2SFC-NN. The validation losses mostly overlaid the training losses, and are thus not plotted. The square wave data was compressed to 16 variables and the networks were trained over 5000 epochs.

| 2D CAE       | CAE-SFC      | CAE-2SFC     | CAE-2SFC-NN   | SVD          |
|--------------|--------------|--------------|---------------|--------------|
| $2.8487 \times 10^{-6}$ | $2.1742 \times 10^{-5}$ | $1.0125 \times 10^{-5}$ | $5.2978 \times 10^{-6}$ | $5.6460 \times 10^{-3}$ |

Table 10: Losses for the validation data of the autoencoders and truncation error of the SVD after application to the square wave data set. The training and test losses are similar to these. For training, 5000 epochs were used and compression is to 16 variables.

Next, we investigate the effect of the dimension of the latent space by training two autoencoders to compress to both 16 and 8 latent variables. The best-performing SFC-based autoencoder from the previous results (CAE-SFC2-NN) is compared with the classical 2D CAE and the SVD. In training, 2000 epochs were used, and the losses for the training, validation and test data sets can be seen in Table 11. From this, it can be seen that the classical CAE performs a little better than CAE-2SFC-NN when compressing to 16 variables; both perform better than the SVD. However, the classical autoencoder struggles to converge when compressing to 8 variables. The CAE-2SFC-NN network performs well for both levels of compression presented here.
Table 11: Comparing truncation error in the SVD with the losses after 2000 epochs of the classical 2D CAE and the SFC-based autoencoder with two SFCs and nearest-neighbour smoothing (CAE-2SFC-NN). The square wave data set on a structured 128 × 128 grid was used. Results are shown for compression to both 16 and 8 variables.

For one example, Figure 11 shows the performance of the autoencoder based on two SFCs with nearest-neighbour smoothing (CAE-2SFC-NN), which compresses to 16 latent variables and was trained in 5000 epochs. It can be seen that the network performs well and accurately reproduces the profile of the demanding square wave function. Plot (a) and (b) show the square wave solution before and after the application of the autoencoder respectively. The red line indicates a height of 1.7, at which plot (d) compares the original solution with the output of the autoencoder. Plot (c) shows the pointwise error, which, has an absolute value of, at most, 3%.

![Figure 11](image-url)

Figure 11: For one example of the advection of a square wave (a) original solution; (b) solution after applying the autoencoder CAE-2SFC-NN; (c) the point-wise error; (d) the original solution and the solution after applying the autoencoder taken at a height of \( y = 1.7 \).
We also used a finer grid, $256 \times 256$, to compare the classical 2D CAE and the CAE-2SFC-NN autoencoder for the square wave data set, see Table 12 for the losses. The classical CAE does not converge on this finer grid, with a loss similar in magnitude to the truncation error of the SVD, but the CAE-2SFC-NN autoencoder converges well.

|                   | classical CAE | CAE-2SFC-NN | SVD        |
|-------------------|---------------|-------------|------------|
| Training data     | $2.5308 \times 10^{-2}$ | $1.1520 \times 10^{-4}$ | $1.0180 \times 10^{-2}$ |
| Validation data   | $2.5308 \times 10^{-2}$ | $1.1783 \times 10^{-4}$ | $1.0224 \times 10^{-2}$ |
| Test data         | $2.5293 \times 10^{-2}$ | $1.1813 \times 10^{-4}$ | $1.0152 \times 10^{-2}$ |

Table 12: Losses for the autoencoders and truncation error of the SVD when applied to the square wave data set on the finer grid, $256 \times 256$. Results are shown for compression to 16 variables, networks were trained for 1000 epochs.

4.3.4. *Results for advection of a Gaussian function*

In this section, the architectures are the same as those used in the previous section for the advection of a square wave, as the grid is the same size. First, the performance of the autoencoder based on two SFCs with nearest-neighbour smoothing is compared with the classical CAE and the SVD. The autoencoders are both compressed to 16 and 8 variables, and trained for 2000 epochs. The SVD is truncated to 16 and 8 variables. The losses are given in Table 13, from which it can be seen that the autoencoder based on two SFCs with nearest-neighbour smoothing performs a little better than the classical autoencoder, and both are considerably better than the SVD when compressing to 16 variables. However, the classical convolutional autoencoder cannot converge when compressing to 8 variables.

|                   | 2D CAE       | CAE-2SFC-NN  | SVD          | compression |
|-------------------|--------------|--------------|--------------|-------------|
| Training data     | $1.8429 \times 10^{-5}$ | $5.3081 \times 10^{-6}$ | $3.4123 \times 10^{-3}$ |             |
| Validation data   | $2.2369 \times 10^{-5}$ | $7.3057 \times 10^{-6}$ | $3.3651 \times 10^{-3}$ | 16          |
| Test data         | $2.2246 \times 10^{-5}$ | $7.2510 \times 10^{-6}$ | $3.3677 \times 10^{-3}$ |             |
| Training data     | $3.8499 \times 10^{-2}$ | $4.7776 \times 10^{-6}$ | $9.8718 \times 10^{-3}$ |             |
| Validation data   | $3.8795 \times 10^{-2}$ | $6.0837 \times 10^{-6}$ | $9.8222 \times 10^{-3}$ | 8           |
| Test data         | $3.8537 \times 10^{-2}$ | $6.0445 \times 10^{-6}$ | $9.8445 \times 10^{-3}$ |             |

Table 13: Comparison of the losses of the classical 2D CAE, the autoencoder based on 2 SFCs with nearest-neighbour smoothing (CAE-2SFC-NN) and truncation error of the SVD when applied to the Gaussian function data set, with compression to 16 and 8 variables. The networks were trained for 2000 epochs.

For one solution, Figure 12 shows the solution (a) before and (b) after being passed through the autoencoder (CAE-2SFC-NN). It can be seen that the model performs well and accurately...
reproduces the smooth Gaussian function for this particular example. Plot (c) shows the pointwise error, which, at most, has an absolute value of 2%. Plot (d) compares the original solution with the output of the autoencoder at a height of 1.5. The profiles shown are in very close agreement.

![Figure 12](image)

Figure 12: For one solution for the advection of a Gaussian function (a) original solution; (b) solution after applying the autoencoder (CAE-2SFC-NN); (c) the point-wise error; (d) the original solution and the solution after applying the autoencoder taken at a height of $y = 1.5$.

The SFC-based autoencoder with two SFCs and nearest-neighbour smoothing is also compared with the classical CAE and SVD for a data set generated on a finer grid of $256 \times 256$. The losses are shown in Table 14. Here we see that, as for the square wave data set (Table 12), the classical CAE does not converge for the $256 \times 256$ Gaussian function data set but the new CAE-2SFC-NN does converge. The data was compressed to 16 variables and the networks trained over 1000 epochs. We thus conclude that the new SFC-based autoencoder has comparable (possibly slightly better) accuracy to the classical 2D convolutional autoencoder; it outperforms the SVD (for these low dimensional spaces); it converges for a wider range of problems; but most importantly, the SFC-based autoencoders can be applied to data from unstructured meshes.

### 4.4. Unstructured mesh test case

A data set consisting of solutions for 2D flow past a cylinder is created. These results lie on an unstructured mesh which will reveal the effectiveness of the method for this type of data. The
Table 14: Truncation error for the SVD and losses for the classical 2D CAE and the autoencoder based on 2 SFCs with nearest-neighbour smoothing for the Gaussian function data set on the 256 × 256 grid. Results are shown for compression to 16 variables, networks trained for 1000 epochs.

SFC-based approach is compared with the SVD.

4.4.1. Results for 2D flow past a cylinder

Using the conservation laws, the following system of partial differential equations governing the motion of an incompressible fluid is obtained:

\[ \nabla \cdot \mathbf{u} = 0, \tag{44} \]

\[ \frac{\partial}{\partial t} (\rho \mathbf{u}) + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u}) + \nabla \cdot \mathbf{\tau} = s_{u}, \tag{45} \]

where \( \rho \) is the density (assumed constant), \( \mathbf{u} \) is the velocity vector, \( \mathbf{\tau} \) contains the stress and viscous terms, the momentum source is \( s_{u} \), \( t \) is time and the gradient operator \( \nabla \) is defined as

\[ \nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right)^T. \tag{46} \]

This system of equations is solved as outlined in [8]. For the discretisation, a linear triangular element is adopted with a discontinuous Galerkin discretisation of the velocities and a continuous Galerkin representation of the pressure, often referred to as the P1DG-P1 element. Crank Nickolson is used to discretise in time. Only velocity variables are needed to train the networks, as these fully describe incompressible flow. The Reynolds number for this problem is

\[ Re = \frac{\rho U L}{\nu} = 3900 \tag{47} \]

in which the inlet velocity is constant, \( U =0.039 \text{ m s}^{-1} \), the density has value \( \rho =1000 \text{ kg m}^{-3} \) and the diameter of the cylinder is \( L = 0.1 \text{ m} \). Thus the dynamic viscosity is \( \nu =10^{-3} \text{ kg m}^{-1} \text{ s}^{-1} \). The domain measures 2.2 m horizontally and 0.41 m vertically. No slip and no normal flow boundary conditions are applied on the upper and lower walls, and on the cylinder. Zero shear and zero
normal stress are applied at the outlet (the right boundary of the domain). In the following results, time is given in seconds, and speeds and velocities are in metres per second.

The data set, formed from the solutions of the above problem, consists of \( N_s = 1000 \) snapshots. Each snapshot has \( N = 20550 \) nodes, and each node has \( N_{uv} = 2 \) features (the two velocity components, \( u \) and \( v \), in this two-dimensional problem). The data set is divided randomly (in the \( N_s \) dimension) into three parts according to the proportion 8:1:1 for training, validation and testing.

First, in order to determine the effectiveness of multiple SFCs, comparison is made between two SFC-based convolutional autoencoders: one using one space-filling curve and the other using two space-filling curves. Both have nearest-neighbour smoothing. Following this, the performance of the CAE-2SFC-NN network is investigated for different dimensions of latent space. The architectures of the autoencoders are described in the sections and tables listed in Table 15.

| abbreviation | architecture | description |
|--------------|--------------|-------------|
| CAE-SFC-NN   | Table 6, Section 3.3.1 | a convolutional autoencoder based on ordering from one SFC |
| CAE-2SFC-NN  | Table 7, Section 3.3.2 | a convolutional autoencoder based on ordering from two SFCs and nearest-neighbour smoothing |

Table 15: Abbreviations of the autoencoders applied to the unstructured data set.

4.4.2. Comparison between two SFC-based autoencoders

Figure 13 and Table 16 show the losses of the two SFC-based autoencoders, one using one space-filling curve and nearest-neighbour smoothing (CAE-SFC-NN), and the other using two space-filling curves and nearest-neighbour smoothing (CAE-2SFC-NN). Judging from the losses, the network that performs slightly better is the autoencoder based on two SFCs, despite the fact that the number of weights in the convolutional layers for this network is approximately half that of the autoencoder with one SFC (CAE-SFC-NN). The reason for its effectiveness is that the two space-filling curves attempt to capture features in all directions across the mesh as the curves sample two different directions (each curve is very roughly orthogonal to the other) at a given node in the mesh. The compression accuracy of the two networks can be seen in Figure 14 and are both impressive. On careful inspection of the results based on one SFC, in Figure 14 (upper plots), one can see that they are noisier than the results based on two SFCs (lower plots), which highlights a possible advantage of two SFCs leading to more accurate results. However, the network based on
one SFC (CAE-SFC-NN) still represents the basic flow features very well.

![Graph showing training and validation loss for two autoencoders trained on unstructured mesh data with compression to 128 variables: one space-filling curve with nearest-neighbour smoothing (CAE-SFC-NN) (left); two space-filling curves with nearest-neighbour smoothing (CAE-2SFC-NN) (right).]

Table 16: Losses achieved for the convolutional autoencoders based on one and two space-filling curves, both with nearest-neighbour smoothing (CAE-SFC-NN and CAE-2SFC-NN respectively). The data was compressed to 128 variables and the networks were trained for 2000 epochs. The data set was based on flow past a cylinder solved on an unstructured mesh.

|          | CAE-SFC-NN | CAE-2SFC-NN |
|----------|------------|-------------|
| Training | 2.51 × 10^{-4} | 2.54 × 10^{-4} |
| Validation | 6.89 × 10^{-4} | 2.91 × 10^{-4} |
| Test     | 6.37 × 10^{-4} | 2.88 × 10^{-4} |

4.4.3. Performance of the SFC-based autoencoder with two SFCs and nearest-neighbour smoothing for different compression ratios

For the convolutional autoencoder based on two space-filling curves with nearest-neighbour smoothing (CAE-2SFC-NN), the effect of dimension of latent space is explored. In the previous section, a dimension of 128 was used. Here, the autoencoder is trained multiple times for 64, 32, 16, 8, 4, 2 and 1 latent variables. After 2000 epochs (4000 in the case of 2 and 1 variables), the losses are shown in Figure 15 and Table 17, which indicate that, even though we reduce the number of compressed variables, the accuracy is still reasonable. In fact, the spatial distribution of the results for compression to 1 variable looks similar to the spatial distribution for 128 compressed variables in Figure 14. Notice that as the number of compressed variables is reduced the gap between the validation and training loss is reduced. This could be interpreted as a reduction in the tendency for over-fitting as the number of latent or compressed variables is reduced. Also
Figure 14: Results from the CAE-SFC-NN and CAE-2SFC-NN autoencoders for the data from flow past a cylinder on an unstructured mesh. The data was compressed to 128 variables and the networks were trained for 2000 epochs. For the CAE-SFC-NN network, one example ($t = 850$) is shown from the validation data (top left set of three plots), and one ($t = 975$) from the test data (top right set of three plots). For the CAE-2SFC-NN network, one example ($t = 850$) is shown from the validation data (bottom left), and one ($t = 975$) from the test data (bottom right). Each set of plots is divided up into: speed of the original solution (top); speed after compression and reconstruction by the autoencoder (middle); pointwise error in speed.
notice from Figures 15 and 16 that the greater the number of compressed variables the shorter
the wavelength of the structures in the error fields. Thus, with smaller compression sizes one
seems to be able to capture the basic structures and as more variables are introduced finer scale
structures are captured. Note that the imprints of the space-filling curves are not noticeable for
the smaller number of compressed variables, therefore, the nearest-neighbour smoothing layers of
the autoencoder must be performing well. However, one can see this imprint in the error field for
larger numbers of compressed variables.

Comparing the CAE-2SFC-NN network with the SVD (see table 17), we find that for com-
pressed variable sizes of 128, 64, 32, 16, and 8, the truncation error of the SVD is smaller than the
loss of the autoencoders. However, for compressed variables sizes of 4, 2 and 1, the losses of the
autoencoders are smaller than those of the SVD. This is because flow past a cylinder is a smooth
problem, periodic in time, for which only a few SVD modes are needed to accurately represent
the flow. However, this is still a hard problem for the an autoencoder, and the CAE-2SFC-NN
network does manage to more effectively compress to a small number of variables than the SVD
approach.

![Figure 15](image)

**Figure 15:** Training and validation loss for the CNN based on two space-filling curves with nearest-neighbour
smoothing applied to the unstructured mesh data set and compressed to differing numbers of variables: compression
size 128 (left); compression size 64 (centre); compression size 32 (right).

Finally, a box and whisker plot can be seen in Figure 17. Here, the average absolute error in
space is calculated for each example in the data sets for each compression ratio. Then, for each
compression ratio and for each data set (training, validation, test), the median error is shown
in orange, the upper (Q3) and lower quartiles (Q1) are represented by the box and the whiskers
indicate the range of the data, taken as the data point closest to Q1-1.5IQR and Q3+1.5IQR, where
the inter-quartile range (IQR) is Q3-Q1. Approximately 1% of the data points are considered to be
Table 17: Losses of the CAE-2SFC-NN autoencoder, trained to compress to the following numbers of variables: 128, 64, 32, 16, 8, 4, 2 and 1. Truncation error of the SVD when compressing to the same numbers of variables.

| number of compressed variables | 128    | 64     | 32     | 16     | 8      | 4      | 2       | 1       |
|-------------------------------|--------|--------|--------|--------|--------|--------|---------|---------|
| Training data                 | 3.08 × 10^{-4} | 2.54 × 10^{-4} | 1.65 × 10^{-4} | 4.11 × 10^{-4} | 4.37 × 10^{-4} | 4.10 × 10^{-4} | 1.79 × 10^{-4} | 5.99 × 10^{-4} |
| Validation data               | 2.91 × 10^{-4} | 3.33 × 10^{-4} | 2.29 × 10^{-4} | 3.32 × 10^{-4} | 2.21 × 10^{-4} | 2.67 × 10^{-4} | 1.96 × 10^{-4} | 6.00 × 10^{-4} |
| Test data                     | 2.88 × 10^{-4} | 3.32 × 10^{-4} | 2.28 × 10^{-4} | 3.63 × 10^{-4} | 2.21 × 10^{-4} | 2.63 × 10^{-4} | 1.98 × 10^{-4} | 5.35 × 10^{-4} |
| SVD                           | 1.40 × 10^{-8} | 3.68 × 10^{-7} | 4.03 × 10^{-6} | 2.97 × 10^{-5} | 1.26 × 10^{-4} | 4.44 × 10^{-4} | 5.99 × 10^{-3} | 1.23 × 10^{-2} |

Figure 16: Comparison of results of the CAE-SFC2-NN autoencoder when trained four times to compress to four different numbers of latent variables: 64 variables (top left set of three plots), 16 variables (top right set), 4 variables (bottom left set) and 1 variable (bottom right set). The example shown corresponds to time level 975 which lies in the test data. Each set of plots is divided up into: the original solution (top); solution compressed and reconstructed by the autoencoder (middle); pointwise error in speed (bottom).
outliers and are not shown. The variation over training (left), validation (centre) and test (right) data is similar due to the time-periodic problem studied here. Remarkably, as the number of latent variables is reduced, the range of errors becomes slightly larger, but there is no obvious upward trend. This agrees with the plots shown in Figure 16, where the accuracy seems not to be affected by the number of latent variables.

Figure 17: Box and whisker plots of the normalised average error of the training data (left), validation data (centre) and the test data (right), for the CAE-2SFC-NN autoencoder.

5. Future work

The SFC-based approach to applying CNNs to data on unstructured meshes has been established in this paper. Furthermore, this approach has been applied to data on an unstructured mesh with differing areas of resolution. A next big challenge will be to apply the SFC-based CNN approach to solutions on adaptive meshes, that is meshes that change their topology and resolution as time evolves in order to optimally represent the physics. The SFC-based approach has the potential to be able to deal with even this, as the filters do not necessarily depended on the mesh. One may, for example, be able to take into account the connectivity by also including the coordinates as inputs to the 1D CNNs or to the SFC-based CNN. Once these issues are dealt with then it may be possible to apply (at least as a starting model for training) the weights from one example problem to the weights of a different fluids problem. In addition, the approach may be used to interpolate from one mesh to a different mesh while increasing the numerical resolution and sharpness of the features especially when interpolating onto meshes or mesh parts that have finer resolution than the original mesh. This interpolation approach is very much akin to the deblurring GAN-CNN or DeblurGAN [49].
Further work will also be needed to explore the application of the method to 3D, with, potentially, the use of three space-filling curves.

Another area of further study is the inclusion of the time dimension within the CNN. Rather than treating the time dimension independently [50], a space-filling curve could be applied simultaneously to four-dimensional solutions (three spatial dimensions and one temporal dimension).

6. Conclusions

The space-filling curve (SFC) approach shows great promise in enabling the application of convolutional networks to data from unstructured meshes. The approach has several features that make it ideal for application to convolutional neural networks (CNNs). This includes the aptitude of SFCs for automatic coarsening of meshes.

We demonstrate the approach by compressing the results of a solution of the Navier-Stokes equations for incompressible flow past a cylinder and show that it is able to compress of the order of 50,000 solution variables with a complex discontinuous Galerkin stencil down to between 128 variables and 1 variable, while maintaining accuracy. We also show that it can be beneficial to use two space-filling curves to help increase the accuracy of the CNN. We also found it important to reduce the noise in the outputs of the SFC-based autoencoders by introducing sparse smoothing layers near the output (and input) of the autoencoders. On structured mesh data sets the accuracy of the new SFC-based autoencoders are similar to classical autoencoders and it seems worth exploring their comparative capabilities even for data on structured grids.
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