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Abstract. In the present paper we deal with parabolic fractional initial-boundary value problems of Sturm–Liouville type in an interval and in a general star graph. We first give several existence, uniqueness and regularity results of weak and very-weak solutions. We prove the existence and uniqueness of solutions to a quadratic boundary optimal control problem and provide a characterization of the optimal control via the Euler–Lagrange first order optimality conditions. We then investigate the analogous problems for a fractional Sturm–Liouville problem in a general star graph with mixed Dirichlet and Neumann boundary controls. The existence and uniqueness of minimizers, and the characterization of the first order optimality conditions are obtained in a general star graph by using the method of Lagrange multipliers.

1. Introduction and problem setting

The main concern of the present paper is to study fractional optimal control problems on a link to a star graph (see Figure 1) by considering the following minimization problem:

\[
\min_{u \in U_{ad}} \left( \frac{1}{2} \sum_{i=1}^{n} \int_{Q_i} |y_i - y_d|^2 \, dx dt + \frac{1}{2} \sum_{i=2}^{m} \int_{0}^{T} |u_i|^2 \, dt + \frac{1}{2} \sum_{i=m+1}^{n} \int_{0}^{T} |v_i|^2 \, dt \right),
\]

subject to the constraints that \( y = (y^i)_{i} \) (\( i = 1, 2, \ldots, n \), where \( n \in \mathbb{N} \) is fixed) satisfies the following parabolic system involving a fractional Sturm-Liouville operator on a star graph:

\[
\begin{aligned}
& y_i^{i} + D_a^{\alpha} (\beta^i D_{a+}^{\alpha} y^i) + q^i y^i = f^i \quad \text{in} \quad Q_i := (a, b_i) \times (0, T), \quad i = 1, \ldots, n, \\
& (I_{a+}^{1-a} y^i)(a, \cdot) - (I_{b_i+}^{1-a} y^i)(a, \cdot) = 0 \quad \text{in} \quad (0, T), \quad i \neq j = 1, \ldots, n, \\
& \sum_{i=1}^{n} (I_{a+}^{1-a} y^i)(a, \cdot) = 0 \quad \text{in} \quad (0, T), \\
& (I_{a+}^{1-a} y^i)(b_i^-, \cdot) = u_i \quad \text{in} \quad (0, T), \quad i = 2, \ldots, m \\
& (I_{b_i+}^{1-a} y^i)(b_i^-, \cdot) = v_i \quad \text{in} \quad (0, T), \quad i = m + 1, \ldots, n, \\
& y^i(\cdot, 0) = 0 \quad \text{in} \quad (a, b_i), \quad i = 1, \ldots, n,
\end{aligned}
\]

where \( y_d = (y_d^i)_{i} \in L^2 \left( (0, T); (L^2(a, b_i))^n \right) \), \( U_{ad} \) is a closed and convex subset of \( (L^2(0, T))^n \), and \( 2 \leq m \leq n \) is a natural number. Here, \( T > 0, a, b_i \in \mathbb{R} \) with \( 0 \leq a < b_i, D_{a+}^{\alpha}, D_{b_i+}^{\alpha}, i = 1, \ldots, n, \) stand for the left Riemann-Liouville, and the right Caputo fractional derivatives of order \( \alpha \in (0, 1] \), respectively, and \( I_{a+}^{\alpha} (0 < \alpha \leq 1) \) is the Riemann-Liouville fractional integral of order \( \alpha \in (0, 1] \). We refer to Section 2 for...
the precise definition. The real valued functions \( \beta^i \in C([a, b_i]) \) and \( q^i \in L^\infty(a, b_i) \), \( i = 1, \ldots, n \), satisfy suitable conditions (see Assumption 4.2 below), \( f^i \) belongs to \( L^2(Q_i) \), \( i = 1, \ldots, n \), the controls \( u_i \in L^2(0, T) \), \( i = 2, \ldots, m \), and \( v_i \in L^2(0, T) \), \( i = m+1, \ldots, n \). Some controls can be equal to zero. In addition, if \( c = a \) or \( c = b_i^- \), then \( (I_{a^+}^{1-\alpha}y)(c, \cdot) = \lim_{x \to c}(I_{a^+}^{1-\alpha}y)(x, \cdot) \), and \( (\beta D_{a^+}^\alpha y)(c, \cdot) = \lim_{x \to c}(\beta D_{a^+}^\alpha y)(x, \cdot) \) for smooth functions \( y \), otherwise it is understood in the weak sense as in the formulation of our notion of weak solutions (see Definitions 3.4 and 4.10).

The setting indicates that we are looking at a star graph, rooted at \( b_i^- \), i.e., where we have a fixed Dirichlet-type boundary condition and controls via fractional Dirichlet and Neumann boundary conditions. After proving some well-posedness results (existence and uniqueness of weak and very-weak solutions) of the system (1.2) in the general star graph, we show the existence and uniqueness of minimizers to the optimal control problem (1.1)-(1.2), and give the associated optimality conditions by using the method of Lagrange multipliers.

Notice that our boundary conditions are given in terms of the Riemann-Liouville fractional integral. On the contrary, boundary (initial) conditions for the Caputo derivatives are expressed in terms of boundary (initial) values of integer order derivatives. This allows for a numerical treatment of initial value problems for differential equations of non integer order independently of the chosen definition of the fractional derivative. For this reason, many authors either resort to Caputo derivatives, or use the Riemann-Liouville derivatives but avoid the problem of boundary (initial) values of fractional integrals by treating only the case of zero boundary (initial) conditions. The interesting paper [17] has provided a series of examples from the field of viscoelasticity which demonstrates that it is possible to attribute physical meaning to boundary (initial) conditions expressed in terms of Riemann-Liouville fractional integrals (as in (1.2) and (1.4) below), and that it is possible to obtain boundary (initial) values for such initial conditions by appropriate measurements or observations. The mentioned examples include: The Spring-pot model, which is a linear viscoelastic element whose behavior is intermediate between that of an elastic element and a viscous element; a stress relaxation or a general deformation; and an impulse response. For more details we refer to [17] and the references therein.

In order to tackle the above problem we need some preparation. We first consider the following optimal control problem:

\[
\min_{v \in \mathcal{U}_{ad}} \left( \frac{1}{2} \int_Q |y - y_d|^2 \, dx \, dt + \frac{N}{2} \int_0^T |v|^2 \, dt \right),
\]

subject to the state \( y = y(v) \) satisfies the following initial-boundary value fractional Sturm–Liouville parabolic equation:

\[
\begin{align*}
  y_t + D_{a^-}^{\alpha} (\beta D_{a^+}^\alpha y) + q^i y &= f(x, t) \quad \text{in } Q := (a, b) \times (0, T), \\
  (I_{a^+}^{1-\alpha}y)(a, \cdot) &= 0 \quad \text{in } (0, T), \\
  (\beta D_{a^+}^\alpha y)(b^-, \cdot) &= v \quad \text{in } (0, T), \\
  y(\cdot, 0) &= y^0 \quad \text{in } (a, b).
\end{align*}
\]

Here, \( y_d \in L^2(Q), N > 0 \) is a real number and \( \mathcal{U}_{ad} \) is a closed and convex subset of \( L^2(0, T) \). The real number \( T > 0, a, b \in \mathbb{R} \) with \( 0 \leq a < b \), \( D_{a^+}^{\alpha} \), \( D_{b^-}^{\alpha} \), and \( I_{a^+}^{1-\alpha} \) are as above. The real valued functions \( \beta \in C([a, b]) \) and \( q \in L^\infty(a, b) \) satisfy suitable conditions (see Assumption 2.12), \( f \in L^2(Q) \), and the control \( v \in L^2(0, T) \). Here also, \( (I_{a^+}^{1-\alpha}y)(a, \cdot) \) and \( (\beta D_{a^+}^\alpha y)(b^-, \cdot) \) are interpreted as above. After proving several existence, uniqueness and regularity results of the state equation (1.4) and the associated dual system, we show the existence and uniqueness of minimizers of the optimal control problem (1.3)-(1.4), and characterize the associated first order optimality conditions by using the classical Euler-Lagrange first order optimality conditions.
The results obtained in the present work generalize to the parabolic setting, the ones contained in [35] for fractional elliptic Sturm-Liouville problems.

Classical Sturm–Liouville theory is the study of second-order linear ordinary differential equations of the form:

$$\frac{d}{dx} \left( \beta(x) \frac{dy}{dx} \right) + q(x)y = \lambda \omega(x)y$$

where $y$ is the unknown, that is, a physical quantity, $\lambda$ a parameter and $\beta, q, \omega$ are suitable functions. The function $\omega(x)$ is called the weight or density function. With appropriate boundary conditions, $\lambda$ and $y$ appear as eigenvalue and eigenfunction, respectively, of the adjoint operator. There is a wide literature related to this kind of equations. We refer for instance to [45] and the references therein.

It has been amply shown in the past that many phenomena which occur in various fields in science as well as in engineering can be more accurately described by means of fractional order derivatives than integer order derivatives. Many researchers have then focused their attention on fractional Sturm–Liouville problems which are obtained by replacing the ordinary derivatives with fractional derivatives. For instance, [44] studied a fractional Sturm-Liouville eigenvalue problem involving a right-sided Riemann-Liouville fractional derivative, and a left-sided Caputo fractional derivative of the same order. It has been shown that analytical solutions are non-polynomial functions and are orthogonal with respect to the weighted function associated to the problem. The authors in [21] proved the orthogonality of solutions to fractional Sturm-Liouville eigenvalue problems involving first, a left-sided Riemann-Liouville fractional derivative, a right-sided Caputo fractional derivative, and second a right-sided Riemann-Liouville fractional derivative, and a left-sided Caputo fractional derivative of the same order. Using a variational approach, the authors in [23] showed the existence of a countable set of orthogonal solutions and eigenvalues to a fractional Sturm-Liouville eigenvalue problem involving left-sided and right-sided Caputo fractional derivative of the same order. The paper [39] provided an approach to the fractional version of the Sturm-Liouville problem, by using different fractional operators that coincide to the ordinary operator when the fractional parameter becomes an integer. Moreover, for each fractional operator, some basic
properties of the Sturm-Liouville theory have been investigated. We also refer to the work [19], where a fractional Sturm-Liouville eigenvalue problem is studied in an unbounded domain, and to the work [3] for the numerical approximation of such problems. The work [18] used Riemann–Liouville fractional derivatives to introduce and characterize fractional Sobolev spaces which, in turn, have been utilized, via a variational approach, for the existence and uniqueness of solutions to a boundary value problem associated to a Sturm-Liouville type equation involving left-sided and right-sided Riemann-Liouville fractional derivatives of the same order.

Fractional order operators are typical examples that model anomalous diffusion. It is nowadays known that anomalous diffusion appear in many branches of science and engineering: for example in fluid pressure transients in porous media, thermal processes such as heat conduction in materials, or transport of chemicals and pollutants in the environment [41]. The processes referring to the mentioned phenomena could be effectively modeled by fractional differential equations. We notice that fractional derivatives are non-local operators. We refer to the monograph [38] for more details about fractional operators. Such characteristics allow to incorporate different types of information and to use fractional derivatives to model systems with long-range interactions in space and time (memory effect). This close link between diffusion systems and fractional derivatives gives rise to the increasing number of papers on the subject of fractional diffusion equations (see e.g., [22, 37] and their references). In [11], the authors developed a theory of strong solutions of space–time fractional diffusion equations on bounded domains, as well as probabilistic representations of these solutions, which are useful for particle tracking codes. The case of semilinear space-time fractional diffusion equations and systems has been thoroughly studied in the monograph [16]. Super diffusive fractional evolution equations have been studied in [5] and their references. In [22], the authors used space-time fractional diffusion equations on finite domains to model anomalous diffusion behavior with large particle jumps combined with long waiting times. In their work, using the method of separating variables and applying theorems ensuring the existence of solutions to the fractional Sturm–Liouville problem, they solved several types of fractional diffusion equations.

In the area of optimal control of fractional differential equations, there are also some interesting results: Agrawal detained the first record of the formulation of the fractional optimal control problem. He presented in [1] a general formulation and proposed a numerical method to solve such problems. In his work, the fractional derivative was defined in the Riemann–Liouville sense, and the formulation was obtained through the fractional variation principle and the Lagrange multiplier technique. The author in [36] applied the classical control theory to a fractional diffusion equation involving a Riemann–Liouville fractional derivative in a bounded domain by interpreting the Euler–Lagrange first-order optimality condition with an adjoint problem defined through a right fractional Caputo derivative. The author obtained an optimality system for the optimal control. In [15], a non-homogeneous Dirichlet boundary fractional diffusion equation in a bounded domain has been studied. By transposition, the existence and uniqueness of solutions of the boundary fractional diffusion equation has been shown, and then under some appropriate assumptions on the closed convex set of the admissible controls, a decoupling of the optimality system has been obtained.

Differential equations on graphs have many applications in mathematics, physics, and engineering (see e.g., the monograph [8] and the references therein). Several phenomena such as the flow on nets of gas pipeline [42], propagation of water waves in channel networks (the well-known Burgers equation) lead to partial differential equations on graphs. Optimal control problems for classical partial differential equations have been investigated by many authors. For example the networks of beams and strings and their control properties have been studied by Lagnese et al. [24]. The survey paper by Dáger and Zuazua [13] is an excellent reference where several 1-D optimal control problems on graphs have been provided.

The implementation of differential equations to the network domains, in particular in biology, engineering, cosmology, leads Lumer [30] to the notion of evolution problems on "ramified spaces". Ever since,
work on ordinary and partial differential equations on metric graphs or networks has greatly evolved (see e.g. [4, 9, 12, 25, 10, 43, 26] and their references). There are few results on fractional differential equations on metric graphs or networks. In [31], the authors studied the existence and uniqueness of a nonlinear Caputo fractional boundary value problem on a star graph by means of a fixed point theory. They obtained an equivalent system of fractional boundary value problems through a proper transformation. Then they established existence and uniqueness results by a fixed point theory. This work was extended to the existence and uniqueness of solutions of a nonlinear fractional boundary value problem on a circular ring with an attached edge in [32] by the same authors. The results are achieved by the Banach contraction principle and Krasnoselskii’s fixed point theorem. Recently, the paper [35] considered the optimal control of an elliptic problem involving a fractional Sturm-Liouville operator in an interval, and on a general star graph with mixed Dirichlet and Neumann boundary controls, where the existence of solutions to a quadratic boundary optimal control problem and the associated optimality conditions have been proven. In [33], the authors investigated optimal control problems for nonlinear fractional order boundary value problems on a star graph, where the fractional derivative is described in the Caputo sense. They derived the fractional optimality system by means of the Lagrange multiplier method and the Banach contraction principle. Finally, in [34], an optimal control problem for a time-fractional diffusion process in a star graph has been considered, where the right-Caputo fractional derivative has been used with respect to the time. Existence and uniqueness of solutions are provided for the system of equations as well as for the optimal control problem along with first order optimality conditions. Moreover, a numerical simulation has been provided based on a finite difference discretization with respect to time and space.

The rest of the paper is structured as follows. In Section 2, we fix some notations, give some definitions, introduce the function spaces needed to study our problems, recall some known results and prove some preliminary results that will be used in the proofs of our main results. In Section 3, we show first that the homogeneous and non-homogeneous fractional Sturm-Liouville equations on a single edge have unique weak solutions. The results are contained in Theorems 3.2 and 3.5, respectively. The regularity of solutions is also investigated. We conclude this section by proving that the quadratic optimal control problem associated to the evolution equation involving a fractional Sturm-Liouville operator on one edge admits a unique optimal control, and we give the associated optimality system that characterizes this control (see Theorems 3.7 and 3.8). The same investigation is done for the evolution equation involving a fractional Sturm-Liouville operator on the considered graph in Section 4. In that case, we have introduced the notion of very weak-solutions and studied their existence and regularity. The main results of this section are contained in Theorems 4.5, 4.11, 4.13, and Proposition 4.7.

2. Preliminaries

In this section, we introduce some notations, give the function spaces needed to study our problems, recall some known results and prove some intermediate results that are needed in the proofs of our main results. We start with fractional integrals and derivatives.

Let \([a, b] \subset \mathbb{R}, a \geq 0\) and \(\rho : [a, b] \to \mathbb{R}\) be a given function.

**Definition 2.1.** The left, and right Riemann–Liouville fractional integrals of order \(\alpha \in (0, 1]\) of \(\rho \in L^1(a, b)\), are defined, respectively, by:

\[
(I_{a^+}^\alpha \rho)(x) := \frac{1}{\Gamma(\alpha)} \int_a^x (x-t)^{\alpha-1} \rho(t) \, dt, \quad (x > a)
\]

and

\[
(I_{b^-}^\alpha \rho)(x) := \frac{1}{\Gamma(\alpha)} \int_x^b (t-x)^{\alpha-1} \rho(t) \, dt, \quad (x < b),
\]
Definition 2.2. Let \( \rho \in L^1(a, b) \) be such that the functions
\[
x \mapsto \int_a^x (x-t)^{-\alpha} \rho(t) \, dt \quad \text{and} \quad x \mapsto \int_x^b (t-x)^{-\alpha} \rho(t) \, dt
\]
ebelong to \( W^{1,1}(a, b) \). The left, and right Riemann–Liouville fractional derivatives of order \( \alpha \in (0, 1) \) of \( \rho \), are defined, respectively, by:
\[
\mathcal{D}^\alpha_{a+} \rho(x) := \frac{d}{dx} \left( I^\alpha_{a+} \rho \right)(x) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_a^x (x-t)^{-\alpha} \rho(t) \, dt, \quad (x > a)
\]
and
\[
\mathcal{D}^\alpha_{b-} \rho(x) := -\frac{d}{dx} \left( I^\alpha_{b-} \rho \right)(x) = \frac{-1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_x^b (t-x)^{-\alpha} \rho(t) \, dt, \quad (x < b).
\]
(2.1)

If \( \alpha = 1 \) and \( \rho \in W^{1,1}(a, b) \), then \( \mathcal{D}^1_{a+} \rho(x) = \rho'(x) \) and \( \mathcal{D}^1_{b-} \rho(x) = -\rho'(x) \).

Definition 2.3. The left, and right-sided Caputo fractional derivatives of order \( \alpha \in (0, 1) \) of \( \rho \in W^{1,1}(a, b) \), are defined respectively, by:
\[
\mathcal{D}^\alpha_{a+} \rho(x) := \left( I^\alpha_{a+} \rho' \right)(x) = \frac{1}{\Gamma(1-\alpha)} \int_a^x (x-t)^{-\alpha} \rho'(t) \, dt, \quad (x > a)
\]
and
\[
\mathcal{D}^\alpha_{b-} \rho(x) := -\left( I^\alpha_{b-} \rho' \right)(x) = \frac{-1}{\Gamma(1-\alpha)} \int_x^b (t-x)^{-\alpha} \rho'(t) \, dt, \quad (x < b).
\]
(2.2)

As above, if \( \alpha = 1 \), then \( \mathcal{D}^1_{a+} \rho(x) = \rho'(x) \) and \( \mathcal{D}^1_{b-} \rho(x) = -\rho'(x) \).

We refer to the monograph [16] for the precise conditions on \( \rho \) for which the integrals in (2.2)-(2.3) exist.

Next, we shall just state some results that will be used in the present paper. We start with the following lemma. We refer to [40, Theorem 3.5] (see also [20]) for the proof.

Lemma 2.4. Let \( 0 < \alpha < 1, 1 < p < 1/\alpha, q = p/(1-\alpha) \), and \( \rho \in L^p(a, b) \). Then, there is a constant \( C = C(\alpha, p, q, a, b) > 0 \) such that
\[
\|I^\alpha_{a+} \rho\|_{L^q(a, b)} \leq C \|\rho\|_{L^p(a, b)}
\]
and
\[
\|I^\alpha_{b-} \rho\|_{L^q(a, b)} \leq C \|\rho\|_{L^p(a, b)}.
\]

Remark 2.5. Since the continuous embedding \( L^2(a, b) \hookrightarrow L^p(a, b) \) holds for every \( 1 \leq p \leq 2 \), it follows from Lemma 2.4 that for every \( 0 < \alpha < 1 \) there is a constant \( C > 0 \) such that for every \( \rho \in L^2(a, b) \),
\[
\|I^\alpha_{a+} \rho\|_{L^2(a, b)} \leq C \|\rho\|_{L^2(a, b)}. \quad (2.4)
\]

Next, let \( c_0, d_0 \in \mathbb{R} \) and \( 0 < \alpha \leq 1 \). Let \( \rho : [a, b] \to \mathbb{R} \) have the representation
\[
\rho(x) = \frac{c_0}{\Gamma(\alpha)} (x-a)^{\alpha-1} + I^\alpha_{a+} \varphi(x) \quad \text{for a.e. } x \in [a, b],
\]
and let also \( g : [a, b] \to \mathbb{R} \) have the representation
\[
g(x) = \frac{d_0}{\Gamma(\alpha)} (b-x)^{\alpha-1} + I^\alpha_{b-} \psi(x) \quad \text{for a.e. } x \in [a, b].
\]
where $\varphi$ and $\psi$ belong to $L^2(a,b)$. We shall denote by $AC_{a+}^{\alpha,2}$ and $AC_{b-}^{\alpha,2}$ the spaces of all functions $\rho$ and $g$ having the representations (2.5) and (2.6), respectively, with $\varphi,\psi \in L^2(a,b)$.

**Remark 2.6.** Let $0 < \alpha \leq 1$. We observe the following:

$$\mathbb{D}_a^\alpha \rho \in L^2(a,b) \iff \rho \in AC_{a+}^{\alpha,2},$$

$$\mathbb{D}_b^\alpha g \in L^2(a,b) \iff g \in AC_{b-}^{\alpha,2}.$$  \hfill (2.7) \hfill (2.8)

For more details on these spaces and the proof of (2.7)-(2.8), we refer to [18].

We set

$$H_{a+}^\alpha(a,b) = AC_{a+}^{\alpha,2} \cap L^2(a,b)$$

$$H_{b-}^\alpha(a,b) = AC_{b-}^{\alpha,2} \cap L^2(a,b).$$  \hfill (2.9) \hfill (2.10)

It follows from the definitions of $AC_{a+}^{\alpha,2}$ and $AC_{b-}^{\alpha,2}$ that,

$$\rho \in H_{a+}^\alpha(a,b) \iff \rho \in L^2(a,b) \text{ and } \mathbb{D}_a^\alpha \rho \in L^2(a,b),$$

$$g \in H_{b-}^\alpha(a,b) \iff g \in L^2(a,b) \text{ and } \mathbb{D}_b^\alpha g \in L^2(a,b).$$  \hfill (2.11) \hfill (2.12)

We endow $H_{a+}^\alpha(a,b)$ with the inner product

$$(\varphi, \psi)_{H_{a+}^\alpha(a,b)} = \int_a^b \varphi \psi \, dx + \int_a^b \mathbb{D}_a^\alpha \varphi \mathbb{D}_a^\alpha \psi \, dx.$$  \hfill (2.13)

Then, $H_{a+}^\alpha(a,b)$ endowed with the norm given by

$$\|\varphi\|_{H_{a+}^\alpha(a,b)}^2 = \|\varphi\|_{L^2(a,b)}^2 + \|\mathbb{D}_a^\alpha \varphi\|_{L^2(a,b)}^2.$$  \hfill (2.14)

is a Hilbert space (see e.g. [18]). Moreover, the norm on $H_{a+}^\alpha(a,b)$ given by (2.14) is equivalent to the norm defined by

$$\|\varphi\|_1^2 = \|(I^{1-\alpha})\varphi\|(a) + \|\mathbb{D}_a^\alpha \varphi\|_{L^2(a,b)}^2.$$  \hfill (2.15)

In other words, there are two constants $0 < C_1 \leq C_2$ such that

$$C_1 \|\varphi\| \leq \|\varphi\|_{H_{a+}^\alpha(a,b)} \leq C_2 \|\varphi\| \quad \forall \varphi \in H_{a+}^\alpha(a,b).$$

We refer to [18, Theorem 2.4] for the proof of (2.15).

We also mention the following result that is interesting in its own but will not be used in the present paper.

**Lemma 2.7.** [18, Corollary 32] Let $1/2 < \alpha \leq 1$. Then, the continuous embedding

$$H_{a+}^\alpha(a,b) \to L^2(a,b)$$  \hfill (2.16)

is compact.

We mention that, since throughout the paper we are not using the compact embedding (2.16), all our results hold true without any restriction on $\alpha$, that is, all the results hold for any $0 < \alpha \leq 1$.

Next, let $0 < \alpha \leq 1$ and set

$$\mathcal{V} := \left\{ y \in H_{a+}^\alpha(a,b) : \mathbb{D}_b^{\alpha}\left(\beta\mathbb{D}_a^\alpha y\right) \in H_{b-}^{1-\alpha}(a,b) \right\},$$  \hfill (2.17)

where $\beta \in C[a,b]$ and there is a constant $\beta_0 > 0$ such that $\beta(x) \geq \beta_0$ for all $x \in [a,b]$.

From now on, if $X$ is a Banach space, we shall denote by $L^2((0,T);X)$, the space of all measurable functions $f : (0,T) \to X$ such that

$$\int_0^T \|f(t,\cdot)\|_X^2 \, dt < \infty.$$
We have the following result that will be useful for some calculations in the upcoming sections.

**Lemma 2.8.** Let $0 < \alpha \leq 1$. Then, the following assertions hold.

(i) Let $T > 0$ and $\rho \in L^2((0,T); H^\alpha_{a+}(a,b))$. Then, for every $x_0 \in [a,b]$, the function $I_{a+}^{1-\alpha} \rho(x_0,\cdot)$ exists and belongs to $L^2(0,T)$. Moreover, there is a constant $C = C(a,b,\alpha) > 0$ such that

$$\|I_{a+}^{1-\alpha}(\rho)(x_0,\cdot)\|_{L^2(0,T)}^2 \leq C\|\rho\|_{L^2((0,T); H^\alpha_{a+}(a,b))}^2. \tag{2.18}$$

(ii) The space $\mathcal{V}$ defined in (2.17) endowed with the norm

$$\|y\|_{\mathcal{V}} := \left(\|y\|_{H^\alpha_{a+}([a,b])}^2 + \|D_{b-}^\alpha (\beta D_{a+}^\alpha y)\|_{H^1_{a-}([a,b])}^2\right)^{1/2}$$

and the associated scalar product

$$(\phi, \psi)_{\mathcal{V}} := \int_a^b \phi \psi \, dx + \int_a^b D_{a+}^\alpha \phi D_{a+}^\alpha \psi \, dx + \int_a^b I_{b-}^{1-\alpha}(\beta D_{a+}^\alpha \phi)' I_{b-}^{1-\alpha}(\beta D_{a+}^\alpha \psi)' \, dx$$

$$+ \int_a^b (\beta D_{a+}^\alpha \phi)' (\beta D_{a+}^\alpha \psi)' \, dx, \tag{2.20}$$

is a Hilbert space.

(iii) Let $\rho \in \mathcal{V}$. Then, $D_{a+}^\alpha \rho \in C[a,b]$ and there is a constant $C = C(a,b,\alpha) > 0$ such that

$$\|D_{a+}^\alpha \rho\|_{C[a,b]} \leq C\|\rho\|_{\mathcal{V}}. \tag{2.21}$$

**Proof.** The result is trivial if $\alpha = 1$. Now, let $0 < \alpha < 1$. We shall use the continuous embedding $H^1(a,b) \hookrightarrow C([a,b])$.

(i): Since $\rho \in L^2((0,T); H^\alpha_{a+}(a,b))$, we have that $\rho \in L^2((0,T); L^2(a,b))$ and $D_{a+}^\alpha \rho = \frac{d}{dx} \left( I_{a+}^{1-\alpha} \rho \right) \in L^2((0,T); L^2(a,b))$. By Lemma 2.4, $I_{a+}^{1-\alpha} \rho \in L^2((0,T); L^2(a,b))$. Thus, $I_{a+}^{1-\alpha} \rho \in L^2((0,T); H^1(a,b))$. Using the continuous embedding $H^1(a,b) \hookrightarrow C([a,b])$, we have that there is a constant $C = C(a,b) > 0$ such that for every $x_0 \in [a,b]$,

$$\int_0^T \left| I_{a+}^{1-\alpha} \rho(x_0,t) \right|^2 \, dt \leq \int_0^T \sup_{x \in [a,b]} \left| I_{a+}^{1-\alpha} \rho(x,t) \right|^2 \, dt$$

$$\leq C \int_0^T \|I_{a+}^{1-\alpha}(\rho,\cdot)\|_{H^1(a,b)}^2 \, dt$$

$$= C \int_0^T \left( \|I_{a+}^{1-\alpha}(\rho,\cdot)\|_{L^2(a,b)}^2 + \left\| \frac{d}{dx} I_{a+}^{1-\alpha}(\rho,\cdot) \right\|_{L^2(a,b)}^2 \right) \, dt.$$
we can deduce by using Lemma 2.4 again that
\[
\int_0^T |I_{a+}^{1-\alpha}(\rho(x_0, t))|^2 \, dt \leq C \int_0^T \left( \|I_{a+}^{1-\alpha}(\rho(\cdot, t))\|_{L^2(a, b)}^2 + \left\| \frac{d}{dx} I_{a+}^{1-\alpha}(\rho(\cdot, t)) \right\|_{L^2(a, b)}^2 \right) \, dt
\]
\[
\leq C \left( \int_0^T \|\rho(\cdot, t)\|_{L^2(a, b)}^2 \, dt + \int_0^T \|\mathcal{D}_{a+}^{\alpha}(\rho(\cdot, t))\|_{L^2(a, b)}^2 \, dt \right)
\]
\[
\leq C \|\rho\|_{L^2(0, T); H_{a+}^{\alpha}(a, b)}^2.
\]
This completes the proof of part (i).

(ii): Since \( \rho \in \mathcal{V} \), we have that \( \mathcal{D}_{b-}^\alpha (\beta \mathcal{D}_{a+}^\alpha \rho) \in H_{b-}^{1-\alpha}(a, b) \). Thus,
\[
\mathcal{D}_{b-}^\alpha (\beta \mathcal{D}_{a+}^\alpha \rho) \in L^2(a, b),
\]
and
\[
\mathcal{D}_{b-}^{1-\alpha} (\mathcal{D}_{b-}^\alpha (\beta \mathcal{D}_{a+}^\alpha \rho)) \in L^2(a, b).
\]
Observe that on the one hand, for a.e. \( x \in (a, b) \), we have
\[
\mathcal{D}_{b-}^\alpha (\beta \mathcal{D}_{a+}^\alpha \rho)(x) = I_{b-}^{1-\alpha} \left( \frac{d}{dx} (\beta \mathcal{D}_{a+}^\alpha \rho)(x) \right) = I_{b-}^{1-\alpha} ((\beta \mathcal{D}_{a+}^\alpha \rho)'(x)),
\]
and on the other hand, we have
\[
\mathcal{D}_{b-}^{1-\alpha} I_{b-}^{1-\alpha} \left( \frac{d}{dx} (\beta \mathcal{D}_{a+}^\alpha \rho)(x) \right) = \frac{d}{dx} (\beta \mathcal{D}_{a+}^\alpha \rho)(x) = (\beta \mathcal{D}_{a+}^\alpha \rho)'(x).
\]
Notice that by definition
\[
\mathcal{D}_{b-}^\alpha (\beta \mathcal{D}_{a+}^\alpha \rho)(x) = I_{b-}^{1-\alpha} \left( \frac{d}{dx} (\beta \mathcal{D}_{a+}^\alpha \rho)(x) \right) = I_{b-}^{1-\alpha} ((\beta \mathcal{D}_{a+}^\alpha \rho)'(x)).
\]
Since
\[
\mathcal{D}_{b-}^{1-\alpha} (\mathcal{D}_{b-}^\alpha (\beta \mathcal{D}_{a+}^\alpha \rho))(x) = \frac{d}{dx} (\beta \mathcal{D}_{a+}^\alpha \rho)(x) = (\beta \mathcal{D}_{a+}^\alpha \rho)'(x).
\]
Using the computations (2.24) and (2.25), we can deduce that
\[
\|\mathcal{D}_{b-}^\alpha (\beta \mathcal{D}_{a+}^\alpha \rho)\|_{H_{b-}^{1-\alpha}(a, b)}^2 = \|\mathcal{D}_{b-}^\alpha (\beta \mathcal{D}_{a+}^\alpha \rho)\|_{L^2(a, b)}^2 + \|\mathcal{D}_{b-}^{1-\alpha} (\mathcal{D}_{b-}^\alpha (\beta \mathcal{D}_{a+}^\alpha \rho))\|_{L^2(a, b)}^2
\]
\[
= \|I_{b-}^{1-\alpha} ((\beta \mathcal{D}_{a+}^\alpha \rho)'(x))\|_{L^2(a, b)}^2 + \|((\beta \mathcal{D}_{a+}^\alpha \rho)'(x))\|_{L^2(a, b)}^2.
\]
It is clear that (2.19) is a norm and (2.20) is the associated scalar product. We show that \( \mathcal{V} \) equipped with this norm is complete. Indeed, let \( \varphi_n \in \mathcal{V} \) be a Cauchy sequence with respect to the norm given in (2.19). Then, \( \varphi_n \) is a Cauchy sequence in \( H_{a+}^\alpha(a, b) \). Since \( H_{a+}^\alpha(a, b) \) is a Hilbert space, it follows that \( \varphi_n \) converges to \( \varphi \in H_{a+}^\alpha(a, b) \), as \( n \to \infty \). We have to show that \( (\beta \mathcal{D}_{a+}^\alpha \varphi)' \), \( I_{b-}^{1-\alpha} (\beta \mathcal{D}_{a+}^\alpha \varphi)' \in L^2(a, b) \), and that \( (\beta \mathcal{D}_{a+}^\alpha \varphi_n)' \) converges to \( (\beta \mathcal{D}_{a+}^\alpha \varphi)' \) in \( L^2(a, b) \), \( I_{b-}^{1-\alpha} (\beta \mathcal{D}_{a+}^\alpha \varphi_n)' \) converges to \( I_{b-}^{1-\alpha} (\beta \mathcal{D}_{a+}^\alpha \varphi)' \) in \( L^2(a, b) \), as \( n \to \infty \). Since \( (\beta \mathcal{D}_{a+}^\alpha \varphi_n)' \) is a Cauchy sequence in \( L^2(a, b) \), we have that there is a function \( \psi \in L^2(a, b) \) such that \( (\beta \mathcal{D}_{a+}^\alpha \varphi_n)' \to \psi \) in \( L^2(a, b) \), as \( n \to \infty \). Let \( \phi \in C_c^{\infty}(a, b) \). Then,
\[
\int_a^b (\beta \mathcal{D}_{a+}^\alpha \varphi_n)' \phi \, dx = - \int_a^b (\beta \mathcal{D}_{a+}^\alpha \varphi_n) \phi' \, dx.
\]
Noticing that \( \beta \mathcal{D}_{a+}^\alpha \varphi \to \beta \mathcal{D}_{a+}^\alpha \varphi \) in \( L^2(a, b) \) (since \( \varphi_n \to \varphi \in H_{a+}^\alpha(a, b) \), \( \beta \in C[a, b] \), and taking the limit of the latter identity as \( n \to \infty \), we get that
\[
\int_a^b \psi \phi \, dx = - \int_a^b (\beta \mathcal{D}_{a+}^\alpha \varphi) \phi' \, dx, \quad \forall \phi \in C_c^{\infty}(a, b).
\]
It follows from the preceding identity that $\psi = (\beta D_{a^+}^\alpha \varphi)' \in L^2(a,b)$. Now using Lemma 2.4, we get that there is a constant $C > 0$ such that
\[
\|I_{b}^{1-\alpha}(\beta D_{a^+}^\alpha \varphi_n)' - I_{b}^{1-\alpha}(\beta D_{a^+}^\alpha \varphi)'\|_{L^2(a,b)} \leq C\|((\beta D_{a^+}^\alpha \varphi n)' - (\beta D_{a^+}^\alpha \varphi)'\|_{L^2(a,b)} \to 0 \text{ as } n \to \infty.
\]
We have shown that $\varphi \in \mathcal{V}$.

(iii): Let $\rho \in \mathcal{V}$. It follows from (2.23) that
\[
(\beta D_{a^+}^\alpha \rho)' \in L^2(a,b).
\]
Since $\rho \in H^\alpha_{\{a,b\}}(a,b)$ and $\beta \in C([a,b])$, it follows that $\beta D_{a^+}^\alpha \rho \in L^2(a,b)$. Consequently, using (2.26) we have that $\beta D_{a^+}^\alpha \rho \in H^1(a,b)$. Since the embedding $H^1(a,b) \hookrightarrow C([a,b])$ is continuous, we have that $(\beta D_{a^+}^\alpha \rho) \in C[a,b]$. Since $\beta \in C[a,b]$ and $\beta(x) \geq \beta_0 > 0$ for all $x \in [a,b]$, we can deduce that $D_{a^+}^\alpha \rho \in C[a,b]$. Thus, using (2.25), we can deduce that there is a constant $C > 0$ such that
\[
\|D_{a^+}^\alpha \rho\|_{C[a,b]} \leq C\|\beta D_{a^+}^\alpha \rho\|_{H^1(a,b)} \leq C\|\rho\|_{\mathcal{V}}.
\]
We have shown (2.21) and the proof is finished. \(\square\)

Remark 2.9. Let $0 < \alpha \leq 1$. Notice that if $\rho \in L^2((0,T); H^\alpha_{\{a,b\}}(a,b))$, then from Lemma 2.8 we have that the traces $(I_{a^+}^{1-\alpha}\rho)(a,\cdot)$ and $(I_{a^+}^{1-\alpha}\rho)(b,\cdot)$ exist for a.e. $t \in (0,T)$, and belong to $L^2(0,T)$. Also if $\rho \in \mathcal{V}$, then $(\beta D_{a^+}^\alpha \rho)(a)$ and $(\beta D_{a^+}^\alpha \rho)(b)$ exists and are finite.

Next, we introduce the following integration by parts formulas. We refer to [2] for the proof.

Lemma 2.10. Let $0 < \alpha \leq 1$ and $y, \phi \in H^\alpha_{\{a,b\}}(a,b)$. Then, the following assertions hold:
\[
\int_a^b \phi(s)D_{b^+}^\alpha y(s) \, ds = - \left[ y(s)(I_{a^+}^{1-\alpha} \phi)(s) \right]_{s=a}^{s=b} + \int_a^b y(s)(\beta D_{b^+}^\alpha \phi)(s) \, ds
\]
and
\[
\int_a^b y(s)(D_{a^+}^\alpha \phi)(s) \, ds = - \left[ y(s)(I_{a^+}^{1-\alpha} \phi)(s) \right]_{s=a}^{s=b} + \int_a^b \phi(s)(D_{b^+}^\alpha (\beta D_{b^+}^{-\alpha}) y(s) \, ds.
\]

More generally, we have the following.

Lemma 2.11. Let $\beta \in C([a,b])$. The the following assertions hold.

(a) Let $y, \phi \in H^\alpha_{\{a,b\}}(a,b)$ be such that $D_{b^+}^\alpha (\beta D_{a^+}^\alpha y) \in L^2(a,b)$, and $(\beta D_{a^+}^\alpha y)(b)$, $(\beta D_{a^+}^\alpha \phi)(a)$ exist. Then
\[
\int_a^b \phi(s)D_{b^+}^\alpha (\beta D_{a^+}^\alpha y)(s) \, ds = - \left[ (\beta D_{a^+}^\alpha y)(s)I_{a^+}^{1-\alpha} \phi)(s) \right]_{s=a}^{s=b} + \int_a^b (\beta D_{a^+}^\alpha y)(s)D_{a^+}^\alpha \phi)(s) \, ds.
\]

(b) Let $y, \phi \in H^\alpha_{\{a,b\}}(a,b)$ be such that $D_{b^+}^\alpha (\beta D_{a^+}^\alpha y)$ and $D_{b^+}^\alpha (\beta D_{a^+}^\alpha \phi)$ belong to $L^2(a,b)$, and $(\beta D_{a^+}^\alpha y)(b)$, $(\beta D_{a^+}^\alpha \phi)(a)$ exist. Then
\[
\int_a^b D_{b^+}^\alpha \phi(s)(\beta D_{a^+}^\alpha y)(s) ds = - \left[ (\beta D_{a^+}^\alpha y)(s)I_{a^+}^{1-\alpha} \phi)(s) \right]_{s=a}^{s=b} + \int_a^b (I_{a^+}^{1-\alpha} \phi)(s)(\beta D_{a^+}^\alpha y)(s) \, ds
\]
\[+ \int_a^b y(s)D_{b^+}^\alpha (\beta D_{a^+}^\alpha \phi)(s) \, ds.
\]

Proof. This follows directly from (2.27) and (2.28). \(\square\)

Throughout the remainder of the paper, we assume the following.

Assumption 2.12. We assume that $\beta \in C[a,b]$, $q \in L^\infty(a,b)$, and there are two constants $\beta_0$ and $q_0$ such that
\[
\beta(x) \geq \beta_0 > 0 \text{ for all } x \in [a,b], \quad \text{and} \quad q(x) \geq q_0 > 0 \text{ for a.e. } x \in [a,b].
\]
Lemma 2.13. Let $0 < \alpha \leq 1$, and $\beta$, $q$ satisfy Assumption 2.12. For any $y, z \in H^{\alpha}_{a+}(a, b)$, we define the bilinear form $a(\cdot, \cdot) : H^{\alpha}_{a+}(a, b) \times H^{\alpha}_{a+}(a, b) \to \mathbb{R}$ by:

$$a(y, z) = \int_{a}^{b} \beta(x)D^{\alpha}_{a+}y(x)D^{\alpha}_{a+}z(x) \, dx + \int_{a}^{b} q(x)y(x)z(x) \, dx. \quad (2.31)$$

Then, $a(\cdot, \cdot)$ is continuous and coercive. That is, for every $y, \phi \in H^{\alpha}_{a+}(a, b)$, we have

$$|a(y, \phi)| \leq (\|q\|_{\infty} + \|\beta\|_{\infty}) \|y\|_{H^{\alpha}_{a+}(a, b)} \|\phi\|_{H^{\alpha}_{a+}(a, b)}, \quad (2.32)$$

$$a(\phi, \phi) \geq \min (\beta_0, q_0) \|\phi\|^2_{H^{\alpha}_{a+}(a, b)}. \quad (2.33)$$

In addition, the form $a(\cdot, \cdot)$ is closed in $L^2(a, b)$.

We make the following observation.

Remark 2.14. Let $0 < \alpha \leq 1$. We have the following situation.

(a) Let

$$V_0 := \{ u \in H^{\alpha}_{a+}(a, b) : (I_{a+}^{1-\alpha})u(a) = 0 \}. \quad (2.34)$$

Then, $V_0$ is a closed subspace of $H^{\alpha}_{a+}(a, b)$. Consider the bilinear, symmetric, closed, and coercive form given in (2.31) but with domain $D(a) = V_0$. Let $A$ be the selfadjoint operator on $L^2(a, b)$ associated with $(a, V_0)$ in the sense that

$$\begin{cases}
D(A) = \{ y \in V_0 : \exists f \in L^2(a, b) \text{ such that } a(y, z) = (f, z)_{L^2(a, b)} \forall z \in V_0 \} \\
Ay = f.
\end{cases}$$

Using an integration by parts argument and the theory of distributions, one can show that

$$\begin{cases}
D(A) = \{ y \in V_0 : D^{\alpha}_{b-} (\beta D^{\alpha}_{a+} y) + qy \in L^2(a, b) \text{ and } (\beta D^{\alpha}_{a+} y)(b^-) = 0 \} \\
Ay = D^{\alpha}_{b-} (\beta D^{\alpha}_{a+} y) + qy.
\end{cases}$$

The operator $-A$ generates a strongly continuous and analytic semigroup $S = (S(t))_{t \geq 0}$ in $L^2(a, b)$.

(b) The operator $A$ can be also viewed as a bounded operator $A : V_0 \to V_0^*$ given by

$$\langle Ay, z \rangle_{V_0^*, V_0} := a(y, z), \forall y, z \in V_0 \text{ with } Ay = D^{\alpha}_{b-} (\beta D^{\alpha}_{a+} y) + qy.$$

The operator $-A$ also generates a strongly continuous and analytic semigroup in $V_0^*$ which coincides with the semigroup $S$ in $L^2(a, b)$. Here, $V_0^*$ denotes the dual space of $V_0$ with respect to the pivot space $L^2(a, b)$, so that we have the continuous embeddings $V_0 \hookrightarrow L^2(a, b) \hookrightarrow V_0^*$.

(c) Throughout the following, if there is no confusion, we shall designate by $A$ both operators and $S$ the associated semigroups.

For notation convenience, let $V = H^{\alpha}_{a+}(a, b)$ and let $V^*$ be its dual with respect to the pivot space $L^2(a, b)$. As in Remark 2.14, for every $\phi \in V$, we have that $D^{\alpha}_{b-} (\beta D^{\alpha}_{a+} \phi) + q\phi$ belongs to $V^*$. Using this fact we can rewrite Lemma 2.11 as follows.
Lemma 2.15. Let $0 < \alpha \leq 1$, $\beta \in C[a, b]$, and $y, \phi \in V$ be such that $(\beta D^\alpha_y (\cdot) (\cdot)) (b), (\beta D^\alpha_y (\cdot) (\cdot)) (a), (\beta D^\alpha_{\alpha^+} (\cdot) (\cdot)) (b), (\beta D^\alpha_{\alpha^+} (\cdot) (\cdot)) (a)$ exist. Then

$$
(\mathcal{D}^\alpha_{b^+} (\beta D^\alpha_y (\cdot) (\cdot)), \phi)_{V^*, V} = - \int_a^b \left[ (\beta D^\alpha_y (\cdot) (\cdot)) (s) (I_{a^+}^{1-\alpha} \phi) (s) \right]_s^{b} + \int_a^b \left[ (I_{a^+}^{1-\alpha} (\beta D^\alpha_y (\cdot) (\cdot))) (s) \right]_s^{b} ds
$$

$$
= - \left[ (\beta D^\alpha_y (\cdot) (\cdot)) (s) (I_{a^+}^{1-\alpha} \phi) (s) \right]_s^{b} + \left[ (I_{a^+}^{1-\alpha} (\beta D^\alpha_y (\cdot) (\cdot))) (s) \right]_s^{b}
$$

$$
(\mathcal{D}^\alpha_{b^+} (\beta D^\alpha_y (\cdot) (\cdot)), \phi)_{V^*, V}.
$$

(2.35)

To conclude this section, we recall the following result taken from [27, page 37] that will be useful in proving some existence results in the next sections.

Theorem 2.16. Let $(F, \| \cdot \|_F)$ be a Hilbert space. Let $\Phi$ be a subspace of $F$ endowed with a pre-Hilbert scalar product $((\cdot, \cdot))$ and associated norm $\| \cdot \|$. Moreover, let $E : F \times \Phi \rightarrow \mathbb{C}$ be a sesquilinear form. Assume that the following hypotheses hold:

(a) The embedding $\Phi \hookrightarrow F$ is continuous, that is, there is a constant $C_1 > 0$ such that

$$
\| \varphi \|_F \leq C_1 \| \varphi \| \quad \forall \varphi \in \Phi.
$$

(2.36)

(b) For all $\varphi \in \Phi$, the mapping $u \mapsto E(u, \varphi)$ is continuous on $F$.

(c) There is a constant $C_2 > 0$ such that

$$
|E(\varphi, \varphi)| \geq C_2 \| \varphi \|^2
$$

(2.37)

If $\varphi \mapsto L(\varphi)$ is a continuous linear functional on $\Phi$, then there exists a function $u \in F$ verifying

$$
E(u, \varphi) = L(\varphi) \quad \forall \varphi \in \Phi.
$$

3. Boundary optimal control problems on a single edge

In this section, we are concerned with the optimal control problem (1.3)-(1.4). Let

$$
J(v) := \frac{1}{2} \int_Q |y(v) - y_d|^2 \, dx dt + \frac{N}{2} \int_0^T |v|^2 \, dt.
$$

(3.1)

Here, $y_d \in L^2(Q), N > 0$, and $\mathcal{U}_{ad}$ is a closed and convex subset of $L^2(0, T)$, and $y = y(v)$ solves the fractional Sturm–Liouville parabolic equation (1.4).

To study the optimization problem (1.3)-(1.4), we need some existence and regularity results of homogeneous and non-homogeneous fractional Sturm–Liouville parabolic equations in one dimension that we introduce in the next sections.

3.1. Homogeneous fractional Sturm–Liouville parabolic equations in a single edge. In this section, we are concerned with existence and regularity results of homogeneous fractional Sturm–Liouville parabolic equations of the type

$$
\begin{cases}
    y_t + \mathcal{D}^\alpha_{b^+} (\beta D^\alpha_y + q \cdot y) = f & \text{in } Q, \\
    (I_{a^-}^{1-\alpha} (\beta D^\alpha_y (\cdot) (\cdot))) (a, \cdot) = 0 & \text{in } (0, T), \\
    (I_{a^-}^{1-\alpha} (\beta D^\alpha_y (\cdot) (\cdot))) (b, \cdot) = 0 & \text{in } (0, T), \\
    y(\cdot, 0) = y^0 & \text{in } (a, b),
\end{cases}
$$

(3.2)

that is, the system (1.4) with $v = 0$.

From now on, if $X \rightarrow L^2(a, b)$ is a Hilbert space, then $X^*$ shall denote the dual of $X$ with respect to the pivot space $L^2(a, b)$, and by $(\cdot, \cdot)_X : X \times X \rightarrow \mathbb{R}$ their duality map.

If we set

$$
W(0, T; X) := \{ \zeta \in L^2((0, T); X) : \zeta_t \in L^2((0, T); X^*) \},
$$

(3.3)
then $W(0, T; \mathbb{X})$ endowed with the norm given by
\[
\|\psi\|_{W(0, T; \mathbb{X})}^2 = \|\psi\|_{L^2((0, T); \mathbb{X})}^2 + \|\psi_t\|_{L^2((0, T); \mathbb{X}^*)}^2, \quad \forall \psi \in W(0, T; \mathbb{X}),
\] (3.4)
is a Hilbert space. Moreover, by [29, Theorem II.5.12] we have the following continuous embedding:
\[
W(0, T; \mathbb{X}) \hookrightarrow C([0, T]; L^2(a, b)).
\] (3.5)
Throughout the following, without any mention, $V_0$ denotes the Hilbert space defined in (2.34) and $V_0^*$ is its dual with respect to the pivot space $L^2(a, b)$. Next, we introduce our notion of weak solutions to the problem (3.2).

**Definition 3.1.** Let $0 < \alpha \leq 1$, $f \in L^2((0, T); V_0)$ and $y^0 \in L^2(a, b)$. Let $\beta$, $q$ satisfy Assumption 2.2. A function $y \in L^2((0, T); V_0)$ is said to be a weak solution of (3.2) if the equality
\[
\int_0^T (f, \varphi)_{V_0^*} dt + \int_a^b y^0(x) \varphi(x, 0) \, dx = - \int_0^T y \varphi_t \, dx \, dt + \int_0^T a(y, \varphi) \, dt,
\] (3.6)
holds for every $\varphi \in H(Q) := \{\varphi \in L^2((0, T); V_0) \cap H^1((0, T); L^2(a, b)) : \varphi(\cdot, T) = 0 \in (a, b)\}$, where the bilinear form $a(\cdot, \cdot)$ is defined in (2.31).

We have the following existence and uniqueness result.

**Theorem 3.2.** Let $0 < \alpha \leq 1$, $f \in L^2((0, T); V_0^*)$, and $y^0 \in L^2(a, b)$. Let $\beta$, $q$ satisfy Assumption 2.2. Then, there exists a unique weak solution $y \in L^2((0, T); V_0) \cap H^1((0, T); V_0^*)$ to (3.2) in the sense of Definition 3.1. In addition, the following estimates hold true: There is a constant $C = C(\beta_0, q_0) > 0$ such that
\[
\|y(\cdot, T)\|_{L^2(a, b)} \leq C \left( \|y^0\|_{L^2(a, b)}^2 + \|f\|_{L^2((0, T); V_0^*)}^2 \right),
\]
\[
\|y\|_{L^2((0, T); V_0)}^2 \leq C \left( \|y^0\|_{L^2(a, b)}^2 + \|f\|_{L^2((0, T); V_0^*)}^2 \right),
\]
\[
\|y_t\|_{L^2((0, T); V_0^*)} \leq C \left( \|y^0\|_{L^2(a, b)}^2 + \|f\|_{L^2((0, T); V_0^*)}^2 \right).
\] (3.7)

**Proof.** We proceed in four steps.

**Step 1.** We prove the existence by using Theorem 2.16. The norm on $L^2((0, T); V_0)$ is given by
\[
\|\rho\|_{L^2((0, T); V_0)}^2 = \int_0^T \|\rho(\cdot, t)\|_{V_0}^2 \, dt = \int_0^T \|\rho(\cdot, t)\|_{H^{\alpha} (a, b)}^2 \, dt.
\]
We consider the norm $\|\cdot\|$ on the pre-Hilbert space $H(Q)$ given by
\[
\|\rho\| := \|\rho\|_{L^2((0, T); V_0)}^2 + \|\rho(\cdot, \cdot)\|_{L^2(a, b)}^2, \quad \forall \rho \in H(Q).
\]
It is clear that $\|\rho\|_{L^2((0, T); V_0)} \leq \|\rho\|$ for any $\rho \in H(Q)$. This shows that we have the continuous embedding $H(Q) \hookrightarrow L^2((0, T); V_0)$.

Now, let $\varphi \in H(Q)$ and consider the bilinear form $F(\cdot, \cdot)$ defined on $L^2((0, T); V_0) \times H(Q)$ by:
\[
F(y, \varphi) = - \int_0^T \varphi_t \, y \, dx \, dt + \int_0^T a(y, \varphi) \, dt.
\] (3.8)
Using (2.32), we get that
\[
|F(y, \varphi)| \leq \|y\|_{L^2(Q)} \|\varphi\|_{L^2(Q)} + (\|q\|_{L^\infty(a, b)} + \|\beta\|_{L^\infty(a, b)}) \|y\|_{L^2((0, T); V_0)} \|\varphi\|_{L^2((0, T); V_0)} \leq \|y\|_{L^2((0, T); V_0)} \|\varphi\|_{L^2(Q)} + (\|q\|_{L^\infty(a, b)} + \|\beta\|_{L^\infty(a, b)}) \|\varphi\|_{L^2((0, T); V_0)}.
\]
This means that there is a constant $C = C(\varphi, \|q\|_{L^\infty(a, b)}, \|\beta\|_{L^\infty(a, b)}) > 0$ such that
\[
|F(y, \varphi)| \leq C \|y\|_{L^2((0, T); V_0)}.
\]
Consequently, for every fixed \( \varphi \in H(Q) \), the functional \( y \mapsto F(y, \varphi) \) is continuous on \( L^2((0, T); V_0) \).

Next, using (2.33), we have that there is a constant \( C > 0 \) such that for every \( \varphi \in H(Q) \),

\[
F(\varphi, \varphi) = -\int_a^b \varphi \phi_t \, dx \, dt + \int_0^T a(\varphi, \varphi) \, dt.
\]

\[
= \frac{1}{2} \|\varphi(\cdot, 0)\|_{L^2(a, b)}^2 + \int_0^T a(\varphi, \varphi) \, dt.
\]

\[
\geq C \|\varphi\|^2.
\]

Finally, let us consider the linear functional \( L(\cdot) : H(Q) \to \mathbb{R} \) defined by

\[
L(\varphi) = \int_a^b g^0(x)\varphi(x, 0) \, dx + \int_0^T \langle f, \varphi \rangle_{V_0^*, V_0} \, dt.
\]

Then, there is a constant \( C > 0 \) such that for every \( \varphi \in H(Q) \),

\[
|L(\varphi)| \leq \|\varphi(\cdot, 0)\|_{L^2(a, b)} g^0 \|\varphi\|_{L^2(a, b)} + \|f\|_{L^2((0, T); V_0^*)} \|\varphi\|_{L^2((0, T); V_0)}
\]

\[
\leq C \left( \|g^0\|_{L^2(a, b)} + \|f\|_{L^2((0, T); (V_0^*)')} \right) \|\varphi\|.
\]

Therefore, \( L(\cdot) \) is continuous on \( H(Q) \). It follows from Theorem 2.16 that there exists \( y \in L^2((0, T); V_0) \) such that

\[
F(y, \varphi) = L(\varphi) \quad \forall \varphi \in H(Q).
\]

We have shown that the system (3.2) has a solution \( y \in L^2((0, T); V_0) \) in the sense of Definition 3.1.

**Step 2.** We show that \( y \in H^1((0, T); V_0^*) \). It suffices to show that \( y_t \in L^2((0, T); V_0^*) \). Notice that

\[
\mathcal{D}^{\alpha}_{(\beta, \gamma)} y + gy \in V_0^* \quad \text{for a.e.} \ t \in (0, T)
\]

by Remark 2.14. Since \( f \in L^2((0, T); V_0^*) \), we have that \( y_t(\cdot, t) \in V_0^* \) for a.e. \( t \in (0, T) \). It follows from [27, Chapter IV, Section 1] (notice that it is a general result that applies to operators given by bilinear forms that may even dependent on the time \( t \)) that \( y \in L^2((0, T); V_0) \) is a weak solution of (3.2) in the sense of Definition 3.1, that is, (3.6) holds, if and only if the equality

\[
\frac{d}{dt} \langle y(\cdot, t), \varphi \rangle_{L^2(\Omega)} + a(y(\cdot, t), \varphi) = \langle f(\cdot, t), \varphi \rangle_{V_0^*, V_0}
\]

holds for every \( \varphi \in V_0 \), and a.e. \( t \in (0, T) \). Since \( y_t(\cdot, t) \in V_0^* \) for a.e. \( t \in (0, T) \), it follows from the preceding identity that

\[
\langle y_t(\cdot, t), \varphi \rangle_{V_0^*, V_0} + a(y(\cdot, t), \varphi) = \langle f(\cdot, t), \varphi \rangle_{V_0^*, V_0},
\]

for every \( \varphi \in V_0 \), and a.e. \( t \in (0, T) \). Thus, using the continuity of the bilinear form \( a \) (see (2.32)), taking \( \varphi := \phi(\cdot, t) \) (with \( \phi \in L^2((0, T); V_0) \)) as a test function in (3.10), and integrating over \( (0, T) \), we get that there is a constant \( C > 0 \) (depending only on the coefficients of the operator) such that for every \( \phi \in L^2((0, T); V_0) \),

\[
\left| \int_0^T \langle y_t, \phi \rangle_{V_0^*, V_0} \, dt \right| \leq C \int_0^T \|y(\cdot, t)\|_{V_0} \|\phi(\cdot, t)\|_{V_0} \, dt + \int_0^T \|f(\cdot, t)\|_{V_0^*} \|\phi(\cdot, t)\|_{V_0} \, dt
\]

\[
\leq C \|y\|_{L^2((0, T); V_0)} \|\phi\|_{L^2((0, T); V_0)} + \|f\|_{L^2((0, T); V_0^*)} \|\phi\|_{L^2((0, T); V_0)}.
\]

Thus, \( y_t \in L^2((0, T); V_0^*) \) and

\[
\|y_t\|_{L^2((0, T); V_0^*)} \leq C(\|y\|_{L^2((0, T); V_0)} + \|f\|_{L^2((0, T); V_0^*)}).
\]

(3.11)
Step 3. We prove uniqueness. Assume that there exist \( y_1 \) and \( y_2 \) two weak solutions of (3.2) with the same right hand side \( f \) and initial datum \( y^0 \). Set \( z := y_1 - y_2 \). Then, \( z \) satisfies

\[
\begin{aligned}
\begin{cases}
z_t + \mathcal{D}_b^{-\alpha} (\beta \mathcal{D}_a^{\alpha} z) + q \, z &= 0 \quad \text{in} \quad Q, \\
(I_a^{1-\alpha} z)(\cdot, t) &= 0 \quad \text{in} \quad (0, T), \\
(\beta \mathcal{D}_a^{\alpha} z)(\cdot, t) &= 0 \quad \text{in} \quad (0, T), \\
z(\cdot, 0) &= 0 \quad \text{in} \quad (a, b).
\end{cases}
\end{aligned}
\]  \tag{3.12}

Using (3.10) with \( y = z \), taking \( \varphi = z(\cdot, t) \) as a test function, and integrating over \((0, T)\), we get that

\[
0 = \int_0^T \langle z_t, z \rangle_{\mathcal{V}_0^*, \mathcal{V}_0} \, dt + \int_0^T a(z, z) \, dt.
\]

Thus, a simple integration gives

\[
0 = \frac{1}{2} \|z(\cdot, T)\|_{L^2(a,b)}^2 + \int_0^T a(z, z) \, dt
\]

\[
= \frac{1}{2} \|z(\cdot, T)\|_{L^2(a,b)}^2 + \int_Q \beta(x) |\mathcal{D}_a^{\alpha} z(x, t)|^2 \, dx \, dt + \int_Q q(x)|z(x, t)|^2 \, dx \, dt
\]

\[
\geq \alpha_0 \|z\|_{L^2(Q)}.
\]

We can deduce that \( z = 0 \) in \( Q \). Thus, \( y_1 = y_2 \) in \( Q \) and we have shown uniqueness.

Step 4. Finally, we show the estimates in (3.7). Taking \( \varphi = y(\cdot, t) \) as a test function in (3.10) and integrating over \((0, T)\), we obtain

\[
\frac{1}{2} \|y(\cdot, T)\|_{L^2(a,b)}^2 + \int_0^T \beta(x) |\mathcal{D}_a^{\alpha} y(x, t)|^2 \, dx \, dt + \int_Q q(x)|y(x, t)|^2 \, dx \, dt
\]

\[
= \frac{1}{2} \|y^0\|_{L^2(a,b)}^2 + \int_0^T \langle f, y(\cdot, t) \rangle_{(\mathcal{V}_0^*, \mathcal{V}_0)} \, dt.
\]  \tag{3.13}

It follows from (2.33) that

\[
\int_a^b \beta(x) |\mathcal{D}_a^{\alpha} y(x)|^2 \, dx + \int_a^b q(x)|y(x)|^2 \, dx \geq \min(\beta_0, q_0) \|y\|_{\mathcal{V}_0}^2.
\]

Thus, using Young’s inequality with \( \delta := \min(\beta_0, q_0) > 0 \), we can deduce from (3.13) that

\[
\frac{1}{2} \|y(\cdot, T)\|_{L^2(a,b)}^2 + \delta \int_0^T \|y(\cdot, t)\|_{\mathcal{V}_0}^2 \, dt \leq \frac{1}{2} \|y^0\|_{L^2(a,b)}^2 + \frac{1}{\delta} \|f\|_{L^2((0,T);V_0^*)}^2 + \frac{1}{2\delta} \|f\|_{L^2((0,T);V_0^*)}^2.
\]

The latter inequality implies that

\[
\frac{1}{2} \|y(\cdot, T)\|_{L^2(a,b)}^2 + \delta \|y\|_{L^2((0,T);V_0)}^2 \leq \frac{1}{2} \|y^0\|_{L^2(a,b)}^2 + \frac{1}{\delta} \|f\|_{L^2((0,T);V_0^*)}^2.
\]

Consequently,

\[
\|y(\cdot, T)\|_{L^2(a,b)}^2 \leq \min(\beta_0, q_0) \left[ \|y^0\|_{L^2(a,b)}^2 + \|f\|_{L^2((0,T);V_0^*)}^2 \right],
\]

\[
\|y\|_{L^2((0,T);V_0)}^2 \leq \min(\beta_0, q_0) \left[ \|y^0\|_{L^2(a,b)}^2 + \|f\|_{L^2((0,T);V_0^*)}^2 \right].
\]

Using the above two estimates and (3.11) we get that there is a constant \( C > 0 \) such that

\[
\|y\|_{L^2((0,T);V_0^*)} \leq C \left( \|y^0\|_{L^2(a,b)} + \|f\|_{L^2((0,T);V_0^*)} \right).
\]

We have shown (3.7) and the proof is finished. \( \square \)
Remark 3.3. We make the following observations.

(a) In Definition 3.1, we may replace \( H(Q) \) with the space \( \tilde{H}(Q) := \{ \varphi \in L^2((0,T); V_0) \cap H^1((0,T); V_0^*) : \varphi(\cdot,T) = 0 \text{ in } (a,b) \} \) and all the proofs remain the same (with the obvious modifications), but in that case we must replace (3.6) with
\[
\int_0^T \langle f, \varphi \rangle_{V_0^*,V_0} dt + \int_a^b y_0^0(\varphi(x,0) \, dx = - \int_0^T \langle \varphi_t, y \rangle_{V_0^*,V_0} dt + \int_0^T a(y,\varphi) dt, \quad (3.14)
\]
holds for every \( \varphi \in \tilde{H}(Q) \).

(b) Notice that if a weak solution \( y \) of (3.2) exists, then it belongs to \( W(0,T; V_0) \) (see (3.3)). Thus, it follows from (3.5) that \( y(\cdot,0) \) and \( y(\cdot,T) \) exist and belong to \( L^2(a,b) \).

(c) Using the operator \( A \) defined in Remark 2.14, we have that the system (3.2) can be rewritten as the following abstract Cauchy problem:
\[
\begin{aligned}
y_t + Ay &= f \quad \text{in } Q \\
y(0) &= y_0 \quad \text{in } (a,b).
\end{aligned} \quad (3.15)
\]
It follows from semigroups theory that for every \( f \in L^2((0,T); V_0^*) \) and \( y_0 \in L^2(a,b) \), the Cauchy problem (3.15) (and hence, the system (3.2)) has a unique weak solution \( y \) given by
\[
y(\cdot,t) = S(t)y_0 + \int_0^t S(t-\tau)f(\cdot,\tau) \, d\tau
\]
where we recall that \( S = (S(t)) \) is the semigroup generated by the operator \( -A \). In the previous proof we have chosen to use Theorem 2.16 since this method will be crucial for the non-homogeneous problem in the next sections where semigroups theory cannot be applied directly.

(d) If \( f \in L^2(Q) \) and \( y_0 \in D(A) \), then the regularity of \( y \) can be improved. In fact, in that case, using maximal regularity results for abstract Cauchy problems (see e.g. [14]), we can deduce that \( y \) is a strong solution, that is, \( y \in C([0,T]; D(A)) \cap H^1((0,T); L^2(a,b)) \) and the first equation in (3.2) is satisfied pointwise for a.e. \( (x,t) \in Q \), where \( D(A) \) is the domain of the operator \( A \) defined in Remark 2.14.(a).

3.2. Non-homogeneous fractional Sturm–Liouville parabolic equations in a single edge. Now we are interested in the non-homogeneous problem (1.4). Recall the Hilbert space \( V_0 \) given in (2.34).

Then, we have the following continuous embeddings:
\[
V_0 \hookrightarrow H^\alpha_{a+}(a,b) \hookrightarrow L^2(a,b) \hookrightarrow (H^\alpha_{a+}(a,b))^* \hookrightarrow V_0^*. \quad (3.16)
\]
Throughout this section, \( H(Q) \) denotes the space introduced in Definition 3.1.

Here, is our notion of solutions.

Definition 3.4. Let \( 0 < \alpha \leq 1, f \in L^2((0,T); V_0^*), y_0 \in L^2(a,b), \text{ and } v \in L^2(0,T) \). Let also \( q \) and \( \beta \) satisfy Assumption 2.12. A function \( y \in L^2((0,T); V_0) \) is said to be a weak solution of (1.4) if the equality
\[
F(y,\varphi) = L_0(\varphi), \quad \forall \varphi \in H(Q) \quad (3.17)
\]
holds, where \( F(\cdot,\cdot) \) is given by (3.8) and \( L_0(\cdot) \) is defined by
\[
L_0(\phi) = \int_a^b y_0^0(\phi(x,0) \, dx + \int_0^T \langle f, \phi \rangle_{V_0^*,V_0} dt + \int_0^T v(t)(I_{a+}^{1-\alpha}\phi)(b^-,t) \, dt.
\]
Recall that the pre-Hilbert space $H(Q)$ is endowed with the norm given by
\[
\|\rho\|^2 = \|\rho\|^2_{L^2((0,T);V_0^*)} + \|\rho(\cdot,0)\|^2_{L^2((a,b))}, \forall \rho \in H(Q).
\]

We have the following existence and uniqueness result.

**Theorem 3.5.** Let $0 < \alpha \leq 1$, $v \in L^2((0,T),f)$, and $f \in L^2((0,T);V_0^*)$. Let $\beta$, $q$ satisfy Assumption 2.12. Then, there exists a unique weak solution $y \in L^2((0,T);V_0^*) \cap H^1((0,T);V_0^*)$ of (1.4) in the sense of Definition 3.4. Moreover, the following estimates hold true: There is a constant $C = C(a,b,\beta_0,q_0) > 0$ such that
\[
\begin{align*}
\|y(\cdot,T)\|^2_{L^2((a,b))} &\leq C \left( \|y_0\|^2_{L^2((a,b))} + \|f\|^2_{L^2((0,T);V_0^*)} + \|v\|^2_{L^2((0,T)}) \right), \\
\|y\|^2_{L^2((0,T);V_0^*)} &\leq C \left( \|y_0\|^2_{L^2((a,b))} + \|f\|^2_{L^2((0,T);V_0^*)} + \|v\|^2_{L^2((0,T)}) \right), \\
\|y\|^2_{L^2((0,T);V_0^*)} &\leq C \left( \|y_0\|^2_{L^2((a,b))} + \|f\|^2_{L^2((0,T);V_0^*)} + \|v\|^2_{L^2((0,T)}) \right).
\end{align*}
\]

**Proof.** We proceed as in the above homogeneous case by using Theorem 2.16 again.

**Step 1.** We prove existence. Recall that we have the continuous embedding $H(Q) \hookrightarrow L^2((0,T);V_0)$. It follows from the computation in the homogeneous case that for every $\phi \in H(Q)$, the functional $y \rightarrow F(y,\phi)$ is continuous on $L^2((0,T);V_0)$. Moreover, there is a constant $C > 0$ such that for all $(y,\phi) \in L^2((0,T);V_0) \times H(Q)$, we have
\[
|F(y,\phi)| \leq C \|y\|_{L^2((0,T);V_0)} \|\phi\|.
\]

On the other hand, $F(\cdot,\cdot)$ is coercive on $H(Q)$, since for every $\phi \in H(Q)$ we have
\[
F(\phi,\phi) \geq \min \left( \frac{1}{2}, \min(\beta_0,q_0) \right) \|\phi\|^2.
\]

To complete the prove of the existence, we need to show that the linear functional $L_0(\cdot)$ is continuous on $H(Q)$. Using Cauchy-Schwarz’s inequality, we can estimate
\[
\begin{align*}
|(I_{a+}^{1-\alpha})(b^-) - (I_{a+}^{1-\alpha})(a^-)| &= \left| \int_a^b \frac{d}{dx} (I_{a+}^{1-\alpha})(x,t) \ dx \right| \\
&= \left| \int_a^b D_{a+}^{\alpha} \phi(x,t) \ dx \right| \leq |b-a|^{1/2} \left\| D_{a+}^{\alpha} \phi(\cdot,t) \right\|_{L^2(a,b)}. \quad (3.19)
\end{align*}
\]

Thus, there is a positive constant $C = C(y^0,f,v,b,a)$ such that
\[
|L_0(\phi)| \leq \|\phi(\cdot,0)\|_{L^2(a,b)} \|y_0\|_{L^2(a,b)} + \|f\|_{L^2((0,T);V_0^*)} \|\phi\|_{L^2((0,T);V_0^*)} + \int_0^T |v(t)| \left| (I_{a+}^{1-\alpha})\phi(b^-) \right| \ dt \\
\leq \|\phi(\cdot,0)\|_{L^2(a,b)} \|y_0\|_{L^2(a,b)} + \|f\|_{L^2((0,T);V_0^*)} \|\phi\|_{L^2((0,T);V_0^*)} + |b-a|^{1/2} \int_0^T |v(t)| \left\| D_{a+}^{\alpha} \phi(\cdot,t) \right\|_{L^2(a,b)} \ dt \\
\leq C \left( \|\phi(\cdot,0)\|^2_{L^2(a,b)} + \|\phi\|^2_{L^2((0,T);V_0^*)} + \left\| D_{a+}^{\alpha} \phi(\cdot,t) \right\|^2_{L^2(Q)} \right)^{1/2} \\
\leq C \|\phi\|.
\]

We have shown that $L_0(\cdot)$ is continuous on $H(Q)$. It follows from Theorem 2.16 again that there exists $y \in L^2((0,T);V_0)$ satisfying (3.17). In addition, by Remark 2.14, we have that $y_t(\cdot,t) \in V_0^*$ for a.e.
As above, it follows from [27, Chapter IV, Section 1] that \( y \) is a weak solution of (1.4) in the sense of Definition 3.4, that is, (3.17) holds, if and only if, the equality
\[
\frac{d}{dt}(\varphi(t),\varphi)L^2((0,T)) + a(\varphi(t),\varphi) = \langle f(\cdot,t),\varphi \rangle_{V_0^*,V_0} + v(t)(\int_{a}^{b-\alpha})\varphi(b^-)
\]
holds for every \( \varphi \in V_0 \), and a.e. \( t \in (0,T) \). Since \( y_1(\cdot,t) \in V_0^* \) for a.e. \( t \in (0,T) \), we can deduce from the preceding equality that
\[
\frac{d}{dt}(\varphi(t),\varphi)_{V_0^*,V_0} + a(\varphi(t),\varphi) = \langle f(\cdot,t),\varphi \rangle_{V_0^*,V_0} + v(t)(\int_{a}^{b-\alpha})\varphi(b^-)
\]
holds for every \( \varphi \in V_0 \), and a.e. \( t \in (0,T) \). Hence, proceeding as in Step 2 in the proof of Theorem 3.2 by taking \( \varphi = \phi(\cdot,t) \) (with \( \phi \in L^2((0,T);V_0) \)) in (3.20) and integrating over \((0,T)\), we get that if \( y \in L^2((0,T);V_0) \) and satisfies (1.4) with \( f \in L^2((0,T);V_0^*) \), then \( y_1 \in L^2((0,T);V_0^*) \). Thus, \( y \in H^1((0,T);V_0^*) \). We have also shown that \( y \in W(0,T;V_0) \). Thus, \( y(\cdot,0) \) and \( y(\cdot,T) \) exist and belong to \( L^2(a,b) \).

**Step 2.** We show uniqueness. Assume that (1.4) has two solutions \( y_1 \) and \( y_2 \) with the same right hand side data \( f \), \( v \), and the same initial datum \( y^0 \). Set \( z := y_1 - y_2 \). Then, \( z \) satisfies (3.12). It follows from Step 3 in the proof of Theorem 3.2 that \( z = 0 \) in \( Q \). Thus, \( y_1 = y_2 \) in \( Q \) and we have shown uniqueness.

**Step 3.** Finally, we show the estimates in (3.18). Taking \( \varphi = y(\cdot,t) \) as a test function in (3.20) and integrating over \((0,T)\), we get
\[
\frac{1}{2}\|y(\cdot,T)\|^2_{L^2(a,b)} + \frac{1}{2}\int_0^T \beta(x)\|D^\alpha_0 y(x,t)\|^2 dx dt + \frac{1}{2}\int_0^T q(x)\|y(x,t)\|^2 dx dt + \frac{1}{2}\int_0^T \langle f, y \rangle_{V_0^*,V_0} dt + \frac{1}{2}\int_0^T v(t)(\int_{a}^{b-\alpha})\varphi(b^-) dt.
\]
Since
\[
\int_a^b \beta(x)\|D^\alpha_0 y(x)\|^2 dx + \int_a^b q(x)\|y(x)\|^2 dx \geq \min(\beta_0,q_0)\|y\|^2_{V_0},
\]
using Young’s inequality, (3.19), and the latter estimate, we can deduce from (3.21) that
\[
\frac{1}{2}\|y(\cdot,T)\|^2_{L^2(a,b)} + \min(\beta_0,q_0)\int_0^T \|y\|^2_{V_0} dt \leq \frac{1}{2}\|y^0\|^2_{L^2(a,b)} + \frac{1}{2}\|f\|^2_{L^2((0,T);V_0^*)} + \frac{1}{2}\|v\|^2_{L^2((0,T);V_0)}
\]
\[
+ \frac{b-a}{2\delta}\|v\|^2_{L^2((0,T);V_0)} + \frac{\delta}{2}\|D^\alpha_0 y\|^2_{L^2(Q)}
\]
\[
\leq \frac{1}{2}\|y^0\|^2_{L^2(a,b)} + \frac{1}{2}\|f\|^2_{L^2((0,T);V_0^*)} + \frac{1}{2}\|v\|^2_{L^2((0,T);V_0)}
\]
\[
+ \frac{b-a}{2\delta}\|v\|^2_{L^2((0,T);V_0)} + \frac{\delta}{2}\|D^\alpha_0 y\|^2_{L^2(Q)},
\]
for every \( \delta > 0 \). Choosing \( \delta := \min(\beta_0,q_0) > 0 \), we can deduce from the latter inequality that
\[
\|y(\cdot,T)\|^2_{L^2(a,b)} \leq \left( 1 + \frac{2(b-a+1)}{\min(\beta_0,q_0)} \right) \left( \|y^0\|^2_{L^2(a,b)} + \|f\|^2_{L^2((0,T);V_0^*)} + \|v\|^2_{L^2((0,T);V_0)} \right),
\]
\[
\|y\|^2_{L^2((0,T);V_0)} \leq \left( \frac{1}{\min(\beta_0,q_0)} + \frac{2(b-a+1)}{\min(\beta_0,q_0)^2} \right) \left( \|y^0\|^2_{L^2(a,b)} + \|f\|^2_{L^2((0,T);V_0^*)} + \|v\|^2_{L^2((0,T);V_0)} \right).
\]
We have shown the first two estimates in (3.18). The last one can be obtained by proceeding exactly as in the proof of (3.11). The proof is finished.

**Remark 3.6.** Notice that Theorems 3.2 and 3.5 trivially hold if \( f \in L^2(Q) \hookrightarrow L^2((0,T);V_0^*) \).
3.3. Existence of minimizers and optimality conditions in a single edge. In this section we are concerned with the existence of minimizers of the optimal control problem (1.3)-(1.4). Recall that \( U_{ad} \) is a closed and convex subset of \( L^2(0, T) \). We have the following result.

**Theorem 3.7.** Let \( 0 < \alpha \leq 1 \). Let \( \beta, q \) satisfy Assumption 2.12. Then, there exists a unique solution \( u \in U_{ad} \) of the optimal control problem (1.3)-(1.4).

**Proof.** Let \( y(0) \) satisfy (1.4) with \( v = 0 \). Then, in view of (1.4), \( z = z(v) := y(v) - y(0) \) satisfies

\[
\begin{cases}
  z_t + D_{b^+}^\alpha (\beta D_{a^+}^\alpha z) + q z &= 0 \quad \text{in} \quad Q, \\
  (I^{1-\alpha}_a)z(a, \cdot) &= 0 \quad \text{in} \quad (0, T), \\
  (\beta D_{ad}^\alpha z)(b^-, \cdot) &= v \quad \text{in} \quad (0, T), \\
  z(\cdot, 0) &= 0 \quad \text{in} \quad (a, b).
\end{cases}
\]

Since \( v \in L^2(0, T) \), it follows from (3.18) that

\[
\|z\|_{L^2((0,T);V_0)} \leq \sqrt{\left(\frac{1}{\min(\beta_0, q_0)} + \frac{2(b - a + 1)}{\min(\beta_0, q_0)^2}\right)\|v\|_{L^2(0,T)}}.
\]  

(3.22)

Now, let \( \pi : U_{ad} \times U_{ad} \to \mathbb{R} \) be given by

\[
\pi(u, v) := \int_Q (y(v) - y(0))(y(u) - y(0)) \, dxdt + N \int_0^T uv \, dt \\
= \int_Q z(v)z(u) \, dxdt + N \int_0^T uv \, dt.
\]

Then, \( \pi(\cdot, \cdot) \) is continuous, because for every \( u, v \in U_{ad} \) we have

\[
|\pi(u, v)| = \left| \int_Q (y(v) - y(0))(y(u) - y(0)) \, dxdt + N \int_0^T uv \, dt \right| \\
= \left| \int_Q z(v)z(u) \, dxdt + N \int_0^T uv \, dt \right| \\
\leq \|z(v)\|_{L^2(Q)}\|z(u)\|_{L^2(Q)} + N\|v\|_{L^2(0,T)}\|u\|_{L^2(0,T)} \\
\leq \left[ \frac{1}{\min(\beta_0, q_0)} + \frac{2(b - a + 1)}{\min(\beta_0, q_0)^2}\right] \|v\|_{L^2(0,T)}\|u\|_{L^2(0,T)} + N\|v\|_{L^2(0,T)}\|u\|_{L^2(0,T)} \\
\leq \left[ \frac{1}{\min(\beta_0, q_0)} + \frac{2(b - a + 1)}{\min(\beta_0, q_0)^2}\right] + N \|v\|_{L^2(0,T)}\|u\|_{L^2(0,T)}.
\]

In addition, \( \pi(\cdot, \cdot) \) is coercive, because for every \( v \in U_{ad} \) we have

\[
\pi(v, v) = \int_Q |y(v) - y(0)|^2 \, dxdt + N \int_0^T |v|^2 \, dt \geq N\|v\|_{L^2(0,T)}^2.
\]

Observe that the functional

\[
v \mapsto \int_Q (y(v) - y(0))(y_d - y(0)) \, dxdt
\]
is linear and continuous on \(U_{\text{ad}}\), because
\[
\left| \int_{Q} (y(v) - y(0))(y_d - y(0)) \, dx \, dt \right| = \left| \int_{Q} z(v)(y_d - y(0)) \, dx \, dt \right| 
\leq \|y_d - y(0)\|_{L^2(Q)} \|z\|_{L^2(Q)} \leq \|y_d - y(0)\|_{L^2(Q)} \sqrt{\frac{1}{\min(\beta_0, q_0)} + \frac{2(b - a + 1)}{\min(\beta_0, q_0)^2}} \|v\|_{L^2(0,T)}.
\]

On the other hand, since the cost functional can be rewritten as
\[
J(v) = \frac{1}{2} \left[ \pi(v, v) - 2 \int_{Q} (y(v) - y(0))(y_d - y(v)) \, dx \, dt + \|y(0) - y_d\|_{L^2(Q)}^2 \right] ,
\]
using [28, Theorem 1.1 Page 4], we can deduce that there exists a unique \(u \in U_{\text{ad}}\) solution of the minimization problem (1.3)-(1.4). The proof is concluded. \(\quad \Box\)

The following result gives a characterization of the optimal control.

**Theorem 3.8.** Let \(0 < \alpha \leq 1\). Let \(\beta, q\) satisfy Assumption 2.12. Let \(u \in U_{\text{ad}}\) be the optimal control for the problem (1.3)-(1.4). Then, the first order necessary optimality conditions are given by
\[
\int_{0}^{T} \left( \left( N(u)(t) - (I_{a+}^{-\alpha}p)(b^-, t) \right)(v(t) - u(t)) \right) \, dt \geq 0 \quad \forall v \in U_{\text{ad}},
\]
where \(p\) is the unique weak (strong) solution of the adjoint system
\[
\begin{cases}
-p_t + \mathcal{D}^\alpha_{b^-} (\beta \mathcal{D}^\alpha_{a+} p) + q \, p = y_d - y & \text{in } Q, \\
(I_{a+}^{-\alpha}p)(a, \cdot) = 0 & \text{in } (0, T), \\
(\beta \mathcal{D}^\alpha_{a+} p)(b^-, \cdot) = 0 & \text{in } (0, T), \\
p(\cdot, T) = 0 & \text{in } (a, b),
\end{cases}
\]
and \(y\) solves the state equation (1.4) with \(v = u\). In addition, (3.23) is equivalent to
\[
u = \mathcal{P}_{U_{\text{ad}}} \left( N^{-1}(I_{a+}^{-\alpha}p)(b^-, \cdot) \right),
\]
where \(\mathcal{P}_{U_{\text{ad}}}\) is the projection onto the set \(U_{\text{ad}}\). Moreover, since our functional \(J\) is convex, we have that (3.23) is also a sufficient condition.

**Proof.** We write the Euler-Lagrange first order optimality conditions that characterize the optimal control \(u\). That is,
\[
\lim_{\theta \downarrow 0} \frac{J(u + \theta(v - u)) - J(u)}{\theta} \geq 0, \quad \forall v \in U_{\text{ad}}.
\]
After some straightforward calculations, (3.26) gives
\[
\int_{Q} z(y - y_d) \, dx \, dt + N \int_{0}^{T} u(v - u) \, dt \geq 0, \quad \forall v \in U_{\text{ad}},
\]
where \(z = z(v - u) \in L^2((0, T); V_0) \cap H^1((0, T); V_0^*)\) is the unique weak solution of
\[
\begin{cases}
z_t + \mathcal{D}^\alpha_{b^-} (\beta \mathcal{D}^\alpha_{a+} z) + q \, z = 0 & \text{in } Q, \\
(I_{a+}^{-\alpha}z)(a, \cdot) = 0 & \text{in } (0, T), \\
(\beta \mathcal{D}^\alpha_{a+} z)(b^-, \cdot) = v - u & \text{in } (0, T), \\
z(\cdot, 0) = 0 & \text{in } (a, b).
\end{cases}
\]
Notice that it follows from Remark 3.3 that \( p \in L^2((0, T); V_0) \cap H^1((0, T); L^2(a, b)) \), and \( p \) is a strong solution. Hence, we can deduce that \( D_{y}^{\alpha}((\beta D_{x}^{\alpha} z) + q \in L^2(Q) \). Multiplying the first equation in (3.28) by \( p \) strong solution of (3.24), we obtain after integration by parts,

\[
0 = \int_{Q} z(-p_t + D_{y}^{\alpha}((\beta D_{x}^{\alpha} z) + q) \, p) \, dxdt - \int_{0}^{T} (v - u)(I_{a}^{1-\alpha} p)(b^-, t) \, dt.
\]

Thus,

\[
0 = \int_{Q} z(y_d - y) \, dxdt - \int_{0}^{T} (v - u)(I_{a}^{1-\alpha} p)(b^-, t) \, dt. \tag{3.29}
\]

Combining (3.27)-(3.29), we get (3.23). Finally, that (3.23) is equivalent to (3.25) follows directly from [6, Theorem 3.3.5]. The proof is concluded.

\[
\square
\]

4. BOUNDARY OPTIMAL CONTROL PROBLEMS IN GENERAL STAR GRAPHS

In this section, we consider the fractional Sturm-Liouville problem in a general star graph, that is, the system (1.2). Recall that \( 0 < \alpha \leq 1 \), \( f = (f^i) \in L^2((0, T); L^2) \), the control functions \( u_i \in L^2(0, T), i = 2, \ldots, m \), and \( v_i \in L^2(0, T), i = m + 1, \ldots, n \),. Recall that \( \mathbb{U}_{ad} \) is a closed and convex subset of \( L^2((0, T))^{n-1} \). We also let

\[
\mathbb{H}_{a}^{\alpha} := \prod_{i=1}^{n} H_{a}^{\alpha}(a, b_i).
\]

We endow \( L^2 \) and \( \mathbb{H}_{a}^{\alpha} \) with the norms given, respectively, by

\[
\|\rho\|_{L^2}^2 = \sum_{i=1}^{n} \|\rho^i\|_{L^2(a, b_i)}^2, \quad \rho = (\rho^i)_i \in \mathbb{H}, \tag{4.2}
\]

and

\[
\|\rho\|_{\mathbb{H}_{a}^{\alpha}}^2 = \sum_{i=1}^{n} \|\rho^i\|_{H_{a}^{\alpha}(a, b_i)}^2 = \sum_{i=1}^{n} \left( \|\rho^i\|_{L^2(a, b_i)}^2 + \|\beta D_{a}^{\alpha} \rho^i\|_{L^2(a, b_i)}^2 \right), \quad \rho = (\rho^i)_i \in \mathbb{H}_{a}^{\alpha}. \tag{4.3}
\]

As for the case of a single edge studied in the previous section, to investigate the minimization problem (1.1)-(1.2), we need some preliminary results. We start with some existence and regularity results.
4.1. Homogeneous boundary fractional Sturm–Liouville parabolic equations in a star graph.

We consider the following fractional Sturm-Liouville boundary value problem on a general star graph:

\[
\begin{cases}
\rho^i_t + D^{\alpha}_{\beta} \left( \beta^i D^{\alpha}_{\beta} \rho^i \right) + q^i \rho^i = g^i & \text{in } Q^i, \ i = 1, \ldots, n, \\
(I^{1-\alpha}_{a^i} \rho^i)(a, \cdot) - (I^{1-\alpha}_{b^i} \rho^i)(a, \cdot) = 0 & \text{in } (0, T), \ i \neq j = 1, \ldots, n, \\
\sum_{i=1}^n (\beta^i D^{\alpha}_{\beta} \rho^i)(a, \cdot) = 0 & \text{in } (0, T), \\
(I^{1-\alpha}_{a^i} \rho^i)(b_i^-) = 0 & \text{in } (0, T), \ i = 1, \ldots, m, \\
(\beta^i D^{\alpha}_{\beta} \rho^i)(b_i^-) = 0 & \text{in } (0, T), \ i = m + 1, \ldots, n, \\
\rho^i(\cdot, 0) = \rho^{0,i} & \text{in } (a, b_i), \ i = 1, \ldots, n, \\
\end{cases}
\]

where \(g^i = (g^i)_i \in L^2((0, T), \mathbb{L}^2)\), and \(\rho^{0,i} = (\rho^{0,i})_i \in \mathbb{L}^2\).

We let

\[
\mathcal{V} := \left\{ \rho := (\rho^i)_i \in H^{\alpha}_0 : (I^{1-\alpha}_{a^i} \rho^i)(a) - (I^{1-\alpha}_{b^i} \rho^i)(a) = 0, i \neq j, \ i, j = 1, \ldots, n, \\
\text{and } (I^{1-\alpha}_{a^i} \rho^i)(b_i^-) = 0, \ i = 1, \ldots, m \right\},
\]

and we endow it with the norm given by

\[
\|\rho\|_{\mathcal{V}}^2 := \sum_{i=1}^n \|\rho^i\|_{L^2(a, b_i)}^2 = \|\rho\|_{H^{\alpha}_0}^2.
\]

**Remark 4.1.** We notice that the norm in \(L^2((0, T); \mathcal{V})\) is given by

\[
\|\rho\|_{L^2((0, T); \mathcal{V})} = \int_0^T \|\rho(\cdot, t)\|_{\mathcal{V}}^2 \, dt = \sum_{i=1}^n \int_0^T \left(\|\rho^i(\cdot, t)\|_{L^2(a, b_i)}^2 + \|\beta^i \rho^i(\cdot, t)\|_{L^2(a, b_i)}^2\right) \, dt.
\]

We make the following assumption.

**Assumption 4.2.** We assume that \(q^i \in L^\infty(a, b_i), \beta^i \in C([a, b_i]) \ (i = 1, \ldots, n)\), and there are constants \(\beta^{0,i}\) and \(q^{0,i}\) such that

\[
\beta^i(x) \geq \beta^{0,i} > 0 \quad \text{for all } x \in [a, b_i] \quad \text{and} \quad q^i(x) \geq q^{0,i} > 0 \quad \text{for a.e. } x \in (a, b_i), \ i = 1, \ldots, n.
\]

From now on, we set

\[
q^0 := \min_{1 \leq i \leq n} q^{0,i}, \quad \beta^0 := \min_{1 \leq i \leq n} \beta^{0,i}, \\
\varphi := \max_{1 \leq i \leq n} \|q^i\|_{\infty}, \quad \overline{\beta} := \max_{1 \leq i \leq n} \|\beta^i\|_{\infty},
\]

where \(\|\beta^i\|_{\infty} := \max_{1 \leq i \leq n} |\beta^i(x)|\) and \(\|q^i\|_{\infty} := \sup_{x \in (a, b_i)} |q^i(x)|\).

**Remark 4.3.** As in Lemma 2.13 and Remark 2.14 we have the following.

(a) Consider the bilinear and symmetric form \(E : \mathcal{V} \times \mathcal{V} \to \mathbb{R}\) given by

\[
E(\rho, \phi) := \sum_{i=1}^n \int_{Q_i} \beta^i(x) D^{\alpha}_{\beta} \phi^i(x, \cdot) D^{\alpha}_{\beta} \rho^i(x, \cdot) \, dx dt + \sum_{i=1}^n \int_{Q_i} q^i(x) \phi^i(x, \cdot) \rho^i(x, \cdot) \, dx dt.
\]

It is straightforward to show that the form \(E\) is continuous and coercive. In addition, it is closed in \(\mathbb{L}^2\). Let \(\mathcal{A}\) be the selfadjoint operator on \(\mathbb{L}^2\) associated with \(E\) in the sense that

\[
\begin{cases}
D(\mathcal{A}) = \{ \rho \in \mathcal{V} : \exists F \in \mathbb{L}^2 \text{ such that } E(\rho, \phi) = \langle F, \phi \rangle_{\mathbb{L}^2} \ \forall \phi \in \mathcal{V} \} \\
\mathcal{A}\rho = F.
\end{cases}
\]
Then, the operator $-A$ generates a strongly continuous and analytic semigroup $S = (S(t))_{t \geq 0}$ in $L^2$.

(b) The operator $A$ can be also viewed as a bounded operator from $\mathcal{V}$ into $\mathcal{V}^*$ given by

$$\langle A\rho, \phi \rangle_{\mathcal{V}^*, \mathcal{V}} = \mathbb{E}(\rho, \phi) \quad \text{with} \quad A\rho = (A\rho)^i, \quad \text{where} \quad (A\rho)^i = \mathcal{D}_{\alpha}^\alpha (\beta^i \mathcal{D}_{\alpha}^\alpha \rho^i) + q^i \rho^i.$$

In this sense, the operator $-A$ also generates a strongly continuous and analytic semigroup in $\mathcal{V}^*$.

As before, if there is no confusion we shall use the same notation for the above defined operators and semigroups.

(c) The system (4.4) can be also rewritten as the following abstract Cauchy problem:

$$\begin{align*}
\rho_t + A\rho &= g \quad \text{in} \quad \prod_{i=1}^n Q_i, \\
\rho(\cdot, 0) &= \rho^0 \quad \text{in} \quad \prod_{i=1}^n (a, b_i).
\end{align*} \quad (4.10)$$

Now, we introduce our notion of solutions to the system (4.4) (and hence to the Cauchy problem (4.10)).

**Definition 4.4.** Let $0 < \alpha \leq 1$, $g = (g^i)_i \in L^2((0, T), \mathbb{L}^2)$, and $\rho^0 = (\rho^{0,i})_i \in \mathbb{L}^2$ be given. A function $\rho = (\rho^i)_i \in L^2((0, T); \mathcal{V}) \cap H^1((0, T); \mathcal{V}^*)$ is said to be a weak solution of (4.4) if the equality

$$\mathbb{F}(\rho, \phi) = \mathbb{L}(\phi), \quad \forall \phi \in \mathbb{H}(Q), \quad (4.11)$$

holds, where

$$\mathbb{H}(Q) = \left\{ \phi = (\phi^i)_i : \phi \in L^2((0, T); \mathcal{V}) \cap H^1((0, T); \mathbb{L}^2) : \phi^i(\cdot, T) = 0 \text{ in } (a, b_i), \ i = 1, \cdots, n \right\},$$

$\mathbb{F} : L^2((0, T); \mathcal{V}) \times \mathbb{H}(Q) \to \mathbb{R}$ is given by

$$\mathbb{F}(\rho, \phi) = -\sum_{i=1}^n \int_{Q_i} \rho^i(x, t)\phi^i_t(x, t) \, dx \, dt + \sum_{i=1}^n \int_{Q_i} \beta^i(x)(\mathcal{D}_{\alpha}^\alpha \phi^i)(x, t)(\mathcal{D}_{\alpha}^\alpha \rho^i)(x, t) \, dx \, dt + \sum_{i=1}^n \int_{Q_i} q^i(x)\phi^i_t(x, t) \rho^i(x, t) \, dx \, dt,$$

and $\mathbb{L} : \mathbb{H}(Q) \to \mathbb{R}$ is defined by

$$\mathbb{L}(\phi) = \sum_{i=1}^n \int_{Q_i} g^i(x, t)\phi^i_t(x, t) \, dx \, dt + \sum_{i=1}^n \int_a^{b_i} \rho^{0,i}(x)\phi^i(x, 0) \, dx.$$

We have the following existence result.

**Theorem 4.5.** Let $0 < \alpha \leq 1$, $g = (g^i)_i \in L^2((0, T), \mathbb{L}^2)$, and $\rho^0 = (\rho^{0,i})_i \in \mathbb{L}^2$. Let $q^i$ and $\beta^i$ satisfy Assumption 4.2. Then, there exists a unique weak solution $\rho = (\rho^i)_i \in L^2((0, T); \mathcal{V}) \cap H^1((0, T), \mathcal{V}^*)$ of (4.4) in the sense of Definition 4.4. Moreover, there is a constant $C = C(q, \beta) > 0$ such that the following estimates hold:

$$\|\rho(\cdot, T)\|_{L^2}^2 \leq C \left( \|\rho^0\|_{L^2}^2 + \|g\|_{L^2((0, T); \mathbb{L}^2)}^2 \right) \quad (4.12)$$

$$\|\rho\|_{L^2((0, T); \mathcal{V})}^2 \leq C \left( \|\rho^0\|_{L^2}^2 + \|g\|_{L^2((0, T); \mathbb{L}^2)}^2 \right) \quad (4.13)$$

$$\|\rho_t\|_{L^2((0, T); \mathcal{V}^*)}^2 \leq C \left( \|\rho^0\|_{L^2}^2 + \|g\|_{L^2((0, T); \mathbb{L}^2)}^2 \right). \quad (4.14)$$
Proof. We proceed in four steps.

**Step 1.** First, we prove existence. We endow the pre-Hilbert $\mathbb{H}(Q)$ with the norm given by

$$
\|\varphi\|^2 = \|\varphi\|^2_{L^2((0,T),V)} + \|\varphi(\cdot,0)\|^2_{L^2}, \quad \forall \varphi \in \mathbb{H}(Q).
$$

Then, $\|\varphi\|_{L^2((0,T),V)} \leq \|\varphi\|$ for every $\varphi \in \mathbb{H}(Q)$. That is, the embedding $\mathbb{H}(Q) \hookrightarrow L^2((0,T),V)$ is continuous.

Using Cauchy-Schwarz’s inequality, and the norm on $H^1_{ax}(a,b)$ given by (2.14), we get that there is a constant $C > 0$ such that for every $(\rho, \phi) \in L^2((0,T),V) \times \mathbb{H}(Q)$

$$
\|F(\rho, \phi)\| \leq \sum_{i=1}^{n} \int_{0}^{T} \|\rho^i(\cdot,t)\|_{L^2(a,b_i)} \|\phi^i(\cdot,t)\|_{L^2(a,b_i)} \, dt \\
+ \sum_{i=1}^{n} \int_{0}^{T} \|\beta^i(\cdot,t)\|_{\|D^\alpha_{ax} \phi^i(\cdot,t)\|_{L^2(a,b_i)}} \|D^\alpha_{ax} \rho^i(\cdot,t)\|_{L^2(a,b_i)} \, dt \\
+ \sum_{i=1}^{n} \int_{0}^{T} \|q^i(\cdot,t)\|_{\|\phi^i(\cdot,t)\|_{L^2(a,b_i)}} \|\rho^i(\cdot,t)\|_{L^2(a,b_i)} \, dt \\
\leq C \left( \|\phi_1\|_{L^2((0,T),V)} + \|\phi\|_{L^2((0,T),V)} \right) \|\rho\|_{L^2((0,T),V)}. \quad (4.15)
$$

We have shown that for every fixed $\phi \in \mathbb{H}(Q)$, the functional $\rho \mapsto F(\rho, \phi)$ is continuous on the Hilbert space $L^2((0,T);V)$.

Next, for every $\phi \in \mathbb{H}(Q)$, we have that

$$
\|F(\phi, \phi)\| = - \sum_{i=1}^{n} \int_{Q_i} \phi^i(x,t)\phi^i(x,t) \, dx \, dt + \sum_{i=1}^{n} \int_{Q_i} \beta^i(x) \|D^\alpha_{ax} \phi^i(x,t)\|^2 \, dx \, dt \\
+ \sum_{i=1}^{n} \int_{0}^{T} \int_{a_i}^{b_i} q^i(x) |\phi^i(x,t)|^2 \, dx \, dt \\
\geq \frac{1}{2} \sum_{i=1}^{n} \|\phi^i(\cdot,0)\|^2_{L^2(a,b_i)} + q^0 \sum_{i=1}^{n} \int_{Q_i} \|D^\alpha_{ax} \phi^i(x,t)\|^2 \, dx \, dt + \beta^0 \sum_{i=1}^{n} \int_{Q_i} |\phi^i(x,t)|^2 \, dx \, dt \\
\geq \frac{1}{2} \|\phi(\cdot,0)\|^2_{L^2} + \min \left[ q^0, \beta^0 \right] \|\phi\|^2_{L^2((0,T);V)}.
$$

We have shown that there is a constant $C > 0$ such that for every $\phi \in \mathbb{H}(Q)$,

$$
\|F(\phi, \phi)\| \geq C \|\phi\|, \quad (4.16)
$$

and this implies that the bilinear form $F$ is coercive on $\mathbb{H}(Q)$. 

In addition, we have that for every $\phi \in \mathbb{H}(Q)$,
\[
[L(\phi)] \leq \sum_{i=1}^{n} \int_{0}^{T} \| g^i(\cdot, t) \|_{L^2((a_i, b_i); \mathbb{R})} \| \phi^i(\cdot, t) \|_{L^2((a_i, b_i); \mathbb{R})} \, dt + \sum_{i=1}^{n} \| \rho \partial^\alpha_c \|_{L^2((a_i, b_i); \mathbb{R})} \| \phi^i(\cdot, 0) \|_{L^2((a_i, b_i); \mathbb{R})}
\leq \| g \|_{L^2((0,T); L^2)} \| \phi \|_{L^2((0,T); L^2)} + \| \rho \|_{L^2} \| \phi(\cdot, 0) \|_{L^2}
\leq \left( \| g \|_{L^2((0,T); L^2)}^2 + \| \rho \|_{L^2}^2 \right)^{1/2} \| \phi \|_{L^2}.
\] (4.17)

We have shown that the functional $L$ is continuous on $\mathbb{H}(Q)$. In view of (4.15), (4.16) and (4.17), we can deduce from Theorem 2.16 again that there exists a $\rho = (\rho^i)_i \in L^2((0,T); \mathbb{V})$ solution of (4.4) in the sense of Definition 4.4.

**Step 2.** We show that $\rho_i = (\rho_i^i)_i \in L^2((0,T); \mathbb{V}^*)$. We proceed as in Step 2 in the proof of Theorem 3.2. Notice that by Remark 4.3, $D^\alpha_{b_i} (\beta^i D^\alpha_{a_i} \rho^i(\cdot, t)) + q^i(x) \rho^i(\cdot, t) \in (H^1_{a_i} (a, b_i))^*$ for a.e. $t \in (0,T)$ and for every $i = 1, \ldots, n$. By assumption $q^i \in L^2((0,T); (a, b_i))^*$ for all $i = 1, \ldots, n$, and the system (4.4) can be rewritten as the abstract Cauchy problem (4.10), we can also deduce as in Section 3 that $\rho(\cdot, t) \in \mathbb{V}^*$ for a.e. $t \in (0,T)$, that is, $\rho_i \in (H^1_{a_i} (a, b_i))^*$ for a.e. $t \in (0,T)$ and for every $i = 1, \ldots, n$. In addition, it follows from [27, Chapter IV, Section 1] that $\rho$ is a weak solution of (4.4) in the sense of Definition 4.4, that is, (4.11) holds, if and only if the following identity
\[
\langle \rho_i(\cdot, t), \Phi \rangle_{\mathbb{V}^*, \mathbb{V}} + E(\rho(\cdot, t), \Phi) = \langle g(\cdot, t), \Phi \rangle_{\mathbb{V}^*, \mathbb{V}} = \langle g(\cdot, t), \Phi \rangle_{L^2}
\] (4.18)
holds for every $\Phi \in \mathbb{V}$, and a.e. $t \in (0,T)$. Let $\phi = (\phi^i)_i \in L^2((0,T); \mathbb{V})$. Taking $\Phi := \phi(\cdot, t)$ as a test function in (4.18), using the continuity of the bilinear form $E$, and integrating over $(0,T)$, we obtain that there is a constant $C > 0$ (depending only on the coefficients of the operator) such that
\[
\left| \int_{0}^{T} \langle \rho_i, \phi(\cdot, t) \rangle_{\mathbb{V}^*, \mathbb{V}} \, dt \right| \leq C \int_{0}^{T} \| \rho_i(\cdot, t) \|_{\mathbb{V}^*} \| \phi(\cdot, t) \|_{\mathbb{V}} \, dt + \int_{0}^{T} \| g(\cdot, t) \|_{L^2} \| \phi(\cdot, t) \|_{L^2} \, dt
\leq C \left( \| \rho \|_{L^2((0,T); \mathbb{V}^*)} + \| g \|_{L^2((0,T); L^2)} \right) \| \phi \|_{L^2((0,T); \mathbb{V})}.
\] This shows that $\rho_i \in L^2((0,T); \mathbb{V}^*)$ and
\[
\| \rho_i \|_{L^2((0,T); \mathbb{V}^*)} \leq C \left( \| \rho \|_{L^2((0,T); \mathbb{V}^*)} + \| g \|_{L^2((0,T); L^2)} \right).
\] (4.19)

**Step 3.** We show uniqueness. Assume that there exist $\rho_1 = (\rho_1^i)_i$ and $\rho_2 = (\rho_2^i)_i$ two weak solutions of (4.4) with the same given data. Set $z^i := \rho_1^i - \rho_2^i$, $1 \leq i \leq n$. Then, $z = (z^i)_i$ satisfies
\[
\begin{cases}
  z^i_t + D^\alpha_{b_i} (\beta^i D^\alpha_{a_i} z^i) + q^i z^i = 0 & \text{in } Q_i, \ i = 1, \ldots, n, \\
  (I^1_{a_i} z^i)(a, \cdot) - (I^{1+\alpha}_{a^+} z^i)(a, \cdot) = 0 & \text{in } (0,T), \ i \neq j = 1, \ldots, n, \\
  \sum_{i=1}^{n} (\beta^i D^\alpha_{a^+} z^i + q^i z^i)(a, \cdot) = 0 & \text{in } (0,T), \\
  (I^1_{a^+} z^i)(b_i, \cdot) = 0 & \text{in } (0,T), \ i = 1, \ldots, m \\
  (\beta^i D^\alpha_{a^+} z^i)(b_i, \cdot) = 0 & \text{in } (0,T), \ i = m + 1, \ldots, n, \\
  z^i(\cdot, 0) = 0 & \text{in } (a, b_i), \ i = 1, \ldots, n.
\end{cases}
\] (4.20)

Proceeding as in Step 3 in the proof of Theorem 3.2 or Step 2 in the proof of Theorem 3.5 by using the characterization (4.18), we can deduce that
\[
0 \geq \frac{1}{2} \| z \|_{L^2}^2 + C \| z \|_{L^2((0,T); L^2)}.
\]
Thus, $z = 0$ in $Q_i$. We have that $\rho_1^i = \rho_2^i$ in $Q_i$, $i = 1, \cdots, n$, and this implies uniqueness.
Step 4. We prove the estimates (4.12), (4.13), and (4.14). We proceed as in the proof of Theorems 3.2 or Theorem 3.5. Taking $\Phi := \rho(\cdot, t)$ as a test function in (4.18) and integrating over $(0, T)$, we get

$$\sum_{i=1}^{n} \frac{1}{2} \left( \| \rho^i(\cdot, T) \|^2_{L^2(a,b_i)} - \| \rho^i_0 \|^2_{L^2(a,b_i)} \right) + \sum_{i=1}^{n} \int_{Q_i} \beta^i(x) \| \mathcal{D}_{b^i}^{a, \rho} \| (x, t) \|^2 \, dx dt$$

$$+ \sum_{i=1}^{n} \int_{Q_i} g^i(x) \rho^i(x, t) \|^2 \, dx dt = \sum_{i=1}^{n} \int_{Q_i} g^i(x, t) \rho^i(x, t) \, dx dt,$$

from which we can deduce by using Young’s inequality that

$$\frac{1}{2} \| \rho(\cdot, T) \|^2_{L^2} + \min\left( \rho_0^a, \rho_0^b \right) \| \rho \|^2_{L^2((0,T); H^1)} \leq \frac{1}{2} \| \rho_0 \|^2_{L^2} + \frac{1}{2\delta} \| g \|^2_{L^2((0,T); L^2)} + \frac{\delta}{2} \| \rho \|^2_{L^2((0,T); \mathbb{V})},$$

for every $\delta > 0$. Letting $\delta := \min\left( \rho_0^a, \rho_0^b \right)$ we get the estimates (4.12)-(4.13). The last estimate (4.14) is obtained by using (4.12)-(4.13) and (4.19). The proof is finished.

Remark 4.6. Here also, we observe that the unique weak (strong) solution $\rho$ of the (4.4) is given by

$$\rho(\cdot, t) = \mathcal{S}(t) \rho_0 + \int_{0}^{t} \mathcal{S}(t-s) g(\cdot, s) \, ds,$$

where $\mathcal{S}$ is the strongly continuous and analytic semigroup on $L^2$ generated by the operator $A$ introduced in Remark 4.3.

We have the following regularity result.

Proposition 4.7. Let $0 < \alpha \leq 1$ and $g = (g^i)_i \in L^2((0,T), L^2)$. Let $\mathcal{A}$ be the operator defined in Remark 4.3. If $\rho^0 = (\rho^0_i)_i \in D(\mathcal{A})$, then the unique weak solution $\rho = (\rho^i)_i$ of the system (4.4) is a strong solution, that is, it belongs to $C([0,T]; D(\mathcal{A})) \cap H^1((0,T), L^2)$, and the first equation in (4.4) is satisfied pointwise. In particular, we have that $\mathcal{D}_{b^i}^{a, \rho} (\beta^i \mathcal{D}_{a^i}^{a, \rho}) + q^i \rho^i \in L^2(Q_i)$ for all $i = 1, \ldots, n$.

Proof. We have shown in Remark 4.3 that $\rho$ is a solution of the abstract Cauchy problem (4.10). As we have observed in Remark 3.3(d), if $\rho^0 \in D(\mathcal{A})$, then $\rho$ is a strong solution in the sense that $\rho \in C([0,T]; D(\mathcal{A})) \cap H^1((0,T), L^2)$ and the first equation in (4.4) is satisfied pointwise. In particular we have that $\rho_i \in L^2((0,T), L^2)$. Since $g, \rho_i \in L^2((0,T), L^2)$, it follows from the first equation in (4.4) that $\mathcal{D}_{b^i}^{a, \rho} (\beta^i \mathcal{D}_{a^i}^{a, \rho}) + q^i \rho^i \in L^2(Q_i)$ for all $i = 1, \ldots, n$. The proof is finished.

We conclude this section with the following additional regularity result.

Lemma 4.8. Let $0 < \alpha \leq 1$ and $g = (g^i)_i \in L^2((0,T), L^2)$. Let $\rho$ be unique strong solution solution of (4.4) with $\rho^0 = 0$. Then there is a constant $C = C(a, b_i, \alpha, \beta_0, q_0, \beta, \bar{\beta}) > 0$ such that

$$\sum_{i=1}^{n} \| \mathcal{D}_{a^i}^{a, \rho} (g^i) \|^2_{L^2((0,T), L^2)} \leq C \| g \|^2_{L^2((0,T), L^2)}, \quad (4.21)$$

Proof. Let $\rho^0 = 0 \in D(\mathcal{A})$ and $\rho \in C([0,T]; D(\mathcal{A}) \cap H^1((0,T), L^2))$ be the unique strong solution of (4.4). As we have observed in the proof of Proposition 4.7, we have that

$$\rho^i + \mathcal{D}_{b^i}^{a, \rho} (\beta^i \mathcal{D}_{a^i}^{a, \rho}) + q^i \rho^i = g^i \text{ in } Q_i, \quad i = 1, \ldots, n, \quad (4.22)$$

where $g^i, \rho^i, \mathcal{D}_{b^i}^{a, \rho} (\beta^i \mathcal{D}_{a^i}^{a, \rho}) + q^i \rho^i \in L^2(Q_i), \quad i = 1, \ldots, n$.

Observing that

$$I_{b^i}^{\alpha} \left( \mathcal{D}_{b^i}^{a, \rho} (\beta^i \mathcal{D}_{a^i}^{a, \rho}) \right)(x, t) = \beta^i(b_i) \mathcal{D}_{a^i}^{a, \rho} (b_i^{-1} t) - (\beta^i \mathcal{D}_{a^i}^{a, \rho})(x, t),$$

we get

$$\sum_{i=1}^{n} \| \mathcal{D}_{a^i}^{a, \rho} (g^i) \|^2_{L^2((0,T), L^2)} \leq C \| g \|^2_{L^2((0,T), L^2)}.$$
and applying \( I_{b_i}^\alpha \) to both sides of (4.22), we can deduce that
\[
\mathbb{D}^\alpha_{a_i} \rho^i (b^-_i, t) = I_{b_i}^\alpha g^i (x, t) - I_{b_i}^\alpha (\rho^i_t) (x, t) + \sum_{i=1}^n \big( \beta^i \mathbb{D}_{a_i}^\alpha \rho^i \big)(x, t).
\]
Therefore,
\[
\sum_{i=1}^n \int_a^{b_i} \int_0^T \left| \mathbb{D}_{a_i}^\alpha \rho^i (b^-_i, t) \right|^2 \, dx \, dt \leq \sum_{i=1}^n \int_a^{b_i} \int_0^T \left| I_{b_i}^\alpha g^i (x, t) \right|^2 \, dx \, dt + \sum_{i=1}^n \int_a^{b_i} \int_0^T \left| I_{b_i}^\alpha (\rho^i_t) (x, t) \right|^2 \, dx \, dt + \sum_{i=1}^n \int_a^{b_i} \int_0^T \left| \sum_{i=1}^n \big( \beta^i \mathbb{D}_{a_i}^\alpha \rho^i \big)(x, t) \right|^2 \, dx \, dt.
\]
This means that
\[
\sum_{i=1}^n \int_a^{b_i} \int_0^T \left| \mathbb{D}_{a_i}^\alpha \rho^i (b^-_i, t) \right|^2 \, dx \, dt \leq \sum_{i=1}^n \left\| I_{b_i}^\alpha g^i \right\|_{L^2((0,T); L^2(a,b_i))}^2 + \sum_{i=1}^n \left\| I_{b_i}^\alpha (\rho^i_t) \right\|_{L^2((0,T); L^2(a,b_i))}^2 + \sum_{i=1}^n \left\| \sum_{i=1}^n \big( \beta^i \mathbb{D}_{a_i}^\alpha \rho^i \big) \right\|_{L^2((0,T); L^2(a,b_i))}^2.
\]
Hence, using Lemma 2.4, we obtain that there is a constant \( C > 0 \) such that
\[
\sum_{i=1}^n \int_a^{b_i} \int_0^T \left| \mathbb{D}_{a_i}^\alpha \rho^i (b^-_i, t) \right|^2 \, dx \, dt \leq C \sum_{i=1}^n \left\| g^i \right\|_{L^2((0,T); L^2(a,b_i))}^2 + C \sum_{i=1}^n \left\| \rho^i_t \right\|_{L^2((0,T); L^2(a,b_i))}^2 + C \sum_{i=1}^n \left\| \rho^i \right\|_{L^2((0,T); L^2(a,b_i))}^2 + C \sum_{i=1}^n \left\| \sum_{i=1}^n \big( \beta^i \mathbb{D}_{a_i}^\alpha \rho^i \big) \right\|_{L^2((0,T); L^2(a,b_i))}^2,
\]
which according to the definition of the norm in \( V \) gives
\[
\left( \sum_{i=1}^n \int_a^{b_i} \int_0^T \left| \mathbb{D}_{a_i}^\alpha \rho^i (b^-_i, t) \right|^2 \, dx \, dt \right)^{1/2} \leq C \left( \left\| g \right\|_{L^2((0,T); L^2)} + \left\| \rho_t \right\|_{L^2((0,T); L^2)} + \left\| \rho \right\|_{L^2((0,T); V)} \right).
\]
Using the previous estimates and (4.13), we can deduce that
\[
\sum_{i=1}^n \int_0^T \left| \mathbb{D}_{a_i}^\alpha \rho^i (b^-_i, t) \right|^2 \, dt \leq C \left( \left\| g \right\|_{L^2((0,T); L^2)}^2 \right).
\]
We have shown (4.21) and the proof is finished. \( \square \)
4.2. Non-homogeneous fractional Sturm–Liouville parabolic equations in a star graph. We now consider the Sturm-Liouville problem with boundary controls in a general star graph, that is the system (1.2).

Let us give the motivation how we shall introduce our notion of solutions in that case. For any $f = (f^i), i \in L^2((0,T);\mathbb{L}^2)$, we consider first the following dual system:

$$
\begin{align*}
-\delta^i + D^{\alpha}_{b_i} (\beta^i D^{\alpha}_{a_i} \phi^i) + q^i \phi^i &= f^i \quad \text{in} \quad Q_i, \ i = 1, \ldots, n, \\
(I_{n+}^{1-\alpha} \phi^i)(a, \cdot) - (I_{n+}^{1-\alpha} \phi^i)(a, \cdot) &= 0 \quad \text{in} \quad (0, T), \ i \neq j, i = 1, \ldots, n, \\
\sum_{i=1}^{n} (\beta^i D^{\alpha}_{a_i} \phi^i)(a, \cdot) &= 0 \quad \text{in} \quad (0, T), \\
(I_{n+}^{1-\alpha} \phi^i)(b_1, \cdot) &= 0 \quad \text{in} \quad (0, T), \ i = 1, \ldots, m \\
(\beta^j D^{\alpha}_{a_j} \phi^j)(b_1, \cdot) &= 0 \quad \text{in} \quad (0, T), \ i = m + 1, \ldots, n, \\
\phi^i(\cdot, T) &= 0 \quad \text{in} \quad (a, b_i), \ i = 1, \ldots, n.
\end{align*}
$$

Let $\mathcal{V}$ be the Hilbert spaces defined in (4.5) and

$$
\Phi := \left\{ \phi := (\phi^i), i \in L^2((0, T); \mathcal{V}) \cap H^1((0, T); \mathbb{L}^2) : \begin{array}{l}
\sum_{i=1}^{n} (\beta^i D^{\alpha}_{a_i} \phi^i)(a, \cdot) = 0 \\
(\beta^j D^{\alpha}_{a_j} \phi^j)(b_1, \cdot) = 0 \\
\phi^i(\cdot, T) = 0 \quad \text{in} \quad (a, b_i), \ i = 1, \ldots, n
\end{array} \right\}. \quad (4.24)
$$

We endow $\Phi$ with the norm given by

$$
\|\phi\|^2 := \sum_{i=1}^{n} \|\phi^i\|_{L^2((0,T); \mathcal{V})}^2 + \|\phi(\cdot,0)\|^2_{\mathcal{V}} + \|\phi(\cdot,0)\|^2_{L^2((0,T); \mathcal{V})}. \quad (4.25)
$$

**Remark 4.9.** We observe that by changing $t \to T - t$, we have that solutions of (4.23) enjoin the same regularities as the ones stated in Proposition 4.7 and Lemma 4.8, that is, weak and strong solutions coincide. Thus, if $\varphi = (\phi^i)_{i=1}^{n}$ is the weak (strong) solution of (4.23), then $\varphi \in \Phi$.

If $f$ is any given $L^2((0,T);\mathcal{V})$-valued function, then we can define the following notion of solutions:

$$
\begin{align*}
\sum_{i=1}^{n} \int_{Q_i} y^i \left(-\delta^i + D^{\alpha}_{b_i} (\beta^i D^{\alpha}_{a_i} \phi^i) + q^i \phi^i \right) dx dt &= \sum_{i=1}^{n} \int_{Q_i} f^i \phi^i dx dt + \sum_{i=1}^{n} \int_{a}^{b_i} y^{0,i} (x) \phi^i (x, 0) dx \\
+ \sum_{i=m+1}^{n} \int_{0}^{T} v_i(t) I_{n+}^{1-\alpha} (\phi^i)(b_1, t) dt - \sum_{i=2}^{m} \int_{0}^{T} u_i(t) D^{\alpha}_{a_i} (\phi^i)(b_1, t) dt. \quad (4.26)
\end{align*}
$$

Conversely, if $y$ satisfies (4.26) for every $\phi \in \Phi$, then it is also easy to see that (1.2) holds. Besides, we notice that the identity (4.26) makes sense for every $y = (y^i), i \in L^2((0,T);\mathcal{V})$ and $y^0 = (y^{0,i})_{i=1}^{n} \in \mathcal{V}$.

With this motivation, here is our new notion of solutions to the system (1.2).

**Definition 4.10.** Let $0 < \alpha \leq 1$, $f = (f^i), i \in L^2((0,T);\mathbb{L}^2)$, and $y^0 = (y^{0,i})_{i=1}^{n} \in \mathcal{V}$. Let $q^i \in L^\infty(a, b_i)$ and $\beta^i \in C([a, b_i])$ satisfy Assumption 4.2. Let also $u_i \in L^2(0,T), i = 2, \ldots, m$ and $v_i \in L^2(0,T), i = m + 1, \ldots, n$. A function $y = (y^i), i \in L^2((0,T);\mathcal{V})$ is said to be a very-weak solution (or a solution by transposition) of (1.2) if the identity (4.26) holds for every $\phi \in \Phi$.

We have the following existence result.
Theorem 4.11. Let $0 < \alpha \leq 1$, $f = (f^i)_i \in L^2((0,T),L^2)$, and $y^0 = (y^{0,i})_i \in L^2$. Let $q^i \in L^\infty(a,b_i)$ and $\beta^i \in C((a,b_i])$ satisfy Assumption 4.2. Let also $u_i \in L^2(0,T)$, $i = 2, \ldots, m$ and $v_i \in L^2(0,T)$, $i = m + 1, \ldots, n$. Then, there exists a unique very-weak solution $y = (y^i)_i \in L^2((0,T);L^2)$ of (1.2) in the sense of Definition 4.10. Moreover, there is a constant $C = C(a,b_1,\ldots,b_n,q^0,,\beta^0,\beta)$ > 0 such that

$$
\|y\|^2_{L^2((0,T);L^2)} \leq C \left( \|f\|^2_{L^2((0,T);L^2)} + y^0, \|v\|^2_{L^2((0,T);L^2)} + \|u\|^2_{L^2((0,T);L^2)} \right).
$$

(4.27)

Proof. The proof is inspired from the results contained in [28, Pages 71-74].

Firstly, we consider the mapping

$$
\mathcal{W} : \Phi \to L^2((0,T);L^2), \quad \phi \mapsto \mathcal{W}\phi : \text{ with } \int_Q y \mathcal{W}\phi \, dx\,dt = \sum_{i=1}^n \int_{Q_i} y^i \left(-\phi^i_t + \mathcal{D}_{b_i}^{\alpha_a}(\beta^i \mathcal{D}_{a}^{\alpha_a} \phi^i) + q^i \phi^i \right) \, dx\,dt,
$$

for every $y \in L^2((0,T);L^2)$. It follows from Proposition 4.7 and Lemma 4.8 that the mapping $\mathcal{W}$ is an isomorphism.

Secondly, we consider the linear functional $\mathcal{M} : \Phi \to \mathbb{R}$ defined by

$$
\mathcal{M}(\phi) = \sum_{i=1}^n \int_{Q_i} f^i(x,t) \phi^i(x,t) \, dx\,dt + \sum_{i=1}^n \int_{a_i}^{b_i} \phi^0_i(x) \phi^i(x,0) \, dx
$$

$$
+ \sum_{i=m+1}^n \int_0^T v_i(t) I_{a_i}^{1-\alpha}(\phi^i)(b_i^-) \, dt - \sum_{i=2}^m \int_0^T u_i(t) \mathcal{D}_{a_i}^{\alpha_a}(\phi^i)(b_i^+, t) \, dt.
$$

Calculating and using the estimates in Lemma 2.8, we get that there is a constant $C > 0$ such that

$$
|\mathcal{M}(\phi)| \leq \|f\|^2_{L^2((0,T);L^2)} \|\phi\|^2_{L^2((0,T);L^2)} + y^0, \|\phi(\cdot,0)\|_{L^2}
$$

$$
+ \|v\|^2_{L^2((0,T);L^2)} \sum_{i=1}^n \left|f^i_1\alpha - \alpha_a \phi^i(b_i^-)\right| \|\phi(\cdot,0)\|_{L^2((0,T);L^2)} + \|u\|^2_{L^2((0,T);L^2)} \left( \sum_{i=1}^n \left| \mathcal{D}_{a_i}^{\alpha_a}(\phi^i)(b_i^-) \right| \right)^2_{L^2((0,T);L^2)}^{1/2}
$$

$$
\leq \|f\|^2_{L^2((0,T);L^2)} \|\phi\|^2_{L^2((0,T);L^2)} + \|y^0\|^2_{L^2} \|\phi(\cdot,0)\|^2_{L^2}
$$

$$
+ C\|v\|^2_{L^2((0,T);L^2)} \|\phi\|^2_{L^2((0,T);L^2)} + \|u\|^2_{L^2((0,T);L^2)} \left( \sum_{i=1}^n \left| \mathcal{D}_{a_i}^{\alpha_a}(\phi^i)(b_i^+) \right| \right)^2_{L^2((0,T);L^2)}^{1/2}
$$

$$
\leq C \left( \|f\|^2_{L^2((0,T);L^2)} + \|y^0\|^2_{L^2} + \|v\|^2_{L^2((0,T);L^2)} + \|u\|^2_{L^2((0,T);L^2)} \right)^{1/2}
$$

$$
\left( \|\phi\|^2_{L^2((0,T);L^2)} + \|\phi(\cdot,0)\|^2_{L^2} + \sum_{i=1}^n \left| \mathcal{D}_{a_i}^{\alpha_a}(\phi^i)(b_i^-) \right| \right)^{1/2}
$$

$$
\leq C \left( \|f\|^2_{L^2((0,T);L^2)} + \|y^0\|^2_{L^2} + \|v\|^2_{L^2((0,T);L^2)} + \|u\|^2_{L^2((0,T);L^2)} \right)^{1/2} \|\phi\|. \quad (4.28)
$$

We have shown that the linear functional $\mathcal{M}$ is continuous on $\Phi$. Consequently, it follows from the results contained in [28, Pages 71-74] that there exists a unique function $y = (y^i)_i \in L^2((0,T);L^2)$ such that (4.26) holds true for every $\phi = (\phi^i)_i \in \Phi$. We have shown that the system (1.2) as a unique very-weak solution $y = (y^i)_i \in L^2((0,T);L^2)$ in the sense of Definition 4.10.

Finally, taking in (4.26) $\phi = (\phi^i)_i$, solution of (4.23) with $f = y$, and using (4.28), we obtain that there is a constant $C > 0$ such that

$$
\|y\|^2_{L^2((0,T);L^2)} \leq C \left( \|f\|^2_{L^2((0,T);L^2)} + \|y^0\|^2_{L^2} + \|v\|^2_{L^2((0,T);L^2)} + \|u\|^2_{L^2((0,T);L^2)} \right)^{1/2} \|\phi\|. \quad (4.29)
$$
Noticing that there is a constant $C > 0$ such that $\|\phi\| \leq C \|f\|_{L^2((0,T);\mathbb{L}^2)}$, we can deduce that there is a constant $C > 0$ such that

$$\|y\|_{L^2((0,T);\mathbb{L}^2)}^2 \leq C \left( \|f\|_{L^2((0,T);\mathbb{L}^2)}^2 + \|y_0\|_{\mathbb{L}^2}^2 + \|v\|_{L^2(0,T)}^2 + \|\varphi\|_{L^2(0,T)}^2 \right).$$

We have shown (4.27) and the proof is concluded. $\square$

4.3. Existence of minimizers and optimality conditions in a general star graph. We now consider the optimal control problem (1.1)-(1.2). Let $J$ be the functional defined in (4.1), and recall that $\mathbb{U}_{ad}$ is a closed and convex subset of $(L^2(0,T))^n$.

We have the following existence result of optimal controls.

**Theorem 4.12.** Let $0 < \alpha \leq 1$. Let $q^i$ and $\beta^i$ satisfy Assumption 4.2. Then, there exists a unique solution $\hat{u} \in \mathbb{U}_{ad}$ of the optimal control problem (1.1)-(1.2).

**Proof.** Notice that $J(v) \geq 0$ for all $v \in \mathbb{U}_{ad}$. Let $\{v_k\} = \{(v_{i,k}), i = 2, \ldots, n\} \subset \mathbb{U}_{ad}$ be a minimizing sequence such that

$$\lim_{k \to \infty} J(v_k) = \min_{v \in \mathbb{U}_{ad}} J(v).$$

Due to the non-negativity of the functional $J$, such a minimizing sequence always exists. Then, there is a constant $C > 0$ (independent of $k$) such that

$$\sum_{i=2}^{n} \|v_{i,k}\|_{L^2(0,T)} \leq C. \tag{4.30}$$

The control $v_{i,k}$ is associated with the state $y^i_k, i = 2, \ldots, n$, with is a very-weak solution of

$$\begin{align*}
(y^i_k)_t + (\beta^i_D \nabla a + y^i_k) - q^i y^i_k &= f^i \quad \text{in} \quad Q_1, \quad i = 1, \ldots, n, \\
(I^{1-\alpha}_a y^i_k)(a, \cdot) - (I^{1-\alpha}_a y^j_k)(a, \cdot) &= 0 \quad \text{in} \quad (0,T), \quad i \neq j = 1, \ldots, n, \\
\sum_{i=1}^{n} (\beta^i_D a + y^i_k)(a, \cdot) &= 0 \quad \text{in} \quad (0,T), \\
(I_a^{-\alpha} y^i_k)(b^i_1, \cdot) &= v_{i,k} \quad \text{in} \quad (0,T), \quad i = 2, \ldots, m \\
(I_a^{-\alpha} y^i_k)(b^i_{m+1}, \cdot) &= y^{b,i} \quad \text{in} \quad (a, b^i_1), \quad i = 1, \ldots, n.
\end{align*} \tag{4.31}$$

It follows from (4.27) and (4.30) that there is a constant $C > 0$ (independent of $k$) such that

$$\|y_k\|_{L^2((0,T);\mathbb{L}^2)} \leq C. \tag{4.32}$$

From (4.30) and (4.32), we have that there exists $\hat{u} \in (L^2(0,T))^n$ and $\hat{y} \in L^2((0,T);\mathbb{L}^2)$ such that, as $k \to \infty$, we have

$$\begin{align*}
v_k &\to \hat{u} \quad \text{weakly in} \quad (L^2(0,T))^n \quad \tag{4.33} \\
y_k &\to \hat{y} \quad \text{weakly in} \quad L^2((0,T);\mathbb{L}^2). \tag{4.34}
\end{align*}$$

Since $v_k \in \mathbb{U}_{ad}$, which is a closed and convex subset of $(L^2(0,T))^n$, we can deduce that

$$\hat{u} \in \mathbb{U}_{ad}. \tag{4.35}$$
It follows from the definition of very-weak solutions of (4.31) that
\[
\sum_{i=1}^{n} \int_{Q_i} y_i^i \left( -\phi_i^i + D_{b_i^i}^\alpha (\beta^i D_{a_i^i}^\alpha \phi^i) + q_i^i \phi^i \right) \, dx \, dt
\]
\[
= \sum_{i=1}^{n} \int_{Q_i} f_i^i \phi^i \, dx \, dt + \sum_{i=1}^{n} \int_{a_i}^{b_i} y^{0,i}(x) \phi^i(x,0) \, dx
\]
\[
- \sum_{i=2}^{m} \int_{0}^{T} v_{i,k}(t) D_{a_i^i}^\alpha (\phi^i)(b_i^-_t, t) \, dt + \sum_{i=m+1}^{n} \int_{0}^{T} v_{i,k}(t)(I_{a_i^i}^{1-\alpha} \phi^i)(b_i^-_t, t) \, dt,
\]
for every \( \phi = (\phi^i) \in \Phi \). Passing to the limit in (4.36) as \( k \to \infty \), while using (4.33)-(4.34), we obtain that \( \hat{y} = (\hat{y}^i)_i \) is a very-weak solution of (4.31) with \( \hat{u}_i \) replaced by \( u_i \). The uniqueness follows from the strict convexity of \( J \). The proof is finished. \( \square \)

Next, we characterize the first order optimality conditions.

**Theorem 4.13.** Let \( 0 < \alpha \leq 1 \). Let \( q^i \) and \( \beta^i \) satisfy Assumption 4.2. Let \( \check{u} = (\check{u}_i)_i \in U_{ad} \) be the optimal control for the minimization problem (1.1)-(1.2). Then, the first order necessary optimality conditions are given by

\[
\sum_{i=2}^{m} \int_{0}^{T} (\check{u}_i(t) - (\beta^i D_{a_i^i}^\alpha \hat{p}^i)(b_i^-_t, t)) (v_i(t) - \check{u}_i(t)) \, dt
\]
\[
+ \sum_{i=m+1}^{n} \int_{0}^{T} (\check{u}_i(t) + (I_{a_i^i}^{1-\alpha} \hat{p}^i)(b_i^-_t, t)) (v_i(t) - \check{u}_i(t)) \, dt \geq 0
\]
(4.37)
for all \( v = (v_i)_i \in U_{ad} \), where \( \check{p} \) solves the backward system

\[
\begin{cases}
-\hat{p}^i_i + D_{b_i^i}^\alpha (\beta^i D_{a_i^i}^\alpha \hat{p}^i) + q_i^i \hat{p}^i = \hat{y}^i - y_d^i & \text{in } Q_i, \ i = 1, \ldots, n, \\
(I_{a_i^i}^{1-\alpha} \hat{p}^i)(a_i^i, \cdot) - (I_{a_i^i}^{1-\alpha} \hat{p}^i)(b_i^i, \cdot) = 0 & \text{in } (0,T) \ i \neq j = 1, \ldots, n, \\
\sum_{i=1}^{n} (\beta^i D_{a_i^i}^\alpha \hat{p}^i)(a, \cdot) = 0 & \text{in } (0,T), \\
(I_{a_i^i}^{1-\alpha} \hat{p}^i)(b_i^i, \cdot) = 0 & \text{in } (0,T), \ i = 1, \ldots, m \\
(\beta^i D_{a_i^i}^\alpha \hat{p}^i)(b_i^-_t, \cdot) = 0 & \text{in } (0,T), \ i = m + 1, \ldots, n, \\
\hat{p}^i(\cdot, T) = 0 & \text{in } (a, b_i), \ i = 1, \ldots, n,
\end{cases}
\]
(4.38)
and \( \hat{y} \) is the unique very-weak solution of the state equation (1.2) with \( u_i \) and \( v_i \) replaced with \( \check{u}_i \). In addition, (4.37) is equivalent to

\[
\check{u} = (\check{u}_i)_i = \begin{cases}
P_{U_{ad}}((\beta^i D_{a_i^i}^\alpha \hat{p}^i)(b_i^-_t, \cdot)), & i = 2, \ldots, m \\
P_{U_{ad}}(-(I_{a_i^i}^{1-\alpha} \hat{p}^i)(b_i^-_t, \cdot)), & i = m + 1, \ldots, n,
\end{cases}
\]
(4.39)
where \( P_{U_{ad}} \) is the projection onto the set \( U_{ad} \). Moreover, since the functional \( J \) is convex, we have that (4.37) is also a sufficient condition.
Proof. The proof follows the lines as the case of a single edge in Theorem 3.8 by using the Lagrangian
\[ L(y,v,p) = J(v) + \sum_{i=1}^{n} \int_{Q_i} f^i p^i \, dx \, dt + \sum_{i=1}^{n} \int_{a_i}^{b_i} y^0(x) p^i(x,0) \, dx \]
\[ - \sum_{i=2}^{m} \int_{0}^{T} v_i(t)(b_i^\alpha(b_i^\beta p^i)) \, dt + \sum_{i=m+1}^{n} \int_{0}^{T} v_i(t)(I_{a+i}^{1-\alpha} p^i) \, dt \]
\[ - \sum_{i=1}^{n} \int_{Q_i} (-p_i^i + D_0^{-\gamma} (\beta D_0^{\alpha} p^i) + q^i p^i) y^i \, dx \, dt. \]
We omit the details for brevity. \( \square \)

5. Concluding remarks

We investigated an optimal control problem of a fractional parabolic partial differential equation involving a fractional Sturm-Liouville operator in a space interval, and in a general star graph, where the Sturm-Liouville operator is obtained as a composition of a left fractional Caputo derivative, and a right fractional Riemann–Liouville derivative. We proved that the considered fractional optimal control in an interval as well as in the graph has a unique solution. We then derived the optimality system that characterizes the control in an edge by means of the Euler-Lagrange optimality conditions, and also in the graph by using the method of Lagrange multipliers.
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