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1. Introduction

As the Bank of England analyst Jonathan Fullwood (Fullwood, 2016) has observed, today’s central bank texts are unnecessarily complex. Understanding most articles in high quality media and most fictional texts produced by great writers

¹ The authors express their sincere gratitude to Yulia Shchadilova, Vadim Grishchenko, Maria Romanova, and Aydar Imaev for help with data processing and for informative discussions at different stages of the work. We also thank two anonymous reviewers for their comprehensive comments, which have greatly improved the paper.
requires no more than 10 years of education. Even understanding a speech from Nobel Laureate in physics Richard Feynman explaining Heisenberg’s uncertainty principle would require only eight years of education. However, most central bank texts require 14 years of education.

Haldane et al. (2020) argue that central bank communications should be understandable for not only financial market participants or financial journalists, but also the broad public. First, this would allow central banks to be held accountable to the public and give the latter confidence that the ‘independent central bank is fulfilling its social contract’. Second, understanding breeds credibility, which helps to better manage inflation expectations. Central bank credibility has a significant impact on economic growth and improved social well-being (Algan and Cahuc, 2014). Freedman and Laxton (2009) show that the higher the credibility, the closer inflation expectations are to the target, other things being equal. They also note that good communication supports the independence of central banks. A publicly understandable regulator confirms its political mandate and can pursue a more independent policy.

One of the pillars of inflation targeting regimes is openness, which is crucial for effective management of inflation expectations. The wide spread of those regimes has contributed to the fact that over the past three decades, central banks have transitioned from ‘esoteric art’ (Brunner, 1981), ‘mumbling with great incoherence’ and following the ‘Never apologise, never explain’ rule to detailed explanations of the logic of their actions.

Good communication allows several things:
1) Provision of economic agents with guidance on further central bank actions, reducing the unpredictability of decisions (monetary policy ‘surprises’);
2) Influence on the formation of inflation expectations;
3) Increase of trust in the central bank and its policies.

As for Bank of Russia monetary policy ‘surprises’, the topic is covered in detail in the report of the International Monetary Fund (2018, Chapter 3) and in the review by Isakov et al. (2018). Both studies conclude that the predictability of Bank of Russia decisions is not high enough and that there is significant potential for improvement.

As regards inflation expectations, it can be stated that at present they are two to three times higher than the inflation target. Although inflation expectations exceed the inflation target in many countries, a several-fold excess is the exception rather than the rule.

Finally, public opinion polls show that the level of public trust in the Bank of Russia generally remains low (see Figure 1).

---

2 Alan Greenspan, head of the US Federal Reserve System (FRS) from 1987 to 2006, noted shortly after his appointment: ‘Since I’ve become a central banker, I’ve learned to mumble with great incoherence. If I seem unduly clear to you, you must have misunderstood what I said.’

3 This statement is known as the ‘personal motto’ of Sir Montagu Norman, the governor of the Bank of England from 1920 to 1944.

4 See http://cbr.ru/eng/analytics/dkp/inflation_expectations/
The literature tends to highlight two key characteristics of effective communication: transparency and readability. In this, transparency of communication refers to the degree to which the central bank discloses information about its decisions and the reasoning behind them (see, for example, Eijffinger and Geraats, 2006; Svensson, 1997; Laxton and Freedman, 2009; Dincer and Eichengreen, 2008, 2014). Readability is defined as the array of all the parameters of the text that help the reader to quickly understand the information contained in it (for more details, see Section 2, as well as the papers by Fracasso et al., 2003; Bulíř et al., 2008; Blinder, 2004; etc.). Some researchers, in particular Fracasso et al. (2003), also talk about the importance of adapting the style of communication to a specific audience. Striking examples of targeted communication, aimed in this case at the younger generation, are the comics on the subject of the US Federal Reserve’s monetary policy5 or the Bank of Jamaica’s reggae hit about inflation.6

Readability and transparency are important to all central bank audiences. If the central bank communicates clearly, unambiguously and fully reveals the logic of its decision-making, then it is better understood by both professional audiences (financial sector, investors, and analysts) and the wider public (real sector, population) (see Haldane and McMahon, 2018). In addition, as Robert Gunning, the creator of one of the world’s most popular readability indexes, noted, the larger the target audience, the more simply the text should be written (Gunning, 1952). The audience of a national central bank is the entire population of the country, as well as foreign investors, analysts, and experts.

---

5 See https://www.newyorkfed.org/medialibrary/media/outreach-and-education/comic-books/NewYorkFed-TheStoryOfMonetaryPolicy-WebColor.pdf
6 See https://www.youtube.com/watch?v=wm9L9lY1fIE
The purpose of this study is to create a tool for automated assessment of the readability of economic texts in Russian taking into account existing experience in linguistic and textual analysis and using modern machine learning methods. The study also aims at drawing conclusions on how easily the general public understands the Bank of Russia’s monetary policy communication.

To achieve this goal, we set the following tasks.

1) Study the experience of foreign and Russian linguists in assessing the readability of texts.
2) Study existing experience in solving the problems of assessing the readability of central bank communications.
3) Create a linguistic model for assessing texts that on economic topics and train it on a sufficient corpus of texts. The creation of such a corpus of texts is a subtask.
4) Assess the readability of the communication of the Bank of Russia and develop proposals for improvement.

The contribution of this paper to the scientific literature consists in the application of achievements from various fields of knowledge (mathematical linguistics, data science, Russian philology, and econometrics) to create a practically applicable neural network model for assessing the quality of the Bank of Russia’s texts on monetary policy issues. An important advantage of the model is its interpretability: it equally takes into account the content of the text and its expert-extracted linguistic characteristics, which are responsible for the readability and quality of the text. Until now, there have been no automated tools for assessing the readability of texts on monetary policy issues to determine their comprehensibility to the general public, which is of particular importance in the context of an inflation targeting regime, with its focus on openness. Another important contribution is the compilation of a specialised training corpus out of 10,000 texts marked according to level of complexity. The simultaneous application of different scientific fields can be useful for future researchers in solving similar applied problems.

Further, the paper is structured as follows. In Section 2, we summarize the previous studies, considering the construction the classical readability indices of the mid-20th century and more advanced linguistic research on text quality determination based on different characteristics (lexical, syntactic, morphological, phonetic, discursive). We also review the previous research in text quality determination via classification of texts’ readability through machine learning and natural language processing (NLP). In addition, we consider the experience of Soviet and Russian linguists in identifying the Russian text characteristics and corresponding complications. Finally, we examine existing research on the text quality of central bank communication. The main part of this paper (Section 3) models the readability of economic texts in Russian. In Section 4, we apply the trained model to Bank of Russia texts on monetary policy issues and provide some linguistic recommendations to improve their readability. In Section 5, we
2. Literature review

2.1. Linguistic prerequisites for readability and classical indices

The earliest papers on determining the readability of texts date back to the middle of the 20th century. The increasing flow of information and the search for the optimal communicative language for the target audience (schoolchildren, students, immigrants) determined the motivations of the first researchers of the written language quality (Dale and Chall, 1948; Flesch, 1948).

Dale and Chall (1948) give the following classic definition of readability: Readability is the array of all the parameters of a text that help readers quickly understand the relevant information contained in it. DuBay (2004) details the history of the research on readability. In this work, we will not repeat it, but focus on the text parameters that Dale and Chall (1948) talk about.

All classic methods for assessing readability and complexity are based on statistical metrics of the text. Conditionally upon the assessed parameters of the text, these metrics can be divided into six groups:

1) Syntactic (structure of sentences);
2) Lexical (characteristics of individual words);
3) Morphological (weights of individual parts of speech or the structure of the words);
4) Phonetic (text’s euphony);
5) Semantic (meanings of the text’s constituent words);
6) Discursive (internal connections of the text and the parameters of functional styles of language).

The first readability indices were based on just two basic assumptions that short sentences and short words are easier to read than long ones. The famous Flesch index (Flesch, 1948), which is still used today, includes only one syntactic (average sentence length) and one lexical (average word length) characteristic of the text. Calibration data were obtained by empirical examination of a test set of texts, mapped for complexity by the author. Accordingly, if the same study is conducted on a different dataset, the coefficients in the formula may be different. In 1975, Kincaid et al. (1975) refine this methodology at the request of the US Navy, who wanted a convenient tool for assessing the simplicity of instructions for sailors. The output of the Flesch-Kincaid test is the number of years of study in the American educational system required to understand a text successfully.

In the subsequent years, many studies aimed at expanding the list of the linguistic characteristics used to assess the readability of a text, and to date, there are more than 200 formulas for such assessment (Solnyshkina and Kiselnikov, 2015).
Some modern models use hundreds of text characteristics. For example, Coh-Metrix (Graesser et al., 2014) uses 200, and the François model (2015) uses 406 characteristics. Models with the maximum number of linguistic characteristics is a popular approach to assessing the readability and quality of text today. This has largely become possible due to automatic information processing, which has significantly reduced the costs. The second approach is the search for new, more complex linguistic characteristics, primarily in the field of the discursive level of text.

The most important characteristics to determine readability are lexical (Chall and Dale, 1995). This group includes several dozen metrics. Their choice is based on the idea that if the reader knows all the words in the text and uses them often, understanding the text should not present any difficulty. Abbreviations, foreign, or even simply long words make reading more difficult. Collins-Thompson and Callan (2005) additionally use the frequency of N-grams, that is, sequences of syllables, words, or letters. Research on the lexical premises of textual complexity accounts for a significant proportion of readability research, from Lively and Pressey (1923) to the most recent by Imperial and Ong (2021).

Syntactic characteristics are a second popular area of research. Golub and Kidder (1974) significantly expanded the list of syntactic metrics, adding to the gold-standard ‘average length of sentences’ such characteristics as the proportion of complex sentences, the average length of the simple clauses in a complex sentence, as well as the weight of sentences burdened with gerund and participial phrases, and some others. Heilman et al. (2007) show the importance of the tense forms of verbs to the complexity of the text, and vor der Brück et al. (2008) points at the importance of distance that separates the predicate from the related parts of the sentence. Schwarm and Ostendorf (2005) propose an even more complex system involving the use of a graph of the related groups of words within a sentence (parse tree).

Morphological characteristics also affect text complexity, although they have attracted much less attention from researchers, which may be due to the greater morphological simplicity of the English language in comparison with many others, including Russian. In papers devoted to the readability of texts in non-English languages, interest in morphological characteristics is higher; for example, an approach to assessing readability using morphological characteristics for texts in German is discussed in Hancke et al. (2012). The main metrics for assessing morphological complexity are based on the prevalence of different parts-of-speech in the text. Such textual characteristic as the frequent usage of numbers may be of particular interest for the purposes of this research (see Curto et al., 2015).

Ivanov (2013) proposes a new approach to assessing readability, introducing phonetic readability indicators for the Russian language. Describing the research idea, the author quote Aristotle: ‘What is written should be readable and easy to speak, which is the same thing.’ Based on the stylistic rules of the Russian language, as well as the results of analysis of a corpus of tongue twisters, the author identifies criteria that worsen the euphony of individual words and sentences, and creates
a measure for assessing euphony, the euphonic index. The higher the index value, the more euphonious is the text.

The groups of features listed (lexical, syntactic, morphological, and phonetic) constitute what is called the superficial level of textual assessment. Many researchers (e.g. Bruce et al., 1981) criticise classical readability indices for their formal approach, use of the minimum number of metrics, and complete disregard for the actual content of the text and the complexity of the thoughts contained in it. There is now a vast layer of literature devoted to the study of textual characteristics associated with content.

For example, semantic characteristics allow for deeper analysis and inferences about complexity based on the meanings of words. Lorge (1939) shows that prepositional phrases in English affect readability. Graesser et al. (2014) note the importance of such properties as abstractness or, conversely, the ease of visualisation of the content of the text. A text full of abstract concepts is perceived as more difficult than one that deals with more concrete things. For this reason, for example, the shorter word ‘ion’ is more complex than the longer word ‘strawberry’ (which casts doubt on the classical criteria of lexical systems of readability). In Krioni et al. (2008), it was shown that this criterion can be used to automatically assess the readability of texts in Russian.

Additionally, researchers highlight the discursive characteristics of text. These are associated with meaning, style, and the reader’s understanding. This approach was proposed by the French linguist Benveniste (1966). Discursive characteristics are of a psycholinguistic nature and are the most difficult to extract. Some of these characteristics cannot be reliably extracted at all, such as, for example, the coherence or integrity of a text. That said, there is no consensus among researchers on how useful those characteristics are. For example, Feng et al. (2010) suggest that ‘discursive features do not appear to be very useful in constructing effective readability metrics’. At the same time, researchers’ interest in them remains high. The most popular metrics in this category are primarily related to topic modelling and Latent Semantic Analysis (LSA), which allows the identification and comparison of the internal connections in a text (Deerwester et al., 1990).

The main statistical parameters of a text used in the literature are given in Appendix 1 (see online version of the paper).

Despite the emergence of increasingly complex metrics, new formulas for assessing readability have barely been able to outperform classical ones (François, 2015). However, this has changed with the development of natural language processing (NLP) methods.

2.2. Machine learning and natural language processing methods for assessing the readability of texts

Modern readability studies most often use methods of machine learning, statistical assessments and automatic word processing of texts, in particular,
methods of random forest, support vector machines (SVM), and neural networks. They all can process huge amounts of data. Libraries that researchers may have at their disposal include hundreds of thousands or even millions of texts, making the model interpretations of the texts close to human perception. Consequently, modern methods predict the readability much more accurately than classical indices.

Si and Callan (2001) were among the first to use statistical language models (LM) to assess readability, with predictive power significantly higher than the classic Flesch-Kincaid index (the accuracy of classification of text levels was 70.5% versus 21.3%). Collins-Thompson and Callan (2005) use LM and a multinomial naïve Bayes classifier to achieve a score accuracy of 79% on a corpus of texts composed of web pages (i.e. the system correctly classifies 79% of texts). Moreover, their model includes only four predictors: words outside of a list of the simplest, unique words count in every 100 words, frequency of words in the English language, as well as the Flesch-Kincaid index itself. The fact that this approach performs very well on a corpus of relatively short web page texts is especially important, since classic readability indices have traditionally not worked well with short texts.

Schwarm and Ostendorf (2005) pioneered the use of SVM, one of the simplest machine learning methods used to solve classification and regression problems, to assess readability. The authors’ model uses as predictors the average length of sentences, the average syllable length of words, the Flesch-Kincaid index, the degree of use of rarely used words, and several characteristics in the representation of graphs (average length of connected groups of words within sentences, average sizes of groups of words around nouns, average sizes of groups of words around verbs, average number of subordinate clauses). The accuracy of the model ranges from 60% to 87%, depending on the level of education for which the classified texts were designed, and the share of classification errors was several times (in some cases by an order of magnitude) smaller than when using the classic Flesch-Kincaid index.

SVM has been used successfully in many other studies. François (2015) proves the power of the classical linguistic characteristics of a text in French to predict its readability. Falkenjack et al. (2013) analyse in detail the morphological differences between Swedish and English, taken into account in their model for evaluating texts in Swedish, and also provide an analysis of individual linguistic characteristics. Mohammadi and Khasteh (2019) test a method to assess the readability of arrays of texts in English and Farsi.

Somewhat more rarely than SVM, decision trees and random forests are used to classify texts; the essence of the latter method is the use of a large number of decision trees, which together have good predictive power. In Kauchak et al. (2014) and Santucci et al. (2020), random forests perform better than other models.

Today, the most modern class of models for solving various problems in working with text is neural networks. Thanks to giant datasets, millions of network
parameters, and massive computing power, they far outperform other machine learning algorithms when properly trained. Convolutional neural networks (CNN) and recurrent neural networks (RNN), primarily long short-term memory (LSTM) and gated recurrent units (GRU), are the most widely used for text classification (Luan and Lin, 2019).

There are two approaches to using neural networks for NLP. The first is to use the network to classify texts. In this case, the model takes raw texts as input and assigns them to classes. With this approach, researchers allow the network to decide for itself the criteria used to classify texts. The second approach is to use combined data: vectorised text and linguistic characteristics. In the first case, the researcher has no control over the operation of the network; in the second case, the model preserves the linguistic foundation and the ability to change the proportions of the network taking into account the text itself and its linguistic characteristics.

The first approach is used by Kim (2014), Deutsch et al. (2020), and Martinc et al. (2021), who investigate, among other things, the possibility of increasing the efficiency of neural network models for texts and find that adding linguistic characteristics to the models does not significantly improve their quality. The number of possible network parameters (millions) far exceeds the number of linguistic characteristics extracted statistically (hundreds).

The second approach is successfully applied, for example, by Meng et al. (2020). The authors propose the pre-processing of a text using the ReadNet system of linguistic characteristics, which allows the neural network to ‘decode’ the text and handle the classification task a little faster.

There are no significant differences in classification accuracy between these two approaches. However, the second approach makes it possible to make the network application more manageable thanks to the expert selection of linguistic prerequisites.

2.3. Readability of texts in Russian

There are not many papers devoted to the readability of texts in Russian. The Flesch index, developed in 1948, was adapted for the Russian language only after almost 60 years (Oborneva, 2006). The formula proposed is currently the most popular tool for assessing the complexity of texts in Russian.

However, the Soviet linguistics did not ignore the issue of text readability or its statistical characteristics. The foundation for future research in this area was laid in Lesskis (1962, 1964). The author notes that an indicator like the average length of sentences is associated with the nature of the text (for example, longer sentences are characteristic of narratives, short sentences are characteristic of segments with active action), while the longest sentences are characteristic of scholarly papers. Although Lesskis does not directly conclude
that scientific texts are difficult to read and understand, he describes in detail their linguistic differences from fiction.\footnote{In particular, scientific texts are characterised by high verbal noun content, the dominance of nouns in the genitive case (38.9\% versus 21\% for fiction), and the frequency of isolated constructions (18\% versus 16.4\%). The large percentage of verbal nouns somewhat compensates for the small use of verbs in it, Lesskis explains. The greatest contrast between the scientific and fictional text is manifested in syntax. Namely, scientific texts are dominated by the ‘molecular’ type of predicativity with the compositional type of connection, that is, predicative phrases that, in principle, can be decomposed into several phrases. For example, the phrase ‘These phenomena are based on the idea of the existence...’ can be transformed into the phrase ‘These phenomena are based on the idea that there exists...’ without destroying predicativity. In general, this observation is consistent with foreign studies regarding the average parse tree length as a significant factor in predicting readability.}

Several Soviet linguists developed their own readability formulas. In particular, the formula proposed by Mikk (1970) deserves mentioning. It assesses the readability of texts in Estonian, but the patterns discovered by the author are important for subsequent research. The author offers two predictors for such characteristics as ‘the difficulty of word connections’, the number of conscious grammatical connections between words and the total strength of semantic connections, and in addition, indicates that the complexity of a text can be estimated by the time the user spends reading it. Finally, the author states that the complexity of a text increases with increasing abstractness, while the repetition of unfamiliar words in the text contributes to the understanding of the text. He encourages authors to use shorter sentences, reduce the number of unfamiliar words, and prefer concrete words over abstract ones.

Tuldava (1975) proposes his own readability formula and expresses the idea of using an additional predictor to assess the difficulty of a text: the number of polysemous words.

Matskovskiy (1976) develops a formula for assessing readability (he calls it an assessment of the difficulty of a text) for the Russian language, which generally corresponds with the prevailing world practice at the time. As predictors, he chooses the average length of sentences (in words), as well as the percentage of words in the text consisting of more than three syllables. Matskovskiy verified the formula by asking readers to evaluate non-fiction texts at seven levels from simple to difficult. However, despite the successful testing of the methodology, the formula has not gained widespread acceptance (Oborneva, 2006).

Piotrowski et al. (1977), in their magnum opus Mathematical Linguistics, set the standard for the statistical processing of texts in Russian. This made it possible to formalise previously existing approaches. However, studies of the quality of a text in Russian based on statistical methods were hampered by the lack of a generally accepted linguistic understanding of a text quality. Solnyshkina and Kiselnikov (2015) directly indicate that Russian linguistics was unable to agree on what, in fact, is considered a readable text in Russian, and how the concepts of ‘complexity’, ‘difficulty’, ‘intelligibility’, and ‘readability’ of a text differ. Every linguist understood this issue in his or her own way. Razumovsky (1999; cited by:
Solnyshkina and Kiselnikov, 2015) also noted the lack of consensus in Russian linguistics on what to consider as criteria for the text complexity.

For an effective assessment of the readability of texts in Russian, a number of interdisciplinary studies are required, concerning the identification of the characteristics of a text that complicate its perception, statistical language models (LM), and methods of automatic text processing. Due to the interest in machine learning methods and big data, there have been more such studies in recent years.

Krioni et al. (2008) presented an automated algorithm for assessing the complexity of texts with deep linguistic elaboration. Particular emphasis is placed in the work on definitions included in the text: if users of the text can easily read them, or if they have difficulties. Nevdakh (2008) proposes a method for the automated determination of the text complexity using discriminant analysis based on the average paragraph length in words, the percentage of words with 11 letters or more, and the percentage of words with 13 letters or more. These textual characteristics turned out to be the most important among the 49 different characteristics. To reduce the attribute space, cluster and factor analyses, the method of correlation of galaxies and Wroclaw taxonomy, and multidimensional scaling were used. This methodology can be used in other studies where it is necessary to select the most significant features of a text.

As far as we know, today there are two models for assessing the readability of texts in Russian based on linguistically grounded characteristics and machine learning methods: Karpov et al. (2014) and Reynolds (2016). Both models are designed to classify educational texts, primarily for those studying Russian as a foreign language.

Karpov et al. (2014) investigate the effect on readability of various predictors characterising the correlation of the text analysed with the active vocabulary. In total, the model uses 25 characteristics. Reynolds (2016) takes a similar approach, but his paper is based on a broader set of inputs. The classification of texts is carried out using the random forest method and 179 linguistic characteristics of text, of which 32 (including 14 morphological) are critically important. The model's F-score efficiency is 67%. Reynolds (2016) considers morphological as well as parse tree variations as the most important characteristics. This is an interesting result, which speaks of the significant difference between Russian and English, where morphology has little to do with readability. However, the author notes that he does not use semantic characteristics, LM, or fine tuning of syntax. In his assessment, these characteristics have the potential to improve models for assessing the readability of the Russian language.

Also noteworthy is the work of Rybka et al. (2015), which proposes a protocol for identifying the syntactic structure of a text using neural network algorithms. The model proposed by the authors partly compensates for the lack of systems developed for the Russian language for constructing parse trees similar to the existing English-language systems.
2.4. Clarity of central bank texts on monetary policy issues

Central banks have become concerned about the clarity of their communication, largely due to the transition to inflation targeting regimes. Research shows that in these monetary policy regimes, good communication is very important to hitting the targets (Blinder et al., 2008; Bulíř et al., 2013).

Fracasso et al. (2003) analyse which qualities of inflation reporting (an important tool for explanations about monetary policy) ensure the predictability of monetary policy decisions for the general public. The authors evaluate reports with the help of several readers invited to participate in the project. The estimates obtained show that there is a trade-off between the length of a text and its readability, and that such qualities of reports as the persuasiveness and amount of information provided negatively correlate with their comprehensibility to non-economists. The authors recommend avoiding long reports, since in long texts information that is important to readers may go unnoticed.

Dincer and Eichengreen (2008, 2014) develop a transparency index for central bank communication. The index goes through a list of monetary policy issues about which information can be disclosed by the central bank, and can take values from 0 to 15 (‘0’ means very closed communication, ‘15’ means maximally transparent communication). The questions in the index are lumped into five groups that reflect political, economic, procedural, and operational openness, as well as openness in decision-making (see Appendix 5 for more details). Having calculated index values for central banks in more than 100 countries, the authors show that transparency of central bank policies reduces the volatility of inflation.

Jansen (2011a, 2011b) and Bulíř et al. (2014) propose the use of the classical Flesch-Kincaid index to assess the clarity of communication and demonstrate the existence of an inverse relationship between the readability of central bank texts and the volatility of financial markets.

Following Jansen (2011b), Hernández-Murillo and Shell (2014) analyse statements by the Federal Open Market Committee (FOMC) of the US Federal Reserve using the Flesch-Kincaid index. The authors show that, as FOMC statements become more detailed (and this may indicate more transparency in decision-making), they also become less intelligible. By the end of Alan Greenspan’s chairmanship in January 2006, the FOMC statements had an average length of 210 words, requiring 14 years of education to understand. In subsequent years, in the context of the global financial crisis, the size and complexity of the texts increased dramatically: by January 2009, during Ben Bernanke’s chairmanship, the average length of statements reached 400 words, and under Janet Yellen, it exceeded 800 words, so 16 years and 18–19 years of education were required, respectively, to understand these texts. Thus, with the transition to unconventional monetary policy, the FOMC statements became little understood even by university graduates.
Bulíř et al. (2013) uses the Flesch-Kincaid index to conclude that low readability of central bank materials is associated with increased volatility of inflation.

Bruno (2017) uses NLP techniques (in particular, latent semantic analysis), together with the classic automated readability index (ARI) and the modification of the Flesch-Kincaid Index for the Italian language, to assess the readability of Bank of Italy financial stability reports, and comes to the conclusion that these documents are understandable only to people with higher education.

Omotosho (2019) uses text mining techniques to assess the communication of the Bank of Ghana. In this work, the method of sentiment analysis (or opinion mining) is also used, which allows the drawing of conclusions about the dominance of optimism or pessimism in communication, which correlates with general economic situation.

The communication of central banks under inflation targeting regimes is aimed at minimising monetary policy surprises. As Benchimol et al. (2020) point out, the impact of surprises spreads through two channels: the financial asset channel (investors are forced to revise their portfolios after unexpected decisions by the central bank) and the behavioural channel (increasing uncertainty complicates the task of forecasting the future). In the latter case investors’ uncertainty about the future creates the risk that negative sentiments will be more prevalent in the markets. The authors note that better understanding of the risks associated with monetary policy surprises has led to greater transparency in central banks, but quantifying it using the method proposed by Dincer and Eichengreen (2008) does not take into account aspects of communications such as volume, readability, or the sentiment that they transmit. Benchimol et al. (2020) propose combining the readability and transparency criteria when assessing the clarity of communication. We follow this approach in the empirical part of our research.

As for research on the clarity or readability of Bank of Russia communication, to the best of our knowledge there are none so far.

3. Development of a readability metric for economic texts in Russian

3.1. Linguistic characteristics of text

The first step in our paper is to develop a linguistically based set of characteristics that affect readability. A summarised list of the characteristics we formulated on the basis of domestic and foreign research is presented in Table 1 (see Appendix 1 for a detailed list, and more detail in Appendix 2). The list includes 44 textual characteristics which cover all levels: syntactic, lexical, morphological, phonetic, semantic, and discursive. We tried to take into account the main conclusions and recommendations of previous researchers, including the importance of the
morphological features for the Russian language, the genitive case in scientific texts, the importance of euphony, the coherence of the internal structure, and others.

Table 1. Textual characteristics (summary)

| Category           | Number of features |
|--------------------|--------------------|
| Syntactic          | 12                 |
| Lexical            | 16                 |
| Morphological      | 7                  |
| Phonetic           | 1                  |
| Semantic           | 5                  |
| Discursive and others | 3              |
| **Total**          | **44**             |

*Source: compiled by the authors*

We also added some new textual characteristics that may be useful in working with economic texts, such as the weight of specific punctuation (colon, semicolon, parentheses), the average number of verbs in the passive voice and reflexive form, the weight of constructions with consecutive nouns (‘noun strings’) and derivative prepositions, the weight of markers of uncertainty, and the weight of markers of ‘wateriness’ (it is assumed that this metric will be higher for non-economic texts as they are less concentrated; the metric accounts for words that do not carry the main semantic load and serve, for example, as links between individual elements within the text or deviations from the main topic). In addition, we introduce an adapted ARI for economic texts in Russian (see below).

We use the following dictionaries in our paper: OpenCorpora, Tikhonov (2002), Lyashevskaya and Sharov (2009), Andryushina and Kozlova (2013), and Klobukova et al. (2014).

In the group of **syntactic** features of the text, we include the classical criteria for the syntactic complexity of text, from the average length of sentences in words to the average length of the parse tree. We also measure the proportion of compound and complex sentences, participles and verbal adverbs that impede the perception of text. As already noted, we single out sentences with passive and reflexive verbs into a special group. In a way similar to Karpov et al. (2014), we add a metric that captures the proportion of extra-long sentences (we consider sentences of more than 25 words to be extra-long). Since the model classifies economic texts, we also keep track of the share of the numbers and complex punctuation that are typical in such publications.

The group of **lexical** features of text is represented by three main subgroups. The first subgroup contains metrics that reflect the proportion of words that are not included in lists of lexical minimums. For such lists, we took the A2 and B1 lists from the dictionaries of Andryushina and Kozlova (2013) and Klobukova et al. (2014): together they give about 3,000 of the most common words, which corresponds to the popular method of Chall and Dale (1995). In addition, we

---

8 See http://opencorpora.org/dict.php
introduced an inverse metric that calculates the proportion of words from the bottom 30% in the frequency dictionary, as well as words not in the dictionary at all. Presumably, this metric penalises the system for using too much terminology.

The second subgroup is various metrics of lexical diversity, including the ratio of the number of unique lexical units (type) and the total number of word forms (token) in the text (Type-Token Ratio, TTR). The best texts are those in which the TTR approaches one, that is, the author is able to express a thought in different words and avoids repetitions, tautologies, and pleonasms. Since the TTR depends on the length of a text (it decreases with increasing length), which is a significant drawback, modern researchers use various modifications of it, which we have also taken into consideration.

The third subgroup is responsible for identifying excessive word length (based on previous studies, we took 6, 8, 10, and 12 letters as thresholds). In addition to the metrics from these three subgroups, we use a metric that reflects the proportion of verbal nouns (an important sign of ‘officialese’), as well as the classic indicator of the average word length (in characters).

The morphological level of a text is assessed using the Pymorphy2 library (Korobov, 2015), which works on one of the largest marked-up corpora for the Russian language, OpenCorpora. We used the part-of-speech tagging (POS tagging) standard in these studies. The metrics selected reflect the proportion of nouns, verbs, adjectives, adverbs, and pronouns. Additionally, we record the proportion of the genitive nouns characteristic of the scientific style and the average length of meaningful words in morphemes (using Tikhonov's 2002 dictionary).

The phonetic level is represented by one characteristic accounting for euphony. The formula for calculating this metric is based on the euphony index (Ivanov, 2013), while we exclude from the formula the part that penalises word length and sentence length in order to avoid correlation with our other metrics. Since a third of the Bank of Russia’s main communication is presented in an oral format (statements by the Governor following meetings of the Board of Directors), we considered it necessary to evaluate euphony as well.

Semantic characteristics allow us to get an idea of the semantic content of text. We include five such characteristics, two of which are mentioned above (markers of ‘officialese’ and ‘wateriness’). Based on Mikk (1981), we estimate the proportion of abstract nouns. Using the Stanza library (Qi et al., 2020), an entity density indicator was calculated, that is, the proportion of fixed concepts in the text (e.g. ‘inflation targeting’, ‘GDP’, ‘USA’, etc.). The fifth metric from this group is the weight of markers of uncertainty, or the proportion of lexical markers that account for the author’s degree of confidence (for a variant of the calculation method, see Rubin et al., 2006). Since this metric may be of great importance in monetary policy communication, its separation and application are of interest for future research.

Finally, we take into account discursive characteristics, of which there are only three: the average distance between sentences (allowing the assessment of the
connectivity of sentences among themselves, one popular metric for connectivity in text), the weight of discourse markers (non-semantic linguistic units), and an adapted ARI for economic texts in Russian.

To create the adapted ARI, we took the classic ARI formula with linear dependence of readability on the average length of words in characters and the average length of sentences in words. We estimated the coefficients of the respective regression (with the help of the stats package in the R program), we adapted its coefficients, taking into account the goals of our research. To do this, we formed a corpus of 10,000 texts, which we divided into 10 levels of readability. The entry levels, with the highest readability (10 to 7), are represented by home reading texts. The sixth level is information style texts (notes, news, articles, interviews, and other texts on general political topics). The following levels are represented by fictional, educational, and academic literature of increasing complexity. Finally, the first level (the worst readability) corresponds to laws, court orders, and monographs on financial and economic disciplines (for more details, see Section 3.2, as well as Appendix 4).

After estimating a linear regression, we obtained the following coefficients for the adapted ARI:

\[
\text{Level of textural clarity} = 19.025 - 2.184 \left( \frac{\text{characters}}{\text{words}} \right) - 0.048 \left( \frac{\text{words}}{\text{sentences}} \right) \tag{1}
\]

At this stage, we do not implement metrics based on the log likelihood function that give a probabilistic idea of the sentiment of a text, which have proven themselves useful for the English language (Pitler and Nenkova, 2008), due to the lack of the necessary dictionaries for the Russian language. Perhaps such dictionaries are absent because individual units of the lexical corpus of the Russian language themselves are much less emotionally coloured than units of the English language. Context plays an important role in the Russian language, and there are more ambiguous words in it. At the same time, the use of specialised libraries of sentiment analysis (such as Dostoevsky) would not help meet the objectives of this research, since the classification of texts on the basis of emotional colouring does not say anything about their quality: a negatively coloured text may be written as clearly and intelligibly as a positive one.

Table 2. Regression coefficients of the adapted ARI for economic texts in Russian

| Coefficient            | Coefficients | Standard error | t-value |
|------------------------|--------------|----------------|---------|
| Characters/words       | -2.184***    | 0.021          | -102.65 |
| Words/sentences        | -0.048***    | 0.002          | -26.08  |
|                        | 19.025***    | 0.113          | 168.77  |

Significance: *** – 0.001; ** – 0.01; * – 0.05

R²: 0.63; adjusted R²: 0.63

Source: authors’ calculations

---

9 For examples of texts in Russian, see https://econs.online/upload/medialibrary/66b/txt_examp.pdf
3.2. Corpus of texts

For the research tasks, it was necessary to form a corpus of pre-classified texts in Russian, since the already existing text corpora (for example, SinTagRus) do not include sufficient number of texts on economic topics.

One of the subtasks of this paper was the formation of a new dataset with data sufficient for the application of machine learning algorithms.

We based the expert classification of the supervised learning sample on the principle used in classical readability indices. The levels of textual complexity are determined depending on the number of years of education required to understand them. In this system, we took one important nuance into account. Since the models have to work with economic texts, we include such texts in the corpus starting at the sixth level of readability, with increasing complexity from easy-to-understand articles in the style of ‘personal finance advice’ to monographs on finance. Thus, at levels 10 to 7, 100% of the texts are fiction, at the sixth level, 10% of the texts are represented by the simplest notes from social and political media on topics related to economics (for example, news about an increase in pensions). At the fifth level, 25% of the texts are popular business literature and 'success stories', at the fourth level, 40% of the texts are articles in the genre of 'personal finance', at the third level, 50% of the texts are texts from business media, and 50% are textbooks on economic disciplines. At the second level, all 1,000 texts are articles from professional economic and financial publications. At the first level, all 1,000 texts are laws, governing financial activities, or monographs on economics and finance.

The characteristics of the corpus are set out in Appendix 4. In total, there are 10,000 texts in the corpus with lengths of about 300 words each, 1,000 texts at each level.

To test the models, we rated each text according to the 44 linguistic characteristics described in Section 3.1. As a result, we obtained a matrix with 46 columns and 10,000 rows. The first column is the expertly determined level of complexity of the text, the second is the text itself, and the remaining 44 are the results of the functions described in Appendix 2. Each model worked with all 10,000 texts.

3.3. Readability modelling

We use two models as basic ones. The first is the Flesch index adapted for the Russian language (Oborneva, 2006):

\[
\text{Oborneva Index} = 206.835 - 1.52 \left( \frac{\text{total words}}{\text{total sentences}} \right) - 65.14 \left( \frac{\text{total syllables}}{\text{total words}} \right). \quad (2)
\]

Since this formula gives an index value ranging from 0 to 100, and in our classifier there are ten levels, we divide the Oborneva index by ten and round to integers, thus bringing the output of the Oborneva regression model closer to the
output of our classifier for comparing the results. We were unable to find codes of classifying models for assessing readability in Russian in open sources, which, along with the popularity of Oborneva’s formula, predetermined the choice of this model as the basic one.

The second basic model is the classic Flesch index evaluated on our corpus. Using this model separates the effect of the corpus from the effect of the model.

\[
\text{Flesch Index} = 17.9773 - 0.0551 \left( \frac{\text{total words}}{\text{total sentences}} \right) - 4.7351 \left( \frac{\text{total syllables}}{\text{total words}} \right). \tag{3}
\]

For testing, we chose models that have successfully proven themselves in the work of previous researchers: the naïve Bayes classifier, k-nearest neighbours, linear discriminant analysis, random forest, support vector machine, XGBoost gradient boosting algorithm, neural network of LSTM type with textual input data, and Transformer neural network with textual input data and linguistic characteristics. For training all the models, except for the last two, a dataframe with dimensions of 8,500 × 44 was provided, that is, 44 linguistic characteristics extracted from each of the 8,500 texts. For the convolutional neural networks (CNN), only vectorised text was used as inputs. For the Transformer neural network, both types of data were used as inputs: vectorised text and 44 expertly selected linguistic characteristics.

Table 3 shows the results of the models’ operation on the test dataset (1,500 texts, about 150 texts per complexity level). The most successful (F1-score = 94.8%) is the Transformer neural network model, which is consistent with the results obtained by Meng (2020) for the English language.

Before proceeding to the description of the successful model, let us dwell on the significance of the linguistic characteristics selected. The random forest model allows a comparison of their contribution to the overall readability score. The top 5 characteristics with the highest predictive power are: the proportion of nouns in the text (POSN), the proportion of verbal nouns (VN), the proportion of words longer than eight letters (Lex8), the average word length (AvWord), and the ARI adapted for economic texts. Three of these five characteristics are lexical, which is consistent with the observations of previous studies. The importance of morpholexical features such as the richness of the text with nouns and, especially, verbal nouns allows the models to capture the scientific style. In our dataset, samples in the scientific style are placed in the most difficult levels.

The Transformer deep neural network model is an advanced version of the neural network model with attention mechanism. This model, proposed by Vaswani et al. (2017), has gained a lot of popularity in industrial models for textual analysis. As the basis for our model, we take a basic assembly from the TensorFlow library and improve it in such a way that the model directly takes into account the text and 44 linguistic characteristics preliminarily extracted from it in a ratio of 60% to 40%. Thus, we retain expert control over the neural network and can influence
its decision making through linguistic data. The information received by the neural network from the vectorised text is almost identical in weight to the information obtained from the data array with linguistic characteristics.

### Table 3. Outputs the models

| Model                                         | Precision | Recall | F1-score |
|-----------------------------------------------|-----------|--------|----------|
| Oborneva index (basic model 1)                | 0.1149    | 0.0755 | 0.0534   |
| Flesch index (basic model 2)                  | 0.1372    | 0.0951 | 0.0854   |
| Naïve Bayes (44)                              | 0.5175    | 0.5120 | 0.4919   |
| K-nearest neighbours (44)                     | 0.5923    | 0.5800 | 0.5775   |
| Linear discriminant analysis (44)             | 0.6169    | 0.6060 | 0.6096   |
| Random forest (44)                            | 0.6456    | 0.6433 | 0.6415   |
| SVM (44)                                       | 0.6546    | 0.6583 | 0.6564   |
| XGBoost (44)                                   | 0.6561    | 0.6592 | 0.6576   |
| CNN (text-only input)                         | 0.7270    | 0.7126 | 0.7173   |
| Transformer neural network with text and linguistic characteristics (44) | 0.9506 | 0.9480 | 0.9484 |

Source: authors’ calculations

### Figure 2. Error matrix of classification of the test dataset by the Transformer neural network

![Error matrix of classification of the test dataset by the Transformer neural network](image)

Note: Columns correspond to the actual levels of texts’ complexity; rows correspond to the model assessed levels of texts’ complexity.

Source: authors’ calculations

Initially, Transformer neural networks were intended for machine translation, since their architecture allows effective work with context. The internal mechanisms of this class of networks (the presence of an encoder and a decoder as groups of specialised layers) also make it possible to effectively solve the problems of the classification of texts. These models reveal the importance of all the other words in a sentence for each particular with the help of the attention mechanism. The output of this layer is fed into the feedforward neural network. An important advantage of Transformer networks is their faster learning compared with recurrent networks that use blocks of memory and back propagation of information.
Detailed results from the operation of the Transformer neural network according to the classification of our dataset are presented in Figure 2. The figure shows how the neural network classified all 1,500 test texts. It experienced difficulty only at the 7th level, which may be due to the thematic and stylistic proximity of the texts of this level to the texts of 8th and 9th levels; all three levels are composed of fiction. Since the most important levels for the purposes of our research are levels 3 to 6, we consider the slight difficulties that arose in the neural network with the classification of level 7 texts insignificant. Appendix 3 presents the architecture of the Transformer neural network. It has over 1.3 million learning parameters.

4. Assessment of the readability of Bank of Russia monetary policy communication and recommendations

We assessed the readability of Bank of Russia communications in 2013–2021 using the model obtained. The results are presented in Figures 3 to 7. The graphs show that Bank of Russia monetary policy communications are classified by the model mainly as falling into the first, second, and third levels of readability, that is, they are comprehensible to people with higher education in economics or even with academic degree in economics.

It can be noted that during the period under review, the probability of text falling into the sixth (target) level (communication comprehensible to school graduates) increased. The graphs of the class probability density in Figures 3 to 7 indicate that around 2018, the Bank of Russia began to gradually simplify its communication, and now some parts of it are more comprehensible to the general public.

Nevertheless, for communication to reach a level of readability as a whole that is fully comprehensible to the general public, these individual manifestations of improvements to the quality of text are still not enough.

It is worth noting that the readability of press releases and statements by the Governor of the Bank of Russia on the key interest rate may be subject to current economic uncertainties. Most of the time, their readability was at the third level and dropped lower during the 2014–2015 crisis, the volatility in the financial markets in the first half of 2018, the VAT hikes in early 2019, and the pandemic in 2020. Glas and Müller (2021) found similar results when assessing the readability of statements by members of the Executive Board of the European Central Bank.

Decomposition of the results of the operation of the model according to the 44 linguistic characteristics allows us to offer a number of recommendations for improving communication. Thus, the model indicates a need for less use of terminology (a large number of terms increases the average length of words) and a reduction in the proportion of nouns and complex polynomial sentences. It is also necessary to avoid such stylistic flaws as 'noun strings' and the widespread use of verbal nouns; these characteristics significantly reduce the readability of Bank of Russia texts.
Figure 3. Press releases on the key rate

a) classifier

b) class probability density

Note: Left scale – levels (classes) of texts’ readability; Figure 3b, right scale – probability density of classes.

Source: authors’ calculations

Figure 4. Statements of the Governor of the Bank of Russia on the key rate

a) classifier

b) class probability density

Note: Left scale – levels (classes) of texts’ readability; Figure 4b, right scale – probability density of classes.

Source: authors’ calculations

Figure 5. Monetary Policy Report

a) classifier

b) class probability density

Note: Left scale – levels (classes) of texts’ readability; Figure 5b, right scale – probability density of classes.

Source: authors’ calculations
5. Adaptation of the model for practical use and prospects for future research

We have created a model for the automated assessment of the readability of texts on monetary policy in Russian, but the following important points must be taken into account for its practical application.

1) The model's assignment of a text to one or another level is not very informative from the point of view of the prospects for improving the material. Therefore, along with this information, it is advisable to extract the key linguistic characteristics (out of the 44 selected) whose values are far from those of the sixth (target) level.
2) The clarity of communication goes far beyond readability. More information about the quality of communication can be obtained by adding other parameters to the readability model. For example, transparency, that is, the extent to which the central bank discloses information about monetary policy.

In this section, we will outline paths for the further improvement of the model in terms of adding characteristics for transparency.

From a theoretical perspective, transparency of the monetary policy is the absence of an information asymmetry between the central bank and economic agents (Blinder et al., 2008). In practice, this means that the central bank discloses, in a timely and easily accessible form, information about its strategy, about monetary policy decisions and its decision-making procedure, about its assessment of the economic situation, and much more. A large number of papers were released in the 2000s that prove the importance of transparency and develop tools for its assessment (e.g. Freedman and Laxton, 2009; Blinder et al., 2008; Eijffinger and Geraats, 2006).

In Russian studies (for example, Evdokimova et al., 2019; Kuznetsova and Merzlyakov, 2015), the index proposed by Dincer and Eichengreen (2008, 2014) is used to assess the transparency of the Bank of Russia (see Section 2.4. and Appendix 5). However, this index does not take into account the current monetary policy regime and, therefore, misses distinctions that are important for an inflation targeting regime. Al-Mashat et al. (2018) developed an index that focuses directly on inflation targeting countries (see Appendix 6 for the components of the index).

Assessments of the transparency of the Bank of Russia's communication on monetary policy using both indices are presented in Figure 8 (for the assessment of individual components of the indices, see Appendices 5 and 6). Since 2013–2014, the Dincer and Eichengreen (2014) index values have been in line with those of the central banks of inflation targeting emerging market countries. At the same time, the Al-Mashat et al. (2018) index grew steadily, more accurately reflecting the changes that were taking place. The discrepancy in the results between the two indices is also characteristic of other central banks. For example, the transparency of the Czech National Bank by the first index was at the level of 14.5 out of 15 for 2011 to 2017, while by the second index, it was at the level of 11.75 to 12 out of 20.

Let us combine the data on transparency and readability by averaging the indicators:

\[
Y = \frac{RDBL + \frac{TRSPR}{2}}{2},
\]

10 Bulíř et al. (2013), as well as Benchimol et al. (2020), point out that the clarity of central bank communication cannot be measured by a simple single-dependent-variable model; for an at least partly relevant definition of the level of clarity of communication, several parameters must be taken into account.

11 For example, Mexico – 10, Thailand – 11, Brazil – 11.5, Poland – 13, Hungary – 14 (estimates for 2019; see Evdokimova et al., 2019).
where $Y$ is the clarity metric, $RDBL$ is the readability metric (from one to ten), and $TRSPR$ is the transparency metric, which we divide by two to match the scales (the maximum value of the Al-Mashat et al. (2018) index is 20 points).

The results of the calculation are shown in Figure 9. It is clearly seen that the ultimate clarity of communication is gradually increasing. This growth is almost entirely determined by the expansion of the amount of information published as the level of readability has been almost constant, while the level of transparency reflects the lists of published documents.

**Figure 8. Indices for the transparency of Bank of Russia monetary policy communication**

| Year | Dincer and Eichengreen (2014), max. 15 | Al-Mashat et al. (2018), max. 20 (right axis) |
|------|--------------------------------------|---------------------------------------------|
| 2013 |                                      |                                             |
| 2014 |                                      |                                             |
| 2015 |                                      |                                             |
| 2016 |                                      |                                             |
| 2017 |                                      |                                             |
| 2018 |                                      |                                             |
| 2019 |                                      |                                             |
| 2020 |                                      |                                             |
| 2021 |                                      |                                             |

Note: The values of the indices for 2020 are calculated based on data for January – April.

*Source: authors’ calculations*

**Figure 9. Clarity of Bank of Russia monetary policy communication**

| Year | a) press releases | b) statements on the key rate |
|------|-------------------|-------------------------------|
| 2014 |                   |                               |
| 2015 |                   |                               |
| 2016 |                   |                               |
| 2017 |                   |                               |
| 2018 |                   |                               |
| 2019 |                   |                               |
| 2020 |                   |                               |
| 2021 |                   |                               |

*Source: authors’ calculations*

6. **Conclusion**

In this paper, we propose a tool for the automated assessment of the readability of economic texts in Russian in view of existing experience with linguistic and textual analysis and the use of modern machine learning methods.
The most successful model (the Transformer Neural Network) was trained on a corpus of 10,000 texts specially compiled for our study, which were expertly ranked from level 1 (the most complex texts, for example, monographs on economics) to level 10 (elementary texts for the extra-curricular reading of young schoolchildren). The classification accuracy of the successful model is close to 95%, which corresponds to the best examples for the English language.

An important feature of our model is the combination of input data. The model takes as input a vectorised text and linguistic characteristics extracted from it (44 at all levels of the text: syntactic, lexical, morphological, phonetic, semantic, and discursive). The first three groups show the greatest predictive power, as in other studies. Due to the lack of the necessary dictionaries, we were unable to extract some textual characteristics. This could be an area for future study.

Having assessed the texts of the Bank of Russia on monetary policy (press release, statements, and reports, as well as two types of analytical commentaries on inflation and inflation expectations) using the successful model, we concluded that the current level of communication is difficult for the general public to understand. At the same time, it is important to note the improvement in the readability which began around 2018. The results of the model show that the Bank of Russia is introducing certain elements to improve the clarity of its communication with the general public, but so far this has not been enough to reach a qualitatively new level.

From the point of view of readability, the model indicates a need to use less terminology (which increases the average length of words) and to reduce the proportion of nouns and complex polynomial sentences. It is also necessary to avoid such stylistic flaws as ‘noun strings’ and the widespread use of verbal nouns. These textual characteristics significantly reduce the readability of Bank of Russia texts. In explaining its decisions, the Bank of Russia actively uses specialised terminology and scientific style, which makes it difficult for the general public to understand the texts and hinders the increase of public confidence.

As areas for future research, we recommend considering the questions of supplementing the model with other characteristics for the quality of communication, such as transparency, document length, and targeting a specific audience.

The communication clarity assessment tool developed in this paper can be used by the Bank of Russia for quick assessment of its main communication products. Improving the readability of the Bank of Russia communication on monetary policy will help increase public confidence in its policies, improve the predictability of its decisions, and reduce and anchor inflation expectations.

Appendices are available at http://rjmf.econs.online/en; doi.org/10.31477/rjmf.202103.03
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