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1 Introduction

In three spacetime dimensions, Vasiliev higher spin theory consists of an infinite tower of higher spins fields coupled to a scalar field, which is characterized by its mass labeled by a continuous parameter $\lambda$ [1, 2]. The sector of pure higher spin theories can be formulated as a Chern-Simons gauge theory [3, 4]. When there is no matter, the infinite tower of higher spin fields originating from the gauge algebra $\text{hs}(\lambda) \times \text{hs}(\lambda)$ can be truncated to a finite tower for any integer $N$ when the coupling is restricted as $\lambda = N$. The result is the $\text{sl}(N,R) \times \text{sl}(N,R)$ Chern-Simons theory. In this paper, we study the simplest such
higher spin theory for $N = 3$ even though we expect that our analysis can be extended in a straightforward manner to more general cases.

One motivation for the present work is the conjectured holographic correspondence proposed by Gaberdiel and Gopakumar [5]. The conjecture relates the Vasiliev theory to a large $N$ limit of $W_N$ minimal models at fixed ’t Hooft coupling $\lambda$ where $\lambda$ is the deformation parameter of the $\text{hs}(\lambda)$ bulk algebra (see [6–14] for further refinements and extensions of the original conjecture). Partition functions have been computed in [15, 16], and three point functions have been checked in [7, 17–19]. Other aspects of the duality have been investigated extensively [20–25], see [26] for a review.

In $\text{sl}(N, \mathbb{R}) \times \text{sl}(N, \mathbb{R})$ Chern-Simons theory, the definition of a metric requires to define an embedding of $\text{sl}(2, \mathbb{R})$ into the higher spin gauge algebra. An AdS$_3$ vacuum exists for each choice of embedding. Two particular embeddings can be defined for any $N$: the principal and diagonal embedding while more embeddings exist for $N > 3$.

The analysis of Brown-Henneaux [27] has been generalized to higher spin theories with asymptotic AdS$_3$ boundary conditions. Incidentally, the identification of asymptotic symmetries in Chern-Simons theory has first been obtained using the so-called Drinfeld-Sokolov Hamiltonian reduction [28, 29]. Following the Brown-Henneaux approach, the asymptotic symmetry algebra for asymptotically AdS$_3$ solutions in the principal embedding has been computed for the $\text{hs}(1/2)$ Chern-Simons gauge algebra, which resulted in the $W_\infty(1/2)$ nonlinear algebra (see also its supersymmetric extensions [31, 32]). It has been independently obtained for the $\text{sl}(N, \mathbb{R})$ gauge algebra, which resulted in the $W_N$ algebra [33]. Both results were generalized for the $\text{hs}(\lambda)$ algebra, which led to the $W_\infty(\lambda)$ asymptotic symmetry algebra [34, 35] (see [36–38] for a summary of results on $W$ algebras). The asymptotic symmetry group for asymptotically AdS$_3$ solutions in the diagonal embedding has also been computed for $\text{sl}(3, \mathbb{R})$ in [39] with the Polyakov-Bershadsky $W_3^{(2)}$ algebra [40, 41] as a result. Note that here and in what follows, we will only discuss the classical version of $W$-algebras.

The fact that the same solution leads to different asymptotic symmetry algebras might be confusing. In this paper, we first clarify that different embeddings are equivalent to imposing different choices of boundary conditions on an initial data slice. We will indeed observe that in order to perform the canonical analysis, the initial data problem has to be defined as a part of the boundary conditions. For the principal embedding, the initial data amounts to the value of the two functions $L$ and $W$ that parameterize the spin 2 and spin 3 fields. For the diagonal embedding, more initial data are required. One can formulate this initial data either as the values of the spin 2, two spin 3/2 and spin 1 functions $T$, $\mathcal{G}^\pm$, $\mathcal{J}$ at the initial time, or as $L$, $W$ together with the first and second time derivative of $L$. The two initial data sets are related by field redefinitions. The choice of boundary conditions is also equivalent to a choice of quantization. Indeed, it was already noticed that the Ward identities of either the $W_3$ or $W_3^{(2)}$ algebras appear as the zero curvature condition for the $\text{sl}(3, \mathbb{R})$ Chern-Simons theory depending on the choice of quantization [42, 43].

In three dimensions there are BTZ black holes [44], which are locally a quotient of global AdS$_3$ [45]. Black holes carrying higher spin charges have also been found [46]. Their spacetime structure has been discussed [39] and their thermodynamics has been investigated [46–53]. The phase structure of black holes was further explored in [54–56]. For
more related work, see [57] for a review. One important feature of such black holes is that consistency of thermodynamics requires that chemical potentials be functionals of higher spin charges. Boundary conditions admitting non-zero higher spin chemical potentials are therefore essential in order to include higher spin black holes as admissible solutions. In this paper, we will build up such boundary conditions and compute their asymptotic symmetry algebra.

It was argued [39] that black holes are RG flows between two distinct conformal field theories dual to $AdS_3$ vacua with distinct asymptotic symmetry algebras. In the case of the $sl(3,\mathbb{R})$ gauge algebra, black holes with spin 3 chemical potentials $\mu, \bar{\mu}$ are indeed interpolating solutions between an $AdS_3$ of radius $l/2$ and an $AdS_3$ with radius $l$. It was then argued that since the asymptotic symmetry algebras in both $AdS_3$ geometries are different (respectively $W_3^{(2)} \times W_3^{(2)}$ and $\mathcal{W}_3 \times \mathcal{W}_3$), the dual “IR $\mathcal{W}_3$ CFT” is deformed by irrelevant operators while the dual “UV $\mathcal{W}_3^{(2)}$ CFT” is deformed by relevant operators both dual to the chemical potentials. If it was the case, turning on $\mu, \bar{\mu}$ would break both asymptotic symmetry algebras. In this paper, we will see that this picture is not realized. Instead, we will show that for each $sl(2,\mathbb{R})$ embedding or, equivalently, each choice of boundary conditions, the asymptotic symmetry algebra does not depend on $\mu, \bar{\mu}$, though the generators get modified. More concretely, the asymptotic symmetry algebra for the principal embedding is always $\mathcal{W}_3 \times \mathcal{W}_3$, while the asymptotic symmetry algebra for the diagonal embedding is $\mathcal{W}_3^{(2)} \times \mathcal{W}_3^{(2)}$. We are then led to conjecture that turning on a chemical potential preserves the symmetries of the dual CFT (the conformal generators will however be modified). This conjecture is consistent with the fact that the gravity side [15] agrees with the CFT calculation based on $\mathcal{W}$ symmetry [58] at very high temperature.

Another view on higher spin black holes comes from the perspective of integrable systems. The phase space described by Dirichlet boundary conditions at finite chemical potential is in fact described by the third equation in the KdV hierarchy known as the (good) Boussinesq equation [59–62]. It has been known since the early 90s that the Boussinesq system enjoys a bi-Hamiltonian structure both in standard evolution and evolution in the reverse coordinates (which are here the boundary lightcone coordinates $x^\pm$) [63, 64]. The second Poisson structures coincide with the $\mathcal{W}_3$ and $\mathcal{W}_3^{(2)}$ algebras in standard and reverse evolution, respectively. In this paper, we will show that there also exists a bi-Hamiltonian structure in $t = (x^+ + x^-)/2$ evolution defined with four functional initial data (which correspond to the boundary conditions for the diagonal embedding). The Poisson bracket defined from the second Hamiltonian structure will be shown to be isomorphic to the $\mathcal{W}_3^{(2)}$ algebra. We will also derive the infinite tower of conserved charges in time evolution from the third KdV hierarchy. We will see that the charges differ from the standard charges (defined in $x^-$ evolution) only from a term linear in the chemical potentials.

The layout of this paper is the following. In section 2 we review the $sl(3,\mathbb{R}) \times sl(3,\mathbb{R})$ Chern-Simons theory using the two $sl(2,\mathbb{R})$ embeddings. In section 3, we define Dirichlet boundary conditions with non-zero chemical potentials for each embedding. In section 4, we discuss the bulk equations of motion, relate them to integrable systems and review some results in the integrability literature. In section 5, we derive the asymptotic symmetry algebra $\mathcal{W}_3 \times \mathcal{W}_3$ in the principal embedding using canonical methods by doing
perturbations in $\mu$. We also discuss the tower of KdV charges. In section 6, we derive the asymptotic symmetry algebra $W_3^{(2)} \times W_3^{(2)}$ for the diagonal embedding using both canonical and integrability methods.

2 SL(3, $\mathbb{R}$) $\times$ SL(3, $\mathbb{R}$) Chern-Simons theory

We consider the 3d pure higher spin theory in the Chern-Simons formulation with gauge group SL(3, $\mathbb{R}$)$_L \times$ SL(3, $\mathbb{R}$)$_R$. The action reads as

$$ S[A, \bar{A}] = S_k[A] + S_{-k}[\bar{A}] \quad (2.1) $$

where

$$ S_k[A] = \frac{k}{4\pi} \int_M \text{Tr} \left( A \wedge dA + \frac{2}{3} A \wedge A \wedge A \right). \quad (2.2) $$

The equations of motion are given by

$$ F \equiv dA + A \wedge A = 0, \quad \bar{F} \equiv d\bar{A} + \bar{A} \wedge \bar{A} = 0. \quad (2.3) $$

There are only two $sl(2, \mathbb{R})$ embeddings into the $sl(3, \mathbb{R})$ algebra, namely the principal and diagonal embedding. Each embedding allows to define a vielbein and spin connection and therefore a geometry, as well as additional fields, by branching the adjoint representation of $sl(3, \mathbb{R})$ into $sl(2, \mathbb{R})$ representations.

Chern-Simons theory in the principal embedding consists of the spin 2 field coupled to a spin 3 field while it consists of the spin 2 field coupled to two spin 3/2 fields and one spin 1 field in the diagonal embedding. Our conventions for the $sl(3, \mathbb{R})$ generators as well as the field redefinition relating the two $sl(2, \mathbb{R})$ embeddings can be read in appendix A.

2.1 Principal embedding

Let us review some key properties of the principal embedding. We choose length units such that the $AdS_3$ vacuum has radius $l$. The corresponding Einstein theory then has Newton’s constant $G = \frac{1}{4\pi}$. The asymptotic symmetry algebra for Dirichlet boundary conditions around that vacuum was obtained in [42, 65] and rederived in [33] (see also [30]). It is the (classical) Zamolodchikov algebra $W_3$ [66] with Virasoro central charge

$$ c = 6k = \frac{3l}{2G}. \quad (2.4) $$

The most general solution satisfying the boundary conditions can be written in terms of two functions $\mathcal{L}$, $\mathcal{W}$ (which are interpreted as the vev of the right-moving (2, 0) stress-tensor and (3, 0) spin 3 current) and their bar analogue as

$$ A = e^{-\rho L_0} \left( L_1 - \frac{1}{k} \mathcal{L}(x^+) L_{-1} - \frac{1}{4k} \mathcal{W}(x^+) W_{-2} \right) dx^+ e^{\rho L_0} + L_0 d\rho, $$

$$ \bar{A} = -e^{\rho L_0} \left( L_{-1} - \frac{1}{k} \bar{\mathcal{L}}(x^-) L_1 - \frac{1}{4k} \bar{\mathcal{W}}(x^-) W_2 \right) dx^- e^{-\rho L_0} - L_0 d\rho. \quad (2.5) $$
Black hole solutions with spin 3 charges were obtained in [46] as
\[
A = b^{-1} a(x^+, x^-) b + b^{-1} db, \quad \tilde{A} = b \tilde{a}(x^+, x^-) b^{-1} + b db^{-1}, \quad b = e^{\rho L_0},
\]
\[
a = \left( L_1 - \frac{1}{k} L L_{-1} - \frac{1}{4k} W W_{-2} \right) dx^+ + \mu \left( W_2 - \frac{2}{k} W_0 + \frac{2}{k^2} W_{-2} + \frac{2}{k^3} L_{-1} \right) dx^- ,
\]
\[
\tilde{a} = -\left( L_{-1} - \frac{1}{k} \tilde{L} L_1 - \frac{1}{4k} \tilde{W} W_2 \right) dx^- - \tilde{\mu} \left( W_{-2} - \frac{2}{k} \tilde{W}_0 + \frac{2}{k^2} \tilde{W}_{-2} + \frac{2}{k^3} \tilde{L}_1 \right) dx^+ ,
\]
where the solution is written in wormhole gauge and $\mu, \mathcal{L}, \mathcal{W}$ and $\tilde{\mu}, \tilde{\mathcal{L}}, \tilde{\mathcal{W}}$ are constants. It has been shown that a higher spin gauge transformation exists such that the corresponding transformed metric admits a horizon [39]. There exists four different branches of solutions which have a trivial holonomy around the thermal Euclidean circle [54], which has been proposed as the criterium to define a higher spin black hole [46]. The solutions necessarily have a spin 3 chemical potential $\mu$ when the spin 3 charge is turned on. At $\mu = \tilde{\mu} = \mathcal{W} = \tilde{\mathcal{W}} = 0$, the solution is just a BTZ black hole. At finite $\mu$ and $\tilde{\mu}$, the solution (2.6) grows as $e^{4\rho}$ and therefore violates the asymptotic $AdS_3$ boundary conditions (2.5).

### 2.2 Diagonal embedding

The $AdS_3^{(2)}$ vacuum of the diagonal embedding has radius $l/2$ and the corresponding Einstein theory has Newton’s constant $G = l/2k$. The asymptotic symmetry algebra for Dirichlet boundary conditions around that vacuum is the Polyakov-Bershadsky algebra $W_3^{(2)}$ [40, 41] with Virasoro central charge and U(1) Kac-Moody level (see [39, 43, 67, 68])

\[
\hat{c} = \frac{3k}{2} = \frac{c}{4}, \quad \hat{k} = -\frac{k}{3}.
\]

The most general solution satisfying the boundary conditions can be written in terms of four functions $\mathcal{T}, \mathcal{G}^\pm, \mathcal{J}$ (which are interpreted as the vev of the left-moving $(2,0)$ stress-tensor, two bosonic $(3/2,0)$ fields and a $(1,0)$ current) and their bar analogue as

\[
A = e^{-\rho L_0} \left( \hat{L}_1 + \frac{6}{k} \mathcal{J}(x^-) \hat{\mathcal{J}}_0 + \frac{4}{k} (\mathcal{G}^-(x^-) \hat{\mathcal{G}}_{-1/2}^- + \mathcal{G}^+(x^-) \hat{\mathcal{G}}_{-1/2}^+) \right)
+ \frac{4}{k} \left( \mathcal{T}(x^-) + \frac{3}{k} \mathcal{J}^2(x^-) \right) \hat{L}_1) dx^- e^{\rho L_0} + \hat{L}_0 d\rho ,
\]
\[
\tilde{A} = -e^{\rho L_0} \left( \hat{L}_{-1} + \frac{6}{k} \tilde{\mathcal{J}}(x^+) \tilde{\mathcal{J}}_0 + \frac{4}{k} (\mathcal{G}^-(x^+) \hat{\mathcal{G}}_{1/2}^- + \mathcal{G}^+(x^+) \hat{\mathcal{G}}_{1/2}^+) \right)
+ \frac{4}{k} \left( \tilde{\mathcal{T}}(x^+) + \frac{3}{k} \tilde{\mathcal{J}}^2(x^+) \right) \hat{L}_1) dx^- e^{-\rho L_0} - \hat{L}_0 d\rho .
\]

One can also rewrite the black hole solution in a form explicit for the diagonal embedding as

\[
a = \sqrt{2} \lambda \left( \hat{\mathcal{G}}_{1/2}^- - \hat{\mathcal{G}}_{1/2}^+ + \frac{6}{k} \mathcal{J}(\hat{\mathcal{G}}_{-1/2}^+ + \hat{\mathcal{G}}_{-1/2}^-) + \frac{2}{k} (\mathcal{G}^+ + \mathcal{G}^-) \hat{L}_1 \right) dx^+
+ \left( \hat{L}_{+1} + \frac{6}{k} \mathcal{J} \hat{\mathcal{J}}_0 + \frac{4}{k} (\mathcal{G}^- \hat{\mathcal{G}}_{-1/2}^- + \mathcal{G}^+ \hat{\mathcal{G}}_{-1/2}^+) + \frac{4}{k} \left( \mathcal{T} + \frac{3}{k} \mathcal{J}^2 \right) \hat{L}_{-1} \right) dx^- .
\]
and similar expressions for the barred sector. The hatted $sl(3,\mathbb{R})$ generators are related to the ones without hat by linear combinations. For the black hole solutions, $\mathcal{J}, \mathcal{G}^{\pm}, \mathcal{T}$ are also constants, and are related to $\mathcal{L}$ and $\mathcal{W}$ by

$$
\mathcal{G}^{\pm} = \sqrt{2} \mu^{3/2} \mathcal{W}, \\
\mathcal{J} = -\frac{2}{3} \mu \mathcal{L}, \\
\mathcal{T} = -\frac{16 \mu^2}{3k} \mathcal{L}^2.
$$

(2.10)

The chemical potential

$$
\lambda = \frac{1}{2 \sqrt{\mu}}
$$

(2.11)

is then recognized as a spin $3/2$ chemical potential. The solution violates the boundary conditions for $AdS_3^{(2)}$ (2.8).

2.3 Embedding versus boundary conditions

In this subsection, we make connections between different choices of embedding and different choices of boundary conditions. The canonical analysis of boundary conditions can always be formulated as an initial data problem. Given a Cauchy surface, boundary conditions are given by some fall-off conditions on the initial data. For Chern-Simons theory around an $AdS_3$ background, a gauge choice has separated out the radial dependence in the reduced connections $a, \bar{a}$ in both choices of embedding. What makes the two choices of embedding distinct is the different choices of initial data. We can see explicitly that in the principal embedding (2.5), there are two initial data, $\mathcal{L}(0, \phi)$ and $\mathcal{W}(0, \phi)$ while in the diagonal embedding (2.8), there are four initial data, $\mathcal{T}(0, \phi), \mathcal{G}^{\pm}(0, \phi), \mathcal{J}(0, \phi)$.

In the following, we will discuss consistent boundary conditions in each embedding that include the black holes (2.6) or (2.9). Our boundary conditions are natural generalizations of the Dirichlet boundary conditions (2.5) or (2.8) at finite chemical potentials.

3 Dirichlet boundary conditions at finite $\mu$

3.1 Principal embedding

We work in radial gauge where $A_\rho = 1, \bar{A}_\rho = -1$. The connection can be expressed in terms of the reduced connections $a, \bar{a}$ as

$$
A = b^{-1}a(x^+, x^-)b + b^{-1}db, \quad \bar{A} = b\bar{a}(x^+, x^-)b^{-1} + bdb^{-1}, \\
b(\rho) = e^{\rho L_0}.
$$

The Dirichlet boundary conditions at $\rho \to \infty$ which generalize the Brown-Henneaux boundary conditions in the presence of fixed constant spin 3 chemical potentials $\mu, \bar{\mu}$ can be expressed in terms of fall-off conditions together with a specification of the initial data problem.
First, at fixed $\mu$, the fall-off conditions can be expressed as

$$
\begin{align*}
a_+ &= L_1 - \frac{1}{k} L(x^+, x^-) L_{-1} - \frac{1}{4k} \mathcal{W}(x^+, x^-) W_{-2}, \\
a_- &= \mu W_2 + \text{(higher)}, \\
\bar{a}_- &= - \left( L_{-1} - \frac{1}{k} \hat{L}(x^+, x^-) L_1 - \frac{1}{4k} \hat{\mathcal{W}}(x^+, x^-) W_2 \right), \\
\bar{a}_+ &= - \bar{\mu} W_{-2} + \text{(lower)},
\end{align*}
$$

(3.1)

where (higher) (resp. (lower)) are terms linear in higher (resp. lower) weight $sl(3, \mathbb{R})$ generators which correspond to terms that fall-off quicker at infinity in $A, \bar{A}$.

Second, in the principal embedding, we require that the initial data at $t = 0$ be entirely specified using the values of $\mathcal{L}$ and $\mathcal{W}$ at $t = 0$: $\mathcal{L}(0, \phi), \mathcal{W}(0, \phi)$.

To summarize, the Dirichlet boundary conditions for the principal embedding consist of the fall-off conditions given in (3.1), with $\mathcal{L}(0, \phi), \mathcal{W}(0, \phi)$ as the initial data.

### 3.2 Diagonal embedding

A second, equivalent, way of stating the fall-off conditions is to impose

$$
\begin{align*}
a_- &= \hat{L}_{+1} + \frac{6}{k} \mathcal{J} J_0 + \frac{4}{k} (\hat{\mathcal{G}}^{-}\hat{\mathcal{G}}_{-1/2}^{++} + \mathcal{G}^{-}\mathcal{G}_{-1/2}^{++}) + \frac{4}{k} \left( T + \frac{3}{k} \mathcal{J}^2 \right) \hat{L}_{-1}, \\
a_+ &= \sqrt{2} \lambda (\hat{\mathcal{G}}_{-1/2}^{++} - \mathcal{G}_{-1/2}^{++}) + \text{(lower)}, \\
\bar{a}_+ &= - \left( \hat{L}_{-1} + \frac{6}{k} \mathcal{J} J_0 + \frac{4}{k} (\hat{\mathcal{G}}^{-}\hat{\mathcal{G}}_{-1/2}^{--} + \mathcal{G}^{-}\mathcal{G}_{-1/2}^{--}) + \frac{4}{k} \left( \bar{T} + \frac{3}{k} \bar{\mathcal{J}}^2 \right) \hat{L}_{1} \right), \\
\bar{a}_- &= - \sqrt{2} \lambda (\hat{\mathcal{G}}_{-1/2}^{--} - \mathcal{G}_{-1/2}^{--}) + \text{(higher)},
\end{align*}
$$

(3.2)

where we recall that the hatted $sl(3, \mathbb{R})$ generators are defined in (A.3).

The two fall-off conditions (3.1) and (3.2) are equivalent because the field equations $F = \mathcal{F} = 0$ completely fix the form of the gauge field. They impose

$$
\begin{align*}
a &= \left( L_1 - \frac{1}{k} L L_{-1} - \frac{1}{4k} \mathcal{W} W_{-2} \right) dx^+ \\
&+ \mu \left( W_2 - \frac{2\mathcal{L}}{k} W_0 + \frac{2}{3k} \partial_{\mu} \mathcal{L} W_{-1} + \left( \frac{\mathcal{L}^2}{k^2} - \frac{1}{6k} \partial_{\mu} \mathcal{L}^2 \right) W_{-2} + \frac{2\mathcal{W}}{k} L_{-1} \right) dx^-, 
\end{align*}
$$

(3.3)

or equivalently,

$$
\begin{align*}
a &= \sqrt{2} \lambda \left( \hat{\mathcal{G}}_{-1/2}^{--} - \mathcal{G}_{-1/2}^{--} + \frac{6}{k} \mathcal{J} (\hat{\mathcal{G}}^{++}_{-1/2} + \mathcal{G}^{++}_{-1/2}) + \frac{2}{k} (\hat{\mathcal{G}}^{--} + \mathcal{G}^{--}) \hat{L}_{-1} \right) dx^+ \\
+ \left( \hat{L}_{+1} + \frac{6}{k} \mathcal{J} J_0 + \frac{4}{k} (\hat{\mathcal{G}}^{--}_{-1/2} + \mathcal{G}^{--}_{-1/2}) + \frac{4}{k} \left( \mathcal{T} + \frac{3}{k} \mathcal{J}^2 \right) \hat{L}_{1} \right) dx^-,
\end{align*}
$$

(3.4)

and similarly for the bar connection. In passing from the $AdS_3$ formulation (3.3) to the $AdS_3^{(2)}$ formulation (3.4), we used the shift of radius $\rho = \hat{\rho} + \Lambda$, which corresponds to the following gauge transformation

$$
\begin{align*}
a &\to e^{-\Lambda L_0} a e^{\Lambda L_0}, \\
e^\Lambda &\equiv \lambda = \frac{1}{2\sqrt{\mu}}
\end{align*}
$$

(3.5)
in order to normalize the coefficient of $\tilde{L}_1$ in $a_-$ to 1. We also used the field redefinition
\[ G^\pm = \frac{\sqrt{2}}{3} \mu^{3/2} (3 W \pm \partial_+ \mathcal{L}), \]
\[ \mathcal{J} = \frac{2}{3} \mu \mathcal{L}, \]
\[ \mathcal{T} = \frac{2 \mu^2}{3} \left( \partial_+^2 \mathcal{L} - \frac{8}{k} \mathcal{L}^2 \right). \] (3.6)

or, conversely,
\[ \mathcal{L} = -6 \lambda^2 \mathcal{J}, \quad \mathcal{W} = 2 \sqrt{2} \lambda^3 (G^+ + G^-). \] (3.7)

The Dirichlet boundary condition for the diagonal embedding consists of the fall-off conditions (3.4), together with the specification of $\mathcal{T}, \mathcal{J}, G^\pm$ at $t = 0$ or, equivalently, $\mathcal{L}(0, \phi), \mathcal{W}(0, \phi), \dot{\tilde{L}}(0, \phi), \ddot{\tilde{L}}(0, \phi)$ as the initial data, where the dot denotes a derivative with respect to $t$.

### 3.3 Variational principle

The variation of the bulk Chern-Simons action is non-zero,
\[ \delta S_k[A] = -\frac{k}{4\pi} \int dx^+ dx^- \text{Tr}(a_+ \delta a_- - a_- \delta a_+), \] (3.8)
\[ \delta S_{-k}[\bar{A}] = \frac{k}{4\pi} \int dx^+ dx^- \text{Tr}(\bar{a}_+ \delta \bar{a}_- - \bar{a}_- \delta \bar{a}_+). \] (3.9)

After adding the boundary terms found by [52]
\[ I_{\text{Bdy}} = -\frac{k}{2\pi} \int_{\partial M} d^2 x \text{Tr}[(a_+ - 2L_1)a_-] - \frac{k}{2\pi} \int_{\partial M} d^2 x \text{Tr}[(\bar{a}_+ + 2\bar{L}_1)\bar{a}_+] \]
\[ = -\frac{1}{2\pi} \int_{\partial M} d^2 x (\mu \mathcal{W} + \bar{\mu} \bar{\mathcal{W}}), \] (3.10)

the variation of the action becomes
\[ \delta S = \frac{1}{\pi} \int_{\partial M} d^2 x (\mathcal{W} \delta \mu + \bar{\mathcal{W}} \delta \bar{\mu}) = 0, \] (3.11)

since we hold $\mu$ and $\bar{\mu}$ fixed. Therefore we see that the fall-off conditions (3.1) or equivalently (3.2) lead to good variational principle.

### 4 Equations of motion

Starting from the boundary conditions (3.1)-(3.2), the equations of motion completely fix the form of the connections as (3.3)–(3.4). The remaining equations of motion reduce to the following set of coupled partial differential equations
\[ \partial_- \mathcal{L} = -2 \mu \partial_+ \mathcal{W}, \]
\[ \partial_- \mathcal{W} = \frac{2 \mu}{3} \partial_+ \left( \partial_+^2 \mathcal{L} - \frac{8}{k} \mathcal{L}^2 \right), \] (4.1)
or, equivalently, to

\[
\partial_+ \mathcal{J} = -\sqrt{2} \lambda (\mathcal{G}^+ - \mathcal{G}^-), \\
\partial_+ \mathcal{T} = \frac{\sqrt{2}}{2} \lambda (\partial_- \mathcal{G}^+ + \partial_- \mathcal{G}^-), \\
\partial_+ \mathcal{G}^\pm = \sqrt{2} \lambda \left( \frac{3}{2} \partial_- \mathcal{J} \mp \left( \mathcal{T} + \frac{12}{k} \mathcal{J}^2 \right) \right),
\]

(4.2)
after using the relations (3.6)–(3.7). Similar equations hold for the bar sector with \(x^\pm\) interchanged.

When \(\mu = 0\), the phase space in the principal \(sl(2,\mathbb{R})\) embedding is clear. The bulk equations of motion determine that fields are right-moving \(\mathcal{L} = \mathcal{L}(x^+), \mathcal{W} = \mathcal{W}(x^+)\). The initial data is indeed given by \(\mathcal{L}, \mathcal{W}\) at \(t = 0\). For the diagonal embedding, (4.2) seems singular, but this is just due to the singular rescaling (3.6). After proper rescaling by factors of \(\mu\), the new fields \(\mu^{-1} \mathcal{J}, \mu^{-3/2} \mathcal{T}, \mu^{-2} \mathcal{G}^\pm\) will also become purely right moving and their value at \(t = 0\) specifies the initial data.

When \(\mu = \infty \) (\(\lambda = 0\)), the defining functions \(\mathcal{J}, \mathcal{G}^\pm, \mathcal{T}\) in the diagonal embedding are left-moving, \(\mathcal{J}(x^-), \mathcal{G}^\pm(x^-), \mathcal{T}(x^-)\). Using the field redefinition, the properly rescaled fields \(\mu \mathcal{L}\) and \(\mu^{3/2} \mathcal{W}\) will also be left-moving.

For generic finite values of \(\mu\), the functions have a non-trivial \(x^\pm\) dependence, to which we now turn our attention.

### 4.1 Boussinesq system on the light-cone

Let us make a connection between the equations of motion and integrable systems. First, the equations of motion (4.1) are precisely the Boussinesq equations with light-cone coordinate \(x^-\) as formal time evolution coordinate. Following the conventions of Mathieu and Oevel [64], we set

\[
u \equiv \frac{12 \lambda^2}{k} \mathcal{J} = -\frac{2}{k} \mathcal{L}, \\
v \equiv \frac{4 \sqrt{6}}{k} \lambda^3 (\mathcal{G}^+ + \mathcal{G}^-) = \frac{2 \sqrt{3}}{k} \mathcal{W},
\]

(4.3)
and we define the rescaled light-cone coordinate

\[
\hat{x}^- \equiv \frac{2}{\sqrt{3}} \mu x^-.
\]

(4.4)
The system (4.1) becomes the Boussinesq equation (\(Bs\)) for short

\[
\partial_{\hat{x}^-} \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} \partial_+ v \\ -\partial_+^3 u - 8u \partial_+ u \end{pmatrix},
\]

(4.5)
which can be formulated as

\[
\partial_{\hat{x}^-}^2 u = \partial_+^4 u + 4 \partial_+^2 (u^2).
\]

(4.6)
More precisely, there are two classes of Boussinesq equations which differ by a sign. The equation (4.6) is known as the “good” Boussinesq equation \([61]\). It can also be recognized as the reduction of the \(2 + 1\) Kadomtsev-Petviashvili (KP) equation to time independent solutions (with the two spatial directions played here by \(x^+, \hat{x}^-\)). There are similarly two distinct versions of the KP equation, referred to as KPI and KPII, differing by a sign. The equation (4.6) is the KPII equation for time-independent solutions.

The inversion of the light-cone coordinates \(\hat{x}^-, x^+\) leads to the Boussinesq equation in inverted variables (\(\tilde{B}\)sq for short)

\[
\partial_x^+ \begin{pmatrix} u \\ v \\ w \\ z \end{pmatrix} = \begin{pmatrix} w \\ \partial_{x^-} u \\ z - 4u^2 \\ -\partial_{x^-} v \end{pmatrix}.
\]

(4.7)

Our second observation is that these equations are precisely the equations of motion (4.2) after the field redefinition (4.3) accompanied by

\[
w \equiv -\frac{12\sqrt{2}\lambda^3}{k}(G^+ - G^-),
\]

\[
z \equiv -\frac{48\lambda^4}{k}T.
\]

(4.8)

Both the Boussinesq \(B\)sq and \(\tilde{B}\)sq equations are integrable systems with a bi-Hamiltonian structure. Let us already note however that these Hamiltonian structures are defined at constant \(\hat{x}^-\) and \(x^+\), respectively. Here, we have \(x^\pm = t \pm \phi\) with \(\phi \sim \phi + 2\pi\) and the Cauchy evolution is along \(t\). We cannot therefore directly use these structures on the constant \(t\) slice in order to build the symmetry algebra of conserved charges. We will explicitly construct the bi-Hamiltonian structure of our system on the constant \(t\) slice in section 4.2, which is a new result to our knowledge. In this section, we will continue to explore the known structure of the Boussinesq equations by reviewing the bi-Hamiltonian structure and the infinite tower of commuting charges. The reader familiar with this material might skip the remainder of this section and jump to section 5.

### 4.2 Standard bi-Hamiltonian structures

Let us quickly review the Hamiltonian structures for the \(B\)sq equations (in \(x^-\) evolution) and \(\tilde{B}\)sq equations (in \(x^+\) evolution), which encode in an elegant algebraic way the \(W_3\) and \(W_3^{(2)}\) algebras.

The two Hamiltonians for the \(B\)sq equation are given by

\[
\partial_{x^-} \begin{pmatrix} u \\ v \end{pmatrix} = \Theta^1 \left( \frac{\delta}{\delta u} \right) \mathcal{H}_1 = \Theta^2 \left( \frac{\delta}{\delta v} \right) \mathcal{H}_2,
\]

(4.9)

\[
\mathcal{H}_1 = \int dx^+ \left( \frac{1}{2} u_x^2 + \frac{4}{3} u^3 + \frac{1}{2} v^2 \right), \quad \mathcal{H}_2 = \int dx^+ \frac{1}{2} v,
\]

(4.10)
where the two Hamiltonian operators $\Theta^1$, $\Theta^2$ are given by

\[
\Theta^1 = \begin{pmatrix}
0 & \partial & 0 \\
0 & 0 & \partial \\
-1 & 0 & 0 \\
0 & -\partial_x & 0 \\
\end{pmatrix},
\]

\[
\Theta^2 = \begin{pmatrix}
\partial^3 + 2u\partial + ux \\
3v\partial + v_x \\
-3v - \partial_x^2 + z - 4u^2 \\
-2u\partial_x \\
\end{pmatrix},
\]

and where we dropped the superscript index $x = x^+, \partial = \partial_x$ to shorten the notation. The second Hamiltonian structure defines a Poisson bracket among the fields $(u_1 = u, u_2 = v)$,

\[
\{u_i(x^+), u_j(y^+)\} = (\Theta^2)_{ij}\delta(x^+ - y^+), \quad i = 1, 2,
\]

at fixed $x^-$. If $x^+$ was a periodic coordinate, one could Fourier decompose in modes along $x^-$ and the Poisson bracket would then exactly correspond to the $W_3$ algebra.

The two Hamiltonians for the $\tilde Bsq$ equation are given by

\[
\begin{align*}
\partial_x \begin{pmatrix}
u \\
v \\
w \\
z \\
\end{pmatrix} &= \Theta^1 \begin{pmatrix}\delta/\delta u \\
\delta/\delta v \\
\delta/\delta w \\
\delta/\delta z \\
\end{pmatrix}, \\
\mathcal{H}_1 &= \Theta^2 \begin{pmatrix}\delta/\delta u \\
\delta/\delta v \\
\delta/\delta w \\
\delta/\delta z \\
\end{pmatrix}, \\
\mathcal{H}_1 &= \int d\hat{x}^- \left( \frac{4}{3} u^3 + \frac{1}{2} (v^2 + w^2) - uz \right), \\
\mathcal{H}_2 &= \int d\hat{x}^- v.
\end{align*}
\]

The two Hamiltonian operators $\Theta^1$, $\Theta^2$ are given by

\[
\Theta^1 = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -\partial_x \\
-1 & 0 & 0 & 0 \\
0 & -\partial_x & 0 & 0 \\
\end{pmatrix},
\]

\[
\Theta^2 = \begin{pmatrix}
-\partial_x & w \\
-w & u_x + 2u\partial_x \\
-3v & -\partial_x^2 + z - 4u^2 \\
-2u\partial_x & w_x - 3w\partial_x \\
\end{pmatrix},
\]

where we wrote $x = \hat{x}^-$ here in order to shorten the notation. If $\hat{x}^-$ was a periodic coordinate, one could Fourier decompose in modes along $\hat{x}^-$ and the Poisson bracket would then exactly correspond to the $W_3^{(2)}$ algebra.

4.3 Commuting charges from the KdV hierarchy

The Boussinesq equation is the first non-trivial field equation from the $n = 3$ KdV hierarchy (for reviews, see e.g. [69, 70]). An infinite set of mutually commuting conserved charges can be obtained from the $n = 3$ KdV hierarchy. These charges are however defined on a constant $x^-$ slice and are integrated along $x^+$, which is unsuitable for our problem. We will make connection with canonical methods and define charges on the constant $t$ slice in section 5.4. Here, we proceed with our review.
We can reformulate the field equations (4.1) in the language of the KdV hierarchy for level \( n = 3 \) as follows. We introduce the level \( n = 3 \) Lax operator

\[
L = \partial_+^3 - \frac{4}{k} \mathcal{L} \partial_+ - \frac{2}{k} (\partial_+ \mathcal{L} - \mathcal{W})
\]  

(4.17)

which acts on the space of functions of \( x^\pm \). It is natural to consider the Gel’fand-Dickey ring of pseudo-differential operators generated by \( \partial_+^k \) where \( k \in \mathbb{Z} \) \([71]\). One can then take a fractional power of the operator \( L \) as

\[
L^{1/3} = \partial_+ - \frac{4}{3k} \mathcal{L} \partial_+^{-1} + O(\partial_+^{-2}),
\]

(4.18)

\[
L^{2/3} = \partial_+^2 - \frac{8}{3k} \mathcal{L} + O(\partial_+^{-1}).
\]

(4.19)

The equations of motion (4.1) are then recognized as the Lax equations

\[
(2\mu)^{-1} \partial_- L = [L^{2/3}_+, L],
\]

(4.20)

where the subindex + indicates the truncation to non-negative powers of \( \partial_+ \) only. The factor of \( \mu \) can be absorbed into a redefinition of \( x^- \). The \( n = 3 \) KdV hierarchy can be written as

\[
(2\mu)^{-1} \partial_- L^{k/3} = [L^{2/3}_+, L^{k/3}]  
\]

(4.21)

for any integer \( k \geq 1 \). All conserved quantities of the Boussinesq equation in \( x^- \) evolution can be expressed as

\[
C_k = \int dx^+ h_k, \quad h_k \equiv \text{Res}(L^{k/3}),
\]

(4.22)

for any positive integer \( k \geq 1 \) and \( k \neq 3N \), where \( \text{Res}(\cdot) \) denotes the residue or term proportional to \( \partial_+^{-1} \) in the argument. Remark that \( \partial_+ \)-exact terms in \( h_k \) do not contribute to the conserved charges. The conservation of these quantities follows from the property

\[
(2\mu)^{-1} \partial_- h_k = \partial_+ l_k
\]

(4.23)

where \( l_k \) can be constructed from the hierarchy as

\[
\text{Res}[L^{2/3}_+, L^{k/3}] = \partial_+ l_k.
\]

(4.24)

By direct evaluation, the first four charge densities in the \( n = 3 \) KdV hierarchy are explicitly given by

\[
h_1 = -\frac{4}{3k} \mathcal{L},
\]

(4.25)

\[
h_2 = \frac{4}{3k} \mathcal{W},
\]

(4.26)

\[
h_4 = -\frac{32}{9k^2} \mathcal{L} \mathcal{W} + \partial_+ (\cdot),
\]

(4.27)

\[
h_5 = \frac{20}{9k^2} \left( \mathcal{W}^2 + \frac{1}{3} (\partial_+ \mathcal{L})^2 + \frac{16}{9k} \mathcal{L}^3 \right) + \partial_+ (\cdot).
\]

(4.28)
5 \( W_3 \) symmetry in the principal embedding

In this section, we will first derive the canonical infinitesimal charges and review the \( W_3 \) asymptotic symmetry at \( \mu = 0 \). We will then show that it exists a basis of symmetry generators which preserves the \( W_3 \) symmetry when \( \mu \) is turned on perturbatively. We will finally build commuting charges from canonical methods at finite \( \mu \) and make a connection with a linear deformation in \( \mu \) of the integrable tower of commuting charges from the Boussinesq hierarchy.

5.1 Infinitesimal symmetries

Asymptotic symmetries can be identified with the gauge transformations

\[
\delta A_\mu = D_\mu \Lambda = \partial_\mu \Lambda + [A_\mu, \Lambda] \quad (5.1)
\]

which preserve the phase space (3.3). They are given by

\[
\Lambda = e^{-\rho L_0} \chi e^{\rho L_0}, \quad \lambda = \sum_{i=-1}^{1} \epsilon^{(i)} L_i + \sum_{m=-2}^{2} \chi^{(m)} W_m \quad (5.2)
\]

where

\[
\epsilon \equiv \epsilon^{(1)}(x^+, x^-), \quad \chi \equiv \chi^{(2)}(x^+, x^-), \quad (5.3)
\]

obey the following system,

\[
\partial_- \chi = 2 \mu \partial_+ \epsilon, \quad \partial_- \epsilon = -2 \mu \frac{2}{3} \partial_+ \chi + \frac{32}{3} \mu L \partial_+ \chi. \quad (5.4)
\]

The remaining components \( \epsilon^{(0)}, (-1), \chi^{(1), (0), (-1), (-2)} \) are auxiliary functions which are fixed in terms of \( \epsilon, \chi \) and the fields \( L, W \). Under a gauge transformation, the fields \( L \) and \( W \) transform as

\[
\delta L = -\partial_+ L \epsilon - 2 L \partial_+ \epsilon + \frac{k}{2} \partial_+^2 \epsilon + 2 \chi \partial_+ W + 3 \partial_+ \chi W, \\
\delta W = -\epsilon \partial_+ W - 3 \partial_+ \epsilon W - \frac{1}{3} \left( 2 \partial_+^3 L + 9 \partial_+ \chi \partial_+^2 L + 15 \partial_+^2 \chi \partial_+ L + 10 \partial_+^3 \chi L - \frac{k}{2} \partial_+^5 \chi - \frac{32}{k} (\chi L \partial_+ L + \partial_+ \chi L^2) \right). \quad (5.5)
\]

These transformation laws can be expressed in terms of the Poisson bracket for the second Hamiltonian structure of \( W_3 \) (4.11). They are independent of \( \mu \). Nevertheless, it does not imply that \( W_3 \) is the asymptotic symmetry algebra at finite \( \mu \neq 0 \) since the conserved charges are not proportional to \( L \) and \( W \) when \( \mu \neq 0 \) as we will see shortly.

For the \( \bar{A} \) sector, gauge transformations

\[
\delta \bar{A}_\mu = D_\mu \bar{\Lambda} = \partial_\mu \bar{\Lambda} + [\bar{A}_\mu, \bar{\Lambda}] \quad (5.6)
\]

preserving the boundary conditions are given by

\[
\bar{\Lambda} = e^{\rho L_0} \bar{\lambda} e^{-\rho L_0}, \quad \bar{\lambda} = -\sum_{i=-1}^{1} \epsilon^{(i)} L_i - \sum_{m=-2}^{2} \chi^{(m)} W_m \quad (5.7)
\]
where
\[ \bar{\epsilon} \equiv \bar{\epsilon}(x^+, x^-), \quad \bar{\chi} \equiv \bar{\chi}(x^+, x^-), \]
(5.8)
obeys the following system,
\[ \partial_+ \bar{\chi} = 2\bar{\mu} \partial_- \bar{\epsilon} \]
(5.9)
\[ \partial_+ \bar{\epsilon} = -\frac{2\bar{\mu}}{3} \partial_-^2 \bar{\chi} + \frac{32\bar{\mu}}{3k} \bar{L} \partial_- \bar{\chi} \]
(5.10)
and \( \bar{\epsilon}^{(0),(1)}, \bar{\chi}^{(-1),(0),(1),(2)} \) are auxiliary dependent functions. The fields \( \bar{L} \) and \( \bar{W} \) transform exactly as (5.5) where all quantities are barred and \( x^\pm \) are interchanged.

The infinitesimal conserved charges associated with the gauge parameters \( \Lambda \) and \( \bar{\Lambda} \) are given by
\[ \delta Q_{\Lambda, \bar{\Lambda}} = \frac{k}{2\pi} \int_\Sigma dx^i \text{Tr} \left( \delta a_i \lambda - \delta \bar{a}_i \bar{\lambda} \right) \]
(5.11)
where \( \Sigma \) is a one-dimensional slice. The \( \rho \) dependence completely factorizes so that the charges are defined at any value of \( \rho \). For the \( A \) sector,
\[ \delta Q_{\epsilon, \chi} = \frac{1}{2\pi} \int_\Sigma (\epsilon \delta \mathcal{L} - \chi \delta \mathcal{W}) dx^+ \]
(5.12)
\[ - \left( 2\mu \epsilon \delta \mathcal{W} + \frac{2\mu}{3} \left( -\frac{16}{k} \chi \delta \mathcal{L} - \partial_+ \chi \delta \partial_+ \mathcal{L} + \partial_+^2 \chi \delta \mathcal{L} + \chi \partial_+^2 \delta \mathcal{L} \right) \right) dx^- \]
and a similar expression holds for the \( \bar{A} \) sector. For a fixed \( t \) slice, the charges cannot be explicitly integrated without knowing the general solution of (5.4) for \( \epsilon, \chi \).

### 5.2 Perturbation in \( \mu \)

Let us first discuss the \( A \) sector. When \( \mu = 0 \), the gauge parameters are given by field-independent right-moving functions, \( \epsilon = \epsilon(x^+) \), \( \chi = \chi(x^+) \). The charges are integrable and given by
\[ Q_{\epsilon, \chi}^{\mu=0} = \int d\phi \left( \epsilon(x^+) \mathcal{L}(x^+) - \chi(x^+) \mathcal{W}(x^+) \right). \]
(5.13)
Using (5.5), we can rederive that the charges represent the \( W_3 \) algebra under the canonical Poisson bracket.

Let us now obtain the algebra after we turn on a \( \mu \) deformation. A priori, we do not know what the algebra is, since it is generally believed that the \( W_3 \times W_3 \) symmetry is broken. To find the algebra in the principal embedding, our strategy is to do perturbation theory around \( \mu = 0 \). At \( \mu = 0 \), the boundary conditions only require two initial data \( \mathcal{L}(0, \phi) \) and \( \mathcal{W}(0, \phi) \). All time derivatives are determined by the equations of motion. The symmetry preserved by the boundary conditions is also parameterized by two initial data \( \epsilon(0, \phi), \chi(0, \phi) \). After turning on \( \mu \), as we will see explicitly below, the equations of motion can be expanded to any given order in \( \mu \), which express \( \bar{\mathcal{L}}(0, \phi) \) and \( \bar{\mathcal{W}}(0, \phi) \) in terms of \( \mathcal{L}, \mathcal{W} \) and their spatial derivatives. Therefore, the initial data problem with \( \mathcal{L}(0, \phi), \mathcal{W}(0, \phi) \) as initial data is always well defined at any order in \( \mu \). The equations of motion then imply that the infinitesimal charges are conserved in time. It is therefore sufficient to build the
asymptotic symmetry algebra on the initial time slice. To get the algebra, we need to get the infinitesimal conserved charges associated with the symmetry in a good basis. Again, the basis at $\mu = 0$ will be our starting point, namely $\Lambda_L \equiv (\epsilon, \chi) = (\tilde{\epsilon}(0, \phi), 0)$ generates the Virasoro algebra, while $\Lambda_W \equiv (\epsilon, \chi) = (0, \tilde{\chi}(0, \phi))$ generates the spin 3 algebra, where $\tilde{\epsilon}(0, \phi), \tilde{\chi}(0, \phi)$ are the field-independent initial data for the gauge generators. After turning on $\mu$, we will determine the basis for $(\epsilon, \chi)$ by two criteria: first, the associated infinitesimal charges should be integrable and second, the resulting algebra should be as close as possible to the $W_3$ algebra. After trial and error, it turns out that we can choose a basis such that the final algebra is still exactly $W_3$. We did the explicit calculation up to $O(\mu^4)$ but we expect that this result will extend to all orders in perturbation theory.

Let us now obtain the $W_3$ algebra in perturbation theory around $\mu = 0$. We performed the expansion up to $O(\mu^4)$ with the help of Mathematica.\footnote{Our code can be obtained by request via email.}

The equations of motion (4.1) can be expanded as

\[
\dot{\mathcal{L}} = \mathcal{L}' - 4\mu \mathcal{W}' - \frac{8\mu^2}{3} \partial_\phi \left( \mathcal{L}'' - \frac{8}{k} \mathcal{L}' \right) + 16\mu^3 \left( \mathcal{W}''' - \frac{16}{3k} \mathcal{L} \mathcal{W}' \right) + O(\mu^4),
\]

(5.14)

\[
\dot{\mathcal{W}} = \mathcal{W}' + \frac{4\mu}{3} \partial_\phi \left( \partial_\phi \mathcal{L} - \frac{8}{k} \mathcal{L}' \right) - 8\mu^2 \left( \mathcal{W}''' - \frac{16}{3k} \mathcal{L} \mathcal{W}' \right)
\]

\[
- \frac{32\mu^3}{9k} \left( 3(3k\partial_\phi^2 \mathcal{L} - 48\mathcal{L}' \mathcal{L}'') - 56\mathcal{L} \mathcal{L}''' + \frac{128}{k} \mathcal{L}^2 \mathcal{L}' \right) + O(\mu^4),
\]

(5.15)

where dots denote time derivatives and primes $\phi$ derivatives. Higher order time derivatives can be obtained by using the equations of motion successively. The equations for the gauge parameters also become

\[
\dot{\epsilon} = \epsilon' - \frac{4\mu}{3} \left( \chi''' - \frac{16}{k} \mathcal{L} \chi' \right) - 8\mu^2 \left( \epsilon''' - \frac{16}{3k} \mathcal{L} \epsilon' \right)
\]

(5.16)

\[
+ \frac{32\mu^3}{9k} \left( 3(k\partial_\phi^2 \chi - 32\mathcal{L}' \chi'' - 16\mathcal{L} \chi') - 56\mathcal{L} \chi''' + \frac{128}{k} \mathcal{L}^2 \chi' \right) + O(\mu^4),
\]

\[
\dot{\chi} = \chi' + 4\mu \epsilon' - \frac{8\mu^2}{3} \left( \chi''' - \frac{16}{k} \mathcal{L} \chi' \right) - 16\mu^3 \left( \epsilon''' - \frac{16}{3k} \mathcal{L} \epsilon' \right) + O(\mu^4).
\]

(5.17)

The initial data on a constant $t$ slice is therefore $\mathcal{L}(0, \phi), \mathcal{W}(0, \phi)$ for the fields and correspondingly $\epsilon(0, \phi), \chi(0, \phi)$ for the gauge parameters. All derivatives with respect to time are determined by using the equations of motion (5.14)–(5.17) up to the order $O(\mu^4)$. One can check that the infinitesimal charges (5.12) are conserved in time after using (5.14)–(5.17). We can therefore concentrate our attention on the initial time slice.

After a large amount of trial and error, we take as an ansatz for the gauge parameters associated with the Virasoro generator,

\[
\Lambda_L \equiv (\epsilon, \chi) = \left( 1 + 3 \frac{\mu^2}{2} \partial_\phi^2, -\mu - \frac{1}{2} \mu^3 \partial_\phi^2 \right) \tilde{\epsilon} + O(\mu^4)
\]

(5.18)
and associated with the spin 3 generator

$$\Lambda_W \equiv (\epsilon, \chi)$$

$$= \left( \mu \left( \partial_\phi^2 - \frac{32}{3k} \right) - \frac{16 \mu^2}{k} W - \frac{\mu^3}{6} \partial_\phi^4 + \frac{32 \mu^3}{3k} \left( L \partial_\phi^2 - 3L \partial_\phi - \frac{8}{3} L'' \right),
1 - \frac{\mu^2}{2} \left( \partial_\phi^2 + \frac{32}{3k} L \right) \right) \tilde{\chi} + O(\mu^4),$$

(5.19)

where $\tilde{\epsilon} = \tilde{\epsilon}(0, \phi), \tilde{\chi} = \tilde{\chi}(0, \phi)$ are the gauge symmetry parameters on the initial data slice. We will now derive the $\mathcal{W}_3$ algebra starting from this ansatz.

First, we obtain the conserved charges associated with these symmetry transformations. In order to obtain the conserved charges, we expand the $\partial_+ \phi$ derivative as $\partial_+ \phi = \frac{1}{2} (\partial_t + \partial_\phi)$ and we replace all time derivatives acting on the fields and their variations and on the gauge parameters using (5.14)–(5.17). The infinitesimal charges are

$$\delta Q_{\Lambda_L} = \frac{1}{2\pi} \int_{t=0} d\phi \, \tilde{\epsilon} \delta \tilde{L}, \quad \delta Q_{\Lambda_W} = -\frac{1}{2\pi} \int_{t=0} d\phi \, \tilde{\chi} \delta \tilde{W}$$

(5.20)

where

$$\tilde{L} = \mathcal{L} + 3\mu W + \mu^2 \left( \frac{7}{2} L'' + \frac{16}{3k} L^2 \right) + \frac{29}{6} \mu^3 W'' + O(\mu^4),$$

$$\tilde{W} = W - \mu \left( 3L'' - \frac{32}{3k} L^2 \right) + \frac{\mu^2}{2} \left( 3W'' + \frac{32}{k} L W \right) - \frac{512}{27k^2} \mu^3 \mathcal{L}^3$$

$$+ \frac{16\mu^3}{9k} (9W^2 - 66(L')^2 - 43L L'') + \frac{77}{18} \mu^3 L''' + O(\mu^4).$$

(5.21)

(5.22)

Now the infinitesimal charges only depend on the initial data at $t = 0$. We are free to choose the gauge symmetry parameters $\tilde{\epsilon}(0, \phi), \tilde{\chi}(0, \phi)$ independently on the fields $L(0, \phi), W(0, \phi)$, the charges are then integrable at $t = 0$ and we obtain the spin 2 and spin 3 charges

$$Q^{\epsilon=0}_{\Lambda_L} = \frac{1}{2\pi} \int_{t=0} d\phi \, \tilde{\epsilon} \tilde{L}, \quad Q^{\epsilon=0}_{\Lambda_W} = -\frac{1}{2\pi} \int_{t=0} d\phi \, \tilde{\chi} \tilde{W}.$$  

(5.23)

We insist that these charges are only constructed at $t = 0$ and allow to obtain the value of the charge associated with any gauge symmetry parameter $\tilde{\epsilon}(0, \phi), \tilde{\chi}(0, \phi)$ at $t = 0$. Since the infinitesimal charges are conserved, the integrability conditions are also conserved, and one can build the charges at another time $t$ by letting time evolve, and integrate the infinitesimal charges at that later time. Given that $(\epsilon, \chi)$ obey field-dependent evolution laws and the fields themselves obey non-linear partial differential equations, the relationship between $\tilde{\epsilon}(0, \phi), \tilde{\chi}(0, \phi)$ and $\epsilon(t, \phi), \chi(t, \phi)$ cannot be easily worked out. We were therefore not able to derive a closed-form expression for the integrated conserved charges associated with $\tilde{\epsilon}(0, \phi), \tilde{\chi}(0, \phi)$ at $t \neq 0$. Nevertheless, these conserved charges should exist at all times, according to the above reasoning.

Let us now compute the Poisson bracket between the conserved charges using

$$\{Q_{\Lambda(1)}, Q_{\Lambda(2)}\} \equiv \delta_{\Lambda(1)} Q_{\Lambda(2)} = \delta Q_{\Lambda(2)} [\delta_{\Lambda(1)} \mathcal{L}, \delta_{\Lambda(1)} \mathcal{W}; \mathcal{L}(\phi), \mathcal{W}(\phi)]$$

(5.24)
where $\Lambda^{(1)} = (\epsilon^{(1)}, \chi^{(1)}), \Lambda^{(2)} = (\epsilon^{(2)}, \chi^{(2)})$ are two choices of generators (either $\Lambda_L$ or $\Lambda_W$ with a corresponding choice of $\tilde{\epsilon}$ or $\tilde{\chi}$). Here, the Poisson bracket can be computed using the infinitesimal charge formula given in (5.12) even though we do not have at hand the conserved charge $Q_\Lambda$ at all times (see [72] for a general proof). The infinitesimal charge is linear in the variations of the fields, but it might depend non-linearly on the fields $\mathcal{L}$ and $\mathcal{W}$ and their $\phi$ derivatives. We emphasize that all time dependence has been removed using (5.14)–(5.17).

After some algebra, we recognize that the Poisson bracket can equivalently be written as

$$\{Q_{\Lambda^{(1)}}, Q_{\Lambda^{(2)}}\} \equiv \frac{1}{2\pi} \int d\phi \left( \tilde{\epsilon}^{(1)} \tilde{\delta}_{\Lambda^{(2)}} \tilde{\mathcal{L}} - \tilde{\chi}^{(1)} \tilde{\delta}_{\Lambda^{(2)}} \tilde{\mathcal{W}} \right)$$

(5.25)

where

$$\tilde{\delta}_{\Lambda} \tilde{\mathcal{L}} = -\partial_\phi \tilde{\mathcal{L}} \tilde{\epsilon} - 2 \tilde{\mathcal{L}} \partial_\phi \tilde{\epsilon} + \frac{k}{2} \partial_\phi^2 \tilde{\epsilon} + 2 \tilde{\chi} \partial_\phi \tilde{\mathcal{W}} + 3 \partial_\phi \tilde{\chi} \tilde{\mathcal{W}}$$

$$\tilde{\delta}_{\Lambda} \tilde{\mathcal{W}} = -\partial_\phi \tilde{\mathcal{W}} \tilde{\mathcal{W}} - 3 \partial_\phi \tilde{\chi} \tilde{\mathcal{W}}$$

(5.26)

$$- \frac{1}{3} \left( 2 \tilde{\chi} \partial_\phi^2 \tilde{\mathcal{L}} + 9 \partial_\phi \tilde{\chi} \partial_\phi^2 \tilde{\mathcal{L}} + 15 \partial_\phi^3 \tilde{\chi} \partial_\phi \tilde{\mathcal{L}} + 10 \partial_\phi^3 \tilde{\chi} \tilde{\mathcal{L}} - \frac{k}{2} \partial_\phi^4 \tilde{\chi} - \frac{32}{3k} (\tilde{\chi} \tilde{\mathcal{L}} \partial_\phi \tilde{\mathcal{L}} + \partial_\phi \tilde{\chi} \tilde{\mathcal{L}}^2) \right)$$

is be formally the same as (5.5) with $\partial_\phi$ substituted by $\partial_\phi$ and $\mathcal{L}$ by $\tilde{\mathcal{L}}$. However, on the initial data slice, $\tilde{\epsilon}(0, \phi), \tilde{\chi}(0, \phi)$ are arbitrary functions of $\phi$ obeying periodic boundary condition in the $\phi$ direction and, moreover, they are independent of the fields $\mathcal{L}(0, \phi), \mathcal{W}(0, \phi)$. Therefore, we are free to perform a Fourier decomposition, and obtain the algebra by calculating the Poisson bracket between the Fourier modes. This Poisson bracket reproduces explicitly the $\mathcal{W}_3$ algebra. This proves that the canonical charges $Q_{\Lambda_L}$ and $Q_{\Lambda_W}$ form a $\mathcal{W}_3$ algebra in perturbation theory in $\mu$.

The same result can be obtained independently in the barred sector with $x^\pm$ exchanged. Since the unbarred and barred sectors mutually commute, the total asymptotic symmetry algebra is therefore $\mathcal{W}_3 \times \mathcal{W}_3$.

Let us comment on our results. To understand the meaning of these symmetry generators in the bulk gravitational theory and its conformal dual, we need a map between the Chern-Simons theory and a metric-like formalism, which can be found in [49]. A gauge transformation given by $(\Lambda \equiv \Lambda^A J_A, \tilde{\Lambda} \equiv \Lambda^A J_A)$ is associated with a diffeomorphism in the bulk by

$$\xi^\mu = g^{\mu\nu} \kappa_{AB} e^A_\nu (\Lambda^B - \tilde{\Lambda}^B)$$

(5.27)

where $J^A$ denotes all generators of $sl(3, \mathbb{R})$ and $\kappa_{AB} = \frac{1}{2} \text{Tr}(J_A J_B)$ is the Killing metric. In general, a Chern-Simons gauge transformation is a combination of local Lorentz-like transformations, diffeomorphisms and spin 3 transformations given by $\Lambda^A \rightarrow \Lambda^A - \xi^\mu e^A_\mu$. In principle, we can get the asymptotic Killing vectors and accompanying spin-3 transformations associated with all the $\mathcal{W}_3 \times \mathcal{W}_3$ generators to any order in $\mu, \tilde{\mu}$. Here, we will only look at linear order in both $\mu, \tilde{\mu}$. At linear order, one can explicitly show that the Virasoro generator $\tilde{\mathcal{L}}$ is associated with the Killing vector $\xi = \tilde{\epsilon} \partial_+ - \frac{1}{2} \tilde{\chi} \partial_\rho$ which means that it generates a diffeomorphism along $x^+$, combined with a spin 3 transformation. This
combination leaves $\tilde{L}, \tilde{W}$ invariant. Similarly, $\tilde{L}$ generates a diffeomorphism along $x^-$ combined with another spin 3 transformation, and the combination of transformations leaves $\tilde{L}, \tilde{W}$ invariant. Note that although our generators are only defined at $t = 0$, they extend at all times with a specific (field-dependent) dependence on $x^+ \text{ and } x^-$, as the equations of motion tell how they evolve with time. The fact that the Virasoro generators are not associated with pure diffeomorphisms has occurred in other situations as well. One example has been discussed in the context of gravity coupled to a U(1) gauge field in $\text{AdS}_2$ [73]. There, a pure diffeomorphism would not preserve the boundary conditions. Instead, one has improve the stress tensor by doing a (large) U(1) gauge transformation as well. We think that it is exactly what is happening here in the higher spin context: a pure diffeomorphism itself will not preserve the boundary conditions, so it needs to be supplemented with a spin 3 transformation in order to get the correct stress tensor. At quadratic and higher orders in $\mu, \bar{\mu}$, the correct identification of the boundary diffeomorphism would require more care since the leading asymptotic behavior of the metric changes.

### 5.3 Virasoro zero modes

Let us discuss in more detail the zero modes of the Virasoro algebra.

First, one can build from the infinitesimal charges (5.12) the integrable charges associated with $(\epsilon, \chi) = (1, 0)$ and $(\epsilon, \chi) = (0, 1)$ since these gauge parameters are solutions to the system (5.4). We obtain

\[
Q_{(1,0)} = \frac{1}{2\pi} \int d\phi (\mathcal{L} + 2\mu \mathcal{W}),
\]

\[
Q_{(0,1)} = \frac{1}{2\pi} \int d\phi \left( -\mathcal{W} + \frac{2\mu}{3} \left( \partial_t^2 \mathcal{L} - \frac{8}{k} \mathcal{L}^2 \right) \right),
\]

(5.28)

A similar expression holds for $(\bar{\epsilon}, \bar{\chi}) = (1, 0)$ and $(0, 1)$ with all quantities barred and $\partial_+$ derivatives exchanged with $\partial_-$ derivatives. These charges are conserved in time and commute under the Poisson bracket.

The charges associated with the asymptotic Killing vectors $\partial_\pm$ can also be obtained from (5.12) upon setting $\Lambda = \xi^\mu A_\mu, \bar{\Lambda} = \xi^\mu \bar{A}_\mu$ (see discussions in [49]). The asymptotic Killing vector $\partial_+$ corresponds to $(\epsilon, \chi, \bar{\epsilon}, \bar{\chi}) = (1, 0, 0, \mu)$ and $\partial_-$ corresponds to $(\epsilon, \chi, \bar{\epsilon}, \bar{\chi}) = (0, \mu, 1, 0)$. Evaluating on the fixed $t$ slice, the charges are

\[
\Delta \equiv Q_{\partial_+} = \frac{1}{2\pi} \int_0^{2\pi} d\phi \left( \mathcal{L} + 2\mu \mathcal{W} - \bar{\mu} \bar{\mathcal{W}} - \frac{16}{3k} \bar{\mu}^2 \mathcal{L}_2^2 + \frac{\mu^2}{6} \partial_t^2 \mathcal{L} \right),
\]

\[
\bar{\Delta} \equiv Q_{\partial_-} = \frac{1}{2\pi} \int_0^{2\pi} d\phi \left( \bar{\mathcal{L}} + 2\bar{\mu} \bar{\mathcal{W}} - \mu \mathcal{W} - \frac{16}{3k} \mu^2 \mathcal{L}_2^2 + \frac{\bar{\mu}^2}{6} \partial_t^2 \bar{\mathcal{L}} \right),
\]

(5.29)

which agree with the computation of [48] for time-independent solutions in the phase space where $\mu$ is fixed.

Let us now compute the zero modes of the Virasoro algebra. From (5.18), the unbarred zero mode Virasoro generator is associated with $(\epsilon, \chi, \bar{\epsilon}, \bar{\chi}) = (1, -\mu, 0, 0)$ while the barred zero mode Virasoro generator is associated with $(\epsilon, \chi, \bar{\epsilon}, \bar{\chi}) = (0, 0, 1, -\bar{\mu})$. They are
given by
\[ \tilde{\Delta} \equiv Q_{(1, -\mu, 0, 0)} = \frac{1}{2\pi} \int_0^{2\pi} d\phi \left( \mathcal{L} + 3\mu\mathcal{W} + \frac{16}{3k}\mu^2\mathcal{L}^2 + O(\mu^4) \right), \]
(5.30)
\[ \bar{\tilde{\Delta}} \equiv Q_{(0, 0, 1, -\bar{\mu})} = \frac{1}{2\pi} \int_0^{2\pi} d\phi \left( \bar{\mathcal{L}} + 3\bar{\mu}\bar{\mathcal{W}} + \frac{16}{3k}\bar{\mu}^2\bar{\mathcal{L}}^2 + O(\mu^4) \right), \]
(5.31)
at the initial time \( t = 0 \). These expressions can be obtained either from the definition (5.23) for \( \tilde{\epsilon} = 1 \) or from expanding the appropriate linear combination of (5.28) using the equations of motion (5.14).

Let us comment on our result. The Virasoro zero modes \( \tilde{\Delta}, \bar{\tilde{\Delta}} \) do not agree with the naive left and right-moving generators \( \Delta, \bar{\Delta} \). The reason is that upon turning on \( \mu \) and \( \bar{\mu} \), the unbarred Virasoro generator starts to be also slightly left-moving and the barred Virasoro generator starts to be slightly right-moving. There is however no mixing between the unbarred and barred sectors since the \( sl(3, \mathbb{R}) \times sl(3, \mathbb{R}) \) Chern-Simons theory (including the boundary terms) is simply the sum of the two uncoupled unbarred and barred theories. Interestingly, the difference between the unbarred and barred Virasoro zero modes
\[ \tilde{\Delta} - \bar{\tilde{\Delta}} = \Delta - \bar{\Delta} + O(\mu^4) \equiv J + O(\mu^4) \]
(5.32)
agrees with the angular momentum \( J \), at least up to \( O(\mu^4) \). One argument for such a conservation under \( \mu, \bar{\mu} \) deformation is that in the semi-classical theory the angular momentum is quantized and cannot therefore be changed with a continuous parameter. On the contrary, nothing prevents the expression for the energy to change and its expression is indeed affected upon turning on \( \mu, \bar{\mu} \). It would be of course interesting to reproduce the expression for the Virasoro zero modes from the dual holographic theory.

5.4 KdV charges

Let us now take another perspective on the conserved charges analysis. By inspection, we can identify at least four linearly independent solutions to the gauge parameter equations (5.4) around a generic point in phase space. Two solutions are the obvious constant parameters \( (\epsilon, \chi) = (1, 0) \) and \( (\epsilon, \chi) = (0, 1) \) whose charges have been obtained in the last section. Two non-trivial solutions are given by
\[ \left( \begin{array}{c} \epsilon \\ \chi \end{array} \right) = \left( \begin{array}{c} \mathcal{W} \\ -\mathcal{L} \end{array} \right), \quad \left( \begin{array}{c} \frac{1}{3}(\partial_+^2 \mathcal{L} - \frac{8}{k}\mathcal{L}^2) \\ \mathcal{W} \end{array} \right). \]
(5.33)
For phase space elements with constant \( \mathcal{L} \) and \( \mathcal{W} \), some of these symmetries degenerate but they are independent in general. The two charges associated with (5.33) are integrable and given by
\[ Q_{(\mathcal{W}, -\mathcal{L})} = \frac{1}{2\pi} \int d\phi \left( \mathcal{W}\mathcal{L} + \frac{2\mu}{3} \left( \frac{3}{2}\mathcal{W}^2 + \frac{1}{2}(\partial_+ \mathcal{L})^2 - \mathcal{L}\partial_+^2 \mathcal{L} + \frac{16}{3k}\mathcal{L}^3 \right) \right), \]
\[ Q_{\left( \frac{1}{2}(\partial_+^2 \mathcal{L} - \frac{8}{k}\mathcal{L}^2), \mathcal{W} \right)} = \frac{1}{2\pi} \int d\phi \left( -\mathcal{W}^2 + \frac{8}{9k}\mathcal{L}^3 - \frac{1}{6}(\partial_+ \mathcal{L})^2 \\ + \frac{2\mu}{3} \left( \mathcal{W} \left( \partial_+^2 \mathcal{L} - \frac{8}{k}\mathcal{L}^2 \right) - \partial_+ \mathcal{W} \partial_+ \mathcal{L} \right) \right). \]
(5.34)
In order to obtain the last expression we used the equations of motion and we performed an integration by parts in $\partial_\phi$. We can check that they are conserved on-shell at all times.

Let us make contact with the KdV integrable hierarchy of charges (4.22). These charges are defined using $t^+$ as time evolution parameter. We can however reformulate the conservation laws (4.23) after using our variables $x^\pm = t \pm \phi$ as

$$\partial_t (h_k - 2 \mu l_k) = \partial_\phi (h_k + 2 \mu l_k).$$

Therefore, we can build the hierarchy of conserved quantities under $t$ evolution from

$$\mathcal{H}_k = \int d\phi (h_k - 2 \mu l_k), \quad k \in \mathbb{N}, \quad k \neq 3\mathbb{N}. \quad (5.36)$$

Since $h_k$ and $l_k$ are $\mu$ independent, the conserved charges are linear in $\mu$. Using (4.28), the first four charges in the $n = 3$ KdV hierarchy exactly reproduce the four conserved charges that we derived using canonical methods in (5.28)–(5.34). We expect that one can reproduce the entire integrable tower of conserved charges from suitable field-dependent solutions to (5.4), but it remains to be proven.

In the standard KdV hierarchy, all charges (4.22) commute, which provides precisely with the integrability structure. Here, the Poisson bracket of the conserved charges (5.28)–(5.34) can be computed using the canonical bracket

$$\{Q_{(\epsilon, \chi)}, Q_{(\epsilon', \chi')}\} = \delta_{(\epsilon, \chi)} Q_{(\epsilon', \chi')} \quad (5.37)$$

with the variation of the fields (5.5). After an involved but straightforward computation, the result is that the four charges commute for any $\mu$.

It would be interesting to investigate if all charges (5.36) commute, maybe using the definition of $l_k$ (4.24) in terms of Lax operators. We leave this issue for future investigations.

It has been proposed that the tower of commuting KdV charges (4.22) can be viewed as the Cartan subalgebra of a linear extensions of the $\mathcal{W}_3$ algebra, $\mathcal{W}_3^{\text{lin}}$ [74]. It would be interesting to interpret the charges (5.36) in that framework as well.

### 6 $\mathcal{W}_3^{(2)}$ symmetry in the Diagonal embedding

In this section we discuss the diagonal embedding. We will derive the canonical charges at finite $\lambda$ and show that they obey the $\mathcal{W}_3^{(2)}$ algebra under the canonical Poisson bracket. We will then obtain the bi-Hamiltonian structure of the Boussinesq equation in $t$ evolution which describes the dynamics of the phase space in the diagonal embedding. We will show that the second Hamiltonian structure precisely coincides with the $\mathcal{W}_3^{(2)}$ Hamiltonian structure after a field redefinition.

#### 6.1 Canonical analysis

In this subsection we perform a canonical analysis for the diagonal embedding. As mentioned before, there are four initial data $J, G_\pm, T$ at $t = 0$. Under the field redefinition (3.6), these variables are related to $L, W, \dot{L}, \dot{W}$ at $t = 0$. Similarly, the gauge transformations are
determined by the initial data of the four new variables \( \varepsilon, \eta, \alpha_\pm \) (that we choose in order to obtain normalized charges at \( \lambda = 0 \) as we will see shortly) as

\[
\chi = \frac{1}{4\lambda^2\varepsilon},
\]

\[
\varepsilon = \frac{1}{2\sqrt{2}\lambda}(\alpha_+ + \alpha_-),
\]

\[
\partial_+ \chi = -\frac{1}{2\sqrt{2}\lambda}(\alpha_+ - \alpha_-),
\]

\[
\partial_+^2 \chi = -\eta.
\]

We warn the reader that we introduce the new symbol \( \varepsilon \) different than \( \epsilon \). It follows from the equations of motion for \( \epsilon \) and \( \chi \) (5.4) that the new variables satisfy the following linear differential equations

\[
\dot{\varepsilon} = -\varepsilon' - 2\sqrt{2}\lambda(\alpha_+ - \alpha_-),
\]

\[
\dot{\alpha}_+ = -\alpha_+' - 2\lambda\left(\lambda(\alpha_+ - \alpha_-) + \frac{1}{\sqrt{2}}(\varepsilon' - 2\eta)\right),
\]

\[
\dot{\alpha}_- = -\alpha_-' - 2\lambda\left(\lambda(\alpha_+ - \alpha_-) + \frac{1}{\sqrt{2}}(\varepsilon' + 2\eta)\right),
\]

\[
\dot{\eta} = -\eta' - 3\sqrt{2}\lambda\left(2\left(\frac{J}{k} + \lambda^2\right)(\alpha_+ - \alpha_-) + \sqrt{2}\lambda\varepsilon' + (\alpha_+' + \alpha_-')\right),
\]

where \( J \) is related to \( L \) by (3.7). The transformation rules of the \( L \) and \( W \) variables can be also translated into transformation rules of \( J, G_\pm, J \). The infinitesimal conserved charge (5.12) associated with the gauge parameters \( K \equiv (\eta, \alpha_+, \alpha_-, \varepsilon) \) can then be written as

\[
\delta Q_K = \frac{1}{2\pi} \int d\phi \left( \varepsilon \left( \delta T - \frac{\lambda}{\sqrt{2}} \delta(G_+ + G_-) \right) + \eta \delta J + \alpha_+ \left( \delta G_+ - \frac{3}{\sqrt{2}} \lambda \delta J \right) + \alpha_- \left( \delta G_- - \frac{3}{\sqrt{2}} \lambda \delta J \right) \right).
\]

It is linear and it can then be directly integrated at \( t = 0 \) yielding

\[
Q_K = \frac{1}{2\pi} \int_{t=0} d\phi \left( \varepsilon \left( T - \frac{\lambda}{\sqrt{2}} (G_+ + G_-) \right) + \eta J + \alpha_+ \left( G_+ - \frac{3}{\sqrt{2}} \lambda J \right) + \alpha_- \left( G_- - \frac{3}{\sqrt{2}} \lambda J \right) \right).
\]

One can check that the following charges

\[
Q_\eta = \frac{1}{2\pi} \int_{t=0} d\phi \eta \left( J + \frac{k}{2}\lambda^2 \right) \equiv \frac{1}{2\pi} \int d\phi \eta J_k
\]

\[
Q_{\alpha_\pm} = \frac{1}{2\pi} \int_{t=0} d\phi \alpha_\pm \left( G_\pm - \lambda \left( 3\sqrt{2}J + \frac{k}{\sqrt{2}}\lambda^2 \right) \right) \equiv \frac{1}{2\pi} \int d\phi \alpha_\pm G_{\pm\lambda}
\]

\[
Q_\varepsilon = \frac{1}{2\pi} \int_{t=0} d\phi \varepsilon \left( T - 3\frac{\lambda}{\sqrt{2}} (G_+ + G_-) + 6\lambda^2 J \right) \equiv \frac{1}{2\pi} \int_{t=0} d\phi \varepsilon T_k
\]
associated with the gauge parameters

\[ K_\eta = (\eta, 0, 0, 0), \quad (6.9) \]
\[ K_{\alpha_+} = \left( -\frac{3}{\sqrt{2}} \lambda_{\alpha_+}, \alpha_+, 0, 0 \right), \quad (6.10) \]
\[ K_{\alpha_-} = \left( -\frac{3}{\sqrt{2}} \lambda_{\alpha_-}, 0, \alpha_-, 0 \right), \quad (6.11) \]
\[ K_\varepsilon = \left( 0, -\sqrt{2} \lambda \varepsilon, -\sqrt{2} \lambda \varepsilon, \varepsilon \right), \quad (6.12) \]

form the \( W_3^{(2)} \) algebra. The charges \( Q_\varepsilon \) form a Virasoro algebra with central charge \( \hat{c} = \frac{3k}{2} \), which is unchanged from \( \lambda = 0 \) \([39]\). The charges \( Q_\eta \) form a \( U(1) \) algebra with level \( \hat{k} = -\frac{k}{3} \), which is unchanged from \( \lambda = 0 \) \([39, 68]\).

### 6.2 Bi-Hamiltonian structure

We now construct the bi-Hamiltonian structure of the Boussinesq system (4.2) at constant \( t \), with \( \phi \sim \phi + 2\pi \). We will largely follow the work of Mathieu and Oevel \([64]\).

The crucial ingredient which allows to build the Hamiltonian structure is the Miura map, which provides with a free field realization of non-linear algebras. The Miura transformation of the \( Bsq \) equation can be written as

\[
\begin{align*}
u &= p_1 x - \frac{1}{2}(p_1^2 + p_2^2), \\
v &= s - p_{2xx} + 3p_1p_{2x} + p_{1x}p_2 + \frac{2}{3}p_2^3 - 2p_1^2p_2
\end{align*}
\]

(6.13)

where \( s \) is an arbitrary constant parameter and \( x \equiv x^+ \). This transformation maps solutions of the Boussinesq equation to the solutions of the modified Boussinesq (mBsq) equation

\[
\partial_{x^-} \begin{pmatrix} p_1 \\ p_2 \end{pmatrix} = \begin{pmatrix} -p_{2xx} + 2(p_1p_2)_x \\ p_{1xx} + (p_1^2 - p_2^2)_x \end{pmatrix}.
\]

(6.14)

We can write the mBsq equation in terms of our time and angle \( x^\pm = t \pm \phi \) after defining

\[ q_1 = \partial_+ p_1, \quad q_2 = \partial_+ p_2, \]

(6.15)

as

\[
\partial_t \begin{pmatrix} p_1 \\ p_2 \end{pmatrix} = \begin{pmatrix} 2q_1 - p_1' \\ 2q_2 - p_2' \\ \frac{\sqrt{3}}{\mu}(q_2 - p_2') - 4p_1q_1 + 4p_2q_2 - q_1' \\ -\frac{\sqrt{3}}{\mu}(q_1 - p_1') + 4p_2q_1 + 4p_1q_2 - q_2' \end{pmatrix}
\]

(6.16)

where primes denote \( \partial_\phi \) derivatives. In order to simplify the system, we introduce the new fields \( \phi_1, \phi_2 \) from the field redefinition

\[ \phi_1 = q_1 + p_1^2 - p_2^2 - \frac{\sqrt{3}}{2\mu}p_2, \quad \phi_2 = q_2 - 2p_1p_2 + \frac{\sqrt{3}}{2\mu}p_1. \]

(6.17)
Then
\[
\partial_t \begin{pmatrix} p_1 \\ p_2 \\ \phi_1 \\ \phi_2 \end{pmatrix} = \begin{pmatrix} 2 \left( \phi_1 - p_1^2 + \frac{\sqrt{3}}{2\mu} p_2 \right) - p_1' \\ 2 \left( \phi_2 + 2p_1p_2 - \frac{\sqrt{3}}{2\mu} p_1 \right) - p_2' \\ -\frac{\sqrt{3}}{\mu} p_1' - \phi_1' \\ \frac{\sqrt{3}}{\mu} p_1' - \phi_2' \end{pmatrix}.
\]
(6.18)

We then observe by inspection that the system can be written as a Hamiltonian system,
\[
\frac{k\mu}{\sqrt{3}} \partial_t \begin{pmatrix} p_1 \\ p_2 \\ \phi_1 \\ \phi_2 \end{pmatrix} = \Theta \begin{pmatrix} \frac{\delta}{\delta p_1} \\ \frac{\delta}{\delta p_2} \\ \frac{\delta}{\delta \phi_1} \\ \frac{\delta}{\delta \phi_2} \end{pmatrix} \mathcal{H},
\]
(6.19)

with
\[
\Theta = \begin{pmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & \frac{\sqrt{3}}{2\mu} \partial_\phi & 0 \\ 0 & 0 & 0 & \frac{\sqrt{3}}{2\mu} \partial_\phi \end{pmatrix},
\]
(6.20)

\[
\mathcal{H} = \frac{k\mu}{\sqrt{3}} \int_0^{2\pi} d\phi \left( 2 \left( p_1 \phi_2 - p_2 \phi_1 + p_1^2p_2 - \frac{3}{8}p_2^2 \right) - p_1p_2' - \frac{\sqrt{3}}{2\mu} \left( p_1^2 + p_2^2 \right) - \frac{\mu}{\sqrt{3}} \phi_1^2 - \phi_2^2 \right).
\]
(6.21)

We recognize the second Hamiltonian as the “unbarred connection part” $Q_{(1,\mu)}$ of the canonical energy $Q_{\partial_t}$ derived in section 5.3,
\[
\mathcal{H} + \frac{s}{2} = Q_{(1,\mu)}
\]
\[
= \frac{1}{2\pi} \int_0^{2\pi} d\phi \left( \mathcal{L} + \mu \mathcal{W} + \frac{2\mu^2}{3} \left( \partial_\phi^2 \mathcal{L} - \frac{8}{k} \mathcal{L}^2 \right) \right)
\]
\[
= \frac{1}{2\pi} \int_0^{2\pi} d\phi \left( \mathcal{T} + \frac{\lambda}{\sqrt{2}} (G^+ + G^-) - 6\lambda^2 \mathcal{J} \right)
\]
(6.22)

up to a trivial shift. Since the canonical Poisson bracket corresponds to the second Hamiltonian structure, we need to set $s = 0$ in order to compare the formalisms. It is natural that the canonical energy is precisely the second Hamiltonian of the integrable hierarchy which generates the Poisson bracket.

We can now formulate the Hamiltonian structure for the original Boussinesq equation written as an evolution along $t$. Starting from (4.2) and splitting $t$ and $\phi$, we can write the dynamics in terms of $(\mathcal{J}, G^\pm, \mathcal{T})$ as
\[
\partial_t \begin{pmatrix} \mathcal{J} \\ G^+ \\ G^- \\ \mathcal{T} \end{pmatrix} = \begin{pmatrix} -2\sqrt{2}\lambda (G^+ - G^-) - \partial_\phi \mathcal{J} \\ -6\lambda^2 (G^+ - G^-) + 2\sqrt{2}\lambda \mathcal{T} - 3\sqrt{2}\lambda \partial_\phi \mathcal{J} - \partial_\phi G^+ + 2\sqrt{2}\lambda \mathcal{J}^2 \\ -6\lambda^2 (G^+ - G^-) - 2\sqrt{2}\lambda \mathcal{T} - 3\sqrt{2}\lambda \partial_\phi \mathcal{J} - \partial_\phi G^- - 2\sqrt{2}\lambda \mathcal{J}^2 \\ -6\sqrt{2}\lambda^3 (G^+ - G^-) - \sqrt{2}\lambda \partial_\phi (G^+ + G^-) - 6\lambda^2 \partial_\phi \mathcal{J} - \partial_\phi \mathcal{T} \end{pmatrix}.
\]
The Miura map (6.13), the definitions (4.3)-(6.15)-(6.17) and the field equations (6.18) allow to express the fields in terms of \( p_1, p_2, \phi_1, \phi_2 \) as

\[
\begin{align*}
  u & \equiv \frac{12\lambda^2}{k} J = 2\sqrt{3}\lambda^2 p_2 - \frac{1}{2}(3p_1^2 - p_2^2 - 2\phi_1), \\
  v & \equiv \frac{4\sqrt{6}\lambda^3}{k} (G^+ + G^-) = 12\lambda^4 p_2 + 2\sqrt{3}\lambda^2(\phi_1 - 2p_1^2 - \partial_\phi p_1) \\
  & \quad + \left(s + p_1\phi_2 - p_2\phi_1 + p_1^2p_2 - \frac{1}{3}p_2^3\right), \\
  w & \equiv -\frac{12\sqrt{2}\lambda^3}{k} (G^+ - G^-) = -12\lambda^4 p_1 + 2\sqrt{3}\lambda^2(\phi_2 - 2p_1p_2 - \partial_\phi p_2) \\
  & \quad + (-3p_1\phi_1 + p_2\phi_2 - p_1p_2^2 + 3p_1^3), \\
  z + 12\lambda^4 u & \equiv -\frac{48\lambda^4}{k} (T - 3\lambda^2 J) = 18\lambda^4 (p_1^2 + p_2^2) + 24\lambda^4 \partial_\phi p_1 + 2\sqrt{3}\lambda^2(-3p_1^2p_2 + p_2^3 + 3p_2\phi_1 \\
  & \quad - 3p_1\phi_2 - p_2\partial_\phi p_1 + p_1\partial_\phi p_2 - \partial_\phi \phi_2) + (\phi_1^2 + \phi_2^2). 
\end{align*}
\]

The Fréchet derivative of \( U \equiv (u, v, w, z) \) with respect to \( P \equiv (p_1, p_2, \phi_1, \phi_2) \) is a 4 \( \times \) 4 matrix operator whose components are given by

\[
D_{ij} = \frac{\partial}{\partial P_j} U_i + \left(\frac{\partial}{\partial \partial_\phi P_j} U_i\right) \partial_\phi \equiv D_{ij}^{[0]} + D_{ij}^{[1]} \partial_\phi
\]

where \( i, j = 1, 2, 3, 4 \). Its adjoint is given by

\[
D^+ = \left(D^{[0]} - \partial_\phi D^{[1]} - D^{[1]} \partial_\phi\right)^T
\]

where \( T \) is the transpose. The two Hamiltonian operators \( \Theta^1, \Theta^2 \) are then obtained as

\[
\Theta^2 + s \Theta^1 = D \Theta D^+
\]

The result for \( \Theta^1, \Theta^2 \), that we don’t find particularly useful to display here, is considerably simplified after performing the field redefinition

\[
\begin{align*}
  \tilde{u} & = \frac{1}{4\sqrt{3}\mu} (3 + 8\mu^2 u), \\
  \tilde{v} & = -\frac{1}{2\sqrt{2}3^{1/4}\mu^{3/2}} \left(1 + 8\mu^2 u - \frac{8}{\sqrt{3}}\mu^3 v\right), \\
  \tilde{w} & = \frac{2\sqrt{2}\mu^3}{3^{3/4}} w, \\
  \tilde{z} & = -2u + 2\sqrt{3}\mu v + \frac{4\mu^2}{3} z - 2\sqrt{3}\mu s.
\end{align*}
\]

We denote the Jacobian of the transformation of the tilde variables \( \tilde{u}, \tilde{v}, \tilde{w}, \tilde{z} \) in terms of
the variables $u, v, w, z$ as $J$. We then recognize the first and second Hamiltonian structure

\[
\tilde{\Theta}^1 = J \Theta^1 J^T = -\frac{4\sqrt{2}}{3^{1/4} \mu^{5/2}} \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -\partial_\phi \\
-1 & 0 & 0 & 0 \\
0 & -\partial_\phi & 0 & 0
\end{pmatrix},
\]

(6.34)

\[
\tilde{\Theta}^2 = J \Theta^2 J^T = -\frac{2\mu}{\sqrt{3}} \begin{pmatrix}
-\partial_\phi & \tilde{w} & 3\tilde{v} & -2\tilde{u} - 2\tilde{u}\partial_\phi \\
-\tilde{w} & \tilde{u} + 2\tilde{u}\partial_\phi & \partial^2_\phi - \tilde{z} + 4\tilde{u}^2 & -2\tilde{v} - 3\tilde{v}\partial_\phi \\
-3\tilde{v} & -\partial^2_\phi + \tilde{z} - 4\tilde{u}^2 & -3\tilde{u} - 6\tilde{u}\partial_\phi & -2\tilde{w} - 3\tilde{w}\partial_\phi \\
-2\tilde{u}\partial_\phi & -\tilde{v} & 3\tilde{v}\partial_\phi & -\tilde{w} - 3\tilde{w}\partial_\phi & \partial^3_\phi - 2\tilde{z}\partial_\phi - 4\tilde{z}\partial^2_\phi
\end{pmatrix},
\]

(6.35)

as the one of the $W_3^{(2)}$ algebra (4.15)–(4.16) up to an irrelevant multiplicative constant.

The standard spin 2, 3/2 and 1 generators of the $W_3^{(2)}$ algebra ($\mathcal{J}_\lambda, \mathcal{G}_\lambda^\pm, \mathcal{T}_\lambda$) at any finite value of $\lambda = 1/(2\mu^{1/2})$ are proportional, respectively, to $\tilde{u}, \tilde{v} \pm \frac{1}{\sqrt{3}} \tilde{w}$ and $\tilde{z}$. We can find the prefactors by matching the result at $\lambda = 0$ and we find

\[
\mathcal{J}_\lambda \equiv \frac{k}{2\sqrt{3}} \tilde{u} = \mathcal{J} + \frac{k}{2} \lambda^2,
\]

(6.36)

\[
\mathcal{G}_\lambda^\pm \equiv -\frac{3^{1/4}}{4} k \left( \tilde{v} \pm \frac{1}{\sqrt{3}} \tilde{w} \right) = \mathcal{G}^\pm - 3\sqrt{2}\lambda \mathcal{J} - \frac{k}{\sqrt{2}} \lambda^3,
\]

(6.37)

\[
\mathcal{T}_\lambda \equiv -\frac{k}{4} \tilde{z} - \frac{\sqrt{3} k}{8\lambda^2} s = \mathcal{T} - \frac{3}{\sqrt{2}} \lambda (\mathcal{G}^+ + \mathcal{G}^-) + 6\lambda^2 \mathcal{J}.
\]

We see that these generators exactly agree with the generators we found via the canonical analysis (6.8) upon setting the shift $s = 0$. In conclusion, both the canonical and integrability formalisms agree and lead to the $W_3^{(2)}$ symmetry algebra at any finite $\lambda$. The preservation of the $W_3^{(2)}$ integrability structure under deformation was also noticed in [75, 76].
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A Conventions

The $sl(3,\mathbb{R})$ generators in the principal $sl(2,\mathbb{R})$ embedding are denoted as $L_{\pm 1}$, $L_0$, $W_{\pm 2}$, $W_{\pm 1}$, $W_0$. They obey the following commutation relations

$$[L_i, L_j] = (i - j)L_{i+j},$$
$$[L_i, W_m] = (2i - m)W_{i+m},$$
$$[W_m, W_n] = -\frac{1}{3}(m - n)(2m^2 + 2n^2 - mn - 8)L_{m+n}$$

(A.1)

where $i, j = -1, 0, 1, m, n = -2, -1, 0, 1, 2$. The $sl(3,\mathbb{R})$ algebra in the diagonal embedding is generated by $\hat{L}_{\pm 1}$, $\hat{L}_0$, $\hat{G}_{\pm 1/2}$ and $\hat{J}_0$. The two sets of $sl(3,\mathbb{R})$ generators expressed in a form convenient for each embedding are simply related by the field redefinition

$$\hat{L}_0 = \frac{1}{2}L_0,$$
$$\hat{L}_{\pm 1} = \pm\frac{1}{4}W_{\pm 2},$$
$$\hat{J}_0 = \frac{1}{2}W_0,$$

(A.2)

$$\hat{G}_{1/2}^{\pm} = \frac{1}{\sqrt{8}}(W_1 \mp L_1),$$
$$\hat{G}_{-1/2}^{\pm} = \frac{1}{\sqrt{8}}(L_1 \pm W_1).$$

(A.3)

These conventions follow from the ones of the appendix of [15] but with $q = 1/2$. We use the trace relations

$$\text{Tr}(L_{-1}L_1) = -1, \quad \text{Tr}(L_0L_0) = \frac{1}{2},$$
$$\text{Tr}(W_0W_0) = \frac{2}{3}, \quad \text{Tr}(W_1W_{-1}) = -1, \quad \text{Tr}(W_2W_{-2}) = 4.$$ 

(A.4)

All other traces vanish.
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