Fingerprint location algorithm based on K-means for spatial farthest access point in Wi-Fi environment
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Abstract: The main problems of location fingerprint are the timeliness and accuracy of location. However, the huge fingerprint database and complex location information will make the location process extremely complex and time-consuming. On the basis of introducing the basic idea of the strongest access point (AP), a location fingerprints recognition algorithm based on K-means clustering of the farthest spatial AP of Wi-Fi is proposed. This algorithm improves the traditional K-means algorithm, chooses the optimal initial clustering centres based on the idea of the longest distance in space, and optimises the fingerprint database by using the improved algorithm to complete the rough location of fingerprint position. Then, the weight coefficients of AP are introduced into the Euclidean distance of the weighted k-nearest neighbour algorithm to enhance the contribution of spatial AP and achieve accurate location of the location fingerprint algorithm. The simulation results show the effectiveness of the algorithm. The algorithm not only effectively reduces the clustering time and the number of matched fingerprints, but also reduces the computational complexity of the algorithm, and reduces the negative impact on the real-time and accuracy of the positioning system.

1 Introduction
At present, people’s demand for various location services is increasing with the rapid development of network technology and the popularisation of wireless devices \cite{1}. In an outdoor environment, the location service is performed well by global positioning system (GPS), or cellular positioning system (CPS), in positioning accuracy and speed. Whereas in indoor, those methods will be blocked by the wall and other obstructions, which cannot provide the location service. Compared with the outdoor environment, the indoor space is small, the layout is complex, and there are different interference sources, which brings great difficulties for indoor positioning \cite{2}.

Many indoor location algorithms based on network technology have been proposed by scholars. Where, under the Wi-Fi environment, the localisation algorithm based on received signal strength indication (RSSI) is the most widely used. It is mainly divided into transmission loss location method \cite{3} and location fingerprinting (LF) method \cite{4}. Transmission loss location method, in this method, the signal transmission model and geographic information are converted into the distance measurement values, and then the triangular method is used to locate the signal. This kind of method is easy to be affected by various occlusions and has a large error, which is not conducive to locate accurately indoor \cite{5}. LF is divided into two parts: offline database building and online matching. This method not only reduces the amount of work to eliminate errors, but also improves the positioning accuracy to a great extent by using various errors generated under the condition of non-line-of-sight (NLOS), whereas the LF algorithm has a great deal of data in the offline database, which will prolong the location time. Computational complexity and location overhead are hot issues for this algorithm.

In order to reduce the computation of LF algorithm and reduce the complexity of location, we used clustering analysis to cut down the query space of fingerprint database under the guidance of traditional clustering theory \cite{6}.

Considering the contribution of spatial access points (AP) to location, we proposed an improved K-means clustering algorithm and an improved weighted k-nearest neighbour (WKNN) location algorithm with weighted Euclidean distance. As of the AP in the positioning space are distributed in the distance and relatively independent position, the improved clustering algorithm improves the convergence speed, reduces the computing time, and improves the index efficiency to a certain extent. The improved clustering algorithm makes the fingerprint classification have great effect and stability, and finally improves the location accuracy.

2 Establishment of location fingerprint database
The fingerprint location algorithm includes two important stages: offline phase and online stage \cite{7}. The fingerprint database is composed of the data received by the Wi-Fi signal between multiple sampling points (SP) and geographic position is to be located. The size of the location spaces and the number of indoor items directly affects the size of the fingerprint database.

At present, most offline fingerprint databases are established by full mining method or interpolation method. According to the size or shape of the area evenly or unevenly, the full mining method divides the location area into several areas, and each area representing an SP. After that, fingerprint information (such as signal strength) of each SP is measured by manpower to form a database. Most literatures use the method of mapping the mean value of RSSI and the position of SP point one by one and store it in database \cite{8}. In theory, the more the number of SP, the higher the positioning accuracy is. However, when the interval of SP is less than a threshold, there is almost no effect on the improvement of positioning accuracy. If the target area is large, the use of a common fingerprint database will lead to a huge amount of work. So there are a lot of algorithms to generate fingerprint database based on spatial correlation by interpolation with fewer SP \cite{9}.

In the location area, we use uniform sampling to select a number of SP. Then the RSSI signal WiFi\_RSSI of J AP can be obtained. Well, the number of J RSSI values that can be collected at each SP is used as a fingerprint, after that, we use Kriging interpolation to get all the fingerprint information in the region by the spatial correlation formula (1). At this point, the total number
for all AP.

First, K-mean clustering classifies SP in fingerprint database, that is, one of the key factors of interpolation accuracy and satisfies the condition unbiased, estimate the condition of minimum variance. Although the traditional WKNN algorithm uses the Euclidean distance weighting of the signal intensity, it does not take into account the contribution of the signal strength of each AP to the location.

In this paper, improved WKNN algorithm based on weighted Euclidean distance is proposed to make use of the Euclidean distance (WED-WKNN) is proposed to make use of the

| Table 1 | Steps of traditional K-Means clustering algorithm |
|---------|--------------------------------------------------|
| step 1: The sample data set is \( N \), an initial centre with a number of \( N \): |
| \( Z_1(1), Z_2(1), \ldots, Z_K(1), K < N \) (3) |
| step 2: According to the principle of the shortest distance, the samples are allocated to one of the \( k \) clustering centres, if |
| \( \min(\|X - Z(k)i\|, i = 1, 2, \ldots, K) = \|X - Z(k)j\| = D(j) \) (4) |
| then |
| \( X \in S(j) \) (5) |
| step 3: Recalculating cluster centre. \( Z(j(k+1), j = 1, 2, \ldots, K \) |
| \( Z(j(k+1)) = \frac{1}{N} \sum_{i,j} X, j = 1, 2, \ldots, K \) (6) |
| step 4: \( i \in Z(j(k+1)) \) |

| Table 2 | Steps of the SFA-K-means clustering algorithm |
|---------|------------------------------------------------|
| step 1: Select randomly one of the 6 APs from Fig. 1 as the initial cluster centre; |
| step 2: Calculate the distance between the remaining 7 APs and the existing cluster centres. The second clustering centre is the one with the furthest distance between the two dimensions. The third and fourth cluster centres are selected according to the above method. |
| then the process is the same as the second to fourth step in the traditional K-means clustering algorithm. |

### 3 Improved K-means fingerprint database optimisation algorithm

First, K-mean clustering classifies SP in fingerprint database, that is, \( k \) SP are randomly selected and each SP represents the initial centre of the subclass. According to the Euclidean distance between other SP and the initial centre, other SP is generalised to the nearest Euclidean centre to form K subclass.

Then, recalculate the new mean value of each subclass and repeat the process until its criterion function converges [10, 11]. The steps of the algorithm are as follows in Table 1.

Whether the clustering of K-means is effective, it is affected by many factors, one of which is the selection of the initial clustering centres [12]. Traditional initial clustering centres are often randomly selected. At this time, the data of the selected centre may be relatively close samples or more homogeneous samples or samples far apart. The first two types of samples are easily divided into the same class because of the similarity with the data and the relative degree. In this case, we need more iterations to re-select the clustering centre, which is not conducive to the real-time performance of the algorithm and ultimately affects the efficiency of the localisation algorithm [13].

K-means clustering algorithm is based on space farthest accept point (SFA-K-means) and provides a guidance mechanism for selecting initial clustering centres before clustering. In the ideal fingerprint location environment, the location of the AP is shown in Fig. 1.

As can be seen from Fig. 1, multiple APs are located in small and relatively independent areas and the steps of the SFA-K-means clustering algorithm are shown in Table 2.

When we use the guidance mechanism to select AP as the initial clustering centre, the selected AP needs to include the function of SP and AP. At this time, with the addition of four initial clustering centres, the number of SP becomes \( N + 4 \) and the number of AP is \( J \). Then, the improved database FPs is shown in formula (7) (see (7)), where

\[
\text{FP} = \begin{bmatrix}
\text{WiFi}_\text{RSSI}_1^{\text{J+1}} & \text{WiFi}_\text{RSSI}_2^{\text{J+1}} & \ldots & \text{WiFi}_\text{RSSI}_J^{\text{J+1}} \\
\text{WiFi}_\text{RSSI}_1^{\text{J+2}} & \text{WiFi}_\text{RSSI}_2^{\text{J+2}} & \ldots & \text{WiFi}_\text{RSSI}_J^{\text{J+2}} \\
\ldots & \ldots & \ldots & \ldots \\
\text{WiFi}_\text{RSSI}_1^{\text{J+4}} & \text{WiFi}_\text{RSSI}_2^{\text{J+4}} & \ldots & \text{WiFi}_\text{RSSI}_J^{\text{J+4}}
\end{bmatrix}
\]

where WiFi – RSSI is the fingerprint information of the N SP at the AP, \( \text{FP} = \begin{bmatrix}
\text{WiFi}_\text{RSSI}_1 & \text{WiFi}_\text{RSSI}_2 & \ldots & \text{WiFi}_\text{RSSI}_J
\end{bmatrix} \) is the first SP that corresponds to the complete fingerprint information for all AP.

### 4 Improved WKNN algorithm based on weighted Euclidean distance

Compared with the \( k \)-nearest neighbour algorithm, the WKNN algorithm can effectively utilise the weights of offline position fingerprints to achieve more accurate position estimation [14, 15]. Although the traditional WKNN algorithm uses the Euclidean distance weighting of the signal intensity, it does not take into account the contribution of the signal strength of each AP to the location.

In this paper, improved WKNN algorithm based on weighted Euclidean distance (WED-WKNN) is proposed to make use of the Euclidean distance (WED-WKNN) is proposed to make use of the
Compared with the traditional Euclidean distance, the weighted signal strength, absolute value is added to (8).

\[
W_j = \frac{1}{\sum_{j=1}^{8} |1/rssi_j|}
\]

(8)

In order to solve the problem of positive and negative values of signal strength, absolute value is added to (8).

\[
WED = \sqrt{\sum_{j=1}^{8} W_j(rssi_j - RSSI^t)}
\]

(9)

where \(rssi_j\) denotes the signal strength of the number \(j\) AP and \(RSSI^t\) denotes the signal intensity of the corresponding AP in the location fingerprint database.

First, the WED values are arranged in ascending order and the minimum value of \(K\) are selected. The reciprocal of Euclidean distance is used to generate weights and the weights are assigned to these different fingerprint reference points. Finally, the final position coordinate is obtained by weighted average.

\[
(x, y) = \frac{1}{\sum_{j=1}^{8} WED(x_j, y_j)}
\]

(10)

Compared with the traditional Euclidean distance, the weighted Euclidean distance of the AP highlights the influence of the AP location fingerprint database.

5.1 Experimental environment

In order to verify the effect of the above algorithm, the experimental topology is drawn using the workroom with the length and width of 3 × 8 × 3m as the base copy. The actual location environment is shown in Fig. 2a, two-dimensional experimental topology diagram as shown in Fig. 2b. The eight vertices in the room are wireless signal AP which we call them AP1, AP2, ..., AP8.

In this paper, the signal intensity data calculated by the propagation loss model is used as the simulated position fingerprint data and the related simulation work is carried out. Loss model such as formula (11) (see (11)) , where \(d_i\) is actual physical distance between each SP and AP, \(d_0\) is the default reference distance with a value of 1. The unit of distance is meter in here. RSSI\(_d\) is the RSSI reference value at the default reference distance, with a value of 200 dB, \(n\) is the path loss factor with a value of 3, \(\delta\) is an environmental factor and is taken as a random number of intervals (0~1). According to the environmental parameters, analogy signal intensity data can be obtained which are close to the real sampling data.

5.2 Interpretation

5.2.1 (1) Effect of SFA-K-means on database optimisation: In order to verify the optimised performance of SFA-K-means in offline locating fingerprint database. In the same location scenario, we use the same location WKNN algorithm for multiple experiments. The optimised fingerprint database and the unoptimised fingerprint database were compared and the performance was analysed from two aspects of clustering time and positioning error.

The huge data of LF is a key problem to the timeliness of location. In the experiment, the fingerprint database is divided into several smaller spaces by clustering algorithm. During the positioning process, we divide the fingerprint data detected at the undetermined site into a subspace of the fingerprint database at first, then match in the fingerprint database subspace. Finally, we can obtain the location results.

We find that the computation of location is greatly reduced, and the localisation time is also reduced after clustering. Positioning time as shown in Table 3, a unit of time is milliseconds and \(\Delta t\) is the time difference.

We reduce the time of finding the clustering centre in traditional K-means by selecting the farthest AP as the initial cluster centre and reduce the time of global clustering.

We randomly selected 50, 100, 150, and 200 fingerprint data from multiple experiments for comparison and matching. Figs. 3a
and $b$ are the error cumulative distribution functions of the first two sets of fingerprint data. Figs. 4a and $b$ are the error cumulative distribution functions of the last two sets of fingerprint data.

As we can see from Figs. 3 and 4, before optimisation, the positioning error is large, the convergence of error accumulative function is the slowest, and the maximum error value is larger. The location error of the SFA-K-means optimisation is lower than that of the traditional K-means algorithm. The minimum error of the first group was about 2.5 m and that of the second group was about 3.5 m.

5.2.2 (2) Optimisation effect of WED-WKNN in online positioning:
In order to verify the optimisation effect of WED-WKNN in online positioning. We use the same fingerprint database to carry out experiments several times in the same location scene from Fig. 2. After that, we used traditional WKNN and WED-WKNN to experiment and analysed the results. As can be seen in Fig. 5: The convergence distance of WED-WKNN is about 3.25 m and that of WKNN is >3.5 m, and the error fluctuation of WKNN algorithm is larger than that of WED-WKNN algorithm. Comparing the convergence distance and precision stability of the two algorithms, WED-WKNN is obviously superior to WKNN algorithm.

5.2.3 (3) Total optimisation effect of SFA-K-mean combined with WED-WKNN:
In this part, we use four different algorithms to analyse and compare the optimisation effect of the proposed algorithm in the localisation time, as shown in Table 4. After the improved algorithm is used to optimise the offline fingerprint database, the error cumulative distribution function of the three localisation algorithms in online location is shown in Fig. 6.

As we can see from Table 4, the method location after clustering can save about 40% of the time and the location method with SFA-K-means. By comparison, we can learn that the SFA-K-means clustering algorithm proposed in this paper is more time-efficient. Fig. 6 shows that the location error of WED-WKNN is the smallest, about 2.9 m under the condition of the same optimised database.

6 Conclusion
In this paper, we propose an offline clustering combined with online location algorithm to solve the problem of poor localisation
timeliness caused by the huge data of offline database in the traditional fingerprint algorithm. These two algorithms are both improved algorithms based on spatial AP. The improved K-means algorithm can reduce the clustering time and improve the clustering accuracy by taking advantage of the minimum correlation of the furthest spatial data and converging easily in algorithm. The WED-WKNN algorithm is based on the traditional WKNN algorithm. At the same time, we consider the contribution of the indoor AP signal strength to the location, and then use the different AP signal strength as the weight to calculate the fingerprint similarity. The simulation results show that, compared with the WKNN algorithm with Euclidean distance as the weight coefficient, the WED-WKNN algorithm has better positioning accuracy and less error fluctuation. The improved algorithm proposed in this paper is much more accurate and stable than the traditional WiFi fingerprint location algorithm. It is of great significance to promote the development of indoor positioning technology.
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