The principles of whole-hospital predictive analytics monitoring for clinical medicine originated in the neonatal ICU
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INTRODUCTION

"When once the diseased skin begins to swell, you will see men asking in vain for treatment.

Meet the disease on its way to attack you." Persius, Satires III

The dream of anticipatory medicine is tantalizing but largely unrealized. We have pressing needs: patients are not only more numerous but also more ill, representing a population that would have died with usual care a decade or two ago. We also have expanding opportunities: clinical data are much more voluminous these days, presenting themselves in greater and greater variety and at higher and higher velocity. Unchanged, though, is the nature of day-to-day patient management: more than ever before, we spend our time reacting to in-the-moment catastrophic clinical deteriorations. While experienced clinicians agree that subtle premonitory changes can be apparent to the right eyes, automated detection of deterioration through sophisticated analysis of already available data is yet to transform the day-to-day practice of medicine. This notion, which we call predictive analytics monitoring, has been under fire recently: witness the poor performances of IBM Watson and the Epic Sepsis Model, and the finding that the "predictive" power of the electronic health record (EHR) lies mainly in what the physicians ordered, not results from the patients.

We fear that the haste to generate academic and commercial products has diverted focus toward the electronic health record (EHR)—a blurry image, at best, of the bedside—and away from the doctor, the nurse, the patient, and the continuous cardiorespiratory monitoring. Moreover, we believe that clinical points of view from the bedside have been subjugated to the perceived need for Big Data, so Big that the resolution of clinical definitions is lost. In order to realize fully the potential benefits of hospital-wide predictive analytics monitoring, we argue for a return to original principles, emphasizing clinical experience and reasoning, comprehensive and well-resolved data, sound mathematics, and the nuanced rigor of real-world practice.

THE HEART RATE CHARACTERISTICS MONITORING TRIAL

In 2011, a multicenter group spearheaded at the University of Virginia demonstrated reduced mortality from real-time continuous cardiorespiratory monitoring in the neonatal ICU using what we now call Artificial Intelligence, Big Data, and Machine Learning. The large, randomized heart rate characteristics trial made real, for the first time that we know of, the promise that early detection of illness would allow earlier and more effective intervention and improved patient outcomes. Currently, though, we hear as much of failures as we do of successes in the rapidly growing field of predictive analytics monitoring that has followed. This Perspective aims to describe the principles of how we developed heart rate characteristics monitoring for neonatal sepsis and then applied them throughout adult ICU and hospital medicine. It primarily reflects the work since the 1990s of the University of Virginia group: the theme is that sudden and catastrophic deteriorations can be preceded by subclinical but measurable physiological changes apparent in the continuous cardiorespiratory monitoring and electronic health record.

The heart rate characteristics monitoring trial was one of the very earliest and most emphatic proofs of a general principle: predictive analytics monitoring saves lives by detecting subacute potentially catastrophic illness. Table 1 recalls the properties we sought and the questions we asked when we developed predictive analytics monitoring for neonatal sepsis.

Clinical fit

Sepsis is a common and potentially catastrophic illness, especially in premature infants where it greatly increases morbidity and...
mortality. The diagnosis is elusive because it presents with non-specific findings, but delaying antibiotics increases the death rate\(^7\). The need for earlier detection has long been called for by authoritative groups such as the Neonatal Research Network of the NICHD\(^18\).

Throughout the hospital, in fact, subacute, potentially catastrophic illnesses are common and have adverse outcomes. For example, we found that more than 10% of patients in a surgical and trauma ICU had at least one such event and that the impact on outcomes was outsized: several-fold increases in length of stay and even larger fold increases in death rates\(^19\). Further, ward patients who deteriorated clinically and were transferred to ICUs had a 40-fold increase in mortality\(^20\).

Perspective. Predictive analytics monitoring fits well clinically. It can meet a need for improved care in conditions where early detection might lead to earlier treatment which, in turn, might reasonably be expected to improve outcomes.

Face validity

Though it may present suddenly, sepsis in infants (and children\(^21\) and adults\(^19\)) is not a sudden illness, so we expect premonitory changes. When clinicians look back on septic patients for whom we made the diagnosis late, we can see subtle but consistent findings of rising heart rates, falling blood pressures, changing temperatures, and white blood cell counts.

While sepsis is a flagship example, there are other subacute potentially catastrophic illnesses in which we can expect a subclinical prodrome. These include respiratory deterioration leading to emergency intubation\(^19,22,23\), hemorrhage leading to large transfusion\(^19,24,25\), hypoglycemia\(^26\), and the multiple reasons that ward patients deteriorate and require ICU transfer\(^20,27\). Their common characteristics are (1) a natural progression of physiological derangement that begins subtly, (2) a logical approach to diagnostic testing, and (3) therapy that is most effective early in the course of the illness. In our examples above, these include chest X-rays, bronchodilators, diuretics, antibiotics; or angiography, blood counts, surgery, transfusions; or fingersticks, feedings, glucose; or any of the many tests and treatments for the diverse and idiosyncratic modes of clinical deterioration. In each case, an early start to diagnosis and treatment seems likely to help some patients. These treatable conditions are better targets for early detection than, say, all-cause mortality within the following year\(^18\), which has no clinical urgency, or ventricular fibrillation in the Coronary Care Unit, which has no prophylactic therapy.

We note, though, that not all clinical deteriorations are of this kind. Some acute illnesses in the hospital are genuinely of sudden onset—vascular catastrophes like acute myocardial infarction, cerebrovascular accident, pulmonary embolism, or arrhythmias such as ventricular fibrillation. For them, we expect no prodromes and no opportunities for forewarning. In fact, the absence of premonitory changes in the continuous cardiorespiratory monitoring delimits the differential diagnosis of sudden clinical deterioration.

Perspective. We expect subclinical prodromes for some subacute potentially catastrophic illnesses, so predictive analytics monitoring has face validity as a means for early detection.

Signatures of illness

We built on the earlier observations of reduced heart rate variability in infants with respiratory distress\(^28\). In premature infants with late-onset sepsis at the University of Virginia, we saw something new. Transient decelerations, many of them too small to generate a bradycardia alarm, punctuated the otherwise unvarying heart rate record\(^1\). This is the same abnormality that distressed fetuses display\(^22,23\), and it is perhaps not, after all, surprising that premature infants might report illness in the same way. This signature of acute neonatal illness applies not just to sepsis but also to necrotizing enterocolitis\(^34\), respiratory distress, and bleeding\(^19\).

Note that this illness signature requires continuous cardiorespiratory monitoring to detect. It is not apparent by glancing at bedside monitors, nor is it captured in the EHR. Beaulieu-Jones and coworkers made the seminal observation that much of the predictive nature of the EHR lay in the orders placed by physicians on the day of admission\(^6\). They pointed out that such clinician-initiated actions reflected the thinking of the physicians rather than findings from the patients, and thus that EHR-only-based statistical models might be lagging indicators rather than leading ones. Delays in recording vital signs\(^35\) and in reporting lab results further increase the lag.

We endorse their view that telemetric real-time physiological monitoring is a source of non-clinician-initiated information that is more likely to reflect the patient’s status. The notion resonates clinically—why would we not use the patient’s physiologic data to make decisions about his or her physiologic status? We know well how the autonomic nervous system collects information from throughout the body and fine-tunes the heart and lungs in response\(^36\), and a new body of knowledge points to the sophistication of regulation of the sinus node and the heartbeat by intrinsic mechanisms\(^37\).

While sensible to consider in any clinical setting, continuous cardiorespiratory monitoring data are rarely used in illness scoring systems\(^38\) despite adding information by themselves\(^7,19,22,23,39–41\) or by adding to the EHR\(^20,24,42–44\). While we went on to find in the NICU that lab tests and clinical findings added independent information\(^42,43,45\), we stand by the practice of always using continuous cardiorespiratory monitoring data wherever we find it in the hospital.

Perspective. Signatures of illness are better detected when we record the right signals, those that tell us more about the patient than the clinician. For this task, models that use continuous cardiorespiratory monitoring will always be better than those that don’t.

Sound mathematical time-series analysis and statistical modeling

The existing tools of heart rate variability analysis did not serve to detect records with abnormal heart rate characteristics because the decelerations inflate the standard deviation\(^7\). We have used time-domain\(^7,10,46–48\), frequency\(^49,50\), and wavelet-domain\(^51,52\).
phase-domain, nonlinear dynamical-domain, and other mathematical tools to characterize the dynamics of the heart and lungs from bedside continuous cardiorespiratory monitoring. Our final strategy comprised the standard deviation to detect long records with only reduced heart rate variability; sample asymmetry, new measures of the decelerations and accelerations; and sample entropy, which here serves to capture the phenotype of flat baselines with spikes.

These approaches have irrefutable mathematical foundations not subject to changing points of view. We note the promise of a comprehensive strategy of Fulcher and coworkers that they named highly comparative time-series analysis. Our recent work points to a reduced set of calculations on heart rate and oxygen saturation time series that captures many facets of cardiopulmonary physiology in premature infants.

These kinds of quantitative methods can reliably and reproducibly lead to the optimal development of features that relate physiologic dynamics to outcomes. Such mathematical approaches differ from point scores using thresholds picked by experts, such as the Apgar score, Score for Neonatal Acute Physiology (SNAP), or the Sequential Organ Failure Assessment (SOFA) and its neonatal version, and others, all made problematic by the need for thresholds and dichotomization.

To optimize combinations of predictors, we have used mainly logistic regression in our work. We know of the proliferation of other machine learning and the newer recurrent neural network approaches of Deep Learning. Indeed, we used a neural network in our first work on neonatal heart rate analysis in 1994. The newer approaches have revolutionized radiology with image analysis, we find no clear and consistent superiority of one method over another in this field of classifying the risk of patients from clinical data. We posit that newer machine learning and deep learning approaches should complement rather than replace traditional statistical pattern recognition methods.

Perspective. Once armed with the right signals, we should exercise the right analytic methods to quantify what they are telling us, ones that assay the physiological dynamics of the patient.

Ground truth cases in the training sets
Chart review by clinicians is the gold standard for identifying cases on which to train statistical models. This observation stands to reason clinically, and multiple studies have quantified the shortcomings of automated detection strategies for infection. There are two—failure to include cases in the training set, and dilution of the training set by non-cases. The impact depends on how the sensitivity and positive predictive accuracy compare to the incidence rate of the event. Say a good computer strategy for identifying events from the medical records has 70% sensitivity and 70% positive predictive accuracy, but the event rate is only 1%. In that case, a study of 10,000 patients identifies 70 of the 100 events, reducing the richness of the training set, and includes 30 patients without the event, diluting the training set by nearly half with irrelevant cases. In addition to concerns about the robustness and precision of models trained on impure data sets, the new focus on explainability is endangered. Confusion will follow when trying to understand the attributes of patients who did not have the targeted condition and failing to identify the attributes of those who did.

Perspective. Predictive models trained on all the actual cases and no others will always be better than those that aren’t.

Dynamics of the model that match the course of the illness
While statistical testing of the performance of the heart rate characteristics index was essential, there should be more to it than threshold-based evaluations like sensitivity and specificity or even areas under curves that evaluate multiple thresholds. (When a patient says they feel unwell, do you ask about their predictive performance?) We find that inspecting the time course of the model prediction as a function of the time until the event tells us much about what clinicians would see at the bedside. The phenotypes of the trajectories can say a great deal about the patient’s prognosis. For example, we identified trajectories of heart rate characteristics monitoring that differentiated septic patients into higher and lower risk categories, a result presaged as long ago as 2003. Indeed, it is often the trend over time more so than the magnitude of the risk that leads clinicians to act.

While highly problematic statistically, alerts based on threshold-crossings are not without value. The field of predictive analytics monitoring was recently advanced by Escobar and coworkers at Kaiser-Permanente who broadly adopted a very successful systems approach of alerts and informed intermediaries to reduce mortality at 19 hospitals. But the problems of alert fatigue are well-known, and few risk estimates have true thresholds, where the risk steps up but is constant on either side of the breakpoint.

Perspective. Illnesses are dynamic, and the risk estimate should dynamically rise as the signature becomes more clear.

A large randomized clinical trial
While RCTs have been criticized for expense, failure of scope, and limited applicability to clinical practice, the design remains inarguably persuasive. While new designs are welcome, the individually randomized trial remains a gold standard required to alter practice for many clinicians. The trial results overcome questions about metrics such as sensitivity and specificity and are antidotes to anecdotal reports.

For example, there were important reassurances in the heart rate characteristics trial about the possibility of increased sepsis work-ups. To be sure, since the event is rare, most positives are false, and a review of a small subset of heart rate characteristics scores from one center had a negative conclusion. We found, though, no significant increase in blood cultures or antibiotics. We can surmise that low-risk scores must have averted about as many sepsis work-ups and rule-outs as high scores initiated, an opinion voiced by practitioners in the study. This property of predictive analytics monitoring to reassure clinicians about the low-risk patients as well as to alert them to the high-risk ones is an additional utility not contemplated initially but emphatically present in the statistical analysis.

Perspective. Randomized clinical trials of predictive analytics monitoring in the real world remain of premium value. Unless repeated, there can be no gainsaying the result.

CURRENT AND FUTURE DIRECTIONS
A new area of work is implementing and integrating predictive analytics monitoring into the complex arena of clinical care. We note a bone-special education in the neonatal ICU and an organic spread of its use mainly driven by word of mouth. Our current implementation efforts in adult ICUs and wards of two hospitals and an eICU employ a systematic and principled approach, and we note the applicability of the monitoring to a learning health systems approach. Another new area is algorithmic equity. We propose that continuous cardiorespiratory monitoring may be less biased and less vulnerable to data shifts than the EHR as a data source, though work remains to test the ideas. The interpretability of models is another desirable feature. We found that physicians and other clinicians wish to know the origins of rising risk as
estimated by computers. Finally, we anticipate studies of the utility of Deep Learning on the continuous cardiorespiratory monitoring time-series data, where new patterns undetected by domain experts might yet be found.

LIMITATIONS OF PREDICTIVE ANALYTICS MONITORING
Statistical models do not make diagnoses or tell us what to do next—all they can do is relate data to probability. It stands to reason that more data in more dimensions will improve the risk estimate, especially if the sampling is continuous, like bedside cardiorespiratory monitoring. Barriers to universal monitoring of hospital patients include the cost and the cumbersome nature of the devices. Several trends may change this picture. The pandemic has threatened the number of bedside clinicians who now serve to monitor patients closely, and technological advances have resulted in remarkably capable wearable devices that serve as cardiorespiratory monitors. Some day, perhaps one may need only to put an app on a watch to benefit from predictive analytics and other forms of continuous monitoring in the hospital.

Here is a more critical limitation: the data collected may not accurately paint the clinical picture of the patient. Like pointillism, a larger number of data points, and more strategically placed ones, better capture the identity of the illness. For a given patient, different clinicians might order different tests if their differential diagnoses differ. Each of the resulting data sets partially captures a competing view of the patient, further complicating the problem of making a statistical model for the classification of future patients. In the worst-case scenario, if a patient has sepsis but the chart has no recorded vital signs, labs, or other relevant data, then no scoring system can make an assessment. Beam and coworkers recently addressed the scenario when the predictive model has nothing to say on the matter. A potential limitation of predictive analytics monitoring is that an irrelevant EHR record cannot assess the patient in the present, let alone for the future.

CONCLUSION
We began our predictive analytics monitoring work more than 20 years ago by focusing on neonatal sepsis, a common and deadly illness with a subclinical prodrome and a signature of illness in continuous cardiorespiratory monitoring. We used mathematics to analyze non-clinician-initiated data in ground truth cases. The population- and illness-specific predictor changed dynamically with the risk of imminent illness, and its use improved outcomes in a large randomized trial. We believe that heart rate characteristics monitoring for neonatal sepsis is the earliest success of predictive analytics monitoring for subacute potentially catastrophic illness.

We offer this perspective as the template for our ongoing predictive analytics monitoring research, development, and implementation throughout the hospital. The guiding principles call for continuous cardiorespiratory monitoring, predictive models tailored for conditions and populations rather than just one model for the whole hospital, models trained on clinician-initiated cases, sound mathematical foundations, display of changing risks rather than sounding alarms and alerts, and detailed schemes for implementation and integration that meld the predictive monitoring into the complex world of the hospital bedside.

Reporting Summary
Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Received: 28 September 2021; Accepted: 23 February 2022; Published online: 31 March 2022

REFERENCES
1. Evans, L. & Gifford, W. The Satires of Juvenal, Persius, Sulpicia, and Lucullus. (Harper Brothers; Gutenberg Press, 2015).
2. IEEE Spectrum. How IBM Watson overpromised and underdelivered on AI Health Care. https://spectrum.ieee.org/how-ibm-watson-overpromised-and-underdelivered-on-ai-health-care (2019).
3. Wong, A. et al. External validation of a widely implemented proprietary sepsis prediction model in hospitalized patients. JAMA Intern. Med. 181, 1065–1070 (2021).
4. Wong, A. et al. Quantification of sepsis model alerts in 24 US Hospitals before and during the COVID-19 pandemic. JAMA Netw. Open 4, e213528 (2021).
5. Beaulieu-Jones, B. K. et al. Machine learning for patient risk stratification: standing on, or looking over, the shoulders of clinicians? npj Digital Med. 4, 62 (2021).
6. Moorman, J. R. et al. Mortality reduction by heart rate characteristic monitoring in very low birth weight neonates: a randomized trial. J. Pediatr. 159, 900–6 (2021).
7. Griffin, M. P. & Moorman, J. R. Toward the early diagnosis of neonatal sepsis and sepsis-like illness using novel heart rate analysis. Pediatrics 107, 97–104 (2001).
8. Richman, J. S. & Moorman, J. R. Physiological time-series analysis using approximate entropy and sample entropy. Am. J. Physiol. Heart Circ. Physiol. 278, H2039–H2049 (2000).
9. Lake, D. E., Richman, J. S., Griffin, M. P. & Moorman, J. R. Sample entropy analysis of neonatal heart rate variability. Am. J. Physiol. Regul. Integr. Comp. Physiol. 283, R789–R797 (2002).
10. Kovatchev, B. P. et al. Sample asymmetry analysis of heart rate characteristics with application to neonatal sepsis and systemic inflammatory response syndrome. Pediatr. Res. 54, 892–898 (2003).
11. Moorman, J. R. et al. Cardiovascular oscillations at the bedside: early diagnosis of neonatal sepsis using heart rate characteristics monitoring. Physiol. Meas. 32, 1821–1832 (2011).
12. Griffin, M. P. et al. Abnormal heart rate characteristics preceding neonatal sepsis and sepsis-like illness. Pediatr. Res. 53, 920–926 (2003).
13. Swanson, J. R. et al. Neonatal intensive care unit length of stay reduction by heart rate characteristics monitoring. J. Pediatr. 198, 162–167 (2018).
14. King, W. E., Carlo, W. A., O’Shea, T. M. & Schelonka, R. L., HRC neurodevelopmental follow-up investigators. Heart rate characteristics monitoring and reduction in mortality or neurodevelopmental impairment in extremely low birthweight infants with sepsis. Early Hum. Dev. 159, 105419 (2021).
15. Schelonka, R. L. et al. Mortality and neurodevelopmental outcomes in the heart rate characteristics monitoring randomized controlled trial. J. Pediatr. 219, 48–53 (2020).
16. Fairchild, K. D. et al. Septicemia mortality reduction in neonates in a heart rate characteristics monitoring trial. Pediatr. Res. 74, 570–575 (2013).
17. Liu, V. X. et al. The timing of early antibiotics and hospital mortality in sepsis. Am. J. Respir. Crit. Care Med. 196, 856–863 (2017).
18. Stoll, B. J. et al. Late-onset sepsis in very low birth weight neonates: the experience of the NICHD Neonatal Research Network. Pediatrics 110, 285–291 (2002).
19. Moss, T. J. et al. Signatures of subacute potentially catastrophic illness in the ICU: model development and validation. Crit. Care Med. 44, 1639–1648 (2016).
20. Moss, T. J. et al. Cardiorespiratory dynamics measured from continuous ECG monitoring improves detection of deterioration in acute care patients: a retrospective cohort study. PLoS ONE 12, e0181448 (2017).
21. Spaeder, M. C. et al. Predictive analytics in the pediatric intensive care unit for early identification of sepsis: capturing the context of age. Pediatr. Res. 86, 655–661 (2019).
22. Politano, A. D. et al. Predicting the need for urgent intubation in a surgical/trauma intensive care unit. Surgery 154, 1100–1116 (2013).
23. Callcut, R. A. et al. External validation of a novel signature of illness in continuous cardiorespiratory monitoring to detect early respiratory deterioration of ICU patients. Physiol. Meas. 42, 095006 (2021).
24. De Pasquale, M. et al. Hemorrhage prediction models in surgical intensive care: bedside monitoring data adds information to lab values. IEEE J. Biomed. Health Inform. 21, 1703–1710 (2017).
25. Moss, T. J., Clark, M. T., Lake, D. E., Moorman, J. R. & Calland, J. F. Heart rate dynamics preceding hemorrhage in the intensive care unit. J. Electrocardiol. 48, 1075–1080 (2015).
26. Horton, W. B., Barros, A. J., Andris, R. T., Clark, M. T. & Moorman, J. R. Pathophysiological signature of impending ICU hypoglycemia in bedside monitoring and electronic health record data: model development and external validation. Crit. Care Med. 50, e221–e230 (2020).
27. Blackwell, J. N. et al. Early detection of in-patient deterioration: one prediction model does not fit all. J. Med. Internet Res. 22, e0116 (2020).
28. Rothman, M. J., Rothman, S. I. & Beals, J. Development and validation of a continuous measure of patient condition using the Electronic Medical Record. J. Biomed. Inform. 46, 837–848 (2013).
29. Bournard, E. D. Changes in heart size in the dyspnoeic newborn infant. Br. Med. J. 1, 1495–1500 (1959).

Published in partnership with Seoul National University Bundang Hospital
related problems of the European Society of intensive care medicine. Intensive Care Med. 22, 707–710 (1996).

61. Wynn, J. L. & Polin, R. A. A neonatal sequential organ failure assessment score predicts mortality to late-onset sepsis in preterm very low birth weight infants. Pediatr. Res. 88, 85–90 (2020).

62. Collins, G. S., Ogundimu, E. O., Cook, J. A., Manchal, Y. L. & Altman, D. G. Quantifying the impact of different approaches for handling continuous predictors on the performance of a prognostic model. Stat. Med. 35, 4124–4135 (2016).

63. Christodoulou, E. et al. A systematic review shows no performance benefit of machine learning over logistic regression for clinical prediction models. J. Clin. Epidemiol. 110, 12–22 (2019).

64. Johnson, K. W. et al. Artificial intelligence in cardiology. J. Am. Coll. Cardiol. 71, 2668–2679 (2018).

65. Khera, R. et al. Use of machine learning models to predict death after acute myocardial infarction. JAMA Cardiol. 6, 633–641 (2021).

66. Engelhard, M. M., Navar, A. M. & Pencina, M. J. Incremental benefits of machine learning—when do we need a better mousetrap? JAMA Cardiol. 6, 621–623 (2021).

67. Mlodzinski, E., Stone, D. J. & Celi, L. A. Machine learning for pulmonary and critical care medicine: a narrative review. Pulm. Ther. 6, 67–77 (2020).

68. Celi, L. A., Mark, R. G., Stone, D. J. & Montgomery, R. A. “Big data” in the intensive care unit. Closing the data loop. Am. J. Resp. Crit. Care Med. 187, 1157–1160 (2013).

69. Ghassemi, M., Celi, L. A. & Stone, D. J. State of the art review: the data revolution in critical care. Crit. Care 19, 118 (2015).

70. Rudin, C. Stop explaining black box machine learning models for high stakes decisions and use interpretable models instead. Nat. Mach. Intell. 1, 206–215 (2019).

71. Harrell, F. E., Lee, K. L., Califf, R. M., Pryor, D. B. & Rosati, R. A. Regression modelling strategies for improved prognostic prediction. Stat. Med. 3, 143–152 (1984).

72. Rajkomar, A., Dean, J. & Kohane, I. Machine learning in medicine. N. Engl. J. Med. 380, 1347–1358 (2019).

73. Rajkomar, A. et al. Scalable and accurate deep learning with electronic health records. npj Digital Med. 1, 18 (2018).

74. van Mourik, M. S. M., van Duijn, P. J., Moons, K. G. M., Bonten, M. J. & Lee, G. M. Accuracy of administrative data for surveillance of healthcare-associated infections: a systematic review. BMJ Open 5, e008424 (2015).

75. Rhee, C. et al. Incidence and trends of sepsis in US Hospitals using clinical vs administrative records. JAMA 318, 1241–1249 (2017).

76. Ghassemi, M., Oakden-Rayner, L. & Beam, A. L. The false hope of current predictive analytics monitoring in intensive care. npj Digital Med. 4, 17 (2021).

77. Lake, D. E., Fairchild, K. D. & Moorman, J. R. Complex signals bioinformatics: evaluation of heart rate characteristic monitoring as a novel risk marker for neonatal sepsis. J. Clin. Monit. Comput. 28, 329–339 (2014).

78. Zimmet, A. M., Sullivan, B. A., Moorman, J. R., Lake, D. E. & Ratcliffe, S. J. Trajectories of the heart rate characteristics index, a phsyiomerker of sepsis in pre-mature infants, predict Neonatal ICU mortality. JRSJM Cardiovasc. Dis. 9, 2048004020945142 (2020).

79. Keim-Malpass, J. et al. Advancing continuous predictive analytics monitoring: moving from implementation to clinical action in a learning health system. Crit. Care Nurs. Clin. North Am. 30, 273–287 (2018).

80. Kitzmiller, R. R. et al. Diffusing an innovation: clinician perceptions of continuous predictive analytics monitoring in intensive care. Appl. Clin. Inform. 10, 295–306 (2019).

81. Escobar, G. J. et al. Automated identification of adults at risk for in-hospital clinical deterioration. N. Engl. J. Med. 383, 1951–1960 (2020).

82. Fanaroff, A. C. et al. Randomized trials versus common sense and clinical prediction. JAMA 314, 273–287 (2018).

83. Angus, D. C. Fusing randomized trials with big data: the key to self-learning health care systems? JAMA 314, 767–768 (2015).

84. Leisman, D. E. Rare events in the ICU: an emerging challenge in classifying infection in an NICU: a 3-year experience. Arch. Dis. Child. Fetal Neonatal Ed. 101, F329–F332 (2016).

85. Moorman, L. P. Principles for real-world implementation of bedside predictive analytics monitoring. Appl. Clin. Inform. 12, 888–896 (2021).

86. Kompa, B., Snoek, J. & Beam, A. L. Second opinion needed: communicating uncertainty in medical machine learning. npj Digital Med. 4, 4 (2021).
AUTHOR CONTRIBUTIONS
J.R.M. is the sole author.

COMPETING INTERESTS
The author declares the following competing interests: stock in Medical Predictive Science Corporation, Charlottesville VA, consultant for Nihon Kohden Digital Health Solutions.

ADDITIONAL INFORMATION
Supplementary information The online version contains supplementary material available at https://doi.org/10.1038/s41746-022-00584-y.

Correspondence and requests for materials should be addressed to J. Randall Moorman.

Reprints and permission information is available at http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2022