\( \mathcal{R} \)-sectoriality of higher-order elliptic systems on general bounded domains
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Abstract. On bounded domains \( \Omega \subset \mathbb{R}^d, \ d \geq 2 \), reaching far beyond the scope of Lipschitz domains, we consider an elliptic system of order \( 2m \) in divergence form with complex \( L^\infty \)-coefficients complemented with homogeneous mixed Dirichlet/Neumann boundary conditions. We prove that the \( L^p \)-realization of the corresponding operator \( A \) is \( \mathcal{R} \)-sectorial of angle \( \omega \in [0, \frac{\pi}{2}) \), where in the case \( 2m \geq d \), \( p \in (1, \infty) \), and where \( p \in \left( \frac{2d}{d+2m} - \varepsilon, \frac{2d}{d+2m} + \varepsilon \right) \) for some \( \varepsilon > 0 \) in the case \( 2m < d \). To perform this proof, we generalize the \( L^p \)-extrapolation theorem of Shen to the Banach space-valued setting and to arbitrary Lebesgue-measurable underlying sets.

1. Introduction

The main object under consideration is an elliptic operator \( A \) in divergence form of order \( 2m \) formally given by

\[
(Au)_i = (-1)^m \sum_{j=1}^{N} \sum_{|\alpha|,|\beta| = m} \partial^\alpha [\mu^{ij}_{\alpha\beta} \partial^\beta u_j] \quad (1 \leq i \leq N)
\]

on a bounded domain \( \Omega \subset \mathbb{R}^d, \ d \geq 2 \). The coefficients \( \mu^{ij}_{\alpha\beta} \) are supposed to be essentially bounded and complex valued; ellipticity is enforced by a Gårding-type inequality. Each component of \( u \) is supposed to satisfy mixed Dirichlet/Neumann boundary conditions on possibly different portions of the boundary. That is to say, on given closed subsets \( D_i \subset \partial \Omega \) all derivatives of order at most \( m - 1 \) of the \( i \)th component of \( u \in \mathcal{D}(A) \) are assumed to vanish and on its complement relative to \( \partial \Omega \) the \( i \)th component is assumed to satisfy homogeneous Neumann boundary conditions arising naturally by the definition of the operator. If all \( D_i \) coincide, a detailed introduction to higher-order elliptic operators and a discussion of these Neumann boundary conditions are included in Brewster et al. [5, Sec. 7].

The given boundary conditions have an impact on the admissible geometric constellation of \( \partial \Omega \), namely every point in \( \overline{\partial \Omega \setminus \bigcap_{i=1}^{N} D_i} \) is assumed to possess a bi-Lipschitzian coordinate chart. We record that the intersection of the sets \( D_i \) is free
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from further assumptions and emphasize that the results of this article include the pure Dirichlet and Neumann cases, so that in the first case it suffices to assume the sole openness of $\Omega$ and in the second case that $\Omega$ is a Lipschitz domain. As usual, we interpret $A$ in a weak sense as a sectorial operator on $L^2(\Omega; \mathbb{C}^N)$, i.e., its spectrum is contained in the closure of a sector $S_\omega := \{ z \in \mathbb{C} \setminus \{0\} : |\arg(z)| < \omega \}$ for some $\omega \in (0, \frac{\pi}{2})$ and $\{\lambda(\lambda + A)^{-1}\}_{\lambda \in S_{\pi-\theta}}$ is bounded for all $\theta \in (\omega, \pi)$.

The easiest way to introduce $\mathcal{R}$-sectoriality for operators on $L^p$-spaces may be the following. A linear operator $B$ on $L^p$ is $\mathcal{R}$-sectorial of angle $\omega$ if $B$ is sectorial of angle $\omega$ and if for all $\theta \in (\omega, \pi)$ there exists a constant $C > 0$ such that for every $n_0 \in \mathbb{N}$, all $(\lambda_n)_{n=1}^{n_0} \subset S_{\pi-\theta}$, and all $(f_n)_{n=1}^{n_0} \subset L^p$ the square function estimate

$$\left\| \left( \sum_{n=1}^{n_0} \lambda_n (\lambda_n + B)^{-1} f_n \right)^{\frac{1}{2}} \right\|_{L^p} \leq C \left\| \left( \sum_{n=1}^{n_0} |f_n|^2 \right)^{\frac{1}{2}} \right\|_{L^p}$$

holds true. It follows that on $L^2$ the notions of sectoriality and $\mathcal{R}$-sectoriality coincide. Therefore, it is the task of this article to extrapolate $\mathcal{R}$-sectoriality of $A$ from $L^2(\Omega; \mathbb{C}^N)$ to $L^p(\Omega; \mathbb{C}^N)$ within the desired range of $p$’s. Due to the $\ell^2$-norm appearing in the square function estimate, this extrapolation requires a Banach space-valued version of the $L^p$-extrapolation theorem of Shen [24, Thm. 3.3]. Additionally, to meet the generality of the underlying domain, we present a proof of Shen’s theorem in the Banach space-valued setting and on general Lebesgue-measurable sets. Notice that in the smooth setting, $\mathcal{R}$-sectoriality of higher-order elliptic operators is treated in the monograph of Denk, Hieber, and Prüss [6].

The bridge between $\mathcal{R}$-sectorial operators and PDEs is built by the theorem of Weis [26, Thm. 4.2], which proves that $\mathcal{R}$-sectorial operators of angle less than $\pi/2$ admit maximal parabolic $L^q$-regularity. The latter notion is eminent in the treatment of nonlinear parabolic problems and was used in numerous occasions, see, e.g., Prüss [21], Denk, Saal, and Seiler [7], or Haller-Dintelmann and Rehberg [15].

Recently, $\mathcal{R}$-sectoriality of second-order elliptic equations with real coefficients subject to mixed boundary conditions was established by Auscher, Badr, Haller-Dintelmann, and Rehberg in [3]. However, the authors deduce the $\mathcal{R}$-sectoriality directly via Gaussian estimates of the corresponding semigroup, so that this line of action does not work for systems of equations. A natural substitute of the Gaussian estimates for systems are off-diagonal estimates. Such an approach to the $\mathcal{R}$-sectoriality of second-order systems is presented by Egert in [8]. This article presents a very short and direct proof of $\mathcal{R}$-sectoriality for higher-order elliptic systems with completely different techniques. Here, the only property of the PDE that is used is the $L^2$-resolvent estimate and Caccioppoli’s inequality for the resolvent equation. We emphasize that this inequality is verified in the second-order case in merely half a page, see, e.g., Shen [25, Lem. 2.1].

This article is organized as follows. In Sect. 2 we give a precise formulation of all considered objects and notions, whereupon we will be able to state the main result in Sect. 3. The proof of the main result will occupy the rest of this article. In Sect. 2 we also
observe that $\mathcal{R}$-sectoriality on $L^p$-spaces is nothing else than the uniform boundedness of a certain family of operators on the vector-valued $L^p$-space $L^p(Ω; ℓ^2(\mathbb{C}^N))$. The $L^p$-extrapolation theorem of Shen is generalized in Sect. 4.

Finally, in Sect. 5 we are concerned with the proof of the vector-valued version of the weak reverse Hölder estimates, which are required for the $L^p$-extrapolation theorem. This is achieved by locally proving a $\mathbb{C}^{n_0}$-valued Sobolev embedding with involved constant $C$ independent of $n_0$. The proof will be concluded by establishing Caccioppoli’s inequality for functions $u$ that locally solve $\lambda u + Au = 0$. This argument heavily bases on Barton’s prove of Caccioppoli’s inequality in the higher-order case with no lower-order derivatives on the right-hand side except of the zeroth-order term, see [4].

2. Notation, assumptions, and preliminary considerations

Throughout this article, the space dimension $d \geq 2$ is fixed. An open and connected subset of $\mathbb{R}^d$ will be called a domain. A ball with center $x$ and radius $r$ is denoted by $B(x, r)$, whereas a cube centered at $x$, with diameter $2r$, and faces parallel to the coordinate axes is denoted by $Q(x, r)$. For a positive constant $\alpha$ denote the dilated balls with same center by $\alpha B$.

Integration will always be with respect to the Lebesgue measure and the Lebesgue measure of a measurable set $A$ will be denoted by $|A|$. If $0 < |A| < \infty$ and $f \in L^1(A)$, denote the average of $f$ on $A$ by $(f)_A := |A|^{-1} \int_A f \, dx$.

For multiindices we employ the common notation. Banach spaces will always be over the complex field. The set of bounded linear operators on a Banach space $X$ is denoted by $\mathcal{L}(X)$. The domain of a linear operator $B$ is denoted by $\mathcal{D}(B)$ and its spectrum by $\sigma(B)$. For $\omega \in [0, \pi)$ define the sector $S_\omega$ as $\{z \in \mathbb{C} \setminus \{0\} : |\arg(z)| < \omega\}$ if $\omega > 0$ and $S_\omega := (0, \infty)$ if $\omega = 0$. Mostly, we will make use of a generic constant $C > 0$.

2.1. The geometric setup

In this article we will assume that $\Omega$ is a bounded domain admissible’ for mixed boundary conditions, which is defined precisely in the following assumption.

ASSUMPTION 2.1. The domain $\Omega \subset \mathbb{R}^d$ is bounded and there exists a possibly empty, closed set $D \subset \partial \Omega$, such that for every point $x \in \partial \Omega \setminus D$ there exists a bi-Lipschitz coordinate chart. More precisely, there exists a number $M \geq 1$ such that for every $x \in \partial \Omega \setminus D$ there exists an open neighborhood $U_x \subset \mathbb{R}^d$ and a bi-Lipschitz homeomorphism $\Phi_x : U_x \to (-1, 1)^d$ with Lipschitz constants of $\Phi_x$ and $\Phi_x^{-1}$ being bounded by $M$ and fulfilling the mapping properties

$$
\Phi_x(x) = 0,
$$

$$
\Phi_x(\Omega \cap U_x) = (-1, 1)^{d-1} \times (0, 1),
$$

$$
\Phi_x(\partial \Omega \cap U_x) = (-1, 1)^{d-1} \times \{0\}.
$$
REMARK 2.2. (1) For $y \in \partial \Omega \cap U_x$ with $|x - y| \leq 1/(2M)$ and $0 < r \leq 1/4$ it is easy to see that $Q(\Phi_x(y), r) \subset (-1, 1)^d$ holds. Denote the bi-Lipschitzian counterpart of this cube by $U_{y,r}^+: = \Phi_x^{-1}((Q(\Phi_x(y), r)))$ and denote its portion in $\Omega$ by $U_{y,r}^-: = U_{y,r} \cap \Omega$. Note that the bi-Lipschitz property of $\Phi_x$ implies that for $0 < s < t \leq 1$

$$(\sqrt{dM})^{-1}(t-s)r \leq \text{dist}(\partial U_{y,sr}, \partial U_{y,tr}) \leq \frac{M}{\sqrt{d}}(t-s)r$$

holds.

(2) With $y$ and $r$ as in (1), the bi-Lipschitzianity of $\Phi_x$ implies

$$B(y, r/(M \sqrt{d})) \subset U_{y,r} \subset B(y, Mr).$$

For further reference, we record the following proposition dealing with local extensions at the Lipschitz boundary of $\Omega$. The proof of this proposition is an easy reflection argument and is omitted.

PROPOSITION 2.3. Let $\Omega$ be a domain subject to Assumption 2.1. Let $x \in \partial \Omega \setminus D$, and $y$ and $r$ be as in Remark 2.2 (i). Then there exists a bounded extension operator $E_{y,r} : L^1(U_{y,r}^+) \rightarrow L^1(U_{y,r})$, i.e., $E_{y,r} u|_{U_{y,r}^+} = u$, which restricts for all $p \in [1, \infty)$ to a bounded operator from $L^p(U_{y,r}^+)$ into $L^p(U_{y,r})$ and from $W^{1,p}(U_{y,r}^+)$ into $W^{1,p}(U_{y,r})$. Moreover, on $U_{y,r} \setminus U_{y,r}^+$ the function $E_{y,r}u$ is given by $u \circ \psi$, where $\psi := \Phi_x^{-1} \circ \mathcal{R} \circ \Phi_x$ and $\mathcal{R}$ is the reflection at the upper half-space boundary. Furthermore, $\psi$ is Lipschitz continuous on $U_{y,r} \setminus U_{y,r}^+$ with Lipschitz constant bounded by $M^2$.

2.2. The spaces

In this section we will give a brief introduction to the spaces we will be working with. For a Lebesgue-measurable set $E \subset \mathbb{R}^d$ and $1 \leq p \leq \infty$, $L^p(E; \mathbb{C}^N)$ are the usual $\mathbb{C}^N$-valued Lebesgue spaces. If $X$ is a Banach space, denote the Bochner–Lebesgue spaces by $L^p(E; X)$.

As we deal with mixed boundary conditions, we need Sobolev spaces that are adapted to these boundary conditions. For this purpose let $\Omega \subset \mathbb{R}^d$, $d \geq 2$, be open and let $D \subset \partial \Omega$ be closed. Define for $p \in (1, \infty)$ and $m \in \mathbb{N}$ the space

$$W^{m,p}_D(\Omega) := \text{closure}(\{\varphi|_\Omega : \varphi \in C^\infty_c(\mathbb{R}^d), \text{ supp}(\varphi) \cap D = \emptyset \}, \| \cdot \|_{W^{m,p}(\Omega)}).$$

The set $D$ is usually referred to as the Dirichlet part, because on this portion of the boundary functions and their derivatives up to order $m - 1$ are forced to vanish. A $\mathbb{C}^N$-valued counterpart of this definition should reflect that it is natural to have different Dirichlet parts in different components of the $\mathbb{C}^N$-valued function. Thus, for $D_1, \ldots, D_N \subset \partial \Omega$ closed define $\mathbb{D} := \prod_{i=1}^N D_i$ and define

$$W^{m,p}_{\mathbb{D}}(\Omega; \mathbb{C}^N) := \prod_{i=1}^N W^{m,p}_{D_i}(\Omega)$$
with the usual product norm

$$\|u\|_{W^{m,p}_D(\Omega; \mathbb{C}^N)} := \left( \sum_{i=1}^{N} \|u_i\|_{W^{m,p}_{D_i}(\Omega)}^p \right)^{1/p}.$$ 

**Remark 2.4.** We have that $W^{m,p}_{\partial \Omega}(\Omega) = W^{m,p}_0(\Omega)$ for any open set $\Omega$ and $W^{m,p}_{\Omega}(\Omega) = W^{m,p}(\Omega)$ if there exists a bounded Sobolev extension operator from $W^{m,p}_{\partial \Omega}(\Omega)$ to $W^{m,p}(\mathbb{R}^d)$. Note that the spaces $W^{m,p}_D$ are systematically studied in [5, Sec. 4] and if $m = 1$ in [14].

If $\Omega$ and $D$ are subject to Assumption 2.1, notice that for each $x \in \partial \Omega \setminus \overline{D}$ the sets $U_x \cap \Omega$ are $(\varepsilon, \delta)$-domains in the sense of Jones [16]. This follows as the $(\varepsilon, \delta)$-property is preserved under bi-Lipschitz homeomorphisms and since $(-1, 1)^{d-1} \times (0, 1)$ is an $(\varepsilon, \delta)$-domain. For a proof of this fact, we refer to Egert [9, Lem. 2.2.20]. Using this covering property of the boundary strip near $(\varepsilon, \delta)$-domains, one can use a partition of unity in order to obtain Sobolev extension operators for the Sobolev spaces $W^{m,p}_D(\Omega)$. Such a construction yielding semi-universal extension operators can be found in [5, Thm. 3.10]. More precisely, these authors prove that there exists a linear operator $\mathcal{E}$ mapping locally integrable functions on $\Omega$ into Lebesgue-measurable functions on $\mathbb{R}^d$, which satisfies $\mathcal{E}u|_{\Omega} = u$, which is bounded from $L^p(\Omega)$ into $L^p(\mathbb{R}^d)$, and which is bounded from $W^{k,p}_D(\Omega)$ into $W^{k,p}(\mathbb{R}^d)$ for all $1 \leq k \leq m$. Moreover, in the present situation the operator norms depend only on $d$, $p$, $M$, and $m$. Using this, we can prove the following proposition.

**Proposition 2.5.** Let $\Omega$ and $D$ be subject to Assumption 2.1. Then, for each $m \in \mathbb{N}$ and all $p \in (1, \infty)$ there exists a constant $C > 0$ depending only on $d$, $p$, $M$, and $m$ such that

$$\|u\|_{W^{m,p}(\Omega)} \leq C \left[ \|u\|_{L^p(\Omega)}^p + \|\nabla^m u\|_{L^p(\Omega)}^p \right]^{1/p} \quad (u \in W^{m,p}_D(\Omega)).$$

**Proof.** We perform an induction on $m$. Note that there is nothing to do in the case $m = 1$ so that we can directly perform the induction step. Thus, assume the validity of the statement above for a fixed number $m \in \mathbb{N}$. Then there exists a constant $K \geq 1$ such that

$$\|u\|_{W^{m+1,p}(\Omega)} \leq K \left[ \|u\|_{L^p(\Omega)}^p + \|\nabla^m u\|_{L^p(\Omega)}^p + \|\nabla^{m+1} u\|_{L^p(\Omega)}^p \right]^{1/p}.$$ 

Next, use the Gagliardo–Nirenberg inequality [20, p. 125] to deduce

$$\|\nabla^m u\|_{L^p(\mathbb{R}^d)}^p \leq \|\nabla^m \mathcal{E} u\|_{L^p(\mathbb{R}^d)}^p \leq C \|\mathcal{E} u\|_{\frac{p}{p+1}}^p \|\nabla^{m+1} \mathcal{E} u\|_{L^p(\mathbb{R}^d)}^\frac{pm}{m+1}.$$ 

Using the boundedness properties of $\mathcal{E}$ discussed in the paragraph prior to the proposition shows

$$\|\nabla^m u\|_{L^p(\Omega)}^p \leq C \|u\|_{L^p(\Omega)}^p \|u\|_{W^{m+1,p}(\Omega)}^\frac{pm}{m+1}.$$
Employing Young’s inequality yields
\[
\leq \frac{K^m C^{m+1}}{m+1} \|u\|_{L^p(\Omega)}^p + \frac{m}{K^p (m+1)} \|u\|_{W^{m+1,p}(\Omega)}^p.
\]
Finally, the induction hypothesis delivers
\[
\leq \frac{K^m C^{m+1}}{m+1} \|u\|_{L^p(\Omega)}^p + \frac{m}{m+1} \|\nabla^m u\|_{L^p(\Omega)}^p
\]
Absorbing the second summand on the right-hand side to the left-hand side concludes the induction step. □

2.3. The operator

Let \( N \in \mathbb{N} \) denote the number of equations of the elliptic system, which itself is supposed to be of order \( 2m \) with \( m \in \mathbb{N} \). Fix \( \Omega \subset \mathbb{R}^d \) and closed sets \( D_1, \ldots, D_N \subset \partial \Omega \) and define
\[
D := \bigcap_{i=1}^N D_i \quad \text{and} \quad \mathbb{D} := \prod_{i=1}^N D_i.
\]
Suppose that \( \Omega \) and \( D \) fulfill Assumption 2.1. For the coefficients \( \mu_{ij}^{\alpha \beta} \) we make the following assumption.

**ASSUMPTION 2.6.** The coefficients \( \mu_{ij}^{\alpha \beta} : \Omega \to \mathbb{C}, 1 \leq i, j \leq N, \alpha, \beta \in \mathbb{N}_0^d \) with \( |\alpha| = |\beta| = m \) are Lebesgue-measurable, bounded functions with bound \( \Lambda > 0 \) such that the sesquilinear form
\[
a : W^{m,2}_\mathbb{D}(\Omega; \mathbb{C}^N) \times W^{m,2}_\mathbb{D}(\Omega; \mathbb{C}^N), \quad (u, v) \mapsto \sum_{i,j=1}^N \sum_{|\alpha| = m} \int_{\Omega} \mu_{ij}^{\alpha \beta} \partial^\alpha u_i \overline{\partial^\beta v_j} \, dx
\]
is **elliptic** in the sense that for some \( \kappa > 0 \) it satisfies the **Gårding inequality**
\[
\text{Re}(a(u, u)) \geq \kappa \sum_{i=1}^N \sum_{|\alpha| = m} \int_{\Omega} |\partial^\alpha u_i|^2 \, dx = \kappa \|\nabla^m u\|_{L^2(\Omega)}^2 (u \in W^{m,2}_\mathbb{D}(\Omega; \mathbb{C}^N)).
\]

**REMARK 2.7.** Under Assumption 2.6 the sesquilinear form \( a \) is sectorial of an angle \( \omega \in \left[0, \frac{\pi}{2}\right) \), i.e., the **numerical range**
\[
\{a(u, u) : u \in W^{m,2}_\mathbb{D}(\Omega; \mathbb{C}^N)\}
\]
is contained in a sector \( \mathbb{S}_\omega \).
Since a is densely defined, sectorial, and closed (this follows by ellipticity of a and Proposition 2.5), it is known from classical form theory [18, Thm. VI.2.1] that there exists a unique sectorial operator \( A \) on \( L^2(\Omega; \mathbb{C}^N) \) of angle \( \omega \in [0, \frac{\pi}{2}) \) such that \( \mathcal{D}(A) \subset W^{m,2}_0(\Omega; \mathbb{C}^N) \) and
\[
a(u, v) = (Au, v)_{L^2} \quad (u \in \mathcal{D}(A), v \in W^{m,2}_0(\Omega; \mathbb{C}^N)),\]
where \((\cdot, \cdot)_{L^2}\) denotes the \( L^2 \) inner product. Here, we say that a closed linear operator \( B : \mathcal{D}(B) \subset X \to X \) is sectorial of angle \( \omega \in [0, \pi) \) if \( \sigma(B) \subset \overline{S}_\omega \) and if for every \( \theta \in (\omega, \pi] \) there exists a constant \( C > 0 \) with
\[
\|\lambda(\lambda + B)^{-1}\|_{L(X)} \leq C \quad (\lambda \in S_{\pi - \theta}).
\]

If \( B \) is a linear operator on \( L^2(\Xi; \mathbb{C}^N) \) on a bounded measurable set \( \Xi \subset \mathbb{R}^d \) and \( p > 2 \), define the \( L^p \)-realization of \( B_p \) as the part of \( B \) in \( L^p \), i.e.,
\[
\mathcal{D}(B_p) := \{ u \in \mathcal{D}(B) \cap L^p(\Xi; \mathbb{C}^N) : Bp u \in L^p(\Xi; \mathbb{C}^N)\},
\]
\[
B_p u := Bu \quad (u \in \mathcal{D}(B_p)).
\]
If \( p' < 2 \) define \( B_{p'} \) as the closure of \( B \) in \( L^{p'}(\Xi; \mathbb{C}^N) \), if it exists. We record the following lemma, which connects \( B_{p'} \) and \( (B^*)_p \) for \( 1/p + 1/p' = 1 \).

**Lemma 2.8.** Let \( \Xi \subset \mathbb{R}^d \) be a bounded domain, \( p \in (2, \infty), 1/p + 1/p' = 1 \), and let \( B \) be a densely defined operator on \( L^2(\Xi; \mathbb{C}^N) \). Then \( \mathcal{D}(B) \) is dense in \( L^{p'}(\Xi; \mathbb{C}^N) \) and \( B \) is closable in \( L^{p'}(\Xi; \mathbb{C}^N) \) if and only if the part of \( B^* \) in \( L^p(\Xi; \mathbb{C}^N) \) is densely defined. In this case the identity \( (B_{p'})^* = (B^*)_p \) holds true.

**Proof.** First, assume there exists \( f \in L^p(\Xi; \mathbb{C}^N) \) such that
\[
\int_{\Xi} u \cdot \overline{f} \, dx = 0 \quad (u \in \mathcal{D}(B)).
\]
By the boundedness of \( \Xi \), we find \( f \in L^2(\Xi; \mathbb{C}^N) \), and by the density of \( \mathcal{D}(B) \) in \( L^2(\Xi; \mathbb{C}^N) \), it follows that \( f \) must be zero. Consequently, \( \mathcal{D}(B) \) is dense in \( L^{p'}(\Xi; \mathbb{C}^N) \).

Let \( B \) be closable in \( L^{p'}(\Xi; \mathbb{C}^N) \). Because \( \mathcal{D}(B) \subset \mathcal{D}(B_{p'}) \) the closure of \( B \) is densely defined and by definition of its domain, for each \( u \in \mathcal{D}(B_{p'}) \) there exists a sequence \( (u_n)_{n \in \mathbb{N}} \subset \mathcal{D}(B) \) with \( u_n \to u \) in \( L^{p'}(\Xi; \mathbb{C}^N) \) and \( Bu_n \to B_{p'} u \) in \( L^{p'}(\Xi; \mathbb{C}^N) \). Thus, for \( v \in \mathcal{D}((B^*)_p) \), we find
\[
\langle B_{p'} u, v \rangle_{L^{p'}, L^p} = \lim_{n \to \infty} \langle u_n, B^* v \rangle_{L^2} = \langle u, (B^*)_p v \rangle_{L^{p'}, L^p},
\]
where \( \langle \cdot, \cdot \rangle_{L^{p'}, L^p} \) denotes the duality product between \( L^{p'}(\Xi; \mathbb{C}^N) \) and \( L^p(\Xi; \mathbb{C}^N) \). We derive the inclusion \( \mathcal{D}((B^*)_p) \subset \mathcal{D}((B_{p'})^*) \) and equality of the operators on \( \mathcal{D}((B^*)_p) \). If \( w \in \mathcal{D}((B_{p'})^*) \), we find for \( u \in \mathcal{D}(B) \subset \mathcal{D}(B_{p'}) \)
\[
(Bu, w)_{L^2} = \langle u, (B_{p'})^* w \rangle_{L^{p'}, L^p} = \langle u, (B_{p'})^* w \rangle_{L^2}.
\]
Consequently, \( w \in \mathcal{D}(B^*) \cap L^p(\mathcal{E}; \mathbb{C}^N) \) and \( B^*w = (B_p)^*w \in L^p(\mathcal{E}; \mathbb{C}^N) \) so that \( w \in \mathcal{D}((B^*)_p) \). This proves \( \mathcal{D}((B^*)_p) = \mathcal{D}((B_p)^*) \), so that the part of \( B^* \) in \( L^p(\mathcal{E}; \mathbb{C}^N) \) is densely defined by Schechter [23, Thm. 7.20 & Lem. 7.21].

Now assume that \( (B^*)_p \) is densely defined and let \( (u_n)_{n \in \mathbb{N}} \subset \mathcal{D}(B) \) be a sequence with \( u_n \to 0 \) in \( L^{p'}(\mathcal{E}; \mathbb{C}^N) \) and such that \( (Bu_n)_{n \in \mathbb{N}} \) is a Cauchy sequence in \( L^{p'}(\mathcal{E}; \mathbb{C}^N) \) with limit \( f \). Then

\[
(f, v)_{L^{p'}, L^p} = \lim_{n \to \infty} (u_n, (B^*)_p v)_{L^{p'}, L^p} = 0 \quad (v \in \mathcal{D}((B^*)_p)).
\]

Hence, \( f \) is zero by density of \( \mathcal{D}((B^*)_p) \) in \( L^p(\mathcal{E}; \mathbb{C}^N) \) so that \( B \) is closable in \( L^{p'}(\mathcal{E}; \mathbb{C}^N) \).

\[ \square \]

2.4. \( \mathcal{R} \)-sectoriality

For a Lebesgue-measurable set \( \mathcal{E} \subset \mathbb{R}^d \), \( p \in [1, \infty) \), and \( N \in \mathbb{N} \), a linear operator \( B : \mathcal{D}(B) \subset L^p(\mathcal{E}; \mathbb{C}^N) \to L^p(\mathcal{E}; \mathbb{C}^N) \) is called \( \mathcal{R} \)-sectorial of angle \( \omega \) if \( B \) is sectorial of angle \( \omega \) and if additionally for all \( \theta \in (\omega, \pi] \) there exists a constant \( C > 0 \) such that for all \( n_0 \in \mathbb{N} \) and \( (\lambda_n)_{n=1}^{n_0} \subset \mathbb{S}_{\pi-\theta} \), the square function estimate

\[
\left\| \left[ \sum_{n=1}^{n_0} |\lambda_n (\lambda_n + B)^{-1} f_n|^2 \right]^{\frac{1}{2}} \right\|_{L^p(\mathcal{E})} \leq C \left\| \left[ \sum_{n=1}^{n_0} |f_n|^2 \right]^{\frac{1}{2}} \right\|_{L^p(\mathcal{E})} \tag{2.1}
\]

holds true.

REMARK 2.9. For the general notion of \( \mathcal{R} \)-sectoriality for operators acting on general Banach spaces beyond the scope of \( L^p \), see, e.g., Denk, Hieber, and Prüss [6, Sec. 4.1]. It is a matter of fact, that on \( L^p \)-spaces the definition of \( \mathcal{R} \)-sectoriality via square function estimates is equivalent to the one given in [6, Sec. 4.1], see Kunstmann and Weis [19, Rem. 2.9] together with [19, Rem. 2.6 b)]

Recall that sectorial operators on reflexive Banach spaces are always densely defined, see Haase [13, Prop. 2.1.1 h)]. Thus, an application of Kalton and Weis [17, Lem. 3.1] together with Remark 2.9 delivers the following dualization principle.

OBSERVATION 2.10. If \( p \in (1, \infty) \), then \( B \) is \( \mathcal{R} \)-sectorial on \( L^p(\mathcal{E}; \mathbb{C}^N) \) if and only if its adjoint \( B^* \) is \( \mathcal{R} \)-sectorial on \( L^{p'}(\mathcal{E}; \mathbb{C}^N) \), where \( 1/p + 1/p' = 1 \).

A closer look on the square function estimate reveals that (2.1) is nothing else than the uniform boundedness estimate of the operators

\[
(T_{\lambda_1}, \ldots, T_{\lambda_{n_0}}, 0, \ldots) : L^p(\mathcal{E}; \ell^2(\mathbb{C}^N)) \to L^p(\mathcal{E}; \ell^2(\mathbb{C}^N)),
(f_n)_{n \in \mathbb{N}} \mapsto (T_{\lambda_1} f_1, \ldots, T_{\lambda_{n_0}} f_{n_0}, 0, \ldots),
\]

where \( T_\lambda := \lambda (\lambda + B)^{-1} \) and \( \ell^2(\mathbb{C}^N) \) denotes the Banach space of square summable \( \mathbb{C}^N \)-valued sequences. Thus, the following proposition is evident.
PROPOSITION 2.11. A linear operator $B$ on $L^p(\Sigma; \mathbb{C}^N)$ is $\mathcal{R}$-sectorial of angle $\omega$ if and only if $\sigma(B) \subset \mathbb{S}_\omega$ and if for every $\theta \in (\omega, \pi]$ the family
\[
\{(T_{\lambda_1}, \ldots, T_{\lambda_{n_0}}, 0, \ldots) : n_0 \in \mathbb{N}, (\lambda_n)_{n=1}^{n_0} \subset S_{\pi-\theta}\}
\]
is bounded in $\mathcal{L}(L^p(\Sigma; \ell^2(\mathbb{C}^N)))$, where $T_\lambda := \lambda(\lambda + B)^{-1}$.

3. The main result

We are now in the position to state our main result. Again $\omega \in [0, \frac{\pi}{2})$ denotes the angle of sectoriality of $A$ on $L^2(\Omega; \mathbb{C}^N)$, see Sect. 2.3.

MAIN THEOREM 3.1. Let $N, m \in \mathbb{N}, \Omega \subset \mathbb{R}^d$ be a bounded domain, and $D_1, \ldots, D_N \subset \partial \Omega$ be closed sets. Define
\[
D := \bigcap_{i=1}^{N} D_i
\] and assume that $\Omega$ and $D$ fulfill Assumption 2.1. Let the coefficients $\mu_{ij}^{\alpha\beta}, 1 \leq i, j \leq N, |\alpha| = |\beta| = m$ be subject to Assumption 2.6, and let $A$ be the elliptic operator of order $2m$ as defined in Sect. 2.3.

Then for each $\theta \in [\omega, \pi]$ there exists $\varepsilon \geq 0$ with $\varepsilon > 0$ if $\theta \in (\omega, \pi]$, depending only on $d, M, m, N, \kappa, \theta, \omega$, and $\Lambda$, such that the following statement is valid.

If $2m < d$, then for all numbers $p$ satisfying
\[
\frac{2d}{d + 2m} - \varepsilon < p < \frac{2d}{d - 2m} + \varepsilon
\] or, if $2m \geq d$, then for all $p \in (1, \infty)$, the $L^p$-realization of $A$ is closed and densely defined. Especially, $A_p$ is $\mathcal{R}$-sectorial of angle $\theta$.

REMARK 3.2. To prove this theorem, we can reduce matters to the case $p > 2$. Indeed, note that Assumption 2.6 on the coefficients is stable under the operation $\mu_{ij}^{\alpha\beta} \mapsto \mu_{ij}^{\beta\alpha}$ so that if the theorem is proven under this assumption for the $L^p$-realization of $A$ and $p > 2$, it then is also proven for the $L^p$-realization of $A^*$. For the situation of $p < 2$ one can argue by duality using Observation 2.10 and Lemma 2.8.

By sectoriality of $A$ on $L^2(\Omega; \mathbb{C}^N)$ the family of operators defined in (2.2) is bounded in $\mathcal{L}(L^2(\Omega; \ell^2(\mathbb{C}^N)))$. Thus, with Remark 3.2 in mind, it is desirable to provide a tool to extrapolate bounded operators on $L^2(\Omega; \ell^2(\mathbb{C}^N))$ to $L^p(\Omega; \ell^2(\mathbb{C}^N))$ for $p > 2$. This is what we do in the following section.
4. A Banach space-valued $L^p$-extrapolation theorem

The following theorem is a generalization of the $L^p$-extrapolation theorem of Shen [24, Thm. 3.3] in two directions. The first is that the extrapolation theorem remains valid in the Banach space-valued setting, which is, in view of Proposition 2.11, important for $\mathcal{R}$-sectoriality. The second is, that it proves the extrapolation theorem far beyond the scope of bounded Lipschitz domains as it was established in [24]; here, the requirement is the sole measurability of the underlying domain.

**THEOREM 4.1.** Let $X$ and $Y$ be Banach spaces, $\Omega \subset \mathbb{R}^d$ be Lebesgue-measurable, $\mathcal{M} > 0$, and let $T \in \mathcal{L}(L^2(\Omega; X), L^2(\Omega; Y))$ with $\|T\|_{\mathcal{L}(L^2(\Omega; X), L^2(\Omega; Y))} \leq \mathcal{M}$.

Suppose that there exist constants $p > 2$, $R_0 > 0$, $\alpha_2 > \alpha_1 > 1$, and $C > 0$, where $R_0 = \infty$ if $\text{diam}(\Omega) = \infty$, such that the following holds. For all $B = B(x_0, r)$ with $0 < r < R_0$, which are either centered on $\partial \Omega$, i.e., $x_0 \in \partial \Omega$, or satisfy $\alpha_2 B \subset \Omega$, and all compactly supported $f \in L^\infty(\Omega; X)$ with $f = 0$ on $\Omega \cap \alpha_2 B$ the estimate

$$
\left( \frac{1}{r^d} \int_{\Omega \cap B} \|Tf\|^p_Y \, dx \right)^{\frac{1}{p}} \leq C \left\{ \left( \frac{1}{r^d} \int_{\Omega \cap \alpha_1 B} \|Tf\|^2_Y \, dx \right)^{\frac{1}{2}} + \sup_{B' \supset B} \left( \frac{1}{|B'|} \int_{\Omega \cap B'} \|f\|^2_X \, dx \right)^{\frac{1}{2}} \right\}
$$

holds. Here the supremum runs over all balls $B'$ containing $B$.

Then for each $2 < q < p$ the restriction of $T$ onto $L^2(\Omega; X) \cap L^q(\Omega; X)$ extends to a bounded linear operator from $L^q(\Omega; X)$ into $L^q(\Omega; Y)$, with operator norm bounded by a constant depending on $d$, $p$, $q$, $\alpha_1$, $\alpha_2$, $C$, and $\mathcal{M}$, and additionally on $R_0$ and $\text{diam}(\Omega)$ if $\Omega$ is bounded.

The proof of the theorem above is roughly as follows. First, we will take the Banach space-valued case with $\Omega = \mathbb{R}^d$ as granted. The validity of this case was already observed by Auscher in the remark below [2, Thm. 1.2] and follows directly from Shen’s proof of the whole space case [24, Thm. 3.1] by replacing the absolute value signs by the respective Banach space norms. As Shen’s proof is presented very clearly, we omit further details of the Banach space-valued whole space case.

In the case, where $\Omega$ is not the whole space, one can reduce matters to the whole space case by considering the operator

$$
T_{\mathbb{R}^d} f := \mathcal{E}_0 T \mathcal{R}_\Omega f \quad (f \in L^2(\mathbb{R}^d; X)),
$$

where $\mathcal{R}_\Omega$ restricts functions from $\mathbb{R}^d$ to $\Omega$ and $\mathcal{E}_0$ extends functions from $\Omega$ to $\mathbb{R}^d$ by zero. Obviously, if the restriction of $T$ onto $L^2(\Omega; X) \cap L^q(\Omega; X)$ extends to a bounded linear operator from $L^q(\Omega; X)$ into $L^q(\Omega; Y)$ the same is valid for $T_{\mathbb{R}^d}$ (with $\Omega$ replaced by $\mathbb{R}^d$). On the other hand, if the restriction of $T_{\mathbb{R}^d}$ onto $L^2(\mathbb{R}^d; X) \cap L^q(\mathbb{R}^d; X)$ extends to a bounded operator from $L^q(\mathbb{R}^d; X)$ into $L^q(\mathbb{R}^d; Y)$, then the
same is valid for $T$ as well (with $\mathbb{R}^d$ replaced by $\Omega$). This is true as $T$ can be written as

$$Tf = \mathcal{R}_\Omega T_{\mathbb{R}^d} E_0 f \quad (f \in L^2(\Omega; X)).$$

Consequently, we are left with proving the boundedness of $T_{\mathbb{R}^d}$. Comparing the assumptions of the cases $\Omega = \mathbb{R}^d$ and $\Omega \neq \mathbb{R}^d$ in Theorem 4.1 we see that $T$ verifies (4.1) only for balls that are either centered on the boundary or lie completely inside $\Omega$ (with some safety distance). However, one has to verify (4.1) for $T_{\mathbb{R}^d}$ for all balls in $\mathbb{R}^d$. This bridge is built by the following two lemmas. The purpose of the first lemma is to show that (4.1) is even valid for all balls that have a non-trivial intersection with $\Omega$ but whose radius is still restricted by the number $R_0$ of Theorem 4.1. The purpose of the second lemma is to show that one can replace the number $R_0$ by an arbitrary other number $R'_0$ (if $R_0$ is finite).

**LEMMA 4.2.** Let $\Omega \subset \mathbb{R}^d$ be Lebesgue-measurable, $f, g \in L^2(\Omega)$, $\alpha_2 > \alpha_1 > 1$, $p > 2$, and $r > 0$ and $x_0 \in \mathbb{R}^d$ be such that $B(x_0, r) \cap \Omega \neq \emptyset$. If there exists $C > 0$ such that

$$\left(\frac{1}{r^d} \int_{\Omega \cap B} |f|^p \, dx\right)^{\frac{1}{p}} \leq C \left\{ \left(\frac{1}{r^d} \int_{\Omega \cap \alpha_1 B} |f|^2 \, dx\right)^{\frac{1}{2}} + \sup_{B' \supset B} \left(\frac{1}{|B'|} \int_{\Omega \cap B'} |g|^2 \, dx\right)^{\frac{1}{2}} \right\}$$

holds for all balls $B$ with $\alpha_2 B \subset B(x_0, \alpha_2 r)$ and which are either centered on $\partial \Omega$ or satisfy $\alpha_2 B \subset \Omega$, then, for each $\alpha \in (1, \alpha_2)$ there exists a constant $C'$ such that

$$\left(\frac{1}{r^d} \int_{\Omega \cap B(x_0, r)} |f|^p \, dx\right)^{\frac{1}{p}} \leq C' \left\{ \left(\frac{1}{r^d} \int_{\Omega \cap B(x_0, ar)} |f|^2 \, dx\right)^{\frac{1}{2}} + \sup_{B' \supset B(x_0, r)} \left(\frac{1}{|B'|} \int_{\Omega \cap B'} |g|^2 \, dx\right)^{\frac{1}{2}} \right\},$$

where $C'$ depends on $d$, $\alpha$, $\alpha_1$, $\alpha_2$, $p$, and $C$.

**Proof.** Define

$$c := \min \left\{ \frac{\alpha_2 - 1}{5\alpha_2 + 1}, \frac{\alpha - 1}{5\alpha + 1} \right\}$$

and

$$\mathcal{I}_1 := \{ y \in \Omega \cap B(x_0, r) : B(y, cr) \subset \Omega \},$$

$$\mathcal{I}_2 := \{ y' \in \partial \Omega : \text{there is } y \in \Omega \cap B(x_0, r) \text{ such that } y' \in B(y, cr) \}.$$

Note that for all $y \in \mathcal{I}_1 \cup \mathcal{I}_2$ we have $B(y, 5c\alpha_1 r) \subset B(x_0, \alpha r)$ and $B(y, 5c\alpha_2 r) \subset B(x_0, \alpha_2 r)$ by definition of $c$. Moreover, since every point in $\Omega \cap B(x_0, r)$ that is not contained in $\bigcup_{y \in \mathcal{I}_1} B(y, cr)$ lies in $\mathcal{I}_1$, it holds

$$\Omega \cap B(x_0, r) \subset \Omega \cap \left( \bigcup_{y \in \mathcal{I}_1} B(y, cr/(5\alpha_2)) \cup \bigcup_{y \in \mathcal{I}_2} B(y, cr) \right).$$
The covering lemma of Vitali, see Evans and Gariepy [10, Thm. 1.5.1], yields at most countable index sets \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) such that all balls in the family

\[
\{B(y_1, cr/(5\alpha_2)), B(y_2, cr)\}_{y_1 \in \mathcal{F}_1, y_2 \in \mathcal{F}_2}
\]

are pairwise disjoint and such that

\[
\bigcup_{y \in \mathcal{I}_1} B(y, cr/(5\alpha_2)) \cup \bigcup_{y \in \mathcal{I}_2} B(y, cr) \subset \bigcup_{y \in \mathcal{F}_1} B(y, cr/\alpha_2) \cup \bigcup_{y \in \mathcal{F}_2} B(y, 5cr).
\]

Furthermore, for \( \sharp(\mathcal{F}_1) \) being the number of points in \( \mathcal{F}_1 \), we have

\[
|B(0, 1)| c^d r^d \sharp(\mathcal{F}_1) = \sum_{y \in \mathcal{F}_1} |B(y, cr)| = |B(x_0, \alpha r)| = |B(0, 1)| \alpha^d r^d,
\]

that is \( \sharp(\mathcal{F}_1) \leq (\alpha/c)^d \). Similarly, one shows \( \sharp(\mathcal{F}_2) \leq (5\alpha_2/c)^d \) for the number of points in \( \mathcal{F}_2 \). This yields by hypothesis

\[
\frac{1}{r^d} \int_{\Omega \cap B(x_0, r)} |f|^p \, dx \leq \frac{1}{r^d} \left( \sum_{y \in \mathcal{F}_1} \int_{B(y, cr/\alpha_2)} |f|^p \, dx + \sum_{y \in \mathcal{F}_2} \int_{\Omega \cap B(y, 5cr)} |f|^p \, dx \right)
\leq C^p \sum_{y \in \mathcal{F}_1 \cup \mathcal{F}_2} \left\{ \left( \frac{1}{r^d} \int_{\Omega \cap B(y, 5\alpha_1 cr)} |f|^2 \, dx \right)^{\frac{1}{2}} \right\}^p
+ \sup_{B' \supset B(y, 5cr)} \left( \frac{1}{|B'|} \int_{\Omega \cap B'} |g|^2 \, dx \right)^{\frac{1}{2}} \}^p.
\]

Define \( \beta := (2 + c)/(5c) \) and note that \( \beta \geq 1 \). This together with \( B(y, 5\alpha_1 cr) \subset B(x_0, \alpha r) \) delivers

\[
\leq C^p \sum_{y \in \mathcal{F}_1 \cup \mathcal{F}_2} \left\{ \left( \frac{1}{r^d} \int_{\Omega \cap B(x_0, \alpha r)} |f|^2 \, dx \right)^{\frac{1}{2}} \right\}^p
+ \beta^{\frac{d}{p}} \sup_{B' \supset B(x_0, r)} \left( \frac{1}{|B'|} \int_{\Omega \cap B'} |g|^2 \, dx \right)^{\frac{1}{2}} \}^p.
\]

Finally, the choice of \( \beta \) ensures \( B(x_0, r) \subset B(y, 5\beta r) \) for all \( y \in \mathcal{F} \). Thus, the supremum becomes larger if we replace \( \beta B' \) by arbitrary balls that contain \( B(x_0, r) \). This implies

\[
\leq \beta^{\frac{d}{p}} C^p (\sharp(\mathcal{F}_1) + \sharp(\mathcal{F}_2)) \left\{ \left( \frac{1}{r^d} \int_{\Omega \cap B(x_0, \alpha r)} |f|^2 \, dx \right)^{\frac{1}{2}} \right\}^p
+ \sup_{B' \supset B(x_0, r)} \left( \frac{1}{|B'|} \int_{\Omega \cap B'} |g|^2 \, dx \right)^{\frac{1}{2}} \}^p
\]

and concludes the proof. \( \square \)
LEMMA 4.3. Let $R_0' > R_0 > 0$, $f, g \in \mathbb{L}^2(\mathbb{R}^d)$, $\alpha > 1$, and $p > 2$. If there exists a constant $C > 0$ such that for all $x_0 \in \mathbb{R}^d$ and $0 < r < R_0$ the inequality

$$\left( \frac{1}{r^d} \int_{B(x_0,r)} |f|^p \, dx \right)^{\frac{1}{p}} \leq C \left\{ \left( \frac{1}{r^d} \int_{B(x_0,ar)} |f|^2 \, dx \right)^{\frac{1}{2}} + \sup_{B' \supset B(x_0,r)} \left( \frac{1}{|B'|} \int_{B'} |g|^2 \, dx \right)^{\frac{1}{2}} \right\}$$

holds. Then there exists a constant $C'$ depending on $C, \alpha, R_0, R_0'$, and $d$ such that the same inequality holds for all $0 < r < R_0'$ with $C$ replaced by $C'$.

**Proof.** Let $x_0 \in \mathbb{R}^d$, $r \in [R_0, R_0')$, and $B := B(x_0, r)$. Define

$$\beta := \min \left\{ \frac{\alpha - 1}{5\alpha}, \frac{R_0}{5R_0'} \right\}.$$

It is clear that $\{B(y, \beta r)\}_{y \in B}$ covers $B$. The covering lemma of Vitali yields an at most countable subset $\mathcal{F} \subset B$ such that the balls $\{B(y, \beta r)\}_{y \in \mathcal{F}}$ are pairwise disjoint and such that

$$B \subset \bigcup_{y \in \mathcal{F}} B(y, 5\beta r).$$

Furthermore, since $\alpha > 1$ we find $\beta \leq \alpha - 1$ and conclude that $B(y, \beta r) \subset \alpha B$ for each $y \in \mathcal{F}$. Consequently,

$$|B(0, 1)|^{\beta^d} r^d \mathcal{H}(\mathcal{F}) = \sum_{y \in \mathcal{F}} |B(y, \beta r)| \leq |B(0, 1)|^{\alpha^d} r^d$$

and thus $\mathcal{H}(\mathcal{F}) \leq (\alpha/\beta)^d$. Now, using the covering property of $\{B(y, 5\beta r)\}_{y \in \mathcal{F}}$ in the first and $5\beta r < R_0$ in the second inequality yields

$$\left( \frac{1}{r^d} \int_{B} |f|^p \, dx \right)^{\frac{1}{p}} \leq [5\beta]^d \sum_{y \in \mathcal{F}} \left( \frac{1}{[5\beta r]^d} \int_{B(y,5\beta r)} |f|^p \, dx \right)^{\frac{1}{p}}$$

$$\leq [5\beta]^d C \sum_{y \in \mathcal{F}} \left\{ \left( \frac{1}{[5\beta r]^d} \int_{B(y,5\alpha \beta r)} |f|^2 \, dx \right)^{\frac{1}{2}} + \sup_{B' \supset B(y,5\beta r)} \left( \frac{1}{|B'|} \int_{B'} |g|^2 \, dx \right)^{\frac{1}{2}} \right\}.$$

Next, $5\alpha \beta \leq \alpha - 1$ and $B(y, (\alpha - 1)r) \subset \alpha B$ imply that the first integral on the right-hand side is controlled by

$$\left( \frac{1}{[5\beta r]^d} \int_{B(y,5\alpha \beta r)} |f|^2 \, dx \right)^{\frac{1}{2}} \leq \frac{1}{[5\beta]^2} \left( \frac{1}{r^d} \int_{\alpha B} |f|^2 \, dx \right)^{\frac{1}{2}}.$$

For the supremum, we first use that $5\beta \leq 2$ and then, that since $B \subset B(y, 2r)$ for every $y \in \mathcal{F}$, the supremum will be larger if it runs over all balls that contain $B$. Indeed,
\[
\sup_{B' \supset B(y, 5\beta r)} \left( \frac{1}{|B'|} \int_{B'} |g|^2 \, dx \right)^{\frac{1}{2}} \leq \left( \frac{2}{5\beta} \right)^{\frac{d}{2}} \sup_{B' \supset B(y, 5\beta r)} \left( \frac{1}{5\beta} |B'| \int_{5\beta B'} |g|^2 \, dx \right)^{\frac{1}{2}} \\
\leq \left( \frac{2}{5\beta} \right)^{\frac{d}{2}} \sup_{B' \supset B} \left( \frac{1}{|B'|} \int_{B'} |g|^2 \, dx \right)^{\frac{1}{2}}.
\]

We conclude the proof by recalling the bound on \( \| \mathcal{F} \| \).

\textbf{Proof of Theorem 4.1.} Recalling the discussion between Theorem 4.1 and Lemma 4.2 it suffices to consider the operator \( T_{\mathbb{R}^d} \) defined in (4.2). By Lemma 4.2 with \( \alpha := \alpha_1 \), we infer that (4.1) is valid for the operator \( T_{\mathbb{R}^d} \) and all balls \( B(x_0, r) \) with \( 0 < r < R_0 \) and \( B(x_0, r) \cap \Omega \neq \emptyset \). Moreover, if \( B(x_0, r) \cap \Omega = \emptyset \), (4.1) is fulfilled trivially. Now, we distinguish the following two cases:

\textbf{Case 1:} \( R_0 = \infty \). In this case, (4.1) is already verified for all balls in \( \mathbb{R}^d \) in the paragraph above this case. The proof can be concluded in this case.

\textbf{Case 2:} \( R_0 < \infty \). In this case, we recall that (4.1) is valid for all balls with radius \( 0 < r < R_0 \) and all balls with arbitrary radius and empty intersection with \( \Omega \). Moreover, if \( B(x_0, r) \cap \Omega \neq \emptyset \) and \( r \geq \frac{\text{diam}(\Omega)}{\alpha_2 - 1} \), we directly see that \( \Omega \subseteq B(x_0, \alpha_2 r) \). As a consequence, if a compactly supported function \( f \in L^\infty(\mathbb{R}^d; X) \) vanishes on \( B(x_0, \alpha_2 r) \), then \( T_{\mathbb{R}^d} f = 0 \) by definition of \( T_{\mathbb{R}^d} \). Thus, (4.1) is valid for all balls that are large enough. Employing Lemma 4.3 shows that (4.1) is valid for all balls in \( \mathbb{R}^d \). This concludes the proof.

Estimates of type (4.1) and without the second term on the right-hand side are called \textit{weak reverse Hölder estimates}.

\textbf{Remark 4.4.} If \( T \subset L(L^2(\Omega; X), L^2(\Omega; Y)) \) is a uniformly bounded operator family, we see that if we can verify the assumptions of Theorem 4.1 with uniform constants for every operator in \( T \), the restriction of each operator to the space \( L^2(\Omega; X) \cap L^q(\Omega; X) \) extends to a bounded operator from \( L^q(\Omega; X) \) to \( L^q(\Omega; Y) \), yielding a uniformly bounded family of operators.

\textbf{5. Vector-valued weak reverse Hölder estimates}

We begin by proving Caccioppoli’s inequality for higher-order elliptic systems subject to mixed boundary conditions. The proof is essentially the one of Barton \cite[Sec. 3]{Barton}, with the modification that we not just consider balls, but also the sets \( U_{y,r}^+ \) defined in Remark 2.2 and solutions which locally satisfy

\[
\lambda u_i + (-1)^m \sum_{j=1}^N \sum_{|\alpha|,|\beta| = m} \partial^\alpha \mu^{ij}_{\alpha \beta} \partial^\beta u_j = 0 \quad (1 \leq i \leq N).
\]

Barton considered only the case \( \lambda = 0 \).
As we are now concerned with the proof of Theorem 3.1, we will assume that \( \Omega \) and \( D \) are subject to Assumption 2.1. We will also use \( \lambda \) as a resolvent parameter, so \( \lambda \in \mathbb{S}_{\pi - \theta} \), where \( \theta \in (\omega, \pi] \) and \( \omega \) is such that \( A \) is sectorial of angle \( \omega \) on \( L^2(\Omega; \mathbb{C}^N) \). Recall that \( M \) is the bound for the bi-Lipschitz constants of the homeomorphisms \( \Phi_x \), see Assumption 2.1. Finally, we agree upon writing \( \| \cdot \|_{L^p(E)} \) instead of \( \| \cdot \|_{L^p(E; \mathbb{C}^l)} \) for sets \( E \subset \mathbb{R}^d \) and \( l \in \mathbb{N} \).

**LEMMA 5.1.** (Caccioppoli’s inequality part 1) Let \( x_0 \in \Omega \) and \( r > 0 \). Distinguish the following cases:

1. \( x_0 \in \Omega \) and \( r < \text{dist}(x_0, \partial \Omega) \);
2. \( x_0 \in \partial \Omega \) with \( \text{dist}(x_0, \Omega \setminus D) \leq 1/(2M) \) and \( r \leq 1/4 \);
3. \( x_0 \in \partial \Omega \) with \( \text{dist}(x_0, \partial \Omega \setminus D) > 1/(2M) \) and \( r \leq 1/(2M) \).

Let \( 0 < s < t \leq 1 \) and \( f \in L^2(\Omega; \mathbb{C}^N) \) be such that \( f = 0 \) on \( B(x_0, r) \cap \Omega \) in cases (1) and (3) or \( f = 0 \) on \( U_{x_0,r}^+ \) in case (2). Define \( u := (\lambda + A)^{-1} f \). Then there exists a constant \( C > 0 \) depending only on \( d, N, \kappa, M, \theta, \omega, \) and \( \Lambda \), such that

\[
|\lambda| \int_{B_{tr} \cap \Omega} |u|^2 \, dx + \int_{B_{tr} \cap \Omega} |\nabla^m u|^2 \, dx \leq C \sum_{k=0}^{m-1} [-(t-s)r]^{-2(m-k)} \int_{[B_{tr} \setminus B_{sr}] \cap \Omega} |\nabla^k u|^2 \, dx,
\]

where in cases (1) and (3), \( B_{ar} := B(x_0, ar) \), and in case (2), \( B_{ar} := U_{x_0,ar} \) for \( \alpha \in (0, 1] \).

**Proof.** Take a function \( \varphi \in C_0^\infty(\mathbb{R}^d) \) which in cases (1) and (3) is identically one on \( B(x_0, sr) \) and zero on \( B(x_0, tr)^c \) and which satisfies \( \| \nabla^k \varphi \|_{L^\infty(\mathbb{R}^d)} \leq C_d [(t-s)r]^{-k} \) for all \( 0 \leq k \leq m \). In case (2), take \( \varphi \) to be one on \( U_{x_0,sr} \) and zero on \( U_{x_0,tr}^c \) with estimates \( \| \nabla^k \varphi \|_{L^\infty(\mathbb{R}^d)} \leq C_{d,M} [(t-s)r]^{-k} \) for all \( 0 \leq k \leq m \). In case (2), such a function \( \varphi \) exists by the estimates proven in Remark 2.2 (1). The constant \( C_d \) depends only on \( d \) and \( C_{d,M} \) on \( d \) and \( M \).

Define \( \psi := u \varphi^{2m} \), which again is a function in \( W^{m,2}_D(\Omega; \mathbb{C}^N) \), since \( \varphi \) is smooth and \( u \in \mathcal{D}(A) \subset W^{m,2}_D(\Omega; \mathbb{C}^N) \). Testing with \( \psi \) yields

\[
0 = \lambda \int_{B_{tr} \cap \Omega} |u \varphi^m|^2 \, dx + a(u, \psi).
\]

Moreover, Leibniz’ rule yields numbers \( c_{\alpha \beta} \in \mathbb{N} \) with \( c_{\alpha 0} = c_{\alpha \alpha} = 1 \) such that

\[
a(u, \psi) = \sum_{|\alpha|,|\beta|=m} \sum_{i,j=1}^N \sum_{\gamma < \alpha} \int_{B_{tr} \setminus B_{sr} \cap \Omega} \mu_{\alpha \beta} \partial^\beta u_j c_{\alpha \gamma} \partial^{\alpha - \gamma} \varphi^m \partial^\gamma \varphi^m \frac{\partial^\gamma}{\partial t} \, dx + \sum_{|\alpha|,|\beta|=m} \sum_{i,j=1}^N \int_{B_{tr} \cap \Omega} \mu_{\alpha \beta} \partial^\beta u_j \varphi^m \partial^\alpha \varphi^m \frac{\partial^\alpha}{\partial t} \, dx.
\]
Note that the integration in the first integral on the right-hand side is performed only on \([B_{tr} \setminus B_{sr}] \cap \Omega\) since \(\varphi^m\) is constant on both \(B_{sr}\) and \(B_{tr}^c\). Next, employing Leibniz’ formula one can show that there exist smooth functions \(\xi_{\alpha \beta}\) such that

\[
\sum_{\gamma < \alpha} c_{\alpha \gamma} \partial^{\alpha - \gamma} \varphi^m \partial^\gamma [\varphi^m u_i] = \sum_{\delta < \alpha} \varphi^m \xi_{\alpha \delta} \partial^\delta u_i
\]

(5.1)

and \(\|\xi_{\alpha \delta}\|_{L^\infty(\Omega)} \leq C_{d, M, m} |(t - s)r|^{|\delta| - |\alpha|}\), where \(C_{d, M, m}\) solely depends on \(d\), \(M\), and \(m\). Using (5.1), we derive

\[
\alpha(u, \psi) = \sum_{|\alpha|, |\beta| = m} \sum_{i, j = 1}^N \sum_{\delta < \alpha} \int_{[B_{tr} \setminus B_{sr}] \cap \Omega} \mu^{ij}_{\alpha \beta} \partial^\beta u_j \varphi^m \xi_{\alpha \delta} \partial^\delta u_i \, dx
\]

\[
\quad + \sum_{|\alpha|, |\beta| = m} \sum_{i, j = 1}^N \int_{B_{tr} \cap \Omega} \mu^{ij}_{\alpha \beta} \partial^\beta u_j \varphi^m \partial^\alpha [\varphi^m u_i] \, dx.
\]

Rewriting \(\partial^\beta u_j \varphi^m\) by using Leibniz’ rule reveals

\[
\begin{align*}
\alpha(u, \psi) &= \sum_{|\alpha|, |\beta| = m} \sum_{i, j = 1}^N \sum_{\delta < \alpha} \int_{[B_{tr} \setminus B_{sr}] \cap \Omega} \mu^{ij}_{\alpha \beta} \partial^\beta u_j \varphi^m \xi_{\alpha \delta} \partial^\delta u_i \, dx \\
&\quad - \sum_{|\alpha|, |\beta| = m} \sum_{i, j = 1}^N \sum_{\gamma < \beta} \int_{[B_{tr} \setminus B_{sr}] \cap \Omega} \mu^{ij}_{\alpha \beta} \partial^\gamma u_j \varphi^m \partial^\beta [\varphi^m \partial^\delta u_i] \, dx \\
&\quad + \sum_{|\alpha|, |\beta| = m} \sum_{i, j = 1}^N \sum_{\delta < \alpha} \int_{[B_{tr} \setminus B_{sr}] \cap \Omega} \mu^{ij}_{\alpha \beta} \partial^\beta [\varphi^m u_j] \xi_{\alpha \delta} \partial^\delta u_i \, dx \\
&\quad + \sum_{|\alpha|, |\beta| = m} \sum_{i, j = 1}^N \int_{B_{tr} \cap \Omega} \mu^{ij}_{\alpha \beta} \partial^\beta [\varphi^m u_j] \partial^\alpha [\varphi^m u_i] \, dx.
\end{align*}
\]

Note that the last term on the right-hand side can be identified with \(\alpha(\varphi^m u, \varphi^m u)\). Summarizing, we find a constant \(C > 0\) depending only on \(d\), \(N\), \(M\), and \(\Lambda\) such that

\[
|\lambda| \int_{B_{tr} \cap \Omega} |\varphi^m u|^2 \, dx + \alpha(\varphi^m u, \varphi^m u) \leq C \left\{ \sum_{|\alpha|, |\beta| = m} \sum_{\delta < \alpha} \sum_{\gamma < \beta} \frac{\|\partial^\gamma u\|_{L^2([B_{tr} \setminus B_{sr}] \cap \Omega)}}{|(t - s)r|^{m - |\gamma|}} \frac{\|\partial^\delta u\|_{L^2([B_{tr} \setminus B_{sr}] \cap \Omega)}}{|(t - s)r|^{m - |\beta|}} \\
+ \sum_{|\beta| = m} \sum_{\gamma < \beta} \frac{\|\partial^\gamma u\|_{L^2([B_{tr} \setminus B_{sr}] \cap \Omega)}}{|(t - s)r|^{m - |\gamma|}} \frac{\|\nabla^m [\varphi^m u]\|_{L^2(B_{tr} \cap \Omega)}}{|(t - s)r|^{m - |\beta|}} \right\}.
\]

Using the sectoriality of \(a\), see Remark 2.7, as well as \(\lambda \in S_{\pi - \theta}\) and \(\pi - \theta + \omega < \pi\), we conclude that there exists a constant \(C_{\theta, \omega}\) depending only on \(\theta\) and \(\omega\) such that
\[
\left| \lambda \int_{B_{tr} \cap \Omega} |\varphi^m u|^2 \, dx + a(\varphi^m u, \varphi^m u) \right| \\
\geq C_{\theta, \omega} \left\{ |\lambda| \int_{B_{tr} \cap \Omega} |\varphi^m u|^2 \, dx + |a(\varphi^m u, \varphi^m u)| \right\}
\]
holds. By Gårding’s inequality, we derive
\[
\geq C_{\theta, \omega} \left\{ |\lambda| \int_{B_{tr} \cap \Omega} |\varphi^m u|^2 \, dx + \kappa \int_{B_{tr} \cap \Omega} |\nabla^m [\varphi^m u]|^2 \, dx \right\}.
\]
Next, use Young’s inequality to estimate
\[
C \sum_{|\beta|=m} \sum_{\gamma < \beta} \frac{\|\partial^\gamma u\|_{L^2([B_{tr} \setminus B_{sr}] \cap \Omega)}}{[(t-s)r]^{m-|\gamma|}} \|\nabla^m [\varphi^m u]\|_{L^2(B_{tr} \cap \Omega)} \\
\leq \frac{C}{2\varepsilon} \sum_{|\beta|=m} \sum_{\gamma < \beta} \frac{\|\partial^\gamma u\|_{L^2([B_{tr} \setminus B_{sr}] \cap \Omega)}}{[(t-s)r]^{2(m-|\gamma|)}} + \frac{C\varepsilon}{2} \sum_{|\beta|=m} \sum_{\gamma < \beta} \|\nabla^m [\varphi^m u]\|_{L^2(B_{tr} \cap \Omega)}^2.
\]
Choose \( \varepsilon \), such that
\[
\frac{C\varepsilon}{2} \sum_{|\beta|=m} \sum_{\gamma < \beta} 1 = \frac{C_{\theta, \omega}\kappa}{2}.
\]
Then, absorb \( C_{\theta, \omega}\kappa \|\nabla^m [\varphi^m u]\|_{L^2(B_{tr} \cap \Omega)}^2 \) from the right-hand side onto the left-hand side of the whole inequality. Using that and \( \varphi = 1 \) on \( B_{sr} \) concludes the proof. \( \square \)

The preceding lemma shows that one can locally control \( |\lambda|^{1/2} u \) and \( \nabla^m u \) in \( L^2 \) by the \( L^2 \)-norms of all derivatives of order strictly less than \( m \). However, it is desirable to control them solely by \( u \) in the \( L^2 \)-norm. To prove that, we adapt the proof of Barton [4, Thm. 18] to mixed boundary conditions. For this purpose, we prove the following lemma, which is a generalization of Giaquinta and Martinazzi [11, Lem. 8.18] and is implicitly contained in the proof of Barton.

**LEMMA 5.2.** Let \( 0 \leq s_0 < t_0 < \infty \) and \( k \in \mathbb{N} \). Assume that \( \phi : [s_0, t_0) \rightarrow \mathbb{R} \) is a nonnegative bounded function. Suppose that there exist constants \( A_1, \ldots, A_k > 0 \), \( \alpha_1, \ldots, \alpha_k > 0 \), and \( 0 \leq \varepsilon < 1 \) such that for all \( s_0 \leq s < t \leq t_0 \) we have
\[
\phi(s) \leq \sum_{l=1}^{k} A_l (t-s)^{-\alpha_l} + \varepsilon \phi(t).
\]
Then there exists a constant \( C > 0 \) depending only on \( \max_{l=1}^{k} \{\alpha_l\} \) and \( \varepsilon \), such that for all \( s_0 \leq s < t \leq t_0 \) we have
\[
\phi(s) \leq C \sum_{l=1}^{k} A_l (t-s)^{-\alpha_l}.
\]
Proof. Let $0 < \tau < 1$ to be determined and define
\[ \rho_0 := s, \quad \rho_{n+1} := \rho_n + (1 - \tau) \tau^n (t - s) \quad (n \in \mathbb{N}_0). \]
Notice that
\[ \rho_{n+1} = s + (1 - \tau) \sum_{j=0}^n \tau^j (t - s) < s + (1 - \tau) \sum_{j=0}^\infty \tau^j (t - s) = t. \]
Deduce inductively
\[ \phi(\rho_0) \leq \sum_{l=1}^k A_l (\rho_l - \rho_{l-1})^{-\alpha_l} + \varepsilon \phi(\rho_1) \leq \sum_{l=1}^{n-1} \varepsilon^j \sum_{l=1}^k A_l (\rho_{j+1} - \rho_j)^{-\alpha_j} + \varepsilon^n \phi(\rho_n). \]
Rearranging the sums on the right-hand side and using that $\rho_{j+1} - \rho_j = (1 - \tau) \tau^j (t - s)$ yields
\[ \sum_{j=0}^{n-1} \varepsilon^j \sum_{l=1}^k A_l (\rho_{j+1} - \rho_j)^{-\alpha_j} = \sum_{l=1}^k A_l (1 - \tau)^{-\alpha_l} (t - s)^{-\alpha_l} \sum_{j=0}^{n-1} \varepsilon^j \tau^{-j \alpha_l}. \]
Choose $\tau$ such that $\varepsilon \tau^{-\max \{\alpha_l\}} < 1$ and let $n \to \infty$ to conclude
\[ \phi(s) \leq (1 - \tau)^{-\max \{\alpha_l\}} \sum_{j=0}^{\infty} (\varepsilon \tau^{-\max \{\alpha_l\}})^j \sum_{l=1}^k A_l (t - s)^{-\alpha_l}. \]

Now, we are ready to conclude the proof of Caccioppoli’s inequality with the sole $L^2$-norm of $u$ on the right-hand side. For the reduction of the differentiability on the right-hand side of the inequality in Lemma 5.1, recall that by Gagliardo–Nirenberg’s inequality, one can estimate
\[ \|\nabla^m u\|_{L^2} \leq C \|u\|_{L^2} \|u\|_{W^{m,2}}^\theta, \]
for some $\theta \in (0, 1)$. The term involving $\|\nabla^m u\|_{L^2}$ in the norm of $\|u\|_{W^{m,2}}$ can then be controlled by means of the first part of Caccioppoli’s inequality, so that only terms of differentiability strictly less than $m$ occur on the right-hand side. Using Young’s inequality, we can produce an $\varepsilon$ in front of the $L^2$-norm of $\nabla^m u$ on the right-hand side. This leads to the situation of Lemma 5.2.

Due to the implicit dependence of the constants in the Gagliardo–Nirenberg inequality, we have to restrict the size of the parameter $s$ to be away from zero.

**Lemma 5.3.** (Caccioppoli’s inequality part 2) If in the situation of Lemma 5.1 also $0 < 1/2 \leq s < t \leq 1$ holds, then there exists a constant $C > 0$ depending only on $d, N, m, \kappa, M, \theta, \omega,$ and $\Lambda$ such that
\[ \int_{B_{r'} \cap \Omega} |\nabla^k u|^2 \, dx \leq \frac{C}{[(t - s)r]^{2k}} \int_{B_{r'} \cap \Omega} |u|^2 \, dx \quad (1 \leq k \leq m) \]
holds.
**Proof.** We will prove the following claim by induction on $k$. Note that the initial step of this induction, i.e., $k = m$, is Lemma 5.1 and that we will successively reduce the value of $k$.

**Claim:** There exists a constant $C > 0$ depending at most on $d$, $m$, $\kappa$, $N$, $M$, $\theta$, $\omega$, and $\Lambda$, such that for all $1/2 \leq s < t \leq 1$

$$
\int_{B_{sr} \cap \Omega} |\nabla^k u|^2 \, dx \leq C \sum_{l=0}^{k-1} [(t-s)r]^{-2(k-l)} \int_{B_{sr} \cap \Omega} |\nabla^l u|^2 \, dx.
$$

First of all, we establish Gagliardo–Nirenberg’s inequalities on the sets $B_{sr} \cap \Omega$ with $\alpha \in [1/2, 1]$. As the constant of this inequality may depend on the size of the underlying sets, we rescale the whole situation.

Rescale the function $u$ as $u_{sr} : \frac{1}{ar} (B_{ar} \cap \Omega) \to \mathbb{C}^N$, $x \mapsto u(axr)$ and recall the cases presented in Lemma 5.1. Having a closer look onto the first case this is just the ball $B([ar]^{-1}x_0, 1)$, which is a Sobolev extension domain of arbitrary order. In the third case, the set $\frac{1}{ar} (B_{ar} \cap \Omega)$ is simply $B([ar]^{-1}x_0, 1) \cap \frac{1}{ar} \Omega$. The radius $r$ is chosen such that $B(x_0, r)$ only hits Dirichlet boundary so that $u_{ar}$ can be identified with its extension by zero to $B([ar]^{-1}x_0, 1)$. As above $B([ar]^{-1}x_0, 1)$ is a Sobolev extension domain of all orders. Case (2) is more interesting. Here, we have for some $x \in \partial \Omega \setminus D$

$$
\frac{1}{ar} (B_{ar} \cap \Omega) = \Phi_{x,ar}^{-1} (Q([ar]^{-1} \Phi_x(x_0), 1) \cap [\mathbb{R}^{d-1} \times (0, \infty))],
$$

where $\Phi_{x,ar}^{-1}$ is given by $\frac{1}{ar} \Phi_{x}^{-1}(ar \cdot)$. Note that $\Phi_{x,ar}^{-1}$ is a bi-Lipschitz homeomorphism, with bi-Lipschitz constant bounded by $M$ and that the bisected cube $Q([ar]^{-1} \Phi_x(x_0), 1) \cap [\mathbb{R}^{d-1} \times (0, \infty))$ is an $(\varepsilon, \delta)$-domain in the sense of Jones [16], see Egert [9, Lem. 2.2.20]. Moreover, a global bi-Lipschitz image of an $(\varepsilon, \delta)$-domain is again an $(\varepsilon, \delta)$-domain so that in our case, $\varepsilon$ and $\delta$ only depend on $d$ and $M$. Finally, by Remark 2.2 (2)

$$
\text{diam}(\Phi_{x,ar}^{-1} (Q([ar]^{-1} \Phi_x(x_0), 1) \cap [\mathbb{R}^{d-1} \times (0, \infty))]) \geq \frac{1}{M \sqrt{d}}
$$

so that the extension result of Rogers [22, Thm. 8] yields a Sobolev extension operator of arbitrary order with an operator norm depending only on $d$ and $M$. Extending in all three cases functions on $\frac{1}{ar} (B_{ar} \cap \Omega)$ to $\mathbb{R}^d$ and using the Gagliardo–Nirenberg inequalities on the whole space, see Nirenberg [20, p. 125], proves that these inequalities hold true on $\frac{1}{ar} (B_{ar} \cap \Omega)$ where the constant solely depends on $d$, $M$, and the Gagliardo–Nirenberg constants on $\mathbb{R}^d$. Especially, we find for $\theta = \frac{1}{k+1}$

$$
\|\nabla^k u_{ar}\|_{L^2 \left( \frac{1}{ar} (B_{ar} \cap \Omega) \right)}^2 \leq C \|u_{ar}\|_{L^2 \left( \frac{1}{ar} (B_{ar} \cap \Omega) \right)}^{2\theta} \left[ \sum_{l=0}^{k+1} \int_{\frac{1}{ar} (B_{ar} \cap \Omega)} |\nabla^l u_{ar}|^2 \, dx \right]^{1-\theta}.
$$
By linear transformation, we find
\[
\|\nabla^k u\|_{L^2(B_{ar} \cap \Omega)}^2 \leq C \left[ (\alpha r)^{-k} \|u\|_{L^2(B_{ar} \cap \Omega)} \right]^{2\vartheta} \left[ \sum_{l=0}^{k+1} (\alpha r)^{2(l-k)} \int_{B_{ar} \cap \Omega} |\nabla^l u|^2 \, dx \right]^{1-\vartheta}.
\] (5.2)

Next, let \( 1/2 \leq s < \tau \leq t \leq 1 \) and apply (5.2) on \( B_{sr} \cap \Omega \) as well as the induction hypothesis to the term involving \( \nabla^k u \), so that
\[
\|\nabla^k u\|_{L^2(B_{sr} \cap \Omega)}^2 \leq C \left[ (sr)^{-k} \|u\|_{L^2(B_{sr} \cap \Omega)} \right]^{2\vartheta} \left[ \sum_{l=0}^{k} \left[ s^2(l-k) + s^2(\tau - s)^{-2(k+1-l)} \right] r^{2(l-k)} \right. \\
\times \left. \int_{B_{sr} \cap \Omega} |\nabla^l u|^2 \, dx \right]^{1-\vartheta}.
\]

For some \( \delta > 0 \), use Young’s inequality \( ab \leq \vartheta \delta^{-1/\vartheta} a^{1/\vartheta} + (1 - \vartheta)\delta b^{1-1/\vartheta} \), to obtain
\[
\leq \frac{C \delta^{-\vartheta} \delta^{-1} \|u\|_{L^2(B_{sr} \cap \Omega)}^2}{(sr)^{2k}} + C (1 - \vartheta) \delta \left[ \sum_{l=0}^{k} \left[ s^2(l-k) + s^2(\tau - s)^{-2(k+1-l)} \right] r^{2(l-k)} \right. \\
\times \left. \int_{B_{sr} \cap \Omega} |\nabla^l u|^2 \, dx \right].
\]

Next, choose \( \delta \) subject to the condition
\[
C \delta \frac{s^2}{(\tau - s)^2} = \frac{1}{8} \iff \delta = \frac{(\tau - s)^2}{8C s^2}.
\]

Note that \( \delta \leq 1/(2C) \), since \( s \geq 1/2 \) and \( \tau - s \leq 1 \). Thus,
\[
C \delta \left[ s^2(l-k) + s^2(\tau - s)^{-2(k+1-l)} \right] \leq \frac{s^2(l-k)}{2} + \frac{(\tau - s)^{-2(k+1-l)} \delta}{8}
\]
and, by means of the choice \( \vartheta = \frac{1}{k+1} \),
\[
\frac{C \delta^{-\vartheta}}{s^{2k}} = \frac{C}{s^{2k} \delta^k} = \frac{8^k C^{1+k}}{(\tau - s)^{2k}}.
\]

Returning to the estimate of \( \nabla^k u \), estimate each \( s \) from below by \( \tau - s \) and use for all terms on the right-hand side of differentiability strictly less than \( k \), that \( B_{sr} \cap \Omega \) and \( B_{tr} \cap \Omega \) are contained in \( B_{tr} \cap \Omega \). Put everything together to deduce
\[
\|\nabla^k u\|_{L^2(B_{sr} \cap \Omega)}^2 \leq \left[ 8^k C^{1+k} + \frac{5(1 - \vartheta)}{8} \right] \frac{1}{[(\tau - s)r]^{2k}} \|u\|_{L^2(B_t \cap \Omega)}^2 \\
+ \frac{5(1 - \vartheta)}{8} \sum_{l=1}^{k-1} \frac{1}{[(\tau - s)r]^{2(k-l)}} \|\nabla^l u\|_{L^2(B_{tr} \cap \Omega)}^2 \\
+ \frac{5(1 - \vartheta)}{8} \|\nabla^k u\|_{L^2(B_{sr} \cap \Omega)}^2
\]

Now, we can appeal to Lemma 5.2 by means of the following definitions. Let \( s_0 := \frac{1}{2}, \ t_0 := t, \ \alpha_l := 2(1 - \frac{l}{k}) \),

\[
A_1 := \left[ 8^k C^{1+k} + \frac{5(1 - \vartheta)}{8} \right] \|u\|_{L^2(B_t \cap \Omega)}^2,
\quad A_l := \frac{5(1 - \vartheta)}{8} \|\nabla^{l-1} u\|_{L^2(B_{tr} \cap \Omega)}^2 \quad (2 \leq l \leq k),
\]

and

\[
\phi(s) := \|\nabla^k u\|_{L^2(B_{sr} \cap \Omega)}^2.
\]

It follows that there exists a constant \( C > 0 \) (different from the one above but independent of \( s, \tau, r, \) and \( t \)) such that for all \( s \leq \tau \leq t \)

\[
\|\nabla^k u\|_{L^2(B_{sr} \cap \Omega)}^2 \leq C \sum_{l=0}^{k-1} \frac{1}{[(\tau - s)r]^{2(k-l)}} \|\nabla^l u\|_{L^2(B_{tr} \cap \Omega)}^2.
\]

In particular, this holds true for \( \tau = t \), so that we conclude the induction step. \( \square \)

The following lemma is a vector-valued and local version of the Sobolev embedding theorem, mentioned in the introduction.

**Lemma 5.4.** Let \( p \in [1, \infty), \ n_0 \in \mathbb{N}, \) and \((u_n)_{n=1}^{n_0} \subset W^{1,p}_D(\Omega; \mathbb{C}^N). \) Let \( x_0 \in \overline{\Omega} \) and \( 0 < r \leq 1/(4M \sqrt{d}) \) be such that either \( B(x_0, r) \subset \Omega \) or \( x_0 \in \partial \Omega. \) If \( q \in [1, \infty) \) is such that \( 0 \leq \delta := \frac{1}{p} - \frac{1}{q} \leq \frac{1}{d}, \) then there exists a constant \( C > 0 \) depending only on \( p, q, d, N, \) and \( M \) such that

\[
\left( \frac{1}{p^d} \int_{B(x_0, r) \cap \Omega} \left[ \sum_{n=1}^{n_0} |u_n|^2 \right]^\frac{q}{2} \ dx \right)^\frac{1}{q} \leq C \left\{ r \left( \frac{1}{p^d} \int_{B \cap \Omega} \left[ \sum_{n=1}^{n_0} |\nabla u_n|^2 \right]^\frac{p}{2} \ dx \right)^\frac{1}{p} + \frac{1}{p^d} \int_{B(x_0, r) \cap \Omega} \left[ \sum_{n=1}^{n_0} |u_n|^2 \right]\frac{1}{2} \ dx \right\}
\]

holds, where \( B = B(x_0, M^2 \sqrt{d}r) \) if \( x_0 \in \partial \Omega \) with \( \text{dist}(x_0, \partial \Omega \setminus \overline{D}) \leq 1/(2M), \) and \( B = B(x_0, r) \) else.
Proof. If \( x_0 \in \partial \Omega \), extend a function \( u \in W^{1,2}_D(\Omega; C^0) \) from \( \Omega \cap B(x_0, r) \) to \( B(x_0, r) \) componentwise as follows: If \( \text{dist}(x_0, \partial \Omega \setminus D) \leq 1/(2M) \), then \( B(x_0, r) \subset U_{x_0, M \sqrt{d} r} \) by Remark 2.2 (2), so define \( (\mathcal{E}u)_i := \mathcal{E}_{x_0, M \sqrt{d} r} u_i \) by using the local extension operator \( \mathcal{E}_{x_0, M \sqrt{d} r} \) given by Proposition 2.3. For all other \( x_0 \in \partial \Omega \), let \( \mathcal{E}u \) denote the extension by zero.

We present the most difficult case where \( \text{dist}(x_0, \partial \Omega \setminus D) \leq 1/(2M) \) and point out changes in the proof for the other cases afterward. Note that as \( U_{x_0, r/(M \sqrt{d})}^+ \) is the bi-Lipschitz image of a set with measure comparable to \( r^d \), it holds

\[
|U_{x_0, r/(M \sqrt{d})}^+| \geq C r^d \tag{5.3}
\]

with \( C \) depending only on \( d \) and \( M \). By Remark 2.2 (2), we conclude that \( |B(x_0, r) \cap \Omega| \geq C r^d \) holds true. Use the triangle inequality to conclude

\[
\left( \int_{B(x_0, r) \cap \Omega} \left[ \sum_{n=1}^{n_0} |u_n|^2 \right]^{\frac{q}{2}} \, dx \right)^{\frac{1}{q}} \\
\leq \left( \int_{B(x_0, r)} \left[ \sum_{n=1}^{n_0} (\mathcal{E}u_n(x) - (\mathcal{E}u_n)_{B(x_0, r) \cap \Omega})^2 \right]^{\frac{q}{2}} \, dx \right)^{\frac{1}{q}} \\
+ \left[ |B(0, 1)|r^d \right]^{\frac{1}{q}} \left[ \sum_{n=1}^{n_0} |(u_n)_{B(x_0, r) \cap \Omega}|^2 \right]^{\frac{1}{2}}.
\]

Next, \(|\mathcal{E}u_n(x) - (\mathcal{E}u_n)_{B(x_0, r) \cap \Omega}| \leq 2^d/(dC) \int_{B(x_0, r)} |x - y|^{1-d} |\nabla \mathcal{E}u_n(y)| \, dy\) follows by a combination of Gilbarg and Trudinger [12, Lem. 7.16] and (5.3). Apply this to the first term and apply Minkowski’s inequality as well as (5.3) to the second term on the right-hand side, to obtain

\[
\leq \frac{2^d}{dC} \left\| \int_{B(x_0, r)} |y|^{1-d} \left[ \sum_{n=1}^{n_0} |\nabla \mathcal{E}u_n(y)|^2 \right]^{\frac{1}{2}} \, dy \right\|_{L^q(B(x_0, r))} \\
+ \frac{|B(0, 1)|^{\frac{1}{q}} r^{\frac{d-d}{q}}}{C} \int_{B(x_0, r) \cap \Omega} \left[ \sum_{n=1}^{n_0} |u_n|^2 \right]^{\frac{1}{2}} \, dx.
\]

For the first term on the right-hand side use the boundedness of the Riesz potential, see [12, Lem. 7.12] for \( \delta < 1/d \) and Adams and Hedberg [1, Thm. 3.1.4 (b)] for \( \delta = 1/d \), to get

\[
\leq \frac{2^d}{dC} B r^{1-d\delta} \left\| \left[ \sum_{n=1}^{n_0} |\nabla \mathcal{E}u_n|^2 \right]^{\frac{1}{2}} \right\|_{L^p(B(x_0, r))} \\
+ \frac{|B(0, 1)|^{\frac{1}{q}} r^{\frac{d-d}{q}}}{C} \int_{B(x_0, r) \cap \Omega} \left[ \sum_{n=1}^{n_0} |u_n|^2 \right]^{\frac{1}{2}} \, dx,
\]
where $B$ depends only on $d$, $p$, and $q$. Note that Proposition 2.3 gives
\[
\left\| \sum_{n=1}^{n_0} |\nabla \mathcal{E} u_n|^2 \right\|_{L^p(B(x_0,r)\setminus \partial \Omega)} \leq C \left\| \sum_{n=1}^{n_0} |\nabla u_n| \right\|_{L^p(B(x_0,r)\setminus \partial \Omega)} \leq C \left\| \sum_{n=1}^{n_0} |\nabla u_n|^2 \right\|_{L^p(B(x_0,r)\setminus \partial \Omega)},
\]
where $C > 0$ depends only on $d$ and $M$. By Remark 2.2 (2), we conclude the proof for $x_0 \in \partial \Omega$ with $\text{dist}(x_0, \partial \Omega \setminus \partial \Delta) \leq 1/(2M)$.

If $B(x_0, r) \subset \Omega$, we do exactly the same without the extension operator. If $x_0 \in \partial \Omega$ with $\text{dist}(x_0, \partial \Omega \setminus \partial \Delta) > 1/(2M)$, we proceed as above with the one exception that in the first inequality below (5.3), we introduce $(\mathcal{E} u_n)_{\partial \Omega}$ instead of $(\mathcal{E} u_n)_{\partial \Omega \cap \partial \Omega}$. This has the effect of avoiding the need of an estimate of the form $|B(x_0, r) \cap \partial \Omega| \geq C r^d$, which is not available under the given geometric setup.

The following lemma is an iterated version of the previous one.

**LEMMA 5.5.** Let $p \in [1, \infty)$, $n_0 \in \mathbb{N}$, and $(u_n)_{n=1}^{n_0} \subset W^{m,p}_D(\Omega; \mathbb{C}^N)$. Let $x_0 \in \overline{\Omega}$ and $0 < r \leq [M^2 \sqrt{d}]^{1-m}/(4M \sqrt{d})$ be such that either $B(x_0, r) \subset \Omega$ or $x_0 \in \partial \Omega$. If $q \in [1, \infty)$ satisfies $0 \leq \delta := \frac{1}{p} - \frac{1}{q} \leq \frac{m}{d}$, then there exists a constant $C > 0$ depending at most on $p, q, d, N, m,$ and $M$ such that
\[
\left( \frac{1}{r^d} \int_{B(x_0, r) \cap \partial \Omega} \left[ \sum_{n=1}^{n_0} |u_n|^2 \right]^{\frac{q}{2}} dx \right)^{\frac{1}{q}} \leq C \left\{ r^\delta \left( \frac{1}{r^d} \int_{B_{m} \cap \partial \Omega} \left[ \sum_{n=1}^{n_0} |\nabla^m u_n|^2 \right]^{\frac{p}{2}} dx \right)^{\frac{1}{p}} + \sum_{k=0}^{m-1} \frac{1}{r^{d-k}} \int_{B_k \cap \partial \Omega} \left[ \sum_{n=1}^{n_0} |\nabla^k u_n|^2 \right]^{\frac{1}{2}} \right\},
\]
holds, where $B_k := B(x_0, [M^2 \sqrt{d}]^k r)$ if $x_0 \in \partial \Omega$ with $\text{dist}(x_0, \partial \Omega \setminus \partial \Delta) \leq 1/(2M)$ and $B_k := B(x_0, r)$ else.

**Proof.** We will only consider the case where $x_0 \in \partial \Omega$ satisfies the inequality $\text{dist}(x_0, \partial \Omega \setminus \partial \Delta) \leq 1/(2M)$. The other cases are proven in the same way, with the one exception, that the domain of integration stays the same in each iteration step. Define $p_1 \in [p, \infty)$ via the equation
\[
\frac{1}{p} - \frac{1}{p_1} = \frac{\delta}{m}.
\]
It follows that
\[
\frac{1}{p_1} = \frac{1}{p} - \frac{\delta}{m} \geq \frac{1}{p} - \frac{1}{p} + \frac{1}{q},
\]
so that in fact $p_1 \in [p, q]$. Inductively, define for $2 \leq k \leq m$ the number $p_k \in [p_{k-1}, q]$ via
\[
\frac{1}{p_k} = \frac{1}{p_{k-1}} - \frac{\delta}{m}.
\]
In particular, one finds $p_m = q$, so that Lemma 5.4 can be applied iteratively. Thus,

$$
\left(\frac{1}{r^d} \int_{B(x_0, r) \cap \Omega} \left[ \sum_{n=1}^{n_0} |u_n|^2 \right]^\frac{q}{2} dx \right)^{\frac{1}{q}}
\leq C \left\{ r \left( \frac{1}{r^d} \int_{B_1 \cap \Omega} \left[ \sum_{n=1}^{n_0} |\nabla u_n|^2 \right]^\frac{p_m-1}{2} dx \right)^{\frac{1}{p_m-1}} + \frac{1}{r^d} \int_{B_0 \cap \Omega} \left[ \sum_{n=1}^{n_0} |u_n|^2 \right]^\frac{1}{2} dx \right\}
\leq C \left\{ r^m \left( \frac{1}{r^d} \int_{B_0 \cap \Omega} \left[ \sum_{n=1}^{n_0} |\nabla^m u_n|^2 \right]^\frac{q}{2} dx \right)^{\frac{1}{q}} + \sum_{k=0}^{m-1} \frac{1}{r^{d-k}} \int_{B_k \cap \Omega} \left[ \sum_{n=1}^{n_0} |\nabla^k u_n|^2 \right]^\frac{1}{2} dx \right\}.
$$

Inductively, it follows

$$
\leq C \left\{ r^m \left( \frac{1}{r^d} \int_{B_0 \cap \Omega} \left[ \sum_{n=1}^{n_0} |\nabla^m u_n|^2 \right]^\frac{q}{2} dx \right)^{\frac{1}{q}} + \sum_{k=0}^{m-1} \frac{1}{r^{d-k}} \int_{B_k \cap \Omega} \left[ \sum_{n=1}^{n_0} |\nabla^k u_n|^2 \right]^\frac{1}{2} dx \right\}.
$$

Now we are in the position to prove the vector-valued weak reverse Hölder estimates.

**THEOREM 5.6.** Let $n_0 \in \mathbb{N}$, $(\lambda_n)_{n=1}^{n_0} \subset S_{\pi - \theta}$, $0 < r \leq 1/(8[M^2\sqrt{d}]^{m+1})$ and let $x_0 \in \overline{\Omega}$, be such that either $B(x_0, 3M[M^2\sqrt{d}]^{m+1}r) \subset \Omega$ or $x_0 \in \partial \Omega$. Moreover, let $(f_n)_{n=1}^{n_0} \subset L^2(\Omega; \mathbb{C}^N)$ such that for every $1 \leq n \leq n_0$ the function $f_n$ vanishes on $B(x_0, 3M[M^2\sqrt{d}]^{m+1}r) \cap \Omega$ and define $u_n := (\lambda_n + A)^{-1} f_n$. If $2m \geq d$, let $q$ be any number larger than 2 and if $2m < d$, let $q = \frac{2d}{d-2m}$. Then there exists a constant $C > 0$, depending at most on $d$, $N$, $q$, $\kappa$, $m$, $M$, $\theta$, $\omega$, and $\Lambda$ such that

$$
\left(\frac{1}{r^d} \int_{B(x_0, r) \cap \Omega} \left[ \sum_{n=1}^{n_0} |\lambda_n||u_n||^2 \right]^\frac{q}{2} dx \right)^{\frac{1}{q}}
\leq C \left( \frac{1}{r^d} \int_{B(x_0, 2[M^2\sqrt{d}]^{m+1}r) \cap \Omega} \sum_{n=1}^{n_0} |\lambda_n||u_n||^2 dx \right)^{\frac{1}{q}}
$$

holds.

**Proof.** Apply Lemma 5.5 with $q$ and $p = 2$ to the functions $(\lambda_n u_n)_{n=1}^{n_0}$ to get

$$
\left(\frac{1}{r^d} \int_{B(x_0, r) \cap \Omega} \left[ \sum_{n=1}^{n_0} |\lambda_n||u_n||^2 \right]^\frac{q}{2} dx \right)^{\frac{1}{q}}
\leq C \left\{ r^m \left( \frac{1}{r^d} \int_{B(x_0, [M^2\sqrt{d}]^{m}r) \cap \Omega} \sum_{n=1}^{n_0} |\lambda_n||\nabla^m u_n||^2 dx \right)^{\frac{1}{2}}
\quad + \sum_{k=0}^{m-1} \frac{1}{r^{d-k}} \int_{B(x_0, [M^2\sqrt{d}]^{k}r) \cap \Omega} \left[ \sum_{n=1}^{n_0} |\lambda_n||\nabla^k u_n||^2 \right]^\frac{1}{2} dx \right\}.
$$
Apply Hölder’s inequality to the second term on the right-hand side, so that with a different constant $C$

$$
\leq C \sum_{k=0}^{m} r^k \left( \frac{1}{r^d} \int_{B(x_0, [M^2 \sqrt{d}]^k r) \cap \Omega} \sum_{n=1}^{n_0} [\lambda_n ||\nabla^k u_n||]^2 \, dx \right)^{\frac{1}{2}}.
$$

If $x_0$ is either inside $\Omega$ or on $\partial \Omega$ with $\text{dist}(x_0, \overline{\partial \Omega \setminus \mathcal{D}}) > 1/(2M)$, then $2[M^2 \sqrt{d}]^m r \leq 1/(4M^2 \sqrt{d})$, so that Lemma 5.3 is directly applicable with $s = 1/2$, $t = 1$, and radius $2[M^2 \sqrt{d}]^k r$. This yields

$$
\leq C \left( \frac{1}{r^d} \int_{B(x_0, [M^2 \sqrt{d}]^m r) \cap \Omega} \sum_{n=1}^{n_0} [\lambda_n ||u_n||]^2 \, dx \right)^{\frac{1}{2}}.
$$

In order to employ Caccioppoli’s inequality in the case $\text{dist}(x_0, \overline{\partial \Omega \setminus \mathcal{D}}) \leq 1/(2M)$, apply Remark 2.2 (2), which in the current situation reads as

$$
B(x_0, [M^2 \sqrt{d}]^k r) \subset U_{x_0, M \sqrt{d}[M^2 \sqrt{d}]^k r} \subset B(x_0, [M^2 \sqrt{d}]^{k+1} r).
$$

Since $2[M^2 \sqrt{d}]^{m+1} r \leq 1/4$, Caccioppoli’s inequality is applicable on the sets $\Omega \cap U_{x_0, 2[M^2 \sqrt{d}]^{k+1} r}$ with $s = 1/2$ and $t = 1$. Proceeding as above concludes the proof. \hfill \Box

5.1. Proof of Theorem 3.1

By Remark 3.2 it suffices to concentrate on the case $p > 2$. Thus, in the case $2m < d$, define $p := 2d/(d - 2m)$, and in the case $2m \geq d$, let $p > 2$ be arbitrary.

As discussed in Sect. 2.3, the $L^2$-realization of the elliptic operator $A$ is sectorial of angle $\omega \in [0, \frac{\pi}{2})$. Thus, for every $\theta \in (\omega, \pi]$ the family $\{\lambda(\lambda + A)^{-1}\}_{\lambda \in S_{\pi - \theta}}$ is bounded, which is equivalent to the boundedness of the family $T$ given by

$$
\{(\lambda_1(\lambda_1 + A)^{-1}, \ldots, \lambda_{n_0}(\lambda_{n_0} + A)^{-1}, 0, \ldots) : n_0 \in \mathbb{N}, (\lambda_n)_{n=1}^{n_0} \subset S_{\pi - \theta}\}
$$

on $L^2(\Omega; \ell^2(\mathbb{C}^N))$. With regard to Theorem 4.1, fix $X = Y = \ell^2(\mathbb{C}^N)$ and invoke Remark 4.4 and Proposition 2.11 to conclude that for each operator $T \in \mathcal{T}$ one has to verify the weak reverse Hölder estimates with uniform constants. Thus, we have to show that there exist constants $C > 0$, $R_0 > 0$, $\alpha_2 > \alpha_2 > 1$ such that for all $n_0 \in \mathbb{N}, (\lambda_n)_{n=1}^{n_0} \subset S_{\pi - \theta}$, $(\lambda_{n_0})_{n=1}^{n_0} \subset L^\infty(\Omega; \mathbb{C}^N)$ with $f_n = 0$ on $B(x_0, \alpha_2 r) \cap \Omega$, and $u_n := (\lambda_n + A)^{-1} f_n$ the estimate

$$
\left( \frac{1}{r^d} \int_{B(x_0, r) \cap \Omega} \left[ \sum_{n=1}^{n_0} [\lambda_n ||u_n||]^2 \right]^p \, dx \right)^{\frac{1}{p}} \leq C \left( \frac{1}{r^d} \int_{B(x_0, \alpha_1 r) \cap \Omega} \sum_{n=1}^{n_0} [\lambda_n ||u_n||]^2 \, dx \right)^{\frac{1}{2}}
$$

holds. This is exactly the statement of Theorem 5.6. Furthermore, Lemma 4.2 shows that one can take $\alpha_1 = 2$ and that the weak reverse Hölder estimates are valid for every $x_0$ satisfying $B(x_0, r) \cap \Omega \neq \emptyset$. If $2m < d$, this allows us to invoke the self-improving
property of weak reverse Hölder estimates, see [11, Thm. 6.38]. Hence, there exists \( \varepsilon > 0 \) such that

\[
\left( \frac{1}{r^d} \int_{B(x_0, r) \cap \Omega} \left[ \sum_{n=1}^{n_0} \left| \lambda_n \right| |u_n|^2 \right]^{\frac{p'}{2}} \, dx \right)^{\frac{1}{p'}} \leq C \left( \frac{1}{r^d} \int_{B(x_0, 2r) \cap \Omega} \left[ \sum_{n=1}^{n_0} \left| \lambda_n \right| |u_n|^2 \right]^{\frac{p}{2}} \, dx \right)^{\frac{1}{p'}}.
\]

We conclude the \( \mathcal{R} \)-sectoriality of \( A_p \). By [13, Prop. 2.1.1 h)] we infer that \( A_p \) is densely defined. \( \square \)

**Acknowledgements**

As this paper is part of my Ph.D. Thesis, I want to thank my advisor Robert Haller-Dintelmann for his guidance and help. Moreover, I want to thank Moritz Egert for pointing out the proof of Lemma 4.2.

**REFERENCES**

[1] D. R. Adams and L. I. Hedberg, *Function spaces and potential theory*. Springer, Berlin, 1996.

[2] P. Auscher, *On necessary and sufficient conditions for \( L^p \)-estimates of Riesz transforms associated to elliptic operators on \( \mathbb{R}^n \) and related estimates*. Mem. Am. Math. Soc. 186 (2007), no. 871.

[3] P. Auscher, N. Badr, R. Haller-Dintelmann and J. Rehberg, *The square root problem for second-order divergence form operators with mixed boundary conditions on \( L^p \).* J. Evol. Equ., 15 (2015), no. 1, 165–208.

[4] A. Barton, *Gradient estimates and the fundamental solution for higher-order elliptic systems with rough coefficients*. Manuscripta Math. 151 (2016), no. 3-4, 375–418.

[5] K. Brewster, D. Mitrea, I. Mitrea and M. Mitrea, *Extending Sobolev functions with partially vanishing traces from locally \( (\varepsilon, \delta) \)-domains and applications to mixed boundary problems*. J. Funct. Anal., 266 (2014), no. 7, 4314–4421.

[6] R. Denk, M. Hieber and J. Prüss, *\( \mathcal{R} \)-boundedness, Fourier multipliers and problems of elliptic and parabolic type*. Mem. Am. Math. Soc. 166 (2003), no. 788.

[7] R. Denk, J. Saal and J. Seiler, *Inhomogeneous symbols, the Newton polygon, and maximal \( L^p \)-regularity*. Russ. J. Math. Phys. 15 (2008), no. 2, 171–191

[8] M. Egert, *Elliptic Systems with mixed boundary conditions: \( H^\infty \) calculus and the \( L^p \) Kato Problem*. In preparation.

[9] M. Egert, *On Kato’s conjecture and mixed boundary conditions*. Sierke Verlag, Göttingen, 2016.

[10] L. C. Evans and R. F. Gariepy, *Measure Theory and Fine Properties of Functions. Studies in Advanced Mathematics*. CRC Press, Boca Raton FL, 1992.

[11] M. Giaquinta and L. Martinazzi, *An Introduction to the Regularity Theory for Elliptic Systems, Harmonic Maps and Minimal Graphs*. Appunti. Scuola Normale Superiore di Pisa (Nuova Serie) [Lecture Notes. Scuola Normale Superiore di Pisa (New Series)], vol. 11, Edizioni della Normale, Pisa, 2012.

[12] D. Gilbarg and N. S. Trudinger, *Elliptic Partial Differential Equations of Second Order*. Springer, Berlin, 1983.

[13] M. Haase, *The functional calculus for sectorial operators*. Operator Theory: Advances and Applications, vol. 169, Birkhäuser Verlag, Basel, 2006.

[14] R. Haller-Dintelmann, A. Jonsson, D. Knees and J. Rehberg, *On elliptic and parabolic regularity for mixed boundary value problems*. (2012), WIAS-Preprint no. 1706.
[15] R. Haller-Dintelmann and J. Rehberg, Maximal parabolic regularity for divergence operators including mixed boundary conditions. J. Differential Equations, 247 (2009), no. 5, 1354–1396
[16] P. W. Jones, Quasiconformal mappings and extendability of functions in Sobolev spaces. Acta. Math., 147 (1981), no. 1–2, 71–88.
[17] N. Kalton and L. Weis, The $H^\infty$-calculus and sums of closed operators. Math. Ann. 321 (2001), no. 2, 319–345.
[18] T. Kato, Perturbation Theory for Linear Operators. Springer, Berlin, 1995.
[19] P. Kunstmann and L. Weis, Maximal $L^p$-regularity for Parabolic Equations, Fourier Multiplier Theorems and $H^\infty$-functional Calculus. Functional Analytic Methods for Evolution Equations. (M. Iannelli, R. Nagel, and S. Piazzera, eds.) Lecture Notes in Mathematics, vol. 1855, Springer Berlin Heidelberg, 2004, pp. 65–311.
[20] L. Nirenberg, On elliptic partial differential equations. Ann. Scuola Norm. Sup. Pisa 13 (1959), no. 3, 115–162.
[21] J. Prüss, Maximal regularity for evolution equations in $L^p$-spaces. Conf. Semin. Mat. Univ. Bari. 285 (2002), 1–39 (2003).
[22] L. G. Rogers, Degree-independent Sobolev extension on locally uniform domains. J. Funct. Anal. 235 (2006), no. 2, 619–665.
[23] M. Schechter, Principles of functional analysis. Graduate Studies in Mathematics. Vol. 36, American Mathematical Society, Providence, 2002.
[24] Z. Shen, Bounds of Riesz transforms on $L^p$ spaces for second order elliptic operators. Ann. Inst. Fourier (Grenoble). 555 (2005), no. 1, 173–197.
[25] Z. Shen, Resolvent estimates in $L^p$ for elliptic systems in Lipschitz domains. J. Funct. Anal. 133 (1995), no. 1, 224–251.
[26] L. Weis, Operator-valued Fourier multiplier theorems and maximal $L^p$-regularity. Math. Ann. 319 (2001), no. 4, 735–758.

Patrick Tolksdorf
Fachbereich Mathematik
Technische Universität Darmstadt
Schlossgartenstr. Darmstadt
64289 Darmstadt
Germany
E-mail: tolksdorf@mathematik.tu-darmstadt.de