Development and Testing of Artificial Neural Network with Backpropagation Algorithm to Predict the Power Ratio of Savonius Wind Turbine
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ABSTRACT
A power ratio of Savonius as a vertical wind type has been predicted using an artificial neural network (ANN) with a backpropagation algorithm. The ANN is a method for processing information that is adapted from a biological neuron. This method is developed from the principle of a human being’s brain which is consist of input and output neurons. The procedure in this method is conducted using the initial input as the power ratio target to predict the next value as the output target. This prediction is employed to know the blade characteristic and its effect on the power. The ANN architecture is multi-layers with a backpropagation algorithm. The layers are input, hidden, and output. The learning rule is consisting of the forward-propagation, backward-propagation, and weight-update with the number of neurons being 2-5-1, respectively. The result of this development and testing shows that the optimum values for momentum and learning rate are 0.90 and 0.01, respectively. The result has been tested by comparing the output and input with an error of approximately 0.65%. This result indicates that the ANN method with backpropagation algorithm is prospective to predict the power ratio of various blades of Savonius wind turbine.
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1. INTRODUCTION
The use of new and renewable energies of natural resources is indispensable for supplying electric power especially in remote areas [1-3]. In the last decade, the use of alternative energy has increased significantly, such as hydropower, solar, biomass, wind, geothermal, ocean waves, and tidal. [4-8]. The alternative energy that has not been explored intensively is wind energy. As an abundant source of energy, wind energy will remain as long as the earth still gets energy from the sun. By applying the right energy conversion technology, wind energy is expected to be an environmentally friendly energy source that will never run out [9-11].

A problem with wind energy exploration is the low wind speed under the normal condition, at approximately 2.5 – 6.0 m/s [12-14]. This potential is on average quite low, but actually, quite a lot of areas have wind energy potential that is feasible to be utilized, especially as electrical energy. The situation certainly has an impact on the low electrical energy produced, so the installation price becomes very expensive [13, 14]. For example, if a wind turbine can produce power of 10 kW at a wind speed of 10 m/s, then if the wind speed is only 5 m/s the power produced by the wind turbine is only about 1.25 kW. For this reason, to produce 10 kW of power, 8 units of wind turbines are needed [14, 15]. This condition causes the cost of producing electricity from wind turbines to be very expensive, even economically unfeasible.

For wind energy to be used intensively, it is necessary to engineer wind turbines that can work at low wind speeds and can also produce large amounts of energy. Several modifications have been produced and applied, such as variations in rotor surface area, low-speed generators, a reduced moment of inertia, and higher pile applications [12-15]. Besides, the engineering that has been carried out related to the effectiveness of the rotor in wind turbines is the use of the vertical axis. A form of vertical turbine that is considered effective in the conversion process of
potential energy from the wind into mechanical energy in the form of rotor rotation is Savonius turbine. The effectiveness value is known after being compared with the two vertical turbine types, namely Darrieus and H-rotor [13, 15, 18, 19]. Furthermore, the geometric shape of the Savonius turbine has also been analyzed by considering the number of blades where the performance coefficient for the two blades shows an increase of about 27.3% [20-22].

In this study, simulation and performance analysis of a two-blade Savonius turbine were carried out using the artificial neural network (ANN) method. This algorithm was developed based on the ANN method for the same case with different approximations. Prediction of power and torque performance with the ANN method has been successfully used for a three-bucket Savonius [23, 24]. In addition, this method was developed based on the analysis of power and torque for the case of the multi-blade effect [23-25]. The results of this simulation are expected to be used as a basis for the manufacture of the Savonius wind turbine. The power ratio of the Savonius wind turbine is expected to be predicted by using an artificial neural network method with a backpropagation algorithm.

2. METHOD

2.1 Power ratio formula for Savonius turbine

The Savonius wind turbine is a type of vertical axis wind turbine. The rotation of the axis is perpendicular to the direction of the wind. The Savonius rotor includes two semicircular axes (diameter and height are \( D \) and \( H \), respectively) and there is a gap spacing (\( S \)) as shown in Figure 1 parts (a) and (b). The Savonius rotor is varied with six different axes in a wind tunnel. In rotors I to VI, each axis is semicircular with the same diameter but the distance gap varies as shown in Figure 1 part (c) [19-21].

The power ratio is assumed as the comparison of the power in the turbine axis (\( P_t \)) and the power from wind force (\( P_a \)). The ratio is written in the form:

\[
C_p = \frac{P_t}{P_a}. \tag{1}
\]

The product of the power equation in the shaft shows that only the ratio of the power of the force equal to the direction of effective rotation can generate electricity. Therefore, the blade model on a vertical axis turbine is very important [21]. Furthermore, the variable of the tip speed ratio (\( \lambda \)) is represented as

\[
\lambda = \frac{u}{v} = \frac{\omega D}{2v}. \tag{2}
\]

Here, the power ratio (\( C_p \)) can be determined using

\[
C_p = \frac{2Fu}{\rho v^3 DH}. \tag{3}
\]

By substituting equation (2) into equation (3), the general form of the power ratio can be simplified in the form

\[
C_p = \frac{2F}{\rho v^3 DH}. \tag{4}
\]

The Reynold number (\( Re \)) for this case is

\[
Re = \frac{uD}{v}. \tag{5}
\]

The symbols of \( D, u, v, \) and \( F \) in equations (4) and (5) are the rotor diameter, blade tip speed, kinematic viscosity, and thrust force, respectively [23,25].

Figure 1 Rotor and blade schemes of Savonius turbine (a) front look, (b) looks like a semi-circle, (c) rotor axis experiment [24, 25].
been multiplied by their weight. Second, the activation function will determine whether the signal from the input neuron will be forwarded to other neurons or not. Each neuron in the network receives and sends signals to and from other neurons. Signal transmission is conveyed through the connector. The strength of the relationship that occurs between each neuron is known as the weight [26].

The backpropagation algorithm is an ANN training method. The hallmark of this method is to minimize errors at the output which is produced from the learning process. The backpropagation algorithm that uses a multilayer network, not only has the input, hidden, and output, but also the bias [27]. The ANN architecture of the backpropagation algorithm can be seen in Figure 4.

The optimization of the backpropagation method is affected by several parameters, i.e.: selection of initial weights, number of training patterns, number of hidden layers, learning rate, and iteration time (epoch). The backpropagation method tends to provide reasonable answers when compared with the target. The standard backpropagation method is a network weight differential gradient which is modified based on the equation [25,27]:

$$w_{ij}(n+1) = w_{ij}(n) + \eta \delta_{i}(n)x_{j}(n).$$  \hspace{1cm} (6)

Where the weight of $w_{ij}(n+1)$ from $i$ to $j$ in the order of $(n+1)$ and $w_{ij}(n)$ is similar in the $n$-order. The symbol $\delta_{i}(n)$ is the local error which is evaluated at the $e_{i}(n)$- and $n$-orders. The local error is represented as

$$e_{i} = d_{i}(n) - y_{i}(n).$$  \hspace{1cm} (7)

The special function used for the ANN training feed is the average number of squares of errors between the output network and the output target. In batch activation, the gradient corresponding to the momentum of the algorithm is used as a training function. Momentum is a gradient-forming algorithm obtained from the relationship

$$w_{ij}(n+1) = w_{ij}(n) + \eta \delta_{j}(n)x_{i}(n)$$
$$+ \alpha(w_{ij}(n) - w_{ij}(n-1)),$$  \hspace{1cm} (8)

Here, $\alpha$ is the momentum coefficient with the range values between 0.1 and 0.9. Neurons in ANN are also known as units. Each neuron consists of a switching function that expresses its internal level of activation. The output of the neuron is determined through input transformation using the appropriate transfer functions, namely: sigmoid function, tangent hyperbolic function, and linear function. The sigmoid function is most widely used for non-linear relationships. The general form of this function is shown in the equation:

$$y_{i} = f(x_{i}) = \frac{1}{1 + e^{-x_{i}}},$$  \hspace{1cm} (9)
Furthermore, the performance of the ANN was evaluated utilizing the root mean square error (RMSE). The relationship between the output model and the size of the data set is stated as

\[
RMSE = \sqrt{\frac{\sum (X_{\text{obs}} - X_{\text{est}})^2}{N}}.
\]  

(10)

Both \(X_{\text{obs}}\) and \(X_{\text{est}}\) are the results of model calculations and target estimates, respectively, while \(N\) is the amount of data in the testing process [25-27].

2.3 Algorithm of power ratio calculation

A backpropagation propagation algorithm in references [22-25] is developed to predict the power ratio of Rotors I – VI in Figure 1 (c). The data used to predict the power ratio value is the data of the previous power ratio value (the last two power ratio values) for each rotor. The following is an ANN algorithm with a backpropagation learning method:

(0) Input target: \(C_p\) (power ratio)

(1) Weight in the input layer: \(Z_{\text{in}} = v_0 + \sum_{i=1}^{x} x_i v_y\)

(2) Activation function:

\[
Z_j = f(Z_{\text{in}}) = \frac{1}{1+\exp(-Z_{\text{in}})}
\]

(3) Weight in the output layer:

\[
Y_{\text{in}} = w_{\text{in}} + \sum_{j=1}^{z_j} z_j w_{\text{jk}}
\]

(4) Output layer:

\[
y_k = f(Y_{\text{in}}) = \frac{1}{1+\exp(-Y_{\text{in}})}
\]

(5) In the input: \(C_p\) (power ratio) \(\approx\) output \(Y_k\) (point 5), the target is appropriate with the output, the learning process is finished, if NO, the procedure is continued to point (6)

(6) Compatibility between input and output target using:

\[
\delta_k = (C_p - T_k) f'(Y_{\text{in}})
\]

\[
\Delta w_{\text{jk}} = \alpha \delta_j z_k
\]

\[
\delta_j = \delta w_{\text{jk}} f'(Z_{\text{in}})
\]

\[
\Delta v_{\text{jk}} = \alpha \delta_j z_k
\]

(7) New weight for input layer:

\[
w'_{\text{jk}} = w_{\text{jk}} + \Delta w_{\text{jk}}
\]

\[
v'_{\text{jk}} = v_{\text{jk}} + \Delta v_{\text{jk}}
\]

(8) Back to the point (1) as a new target

From this procedure, an effective model for predicting the entire rotor is known based on the error value. The value is determined based on the output close to the target set for each rotor.

3. RESULT AND DISCUSSION

3.1 Backpropagation algorithm texting

The ANN architecture with the backpropagation algorithm used in this study consists of three layers, namely the input, hidden and output layers which can be seen in Figure 5. The training accuracy for the backpropagation algorithm is RMSE (root mean square error). The smaller the RMSE value, the better the model will be. In Figure 6, the smallest RMSE value can be seen at formation: 2,5,1 of input, hidden, output units, respectively. The result of this development and testing shows that the optimum values for momentum and learning rate are 0.90 and 0.01, respectively. The most optimal formation corresponds to the values and methods in references [23, 24].

![Figure 5](image1.png)

Figure 5 Architecture backpropagation algorithm.

![Figure 6](image2.png)

Figure 6 Comparison between the RMSE and number of hidden layers for both training and testing.

3.2 Power ratio prediction

Figure 7 shows the power ratio characteristic based on the tip speed ratio. The values for the target (data) and prediction (predictive) are almost similar for all rotors. The power ratio values for the next three values are predicted from the previous values of the I – VI rotors. From the figure, the predictions process for the fifth, sixth, and seventh values based on the training...
which are performed on the four previous values (two training patterns) are close to the target for all rotors. The results indicate that the pattern is almost similar to the prediction process of the power and torque performance with the ANN method has been successfully used for a three-bucket Savonius [23, 24]. The condition confirms that the prediction method to find the next power ratio value based on the previous power ratio value shows a small error and the output value is close to the target.

4. CONCLUSION

The ANN method with a backpropagation algorithm has been applied to predict the power ratio of the Savonius turbine. The procedure started from testing the backpropagation algorithm and then continued by predicting the value of the power ratio to the six-rotor models. The training accuracy used in the backpropagation algorithm is RMSE. The most optimal RMSE value is obtained in conditions of 5 hidden, 2 input, and 1 output. Furthermore, the prediction of the power ratio value carried out in this study is to find the next power ratio value based on the previous power ratio value. The prediction results of the power ratio value show a small error and the output value is close to the target. These results show that the ANN method with the backpropagation algorithm can be used for various forms of the Savonius turbine blade model.
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