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Abstract

Rotation measure synthesis allows the estimation of Faraday dispersion via a Fourier transform and is the primary tool to probe cosmic magnetic fields. We show this can be considered mathematically equivalent to the one-dimensional (1D) interferometric intensity measurement equation, albeit in a different Fourier space. As a result, familiar concepts in 2D intensity interferometry designed to correctly account for a range of instrumental conditions can be translated to the analysis of Faraday dispersion. In particular, we show how to model the effect of channel averaging during Faraday reconstruction, which has to date limited the progress of polarimetric science using wide-band measurements. Further, we simulate 1D sparse reconstruction with channel averaging for realistic frequency coverages, and show that it is possible to recover signals with large rotation measure values that were previously excluded from possible detection. This is especially important for low-frequency and wide-band polarimetry. We extended these ideas to introduce mosaicking in Faraday depth into the channel-averaging process. This work thus provides the first framework for correctly undertaking wide-band rotation measure synthesis, including the provision to add data from multiple telescopes, a prospect that should vastly improve the quality and quantity of polarimetric science. This is of particular importance for extreme environments that generate high magnetic fields such as those associated with pulsars and fast radio bursts, and will allow such sources to be accurately used as probes of cosmological fields.

Unified Astronomy Thesaurus concepts: Spectropolarimetry (1973); Polarimetry (1278); Radio interferometry (1346)

1. Introduction

Since the advent of radio interferometry in the 1940s (Pawsey et al. 1946; Ryle & Vonberg 1948) radio astronomers have built an impressive suite of interferometric imaging techniques to allow signals from collections of antennas to be used collectively to image astronomical sources. As successive generations of interferometric arrays were built and operated, techniques were developed to obtain an estimate of the true sky brightness distribution and to correct for different instrumental effects inherent in the process. Among these methods are algorithms for deconvolution of the interferometric array response, so-called “CLEANing” techniques (Högobom 1974; Schwarz 1978; Steer et al. 1984), algorithms to calibrate atmospheric and other phase rotations, and methods to account for wide-field and other direction dependent effects (DDEs) such as w-projection (Cornwell et al. 2008; Pratley et al. 2019a) and a-projection (Bhatnagar et al. 2008). The focus of many of these developments has been total intensity imaging and the associated understanding of the Fourier transforms, which are fundamental to aperture synthesis.

While total intensity techniques have been well explored for decades, the situation for polarimetric imaging and signal interpretation has received considerably less attention. However, with cosmic magnetism as a unique science driver for next generation radio telescopes such as the Square Kilometre Array (SKA; Johnston-Hollitt et al. 2015), as well as a focus for current instruments such as the Low Frequency Array (LOFAR; Beck et al. 2013; van Haarlem et al. 2013), the Murchison Widefield Array (MWA; Tingay et al. 2013; Lenc et al. 2017), and Jansky Very Large Array (JVLA; Thompson et al. 1980; Mao et al. 2014), there has been renewed interest in polarimetry imaging algorithms (Pratley & Johnston-Hollitt 2016). Additionally, the advent of wide-band correlators on instruments such as the Australia Telescope Compact Array, JVLA, and the Australian SKA Pathfinder (ASKAP) have presented both unique opportunities for polarimetric analysis (Kaczmarek et al. 2018; Pasetto et al. 2018; Anderson et al. 2019) while at the same time presenting considerable challenges in interpretation of complex vectors that vary across these wide bands.

It is well known that radio interferometry and the Faraday dispersion relation (Burn 1966) have the same measurement equation, with only minor differences of context. By interchanging three-dimensional (3D) \( \lambda_{uvw} \)-coverage with 1D channel coverage in \( \chi^2 \) space, and sky coordinates with Faraday depth we can recast the standard interferometry measurement equation as the familiar expression for rotation measure synthesis. However, it is not well understood that many of the standard instrumental correction techniques that have been developed for interferometric imaging have analogous concepts in the context of rotation measure synthesis. As a result, instrumental corrections and techniques like gridding and degridding, that are common place in radio intensity imaging, are not currently applied in the context of rotation measure synthesis (Bruntjens & de Bruyn 2005). By using degridding and gridding with the projection algorithm from interferometric imaging, we show that it is possible to model and accurately correct for depolarization due to channel averaging in wide-band (also known as broadband) polarimetry. This greatly improves the accuracy of the recovered linear polarization intensity and rotation measure structure for sources with large rotation measure values.

In this work, we review aspects of the radio interferometric measurement equation, and describe their analogous...
application in the context of rotation measure synthesis. We find that these concepts are key to understanding a wide variety of effects that are not yet corrected for in wide-band polarimetry. Hence, we present the first framework for accurate wide-band rotation measure synthesis. Including the extension of the framework to co-add data from multiple telescopes, a prospect that should vastly improve the quality and quantity of polarimetric science.

In Section 2 we link the interferometry and Faraday dispersion measurement equations. With Section 3 we introduce the degridding and gridding algorithm from interferometric imaging where it is described for calculating the Faraday dispersion measurement equation used in rotation measure synthesis. Section 4 describes the $\delta \lambda^2$-projection algorithm for simulating and correcting channel averaging during Faraday dispersion reconstruction, and also verifies the accuracy of the method. In Section 5 we simulate wide-band and low-frequency Faraday dispersion reconstruction with channel averaging, and show the impact of applying the corrections. We then suggest the possibility of mosaicking in Faraday depth in Section 6 and conclude the work in Section 7.

2. Interferometric Measurement Equation

The interferometric measurement equation for a radio telescope can be represented by the following integral

$$y(u) = \int x(l) a(l, u) e^{-2\pi i u \cdot l} dl,$$  

(1)

where $x$ is the sky brightness, $l$ and $u$ are the sky coordinates and baseline coordinates, respectively. $a$ includes DDEs such as the primary beam and field of view (FoV; Thompson et al. 2008). The measurement equation is a mathematical model of the measurement operation that allows one to calculate model measurements $y$ when provided with a sky model $x$. Having such a measurement equation allows one to find a best-fit model of the sky brightness, for a given set of (incomplete) measurements. Many techniques are available for inverting a measurement equation in an attempt to find a best-fit model. These include traditional methods such as CLEAN and Maximum Entropy (Ables 1974; Cornwell & Evans 1985), and state of the art deconvolution methods such as Sparse Regularization algorithms (Li et al. 2011a, 2011b; Dabbech et al. 2015, 2018; Garsden et al. 2015; Sun et al. 2015; Pratley et al. 2018, 2019a).

This measurement equation is typically approximated by a non-uniform fast Fourier transform (NUFFT type 2; Fessler & Sutton 2003), since it reduces the computational complexity from $O(MN)$ to $O(MJ + N \log N)$. This process is traditionally known as degridding (gridding for the reverse process). The version of the measurement equation relevant in this work is represented by the following linear operations

$$y = WGA F Z S x + n,$$  

(2)

where $n$ is Gaussian distributed noise and $y$ are the weighted measurements. Here, $S$ represents a gridding correction (correction of apodization due to averaging (convolving) visibilities off of a grid), $Z$ represents zero padding of the image, $F$ is a fast Fourier transform (FFT), $A$ represents baseline dependent effects such as variations in the primary beam and $w$-component, $G$ represents a sparse circular convolution matrix that interpolates measurements off the grid, and $W$ are weights applied to the measurements. This linear operator represents the application of the measurement equation, so is typically called a measurement operator $\Phi \in \mathbb{C}^{M \times N}$.

In this case, $x_i = x(l_i)$ and $y_i = y(u_i)$ are discrete vectors in $\mathbb{C}^{N \times 1}$ and $\mathbb{C}^{M \times 1}$ of the sky brightness and visibilities, respectively.

Since the measurement operator is linear it has an adjoint operator $\Phi^T$, which, practically speaking, consists of applying these operators in reverse. Additionally, it is possible to represent these operators in matrix form; however, this is not always efficient or practical.

The back-projection, or "dirty map," which in the case of a radio interferometer is the convolution of the sky and instrument response (FoV and point-spread function\(^4\)), can be calculated from $\Phi^T y$, and the residuals from $\Phi^T \Phi x - y$.

2.1. Faraday Dispersion Measurement Equation

Passing a linearly polarized electromagnetic wave through a magnetized plasma will result in rotation of the electric vector by an amount proportional to the strength of the magnetic field through which it passes. This effect, known as Faraday rotation, was first proposed for astronomical sources by Cooper & Price (1962), who used it to explain the observed wavelength dependence of the polarization position angle seen in Centaurus A. The phenomena can be described by

$$\chi = \chi_{\text{int}} + (\text{RM}) \lambda^2,$$  

(3)

where the intrinsic position angle of the radiation $\chi_{\text{int}}$ is in radians, $\lambda$ is the wavelength in meters and RM is the rotation measure in radians per meter squared. Additionally, the degree of rotation is given by the relation between the RM, line-of-sight magnetic field, and the electron density, such that

$$\text{RM} = 8.1 \times 10^5 \int_0^L B_\delta(l) n_e(l) dl,$$  

(4)

where $B_\delta$ is the line-of-sight component of the magnetic field in Gauss, $n_e$ is the electron density in cm$^{-3}$, and $L$ is the path length in pc with the differential path length $dl$. The integral can be separated for different Faraday screens, implying that the position angle measured will be the linear sum of all rotations along the line of sight. Thus, a more general form of Equation (3) is

$$\chi = \chi_{\text{int}} + \sum_i (\text{RM})_i \lambda_i^2.$$  

(5)

While it was initially common place to undertake rotation measure analysis in the $\lambda^2-\chi$ plane, it has since been recognized that rotation measure synthesis (Brentjens & de Bruyn 2005) is a better approach. This starts from the Faraday dispersion measurement equation

$$y(-\chi^2/\pi, -\delta \lambda^2/\pi) = \int x(\phi) a(\phi, -\delta \lambda^2/\pi) e^{2i \lambda \phi} d\phi,$$  

(6)

where $y$ is the linear polarization as a function of wavelength squared, $x$ is the signal (linear polarized intensity) as a function of Faraday depth, and $a(\phi, -\delta \lambda^2/\pi)$ is the Faraday depth

---

\(^4\) Known in radio astronomy as the primary beam and synthesized beam, respectively.
dependent instrumental effects. The main possibilities for Faraday depth dependent effects include the main focus of this paper, channel averaging, and the frequency averaging response of the correlator known as spectral leakage. Each channel will have different amounts of vector averaging in \( \lambda^2 \) for a linearly polarized Faraday rotation measure signal. This results in different Faraday depth dependent sensitivity windows for each channel.

If we perform a change of coordinates, so that \( u = - \frac{\lambda^2}{\pi} \) and \( \delta u = - \delta \lambda^2 / \pi \), then we find

\[
y(u, \delta u) = \int x(\phi) a(\phi, \delta u) e^{-2\pi i u \phi} d\phi ,
\]

which is identical to a 1D interferometric imaging measurement equation. We expect that \( a(\phi, -\delta u) = a(\phi, |\delta u|) \).

Similarly, the above equation has the same series of operations when written as a linear operator

\[
y = \text{WGAFZS}x.
\]

However, now each operation is performed on a 1D Faraday depth signal \( x \) to map back to complex valued spectral channels \( y \). \( A \) represents effects that occur in \( \lambda^2 \), such as varying channel widths. As such it should be clear that many concepts that have been well developed for imaging with interferometric arrays are also translatable to rotation measure synthesis and the analysis of Faraday dispersion. In the following sections, each of these operations are described in detail, and then placed in the context of rotation measure synthesis.

3. Gridding and Degridding

In standard interferometry, measurements do not lie on a regular grid. As a result, visibility data must be interpolated off and onto a grid when calculating the measurement equation during signal reconstruction. Degridding, also known as the NUFFT, is the process of applying the linear operators \( \text{GFZS} \). There are many works in the literature describing this process (see Section 4 of Pratley et al. 2018 for a brief review). The zero padding, \( Z \), (normally by a factor of 2) is to increase accuracy of degridding/gridding of visibilities, by up sampling in the Fourier domain. The choice of interpolation weights in \( G \), known as the gridding kernel, affects the aliasing error, where ghost periodic structures can appear in the dirty map from outside the imaged region. An ideal gridding kernel would be a sinc interpolation kernel, which would cut any ghosting from the imaged region with a box function, but this has a large support.\(^5\) Well known kernels, such as prolate spheroidal wave functions and Kaiser–Bessel functions, are known to suppress the ghosting through apodization while having minimal support on the Fourier grid (Pratley et al. 2018). This apodization is then corrected for with the gridding correction \( S \).

Importantly, the size of the cell in a grid is inversely proportional to the FoV, and the number of cells in a grid determine the resolution of the image. A formula to describe this can be found in Pratley et al. (2019a).

3.1. Gridding and Degridding in Rotation Measure

Degridding in the context of rotation measure is exactly the same as with interferometric imaging. In particular, if the region of Faraday depth imaged does not extend to the full sensitivity determined by the channel widths in \( \lambda^2 \), it is possible to see ghosting of structures from signal outside the Faraday depth region reconstructed (Thompson et al. 2008). Figure 1 provides a schematic to illustrate the effect. Ghosting results in both artificial signals and sidelobes in Faraday depth, which in practice increase the noise level of the complex polarization intensity as a function of radians per meter squared, decreasing sensitivity to physically meaningful RM structures. To minimize this, one can image the entire Faraday depth region determined by the channel sensitivity, or zero pad in Faraday depth and apply more apodization from the gridding kernel to reduce aliasing error. This is equivalent to applying an anti-aliasing filter to suppress the aliasing error.

The coordinates of the FFT grid and wavelength for each dimension are determined by \( \lambda^2 = \lambda^2_{\text{pix}} \Delta \lambda^2 \) with

\[
\Delta \lambda^2 = -\frac{\pi}{\alpha N \Delta \phi} ,
\]

\(^5\) The support of a function is the subset of the domain containing those elements that are not mapped to zero.
where $\alpha$ is the oversampling ratio, $N$ is the image width in pixels, and $\Delta \phi$ is the size of a pixel in the appropriate units for $u$. $\Delta \phi$ has the units of rad m$^{-2}$ and $\lambda^2$ has units of m$^2$. With this relation, we find that $u = u_{\text{pix}} \Delta u$, where $u_{\text{pix}}$ has coordinates of the Fourier grid and

$$\Delta u = \frac{1}{\alpha N \Delta \phi}. \quad (10)$$

We have chosen the definitions such that $|u_{\text{pix}}| = |\lambda^2_{\text{pix}}|$. If we want the so-called “dirty map” to be Nyquist sampled, we required that $\alpha N \Delta \phi \gg 2 \lambda_{\text{max}}^2$. We can use this formula above to estimate a value of $\Delta \phi$ by combining it with the equations above. The largest $\Delta \phi$ that is expected to work based on the wavelength coverage being

$$\Delta \phi = -\frac{\pi}{2 \lambda_{\text{max}}^2}, \quad (11)$$

or

$$\Delta \phi = \frac{1}{2 u_{\text{max}}}. \quad (12)$$

In this work, we use the Kaiser–Bessel gridding kernel with normalization constants that have the relation $\mathcal{F}^{-1}[G(u)](x)s(x) = 1$. For the Kaiser–Bessel kernel, this is ensured with the equations

$$G(u_{\text{pix}}) = \frac{I_0[\beta \sqrt{1 - 4u_{\text{pix}}^2/J^2}]}{I_0(\beta)}, \quad (13)$$

with $G(u_{\text{pix}}) = 0$ when $|u_{\text{pix}}| > J/2$, and

$$s(x) = \left[ \frac{J}{I_0(\beta)} \frac{\sin((\pi x J)^2 - \beta^2)}{(\pi x J)^2 - \beta^2} \right]^{-1}, \quad (14)$$

where $J$ is the support size of the kernel in pixels, $I_0$ is the modified Bessel function, and $u_{\text{pix}}$ is in units of pixels, and we typically determine the width of the kernel by choosing $\beta = 2.34 J$, as it has shown to perform well (Fessler & Sutton 2003).

Because we are working with 1D Fourier space, the degridding matrix $G$ is constructed from a kernel $G(u)$ by Pratley et al. (2018)

$$G_{\text{pix},[k,j]+1} = G(u_{\text{pix}, i} - (k + j))e^{- \pi i (k_j + j)} \quad (15)$$

where $i$ is the index of the measurement $y$, $k_i$ is the closest integer to visibility coordinate $u_i - J/2$ (in units of pixels and can be found using $k_i = \text{floor}(u_i - J/2)$, and $j = 1...J$ are the possible non-zero entries of the kernel. The modulo-$K$ function is denoted by $\{ \cdot \}_K$, where $K = \alpha N$ is the dimension of the Fourier grid in 1D. The complex exponential is a phase shift that may or may not be needed to shift the center of the signal so that $\phi = 0$ occurs at $N/2$ (this is discussed in the context of imaging in Pratley et al. 2019a).

Finally, the gridding correction operator $S$ is calculated using

$$S_{\text{pix},i} = s\left( \frac{1}{K} - \frac{1}{2} \right), \quad (16)$$

where $s(x)$ is the reciprocal of the inverse Fourier transform of $G(u)$.

### 4. Channel Averaging and Measurement Dependent Effects

In the imaging domain it is increasingly common to consider measurement dependent effects such as different primary beams, calibration errors, and the $w$-component. All of these can be modeled as a multiplication in the image domain, which is correspondingly a convolution in the Fourier domain. Methods such as the $w$-projection (Cornwell et al. 2008; Pratley et al. 2019a) and $\alpha$-projection (Bhatnagar et al. 2008) take the baseline and DDEs from the image domain, and linearly convolve them with the gridding kernel in the Fourier domain. This allows linear mathematical modeling of baseline dependent DDEs inside the measurement operator.

One particular example that is relevant to this work is different primary beams across an array. The sensitivity of an antenna in the far field is determined by the averaging process of the incoming electric field across the antenna. Simply put, the primary beam pattern is the Fourier transform of the complex gains across the aperture of the antenna, therefore a smaller aperture will have a wider FoV. If the response across the aperture is constant (i.e., a box or a top hat function), the primary beam will be a sinc function. However, if the array uses different antennae patterns (such as the case for arrays comprised of different sizes antennas like the Atacama Large Millimeter Array), or if the antennae rotates relative to the source as a function of time, the $\alpha$-projection can be used to model these effects in the measurement equation.

The analogous situation with rotation measure is to consider channel dependent effects in Faraday depth. The most critical example is the different channel widths when averaging in $\lambda^2$ for wide-band observations. For example Faraday depth dependent effects from the instrument or ionosphere, or from calibration errors, may be present in the data. At present these are left untreated in the data, however, it is entirely possible to model such effects in the analogous way, as done in interferometric imaging.

#### 4.1. The Projection Algorithm for Rotation Measure Synthesis

In this section we describe the implementation of an analogous concept to the $\alpha$-projection algorithm in interferometric imaging to rotation measure synthesis. Just as the $\alpha$-projection algorithm models the averaging of visibility data due to the physical size of each antenna, the new $\delta \lambda^2$-projection algorithm models the averaging in $\lambda^2$ due to the spectral averaging of the correlator. It follows that channel averaging in $\lambda^2$ creates a Faraday dispersion sensitivity pattern analogous to the primary beam pattern of an antenna in interferometric imaging.

The core idea of the projection family of algorithms is that an image domain multiplication can be performed using convolution in the Fourier domain. The interpolation in degridding is a convolution for each measurement, this allows a different image domain multiplication to be performed for each measurement, and is efficient when the projection kernel has a small support size in the Fourier domain.

Since the convolution with gridding kernels is already measurement dependent, we find

$$y(u, \delta u) = \int \frac{x(\phi)}{g(\phi)} a(\phi; \delta u) e^{-2\pi i u \phi} d\phi, \quad (17)$$

where $g$ is the window function for the anti-aliasing interpolation kernel and $a(\phi; \delta u)$ is the Faraday depth
sensitivity window determined by the channel width $\delta u$. We denote the Fourier transform of $g(\phi)$ and $a(\phi; \delta u)$ as $G(u)$ and $A(u, \delta u)$, respectively. This suggests that we can define a new convolutional kernel that includes the channel-averaging effects in Faraday depth when interpolating measurements in the Fourier domain. This convolutional kernel reads

$$[GA](u, \delta u) = G(u) * A(u, \delta u), \quad (18)$$

and we can rewrite the measurement equation as

$$y(u, \delta u) = \hat{y}(u, 0) * [GA](u, \delta u), \quad (19)$$

where $\hat{y}(u, 0)$ is now the Fourier transform of the gridding corrected Faraday depth

$$\hat{y}(u, 0) = \int x(l, m) e^{-2\pi i u \phi} d\phi. \quad (20)$$

### 4.2. Channel Averaging

Due to frequency averaging of the correlator for each channel $\nu$, we also have averaging in $\lambda^2$, $\delta \lambda^2$. A finite channel width provides the following relations

$$\lambda_i^2 = \frac{1}{2} \left[ \frac{c}{\nu_i - \delta \nu_i/2} \right]^2 + \left[ \frac{c}{\nu_i + \delta \nu_i/2} \right]^2 \quad (21)$$

and

$$\delta \lambda_i^2 = \left[ \frac{c}{\nu_i - \delta \nu_i/2} \right]^2 - \left[ \frac{c}{\nu_i + \delta \nu_i/2} \right]^2. \quad (22)$$

For a correlator with no spectral leakage, the ideal window function in $\lambda^2$ is a box function of width $\delta \lambda^2$

$$A(u, \delta u) = \begin{cases} 1/\delta u & |u| < \delta u/2, \\ 0. \end{cases} \quad (23)$$

We can then calculate $GA = G * A$ either directly in the Fourier domain or in the image domain by using the convolution theorem and a Fourier transform. In this case the Fourier domain is likely to be very efficient when using adaptive quadrature, since $G$ is smooth and $A$ is a change of integration bounds. The total support of $GA$ is $J + |\delta \lambda^2/\Delta \lambda^2|$, since $G$ has a total support of $J$ in pixels.

However, in this work, we use the convolution theorem to perform the calculation of $GA$ using the image domain representations. It follows that

$$[GA](\nu_{pix}, \delta u, \Delta u) = \int_{-\Delta u/2}^{\Delta u/2} g(\Delta u \phi) a(\phi, \delta u) \times e^{-2\pi i \Delta u \nu_{pix} d\phi}, \quad (24)$$

where $a$ is a sinc function in the image domain with a width determined by $\delta \lambda^2$

$$a(\phi, \delta u) = \frac{\sin(\pi \delta u \phi)}{\pi \delta u \phi}. \quad (25)$$

From this equation, we find $a$ the sensitivity in $\phi$ as a function of channel width, which can be used to calculate how large a region in Faraday depth we need to image to reach the full sensitivity, i.e., the value of $N \Delta \phi$. This can be done by determining the largest value of $\delta u$, and then imaging to an acceptable value of $a(N \Delta \phi, (\delta u)_{\text{max}})$. This could be the FWHM of the sinc function or the first null or first side-lobe. The solution of $\sin(x)/x = 0.5$ is $x \approx 1.895 \ldots$ in radians, and it follows the total region of sensitivity is determined by $\phi = \pm \frac{1.895}{2 \delta u}$, which is $\phi = \pm \frac{1.895}{\lambda}$. For a small channel width, the FWHM is larger, making it clear that there is more sensitivity to large values of $\phi$. However, the first null for the sensitivity of a channel in Faraday depth can be calculated from $\phi = \pm \frac{2}{\pi \delta u}$.

The model of $a$ as a box function in $\lambda^2$ is simplified and used for some approximate calculations in Brentjens & de Bruyn (2005). Note that the box function for averaging is still only an approximation and improvements could be made by using a more accurate mode of the correlator response. This is akin to improvements in the primary beam model in interferometric imaging.

### 4.3. Kernel Calculation and Verification

In this section we verify the accuracy of using the projection kernels calculated by integrating with adaptive quadrature. We use the same calculation method that has been previously used for wide-field interferometric imaging to generate $p$-projection kernels in Pratley et al. (2019a). We use the Cubature software package$^7$ to perform $p$-adaptive quadrature to an absolute and relative accuracy of $10^{-6}$. For more details on calculating projection kernels, see Pratley et al. (2019a).

In Figure 2 we calculate $[GA]_\nu(\nu_{pix}, \delta u, \Delta u)$ up to $J + |\delta \lambda^2/\Delta \lambda^2|$ as a function of $\nu_{pix}$ and $\nu_{pix}$ for fixed $\Delta u$. We can see how the support size of the kernel increases as a function of both $\nu$ (i.e., large channel width) and small $\Delta u$ (i.e., imaging a large region in Faraday depth, $\phi$). We also see how many function evaluations are required for each value calculated using adaptive quadrature, and find it increases with $\Delta u$, $\nu_{pix}$, and $\nu_{pix}$. The amplitude of the kernel decreases as a function of $\nu_{pix}$, this is due to $1/\nu_{pix}$ in the box function. The kernel is expected to be real valued, and we numerically find that the imaginary component is zero.

We find that the calculation time is negligible, especially when compared to projection kernels calculated for interferometric imaging. This is because of (i) the number of channels ranges in the 100’s to 10,000’s, (ii) the 1D support, and (iii) the limited support size. Furthermore, memory taken up by the kernels is negligible compared to interferometric imaging for the same reasons. However, kernel support size and required calculations increase with channel width.

Additionally, in Figure 3 we image the kernel using the adjoint of the measurement operator $\Phi^*$ on a single measurement at $\lambda^2 = 0$ with a fixed channel width $\delta \lambda^2$. We denote the result of this calculation as $a_{kern}(\phi, \delta \lambda^2)$. The analogous mathematics is explained in detail in Pratley et al. (2019a) for the interferometric imaging case. We expect to only obtain the sinc function $\text{sinc}(\delta \lambda^2 \phi)$ in Faraday depth when applying the kernel to the zero $\lambda^2$ Fourier mode, we denote the evaluation of the sinc function as $a_{\text{sinc}}(\phi, \delta \lambda^2)$. We verify this relation and find that the absolute difference is on the order of $10^{-5}$ between the real parts of $a_{kern}(\phi, \delta \lambda^2)$ and $a_{\text{sinc}}(\phi, \delta \lambda^2)$. We also find that the imaginary component is close to zero (within precision), as expected.$^8$
5. Wide-band Rotation Measure Synthesis with the $\delta\lambda^2$-projection

Using the projection kernels developed in the previous section, we can now simulate both observations and perform 1D image (Faraday dispersion) reconstruction, while including the effects of channel averaging in the linear inverse problem. While there are many methods for solving inverse problems to reconstruct the signal in Faraday depth, we demonstrate the potential of using sparse regularization and convex optimization algorithms to invert the process of channel averaging. We also expect that a CLEAN style algorithm can also be applied using the same gridding and degridding process, but it is not clear if the CLEAN algorithm is designed for this type of inverse problem because CLEAN is not typically used to

Figure 2. Projection kernel calculations were performed using the Kaiser–Bessel kernel with a support size of $J = 4$ and a $\Delta u$ calculated from the equivalent of using $N = 16,384$ and $\Delta \phi = 8.56395$ rad m$^{-2}$. The kernel size is determined by $J + \delta u/\Delta u$. (Top) the kernel calculations for different channel widths (with $|\delta \lambda^2| = \pi |\delta u|$) as a function of pixel coordinates for a kernel centered at zero. (Bottom) the number of function evaluations used in numerical quadrature for each value, we find that the computation required increases with support size and channel width size.

Figure 3. Above we see the projection kernel imaged in Faraday depth for a channel width $\delta\lambda^2$. This image was generated using the same method as Pratley et al. (2019a) where $\Phi_{J=0,\delta\lambda^2}$ is used to image a directional dependent effect in Faraday depth. (Top) we show that the real part is a sinc function for a channel width of $\delta\lambda^2 = 0.00053$ m$^{-2}$, this has a FWHM of $\pm 3575.5$ rad m$^{-2}$. (Middle) we find that the imaginary component is numerically close to zero as expected. (Bottom) we show that the difference between the sinc functions is on the order of $10^{-5}$. This shows that the projection kernel is correctly modeling the Faraday depth effect of channel averaging in $\lambda^2$. 
correct for the primary beam response but only to reconstruct point sources.

5.1. Construction of the Measurement Operator

In this section we detail the construction of the measurement operator $\mathbf{\Phi}$. For $M$ channels, we have the vectors of channel frequencies $\nu \in \mathbb{R}^M$ and channel widths $\delta \nu \in \mathbb{R}^M$, which correspond to where we have sampled. We then calculate $\mathbf{\lambda}^2 \in \mathbb{R}^M$ and $\delta \mathbf{\lambda}^2 \in \mathbb{R}^M$ for each measurement, which is needed for calculating the gridding kernels. We can then choose a pixel (cell) size and image size in Faraday depth to determine $\Delta \mathbf{\lambda}^2$ and the total region of Faraday depth imaged (the previous sections suggest how to choose the pixel size and image size based on the sampled $\mathbf{\lambda}^2$ and $\delta \mathbf{\lambda}^2$). The over-sampling factor $\alpha$ is required to reduce the aliasing error while degridding, typically $\alpha = 2$. We choose a support size of $J = 4$ for the Kaiser–Bessel kernel described in the previous sections. The construction of $\mathbf{FZS}$ is straightforwardly done as a function that performs multiplication, followed by zero padding and an FFT. The construction of $\mathbf{GA}$ is performed by constructing values of a sparse circular convolution matrix, where a kernel $[\mathbf{GA}(\delta \nu, \delta \mathbf{\lambda}, \Delta \mathbf{\lambda})]$ of support size $J + \delta \mathbf{\lambda}^2/\Delta \mathbf{\lambda}^2$ is constructed for each measurement using adaptive quadrature to a relative and absolute accuracy of $10^{-6}$. We follow the same process described in the previous sections used to construct $\mathbf{G}$. We then use the power method to remove arbitrary scale during image reconstruction.

5.2. Simulation

There are two important regimes in which these corrections will make critical differences: (i) the case for wide-band polarimetry, and (ii) low-frequency observations. We provide two illustrative examples of these scenarios below.

For both scenarios we start with a ground truth model in Faraday depth, and simulate the observed measurements using the measurement operator

$$y_0 = \mathbf{\Phi} x_{\text{Ground Truth}}.$$\hspace{1cm}(26)

Note that in the definition of the measurement operator we are using the $\delta \mathbf{\lambda}^2$-projection kernels in the degridding process to simulate channel averaging in $\mathbf{\lambda}^2$.

We can then add noise at an input signal to noise ratio (S/N), using the formula

$$\sigma = \frac{\|y_0\|_2}{\sqrt{M}} \times 10 \frac{\text{SNR}}{20},$$\hspace{1cm}(27)

where $\sigma$ is the rms Gaussian noise of each of the $M$ measurements.\footnote{We use an input S/N of 30 dB, which corresponds to an S/N of approximately 1 in 32.} We then generate the noise $\mathbf{n}$ and simulate the observation

$$y = y_0 + \mathbf{n}.$$\hspace{1cm}(28)

We can then image the noisy dirty map using

$$x_{\text{dirty}} = \mathbf{\Phi}^\dagger y,$$\hspace{1cm}(29)

and the residual Faraday map can be generated through

$$x_{\text{residual}} = \mathbf{\Phi}^\dagger (\mathbf{\Phi} x - y).$$\hspace{1cm}(30)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sensitivity.png}
\caption{Sensitivity in Faraday depth between two extremes of the POSSUM band due to channel averaging, at 700 MHz (red) and 1800 MHz (blue) with 1 MHz channel width. This sensitivity was calculated using Equation (25). There is a factor of 20 difference in range between the widest and thinnest channel widths.}
\end{figure}

5.2.1. Case I: Wide-band Polarization

We simulate the frequency range of 700–1800 MHz, with a channel width of 1 MHz, which is based on the observational band width of the Polarization Sky Survey of the Universe’s Magnetism (POSSUM; Gaensler et al. 2010) which will be undertaken on ASKAP (Hotan et al. 2014). We use this frequency coverage to construct $\mathbf{\lambda}^2$ and $\delta \mathbf{\lambda}^2$ used in the simulations. The FWHM of the sinc functions (see Equation (25)) in Faraday depth for each channel ranges from $\pm 61,483$ to $\pm 3616$ rad $m^{-2}$, the two extremes can be seen in Figure 4.

We simulate the observation of 15 Faraday-thin sources evenly spread in Faraday depth, over a range of $\pm 70,1156$ rad $m^{-2}$ with an image size of 16,384 pixels and pixel size of 8.564 rad $m^{-2}$, which we define as the ground truth $x_{\text{Ground Truth}}$. Each of the sources has a complex phase added, which determines the intrinsic polarization angle of the source.

The ground truth signal and dirty map can be see in Figure 5.

5.2.2. Case II: Low-frequency Polarization

We repeat the same simulation as above for the frequency range of the POratisation GLEAM Survey (POGS; Riseley et al. 2018) on the MWA. The frequency coverage is 768 evenly separated 40 kHz channels between 200.32 and 231.04 MHz, which is the top end of the GLEAM Survey band (Wayth et al. 2015). Here, the FWHM of the sinc functions in Faraday depth for each channel ranges from $\pm 2118.61$ to $\pm 3250.42$ rad $m^{-2}$. This can be seen in Figure 6.

Again we simulate the observation of 15 Faraday point sources evenly spread in Faraday depth, over a range of $\pm 5745.3$ rad $m^{-2}$ with an image size of 16,384 pixels and pixel size of 0.70138 rad $m^{-2}$, which we define as the ground truth $x_{\text{Ground Truth}}$. Each of the sources has a complex phase added, which determines the intrinsic polarization angle of the source. This can be seen in Figure 7, with the input simulation and dirty maps.
5.3. Reconstruction

To perform reconstruction, we use the software package PURIFY (Pratley et al. 2018) in conjunction with the Sparse OPTimization (Pratley et al. 2019b) software package. While reconstruction of signals in Faraday depth is not officially supported in current releases, the similarities of interferometric image reconstruction and Faraday imaging mean that it was possible to build the required reconstruction tools and a working example using these software packages. Because we are reconstructing discrete sources and not extended sources, we use a Dirac basis. However, it is simple to extend this to a dictionary using more than one wavelet basis as done in interferometric imaging, and more accurately reconstruct both discrete and extended Faraday structures. Specifically, we use the alternating direction method of multipliers (ADMM) algorithm to find a solution to the constrained minimization problem

$$\min_{x} \|x\|_1 \text{ such that } \|y - \Phi x\| \leq \varepsilon,$$

where the above imposes the structure that we expect to find discrete point sources while obtaining a model that is within the Gaussian uncertainty. $\varepsilon$ can be set using the value of $\sigma \sqrt{2M + 2\sqrt{4M}}$, which is determined from a $\chi^2$-distribution. The details of the implemented ADMM algorithm can be found in Pratley et al. (2019b). We also note that the use of sparse image reconstruction (see compressed sensing) methods is not new to rotation measure synthesis, similar methods have been applied previously (Li et al. 2011b). Furthermore, RM CLEAN methods exist that can also be used to restore Faraday structures (Heald 2008; Bell & Enßlin 2012). For a more general comparison of RM recovery methods, please see Sun et al. (2015).

5.3.1. Case I: Wide-band Polarization

In this subsection we show the results of correcting for channel averaging in the Faraday depth reconstruction process for POSSUM, we then compare this to when channel averaging is not corrected, as seen in Figure 8. Figure 9 then provides the residuals in Faraday depth. Figure 5 shows that channel averaging needs to be included during the reconstruction process to correct for the attenuated polarization intensity of sources with large rotation measure values. Whereas Figure 9 shows that we have accurately fit the data sufficiently in each case.

Note that in Figure 10 we show a closer look at some of the sources in Faraday depth, where it is clear that sources with...
large rotation measure have non-physical structure introduced when channel averaging has not been corrected for during reconstruction. This makes it clear that the $\delta \lambda^2$-projection algorithm is not just required for correcting the amplitude, but to ensure the correct characteristics of sources in Faraday depth, and hence the correct rotation measure values. However, the accuracy of the $\delta \lambda^2$-projection algorithm is limited when correcting a Faraday rotation measure signal that is close to the noise level. This results in greater uncertainty on the corrected flux value. This can be seen where the Faraday rotation is large enough that the channel averaging can depolarize sources to the point of being close to the noise level.

These results show that sources with large rotation measure values without correction are instrumentally depolarized,
causing an underestimate in the linear polarization. Furthermore, such sources lay closer to or below the noise level of the observations, in an analogous way to sources far from the phase center of a primary beam prior to primary beam correction. This makes it clear that instrumental depolarization due to channel averaging of rotation measures needs to be accounted for.

Figure 9. Here we show the residuals corresponding to Figure 8. (Top row) the residuals where channel averaging was corrected in reconstruction using the POSSUM coverage, with the absolute, real, and imaginary values from right to left. (Bottom row) same as the top row without channel averaging corrected during reconstruction. We find that although both residual maps are dominated by noise, most of the signal has been modeled by the fit using both methods. This is to be expected, as it is not only the quality of the modeling fitting that determines the accuracy of the reconstruction. We note that the attenuation is more accurately corrected within the null of the widest sinc function.

Figure 10. Here we zoom in on selected Faraday sources in absolute polarization intensity, with increasing rotation measure from left to right. The top and bottom rows show these sources reconstructed with and without channel averaging using the POSSUM coverage. At $\delta \lambda = 0$ we find that both Faraday sources remain point sources. However, it is clear at very large rotation measure values that not correcting for channel averaging can introduce a non-physical structure that is not present in the ground truth or corrected images. In the worst case we find that the non-channel corrected sources can appear as two Faraday sources. This makes it clear that it is not just the attenuation that is corrected by the $\delta \lambda^2$-projection method, it is required for obtaining the correct Faraday depth morphology.
for predicting and measuring both polarized source counts and flux density values.

Additionally, these results show that unless channel averaging is corrected for during reconstruction, sources with large rotation measure values will appear to have more complex Faraday structure introduced due to the varying channel sensitivity over a wide band. This will artificially inflate the number of complex Faraday sources measured in the current literature.

Moreover, being able to correct for the sensitivity loss due to channel averaging suggests that it is possible to recover larger rotation measure signals when increased channel averaging is unavoidable. This is especially useful for next generation radio interferometric telescopes, where channel averaging is necessary to reduce the amount of data.

Finally, wide-band rotation measure synthesis provides the ability to combine wide-band polarimetric data from different telescopes and observations. The channel averaging response $A$ is tailored for each channel, allowing for arbitrary channel widths $\Delta \lambda^2$ for each channel to be corrected for in Faraday depth.

### 5.3.2. Case II: Low-frequency Polarization

The reconstruction with and without channel averaging for the POGS simulation can be seen in Figure 11 and the residuals can be seen in Figure 12. The results again show that without correction there is (i) an underestimate of the total linear polarized intensity for large rotation measure values, meaning fewer sources will be detected, and (ii) sources with large RMs will have artificially complicated RM structure. We find that the large RM sources become artificially broadened at larger Faraday depth.

Additionally, if we compare the accessible RM range for the non-corrected and corrected observations we see that corrections allow a considerably larger RM regime to be probed. For example, in the traditional method, Riseley et al. (2018) report POGS is sensitive to $|\phi_{\text{max}}| = 1937 \text{ rad m}^{-2}$, whereas here we can probe RMs out to the first null described in Equation (25), which is $5389 \text{ rad m}^{-2}$ for the top end of the band.

We note that the units of flux density in the reconstructions are in Jy Pixel$^{-1}$, meaning that if a Faraday-thin source is not localized due to lack of sampling in $\lambda^2$, lack of signal, or lack of reconstruction algorithm iterations, the peak will appear lower than the ground truth because the flux is spread across multiple pixels is Faraday depth. Reconstruction algorithms have the ability to determine localization better than the dirty map through deconvolution, but this is limited by the $S/N$ of the source. For bright signals the localization can be limited to a single pixel, but for faint sources the total flux is spread across many pixels. However, the total flux integrated across the source should remain the same within the noise. We find that the total flux of the reconstructed map is consistent with the ground truth.

### 6. Shifting Faraday Phase Center and Faraday Mosaicking

In this section we discuss how performing a phase shift before channel averaging can be used to shift the sensitivity window in the Faraday depth of each channel and how this could lead to mosaicking in Faraday depth.

Before averaging (down-sampling) of frequency channels is performed with the use of an averaging (anti-aliasing) kernel $A$, a phase shift can be applied to the kernel to shift the sensitivity window in Faraday depth. This can be understood through the use of the convolution theorem and the translation (operator)
If this is done at the correlator stage of averaging it is possible to shift the kernel’s window in Faraday depth before down-sampling. The window $a$ is expected to be enveloped by a wider window that is due to the raw sampling channel width before down-sampling, this larger window sets the limit on how far we can shift $\phi_0$ before all signal is lost. However, this allows one to maximize sensitivity for a given region of Faraday depth while channel averaging, as shown in Figure 13. This could be extremely useful when data needs to be averaged or reduced from observations of next generation surveys, allowing one to increase the amount of channels averaged to reduce data but still maintain sensitivity to large rotation measure values. This averaging can then be corrected during reconstruction using the $\delta \lambda^2$-projection algorithm.

This naturally leads to Faraday mosaicking of sensitivity windows. This idea is again analogous to one of the standard techniques in interferometry used to overcome the limits of an antenna’s FoV, where one can combine images from different regions of the sky (known as pointings) via mosaicking (Ekers & Rots 1979). In the case of interferometric imaging, by arranging the points of a mosaic such that they perform a Nyquist sampling of the sky (Sault et al. 1996), mosaicking provides the capacity to recover spatial information that would otherwise be lost via the deconvolution of temporally and spatially sensitive pointings.

In the RM context, it is possible to combine different observations with different spectral channels and also to phase shift to different regions of Faraday depth. In the same way as one would select pointing centers in an image mosaic to Nyquist sample the sky, if the instrument is configured to have channelization which correctly Nyquist samples in Faraday

$$y(u) * [A(u, \delta u)e^{-2\pi i u \phi_0}] \leftrightarrow x(\phi)a(\phi - \phi_0, \delta u). \quad (32)$$

Figure 12. Here we show the residuals corresponding to Figure 11. (Top row) the residuals where channel averaging was corrected in reconstruction, with the absolute, real, and imaginary values from right to left for POGS. (Bottom row) is the same as the top row without channel averaging corrected during reconstruction. We find that although both residual maps are dominated by noise, most of the signal has been modeled by the fit using both methods. This is to be expected, as it is not only the quality of the modeling fitting that determines the accuracy of the reconstruction.

Figure 13. (Left column) Faraday spectrum with different window functions. (Right column) Corresponding spectrum in $\lambda^2$. (Top) the effect of a no instrumental window, providing high resolution in $\lambda^2$ and no attenuation at high $\phi$. (Top Middle) A sinc window is applied due to instrumental channel averaging, which is equivalent to convolving the spectrum with a box function in $\lambda^2$-space. (Bottom Middle) An anti-aliasing kernel is convolved in $\lambda^2$, simulating extra channel averaging. The channels are averaged by a factor of 24, this additional channel averaging greatly reduces sensitivity to high values of $|\phi|$. (Bottom) A phase shift can be applied to the convolution function used for averaging the channels in $\lambda^2$, translating the sensitivity to the scientific region of interest at high $|\phi|$ values. However, instrumental channel averaging still limits sensitivity at large $|\phi|$. This is because the sensitivity is determined by both the instrumental averaging and additional channel averaging. In this figure, channel width is constant as a function of $\lambda^2$ for demonstration purposes.
depth, one can then recover information about the Faraday depth spectrum at higher frequencies than would otherwise be possible. This could be critical for dealing with big data challenges in next generation polarimetric surveys, where channel averaging could be unavoidable.

7. Conclusion

A number of wide-area radio polarimetric surveys are currently planned for the next generation of radio telescopes including POSSUM on ASKAP (Gaensler et al. 2010), VLASS on the JVLA (Mao et al. 2014), the Global Magneto-Ionic Medium Survey (Wolleben et al. 2019) on Parkes, and the RM Grid experiment for the SKA (Johnston-Hollitt et al. 2015). In addition, polarization products are being derived from current intensity surveys such as POGS from GLEAM (Riseley et al. 2018) or the point source polarization catalogs from the LOFAR Two-meter Sky Survey (O’Sullivan et al. 2018; Van Eck et al. 2019). All of these efforts correspond to either wide bands or low frequencies or both. Here we have demonstrated that without channel-averaging corrections the RMs derived from these surveys will fail to reach the full potential of the data by (i) detecting fewer high RMs sources due to a reduction in polarized intensity, (ii) not probing the full range of high RMs accessible to the data, and (iii) not correctly recovering the correct RMs and generating false complexity in Faraday depth space. This has already resulted in an underestimate of both polarized source counts and the RM distribution in historical polarization work, particularly at low frequencies (Lenc et al. 2017; O’Sullivan et al. 2018; Van Eck et al. 2019), while simultaneously likely overestimating the number of Faraday complex sources with high RMs (Pasetto et al. 2018).

Moreover, it is not just the science of polarimetric source counts and Faraday complexity that will be enhanced by the methods presented here. Such techniques are vital both to the study of extreme environments with high magnetic fields, such as those seen in some pulsars and fast radio bursts (FRBs; Michilli et al. 2018), and the use of these objects as environmental probes. FRBs, in particular, provide one of the best methods to constrain magnetic field properties in the cosmic web and intra-cluster medium (Akahori et al. 2016; Ravi et al. 2016; Vazza et al. 2018), and without accurately accounting for channel averaging, we diminish our opportunity to use such sources to investigate cosmological magnetic fields.

This work thus establishes the first full framework to perform rotation measure synthesis of truly wide-band signals via the introduction of the $\delta \chi^2$-projection algorithm, which allows efficient modeling of channel dependent sensitivity in Faraday depth. We further demonstrate how polarimetric data from different telescopes can be co-added to increase sensitivity and coverage to RMs.

As we enter the big data era of radio astronomy, it is vital to understand the effects of channel averaging and instrumental depolarization if we are to realize the science goals of ambitious new instruments like the SKA. With both new wide-band and low-frequency polarimetric surveys coming online, the methodology presented here is going to be critical for the analysis of cosmic magnetic fields of all scales.
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References

Ables, J. G. 1974, A&AS, 15, 383
Akahori, T., Rya, D., & Gaensler, B. M. 2016, ApJ, 824, 105
Anderson, C. S., O’Sullivan, S. P., Heald, G. H., et al. 2019, MNRAS, 485, 3600
Beck, R., Anderson, J., Heald, G., et al. 2013, AN, 334, 548
Bell, M. R., & Enßlin, T. A. 2012, A&A, 540, A80
Bhatnagar, S., Cornwell, T. J., Golap, K., & uson, J. M. 2008, A&A, 487, 419
Brentjens, M. A., & de Bruyn, A. G. 2005, A&A, 441, 1217
Burn, B. J. 1966, MNRAS, 133, 67
Cooper, B. F. C., & Price, R. M. 1962, Natur, 195, 1084
Cornwell, T. J., & Evans, K. F. 1985, A&A, 143, 77
Cornwell, T. J., Golap, K., & Bhatnagar, S. 2008, ISTSP, 2, 647
Dabbech, A., Ferrari, C., Mary, D., et al. 2015, A&A, 576, A7
Dabbech, A., Osone, A., Abdulaziz, A., et al. 2018, MNRAS, 476, 2853
Ekers, R. D., & Rots, A. H. 1979, in IAU Coll. 49, Image Formation from Coherence Functions in Astronomy, ed. C. van Schooneveld (Dordrecht: Reidel)
Fessler, J. A., & Sutton, B. P. 2003, ITSP, 51, 560
Gaensler, B. M., Landecker, T. L., Taylor, A. R. & POSSUM Collaboration 2010, AAS Meeting Abstracts, 215, 153
Gaensler, B. M., Girard, J. I., Stancz, J. L., et al. 2015, A&A, 575, A99
Heald, G. 2008, in IAU Symp. 259, Cosmic Magnetic Fields: From Planets, to Stars and Galaxies, ed. K. G. Strassmeier, A. G. Kosovichev, & J. E. Beckman (Cambridge: Cambridge Univ. Press), 591
Högborn, J. A. 1974, A&AS, 15, 417
Hotan, A. W., Bunton, J. D., Harvey-Smith, L., et al. 2014, PASA, 31, e041
Johnston-Hollitt, M., Govoni, F., Beck, R., et al. 2015, in Advancing Astrophysics with the Square Kilometre Array (ASKA14), ed. T. L. Bourke et al. (Triece: PoS), 371
Kaczmarek, J. F., Purcell, C. R., Gaensler, B. M., et al. 2018, MNRAS, 476, 1596
Lenc, E., Anderson, C. S., Barry, N., et al. 2017, PASA, 34, e040
Li, F., Brown, S., Cornwell, T. J., & de Hoog, F. 2011a, A&A, 531, A126
Li, F., Cornwell, T. J., & de Hoog, F. 2011b, A&A, 528, A31
Mao, S. A., Banfield, J., Gaensler, B. E., et al. 2014, arXiv:1401.1875
Michilli, D., Seymour, A., Hessels, J. W. T., et al. 2018, Natur, 553, 182
O’Sullivan, S., Brüggen, M., Van Eck, C., et al. 2018, Gaia, 6, 126
Pasetto, A., Carrasco-González, C., O’Sullivan, S., et al. 2018, A&A, 613, A74
Pawsey, J. L., Payne-Scott, R., & McCready, L. L. 1946, Natur, 157, 158
Pratley, L., & Johnston-Hollitt, M. 2016, MNRAS, 462, 3483
Pratley, L., Johnston-Hollitt, M., & McEwen, J. D. 2019a, ApJ, 874, 174
Pratley, L., McEwen, J. D., d’Avezac, M., et al. 2018, MNRAS, 473, 1038
Pratley, L., McEwen, J. D., d’Avezac, M., et al. 2019b, arXiv:1903.04502
Price, D. C. 2016, arXiv:1607.03579
Ravi, V., Shannon, R. M., Backer, D. C., et al. 2016, Sci, 354, 1249
Riseley, C. J., Lenc, E., Van Eck, C. L., et al. 2018, PASA, 35, 43
Ryle, M., & Vonberg, D. D. 1948, RSPSA, 193, 98
Sault, R. J., Staveley-Smith, L., & Brouw, W. N. 1996, A&AS, 120, 375
Schwarz, U. J. 1978, A&A, 65, 345
Steer, D. G., Dewdney, P. E., & Ito, M. R. 1984, A&A, 137, 159
Sun, X. H., Rudnick, L., Akahori, T., et al. 2015, AJ, 149, 60
Thompson, A. R., Clark, B. G., Wade, C. M., & Napier, P. J. 1980, ApJS, 44, 151
Thompson, A. R., Moran, J., & Swanston, G. 2008, Interferometry and Synthesis in Radio Astronomy (New York: Wiley)
Thompson, A. R., Clark, B. G., Wade, C. M., & Napier, P. J. 1980, ApJS, 44, 151
Van Eck, C. L., Haverkorn, M., Alves, J. J., et al. 2019, A&A, 623, A71
Van Haarlem, M. P., Wise, M. W., Gunst, A. W., et al. 2013, A&A, 556, A2
Vazza, F., Brüggen, M., Hinze, P. M., et al. 2018, MNRAS, 480, 3907
Wayth, R. B., Lenc, E., Bell, M. E., et al. 2015, PASA, 32, e025
Wolleben, M., Landecker, T. L., Carretti, E., et al. 2019, AJ, 158, 44