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Abstract. We introduce two classes of Metropolis–Hastings algorithms for sampling target measures that are absolutely continuous with respect to non-Gaussian prior measures on infinite-dimensional Hilbert spaces. In particular, we focus on certain classes of prior measures for which prior-reversible proposal kernels of the autoregressive type can be designed. We then use these proposal kernels to design algorithms that satisfy detailed balance with respect to the target measures. Afterwards, we introduce a new class of prior measures, called the Bessel-K priors, as a generalization of the gamma distribution to measures in infinite dimensions. The Bessel-K priors interpolate between well-known priors such as the gamma distribution and Besov priors and can model sparse or compressible parameters. We present concrete instances of our algorithms for the Bessel-K priors in the context of numerical examples in density estimation, finite-dimensional denoising, and deconvolution on the circle.
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1. Introduction. In this article we introduce two new classes of Metropolis–Hastings (MH) algorithms for sampling a target probability measure that is absolutely continuous with respect to a non-Gaussian measure. We are particularly interested in the case where a Laplace distribution or a generalization of the gamma distribution. Our exposition is motivated by inverse problems on function spaces.

Markov chain Monte Carlo (MCMC) methods are perhaps the most widely used algorithms for sampling complex probability measures. However, their performance often deteriorates as the dimension of the parameter space grows larger. This is a serious shortcoming when the parameter belongs to a function space. In such cases we discretize the problem by considering a sequence of finite-dimensional measures that approximate the infinite-dimensional measure in a consistent manner and sample the finite-dimensional approximations instead. Thus, we need algorithms that perform well in the limit of fine discretizations. To achieve this goal we pursue an algorithm that is well-defined in the infinite-dimensional limit and discretize it to obtain a practical finite-dimensional algorithm. Examples of such algorithms can be found in recent works: Cotter et al. [10] introduced a class of algorithms based on discretizations of the Langevin stochastic partial differential equation. Ottobre et al. [31] propose an infinite-
dimensional version of the Hamiltonian Markov chain (HMC) algorithm while Cui, Law, and Marzouk [11] present an infinite-dimensional algorithm that boosts performance by identifying subspaces of the parameter space that are informed by the data. More recently, Beskos et al. [4] studied the class of Geometric MCMC algorithms and showed that well-known algorithms such as HMC or Metropolis-adjusted Langevin (MALA) can be studied in a unified framework.

All of the above-mentioned algorithms implicitly assume that the underlying prior is absolutely continuous with respect to a Gaussian measure. Function space MCMC algorithms that drop this Gaussian assumption are scarce. Wang et al. [41] proposed a generalization of the randomize-then-optimize strategy for inverse problems with Laplace or Besov priors where a map is constructed to transform the Laplace prior to a standard Gaussian. Sampling is then done on this standard Gaussian and the prior-to-Gaussian map is accounted for in the likelihood. Chen et al. [9] use a somewhat similar approach and extend the preconditioned Crank–Nicholson (pCN) algorithm of [10] to certain non-Gaussian priors such as $\ell_p$ and stable priors using a differentiable nonlinear map that transforms the prior to a Gaussian. Lucka [27, 26] takes a different approach to these works and proposes fast Gibbs samplers for inverse problems with $\ell_p$ priors in high dimensions. The primary contribution of this article is to introduce novel MH algorithms that use prior-reversible proposals and satisfy detailed balance in the infinite-dimensional limit and are tailored to certain non-Gaussian priors. In contrast to previous works we directly design our algorithms for non-Gaussian priors and do not use any mappings of the prior to a reference measure; hence leaving the likelihood and the forward map unchanged. We draw inspiration from the pCN algorithm and the autoregressive proposals of [30] to design algorithms that can sample a target measure when the underlying prior measure coincides with the limit distribution of an autoregressive (AR) or random coefficient AR (RCAR) process.

Let $X$ be a separable Hilbert space and suppose that $\mu$ is a probability measure on $X$. Throughout this article our goal is to generate samples from a target probability measure $\nu$ on $X$ that is absolutely continuous with respect to another probability measure $\mu$:

\begin{equation}
\frac{d\nu}{d\mu}(u) = \frac{1}{Z} \exp(-\Psi(u)), \quad Z = \int_X \exp(-\Psi(u)) \, d\mu(u).
\end{equation}

Here, the function $\Psi$ is assumed to be known and denotes the negative log-density of $\nu$ with respect to $\mu$. The constant $Z$ is simply a normalizing constant that ensures $\nu$ is a probability measure. Throughout the paper we refer to $\mu$ and $\Psi$ as the prior and the likelihood, respectively, in analogy with Bayesian inverse problems. We highlight this connection below.

Consider the problem of estimating a parameter $u \in X$ from a set of noisy measurements $y \in \mathbb{R}^M$ given by the model

\begin{equation}
y = G(u) + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \Sigma).
\end{equation}

Here $G : X \mapsto \mathbb{R}^M$ is a deterministic forward map and $\Sigma \in \mathbb{R}^{M \times M}$ is a positive-definite symmetric matrix. The additive Gaussian noise model above is widely used in practice [8, 20, 34] and it is the primary model in this article (see [15, 20, 34] for examples with other noise models). Using (2) we can readily identify $\mu^\nu(y)$, the conditional probability measure of the
data \( y \) given \( u \), with Lebesgue density
\[
\frac{d\mu^u}{d\Lambda}(y) = \frac{1}{\sqrt{(2\pi)^M|\Sigma|}} \exp \left( -\frac{1}{2} \|G(u) - y\|_2^2 \right).
\]

Here \( \Lambda \) denotes the Lebesgue measure and we used the familiar notation \( \| \cdot \|_\Sigma := \| \cdot \|_{\Sigma^{-1/2}} \).

Now define the likelihood potential
\[
\Phi(u; y) := \frac{1}{2} \|G(u) - y\|_\Sigma^2,
\]
and consider the infinite-dimensional version of Bayes’ rule [34] in the sense of the Radon–Nikodym theorem [7, Thm. 3.2.2]:
\[
\frac{d\mu^y}{d\mu_0}(u) = \frac{1}{Z(y)} \exp \left( -\Phi(u; y) \right), \quad Z(y) := \int_X \exp \left( -\Phi(u; y) \right) d\mu_0(u).
\]

Here \( \mu_0 \) is the prior probability measure on \( X \) that reflects our prior knowledge regarding the parameter \( u \) and \( \mu^y \) is the posterior probability measure. Note that (4) has the same form as (1). The posterior measure \( \mu^y \) is considered to be the solution to the Bayesian inverse problem.

Generating independent samples from the posterior measure \( \mu^y \) is an effective method for inference. The samples can be used to approximate different statistics such as the mean, the median, and standard deviations that can then be used as pointwise approximations to the parameter \( u \) or measures of uncertainty as well as computing other quantities of interest.

The secondary contribution of this article is to introduce a new class of non-Gaussian prior measures called the Bessel-K priors that generalize the Laplace and gamma distributions to infinite dimensions and appear to be good models for sparse or compressible parameters. A similar class of prior measures to the Bessel-K priors were introduced in [14] in connection with \( \ell_p \)-regularization in the variational approach to inverse problems when \( p \in (0, 1] \). The Bessel-K priors serve as a concrete example of a non-Gaussian prior in a well-posed inverse problem that can be sampled efficiently using our algorithms.

The rest of this article is structured as follows: In section 2 we develop two MH algorithms for simulation of (1) with non-Gaussian prior \( \mu \). The abstract versions of our algorithms (called the RCAR and SARSD) are introduced in subsections 2.2 and 2.3. We formally introduce the Bessel-K priors in section 3. Lifted versions of RCAR and SARSD for the Bessel-K priors are presented in subsection 3.2 in one dimension while generalizations of the Bessel-K priors and the RCAR and symmetrized AR self-decomposable (SARSD) algorithms to infinite dimensions are outlined in subsections 3.3 and 3.4. In section 4 we briefly discuss well-posedness of inverse problems with Bessel-K priors and dedicate section 5 to numerical experiments that demonstrate the performance of our algorithms and properties of the Bessel-K priors. In subsection 5.1 we present a two-dimensional density estimation problem where we use our algorithms to estimate a target density with a Bessel-K prior and give visual evidence of the fact that our algorithms sample the correct target measures. In subsection 5.2 we tackle a finite-dimensional denoising problem where the dimension of the parameter space and the data are increased simultaneously and the performance of our algorithms is studied. Finally,
in subsection 5.3 we study the deconvolution problem on a function space and take a close look at how the the RCAR algorithm performs in high dimensions. In the same example we also study the effect of hyperparameters in the definition of the Bessel-K prior.

1.1. Some notation and definitions. Throughout the article we assume the parameter space $X$ is a separable Hilbert space with inner product $\langle \cdot, \cdot \rangle$ and norm $\| \cdot \|_X$. We let $P(X)$ denote the space of Radon (i.e., inner regular, outer regular, and locally finite) probability measures on $X$. We use $\Lambda$ to denote the Lebesgue measure.

Given a probability measure $\mu \in P(X)$ we define its characteristic function $\hat{\mu} : X^* \rightarrow \mathbb{C}$ via

$$\hat{\mu}(\varphi) := \int_X \exp(i \langle u, \varphi \rangle) \, d\mu(u) \quad \text{for } \varphi \in X^*,$$

where, with some abuse of notation, we have used $\langle \cdot, \cdot \rangle$ to denote the duality pairing between $X$ and $X^*$ following the Riesz representation theorem.

Given two probability measures $\mu, \nu \in P(X)$ we use $\nu \ll \mu$ to denote that $\nu$ is absolutely continuous with respect to $\mu$ (i.e., $\text{supp}\nu \subseteq \text{supp}\mu$) and if $\mu \ll \nu$ as well then we say $\nu$ and $\mu$ are mutually absolutely continuous or equivalent and write $\nu \sim \mu$. We further overload the "$\sim$" operator and for a random variable $u \in X$ we use $u \sim \mu$ to denote that $\mu = \text{Law}(u)$, that is, $\mu$ is the law of $u$. We use the notation $u \overset{d}{=} v$ whenever the random variables $u$ and $v$ have the same law up to sets of measure zero.

We use $\mathcal{B}(X)$ to denote the Borel $\sigma$-algebra on $X$ and define a probability kernel $Q(\cdot, \cdot) : X \times \mathcal{B}(X) \rightarrow [0, 1]$ as a mapping with the following properties:

(i) For every set $A \in \mathcal{B}(X)$, $Q(\cdot, A) : X \rightarrow [0, 1]$ is measurable.

(ii) For every point $u \in X$, $Q(u, \cdot) \in P(X)$.

Note that the kernel $Q$ above is $\sigma$-finite by definition since $u \mapsto Q(u, A)$ is finite for all sets $A \in \mathcal{B}(X)$.

We often use the shorthand notation $\{u_k\}$ to denote a sequence $\{u_k\}_{k=1}^\infty$ of elements $u_k$ in $\mathbb{R}$ or a Hilbert space. We also gather the definition of some standard random variables on the real line that are used throughout this article in Appendix B.

2. MH algorithms with prior-reversible proposals. Here we discuss the general theory of MH algorithms with prior reversible proposals. Our approach is based on the framework of Tierney [37] and is inspired by the pCN algorithm of [10]. Recall (1) defining the target measure $\nu$ that has a density with respect to a prior $\mu$. We particularly focus on the case where $\mu$ is the limit distribution of an AR or RCAR process of order one (denoted as AR(1) or RCAR(1), respectively). The key idea is to use the transition kernel of the underlying process to construct $\mu$-reversible MH proposals. This property will translate into an MH probability kernel that satisfies the detailed balance condition with respect to $\nu$ [37] which in turn implies the reversibility of the overall algorithm.

2.1. Prior-reversible proposal kernels. Let us start by recalling the classic MH algorithm in general state spaces. Consider the space $X \times X$ with $\sigma$-algebra $\mathcal{B}(X) \otimes \mathcal{B}(X)$. For every set $A \in \mathcal{B}(X) \otimes \mathcal{B}(X)$ define the sets

$$A^\perp := \{(u, v) : (v, u) \in A\} \in \mathcal{B}(X) \otimes \mathcal{B}(X) \quad \text{and} \quad A_u := \{v : (u, v) \in A\} \in \mathcal{B}(X).$$
Given a probability kernel \( Q \) and a target measure \( \nu \), we define the measures \( \tau \) and \( \tau^\perp \) by

\[
\tau(A) := \int_X Q(u, A_u) \, d\nu(u), \quad \tau^\perp(A) = \int_X Q(u, A_u^\perp) \, d\nu(u) \quad \forall A \in \mathcal{B}(X) \otimes \mathcal{B}(X).
\]

By [37, Prop. 1] there exists a symmetric set \( R \in \mathcal{B}(X) \otimes \mathcal{B}(X) \) on which \( \tau \sim \tau^\perp \). Recall that a set \( R \) in a vector space is said to be symmetric if \( R = -R := \{ -u : u \in R \} \). The set \( R \) is unique up to sets of measure zero for both \( \tau \) and \( \tau^\perp \). Furthermore, \( \tau \) and \( \tau^\perp \) are mutually singular on the complement of \( R \). Intuitively, \( R \) consists of state pairs \((u, v)\) for which transition from \( u \) to \( v \) and vice versa is possible under the kernel \( Q \). Define the restrictions of \( \tau \) and \( \tau^\perp \) to the set \( R \) by \( \tau_R \) and \( \tau^\perp_R \). Then there exists a density \( r : X \times X \to \mathbb{R} \) that satisfies \[37, \text{Prop. 1}\]

\[
0 < r := \frac{d\tau^\perp_R}{d\tau_R} < \infty \quad \text{and} \quad r(u, v) = (r(v, u))^{-1} \quad \forall (u, v) \in R.
\]

We are now ready to introduce an abstract version of the MH algorithm for sampling the measure \( \nu \), outlined in Algorithm 1 where, following [37, Thm. 2], we choose the acceptance probability

\[
a(u, v) = \begin{cases} 
\min \{1, r(u, v)\}, & (u, v) \in R, \\
0, & (u, v) \notin R.
\end{cases}
\]

Tierney [37] showed that Algorithm 1 satisfies detailed balance with respect to \( \nu \). The absolute continuity of the measures \( \tau_R \) and \( \tau^\perp_R \) is the key to constructing a reversible algorithm on \( X \). If \( \tau \) and \( \tau^\perp \) were mutually singular (i.e., \( R \) had measure zero) then the acceptance probability would be zero almost surely (a.s.).

**Algorithm 1** Generic MH algorithm with proposal kernel \( Q \).

1. Set \( j = 0 \) and choose \( u^{(0)} \in X \).
2. At iteration \( j \) propose \( v^{(j+1)} \sim Q(u^{(j)}, dv) \).
3. Set \( u^{(j+1)} = v^{(j+1)} \) with probability \( a(u^{(j)}, v^{(j+1)}) \) given by (6).
4. Otherwise set \( u^{(j+1)} = u^{(j)} \).
5. Set \( j \leftarrow j + 1 \) and return to step 2.

Now suppose the kernel \( Q \) preserves the measure \( \mu \), i.e.,

\[
\int_X Q(u, K) \, d\mu(u) = \mu(K) \quad \forall K \in \mathcal{B}(X).
\]

Using (1) we can write the measures \( \tau \) and \( \tau^\perp \) as

\[
\tau(A) = \frac{1}{Z} \int_X Q(u, A_u) \exp(-\Psi(u)) \, d\mu(u), \quad \tau^\perp(A) = \frac{1}{Z} \int_X Q(u, A_u^\perp) \exp(-\Psi(u)) \, d\mu(u),
\]

and obtain Theorem 2.1 below regarding their absolute continuity. The proof can be found in [13, Thm. 22] and is therefore omitted.
Theorem 2.1. Suppose $\Psi(u)$ is continuous and locally bounded. Let $Q$ be a probability kernel that is reversible with respect to $\mu$, i.e.,

$$Q(u, dv) \, d\mu(u) = Q(v, du) \, d\mu(v),$$

where the equivalence is understood in the sense of measures on $X \times X$. Then

$$\frac{d\tau^+}{d\tau}(u,v) = \exp(\Psi(u) - \Psi(v)) \quad \text{for} \quad (u,v) \in X.$$  

Note that (9) automatically implies (7). It follows from Theorem 2.1 and (6) that whenever $Q$ satisfies detailed balance with respect to $\mu$, the acceptance probability of the MH algorithm takes the following simple form:

$$a(u, v) = \begin{cases} \min\{1, \exp(\Psi(u) - \Psi(v))\}, & u, v \in \text{supp} \mu, \\ 0, & u, v \notin \text{supp} \mu. \end{cases}$$

We now discuss two specific constructions of the kernel $Q$ that satisfy the properties of Theorem 2.1 for non-Gaussian priors $\mu$.

2.2. The RCAR algorithm. Consider an RCAR process of the form

$$\begin{cases} u^{(n)} = z^{(n)} + w^{(n)}, & u^{(0)} \sim \mu, \\ z^{(n)} \sim T_\beta(u^{(n-1)}, dz), & w^{(n)} \sim \mu_\beta. \end{cases}$$

Here we take $\beta$ to be a deterministic parameter that parameterizes the family of probability kernels $T_\beta$ and measures $\mu_\beta \in P(X)$. In this work we take $\beta \in (0, 1)$ although more general parameterizations are possible.

We assume $T_\beta$ is a probability kernel defined by

$$T_\beta(u, dz) = \text{Law}\{z = T_\beta u\},$$

where $T_\beta : X \mapsto X$ is a random linear operator for fixed $\beta \in (0, 1)$ (see [36] for an overview of random mappings on Hilbert spaces). We think of $T_\beta$ as the infinite-dimensional analogue of a random coefficient matrix and the process (12) as a generalization of RCAR(1) processes to Hilbert spaces [29]. In light of this analogy we refer to the measure $\mu_\beta$ as the innovation.

Let us now define the probability kernel $Q_{\beta}$ via

$$Q_{\beta}(u, dv) = \text{Law}\{v = z + w, \quad \text{where} \quad z \sim T_\beta(u, dz), \quad w \sim \mu_\beta\}.$$ 

If $Q_{\beta}$ satisfies detailed balance with respect to $\mu$ we can then use $Q_{\beta}$ within Algorithm 1 and obtain a well-defined algorithm for sampling the target $\nu$ given by (1). We refer to such an algorithm as the RCAR algorithm to highlight the fact that the proposal at each step coincides with the transition kernel of an RCAR process. The generic RCAR algorithm is presented below in Algorithm 2.

Of course, the assumption that $Q_{\beta}$ satisfies detailed balance with respect to $\mu$ is quite strong and depends on the choice of $T_\beta, \mu_\beta$, and $\mu$. Nonetheless, these conditions hold for interesting non-Gaussian measures such as the gamma distribution $\text{Gamm}(p, \sigma)$ and some of its generalizations.
Algorithm 2 Random coefficient AR proposal (RCAR).

Given a fixed value $\beta \in (0, 1)$, probability kernel $T_\beta$ as in (13), and innovation $\mu_\beta \in P(X)$:
1. Set $j = 0$ and draw $u(0) \sim \mu$.
2. At iteration $j$ propose $v^{(j+1)} = z^{(j+1)} + w^{(j)}$, where $z^{(j+1)} \sim T_\beta(u^{(j)}, dz^{(j+1)})$, $w^{(j)} \sim \mu_\beta$.
3. Set $u^{(j+1)} = v^{(j+1)}$ with probability $a(u^{(j)}, v^{(j+1)}) = \min\{1, \exp(\Psi(v^{(j+1)}) - \Psi(v^{(j)}))\}$.
4. Otherwise set $u^{(j+1)} = u^{(j)}$.
5. Set $j \leftarrow j + 1$ and return to step 2.

**Example 1.** Let $\mu = \text{Gamm}(p, 1)$ and for $\beta \in (0, 1)$ define the probability kernel

$$T_\beta(u, dz) = \text{Law}\{z = \zeta u, \text{ where } \zeta \sim \text{Beta}(p\beta, p(1-\beta))\},$$

and take $\mu_\beta = \text{Gamm}(p(1-\beta), 1)$. Then following Appendix C.1.1 the resulting kernel $Q_\beta$ of the form (14) satisfies detailed balance with respect to $\mu$.

If the measure $\mu$ is Gaussian we can take $T_\beta$ to be a deterministic kernel and the RCAR algorithm coincides with the pCN algorithm of [10].

**Example 2.** Let $\mu = \mathcal{N}(0, \sigma^2)$ and for $\beta \in (0, 1)$ define the probability kernel

$$T_\beta(u, dz) = \delta_{\beta u}(z)$$

with $\delta_{\beta u}$ denoting the point mass at $\beta u$. If $\mu_\beta = \mathcal{N}(0, (1-\beta^2)\sigma^2)$ then $Q_\beta$ of the form (14) satisfies detailed balance with respect to $\mu$ (see [13, Ex. 7] for a proof).

We present more concrete examples of the RCAR algorithm in section 3 where $\mu$ is taken to be a generalization of the gamma distribution that we refer to as the Bessel-K distribution.

**2.3. The SARSD algorithm.** We now discuss a second strategy for constructing prior reversible proposal kernels. Let $\tilde{Q}$ be a probability kernel with a unique fixed point $\mu$, i.e.,

(15) \[ \int_X \tilde{Q}(u, K) \, d\mu(u) = \mu(K) \quad \forall K \in \mathcal{B}(X), \]

but $\tilde{Q}$ is not necessarily reversible with respect to $\mu$. Let us now denote by $\tilde{Q}^*$ the time reversal of the kernel $\tilde{Q}$, i.e.,

$$\int_X f(u) \int_X g(v) \tilde{Q}(u, dv) \, d\mu(u) = \int_X g(v) \int_X f(u) \tilde{Q}^*(v, du) \, d\mu(v)$$

for all bounded and measurable functions $f$ and $g$. Assuming that $\tilde{Q}^*$ exists we can construct a $\mu$-reversible probability kernel $Q$ simply by symmetrizing $\tilde{Q}$ via

(16) \[ Q(u, dv) = \text{Law}\{v = tz + (1-t)z^*\}, \]

where

$$z \sim \tilde{Q}(u, dz), \quad z^* \sim \tilde{Q}^*(u, dz^*), \quad t \sim \text{Bern}(1/2).$$
The above random variables are assumed to be independent. We have now reduced the
problem of finding a prior reversible kernel $Q$ to that of finding a prior preserving kernel $\tilde{Q}$
and its time reversal $\tilde{Q}^*$. The kernel $\tilde{Q}$ can be identified for a large class of non-Gaussian measures $\mu$. For example,
if $\mu$ is self-decomposable (SD) it follows from (36) that for every choice of $\beta \in (0, 1)$ there
exists $\mu_\beta \in P(X)$ such that

$$\mu = \text{Law}\{z = \beta u + w, \; \text{where } u \sim \mu, \; w \sim \mu_\beta\}.$$ 

Often times $\mu_\beta$ can be identified by its characteristic function. This relationship immediately
suggests that the AR transition kernel

$$\tilde{Q}_\beta(u, dz) = \text{Law}\{z = \beta u + w, \; w \sim \mu_\beta\},$$

satisfies (15). Unfortunately the reverse kernel $\tilde{Q}^*_\beta$ in this case does not always have a closed
form and must be identified on a case by case basis. Following Example 2 we see that in the
case where $\mu = N(0, \sigma^2)$ then $\tilde{Q}_\beta = \tilde{Q}^*_\beta$ and this relationship holds for Gaussian measures
on Hilbert spaces as well (see [13, Ex. 7]). However, Weiss [42] showed that this property is
unique to Gaussian measures and for non-Gaussian SD measures $\mu$, $\tilde{Q}_\beta \neq \tilde{Q}^*_\beta$. Nonetheless,
we can work out the $\tilde{Q}^*_\beta$ kernel for specific non-Gaussian $\mu$.

**Example 3.** Suppose $\mu = \text{Exp}(1)$ and fix $\beta \in (0, 1)$. Following Appendix C.2 we can take

$$\tilde{Q}_\beta(u, dz) = \text{Law}\{z = \beta u + \zeta w, \; w \sim \text{Exp}(1), \; \zeta \sim \text{Bern}(1 - \beta)\}$$

as the forward kernel that preserves $\mu$. The reverse kernel can then be identified as

$$\tilde{Q}^*_\beta(u, dz^*) = \text{Law}\{z^* = \min\{u/\beta, w/(1 - \beta)\}, \; w \sim \text{Exp}(1)\}.$$ 

To this end, for $\mu$ an SD measure with innovation $\mu_\beta$ we define the SARSD algorithm
outlined in Algorithm 3 below that is well-defined and reversible with respect to the target
measure $\nu$ whenever the reverse kernel $\tilde{Q}^*_\beta$ exists. In section 3 we present instances of this
algorithm for certain generalizations of the exponential and gamma distributions to Hilbert
spaces.

**Algorithm 3** Symmetrized AR proposal for SD priors (SARSD).

Choose $\beta \in (0, 1)$. Suppose $\mu$ is SD and let $\mu_\beta$ be its innovation.
1. Set $j = 0$ and draw $u^{(0)} \sim \mu$.
2. At iteration $j$ draw $t \sim \text{Bern}(1/2)$.
3. If $t = 1$ propose forward, $v^{(j+1)} = \beta u^{(j)} + w^{(j)}$, where $w^{(j)} \sim \mu_\beta$.
4. If $t = 0$ propose backward, $v^{(j+1)} \sim \tilde{Q}^*_\beta(u^{(j)}), dv$.
5. Set $u^{(j+1)} = v^{(j+1)}$ with probability $a(u^{(j)}, v^{(j+1)}) = \min\{1, \exp(\Psi(u^{(j)}) - \Psi(v^{(j+1)}))\}$.
6. Otherwise set $u^{(j+1)} = u^{(j)}$.
7. Set $j \leftarrow j + 1$ and return to step 2.
3. The Bessel-K prior. In this section we introduce the Bessel-K priors as a concrete example of a non-Gaussian prior measure giving rise to target measures \( \nu \) that can be efficiently sampled using the RCAR and SARSD algorithms. The Bessel-K priors are interesting by themselves for modeling sparse or compressible parameters. We demonstrate this feature with an example.

**Example 4.** Suppose \( G \in \mathbb{R}^{M \times N} \), \( u \in \mathbb{R}^N \), and consider the measurement model

\[
y = Gu + \eta, \quad \eta \sim \mathcal{N}(0, I_M),
\]

where \( I_M \in \mathbb{R}^{M \times M} \) is the identity matrix. Our goal is to estimate \( u \) given a realization of \( y \). Now take the prior measure \( \mu_0 \) to have Lebesgue density

\[
\frac{d\mu_0}{d\Lambda}(u) = \left( \frac{1}{\sqrt{\pi \Gamma(p)2^{p-1/2}}} \right)^N \prod_{j=1}^{N} |u_j|^{p-1/2} K_{p-1/2}(|u_j|),
\]

where \( p \in (0, 1] \) is a constant and \( K_\alpha(t) \) for \( \alpha \in \mathbb{R} \) is the modified Bessel function of the second kind (see Figure 1(a)). Here, \( u_j \) are the components of \( u \) and \( \Lambda \) is the Lebesgue measure in \( \mathbb{R}^N \).

Then Bayes’ rule (4) gives the posterior measure

\[
\frac{d\mu}{d\Lambda} \propto \exp \left( -\frac{1}{2} \|Gz - y\|_2^2 - \sum_{j=1}^{N} \ln \left( |u_j|^{p-1/2} K_{p-1/2}(|u_j|) \right) \right).
\]

Formally, the maximizer of this density coincides with the minimizer of the functional

\[
\mathcal{J}(z) := \frac{1}{2} \|Gz - y\|_2^2 + \sum_{j=1}^{N} \ln \left( |z_j|^{p-1/2} K_{p-1/2}(|z_j|) \right).
\]

In the special case when \( p = 1 \), we have \( K_{p-1/2}(t) = \sqrt{\frac{\pi}{2t}} \exp(-t) \) that gives

\[
\mathcal{J}(z) = \frac{1}{2} \|Gz - y\|_2^2 + \sqrt{\frac{\pi}{2}} \|z\|_1.
\]
Figure 2. A prototypical example of densities that arise in Example 4 in 2 dimensions. From left to right: The likelihood that arises from the additive Gaussian noise model, the prior with $p = 2/3$ and $\sigma = 1$, and the resulting posterior density (21). The densities are renormalized for better visualization.

Then for $p = 1$ the functional $J$ is precisely the $\ell_1$-regularized least-squares functional. For $p \in (0, 1)$ the term inside the logarithm is no longer bounded from below at zero and so the minimizer is not well-defined. But we can consider a perturbed version of the $J$ functional

$$J_\epsilon(z) := \frac{1}{2} \|Gz - y\|_2^2 + \sum_{j=1}^{N} \ln \left( (|z_j| + \epsilon)^{p-1/2} K_{p-1/2}(|z_j| + \epsilon) \right)$$

with a small parameter $\epsilon > 0$. Since $K_{p-1/2}(t)$ has a logarithmic singularity at the origin we conclude that the log term will heavily penalize the modes of $z$ that are on a larger scale than $\epsilon$ and so the term involving the Bessel function is viewed as a penalization term that enhances the sparsity of the minimizer.

In Figure 2 we present a prototypical example of the densities that arise in a two-dimensional (2D) version of the inverse problem at hand. Note that the resulting posterior can be multimodal and concentrates around the axes which depict the expected compressible behavior.

3.1. From gamma to Bessel-K distributions. The prior measure $\mu_0$ of (20) is a finite-dimensional Bessel-K prior. We now formally introduce this prior class starting with the one-dimensional version.

Definition 3.1 (Bessel-K distribution). A real valued random variable $\eta$ is distributed according to a Bessel-K distribution, denoted by $BK(p, \sigma)$ with shape parameter $p > 0$ and scale parameter $\sigma > 0$, if its law has Lebesgue density

$$BK(p, \sigma; t) = \frac{1}{\sqrt{\pi} \Gamma(p) \sigma^{p+1/2}} |t|^{p-1/2} K_{p-1/2} \left( \frac{|t|}{\sigma} \right) \quad \text{for} \quad t \in \mathbb{R},$$

where $K_{p-1/2}$ is the modified Bessel function of the second kind.

The above distribution was first introduced by Pearson, Jeffery, and Elderton [32] and was derived as the law of the difference of two gamma random variables by Mathai [28]. It is also discussed in [21, sect. 4] as a generalization of the Laplace distribution. This distribution is also referred to as the generalized Laplace distribution or the variance gamma model but...
we prefer the term *Bessel-K distribution* to avoid confusion with other generalizations of the Laplace distribution and also emphasize the fact that the Lebesgue density is given in the form of a modified Bessel function. We also note that the Bessel-K density closely resembles the Dirichlet–Laplace prior of [5] for sparse parameters.

Let us summarize some useful facts about the Bessel-K distributions. Proofs of these results can be found in [21, sect. 4]. If \( \eta \sim BK(p, \sigma) \) then

\[
\eta \overset{d}{=} \sigma (\xi - \xi'),
\]

where \( \xi \) and \( \xi' \) are independent Gamm\((p, 1)\) random variables. Using this observation, the expression (44) and the fact that the characteristic function of the sum of two random variables is the product of their characteristic functions, we immediately have

\[
\widehat{BK}(p, \sigma; s) = (1 + (s\sigma)^2)^{-p}.
\]

Observe that the \( BK(1, \sigma) \) distribution coincides with Lap\((\sigma)\). Furthermore, the Bessel-K class is closed under convolutions, i.e.,

\[
BK(p_1, \sigma) * BK(p_2, \sigma) = BK(p_1 + p_2, \sigma).
\]

Since the gamma distribution has bounded moments of all orders then so does the Bessel-K distribution. In particular, if \( \eta \sim BK(p, \sigma) \) then

\[
\mathbb{E} \eta = 0, \quad \text{Var} \eta = \mathbb{E} \eta^2 = 2p\sigma^2.
\]

Given (22) and the fact that the gamma distribution is SD we deduce that the Bessel-K distribution is also SD. For \( \beta \in (0, 1) \), we have the decomposition

\[
\eta \overset{d}{=} \beta \eta' + \eta_\beta, \quad \text{where} \quad \eta_\beta \overset{d}{=} \xi_\beta - \xi_\beta'.
\]

Here \( \eta, \eta' \sim BK(p, \sigma) \) and following (46) \( \xi_\beta, \xi_\beta' \sim \text{Gamm}_\beta(p, \sigma) \), where \( \text{Gamm}_\beta(p, \sigma) \) is identified in (47). The random variables \( \eta, \eta', \xi_\beta, \xi_\beta' \) are all independent. We refer to \( \eta_\beta \) as the innovation of \( \eta \) and denote its law by \( BK_\beta(p, \sigma) \). Using (45) and (23) we can show

\[
\widehat{BK}_\beta(p, \sigma; s) = \left( \beta^2 + \frac{1 - \beta^2}{1 + (s\sigma)^2} \right)^p.
\]

The Bessel-K distributions are suitable candidates for prior measures in Bayesian inverse problems given that they have bounded moments of all order and so result in well-posed inverse problems in the context of Theorem 4.1. We will see shortly that this property is inherited by certain infinite-dimensional generalizations of this distribution as well. Furthermore, the Bessel-K distribution is singular at the origin (see Figure 2) meaning that a notable portion of its probability mass is concentrated in a neighbourhood of the origin which is a desirable in modeling compressible parameters (see also [5] for a detailed analysis of the shrinkage properties of the Dirichlet–Laplace prior which is closely related to the Bessel-K distribution).
3.2. Sampling with Bessel-K priors in 1 dimension. We now present two prior-reversible proposal kernels for the $BK(p, 1)$ distributions in 1 dimension. We derive an RCAR proposal using the relationship between gamma and beta distributions followed by a SARSD proposal using the fact that the $BK(p, 1)$ are SD, although, the SARSD algorithm is limited to integer shape parameters $p$ due to challenges in identifying the reverse kernel $Q^*_\beta$.

3.2.1. The lifted RCAR algorithm. Following Appendix C.1.1 we have for $u, v \sim \text{Gamm}(p, \sigma)$ and any $\beta \in (0, 1)$ that

$$ v \overset{d}{=} \zeta u + w, $$

where $\zeta \sim \text{Beta}(p\beta, p(1 - \beta))$ and $w \sim \text{Gamm}(p(1 - \beta), \sigma)$ and all random variables are independent. This in turn suggests a time-reversible RCAR proposal kernel for $\text{Gamm}(p, \sigma)$ distributions:

$$ Q_\beta(u, dv) = \text{Law}\{v = \zeta u + w\}, $$

where

$$ \zeta \sim \text{Beta}(p\beta, p(1 - \beta)) \quad \text{and} \quad w \sim \text{Gamm}(p(1 - \beta), \sigma). $$

By realizing the $BK(p, \sigma)$ distribution as the law of the difference of two independent gamma random variables we can now lift our one-dimensional (1D) sampling problem to 2 dimensions and obtain Algorithm 4 for target measures $\nu$ of the form (1) with $\mu = BK(p, \sigma)$. We note that there is an added memory overhead associated with Algorithm 4 since we need to keep track of the two Markov chains $\{u_1^{(k)}\}$ and $\{u_2^{(k)}\}$ rather than a single chain for $\{u^{(k)}\}$.

Algorithm 4 Lifted RCAR algorithm for $BK(p, \sigma)$ priors in 1 dimension.

Choose $\beta \in (0, 1)$ and suppose $\mu = BK(p, \sigma)$ with $p, \sigma > 0$. In the following all random variables are drawn independently.

1. Set $j = 0$, draw $u_1^{(0)}, u_2^{(0)} \sim \text{Gamm}(p, \sigma)$ and set $u^{(0)} = u_1^{(0)} - u_2^{(0)}$.
2. At iteration $j$ propose

$$ v_1^{(j+1)} = \zeta_1 u_1^{(j)} + w_1, \quad \zeta_1 \sim \text{Beta}(p\beta, p(1 - \beta)), w_1 \sim \text{Gamm}(p(1 - \beta), \sigma), $$

$$ v_2^{(j+1)} = \zeta_2 u_2^{(j)} + w_2, \quad \zeta_2 \sim \text{Beta}(p\beta, p(1 - \beta)), w_2 \sim \text{Gamm}(p(1 - \beta), \sigma), $$

$$ v^{(j+1)} = v_1^{(j+1)} - v_2^{(j+1)}. $$

3. With probability

$$ a(u^{(j)}, v^{(j+1)}) = \min\{1, \exp(\Psi(u^{(j)}) - \Psi(v^{(j+1)})\}), $$

set $u^{(j+1)} = v^{(j+1)}$, $u_1^{(j+1)} = v_1^{(j+1)}$, $u_2^{(j+1)} = v_2^{(j+1)}$.

4. Otherwise set $u^{(j+1)} = u^{(j)}$, $u_1^{(j+1)} = u_1^{(j)}$, $u_2^{(j+1)} = u_2^{(j)}$.

5. Set $j \leftarrow j + 1$ and return to step 2.
3.2.2. The lifted SARSD algorithm for integer \( p \). Next, we present a lifted version of the SARSD algorithm for \( BK(p, \sigma) \) priors when \( p \in \mathbb{N} \). As mentioned in subsection 2.3 the main challenge in designing prior-reversible kernels in this case lies in identifying the reversal of the AR proposals of the form (17).

Note that given \( p \in \mathbb{N}, \sigma > 0, \) and \( \eta \sim BK(p, \sigma) \), we have

\[
\eta = \sum_{j=1}^{p} \xi_j - \sum_{j=p+1}^{2p} \xi_j, \quad \xi_j \sim \text{Exp}(\sigma).
\]

Then using the fact that the class of SD measures is closed under linear transformations and the results in Appendix C.2 we can identify the innovation \( BK_{\beta}(p, \sigma) \) by the relationship

\[
\eta_{\beta} = \sum_{j=1}^{p} \xi_{\beta,j} - \sum_{j=p+1}^{2p} \xi_{\beta,j}, \quad \xi_{\beta,j} \sim \text{Exp}_\beta(\sigma),
\]

with the \( \text{Exp}_\beta(\sigma) \) distribution identified by (48). This suggests a forward proposal kernel to update \( \eta \) by updating the \( \xi_j \) independently using the forward kernel given by (49). Since each \( \xi_j \) is an exponential random variable we can identify their reverse kernel by (50). We can then use the forward and reverse kernels for the \( \xi_j \) to construct a lifted version of the SARSD algorithm for \( BK(p, \sigma) \) priors with integer \( p \) as outlined in Algorithm 5.

**Algorithm 5** Lifted SARSD algorithm for \( BK(p, \sigma) \) priors in 1 dimension.

Choose \( \beta \in (0,1) \) and suppose \( \mu = BK(p, \sigma) \) for \( p \in \mathbb{N} \) and \( \sigma > 0 \). In the following \( k = 1, \ldots, 2p \) and all random variables are drawn independently.

1. Set \( j = 0 \), draw \( u_k^{(0)} \sim \text{Exp}(1) \), and set \( u^{(0)} = \sigma \left( \sum_{k=1}^{p} u_k^{(0)} - \sum_{k=p+1}^{2p} u_k^{(0)} \right) \).
2. At iteration \( j \) draw \( t \sim \text{Bern}(1/2), w_k \sim \text{Exp}(1), \zeta_k \sim \text{Bern}(1 - \beta) \).
3. If \( t = 1 \) propose forward

\[
v_k^{(j+1)} = \beta u_k^{(j)} + \zeta_k w_k.
\]
4. If \( t = 0 \) propose backward

\[
v_k^{(j+1)} = \min \{ u_k^{(j)} / \beta, w_k / (1 - \beta) \}.
\]
5. Set \( v^{(j+1)} = \sigma \left( \sum_{k=1}^{p} u_k^{(j+1)} - \sum_{k=p+1}^{2p} v_k^{(j+1)} \right) \).
6. With probability

\[
a(u^{(j)}, v^{(j+1)}) = \min \{ 1, \exp(\Psi(u^{(j)}) - \Psi(v^{(j+1)}) \}, \]

set \( u^{(j+1)} = u^{(j+1)} = v_k^{(j+1)} = v_k^{(j+1)} \).
7. Otherwise set \( u^{(j+1)} = u^{(j)}, v_k^{(j+1)} = u_k^{(j)} \).
8. Set \( j \leftarrow j + 1 \) and return to step 2.
Remark 3.1. Note that Algorithms 4 and 5 can be easily modified to accommodate Gamm($p, \sigma$) priors by setting $v^{(j+1)} = v_1^{(j+1)}$ in step 2 of Algorithm 4 or by setting $v^{(j+1)} = \sigma \sum_{k=1}^{p} v_k^{(j+1)}$ in step 5 of Algorithm 5. We use such algorithms in subsection 5.2.

Remark 3.2. Algorithm 5 is more limited in comparison to Algorithm 4 in two main aspects. First, the SARSD algorithm requires lifting the parameter space to $2^p$ dimensions as compared to 2 dimensions in the case of RCAR. Second, SARSD is limited to integer values of $p$ while RCAR remains valid for all $p > 0$. However, to the best of our knowledge the convergence properties of these algorithms are unknown beyond reversibility, and so it is difficult to decide which algorithm performs better in practice. In section 5 we compare statistical performance of the two algorithms in the context of some numerical experiments.

3.3. Generalization to infinite dimensions. We now generalize the Bessel-K distributions and the lifted RCAR and SARSD algorithms to measures on Hilbert spaces with an orthonormal basis. We recall a technical result concerning product priors on Hilbert spaces.

Theorem 3.1 (see [14, Thms. 2.1 to 2.3]). Let $X$ be a Hilbert space with an orthonormal basis $\{r_k\}$ and consider the random variable $u = \sum_{k=1}^{\infty} \gamma_k \xi_k r_k$, where $\{\gamma_k\} \in \ell^2$ and $\{\xi_k\}$ is a sequence of independent and identically distributed (i.i.d.) random variables in $\mathbb{R}$ distributed according to a Radon measure and with bounded raw moments of order $q \geq 2$. Then

$$\mu = \text{Law} \left\{ u = \sum_{k=1}^{\infty} \gamma_k \xi_k r_k \right\} \in P(X),$$

and $\|u\|_X < \infty \mu$-a.s. and $\|\cdot\|_X \in L^q(X, \mu)$.

Since the Bessel-K distributions have bounded variance we can immediately generalize them to infinite dimensions.

Definition 3.2 (BK($p, R$) prior). Given a constant $p > 0$ and a Hilbert–Schmidt operator $R : X \mapsto X$ with eigenvalues $\{\gamma_k\} \in \ell^2$ and eigenvectors $\{r_k\}$, we define the BK($p, R$) prior as the law of the random variable

$$u = \sum_{k=1}^{\infty} \gamma_k \eta_k r_k,$$

where $\{\eta_k\}$ is an i.i.d. sequence of BK($p, 1$) random variables.

The definition of the BK($p, R$) prior is inspired by the Karhunen–Loève expansion of Gaussian random variables [6, Thm. 3.5.1]. The following theorem summarizes some basic facts about BK($p, R$) priors and is a direct consequence of Theorem 3.1.

Theorem 3.2. Suppose $\mu = BK(p, R)$, then $\mu \in P(X)$, $\|\cdot\|_X < \infty \mu$-a.s., and $\|\cdot\|_X \in L^q(X, \mu)$ for all $q \in \mathbb{N}$.

Similarly to their finite-dimensional counterparts, the BK($p, R$) priors are also SD.

Theorem 3.3. The BK($p, R$) priors for $p > 0$ are SD. Given $\beta \in (0, 1)$ we have

$$\bar{BK}(p, R; \varrho) = \bar{BK}(p, \beta R; \varrho) \bar{BK}_\beta(p, R; \varrho) \quad \forall \varrho \in X^*.$$


Here, $\widehat{BK}_\beta(p, \mathcal{R}; \cdot) : X^* \to \mathbb{C}$ is the characteristic function of a probability measure $BK_\beta(p, \mathcal{R})$ (the innovation of $BK(p, \mathcal{R})$) that coincides with the law of the random variable

$$v = \sum_{k=0}^{\infty} \gamma_k \eta_k r_k,$$

where $\{\eta_k\}_{k=0}^{\infty}$ is an i.i.d. sequence of innovations with distribution $BK_\beta(p, 1)$ identified by (23) and (47).

**Proof.** Let $\mu = BK(p, \mathcal{R})$ and consider $\varrho \in X^*$ and denote its Riesz representer in $X$ with $\rho$. Then $\rho = \sum_{k=0}^{\infty} \rho_k r_k$, where $\rho_k = \langle \rho, r_k \rangle$ following the assumption that the $\{r_k\}$ form an orthonormal basis in $X$. Then

$$\hat{\mu}(\varrho) = \int_X \exp(i\langle u, \rho \rangle) \, d\mu(u) = \mathbb{E} \exp \left( i \sum_{k=0}^{\infty} \gamma_k \rho_k \eta_k \right) = \prod_{k=0}^{\infty} \mathbb{E} \exp(i\rho_k \gamma_k \eta_k) = \prod_{k=0}^{\infty} \widehat{BK}(p, 1; \gamma_k \rho_k).$$

However, we have $\widehat{BK}(p, 1; s) = \widehat{BK}(p, 1; \beta s) \widehat{BK}_\beta(p, 1)$ for any $\beta \in (0, 1)$ and so we can write

$$\hat{\mu}(\varrho) = \prod_{k=0}^{\infty} \widehat{BK}(p, 1; \beta \gamma_k \rho_k) \widehat{BK}_\beta(p, 1; \gamma_k \rho_k) = \left( \prod_{k=0}^{\infty} \widehat{BK}(p, 1; \beta \gamma_k \rho_k) \right) \left( \prod_{k=0}^{\infty} \widehat{BK}_\beta(p, 1; \gamma_k \rho_k) \right).$$

At this point it is straightforward to check that the term in the first bracket corresponds to the characteristic function of the pushforward measure $\mu \circ \beta^{-1}$ evaluated at $\rho$ while the second term coincides with the characteristic function of the random variable $v \sim BK_\beta(p, \mathcal{R})$ evaluated at $\varrho$. It follows from Theorem 3.1 that the law of $v$ belongs to $P(X)$. Then the claim follows from the fact that two Radon probability measures on a separable Hilbert space are equivalent when their characteristic functions coincide pointwise.

### 3.3.1. Connection to Besov priors

When $X = L^2(\mathbb{T}^d)$ and for a specific choice of the operator $\mathcal{R}$, the $BK(1, \mathcal{R})$ priors coincide with a certain subset of Besov priors [23, 12]. Let us recall the definition of this prior class.

**Definition 3.3** ($B^{s_q}_{qq}(\mathbb{T}^d)$ prior). *Suppose $1 \leq q < \infty$, $s > 0$, and $\{r_k\}$ is an $\ell$-regular wavelet basis for $L^2(\mathbb{T}^d)$ with $\ell > s$. Let*

$$\mu = \text{Law} \left\{ u = \sum_{k=0}^{\infty} (k+1)^{-\frac{1}{s+\frac{d}{2}-\frac{s}{2}}} \xi_k r_k \right\},$$

**where** $\{\xi_k\}$ **is a sequence of real valued i.i.d. random variables with Lebesgue density proportional to**

$$\exp \left( -\frac{1}{2} |t|^s \right) \text{ for } t \in \mathbb{R}.$$
Then $\mu$ is a $B^q_{11}(\mathbb{T}^d)$ prior. Furthermore, $\|u\|_{B^q_{11}(\mathbb{T}^d)} < \infty$ a.s. and $\mathbb{E} \exp(\kappa \|u\|_{B^q_{11}(\mathbb{T}^d)}) < \infty$ for any $\kappa \in (0, 1/2)$, where

$$\|u\|_{B^q_{11}(\mathbb{T}^d)} := \left( \sum_{k=0}^{\infty} (k+1)\left(\frac{2}{d} + \frac{d}{2} - 1\right)(u, r_k)^q \right)^{1/q}.$$ 

Now consider the case where $q = 1$ and $s$ is large enough so that $\frac{s}{d} - \frac{1}{2} \geq 1$. Then $\{(k+1)^{-\left(\frac{s}{d} - \frac{1}{2}\right)}\} \in \ell^2$ and the $B^1_{11}(\mathbb{T}^d)$ prior coincides with a $BK(1, R)$ prior on $L^2(\mathbb{T}^d)$ with

$$R(v) := \sum_{k=0}^{\infty} (k+1)^{-\left(\frac{s}{d} - \frac{1}{2}\right)}(v, r_k)r_k.$$ 

Since Laplace random variables are SD we can use the same argument as in the proof of Theorem 3.3 to infer that the $B^1_{11}(\mathbb{T}^d)$ priors are also SD. Furthermore, the innovation of the $B^1_{11}(\mathbb{T}^d)$ prior coincides with the law of the random variable

$$v = \sum_{k=0}^{\infty} (k+1)^{-\left(\frac{s}{d} - \frac{1}{2}\right)}\eta_{\beta,k}r_k,$$

where $\{\eta_{\beta,k}\}$ are i.i.d. random variables with distribution $BK_\beta(1, 1)$. We highlight that the assumption $\frac{s}{d} - \frac{1}{2} \geq 1$ is rather strong and is only sufficient to ensure a.s. convergence of the sums in (28) and (29). The SD property of $B^1_{11}(\mathbb{T}^d)$ and the representation (29) remain valid for smaller values of $s$ so long as the sums converge a.s. so $\mu$ is well-defined.

### 3.4. Sampling with Bessel-K priors on Hilbert spaces.

We are now in position to generalize the lifted RCAR and SARSD algorithms of subsection 3.2 to Hilbert spaces. The key is to use the 1D proposal kernels of Algorithms 4 and 5 to construct a Markov chain for each coefficient $\eta_k$ in (26) independently. The main advantage of this approach is that since the $\eta_k$ and their corresponding proposal kernels are independent of each other we can update them all at once. Of course, since there are countably infinitely many $\eta_k$ we cannot use the resulting algorithms in practice but we can easily approximate them by truncating the sum in (26). The following result allows us to use 1D proposal kernels to construct a proposal kernel on the space $X$ for product measures of the form (25).

**Theorem 3.4.** Suppose

$$\mu = \text{Law} \left\{ u = \sum_{k=1}^{\infty} \gamma_k \xi_k r_k \right\} \in P(X),$$

where $\{r_k\}$ is an orthonormal basis in $X$, $\{\xi_k\}$ are independent random variables with law $\mu_k \in P(\mathbb{R})$, and $\{\gamma_k\}$ is a fixed sequence in $\mathbb{R}$ that decays sufficiently fast so that $\|u\|_X < +\infty$ a.s. and $\mu$ is well-defined. Suppose the $Q_k$ are probability kernels that are $\mu_k$-reversible and let $Q(u, dv)$ be the transition kernel corresponding to the following operations:

1. For $k = 1, 2, 3, \ldots$ draw $\xi_k \sim Q_k(\xi_k, d\xi_k)$, where $\xi_k$ are the coefficients in (30).
2. Set $v = \sum_{j=1}^{\infty} \gamma_k \xi_k r_k$. 
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Then \( Q \) satisfies detailed balance with respect to \( \mu \).

Proof. Let \( \tau_k(\xi_k, \zeta_k) = Q_k(\xi_k, d\zeta_k) d\mu_k(\xi_k) \). Since \( Q_k \) satisfy detailed balance then

\[
\hat{\tau}_k(s, s') = \hat{\tau}_k(s', s) \quad \forall s, s' \in \mathbb{R}.
\]

Now let \( \tau(u, v) = Q(u, dv) d\mu(u) \) and take \( \rho, \rho' \in X^* \) and denote their Riesz representers with \( \rho_k = \langle \rho, r_k \rangle \) and \( \rho'_k = \langle \rho', r_k \rangle \) be the basis coefficients of \( \rho \) and \( \rho' \). Then

\[
\hat{\tau}(\rho, \rho') = \mathbb{E} \exp(i \langle \rho, u \rangle) \exp(i \langle \rho', v \rangle)
\]

\[
= \mathbb{E} \exp\left( i \sum_{k=1}^{\infty} \gamma_k \rho_k \xi_k \right) \exp\left( i \sum_{k=1}^{\infty} \gamma_k \rho'_k \xi_k \right)
\]

\[
= \mathbb{E} \prod_{k=1}^{\infty} \exp(i \gamma_k \rho_k \xi_k + i \gamma_k \rho'_k \xi_k)
\]

\[
= \prod_{k=1}^{\infty} \hat{\tau}_k(\gamma_k \rho_k, \gamma_k \rho'_k) = \prod_{k=1}^{\infty} \hat{\tau}_k(\gamma_k \rho'_k, \gamma_k \rho_k) = \hat{\tau}(\rho', \rho).
\]

Thus the characteristic function of \( \tau \) is symmetric implying that \( Q \) is reversible with respect to \( \mu \).

3.4.1. The lifted RCAR and SARSD algorithms on Hilbert spaces. In light of Theorem 3.4 we now present the infinite-dimensional analogues of the lifted RCAR and SARSD algorithms of subsection 3.2 for product measures of the form (25) on Hilbert spaces. We summarize the full algorithms below under Algorithms 6 and 7.

Remark 3.3. Note that Remark 3.2 remains true when \( X \) is a separable Hilbert space, that is, the RCAR algorithm has significantly lower memory overhead in comparison to the SARSD algorithm especially when \( p \) is large.

Remark 3.4. We highlight that since \( BK(1, 1) = \text{Exp}(1) \), then by taking \( \gamma_k = (k + 1)^{-s/d-1} \) and \( r_k \) to be a sufficiently regular wavelet basis for \( L^2(\mathbb{T}^d) \) in accordance with Definition 3.3, we have that \( BK(1, \mathcal{R}) \) coincides with a \( B_{s,1}^{11}(\mathbb{T}^d) \) prior so long as \( s \) is large enough that the spectral sums converge a.s., and so both Algorithms 6 and 7 can be used to sample posteriors that arise from \( B_{s,1}^{11}(\mathbb{T}^d) \) priors.

4. Well-posed Bayesian inverse problems with Bessel-K priors. We briefly discuss well-posedness and consistent approximations of Bayesian inverse problems with Bessel-K priors. The main references for the results used in this section are [13, 14, 15, 35] where the theory of well-posed Bayesian inverse problems with non-Gaussian priors was developed.

As in section 1 we consider the additive noise model

\[
y = G(u) + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \Sigma).
\]

The parameter \( u \) belongs to the Hilbert space \( X \) and the data \( y \in \mathbb{R}^M \) for \( M \in \mathbb{N} \). We recall the following definition of well-posedness for Bayesian inverse problems.
Choose $\beta \in (0,1)$ and suppose $\mu = BK(p, R)$ with $p > 0$ and a Hilbert–Schmidt operator $R$ with eigenpairs $\{\gamma_\ell, r_\ell\}$. In the following $k = 1, 2, \ell = 1, 2, 3, \ldots$ and all random variables are drawn independently.

1. Set $j = 0$, draw $u_{k,\ell}^{(0)} \sim \text{Gamm}(p, 1)$, and set

$$u^{(0)} = \sum_{\ell=1}^{\infty} \gamma_\ell \left( u_{1,\ell}^{(0)} - u_{2,\ell}^{(0)} \right) r_\ell.$$  

2. At iteration $j$ draw

$$\zeta_{k,\ell} \sim \text{Beta}(p\beta, p(1 - \beta)), \quad w_{k,\ell} \sim \text{Gamm}(p(1 - \beta), 1).$$

3. Propose the sequence

$$v_{k,\ell}^{(j+1)} = \zeta_{k,\ell} u_{k,\ell}^{(j)} + w_{k,\ell}.$$  

4. Set $v^{(j+1)} = \sum_{\ell=1}^{\infty} \gamma_\ell \left( v_{1,\ell}^{(j+1)} - v_{2,\ell}^{(j+1)} \right) r_\ell.$

5. With probability

$$a(u^{(j)}, v^{(j+1)}) = \min\{1, \exp(\Psi(u^{(j)}) - \Psi(v^{(j+1)})\},$$

set $u^{(j+1)} = v^{(j+1)}$, $u_{k,\ell}^{(j+1)} = v_{k,\ell}^{(j+1)}$.

6. Otherwise set $u^{(j+1)} = u^{(j)}$ and $u_{k,\ell}^{(j+1)} = u_{k,\ell}^{(j)}$.

7. Set $j \leftarrow j + 1$ and return to step 2.

**Algorithm 6 Lifted RCAR algorithm for $BK(p, R)$ priors.**

---

**Definition 4.1 (Hellinger well-posedness [15]).** Define the Hellinger metric

$$d_H(\mu_1, \mu_2) := \left( \frac{1}{2} \int_X \left( \sqrt{\frac{d\mu_1}{d\Theta}} - \sqrt{\frac{d\mu_2}{d\Theta}} \right)^2 d\Theta \right)^{1/2}$$

on $P(X)$, where $\Theta \in P(X)$ is such that $\mu_1 \ll \Theta$ and $\mu_2 \ll \Theta$. For a choice of the prior measure $\mu_0$ and the likelihood potential $\Phi$, the Bayesian inverse problem (4) is well-posed if

1. there exists a unique posterior probability measure $\mu^\nu \ll \mu_0$;
2. for any $\epsilon > 0$, there is a $\delta > 0$ such that if $\|y - y'\|_2 < \delta$ then $d_H(\mu^\nu, \mu^\nu') < \epsilon$.

With a definition of well-posedness at hand, we can now identify conditions on the prior measure $\mu_0$ and the forward map $G$ that result in a well-posed problem. The following theorem is a direct consequence of [14, Cor. 4.5 and Thm. 4.8].

**Theorem 4.1.** Suppose $\Phi$ has the form (3) and the forward map $G : X \mapsto \mathbb{R}^M$ is locally Lipschitz continuous, and polynomially bounded, i.e.,

$$\exists C > 0 \text{ and } q \in \mathbb{N} \quad \text{such that} \quad \|G(u)\|_2 \leq C \max\{1, \|u\|_X\} \quad \forall u \in X.$$  

If $\mu_0 \in P(X)$ and $\| \cdot \|_X \in L^q(X, \mu_0)$ then the Bayesian inverse problem (4) is well-posed.
Algorithm 7 Lifted SARSD algorithm for $BK(p, R)$ priors.

Choose $\beta \in (0, 1)$ and suppose $\mu = BK(p, R)$ with $p \in \mathbb{N}$ and a Hilbert–Schmidt operator $R$ with eigenpairs $\{\gamma_\ell, r_\ell\}$. In the following $k = 1, 2, \ldots, 2p$, $\ell = 1, 2, 3, \ldots$ and all random variables are drawn independently.

1. Set $j = 0$, draw $u_{k,\ell}^{(0)} \sim \text{Gamm}(p, 1)$, and set

$$u^{(0)} = \sum_{\ell=1}^{\infty} \gamma_\ell \left( \sum_{k=1}^{p} u_{k,\ell}^{(0)} - \sum_{k=p+1}^{2p} u_{k,\ell}^{(0)} \right) r_\ell.$$  

2. At iteration $j$ draw

$$t \sim \text{Bern}(1/2), \quad w_{k,\ell} \sim \text{Exp}(1), \quad \zeta_{k,\ell} \sim \text{Bern}(1 - \beta).$$

3. If $t = 1$ propose forward

$$v_{k,\ell}^{(j+1)} = \beta u_{k,\ell}^{(j+1)} + \zeta_{k,\ell} w_{k,\ell}.$$  

4. If $t = 0$ propose backward

$$v_{k,\ell}^{(j+1)} = \min\{u_{k,\ell}^{(j)}/\beta, w_{k,\ell}/(1 - \beta)\}.$$  

5. Set $v^{(j+1)} = \sum_{\ell=1}^{\infty} \gamma_\ell \left( \sum_{k=1}^{p} v_{k,\ell}^{(j+1)} - \sum_{k=p+1}^{2p} v_{k,\ell}^{(j+1)} \right) r_\ell.$

6. With probability

$$a(u^{(j)}, v^{(j+1)}) = \min\{1, \exp(\Psi(u^{(j)}) - \Psi(v^{(j+1)}))\},$$

set $u^{(j+1)} = v^{(j+1)}$, $u_{k,\ell}^{(j+1)} = u_{k,\ell}^{(j)}$.

7. Otherwise set $u^{(j+1)} = u^{(j)}$ and $u_{k,\ell}^{(j+1)} = u_{k,\ell}^{(j)}$.

8. Set $j \leftarrow j + 1$ and return to step 2.

We emphasize that the requirements of this result on the prior measure $\mu_0$ are fairly relaxed. For example, if $\mathcal{G}$ is bounded and linear then we need $\mu_0$ to have bounded first moments in order to achieve well-posedness. Putting Theorem 4.1 together with Theorem 3.2 we obtain the following corollary.

**Corollary 4.1.** Suppose $\Phi$ has the form (3) and the forward map $\mathcal{G} : X \mapsto \mathbb{R}^M$ satisfies the conditions of Theorem 4.1. If $\mu_0$ is a $BK(p, R)$ prior with $p > 0$ and a Hilbert–Schmidt operator $R : X \mapsto X$ then the Bayesian inverse problem (4) is well-posed.

Let us now discuss approximations of the posterior $\mu^y$. Since $X$ can be infinite dimensional we cannot solve (4) directly. Instead, we approximate the posterior $\mu^y$ with a sequence $\{\mu_N^y\} \in P(X)$ that can be described in a feasible manner (we will make this notion precise shortly). We say that the sequence of measures $\{\mu_N^y\}$ are a consistent approximation to $\mu^y$ if $d_H(\mu_N^y, \mu^y) \to 0$ as $N \to \infty$.  
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Now suppose that $G_N$ is an approximation to $G$ parameterized by $N$. We think of $N \in \mathbb{N}$ as a discretization parameter such as the number of terms in a truncated spectral expansion or the number of elements in a finite element method. Now define the sequence of measures

\begin{equation}
\frac{d\mu_N}{d\mu_0}(u) = \frac{1}{Z_N(y)} \exp(-\Phi_N(u; y)), \quad Z_N(y) := \int_X \exp(-\Phi_N(u; y)) \, d\mu_0(u),
\end{equation}

where

\[ \Phi_N(u; y) := \frac{1}{2} \|G_N(u) - y\|^2_\Sigma. \]

We have the following consistency theorem as a direct consequence of Theorem 4.1 and [14, Thm. 5.3].

**Theorem 4.2.** Suppose that the forward map $G : X \mapsto \mathbb{R}^M$ and its approximations $G_N : X \mapsto \mathbb{R}^M$ are locally Lipschitz continuous and satisfy condition (31) with uniform constants $q \in \mathbb{N}$ and $C > 0$ for all $N$. Furthermore, assume that there exists a bounded function $\psi(N)$ so that $\psi(N) \to 0$ as $N \to \infty$ and

\[ \exists C > 0 \text{ such that } \|G_N(u) - G(u)\|_2 \leq C\|u\|_X \psi(N) \quad \forall u \in X. \]

If the prior $\mu_0 \in P(X)$ and $\|\cdot\|_X \in L^{2q}(X, \mu_0)$ then the measures $\mu^\psi$ and $\mu^\psi_N$, defined via (4) and (32), respectively, are well-defined and there exists a constant $D > 0$ independent of $N$ so that $d_H(\mu^\psi_N, \mu^\psi) \leq D\psi(N)$.

Thus the error in approximation of $G$ translates directly into the Hellinger distance between the true posterior $\mu^\psi$ and the approximation $\mu^\psi_N$. A particularly useful method for approximation of $G$ is discretization by Galerkin projections whenever $\mu_0$ has a product structure such as the case of the Bessel-K priors.

Suppose that $X$ has an orthonormal basis $\{r_k\}$ and let $X_N := \text{span}\{r_k\}_{k=1}^N$. Let $\Pi_N : X \mapsto X$ be the projection operator onto $X_N$ and define $G_N(u) := G(\Pi_N u)$. This type of approximation is used in our numerical experiments in subsection 5.3. Now following Theorem 4.2 and standard arguments using the fact that the forward map $G$ is locally Lipschitz and polynomially bounded we obtain the following corollary.

**Corollary 4.2.** Suppose the likelihood potential $\Phi$ has the form (3), the forward map $G : X \mapsto \mathbb{R}^M$ is locally Lipschitz continuous, and

\[ \exists C > 0 \text{ and } q \in \mathbb{N} \text{ such that } \|G(u)\|_\Sigma \leq C \max\{1, \|u\|_X^q\} \quad \forall u \in X. \]

Suppose $\mu_0$ is a $BK(p, \mathcal{R})$ prior with $p > 0$ and a Hilbert–Schmidt operator $\mathcal{R} : X \mapsto X$ with eigenpairs $\{\gamma_k, r_k\}$. Let $\Pi_N : X \mapsto X$ be the projection operator onto the span of $\{r_k\}_{k=1}^N$ for $N \in \mathbb{N}$ and suppose that $G_N := G \circ \Pi_N$. Then there exists a constant $D > 0$ so that $d_H(\mu_0^\psi, \mu^\psi) \leq D\|I - \Pi_N\|$, where $I$ denotes the identity operator on $X$ and the difference $\|I - \Pi_N\|$ is measured in the operator norm on $X$.

### 5. Numerical experiments

In this section we present numerical experiments that demonstrate the effectiveness of the RCAR and SARSD algorithms of sections 2 and 3 in the context of inverse problems with Bessel-K priors. We begin with simple finite-dimensional examples.
that demonstrate the ability of our algorithms to sample the right distribution. We then consider examples in higher dimensions and study the performance of our algorithms as a function of dimensions. Throughout this section we primarily use the lifted RCAR and SARSD algorithms outlined in Algorithms 6 and 7 and some of their derivatives.

5.1. Example 5: Density estimation for a linear inverse problem in 2 dimensions. We start with the linear inverse problem of Example 4 with \( N = 2 \). We consider this simple setting since the analytic posterior can be visualized easily. Take \( X = \mathbb{R}^2 \) and model the data by

\[
y = G u + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2 I_2),
\]

where

\[
G = \begin{bmatrix} 1 & 1/2 \\ 0 & 1 \end{bmatrix} \quad \text{and} \quad \sigma = 1/2.
\]

Let \( u_0 = (3/2, 1/2)^T \) and take \( y_0 = Gu_0 \), i.e., we assume the exact data are measured. Under these assumptions

\[
\Phi(u; y_0) = \frac{1}{2\sigma^2} \|Gu - y_0\|_2^2.
\]

The prior measure is taken to be the product of two \( BK(p, 1) \) priors on \( \mathbb{R}^2 \):

\[
\frac{d\mu_0}{d\Lambda}(t) = \left( \frac{1}{\sqrt{\pi} \Gamma(p)} \right)^2 \prod_{j=1}^2 |t_j|^{p-1/2} K_{p-1/2}(|t_j|), \quad t = (t_1, t_2)^T \in \mathbb{R}^2:
\]

We consider the values of \( p = 1, 2/3, 1/3 \) and sample the posterior measure using lifted RCAR. The results of our computations are summarized in Figure 3. In all cases we took \( \beta = 0.3 \) which resulted in an acceptance ratio of approximately 0.2 across the different values of \( p \) (precise values were 0.1746, 0.1970, and 0.2234 for \( p = 1, 2/3, \) and \( 1/3 \), respectively). We used \( 8 \times 10^5 \) samples to generate the 2D histograms with a burn-in of \( 10^4 \) samples. These numbers are much larger than what is needed to get a stable estimate of the mean and variance but we need them to capture the details of the posterior densities in the histograms. Visual comparison of the analytic and numerical posteriors serves as evidence that RCAR has sampled the correct distribution.

We also compared the RCAR and SARSD algorithms for \( p = 1 \). We show the empirical and analytic posteriors in Figure 4. We ran SARSD with the same parameters values as above. The average acceptance rate for SARSD was 0.1574 which is slightly less than 0.1746 for RCAR with the same choice of \( \beta = 0.3 \). We also show an instance of the traceplots of both algorithms in Figure 5 demonstrating good mixing of the chains.

5.2. Example 6: Denoising in finite dimensions with a gamma prior. We now turn our attention to an inverse problem with a larger parameter space. Consider the column vector

\[
u_0 = (0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, \ldots)^T \in \mathbb{R}^N.
\]

That is, every third element is one and the rest of the entries are zero. Now suppose that we observe a noisy version of this sparse vector,

\[
y = u_0 + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2 I_N),
\]
Figure 3. Depiction of analytic prior, likelihood, and posterior of Example 5 along with the 2D histogram of the RCAR samples for different choices of the shape parameter $p = 1, 2/3,$ and $1/3$. The likelihood is shown at the very top. The left column shows the prior measures. The analytic posterior densities are shown in the middle column, and the empirical posteriors are shown in the right column.

Figure 4. Comparison between the analytic posterior and the MCMC histogram of RCAR and SARSD algorithms for posterior measures of Example 5 with shape parameter $p = 1$. 
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and we wish to recover $u_0$ from a realization of $y$. We refer to this inverse problem as the denoising problem. To solve this inverse problem we employ a gamma prior

$$\frac{d\mu_0}{d\lambda}(t) = \frac{1}{\Gamma(p)^N} \prod_{j=1}^{N} t_j^{p-1} \exp(-t_j) \mathbf{1}_{(0,\infty)}(t_j), \quad t = (t_1, t_2, \ldots, t_N)^T \in \mathbb{R}^N.$$  

For the experiments in this section we took $\sigma = 1/4$ and $N = 10, 20, 40$. Note that as $N$ changes the size of the data $y$ changes as well and so for larger $N$ we are dealing with a larger parameter space and more data. Also, our prior assumption is that the components of $u$ are independent of each other and have the same variance. Thus, we expect our algorithms to degrade as $N$ becomes larger. To sample the posterior we modified Algorithms 6 and 7 following Remark 3.1. Our primary goal here was to compare the performance of the RCAR and SARSD algorithms as a function of the dimension $N$ and step size parameter $\beta$. We also considered performance of the posterior mean as a predictor of $u_0$ for both RCAR and SARSD algorithms when $p = 1$ and also for the RCAR algorithm when $p = 1, 2/3, \text{and} 1/3$.

In Figure 6 we show the autocorrelation functions (ACFs) of the components of the $\{u^{(j)}\}$ chain for RCAR and SARSD. We used a burn-in of $5 \times 10^4$ and a sample size of $4 \times 10^4$. Table 1 summarizes our choices of the step size $\beta$ for these simulations as well as average acceptance rates, integrated ACF (IACF), and effective sample sizes (ESS). We tuned the $\beta$ values to achieve an average acceptance ratio of roughly 0.25 in all cases. The reported values of IACF and ESS correspond to the worst performing (slowest mixing) component of the chain in each case.

As expected, performance of both algorithms suffered with larger $N$. However, an interesting observation is that the RCAR performed more consistently across the different components of the chain. This can be seen clearly in Figure 6 where the ACF of the RCAR chain drops consistently across different components while SARSD has few components that performed well and others that were more correlated. This behavior also explains the noticeable difference in the reported min ESS values for the two algorithms in Table 1. We also show trace plots of two components of RCAR and SARSD with $N = 40$ in Figure 7. Both plots appear to have converged to a stationary distribution but the SARSD trace appears thinner than the

---

Figure 5. An instance of trace plots of RCAR and SARSD algorithms in Example 4 with shape parameter $p = 1$. 

Table 1 summarizing our choices of the step size $\beta$ for these simulations as well as average acceptance rates, integrated ACF (IACF), and effective sample sizes (ESS). We tuned the $\beta$ values to achieve an average acceptance ratio of roughly 0.25 in all cases. The reported values of IACF and ESS correspond to the worst performing (slowest mixing) component of the chain in each case.

As expected, performance of both algorithms suffered with larger $N$. However, an interesting observation is that the RCAR performed more consistently across the different components of the chain. This can be seen clearly in Figure 6 where the ACF of the RCAR chain drops consistently across different components while SARSD has few components that performed well and others that were more correlated. This behavior also explains the noticeable difference in the reported min ESS values for the two algorithms in Table 1. We also show trace plots of two components of RCAR and SARSD with $N = 40$ in Figure 7. Both plots appear to have converged to a stationary distribution but the SARSD trace appears thinner than the

---
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Figure 6. Approximated ACFs of separate components of the chain for RCAR and SARSD algorithms in different dimensions $N = 10, 20, \text{ and } 40$ in Example 6. Values of $\beta$ for each experiment are given in Table 1 and both algorithms are tuned to achieve acceptance ratio of roughly 0.25.

Table 1

Summary statistics of the Markov chains of the RCAR and SARSD algorithms in Example 6 for different values of $N$. Performance of both algorithms deteriorated for larger $N$ as evident in the ESS values. The max IACF and min ESS values were computed over the $N$ components of the Markov chains.

| $N$ | $\beta$ | average $a(\cdot, \cdot)$ | max IACF | min ESS (per $10^4$ steps) |
|-----|---------|-------------------------|-----------|---------------------------|
| 10  | 0.900  | 0.25                    | 49.24     | 202                       |
| 20  | 0.950  | 0.25                    | 105.15    | 95                        |
| 40  | 0.975  | 0.23                    | 220.78    | 45                        |
| 10  | 0.800  | 0.22                    | 185.22    | 53                        |
| 20  | 0.900  | 0.24                    | 447.66    | 22                        |
| 40  | 0.950  | 0.25                    | 771.25    | 13                        |

RCAR trace which is in line with our observation that the SARSD ACFs decayed slower than RCAR’s.

Next, we studied the dependence of the acceptance ratios as a function of $N$ and $\beta$ for both algorithms. Our results are summarized in Figure 8. For each value of $N$ and $\beta$ we used a burn-in of $4 \times 10^4$ iterations and a total of $2 \times 10^4$ samples and restarted the chain five times with random initial conditions. We then averaged the acceptance ratios across the five simulations and for the entire Markov chain. As expected, for larger $N$ a smaller step size $\beta$ was needed to achieve the same acceptance ratios for both RCAR and SARSD. A noticeable
difference between the two algorithms was that for fixed $\beta$, SARSD appeared to consistently have a higher acceptance rate than RCAR (see Figure 8).

Finally, we compare the posterior mean and median of RCAR and SARSD as pointwise estimators of $u_0$ in Figure 9. We did not observe a significant difference in the quality of the mean and the median as predictors of $u_0$ and both algorithms appear to have converged in mean and median. In Figure 10 we show the posterior mean of RCAR against $u_0$ for different values of the shape parameter $p$. We observe that smaller values of $p$ shrank the mean towards zero resulting in better approximation of the zero components but worse approximation of some of the nonzero components of $u_0$. In the next section we will thoroughly study the effect of the $p$ parameter on the performance of RCAR.
Figure 9. Comparison of posterior mean and median of \( u = (u_1, \ldots, u_{40}) \) obtained from RCAR and SARSD algorithms against the original vector \( u_0 \) as in (33) with \( p = 1 \).

Figure 10. Comparison of the posterior mean of \( u = (u_1, \ldots, u_{40}) \) obtained from RCAR against the original vector \( u_0 \) as in (33) for different values of \( p = 1, 2/3, 1/3 \).

5.3. Example 7: Deconvolution on the circle with Bessel-K priors. Here we consider an inverse problem on \( L^2(\mathbb{T}) \). For this example we only used the lifted RCAR algorithm since we want to take the shape parameter \( p < 1 \) to promote compressibility of the mean and the samples.

Consider the problem of estimating a function \( u_0 \in L^2(\mathbb{T}) \) from a few point values of its convolution with a kernel \( \kappa \). This is a classic benchmark problem in the inverse problems literature referred to as the deconvolution problem [20, 27, 39, 41]. Take the original function

\[
 u_0(t) = \begin{cases} 
 1, & t \in [1/4, 3/4], \\
 0, & \text{otherwise},
\end{cases}
\]

consider the kernel

\[
 \kappa_0(t) = \begin{cases} 
 1 - |t|, & |t| \leq 1, \\
 0, & \text{otherwise},
\end{cases}
\]

and define the family of convolution kernels

\[
(34) \quad \kappa_\varepsilon := \frac{1}{\varepsilon} \kappa_0(t/\varepsilon).
\]

Suppose measurements are obtained as pointwise values of \( (\kappa_\varepsilon * u_0)(t) \) on a uniform grid of size \( M = 20 \) points on \([0.01, 0.99]\). By putting the convolution and pointwise evaluation
operators together we can define a forward map \( G : L^2(T) \mapsto \mathbb{R}^M \) taking the function \( u_0 \) to the measurements \( y \). We further assume that measurement noise is additive Gaussian and so
\[
y = G(u_0) + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2 I),
\]
giving rise to a quadratic likelihood potential of the form (3).

We now define our prior. Let \( \{r_k\}_{k=1}^\infty \) be the Haar wavelet basis in \( L^2(T) \):
\[
r_0(t) = 1, \quad r_1(t) = 2(1_{t \leq 1/2}(t) - 1/2),
\]
and for \( j = 1, 2, \ldots \) and \( m = 0, 1, 2, \ldots, 2^j - 1 \) define
\[
r_{2^j+m}(t) = 2^{j/2} r_1(2^j t - m).
\]
Also consider the sequence \( \{\gamma_k\} \in \ell^2 \):
\[
\gamma_0 = \gamma_1 = 1 \quad \text{and} \quad \gamma_{2^j+m} = 2^{-2j}
\]
for \( j = 1, 2, 3, \ldots \) and \( m = 0, 1, 2, \ldots, 2^j - 1 \). We then define the prior measure
\[
\mu_0 = \text{Law} \left\{ u = \lambda \sum_{k=0}^\infty \gamma_k \eta_k r_k, \quad \text{where} \quad \eta_k \overset{iid}{\sim} \mathcal{B}(p,1) \right\}.
\]
Here \( \lambda \in (0, \infty) \) is a fixed hyperparameter that can be used to control the global variance of the wavelet modes. With the likelihood and prior identified we turn our attention to solving the inverse problem.

We discretized the problem at two stages. We approximated the prior \( \mu_0 \) with \( \mu_{0,N} \) by truncating the sum in (35) up to \( N \) terms and discretized the convolution operator using the composite midpoint rule on a uniform grid of size 128 points. We performed wavelet transforms using the Rice Wavelet Toolbox [1] and employed linear interpolation to approximate the pointwise evaluations. For the numerical experiments we generated a fixed synthetic dataset by solving the discrete forward problem with added Gaussian noise with standard deviation 0.05. We used a different mesh to generate the data to avoid the so-called inverse crimes. In Figure 11(a) we show the original function \( u_0 \), the convolution \( \kappa_\epsilon * u_0 \) with \( \epsilon = 1/16 \), and the fixed realization of the dataset \( y \). For the time being we fix \( \epsilon = 1/16 \) and the dataset \( y \) shown in Figure 11(a). We discuss the effect of the dilation parameter \( \epsilon \) in subsection 5.3.4.

5.3.1. Posterior statistics. We begin by presenting certain posterior statistics obtained from the lifted RCAR algorithm. We fixed \( p = 2/3, \lambda = 1 \), and discretized the prior by truncating (35) up to \( N = 8, 16, 32, 64, 128 \) terms (the dimension of the parameter space is \( N \)). We used a burn-in of \( 5 \times 10^4 \) samples and ran lifted RCAR for \( 5 \times 10^5 \) steps with \( \beta = 0.97 \). We chose this value of \( \beta \) to achieve an acceptance ratio in the range of 0.25 to 0.3 for all values of \( N \). In subsection 5.3.2 we further analyze the acceptance ratio and its dependence on \( N \).

In Figure 11(b) we show the posterior mean for different choices of \( N \). The mean appears to converge as \( N \) increases and is able to find the discontinuities in the original function and match their height. The mean is less regular as compared to the true solution \( u_0 \), most likely due to noise in the data \( y \).
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In Figure 11(c) we show a few independent samples from the posterior in the case when $N = 128$. The samples were chosen to be far enough apart that they can be regarded as independent according to the estimated ESS of the worst performing component of the chain. We note that the posterior samples also have the correct location of the discontinuities.

Figure 12 shows the posterior mean and standard deviation of the first eight wavelet coefficients of the Markov chain (i.e., $\{\gamma_k \eta_k\}_{k=1}^8$). We observe that the posterior mean is a close match to the true value of the wavelet coefficients of $u_0$ which reaffirms our initial observation that the posterior mean is a good predictor of $u_0$. An interesting observation is that posterior standard deviations of the wavelet modes were consistent across different modes. Indicating that at least the first few modes of $u_0$ are approximated with more or less the same uncertainty.

Finally, Figure 13 shows 2D histograms of the first five wavelet modes of $u$. In comparing the fifth wavelet coefficient $u_5$ against $u_1$ to $u_4$ (i.e., the last row in Figure 13) we observe some concentration of the posterior mass around $u_5 = 0$.

5.3.2. Algorithm performance. We now turn our attention to the performance of the lifted RCAR algorithm. In Figure 14(a) we show statistics on the ESS of the different components of the Markov chain. Based on these results, in the case where $N = 128$, an independent sample was obtained roughly every 500 steps. While the ESS deteriorated initially, as $N$ be-
Figure 13. 2D histograms of the MCMC samples between the first five wavelet modes in the deconvolution problem of Example 3. These projections are regarded as 2D projections of the posterior measure. Components of the true solution \( u_0 \) are marked using the dashed red line on the 1D histograms and the white square in the 2D histograms.

comes larger the ESS values appeared to settle down for all components. The minimum, mean, and the maximum ESS values did not change significantly for \( N \geq 16 \).

Since the lifted RCAR algorithm is reversible in infinite dimensions we expect the acceptance ratio to remain bounded away from zero as \( N \) becomes large. In Figure 14(b) we plot the average acceptance ratio of lifted RCAR for different values of \( \beta \). As before we fixed \( p = 2/3 \) and \( \lambda = 1 \). We used a burn-in of \( 5 \times 10^4 \) steps and computed the average acceptance rates over \( 2 \times 10^5 \) steps with five restarts and averaged the acceptance ratios over the five
| $N$ | min ESS | mean ESS | max ESS |
|-----|---------|----------|---------|
| 8   | 75      | 98       | 171     |
| 16  | 10      | 39       | 85      |
| 32  | 17      | 41       | 116     |
| 64  | 14      | 39       | 118     |
| 128 | 18      | 41       | 91      |

**Figure 14.** Performance indicators of the lifted RCAR algorithm for the deconvolution problem of Example 7 with $p = 2/3$. (a) Approximated ESS of the chain components for different values of $N$ and $\beta = 0.97$ per $10^4$ MCMC steps. (b) Average acceptance ratio for different values of $N$ and $\beta$ computed over $2 \times 10^5$ iterations after burn-in and averaged over five restarts of the chain.

| Mode $k$ | Wavelet coefficient of mean | Std of wavelet coefficients |
|----------|----------------------------|----------------------------|
| 1        | 0.5                        | 0.2                        |
| 2        | 0.4                        | 0.1                        |
| 3        | 0.3                        | 0.05                       |
| 4        | 0.2                        | 0.04                       |
| 5        | 0.1                        | 0.03                       |
| 6        | 0.05                       | 0.02                       |
| 7        | 0.03                       | 0.01                       |
| 8        | 0.02                       | 0.01                       |

**Figure 15.** Posterior mean and standard deviation of the first eight wavelet modes in the deconvolution problem for different values of the parameter $p$.

trials. The acceptance ratios remained more or less consistent as a function of $N$ which is in line with the reversibility of the infinite-dimensional limit of the algorithm.

### 5.3.3. Effect of hyperparameters $p$ and $\lambda$

We now study the effect of the hyperparameters $p$ and $\lambda$ on the posterior as well as performance of the lifted RCAR algorithm. In all of the examples below we fixed $N = 32$ and $\beta = 0.97$.

First, we considered different values of $p = 1, 4/5, 3/5, 2/5, 1/5$. Figure 15 depicts the posterior mean and standard deviation of the first eight wavelet modes of the Markov chain for different $p$. In Figure 15(a) we observe that for all values of $p$ the posterior mean was consistent and varied only slightly. While the posterior mean appeared to be insensitive to the choice of $p$ the posterior standard deviation seems to be quite sensitive to $p$. This is evident in Figure 15(b) where the standard deviation of the higher modes reduced with $p$.

Next, we considered the effect of $p$ on RCAR’s performance. Figure 16(b) shows that the ESS dropped when $p$ was too small or too big. We also see that for fixed $\beta$ the acceptance ratio dropped when $p$ becomes larger. Similarly, the acceptance ratio increased as $p$ was reduced. Overall, we conclude that the optimal choice of the step size $\beta$ is sensitive to the choice of $p$.

Finally, we consider the $\lambda$ parameter. We fixed $p = 2/3$ and varied $\lambda$ between $1/4$ and $4$. Recall that $\lambda$ controls the global variance of the wavelet modes of the solution. Figure 17(a) shows empirical posterior mean and standard deviation of the first eight wavelet modes for different values of $\lambda$. The posterior mean was somewhat sensitive to the choice of $\lambda$ especially
for the higher wavelet modes. This sensitivity to \( \lambda \) is evident in Figure 18(a) where the posterior mean seems to have higher variation for larger \( \lambda \). We can also see the effect of \( \lambda \) in the posterior standard deviations. Figure 17(b) shows that increasing \( \lambda \) resulted in increased posterior variance which is expected considering that posterior variance is closely related to that of the prior and the measurement noise. Finally, in Figure 18(b) we present the average acceptance ratio and ESS of the Markov chains for different values of \( \lambda \). All of these simulations shared the same value of \( \beta = 0.97 \). We observe that both the average acceptance ratio and ESS dropped as \( \lambda \) was increased.

**5.3.4. Effect of kernel width \( \varepsilon \) and correlations in the data.** For our final set of experiments we considered the effect of the kernel width \( \varepsilon \) on the quality of the posterior mean as a pointwise approximation to \( u_0 \). Intuitively, larger values of \( \varepsilon \) result in more smoothing that in turn results in more correlated measurements and overall less information in the data as evident in Figure 19. Throughout these experiments we used \( N = 32 \) and \( \beta = 0.97 \). In Figure 20(a) we show the posterior means for different \( \varepsilon \) and compare them to \( u_0 \). We observe more deviation from \( u_0 \) for larger values of \( \varepsilon \) which is expected following our intuition that \( y \) is less informative when the forward map is more smoothing. This is also evident in the average acceptance ratios reported in Figure 20(b). Since \( y \) was less informative for larger \( \varepsilon \), the

| \( p \) | min ESS | mean ESS | max ESS | mean \( a(\cdot, \cdot) \) |
|------|--------|----------|--------|---------------------|
| 1/5  | 13     | 79       | 120    | 0.62                |
| 2/5  | 16     | 68       | 113    | 0.45                |
| 3/5  | 20     | 54       | 107    | 0.31                |
| 4/5  | 15     | 44       | 103    | 0.22                |

Figure 16. (a) Posterior mean of the deconvolution problem of Example 7 for different choices of the hyperparameter \( p \). (b) Certain statistics on the ESS and average acceptance ratio of the components of the Markov chains for different values of \( p \) as well as the average acceptance ratio computed over \( 5 \times 10^5 \) samples and for \( \beta = 0.97 \). Smaller values of \( p \) resulted in higher acceptance rate. Minimum ESS deteriorated as \( p \) became too large or too small indicating that \( \beta \) should be tuned for different values of \( p \) to achieve optimal performance.

Figure 17. Posterior mean and standard deviation of the first eight wavelet modes in the deconvolution problem for different values of the parameter \( \lambda \).
Figure 18. (a) Posterior mean of the deconvolution problem of Example 7 for different choices of the hyperparameter $\lambda$. For larger values of $\lambda$ the posterior mean tends to be less regular. (b) Certain statistics on the ESS of the components of the Markov chain for different values of $\lambda$ as well as the average acceptance ratio computed over $5 \times 10^5$ samples. Both acceptance ratio and ESS deteriorated with larger values of $\lambda$.

| $\lambda$ | min ESS | mean ESS | max ESS | mean $\alpha(\cdot, \cdot)$ |
|-----------|---------|----------|---------|---------------------------|
| $1/4$    | 29      | 79       | 183     | 0.47                      |
| $1/2$    | 16      | 65       | 147     | 0.37                      |
| 1        | 20      | 50       | 104     | 0.27                      |
| 2        | 19      | 35       | 69      | 0.18                      |
| 4        | 10      | 20       | 38      | 0.12                      |

Figure 19. True function $u_0$ along with its convolved version with various kernel widths $\varepsilon = 1/16, 1/8, 1/4$ and a realization of the noisy pointwise measurements $y$ for each kernel width. Larger values of $\varepsilon$ result in more smoothing which in turn results in more correlation in $y$.

| $\varepsilon$ | min ESS | mean ESS | max ESS | mean $\alpha(\cdot, \cdot)$ |
|---------------|---------|----------|---------|-----------------------------|
| $1/16$        | 15      | 43       | 123     | 0.27                        |
| $1/8$         | 30      | 48       | 102     | 0.31                        |
| $1/4$         | 24      | 47       | 87      | 0.37                        |

Figure 20. (a) Posterior mean of the deconvolution problem of Example 7 for different choices of the kernel width $\varepsilon$. We observe more deviation from the true solution $u_0$ for larger values of $\varepsilon$. (b) Certain statistics on the ESS of the components of the Markov chain for different values of $\varepsilon$ as well as the average acceptance ratio computed over $5 \times 10^5$ samples. All simulations are performed with $N = 32$ and $\beta = 0.97$.

posterior was more dominated by the prior rather than the likelihood. Since the lifted RCAR algorithm is prior reversible we expect it to perform better with larger $\varepsilon$. More evidence of this phenomenon can be seen in Figure 21(b) where larger values of $\varepsilon$ resulted in larger posterior uncertainty in the wavelet modes indicating that the likelihood is less dominant. We highlight
that regardless of the effect of $\varepsilon$ on the posterior uncertainties the posterior mean remained a qualitatively good approximator of $u_0$.

6. Closing remarks. In the beginning of this article we set out to design algorithms for sampling measures $\nu$ that are absolutely continuous with respect to an underlying non-Gaussian prior measure $\mu$. We focused on the class of MH algorithms that utilize $\mu$-reversible proposal kernels and showed that such MH algorithms are reversible with respect to $\nu$ under mild conditions. We then introduced two classes of algorithms called RCAR and SARSD that use AR type proposals that are $\mu$-reversible for certain priors $\mu$. The RCAR algorithm is applicable to gamma-type distributions while SARSD can be applied when $\mu$ is SD. While SARSD is in principle more widely applicable, it is often difficult to implement due to issues with computing the time reversal of AR(1) proposal kernels.

Afterwards we introduced the Bessel-K priors as a concrete example of a non-Gaussian prior for which the RCAR and SARSD algorithms are applicable. We further motivated the Bessel-K priors as interesting candidates for modeling sparse or compressible parameters. We then derived different versions of RCAR and SARSD for the Bessel-K priors on Hilbert spaces and studied the performance of both algorithms in various numerical examples.

6.1. Future directions and open problems. Our exposition is a step towards the design of MCMC algorithms that are tailored to highly non-Gaussian priors. Our overall approach is that by analyzing the prior measure one can design proposals that result in well-defined and efficient algorithms in general state spaces. This is in contrast with existing approaches in the literature [9, 41] that often introduce a nonlinear mapping that transforms the prior to a Gaussian or another well-known measure and modify the forward map or the likelihood to allow for application of conventional sampling algorithms with Gaussian priors. Our approach gives rise to many interesting questions that, to the knowledge of the author, have not been addressed in the literature.

The first question is whether our approach can be extended to larger classes of prior measures. That is, whether it is possible to design RCAR or SARSD algorithms for priors that belong to larger classes than the SD class or generalizations of the gamma distribution. Good candidates here are the classes of infinitely divisible or convex priors that were discussed in [15, 14] or the stable priors of [35]. Another good candidate is limit distributions of RCAR processes that are time reversible.
Another promising avenue of research is the design of likelihood aware proposal kernels for non-Gaussian priors in contrast with the prior preserving kernels of this work. The RCAR and SARSD algorithms perform well when the likelihood is not dominant and the posterior is close to the prior. Intuitively, this is due to the fact that the proposal kernel of RCAR and SARSD depends only on the prior and not the likelihood. Then a natural question is whether information regarding the gradient of the likelihood can be incorporated into the proposals to construct more efficient algorithms similarly to MALA or HMC.

Finally, we note that the design and implementation of the SARSD algorithm relies on identifying the innovation of the underlying SD prior and the associated reverse kernel of the forward AR(1) proposal. A large portion of the existing literature on SD measures focuses on identifying the innovation measures and so a lot can be said about the forward kernel of SARSD. However, results on the reverse kernels are scarce and this is the main hurdle in implementing SARSD with most SD prior measures besides the exponential distribution and its extensions.

Appendix.

A. SD measures.

We say \( \mu \in P(X) \) is SD if for every choice of \( \beta \) there exists a \( \mu_\beta \in P(X) \) so that \[22\]

\[
\hat{\mu}(\varrho) = \hat{\mu}(\beta \varrho)\hat{\mu}_\beta(\varrho) \quad \forall \varrho \in X^*. \tag{36}
\]

Here \( \hat{\mu} \) is the characteristic function of \( \mu \) and \( X^* \) is the dual of \( X \). The measure \( \mu_\beta \) is referred to as the innovation of \( \mu \). In other words, a random variable \( \xi \) is SD if, for every \( \beta \in (0, 1) \), there exists an independent random variable \( \xi_\beta \) so that the law of \( \beta \xi + \xi_\beta \). The SD random variables are a subclass of infinitely divisible random variables [33] that were first introduced by Lévy (the SD class is also known as the class of Lévy L probability measures). The SD class includes well-known probability measures such as Gaussian measures and certain generalizations of the Laplace and gamma distributions. For the most part, the theory of SD measures was developed in the 1960s in connection to the theory of Lévy processes. A detailed study of the SD class can be found in the works of Kumar and Schreiber [22] and Urbanik [38] as well as Jurek [18, 17, 19] and Barndorff-Nielsen [2, 3]. We refer the reader to [33, Chap. V] for an accessible introduction to real valued SD random variables.

B. Some random variables on the real line.

Here we gather the definition of some standard random variables that are used throughout the article in order to specify the parameterizations used in our article.

Definition B.1 (gamma random variable). A positive random variable \( \xi \) is distributed according to a gamma distribution \( G(p, \sigma) \) with shape parameter \( p > 0 \) and scale parameter \( \sigma > 0 \) if its law has Lebesgue density

\[
\text{Gamm}(p, \sigma; t) = \frac{1}{\sigma \Gamma(p)} \left( \frac{t}{\sigma} \right)^{p-1} \exp \left( -\frac{t}{\sigma} \right) \mathbf{1}_{(0, \infty)}(t) \quad \text{for} \quad t \in \mathbb{R}. \tag{37}
\]
Definition B.2 (exponential random variable). A positive random variable \( \xi \) is distributed according to an exponential distribution \( \text{Exp}(\sigma) \) with parameter \( \sigma > 0 \) if its law has Lebesgue density
\[
\text{Exp}(\sigma; t) = \frac{1}{\sigma} \exp \left( -\frac{t}{\sigma} \right) 1_{(0, \infty)}(t) \quad \text{for} \quad t \in \mathbb{R}.
\]

Definition B.3 (Laplace random variable). A real valued random variable \( \xi \) is distributed according to a Laplace distribution \( \text{Lap}(\sigma) \) with parameter \( \sigma > 0 \) if its law has Lebesgue density
\[
\text{Lap}(\sigma; t) = \frac{1}{2\sigma} \exp \left( -\left| \frac{t}{\sigma} \right| \right) \quad \text{for} \quad t \in \mathbb{R}.
\]

Definition B.4 (beta random variable). A random variable \( \xi \in (0, 1) \) is distributed according to a beta distribution \( \text{Beta}(p, q) \) with parameters \( p, q > 0 \) if its law has Lebesgue density
\[
\text{Beta}(p, q; t) = \frac{\Gamma(p + q)}{\Gamma(p)\Gamma(q)} t^{p-1}(1 - t)^{q-1} 1_{(0,1)}(t) \quad \text{for} \quad t \in \mathbb{R}.
\]

Definition B.5 (Bernoulli random variable). A random variable \( \xi \in \{0, 1\} \) is distributed according to a Bernoulli distribution \( \text{Bern}(p) \) with parameter \( p \in (0, 1) \) if
\[
\mathbb{P}(\xi = 0) = 1 - p, \quad \mathbb{P}(\xi = 1) = p.
\]

Definition B.6 (Poisson random variable). A random variable \( \xi \in \mathbb{N} \) is distributed according to a Poisson distribution \( \text{Pois}(c) \) with rate \( c > 0 \) if
\[
\mathbb{P}(\xi = k) = \frac{c^k \exp(-c)}{k!} \quad \forall k \in \mathbb{N}.
\]

C. Properties of gamma and exponential random variables. Here we collect some results on exponential and gamma distributions that are used in the design of the RCAR and SARS algorithm for 1D Bessel-K priors in section 3.

C.1. Properties of the gamma distribution. Observe that \( \text{Gamm}(1, \sigma) \) coincides with the law of an exponential random variable \( \text{Exp}(\sigma) \). A straightforward calculation shows that the gamma distribution has bounded raw moments of all orders, in fact,
\[
\int_0^\infty t^k \text{Gamm}(p, \sigma; t) \, d\Lambda(t) = \frac{\sigma^k \Gamma(k + p)}{\Gamma(p)}.
\]

C.1.1. The thinned gamma process. It is well known [16, Chap. 17.6] that given independent random variables \( \xi \sim \text{Gamm}(p_1, \sigma) \) and \( \xi' \sim \text{Gamm}(p_2, \sigma) \) then \( \xi + \xi' \sim \text{Gamm}(p_1 + p_2, \sigma) \) and \( \frac{\xi}{\xi + \xi'} \sim \text{Beta}(p_1, p_2) \) and furthermore \( \xi + \xi' \) and \( \frac{\xi}{\xi + \xi'} \) are independent. In light of this fact we consider an RCAR(1) process of the form
\[
\begin{align*}
(u^{(n)}) & = (\xi^{(n)} - u^{(n-1)}) + w^{(n)}, \\
\xi^{(n)} & \overset{iid}{\sim} \text{Beta}(p\beta, p(1 - \beta)), \\
w^{(n)} & \overset{iid}{\sim} \text{Gamm}(p(1 - \beta), \sigma)
\end{align*}
\]

for fixed parameter \( \beta \in (0, 1) \). The limit distribution of this RCAR(1) process is precisely \( \text{Gamm}(p, \sigma) \) [25]. Moreover, this process is time reversible and so the transition kernel
\[
Q(u, du') = \text{Law}\{v = \xi + w, \quad \zeta \sim \text{Beta}(p\beta, p(1 - \beta)), w \sim \text{Gamm}(p(1 - \beta), \sigma)\},
\]
satisfies detailed balance with respect to \( \text{Gamm}(p, \sigma) \).
**C.1.2. Self-decomposability.** The gamma distribution is SD. We demonstrate this using the characteristic function of $\text{Gamm}(p, \sigma)$. Recall

\[(44) \quad \hat{\text{Gamm}}(p, \sigma; s) = (1 - is\sigma)^{-p}.\]

Choose $\beta \in (0, 1)$ and define

\[(45) \quad \hat{\text{Gamm}}_\beta(p, \sigma; s) := \frac{\hat{\text{Gamm}}(p, \sigma; s) \hat{\text{Gamm}}(p, \sigma; \beta s)}{\hat{\text{Gamm}}(p, \sigma; \beta s)} = \left(\frac{1 - i\beta s\sigma}{1 - is\sigma}\right)^{\beta - 1}.\]

It is straightforward to check that

\[\hat{\text{Gamm}}(p, \sigma; s) = \hat{\text{Gamm}}(p, \sigma; \beta s) \hat{\text{Gamm}}_\beta(p, \sigma; s)\]

But $\hat{\text{Gamm}}(p, \sigma; \beta s)$ is simply the characteristic function of $\beta \xi$. Furthermore, $\hat{\text{Gamm}}_\beta(p, \sigma; 0) = 1$ and $|\hat{\text{Gamm}}_\beta(p, \sigma; s)| \leq 1$. In fact, $\hat{\text{Gamm}}_\beta$ is continuous and differentiable at 0 and so it is the characteristic function of a random variable on $\mathbb{R}$. We denote this variable by $\xi_\beta$ and its law by $\text{Gamm}_\beta(p, \sigma)$. On this account, we have the following decomposition of gamma random variables:

\[(46) \quad \xi \overset{d}{=} \beta \xi' + \xi_\beta,\]

where $\xi, \xi' \sim \text{Gamm}(p, \sigma)$ and $\xi_\beta \sim \text{Gamm}_\beta(p, \sigma)$ are independent of each other. Lawrance [24] showed that $\xi_\beta$ is a compound Poisson random variable of the form

\[(47) \quad \xi_\beta \overset{d}{=} \sum_{k=1}^{\tau} \beta^\eta_k \theta_k, \quad \text{where} \quad \tau \sim \text{Pois}(p \log(1/\beta)), \quad \eta_k \sim U(0, 1), \quad \theta_k \sim \text{Exp}(\sigma),\]

where $\tau, \eta_k$, and $\theta_k$ are all independent and the latter sequences are identically distributed and $U(0, 1)$ denotes the uniform distribution on $[0, 1]$. Note that with the above expression we can simulate $\xi_\beta$ exactly. This is not possible for general SD random variables. We also note that a more efficient recipe for simulating $\xi_\beta$ was discovered by Walker [40].

**C.2. Self-decomposability of the exponential distribution.** Using the fact that $\text{Exp}(\sigma) = \text{Gamm}(1, \sigma)$ we have that the characteristic function of an $\text{Exp}(\sigma)$ random variable is given by

\[\hat{\text{Exp}}(\sigma; s) = (1 - is\sigma)^{-1}.\]

Using the factorization

\[\frac{1}{1 - is} = \left(\frac{1}{1 - i\beta s}\right) \left(\beta + 1 - \beta\frac{i}{1 - it}\right)\]

for $\beta \in (0, 1)$ we infer that $\text{Exp}(1)$ is SD and

\[\text{Exp}_\beta(1) = \text{Law}\{\zeta w, \quad \zeta \sim \text{Bern}(1 - \beta), w \sim \text{Exp}(1)\}.\]

We can then easily extend this to other exponential distributions to get

\[(48) \quad \text{Exp}_\beta(\sigma) = \text{Law}\{\zeta w, \quad \zeta \sim \text{Bern}(1 - \beta), w \sim \text{Exp}(\sigma)\}.\]
Thus the transition kernel
\[(49) \quad Q(u, dv) = \text{Law}\{v = \beta u + \zeta w, \quad \zeta \sim \text{Bern}(1 - \beta), w \sim \text{Exp}(\sigma)\}\]
preserves the distribution Exp(\sigma) but it does not satisfy detailed balance. However, we can directly compute the reverse kernel \(Q^*\). Consider, \(u, w \sim \text{ind} \text{Exp}(1)\) and \(\zeta \sim \text{Bern}(1 - \beta)\) then
\[v = \beta u + \zeta w,\]
and \(v \sim \text{Exp}(1)\). We wish to find an expression for \(u|v\) but this is not trivial since \(v\) is not independent of \(\zeta\) and \(w\). Let \(f(v|u)\) denote the distribution of \(v\) given \(u\), i.e.,
\[f(v|u) = \beta \delta_{\beta u}(v) + (1 - \beta) \exp(-(t - \beta u)) \mathbf{1}_{[\beta u, \infty)}(v).\]

Using Bayes’ rule we now have for \(v > 0\)
\[
f(u|v) = \frac{f(v|u)f(u)}{f(v)} = \frac{1}{\exp(-v)} \left( \beta \delta_{\beta u}(v) + (1 - \beta) \exp(-(v - \beta u)) \mathbf{1}_{[\beta u, \infty)}(v) \right) \exp(-u) \mathbf{1}_{[0, \infty)}(u) du
= \beta \delta_{\beta u}(v) \exp(-u + v) du + (1 - \beta) \exp(-(1 - \beta)u) \mathbf{1}_{[\beta u, \infty)}(v) \mathbf{1}_{[0, \infty)}(u) du
= \beta \delta_{v/\beta}(u) \exp\left(-\frac{1 - \beta}{\beta} v\right) du + (1 - \beta) \exp(-(1 - \beta)u) \mathbf{1}_{[\beta u, \infty)}(v) \mathbf{1}_{[0, \infty)}(u) du
= \frac{\beta}{1 - \beta} \delta_{v/\beta}\left(\frac{\zeta}{1 - \beta}\right) \exp\left(-\frac{1 - \beta}{\beta} v\right) d\zeta + \mathbf{1}_{[0,v/\beta]}\left(\frac{\zeta}{1 - \beta}\right) \exp(-\zeta) d\zeta,
\]
where we used the change of variables \(\zeta = (1 - \beta)u\). We now observe that the above expression is precisely the law of \(\min\{v/\beta, \zeta/(1 - \beta)\}\), where \(\zeta \sim \text{Exp}(1)\). Thus the reverse kernel \(Q^*\) associated with (49) can be identified as
\[(50) \quad Q^*(v, du) = \text{Law}\{u = \min\{v/\beta, \zeta/(1 - \beta)\}, \quad \zeta \sim \text{Exp(1)}\}.\]
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