HANKEL AND TOEPLITZ–SCHUR MULTIPLIERS
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Abstract. We study the problem of characterizing Hankel–Schur multipliers and Toeplitz–Schur multipliers of Schatten–von Neumann class $S_p$ for $0 < p < 1$. We obtain various sharp necessary conditions and sufficient conditions for a Hankel matrix to be a Schur multiplier of $S_p$. We also give a characterization of the Hankel–Schur multipliers of $S_p$ whose symbols have lacunary power series. Then the results on Hankel–Schur multipliers are used to obtain a characterization of the Toeplitz–Schur multipliers of $S_p$. Finally, we return to Hankel–Schur multipliers and obtain new results in the case when the symbol of the Hankel matrix is a complex measure on the unit circle.

1. Introduction

The Schur product of matrices $A = \{a_{jk}\}_{j,k \geq 0}$ and $B = \{b_{jk}\}_{j,k \geq 0}$ is defined as the matrix $A \star B$ whose entries are the products of the entries of $A$ and $B$:

$$A \star B = \{a_{jk}b_{jk}\}_{j,k \geq 0}.$$ 

If we identify in a natural way the bounded linear operators on $\ell^2$ with their matrix representation with respect to the standard orthonormal basis of $\ell^2$, we can study Schur multipliers of various classes of linear operators on $\ell^2$. Namely, if $X$ is a class of bounded linear operators on $\ell^2$, we say that a matrix $A$ is a Schur multiplier of $X$ if and only if

$$B \in X \implies A \star B \in X.$$ 

We are interested in this paper in Schur multipliers of Schatten–von Neumann classes $S_p$ (see [GK], [BS1] for information on the classes $S_p$). For $0 < p < \infty$ we denote by $\mathcal{M}_p$ the space of Schur multipliers of $S_p$ and we put

$$\|A\|_{\mathcal{M}_p} = \sup \{\|A \star B\|_{S_p} : \|B\|_{S_p} \leq 1\}.$$ 

It is easy to see that for $p \geq 1$ the functional $\| \cdot \|_{\mathcal{M}_p}$ is a norm on $\mathcal{M}_p$. Using the triangle inequality

$$\|T_1 + T_2\|_{S_p}^p \leq \|T_1\|_{S_p}^p + \|T_2\|_{S_p}^p, \quad 0 < p \leq 1,$$  

(1.1)
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(see [Pie], [BS1]), one can easily see that
\[
\|A_1 + A_2\|_{\mathcal{M}_p}^p \leq \|A_1\|_{\mathcal{M}_p}^p + \|A_2\|_{\mathcal{M}_p}^p, \quad 0 < p \leq 1. \tag{1.2}
\]
We denote by $\mathcal{M}$ the class of Schur multipliers of the space $\mathcal{B}$ of bounded linear operators on $\ell^2$.

In this paper we are going to study the Hankel–Schur multipliers of $S_p$, i.e., matrices of class $\mathcal{M}_p$ of the form $\{\gamma_{j+k}\}_{j,k \geq 0}$ and the Toeplitz–Schur multipliers of $S_p$, i.e., matrices of class $\mathcal{M}_p$ of the form $\{t_{j-k}\}_{j,k \geq 0}$.

Let us summarize briefly some well-known properties of classes $\mathcal{M}_p$. The class $\mathcal{M}_2$ is the space of matrices with bounded entries. If $1 < p < \infty$, then $\mathcal{M}_p = \mathcal{M}_p'$, where $1/p + 1/p' = 1$. The space $\mathcal{M}$ coincides with $\mathcal{M}_1$. This follows from the facts that the dual space to $S_p$ can be identified in a natural way with $S_p'$ and the dual to $S_1$ can be identified with $\mathcal{B}$.

Next, interpolating between the classes $S_p$, one can easily see that
\[
\mathcal{M}_{p_1} \subset \mathcal{M}_{p_2} \quad \text{if} \quad 0 < p_1 \leq p_2 \leq 2.
\]

To describe the space $\mathcal{M}$, we consider the projective tensor product $\ell^\infty \hat{\otimes} \ell^\infty$ that consists of matrices $C = \{c_{jk}\}_{j,k \geq 0}$ for which there exist sequences $X^{(n)} = \{x_j^{(n)}\}_{j \geq 0} \in \ell^\infty$ and $Y^{(n)} = \{y_j^{(n)}\}_{j \geq 0} \in \ell^\infty$, $n \geq 0$, such that
\[
c_{jk} = \sum_{n \geq 0} x_j^{(n)} y_k^{(n)} \tag{1.3}
\]
and
\[
\sum_{n \geq 0} \|X^{(n)}\|_{\ell^\infty} \|Y^{(n)}\|_{\ell^\infty} < \infty. \tag{1.4}
\]

The norm $\|C\|_{\ell^\infty \hat{\otimes} \ell^\infty}$ is by definition the infimum in (1.4) over all sequences $X^{(n)}$ and $Y^{(n)}$ satisfying (1.3).

For any positive integer $m$ we consider the matrix $Q^{(m)} = \{q_{jk}^{(m)}\}_{j,k \geq 0}$ defined by
\[
q_{jk}^{(m)} = \begin{cases} 1, & j \leq m, \ k \leq m, \\ 0, & \text{otherwise}. \end{cases} \tag{1.5}
\]

It is well known that a matrix $A$ belongs to $\mathcal{M} = \mathcal{M}_1$ if and only if
\[
\sup_m \|Q^{(m)} \ast A\|_{\ell^\infty \hat{\otimes} \ell^\infty} < \infty
\]
(see [Be]).

One can generalize the notion of a Schur multiplier of $S_p$ to the case of linear operators on $L^2(X, \mu)$, where $\mu$ is a Borel measure on a metric space $X$. For $p \leq 2$ the space $\mathcal{M}_p(\mu)$ of Schur multipliers of $S_p$ is defined as the class of measurable functions $\varphi$ on $X \times X$ such that for any integral operator $T \in S_p$ with kernel function $k$, the integral operator with kernel function $\varphi k$ is also in $S_p$. For
2 < p < ∞ we put $M_p(\mu) \overset{\text{def}}{=} M'_{p'}(\mu)$ and the space $M(\mu)$ of Schur multipliers of the space of bounded linear operators on $L^2(\mu)$ is by definition $M_1(\mu)$.

Note that Schur multipliers are a powerful tool to investigate linear operators, they are applied in perturbation theory, in operator algebras, operator spaces, in the study of Hankel operators, and many other fields of mathematics, see e.g., [Be], [BS2], [Pel2], [Pel3], [Pel4], [Pis1], [Pis2].

The Hankel–Schur multipliers and the Toeplitz–Schur multipliers of $S_p$ are well investigated for $p = 1$ (see §2 for a brief summary of the results). In this paper we consider the case $p < 1$.

In §4 we study Hankel–Schur multipliers of $S_p$, $0 < p < 1$. We find many sharp necessary conditions and sufficient conditions. We also obtain in §4 a necessary and sufficient condition for a Hankel matrix with a “lacunary” symbol to be a Schur multiplier of $S_p$. In §5 we use the results of §4 to study the Toeplitz–Schur multipliers of $S_p$ and we obtain their characterization which can be formulated very easily. Finally, in §6 we return to Hankel–Schur multipliers. Namely, we will study the case when the symbol of a Hankel matrix is a complex measure on the unit circle. Note that the results obtained in §6 are based on the results of §5 on Toeplitz–Schur multipliers. In §2 we collect necessary information and in §3 we obtain some useful general results on Schur multipliers of $S_p$.

2. Preliminaries

$L^p$-norms of certain trigonometric polynomials. Let $F$ be an infinitely differentiable function on $\mathbb{R}$ with compact support and let $m$ be a positive integer. Consider the trigonometric polynomial

$$F_m(z) = \sum_{k \in \mathbb{Z}} F\left(\frac{k}{m}\right) z^k.$$  (2.1)

We need the following fact:

$$c_F m^{1-1/p} \leq \|F_m\|_{L^p(\mathbb{T})} \leq C_F m^{1-1/p}, \quad 0 < p < \infty.$$  (2.2)

for some constants $c_F$ and $C_F$. We refer the reader to [A1] for the proof.

Hankel operators of class $S_p$. Let $\varphi = \sum_{j \geq 0} \hat{\varphi}(j) z^j$ be a function analytic in the unit disk $\mathbb{D}$. We can associate with $\varphi$ the Hankel matrix $\Gamma_\varphi \overset{\text{def}}{=} \{\hat{\varphi}_{j+k}\}_{j,k \geq 0}$. If $\varphi$ belongs to the Hardy class $H^2$, we can consider the matrix $\Gamma_\varphi$ as an operator in $\ell^2$ whose domain is the set of finitely supported sequences. We call such operators Hankel operators. By Nehari’s theorem (see e.g., [N]), $\Gamma_\varphi$ is a bounded operator on $\ell^2$ if and only if there exists a function $\psi$ in $L^\infty$ whose Fourier coefficients satisfy

$$\hat{\psi}(j) = \hat{\varphi}(j), \quad j \in \mathbb{Z}_+.$$  

The following result describes the Hankel operators of class $S_p$:

$$\Gamma_\varphi \in S_p \quad \text{if and only if} \quad \varphi \in B_p^{1/p}, \quad 0 < p < \infty,$$ (2.3)

where $B_p^{1/p}$ is a Besov class which will be defined below. For $p > 1$ (2.3) was proved in [Pel1] (the implication $\Leftarrow$ in the case $0 < p < 1$ was also established in [Pel1]), while for $0 < p < 1$ the result was obtained independently in [Pel3], [Pek], and [Se].

We can also define a Hankel matrix $\Gamma_\varphi$ for any distribution $\varphi$ on $\mathbb{T}$:

$$\Gamma_\varphi = \{ \hat{\varphi}_{j+k} \}_{j,k \geq 0}. \quad \text{Clearly,} \quad \Gamma_\varphi = \Gamma_{P_+ \varphi}, \quad \text{where} \quad P_+ \varphi \overset{\text{def}}{=} \sum_{n \geq 0} \hat{\varphi}(n) z^n.$$ (2.4)

The Besov classes $B_{pq}^s$, $0 < p, q \leq \infty, \ s \in \mathbb{R}$, of functions (or distributions) on $\mathbb{T}$ can be defined in many different ways (see [Pee}). We give a definition most suitable for our purposes. Let $v$ be a function in $C^\infty(\mathbb{R})$ such that $v \geq 0$, $\text{supp} \ v = [1/2, 2]$, and $\sum_{n \geq 0} v(x/2^n) = 1$ for $x \geq 1$. The trigonometric polynomials $V_n$ are defined by

$$V_n = \sum_{k \geq 0} v \left( \frac{k}{2^n} \right) z^k, \quad n \geq 1, \quad V_0(z) = \bar{z} + 1 + z, \quad V_n = \overline{V_{-n}}, \quad n < 0.$$ (2.4)

The classes $B_{pq}^s$ do not depend on the choice of a particular function $v$.

We denote by $(B_{pq}^s)_+$ the subspace of $B_{pq}^s$ that consists of functions analytic in $\mathbb{D}$, i.e., a function $\psi$ analytic in $\mathbb{D}$ belongs to $(B_{pq}^s)_+$ if and only if

$$\{ 2^n s \| \psi \ast V_n \|_{L^p} \}_{n \in \mathbb{Z}} \in \ell^q(\mathbb{Z}).$$

Hankel and Toeplitz–Schur multipliers of $S_1$. The description of Toeplitz–Schur multipliers is well-known, though we do not know who did it first. Perhaps this is a mathematical folklore. Anyway, a Toeplitz matrix $\{ t_{j-k} \}_{j,k \geq 0}$ is a Schur multiplier of $S_1$ if and only if there exists a complex Borel measure $\mu$ on $\mathbb{T}$ such that $t_j = \hat{\mu}(j), \ j \in \mathbb{Z}$, (we use the notation $\hat{\mu}(j)$ for the $j$th Fourier coefficients of $\mu$). This fact can be proved very easily. First, if $\mu = \delta_\tau$, the point mass at $\tau \in \mathbb{T}$, then

$$\hat{\mu}(j - k) = \bar{\tau}^j \tau^k,$$ (2.5)
and so $\|\mu(j - k)\|_{\ell^\infty} \leq 1$ which proves that $\{\mu(j - k)\}_{j,k \geq 0} \in \mathcal{M}_1$. Moreover, it is easy to see from (2.5) that $\|\mu(j - k)\|_{\mathcal{M}_1} = 1$. The fact that $\{\mu(j - k)\}_{j,k \geq 0} \in \mathcal{M}_1$ for an arbitrary $\mu$ follows immediately from the fact that any $\mu$ in the unit ball of the space of Borel measures can be approximated in the weak-* topology by measures of the form

$$\sum_j c_j \delta_{\tau_j}, \quad \tau_j \in \mathbb{T}, \quad \sum_j |c_j| \leq 1.$$ 

Conversely, if $\{t_{j-k}\}_{j,k \geq 0} \in \mathcal{M}_1 = \mathcal{M}$, then for any bounded Toeplitz matrix $\{\alpha_{j-k}\}_{j,k \geq 0}$ the Toeplitz matrix $\{t_{j-k}\alpha_{j-k}\}_{j,k \geq 0}$ is also the matrix of a bounded Toeplitz operator. Since $\{\alpha_{j-k}\}_{j,k \geq 0} \in \mathcal{B}$ if and only if $\alpha_j = \hat{g}(j)$ for a function $g$ in $L^\infty$ (see e.g., [D]), it follows that $\{t_{j-k}\}_{j,k \geq 0} \in \mathcal{M}$ if and only if the sequence $\{t_j\}_{j \in \mathbb{Z}}$ is a Fourier multiplier of the space $L^\infty$, i.e.,

$$\sum_{j \in \mathbb{Z}} \hat{g}(j) z^j \in L^\infty \implies \sum_{j \in \mathbb{Z}} t_j \hat{g}(j) z^j \in L^\infty. \quad (2.6)$$

It is well known (see e.g., [K]) that (2.6) is equivalent to the fact that $\{t_j\}_{j \in \mathbb{Z}}$ is a sequence of the Fourier coefficients of a complex Borel measure.

The problem of describing Hankel–Schur multipliers of $S_1$ is more complicated. It was observed in [Pel2] that if a Hankel matrix $\{\gamma_{j+k}\}_{j,k \geq 0}$ is a Schur multiplier of $S_1$, then the sequence $\{\gamma_j\}_{j \geq 0}$ is a Fourier multiplier of the Hardy class $H^1$, i.e.,

$$\sum_{j \in \mathbb{Z}_+} \hat{g}(j) z^j \in H^1 \implies \sum_{j \in \mathbb{Z}_+} \gamma_j \hat{g}(j) z^j \in H^1.$$ 

A question was asked in [Pel2] of whether the converse is true. It was shown in [L] that this is not the case. Later a necessary and sufficient condition has been found in [Pis1]: $\{\gamma_{j+k}\}_{j,k \geq 0}$ is a Schur multiplier of $S_1$ if and only if $\{\gamma_j\}_{j \geq 0}$ is a Fourier multiplier of the Hardy space $H^1(S_1)$ of $S_1$-valued functions, i.e.,

$$\sum_{j \in \mathbb{Z}_+} \hat{G}(j) z^j \in H^1(S_1) \implies \sum_{j \in \mathbb{Z}_+} \gamma_j \hat{G}(j) z^j \in H^1(S_1).$$

3. Some General Results on Schur Multipliers

In this section we obtain several general results on Schur multipliers of class $S_p$ for $0 < p < 1$. We start with an analogue of a theorem of Schur for multipliers of class $S_p$ for $0 < p < 1$. Recall that by the Schur theorem [Sc] any matrix of a bounded linear operator on $\ell^2$ is a Schur multiplier of $\mathcal{B}$. The following theorem is an analog of the Schur theorem for Schur multipliers of $S_p$ in the case $0 < p < 1$. 

\[ \sum_{j \in \mathbb{Z}_+} \hat{G}(j) z^j \in H^1(S_1) \implies \sum_{j \in \mathbb{Z}_+} \gamma_j \hat{G}(j) z^j \in H^1(S_1). \]
Throughout the rest of this paper we associate with a given number \( p \in (0, 1) \) the positive number \( p\# \) defined by

\[
p\# = \frac{p}{1 - p}
\]  

(3.1)

It is convenient to assume that if \( p = 1 \), then \( p\# = \infty \).

We also associate with \( p \) the number

\[
p_b = \frac{2p}{2 - p}.
\]  

(3.2)

Clearly, \( p_b \) makes sense for any \( p < 2 \).

**Theorem 3.1.** Let \( 0 < p < 1 \) and let \( p\# \) be defined by (3.1). Suppose that \( A \) is a matrix of a linear operator of class \( S_{p\#} \). Then \( A \in \mathbb{M}_p \) and

\[
\|A\|_{\mathbb{M}_p} \leq \|A\|_{S_{p\#}}.
\]

**Proof.** By (1.1), it suffices to estimate \( \|A \star B\|_{S_p} \) for rank one operators \( B \). Let \( B = (\cdot, a)b \), where \( a \) and \( b \) are sequences in \( \ell^2 \). Consider the multiplication operators \( D_a \) and \( D_b \) defined by

\[
D_a\{x_n\}_{n \geq 0} = \{\bar{a}_nx_n\}_{n \geq 0}, \quad D_b\{x_n\}_{n \geq 0} = \{b_nx_n\}_{n \geq 0}, \quad \{x_n\}_{n \geq 0} \in \ell^2.
\]

It is easy to see that

\[
A \star B = D_bAD_a,
\]

and so

\[
\|A \star B\|_{S_p} \leq \|D_b\|_{S_2}\|A\|_{S_{p\#}}\|D_a\|_{S_2} = \|a\|_{\ell^2}\|A\|_{S_{p\#}}\|b\|_{\ell^2} = \|A\|_{S_{p\#}}\|B\|_{S_p}
\]

which proves the result. ■

Note that if we take \( p = 1 \), the above reasoning proves that if \( A \) is a matrix of a bounded linear operator on \( \ell^2 \), then \( A \) is a Schur multiplier of \( S_1 \) which is equivalent to the Schur theorem mentioned above.

We are going to study now properties of general block-diagonal and block-triangular matrices which are Schur multipliers of \( S_p \) for \( 0 < p \leq 1 \). Let \( \{m_k\}_{k \geq 0} \) and \( \{n_l\}_{l \geq 0} \) be two increasing sequences of positive integers such that \( m_0 = n_0 = 0 \). With each matrix \( \Omega = \{\omega_{st}\}_{s,t \geq 0} \) we can associate the block-matrix \( \{\Omega_{kl}\}_{k,l \geq 0} \) defined by

\[
\Omega_{kl} = \{\omega_{st}\}_{n_k \leq s < n_{k+1}, m_l \leq t < m_{l+1}}.
\]  

(3.3)

**Theorem 3.2.** Let \( 0 < p < 1 \) and let \( p\# \) be defined by (3.1). Suppose that the block-matrix \( \{\Omega_{kl}\}_{k,l \geq 0} \) defined by (3.3) is block-diagonal, i.e., \( \Omega_{kl} = 0 \) for \( k \neq l \). Then

\[
\|\Omega\|_{\mathbb{M}_p} = \left(\sum_{k \geq 0} \|\Omega_{kk}\|_{\mathbb{M}_p}^{p\#}\right)^{1/p\#}.
\]
Note that the corresponding fact for \( p = 1 \) is also valid and well known.

**Proof.** Let us prove first that \( \|\Omega\|^p_{2\mathbb{M}_p} \leq \sum_{k \geq 0} \|\Omega_{kk}\|^p_{2\mathbb{M}_p} \). Let \( \{a_s\}_{s \geq 0} \) and \( \{b_t\}_{t \geq 0} \) be sequences in \( \ell^2 \) such that \( \|a\|_{\ell^2} = \|b\|_{\ell^2} = 1 \). Then the matrix
\[
\{a_s b_t\}_{s, t \geq 0}
\]
has rank one and its \( S_p \) norm is equal to 1. Clearly, we have to show that
\[
\|\{\omega_{st} a_s b_t\}_{s, t \geq 0}\|^p_{S_p} \leq \sum_{k \geq 0} \|\Omega_{kk}\|^p_{2\mathbb{M}_p}.
\]
We have
\[
\|\{\omega_{st} a_s b_t\}_{s, t \geq 0}\|^p_{S_p} = \sum_{k \geq 0} \|\{\omega_{st} a_s b_t\}_{m_k \leq s < m_{k+1}, n_k \leq t < n_{k+1}}\|^p_{S_p}
\]
\[
\leq \sum_{k \geq 0} \|\Omega_{kk}\|^p_{2\mathbb{M}_p} \left( \sum_{s = m_k}^{m_{k+1} - 1} |a_s|^2 \right)^{p/2} \left( \sum_{t = n_k}^{n_{k+1} - 1} |b_t|^2 \right)^{p/2}
\]
\[
\leq \left( \sum_{k \geq 0} \|\Omega_{kk}\|^p_{2\mathbb{M}_p} \right)^{1-p}
\]
by Hölder’s inequality with exponents \( 1/(1 - p) \), \( 2/p \), and \( 2/p \).

Let us prove now that
\[
\sum_{k \geq 0} \|\Omega_{kk}\|^p_{2\mathbb{M}_p} \leq \|\Omega\|^p_{2\mathbb{M}_p}.
\] (3.4)
We can find sequences \( \{a_s\}_{s \geq 0} \) and \( \{b_t\}_{t \geq 0} \) such that
\[
\sum_{s = m_k}^{m_{k+1} - 1} |a_s|^2 = \sum_{t = n_k}^{n_{k+1} - 1} |b_t|^2 = 1
\]
for any \( k \geq 0 \) and
\[
\|\{\omega_{st} a_s b_t\}_{m_k \leq s < m_{k+1}, n_k \leq t < n_{k+1}}\|^p_{S_p} = \|\Omega_{kk}\|^p_{2\mathbb{M}_p}.
\]
Let \( \{\alpha_k\}_{k \geq 0} \) be a sequence of nonnegative numbers whose norm in \( \ell^2 \) is one. Put
\[
\Omega^{(\alpha)}_k \overset{\text{def}}{=} \{\omega_{st} \alpha_k^2 a_s b_t\}_{m_k \leq s < m_{k+1}, n_k \leq t < n_{k+1}}
\]
and consider the block-diagonal matrix \( \Omega^{(\alpha)} \) with diagonal entries \( \Omega^{(\alpha)}_k, k \geq 0 \). Clearly,
\[
\|\Omega\|^p_{2\mathbb{M}_p} \geq \|\Omega^{(\alpha)}\|^p_{S_p} = \sum_{k \geq 0} \alpha_k^{2p} \|\{\omega_{st} a_s b_t\}_{s, t \geq 0}\|^p_{S_p} = \sum_{k \geq 0} \alpha_k^{2p} \|\Omega_{kk}\|^p_{2\mathbb{M}_p}.
\]
This inequality holds for an arbitrary sequence \( \{\alpha_k\}_{k \geq 0} \) of nonnegative numbers whose \( \ell^2 \) norm is one. Hence,
\[
\sum_{k \geq 0} \|\Omega_{kk}\|_{\mathcal{M}_p}^p \leq \|\Omega\|_{\mathcal{M}_p}^p. \tag{\ref*{claim}}
\]

Interestingly, inequality \( \text{(3.4)} \) holds not only for block-diagonal matrices but also for block-triangular ones. To see this, we need the following fact.

**Theorem 3.3.** Suppose that \( \Omega = \{\omega_{st}\}_{s,t \geq 0} \) is a matrix which has a block-triangular structure \( \{\Omega_{kl}\}_{k,l \geq 0} \), i.e., \( \Omega_{kl} = 0 \) for \( l > k \). Then
\[
\sum_{k \geq 0} \|\Omega_{kk}\|_{\mathcal{S}_p}^p \leq \|\Omega\|_{\mathcal{S}_p}^p. \]

**Proof.** By adding if necessary zero rows or zero columns, we may assume without loss of generality that \( m_k = n_k \) for \( k \geq 0 \). Consider first the case \( m_k = n_k = k, \ k \geq 0 \). This means that the matrix \( \{\omega_{st}\}_{s,t \geq 0} \) is triangular, i.e., \( \omega_{st} = 0 \) for \( t > s \). We have to show that
\[
\sum_{s \geq 0} |\omega_{ss}|^p \leq \|\Omega\|_{\mathcal{S}_p}^p.
\]

Put \( \Omega^{(n)} \) def \( \{\omega_{st}\}_{0 \leq s \leq n, 0 \leq t \leq n} \). Note that \( \{\omega_{ss}\}_{0 \leq s \leq n} \) is the sequence of eigenvalues of the matrix \( \Omega^{(n)} \). Then (see [GK], Ch. 2, §3.3)
\[
\sum_{s=0}^{n} |\omega_{ss}|^p \leq \|\Omega^{(n)}\|_{\mathcal{S}_p}^p.
\]

It remains to make \( n \) tend to \( \infty \).

Suppose now that \( m_k \) is an arbitrary increasing sequence of integers in \( \mathbb{Z}_+ \) such that \( m_0 = 0 \) and \( n_k = m_k \) for \( k \in \mathbb{Z}_+ \). Let \( U_k \) and \( V_k \) be unitary matrices of size \((m_{k+1} - m_k) \times (m_{k+1} - m_k)\) such that the matrix \( U_k \Omega_{kk} V_k \) is diagonal. Let \( U \) and \( V \) be the block diagonal matrices with diagonal entries equal to \( U_k, k \geq 0, \) and \( V_k, k \geq 0 \), respectively. Since we have already proved the result for scalar triangular matrices, we obtain
\[
\sum_{k \geq 0} \|\Omega_{kk}\|_{\mathcal{S}_p}^p = \sum_{k \geq 0} \|U_k \Omega_{kk} V_k\|_{\mathcal{S}_p}^p \leq \|U \Omega V\|_{\mathcal{S}_p}^p = \|\Omega\|_{\mathcal{S}_p}^p. \tag{\ref*{claim}}
\]

**Corollary 3.4.** Under the hypotheses of Theorem 3.3 we have
\[
\sum_{k-l=n} \|\Omega_{kl}\|_{\mathcal{S}_p}^p \leq C(n, p) \|\Omega\|_{\mathcal{S}_p}^p,
\]

where \( C(n, p) \) is a constant that can depend only on \( n \) and \( p \).

**Proof.** The result follows from theorem 3.3 by induction on \( n \).
Theorem 3.5. Let \( 0 < p < 1 \) and let \( p_\# \) be defined by (3.1). Suppose that the block-matrix \( \{ \Omega_{kl} \}_{k,l \geq 0} \) is block-triangular, i.e., \( \Omega_{kl} = 0 \) for \( k < l \). Then
\[
\sum_{k \geq 0} \| \Omega_{kk} \|_{p_\#}^{p_\#} \leq \| \Omega \|_{p_\#}^{p_\#}
\]

Proof. Theorem 3.3 allows us to repeat word by word the second part of the proof of Theorem 3.2. ■

Corollary 3.6. Let \( 0 < p < 1 \). Then for any positive integer \( N \) we have
\[
\sum_{0 \leq l \leq k \leq l + N} \| \Omega_{kl} \|_{p_\#}^{p_\#} \leq C(N, p) \| \Omega \|_{p_\#}^{p_\#}
\]
for some \( C(N, p) \) depending only on \( N \) and \( p \).

Proof. The result follows easily by induction on \( N \). ■

We obtain one more useful result on the Schur multiplier norms of sums of matrices.

Recall that for \( p \in (0, 1) \), the number \( p_\# \) is defined by (3.1).

Theorem 3.7. Let \( 0 < p \leq 1 \) and let \( \{ n_l \}_{l \geq 0} \) be an increasing sequence in \( \mathbb{Z}_+ \) with \( n_0 = 0 \). For a matrix \( A = \{ a_{jk} \}_{j,k \geq 0} \) consider matrices \( A_l = \{ a^{(l)}_{jk} \}_{j,k \geq 0} \), \( l \geq 1 \), defined by
\[
a^{(l)}_{jk} = \begin{cases} a_{jk}, & n_{l-1} \leq j < n_l, \\ 0, & \text{otherwise}. \end{cases}
\]

Then
\[
\| A \|_{p_\#} \leq \left( \sum_{l \geq 1} \| A_l \|_{p_\#}^{p_\#} \right)^{1/p_\#}.
\]

Proof. Consider sequences \( x = \{ x_j \}_{j \geq 0} \) and \( y = \{ y_k \}_{k \geq 0} \) in \( \ell^2 \) of norm one. We have to estimate \( \| \{ a_{jk} x_j y_k \}_{j,k \geq 0} \|_{s_p} \). Clearly,
\[
\| \{ a_{jk} x_j y_k \}_{j,k \geq 0} \|_{s_p} \leq \sum_{l \geq 1} \left\| \{ a^{(l)}_{jk} x_j y_k \}_{j,k \geq 0} \right\|_{s_p}^p.
\]

Denote by \( y^{(l)} = \{ y^{(l)}_k \}_{k \geq 0} \), \( l \geq 1 \), the finitely supported sequence in \( \ell^2 \) defined by
\[
y^{(l)}_k = \begin{cases} y_k, & n_{l-1} \leq t < n_l, \\ 0, & \text{otherwise}. \end{cases}
\]

Clearly,
\[
\left\| \{ a^{(l)}_{jk} x_j y_k \}_{j,k \geq 0} \right\|_{s_p} \leq \left\| \{ a^{(l)}_{jk} \}_{j,k \geq 0} \right\|_{p_\#} \left\| \{ y^{(l)} \}_{l \geq 0} \right\|_{\ell^2}.
\]
Using Hölder's inequality with exponents $2/(2 - p)$ and $2/p$, we obtain

$$
\left\| \{a_{jk}x_j y_k\}_{j,k \geq 0} \right\|_{\mathcal{S}_p}^p \leq \left( \sum_{l \geq 1} \left\| \{a_{jk}^{(l)}\}_{j,k \geq 0} \right\|_{\mathcal{M}_p}^{p} \right)^{1-p/2} \left( \sum_{l \geq 1} \left\| y_l \right\|_{\ell^2}^2 \right)^{p/2}
$$

which proves the result. ■

We complete this section by a description of the closure in $\mathcal{M}_p$ of the set of matrices with finitely many nonzero entries. We consider the following sets:

$$
c_{00}(\mathbb{Z}_+^2) \overset{\text{def}}{=} \{a_{st}\}_{s,t \geq 0} : a_{st} = 0 \text{ except for finitely many pairs } (s,t)\}
$$

and

$$
c_0(\mathbb{Z}_+^2) \overset{\text{def}}{=} \{a_{st}\}_{s,t \geq 0} : \lim_{s+t \to \infty} a_{st} = 0 \}.
$$

We also denote by $\mathcal{M}_p^0$ the closure of $c_{00}(\mathbb{Z}_+^2)$ in the space $\mathcal{M}_p$. Clearly, $\mathcal{M}_p^0 \subset \mathcal{M}_p \cap c_0(\mathbb{Z}_+^2)$. It is obvious that $\mathcal{M}_2^0 = c_0(\mathbb{Z}_+^2)$. With any matrix $A = \{a_{st}\}_{s,t \geq 0}$ and positive integers $m$ and $n$ we associate the matrices $A^{m,n} = \{a_{st}^{m,n}\}_{s,t \geq 0}$ defined by

$$
a_{st}^{m,n} = \begin{cases} 0, & \text{otherwise}, \\
 a_{st}, & s \geq m, t \geq n,
\end{cases}
$$

For $A \in \mathcal{M}_p$ it is easy to see that $A \in \mathcal{M}_p^0$ if and only if $\lim_{m+n \to +\infty} A^{m,n} = 0$ (in the space $\mathcal{M}_p$) (in fact it can easily be shown that if

$$
\lim_{n \to +\infty} A^{0,n} = 0, \quad \lim_{n \to +\infty} A^{n,0} = 0 \quad \text{and} \quad \lim_{n \to +\infty} A^{n,n} = 0
$$

in the space $\mathcal{M}_p$, then $A \in \mathcal{M}_p^0$).

It is clear now that if $\Gamma_\psi \in \mathcal{M}_p^0$ for an analytic function $\psi$, then

$$
\lim_{n \to +\infty} \|\Gamma(S^n)\psi\|_{\mathcal{M}_p} = 0,
$$

where $S^*$ is backward shift, $(S^* f)(z) = (f - f(0))/z$.

Using the fact that the $\mathcal{M}_p$-norm is not equivalent to the $\ell^\infty$-norm for $p \neq 2$, we may construct a sequence of finite matrices $\{A_k\}_{k \geq 0}$ such that $\|A_k\|_{\mathcal{M}_p} = 1$ for all $k \geq 0$ and $\lim_{k \to +\infty} \|A_k\|_{\ell^\infty} = 0$. (Naturally, for a matrix $A = \{a_{st}\}_{0 \leq s,t \leq j}$ by $\|A\|_{\ell^\infty}$ we mean

$$
\sup\{|a_{st}| : 0 \leq s, t \leq j\},
$$

If we consider now the block-diagonal matrix

$$\Omega = \begin{pmatrix} A_0 & 0 & 0 & \cdots \\ 0 & A_1 & 0 & \cdots \\ 0 & 0 & A_2 & \cdots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix},$$

then it is easy to see that $\Omega \notin \mathcal{M}_p^0$ and $\Omega \in \mathcal{M}_p \cap c_0(\mathbb{Z}_+^2)$ if $p \geq 1$. Consequently, $\mathcal{M}_p^0 \neq \mathcal{M}_p \cap c_0(\mathbb{Z}_+^2)$ for $p \in [1,2) \cup (2, +\infty)$.

Surprisingly enough for $p < 1$ the situation is quite different.

**Theorem 3.8.** Let $0 < p < 1$. Then $\mathcal{M}_p^0 = \mathcal{M}_p \cap c_0(\mathbb{Z}_+^2)$.

As before, with a matrix $\Omega = \{\omega_{st}\}_{s,t \geq 0}$ and an increasing sequence $\{n_k\}_{k \geq 0}$ we associate the block-matrix $\Omega_{kl}^{kl}$ defined by (3.3).

**Proof.** Let $\Omega = \{\omega_{st}\}_{s,t \geq 0} \in c_0(\mathbb{Z}_+^2) \cap \mathcal{M}_p$. Suppose that $\Omega \notin \mathcal{M}_p^0$. We may assume that $\text{dist}(\Omega, \mathcal{M}_p^0) > 1$. Clearly, $\Omega - \Omega^{n,n} = (\Omega - \Omega^{n,0}) + (\Omega^{n,0} - \Omega^{n,n}) \in \mathcal{M}_p^0$. Hence, $\|\Omega^{n,n}\|_{\mathcal{M}_p} > 1$ for any $n \geq 0$. It follows that for each $m \in \mathbb{Z}_+$ there exists a positive integer $d$ such that

$$\|\{\omega_{st}\}_{m \leq s, t < m + d}\|_{\mathcal{M}_p} \geq 1.$$ 

We can construct now by induction an increasing sequence $\{n_k\}_{k \geq 0}$ such that $n_0 = 0$ and $\|\Omega_{kk}\|_{\mathcal{M}_p} > 1$ for all $k \in \mathbb{Z}_+$, and

$$\|\Omega^{0,n_{k+1}} - \Omega^{n_{k+1},n_{k+1}}\|_{\mathcal{M}_p} < 2^{-k}, \quad k \geq 1 \quad (3.5)$$

and

$$\|\Omega^{n_{k+1},0} - \Omega^{n_{k+1},n_{k+1}}\|_{\mathcal{M}_p} < 2^{-k}, \quad k \geq 1 \quad (3.6)$$

Consider now the matrix $\tilde{\Omega} = \{\tilde{\omega}_{st}\}_{s,t \geq 0}$ so that

$$\tilde{\omega}_{st} = \begin{cases} \omega_{st}, & n_k \leq s < n_{k+1}, \ n_k \leq t < n_{k+1}, \\
0, & \text{otherwise}. \end{cases}$$

It is easy to see that

$$\tilde{\Omega} = \Omega - \sum_{k \geq 1} (\Omega^{0,n_{k+1}} - \Omega^{n_{k+1},n_{k+1}}) - \sum_{k \geq 1} (\Omega^{n_{k+1},0} - \Omega^{n_{k+1},n_{k+1}})$$

and since by (3.5) and (3.6)

$$\sum_{k \geq 1} \|\Omega^{0,n_{k+1}} - \Omega^{n_{k+1},n_{k+1}}\|_{S_p}^p + \sum_{k \geq 1} \|\Omega^{n_{k+1},0} - \Omega^{n_{k+1},n_{k+1}}\|_{S_p}^p < \infty,$$

it follows that $\tilde{\Omega} \in \mathcal{M}_p$ which contradicts Theorem 3.2. \(\blacksquare\)
4. Hankel–Schur Multipliers

We study in this section Hankel–Schur multipliers of class $S_p$ for $0 < p < 1$. We obtain various sharp necessary conditions and sufficient conditions. Then we obtain a characterization of the Hankel–Schur multipliers of $S_p$ for Hankel matrices whose symbols have lacunary power series.

We start with the following lemma that has been proved in [Pel3]. We give the proof here for completeness.

**Lemma 4.1.** Let $\psi$ be an analytic polynomial of degree $m - 1$. Suppose that $0 < p \leq 1$. Then

$$
\|\Gamma_\psi\|_{S_p} \leq (2m)^{1/p-1} \|\psi\|_p.
$$

Note that (4.1) can be rewritten in the following form

$$
\|\Gamma_\psi\|_{S_p} \leq (2m)^{1/p_#} \|\psi\|_p,
$$

where throughout this section $p_#$ is always the number defined by (3.1). Naturally, if $p = 1$, we assume that $p_# = \infty$.

**Proof.** We have to prove that for any $B \in S_p$,

$$
\|\Gamma_\psi \ast B\|_{S_p} \leq (2m)^{1/p_#} \|\psi\|_p \|B\|_{S_p}. 
$$

(4.2)

In view of (1.1) it suffices to show that (4.2) holds for operators $B$ of rank one. Indeed, if $B$ is an arbitrary operator, then we can consider its Schmidt expansion and apply (1.1) to each term.

Let $Bx = (x, \alpha)\beta$, $x \in \ell^2$, where $\alpha = \{\alpha_n\}_{n \geq 0}$, $\beta = \{\beta_n\}_{n \geq 0}$. Let $\zeta_j = e^{2\pi ij/(2m)}$, $0 \leq j \leq 2m - 1$. Define $\ell^2$ vectors $f_j$ and $g_j$, $0 \leq j \leq 2m - 1$, by

$$
f_j(k) = \begin{cases} 
\overline{\psi(\zeta_j^k)\alpha_k}\zeta_j^k, & 0 \leq k < m, \\
0, & k \geq m;
\end{cases}
$$

$$
g_j(n) = \begin{cases} 
\beta_n\zeta_j^n, & 0 \leq n < m, \\
0, & n \geq m.
\end{cases}
$$

We define the rank one operators $B_j$, $0 \leq j \leq 2m - 1$, by

$$
B_jx = (x, f_j)g_j, \quad x \in \ell^2.
$$

Let us show that

$$
\Gamma_\psi \ast B = \frac{1}{2m} \sum_{j=0}^{2m-1} B_j. 
$$

(4.3)

Indeed, if $k \geq m$ or $n \geq m$, then $(B_j e_k, e_n) = ((\Gamma_\psi \ast B) e_k, e_n) = 0$. On the other hand, if $n < m$ and $k < m$, then

$$
(B_j e_k, e_n) = \psi(\zeta_j)\overline{\alpha_k}\beta_n\zeta_j^{n+k}
$$

and

$$
((\Gamma_\psi \ast B) e_k, e_n) = \overline{\alpha_k}\beta_n\psi(n+k).
$$
Identity (4.3) follows now from the equality
\[
\hat{\psi}(d) = \frac{1}{2m} \sum_{j=0}^{2m-1} \psi(\zeta_j) \bar{\zeta}_j^d, \quad 0 \leq d \leq 2m - 1,
\]
which is true for every polynomial \( \psi \) of degree at most \( 2m - 1 \).

We have
\[
\|B_j\|_{\mathbb{S}_p} \leq \|\alpha\|_{\ell^2} \|\beta\|_{\ell^2} \|\psi(\zeta_j)\| = |\psi(\zeta_j)| \cdot \|B\|_{\mathbb{S}_p}.
\]
It follows now from (4.2) that
\[
\|\Gamma \psi \star B\|_{\mathbb{S}_p}^p \leq \frac{1}{(2m)_p} \|B\|_{\mathbb{S}_p} \sum_{j=0}^{2m-1} |\psi(\zeta_j)|^p. \tag{4.4}
\]

For \( \tau \in \mathbb{T} \) we define the polynomial \( \psi_{\tau} \) by \( \psi_{\tau}(\zeta) = \psi(\tau \zeta) \). Let us show that
\[
\|\Gamma \psi_{\tau} \star B\|_{\mathbb{S}_p} = \|\Gamma \psi \star B\|_{\mathbb{S}_p}
\]
for all \( \tau \in \mathbb{T} \). Indeed, this follows from the obvious equality
\[
\Gamma \psi_{\tau} \star B = D_\tau (\Gamma \psi \star B) D_\tau,
\]
where \( D_\tau \) is the unitary operator on \( \ell^2 \) defined by \( D_\tau e_n = \tau^n e_n \) (here \( \{e_n\}_{n \geq 0} \) is the standard orthonormal basis of \( \ell^2 \)).

To complete the proof, we integrate inequality (4.4) in \( \tau \):
\[
\|\Gamma \psi \star B\|_{\mathbb{S}_p}^p = \int_\mathbb{T} \|\Gamma \psi_{\tau} \star B\|_{\mathbb{S}_p}^p \, dm(\tau) \leq \frac{1}{(2m)_p} \|B\|_{\mathbb{S}_p} \sum_{j=0}^{2m-1} \int_\mathbb{T} |\psi_{\tau}(\zeta_j)|^p \, dm(\tau)
\]
\[
= \frac{2^m}{(2m)_p} \|B\|_{\mathbb{S}_p} \|\psi\|_{\ell^p}^p = (2m)^{1-p} \|B\|_{\mathbb{S}_p}^p \|\psi\|_{\ell^p}^p
\]
(\( m \) stands for normalized Lebesgue measure on \( \mathbb{T} \)).

Remark. In the same way it can be proved that if \( \psi \) is a trigonometric polynomial of degree \( m - 1 \) and \( 0 < p < 1 \), then
\[
\|\Gamma \psi\|_{\mathfrak{M}_p} \leq (4m)^{1/p-1} \|\psi\|_{\ell^p} \tag{4.5}
\]
(see [Pel3]). In particular, if \( F \) is any \( C^\infty \) function on \( \mathbb{R} \) with compact support, then
\[
\|\Gamma F_{(m)}\|_{\mathfrak{M}_p} \leq C(p, F). \tag{4.6}
\]
Clearly, (4.6) follows from (4.3) and (2.2).

**Theorem 4.2.** Let \( A \in \mathfrak{M}_p^0 \). Then
\[
\lim_{m \to +\infty} A \ast \Gamma F_{(m)} = F(0) A \tag{4.7}
\]
in the space \( \mathfrak{M}_p \).

Proof. The result follows immediately from Theorem 3.8, inequality (4.6), and the obvious fact that (4.7) holds matrices \( A \) with finitely many nonzero entries.
Corollary 4.3. Let $A$ be a Hankel-Schur multiplier of $S_p$. Suppose that $A \in \mathfrak{M}_0$. Then there exists a sequence $\{A_m\}_{m \geq 1}$ in $c_0(\mathbb{Z}^2_+)$ such that $A_m$ is a Hankel matrix for every $m$ and $\lim_{m \to +\infty} A_m = A$ in the space $\mathfrak{M}_p$.

Proof. We can consider a $C^\infty$ function $F$ with compact support and such that $F(0) = 1$. Put now $A_m = A \star \Gamma_{F(m)}$. The result follows now from Theorem 4.2. ■

The following consequence of Lemma 4.1 has also been obtained in [Pel3]:

$$\|\Gamma \psi\|_{S_p} \leq 2^{1/p-1} m^{1/p} \| \psi \|_p$$

(4.8)

for any analytic polynomial $\psi$ of degree $m - 1$. Indeed, to prove (4.8), it is sufficient to write

$$\|\Gamma \psi\|_{S_p} = \|\Gamma \psi \star Q^{(m-1)}\|_{S_p} \leq \|Q^{(m-1)}\|_{S_p} m \|\psi\|_{S_p}$$

and apply Lemma 4.1. Recall that $Q^{(m-1)}$ is defined by (1.3).

We need the following consequence of the description of the Hankel operators of class $S_p$ stated in §2.

Theorem 4.4. Let $0 < p \leq 1$ and let $\psi$ be a polynomial such that

$$\hat{\psi}(j) = 0 \, \text{ unless } \, 2^{n-1} < j < 2^{n+1}.$$

Then

$$d_p 2^{n/p} \| \psi \|_p \leq \|\Gamma \psi\|_{S_p} \leq D_p 2^{n/p} \| \psi \|_p$$

(4.9)

for some constants $d_p$ and $D_p$ not depending on $n$.

Proof. The right inequality in (4.9) is an immediate consequence of (4.8). To prove the left inequality in (4.9), we apply the description of Hankel operators of class $S_p$ stated in §2. Clearly, under the hypotheses of the lemma, $\psi \star V_j = 0$ for $j < n - 1$ and for $j > n + 1$. It follows that

$$\|\Gamma \psi\|_{S_p}^p \geq \text{const} \, 2^n \left( \|\psi \star V_{n-1}\|_p^p + \|\psi \star V_n\|_p^p + \|\psi \star V_{n+1}\|_p^p\right)$$

$$\geq \text{const} \, 2^n \| \psi \star (V_{n-1} + V_n + V_{n+1}) \|_p^p$$

(the second inequality is an immediate consequence of the triangle inequality in $L^p$). Now it remains to observe that under the hypotheses of the theorem

$$\psi \star (V_{n-1} + V_n + V_{n+1}) = \psi.$$  ■

Remark. It is easy to see that Theorem 4.4 can also be stated as follows. If $\psi$ is a polynomial such that

$$\hat{\psi}(j) = 0 \, \text{ unless } \, N \leq j \leq 2N.$$

Then

$$c_p N^{1/p} \| \psi \|_p \leq \|\Gamma \psi\|_{S_p} \leq C_p N^{1/p} \| \psi \|_p$$

for some constants $c_p$ and $C_p$ not depending on $N$. 14
Let us now obtain lower estimates for $\|\Gamma_\psi\|_{\mathcal{M}_p}$. Consider an infinitely differentiable function $r$ whose support is contained in $[1/2, 2]$. We define the polynomials $R_n$ by

$$R_n(z) = \sum_{k \geq 0} r\left(\frac{k}{2^n}\right) z^k. \quad (4.10)$$

**Theorem 4.5.** Let $0 < p \leq 1$ and let $r$ be an infinitely differentiable function such that $\text{supp } r \subset [1/2, 2]$. Then

$$\|\Gamma_\psi\|_{\mathcal{M}_p} \geq \text{const } 2^{n(1/p - 1)} \|\psi \ast R_n\|_p = \text{const } 2^{n/p} \|\psi \ast R_n\|_p,$$

where the $R_n$ are defined by (4.10).

Note that the constants here and thereafter do not depend on $n$.

In particular, if we apply Theorem 4.5 to the polynomials $V_n$ defined in §2, we obtain

$$\|\Gamma_\psi\|_{\mathcal{M}_p} \geq \text{const } 2^{n/p} \|\psi \ast V_n\|_p. \quad (4.11)$$

**Proof.** We have

$$\|\Gamma_\psi\|_{\mathcal{M}_p} \geq \frac{\|\Gamma_\psi \ast \Gamma R_n\|_{s_p}}{\|\Gamma_{R_n}\|_{s_p}} = \frac{\|\Gamma_{\psi \ast R_n}\|_{s_p}}{\|\Gamma_{R_n}\|_{s_p}}.$$

By Theorem 4.4,

$$\frac{\|\Gamma_{\psi \ast R_n}\|_{s_p}}{\|\Gamma_{R_n}\|_{s_p}} \geq \text{const } \frac{\|\psi \ast R_n\|_p}{\|R_n\|_p}.$$

Finally, by (2.2),

$$\frac{\|\psi \ast R_n\|_p}{\|R_n\|_p} \geq \text{const } 2^{n(1/p - 1)} \|\psi \ast R_n\|_p = \text{const } 2^{n/p} \|\psi \ast R_n\|_p,$$

which completes the proof. ■

Now we obtain a sharp estimate for the multiplier norm $\|\Gamma_\psi\|_{\mathcal{M}_p}$ for $\psi$ satisfying the hypotheses of Theorem 4.4.

**Theorem 4.6.** Let $0 < p \leq 1$. Suppose that $\psi$ satisfies the hypotheses of Theorem 4.4. Then

$$\text{const } 2^{n/p} \|\psi\|_p \leq \|\Gamma_\psi\|_{\mathcal{M}_p} \leq \text{const } 2^{n/p} \|\psi\|_p. \quad (4.12)$$

**Proof.** The right inequality in (4.12) follows from Lemma 4.1. The left one follows easily from Theorem 4.5 but we give here a more elementary argument. Consider the matrix $Q \overset{\text{def}}{=} Q^{(2n+1)}$ defined in (1.5). Clearly, rank $Q = 1$ and $\|Q\|_{s_p} = 2^{n+1}$. On the other hand it is obvious that $\Gamma_\psi \ast Q = \Gamma_\psi$, and so

$$\|\Gamma_\psi\|_{\mathcal{M}_p} \geq \frac{\|\Gamma_\psi\|_{s_p}}{\|\Gamma Q\|_{s_p}} = 2^{-n-1} \|\Gamma_\psi\|_{s_p} \geq \text{const } 2^{-n}2^{n/p} \|\psi\|_p.$$
Remark. As in the case of $S_p$ norms it is easy to see that Theorem 4.6 can also be stated as follows. If $\psi$ is a polynomial such that
\[ \hat{\psi}(j) = 0 \quad \text{unless} \quad N \leq j \leq 2N, \]
then
\[ c_p N^{1/p#} \|\psi\|_p \leq \|\Gamma\psi\|_{M_p} \leq C_p N^{1/p#} \|\psi\|_p \]
for some constants $c_p$ and $C_p$ not depending on $N$.

Recall that for any analytic function $\psi$ in $D$ we have an expansion
\[ \psi = \sum_{n \geq 0} \psi \ast V_n. \quad (4.13) \]

Theorem 4.6 gives a sharp estimate for the norm of $\Gamma\psi \ast V_n$ in $M_p$. Roughly speaking, Theorem 4.6 resolves the problem of describing the Hankel–Schur multipliers “locally”. We can obtain now the following “global” upper and lower estimates.

**Theorem 4.7.** Let $0 < p \leq 1$ and let $\psi$ be a function analytic in $D$. Then
\[ \text{const} \cdot \sup_n 2^{n(1-p)} \|\psi \ast V_n\|_p^p \leq \|\Gamma\psi\|_{M_p}^p \leq \text{const} \sum_{n \in \mathbb{Z}_+} 2^{n(1-p)} \|\psi \ast V_n\|_p^p, \]
and so
\[ \left( B_p^{1/p#} \right)_+ \subset \{ \varphi : \Gamma\varphi \in M_p \} \subset \left( B_p^{1/p#} \right)_+. \quad (4.14) \]

**Proof.** The left inequality in (4.14) is an immediate consequence of Theorem 4.3, while the right one follows easily from (4.13), Lemma 4.1, and inequality (1.2). Finally, (4.13) follows immediately from (1.14) and the definitions of the Besov spaces given in §2. ■

Note however, that the above necessary condition and sufficient condition do not lead to a description of Hankel–Schur multipliers of $S_p$ whose symbols have lacunary Taylor series.

It follows from Theorem 4.7 that if $\{n_j\}_{j \geq 0}$ is an Hadamard lacunary sequence of positive integers, i.e.,
\[ \frac{n_{j+1}}{n_j} > \rho > 1 \quad \text{for some} \quad \rho \quad \text{and for} \quad j \geq 0, \quad (4.16) \]
and $\psi = \sum_{j \geq 0} \lambda_j z^{n_j}$, then
\[ \text{const} \sup_{j \geq 0} n_j^{1/p#} |\lambda_j| \leq \|\Gamma\psi\|_{M_p} \leq \text{const} \sum_{j \geq 0} n_j^{1/p#} |\lambda_j|. \quad (4.17) \]

In other words,
\[ \ell^p \subset \left\{ \left\{ n_j^{1/p#} |\lambda_j| \right\}_{j \geq 0} : \Gamma\psi \in M_p \right\} \subset \ell^\infty, \quad \psi = \sum_{j \geq 0} \lambda_j z^{n_j}. \]
We are going to show in this section that
\[ \left\{ \{n_j^{1/p} | \lambda_j| \}_{j \geq 0} : \Gamma \psi \in \mathcal{M}_p \right\} = \ell^{p#}, \quad \psi = \sum_{j \geq 0} \lambda_j z^n. \]

First we obtain other sufficient conditions and necessary conditions. In particular, we improve the sufficient condition given in Theorem 4.7.

The following sufficient condition will be deduced from Theorem 3.1.

**Theorem 4.8.** Let \(0 < p < 1\) and let \(p#\) be defined by (3.1). Suppose that \(\varphi \in B^{1/p#}_{p#}\). Then \(\Gamma \varphi \in \mathcal{M}_p\).

**Proof.** This is an immediate consequence of Theorem 3.1 and the description of the Hankel operators of class \(S^{p#}\) (see §2). □

Note that none of the sufficient conditions given by Theorems 4.7 and 4.8 implies the other one.

We are going to obtain other sufficient condition later in this section. Meanwhile we obtain a necessary condition for \(\Gamma \psi\) to be in \(\mathcal{M}_p\) for a class of functions \(\psi\) whose Taylor series have certain intervals of zeros.

**Theorem 4.9.** Suppose that \(0 < p < 1\) and \(p#\) is defined by (3.1). Let \(\{\xi_k\}_{k \geq 0}\) and \(\{\eta_k\}_{k \geq 0}\) be sequences of positive integers such that
\[ \xi_k < \eta_k < \xi_{k+1}, \quad \frac{\xi_{k+1}}{\eta_k} > d, \quad \text{and} \quad \frac{\eta_k}{\xi_k} < D \]
for some \(d > 1\) and \(D > 1\). Let \(\psi\) be a function analytic in \(\mathbb{D}\) such that \(\hat{\psi}(j) = 0\) for \(j \not\in \bigcup_{k=0}^{\infty} [\xi_k, \eta_k]\). If \(\Gamma \psi \in \mathcal{M}_p\), then \(\psi \in B^{1/p#}_{p#}\) and
\[ \|\psi\|_{B^{1/p#}_{p#}} \leq C(p, d, D) \|\Gamma \psi\|_{\mathcal{M}_p}, \]
where \(C(p, d, D)\) can depend only on \(p, d,\) and \(D\).

We need the following lemma.

**Lemma 4.10.** Let \(m \geq 1\) and \(N \geq 0\) be integers and let \(0 < p < 1\). Suppose that \(f\) is a polynomial such that \(\hat{f}(j) = 0\) whenever \(j < m\) or \(j > m + N\). Consider the matrix \(A = \{\hat{f}(k+l)\}_{0 \leq k < m+N, 0 \leq l < m}\). Then
\[ \|f\|_p \leq C \left( p, \frac{N}{m} \right) m^{-1/p#} \|A\|_{\mathcal{M}_p}, \]
where \(C(p, \frac{N}{m})\) depends only on \(p\) and \(\frac{N}{m}\).

**Proof of Lemma 4.10.** Consider the infinite Hankel matrix
\[ \Gamma_f = \{\hat{f}(k+l)\}_{k,l \in \mathbb{Z}} \]
and for $i \in \mathbb{Z}_+$ we define its submatrix $A_i = \{ \hat{f}(k+l)\}_{0 \leq k < m + N, \xi m \leq l < (i+1)m}$. Clearly, $A_0 = A$. It is easy to see that $\|A_i\|_{\overline{2p}} \leq \|A\|_{\overline{2p}}$. Indeed, it is easy to see that $A_i$ can be obtained from $A$ by deleting upper rows and adding zero rows. By (1.3),

$$\|\Gamma_f\|_{\overline{2p}} \leq \left( \sum_{i \geq 0} \|A_i\|_{\overline{2p}}^p \right)^{1/p} \leq \left( \left( \frac{N}{m} + 2 \right) \|A\|_{\overline{2p}}^p \right)^{1/p} \leq \left( \frac{N}{m} + 2 \right)^{1/p} \|A\|_{\overline{2p}},$$

(4.18)

since at most $\frac{N}{m} + 2$ terms in the above sum can be nonzero. We have

$$f = \sum_{\kappa \geq 0} f \ast V_{\kappa} = \sum_{\kappa: 2^{\kappa+1} > m} f \ast V_{\kappa}.$$

Consider the matrix $Q^{(m+N)}$ defined by (1.5). We obtain

$$\|\Gamma_f\|_{\overline{2p}} \geq \frac{\|\Gamma_f\|_{\overline{s_p}}}{\|Q^{(m+N)}\|_{s_p}} = \frac{\|\Gamma_f\|_{\overline{s_p}}}{m + N + 1}.$$

(4.19)

By the description of the Hankel matrices of class $S_p$ (see §2), we have

$$\|\Gamma_f\|_{\overline{s_p}} \geq C(p) \sum_{\kappa: 2^{\kappa+1} > m} 2^\kappa \|f \ast V_{\kappa}\|_{\overline{s_p}}^p \geq \frac{1}{2} C(p) m \sum_{\kappa: 2^{\kappa+1} > m} \|f \ast V_{\kappa}\|_{\overline{s_p}}^p \geq \frac{1}{2} C(p) m \|f\|_{\overline{p}},$$

where $C(p)$ is a constant that may depend only on $p$, and so by (4.19),

$$\|\Gamma_f\|_{\overline{2p}} \geq \frac{1}{2} C(p) \frac{m^{1/p}}{m + N + 1} \|f\|_{\overline{p}}.$$

Hence,

$$\|f\|_{\overline{p}} \leq 2(C(p))^{-1} \frac{m + N + 1}{m^{1/p}} \|\Gamma_f\|_{\overline{2p}} = 2(C(p))^{-1} \left( m^{-1/p_#} + \frac{N + 1}{m} m^{-1/p_#} \right) \|\Gamma_f\|_{\overline{2p}}.$$

The result follows now from (4.18). ■

Proof of Theorem 4.9. Without loss of generality we may assume that

$$\left( 1 - \frac{1}{d} \right) \xi_l > 2 \quad \text{and} \quad \frac{(d - 1)^2}{d} \xi_l > 2 \quad \text{for any} \quad l \in \mathbb{Z}_+.$$
Put \( m_l = \eta_{l-1} \) for \( l \geq 1 \), \( m_0 := 0 \), \( m_l^\triangledown = \left\lfloor \frac{1}{2} \left( 1 + \frac{1}{d} \right) \xi_l \right\rfloor \), where \( \lfloor x \rfloor \) denote the largest integer not exceeding \( x \). By the above assumptions, \( m_l^\triangledown > m_l \).

Consider the matrix \( \Omega = \{\omega_{st}\}_{s,t \geq 0} \) defined by
\[
\omega_{st} = \begin{cases} 
\hat{\psi}(s+t), & m_l \leq t < m_l^\triangledown, \\
0, & \text{otherwise.}
\end{cases}
\]
Clearly, \( \|\Omega\|_{\mathfrak{m}_p} \leq \|\Gamma_\psi\|_{\mathfrak{m}_p} \).

Put \( n_k := \xi_k - m_k^\triangledown \) for \( k \geq 1 \) and \( n_0 = 0 \). Let us show that \( n_k < n_{k+1} \). Indeed,
\[
n_k \leq \frac{\xi_k}{2} \left( 1 - \frac{1}{d} \right) + 1 < \frac{\xi_k}{2} \left( 1 - \frac{1}{d} \right) d \leq \frac{\xi_{k+1}}{2} \left( 1 - \frac{1}{d} \right) \leq n_{k+1},
\]
since \( \frac{(d-1)^2}{2d} \xi_k > 1 \) and by the hypotheses of the theorem, \( d\xi_k \leq \xi_{k+1} \).

We associate with the matrix \( \Omega \) and the sequences \( \{m_l\}_{l \geq 0} \) and \( \{n_k\}_{k \geq 0} \) the block-matrix \( \{\Omega_{kl}\}_{k,l \geq 0} \), see (3.3). We are going to show that \( \Omega_{kl} = 0 \) for \( k < l \).

Indeed, suppose that \( k < l \). Consider an entry \( \omega_{st} \) of \( \Omega_{kl} \). If \( \omega_{st} \neq 0 \), then the inequality \( t < n_{k+1} \) implies \( t < m_l^\triangledown \). Then taking into account that \( n_{k+1} \leq n_l \), we obtain
\[
\eta_{l-1} = m_l \leq s + t < m_l^\triangledown + n_l \leq \xi_l,
\]
and so \( \lambda_{st} = \hat{\psi}(s+t) = 0 \).

Let us show that we can find a positive integer \( N \) such that \( n_{l+N} + m_l > \eta_l \) for all \( l \in \mathbb{Z}_+ \). Indeed, since
\[
m_{l+N} \geq \frac{1}{2} \left( 1 - \frac{1}{d} \right) \xi_{l+N} \quad \text{and} \quad \frac{\xi_{l+N}}{\eta_l} \geq d^N,
\]
it is sufficient to choose \( N \) so that
\[
\frac{1}{2}d^N \left( 1 - \frac{1}{d} \right) > 1.
\]

By Corollary 3.6,
\[
\sum_{0 \leq l \leq k \leq l+N} \|\Omega_{kl}\|_{\mathfrak{m}_p}^p \lesssim \|\Omega\|_{\mathfrak{m}_p}^p \leq \|\Gamma_\psi\|_{\mathfrak{m}_p} \quad \text{and} \quad \|\hat{\psi}\|_{\mathfrak{m}_p} \lesssim \|\Gamma_\psi\|_{\mathfrak{m}_p}.
\]

Given \( k,l \in \mathbb{Z}_+ \), we can associate with the matrix \( \Omega_{kl} \) the infinite matrix \( \hat{\Omega}_{kl} = \{\hat{\omega}_{st}\}_{s,t \geq 0} \) so that
\[
\hat{\omega}_{st} = \begin{cases} 
\hat{\psi}(s+t), & n_k \leq s < n_{k+1}, \ m_l \leq t < m_{l+1}, \\
0, & \text{otherwise.}
\end{cases}
\]

Consider the matrices
\[
\hat{\Omega}_l^\triangleleft \overset{\text{def}}{=} \left\{ \hat{\psi}(s+t) \right\}_{\xi_l - m_l^\triangledown \leq s < \eta_l - m_l, \ m_l \leq t < \eta_l^\triangledown}.
\]
It is easy to see that
\[ \| \Omega_l^\bullet \|_{2^{p_1}p} \leq \left\| \sum_{k=l}^{l+N} \tilde{\Omega}_{kl} \right\|_{2^{p_1}p}, \]
since \( n_{l+N} > \eta_l - m_l \). Moreover,
\[ \left\| \sum_{k=l}^{l+N} \tilde{\Omega}_{kl} \right\|^{p_2}_{2^{p_1}p} \leq C(p, N) \sum_{k=l}^{l+N} \left\| \tilde{\Omega}_{kl} \right\|^{p_2}_{2^{p_1}p}, \]
where \( C(p, N) \) is a constant that may depend only on \( p \) and \( N \).

Put
\[ f_l(z) = \sum_{j=\xi_l}^{n_l-1} \hat{\psi}(j) z^j. \]
By Lemma 4.10, we have
\[ \sum_{l \geq 0} \xi_l \| f_l \|^{p_2}_{p} \leq c(p, d, D) \sum_{l \geq 0} \| \Omega_l^\bullet \|^{p_2}_{2^{p_1}p}, \]
\[ \leq c(p, d, D) \sum_{l \geq 0} \sum_{k=l}^{l+N} \| \Omega_{kl} \|^{p_2}_{2^{p_1}p} \leq c(p, d, D) \| \Gamma \psi \|^{p_2}_{M_p}, \]
by (4.20), where \( c(p, d, D) \) can depend only on \( p, d, \) and \( D \). Note that the constant in the conclusion of Lemma 4.10 can be chosen independent of \( l \). Indeed, this follows from the inequality
\[ \frac{\eta_l - m_l}{m_l - m_l} \leq \text{const} \]
which in turn follows from the fact that \( m_l \eta_l - m_l \geq \frac{1}{3} \left( 1 - \frac{1}{3} \right) \xi_l \) for sufficiently large \( l \), and so \( \eta_l - m_l \leq D \xi_l. \)

To complete the proof, it is sufficient to use the definition of the Besov space \( B^{1/p_2}_{p/p_2} \) given in §2.

**Remark.** Note however that for an arbitrary analytic function \( \psi \) the condition \( \Gamma \psi \in M_p \) does not imply that \( \psi \in B^{1/p_2}_{p/p_2} \). Indeed, let \( \psi = \sum_{j \geq 0} z^j. \) Clearly, \( \Gamma \psi \ast A = A \) for any matrix \( A, \) and so \( \Gamma \psi \in M_p \) for any \( p > 0. \) On the other hand \( \psi \ast V_n = V_n \) for any \( n \geq 0. \) By (2.2),
\[ c 2^{-n/p_2} \leq \| V_n \|_p \leq C 2^{-n/p_2} \| V_n \|_p, \quad n \geq 0 \]
for positive constants \( c \) and \( C. \) Thus
\[ \sum_{n \geq 0} 2^n \| \psi \ast V_n \|^{p_2}_{p} = \infty, \]
and so \( \psi \notin \dot{B}^{1/p\#}_{p\#} \) (see the definition of Besov spaces given in §2). In fact among the Besov classes \( \dot{B}^{1/p\#}_{p\#}, 0 < r \leq \infty \), the function \( \psi \) belongs only to \( \dot{B}^{1/p\#}_{p\#} \).

**Corollary 4.11.** Under the hypotheses of Theorem 4.9 the condition \( \Gamma_\psi \in \mathcal{M}_p \) implies that \( \Gamma_\psi \in \mathcal{M}_p^0 \).

**Proof.** In view of Theorem 3.8 it suffices to prove that \( \lim_{j \to +\infty} \hat{\psi}(j) = 0 \) for any \( \psi \in \dot{B}^{1/p\#}_{p\#} \).

Let us first show that if \( \psi \in \left( B^{1/p\#}_{p\#} \right)_+ \), then \( \{\hat{\psi}(j)\}_{j \in \mathbb{Z}_+} \in \ell^\infty \). Suppose that \( F \) is a \( C^\infty \) function on \( \mathbb{R} \) such that \( \text{supp} F = [-1/2, 1/2] \) and \( F(0) = 1 \). It follows easily from the definition of Besov spaces given in §2 that

\[
\|\psi \ast (z^n F(n))\|_{H^p} \leq \text{const} \cdot n^{p-1},
\]

where \( F(n) \) is defined by (2.2). Clearly, the \( n \)th Fourier coefficient of \( \psi \ast (z^n F(n)) \) is \( \hat{\psi}(n) \). It remains to observe that \( |\hat{f}(n)|^p \leq (n + 1)^1 - p \|f\|_{H^p}^p \) for any \( n \geq 0 \), see [Pr], Ch. II, §11.

To complete the proof, we observe that \( \dot{B}^{1/p\#}_{p\#} \subset \dot{B}^{1/p\#}_{p\#} \) and the polynomials are dense in \( \dot{B}^{1/p\#}_{p\#} \) (see the definition of Besov classes given in §2).

Note also that to make the conclusion that the condition \( \Gamma_\psi \in \mathcal{M}_p \) implies that \( \psi \in \dot{B}^{1/p\#}_{p\#} \), it is not necessary that \( \psi \) has many large intervals on which \( \hat{\psi} \) is zero. Indeed, the following result can easily be deduced from Theorem 4.9.

**Corollary 4.12.** Let \( Q > 1 \) and \( a < b < aQ \). Suppose that a function \( \psi \) satisfies the conditions

\[
\hat{\psi}(j) = 0, \quad \text{if } \ j \ \text{ is even and } \ j \in \bigcup_{k=0}^{\infty} [aQ^k, bQ^k]
\]

and

\[
\hat{\psi}(j) = 0, \quad \text{if } \ j \ \text{ is odd and } \ j \in \bigcup_{k=0}^{\infty} [bQ^k, aQ^{k+1}].
\]

Then \( \psi \in \dot{B}^{1/p\#}_{p\#} \) and \( \|\psi\|_{\dot{B}^{1/p\#}_{p\#}} \leq C(p)\|\Gamma_\psi\|_{\mathcal{M}_p} \), where \( C(p) \) may depend only on \( p \).

**Proof.** Clearly,

\[
\|\Gamma_{\psi(-z)}\|_{\mathcal{M}_p} = \|\Gamma_\psi\|_{\mathcal{M}_p}.
\]

Put \( f(z) = (\psi(z) + \psi(-z))/2 \) and \( g = \psi - f \). Obviously, \( \|\Gamma_f\|_{\mathcal{M}_p} \leq \text{const} \|\Gamma_\psi\|_{\mathcal{M}_p} \) and \( \|\Gamma_g\|_{\mathcal{M}_p} \leq \text{const} \|\Gamma_\psi\|_{\mathcal{M}_p} \). It remains to observe that both \( f \) and \( g \) satisfy the hypotheses of Theorem 4.9. 

The following result shows that Theorem 4.9 admits a converse under a more restrictive condition on the sequences \( \{\xi_k\}_{k \geq 0} \) and \( \{\eta_k\}_{k \geq 0} \).
Theorem 4.13. Let $0 < p < 1$. Suppose that $\{\xi_k\}_{k \geq 0}$ and $\{\eta_k\}_{k \geq 0}$ are sequences of positive integers satisfying the condition
\[ \sum_{k \geq 1} \left( \frac{\eta_k - \xi_k + \eta_{k-1}}{\eta_k} \right)^{2/p} < \infty. \] (4.21)

Suppose that $\psi$ is a function analytic in $D$ and such that $\hat{\psi}(j) = 0$ for $j \notin \bigcup_{k=0}^{\infty} [\xi_k, \eta_k)$. If $\psi \in B_{p/p^\#}^{1/p^\#}$, then $\Gamma \psi \in M_p$.

Note that if we could prove that the conclusion of Theorem 4.13 holds for any sequences $\{\xi_k\}_{k \geq 0}$ and $\{\eta_k\}_{k \geq 0}$ satisfying the hypotheses of Theorem 4.9, it would follow from the definition of Besov classes given in §2 that the condition $\psi \in B_{p/p^\#}^{1/p^\#}$ is sufficient for $\Gamma \psi \in M_p$. For arbitrary $\psi$.

Proof of Theorem 4.13. It is easy to see that (4.21) implies that $3 \eta_{k-1} < \xi_k$ for sufficiently large $k$. We may assume that this is true for all $k \geq 1$. Put
\[ \psi_k = \sum_{j=\xi_k}^{\eta_k-1} \hat{\psi}(j) z^j. \]

We define the matrices $A_k = \{\alpha_{st}^{(k)}\}_{s,t \geq 0}$, $B_k = \{\beta_{st}^{(k)}\}_{s,t \geq 0}$, and $C_k = \{\gamma_{st}^{(k)}\}_{s,t \geq 0}$ as follows:
\[ \alpha_{st}^{(k)} = \begin{cases} \hat{\psi}(s+t), & \eta_{k-1} \leq s, t < \eta_k, \\ 0, & \text{otherwise}, \end{cases}, \]
\[ \beta_{st}^{(k)} = \begin{cases} \hat{\psi}(s+t), & 0 \leq s < \eta_{k-1}, \eta_{k-1} \leq t < \eta_k, \\ 0, & \text{otherwise}, \end{cases}, \]
\[ \gamma_{st}^{(k)} = \begin{cases} \hat{\psi}(s+t), & \eta_{k-1} \leq s < \eta_k, 0 \leq t < \eta_{k-1}, \\ 0, & \text{otherwise}, \end{cases}, \]
Put $A = \sum_{k \geq 0} A_k$, $B = \sum_{k \geq 1} B_k$, $C = \sum_{k \geq 1} C_k$. Clearly, $\Gamma \psi = A + B + C$ and
\[ \|\Gamma \psi\|_{M_p} \leq \|A\|_{M_p}^p + \|B\|_{M_p}^p + \|C\|_{M_p}^p. \]

By Theorem [3.2]
\[ \|A\|_{M_p}^p = \sum_{k \geq 0} \|A_k\|_{M_p}^p. \]

It follows from Lemma [4.1] that $\|A_k\|_{M_p} \leq \text{const} \eta_k^{1/p^\#} \|\psi_k\|_p$, and so
\[ \|A\|_{M_p}^p \leq \text{const} \sum_{k \geq 0} \eta_k \|\psi_k\|_p^p \leq \text{const} \|\psi\|_{B_{p/p^\#}}^{p^\#}. \]

(see the definition of Besov classes given in §2).
Again, by Lemma 4.1,
\[ \|B_k\|_{\mathcal{M}_p} = \|C_k\|_{\mathcal{M}_p} \leq \text{const}(\eta_k - \xi_k + \eta_{k-1})^{1/p}\|\psi_k\|_{L^p}. \]
Recall that \( p_s \) is defined by (3.2). Applying Theorem 3.7, we obtain
\[ \left\| \sum_{k \geq 1} B_k \right\|_{\mathcal{M}_p}^{p_s} = \left\| \sum_{k \geq 1} C_k \right\|_{\mathcal{M}_p}^{p_s} \leq \sum_{k \geq 1} \|B_k\|_{\mathcal{M}_p}^{p_s} \]
\[ \leq \sum_{k \geq 1} (\eta_k - \xi_k + \eta_{k-1})^{p_s/p} \|\psi_k\|_{L^p} \]
\[ \leq \left( \sum_{k \geq 1} \left( \frac{\eta_k - \xi_k + \eta_{k-1}}{\eta_k} \right)^{2/p} \right)^{1-p_s/p} \left( \sum_{k \geq 1} \|\psi_k\|_{L^p}^{p} \right)^{p_s/p} \]
\[ \leq \text{const} \left( \sum_{k \geq 1} \left( \frac{\eta_k - \xi_k + \eta_{k-1}}{\eta_k} \right)^{2/p} \right)^{1-p_s/p} \|\psi\|_{B_{r, r_p}}^{1/p}. \]
by Hölder’s inequality. ■

We obtain now one more sufficient condition which allows us to improve the sufficient condition in Theorem 4.7 as well as Theorem 4.8 in the case \( p \leq 2/3 \). Recall that \( p_s \) is defined by (3.2).

**Theorem 4.14.** Let \( 0 < p \leq 1 \) and \( p \leq r \leq \min\{1, p_s\} \). Suppose that \( \psi \in B_{r, r_p}^{1/p} \). Then \( \Gamma \psi \in \mathcal{M}_p \).

**Proof.** Consider the function \( v \) in the definition of the polynomials \( V_n \) involved in the definition of Besov spaces. We can represent \( v \) as \( v = v^{(1)} + v^{(2)} + v^{(3)} \), where the functions \( v^{(m)}, m = 1, 2, 3 \) are nonnegative infinitely differentiable and
\[ \text{supp } v^{(1)} \subset [1/2, 1], \quad \text{supp } v^{(2)} \subset [3/4, 3/2], \quad \text{supp } v^{(3)} \subset [1, 2]. \]
Put
\[ V_n^{(m)}(z) = \sum_{k \geq 1} v^{(m)} \left( \frac{k}{2^n} \right) z^k, \quad n \geq 1, \quad m = 1, 2, 3. \]
Then it can be seen from the definition of Besov spaces that the functions
\[ \psi^{(m)} = \sum_{k \geq 1} \psi \ast V_k^{(m)}, \quad m = 1, 2, 3, \]
belong to \( B_{r, r_p}^{1/p} \) and
\[ \psi = \psi \ast V_0 + \psi^{(1)} + \psi^{(2)} + \psi^{(3)}. \]
We prove that \( \Gamma \psi^{(2)} \in \mathcal{M}_p \). The facts that \( \Gamma \psi^{(1)} \in \mathcal{M}_p \) and \( \Gamma \psi^{(3)} \in \mathcal{M}_p \) can be proved in the same way.
Moreover, we split \( \psi^{(2)} \) in two functions
\[
\sum_{k \geq 1} \psi \ast V^{(2)}_{2k} \quad \text{and} \quad \sum_{k \geq 1} \psi \ast V^{(2)}_{2k-1}.
\]
We consider only the first function and it will be clear that for the second function the proof is the same.

In view of the said above we may suppose that \( \hat{\psi}(j) = 0 \) for \( j \notin \bigcup_{k=1}^{\infty} (4^k, 2 \cdot 4^k) \).

Put \( n_k = 2 \cdot 4^k \) for \( k \geq 1 \) and \( n_0 = 0 \). Put
\[
\psi_k = \sum_{j=4^k}^{2 \cdot 4^k} \hat{\psi}(j) z^j.
\]

The condition that \( \psi \in B^{1/p^\#}_{r^s r^t} \) means that
\[
\sum_{k \geq 1} 4^{-k r s/p^\#} \| \psi_k \|_{r^s} < \infty.
\]

We define the matrices \( A_k = \{ \alpha^{(k)}_{st} \}_{s,t \geq 0}, B_k = \{ \beta^{(k)}_{st} \}_{s,t \geq 0}, \) and \( C_k = \{ \gamma^{(k)}_{st} \}_{s,t \geq 0} \) as follows:
\[
\alpha^{(k)}_{st} = \begin{cases} 
\hat{\psi}(s+t), & n_{k-1} \leq s, t < n_k, \\
0, & \text{otherwise},
\end{cases} \quad k \geq 1,
\]
\[
\beta^{(k)}_{st} = \begin{cases} 
\hat{\psi}(s+t), & 0 \leq s < n_{k-1}, n_{k-1} \leq t < n_k, \\
0, & \text{otherwise},
\end{cases} \quad k \geq 1,
\]
\[
\gamma^{(k)}_{st} = \begin{cases} 
\hat{\psi}(s+t), & n_{k-1} \leq s < n_k, 0 \leq t < n_{k-1}, \\
0, & \text{otherwise},
\end{cases} \quad k \geq 1.
\]

Put \( A = \sum_{k \geq 1} A_k, B = \sum_{k \geq 1} B_k, C = \sum_{k \geq 1} C_k \). Clearly, \( \Gamma_{\psi} = A + B + C \) and
\[
\| \Gamma_{\psi} \|_{20p^p} \leq \| A \|_{20p^p} + \| B \|_{20p^p} + \| C \|_{20p^p}.
\]

By Theorem 3.2
\[
\| A \|_{20p^p} = \sum_{k \geq 1} \| A_k \|_{20p^p}.
\]

It follows from Lemma 4.1 that
\[
\| A_k \|_{20p} \leq \text{const} \ n_k^{-1/p^\#} \| \psi_k \|_{p} \leq \text{const} \ n_k^{-1/p^\#} \| \psi_k \|_{r},
\]

Put
\[
n_k = 2 \cdot 4^k.
\]

Moreover, we split \( \psi^{(2)} \) in two functions
\[
\sum_{k \geq 1} \psi \ast V^{(2)}_{2k} \quad \text{and} \quad \sum_{k \geq 1} \psi \ast V^{(2)}_{2k-1}.
\]

We consider only the first function and it will be clear that for the second function the proof is the same.

In view of the said above we may suppose that \( \hat{\psi}(j) = 0 \) for \( j \notin \bigcup_{k=1}^{\infty} (4^k, 2 \cdot 4^k) \).

Put \( n_k = 2 \cdot 4^k \) for \( k \geq 1 \) and \( n_0 = 0 \). Put
\[
\psi_k = \sum_{j=4^k}^{2 \cdot 4^k} \hat{\psi}(j) z^j.
\]

The condition that \( \psi \in B^{1/p^\#}_{r^s r^t} \) means that
\[
\sum_{k \geq 1} 4^{-k r s/p^\#} \| \psi_k \|_{r^s} < \infty.
\]

We define the matrices \( A_k = \{ \alpha^{(k)}_{st} \}_{s,t \geq 0}, B_k = \{ \beta^{(k)}_{st} \}_{s,t \geq 0}, \) and \( C_k = \{ \gamma^{(k)}_{st} \}_{s,t \geq 0} \) as follows:
\[
\alpha^{(k)}_{st} = \begin{cases} 
\hat{\psi}(s+t), & n_{k-1} \leq s, t < n_k, \\
0, & \text{otherwise},
\end{cases} \quad k \geq 1,
\]
\[
\beta^{(k)}_{st} = \begin{cases} 
\hat{\psi}(s+t), & 0 \leq s < n_{k-1}, n_{k-1} \leq t < n_k, \\
0, & \text{otherwise},
\end{cases} \quad k \geq 1,
\]
\[
\gamma^{(k)}_{st} = \begin{cases} 
\hat{\psi}(s+t), & n_{k-1} \leq s < n_k, 0 \leq t < n_{k-1}, \\
0, & \text{otherwise},
\end{cases} \quad k \geq 1.
\]

Put \( A = \sum_{k \geq 1} A_k, B = \sum_{k \geq 1} B_k, C = \sum_{k \geq 1} C_k \). Clearly, \( \Gamma_{\psi} = A + B + C \) and
\[
\| \Gamma_{\psi} \|_{20p^p} \leq \| A \|_{20p^p} + \| B \|_{20p^p} + \| C \|_{20p^p},
\]

By Theorem 3.2
\[
\| A \|_{20p^p} = \sum_{k \geq 1} \| A_k \|_{20p^p}.
\]

It follows from Lemma 4.1 that
\[
\| A_k \|_{20p} \leq \text{const} \ n_k^{-1/p^\#} \| \psi_k \|_{p} \leq \text{const} \ n_k^{-1/p^\#} \| \psi_k \|_{r},
\]
and so
\[
\|A\|_{20M_p}^{p#} \leq \text{const} \sum_{k \geq 1} n_k \|\psi_k\|_r^{p#} \\
\leq \text{const} \left( \sum_{k \geq 1} n_k^{r/p#} \|\psi_k\|_r^{r#} \right)^{p#/r#} \\
\leq \text{const} \|\psi\|_{B_{r/r#}^{1/p#}}^{p#}
\]
(see the definition of Besov classes given in §2) because \( \frac{r}{p#} \geq 1 \).

Clearly, \( \|B\|_{M_p} = \|C\|_{M_p} \). To estimate the norm of \( B \), we consider sequences \( x = \{x_s\}_{s \geq 0} \) and \( y = \{y_t\}_{t \geq 0} \) in \( \ell^2 \) of norm one.

Let \( B = \{\beta_{st}\}_{s,t \geq 0} \). We have to prove that
\[
\|\{\beta_{st} x_s y_t\}_{s,t \geq 0}\|_{S_p} \leq \text{const} \|\psi\|_{B_{r/r#}^{1/p#}}.
\]

We may assume that \( x_s \geq 0 \) for all \( s \geq 0 \). Denote by \( y^{(k)}_t = \{y_t^{(k)}\}_{t \geq 0} \), \( k \geq 1 \), the finitely supported sequence in \( \ell^2 \) defined by
\[
y_t^{(k)} = \begin{cases} y_t, & \eta_k - 1 \leq t < \eta_k, \\ 0, & \text{otherwise}. \end{cases}
\]

Put \( \delta = 2\left(\frac{1}{p} - \frac{1}{r}\right) \). Clearly, \( 0 \leq \delta \leq 1 \). Note that
\[
\sum_{s=0}^{N-1} x_s^{2-2\delta} \leq \left( \sum_{s=0}^{N-1} x_s^2 \right)^{1-\delta} N^\delta.
\]

Let us first estimate \( \|\{b_{st} x_s^{1-\delta} y_t\}_{s,t \geq 0}\|_{S_r} \). Clearly,
\[
\beta_{st} x_s^{1-\delta} y_t = \sum_{k \geq 1} \beta^{(k)}_{st} x_s^{1-\delta} y_t^{(k)}
\]
and
\[
\beta^{(k)}_{st} x_s^{1-\delta} y_t = \beta^{(k)}_{st} x_s^{1-\delta} y_t^{(k)}, \quad k \geq 1.
\]

We have
\[
\left\| \{\beta_{st} x_s^{1-\delta} y_t\}_{s,t \geq 0} \right\|_{S_r} = \sum_{k \geq 1} \left\| \{\beta^{(k)}_{st} x_s^{1-\delta} y_t^{(k)}\}_{s,t \geq 0} \right\|_{S_r}.
\]

It follows from Lemma 4.1 that
\[
\left\| \{\beta^{(k)}_{st} x_s^{1-\delta} y_t^{(k)}\}_{s,t \geq 0} \right\|_{S_r} \leq \text{const} n_k^{\delta/2} \left\| \{\beta^{(k)}_{st}\}_{s,t \geq 0} \right\|_{M_r} \|y^{(k)}\|_{\ell^2} \\
\leq \text{const} n_k^{1/p#} \|\psi_k\|_r \|y^{(k)}\|_{\ell^2}.
\]
Hence,
\[
\|\{\beta_{st}x_{s}^{1-\delta}y_t\}_{s,t\geq 0}\|_{S_p}^r \leq \text{const} \sum_{k\geq 1} r_k^{r/p^\#} \|\psi_k\|_{r^*} \|y^{(k)}\|_{\ell^2}^r
\]
\[= \text{const} \left( \sum_{k\geq 1} r_k^{r/p^\#} \|\psi_k\|_{r^*}^r \right)^{1-r/2} \leq \text{const} \|\psi\|_{B_{r/r^\#}^1}^{r/p^\#}.
\]

It remains to observe that \(\|\{\beta_{st}x_{s}^{1-\delta}y_t\}_{s,t\geq 0}\|_{S_p} \leq \|\{\beta_{st}x_{s}^{1-\delta}y_t\}_{s,t\geq 0}\|_{S_p}^r\).

**Corollary 4.15.** Let \(0 < p \leq 1\) and let \(\psi \in \left( B_{p,p^\#}^1 \right)_+\). Then \(\Gamma_\psi \in \mathcal{M}_p\).

**Proof.** The result immediately follows from Theorem 4.14 if we put \(r = p\).

Note that Corollary 4.15 improves the sufficient condition in Theorem 4.7.

**Corollary 4.16.** Let \(0 < p \leq 2/3\) and let \(\psi \in \left( B_{p,p^\#}^1 \right)_+ = \left( B_{p_0,p^\#}^1 \right)_+\). Then \(\Gamma_\psi \in \mathcal{M}_p\).

**Proof.** Put \(r = p_0\). Since \(p \leq 2/3\), \(r \leq 1\). Now the result follows immediately from Theorem 4.14.

Note that Corollary 4.16 improves Theorem 4.8 in the case \(p \leq 2/3\).

We obtain another sufficient condition for \(\Gamma_\psi\) to be a Schur multiplier of \(S_p\). It follows from results of Bożejko [Bo] that if \(\psi \in B_2^0\), then \(\Gamma_\psi \in \mathcal{M}_1\) (see also [Pis2] where a proof of Bożejko’s result is given). We use the method of [Pis2] to prove the following result.

**Theorem 4.17.** Let \(p \in (0,1]\) and let \(\psi \in B_{2/p^\#}^1\). Then \(\Gamma_\psi \in \mathcal{M}_p\).

**Proof.** The case \(p = 1\) is just the theorem of Bożejko. Consider the case \(p < 1\). Then \(p_0 < 2\). Let \(a_n \overset{\text{def}}{=} \hat{\psi}(n), n \in \mathbb{Z}_+\). We define the matrices \(\{\alpha_{jk}^+\}_{j,k\in \mathbb{Z}_+}\) and \(\{\alpha_{jk}^-\}_{j,k\in \mathbb{Z}_+}\) by

\[
\alpha_{jk}^+ = \begin{cases} a_{j+k}, & j \geq k, \\ 0, & \text{otherwise}, \end{cases}
\]

and

\[
\alpha_{jk}^- = \begin{cases} a_{j+k}, & j < k, \\ 0, & \text{otherwise}. \end{cases}
\]

Let us show that \(\{\alpha_{jk}^+\}_{j,k\in \mathbb{Z}_+} \in \mathcal{M}_p\). Consider sequences \(x = \{x_j\}_{j\geq 0}\) and \(y = \{y_k\}_{k\geq 0}\) in \(\ell^2\) of norm one. We have to estimate \(\|\{a_{jk}^+x_jy_k\}_{j,k\geq 0}\|_{S_p}\). As in the proof of Theorem 3.1 it is easy to show that

\[
\|\{a_{jk}^+x_jy_k\}_{j,k\geq 0}\|_{S_p} \leq \|\{a_{jk}^+x_j\}_{j,k\geq 0}\|_{S_{p_0}} \|y\|_{\ell^2} = \|\{a_{jk}^+x_j\}_{j,k\geq 0}\|_{S_{p_0}}.
\]
Thus it suffices to estimate \( \| \{ a_{jk}^+ x_j \} \|_{S_{p_\#}} \). We have

\[
\| \{ a_{jk}^+ x_j \} \|_{S_{p_\#}}^{p_\#} \leq \sum_{j=0}^{\infty} \left( \sum_{k=0}^{j} |a_{jk}|^2 \right)^{\frac{p_\#}{2}} = \sum_{j=0}^{\infty} |x_j|^{p_\#} \left( \sum_{k=0}^{j} |a_{jk}|^2 \right)^{\frac{p_\#}{2}} .
\] (4.22)

Let \( \lambda_n \equiv \left( \frac{2^j - 1}{2^j} \right)^{1/2} \), \( n \in \mathbb{Z}_+ \).

Clearly, \( \sum_{k=0}^{j} |a_{jk}|^2 \leq \lambda_n^2 + \lambda_{n+1}^2 \) if \( 2^n - 1 \leq j < 2^{n+1} - 1 \). Thus (4.22) implies

\[
\| \{ a_{jk}^+ x_j \} \|_{S_{p_\#}}^{p_\#} \leq \sum_{n=0}^{\infty} \left( \sum_{j=2^n}^{2^{n+1}-1} |x_j|^{p_\#} \right) (\lambda_n^{p_\#} + \lambda_{n+1}^{p_\#}) \leq \sum_{n=1}^{\infty} \left( \sum_{j=0}^{2^n-1} |x_j|^{p_\#} \right) (\lambda_{n-1}^{p_\#} + \lambda_n^{p_\#}) .
\] (4.23)

Since \( p < 1 \), we have by Hardy’s inequality,

\[
\sum_{n=1}^{\infty} \left( \frac{1}{n} \sum_{j=0}^{n-1} |x_j|^{p_\#} \right)^{2/p_\#} \leq C(p) \sum_{j=0}^{\infty} |x_j|^2 = C(p).
\]

Consequently,

\[
\sum_{n=0}^{\infty} \left( 2^{n-2p_\#/p_\#} \sum_{j=0}^{2^n-1} |x_j|^{p_\#} \right)^{2/p_\#} \leq C(p) \sum_{j=0}^{\infty} |x_j|^2 = C(p).
\]

It follows now from (4.23) and Hölder’s inequality that

\[
\| \{ a_{jk}^+ x_j \} \|_{S_{p_\#}}^{p_\#} \leq C(p) \left( \sum_{n=0}^{\infty} 2^n \lambda_n^{p_\#} \right)^{1-p_\#/2} \| \psi \|_{B_{p_\#}^{1/p_\#}}^{p_\#} .
\]

Hence, \( \{ \alpha_{jk}^+ \} \in \mathcal{M}_p \). In the same way one can prove that \( \{ \alpha_{jk}^- \} \in \mathcal{M}_p \).

This completes the proof. \( \blacksquare \)

Note that Theorem 4.17 improves Theorem 4.8 in the case \( p > 2/3 \).

We have obtained various sharp necessary conditions and sufficient for \( \Gamma \psi \) to be a Schur multiplier of \( S_p \). However, it remains unclear whether the condition \( \psi \in B_{p_\#}^{1/p_\#} \) itself is sufficient for \( \Gamma \psi \in \mathcal{M}_p \).

Let us obtain now one more condition under which \( \Gamma \psi \in \mathcal{M}_p^0 \) whenever \( \Gamma \psi \in \mathcal{M}_p \).
Lemma 4.18. Suppose that $0 < p < 1$ and $\psi$ is a function analytic in $\mathbb{D}$ such that $\Gamma_\psi \in \mathcal{M}_p$. Let $m$, $n$ be nonnegative integers such that $m \leq n$. Then
\[
|\hat{\psi}(n)| \leq \left( \frac{1}{m+1} \sum_{j=-m}^{m} \left( 1 - \frac{|j|}{m+1} \right) |\hat{\psi}(n+j)|^2 \right)^{\frac{1-p}{2-p}} \|\Gamma_\psi\|_{\mathcal{M}_p}^{\frac{n}{m}}.
\] (4.24)

Proof. It suffices to consider the case $m = n$ since $\|\Gamma_{(S^*)_{n-m}}\|_{\mathcal{M}_p} \leq \|\Gamma_\psi\|_{\mathcal{M}_p}$. Consider the matrix $Q^{(n)}$, see (1.5). Clearly,
\[
\|\Gamma_\psi \ast Q^{(n)}\|_{S_2} = \sum_{j=-n}^{n} (n+1-|j|)|\hat{\psi}(n+j)|^2.
\]
It is easy to see that
\[
\|\Gamma_\psi \ast Q^{(n)}\|_{S_1} \geq \left| \sum_{j=0}^{n} (\Gamma_\psi \ast Q^{(n)}e_j, e_{n-j}) \right| = (n+1)|\hat{\psi}(n)|.
\]
Consequently,
\[
(n+1)|\hat{\psi}(n)| \leq \|\Gamma_\psi \ast Q^{(n)}\|_{S_1} \leq \|\Gamma_\psi \ast Q^{(n)}\|_{S_2}^{\frac{2-2p}{2-p}} \|\Gamma_\psi \ast Q^{(n)}\|_{S_p}^{2p}
\]
\[
\leq \left( \sum_{j=-n}^{n} (n+1-|j|)|\hat{\psi}(n+j)|^2 \right)^{\frac{1-p}{2-p}} \left( (n+1)\|\Gamma_\psi\|_{\mathcal{M}_p} \right)^{\frac{2p}{2-p}}
\]
which implies (4.24). □

For a subset $\Lambda$ of $\mathbb{Z}_+$ we denote by $\rho(\Lambda)$ the density of $\Lambda$,
\[
\rho(\Lambda) \overset{\text{def}}{=} \limsup_{n \to \infty} \frac{\text{card}([0,n] \cap \Lambda)}{n+1}.
\]

Theorem 4.19. Suppose that $0 < p < 1$ and $\psi$ is a function analytic in $\mathbb{D}$ such that $\Gamma_\psi \in \mathcal{M}_p$. Let $\Lambda = \{k \in \mathbb{Z}_+ : \hat{\psi}(k) \neq 0\}$. Suppose that $\rho(\Lambda) = 0$. Then $\Gamma_\psi \in \mathcal{M}_p^0$.

Proof. It suffices to observe that Lemma 4.18 implies that $\lim_{j \to \infty} \hat{\psi}(j) = 0$ and apply Theorem 3.8. □

Remark. Note that for $p \geq 1$ the situation is quite different. Indeed, if $\psi(z) = \sum_{k \geq 0} z^{2^k}$, then $\Gamma_\psi \in \mathcal{M}_p \setminus \mathcal{M}_p^0$ for all $p \geq 1$ and $\rho(\Lambda) = 0$. Note also that for $\psi(z) = \sum_{k \geq 0} z^{kN}$ we have $\Gamma_\psi \in \mathcal{M}_p \setminus \mathcal{M}_p^0$ for all $p > 0$ and $\rho(\Lambda) = 1/N$.

We proceed now to a characterization of the Hankel–Schur multipliers $\Gamma_\psi$ of $S_p$, $0 < p < 1$, for Hadamard lacunary power series $\psi$. 

**Theorem 4.20.** Let $0 < p < 1$. Suppose that $\{n_j\}_{j \geq 0}$ is an increasing sequence of integers whose terms can be represented as a finite union of the terms of finitely many Hadamard lacunary sequences. Let $\psi$ is a power series of the form $\psi = \sum_{j \geq 0} \lambda_k z^{n_j}$. Then $\Gamma_\psi \in M_p$ if and only if
\[
\{ n_j^{1/p^\#} | \lambda_j | \}_{j \geq 0} \in l^{p^\#}.
\] (4.25)

Recall that we always assume that $p^\#$ is defined by (3.1).

**Proof.** Suppose that (4.25) holds. It follows easily from the definition of Besov spaces given in §2 that $\psi \in B_1^{1/p^\#}$. It follows now from Theorem 4.9 that $\Gamma_\psi \in M_p$.

The converse follows from Theorem 4.9 and the following lemma.

**Lemma 4.21.** Under the hypotheses of Theorem 4.20 there exist sequences $\{\xi_k\}_{k \geq 0}$ and $\{\eta_k\}_{k \geq 0}$ satisfying the hypotheses of Theorem 4.9 such that
\[
n_j \in \bigcup_{k \geq 0} [\xi_k, \eta_k).
\] (4.26)

Let us first complete the proof of Theorem 4.20. By Lemma 4.21 and Theorem 4.9, $\psi \in B_1^{1/p^\#}$. It is easy to see from the definition of Besov spaces given in §2 that for $\psi$ as in the hypotheses of Theorem 4.9 this is equivalent to (4.25). ■

**Proof of Lemma 4.21.** Without loss of generality we may assume that $n_0 > 0$. Suppose that the set $\{n_k\}, k \geq 0$, is the union of the terms of $N$ Hadamard lacunary sequences each of which satisfies (4.16) with the same number $\rho > 1$. Note that for any $j \geq 0$ at least one of the numbers
\[
n_{j+1}, \frac{n_{j+2}}{n_j}, \ldots, \frac{n_{j+N+1}}{n_{j+N}}
\]
is greater than $\rho^{1/N}$. Indeed, assume the contrary. Then there exist $\iota_1$ and $\iota_2$ such that
\[
1 \leq \iota_1 < \iota_2 \leq N + 1
\]
such that $n_{j+\iota_1}$ and $n_{j+\iota_2}$ are terms of the same sequence satisfying (4.16) which is impossible since $(\rho^{1/N})^N = \rho$.

Denote by $N$ the set of all $j \in \mathbb{Z}_+$ for which $\frac{n_{j+\iota+1}}{n_j} > \rho^{1/N}$. Clearly, $N$ is an infinite set. We can enumerate the elements of $N$ by the increasing sequence $\{\eta_k - 1\}_{k \geq 0}$. If $n_j \in N$ and $n_j = \eta_k - 1$, we define $\xi_k = n_{j+1}$. Finally, we put $\xi_0 = 1$. It is easy to see that
\[
\frac{\eta_k+1 - 1}{\eta_k - 1} > \rho^{1/N},
\]
whence
\[
\frac{\eta_k+1}{\eta_k} > \rho^{1/N} + \frac{1}{2}.
\]
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Clearly, the sequences \( \{\xi_k\}_{k \geq 0} \) and \( \{\eta_k\}_{k \geq 0} \) satisfy the hypotheses of Theorem 4.9 and \((4.26)\) holds.

We conclude this section with a result on “semi”-Hankel–Schur multipliers of class \( S_p, 0 < p \leq 1 \), whose symbols have Hadamard lacunary power series.

For a function \( \psi = \sum_{j \geq 0} \hat{\psi}(m)z^m \) we put \( \Gamma^-_\psi = \{\alpha_{jk}\}_{j,k \geq 0} \), where

\[
\alpha_{jk} = \begin{cases} 
\hat{\psi}(j+k), & j > k, \\
0, & j \leq k.
\end{cases}
\]

We also put

\[
\Gamma^+_\psi \overset{\text{def}}{=} \Gamma_\psi - \Gamma^-_\psi.
\]

**Theorem 4.22.** Let \( 0 < p \leq 1 \). Suppose that \( \psi = \sum_{j \geq 0} \hat{\psi}(n_l)z^{n_l} \), where \( \{n_l\}_{l \geq 0} \) is an increasing sequences of positive integers such that \( n_0 > 0 \) and \( n_{l+1} \geq 2n_l \), \( l \in \mathbb{Z}_+ \). Then

\[
\|\Gamma^-_\psi\|_{s_p} \leq \|\Gamma^-_\psi\|_{\ell^{p\#}}
\]

where \( p\# = p/(1 - p) \).

Here for a matrix \( B = \{\beta_{jk}\}_{j,k \geq 0} \) by \( \|B\|_{\ell^{p\#}} \) we mean \( \left( \sum_{j,k \geq 0} |\beta_{jk}|^{p\#} \right)^{1/p\#} \) for \( p\# < \infty \) and \( \sup_{j,k \geq 0} |\beta_{jk}| \) for \( p\# = \infty \). Note that \( \|\Gamma^-_\psi\|_{\ell^{p\#}} \) is equivalent to the norm of the sequence \( \{n_l^{1/p\#}\hat{\psi}(n_l)\}_{j \geq 0} \) in \( \ell^{p\#} \).

We need a well-known inequality for \( S_r \) norms of matrices. Let \( A = \{a_{jk}\}_{j,k \geq 0} \) be a matrix in \( S_r, 0 < r \leq 2 \). Then

\[
\|A\|_{S_r} \leq \|A\|_{\ell^r} = \left( \sum_{j,k \geq 0} |a_{jk}|^r \right)^{1/r}.
\]

Indeed, for \( 0 < r \leq 1 \) inequality \((4.27)\) is an immediate consequence of \((1.1)\), for \( r = 2 \) we have equality, and for \( 1 < r < 2 \) the result follows by interpolation.

**Proof of Theorem 4.22.** Consider a matrix \( A = \{a_{jk}\}_{j,k \geq 0} \) of rank one and assume that \( \|\{a_{j}\}_{j \geq 0}\|_{\ell^2} = \|\{b_k\}_{k \geq 0}\|_{\ell^2} = 1 \). Consider the matrix \( X = \{x_{jk}\}_{j,k \geq 0} \) such that

\[
x_{jk} = \begin{cases} 
a_{j}\lambda_l, & j + k = n_l \text{ for some } k < j, \\
0, & \text{otherwise},
\end{cases}
\]

where \( \lambda_l = \hat{\psi}(n_l) \).

It is easy to see that the matrix \( X \) is well-defined, since there can be at most one such a number \( k \). Indeed, if \( j + k_1 = n_{l_1} \) and \( j + k_2 = n_{l_2} \) and \( l_1 < l_2 \), then \( j > n_{l_2}^\frac{1}{2} \geq n_{l_1} \) and we get a contradiction.
Let \( Y \) be the diagonal matrix with diagonal sequence \( \{b_k\}_{k \geq 0} \). It is easy to see that
\[
\Gamma^{-} \star A = XY.
\]

Hence,
\[
\|\Gamma^{-}\|_{\mathcal{M}_p} \leq \|XY\|_{\mathcal{S}_p} \leq \|X\|_{\mathcal{S}_{p_0}} \|Y\|_{\mathcal{S}_p} = \|X\|_{\mathcal{S}_{p_0}}
\]
(recall that \( p_0 \) is defined by (3.2)).

Let us now estimate \( \|X\|_{\mathcal{S}_{p_0}} \). Consider the set \( Q \) of positive integers \( j \) for which there exists \( k < j \) such that \( k + j = n \) for some \( l \in \mathbb{Z}^+ \). For \( j \in Q \) we define \( l(j) \) so that \( l(j) < j \) and \( l(j) + j = n \). We have by (4.27)
\[
\|X\|_{\mathcal{S}_{p_0}} \leq \sum_{j \in Q} |a_j| p_0 \left| \lambda_{l(j)} \right| p_0
\]
\[
\leq \left( \sum_{j \geq 0} |a_j|^2 \right)^{\frac{1}{2} - \frac{2}{p}} \left( \sum_{l \geq 0} |\lambda_l| p_0^\# \left[ \frac{n_l + 1}{2} \right] \right)^{\frac{1}{2} - \frac{2}{p}} \leq \|\Gamma^{-}\|_{\ell_\#}^{p_0^\#}
\]
by Hölder’s inequality. Therefore \( \|\Gamma^{-}\|_{\mathcal{M}_p} \leq \|\Gamma^{-}\|_{\ell_\#} \). □

Note that if \( n_{l+1} > 2n_l, l \geq 0 \), then in a similar way one can prove that \( \|\Gamma^{-}\|_{\mathcal{M}_p} \leq \|\Gamma^{-}\|_{\ell_\#} \).

Theorem 4.22 straightforwardly implies a description of the Hankel–Schur multipliers of \( S_1 \) whose symbols have Hadamard lacunary Fourier series. This description is well known (see [Bo], [Pis2], and [LP]).

**Corollary 4.23.** If \( p = 1 \) and \( \{n_l\}_{l \geq 0} \) satisfies the hypotheses of Theorem 4.22, then \( \|\Gamma^{-}\|_{\mathcal{M}_1} = \|\Gamma^{-}\|_{\ell_\infty} \).

**Proof.** By Theorem 4.22, \( \|\Gamma^{-}\|_{\mathcal{M}_1} \leq \|\Gamma^{-}\|_{\ell_\infty} \). It remains to observe that obviously, \( \|\Gamma^{-}\|_{\mathcal{M}_1} \geq \|\Gamma^{-}\|_{\ell_\infty} \) for any function \( \psi \). □

**Corollary 4.24.** If \( \psi \) and \( \{n_l\}_{l \geq 0} \) is a sequence whose terms are the union of the terms finitely Hadamard lacunary sequences, then \( \Gamma^{-} \in \mathcal{M}_1 \) if and only if \( \{\hat{\psi}(n_l)\}_{l \geq 0} \in \ell_\infty \).

**Proof.** We have to prove that if \( \{\hat{\psi}(n_l)\}_{l \geq 0} \in \ell_\infty \), then \( \Gamma^{-} \in \mathcal{M}_1 \). The converse is obvious. Clearly, we can represents the terms of \( \{n_l\}_{l \geq 0} \) as the union of the terms of finitely many sequences each of which satisfies the hypotheses of Theorem 4.22. It is easy to see that it is sufficient to assume that the sequence \( \{n_l\}_{l \geq 0} \) itself satisfies the hypotheses of Theorem 4.22. By Theorem 4.22, it follows that \( \Gamma^{-} \in \mathcal{M}_1 \). Hence, \( \Gamma^{+} \in \mathcal{M}_1 \), and so \( \Gamma^{-} \in \mathcal{M}_1 \). □
5. Toeplitz–Schur multipliers

In this section we use the results of the previous section to obtain a description of the Toeplitz–Schur multipliers of $S_p$ for $0 < p < 1$. Since $\mathcal{M}_p \subset \mathcal{M}_1$, it follows from the description of the Schur Toeplitz multipliers of $S_1$ (see §2) that if a Toeplitz matrix $\{t_{j-k}\}_{j,k \geq 0}$ is a Schur multiplier of $S_p$ for $0 < p < 1$, then there exists a complex Borel measure $\mu$ on $\mathbb{T}$ such that $t_j = \hat{\mu}(j)$, $j \in \mathbb{Z}$.

Let us introduce a class of measures. Let $0 < p < 1$. The class $\mathcal{M}_p$ is by definition the space of discrete measures $\mu$ on $\mathbb{T}$ of the form

$$\mu = \sum_j \alpha_j \delta_{\tau_j}, \quad \alpha_j \in \mathbb{C}, \quad \tau_j \in \mathbb{T}, \quad \text{the } \tau_j \text{ are distinct},$$

$$\|\mu\|_{\mathcal{M}_p} \overset{\text{def}}{=} \left( \sum_j |\alpha_j|^p \right)^{1/p} < \infty.$$

The main result of this section is the following theorem.

**Theorem 5.1.** Let $0 < p < 1$. A Toeplitz matrix $\{t_{j-k}\}_{j,k \geq 0}$ is a Schur multiplier of $S_p$ if and only if there exists $\mu \in \mathcal{M}_p$ such that $t_j = \hat{\mu}(j)$, $j \in \mathbb{Z}$. Moreover, in this case

$$\|\{t_{j-k}\}_{j,k \geq 0}\|_{\mathcal{M}_p} = \|\mu\|_{\mathcal{M}_p}. \quad (5.1)$$

**Proof.** The fact that the condition $\mu \in \mathcal{M}_p$ implies that $\{\hat{\mu}(j-k)\}_{j,k \geq 0} \in \mathcal{M}_p$ is very simple. Indeed, consider first the case when $\mu = \delta_\tau$ for $\tau \in \mathbb{T}$. We have by (2.3), $\hat{\mu}(j-k) = \tau_j \tau^k$, and it is easy to see that $\|\{\hat{\mu}(j-k)\}_{j,k \geq 0}\|_{\mathcal{M}_p} = 1$. Now if $\mu$ is an arbitrary measure in $\mathcal{M}_p$ of the form $\mu = \sum_j \alpha_j \delta_{\tau_j}$, then it follows from (1.2) that

$$\|\{\hat{\mu}(j-k)\}_{j,k \geq 0}\|_{\mathcal{M}_p}^p \leq \sum_j |\alpha_j|^p \|\{\delta_{\tau_j}(j-k)\}_{j,k \geq 0}\|_{\mathcal{M}_p}^p = \sum_j |\alpha_j|^p < \infty. \quad (5.2)$$

To prove the converse, we have to work harder. First we consider the class of Laurent matrices. These are two-sided infinite matrices of the form $\{t_{j-k}\}_{j,k \in \mathbb{Z}}$.

We can consider two-sided Schur multipliers of class $S_p$ that can be defined in the same way as one-sided: $A = \{a_{jk}\}_{j,k \in \mathbb{Z}}$ is a Schur multiplier of $S_p$ if

$$A \ast B = \{a_{jk}b_{jk}\}_{j,k \in \mathbb{Z}}$$

is a matrix of an operator of class $S_p$ on the two-sided sequence space $\ell^2(\mathbb{Z})$ whenever $B = \{b_{jk}\}_{j,k \in \mathbb{Z}} \in S_p$.

**Lemma 5.2.** Let $\{t_j\}_{j \in \mathbb{Z}}$ be a two-sided sequence of complex numbers. Then $\{t_{j-k}\}_{j,k \geq 0}$ is a Schur multiplier of $S_p$ if and only if $\{t_{j-k}\}_{j,k \in \mathbb{Z}}$ is. Moreover,

$$\|\{t_{j-k}\}_{j,k \geq 0}\|_{\mathcal{M}_p} = \|\{t_{j-k}\}_{j,k \in \mathbb{Z}}\|_{\mathcal{M}_p}.$$
Proof. Suppose that the Laurent matrix \( \{t_{j-k}\}_{j,k \in \mathbb{Z}} \) is a Schur multiplier of \( S_p \). Consider a matrix \( B = \{b_{j,k}\}_{j,k \in \mathbb{Z}} \in S_p \) such that \( b_{j,k} = 0 \) whenever \( j < 0 \) or \( k < 0 \). It follows that the matrix \( \{t_{j-k}b_{j,k}\}_{j,k \geq 0} \) belongs to \( S_p \), and so the Toeplitz matrix \( \{t_{j-k}\}_{j,k \geq 0} \) is a Schur multiplier of \( S_p \) with \( \|\{t_{j-k}\}_{j,k \geq 0}\|_{\mathcal{M}_p} \leq \|\{t_{j-k}\}_{j,k \in \mathbb{Z}}\|_{\mathcal{M}_p} \).

Conversely, suppose that \( \{t_{j-k}\}_{j,k \geq 0} \) is a Schur multiplier of \( S_p \). Consider the matrices \( R_n = \{r_{(n)}_{j,k}\}_{j,k \in \mathbb{Z}} \), \( n \geq 0 \), defined by

\[
r_{(n)}_{j,k} = \begin{cases} t_{j-k}, & j \geq -n, k \geq -n, \\ 0, & \text{otherwise}. \end{cases}
\]

It is obvious that \( \|R_n\|_{\mathcal{M}_p} = \|\{t_{j-k}\}_{j,k \geq 0}\|_{\mathcal{M}_p} \) for any \( n \in \mathbb{Z}_+ \). It is also obvious that

\[
R_n \ast B \rightarrow \{t_{j-k}\}_{j,k \in \mathbb{Z}} \ast B \quad \text{for any} \quad B \in S_p,
\]

and so \( \{t_{j-k}\}_{j,k \in \mathbb{Z}} \in \mathcal{M}_p \) and \( \|\{t_{j-k}\}_{j,k \in \mathbb{Z}}\|_{\mathcal{M}_p} = \|\{t_{j-k}\}_{j,k \geq 0}\|_{\mathcal{M}_p} \). ■

Lemma 5.3. Let \( \{t_{j-k}\}_{j,k \geq 0} \) be a Schur multiplier of \( S_p \). Then for any \( m \in \mathbb{Z} \) the matrix \( \{t_{j-k-m}\}_{j,k \geq 0} \) is also a Schur multiplier of \( S_p \) and

\[
\|\{t_{j-k-m}\}_{j,k \geq 0}\|_{\mathcal{M}_p} = \|\{t_{j-k}\}_{j,k \geq 0}\|_{\mathcal{M}_p}.
\]

Proof. By Lemma 5.2, the Laurent matrix \( \{t_{j-k}\}_{j,k \in \mathbb{Z}} \) is a Schur multiplier of \( S_p \). This is obvious that this is equivalent to the fact that \( \{t_{j-k-m}\}_{j,k \in \mathbb{Z}} \) is a Schur multiplier of \( S_p \) and their \( \mathcal{M}_p \) quasi-norms are the same. Again by Lemma 5.2, this is equivalent to the fact that \( \{t_{j-k-m}\}_{j,k \geq 0} \in \mathcal{M}_p \). ■

Lemma 5.4. Let \( \{t_{j-k}\}_{j,k \geq 0} \) be a Schur multiplier of \( S_p \). Then the Hankel matrix \( \{t_{j+k}\}_{j,k \geq 0} \) is also a Schur multiplier of \( S_p \) and

\[
\|\{t_{j+k}\}_{j,k \geq 0}\|_{\mathcal{M}_p} \leq \|\{t_{j-k}\}_{j,k \geq 0}\|_{\mathcal{M}_p}.
\]

Proof. By Lemma 5.2 \( \{t_{j-k}\}_{j,k \in \mathbb{Z}} \in \mathcal{M}_p \). Then its submatrix \( \{t_{j-k}\}_{j \geq 0, k \leq 0} \) is also a Schur multiplier of \( S_p \) and

\[
\|\{t_{j-k}\}_{j \geq 0, k \leq 0}\|_{\mathcal{M}_p} \leq \|\{t_{j-k}\}_{j,k \geq 0}\|_{\mathcal{M}_p}.
\]

Clearly,

\[
\|\{t_{j+k}\}_{j,k \geq 0}\|_{\mathcal{M}_p} = \|\{t_{j-k}\}_{j \geq 0, k \leq 0}\|_{\mathcal{M}_p}
\]

which completes the proof. ■

Corollary 5.5. Let \( \{t_{j-k}\}_{j,k \geq 0} \) be a Schur multiplier of \( S_p \). Then for any \( m \in \mathbb{Z} \) the Hankel matrix \( \{t_{j+k-m}\}_{j,k \geq 0} \) is also a Schur multiplier of \( S_p \) and

\[
\sup_{m} \|\{t_{j+k-m}\}_{j,k \geq 0}\|_{\mathcal{M}_p} \leq \text{const}.
\]
Proof. The result follows immediately from Lemmas 5.3 and 5.4. □

Consider now an infinitely differentiable even function $\omega$ on $\mathbb{R}$ such that $0 \leq \omega(s) \leq 1$, $s \in \mathbb{R}$, $\omega(s) = 1$ for $s \in [-1, 1]$, and $\text{supp } \omega = [-2, 2]$. We define the trigonometric polynomials $\Omega_n$ by

$$\Omega_n(z) = \sum_{k \in \mathbb{Z}} \omega\left(\frac{k}{2n}\right) z^k, \quad n \geq 1. \quad (5.3)$$

Consider now a sequence $\{t_j\}_{j \in \mathbb{Z}}$ such that the Toeplitz matrix $\{t_j - k\}_{j,k \geq 0}$ is a Schur multiplier of $S_p$ for $0 < p \leq 1$. As we have observed above, there exists a complex Borel measure $\mu$ on $\mathbb{T}$ such that $t_j = \hat{\mu}(j)$, $j \in \mathbb{Z}$.

Corollary 5.6. Let $0 < p \leq 1$ and let $\mu$ be a complex Borel measure on $\mathbb{T}$ such that $\{\hat{\mu}_j - k\}_{j,k \geq 0}$ is a Schur multiplier of $S_p$. Then

$$\|\mu \ast \Omega_n\|_p \leq \text{const } 2^n(1 - 1/p), \quad n \geq 1. \quad (5.4)$$

Proof. By Theorem 4.5 and Lemma 5.4,

$$\|\mu \ast z^{2n+2} \Omega_n\| \leq \text{const } 2^n(1 - 1/p), \quad n \geq 1.$$

Inequality (5.4) follows now from Corollary 5.5. □

We are going to deduce from (5.4) the fact that $\|\mu \ast f\|_p \leq \text{const } \|f\|_p$ for any $f \in L^1$. (5.5)

To prove that $\mu \in M_p$, it remains to use Oberlin’s theorem [O] according to which (5.5) implies that $\mu \in M_p$. Note also that the proof of the fact that (5.4) implies that $\mu \in M_p$ is essentially contained in Theorem 2.3 of [A2], however we proceed in this paper via inequality (5.5) and Oberlin’s theorem [O].

We need two more lemmas. For a function $g$ on $\mathbb{R}$ and $\varepsilon > 0$ we put

$$\varphi_\varepsilon(x) \overset{\text{def}}{=} \frac{1}{\varepsilon} \varphi\left(\frac{x}{\varepsilon}\right), \quad x \in \mathbb{R}.$$

Lemma 5.7. Let $0 < p < 1$ and $\delta > 0$. Suppose that $\varphi$ is a real function in $L^1(\mathbb{R}) \cap L^p(\mathbb{R})$ and $\int \varphi(x) dx \neq 0$. Then for any function $f \in L^1(\mathbb{R}) \cap L^p(\mathbb{R})$ there exist $\alpha_j \in \mathbb{C}$, $\varepsilon_j \in (0, \delta)$, and $s_j \in \mathbb{R}$, $j \geq 1$, such that

$$f(x) = \sum_{j \geq 1} \alpha_j \varphi_{\varepsilon_j}(x - s_j), \quad \text{for any } \ f \in L^1(\mathbb{R}) \cap L^p(\mathbb{R}). \quad (5.6)$$

and

$$\sum_{j \geq 1} |\alpha_j| \varepsilon_j^{1-p} \leq C(p, \varphi) \|f\|_p^p \quad \text{and} \quad \sum_{j \geq 1} |\alpha_j| \leq C(\varphi) \|f\|_1. \quad (5.7)$$

Moreover, one can choose $\varepsilon_j$ of the form $\varepsilon_j = 2^{-n_j}$, $n_j \in \mathbb{Z}_+$. 34
Note that (5.7) implies that the series in (5.6) converges absolutely in $L^1$ and $L^p$. Note also that implicitly this lemma is contained in [AK].

**Proof.** It suffices to prove that there exists $\sigma \in (0, 1)$ such that for any $f \in L^1(\mathbb{R}) \cap L^p(\mathbb{R})$ there exist sequences $\alpha_j \in \mathbb{C}, 0 < \varepsilon_j < \delta$, and $s_j \in \mathbb{R}^d$ such that

$$\int_{\mathbb{R}} \left| f(x) - \sum_{j \geq 1} \alpha_j \varphi_{\varepsilon_j}(x - s_j) \right|^r dx \leq (1 - \sigma)\|f\|^r$$

and

$$\sum_{j \geq 1} |\alpha_j|^r \varepsilon_j^{1-r} \leq C(p, \varphi)\|f\|^r, \quad r = 1, p.$$ 

Clearly, it is sufficient to consider the case $f = \chi_I$, where $I$ is an interval in $\mathbb{R}$ ($\chi_I$ denotes the characteristic function of $I$). Moreover, using translations and dilations, we see that it is sufficient to prove that there exists a non-degenerate interval $I$ such that the above inequality holds for $f = \chi_I$. We may assume that $\int_{\mathbb{R}} \varphi(x) dx = 1$. It follows easily from the Lebesgue dominant convergence theorem that

$$\lim_{t \to 0^+} t^{-1} \int_{\mathbb{R}} (|1 - t\varphi(x)|^r - 1) dx = -r. \quad (5.8)$$

Let us show that

$$\|\chi_I - t\varphi\|^r \leq \|\chi_I\|^r, \quad r = 1, p, \quad (5.9)$$

if $I$ is sufficient large and $t$ is sufficient small. We have

$$\|\chi_I - t\varphi\|^r - \|\chi_I\|^r = \int_{\mathbb{R}} |\chi_I(x) - t\varphi(x)|^r dx - |I|$$

$$= \int_I (|1 - t\varphi(x)|^r - 1) dx + \int_{\mathbb{R}\setminus I} |t\varphi(x)|^r dx$$

$$= \int_I (|1 - t\varphi(x)|^r - 1) dx + \int_{\mathbb{R}\setminus I} (|t\varphi(x)|^r - |1 - t\varphi(x)|^r + 1) dx$$

where $|I|$ stands for the length of $I$. It follows now from (5.8) that if $t$ is small enough, then $\int_{\mathbb{R}} (|1 - t\varphi(x)|^r - 1) dx < 0$. Clearly, choosing $I$ sufficiently large we can make the modulus of $\int_{\mathbb{R}\setminus I} (|t\varphi(x)|^r - |1 - t\varphi(x)|^r + 1) dx$ as small as possible which proves (5.9).

It is clear from the proof that we can choose $\varepsilon_j$ to be of the form $\varepsilon_j = 2^{-n_j}$, $n_j \in \mathbb{Z}_+$. ■

In the following lemma we identify periodic functions on $[0, 1]$ with functions on $\mathbb{T}$ via the map $\xi(s) = e^{2\pi s i}, s \in [0, 1]$. Let now $\varphi$ be the inverse Fourier transform
of our function $\omega$ defined after the proof of Corollary 5.5, i.e.,

$$\omega(y) = \int_{\mathbb{R}} \varphi(x)e^{-2\pi ixy}dx, \quad y \in \mathbb{R}. $$

Clearly, $\varphi$ satisfies the hypotheses of Lemma 5.4. It is easy to see that

$$\Omega_n(x) = \sum_{j \in \mathbb{Z}} \varphi_{2^{-n}}(x + j), \quad x \in [0, 1]. \quad (5.10)$$

Indeed, if $\Omega_n$ is the periodic function defined by (5.10), then its Fourier coefficients are

$$\hat{\Omega}_n(k) = \sum_{j \in \mathbb{Z}} 2^n \int_0^1 \varphi(2^n x + 2^n j)e^{-2\pi ikx}dx = \int_{\mathbb{R}} \varphi(s)e^{-2\pi ik s}2^{-n}ds = \omega\left(\frac{k}{2^n}\right),$$

i.e., the trigonometric polynomials defined by (5.3) coincide with the functions defined by (5.10).

**Lemma 5.8.** Let $0 < p < 1$ and let $\varphi$ and the $\Omega_n$ be as above. Then any function $f$ on $\mathbb{R}$ with period 1 satisfying $f|_{[0,1]} \in L^p[0,1]$ admits a representation

$$f(x) = \sum_{j \geq 1} \alpha_j V_{n_j}(x - s_j) \quad (5.11)$$

with some $\alpha_j \in \mathbb{C}$, $n_j \in \mathbb{Z}_+$, and $s_j \in \mathbb{R}$ such that

$$\sum_{j \geq 1} |\alpha_j|^p 2^{n_j(p-1)} \leq C(p, \varphi)\|f\|_p^p \quad \text{and} \quad \sum_{j \geq 1} |\alpha_j| \leq C(\varphi)\|f\|_{L^1}. \quad (5.12)$$

As in Lemma 5.7 the inequalities in (5.12) imply that the series (5.11) converges absolutely in $L^1$ and $L^p$.

**Proof.** By Lemma 5.7, we can represent the function $f\chi_{[0,1]}$ in the form

$$f\chi_{[0,1]} = \sum_{j \geq 1} \alpha_j \varphi_{2^{-n_j}}(x - s_j).$$

Moreover, the series in (5.12) converge. Then

$$f(x) = \sum_{j \geq 1} \alpha_j V_{n_j}(x - s_j), \quad x \in \mathbb{R}. \quad \blacksquare$$

Now we can complete the proof of Theorem 5.1. Let $Tf = \mu * f$ for $f \in L^1(\mathbb{T})$. It is clear that $T$ is a translation invariant operator. By Lemma 5.8

$$\|Tf\|_p^p \leq \sum_{j \geq 1} |\alpha_j|^p \|\mu * \Omega_{n_j}\|_p^p.$$  

By (5.4),

$$\|\mu * \Omega_{n_j}\|_p^p \leq \text{const} \, 2^{n_j(p-1)},$$
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and so by (5.12),
\[ \|Tf\|_p^p \leq \text{const} \sum_{j \geq 1} |\alpha_j|^{p2^{n_j(p-1)}} \leq \text{const} \|f\|_p^p, \quad f \in L^1. \]

Thus, the operator \( T : L^1(\mathbb{T}) \to L^1(\mathbb{T}) \) can be extended to a translation-invariant operator on \( L^p(\mathbb{T}) \). Consequently, by Oberlin’s theorem [O], \( \mu \in \mathcal{M}_p \).

Let us now prove (5.1). First of all, the inequality
\[ \|\{\hat{\mu}_{j-k}\}_{j,k \geq 0}\|_{\mathcal{M}_p} \leq \|\mu\|_{\mathcal{M}_p} \]
has already been proved in (5.2). Let us establish the opposite inequality. By Lemma 5.2, it is sufficient to show that
\[ \|\{\hat{\mu}_{j-k}\}_{j,k \in \mathbb{Z}}\|_{\mathcal{M}_p} \geq \|\mu\|_{\mathcal{M}_p} (5.13) \]
for any \( \mu \in \mathcal{M}_p \). Since we have already proved that \( \{\hat{\mu}_{j-k}\}_{j,k \geq 0} \in \mathcal{M}_p \) if and only if \( \mu \in \mathcal{M}_p \), it follows that it is sufficient to prove (5.13) for finite linear combinations of \( \delta \)-measures.

Suppose that
\[ \mu = \sum_{m=1}^N \alpha_m \delta_{\tau_m}, \quad \alpha_m \in \mathbb{C}, \quad \tau_m \in \mathbb{T}, \quad \tau_m \neq \tau_l \quad \text{for} \quad m \neq l. \]

Let \( f \) be a function in \( L^2 \) such that \( \|f\|_{L^2} = 1 \) and \( f_{\tau_m} \perp f_{\tau_l} \) for \( m \neq l \), where \( f_{\tau}(\zeta) = f(\tau \zeta) \). To construct such a function, it is sufficient to take any function \( f \) of norm 1 that is supported on a sufficiently small arc of \( \mathbb{T} \). Consider now the rank one matrix
\[ A = \{\overline{\hat{f}(j)} \hat{f}(k)\}_{j,k \in \mathbb{Z}}. \]

Clearly, \( \|A\|_{S_p} = \|f\|_{L^2}^2 = 1 \). We have
\[ \{\hat{\mu}_{j-k}\}_{j,k \in \mathbb{Z}} \ast A = \sum_{m=1}^N \alpha_m \overline{\hat{f}(j)} \hat{\tau}_m \hat{f}(k) = \sum_{m=1}^N \alpha_m \overline{\hat{f}_{\tau_m}(j)} \hat{f}_{\tau_m}(k), \]
and so
\[ \|\{\hat{\mu}_{j-k}\}_{j,k \in \mathbb{Z}} \ast A\|_{S_p}^p = \sum_{m=1}^N |\alpha_m|^p = \|\mu\|_{\mathcal{M}_p}^p \]
which completes the proof. \( \blacksquare \)

Note that it is easy to see from the above argument that a for a sequence \( \{t_j\}_{j \in \mathbb{Z}} \) the Toeplitz matrix \( \{t_{j-k}\}_{j,k \geq 0} \) is a Schur multiplier of \( S_p \), \( 0 < p < 1 \), if and only if for any \( m \in \mathbb{Z}_+ \) the Hankel matrix \( \{t_{j+k-m}\}_{j,k \geq 0} \) is a Schur multiplier of \( S_p \) and
\[ \sup_{m \in \mathbb{Z}} \|\{t_{j+k-m}\}_{j,k \geq 0}\|_{\mathcal{M}_p} \leq \text{const}. \]
However, it can be shown easily that such a relation between Toeplitz and Hankel–Schur multipliers holds in a more general situation. In particular, this is also true for Toeplitz and Hankel–Schur multipliers of $S_p$ with any $p \in (0, \infty)$.

**Remark.** We can obtain similar results for Toeplitz (Wiener–Hopf) multipliers of class $S_p$ of operator on $L^2(\mathbb{R}_+)$. Namely, we can ask the question of when the function $(x, y) \mapsto g(x - y)$, $x, y \geq 0$, is a Schur multiplier of $S_p$. The techniques described in this paper allows us to prove that this condition is equivalent to the fact that $g$ is a Fourier transform of a complex discrete measure $\mu$ on $\mathbb{R}$ such that

$$
\mu = \sum_j \alpha_j \delta_{x_j}, \quad \text{the } x_j \text{ are distinct, and } \sum_j |\alpha_j|^p < \infty.
$$

6. More results on Hankel–Schur multipliers

In this section we study Hankel–Schur multipliers of the form $\Gamma_\mu$, where $\mu$ is a complex measure on $\mathbb{T}$. Recall that the space $\mathcal{M}_p$ has been introduced in §5.

If $\mu$ is a complex measure on the unit circle $\mathbb{T}$, we identify $P_+\mu$ and $P_-\mu$ with functions $\mu_+$ and $\mu_-$ defined by

$$
\mu_+(z) \overset{\text{def}}{=} \int_{\mathbb{T}} \frac{d\mu(\zeta)}{(1 - \zeta z)}, \quad |z| < 1
$$

and

$$
\mu_-(z) \overset{\text{def}}{=} -\int_{\mathbb{T}} \frac{d\mu(\zeta)}{(1 - \zeta z)}, \quad |z| > 1.
$$

We need the following well known facts about Besov classes (we refer the reader to [Pee] for more information about Besov spaces). Let $f \in H^p$, $0 < p < \infty$, and let $0 < s < 1$. Then

$$
f \in B^s_p \iff \int_{\mathbb{T}} |f(\zeta \tau) - f(\tau)|^p d\mu(\tau) \leq \text{const} |\zeta - 1 |^{sp}, \quad \zeta \in \mathbb{T}, \quad (6.1)
$$

and

$$
f \in B^s_p \iff \int_{\mathbb{T}} |f(\zeta) - f(r \zeta)|^p d\mathfrak{m}(\zeta) \leq \text{const} (1 - r)^{sp}. \quad (6.2)
$$

**Theorem 6.1.** Let $\mu$ be a singular measure on the unit circle $\mathbb{T}$. Suppose that $\mu_+ \in B^s_{p, \infty}$, where $p, s \in (0, 1)$. Then $\mu_- \in B^s_{p, \infty}$. 
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Proof. By (5.1),
\[
\int_{\mathbb{T}} |\mu_+(\zeta \tau) - \mu_+(\tau)|^p d\mu(\tau) \leq \text{const} |\zeta - 1|^p, \quad \zeta \in \mathbb{T}.
\]
Since \(\mu\) is singular, the boundary values of \(\mu_+\) and \(-\mu_-\) coincides almost everywhere on \(\mathbb{T}\), and so,
\[
\int_{\mathbb{T}} |\mu_-(\zeta \tau) - \mu_-(\tau)|^p d\mu(\tau) \leq \text{const} |\zeta - 1|^p, \quad \zeta \in \mathbb{T},
\]
which implies by (5.1) that \(\mu_- \in B^p_{\infty}\). ■

**Corollary 6.2.** Let \(\mu\) be a singular measure on the unit circle \(\mathbb{T}\). Suppose that \(\mu_+ \in B^{1/p}_{p\infty}\) and \(1/2 < p < 1\). Then \(\mu \in \mathcal{M}_p\).

**Proof.** Denote by \(u\) the Poisson integral of the measure \(\mu\). Clearly,
\[
u(z) = \mu_+(z) + \mu_-(\frac{1}{z}), \quad z \in \mathbb{D}.
\]
Let us estimate the integral \(\int_{\mathbb{T}} |u(r\zeta)|^p dm(\zeta)\). Denote by \(h\) the boundary values of \(\mu_+\). They coincide almost everywhere with the boundary values of \(-\mu_-\) since \(\mu\) is singular. Note that by (5.2),
\[
\int_{\mathbb{T}} |\mu_+(r\zeta) - h(r\zeta)|^p dm(\zeta) \leq \text{const} (1 - r)^{1-p}.
\]
Similarly,
\[
\int_{\mathbb{T}} |\mu_-(r^{-1}\zeta) + h(r^{-1}\zeta)|^p dm(\zeta) \leq \text{const} (1 - r)^{1-p}.
\]
Hence,
\[
\int_{\mathbb{T}} |u(r\zeta)|^p dm(\zeta) \leq \int_{\mathbb{T}} |\mu_+(r\zeta) - h(r\zeta)|^p dm(\zeta)
+ \int_{\mathbb{T}} |\mu_-(r^{-1}\zeta) + h(r^{-1}\zeta)|^p dm(\zeta)
\leq \text{const} (1 - r)^{1-p}.
\]
Consequently, by Theorem 4.3 of [A2], we have \(\mu \in \mathcal{M}_p\). ■

**Corollary 6.3.** Let \(\mu\) be a singular measure on \(\mathbb{T}\). Suppose that \(\Gamma_\mu \in \mathcal{W}_p\) for some \(p < 1\). Then \(\mu\) is discrete.
Proof. Clearly, $\Gamma_\mu \in \mathcal{M}_q$ for all $q \geq p$. Consequently, it suffices to consider the case $1/2 < p < 1$. By Theorem 4, $\mu_+ \in B_{p \rightarrow \infty}^{1/p}$. It remains to apply Corollary 5.2. \[ \square \]

It is clear from the proof of Corollary 5.3 that $\mu \in \mathcal{M}_p$ if $1/2 < p < 1$. We will see that the same is also true for $p \leq 1/2$.

Denote by $S^*$ backward shift, $(S^* \phi)(z) \overset{\text{def}}{=} (\phi(z) - \phi(0))/z$. It is easy to see that $\|\Gamma_{S^* \phi}\|_{\mathfrak{M}_p} \leq \|\Gamma_{\phi}\|_{\mathfrak{M}_p}$ for any $p > 0$. Moreover, it is easy to see that if $f(z) = \sum_{j \geq 0} \hat{\psi}(jN + s)z^j$ with $N, s \in \mathbb{Z}_+$, then

$$\|\Gamma_{\hat{\psi}}\|_{\mathfrak{M}_p} \leq \|\Gamma_{\psi}\|_{\mathfrak{M}_p}, \quad p > 0.$$  \hspace{1cm} (6.3)

Indeed, to prove (6.3), it is suffices to observe that the matrix $\Gamma_{\hat{\psi}}$ is a submatrix of $\Gamma_{\psi}$.

Theorem 6.4. Let $\psi$ and $g$ be functions analytic in the unit disk $\mathbb{D}$ and let $0 < p < \infty$. Suppose that $\{n_j\}_{j \geq 0}$ is an increasing sequence of nonnegative integers, $\Gamma_{\psi} \in \mathcal{M}_p$, and

$$\lim_{j \to +\infty} ((S^*)^{n_j} \psi)(z) = g(z), \quad z \in \mathbb{D}.$$  

Then $\Gamma_g \in \mathcal{M}_p$ and $\|\Gamma_g\|_{\mathfrak{M}_p} \leq \|\Gamma_{\psi}\|_{\mathfrak{M}_p}$. Moreover, there exists a Schur multiplier $\{t_{k+1}\}_{k \in \mathbb{Z}}$ of $S_p$ such that $t_k = \hat{g}(k)$ for all $k \geq 0$ and $\|\{t_{k+1}\}_{k \in \mathbb{Z}}\|_{\mathfrak{M}_p} \leq \|\Gamma_{\psi}\|_{\mathfrak{M}_p}$.

Proof. First we can put $\hat{\psi}(k) = 0$ for $k < 0$. Clearly, $\lim_{j \to +\infty} \hat{\psi}(k + n_j) = \hat{g}(k)$ for any $k \geq 0$. Passing to a subsequence (if necessary), we may assume that sequence $\{\hat{\psi}(k + n_j)\}_{j \geq 0}$ converges for any $k \in \mathbb{Z}$. Put $t_k \overset{\text{def}}{=} \lim_{j \to +\infty} \hat{\psi}(k + n_j)$ for $k \in \mathbb{Z}$. We have to prove that $\{t_{k+1}\}_{k \in \mathbb{Z}} \in \mathcal{M}_p$ and $\|\{t_{k+1}\}_{k \in \mathbb{Z}}\|_{\mathfrak{M}_p} \leq \|\Gamma_{\psi}\|_{\mathfrak{M}_p}$. Let $a = \{a_k\}_{k \in \mathbb{Z}}$ and $b = \{b_l\}_{l \in \mathbb{Z}}$ be two sequences in $\ell^2(\mathbb{Z})$ of norm one such that $a_k = b_l = 0$ if $|k|, |l| > N$ for some $N \in \mathbb{Z}_+$. It is easy to see that

$$\left\| \left\{ \hat{\psi}(k + l + n_j)a_kb_l \right\}_{k,l \in \mathbb{Z}} \right\|_{S_p} = \left\| \left\{ \hat{\psi}(k + l)n_{j+\left\lfloor n_j/2 \right\rfloor}b_{j+n_j-\left\lfloor n_j/2 \right\rfloor} \right\}_{k \geq 0} \right\|_{S_p} \leq \|\Gamma_{\psi}\|_{\mathfrak{M}_p},$$

if $n_j > 2N$. Making $j \to \infty$, we obtain $\|\{t_{k+1}a_kb_l\}_{k,l \in \mathbb{Z}}\|_{S_p} \leq \|\Gamma_{\psi}\|_{\mathfrak{M}_p}$. \[ \square \]

Theorem 6.5. Let $g$ and $\psi_j$, $j \in \mathbb{Z}_+$, be functions analytic in the unit disk $\mathbb{D}$ and let $0 < p < \infty$. Suppose that $M = \sup_{j \geq 0} \|\Gamma_{\psi_j}\|_{\mathfrak{M}_p} < \infty$ and for an increasing sequence $\{n_j\}_{j \geq 0}$ of positive integers $\lim_{j \to +\infty} ((S^*)^{n_j} \psi_j)(z) = g(z)$ for all $z \in \mathbb{D}$.

Then $\Gamma_g \in \mathcal{M}_p$ and $\|\Gamma_g\|_{\mathfrak{M}_p} \leq M$. Moreover, there exists a Schur multiplier $\{t_{k+1}\}_{k \in \mathbb{Z}}$ of $S_p$ such that $t_k = \hat{g}(k)$ for all $k \geq 0$ and $\|\{t_{k+1}\}_{k \in \mathbb{Z}}\|_{\mathfrak{M}_p} \leq M$. \[ 40 \]
Denote by $\mathcal{M}(\mathbb{T})$ the space all complex Borel measures on $\mathbb{T}$. As usual, we identify $\mathcal{M}(\mathbb{T})$ with the space $(C(\mathbb{T}))^*$, where $C(\mathbb{T})$ is the space of all continuous functions on $\mathbb{T}$. Recall that a measure $\mu \in \mathcal{M}(\mathbb{T})$ is called continuous if $\mu\{\zeta\} = 0$ for any $\zeta \in \mathbb{T}$.

**Lemma 6.6.** Let $\mu$ be a continuous measure and $\nu$ a discrete measure in $\mathcal{M}(\mathbb{T})$. Then there exists an increasing sequence $\{n_j\}_{j \geq 0}$ in $\mathbb{Z}_+$ such that $\lim_{j \to \infty} \hat{\mu}(k+n_j) = 0$ for any $k \in \mathbb{Z}$ and $\lim_{j \to \infty} z^{n_j} = 1$ for $|\nu|$-almost all $z \in \mathbb{T}$.

**Proof.** Assume first that the support of $\nu$ is finite. By Wiener’s theorem [W], $\mu$ is a continuous measure if and only if

$$\lim_{N \to +\infty} \frac{1}{N+1} \sum_{k=0}^{N} |\hat{\mu}(k)|^2 = 0.$$ 

Consequently, there exists a sequence $\{m_j\}_{j \geq 0}$ in $\mathbb{Z}_+$ such that $m_j > 2^j$ and

$$\lim_{j \to \infty} \sup_{m_j-2^j \leq k \leq m_j+2^j} |\hat{\mu}(k)| = 0$$

Let us prove now that there exists a required sequence $\{n_j\}_{j \geq 0}$ such that

$$m_j - j \leq n_j \leq m_j + j, \quad j \in \mathbb{Z}_+.$$  \hfill (6.4)

Indeed, suppose that $\text{supp} \nu = \{\zeta_1, \zeta_2, \ldots, \zeta_N\}$. Let $X$ be the closure of the set $\{ (\zeta_1^n, \zeta_2^n, \ldots, \zeta_N^n) \}_{n \in \mathbb{Z}}$. Clearly, $X$ is a subgroup of $\mathbb{T}^N$. Set

$$X_n \overset{\text{def}}{=} \{ (\zeta_1^k, \zeta_2^k, \ldots, \zeta_N^k) : -n \leq k \leq n \}.$$ 

Denote by $\varepsilon_n$ the infimum of the set of positive $\varepsilon$ such that the $\varepsilon$-neighborhood of $X_n$ contains $X$. Clearly, $\lim_{n \to \infty} \varepsilon_n = 0$. Now it is easy to choose a sequence $\{n_j\}_{j \geq 0}$ satisfying (6.4) and such that $\lim_{j \to \infty} z^{n_j} = 1$ for $|\nu|$-almost all $z \in \mathbb{T}$.

If $\nu = \sum_{j=0}^{\infty} c_j \delta_{r_j}$ is an arbitrary discrete measure, we can take the finitely supported measures $\nu_m = \sum_{j=0}^{m} c_j \delta_{r_j}$, apply the above reasoning to the $\nu_m$, use a diagonal process. 

**Theorem 6.7.** Let $\mu \in \mathcal{M}(\mathbb{T})$ and $0 < p < 1$. Suppose that $\Gamma_{\mu^+} \in \mathcal{M}_p$. Then

$$\sum_{\zeta \in \mathbb{T}} |\mu\{\zeta\}|^p \leq \|\Gamma_{\mu^+}\|^p_{\mathcal{M}_p}.$$ 

**Proof.** Denote by $\nu$ the discrete part of measure $\mu$. By Lemma 6.6, there exists an increasing sequence $\{n_j\}_{j \geq 0}$ in $\mathbb{Z}_+$ such that $\lim_{j \to \infty} \hat{\mu}(k+n_j) = \hat{\nu}(k)$. Theorem 6.6 implies that $\{\hat{\nu}_{k+1}\}_{k \in \mathbb{Z}} \in \mathcal{M}_p$ and $\|\{\hat{\nu}_{k+1}\}_{k \in \mathbb{Z}}\|_{\mathcal{M}_p} \leq \|\Gamma_{\mu}\|_{\mathcal{M}_p}$. It remains to apply Theorem 5.1. 

**Theorem 6.8.** Let $\mu$ be a singular measure on $\mathbb{T}$. Suppose that $\Gamma_{\mu} \in \mathcal{M}_p$, where $0 < p < 1$. Then $\mu \in \mathcal{M}_p$. 
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Proof. It suffices to note that by Corollary 6.3 the measure $\mu$ is discrete. ■

Finally, we consider the problem of whether all Hankel–Schur multipliers of $S_p$ for $0 < p < 1$ are of the form $\Gamma_\mu$ for $\mu \in \mathcal{M}(\mathbb{T})$. We show that this is not the case for $p > 2/3$. For $p < 2/3$ the question remains open.

We denote by $\mathcal{M}_+$ the space of Cauchy integrals of measures:

$$\mathcal{M}_+ \overset{\text{def}}{=} \left\{ \varphi : \varphi(\zeta) = \int_{\mathbb{D}} \frac{d\mu(\tau)}{1 - \overline{\tau}\zeta}, \zeta \in \mathbb{D}, \mu \in \mathcal{M}(\mathbb{T}) \right\}$$

and consider the following norm in $\mathcal{M}_+$:

$$\|f\|_{\mathcal{M}_+} \overset{\text{def}}{=} \inf \|\mu\|_{\mathcal{M}(\mathbb{T})},$$

the infimum being taken over all measures $\mu$ satisfying $\varphi(\zeta) = \int_{\mathbb{D}} (1 - \overline{\tau}\zeta)^{-1}d\mu(\tau)$, $\zeta \in \mathbb{D}$. Similarly, we can define the space $L^1_+$ of Cauchy integrals of $L^1$ functions,

$$L^1_+ \overset{\text{def}}{=} \left\{ \varphi : \varphi(\zeta) = \int_{\mathbb{D}} \frac{h(\tau)}{1 - \overline{\tau}\zeta}d\mu(\tau), \zeta \in \mathbb{D}, g \in L^1 \right\}$$

with an obvious definition of the norm in $L^1_+$. Clearly, if $\varphi(\zeta) = \int_{\mathbb{D}} (1 - \overline{\tau}\zeta)^{-1}d\mu(\tau)$, $\zeta \in \mathbb{D}$, then $\Gamma_\varphi = \Gamma_\mu$.

**Theorem 6.9.** Let $p > 2/3 < p$. Then there exists an analytic function $\psi$ in $\mathbb{D}$ such that $\Gamma_\psi \in \mathcal{M}_p$ but $\psi \notin \mathcal{M}_+$.

We deduce Theorem 6.9 from imbedding theorems for Besov spaces (see Theorem 6.14 below).

We need some well-known facts about the Dirichlet kernels $D_n$, $n \geq 1$, defined by

$$D_n(\zeta) \overset{\text{def}}{=} \sum_{k = -n}^{n} \zeta^k = \frac{\zeta^{n+1} - \zeta^{-n}}{\zeta - 1}, \quad \zeta \in \mathbb{C}, \quad \zeta \neq 0.$$

Obviously, $\|D_n\|_2 = \sqrt{2n + 1}$ and $\|D_n\|_\infty = 2n + 1$, and so $\int_\mathbb{T} |D_n|^pdm \leq (2n+1)^{p-1}$ for any $p \geq 2$. Next, it is easy to see that

$$|D_n(\zeta)| \leq \min \left\{ 2n + 1, \frac{2}{|1 - \zeta|} \right\}, \quad \zeta \in \mathbb{T},$$

which implies

$$\int_\mathbb{T} |D_n|^pdm \leq C(p)(2n + 1)^{p-1}, \quad 1 < p < \infty.$$

It is also clear that

$$|D_n(e^{i\varphi})| \geq \Re D_n(e^{i\varphi}) \geq n + \frac{1}{2}, \quad t \in \left( -\frac{\pi}{3n}, \frac{\pi}{3n} \right).$$
whence,
\[
\int_{\mathbb{T}} |D_n|^p \, dm \geq \frac{1}{3} n^{p-1}, \quad n \geq 1, \quad p > 0.
\]

Let \( Q_n \overset{\text{def}}{=} \frac{1}{2n+1} D_n^2 \).

**Lemma 6.10.** There exists a constant \( C \) such that
\[
\sum_{n \geq 0} \frac{1}{2^{n+1} + 1} |Q_{2^n} (e^{\frac{in}{2^n}} \zeta)| \leq C
\]
for any \( \zeta \in \mathbb{T} \).

**Proof.** Set \( U_n \overset{\text{def}}{=} \{ \zeta \in \mathbb{T} : 10|\zeta - e^{-\frac{in}{2^n}}| < \frac{n}{2^n} \} \) for \( n \geq 1 \) and \( U_0 \overset{\text{def}}{=} \mathbb{T} \). It is easy to see that \( \sum_{n \geq 0} \chi_{U_n} \leq C \). Consequently,
\[
\sum_{n \geq 0} \frac{1}{2^{n+1} + 1} \chi_{U_n}(\zeta)|Q_{2^n}(e^{\frac{in}{2^n}} \zeta)| \leq C, \quad \text{quad} \zeta \in \mathbb{T}.
\]
It remains to note that \( \frac{1}{2^{n+1} + 1} |Q_{2^n}(e^{\frac{in}{2^n}} z)| \leq \frac{400}{n^2} \) if \( z \notin U_n \), and \( \sum_{n \geq 1} \frac{1}{n^2} < +\infty \). \( \blacksquare \)

Let \( N \) be a positive integer. We define the analytic polynomials \( \Phi^{(N)}_n \) by
\[
\Phi^{(N)}_n(z) \overset{\text{def}}{=} \frac{z^{4^n}}{(2^{n+1} + 1)^N} (D_{2^n}(z))^{N+1}, \quad n \geq N, \quad \zeta \in \mathbb{C}.
\]
Clearly, \( |\Phi^{(N)}_n(z)| \leq |Q_{2^n}(z)| \) for \( z \in \mathbb{T} \).

**Theorem 6.11.** Let \( f(\zeta) \overset{\text{def}}{=} \sum_{n \geq N} a_n \Phi^{(N)}_n(e^{\frac{in}{2^n}} \zeta) \) for \( \zeta \in \mathbb{D} \). Then the following statement are equivalent:

(i) \( \sum_{n \geq N} |a_n| < +\infty \);

(ii) \( f \in H^1 \);

(iii) \( f \in L^1_+ \);

(iv) \( f \in \mathcal{M}_+ \).

**Proof.** The implications (ii)⇒(iii) and (iii)⇒(iv) are obvious. To prove that (i) implies (ii), it suffices to observe that
\[
\| \Phi^{(N)}_n \|_1 = (2^{n+1} + 1)^{-N} \int_{\mathbb{T}} |D_{2^n}|^{N+1} \, dm \leq 1.
\]
It remains to prove that (iv) implies (i). Let \( f \in \mathcal{M}_+ \). Clearly,
\[
\left| \sum_{k \geq 0} \hat{f}(k) \hat{\alpha}_k \right| \leq C \left\| \sum_{k \geq 0} \alpha_k z^k \right\|_{\infty}
\]
for any polynomial \( \sum_{k \geq 0} \alpha_k \zeta^k \). Put

\[ a_n^* \stackrel{\text{def}}{=} \begin{cases} \frac{a_n}{|a_n|}, & a_n \neq 0, \\ 0, & a_n = 0. \end{cases} \]

Let

\[ g_m \stackrel{\text{def}}{=} \sum_{n=N}^{m} a_n^* \frac{\Phi_n^N(e^{\frac{im}{2}}z)}{2^{n+1} + 1}. \]

By Lemma 6.10, \( \|g_m\|_\infty \leq C \). Consequently,

\[ \sum_{n=N}^{m} |a_n| (2^{n+1} + 1)^{-1} \|\Phi_n^N\|_2^2 \leq C, \quad m \geq N. \]

It remains to observe that

\[ (2^{n+1} + 1)^{-1} \|\Phi_n^N\|_2^2 = (2^{n+1} + 1)^{-2^{n+1}-1} \int_T |D_{2^n}|^{2^{n+2}} \, dm \]

\[ \geq \frac{1}{3} (2^{n+1} + 1)^{-2^{n+1}-2} (2^{n+1})^{n} \geq C(N). \quad \blacksquare \]

We need the following well-known lemma.

**Lemma 6.12.** Let \( f \) be a polynomial of degree at most \( n \). Then

\[ \|f\|_\infty \leq e(n + 1)^{1/p} \|f\|_p \]

for any \( p > 0 \).

**Proof.** Let \( n \geq 1 \). Put \( g(z) \stackrel{\text{def}}{=} f \left((1 + \frac{1}{n})z\right) \). Clearly,

\[ \|g\|_p \leq \left(1 + \frac{1}{n}\right)^n \|f\|_p \leq e \|f\|_p, \quad p > 0. \]

Using the well-known inequality \( |g(a)| \leq \|g\|_p \), we obtain

\[ \|f\|_\infty \leq \frac{e \|f\|_p}{(1 - (1 + \frac{1}{n})^{-2})^{1/p}} \leq e(n + 1)^{1/p} \|f\|_p. \quad \blacksquare \]

**Corollary 6.13.** Let \( f \) be a polynomial of degree at most \( n \). Then

\[ \|f\|_1 \leq e^{1-p}(n + 1)^{1/p} \|f\|_p \]

for any \( p \in (0, 1) \). \( \blacksquare \)

The following result is possibly known but we were unable to find a reference.
Theorem 6.14. Let $0 < p \leq 1$ and $q > 0$. Then the following statement are equivalent:

(i) $q \leq 1$;
(ii) $\mathbb{P}_+(B_{p,q}^{1/p^\#}) \subset H^1$;
(iii) $\mathbb{P}_+(B_{p,q}^{1/p^\#}) \subset L_1^+$;
(iv) $\mathbb{P}_+(B_{p,q}^{1/p^\#}) \subset \mathcal{M}_+$.

Proof. Let us prove that (i) implies (ii). Let $f \in \mathbb{P}_+(B_{p,q}^{1/p^\#})$. Then

$$\sum_{n \geq 0} 2^{nq/p^\#} \|f \ast V_n\|^q_p < +\infty,$$

where the $V_n$ are the polynomials defined in §2. Consequently,

$$\sum_{n \geq 0} 2^{n/p^\#} \|f \ast V_n\|_p < +\infty,$$

and by Corollary 6.13, $\sum_{n \geq 0} \|f \ast V_n\|_1 < +\infty$. Thus, $f = \sum_{n \geq 0} f \ast V_n \in H^1$.

The implications (ii)$\Rightarrow$(iii) and (iii)$\Rightarrow$(iv) are trivial. It remains to prove that (iv) implies (i). Take a positive integer $N$ such that $p(N + 1) > 1$. Let $f$ be the function defined in the statement of Theorem 6.11. Clearly, $f \in B_{p,q}^{1/p^\#}$ if and only if

$$\sum_{n \geq N} 2^{nq/p^\#} |a_n| q \|\Phi_n^{(N)}\|_p^q < +\infty.$$

Note that

$$\int_T |\Phi_n^{(N)}|^p dm = (2^{n+1} + 1)^{-Np} \int_T |D_{2^n}|^{(N+1)p} dm 
\leq C(p,N)2^{-Np} 2^{Npn + pn - n} = C(p,N)2^{-np/p^\#}.$$

Next,

$$\int_T |\Phi_n^{(N)}|^p dm = (2^{n+1} + 1)^{-Np} \int_T |D_{2^n}|^{(N+1)p} dm \geq C(p,N)2^{-np/p^\#}.$$

Consequently, $f \in B_{p,q}^{1/p^\#}$ if and only if $\sum_{n \geq N} |a_n|^q < +\infty$. By Theorem 6.11, $f \in \mathcal{M}_+$ if and only if $\sum_{n \geq N} |a_n| < +\infty$. Now it is obvious that (iv) implies (i). ■

Proof of Theorem 6.9. Let $p > \frac{2}{3}$. Clearly, we can assume that $p \in (\frac{2}{3}, 1]$. We have $p_b > 1$, and by Theorem 6.14, there exists a function $\psi \in \mathbb{P}_+ \left(B_{p,p_b}^{1/p^\#}\right) \setminus \mathcal{M}_+$. It remains to apply Theorem 4.14. ■
We do not know whether there exists a function analytic in $D$ such that $\Gamma_\psi \in \mathcal{M}_p$ for $p \leq \frac{2}{3}$ and $\psi \notin \mathcal{M}_+.
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