THE MATRIX PROCEDURES FOR CALCULATION OF IMPORTANCE MEASURES

System reliability/availability is a complex concept that is evaluated based on numerous indices and measures. There are different methods for the calculation of these indices and measures in reliability analysis. Some of the most used indices are important measures. These measures allow us to evaluate the influence of fixed system components or set of components to the system reliability/availability. Importance measures are used today to allow for various aspects of the impact of system elements on its failure or operability. Analysis of element importance is used in the system design, diagnosis, and optimization. In this paper new algorithms for the calculation, some of the important measures are developed based on the matrix procedures. This paper's goal is the development of a new algorithm to calculate importance measures of the system based on the matrix procedures that can be transformed in the parallel procedures/algorithms. These algorithms are developed based on the application of Logical Differential Calculus of Boolean logic for the important analysis of the system. The application of parallel algorithms in importance analysis allows the evaluation of the system of large dimensions. Importance specific of the proposed matrix procedures for calculation of importance measures is the application of structure-function for the mathematical representation of the investigated system. This function defined the correlation of the system components states and system reliability/availability. The structure-function, in this case, is defined as a truth vector to be used in the matrix transformation. The truth vector of a Boolean function is a column of the truth table of function if the values of the variables are lexicographically ordered. Therefore, the structure-function of any system can be represented by the truth vector of $2^n$ elements un-ambiguously.
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**Introduction**

The estimation of system reliability is a complex problem and is based on the computation of many indices and measures. One of parts of the reliability analysis is importance analysis [1, 2]. The importance analysis allows evaluation of influence of every system component to the system reliability or availability. This evaluation is implemented based the special indices that are named Importance Measures (IMs). Many IMs are used today to allow for various aspects of the impact of system elements on its failure or operability. Analysis of element importance is used in the system design, diagnosis, and optimization. There are different algorithms to compute these measures that are caused by the mathematical representation of investigated system [3]. Most often used of them is structure function, Markovian model, Mote-Carlo model etc. The structure function has been introduced for system representation as one the first mathematical model and in case of the system analysis in stationary state can be interpreted as Boolean function [4]. This function maps the system components states and system state.

Authors of studies [2, 5, 6] shown that the reliability analysis of system can be implemented by application of Logical Differential Calculus. The algorithms for calculation of frequency indices have been studied in [6]. The definition and computation of IMs based on Logical Differential Calculus, in particular Direct Partial Boolean Derivatives (DPBD), have been proposed and investigated in [2, 5]. These derivatives allow investigating of the function value change depending on the change of the value of the function variable. The interpretation of the structure function in term of the Boolean function permits to study the system state change depending on the change of the failure or repairing of the component.

The computational complexity of the calculation of IMs based on the system structure function depends on the system dimension (number of system components). Authors of papers [5, 7] propose to use the Binary Decision Diagram (BDD) for the structure function representation to decrease the computational complexity of algorithms for reliability analysis. The application of BDD in importance analysis of system and IMs calculation have been considered in [5, 8]. Other approach of this computational complexity decreasing is the use of parallel procedure [9, 10]. The correlation of the parallel algorithms and matrix procedures has been studied in [11]. Therefore, the transformation of traditional computational procedures for the calculation of indices and measures in matrix form is important step.
in the design of parallel algorithms. In this paper we consider and propose new definition of IMs based on the matrix procedure and algorithms for their calculation based on new definitions. This transformation of traditional definition of IMs into matrix form needs the special representation of structure function by matrix or vector. For this representation is used the truth vector of structure function introduced in [11] for definition of Boolean and Multiple-Valued functions. Some aspects of the matrix algorithms for calculation of DPBD have been investigated in [12]. In particular, the matrices to transform of truth vector of logical function into truth vector of logical derivative have been proposed. But author of [12] studied the Logical Differential Calculus for Multiple-valued logic and didn’t considered specifics of Boolean logic, that is used in reliability analysis

This paper goal is development of new algorithm to calculate importance measures of the system based on the matrix procedures that can be transformed in the parallel procedures/algorithms. These algorithms are developed based on the application of Logical Differential Calculus of Boolean logic for importance analysis of system. The application of parallel algorithms in importance analysis allows the evaluation of system of large dimension.

1. The structure function of system

Let’s a system consist of \( n \) components. The system can have two possible state in point of view of its availability: working and failure. Every component state is designated as \( x_i \) \((i = 1,\ldots,n)\) where the \( i \)-th component working state is interpreted as \( x_i = 1 \) and \( x_i = 0 \) indicates the component failure. The set of components states \((x_1,\ldots,x_n)\) is named the state vector. The system availability depends on components states. Every system component is characterized by the probability of its state. The probability of the \( i \)-th component failure is \( q_i = \Pr\{x_i = 0\} \). The probability of the \( i \)-th component working is \( p_i = \Pr\{x_i = 1\} = 1 - q_i \). These initial data allow analysis in stationary state that doesn’t take into account the changes of the system and its components depending the time [1, 5, 6].

The evaluation of the investigated system needs forming its mathematical representation. One of possible mathematical representation is the structure function, which maps the sets of components states system state. Taking into account the notations of components states the structure function \( \varphi(x) \) of the system of \( n \) components is defined as [5]:

\[
\varphi(x) = \varphi(x_1, \ldots, x_n): \{0, 1\}^n \rightarrow \{0, 1\}.
\]

The system analysis takes into account next assumption [13]:

a) the system and its components have two states: up (working) and down (failed);

b) all system components are relevant to system;

c) the failure and repair rate of the components are constant;

d) repaired components are as good as new;

e) the system structure function is monotone non-decreasing that mean any component failure can not cause improve of the system working (reliability) [4, 6].

The equation of the structure function agrees with the Boolean function. It allows us to use mathematical approach of Boolean algebra for the structure function investigation. In particular, in papers [2, 5] the approach of Logical Differential Calculus has been used for importance analysis of the system represented by the structure function. In paper the analytical representation of the structure function in form of formula has been used. Such representation causes the specific of algorithms for calculation of importance measures. In this paper we propose to develop algorithms for calculation of importance measures based on the matrix procedures that can be transform into parallel regular algorithms. The application of parallel algorithms allows using proposed procedures for calculation of importance measures for system with large dimension.

The development of matrix procedures assumes the representation of initial data by matrix or vector. Therefore, the structure function should be defined by vector or matrix. In Boolean algebra there is the representation of Boolean function by truth vector [11]. The truth vector of Boolean function is column of the truth table of function if the values of the variables are lexicographically ordered [11, 12]. Therefore, the structure function of any system can be represented by truth vector of \( 2^n \) elements un-ambiguously:

\[
x = [x^{(0)}x^{(1)}\ldots x^{(2^n-1)}]^T.
\]

For example, consider the trivial system of three components \((n = 3)\) in Fig. 1, a. The structure function of this system is shown as truth table is shown in Fig. 1, b. According to this truth table the truth vector of the structure function of the considered system

\[
x = [00001111]^T.
\]

Let us mention the useful property of the truth vector. The number of the truth vector element in binary representation corresponds to values of function variables for this function value if components of the truth vector is number from 0 to \( 2^n-1 \) [11]. For example, consider the truth vector element \( x^{(5)} = 1 \) of the structure function of the system in Fig.1. The state vector for this function value is defined by the transformation of the parameter \( i = 5 \) into binary representation:
Therefore, the state vector for the 5-th element of truth vector \(x\) of the considered structure function in Fig. 1 is \((x_1, x_2, x_3) = (1, 0, 1)\). It allows us to declare that the element \(x^{(5)} = 1\) agrees with the structure function value \(\phi(1, 0, 1) = 1\).

| Values of variables, \(x_1, x_2, x_3\) | Function values, \(\phi(x)\) |
|--------------------------------------|-----------------------------|
| 0 0 0                                | 0                           |
| 0 0 1                                | 0                           |
| 0 1 0                                | 0                           |
| 0 1 1                                | 1                           |
| 1 0 0                                | 0                           |
| 1 0 1                                | 1                           |
| 1 1 0                                | 1                           |
| 1 1 1                                | 1                           |

Fig. 1. Example of system (a) and its structure function’s truth table

### 2. Logical Differential Calculus

A Logical Differential Calculus is part of algebra logic for investigation of dynamic properties of logical function by logical derivatives. There are different types of logical derivatives [14, 15]. One of them is logical derivatives that is often interpreted as logical difference and defined by equation:

\[
\frac{\partial \phi(x)}{\partial x_i} = \phi(0, x) \oplus \phi(1, x),
\]

where symbol \(\oplus\) is operation XOR and the operand \(\phi(0, x)\) is the structure function value when the \(i\)-th component is in state 0 \((x_i = 0)\), and the second operand \(\phi(1, x)\) is the structure function value when the \(i\)-th component is in state 1 \((x_i = 1)\).

This type of derivatives allows us to investigate the result of the system component state change, but this derivative is not fixed the direction of the state change. This flaw can be leveled by the use of other type of logical derivatives that is named Direct Partial Boolean Derivatives (DPBD) [14].

In analysis of Boolean functions, a DPBD allows identifying situations in which the change of a Boolean variable results the change of the value of Boolean function. In case of reliability analysis, DPBD allows investigation the influence of a structure function variable \(\equiv\) component state change on a function value change \(\equiv\) system state. Therefore, a DPBD of the structure function permits indicating components states \(\equiv\) state vectors for which the change of one component state causes a change of the system state \(\equiv\) availability [2].

DPBD can be used to analyze how a specific change of component state \(\equiv\) system functionality \(\equiv\) from 0 to 1 or from 1 to 0 affects the system functionality \(\equiv\) from 0 to 1 or from 1 to 0. This derivative for the system structure function change from \(j\) to \(\bar{j}\) with respect to variable \(x_i\) change from \(a\) to \(\bar{a}\) is defined as:

\[
\frac{\partial \phi(j \rightarrow \bar{j})}{\partial x_i(a \rightarrow \bar{a})} = \{\phi(a_i, x) \leftrightarrow j\} \land \{\phi(\bar{a}_i, x) \leftrightarrow \bar{j}\},
\]

where \(\phi(a, x) = \phi(x_1, x_2, \ldots, x_n, a, x_{i+1}, \ldots, x_n)\),

\(a, j \in \{0, 1\}\);

\(\leftrightarrow\) is the symbol of equivalence operator \(\equiv\) logical bi-conditional;

\(\land\) denotes the Boolean operation AND and \(\bar{a}\) is a negation of the argument.

The matrix interpretation of DPBD can be introduced for the truth vector of DPBD that is calculated based on the truth vector of the structure function. According to the definition of the DPBD \(\frac{\partial \phi(j \rightarrow \bar{j})}{\partial x_j(a \rightarrow \bar{a})}\) the truth vector of this derivative is calculated as [12]:

\[
\frac{\partial \lambda(x)}{\partial x_j(a \rightarrow \bar{a})} = \{P(x, j) \cdot \lambda_j(x)\} \cdot \{P^j(a), \lambda_j(x)\},
\]

where \(x\) is the truth vector of the structure function;

\(\lambda_j(x)\) is the vector literal calculated according to:

\[
\lambda_j(x) = \lambda_j([x^{(0)} \cdot x^{(1)} \cdot \ldots \cdot x^{(2^{n} - 1)}]^T) = [s \leftrightarrow x^{(0)} \cdot s \leftrightarrow x^{(1)} \cdot \ldots \cdot s \leftrightarrow x^{(2^{n} - 1)}]^T, \text{ for } s \in \{j, \bar{j}\};
\]

\(P^{(i)}\) is differentiation matrix of the dimension \(2^{n+1} \times 2^n\) of the variable \(x_i\), for \(l \in \{a, \bar{a}\}\) that is formed as:

\[
P^{(i)} = M_{i-1} \otimes \left[\begin{array}{c} l \leftrightarrow 0 \\ 0 \rightarrow l \rightarrow 1 \end{array}\right] \otimes M_{a-1},
\]

matrices \(M_{i-1}\) and \(M_{a-1}\) are diagonal matrices of the dimension \(2^{i+1} \times 2^{i+1}\) and \(2^{n-i} \times 2^{n-i}\) accordingly.

The vector literals \(\lambda_j(x)\) and \(\bar{\lambda}_j(x)\) indicate the variables values \(\equiv\) state vectors for which the structure function has value \(j\) and \(\bar{j}\) \(\equiv\) (the system state \(j\) and \(\bar{j}\) )
accordingly. The matrices \(\mathbf{P}^{(x)}\) and \(\mathbf{P}^{(a)}\) indicate the variables values (state vectors) for which value \(x_i\) is \(a\) and \(\bar{a}\).

For example, compute the truth vector of the DPBD with respect to the second variable \(x_2\)
\[
\frac{\partial x(1 \rightarrow 0)}{\partial x_1(1 \rightarrow 0)} = \left(\mathbf{P}^{(x_2)} \cdot \lambda_1(x)\right) \left(\mathbf{P}^{(x_2)} \cdot \lambda_0(x)\right),
\]
where vector literals are \(\lambda_1(x) = [0 \ 0 \ 0 \ 0 \ 1 \ 1 \ 1 \ 1]^T\) and \(\lambda_0(x) = [1 \ 1 \ 1 \ 1 \ 0 \ 0 \ 0 \ 0]^T\),
\[
\mathbf{P}^{(x_2)} = \mathbf{M} \otimes [0 \ 1] \otimes \mathbf{M} =
\]
\[
= \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} \otimes [0 \ 1] \otimes [1 \ 0] = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix},
\]
\[
\mathbf{P}^{(a)} = \mathbf{M} \otimes [0 \ 1] \otimes \mathbf{M} =
\]
\[
= \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} \otimes [1 \ 0] \otimes [1 \ 0] = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\end{bmatrix},
\]
\[
\frac{\partial x(1 \rightarrow 0)}{\partial x_1(1 \rightarrow 0)} = \left(\mathbf{P}^{(x_2)} \cdot \lambda_1(x)\right) \left(\mathbf{P}^{(a)} \cdot \lambda_0(x)\right) = \begin{bmatrix}
0 & 1 & 0 \\
0 & 1 & 0 \\
0 & 1 & 0 \\
1 & 1 & 0
\end{bmatrix}.
\]

The truth vectors of DPBDs for the system failure analysis (the system is shown in Fig.1)

| Variables values, \(x_1, x_2, x_3\) | \(\frac{\partial x(1 \rightarrow 0)}{\partial x_1(1 \rightarrow 0)}\) | \(\frac{\partial x(1 \rightarrow 0)}{\partial x_2(1 \rightarrow 0)}\) | \(\frac{\partial x(1 \rightarrow 0)}{\partial x_3(1 \rightarrow 0)}\) |
|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| \(0 \ 0 \ 0\)                | \(0 \ 0 \ 0\)                | \(0 \ 0 \ 0\)                | \(0 \ 0 \ 0\)                |
| \(0 \ 0 \ 1\)                | \(0 \ 0 \ 1\)                | \(0 \ 0 \ 1\)                | \(0 \ 0 \ 1\)                |
| \(0 \ 1 \ 0\)                | \(0 \ 1 \ 0\)                | \(0 \ 1 \ 0\)                | \(0 \ 1 \ 0\)                |
| \(0 \ 1 \ 1\)                | \(0 \ 1 \ 1\)                | \(0 \ 1 \ 1\)                | \(0 \ 1 \ 1\)                |
| \(1 \ 0 \ 0\)                | \(1 \ 0 \ 0\)                | \(1 \ 0 \ 0\)                | \(1 \ 0 \ 0\)                |
| \(1 \ 0 \ 1\)                | \(1 \ 0 \ 1\)                | \(1 \ 0 \ 1\)                | \(1 \ 0 \ 1\)                |
| \(1 \ 1 \ 0\)                | \(1 \ 1 \ 0\)                | \(1 \ 1 \ 0\)                | \(1 \ 1 \ 0\)                |
| \(1 \ 1 \ 1\)                | \(1 \ 1 \ 1\)                | \(1 \ 1 \ 1\)                | \(1 \ 1 \ 1\)                |

The analysis of system restore can be implemented by the similar way, but the derivatives \(\frac{\partial x(0 \rightarrow 1)}{\partial x(0 \rightarrow 1)}, \frac{\partial x(0 \rightarrow 1)}{\partial x(0 \rightarrow 1)}\) and \(\frac{\partial x(0 \rightarrow 1)}{\partial x(0 \rightarrow 1)}\) are used in this analysis. These derivatives investigate the system restore (the chance system state from zero to one) depending the component state change from zero to one.

Let us consider the application of DPBD in reliability analysis of the system, in particular in importance analysis to compute the measures for the evaluation of the influence of the changes of the system component to the system state.

### 3. Importance Measures

One of the first of Importance Measures (IMs) has been introduced by Birnbaum [16]. These measures allow evaluating the influence of the fixed system component changes (failure or restore) to the system failure or working. In paper [2] new DPBDs-based method for calculation of IMs has been developed. The well-known IM as Birnbaum Importance (BI), Structure Importance (SI) and Criticality Importance (CI) have been defined in terms of DPBD. Let us summarize these definitions of IMs (Table 2) for the system failure based on DPBDs.

According to the definition of SI in Table 2 this measure can be considered as relative number of situations in which a given component is critical for the system activity. It can be defined as proportion of system state for which the fault of the fixed component causes the system failure in space of possible system states. The number of such caused system state can be defined by DPBD \(\phi(1 \rightarrow 0)/\partial x(1 \rightarrow 0)\) and nominated as \(\rho_i^{(1 \rightarrow 0)}\). The SI of the \(i\)-th component is defined as [2]:
\[ SI_i = \frac{\rho^i_{v(i)}}{2^n-1}, \]

where \(2^n-1\) is a size of the DPBD.

### Table 2

| Importance Measure | Meaning |
|--------------------|---------|
| SI                 | The SI concentrates only on the topological structure of the system. It is defined as the probability of the system failure depending on the failure of the component breakdown based on the topological specific of the system. |
| BI                 | The BI of a given component is defined as the probability that the component is critical for the system work. |
| CI                 | The CI of a given component is calculated as the probability that the system failure has been caused by the component failure, given that the system is failed. |

The BI of component \(i\) defines as the probability that the \(i\)-th system component is critical for system failure. It is probability of the system failure if the \(i\)-th system component was fault. This probability can be defined as the probability of all critical states. These states are computed by the DPBD \(\partial x(1\rightarrow0)/\partial x_i(1\rightarrow0)\) [2]:

\[ BI_i = Pr\{\partial x(1\rightarrow0)/x_i(1\rightarrow0) \leftrightarrow 1 \}. \]

One very often used IM is CI. This measure is defined similar to the BI, but take into account of the probability of the \(i\)-th component fault [1]. Therefore, this measure can be calculated based on DPBD to:

\[ CI_i = BI_i \cdot \frac{q_i}{U}. \]

where \(q_i\) is the probability of the \(i\)-th component fault and \(U\) is the system unavailability that is calculated based on the structure function as:

\[ U = Pr\{\varphi(x) = 0\}. \]

The considered IMs are computed based on the DPBD. The definition of the structure function by truth vector allows us to compute these measures based on the matrix procedures.

### 4. Matrix procedures for Importance Measures calculation

The SI of the \(i\)-th component can be computed by the matrix procedure as:

\[ SI_i = \frac{O_{\rightarrow 0}(\partial x_j/j)/\partial x_i(a\rightarrow \bar{a})}{2^n-1}, \]

where \(O_{\rightarrow 0}\) is number of non-zero values of the truth vector of DPBD \(\partial x_j(j\rightarrow j)/\partial x_i(a\rightarrow \bar{a})\).

The BI of the \(i\)-th component is defined as the probability of all critical states that are indicated by non-zero values of the truth vector of DPBD:

\[ BI_i = Pr\{\partial x(1\rightarrow0)/x_i(1\rightarrow0) \leftrightarrow 1 \}. \]

The CI of the \(i\)-th component is calculated based on BI.

A matrix procedure can be transform in parallel procedure according to [12]. For example, the flow diagrams for the calculation of the derivative vectors \(\partial x(1\rightarrow0)/\partial x_i(1\rightarrow0)\), \(\partial x(1\rightarrow0)/\partial x_i(1\rightarrow0)\) and \(\partial x(1\rightarrow0)/\partial x_i(1\rightarrow0)\) for the structure function of the system in Fig. 1 are presented in Fig. 2. These diagrams illustrate the possibility to use parallel procedures for the calculation of DPBD.

To illustrate the analysis of system based on SI, BI and CI using DPBDs consider the system in Fig. 1 and compute these measures for all system components. Values of IMs for this system are computed in Table 3. According to these IMs, the first component has the most influence on the system failure from point of view of the system structure, because the values of the SI, BI are greatest for this component. The CI is maximal for the second and third components and, therefore, it indicates the first component as non-important taking into account the probability of failure of this component (it is minimal for this component, i.e. \(q_1 = (1 - p_1) = 0.10\)).

### Table 3

| Component | \(x_1\) | \(x_2\) | \(x_3\) |
|-----------|--------|--------|--------|
| Probability of component state, \(p_i\) | 0.90   | 0.70   | 0.65   |
| SI   | 0.75   | 0.25   | 0.25   |
| BI   | 0.90   | 0.32   | 0.27   |
| CI   | 0.46   | 0.49   | 0.49   |

So, DPBDs are one of possible mathematical approaches that can be used in importance analysis, and they allow us to calculate all often used IMs (Table 2). Mathematical background of its application for the definition of IM has been considered in papers [2, 5].
this paper a new algorithm for the calculation of DPBDs based on a parallel procedure is developed.

The proposed algorithm for the calculation of IMs based on parallel procedures can be used in many practical applications.

**Conclusion**

In this paper the new algorithms are proposed for the calculation of IMs based on the matrix procedures. These algorithms are based on the use of the DPBDs. The computational complexity of the proposed algorithm is less in comparison with algorithm based on the typical analytical calculation (Fig. 3).
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матричные процедуры для вычисления важностных оценок компонентов системы

Надежность/долговечность системы является сложным понятием, оцениваемым на основе многочисленных показателей. Существуют разные методы расчета этих показателей. Одним из наиболее часто используемых являются показатели оценки важности компонентов системы, которые позволяют оценить влияние одного или нескольких компонентов системы на ее надежность. Сегодня используются меры важности, чтобы учтеть различные аспекты влияния элементов системы на ее отказ или работоспособность. Анализ важности элементов используется при проектировании, диагностике и оптимизации системы. В данной статье разработаны новые алгоритмы расчета некоторых оценок важности компонентов системы на основе матричных процедур. Целью данной работы является разработка нового алгоритма для расчета важности системы на основе матричных процедур, которые могут быть преобразованы в параллельные процедуры. Эти алгоритмы разработаны на основе применения логического дифференциального исчисления булевой логики для анализа важности системы. Применение параллельных алгоритмов в анализе важности позволяет оценивать надежность системы большой размерности. Специфической особенностью предложенных матричных процедур для расчета важности является использование структурной функции для математического представления исследуемой системы. Эта функция определяет однозначное соотношение для всех возможных сочетаний состояний системы и надежностью/долговечностью системы. Структурная функция в этом случае определяется как вектор истины, который используется в матричных преобразованиях. Вектор истинности булевой функции представляет собой столбец таблицы истиности для значений переменных упорядоченных в лексикографическом порядке. Любая структурная функция системы может быть однозначно представлена вектором истиности, который состоит из 2^\( n \) элементов.

Ключевые слова: оценки важности компонентов; структурная функция; логическое дифференциальное исчисление; логические направленные производные.
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