Does freight and passenger transportation industries are sustainable in BRICS countries? Evidence from advance panel estimations
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\textbf{ABSTRACT}

Freight and passenger transportation profoundly impacts environmental degradation due to the higher fossil fuel consumption and respective emissions. Therefore, this study explores the impact of freight and passenger transportation on environmental pollution (particulate matter 2.5 (PM 2.5)) in BRICS countries using annual data from 1990 to 2018. We employed various advanced econometric approaches to handle issues arising from panel data, such as the presence of unit root, cross-sectional dependency, structural break, and parameters heterogeneity. The overall results show that freight and passenger transportation significantly contribute to a higher concentration of PM 2.5; however, the impact of freight transportation is almost double that of passenger transportation. Similarly, economic growth also caused higher environmental pollution. Moreover, this study confirms the presence of the Environmental Kuznets Curve hypothesis in the long run. These results provide valuable suggestions to achieve a sustainable environment.
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\textbf{1. Introduction}

The transportation sector is considered as an important segment of the economy, and it impacts all aspects of human life, research, education, entertainment, culture, trade, defense, and so on (Baloch & Suad, 2018; Maparu & Mazumder, 2017; Sohail et al., 2021; Sun et al., 2021). This driving sector plays an imperative part in the economic growth of the nations, but unfortunately, it is also the main source of energy ingesting and contributes to lower environmental quality (Raza et al., 2019; Sharif et al., 2020; Van Fan et al., 2018). The rapid development of the transport sector has contributed to the socio-economic improvement of the nation, and demand for transport
services is anticipated to rise, leading to higher emissions and causing global warming (Liu et al., 2020; Mustapa & Bekhet, 2016). The transport industry is the world’s second-largest energy consumer after the industrial sector, and it consumes more than 30% of the world’s total energy consumption (Danish, Baloch, & Suad, 2018; Giannakis et al., 2020; Liang et al., 2017; An et al., 2021a).

The transport sector mainly depends on fossil fuels, and as a result of the increase in atmospheric temperature, green transportation is considered one of the main alternatives for countries around the world (Chien et al., 2021; Danish et al., 2018; Razzaq et al., 2021b). Worldwide carbon dioxide emissions (CO₂ emanations) have increased quickly over a long time due to increasing energy utilization boosted by fast economic growth in global economies. This growth leads to substantial changes in temperature and precipitation designs and has had deliberate environmental consequences, such as the increased occurrence of droughts, floods, and storms and rise in worldwide temperature and sea level (Safaai et al., 2011; Stern, 2009). The continuous growth of transport sector and its effects on the environment attract the attention of policymakers in sustainable transportation (Amin et al., 2020).

The transportation sector in any country leads to increase the economic growth, due to rise in economic progress the countries around the globe upsurges their trade as a result of which there will be more use of freight and passenger transportation modes (Godil et al., 2020; Sobrino & Monzon, 2014). The freight segment is an enormous supporter of discharges of greenhouse gas emissions (GHG), relieving its adverse consequence on the climate, which is imperative for sustainable development (Jofred & Öster, 2011). Freight transportation and logistics act as the artery of the national economy (Luo et al., 2016). Freight is transported nowadays by planes, trucks, ships, rail lines, predominately fueled by petroleum-driven powers (Muratori et al., 2017). Among various vehicle modes, road transportation has alluded as a significant supporter of emissions. Talbi (2017) contends that road transport primarily depends on non-renewable energy sources, which is the main supporter of the transport area’s CO₂ emanations (Sharif et al., 2019).

According to Air Transportation Action Group (2019), after road transportation, the aviation segment is the significant sector for releasing gasses into the atmosphere. The gases released in the atmosphere from the aeronautics sector are more dangerous because the quality of air will be affected at the surface. Most gasses are released near the surface environment, whereas the other half is released over 6000 m (Balkanski et al., 2010). The transport division assumes a central part in a globalized economy as it permits goods to be exchanged, mobility for individuals, social and economic development and is one of the reasons for suburbanization among urban areas (Berg & Ihlström, 2019; Danish et al., 2018; García-Olivares et al., 2018; Krautzberger & Wetzel, 2012). The carbon emanation emerges from different methods of transportation; for example, road transportation, rail transportation, inland delivery, freight frameworks, and aviation (Aggarwal & Jain, 2016; Hoffrichter et al., 2012; Kim & Van Wee, 2014; Šimenc, 2016; Zhou et al., 2016). Energy utilization unfavorably influences the climate and hence brings about expanding CO₂ emissions (Talbi, 2017).

At the point when ecological contamination has become a major issue and fundamentally adds to a worldwide temperature alteration, a practical zero-emission
transportation framework becomes important (Amin et al., 2020). As of late, public concern over ozone-depleting substance emanations from the transportation sector has increased (Cui & Li, 2015). Controlling the carbon dioxide emanations from transportation is significant for sustainable development. Numerous nations and regions have forced CO₂ emissions caps on the transportation division. The fundamental methodologies have been depicted as follows: energy and innovation development, policy execution, transportation structure adjustment, and different techniques (Abrell, 2010; Banister et al., 2011; Grahn et al., 2009; Knittel, 2012; Waisman et al., 2013).

In the last 30-year time period, the amount of dangerous industrial pollutants gases released in the environment are less in the developed countries, but they are increased in the developing world (Barbier, 1997). This type of association is called the Environmental Kuznets Curve (EKC); the KEC hypothesis revealed an inverse U-shaped relationship between numerous indicators of environmental degradation and the amount of per capita income (Dinda, 2004). In 1990s, the KEC became a reference to describe the association of how various forms of environmental pollutants are released in the atmosphere due to the economic growth of a country (Beckerman, 1992). Most of the developing countries are unable to protect their environment from these dangerous pollutants, but they are trying to determine the level of their income at which they are capable of bearing the production methods that respect the environment (Cherniwchan, 2012). Therefore, pollution is observed as a byproduct of industrial production activities.

In this era, the notion of BRICS (Brazil, Russia, India, China, and South Africa) countries is becoming popular more and more in academia, and public media and their importance in the global economy continue to increase (Liu et al., 2020; Scerri & Lastres, 2020). The BRICS counties are referred to as five major emerging economies, occupying 26% of the total world land and 42% of the world population (He et al., 2020). The BRICS countries represent a combination of developing economies with a large population and a significant share of economic output globally (Chen & De Lombaerde, 2014). The total GDP growth of the BRICS counties was U.S. dollars 188.76 billion in 2017, equal to 23.3% of the world total (He et al., 2020). Goldman (2003) determined that in less than 40 years at one end, the BRICS countries played a more important role in improving the world economy than G6 (United Kingdom, United States, France, Japan, Italy, and Germany). On the other hand, the size of their economy may account for more than half of G6 countries by 2025.

The World Bank statistics show that from 2008 to 2018, the nominal GDP of the BRICS countries increases from 11.8% to 22.3% of the world’s total. As a result, the proposed share of the BRICS countries will rise to 37.7% in world GDP, respectively (He et al., 2020). BRICS countries are playing an essential role in increasing the world economy, but at the same time, they have received global attention due to their greater use of energy. The resulting pollution problems, likewise CO₂ emissions and the other dangerous gasses, causes global warming and increased atmospheric temperature. Arrow et al. (1996) contended that a country would achieve sustainability only if its economic growth is attuned to environmental quality. In 2013 during the 5th BRICS summit, the BRICS countries signed an agreement on climate cooperation...
and the green economy in order to ensure the technical exchange to overcome the negative effect of climate change on developing countries and financial support as well (Cowan et al., 2014; Lingyan et al., 2021; Razzaq et al., 2021a). The relationship between economic growth and air pollution in BRICS countries is debatable due to their rapid economic growth (Liu et al., 2020). The various gasses that cause air pollution are carbon dioxide (CO2), sulfur dioxide (S2O), suspended particulate matter (PM2.5 or PM10, with diameters of 2.5 or 10 μm, respectively), Nitrous oxides (NOx) (Bagoulla & Guillotreau, 2020; Ling et al., 2021; Shahzad et al., 2021).

This study contributes to the empirical literature by exploring the impact of freight and passenger transportation on air pollution in BRICS countries. Prior studies mainly draw the influence of transportation sector and CO2 emissions as a determinant for air pollution while ignoring particulate matter (PM2.5), which is the most relevant measure for air pollution. Moreover, the BRICS countries are showing exponential growth in transport services and environmental issues, which is not yet explored in the recent scenario. Apart from that, existing studies mainly rely on traditional panel estimators, which fail to address complexities arising from multiple structure breaks and parameter heterogeneity. To overcome these issues, this study applied contemporary empirical estimation techniques to produce reliable outcomes.

2. Literature review

The transport sector is the second-largest energy consumer sector globally and profoundly contributes to the economy more explicitly in developing nations (He et al., 2021; Ozturk & Acaravci, 2013; Sharif et al., 2020). Though, in spite of the part of the transport sector in economic growth and development, it may be a threat to global warming (Danish et al., 2018; Solaymani, 2019). The persistent development of transport sector around the world also leads to increase the release of dangerous gases like CO2 emissions in the air and this will give an alarming signal to the policy makers in order to make transportation sector more sustainable (Amin et al., 2020). Analysts have appeared that there’s a solid connection between economic growth and CO2 emissions (Begum et al., 2015).

Raza et al. (2019) investigated a positive and significant association of energy consumption and economic growth on CO2 emissions. Some earlier studies revealed that the transportation sector affects the environment differently at different places, and it all depends upon the procedures and the methods used in that sector. Consequently, these research studies do not give clear and definite associations (Ahmed et al., 2020; Alshehry & Belloumi, 2017; Du et al., 2019; Kharbach & Chfadi, 2017; Sohail et al., 2019). Chandran and Tang (2013) propose that energy consumption in transport sector and economic growth significantly affect CO2 emissions over the long run in ASEAN-5 nations. Shahbaz et al. (2015) investigated that both transport energy utilization and road infrastructure cause to upsurge pollution in Tunisia. Moreover, a bidirectional causality has been investigated between transport-value added, transport energy utilization with CO2 emanations.

Most of the prior researchers used various econometric models and techniques to analyze energy planning. Likewise, Marrero (2010) affirmed that the emission of
dangerous gasses like CO$_2$ may be decreased and that all depends upon the type of fuel used in the vehicles and moreover, if we use a large amount of renewable energy sources, this will also help in the more significant reductions of dangerous emissions. Pongthanaisawan and Sorapipatana (2013) developed an econometric model to determine the impact of energy demand in the transport sector and its impact on CO$_2$ emissions. The findings of the study revealed that fuel-changing alternatives are the influential source for reducing CO$_2$ emissions. Utilizing a comparative model, Klier and Linn (2013) determined that the cost of the fuel act as an effective gadget for reducing CO$_2$ emanations in some European countries. Timilsina and Shrestha (2009) examine the impact of energy consumption, population growth, and CO$_2$ emanation in the transport sector for some Asian economies. The study used annual data from 1980 to 2005 and concluded that economic growth, energy consumption, and population growth cause CO$_2$ emanation. Ahmed et al. (2020) used to determine the impact of CO$_2$ emanations in the Indian economy for the year 1980–2015. The study’s outcomes revealed that economic growth and the road sector energy utilization are the main reason for increasing CO$_2$ emanations. Liddle (2015) used to check the EKC hypothesis on panel data of developing and developed countries. The study used urban transport-related GHG emanations per capita income and used control variables like fuel prices and urban intensity for CO$_2$ emissions function. The finding of the study support EKC theory for CO$_2$ emanations. Likewise, Andrés and Padilla (2018) examined the impact of GHG emissions in the transportation sector of some European countries. The study used annual panel data for the period 1980 to 2014, the findings of the study revealed that transport energy intensity and the volume of the transport significantly positively associated with GHG emissions in these countries.

Chandran and Tang (2013) investigated the impacts of foreign direct investment, transport sector, economic growth, and CO$_2$ emanations by employing a panel of ASEAN-5 countries. The finding of the research study revealed that there is positive effect of the transport sector and economic growth on CO$_2$. Mustapa and Bekhet (2016), in the Malaysian context, affirm that transportation sector represents 28% of the CO$_2$ outflows and on aggregate out of that 85% of the emissions are due to road transport in Malaysia. Saboori et al. (2014) examined the long run connections of transport division and CO$_2$ emanations in “Organization for Economic Cooperation and Development (OECD)” countries by using panel data for the period 1960–2008. Their study findings show that there is a bidirectional causality found between transport division energy utilization and CO$_2$ emissions. Erdogan et al. (2020) examined the impact of air transportation and the rail transportation on environmental pollution. The study applied robust panel estimation technique on a panel data of top 10 air transportation countries from the time period 1995 to 2014. The study’s findings show that air transportation leads to increase emanations, whereas railway transport decreases emissions in selected countries.

Furthermore, Ratanavaraha and Jomnonkwao (2015) used to determine the impact of energy use for reducing CO$_2$ emissions, specifically in the transportation sector in Thailand. The findings of the study showed a significant association between population, GDP and CO$_2$ emissions. Godil et al. (2020) investigated the relationship
between freight transportation and passenger transportation with CO₂ emissions for the US economy. The study used monthly data from 2000 to 2019 and applied QADRL approach. The study’s findings revealed a negative relationship of both freight and passenger transportation with CO₂ emissions and indicated that the transportation system in the USA helps in reducing CO₂ emissions, respectively.

Danish et al. (2018) examined the association between GDP, energy use, and CO₂ emissions in the transport sector. The findings demonstrate a strong connection between selected variables in the transportation sector. Greening et al. (1999) analyze the emanations of CO₂ in 10 OECD countries due to freight transport. The study used data from 1970 to 1993 and discovered that the flow of CO₂ increases due to freight transport in selected OECD nations. Hu et al. (2019) investigated the release of CO₂ gas in the atmosphere due to the transportation sector in Sweden. The result of the study revealed that 14% of the gases released are in the form of CO₂ emissions from the transportation sector in Sweden. B. Wang et al. (2018) used to determine the influential factors for CO₂ emanations because of China’s freight transportation and passenger transportation. The study used data from 1990 to 2015, and the findings showed that population, per capita GDP, and the structure of the transport system are the main factor for increasing CO₂ emanations in China. Luo et al. (2016) determined the impact of freight transportation on CO₂ emanations on the data of 31 provinces of China from 1990 to 2007. Their results revealed that the freight transport segment is the influential factor in increasing CO₂ emanation in China, approximately it expanded 68 to 436 Mt CO₂ in china form 1990 to 2007. In another study on time-series data of the USA, Mishra et al. (2020) examined the association between transportation services and CO₂ emissions. The study used partial and multiple wavelet coherence techniques on the monthly time-series data from 2001 to 2017. The findings of the study show a long-run association between transportation services and CO₂ emissions in the USA.

To examine the Environmental Kuznets hypothesis (EKC), Alshehry and Belloumi (2017) investigated the impact of transport-emission nexus in the context of EKC for Saudi Arabia. The study applied ARDL bound approach in order to investigate the relationship between economic growth, and CO₂ emissions in transport sector. The findings of the study rejected the validity of EKC hypothesis for transportation sector emissions in Saudi Arabia. Likewise, Xu and Lin (2015) used to determine the main factors responsible for reducing CO₂ emissions in China. The study was also used to check the EKC hypothesis. The findings show an inverted U-shaped association to CO₂ emissions; this is due to an increase in private vehicle ownership at early stages and expansion in using the electric or hybrid vehicles at the later stage of development. Liddle’s Liddle (2015) findings also validate EKC hypothesis on the panel data of developing and developed economies. Go et al. (2021) never find any evidence for EKC for the Malaysian context from 1990-2017. On the other hand, Kharbach and Chfadi (2017) investigated a significant long-run relationship between the transport sector, economic growth, number of vehicles, and CO₂ emanations. Therefore, supporting the concept of EKC hypothesis for Morocco.

The above mention studies confirmed that the transportation sector significantly influences environmental quality by releasing some dangerous gasses into the
atmosphere. These studies showed that measures and modes of transportation indeed determine the amount of pollutants released into the air. More specifically, the gasses released in the air have their own property; most of the prior studies use CO₂ emissions as a proxy for air pollution, however, particulate matter 2.5 (PM₂.₅) has greater relevance due to its scientific nature and correlation with transport emissions.

3. Material and methods

In light of the hypothetical structure, this research study utilizes particulate matter 2.₅ as the dependent variable and uses four independent variables such as passenger transportation, freight transportation, economic growth, and square of economic growth (EKC). The data for all variables are acquired from the World Development Index (WDI). The overall detail for the proposed model is specified underneath as:

\[
PM2.5_{i,t} = f(PTR_{i,t}, FTR_{i,t}, GDP_{i,t}, GDP^2_{i,t})
\]  

In equation (1) the cross-section “i” represents selected BRICS countries, whereas “t” is the time period, which is from 1990-2018. The regression equation for the model from equation (1) is given as:

\[
PM2.5_{it} = \delta_1 + \delta_2 PTR_{it} + FTR_{it} + GDP_{it} + GDP^2_{it} + \alpha_i + \varphi_{it}
\]

where PM₂.₅ is particulate matter 2.₅ is used as the dependent variable for this study and is defined as the air pollutant which has a diameter of less than 2.₅ micrometers. PM₂.₅ is generated due to chemical reactions and the burning of fossils fuels in the atmosphere. Passenger transport PTRₜ is one of the independent variables and is defined as the total movement of passengers from one place to another by using inland transport on a given selected network (Ammirato et al., 2020; Godil et al., 2020). FTRₜ is freight transportation which means shipping of transporting commodities, goods and cargo by land, sea or air (Godil et al., 2020; SteadieSeifi et al., 2014). GDPₜ is gross domestic product, and it measures economic growth in terms of the total worth of goods produced and total services provided in a country during one year (Roy & Das, 2020). GDP^2ₜ gross domestic product square representing EKC hypothesis (Ali et al., 2020). The term \( \alpha_i \) is used for cross-section, and the error term is represented by \( \varphi_{it} \).

3.1. Estimation strategy

3.1.1. Unit root testing

In this research study, data analysis has been started by checking the units’ cross-sectional dependence (CD). CD testing is necessary before starting the unit root test process because it helps us to select specific unit root tests from the set of 1ˢᵗ, 2ⁿᵈ and 3ⁿᵈ generation tests to manage CD. The issue of CD should be handled during estimations; it might prompt size distortion, misleading outcomes, and bias stationarity (Salim et al., 2017; Westerlund, 2007). To determine the presence of CD issues, this study used Pesaran (2015) test. After obtaining the results from the CD test, the
subsequent step is to check the stationarity of selected panel data. Prior literature shows that to overcome the issue of non-stationarity in the panel data, there are three types of unit root tests for example, first generation panel unit root test, second generation panel unit root test, and the third generation panel unit root test, respectively. The issue of non-stationarity in the data with homogeneous panel was resolved by Levin et al. (2002), Choi (2001), and Maddala and Wu (1999). The issue of non-stationarity with heterogeneous panels was fixed by Im et al. (2003). Likewise, Lluís Carrion-I-Silvestre et al. (2005) manage the issue of multiple structural breaks; nevertheless, it additionally does not overcome the issue of CD. The second-generation panel unit root tests were created by Choi (2006), Pesaran (2007), and Moon and Perron (2012), and this test has overcome the issue of CD and heterogeneity between the units. Likewise, the problem of structural breaks remains present in the data after applying the first and second-generation unit root test; it implies that these tests lose their power and are unable to perform well. At this point, the researchers recommended a third-generation panel unit root test to overcome the issue of structural breaks in the data and overcome the issue of heterogeneity and CD problems (Bai & Carrion-I-Silvestre, 2009). This research study applied Bai & Carrion-I-Silvestre (2009), and Pesaran (2007) tests to overcome the issue of non-stationarity with CD, as the presence of CD does not allow to apply first-generation panel unit root tests (Jalil, 2014). Moreover, the study used Lluís Carrion-I-Silvestre et al. (2005) test in order to overcome the issue of structural breaks for each cross-section in the data.

3.1.2. Co-integration testing
After confirming stationarity properties of data, it is imperative to check slope homogeneity or heterogeneity. For that, we employ Swamy (1970) test. The study shows homogeneous assumptions for the null hypothesis and heterogeneous slope parameters for the alternative hypothesis. In the presence of CD, the first-generation co-integration test by Westerlund (2005), and Larsson et al. (2001) neglect to offer worthy estimates due to the size properties distortion. To overcome the issue of non-stationarity, heterogeneity, and CD, this study used Banerjee & Carrion-I-Silvestre (2017) test. This method overcomes all the issues mentioned above as well as recognize the structural breaks in the presence of co-integration. Westerlund (2007), at one end, integrates the issue of CD and heterogeneous slopes parameters, but this test negates to determine the impact of conceivable structural breaks; as a result, this test is unable to reject the null hypothesis of no co-integration in the data. Later on, the study used Westerlund and Edgerton (2008) approach to deal with CD, serially correlated errors, and heterogeneous slopes, and sequentially handle structural breaks which are present at various locations for each cross section. The study also used Banerjee and Carrion-I-Silvestre (2017) approach to determine the co-integrating relationship between selected variables. This method is based on Common Correlated Effects Mean Group (CCEMG) and overcome the issues of non-stationarity, heterogeneity, and CD.

3.1.3. Cross-sectionally augmented autoregressive distributed lags (CS-ARDL)
According to the literature, several factors cause the issue of CD. This problem can mislead the results if we cannot control unobservable common factors correlated with
the regressors in the model. The problem of CD and slope heterogeneity can efficiently be handled by CS-ARDL approach. This technique can overcome the abovesaid issues by using a dynamic common correlated estimator (Çoban & Topcu, 2013; Yao et al., 2019). The preliminary form of CS-ARDL is presented in equation (2) as taking after:

\[ W_{i,t} = \sum_{l=0}^{p_w} \gamma_{1,l} W_{i,t-1} + \sum_{l=0}^{p_z} \beta_{1,l} Z_{i,t-1} + \epsilon_{i,t} \]  

(3)

The detail of the Autoregressive Distributed Lags (ARDL) model is presented in equation (3). On the off chance that we follow equation (7), this equation gives us distorted results due to the presence of CD. Equation (4) is the all-inclusive type of equation (3) by taking cross-sections averages of each regressor, as this will help us to cope up with inappropriate inference due to the presence of the threshold effect instigated because of CD (Chudik & Pesaran, 2015).

\[ W_{it} = \sum_{l=0}^{p_w} \gamma_{1,l} W_{i,t-1} + \sum_{l=0}^{p_z} \beta_{1,l} Z_{i,t-1} + \sum_{l=0}^{p_x} \rho_i \bar{X}_{t-1} + \epsilon_{i,t} \]  

(4)

where, \( \bar{X}_{t-1} = \left( \bar{W}_{i,t-1}, \bar{Z}_{i,t-1} \right) \) are the midpoints of both the regressed and regressor under investigation, the lag indicators for each of the variable is represented as \( p_w, p_z, p_x \). Additionally, \( W_{it} \) is the representation for the dependent variable, for example, particulate matter 2.5 and \( Z_{it} \) is used as a symbol for all the selected independent variables, for example, passenger transportation, freight transportation, economic growth, and economic growth square. Likewise, \( X \) indicates cross-section averages to avoid CD caused by spillover effects (Liddle, 2018). The CS-ARDL is used to determine the long-run coefficients from short-run coefficients, respectively. Equation (5) represents the mean group estimator and the long-run coefficient for this research study as follows:

\[ \hat{\pi}_{CS-ARDL,i} = \frac{\sum_{l=0}^{p_z} \beta_{1,l}}{1 - \sum_{l=0}^{p_x} \rho_i} \]  

(5)

The mean group is given as follows:

\[ \hat{\pi}_{MG} = \frac{1}{N} \sum_{i=1}^{N} \hat{\pi}_i \]  

(6)

Short-run Coefficients are estimated as follows:

\[ \Delta W_{it} = \partial_i \left[ W_{i,t-1} - \pi_i Z_{it} \right] - \sum_{l=1}^{p_w} \gamma_{1,l} \Delta W_{i,t-1} + \sum_{l=0}^{p_z} \beta_{1,l} Z_{i,t} + \sum_{l=0}^{p_x} \rho_i \bar{X}_{t} + \epsilon_{i,t} \]  

(7)

where \( \Delta_t = t - (t - 1) \)
\[ \hat{\tau}_i = -\left(1 - \sum_{l=1}^{p_k} \gamma_{l,t} \right) \]  
\[ \hat{\pi}_i = \sum_{l=0}^{p} p^l \beta_{i,l} \]  
\[ \hat{\pi}_{MG} = \frac{1}{N} \sum_{i=1}^{N} \hat{\pi}_i \]

For CS-ARDL, like pooled mean group (PMG), the term Error Correction Mechanism (ECM (−1)) shows the speed of adjustment towards equilibrium or the time it takes for an economy to reach equilibrium point.

### 3.2. Robustness tests

According to Yao et al. (2019), traditional approaches give biasness in the results because of slope heterogeneity and CD. Therefore, this study used Augmented Mean Group (AGM) by Eberhardt and Teal (2010) and Common Correlated Effect Mean Group (CCEMG) by Pesaran (2006) to overcome the issue of non-stationarity, slope heterogeneity, structural breaks, and CD. The CCEMG takes averages of both dependent and independent variables to remove the spillover effects arises due to CD by including time dummies (Liddle, 2018). The AMG is an alternate way to deal with CCEMG, which caters to structural breaks, CD, and heterogeneity and additionally incorporate dummy variables and deals with unobservable factor (Eberhardt & Teal, 2010).

### 4. Empirical results and discussion

The results from Pesaran (2015) CD test are presented in Table 1. The finding confirms the rejection of null hypothesis of no CD for all the selected variables such as PM2.5, PTR, FRT, GDP, and GDP² at a 1 percent level of significance. The empirical findings highlight the presence of CD in the panel data.

Table 2 shows the empirical findings of Pesaran (2007), Bai & Carrion-I-Silvestre (2009) unit root tests when CD, heterogeneity, and structural breaks are present in the data. The findings of the study indicate the rejection of null hypothesis of unit root at the level. Even after considering the issue of conceivable structural breaks, the
results failed to reject null hypothesis of unit root in the panel data only in Bai & Carrion-I-Silvestre (2009) test. Though, for Pesaran (2007), the dependent and the independent variables are stationary at level. The empirical findings of these tests confirm that all the selected variables such as PM2.5, PTR, FRT, GDP, and GDP^2 are all stationary at first difference or integrated at I (1).

After applying CD and the unit root tests, the study applied Swamy (1970) slope homogeneity tests which were suggested by Pesaran and Yamagata (2008). The primary purpose of this technique is to check the slope homogeneity and heterogeneity across panels (Alam et al., 2018). A homogenous slope coefficient is expected for the case of null hypothesis, whereas some other estimates will be recommended for the alternative hypothesis. Table 3 shows the result of slope homogeneity by rejecting the null hypothesis at a 1 percent level of significance.

The empirical findings of Wasteland and Edgerton’s (2008) test are presented in Table 4. The test statistics reject the null hypothesis of “no co-integration”, implying that the variable are co-integrated in the long-run. This test accounts for structural breaks, serial correlation, CD, and heterogeneity while estimation, thus considered superior to traditional co-integration tests. The test outcome rejected the null hypothesis for all options i.e., structural breaks, regime shift, and the mean shift. It confirms the presence of a co-integration relationship among variables in the long run.

Table 5 shows the outcome of Banerjee and Carrion-I-Silvestre (2017) co-integration approach and affirm the presence of a co-integrating association between PM2.5, PTR, FRT, GDP, and GDP^2 at 1 percent level of significance for the overall sample and each selected country such as Brazil, Russia, India, China, and South Africa. As the co-integrating association between all the variables is affirmed, therefore we will go for determining the short-run and the long-run association between particulate matter 2.5, passenger transportation, freight transportation, and economic growth, respectively.

The empirical outcomes of the cross-sectional augmented autoregressive distributed lags model (CS-ARDL) are presented in Table 6. The empirical findings show that passenger transportation positively affects particulate matter 2.5 with a coefficient of 0.111%, which is significant at 1%. It notes that a 1% rise in passenger transportation causes to increase in particulate matter 2.5 by 0.111%. The results are supported by (Ahmed et al., 2020; Andrés & Padilla, 2018; Chandran & Tang, 2013). Similarly, freight transportation is also positively linked with particulate matter 2.5. The study
Table 3. Results of slope heterogeneity analysis.

| Statistics                  | Test value (P-value) |
|-----------------------------|----------------------|
| Delta tilde                 | 42.390*** (0.000)    |
| Delta tilde adjusted        | 53.468*** (0.000)    |

Note: *** and * explain the level of significance at 1%, 5% and 10%, respectively, whereas the values are in parentheses contains P-values.
Source: Author’s estimations.

Table 4. Results of Westerlund and Edgerton (2008) panel co-integration analysis.

| Test               | No break | Mean shift | Regime shift |
|--------------------|----------|------------|--------------|
| $Z_u(N)$           | −3.234***| −3.101***  | −4.021***     |
| p-value            | 0.000    | 0.000      | 0.000         |
| $Z_s(N)$           | −4.123***| −3.910***  | −5.001***     |
| p-value            | 0.000    | 0.000      | 0.000         |

The structural break for mean and regime shift for both models can be available on request.
Source: Author’s estimations.

Table 5. Results of Banerjee and Carrion-I-Silvestre (2017) co-integration analysis.

| Countries          | No deterministic specification | With constant | With trend |
|--------------------|--------------------------------|---------------|-----------|
| Dependent variable: PM2.5 emission |
| Full Sample        | −4.872***                      | −3.761***     | −5.983*** |
| Brazil             | −5.285***                      | −4.174***     | −6.396*** |
| Russia             | −3.145***                      | −3.034***     | −4.256*** |
| India              | −6.247***                      | −5.136***     | −7.358*** |
| China              | −4.276***                      | −3.165***     | −5.387*** |
| South Africa       | −3.176***                      | −3.065***     | −4.287*** |

Note: Critical Value (CV) at 5%*** and 10% * with constant is −2.32, −2.18 and with trend is −2.92 and − 2.82.
Source: Author’s estimations.

Table 6. Results of CS-ARDL analysis (Long run CS-ARDL results).

| Variables | Coefficients | t-statistics | p-values |
|-----------|--------------|--------------|----------|
| PTR       | 0.111***     | 3.011        | 0.000    |
| FTR       | 0.284**      | 2.007        | 0.046    |
| GDP       | 0.253***     | 4.542        | 0.000    |
| GDP2      | −0.164*      | −1.711       | 0.082    |
| CSD-Statistics | 0.033 | 0.201 |

Note: *** and * explain the level of significance at 1%, 5% and 10%, respectively.
Source: Author’s estimations.

discovers that a 1% increase in freight transportation causes particulate matter 2.5 to rise by 0.284%. These findings echoed recent literature (Greening et al., 1999; Luo et al., 2016; B. Wang et al., 2018). Likewise, the results show that economic growth is positively associated with particulate matter 2.5, which is significant at 1%, with a coefficient of 0.253%. We find that a 1% increase in gross domestic product (GDP) causes to increase in particulate matter 2.5 by 0.253%. These results adhered the findings of (Ahmed et al., 2020; Chandran & Tang, 2013; Ratanavaraha & Jomnonkwao, 2015; Raza et al., 2019; B. Wang et al., 2018). Similarly, economic growth produces a positive impact on particulate matter 2.5 with a coefficient of 0.253. It shows that a 1 percent increase in economic growth leads to increased particulate matter 2.5 by 0.253%. The square of GDP represents the presence of EKC curve, which shows that after reaching a certain level, the impact of income on particulate matter 2.5 turns negative. These results are largely supported by extensive literature, where it is argued
that higher income improves the country’s efficiency, leading to lower residuals (An et al., 2021; Razzaq et al., 2021).

Table 7 reported the short-run results, and the study finds a significant positive association between passenger transportation, freight transportation, economic growth, and particulate matter 2.5. In contrast, economic growth square negatively affects particulate matter 2.5.

The ECM (−1) indicates the speed of adjustment, which is −0.112%, confirming the conversion towards long-run equilibrium in case of any shock in the short-run. It also validates a stable long-run association between model variables. The short-run coefficients for passenger transportation, freight transportation, economic growth and economic growth square are 0.097%, 0.239%, 0.271% and −0.073% respectively.

Table 8 shows the robustness results obtained from AMG and CCEMG approaches. Both approaches represent a negative relationship between the square of economic growth and particulate matter 2.5 with coefficients of −0.300 and −0.441%, individually. Contrarily, there exists a positive association between passenger transportation and particulate matter 2.5 with coefficients of 0.264% and 0.303% for AMG and CCEMG, respectively. Likewise, freight transportation is positively associated with particulate matter 2.5 with coefficients of 0.301% and 0.510%, separately. Additionally, gross domestic product (GDP) is related positively with particulate matter 2.5 with coefficients of 0.406% and 0.3008%. The results obtained from the robustness check support our outcomes obtained from cross-sectionally augmented autoregressive distributed lags model (CS-ARDL).

5. Conclusion and policy implications

This study aims to analyze the impact of freight transportation and passenger transportation on air pollution in the case of BRICS countries. The study used particulate
matter 2.5 as the proxy for air pollution. We used Pesaran (2015) test to determine the CD, and later, the study applied different unit root tests, for example, Lluís Carrion-I-Silvestre et al. (2005), Pesaran (2007), and Bai & Carrion-I-Silvestre (2009) to check the stationarity in the panel data. Moreover, the study investigated the slope heterogeneity applying Swamy (1970) and Pesaran and Yamagata (2008) tests. In addition, the long-run co-integration relationship among the variables is determined using Westerlund and Edgerton (2008), and Banerjee and Carrion-I-Silvestre (2017) approach. The empirical findings show that passenger transportation, freight transportation, and economic growth positively affect particulate matter 2.5. Whereas square of economic growth is negatively associated with particulate matter 2.5, confirming the presence of EKC hypothesis.

Based on the above findings, some polices implications are suggested for BRICS economies. First, green transportation networks should be introduced to reduce environmental pollution. The logistics activities in these countries must be environmental friendly, and awareness must be created among the public to become aware of green logistics and adopt sustainable alternatives. Second, there is a need to improve fuel efficiency and introduce pollution-free vehicles to cope with the dangerous gasses released from freight and passenger transportation. The BRICS countries are developing countries, and their growth rate is fast compared to other developing countries, so the authorities in these countries should implement green transportation, green packaging, and green supply chain designs to promote green economic growth. For attaining long sustainable environment development, the government of BRICS countries should improve their physical infrastructure by introducing digital transportation system.
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