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Abstract

We study the recently introduced idea of worst-case sensitivity for monotone submodular maximization with cardinality constraint \( k \), which captures the degree to which the output argument changes on deletion of an element in the input. We find that for large classes of algorithms that non-trivial sensitivity of \( o(k) \) is not possible, even with bounded curvature, and that these results also hold in the distributed framework. However, we also show that in the regime \( k = \Omega(n) \) that we can obtain \( O(1) \) sensitivity for sufficiently low curvature.

1 Introduction

Monotone submodular function maximization is an important problem in optimization that captures many problems of interest including Max-Cut [9], facility location [1], and generalized assignment [8]. It also has many practical applications such as optimal budget allocation [18], sensor placement [11] and text summarization [13]. It has been studied extensively, and many approximation algorithms with provable guarantees have been derived for a variety of constraints [5,10], as well as a variety of generalizations [22,19].

Most works studying monotone submodular function maximization are concerned solely with the approximation guarantee and time complexity of the algorithm in question, assuming that we have full access to the submodular function. In practical applications, however, it may be naive to assume that we have access to the entire ground set and the ground set does not change over time. In these cases, it would be desirable to obtain an algorithm whose optimal solution does not change greatly as the ground set receives or loses elements. We provide two examples below.

• In a recommendation system [7], it is not the value of the objective function that is important to the user, but rather the solution, that is, the items recommended. If for example we are recommending items of media, it would be desirable for the user that even after our library of available media changes, the items recommended do not change too much.
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In sensor placement [11], if the locations that we can install sensors change over time, it may be desirable to use an algorithm where the solution, that is, the locations we install sensors, does not change too much if installing and uninstalling sensors is a cost or time-intensive process.

To address the issue above, in this work, we will be concerned with the \textit{(worst-case) sensitivity} of algorithms for maximizing submodular functions, which is informally how much the output of a maximization algorithm changes upon deleting an element of the ground set (see Section 2 for details).

Furthermore, in typical applications for submodular maximization, like those listed above, we typically deal with such large amounts of data that we cannot store it all on one machine. Specifically with reference to our earlier examples, large deployments of sensors mean we now have many physical measurements to store. Additionally, the popularization and increasing user-activity of services that recommend media result in an ever-increasing amount of data. As this data can be high-dimensional, it often must be processed in a distributed fashion. As sensitivity has many applied interests, we also look at distributed algorithms.

1.1 Our Contributions

In this work, we analyze the sensitivity of algorithms for maximizing monotone submodular functions under a cardinality constraint. Note that we have a trivial upper bound of $O(k)$ for any algorithm that outputs a set of size $k$.

We first study algorithms in a general sequential setting, where one element is selected to the output set after another. We first show that algorithms in a class we call \textit{proportional} (meaning elements with large marginals must be chosen with high probability) attain $\Omega(k)$ sensitivity for some functions, which matches the trivial upper bound of $O(k)$. We show the same for the randomized greedy algorithm studied in [4].

To get around the lower bound of $\Omega(k)$ for the general case, it is natural to consider monotone submodular functions with bounded curvature, where \textit{curvature} [6] being close to zero implies that the function is close to being modular. However our result is also negative—we show that for algorithms where the probability of selection at each step depends only on the ordinal position of a marginal (and not the marginal itself), that some functions have $\Omega(k)$ sensitivity. Throughout we only have light, natural assumptions on the algorithms. For example, the result applies to the standard greedy algorithm as well as the randomized greedy algorithm studied in [4].

We then show that if we sacrifice the constant-factor approximation for all $k$ and $n$, then we can obtain lower sensitivity for the proportional greedy algorithm, which selects an element with probability proportional to its marginal gain $k$ times. We show this algorithm has a constant factor approximation when $k = \Omega(n)$, and that its sensitivity is $O((1 - \sqrt{1 - c})^2/c \cdot k)$. Note that this bound converges to zero as $c \rightarrow 0$, which corresponds to the modular case, and converges to $k$ as $c \rightarrow 1$, which corresponds to the general case. We complement our upper bound by showing that the proportional greedy algorithm has sensitivity $\Omega((1 - \sqrt{1 - c})^2/c \cdot k - \varepsilon)$ for any $\varepsilon > 0$.

We finally move on to studying distributed algorithms. As many of our hardness results rely on one element changing the ordering of marginals greatly, it could be hoped that splitting the ground set among a large number of machines would enable us to obtain a non-trivial upper bound for all $k, n$, as that one element can’t affect too much of the ground set. However, we show this is not
the case. Specifically, we show that for a framework given in [3] for creating distributed algorithms from centralized algorithms, that all algorithms we had currently shown to have \(\Omega(k)\) sensitivity in the centralized case will also have \(\Omega(k)\) sensitivity in the distributed case. We conclude with a brief discussion.

1.2 Related Work

Sensitivity analysis of algorithms for combinatorial optimization problems is relatively a new area. Varma and Yoshida [20] introduced the notion of average sensitivity, which is how much the output of an algorithm changes upon deleting a random element of the ground set, and designed algorithms with low average sensitivity for various problems such as the minimum problem, the maximum matching problem, and the vertex cover problem. Peng and Yoshida [17] studied spectral clustering and showed that it has low average sensitivity when the input graph has a cluster structure. Yoshida and Zhou [23] showed a \((1 - \varepsilon)\)-approximation algorithm for the maximum matching problem with sensitivity \(O(1)\). Lattanzi et al. [12] gave a \((1/2 - \varepsilon)\) algorithm with polylogarithmic amortized update time in the fully dynamic setting. Note that their algorithm does not imply an algorithm with low sensitivity because the output of a dynamic algorithm can depend on the order of elements in the stream.

1.3 Organization

We introduce notions used throughout this work in Section 2. In Section 3 we show that natural sequential algorithms have sensitivity \(\Omega(k)\). In Section 4 we discuss sensitivity of algorithms on submodular functions with bounded curvature. In Section 5 we discuss distributed algorithms, and show how for a common framework for constructing distributed algorithms from centralized algorithms, our results carry over to that setting. We conclude this paper in Section 6. Comparable results for the average-sensitivity setting, as opposed to our worst-case setting, are found in Appendix E.

2 Preliminaries

For a positive integer \(n\), let \([n]\) denote the set \(\{1, 2, \ldots, n\}\). For subsets \(S, T \subseteq E\), \(S \triangle T\) denotes the symmetric difference between \(S\) and \(T\). For a subset \(S \subseteq E\), and an element \(e \in E \setminus S\), we denote by \(S + e\) the set \(S \cup \{e\}\). For a set \(S \subseteq E\), let \(1_S \in \{0, 1\}^E\) be the indicator vector of \(S\). Let \(f: 2^E \to \mathbb{R}\) be a set function. For an element \(e \in E\), let \(f \setminus e: 2^{E \setminus \{e\}} \to \mathbb{R}\) be the function obtained from \(f\) by restricting the domain to \(E \setminus \{e\}\). For a set \(S \subseteq E\), let \(f_S: 2^{E \setminus S} \to \mathbb{R}\) be the function defined as \(f_S(T) = f(S \cup T)\).

2.1 Submodular Functions

In this subsection, we introduce some necessary definitions. Let \(f: 2^E \to \mathbb{R}\) be a set function. We say that \(f\) is monotone if \(f(S) \leq f(T)\) for any \(S \subseteq T\). We say that \(f\) is submodular if \(f(S) + f(T) \geq f(S \cup T) + f(S \cap T)\). It is well known that submodularity is equivalent to the diminishing return property, that is, \(f_S(e) \geq f_T(e)\) holds for any \(S \subseteq T\) and \(e \in E \setminus T\). A function
Algorithm 1: Deterministic and randomized greedy algorithms

```plaintext
Procedure DETERMINISTICGREEDY(f, k)
  input: Monotone submodular function f: 2^E → R_+ and an integer k.
  S ← ∅;
  while |S| ≤ k do
    Let e ∈ E \ S be the element with the maximum marginal gain f_S(e);
    S ← S ∪ {e}.
  return S;

Procedure RANDOMIZEDGREEDY(f, k)
  input: Monotone submodular function f: 2^E → R_+ and an integer k.
  S ← ∅;
  while |S| ≤ k do
    Let M be a set of size k maximizing ∑_{e ∈ M} f(S ∪ {e});
    Select the element e' uniformly from M;
    S ← S ∪ {e'}.
  return S;
```

\( f \) is supermodular if \(-f\) is submodular, and is modular if it is both submodular and supermodular, which can be thought of as a set function analogue to linearity.

Throughout, the optimization problem we are interested in is the following monotone submodular function maximization with a cardinality constraint:

Given a monotone submodular function \( f: 2^E \rightarrow \mathbb{R}_+ \), and an integer \( 1 \leq k \leq |E| \), find a subset \( S \subseteq E \) which maximizes \( f(S) \) subject to \( |S| \leq k \).

Although this problem is NP-hard, as it includes the maximum cut problem, it is known that the deterministic greedy algorithm (DETERMINISTICGREEDY in Algorithm 1) achieves \((1 - 1/e)-\)approximation [10], and \((1 - 1/e + \varepsilon)-\)approximation is NP-Hard for any \( \varepsilon > 0 \) [11]. We can also use the randomized greedy algorithm (RANDOMIZEDGREEDY in Algorithm 1) to get \((1 - 1/e)-\)approximation [9].

The curvature of a submodular function measures how close a submodular function is to modular, and can be defined as follows:

**Definition 2.1** [6, 21]. Let \( f: 2^E \rightarrow \mathbb{R}_+ \) be a monotone submodular function. Its curvature is defined to be

\[
    c = 1 - \min_{e \in E} \frac{f_{E \setminus \{e\}}(e)}{f(e)}
\]

Note that \( c \in [0, 1] \) and a curvature of 0 implies that the function is modular.

### 2.2 Sensitivity

In this section, we formally introduce the notion of sensitivity. We start with deterministic algorithms.
Algorithm 2: Sequential algorithm for monotone submodular function maximization

1 Procedure **Sequential**(*f, k, R*)

   input: Monotone submodular function *f*: \(2^E \to \mathbb{R}_{+}\), an integer *k*, and a decision rule *R*.

2 \(S \leftarrow \emptyset\);

3 while \(|S| \leq k\) do

4 \(e \leftarrow R(f, S)\);

5 \(S \leftarrow S \cup \{e\}\).

6 return *S*;

**Definition 2.2.** Let \(A\) be a deterministic algorithm that takes a function *f*: \(2^E \to \mathbb{R}\) and returns a set \(S \subseteq E\). The sensitivity of \(A\) on *f*: \(2^E \to \mathbb{R}\) is

\[
\max_{e \in E} |A(f) \triangle A(f \setminus e)|.
\]

To define the sensitivity of randomized algorithms, we need the following notion that measures the distance between distributions over subsets.

**Definition 2.3.** For two distributions \(D_1\) and \(D_2\) over \(2^E\), the earth mover’s (or Wasserstein) distance between \(D_1\) and \(D_2\) is

\[
d_{\text{EM}}(D_1, D_2) := \min_{(S, S') \sim D} \mathbb{E} |S \triangle S'|,
\]

where *D* is a distribution over \(2^E \times 2^E\) such that the marginal distributions on the first and the second coordinates are equal to \(D_1\) and \(D_2\), respectively.

**Definition 2.4.** Let \(A\) be a randomized algorithm that takes a function *f*: \(2^E \to \mathbb{R}\) and returns a set \(S \subseteq E\). The sensitivity of \(A\) on *f* is

\[
\max_{e \in E} d_{\text{EM}}(A(f), A(f \setminus e)),
\]

where we identified \(A(f)\) and \(A(f \setminus e)\) with the distributions of \(A(f)\) and \(A(f \setminus e)\), respectively.

We note that this definition matches the previous one for deterministic algorithms.

3 Sequential Algorithms: A Warm-up

In this section, we consider sequential algorithms, which add elements to the output one by one. In Section 3.1, we show that any sequential algorithm in a broad class we call **proportional algorithms** has sensitivity \(\Omega(k)\), which matches the trivial upper bound of \(O(k)\). In Section 3.2, we also show the same lower bound for **RandomizedGreedy** [4].

3.1 Proportional Algorithms

First, we formally define a decision rule for selecting one element.
We also note that RandomizedGreedy takes a function \( f : 2^E \to \mathbb{R} \) and a set \( S \subseteq E \) and returns an element \( e \in E \setminus S \) solely based on the marginal gains \( f_S(e) \) \( (e \in E \setminus S) \).

The framework of a sequential algorithm is described in Algorithm 2. Starting with an empty set, it keeps choosing an element using the given decision rule and then adding it to the set, until the size of the set reaches \( k \). Noting that the choice of \( R \) defines the behavior of this algorithm, we give a couple of examples to make this framework clearer:

**Example 3.1.** If \( R(f, S) \) returns \( e \in E \setminus S \) with the maximum marginal gain, then we recover DeterministicGreedy. Suppose that all marginals are different at each step for simplicity. Then if \( R(f, S) \) returns an element \( e \in E \setminus S \) with probability \( 1/k \) if it is among the \( k \) highest marginals and \( 0 \) otherwise, then we recover RandomizedGreedy.

We note that the choice of \( R \) can result in a very broad class of algorithms. With this in mind, we limit the choice to one we call proportional decision rules for this warm-up section, which formalize the intuition that if a marginal is arbitrarily large, we should choose it with arbitrarily high probability.

**Definition 3.2** (Proportional Decision Rule). We call a (randomized) decision rule \( R \) proportional if for any \( \delta > 0 \), there exists \( \varepsilon = \varepsilon_R(\delta) > 0 \) such that, for any \( S \subseteq E \) and \( e \in E \setminus S \) with

\[
\frac{f_S(e)}{\sum_{e' \in E \setminus S} f_S(e')} > 1 - \varepsilon,
\]

the probability that \( R(f, S) \) returns \( e \) is at least \( 1 - \delta \).

We note that we can assume \( \varepsilon_R(\delta) \) is non-decreasing without loss of generality. To see this, suppose that there exists \( \delta < \delta' \) with \( \varepsilon_R(\delta) > \varepsilon_R(\delta') \). Then, we can set \( \varepsilon_R(\delta') \) to be \( \varepsilon_R(\delta) \) because if the relative marginal gain of \( e \) is more than \( 1 - \varepsilon_R(\delta) \) \( < 1 - \varepsilon_R(\delta') \), then we choose it with probability at least \( 1 - \delta > 1 - \delta' \).

We can confirm that DeterministicGreedy is proportional by setting \( \varepsilon = 1/2 \) for each \( \delta > 0 \). We also note that RandomizedGreedy is not proportional, as there is no corresponding \( \varepsilon \) for when \( 1 - \delta > \frac{1}{2} \), hence our separate analysis of it.

**Theorem 3.1.** Suppose \( k \leq n/2 \). Then, the sensitivity of any sequential algorithm with a proportional decision rule is \( \Omega(k) \).

**Proof.** We assume \( n \) is even and fix a proportional decision rule \( R \). For \( E = \{e_1, \ldots, e_n\} \), define the function \( f : 2^E \to \mathbb{R} \) as the set function such that

\[
f(S) = Ax_1 + B_1(1-x_1) \sum_{i=n/2+1}^n x_i + C \sum_{i=2}^{n/2} x_i, \text{ where } x_i = 1[e_i \in S] \text{ for each } i \in [n].
\]

and the constants \( A, B_i, C \) are such that \( A \gg B_{n/2+1} \gg \ldots \gg B_n \gg C \). In particular, for small enough \( \delta = o(1/n) \) and \( \varepsilon = \varepsilon_R(\delta) \), we want

\[
\frac{A}{A + B(n/2) + C(n/2 - 1)} > 1 - \varepsilon \quad \text{and} \quad \frac{B_1}{\sum_{j=i+1}^n B_j + C(n/2 - 1)} > 1 - \varepsilon.
\]

where the second equation holds for all \( i \in \{n/2+1 \ldots n\} \). It is clear that \( f \) is monotone submodular.

We now analyze the output of the sequential algorithm on \( f \) and \( f^{\setminus e_i} \) for \( i \in [n] \), using the following two claims whose proofs are found in Appendix \[A\].
Claim 3.1. We have
\[ \Pr \left[ |A(f, k, R) \cap \{e_1, \ldots, e_{n/2}\}| = k \right] > 1 - \delta. \]

Claim 3.2. We have
\[ \Pr \left[ |A(f \setminus e_1, k, R) \cap \{e_{n/2+1}, \ldots, e_n\}| = k \right] > 1 - k\delta. \]

We then see that the two claims above immediately show the sensitivity of \( A(\cdot, k, R) \) is \( \Omega(k) \).

### 3.2 Randomized Greedy Algorithm

In this subsection, we analyze the sensitivity of \textsc{RandomizedGreedy}.

**Theorem 3.2.** Suppose \( k \leq n/4 - 1 \). Then, the sensitivity of \textsc{RandomizedGreedy} is \( \Omega(k) \).

**Proof.** The function we use is \( f : 2^E \to \mathbb{R} \) with:
\[
f(S) = Cx_1 + (1 - x_1) \sum_{i=2}^{2k+1} x_i + 0.5 \sum_{i=2k+2}^{n} x_i \text{ where } x_i = 1[e_i \in S] \text{ for each } i \in [n].
\]

where \( C \) is large enough so the function remains monotone submodular. We now analyze the output of this algorithm on \( f \) and \( f \setminus e_1 \), with claims whose proofs are found in Appendix A.

**Claim 3.3.** We have
\[ |A(f \setminus e_1, k, R) \cap \{e_2, \ldots, e_{2k+1}\}| = k \]

**Claim 3.4.** For \( p_i = \left( \frac{k-1}{k} \right)^i \), we have
\[
\Pr \left[ |A(f, k, R) \cap \{e_{2k+2}, \ldots, e_n\}| = i \right] = p_{k-i-1}/k.
\]

These two claims enable us to give a simple bound on the sensitivity of this function:
\[
\max_{e \in E} d_{\text{EM}}(A(f), A(f \setminus e)) \geq d_{\text{EM}}(A(f), A(f \setminus e_1)) \geq \sum_{i=0}^{k-1} p_{k-i-1} \frac{2k - 2i}{k} = 2k \left( 1 - 2 \left( \frac{k-1}{k} \right)^k \right) = \Omega(k)
\]
giving us our result. \( \square \)

### 4 Submodular Functions with Bounded Curvature

We have now seen that in the general case, a large class of sequential algorithms cannot achieve non-trivial sensitivity in general. With this in mind, we now consider submodular functions with bounded curvature.

In this section, we first begin with another small “warm-up” section, where we analyze \textsc{DeterministicGreedy} and \textsc{RandomizedGreedy} for small curvature, and show that they also cannot achieve non-trivial sensitivity in general, even when the curvature is arbitrarily close to 0. The proof techniques we use here will be used in later sections also. Following on from that, we then move onto general sequential algorithms. We show that under a couple of natural assumptions, no sequential algorithm can achieve non-trivial sensitivity in general.
4.1 Two Greedy Algorithms

In this section, we prove the following:

**Theorem 4.1.** Det**erministicGreedy** and RandomizedGreedy both have sensitivity $\Omega(k)$ sensitivity, even when the input function has curvature arbitrary close to 0.

Over the next two subsections, we will prove this statement for each algorithm in turn.

### 4.1.1 Deterministic Greedy

Let $\mathcal{A}$ denote DeterministicGreedy. The function $f : 2^E \to \mathbb{R}_+$ we claim attains $\Omega(k)$ sensitivity is the following:

$$f(S) = Cx_1 + (1 - cx_1) \sum_{i=2}^{k+1} x_i + \left(1 - \frac{c}{2}\right) \sum_{i=k+2}^{2k+1} x_i,$$

where $x_i = 1[e_i \in S]$, $C$ is a large constant, and $c \in (0, 1]$ is the curvature. Note that this function is monotone submodular with curvature $c$. We first analyze the behavior of the algorithm on the full ground set. After selecting the element $e_1$, we see that the algorithm will select the elements $e_{k+1}, \ldots, e_{2k}$ in some order, as the marginals for $e_{2}, \ldots, e_k$ will be lowered.

Now suppose we delete $e_1$ from the ground set. It is clear the algorithm will select the elements $e_2, \ldots, e_{k+1}$ in some order.

Then, we have the sensitivity:

$$\max_{e \in E} |\mathcal{A}(f) \triangle \mathcal{A}(f^{\setminus e})| \geq |\mathcal{A}(f) \triangle \mathcal{A}(f^{\setminus e_1})| = k,$$

giving the $\Omega(k)$ lower bound.

### 4.1.2 Randomized Greedy

Let $\mathcal{A}$ denote RandomizedGreedy. For this algorithm, we will use a similar function to the previous subsection:

$$f(S) = Cx_1 + \left(1 - cx_1\right) \sum_{i=2}^{k+1} x_i + \left(1 - \frac{c}{2}\right) \sum_{i=k+2}^{4k+1} x_i$$

where all notation is defined as in the deterministic greedy case. This time, we firstly analyze $\mathcal{A}(f^{\setminus e_1})$. As $e_1$ is deleted, all steps will consist of choosing randomly between elements in the interval $e_2, \ldots, e_{2k+1}$.

We then analyze $\mathcal{A}(f)$. In this case we can define a series $p_1, \ldots, p_{k-1}$, where $p_i$ is the probability that $e_1$ will be chosen at the $i$th step. Note that after $e_1$ is chosen, all further elements will be chosen from $e_{k+2}, \ldots, e_{4k+1}$.

We therefore regard that if $e_1$ is chosen at the $i$th step, then the remaining $k - i$ steps will never happen in $\mathcal{A}(f^{\setminus e_1})$. We also note that $p_i = \left(\frac{k - i}{k - 1}\right)^{i-1} \left(\frac{1}{k}\right)$. We can now derive a lower bound for the sensitivity as follows:

$$\max_{e \in E} d_{EM}(\mathcal{A}(f), \mathcal{A}(f^{\setminus e})) \geq d_{EM}(\mathcal{A}(f), \mathcal{A}(f^{\setminus e_1})) \geq \sum_{i=1}^{k-1} p_i (k - i)$$
\[ \sum_{i=1}^{k-1} \left( \frac{k-1}{k} \right)^{i-1} \left( \frac{1}{k} \right) (k - i) = \Omega(k) \]

where the second inequality comes from the fact that a lower bound comes from only considering the difference of probability in choosing elements from \( e_{2k+2}, \ldots, e_{4k+1} \). This gives the required lower bound.

### 4.2 General Hardness Results

In this section, we detail some hardness results for general \( k \) and \( c \), and show that under a couple of small assumptions on our algorithm that are quite reasonable, for any algorithm \( A \) there is a function \( f \) such that the sensitivity of \( f \) is \( \Omega(k) \), even in the case of bounded curvature.

#### 4.2.1 Algorithm Formalization

In Algorithm 3, we give a framework for a sequential algorithm where elements are selected one at a time, that is a special case of Algorithm 2, but includes many common algorithms like DeterministicGreedy and RandomizedGreedy. In this algorithm, the sets \( S_{k,i} \subseteq \mathbb{N} \) give the indices of a number of elements at step \( i \in [k] \) that may have non-zero probability assigned to them, where the indices refer to the ordinal position of the elements marginal.

We also make the assumption that the probabilities assigned to elements are independent of marginals, and only depend on the ordinal position of the marginals. This is what motivates our choice of name, IndependentSequential. Therefore, our algorithm can be specified by sets \( \{S_{k,i}\}_{k \in \mathbb{N}, i \in [k]} \) and distributions over the positive integers \( \{D_{k,i}\}_{k \in \mathbb{N}, i \in [k]} \), where \( D_{k,j} \) is the distribution on the positive integers at step \( j \), when the cardinality constraint is \( k \) steps. At each point, the algorithm will choose an element from \( S_{k,i} \) with respect to the distribution \( D_{k,i} \), as illustrated in Algorithm 3. We also assume that the sets \( S_{k,i} \), are defined solely via \( k \) for each \( i \), and do not vary as \( n \) varies. As an example, this means we don’t permit sets like \( S_{k,i} = \{1, \ldots, n/3\} \).

The randomized decision rule \( \mathcal{R} \) assigns probability of selecting the elements in \( S_{k,i} \) according to the distribution \( D_{k,i} \), and then selects an element according to those probabilities.

**Example 4.1.** For DeterministicGreedy, we have \( S_{k,i} = \{1\} \) for any \( k \in \mathbb{N} \) and \( i \in [k] \). We also have the distributions \( D_{k,i} \) assigning probability 1 to the integer 1, for all \( k \) and \( i \). We then have \( \mathcal{R}(S_{k,i}, D_{k,i}) \) returns \( e_1 \) with probability 1, where the ordering of the elements is the same as the ordering of the marginal.

For RandomizedGreedy, we have \( S_{k,i} = \{1, \ldots, k\} \) for any \( k \in \mathbb{N} \). The distribution \( D_{k,i} \) assigns equal probability to all integers from 1 to \( k \). We then have \( \mathcal{R}(S_{k,i}, D_{k,i}) \) assigns the probability of selecting each of \( e_1, \ldots, e_k \) as \( 1/k \), then chooses one and returns it.

The goal of this section is to prove the following:

**Theorem 4.2.** For every algorithm satisfying the assumptions above, there exists a function \( f \) that attains sensitivity \( \Omega(k) \), or it does not attain a constant-factor approximation.

#### 4.2.2 Hardness Preliminaries

Our proof will rely on the fact that we can design a function where one particular element must be chosen with probability \( \Omega(1) \) relatively early on in the process of the algorithm. For an element
Lemma 4.1.  

Algorithm 3: Independent sequential algorithm

1. **Procedure** `INDEPENDENTSEQUENTIAL_S,D(f,k)`

   - This algorithm is parameterized by a family of sets $S = \{S_k,i \subseteq \mathbb{N}\}_{k \in \mathbb{N}, i \in [k]}$ and a collection of distributions $D = \{D_k,i \subseteq \mathbb{N}\}_{k \in \mathbb{N}, i \in [k]}$.
   
   - **input:** Monotone submodular function $f : 2^E \rightarrow \mathbb{R}_+$ and an integer $k$.
   
   - $S \leftarrow \emptyset$;
   
   - **while** $|S| \leq k$ **do**
     - Sort elements according to their marginal, with $e_1$ the largest, and select the elements corresponding to $S_{k,i}$;
     - $e \leftarrow R(S_{k,i}, D_{k,i})$;
     - $S \leftarrow S \cup \{e\}$.
   
   - **return** $S$;

\[ e \in E, \text{ step } i \in [k], \text{ and current solution set } S \subseteq E, \text{ let } p_{i,S}(e) \text{ denote the probability of selecting the element } e \text{ at step } i \text{ when the current solution set is } S. \]  
Then if we let $q(S)$ be the probability that $S$ is the solution set after $|S| - 1$ steps, we can define the following two quantities:

\[ p_i(e) = \sum_{S \subseteq E \mid |S| = i - 1} p_{i,S}(e)q(S), \quad P_i(e) = \sum_{j=1}^{i-1} \prod_{k=1}^{j-1} (1 - p_j(e))p_i(e), \]

so we have that $p_i(e)$ is the probability of selecting $e$ at step $i$, and $P_i(e)$ is the probability of having selected $e$ by step $i$. For an element $e^* \in E$, we similarly define $p_i^{e^*}(e), p_i^{e^*}(e), P_i^{e^*}(e)$ as the same quantities for when the algorithm is run on the ground set $E \setminus \{e^*\}$.

The result we will use for proving Theorem 4.2 is the following, the proof of which is found in Appendix A.

**Lemma 4.1.** Let $\mathcal{A}$ be an algorithm, $f : 2^E \rightarrow \mathbb{R}_+$ be a monotone submodular function, $e^* \in E$ be an element. Suppose we have $P_i(e^*) = \Omega(1)$ for some $i^* \in [k]$ with $k - i^* = \Omega(k)$. Additionally, suppose there exist subsets of elements $E_1 = \{e_1, \ldots, e_{a-1}\}$ and $E_0 = \{e_a, e_{a+1}, \ldots, e_k\}$ with $e^* \in E_1$ such that $\mathcal{A}(f \setminus e^*)$ only selects elements from $E_1$, and $\mathcal{A}(f)$ only selects from $E_1$ before $e^*$ is chosen, and only selects elements from $E_0$ after $e^*$ is chosen. Then the function $f$ attains $\Omega(k)$ sensitivity for the algorithm $\mathcal{A}$.

There are two main stages to our proof of Theorem 4.2. In the first, we consider the performance of our algorithm on a modular function with a large-weight element, and derive conditions on the distributions $D_{k,1}, \ldots, D_{k,k}$ to ensure we get a constant-factor approximation. We will call this the **large-element scheme**. After that, we look at the function whose exact form will be motivated and described later, but intuitively will have all elements very close together. We call this the **near-equality scheme**. We will show that the conditions derived in the large-element scheme can be used to show that the function in the near-equality scheme attains high sensitivity.
4.2.3 Large Element Scheme

We consider the following function:

\[
f(S) = \sum_{i=1}^{k} x_i + \varepsilon \sum_{i=k+1}^{n} x_i, \text{ where } x_i = 1[e_i \in S]
\]

and suppose that our algorithm \( A \) has a constant factor approximation \( \alpha > 0 \). This means that at step \( (1 - \alpha/2)k \), we know that at least a \( (\alpha/2) \)-fraction of the elements \( e_1, \ldots, e_k \) must be chosen.

Now, as in Lemma 4.1, let \( P_i(e) \) be the probability of selecting element \( e \) before step \( i \) (inclusively). Then, we have

\[
\sum_{i=1}^{k} P_{(1-\alpha/2)k}(e_i) \geq \frac{\alpha k}{2}
\]

and therefore \( \Omega(k) \) of these elements must be chosen by this step with probability \( \Omega(1) \) to ensure a constant factor approximation. Knowing this, we can now move on to the near-equality scheme.

4.2.4 Near-Equality Scheme

Recall that we have just seen that \( \Omega(k) \) elements between \( e_1, \ldots, e_k \) must be chosen with probability \( \Omega(1) \) to ensure a constant-factor approximation in the large-element scheme. Recall that our choices of elements is determined solely by the ordering of the marginals, but not the actual marginal values themselves.

Therefore, as the large-element function was modular, we can say that for each of those \( \Omega(k) \) elements \( e_j \), we can give a range of other functions \( f \) that will also have \( e_j \) chosen with probability \( \Omega(1) \) with \( \Omega(k) \) steps remaining, as long as that function \( f \) can preserve the same ordering of elements before \( e_j \) is chosen.

Now define \( f : 2^E \to \mathbb{R}_+ \) as follows:

\[
f(S) = \left( 1 - c e_j \right) \sum_{i=1}^{j-1} e_i + e_j + \left( 1 - c + \varepsilon (1 - e_j) \right) \sum_{i=j+1}^{l_{\text{max}}+1} e_i
\]

\[
+ (1 - c + \varepsilon/2) \sum_{i=l_{\text{max}}+2}^{2l_{\text{max}}+1} e_i + \varepsilon \sum_{i=2l_{\text{max}}+2}^{n} e_i
\]

where \( x_i = 1[e_i \in S] \) for each \( i \in [n] \) and \( I_{\text{max}} \) is the element with largest index across all of the sets \( \{S_{k,i}\} \). Note that for all \( S \in V \) such that \( e_j \notin S \), the ordering of all elements in \( V \setminus S \) by marginal value at the point \( f(S) \) is the same for the functions in the near-equality and large-element scheme. Therefore, we can say that for this function also, \( e_j \) will be chosen with probability \( \Omega(1) \) with \( \Omega(k) \) steps remaining. We briefly note that we couldn’t simply use this function to reach the conclusion in the previous subsection directly, as we may have \( I_{\text{max}} \) is \( \omega(k) \), and so in Equation 1 we would have \( \omega(k) \) elements in the summation, meaning none would necessarily be selected with \( \Omega(1) \) probability.

Note that before \( e_j \) is selected, all elements that are selected come from the set \( \{e_1, \ldots, e_{I_{\text{max}}}\} \). After selecting \( e_j \), the top \( I_{\text{max}} \) elements ordered by marginal will be \( \{e_{I_{\text{max}}+1}, \ldots, e_{2I_{\text{max}}}\} \), and so all further elements that must be chosen (of which there are \( \Omega(k) \)), must be chosen from this set.

Then if we consider the function ran on the reduced ground set \( E \setminus \{e_j\} \), then we see that all large
Algorithm 4: Proportional greedy algorithms

1 Procedure PROPORTIONALGREEDY(f, k)
   2 input: Monotone submodular function \( f : 2^E \rightarrow \mathbb{R}_+ \) and an integer \( k \).
   3 \( S \leftarrow \emptyset \);
   4 while \( |S| \leq k \) do
   5     Select \( e \in E \setminus S \) with probability proportional to the marginal gain \( f_S(e) \);
   6     \( S \leftarrow S \cup \{e\} \).
   7 return \( S \);

Elements chosen will come from the set \( \{e_1, \ldots, e_{I_{\max}+1}\} \setminus \{e_j\} \), by the fact that the resulting function is modular, and the definition of \( I_{\max} \).

This gives us the statement for Theorem 4.2 using Lemma 4.1 noting we can set \( e^* = e_j \), \( E_1 = \{e_1, \ldots, e_{I_{\max}+1}\} \), \( E_0 = \{e_{I_{\max}+2}, \ldots, e_{2I_{\max}+1}\} \).

4.2.5 Obtaining bounded sensitivity

Theorem 4.2 makes it difficult to identify a situation where we can guarantee non-trivial sensitivity upper bounds. As one example however, we can show that in the regime \( k = \Omega(n) \), we can find this for an algorithm we call PROPORTIONALGREEDY (see Algorithm 4). However, while this algorithm does not have a constant-factor approximation in general, though in the regime \( k = \Omega(n) \) we do get the following, with the proof in Appendix B:

**Theorem 4.3.** If we have \( k \geq cn \) for some constant \( c \), then the Algorithm PROPORTIONALGREEDY has a constant factor approximation of \( (1 - \frac{1}{c+1})^2 \).

Our result on the sensitivity, proved in Appendix C is as follows:

**Theorem 4.4.** When we have \( k = \Omega(n) \), then PROPORTIONALGREEDY has a constant factor approximation and achieves the following sensitivity bound when the curvature is \( c \):

\[
O\left(\frac{(1 - \sqrt{1 - c})^2}{c}, k\right).
\]

Further, this bound is tight.

5 Distributed Algorithms

We have seen that many of our hardness results rely on one element changing the ordering of marginals greatly. Therefore one could hope that splitting the ground set among many machines would enable us to obtain a non-trivial upper bound for all \( k, n \), as that one element can’t affect too much of the ground set overall. However, this is not necessarily the case.

For both the algorithm GREEDi found in [2], and for a general framework found in [3] for constructing distributed algorithms for centralized ones, we see that we still obtain high sensitivity. Details of GREEDi and the general framework, along with the proofs of the following results, are found in Appendix D.
Theorem 5.1. The algorithm GreeDi attains $\Omega(k)$ sensitivity for some function for sufficiently large $n$, for all curvature $0 < c \leq 1$.

Theorem 5.2. Let $\mathcal{A}$ be some algorithm with $\Omega(k)$ sensitivity, as shown by Theorem 4.2. Then $\mathcal{A}_d$, a distributed algorithm constructed via the framework in [3] from $\mathcal{A}$ also has $\Omega(k)$ sensitivity for some function.

6 Conclusion

While we have given some strong negative results about sensitivity for monotone submodular maximization with a cardinality constraint, some obvious questions remain—namely does there exist any constant-factor algorithm for monotone submodular maximization that has a non-trivial sensitivity bound? As we have seen, it looks unlikely when using discrete algorithms, and so continuous algorithms would be the most promising.

We can also ask if there are other settings in which our results imply other hardness bounds? We have seen that our centralized results apply to distributed algorithms, but as an example it would be interesting to know what, if anything, our results imply in the streaming setting?

A final, and important question is, does there exist a relevant subclass of submodular functions such that we can obtain a non-trivial sensitivity bound? From what we have seen, it doesn’t seem like that subclass is bounded curvature. An alternative could be $M^\natural$-concave functions [14], which are submodular functions equipped with an exchange property. A sufficient question to answer would be: is the solution to the weighted assignment problem stable when deleting an element? We note that the argument for the minimum spanning forest problem in [20] can be used to show that the matroid rank function has $O(1)$ sensitivity. As the unweighted assignment problem can be described by a matroid rank function, we see that $M^\natural$-concave functions form an interesting “midpoint” class that could warrant further investigation.
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A  Proofs of missing results

A.1  Claim 3.1

Proof. From the choice of $A$, we choose $e_1$ with probability at least $1 - \delta$ in the first step. When this happens, the marginal gains of $e_i$ for $i > n/2$ are 0 in subsequent steps, and hence we choose only elements $e_i$ for $i \leq n/2$.

A.2  Claim 3.2

Proof. By the choice of $B_i$ and $C$, we see that we successively choose the elements $B_n/2+1, \ldots, B_n$ with probability at least $1 - \delta$. We then see that the probability of selecting each of these elements in turn is at least $(1 - \delta)^k$, and using Bernoulli’s inequality gives our result.

A.3  Claim 3.3

Proof. We see that $p_i$ is clearly the probability that $e_1$ is not selected after $i$ iterations. Additionally, we see after selecting $e_1$, that all further elements under consideration will be from the set $e_{2k+2}, \ldots, e_n$, giving our claim.

A.4  Claim 3.4

Proof. As we select from the top $k$ marginals, at the first step we will select one of $e_2, \ldots, e_{k+1}$, and then add $e_{k+2}$ to the set of elements that we could possibly choose.

After $k$ steps, the element with maximum index we could include is $e_{2k+1}$, giving our claim.

A.5  Lemma 4.1

Proof. Note that the sensitivity can be bounded from below by the following total variation distance between the probabilities of selecting elements $e_i$ in $\mathcal{A}(f)$ and $\mathcal{A}(f\setminus e^*)$:

$$d_{EM}(\mathcal{A}(f), \mathcal{A}(f\setminus e^*)) \geq \sum_{i=1}^{n} |P_k(e_i) - P_k\setminus e^*(e_i)|$$

we can again bound this from below by restricting the summation to elements in the set $E_0$. Then noting that $\Omega(k)$ steps are still taken when we start selecting from $E_0$, and that $P_*(e^*)$ is $\Omega(1)$, we have:

$$\sum_{i=1}^{n} |P_k(e_i) - P_k\setminus e^*(e_i)| \geq \sum_{e \in E_0} |P_k(e) - P_k\setminus e^*(e)| \geq P_*(e^*) \cdot (k - i^*) = \Omega(k)$$

as required.

B  Proof of Randomized Greedy Algorithm

In this section, we prove the following:

Theorem B.1. ProportionalGreedy in Algorithm 4 is a $(1 - e^{-c/(1-c)})$-approximation algorithm when $k \geq cn$ for $c \in [0, 1]$. 
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Proof. The proof will be very similar to the one for the deterministic greedy algorithm. Let the optimal set \( \text{OPT} = \{e_1, \ldots, e_k\} \), where the elements are in arbitrary order (and we can assume \( |\text{OPT}| = k \) by monotonicity). We denote the partial solution after \( i \) steps as \( S_i \). Note that \( S_i \) is a random variable. By the random selection rule, we have

\[
\mathbb{E}[f(S_{i+1}) - f(S_i)] = \frac{1}{M} \sum_{e \in E \setminus S_i} f_{S_i}(e)^2
\]

where \( M = \sum_{e \in E \setminus S_i} f_{S_i}(e) \). Then, we have

\[
f(\text{OPT}) \leq f(\text{OPT} \cup S_i)
\]

(by monotonicity)

\[
= f(S_i) + \sum_{j=1}^{k} f_{S_i \cup (e_1, \ldots, e_{j-1})}(e_j)
\]

\[
\leq f(S_i) + \sum_{j=1}^{k} f_{S_i}(e_j).
\]

(by submodularity)

\[
\leq f(S_i) + M
\]

(by \( \sum_{j=1}^{k} f_{S_i}(e_j) \leq M \))

\[
\leq f(S_i) + (n-k)\mathbb{E}[f(S_{i+1}) - f(S_i)].
\]

(by \( M^2 \leq (n-k) \sum_{e \in E \setminus S_i} f_{S_i}(e)^2 \))

However, in our case we have \( k = cn \), so we can rearrange this to:

\[
f(\text{OPT}) \leq f(S_i) + \left(\frac{1}{c} - 1\right) k \mathbb{E}[f(S_{i+1}) - f(S_i)]
\]

(2)

Rearranging the inequality, and letting \( k' = \left(\frac{1}{c} - 1\right) k \) we obtain, as in the deterministic greedy:

\[
f(\text{OPT}) - f(S_i) \leq k' \mathbb{E}[f(S_{i+1}) - f(S_i)]
\]

Following the proof of the deterministic greedy algorithm, we then get:

\[
\mathbb{E}[f(S_k)] \geq \left(1 - \left(1 - \frac{1}{k'}\right)^k\right) f(\text{OPT}).
\]

From here, we can use the fact that \( k' = \left(\frac{1}{c} - 1\right) k \) and deterministic limits to show:

\[
\mathbb{E}[f(S_k)] \geq \left(1 - \frac{1}{e^{c/(1-c)}}\right) f(\text{OPT})
\]

as required.

Note that as \( c \to 0 \) (which brings us to the general case) that the approximation factor tends to 0.

C The Proportional Greedy Algorithm

In Section B2, we showed that the trivial upper bound on sensitivity is tight for proportional sequential algorithms. We also showed that for a large class of constant factor approximation algorithms, where the probability of selecting an element depends only on its ordinal position among marginals, that the trivial upper bound on sensitivity is also tight.

Hence in this section, we introduce an algorithm that only has a constant-factor approximation when \( k = \Omega(n) \), but attains non-trivial sensitivity for all functions.
C.1 Upper Bound for the Randomized Greedy Algorithm

In this section, we prove the following:

**Theorem C.1.** The sensitivity of the randomized greedy algorithm is

$$O\left(\frac{(1 - \sqrt{1 - c})^2}{c} \cdot k\right).$$

In particular, the sensitivity is $O(1)$ when $c = O(1/k)$.

Let $\mathcal{A}$ denote the randomized greedy algorithm. Let $I$ denote one iteration of $\mathcal{A}$, that is, given a function $f \colon 2^E \to \mathbb{R}$, it outputs $e \in E$ with probability $f(e)/\sum_{e' \in E} f(e')$.

In what follows, we fix a monotone submodular function $f : 2^E \to \mathbb{R}$ and let $c \in [0, 1]$ be the curvature of $f$. Let $e^* \in E$ be the element that defines the sensitivity of $\mathcal{A}$, that is, $d_{\text{EM}}(\mathcal{A}(f), \mathcal{A}(f^{e^*}))$ is maximized when $e = e^*$. Letting $f' = f^{e^*}$, our goal is to bound $d_{\text{EM}}(\mathcal{A}(f), \mathcal{A}(f'))$ from above.

The following lemma shows that, given that $e^*$ is already selected in the process of $\mathcal{A}$ on $f$, the earth mover’s distance between $\mathcal{A}$ on $f$ and $f'$ does not increase by much in one iteration.

**Lemma C.1.** For any $S, T \subseteq E - e^*$, we have

$$d_{\text{EM}}(S + I(f_{S+e^*}), T + I(f'_T)) \leq |S \triangle T| + \frac{(1 - \sqrt{1 - c})^2}{c}.$$

*Proof.* Let $e_f = I(f_{S+e^*})$ and $e_{f'} = I(f'_T)$. Note that $e_f$ and $e_{f'}$ are random variables and we assume they are independent. Conditioned on the event $e_f \in T \setminus S$ or the event $e_{f'} \in S \setminus T$, we have

$$|S + e_f) \triangle (T + e_{f'})| \leq |S \triangle T|.$$

Note that the condition can be rephrased as $e_f \notin R$ or $e_{f'} \notin R$, where $R = E \setminus ((S \cup T) + e^*)$. Let $e^R_f$ (resp., $e^R_{f'}$) be $e_f$ (resp., $e_{f'}$) conditioned on that $e_f \in R$ (resp., $e_{f'} \in R$). Then, we have

$$d_{\text{EM}}(S + e_f, T + e_{f'})$$

$$\leq \Pr[e_f \notin R \lor e_{f'} \notin R] \cdot |S \triangle T| + \Pr[e_f \in R \land e_{f'} \notin R] \cdot d_{\text{EM}}(S + e^R_f, T + e_{f'})$$

$$\leq \Pr[e_f \notin R \lor e_{f'} \notin R] \cdot |S \triangle T| + \Pr[e_f \in R \land e_{f'} \in R] \cdot |S \triangle T|$$

$$+ \Pr[e_f \in R \land e_{f'} \in R] \cdot d_{\text{TV}}(e^R_f, e^R_{f'})$$

$$\leq |S \triangle T| + d_{\text{TV}}(e^R_f, e^R_{f'}).$$

To prove the lemma, it suffices to show that $d_{\text{TV}}(e^R_f, e^R_{f'}) \leq (1 - \sqrt{1 - c})^2/c$. To this end, define vectors $m, m' \in \mathbb{R}^R$ as $m(e) = f_{S+e^*}(e)$ and $m'(e) = f'_T(e)$ for each $e \in R$. Then, we have $(1 - c)m'(e) \leq m(e) \leq m'(e)$ for every $e \in R$, where the first inequality is due to $f$ having curvature $c$ and the second inequality is due to the submodularity of $f$. Then, we have

$$d_{\text{TV}}(e^R_f, e^R_{f'}) \leq \max_{\alpha \in [1 - c, 1]^R} \|h(\alpha)\|_1,$$

where $h(\alpha) := \frac{1}{2} \sum_{e \in R} \left| \frac{\alpha(e)m'(e)}{\alpha^T m'} - \frac{m'(e)}{1^T m'} \right|$. In what follows, we compute the maximum value of $h$.

**Claim C.1.** The function $h$ is maximized by some $\alpha \in \{1 - c, 1\}^R$. 
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Proof. For $e \in R$, let $\sigma_e = 1$ if $\frac{\alpha(e)m'(e)}{\alpha m'} \geq \frac{m'(e)}{1_R m'}$ and $\sigma_e = -1$ otherwise. Then, the subdifferential of $h$ with respect to $\alpha(e)$ includes

$$\frac{\partial h}{\partial \alpha(e)} \geq \frac{1}{2}e \frac{m'(e)(\alpha^\top m' - \alpha(e)m'(e))}{(\alpha^\top m')^2} - \frac{1}{2}m'(e) \sum_{e' \in R \setminus e} \sigma_e \frac{\alpha(e')m'(e')}{(\alpha^\top m')^2}.$$  

The subdifferential includes zero if and only if

$$\sum_{e' \in R \setminus e} \sigma_e \alpha(e')m'(e') = \sigma_e(\alpha^\top m' - \alpha(e)m'(e)) = \sigma_e \sum_{e' \in R \setminus e} \alpha(e')m'(e'). \quad (3)$$

Noting that $\alpha(e)m'(e')$ are all non-negative, we have $\nabla_\alpha h = 0$ only when all $\sigma_e \ (e \in R)$ have the same value. By some case analysis, we can show that this implies that $\alpha$ is a multiple of the all-one vector, in which case $h$ takes the minimum value of 0. Hence, $h$ takes the maximum value at boundary of $[1 - c, 1]^R$ and the claim follows. \qed

Now, we compute the maximum value of $h$. By the claim above, we only have to consider $\alpha \in \{1 - c, 1\}^R$. Let $R_1 = \{e \in R \mid \alpha(e) = 1\}$ and $R_{1-c} = \{e \in R \mid \alpha(e) = 1 - c\}$. Then, we have

$$h(\alpha) = \frac{c \cdot \sum_{e \in R_1} m'(e) \cdot \sum_{e \in R_{1-c}} m'(e)}{m'(e) \cdot \left(\sum_{e \in R_1} m'(e) + \sum_{e \in R_{1-c}} (1 - c)m'(e)\right)} = \frac{cM_1M_{1-c}}{(M_1 + M_{1-c})(M_1 + (1 - c)M_{1-c})},$$

where $M_1 = \sum_{e \in R_1} m'(e)$ and $M_{1-c} = \sum_{e \in R_{1-c}} m'(e)$. We can confirm

$$h(\alpha) \leq \frac{(1 - \sqrt{1-c})^2}{c},$$

where the equality holds when $M_1 = \sqrt{1-c} \cdot M_{1-c}$. This proves the lemma. \qed

The following corollary bounds the earth mover’s distance between $A$ on $f$ and $f'$, given that $e^*$ is already selected in the process of $A$ on $f$.

Corollary C.1. For any $S, T \subseteq E - e^*$ with $s := |S| = |T| - 1 \leq k - 1$, we have

$$d_{EM}(S + e^* \cup A(f_{S+e^*}), T \cup A(f'_T)) \leq |S \Delta T| + \frac{(1 - \sqrt{1-c})^2}{c} \cdot (k - s - 1) + 1.$$  

Proof. We prove by (backward) induction on $s$. When $s = k - 1$, the statement clearly holds because $A(f_{S+e^*}) = A(f'_T) = \emptyset$.

Suppose that the statement holds for any set of size more than $s$. Let $S, T \subseteq E - e^*$ be sets of size $s$, and let $e_f = I(f_{S+e^*})$ and $e_{f'} = I(f'_{T})$. Then, there exists a distribution $\mu$ over $(E \setminus (S + e^*)) \times (E \setminus (T + e^*))$ such that the marginal distributions of the first and second coordinates are equal to the distributions of $e_f$ and $e_{f'}$, respectively, and

$$d_{EM}(S + e_f, T + e_{f'}) = \mathbb{E}_{(e_f, e_{f'}) \sim \mu} \left[|((S + e_f) \Delta (T + e_{f'}))\right],$$

where we used the symbols $e_f$ and $e_{f'}$ in the RHS because the marginal distributions match. Then, we have

$$d_{EM}(A(f_{S+e^*}), A(f'_T))$$
Proposition 1. The following clearly holds.

Proof. For any Lemma C.2.

Let \( \mathcal{S} \) denote the element that \( \mathcal{A} \) on \( f \) and \( f' \), respectively, selects at the \( i \)-th iteration. Let \( S_i = \{e_1, \ldots, e_i\} \) and \( S'_i = \{e'_1, \ldots, e_i\} \). Note that these are all random variables. The following clearly holds.

Proposition 1. For every \( i \in [k] \) and \( S \subseteq E - e^*\) of size \( i - 1 \), We have

\[
\Pr[e_i = e \mid S_{i-1} = S \land e_i \neq e^*] = \Pr[e'_i = e \mid S'_{i-1} = S].
\]

Now, we show the following, which implies Theorem C.1 when \( S = \emptyset \).

Lemma C.2. For any \( S \subseteq E - e^* \), we have

\[
d_{\text{EM}}(\mathcal{A}(f_S), \mathcal{A}(f'_S)) \leq \frac{(1 - \sqrt{1 - c})^2}{c} \cdot (k - 1) + 2.
\]

Proof. We prove by (backward) induction on the size of \( S \). The claim clearly holds when \( |S| = k \).

Now, we assume that the claim holds for sets of size more than \( s \). Let \( S \subseteq E - e^* \) be a set of size \( s \). By Proposition 1 there exists a distribution \( \mu \) over \((E \setminus S) \times (E \setminus (S + e^*))\) such that the marginal distributions of \( \mu \) on the first and second coordinates are equal to the distribution of \( \mathcal{I}(f_S) \) and \( \mathcal{I}(f'_S) \), respectively, and a pair \((e_f, e_{f'})\) sampled from \( \mu \) always satisfies \( e_f = e_{f'} \) if \( e_f \neq e^* \). Then, we have

\[
d_{\text{EM}}(\mathcal{A}(f_S), \mathcal{A}(f'_S)) \\
\leq \Pr_{(e_f, e_{f'}) \sim \mu} [e_f = e^*] \cdot d_{\text{EM}}(\mathcal{A}(f_{S+e^*}), \mathcal{A}(f'_{S+e^*})) \\
+ \sum_{e \in E \setminus (S + e^*)} \Pr_{(e_f, e_{f'}) \sim \mu} [e_f = e \mid e_f \neq e^*] \cdot d_{\text{EM}}(\mathcal{A}(f_{S+e}), \mathcal{A}(f'_{S+e}))
\]

\[
\leq \Pr_{(e_f, e_{f'}) \sim \mu} [e_f = e^*] \cdot \left( \frac{(1 - \sqrt{1 - c})^2}{c} \cdot (k - s - 1) + 2 \right) \\
+ \left( 1 - \Pr_{(e_f, e_{f'}) \sim \mu} [e_f = e^*] \right) \cdot \left( \frac{(1 - \sqrt{1 - c})^2}{c} \cdot (k - 1) + 2 \right) \\
\text{(by Corollary C.1 and the induction hypothesis)}
\]

\[
\leq \frac{(1 - \sqrt{1 - c})^2}{c} \cdot (k - 1) + 2 \quad \square
\]
C.2 Lower Bound for the Randomized Greedy Algorithm

In this section, we show the following lower bound for the randomized greedy algorithm, which shows that the bound in Theorem C.1 is tight.

**Theorem C.2.** For any \( c \in (0, 1) \) and \( \varepsilon > 0 \), the sensitivity of the randomized greedy algorithm on monotone submodular functions with curvature \( c \) is at least \( \frac{1 - (1 - \sqrt{c})^2}{c} - \varepsilon \).

Let \( n \) be an integer, \( c \in (0, 1] \), and \( \alpha = \frac{1 - \sqrt{1 - c}}{c} \). Let \( A, B \) be sets of size \((1 - \alpha)n\) and \( an \), respectively, where we assume \( an \) is an integer, and let \( E = A \cup B \cup \{e^*\} \) be a set of size \( n + 1 \), where \( e^* \) is a newly introduced element. Now, we define a function \( f : 2^E \rightarrow \mathbb{R}_+ \) as

\[
f(S) = M x_{e^*} + \sum_{e \in A} x_e + \sum_{e \in B} (1 - x_{e^*}) x_e + (1 - c) x_{e^*} x_e,
\]

where \( M \in \mathbb{R} \) is a large value determined later, and \( x_e (e \in E) \) is the indicator of the event that \( e \) belongs to \( S \). The marginal gain of an element \( e^* \) is \( M \), which never changes. All other marginal gains are initially 1, and those of the elements in \( A \) never change whereas those of the elements in \( B \) decreases to \( 1 - c \) after \( e^* \) is selected. We can confirm that \( f \) is a monotone submodular function with curvature \( c \). Our goal is to show that \( d_{EM}(\mathcal{A}(f), \mathcal{A}(f')) \) is large, where \( f' = f \setminus e^* \).

For \( e \in A \) (resp., \( e \in B \)), let \( p_A \) (resp., \( p_B \)) be the probability that the output of \( \mathcal{A}(f_{e^*}) \) includes \( e \). Note that the choice of \( e \) does not matter. The following two lemmas bound \( p_A \) and \( p_B \) from below and above, respectively. We let \( D = (1 - \alpha)n + (1 - c)an \).

**Lemma C.3.** We have

\[
p_A \geq \frac{k}{D} \left( 1 - \frac{k - 1}{2(D - k)} \right).
\]

**Proof.** For \( i \in [k] \), let \( p_i \) be the probability that \( e \) is selected at the \( i \)-th iteration, given that \( e \) has not been selected in the first \( i - 1 \) iterations. We note that \( 1/D \leq p_i \leq 1/(D - k) \) for any \( i \in [k] \) because the marginal gain of adding an element in \( A \) is 1 whereas the sum of marginal gains is between \( D \) and \( D - k \) throughout the algorithm. Then, we have

\[
p_A = \sum_{i=1}^{k} \prod_{j=1}^{i-1} (1 - p_j) p_i \geq \sum_{i=1}^{k} \left( 1 - \frac{1}{D - k} \right)^{i-1} \frac{1}{D} = \frac{D - k}{D} \left( 1 - \left( 1 - \frac{1}{D - k} \right)^k \right) \geq \frac{D - k}{D} \left( 1 - \left( 1 - \frac{k - 1}{2(D - k)} \right) \right) = \frac{k}{D} \left( 1 - \frac{k - 1}{2(D - k)} \right) \quad \square
\]

**Lemma C.4.** We have

\[
p_B \leq \frac{(1 - c)k}{D - k}.
\]

**Proof.** For \( i \in [k] \), let \( p_i \) be the probability that \( e \) is selected at the \( i \)-th iteration, given that \( e \) has not been selected in the first \( i - 1 \) iterations. We note that \( (1 - c)/D \leq p_i \leq (1 - c)/(D - k) \) for any \( i \in [k] \) because the marginal gain of adding an element in \( B \) is \( 1 - c \) (note that we have already selected \( e^* \)) whereas the sum of marginal gains is between \( D \) and \( D - k \) throughout the algorithm. Then, we have

\[
p_B = \sum_{i=1}^{k} \prod_{j=1}^{i-1} (1 - p_j) p_i \leq \sum_{i=1}^{k} \left( 1 - \frac{1 - c}{D} \right)^{i-1} \frac{1 - c}{D - k} = \frac{D}{D - k} \left( 1 - \left( 1 - \frac{1 - c}{D} \right)^k \right) \leq \frac{(1 - c)k}{D - k} \quad \square
\]
Lemma C.5. For any $\varepsilon > 0$, there exists $n$ such that

$$d_{\text{EM}}(\mathcal{A}(f^*), \mathcal{A}(f')) > \frac{(1 - \sqrt{1 - \varepsilon})^2}{c} \cdot k - \varepsilon.$$ 

Proof. We first note that, for any $e \in A \cup B$, the probability that $\mathcal{A}(f')$ selects $e$ is $p := k/n$, and that $p_A \geq p \geq p_B$. Then, we have

$$d_{\text{EM}}(\mathcal{A}(f^*), \mathcal{A}(f')) = \frac{1}{2} \sum_{e \in A} p_A - \frac{k}{n} + \frac{1}{2} \sum_{e \in B} p_B - \frac{k}{n}$$

$$\geq \frac{1}{2} \sum_{e \in A} \left( \frac{k}{D} \left( 1 - \frac{k - 1}{2(D - k)} \right) - \frac{k}{n} \right) + \frac{1}{2} \sum_{e \in B} \left( \frac{k}{n} - \frac{(1 - c)k}{D - k} \right)$$

(by Lemmas C.3 and C.4)

$$= \frac{k}{4} \left( \frac{3k(1 - \alpha) + \alpha + (4 - 2c)D\alpha - 2D - 1}{(k - D)D} \cdot n + 4\alpha - 2 \right)$$

$$= \frac{k}{4} \frac{(4c\alpha^2 - (1 + 2c)\alpha - 1) + (1 - \alpha)(1 + 4c\alpha - 4c^2\alpha^2)}{(1 - c\alpha)(n(1 - c\alpha) - k)}$$

which converges (as $n \to \infty$) to

$$\frac{c(1 - \alpha)\alpha}{1 - c\alpha} \cdot k = \frac{(1 - \sqrt{1 - \varepsilon})^2}{c} \cdot k$$

and hence the claim holds.

Proof of Theorem C.2. We have

$$\Pr[I(f) \neq e^*] = \frac{1}{M + n} = O \left( \frac{1}{n} \right).$$

by choosing $M = \Omega(n^2)$.

Let $\mu$ be the probability distribution over $E \times (E - e^*)$ such that the marginal distributions of $\mu$ on the first and second coordinates are equal to the distributions of $I(f)$ and $I(f')$, and

$$d_{\text{EM}}(\mathcal{A}(f), \mathcal{A}(f')) = \sum_{e \in E, e' \in E - e^*} \Pr_{(f, f')} [e_f = e \land e_f' = e'] d_{\text{EM}}(\mathcal{A}(f_e), \mathcal{A}(f'_e)).$$

Let $\mu_{e^*}$ be the distribution $\mu$ conditioned on the sampled element not being $e^*$, and let $\tilde{\mu}_{e^*}$ be the distribution closest to $\mu_{e^*}$ in total variation distance such that the marginal distributions of $\mu_{e^*}$ and $\tilde{\mu}_{e^*}$ on the first coordinate are the same and the marginal distribution of $\tilde{\mu}_{e^*}$ on the second coordinate is equal to $I(f')$. Then, we have $d_{\text{TV}}(\mu_{e^*}, \tilde{\mu}_{e^*}) = O(1/n)$ because $d_{\text{TV}}(\mu, \mu_{e^*}) = O(1/n)$ by \ref{lem:tv}.

Then, we have

$$d_{\text{EM}}(\mathcal{A}(f), \mathcal{A}(f'))$$

$$\geq \sum_{e, e'} \Pr_{(f, f')} [e_f = e \land e_f' = e'] d_{\text{EM}}(\mathcal{A}(f_e), \mathcal{A}(f'_e)) - k \cdot d_{\text{TV}}(\mu, \mu_{e^*})$$

$$\geq \sum_{e, e'} \Pr_{(f, f')} [e_f = e \land e_f' = e'] d_{\text{EM}}(\mathcal{A}(f_e), \mathcal{A}(f'_e)) - k \cdot (d_{\text{TV}}(\mu, \mu_{e^*}) + d_{\text{TV}}(\mu_{e^*}, \tilde{\mu}_{e^*}))$$

$$\geq d_{\text{EM}}(\mathcal{A}(f_{e^*}), \mathcal{A}(f')) - O \left( \frac{k}{n} \right).$$
by choosing \( n \) to be large enough.

D Distributed Algorithms

In this section, we apply the techniques discussed so far to the theory of distributed algorithms. In particular, we aim to show that for any algorithm that we have shown to attain \( \Omega(k) \) sensitivity, its corresponding distributed algorithm has \( \Omega(k) \) sensitivity. Here the correspondence is given in [3].

For our model of distributed computation, we will follow the example of [3] and use the Massively Parallel Communication (MPC) model. Particular details we note for our purposes are for this model there are \( M \) machines, each with space \( S \), and we have \( MS = O(n) \), where \( n \) is the size of our ground set. Additionally, following the example of [3] again, we will restrict both \( M, S < n^{1-\Omega(1)} \).

Note this means that both \( M, S \) will be \( \omega(n^\varepsilon) \).

Algorithm 5: Randomized Distributed Greedy

1. Procedure \texttt{GreeDi}(f, k, m)

   \begin{align*}
   \text{input:} & \quad \text{Monotone submodular function } f : 2^E \to \mathbb{R}_+, \text{ an integer } k, \text{ a number of machines } m. \\
   \text{for each } e & \in E \text{ do} \\
   & \quad \text{Assign } e \text{ to a random machine } i \in [m]; \\
   & \quad \text{Let } V_i \text{ be the elements on machine } i; \\
   \text{for each } i & \in [m] \text{ do} \\
   & \quad \text{Let } S_i \text{ be the output of the deterministic greedy on } V_i; \\
   & \quad \text{Let } S = \bigcup_{i \in [m]} S_i, \text{ and place it on machine } 1; \\
   & \quad \text{Let } S' \text{ be the output of the deterministic greedy on } S; \\
   & \quad \text{Let } T = \arg \max \{ f(S'), f(S_i) \}; \\
   \text{return } & \quad T;
   \end{align*}

D.1 Warm-up: Simple Greedy

We begin with a simpler version of a distributed greedy than that given in [3], which is found in [2]. Similar to the authors we will call this algorithm \texttt{GreeDi}, and its definition is given in Algorithm 5.

The function we will use is:

\[
 f(S) = Cx_1 + \left( 1 - cx_1 \right) \sum_{i=2}^{n/2} x_i + \left( 1 - \frac{c}{2} \right) \sum_{i=n/2+1}^{n} x_i
\]

where \( x_i = 1[e_i \in S], C \) is a large constant, and \( c \) is the curvature.

Theorem D.1. The algorithm \texttt{GreeDi} ran on the function in Equation (5) attains \( \Omega(k) \) sensitivity for sufficiently large \( n \), for all \( 0 < c \leq 1 \).
Due to the prior analysis of the greedy algorithm in a non-distributed setting, and noting that the optimal set consists of $e_1$ and $k - 1$ elements from $\{e_{n/2+1}, \ldots, e_n\}$, we see that instead proving the following lemma will instantly give our result, noting that $e_1$ will always feature in the final solution and be chosen first:

**Lemma D.1.** Consider Greedi ran on the function in Equation (5). The set $S$ in the algorithm contains at least $k - 1$ elements from each of the subsets $\{e_2, \ldots, e_{n/2}\}$ and $\{e_{n/2+1}, \ldots, e_n\}$ with probability $1 - o_n(1)$.

**Proof of Lemma D.1.** Throughout this proof, we fix $k$. Let the machine $V_i$ be the machine that $e_1$ is put on. Note that as we have $M < n^{1-\Omega(1)}$, then for large enough $n$, we have that at least $k$ elements from the subset $\{e_{n/2+1}, \ldots, e_n\}$ must also be included in $V_i$. More specifically, let $M < n^{c'}$, with $c' < 1$. Note that the distribution of how many elements from the subset $\{e_{n/2+1}, \ldots, e_n\}$ feature on $V_i$ is a Bernoulli trial, with $p < n^{c'}$. Thus, we can bound the probability of choosing less than $k$ of these elements on $V_i$ by

$$\sum_{i=0}^{k} \binom{n^{c'}}{i} \left(\frac{1}{n^{c'}}\right)^i \left(1 - \frac{1}{n^{c'}}\right)^{n-i}.$$  

(6)

We then note that this quantity converges to 0 as $n \to \infty$, thus showing that $V_i$ must be assigned at least $k - 1$ elements from $\{e_{n/2+1}, \ldots, e_n\}$. As $e_1$ will be selected by this machine, we see that its output will also contain $k - 1$ elements from $\{e_{n/2+1}, \ldots, e_n\}$. From the definition of the function, it is clear that any other machine $V_j$ ($j \neq i$) will select as many elements from the subset $\{e_2, \ldots, e_{n/2}\}$ as it can, thus giving our conclusion.

**Theorem D.1** and the previous analysis on proportional algorithms give Theorem D.1.

### D.2 General Distributed Algorithm

In this subsection we now tackle the general framework for distributed algorithms given in [3]. We use the same model for distributed computation, and restrict our attention to the setting of Section 4.2, where the algorithm was defined by $k$ distributions over positive integers $D_{k,1}, \ldots, D_{k,k}$. For any algorithm $\mathcal{A}$ that we have used in a non-distributed setting, we call $\mathcal{A}_d$ the corresponding distributed algorithm formed according to the argument in [3].

#### D.2.1 Algorithm Framework

We first take the time to explain the algorithm framework for generating a distributed algorithm for a centralized algorithm explained in [4].

Firstly, we take a centralized sequential algorithm $\mathcal{A}$ with approximation guarantee $\alpha$, and let $\varepsilon > 0$ be the desired accuracy. Namely, our distributed algorithm will have an approximation factor $\alpha - \varepsilon$.

We have a total of $gm$ machines, divided into $g$ groups with $g = \Theta(1/(\alpha \varepsilon))$. The number of machines $m$ is chosen arbitrarily, in accordance with the restrictions we already laid out when discussing our general MPC framework.

The algorithm consists of $\Theta(1/\varepsilon)$ runs, where at each run we maintain an incumbent best solution $S^*$, and a pool of elements $C_{r-1}$ for each run $r$, with $C_0 = \emptyset$. In a run $r$, we take each group of machines $g$ and distribute the ground set $V$ uniformly on them, as in Greedi. This is done for each
group of machines, and then the algorithm \( A \) is ran on each machine, taking the ground set to be the elements chosen in the distribution, and the pool \( C_{r-1} \). Each machine \( i \) will return a set \( S_{i,r} \).

After that is completed, we update \( S^* \) if applicable, by taking the max of \( S_{i,r} \) over all \( i \) and the current best solution \( S^* \), and update the pool of elements \( C^{r-1} \). Each run \( r \) will return a set \( S^{r} \).

D.2.2 Sensitivity Analysis

In this setting we have \( g \) groups of \( m \) machines. We take \( g = \Theta(1/(\alpha \varepsilon)) \), where \( \alpha \) is the approximation factor of the corresponding centralized algorithm, and \( \varepsilon \) is the additive error to that factor. We assume that \( \varepsilon \) does not depend on \( n \). Note that this means that the number of machines in each group is \( \omega(n) \).

We prove the following:

**Theorem D.2.** Let \( A \) be some algorithm with \( \Omega(k) \) sensitivity, as shown by Theorem 4.2. Then \( A_d \) also has \( \Omega(k) \) sensitivity for some function.

**Proof.** Consider the function:

\[
f(S) = C \sum_{i=1}^{k} x_i + (1 - cx_j) \sum_{i=k+1}^{n/2} x_i + \left(1 - \frac{c}{2}\right) \sum_{i=n/2+1}^{n} x_i
\]  

(7)

where \( x_i = 1[e_i \in S] \), \( e_j \) is an element chosen similarly to Theorem 4.2, and \( C \) is a very large constant. This function roughly serves the purpose of the large-element scheme in the centralized case.

We begin by considering the first run. Note that for very large \( n \) and fixed \( k \), we have that with probability \( 1 - o_n(1) \) that within each group \( V \) of machines, that each machine \( V_i \) will be assigned at most one of the elements \( \{e_1, \ldots, e_k\} \). Due to the fact that our algorithm is a constant-factor approximation algorithm, that element must be selected in each machine. Therefore, we see that all of \( \{e_1, \ldots, e_k\} \) must feature in a solution, and so we have that \( C_1 \) will contain all of those elements.

Additionally, due to the argument of Lemma 4.1, we see that within each group of machines \( V \), that the machine \( V_i \) which is assigned \( e_j \) must also be assigned at least \( k - 1 \) elements from the set \( \{e_{n/2+1}, \ldots, e_n\} \) with probability \( 1 - o_n(1) \). Therefore, we see that \( C_1 \) will contain \( k - 1 \) elements from \( \{e_{n/2+1}, \ldots, e_n\} \). Similarly, it must also contain \( k - 1 \) elements from \( \{e_{k+1}, \ldots, e_{n/2}\} \) with probability \( 1 - o_n(1) \), by the logic used in the previous Theorem.

As the sets \( C_r \) grow larger with \( r \), we see that on the final run, all machines in all groups will run the greedy algorithm on a set which contains all of the large elements \( \{e_1, \ldots, e_k\} \), and at least \( k - 1 \) of both \( \{e_{k+1}, \ldots, e_{n/2}\} \) and \( \{e_{n/2+1}, \ldots, e_n\} \) with probability \( 1 - o_n(1) \).

The prior analysis of the algorithm \( A \) thus gives our conclusion. We note that from earlier argument, from run 2 onwards the algorithm must behave as in the centralized case for this function, excluding the possibility of a higher objective value, as \( e_j \) will always be present in the correct position.

E Average Sensitivity

Throughout the course of this document, we have presented all of our results in the context of worst-case sensitivity. We can define average sensitivity similar to Definition 2.4 but instead of taking a
maximum over deleting any element, we take an expectation over deleting one randomly:

**Definition E.1.** Let $A$ be a randomized algorithm that takes a function $f : 2^E \rightarrow \mathbb{R}$ and returns a set $S \subseteq E$. The average sensitivity of $A$ on $f$ is

$$\mathbb{E}_{e \in E} \left\{ d_{EM}(A(f), A(f \setminus e)) \right\},$$

where we identified $A(f)$ and $A(f \setminus e)$ with the distributions of $A(f)$ and $A(f \setminus e)$, respectively.

In this section, we extend all the results to average sensitivity using a simple technique. Many of the worst-case results relied on constructing a function that was nearly modular, apart from one element $e_j$ which when selected, greatly changed the order of marginals, giving a factor of $(1 - ce_j)$ in front of many of the marginals. To adapt our results, we will change that factor of $1 - ce_j$ to $1 - eI$, where $I$ corresponds to the indicator variable when a subset of elements of size proportional to $k$ is selected.

From a high level, we will see that when any element is deleted in $I$, the function will always be modular, and this will give us our sensitivity in a similar way to the worst-case setting. In the worst-case sensitivity setting the trivial upper bound on sensitivity was $O(k)$, but here it will be $O(k^2/n)$.

### E.1 General case

**Theorem E.1.** For proportional algorithms, some function $f$ attains $\Omega(k^2/n)$ sensitivity.

**Proof.** We assume in this proof that $k$ is even, for the case where $k$ is odd we can change instances of $k/2$ to $(k + 1)/2$. Let the indicator $I$ take the value 1 if all elements $e_1, \ldots, e_{k/2}$ are selected. Then consider the function:

$$f(e_1, \ldots, e_n) = \sum_{i=1}^{k/2} A_i e_i + (1 - I) \sum_{i=k+2}^{n} B_i e_i + \sum_{i=k/2+1}^{k+1} C_i e_i$$

and the constants $A_i, B_i, C_i$ are such that $A_1 \gg \ldots \gg A_{k/2} \gg B_{k+2} \gg \ldots \gg B_n \gg C_{k/2+1} \gg \ldots \gg C_{k+1}$. In particular, for small enough $\delta = o(1/n)$ and $\varepsilon = \varepsilon_R(\delta)$, we want the following:

$$\frac{A_i}{\sum_{j=i+1}^{k+2} A_j + \sum_{j=k+2}^{n} B_i + \sum_{i=k/2+1}^{k+1} C_i} > 1 - \varepsilon,$$

$$\frac{B_i}{\sum_{j=i+1}^{n} B_j + \sum_{i=k/2+1}^{k+1} C_i} > 1 - \varepsilon,$$

$$\frac{C_i}{\sum_{j=i+1}^{n} C_j} > 1 - \varepsilon,$$

where the first equation holds for all $i \in \{1, \ldots, k/2\}$, the second holds for all $i \in \{k + 2, \ldots, n\}$, and the third holds for all $i \in \{k/2 + 1, \ldots, k + 1\}$. It is clear that $f$ is monotone submodular.

We now analyze the output of the sequential algorithm on $f$ and $f \setminus e_i$ for $i \in [n]$.

**Claim E.1.** We have

$$\Pr[|A(f, k, R) \cap \{e_1, \ldots, e_{k+1}\}| = k] > 1 - (k/2)\delta.$$
Proof. From the choice of $A, B, C$, we first choose the sequence $e_1, \ldots, e_{k/2}$ with probability at least $1 - \delta$ at each step. An application of Bernoulli’s inequality shows this happens with probability at least $1 - (k/2)\delta$. When this happens, the marginal gains of $e_i$ for $i > k + 1$ are 0 in subsequent steps, and hence we choose only elements $e_i$ for $i \leq n/2$.

Claim E.2. We have
\[
\Pr \left[ |A(f^e_i, k, R) \cap \{e_{k+2}, \ldots, e_n\}| = k/2 + 1 \right] > 1 - k\delta, i \in 1, \ldots, k/2
\]

Proof. As in the previous claim, we see that we first choose the elements $\{e_1, \ldots, e_{k/2}\} \setminus e_i$ with probability $(1 - \delta)^{k/2-1}$.

By the choice of $B_i, C_i$, and the fact that $I$ will still take the value 0, we see that we successively choose the elements $e_{k+2}, \ldots, e_{3k/2+3}$ with probability at least $1 - \delta$ in each case.

We then see that the probability of selecting all of these elements in turn is at least $(1 - \delta)^k$, and using Bernoulli’s inequality gives our result.

Claim E.3. We have
\[
\Pr \left[ |A(f^e_i, k, R) \cap \{e_{k+2}, \ldots, e_n\}| \leq 1 \right] > 1 - k\delta, i > k/2
\]

Proof. Similar to the first claim in this proof, we see that we will first select the elements $e_1, \ldots, e_{k/2}$ with high probability. If $i > k + 1$, then we select $\{e_{k/2+1}, \ldots, e_{k+1}\}$ with high probability, and the probability of this happening will be at least $1 - k\delta$ by earlier argument.

Instead, if $k/2 < i \leq k+1$, then after selecting $e_1, \ldots, e_{k/2}$, we will then select $\{e_{k/2+1}, \ldots, e_{k+1}\} \setminus e_i$ and then $e_{k+2}$. This all happens with high probability, and again by similar argument it will be at least $1 - k\delta$, thus giving our conclusion.

The claims above immediately show the sensitivity of $A(\cdot, k, R)$ is $\Omega(k^2/n)$.

Theorem E.2. The Algorithm RANDOMIZEDGREEDY from Algorithm 1 attains $\Omega(k^2/n)$ average sensitivity for some function $f$.

Proof. We assume in this proof that $k$ is even, for the case where $k$ is odd we can change instances of $k/2$ to $(k+1)/2$. Let the indicator $I$ take the value 1 if all elements $e_1, \ldots, e_{k/2}$ are selected. The function we use is $f : 2^E \rightarrow \mathbb{R}$ with:
\[
f(S) = C \sum_{i=1}^{k/2} x_i + (1 - I) \sum_{i=k/2+1}^{2k+1} x_i + 0.5 \sum_{i=2k+2}^{n} x_i \text{ where } x_i = 1 \text{ for each } i \in [n].
\]

where $C$ is large enough so the function remains monotone submodular. We now analyze the output of this algorithm on $f$ and $f^\Delta$.

Claim E.4. For $p_i = \left(\frac{k-1}{k}\right)^i$, we have
\[
\Pr \left[ |A(f, k, R) \cap \{e_{2k+2}, \ldots, e_n\}| = i \right] > p_{k-i-1}/k.
\]

Proof. We see that $p_i$ is equal to the probability that $e_1$ is not selected after $i$ iterations. Additionally, we see after we get $I = 1$, that all further elements under consideration will be from the set $e_{2k+2}, \ldots, e_n$.

Noting that we require $e_1$ to be selected to get $I = 1$, we see that we can bound the required probability below by $p_{k-i-1}/k$, such as in the worst-case sensitivity proof.
Claim E.5. For \( p_i = \left( \frac{k-1}{k} \right)^i \), we have

\[
\Pr\left[ |A(f^{e_i}, k, \mathcal{R}) \cap \{e_{2k+2}, \ldots, e_n\}| = i \right] > \frac{p_{k-i-1}}{k}, \ i > k/2
\]

Proof. In this case we see that no large elements are deleted, so the indicator variable \( I \) can still be set to 1. The proof now proceeds as in the previous claim.

Claim E.6. We have

\[
|A(f^{e_i}, k, \mathcal{R}) \cap \{e_1, \ldots, e_{2k+1}\} \setminus e_i| = k, \ i \in \{1, \ldots, k/2\}
\]

Proof. As we select from the top \( k \) marginals, at the first step we will select one of \( e_1, \ldots, e_{k+1} \) (excluding \( e_i \)), and then add \( e_{k+2} \) to the set of elements that we could possibly choose. Note that as the indicator variable \( I \) will never take the value 1, as we have deleted one of the elements necessary.

After \( k \) steps, the element with maximum index we could include is \( e_{2k+1} \), giving our claim.

These claims enable us to give a simple bound on the sensitivity of this function:

\[
d_{EM}(A(f), A(f^{e_i}))
\geq \sum_{i=1}^{k/2} d_{EM}(A(f), A(f^{e_i}))
\geq \frac{k}{2n} \sum_{j=0}^{k-1} \frac{p_{k-j-1} - 2j}{k}
= \frac{k}{2n} 2k \left( 1 - 2 \left( \frac{k-1}{k} \right)^k \right) = \Omega(k^2/n)
\]

giving us our result. The first inequality follows from only considering when elements with index \( k/2 \) are deleted as a simple upper bound, and the second inequality follows from the first and third Claims showing we can treat each summand the same in terms of sensitivity.

E.2 Bounded curvature

Theorem E.3. Let \( A \) be a sequential algorithm that satisfies the hypotheses of Theorem 4.2. Then there is a function that attains \( O(k^2/n) \) sensitivity, even for curvature equal to \( 0 < c \leq 1 \).

For this Theorem, we can use a variant of Lemma 4.1. For this Lemma, we extend the notation \( P_{i^*} \) to take a set as its argument. We define \( P_{i^*}(S) \) to be the probability that all elements in \( S \) are selected by step \( i^* \). We can now state the Lemma as follows:

Lemma E.1. Let \( A \) be an algorithm, \( f : 2^E \rightarrow \mathbb{R}_+ \) be a monotone submodular function, \( T \subset E \) be a collection of elements of size proportional to \( k \). Suppose that we have \( P_{i^*}(T) = \Omega(1) \) for some \( i^* \in [k] \) with \( k - i^* = \Omega(k) \). Additionally, suppose there exist subsets of elements \( E_1 = \{e_1, \ldots, e_{a-1}\} \) and \( E_0 = \{e_a, e_{a+1}, \ldots, e_b\} \) with \( T \subset E_1 \) such that \( A(f^{e_i}) \), with \( e \in T \), only selects elements from \( E_1 \), and \( A(f) \) only selects from \( E_1 \) before all elements in \( T \) have been chosen, and only selects elements from \( E_0 \) after all elements in \( T \) have been chosen. Then the function \( f \) attains \( \Omega(k) \) sensitivity for the algorithm \( A \).
Proof. Note that the sensitivity can be bounded from below by the following total variation distance between the probabilities of selecting elements \( e_i \) in \( A(f) \) and \( A(f^{e_i}) \), with \( e \in T \). Fix a particular \( e \in T \) and we have:

\[
d_{EM}(A(f), A(f^{e})) \geq \sum_{i=1}^{n} |P_k(e_i) - P_k^e(e_i)|
\]

we can again bound this from below by restricting the summation to elements in the set \( E_0 \). Then noting that \( \Omega(k) \) steps are still taken when we start selecting from \( E_0 \), and that \( P_\ast(T) \) is \( \Omega(1) \), we have:

\[
\sum_{i=1}^{n} |P_k(e_i) - P_k^e(e_i)| \geq \sum_{e' \in E_0} |P_k(e) - P_k^e(e')| \geq P_\ast(T) \cdot (k - i^*) = \Omega(k).
\]

Now note that this happens whenever we delete an element from \( T \), which by our assumption on the size of \( T \), occurs with probability \( \Theta(k/n) \). Lower bounding the average sensitivity by when we delete an element from \( T \), our conclusion follows. \( \Box \)

We can now move onto the proof of our theorem.

Proof of Theorem E.3. Again we will look at two functions, one in the large-element scheme and one in the near-equal scheme. First, take the following function:

\[
f(S) = \sum_{i=1}^{k} x_i + \varepsilon \sum_{i=k+1}^{n} x_i, \text{ where } x_i = 1[e_i \in S]. \tag{10}
\]

We note that as our algorithm has a constant-factor approximation, we must select \( \Omega(k) \) of the large elements with probability \( \Omega(1) \) while \( \Omega(k) \) steps are still remaining. Label those \( \Omega(k) \) elements as the set \( T \). Let the indicator variable \( I \) take the value 1 when all elements in \( T \) have been selected. This indicator will serve the purpose of \( e_j \) in the worst-case sensitivity setting. Additionally, let \( e_j \) be the element in \( T \) with maximal index.

Now consider the following function:

\[
f(S) = \left(1 - c \mathbb{I}\right) \sum_{i \leq j, i \notin \mathbb{I}} e_i + \sum_{i \in \mathbb{I}} e_i + \left(1 - c + \varepsilon(1 - \mathbb{I})\right) \sum_{i = j + 1}^{l_{max} + 1} e_i
\]

\[
+ (1 - c + \varepsilon/2) \sum_{i = l_{max} + 1}^{2l_{max} + 1} e_i + \varepsilon \sum_{i = 2l_{max} + 2}^{n} e_i
\]

Much like in the worst-case sensitivity scenario, due to the ordering of marginals being preserved before the indicator variable \( \mathbb{I} \) takes the value 1, we see that the two functions behave the same until that happens. This ensures that all elements in the set \( T \) will be chosen in the near-equality function with probability \( \Omega(1) \) while \( \Omega(k) \) steps are still remaining.

The analysis now follows similarly to the worst-case sensitivity setting. We get the statement for Theorem E.3 using Lemma E.1 noting we can take \( T \) as defined earlier, \( E_1 = \{e_1, \ldots, e_{l_{max} + 1}\} \), \( E_0 = \{e_{l_{max} + 2}, \ldots, e_{2l_{max} + 1}\} \). \( \Box \)
E.3 Distributed Algorithms

**Theorem E.4.** The Algorithm GreeDi has average sensitivity $\Omega(k^2/n)$, even for bounded curvature.

**Proof.** We let $I$ be the indicator that takes on the value 1 when all of $e_1, \ldots, e_{k/2}$ are selected, and take the function:

$$f(e_1, \ldots, e_n) = C \sum_{i=1}^{k/2} e_i + (1-cI) \sum_{i=k/2+1}^{3k/2} e_i + (1-c/2) \sum_{i=3k/2+1}^{n} e_i$$

for a large constant $C$, and curvature $c$. By taking large $n$, each machine $V_i$ will have at most one of the large elements $e_1, \ldots, e_{k/2}$, with probability $1 - o_n(1)$. Further, each machine will have at most one of the elements in the second summand $e_{k/2+1}, \ldots, e_{3k/2}$ with probability $1 - o_n(1)$.

We see that each machine must select the elements it contains from the first and second summand, and any remaining elements will come from the third summand.

We then see that the set $S$ in the GreeDi definition in Algorithm 5 must contain all elements from the first summand, second summand, and at least $k-1$ elements from the third summand with probability $1 - o_n(1)$.

Earlier analysis of the centralized greedy algorithm now gives the result. \qed

**Theorem E.5.** Let $A$ be a centralized sequential algorithm which satisfies the hypotheses of Theorem 4.2 and has average sensitivity $\Omega(k^2/n)$. The corresponding distributed algorithm $A_d$ also has average sensitivity $\Omega(k^2/n)$, even for bounded curvature.

**Proof.** We’ll consider the following function, similar to the large-element case in the centralized setting:

$$f(S) = C \sum_{i=1}^{k} x_i + (1-cI) \sum_{i=k+1}^{3k/2} e_i + \left(1 - \frac{c}{2}\right) \sum_{i=3k/2+1}^{n} e_i$$

where the indicator $I$ is the same as in the centralized case. As is the case for GreeDi, considering each separate group of machines $V$, each machine in that group $V_i$ will have at most one element from the first summand, and similarly for the second.

Similarly to GreeDi, and to the centralized version of this proof, we see that every machine will choose the elements in the first and second summand that have been assigned to that machine, with the remainder coming from the third summand.

We then see that $C_1$ will contain all elements $\{e_1, \ldots, e_{3k/2}\}$, along with at least $k-1$ elements from the third summand, and this will happen with probability $1 - o_n(1)$. Similarly to the worst-case scenario, we see that on the final run, all machines in all groups will run the greedy algorithm containing all elements in the set $\{e_1, \ldots, e_{3k/2}\}$, and at least $k-1$ other elements.

Earlier analysis of the centralized algorithm now gives the result. As in the worst-case setting, we note from run 2 onwards the algorithm must behave as in the centralized case for this function, excluding the possibility of a higher objective value, as all elements that the indicator $I$ requires will always be present in the correct position. \qed