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Abstract

Knowledge Graphs (KGs) stores world knowledge that benefits various reasoning-based applications. Due to their incompleteness, a fundamental task for KGs, which is known as Knowledge Graph Completion (KGC), is to perform link prediction and infer new facts based on the known facts. Recently, link prediction on the temporal KGs becomes an active research topic. Numerous Temporal Knowledge Graph Completion (TKGC) methods have been proposed by mapping the entities and relations in TKG to the high-dimensional representations. However, most existing TKGC methods are mainly based on deterministic vector embeddings, which are not flexible and expressive enough. In this paper, we propose a novel TKGC method, TKGC-AGP, by mapping the entities and relations in TKG to the approximations of multivariate Gaussian processes (MGPs). Equipped with the flexibility and capacity of MGP, the global trends as well as the local fluctuations in the TKGs can be simultaneously modeled. Moreover, the temporal uncertainties can be also captured with the kernel function and the covariance matrix of MGP. Moreover, a first-order Markov assumption-based training algorithm is proposed to effectively optimize the proposed method. Experimental results show the effectiveness of the proposed approach on two real-world benchmark datasets compared with some state-of-the-art TKGC methods.

1 Introduction

Knowledge Graphs (KGs) provide an efficient way to store world knowledge. Various KGs such as DBpedia (Auer et al., 2007), NELL (Carlson et al., 2010), YAGO (Suchanek et al., 2007) and Freebase (Bollacker et al., 2008) have been constructed and benefited downstream applications such as information retrieval, question answering, etc (Hao et al., 2017; Zhang et al., 2021). Generally, a fact in KG can be represented as a triple \((s, p, o)\), where \(s\) (subject) denotes head entity node, \(o\) (object) denotes tail entity node and \(p\) (predicate) denotes relation edge between them. However, in the real world, some facts are time-aware. For example, the fact \((\text{Joe Biden}, \text{presidentOf}, \text{the United States})\) is not valid until January 21, 2021, the United States presidential inauguration of Joe Biden. Therefore, some KGs store time-aware facts or events as the quadruple \((s, p, o, t)\), where \(t\) is the timestamp. Such KGs are referred as Temporal Knowledge Graphs (TKGs), which mainly include YAGO3 (Mahdisoltani et al., 2014), GDELT (Leetaru and Schrodt, 2013), Wikidata (Erxlbein et al., 2014) and ICEWS (Lautenschlager et al., 2015).

Temporal Knowledge Graph Completion (TKGC), aiming at inferring the missing edges based on known facts, is a fundamental task for the incomplete real-world TKGs. A large class methods perform TKGC by mapping nodes and edges in TKGs into high-dimensional latent feature spaces while preserving the semantic and structural
information as much as possible. In recent years, extensive research has been conducted on embedding-based TKGC with notable progress, which is also known as temporal knowledge graph embeddings (TKGEs). Early works extend the translation-based Knowledge Graph Embedding (KGE) approaches by mapping each timestamp into a specific time embedding (Leblay and Chekol, 2018; Dasgupta et al., 2018). Obviously, such approaches cannot deal with the unseen timestamps. To tackle this problem, some researchers model the entity and relation embeddings in TKGE as the continuous functions of time (García-Durán et al., 2018; Goel et al., 2020), which can be categorised as deterministic-based approaches. Recently, some researchers model TKGE as multivariate Gaussian density embeddings (Xu et al., 2019), which can be considered as density-based methods.

Although the notable progresses have been made, most of existing TKGE methods still suffer from the following two disadvantages. (1) Most of them are not flexible enough, the entity and relation embeddings are usually learned as the deterministic function of time, which is good at capturing the global trend while failing to model the surging local fluctuation. For example, as shown in Figure 1, the semantic meaning of Obama should have a violent fluctuation on 2008−11−04 as he won the presidential election, which is hard to model solely based on the deterministic function of time. (2) Most of them are not expressive enough, the temporal uncertainties of entity and relation embeddings are often ignored or under-fitted. As shown in Figure 1, existing deterministic-based methods often ignore the uncertainties while density-based methods learn embeddings with stationary uncertainties.

The above disadvantages could be naturally tackled by the stochastic process-based method. On the one hand, a stochastic process-based method is flexible to deal with the local fluctuations by modeling the correlations of embeddings at neighbouring timestamps. On the other hand, a stochastic process-based method is expressive to model the dynamic changes of temporal uncertainties with the covariance matrix and kernel function.

Therefore, in this paper, we propose a novel method to learn flexible and expressive temporal knowledge graph embeddings based on approximated multivariate Gaussian processes (TKGC-AGP). In specific, each entity and relation in TKGs are mapped into a specific multivariate Gaussian process. The evolution dynamics of the entities and relations are modeled using the mean function of multivariate Gaussian process. The temporal correlation for each entity/relaition are captured by the kernel function. The temporal uncertainty of the entities and relations is modeled by the entity/relaition-specific covariance matrix. Further more, a first-order Markov assumption based algorithm is proposed to approximate the likelihood of multivariate Gaussian process. To investigate the effectiveness of the proposed approach, extensive experiments have been conducted on two large-scale TKG datasets. Experimental results show the effectiveness of the proposed approach compared to various competitive baselines.

In general, our contributions are listed as follows.

- A novel temporal knowledge graph embedding approach based on multivariate Gaussian process, TKGC-AGP, is proposed. Both the correlations of entities and relations over time and the temporal uncertainties of the entities and relations are modeled. To our best knowledge, we are the first one to utilize multivariate Gaussian process in TKGC.

- A novel first-order Markov assumption based algorithm is proposed to approximate the likelihood of multivariate Gaussian process.

- Experimental results show that TKGC-AGP outperforms several competitive baselines on two TKG datasets.

2 Related Work

Our work is mainly related to two lines of research, described as follows.

2.1 Temporal Knowledge Graph Completion

Temporal knowledge graph completion has been an attractive research topic in recent years. Works have been done with notable progress. Leblay and Chekol (2018) proposed TTransE, which extended the translation-based knowledge graph embedding methods to temporal knowledge graph by mapping the time information into low-dimensional vector space. Similar to TTransE, Dasgupta et al. (2018) proposed HyTE by incorporating the time information by assigning each timestamp with a temporal hyperplane. García-Durán et al. (2018)
proposed TA-TransE and TA-DistMult to learn the time-aware relation embedding by concatenating relation with time information as the input of a recurrent neural network. Xu et al. (2019) proposed ATiSE to represent the entity and relation in TKG as additive time series with Gaussian white noise to capture the temporal uncertainty. Goel et al. (2020) introduced the diachronic embedding method to model the evolution of entities along with time. Lacroix et al. (2020) presented an extension of ComplEx by introducing new regularization schemes to control the evaluation rate of embeddings. Xu et al. (2020) defined the temporal evolution of entities as the rotation in the complex vector space to deal with the symmetric and asymmetric relation simultaneously.

However, all aforementioned methods focus on modeling the evolution of entities and relations over time, ignoring the local correlations within them. To our best knowledge, we are the first one to consider model the correlation of entities and relations over long and short term in TKGs.

### 2.2 Probabilistic Representation Learning

Probabilistic embeddings have been extensively explored in many natural language processing tasks. Vilnis and McCallum (2015) introduced Gaussian embedding into the word representation learning task to tackle polysemy with the variance of Gaussian distributions. Brazinskas et al. (2018) further explored to learn the context-specific Gaussian word embeddings with a Bayesian learning framework. Athiwaratkun and Wilson (2018) proposed to learn the entailment relationships in the visual-semantic hierarchy with the Gaussian density or- dination of entities as the rotation in the complex vector space. Other distributions such as Beta distribution have also been explored. Ren and Leskovec (2020) presented to model the first-order logic queries with Beta distributions by translating the logic operators with operations on Beta distribution.

However, all the aforementioned methods focus on specific-designed probabilistic distributions or stochastic processes. To our best knowledge, we are the first one to explicitly learn representations based on nontrivial multivariate Gaussian processes.

### 3 Method

In this section, we will discuss the details about the proposed method. We will start from the background knowledge of multivariate Gaussian process. Then we will talk about how to construct the entity and relation embeddings based on multivariate Gaussian process. Finally, the training and inference process of the proposed approach is explained.

#### 3.1 Multivariate Gaussian Process

In this subsection, we will introduce the definition of multivariate Gaussian process and some common properties. We will start from matrix Gaussian distribution, which is the base for defining a multivariate Gaussian process.

**Definition 1** (Matrix Gaussian Distribution). A random matrix $X ∈ R^{n×p}$ is matrix Gaussian distribution with location parameter $M ∈ R^{n×p}$ and scale parameters $U ∈ R^{n×n}$ and $V ∈ R^{p×p}$ if and only if

$$vec(X) ∼ MN(vec(M), V ⊗ U)$$

where $MN(μ, Σ)$ denotes matrix Gaussian distribution on $R^{n×p}$ with mean vector $μ$ and covariance matrix $Σ$, $vec(X)$ denotes the vectorization of $X$ and $⊗$ denotes the Kronecker product. In this case, we denote

$$X ∼ MN_{n×p}(M, U, V)$$

With definition of matrix Gaussian distribution, we can define the multivariate Gaussian process.

**Definition 2** (Multivariate Gaussian Process (MGP)). $f$ is a multivariate Gaussian process on $R^p$ with vector-valued mean function $μ = \{μ_j\}_{i=1}^d : R^d ⇒ R^d$, kernel $k : R^d × R^d ⇒ R$ and positive semi-definite covariance matrix $Ω ∈ R^{d×d}$ if and only if any finite collection of variables have a joint matrix Gaussian distribution,

$$[f(x_1), ..., f(x_n)] ∼ MN_{d×n}(M, Ω, Σ)$$

where $M ∈ R^{d×n}$ with $M_{ij} = μ_j(x_i)$ and $Σ ∈ R^{n×n}$ with $Σ_{ij} = k(x_i, x_j)$. In this case, we denote

$$f ∼ MGP(μ, k, Ω)$$
3.2 Temporal Knowledge Graph Embedding based on Multivariate Gaussian Process

In this subsection, we describe how to construct the entity and relation embeddings based on MGP. Without loss of generality, we can denote a temporal knowledge graph as $G = (E, R, T)$, where $E$, $R$ and $T$ are the set of entities, relations and timestamps respectively. Given a quadruplet $(e_s, r_p, e_o, t)$ from $E \times R \times E \times T$, the goal is to learn temporal representations for $\{e_i, t \mid e_i \in E\}$ and $\{r_{j,t} \mid r_{j,t} \in R\}$ and a score function $f : E \times R \times E \times T \Rightarrow \mathbb{R}$ that is maximized for quadruplets in valid dataset $D^+$ and minimized for quadruplets in corrupted dataset $D^−$.

To model the temporal correlations and uncertainty simultaneous, entity or relation will be represented as a $d$-dim MGP on $t \in \mathbb{R}$, where $d$ is the dimension of embeddings and $t$ is time variable:

$$e_i(t) \sim \text{MGP}(\mu_{e_i}(t), k_{e_i}(t, t'), \Omega_{e_i})$$
$$r_{j,t}(t) \sim \text{MGP}(\mu_{r_{j,t}}(t), k_{r_{j,t}}(t, t'), \Omega_{r_{j,t}})$$

From Definition 2, we know that an MGP can be fully specified by its mean function, kernel function and covariance matrix. We can define a MGP-based entity/relation embeddings by specifying those three components.

For the mean function, which controls the location and evolution trend of the embedding, we define it as a second order function of time variable $t$ to make it more flexible:

$$\mu_{e_i}(t) = b_{e_i} + \alpha_{e_i} \phi_{e_i} t + \beta_{e_i} \psi_{e_i} t^2$$
$$\mu_{r_{j,t}}(t) = b_{r_{j,t}} + \alpha_{r_{j,t}} \phi_{r_{j,t}} t + \beta_{e_i} \psi_{r_{j,t}} t^2$$

where $b_{e_i}, b_{r_{j,t}} \in \mathbb{R}^d$ are time-irrelevant bias vectors, $\alpha_{e_i}, \alpha_{r_{j,t}} \in \mathbb{R}$ are scalar first-order evaluation rates, $\phi_{e_i}, \phi_{r_{j,t}} \in \mathbb{R}^d$ are first-order evaluation direction vectors, $\beta_{e_i}, \beta_{r_{j,t}} \in \mathbb{R}$ are scalar second-order evaluation rates and $\psi_{e_i}, \psi_{r_{j,t}} \in \mathbb{R}^d$ are second-order evaluation direction vectors.

For the kernel function, it controls the correlation of the embeddings between different timestamps. The common choices of kernel functions for GP are various, such as white noise kernel, exponential quadratic kernel, rational quadratic kernel, etc. Here we assume that the correlations in TKG are mainly smooth and short-term, so we choose exponential quadratic kernel as the kernel function of TKGC-AGP. Formally we define:

$$k_{e_i}(t, t') = \sigma_{e_i}^2 \exp(-\frac{||t-t'||^2}{2\sigma_{e_i}^2})$$
$$k_{r_{j,t}}(t, t') = \sigma_{r_{j,t}}^2 \exp(-\frac{||t-t'||^2}{2\sigma_{r_{j,t}}^2})$$

For the covariance matrices that reflect randomness of entity (relation) in the real world, we set them as time-irrelevant diagonal matrices for simplification:

$$\Omega_{e_i} = \text{diag}(\omega_{e_i})$$
$$\Omega_{r_{j,t}} = \text{diag}(\omega_{r_{j,t}})$$

where $\omega_{e_i}, \omega_{r_{j,t}} \in \mathbb{R}^d$ denote the diagonal vectors of covariance matrices, $\text{diag}(x)$ means making matrix with $x$ as diagonal.

Given a quadruple $q=(e_s, r_p, e_o, t)$, a translation-based score function is employed to measure the validity:

$$f(q) = f(e_s, r_p, e_o, t) = D_B(e_s, t - e_o, r_p, t)$$

where $D_B(d, d') \in \mathbb{R}$ is the Bhattacharyya distance between distribution $d$ and $d'$, $e_s, e_o, r_p, t \in \mathbb{R}^d$ are multivariate Gaussian distribution embeddings specific for timestamp $t$ generated by the corresponding MGP:

$$e_{i,t} = N_d(\mu_{e_{i,t}}(t), \Omega_{e_i})$$
$$r_{j,t} = N_d(\mu_{r_{j,t}}(t), \Omega_{r_{j,t}})$$

3.3 Approximation of MGPs and Training

In this subsection, we will describe the learning process of TKGC-AGP. To improve the robustness of training, it is common to train the model based on the valid dataset $D^+$ as well as a corrupted dataset $D^−$ (Leblay and Chekol, 2018; Dasgupta et al., 2018). Following (Xu et al., 2019), a valid quadruple $(s, p, o, t)$ is randomly corrupted by replacing the subject or object with a sampled entity from $E$ to construct the corrupted dataset $D^−$. A common learning objective of probabilistic method is to maximize the joint likelihood of the data and the parameters, which is

$$p(D^+, D^−, E, R) = p(D^+, D^−|E, R) \cdot p(E) \cdot p(R)$$

$$= \prod_{t \in T} \prod_{q \in D^+_t} \prod_{q' \in D^−_t} \sigma(\gamma - f(q)) \sigma(-\gamma + f(q'))$$

$$\prod_{e_i \in E} p(e_i) \prod_{r_{j,t} \in R} p(r_{j,t})$$

$$= \prod_{e_i \in E} p(e_i) \prod_{r_{j,t} \in R} p(r_{j,t})$$

$$= \prod_{e_i \in E} p(e_i) \prod_{r_{j,t} \in R} p(r_{j,t})$$

(11)
where $E, R$ are the set of entity and relation embeddings respectively, $\sigma(\cdot)$ is Sigmoid function and $\gamma$ is margin parameter. However, it is intractable to calculate the joint distribution $p(e_i)$ or $p(r_j)$ because they have a joint matrix Gaussian distribution over all possible timestamps $t$. That is,

$$
p(e_i) = p(e_{i,1}, e_{i,2}, \ldots, e_{i,t})
$$  \hspace{1cm} (12)

$$
p(r_j) = p(r_{j,1}, r_{j,2}, \ldots, r_{j,t})
$$

To approximate these joint distributions, we take a first-order Markov assumption that the current state of one entity or relation embedding is only depended on the last state of it. That is,

$$
p(e_{i,t}|e_{i,t-1}, e_{i,t-2}, \ldots, e_{i,1}) = p(e_{i,t}|e_{i,t-1}) \quad (13)
$$

Then the learning objective can be transformed in minimizing the approximated negative log likelihood, which could be decomposed into four parts,

$$
l_1 = \sum_{t\in T} \sum_{q\in D^+_t} \sum_{e_i} -\log \sigma(\gamma - f(q))
$$

$$
l_2 = \sum_{t\in T} \sum_{q'\in D^-_t} \sum_{e_i} -\log \sigma(\gamma + f(q'))
$$

$$
l_3 = \sum_{t\in T} \sum_{e_i \in E} \|D_B(e_{i,t}, e_{i,t+1}) - k_{e_i}(t, t+1)\|^2
$$

$$
l_4 = \sum_{t\in T} \sum_{r_j \in R} \|D_B(r_{j,t}, r_{j,t+1}) - k_{r_j}(t, t+1)\|^2
$$

(14)

where $l_1, l_2$ are the losses for valid dataset $D^+$ and corrupted dataset $D^-$, $l_3, l_4$ are the approximations to the log likelihood for entity and relation embeddings. We train the model by adding those losses together.

$$
l = l_1 + l_2 + l_3 + l_4
$$

where $\lambda_2, \lambda_3, \lambda_4$ are weights for losses.

To align the embedding across time, inspired by (Kumar et al., 2019), we further propose a time-batch training strategy, which takes the data between timestamp $t$ and $t + L$ as a batch, where $L$ is the length of time window. The detailed learning algorithm of TKGC-AGP is shown in Algorithm 1.

### Algorithm 1 Training of TKGC-AGP

**Input:** the entity set $\mathcal{E}$, the relation set $\mathcal{R}$, the arranged timestamp set $\mathcal{T}$, the valid dataset $D^+$, the negative sample rate $\eta$, the number of epoch $n$, the margin $\gamma$, the embedding dimension $d$, the length of time window $L$.

**Output:** the parameters for TKGC-AGP $P = \{b, \alpha, \phi, \beta, \psi, \sigma, \ell, \omega\}$.

1: randomly initialize $P$
2: for $i = 1, \ldots, n$ do
3: for $t' \in T$ do
4: $D_i^+ \leftarrow \{q = (e_s, r_p, e_t, t)| t \in [t', t' + L], q \in D^+\}$
5: for $(e_s, r_p, e_t, t) \in D_i^+$ do
6: $D_i^- = +\{(e_s, r_p, e_t, t)\}_{k=1,\ldots,\eta}$
7: end for
8: Update $P = \{b, \alpha, \phi, \beta, \psi, \sigma, \ell, \omega\}$ w.r.t. Loss $l$
9: end for
10: end for

### 3.4 Complexity Analysis

Though the structure of TKGC-AGP is complex, as shown in Table 1, the space complexity and time complexity of TKGC-AGP remains the same as that of most of static and temporal KGE methods. For the space complexity, the parameter space of TKGC-AGP comprises $P = \{b, \alpha, \phi, \beta, \psi, \sigma, \ell, \omega\}$. So the total number of parameters of TKGC-AGP is $8 \times (|\mathcal{E}| + |\mathcal{R}|) \times d$. Since the length of time window is constant, the time complexity is also constant with embedding dimension $d$.

| Method     | Space complexity | Time complexity |
|------------|------------------|----------------|
| TransE     | $O(|\mathcal{E}|d + |\mathcal{R}|d)$ | $O(d)$ |
| ComplEx    | $O(|\mathcal{E}|d + |\mathcal{R}|d)$ | $O(d)$ |
| TTransE    | $O(|\mathcal{E}|d + |\mathcal{R}|d + |T|d)$ | $O(d)$ |
| DE-SimplE  | $O(|\mathcal{E}|d + |\mathcal{R}|d)$ | $O(d)$ |
| ATISE      | $O(|\mathcal{E}|d + |\mathcal{R}|d)$ | $O(d)$ |
| TKGC-AGP   | $O(|\mathcal{E}|d + |\mathcal{R}|d)$ | $O(d)$ |

Table 1: Complexity analysis of some existing methods.

### 4 Experiments

In this section, we perform extensive experiments on link prediction to investigate the effectiveness of TKGC-AGP on two real-world TKG datasets compared to some state-of-the-art KGE methods and TKGC methods.
4.1 Dataset
Two standard benchmark datasets, ICEWS-14 and ICEWS05-15, for TKGC are employed for experiments, which are two subsets of the Integrated Crisis Early Warning System (ICEWS) dataset (Lautenschlager et al., 2015). ICEWS-14 includes events happened in 2014 while ICEWS05-15 includes events happened between 2005 to 2015. The fact stored in ICEWS follows the form $\langle s, p, o, t \rangle$ with specific time point, such as $(Barack Obama, investigate, Iraq, 2008-07-21)$. Following (Xu et al., 2019), we employ the filtered version of ICEWS-14 and ICEWS05-15. The detailed statistics of two datasets are listed in Table 2.

| Dataset       | ICEWS-14 | ICEWS05-15 |
|---------------|----------|------------|
| # Entities    | 6,869    | 10,094     |
| # Relations   | 230      | 251        |
| # Timestamps  | 365      | 4,017      |
| # Training    | 72,826   | 368,962    |
| # Validation  | 8,941    | 46,275     |
| # Test        | 8,963    | 46,092     |

Table 2: Dataset statistics.

4.2 Baselines
We compare TKGC-AGP with the following baselines:

- **TransE** (Bordes et al., 2013): static method that considers relation as a translation between entities in the embedding space.

- **DistMult** (Yang et al., 2015): static method that deals with the problem of symmetric relation with a bilinear objective function.

- **ComplEx** (Trouillon et al., 2016): static method that maps entities and relations into complex space with tensor factorization technique.

- **RotatE** (Sun et al., 2019): static method that regards relation as the rotation in the complex space.

- **TTransE** (Leblay and Chekol, 2018): temporal method that extend TransE to TKG by mapping each timestamp as specific embedding.

- **HyTE** (Dasgupta et al., 2018): temporal method that extend TransH (Wang et al., 2014) to TKG by learning time-specific hyerplanes.

- **TA-TransE** (García-Durán et al., 2018): temporal method that employs a LSTM to encode the time information into relation representations.

- **DE-SimplE** (Goel et al., 2020): temporal method that represents entities with diachronic embeddings.

- **ATiSE** (Xu et al., 2019): temporal method that maps entities and relations as additive time series with Gaussian white noise.

4.3 Evaluation Metrics
In the link prediction experiment, following the previous literature (Goel et al., 2020), for each valid quadruple $(e_s, r_p, e_o, t)$ in validation and test set, we generate query by masking the subject entity or object entity of it. Then we rank all the possible entities by filling the missing entity with candidate entity. Followed by previous work(Xu et al., 2019), we employ two kinds of metrics to evaluate the performance of all the methods, the Mean Reciprocal Rank (MRR), which is the average of reciprocal of the rank of golden entity and Hit@K, which is the frequency that the rank of golden entity is no greater than K.

4.4 Implementation Details
TKGC-AGP is implemented with PyTorch (Paszke et al., 2019). Part of results are taken from (Goel et al., 2020; Xu et al., 2019). The embeddings are trained with ADAM optimizer (Kingma and Ba, 2015) with learning rate = 0.001, maximum epoch = 1000, negative sample rate = 5, dimension of embedding = 100, length of time window = 3, margin = 1. All vector parameters are normalized to have unit l-2 norm.

4.5 Link Prediction Results
The link prediction results on the two dataset are shown in Table 3. It can be observed: 1) Some static methods outperform the temporal methods. For example, the performances of ComplEx and DistMulti are generally better than those of TTransE and HyTE. Capturing the basic structure of knowledge graph is still important for TKGC.
2) With temporal information, some KGE methods perform better on TKG. For example, DE-SimplE and TA-DistMult generally outperform other methods except ATiSE and TKGC-AGP. 3) The time series or stochastic process based methods achieve the best performance. TKGC-AGP outperforms ATiSE on all metrics except Hit@ 10 for ICEWS14. The improvement is mainly attributed to the correlation modeled by the kernel function of MGP, although ATiSE employs a Gaussian white noise component to model temporal uncertainty.

### 4.6 Ablation Study

In this section, we analyze how the hyperparameters and the key components of TKGC-AGP affect the final performance. We focus on embedding dimension, length of time window and kernel function.

#### 4.6.1 Effect of Embedding Dimension

The embedding dimension is one of the important hyperparameters for the representation learning methods. On the one hand, too small embedding dimension prevents methods to encode sufficient information. On the other hand, too large embedding dimension leads to the time and computation overhead, which is critical for TKGC with over ten thousands parameters. In this part, we evaluate the performance of TKGC-AGP under different embedding dimension (50, 100, 200, 300, 400, 500) on ICEWS14 dataset. The results are shown in Figure 2.

It can observed that in general the performance of TKGC-AGP on ICEWS14 dataset is increasing at first and then decreasing with peak at 100 dim. The reason may be that when the dimension is too small, the embeddings cannot encode sufficient information while when the dimension is too large, the embeddings become too sparse to learn from the dataset. It should be pointed out that the optimal dimension of TKGC-AGP is generally smaller than that of other KGE or TKGC methods. It could be attributed to the complex structure of TKGC-AGP where there is no need for large dimension to encode sufficient information.

#### 4.6.2 Effect of Length of Time Window

As described in Algorithm 1, the length of time window \( L \) is important for training TKGC-AGP. On the one hand, too small \( L \) will result in under-fitted correlation. On the other hand, too large \( L \) will lead to more computational overhead and have the risk of over-fitting. To investigate the effect of the length of time window \( L \) on the performance of TKGC-AGP, experiments were conduct.
on ICEWS14 dataset with the length of time window \( L \) among \((1, 2, 3, 4, 5, 10)\). The results are shown in Table 4.

From the results, we can observe that in general the performance of TKGC-AGP on ICEWS14 dataset is firstly increasing as the length of time window increases and then quickly saturates at \( L = 3 \). It might be explained by the processing of TKGC-AGP from under-fitting to over-fitting. Especially when \( L = 10 \), the performance of TKGC-AGP is affected seriously because of over-fitting.

### 4.6.3 Effect of Kernel Function

As described in Section 3.1, the kernel function is an important component of MGP that controls the correlation across the index set. To investigate the effect of kernel function on the performance of TKGC-AGP, we perform experiments on ICEWS14 dataset with the following kernel functions besides exponential quadratic kernel. The results are shown in Table 5.

- **White noise kernel**, which means any two points from MGP are uncorrelated.

\[
k(t, t') = \sigma^2 \delta_{tn}
\]

- **Exponential quadratic kernel**, a smooth correlation decreasing with the distance between two points.

\[
k(t, t') = \sigma^2 \exp\left(-\frac{2}{l^2} \sin^2(\pi \frac{t - t'}{p})\right)
\]

- **Rational quadratic kernel**, which is similar to the exponential quadratic, when \( \alpha \to \infty \), the rational quadratic kernel converges into the exponential quadratic kernel.

\[
k(t, t') = \sigma^2 \left(1 + \frac{||t - t'||^2}{2\alpha l^2}\right)^{-\alpha}
\]

- **Periodic kernel**, which allows to model periodic functions, where \( p \) denotes the period.

\[
k(t, t') = \sigma^2 \exp\left(-\frac{2}{l^2} \sin^2(\pi \frac{t - t'}{p})\right)
\]

It can be observed that TKGC-AGP with exponential quadratic kernel achieves the best performance. It should be pointed out that ATiSE (Xu et al., 2019) can be considered as a MGP-based method with white noise kernel. With white noise kernel, TKGC-AGP is similar to ATiSE. Therefore their performances are also very similar. Since rational quadratic kernel is very similar to exponential quadratic kernel, the performances of TKGC-AGP-E and TKGC-AGP-R are also very similar. For periodic kernel, it has the worst performance, we attribute this to little periodic pattern in the experiment dataset.

### 5 Conclusion

In this paper, we proposed TKGC-AGP, a novel temporal knowledge graph completion method based on approximated Gaussian process embeddings. With the flexibility and capacity, we can naturally model the global trends of entity and relation embeddings as well as the surging local fluctuations. Moreover, the temporal uncertainties can be also naturally modeled with the kernel function and covariance matrix of MGP. To training TKGC-AGP, we employ the first-order Markov assumption to approximate the joint distribution of MGP as well as a time-batch-based training strategy to align the embeddings across the time. The experimental results demonstrate that the proposed method outperform various static and temporal KGE baselines. Further work could be done by taking a Bayesian perspective to learn the proposed method.
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