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Abstract
In this paper, we consider a constrained low rank approximation problem: 
\[ \min_{\text{rank}(X) = p, X \in \Omega} \| X - E \|, \]
where \( E \) is a given complex matrix, \( p \) is a positive integer, and \( \Omega \) is the set of the Hermitian nonnegative-definite least squares solution to the matrix equation \( AXA^* = B \). We discuss the range of \( p \) and derive the corresponding explicit solution expression of the constrained low rank approximation problem by matrix decompositions. And an algorithm for the problem is proposed and the numerical example is given to show its feasibility.
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1. Introduction
Throughout, let \( \mathbb{C}^{m \times n} \) denote the set of all complex \( m \times n \) matrices, \( \mathbb{U}(n) \) the set of all \( n \times n \) unitary matrices, and \( \mathbb{H}(n) \) the set of all \( n \times n \) Hermitian matrices, \( \mathbb{H}^+_n \) the set of Hermitian nonnegative-definite matrices. The symbols \( I, A^*, A^t, r(A) \) and \( \| A \| \), respectively stand for the identity matrix with the appropriate size, the conjugate transpose, the Moore-Penrose inverse, the rank and the Frobenius norm of \( A \in \mathbb{C}^{m \times n} \). If a square matrix \( A \) is inverse, then the inverse matrix of \( A \) is denoted by \( A^{-1} \).

In the last few years, the structured low rank matrix approximation has been one of the topics of very active research in matrix theory and the applications. We know the empirical data collected in a matrix generally satisfy either the special structure properties or the desirable rank as is expected in the original system. Solving a low rank approximation of a general data matrix is an important
task in many disciplines.

The structured low rank approximation problem can be written as follows: given a matrix $E$, a positive integer $p$, and a matrix class $\Omega$, find a matrix $X$ satisfying

$$\min_{X \in \Omega, \|X\|_F \leq p} \|X - E\|_F,$$

which is concluded by M.T. Chu, et al. in 2003, see [1]. The structured low rank approximation problem and applications associated with different constraint set $\Omega$ have been extensively studied. Generally speaking, $\Omega$ is with linear structure, e.g., symmetric Toeplitz, Hankel, upper Hessenberg, Sylvester, correlation, CP, or banded matrices with fixed bandwidth, etc., which can be referred to [1]-[11]. For examples, in the process of noise removal in signal processing or image enhancement, the underlying covariance matrix with Toeplitz or block Toeplitz structure, see [5] [6]. In the model reduction problem in encoding and filter design, the underlying structure matrix is Hankel, see [7] [12]. In computer algebra, approximating the greatest common divisor of polynomials can be formulated as a low rank approximation problem with Sylvester structure, see [9]. In computing the nearest Euclidean distance, the symmetric nonnegative matrix of rank 5 is a necessary condition for the approximation, see [10]. In the asset portfolio, the structured low rank approximation is about correlation matrix, see [2].

On the other hand, the problems for a (skew) Hermitian solution, Hermitian nonnegative-definite solution, and Hermitian nonnegative-definite least squares solution to the linear matrix equation

$$AXA^* = B$$

(1.1)
in the literature have been widely studied, where $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{H}_+^n (m)$ are given matrices. Baksalary [13], Groβ [14], Khatri and Mitra [15], derived a general Hermitian nonnegative-definite solution to (1.1), respectively. Groβ also obtains a representation of the general Hermitian nonnegative-definite solution to Equation (1.1), which admits an easy way to obtain solutions of minimal and maximal rank, respectively. Dai and Lancaster studied a similar problem of Equation (1.1) with the real setting. Zhang and Cheng [16], Wei and Wang [17] studied the fixed rank Hermitian nonnegative definite solution to the matrix equation $AXA^* = B$ and the least squares problem $AXA^* = B$ in Frobenius norm, which discussed the ranges of the rank $k$ and derived expressions of the solutions by applying the SVD of the matrix of $A$. Liu et al., in [18] studied the rank constrained matrix best approximation problem with respect to (skew) Hermitian matrices by the singular value decomposition of $B$. For the rank constrained of (skew)Hermitian or Hermitian nonnegative definite least squares of (1.1) in spectral norm, the authors applied the norm-preserving dilation theorem and the matrix decomposition to obtain the solution in [19] [20].

Motivated by the above work, we in this paper study the constrained low rank approximation of Hermitian nonnegative definite matrix. It can be stated as fol-
Problem 1. Given $A \in \mathbb{C}^{m \times n}$, $B \in \mathbb{C}^{m \times k}$, $E \in \mathbb{C}^{k \times n}$, and a positive integer $p$. Find $\hat{X}$ such that

$$\hat{X} := \arg \min_{X \in \mathbb{C}^{m \times n}} \|X - E\|,$$

where $\Omega = \{X \in \mathbb{C}^{m \times n} : \|AXA' - B\| = \min\}$.

This paper is organized as follows. We give some preliminary results in Section 2. In Section 3, we firstly characterize the matrix set $\Omega$ of the Hermitian nonnegative-definite least squares solution to the matrix equation $AXA' = B$ by matrix decompositions. Then we use the techniques of partition matrix to discuss the range of $p$ and establish the corresponding explicit solution to Problem 1. In Section 4, an algorithm is designed to determine the solution to Problem 1 and an example is presented to illustrate the results obtained in this paper.

2. Preliminaries

In this section, we give some preliminary results.

Lemma 2.1. (See [21] [22]) For given matrices $M \in \mathbb{C}^{n \times n}$, $N \in \mathbb{C}^{n \times n}$, and $Y \in \mathbb{C}^{n \times n}$, then the partition matrix

$$X = \begin{bmatrix} M & Y \\ Y' & N \end{bmatrix} \in H^*_0(n)$$

if and only if

$$M \in H^*_0(n_1), N - Y'MY \in H^*_0(n_2), R(Y) \subseteq R(M);$$

or

$$M \in H^*_0(n_1), N = N_0 + Y'MY, Y = MM'Y,$$

where $N_0 \in H^*_0(n_2)$. Furthermore, the equality

$$r(X) = r(M) + r(N - Y'MY),$$

holds.

The following lemma is cited by Lemma 2.2 in [17].

Lemma 2.2. Given $n \times n$ the Hermitian matrix $G$ which has the form of

$$G = Q \text{diag} \left( \Lambda_+, \Lambda_- \right) Q^*,$$

where $Q$ is an $n \times n$ unitary matrix,

$$\Lambda_+ = \text{diag} \left( \lambda_1, \lambda_2, \ldots, \lambda_{n_1} \right), \Lambda_- = \text{diag} \left( \lambda_{n_1+1}, \lambda_{n_1+2}, \ldots, \lambda_n \right),$$

and $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{n_1} > 0, \lambda_{n_1+1} \leq \lambda_{n_1+2} \leq \cdots \leq \lambda_n \leq 0$. The parameter $p$ is a given nonnegative integer. Then there exists $\hat{Y} \in H^*_0(n)$ with $r(\hat{Y}) = p$ such that

$$\hat{Y} := \arg \min_{r(Y) = p, Y \in H^*_0(n)} \|Y - G\|$$

if and only if $0 \leq p \leq n_1$. If $0 \leq p \leq n_1$, then

$$\min_{r(Y) = p, Y \in H^*_0(n)} \|Y - G\| = \sum_{k=p+1}^{n} \lambda_k^2.$$
Furthermore, if $\lambda_p > \lambda_{p+1}$, then
\[ \bar{Y} = Q \text{diag} \left( \lambda_1, \lambda_2, \ldots, \lambda_p, 0, \ldots, 0 \right) Q' . \]

If $k < p < l \leq n$ and $\lambda_k > \lambda_{k+1} = \cdots = \lambda_l > \lambda_{l+1}$, then
\[ \bar{Y} = Q \text{diag} \left( \lambda_1, \lambda_2, \ldots, \lambda_k, \lambda_pp', 0, \ldots, 0 \right) Q' , \]
where $P$ is an arbitrary matrix satisfying $P \in \mathbb{C}^{(l-k)(p-k)}$ and $P'P = I_{p-k}$.

3. The General Solution to Problem 1

In this section, we consider the general solution of Problem 1 proposed in Section 1.

Suppose that the matrices $A \in \mathbb{C}^{m \times n}$, and $B \in \mathbb{C}^{m \times m}$ are given with $\text{rank}(A) = r_A$. Let $B = B_H + B_S$, where
\[ B_H = \frac{B + B'}{2}, B_S = \frac{B - B'}{2} , \]

$B_H$ is an $m \times m$ Hermitian matrix, and $B_S$ is an $m \times m$ skew-Hermitian matrix. Let the singular value decomposition (SVD) of $A$ be as follows
\[ A = U \left( \begin{array}{cc} \Sigma & 0 \\ 0 & 0 \end{array} \right) V^* , \]

where the diagonal elements of the diagonal matrix $\Sigma_{r_A}$ is the singular values of $A$, and $U \in \mathbb{U}(m)$, $V \in \mathbb{U}(n)$. Let
\[ U^* B_H U = \left( \begin{array}{cc} B_0 & B_1 \\ B_1^* & B_2 \end{array} \right) , \]

where $B_0 \in \mathbb{H}(r_A)$, $B_2 \in \mathbb{H}(m - r_A)$. By (2)-(4), the unitary invariance of Frobenius norm, and assume
\[ V^* X V = \left( \begin{array}{cc} Y_0 & Y_1 \\ Y_1^* & Y_2 \end{array} \right) , \]

$Y_0 \in \mathbb{H}(r_A)$, $Y_2 \in \mathbb{H}(n - r_A)$, we get
\[ \left\| AXA^* - B \right\|^2 = \left\| AXA^* - B_H \right\|^2 + \left\| B_S \right\|^2 
\]

\[ = \left\| U \left( \begin{array}{cc} \Sigma_{r_A} & 0 \\ 0 & 0 \end{array} \right) V^* X V \left( \begin{array}{cc} \Sigma_{r_A} & 0 \\ 0 & 0 \end{array} \right) U^* - B_H \right\|^2 + \left\| B_S \right\|^2 
\]

\[ = \left\| \left( \begin{array}{cc} \Sigma_{r_A} & 0 \\ 0 & 0 \end{array} \right) V^* X V \left( \begin{array}{cc} \Sigma_{r_A} & 0 \\ 0 & 0 \end{array} \right) - B_H U^* U \right\|^2 + \left\| B_S \right\|^2 
\]

\[ = \left\| \left( \begin{array}{cc} \Sigma_{r_A} & 0 \\ 0 & 0 \end{array} \right) - U^* B_H U \right\|^2 + \left\| B_S \right\|^2 
\]

\[ = \left\| \left( \begin{array}{cc} \Sigma_{r_A} & 0 \\ 0 & 0 \end{array} \right) - \left( \begin{array}{cc} B_0 & B_1 \\ B_1^* & B_2 \end{array} \right) \right\|^2 + \left\| B_S \right\|^2 
\]

\[ = \left\| \left( \begin{array}{cc} \Sigma_{r_A} & 0 \\ 0 & 0 \end{array} \right) - \left( \begin{array}{cc} B_0 & B_1 \\ B_1^* & B_2 \end{array} \right) \right\|^2 + \left\| B_S \right\|^2 
\]

\[ = \| \Sigma_{r_A} Y_0 \Sigma_{r_A} - B_0 - B_1 \|^2 + \| B_S \|^2 + \| B_2 \|^2 + \| B_S \|^2 
\]
Then $\min_{\lambda \in \Omega} \| AXA^* - B \|$ is consistent if and only if

$$\min_{\lambda \in \Omega_0(\lambda)} \left\| \Sigma_{r_1} Y_{21} \Sigma_{r_2} - B \right\|,$$  

(3.5)

is solvable.

We obtain the following result.

**Theorem 3.1.** Given $A \in \mathbb{C}^{m \times n}$ and $B \in \mathbb{C}^{m \times n}$ with $\text{rank}(A) = r_A$. The notation $B_h$ is defined in (2). Let the SVD of $A$ be as (3). Partition $U'B_hU$ as (4) with $B_0 \in \mathbb{H}(r_2)$, $B_2 \in \mathbb{H}(m-r_1)$. Suppose the matrix $B_0$ has $s$ positive eigenvalues, then $B_0$ has the following decomposition

$$B_0 = \text{diag}(\Lambda_+, \Lambda_-) W^*,$$  

(3.6)

where $W \in \mathbb{U}(r_2)$, $\Lambda_+ = \text{diag}(\lambda_1, \ldots, \lambda_s)$, $\lambda_1 \geq \cdots \geq \lambda_s > 0$, 

$\Lambda_- = \text{diag}(\lambda_{s+1}, \ldots, \lambda_{r_1})$, $\lambda_{s+1} \leq \cdots \leq \lambda_{r_1} \leq 0$. And the eigendecomposition of $\Sigma_{r_1} W \text{diag}(\Lambda_+, 0) W^* \Sigma_{r_2}^{-1}$ is

$$\Sigma_{r_1} W \text{diag}(\Lambda_+, 0) W^* \Sigma_{r_2}^{-1} = L \begin{bmatrix} D_1 & 0 \\ 0 & 0 \end{bmatrix} L^*,$$  

(3.7)

in which $L \in \mathbb{U}(r_2)$ and a diagonal matrix $D_1 \in \mathbb{H}^+(s)$. Assume

$$Q = V \begin{bmatrix} L & 0 \\ 0 & I_{n-r_2} \end{bmatrix}.$$  

(3.8)

Then the Hermitian nonnegative definite solution to the least squares solution of $AXA^* = B$ can be expressed as

$$X = Q \begin{bmatrix} D_1 & 0 & Y_{11} \\ 0 & 0 & 0 \\ Y_{11}^* & 0 & Y_2 \end{bmatrix} Q^*$$  

(3.9)

where $Y_{11} \in \mathbb{C}^{r_2 \times r_2}$ and $Y_2 - Y_{11}^* D_1^{-1} Y_{11} \in \mathbb{H}_0^+(n-r(A))$.

**Proof.** According to above analysis, the matrix equation $AXA^* = B$ has the Hermitian nonnegative-definite least squares solution if and only if (3.5) is consistent. By Lemma 2.2 and (3.6), the Formula (3.5) holds if and only if

$$Y_0 = \Sigma_{r_1} W \text{diag}(\Lambda_+, 0) W^* \Sigma_{r_2}^{-1}.$$  

(3.10)

It follows from $r(Y_0) = s$ and $Y_0 \in \mathbb{H}_0^+(r(A))$ that the eigendecomposition of $Y_0$ in (3.10) has the form of (3.7). Substituting (3.10) into (3.4), we get

$$X = V \begin{bmatrix} L & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} D_1 & 0 \\ 0 & 0 \end{bmatrix} Y_{11} \begin{bmatrix} L^* & 0 \\ 0 & 0 \end{bmatrix} V^*.$$  

(3.11)

Assume $L' Y_1 = \begin{bmatrix} Y_{11} \\ Y_{12} \end{bmatrix}$, $Y_{11} \in \mathbb{C}^{r_2 \times r_2}$, $Y_{12} \in \mathbb{C}^{(r_2 - s) \times (n-r_2)}$, then by (3.8),

$$Q \in \mathbb{U}(n)$$  

and (3.11) becomes
\[ X = V \begin{bmatrix} D_1 & 0 & Y_{11} \\ 0 & 0 & Y'_{12} \\ Y_{11}^* & Y'_{12}^* & 0 \\ 0 & 0 & Y_2 \end{bmatrix} V^* = V \begin{bmatrix} L & 0 \\ 0 & I_{n-r_d} \end{bmatrix} \begin{bmatrix} D_1 & 0 & Y_{11} \\ 0 & 0 & Y'_{12} \\ Y_{11}^* & Y'_{12}^* & 0 \\ 0 & 0 & Y_2 \end{bmatrix} \begin{bmatrix} L^* & 0 \\ 0 & I_{n-r_d} \end{bmatrix} V^* \]

(3.12)

It implies that \( X \in \mathbb{H}_+(n) \) in (3.12) if and only if

\[
\begin{bmatrix} D_1 & 0 & Y_{11} \\ 0 & 0 & Y'_{12} \\ Y_{11}^* & Y'_{12}^* & 0 \\ 0 & 0 & Y_2 \end{bmatrix} \in \mathbb{H}_0^+(n). \]

By Lemma 2.1, it is equivalent to

\[
\begin{bmatrix} D_1 & 0 & Y_{11} \\ 0 & 0 & 0 \\ Y_{11}^* & 0 & Y_2 \end{bmatrix}, \text{ where}\]

\[
Y_2 - Y_{11}^* D_1^{-1} Y_{11} \in \mathbb{H}_0^+(n-r(A)). \]

By Theorem 3.1, for \( X \in \Omega \) defined in Problem 1, \( X \) has the form of (3.9) with \( Y_{11} \in \mathbb{C}^{s \times (n-r_d)} \) and \( Y_2 - Y_{11}^* D_1^{-1} Y_{11} \in \mathbb{H}_0^+(n-r(A)). \) Now we consider Problem 1, and give their explicit expression of the solution.

**Theorem 3.2.** Given \( E \in \mathbb{C}^{s \times n} \) and \( \Omega \) in problem 1 is nonempty. The notations are the same as Theorem 3.1, and the solution set of \( \Omega \) is (10). Let

\[
E_1 = \frac{E + E^*}{2}, \quad E_2 = \frac{E - E^*}{2}. \quad (3.13)
\]

The eigenvalue decomposition of \( Q^* E_1 Q \) has the form of

\[
Q^* E_1 Q = T \begin{bmatrix} \Psi_+ & 0 \\ 0 & \Psi_- \end{bmatrix} T^*, \quad (3.14)
\]

where \( T \in U(n), \quad \Psi_+ = \text{diag}(\psi_1, \ldots, \psi_d), \quad \psi_1 \geq \cdots \geq \psi_d > 0, \quad \Psi_- = \text{diag}(\psi_{d+1}, \ldots, \psi_n), \quad \psi_{d+1} \leq \cdots \leq \psi_n \leq 0. \) Suppose

\[
T \begin{bmatrix} \Psi_+ & 0 \\ 0 & 0 \end{bmatrix} T^* = \begin{bmatrix} E_{11} & E_{12} & E_{13} \\ E_{21}^* & E_{22} & E_{23} \\ E_{31}^* & E_{32} & E_{33} \end{bmatrix}, \quad (3.15)
\]

where \( E_{11} \in \mathbb{H}(s), \quad E_{13} \in \mathbb{C}^{s \times (n-r_d)}, \) and \( E_{33} \in \mathbb{H}(n-r_d). \) And the eigenvalue decomposition of \( E_{33} - E_{13}^* D_1^{-1} E_{13} \) is as follows

\[
E_{33} - E_{13}^* D_1^{-1} E_{13} = H \begin{bmatrix} \Delta_+ & 0 \\ 0 & \Delta_- \end{bmatrix} H^*, \quad (3.16)
\]

where \( H \in U(n-r_d), \quad \Delta_+ = \text{diag}(u_1, \ldots, u_i), \quad u_1 \geq \cdots \geq u_i > 0, \quad \Delta_- = \text{diag}(u_{i+1}, \ldots, u_{n-r_d}), \quad u_{i+1} \leq \cdots \leq u_{n-r_d} \leq 0. \) For a positive integer \( p, \)

\[
\min_{r(X^p)_{p \times s} \leq \|X - E\|} \|X - E\| \quad \text{is consistent if and only if} \quad s \leq p \leq s + n - r_d, \quad (3.17)
\]
Then the solution \( \hat{X} \) in Problem 1 is given as follows from the three cases:

1) If \( p = s \), then

\[
\hat{X} = Q \begin{bmatrix} D_1 & 0 \\ 0 & 0 \end{bmatrix} Q'.
\] (3.18)

2) If \( s < p \leq s + t \), then

\[
\hat{X} = Q \begin{bmatrix} D_1 & 0 & E_{13} \\ 0 & 0 & 0 \\ E_{13}^* & 0 & Y_2 \end{bmatrix} Q'.
\] (3.19)

where

\[
Y_2 = H \text{diag}(u_1, \cdots, u_{p-s}, 0, \cdots, 0)H^* + E_{13}D_1^{-1}E_{13};
\] (3.20)

3) If \( p > s + t \), then \( X \) is the form of (3.19), where

\[
Y_2 = H \text{diag}(u_1, \cdots, u, PP^*, 0, \cdots, 0)H^* + E_{13}D_1^{-1}E_{13},
\] (3.21)

and \( P \) is an arbitrary matrix satisfying \( P^*P = I_{p-s-t} \).

**Proof.** According to Theorem 3.1, if \( X \in \Omega \), then \( X \) has the formula of (3.9), where \( Q \in \mathbb{U}(n), \ D_1 \in \mathbb{H}^+(s) \) is a diagonal matrix, \( Y_{11} \in \mathbb{C}^{r \times (n-r)} \) and \( Y_2 - Y_{11}^{-1}D_1^{-1}Y_{11} \in \mathbb{H}_0^+(n-r) \). By Lemma 2.1, \( r(X) = r(D_1) + r(Y_2 - Y_{11}^{-1}D_1^{-1}Y_{11}) \).

Therefore \( s \leq r(X) = p \leq s + n - r_4 \).

1) If \( p = s \), then \( Y_{11} = 0 \) and \( Y_2 = 0 \) in (3.9). We get (3.18).

2) If \( s < p \leq s + n - r_4 \). Furthermore, we know \( E = E_1 \oplus E_2 \), where \( E_1, E_2 \) are defined as (3.13). By the unitary invariance of Frobenius norm that

\[
\|X - E\|^2 = \|X - E_1\|^2 + \|E_2\|^2
\]

\[
= \left\| \begin{bmatrix} D_1 & 0 & Y_{11} \\ 0 & 0 & 0 \\ Y_{11}^* & 0 & Y_2 \end{bmatrix} Q' - E_1 \right\|^2 + \|E_2\|^2
\]

\[
= \left\| \begin{bmatrix} D_1 & 0 & Y_{11} \\ 0 & 0 & 0 \\ Y_{11}^* & 0 & Y_2 \end{bmatrix} \right\|^2 - \left\| \begin{bmatrix} \Psi_+ & 0 \\ 0 & 0 \end{bmatrix} T^* \right\|^2 + \left\| \begin{bmatrix} \Psi_+ & 0 \\ 0 & 0 \end{bmatrix} T^* \right\|^2 + \|E_2\|^2
\]

\[
= \left\| \begin{bmatrix} D_1 - E_{11} & -E_{12} \\ -E_{12}^* & -E_{22} \\ -E_{13}^* & -E_{23} \end{bmatrix} \right\|^2 + \|E_2\|^2
\]

\[
= \left\| \begin{bmatrix} D_1 - E_{11} & -E_{12} \\ -E_{12}^* & -E_{22} \\ -E_{13}^* & -E_{23} \end{bmatrix} \right\|^2 + 2\|E_{12}\|^2 + 2\|E_{22}\|^2 + 2\|E_{23}\|^2
\]

\[
= \left\| \begin{bmatrix} D_1 - E_{11} \end{bmatrix} \right\|^2 + 2\|E_{12}\|^2 + 2\|E_{13}\|^2 + \|E_2\|^2 + \|E_{23}\|^2
\]

Hence, \( \min_{r(X) = p, X \in \Omega} \|X - E\| \) is consistent if and only if

\[
\min_{r(X) = p, X \in \Omega} \|X - E\| = \|E_2\|.
\]
\[
\min_{\gamma_1 \in C^{(t-r)}} \left\| Y_{11} - E_{13} \right\| \tag{3.22}
\]
and
\[
\min_{\gamma_2, \gamma_1 \in C^{(t-r)}} \left\| Y_2 - E_{13} \right\| \tag{3.23}
\]
are solvable. (3.22) is consistent if and only if \( Y_{11} = E_{13} \). And (3.23) holds if and only if there exists \( Z \in C^{n \times (n-r)} \) such that
\[
\min_{r(Z)=p} \left\| Z - \left( E_{33} - E_{13}^* D_1^{-1} E_{13} \right) \right\|
\]
holds. Make the eigendecomposition of \( \left( E_{33} - E_{13}^* D_1^{-1} E_{13} \right) \) as (3.16). By Lemma 2.2, we discuss the problem from two cases:

1) When \( p-s \leq t \), we take \( Y_2 \) is of (3.20). The explicit expression of the solution to Problem 1 is (3.19) with (3.20).

2) When \( p-s > t \), we take \( Y_2 \) is of (3.21). In this case, we obtain the representation of the solution to Problem 1, which has the form of (3.19) with (3.21).

The proof is completed.

4. Numerical Examples

We in this section propose an algorithm for finding the solution of Problem 1 and give illustrative numerical example.

**Algorithm 4.1.**

1) Input \( A, B, E \);
2) Calculate \( r_4, B_H \) by (3.1), \( E_i \) by (3.13);
3) Make the SVD of \( A \) with the form of (3.2);
4) Calculate \( B_0 \) by (3.3), make the eigendecomposition of \( B_0 \) with the form of (3.6), and compute \( s \);
5) If \( p \) does not satisfy (3.17), then the solution set of Problem 1 is empty and terminate the algorithm. Otherwise, continue with the following step;
6) Make the eigendecomposition of \( \Sigma_2^i \mbox{W} \mbox{diag} (\Lambda_i, 0) W^\ast \Sigma_1^{-1} \) with the form of (3.7);
7) Calculate \( Q, E_1 \), by (3.8), (3.13), respectively;
8) Make the eigenvalue decomposition of \( Q^\ast E_1 Q \) by 3.14. and Compute \( E_{13}, E_{33} \) by (3.15);
9) If \( p=s \), calculate \( X \) by (3.18), or go to step 10;
10) If \( p>s \), make the eigendecomposition of \( E_{13} - E_{13}^* D_1^{-1} E_{13} \) with the form of (3.16) and calculate \( t \);
11) If \( 0<p-s \leq t \), calculate \( X \) by (3.19) with (3.20); otherwise, go to (12);
12) If \( p-s > t \), calculate \( X \) by (3.19) with (3.21).

**Example 4.2.** Suppose \( n = 6 \), \( A \in C^{6 \times 6} \), \( B \in C^{6 \times 6} \), \( E \in C^{6 \times 6} \) and

\[
A = \begin{bmatrix}
-2.2100 + 1.2000i & 2.0000 - 1.0000i & 0.0000 + 0.0000i & -0.0900 + 1.3500i & 4.3200 - 2.3100i & 1.2120 + 1.9804i \\
0.0000 + 3.2510i & 0.0000 + 0.0000i & 2.1800 - 0.3200i & -0.2300 + 1.5000i & -0.1724 - 0.0995i \\
1.0500 - 2.0000i & 2.4000 + 1.2500i & 0.0000 + 0.0000i & 0.0000 + 3.2106i & -1.6080 + 0.0000i & 2.2560 + 0.0000i \\
0.0000 + 0.0000i & 0.0000 + 0.0000i & 0.0000 + 0.0000i & 0.0000 + 0.0000i & 0.0000 + 0.0000i & 0.0000 + 0.0000i \\
3.2000 + 0.0000i & -4.2000 + 1.2000i & 0.0000 + 0.0000i & 1.1025 - 0.2400i & -0.8600 - 0.2408i & 1.2010 + 0.7000i
\end{bmatrix}
\]
and the solution can be expressed as $\mathbf{X}_1 = \mathbf{X}_1^* + \mathbf{X}_2^*$, where

$$\mathbf{X}_1^* = \begin{bmatrix} 1.3774 + 0.0000i & -0.2359 - 0.1724i & 0.0365 + 0.0116i & 0.3563 + 1.1835i & 2.0347 + 0.5457i & 0.5957 + 0.1710i \\
-0.2359 + 0.1724i & 1.853 + 0.0000i & 0.0132 + 0.0454i & -0.2154 - 0.1134i & -0.6191 - 0.0354i & -0.0793 + 0.0448i \\
0.0365 - 0.0116i & 0.0132 - 0.0454i & 0.0195 + 0.0000i & 0.0339 + 0.0381i & -0.0503 + 0.0311i & 0.0245 - 0.0159i \\
0.3563 - 1.1835i & -0.2154 + 0.1134i & 0.0339 - 0.0381i & 1.1254 - 0.0000i & 0.9277 - 1.5230i & 0.2968 - 0.4835i \\
2.0347 - 0.5457i & -0.6191 + 0.0534i & -0.0503 - 0.0311i & 0.9277 + 1.5230i & 3.9271 + 0.0000i & 0.8762 - 0.0942i \\
0.5957 - 0.1710i & -0.0793 - 0.0448i & 0.0245 + 0.0159i & 0.2986 + 0.4835i & 0.8762 - 0.0942i & 0.2946 - 0.0000i \\
\end{bmatrix}$$

and $\mathbf{X}_2 = G^* \mathbf{P} \mathbf{P}^*$ with

$$E = \begin{bmatrix} 0.1020 + 0.0000i & -1.2400 + 0.0056i & 0.1460 - 0.2320i & 0.5000 - 0.0000i & -0.1520 + 0.1270i & 1.2000 - 0.0045i \\
-1.2400 - 0.0056i & -0.0040 + 0.0000i & -0.1630 - 0.0550i & -0.2390 - 0.0920i & 0.1400 - 0.1800i & 0.0000 + 0.0000i \\
0.1460 + 0.2320i & -0.1630 + 0.0550i & 1.0000 + 0.0000i & 0.2310 + 0.0000i & -0.1650 - 0.0550i & 0.0000 + 0.2040i \\
0.5000 + 0.0000i & -0.2390 - 0.0920i & 0.2310 + 0.0000i & 0.0800 + 0.0000i & -0.2400 - 0.0920i & 0.0000 + 0.0000i \\
-0.1520 - 0.1270i & 0.1400 + 0.1800i & -0.1650 + 0.0550i & -0.2400 + 0.0920i & -0.1024 + 0.0000i & -0.0002 + 0.0250i \\
1.2000 - 0.0045i & 0.0000 + 0.0000i & 0.0000 - 0.2040i & 0.0000 + 0.0000i & -0.0002 - 0.0250i & 0.0256 + 0.0000i \\
\end{bmatrix}$$

and $\min_{X \in \mathcal{L}(X) = 2} \| \mathbf{X} - E \| = 6.8009$. When $p = 3$, we obtain the solution of Problem 1 is

$$\hat{X} = \begin{bmatrix} 1.2974 - 0.0000i & -0.2777 - 0.1086i & 0.3705 + 1.1896i & 2.0296 + 0.4850i & 0.5477 + 0.1255i \\
-0.2777 + 0.1086i & 0.1536 - 0.0000i & -0.0000 - 0.0850i & -0.2185 - 0.1705i & -0.6026 - 0.1101i & -0.0764 + 0.0194i \\
0.0000 - 0.0000i & -0.0000 + 0.0000i & 0.0000 - 0.0000i & 0.0000 - 0.0000i & 0.0000 - 0.0000i & 0.0000 - 0.0000i \\
0.3705 - 1.1896i & -0.2185 + 0.1705i & 1.2482 - 0.0000i & 0.9739 - 1.5609i & 0.2479 - 0.4986i & 0.8529 + 0.0973i \\
2.0296 - 0.4850i & -0.6026 + 0.1101i & 0.9739 + 1.5609i & 3.9124 + 0.0000i & 0.8259 + 0.0973i & 0.2744 - 0.0000i \\
0.5477 - 0.1255i & -0.0764 - 0.0194i & 0.2479 + 0.4986i & 0.8529 - 0.0973i & 0.2744 - 0.0000i \\
\end{bmatrix}$$

and $\min_{X \in \mathcal{L}(X) = 3} \| \mathbf{X} - E \| = 6.7283$. When $p = 4$, the solution can be expressed as

$$\hat{X} = \mathbf{X}_1^* + \mathbf{X}_2^*$$
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and $P \in \mathbb{C}^{2 \times 2}$ satisfying $P^* P = I_2$.

**Remark** The Algorithm 4.1 can be applied for small sizes of matrices in Problem 1. In the process of computation, it only involves once singular value decomposition and four times eigendecompositions. Hence it has good numerical stability.

5. Conclusion

In this paper, we have studied the constrained low rank approximation problem

$$\min_{X \in \Omega} \|X - E\|,$$

where $\Omega$ is the set of the Hermitian nonnegative-definite least squares solution to the matrix equation $AXA^* = B$, by the matrix decompositions and partitioned matrix techniques. We have established the necessary and sufficient condition for solvability of the problem. We have also derived the corresponding explicit solution expressions for constraints of different rank range. And the algorithm has been presented and the numerical example shows its feasibility.
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