Valley polarization transition in a two-dimensional electron gas
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We theoretically study transport signatures associated with a spontaneous 2-valley to 1-valley quantum phase transition in a two-dimensional electron gas (2DEG) tuned by decreasing the 2D carrier density, as claimed in a recent experiment [Phys. Rev. Lett. 127, 116601 (2021)]. The key issue we focus on is whether the experimentally measured 2D resistivity as a function of carrier density is consistent (or not) with an underlying spontaneous valley-polarization transition as assumed uncritically in the experimental report. Our theoretical analysis is particularly germane since the experiment does not directly measure the change in the Fermi surface resulting from the valley polarization transition, but infers such a transition indirectly through transport measurements. We validate the experimental claim, showing that indeed the observed sudden change in the 2D resistivity is quantitatively consistent with a sudden change in the valley polarization from 2 to 1 at the critical density.

Introduction.— The possibility of a density-driven spin-polarization transition in an electron gas from a paramagnetic spin-unpolarized (i.e., spin degeneracy 2) to a ferromagnetic spin-polarized (i.e., spin-degeneracy 1) system with the decreasing of density was predicted by Bloch almost 100 years ago, and is historically the first quantum many body prediction [1]. The basic idea is that at high density the electrons occupy both spin states equally so as to minimize the kinetic energy whereas at low density, electrons occupy only one spin state so as to minimize the exchange energy [2]. Although Bloch’s original hope of explaining the metallic ferromagnetism of Fe, Ni, Co has turned out to be incorrect since it is now known that the narrow band nature of the transition metals plays a crucial role in metallic ferromagnetism, the fact that exchange (kinetic) energy enhances ferromagnetism (paramagnetism) by preferring 2-spin (1-spin) electron occupancy is well-established. Whether a Bloch-type strictly density-driven paramagnetic-to-ferromagnetic spin transition happens or not is still an open question, but any such transition can only occur at extreme low carrier densities which are inaccessible in any 3DEG systems. Recently, such a Bloch spin transition has been experimentally reported in 2D composite fermions at the half Landau level filling [2, 3].

Semiconductors often have additional degrees of freedom beyond spin, such as valleys, arising from the detailed nature of their conduction (or valence) bands where multiple equivalent degenerate energy minima may exist in their band structures. Well-known examples of such valley degeneracy are Si, Ge, AIAs conduction bands. The corresponding 2DEG in these materials will then have a certain known valley degeneracy in the non-interacting situation. For example, Si 100, 110, and 111 surface 2DEG systems have valley degeneracies of 2, 4, and 6 respectively [4]. In such valley-degenerate systems, the valley symmetry may be spontaneously broken by many body effects as the density is lowered similar to the ‘Bloch ferromagnetism’ except that the density-driven transition is now a ‘valley-polarization’ transition with the system spontaneously transitioning from a high-density high-valley-degeneracy ground state to a low-valley-degeneracy low-density ground state in order to minimize the exchange energy. Such valley-polarization transitions were envisioned and predicted in Si-based 2DEG a long time ago [5, 6], and there were even experimental claims of observing such a valley polarization transition [7] although the situation remained unclear because Si 2D systems often have intrinsic surface-induced valley splitting at all densities which have nothing to do with the exchange-driven density-tuned valley polarization transition [4, 8].

In this context, it is therefore highly interesting that a recent experimental publication claims the observation of the elusive density-tuned spontaneous itinerant electron valley-polarization transition in the AlAs-based high-mobility 2DEG [9]. If validated, this is an important claim since it would presumably be the first observation of ‘Bloch ferromagnetism’ albeit in the form of ‘valley-magnetism’. The current work is focused on validating (or invalidating) the experimental claim by carefully analyzing the experimental transport data below and above the experimentally claimed critical carrier density in order to check whether the theoretically calculated density-dependent resistivity is indeed consistent with a spontaneous valley polarization transition. This is necessary since the experiment does not measure either the valley degeneracy or the Fermi surface size (i.e., Fermi momentum) directly, and the experimental conclusion on a spontaneous valley polarization transition is based entirely on the indirect evidence of a sudden change in the 2D resistivity at a critical density. Our transport theory can, in principle, validate whether the experimental resistivity is consistent with a sudden change in the valley degeneracy of the 2D AlAs system.

Such a theoretical validation takes on particular significance in view of the fact that there are contradictory theoretical predictions, based on ground state energetic
calculations, not only for the critical density for such a transition [10–12], but whether such a transition even takes place at all at any density [13, 14]. It is therefore of considerable importance to critically validate the experimental claim of spontaneous valley polarization in a 2DEG because the state of the art quantum Monte Carlo calculations conclude that such a Bloch ferromagnetic transition should not occur with a categorical statement right in the abstract saying ‘the fully spin-polarized fluid is never stable’ [14]! The nominal observation of the 2-valley to 1-valley spontaneous valley polarization transition directly challenges this theoretical assertion. So, our theoretical work is by no means routine, if we validate the experimental claim (as we in fact do in the rest of this paper), new thinking would be necessary about the low-density physics of 2DEG, and the meaning of a many body valley polarization transition would have to thoroughly reconsidered. We emphasize that our work is purely phenomenological as we accept the experimental claim of a spontaneous valley polarization transition [10–12], but whether such a transition even takes place at all at any density [13, 14], we set $m = 0.2(1.1)$ in Eq. (1) for calculating the resistivity along the [100]/(010) direction, following the experimental paper [3]. Above the critical density the experimental resistivity is isotropic and thus we use the isotropic averaged density of states mass defined as $m_{\text{DOS}} = \sqrt{0.2 \times 1.1} = 0.46$. For the calculation of $1/\tau$, we make the isotropic approximation (even at low densities where mass anisotropy is present), meaning that we use the isotropic Boltzmann theory with the anisotropic effective mass approximated as the isotropic averaged mass $m_{\text{DOS}}$ instead of solving the full anisotropic Boltzmann transport equation. This isotropic approach is well justified given that the system is in the very low density regime with $k_F/\sqrt{m_F} \sim 0.01 \ll 1$, where the isotropic approximation is valid [16]. Here $q_{TF}$ is the Thomas-Fermi screening wave vector. The transport scattering rate within the Born approximation is given by

$$\frac{1}{\tau} = \frac{2\pi}{\hbar} \int N_i(z)dz \sum_{k'} |V_{k-k'}(z)|^2 (1 - \cos \theta) \delta(\epsilon_{k'F} - \epsilon_k'),$$

where $\epsilon_k = \hbar^2 k^2/2m_{\text{DOS}}$, $k_F$ is the Fermi wave vector, $N_i(z)$ is the distribution of impurities, $\theta$ is the scattering angle between $k$ and $k'$, and $V_{k-k'}(z) = (v^{(c)}_q/\varepsilon_q) e^{-q|z|} F_q^{(i)}(z)$ is the electron-impurity scattering matrix element and $v^{(c)}_q = 2\pi e^2/\kappa q$ is the Coulomb interaction with $\kappa$ being the dielectric constant. $\varepsilon_q = 1 + v^{(c)}_q F_q \Pi_q$ is the screening function, where $\Pi_q$ is the noninteracting polarizability given by [17]

$$\Pi_q = \frac{g m_{\text{DOS}}}{2\pi \hbar^2} \left[ 1 - \Theta(q - 2k_F) \frac{\sqrt{q^2 - 4k_F^2}}{q} \right],$$

and $g$ is the degeneracy factor. For realistic calculations, we incorporate the effects of quantum well thickness through the form factors $F_q^{(i)}$ and $F_q$ given by [18]

$$F_q = \frac{3(qa) + 8\pi^2/(qa)}{(qa)^2 + 4\pi^2} - \frac{32\pi^4(1 - e^{-qa})}{(qa)^2((qa)^2 + 4\pi^2)^2},$$

and

$$F_q^{(i)} = \frac{4}{qa} \frac{2\pi^2(1 - e^{-qa}) + (qa)^2}{(4\pi)^2 + (qa)^2},$$

where $a$ is the quantum well width.
The calculated resistivity depends on \( n, n_{13d} \) and \( n_{22d} \) [i.e., \( R = R(n, n_{13d}, n_{22d}) \)], where \( n \) is the variable 2D electron density, which is the experimental tuning parameter controlling the 2D resistivity, and \( n_{13d} \) and \( n_{22d} \) are the unknown Coulomb impurity densities, which we vary to obtain the best fits to the experimental resistivity as shown in Fig. 1. Our recursive fitting procedure to fix the disorder parameters demands as good a density-dependent resistivity fit to the experimental data as possible at the highest experimental density where our Boltzmann theory is perfectly valid because the \( k_F l \gg 1 \) approximation (where \( l \) is the transport mean free path) applies. Once the best fit is done for the high-density data (note that we reproduce this high-density 2-valley degeneracy experimental results perfectly), we no longer adjust \( n_{13d} \) and \( n_{22d} \) and simply carry out the calculations to lower densities with no further adjustments of \( n_{13d} \) and \( n_{22d} \). The only adjustments we do are, following the experimental claim, to change the valley degeneracy from 2 to 1 and the effective mass in the Drude formula [i.e., \( m \) in Eq. (1)] from the in-plane isotropic effective mass of 0.46 to 0.2 (1.1) for the [100] ([010]) direction at the critical density \( n = n_c \) in our calculations.

In Figs. 1(b) and 1(c), we present the unbiased fitting of our theoretical results to the measured experimental resistivity in both experimental samples (Samples 1 and 2) presented in Ref. [9], finding the best fit impurity densities to be; \( n_{13d} = 3.71 \times 10^{10} \text{cm}^{-2} \) (6.44 \times 10^{11} \text{cm}^{-2}) and \( n_{22d} = 2.22 \times 10^{10} \text{cm}^{-3} \) (2.34 \times 10^{11} \text{cm}^{-3}) in Samples 1 (2). Note that the unbiased best fit value for the background unintentional impurity density is basically zero, which is consistent with the known extreme high quality of the AlAs 2DEG system used in the experiment. To check the robustness of this fit, we show in Fig. 2 the fit to the experimental resistivity by changing \( n_{13d} \) to \( 10^{13} \text{cm}^{-3} \), i.e., increasing the background disorder by 15 orders of magnitude. The theoretical results hardly change, clearly establishing that the resistivity of the 2DEG is determined entirely by the remote charged dopant scattering.

Since the results presented in Figs. 1 and 2 are our central findings, we now discuss their salient features: (1) Experiment and theory agree exactly at high densities \( (n > n_c) \), and the agreement is semi-quantitative at lower densities, which is understandable since the dimensionless \( k_F l \) parameter becomes progressively smaller with decreasing carrier density making the Boltzmann theory less applicable in the low-density \( n < n_c \) regime—we emphasize that our fit uses the high-density regime where...
the theory is exact. (2) The most important aspect of our results in the current context is that the theory well reproduces the experimentally observed resistive discontinuity at the critical density with an abrupt jump or drop in the resistivity at \( n = n_c \) depending on the direction of transport (because of the mass anisotropy)—the importance of this finding is that the theory has the valley polarization transition at \( n = n_c \) explicitly included in the calculations, thus manifestly validating the experimental claim of a spontaneous valley polarization transition at \( n = n_c \). (3) The theoretical resistivity discontinuity at \( n = n_c \) is in reasonable quantitative agreement with the experiment with the experimental discontinuity being slightly smaller and somewhat smoother than the sharp theoretical discontinuity, most likely because of thermal broadening. (4) The theory underestimates the measured resistivity with decreasing density for \( n < n_c \), but the resistivity at the critical density is still way below the Mott-Ioffe-Regel limit and satisfies well the Boltzmann theory validity criterion of \( k_B \ell > 1 \). (5) Overall the theory and experiment are in remarkable good agreement providing a strong validation of the experimental claim of the manifestation of a density-tuned spontaneous 2D valley polarization transition.

To further reinforce the agreement between theory and experiment validating the 2D valley polarization transition, we show in Fig. 3 three different resistivity calculation results for Sample 1, all carried out in the strict 2D limit, where the 2DEG is assumed to be a simple zero-thickness 2D layer of electrons and the disorder is treated in three different models: (1) 1-parameter model, where the impurities are located in the 2DEG layer and the only free parameter is the 2D random charged impurity density; (2) 2-parameter model, where all the random impurities are located in a 2D impurity layer at a distance of \( d' \) from the 2DEG, and the two parameters are the 2D impurity density and \( 'd' \); (3) 3-parameter model, which combines the 1- and 2-parameter models, with two different impurity densities located in the 2DEG and a distance \( 'd' \) away. The results in Fig. 3 lead decisively to two distinct conclusions: (1) clearly the best disorder model is the 2-parameter model, where the impurities are located at a layer away from the 2DEG, which is of course completely consistent with our realistic results presented in Figs. 1 and 2, showing that the resistive scattering in the experiment is completely dominated by remote dopant scattering; (2) the manifestation of the spontaneous valley polarization transition in the measured resistivity at the critical density is independent of the disorder model used in the theory—all three simple models used in Fig. 3 as well as the realistic models used for Figs. 1 and 2 show agreement with the experiment, manifestly validating the experimental claim of a density-tuned 2-valley to 1-valley transition in the AlAs 2DEG system.

Before concluding, we mention several features of the theory which requires emphasis. First, our use of random charged impurity scattering as the disorder mechanism is completely consistent with the known scattering mechanisms in MBE-grown high-mobility semiconductor structures in general and AlAs quantum wells in particular. We have redone our theoretical analyses adding a short-range disorder term, and this short-range disorder strength turns out to be zero when theory and experiment are compared, which is completely understandable because of the extreme high quality of the AlAs quantum well system employed in the experiment. In addition, short-range disorder leads to a resistivity varying strictly as inverse carrier density for all densities (because the scattering rate is independent of the density), which disagrees with the experimental data. Even more importantly, short range disorder would lead to a com-

FIG. 3. Experimental resistivity and the best theoretical fits for Sample 1 calculated in the strict 2D limit. The notations are the same as in Fig. 1. The theoretical results are obtained assuming scattering mechanisms associated with (a) background charged impurities of density \( n_{i2D}^{(B)} \) distributed in the 2DEG layer, (b) remote charged impurities of density \( n_{i2D}^{(R)} \) located at a distance of \( d \) away from the 2DEG layer, and (c) both background and remote charged impurities considered in (a) and (b).
plete valley degeneracy independent resistivity with NO manifestation of the valley polarization transition in the resistivity (except through the effective mass anisotropy). Second, the fact that the experimental sample is dominated by remote impurity scattering is apparent from the resistivity behavior at the transition, where the resistivity $R_{[100]}$ along the 100 direction actually drops at the transition (in contrast to the $R_{[010]}$). This drop is inconsistent with background impurity scattering, and is only consistent with remote impurity scattering. In particular, it is straightforward to show analytically, using Eqs. (1)-(5), that the resistivity goes asymptotically as $m/g^2$ in the strong screening limit. At the putative phase transition, the effective mass changes from 0.46 to 0.2 for [100] direction transport, but the valley degeneracy decreases by a factor of 2, which would then lead to a factor of 1.7 increase in $R_{[100]}$ as can be seen in Fig. 3(a). Experimentally, however, $R_{[100]}$ drops at the critical density, which cannot therefore be explained by the background impurity scattering. For remote doping, however, the change in valley degeneracy also affects the factor $k_F d$ in the exponential term in the integral since the Fermi wavenumber depends explicitly on the valley degeneracy, $k_F \sim g^{-1/2}$, $k_F d$ thus becoming larger when the valley degeneracy is reduced, leading to a decrease in the resistivity $R_{[100]}$ as observed experimentally. For $R_{[010]}$, the effective mass itself increases at the transition, thus leading to an increase in $R_{[010]}$ both from the mass and from the valley degeneracy change. Thus, the experimental behavior of the valley polarization transition itself tells us the type of scattering dominating transport in the system. It may also be useful to point out that our calculated resistivity for Sample 1 in Figs. 1 and 2 reaches the Mott-Ioffe-Regel strong localization limit of $k_F l = 1$ at the density of $3 \times 10^{10}$ cm$^{-2}$ to be compared with the experimental metal-insulator transition density of $4 \times 10^{10}$ cm$^{-2}$ whereas the valley polarization critical density is $6 \times 10^{10}$ cm$^{-2}$. For Sample 2, we predict a metal-insulator transition critical density of $2.5 \times 10^{10}$ cm$^{-2}$, which also appears to be close to the experimental finding whereas the valley polarization critical density is $7 \times 10^{10}$ cm$^{-2}$. Our theory also implies that the observed low-density transition to the insulator is an Anderson-type strong localization crossover.

**Conclusion.**— We have critically analyzed the transport experiment of Ref. [9] which reports the density-tuned 2D spontaneous valley polarization transition through the measurement of low-temperature density-dependent 2D resistivity. We validate the experimental claim quantitatively, establishing that, although the experiment did not directly measure either the ground state valley degeneracy or the Fermi surface shape, the reported resistivity data indeed correlate directly and quantitatively with a sudden change in the valley occupancy from 2 to 1 at the critical density. This validation takes on particular significance because the best quantum Monte Carlo calculations do not predict such a valley polarization transition (and the ones that do predict it to happen at lower densities than the experimentally reported critical density). So, although the observation is definitely consistent with a density-tuned spontaneous valley polarization transition, the question remains why it is happening at all. The simplest and the most obvious possibility is that the quantum Monte Carlo predictions are perhaps not precisely reliable. Another possibility is that the system already has small valley splitting even in the non-interacting high density situation, which is enhanced by interaction. This possibility cannot be ruled out, particularly since it is well-known that in Si-based 2D systems, the valley degeneracy is always slightly lifted by single-particle band structure effects, and small random valley splittings are always present in every sample, depending on the details of the interface, disorder, and carrier density [4]. More experiments would be necessary to resolve this issue, but the fact that Ref. [9] observed a density-tuned valley polarization transition is unquestionable.
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