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HIGHLIGHTS

- Cognitive bias is due to systematic thinking errors caused by human processing limitations or inappropriate mental models.
- Cognitive bias in medicine results in diagnostic errors and a delay in the acceptance of new scientific findings.
- A delay in the acceptance of AMR and the role of HLA antibodies in transplantation resulted in a delay in the development of better treatments.
- Strategies emphasizing analytic thinking can speed scientific progress and should be implemented to avoid bias.

SUMMARY

Cognitive bias consists of systematic errors in thinking due to human processing limitations or inappropriate mental models. Cognitive bias occurs when intuitive thinking is used to reach conclusions about information rather than analytic (mindful) thinking. Scientific progress is delayed when bias influences the dissemination of new scientific knowledge, as it has with the role of human leucocyte antigen antibodies and antibody-mediated rejection in cardiac transplantation. Mitigating strategies can be successful but involve concerted action by investigators, peer reviewers, and editors to consider how we think as well as what we think. (J Am Coll Cardiol Basic Trans Science 2021;6:78–85) © 2021 The Authors. Published by Elsevier on behalf of the American College of Cardiology Foundation. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
analytic thinking, logic and self-examination of attitudes about data inputs are also included. Analytic thinking is conscious, deliberate, and generally reliable (2). Because it is a slower mental process, it is infrequently used in daily decision making.

Because we all mostly operate in the mode of intuitive thinking, we all are subject to various cognitive biases in variable degrees. These biases are important because they affect human interactions with any presented information, including our processing of scientific information in publications and our evaluation of responses to the current pandemic. There are at least 100 described types of cognitive bias; the common ones of relevance to this topic are shown in Table 1.

The coronavirus disease-2019 (COVID-19) pandemic has become an international obsession by exposing us to disease, death, economic consequences, and arguments about best options for disease control. Our biases strongly influence how we perceive this threat. The framing of information (framing bias) strongly influences our acceptance of information. When COVID-19 is framed as being a danger only to older adults, such a frame may appeal to younger adults who see their risk of infection and possibly death as being much less. When living among others who feel that the danger of COVID-19 is much less than is reported by scientists or the press, we can be affected by false consensus bias, presuming that everyone in our state or community agrees with our assessment of low risk. Such attitudes have encouraged large gatherings of people on beaches in Florida or during Mardi Gras in New Orleans in defiance of recommended social distancing practices. We promote our confirmation biases when we choose to restrict our sources of information to only those sources that agree with our social and political opinions. As Thomas Davenport recently wrote, “Emotion-driven beliefs and intuition are powerful at guiding people toward less-than-optimal decisions. By understanding our biases, we have a better chance of quieting them and moving toward better choices” (3) (Central Illustration).

Although we are constantly exposed to the influence of bias in our daily lives, as physicians and scientists, we are unlikely to consider its influence in medical decision making or research. Bias has been extensively studied in the social sciences but has often been ignored in medicine (2). There has been no systematic training of medical professionals in how bias affects decision making in either medical schools or research training programs (other than financial conflict of interest bias). However, there are recent efforts directed at increasing bias awareness in medical training programs, particularly in emergency medicine (4). Training about bias and debiasing strategies could condition medical professionals to consciously consider how they make decisions using scientific information so that analytic thinking can become routine. Both medical school and postgraduate training emphasize team discussions as part of case presentations. Part of those discussions could include questions to address why team members prefer specific diagnoses or treatments and how they might develop a more systematic and analytic approach to the problem. We know that diagnostic failure rates can be as high as 10% to 15%; however, cognitive bias is rarely considered as a significant factor in these failures. In a systematic review of the contribution of cognitive bias to medical decision making, Saposnik et al. (5) found that cognitive bias contributed to diagnostic errors in 36% to 77% of specific case scenarios described in 20 publications involving 6,810 physicians. Five of 7 studies showed an association between cognitive errors and therapeutic or management errors (5). By necessity, clinical thinking often relies on intuitive thinking and heuristic shortcuts that belie the ability to stop and consider how we are approaching a clinical problem, as well as what the clinical problem is. The clinical gamble of trusting intuitive thinking usually carries good odds but may also fail some patients. Although clinicians rarely have all the information necessary to make a truly rational decision, exclusive use of intuitive thinking invites automatic reactions that may be primed by bias. Ironically, the most valuable technological tools to overcome common biases in clinical medicine provide heuristic shortcuts as additions to diagnostic algorithms; first, search for the diagnosis using weighted predictors, then stop searching when predictor specifies a diagnosis, and then use specific criteria for various diagnoses under consideration (6).

### Table 1: Common Cognitive Biases in Medicine (1,2,3,5)

| Type of Bias          | Description                                    |
|-----------------------|------------------------------------------------|
| Anchoring bias        | Implicit reference point of first data         |
| Attribution bias      | Attempts to discover reason for observations   |
| Search-satisfying bias| Tendency to believe that our current knowledge is sufficient and complete |
| Confirmation bias     | Favor of information confirming previous belief|
| Framing bias          | Favor based on presentation of information in negative or positive context |
| Status quo bias       | Favor of options supporting current scientific dogma |
| False consensus bias  | Tendency to overestimate how much others agree with us |
| Blind spot bias       | Tendency to believe one is less biased than others |
| Not-invented-here bias| Bias against external knowledge                |

**Important Note:**

- **AMR** = antibody-mediated rejection
- **COVID-19** = coronavirus disease-2019
- **HLA** = human leucocyte antigen

**Abbreviations and Acronyms**

- AMR = antibody-mediated rejection
- COVID-19 = coronavirus disease-2019
- HLA = human leucocyte antigen
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4. Training about bias and debiasing strategies could condition medical professionals to consciously consider how they make decisions using scientific information so that analytic thinking can become routine.
5. Clinical thinking often relies on intuitive thinking and heuristic shortcuts that belie the ability to stop and consider how we are approaching a clinical problem, as well as what the clinical problem is. The clinical gamble of trusting intuitive thinking usually carries good odds but may also fail some patients.

**PART 1:**

- Common Cognitive Biases in Medicine
- Importance of Bias Awareness in Medical Training
- Challenges in Addressing Cognitive Bias in Clinical Decision Making

**PART 2:**

- Systematic Review of Diagnostic Failures
- Impact of Cognitive Bias on Clinical Outcomes
- Strategies for Enhancing Risk-awareness in Daily Practice

**Conclusion:**

By acknowledging and addressing cognitive biases, medical professionals can improve their decision-making processes, leading to better patient outcomes and increased public trust in the medical community.
There are many examples of the delay in scientific progress due to cognitive bias. We are most familiar with cognitive bias affecting cardiac transplantation. An early example concerns the role of serum HLA antibodies and their relationship to transplant outcomes. HLA antibodies were first described to affect transplant outcomes in the 1970s by Terasaki et al. (7), who showed that kidney transplant recipients with preformed HLA antibodies had a significantly lower graft survival compared with recipients without such preformed antibodies (i.e., 40% vs. 60% at 12 months after transplant, respectively). The risk of graft failure for a second renal transplant in recipients who had HLA antibodies was even more
pronounced, even after excluding hyperacute rejection due to HLA mismatching (7). Despite these and other reports starting in the 1970s, routine inclusion of HLA antibody testing as part of post-transplant monitoring was not a consensus recommendation for kidney and heart transplant recipients until the mid-2000s (8,9). Furthermore, responses to the finding of HLA antibodies in the serum continued to vary, and a consensus recommendation for routine treatment was not agreed on until 2013 (10). This delay in the acceptance of the role of HLA antibodies in transplant rejection was potentiated by confirmation bias, which also led to a delay in a wider study and understanding of other potentially damaging antibodies including those against major histocompatibility complex class I-related chain A, vimentin, angiotensin II type 1 receptor, tubulin, myosin, and collagen (11). These alternative antibodies bind to endothelial cells rather than to lymphocytes. Routine screening methods and protocols are still not readily available (10).

Another serious delay that occurred in transplantation biology was the careful consideration to the role of the vascular endothelium in the health of a transplanted organ. Beginning in the 1960s, studies of the vascular endothelium during inflammation demonstrated that endothelial cell activation was crucial in the inflammatory responses to diverse injuries including autoimmune processes. Endothelial cells were not just passive lining cells but rather active participants in immune processes. Vascular biologists showed persuasive evidence that HLA and non-HLA antibody binding to the vascular endothelium resulted in endothelial activation, complement activation, and binding and augmentation of downstream inflammatory responses (12-14).

Studies beginning in 1994 have shown that this innate immune system, anciently developed to respond to pathogens, is also important in activating the allograft immune response (13,15). The role of antibodies in alloimmune reactions was first demonstrated in experimental animals and in human kidney transplant rejection from the 1970s (16,17). The first series of patients demonstrating the adverse role of endothelial injury and antibody binding in heart transplant patients was published in 1989 (18). Studies from several institutions published in the 1990s to 2000 highlighted the impact of antibody-
mediated rejection (AMR) on outcomes after heart transplant, establishing that AMR increases the risk of cardiovascular mortality (19-23) (Figure 1).

Reports documented that asymptomatic AMR was often present early in the post-transplant period (first 3 months), and AMR episodes in the first post-transplant year would often recur. Patients with multiple episodes of AMR (>3) were highly likely to die of cardiovascular-related causes. (The incremental risk of death for patients was 8% per episode.) Although this evidence was published and widely available beginning in the 1990s, confirmation bias and affinity bias delayed its acceptance. Framing of the information in a skeptical light by experts emphasized controversy rather than the scientific facts in meetings to address this topic. As a result, it took 24 years since the first description of AMR in heart transplant for AMR diagnostic criteria to be included in consensus guideline documents (24).

Publication bias and affinity bias delayed the development and adoption of AMR guidelines. In the meantime, the design of clinical trials and the development of innovative therapies to address this serious form of rejection were also delayed, and, unfortunately, are still not available.

As the previously described examples illustrate, cognitive biases promote a delay in the acceptance of important scientific ideas principally through a delay in publication and dissemination of those ideas.

Publication bias refers to the predilection of editors or reviewers to select publications based on their personal cognitive biases (25). The major types of publication bias are shown in Table 2. A frequent type of publication bias is the tendency to publish results that are positive. There are numerous investigations of this “positive outcome” bias. A recent report examining 4,656 published studies indicated that the prevalence of studies showing positive statistical association with the stated hypothesis increased by 22% from 1990 to 2007 (26). Editors of scientific journals are under pressure to publish papers with significant relevance to their readers to justify continued publication. Journals are continuously measured by their impact factor, a scientometric measure of the yearly average of article citations from that journal used as a proxy for journal importance among its peers. Many editors perceive that the publication of studies with positive outcomes will raise their journal’s impact factor. This bias can have unintended serious consequences for the scientific community. Impact factor ratings have been recently shown to correlate with the effect size of the results reported in the publication ($R^2 = 0.13$; $p < 0.001$) (26). If, because of publication bias, the positive effect of a treatment is inflated, there is potential for risk of patient harm because the benefit of the treatment is exaggerated and may hasten earlier adoption. Such inflated treatment effects lower the certainty of evidence (27). Another significant enhancer of impact factor ratings is the preferred publication of guideline documents and meta-analyses. Although these types of publications are very important for editors to select because of their value to the scientific audience, the inclusion of these categories of articles in calculation of the impact factor may limit editors in the allocation of space to original scientific publications. These examples illustrate the difficulty for journal editors to withstand these pressures by more careful consideration of potential biases. Another type of publishing bias is status quo bias, which refers to publishing articles that support current dogmas. This has 2 negative consequences, the first of which is that articles that conform to current dogmas are often not held to the same rigorous scientific review standards because the findings must be true. The second is that studies that do not conform to current dogmas are often rejected because they cannot be true.

Substantial improvements in the adoption of scientific advancements may be possible if bias could be systematically confronted, ideally starting during scientific training. Biased thinking is hardwired, automatic, and efficient in daily decision making. It is impossible to remove our reliance on these thought processes; however, we could choose to deliberately use intuitive thinking more appropriately, more frequently substituting it with analytic thinking, or using other mitigating strategies when we become aware that our intuitive thinking about a scientific or clinical problem is flawed by bias. Recent publications have proposed ways to enhance awareness and lessen the impact of cognitive and publication biases and have described successful results. Ludolph and Shultz (28) conducted a systematic review of debiasing strategies in health care, reporting on 87 relevant studies of debiasing strategies, of which most were at least partially successful. Strategies involving technological interventions appeared most promising.
with a success rate of 88% (28). A summary of published debiasing strategies, mostly involving computerized logic, is provided in Table 3.

Technological tools hold great promise in providing analytic thinking prompts in the evaluation of scientific data. Such tools often use computerized algorithms based on probabilities or artificial intelligence to guide the desired analytic thinking. Tools that are readily available during review obviate the reliance of individuals on memory as they consider how to think about their review decision as well as thinking about what decision to make. The checklist provided in Table 4 prompts reviewers to consider their biases as they consider their decision (29-32). The routine use of statistical tests for article bias by journal editors and the development of editorial policy changes by a consensus of scientific journal editors are other highly recommended initiatives. Routine inclusion of statistical reviewers as part of every peer review process would help to mitigate bias because such reviewers could reject studies with weak statistical arguments or flawed conclusions, obviating the need for peer review (33). Editors could use technology to combat affinity bias by instituting double-blind review of scientific papers in which peer reviews are unknown to authors and also do not know the names or institutions of the research submitters. In a recent report, Tomkins et al. (34) assessed double-blind versus single-blind review of computer science research. Single-blind reviewers were significantly more likely than their double-blind counterparts to recommend the acceptance of papers from top universities (1.58×) or famous authors (1.63×).

Although it is imperative that individual editors and peer reviewers acknowledge and address bias, collective action by scientific journal editors could also have a major impact on this problem by creating consensus editorial policy recommendations to deal with the most serious issues. There is precedent for collective action by scientific journal editors. Consensus recommendations for medical journal editors have been published and updated in December 2019 through the International Committee of Medical Journal Editors (35). This international committee could be a forum for the discussion and adoption of

| TABLE 3 | Cognitive Debiasing Strategies Useful in Medical Publishing (29-35) |
| Strategy Type | Strategy | Tactic | Tactic Type | Example |
|---------------|---------|--------|-------------|---------|
| Collective personal | Add medical school training | Consider opposite of first impression of data | Cognitive | What if hypothesis was false? |
| Personal | Develop personal insight/awareness | In services with staff, peer reviewers, editors | Cognitive | Brainstorm methods to mitigate bias among editors and peer reviewers |
| Personal | Specific training | Require review of literature and use of checklists that confront bias | Technological | Digital scientific review and evaluation of skewness |
| Personal | Reduce reliance on memory | Editor communication with peer reviewers about decisions | Technological | Digital metrics |
| Editorial | Monitor performance | Editors review metrics | Technological | Digital report of % positive outcome over time |
| Editorial | Confront affinity bias | Double-blind versus single-blind review | Technological | Increase publication from lesser known institutions |
| Collective editorial | Confront impact factor influence | Editorial policy consensus to modify impact factor | Political | Report with/without guidelines and meta-analyses included |
| Editorial | Make task easier | Provision of checklists and templates for editors/reviewers | Technological | Digital application |
| Editorial | Monitoring of performance | Metrics review | Technological | Artificial Intelligence |
| Editorial | Improve scientific reliability | Editorial review of potentially important ideas | Cognitive | Publish validation studies |

| TABLE 4 | Reviewer Checklist Example |
|-----------------------------|----------------------------|
| Do I know my own common biases? |
| Have I addressed my biases by asking pertinent questions about my attitudes and opinions? |
| Have I considered the opposite of my first impression of the data? |
| Have I reviewed all relevant scientific data about this question? |
| Am I evaluating these data purely on their scientific merit? |
| Correct population to address question |
| Valid statistical design highlighting adequate power to detect effect and a priori probability |
| Standardized replicable methods with valid controls |
| Do I need further investigation of evidence to adequately address article significance and value of publication? |
| Is evidence supporting this observation skewed? If so, what is the evidence for the opposite conclusion? |
policies related to personal cognitive and publication bias. Positive publication bias is perceived to be the most serious issue. Various strategies have been proposed to address this problem, including creating journals for negative results. To be effective, any strategy will need widespread adoption by most scientific journals. Similarly, studies validating positive reports need to receive priority in publication (29–33).

Review publication and guideline documents are popular with editors because they improve the impact factor of the journal. If impact factors were calculated with and without such publications included, a more representative ranking based on original science could be promulgated. A discussion among scientific journal editors could be held to assess the feasibility of this modification of journal assessment.

Finally, editorial policy could influence scientific advancement by advocating for the publication of perspective articles or opinion pieces that emphasize important priorities or serious scientific gaps. If such publications had been forthcoming about AMR, the delay in acceptance could have been mitigated. It took the determination of various investigators, worried about their own patient populations who were dying of AMR or its consequences, to call for serious consensus discussions of this topic (8).

In summary, by working together, educators, editors, reviewers, and investigators could establish principles and policies that might influence the problem of cognitive and publication bias, which would mitigate the delay in the acceptance of important new scientific evidence and protect our patients from harm. By considering how we think as well as what we think, we can trigger the use of debiasing methods to make scientific progress more efficient.

**AUTHOR DISCLOSURES**

Supported by A Lee Christensen Fund, Intermountain Healthcare Foundation, Salt Lake City, Utah. All authors have reported that they have no relationships relevant to the contents of this paper to disclose.

**ADDRESS FOR CORRESPONDENCE:** Dr. M. Elizabeth Hammond, Division of Heart Failure and Cardiac Transplant, University of Utah School of Medicine, 5169 South Cottonwood Street, Suite 520, Murray, Utah 84107, USA. E-mail: liz.hammond@hotmail.com.

**REFERENCES**

1. Croskerry P. From mindless to mindful practice: cognitive bias and clinical decision making. N Engl J Med 2013;368:2445–8.
2. Croskerry P. The importance of cognitive errors in diagnosis and strategies to minimize them. Acad Med 2003;78:775–80.
3. Davenport TH. How to Make Better Decisions about Coronavirus. MIT Sloan Management Review [serial online] April 2020. Available at: https://sloanreview.mit.edu/article/how-to-make-better-decisions-about-coronavirus/. Accessed April 16, 2020.
4. Daniel M, Khandelwal S, Santen SA, Malone M. Cognitive debiasing strategies for the emergency department. AEM Educ Train 2017;1: 41–2.
5. Sapolsky G, Redelmeier D, Ruff CD, Tobler PN. Cognitive biases associated with medical decisions: a systematic review. BMC Med Inform Decis Mak 2016;16:138-52.
6. Marewski JN, Gigerenzer G. Heuristic decision making in medicine. Dialogues Clin Neurosci 2012; 14:77-89.
7. Terasaki PI, Kreisler M, Mickey RM. Presensitization and kidney transplant failures. Postgrad Med J 1971;47:89-100.
8. Takenoto SK, Zeevi A, Feng S, et al. National conference to assess antibody-mediated rejection in solid organ transplantation. Am J Transplant 2004;4:1033–41.
9. Reed EF, Demetris AJ, Hammond E, et al. Acute antibody-mediated rejection of cardiac transplants. J Heart Lung Transplant 2006;25: 153–9.
10. Tait BD, Susal C, Gebel HM, et al. Consensus guidelines on the testing and clinical management issues associated with HLA and Non-HLA antibodies in transplantation. Transplantation 2013;95:19-47.
11. Zhang Q, Reed EF. The importance of non-HLA antibodies in transplantation. Nat Rev Nephrol 2016;12:484-95.
12. Pober JS. Cytokine-mediated activation of vascular endothelium, physiology and pathology. Am J Pathol 1988;133:426-33.
13. Pober JS, Tellides G. Participation of blood vessel cells in human adaptive immune responses. Trends Immunol 2012;33:49-57.
14. Pober JS, Sessa WP. Inflammation and the blood vascular system. Cold Spring Harb Perspect Biol 2015;7:a016345.
15. Land WG. Innate immunity-mediated allograft rejection and strategies to prevent it. Transplant Proc 2007;39:667-72.
16. Forbes RD, Guttman RD, Pinto-Blonde M. A passive transfer model of hyperacute rat cardiac allograft rejection. Lab Invest 1979;41:348-55.
17. Gillinulas P Jr., Suthanthiran M, Busch GJ, Carpenter CB, Garovsky MR. Role of humoral presensitization in human renal transplant rejection. Kidney Int 1980;17:638-46.
18. Hammond EH, Yowell RL, Nuroda S, et al. Vascular (humoral) rejection in heart transplantation: pathologic observations and clinical implications. J Heart Transplant 1989;8:430-43.
19. Fishbein MC, Kobashigawa J. Bypass-negative cardiac transplant rejection: etiology, diagnosis, and therapy. Curr Opin Cardiol 2004;19:166-9.
20. Crespo-Leiro MG, Veiga-Barreiro A, Domenech N, et al. Humoral heart rejection (severe allograft dysfunction with no signs of cellular rejection or ischemia): incidence, management, and the value of C4d for diagnosis. Am J Transplant 2005;5:2560-4.
21. Wu GW, Kobashigawa JA, Fishbein MC, et al. Asymptomatic antibody-mediated rejection after heart transplantation predicts poor outcomes. J Heart Lung Transplant 2009;28:417-22.
22. Kfouri AG, Snow GL, Budge D, et al. A longitudinal study of the course of asymptomatic antibody-mediated rejection in heart transplantation. J Heart Lung Transplant 2012;31:46-51.
23. Hammond ME, Kfouri AG. Antibody-mediated rejection in the cardiac allograft: diagnosis, treatment and future considerations. Curr Opin Cardiol 2017;32:326-35.
24. Berry GJ, Burke MM, Andersen C, et al. The 2013 International Society for Heart and Lung Transplantation Working Formulation for the standardization of nomenclature in the pathologic diagnosis of antibody-mediated rejection in heart transplantation. J Heart Lung Transplant 2013;32:1147-62.

25. Joober R, Schmitz N, Annable L, Boksa P. Publication bias: what are the challenges and can they be overcome? J Psychiatry Neurosci 2012;37:149-52.

26. Lin L, Chu H. Quantifying publication bias in meta-analysis. Biometrics 2018;74:785-94.

27. Murad MH, Chu H, Lin L, Wang Z. The effect of publication bias magnitude and direction on the certainty in evidence. BMJ Evid Based Med 2018;23:84-6.

28. Ludolph R, Schulz PJ. Debiasing health-related judgments and decision making: a systematic review. Med Decis Making 2018;38:3-13.

29. Emerson GB, Warne WJ, Wolf FM, et al. Testing for the presence of positive-outcome bias in peer review: a randomized controlled trial. Arch Intern Med 2010;170:1934-9.

30. Heim A, Ravaud P, Baron G, Boutron I. Designs of trials assessing interventions to improve the peer review process: a vignette-based survey. BMC Med 2018;16:191.

31. Thaler K, Kien C, Nussbaumer B, et al. Inadequate use and regulation of interventions against publication bias decreases their effectiveness: a systematic review. J Clin Epidemiol 2015;68:792-802.

32. Baddeley M. Herding. Social influences and behavioural bias in scientific research: simple awareness of the hidden pressures and beliefs that influence our thinking can help to preserve objectivity. EMBO Rep 2015;16:902-5.

33. Cobo E, Selva-O’Callaghan A, Ribera JM, Cardellach F, Domínguez R, Vilardell M. Statistical reviewers improve reporting in biomedical articles: a randomized trial. PLoS One 2007;28:e332.

34. Tompkins A, Zhang M, Heavlin WD. Single- vs. double-blind reviewing at WSDM 2017. Proc Natl Acad Sci U S A 2017;114:12708-13.

35. International Committee of Medical Journal Editors. Recommendations for the Conduct, Reporting, Editing, and Publication of Scholarly Work in Medical Journals. Updated December 2019. Available at: http://www.icmje.org/recommendations/. Accessed May 23, 2020.

**KEY WORDS** analytic thinking, antibody-mediated rejection, cardiac transplantation, cognitive bias, debiasing strategies, human leucocyte antigen antibodies, intuitive thinking, publication bias