Scalable \textit{in operando} strain tuning in nanophotonic waveguides enabling three-quantum dot superradiance
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ABSTRACT

The quest for an integrated quantum optics platform has motivated the field of semiconductor quantum dot research for two decades. Demonstrations of quantum light sources, single photon switches, transistors, and spin-photon interfaces have become very advanced. Yet the fundamental problem that every quantum dot is different prevents integration and scaling beyond a few quantum dots. Here, we address this challenge by patterning strain via local phase transitions to selectively tune individual quantum dots that are embedded in a photonic architecture. The patterning is implemented with \textit{in operando} laser crystallization of a thin HfO\textsubscript{2} film “sheath” on the surface of a GaAs waveguide. Using this approach, we tune InAs quantum dot emission energies over the full inhomogeneous distribution with a step size down to the homogeneous linewidth and a spatial resolution better than 1 \(\mu\)m. Using these capabilities, we tune multiple quantum dots into resonance within the same waveguide and demonstrate a quantum interaction via superradiant emission from three quantum dots.

INTRODUCTION

After much effort over the last twenty years, remarkable progress has been made in all aspects of using self-assembled quantum dots (QDs) for quantum information technologies, except one: scaling up the number of quantum dots in an integrated system. The combination of bandgap engineering with molecular beam epitaxy and modern nanofabrication techniques provides all the tools for building quantum optical systems on a chip. QDs are readily incorporated into solid state diodes for single electron injection\textsuperscript{1} and into photonic architectures with waveguides, high Q cavities and superconducting detectors\textsuperscript{2-4}. QDs can be deterministically positioned\textsuperscript{5-7}. They have narrow linewidths and large optical dipole moments, couple strongly to solid state cavities\textsuperscript{6,9}, and are efficient deterministic sources of high quality single photons\textsuperscript{10}, entangled photons, and cluster states.\textsuperscript{2,11-13} They have a spin memory\textsuperscript{14} that interfaces with single photon emission or absorption, with their strong optical nonlinear response enabling single photon switching and control\textsuperscript{15,16}. Entanglement between a spin qubit and a photon qubit\textsuperscript{17-19}, and between two distant spin qubits has been demonstrated\textsuperscript{20,21}.

And yet all this effort has remained focused on single QDs, or at most, two-QD systems. The reason for this is that the inhomogeneous linewidth is typically tens of meV, while the homogeneous linewidth, which determines how closely spectral matching must be done, is a few \(\mu\)eV. There is little hope of reducing the inhomogeneous linewidth sufficiently through improvements in growth, and the odds of finding a set of QDs with the same energy becomes negligible beyond a few QDs. Therefore, tuning of
each individual QD is required. This is extremely challenging, not just because of the tuning range and resolution required, but also because it needs to be done within a photonic architecture.

Requirements for a scalable solution to QD spectral inhomogeneity include 1) energy tuning over the full inhomogeneous linewidth, 2) tuning resolution down to the homogeneous linewidth, 3) local tuning with a spatial resolution on the size scale of photonic features (1 µm), 4) an approach that does not degrade optical properties such as the QD emission linewidth, and 5) compatibility with photonic architectures.

Much attention has been devoted to overcoming the spectral inhomogeneity of QDs, yielding a variety of approaches that address a number of the requirements listed above. Short-range tuning has been accomplished using the Stark effect via electrical bias, temperature, AC Stark shift, and Raman emission. One of the most promising approaches is the application of strain using piezo-electric actuators that has enabled wide control of QD emission frequencies with high precision. This comes at the cost of a relatively large fabrication overhead, especially with regard to tuning QDs independently on the same chip, with little prospect for independent tuning within the same waveguide or cavity. Dielectric capping layers have also been used to shift QD emission frequencies via strain, with thicker layers producing larger shifts, but this approach does not permit real-time feedback or localized tuning. Rapid thermal annealing also provides long-range tuning by changing the composition of the QD. Laser processing offers the prospect of local thermal annealing, but the requisite high temperatures (> 650 °C) can damage the semiconductor material, leading to degraded QD emission. A promising laser-processing approach involves local laser-induced volume expansion of a phase change material, achieving reversible, moderate QD energy shifts (up to 2 meV) on bulk samples.

Here, we demonstrate a laser-heating approach that satisfies all of the above requirements simultaneously. Using laser-induced modification of the crystal structure of a thin encapsulating layer of HfO₂, we introduce a controlled mechanical strain in specific areas of photonic structures with submicron spatial resolution. This is done to provide each QD of interest with a local strain field optimized to bring its emission energy to pre-selected values. We use InAs QDs embedded in GaAs bridge (Fig. 1) and photonic crystal (Fig. 4) waveguides that include n-i-n-i-p diodes, where the QD charge state can be deterministically controlled. By tuning the trion (X ) optical transition of three QDs to the same emission energy within a single waveguide, we show that this approach is scalable, with the potential for creating quantum networks of many QDs with identical emission energies.

We demonstrate the first steps toward these networks by measuring superradiant coherent emission from three single-photon QD emitters coupled to the same waveguide and which have been tuned into resonance. Superradiance was first discovered theoretically in 1954 for dense clouds of atoms and has been studied in great detail. However, only recently has it become feasible to measure the superradiance of a small number of atoms. Atoms emit indistinguishable photons, a requirement for superradiance, but are very difficult to localize. In contrast, QD emitters are relatively easy to localize in cavities and waveguides, but because they all have different emission frequencies, they are manifestly distinguishable. Recently, superradiance of two defects in an optical cavity in diamond and also two QDs in a waveguide have been demonstrated. Our approach to emission energy tuning makes it straightforward to begin scaling up the number of emitters. Here, we show that it enables three-emitter superradiance, a milestone for solid-state systems.
**APPROACH**

We implement the strain-based tuning by conformally coating a suspended GaAs waveguide containing a low density of InAs QDs (~1/µm²) with a thin and uniform amorphous film of HfO₂ via atomic layer deposition (ALD), see Fig. 1. By tightly focusing a 532 nm cw laser on a region of the waveguide containing the target QD, the temperature is locally raised to the HfO₂ crystallization temperature (~400 °C) inducing crystallization within a region that can be smaller than the laser beam diameter. A complete amorphous to crystalline transition results in a roughly 3% reduction of HfO₂ volume⁴³ compressing the semiconductor within the partially crystallized sheath. This induced strain blue-shifts the QD emission energy with no measurable change in linewidth (see Supplement Fig. S5) and little effect on nearby QDs. The magnitude of the strain is defined by geometrical factors, the HfO₂ Young’s modulus, and by the degree of crystallinity within laser-treated regions of the HfO₂ film. The latter can be controlled by adjusting the laser power and the exposure time.

![Schematic of the energy tuning approach and sample overview](image)

**Fig. 1 Schematic of the energy tuning approach and sample overview.** **a,** A laser is used to locally heat a GaAs bridge waveguide, which crystallizes a small region of an ALD HfO₂ thin film. The resulting compressive strain shifts the emission energy of a QD underneath the crystallized region. Electron backscatter diffraction measurements on and away from positions that have been laser heated confirm selective HfO₂ crystallization. **b,** Right: Cross-sectional SEM showing conformal ~40 nm HfO₂ film. Left: GaAs membrane heterostructure with n-i-n-i-p regions to deterministically charge the QDs with electrons.

After laser heating, electron backscatter diffraction provides clear signatures for crystallized HfO₂, indicated by the presence of Kikuchi lines for the laser-heated spot (Fig. 1a). Local crystallization is demonstrated by scanning the electron beam along the length of the waveguide, with a clear distinction between the amorphous and crystallized regions. The laser-heated spots were found to be
polycrystalline from the random rotation of the Kikuchi line patterns for different positions within laser-heated regions (see Supplement Fig. S3). This implies crystallization from multiple nucleation sites, consistent with the crystallization behavior of ALD HfO$_2$ from previous studies$^{44}$. In that scenario, the gradual increase in strain required to controllably shift the emission energy of a QD originates from increasing the volume fraction of crystallized HfO$_2$ in a given area. Electron diffraction measurements were also performed on other samples after rapid thermal annealing, from which a similar HfO$_2$ polycrystalline structure and an approximate crystallization temperature of 400°C were determined.

We find that film morphology is important for tuning behavior. Films deposited at 300°C provided energy tuning over a wider range, as well as better control than one deposited at 200°C. This can be understood from the morphology of the film that develops during deposition. The films deposited at 300°C were significantly rougher than those at 200°C as measured by scanning electron microscopy (SEM) and atomic force microscopy (see Supplement Fig. S1-2). An SEM image of the membrane surrounded by a ~40 nm HfO$_2$ film deposited with ALD at 300°C is shown in Fig. 1b. The rough surface structure may indicate that a dense network of crystal nucleation sites form during deposition at a temperature of 300°C.$^{44}$ In Ref. 44 a similar surface morphology corresponded to only a small volume fraction of crystalline HfO$_2$. From the rough structure measured with SEM and AFM, we hypothesize that there is an initial nucleation of crystallites during deposition$^{44}$ at 300°C of approximately 100/$\mu$m$^2$, which then readily grow in size upon laser heating to 400°C. For the 200°C film, nucleation is very sparse (see Supplement Fig. S1-2). The relatively fine-grained polycrystalline structure obtained at the higher deposition temperature is the likely source of the good resolution in the control of the QDs, both spatially and in energy that we will show below.

**QD ENERGY TUNING**

Fig. 2 QD tuning curves. a, Tuning the emission energy of a single QD in a 1.5 $\mu$m waveguide by increasing the heating laser power (the power was measured before the focusing objective), with the emission measured between heating laser exposures. It should be noted that the requisite laser power depends on the position on the waveguide, as well as the waveguide width. b, Tuning the emission energy of a single QD in a 1 $\mu$m waveguide via repeated exposures of a 532 nm laser (2.7-3 mW, 1-10s exposures). Points correspond to the change in X$^-$ emission energy measured between exposures. The inset shows the X$^-$ spectrum (red) at various points along the tuning curve compared to a typical ensemble spectrum (black) with a fwhm of 30 meV.
Because only a very small volume of the structure is heated, laser-induced crystallization can be initiated at cryogenic temperatures (~6 K), laser heated to 100s of °C, and cooled back down very quickly. Using this approach, the photoluminescence (PL) spectrum of an individual QD was probed with a second laser (890 nm) immediately after each heating exposure, with the QD already cooled back to low temperatures, providing real-time feedback. This approach is demonstrated in Fig. 2a by ramping the power of a 532 nm heating laser with 5s exposures, measuring the change in the X emission energy between exposures. QD tuning curves obtained in this way serve as a calibration for the appropriate power to use for an optimized tuning procedure. Incrementally increasing the power even for very short exposure times leads to a highly nonlinear increase in emission energy with large steps and eventually the sudden destruction of the diode and membrane. Instead we find that better control and larger range can be achieved by multiple exposures at fairly low power (e.g. for the conditions in Fig. 2a, a power lower than the kink in the curve). With this optimization, it is possible to tune the emission of a QD more than 65 meV with small intermediate steps, as shown in Fig. 2b. The points in this figure are the X emission energy peaks measured between exposures of the 532 nm heating laser (power: 2.7-3 mW) with a duration adjusted between 1-10 seconds. The inset in Fig. 2b compares the X spectrum at various points along that tuning curve with a typical ensemble spectrum (fwhm ~30 meV), clearly demonstrating that the entire inhomogeneous distribution can be covered. We note that we also obtain significant energy shifts with thinner HfO films. For example, even with a 5 nm thick film we obtain shifts of 1 meV. The conditions have not yet been optimized for thinner films and we focus here on results from 40 nm thick films for bridge waveguides. For photonic crystal waveguides, we use 10 nm thick HfO films deposited at 300°C, with a tuning range of 5 meV. We find no discernable degradation of photonic crystal waveguide properties or cavity Q factors (see Methods), indicating HfO films thicker than the 10 nm used in this initial study should be possible.

SPATIAL RESOLUTION

Fig. 3 Spatial resolution of QD tuning. Energy tuning as a function of distance from the laser-heated site showing the spatial resolution of the technique. The relative position of each QD is determined by fitting to the intensity of the laser in optical images of the waveguide (see Supplement Fig. S8), with five different examples shown. The yellow points shown on the inset SEM image mark the positions for the example shown with purple circles in this figure (with positions relative to the 5th point from the left).
Fig. 3 demonstrates the spatial resolution of independently tuning QDs in the same waveguide. This was accomplished by recording the spectra of QDs located in different positions along a waveguide and then tuning the emission energy of a selected QD. The spectra of the other QDs were then re-measured. The points in Fig. 3 indicate the change in the “bystander” QD peak emission energies after tuning a target QD. The QD positions were identified in optical images of the waveguide using the location of the probe laser at maximum QD emission intensity (see Supplement Fig. S8). The position of 0 µm corresponds to the location of a QD under the center of the heating laser, and the relative positions of the other QDs were recorded. For example, the yellow points on the inset SEM correspond to QD positions for the data shown with purple circles. The left-most point corresponds to the position of a QD that was tuned by 17 meV, after which the spectral shifts of the other QDs were recorded and plotted against their relative positions. Generally, we find that there is very little shift in QDs that are more than 1 µm from the center of the heating laser spot. In fact, we have cases in which a second QD is within the laser spot and shifts very little. For example, the first two green square points in Fig. 3 show that the energy shift (37.25 meV) for a QD at the center of the heating laser spot is 8× greater than a QD < 400 nm away (4.3 meV). Therefore, we conclude that under appropriate conditions the spatial resolution can be 1 µm or less. We find that the spatial resolution for photonic crystal waveguides is similar. Finite element modeling of the thermal profile and the mechanical strain associated with HfO₂ crystallization provides additional insight into these results and is shown in Fig. S9 in the Supplement.

TUNING QDS INTO RESONANCE

We have tuned QDs into resonance within both bridge waveguides (Fig. S10) and photonic crystal waveguides (PhC WGs). QDs at different positions were excited nonresonantly by a NIR laser that was coupled into the waveguide via a grating coupler (Fig. 4a). The QD PL was collected from a coupler at the other end of the waveguide. A 532 nm laser was focused onto the position of a chosen QD along the waveguide, with the power and exposure time adjusted to crystallize HfO₂ and fine-tune the emission energy of the QD into resonance with other QDs in the same waveguide. The emission was sent through a high-resolution fiber Fabry-Perot interferometer during tuning to resolve the spectral alignment of the QDs. Tuning QDs into resonance with each other within a single waveguide requires not only sufficient tuning range and high spatial resolution, but also fine spectral tuning resolution. Step sizes of 1 µeV with a standard deviation of about 1 µeV are currently possible as shown in the Supplement (Fig. S11). We are currently limited by the stability of our system, and to a lesser extent, by film morphology.

We demonstrate tuning multiple QDs into resonance in Fig. 4. In Fig. 4b,c, the X emission energies of two QDs were initially 0.54 meV out of resonance (> 60 times the 8.7 µeV linewidth of QD1), as shown in the high-resolution Fabry-Perot interferometer spectrum in Fig. 4b. QD1 was strain-tuned into resonance with QD2 at a fixed bias of 0.5V, with the top three spectra in Fig. 4c showing three tuning steps, with both QDs resonant in the third spectrum (middle, black circles). Red and blue lines in the top two spectra are fits to the QD1 and QD2 emission peaks, respectively. We spectrally detune the two QDs via the Stark effect, as shown in the bottom two spectra in Fig. 4c, providing a convenient reversible way to probe the transition from indistinguishable to distinguishable photons. The bias-dependent linewidth-broadening observed for QD1 can be attributed to co-tunneling near the charge stability edge.
Fig. 4 Superradiant emission from strain-tuned QDs in a photonic crystal waveguide. a, SEM image of a PhC waveguide and schematic with the positions of the QDs indicated with yellow circles (corresponding to QDs in b, c, d), and red squares (corresponding to QDs in a different waveguide for e and f). b, High-resolution Fabry-Perot interferometer spectra of the X charge state for two QDs located 1.2 µm apart prior to strain-tuning. c, Spectra of the same QDs in the final stages of strain tuning (top three traces), with the final peak comprising both QDs in resonance. The Stark-shifted spectra (bottom two curves) were obtained by tuning the electric field, providing a convenient way to distinguish the QDs once they are in resonance. d, Second-order correlation measurements for resonant and detuned cases (corresponding to the bottom three spectra in c). e, Fabry-Perot interferometer spectrum showing the X charge state for three QDs (in a different PhC waveguide than example shown in b–d). The red-shifted final spectrum with respect to the blue-most target QD is a consequence of a small initial shift of all QDs in the WG that occurred after the first heating laser exposure. f, Second-order photon correlation measurements for three (top), two (middle), and one (bottom) QDs.

SUPERRADIANCE IN A PHOTONIC CRYSTAL WAVEGUIDE

As a first example of the power of our tuning technique, we demonstrate superradiance of up to three QDs into a photonic crystal waveguide mode. After tuning two QDs into resonance using strain (Fig. 4c, top to middle), a second-order correlation measurement ($g^{(2)}$) was carried out (Fig. 4d) and then repeated for the two bias-controlled detunings (δ) shown in bottom of Fig. 4c. The measurement essentially gives the normalized counts on one detector at time $\tau$ after the detection of a count on the other. For two distinguishable single photon emitters, $g^{(2)}$ will have an antibunching dip, going to 0.5 at
\( \tau = 0 \). For two resonant emitters (\( \delta = 0 \ \mu \text{eV} \)), there is a sharp bunching peak around \( \tau = 0 \), which is a clear signature of superradiance.

In Fig. 4f, we take this a step further by displaying \( g^{(2)}(\tau) \) for a system of three QDs in a PhC WG at different steps in the tuning process (emission spectra are shown in Fig. 4e). First, one QD is measured alone, while detuned from the other two QDs, showing a typical antibunching curve going down nearly to zero. Then, two of the QDs are tuned into resonance and measured, showing a reduction in the antibunching dip, and a clear central peak. Finally, after all three QDs are tuned into resonance, the antibunching dip becomes quite shallow, and the central peak gets stronger. This behavior is quite robust, having been observed in all attempts (five pairs of QDs and two trios in different WGs).

A calculation of \( g^{(2)}(\tau) \) for \( N \) emitters coupled to the same waveguide mode\(^{23,45} \) in the bad cavity limit gives:

\[
g^{(2)}(\tau) = \left[ 1 - \frac{1}{N} e^{-\gamma \tau} \right] + \frac{1}{N^2} e^{-2\Gamma \tau - 4\pi^2 \sigma^2 \tau^2} \sum_{i \neq j} \cos(\delta_{ij} \tau) \tag{1}
\]

where the radiative emission rate is \( \gamma \), while \( \Gamma = \gamma/2 + \gamma_{pd} \) is the contribution to the linewidth due to the radiative rate and pure dephasing, and \( \sigma \) is the contribution to the linewidth from spectral diffusion\(^{46} \). The detuning between pairs of emitters is \( \delta_{ij} \). Eq. (1) is a simplified model in which each QD is assumed to have the same radiative rate, linewidth, excitation amplitude and coupling to the waveguide. A more general expression is discussed in the Methods.

The first term in Eq. 1 describes the independent contribution from each of the QDs as if they were distinguishable, resulting in an antibunching dip. The dip at \( \tau = 0 \) increases as \( (1 - 1/N) \) with the number of QDs. The second term gives the interference between QDs, producing the coherent bunching peak superimposed on the antibunching dip. This sharp bunching peak in \( g^{(2)} \) is a result of the coherent interaction of the resonant emitters through the emission process. For example, when two indistinguishable single-photon emitters are both excited, the emission of a single photon into the waveguide mode can come from either emitter, and the two are left in an entangled state with a coherence time determined by the spectral linewidths. During this coherence time, the emission of a second photon can come immediately with an emission rate twice that of distinguishable emitters. This leads to the sharp coherent peak in \( g^{(2)} \). From Eq. 1, the bunching peak should rise to \( g^{(2)}(0) = 2(1 - 1/N) \), giving \( g^{(2)}_{N=2}(0) = 1 \) and \( g^{(2)}_{N=3}(0) = 4/3 \), signatures of superradiance that are clearly evident in our results shown in Fig. 4d,f.

In Fig. 4d, we experimentally explore the transition between indistinguishable to distinguishable QD emission by measuring \( g^{(2)}(\tau) \) for detunings \( \delta = 0, 20, \) and \( 46 \ \mu \text{eV} \) between two QDs. When \( \delta = 0 \), the interference term leads to a sharp bunching peak as shown in the data and the corresponding fit to Eq. 1, with \( g^{(2)}(0) = 0.95 \) very close to the ideal value of \( g^{(2)}(0) = 1 \) for two indistinguishable QDs. The difference can be accounted for by the 100 ps time resolution of our measuring system. The width of the measured coherent bunching peak (200 ps) is determined by decoherence, which is also manifested in the linewidths of the QDs. Significant detuning of the QDs leads to fast oscillations in the second term, which are largely averaged out by the finite time resolution of the measurement system. As a result of these fast oscillations for \( \delta = 46 \ \mu \text{eV} \), the coherent bunching peak is averaged out by the finite time resolution and the \( g^{(2)} \) data shows the characteristic antibunching behavior of two distinguishable
emitters, with $g^{(2)}(0) = 0.5$. For a modest detuning of $\delta = 20 \mu eV$, the coherent bunching peak is sharper and weaker, consistent with averaging over oscillations. Excellent agreement with Eq. 1 (solid lines) is obtained with $\sigma = 1 \text{ ns}^{-1}$, $\gamma_{pd} = 2.5 \text{ ns}^{-1}$ and $\gamma = 0.7 \text{ ns}^{-1}$ for $\delta = 0, 20 \mu eV$ and $1 \text{ ns}^{-1}$ for $\delta = 46 \mu eV$ in Fig. 4d.

For the system of three QDs, the measured $g^{(2)}(\tau)$ is also in excellent agreement with the model for superradiance, as shown in Fig. 4f. For all three QDs in resonance, Eq. 1 gives $g^{(2)}(0) = 4/3$. The measured coherent bunching peak is $g^{(2)}(0) = 1.2$, with the difference from the model consistent with the measurement time resolution, as shown with the light blue line. By setting the coherent term to zero in the fit, we obtain the distinguishable contribution to $g^{(2)}(\tau)$ as shown by the dotted curves in Fig. 4f, with $g^{(2)}(0)$ very close to the ideal values of 2/3 (three QDs) and 1/2 (two QDs). Again, the width of the coherent peak is determined by the linewidth, agreeing very well with Eq. 1 using the same values of $\sigma = 1 \text{ ns}^{-1}$ and $\gamma_{pd} = 2.5 \text{ ns}^{-1}$ for all fits, and $\gamma = 1.9, 2, \text{ and } 1.4 \text{ ns}^{-1}$ for the one, two, and three QD data, respectively.

The spectral diffusion contribution to the linewidth is currently the most significant limitation affecting the indistinguishability of the QDs. In the above fits, the spectral diffusion contribution was 10 $\mu eV$ FWHM which is consistent with the average spectral linewidths of the QDs. We find that under resonant excitation the spectral linewidths decrease by about a factor of three in this waveguide sample. Therefore, measurements under resonant excitation will enhance the indistinguishability and presumably broaden the width of the coherent bunching peak. Moreover, resonant excitation would enable single-photon Raman emission, which would allow additional spectral fine-tuning as well as single-photon pulse shaping.\(^{47}\)

**DISCUSSION AND OUTLOOK**

We have demonstrated a scalable approach to overcome the spectral inhomogeneity of InAs QDs, which has been one of the most difficult challenges not only for QDs but all solid-state quantum emitters. The approach involves patterning strain to locally tune QD emission energies via laser-induced crystallization of a thin film deposited on the surface of a photonic structure. We have shown that QDs can be tuned across the inhomogeneous distribution with a resolution down to the homogenous linewidth (see Supplement Fig. S11). Combined with the sharp spatial resolution, we have shown that multiple QDs can be tuned into spectral alignment within a single waveguide, enabling the measurement of superradiance of three quantum dots.

The principles of this approach are general and can be extended to other photonic structures such as nanowires\(^{32,33}\) and micropillars\(^{48}\). There is also the prospect to address spectral inhomogeneity in other emitter classes, for example defects in diamond\(^{49}\). The strain sensitivity of the optical transitions of the NV center in diamond\(^{49}\), for example, is similar to QDs used in this work\(^{51}\), but has an inhomogeneous distribution much narrower than QDs, which could compensate for the higher Young’s modulus in diamond.

We have chosen to demonstrate this technique with HfO\(_2\) and have demonstrated that its properties are well suited to this application. The crystallization temperature (~400°C) is fairly low, and well below the melting temperature of GaAs and also where there is significant migration of beryllium and silicon in our diode structure. Furthermore, with a Young’s modulus almost twice that of GaAs, much of the strain is
taken up in the GaAs, while the ability to conformally coat around the membrane with ALD enhances the effect. Nevertheless, there may be other materials that are as good or better, such as materials with a lower crystallization temperature or reversible tuning.\textsuperscript{38,52}

We anticipate that this work will substantially impact the development of scalable InAs QD-based photon sources, and could enable on-chip photonic quantum information processing.\textsuperscript{53} The deterministic charging enabled by the diode structure in our samples allowed us to demonstrate superradiance with the X charge state. An important milestone that may now be within reach is an extended network of entangled electron (hole) spin qubits connected with on-chip flying photon qubits.

**METHODS**

**Sample structure**

InGaAs QDs were grown by molecular beam epitaxy within a membrane diode heterostructure on an n-doped GaAs substrate. The diode allows injection of electrons into the QD. The heterostructure consists of a 0.5 \( \mu \)m Si-doped (n-type) GaAs buffer, 950 nm of Si-doped Al\(_{0.7}\)Ga\(_{0.3}\)As, 30 nm Si-doped n-type GaAs; 30 nm undoped GaAs; InGaAs QDs grown with a partial cap (nominal 2.7 nm) followed by a brief anneal; 71 nm undoped GaAs; 10 nm n-type Si-doped GaAs; 10 nm undoped GaAs; and 30 nm p-type Be-doped GaAs. The intermediate n-type layer in this n-i-n-i-p diode reduces the forward bias required to charge the QD, avoiding high currents through the device\textsuperscript{54,55} The waveguide patterns are produced using electron beam lithography and a SiCl\(_4\)-based inductively coupled plasma. The Al\(_{0.7}\)Ga\(_{0.3}\)As is undercut with 10% hydrofluoric acid. Electrical contacts are made with indium to the p-type layer and to the back of the n-doped substrate. The waveguides are 184 nm thick, 15 \( \mu \)m long and either 1, 1.5 or 2 \( \mu \)m wide. They are terminated with semi-circular grating outcouplers.\textsuperscript{51} The photonic crystal membranes consisted of a triangular lattice of 66 nm radii holes with a lattice constant of 244 nm. The 15 \( \mu \)m long waveguide consisted of a row of missing holes with grating couplers on both ends.

**HfO\(_2\) ALD**

HfO\(_2\) thin films were deposited after lithography, but before mounting samples on a chip carrier and making electrical contacts. Films were deposited using commercial ALD tool at both 200\(^\circ\)C and 300\(^\circ\)C by atomic layer deposition (ALD) using Tetrakis(ethylmethylamido)hafnium(IV) (TEMAH) and H\(_2\)O as metalorganic and oxidation precursors. The TEMAH and H\(_2\)O were maintained at temperatures of 75\(^\circ\)C and 20\(^\circ\)C, respectively. The HfO\(_2\) growth rate was 0.8 Å/cycle, measured by spectroscopic ellipsometry using a Cauchy optical model fit from 193 nm - 1650 nm. Film thickness was measured on Si 110 monitor coupons included in the same deposition batches as the GaAs substrates, after the samples had cooled to room temperature in the chamber load lock but prior to air exposure.

**Measurement system and laser-induced crystallization of HfO\(_2\)**

Samples were measured in a closed-cycle cryostat operating at 6K using a confocal microscope with mutually-aligned 532 nm (spot size: \( \sim 1 \) \( \mu \)m) heating and 890 nm NIR probe paths. QD tuning was automated by shuttering the green heating laser path and measuring the NIR-excited photoluminescence bias map. Although the spectral resolution of this system is 50 \( \mu \)eV, the emission peak position can be determined with a resolution of 1 \( \mu \)eV. A fiber Fabry-Perot interferometer with a 2.4 \( \mu \)eV resolution was used for higher resolution measurements of QDs that had been tuned to the same energy. The spectra of QDs within a waveguide were simultaneously measured by exciting and
collecting on output couplers. The position of the QDs in waveguides was determined with a resolution of <170 nm from the location of the probe laser in optical images.

The heating laser power required to achieve the appropriate temperature depends on the thermal transport properties of the photonic structure. For suspended waveguides, the center of the waveguide is farthest from the bulk GaAs substrate heat sink and therefore requires a factor of 1.5-2 lower power than near the edges. The tuning procedure was optimized by ramping the laser power on different QDs located in different waveguide positions with automated control of the laser power, exposure time, and measurement of NIR laser-excited QD photoluminescence bias maps. The QD energy shift vs. power for different waveguide positions (see, for example Fig. 2a) served as starting points for subsequent QD tuning, enabling more efficient long- or short-range tuning. With a 40 nm film, we find that we can consistently achieve shifts greater than 30 meV, with more than 20 examples thus far. The rate of the energy shift for a given laser power depends on a number of factors, including the position on the waveguide, variations in QD strain sensitivity, and the laser-processing history. Thinner HfO$_2$ films allowed smaller, but significant energy tuning ranges (20nm: 6 meV, 5 nm: 1 meV). In the photonic crystal sample, a 10 nm film allowed a 5 meV tuning range.

A liquid crystal noise eater was used to stabilize the green laser power because relatively small power fluctuations can significantly affect the local temperature. The QD energies were stable while the sample was maintained at low temperature for ~4 months. Thermally cycling the sample up to room temperature resulted in QD red shifts on the order of 150 µeV, including QDs that were not tuned. This may originate from strain built in by the sample mounting procedure in which silver epoxy is used to mount it to the chip carrier, and thus may be mitigated in the future.

The spatial extent of crystallization determined from electron diffraction measurements included the effect of electron beam drift due to GaAs charging. However, repeated scans over the same crystallized regions yielded consistent values of < 0.5 µm. In addition to the polycrystalline nature of a crystallized region evidenced by the Kikuchi patterns (see Supplement Fig. S4), it was also observed that there were positions within a crystallized region that did not display Kikuchi patterns. This supports the conclusion of crystal growth from multiple nucleation sites.

We have focused on tuning the PL transition energies, however, there are additional changes in the spectra. While there is no measurable change in the homogeneous linewidths, there are changes in the relative energies and onset voltages of transitions arising from different charge states in the PL bias maps that arise from strain-induced changes in confinement. These have been studied in detail in earlier work with piezo-electric actuators,$^{29,30}$ and we simply summarize these effects in the Supplement.

The photonic crystal waveguide samples had the same diode heterostructure and QD vertical position as the bridge waveguide samples. For these samples, 10 nm of HfO$_2$ was deposited with ALD with no discernable degradation of waveguide properties or cavity Q factors (4000-6000) compared to another piece of the same sample without HfO$_2$. Quantum interference measurements were performed by exciting QDs in the waveguide by coupling 1330-1393 meV CW laser light into a grating coupler, and sending the emission from the opposite coupler through a monochromator to a 50:50 beamsplitter and single photon detectors.

**Superradiance Model and Measurement**

In Eq. 1 all the QDs were treated as identical. A more general equation can be derived$^{45,23,46}$ which accounts for differences in radiative rates, linewidths, excitation rate and coupling to the waveguide.
\[ g^{(2)}(\tau) = \left[ 1 - \sum_i I_i^2 e^{-\gamma_i \tau} \right] + \frac{\sum_{i \neq j} I_i I_j e^{-i \delta_{ij} \tau - 2 \pi^2 \sigma_{ij}^2 \tau^2} \cos(\delta_{ij})}{(\sum_i I_i)^2} \]

Here, \( \gamma_i \) is the radiative rate of the \( i \)th QD, \( \Gamma_{ij} = (\gamma_i + \gamma_j)/2 + (\gamma_{pdi} + \gamma_{paj}) \) and \( \sigma_{ij}^2 = \sigma_i^2 + \sigma_j^2 \).

\( I_i \) is the measured intensity of the \( i \)th QD, and is proportional to the product of the QD excitation rate and its coupling to the waveguide.

The first term in this expression models the independent contributions of the QDs, while the second arises from the coherent interference between each pair of QDs. The magnitudes of both terms at \( \tau = 0 \) decrease when the emission intensities are unequal, resulting in a larger antibunching dip and smaller bunching peak. All the QDs were excited by a single laser traveling through the waveguide. However, by scanning the laser frequency (1330 -1393 meV), we were able find an energy that roughly equalized the measured emission intensities for QDs in this sample (via the excitation rate). When all the \( I_i \) are equal, they drop out of the equation and the maximum \( g^{(2)}(0) \) is obtained. We note that \( g^{(2)} \) does not depend on the positions of the QDs.

Because of the relatively large spectral diffusion contribution to the linewidth in comparison to the radiative rate, the coherent bunching peak is much narrower than the antibunching dip. As a result, these features are essentially fit independently. All the data in the two data sets in Figs. 5d and 5f were fit with the same values for \( \sigma_{ij}^2 = 2 \sigma_i^2 \) and \( \Gamma_{ij} = \gamma + 2 \gamma_{pd} \), except that \( \gamma_i = \gamma \) was allowed to vary for each \( g^{(2)} \) curve, resulting in physically reasonable values for \( \gamma \). The difference in \( \gamma \) between Figs. 5d and 5f is consistent with the fact they were different waveguides and the QDs were tuned to different energies (see Fig. S12 in Supplement). Although the linewidth of each QD was different, the calculation is relatively insensitive to this, and a single average value close to the measured linewidth of the resonant QDs worked well. We took the spectral diffusion to be \( \sigma = 1 \text{ ns}^{-1} \), corresponding to a spectral linewidth\(^{46} \) of FWHM = \( \sqrt{2 \ln(2)} \sigma h = 10 \text{ μeV} \), and the pure dephasing \( \gamma_{pd} = 2.5 \text{ ns}^{-1} \), corresponding to a linewidth of FWHM = \( 2 \hbar \gamma_{pd} = 3 \text{ μeV} \). These values are consistent with the average measured linewidths.

The data that support the findings of this study are available from the corresponding author upon reasonable request.

**Code availability**

COMSOL code used to simulate thermal and strain profiles is available from the corresponding author upon request.
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