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Abstract—Learning good representation of gigapixel level whole slide pathology images (WSI) for downstream tasks is critical. Previous studies employ multiple instance learning (MIL) to represent WSIs as bags of sampled patches because, for most occasions, only slide-level labels are available, and only a tiny region of the WSI is disease-positive area. However, WSI representation learning still remains an open problem due to: (1) patch sampling on a higher resolution may be incapable of depicting microenvironment information such as the relative position between the tumor cells and surrounding tissues, while patches at lower resolution lose the fine-grained detail; (2) extracting patches from giant WSI results in large bag size, which tremendously increases the computational cost. To solve the problems, this paper proposes a hierarchical-based multimodal transformer framework that learns a hierarchical mapping between pathology images and corresponding genes. Precisely, we randomly extract instant-level patch features from WSIs with different magnification. Then a co-attention mapping between imaging and genomics is learned to uncover the pairwise interaction and reduce the space complexity of imaging features. Such early fusion makes it computationally feasible to use MIL Transformer for the survival prediction task. Our architecture requires fewer GPU resources compared with benchmark methods while maintaining better WSI representation ability. We evaluate our approach on five cancer types from the Cancer Genome Atlas database and achieved an average c-index of 0.673, outperforming the state-of-the-art multimodality methods.

I. INTRODUCTION

Survival analysis is an essential task in cancer study and diagnosis. Instead of observing the biopsies under the microscope, whole slide pathology images (WSI) are widely used to present tumor growth and morphology information. Automatically analyzing histology provides valuable help for histologists on precision medicine and reduces diagnosis bias. However, WSIs are typically in multi-gigapixel level with high morphological variance, which brings a tremendous challenge to the feature representation of WSIs.

Many solutions have been proposed to solve the representation problem of WSIs [1], [2]. A widely used strategy is patch-based processing, where thousands of patches are extracted from a WSI using either a non-overlap sliding window or a random sample method [3]–[5]. In the clinics, the tumor area usually only takes a tiny portion of the WSI, which means most patches sampled from the gigapixel WSI are unrelated to survival prediction. Unfortunately, the patch-wise annotation for WSIs is laborious and even infeasible in most situations. Many researchers consider weakly supervised learning approaches to solve the problem with a lack of annotations. Zhu et al. [3] proposed a two-stage framework for survival prediction on WSIs without annotations. They applied K-means clustering to group the patches according to visual appearance and then aggregated patches from the selected clusters for survival prediction. Recent approaches [6]–[9] use multiple instance learning (MIL) [10] to formulate the WSI representation, where each patient is considered as a bag containing a set of instances of patches. A bag is annotated as disease-positive if there is any disease-positive patch in the bag. Patch features are integrated with fully connected (FC) layers for specific tasks. On the basis of attention-based MIL, Chen et al., [8] first proposed a Multimodal Co-Attention Transformer (MCAT) architecture that investigates early fusion mechanisms for identifying informative patches. MCAT learns the long-range relationship between image and gene using attention mechanism and visually shows the interpretability of multimodal interaction. However, MCAT uses non-overlapping patches sampling and maintains a bag size of over ten thousand, which essentially increases the computation requirement during training and is time-consuming.

Two major limitations exist in the above approaches for WSI representation. Firstly, current studies use a fixed scale for patch extraction. The widely used patch sizes, either [256 × 256] or [512 × 512], have limited ability to capture coarser level tissue morphology characteristics, such as tumor shape, size, and circularity that are essential to determine grades of glioma [11]–[14]. As shown in Figure 1, WSIs are scanned at 20 × with a resolution of 0.5µm per pixel. The 256 × 256 patches sampled from WSI at 20 × magnification can capture a small set of cell characteristics and interactions, while patches extracted from downsampled WSIs at 10 × or 5 × present rich microenvironmental information between different sets of cells or tissue. The multi-scale patches depict significant inter- and intra-instance differences in shape, size, and pattern. Thus they better represent the overall heterogeneity of the tumor.
microenvironment [15]. Secondly, existing approaches use VGG and Resnet models pre-trained on ImageNet to obtain patch features. Compared with vision Transformer (ViT), CNN models do not incorporate spatial location information and maintain less global information. The different structures result in quantitative variability in out-of-distribution generalization ability [16], [17].

To address these challenges, we present a weakly supervised, Transformer-based hierarchical architecture named Hierarchical MIL Transformer (HiMT) that learns a mapping between genetics and WSIs at different scales for survival prediction. Specifically, HiMT randomly samples a few patches from different scales, then constructs bag representation using processed images and gene categories. HiMT learns a co-attention imaging-genomic mapping to reduce the space complexity of patches feature. The gene-guided visual concept can be used on various tasks with proper FC layers. Here we demonstrate the power with the survival prediction task. During the patch sampling stage, our hierarchy strategy ensures the patient bag has a reasonable size of approximately 3000, while our benchmark architecture [8] collected an average bag size of 15,000, which requires a plenty of GPU resources during training. Our main contributions can be summarized as follows.

- We introduce a hierarchical mechanism to identify the informative instance across different scales using genetic features as queries.
- We use a pre-trained ViT for feature extraction and showed in ablation studies that even with a single WSI scale, features extracted from 80% fewer patches than MCAT could achieve competitive performance.
- Instead of using a non-overlapping patch sampling procedure, we randomly sampled fewer patches and essentially reduced the computation stress while maintaining outperforming results.

We evaluate HiMT on five popular TCGA cancer datasets. Our results outperform the state-of-the-art MIL models on imaging-genetic data mapping tasks, which show that our architecture can capture representative features with vastly reduced feature space. Experiments further show that although the number of patches dramatically reduced compared to previous work [8] which collects on average over ten thousand patches from each WSI, our architecture performs better in survival prediction. In addition, we conduct an ablation study on the five TCGA datasets and demonstrate that HiMT improves with patches from different magnification. Our code is publicly available at https://github.com/chunyuan1/HiMT.

II. RELATED WORK

A. Weakly Supervised Learning for WSI Analysis

Recent works have developed many weakly supervised models for medical image diagnosis to overcome the unavailability of manual annotation in clinical data [7], [18], [19]. Edwards and Storkey and Zaheer et al. first proposed network architecture on set-based data [20], [21]. Ilse et al. extend the set-based concept by employing an attention mechanism and applying it on WSIs [6]. Yao et al. incorporated attention-based MIL on clustered phenotype and achieved promising results [7]. Instead of only focusing on the instance-level feature, Chen et al. proposed co-attention MIL Transformer that learns an interpretable mapping and visually demonstrates the relationship between imaging and genetics [8]. However, the approaches at a single scale cannot maintain high-level morphological features. We believe that fewer patches with the multi-scale patches feature can achieve promising results compared to tens of thousands of patches.

B. Self-Attention and Vision Transformer

Solving computer vision tasks using non-convolutional neural networks has been an active research area [22]–[24]. The original ViT takes $256 \times 256$ images as input and processes it as a sequence of $16 \times 16$ tokens with positional information. Since ViT was first proposed by Dosovitskiy et al., plenty of recent work is developed to analyze aspects of ViT, such as robustness [25], effects of self-attention [26], designing improved ViT models [27], [28] and comparison with CNN [16], [17]. ViT has been proved for its out-of-distribution generalization and outstanding feature representation due to the accessibility to global information at an early stage [16], [17]. In the research of medical images, pre-trained Resnet is widely used for feature extraction, while ViT is rarely explored. The reason may be that training a transformer model from scratch requires an immense amount of data and intensive computational resources. We highlight that the out-of-distribution generalization ability of ViT makes the ImageNet-pretrained ViT model been able to extract high-quality representative features from the medical image. Based on the fact that ViT model relationships between the tokens, we design a hierarchy model that allows ViT to learn interaction at different scales of the WSIs.

III. METHOD

Figure 2 depicts an overview of HiMT architecture. Given a set of $\Omega$ patients $X_i, i = 1, ..., \Omega$, each patient has its feature vector $(\text{Surv}_i, \delta_i)$. The $\text{Surv}_i$ indicates the time until the event of interest occurs, and vital status $\delta_i \in \{0, 1\}$ indicates
Fig. 2. Framework overview of HiMT contains three stages. Bag representation: 1) Patches sampled from WSIs with different magnification are sent into a pre-trained ViT model to extract instance-level patch feature; 2) DNA microarray are categorized according to functional expression. Early feature fusion: This stage learns a gene-guided co-attention mapping that directly models the pairwise relationship between pathological images and genomics. The GCA is used to reduce the sequence length of WSI bags, leading to more flexibility in choosing aggregation strategies in the following stage. MIL transformer and prediction: applies set-based MIL transformer on gene-guided imaging feature and genomics for survival prediction.

Whether the event is censored or uncensored (death occurs). The objective is to predict a corresponding target variable $o_i$ for patient $X_i$ from the imaging data.

### A. Patient Bag Construction

This stage aims to formulate the problem by constructing bags using pathology images and genomics. Multiple Instance Learning (MIL) uses bags as the data samples, each containing a set of unordered instances. In our work, patient $X_i$ is a bag of instance, which contains feature vectors $\{x_1, \ldots, x_M\} \in \mathbb{R}^{M \times d}$ from all WSIs of $X_i$ and functional gene sets $\{G\}$, where the number of instances $M$ varies for each image bag.

**Hierarchy Feature Embedding using ViT.** Due to the considerable size, it is infeasible to use WSIs as input. We extract image features by sampling patches at different magnifications from all WSIs belonging to the same patients. Instead of sampling non-overlapping patches, we randomly generate patches from multi-scale WSIs. A thousand patches are extracted randomly from WSIs at $5 \times$, $10 \times$, and $20 \times$ magnification, respectively, with a fixed size of $256 \times 256 \times 3$. The patches that contain background are excluded. The above procedure results in three thousand patches for each WSI. Instead of sampling non-overlapping patches, we randomly generate patches from multi-scale WSIs. A thousand patches are extracted randomly from WSIs at $5 \times$, $10 \times$, and $20 \times$ magnification, respectively, with a fixed size of $256 \times 256 \times 3$. The patches that contain background are excluded. The above procedure results in three thousand patches for each WSI.

**Genomic Feature Embedding.** The heterogeneity within a gene set limited the utility of the gene database. A Gene alone from the gene set cannot coherently describe the biological impact. To use the semantic information within the gene set, genes that contribute to the same biological function are categorized together and end up with $N$ gene sets. Let $D_i = \{d_j\}$ be the gene expression array of patient $X_i$ and $\{S_n\}_{n=1}^N$ represents the functional categories according to [29], [30]. For each gene expression in $\{d_j\}$, if its attribute $\text{attr}_j \in S_n$, $d_j$ is assigned to gene set $g_n$. In the resulting gene sets $\{g_n\}_{n=1}^N$, each set $g_n$ has various size. We then apply a FC layer over all the gene sets to obtain the final genomic embeddings $\{G_n \in \mathbb{R}^{d_k \times 1}\}_{n=1}^N$ and pack it into a bag $G_{bag} \in \mathbb{R}^{N \times d_k}$. In our experiments, $N$ is set to 6, indicating the following functional categories: Tumor Suppression, Oncogenesis, Protein Kinases, Cellular Differentiation, Transcription, and Cytokines and Growth.

### B. Multimodality Feature Aggregation

To capture interpretable interactions between genes and pathological images, we use an early fusion mechanism, Genomic-Guided Co-Attention (GCA) [8], to discover the genotype-phenotype interactions from the tumor microenvironment. Inspired by Transformer attention [22], GCA directly model the pairwise relationship by learning a co-attention matrix $A_{coa}$ between patch embeddings in $H_{bag} \in \mathbb{R}^{M \times d_k}$ and gene embeddings $G_{bag} \in \mathbb{R}^{N \times d_k}$. Then $A_{coa}$ is used to map the $H_{bag}$ to a set of gene-guided visual concept $\hat{H}_{bag}$.

The mapping can be expressed as

$$CoA(G, H) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)$$

$$= \text{softmax}\left(\frac{W_gGH^TW_k^T}{\sqrt{d_k}}\right)W_cH$$

$$\rightarrow A_{coa}W_cH \rightarrow \hat{H}$$

where weight matrices $W_g, W_k, W_c \in \mathbb{R}^{d_k \times d_k}$ are trainable parameters to map the query $G_{bag}$ and key-value pairs
(\(H_{\text{bag}}, \bar{H}_{\text{bag}}\)) to an output. In the experiment, bag size of \(Q\) is much smaller than that of \(K\) and \(V\). Consequently, GCA can largely reduce the complexity of WSI bags.

**C. MIL Transformers with Survival Prediction**

With image embeddings \(\bar{\mathcal{H}}_{\text{image}} \in \mathbb{R}^{N \times d}\) and genomic embeddings \(G_{\text{agg}} \in \mathbb{R}^{N \times d_{k}}\) as inputs, we use two set-based MIL Transformers \(T_{H}\) and \(T_{G}\) to aggregate image and genomic features, respectively [18, 21, 22, 31]. This step can be written as

\[
\mathcal{E}^{(l)}(H^{(l)}) = \zeta^{(l)}(\psi^{(l)}(\{\phi^{(l)}(x_{i}) : h_{i}^{(l)} \in H^{(l)}\}))
\]

\[
\mathcal{F}^{(l)}(H^{(l)}) = \zeta^{(l)}(\rho^{(l)}(\{\phi^{(l)}(x_{i}) : h_{i}^{(l)} \in H^{(l)}\}))
\]

\[
T(X) = \mathcal{F}^{(l)}(c^{(l-1)}(\mathcal{E}^{(1)}(\{x_{i} : x_{i} \in X\}))
\]

Among the above equations: \(h_{i}^{(l)}\) is an arbitrary instance in the set \(H^{(l)}\) at hidden layer \(l\). \(\phi : \mathbb{R}^{d_{in}} \rightarrow \mathbb{R}^{d_{out}}\) is an instance-level functions. \(\psi^{(l)}\) is the self-attention layer. \(\rho : \mathbb{R}^{m \times d_{out}} \rightarrow \mathbb{R}^{d_{out}}\) is a permutation-invariant function that aggregate instances to bag-level feature. \(\zeta : \mathbb{R}^{d_{out}} \rightarrow \mathbb{R}^{d_{f}}\) is a bag-level classifier that undertake target-specific task. In our work, \(\zeta\) is a position-wise FC layer and is used to estimate risk score for survival analysis. \(\mathcal{E}^{(l)}\) is an encoder block. \(\mathcal{F}^{(l)}\) is the MIL network that perform global pooling at the last layer \(L\). Precisely, \(\psi^{(l)}\) can be written as the set function which is permutation-equivariant:

\[
\psi^{(l)}(\{h_{i}^{(l)}\}_{i=1}^{M}) = \left\{ \frac{\exp(h_{i}^{(l)}(h_{j}^{(l)})^{T})}{\sum_{i=1}^{M} \exp(h_{i}^{(l)}(h_{j}^{(l)})^{T})} h_{i}^{(l)} \rightarrow h_{i}^{(l+1)} \right\}
\]

The expression indicates that Transformer is a generalization of shallow set-based data structure. \(\rho_{H}\) and \(\rho_{G}\) are implemented following [6]:

\[
\phi^{(l)}(h_{i}^{(l)}) = W_{\phi}h_{i}^{(l)}
\]

\[
\rho^{(l)}(\{h_{i}^{(l)}\}_{i=1}^{M}) = \sum_{i=1}^{M} a_{i}\phi^{(l)}(h_{i}^{(l)}) \rightarrow h^{(l)}\text{ where}
\]

\[
a_{i} = \frac{\exp(W_{\rho}(\text{tan}(h_{i}^{(l)})^{T}) \circ \text{sig}(U_{\rho}h_{i}^{(l)})^{T})}{\sum_{j=1}^{M} \exp(W_{\rho}(\text{tan}(h_{j}^{(l)})^{T}) \circ \text{sig}(U_{\rho}h_{j}^{(l)})^{T})}
\]

\[
\zeta^{(l)}(h^{(l)}) = W_{\zeta}h^{(l)}
\]

in which \(W_{\phi}, W_{\rho}, W_{\varphi}, U_{\rho}, W_{\zeta} \in \mathbb{R}^{d \times d_{f}}\) are trainable parameters, \(\phi^{(l)}\) is a FC layer processing instance-level feature. \(\rho^{(l)}\) is a bag-level attention pooling layer and \(a_{i}\) controls weight of embedding \(h_{i}^{(l)}\) contributing to bag-level \(h^{(l)}\).

Finally, HiMT integrates output of \(T_{H}\) and \(T_{G}\) to bag-level features by concatenating, denoted as \(\{\zeta^{(L)}(h^{(l)}), \zeta^{(L)}(g^{(l)})\}\). Several FC layers are added in the end to obtain the final risk score \(a_{\text{risk}}\).

**D. Loss Function**

For \(r\)-th patient, the output hazard risk is denoted as \(a_{\text{risk},i}\). Let continuous random variable \(T\) represent overall survival time. Following the discovery from chen et al. [8] that loss function is mini-batch dependent, we model the survival prediction problem using discrete time intervals. Given right-censored survival data, we partition the time scale into non-overlapping intervals: \([t_{0}, t_{1}), [t_{1}, t_{2}), [t_{2}, t_{3}), [t_{3}, t_{4})\] depending on the quantiles of survival time. For each patient, the discrete event time with the continuous event time \(T_{i,\text{cont}}\) can be defined as

\[
T_{i} = r \text{ if } T_{i,\text{cont}} \in [t_{r}, t_{r+1}) \text{ for } r \in \{0, 1, 2, 3\}
\]

while the survival function that estimate the probability of a patient live longer than time point \(R\) can then be defined as

\[
f_{\text{surv}}(r|a_{\text{risk},i}) = P(T_{i} > r|a_{\text{risk},i})
\]

When updating the parameters of discrete survival model, we use log likelihood [32] that consider the vital status of patients:

\[
L = \sum_{i} \log(f_{\text{surv}}(Y_{i}|a_{\text{risk},i})) - (1 - c_{i}) \log(f_{\text{surv}}(Y_{i} \rightarrow 1|a_{\text{risk},i}))
\]

\[
\text{Weighted sum is applied on } L \text{ and } L_{\text{uncensored}} \text{ that up-weight the contribution of uncensored patients.}
\]

\[
L_{\text{surv}} = (1 - \beta) \cdot L + \beta \cdot L_{\text{uncensored}}
\]

where the uncensored loss is computed as

\[
L_{\text{uncensored}} = -(1 - c_{i}) \cdot \log(f_{\text{surv}}(Y_{i} \rightarrow 1|a_{\text{risk},i}))
\]

**IV. Experiments**

**A. Dataset Description**

To show the performance of our architecture, we conduct experiments on five largest cancer datasets from The Cancer Genome Atlas (TCGA): Bladder Urothelial Carcinoma (BLCA), Breast Invasive Carcinoma (BRCA), Glioblastoma Multiforme (GBM) & Brain Lower Grade Glioma (LGG), Lung Adenocarcinoma (LUAD), Uterine Corpus Endometrial Carcinoma (UCEC). The numbers of WSIs and patients in each dataset are shown in Table I. For each WSI, 1000 patches are randomly sampled form each hierarchy layer. 5-fold cross-validation is performed on each dataset.
### TABLE I

| Dataset   | BLCA | BRCA | GBMLGG | LUAD | UCEC |
|-----------|------|------|--------|------|------|
| # patients| 373  | 957  | 569    | 453  | 480  |
| # WSIs    | 437  | 1022 | 1011   | 515  | 538  |

B. Implementation Details

HiMT is trained with one GeForce GTX 1080 Ti GPU. The functional signatures to category the gene embeddings are obtained from [29]. After collecting the six gene categories, several FC layers are applied to convert the gene categories into similar lengths, followed by one encoder layer. Patch features are extracted by ViT-Large model pre-trained on ImageNet-21k with 16 × 16 token embedding strategy [23], followed by a FC layer that obtains a feature vector of length 1024 for each patch. The third phase of HiMT uses two Vision Transformer from [23] with an attention pooling layer to deal with WSI and genomic features, respectively. The processed logits are then concatenated together and go through several FC layer with sigmoid function to obtain the final risk score $o_{\text{risk}}$. During training, we follow the experimental settings in [8] that use Adam optimizer [33] with a learning rate of $2 \times 10^{-4}$ and weight decay of $1 \times 10^{-5}$. Batch size is set to 1 due to the various bag size.

C. Evaluation metrics

Concordance index (C-index) is a popular metric in evaluating survival prediction models [3], [4], [7]. We also use it as an evaluation metric in our experiments. The C-index quantifies the correlation of risk score and survival time, calculated as follows:

$$c = \frac{1}{n} \sum_{i \in \{1 \ldots N\}} \sum_{s_i \neq s_i} I[X_i \hat{\beta} > X_j \hat{\beta}]$$

where $n$ is the number of comparable pairs, $I[.]$ is the indicator function and $s_i$ is the actual observation. The value of the C-index ranges from 0 to 1. The larger CI value means the better prediction performance of the model and vice versa.

D. Experimental Results

We compare our architecture with several state-of-the-art methods for survival prediction using the same 5-fold cross-validation splits, training hyper-parameters, and loss function.

- **DeepMISL** [6]: Deep multiple survival learning is a set-based network that first applies global attention into MIL algorithm.
- **DeepAttnMISL** [7]: DeepAttnMISL first applies K-Mean clustering to group instant-level feature into phenotypes. Then an attention-based global pooling is used to aggregate the risk score of each patient.
- **MCAT** [8]: A state-of-the-art multimodal survival architecture that incorporate self-attention mechanism to learn an interpretable mapping between imaging and genomics in early fusion manner.

E. Ablation Studies

To evaluate the impact of hierarchical architecture in solving MIL tasks, we conduct an ablation study to evaluate patches sampled on fixed magnification with pretrained ViT for feature extraction. Table III and Table IV shows the C-index and AUC results, respectively, for HiMT models using: 1) patches sampled from single magnification, 2) patches sampled from multi-scale WSIs. The results illustrate that both feature extraction using pre-trained ViT model and hierarchical architecture contribute to the overall C-index.

Specifically, from Table III and Table IV, the models use patches from all three resolutions have the best overall performance, with an average C-index of 0.673 and average
TABLE II

| Methods                        | BLCA          | BRCA          | GBMLGG        | LUAD          | UCEC          | Overall |
|-------------------------------|---------------|---------------|---------------|---------------|---------------|---------|
| DeepMISL (WSI Only) [6]       | 0.656±0.038   | 0.605±0.050   | 0.787±0.028   | 0.559±0.060   | 0.626±0.057   | 0.614   |
| DeepMISL (Concat)             | 0.656±0.045   | 0.551±0.077   | 0.816±0.011   | 0.563±0.050   | 0.614±0.052   | 0.630   |
| DeepMISL (Bilinear Pooling)   | 0.567±0.034   | 0.536±0.074   | 0.812±0.005   | 0.578±0.036   | 0.562±0.058   | 0.611   |
| DeepAttnMISL (WSI Only) [7]   | 0.504±0.042   | 0.524±0.043   | 0.734±0.029   | 0.548±0.050   | 0.597±0.059   | 0.581   |
| DeepAttnMISL (Concat)         | 0.611±0.049   | 0.545±0.071   | 0.805±0.014   | 0.595±0.061   | 0.615±0.020   | 0.634   |
| DeepAttnMISL (Bilinear Pooling)| 0.575±0.032   | 0.577±0.063   | 0.813±0.022   | 0.551±0.038   | 0.586±0.036   | 0.621   |
| MCAT [6]                      | 0.624±0.034   | 0.580±0.069   | 0.817±0.021   | 0.620±0.032   | 0.622±0.019   | 0.653   |
| **Ours**                      | **0.660±0.021**| **0.606±0.028**| **0.823±0.019**| **0.616±0.016**| **0.658±0.047**| **0.673**|

TABLE III

| Methods                        | BLCA          | BRCA          | GBMLGG        | LUAD          | UCEC          | Overall (C-index) |
|-------------------------------|---------------|---------------|---------------|---------------|---------------|------------------|
| Patches at 5×                 | 0.636±0.022   | 0.612±0.050   | 0.806±0.006   | 0.593±0.061   | 0.556±0.045   | 0.641             |
| Patches at 10×                | 0.634±0.010   | 0.586±0.047   | 0.804±0.009   | 0.598±0.045   | 0.635±0.071   | 0.651             |
| Patches at 20×                 | 0.638±0.028   | 0.609±0.046   | 0.821±0.027   | 0.609±0.030   | 0.638±0.031   | 0.663             |
| Patches at 20× and 10×        | 0.626±0.018   | 0.592±0.029   | 0.805±0.008   | 0.617±0.048   | 0.645±0.078   | 0.657             |
| Patches at 20×, 10× and 5×    | 0.660±0.021   | 0.606±0.028   | 0.823±0.019   | 0.616±0.016   | 0.658±0.047   | **0.673**         |

TABLE IV

| Methods                        | BLCA          | BRCA          | GBMLGG        | LUAD          | UCEC          | Overall (AUC)    |
|-------------------------------|---------------|---------------|---------------|---------------|---------------|-----------------|
| Patches at 5×                 | 0.664±0.051   | 0.648±0.055   | 0.843±0.016   | 0.612±0.073   | 0.583±0.047   | 0.670            |
| Patches at 10×                | 0.659±0.031   | 0.611±0.045   | 0.844±0.016   | 0.616±0.050   | 0.651±0.082   | 0.676            |
| Patches at 20×                 | 0.654±0.048   | 0.615±0.009   | 0.841±0.007   | 0.633±0.067   | 0.662±0.075   | 0.681            |
| Patches at 20×, 10× and 5×    | 0.697±0.040   | 0.632±0.035   | 0.856±0.037   | 0.631±0.022   | **0.678±0.067**| 0.699            |

AUC of 0.699. In terms of each cancer dataset, although it beat almost all the benchmark methods, the performance of LUAD and BRCA do not show significant improvement with different experimental settings. LUAD stands for lung cancer, which is well-known for the hybrid entities, high genetic instability, high malignancy, and mortality [34]. Even in the clinic, the diversity causes problems for experts to diagnose. Surprisingly, both the mean C-index and mean AUC of BRCA dataset with 5× magnification achieve the highest score among multi-scale settings. BRCA is a heterogeneous complex of diseases with many subtypes that has distinct biological features [35]. The result might suggest that tissue-level information is more important to HiMT on survival prediction.

Noticeably, in the third row of Table [III] and [IV] where the model only takes 1000 256 × 256 patches sampled from each 20× WSI as input, HiMT outperforms the MCAT [8], which uses over 15,000 patches per WSI with a similar patch size for feature representation. The result further suggests that pre-trained ViT has out-of-distribution generalization ability and could be used for image feature extraction in a wide variety of research.

V. CONCLUSION

This paper presents a Transformer-based hierarchical architecture for weakly supervised survival prediction on multi-modality data. Compared with the state-of-the-art methods, our work requires remarkably less computational resources by reducing the number of patches from WSIs without losing performance. Obtaining features from different magnification capture representative information from the microenvironment. Our results have quantitatively shown significant improvement over the state-of-the-art methods on survival prediction.

**Future work.** The relative position of different types of cells is vital to identifying the cancer stage, which is a critical measurement during diagnosis. Future research could include integrating spatial relations to capture relative position between different cell types, potentially improving further. Besides, the ViT models used for feature extraction are pre-trained on ImageNet-1k, while the pathology image is distinct from the nature image. A ViT model pretrained on an ensemble of cancers might be able to extract more representative patch features.
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