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Abstract—We consider the design of polyphase waveforms for ground moving target detection with airborne multiple-input-multiple-output (MIMO) radar. Due to the constant-modulus and finite-alphabet constraint on the waveforms, the associated design problem is non-convex and in general NP-hard. To tackle this problem, we develop an efficient algorithm based on relaxation and cyclic optimization. Moreover, we exploit a reparameterization trick to avoid the significant computational burden and memory requirement brought about by relaxation. We prove that the objective values during the iterations are guaranteed to converge. Finally, we provide an effective randomization approach to obtain polyphase waveforms from the relaxed solution at convergence. Numerical examples show the effectiveness of the proposed algorithm for designing polyphase waveforms.

Index Terms—Multiple-input-multiple-output (MIMO) radar, space time adaptive processing (STAP), signal-to-interference-plus-noise-ratio (SINR), waveform design, polyphase waveforms.

I. INTRODUCTION

Multiple-input-multiple-output (MIMO) radar refers to a system with multiple transmitters and multiple receivers. Compared with the traditional phased-array radar, MIMO radar can transmit multiple independent probing waveforms simultaneously, enabling an increased waveform diversity. According to the array configurations, MIMO radar can be classified into two types: statistical MIMO radar [1], [2] and coherent MIMO radar [1], [3]. Statistical MIMO radar, which is also called distributed MIMO radar, refers to a system with widely separated transmit/receive antennas. The spatial diversity provided by statistical MIMO radar can be used to overcome the target amplitude fluctuation [2], [4] and attain a higher localization accuracy [2], [5]. Different from statistical MIMO radar, the antennas of coherent MIMO radar are colocated. Thus, coherent MIMO radar is also known as colocated MIMO radar. Compared with a phased array radar, coherent MIMO radar can achieve a larger number of degrees of freedom (DOF) [6] and improved parameter identifiability [2].

Owing to its superior target detection and parameter estimation performance, MIMO radar has found many recent applications including autonomous driving [8], remote sensing [9], landmine detection [10], and disaster management [11], just to name a few. In this paper, we focus on the use of an airborne colocated MIMO radar for ground moving target detection. In this down-looking scenario, the strong ground clutter can obscure the weak target returns. In addition, the radar platform motion makes the clutter widely spread not only in range and azimuth, but also in Doppler, resulting in the difficulty of detecting slowly moving targets (i.e., the target Doppler frequencies are close to that of clutter). To improve the target detection performance of an airborne radar in the presence of clutter, space time adaptive processing (STAP) with a single-input-multiple-output (SIMO) array (i.e., phased array) has been proposed [12]–[14]. The key of STAP is to use an adaptive multi-dimensional filter to form a deep notch on the clutter ridge and thus suppress the clutter effectively. In recent years, STAP has been extended to MIMO radar systems [15]–[18]. Compared with conventional SIMO STAP, MIMO STAP can attain a better minimum-detectable-velocity (MDV) performance; that is, such a radar system is more able to detect slowly moving targets in the presence of clutter.

In this paper, we consider STAP for airborne MIMO radar and, in particular, designing probing waveforms for the MIMO radar. We assume that we have a priori knowledge about the interference. This assumption is justified for adaptive radar systems, which can get such prior knowledge from other sensors or databases (e.g., synthetic aperture radar (SAR), land cover land use (LCLU) data, digital terrain elevation data (DTED), etc.), or by revisiting the adaptive estimation results of previous scans. We use the signal-to-interference-plus-noise-ratio (SINR) as the design metric. Note that a related waveform design problem based on SINR maximization for MIMO radar in the presence of clutter has been discussed in [19]–[25] (see also [26]–[30] and the references therein for similar waveform design problems for single-input-single-output (SISO) radar). In the cited references, algorithms have been developed for designing waveforms under certain practical constraints, including energy constraint, constant-modulus constraint, and a similarity constraint. However, the phases of the MIMO radar waveforms provided by these algorithms are continuous (over $[0, 2\pi]$ or a smaller interval), which makes them more difficult to implement in real radar systems. Indeed, the design of polyphase waveforms, whose phases belong to a finite-alphabet set, is highly desirable in practical radar systems.

To tackle the polyphase waveform design problem for MIMO STAP, we develop an efficient algorithm based on relaxation and cyclic optimization. Through the use of a proper reparameterization idea, the proposed algorithm avoids the significant computational burden and memory requirement of semidefinite programming (SDP). In addition, by using
Dinkelbach’s transform and the minorization-maximization (MM) technique, the problems that need to be solved admit a closed-form solution at each iteration. Moreover, we propose an improved randomization approach to design high-quality polyphase waveforms from the relaxed solution provided by the proposed algorithm.

The rest of this paper is organized as follows. Section II establishes the signal model and formulates the waveform design problem. Section III develops an algorithm for designing polyphase waveforms for airborne MIMO radar in the presence of clutter. Section IV analyzes the convergence and computational complexity of the proposed algorithm. Section V provides numerical examples to demonstrate the performance of the proposed algorithm. Finally, we conclude the paper in Section VI.

Notation: Throughout this paper, matrices are denoted by bold uppercase letters and vectors are denoted by bold lowercase letters. $\mathbb{C}^{m \times n}$ and $\mathbb{C}^k$ are the sets of $m \times n$ matrices and $k \times 1$ vectors with complex-valued entries, respectively. $\mathbf{I}_M$ denotes the $M \times M$ identity matrix. $\mathbf{1}_{M \times N}$ and $\mathbf{0}_{M \times N}$ denote the $M \times N$ matrices of ones and zeros, respectively. Superscripts $(\cdot)^T$ and $(\cdot)^H$ denote transpose and conjugate transpose, respectively. $\text{tr}(\cdot)$ denotes the trace of a matrix. $\otimes$ represents the Kronecker product. $|x|_2$ denotes the Euclidian norm of the vector $x$. $\text{vec}(\mathbf{X})$ indicates the vector obtained by column-wise stacking of the entries of $\mathbf{X}$. $\text{diag}(\mathbf{X})$ denotes the vector formed by the diagonal elements of $\mathbf{X}$. $\text{Re}(\mathbf{X})$ denotes the real part of the matrix $\mathbf{X}$ (element-wise). $\text{arg}(x)$ represents the argument of $x$. $\text{BlkDiag}([\mathbf{A}; \mathbf{B}])$ denotes the block-diagonal matrix formed by the matrices $\mathbf{A}$ and $\mathbf{B}$. The notation $\mathbf{A} \succeq \mathbf{B}$ ($\mathbf{A} \succ \mathbf{B}$) means that $\mathbf{A} - \mathbf{B}$ is positive definite (semi-definite). $x \sim \mathcal{CN}(\mathbf{m}, \mathbf{R})$ means that $x$ obeys a circularly symmetric complex Gaussian distribution with mean $\mathbf{m}$ and covariance matrix $\mathbf{R}$. $\mathbb{E}(x)$ denotes the expectation of the random variable $x$. Finally, $\lfloor x \rceil$ and $\lceil x \rceil$ return the nearest integer to $x$ and the nearest integer less than or equal to $x$, respectively.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Consider an airborne colocated MIMO radar system with $N_T$ transmit antennas and $N_R$ receive antennas. Let $\mathbf{s}_n \in \mathbb{C}^L$ denote the (discrete-time) waveform of the $n$th transmitter and let $\mathbf{S} = [\mathbf{s}_1, \mathbf{s}_2, \ldots, \mathbf{s}_{N_t}]^T \in \mathbb{C}^{N_t \times L}$ denote the transmit waveform matrix, where $L$ is the code length. Assume that the radar system transmits a burst of $M$ pulses in a coherent processing interval (CPI) with a pulse repetition frequency (PRF) denoted by $f_r$. In addition, the transmitted waveforms are repeated from pulse to pulse. For a down-looking airborne radar, the received signal consists of a possible target return, clutter (due to reflections from ground or sea), and possible jamming signals. Before formulating the waveform design problem, we establish the signal model similarly to what has been done in [23].

A. Target

Assume that the transmit waveforms are narrowband. Under the far-field assumption, the target return at the receive array from the $m$th pulse $(m = 1, \ldots, M)$ can be written as

$$\mathbf{Y}_{t,m} = \alpha_t e^{j(m-1)\omega_t} \mathbf{a}_r(\theta_t) \mathbf{a}_T^T(\theta_t) \mathbf{S},$$

where $\alpha_t$ is the target amplitude, $\omega_t = 2\pi f_t$, $f_t$ is the normalized target Doppler frequency, $\theta_t$ is the target direction of arrival (DOA), $\mathbf{a}_r(\theta_t) \in \mathbb{C}^{N_t}$ and $\mathbf{a}_T(\theta_t) \in \mathbb{C}^{N_R}$ are the transmit array steering vector and the receive array steering vector at $\theta_t$, respectively. (For a detailed derivation of (1), we refer to [23].)

If the transmit and receive arrays are both uniform linear arrays (ULA), $\mathbf{a}_r(\theta_t)$ and $\mathbf{a}_T(\theta_t)$ can be written as

$$\mathbf{a}_r(\theta_t) = [1, \ldots, e^{j2\pi(N_t-1)\delta_t \sin(\theta_t)/\lambda}]^T,$$

$$\mathbf{a}_T(\theta_t) = [1, \ldots, e^{j2\pi(N_t-1)\delta_t \sin(\theta_t)/\lambda}]^T,$$

where $\delta_t$ and $\delta_r$ are the inter-element spacing of the transmitters and the receivers, respectively, and $\lambda$ is the wavelength.

Let $\mathbf{y}_{t,m} = \text{vec}(\mathbf{Y}_{t,m})$. Then

$$\mathbf{y}_{t,m} = \alpha_t e^{j(m-1)\omega_t} (\mathbf{I}_L \otimes \mathbf{A}(\theta_t)) \mathbf{s},$$

where $\mathbf{A}(\theta_t) = \mathbf{a}_r(\theta_t) \mathbf{a}_T^T(\theta_t)$, and $\mathbf{s} = \text{vec}(\mathbf{S})$. Define $\mathbf{y}_t = [\mathbf{y}_{t,1}^T, \ldots, \mathbf{y}_{t,M}^T] \in \mathbb{C}^{LM \times N_t}$, which denotes the target return associated with the $M$ pulses in a CPI. Then $\mathbf{y}_t$ can be written as

$$\mathbf{y}_t = \alpha_t (\mathbf{d}(\omega_t) \otimes \mathbf{I}_L \otimes \mathbf{A}(\theta_t)) \mathbf{s},$$

where $\mathbf{d}(\omega_t) = [1, \ldots, e^{j(M-1)\omega_t}]^T$, which is the temporal steering vector at the Doppler frequency $f_t$.

B. Clutter

In general, clutter refers to unwanted reflections (i.e., an interference that is dependent on the transmit waveforms), which can be much stronger than the target return and thus harmful to target detection. To facilitate the waveform design, we consider the $2P + 1$ clutter rings in the vicinity of the cell under test with each ring being at the same range to radar. For each clutter ring, we approximate the clutter by a superposition of $N_c$ clutter patches, which are evenly distributed in azimuth (note that such an approximation is widely used in STAP, see, e.g., [13], [14]):

$$\mathbf{y}_c = \sum_{p=-P}^{P} \sum_{k=1}^{N_c} \alpha_{c,p,k} (\mathbf{d}(\omega_{c,p,k}) \otimes \mathbf{J}_p^T \otimes \mathbf{A}(\theta_{c,p,k})) \mathbf{s},$$

where $\alpha_{c,p,k}$, $\omega_{c,p,k}$, and $\theta_{c,p,k}$ are the amplitude, the Doppler frequency (in radians), the DOA of the $k$th clutter patch in the $p$th clutter ring, respectively (for $p = 0$, the clutter has the same range as the target), and $\mathbf{J}_p = \mathbf{J}_p^T \in \mathbb{C}^{L \times L}$ is the shift matrix defined by

$$\mathbf{J}_p(i,j) = \begin{cases} 1, & \text{if } i - j + p = 0 \\ 0, & \text{if } i - j + p \neq 0 \end{cases}.$$  

Note that the Doppler frequencies of the clutter patches are coupled with their DOAs, e.g., for an airborne radar with the platform velocity vector perfectly aligned with the antenna array axis,

$$\omega_{c,p,k} = \frac{4\pi v_a}{f_r \lambda} \sin(\theta_{c,p,k}),$$

where $v_a$ denotes the platform velocity.
C. Jamming

Jamming refers to a signal-independent interference caused by hostile electronic countermeasures. The jamming signal can be modeled as

$$ y_j = [y_{1,j}^T, \ldots, y_{L,j}^T]^T, $$

(5)

where $y_{1,m}$ denotes the received jamming signal for the $m$th pulse, which can be written as

$$ y_{1,m} = \sum_{j=1}^{N_j} a_R(\theta_{1,j}) \odot \epsilon_{j,m}, $$

(6)

with $N_j$ denoting the number of present jammers, $\theta_{1,j}$ and $\epsilon_{j,m} \in \mathbb{C}$ representing the DOA and the jamming waveform of the $j$th jammer, respectively.

D. Problem Formulation

Detecting the target is tantamount to the following hypothesis testing problem:

$$ \begin{cases} H_0: & y = y_u \\ H_1: & y = y_t + y_u \end{cases}, $$

(7)

where $y_u = y_c + y_j + y_n$ denotes the undesired components, and $y_n$ denotes the noise in the receiver. It is a well-established fact in STAP that to enhance the target detection performance, we can design a multi-dimensional filter, denoted by $w \in \mathbb{C}^{LMN_\ell}$, to maximize the SINR. Using such a multi-dimensional filter leads to the following expression for the SINR

$$ \text{SINR} = \frac{|w^H y_j|^2}{w^H \mathbb{E}(y_u y_u^H) w} = \frac{\alpha_l |v_l|^2 |w^H v_l(s)|^2}{w^H R_u(s) w}, $$

(8)

where $v_l(s) = (d(\omega_l) \otimes I_L \otimes A(\theta_l)) s$, and $R_u(s) = \mathbb{E}(y_u y_u^H)$ denotes the interference-plus-noise covariance matrix. Assume that the clutter, the jamming signal, and the receiver noise are uncorrelated with each other. Then $R_u$ can be written as

$$ R_u(s) = R_c(s) + R_j + R_n, $$

(9)

where

- $R_c(s) = \mathbb{E}(y_c y_c^H)$ denotes the clutter covariance matrix.
- In this paper, we assume that the reflection from different clutter patches are uncorrelated. Under this assumption, the clutter covariance matrix is given by

$$ R_c(s) = \sum_{p=-P}^{P} \sum_{k=1}^{L} \sigma^2_{c,p,k} v_{c,p,k}(s) v_{c,p,k}^H(s), $$

(10)

where $\sigma^2_{c,p,k} = \mathbb{E}(|\alpha_{c,p,k}|^2)$ denotes the average power of the $k$th clutter patch in the $p$th range ring, and $v_{c,p,k}(s) = (d(\omega_{c,p,k}) \otimes J_p^T \otimes A(\theta_{c,p,k})) s$.
- $R_j = \mathbb{E}(y_j y_j^H)$ denotes the jammer covariance matrix. If we assume barrage noise jamming, and that the received jamming samples are uncorrelated in both fast time and slow time, $R_j$ can be written as

$$ R_j = \left( \sum_{j=1}^{N_j} \sigma^2_{j,p,k} a_R(\theta_{j,p,k}) a_R^H(\theta_{j,p,k}) \right) \otimes I_{LM}, $$

(11)

where $\sigma^2_{j,p,k}$ denotes the average power of the $j$th jammer.
- $R_n = \mathbb{E}(y_n y_n^H)$ denotes the noise covariance matrix. For white noise with power level $\sigma^2$, $R_u = \sigma^2 I_{LMN_\ell}$.

It can be verified that the optimal filter maximizing the SINR is given by

$$ w_{\text{opt}} = \gamma R_u^{-1}(s) v_l(s), $$

(12)

where $\gamma$ is an arbitrary nonzero constant (e.g., if we require that $w^H v_l = 1$, then $\gamma = (v_l^H R_u^{-1} v_l)^{-1}$ and the filter in (12) is the so-called minimum variance distortionless response (MVDR) beamformer). Using (12), the SINR in (8) becomes

$$ \text{SINR} = |\alpha_l|^2 (v_l(s))^H R_u^{-1}(s) v_l(s). $$

(13)

Note the dependency of the SINR on the transmit waveforms $s$ (through both $v_l$ and $R_u$). We aim to design $s$ to maximize the SINR and improve the detection performance of MIMO radar, especially for the slowly moving targets.

In practical radar systems, the available transmit energy is limited. Thus we impose the constraint $s^H s = e_t$. In addition, to allow the radio frequency amplifier to operate at maximum efficiency and avoid unnecessary nonlinear effects in transmitters, constant-modulus waveforms are of great interest in practice. Under the constant-modulus constraint, we have $|s_n(l)| = \sqrt{p_s}, n = 1, \ldots, N_T, l = 1, \ldots, L$, where $p_s = e_t/(L N_T)$. Since such waveforms are determined by their phases, we also call them phase-coded waveforms. Moreover, the phases of radar waveforms are usually restricted to lie in a finite-alphabet set, in which case they are called polyphase waveforms. For polyphase waveforms, their phases, denoted by $\{\phi_n(l)\}_{n=1}^{N_T} \subseteq \{1, \ldots, N\}$, belong to the set $S = \{0, \Delta \phi, \ldots, (D - 1) \Delta \phi\}$, where $D \geq 2$ is the number of phases in the set, and $\Delta \phi = 2\pi/D$. If $D = 2$, $S = \{0, \pi\}$, and the transmit waveforms $(s_1, s_2, \ldots, s_{N_T})$ are called binary or 1-bit waveforms, among which the Barker code [31] is one of the most well-known.

Thus, to design polyphase waveforms that maximize the SINR, we formulate the following optimization problem:

$$ \max_s (v_l(s))^H R_u^{-1}(s) v_l(s) $$

s.t. $|s_n(l)| = \sqrt{p_s}, \phi_n(l) = \arg(s_n(l)) \in S$, $n = 1, \ldots, N_T, l = 1, \ldots, L$.  

(14)

Note that we have assumed that prior knowledge on the interference is available in (14). This is justified in adaptive radar systems. In such systems, we can estimate $R_u$ by operating the radar system in a passive mode. Regarding the clutter, prior knowledge about it can be provided by the platform motion and the array geometry, or by the estimation results from previous scans (e.g., the clutter profile can be accurately estimated by the iterative adaptive approach proposed in [32]).
It is apparent that the optimization problem in (14) is non-
convex, due to the constraints on the waveforms. To proceed,
we return to (8) and formulate the optimization problem in
(14) as a joint design problem of the transmit waveform \( s \) and
the receive filter \( w \):

\[
\max_{w,s} \frac{|w^H v(t)|^2}{w^H R_u(s) w} \quad \text{s.t.} \quad |s_n(l)| = \sqrt{P_n}, \phi_n(l) \in S, \\
n = 1, \ldots, N_T, l = 1, \ldots, L. \tag{15}
\]

The optimal \( w \) of course is given by (12), and if we substitute
it into (15), the optimization problem (15) reduces to (14).
However, as we will show later on, the formulation in (15)
is more suitable for developing an efficient algorithm.

Let \( v_t = d(\omega_t) \otimes I_L \otimes A(\theta_t) \) and \( v_{c,k,p} = d(\omega_{c,k,p}) \otimes J_p \otimes A(\theta_{c,k,p}). \) Then

\[
|w^H v_{c,k,p}|^2 = w^H v_{c,k,p} v_{c,k,p}^H w \tag{16}
\]

and

\[
R_u(s) = \sum_{p=-P}^{P} \sum_{k=1}^{N_c} \sigma_{c,k,p}^2 v_{c,k,p} v_{c,k,p}^H. \tag{17}
\]

Define \( R_s = s s^H \). It is easy to check that \( R_s \geq 0 \) and
\( \text{diag}(R_s) = p_s \cdot 1_{L_N T \times 1} \). In addition, rank\( (R_s) = 1 \) and under
the finite-alphabet constraint, the phases of the elements of \( R_s \)
belong to \( \{-(D - 1)\Delta \phi, \ldots, -(D - 1)\Delta \phi\} \). Moreover, using
(16) and (17), the objective function in (15) can be written as

\[
\frac{w^H V R_u v_t w}{w^H R_u w}. \tag{18}
\]

where \( R_u(R_s) = R_u(R_s) + R_{nl}, \) \( R_u(R_s) = \sum_{p=-P}^{P} \sum_{k=1}^{N_c} \sigma_{c,k,p}^2 v_{c,k,p} R_s v_{c,k,p}^H, \) and \( R_{nl} = R_0 + R_{nl} \) is
the jammer-plus-noise covariance matrix. Dropping the rank
and the element constraints on \( R_s \), we obtain the following
relaxation of the problem (15):

\[
\max_{w,R_s} \frac{w^H V R_u v_t w}{w^H R_u w} \quad \text{s.t.} \quad \text{diag}(R_s) = p_s \cdot 1_{L_N T \times 1}, \ R_s \geq 0. \tag{19}
\]

Note that the relaxation (19) is a joint optimization problem of
\( w \) and \( R_s \) that is closed form for a fixed \( R_s \), and vice-versa; the globally optimal \( R_s \) given \( w \) can be obtained by solving an equivalent
SDP (which can be obtained via Charnes-Cooper transform [33], see [23]
and [50] for the details). Using a relaxed solution provided by this algorithm, we can obtain polyphase waveforms after proper randomization. Since the algorithm involves cyclic optimization and semidefinite relaxation (SDR),
we refer it as “CycSDR” in the sequel. However, due to the high
computational complexity and the significant memory requirement of solvers for the SDP, CycSDR algorithm is time-consuming and becomes prohibitive for designing long
waveforms (e.g., \( L_N T > 500 \)). Thus, in this paper we derive
an efficient algorithm for (19). To this end, we introduce
\( U_s \in \mathbb{C}^{r \times L_N T} \), and we assume that \( U_s \) satisfies

\[
U_s^H U_s \approx R_s, \tag{20}
\]

where \( r \leq L_N T \) is the largest possible rank of \( U_s \). (See Subsection [V-D] for a discussion on \( r \).) Using this reparameterization, we can eliminate the positive semidefinite constraint and the first constraint becomes

\[
||u_l||_2 = p_s, \quad l = 1, \ldots, L_N T, \tag{21}
\]

where \( u_l \in \mathbb{C}^r \) is the \( l \)-th column of \( U_s \).

Therefore, we reformulate the optimization problem in (19)
as follows:

\[
\max_{w,U_s} \frac{w^H V_l U_s^H U_s V_l^H w}{w^H R_u(U_s) w} \quad \text{s.t.} \quad ||u_l||_2 = p_s, \quad l = 1, \ldots, L_N T, \tag{22}
\]

where

\[
R_u(U_s) = \sum_{p=-P}^{P} \sum_{k=1}^{N_c} \sigma_{c,p,k}^2 V_{c,p,k} U_s V_{c,p,k}^H + R_{nl}. \tag{23}
\]

In what follows, we propose a cyclic optimization method to tackle the optimization problem (22). Different from the algorithms in (23), the proposed algorithm cyclically optimizes
\( w \) and \( U_s \). Next we provide solutions for each step of
the cyclic algorithm. For notational simplicity, we omit the
superscripts in the iterations if doing so does not cause any
confusion.

A. Optimization of \( w \) for Fixed \( U_s \)

Assume \( U_s \) is fixed. Define \( Q_l(U_s) = V_l U_s^H U_s V_l^H \). Then the optimization problem (22) is equivalent to

\[
\max_{w} \frac{w^H Q_l(U_s) w}{w^H R_u(U_s) w}. \tag{24}
\]

The objective function is a generalized Rayleigh quotient [34],
and it is well known that the maximum is attained at

\[
w = P(Q_l(U_s), R_u(U_s)), \tag{25}
\]

where \( P(A, B) \) denotes the eigenvector associated with the
largest generalized eigenvalue of the matrix pair \( (A, B) \).

B. Optimization of \( U_s \) for Fixed \( w \)

Assume \( w \) is fixed. Define \( Q_l(w) = V_l w w^H V_l \) and

\[
R_u(w) = \sum_{p=-P}^{P} \sum_{k=1}^{N_c} \sigma_{c,p,k}^2 V_{c,p,k} w w^H V_{c,p,k} + \beta(w) I_{L_N T}, \tag{26}
\]

where \( \beta(w) = w^H R_{nl} w / \epsilon_s \). Then, as shown in Appendix A the optimization problem (22) is equivalent to

\[
\max_{U_s} \frac{\text{tr}(U_s Q_l(w) U_s^H)}{\text{tr}(U_s R_u(w) U_s^H)} \quad \text{s.t.} \quad ||u_l||_2 = p_s, \quad l = 1, \ldots, L_N T. \tag{27}
\]

The optimization problem in (27) belongs to the class of fractional programming problems. We propose an algorithm to
tackle the problem in (27). The proposed algorithm is based on Dinkelbach’s transform [33] and uses MM to deal with the
quadratic programming problem after the transform (we refer to [36] for a tutorial introduction to MM). As shown below,
we can obtain a closed-form solution at every iteration of the algorithm.

Let $U_s^{(n,k)}$ denote the value of $U_s$ at the $(n,k)$th iteration and $x^{(n,k)}$ denote the associated SINR, where we use $n$ to denote the outer loop for cyclic optimization and $k$ to denote the inner loop for tackling the fractional programming problem with Dinkelbach’s transform. Using Dinkelbach’s transform, we consider the following optimization problem at the $(n,k+1)$th iteration:

$$
\max_{U_s} \text{tr}(U_s^H K(n,k) U_s^H) \\
\text{s.t. } ||u||_2^2 = p_s, \quad l = 1, \ldots, LN_T,
$$

(28)

where $K(n,k) = Q_l(w(n+1)) - x^{(n,k)} R_n(w(n+1))$. This optimization problem is still non-convex due to the norm constraints on the columns of $U_s$, and because $K(n,k)$ is not necessarily positive semidefinite. In the following, we use MM to tackle this problem. To this end, we note that

$$
\text{tr}((U_s - U_s^{(j)}) K_{pos}(U_s - U_s^{(j)})^H) \geq 0,
$$

(29)

where $K_{pos} = K - k_{min} I_{LN_T}$, $k_{min}$ is the smallest eigenvalue of $K$, $U_s^{(j)}$ satisfies the constraint in (28), and we drop the superscript $(n,k)$ for notational simplicity. Using (29), we obtain

$$
\text{tr}(U_s^H K U_s^H) \geq 2 \text{Re} \left( \text{tr}(U_s^H K_{pos}(U_s^H)^H) \right) + c_0,
$$

(30)

where $c_0 = 2k_{min}e_2 - \text{tr}(U_s^{(j)} K U_s^{(j)})$, and we have used the fact that $\text{tr}(U_s^H U_s^H) = e_2$. The right-hand side of the inequality is a minorizer of $\text{tr}(U_s^H K U_s^H)$. Therefore, ignoring the irrelevant constant, the maximization problem of an MM algorithm based on (30) is:

$$
\max_{U_s} \text{Re} \left( \text{tr}(B^{(j)} U_s^H) \right) \\
\text{s.t. } ||u||_2^2 = p_s, \quad l = 1, \ldots, LN_T,
$$

(31)

where $B^{(j)} = U_s^{(j)} K_{pos}$. Note that

$$
\text{tr}(B^{(j)} U_s^H) = \sum_{l=1}^{LN_T} u_l^H b_l^{(j)},
$$

(32)

where $b_l^{(j)}$ is the $l$th column of $B^{(j)}$.

Hence, the problem in (31) can be split into $LN_T$ independent problems, the $l$th of which is given by

$$
\max_{u_l} \text{Re} \left( u_l^H b_l^{(j)} \right) \\
\text{s.t. } ||u_l||_2^2 = p_s.
$$

(33)

We can immediately obtain the optimal solution to (33), which is given by

$$
u_l = \sqrt{p_s} \frac{b_l^{(j)}}{||b_l^{(j)}||}.
$$

(34)

Algorithm 1 summarizes the proposed MM algorithm for solving (28). We can use the accelerating scheme in [23] to speed up the convergence of Algorithm 1.

### Algorithm 1: Optimization algorithm for (28)

**Input:** $K$.

**Output:** $U_s$.

1. **Initialize:** $j = 0$, $U_s^{(0)}$, $K_{pos} = K - k_{min} I_{LN_T}$.
2. **repeat**
   3. $B^{(j)} = U_s^{(j)} K_{pos}$
   4. **for** $l = 1$ to $LN_T$ **do**
      5. $u_l = \sqrt{p_s} \frac{b_l^{(j)}}{||b_l^{(j)}||}$
   **end**
   7. $j = j + 1$
3. **until** convergence;

### C. Randomization Approach

Once we obtain $U_s$ and $w$ at the convergence of the proposed algorithm, we can synthesize polyphase waveforms from $U_s$ and $w$ using a randomization approach. Specifically, let $U_s$ and $w^*$ denote the obtained solution by the proposed algorithm. In addition, denote the number of independent randomizations by $N_r$. Then, at the $n$th randomization, we generate a random vector $\chi_n \sim \mathcal{CN}(0, I_{n})$. Let $\tilde{\chi}_n = (U_s^*)^H \chi_n$. Clearly, $\tilde{\chi}_n \sim \mathcal{CN}(0, (U_s^*)^H U_s^*)$. Next we construct a feasible point, denoted by $\hat{s}_n$, from $\tilde{\chi}_n$:

$$
\hat{s}_n(i) = \sqrt{p_s} \exp(j \Delta \phi \arg(\tilde{\chi}_n(i))/\Delta \phi)),
$$

(35)

where $\hat{s}_n(i)$ and $\tilde{\chi}_n(i)$ represent the $i$th element of $\hat{s}_n$ and $\tilde{\chi}_n$, respectively, $i = 1, \ldots, LN_T$.

Next we choose the best polyphase waveform after randomization. One can use a selection method similar to that in [23], i.e.,

$$
s^* = \arg \max_{s_n} \hat{s}_n^H Q_l(w^*) \hat{s}_n.
$$

(36)

However, note that $w^*$ is a filter that corresponds to $U_s^*$. Thus, in general it is not optimal for $s_n$. An alternative way to select the polyphase waveforms is based on the cost function of the optimization problem in (14):

$$
s^* = \arg \max_{s_n} \hat{s}_n^H R_n^{-1}(\tilde{\chi}_n) \hat{s}_n.
$$

(37)

Typically, polyphase waveforms with a larger SINR can be obtained by the selection method [27]. However, the computational complexity of this selection method is much larger than that of the selection method [36], since it involves the calculation of $R_n(s_n)$ and its inverse.

Algorithm [3] summarizes the randomization approach for the design of polyphase waveforms. Algorithm [3] summarizes the overall design method for MIMO radar systems, where $g^{(n)}$ is the objective value of (22) at the $n$th iteration, and $\varepsilon_1$ and $\varepsilon_2$ are predefined small values ($> 0$).

### IV. Analysis and Discussions

#### A. Convergence Analysis

In this subsection, we prove that $\{g^{(n)}\}$ forms a monotonically non-decreasing sequence, i.e., $g^{(n+1)} \geq g^{(n)}$. The proof relies on the ascent property of cyclic optimization,
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Given the randomization approach in Algorithm 2 to obtain objective values during the iterations of Algorithm 1 is non-
increasing because of the optimality of the fractional programming problem, and the first inequality holds because of the optimality of \( w(n+1) \) given \( U_s^{(n)} \).

Note that the objective of (23) is bounded from above. Thus, the objective values provided by the itertes of Algorithm 3 are guaranteed to converge to a finite value.

B. On the Computation of \( R_u(U_s) \) and \( R_u(w) \)

In this subsection, we provide an alternative way of computing \( R_u(U_s) \) and \( R_u(w) \).

First, we introduce the following lemma (for notational simplicity, we discard the dependency of the vectors and matrices on clutter parameters):

\[
\text{Lemma 1: Let } x \in \mathbb{C}^{L^N_1}. \text{ Then}
\]

\[
(d \otimes J_p^T \otimes A)x = (I_M \otimes X_p^T \otimes \mathbf{I}_{N_1})(d \otimes \mathbf{a}_T \otimes \mathbf{a}_R),
\]

\[
(d^H \otimes J_p \otimes A^H)w = (J_p \hat{W} \otimes \mathbf{I}_{N_1})(d^* \otimes \mathbf{a}_R^* \otimes \mathbf{a}_T),
\]

where \( X_p = XJ_p \), \( X \in \mathbb{C}^{N_1 \times L} \) satisfies \( \text{vec}(X) = x \), \( \hat{W} \in \mathbb{C}^{L \times M_{N_k}} \) satisfies \( \text{vec}(\hat{W}) = (I_M \otimes K \otimes \mathbf{w}) \), and \( K \in \mathbb{C}^{L_{N_k} \times L_{N_k}} \) is a commutation matrix.

Proof: See Appendix C.

Let \( c_i \) denotes the \( i \)th column of \( U^H_s \), \( l = 1, \ldots, L_{N_T} \). Then

\[
U^H_s U_s = \sum_{i=1}^{L_{N_T}} c_i c_i^H.
\]

Using Lemma 1 one can verify that

\[
\mathbf{V}_{c,k,p} c_i = (d(\omega_{c,p,k}) \otimes J_p^T \otimes A(\theta_{c,p,k}))c_i = \mathbf{C}_{p,l} \mathbf{v}_{c,p,k},
\]

where \( \mathbf{C}_{p,l} = (I_M \otimes C_{p,l} \otimes \mathbf{I}_{N_k}) \), \( \mathbf{C}_{p,l} = C_{p,l}J_p \), \( C_{p,l} \) is an \( N_T \times L \) matrix satisfying \( \text{vec}(C_{p,l}) = c_i \), and \( \mathbf{v}_{c,p,k} = d(\omega_{c,p,k}) \otimes \mathbf{a}_T(\theta_{c,p,k}) \otimes \mathbf{a}_R(\theta_{c,p,k}) \). Hence, \( R_u(U_s) \) can be rewritten as

\[
\text{R}_u(U_s) = \sum_{p=-P}^{P} \sum_{l=1}^{L_{N_T}} \mathbf{C}_{p,l} \mathbf{C}_{p,l}^H + R_{\mathbf{I}_{N_1}},
\]

where \( \mathbf{C}_{p,l} = \sum_{k=1}^{N_2} \sigma_{c,p,k}^2 \mathbf{v}_{c,p,k} \mathbf{v}_{c,p,k}^H \), which can be computed offline.

By exploiting the sparse structure of \( \mathbf{V}_{c,k,p} \) in (23), the computation of \( \text{R}_u(U_s) \) has a complexity of \( O((2P+1)_{N_1}(L_{N_T})^3 + 2L^2M_{N_k}N_{T_1}(N_T + N_R)) \). Compared with (23), the computation of \( \text{R}_u(U_s) \) with (46) has a complexity of \( O((2P+1)r(L^2M_{N_k}N_T^2 + N_T(LM_{N_k})^2)) \). In some applications, to improve the fidelity of the clutter model, the

\[
\text{Note that}
\]

\[
x^{(n,k+1)} = \frac{\text{tr}(U_s^{(n,k+1)} Q_c(w^{(n+1)}) U_s^{(n,k+1)})^H)}{\text{tr}(U_s^{(n,k+1)} R_c(w^{(n+1)}) U_s^{(n,k+1)})^H} \geq 0.
\]

Dinkelbach’s transform, and MM. To this end, we can verify that

\[
\text{tr}(U_s^{(n,k)} K^{(n,k)} (U_s^{(n,k)})^H) = 0.
\]
number of clutter patches $N_c$ is set to a large value. In such situations, calculating $R_a(U_s)$ with (46) can be more efficient.

Similarly, using (47), we can verify that

$$
\mathbf{v}^H_{c,k,p} \mathbf{w} = \tilde{\mathbf{W}}_p \mathbf{v}_{c,k,p}^*.
$$

where $\tilde{\mathbf{W}}_p = \mathbf{J}_p \mathbf{W} \otimes \mathbf{I}_{N_t}$, and $\mathbf{v}_{c,k,p} = d(\omega_{c,p,k}) \otimes \mathbf{a}_r(\theta_{c,p,k}) \otimes \mathbf{a}_t(\theta_{c,p,k})$. Thus, $R_a(\mathbf{w})$ can be rewritten as

$$
R_a(\mathbf{w}) = \sum_{p=-P}^P \tilde{\mathbf{W}}_p \tilde{\mathbf{R}}_{c,p} \tilde{\mathbf{W}}_p^H + \beta(\mathbf{w}) \mathbf{I}_{LN_t},
$$

where $\tilde{\mathbf{R}}_{c,p} = \sum_{k=1}^{N_c} \sigma_{c,p,k}^2 \mathbf{v}_{c,k,p} \mathbf{v}_{c,k,p}^T$, which also can be computed offline.

The calculation of $R_a(\mathbf{w})$ via (26) has a complexity of $O((2P+1)N_c((LN_t)^2 + LMN_R + LN_T))$. Compared with (26), the computation of $R_a(\mathbf{w})$ using (48) has a complexity of $O((2P+1)LMN_R LN_T)^2 + MN_R (LN_T)^2$. Thus, if $N_c$ is large, we can choose (48) to reduce the computational complexity.

C. Computational Complexity

Next we discuss the computational complexity per iteration. With respect to the optimization of $\mathbf{w}$ for fixed $U_s$, the complexity is mainly determined by the calculation of $R_a(U_s)$ and the eigenvector associated with the largest generalized eigenvalue of the matrix pair. In the previous subsection, we have analyzed the computational complexity of calculating $R_a(U_s)$, which is dependent on the computation method. For the calculation of the eigenvector associated with the largest eigenvalue of the matrix pair, the complexity is $O((LMN_R)^3)$. Using the method in [38], the complexity can be reduced to $O((LMN_R N_c)^2)$. For the optimization of $U_s$ given $\mathbf{w}$, the complexity is proportional to that of Algorithm 1, which is $O(rLN_T)^2$. As a comparison, the optimization of $R_s$ given $\mathbf{w}$ with the interior point method has a complexity of $O((LN_T)^5)$ [39], which is much higher than that of the proposed algorithm. Moreover, interior point methods usually need the formation of a Schur complement matrix, which has a memory requirement of $O((LN_T)^4)$. Such a significant requirement hinders the application of interior point methods to the design of long codes.

D. The selection of $r$

In this subsection, we make use of the result in [40] to show that, there exists a low-rank solution to the optimization of $R_s$ given $\mathbf{w}$. To this end, we rewrite the optimization of $R_s$ given $\mathbf{w}$ as follows:

$$
\max_{R_s} \frac{\text{tr}(R_s \mathbf{Q}_t(\mathbf{w}))}{\text{tr}(R_s R_a(\mathbf{w}))} \quad \text{s.t.} \quad \text{diag}(R_s) = p_s \cdot 1_{LN_T \times 1}, \quad R_s \succeq 0. \tag{49}
$$

After applying the Charnes-Cooper transform [33], we can find the optimal solution by solving the following SDP:

$$
\max_{M, \eta} \text{tr}(M_s \mathbf{Q}_t(\mathbf{w})) \quad \text{s.t.} \quad \text{tr}(M_s R_a(\mathbf{w})) = 1, \quad \eta > 0, \quad \text{diag}(M_s) = \eta p_s \cdot 1_{LN_T \times 1}, \quad M_s \succeq 0. \tag{50}
$$

Denote the optimal solution of (50) by $\{M_s^{\text{opt}}, \eta^{\text{opt}}\}$. Then the optimal solution of (49) is given by

$$
R_s^{\text{opt}} = M_s^{\text{opt}}/\eta^{\text{opt}}. \tag{51}
$$

Define $\bar{M}_s = \text{BlkDiag}(M_s; \eta), \mathbf{Q}_t(\mathbf{w}) = \text{BlkDiag}(\mathbf{Q}_t(\mathbf{w}); 0), R_a(\mathbf{w}) = \text{BlkDiag}(R_a(\mathbf{w}); 0)$, and $\bar{\mathbf{e}}_l = [\mathbf{e}_{l}^c; -\sqrt{\eta l}], \quad l = 1, \ldots, LN_T$, where $\mathbf{e}_l$ is the canonical vector with the $l$th entry equal to 1 and other entries equal to zero. We can verify that (50) can be recast as

$$
\max_{M_s} \text{tr}(\bar{M}_s \mathbf{Q}_t(\mathbf{w})) \quad \text{s.t.} \quad \text{tr}(\bar{M}_s \bar{\mathbf{e}}_l^H) = 0, \quad l = 1, \ldots, LN_T. \tag{52}
$$

It follows from [40, Lemma 3.1] that there is an optimal solution of (52) satisfying

$$
\text{rank}(M_s^{\text{opt}}) = \text{rank}(M_s^{\text{opt}}) + 1 = \text{rank}(R_s^{\text{opt}}) + 1 \leq \sqrt{LN_T + 1}. \tag{53}
$$

The above result implies that it is sufficient to consider $r \leq \sqrt{LN_T + 1}$. This can reduce the computational complexity of the proposed algorithm significantly.

V. Numerical Examples

In this section, we provide numerical examples to verify the performance of the proposed algorithm. We consider an airborne MIMO radar system with $N_T = 4$ transmit antennas and $N_R = 4$ receive antennas. We assume for simplicity that both antenna arrays are ULA’s, with inter-element spacing $d_T = 2\lambda$ and $d_R = \lambda/2$, respectively. In addition, the radar array is steered to broadside. The radar platform is moving at a height of $h_o = 9000$ m and a constant speed of $v_o = 150$ m/s. The transmit waveforms have a carrier frequency of $f_c = 1$ GHz and a bandwidth of $B = 1$ MHz. The total available energy for the waveforms is $E_l = 1$ and the code length is $L = 13$. The radar transmits $M = 16$ pulses in a CPI with a PRF $f_p = 1000$ Hz. The target of interest is at a range of $R_l = 12728$ m (which corresponds to an elevation angle $\approx 45^\circ$) and an azimuth of $0^\circ$ (i.e., the target DOA is $\theta_l = 0$). For the clutter model, we consider $P = 1$ and $N_c = 361$ clutter patches in a range ring. In addition, $\sigma_{c,k,p}^2 = 1, p = -P, \ldots, P, k = 1, \ldots, N_c$. One barrage noise jamming is present with a jammer-to-noise-ratio (JNR) of 35 dB and a DOA of $30^\circ$. We use (46) to compute $R_a(U_s)$ and (48) to compute $R_a(\mathbf{w})$. We assume that the noise is white with $\sigma^2 = 1$. The number of randomizations in the randomization procedure is $N_r = 100$. For the CycSDR algorithm, the involved convex optimization problems are solved by the CVX toolbox [41]. Regarding the stopping criterion of the proposed algorithm, we set $\varepsilon_1 = \varepsilon_2 = 10^{-5}$. Finally, all the analysis is carried out on a standard laptop with Intel Core i7-8550U CPU and 16 GB RAM.

First, we analyze the convergence of the proposed algorithm (before randomization). Fig. 4 shows the SINR curves for the proposed algorithm and the CycSDR algorithm versus CPU time, where the target velocity is $v_t = 30$ m/s (which corresponds to a normalized Doppler frequency of 0.2), and...
\[ r = \lfloor \sqrt{LN_T+1} \rfloor - 1 = 6. \] Herein, we initialize \( \mathbf{U}_s \) by a random matrix with independent and identically distributed (i.i.d.) elements and the columns normalized according to the constraint, and we initialize \( \mathbf{R}_s \) by \( \mathbf{R}_s = \mathbf{U}_s^H \mathbf{U}_s \). In addition, we plot the SINR associated with the waveforms designed only with the energy constraint (which can be designed by Algorithm 1 in [23]) as a benchmark. Note the monotonically increasing behavior of the SINR curves and the convergence of both algorithms. The SINRs of the CycSDR algorithm and the proposed algorithm at convergence are 20.98 dB and 20.97 dB, which are slightly smaller than that of the energy-constrained waveforms (21.19 dB). Regarding the CPU time needed to reach convergence, the proposed algorithm takes 15.5 seconds to converge and the CycSDR algorithm takes 383.1 seconds to converge. Thus, the proposed algorithm is much faster than the CycSDR algorithm. We believe that the efficiency of the proposed algorithm is due to not only the lower per-iteration computational complexity, but also to the good initial points (from the previous outer iterations, see Algorithm 3 for details) for the inner iterations.

Fig. 1. Convergence of SINR versus CPU time. \( v_t = 30 \text{ m/s}, \ r = 6. \)

To further show the efficiency of the proposed algorithm and study the impact of starting points on the performance of the proposed algorithm, we use the same parameters as in Fig. 1 and conduct 50 independent Monte Carlo runs using different starting points for \( \mathbf{U}_s \). The associated SINRs and CPU time for the 50 independent runs are shown in Fig. 2. We notice that the SINRs of the proposed algorithm are almost identical to those of the CycSDR algorithm. In addition, the SINRs of both algorithms are insensitive to the starting points, but the starting point impacts the convergence speed, and typically, CycSDR is much slower than the proposed algorithm. Since the proposed algorithm attains the same SINR as CycSDR but has a significantly reduced computational complexity, we do not consider CycSDR in the following figures.

Next we analyze the performance of the two randomization approaches proposed in [26] and [37]. In Fig. 3, we show the performance of the two randomization approaches for \( D \in \{2, 4, 8, 16, 32, 64, 128, 256, 512\} \). We can observe that the waveforms obtained using method 2 have a larger SINR than those obtained by method 1. However, the gain is not significant for a large \( D \). In addition, the computational complexity of method 2 is several orders of magnitude higher than that of method 1.

In the next example, we assess the impact of the rank of \( \mathbf{U}_s \) (i.e., \( r \)) on the performance of the proposed algorithm. In Fig. 4, we plot the SINRs of the designed binary waveforms (i.e., \( D = 2 \)) and the associated CPU time (we use method 2 in the randomization process). For each \( r \), we generate 100 different \( \mathbf{U}_s \) to initialize the algorithm and the other parameters are the same as those in Fig. 1. It can be seen from Fig. 4 that by increasing \( r \), the SINR of the designed binary waveforms is slightly larger but it takes more time to converge. Interestingly, even for \( r = 1 \) we can obtain a satisfactory performance. Indeed, our numerical simulations show that for this typical parameter setup, even if we use a large \( r \), the optimized \( \mathbf{U}_s \) during the iterations tends to have a low rank (typically \( \leq 3 \)) and one dominant singular value. This can partly explain why using \( r = 1 \) can result in a large SINR. However, there is no theoretical guarantee that \( r = 1 \) will work well for more general cases.

To demonstrate that the proposed algorithm can be used to design long waveforms, we let \( LN_T = 512 \) and consider two different cases: \( N_T = 4, L = 128 \) and \( N_T = 16, L = 32 \). Fig. 5 shows the convergence of SINR versus CPU time for the proposed algorithm. As a benchmark, the SINR associated
with the waveforms designed only with the energy constraint is also plotted. The SINRs for the two designs after randomizations (for $D = 4$) are 27.98 dB and 20.78 dB, respectively. As expected, by increasing $LNT$, the run-time is longer. In addition, we can also notice that increasing the length of the waveforms only results in a slightly larger SINR. Note that by increasing the number of the transmit antennas, we can obtain a higher spatial resolution, which can significantly enhance the SINR at the low Doppler region.

Finally, we show the SINR of the synthesized polyphase waveforms versus target Doppler frequencies in Fig. 6(a), where $r = 6$, and $D = 2, 4, 8, 16$. Fig. 6(b) shows the corresponding SINR in the low Doppler region. We also plot the SINR of the energy-constrained waveforms and the Barker code for comparison. For the Barker code, the corresponding waveform matrix is $S_{Barker} = a^*(\theta_i)s_{Barker}^T$, where $s_{Barker}$ is the 13-element Barker code. We can observe that the waveforms synthesized by the proposed algorithm is better than the Barker code, especially in the low Doppler region (e.g., the SINR gain using the binary waveforms synthesized by the propose algorithm reaches 7.5 dB at the normalized Doppler frequency of 0.02), which is of particular interest for airborne radar. Moreover, increasing $D$ leads to better performance.

VI. CONCLUSION

We developed an efficient algorithm to design polyphase waveforms for MIMO STAP. The proposed algorithm uses cyclic optimization and relaxation. To reduce the computational complexity and the memory requirement caused by relaxation, we introduced a low-rank reparameterization that was theoretically justified. Moreover, using Dinkelbach’s transform and MM, the reparameterization allows developing an efficient iterative algorithm. We prove that the proposed algorithm has guaranteed convergence of the objective values. Finally, numerical examples showed that, even for the case of synthesizing binary waveforms, the proposed algorithm can achieve a good performance.

APPENDIX A

PROOF OF (27)

First, we can verify that $w^H V_c U_s^H V_c^H w = tr(w^H V_c U_s^H V_c^H w) = tr(U_s V_c^H w w^H V_c U_s^H) = tr(U_s Q_i(w) U_s^H)$, where we have used the matrix identity that $tr(AB) = tr(BA)$. Similarly, $w^H V_{c,k,p} U_s^H V_{c,k,p}^H w = tr(U_s V_{c,k,p}^H w w^H V_{c,k,p} U_s^H)$. 

Fig. 3. The SINRs and CPU time for different randomization approaches. (a) SINR. (b) CPU time. $v_t = 30$ m/s, $r = 6$.

Fig. 4. The impact of $r$ on SINR and CPU time. (a) SINR. (b) CPU time. $v_t = 30$ m/s, $D = 2$.
In addition, \( w^H R_{thw} = w^H R_{thw} w / e_t e_t = \beta(w) \text{tr}(U_s U_s^H) \).

Using the above results, we obtain

\[
\text{w}^H R_u(U_s)w = \text{tr}(U_s R_u(w)U_s^H).
\]  

(54)

Then the proof of (27) is completed.

**APPENDIX B**

**PROOF THE CONVERGENCE OF ALGORITHM 1**

Let \( f(j) \) denotes the objective value of Algorithm 1 in the \( j \)th iteration. It is easy to verify that

\[
f(j+1) = \text{tr}(U_s^{(j+1)} K(U_s^{(j+1)})^H)
\geq 2 \text{Re}[\text{tr}(U_s^{(j)} K_{\text{pos}}(U_s^{(j+1)})^H)] + c_0
\geq 2 \text{Re}[\text{tr}(U_s^{(j)} K_{\text{pos}}(U_s^{(j)}^H))] + c_0
= \text{tr}(U_s^{(j)} K(U_s^{(j)})) = f(j),
\]

(55a)

(55b)

(55c)

(55d)

where \( (55b) \) is a consequence of (30) and \( (55c) \) holds because of the optimality of \( U_s^{(j+1)} \) in the \( (j+1) \)th iteration. Thus, the sequence of \( \{f(j)\} \) is monotonically non-increasing. In addition, it can be verified that \( f(j) \) is bounded from above. Thus, the objective values of the iterates of Algorithm 1 are guaranteed to converge to a finite value.

---

**APPENDIX C**

**PROOF OF LEMMA 1**

Note that \((d \otimes J_p^T \otimes A)x = (d \otimes J_p^T \otimes A)(1 \otimes x) = d \otimes ((J_p^T \otimes A)x).\) In addition, \((J_p^T \otimes A)x = \text{vec}(AXJ_p) = (X_p^T \otimes I_{N_k})\text{vec}(A) = (X_p^T \otimes I_{N_k})(i\text{rt} \otimes a_r) = (X_p^T i\text{rt} \otimes a_r),\) where \(X_p = XJ_p.\) Thus,

\[
(d \otimes J_p^T \otimes A)x = (d \otimes (X_p^T i\text{rt} \otimes a_r)) = (I_M \cdot d) \otimes (X_p^T i\text{rt} \otimes (I_{N_k} \cdot a_r)) = (I_M \otimes X_p^T \otimes I_{N_k})(d \otimes i\text{rt} \otimes a_r),
\]

(56)

which completes the proof of (43).

Define \( z = (d \otimes J_p^T \otimes A)x. \) Let \( z = [z_1^T, z_2^T, \ldots, z_M^T]^T \) and \( w = [w_1^T, w_2^T, \ldots, w_M^T]^T, \) then \( w^H z = \sum_{m=1}^M w_m^H z_m \) and \( z_m = d_m (X_p^T i\text{rt}) \otimes a_r, \) where \( d_m \) denotes the \( m \)th element of \( d. \) Define \( z_m = d_m a_r \otimes (X_p^T i\text{rt}). \) Then the commutation matrix \( K \in \mathbb{C}^{L \times N_k \times L \times N_k} \) satisfies that \( z_m = K z_m. \) As a result, \( w_m^H z_m = w_m^H K^T K z_m = w_m^H z_m \) and \( w^H x \) can be rewritten as \( w^H z = \sum_{m=1}^M w_m^H z_m = w^H z, \) where \( \bar{w}_m = K w_m, \) \( \bar{w} = [\bar{w}_1^T, \bar{w}_2^T, \ldots, \bar{w}_M^T]^T, \) and \( \bar{z} = [\bar{z}_1^T, \bar{z}_2^T, \ldots, \bar{z}_M^T]^T. \) In addition, \( \bar{z} \) can be written as \( \bar{z} = d \otimes a_r \otimes (X_p^T i\text{rt}) = (I_{MN_k} \otimes X_p^T)(d \otimes a_r \otimes i\text{rt}). \) Note that \((I_{MN_k} \otimes X_p^T)\bar{w} = \text{vec}(X_p \bar{W}) = (W^T J_p^T \otimes I_{N_k})x^*, \) where \( W \in \mathbb{C}^{L \times MN_k} \) and \( \text{vec}(W) = \bar{w}. \)
Thus, $w^H z = w^H \hat{z} = x^T (J_p W^* \otimes I_{N_t}) (d \otimes a_R \otimes a_T)$. Since $w^H z = x^T (d^T \otimes J_p \otimes A^T) w^*$, we have

$$(d^H \otimes J_p \otimes A^H) w = (J_p W \otimes I_{N_t}) (d^* \otimes a_R^* \otimes a_T^*),$$

which completes the proof of (14).

REFERENCES

[1] J. Li and P. Stoica, MIMO radar signal processing. Hoboken, NJ: John Wiley & Sons, 2009.
[2] A. M. Haimovich, R. S. Blum, and L. J. Cimini, “MIMO radar with widely separated antennas,” IEEE Signal Process. Mag., vol. 25, no. 1, pp. 116–129, 2008.
[3] J. Li and P. Stoica, “MIMO radar with colocated antennas,” IEEE Signal Process. Mag., vol. 24, no. 5, pp. 106–114, 2007.
[4] E. Fishler, A. Haimovich, R. S. Blum, L. Cimini, L. J., D. Chizhik, and R. A. Valenzuela, “Spatial diversity in radars-models and detection performance,” IEEE Trans. Signal Process., vol. 54, no. 3, pp. 823–838, 2006.
[5] H. Godrich, A. M. Haimovich, and R. S. Blum, “Target localization accuracy gain in MIMO radar-based systems,” IEEE Trans. Inf. Theory, vol. 56, no. 6, pp. 2783–2803, 2010.
[6] D. W. Bliss and K. W. Forsythe, “Multiple-input multiple-output (MIMO) radar and imaging: degrees of freedom and resolution,” in Conference Record of the Thirty-Seventh Asilomar Conference on Signals, Systems and Computers, vol. 1, 2003, pp. 54–59 Vol.1.
[7] J. Li, P. Stoica, L. Xu, and W. Roberts, “On parameter identifiability of MIMO radar,” IEEE Signal Process. Lett., vol. 14, no. 12, pp. 968–971, 2007.
[8] I. Bilik, O. Bialer, S. Villeval, H. Sharifi, K. Kona, M. Pan, D. Persechini, M. Musini, and K. Geary, “Automotive MIMO radar for urban environments,” in IEEE Radar Conference (RadarConf). IEEE, 2016, pp. 1–6.
[9] J. H. Ender and J. Klare, “System architectures and algorithms for radar imaging by MIMO-SAR,” in 2009 IEEE Radar Conference. IEEE, 2009, pp. 1–6.
[10] D. Lim, L. Xu, C. Gianelli, J. Li, L. Nguyen, and J. Anderson, “Time- and frequency-domain MIMO FLGPR imaging,” in 2015 IEEE Radar Conference (RadarCon). IEEE, 2015, pp. 1305–1310.
[11] J. Klare and O. Bialawons, “Disaster management with the MIMO radar MIRA-CLE Ka: Measurements of a slowly moving wall,” in EUSAR 2014; 10th European Conference on Synthetic Aperture Radar. VDE, 2014, pp. 1–4.
[12] L. E. Brennan and L. S. Reed, “Theory of adaptive radar,” IEEE Trans. Aerosp. Electron. Syst., vol. AES-9, no. 2, pp. 237–252, 1973.
[13] J. R. Guerci, Space-Time Adaptive Processing For Radar. Norwood: Artech House, 2003.
[14] J. Ward, “Space-time adaptive processing for airborne radar,” Technical Report 1015, MIT Lincoln Laboratory, Dec. 1994.
[15] V. F. Mecca, D. Ramakrishnan, and J. L. Krolik, “MIMO radar space-time adaptive processing for multipath clutter mitigation,” in Fourth IEEE Workshop on Sensor Array and Multichannel Processing, 2006, pp. 249–253.
[16] C.-Y. Chen and P. P. Vaidyanathan, “MIMO radar space time adaptive processing using prolate spheroidal wave functions,” IEEE Trans. Signal Process., vol. 56, no. 2, pp. 623–635, 2008.
[17] K. W. Forsythe and D. W. Bliss, “MIMO radar waveform constraints for GMTI,” IEEE J. Sel. Topics Signal Process., vol. 4, no. 1, pp. 21–32, 2010.
[18] M. Xue, W. Roberts, J. Li, X. Tan, and P. Stoica, “MIMO radar sparse angle-doppler imaging for ground moving target indication,” in IEEE Radar Conference, 2010, pp. 553–558.
[19] C. Y. Chen and P. P. Vaidyanathan, “MIMO radar waveform optimization with prior information of the extended target and clutter,” IEEE Trans. Signal Process., vol. 57, no. 9, pp. 3533–3544, 2009.
[20] B. Tang, Y. Zhang, K. Li, and H. Gao, “Joint constant-envelope waveform and receiver design for MIMO radar in the presence of clutter,” Acta Electronica Sinica, vol. 42, no. 9, pp. 1705–1711, 2014 (in Chinese).
[21] G. Cui, H. Li, and M. Rangaswamy, “MIMO radar waveform design with constant modulus and similarity constraints,” IEEE Trans. Signal Process., vol. 62, no. 2, pp. 343–354, 2014.