Abstract  The FAMU experiment aims to measure for the first time the hyperfine splitting of the muonic hydrogen ground state. From this measurement the proton Zemach radius can be derived and this will shed light on the determination of the proton charge radius. In this paper, we describe the scientific goal, the method and the detailed preparatory work. This includes the outcome of preliminary measurements, subsequent refined simulations and the evaluation of the expected results. The experimental setup being built for the measurement of the hyperfine splitting to be performed at the RAL laboratory muon facility is also described.
1 Introduction

Muonic hydrogen allows high-precision spectroscopy studies of the fundamental interactions of the proton and its structure. Compared to ordinary hydrogen, the typical binding energies and distances in the muonic hydrogen atom are rescaled by the ratio of their reduced masses \( f = m_{p\mu}/m_{pe} = 185.83 \). This directly impacts the following observable physical phenomena:

1. the radius of the muon orbit in the ground state of muonic hydrogen is of the order of \( a_0/f = 285 \) fm, where \( a_0 \) is the Bohr radius; this is far below the electron orbiting distances in ordinary hydrogen. The relativistic and higher order QED effects on the energy spectrum are enhanced as powers of the factor \( f \); in particular, the hyperfine splitting is enhanced as \( f^2 \);

2. the overlap of muon and proton densities is enhanced by \( f^2 \); thus the effects of the spatial distribution of the proton charge and magnetic moment becomes accessible;

3. the re-scaled transition energies between levels in muonic hydrogen are shifted to spectral ranges which allow for high precision laser spectroscopy;

4. the nature of this very sensitive atomic system and the constant progression in the theoretical calculations offers a unique opportunity to experimentally explore the fundamental interactions at low momentum-transfer [1–4].

To measure the hyperfine splitting (HF S) in the ground state of muonic hydrogen \( \Delta E_{\text{HF S}}^{(1)}(\mu^- p)_{1S} \) with a relative accuracy better than \( 10^{-5} \), an intense, pulsed, low-energy, negative muon beam and an appropriate mid-infrared laser source are required [5–7]. The measurement will contribute to the following key challenging aspects of the problem:

– determination with at least 1% accuracy, of the Zemach radius of the proton \( r_Z \), the first moment of the convolution of its electric charge and magnetic moment distributions;

– resolution of the ambiguities about the electromagnetic structure of proton through completion of a cycle of high-precision exotic atom counterparts of the historical measurements of the Lamb shift and the hyperfine splitting in ordinary hydrogen, and providing a step of great importance as a fundamental test of QED [8–10]. The current ambiguity creates difficulty for the determination of the Rydberg constant [11];

– the exceptional precision of \( 10^{-12} \) of the experimental value of \( \Delta E_{\text{HF S}}^{(1)} \) in hydrogen [9] makes it sensitive, in addition to QED corrections, to the contribution from the proton finite size and proton polarizability. They cannot be extracted at the same time from a single experiment. A measurement of \( \Delta E_{\text{HF S}}^{(1)}(\mu^- p)_{1S} \) with an accuracy better than \( 10^{-5} \) provides another independent combination of the non-QED part and will be a significant step forward in the study of the proton structure. In fact, in natural hydrogen the knowledge of the proton size is the limiting factor in the comparison of the measured hyperfine structure with theory. The poor knowledge of proton parameters presently limits any comparison between theory and the measured values;

– by testing the limits of the most precise theoretical predictions, it is possible to become sensitive to new phenomena and potentially probe physics beyond the Standard Model and connect the fields of atomic and high energy physics.

The Zemach radius \( r_Z \) and the r.m.s. charge radius \( r_{ch} \) are the only values, related to the proton shape, that can be directly extracted from experimental spectroscopic data. The Zemach radius is the only one that carries information about the proton’s magnetic dipole moment distribution. From recent theoretical predictions [1,12–15] one has:

\[
\Delta E_{\text{HF S}}^{(1)}(\mu^- p)_{1S} = 182.819(1)\text{[meV]}
- 1.301[\text{meV/fm}]r_Z[\text{fm}] + 0.064(21)[\text{meV}],
\]  

(1)

The first term includes the Fermi energy, QED corrections, hadronic vacuum polarization, recoil corrections and weak interactions. The second term, proportional to \( r_Z \), is the finite size contribution containing also some higher order mixed radiative finite size corrections and the third term is given by the proton polarizability contribution. Each of these terms is subject to constantly improved calculations: their specific numerical values and their uncertainties are thus subject to variations.

FAMU (Fisica degli Atomi Muonici) aims to measure \( \Delta E_{\text{HF S}}^{(1)}(\mu^- p)_{1S} \) and to extract the Zemach radius \( r_Z \) with a relative accuracy better of 1%. Up to now, \( r_Z \) has been extracted from the HF S in ordinary hydrogen by four independent groups with differing results [14–17]. A measurement of \( r_Z \) in muonic hydrogen will be a precious contribution to the works on the proton radius measurements that have animated a debate in recent years. Published data from [18] on muonic deuterium are compatible with the previously reported muonic hydrogen results [19,20]. None of them includes a direct measurement of the hyperfine splitting energy. Proposals to measure the hyperfine splitting with pure hydrogen target have been approved at PSI and JPARC [21,22]. This situation confirms the fundamental interest in a new and independent high precision measurement on muonic hydrogen.

The very first version of the FAMU experimental method was proposed in 1993. Only recent developments in the field of laser science and a revision of the original project
made the measurement attainable. Measurements performed by FAMU until now were crucial to prove the feasibility of the method, but did not include a laser-cavity system. At the same time, a suitable laser system has been developed and now reached the required characteristics.

The newly developed instrumentation and full layout and integration of the experiment is presented here for the first time. In Sect. 2 the experimental method of the FAMU experiment is described, including the preparatory work that proved the feasibility of the measurement. Section 3 describes the entire apparatus, including the laser system, the optical cavity, the gaseous target, and X-rays and beam detectors. Finally, in Sect. 4 we discuss the foreseen measurement plan.

2 The FAMU experiment

2.1 The muon transfer method

The progression leading to the proposed method in FAMU for the measurement of the magnetic M1 transition in $^{1}S_{\mu^{-}p}$ between the hyperfine $F = 0$ and $F = 1$ states can be found in Refs. [5–7,23–28]. The sequence of physical processes behind this method is shown schematically in Fig. 1. Muonic hydrogen is formed, thermalizes, depolarizes and propagates in a gas target containing a mixture of hydrogen and oxygen. At the right time after the formation, a thermal muonic hydrogen atom in the para state (total spin $F = 0$) exposed to photons at the resonance energy $\Delta E_{\text{hfs}} \simeq 0.182 \text{ eV}$ ($6.8 \mu \text{m}$) can be excited to the ortho ($F = 1$) spin state. Very quickly, in subsequent collisions with the surrounding $\text{H}_2$ molecules, muonic hydrogen de-excites to ($F = 0$) [29]. Because of energy and momentum conservation, the muonic hydrogen is accelerated by 0.1 eV which is $\sim 2/3$ of the $\Delta E_{\text{hfs}}$ excitation energy. The muon is transferred from $\mu^{-}p$ to form $\mu^{-}O$ at a rate $\lambda_{\mu^{-}O}(E)$ that increases considerably with the energy of the $\mu^{-}p$, in the energy interval up to about 0.2 eV [30,31]. The de-excitation of muonic oxygen produces characteristic X-rays: $K_{\alpha} \simeq 133 \text{ keV}$, $K_{\beta} \simeq 158 \text{ keV}$, $K_{\gamma} \simeq 167 \text{ keV}$. By varying the wavelength of the tunable laser, it is possible to experimentally identify the resonance wavelength as the value for which the number of spin-excited atoms and hence of the X-rays from transfer to oxygen is maximised.

Summarizing, the sequence of physical processes will be the following:

- $\mu^{-}p$ formation and the thermalization phase: in the high purity mixture of hydrogen and oxygen, at appropriate temperature and pressure, muonic hydrogen atoms $\mu^{-}p$ are formed, thermalized and depolarized in subsequent collisions. A fraction of the muons is progressively transferred from $\mu^{-}p$ to excited states of $\mu^{-}O$. Those events are recognizable by the characteristic X-rays emitted during muonic oxygen de-excitation.
- Spin-flip phase: at an appropriate time after thermalization, a laser pulse at the resonance wavelength is sent to a multipass optical cavity enclosing the gas target. If the spin-flip transition occurs, the time distribution of the characteristic X-rays from muon transfer to oxygen will be perturbed.
- The hyperfine splitting resonance wavelength value $\lambda_{\text{hfs}}$ is recognized by a maximal difference between the time distribution of the muon transfer events to oxygen with and without a laser pulse.

In Fig. 2 measurements taken with LaBr$_3$(Ce) detectors reveal the progressive evolution of the prompt (immediately after the arrival of the beam pulses) and delayed oxygen muonic X-ray lines. The prompt muonic X-ray lines from aluminium and the other target’s components during the muon beam spill is shown in panels (a) and (c); subsequently, the
The evolution of the energy spectra registered by one LaBr₃(Ce) detector (real data) at different times during and after the arrival of the double pulsed muon beam spill (see Sect. 3.1)

Fig. 2

2.2 From hyperfine splitting in muonic hydrogen to the determination of the proton Zemach radius

The probability $P$ for the laser radiation to stimulate a hyperfine transition is expressed in terms of the energy $E$ of the laser pulse (in J), the cross section of the illuminated cavity $S$ (in cm²), the target temperature $T$ (in K) and the reflectivity $R$ of the multipass cavity mirrors (under the assumption that the laser linewidth is smaller than the transition linewidth) as follows [6]:

$$P = 2 \cdot 10^{-5} \cdot \frac{E}{(1 - R) \cdot S \cdot \sqrt{T}}. \quad (2)$$

The probability $P$ will reach $\sim 45\%$ at the final stage of the FAMU experimental setup, with the parameters $E = 4$ mJ; $T = 80$ K; $S = 1$ cm²; $R = 0.9998$.

The main source of uncertainty in the experimental value of the resonance frequency $v_{hfs} = \Delta E_{hfs}/\hbar$ is the statistical uncertainty. The estimate [6] of the relative statistical uncertainty on $v_{hfs}$ is:

$$\frac{\delta v_{hfs}}{v_{hfs}} = 0.866 \cdot \frac{1}{\sqrt{m}} \cdot \frac{1}{\rho} \cdot \frac{\Gamma}{v_{hfs}}, \quad (3)$$

where $\rho$ is the signal-to-noise ratio

$$\rho = \frac{(N_L - N_0)}{\sqrt{2(N_L + N_0)}}. \quad (4)$$

$N_L$ and $N_0$ are the number of muon transfer events in the time window with and without a laser shot, $\Gamma$ is the width of the scanned interval of frequencies and $m$ is the number of wavelengths measurements in the scanned interval. The measurement of the resonance hyperfine transition frequency $v_{hfs} = \Delta E_{hfs}/\hbar$ with an accuracy $\delta v_{hfs}/v_{hfs} \sim 10^{-5}$ is a realistic goal of the project, considering $m \simeq 100$, $\Gamma = 20$ GHz, and $\rho$ at least four.

The determination of the Zemach radius from the experimental value of the hyperfine splitting is based on the theoretical relation between the hyperfine splitting $\Delta E_{hfs}$, the lowest order Fermi hyperfine energy $E_F$ and the corrections to it $\delta Q^{ED}$ due to QED effects, $\delta^{recoil}$ recoil, $\delta^Z$ the static electromagnetic structure of the proton, $\delta^{pol}$ to dynamical proton polarizability and $\delta^{hvp}$ to hadron vacuum polarization respectively. The relation is written as:

$$\Delta E_{hfs} = E_F (1 + \delta Q^{ED} + \delta^{recoil} + \delta^Z + \delta^{pol} + \delta^{hvp}). \quad (5)$$

Of these quantities $E_F$, $\delta Q^{ED}$ and $\delta^{recoil}$ are known or calculable with accuracy $10^{-6}$ or better, and $\delta^{hvp}$ is small and may
be neglected. The term $\delta^Z$ is related to the Zemach radius $r_Z$ by means of

$$
\delta^Z = 2\alpha (1 + k) \cdot \frac{M_\mu M_p}{M_\mu + M_p} \cdot r_Z,
$$

where $M_\mu$ and $M_p$ are the particle masses, $\alpha$ the fine structure constant and $k = 0.0152$ is a QED correction [32], giving approximately $\delta^Z = -7.3 \cdot 10^{-3}$. Using phenomenological data, the proton polarizability term $\delta^{pol}$ was evaluated to $\delta^{pol} = (4.6 \pm 0.8) \cdot 10^{-4}$ [33]. In this way, the uncertainty in the value of the Zemach radius obtained by resolving Eqs. (5) and (6) with respect to $r_Z$ is limited by the uncertainty of $\delta^{pol}$ to about 1%. As already pointed out, knowing $r_Z$ with the accuracy of $\Delta r_Z = 0.01$ fm will be a sufficiently strong result to confirm or reject with high confidence the existence of any peculiarities in the $\mu^- p$ interaction.

To date, published values of the Zemach radius are (in fm): $1.037(16), 1.043(16), 1.045(16), 1.086(12)$ from [14–17] and more recently $1.082(37)$ [20] and $1.045(4)$ [34]. FAMU measurement will improve by about a factor two the experimental data accuracy. In the meantime, the experimental results will stimulate improved accuracy calculations of $\delta^{pol}$, that will in turn allow to extract the proton Zemach radius with a still higher precision.

2.3 Preparatory work

The FAMU experiment takes place at the RIKEN-RAL muon beam facility at the Rutherford-Appleton Laboratory, in the Oxfordshire (UK) [35]. Since 2013, the FAMU team had four very fruitful data taking sessions at the facility demonstrating that the proposed method, the muon beam characteristics and the chosen detection systems are all suitable for the proposed task [36,37]. The setup did not include the laser-cavity system. FAMU published a number of technical and scientific results [7,36–42]. From these data taking periods, we were able to:

- confirm the suitability of the transfer method for oxygen [7,37];
- investigate different gas configurations to determine the best final setting (from the type and quantity of high Z element in gas mixture, to values of pressure and temperature);
- estimate the minimal duration of a run in the final configuration.

The last item is presented in Sect. 4.

2.3.1 Feasibility of the transfer method for oxygen

The efficiency of the proposed method relies on the muon transfer rate dependence on the muonic hydrogen energy and on the epi-thermality of the muonic hydrogen at the moment of the muon transfer. While for many admixed gases the transfer rate of the muon from hydrogen at low energies is nearly constant, there is experimental evidence, confirmed by the recent experimental study performed by FAMU, that the transfer to oxygen has a marked energy dependence [30,37,43]. In 2016, in the first investigation of the temperature dependence of the muon-transfer process from the thermalized $\mu^- p$ atoms to oxygen, a strong monotonic rise of the transfer rate to oxygen in the temperature interval 104–300 K has been observed [38]. Based on this data, the energy dependence of the transfer rate has been qualitatively determined: it increases by a factor of about eight in the collision-energy interval $[0.01, 0.08]$ eV. Such a strong change enables us to employ the muon transfer rate to oxygen as a signature of the kinetic-energy gain of the $\mu^- p$ atom. This result not only sets constraints on theoretical models of muon transfer, but it is also of fundamental importance for the measurement of the hyperfine splitting of $\mu^- p$. With this experiment we have reached a confirmation that oxygen is an appropriate gas for the transfer rate method.

2.3.2 Monte Carlo simulation of the physical processes

A detailed simulation of the physical processes is required for an accurate determination of the signal to noise ratio as a function of the gas pressure and oxygen concentration that will allow to reach optimal conditions for the experiment. The thermalization of the accelerated $\mu^- p$ has to be slower than the epithermal $\mu^-$ transfer, this dictates the physical conditions of the gas mixture in the target. The $\mu^- p$ scattering and muon transfer process and the role of these processes in the measurement of the hyperfine splitting ($\mu^- p$)$_{1S}$, have been subject of detailed investigations [28,43,44].

At higher pressures, deceleration (thermalization) of $\mu^- p$ atoms is fast compared to the muon-transfer process. Thus, for higher pressures, the laser light can be shot earlier when more $\mu^- p$ atoms are present at the instant of the laser pulse. On the other hand, fast thermalization is a negative effect because it reduces the number of muon transfers from energetic $\mu^- p$ atoms to oxygen. High concentration of oxygen is preferred to give more X-rays signals, but too high a concentration would consume all muons in the prompt phase, during the muon arrival. A Monte Carlo simulation has been developed by our team to optimize these aspects of the FAMU experiment. The code includes the description of the muon decay, $\mu^- p$ scattering from the $\mathrm{H}_2$ molecules, formation of the $\mathrm{p}p\mu^- p$ and of the $\mathrm{pd}\mu^- p$ molecules, muon transfer between proton and deuteron and, of course, of the muon transfer to oxygen. It also includes the energy dependence of the muon transfer rate, that has been fitted to the FAMU [38] and PSI data [30]. This numerical simulation is used to determine the optimal gas temperature, pressure and compo-
sition, the best timing for the laser shot and the time window to be considered for the final spectroscopic stage. For the gas target conditions the optimal combination at 80 K was found for a pressure of about 7 bar and 1.5% (weight) oxygen concentration. The Monte Carlo simulations do not include the direct muon transfer to oxygen (and muon transfer from excited $\mu^- p$) within prompt peaks. Some significant simulation’s results are presented in Fig. 3. The figure shows the delayed de-excitation X-ray time distribution obtained for a fixed oxygen concentration of 1% and the gas pressure of 7 bars without (blue line) and with laser (red line). The laser induces the spin flip transition and the subsequent change in the X-ray time distribution. The two panels show results at different laser energy densities. Part of this study was aimed at the determination of the optimal conditions on the concentration-pressure plane. Notice the effect in the real cavity will be smaller than what is depicted in Fig. 3, since a portion of the gas is not illuminated.

In 2018, FAMU acquired a set of data at different combination of pressure and oxygen concentration. These data validate experimentally the results of this simulation and confirm the definition of optimal target condition for the measurement.

3 The FAMU experimental setup

In the forthcoming paragraphs, we describe the main aspects and requirements of the FAMU experiment in the final setting:

- intense low momentum (30–80 MeV/c) pulsed negative muons beam;
- pulsed tunable narrow-band laser in the wavelength range of 6.8 $\mu$m (mid-infrared) with energy output of approximately 4 mJ, to stimulate the hyperfine transition;
- multipass high reflective optical cavity, to raise the excitation efficiency of the muonic hydrogen atoms formed in the gas target;
- cryogenic pressurized high purity hydrogen gas target;
- beam profile monitor;
- fast detection system for X-rays with efficiency and energy resolution optimized for the detection of the oxygen muonic X-rays which give the signature of the transition.

All elements will be placed on a single structure, an optical table of 1.5 $\times$ 3.5 m². Figure 4 shows a schematic representation of the setup. The laser system occupies most of the optical table and is covered by panels, for safety reasons. The cryostat with the target is held in place by an adjustable structure that permits the alignment of the cavity to the beam at the beginning of the run. The vertical pipe joined to the horizontal box encloses the laser optical path to the multipass cavity. This representation shows also the hodoscope, a partial crown of detectors around the target and a germanium detector, its nitrogen tank is recognisable at the back/left of the picture. The red cylindrical shape is the new beam collimator, the only piece in this CAD view that is not supported by the table.
3.1 Muon beam

We have chosen the RIKEN-RAL muon facility at the ISIS accelerator of the Rutherford-Appleton Laboratory [35]. Here, up to 10^5 (momentum dependent) negative muons per second can be delivered. The beam momentum can be tuned in the range 30–80 MeV/c, with a double pulse structure, a repetition rate of 50 Hz, a momentum spread \( \sigma_p/p \approx 4\% \), and a beam transverse section \( \sigma_x, \sigma_y = 1.5 \) cm. The facility has four beam delivery ports. Port 1 is the best candidate to host the experiment, having more space for the layout, in particular for the laser system. The last beam collimator has been substituted with a new one to match to the needs of our experiment in order to maximize the number of muons in the gaseous target. The new beam collimator is shown in red in Fig. 4.

3.2 Narrowband mid-infrared pulsed laser

The pulsed, tunable narrow-band FAMU laser [45] is being developed to the parameters shown in Table 1. The scheme, shown in Fig. 5, is based on direct difference frequency generation (DFG) in non-oxide crystals: lithium thioindate (LiInS₂) or lithium selenoindate (LiInSe₂). It uses as pump lasers two narrow bandwidth solid state lasers: a fixed wavelength one and a tunable one, both emitting at wavelengths below 2 µm.

This solution is based on mixing single longitudinal mode Nd:YAG laser (1.064 µm) and a tunable Cr:forsterite laser (1.262 µm) pumped by a second Nd:YAG synchronized to the first one. This is an attractive scheme due to its compactness, energy scalability, and ability to fulfill the required laser parameters as tunability and narrow linewidth. The first results obtained by a test system, based on direct DFG emitting nanosecond pulses of infrared tunable radiation in a spectral range around 6.8 µm, showed that the LiInS₂ is one of the most appropriate crystals for such a purpose [45,46].

The test showed that, with an appropriate optimization of pumping lasers (Nd:YAG and Cr:forsterite) and by using commercially available nonlinear LiInS₂ and LiInSe₂ crystals, it is possible to reach 1–1.5 mJ in the 6.8 µm spectral region and a linewidth < 30 pm [47]. Recently, a new large BaGa₄Se₄ crystal, suitable for DFG at the frequency we need, has been acquired. With this crystal, we expect to obtain an output energy exceeding 4 mJ at 6.8 µm.

For the generation of an energy greater than 1 mJ at 6.8 µm, the Nd:YAG laser must have an energy of the order of 70 mJ and the Cr:forsterite of 35 mJ. At present, we have a commercially available single-frequency mode Nd:YAG laser system with output energy > 250 mJ. We have built a multipass multi-stage amplifying system with finely tunable wavelength and narrow bandwidth at 1.262 µm able to reach 24 mJ [47,48]. To obtain a linewidth of 250 MHz at 6.8 µm, the linewidths of both pump lasers will be narrowed:

- at 1.064 µm to 30 MHz by integrating an iodine cell,
- at 1.262 µm to 100 MHz using a tunable laser seeder.

The wavelengths of the pump lasers depend on the oscillators’ resonators lengths. An active temperature stabilization is being implemented to stabilize the central wavelengths of pump lasers.

---

**Table 1** Reference parameters for the pulsed FAMU laser

| Parameter                  | Value                  |
|----------------------------|------------------------|
| Wavelength range           | 6800 ± 50 nm \( \approx 44 \) THz |
| Energy output              | > 1 mJ \( \text{Progressiv. up to } >4 \) mJ |
| Linewidth                  | < 0.07 nm \( 450 \) MHz |
| Tunability steps           | 0.03 nm \( 200 \) MHz |
| Pulses duration            | 10 ns                  |
| Repetition rate            | 25 Hz                  |

---

**Fig. 4** CAD representation of the full FAMU system. Letters indicate some of the elements: a cryostat; b laser optical path; c hodoscope; d nitrogen tank for the germanium detector. Description in the text.

**Fig. 5** Block scheme of the FAMU laser system. Letters indicate \( M \) = mirror, \( T \) = telescope, \( D \) = dichroic mirror.
At present, wavelength measurement of the DFG emission at 6.8 \( \mu \text{m} \) is performed by a wavelength meter, based on solid state Fizeau interferometers (WS6-200 IR III, HighFinesse—ANGSTROM), that gives the possibility to measure both the central wavelength and the linewidth with absolute accuracies of 200 MHz and 400 MHz respectively, in the spectral range 2–11 \( \mu \text{m} \). In order to provide a cross check, we are planning to acquire a wavelength meter covering the spectral range 0.532–1.750 \( \mu \text{m} \) with absolute accuracy:

- 0.530–1.100 \( \mu \text{m} \): ± 60 MHz
- 1.100–1.750 \( \mu \text{m} \): ± 40 MHz,

corresponding to 0.22 pm at 1.064 \( \mu \text{m} \) and 0.21 pm at 1.262 \( \mu \text{m} \). This will provide the exact values of the wavelengths of the two pump lasers with an accuracy limited by the emitted linewidth, corresponding to an uncertainty in the estimation of the wavelength at 6.8 \( \mu \text{m} \) of less than 30 pm.

The wavelength meter device gives the value of the measured wavelength for every pulse, so in case of unexpected change in the emission of one of the lasers and hence in the DFG emission, we will be able to control the exact wavelength. Nevertheless, an absolute calibration of the laser system is needed. An absorption cell will grant an absolute calibration of the laser tuning and control system. A \( ^{12}\text{C}_2\text{H}_4 \) cell has been chosen: it has absorption lines well suited for this task, as shown in the absorption spectrum in Fig. 6. The central frequency of the absorption lines shown in Fig. 6 is reported in spectral databases such as HITRAN [49]. The accuracy ranges from \( \pm 10 \) to \( \pm 140 \) MHz, at \( 3\sigma \), depending on the intensity (stronger lines are more accurate).

A laser control system has been realized to fulfill several tasks, among them: the remote control of the laser, the transfer of laser parameters to the acquisition system during data taking, the automatic emergency shutdown control.

### 3.3 Target system

The temperature of the gas shall be the lowest possible to maximize the transition probability \( P \), according to Eq. 2. At the same time, since we work with a gas mixture of hydrogen and oxygen, the condensation temperature of oxygen limits the lowest possible temperature to about 60 K. Further requirements that should be met by the target system are:

- the beam entrance window must be thin enough to minimize the muon stop and to minimize the spread of the muon beam due to the Coulomb scattering;
- low-Z materials should be used in order to improve the transparency to the X-rays of the muonic lines of interest (50–300 keV);
- high-Z materials should be used to permit a fast nuclear capture of the muons stopped outside the gas in order to minimize the noise caused by the electrons coming from the decay of muons;
- the system must operate in safe conditions with ultra-pure pressurized hydrogen gas down to liquid nitrogen temperature;
- the system must host the highly reflective optical cavity and to allow the inclusion of an optical high transparency window in the mid infrared.

A delicate balance and compromise must be found in order to comply with all these competing constraints. A study of the new target design has been carried ahead in collaboration with Criotec Impianti s.r.l.\(^1\) A dedicated Monte Carlo simulation allowed us to optimize the shape and materials of the whole target system. This simulation is described in Sect. 3.3.3.

#### 3.3.1 Cryogenic system

The optical path leading the laser light towards the internal optical cavity is sensitive to vibrations. For this reason, cooling is based on a liquid nitrogen system. This optimizes mechanical stability and eliminates the vibrations produced by cryogenic pumps. The new design is shaped on the needs of the optical cavity that it hosts. The current design also allows the implementation of an improved cavity in the near future, in case a more powerful laser will be available. Figure 7 shows the drawing of the actual target design study, which has led to the choice of a liquid nitrogen (LN\(_2\)) tank of 5 liters. This, with the foreseen load of about 1.7 W, will allow a duty cycle of about 5 days at the operating temperature of 80 K. The LN\(_2\) refilling system will have a feeding and purging pipes always in place and will be connected to a 100/500 liter dewar. By pumping on the LN\(_2\) bath one could

\(^1\) https://www.criotec.com.
3.3.2 The pressurized gas target system

The key point in the design of the target system is the maximization of the number of muons stopping in the small amount of gas contained in the optical cavity while keeping as low as possible the noise coming from muons stopping elsewhere.

The design has been progressively refined by means of simulations reproducing all the materials present in the target, including the optical cavity structure and mirrors, described in the next section.

The illuminated volume inside the optical cavity will have dimensions of about $2 \times 2 \times 10 \text{ cm}^3$. The 10 cm distance between the mirrors permit a light containment inside the cavity with no lateral mirrors. Hence, it is possible to minimize the material inside the target.

Figure 9 shows the pressurized gas target system.

The target vessel is an aluminium box, its long axis perpendicular to the cryogenic cylinder axis. The vessel has rounded corners on the front side and a removable cap on the rear. The inner walls of the pressurized cylinder are coated with gold and nickel to capture muons reaching the walls. The vessel shape was chosen to withstand the pressure with the minimum thickness of the walls. The vessel is gas tight and must permit an efficient cleaning and refilling of the gas mixture.

The mirrors are supported by a C-shaped structure made of steel connected to a main steel support plate. A thin layer (0.6 mm) of silver, placed inside the pressurize vessel and in front of the cavity, slows down muons just before entering the illuminated region, both increasing the muon stop and suppressing the noise coming from the aluminium vessel.

The rear support is covered with 3 mm thick lead which acts as a “beam stopper”, absorbing most of the muons that enter the cylinder and do not stop in the gas. The rear cap is screwed to the vessel body and sealing is achieved using a malleable indium O-ring.
The laser light is injected in the cavity through a single ZnS optical window placed on the outer side of a pipe that is also the main support of the vessel inside the cryogenic cylinder.

The gas is injected from the rear of the pressurized vessel.

3.3.3 Monte Carlo simulations of the target

Dedicated Monte Carlo simulations have been developed for the data analysis’s study of the systematics, the gas target assembly and the detector’s system [50]. The same simulation code based on GEANT4 is being used for the final target layout optimization.

Panel g in Fig. 2 shows the energy spectra that have been obtained in the time slot chosen for laser injection after the beam arrival. In the 2016 target, the background comes mostly from muons transferred from $\mu^- p$ to light elements, more specifically from bremsstrahlung photons generated by decay electrons.

This situation can change significantly with a much smaller gas target and with addition of the cavity mirrors and supports inside the vessel. A balance between competing physical processes must be found, taking into account also technical constraints especially related to the mirrors substrates and supports.

By means of simulations of the target system and considering the final gas target conditions, pressure of 7 bar at 80 K, an analysis of the delayed background generated in the LaBr$_3$(Ce) detectors has been carried out to guide the final constructive design. In Fig. 10, a breakdown of the contribution to the background from the different target’s elements is shown as an example. The GEANT4 simulation was modified in order to include the physical process of the muon transfer from hydrogen to oxygen. The two peaks shown in Fig. 10 present the oxygen main K$\alpha$-line (about 130 keV) and the un-resolved K$\beta$ and K$\gamma$ lines (about 160 keV). In this configuration, the signal coming from the gas amounts to more than 50% of the total detected spectra. Small or negligible contributions come from the single elements of the target: aluminium pressurized vessel lead absorber, mirrors support, mirrors, inner cavity coating. This is a successful result of the optimisation process in the design. In total, of the 1000 muons per spill, 10 stop in the gas and are illuminated by the laser.

3.4 Multipass optical cavity

The cross-section of the hyperfine spin-flip transition in $\mu^- p$ atoms, being a dipole magnetic transition, is four orders of magnitude smaller than the $2s - 2p$ Lamb shift transition [6].

A multipass optical cavity to detect atomic muon transitions has been already realized at PSI [51], but the FAMU experimental requirements for the multipass optical cavity pose much stricter design conditions. In order to have a detectable signal, the design, including material, shape and size, has been optimized to enhance the interaction path between the $\mu^- p$ atoms and photons of the laser pulse and increase the overall probability of spin-flip transition [52].
First of all, in order to increase the energy density, the illuminated surface on the mirrors is reduced to few square centimeters. Furthermore, to increase the interaction path, the light is injected into the cavity at a grazing angle from the side. Figure 11 shows a sketch of cavity. The laser is injected into the cavity and reflected almost parallel to the cavity axis by means of a small mirror placed near the top mirror.

A crucial point in the design of the cavity is the number of photon round trips, that is strictly correlated to the effective interaction length. Therefore, particular care has been posed in the design of the shape of the mirrors in order to obtain a long interaction path. The fused silica mirrors are coated with multilayer of ZnS/Ge that provides a reflectivity > 99.98% at 6.78 µm. The cylindrical ends of the top mirror have a curvature radius of 54 cm and 17 cm, while the curvature radius of the bottom mirror cylindrical ends are 15 and 42 cm. The cylindrical ends are joined to the central plane piece by a system composed by a pair of screws and a thin sheet of invar that pushes the cylindrical ends on the flat part. Invar minimizes the thermal expansion at low temperature. A prototype is being build. Taking into account the substrate fabrication process, we expect the gap between the flat and the cylindrical parts to be about 15 µm.

The ray tracing is the fundamental simulation tool to design the cavity. MATLAB [53] was used for this purpose. Figure 12 reports on the ray-tracing and shows that the light fills almost completely the cavity volume. The light impinges on the mirrors about 1000 times. This effect has a direct consequence on the cavity photon life-time and on the equivalent interaction path of the light with the μ⁻ p, that are 304 ns and 91 m, respectively. The ray path is quite sensible to the injection angle. Figure 13 shows the reflection spot maps on the top mirror; the estimate size of the illuminated surface (dashed line in Fig. 13) is about 2.7 × 2.2 cm². A preliminary study of the interference effect, taking into account the refocusing of the gaussian shape of the laser beam, has been performed and no significant perturbation of the energy density was found. The refocusing effect is negligible for the large curvature radius of the cylindrical part of the mirrors where, moreover, a small number of reflections occurs.

The light will be injected in the cavity with a couple of parabolic mirrors. This system will guarantee a stable alignment between the laser system and the multipass cavity. Moreover, with the parabolic mirrors system, it is possible to adjust the beam waist at the entrance of the cavity.

### 3.5 Detectors system

Muons stopping in the materials surrounding the gas will produce a large number of prompt muonic X-ray lines in the energy range of interest – from about 100 keV to about 700 keV, including the oxygen lines, and among others, the typical calibration lines of the electron-positron annihilation at 511 keV, and the 662 keV from cesium. The delayed X-ray signal lines must be identified over a smooth X-ray background that is mostly generated, via bremsstrahlung, by electrons coming from muon decay. This fact points to optimal beam control and a fast high efficiency X-ray detector system. The detection system that will be employed in the experiment have been thoroughly tested and improved in a progression of measurements campaigns between 2014 and 2018. The complete detection system will include: a beam profile mon-
itor and an X-ray detection ensemble covering most of the solid angle.

3.5.1 Beam profile monitor

The presence of the beam profile monitor is dictated by the need to keep the beam parameters periodically under control and to avoid any unperceived drift in beam shape and position. The beam has to be centered on the gas target volume.

The beam monitor system realized during the FAMU preparatory phase has allowed us to: fine-tune the incoming beam, deliver timing information for DAQ readout and trigger, and monitor the intensity of each beam pulse. The system could rely on three different hodoscopes: two of 10 × 10 cm² active area and a smaller one of 3.2 × 3.2 cm² with 1 mm fibers [54,55].

A new hodoscope has been designed to reduce the amount of material in front of the target and match the new target window. This hodoscope is based on 0.5 × 0.5 mm² square scintillating fibers read by 1 × 1 mm² Hamamatsu S12751-050P SiPM. It will have 32 + 32 X, Y channels covering an active area of about 7.2 × 7.2 cm². The temperature gain drift of SiPM will be controlled by CAEN DT5485 voltage supplies. This hodoscope will be the only detector in front of the target: it will be placed between the beam collimator and the target cryostat.

3.5.2 X-ray detectors

To allow for a good signal to noise ratio and the extraction of the muonic X-ray lines with the best energy resolution and minimal events pile-up, a high light yield and fast decay time scintillating crystal is needed. From this point of view, LaBr₃(Ce) is the best crystal available today. In spectroscopy, the use of high purity germanium detectors (HPGe) exhibiting unbeatable energy resolution is valued as the best possible solution. However, HPGes are slow, work at liquid nitrogen temperatures, require voluminous cryostats and are very expensive. For those reasons FAMU will use a balanced mixture of both technologies already proven to be optimal solutions [56].

LaBr₃(Ce) offers the appropriate energy resolution, fast emission and excellent linearity, allowing also to maximize the detection efficiency while covering a large fraction of the solid angle. Light decay time is the shortest among inorganic scintillator materials (decay time at 97% 16 ns). The single channel coincidence resolving time is 0.45 ns for 2" LaBr₃(Ce) for the integrated detector crystals and photomultiplier element. The energy resolution (7% at 140 keV and 4% at 511 keV) is the best among scintillating crystals [57].

The system used for the 2015–18 data taking [58] is based on cylindrical 1" LaBr₃(Ce) crystals arranged in a crown, read by photomultiplier tubes. Depending on the data taking session we used 5–8 crystals in the crown. Up to now, data have been acquired and processed by 500 MHz CAEN V1730 digitizers, in the framework of the general FAMU Data Acquisition System [59]. For the next run, the direct use of an on-board digital pulse processor with a speed up to 1 Gs/s, performing noise reduction with an optimal (triangular) filter, is foreseen. LaBr₃(Ce) detectors read by photomultipliers will be arranged on a circular support that can contain up to 12 individual detectors, all facing the center of the target’s optical cavity. The main module, shown in Fig. 14, is currently being assembled. Two additional circular arms may be added. This will allow a good coverage of the target volume improving, as far as possible, the X-rays statistic.

The collaboration is also developing a complementary read-out system for the LaBr₃(Ce) crystals based on SiPM. With respect to SiPM, the PMT readout offers the advantage of better rise times (~10 ns as compared to 20 ns). However, the use of smaller crystal, 1/2" instead of 1", combined with SiPM arrays, compensates for this. Therefore, eight cubic 1/2" LaBr₃(Ce) with SiPM array readout have been recently tested and were used to instrument the most inaccessible regions around the target [60,61]. The readout

Fig. 14 CAD drawing of the main detection system. The cryogenic container of the gaseous target is shown as light blue cylinder. Each individual detector is composed of: the scintillating crystal LaBr₃(Ce) (in yellow) that is coupled with an Ultra High Quantum Efficiency photomultiplier (gray box) and the front-end electronics are housed on PCBs (green slabs). The detectors are housed in light-tight holders (dark gray) firmly attached to the circular aluminium support (in light green, with circular holes). The final assembly will differ from this drawing: one of detector module will not be mounted to make room to the laser injection system.
was based on a $4 \times 4$ array of $3 \times 3$ mm$^2$ Hamamatsu S13361 TSV SiPM. The output signals are summed up on a custom made PCB and digitized by CAEN V1730 digitizers. The signal is about 100–200 mV for 622 keV, one of the lines used for calibration, and no amplification is needed in our range of interest. Sixteen of these $1/2''$ LaBr$_3$(Ce) detectors will be placed around the target in front of the other ring of LaBr$_3$(Ce) detectors.

High purity germanium solid-state detectors have been equipped with a custom fast read-out electronics. In this way, HPGe detectors can be used as cross reference system complementing the LaBr$_3$(Ce) scintillation based detectors. Their readout is done through CAEN V1724 digitizers.

LaBr$_3$(Ce) scintillating crystals and HPGe detectors with dedicated fast electronics have already been tested in most realistic conditions on the RIKEN-RAL muon beam [58]. The ability to withstand the event flux originating from the muon beam having a double pulse structure, each with 70 ns FWHM width, 320 ns apart has been proven. The LaBr$_3$(Ce) detection system met the requirements, both on energy and time resolution, correctly reconstructing the relevant characteristic X-rays and the lifetimes of the muonic atoms [7,42]. HPGe detectors, although slower, have been used as a cross-check measurement of the temperature dependence of the muon transfer rate to oxygen [39].

Figure 15 shows the arrangement of the detectors in the final setup: around the target are placed (1) a ring of $1/2''$ LaBr$_3$(Ce) read by SiPM; (2) a ring of $1''$ LaBr$_3$(Ce) read by PMTs; and (3) one HPGe detector with its cooling tank. Another $1/2''$ LaBr$_3$(Ce) detector’s ring will possibly be placed behind the first two.

4 Measurement planning

4.1 Rate evaluation from recent data

In 2018, using the cryogenic target system prepared for the preliminary measurements, we have collected data with a hydrogen gas mixture with oxygen concentration of 1% at 7 bar and 80 K. The beam momentum was set at 55 MeV/c.

The useful time window is framed by the $\mu$'s thermalization and the minimization of the beam induced noise and starts about 300 ns from the second beam pulse. Figure 16 reports the energy spectra for a selected time slot of 300 ns taken 300 ns after the second muon pulse arrives. In this time interval, the signal to noise ratio will be optimal as demonstrated by the simulation described in Sect. 2.3.2. About 44,000 delayed oxygen K lines photons were detected in 9 h by five LaBr$_3$(Ce) $1''$ detectors. From this, and using the results from simulations of the foreseen new target-cavity structure, we can predict the expected rates and hence the time needed for the spectroscopy measurement. From Monte Carlo simulations, we are able to evaluate the number of muons forming $\mu p$ in the above named conditions assuming gas target-cavity dimensions of $2 \times 2 \times 10$ cm$^3$. With the final setup we expect that 8% of the muons form muonic hydrogen as compared with what we obtained in the 2018 run. We can rescale this value for a setup of 12 detectors. Assuming to have 24 h of stable laser condition, 12 h with and 12 h without laser, the number of expected signal is of about 12,000 in either situation. The statistical fluctuation of about 1% will be small enough to reach our goals, as illustrated in Sect. 2.2. With these statistics we can expect a signal to noise ratio ranging from 4 to 20, depending on the available laser energy. Various aspects, like enlarging the number of detectors to cover the useful fraction of the solid angle or the

![Fig. 16](image-url) Energy spectrum collected in 9 h during the 2018 data taking with five LaBr$_3$(Ce) detectors. The target was filled with H$_2$ 1% O$_2$ at 80 K, 7 bars
final X-ray detection efficiency, could lead to a redefinition of the time needed for each wavelength measurement.

4.2 Number of measurements

To evaluate the number of measurements, a wavelength window around the expected resonance position should be defined. Equation 1 expresses the resonance position, i.e. the hyperfine splitting energy, as a function of the Zemach radius. Published values of the Zemach radius [14–17,20,34], listed in Sect. 2.2, define an interval that ranges from 1.021 to 1.119 fm. This corresponds to an interval of width 0.00013 eV in the hyperfine splitting energy or, equivalently, 0.00013 eV \times 0.24 \times 10^6 (GHz/eV) = 30 GHz. Therefore, we have to scan an interval \( \Gamma = 30 \, \text{GHz} \).

The number of needed wavelength steps may be estimated by dividing the interval \( \Gamma \) by the FWHM of the laser linewidth (\( \Delta \nu \)). The natural line Doppler broadening at 80 K is about 300 MHz. The laser linewidth should not exceed this value, a condition satisfied by the current FAMU laser. If we assume \( \Delta \nu = 0.3 \, \text{GHz} \) that leads to 100 steps. If we proceed with frequency steps equal to the FWHM of the laser linewidth, it may happen that the resonance occurs in between two steps, at a frequency for which the intensity of the laser is only half of the maximum and the transition probability would be considerably reduced. Therefore, in the final measurement, we will need more measurements, namely between 100 and 200.

5 Conclusion

In this paper we described the plan to measure the \( hfs \) in the ground state of muonic hydrogen proposed by the FAMU collaboration, and have presented here, for the first time, the realisation of the complete experimental setup. In a progression of preparatory measurements, between 2014 and 2018, we have shown the feasibility of the proposed method – muon transfer to oxygen – and tested various aspect of the experiment. We plan to start a first session of data acquisition with a time span dedicated to assembly and testing of the complete experimental setup, including the laser. This first data acquisition run should last about 4 weeks, depending on the muon beam availability. This time span will allow us to gather about 20 points in frequency. The target will be filled with an oxygen and hydrogen mixture at constant temperature and pressure (7 bar, 80 K, 1.5% oxygen concentration). Each data-point measurement will require us to run for 24 h, turning the laser on every other muon beam spill. This will allow us to minimize the systematic effects. This first run, with the full setup in the final configuration, is foreseen at the end of 2020. A second and longer run, with high-statistic data collection, will be held after the long shut down of the ISIS facility planned for 2020/2021.
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