MODULI SPACES OF SHEAVES ON FANO THREEFOLDS AND K3 SURFACES OF GENUS 9

DOMINIQUE MATTEI

Abstract. A complex smooth prime Fano threefold \( X \) of genus 9 is related via projective duality to a quartic plane curve \( \Gamma \). We use this setup to study the restriction of rank 2 stable sheaves with prescribed Chern classes on \( X \) to an anticanonical K3 surface \( S \subset X \). Varying the threefold \( X \) containing \( S \) gives a rational Lagrangian fibration \( \mathcal{M}_S[2,1,3] \to \mathbb{P}^3 \) with generic fibre birational to the moduli space \( \mathcal{M}_X(2,1,7) \) of sheaves on \( X \). Moreover, we prove that this rational fibration extends to an actual fibration on a birational model \( \mathcal{M} \) of \( \mathcal{M}_S[2,1,3] \).

In a last part, we use Bridgeland stability conditions to exhibit all \( K \)-trivial smooth birational models of \( \mathcal{M}_S[2,1,3] \), which consist in itself and \( \mathcal{M} \). We prove that these models are related by a flop, and we describe the positive, movable and nef cones of \( \mathcal{M}_S[2,1,3] \).

1. Introduction

Let \( X \) be a smooth complex projective Fano threefold of index 1 and Picard group generated by an ample divisor \( H_X \). The moduli spaces \( \mathcal{M}_X(2,1,c_2,c_3) \) of semistable sheaves \( F \) with rank 2 and Chern classes \( c_1(F) = c_1(H_X) \), \( c_2(F) = c_2 \), \( c_3(F) = c_3 \) attracts a lot of attention since the pioneer work of Barth for \( X = \mathbb{P}^3 \) [1]. Using homological methods, Brambilla and Fasenzi [6] construct and describe a generically smooth and irreducible component \( M_X(d) \subset \mathcal{M}_S(2,1,d) := \mathcal{M}_S(2,1,d,0) \), whose general element \( F \) is locally free and satisfies \( \operatorname{Ext}^2(F,F) = 0 \).

The very general hyperplane section \( S \in |H_X| \) is a K3 surface with Picard group generated by the restriction \( H_S := H_X|_S \). Based on a result of Tyurin (see [5]), the authors in [6] show that there exists some open \( \mathcal{M}_X(d)^o \subset \mathcal{M}_X(d) \) for which the restriction

\[
\operatorname{res}: \mathcal{M}_X(d)^o \to \mathcal{M}_S(2,1,d), \quad F \mapsto F_S
\]

is an immersion (i.e. a morphism with injective differential), and its image is a (possibly singular) Lagrangian subvariety with respect to the symplectic structure on \( \mathcal{M}_S(2,1,d) \).

For the specific case of genus \( g(X) := H_X^2/2+1 = 9 \), the Fano \( X \) is related to a quartic plane curve \( \Gamma \) by Homological Projective Duality (see §2.4), in particular there is an an embedding \( \phi: D^b(\Gamma) \to D^b(X) \) between the derived categories of \( \Gamma \) and \( X \). In [7], the authors use the right adjoint \( \phi^! : D^b(X) \to D^b(\Gamma) \) of this functor to prove that the map

\[
\mathcal{M}_X(2,1,7) \to \operatorname{Pic}^2(\Gamma), \quad F \mapsto \phi^! F
\]

gives an isomorphism of \( \mathcal{M}_X(2,1,7) \) with the blow-up of \( \operatorname{Pic}^2(\Gamma) \) along a curve isomorphic to the Hilbert scheme \( H^1_s(X) \) of lines contained in \( X \); the exceptional divisor consists of the sheaves of \( \mathcal{M}_X(2,1,7) \) which are not globally generated. We use this construction to prove our first main theorem. For short, let us denote \( \mathcal{M}_X := \mathcal{M}_X(2,1,7) \) and \( \mathcal{M}_S := \mathcal{M}_S(2,1,7) \).
Theorem 1.1 (= Theorem 3.7 and Theorem 3.10). The restriction \( \text{res} : \mathcal{M}_X \to \mathcal{M}_S \) is injective on the set of globally generated sheaves (in particular, it is generically injective). The image \( \text{res}(\mathcal{M}_X) \) is a Lagrangian subvariety of \( \mathcal{M}_S \) with finitely many singular points, each of which have exactly 2 preimages in \( \mathcal{M}_X \).

In [5], Beauville asks (in a more general context) if the subvariety \( \text{res}(\mathcal{M}_X) \) moves in a family on \( \mathcal{M}_S \), and if this family describes a (rational) Lagrangian fibration \( \mathcal{M}_S \to B \). This is the content of §4.

Theorem 1.2 (= Corollary 4.9). The Fano threefold \( X \) moves in a 3-dimensional open family \( X \to W \subset \mathbb{P}^3 \) parametrizing smooth Fano containing \( S \). There exists a rational Lagrangian fibration \( \mathcal{M}_S \to \mathbb{P}^3 \) such that the fibre over a general point \( [X_t] \in \mathbb{P}^3 \) is the open of globally generated sheaves in \( \mathcal{M}_{X_t} \).

In fact, we prove that the relative moduli space \( \mathcal{M}_{X|W} \) of the family \( X \to W \) is birational to \( \mathcal{M}_S \). The map \( \mathcal{M}_X \to \mathbb{P}^3 \) is given by sending a globally generated sheaf \( F \in \mathcal{M}_S \), which is the restriction of some sheaf in \( \mathcal{M}_{X_t} \), to \( [X_t] \in \mathbb{P}^3 \).

Homological projective duality associates to the K3 surface \( S \) another polarized K3 surface \( (S', H') \), equipped with a sheaf of Azumaya algebras \( \mathcal{A} \) (or equivalently with a Brauer class \( \alpha \in \text{Br}(S') \)). This permits to define a moduli space of semistable \( \alpha \)-twisted torsion sheaves \( \mathcal{M}_{S', \alpha} := \mathcal{M}_{S', \alpha}(0, H', 2) \), equipped with a structure of Lagrangian fibration

\[
\mathcal{M}_{S', \alpha} \to \mathbb{P}^3 = [H'], \ L \mapsto \text{Supp}(L),
\]

such that the fibre over a smooth curve \( [\Gamma] \in [H'] \) is isomorphic to \( \text{Pic}^2(\Gamma) \). In fact, the smooth curves in \( [H'] \) are precisely the plane quartics HP-dual to the Fanos in \( X \). The following result can be thought as a compactification of the rational fibration on \( \mathcal{M}_S \).

Theorem 1.3 (= Theorem 4.10). The linear system \( |H'| \) naturally identifies with the projective space \( \mathbb{P}^3 \) of Theorem 1.2, and there exists a birational map \( \mathcal{M}_S \to \mathcal{M}_{S', \alpha} \) over \( \mathbb{P}^3 \).

It is known that the intermediate Jacobian of \( X \) identifies with the Jacobian \( \text{Pic}^0(\Gamma) \), for \( \Gamma \) the HP-dual curve of \( X \). In particular, the fibration \( \mathcal{M}_{S', \alpha} \to \mathbb{P}^3 \) can be thought as a compactification of the twisted intermediate Jacobian fibration associated the family \( X \to W \).

Eventually, we use the remarkable results of Bayer and Macrì [3] to study the birational models of \( \mathcal{M}_S \).

Theorem 1.4 (= Theorem 5.1). The moduli spaces \( \mathcal{M}_S \) and \( \mathcal{M}_{S', \alpha} \) are the only 2 birational models of \( \mathcal{M}_S \). They are not isomorphic and are related by a flop along a \( \mathbb{P}^2 \)-bundle over \( S \).

In addition, we obtain a complete description of the positive, movable and nef cones of \( \mathcal{M}_S \), see §5.5.

Notations and conventions. Throughout the paper, we work over \( \mathbb{C} \). By variety, we mean an integral separated scheme of finite type. By the word sheaf, resp. vector bundle, we mean a coherent sheaf, resp. finite rank locally free sheaf. We denote \( i_{RT} : R \to T \) a closed immersion between two schemes \( R \) and \( T \), and \( F_R \) the restriction to \( R \) of a sheaf \( F \) on \( T \). We denote \( \mathbf{D}^b(R) := \mathbf{D}^b(\text{Coh}(R)) \) the bounded derived category of coherent sheaves on \( R \). The dual of a sheaf \( F \) is denoted \( F^\vee \), and the derived dual is denoted \( F^\vee \). Recall that both coincide when \( F \) is locally free. For any \( i \in \mathbb{Z} \) and sheaves \( F, G \), we denote \( \text{Ext}^i(F, G) := \dim \text{Ext}^i(F, G) \).
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2. Preliminaries

2.1. The Fano of genus 9. We start with a prime Fano threefold of genus 9 constructed as follows (see [22] for more details). First, we consider \( \Sigma = LG(3,6) \), the Lagrangian Grassmannian of 3-dimensional subspaces of a 6-dimensional vector space \( V \) which are isotropic with respect to a skew-symmetric 2-form \( \omega \). The manifold \( \Sigma \) embeds in \( \mathbb{P}^{13} = \mathbb{P}V_{14} \), with \( V_{14} = \ker(\Lambda^2V \to \mathbb{C}) \). Now we define \( X \) as a 3-codimensional linear section of \( \Sigma \), that is

\[
X := \Sigma \cap \mathbb{P}V_{11}
\]

for \( V_{11} \subset V_{14} \) an 11-dimensional subvector space. The Fano \( X \) has Picard group \( \text{Pic}(X) = \langle H_X \rangle \) with \( H_X \) a hyperplane section in \( \mathbb{P}V_{11} \), and \( -K_X = H_X \). A very general hyperplane section \( S \) of \( X \) is a smooth \( K3 \) surface of genus 9 polarized by the restriction \( H_S \) of \( H_X \) to \( S \), with \( \text{Pic}(S) = \langle H_S \rangle \).

The manifold \( \Sigma \) is equipped with a tautological homogeneous rank 3 subbundle \( U \). As we will principally study \( X \), we denote \( U \) again its restriction to \( X \), and \( U_S \) its restriction to \( S \). By [7, Lem. 3.1], both \( U \) and \( U_S \) are \( \mu \)-stable and \( c_1(U) = -H_X \).

2.2. Cohomology and moduli spaces of sheaves. The integral cohomology groups \( H^{k,k}(X) \) of \( X \) are generated by the hyperplane class \( H_X \) \((k = 1)\), the class of a line \( L_X \subset X \) \((k = 2)\) and the class of a closed point \( P_X \in X \) \((k = 3)\). For now on, we will denote

\[
\mathcal{M}_X(r,c_1,c_2,c_3)
\]

the coarse moduli space of Gieseker semistable sheaves on \( X \) with rank \( r \) and Chern classes \( c_i, i = 1, \ldots, 3 \). If \( c_3 \) vanishes, we omit it from the notation. Moreover, we will often write integers instead of Chern class as they all are integral multiples of the corresponding generator of \( H^{k,k}(X) \).

On \( K3 \) surfaces, it is more convenient to use Mukai vectors (we refer to [19, Ch. 10] for the general theory). That is, we denote \( \mathcal{M}_S[r,c,s] \) the moduli space of semistable sheaves on \( S \) with rank \( r \) and Chern classes \( c_1(F) = cH_S, c_2(F) = \frac{c_1(F)^2}{2} - s + r \) (we use the bracket notation to avoid confusion). Recall that when \([r,c,s]\) is a primitive Mukai vector, the moduli space \( \mathcal{M}_S[r,c,s] \) is a hyperkähler manifold deformation equivalent to a Hilbert scheme of point on a \( K3 \) surface if not empty [33].

In the present paper, we will focus our attention on \( \mathcal{M}_X(2,1,7) \) and \( \mathcal{M}_S[2,1,3] \).

2.3. Technical lemmas. We gather here some useful lemmas.

Lemma 2.1. Let \( X \) be a smooth integral projective variety, \( S \subset X \) a smooth integral hypersurface. Let \( F \in \text{Coh}(X) \) be a coherent pure sheaf with \( \dim(\text{Supp}(F) \cap S) < \dim F \). Let \( i : S \hookrightarrow X \) be the closed immersion. Then \( L^ki^*F = 0 = \text{Tor}_k(F,\mathcal{O}_S) \) for all \( k > 0 \).
Proof. Note that $L^k i^* F = 0$ for all $k > 0$ if and only if $Li^* F$ is a sheaf. Since $i$ is a closed immersion, $R_i = i_*$ do not need to be derived, therefore $Li^* F$ is a sheaf if and only if $i_* Li^* F$ is a sheaf. By the projection formula, we have $i_* Li^* F \simeq F \otimes^L O_S$. Tensoring the exact sequence

$$0 \to \mathcal{O}_X(-S) \to \mathcal{O}_X \to \mathcal{O}_S \to 0$$ \hspace{1cm} (1)

by $F$, to prove both statements of the lemma we are reduced to show that $m: F(-S) \to F$ is injective. Recall that a sheaf is pure if and only if all its associated points have the same dimension, in particular we can work locally and assume that $\mathcal{O}_X(-S)$ is generated by a global function $f$ vanishing on $S$. Hence the kernel of

$$F \xrightarrow{\times f} F$$

is a subsheaf whose support $Z$ is contained in $\text{Supp}(F) \cap S$, which have dimension smaller than the dimension of $\text{Supp}(F)$ by assumptions. By purity of $F$, $Z$ must be empty, so $m$ is injective. \hfill \Box

Remark 2.2. Lemma 2.1 in very useful when it comes to compute Ext-groups between sheaves. Indeed, pick two sheaves $F, G$ as in the statement. The tensor product $- \otimes F$ applied to (1) gives an exact sequence

$$0 \to F(-S) \to F \to F_S \to 0$$ \hspace{1cm} (2)

and moreover $\text{Ext}^i_X(G, F_S) = \text{Ext}^i_S(G_S, F_S)$ by (derived) adjunction. The long exact sequence obtained by applying $R\text{Hom}_X(G, -)$ to (2) permits to relate the Ext groups between $G$ and $F$ and the ones between $G_S$ and $F_S$.

Theorem 2.3 (Hoppe’s criterion, [17]). Let $X$ be smooth projective variety over $\mathbb{C}$ with Picard group generated by an ample line bundle $\mathcal{O}_X(1)$. For any vector bundle $E$ of rank $r$ on $X$, we have

- If $H^0(X, (\Lambda^q E)_{\text{norm}}(-1)) = 0$ for $0 < q < r$, then $E$ is $\mu$-semistable.
- If $H^0(X, (\Lambda^q E)_{\text{norm}}) = 0$ for $0 < q < r$, then $E$ is $\mu$-stable, and the converse is true when $r = 2$.

Here $E_{\text{norm}} := E(-k_E)$ with $k_E \in \mathbb{Z}$ unique so that $-r + 1 \leq c_1(E_{\text{norm}}) \leq 0$.

2.4. Homological Projective Duality. In this section we will only consider the application of Homological Projective Duality (HPD) in our case. For the general theory, we refer to [25].

In [24], the author proves (so-called incomplete) HP duality for $\Sigma = LG(3, 6)$. Namely, we consider the maps

$$f: \Sigma \hookrightarrow \mathbb{P}V_{14} = \mathbb{P}^{13} \text{ and } Y := \Sigma^\vee \setminus \mathbf{Z} \hookrightarrow \mathbb{P}V^\vee_{14},$$

where $\Sigma^\vee$ is the (classical) projective dual variety of $\Sigma$, which is a quartic hypersurface singular along a subvariety $\mathbf{Z} \subset \Sigma^\vee$ of codimension 3.

We obtain the following semiorthogonal decompositions, denoting $\Sigma_j := \Sigma \cap L$, resp. $Y_j = Y \cap L^\perp$, for an admissible linear subspace $L \subset V$ (i.e. that satisfies $\dim \Sigma \cap \mathbb{P}L = \dim \Sigma - \text{codim } L$) of dimension $j$:

- $D^b(\Sigma) = \langle \mathcal{O}_\Sigma(1), U^*_{\Sigma}(1), \mathcal{O}_\Sigma(2), U^*_{\Sigma}(2), \mathcal{O}_\Sigma(3), U^*_{\Sigma}(3), \mathcal{O}_\Sigma(4), U^*_{\Sigma}(4) \rangle$
- $D^b(\Sigma_{11}) = \langle D^b(Y_{11}), \mathcal{O}_{\Sigma_{11}}(1), U^*_{\Sigma_{11}}(1) \rangle$
- $D^b(\Sigma_{10}) = D^b(Y_{10}, \mathcal{A}_Y)$. 
In these cases, $\Sigma_{11}$ is the Fano threefold $X$ as in §2.1, $Y_{11}$ is a plane quartic, and $\Sigma_{10}$ and $Y_{10}$ are K3 surfaces of degree 16 and 4 respectively. Beware that $D^b(Y_{10}, \mathcal{A}_Y)$ is the derived category of $\mathcal{A}_Y$-module with respect to a sheaf of Azumaya algebra $\mathcal{A}_Y$ over $Y$. Equivalently, we can use the equivalence $D^b(Y_{10}, \mathcal{A}_Y) \simeq D^b(Y_{10}, \alpha)$ with the derived category of coherent sheaves twisted by a Brauer class $\alpha \in Br(Y_{10})$ provided by [11].

**Remark 2.4.** Later in the text we will need the following observation. One could ask how the functor $\phi_r : D^b(Y_r, \mathcal{A}_Y) \to D^b(\Sigma_r)$ (with $r$ for which it makes sense) varies when changing the linear section $L$. In fact, in [24] the author proves similar semiorthogonal decompositions when replacing $\Sigma_r$ with $S_r$ and $Y_r$ with $\mathcal{Y}_r$, where $S_r \subset \Sigma \times \text{Gr}(r, V^\vee)$ and $\mathcal{Y}_r \subset Y \times \text{Gr}(r, V^\vee)$ are the universal families of linear sections.

In particular, the kernels $\mathcal{E}_r$ of the functors between $D^b(S_r)$ and $D^b(\mathcal{Y}_r, \mathcal{A}_Y)$ are the pullback of an object $\mathcal{E} \in D^b(Q(\Sigma, Y))$ through the maps $S_r \times_{\text{Gr}(r, V^\vee)} \mathcal{Y}_r \to Q(\Sigma, Y)$, where $Q(\Sigma, Y)$ is the incidence quadric of couples $(s, y) \in \Sigma \times Y$ with $f(s) \in g(y)$. Finally, the kernels $\mathcal{E}_r$ obtained by base change $\text{Spec} \mathbb{C} \to \text{Gr}(r, V^\vee)$, which correspond to the choice of a linear section, give the semiorthogonal decompositions defined above.

**Notations for the HPD.** We introduce some notation for the next parts.

- We denote $X = \Sigma_{11}$ the Fano threefold, $\Gamma := Y_{11}$ the plane quartic curve, $S := \Sigma_{10}$ and $S' := Y_{10}$ the K3 surfaces. Note that $S$, resp. $\Gamma$, is a hyperplane section of $X$, resp. $S'$.
- We denote $\mathcal{E}$ the object in $D^b(Q(\Sigma, Y))$ which gives the HP-duality and by $\mathcal{E}_{11}$, resp. $\mathcal{E}_{10}$ its restriction to $X \times \Gamma$, resp. $S \times S'$.
- We denote by
  \[
  \phi_{11} : D^b(\Gamma) \hookrightarrow D^b(X) \\
  \phi_{10} : D^b(S', \alpha) \xrightarrow{\sim} D^b(S). 
  \]
  the Fourier-Mukai functors with kernel $\mathcal{E}_{11}$ and $\mathcal{E}_{10}$ respectively obtained by HP-duality. Note that $\phi_{11}$ is fully faithful and $\phi_{10}$ is an equivalence.

We need the following lemma which relates the different "paths" between the derived categories $D^b(X)$ and $D^b(S)$, as it reads on diagram

\[
\begin{array}{ccc}
D^b(\Gamma) & \xrightarrow{\phi_{11}} & D^b(X) \\
\downarrow^\sim_{R_{\Gamma S'}^*} & & \downarrow^\sim_{L_{S X}^*} \\
D^b(S', \alpha) & \xrightarrow{\phi_{10}} & D^b(S)
\end{array}
\]

**Lemma 2.5.** We have an isomorphism of functors

\[
L_{S X}^* \circ \phi_{11} \simeq \phi_{10} \circ (R_{\Gamma S'}^*)_*
\]

from $D^b(\Gamma)$ to $D^b(S)$.

**Proof.** It is a consequence of the adaptation of [18, Ex. 5.12] to the case of twisted sheaves. The key point is that all involved functors are Fourier-Mukai (see [10]).

In our case, we get $L_{S X}^* \circ \phi_{11} \simeq \phi_\mathcal{A}$ with $\mathcal{A} \simeq L(\text{Id}_\Gamma \times L_{S X})^* \mathcal{E}_{11}$ and $\phi_{10} \circ (R_{\Gamma S'}^*)_* \simeq \phi_\mathcal{B}$ with $\mathcal{B} \simeq L(I_{\Gamma S'} \times \text{Id}_S)^*(\mathcal{E}_{10})$. But by definition of $\mathcal{E}_{10}$ and $\mathcal{E}_{11}$, $\mathcal{A}$ and $\mathcal{B}$ are both isomorphic to $Lj^* \mathcal{E}$ with $j : \Gamma \times S \to Q(Y, \Sigma)$. \qed
3. STUDYING $\mathcal{M}_X(2,1,7)$ AND ITS RESTRICTION

Fix $X = \Sigma \cap \mathbb{P}V_{11}$ as defined in §2, and fix $S$ a general hyperplane section. In particular, we assume that $S$ is a $K3$ surface with $\text{Pic}(S) = \mathbb{Z} \cdot H_S$ of genus 9 and $S$ does not contain a line. We denote $\mathcal{M}_X := \mathcal{M}_X(2,1,7)$, and $\mathcal{M}_S := \mathcal{M}_S[2,1,3]$. The present paper is based on the following results from Brambilla and Faaenzi.

**Theorem 3.1** ([7], Thm. 5.1). The functor $\phi_{11}$ admits a right adjoint $\phi_{11}!$. The latter induces a morphism

$$\varphi : \mathcal{M}_X(2,1,7) \to \text{Pic}^2(\Gamma)$$

$$F \mapsto \phi_{11}! F$$

which is a blow-up of $\text{Pic}^2(\Gamma)$ along a subvariety isomorphic to the Hilbert scheme of lines in $X$. The exceptional divisor of $\varphi$ consists of the sheaves in $\mathcal{M}_X(2,1,7)$ which are not globally generated.

**Proposition 3.2** ([7], Lem. 5.2 and [6], Prop. 3.4 and 3.6). Let $F \in \mathcal{M}_X(2,1,7)$ be a sheaf. Then we have

$$H^k(X,F) = 0 \quad \text{for} \quad k = 1,2,$$

$$H^k(X,F(-1)) = 0 \quad \text{for} \quad k = 0,1,2,3$$

$$H^1(X,F(-t)) = 0 \quad \text{for} \quad t \geq 1$$

Moreover, either $F$ is locally free or $F^{**} \in \mathcal{M}_X(2,1,6)$ is a stable vector bundle, and there is a line $M_F \subset X$ and an exact sequence

$$0 \to F \to F^{**} \to \mathcal{O}_{M_F} \to 0. \quad (3)$$

Furthermore, the following statements are equivalent:

1. the sheaf $F$ is not globally generated,
2. the vector space $\text{Hom}(U^\vee,F)$ is non-zero,
3. Denote $I \to F$ the image of the natural evaluation map $I = \text{Im}(ev : H^0(X,F) \otimes \mathcal{O}_X \to F)$. Then $I \in \mathcal{M}_X(2,1,8,2)$ and there is a line $L_F \subset X$ such that we have

   $$0 \to I \to F \to \mathcal{O}_{L_F}(-1) \to 0. \quad (4)$$

   Moreover the sheaf $I$ admits a locally free resolution

   $$0 \to \mathcal{O}_X \to U^\vee \to I \to 0. \quad (5)$$

We prove that the pullback by $i_S : S \to X$ gives a restriction morphism

$$\text{res} : \mathcal{M}_X \to \mathcal{M}_S. \quad (6)$$

**Lemma 3.3.** Let $F \in \mathcal{M}_X$ be a sheaf. Then $F$ is $\mu$-stable, and its restriction $F_S$ to $S$ is also $\mu$-stable.

**Proof.** We know that $F$ is (Gieseker)-semistable. Let $G \subset F$ be a subsheaf of rank 1 and with first chern class $c_1(G) = aH$ such that $\mu(F) = \mu(G)$. Then $aH^3 = H^3/2$ which is impossible for $a \in \mathbb{Z}$. Hence $F$ is $\mu$-stable.

Consider the exact (by Lemma 2.1) sequence

$$0 \to F(-2) \to F(-1) \to F_S(-1) \to 0.$$
If $F$ is locally free, Hoppe’s criterion (2.3) gives $H^0(X,F(−1)) = 0$, and $H^1(X,F(−2)) = 0$ by Proposition 3.2. Hence $H^0(S, F_S(−1)) = 0$ so $F_S$ is $\mu$-stable. If $F$ is not locally free, then by Proposition 3.2, $F$ lies in an exact sequence

$$0 \to F \to E \to \mathcal{O}_L \to 0$$

with $E \in \mathcal{M}_X(2,1,6)$ stable vector bundle and $L \subset X$ a line. Restricting this sequence to $S$ (using Lemma 2.1) we get

$$0 \to F_S \to E_S \to \mathcal{O}_Z \to 0$$

(7)

with $Z$ a 0-dimensional subscheme. By [6, Prop. 3.4], $E$ satisfies the same vanishings as $F$, in particular $E$ is $\mu$-stable, and the previous arguments apply identically to prove that $E_S$ is also $\mu$-stable. This implies by (7) that $F_S$ is torsion-free, and any destabilizing subsheaf of $F_S$ also destabilizes $E_S$, which is not possible, so $F_S$ is $\mu$-stable. 

Our goal is to study the restriction morphism $\text{res}$ (6). In a first part, we will prove that the restriction is generically injective, see Theorem 3.7. In a second part, we will identify the subspace of $\mathcal{M}_X$ on which the restriction is not injective and study the image of $\mathcal{M}_X$ in $\mathcal{M}_S$, see Theorem 3.10.

3.1. Globally generated sheaves. Let us denote $\phi := \phi_{11}, \phi^I := \phi_{1I}^I$ for simplicity. We consider a sheaf $F \in \mathcal{M}_X$. By [7, Lem. 4.3], there is an exact sequence

$$0 \to \mathcal{U}^\vee \to \phi F \to F \to 0.$$  

(8)

As $F$ is torsion-free, in view of Lemma 2.1 the restriction to $S$ gives the exact sequence

$$0 \to \mathcal{U}_S^\vee \to \tilde{i}S_X^* \phi^I F \to F_S \to 0.$$  

(9)

**Proposition 3.4.** For $F$ globally generated we have

$$\dim \text{Ext}^1(F_S, \mathcal{U}_S^\vee) = 1.$$  

Note that by Theorem 3.1 the general element of $\mathcal{M}_X$ is globally generated.

**Proof.** We need to consider two exact sequences, namely

$$0 \to \mathcal{U} \to V \otimes \mathcal{O}_X \to \mathcal{U}^\vee \to 0$$  

(10)

$$0 \to \mathcal{U}^\vee(−1) \to \mathcal{U}^\vee \to \mathcal{U}_S^\vee \to 0,$$  

(11)

where $V$ is the $\mathbb{C}$-vector space of dimension 6 defining $LG(3,6)$. For the sequence (10), note that the universal quotient bundle is isomorphic to the dual of the universal subbundle on $\Sigma$, thanks to the symplectic form on $V$.

From Hirzebruch-Riemann-Roch, we can compute $\chi(F_S, \mathcal{U}_S^\vee) = \chi(S, F_S \otimes \mathcal{U}_S)$. We have $\text{ch}(F_S) = (2, H_S, 1), \ (10)$ gives $\text{ch}(\mathcal{U}_S) = (3, −H_S, 0)$ and $\text{td}(S) = (1, 0, 2)$ as $S$ is a $K3$ surface. We obtain

$$\chi(S, F_S \otimes \mathcal{U}_S) = \int (2, H_S, 1)(3, −H_S, 0)(1, 0, 2) = −1.$$  

To obtain the promised result, we will prove $\text{Ext}^2(F_S, \mathcal{U}_S^\vee) = 0 = \text{Hom}(F_S, \mathcal{U}_S^\vee)$.

First, we have $\mu(F_S) = 1/2$ and $\mu(\mathcal{U}_S^\vee) = 1/3$. By stability, we get $\text{Hom}(F_S, \mathcal{U}_S^\vee) = 0$.

**Lemma 3.5.** For any $F \in \mathcal{M}_X$, we have

$$\text{Hom}_S(\mathcal{U}_S^\vee, F_S) \simeq \text{Hom}_X(\mathcal{U}^\vee, F)$$
Proof. We proceed as explained in Remark 2.2. By Serre duality on $X$ and $S$, the statement is equivalent to $\text{Ext}^3_Y(F_S, U_S^\perp) \simeq \text{Ext}^3_X(F, U^\perp(-1))$. Apply $R\text{Hom}_X(F, -)$ to (11) to get
$$\text{Ext}^3_Y(F, U^\perp) \to \text{Ext}^2_Y(F_S, U_S^\perp) \to \text{Ext}^3_X(F, U^\perp(-1)) \to \text{Ext}^3_X(F, U^\perp).$$
Now applying $R\text{Hom}_X(F, -)$ to (10) and since $H^k(X, F(-1)) = 0$ $\forall k$ (Proposition 3.2), we have
$$\text{Ext}^3_X(F, U^\perp) \simeq \text{Ext}^{k+1}_X(F, U) \ \forall k.$$
We have $\text{Ext}^3_Y(F, U^\perp) \simeq \text{Ext}^3_X(F, U) = \text{Hom}_X(U, F(-1)) = 0$ by stability since $\mu(F(-1)) = -1/2$ and $\mu(U) = -1/3$. Moreover $\text{Ext}^3_X(F, U^\perp) \simeq \text{Ext}^4_X(F, U) = 0$. Hence we obtain $\text{Ext}^2_Y(F_S, U_S^\perp) \simeq \text{Ext}^3_X(F_U^\perp(-1)).$ □

Now, for $F$ globally generated we have $\text{Ext}^3_X(F, U^\perp(-1)) \simeq \text{Hom}_X(U^\perp, F) = 0$ (Proposition 3.2), and hence by Lemma 3.5 we conclude the proof. □

From the exact sequence (9) we obtain the following corollary.

Corollary 3.6. Let $\widetilde{X} = \Sigma \cap \mathbb{P}V_{11}$, $\widetilde{V}_{11} \subset V_{14}$ be another Fano threefold constructed as in §2. Let $\widetilde{\Gamma}$ be its associated quartic plane curve, and let $\phi_{11} : \widetilde{\Gamma} \to \widetilde{X}$ be the functor obtained by HPD. For $F \in \mathcal{M}_X$ and $\widetilde{F} \in \mathcal{M}_{\widetilde{X}}$ globally generated, we have
$$F_S \simeq \widetilde{F}_S \Rightarrow i^*_{SX} \phi F \simeq i^*_{S\widetilde{X}} \phi F \widetilde{F}.$$

Theorem 3.7. The morphism $\text{res}$ is injective on the set of globally generated sheaves (in particular, it is generically injective). Moreover, in the notation of Corollary 3.6, for any two globally generated sheaves $F \in \mathcal{M}_X$, $\widetilde{F} \in \mathcal{M}_{\widetilde{X}}$, we have
$$F_S \simeq \widetilde{F}_S \Leftrightarrow X = \widetilde{X} \text{ and } F \simeq \widetilde{F}.$$

Proof. Let $F \in \mathcal{M}_X$, $\widetilde{F} \in \mathcal{M}_{\widetilde{X}}$ be globally generated sheaves over $X$ and $\widetilde{X}$ such that $F_S \simeq \widetilde{F}_S$. By Corollary 3.6 and Lemma 2.5, we obtain
$$F_S \simeq \widetilde{F}_S \Leftrightarrow i^*_{SX} \phi F \simeq i^*_{S\widetilde{X}} \phi \widetilde{F} \Leftrightarrow \phi_{10}(i_{GS})_* \circ \phi F \simeq \phi_{10}(i_{\widetilde{GS}})_* \circ \phi \widetilde{F} \text{ by Lemma 2.5} \Leftrightarrow (i_{GS})_* \circ \phi F \simeq (i_{\widetilde{GS}})_* \circ \phi \widetilde{F} \text{ since } \phi_{10} \text{ is an equivalence.} \ (12)$$

We know by [7] that $\phi F$ and $\phi \widetilde{F}$ are line bundles on $\Gamma$ and $\widetilde{\Gamma}$ respectively. But then $(i_{GS})_* \circ \phi F$ and $(i_{\widetilde{GS}})_* \circ \phi \widetilde{F}$ are isomorphic torsion sheaves of rank one supported on a curve, hence $\Gamma = \widetilde{\Gamma}$. Since $\Gamma$ is given by the linear intersection $\Sigma^Y \cap \mathbb{P}L^Y$ (see the beginning of §2.4), we obtain $X = \widetilde{X}$ for $X = \Sigma \cap \mathbb{P}L$. Finally (12) implies that $\phi F = \phi \widetilde{F}$ because the pushforward by closed immersion is fully faithful. Hence $F \simeq \widetilde{F}$ as $\phi : \mathcal{M}_X \to \text{Pic}^2(\Gamma)$ is injective on globally generated sheaves: these are exactly the sheaves which are not in the exceptional divisor of the blow-up $\mathcal{M}_X \to \text{Pic}^2\Gamma$. □

3.2. The non-injectivity locus. We investigate now which sheaves on $\mathcal{M}_X$ have the same restriction on $\mathcal{M}_S$. Recall from Proposition 3.2 that a sheaf $F$ which is not locally free (resp. not globally generated) is so along a line $M_F$ (resp. $L_F$). Note that the exact sequence (4) is induced by the evaluation map $\text{ev}_F : H^0(F) \otimes \mathcal{O}_X \to F$, that is $\mathcal{O}_{L_F}(-1) = \text{coker}(\text{ev}_F)$.

Proposition 3.8. Let $F \not\cong G \in \mathcal{M}_X$ such that $F_S \simeq G_S$. Then both $F$ and $G$ are not locally free nor globally generated. Moreover $L_F = M_G$ and $M_F = L_G$ but $M_F \neq L_F$. 
Proof. If $F$ were globally generated, combining Proposition 3.2 and Lemma 3.5 we would get $0 = \text{Hom}_X(\mathcal{U}^\vee, F) \simeq \text{Hom}_S(\mathcal{U}^\vee_S, F_S) \simeq \text{Hom}_X(\mathcal{U}^\vee, G) = 0$, in particular $G$ would be globally generated, contradicting Theorem 3.7.

To prove that neither $F$ nor $G$ is locally free, it is enough to prove it for $G$. Indeed, in this case the restriction of (3) to $S$ gives an exact sequence

$$0 \to G_S \to (G^{**})_S \to \mathcal{O}_y \to 0$$

with $y = M \cap S$ (recall we assumed that $S$ does not contain a line). Applying $R\text{Hom}(-, \mathcal{O}_S)$ to the sequence, and using $\text{Hom}(\mathcal{O}_y, \mathcal{O}_S) = 0$ gives $G^*_S \simeq (G^{**})^*_S$, and therefore $G^{**}_S \simeq (G^{**})^{**}_S \simeq (G^{**})_S$. So $G_S$ is not locally free and $F_S \simeq G_S$ implies that $F$ is not locally free neither.

Let’s prove that $G$ is not locally free and $M_G = L_F$. By symmetry, this gives $M_F = L_G$ aswell. Apply $\text{Hom}(F, -)$ to $0 \to G(-1) \to G \to G_S \to 0$ to get

$$0 \to \text{Hom}(F, G) \to \text{Hom}(F_S, G_S) \to \text{Ext}^1(F, G(-1)).$$

We get $\text{Ext}^1(F, G(-1)) \simeq \text{Ext}^2(G, F) \neq 0$, otherwise an isomorphism $F_S \simeq G_S$ would lift to an isomorphism $F \simeq G$ by exactness of (13). Apply $\text{Hom}(G, -)$ to (4) to obtain

$$\text{Ext}^2(G, I) \to \text{Ext}^2(G, F) \to \text{Ext}^2(G, \mathcal{O}_{L_F}(-1)) \to \text{Ext}^3(G, I).$$

- Apply $\text{Hom}(G, -)$ to $0 \to \mathcal{O}_X \to \mathcal{U}^\vee \to I \to 0$ to get $\text{Ext}^2(G, \mathcal{U}^\vee) \to \text{Ext}^2(G, I) \to \text{Ext}^3(G, \mathcal{O}_X)$.

But $\text{Ext}^2(G, \mathcal{O}_X) = 0$ as $H^k(X, G(-1)) = 0 \ \forall k$ (Proposition 3.2), and from (10) $\text{Ext}^2(G, \mathcal{U}^\vee) \simeq \text{Ext}^2(G, \mathcal{U}) \simeq \text{Hom}(\mathcal{U}, G(-1)) = 0$ by stability and comparing slopes. Hence $\text{Ext}^2(G, I) = 0$.

- $\text{Ext}^3(G, I) \simeq \text{Hom}(I, G(-1)) = 0$ comparing slope and by stability.

We obtain $\text{Ext}^2(G, F) \simeq \text{Ext}^2(G, \mathcal{O}_{L_F}(-1))$. Hence for $F \not\simeq G$ with $F_S \simeq G_S$, we have $\text{Ext}^2(G, \mathcal{O}_{L_F}(-1)) \simeq \text{Ext}^1(\mathcal{O}_{L_F}, G)^* \neq 0$. Therefore we have a non-trivial exact sequence

$$0 \to G \to \mathcal{G} \to \mathcal{O}_{L_F} \to 0,$$

and computations of Chern classes gives

$$
\begin{array}{ccc}
G & \mathcal{G} & \mathcal{O}_{L_F} \\
\text{rk} & 2 & 2 & 0 \\
c_1 & 1 & 1 & 0 \\
c_2 & 7 & 6 & -1 \\
c_3 & 0 & 0 & 1.
\end{array}
$$

If $\mathcal{G}$ is not torsion free, consider its torsion subsheaf $\mathcal{G}_t$ and the exact sequence

$$0 \to \mathcal{G}_t \to \mathcal{G} \to \mathcal{G}_f \to 0.$$

First note that $\mathcal{G}_f$ is stable. Indeed, if $K \subseteq \mathcal{G}_f$ with rank 1 and $c_1(K) = c \geq 1$, denote $K''$ the image of $K$ in $T$. We can consider $0 \to K' \to K \to K'' \to 0$ and computing Chern classes we obtain $c_1(K') = c \geq 1$, but $K' \subseteq G$ as it is the kernel of $K \to K''$, so $K'$ destabilizes $G$ which is absurd.
In particular, we obtain that $G$ is torsion free. Recall that if a sheaf $H$ is supported on an integral subvariety $Z$ of codimension $m$, and has rank $r$ at a generic point of $Z$, Grothendieck-Riemann-Roch implies that $c_k(H) = 0$ for $1 \leq k \leq m - 1$ and:

$$c_m(H) = (-1)^{m-1}r[Z].$$

If $Z$ is reducible, the same formula holds by addition over the components of $Z$ having maximal dimension. Using that $G$ is stable, a quick computation gives $c_1(G_t) = 0$ (hence $c_1(G_f) = 1$). In particular, we obtain that $G$ is not locally free by [7, Lem. 2.1]. Another computation gives $c_2(G_t) = -1$ or 0, hence $c_2(G_f) = 6$ or 7. We distinguish these two cases. Set $d = c_3(G_t)$.

1. If $c_2(G_f) = 7$, we obtain $c_3(G_f) = 1 - d$. The quotient of the injective map $G \hookrightarrow G_f$ is a zero dimensional torsion sheaf $T$ with $c_2(T) = 1 - d$, hence $1 - d \geq 0$. From Proposition 3.2, either $G_f$ is locally free or there is an exact sequence

$$0 \rightarrow G_f \rightarrow E \rightarrow \mathcal{O}_L \rightarrow 0$$

with $E$ rank 2 vector bundle with $c_1(E) = 1$, $c_2(E) = 6$. In the latter case, computation of Chern classes gives $1 - d = 0$, hence $G_f \simeq G$. But the map $G \rightarrow G_f \simeq G$ splits the exact sequence (14) which is absurd. In the former case ($G_f$ locally free), the inclusion $G \hookrightarrow G_f$ implies that $G$ is locally free on an open subset of codimension 3, which is absurd as the locus of non locally freeness of $G$ is the line $M_G$. We conclude that $c_2(G_t) \neq -1$.

2. If $c_2(G_f) = 6$, consider the exact sequence

$$0 \rightarrow G_f \rightarrow G_f^{**} \rightarrow Q \rightarrow 0.$$

We know that $G_f^{**}$ is stable (from the same proof as for $G_f$) and satisfies $c_1(G_f^{**}) = 1$. From [6, Lem. 3.1] we must have $c_2(G_f^{**}) \geq 6$, hence $c_2(G_f^{**}) = 6$ and $Q$ is 0-dimensional. Moreover, since $G_f^{**}$ is reflexive it also satisfies $c_3(G_f^{**}) \geq 0$ (generalization of [15, Prop. 2.6]). From Proposition 3.2 again, $G_f^{**}$ must be locally free. We deduce that $G_f$ is locally free on an open subset $U \subset X$ of codimension 3.

The cokernel of the injective map $G \hookrightarrow G_f$ is a torsion sheaf $T$ with $c_2(T) = -1$, so it is supported on a line $L$. In particular, we obtain that $G$ is locally free on $U \setminus L$, so $L = M_G$. The composition $G \rightarrow G_f \rightarrow T$ factors through $\mathcal{O}_{L_F}$ as shown on the commutative diagram

$$0 \rightarrow G \rightarrow G_f \rightarrow \mathcal{O}_{L_F} \rightarrow 0$$

$$0 \rightarrow G \rightarrow \mathcal{O}_{L_F} \rightarrow T \rightarrow 0.$$

We obtain a surjective map $\mathcal{O}_{L_F} \rightarrow T$, which gives $L_F = M_G$.

The following results is proved in [7, arXiv v.1, Lem. 5.6], but we add a more direct proof here.

**Lemma 3.9.** In the notation of Proposition 3.8, we have $M_F \neq M_G$.

**Proof.** Assume $M_F = M_G$ (equivalently, $M_F = L_F$) for the seek of contradiction. Denote $I_F$ and $I_G$ the sheaves appearing in (4) and $\gamma_F, \gamma_G \in \text{Hom}(\mathcal{O}_X, \mathcal{U}^\vee)$ the map appearing in (5) with respect to $F$ and $G$ respectively. Recall that $I_F$ is the image of the natural evaluation map.
\( \text{ev}_{X,F} : H^0(X,F) \otimes O_X \to F \), and similarly for \( G \). Hence \( (I_F)_{|S} = (\text{Im}(\text{ev}_{X,F}))_{|S} \simeq \text{Im}(\text{ev}_{S,F_S}) \), and since \( F_S \simeq G_S \) we get \( I_S := (I_F)_{|S} \simeq (I_G)_{|S} \). Therefore \( \gamma_F \) and \( \gamma_G \) are proportional. But from
\[
0 \to \mathcal{U}(-1) \to \mathcal{U} \to \mathcal{U}_S \to 0
\]
we see that \( H^0(X,\mathcal{U}) \to H^0(S,\mathcal{U}_S) \) is injective, hence \( \gamma_F \) and \( \gamma_G \) are proportional, that is \( I := I_F \simeq I_G \). But we have
\[
\text{Ext}_X^1((i_{LX})_* O_L(-1), I) \simeq \text{Ext}_X^2(I, (i_{LX})_* O_L(-2))^* \\
\simeq \text{Ext}_L^2(L i_{LX}^* I, O_L(-2))^* \\
\simeq \text{Ext}_L^{-1}(O_L, Li_{LX}^* I)^* \\
\simeq \text{Ext}_L^{-1}(O_L, Li_{LX}^* I)^*
\]
We know that the latter group is not trivial, because \( F \in \text{Ext}_X^1((i_{LX})_* O_L(-1), I) \) is torsion-free. Since \( L \) is a curve, \( Li_{LX}^* I \simeq \oplus_k L^k i_{LX}^* I[-k] \). We will prove \( L^k i_{LX}^* I = 0 \) for \( k > 1 \) and \( L^1 i_{LX}^* I \simeq O_L \), i.e. \( F \simeq G \) which is absurd.

Apply \( Li_{LX}^* \) to (5) to get the exact sequence
\[
0 \to L^1 i_{LX}^* I \to O_L \xrightarrow{k} \mathcal{U}_L \to I_L \to 0.
\]
We obtain \( L^k i_{LX}^* I = 0 \) for \( k > 1 \). Then \( L^1 i_{LX}^* I = \ker(k) \) and denote \( P = \text{Im}(k) \). We know that \( \text{rk}(I_L) \geq 2 \) by upper semicontinuity. If \( \text{rk}(I_L) = 2 \), then \( \text{rk}(P) = 1 \) and hence \( L^1 i_{LX}^* I = 0 \) because it is a torsion subsheaf of \( O_L \). But this would give \( \text{Ext}_L^{-1}(O_L, Li_{LX}^* I)^* = 0 \) which is absurd. Since \( \mathcal{U}_L \) is surjective, we get \( \text{rk}(I_L) = 3 \), hence \( P = 0 \) and \( L^1 i_{LX}^* I \simeq O_L \).

**Theorem 3.10.** For \( X \) general, the image of \( \mathcal{M}_X \) in \( \mathcal{M}_S \) via the restriction map is a Lagrangian subvariety with finitely many singular points, each of which have exactly 2 preimages in \( \mathcal{M}_X \).

**Proof.** The assumption \( X \) general ensures that \( \mathcal{M}_X \) is smooth (recall that \( \mathcal{M}_X \) is the blow-up of \( \text{Pic}^2(\Gamma) \) along a subscheme isomorphic to the Fano of lines \( H^0(X) \) which is smooth for \( X \) general [23, Thm. 4.2.7]).

**Lemma 3.11.** For all \( F \in \mathcal{M}_X \), we have \( \text{Ext}^2(F,F) = 0 \).

**Proof.** Apply \( R\text{Hom}(\mathcal{U},F) \) to (8) to get
\[
0 \to \text{Hom}(\mathcal{U},F) \to \text{Ext}^1(F,F) \xrightarrow{t} \text{Ext}^1(\phi^1 F, \phi^1 F) \to \text{Ext}^1(\mathcal{U},F) \\
\to \text{Ext}^2(F,F) \to 0
\]
and \( \text{Ext}^2(\mathcal{U},F) = 0 \). The map \( t \) is the tangent map of \( \phi^1 \), which is an isomorphism (resp. has rank 2) when \( F \) is (resp. is not) globally generated. We want to prove
\[
\text{Ext}^1(\mathcal{U},F) = \text{coker}(t).
\]
(15)
Note that \( \chi_F := \chi(\mathcal{U},F) = \chi(X,F \otimes \mathcal{U}) \) only depends on the Chern classes of \( F \) thanks to Hirzebruch-Riemann-Roch, hence \( \chi_F \) is constant on \( \mathcal{M}_X \). Therefore if (15) holds for one sheaf in \( \mathcal{M}_X \) then it holds for all of them. By [7, §4] we know that there exists a sheaf \( G \in \mathcal{M}_X \) with \( \text{Ext}^2(G,G) = 0 \), which gives (15).

First, from [3] we know that \( \text{res} : \mathcal{M}_X \to \mathcal{M}_S \) induces an immersion (that is, a morphism with injective differential) of \( \mathcal{M}_X \) onto a Lagrangian subvariety of \( \mathcal{M}_S \). Moreover, by Theorem 3.7 it is injective on the set of sheaves which are either locally free or globally generated.
Consider a singular point of \( \text{res}(\mathcal{M}_X) \), it corresponds to the image of a sheaf \( F \in \mathcal{M}_X \) which is neither globally generated nor locally free. But from Proposition 3.8, the set of sheaves \( E \) with \( E_S \cong F_S \) consists exactly in \( \{F, G\} \) with \( G \) the sheaf for which \( M_G = L_F \) and \( L_G = M_F \), and these two (distinct by Lemma 3.9) lines intersect on \( S \). From [23, §4.2] each line in \( X \) intersects a finite number of lines. In particular, the scheme parametrizing couples of intersecting lines in \( X \) has dimension 1, and the image of the intersection points of such couples of lines forms a 1-dimensional subscheme of \( X \). This subscheme intersects the general divisor \( S \) in a finite number of points.  

**Remark 3.12.** It would be interesting to know if these singular points are ordinary double points. This amounts to prove that two non-trivial extensions \( T_F \in \text{Ext}^1(F, F) \) and \( T_G \in \text{Ext}^1(G, G) \) for \( F, G \in \mathcal{M}_X \) such that \( F_S \cong G_S \) do not restrict by \( i_{S_X}^* \) to the same extension in \( \text{Ext}^1(F_S, G_S) \).  

4. **Lagrangian fibrations and birational models**  

4.1. **Relative moduli spaces.** In this section, we fix \( S \) and we vary \( X \). Recall from §2.1 that we defined the Fano \( X \) (resp. the K3 surface \( S \)) as the intersection of the Lagrangian Grassmannian \( \Sigma \subset \mathbb{P}V_{14} \) with some linear subspace \( \mathbb{P}V_{11} \) (resp. \( \mathbb{P}V_{10} \)) for a 11- (resp. 10-) dimensional vector subspace of \( V_{14} \).

For now on, we fix \( S \), i.e. we fix \( V_{10} \subset V_{14} \). The Fanos \( X \) containing \( S \) are parametrized by the set of 11-dimensional vector subspaces \( \mathcal{W} \) verifying \( V_{10} \subset W \subset V_{14} \), so they are parametrized by \( \mathbb{P}^3 = \mathbb{P}(V_{14}/V_{10}) \). Dually, the set of corresponding plane curves in \( (\mathbb{P}^3)^\vee \) (defined by \( \Sigma^\vee \cap W^\perp \), see §2.4) are parametrized by the 3-dimensional vector subspaces \( W^\perp \subset V_{10}^\perp \), hence parametrized by the same projective space \( \mathbb{P}^3 = (\mathbb{P}^3)^\vee \).

Let us introduce the following notations:

- Let \( \mathcal{W} \subset \mathbb{P}^3 \) be the subset of vector subspaces \( W \) such that the Fano (resp. plane curve) \( \Sigma \cap PW \) (resp. \( \Sigma^\vee \cap PW^\perp \)) is smooth. We obtain two smooth morphisms

\[
\begin{align*}
\mathcal{X} & \longrightarrow \Sigma \times \mathbb{P}^3 & \mathcal{G} & \longrightarrow \Sigma^\vee \times \mathbb{P}^3. \\
\downarrow & \downarrow & \downarrow & \downarrow \\
\mathcal{W} & \longrightarrow \mathbb{P}^3 & \mathcal{W} & \longrightarrow \mathbb{P}^3
\end{align*}
\]

such that \( \mathcal{X}_W = \Sigma \cap PW \) and \( \mathcal{G}_W = \Sigma^\vee \cap PW^\perp \) for each \( W \in \mathcal{W} \). To simplify notations, we will simply write \([X], [\Gamma] \in \mathcal{W} \) for Fanos and plane curves parametrized by \( \mathcal{W} \). Up to shrinking \( \mathcal{W} \) a little bit, we can assume that \( \mathcal{M}_X \) is smooth for all \([X] \in \mathcal{W} \) (see proof of Theorem 3.10).

- \( \mathcal{M}_X := \mathcal{M}_{X/\mathcal{W}}(2, 1, 7) \) stands for the relative moduli space of sheaves of the family \( \mathcal{X} \to \mathcal{W} \).

The fibres satisfy \( (\mathcal{M}_X)[X] \simeq \mathcal{M}_X \) for any \( X \in \mathcal{W} \).

- \( \mathcal{M}(S', \alpha) := \mathcal{M}(S', \alpha)[0, H', 0] \) stands for the moduli space of \( \alpha \)-twisted torsion sheaves on \( S' \) supported on curves on the primitive polarization \( H' \) (see [32] for the existence of moduli spaces of twisted sheaves). This space admits a map \( p : \mathcal{M}(S', \alpha)[0, H', 0] \to \mathbb{P}^3 = |H'| \) defined in [4] called *Beauville-Mukai integrable system*, sending a sheaf to its support.

- \( \text{Pic}^2(\mathcal{G}) := p^\perp(\mathcal{W}) \subset \mathcal{M}(S', \alpha) \) stands for the open subspace of smooth fibres. For any curve \([\Gamma] \in \mathcal{W} \), we have \( p^\perp([\Gamma]) \simeq \text{Pic}^2(\Gamma) \), which motivates the notation.

**Remark 4.1.** In fact, the definition of \( \mathcal{M}(S', \alpha) \) (or more precisely, the last digit in the Mukai vector \([0, H', 0]\)) requires an extra choice, for instance the choice of a B-field representing \( \alpha \),
or a lift of $\alpha$ to the Special Brauer group of $S$ (see [21]). We will omit this, because this choice is of no importance in this text.

The Brauer class $\alpha$ does not play a role when one considers a single curve $[\Gamma] \in \mathcal{W}$ (because the Brauer group of a curve over an algebraically closed field is trivial), but it does when considering the whole family $\mathfrak{S}$. In general, the twisted and non-twisted moduli spaces are not isomorphic, nor birational. For instance, it is known that the movable and nef cones of $\mathcal{M}_S[0, H', 0]$ coincide [13, Lem. 3.12] (that is, this moduli space admits no other birational model), which we will disprove in the twisted case in Proposition 5.21.

Since both $\mathcal{M}_X$ and $\text{Pic}^2_\alpha(\mathfrak{S})$ are nonsingular, they are both flat hence smooth over $\mathcal{W}$ by miracle flatness [14, Ex. 10.9]. Using the next lemma (Lemma 4.3), in view of Remark 2.4, one can prove using the machinery developed in [24, §2] that the functors introduced §3 can be defined relatively to give morphisms

$$\phi^! : \mathcal{M}_X \to \text{Pic}^2_\alpha(\mathfrak{S}),$$

$$\phi : \text{Pic}^2_\alpha(\mathfrak{S}) \to \mathcal{M}_X/\mathcal{W}(5, 2, 31, 17).$$

The value $(5, 2, 31, 17)$ can be computed using (8). We will need the next very useful criterion for flatness.

**Proposition 4.2** (Critère de platitude par fibres, [29], Tag 039A). Let $S$ be a scheme, let $R \to T$ be a morphism of scheme over $S$. Assume that

- $R$ is flat over $S$,
- $f_s : R_s \to T_s$ is flat for every $s \in S$.

Then $f$ is flat.

First, fix $[X] \in \mathcal{W}$ a smooth Fano and $\Gamma$ the corresponding curve. Recall the definition of the functors $\phi := \phi_{11}, \phi^! := \phi^!_{11}$ in §2.4. Consider the mutation functor

$$\phi \phi^! : D^b(X) \to \phi D^b(\Gamma) \subset D^b(X).$$

(16)

**Lemma 4.3.** Let $F \in \mathcal{M}_X$ be a sheaf. Then the sheaf $\phi \phi^! F$ and $(\phi \phi^! F)_S$ are $\mu$-stable sheaves.

Proof. Since the restriction to $S$ of any $\mu$-destabilizing subsheaf of $\phi \phi^! F$ would destabilize $(\phi \phi^! F)_S$, it is enough to prove that $(\phi \phi^! F)_S$ is $\mu$-stable. This is done in [30, Lem. 2.1].

Since $\mathcal{M}_X$ is irreducible, there is an irreducible component $M \subset \mathcal{M}_X(5, 2, 31, 17)$ with $\phi \phi^! \mathcal{M}_X \subset M$.

**Lemma 4.4.** For any $F \in \mathcal{M}_X$, the space $M$ is smooth at $[\phi \phi^! F]$ and $T_{[\phi \phi^! F]} M$ has dimension 3.

Proof. We have

$$T_{[\phi \phi^! F]} M \simeq \text{Ext}^1_X(\phi \phi^! F, \phi \phi^! F)$$

$$\simeq \text{Ext}^1_X(\phi^! F, \phi^! F)$$

$$\simeq \mathbb{C}^{g(\Gamma)} = \mathbb{C}^3$$

because $\phi$ is fully faithful, and $\phi^! F$ is a line bundle on $\Gamma$ which is a curve of genus 3. Similarly, $\text{Ext}^2_X(\phi \phi^! F, \phi \phi^! F) \simeq \text{Ext}^2_X(\phi^! F, \phi^! F) = 0$, so the obstruction space vanishes and $M$ is smooth at $[\phi \phi^! F]$. 

\[\square\]
Proposition 4.5. We have an isomorphism $\text{Pic}^2(\Gamma) \simeq M$. Moreover, these isomorphisms can be defined relatively to give an isomorphism of $\text{Pic}^2_\alpha(\mathfrak{E})$ onto an irreducible component of $\mathcal{M}_{\mathcal{X}/\mathcal{W}}(5, 2, 31, 17)$.

Proof. Since $\phi$ is fully faithful, the morphism $L \in \text{Pic}^2 \Gamma \mapsto \phi L \in M$ is both injective and a local isomorphism as the induced linear map $\text{Ext}^1(L, L) \to \text{Ext}^1(\phi L, \phi L)$ is an isomorphism. Moreover $\text{Pic}^2 \Gamma$ and $M$ are irreducible with same dimension so the morphism is also surjective.

Now, consider the morphism $\Phi: \text{Pic}^2_\alpha(\mathfrak{G}) \to \mathcal{M}_{\mathcal{X}/\mathcal{W}}(5, 2, 31, 17)$ over $\mathcal{W}$. Recall that we assumed that both spaces are flat over $\mathcal{W}$. On each fibre over a closed point $w \in \mathcal{W}$, the morphism $\Phi_w$ is an isomorphism. By Proposition 4.2, we obtain that $\Phi$ is flat. Since $\text{Pic}^2_\alpha(\mathfrak{G})$ is smooth, we obtain that $\Phi$ is smooth of relative dimension 0, therefore étale, and since it is injective it must be an open immersion.

Moreover $\text{Pic}^2_\alpha(\mathfrak{G}) \to \mathcal{W}$ is projective, hence the image $\text{Im}(\Phi) \subset \mathcal{M}_{\mathcal{X}/\mathcal{W}}(5, 2, 31, 17)$ is projective over $\mathcal{W}$. In particular, $\text{Im}(\Phi)$ is universally closed, so the map $\text{Im}(\Phi) \times_{\mathcal{W}} \mathcal{M}_{\mathcal{X}/\mathcal{W}}(5, 2, 31, 17) \simeq \text{Im}(\Phi) \to \mathcal{M}_{\mathcal{X}/\mathcal{W}}(5, 2, 31, 17)$ is closed, and we obtain that $\text{Im}(\Phi)$ is a closed subset, and thus an irreducible component, of $\mathcal{M}_{\mathcal{X}/\mathcal{W}}(5, 2, 31, 17)$.

4.2. Global restriction to $S$.

Proposition 4.6. The restrictions of sheaves from $[X] \in \mathcal{W}$ to $S$ give relative restriction morphisms

$$\text{res}_W: \mathcal{M}_{\mathcal{X}} \to \mathcal{M}_S,$$

$$\text{res}'_W: \text{Pic}^2_\alpha(\mathfrak{G}) \to \mathcal{M}_S[5, 2, 6].$$

Note that the passage from $(5, 2, 31)$ to $[5, 2, 6]$ is just a change of notation, replacing Chern classes by the Mukai vector, see §2.2.

Proof. The embedding $S \times \mathcal{W} \hookrightarrow \Sigma \times \text{Gr}(11, V_{14})$ factors through $\mathfrak{X}$, that is we have an embedding

$$S \times \mathcal{W} \hookrightarrow \mathfrak{X}$$

which is a morphism over $\mathcal{W}$.

Consider the moduli functors $\mathcal{M}_{\mathcal{X}/\mathcal{W}} := \mathcal{M}_{\mathcal{X}/\mathcal{W}}(2, 1, 7)$ and $\mathcal{M}_{\mathcal{S} \times \mathcal{W}/\mathcal{W}} := \mathcal{M}_{\mathcal{S} \times \mathcal{W}/\mathcal{W}}(2, 1, 7)$ for the corresponding moduli problems (we use the bold notation to avoid confusion with moduli spaces). The pullback by $j$ gives a natural transformation

$$j^*: \mathcal{M}_{\mathcal{X}/\mathcal{W}} \to \mathcal{M}_{\mathcal{S} \times \mathcal{W}/\mathcal{W}}.$$

Both functors admit coarse moduli spaces $\mathcal{M}_{\mathcal{X}/\mathcal{W}}$ and $\mathcal{M}_{\mathcal{S} \times \mathcal{W}/\mathcal{W}}$, hence we obtain a morphism

$$j^*: \mathcal{M}_{\mathcal{X}/\mathcal{W}} \to \mathcal{M}_{\mathcal{S} \times \mathcal{W}/\mathcal{W}}.$$

Finally, we use the natural projection $\mathcal{M}_{\mathcal{S} \times \mathcal{W}/\mathcal{W}} \simeq \mathcal{M}_S \times \mathcal{W} \to \mathcal{M}_S$ (in other words, we "forget" from which Fano $X$ a sheaf on $S$ comes from), and we obtain the desired morphism

$$\text{res}_W: \mathcal{M}_{\mathcal{X}/\mathcal{W}} \to \mathcal{M}_S.$$
In view of Proposition 4.5, the same argument gives a morphism
\[ \text{res}'_W: \text{Pic}^2_\alpha(\mathcal{G}) \to \mathcal{M}[5, 2, 6]. \]

□

Consider
- \( \mathcal{M}_X^o \subset \mathcal{M}_X \) the subset of globally generated sheaves,
- \( \text{Pic}^2_\alpha(\mathcal{G})^o = \Phi^1(\mathcal{M}_X^o) \).

Lemma 4.7. The subspace \( \mathcal{M}_X^o \subset \mathcal{M}_X \) and \( \text{Pic}^2_\alpha(\mathcal{G})^o \) are open.

Proof. Let us recall some facts about the construction of moduli spaces of sheaves (see [20, I.4]). Here we use that semistable sheaves are stable in our case (Lemma 3.3). There is an open subscheme \( \mathcal{R} \subset \text{Quot}_X/\mathcal{W}(\mathcal{H}) \) over \( \mathcal{W} \), where \( \text{Quot}_X/\mathcal{W}(\mathcal{H}) \) is a Quot scheme, parametrizing quotients \( \mathcal{H}_w \to F_w \) with \( F_w \in \mathcal{M}_X \), \( w \in \mathcal{W} \). Here, \( \mathcal{H} = \mathcal{O}_X(-m)^{\oplus N} \) for some integers \( m, N \geq 0 \). Moreover, the relative moduli space of sheaves is constructed as a \( \text{SL}_N(\mathbb{C}) \)-GIT quotient of \( \mathcal{R} \), in particular the map \( \pi: \mathcal{R} \dashrightarrow \mathcal{M}_X \) is an open map, so we are reduced to prove that \( \pi^{-1}(\mathcal{M}_X^o) \) is open.

Note that \( \text{Quot}_X/\mathcal{W}(\mathcal{H}) \) is a fine moduli space, in particular it carries a universal quotient family. Restricting it to \( \mathcal{R} \), we obtain a universal quotient family \( \rho: \mathcal{O}_R \boxtimes \mathcal{H} \to \mathcal{F} \) on \( \mathcal{R} \times_\mathcal{W} \mathcal{X} \). Note that \( \mathcal{F} \) is \( \mathcal{R} \)-flat by definition of the Quot-scheme and since open immersions are flat morphisms. Any sheaf \( F_w \in \mathcal{M}_X \) with a given surjective map \( \rho_w: \mathcal{H}_w \to F_w \) is the pullback of \( \rho \) by the base change \( \text{Spec} \mathbb{C} \to \mathcal{R}, * \mapsto [\rho_w] \).

Denote \( p_R, p_X \) the natural projection from \( \mathcal{R} \times_\mathcal{W} \mathcal{X} \). Consider the bundle \( \mathcal{U}_X \) obtained by pullback of \( \mathcal{U}_\Sigma \) by the composition
\[ \mathcal{X} \hookrightarrow \Sigma \times \mathcal{W} \to \Sigma. \]

It is easy to see that \( (\mathcal{U}_X)_w = \mathcal{U}_X \) for any \( w \in \mathcal{W} \). We can thus consider
\[ \bar{\mathcal{F}} := \mathcal{F} \otimes p_X^* \mathcal{U}_X. \]

For any \( [\rho_w: \mathcal{H}_w \to F_w] \in \mathcal{R}_w \), the sheaf \( F_w \) on \( \mathcal{X}_w \) is globally generated if and only if \( H^0(\mathcal{X}_w, F_w \otimes \mathcal{U}_X) = 0 \) (Proposition 3.2). But this is equivalent to
\[ H^0(\mathcal{X}_w, \bar{\mathcal{F}}_{[\rho_w]}) = 0. \tag{17} \]

The subset \( \mathcal{R}_0 \subset \mathcal{R} \) where (17) holds is open in \( \mathcal{R} \) by the semicontinuity theorem [14, III.12.8]. Since \( \mathcal{R}_0 = \pi^{-1}(\mathcal{M}_X^o) \), we conclude.

Finally, the map
\[ \Phi^0: \mathcal{M}_X^o \to \text{Pic}^2_\alpha(\mathcal{G}) \]
is fibrewise an open immersion (see §3). Using again Proposition 4.2 with a similar argument as in Proposition 4.5 we obtain that \( \Phi^0 \) is an isomorphism onto its image. In particular, \( \text{Pic}^2_\alpha(\mathcal{G})^o \) is open. This subset consists only in elements in \( \text{Pic}^2(\Gamma), [\Gamma] \in \mathcal{W} \), which are not in the locus blown up by \( \phi^i \). □
Proposition 4.8. The restriction morphisms in Proposition 4.6 restrict to open immersions
\[ \text{res}_{\mathcal{W}}^\alpha : \mathcal{M}_X^\alpha \hookrightarrow \mathcal{M}_S, \]
\[ \text{res}_{\mathcal{W}}^\beta : \text{Pic}^2_{\alpha} (\mathfrak{g})^\alpha \hookrightarrow \mathcal{M}_S[5,2,6]. \]

Proof. Both \( \mathcal{M}_X^\alpha \) and \( \mathcal{M}_S \) are smooth, hence \( \text{res}_{\mathcal{W}}^\alpha \) is smooth of relative dimension 0, hence étale, and since \( \text{res}_{\mathcal{W}}^\alpha \) is injective (Theorem 3.7) it must be an open immersion. The same argument applies to \( \text{res}_{\mathcal{W}}^\beta \). \( \square \)

Corollary 4.9. The morphism \( \mathcal{M}_S^\alpha \to \mathcal{W} \) which sends a sheaf of the form \( F_S \in \mathcal{M}_S \) with \( F \in \mathcal{M}_X \) globally generated to \( [X] \in \mathcal{W} \) gives a rational Lagrangian fibration
\[ \mathcal{M}_S \to \mathbb{P}^3, \]
where the fibre over a point \( [X] \in \mathcal{W} \) is the open subset \( \mathcal{M}_X^\alpha \subset \mathcal{M}_X \) of globally generated sheaves.

Proof. From Proposition 4.8, the sheaves of the form \( F_S \in \mathcal{M}_S \) with \( F \in \mathcal{M}_X \) for some \( [X] \in \mathcal{W} \) and \( F \) globally generated form an open subset \( \mathcal{M}_X^\alpha \subset \mathcal{M}_S \), and from Theorem 3.7 such a sheaf cannot belong to \( \mathcal{M}_Y \) with \( [X] \neq [Y] \in \mathcal{W} \), hence the map \( \mathcal{M}_S \to \mathcal{M}_X^\alpha \to \mathcal{W} \) is well defined. \( \square \)

This rational fibration cannot extend to an actual morphism \( \mathcal{M}_S \to \mathbb{P}^3 \) with fibre \( \text{res}(\mathcal{M}_X) \) over \( [X] \in \mathbb{P}^3 \) directly. Indeed, the image of \( \mathcal{M}_X \) in \( \mathcal{M}_S \) is singular (Theorem 3.10).

To conclude this section, we show that \( \mathcal{M}_S \) admits a birational model for which there is an actual Lagrangian fibration over \( \mathbb{P}^3 \) with generic fibre \( \text{Pic}^2(\Gamma) \), which can be thought as "filling up" the rational fibration in Corollary 4.9.

Theorem 4.10. The map \( \Phi^1 : \mathcal{M}_X \to \text{Pic}^2_{\alpha} (\mathfrak{g}) \) induces a birational map \( \mathcal{M}_S \to \mathcal{M}_S[5,2,6] \). Moreover, the functor \( \phi_{10} \) induces a birational map \( \mathcal{M}_{(S',\alpha)} \to \mathcal{M}_S[5,2,6] \), and the Lagrangian fibration
\[ \mathcal{M}_{(S',\alpha)} \to \mathbb{P}^3 \]
is birational to the rational fibration \( \mathcal{M}_S \to \mathbb{P}^3 \) defined in Corollary 4.9.

Proof. Note that \( \Phi^1 : \mathcal{M}_X^\alpha \to \text{Pic}^2_{\alpha} (\mathfrak{g}) \) is an isomorphism (once more, it follows from Proposition 4.2 and the fact that it is fibrewise an isomorphism), inducing a birational map \( \mathcal{M}_S \to \mathcal{M}_S[5,2,6] \) by Proposition 4.8.

On the other hand, for any \( [X] \in \mathcal{W} \) (and the corresponding curve \( \Gamma \)), the functor \( \phi_{10} \) sends a sheaf of the form \( (i_{(S')})_*L \in \mathcal{M}_{(S',\alpha)} \), for \( L \in \text{Pic}^2 \Gamma \), to \( i_{S,X}^*\phi L \in \mathcal{M}_S \) (Lemma 2.5). The composition
\[ \phi_{10}^{-1} \circ \text{res}_{\mathcal{W}}^\alpha : \text{Pic}^2_{\alpha} (\mathfrak{g}) \to \mathcal{M}_{(S',\alpha)} \]
is an open immersion, as \( \text{res}_{\mathcal{W}}^\alpha \) is so and \( \phi_{10} \) is an equivalence. We obtain a birational map
\[ \mathcal{M}_S \to \mathcal{M}_{(S',\alpha)}, \]
defined over \( \mathcal{W} \). \( \square \)
5. THE BIRATIONAL MODELS OF $\mathcal{M}_S$

The goal of this section is to study the different birational models of $\mathcal{M}_S$, in particular $\mathcal{M}_S[5,2,6]$ and $\mathcal{M}_{(S',\alpha)}$. Using Bridgeland stability conditions and results from [3], we get the following.

**Theorem 5.1.** The moduli spaces $\mathcal{M}_S$ and $\mathcal{M}_S[5,2,6]$ are not isomorphic and are related by a flop along a $\mathbb{P}^2$-bundle over $S$ which extends the construction of Theorem 4.10. They are the only two smooth $K$-trivial birational models of $\mathcal{M}_S$. Moreover, $\mathcal{M}_S[5,2,6] \simeq \mathcal{M}_{(S',\alpha)}$.

The theorem will be proved §5.4.4.

5.1. **Stability conditions.** We will not give the actual definition of stability conditions. We will mainly focus in geometric stability conditions, and we will later prove that computations in the geometric case are sufficient to prove Theorem 5.1. A good survey for the general theory is [28].

Let $S$ be a K3 surface and $H$ an ample line bundle. We denote $\text{Stab}(S)$ the space of stability conditions on $S$. It admits a structure of complex manifold with finite dimension [8]. Set $\Lambda := H^0(S,\mathbb{Z}) \oplus \text{NS}(S) \oplus H^4(S,\mathbb{Z})$. We denote $v: K_0(S) \to \Lambda$ the Mukai vector, and $(\_,\_,\_)$ the bilinear form on $\Lambda$ given by $\langle (v_0, v_1, v_2), (v'_0, v'_1, v'_2) \rangle = v_1 \cdot v'_1 - v_0 v'_2 - v_2 v'_0$.

Pick $\alpha, \beta \in \mathbb{R}$, $\alpha > 0$. For an object $F \in \mathcal{D}^b(S)$, set the $\beta$-slope as

$$\mu_\beta(F) := \frac{H \cdot c_1 F}{H^2 \text{rk } F} - \beta.$$

First, we consider the abelian full subcategory $\text{Coh}^\beta(S) := \langle T^\beta, F^\beta[1] \rangle$, where

- $T^\beta := \{F \in \text{Coh}(S) : \text{ all quotients } F \to T \text{ satisfy } \mu_\beta(T) > 0\}$
- $F^\beta := \{F \in \text{Coh}(S) : \text{ all subobjects } E \hookrightarrow F \text{ satisfy } \mu_\beta(E) \leq 0\}$.

Any object $F \in \text{Coh}^\beta(S)$ is such that $\mathcal{H}^i(F) = 0$ for $i \neq 0, -1$, $\mathcal{H}^0(F) \in T^\beta$ and $\mathcal{H}^{-1}(F) \in F^\beta$.

We consider the stability function $Z: \Lambda \to \mathbb{C}$ given by

$$Z_{\alpha,\beta}(v_0, v_1, v_2) = e^{i\alpha H + \beta H} \langle v_0, v_1, v_2 \rangle$$

$$= i\alpha H \cdot (v_1 - \beta v_0 H) - v_2 + \beta H \cdot v_1 + \frac{H^2}{2} (\alpha^2 - \beta^2) v_0.$$

For a Mukai vector $v \in \Lambda$, we consider the slope-function

$$\mu_Z(v) := \frac{-\Re Z(v)}{\Im Z(v)}.$$

When $F \in \mathcal{D}^b(S)$, we will use the abuse of notation $\mu_Z(F) := \mu_Z(Z(v(F)))$.

**Definition 5.2.** An object $F \in \mathcal{D}^b(S)$ is called $\sigma_{\alpha,\beta}$-stable, resp. $\sigma_{\alpha,\beta}$-semistable, if there is some $k \in \mathbb{Z}$ such that $F[k] \in \text{Coh}^\beta(S)$, and the object $F[k]$ is slope-stable, resp. slope-semistable, with respect to the slope function $\mu_Z$ in the category $\text{Coh}^\beta(S)$.

More precisely, $F$ is $\sigma_{\alpha,\beta}$-(semi)stable if there exists $k \in \mathbb{Z}$ such that $F[k] \in \text{Coh}^\beta(S)$ and for any subobject $E \hookrightarrow F[k]$ in $\text{Coh}^\beta(S)$ with quotient $T$, we have

$$\mu_Z(E) < (\leq) \mu_Z(T).$$
Proposition 5.3 ([9]). The pair $\sigma_{\alpha,\beta} := (\text{Coh}^\beta(S), Z_{\alpha,\beta})$ defines a stability conditions on $D^b(S)$ if $\Re Z_{\alpha,\beta}(\delta) > 0$ for all roots $\delta \in \Lambda$, $\delta^2 = -2$ with $\text{rk}(\delta) > 0$ and $\mu_{\beta}(\delta) = 0$. In particular, it holds for $\alpha^2 H^2 \geq 2$.

In [9, §10, §11] Bridgeland proves that any stability condition such that all skyscraper sheaves $k(x)$ are stable is of the form $\sigma_{\alpha,\beta}$ for some $\alpha, \beta$ up to the right-action of $\text{GL}_2(\mathbb{R})$ (the universal cover of the space $\text{GL}_2^+(\mathbb{R})$ of matrices with positive determinant). This action composes $Z$ with the matrix seen as a linear endomorphism of $\mathbb{C} \simeq \mathbb{R}^2$ and relabels the phases $\phi$. We call such a stability condition geometric. We denote by $U(S) \subset \text{Stab}(S)$ the open subset of geometric stability conditions and $\text{Stab}^+(S)$ as the connected component of $\text{Stab}(S)$ containing all geometric stability conditions.

One could ask how does the spaces of semistable objects vary when varying the stability condition. An answer is given by the following well-known theorem.

Theorem 5.4 ([2], Prop. 3.3). Let $v \in \Lambda$ be a fixed primitive class. Then $\text{Stab}(S)$ admits a wall and chamber decomposition (depending on $v$), that is there exists a locally finite family of real codimension 1 submanifolds with boundaries, called walls, with the following properties.

1. For two stability conditions $\sigma_1, \sigma_2$ lying in the same chamber (that is, connected component of the complement of the union of all walls), an object $E$ is $\sigma_1$-(semi)stable if and only if it is $\sigma_2$-(semi)stable.
2. A stability condition $\sigma$ lies on a wall if and only if there exists a strictly $\sigma$-semistable object.

We call a stability condition generic if it does not lie on a wall. When fixing a Mukai vector $v \in \Lambda$, we would like to define $\mathcal{M}_\sigma[v]$, resp. $\mathcal{M}_\sigma[v]^{st}$ as the coarse moduli spaces of ($S$-equivalent classes of) semistable, resp. stable objects in $D^b(S)$ of class $v$.

Theorem 5.5 ([3], Thm. 2.15). Let $v \in \Lambda$ be a primitive Mukai vector, and $\sigma \in \text{Stab}^+(S)$ be a generic stability condition on $S$. Then $\mathcal{M}_\sigma[v]$ exists as a smooth projective irreducible holomorphic symplectic variety. Moreover, either $\mathcal{M}_\sigma[v]$ is empty or $v^2 \geq -2$ and $\dim \mathcal{M}_\sigma[v] = v^2 + 2$ and $\mathcal{M}_\sigma[v]^{st} \neq \emptyset$.

Finally, we will use the existence of a Gieseker chamber, as explained below.

Theorem 5.6 ([9], §14.2). Let $v = (v_0, v_1, v_2)$ be a primitive class with $v_0 > 0$. Then there exists $\alpha_0 > 0$ such that for any $\alpha \geq \alpha_0$ and all $\beta < \frac{H_v}{H^2_{\text{NS}}}$, an object $F \in D^b(S)$ of class $v(F) = v$ is $\sigma_{\alpha,\beta}$-stable if and only if it is the shift of a Gieseker-stable sheaf. In particular, the moduli space $\mathcal{M}_{\sigma_{\alpha,\beta}}[v]$ is isomorphic to the moduli space $\mathcal{M}_S[v]$ of Gieseker-stable sheaves on $S$ of class $v$.

5.2. From stability conditions to $\text{NS}(\mathcal{M}_S)$. Let us quickly recall some facts on hyperkähler manifolds. We refer to Debarre’s survey [12] for the statements.

Let $M$ be a projective hyperkähler manifold. The cohomology space $H^2(M, \mathbb{Z})$ can be equipped with a natural quadratic form $q: H^2(M, \mathbb{Z}) \to \mathbb{Z}$, called Beauville-Bogomolov form, and $q$ induces a bilinear form on $\text{NS}(M)_{\mathbb{R}}$.

Let $\text{Pos}(M)$ be the strictly positive cone of $M$, i.e. the connected component of $\{D \in \text{NS}(M)_{\mathbb{R}} \mid q(D) > 0\}$ containing the ample classes. The movable cone $\text{Mov}(M) \subset \text{NS}(M)_{\mathbb{R}}$ of $M$ is define as the cone generated by classes of divisors $D$ such that the base locus of $|D|$ has codimension at least 2. Denoting $\text{Nef}(M)$ the cone generated by $\text{Nef}$ divisors on $M$ (it
identifies with the closure $\overline{\Amp(M)}$ of the ample cone), we have the inclusions
\[
\overline{\Nef(M)} \subset \overline{\Mov(M)} \subset \overline{\Pos(M)}.
\]
From [16], $\overline{\Mov(M)}$ admits a wall-and-chamber decompositions, each chamber corresponding the the image of $\overline{\Nef(M')}$ for $M'$ a birational model of $M$, and moreover the nef cone of each birational model of $M$ appears as a chamber. This wall and decomposition can actually be seen in $\Stab^+(S)$ thanks to the work of Bayer and Macrì.

**Theorem 5.7** ([3], Thm. 1.1 and 1.2). For $\sigma, \tau \in \Stab^+(S)$ generic, we have $\Mod\sigma[v] \simeq \Mod\tau[v]$. Fix a base point $\sigma \in \Stab^+(S)$. There is a map
\[
l : \Stab^+(\Mod\sigma[v]) \to \Mov(\Mod\sigma[v])
\]
such that the following holds.

1. The image of $l$ is the cone of big movable divisor $\Mov(\Mod\sigma[v]) \cap \Pos(\Mod\sigma[v])$.

2. For any generic stability condition $\tau \in \Stab^+(S)$, the image $l(\tau)$ lies in the chamber of $\Mov(\Mod\sigma[v])$ which correspond to the birational model $\Mod\tau[v]$ of $\Mod\sigma[v]$. In particular, all smooth $K$-trivial birational model of $\Mod\sigma[v]$ appears as $\Mod C[v]$ for some chamber $C \subset \Stab^+(S)$.

3. For any chamber $C \subset \Stab^+(S)$, we have $l(C) = \Amp(\Mod C[v])$.

Crossing a wall in $\Stab^+(S)$ produces a birational transformation between the moduli spaces of the adjacent chambers. The type of birational transformation is described in [3, Thm. 5.7], and can be studied in a lattice-theoretic way.

### 5.3. Computing the walls.

Consider the K3 surface we studied §4. Recall that $S$ is a K3 surface of genus 9, with $\Pic(S) = \mathbb{Z}(H)$ where $H$ is an ample divisor of square $H^2 = 16$. We fix $v = (2, 1, 3)$ (which correspond to sheaves with $c_2 = 7$, see §2.2). Our goal is to study
\[
\Mod S := \Mod S(2, 1, 7) = \Mod S[2, 1, 3] = \Mod S[v].
\]

First, we show that it is sufficient to consider stability conditions of the form $\sigma_{\alpha, \beta}$ as constructed §5.1.

**Proposition 5.8.** Let $\sigma \in \Stab^+(S)$ be a generic stability condition. Then there is an autoequivalence $\phi \in \Aut(\Der^b(S))$ with $\phi^H(v) = v$ such that $\phi(\sigma) \in \U(S)$, which is the composite of autoequivalences either of the form $T_3^2$, the square of a spherical twist along a spherical vector bundle $A$ on $S$, or of the form $T_{O_C(k)}$, the spherical twist along the structure sheaf of a nonsingular rational curve $C \subset S$. But the latter case cannot occur as $\Pic(S) = \mathbb{Z}H$, $H^2 = 16$, and any smooth rational curve satisfies $C^2 = -2$. Now the fact $\phi(v) = v$ follows from the remark that $T_A^2$ acts trivially in cohomology ($T_A$ acts by reflection in the hyperplane orthogonal to $v(A)$). Moreover, as we assumed that $\sigma$ does not lie on a wall, $\phi(\sigma)$ cannot be on the boundary $\partial U(S)$ as the latter is covered by walls. Finally, note that the action of $\GL_2(\mathbb{R})$ does not affect the moduli space of stable objects as it only changes the phases. By definition of $U(S)$, some element of this group must send $\phi\sigma$ to a stability condition of the form $\sigma_{\alpha, \beta}$ as constructed above.
To sum up, there is an autoequivalence $\phi \in \text{Aut}(D^b(S))$ acting trivially on cohomology and an element $m \in GL_2(\mathbb{R})$ which give

$$M_\sigma[v] \xrightarrow{\sim} M_{\phi \sigma}[v] \xrightarrow{\sim} M_{m \phi \sigma}[v] \simeq M_{\sigma_{\alpha,\beta}}[v].$$

Denote $\mathbb{H} = \{(\beta, \alpha) \in \mathbb{R}^2 \mid \alpha > 0\}$ the open upper halfplane in $\mathbb{R}^2$. In view of Proposition 5.8, we must compute the walls lying in $\mathbb{H}$. To do so, we will use the very useful computations made by Maciocia in [27]. We write $Z_{\alpha,\beta}$ for the central charge of a stability condition of the form $\sigma_{\alpha,\beta}$. We drop $(\alpha, \beta)$ and simply write $Z := Z_{\alpha,\beta}$ when the context is clear.

**Definition 5.9.** Given a class $0 \neq w \in \Lambda$, we define the numerical wall generated by $w$ as the nonempty subset of $\text{Stab}(S)$ given by

$$W(w) = \{\sigma = (P, Z) \in \text{Stab}(S) \mid \Re Z(v) \cdot 3Z(w) = \Re Z(w) \cdot 3Z(v)\}.$$

In particular, any actual wall of Theorem 5.4 for which there exists an inclusion $E_w \hookrightarrow F$ with $v(E_w) = w$ lies in the numerical wall $W(w)$. We say that a point $\sigma \in W(w)$ is an actual point if it lies in an actual wall.

Let us focus on the case of stability condition of the form $\sigma_{\alpha,\beta}$. If a numerical wall $W(w) \subset \mathbb{H}$ is actual at a point, then it remains actual on the connected component of $W(w)$, in other words an actual wall is a subset of a numerical wall cut out by holes (corresponding to the existence of spherical objects, as in Proposition 5.3) or by $\{\alpha = 0\}$, see [28, §6.4].

**Proposition 5.10** ([27]). Let $w = (w_0, w_1, w_2) \in \Lambda$, $w \neq 0$, and consider the associated numerical wall $W(w) \subset \mathbb{H}$. Assume $W(w)$ is not 0-dimensional. Let $(\beta, \alpha) \in W(w)$.

1. Either $\beta = \frac{v_1}{v_0}, \alpha > 0$, or $\beta \neq \frac{v_1}{v_0}$ and $(\beta, \alpha)$ lies in a semicircle of center $(C, 0)$ and radius $R$, where

$$C = \frac{v_0v_2 - v_1w_0}{H^2(v_0w_1 - v_1w_0)} \quad \text{and} \quad R = \sqrt{(C - \frac{v_1}{v_0})^2 - Q},$$

with $Q = \frac{\langle v, v \rangle}{H^2v_0^2}$.

   In the first case, we call $W_v(w) := \{\beta = \frac{v_1}{v_0}\}$ the vertical wall, the semicircle in the second case is called a semicircular wall.

2. Assume $Q \geq 0$. If $W(w)$ is a semicircular wall, then the center $C$ satisfies either

$$C < \frac{v_1}{v_0} - \sqrt{Q} \quad \text{or} \quad \frac{v_1}{v_0} + \sqrt{Q} < C.$$

Moreover, $W(w)$ must intersect either the ray $\{\beta = \frac{v_1}{v_0} - \sqrt{Q}\}$ or the ray $\{\beta = \frac{v_1}{v_0} + \sqrt{Q}\}$ depending on its position relative to the vertical wall.

**Remark 5.11.** Note that the only walls we are interested in are actual walls $W$ remaining actual along the whole numerical wall $W_{\text{num}}$, except on the holes in $W_{\text{num}}$ arising from spherical classes (see Proposition 5.3). Indeed, assume $W_{\text{num}} = W(w)$ for some class $w \in H(S, \mathbb{Z})$, and let $\sigma := \sigma_{\alpha,\beta} \in W(w) \setminus W$ be a stability condition (hence not on a hole). Then $\sigma$ lies in some chamber $C \subset \text{Stab}^+(S)$, and its image $l(\sigma)$ lies in the open ample cone $\text{Amp}(_{\text{C}}M_\sigma[v])$. Since $\text{Amp}(M_{C}[v])$ is a cone, the whole ray $\mathbb{R}_{>0} \cdot l(\sigma)$ lies in $\text{Amp}(M_{C}[v])$. But this halfline
contains \( W(w) \) (this is a consequence of the definition of \( l \), see [3], Theorem 10.2), in particular for any point \( \sigma_0 \in W \), given two stability condition \( \sigma_\pm \) near \( \sigma_0 \) in each adjacent chamber, the corresponding image \( l(\sigma_\pm) \) both lie in \( \text{Amp}(\mathcal{M}_C[v]) \), and hence \( \mathcal{M}_{\sigma_+}[v] = \mathcal{M}_{\sigma_-}[v] = \mathcal{M}_C[v] \).

Therefore, we can compute the wall and chamber decomposition with respect to \( v = (2, 1, 3) \) thanks to the description of Proposition 5.10. Let \( \alpha, \beta \in \mathbb{H} \). Assume \( \bar{F} \in \mathcal{M}_{\sigma_\alpha}[2, 1, 3] \). By definition, there is an integer \( k \in \mathbb{Z} \) with \( \bar{F}[k] \in \text{Coh}^{\beta}(S) \). If \( k \) is even, we have \( v(\bar{F}[k]) = (2, 1, 3) \), and if \( k \) is odd we have \( v(\bar{F}[k]) = (-2, -1, -3) \).

5.3.1. The vertical wall. By Proposition 5.10, there is (at least numerically) a vertical wall
\[
W_v = \{ \beta = 1/2 \}
\]
in \( \mathbb{H} \), given by the class \( (2, 1, 4) \in \Lambda \). In fact, this wall is an actual wall. Indeed, following Proposition 3.2, pick \( F \in \mathcal{M}_S[2, 1, 3] \) not locally free, the sheaf \( E := F^{**} \) is a stable vector bundle such that \( E \in \mathcal{M}_S[2, 1, 4] \). We have the exact sequence
\[
0 \to F \to E \to O_x \to 0
\]
for some point \( x \in S \). This induces the exact triangle
\[
O_x \to F[1] \to E[1]. \tag{19}
\]
We claim that (19) induces an exact sequence in \( \text{Coh}^{1/2}(S) \). Indeed \( E[1], F[1] \in F^{1/2}[1] \) and \( O_x \in T^{1/2} \).

5.3.2. Left side of the halfplane. Consider a wall left to the vertical wall \( W_v \), given by an exact sequence
\[
E \hookrightarrow F \to T \tag{20}
\]
in \( \text{Coh}^{\beta}(S) \), with \( F := \bar{F}[k] \in \text{Coh}^{\beta}(S) \), \( v(\bar{F}) = (2, 1, 3) \). From \( \beta < 1/2 \) we must have \( k \) even, that is \( v(F) = (2, 1, 3) \). Denote \( v(E) = w = (w_0, w_1, w_2) \) and \( v(T) = t = (t_0, t_1, t_2) \). Note that \( E \) and \( T \) will play a symmetric role in the following, hence we can assume that \( w_0 > 0 \) for \( 2 = v_0 = w_0 + t_0 \).

Using Proposition 5.10 in this case, the wall is a semicircular wall with center \( C \) and radius \( R \). We get
\[
C < \frac{1}{4} \tag{21}
\]
Moreover, any semicircular wall must intersect the ray \( \{ \beta = \frac{1}{4} \} \). Note that for \( \beta = \frac{1}{4} \), there is no class \( \delta = (\delta_0, \delta_1, \delta_2) \in \Lambda \) with \( \delta_0 > 0, \delta^2 = -2 \) and \( \mu_{1/4}(\delta) = 0 \). Indeed, these conditions on \( \delta \) give
\[
8\delta_1^2 = \delta_0 \delta_2 - 1
\]
\[
\delta_0 = 4\delta_1,
\]
which is impossible because \( \delta_0, \delta_1, \delta_2 \in \mathbb{Z} \). From Proposition 5.3, \( Z := Z_{\alpha, \frac{1}{4}} \) defines a stability condition.

In view of Remark 5.11, we can assume that the exact sequence (20) hold at \( \beta = \frac{1}{4} \). Recall that the imaginary and real part of \( Z(-) \) are additive on exact sequence in \( \text{Coh}^{\beta}(S) \), and
since $\mu_Z(F) < \infty$ we get $0 < \Re(Zw) < \Re(Zv)$ and $0 < \Re(Zt) < \Re(Zv)$. For $\beta = \frac{1}{4}$, it gives

$$0 < w_1 - \frac{w_0}{4} < \frac{1}{2}$$

$$\iff \frac{w_0}{4} < w_1 < \frac{w_0}{4} + \frac{1}{2}$$

Since $w_1$ and $w_0$ are integers, we obtain $w_0 = 4n + 3$, $w_1 = n + 1$ for some $n \in \mathbb{Z}$. Moreover we assumed $w_0 > 0$, so $n \geq 0$ and in particular $2w_1 - w_0 = -2n - 1 < 0$. The inequality $C < \frac{1}{4}$ gives

$$\frac{2w_2 - 3w_0}{16(2w_1 - w_0)} < \frac{1}{4}$$

$$\iff 2w_2 - 3w_0 > 4(2w_1 - w_0)$$

$$\iff w_2 > 4w_1 - \frac{1}{2}w_0 = 2n + \frac{5}{2}$$

(22)

To obtain more bounds, we need to study $E$ with more details.

**Lemma 5.12.** The object $E$ is a $\sigma_{\alpha,1/4}$-stable object, in particular it satisfies

$$v(E)^2 = 16w_1^2 - 2w_0w_2 \geq -2.$$  

(23)

**Proof.** If $E$ is stable, then $\text{Hom}_{\text{Coh}^s(S)}(E, E) = \text{Hom}_{D^b(S)}(E, E) = \mathbb{C}$ because any stable object is simple. Hence by Serre duality we get $v(E)^2 = -\chi(E, E) = -(2 - \text{Ext}^1(E, E)) \geq -2$. Moreover, note that for $\beta = \frac{1}{4}$, any semistable object of class $a = (a_0, a_1, a_2)$ satisfies

$$\Re Z(a) = \alpha H^2 \frac{1}{4} (4a_1 - a_0) \geq \frac{1}{4} \alpha H^2.$$  

(24)

But we have $\Re Z(v(E)) = \alpha H^2 (w_1 - \beta w_0) = \frac{1}{4}\alpha H^2$, so $E$ cannot be strictly semistable, otherwise any of its proper Jordan-Hölder factor $A$ would satisfy $\Re Z(v(A)) < \frac{1}{4}\alpha H^2$ which contradicts (24).

Using (23) we get

$$16w_1^2 - 2w_0w_2 \geq -2$$

$$\iff w_2 \leq \frac{8w_1^2}{w_0} + \frac{1}{w_0}$$

By straightforward computations, we have

$$8\frac{w_1^2}{w_0} = 8 \frac{(n + 1)^2}{4n + 3} = 2n + \frac{5}{2} + \frac{1}{2(4n + 3)}.$$  

Combined with (22) we get

$$2n + \frac{5}{2} < w_2 \leq 2n + \frac{5}{2} + \frac{3}{2(4n + 3)}.$$

Hence the only possibility is $n = 0$, which gives $w_0 = 3$, $w_1 = 1$ and $w_2 = 3$. We get $C = \frac{3}{16}$.
Proposition 5.13. The circular numerical wall $W_l(3,1,3)$ with center $(C = \frac{3}{16},0)$ and radius $R = \frac{3}{16}$ is an actual wall $W_l$. It is induced by the following exact sequences

$$U_l^S \rightarrow F_S \rightarrow \mathcal{I}_x[1] \quad \text{if} \quad \beta < \frac{1}{3}$$

(25)

$$(\phi G) F_S \rightarrow F_S \rightarrow U_l^S[1] \quad \text{if} \quad \frac{1}{3} < \beta$$

(26)

in $\mathbf{Coh}^\beta(S)$, where $F \in \mathcal{M}_X$ is a non globally generated sheaf, for $[X] \in \mathcal{W}$ a Fano threefold containing $S$ as in §(2.1), and $\mathcal{I}_x'$ is the derived dual of the ideal sheaf of the point $x \in S$.

For the definition of $\phi G$, see §2.4. When $F \in \mathcal{M}_X$ is globally generated, then (25) cannot happen by Proposition 3.2. On the other hand, given another $G \in \mathcal{M}_X$ we know that $(\phi G) F_S \simeq (\phi G) F_S$ implies that $F \simeq G$ (Proposition 4.8), in particular $F_S$ and $G_S$ do not become $S$-equivalent on the wall.

Proof. Recall from Proposition 3.2 that for any non globally generated sheaf $F \in \mathcal{M}_X$, there is a map $f : U_l^S \rightarrow F_S$ which induces an exact sequence

$$0 \rightarrow O_S \rightarrow U_l^S \overset{f}{\rightarrow} F_S \rightarrow O_x \rightarrow 0.$$  

(27)

Consider the cone $C(f) \in D^b(S)$. It lies in $\mathbf{Coh}^\beta(S)$ for any $\beta > 0$. A similar argument as in Lemma 5.12 shows that $C(f)$ is $\mu_S$-stable for any $0 < \beta < 1$.

Lemma 5.14. We have $\mathcal{M}_{\sigma_0,\beta}[-1,0,0] = \{I_x'[1] \mid x \in S\} \simeq S$ for any $\beta > 0$.

Proof. Once again, it is easy to prove that for any $0 < \beta < 1$ and $x \in S$, the object $I_x'[1]$ is $\mu_S$-stable. By Theorem 5.5, $\mathcal{M}_{\sigma_0}[-1,0,0]$ is a K3 surface, and since it contains $S$ it must be isomorphic to $S$.

Hence $C(f) = \mathcal{I}_x'[1]$ for the point $x \in S$ appearing in (27). We obtain the desired exact sequence (25) in $\mathbf{Coh}^\beta(S)$ for all $0 < \beta < \frac{3}{4}$. At the point $\sigma_0 = (\frac{1}{4},\alpha) \in W_l(3,1,3)$, $U_l^S$ is a spherical object with $Z(v(U_l^S)) = 0$, so $\sigma_0$ is not a stability condition (in other words, $\sigma_0$ is a hole of $W_l$). Finally, for $\frac{1}{3} < \beta$ the extension (9) give the exact sequence (26) in $\mathbf{Coh}^\beta(S)$, and it is easily seen to remain valid along all part of the numerical wall $W_l(3,1,3)$.

5.3.3. Right side of the halfplane. In a analogous way as in §5.3.2, we can prove that there is no hole on the ray $\{\beta = 3/4\}$, so we restrict ourselves to $\beta = \frac{3}{4}$. Similar computations lead to two possible numerical walls, induced respectively by $w = (1,1,8)$ giving $C_8 = \frac{13}{16}$ and $R_8 = \frac{3}{16}$, and $w = (1,1,9)$ giving $C_9 = \frac{15}{16}$ and $R_9 = \frac{\sqrt{33}}{16}$.

Proposition 5.15. The numerical wall of center $(C_9 = \frac{15}{16},0)$ and radius $R_9 = \frac{\sqrt{33}}{16}$ is not an actual wall.

Proof. Note that the circle of center $C_9$ and radius $R_9$ cross the ray $\{\beta = 2/3\}$ at $\alpha^2 = R_9^2 - (\frac{3}{4} - C_9)^2 = \frac{1}{16}$.

Lemma 5.16. Any vector $\delta = (\delta_0,\delta_1,\delta_2) \in \Lambda$ with $\delta_0 > 0$, $\delta^2 = -2$ and $\mu_{2/3}(\delta) = 0$ satisfies $\Re Z_{\alpha,2/3}(\delta) > 0$ whenever $\alpha^2 > 1/72$. 
Proof. Rewriting the equations on $\delta$ give
\[
8\delta_1^2 = \delta_0 \delta_2 - 1
\]
\[2\delta_0 = 3\delta_1.\]
In particular, we get $\delta_1, \delta_2 > 0$ and $\frac{\delta_2}{\delta_1} = \frac{16}{3} + \frac{2}{3\delta_1^2}$. We get
\[
\Re Z(\delta) > 0 \iff \frac{\delta_1}{3} (\frac{16}{3} + 12\alpha^2) > \delta_2
\]
\[
\iff \frac{16}{3} + 12\alpha^2 > \frac{\delta_2}{\delta_1} = \frac{16}{3} + \frac{2}{3\delta_1^2}
\]
\[
\iff \alpha^2 > \frac{1}{18\delta_1^2}
\]
Since $\delta_0 = \frac{3}{2}\delta_1$, we have $\delta_1 \geq 2$. In particular $\alpha^2 > 1/72$ works for all $\delta$'s.

Let $(\frac{3}{4}, \alpha_0)$ be the intersection of the numerical wall $W(1,1,9)$ with the ray $\{\beta = \frac{3}{4}\}$, and consider a destabilizing exact sequence
\[
E \hookrightarrow F \twoheadrightarrow T.
\]
Recall that $v(F) = (-2,-1,-3)$, and we assume by symmetry that $v(E) = (1,1,9)$ and $v(T) = (-3,-2,-12)$. We can assume that $F$ is $\sigma_{\alpha_0 + \frac{3}{4}}$-stable, and since $W(1,1,9)$ is the largest circular wall crossing $\{\beta = \frac{3}{4}\}$ (on the right side of the vertical wall $W_v$), we can assume that $F$ is $\sigma_{\alpha_0}$-stable for all $\alpha > 0$ (in fact, it is $\sigma$-stable for all $\sigma$ above the wall). By a similar argument as for Theorem 5.6 (see [28, Lem. 6.18]), one can prove that $H^0(F)$ is a torsion sheaf supported in dimension 0 and $\mathcal{H}^{-1}F$ is a slope-semistable torsion-free sheaf.

Consider the long exact sequence (in $\text{Coh}(S)$)
\[
0 \rightarrow \mathcal{H}^{-1}E \rightarrow \mathcal{H}^{-1}F \rightarrow \mathcal{H}^{-1}T \rightarrow \mathcal{H}^0E \rightarrow \mathcal{H}^0F \rightarrow \mathcal{H}^0T \rightarrow 0
\]
induced by (28). We have $\text{rk}(\mathcal{H}^0T) = 0 = \deg(\mathcal{H}^0T)$, hence $\text{rk}(\mathcal{H}^{-1}T) = 3$ and $\deg(\mathcal{H}^{-1}T) = 2$. In particular, any subsheaf $G \subset \mathcal{H}^{-1}T$ satisfying $\mu_H(G) < \frac{3}{4}$ also satisfies $\mu_H(G) < \frac{2}{3}$, thus $\mathcal{H}^{-1}T \in F^{2/3}$. Moreover, either $\mathcal{H}^{-1}E = 0$ (in which case $E = \mathcal{H}^0E$ has rank 1 and hence is $\mu_H$-stable) or $\mu_H(\mathcal{H}^{-1}E) \leq \mu_H(\mathcal{H}^0F) = \frac{1}{2}$, thus $\mathcal{H}^{-1}E \in F^{2/3}$. From this observation, we deduce that the exact (in $\text{Coh}^{3/4}(S)$) sequence (28) still holds in $\text{Coh}^{2/3}(S)$. But then at $\beta = 2/3$ we have $Z(T) = 0$ which is absurd (this would be in contradiction with $F$ being $\sigma_{\alpha_0}$-stable, since $(\alpha_0, \frac{3}{4})$ is above the wall).

We will see next section (see Proposition 5.18) that $W_r$ is an actual wall which is the reflection of $W_l$ in the vertical wall $W_v$. In particular, $W_l$ and $W_r$ induce the same wall in $\text{Mov}(\mathcal{M}_S)$.

5.4. Crossing the walls. In this section we study the wallcrossing of $W_v$ (vertical wall), $W_l$ (circular wall on the left side of $W_v$) and $W_r$ (circular wall on the right side of $W_v$), following [3, §5]. By wallcrossing, we mean the birational transformation relating the two moduli spaces corresponding to the chambers on each side of the wall. For our purposes, it is enough to know that when the wall is flopping (resp. divisorial), the moduli spaces are related by a flop (resp. are isomorphic). In addition, a wall is called totally semistable is all stable objects (with
respect to a stability condition sufficiently close to the wall) become strictly semistable with respect to a stability condition on the wall.

Consider the hyperbolic lattice

\[ \mathcal{H}_W := \{ w \in \bar{H}(S, \mathbb{Z}) \mid \exists \frac{Z(w)}{Z(v)} = 0 \text{ for all } \sigma = (Z, \mathcal{P}) \in W \} \]  

(29)

associated to each wall (see [3, Prop. 5.1]). Thanks to [3, Thm. 5.7], the type of wall is completely determined by \( \mathcal{H}_W \) (we only cite here the conditions that we will use):

- The wall \( W \) is divisorial if there exists an isotropic class \( w \in \mathcal{H}_W \) with \( (w, v) = 1 \) (type Hilbert-Chow) or \( (w, v) = 2 \) (type Li-Gieseker-Uhlenbeck), or a spherical class \( s \in \mathcal{H}_W \) with \( (s, v) = 0 \) (type Brill-Noether).
- Otherwise, \( W \) is flopping if there exists a spherical class \( s \in \mathcal{H}_W \) with \( 0 < (s, v) \leq (v, v)/2 \).
- In addition, \( W \) is totally semistable if and only if there exists an isotropic class \( w \in \mathcal{H}_W \) with \( (w, v) = 1 \), or an effective spherical class (in the sense of [3, Prop. 5.5]) \( s \in \mathcal{H}_W \) with \( (s, v) < 0 \).

In view of the proof of Proposition 5.8, we see that for any wall \( W \) intersecting \( U(S) \), a class \( w \in \Lambda \) lies in \( \mathcal{H}_W \) if and only if \( \exists \frac{Z(w)}{Z(v)} = 0 \) for any \( \sigma \in W \cap \mathbb{H} \). In other words, we can focus our attention to stability conditions of the form \( \sigma_{a,\beta} \) only.

Let us denote \( \mathcal{M}_{a,\beta} := \mathcal{M}_{\sigma_{a,\beta}} \).

5.4.1. The vertical wall \( W_v \). Set \( W = W_v \), then

\[ \mathcal{H}_W = \text{Span}_\mathbb{Z}((2, 1, 4), (0, 0, 1)) = \{(2a, a, b) \in \Lambda \mid a, b \in \mathbb{Z} \}. \]

In particular, for any \( w \in \mathcal{H}_W \), we have \( w^2 = 4a(4a - b) \) so \( w \) cannot be spherical, and \( \langle v, w \rangle \) is even. Moreover, the class \((2, 1, 4)\) is an isotropic class lying in \( \mathcal{H}_W \). Therefore the wall \( W \) is divisorial of type Li-Gieseker-Uhlenbeck. In particular, the wall \( W \) is a bouncing wall, in the sense that the image of the chambers on both side of the wall in \( \text{Stab}^+(S) \) are sent to the same chamber in \( \text{Mov}(\mathcal{M}_S) \) [3, Lem. 10.1]. For \( \beta < \frac{1}{2} < \beta_+ \) close enough to \( \frac{1}{2} \) and admissible \( \alpha \)'s, both moduli spaces \( \mathcal{M}_{a,\beta} \) are isomorphic.

Note that by Theorem 5.6, \( \mathcal{M}_{a,\beta} \sim \mathcal{M}_S \), and the birational transformation when hitting the wall is the map to the Uhlenbeck compactification as constructed in [26]. It contracts the non-locally free sheaves \( F \in \mathcal{M}_S \), as we see in (19).

5.4.2. The circular wall \( W_l \). Set \( W = W_l \), then

\[ \mathcal{H}_W = \text{Span}_\mathbb{Z}((0, 1, 3), (1, 0, 0)) = \{(a, b, 3b) \in \Lambda \mid a, b \in \mathbb{Z} \}. \]

Note that there is a hole in \( W_l \) at \( \beta = \frac{1}{3} \). For \( \beta < \frac{1}{3} \), \( \mathcal{U}_\xi \) is a stable object (see Lemma 5.12), so this side of \( W_v \) is not totally semistable. But for \( \beta > \frac{1}{3} \), \( -w = -(3, 1, 3) \) is an effective spherical class with \( \langle -(3, 1, 3), v \rangle = -1 < 0 \), so this portion of \( W_l \) is totally semistable. Note that \(-(3, 1, 3)\) corresponds to the \( \sigma \)-semistable object \( \mathcal{U}_+[1] \).

For any \( w = (a, b, 3b) \in \mathcal{H}_W \), \( w^2 = 16b^2 - 6ab \) and \( \langle w, v \rangle = 10b - 3a \). Condition \( \langle w, v \rangle = 1 \) gives \( a = 10k + 3, b = 3k + 1 \) with \( k \in \mathbb{Z} \). For such \( a, b \), we cannot have \( w^2 = 0 \). In particular, there is no isotropic class \( w \) satisfying \( \langle w, v \rangle = 1 \). The same argument show that there is no isotropic class \( w \) with \( \langle w, v \rangle = 2 \) nor spherical class \( s \) with \( \langle s, v \rangle = 0 \).

On the otherhand, \( v(\mathcal{U}_\xi) = (3, 1, 3) \) is a spherical class such that \( 0 \leq \langle (3, 1, 3), v \rangle = 1 \leq 2 = \frac{v^2}{2} \). Hence \( W_l \) is a flopping wall. Pick \( \sigma_{\pm} \) on each side of the wall near a stability condition
\[ \sigma_{\alpha,\beta} \in W_l \text{ with } \beta < \frac{1}{4}. \] Recall that on the wall \( W_l \), any stable object of class \((-1,0,0)\) is of the for \( I^v_x[1] \) for some \( x \in S \). Similarly, by Theorem 5.5 the only stable object of class \((3,1,3)\) on \( W_l \) is \( U^v_S \). Indeed, pick a stability condition \( \sigma_{\alpha,\beta} \) on \( W_l \) and a stable object \( E \), if \( \sigma_{\alpha,\beta} \) is not generic with respect to \((3,1,3)\) then take a nearby generic stability condition \( \sigma_{\alpha,\beta+\epsilon} \). By openness of stability, \( E \) is still \( \sigma_{\alpha,\beta+\epsilon} \)-stable, hence isomorphic to \( U^v_S \).

**Proposition 5.17.** The wallcrossing of \( W_l \) is a flop along a \( \mathbb{P}^2 \)-bundle over \( S \).

**Proof.** We consider the part of the wall for which \( \beta < 1/3 \), which is simpler. From Proposition 5.13, the objects \( E \in \mathcal{M}_S \) that get destabilized on the wall have the following Jordan-Hölder filtration:

\[ U^v_S \hookrightarrow E \to I^v_x[1] \]

for some \( x \in S \). We have \( \text{ext}^1(I^v_x[1], U^v_S) = \text{hom}(I^v_x, U^v_S) = \text{hom}(U, I_x) = 3 \) (this can be proved by direct computations, using \( H^0(U) = H^1(U) = 0 \) [7, Lem. 3.1]). We obtain that moving the stability condition to the wall contracts a \( \mathbb{P} \text{Ext}^1(I^v_x[1], U^v_S) \simeq \mathbb{P}^2 \) of objects to \( I^v_x[1] \) for each \( x \in S \).

\[ \square \]

5.4.3. The circular wall \( W_r \). It turns out that the potential wall \( W_r \) on the right side of \( W_v \) is the same as the circular wall \( W_l \) up to a reflection.

**Proposition 5.18.** The wall \( W_r \) is the image of \( W_l \) by the reflection in the vertical wall \( W_v \). In particular, \( W_r \) and \( W_l \) have the same image in \( \text{Mov}(S) \) via the map \( l: \text{Stab}^+(S) \to \text{Mov}(S) \) of Theorem 5.7.

**Proof.** Following [3, Thm. 10.2] we see that the map \( l \) is the composition of a map

\[ l_0: \text{Stab}^+(S) \to \text{Pos}(\mathcal{M}_S) \]

and the action of a Weyl group generated by exceptional reflections on \( \text{NS}(\mathcal{M}_S) \). Identifying \( \text{NS}(\mathcal{M}_S) \) with \( v^\perp \) (see [31]), computations show that a numerical wall \( W(w) \) associated to a destabilizing class \( w \) is sent by \( l_0 \) to \( w^\perp \cap v^\perp \). We get

\[ l_0(W_r) = v^\perp \cap (3,1,3)^\perp = \mathbb{R}(16,13,80) \]
\[ l_0(W_l) = v^\perp \cap (1,1,8)^\perp = \mathbb{R}(16,3,0). \]

The reflection \( \rho_D \) which identifies the chambers in both side of \( W_v \) is is the reflection in the image of the vertical wall in \( \text{NS}(\mathcal{M}_S) \). The latter is orthogonal to the class \( D = (2,1,5) \) (in fact, this computations already appear in proof of [3, Lem. 10.1]). Direct computations give \( \rho_D(16,13,80) = -(16,3,0). \)

\[ \square \]

5.4.4. Identifying the birational models. Thanks to the description of the wallcrossings, we can complete the proof of Theorem 5.1 and identify the birational models of \( \mathcal{M}_S \) appearing in §4.

**Proposition 5.19.** Let \( \sigma \) be a stability condition in the interior chamber cut out by \( W_l \). Then

\[ \mathcal{M}_S[5,2,6] \simeq \mathcal{M}_\sigma[2,1,3]. \]

**Proof.** By computations of walls, \( \mathcal{M}_S[5,2,6] \) is either isomorphic to \( \mathcal{M}_\sigma[2,1,3] \) or isomorphic to \( \mathcal{M}_S \). By [30, Thm. 2.5] (with \( v = (5,2,6), w = (2,1,3) \) and \( v_1 = (3,1,3) \) in the author’s notations), we see that \( \mathcal{M}_S[5,2,6] \) and \( \mathcal{M}_S \) are not isomorphic and related by a flop. Moreover, this flop \( \mathcal{M}_S \to \mathcal{M}_S[5,2,6] \) is exactly the one given by wallcrossing \( W_l \), as described in Lemma 5.17.

\[ \square \]
Proposition 5.20. The functor $\phi_{10}$ induces an isomorphism
$$\phi_{10} : \mathcal{M}_{(S',\alpha)} \xrightarrow{\sim} \mathcal{M}[5, 2, 6].$$

Proof. The equivalence $\phi_{10}$ gives an isomorphism $\mathcal{M}_{(S',\alpha)} \xrightarrow{\sim} \mathcal{M}[5, 2, 6]$ for some stability condition $\sigma \in \text{Stab}(S)$. By [3, Thm. 2.12] we can assume $\sigma \in \text{Stab}^+(S)$, and once again by Proposition 5.8 we can assume that $\sigma$ is of the form $\sigma = \sigma_{\alpha, \beta}$. In particular, since $\mathcal{M}_{(S',\alpha)}$ is a smooth $K$-trivial birational model of $\mathcal{M}$, then $\mathcal{M}[5, 2, 6]$ is either isomorphic to $\mathcal{M}$ or $\mathcal{M}[5, 2, 6]$. By Theorem 4.10, the birational maps between these three moduli spaces are given as follows:

$$\mathcal{M}_{(S',\alpha)} \supset \text{Pic}^2_0(\mathcal{G})^o \xleftarrow{\phi_{10}} \mathcal{M}[5, 2, 6] \xrightarrow{\quad} \mathcal{M}_2 \subset \mathcal{M}$$

$$(i_{G'})_* (\phi_{11}^1 F) \xleftarrow{\quad} (\phi_{11}^1 F)_S \xrightarrow{\quad} F_S,$$

for $F \in \mathcal{M}_X$ globally generated on some $[X] \in W$. But $\phi_{10}$ extends to a (non-injective) regular morphism over the bigger open $\text{Pic}^2_0(\mathcal{G})$, hence it suffices to find two elements in $\text{Pic}^2_0(\mathcal{G})$ whose images are in the locus of $\mathcal{M}[5, 2, 6]$ contracted by the flop $\mathcal{M}[5, 2, 6] \dashrightarrow \mathcal{M}$.

To do so, it is enough to find $[X] \in W$ and $F, G \in \mathcal{M}_X$ with $F_S \simeq G_S$ but $\phi_{11}^1 F \neq \phi_{11}^1 G$. In the notation of Theorem 3.10, one can find $F \neq G$ with $F_S \simeq G_S$, in particular $M_F = L_G, L_F = M_G$ but $L_F \neq M_F$. We know that $F$ and $G$ are not globally generated. By definition, $\phi_{11}^1$ is the projection of $D^h(X) = \langle D^h(\Gamma), \mathcal{O}_X, \mathcal{U}^\vee \rangle$ to its component $D^h(\Gamma)$, for $\Gamma$ the curve corresponding to $X$. In particular, Proposition 3.2 implies that $\phi_{11}^1(F) = \phi_{11}^1(\mathcal{O}_L(-1))$ (similarly for $G$). Now, the association $L \mapsto \phi^1(\mathcal{O}_L(-1))$, for $L$ a line in $X$, is injective [7, Prop. 4.14]. Hence, $L_F \neq L_G$ implies $\phi_{11}^1 F \neq \phi_{11}^1 G$.

\[\square\]

5.5. Movable and nef cones of $\mathcal{M}$. In this last section, we want to give a precise description of $\text{Pos}(\mathcal{M}) \subset \text{NS}(\mathcal{M})$. Recall we have $v = (2, 1, 3)$. Straight computations give an orthogonal basis $\mathcal{B} := \{e_1 = (0, -1, -8), e_2 = (2, 1, 5)\}$ of $v^\perp \subset \Lambda$, that we identify with $\text{NS}(\mathcal{M})$.

Proposition 5.21. The positive cone $\text{Pos}(\mathcal{M})$ is generated by $e_1 + 2e_2$ and $e_1 - 2e_2$. The closed movable cone $\text{Mov}(\mathcal{M})$ is cut out in $\text{Pos}(\mathcal{M})$ by the line $\mathbb{R}e_1$, and it identifies with the chamber which contains the ample class $21e_1 + 8e_2$.

Moreover, $\text{Mov}(\mathcal{M})$ decomposes into two chambers cut out by the line $\mathbb{R}(8e_2 + 5e_1)$. The chamber adjacent to the line $\mathbb{R}e_1$ is $\text{Nef}(\mathcal{M})$ and correspond to the birational model $\mathcal{M}$, and the other chamber is the image of $\text{Nef}(\mathcal{M}[5, 2, 6])$ by the birational map given by crossing the wall $\mathcal{W}_1$. See Figure 2.

Proof. First, note that $w = ae_1 + be_2$, for $a, b \in \mathbb{Z}$, satisfies $w^2 = 0$ if and only if $16a^2 = 4b^2 = 0$. Hence the cone $\text{Pos}(\mathcal{M})$ is the cone generated, up to a sign, by $\{e_1 + 2e_2, e_1 - 2e_2\}$ and contains either $e_1$ or its inverse. Pick $\alpha = 1, \beta = 0$. It gives a well-defined generic stability condition $\sigma := \sigma_{1,0}$, and its image $A := l(\sigma)$ is an ample class (Theorem 5.7). By computations, we find

$$A = \frac{1}{425}(16, -13, 128) = \frac{1}{425}(21e_1 + 8e_2).$$
We deduce that $\text{Pos}(\mathcal{M}_S)$ is generated by $\{e_1 + e_2, e_1 - 2e_2\}$. Now the image of the vertical wall $W_v$ is given by $v^\perp \cap (2, 1, 4)^\perp = \mathbb{R}e_1$. Hence $\text{Mov}(\mathcal{M}_S)$ is the upper half-cone of $\text{Pos}(\mathcal{M}_S)$ cut out by $\mathbb{R}e_1$.

Finally, the image of the circular wall $W_l$ is given by $v^\perp \cap (3, 1, 3)^\perp = \mathbb{R}(16, 3, 0)$, and we obtain two chambers in $\text{Mov}(\mathcal{M}_S)$. The chamber containing the ample class $A$ is $\text{Nef}(\mathcal{M}_S)$, and the other chamber corresponds to the unique other birational model $\mathcal{M}_S[5, 2, 6]$.

\[\square\]

Figure 2 represents the positive cone $\text{Pos}(\mathcal{M}_S)$, and Figure 1 represents the corresponding walls (in green and magenta) and chambers (in red and blue) in the $(\beta, \alpha)$-plane in $\text{Stab}^+(S)$. The movable cone $\text{Mov}(\mathcal{M}_S)$ in Figure 2 is the upper half cone, composed of $\text{Nef}(\mathcal{M}_S)$ in red and (the flopped image of) $\text{Nef}(\mathcal{M}_S[5, 2, 6])$ in blue. The two lower chambers are their reflections in $\mathbb{R}e_1$. 
Figure 1. The $(\beta, \alpha)$-plane in $\text{Stab}^+(S)$.

Figure 2. The positive cone $\overline{\text{Pos}}(\mathcal{M}_S)$.
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