Do CFSv2 Seasonal Forecasts Help Improve the Forecast of Meteorological Drought over Mainland China?
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Abstract: Seasonal forecasts from dynamical models are expected to be useful for drought predictions in many regions. This study investigated the usefulness of the Climate Forecast System version 2 (CFSv2) in improving meteorological drought prediction in China based on its 25-year reforecast. The six-month standard precipitation index (SPI6) was used as the drought indicator, and its persistence forecast served as the benchmark against which CFSv2 forecasts were evaluated. The analysis found that the SPI6 persistence forecast shows good skills in all regions at short lead times, and CFSv2 forecast can further improve those skills in most regions. The improvement is particularly pronounced at longer lead times and over the humid regions in the southeast. This study also examined the seasonality and regionality of persistence forecast skills and CFSv2 contributions, and reveals regions where CFSv2 forecast shows no or sometimes even negative contributions.
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1. Introduction

Drought is a major type of natural hazard in China that has historically affected many parts of the country. Some regions have experienced frequent and long-lasting droughts, which had significant impacts on agriculture, water resources, and socioeconomic activities. On average, about 19 million hectares of land are affected by drought annually, and the associated economic losses are about 70 billion RMB Yuan, according to China Civil Affairs’ Statistical Yearbook [1]. To minimize the losses and mitigate drought impacts, it is essential to establish a drought early warning system based on accurate drought monitoring and skillful seasonal drought prediction.

There are different types of droughts defined using different variables in the hydrological cycle (e.g., meteorological drought, agricultural drought, and hydrological drought), but most of them start with a prolonged precipitation deficiency with respect to the climatology. To quantify the precipitation anomaly and make it comparable across geographical locations and seasons, the standard precipitation index (SPI, [2]) was developed and has been widely used as an indicator for meteorological drought. SPI integrates precipitation variability over some time period (1, 3, 6, 12 months or more) and this cumulative, time-integrated nature results in considerable persistence from one month to the next, which gives SPI some predictable persistence characteristics. The persistence characteristics [3] are seen to drop off in a linear fashion with time lag, reaching a value of roughly zero when the time lag exceeds the accumulation period of the index. For example, the persistence characteristics of the SPI3
reach zero at a three-month lead time, and for the SPI6 reaches zero at a six-month lead time, and so on. These persistence characteristics of SPI are modulated by a region’s seasonal cycle of precipitation and its inter-annual variability. When SPI is used for drought forecasting, the accumulation period includes both observation and forecast. For a given combined three-, six-, or twelve-month period for total precipitation, the forecast skill is enhanced (reduced) when the variance of the forecast portion decreases (increases) relative to the variance of prior observational precipitation [3]. Thus the drought forecast skill from the persistence characteristics exhibits strong seasonality as well as regionality.

Owing to the predictable persistence characteristics, multi-month SPIs can be potentially used for drought early warning. Additionally, when combining precipitation observations in the recent past and forecast for the following months, the forecast skills of multi-month SPIs are expected to improve. For example, Quan et al. [4] combined prior observational precipitation with target season forecasts from the coupled climate forecast system (CFS) or the uncoupled global forecast system (GFS), and showed improved forecast skills relative to the unconditioned persistence forecasts over the US Great Plains. Dutra et al. [5] and Dutra et al. [6] developed an integrated drought monitoring and forecasting system by combining monthly precipitation monitoring products with six lead times of forecasts from the European Centre for Medium-Range Weather Forecasts (ECMWF) seasonal forecasting system, and showed that dynamic forecasts of precipitation provide added values to seasonal drought prediction.

With enhanced skills in dynamical seasonal prediction systems such as the Climate Forecast System version 2 (CFSv2) [7] from the National Centers for Environmental Prediction (NCEP), ENSEMBLES from the ECMWF [8], and North American Multimodel Ensemble (NMME) [9], seasonal drought prediction is expected to improve when model forecasts are properly used. Additionally, seasonal hydrological prediction driven by climate model forecast also becomes feasible [10–15]. In order to advance the seasonal hydrological and drought prediction capability in China, it is critical to identify the strength and weakness in the dynamical seasonal forecast, and to understand the seasonality and regionality associated with their forecast skills.

Previous studies, such as Mo and Lyon [16], have tackled similar questions in the global domain, but regional-focused studies are still needed to provide more detailed analysis. In this study, we were interested in understanding how the seasonal precipitation forecast from the state-of-the-art climate models can be used to improve meteorological drought prediction in China. We focused on CFSv2, which is the current operational model for seasonal prediction at the NCEP and its forecasts are freely available. If we can identify the strength and weakness in its forecasts, we can better utilize its forecast to provide more skillful and reliable early drought warnings. The CFSv2 reforecast and real-time forecast were evaluated in a number of studies over various regions (e.g., Yuan et al. [13], Kim et al. [17], Lang et al. [18], Luo and Zhang [19], Luo et al. [20], Mo et al. [21], Riddle et al. [22], Saha et al. [23], among others); however, the following questions remain unanswered and were addressed in this study: (1) how skillful the persistence forecast is for drought prediction in China; (2) how much improvement the CFSv2 forecast can contribute to the overall drought forecast skill; (3) how such improvements vary geographically and with season and lead time; (4) whether there are situations under which CFSv2 forecasts show no or even negative contributions to drought forecast skills.

2. Data and Method

The second version of the Climate Forecast System (CFSv2) became operational at the NCEP in March 2011. The CFSv2 [7] used in the reforecast consists of the NCEP Global Forecast System at T126 (∼0.937°) resolution, the Geophysical Fluid Dynamics Laboratory Modular Ocean Model version 4.0 at 0.25–0.5° grid spacing coupled with an interactive three layer sea-ice model, the four-layer NOAH land surface model, and historical prescribed (i.e., rising) CO₂ concentrations. To provide a model climatology for better forecast calibration, a multi-year reforecast dataset was produced for the period of 1982 to 2009. The reforecast dataset includes four 9-month forecast runs at the 00, 06, 12, and 18 UTC cycles, a single one season (123-day) forecast run at the 00 UTC cycle, and 3 45-day forecast runs at the
The 9-month runs were initialized every 5 days starting from 1 January of each year due to constraint in computational resources. Monthly mean time series of precipitation from the 9-month forecast runs were obtained from the National Centers for Environmental Information (NCEI) for this study. All the forecast runs initialized between the 8th of a given month and the 7th of the following month were grouped as one ensemble. For example, forecasts initialized on January 11, January 16, January 21, January 26, January 31, and February 5 were grouped together to form the ensemble for February forecast. This results in an ensemble size of 24 for each month except for November, which has 28 forecast runs. The ensemble mean monthly total precipitation was used in this analysis, and the lead time spans between 0 and 9 months. All CFSv2 forecasts were regridded to the same $0.5^\circ \times 0.5^\circ$ grid as the observational precipitation over East Asian domain. We used GrADS to do the spatial interpolation with a simple bilinear interpolation method.

The observational monthly precipitation data in this study were from the daily precipitation analysis developed by Xie et al. [24]. This dataset covers the East Asia domain ($5^\circ$–$60^\circ$ N, $65^\circ$–$155^\circ$ E) at $0.5^\circ \times 0.5^\circ$ resolution and spans over the period 1961 to 2007, and can be obtained from its web site (ftp://ftp.cpc.ncep.noaa.gov/precip/xie/EAG/EA_V0409). The use of observed precipitation was three fold. It was used to bias correct the model forecast as discussed below. The observation was then combined with the bias corrected forecast to construct a multi-month total precipitation for calculating the SPIs with different lead times. Finally, it was also used to evaluate both the persistence forecast and CFSv2 forecast. The evaluation was carried out over mainland China during the 25-year common period (i.e., 1982 to 2006) between the reforecast dataset and the observational dataset.

The six-month standard precipitation index (SPI6) [2] was used as the indicator for the medium-term meteorological drought and was computed following the method described in [25]. SPI6 values generally range between $-3$ and $3$ with negative values indicating drier than normal conditions, and the magnitudes of the departure from zero is a probabilistic measure of the severity of a wet or dry event. Here, the construction of multiple lead-times SPI6 followed the procedures of Dutra et al. [26]. For a given 6-month target period, observations and forecast were concatenated in different lengths to create a combined 6-month total precipitation, which was then used to calculate the SPI6 for the period. For convenience, the SPI6 was always defined at the last month of the 6-month period. For example, September SPI6 was based on the total precipitation for April through September. The 1-month lead SPI6 for September was then based on the combination of observed precipitation for the first five months (April through August) and forecast for the last month (September). At the 6-month lead time, the SPI6 was based only on the precipitation forecast. Once the 6-month total precipitation was obtained for the target period, the SPI6 was calculated with respect to the observed climatological distribution for the period.

Because dynamic models like CFSv2 often have biases in their precipitation forecast, it is necessary to correct the precipitation bias before they are concatenated with observations to calculate the 6-month total precipitation. This is especially important when precipitation in the forecast portion of the 6-month period dominates, and thus, its bias can significantly distort SPI6 forecast skills. To remove the bias, a correction factor was calculated for each month as the ratio between the average of all observed precipitation and that of all CFSv2 forecast for the month. The bias correction is expressed as

$$F_{\text{biascorr}}(t) = F(t) \times \frac{\overline{O}(t)}{\overline{F}(t)}$$

where $F(t)$ is the CFSv2 precipitation forecast at the month $t$, and $\overline{O}(t)$ and $\overline{F}(t)$ are the multi-annual mean of the historical observed precipitation and the CFSv2 forecast value for month $t$.

To determine if the CFSv2 forecasts help to improve drought prediction, a baseline SPI6 forecast is needed. Here, we take advantage of the persistence characteristics of SPI6, and fill the forecast portion of the 6-month total precipitation with the climatological mean precipitation. Thus, the baseline forecast skill only comes from the persistence of the precipitation anomaly in the observation portion. We denote this as persistence forecast, which is probably the best one can do when information on
seasonal anomalies in future precipitation is absent. Using the persistence forecast as the benchmark, the usefulness of CFSv2 forecast can be quantified.

In this study, forecast skills were measured by the temporal anomaly correlation (TAC, or correlation) and root mean square error (RMSE), both of which were calculated for each grid and for all 6 lead times. The temporal anomaly correlation measures the degree of association between the forecast \( F_i \), either the CFSv2 forecast or the SPI6 persistence forecast, and the corresponding observed SPI6 \( O_i \) at a given lead time (one- to six-month lead). It is computed as

\[
TAC = \frac{\sum_{i=1}^{n} (F_i - \bar{F})(O_i - \bar{O})}{\sqrt{\sum_{i=1}^{n} (F_i - \bar{F})^2 \sum_{i=1}^{n} (O_i - \bar{O})^2}}
\]  

where \( n \) is the total number of forecast, \( \bar{O} \) and \( \bar{F} \) are the climatological mean of observed and forecast SPI6. It is necessary to mention that the baseline persistence forecast of SPI6 at 6-month lead time consists of only the climatological mean, and the forecasts are the same for all 25 years for the same period, thus no correlation coefficient was calculated.

RMSE, on the other hand, measures the closeness of forecast \( F_i \) and the corresponding observations of SPI6 \( O_i \) over a time period, and is computed as

\[
RMSE = \sqrt{\frac{1}{n \sum_{i=1}^{n} (F_i - O_i)^2}}
\]

RMSE for a perfect forecast is zero, with a larger RMSE indicating a decreasing accuracy of the forecast.

With 25 years of CFSv2 reforecast, we obtained a total of 300 forecasts. We treated all these forecasts equally to calculate the overall correlation and RMSE, and we also stratified the forecasts by month (i.e., 25 forecast for each month) to obtain the metrics for each month. To make comparisons between CFSv2 forecast and persistence forecast, we also calculated the corresponding skill scores (Wilks [27]). Using persistence forecast as the reference forecast, the TAC skill score becomes

\[
TACSS = \frac{TAC_{CFSv2} - TAC_{persistence}}{1 - TAC_{persistence}}
\]

and the RMSE skill score (in proportion rather than percentage terms) becomes

\[
RMSESS = \frac{RMSE_{CFSv2} - RMSE_{persistence}}{0 - RMSE_{persistence}}
\]

where both skill scores range from minus infinity (no skill) to 1 (perfect forecast). A score larger than 0 indicates an improvement with respect to the persistence forecast, whereas a score smaller than 0 indicates that the CFSv2 forecast is inferior to the persistence forecast.

The ability of a forecast to reproduce the observed spatial patterns was examined with the spatial anomaly correlation (Murphy and Epstein [28], Krishnamurti et al. [29]). The spatial anomaly correlation (SAC) is a commonly used measure of association that operates on pairs of grid point values in the forecast and observed fields. The SAC is designed to detect similarities in the patterns of departures (i.e., anomalies) and is referred to as a pattern correlation. It is calculated as

\[
SAC = \frac{\sum_{s=1}^{m} (F_s - \bar{F}_s)(O_s - \bar{O}_s)}{\sqrt{\sum_{s=1}^{m} (F_s - \bar{F}_s)^2 \sum_{s=1}^{m} (O_s - \bar{O}_s)^2}}
\]

where \( s \) denotes the corresponding grid point, \( m \) is the total number of grid points over the study domain, \( \bar{O}_s \) and \( \bar{F}_s \) are the spatial average of observed SPI6 over all grid points and the CFSv2 forecast or the persistence SPI6 forecast average of all grid points for a given time. SAC = 1 indicts a perfect pattern correlation.
3. Results

We examined the skill of the persistence forecast first to provide the baseline. Figure 1 shows the overall skill of the persistence forecast at three different lead times. These were calculated based on all 300 forecasts during the 25-year period.

**Baseline Persistence Skill**

![Temporal Analysis of Persistence Skill](image)

Figure 1. Skill of the baseline persistence forecast measured by temporal correlation coefficient (left column) and root mean square error (RMSE) (right column) at the 1-month (top), 3-month (middle), and 5-month lead times. Locations A and B indicated in panel (a) were used in later analyses.

It is evident that the SPI6 persistence forecast was quite skillful everywhere in the domain at one-month lead time. The correlation coefficients (TAC) are above 0.8 and RMSE are mostly between...
8 and 10. Over the humid regions in the southeast, the correlation coefficient is above 0.9. As lead time increases, the persistence forecast skill declines, expressed by the gradual decrease in correlation and the increase in RMSE. At the three-month lead time, some level of skill still exists over the entire domain with a correlation coefficient mostly above 0.5. Then at the five-month lead time, the skill continues to decline and the correlation coefficient is now around 0.3 to 0.4. At the six-month lead time (not shown), the persistence forecast skill completely diminishes simply because the forecast now only contains the climatological seasonal cycle, which has no skill for predicting anomalies. The values of RMSE may seem hard to interpret initially because they are based on SPI6 values, but when we compared the RMSE between different lead times in Figure 1, it becomes clear that RMSE is indeed much smaller at a shorter lead time. It is also worth emphasizing that the spatial patterns of skills measured by correlation and RMSE are very similar, as regions with higher correlation generally show smaller RMSE.

Figure 2 presents the difference in skill between the CFSv2 forecast and the persistence forecast. In the CFSv2 forecast, the bias-corrected CFSv2 precipitation forecast replaces the climatological mean precipitation in the forecast portion of the six-month total precipitation, the difference in forecast skills reflects the contribution of CFSv2 model to predicting meteorological droughts beyond the SPI6 persistence. At the one-month lead, while the persistence forecast establishes a high benchmark, the CFSv2 forecast shows marginally higher correlation and smaller RMSE over large areas. The only significant region where CFSv2 forecast consistently has a negative contribution is over the northwest arid region near Mongolia. These are desert regions where low amount of precipitation is received throughout a year with a small inter-annual variability, so it is difficult for CFSv2 forecast to add additional skills beyond the persistence forecast.

At longer lead times, as the CFSv2 precipitation forecast takes a bigger portion of the six-month total precipitation, the impact of CFSv2 forecast on the SPI6 forecast skill is expected to be greater. As shown in Figure 2, similar patterns of difference are observed but the difference is only more pronounced. The humid southeast generally shows larger increases in TAC especially at the five-month lead time. Reduction in RMSE also shows up in this region at all lead times. Over the semi-arid northwest, even larger decreases in correlation and increases in RMSE suggest a further degradation of skill in this region when CFSv2 forecast is included. Overall, CFSv2 forecast contributes positively to the skill of drought forecast with SPI6 over most regions in China at all lead times, mainly in northeast, southeast, and southwest of China, and the contribution is more significant at longer lead times.

Figure 3 further shows the skill scores of CFSv2 forecast with the persistence forecast as the reference at different lead times. Any positive values indicate that CFSv2 forecast is more skillful than the SPI6 persistence forecast. The patterns are the same as what is shown in Figure 2 for all lead times, but the magnitudes of improvement measured by skill score are different. For example, Figure 2a shows a small positive difference between CFSv2 forecast and the SPI6 persistence forecast. In Figure 3a, the skill score is much larger as the skill is already quite high in the reference forecast at one-month lead, even a small amount of improvement is quite significant. This is seen in both correlation and RMSE.
Figure 2. Similar to Figure 1, but for the difference in skills between the Climate Forecast System version 2 (CFSv2) forecast and persistence forecast.
Figure 3. Similar to Figure 1 but showing the skill scores of temporal anomaly correlation (TAC) and root mean square error (RMSE) for the CFSv2 forecast at three different lead times with the six-month standard precipitation index (SPI6) persistence forecast as the reference forecast.

The spatial anomaly correlation is another metric that we used to evaluate the forecasts by measuring the spatial similarities between the forecast and observed SPI6 fields. Figure 4 shows the spatial anomaly correlation for each of the 300 forecasts at all six lead times from the persistence forecast and the difference between CFSv2 and the persistence forecast. It is evident that at shorter lead times, the spatial patterns of the SPI6 persistence forecast is very similar to the observed SPI6 fields with a spatial anomaly correlation between 0.6 and 0.9. As the lead time increases, such spatial similarities gradually disappear, and eventually at the six-month lead time, the correlation diminishes to near zero because the persistence forecast is the climatological mean. There is also a clear seasonal cycle for the spatial anomaly correlation. Relative to the persistence forecast, the CFSv2 forecast has a slightly large spatial correlation at the majority of the months and most of the lead times. This suggests
that CFSv2 forecast in general provides spatially coherent forecast across the entire domain and it has positive contribution with respect to spatial patterns. The contribution is particularly larger at six-month lead time than other lead times.

**Figure 4.** The spatial anomaly correlations of all 300 forecasts (horizontal axis) with six lead times (vertical axis) from the persistence forecast (a) and the differences between the CFSv2 forecast and persistence forecast (b).

Although the design of SPI has effectively removed the seasonality in precipitation, the persistence forecast skill and the contribution of the CFSv2 model to the drought forecast skill can still vary significantly with season and lead time. Figure 5 illustrates such variations with correlation coefficient and RMSE over two selected locations indicated in Figure 1a. These two locations are selected to represent two different climate zones. They are identified based on the watershed divisions and the Köppen-Geiger climate types (Peel et al. [30]) where China was divided into 17 large hydroclimatic regions (Lang et al. [18]). Location A is in the lower Yangtze River basin with a humid climate and annual precipitation about 1600 mm. Location B is in the semi-arid/arid northwest China with a dry climate and annual precipitation about 200 mm. During the cold-and-dry season (e.g., November to January), the persistence forecast can still be skillful at long lead times; however, during the warm-and-wet season (e.g., June to August), the skill drops quickly with lead time, especially at location B where rainfall during spring and summer experiences a stronger inter-annual variability than the prior season.
Figure 5. Variation of forecast skill in the baseline SPI6 persistence forecast (rows 1 and 3) and the changes of forecast skill in the CFSv2 forecast (rows 2 and 4) in two selected locations marked in Figure 1a to represent two distinct climate zones. The forecast skill was measured by correlation coefficient in the top two rows (a–d) and by the RMSE in the bottom two rows (e–h).

As shown in Figure 5, the contribution from the CFSv2 forecast to the drought forecast skill is mostly positive at all months and all lead times at these two locations. Negative contributions are seen in several month-lead combinations. The particular pattern of these combinations seem to suggest that the certain ensemble forecast runs from CFSv2 may have had abnormally poor performance. For example, at location B, June SPI6 forecast at the five-month lead time includes precipitation for...
February through June from forecast runs initialized between January 11 and February 10. These runs cause the CFSv2 forecast skill to be worse than that of the persistence forecast. The same forecast runs also contribute negatively to April SPI6 forecast at the three-month lead time. The cause of such poor model performance is beyond the scope of the study, nonetheless, identifying such problems could help model developers to conduct more focused diagnosis to improve the model.

Based on the results in Figure 5, we can determine the maximum lead time when CFSv2 forecast always outperforms the persistence forecast for each month at a given location. This maximum lead time effectively represents the usefulness of CFSv2 forecast in improving seasonal drought prediction over persistence. The spatial distribution of the maximum lead time is presented in Figure 6 for February, May, August, and November SPI6 forecasts.

In February (target period: September to February), the CFSv2 forecast can add values to seasonal drought prediction for up to five months in a vast area in the east and southeast region, while the rest of the country also benefits from CFSv2 forecast for two to four months. Only a few spots in the northeast and Tibet region show no contributions from CFSv2 forecast. In May (target period: December to May), much larger areas in the north and northeast part of the country shows no contributions from CFSv2 forecast. Then, in August (target period: Mar to August), drought forecast over the central part of the country can benefit from CFSv2 forecast for up to five months, and finally in November (target period: June to November), this area shifts again to the southeast.

Figure 6. The maximum lead time in months that the CFSv2 precipitation forecast shows better skills than persistence measured by correlation TAC. A similar result was obtained when measured by the RMSE.
Figure 6 confirms that CFSv2 forecast in general helps to improve the drought forecast skill over the majority of the study region. Wherever the maximum lead time is above zero months, the CFSv2 forecast contributes positively to drought prediction skills. A similar result was obtained when measured by the RMSE. The figure also shows that the extent of contribution in lead time can vary strongly among different regions and different months. This suggests that the utilization of the CFSv2 forecast in other applications, such as seasonal hydrological predictions, needs to carefully consider these variations.

4. Discussion and Conclusions

There has been a gradual paradigm shift in weather agencies around the world to provide climate services related to drought and other climate extremes, which now relies heavily on forecasts at subseasonal–seasonal time scales from dynamic climate models. Thus, understanding the strength and weakness of these models is crucial for developing those applications and services. This paper presents an evaluation of the seasonal forecasts from the NCEP CFSv2 model over China with a focus on its ability to outperform the SPI6 persistence forecast that is solely based on historical observations.

We concatenated observed monthly precipitation with CFSv2 forecast in the following months to create CFSv2-based SPI6 forecast at various lead times. Taking 25-year (1982-2006) CFSv2 reforecast dataset and observed monthly precipitation analysis, we quantified the contribution of the CFSv2 model to improving drought forecast skills upon persistence forecast using the correlation coefficient, RMSE and their skill scores.

We find that the SPI6 persistence forecast and CFSv2 based forecast are, on average, skillful up to about four months of lead time. This is consistent with finding from several other studies (e.g., Lyon et al. [3], Yoon et al. [31], Quan et al. [4], Dutra et al. [26], and others). As lead time increases, the skill from the SPI6 persistence forecast and the CFSv2 forecast declines as expected. Despite the high skill from the persistence forecast at the short lead time, the CFSv2 still provides marginal improvements to forecast skills in most of the study domain. At longer lead times, the improvement brought by CFSv2 forecast becomes more pronounced, especially over the east and southeast part of China. Thus, the CFSv2 forecast provides more added value at longer lead times, even when the model forecast skill itself declines with lead time.

We need to recognize that both persistence forecast skill and the skill contributed by CFSv2 beyond the persistence have strong regionality and seasonality which is similar to what other studies have pointed out when using the CFS forecast (Yoon et al. [31]), CFSv2 forecast (Quan et al. [4]), and ECMWF seasonal forecast system (Dutra et al. [26]; Dutra et al. [6]). The regional differences in forecast skill mainly exist between arid and humid regions. Skills are lower in arid regions during spring–summer and summer–autumn due to the stronger seasonal cycle of precipitation and the large inter-annual variability during these seasons. The regions where significant improvement was brought by the CFSv2 forecast are regions where the skill of the seasonal precipitation forecast are higher in China (Lang et al. [18]). In terms of seasonality, the seasonal cycle of precipitation and its inter-annual variability both play an important role in determining the persistence forecast skill. The persistence forecast skill is greatest during a region’s climatological dry season and is least during a wet season, the findings are consistent with Yoon et al. [31] and Quan et al. [4]. The skill beyond persistence contributed by CFSv2 also varies with season, and such variations seem to be affected occasionally by the poor model performance during certain initialization periods, as seen in Figure 5. The causes for such poor model performance requires further investigation.

There are situations where CFSv2 has no or sometimes even negative contribution, to drought forecast skill with respect to the persistence forecast. This leads to important questions related to enhancing precipitation forecast skill from dynamical climate models and how forecasts from dynamical climate models should be used to develop other applications and services. For example, seasonal hydrological prediction that uses seasonal temperature and precipitation forecast from dynamical models such as CFSv2 or NMME models should not only correct the bias in these forecast
but also explicitly consider the skills of these forecast in various regions. Bias correction alone is not sufficient to make these forecast more skillful and useful. In regions where these climate models provide negative contributions to overall forecast skill, it is better to ignore the CFSv2 forecast and stay with the persistence forecast.

It is also worth mentioning that the current study treated the forecast as a deterministic forecast by using only the ensemble mean, which will lose some of the forecast information. An ensemble prediction approach can also be interpreted in a probabilistic way with the consideration of ensemble spread. A full evaluation of the ensemble prediction with probabilistic metrics will likely offer additional insights, and is granted for future studies.

To advance the seasonal drought forecast capability in China, obtaining high quality observations of precipitation, temperature, and soil moisture are still the most critical task. The proper use of the seasonal forecast from dynamical models including CFSv2 and NMME models provides a feasible route to improve skills and reliability. Such effort will nevertheless contribute to drought mitigation and water resource management in China.
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