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1 Introduction

In recent years, the linear parameter-varying (LPV) modelling paradigm has been applied to many practical applications to synthesise controllers with performance guarantees even under nonlinear or temporal variations of the underlying system [1]. In the majority of these methods, an LPV state-space (SS) model of the system at hand is required, particularly with static and affine dependence on the scheduling signal. However, identification of such a representation based on observations of the plant is not straightforward and converting other representation based models – that might be easier to identify – into an SS form suffer from several disadvantages. Popular subspace identification (SID) schemes used for SS model estimation start by identifying a specific input-output (IO) structure using convex optimisation, wherefrom an SS model is constructed by matrix decomposition techniques. Current LPV subspace schemes depend on over-restrictive assumptions and/or the number of the to-be-estimated variables grows exponentially, leading to ill-conditioned IO estimation problems with high computational demand. Therefore, it is currently infeasible to identify moderate to large scale systems with LPV SID schemes. To lower the computational load and ease certain assumptions, we analyse state-of-the-art SID schemes combined with an in-depth examination of LPV IO to SS realisation theory to be able to formulate a unified LPV subspace identification framework and tackle the bottlenecks.

2 Deriving the data-equations

Subspace schemes are based on various forms of so-called data-equations, surrogate IO models to represent the underlying system. We will derive such open-loop and closed-loop data-equations given that the data-generating system is in the following innovation form (similar to, e.g., [2, 3]):

\[ \begin{align*}
    x_{t+1} &= A(p_t)x_t + B(p_t)u_t + K(p_t)\xi_t, \\
    y_t &= C(p_t)x_t + D(p_t)u_t + \xi_t,
\end{align*} \tag{1} \]

where subscript \( t \) is the discrete time, \( x \) is the state variable, \( y \) is the measured output signal, \( u \) denotes the input signal, \( \xi \) is a zero-mean white noise process satisfying \( \xi_t \sim \mathcal{N}(0, Q) \) with covariance matrix \( Q \), and \( A, \ldots, K \) are affine functions in the scheduling signal, i.e., \( A(p_t) = A_0 + \sum_{i=1}^{n_p} A_i p_t^i \) with \( p_t^i \) the \( i \)-th element in \( p_t \). The to-be-estimated coefficients are \( \{A_i, \ldots, K_i\}_{i=1}^{n_p} \). The innovation representation (1) can arbitrarily well approximate a representation with independent parameter-varying noise sources on both the state and output equations. The difficulty in applying subspace identification on the derived open-loop and closed-loop data-equations using (1) is that the realization is need to be accomplished under a time-varying observability matrix.

3 Parametric subspace identification

To obtain an SS realisation from either the open-loop or closed-loop data-equation, we derive a uniform projection based formulation for the LPV realisation problem established on a maximum-likelihood and stochastic realisation based argument; therefore, extending various well-known linear time-invariant SID schemes to the LPV setting. Furthermore, we show that applying the moving average with exogenous inputs (MAX) IO model set in the LPV open-loop identification setting can significantly decrease the complexity of the IO estimation problem for SIDs. In addition, we introduce a basis reduced formulation that can lower the computational complexity significantly in the IO to SS model realisation step. These two new developments lead to better scalable SID schemes. Concluding, we will discuss a unified understanding of LPV subspace identification including LPV IO to SS realisation theory with computationally efficient methods leading to competitive schemes to estimate LPV-SS models.
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1 Introduction

For some industrial applications, experimental data is available in the form of several data sets corresponding to the operation of the plant under the same conditions. An example of such an application is the condition monitoring of a wind turbine based on SCADA data. Here, one is interested in the identification of a turbine subsystem for a specific wind condition. However, long records of a given operating condition might be difficult to obtain. Hence, one needs to select multiple short data-records from the operational data to identify the system. In this case, identification approaches where missing data are treated as unknown parameters [1, 2] are not feasible due to the large amount of lost data. Then, the best option is to concatenate the data sets, and introduce additional parameters to handle the transient effects [3]. Our aim is to verify the consistency of the estimates when considering this last approach. To this end, we performed a Monte Carlo simulation to prove consistency when dealing with AR and ARX model structures.

2 Results

The concatenation of \( M \) data sets is done as follows

\[
x^c(iT) = \begin{cases} 
x_1(iT) & t = 0, \ldots, N_1 - 1 \\
x_2(iT) & t = N_1, \ldots, N_1 + N_2 - 1 \\
\vdots & \vdots \\
x_M(iT) & t = (N_1 + \ldots + N_{M-1}), \ldots, N 
\end{cases}
\]

Then, the input/output DFT spectra (\( U^c, Y^c \)) satisfy

\[
Y^c(z^{-1}) = G(z^{-1}, \theta) U^c(k) + H(z^{-1}, \theta) E(k) + T_1(z^{-1}, \theta) + \ldots + z^{-N_1} T_2(z^{-1}, \theta) + \ldots + z^{-N_1-\ldots-N_{M-1}} T_M(\Omega_k, \theta)
\]

with \( G(z^{-1}, \theta) = B(z^{-1}, \theta) / A(z^{-1}, \theta) \) and \( H(z^{-1}, \theta) = C(z^{-1}, \theta) / D(z^{-1}, \theta) \) the plant and noise rational transfer function models, and \( T_i(z^{-1}, \theta) \) the transient terms. For the AR and ARX model structures, \( C = 1, \ D = A, \) and \( T_i(z^{-1}, \theta) = l_i(z^{-1}, \theta) / A(z^{-1}, \theta) \). In addition, \( B = 0 \) for the AR case.

To verify the consistency on the parameter estimation for both AR and ARX cases, a Monte Carlo simulation is performed to compare two situations: the concatenation of data from \( M \) experiments (with record length of \( N_m \), and one single experiment (with \( N = N_m M \) samples). A first order system and transient term are considered \( (A = 1 + a_1 z^{-1}, \ B = 0 \) or \( B = 1, \ l_i = i_l) \), and the excitation \([e(t) \ or \ u(t)]\) is white noise with zero mean and unit variance. We tested \( N_m = 2, \) which corresponds to the extreme case where the data records are just large enough to estimate the parameters.

Figure 1 presents the mean square error (MSE) on the estimation of \( a_1 \) for different values of \( M \). These results show that for both AR and ARX, the parameter estimation departing from concatenated data is consistent, since the MSE decreases with \( M \) at the same rate as the case of one data record. The observed difference on the MSE corresponds to the information loss for the concatenated case. Indeed, for this case one sample out \( N_m \) is used to estimate the transient coefficient \( (i_l) \). Hence, the theoretical difference is \( \text{db}(\text{MSE}_{\text{conc}}/\text{MSE}_{\text{one rec}}) = \text{db}(\sqrt{N_m}/(N_m - 1)) \). The results for the simulation of both AR and ARX follow well this theoretical difference (3 db, see Fig. 1).
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1 Background

Frequency Response Function (FRF) identification is fast, inexpensive and accurate, and often used in applications. These FRFs are used either directly, e.g., for controller tuning or stability analysis, or as a basis for parametric identification. Identification of FRFs has been substantially advanced over recent years, particularly by explicitly addressing transients errors. The Local Polynomial Method (LPM) [1] exploits the assumed smoothness of the transient response and approximates locally the transfer function by a polynomial such that the transient can be removed.

2 Problem

Consider the output of a LTI system in the frequency domain

\[ Y(k) = G(e^{j\omega k})U(k) + T(e^{j\omega k}) + V(k) \quad (1) \]

where \( G(e^{j\omega k}) \) is the frequency response function of the dynamic system, \( Y(k), U(k), V(k) \) are the output, input and noise terms and \( k \) denotes the \( k \)-th frequency bin. Where \( T(e^{j\omega k}) \) accounts for the transients of both the system response and the noise. An extension of the LPM, the Local Rational Method (LRM) [2, 3] approximates the terms \( G(e^{j\omega k}) \) and \( T(e^{j\omega k}) \) in (1) such that in the local window

\[ Y(k+r) = \frac{N_{k+r}}{D_{k+r}} U(k+r) + \frac{M_{k+r}}{D_{k+r}} + V(k+r) \quad (2) \]

As a consequence of the rational parameterization, the local estimation problem is no longer linear in the parameters which poses additional challenges. The aim of the present paper is to investigate alternative parameterizations, which are also recovered as a special case of the LRM, yet are linear in the parameters while exploiting the advantages of rationally parametrized model structures.

3 Approach

Enabling a convex optimization while maintaining the rational parameterization is done by pre-specifying the system poles based on prior knowledge. Consider again a local window around a DFT bin \( k \) such that locally

\[ G(e^{j\omega k+r}) = \sum_{b=1}^{N_b} \theta_{G,b} B_b(e^{j\omega k+r}) \]
\[ T(e^{j\omega k+r}) = \sum_{b=1}^{N_b} \theta_{T,b} B_b(e^{j\omega k+r}) \]

with basis functions \( B_b(e^{j\omega k+r}) \) and parameters \( \theta_{G,b}, \theta_{T,b} \). If the basis functions \( B_b \) contain the true system dynamics of \( G(w_{k+r}) \) and \( T(e^{j\omega k+r}) \), then the basis in (3) can approximate the system in the local window arbitrarily well.

4 Result

A resonant system with two resonance modes is used for simulation. The discrete system has two sets of complex conjugated poles at \( z_1 = 0.8359 \pm 0.4540i, z_2 = 0.0673 \pm 0.8581i \). An orthonormal basis is composed of single complex poles, e.g., \( \zeta = [0.8359 + 0.4540i, 0.0673 + 0.8581i] \) where \( \zeta \) are a subset of the poles of the true system. The result in Fig. 1 shows an improved estimation accuracy for both resonance modes. Extensive simulations reveal that the method is robust for inaccurate \( \zeta \) and for real poles occurring in thermal systems.
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1 Introduction

This presentation introduces a data-driven method for determining the order of the transfer function representation of a multidimensional (nD) linear system. A Hankel matrix (referred to as recursive Hankel matrix) is constructed from the available multidimensional data in a recursive way. This work extends the concept of past and future data to nD systems and introduces the concept of mode−k left and right data. The intersection between two mode−k left and right matrices reveals the order of the system in dimension k.

2 Problem statement

In this work the class of nD models is restricted to linear difference equations [1], referred to as PdEs. All equations are defined on a rectangular domain in n−dimensions. For a two-dimensional model, the class of linear PdEs is given by,

\[
\sum_{i=0}^{N_1} \sum_{j=0}^{N_2} \beta_{i,j} y[k_1 + i, k_2 + j] = \sum_{i=0}^{N_1} \sum_{j=0}^{N_2} \alpha_{i,j} u[k_1 + i, k_2 + j],
\]

where \(k_1\) and \(k_2\) are two independent variables. \(u[\cdot, \cdot]\) and \(y[\cdot, \cdot]\) are the input and output variables respectively, \(\beta_{i,j}\) and \(\alpha_{i,j}\) are the coefficients of the PdE and \(N_1\) and \(N_2\) determine the order of the PdE. Note that the order of the PdE is a tuple: for every dimension the order of the PdE is equal to the highest order of the shift operator.

At the basis of the identification algorithm presented in this work lies the concept of the recursive Hankel matrix. This matrix is a block Hankel matrix where all the blocks are Hankel themselves.

3 Intersections between past, future, left and right.

The intersection algorithm presented in [2] calculates the intersection between past and future Hankel matrices. For a two-dimensional dataset, past and future is extended with left and right. Graphically the concept of past and future, left and right is shown in Fig. 1. The data matrix is first Hankelized, and afterwards split up in four matrices, past, future, left and right. The intersections between these matrices reveals the order of the PdE.

![Fig. 1: Multidimensional transfer functions can graphically be represented by stencils. The dots in this figure represent data points distributed in two dimensions. The solid and dashed lines connecting two points represent linear relations between adjacent data points. By splitting up the data in left-right, past-future some relations are removed, these linear relations are denoted by the dashed lines.](image)

4 Results

The main result of this presentation is an algorithm to estimate the order of a PdE on a rectangular grid with a uniform sampling time/distance. The data is Hankelized and split up in different Hankel matrices. Based on the rank of these matrices the order of the PdE is estimated. The presented method for estimating the order of a PdE is demonstrated on a numerical simulation example.
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1 Introduction

Optimal input design (OID) is one of the most challenging problems in the field of system identification. In this work, OID for linear systems in the presence of prior knowledge is studied. Information related to exponential decay and smoothness is incorporated in the OID problem by making use of the Bayes rule of information. Three different cases of modeling the linear dynamics are considered, namely Finite Impulse Response (FIR) model with and without prior knowledge, as well as the rational transfer function case. It is shown that the prior information affects the spectrum of the minimum power optimal input. The input with the least power is obtained for the transfer function model case.

2 The OID problem

A stable linear time-invariant system $S_0$ is considered in an output error framework such that $y = G_0 u + e$ where $y$ is the measured output, $u$ denotes the input to the system, $G_0$ is a rational transfer function and $e$ is i.i.d. noise ($e \sim \mathcal{N}(0, \sigma_e^2)$). The OID problem is defined as:

$$\Phi_{u, opt}(\omega_n) = \arg \min_{\Phi_u(\omega_n)} \Phi_u(\omega_n)$$

s.t. $M_{\text{total}} > R_{\text{adm}}(\omega), \forall \omega$

$$\Phi_u(\omega_n) \geq 0 \forall \omega_n$$

(1)

where the power spectrum $\Phi_u$ of the multisine input $u$ is the design variable of the OID problem which is affine in $\Phi_u(\omega_n)$. The first constraint sets a bound on the information matrix $M_{\text{total}}$. It is shown in [1] that accuracy constraints on the identified model can be transformed into a constraint in the form $M_{\text{total}} > R_{\text{adm}}$ where $R_{\text{adm}}$ is in this case a frequency-dependent constraint on the model error achieved at transfer function level of the identified model. In case of prior information available, the total information matrix is given by $M_{\text{total}} = M + P^{-1}$ where $M$ denotes the Fisher matrix representing the information linked to the new experiment and $P^{-1}$ represents prior information about the identified model. The second constraint is necessary for the signal to be realizable. The optimal design problem (1) is convex in the design variables, therefore there is no risk of resulting in a local minimum.

3 Results

The result of the OID problem (1) is depicted in Fig. 1. The optimal input spectrum in case of FIR modeling approaches the one of a white noise signal, as expected. However, when prior knowledge about smoothness of the impulse response is considered, it will suppress the power of the estimated transfer function in the high frequency region. Under this condition, the more relaxed the constraint on the modulus of the transfer function, the more is the prior information able to deliver a model inside the allowable model error bounds. Therefore, the power of the optimal input signal decreases in the high frequency region as the constraint on the transfer function modulus relaxes.
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1 Introduction

System identification is a fundamental step in model-based control. Most identification based controller tuning methods use test signals during the identification test. However, test signals disturb process operation, which is a cost in production unit. To reduce the cost of identification, it would be ideal to use no test signal during the identification test. For closed-loop identification, when there is no external excitation, the informative condition must be fulfilled to ensure that the identification criterion has a unique minimum and the parameter estimation is consistent. In this work, the informative conditions are firstly introduced and developed. Then, a method of closed-loop test without using test signals is proposed to achieve the informative condition. Finally, a model error bound is adopted to do the model validation.

2 Informative condition

Informativity is a concept that central in identification problems. Loosely speaking, the problem is whether the dataset \( z(t) \) allows us to distinguish between different models in model set \( M(\theta) \). The necessary and sufficient conditions for single-input single-output (SISO) closed-loop systems to produce informative data are discussed by Gevers et al. [1]. In this work, we extend their results to multi-input single-output (MISO) closed-loop systems. Note that the multi-input multi-output (MIMO) systems are typically identified as a series of MISO systems. Here, we briefly introduce one main result. Consider the ARMAX model structure,

\[
A(q^{-1})y(t) = \sum_{i=1}^{m} B_i(q^{-1})u_i(t) + C(q^{-1})e(t)
\]

with \( n_a \), \( n_b \), and \( n_c \) are the degrees of corresponding polynomials, and the controller \( K(q^{-1}) = \begin{bmatrix} S_1(q^{-1}) \ldots S_m(q^{-1}) \end{bmatrix}^T \), with \( n_r \) and \( n_c \) are the degrees of the controller. Then, under some reasonable assumptions, the informative condition for data set \( z(t) \) generated by the MISO closed-loop system without external excitation is as follows:

\[
\max(n_r - n_a, n_r - n_b) \geq (m-1)n_b
\]

In summary, for linear time-invariant controller, the informative conditions indicate that the orders of the regulator must be high enough to make the data set generated by the closed-loop system informative.

3 Method to achieve informativity

According to Ljung[2], using nonlinear controllers can make closed-loop systems produce informative data. In this work, the nonlinearity of controller is obtained by using a linear regulator that shifts between different settings, which is shown in Fig. 1. For identification-based control, this method is very useful. Additionally, by developing some proper shifting rules, the control performance of closed-loop system could be improved during identification test.

4 Model validation

For a model based control method, model validation is required to check whether the identified model is suitable for control. In [3], a stochastic model error bound is derived based on the asymptotic properties. The model error bound \( \Delta(\omega) \) is given as:

\[
\left| G^0(\omega) \hat{e}(\omega) - \hat{G}(\omega) e(\omega) \right| \leq \Delta(\omega) \equiv \frac{3}{N} \sqrt{\frac{n_b}{\Phi_\epsilon(\omega)}} \left[ \Phi_\epsilon(\omega) \sigma^2 - |\Phi_\epsilon(\omega)| \right]^T
\]

To use the error bound, an engineering solution is adopted. This is done by comparing the relative size of the bound with the model over the low and middle frequencies. When the size of bound is smaller than half that of the model, the model can be accepted as a “good” model.
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1 Introduction
In this work, we consider the distributed linear quadratic optimal control problem for multi-agent networks [1], [2]. In this problem, we are given a number of identical agents represented by a finite dimensional linear input-state system, and an undirected graph representing the communication between these agents. Given is also a quadratic cost functional that penalizes the differences between the states of neighbouring agents and the size of the local control inputs. The distributed linear quadratic problem is then to find a distributed diffusive control law that, for given initial states of the agents, minimizes the cost functional, while achieving consensus for the controlled network. This problem is non-convex and difficult to solve, and it is unclear whether in general a solution exists. Therefore, in this work, instead of addressing the version formulated above, we will study a suboptimal version of the distributed optimal control problem. Our aim is to design suboptimal distributed diffusive control laws that guarantee the controlled network to reach consensus and the associated cost to be smaller than an a priori given upper bound.

2 Problem Formulation
In this work, we consider a multi-agent system consisting of $N$ identical agents. The underlying graph is assumed to be undirected and connected, and the corresponding Laplacian matrix is denoted by $L$. The dynamics of the identical agents is given by

$$\dot{x}_i(t) = Ax_i(t) + Bu_i(t), \quad x_i(0) = x_0, \quad i = 1, 2, \ldots, N \quad (1)$$

where $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}$, and $x_i \in \mathbb{R}^n, u_i \in \mathbb{R}^m$ are the state and input of the $i$-th agent, respectively. We assume that the pair $(A, B)$ is stabilizable. Furthermore, we can rewrite multi-agent system (1) in compact form as

$$\dot{x} = (I_N \otimes A)x + (I_N \otimes B)u, \quad x(0) = x_0 \quad (2)$$

with $x = \begin{pmatrix} x_1^T, \ldots, x_N^T \end{pmatrix}^T, u = \begin{pmatrix} u_1^T, \ldots, u_N^T \end{pmatrix}^T$, where $x \in \mathbb{R}^{nN}, u \in \mathbb{R}^{mN}$ contain the states and inputs of all agents, respectively. Moreover, we consider the cost functional that integrates the weighted quadratic difference of states between every agent and its neighbors, and also penalizes the inputs in a quadratic form, which is given by

$$J(u) = \int_0^\infty x^\top (L \otimes Q)x + u^\top (I_N \otimes R)u \, dt, \quad (3)$$

where $Q \succeq 0$ and $R > 0$ are given real weighting matrices.

Our aim is to design a class of suboptimal distributed diffusive control law of the form $u = (L \otimes K)x$, where $K \in \mathbb{R}^{m \times n}$ is an identical feedback gain for all agents, such that the overall network dynamics

$$\dot{x} = (I_N \otimes A + L \otimes BK)x \quad (4)$$

reaches consensus and the associated cost

$$J(K) = \int_0^\infty x^\top (L \otimes Q + L^2 \otimes K^\top RK) x \, dt. \quad (5)$$

is smaller than an a priori given upper bound. More concretely, we consider the following problem:

**Problem 1.** Consider multi-agent system (2) with associated cost functional (3). Assume the network graph is a connected undirected graph with Laplacian $L$. Let $\gamma > 0$ be an a priori given upper bound for the cost to be achieved. The problem is to find a distributed controller $L \otimes K$ so that the controlled network (4) reaches consensus and the cost (5) associated with this controller is smaller than the given upper bound, i.e., $J(K) < \gamma$.

3 Main Results
We present two design methods for computing suboptimal distributed diffusive control laws, both based on computing a positive semi-definite solution of a single Riccati inequality of dimension equal to the dimension of single agent dynamics. Furthermore, we relax the requirement of exact knowledge of the smallest nonzero and largest eigenvalue of the graph Laplacian by using only lower and upper bounds on these eigenvalues.
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1 Introduction

Energy consumption of the vehicle is optimized by controlling the power flow between energy storage (e.g., fuel tank and battery), the consumers (e.g., wheels, HVAC, etc.) and converters (e.g., internal combustion engine and electric motor). However, in these Vehicle Energy Management (VEM) problems, the vehicle speed is assumed to be given, while most of the power generated by the powertrain is used for propelling the vehicle. Therefore, optimizing the speed of a vehicle over a certain trajectory, thereby allowing for an optimal conversion of potential energy from the road profile into kinetic energy of the vehicle, can lead to a considerable energy consumption reduction. We refer to this latter problem as the ecodriving problem.

2 Energy Management with Ecodriving

The ecodriving problem is defined as minimizing traction power $P_{\text{trac}}$ over a certain trajectory, subject to the longitudinal vehicle dynamics and some bounds on the speed $v$ and input $u$, i.e.,

$$
\min_{v(t), u(t)} \int_0^T P_{\text{trac}}(v(t), u(t))\,dt,
$$

(1a)

$$
\begin{align}
\dot{v}(t) &= \sigma_r u(t) - \sigma_v v(t)^2 - \sigma_f - g \sin(\alpha(s(t))), \\
\dot{s}(t) &= v(t), \\
v(t) &\leq v(t) \leq \bar{v}(t), \\
u(t) &\leq u(t) \leq \bar{u}(t),
\end{align}
$$

(1b) (1c)

with $v(0), s(0), v(t_f), s(t_f)$ known, and where $\sigma_r, \sigma_v, \sigma_f, g$ are some vehicle dynamics related parameters, $s$ is the distance traveled and $\alpha$ is the road slope. To arrive at a finite dimensional optimization problem, we can discretize (1) using a forward Euler discretization, and arrive discrete-time nonlinear optimal control problem. With the problem in this form, it can be solved using Sequential Quadratic Programming (SQP), in which we form a convex SQP subproblem by using linearizing the objective function of the discrete-time problem and adding Thikhonov regularization, as well as linearizing the state dynamics. The ecodriving problem can be integrated into the VEM problem, of which an SQP formulation can be made and be decentralized using dual decomposition [1]. This distributed approach is presented in [2] to solve a Complete Vehicle Energy Management (CVEM) problem, in which auxiliary components (e.g. a refrigerated semi-trailer) are added to the energy management problem [2]. Hence, the SQP and dual decomposition approach presented here lay a foundation to solve the CVEM with ecodriving problem.

3 Results

A simulation study for the energy management with ecodriving problem for a series-hybrid electric vehicle is done, and the results are shown in Fig. 1. Here, 'backward' and 'forward' refer to solving the energy management problem with and without ecodriving respectively. We can observe that the amount of braking power is reduced significantly overall, and furthermore, the vehicle speed is now used as a buffer (along side the battery), e.g., the speed is on the lower bound at 4 km, so that the potential energy that is available from 4 km on, is maximally converted to kinetic energy. This allows the fuel consumption to be reduced from 23.41 l/100 km to 22.31 l/100 km, which is a decrease of 4.7%, by including the ecodriving into the VEM problem.

References

[1] Khalik, Z., et al. “Vehicle Energy Management with Ecodriving: A Sequential Quadratic Programming Approach with Dual Decomposition.” Submitted to American Control Conference, 2017.

[2] Romijn, T. C. J., et al. “A distributed optimization approach for complete vehicle energy management.” IEEE Transactions on Control Systems Technology, 2018.
Power Quality: A New Challenge in Systems and Control

Dimitri Jeltsema
Control Systems Engineering & Reliable Power Supply
Faculty of Engineering
HAN University of Applied Science
Ruitenberglaan 26, 2826 CC, Arnhem, The Netherlands
Email: d.jeltsema@han.nl

Abstract

The increasing use of electrical energy influences the quality of the mains voltage and current, which can cause problems. The quality of the energy supply falls worldwide under the name power quality. A high-quality energy supply can be characterized by the ability to supply a clean and stable grid voltage. A perfect Power Quality ideally ensures low transport losses and a mains voltage that is always available, noise-free and pure sinusoidal, and always within the level and frequency tolerances.

Problems with the quality of power have become important for electricity users at all usage levels. The use of non-linear loads and sensitive electronic equipment in both the industrial and commercial sectors and the domestic environment has increased considerably in recent decades. Unfortunately, the same type of equipment often generates disturbances in the energy supply, which in turn affect other devices negatively.

In addition to annoying phenomena such as flicker (blinking of light), dips, swells, interruptions, and harmonics in the mains voltage cause machines and other devices to show disruptions, overheat or work inefficiently. Harmonic currents and large asymmetrical loads cause unnecessary capacity and energy losses. The lifespan of machines and other devices is considerably shortened if there is too much fluctuation in the quality of the voltage. In the worst case, entire production lines can fall out, lives in hospitals are at risk, data processing in real time such as the processing of bank transactions can be lost, etc..

According to the Leonardo Power Quality Initiative (LPQI), Power Quality problems in Europe costs a total of 150 billion euros annually and according to research by the Electric Power Research Institute (EPRI) the US sees losses of 119 to 188 billion dollars a year.

Contribution

In this talk, I will discuss how power quality problems present important opportunities and interesting challenges for the systems and control community. To this effect, I will give a brief overview of the most significant power quality issues today and motivate the need for new tools to tackle them.
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1 Introduction

In the modern manufacturing industry, Computerized Numerical Control (CNC) machines are commonly used for the production of workpieces. Generally, the workpiece geometry is described as a connection of GCode segments, building its contour. In order to create the workpiece, the machine tool needs to track this contour, requiring a set of trajectories for its axes. Various strategies exist to compute trajectories that let the tool center point trace the contour within the desired accuracy. A popular strategy is to first re-shape the contour, by e.g. rounding sharp corners. Afterwards, the feed rate of the tool along the re-shaped contour is planned, where the rounded shape allows for a higher average velocity [1]. However, this so-called decoupled approach leads to suboptimal results, since the complete problem is not solved in a single step.

This abstract presents a novel spline-based trajectory generation method for CNC machines that simultaneously optimizes the workpiece geometry and the tool feed rate. This coupled approach uses an optimal control problem (OCP) formulation to immediately take into account the machine limits like velocity, acceleration and jerk bounds and process limits like the maximum feed rate. In addition, the method directly includes the provided workpiece tolerance by converting it into a tube inside which the machine tool has to stay. Since a lower tolerance inevitably leads to a higher machining time, the method allows making a trade-off between accuracy and productivity, while returning near-optimal trajectories.

2 Methodology

The proposed approach computes machine tool trajectories by assigning a separate spline to each GCode segment. This leads to easy contouring constraints that keep the tool inside the tolerance tube. However, when optimizing only one trajectory in each OCP, the tool must come to standstill at the end of each segment, in order to connect any subsequent segment in a smooth way. These decoupled trajectories are suboptimal, except for the case of exact contour tracking (tolerance zero). To avoid decoupling, the proposed method simultaneously optimizes a sequence of $N$ segments by solving a single OCP. Connection constraints impose continuity up to acceleration level at the spline interconnections. In combination with the tolerance tube around each segment, which creates an overlap region between subsequent segments, this allows connecting subsequent segments smoothly (see Figure 1). In addition, the trajectories can exploit the tolerance band, increasing productivity.

In order to limit the amount of splines that are optimized simultaneously ($N$), which reduces the complexity of the OCP, the proposed trajectory generator uses a moving horizon approach. From the computed trajectories for the first $N$ segments, only the one for the first segment is saved. Afterwards, the horizon is shifted, removing segment one from the OCP and adding segment $N + 1$.

The receding horizon approach allows making a good initial guess for all segments. In addition, the presented method exploits spline properties to obtain an efficient problem formulation [2]. Together, this leads to OCP’s that require a low solving time.

3 Results

Figure 1 shows the computed machine tool trajectories for an anchor-shaped workpiece with a tolerance of 0.5mm.

![Anchor-shaped workpiece - machine tool trajectories](image)

Figure 1: Anchor-shaped workpiece - machine tool trajectories
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1 Abstract

Recent years have seen a huge increase in online data traffic. Nowadays everything is computed and stored in the cloud. Web giants as Google and Facebook process huge amounts of data on a daily basis. All this processing and storing is done in data centers, halls with thousands of servers. The size of these data centers have increased to the point where they consume megawatts of energy on a yearly basis. With this increase of energy consumption has come a corresponding drive to optimize the control and cooling of a data center such that the operational costs can be kept as low as possible.

Major challenges in controlling data centers lie in providing adequate cooling and preventing thermal hot spots from occurring, and optimizing the number of servers which are on at any given time [1, 2, 3]. In an attempt to reduce power consumption, thermal-aware control strategies have been studied and analyzed. The main control objective for a thermal-aware workload scheduler is to keep the temperature of all data processing units below a certain threshold while at the same time maximizing energy efficiency of the system.

2 Thermodynamical Model

To address this problem a thermodynamical model of the data center is derived[4]. Following this model, the change of temperature of a part of the data center can then be given by:

\[ mc_p \Delta T(t) = Q_{in}(t) - Q_{out}(t) + P(t) \]

where \( m \) is the mass of the air, \( c_p \) is the heat capacity, \( Q_{in}(t) \) is the heat entering the unit, \( Q_{out}(t) \) is the heat exiting the unit, and \( P(t) \) is the power consumed by the unit. The thermal model directly links the power consumption of the server infrastructure to the temperature changes of the individual components. In the previous work, this model was used to solve an optimization problem that minimizes the energy consumption of the cooling equipment in the data center. Furthermore controllers were designed which steer the data center to this optimal operating point.

3 Project goals

1. A key part in the thermodynamical model are the air flows in the data center. These air flows are chaotic and data-center-dependent, and furthermore difficult to determine. In order to provide a method for finding these parameters, the field of system identification is explored to find proper algorithms to tackle this challenge.

2. The current controllers only work in the interior of the constraint set of the optimization problem. Efforts to extend the controller to operate on the constraint boundaries are done.

3. The theoretical models are integrated into an extensive simulation framework, where the interaction with more heuristic approaches is studied. This is an important stepping stone towards understanding the interaction between different control algorithms and studying the theory behind the combination of these algorithms.
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1 Introduction

Improving energy efficiency of vehicles is an important topic of research for the automotive industries. The problem of reducing the energy consumption of a vehicle over a certain drive cycle can be formulated as an optimal control problem and its solution is often referred to as an energy management strategy. These strategies are traditionally focused on controlling the power split between the energy buffers and consumers in the vehicle. However, a recent trend is to extend this energy management system to incorporate the vehicle velocity (and thereby the power needed to propel the vehicle) in the optimal control problem; this approach is known as the eco-driving problem.

2 Eco-driving Problem

Eco-driving is a driving strategy that aims to increase the energy efficiency of a vehicle. This strategy is the solution to an optimal control problem that aims at obtaining an optimal traction force $u(t)$ and velocity profile $v(t)$ that minimizes the total power $P(v, u)$ consumed by a vehicle while travelling during a given time interval $[t_0, t_f]$ over a given trajectory $s(t) \in [s_0, s_f]$ with known geographical characteristics; while being subject to longitudinal vehicle dynamics (1b), non-negative velocity bounds $v(t) \in [v_0, \bar{v}]$, and boundary conditions on position and velocity. This can be stated in the form of the following optimal control problem:

$$\min_{s(t), v(t), u(t)} \int_{t_0}^{t_f} P(v(t), u(t)) \, dt \quad (1a)$$

subject to

$$m \frac{dv}{dt} = u - f(v, s), \quad (1b)$$

$$\frac{ds}{dt} = v, \quad (1c)$$

$$s(t_0) = s_0, \quad s(t_f) = s_f \quad (1d)$$

$$v(t_0) = v_0, \quad v(t_f) = v_f \quad (1e)$$

$$v \leq v \leq \bar{v} \quad (1f)$$

The consumed power $P(v, u)$ can be obtained from different modeling approaches that capture the energy consumption in the powertrain.

In general, (1) is a non-linear optimal control problem that might be nonconvex due to specific features of the vehicle model and road profile. This implies that direct optimization methods or methods based on PMP only provide candidate minima, which might not correspond to the global solution to problem (1).

3 Convexity of the Eco-driving Problem

Several methods have been already proposed to solve (1), see, e.g., [1]. However, the literature related to the convexity of the eco-driving problem is scarce. For this reason the work presented in [2] aims to expose a detailed view of the convexity issues of the eco-driving optimal control problem. These results are used to warrant the global optimality of the solution for equivalent convex optimization problems. The main contributions of this research are three fold: First, a method to reformulate and discretize the problem preserving its convexity is presented; second, a set of physically realistic conditions that guarantee a convex (discretized) eco-driving problem are given (see Fig 1; and finally, a sequential quadratic programming method with a convex quadratic programming sub-problem is proposed in order to efficiently solve the eco-driving problem (see Fig. 2).
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1 Abstract

Quadcopter (Fig. 1), is one of the most used UAVs in both military and commercial in and out-door applications. The stabilisation and the guidance of the quadcopter have been widely study by researchers as they represent a complex problem because of the non linearity of the model and the four control inputs used to control the 6 degrees of freedom of the copter.

In this study, a cascade control strategy with PD and PI loop is presented (Fig. 2) to achieve a multirotor stabilization when the electrical actuators have discrepancies in their characteristics. The external disturbance created by the actuator asymmetry is compensated by the PI loop, while the PD loop ensures closed-loop stabilization. The robustness of the control strategy is tested in simulation (Fig. 3) as well as in real-life experiments.
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Longitudinal Stability Augmentation System for a highly unstable forward swept wing UAV by employing a neutral canard angle.
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Introduction

Unmanned Aerial Vehicles (UAV) are typically designed to be statically stable, resulting in systems that are easy to fly remotely. Inherent aircraft stability however significantly reduces the maneuverability. In order to cope with this, the authors are designing a Forward Swept Wing (FSW) UAV which shows great maneuverability but is inherently highly unstable around the pitch axis. In order to facilitate the remote piloting of this aircraft, a Stability Augmentation System (SAS) in pitch is hence required. This paper presents the design of the longitudinal SAS, based on the linearized state space model. It will be shown that it is required to incorporate a neutral canard angle in the model in order to meet the targeted response requirements.

Setup Description

The conceptual design of the forward swept wing UAV is presented in Figure 1. Sweeping the wing forward leads to a span wise lift distribution with more lift closer to the wing root, which reduces the wing bending moment, resulting in a lowered structural weight of the wing. Also, a FSW inherently starts to stall at the wing root. This enhances the low speed handling capabilities of the UAV since the ailerons are not stalled, greatly reducing the risk of entering a spin when the UAV starts to stall.

Figure 1: (left) Conceptual design of the FSW UAV. The canard is indicated in orange. (right) Neutral canard angle

Since the UAV will be used for high angle of attack flight, the canard offers some advantages. Since it is in front the wing, the canard always experiences ‘clean’ air and so the UAV does not have the risk of pitch-up tendencies from the blanketing of a conventional tail. Also the canard vortex interacts with the wing, potentially leading to a delay in wing stall and higher lift at and beyond stall.

Approach

The presented research first focuses on the stabilization of the UAV in the longitudinal direction (pitch); (later adding roll and yaw and the coupling). The goal of the SAS is to stabilize the pitch rate of the FSW UAV while a desired pitch rate can be commanded through the pilot stick.

Stabilization is taken care of by a full state feedback controller, which will receive its input from a state observer, since natural responses of an inherent stable UAV are typically specified in open loop pole locations. These open loop pole locations are then considered as the target pole locations of the closed loop stabilized SAS. Tracking of the desired pitch rate will be taken care of by a PI controller. The longitudinal system dynamics are linearized around trim conditions and aerodynamic parameters are estimated from the initial UAV geometry. The state is composed of forward speed, angle of attack, pitch rate and pitch angle, while the input is the canard deflection angle.

It was observed that stabilization of the longitudinal dynamics is infeasible with a full state feedback controller for the targeted pole locations obtained for the short period and phugoid modes. Since the UAV is designed to be neutrally stable with the canard removed, the canard should always be more or less parallel to the airflow in order to be able to stabilize the longitudinal dynamics (see Figure 1 (right)). This is referred to as the neutral canard angle. The canard control signal is hence the neutral angle added with the control signal for stabilization and tracking. The authors proposed to embed this neutral canard angle in the system state space equations. The system remains highly unstable but it is now feasible to derive a full state feedback controller which meets the targeted requirements.

Results and future work

Flight tests were performed with the full non-linear model in MATLAB and Simulink. Future work will include identified aerodynamic parameters from wind tunnel tests. Furthermore, since the system is highly nonlinear in the angle of attack a gain scheduling controller will be implemented. Special care will be taken beyond the stall area since then it is possible to exploit the full capabilities of the FSW UAV manoeuvrability. Actuator dynamics will also be considered since now it is assumed that the canard actuator can track the neutral angle and control angle infinitely fast.
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1 Abstract

This abstract addresses the control problem of quadrotors physically connected to the ground by means of tether cables. The control problem is to stabilize the UAV to a desired position while ensuring that the cable remains taut at all times (see Figure 1). Under the assumption of a massless and inextensible cable and assuming that the cable can be kept taut at all times, the dynamics of the system is the usual model of a UAV [1] subject to a holonomic constraint

\[
\begin{align*}
\dot{m} \ddot{p} &= TR\hat{z} - mg\hat{z} \\
\mathcal{J} \ddot{\omega} &= -\omega \wedge \mathcal{J} \omega + \tau, \\
\dot{q} &= \frac{1}{2} E(q)\omega, \\
\text{subject to:} \\
\|p\| &= L,
\end{align*}
\]

where \( m \in \mathbb{R}^+ \) is the mass of the UAV, \( p \in \mathbb{R}^3 \) the position of the UAV, \( T \in \mathbb{R}^+ \) the UAV thrust, \( R \in \text{SO}(3) \) the UAV attitude, \( \hat{z} := [0, 0, 1]^T \) the vertical component of the inertial frame, \( g \in \mathbb{R}^+ \) the gravity acceleration, \( \mathcal{J} \in \mathbb{R}^{3 \times 3} \) the moment of inertia of the UAV, \( \omega := [\omega_x, \omega_y, \omega_z]^T \in \mathbb{R}^3 \) the angular velocity of the UAV, \( \tau \in \mathbb{R} \) the resultant torque of the UAV, \( L \in \mathbb{R}^+ \) the length of the cable, and \( q \in \mathbb{H} \) the quaternion associated to \( R \). We also consider the saturations of the actuators

\[ 0 \leq T \leq T_{\text{max}}, \quad T_{\text{max}} \in \mathbb{R}^+ \]  \tag{5} \]

The strategy is to use a cascade control approach where the inner loop controls the attitude of the UAV, whereas the outer loop controls its position. More specifically, the outer loop is designed so that the control law:

- compensates the natural gravity force of the system;
- ensures that the cable is taut at all times;
- uses the path of the great-circle navigation called the "geodesic path".

In order to prove asymptotic stability of the overall control scheme, Small Gain arguments are used. The control scheme is augmented with a nonlinear Reference Governor to enforce constraints satisfaction.
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This paper focuses on the constrained attitude control of a fully actuated rigid body. The dynamics considered is the second order system [1]

\[ R = R\dot{\omega}, \quad (1) \]
\[ J\dot{\omega} = (J\omega)^{\top} \omega + \tau, \quad (2) \]

where \( R \in SO(3) \) is the rotation matrix, \( \omega \in \mathbb{R}^3 \) the angular velocity, \( J \in \mathbb{R}^{3\times3} \) the inertia matrix and \( \tau \in \mathbb{R}^3 \) the control torque. Furthermore we define the operator \( \wedge : \mathbb{R}^3 \rightarrow so(3) \) such that \( x^\wedge y = x \times y, x,y \in \mathbb{R}^3 \) and the inverse operator of \( \wedge \) as \( \dot{\wedge} \) such that \( (x^\wedge)^{\dot{\wedge}} = x \), where \( so(3) \) is the set of \( \mathbb{R}^{3\times3} \) skew-symmetric matrices. We assume that conic constraints are considered [2, 3]

\[ a_i^T R a_i \leq \cos \theta_i, a_i \in S^2, 0 < \theta_i < \pi, i = \{ 1, \ldots, n_c \} \]

(3)

where \( S^2 \) is the set of the unit sphere on \( \mathbb{R}^3 \) i.e. \( S^2 \subset \mathbb{R}^3 = \{ a \in \mathbb{R}^3 \mid ||a|| = 1 \} \), \( a_i \) the center of the constraint and \( R a_i \in S^2 \) the direction attached to the body frame \( \Sigma_w \) whose configuration is \( R \) (see Fig. 1). These constraints represent the restrictions of the pointing directions attached to the rigid body. One of the applications is to avoid damaging sensitive devices e.g. pointing exclusion of cameras towards the sun.

The control objective is to design \( \tau \) in Eq. (2) such that: (i) \( \lim_{t \to \infty} s(R^T R_d)^{\top} = 0, (A^{\top}) = \frac{1}{2}(A - A^{\top}) \); (ii) for any reference attitude \( R_d(t) \in SO(3) \), constraints (3) are satisfied.

The proposed control scheme (see Fig. 2) consists of the cascade of two control laws, the first which is tasked with the stabilization of the system (Attitude Control) and the second which takes care of modifying the reference to the attitude control to take into account the constraints. The stabilization control is based on a \( SO(3) \) Lyapunov approach based on geodesic arguments. For the constraints satisfaction, we design an Explicit Reference Governor [4] to suitably modify the reference such that constraints are enforced during the transient. All the proposed control laws are defined in terms of rotation matrices in \( SO(3) \) and do not make use of any parameterization.
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1 Introduction

Most multi-rotor UAVs currently used, such as quadrotors or hexarotors, are designed and optimized for flying without physical interaction with the environment. This limits the ability to perform complex physical interaction tasks with the environment as it cannot reject arbitrary reaction wrenches from the environment. In this paper, we introduce the design, modeling and control of a fully-actuated omnidirectional hexarotor. The proposed hexarotor has propellers pointing in dissimilar directions optimized by maximizing the generated wrench of the UAV. Consequently, this maximizes the UAV’s agility, payload, and interaction wrench with the environment. Another requirement for an omnidirectional vehicle with fixedly-oriented propellers, is the ability of the rotors to produce thrust bi-directionally. In practice, this can be achieved by variable pitch propellers as in [1] or reversible electronic speed controllers as in [2]. The optimization problem formulation is based on the framework introduced in [3].

2 UAV Design

In this work, each rotor’s orientation is fixed and parametrized by two fixed angles designed to maximize the static generated wrench of the propellers on the UAV’s body. Consequently, this maximizes the UAV’s agility, payload, and interaction wrench with the environment. Another requirement for an omnidirectional vehicle with fixedly-oriented propellers, is the ability of the rotors to produce thrust bi-directionally. In practice, this can be achieved by variable pitch propellers as in [1] or reversible electronic speed controllers as in [2]. The optimization problem formulation is based on the framework introduced in [3].

3 Geometric Tracking Controller Design

The control problem for the class of UAVs under study is to design a control law for the propellers’ thrusts that enables the tracking of arbitrary trajectories for the UAV’s configuration. In order for the controller design methodology to be generic, it will be assumed that the desired control wrench on the vehicle’s body results from the control law. Then, in a model-based manner, the desired propellers’ thrust are computed by the inverse of the mapping between the propellers’ thrusts and the wrench. This mapping is ensured to be always invertible by the design of the hexarotor.

The methodology used in this work for the control system design is based on the framework introduced by Bullo and Murray [4] for geometric tracking on SE(3). A measure of the configuration error between the UAV’s configuration and the desired configuration is by an error function, which denotes a positive definite map on the Lie group $\phi : SE(3) \to \mathbb{R}$. The choice for the error function made in this paper yields a coordinate-free controller that is invariant under a change of inertial frame [4]. The designed geometric controller has been simulated on the fully actuated UAV to track a desired position and orientation trajectory from a non-hovering initial configuration.
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1 Introduction

The worldwide demand for diesel in the transportation sector is projected to continue to grow until 2040 [1]. Furthermore, the energy usage of freight trucks is projected to increase with 50% in 2040 compared to 2012. It is therefore important to keep on improving the fuel consumption and emissions of internal combustion engines.

Whilst in conventional Diesel engines there exists a trade-off between fuel economy and emissions, advanced combustion concepts allow for a simultaneous improvement of these two aspects. These concepts rely on the spontaneous auto-ignition of a relative homogeneous air-fuel mixture. The control objective is to condition the mixture such that the ignition is well timed. Figure 1 shows a widely used combustion control scheme. Using the first law of thermodynamics for closed systems, the combustion heat release is inferred from an in-cylinder pressure measurement. Combustion metrics are extracted from the heat release profile and controlled using the fueling strategy.

![Figure 1: Advanced combustion concept control scheme.](image)

2 Current Combustion Metrics

Figure 2 (top) shows commonly used combustion metrics. These metrics, $\theta_{10}, \theta_{50}$ and $\theta_{90}$, point out the crankshaft angles at which 10%, 50% and 90% of the total heat is released. These comply closely with the start, the weight and the end of combustion. However, they do not fully define the actual shape of the heat release, which varies greatly in advanced combustion concepts. Shaping this heat release is crucial in optimizing the thermal efficiency of the engine.

The current understanding, originating from fundamental combustion research, divides the combustion process in a premixed, rate-controlled and late combustion phase. Different emission formation and reduction mechanisms are assigned to these three phases.

3 Proposed Characterization

In this study, a new characterization for the heat release profile is proposed. This characterization consists of a superposition of three Gaussian curves, complying with the three combustion phases, given by:

$$\dot{Q}_{\text{combustion}}(\theta) = \sum_{i=1}^{3} a_i e^{-((\theta-b_i)^2/(c_i^2))},$$

where $\theta \in [-360,360)$ [$^\circ$] is the crankshaft angle and $a_i$, $b_i$, $c_i \in \mathbb{R}$, $i = 1,2,3$, the proposed combustion metrics. Figure 2 (bottom) shows this characterization (red) for a measured heat release signal (blue) and the remaining signals are the components of the fit.

In the accompanying presentation, a wide range of operating conditions are analyzed using the proposed metrics. Furthermore, the role of these metrics in control oriented models is examined. Finally, an outlook is given to the design of the controller.

![Figure 2: Current and proposed combustion metrics.](image)
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1 Particle exhaust in tokamaks

One of the open issues on the road to viable and clean energy production via nuclear fusion is the heat and particle load on the inner wall of the device. In a tokamak, magnetic fields are used to confine the hot plasma in which hydrogen atoms are fusing to form helium and great amounts of energy. The bottom part of the reactor, called the divertor, acts as a helium exhaust. Plasma from the hot core drifts radially outwards, entering a thin region called the scrape-off-layer (SOL). Here, the plasma rapidly flows towards the divertor target plates. Without precaution, the resulting heat load can be up to 150 MWm$^{-3}$, greatly exceeding the engineering limit of 10 MWm$^{-3}$ [1]. A promising but challenging solution is to increase the plasma density in the divertor via neutral (impurity) gas puffing. This leads to stagnation of the plasma flow, and high power and momentum losses, causing the temperature to drop significantly along the field line. As such, the plasma extinguishes near the divertor target, leading to so-called divertor detachment. Even though the precise physics of detachment are not yet fully understood, different loss mechanisms such as impurity radiation, ionization, and recombination dominate at different temperatures, causing various fronts to arise. These fronts are indicated by different colors in Figure 1.

![Figure 1: Schematic view of the divertor plasma, including detachment fronts.](image)

2 Controlling plasma detachment

While plasma detachment evidently leads to significantly lower target temperatures and particle fluxes, experiments on machines existing today show that it is difficult to control the location of the detachment front [2]. Depending on the divertor geometry and other machine characteristics, the front is often observed to move inside the confined plasma region, affecting the plasma stability and fusion performance. Hence, the challenge is to measure the front location and control the uncertain dynamics of detached plasmas using slow actuators (gas puffing). In this work, we focus on a carbon machine in operation today called MAST-U.

3 Diagnostic development for MAST-U

A promising solution to locate the detachment front is multispectral imaging, where multiple cameras equipped with spectral filters observe the same portion of the divertor plasma [3]. Carbon will be the prominent radiating species in a carbon machine, such that a high intensity region in a CIII-filtered image is likely to be an excellent estimate of the radiation front. At the same time, other spectral lines provide information on recombination and ionization [4].

In this work, we apply standard multiscale edge detection based on wavelets [5] to first detect the plasma edge in real-time. Then, along this edge, another wavelet-based detector is employed to locate the radiation front. Finally, using a coordinate transform [6], we can map this front location to the poloidal plane, yielding our to-be controlled variable. The next step involves a set of dedicated system identification experiments on the MAST-U tokamak in the UK. This data will provide a basis for simple controller design, and possible benchmark of control-oriented models.
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Introduction
Passivity-based control is a well-established method for controlling fully-actuated mechanical systems such as robotic manipulators. Relying on concepts such as energy storage, routing, and dissipation, many design procedures exist to achieve a control goal with guaranteed stability properties. Using similar passivity arguments, several distributed control strategies have been developed to cooperatively control networks of such systems, in order to achieve control goals such as state synchronization or formation forming [1–4].

While these distributed control methods are derived from similar passivity principles, the control laws differ depending on the desired group behaviors (synchronization or formation), the information exchange (positions and/or velocities), the method of energy dissipation (by the network, the agents, or both), and the presence of a group reference.

We present a unified control scheme that encompasses the methods [1–4] for fully-actuated mechanical systems in a connected, undirected network without time delays (Fig. 1).

Unified Control Scheme
As common in robotics literature, a fully-actuated agent $i$ with coordinates $q_i \in \mathbb{R}^n$ is assumed to have the dynamics

$$M_i(q_i) \ddot{q}_i + C_i(q_i, \dot{q}_i) \dot{q}_i + G_i(q_i) = \tau_i$$

where $\tau_i \in \mathbb{R}^m$ and an output $y_i \in \mathbb{R}^m$ given by

$$y_i = x_i - v_i$$

with $x_i = q_i + \Lambda \dot{q}_i$, $v_i = \dot{q}_i(t) + \Lambda \dot{q}_i(t)$

where $\Lambda \geq 0$. The reference signals $\hat{q}_d$ and $\dot{\hat{q}}_d$ are either given as functions of time or set to zero, depending on the group objective. Each agent uses a control law of the form

$$\tau_i = G_i + M_i(\dot{\phi} - \Lambda \dot{\phi}_i) + C_i(\dot{\psi} - \Lambda \dot{\psi}) - \kappa \psi_i + u_i$$

(3)

to render the system passive from the new input $u_i$ to output $y_i$. It is lossless if $\kappa = 0$ or strictly output passive if $\kappa > 0$.

The difference variable $z_k = x_i - x_j$ associated with the bidirectional edge $k$ is a measure of distance between agent $i$ and $j$. The distributed control goal is to ensure that either all $z_k$ converge to specified target sets, or that all $y_i$ converge to one another. This is accomplished by using the control law

$$u_i = -(D \otimes I_m)(\psi(z) + \dot{\phi}(z))$$

(4)

where $D$ is the incidence matrix of the network. The functions $\psi(\cdot)$ and $\phi(\cdot)$ are cf. [1] and [2], and can be conceptualized as virtual spring and damper forces, respectively.
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1 Introduction

For the Euclidean space well-established convergence results are available for consensus systems dating back more than a decade. There is a collection of such results stating that if individual agents in the system are moving into the convex hulls of their neighbors’ positions, the states will aggregate over time and finally all converge to a fixed point, i.e., the consensus point or the synchronization point. Those results hold under weak connectivity assumptions for possible time-varying interaction network.

For multi-agent systems evolving in other spaces than the Euclidean, the equivalent convergence result does not hold in general. Examples of such non-Euclidean spaces are the unit sphere, the Stiefel, and the special orthogonal group. Those are all interesting from application perspectives. Consensus on the unit sphere can be seen as equivalent to heading-alignment of multi-robot systems as well as systems in nature. Also the problem of synchronization of phase oscillators is closely related to that of consensus on the unit circle. Consensus of orthogonal matrices is an active research topic, also referred to as attitude synchronization within the application of rigid bodies in space. Consensus on the Stiefel manifold can be seen as a problem residing between the other two, i.e., with the unit sphere and the special orthogonal group as extremes.

2 New convergence results

We aim to bring two recent papers to the forefront [1, 2] as well as discuss possible generalizations thereof. They provide new controllers and convergence results to the aforementioned consensus control problems.

It used to be a held belief that a globally convergent consensus controller on the unit sphere could not be based on purely relative and local (and intrinsic) information. Previous works have shown that classical geodesic control laws on the unit circle fail to achieve almost global convergence. Various approaches have been suggested to overcome this. Examples of such include so-called shaping functions or the introduction of estimation variables.

However, as shown in [1], the unit circle comprises an odd exception to the rule. In fact for all unit spheres of dimensions larger than or equal to 2, classical geodesic control laws using only relative and local information achieves consensus almost globally for undirected graph topologies and symmetric weights. Furthermore, these weights do not need to be constant, but can be chosen as a non-negative nonlinear functions of the relative distance between agents. The result in [1] are perhaps non-intuitive based on what was previously known about the convergence on the circle.

In [2] we provide a collection of synchronization controllers for all the three manifolds mentioned in the introduction. The interaction graph of the multi-agent system is assumed to be quasi-strongly connected. We show that the closed loop systems under the controllers achieve almost global convergence to the consensus set. However, the convergence results come at price. Even though only relative information is used in terms of the states, we introduce additional estimation variables that are communicated between neighboring agents. This approach is all but new, however here we do it in a way that makes the same approach applicable for the unit sphere and the special orthogonal group as well as all the Stiefel manifolds in between; we use the QR-decomposition of a matrix. This allows to obtain a closed loop dynamics that is on strict feedback form, where the dynamics of the first columns are decoupled from the remaining ones.

With these results as a starting point, we also aim to investigate further generalizations such as extensions of the results in [1] to the Stiefel manifold.
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Abstract

In the last decades, due to economic, technological and environmental aspects, the main trends in power systems focused on the modification of the traditional power generation and transmission systems towards incorporating smaller Distributed Generation units (DGUs). Moreover, the ever-increasing energy demand and the concern about the climate change have encouraged the wide diffusion of Renewable Energy Sources (RES). The so-called microgrids have been proposed as conceptual solutions to integrate different types of RES and to electrify remote areas. Two main control objectives in DC microgrids are voltage regulation and current sharing (or, equivalently, load sharing) [1].

This work proposes a novel robust control algorithm to obtain simultaneously proportional current sharing among the DGUs and a form of voltage regulation in a resistive-inductive DC power network, independently of the initial voltage conditions, facilitating Plug-and-Play capabilities. In order to achieve current sharing, a communication network is exploited where each DGU communicates in real-time the value of its generated current to its neighbouring DGUs. The overall network is represented by a connected and undirected graph \( G = (\mathcal{V}, \mathcal{E}) \), where the nodes, \( \mathcal{V} = \{1, \ldots, n\} \), represent the DGUs and the edges, \( \mathcal{E} = \{1, \ldots, m\} \), represent the distribution lines interconnecting the DGUs. The network topology is represented by its corresponding incidence matrix \( B \in \mathbb{R}^{n \times m} \). Consequently, the DC microgrid system can be written compactly for all nodes \( i \in \mathcal{V} \) as

\[
\begin{align*}
L_i I_i &= -R_i I_i - V_i + u_i, \\
C_i V &= I_i + BI_i - L_i, \\
LI &= -B^T V - RI,
\end{align*}
\]

where \( I_i, V_i, L_i, u_i \in \mathbb{R}^n, I \in \mathbb{R}^m \), while \( C_i, L_i, R_i \in \mathbb{R}^{n \times n} \) and \( R, L \in \mathbb{R}^{m \times m} \) are positive definite diagonal matrices. The meaning of the symbols used in (1) follows straightforwardly from Fig. 1. Now, we make the considered control objectives explicit:

**Objective 1 (Proportional Current sharing)**

\[
\lim_{t \to \infty} I_i(t) = I_i^* = W^{-1} \mathbb{1}_n i^*_i,
\]

where \( i^*_i = \mathbb{1}_n I_L/(\mathbb{1}_n^T W^{-1} \mathbb{1}_n) \in \mathbb{R} \), \( W = \text{diag}\{w_1, \ldots, w_n\} \), \( w_i > 0 \), for all \( i \in \mathcal{V} \), and \( \mathbb{1}_n \in \mathbb{R}^n \) is the vector consisting of all ones.

**Objective 2 (Voltage balancing)**

\[
\lim_{t \to \infty} I_n^TW^{-1}V(t) = I_n^TW^{-1}V = I_n^TW^{-1}V^*,
\]

where \( V* \in \mathbb{R}^n \) is the voltage reference. In order to achieve Objectives 1 and 2 simultaneously, we constrain the state of system (1) on the following desired manifold:

\[
\{(I_i, V, I, \theta) : W^{-1}(V - V^*) - \theta = 0\},
\]

where \( \theta \in \mathbb{R}^n \) is an additional state variable (distributed integrators), with dynamics given by

\[
\dot{\theta} = -L_c W I, \quad I_n^T \theta(0) = 0
\]

\( L_c \) denoting the weighted Laplacian matrix associated with the (undirected and connected) communication graph, which can be different from the topology of the microgrid.

To constrain the state of the system (1) to the designed manifold (4) in a finite time, we propose robust controllers of Sliding Mode type [2].
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1 Introduction

In order to significantly improve operational efficiency, reduce costs and increase the degree of operational redundancy. Hence, multi-agent systems (MAS) are widely used in the construction of complex systems. Therefore, they are being widely recognized as new technologies for the next generation of distributed and intelligent industrial automation systems [1]. The distributed control systems approach is preferable for the development of applications that involve multiple autonomous units, which have to communicate with each other to achieve the common goal through their coordinated actions.

2 Control Strategies

A novel fractional order PI autotuner based on KC method [2] is applied to the multi-agent systems. This method consists in defining a forbidden region in the Nyquist plane based on user-defined specs, which will guarantee the system margin requirements. Its performance is compared with two other fractional order controllers based on PI gain-crossover autotuning method [3] and Internal Model Control (IMC) present in [4]. A numerical example considered is described by the following transfer function \( G(s) \) mimicking a part of a multi-agent flock:

\[
G(s) = \begin{bmatrix}
\frac{1.64}{s+1} & \frac{2.49}{25s+1} \\
\frac{2.56}{75s+1} & \frac{1.28}{275s+1}
\end{bmatrix}
\]

\[
\Lambda = \begin{bmatrix}
-0.49 & 1.49 \\
1.49 & -0.49
\end{bmatrix}
\]

Checking input-output pairings, with a RGA (Relative Gain Array) analysis of the multivariable process. Its matrix \( \Lambda \) suggest that the pairing 1-2/2-1 is suitable, since the main diagonal has negative values.

3 Results and Conclusions

According to results shown in Figure 1 and Figure 2, the KC method produces fractional order PI controllers that achieve excellent load disturbance rejection, while maintaining a good reference tracking performance. It is important to note that the proposed method does not use the full knowledge of the system model. However, this shows that the KC method could obtain similar or better results than other controllers, which use the full knowledge of the system.

![Figure 1: Comparative setpoint tracking test](image1)

![Figure 2: Comparative disturbance rejection test](image2)
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1 Introduction

The need to find a mapping that transforms non-convex sets into convex ones appears in a wide variety of settings: from the path planning for robotic systems, to the calculation of the desired steady-state trajectory of a system subject to non-convex constraints. In this talk we present an approach to this problem. To this end, we define the normal form as a way of defining a set. Every time that a set can be expressed in this form, it can be easily morphed into a convex set by means of a normalization.

2 Results

Our objective is to find a continuous, preferably bijective mapping between an original non-convex set into a convex one. The main result we will present is the definition of a form that may be used to represent a wide class of common non-convex sets. We have called this the normal form, and defined it as follows:

Definition 1. Let \( x \in \mathbb{R}^n \) be a set of coordinates describing an n-dimensional non-convex set \( \Omega \). We say that \( x \) is in normal form if the first \( n-1 \) coordinates, \( x_c \), belong to a convex set \( \Omega_C \) and the last variable \( x_n \) is lower and upper bounded by two, possibly nonlinear, functions of \( x_c \):

\[
x = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{bmatrix} \in \Omega, \quad x_c = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_{n-1} \end{bmatrix} \in \Omega_C
\]

\[
f(x_1, \ldots, x_{n-1}) \leq x_n \leq f(x_1, \ldots, x_{n-1})
\]

By expressing a domain in this way, we isolate the non-convexities in \( x_n \). If we then normalize \( x_n \) in the following way:

\[
\hat{x}_n = \frac{x_n - f(x_1, \ldots, x_{n-1})}{f(x_1, \ldots, x_{n-1}) - f(x_1, \ldots, x_{n-1})}
\]

\( \hat{x}_n \in [0, 1] \)

We map the lower and upper bound of \( x_n \) to 0 and 1, respectively. This way, we stretch the set in the direction of \( x_n \), turning it into a convex set.

A few classes of sets that can be expressed in this way such as, for example, star-shaped sets and projectable sets (i.e: sets whose boundary can be described as viewed from a segment within it). Below, we show an example and an application: tracing a path between two points of a non-convex polygon.
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1 Abstract

Model Order Reduction (MOR) of systems of non-linear parameterized Hyperbolic Partial Differential Equations (PDEs) is a challenging research topic. Poor regularity of the solution map is a major hindrance to obtain a reduced-order model representation. This work focuses on developing a framework for multi-phase hydraulic modelling and model complexity reduction for Managed Pressure Drilling (MPD) operations to explore oil, gas, minerals and geothermal energy. Considering the safety critical aspect of MPD, the primary focus is to enable an accurate and precise control of the down-hole pressure while performing various transient operational scenarios. We aim to develop models that uniquely combine high predictive capacity and low complexity, and thus enable their usage in virtual drilling scenario testing and in drilling automation strategies for down-hole pressure management.

In view of virtual drilling scenario testing for MPD operations, current hydraulic models have significantly reduced accuracy in obtaining an accurate prediction and maintaining a real-time and robust control of transient down-hole effects in case of gas-influx into the well. The Drift Flux Model (DFM) [1], a system of multiscale non-linear Hyperbolic PDEs, is hydraulic model typically used to capture wave propagation phenomena. Classical numerical discretization techniques are not suitable for real-time estimation and control or multi-query simulations due to the high computational time and data storage required. Moreover, the high fidelity model is highly non-linear due to the model based and discretization based non-local non-linearities. The development of non-linear MOR techniques is hence an indispensable step.

Both Proper Orthogonal Decomposition (POD) and Reduced Basis Method (RBM), in conjunction with (Discrete) Empirical Interpolation Method (D)EIM are well known reduced order modelling techniques to deal with non-linear and non-affine nature of the problem [2]. This work begins with the application of POD and RBM in conjunction with (D)EIM to obtain a reduced-order representation of the DFM for a representative multi-phase shock tube test case. We observe that POD/RBM-(D)EIM capture the dynamics dictated by the DFM in an essentially non-oscillatory manner and help to reduce the dimensionality of the problem. However, the reduced-order model still does not fit our requirements for real-time estimation and control or multi-query simulations. This occurs as the solutions of convection dominated problems show a diagonal structure in space-time diagram and demonstrate high variability during time evolution. Hence, a very large number of basis functions is required to construct a reduced subspace. This observation motivates us to investigate and propose efficient and automated reduction approaches.

Stationary or moving discontinuous features are representative characteristics of wave propagation phenomena. These localized discontinuous features affect the performance of global approximations. Moreover, the location of discontinuous fronts and the speed of propagation varies for different parameters of interest. The inherent travelling dynamics need to be factored out before making an effort to obtain reduced-order model representations. We use the Method of Freezing/ Symmetry Reduction [3] to pre-process a solution manifold and separate the dynamics in the group direction from the dynamics in the remaining directions of the phase space. This approach is envisioned to deal with wavefront movement, wave interaction induced topological changes and provide transformed variables, which possess better regularity characteristics. We use [4] to implement this Method of Freezing in conjunction with standard model reduction approaches and then demonstrate the efficacy of such strategy in dealing with the challenges faced in the model reduction of the DFM.
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1 Introduction

For dynamic stability studies, a transmission system operator\textsuperscript{1} (TSO) relies on a dynamic power system model that includes its own network (study area), the influential neighboring networks (buffer area), and the remaining remote networks (external area) \cite{1}. By simulating disturbances within the study area, a TSO is able to evaluate the stability of its network. The latter two areas are modeled to take account of their reaction on the study area.

As modern power systems grow in size and in complexity, running stability analyses is becoming problematic on a fully detailed model. The construction of the model requires the collective effort of many utilities, and the resultant simulations are computationally demanding. To ease the burden, one solution is to derive a linear reduced-order model for the less significant external area \cite{2}. The goal of this contribution is to develop a new reduction method, which is suitable for large-scale power systems.

2 Problem Statement

Let $B(s)$ and $G(s)$ denote the linearized buffer and external area systems respectively. They are interconnected as in Fig. 1. The stated objective is to reduce $G(s)$ while preserving the input-output behavior $(u^B_1, y_2^B)$ of the interconnected system at the interface with the study area.

This type of problem is typically solved with a structured model reduction approach such as the interconnected system balanced truncation (ISBT) method \cite{2}. However, the ISBT method requires $O(n^3)$ operations for an interconnected system of order $n$ and is impractical on a real power system model. The new proposal consists in partitioning the interconnected system into a set of coherent clusters denoted $G_\star(s)$ and reducing the clusters $G_\star(s)$ individually.

Similarly to the initial problem, the reduction of the clusters $G_\star(s)$ must be performed while accounting for the rest of the interconnected system. The efficiency of the new proposal depends on the ability to reproduce the remaining system in an inexpensive way. Such a feat is namely achieved by building equivalent systems that contain the adjacent clusters, consider the coherent nature of the neglected clusters, and recognize the prominent role of voltage phase angle inputs after an electrical fault.

This work is supported by the Brussels-Capital Region (Innoviris) through the project More Grids - Model Reduction and Simplification for Dynamic Grid Security Studies
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1 Introduction

Featured by high energy density, lithium-ion (Li-ion) batteries are used in various applications. In order to efficiently analyse and control the batteries, models of Li-ion batteries are essential. The Doyle-Fuller-Newman (DFN) model is a popular electrochemistry-based Li-ion model, which allows high-rate discharge and describes the inherent phenomena of the lithium cells during charging, discharging or relaxation using a set of nonlinear partial differential equations. However, implementation of the full DFN model requires significant computation time.

2 Model implementation

In this paper, we propose to apply model order reduction (MOR) technique to simplify the full DFN model, combining with our previously proposed numerical scheme [1]. Instead of applying MOR to the whole DFN model, MOR has been independently applied to each governing equation, using the combination of the discrete empirical implementation method (DEIM) and proper orthogonal decomposition (POD) method [1]. POD is a data-based MOR technique used to find a low-dimensional approximation of large-scale systems. However, it usually causes large computational complexities while dealing with nonlinear models. DEIM is an effective way to solve this problem. It approximates the nonlinear parts of the POD-based reduced-order model (P-ROM) by projecting the nonlinearities onto a subspace spanned by a basis determined by some selected interpolation indices. As such, the order of P-ROM becomes proportional to the small selected number of interpolation indices.

3 Simulation Result

Computational performance and accuracy of the POD-DEIM-based reduced-order model (PD-ROM) have been studied using a simulation study of a 6 (Ah) Li-ion Hybrid Electric Vehicle cell [1].

Fig. 1 illustrates a comparison of the full order model (FOM) and the PD-ROMs with snapshots constructed at different numbers of reduced basis in terms of battery voltage and absolute errors.

Figure 1: Comparison of the FOM and the PD-ROMs with snapshots constructed at different numbers of reduced basis in terms of battery voltage and absolute errors between the FOM and the PD-ROMs.

Table 1: Computation time of the FOM and the PD-ROM

| Drive cycle                     | FOM  | PD-ROM |
|--------------------------------|------|--------|
| 5C-rate discharge for 600 (s)   | 168  | 138    |
| Hybrid (dis)charge for 1200 (s) | 279  | 157    |
| Pulse (dis)charge for 3000 (s) | 1805 | 85     |

Table 1 states the computation time of the FOM (1832nd) and the PD-ROM (100th) during a constant discharge, dynamic (dis)charge and pulse (dis)charge profile. In fact, the PD-ROM implementation can achieve a computation time that is 4-35 times faster than real-time while maintaining the same accuracy as the FOM implementation. In addition, the model order has been significantly reduced by a factor 18.
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This paper considers a model order reduction problem that reduces the complexity of interconnected Lur’e-type subsystems while simultaneously preserving the synchronization property of the network, relevant results can be found in e.g., [1, 2, 3]. The system consists of multiple identical Lur’e systems that evolve on a connected undirected graph. The dynamics of nodes are described by identical nonlinear dynamical systems as follows.

$$\Sigma_i: \begin{cases} \dot{x}_i = A x_i + Bu_i + E z_i \\ y_i = C x_i \\ z_i = -\phi(y_i,t) \end{cases}, i = 1,2,\ldots,N,$$  \hspace{1cm} (1)

where $x_i \in \mathbb{R}^n$, $u_i,y_i,z_i \in \mathbb{R}$. We assume that the uncertain feedback nonlinearity $\phi(\cdot)$ in (1) is slope-restricted as

$$0 \leq \frac{\phi(y_a) - \phi(y_b)}{y_a - y_b} \leq \mu,$$  \hspace{1cm} (2)

for all $y_a,y_b \in \mathbb{R}$ and $y_a \neq y_b$, where $\mu > 0$ and $\phi(0) = 0$. Furthermore, the Lur’e dynamics $\Sigma_i$ is assumed to be absolutely stable.

All the subsystems on the network are interconnected according to the following static output-feedback protocol.

$$u_i = \sum_{j=1}^N w_{ij} (y_i - y_j), \quad i = 1,2,\ldots,N,$$  \hspace{1cm} (3)

where $w_{ij} \geq 0$ is the $(i,j)$-th entry of weighted adjacency matrix of the underlying graph and stands for the intensity of the coupling between subsystem $i$ and $j$. Then, combining (3) and (1) leads to a compact form of the Lur’e dynamical network as

$$\Sigma: \begin{cases} \dot{x} = (I_N \otimes A - L \otimes BC)x - (I_N \otimes E) \Phi(y), \\ y = (I_N \otimes C)x, \end{cases}$$  \hspace{1cm} (4)

where $\Phi(y) := \left[\phi(y_1),\phi(y_2),\ldots,\phi(y_N)\right]^T$, and $x := [x_1^T,x_2^T,\ldots,x_N^T]^T$, $y := [y_1,y_2,\ldots,y_N]^T$ are the collections of the states and outputs of the $N$ subsystems. The vector $d := [d_1,d_2,\ldots,d_N]^T$ are external disturbances, and the matrix $L$ is the graph Laplacian of underlying network.

The following lemma relates the synchronization of $\Sigma$ with the largest eigenvalue of $L$.

**Lemma 1** If there exists a positive definite matrix $Q$ such that

$$\begin{bmatrix} A^T Q + Q A + C^T C & \lambda_N B \Phi \Phi^T \\ \lambda_N B \Phi \Phi^T C & -I \\ E \Phi \Phi^T & 0 \end{bmatrix} \prec 0,$$  \hspace{1cm} (5)

with $\lambda_N$ is the largest eigenvalue of $L$ in (4), then the Lur’e network $\Sigma$ robustly synchronizes.

Using the maximum and minimal solutions of (5), we can do balanced truncation and obtain the reduced-order agent model

$$\Sigma_i: \begin{cases} \dot{\hat{x}_i} = \hat{A} \hat{x}_i + \hat{B} u_i + \hat{E} \hat{z}_i \\ \dot{\hat{y}_i} = \hat{C} \hat{x}_i \\ \dot{\hat{z}_i} = -\phi(\hat{y}_i) \end{cases}, i = 1,2,\ldots,N,$$  \hspace{1cm} (6)

with $\hat{x}_i \in \mathbb{R}^k$, and $\hat{z}_i,\hat{y}_i \in \mathbb{R}$. Consequently, it leads to reduced-order Lur’e network dynamics as

$$\Sigma: \begin{cases} \dot{\hat{x}} = (I_N \otimes \hat{A} - L \otimes \hat{B} \hat{C}) \hat{x} - (I_N \otimes \hat{E}) \Phi(\hat{y}), \\ \dot{\hat{y}} = (I_N \otimes \hat{C}) \hat{x}, \end{cases}$$  \hspace{1cm} (7)

comparing to (4).

The following theorem shows that the synchronization property is preserved after the reduction.

**Theorem 1** Consider the full-order Lur’e network $\Sigma$ in (4) and its reduced-order model $\Sigma$ in (7). If $\Sigma$ robustly synchronizes due to Lemma 1, then $\Sigma$ also robustly synchronizes.
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1 Abstract

Over the past 50 years, many techniques for model based control have been developed. These techniques are typically applied to small-scale systems with up to ~ 10 states. From industry there is an increasing interest in applying model based control techniques to large-scale models that contain over 1,000 states. These models typically show up for systems that are described by partial differential equations, which are spatially discretized using finite elements or finite volume methods.

Due to computational limitations, it is in practice required to determine a controller that contains at most ~ 100 states. Therefore the problem of designing of a reduced order controller for a full order system is of great interest. For the design of a reduced order controller, typically 3 approaches as depicted in fig. 1 are considered:

1. First the full order system $\Sigma$ is reduced in state dimension, which leads to a reduced order system $\hat{\Sigma}$. For $\hat{\Sigma}$ an optimal controller $\hat{\Sigma}_C$ is created.

2. First an optimal full order controller $\Sigma_C$ is created for system $\Sigma$. $\Sigma_C$ is then reduced in state dimension, which leads to a reduced order controller $\hat{\Sigma}_C$.

3. The reduced order controller $\hat{\Sigma}_C$ is created directly for the full order system $\Sigma$.

Approaches 1 and 2 could be applied in practice, while approach 3 is viewed as an open problem. As a model order reduction procedure for approaches 1 and 2, standard model order reduction techniques like balanced truncation and moment matching are considered. There exist control relevant model order reduction techniques as described in [1][2][3][4][5], where typically standard state-space systems are considered and optimality of $\hat{\Sigma}_C$ is not always guaranteed for $\Sigma$. Therefore, the design of an optimal reduced order controller $\hat{\Sigma}_C$ for a full order system $\Sigma$ that is described by a generalized plant model is, to the knowledge of the authors, an open problem.

In this presentation we consider the problem to directly derive (if it exists) a low complexity controller that achieves exact decoupling of disturbances for a given dynamical system from its to-be-controlled outputs. Disturbance decoupling problems and the conditions that determine whether these problems can be solved, are well understood in terms of concepts from geometric control theory. It will be shown how this understanding leads to novel insights into the synthesis of a reduced order controller, which will achieve exact disturbance decoupling on a full order system.

![Figure 1: Reduced order controller design approaches.](image)
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I. Introduction

Parametric model order reduction (pMOR) aims to reduce the computational complexity while preserving the parameter-dependency. When the task is to optimize the design or to estimate crucial parameters of complex systems, pMOR techniques become an indispensable tool, because the finite element method (FEM) commonly yields large-scale models for such systems. Since creating a new reduced model for every new design or every parameter value is inefficient and computationally costly. In our previous work, the proposed method[1] does not require to repeat the reduction procedure for any change in parameters, but simply the evaluation of the parametric model. The simulation results showed good match between the reduced model and original model at expansion points, it leads to a challenging topic which has been left without attention, how to choose the optimal expansion points or without prior knowledge.

Unfortunately, an effective error estimation for Krylov-subspace methods is still an open research open. Single-frequency error estimations were proposed in [2]. A posteriori error estimation was presented in [3] that evaluates the error after the reduction procedure, however, the computation of the original model is inevitable.

In this work, we present an upper bound of the approximation error between the reduced model and the original model, which allows prior estimating the misfit without calculating the exact reduced model. In particular, we derive an explicit prior error bound in frequency domain for Krylov-subspace method.

II. Problem statement

In this presentation we shall consider a linear parameter-varying model with \( p(t) = [p_1(t), \ldots, p_l(t)]^T \in \mathbb{R}^l \)

\[
\Sigma(p) := \begin{cases} 
E \dot{x}(t) = A(p)x(t) + B(p)u(t) \\
y(t) = C(p)x(t)
\end{cases}
\]

where \( x(t) \in \mathbb{R}^m \), \( u(t) \in \mathbb{R}^m \) and \( y(t) \in \mathbb{R}^q \) denote, respectively, the state vector, the input and the output. Here \( n \) is the cardinality of the mesh of a spatially distributed configuration space \( \Omega \) (usually of dimension 3). The state-space matrices are functions \( A : \mathbb{R}^l \rightarrow \mathbb{R}^{n \times n}, E : \mathbb{R}^l \rightarrow \mathbb{R}^{n \times m} \) etc. With the time-invariant \( p \), the general transfer function of (1) is meaningful.

Multi-parameter and multi-frequency moment-matching was introduced in [1] to provide an approximation to the LPV systems in a form that the Taylor series of the general transfer function expands at desired expansion points with finite derivative. This yields a reduced order model whose transfer function \( G_r(s,p) = G_r(p) \left[ \sum_{i=1}^{l} s E_{(i)} p_i - A_r(p) \right]^{-1} B_r(p) \) coincides in as many coefficients of the Taylor series of the original model about \( (s,p) \) as possible for a given order of the reduced model.

III. Error estimation

In this section we will present an error estimate between \( G(s,p) \) and \( G_n(s,p) \) which provides local accuracy at points \( (s_0, p_0) \in \mathcal{S} \times \mathcal{P} \) and their neighbourhood. That is, the error estimate of \( G(s,p) - G_n(s,p) \) will have local validity in \( (s_0, p_0) \) and is based on the truncation order of the Taylor series.

We define \( \mathcal{I} = (s_0, p_0) \) and there exits

\[
\| G(s,p) - G_n(s,p) \| \leq \mathcal{M} \left[ \sum_{k=0}^{n-1} \left| s - s_0 \right| \left| p - p_0 \right| \right]^{n+1}
\]

where

\[
\mathcal{M} := \sup_{(\xi,\zeta) \in \mathcal{T}(s_0,p_0)} \left\| D^{(n+1)} H(\xi,\zeta) \right\|_{(n+1)!}
\]

is the supreme induced norm of the tensor \( D^{(n+1)} H \) over \( \mathcal{T}(s_0,p_0) \). \( D[H] \) can be interpreted as the coefficients of a order \( |k| \) tensor (i.e. multi-linear functional)

\[
D^{(n+1)}[H] : C^\ell \times C^\ell \times \cdots \rightarrow C
\]

Here \( k = (k_1, \ldots, k_i) \) is defined as a multi-index with \( k_i \) positive integers, and let \( |k| = \sum k_i \) be its cardinality.

A prior upper bound on the reduction error using multi-parameter and multi-frequency moment matching method is derived. Furthermore, this error bound allows for finding the optimal expansion points and truncated order.
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1 Introduction

In this note a systematic approach to the robust stabilization of a class of feedback linearizable systems is proposed. As an example, the longitudinal dynamics of a general aviation aircraft, having parametric uncertainties, is investigated. The Lyapunov redesign methodology together with the proposition of sufficient LMI conditions for the system in new coordinates is suggested to tackle zero steady-state robust stability.

2 Preliminaries and System Definition

Consider the class of non-minimum phase feedback linearized rational system in the quasi-canonical form [1]:

\[
\dot{z}(t) = A_{c}z(t) + b_{c}v(t) + W(z, \zeta, u, \delta p),
\]

where \( \zeta \in \mathbb{R}^{n-\gamma} \) is the vector of internal dynamics states, \( z(t) \in \mathbb{Z} \subset \mathbb{R}^{r} \), in which \( \mathbb{Z} = \{ z \mid \alpha_{k}z \leq 1, k = 1, \ldots, n_{e} \} \). \( \delta p \in \Delta \) is the vector of parametric uncertainties belonging to the polytope \( \delta \in \mathbb{R}^{m} \) is the new input control vector and \( W = W_{1}(z, \zeta, v, \delta p) + W_{2}(\zeta, \delta p) \) is the vector of remaining nonlinearities after approximate linearization attempt such that the above system with \( W_{1} \) can be recast as [2]:

\[
\dot{z}(t) = A_{1}(z, \zeta, \delta p)z + A_{2}(z, \zeta, \delta p)\pi + A_{3}(z, \zeta, \delta p)v, \\
0 = \Pi_{1}(z, \zeta, \delta p)z + \Pi_{2}(z, \zeta, \delta p)\pi + \Pi_{3}(z, \zeta, \delta p)v,
\]

with \( \pi \) the vector of dumped nonlinearities, \( A_{1}-A_{3} \) and \( \Pi_{1}-\Pi_{3} \) being affine matrix functions and \( \Pi_{2} \) a full rank matrix.

3 Stability Analysis

For subsystem (2) the following theorem is recalled from [1].

**Theorem 1** For system (2) with \( v = Kz \). Let \( \Delta \) be a set of admissible uncertainties and suppose there exist matrices \( Q = Q^{T} > 0, Y \in \mathbb{R}^{n+\gamma} \), and \( \eta > 0 \) such that LMI:

\[
\begin{bmatrix}
QA_{1}^{T} + A_{1}Q + YY^{T}A_{2}^{T} + A_{3}Y & A_{2} \Pi_{2} + Y^{T}\Pi_{3}^{T} \\
\Pi_{1}Q + \Pi_{3}Y & \Pi_{2} + I
\end{bmatrix} < 0,
\]

\[
\begin{bmatrix}
v_{\max}I & Y \\
y^{T} & Q
\end{bmatrix} \geq 0, \begin{bmatrix}
1 - Qa_{k}^{T}Q \\
\geq 0, k = 1, \ldots, n_{e},
\end{bmatrix}
\]

are feasible in all vertices of \( \Delta \times \mathbb{Z} \). Then there exists the Lyapunov function \( V = z^{T}Pz, P > 0 \), in \( \mathbb{Z} \), and the control gain \( K = YQ^{-1} \) such that for all \( \delta p \in \Delta \) the trajectory of \( z(t) \) is locally asymptotically stable.

In order to tackle the zero steady-state stability one has to incorporate the effect of \( W_{2} \) in the analysis. Therefore, the designed controller \( v = Kz \) is replaced by \( v + \nu \) such that

\[
\nu = \begin{cases}
\frac{-A_{1}^{T}\beta}{\|\beta^{T}A_{3}\|_{2}} & \text{if } \lambda \|\beta^{T}A_{3}\|_{2} \geq \epsilon, \\
\frac{-A_{1}^{T}\beta}{\epsilon} & \text{if } \lambda \|\beta^{T}A_{3}\|_{2} < \epsilon.
\end{cases}
\]

where \( \beta = Pz \) and \( \lambda, \epsilon \) are properly chosen positive scalars.

4 Results and Conclusion

The proposed approach has been implemented on the longitudinal dynamics of a general aviation aircraft. Schematic of the system’s dynamics is depicted in Figure 1. The simulations showed that the velocity and altitude tracking problem is well addressed. More details on the simulation results can be found in [1].
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1 Introduction

In recent years, port-Hamiltonian (pH) modeling of physical systems has gained extensive attention. pH systems theory provides a systematic framework for modeling and analysis of physical systems and processes. Conventionally, the external inputs (controls or disturbances) in pH systems act on the flow variables—that is on the derivative of the energy storing coordinates. However, in some cases of practical interest, these external inputs act on the systems power, either as the control variable, or as a power that is extracted from (or injected to) the system. We refer to this kind of systems as Power-controlled Hamiltonian (PcH) systems. Since PcH systems cannot be modeled with constant control input matrices, showing passivity or stability of the system is nontrivial.

An example of PcH systems is electrical systems with instantaneous constant-power loads (CPLs), which model the behavior of some point-of-load converters that are widely used in modern electrical systems. It is well-known that CPLs introduce a destabilizing effect that gives rise to significant oscillations or to network collapse, and hence they are the most challenging component of the standard load model—refered to as ZIP model. Therefore, the study of stability of the equilibria of the systems with CPL is a topic of utmost importance.

Notation—For a given vector $a \in \mathbb{R}^n$, the diagonal matrix $\text{diag}(a_1, a_2, \ldots, a_n)$ is denoted in short by $\langle a \rangle$.

2 Problem Formulation

The dynamics of the pH system investigated here is given by

$$x = (J - R) \nabla \mathcal{H}(x) + G(x)u, \quad x \in \Omega^+,$$

(1)

with $\Omega^+ := \{ x \in \mathbb{R}^n : \langle \nabla \mathcal{H}(x) \rangle > 0 \}$, where $x$ is the system state, $u \in \mathbb{R}^n$ is an external signal that represents, either a control input or a constant disturbance, $\mathcal{H}$ is the systems Hamiltonian (energy) function, $G \in \mathbb{R}^{n \times n}$ is the input matrix, while $J = -J^\top \in \mathbb{R}^{n \times n}$ and $R \geq 0 \in \mathbb{R}^{n \times n}$, both being constant, are the structure and the dissipation matrices respectively. The rate of change of the Hamiltonian of the system (1) reads as

$$\dot{\mathcal{H}} = -\nabla \mathcal{H}^\top(x) R \nabla \mathcal{H}(x) + \nabla \mathcal{H}^\top(x) G(x)u.$$

Note that the control input is not directly applied to the power of the system. We assume that $G$ may be written in the form

$$G(x) = \langle \nabla \mathcal{H}(x) \rangle^{-1}.$$  

(2)

Now, we have

$$\dot{\mathcal{H}} = -\nabla \mathcal{H}^\top(x) R \nabla \mathcal{H}(x) + \mathbf{1}^\top u,$$

implying that, in the proposed model, the external input acts directly on the power (rate of change of the Hamiltonian) of the system. Here, we aim at deriving conditions for shifted passivity and stability of the system (1), (2).

3 Main Result

Define the steady-state relation

$$\mathcal{J} := \{ (x, u) \in \mathbb{R}^n \times \mathbb{R}^n : (J - R)G(x)u = 0 \}.$$

Fix $(x, u) \in \mathcal{J}$, and let $Z(x) := G(x)u/G(x)$. The main result is formalized as the following theorem.

Theorem 1 For all trajectories $x \in \Omega_p$ of the system (1), (2), with

$$\Omega_p := \{ x \in \Omega^+ : R + Z(x) \geq 0 \},$$

we have that

$$\mathcal{J} \leq \langle y - \tilde{y} \rangle^\top (u - \tilde{u}),$$

where $\mathcal{J}$ is the shifted Hamiltonian [1]

$$\mathcal{J}(x) := \mathcal{H}(x) - (x - \tilde{x})^\top \nabla \mathcal{H}(\tilde{x}) - \mathcal{H}(\tilde{x}),$$

and

$$y = G^\top(x) \nabla \mathcal{H}(x).$$

Moreover, if the Hamiltonian $\mathcal{H}$ is convex, this implies that the mapping $(u - \tilde{u}) \mapsto (y - \tilde{y})$ is passive.

Using Theorem 1, conditions for asymptotic stability of equilibria can also be derived. Furthermore, we show that under the condition that the Hamiltonian is quadratic, a precise estimate of the region of attraction can be provided. For the proof and more details see [2].
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1 Introduction

Due to rapid penetration of renewable energy sources in microgrids, new modeling and control techniques are needed to guarantee reliable operation of electrical power systems. Based on a generic mathematical model of a microgrid, primary droop controllers are employed to stabilize the system and achieve power sharing [1]. However, droop control results in the deviations of the voltage and frequency from their nominal values according to the load demand.

We approach the problem of regulating the voltages in a microgrid to a desired value by developing a secondary controller from a port-Hamiltonian perspective. The port-Hamiltonian approach provides a systematic and structured framework for modeling and stability analysis of a wide range of multi-physical systems and it also provides a natural starting point for control design [2].

The basis of our design is the well-known energy shaping methodology, which is the essence of passivity-based control (PBC). The idea is to design the control input which results in a closed-loop system that is again a port-Hamiltonian system with the total energy being the sum of the plant and the controller’s energy functions. Thereafter, we end up obtaining the closed-loop plant dynamics with a modified (shaped) Hamiltonian. The energy shaping approach modifies the potential energy of the system such that the new potential energy function has a strict local minimum in the desired equilibrium point. Furthermore, we analysis the stability of the overall system considering the Hamiltonian as the candidate Lyapunov function.

2 Methodology

The microgrid system dynamics can be represented in the port-Hamiltonian form

$$\dot{x} = (J - R(x))\nabla_x H(x) + gu(x), \tag{1}$$

where $x \in \mathbb{R}^n$ is the state vector, $J \in \mathbb{R}^{n \times n}$ and $R(x) \in \mathbb{R}^{n \times n}$ are interconnection and dissipation matrices respectively, $\nabla_x H(x) \in \mathbb{R}^n$ is the vector of partial derivatives of the Hamiltonian $H(x)$ with respect to the state vector, $g \in \mathbb{R}^{n \times n}$ is the coefficient vector and $u(x) \in \mathbb{R}^n$ is the (secondary) control input.

We propose a new energy function $H_c(x)$ supplied by the controller and an energy shaping control input $u(x)$ such that the port-Hamiltonian closed-loop system

$$\dot{x} = (J - R(x))\nabla_x H_c(x), \tag{2}$$

with $H_d(x) = H(x) + H_c(x)$ is stabilized at the desired equilibrium point. Moreover, we derive a condition on the gains of the proposed controller $u(x)$. Satisfying this condition, the stability of the system is guaranteed.

3 Results and Conclusions

Fig. 1 shows the effectiveness of the proposed secondary voltage controller for part of a benchmark microgrid that consists of 2 loads ($i = 1, 5$) and 3 generation sources ($i = 2, 3, 4$). $V^d$ and $\omega^d$ are the nominal values for the voltage and frequency respectively. As seen in Fig. 1 (a), while the primary control keeps the voltage amplitudes in a stable range but with a steady state offset ($t < 10$), the secondary control returns all terminal voltage amplitudes to the pre-specified reference value $V^d = 1$ p.u. ($t > 10$). Furthermore, the secondary voltage controller does not cause instability in the operating frequency of the microgrid Fig. 1 (b). Moreover, the active power is shared by the generating sources proportional to their ratings in the steady state, while the batteries are charged in proportion to their ratings (Fig. 1 (c)).

References

[1] J. Schiffer, R. Ortega, A. Astolfi, J. Raisch and T. Sezi, “Conditions for Stability of droop-controlled inverter-based microgrids,” Automatica, 50(10): 2457-2469, 2014.

[2] A. van der Schaft and D. Jeltsema, “Port-Hamiltonian Systems Theory: An Introductory Overview,” Now Publishers Incorporated, 2014.
Frequency-driven market mechanisms for optimal power dispatch

T.W. Stegink\(^1\) A. Cherukuri\(^2\) C. De Persis\(^1\) A.J. van der Schaft\(^1\) J. Cortés\(^3\)

1 Motivation

Generation planning has been traditionally done hierarchically. Broadly, at the top layer cost efficiency is ensured via market clearing and at the bottom layer, frequency control and regulation is ensured via primary and secondary controllers. For the most part, research on improving the performance of these two layers has developed independently. The reasons for this include the difference in time-scales at which they operate (market clearing happens at the order of minutes/hours/days and frequency control at the order of seconds/milliseconds) and the objectives they intend to meet (minimizing cost versus achieving stability). With the goal of integrating renewable generation and other distributed energy resources into the grid, there is an increasing body of research that seeks to merge the operation of these layers, see e.g., [2], and synthesize procedures that simultaneously tackle market clearing and frequency stabilization, see e.g., [3]. This merging is envisioned to provide better flexibility, reliability, and cost efficiency when faced with the uncertain behavior of distributed energy resources. Our work is motivated by these considerations. We study the stability of the interconnection of the market and the frequency dynamics. While previous work studying this interconnection assumes generators to be price-takers, we consider a more realistic scenario where they bid in the market (and hence are price-setters).

2 Problem statement

We consider an electrical power network consisting of the independent system operator (ISO) and a group of generators. Given a power demand, the ISO runs a market where generators can bid to provide power. The ISO’s goal is to ensure that the generation meets the load with minimum possible cost and frequency is regulated to the nominal value. Each generator is strategic, aims to maximize its individual profit and does not share its true cost with the ISO. Instead, it submits a bid consisting of the price per unit of electricity at which it is willing to provide power. In our previous work [1], we have exclusively considered the market dynamics, we have shown that iterative bidding with appropriate bid adjustment schemes for the generators leads to bids that are at a Nash equilibrium (that is, generators are not willing to deviate from their bid) and generation levels that minimize the total cost. Given the motivation outlined above, our goal is to investigate the stability properties of the interconnection of an iterative bidding dynamics as in [1] with the frequency dynamics modeled by the second-order swing equations.

3 Main results

Our overall algorithm design couples the market and the frequency evolution. On the market side, we consider an iterative bidding scheme that converges to the efficient Nash equilibrium (the point where the generation levels minimize the total cost and each generator does not want to deviate from its bid). The rationale behind the bid adjustment by the generators in this iterative bidding strategy is simple: at any instance, if the ISO demands more generation than what the generator is willing to produce, then the generator increases its bid; similarly, if the demand is less than the desired generation, then the generator decreases its bid. Having established the convergence of the bidding dynamics, we interconnect it with the frequency dynamics as follows: the generators inject into the grid the setpoints that the iterative bidding dynamics provide and change their bid in with the rationale explained above; the ISO tries to find the optimal generation given the bids to minimize the cost but also uses the frequency as a feedback signal in the negotiation process. Hence, the frequency from the physics is injected into the bidding dynamics and the power generation from the bidding dynamics is injected into the physics. By exploiting the ISS property of the system, we prove that under suitable triggering conditions the resulting closed-loop system converges to the efficient Nash equilibrium and a state of frequency regulation, showing that the proposed market mechanism results in stable grid operation.
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1 Introduction

To meet future performance specifications, the product roadmap of high-precision mechatronic systems is typically translated toward servo-control in the direction of increased controller bandwidths. However, using linear control elements, the associated bandwidth is often limited by Bode’s gain-phase relationship. In order to possibly surpass this fundamental limitation, recently in [1] a hybrid integrator-gain element (HIGS) has been introduced. Depending on specific switching conditions, this element switches between an integrator and gain mode in such a manner that the output is continuous, confined to a sector, and always of equal sign to the input. As such, the corresponding describing function \( \mathcal{P}(j\omega) \) demonstrates first-order low-pass characteristics with a phase lag of only 38.15 degrees. Driven by the apparent phase advantage, in this abstract the idea of HIGS-based controller elements for bandwidth improvements of essentially linear systems is discussed.

2 HIGS-Based Controller Elements

A HIGS-based controller element is proposed as the series interconnection of the HIGS and a linear filter \( \mathcal{N}(s) \). Through specific design of this filter, the element’s describing function

\[
\mathcal{P}_{NL}(j\omega) = \mathcal{P}(j\omega) \mathcal{N}(j\omega),
\]

(1)

can be shaped in such a manner that it has desirable magnitude characteristics with reduced phase lag. For the purpose of example, consider the HIGS in series with a filter \( \mathcal{N}(s) \), given in frequency domain by:

\[
\mathcal{N}(s) = \frac{\omega_0^2}{\omega_2^2} \frac{1}{s + \omega_1} \frac{(s + \omega_0)(s + \omega_2)}{s^2 + 2\beta \omega_p s + \omega_p^2},
\]

(2)

with corner frequencies \( \omega_i, i \in \{1, 2\}, \omega_p, \) and dimensionless damping coefficient \( \beta \). It follows from the first-order low-pass characteristics of the HIGS, that by appropriate tuning of \( \omega_2 \) in (2), the describing function (1) has similar magnitude characteristics as a classical linear second-order low-pass filter with complex poles, however, with significantly reduced phase lag. From a linear point-of-view, elements with such apparent properties could potentially aid the loopshaping design, and give rise to increased bandwidths.

3 Wafer Stage Measurement Results

To illustrate the potential of a HIGS-based controller, the nonlinear second-order low-pass filter is experimentally em-bedded in the motion control context of Fig. 1. Here, \( \mathcal{C} \) is some base-linear controller (e.g. PID and notch filters) and \( \mathcal{P} \) represents a scanning stage of an industrial wafer scanner. Using a quasi-linear loopshaping procedure, evaluated through describing functions, the controller is structurally tuned and shows a bandwidth improvement of around 11% compared to an optimal linear controller design. Time-domain measurement results of several experiments are presented in Fig.2 in terms of the moving average \( \mathcal{M}_A \) and the moving standard deviation \( \mathcal{M}_{SD} \). These performance measures reflect the low- and high-frequency content of the measured data-sampled error \( e(t) \), respectively. The results of the nonlinear controller (red) are compared to those of an optimally tuned linear controller (black). A substantial im-provement in low-frequency disturbance suppression can be observed, without deterioration of the \( \mathcal{M}_{SD} \). Although no rigorous stability criteria for the true nonlinear system are specified, this real-world closed-loop example shows convincingly robustly stable behavior.
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1 Introduction

Correct-by-design controller synthesis for safety and reachability specifications traditionally involves abstraction through discretization or synthesis of (control) Lyapunov Barrier functions (LBFs) using sum of squares approaches, restricting the class of systems and solutions to polynomials. We propose a framework that is capable of automatic synthesis of both analytic controllers and LBFs, without the need for discretization or limiting to polynomial systems and solutions.

Consider the class of nonlinear dynamical systems described by

\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t)) \\
x(0) &\in I
\end{align*}
\]  

(1)

where the variables \(x(t) \in \mathbb{R}^n\) and \(u(t) \in \mathbb{R}^m\) denote the state and input respectively and \(I\) is an initial set. The desired closed loop specification involves reaching a goal set \(G\) (reachability) and/or staying in a safety set \(S\) (safety). These conditions can be implicitly proven by means of a Lyapunov and/or barrier function.

2 The Framework

We propose a framework which uses genetic programming (GP) in combination with a Satisfiability Modulo Theories (SMT) solver to synthesize and verify a controller and LBF. GP is an evolutionary algorithm which evolves encoded representations of candidate solutions to improve their performance over multiple iterations [1]. As opposed to other optimization methods, it is capable of synthesizing analytic expressions, rather than optimizing over parameters, and thus does not impose a fixed structure on the solution. An SMT solver is a tool which determines whether a first-order logic formula can be satisfied [2]. This framework allows to search and verify controllers and Lyapunov-like functions that include non-polynomial functions. The proposed methodology sets itself apart from previous work using GP-based controller synthesis in that it can provide formal guarantees on the behavior of the system, as opposed to test-based approaches using samples or simulations.

The framework is illustrated in Figure 2. GP is used to simultaneously propose and evolve a population of pairs of candidate controllers and LBFs. In the fitness assessment, reachability and safety specifications are verified by means of checking if the proposed controller and Lyapunov-like function satisfies a number of nonlinear inequalities w.r.t. the closed-loop system. An initial verification check is done by checking the inequalities over a finite number of states and ultimately the inequalities are formally verified using an SMT solver. Based on this, solutions are scored, which dictates their chance to be selected and modified using genetic operators in order to create a new population. This cycle of proposing and verifying solutions is repeated until a solution is found or a maximum number of generations in met.

3 Results

Given a specification to reach a goal set, while always staying in a safe set, the framework has been proven effective for synthesizing controllers for nonlinear systems with up to 3 states.
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1 Abstract

The class of stochastic port-Hamiltonian systems (SPHSs) was introduced in [3] on finite-dimensional spaces and recently generalized by the authors on infinite-dimensional spaces with boundary control and observation in [1]. This class is the stochastic extension of deterministic first-order port-Hamiltonian systems, see [2]. From a practical perspective, it represents mechanical, electronic and electromechanical systems subject to uncertainties such as modeling inaccuracies, external environment disturbances and measurement noises depending on the quality of the sensors. The stochastic modeling helps to improve the quality of the model by considering these neglected effects.

Let us consider a Hilbert space $Z$ and let us denote by $\mathcal{L}(Z)$ the space of all bounded linear operators from $Z$ into $Z$, equipped with the usual operator norm. Here, we consider this class of infinite-dimensional SPHSs with bounded control and observation operators governed by the following stochastic partial differential equation (SPDE):

$$
\frac{dX}{dt}(\zeta,t) = P_t \frac{d}{d\zeta}(\mathcal{H}(\zeta)X(\zeta,t)) + P_t \mathcal{H}(\zeta)X(\zeta,t) + Bu(t) + (H\eta(t))(\zeta),
$$

(1)

where $P_t = P_t^T$ is invertible, $P_t = -P_t^0$ and $\mathcal{H}(\zeta) \in L^m([a,b];\mathbb{R}^{nxn})$ is symmetric and $mI \leq \mathcal{H}(\zeta) \leq MI$ for a.e. $\zeta \in [a,b]$ for some constants $m,M > 0$. $\eta(t)$ stands for a $Z$-valued Gaussian white noise process defined on a complete probability space $(\Omega, \mathcal{F}, F, P)$, wherein $F := (\mathcal{F}_t)_{t \geq 0}$ is a filtration. The operators $B \in \mathcal{L}(\mathbb{R}^m,L^2([a,b];\mathbb{R}^n))$ and $H \in \mathcal{L}(Z,L^2([a,b];\mathbb{R}^n))$ represent the control and the noise ports.

To the best of our knowledge, no attempt has already been made to develop an adapted approach in order to study and solve the Linear Quadratic Gaussian (LQG for short) control problem for this class of stochastic port-Hamiltonian systems on infinite-dimensional spaces. The LQG control problem is to minimize the functional

$$
J(u) = \lim_{T \to \infty} \mathbb{E} \int_0^T \|B^* \mathcal{H} X(t)\|_{\mathbb{R}^m}^2 + \|RU^{1/2} u(t)\|_{\mathbb{R}^d}^2 dt,
$$

(2)

over the admissible class of mean-square integrable controls $u$ and subject to (1) and the observation model given by

$$
dZ(t) = B^* \mathcal{H} X(t)dt + Fdv(t),
$$

(3)

where $v(t)$ is a $\mathbb{R}^m$-valued Wiener process with invertible incremental covariance matrix $V$ and intensity $F \in \mathbb{R}^{m \times m}$. The weight matrix $R$ is assumed to be symmetric and positive definite and $\mathcal{H} BB^* \mathcal{H}$ is assumed to be positive definite.

In this study the class of stochastic port-Hamiltonian systems is presented as in [1] except for the fact that the control and observation operators are bounded. The LQG control problem is addressed for this specific class of systems and solved by using the separation principle. Furthermore, conditions are derived to keep the stochastic port-Hamiltonian structure of the LQG controller and thus the closed-loop dynamic can be interpreted as the interconnectedness of infinite-dimensional stochastic port-Hamiltonian systems. Eventually, the theory is illustrated by an example of an inhomogeneous vibrating string subject to a space and time dependent Gaussian white noise process. This study is meant to be a first attempt to address the LQG control problem for infinite-dimensional SPHSs in a stochastic context.
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1 Introduction

Repetitive controllers are applied to reject periodic disturbances with a known time period and their effectiveness relies on the Internal Model Principle so the main issue is to prove stability of the overall scheme. A port-Hamiltonian approach proposed in the linear case [1] is non trivially extended to the nonlinear case by exploiting novel results dealing with stability of closed-loop systems merging from the interconnection of boundary control systems and particular classes of nonlinear systems [2]. The obtained results are used to present a new class of nonlinear control systems for which a RC scheme is first well-posed, and then asymptotically/exponentially stable.

2 Repetitive Control and port-Hamiltonian Systems

From a system theoretical point of view, the dynamics associated to the internal model based controller present in RC schemes and shown in Fig. 1 can be described by means of the PDE representing a pure time delay of \( T \) seconds

\[
\frac{\partial x}{\partial t}(t, z) = - \frac{\partial x}{\partial z}(t, z)
\]

where the spatial domain is \([0, T]\). By choosing properly the input and the output as combinations of the state variables on the boundary of the spatial domain it turns out that the controller can be described by an infinite-dimensional boundary control system in port-Hamiltonian form. With this new perspective a new set of tools developed in this framework for well-posedness and stabilization of distributed parameter systems can be exploited to study stability of RC schemes.

3 Nonlinear Interconnection

The feedback interconnection of the port-Hamiltonian system in Fig.1 and a finite-dimensional system is an equivalent way to look at classical RC scheme. The case of the system being a linear time-invariant system has been studied in [1] leading to stability conditions for the closed-loop system which are expressed in state-space form and are consistent with classical results. Very recently [2] tools for handling the nonlinear case have been developed. It is possible to non trivially reformulate them in this framework to introduce a class of nonlinear systems which result in a stable closed-loop system. In this way a characterization of nonlinear systems for which repetitive control laws can be successfully applied is determined.

4 Conclusion

A characterization of a class of nonlinear control systems that results first in a well-posed and then in an asymptotically/exponentially RC scheme is presented. The problem has been tackled by decomposing the closed-loop system in the interconnection of a port-Hamiltonian boundary control system and of a finite-dimensional nonlinear system. Future activities are devoted to extend the class of nonlinear systems that result in a stable RC scheme.
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The physics at micro- and nano-scale is fundamentally different from that at macro-scale. Whereas on a macro scale it is normally assumed that there is a local stress strain relation, in nanorods this is no longer the case, and we find nonlocal models like, \[ \sigma_{xx} - \mu \frac{d^2 \sigma_{xx}}{dx^2} = E \varepsilon_{xx} \]
with \( \mu \geq 0 \). Using this, the model for a one-dimensional nanorod with distributed axial force \( F = a^2 w \) becomes
\[
a^2 w + \rho \frac{\partial^2 w}{\partial t^2} - \mu \frac{\partial^2}{\partial x^2} \left( a^2 w + \rho \frac{\partial^2 w}{\partial t^2} \right) = E \frac{\partial^2 w}{\partial x^2},
\]
where \( w \) is the displacement in the \( x \)-direction, \( \rho \) the mass density, and \( E \) the elastic modulus. For \( \mu = 0 \) this is a standard wave equation. Like the standard wave equation, the above partial differential equation can be written as a port-Hamiltonian system. However, the standard formulation cannot be used for this. We show that for \( z^T = ( w \quad \rho \frac{\partial w}{\partial t} \quad Qw ) \) the above partial differential equation can be written as
\[
\dot{z}(t) = P_1 Q \mathcal{H} z(t) + P_0 \mathcal{H} z(t),
\]
with
\[
P_1 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -Q' \\ 0 & Q & 0 \end{pmatrix}, \quad P_0 = \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}
\]
and
\[
\mathcal{H} = \begin{pmatrix} a^2 & 0 & 0 \\ 0 & -\rho^{-1} & 0 \\ 0 & 0 & E \end{pmatrix}.
\]
Here the formulation resembles that of standard Hamiltonian systems as can be found in [1] and [2], but is different, since it does not use the standard derivative. Nevertheless, similarly as in the above mentioned papers we can also characterise all boundary conditions such the semigroup associated to the above partial differential equation is a contraction semigroup. We remark that for \( \mu > 0 \) the infinitesimal generator is bounded, which in particular implies that the eigenvalues/poles lie in a bounded region.
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1 Introduction
In many multi-physics phenomenon, the mutual effects of thermal energy on fluids and vice-versa play a key role when their physical interaction is allowed. Such coupled phenomena are typically called thermo-fluidic processes. These thermo-fluidic processes can be observed in numerous engineering applications. For example, in the commercial printing and packaging industries, the drying of paper, cardboard, wood, etc., typically involve heat and moisture diffusion through composite materials [1]. There are two salient features in all these applications, namely, a) coupled interaction of multiple quantities and b) simultaneous interaction of various components in a spatially distributed structure.
In order to predict, optimize and control these thermo-fluidic processes, in this presentation, we develop a generic mathematical framework which can describe such infinite dimensional continuum dynamics with mathematical models of lower complexity. Moreover, we propose an open loop control strategy to steer such thermo-fluidic processes from arbitrary state to a desired state within a finite time.

2 Modeling Framework
We consider the spatial interconnection of multiple thermo-fluidic processes as a network of systems under a topological structure. A finite graph $\mathcal{G}$ describes such network with a set of nodes $\mathcal{N}$ and edges $\mathcal{E}$
$$\mathcal{G} = (\mathcal{N}, \mathcal{E}).$$
Each element in $\mathcal{N} = \{N_1, \ldots, N_M\}$ describes a specific thermo-fluidic processes. The elements in $\mathcal{E} = \{E_{i,j}\}$ describes the interconnection between two adjacent nodes ($N_i$ and $N_j$) defined on the their common boundary. Figure 1 illustrates an example topology of a set of thermo-fluidic processes in spatially interconnected structure. At each node $N_i$ we describe the continuum processes in terms of spatio-temporal variable $z_i(s,t)$ using the following infinite dimensional setting:
$$E_i \frac{\partial z_i}{\partial t} = A_i z_i + B_i^{int} q_i^{int}.$$  (2)
The interaction with the external environment is modeled by mixed non-homogeneous boundary conditions with external boundary input $q_i^{ext}$:
$$H_i^{ext} z_i = B_i^{ext} q_i^{ext}.$$  (3)

Figure 1: Topological schematic of thermo-fluidic processes in cascade structure.

We artificially impose boundary conditions to preserve the net flux among interconnected nodes as
$$P_{i,j}^{f} \left[ z_i \right] = 0.$$  (4)

3 Model Order Reduction
The approximated solution of $z_i$ in the above network can be given as a partial sum $z_i(s,t) \approx \sum_{m=1}^{R} \Phi_{i,m}(s) \Theta_{i,m}(t)$ for a particular truncated order $R$. In this presentation, we compare and demonstrate the approximation results of such low order models that are inferred from different choices of basis functions $\{\Phi_{i,m}(s)\}$ and $\{\Theta_{i,m}(t)\}$.

4 Open-loop Trajectory Planning
Apart from computationally fast model, the problem of trajectory planning, i.e., the design of an open-loop control in order to realize a finite time transition between an initial and a final state along a prescribed trajectory is crucial for numerous application. In this presentation we also provide a systematic parametrization of input that explicitly provides regular open-loop controls achieving these desired trajectories[2].
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Populations of living cells commonly display phenotypic cell-to-cell variability. This heterogeneity is presumed to cause reduced product yields and process instabilities in biomanufacturing [1]. Monitoring and controlling the heterogeneity is therefore crucial.

![Diagram](image)

Experimental data of heterogeneous cell populations is available through high-throughput single cell measurements (e.g. flow cytometry) in the form of population snapshot data [2]. This experimental setup does not provide single cell time series data but information on a representative sample from the population at discrete time points, which can be represented by density distributions with respect to the measured cellular properties. Moreover, technical and financial restrictions prevent the measurement of all intracellular states. For example, the cell size might be available through measurements, while the growth rate is not. To reconstruct the full heterogeneity, model-based online state estimation methods are required. These methods continuously combine measurements and model predictions (see Figure).

Population balance modeling [4] describes cell heterogeneity through a time-dependent cell number density function \( n(t, x) \) (NDF) over the internal cell states \( x \). In basic cases the population balance equation (PBE) is of the form

\[
\frac{\partial n}{\partial t}(t, x) + \text{div}(n(t, x)f(x)) = 0.
\]

Here, the single cell model \( f(x) \) is a vector field describing the dynamics of the individual cellular properties. In this work we only consider short time horizons and therefore neglect population dynamics such as cell division and death. Taking these phenomena into account results in a non-zero right hand side.

In past studies, the implementation of state estimation techniques like Kalman or particle filters [5] for population balance models has been done with large dimensional systems of ordinary differential equations resulting from the discretization of the PBEs [3]. In that approach, the computational load increases exponentially with the model dimension, rendering it infeasible for high-dimensional PBEs, which often result from cell population modeling. Motivated by this, we introduce a so-called characteristics-based observer that uses sample-based approximations of the NDF, compared to the finite-dimensional approximations used in the discretization-based designs. Sample cells are propagated with the easy to handle single cell model \( f(x) \). To give an estimate for the NDF, we employ a Gaussian mixture distribution to approximate the sample distribution. Measured and estimated distribution are combined through regularized resampling of a new set of samples.

For a one and two-dimensional benchmark problem, we compared a discretization-based particle filter and our proposed characteristics-based observer. We were able to show that our approach is more accurate in reconstructing the NDF and less computational demanding, especially for the two-dimensional PBE. For a three-dimensional PBE describing gene expression, we demonstrated that our approach is able to reconstruct the full three-dimensional NDF from two-dimensional measurements.
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We consider multi-physics systems, a class of systems described by conservation laws where the state depends on both time and space [1]. Modeling for this class of distributed parameter systems is based on classical irreversible thermodynamics [2]. Recent developments extended classical modeling formulation of multi-physic systems to non-equilibrium thermodynamic systems, using geometric representations aiming at improving modeling, analysis, and (feedback) control design methods for multi-physics systems [1, 3]. Conservative phenomena dynamics are generated by the gradient of an energy functional, through Poisson brackets or Stokes–Dirac structures. Dissipative phenomena dynamics are generated by the gradient of a potential, typically the entropy functional for non-equilibrium thermodynamic systems, through dissipative structures. As the representation for a given multi-physics system is not unique, an entropy functional can be formulated by characterizing a measure of dissipation along the system evolution with respect to time. An entropy balance equation can be derived for multi-physic systems within the above framework using the Gibbs relation [2]. The second law of thermodynamics constrains the irreversible entropy production to be positive along the evolution of the system. The entropy production term is usually used to define the phenomenological relations characterizing transport phenomena within the system. This is achieved, classically, using Onsager’s linear transport theory, where the transport matrix, relating forces and fluxes, is positive semi-definite. The irreversible entropy source term coupled with Onsager linear transport theory can be used as a Lyapunov functional candidate to prove stability of closed non-equilibrium systems [2]. This approach is investigated in this contribution.

In this presentation, we study stability and passivity conditions for closed and open multi-physic systems. Following the application of classical results on stability of irreversible thermodynamics applied to multi-physics closed systems, the approach is extended to passivity of multi-physic open systems by introducing time-varying boundary variables. The stability and passivity proofs are constructed by considering geometric properties of both the model and Onsager linear transport theory [4]. The proposed method is successfully applied to burning plasmas in Tokamak in a recent contribution [5]. For clarity of this presentation, heat diffusion in 1D is first considered. Then, a system of coupled conservation laws is investigated: the Saint-Venant equations describing the propagation of water in open channels.
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1 Introduction

Linear dynamic networks are typically described in either a state-space form or a module representation. The question arises under which conditions these representations are equivalent and can be transformed into one another. To be able to appropriately compare the network representations, both descriptions are reformulated in the same framework: the module dynamic network.

2 Module dynamic network

A module dynamic network is a network consisting of interconnections of nodes and excitations through transfer function matrices (or modules). Module dynamic networks allow for self-loops and MIMO modules and hence, they are a generalisation of the module representation in [1]. State-space forms can be formulated as special module dynamic networks, referred to as state-space dynamic networks, where every state variable is a node signal and every module is of the form \( q^{-1} A(j,i) \) or \( q^{-1} B(j,k) \).

3 Zooming out

Module dynamic networks allow to zoom out on the network to exclude more detailed structural information. Zooming out takes place via immersion [1], where node signals are removed from the network by lifting the paths through the nodes. This process can be performed in two ways: in single-path immersion each path is lifted individually resulting in a new module for each path, while in multi-path immersion all paths are lifted together and combined to create a single (multi-variate) module.

As a result, a state-space dynamic network with minimal state-space dimension \( n \) can be transformed by immersion into a general module dynamic network with generic McMillan degree \( \geq n \). Equality holds if and only if the modules in the resulting network have no shared states.

4 Zooming in

Module dynamic networks allow to zoom in on the network to include more detailed structural information. Zooming in takes place via realisation, where nodes (measured states) are added to the network by finding state-space realisations of the modules. Due to the freedom in creating (minimal) realisations of single modules, the resulting module dynamic network is not unique. However, the already existing node signals remain invariant.

As a result, a module dynamic network with generic McMillan degree \( n \) can be transformed by realisation into a state-space dynamic network with state-space dimension \( n \).
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Zooming out is equivalent to viewing the network as the interconnection of sub-networks, where each sub-network consists of several modules. A network can be partitioned into sub-networks by removing all nodes in a certain (boxed) area from the network. Figure 1 shows a module dynamic network with sub-networks \( G_{132} \) and \( G_{45} \). To represent the network in terms of these sub-networks, the red nodes are removed from the network by immersion.

Figure 1: Left: a module dynamic network with modules (blocks) and nodes (circles). Right: the resulting network after removing the red nodes by immersion.
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1 Introduction

Large-scale systems (LSSs) have received an increasing amount of attention in the recent years. Examples of LSSs are water networks, traffic networks, and power networks. Due to the number of elements in LSSs and to their size, LSSs are usually difficult to control. Centralized control strategies are either computationally inefficient or even impossible to implement. Therefore, a common approach is to partition LSSs into several, smaller subsystems, such that a non-centralized control approach can be applied. Partitions are usually aimed at reducing coupling and at balancing the number of elements per subsystem. However, no attention has been devoted to partitioning of time-varying systems, whose structure can change in time. An example of this kind of systems is a power network with electric vehicles, which are elements that move around in the network from one point to another. Because of these changes in the system, it might be necessary to repartition the system when it is subject to a change in its structure. We propose a new partitioning approach for partitioning a specific class of time-varying LSSs. Once the partitioning approach has been applied, a stability analysis is required to guarantee that the system will be stable even when the system and the partition will change in time. We propose a stability analysis based on results from switching systems [1].

2 Partitioning approach

We consider linear time-varying systems of the kind

\[ x(k+1) = A(k)x(k) + B(k)u(k), \]

where \( x \) represents the state vector, \( u \) the input vector, and \( A \) and \( B \) are the state matrix and the input matrix, respectively. Note that these two matrices depend on \( k \) because they are time-varying. Indeed, we consider a system in which the matrices \( A \) and \( B \) can change in time, but they take values from a set of already known matrices. For each \((A,B)\) pair we propose a different partition, so that to each configuration of the system we associate a different partition.

Our partitioning approach is inspired by [2, 3], which present two graph-based multi-step partitioning algorithms. Such a method consists in performing first a global partitioning, which results in an initial partition that is then refined in the second step, called refining step. Differently from [3], we predefine the number of subsystems and like in [2] we implement a negotiation-based iterative refining step.

3 Decentralized control scheme and stability

Once each \((A,B)\) pair has been partitioned, we apply to each subsystem a decentralized state feedback control law of the form

\[ u(k) = -Kx(k), \]

where \( K \) is a gain matrix. Our goal is that each subsystem and the centralized system are asymptotically stable, for each possible \((A,B)\) pair and thus each partition. We achieve this by solving an LMI problem and we obtain a block-diagonal centralized \( K \) matrix, i.e. a local controller is implemented in each subsystem. We then obtain the closed-loop equation for the centralized system

\[ x(k+1) = (A(k) - B(k)K(k))x(k), \]

where \( A(k) - B(k)K(k) \) is the asymptotically stable time-varying closed-loop matrix. After we have found a \( K \) matrix that stabilizes each possible \((A,B)\) pair of the system, we consider an average dwell-time stability scheme [1]. Indeed, due to the time-varying nature of the system under control, guaranteeing stability of each single centralized system is not enough for guaranteeing stability of the overall system. By modeling the centralized system as a switching system and adapting the proof provided in [1], we are able to guarantee exponential stability both of the centralized system and of each single subsystem. We obtain this result under the condition that the average dwell time is higher than a certain lower bound.
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1 Introduction

The study of controllability of networked systems has attracted a lot of attentions in recent years. Most of the research has focused on weak structural controllability and strong structural controllability. A basic assumption in the study of (strong) structural controllability is the independence of the nonzero parameters in the connected matrices in the qualitative class, i.e., the choice of the interconnection weights is completely free. However, in many real-world networks, this assumption is not satisfied, and some links may have identical weights (for example, in undirected graph), or some interconnection weights may be already fixed.

In this presentation, we consider linear time-invariant dynamical networked systems where the interconnections can have identical weights. We consider leader-follower networks, where a subset of the node set is chosen as the set of leaders to which external inputs are applied, and the remaining nodes are called followers. To describe the property that arcs are allowed to have identical weights, we develop a definition of ‘colored graph’. Then the system is called ‘colored strongly structurally controllable’ if the system is controllable for every choice of arc weights in the colored graph. Our aim is to provide graph-theoretic conditions under which the networked system is ‘colored strongly structurally controllable’.

2 Problem Formulation

Let $\mathcal{G} = (V,E)$ be a digraph in which each arc has a color. Arcs having the same color mean that their weights are identical. More concretely, we have a partition $\pi_E = \{E_1,E_2,\cdots,E_k\}$ of the edge set $E$ and all arcs in $E_i$ are assumed to have the same color. We then denote the corresponding ‘colored digraph’ as $\mathcal{G}_\pi = (V(\mathcal{G}),E(\mathcal{G}),\pi_E)$. To describe the family of system matrices associated with $\mathcal{G}_\pi$, we define the ‘colored qualitative class’ as the set of all $A \in \mathbb{C}^{n \times n}$ with the properties that for all $i \neq j$ we have $A_{ij} \neq 0$ if and only if $(j,i) \in E$ and $A_{ij} = A_{ji}$ if there exists $r$ such that $(j,i),(l,k) \in E_r$. Associated with the colored digraph $\mathcal{G}_\pi$ and leader set $V_L \subseteq V$, we then consider the class of systems

$$\dot{x} = Ax + Bu,$$

where $A \in \mathcal{Q}_\pi(\mathcal{G})$ is the system matrix, and $B$ encodes the leader vertices $V_L$. The networked system is called ‘colored strongly structurally controllable’ if $(A,B)$ is controllable for all $A \in \mathcal{Q}_\pi(\mathcal{G})$. For example, the system with graph in Figure 1 is ‘colored strongly structurally controllable’. The goal of this work is to establish graph-theoretic conditions under which $(\mathcal{G}_\pi,V_L)$ is ‘colored strongly structurally controlable’.

3 Results and Current Work

In this presentation we will present two main results. On the one hand, we will provide a sufficient graph-theoretic condition in terms of the concept ‘colored zero forcing set’. More specifically, we first develop a ‘colored color change rule’, and then define the notion of colored zero forcing set based on that rule. In order to obtain this colored color change rule, we study ‘colored bipartitie graphs’. In fact, for colored bipartitie graphs, we establish a necessary and sufficient graph-theoretic condition for the nonsingularity of its associated pattern class. On the other hand, we establish an algebraic condition in terms of ‘generalized balancing set’. We show that every colored zero forcing set is also a generalized balancing set, which means that latter condition is more general.

As our final goal is to establish graph-theoretic conditions, we are currently seeking for a graph-theoretic representation of the latter sufficient condition. Besides, we are also working on developing a necessary and sufficient graph-theoretic condition under which a networked system is colored strongly structurally controllable.
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1 Introduction

The study of large oscillatory networks of identical nonlinear systems is challenging due to the large number of systems and the many possible network structures. Coupling several even globally asymptotically stable systems into a network can result in emergent behavior among which co-existing oscillatory patterns that may be multi-stable. It makes the application of common methods such as the direct Lyapunov method to analyze these phenomena nontrivial. Our goal is to develop a numerically efficient method to analyze the oscillatory behavior occurring in networks. The oscillations appear via a Hopf bifurcation and show sinusoidal-like behavior around a bifurcation point. That allows us to use the describing function method to replace nonlinearities by their linear approximation and then to analyze the system of linear equations by means of the multivariable harmonic balance (MHB) method. The MHB method for networks of specific structure was described by Iwasaki in [1] and here we present an extension of the MHB method to networks with a more general structure and dynamic.

2 Problem statement

The idea is to turn the problem of determining an oscillation profile (frequency ω, amplitudes α, phases φ) into an easily solvable eigenvalue problem rather than doing a dynamical analysis. The network of identical interconnected (sub)system can be described by a dynamical mapping from the input u to the output of interest q:

\[ q_i = f_i(j\omega)u_i, \quad u_i = \sum_{m=1}^{n} \mu_{im}(j\omega)v_m, \quad v_i = \psi_i(q_i), \]

where i = 1,...,n is a number of subsystems, j is the imaginary unit, f_i(j\omega) ∈ C¹ is a frequency response which represents the linear time-invariant part of each subsystem, \( \psi(q_i) \) is the static nonlinear function, q ∈ C^n is the output and \( \mu_{im}(j\omega) \) is a frequency response of connection from \( m^{th} \) system to \( i^{th} \) system. In a vector form, the dynamic can be written

\[ q = \mathcal{M}(j\omega)v, \quad \mathcal{M}(j\omega) = F(j\omega)M(j\omega), \quad v = \Psi(q), \quad F(j\omega) : = f(j\omega)I_n, \quad \Psi : = \psi(q)I_n, \]

where \( M(j\omega) \) is the frequency response matrix of the coupling whose (i,m) entry is \( \mu_{im}(j\omega) \). We use the describing function method to replace the nonlinearities by their linear approximations. With these approximations, the dynamical equations reduce to the MHB equations

\[ (\mathcal{M}(j\omega)\mathcal{K}(\alpha) - I_n)g = 0, \quad g_i := \alpha_i e^{j\phi}, \quad g \in \mathbb{C}^n, \]

where \( \mathcal{K}(\alpha) := k(\alpha)I_n \) is a diagonal matrix of the describing functions. We consider the uniform amplitude case and we are thus looking for \( \alpha_i = \alpha_0 \forall i \).

3 Oscillation profile

As an example we studied a ring network of diffusively coupled identical systems whose dynamic is described in [2]. After some transformations, we arrive at the condition that some matrix of a relatively low order only has imaginary eigenvalues for ±jω, where ω stands for frequency of the oscillations. In other words, k(\alpha), and consequently the amplitude \( \alpha_0 \) and \( \omega \) can be derived from the Hopf bifurcation condition. The last component of the oscillation profile can be determined from some matrix which represents the topology of the network. The phases \( \phi \) are encoded in an eigenvector that corresponds to a maximal eigenvalue of the topology matrix. The maximal eigenvalue is defined to be the eigenvalue with the largest real part. We now have all components of the oscillation profile and can construct the approximation of the output of the network using

\[ q_i(r) \cong \alpha_0 \sin(\omega r + \phi). \]

The uniform amplitude case is fully investigated and the oscillation profile is determined. The MHB method provides a very good approximation of the oscillations around the bifurcation point.
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1 Introduction
In recent years, vibration analysis of nanorod has been considered by many researchers since its wide applications in nano-electro mechanical system (NEMS) [1]. In this paper, stability and controllability of vibration of a nanorod embedded in an elastic medium are investigated using semigroup theory.

2 Problem Formulation
Consider a nanorod in the physical domain determined by thin elastic rod with length $\ell$. Let $\Omega = (0, \ell)$ be a bounded open set in $\mathbb{R}$, $T > 0$ and $D = \Omega \times (0, T)$. The PDE describing the longitudinal vibration of a nanorod which embedded in an elastic medium over domain $D$ can be expressed as follows [2]:

$$
-\varepsilon A \frac{\partial^2}{\partial x^2} u + Ku - (e_0a)^2 K \frac{\partial^2}{\partial x^2} u + (1 - (e_0a)^2 \frac{\partial^2}{\partial x^2}) m \frac{\partial^2}{\partial t^2} u = b(x)f(x,t), \ (x,t) \in D
$$

where $u(x,t)$ is axial displacements, $\varepsilon$ is the modulus of elasticity, $A$ is the cross-sectional area of the nanorods, $K$ is stiffness of elastic medium, $m$ is the mass per unit length, $a$ is an internal characteristic length, $e_0$ is a constant, $b(x)$ represents the shaping function around the control point $x_0$ and $f(t)$ axially distributed external control force. The clamped-clamped boundary conditions are considered as follows

$$
u(0,t) = u(\ell,t) = 0.
$$

As the state space we choose

$$
z = \begin{pmatrix}
z_1 \\
z_2
\end{pmatrix} = \begin{pmatrix}
u \\
\dot{u}
\end{pmatrix} \in H^2(\Omega) \cap H^1_0(\Omega),
$$

with the following inner product

$$
\left\langle \begin{pmatrix} z_1 \\
z_2
\end{pmatrix}, \begin{pmatrix} w_1 \\
w_2
\end{pmatrix} \right\rangle = \int_{\Omega} z_1 w_1 + J(z_2)J(w_2)dx,
$$

where $J = 1 - (e_0a)^2 \frac{\partial^2}{\partial x^2}$.

It can be proved that the operator $J$ is invertible in the space $\mathcal{H} = H^2(\Omega) \cap H^1_0(\Omega)$. Therefore, the abstract form of Eq. (1) is as follows

$$
\dot{z} = Az + Bf = \begin{pmatrix}
\frac{1}{\varepsilon} \frac{\partial^2}{\partial x^2} - K & 1 \\
0 & 0
\end{pmatrix} z + \begin{pmatrix}
b(x)f(t)
\end{pmatrix}
$$

(5)

Lemma 2.1. The set of eigenvalues of matrix $A$ and its corresponding eigenfunctions are as follows respectively:

$$
\lambda = \{\lambda_{\pm n} = \frac{1}{m(1 + (e_0a)^2 \frac{\pi^2}{\ell^2})} \} \in \mathbb{R}
$$

$$
\phi = \{\phi_{\pm n} = \sin \left( \frac{n \pi x}{\ell} \right) \} \in \mathbb{R}
$$

Theorem 2.2. The normalize eigenfunctions of operator $A$ form Riesz basis in $\mathcal{H}$.

Theorem 2.3. The operator $A$ is infinitesimal generator of a $C_0$-semigroup.

Theorem 2.4. Assume that the function $b(x)$ is defined as Ref. [1]. Consider the system (1) with given initial and boundary conditions defined in (2). The system is approximate controllable if and only if the following condition is satisfied

$$
\sin \left( \frac{n \pi x_0}{\ell} \right) \sin \left( \frac{n \pi \varepsilon}{\ell} \right) \neq 0, \ \forall n \in \mathbb{N}
$$

(8)

A comparison between this presentation and [1] concludes that the controllability condition of an axially vibrating nanorod which is embedded in an elastic medium is as same as a nanorod that is not embedded in an elastic medium. Therefore, this physical change of system does not affect the controllability property.
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1 Introduction

The (power) cepstrum of a signal is a technique stemming from the field of homomorphic signal processing [2]. It has several applications, most notably in human speech recognition. The power cepstrum was defined for univariate signals coming from stochastic systems. In this presentation, we will follow an alternative route, and construct scalar cepstrum coefficients to signals coming from Multiple Input Multiple Output (MIMO) systems.

2 SISO cepstrum

The power cepstrum coefficients of a univariate signal \( y(k) \), with \( k \) denoting time, are defined as [2]

\[
    c_y(k) = \mathcal{F}^{-1}(\log \Phi_y(e^{j\omega})),
\]

with \( \Phi_y(e^{j\omega}) = |Y(e^{j\omega})|^2 \) the power spectrum of the signal (and \( Y(e^{j\omega}) \) the Fourier transform of the signal), and \( \mathcal{F}^{-1} \) denoting the inverse Fourier transform operator.

A signal from a stochastic system, given in \( z \)-domain as

\[
    Y(z) = \frac{b(z)}{a(z)} U(z),
\]

with \( U(z) \) describing white noise, \( a(z) \) the pole polynomial with the poles \( \alpha_i \) as roots and \( b(z) \) the pole polynomial with the poles \( \beta_i \) as roots, has cepstrum coefficients

\[
    c_y(k) = \sum_{j=1}^{p} \frac{\alpha_j^{|k|}}{|k|} - \sum_{j=1}^{q} \frac{\beta_j^{|k|}}{|k|}, \quad \forall k \neq 0.
\]

In this sense, the cepstrum is as much a characteristic of the system generating the signal as of the signal itself. Any extension of the cepstrum to MIMO-systems should thus retain this property: it should be interpretable in terms of poles and zeros of the underlying MIMO system.

3 MIMO cepstrum

Traditionally, for MIMO systems, a cepstrum coefficient matrix is constructed, naively following Equation (1). In this presentation, we will follow an alternative route, and construct scalar cepstrum coefficients, which we will show to be interpretable in terms of poles and transmission zeros of the system.

Writing the transfer function of the MIMO system (assumed square to keep notation simple, but an extension to rectangular systems is possible) in its Smith-McMillan form,

\[
    U(z)T(z)V(z) = U(z)\begin{pmatrix}
        \frac{b_1(z)}{a_1(z)} & 0 & \cdots & 0 \\
        0 & \frac{b_2(z)}{a_2(z)} & \cdots & 0 \\
        \vdots & \vdots & \ddots & \vdots \\
        0 & 0 & \cdots & \frac{b_r(z)}{a_r(z)}
    \end{pmatrix}V(z),
\]

with \( U(z) \) and \( V(z) \) unimodular matrices, we can derive an expression that resembles the pole/zero-structure of the SISO cepstrum coefficients. Here the \( a_i(z) \) and \( b_i(z) \) are polynomials with poles and zeros as roots respectively, with \( \{b_i(z), a_i(z)\} \) coprime, \( b_i(z)|b_{i+1}(z) \) and \( a_{i+1}(z)|a_i(z) \).

The determinant of this matrix gives the full zero/pole polynomials, allowing us to construct scalar cepstrum coefficients, interpretable in terms of poles and zeros.

4 Applications

We look at different applications, and investigate for which applications our generalization of the cepstrum works. We will focus on cepstrum-based distance measures [1], but will briefly discuss traditional signal processing applications, stemming from homomorphic signal processing [2].
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1 Introduction

A well known problem of many civil engineering applications are the forces which arise when fluids and structures interact. Of particular interest are the forces related to vortex shedding on bluff bodies. Modelling the displacement-force relationship has proven to be challenging, mainly due to the highly nonlinear nature of the system. In this work the problem is tackled using the polynomial nonlinear state-space model (PNLSS) class. As a result, an accurate simulation model is obtained.

2 Approach

PNLSS (Eq. (1)) is a data driven modelling approach that identifies a parametric nonlinear state-space model [1]:

\[ x(t+1) = Ax(t) + By(t) + E\zeta(x(t),y(t)) \]  
\[ c_y(t) = Cx(t) + Dy(t) + F\eta(x(t),y(t)), \]  

(1a, 1b)

with \( \zeta \) and \( \eta \) containing monomial cross products between the states and the input raised to user defined powers. The input corresponds to the displacement \( y(t) \) while the output is the transverse force coefficient \( c_y(t) \). The procedure can be summarised in the following four steps.

1. **Acquiring data**: The necessary data were obtained using CFD simulations of a 2-dimensional cylinder at \( Re = 100 \). An imposed motion, transverse to the oncoming flow was applied as input.

2. **Initialise the model**: As initialisation the best linear approximation of the system is used [2].

3. **Tuning of the model**: The model is tuned to the data using the Levenberg-Marquardt algorithm, minimising the least-squares cost function,

\[ V = \sum_{i=1}^{N} ||c_y(t) - \hat{c}_y(t)||^2 \]  

(2)

4. Validate the model.

3 Results

The first results were already published in [3]. Using the FAST nonparametric distortion analysis method [2], the nonlinear behaviour was characterised as being odd-nonlinear. This insight was translated in using only odd monomial basis functions of order 3 and 5. As training data a concatenation of swept sine signals, of various amplitude levels, were used. A good fit to the training data is obtained (root-mean-square error of 4%). Validation results are shown in Fig. 1. A mean rms error of 12% was obtained.

4 Conclusion

Using the PNLSS model class we constructed a nonlinear model, able to accurately simulate the forces on an oscillating cylinder in a fluid flow. The model covers a wide range of frequency and amplitude of oscillation.
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Introduction: Linear parameter-varying (LPV) models form a powerful model class to analyze and control nonlinear systems [3]. Identifying an LPV model of a nonlinear system can be challenging due to the difficulty of selecting the scheduling variable(s) a priori, especially in case a first principles based understanding of the system is unavailable.

This abstract presents a systematic LPV embedding approach based on SISO nonlinear fractional representation models [2]. The proposed approach is illustrated on two well-established nonlinear modeling benchmark examples: the Silverbox [4] and the Wiener-Hammerstein [1] benchmark, available through www.nonlinearbenchmark.org.

Approach: A nonlinear system is identified first using a nonlinear block-oriented linear fractional representation (LFR) model [2], see Figure 1. This nonlinear LFR model class is embedded into the LPV model class by a specific factorization approach of the static nonlinear block present in the model. As a result of the factorization an LPV-LFR or an LPV state-space model with an affine dependency results. This approach also facilitates the selection of the scheduling variable from a data-driven perspective. The estimation is not affected by measurement noise on the scheduling variables, which is often left untreated by LPV model identification methods.

Results: The result obtained on the two considered benchmark cases are shown in Figures 2 and 3. A large improvement can be observed by using the embedded LPV model compared to an LTI model, for both cases.
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1 Introduction

In the field of systems and control, a large number of data-driven modelling tools have been proposed. These tools differ not only in the numerical methods used, but also in the structure they impose on the underlying physical phenomena. In fact, very often, the choice of dynamical structure imposed on the physical process governs the numerical methods that can be applied within these tools. Due to the inter-dependence of the dynamical structure of the model to-be-estimate and the numerical methods that are viable in that setting, the idea of a unified framework for dynamical system identification has proved to be elusive. In this submission, a method for encoding well-posed model structures in a tree-based format is proposed. The tree-based encoding method is intended to represent models belonging to a broad range of model classes. It must be stressed that the present submission discusses only the method for encoding model-structures and not the optimization tools can be applied on the tree-based encodings. The latter remains a subject of future research.

2 Tree Adjoining Grammar (TAG)

TAG is tree generating system that was developed for linguistic applications [1]. Although developed for modelling of natural languages, TAG has also been used to express static mathematical models, for example in [2]. Already in the case of static models, one can observe that several classes of mathematical models conform to an underlying syntax. TAGs can be used to capture such a syntax using simple tree structures.

TAGs use two sets of trees - initial trees (I) and auxiliary trees (A) that capture the basic syntax of a well-posed model structure. The trees in sets I and A can be combined using two operations - substitution and adjunction. As an example, consider the case of encoding the structure of Output Error (OE) model class, described by the equation

\[ y(k) = G(q^{-1})u(k) + e(k). \]  

Figure 1 shows the sets of initial trees (I) and auxiliary trees (A) that can be used to construct process model \( G(q^{-1}) \) for any OE model. Figure 2 illustrates the use of the adjunction operator in order to construct OE models in an equivalent tree representation.

3 Remarks

It can be shown that a wide range of functional classes, ranging from FIRs to NARMAX models, can be expressed using TAG, making it a powerful tool to express dynamical models. Future research will be focused on developing numerical tools that can optimize in the space of TAG based trees.
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1 Introduction

The paper deals with the time variations of mechanical and civil structures described by the nonparametric Operational Modal Analysis (OMA) framework. OMA is a special identification technique for estimating the modal properties (e.g., resonance frequencies, damping, mode shapes) of structures based on vibration data collected when the structures are under real operating conditions without having access to the excitation signals. Modelling time-varying (TV) behaviour is important because the unmodelled time variations might lead to instability and structural failures. Contrary to the classical identification frameworks, a further challenge with the OMA framework is that the excitation signal is not known exactly, but it is assumed to be white noise. In this work a nonparametric regularization method \cite{1} is provided to estimate the time-varying output autocorrelation function of vibrating structures and applied to a measurement of wind tunnel testing of an airplane \cite{2}.

2 An example

This section presents an industrial example of the in-line flutter assessment of the wind tunnel testing of a scaled airplane model. The measurement time is 424 sec, the sampling frequency is 500 Hz, the number of data samples is 212000. The segmented window size is 500 samples (which corresponds to 1 sec, 1 Hz resolution). The Mach number is varying between 0.07 and 0.79. An illustration of the measurement setup is given in Fig 1. In this paper, wind tunnel data at various flow conditions are used to validate the approach for tracking the evolution of the resonance frequencies, damping ratios. The results for the classical Short-time Fourier transform (SFT) and the proposed approach are shown in Fig 2. Observe that the proposed method gives a smooth estimate with better SNR. Further details on the measurement procedure can be found in \cite{2}. Exact specifications on the airplane are omitted due to the confidentiality of the industrial project.

3 Summary

In this work a powerful time domain estimation method is developed for LTV systems in OMA setup. This technique is illustrative, flexible, user friendly. With respect to the system dynamics using the proposed method, it is possible 1) to decrease the effect of the disturbing noise 2) eliminate the transient.

Figure 1: The measurement setup is shown. The airflow (wind speed) is varying while the airplanes acceleration is measured in the wind tunnel.

Figure 2: The time-varying output power spectrum estimate of observed system is shown when a) the classical SFT method is considered b) the proposed method is considered.
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1 Introduction

Prediction-error identification methods provide a powerful tool for obtaining consistent system parameter estimates [1]. However, when dealing with large scale interconnected systems, such as the ones arising from biology or power grids, the identification problem becomes more challenging. Given a structure of a network of linear dynamical systems, various prediction error methods are readily operational for identifying these systems, while imposing certain conditions on the network [2].

Among the prediction error methods for computing consistent network modules, we single out the direct and two-stage method for a general network topology [2]. Utilizing one of these methods for the identification of a local transfer function module in the network, typically yields a multiple-input-single-output (MISO) identification problem. More precisely, the singled-out prediction error methods rely on the identification of a MISO network building block, on the basis of measurements of multiple inputs and one, possibly disturbed, output. An example of such a MISO building block with three inputs is shown in Figure 1(a).

Although the prediction error methods for dynamical networks can consistently identify network modules, they require the output signal and all input signals of a MISO identification problem to be available centrally. Central data collection and computation of the network module estimates may not always be desirable due to computational constraints or desired flexibility, analogously to the control of interconnected systems, where distributed or decentralized controllers can be preferable over centralized ones.

Therefore, in this work, we develop a distributed solution for the MISO prediction error identification problem. Due to the simplifying property of yielding output predictors that are linear in the parameters, ARX and FIR model structures serve as a basis for the developed distributed identification method. We distinguish two features in the considered distributed identification method. First, we utilize a so-called recursive least squares (RLS) estimator for the system parameters, i.e., we process the data recursively in time rather than collecting all data and subsequently computing a batch estimator. Second, we distribute the computation of the RLS estimator among the individual systems within the MISO system. Each subsystem computes an estimate of the local parameter vector, which is an appropriate subvector of the full parameter vector, in contrast to the consensus-based distributed RLS estimator [3], wherein one common parameter vector is estimated in each subsystem. Computation of the local RLS estimator is performed via local input and output signal measurements, while communication with other estimators is maintained via scalar-valued signals. The communication yields limited information exchange and a degree of flexibility in case of subsystem dropout.

Simulation results for the system in Figure 1(a), with three third-order FIR subsystems, reveal convergence of the distributed RLS estimator to the same value as its central counterpart, but at a slower rate. Figure 1(b) shows the estimation error of the parameter vector for both the distributed and central RLS method.
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1 Introduction
How well we can confine the heat in a nuclear fusion reactor largely determines its efficiency. Hence, it is important to identify the different transport mechanisms that determine the heat transport including how local heating affects the heat transport.

2 Problem of estimating the heat flux
The (electron) heat transport in fusion devices is generally described by the heat equation in one-dimensional

$$\frac{\partial}{\partial t} (n_e T_e (\rho, t)) = \nabla \rho (-q_e (\rho, t)) + p (\rho, t),$$

(1)

where $T_e (\rho, t)$ is the electron temperature, $\rho$ the normalized radius, $n_e$ the electron density, and $p (\rho, t)$ the heating power density.

The heat flux is crucial in understanding what drives transport. However, as the heat flux cannot be directly measured and it is a time and space dependent quantity, we have to identify it implicitly. The standard approach in identification, inverse problems, and fusion is to pre-define the heat flux dependencies [1]. The two standard forms are

$$q_e = -n_e \chi_e \nabla \rho T_e,$$

(2)

$$q_e = -n_e \chi_e \nabla \rho T_e - n_e V_e T_e.$$  

(3)

Casting the heat flux in a specific dependence allows the estimation of the time invariant quantities $\chi_e$ and $V_e$. However, it also poses a danger as we made an assumption of the heat flux structure in (2) and (3).

3 Heat flux reconstruction
We propose an alternative approach by combining the heat flux reconstruction in [2] and advanced frequency domain signal processing techniques used in system identification to directly estimate the heat flux $q_e$ [3]. The experimental result is shown in Fig. 1.

Fig. 1: Experimentally determined relative heat flux $q_e$ as a consequence of a symmetric block-wave power modulation.

Based on Fig. 1 we can identify different transport properties, e.g., the slope can represent the diffusion coefficient $\chi_e$, see (2) [3].
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1 Introduction

Applications of autonomous motion systems are arising more and more in industry. Examples are driverless cars, fruit-picking robots and automated guided vehicles in an automated warehouse. Computation of a collision free trajectory is essential in such applications. Various techniques to compute motion trajectories that satisfy collision-avoidance constraints have been proposed, including graph-search methods, virtual potential field methods and methods using the concept of velocity obstacles. Recently, optimization-based strategies are becoming more popular. In such strategies, the search for a time, energy... optimal trajectory is formulated as an optimization problem. In order to take into account disturbances and uncertainty in the environment, this optimization problem needs to be solved in real time.

This abstract presents a penalty method algorithm to calculate a trajectory while satisfying collision-avoidance constraints. Through the introduction of penalty parameters, a trade-off is possible between the optimality of the trajectory and the extent to which the obstacle constraints are violated. The resulting optimization problems are solved using a proximal averaged Newton-type method for optimal control (PANOC), as proposed in [1]. In addition, some heuristics are developed for dealing with local optima when the obstacles are non-convex.

2 Methodology

The trajectory computation is formulated as an optimal control problem. Nonlinear vehicle dynamics can be accounted for, and the problem is transformed into a small-scale nonlinear program using single shooting. Box constraints on the inputs can directly be accounted for by PANOC, whereas state constraints can only be included through a penalty. Hence, for our application, the objective of the control problem comprises two parts: a least squares objective in terms of the states and inputs, and a penalty that represents the violation of the obstacle boundaries. This second term is directly related to our formulation of an obstacle as the intersection of a finite number of $m$ strict nonlinear inequalities:

$$O = \{ z \in \mathbb{R}^d : h_i(z) > 0, i \in \mathbb{N}_{[1,m]} \}.$$

The obstacle avoidance constraint can then be written as:

$$\psi_O(z) := \frac{1}{2} \sum_{i=1}^m [h_i(z)]_+^2 = 0.$$

This equality constraint is relaxed into a penalty term in the objective function for every obstacle, $\mu O \psi_O(z)$, where $\mu O$ is the penalty factor. The penalty method consists of solving the problem with higher and higher penalties, until the obstacles are avoided.

3 Results

The effectiveness of this algorithm has been tested for various obstacle configurations and multiple vehicle models using numerical simulations, benchmarking it against state-of-the-art interior point and SQP solvers. Figure 1 shows for example a vehicle with a trailer moving from different starting points to a destination while avoiding a crescent-shaped obstacle.

![Obstacle avoidance](image.png)

Figure 1: Obstacle avoidance of a non-convex obstacle, depicted by the thick green line. The enlarged obstacle (in dotted line) is defined by $O = \{(x,y) : y - x^2 > 0.1 + 0.5 \cdot x^2 - y > 0\}$.
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1 Introduction
Since the past few years, there has been an increased interest in using first-order methods for model predictive control (MPC). In contrast to active-set or interior-point schemes, first-order methods do not require the solution of a linear system at every iteration which makes them the ultimate choice to obtain fast MPC on resource-constrained embedded computing hardware [1]. This work focuses on the proximal gradient method (PGM) and proposes a PGM-based real-time iteration scheme for linear MPC.

2 Linear model predictive control
This work addresses the control of a discrete-time linear time-invariant (LTI) system of the form \( x_{k+1} = Ax_k + Bu_k \). Given an estimate of the current state \( x_k \), a linear MPC controller will compute an input trajectory \( q = \{ q(0), \ldots, q(N-1) \} \) over a time horizon of \( N \) samples by solving an optimal control problem of the form

\[
\min_{q \in \mathcal{Q}(x_k)} V_N(x_k, q) = \frac{1}{2} q^T F q + \frac{1}{2} x_k^T G x_k + q^T H x_k ,
\]

where \( \mathcal{Q}(x_k) \) represents the set of feasible trajectories, including input limitations. An optimal MPC approach would then apply the first sample of the optimal solution \( q^*(x_k) \) to the system, i.e. \( u_k = q^*(x_k, 0) \).

3 Real-time proximal gradient method
The proximal gradient method (PGM) is an extension of the (projected) gradient method and a popular first-order method for linear MPC with simple input constraints. Applied to the OCP (1), the PGM iteratively updates the estimate for \( q \) as

\[
q_k^+ = \Pi_{\mathcal{Q}(x_k)} (q_k - \gamma V_q V_N(x_k, q_k)) ,
\]

with \( \gamma \) the step size and \( \Pi_{\mathcal{Q}(x_k)} (\cdot) \) the projection on \( \mathcal{Q}(x_k) \).

This work proposes an MPC scheme that implements a real-time version of the PGM to solve OCP (1) in receding horizon. This means that only one PGM step (2) is performed per control update in stead of solving (1) to the desired accuracy. The first sample of the resulting input trajectory is applied to the system, i.e. \( u_k = q_k^+ (0) \), and a warm-start for the next update is computed using the current solution \( q_k^+ \).

When applying the real-time PGM scheme to LTI systems with simple input constraints, the resulting control law consists of simple steps involving matrix-vector multiplication, addition and saturation and offers possibilities to obtain fast control rates even on resource-constrained hardware such as PLCs or FPGAs. Closed-loop stability is proven for both the system’s state and the input trajectory, i.e. over the control update the system’s state is attracted to a stable equilibrium while the suboptimal input trajectory is converging towards its optimal value.

4 Numerical example
The closed-loop performance of the real-time PGM is validated on a simulation example considering the control of an active vehicle suspension system based on a 2-DOF quarter-car model. The control objective is chosen to minimize the RMS acceleration of the car body. The resulting body acceleration \( \ddot{z}_b \) and constrained control signal \( u \) are represented in Figure 1 when a bump road disturbance \( z_o \) is applied to the quarter-car system. The red dashed lines indicate the response using an optimal MPC approach. While the optimal MPC executes on average 100 PGM iterations during a control cycle, the real-time PGM only executes one iteration while the relative deviation in RMS body acceleration is limited to 0.04. One could thus conclude that the real-time PGM forms a computational cheap alternative for an optimal MPC approach with little loss in performance.
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1 Introduction

There are many industries that have to deal with multivariable systems that show complex dynamic behaviour. $\mathcal{H}_\infty$ control design is able to deal with such systems, but there is often a need to determine the optimal set of sensors and actuators. It is clear that the best closed-loop performance is achieved by using all the possible available sensors and actuators. However, economically, it may be beneficial to install only a subset of sensors and actuators provided that the reduction of performance is acceptable.

The optimal selection of sensors and actuators is a combinatorial problem that requires a broad search which becomes complex if the problem is combined with $\mathcal{H}_\infty$ control design. In this work, we present a branch and bound (BNB) approach to solve this optimization problem.

2 Problem Formulation

Here, we want to select $k$ sensors out of the available $n_s$ sensors and $l$ actuators out of the available $n_a$ actuators. In order to define whether the respective sensor or actuator is selected or not, boolean decision variables $s_i, a_j \in \{0,1\}$ are assigned to each possible sensor and actuator respectively, with $i = \{1..n_s\}$ and $j = \{1..n_a\}$. With these decision variables, the $\mathcal{H}_\infty$ control design problem combined with the optimal selection of $k$ sensors and $l$ actuators can be transformed into the following Mixed Boolean Semi-Definite Programming (MBSDP) problem

\[
\begin{align*}
\text{minimize: } & \gamma \\
\text{subject to: } & L\text{MIs } < 0, \begin{bmatrix} \mathcal{T} & s \end{bmatrix} = k, \begin{bmatrix} \mathcal{T} & a \end{bmatrix} = l, \end{align*}
\]

where $\|\mathcal{T}\|_\infty < \gamma$. $\mathcal{T}$ is the closed-loop transfer function in the $\mathcal{H}_\infty$ control design, LMI represents the Linear Matrix Inequalities (LMI) of this control design and $I$ is the vector with all entries one.

Optimizing the column sparsity of the controller input matrix optimizes the number of sensors while optimizing the row sparsity of the controller output matrix optimizes the number of actuators. The sparsity of a matrix can be imposed by using Big-M reformulations of these matrices with suitable bounds [1] and introducing them in the MBSDP problem. The algorithm used to solve this problem is the BNB algorithm from YALMIP [2] for MATLAB.

3 Case Study

The case study that is considered here to validate this approach is a linearized 8th order model with 4 actuators and 7 sensors of a multi-purpose helicopter from [3]. Here, we focus on optimal selection of sensors 5 to 7, that is, the first 4 sensors and the 4 actuators are considered in all control designs. The first 4 sensors are used to track given references. Table 1 summarizes the achieved results.

Table 1: Achieved performance with the desired optimal number of sensors for the helicopter model

| Sensors | Actuators | $\gamma$ | $\gamma_0$ |
|---------|-----------|----------|------------|
| all     | all       | -        | 2.421877   |
| \{5,6\} | all       | 2.435514 | 2.435487   |
| \{6\}   | all       | 2.454425 | 2.454632   |

With $k = 2$, the approach suggests to select the 5th and 6th sensors with $\gamma = 2.435514$ as seen in Table 1. Here, $\gamma_0$ represents the closed-loop performance if the $\mathcal{H}_\infty$ control design is solved without the last sensor. It is observed that the developed approach provides the global solution. Similarly, with $k = 1$, the approach suggests to select the 6th sensor. A full search confirms that these optimal selections provide the minimum performance.
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1 Introduction

The optimal location and orientation of different sensors in a target environment is an important design problem as it impacts the performance and cost of the network. For collision avoidance in dynamic environments, sensor planning needs to account for uncertain, dynamic occlusions to efficiently detect potential collision scenarios. Dynamic occlusions, caused by mobile objects such as humans or other robots, cause random loss of object capture and are problematic since their inherent nature is unpredictable [1].

The majority of existing research employs a probabilistic framework to deal with dynamic occlusions [2], where the probability distribution function (PDF) of positions of dynamic occluders around the workspace becomes the defining factor in sensor placement. Previous works either assume that PDF is known a priori or is approximated from measured historical data. These assumptions prove to be highly detrimental in critical applications like collision avoidance.

2 Proposed Solution

The present work proposes a worst-case optimization approach (Minimax) for determining optimal sensor configurations. Minimax optimization presents the advantage of being independent of a PDF [3]. Moreover, a bound on the performance of the sensor configuration is obtained. The optimal configuration guarantees a certain visibility of the robotic workspace regardless of occluder locations.

Given a robotic workspace \( \mathcal{W} \), an optimal sensor configuration \( S^*_{\text{minimax}} \) is determined by considering occluder positions \( \mathcal{O} \) that potentially try to maximize the occluded robotic workspace \( NV \), i.e., worst-case occluder scenarios.

\[
S^*_{\text{minimax}} = \arg \min_S \max_{\mathcal{O}} NV(\mathcal{O}, S)
\]

3 Evaluation and Results

The optimization problem (1) is evaluated for \( n_s = 4 \) sensors by considering a robotic manipulator (green) and \( n_o = 2 \) dynamic occluders (Figure 1). The occluders \( O_1 \) and \( O_2 \) form different occluder configurations \( \mathcal{O} \) depending on their locations. The non-visible volume \( NV \) related to the optimal solution \( S^* \) (Table 1) is 5.1245% (blue) of the total workspace and is associated with the occluder locations presented in the figure. The occluded volume for any other configuration is guaranteed to be less than 5.1245%.

4 Conclusions

A worst case optimization (Minimax) approach is proposed which generates sensor configurations based on occluder scenarios that cause maximum obstruction of the robotic workspace. The optimal solution is deterministic and provides a guaranteed level of workspace visibility for the sensor configuration. Evaluation of the approach shows the solution to be robust to the impact of dynamic occlusions while providing a guarantee on workspace visibility. Additionally, the results also provide insights to the user on the impact of the worst case situation on workspace visibility.

Table 1: Optimal Sensor Configuration \( S^* \)

| Sensor | \( x \) [m] | \( y \) [m] | \( z \) [m] | \( \theta \) [°] |
|--------|------------|------------|------------|--------------|
| S_1    | 0          | 2.729      | 2.983      | 0            |
| S_2    | 3.408      | 0          | 0.241      | 0            |
| S_3    | 8          | 1.502      | 1.269      | 0            |
| S_4    | 7          | 5          | 2          | 0            |

Figure 1: Worst Case Optimal Placement
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1 Abstract

The theory of risk measures, branching out primarily from the field of stochastic finance and operations research, has gained a lot of attention in the last decade [1]. Roughly speaking, risk measures quantify the right tail of a distribution of a cost, accounting for high effect events that happen with low probability. The average value-at-risk (AV@R) is perhaps the most popular risk measure because of its intuitive interpretation and because of the fact that it is a tight convex approximation of the quantile function.

There exist two widely known approaches to deal with multistage decision making under uncertainty. In the stochastic approach we minimize the expectation of the uncertain cost with respect to a reference probability measure, whereas, in the worst-case approach we minimize the maximum (worst-case) cost. The first approach is naive in assuming a perfect knowledge of the underlying distribution, while the second one is pessimistic and disregards any probabilistic information which is typically available. The risk-averse approach seeks to remedy the shortcomings of the two conventional approaches by using risk measures. These allow to interpolate between these two optimal control paradigms. The resulting optimal control problems are termed “risk averse” because they lead to decisions which are less sensitive to high-effect low-probability events. Additional constraints on the risk of a random function may also be imposed, often as surrogates of intractable probabilistic constraints. Overall, in multistage risk-averse formulations, the cost function is the composition of several (typically nonsmooth) mappings, yielding numerically challenging optimization problems.

In our previous work [2] we showed how to decompose problems involving nested risk mappings of the AV@R type by exploiting their special structure. However, this approach does not extend directly to other risk measures. Here we propose appropriate decompositions for multistage risk-averse risk-constrained optimal control problems with general risk measures (such as general polytopic risk measures, the entropic value-at-risk and more).

In this work we formulate the risk constraints as feasibility problems by means of the epigraph of the underlying risk measure. The same idea naturally extends to the decomposition of nested conditional risk mappings. We demonstrate that this approach is computationally tractable and the resulting problems can be solved efficiently in the convex case, typically leading to well-structured conic optimization problems. The proposed scheme allows the efficient solution of large-scale risk-averse risk-constrained optimal problems.

Moreover, we discuss different types or risk constraints. The most straightforward one is to have stage-wise constraints on the risk of a random function at each time instant. Another very interesting possibility is to have nested risk constraints, which take into the account the temporal dimension of the problem, i.e., how the probability distribution at a certain time instant is produced and how uncertainty propagates in time. This new approach is more conservative, yet more suitable for multistage optimal control problems as we demonstrate with a few examples. The above reformulations apply in all these cases deeming risk-averse problems suitable for control applications.
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Introduction

The study of optimal control of constrained linear systems is one with a large number of differing approaches and methods. Most of these are either specific to a given application or use iterative methods to solve the problem. This allows computers to solve the problems, but usually gives little insight onto the mathematical structures involved. Similar to the differences between geometric control theory and the (sometimes) ad-hoc or situational feedback design, the aim is to construct theory for solving optimal control problems over classes of differential inclusions. These can be specified to solve constrained linear problems.

The problem

We consider the primal problem of minimizing:

\[ \frac{1}{2} \int_0^T (x(t))^T Q (x(t)) dt, \]  \hspace{1cm} (1)

where \( Q \) is positive definite, making the integrand strictly convex, and where \( x(t) \) is an absolutely continuous arc, with \( x \in L^2 \), subject to:

\[ x(0) = x_0, \quad \dot{x}(t) \in H(x(t)) \text{ for almost all } t. \]  \hspace{1cm} (2)

Where \( H \) is some set-valued map: A map between \( \mathbb{R}^n \) and its power set. Informally, \( G \) maps a point to a set of possible derivatives. We will assume that the graph of \( H \), the set \( \{(x, y) \mid y \in H(x)\} \), is closed and convex.

In fact, this forms a direct generalization of constrained optimal control, the problem of minimizing 1 subject to dynamics given by:

\[ x(0) = x_0, \quad \dot{x} = Ax + Bu, \quad y = Cx + Du \in Y. \]

Where \( Y \) is a closed convex set. This framework admits input, output and state constraints, and can be shown to take the form of our considered problem by taking:

\[ H(x) = \{Ax + Bu \mid Cx + Du \in Y\} \]

which is closed and convex but not necessarily non-empty for each \( x \). Therefore our problem generalizes this more familiar problem.

Methods

We use the framework of generalized problems of Bolza, introduced by R.T. Rockafellar [1], to give a duality result connecting the optimality of this problem to that of a dual problem. This dual problem is not necessarily a simpler problem, but is given in terms of convex conjugates. This allows us to use Fenchel’s inequality to prove that the optimal values of the primal and dual problems sum to 0. Furthermore this gives generalized Euler-Lagrange and Hamiltonian conditions to prove optimality of a pair of primal-dual arcs.

In addition, Rockafellar’s extension [2] of the theory allows us to prove existence of optimal solutions in the case that \( H \) is strict, where strictness is the property that \( H(x) \neq \emptyset \) for all \( x \in \mathbb{R}^n \). However this still gives only proves existence of optimal arcs: These do not necessarily have finite cost. If however the dynamics (2) admit any trajectory for which the minimand (1) is finite, this found optimal value is as well. The strictness assumption helps for these proofs, but in practise this is very restrictive. For example, it stops state constraints from being considered, and thus we are interested in non-strict dynamics.

Using the Moreau-Yosida approximation [3] (or most books on differential inclusions, e.g. [4]) we can approximate, or regularize, our problem to one that does satisfy the conditions of [2]. This means that the regularized problems attain their respective optimal values. Furthermore, the differentiability of the approximations simplifies the generalized Euler-Lagrange conditions.

What rests is proving that the limit of the solutions of the regularized problems exists, is absolutely continuous and is the optimal value for the primal problem.
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1 Introduction

The current trend in autonomous driving makes driver intervention detection of significant importance. With driving automation level 3 (in agreement with the SAE J3036 standard [1]), projected to be realized in 2018, the driver is considered as a fall-back for the vehicle control systems, making driver intervention detection a relevant research topic. Numerous studies investigate driver take-over [2, 5]. However, most of these studies only consider emergency/hazardous situations or vehicle initiated take-over requests. Moreover, the majority of the proposed solutions require additional hardware, e.g. cameras, capacitive sensors on the steering wheel or wearable devices. In this presentation we focus on the detection of driver initiated take-over requests by comparing the plant dynamics with reference dynamics. A driver intervention detection method is presented which does not require additional hardware. Here it is assumed that the vehicle is equipped with both electric power steering and a steering column angle sensor. The detection logic is considered to be the main contribution of this work. The study is limited to autonomous driving, where initially the vehicle is not controlled by the driver.

2 Vehicle model

For this study a single-track vehicle model is used, which is extended with a lumped mass 2-degree of freedom steering system model as used in [3]. The model is parametrized with frequency response measurements covering a frequency range from 1 to 30 Hz. A relevant aspect of the steering system model is that it accounts for driver hands-on/off. More details on the vehicle model, including the differences for driver hands-on/off, are included in the presentation.

3 Detection logic

The detection logic is primarily based on the effect of driver hands-on/off on the steering system dynamics. Such methods are gaining more interest in recent years, e.g. [4]. The main difference between a driver (not) holding the steering wheel is a shift in the anti-resonance frequency (considering the transfer function from the electric power steering motor to the steering column angle). By comparing the steering column dynamics at this anti-resonance frequency with a reference model, driver hands-on/off can be detected. A schematic representation of such a method is shown in Fig. 1, where $d$ is a disturbance and $T_r$ the reference torque of the electric power steering unit. Information from the detection logic is sent to the controller, such that in the event of a take-over the control over the vehicle can be shifted back to the driver. Specific details regarding the detection logic are included in the presentation.
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1 Introduction

Research in vehicle automation aims to solve road congestion issues and mitigate the risk of accidents. Generally speaking we can make the distinction between two classes of automated vehicles. The first being cooperative vehicles, which aim to improve traffic flow by means of communication, and the second being fully autonomous vehicles. These autonomous vehicles typically make use of a trajectory planner, which provides for the vehicle’s trajectory control system. In this work we attempt to include communication of cooperative vehicles into the framework of the trajectory planner of the autonomous vehicle.

2 Path Planner

We adopt the planner framework presented in [1], in which in frenet frame, \( \vec{e}_2 \), (Figure 1) is defined along a reference spatial path. The planning problem then reduces to finding trajectories \( \{ s(t), d(s(t)) \} \) with respect to a reference trajectory, where \( s \) is the curvilinear distance along the reference path, and \( d \), the lateral offset. To minimize jerk, a set of fifth order polynomials, trajectories is generated with discretized terminal conditions at terminal time, \( \tau \), for both coordinates, which are tested for feasibility and collisions. A cost function is then used to select the trajectory that will be executed.

Figure 1: Reference path described by \( X(s) \), and trajectory coordinates \( s(t) \) and \( d(s(t)) \).

3 Communication

We focus on generating the path progression trajectory \( s(t) \). In cooperative vehicles, typically a constant time gap spacing policy is used for the purpose of string stability [2]. This can be used to formulate a terminal constraint for the planned trajectory of \( s(t) \),

\[ s_i(\tau) = s_{i-1}(\tau) - c - h \dot{s}_i(\tau), \tag{1} \]

where \( s_{i-1}(\tau) \) and \( s_i(\tau) \) denote the curvilinear position of the predecessor and host vehicle, \( c \) a standstill distance including vehicle length and \( h \) the time gap. Including V2V communication allows access to the planned trajectories of preceding vehicle \( s_{i-1}(\tau) \). Minimum jerk trajectories for \( s(t), i \in [0, \tau] \) are then generated such that \( s(\tau) = s_i(\tau), \dot{s}(\tau) = \dot{s}_i(\tau) = \dot{s}_{i-1}(\tau) \).

This algorithm is implemented in a simulation environment in which the planner runs online at a frequency of 1Hz. The results for \( s(t) \) are shown in Figure 2. The leading vehicle makes a change in forward velocity using a minimum jerk maneuver. The follower vehicles use spacing policy (1) with the described planning algorithm to generate trajectories. The minimum jerk nature of the trajectories results in an initial deceleration, which amplifies rearward in the string. This result demonstrates that the minimum jerk trajectories cannot be applied directly in the trajectory planner framework of the autonomous vehicle. Instead, the criteria for string stability should be explicitly included in formulating the functions for the longitudinal trajectory \( s(t) \).
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Background

Cooperative Adaptive Cruise Control (CACC) aims to longitudinally control a following vehicle to obtain a certain desired inter-vehicle distance. CACC is known as a possible solution to problems such as increasing pollution and traffic congestion. To enable small inter-vehicle distances, vehicle-to-vehicle communication (V2V) is used. Moreover, string stability is a property which ensures no amplification of disturbances in upstream direction, which is essential for guaranteeing safety. However, V2V is subject to packet losses, which might degrade the string stability properties of a CACC system. To increase robustness against limited packet loss, Model Predictive Control (MPC) is considered as a promising solution, since an obtained prediction can be applied in case a package is lost [1]. However, vehicle platoons are typically heterogeneous, with vehicles having different dynamic properties, which makes employing a model-based control approach, such as MPC, challenging. This work presents an MPC-based control strategy for heterogeneous platoons, that guarantees string stability and warrants confidentiality of the vehicle characteristics.

MPC control approach

Since the states of a vehicle (e.g., distance error) depend on the predecessor’s behavior (e.g., acceleration), the predicted behavior of the predecessor is included in the linear prediction model of the MPC controller. This information is obtained through V2V between successive vehicles. A cost function with the goals of vehicle following, minimizing fuel consumption and ensuring string stability is designed. Furthermore, state constraints are added to this optimization to ensure vehicle constraints and to ensure safety.

Discrete-time string stability

String stability has been studied for continuous-time models of platooning systems [2]. When using MPC control, one typically has a discrete-time controller and plant/prediction model. Therefore, discrete-time string stability properties for the CACC-MPC system have been proposed. Using the assumption that the obtained prediction vector of the predecessor is the same as the actual future behavior of the predecessor, a string stability analysis is conducted. An advantage of this analysis is that it is independent of the predecessors (often unknown) system parameters. Therefore, this approach is particularly suitable for heterogeneous platooning. Figure 1 visualizes the string stability properties of a certain vehicle for different time gaps \( h \) and weighting on the control input in the objective function. This figure shows that the minimal time gap to ensure string stability is strongly decreased compared to traditional linear control [2], which ensures \( L_\infty \) string stability at a minimal time gap of 0.5 s.

Simulation and experimental results

Simulations and experiments are performed to examine the properties of the obtained controller in practice. In simulation, the newly proposed MPC approach showed significant improvements over existing controllers, in terms of vehicle following and string stability properties. In experiments, it was found that the developed MPC approach improves string stability. However, the existing controllers show better performance in terms of error rejection, comfort and fuel efficiency. As such, further research is needed to obtain an optimal balance between these performance criteria for platooning.
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1 Introduction

A Continuously Variable Transmission (CVT) is a type of transmission system that provides smooth shifting and continuous gear ratio values within a certain range. Besides the better driving comfort that it provides, a CVT is also able to operate the engine at its Optimal Operation Line (OOL), therefore increasing the overall energy efficiency of a conventional vehicle [1]. However, there is a tradeoff between tracking the desired gear ratio values and the actuation system losses. Therefore, in the design of a CVT system, both plant and control design parameters must be considered in order to obtain the optimal value between minimizing the losses and maximizing the tracking performance. This research proposed plant and control parameters design strategy of a CVT based on co-design method.

2 Co-design of a CVT System

Co-design is a term that describes a multi-objective optimization method to eventually obtain the optimal design of a system where the control and plant parameters are coupled. A co-design optimization can be formulated mathematically as

\[
\begin{align*}
\min_{x_p, x_c} & \quad J(x_p, x_c, t) \\
\text{s.t.} \quad g(x_p) & \leq 0 \\
\quad h(x_p) & = 0
\end{align*}
\]

where \(x_p\) and \(x_c\) are the plant and control parameters. \(J\) is the cost function to be minimized throughout the process subject to a set of design constraints \(g\) and \(h\). The general scheme of a Co-design process is depicted in Figure 1.

The goal of this research project is to implement a co-design method in order to achieve the optimal design of CVT system. However, a CVT is a non-linear and dynamic system, which can lead to large computation time during the process of design optimization. One of the methods to reduce the computation time in many optimization problem is by using a surrogate model, which can be created using input and output datasets from simulation.

A surrogate model can be used in place of the mathematical model as a function of only the relevant parameters, therefore reducing the complexity of the optimization and the computation time significantly [3]. To build a surrogate model, first the relevant design parameters of the plant for the complete co-design formulation must be determined. Using an appropriate input-output mapping function, a generalized function of the design parameters can be obtained. Finally, a suitable optimization framework is performed on the system, which now consists of a controller and a surrogate model that replaces the complex plant mathematical formulation. The main challenge of this approach in co-design formulation is the accuracy of the surrogate model used throughout the optimization process, as it can have an impact on how the final design results are achieved.
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1 Introduction
Most of the research related to powertrain design focuses on finding the optimal design under given conditions. However, only limited research is focused on the design space around this optimum, which would be interesting in order to determine the robustness of the optimum found. This creates insight into the sensitivity of the optimal performance to variations in the design and/or conditions of the vehicle. This is crucial for research into the design of ‘modular’ powertrain components, components designed for multiple vehicle segments.

2 Sensitivity studies
Multiple types of sensitivity studies are available, ranging from one-factor-at-a-time (OAT) to variance based methods. Since the purpose of the use of sensitivity studies here is in the first phase of vehicle design, high computational expenses should be avoided. Therefore, computational inexpensive, but still accurate enough, sensitivity studies are preferred. In this work, discussed in more detail in [1], a sensitivity study based on a two-level factorial design is performed on a hybrid electric heavy-duty truck.

3 Two-level factorial design
The vehicle studied is a parallel hybrid plug-in heavy-duty truck. The vehicles topology is shown in Figure 1. The factors studied are indicated in blue, which are: sizing of the internal combustion engine ($X_1$), electric machine ($X_2$), and battery ($X_3$), and the presence of a WHR system ($X_4$). The objectives studied are: ($f_1$) the fuel savings, ($f_2$) powertrain efficiency, ($f_3$) energy generated by the WHR system, ($f_4$) reduction in total cost of ownership, and ($f_5$) the average torque split.

The research leading to these results has received funding from the European Community’s Horizon 2020 Programme under grant agreement No. 653468 (ECOCHAMPS).

Figure 1: Topology of the vehicle studied [1].

Figure 2: Plots of significant regression model parameters for each of the six objectives studied [1].

The method is based on a two-level factorial design, where for each factor studied two levels are simulated. For each of the objectives a linear regression model is fitted w.r.t to the four factors. A more detailed description of the method can be found in [1]. The significant regression model parameters are plotted in Figure 2.

4 Conclusions
The main conclusions that could be drawn for the vehicle studied using this method, and visible in Figure 2, are:

- Non-optimal vehicle design w.r.t. cost and fuel
- Cost effective WHR system
- Significant coupling between ICE and WHR
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1 Introduction

Traffic congestion on freeways causes many social and economic problems like waste of time and fuel, a greater accident risk, and an increase in pollution. In many cases, the use of dynamic control signals such as ramp metering may be an economical and effective solution.

This paper proposes a new ramp metering control algorithm, Feed-Forward ALINEA (FF-ALINEA), for bottlenecks located both nearby on an on-ramp and further away from it (i.e. more than just a few hundred meters). The formulation of the controller is based on a feed-forward modification of the well-known control algorithm for ramp metering, ALINEA [1]. The feed-forward structure allows to anticipate the future evolution of the bottleneck density in order to avoid or reduce traffic breakdowns.

2 FF-ALINEA

For a given on-ramp, the control law for the implementation of FF-ALINEA is:

\[ r(k+1) = r(k) + K_{FF}(\hat{\rho}(k) - \rho_b(k)) \] (1)

where \( r(k) \) is the ramp metering rate, \( \rho_b(k) \) is the density measurement collected at a bottleneck downstream of the controlled on-ramp and \( K_{FF} \) is a positive parameter. Unlike ALINEA, the computation of the density set-point \( \hat{\rho}(k) \) is time-varying:

\[ \hat{\rho}(k) = \rho_{b,c} - \max \left( \frac{L_A}{\lambda_bL_b\hat{v}_\lambda(k)}(Q_{ib}(k) - C_b), 0 \right) \] (2)

where \( L_b, L_A, and \lambda_b \) are parameters that are based on the network topology, \( \rho_{b,c} \) and \( C_b \) are the critical density and the capacity of the bottleneck, and \( Q_{ib}(k) \) and \( \hat{v}_\lambda(k) \) are the flow entering the bottleneck and the mean speed upstream the bottleneck during during a considered period \( T_A \). Note that \( Q_{ib}(k) \) and \( \hat{v}_\lambda(k) \) have to be estimated on-line using measurements available from detectors located upstream of the bottleneck.

The main advantage of FF-ALINEA, compared with previously proposed controllers such as ALINEA and PI-ALINEA [2], is that the proposed controller is able to activate ramp metering before the bottleneck is congested in case the flow arriving to the bottleneck is higher than its capacity.

3 Case study

The proposed controller is tested, for a simple network that includes one on-ramp located upstream (7 kms) of a bottleneck and using the macroscopic traffic flow model METANET [3], for 9 scenarios and the results are compared with the ones obtained with ALINEA, PI-ALINEA, and with an optimal controller. The simulations show that FF-ALINEA is able to approach the optimal behavior, thereby outperforming ALINEA and PI-ALINEA. Moreover, the results indicate that FF-ALINEA is quite robust in cases where different demands are considered, there is a limited number of available detectors, or there are errors in the estimation of the capacity and/or the critical density of the bottleneck.
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1 Introduction

During the voyage of the ship, disturbance from the sea is changeable and frequent, and the ship operation mode is also changeable. So it is needed to have good control for steam/water loop in large scale ships [1]. Due to the strong interaction and complexity existing in the steam/water loop in large scale ships, there is few study about the control for whole system, and most study is about the control for single sub-loop in this system. In this paper, a robust proportional-integral-derivative (PID) autotuning method [2] is presented and applied to the system. Based on single sine tests for every sub-loop in the steam/water loop, the controller is obtained during which the user-defined robustness margins guaranteed. Its performance is compared against other PID autotuners, and results show its superiority.

2 System Description and Methodology

The steam/water loop works as follows. Firstly, the feed water is supplied into the boiler after heated in the economizer. Secondly, due to the higher density of the feed water, it will flow into the mud drum. Then, after heated in risers under the burning of the fuel, the feed water turn into saturated mixture of water and steam. Thirdly, the steam is separated from the mixture and used in steam turbine. Finally, the used steam will be condensed, deoxygenated and pumped to the boiler once again [3]. The main control problems existing in this system include the following aspects, i) drum water level control; ii) condensate and deaerator water level control loop; iii) deaerator and exhaust pipe pressure control.

The purpose of KC autotuner is to move a point B on the Nyquist curve of process $P(j\omega)$ to another point A on the Nyquist curve of the loop $L(j\omega)=P(j\omega)C(j\omega)$ through the PID controller indicated by $C(j\omega)$. Hence, the system can have a good dynamic characteristic. The tuning procedure is summarized as follows. i) Select a frequency $\omega$; ii) Perform sine tests at frequency on the steam/water sub-loops; iii) Define a forbidden region for robustness in the Nyquist plane according to the loop modulus margin; iv) For each point on the region border, calculate PID controller; v) Find the point where the loop $L(j\omega)$ is tangent to the forbidden region; vi) The PID controller from step v) are final.

In order to validate the performance of the proposed method, other PID autotuners such as Åström-Hägglund (AH), Phase Margin (PM) and Kaiser-Rajka (KR) are designed. According to the results shown in Figure 1, the steam/water loop obtained an ideal performance in tracking of system commands, and the proposed autotuning method obtains better results in all sub-loops.

Figure 1: System outputs with different PID controllers
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1 Introduction

Distance-based formation control problems have been investigated in the past decade under the setup where the target formation is specified by inter-agent distances, and each agent can measure relative positions or pure distances with respect to its neighbors. Instead of distances, this study investigates the angle-based formation control problem which is motivated by the fact that angle measurements are usually cheaper, more reliable and accessible than relative position or distance measurements. Angle information can be easily obtained by the full-range radar or vision-based camera. In this study, for triangular formations, the formation control algorithm using only angle information is designed to achieve the desired triangle shape.

2 Problem formulation

For a triangular formation in the plane consisting of agent 1, 2 and 3, the motion dynamics of an agent \( i \) are governed by

\[
p_i = v_i \begin{bmatrix} \cos \beta_i \\ \sin \beta_i \end{bmatrix}, i = 1, \ldots, 3
\]

where \( p_i = [x_i, y_i]^T \in \mathbb{R}^2 \), and both \( v_i \) and \( \beta_i \) are the control inputs to be determined. The heading \( \beta_i \) is defined counter-clockwise from agent \( i \)'s local \( x_i \)-direction and always takes a value from \((-\pi, \pi]\).

Agent \( i \) measures only the bearing \( \phi_j \in (-\pi, \pi], \forall j \in N_i \) counter-clockwise from its local \( x_i \)-direction to agent \( j \), in which \( N_i \) denotes the set of the neighbors of agent \( i \). \( \alpha_i \) is subtended at agent \( i \) by two lines passing through respectively the positions of the two agents in \( N_i \). Then, one can get

\[
\alpha_i = \begin{cases} 
\theta_j, & \text{if } \theta_j \leq \pi \\
2\pi - \theta_j, & \text{otherwise}
\end{cases}
\]

with \( \alpha_i \in [0, \pi] \), and \( \theta_j = |\phi_i(i+1) - \phi_i(i-1)| \in [0, 2\pi] \) is the angle measured counter-clockwise from the min(\( \phi_i(i+1), \phi_i(i-1) \)) to max(\( \phi_i(i+1), \phi_i(i-1) \)) in agent \( i \)'s local coordinate frame.

In this study, we aim to achieve the triangular formation control, i.e.,

\[
\lim_{t \to \infty} (\alpha_i - \alpha^*_i) = 0, \forall i = 1, 2, 3
\]

where \( \alpha^*_i \) is the desired angle of agent \( i \).

3 Main result

Note that for each agent \( i \), the angle becomes larger when it moves towards the inside of the triangle and smaller when it moves towards the outside of the triangle along the bisection of \( \angle(i-1)i(i+1) \). Thus, we can design the formation control algorithm using only angle information

\[
v_i = -k_i \frac{\alpha_i - \alpha^*_i}{\sin(\alpha_i/2)}, i = 1, 2, 3
\]

\[
\beta_i = \begin{cases} 
\alpha_i/2 + \min(\phi_i(i+1), \phi_i(i-1)), & \text{if } \theta_i \leq \pi \\
\alpha_i/2 + \max(\phi_i(i+1), \phi_i(i-1)), & \text{if } \theta_i > \pi
\end{cases}
\]

where \( k_i \) is a positive constant.

4 Simulation example

To illustrate the effectiveness of the proposed formation control algorithm, we use Matlab/Simulink software to simulate the formation system.

![Figure 1: The moving trajectory of three agents.](image1)

![Figure 2: The relative angle errors of three agents.](image2)

5 Conclusion

In this study, we use the inside-increasing and outside-decreasing moving strategy for each agent to realize the triangular formation control using only angle information.
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1 Introduction

In the present work, we consider the problem of moving a group of 2-D mobile robots towards a desired position while maintaining a 2-D formation and avoiding obstacles during the transition period. The problem is motivated by the possible application of mobile robots in smart manufacturing or logistic systems where low-cost mobile robots can be deployed to collaboratively carrying out tasks as a group while guaranteeing safety of the whole group. In literature, the problem of formation control and obstacle avoidance has been studied, among many others, in [1, 2] where a decentralized controller is designed based on the use of a navigation function. In this work, we propose a new decentralized controller for solving reaching formation and avoiding obstacles where we have used a separation principle, i.e., the formation control and the obstacle avoidance control are designed independent of each other and they are linearly combined. The group motion control is still centralized and based on the centroid of the formation.

2 Systems description and problem formulation

We consider a group of mobile agents in $\mathbb{R}^2$ where each agent is modeled as a single integrator, $p_i = u_i$, $i = 1, \ldots, N$, with $p_i$ and $u_i$ denoting respectively the position and the controlled velocity of agent $i$. A global coordinator is present which, based on the positions of the individual agents, can calculate the formation centroid and as such provide to the agents instructions on how to move towards a desired position for the centroid. Without loss of generality, we take the origin as the formation centroid’s desired position. The agent’s interaction is modeled as a connected undirected graph. The neighbors of agent $i$ are the agents $j$ with whom agent $i$ has a direct link with. We consider static circular obstacles with center $p_{\text{obs}}$ and radius $R_{\text{obs}}$. The obstacles are fixed regions in the plane.

3 The safe formation-motion control design

For each of the subtasks for the group and agents (maintaining formation, obstacle avoidance and group motion control), the control law for each agent $i$ will be of the following form $u_i = u_{\text{form}} + u_{\text{group}} + u_{\text{obs}}$, where $u_{\text{form}}$ is the standard relative-position based formation control law given by $u_{\text{form}} = k_f \sum_{j \in N_i} w_{ij} \left( p_j - p_i \right)$, where $k_f$ is the formation gain, $w_{ij}$ the weight of the interaction and $\left( z_{ij}^* \right)$ is the desired relative displacement between agent $i$ and its neighbor $j$. The centralized motion controller is a proportional-integral controller given by

$$ u_{\text{group}} = -k_{\text{group}} p_{\text{cen}} - k_{\text{group}} \gamma, \quad \gamma = p_{\text{cen}} $$

where $k_{\text{group}} > 0$ and $k_{\text{group}} > 0$ are the proportional and integral gain, respectively, $p_{\text{cen}}$ is the formation centroid and $\gamma$ is the integrator state. For the obstacle avoidance control, we introduce a virtual state $\zeta_i$ for each agent which satisfies

$$ u_{\text{obs}} = \zeta_i, \quad \dot{\zeta}_i = -k_{\text{vir}} \sum_{j \in N_i} w_{ij} \left( z_j - z_i \right) + u_i $$

where

$$ u_i = \begin{cases} 0 & \text{if } \|p_i - p_s\| > R_{\text{safe}} + \epsilon \\ -k_{\text{vir}} \zeta_i & \text{if } R_{\text{safe}} < \|p_i - p_s\| < R_{\text{safe}} + \epsilon \\ -k_{\text{vir}} \frac{p_i - p_s}{\|p_i - p_s\|^2} & \text{if } \|p_i - p_s\| < R_{\text{safe}} \end{cases} $$

The idea for the state variable $\zeta_i$ is to allow the diffusion of the obstacle control action from the agent $i$, which is in close vicinity to the obstacle boundary (given by the term $\|p_i - p_s\|$), to the other agents. The constants $R_{\text{safe}}$ and $\epsilon$ are distances added to the boundary of the circular obstacle.

4 Simulation results

Figure 1 shows the simulation results of a group of three agents whose centroid has to go to the origin while the group has to maintain a formation and avoid obstacle that is given by a circle.

Figure 1: Simulation result of 3 agent formation transitioning from initial position to the final desired position.
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1 Introduction

A wide range of real world problems can be modeled as Multi Agent Systems (MAS): scheduling problems [1], mobile sensor team cooperation [2], coordination of emergency responders and robots such as RoboCup Rescue. The main challenge of MAS is to coordinate their actions by a distributed process, since centralized coordination would become intractable for large number of agents or variables. In this paper a Distributed Constraint Optimization Problem (DCOP) framework is proposed to represent variables with continuous domains. Additionally, an iterative any-time algorithm based on Distributed Pseudo tree Optimization Procedure (DPOP) is presented.

2 Distributed Constraint Optimization Problems for continuous domains

A DCOP is typically represented as a constraint graph, where nodes represent the variables of the problem, and edges represent a constraint or utility relation between the variables. The agents coordinate their actions by exchanging utility messages between neighbors. Neighbors are defined as agents connected by edges. The utility values represent the difference in cost and benefits of the actions for the individual agents. DCOP defines control variables with finite discrete domains, which limits the use for problems with continuous variables. The continuous domains can be transformed into discrete domains by sampling the domains of the continuous variables with a desired resolution. However, this would result in a rapid growth in the computational complexity to solve the DCOP. The complexity growth is due to the exponentially growth of the size of the search space with respect to the size of the domains and induced width the graph (number of edges of the nodes). Complexity reduction is done by three predominant methods: reducing the induced width of the graph, restricting the number of variables in the messages, limit the growth of the messages by pruning. In this paper a fourth option is explored that restricts the number of samples of the continuous domains.

An iterative algorithm (C-DPOP) is developed to sample the search space effectively based on local optima. After every iteration all agents have determined their actions, which results in an any-time property. The proposed restriction strategy is based on the annealing schedule of simulated annealing. By this, the sampling of the continuous domain is focused around the optimal value (an area with high utility), while the compression of the domain iteratively reduces the exploration (of the area around the found optimum). The compression of the domain is a key part of the algorithm, since it refines the solution after every compression step.

3 Sensor coordination problem

A mobile sensor coordination problem is used to explore the performance and computational requirements of the C-DPOP algorithm in comparison with DPOP. The problem is adapted from [2] where a team of mobile sensors with limited sensing range need to coordinate their positions (starting from random initial positions) in order to minimize the number of unobserved targets in an area. The problem is extended for resource constraint (limited memory and limited computation time) agents that are able to select positions over continuous domains within a two-dimensional plane. Here it was found that C-DPOP achieves a higher utility compared to DPOP with uniform domain sampling. Equal utility could be achieved while using less resources (time, memory) by sampling the parts of the domains more thoroughly in areas of higher utility.
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I. Introduction

In many applications of cyber-physical systems (CPS), control loops are closed over shared communication networks. Designing the controller and the communication protocol separately typically results in a conservative design in terms of closed-loop specifications and in an inefficiency use of communication resources. However, the performance of the control loop is highly affected by the communication quality and the transmission rate of the feedback data. Therefore, a resource-aware design approach should be pursued in order to maximize control performance with respect to the communication resource constraints. Moreover, bandwidth limitations and network deficiencies, such as data drop-out and collision, are some of the main constraints in the existing communication channels. Therefore, designing control and scheduling strategies by taking these constraints into account can highly enhance the control performance.

One of the promising directions to tackle the bandwidth limitation is to replace the time-triggered transmission paradigm with the event-triggered transmission paradigm. In the event-triggering strategy, every network user transmits only when there is a significant change in the value of its data. Moreover, it is fairly well-known that there are some event-triggered strategies which can outperform time-triggered strategies. On the other hand, when applied in the context of shared networks, event-triggered control is more prone to data collisions, as opposed to time-triggered (periodic) strategies, associated with protocols such as time division multiplexing (TDMA). Motivated by this, in this work we consider the effects of data collision on the stability and the performance of the event-triggered controllers. In particular we are interested in understanding if in this setting these can still outperform periodic control.

II. Problem definition

We consider several LTI systems which are physically decoupled. They utilize a shared communication channel to have a sensor-controller communication. This structure is shown in Fig. 1 for illustration. The arbitration mechanism of the communication channel is assumed to be random and based on the slotted ALOHA protocol in which every transmission duration is equal to one slot size. In case two or more schedulers try to transmit in one transmission slot, a collision will occur and none of the colliding data is received successfully which will degrade the performance of the control loops. In this work the goal is to compare the control performance of the decentralized stochastic based triggering policies. More specifically, we want to compare the control performance of the purely stochastic and the state-based stochastic triggering policies as we take into account the effect of the data collision.

Our analysis shows the better control performance of the state-based stochastic triggering policy compared with the one for the purely stochastic triggering policy with the same transmission rate. However, for running the state-based stochastic triggering policy, the scheduler is in need of an acknowledgment from the controller when the data is received successfully. This condition is necessary for keeping the separation property of the controller and the estimator which will result in an optimal LQG controller to be a linear function of the estimated state [1]. Moreover, we come up with the stability criteria for the stochastic based triggering policies when they are sharing a common communication channel operating based on the slotted ALOHA protocol.
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I. ABSTRACT

The issue of formation control for mobile vehicles/robots has become a popular topic in the control community due its wide applications. There are many tasks that a vehicle can not accomplish alone due to limitations in sensors, actuators, costs, etc, thus cooperating as a team enhances the system’s performance. One of the basic missions assigned to mobile vehicles is following a given trajectory [1], [2]. Inspired from the nature, other cooperative activities such as rendezvous and formation can be assigned for multi vehicle systems, MVSs. One of the common activities done by groups in nature is swarming, which is the gathering/traveling of animals in large numbers such as flocking birds or schooling fishes. Swarming can be defined as the coordination of MVSs where interaction between the robots and environment takes place in order to obtain a desired collective behaviour [3], and a specific type of swarming named as formation is defined when the vehicles endeavour to keep a geometric pattern, which is usually defined in advanced. In order for the vehicles to be able to keep the pattern, each agent should have access to its neighbours information. Since MVSs are physical entities with communication and computation capabilities, they are considered as a class of cyber physical systems, hence the possibility of cyber attacks should be considered, which is the issue addressed here.

In this work a group of vehicles with identical dynamics are considered. The vehicles are assumed to have a second order model and the framework is carried out in two dimensions. The vehicles are required to accomplish a given mission, such as following a trajectory, while keeping a desired inter-vehicle formation pattern. A leader follower formation structure is an example for this where one of the vehicles is the leader and the rest are followers and the vehicles are required to keep a V formation where the leader is considered to be the front vehicle at the peak of the V and each follower can only communicate with its front vehicle, as shown in Figure 1. The MVS considered in this work is subjected to communication attacks and the aim is to design a detection scheme in such way that the system is able to keep the desired formation despite the occurrence of the attacks.
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1 Abstract

A wave energy converter (WEC) is a device that converts (oceanic) wave energy into other types of energy, such as, electrical energy as in most WEC systems or potential energy as in the Ocean Grazer (OG) WEC. This particular WEC consists of an array of floating elements attached to individual pumping systems that in turn circulate fluid from a lower to an upper reservoir. In our previous work in [Barradas, et.al.(2017)], the OG-WEC was described as a single floater-piston-pump in the port-Hamiltonian (pH) framework [Maschke & van der Schaft(1992)] by considering a mechanical system representing the wave-structure, coupled to a hydraulic system representing the reservoirs. However, the hydrodynamic couplings were not included, which are important elements when considering an array of floater-piston-pump systems as in the OG-WEC.

This work casts the well-known Cummins’ equation [Cummins(1962)] for the single floater case in the pH framework together with a simplified pumping force, i.e., corresponding to a linear power take off (PTO) system. Subsequently, the pH Cummins’ equation is extended to the multi-floater case, providing some insights on the passivity and radiation energy properties of the system. Accordingly, the Cummins’ equation for a single floating element with a simple geometry and displacement \(q(t)\) is given by

\[
m\ddot{q}(t)+m_o\dot{q}(t)+\int_0^t\phi(t-\tau)\dot{q}(\tau)d\tau+f_{\text{pto}}(t)+f_{\text{r}}(t) = f_{\text{ex}}(t),
\]

(1)

where \(m\) is the mass of the floating body, \(f_{\text{ex}}(t)\) is the excitation force, \(f_{\text{r}}\) is the restoring (or buoyancy) force, \(f_{\text{pto}} = k_{\text{pto}}q(t) + b_{\text{pto}}\dot{q}(t)\) corresponds to the (linear) PTO force, and the radiation terms (in the radiation force \(f_{\text{r}}\)) are characterized by the added mass \(m_o\) and the convolution kernel \(\phi\).

\[f_{\text{r}} = -m_o\dot{q} + \sum \phi \ast \phi_{\text{r}}\]

\[f_{\text{pto}} = \sum k_{\text{pto}} q + \sum b_{\text{pto}} \dot{q}\]

\[f_{\text{ex}} = \sum f_{\text{ex}} + \sum \phi_{\text{r}}\]

The system in (1) can be regarded as the negative interconnection of a passive mechanical system \(\Sigma_1\) and a radiation system \(\Sigma_2\) as shown in Figure 1 with \(u_r = \dot{q}\) and \(y_r = f_r\).

In order to extend (1) to the multi-floater case, the radiation interactions between floaters need to be considered (in the heaving direction here); this is sketched in Figure 2. More concisely, we show the passivity of each individual radiation system does not guarantee passivity of the complete system, i.e., the passivity of each radiation system does not guarantee passivity of the complete system. In this work we provide: i) the formulation of a WEC array in the pH framework for the heaving direction, ii) the energy interpretation of the body-to-body radiation terms, and iii) the validation against the open-source code simulator WEC-Sim.

Figure 1: Single floater interconnection with the radiation force.

Figure 2: Multi-floater system diagram (the aggregated radiation forces on each floater are given by \(F_{\text{r}}\) for \(i = 1, \ldots, n\)).
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The objective in control of Diesel engines is to deliver power, while satisfying emission (in particular NOx) constraints set by legislation, with a minimal brake specific fuel consumption (BSFC). However, there exists a NOx-BSFC trade-off. The considered engine has a control system which enables tracking of four reference signals: \( J_{\text{IMEP}} \) and \( J_{\text{NOx}} \), related to power and NOx emission, respectively, and \( r_{\text{CA50}} \) and \( r_{\text{dp}} \), which influence the NOx-BSFC trade-off. \( r_{\text{CA50}} \) is a combustion phasing parameter and \( r_{\text{dp}} \) is the pressure difference between the engine intake and exhaust manifolds.

**Approach**

Due to production tolerances, fouling, aging or changing ambient conditions, the optimal values of \( r_{\text{CA50}} \) and \( r_{\text{dp}} \) are unknown. Therefore, we apply extremum-seeking (ES) (adaptive optimization) to optimize BSFC, by adjusting \( r_{\text{CA50}} \) and \( r_{\text{dp}} \) with a delta: \( \Delta = [\Delta_{r_{\text{CA50}}} \, \Delta_{r_{\text{dp}}}]^\top \). In Figure 1, measured steady-state maps are depicted of an online implementable BSFC-equivalent cost function output \( J \), NOx tracking constraint \( h_{\text{NOx}} \leq 0 \), and exhaust gas recirculation (EGR) actuator constraint \( h_{\text{EGR}} \leq 0 \), as a function of \( \Delta \). The optimization input \( \Delta \) is perturbed with a (sinusoidal) dither signal \( d \in \mathbb{R}^{2 \times 1} \), see Figure 2, such that the gradients of \( J, h_{\text{EGR}}, \) and \( h_{\text{NOx}} \), can be estimated. Gradient \( \tilde{g} \) is a weighted combination of the gradient estimates \( \tilde{g}_J, \tilde{g}_{h_{\text{EGR}}}, \) and \( \tilde{g}_{h_{\text{NOx}}} \), obtained as a function of \( h_{\text{EGR}} \) and \( h_{\text{NOx}} \). Subsequently, \( \tilde{g} \) is used in gradient descent optimization. This constraint handling approach is adopted from [1].

**Results**

Figure 3 depicts measurement results obtained on an Euro VI engine, operating at the same constant speed and load as for the results in Figure 1. To optimize the functionality of the ES method, an offset initial condition is used: \( \Delta_0 = \Delta(0) = [-2 \, 5] \). For this measurement, the optimum is constrained in the \( \Delta_{r_{\text{dp}}} \) direction. Clearly the decrease of \( J \) corresponds to a decrease of the BSFC. In [2], the ES controller is presented in more detail, and additional measurement results are provided.
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1 Introduction
The use of cost-effective hardware components in high-precision positioning systems yield economic benefits, but induces nonlinearities such as backlash, hysteresis and friction. It is therefore essential to develop control strategies that are able to deal with these effects. In this work, a reset integral control technique is proposed to improve settling of systems with friction.

A PID-controlled motion system subject to Coulomb and viscous friction may suffer from long settling times due to the depletion and refilling of the integrator buffer upon overshoot, see the top and middle plot in Fig. 1 (grey, dashed line). We propose a particular reset of the integrator to circumvent a large part of this process to significantly decrease settling times.

2 Reset integrator
Consider the following (mass normalized) dynamics of a PID-controlled inertia:

\[
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2 \\
\dot{z}_3
\end{bmatrix} =
\begin{bmatrix}
-F_s \text{Sign}(z_2) - k_p(z_1 - r) - k_d z_2 - k_i z_3 \\
\frac{z_2}{z_1 - r} \\
\frac{z_2}{z_1 - r}
\end{bmatrix},
\]

(1)
with \(z_1\) the position, \(z_2\) the velocity, and \(z_3\) the state of the integrator, respectively. The constant setpoint is denoted by \(r\), and \(\text{Sign}\) denotes the set-valued nature of the dynamics. The position response including reset law (4),(5), is performed to correctly deal with the set-valued nature of the dynamics. The position response and control effort for simulations with a classical PID controller, and the proposed reset controller are presented in Fig. 1. The reset controlled system achieves a significant reduction in settling time by circumventing the depletion and refilling process of the integral buffer.

This particular reset of the controller state \(\phi\) coincides with a (practically implementable) reset of the integrator state \(z_3\) in (1) as follows:

\[
z_3^+ = -z_3 - \frac{k_p}{k_i}(z_1 - r)
\]

(5)

A formal stability analysis using a recently developed discontinuous Lyapunov function (see [1]) is performed and it is proven that the position \(z_1\) asymptotically converges to the setpoint \(r\), see [2].

3 Illustrative example
A numerical time-stepping simulation on system (1), including reset law (4),(5), is performed to correctly deal with the set-valued nature of the dynamics. The position response and control effort for simulations with a classical PID controller, and the proposed reset controller are presented in Fig. 1. The reset controlled system achieves a significant reduction in settling time by circumventing the depletion and refilling process of the integral buffer.

Fig. 1: Position response (top), zoomed view (middle), and corresponding control force (bottom).
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1 Introduction

MATLAB SimScape is a popular equation-based modeling tool, embedded in MATLAB Simulink. While the model and its first order sensitivities can be evaluated numerically within MATLAB or externally via an API, there is no automated way to export the resulting equations themselves.

This abstract presents an open-source tool\(^1\), that extracts equations from SimScape models. The tool supports parametric, time-dependent, time-delayed, nonlinear models, even with if-tests, but not models with a finite state-machine involved (such as the clutch component).

The output is a set of differential algebraic equations (DAE):
\[
\begin{align*}
\dot{x}(t) &= f(t,x(t),z(t),u(t),p,w(t)) \\
0 &= g(t,x(t),z(t),u(t),p,w(t))
\end{align*}
\]

with \(t\) time, \(x\) the state vector, \(z\) the algebraic variables, \(u\) the inputs, \(p\) parameters, and \(w\) representing a dependence on a time-delayed signal:
\[
w(t) = \begin{cases} W(t-T,x(t-T),u(t-T),p) & t \geq T \\ 0 & t < T \end{cases}
\]

Besides symbolic descriptions of \(f, g, \text{ and } W\), the tool provides meta-data for the variables (names).

2 Design

The tool, still in \(alpha\) stage, involves four steps:

1. C-code generation is performed on the Simulink model.
2. The SimScape part of the C code is parsed.
3. A MATLAB class that implements \(f, g, \text{ and } W\) using CasADi \([1]\) symbols is created.
4. The index of the DAE is optionally reduced with the help of the MATLAB’s Symbolic Toolbox.

3 Example

Figure 1 provides a SimScape model view on a driveline consisting of linear and nonlinear parametrized components

\(^{\spadesuit}\)Obtainable from https://github.com/jgillis/simscape2casadi

Figure 1: SimScape model

Figure 2: SimScape simulation

Figure 3: Model error performing motions induced by a torque source.

A numerical validity check was performed. Figure 2 shows a forward simulation of the original SimScape model, integrated with implicit Euler steps by Simulink. Figure 3 shows the error between an evaluation of the extracted model ODE right-hand side \(f\) on the simulation trajectory and finite differences on the SimScape model trajectory.

Using the extracted model, dynamic optimization can readily be performed efficiently using algorithmic differentiation, and without the need for Simulink/SimScape.
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1 Introduction
Directional drilling allows for the drilling of boreholes with complex shapes, which are needed to reach unconventional reservoirs of oil, gas and mineral resources. Figure 1 shows a sketch of a directional drilling system. The drillstring is a hollow slender pipe with most of it in tension under its own weight, except for the bottom hole assembly (BHA), which is in compression. The BHA contains several stabilizers ensuring centering of the BHA inside the borehole, a bit penetrating the rock formation and a rotary steerable system (RSS), being a robotic actuator, steering the BHA. In practice, directional drilling often results in spiraled boreholes, see Figure 2 for an illustration. These are unwanted self-excited oscillations in the borehole geometry which negatively influence the drilling process and the borehole quality.

2 Problem Setting & Approach
The previously developed borehole propagation model (BPM) in [1] describes the onset of borehole spiraling through a local stability analysis. However, it is insufficient to predict steady-state borehole spiraling (non-local limit-cycling). In this work, we aim to capture and understand the borehole spiraling phenomenon by extending the current BPM with two essential nonlinearities and analyzing the resulting global dynamics. The first nonlinearity deals with stabilizers that are smaller in diameter than the borehole, and therefore experience unilateral contact with the borehole walls. The second nonlinearity involves a saturation on the bit tilt, where the bit tilt is defined as the orientation difference between the bit and the borehole at the bit.

3 Results
A BPM, incorporating the two aforementioned nonlinearities, is derived for planar (two-dimensional) directional drilling processes [2]. The model can be classified as a delay complementarity system [3]. The delay nature of the resulting model stems from the delayed influence of the borehole geometry on the deformation of the BHA. Complementarity relations are used to describe the unilateral contact of non-ideal stabilizers with the borehole walls and to encompass the saturation on the bit tilt.

Analysis on this model reveals that a particular parameter group controls both the directional capabilities as well as the stability of the responses of directional drilling systems. This group consists of properties of the BHA, the bit and the rock formation. Numerical simulations show the emergence of limit cycles under certain conditions. These limit cycles represent borehole rippling, which is a planar equivalent of borehole spiraling. The resulting model thus provides valuable insights in the effects causing borehole rippling.
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1 Introduction

Continuously Variable Transmissions (CVTs) are devices that are able to provide a continuous range of gear ratios for transmission of power in mechanical systems. Using such a device in a vehicular driveline would enable the engine to be operated at its optimal efficiency points at all times, reducing fuel consumption. Among several ways of realizing a CVT, the pushbelt and chain type CVTs have been prominently used in vehicular applications due to their torque capacity.

Since pushbelt and chain type CVTs are friction-based systems, their actuation entails a trade-off: while sufficient actuation (clamping) forces are required to ensure safe operation, excess clamping forces would result in inefficient operation. Early works on CVT control employed conservative strategies for clamping. In later works, the clamping strategies have received increased attention. This paper presents an overview of the works addressing the clamping force control objective of belt-type CVTs.

2 Clamping force control objective

The ability of a CVT to transmit torque at a certain gear ratio is quantified using the traction coefficient μ. The dependence of μ on the slip ν is illustrated by the traction curve (Fig. 1) where, the slip is defined as,

\[ \nu = 1 - \frac{r_s}{r_g} \]  

(1)

where \( r_s \) and \( r_g \) are the speed ratio and the geometric ratio. In the macroslip region, the CVT shows unstable behavior and moreover, damage could be caused due to gross-slip. Hence, the microslip region is preferred for safe operation. However, this is maintained by applying relatively high clamping forces which would in-turn result in higher energy losses. The clamping force control objective is to minimize these losses while still ensuring safe functioning of the CVT.

3 Overview of proposed strategies

The minimum clamping force required at either of the pulleys for safe operation is obtained using,

\[ F_{min} = \frac{T}{2\mu_{max}} \cos \beta R \]  

(2)

where \( T \) is the torque transmitted by the pulley, \( \beta \) and \( R \) are the half-wedge angle and running radius of the pulley, respectively. Conventionally, the set points for applied clamping forces are generated by adding safety-margins to \( F_{min} \). However, this strategy is conservative since the safety-margins were deduced accounting for worst-case situations. To enhance efficiency, advanced clamping strategies are proposed for more optimal operation: works such as [1] propose using feedback of slip for clamping force control. This enabled more confidence (more robustness) for operation of the CVT at the optimum (i.e. around the boundary of the micro and macroslip region). Although such a method showed good results, it required the use of an additional sensor (to those present in a conventional CVT) for the measurement of slip. This could be an infeasible in automotive applications due to cost considerations. To overcome this limitation, a strategy is proposed such as in [2] which uses the extremum seeking control (ESC) method. An inherent quality of this method allows for "sensor-free" optimization. These developments are presented in Fig. 2.

4 Conclusion and future work

In this paper, a broad overview of the works on the clamping force control objective was presented.

The present ESC designs in [2] are evaluated only over the NEDC driving cycle. For future work, performance of the designs over more dynamic driving cycles can be analyzed. Furthermore, advancements made in control theory on the ESC method can be applied to improve the convergence times of the present designs.
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1 Introduction

While iterative learning control (ILC) was intensily researched for linear systems, the available approaches will yield suboptimal performance for nonlinear systems. Crucial knowledge of nonlinear effects is disregarded and nonlinearities might only be captured by an unnecessarily large uncertainty bound, resulting in a conservative controller design. A fully generic approach for nonlinear systems was first presented in [1], where it is shown that norm-optimal ILC can be interpreted as a two-step procedure: At first computing an explicit model correction and subsequently inverting the corrected system dynamics as shown in Fig. 1. Within this framework, no restrictions are imposed on the system structure or its complexity and both steps are formulated as optimization problems, which additionally allows to consider actuator limits or dynamic constraints.

Figure 1: Illustration of the optimization-based two-step iterative learning control algorithm

2 ROFALT Software

Following the approach of a model-based two-step algorithm, a novel MATLAB tool called ROFALT was recently introduced [2]. It implements the optimization-based approach to nonlinear ILC and represents a universal nonlinear ILC package that is freely available1 and open-source. The main purpose of its development is to enable a controller design with just a handful of simple commands, where the trade-off between convergence speed and robustness can easily be adjusted. ROFALT accepts arbitrary nonlinear models and allows profound adaptations, such that specific objectives and constraints can be taken into account.

3 Application

To explore the capabilities of nonlinear ILC and the ease of use of ROFALT we consider a simulation case of an overhead crane. Besides a classical tracking problem with a predefined trajectory we also investigate the iterative learning of an energy-optimal point-to-point motion. Both parametric and nonparametric model correction methods are compared. While parametric corrections seem appealing due to their physical interpretation and independence of the task, it is shown that they typically result in inferior performance compared to nonparametric corrections. These in turn represent a more generic approach and yield low converged errors at the expense of convergence speed and validity only for the considered task. Furthermore, different strategies to increase convergence speed and robustness—e.g. unequal weighting of objective terms, penalizing or constraining correction updates, etc.—are analysed.
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1 Introduction

Iterative learning control (ILC) for linear systems is well elaborated by both theoretical proofs and experimental validations [1]. In case of nonlinear system dynamics, however, the restriction to linear systems often yields a suboptimal control performance. The expansion of the idea of ILC to nonlinear systems was presented in [2]. Following this idea, [3] introduces a MATLAB toolbox called RoFALT, which stands for robust and fast learning tool. The main purpose of this tool is to close the gap between the theory of nonlinear ILC and its application. Although the internal working of RoFALT meets the requirement of optimality also for nonlinear systems, a number of issues are still an obstruction for using it in practice.

1. Safety: The behaviour of learning control can be unpredictable because of model-plant mismatch and nonlinearity of the system. Most applications in industry need guarantees for not crossing boundaries, to avoid unsafe situations or damage. The lack hereof is a major cause of distrust in learning control.

2. Learning similar tasks: A machine, even if its operation is repetitive, is mostly intended for customized use for different configurations or tasks. In order to minimize the calibration time, fast re-learning or re-using of information for similar tasks is required.

3. Computational effort: RoFALT solves non-linear optimization problems, for which the required computational effort might be too high for basic embedded hardware.

2 Paradigms for learning control in practice

Three paradigms to deal with the application of ILC in practice are developed. The algorithms are illustrated on an experimental setup: a non-linear electromechanical slider-crank system. The control goal is to perform one revolution of the crank while minimizing the energy consumption. The problem is subject to a set of constraints on the timing of the slider displacement.

1. Safe learning offers a robust solution by starting the control actions with conservative margins, which are gradually decreased as more information about the variation of the system is learned over the iterations. The application of safe learning leads to a balanced tradeoff between safety (constraint satisfaction) and performance (minimal energy consumption), when the system is subject to exogenous disturbances.

2. Shared learning can be applied to simultaneously learn optimal control actions for a wide range of configurations, thereby speeding up the calibration process significantly. The key idea is to employ a multidimensional interpolation algorithm. In Figure 1, it can be seen that the use of shared learning drastically reduces the amount of iterations required to converge by re-using data from previous tasks. Every ten iterations, a new task is considered.

3. Simple learning is the translation of the original full optimization problem into a simplified relation between input and output parameters, which can be used in an on-line, rule-based strategy. As such, learning control is possible, even on lower-level controllers, and is also more in line with control strategies that are widely used in industry. Additionally, the use of simple learning can improve the predictability of the online behaviour.
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1 Abstract

Since its origin more than two decades ago, Passivity-based control (PBC) has attracted the attention of many researchers and currently, it is one of the most popular controller design techniques for nonlinear systems. The basic idea of PBC is to design a controller that accomplishes the control task by rendering the system passive with respect to a desired energy function and by injecting damping into the closed-loop system [1]. In general, PBC techniques can be classified in two main groups, namely,

- The techniques that select the structure of the closed-loop energy function a priori, and subsequently design a controller that renders this function non-increasing with respect to the equilibrium point.
- The techniques that select a desired closed-loop, where the family of possible energy functions is characterized by a partial differential equation (PDE).

This work is devoted to the stabilization of a particular class of systems, i.e., the so-called gradient systems, by means of PBC techniques. These systems are not necessarily passive, therefore, a first step towards our goal is to establish the conditions under which a gradient system has the aforementioned property, and thus explore the applicability of different PBC techniques.

In local coordinates $x$ for some $n$-dimensional state space manifold $\mathcal{X}$, the dynamics of a gradient system is given by\(^1\) \[ G(x) \dot{x} = -\nabla P(x) + \nabla h(x) u, \tag{1} \]
where $u \in \mathbb{R}^m$ is the input vector, the matrix $G(x) = G^T(x)$ is invertible and $h : \mathcal{X} \to \mathbb{R}^m$, $P : \mathcal{X} \to \mathbb{R}$ are the potential functions. Accordingly, in order to design a PBC that stabilizes\(^2\) system (1), we adopt two different approaches:

- We identify under which conditions system (1) defines a passive mapping from $u$ to a passive output $y \in \mathbb{R}^m$. Moreover, when this passivity condition is fulfilled, there exists a storage function $S : \mathcal{X} \to \mathbb{R}$ satisfying the so-called passive inequality given by $\dot{S} \leq u^T y$.

Therefore, we propose a control law such that the closed-loop storage function takes the form

$$ S_d(x) = S(x) + \frac{1}{2} \| y(x) + \kappa \|_{K_I}^2 + \frac{1}{2} \| y \|_{K_D}^2, $$

where the gains $K_I, K_D$ are constant, symmetric and positive definite matrices of appropriate dimension, $\kappa \in \mathbb{R}^m$ is a free constant vector and $\gamma : \mathcal{X} \to \mathbb{R}^m$ satisfies $\gamma = y$. In this case, if the desired equilibrium is an isolated minimum of $S_d(x)$, then we can claim stability of the equilibrium point [3].

- We obviate the passivity condition over system (1), but alternatively we impose a desired structure to the closed-loop system of the form

$$ G_d(x) \dot{x} = -\nabla P_d(x) $$

such that $G_d(x) = G_d^T(x)$ is invertible, $P_d : \mathcal{X} \to \mathbb{R}$ is the desired potential function and there exists a closed-loop storage function $S_d : \mathcal{X} \to \mathbb{R}$ satisfying

$$ \dot{S}_d \leq 0, \quad \arg\min \{ S \} = x_*,$$

where $x_* \in \mathcal{X}$ denotes the desired equilibrium.

In both cases, the closed-loop storage function $S_d(x)$ qualifies as a Lyapunov function and a further analysis is carried out to determine asymptotic stability of the equilibrium point.
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1 Introduction

Based on recent advances in contraction methods in systems and control, we propose the virtual differential passivity based control (v-dPBC) technique. This is a constructive method that combines the concept of virtual systems and of differential passivity. The method is used to solve the tracking problem in mechanical port-Hamiltonian systems.

2 Differential passivity and virtual systems

Let \( \Sigma \) be a control system with state space \( \mathcal{X} \) of dimension \( \mathcal{N} \) and affine in the input \( u \in \mathcal{U} \),

\[
\Sigma_u: \begin{cases} 
\dot{x} = f(x) + \sum_{i=1}^{n} g_i(x) u_i, \\
y = h(x),
\end{cases} \quad y \in \mathcal{Y}.
\] (1)

**Definition 1** A prolonged system of (1) corresponds to the system \( \Sigma^\Sigma_u \) formed by \( \Sigma_u \) and is variational system

\[
\delta \Sigma_u: \begin{cases} 
\delta \dot{x} = \frac{\partial f}{\partial x}(x) \delta x + \sum_{i=1}^{n} u_i \frac{\partial g_i}{\partial x}(x) \delta x_i + \sum_{i=1}^{n} g_i(x) \delta u_i, \\
\delta y = \frac{\partial h}{\partial x}(x) \delta x, \\
\end{cases} \quad \delta x, \delta u \in T \mathcal{X}, \delta y \in T \mathcal{Y}.
\] (2)

The standard definition of passivity of system (1) is naturally extended to the context of differential Lyapunov framework for contraction analysis ([12]) in the following definition.

**Definition 2 ([11])** Consider system \( \Sigma_u^\Sigma_u \). If there exist a differential storage function \( W: T \mathcal{X} \to \mathbb{R}_{\geq 0} \) satisfying

\[
\frac{dW}{dt}(x, \delta x) \leq \delta y^T \delta u,
\] (3)

for all \( x, \delta x, \delta u \). Then, system \( \Sigma_u \) is differentially passive.

By means of the so-called virtual control systems, the concept of differential passivity can be generalized. To this end, consider the following definitions.

**Definition 3 ([13])** A virtual control system for system (1), in the state \( x_v \in \mathcal{X} \) and output \( y_v \in \mathcal{Y} \), is defined as the system

\[
\begin{align*}
\dot{x}_v &= \Gamma_v(x_v, x, u), \\
y_v &= h_v(x_v, x),
\end{align*}
\] (4)

parametrized by \( x \in \mathcal{X} \), with \( \gamma_v: \mathcal{X} \times \mathcal{X} \times \mathbb{R}_{\geq 0} \to \mathcal{Y} \) and \( \Gamma_v: \mathcal{X} \times \mathcal{X} \times \mathcal{U} \times \mathbb{R}_{\geq 0} \to T \mathcal{X} \) satisfying

\[
\Gamma_v(x, x, u) = f(x) + G(x) u, \\
h_v(x, x) = h(x), \quad \forall u, \forall t \geq t_0.
\] (5)

It follows that any solution \( x(t) \) of (1), for a certain input \( u \in \mathcal{U} \), generates a solution \( x_v(t) \) to system (4). However, not every solution \( x_v(t) \), corresponds to a solution of the actual system (2). Thus, for any curve \( x(t) \), we may consider the time-varying system with state \( x_v \).

**Definition 4 ([4])** If system (4) is differentially passive. Then, system (1) is said to be virtually differentially passive.

3 Virtual differential passivity based control

We can now introduce the v-dPBC technique. The design method is divided in three main steps:

1. Design the virtual control system (4) for system (1).
2. Design the feedback \( u = \eta(x_v, x, t) + \omega \) for (4) such that the closed-loop virtual system is differentially passive for the input-output pair \( (\delta y_v, \delta \omega) \) and has a desired trajectory \( x_d(t) \) as steady-state solution.
3. Define the controller for system (1) as \( u = \eta(x, x, t) \).

Then all closed-loop system trajectories will converge to \( x_d(t) \), when the external input \( \omega = 0 \).

4 Tracking in mechanical pH systems

With above methodology, the trajectory tracking problem is solved as in [4] using a virtual mechanical system.
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1 Introduction

An important feature of dynamical systems is the contraction of the trajectories in the projective space: given a discrete-time dynamical system \( x(t+1) = f(x(t)) \), under what conditions do two trajectories \( x(t) \in \mathbb{R}^n \) and \( y(t) \in \mathbb{R}^n \) satisfy \( \lim_{t \to \infty} \| x(t) - y(t) \| = 0 \), where \( \varphi = v/\|v\| \) (projection on the unit ball)? The question of projective contraction of the trajectories is important for applications where one is more interested in the orientation of \( x(t) \) along the trajectories of the systems than by the value (or the norm) of \( x(t) \) itself: e.g., cooperative and competitive systems, attitude control systems, and modeling and control of chemistry and biological systems (see [1], [2] and references therein).

For LTI systems \( x(t+1) = Ax(t) \), projective contraction is well understood. Geometrically speaking, projective contraction is a synonym of cone invariance, and conditions are known to go from cone invariance to projective contraction. This is the essence of Perron-Frobenius theory.

This work is a continuation of [3], where the notion of path-complete positivity for switching systems is introduced. In a nutshell, a switching linear system\(^1\) \( x(t+1) = Ax(t) \) is path-complete positive with respect to the set of cones \( \mathcal{K}_1, \ldots, \mathcal{K}_M \) if for every finite word \( \sigma_1 \sigma_2 \ldots \sigma_l \in \Sigma^* \), there exists a sequence \( i_1 i_2 \ldots i_{l+1} \) such that \( A_{\sigma_l}(\mathcal{K}_{i_{l+1}} \setminus \{0\}) \subseteq \text{int} \mathcal{K}_{i_{l+1}} \) for every \( 1 \leq k \leq l \) (see Figure 1 for an illustration). It is also proved that path-complete positivity is a sufficient condition for the switching system to be contracting in the projective space.

Next to this, the authors propose an algorithm to compute a common contracting cone \( \mathcal{K} \) for the family \( \{A_\sigma\} \) (i.e., \( \{A_\sigma\} \) is path-complete positive for \( \{\mathcal{K}\} \)) or conclude that no such cone exists. The algorithm relies on two assumptions: the set \( \{A_\sigma\} \) must be irreducible, meaning that there exists no non-trivial linear subspace that is invariant for each \( A_\sigma \); and each \( A_\sigma \) must be invertible.

2 Our contribution

In the present work, we show how to relax the second assumption (invertibility) in the algorithm of [3]. Therefore, we introduce a relaxation of the contractiveness property of a cone: a cone is pseudococontracting for the family \( \{A_\sigma\} \) if \( A_\sigma(\mathcal{K} \setminus \{0\}) \subseteq \text{ri} (\mathcal{K} \cap \mathcal{H}_d) \) (relative interior of \( \mathcal{K} \cap \mathcal{H}_d \)) where \( \mathcal{H}_d = \text{Im}(A_\sigma) \).

Figure 1: If \( A_1 \) and \( A_2 \) are linear operators that map the cones \( \mathcal{K}_1 \) and \( \mathcal{K}_2 \) as shown on the figure above, then the switching linear system defined by \( \{A_1, A_2\} \) is path-complete positive w.r.t. the set of cones \( \{\mathcal{K}_1, \mathcal{K}_2\} \).
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\(^1\)A switching system is defined by a finite set of matrices \( \{A_\Sigma : \mathbb{R}^n \to \mathbb{R}^n\} \) where the index \( \sigma \) belongs to the finite set \( \Sigma \). At each discrete time \( t \geq 0 \), \( x(t+1) \) is the image of \( x(t) \) by \( A_\sigma \) where \( \sigma \) can take any value in \( \Sigma \).
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1 Introduction

Trajectory tracking for nonlinear systems is one of the most important research topics in control and system theory. Previous results mainly focus on nonlinear systems of particular form, for example, chains of integrators, or strict-feedback systems. In order to enrich the existing results on nonlinear trajectory tracking, we study a class of nonlinear systems that are not required to be in certain form, but instead, we assume that they possess the property of incremental passivity [1]. This is an extension of the conventional passivity concept and it describes the incremental stability of systems with respect to its input-output relation.

In this work, the incremental passivity of the studied system is specified by a condition given in [2]. It is shown that for this class of nonlinear systems, the error dynamics with respect to a desired trajectory can be obtained formulated in port-Hamiltonian form, which facilitates the tracking control design. A tracking controller is first developed in the case that both the desired trajectory and its velocity are known. Next, the robust tracking problem is studied when the velocity of the desired trajectory is unknown. An appealing feature of both methods is that they do not rely on nonlinearity cancellation, or on high-gain feedback.

2 Problem Formulation

Consider the following nonautonomous nonlinear system

\[ \dot{x} = f(x, t) + Gu \]  

(1)

where \( x \in \mathbb{R}^n \), \( u \in \mathbb{R}^m \), and \( n > m \). The mapping \( f : \mathbb{R}^n \times \mathbb{R}_+ \to \mathbb{R}^n \) is continuous in \( t \) and \( C^1 \) in \( x \), and \( G \in \mathbb{R}^{n \times m} \) is a constant matrix of full rank.

Assume that \( x_d(t) \in \mathbb{R}^n \) is a desired trajectory for (1). As a necessary condition, \( x_d(t) \) should be a solution of (1), which means that there exists \( u_d(t) \) such that

\[ \dot{x}_d = f(x_d, t) + Gu_d(t). \]  

(2)

The incremental passivity of (1) is ensured by the following assumption.

Assumption 1: For system (1), there exists a constant symmetric positive definite matrix \( P \in \mathbb{R}^{n \times n} \), such that the following condition holds

\[ \frac{\partial f}{\partial x}(x, t)P + P \frac{\partial^T f}{\partial x}(x, t) \leq 0. \]  

(3)

Throughout the work, it is assumed that \( G \) and \( P \) are known. The control objective is to design a state-feedback law for system (1) to asymptotically track the desired trajectory \( x_d(t) \) with/without the information of \( u_d(t) \). Note from (2) that the unknown \( u_d(t) \) results in the fact that \( \dot{x}_d \) is unknown, which is usually the case in applications.

3 Main results

We present two state feedback tracking controllers (a continuous and a discontinuous one) for (1) such that a desired trajectory \( x_d \) with unknown velocity, i.e., \( \dot{x}_d \), can be asymptotically tracked. The continuous controller requires extra information of \( f(x, t) \) and utilizes a dynamic state-feedback method which is related to an online estimation for \( x_d \). As a static state-feedback law, the discontinuous controller is based on the sliding mode method. In both cases, some mild assumptions are made regarding the boundedness of the desired trajectory. The asymptotic tracking result is guaranteed by a zero-state detectability condition [3]. Furthermore, the proposed methods are validated on a nonlinear spring-mass-damper system.
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1 Background

In high-tech machinery, changes in thermoelasticity of materials and components are often an undesirable side effect which is due to the operation of the machine. This is especially important for optical lithography equipment, where accuracies in the order of nanometers are required to meet customer demands. In the optical lithography process, a wafer is exposed by a light-source that images a chip pattern onto it. The light used for the exposure adds a significant thermal load to the wafer which causes it to heat up. This effect, called wafer heating, ultimately results in deformations of the wafer which reduce performance of the lithography tool in terms of properties as overlay and focus [1][2]. With increasing source powers and performance requirements for next generation lithography tools, this effect is becoming ever more important.

2 Problem description

In this presentation we consider the modeling and control of the thermal induced deformations of a cross-section of the wafer, which is modeled as a beam. The control inputs are forces, in- and out-of-plane, supplied by a high number of actuators which are located below the beam. The complexity of this problem mainly lies in the spatio-temporal nature of the heat load and area of interest (AOI), which in this case are equal. In the lithography process, only a small section of the wafer is exposed at any given time and only deformations in this AOI need to be minimal. Additionally, the high number of control inputs further increases complexity.

3 Wafer Heating Model

For prediction of the induced deformations, quasi-stationary thermoelasticity is considered. This is a valid simplification, as the difference in time scales of both processes, thermal diffusion τd and mechanical elasticity τc, is so large, e.g.

\[ \frac{\tau_d}{\tau_c} = \frac{\rho c_p \sqrt{\frac{\rho}{\kappa}}} {L} > 10^3. \] (1)

This model is then solved using the finite element method (FEM) to give accurate temperature and deformation profiles.

4 Localized Feedforward Control

The control objective is to compute the optimal actuator forces \( F_{act}(x,t) \), which minimize the worst case deformations of the wafer in the AOI, as a result of thermal induced deformations \( d_{th}(x,t) \). This is achieved by the proposed controller using indicator functions to localize the problem to the AOI and relevant actuators. The effect each actuator has on the deformations of the beam is stored in \( S(x,t) \). Relevant actuators are then those which have an effect in the AOI. This way a distributed controller is created which reduces the computational complexity of the problem significantly. Finally, the controller solves the constrained optimization problem,

\[
\begin{align*}
\min_{F_{act}(x,t)} & \quad \| \beta(t) (d_{th}(x,t) + S(x,t)F_{act}(x,t)) \|_{\infty} \\
\text{s.t.} & \quad F_{min} \leq F_{act}(x,t) \leq F_{max}.
\end{align*}
\]

pointwise in time, to determine optimal actuator forces in x- and y-direction which are then applied in feedforward. Solving this problem over the length of the beam, gives the results shown in Figure 1.

Figure 1: Relative improvement of the \( \infty \)-norm when optimizing deformations in x- and y-direction simultaneously.
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1 Introduction

Last year August marked the 10 year anniversary of the birth of the control for nuclear fusion programme in the Netherlands. The control program was set-up as a collaboration between the Control Systems Technology group at the Eindhoven University of Technology and the FOM institute for plasma physics (now DIFFER). This presentation gives an overview of the results achieved in the past 10 years and a vision on the control programme for the coming years.

2 What is nuclear fusion?

In a nuclear fusion reactor (see Fig. 1) hydrogen isotopes are fused to produce helium and a neutron. This reaction runs at temperatures in excess of 150 million Kelvin as a consequence of which the hydrogen atoms are ionised. The ionised fuel is confined using magnetic fields. The magnetically confined fuel (a.k.a. the plasma) is unstable due to magnetohydrodynamic instabilities and underperforming due to turbulent transport of heat and particles.

Fig. 1: Interior of the Joint European Tokamak (JET) currently the largest fusion device operated in the world (source: EUROfusion)

3 Control challenges

Active control is used to shape and position the plasma column, to improve the performance of the plasma (that is to suppress the turbulent transport), and the stability of the plasma (that is to actively reject the magnetohydrodynamic instabilities). For this purpose a novel control system is developed known as the in-line electron cyclotron emission system, which allows simultaneously measuring and actuation of magnetohydrodynamic instabilities. This system is shown in Fig. 2. In addition, the exhaust of heat and particles must be controlled to a level that is tolerable for the first wall of the reactor. In this presentation, I will first introduce nuclear fusion and discuss the main device for the confinement of nuclear fusion plasmas, the tokamak. Then I will introduce the MHD stability and turbulent transport of heat and particles. Finally, I will show in some detail the design of novel sensors, models, and actuators for these control tasks.

Fig. 2: Schematic overview of the in-line electron cyclotron emission - electron cyclotron resonance heating control system. The yellow beam gives the measurement signal of a few nanowatts, whereas the red beam is the microwave heating of one megawatt. The ‘Notch filter’ blocks the stray radiation such that both the actuation and the measurement can be performed using the same path. In other words, microwave radiation is deposited at the same location as it is being measured.
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1 Introduction

The use of rigorous process models for process design and optimization in an offline way has been well established [2]. The use of such models for online model-based operation is still very limited. Most industrial chemical processes are operated at steady-state using a linear time-invariant (LTI) model, linearizing it around a particular operating point. However, this particular implementation is not flexible if a set point change is required during the operation, and it cannot handle changes in the chemical kinetics nonlinear behavior. This paper addresses the transformation of the general nonlinear model of a continuous stirred-tank reactor (CSTR) to a linear parameter-varying (LPV) representation, and presents a brief example using a linear quadratic regulator (LQR) to control concentrations of the species and process temperature.

2 Approach

Consider the mole and energy balance equations for a homogeneous reactive system with $S$ species, $R$ independent reactions, $I$ independent inlet flows and one outlet flow, given by:

$$
\begin{bmatrix}
  \dot{n}(t) \\
  \dot{T}(t)
\end{bmatrix} =
\begin{bmatrix}
  V(t)N^T r(t) + X_{in}F_{in}(t) - \theta(t)n(t) \\
  F_{in}(t)\alpha(t) - \theta(t)T(t) - \beta(t)V(t)r(t) + \gamma(t)Q_{in}
\end{bmatrix}
$$

where

$$
\theta = \frac{E_{reak}(t)}{m(t)}, \quad \alpha = \frac{C_{p,in}T_{in}}{m(t)c_{pmix}(t)}, \quad \beta = \frac{\Delta H_f(\alpha)N^T}{m(t)c_{pmix}(t)}, \quad \gamma = \frac{1}{T_0}
$$

and initial conditions $n(0) = n_0$ and $T(0) = T_0$.

We can apply a linear diffeomorphism $\mathcal{T}$ (see [1] for details) to transform the system into a linear parameter-varying model:

$$
\begin{bmatrix}
  \dot{x}_r(t) \\
  \dot{x}_{in}(t) \\
  \dot{\lambda}(t)
\end{bmatrix} =
\begin{bmatrix}
  Vr(t) - \theta(t)x_r(t), \\
  F_{in}(t) - \theta(t)x_{in}(t), \\
  -\theta(t)\lambda(t)
\end{bmatrix}
$$

where $x_r$ is the extent of reaction, $x_{in}$ is the extent of inlet and inlet invariants and $\lambda$ is the initial conditions discounting factor.

Let us define a new variable $x_T$ and its $\dot{x}_T$ as:

$$
\begin{align}
  x_T(t) &= \beta x_r + T \\
  \dot{x}_T(t) &= \beta \dot{x}_r + \dot{T}
\end{align}
$$

Substituting the expressions of $\dot{x}_r$, $\dot{T}$ and $x_T$ in (3b):

$$
\dot{x}_T(t) = -\theta(t)x_T + \alpha(t)F_{in}(t) + \gamma(t)Q_{in}, \quad x_T(0) = x_{T0}
$$

Using (2) and (4) a linear parameter varying model can be developed:

$$
\dot{x} = A(\theta)\xi + B(\alpha, \gamma)u
$$

where $\xi^T = [x_r^T, \lambda^T, x_{in}^T]$, and $u^T = [F_{in}^T, Q_{in}^T]$.

3 Linear Quadratic Regulator

Assuming the reaction $A + B \iff C + D$, and for fixed initial conditions $n_0$ and $T_0$, we want to steer the concentrations of reactants A and B to different set points and regulate the reactor temperature. Selecting appropriate weighting matrices $Q = \text{diag}(10^2 \times I_{10}, 2 \times 10^3 \times I_5, 7.5 \times 10^2)$ and $R = \text{diag}(15, 15, 1.95 \times 10^{-3})$.
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Figure 1: Immersion lithography.

1 Introduction

In immersion lithography, a thin layer of water is held in between the wafer being illuminated and the so-called immersion hood (IH) (Figure 1). During the exposure cycle the IH moves over the wafer according to a pattern, and a local cooling effect occurs leading to a non-uniform temperature distribution in the wafer. To minimize unwanted mechanical deformations at the wafer surface, it is desired to keep the temperature as uniform as possible by using heaters.

To study how these heaters should be controlled, the following simplified model is considered. A “slice” of the wafer is modeled as a one-dimensional beam. The beam is split into M identical elements (Figure 2), and the temperature within each element is assumed to be uniform. Each element obeys a differential equation of the form

\[ C \dot{T}_i = c_e (T_{i+1} + T_{i-1} - 2T_i) - c_i T_i + u_i, \]

except for the first and last element, where there is no \( T_{i-1} \) (resp., \( T_{i+1} \)) and \( c_e T_i \) appears only once. In Equation (1), \( C \) [J/K] is the heat capacity of a single element, \( c_e \) [W/K] is the thermal conductance between two elements, \( c_i \) [W/K] is the thermal conductance between the \( i \)-th element and the environment, and \( u_i \) [W] is an external heat flow produced by a heater located at element \( i \). It is assumed that the wafer layer is of the ambient temperature. The movement of the IH over the wafer is modeled by choosing the conductances \( c_i \) time-varying: when the IH is in contact with element \( i \), the conductance \( c_i \) is much higher than when there is no contact.

2 LPV modeling and MPC

After temporal discretization of (1), the thermal system can be modeled by the LPV representation

\[ x(k+1) = A(\theta(k)) x(k) + B u(k) \]

where the \( M \)-dimensional state variable \( x \) corresponds to the temperatures \( T_i \) and the \( M \)-dimensional scheduling variable \( \theta \) corresponds to the thermal conductances \( c_i \), which are varying as a function of the IH position. To control (2), it is proposed to use an “anticipative” tube-based LPV MPC approach [1]. The system is highly constrained because the actuators can heat up, but not actively cool down, motivating the use of MPC. Further, in the considered application, the IH (and hence, the scheduling variables) follow a trajectory that is approximately known in advance. An “anticipative” controller can exploit this future information to possibly improve performance.

3 Outlook

The purpose of this work is to discover if [1] is a viable control approach for the considered thermal system.

Although the model (1) looks simple, applying LPV MPC appears to be challenging. A central issue is that [1] requires an invariant set for the system (2). The state dimension is equal to \( M \), which must be large in order to obtain an accurate model. Based on physics, it can be deduced that the \( M \)-dimensional hypercube is an invariant set, however its representation complexity in terms of vertices scales exponentially as \( 2^M \). Another challenge arises from the dimension of the scheduling variable, which also equals \( M \).

Important questions to be answered are (i) what is the maximal \( M \) that can be handled by the proposed control approach, and (ii) if and how use of the “anticipative” feature can lead to increased control performance. Obtained results will be discussed in the presentation.
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1 Introduction

ASML’s photolithography machines project a pattern of electronic connections onto a silicon wafer. The light used to project the pattern causes the wafer to heat up and expand, which leads to a degraded image quality. This thermal expansion can be reduced by thermal actuators in the supporting structure below the wafer. Since the location where the pattern is projected moves over the surface of the wafer and actuators are fixed in the supporting structure (see Figure 1), designing the most effective actuator shapes to reject the effect of the moving disturbance is not trivial.

![Figure 1: Fixed thermal actuators in the supporting structure are used to reduce the effect of the moving expose heat load](image)

2 Thermomechanical model

A Finite Element (FE) model for the temperature field in the wafer is of the form

\[
E\ddot{x}(t) = Ax(t) + B_d(t)\bar{d} + Bu(t),
\]

where \(x(t)\) is the vector of nodal temperatures, \(E\) is the heat capacity matrix, \(A\) is the heat conduction matrix, \(B_d(t)\) describes the moving location of the expose light with constant intensity \(\bar{d}\in\mathbb{R}\), the columns of \(B\) describe the location of the (fixed) thermal actuators, and \(u(t)\in\mathbb{R}^m\) is the vector of heat loads applied by each actuator. The displacements resulting from this temperature field are computed by solving

\[
Kq(t) = Lx(t),
\]

where \(q(t)\) is the vector of nodal displacements, \(K\) is the stiffness matrix, and \(L\) is the thermal load matrix. The quality of the projected image is only determined by the deformation in the exposed area. The performance variable \(z(t)\) is therefore defined as

\[
z(t) = S(t)q(t),
\]

where \(S(t)\) selects the entries of \(q(t)\) corresponding to nodes in the (moving) exposed area.

3 Actuator layout design

Note that the actuator shapes are described by the columns of the input matrix \(B\). Actuator placement strategies typically use a binary formulation \((B_{ij} \in \{0,1\})\) that leads to a combinatorial growth in the number of possible configurations \([1]\), making these approaches computationally intractable for the large FE models considered in this application. We therefore propose an actuator placement strategy without this binary requirement \((B_{ij} \in \mathbb{R})\). Instead, we require that the columns of \(B\) are orthogonal, i.e.

\[
B^\top B = I_m.
\]

We determine the optimal columns of \(B\), i.e. the optimal actuator shapes, and the corresponding optimal actuator heat loads \(u(t)\) to reject the effect of the (known) disturbance \(B_d(t)\bar{d}\) by minimizing

\[
\min_{B,u(t)} \int_0^T z(t)^\top Qz(t) \, dt + \int_0^T u(t)^\top Ru(t) \, dt,
\]

subject to (1)–(4), where \(Q \geq 0\) and \(R > 0\) are weights. In the considered non-binary formulation, both the optimal control input \(u(t)\) as well as the input matrix \(B\) can be efficiently computed by a gradient-based method, see e.g. [2]. The method can therefore be applied to large FE models.

For proof of principle, the proposed method is applied to a representative one-dimensional thermomechanical system of the form (1)–(3). The optimized \(B\) reduces the cost function by 30% compared to the minimal cost achieved for a uniform actuator shape. The designed actuator shapes, as well as the corresponding \(u(t)\), have a clear physical interpretation.
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Abstract

One of the major techniques for depositing thin films is vacuum deposition. This is mainly due to its simplicity and its potential to deposit films of extremely high purity. Vacuum deposition is typically referred to as a physical vapor deposition (PVD) technique, as the evaporated vapors will have a strong tendency to bind to the first available surface through physisorption. Accordingly, such a process typically evaporates the precursor materials in line-of-sight of the deposition target (the substrate). The process are furthermore typically cold-wall processes, meaning that the surfaces in the reactor are not heated. This causes vapor pressures to become very small and fluxes to the substrate are then almost fully determined by the evaporation process. In a related process, namely ultra-high vacuum chemical vapor deposition (UHVCVD), migration is promoted by heating the reactor surfaces (e.g. it is a hot-wall process). This allows for building sufficient background pressures in the reactor for depositions, and therefore allows evaporation sources to be placed out of the line-of-sight of the substrate. When the physisorptions no longer facilitate binding to the surfaces (which includes the substrate), an additional binding mechanism becomes necessary. This then occurs through chemisorption, which can either cause the precursors to chemically bind to the substrate or cause the precursors to form new molecules that have a lower vapor pressure. Hence, UHVCVD is a chemical vapor deposition process. The direct migration in a UHVCVD process offers three advantages: (i) evaporated contaminants with lower vapor pressures than the precursors become trapped on reactor surfaces other than the substrate, (ii) the precursor partial pressures can be stabilized with time, while direct fluxes deposit instantaneously and (iii) the indirect migration causes incident angles to the substrate to be more uniform than for line-of-sight evaporation, in turn allowing for more uniform depositions.

Let us shortly discuss some of the challenges associated with UHVCVD. Desirably, the process allows for deposition of thin films with arbitrary material properties like composition and crystal structure. The occurring reactions are principally a result of reactant availability and temperature, in accordance with the law of mass action. Accordingly, for any specific reaction to occur, desired amounts of reactants and reaction temperatures can be attained such that epitaxial growth of the desired compound is maximized. However, desired amounts of reactants and reaction temperatures are often unknown because the vacuum conditions and high operating temperatures restrict placement of in-situ sensors. Furthermore, knowledge on the fundamental processing dynamics is often lacking, causing operating recipes to be determined empirically with the limited data available. This is further complicated by run-to-run variations of the substrate surface geometry, precursor material purity and reactor conditions, in turn causing major variations in the chemistry occurring at nanoscale. These effects result in fluctuations in end-product quality between runs while applying the same operation recipe. Reproducibility and process optimization are therefore difficult. Such observations are in line with a more general evaluation of semiconductor and thin film processes by [1]. As emphasized by [1], a way to deal with these challenges is by implementation of both real-time and run-to-run controllers. To develop these controllers, a starting point has to be made with enabling real-time measurements of relevant reactor states. The relevant reactor states for a UHVCVD process are accordingly the background pressures (or magnitude of the fluxes directed at the substrate), the substrate temperature and the layer characteristics. These measurements subsequently need to be connected to the reactor inputs or actuators through models suitable for controller design.

With this research, we contribute to the development of a the controlled UHVCVD process by providing a UHVCVD reactor design that implements atomic absorption spectroscopy (AAS) [2] measurements. We furthermore connect the measured outputs (precursor partial pressures and relevant temperatures) to the input through dynamic mathematical models suitable for controller design. Lastly, we compare obtained measurements with simulated results.
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1 Introduction

It has been found that neuronal ensembles in the human brain have the intrinsic property to behave as oscillators, which are also connected by chemical and electrical couplings [1]. The pattern of synchronization (or phase cohesiveness), which has been seen across regions of human brain, is believed to facilitate communication among neuronal ensembles [2]. However, abnormal patterns of synchronization can trigger neurological disorders, which is regarded as the cause of some serious diseases. It suggests that a non-pathological brain has powerful regulation mechanisms not only to render synchronization, but also to prevent unnecessary synchronization among the neuronal ensembles that do not need communication. Motivated by these phenomena observed in the human brain, we study community-driven partial phase cohesiveness in networks of community-structured Kuramoto oscillators, where each community consists of all-to-all coupled oscillators.

2 Problem Formulation and Results

To the best of our knowledge, all the results for modeling dynamics in the human brain rely on the simplifying treatment that the dynamics of the neuronal ensemble in an anatomical region of the brain is modeled as a single oscillator. In fact, anatomical regions of the brain often exhibit a network-of-networks topology. Each anatomical region can consist of heterogeneous neuronal ensembles, which can interact not only within a region but also with neurons from other regions. This motivates us to analyze a more challenging and perhaps more precise model described by

$$\dot{\theta}_i^p = \omega_i^p + \frac{K_i}{N} \sum_{n=1}^{N} \sin(\theta_i^p - \theta_n^p) + \sum_{l=1}^{M} a_{p,l} \sum_{n=1}^{N} \sin(\theta_i^p - \theta_n^l),$$

where $\theta_i^p \in S^1$ and $\omega_i^p \geq 0$ denote the phase and natural frequency of the $i$th oscillator in the $p$th community (anatomical region). The second term on the right-hand side represents the interconnection within community $p$, which is all-to-all. The interconnection among communities are described by an undirected, and weighted graph $G(V, E, A)$ with adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{M \times M}$. An example is given in Fig.1.

![Figure 1: A network of networks.](image)

The problem of interest is to seek conditions such that target communities (see the green ones in Fig.1) can reach phase cohesiveness caused by the driven community (see the red one in Fig.1). The result we obtained is as follows.

**Result 1** Assume that the algebraic connectivity $\lambda_2(L)$ of $G_R$ is larger than a critical value ($R$ is the target communities), the oscillators in $R$ can reach partial phase cohesiveness.
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1 Introduction

The production of products of interest in batch bioreactors is becoming a real opportunity for more and more industries. In batch operating mode, the culture medium is defined at the beginning of the experiment and cannot be changed over time. As a consequence, in order to optimize the process, it is necessary to focus on cell modification and strain design. To do so, it is important to develop a model with more information than Monod model or other macroscopic models. Constraint based models are good candidates for modelling intracellular processes. Actually, the predictability of these methods relies on mass conservation and optimal resource allocation principle in cell in general. As an example, Resource Balance Analysis (RBA) method developed in [1] is an intracellular process description relying on: (i) mass conservation, (ii) ribosome capacity limitation to produce proteins, (iii) constant total protein concentration, (iv) maximization of growth rate. The constraints are centred on proteins as it is known to be the main cell’s resources allocation. Coupling constraint-based models to production optimization has already been done, notably in [2]. The optimal strategy is divided into two steps. In the first phase, the goal is that the cells grow as much as possible without producing. In a second stage, growth is minimal and production is at its maximum. The main contribution of our work compared to [2] is the consideration of protein dynamics in the calculation of the optimum. As it is the largest spending pole of the cell, it is relevant to take it into account.

2 Approach

In this work, an aggregated model is developed: the bioreactor dynamics (substrate concentration, product of interest quantity and biomass dynamics) is coupled to the intracellular species dynamics which are gathered in representative pools of components. The intracellular processes are described with the same approach as in [1]. As an example, in this model, the growth rate formulation results from a compromise between constraints (i), (ii), (iii) and (iv), not from empirical observations. The model is the same as in [3]. The problem at stake is to maximize the product quantity by time, that is to say the yield of the process: $P(t_f)/t_f$. The nonlinear optimization problem is discretized and solved by the collocation approach [4].

3 Results & Interpretation

Optimal strategy is presented in Figure 1. As in [2] and fed-batch classical strategies, the optimization result is first to grow and then to produce the product of interest. But, the great difference is the intermediate phase during which the growth rate gradually decreases while the concentration of production proteins increases as well as product quantity produced in the bioreactor. In fact, there is a need for this intermittent phase during which the behaviour of the cells changes: the proteins catalyzing the production flux have to be produced and it takes time.

4 Perspectives

As an ongoing work, the methodology could be extended to fedbatch bioreactors. In fact, the impact of protein dynamics on the global control strategy must be taken into account and would certainly change the optimal feeding profile.
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1 Introduction

We address the problem of variable selection in linear dynamical systems. More precisely, we wish to reconstruct the zero-structure of the matrix $A$ in the system $\dot{x} = Ax + u$ from sampled measurements $y_j = x(t_j) + v_j$. Here $u$ is an unknown noise process modelled as white noise, and $v_j$'s are measurement errors. The problem is motivated by the gene regulatory network reconstruction problem, which is characterized by low sampling frequency and small number of data points in the time series data. The identification problem is underdetermined, and therefore we impose a sparsity requirement on $A$, as per general knowledge on the gene expression process. However, the sparsity requirement is imposed on the continuous time system, and due to the low sampling frequency, sparse matrix $A$ does not correspond to a sparse discrete time matrix $e^{At}$. Therefore the continuous time nature of the system needs to be taken into account.

The more or less classical approach to variable selection problems is the so-called Lasso algorithm, that is, a least squares solution with a penalty on the 1-norm of $A$'s. The Lasso has been combined with the EM method in [2]. We will introduce a fully Bayesian method for the task, based on Markov Chain Monte Carlo sampling of the sparsity pattern of $A$ as well as the trajectory $x$ which is considered as a latent variable.

2 The method

A more detailed presentation can be found in [1]. Denote by $Y = [y_0, \ldots, y_N]$ the collection of the time series data. Let us split $A$ into an indicator variable $S$ controlling the sparsity pattern of $A$, and a magnitude variable $H$, so that $[A]_{i,j} = [S]_{i,j}[H]_{i,j}$ where $[S]_{i,j} \in \{0, 1\}$. In the Bayesian spirit, we are interested in the posterior probability distribution for the indicator variable $S$ for given data $Y$, for which we have

$$p(S|Y) = \int p(S, H, dx|Y)dH \propto \int p(Y|x)p(dx|S, H)p(S)p(H)dH$$

$$= p(S) \int p(Y|x) \left( \int p(dx|S, H)p(H)dH \right).$$

where the first equality is the marginalization integral and the second is the Bayes’ law. The distributions on the last line are the prior for the zero structure $p(S)$ (preferring sparse $A$), the measurement noise model $p(y_j|x) = N(x(t_j), R)$, the process noise model obtained from the Wiener measure using the Cameron–Martin theorem, and independent normal priors for the rows of $H$. With this prior for $H$, the latter integral above can be computed analytically.

Denote by $S^{(l)}$ and $x^{(l)}$ the current MCMC sample. The sampling algorithm then proceeds as follows:

**Algorithm 1**

1) Sample $\hat{S}$ from $S^{(l)}$ by randomly picking one element and changing it from one to zero or zero to one.
2) Sample $\hat{x}$ from $x^{(l)}$ by Crank–Nicolson sampling [3].
3) Compute the Metropolis–Hastings acceptance probability and with that probability, set $S^{(l+1)} = \hat{S}$ and $x^{(l+1)} = \hat{x}$. Otherwise, set $S^{(l+1)} = S^{(l)}$ and $x^{(l+1)} = x^{(l)}$.

After collecting $k$ samples, the matrix $\frac{1}{k}\sum_{l=1}^{k} S^{(l)}$ approximates the probabilities of the corresponding elements of $A$ being nonzero. Some results on a test problem are shown in Figure 1, where the presented method outperforms the EM-Lasso.

![ROC curves for a 100-dimensional test problem. The dotted line shows the results of the presented method and the dashed line shows results of the EM-Lasso.](image)

**Figure 1:** ROC curves for a 100-dimensional test problem. The dotted line shows the results of the presented method and the dashed line shows results of the EM-Lasso.
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1 Introduction

*Escherichia coli* is a popular microorganism in biotechnology applications, and the most commonly used host cell for the production of recombinant proteins and many other bio-pharmaceutical products. This production is mainly achieved through fed-batch cultures.

In order to maximize the biomass production and reach high cell densities, a substrate feeding strategy must be considered.

Feeding the culture with a rich medium containing a high glucose concentration might seem the ideal approach. However, it has been shown that exceeding a critical level of concentration of glucose can lead into acetate production, a cell growth inhibiting byproduct.

To avoid this undesired behavior, and maintain the culture in optimal operating conditions, an optimal closed-loop regulation and feeding strategy is needed. This feeding strategy requires the development of an optimal closed-loop control algorithm based on the known measured outputs, and the estimated states.

2 Modeling

A mechanistic model of *E. coli* growth is considered. This model is based on Sonnleitner’s bottleneck assumption (figure 2):

During a culture, the cells metabolism changes due to their limited oxidative capacity represented by a bottleneck.

When the substrate (glucose) is in excess, its concentration (denoted $S$) exceeds a critical value ($S > S_{\text{crit}}$), acetate is produced by the cells, and the regime is called respiro-fermentative regime.

Otherwise, when the substrate is low (i.e. $S < S_{\text{crit}}$), the available glucose and/or acetate are oxidized. The regime is called respirative regime [1–3].

3 Control strategy

An efficient control strategy of *E. coli* culture in fed-batch mode aims to maximize biomass production while maintaining acetate concentration at a low level.

In order to achieve this objective, as a first step, an exponential feeding rate and its corresponding biomass concentration profile are considered as a reference trajectory to track by the controller. The goal is to force cells growth to a desired regime and to maintain the culture in optimal conditions, starting from a different initial conditions and thus different regime.

The developed controller is a nonlinear model predictive controller (NMPC), minimizing a cost function that includes the tracking error on biomass concentration, and the difference between the reference and applied control inputs.

The NMPC controller performance is then compared to a PID controller, in order to highlight the higher performance of the NMPC in comparison to classical control strategies [2].

This optimizing controller depends on the knowledge of the real time values of the different variables. However, reliable probes for online measurements with the desired accuracy are not always available. To tackle the issue, in future work the NMPC controller will be coupled with an estimation algorithm to reconstruct unmeasured variables. An Unscented Kalman Filter (UKF) will be investigated.
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In recent years, progress in systems biology allowed to model biological systems with more complex formalisms. These models serve as in silico alternatives for costly and time-consuming experiments or help to improve observer and controller performance on an industrial scale. In this contribution, dynamic modelling using constraint-based optimization network models (CBM) will be discussed by means of a case study: the implementation of a dynamic flux balance analysis (DFBA) model for recombinant *Streptomyces lividans*.

In CBM models, biomass is considered to consist of multiple metabolites which are converted into each other by biochemical reactions. The stoichiometry of these reactions is given by a metabolic network. To each of the reactions a flux is attributed. The flux distribution inside a cell is determined by maximizing a predefined criterion, mostly (but not exclusively) biomass growth. The flux distribution should satisfy multiple biological and thermodynamic constraints, e.g., reaction irreversibility. DFBA uses this approach to predict concentration profiles of extracellular metabolites (substrates and products). It has first been introduced by Mahadevan et al. (2002) in [1].

Starting from the already known reaction stoichiometry, a DFBA model for *S. lividans* is constructed. The implementation method is in accordance with the static-optimization approach (SOA) in which three steps are iteratively executed. First the uptake fluxes of glucose and amino acids and the production fluxes of cellulase and organic acids are determined based on kinetic expressions. Parameter identification happens by least-squares fitting of kinetic expressions onto experimental data. The uptake and production fluxes are used as constraints in the second step to solve an LP-problem in order to determine the flux distribution inside the cells. In a third step, this flux distribution is used to update the extracellular metabolite concentrations - glucose, amino acids, organic acids and dissolved oxygen - by a forward Euler discretization. The procedure is described by the following equations:

\[
\begin{align*}
\max \mathbf{c}^T \mathbf{v} \\
\text{s.t. } \mathbf{Sv} &= 0 \\
\mathbf{v}_{\text{min}} &\leq \mathbf{v} \leq \mathbf{v}_{\text{max}}
\end{align*}
\]

\[\begin{align*}
z(t_{t+1}) &= z(t_t) + S_{\text{exc}} v(t_t) z_0(t_t) \Delta t \\
z(t) &\geq 0, \forall t \in [t_0; t_f]
\end{align*}\]

\(c\) is a weighting vector and \(v\) is the vector of fluxes \([\text{mmol}/\text{gDW} \cdot \text{h}]\). \(S\) is the stoichiometric matrix, taking into account the stoichiometry of the reaction network which is assumed to be in steady-state (2). \(v_{\text{min}}\) and \(v_{\text{max}}\) impose boundaries on the fluxes. These can be fixed values or kinetic expressions. \(z\) is the vector of extracellular metabolite concentrations \([\text{mol}]/[\text{L}]\) and \(z_0\) is the biomass concentration \([\text{gDW}]/[\text{L}]\), which is the \(n\)-th element in \(z\). Equation (4) describes the update of the concentrations with \(\Delta t\) the length of the time interval \([h]\). \(S_{\text{exc}}\) is a matrix describing the stoichiometry of the exchange reactions.

The implemented DFBA model correctly predicts the grand dynamics. However, the experimental results show a deviation from exponential growth at the end of the growth phase. This is not predicted by the model due to an overestimation of the glucose uptake rate. A general conclusion is that the presented DFBA model forms a good preliminary model framework which can be extended in future studies. Figure 1 shows the glucose, biomass and cellulase predictions and compares them to experimental measurements. Current research of the author focuses on the use of CBM models for bioprocess estimation and control.

**Figure 1:** Glucose (G), biomass (X) and cellulase (CelA) concentration estimates (full lines) and measurements (circles)

\[\begin{align*}
z(t_{t+1}) &= z(t_t) + S_{\text{exc}} v(t_t) z_0(t_t) \Delta t \\
z(t) &\geq 0, \forall t \in [t_0; t_f]
\end{align*}\]
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1 Introduction

System identification methods for complex networks commonly rely on the assumption that the topology of the network is known [1]. Given a dataset collected from a dynamic network, we formulate the problem of topology identification as a structure learning problem in the context of dynamic Bayesian networks [2]. The advantage of this approach is that the reconstruction of the topology does not require the identification of the parameters of the modules composing the network.

2 Dynamic Bayesian networks (DBN)

A static Bayesian network is defined by a pair $(S, P)$, where $S$ is a directed acyclic graph and $P$ is the joint distribution over the random variables $w_1, \ldots, w_n$, which constitute the measured variables of the network. The joint distribution factorizes over the graph $S$, i.e. it satisfies the chain rule

$$P(w_1, \ldots, w_n) = \prod_{i=1}^{n} P(w_i | Pa(w_i)),$$

where $Pa(w_i)$ denotes the set of parents of the node $w_i$. The DBN extends the static model to temporal data, where one variable at one time instant is modeled as a random variable. Thus, the factorization of the new joint distribution based on the new structure over time is

$$P(\{w_1(t)\}_{t=0}^{T}, \ldots, \{w_n(t)\}_{t=0}^{T}) = \prod_{t=1}^{T} P(\{w_1(t)\}_{t=0}^{T}) \prod_{t=1}^{T} P(w_i(t) | Pa(w_i(t))),$$

where $Pa(w_i(t))$ is defined by the graph structure. An example of DBN is given in Figure 1.

3 Structure learning of DBN

There are several approaches available for structure learning and the one used in this work is usually referred to as score-based. In this approach, the structure learning problem is formulated as a discrete optimization problem

$$\max_{S \in \mathcal{S}} \text{Score}(S),$$

where $\mathcal{S}$ contains all possible structures and the number of elements in it grows exponentially as a function of the number of variables. The score corresponds to the logarithm of the marginal likelihood which is calculated as

$$\text{Score}(S) = \log P(D|S) = \log \int P(D|S, \theta) P(\theta|S) d\theta,$$

where $D$ denotes the data and $\theta$ denotes the parameters describing the module dynamics. It can be seen the parameters are integrated out and thus parameter estimation is not needed for structure learning. To solve this optimization problem, we apply a heuristic-based greedy search algorithm.

4 Current and Future work

Some simple simulations have been conducted to show the possibility to solve the topology identification problem using DBN model. The future extension would be to incorporate structure priors $P(S)$ and kernel-based methods, which are used to formulate the prior distribution $P(\theta|S)$ in order to account for the stability of the network.
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Topology reconstruction of dynamical networks via constrained Lyapunov equations

1 Introduction

Networks of dynamical systems appear in many contexts, including power networks, water distribution networks, and biological networks. The interconnection structure of such networks is often represented by a graph, where each vertex (or node) of the graph corresponds with a dynamical system, and edges represent interaction between systems. Unfortunately, the interconnection structure of dynamical networks is often unavailable. For instance, in the case of wireless sensor networks the locations of sensors, and hence, communication links between sensors is not always known. Other examples of dynamical networks with unknown network topologies are encountered in biology, for instance in neural networks. Consequently, the problem of network reconstruction is studied in the literature (see, e.g., [1], [2], and the references therein). The aim of network reconstruction (also called topology identification) is to find the network structure of a dynamical network, using measurements obtained from the network. In this abstract, we consider network reconstruction for deterministic networks of linear dynamical systems. In contrast to papers studying network reconstruction for specific network dynamics such as consensus dynamics or adjacency dynamics, we consider network reconstruction for general linear network dynamics. It is our aim to infer the unknown network topology of such dynamical networks, from state measurements obtained from the network.

2 Problem formulation

Consider an undirected graph $G = (V,E)$, where $V = \{1,2,\ldots,n\}$ is the vertex set, and $E$ is the set of edges. Associated with $G$, we consider the network system

$$\dot{x}(t) = Xx(t) \quad \text{for} \quad t \in \mathbb{R}_{\geq 0},$$

$$x(0) = x_0,$$  \hspace{1cm} (1)

where $x \in \mathbb{R}^n$ is the state of the network, and the interconnection matrix $X$ is contained in the so-called qualitative class $\mathcal{Q}(G)$ of matrices carrying the structure of the graph $G$. Examples of members of the qualitative class are the Laplacian and adjacency matrices associated with the graph $G$. We denote the state trajectory of (1) by $x_{x_0}(\cdot)$. In this work, we assume that the interconnection matrix $X$ (and graph $G$) is unknown, but the state of the network $x_{x_0}(t)$ can be measured for $t \in [0,T]$, where $T \in \mathbb{R}_{>0}$. It is our goal to reconstruct $X$ (and hence, $G$) using these measurements. Of course, it is possible that multiple different network systems of the form (1) generate the same measurements $x_{x_0}(t)$ for $t \in [0,T]$. If, on the other hand, the measurements $x_{x_0}(t)$ for $t \in [0,T]$ correspond to a unique network system (1), we say the network reconstruction problem is solvable (for a more formal definition we refer to Definition 1 of [1]).

The first problem of this abstract is to find conditions under which the network reconstruction problem is solvable. Secondly, we want to find a method to reconstruct the matrix $X$ using the measurements $x_{x_0}(t)$ for $t \in [0,T]$.

3 Results and discussion

As our first main result, we give necessary and sufficient conditions under which the network reconstruction problem is solvable. These conditions are stated in terms of certain unobservable subspaces associated with (1). Subsequently, we show that the network reconstruction problem is solvable if and only if there exists a unique solution (equal to the matrix $X$) to a certain constrained Lyapunov equation. This provides a general methodology to reconstruct the state matrix $X$. Lyapunov equations can be solved efficiently, e.g., using techniques from [3].

Nonetheless, the approach has some limitations. Specifically, system (1) does not take into account possible noise in the system dynamics and in the measurements. Future work should hence focus on extending the results to stochastic dynamical systems. Moreover, it is of interest to consider nonlinear dynamics instead of the linear dynamics (1).
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1 Introduction

We consider the problem of identifying a networked LTI dynamical system where (i) a subset of nodes are measured, and (ii) all nodes are excited. Assuming that the closed-loop transfer functions from excited to measured nodes have been identified, we determine which local transfer functions can be recovered. We show that this essentially depends on the structure of the networked system, and derive a graph-theoretical condition to separate the transfer functions that can be recovered from those that cannot. An important outcome of our research is that, under those assumptions, a network can often be identified using only a small subset of node measurements. Detailed results are available in [1, 2].

2 Problem Statement

We consider that the network is made up of $L$ nodes, with node signals denoted by $\{w_1(t), \ldots, w_L(t)\}$, evolving according to the following network equations, in which the matrix $G^0(q)$ is called the network matrix:

$$w(t) = G^0(q)w(t) + r(t) + v(t). \tag{1}$$

In (1) $q^{-1}$ is the delay operator, $w(t)$ is the vector of node signals, $r(t)$ is a vector of known external excitation signals and $v(t)$ is a vector of stochastic noise. We suppose that we measure a subset $\mathcal{C}$ of the nodes. Letting $C$ be the matrix selecting these nodes, i.e. a matrix where each row contains one element 1 corresponding to a distinct measured node, and zeros everywhere else, the input-output dynamics of the network can be rewritten as

$$w(t) = CT^0(q)r(t) + \bar{v}(t) := C(I - G^0(q))^{-1}r(t) + v(t)$$

where we assume $(I - G^0(q))^{-1}$ to be proper and stable. We suppose that the closed-loop transfer function $CT^0$ has been identified. Our goal is then to determine which local transfer functions $G_{ij}(q)$ can be uniquely recovered from $CT^0$.

3 Graph Representation

We associate to $G^0$ a graph $\tilde{G}$, connecting the edge $(j,i)$ if $G_{ij}^0 \neq 0$. Similarly, we say that a network matrix $G^0$ is consistent with $\tilde{G}$ if $G_{ji}^0 \neq 0$ implies the presence of an edge $(i,j)$ in $\tilde{G}$. It turns out that the possibility of recovering $G_{ij}^0$ uniquely from $CT^0$ is a generic property: for a given graph and set of measured nodes, either $G^0_{ji}$ can be recovered uniquely from $CT^0$ or almost all network matrices $G^0$ consistent with $\tilde{G}$, or it can never be recovered. We prove a necessary and sufficient condition for this generic recovery, related to the maximal number of vertex-disjoint paths between the out-neighbors of $i$ and the set of measured nodes $\mathcal{C}$, a notion illustrated in Figure 1.
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1 Introduction

Modern engineering systems such as the smart electricity grid can be operated more efficiently and safely when accurate models of it are available. One challenge is obtaining such a model, for example by measuring and then taking a data-driven way to identify the model. Many large-scale systems can be modeled as a dynamic network, where dynamics of the system as well as the internal structure are modeled.

Sensor or measurement noise is a classical problem in system identification. Projection methods such as the instrumental variable (IV) method are able to provide consistent estimates of a single module, even when there is sensor noise in the network. However the excitation provided by process noise is not used to reduce variance of the estimated module in the IV method. It can be shown that sensor noise can be rewritten as a correlated process noise. Recently it was shown that the joint-direct method can provide consistent estimates of a module when process noises are correlated [2]. This means that the joint-direct method can be used to deal with sensor noise. When using an ARMAX model structure, an estimate with the same asymptotic properties as the joint-direct method can be obtained by a sequential least squares (SLS) algorithm [1]. When combining these new techniques, a natural question is whether the SLS algorithm can outperform the instrumental variable (IV) method on an example closed-loop system with sensor noise.

The system under study is the closed-loop depicted in Figure 1, where the $r_i$ are known excitation signals, the nodes $w_i$ are unknown but measured as $\tilde{w}_i$.

In the joint-direct method this system is modeled by a prediction error which models correlated noise

$$
\begin{bmatrix}
\epsilon_1 \\
\epsilon_2
\end{bmatrix} =
\begin{bmatrix}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{bmatrix}
\begin{bmatrix}
1 & -C \\
-G & 1
\end{bmatrix}
\begin{bmatrix}
\tilde{w}_1 \\
\tilde{w}_2
\end{bmatrix}
- \begin{bmatrix}
r_1 \\
r_2
\end{bmatrix}.
$$

Minimizing $\epsilon_1^2(t, \theta) + \epsilon_2^2(t, \theta)$ over $\theta$ leads to consistent estimates of $\hat{G}(q)$ and $\hat{C}(q)$ [3].

The SLS algorithm [1] operates in 3 steps. First a MIMO ARX model is estimated in order to obtain an estimate of the innovation sequence. This innovation is used as a known input in an ARMAX model, making it linear in the parameters. Then in the second step the ARMAX model is consistently estimated. Finally in the third step the noise model is refined, and the estimate is improved.

Simulations on the system in Figure 1 show that the proposed algorithm is competitive with IV.

2 Identification setup

We acknowledge the contributions of A. Dankers, M. Galrinho and H. Hjalmarsson.
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Figure 1: Closed-loop influenced by sensor noise.
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1 Introduction

Linear parameter-varying (LPV) systems are nonlinear systems described by a linear model with coefficients varying as a function of one or more scheduling parameters. Determining the dependency of the linear model on the scheduling parameter(s), generally described through a set of basis functions, is often challenging, especially if little or no prior information of the nonlinear system dynamics is available. This abstract proposes an LPV identification method that models the scheduling parameter dependency through B-spline basis functions. B-splines are known to have better interpolating properties than polynomials. Furthermore, B-spline-based LPV models are the core of the recently developed LPV controller design method [1] we want to comply with. This LPV identification approach combines a quadratic fitting criterion with a basis pursuit approach to determine the optimal B-spline knot locations.

2 B-spline-based state-space model

We consider the following discrete-time LPV model:

\[
\begin{align*}
    x(t+1) &= A(\alpha(t))x(t) + B(\alpha(t))u(t) \\
    y(t) &= C(\alpha(t))x(t) + D(\alpha(t))u(t),
\end{align*}
\]

where \( x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}^m, y(t) \in \mathbb{R}^p, \) and \( \alpha(t) \in \mathbb{R}^r \) are respectively the state vector, the input vector, the output vector, and the scheduling parameter, at time instance \( t \). For simplicity is here assumed that \( \alpha \) is a scalar on a closed and bounded interval \( [\alpha_l, \alpha_u] \subset \mathbb{R} \). The extension to multiple scheduling parameters is trivial though. Let \( \xi = (\xi_0, \ldots, \xi_{\ell+1}) \) be a sequence of points satisfying

\[
\alpha = \xi_0 < \xi_1 < \ldots < \xi_{\ell} < \xi_{\ell+1} = \alpha_u. \tag{2}
\]

The state-space matrices of the model (1) have a piecewise polynomial dependency on \( \alpha \) and can all be expressed as:

\[
S(\alpha) = \sum_{i=1}^{n_k} C_i B_{i,g,\lambda}(\alpha), \tag{3}
\]

where \( B_{i,g,\lambda}(\alpha) \) is the \( g \)-th normalized B-spline basis function of degree \( g \) for the knot sequence \( \lambda \in \mathbb{R}^{n_k} \)

\[
(\xi_{0}, \ldots, \xi_{g+1}, \xi_{g+2}, \ldots, \xi_{1}, \ldots, \xi_{g}, \xi_{g+1}, \ldots, \xi_{g+1-v}, \ldots, \xi_{g+1-v}, \xi_{g+1-2v}, \ldots, \xi_{g+1-2v}), \tag{4}
\]

and \( C_i, i = 1, \ldots, n_k - g - 1 \) are matrix-valued coefficients [1]. The B-splines \( B_{i,g,\lambda}(\alpha), \alpha \in [\alpha_l, \alpha_u] \), are computed using the Cox-de Boor recursive formula [2].

3 Identification strategy

The procedure we propose starts with obtaining an initial model estimate using the SMILE technique [3], with B-spline basis functions of a desired degree and the knots placed at the scheduling points of the local measurements. After the initial estimate is determined, additional knots are inserted into the knot sequence, which elevates the model’s degree of freedom without changing the shape of its splines. With this knot elevation, we augment the fitting capabilities of the model, aiming to obtain an as simple as possible scheduling parameter dependency while preserving or improving the LPV model accuracy. This dual goal is pursued by combining the classical weighted squared difference between the model response and corresponding measured system response focusing on the model accuracy, with a weighted \( \ell_2,1 \)-norm regularization in charge of removing redundant knots.

For a polynomial spline matrix \( S(\alpha) \) of degree \( g \) with internal break points \( \xi_1, \ldots, \xi_r \) and continuity condition \( v \) it holds that in a breakpoint \( \xi_i, i \in \{1, \ldots, l\}, S(\alpha) \) and its derivatives up to the order \( v \) are continuous [1]. The differentiation between the significant and redundant knots is based on the differences between adjacent elements of the \( v^{th} \) derivative and it involves specific grouping of the model coefficients followed by the \( \ell_2,1 \)-norm regularization.
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1 Introduction and problem setting

In recent years increasing attention has been devoted to the identification of dynamic networks by the system identification community. One interesting problem, first tackled in [1], deals with the identification of one particular component—or module—of the network.

Figure 1: Left: An example of dynamic network, where the module of interest is $G_{31}$ (in red). Right: MISO system describing the dynamics of the output of $G_{31}$.

It was shown in [1] that, in order to identify a given module of interest, one has to set up a MISO identification problem where the modules entering the MISO structure correspond to the modules of the network sharing the same output with the module of interest (see Fig. 1 for an example). This implies that it is required to 1) identify all such modules, a task that increases the variance of the estimates, and 2) determine the model order of all the modules, a task that may give inaccurate results.

2 Approach and results

In order to avoid the aforementioned problems, we suggest to use regularized nonparametric kernel-based methods [2]. Considering known topology, we keep a parametric model for the module of interest. The remaining modules contributing to the output are modeled as Gaussian vectors with covariance matrix (kernel) given by the first-order stable spline kernel [2].

Using this approach, one obtains a Gaussian probabilistic description of the problems that depends on a vector of parameters $\eta$ containing the unknown module parameters and the hyperparamaters characterizing the stable spline kernel.

Therefore, by estimating $\eta$ we can retrieve the parameters of interest. To accomplish this task, we use an Empirical Bayes (EB) approach, where $\eta$ is estimated by maximizing the marginal likelihood of the module output. The solution of the problem is carried out with an iterative Expectation-Maximization (EM) scheme.

Numerical experiments performed with a dynamic network example illustrate the potentials of the proposed method on comparison with the already available methods. Fig. 2 shows that a reduced variance is observed in the identified model due to the integration of regularization approach in the proposed method.
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The problem of computing a controlled invariant set is a paradigmatic challenge in the broad field of systems and control. Indeed, it is for instance crucial in safety-critical applications, such as the control of a platoon of vehicles or air traffic management; see for instance [5], where firm guarantees are needed on our ability to maintain the state in a safe region (e.g., with a certain minimal distance between vehicles). In other situations, the dynamical system might be too complicated to analyze exactly in every point of the state space, but yet it can be possible to confine the state within a guaranteed set.

A set is controlled invariant (sometimes also referred to as viable) if, any trajectory whose initial point is in the set can be kept inside it by means of a proper control action. Given a system with constraint specifications on the states and/or input, the controlled invariant set can be used to determine initial states such that trajectories with these initial conditions are guaranteed to meet the specifications. Moreover, in some situations, a state feedback control law can be derived from the knowledge of the controlled invariant set; see [1] for a survey.

The computation of invariant sets is usually achieved using either polyhedral computations or semidefinite programming. If the system contains a control input, the computational complexity of the problem becomes even more challenging. Indeed, this requires the computation of projections of polytopes (see e.g., the procedure p. 201 in [2]) or the parametrization of a family of polytopes [4] when using polyhedral computations and semidefinite programming techniques are not directly applicable. The problem of polyhedral projection is well known to severely suffer from the curse of dimensionality.

We give a method based on semidefinite programming to compute ellipsoidal invariant sets in [3]. A key ingredient in our technique is that we work in the dual space of the geometric problem. Given a discrete-time control system

\[ x_{k+1} = Ax_k + Bu_k, \quad x_k \in \mathcal{X} \]

we show that an ellipsoid

\[ \mathcal{E}_{P^{-1}} = \{ x \in \mathbb{R}^n | x^T P^{-1} x \leq 1 \} \]

is controlled invariant if and only if \( \mathcal{E}_{P^{-1}} \subseteq \mathcal{X} \) and

\[ E P^A \geq E P E^T \]

where \( E \) is a projection on \( \text{Im}(B)^\perp \).

For a system with constraints on the input:

\[ x_{k+1} = Ax_k + Bu_k, \quad x_k \in \mathcal{X}, \quad u_k \in \mathcal{U} \]

we show that \( \mathcal{E}_{P^{-1}} \) is controlled invariant if and only if there exists a set

\[ \mathcal{E}_{Q^{-1}} = \{ y \in \mathbb{R}^n | y^T Q^{-1} y \leq 1 \} \]

such that \( \mathcal{E}_{P^{-1}} \subseteq \mathcal{X}, \mathcal{E}_{Q^{-1}} \subseteq \mathcal{X} \times \mathcal{U} \) and

\[ (A \ B) Q (A \ B)^T \preceq P \preceq (I \ 0) Q (I \ 0)^T. \]

All these constraints are LMI-representable, and this allows us to introduce a new efficient procedure for the computation of controlled invariant sets. Our general method is presented in [3] and can be applied to affine hybrid control system, we only present here the particular case of linear control systems.
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1 Introduction

Descriptions of nonlinear systems often involve a set of multivariate real functions. While very flexible, this has the downside of having a large number of parameters which makes gaining insight based on such models very difficult. When decoupling a set of multivariate real functions, these functions are expressed as a linear combination of univariate functions - removing cross terms. Such a decoupled representation may give more insight into the problem, reduce the number of variables or may be useful to simplify a complex system.

Formally, this decomposition can be written as \( f(x) = Wg(V^T x) \) with \( V \) and \( W \) being linear transformation matrices and \( g \) the set of univariate functions.

In order to compute this decomposition, [1] looks at the first-order information of the function, i.e. the Jacobian which can be written as \( J(x) = \frac{\partial f(x)}{\partial x} \). Stacking these matrices for sampling points \( x^{(k)} \), \( k = 1, \ldots, N \), results in a third-order tensor \( \mathcal{J} \). The canonical polyadic decomposition (CPD) [2, 3]

\[
\mathcal{J} = [W, V, G] = \sum_{i=1}^{r} w_i \circ v_i \circ g_i
\]

gives us the different elements of the decoupled function with \( \circ \) denoting the outer product and \( g_i \) containing the evaluations of \( g_i(x^{(k)}) \) in the \( N \) sampling points.

In the exact case, we can integrate this result to retrieve the decomposition of the function up to a constant. However, this no longer holds in the presence of noise. Secondly, systems described by a single multivariate polynomial - related to the Waring problem - are also no candidate for the method in [1].

2 Methodology

In this contribution, we will directly look at the decomposition of the function as well as the decomposition of the second-order information, by looking at the Hessian.

\[
\begin{align*}
\frac{\partial}{\partial x} f(x) & \quad f(x) \\
\frac{\partial}{\partial x} f(x^{(k)}) & \quad f(x^{(k)}) \\
\frac{\partial}{\partial x} J(x) & \quad J(x^{(k)}) \\
\frac{\partial}{\partial x} \mathcal{J} & \quad \mathcal{J}^{(k)}
\end{align*}
\]

Next to the linear transformation matrices \( W \) and \( V \) being the same for each of the three (two) decompositions there is partial symmetry with \( V \) occurring twice in the CPD of the Hessians. These constraints can be imposed using Tensorlab’s [4] structured data fusion functionality [5].

By leveraging the relationship between the decompositions we hope to improve the decoupling method for noisy data.
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1 Introduction

Within system identification and model reduction, multivariate polynomial optimization problems emerge frequently, e.g., when determining the model parameters from input-output data or minimizing the error of a reduced model. In this research, we explore a new approach to solve these optimization problems, using numerical linear algebra techniques. Although many heuristic approaches exist, state-of-the-art algorithms, mostly based on non-linear optimization, are not guaranteed to converge to the global optimal solution. Therefore, the main goal of our research is to solve these optimization problems exactly, i.e., to find the global optimal solution. Some work has been done by Dreesen et al. [1] and during this research we continue their efforts.

2 Research methodology

Polynomial optimization problems, as in Equation (1), are optimization problems for which the objective function $J(x) \in \mathcal{P}^{n}(\mathbb{R})$ and constraints $g_i(x) \in \mathcal{P}^{n}(\mathbb{R})$ are multivariate polynomials with real coefficients in the unknown optimization variable $x \in \mathbb{C}^n$. Although the restrictions, these problems arise in numerous engineering applications, e.g., system identification, control theory, computer vision, robotics, computational biology, and many more [2].

$$
\begin{align*}
\inf_{x} & J(x) \\
\text{s.t.} & g_1(x) = 0 \\
& \vdots \\
& g_s(x) = 0
\end{align*}
$$

We tackle these optimization problems by embedding the objective function and the constraints, using Lagrange multipliers $\mu_i \in \mathbb{R}$, into a Lagrangian, of which the partial derivatives with respect to the components of $x$ and $\mu$ lead to a (potentially large) system of multivariate polynomials [2]. This system corresponds to a set of difference equations (see Dreesen et al. [1]). Consequently, the kernel of the Macaulay matrix (constructed from the coefficients of the multivariate polynomials), which is spanned by Vandermonde-like vectors constructed from the roots, is a multidimensional observability matrix. Thus, we find these roots via the construction of an autonomous multidimensional (nD) linear state space model (realization theory), followed by a large eigenvalue calculation.

We do not need to find all the roots (which might be many, including at infinity), but only the optimal one. Therefore, we use a little trick. We define $M = \frac{1}{J(x)} \in \mathbb{R}$ and then add one extra equation to the system, namely $MJ(x) = 1$. We can reformulate now, after some technical steps, the eigenvalue problem as to find the maximal eigenvalue $M$. This implies that the power method (or more advanced iterative eigenvalue solvers, e.g., Arnoldi, Lanczos, etc. (see [3])) can be used to find, in an iterative way, the optimizing root of our original polynomial optimization problem.

3 Presentation outline

In our presentation, we will elaborate on how one can set up, from the Macaulay matrix, an eigenvalue problem, of which one of the eigenvalues is the optimal value of the objective function. Furthermore, we will develop two algorithms to find this optimal solution. The first one starts from the kernel of the Macaulay matrix, the second one (or dual approach) works directly on the columns of the Macaulay matrix.
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1 Introduction

The use of look-up tables is ubiquitous in industrial modeling practice. Common occurrences of look-up tables are efficiency maps of motors, and maps of aerodynamic properties. For the parties that set up the laborious measurement campaigns to generate them, they are the prized and protected possessions that allow for accurate simulation of the modeled process.

For engineers working on gradient-based (dynamic) optimization, on the other hand, models containing look-up tables can be a nuisance because of (a) lack of support for optimization modeling languages, and (b) lack of smoothness or introduction of oscillations when smoothness is enforced.

To handle problem (a), this abstract presents the addition of a fully differentiable B-spline node into the open-source CasADi [1] framework for algorithmic differentiation and numerical optimization. To handle problem (b), this abstract proposes the use of the OptiSpline toolbox to design B-splines with desirable properties out of measured data.

2 B-splines in CasADi

The new look-up table node, packaged as Function.bspline, evaluates a B-spline function \( \Pi: \mathbb{R}^n \rightarrow \mathbb{R}^m \), and possesses the following properties:
- defined on a tensor-product grid of \( n \) dimensions,
- restricted to numerical knot locations and coefficients.

CasADi computational graphs containing the node support:
- algorithmic differentiation up to the degree of the spline,
- code-generation,
- an evaluation time independent on grid resolution\(^2\).

In addition, we provide an exact interpolation with knot-to-knot end conditions, mirroring MATLAB’s interp1:

\[
[X,Y] = \text{ndgrid}(xgrid, ygrid) \\
V = \text{sqrt}(5 \times X.^2 + Y.^2) + 1; \\
lut = \text{interp1ant}(‘LUT’, ‘bspline’, [xgrid ygrid], V(:)) \\
lut([0.5 1]) \\
\text{interp}(X,Y,V,0.5,1,’spline’)
\]

\(\text{C}(\text{Fit}(a))\) from Figure 1, smooth but oscillatory, is given by a least-squares formulation with

\[
\Pi(C,x_i) - y_i
\]

Consider noisy data vectors \( x,y \in \mathbb{R}^n \) and a 1D B-spline with coefficients \( C \) to be optimized. Fit (a) from Figure 1, smooth but oscillatory, is given by a least-squares formulation with

\[
\Pi(C,x_i) - y_i
\]

\(\text{C}(\text{Fit}(b))\) is made convex by the addition of a positive definite-ness constraint \( \Pi(C,x) \)

\(\text{C}(\text{Fit}(c))\) is most desirable since its local quadratic optimization is more constant by regularizing its variation:

\[
\text{C}(\text{Fit}(c)) = \int \text{Hessian}_i \text{subject to} (H > 0)
\]
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Many engineering and scientific applications require the solution of Mixed-integer Non-Linear Problems (MINLPs). However, efficiently solving medium-large MINLPs remains a challenge.

MINLPs are harder to solve than Non-Linear Problems (NLPs) and Mixed-Integer Linear Problems (MILPs). Consequently, Duran and Grossmann in 1986 [1] proposed an algorithm, called Outer Approximation (OA), that finds an optimal point for a given convex MINLP via the solution of an alternating sequence of MILPs and NLPs. After more than thirty years, the algorithmic ideas of the original OA method are still at the core of the most competitive MINLP solution approaches.

1 Outer Approximation

OA is a multi-step iterative procedure that starts from an initial set \( L \) of linearizations of the non-linear constraints of the MINLP, and then, at each iteration:

1. \( L \) and the original objective function (that, w.l.o.g., can be assumed linear) are used to define a MILP whose solution \( \bar{x} \) yields a lower-bound on the optimal objective value of the MINLP.

2. The value of the discrete components of \( \bar{x} \) is fixed in the original MINLP, whereby, it reduces to a NLP. If the NLP is feasible, it is solved obtaining \( \tilde{x} \) which is a feasible solution for the original MINLP and yields an upper-bound on the optimal objective value of the MINLP. If the NLP is infeasible, \( \tilde{x} \) is set as the minimizer of a certain infeasibility measure.

3. If the current best upper-bound and lower-bound found coincide, the algorithm stops. Otherwise, new linearizations around \( \bar{x} \) of the non-linear constraints are added to \( L \) and the procedure restarted from step 1.

If the discrete components of \( x \) are bounded, then, OA is guaranteed to converge to an optimal solution for the MINLP in a finite (although often large) number of steps.

2 Our Contribution

The main criticalities regarding the OA algorithm consist of:

- In case of infeasible discrete assignments in the second step, setting \( \bar{x} \) as the minimizer of an infeasibility measure leads to linear approximations which aren’t necessarily optimally tight.

Partially inspired by the recent developments on Feasibility Pump like heuristics for MINLPs (ref. [2] for an overview) we will present a new adaptive OA scheme: the Proximal Outer Approximation (POA), where:

- The MILP objective is set as a convex combination of the original objective and the \( L_1 \) distance between the MILP solution and the most recent NLP solution in order to increase the odds of finding a feasible solution at each iteration. The parameters of such combination are adapted depending on the estimated quality of the current linear approximations set.

- The second step detects infeasibility by finding the closest point \( \hat{x} \) to \( \bar{x} \) along the discrete components of \( x \) which is feasible w.r.t. the non-linear constraints. Then, depending on the distance between \( \hat{x} \) and \( \bar{x} \) either feasibility or infeasibility is declared. In case of feasibility, the algorithm proceeds as OA, while, in case of infeasibility, \( \hat{x} \) is used to obtain tighter linearizations w.r.t OA.

- At each iteration, special linear cuts are added to \( L \) to speed-up the convergence.

POA has the same optimality guarantees of OA but exhibit better runtime performances.

3 Results

The performances of the POA algorithm are compared with the ones of the classical OA algorithm implemented in Bonmin [3]. The results show that the former consistently outperforms the latter over the Bonmin test Library, despite its not optimized python implementation. Moreover, the proposed scheme finds good solutions earlier during the iterations making it more suitable for real time optimization tasks.
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1 Introduction

B-Splines relaxations have been successfully applied to solve semi-infinite optimal control problem for flat systems [3] with guarantees for constraint satisfaction, and to compose robust controllers [2] for linear parameter varying systems (LPV). This abstract introduces a fresh open-source project, OptiSpline1, that consolidates the various research codes that have supported the above-cited research into a general-purpose toolbox.

2 Design

The toolbox introduces the following concepts:

- **Basis**: A set of basis functions on a domain.
- **BSplineBasis**: A concrete instance of Basis, this concept represents a set of B-Spline basis function on a 1D domain, defined by knot locations. This set forms a portion of unity, enjoys local support, and any linear combination of members is guaranteed to lie inside the control polygon.
- **TensorBasis**: The outer product of arbitrary Basis objects.
- **Function**: A linear combination of all basis functions of a TensorBasis, with the weights collectively referred to as coefficient tensor.

These concepts give rise to (immutable) objects, with a range of methods to derive from them or compose with them (e.g., taking the integral, degree elevation, addition). The code-base has been developed in C++2, with Python and MATLAB interfaces. Some unique properties of the proposed toolbox are:

1. Support for parametric knot locations, symbolic coefficients, symbolic evaluation points (CasADi [1] is used as back-end).
2. Integrated support with optimization tools for nonlinear (NLP) and convex programming.
3. Support for labels to refer to particular dimensions of a higher-dimensional spline.

3 Examples

Figure 1 shows a B-Spline approximation to a solution manifold \( F(p) = \text{argmin}(p-x)^2 + 5(y-x)^2 \) solved with

\[ \text{s} = \text{OptiSpline}(); \]
\[ \text{b} = \text{BSplineBasis([0,2],2,3)} \]
\[ \text{x} = \text{S.Function(b)} \]
\[ \text{y} = \text{S.Function(b)} \]
\[ \text{p} = \text{Function.linear([0,2],[0,2])} \]
\[ \text{obj} = (p-x)^2+5*y*(y-x)^2 \]
\[ \text{S.minimize(obj.integral())} \]

Figure 2 shows the robust solution to an NLP with a disturbance \( d \in [-1,1] \) in its constraint, solved with:

\[ d = \text{Function.linear([-1,1],[-1,1])} \]
\[ d = \text{d.degreerivation(2)} \]
\[ d = \text{d. refinement(4)} \]
\[ x = \text{S.variable()} \]
\[ y = \text{S.variable()} \]
\[ \text{S.minimize((x-4)^2+y^-2)} \]
\[ \text{S.objective(d^2-x)^2+(y-d-0.5)^2<=3)} \]
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Introduction
The possibility to drive autonomously (driverless) through an urban environment has been a vision for many years. One of the many serious challenges of an autonomous car is driving safely through urban traffic, sharing the roads with other traffic participants, such as other cars, pedestrians and bicycles [1]. Having an accurate description of the environment is an important requirement to deal with these challenges. In this research/project, the problem of a semantic environmental description (world model) for autonomous cars in a campus environment is investigated. We achieve this world model for an autonomous car by using a probabilistic multiple hypothesis tree that combines with Bayesian sensor fusion techniques.

Approach
To estimate features and track objects depending on the task and the objects that are involved (cars, pedestrians, cyclists, etc.), an autonomous car should overcome various challenges. In the following part some of these problems, which are solved during the current work, are mentioned.

1. In urban environment, tracking object attributes and associating measurements are non-trivial tasks due to the uncertainty in their states. The combination of these two problems is called multiple target tracking (MTT) [2]. The Multiple Hypothesis Tracker (MHT) is a popular method to solve MTT.

2. Linking measured attributes to semantical objects is another challenge to solve in order to have a meaningful description of the environment. Creating and maintaining this link is called anchoring [3].

Incorporation of MHT in an anchoring strategy is a solution which is applied in this world model. Applying this algorithm, it is possible to combine different forms of evidence into a common and updated world representation dynamically. Objects attributes, classification and prior knowledge are associated in the hypotheses tree. Figure 1 gives a schematic overview of the complete algorithm. In this Figure every hypothesis contains a list of anchors and has a probability of being correct. Each anchor on its turn contains an individual symbol, a set of measurements and a probabilistic signature that consists out of a mixture of probability density functions (pdfs) generated by a set of behavior models. The predicate attribute space represents predicate grounding relations that link attribute values and predicate symbols [3]. As a first proof of concept for a world model for autonomous cars, the algorithm is applied on a stream of images taken from TU/e campus. After cars, cyclists and pedestrians detection, input data is fed to the world model. A constant velocity Kalman filter and a uniform distribution of objects movement are used as initial conditions. The results have so far shown that our world model has the ability to perform correctly in tracking multiple attributes. This is the same as it is being done in anchoring algorithms and using prior knowledge to prediction.
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1 Introduction

The amazing agility of insects and hummingbirds has always fascinated the humans and, over the past 40 years, biologists have gradually uncovered the complex unsteady aerodynamic mechanisms leading to extraordinary aerodynamic forces generated by their flapping wings. Simultaneously, the extreme miniaturization of avionics has made possible to consider building robots mimicking the behavior of insects and birds.

The project at Active Structures Laboratory (ASL) aims at designing and controlling a MAV capable of hovering with flight autonomy of several minutes. The weight and wingspan are restricted to the hummingbird size. Figure 1 shows a general view of the being developed robot ‘Colibri Robot’ [1].

2 Gearbox design

The flapping mechanism is the mechanism responsible for flapping the wings. The input of the mechanism is connected to the motor by a gearbox with a gear ratio of $G$. Figure 2 shows the characteristics of the motor (torque versus rotation speed) for various voltages and the (measured) torque requirements versus rotation speed (flapping frequency $x$ gear ratio) of the flapping mechanism [2]. In order to characterize the flapping mechanism load, the armature current and the flapping frequency are monitored and recorded for various motor voltages. Then the required torque is computed using the motor torque constant; a high speed camera is used to evaluate the flapping frequency. The crossing of the two curves is the operating point of the mechanism, provided that the corresponding current is below the thermal limit allowed for the motor.
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1 Introduction

Planning of time-optimal trajectories for robots is an old problem that is still relevant today. In many applications, among which manufacturing, the robot is operating most cost effectively when tasks are completed in minimum time. Let us consider the class of tasks that can be described by tracking a geometric curve as fast as possible, given a set of bounds on states and inputs. The works of [1, 2], and more recently [3], presented constructive methods to find trajectories that exactly track a path in the configuration space of a robot manipulator time optimally. In an offline optimization phase reference trajectories are generated, which are subsequently fed to the online tracking controllers for the joint positions and velocities; traditionally cascaded PID controllers.

The advantage of separating the optimization from reference tracking is that the burden of computing optimal trajectories is entirely offline. This greatly relaxes the performance requirements on the computational hardware on the robot itself. However, it also implies that trajectories cannot be updated during the execution of the reference tracking phase. With current computational hardware and available embedded optimization algorithms, the reference tracking controllers can in principle be replaced with or augmented by online optimization algorithms. If such optimizations are executed periodically in a receding horizon manner one obtains a so-called Economic Nonlinear Model Predictive Control (E-NMPC) scheme [4]. The application of E-NMPC increases the flexibility of the control task: during operation, it can deal with temporary changes in the environment and modifications in parts of the reference path yet to traverse. Also, due to the online optimization, the economic performance objective can be taken into account while attenuating disturbances and to, for instance, exploit tolerance bounds for increased performance [5].

2 Main result

In line with recent developments in fast embedded optimization software, this talk presents results from the application of minimum-time predictive path following to an experimental setup. Considered is an ABB IRB120, a six degree of freedom robot arm, controlled at 250Hz using a Linux workstation on a real-time kernel. The problem formulation is based on [6] and takes two ingredients: a geometric curve defined in the workspace of the robot manipulator, and a tolerance bound with respect to the path. A finite horizon optimal control problem (OCP) results, in which we wish to optimize for minimum motion time along the curve, while staying inside the tolerance bound, and respecting bounds on states and inputs. This OCP is discretized using a direct multiple shooting method to obtain a nonlinear program (NLP), which is to be solved in every sampling interval.

Due to the economic nature of the objective, the implemented sequential quadratic programming approach requires second order sensitivities to obtain a good local quadratic model of the NLP. This is essential to obtain fast convergence behavior, but it also greatly increases the computational complexity. Approaches to mitigate the added computational burden in application to the case study, such as employing inexact sensitivities [7], are investigated. The results demonstrate that economic NMPC is a viable approach for the control of fast mechatronic systems.
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1 Introduction
Vitreoretinal surgery addresses sight-threatening conditions on the back of the eye. Since structures on the back of the eye are often only a few micrometers, the technical demands placed on the surgeon by these procedures are very high. Robotic systems can provide a distinct and positive alteration in patient outcome when they can show to really enhance the surgeon’s capability by providing both physical and mental assistance. Although the use of a stereo-microscope provides a three dimensional image to the physician, determining the distance between instrument-tip and retina proves to be very hard.

2 Proximity sensing
The surgical instrument, which is connected to a robotic setup that is controlled by the surgeon, is equipped with an Optical Coherence Tomography (OCT) probe. OCT [1] is a sensor solution based on interference between two light paths and can be used to measure a one-dimensional depth image (A-scan). Figure 1 shows an A-scan measured from an OCT-probe inside a porcine eye.

![A-scan measured in an in-vivo porcine eye. The x-axis shows the depth in mm. The retina and choroid can be seen around 2.2 mm.](image)

3 Retina detection and tracking
The measured A-scans are processed using template matching to create a discrete probability distribution of where the retina might be in the A-scan. Combined with the measured robot position, a discrete Bayesian filter is then used to track the retina in one dimension (along the axis of the measurement). The robot position is here essentially used as an initial guess to where the retina might be in the A-scan. When the robot moves towards the retina, the retina is expected to move left in the A-scan.

This filter now provides one dimensional distance information towards the retina. However, when moving sideways above a curved retina, no prediction can be made on the distance, since the exact shape of the eye is unknown. Therefore, the retinal surface is mapped by fitting a polynomial plane through the measured distances. For this, an Extended Kalman Filter is used, with the measured distance and the robot encoders as input. Now, when moving sideways, the relative displacement of the polynomial plane w.r.t. the robot is used as input to the Bayesian filter.

4 Retina proximity feedback
The robotic system is a telemanipulation setup developed by PRECEYES [2], consisting of a motion controller (master) and an instrument manipulator (slave). The surgeon controls the motion controller and the measured position of the motion controller is used as a reference to the instrument manipulator. The calculated distance to the retina is now used to limit the reference to the instrument manipulator, thereby decoupling the master and slave in one direction. This provides forbidden-region virtual fixtures to the surgeon.

When moving sideways, the virtual fixture not only consists of a limit to the reference in axial direction, but also contains a gradient. This gradient is based on the polynomial plane that represents the retina and functions as feed-forward to increase precision.

Next to decoupling the telemanipulation setup at a virtual fixture, the measured distance is fed back to the surgeon using auditory cues. This greatly increases depth perception, which, combined with the virtual fixtures, decreases stress to the surgeon and increases safety.
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When solving a path-following problem using the guiding vector field (GVF), a vector field is designed so that its integral curves approach the desired path, and thus guides a robot to follow the path asymptotically. In [1], a 2D GVF is designed for a non-holonomic wheeled robot to follow a smooth desired path in general forms. This paper presents some preliminary results on the extension of [1], where a 3D desired path is considered and a corresponding 3D GVF is designed.

1 Problem Formulation

A desired 3D path $\mathcal{P}$ can be described by the intersection of two surfaces in their implicit forms:

$$\mathcal{P} \triangleq \{(x,y,z) : \phi_1(x,y,z) = 0, \phi_2(x,y,z) = 0\} \subset \mathbb{R}^3,$$  \hspace{1cm} (1)

where $\phi_i \in C^2 : \mathbb{R}^3 \to \mathbb{R}$, $i = 1, 2$. We only consider the case where the intersection is composed of one smooth curve. Given any vector $r \in \mathbb{R}^3$, a bounded operator on $r$ is defined as $\bar{r} = \frac{r}{1 + |r|^2}$ such that the norm of $\bar{r}$ is bounded. The corresponding guiding vector field is designed as

$$v(\xi) = n_1(\xi) \times n_2(\xi) - k_1 e_1(\xi) n_1(\xi) - k_2 e_2(\xi) n_2(\xi),$$  \hspace{1cm} (2)

on $\mathbb{R}^3$, where $n_i(\xi) = \nabla \phi_i(\xi)$, $e_i(\xi) = \phi_i(\xi)$ and $k_i > 0$ are constants, for $i = 1, 2$. Therefore, $\mathcal{P} = \{\xi \in \mathbb{R}^3 : e(\xi) = 0\}$, where $e(\xi) = [e_1(\xi) e_2(\xi)]^T$.

We denote the distance between a point $p_0 \in \mathbb{R}^3$ and a set $S \subset \mathbb{R}^3$ by $\text{dist}(p_0,S) = \inf\{|p_0-p| : p \in S\}$. In addition, the distance between two sets $A,B \subset \mathbb{R}^3$ is defined as $\text{dist}(A,B) = \inf\{|p_1-p_2| : p_1 \in A, p_2 \in B\}$. Next, we define a set $\mathcal{M} \triangleq \{\xi \in \mathbb{R}^3 : N(\xi) Ke(\xi) = 0\}$. This set contains the desired path $\mathcal{P}$. Furthermore, a critical set is defined as $\mathcal{C} = \{\xi \in \mathcal{M} : \text{rank}(N(\xi)) \leq 1\}$. Since the set $\mathcal{S} \triangleq \{\xi \in \mathcal{M} : \text{rank}(N(\xi)) = 2\} \subset \mathcal{P}$, it follows that $\mathcal{P} \cup \mathcal{C} = \mathcal{M}$. Let $N(\xi) = [n_1(\xi) \quad n_2(\xi)]_{3 \times 2}$ and $K = \begin{bmatrix} k_1 & 0 \\ 0 & k_2 \end{bmatrix}$. The following assumptions are made.

**Assumption 1:** For any given constant $\kappa > 0$ and $p \in \mathbb{R}^3$, it follows that $\inf\{|e(p)| : \text{dist}(p,\mathcal{P}) \geq \kappa\} > 0$.

**Assumption 2:** $\text{dist}(\mathcal{C},\mathcal{P})) > 0$.

**Assumption 3:** For any given constant $\kappa > 0$ and $p \in \mathbb{R}^3$, it follows that $\inf\{|N(p)Ke(p)| : \text{dist}(p,\mathcal{M}) \geq \kappa\} > 0$.

2 Main Results

The integral curves of (2) correspond to the trajectories of the following autonomous ordinary differential equation:

$$\frac{d}{dt} \xi(t) = v(\xi(t)), \quad t \geq 0,$$  \hspace{1cm} (3)

where $\xi(t) : t \mapsto (x,y,z) \in \mathbb{R}^3$. Now we present the following theorem stating that the integral curves of (3) converge to either the desired path or the critical set.

**Theorem 1** Let $\xi(t)$ be a solution to (3). Then it will converge to the set $\mathcal{M} = \{\xi \in \mathbb{R}^3 : N(\xi) Ke(\xi) = 0\}$. Particularly, two outcomes are possible: (1) $\lim \text{dist}(\xi(t),\mathcal{P}) = 0$, that is, the solution converges to the desired path. (2) $\lim \text{dist}(\xi(t),\mathcal{C}) = 0$, that is, the solution converges to the critical set.

3 Example

Consider two surfaces in their explicit forms $\phi_1(x,y,z) = 0$ and $\phi_2(x,y,z) = 0$, where $\phi_1(x,y,z) = (x-a)^2 + (y-b)^2 - r^2$, $\phi_2(x,y,z) = y^2 + z^2 - R^2$. Note that $a,b,R,r \in \mathbb{R}$ and $R > r > 0$. When $b \in (-R-r,-R+r) \cup (R-r,R+r)$, the curve and the simulation results are shown in Fig. 1.
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1 Context: Human joint impedances

The neuromuscular system continuously regulates the properties of the human joints according to the environmental conditions and the task to perform. The result is a change of the joint impedance, a mechanical description of the dynamic behavior of the joints. When the variation of the lower limbs’ joint impedance is abnormal, for example after a stroke, cerebral palsy or limb amputation, the execution of motor tasks is affected. Disabilities can be alleviated by prostheses (in the case of amputations) or orthoses (for external support to a limb), termed bionic devices. The ultimate goal of bionic devices is to replicate the dynamic behavior of the joints in concert with the human’s intention, such that the device is perceived as a natural extension of the human body. A model of the changes of the joint impedance during daily tasks is required, and system identification can be used as a tool to obtain such a model [1].

2 Time-varying joint impedance identification

The joint impedance can be represented by a linear time-invariant (LTI) model if, in the measuring process, small amplitude perturbations are applied around a fixed operating point [2]. However, during most motor tasks the operating point continuously changes and LTI models are no longer valid: linear time-varying (LTV) models should be employed instead.

Joint impedance identification is currently being applied to bionic devices; yet LTI techniques are primarily utilized, leading to incomplete and inaccurate models of the joint dynamics. The objective of this research\(^1\) is to tackle the identification of the LTV joint impedance for the application to bionic devices from both a fundamental and practical point of view. In the fundamental approach, a method for the identification of the LTV joint impedance will be developed and tested for different experimental conditions. In the practical approach, the gained knowledge will be applied to monitor the performance of orthotic rehabilitation and to refine variable impedance controllers in orthoses.

3 Preliminary Results

When a multisine input (a signal composed of the sum of sinusoids with different frequencies) is applied to a time-varying system, the output spectrum presents power at both the excited and the non-excited frequencies. The power at the non-excited frequencies is due to the time variation in the system, and typically assumes the shape of Skirts. The information on the time variation can be extracted using a nonparametric system identification method, referred to as Skirt Decomposition (SKD) method.

The SKD method has been applied to the identification of the impedance of the human wrist joint [3]. An experiment was performed, during which small amplitude rotational perturbations were applied to the wrist of the subjects via the handle of a robotic manipulator attached to their right palm. The subjects were requested to vary the voluntary torque applied to the handle to follow an onscreen sinusoidal trajectory, ranging from 5% to 20% of the maximum voluntary torque. The SKD method was applied to the measured rotation (input) and torque (output). The identification results indicate that the joint impedance varied sinusoidally, according to the changes in the voluntary torque. The results show that the method was able to retrieve a plausible time variation of the joint impedance, in which the voluntary torque played the role of the changing operating point.
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1 Abstract

Security is one of the challenging issues in dealing with Cyber-Physical Systems (CPSs), systems that integrate computation and communication to accomplish task in physical world. As a matter of fact, a breach in the cyber-domain of such systems can compromise systems in the physical world with safety-critical components, such as power systems and communication networks. One important category of attack to CPSs is deceptive attack. These attacks mainly targets the trustworthiness of data via tampering with the transmitted packets [1].

The prototypical problem to study resilience in the presence of misbehaving nodes is the so-called consensus problem [2], which forms the foundation for distributed computing. In resilient consensus, normal nodes reach a common value despite the presence of misbehaving nodes. The resilient consensus problem has a long history, and it has been investigated first by computer scientists [3], usually under the hypothesis that the network graph is complete.

Most of the research works in this area assume that the network operates in perfect synchrony, in the sense that all the nodes, at least the normal ones, update at the same moment in time. Since this condition might be difficult to obtain, a parallel line of research has focused on methods for handling asynchrony, which is known to render consensus much more challenging to obtain [3]. Among many notable works, we mention [4] which consider MSR-type algorithms supporting asynchrony. In this work, asynchrony refers to the property that the nodes are equipped with identical clocks, operating synchronously, but can make updates at different steps, that is at different multiples of the clock period.

The objective of this research is to address the problem of resilient consensus in a context where the nodes have their own clocks, possibly operating in an asynchronous way, and can make updates at arbitrary time instants. Besides the practical difficulties in achieving a perfect clock synchronization, one main reason for considering independent clocks is related to developments in the area of networked control systems where, in order to enhance efficiency and flexibility, it is more and more required to have fully autonomous devices, which is the paradigm of event-triggered and self-triggered control. In fact, our approach utilizes a self-triggered control scheme [5]. Each node is equipped with a clock that determines when the next update is scheduled. At the update instant, the node polls its neighbors, collects the data and determines its controls and the next update instant.

The main result of this research establishes approximate consensus under certain conditions on the connectivity of the communication graph and a maximum number of misbehaving nodes, conditions which can be relaxed if misbehavior only occurs in data acquisition or timing. While [6] achieves perfect consensus and require milder connectivity conditions, the present results indicate that the resilient consensus problem can be approached without requiring that the nodes are equipped with identical clocks, even when the graph is not complete, a feature which is very appealing for networked control applications.
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Introduction

The concept of primitivity has recently gained a lot of attention due to its application in stochastic switching systems, consensus theory and automata theory. In particular, it constitutes a promising method to tackle the Černý conjecture, one of the most longstanding open problems on synchronizing automata. A novelty approach to this conjecture, based on a probabilistic game framework, has been proposed lately in [3]. In this work, we adapt that probabilistic framework to primitive sets introducing the synchronizing probability function for primitive sets of matrices. Our goal is twofold: on one hand, our formulation makes use of linear programming techniques that enable us to study the primitivity phenomenon, on the other hand, we hope that this approach would help in shedding a light on the Černý conjecture.

1 Primitive sets and synchronizing automata

A set of matrices with nonnegative entries is called primitive if there exists a product of these matrices with all positive entries. The length of the shortest positive product is called the exponent (exp) of the set. A synchronizing automaton is a set of binary row-stochastic matrices that admits a product with a full-ones column. The length of the shortest of these products is called the reset threshold (rt) of the automaton. We recall the famous Černý conjecture:

Conjecture 1 ([2]). The reset threshold of an automaton with \( n \times n \) matrices cannot exceed \((n-1)^2\).

Blondel et al. [1] showed that the exponent of a primitive set is tightly linked with the reset threshold of an automaton, as illustrated in the following theorem (a matrix is said to be NZ if it has no zero rows and no zero columns):

Theorem 1 (Theorems 16-17 in [1]). For any primitive set \( M \) of NZ matrices of size \( n \times n \), there exist two synchronizing automata \( A \) and \( A' \) such that:

\[
\max \{ rt(A), rt(A') \} \leq \exp(M) \leq rt(A) + rt(A') + n - 1.
\]

It follows that a primitive set with exponent greater than \( 2(n-1)^2 + n - 1 \) would disprove the Černý conjecture; this is also why methods for predicting or approximating
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2 The synchronizing probability function

Consider \( M \) a NZ set of \( n \times n \) matrices and define \( M^\leq t \) as the set of the products of length smaller than \( t \), for a given \( t \in \mathbb{N} \). We introduce the following two-player probabilistic game:

- Player 1 chooses a vector \( e_j \) from the canonical basis, Player 1 wins if \( e_j^TP \geq e_j^T \).
- Otherwise, Player 2 chooses a vector \( e_k \) and Player 2 wins. We define the Synchronizing Probability Function for primitive sets (SPF) \( k_M(t) \) as the probability that Player 1 wins if Player 2 plays optimally; namely, if \( p \) is the probability distribution of Player 2 and \( e \) is the full-ones vector then:

\[
k_M(t) = \min_{p \in \mathbb{R}^n, e_p = 1} \left\{ \max_{P \in M^\leq t} P(e/n) \right\}.
\]

The SPF is nondecreasing in \( t \) and it reaches the value 1 if and only if \( M \) is primitive and has exponent smaller than \( t \). The SPF can be reformulated as a linear program; in view of this reformulation, we provide a preliminary analysis of theoretical properties of the SPF and report promising numerical experiments. Fig. 1 shows the SPF for the set:

\[
M = \left\{ \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} \right\}.
\]
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Figure 1: The SPF for set M (left) and for a set with \( n = 5 \) (right).
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1 Introduction

Research on distributed decision making in multi-agent networks, populated by rational agents, is very active, thanks to its various applications including computer networks [3], power systems, robotic, sensor networks [2] and consumer markets.

In this work we consider a network of noncooperative agents seeking a global equilibrium in an unconstrained network game, based on proximal dynamics, with convex cost functions depending on the neighbor states. In particular, the property of averaged and nonexpansive nonlinear mapping with respect to their fixed points are used.

2 Problem Formulation

The network is composed of $N$ agents, the state of each agent $i \in [1,N]$ is denoted by $x_i \in \mathcal{X}^i \subseteq \mathbb{R}^n$. The communication is described by a directed graph with adjacency matrix $P := [a_{ij}]$ where $i,j \in [1,N]$. The matrix $P$ is assumed to be row stochastic (i.e. $\sum_{j=1}^N a_{ij} = 1$), hence the elements of the network can update their state asynchronously. We consider $N$ different local cost functions that share the same basic structure:

$$J'(y,z') = f'(y) + \frac{1}{2} \| y - z' \|^2$$

with $z' = \sum_{j=1}^N a_{ij} x_j^i$ and $i \in [1,N]$. Every function $f' : \mathbb{R}^n \rightarrow \mathbb{R}$ is assumed to be lower semi-continuous and convex. The aim of the agents is to reach the Network Equilibrium (NE), which is defined as a collective equilibrium state $\bar{x} = [\bar{x}^1, \bar{x}^2, \cdots, \bar{x}^N]$ such that

$$\bar{x}^i \in \arg\min_{y \in \mathcal{X}^i} J'(y, \sum_{j=1}^N a_{ij} x_j^i) \quad \forall i \in [1,N]$$

3 Operator Theoretic Perspective

The minimization of $J'$ can be described through the proximal operator with the cost function $f'$ and argument $z'$, i.e. $\arg\min_{z' \in \mathcal{X}^i} J'(y, z') = \text{prox}_{f'}(z')$. Grouping together $N$ proximity operators leads to $\text{prox}_f : \mathbb{R}^m \rightarrow (\mathcal{X}^1, \cdots, \mathcal{X}^N) \subseteq \mathbb{R}^n$, where

$$\text{prox}_f := \text{diag}(\text{prox}_{f^1}, \cdots, \text{prox}_{f^N})$$

In order to obtain the sought argument for each operator, $\text{prox}_f$ has to be composed with the $(nN) \times (nN)$ matrix $A := P \otimes I_n$. The new mapping $T := \text{prox}_f \circ A$ completely describes the problem. Indeed from the definition of NE in Eq. 2, it follows directly that a vector $\bar{x}$ is an NE if and only if it is a fixed point of the mapping $T$, i.e. $\bar{x} \in \text{fix}(T)$.

The focus of our work is studying the convergence of a sequence $\{x_m\}_{m \in \mathbb{N}}$ generated through the update rule $x(k+1) = Tx(k)$. The asynchronous nature of the communication forces the analysis into the Banach spaces, and in particular we consider finite dimensional Banach spaces, since they provide reflexivity. The most interesting characteristics for the convergence of $T$ is the nonexpansiveness.

The partial result obtained proves that, in the framework of finite dimensional Banach spaces, every nonexpansive mapping that also has the asymptotic regularity property (i.e. $\lim_{k \rightarrow +\infty} A_{k} x_{k} - T x_{k} = 0$) converges to one of its fixed points.

4 Further Work

In order to completely solve the problem, further studies about the properties of the proximity map in finite dimensional Banach spaces are required.
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1. Introduction

Although Dutch drinking water is of high quality and only 5% of clean drinking water is lost per year [1], the actual behavior of flows within the distribution network and current state of the pipes remain largely unknown. Due to the unknown state and continuous degradation of pipes, water companies yearly spend millions in renewing water mains, without a detailed strategy to target most likely degraded pipes.

Although increasing amount of water sensor placements in water mains yields big & fast data streams, analysis of this data is currently limited to a reactive approach of real-time leak detection [2].

However, in order to enable for robust performance, adequate detection of upcoming degradation or even failure and hence avoiding leakages, a more proactive approach is required. Since increased sensor placement and pipe inspection are costly, the abundance of currently collected sensor data can be deeper analyzed to facilitate cost-effective monitoring and management of the water supply grid.

2. Technological challenges

By processing and integrating the currently available sensor data, more information can be obtained compared to individual sensor monitoring. Data integration and reconciliation of these data streams with flow dynamics from prior (physical) knowledge, will facilitate improved decision support for cost-effective monitoring and management of the water distribution network. Emphasis is put the development of real-time, fault detection & isolation and early warning algorithms.

3. Approach

With the help of Dutch drinking water companies, currently available data streams are investigated (Fig. 1A) and integrated using data science (Fig. 1B) to develop early warning systems for prevention of e.g. leakages and pump failures. Next, the processed data streams are combined with GIS maps and mathematical models of the water distribution grids in order to reconcile flow dynamics with discovered data relationships (Fig 1C). These insights into the state of the network assets are used to develop real-time decision support (Fig 1D). In the current study only steps A and B will be demonstrated.

4. Conclusions

Currently collected sensor data can be further processed to predict faults and failures with corresponding probabilities in an early stage. Combining water flow models with data science allows more insight in the state of the water grid asset.
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1 Introduction

Recently, there have been studies on the coevolutionary game dynamics with environmental feedback in a single population of players [1]. The corresponding dynamics exhibit interesting oscillating behavior when the game is characterized by the payoff matrix of the prisoner dilemma. We further study more general game dynamics when two populations interact, each characterized by a different payoff structure.

This research investigates whether convergence will take place for the coevolutionary dynamics of the two populations of players and the environment, in particular identifying the scenarios where oscillations offer the best predictions of long-run behavior.

2 Integrated model

The model is based on the existing replicator equation of bimatrix game [2]:

\[
\begin{align*}
\dot{x}_i &= x_i [(Ay)_i - xAy], \quad i = 1, \ldots, n \\
\dot{y}_j &= y_j [(Bx)_j - yBx], \quad j = 1, \ldots, m,
\end{align*}
\]

where \(x_i\) and \(y_j\) are the proportions of individuals in the corresponding population with strategy \(i\) and \(j\), respectively; \(A\) and \(B\) are the payoff matrices for the first and second types of players, respectively.

In some practical situations, however, the environmental factor also plays a critical role because it can not only be affected by the behaviors of individuals but also act back on the strategic choices of the populations by influencing the transient payoff matrix. For this reason, the dynamic payoff matrix is utilized to indicate the influence of the environment factor. In addition, the state of the environment factor is modified by the actions as

\[
\dot{r} = r(1 - r)h(x, y),
\]

where \(\theta\) represents the ratio of the enhancement rate over degradation rate of cooperators and defectors, respectively.

3 Main results

Case I: When the dynamic payoff matrices lead to a dominating strategy, e.g.,

\[
A(r) = \begin{bmatrix} 0.5r & 1 \\ 0 & 0.5 \end{bmatrix}, \quad B(r) = \begin{bmatrix} 0.5 & 0 \\ 1 & 0.5r \end{bmatrix},
\]

the coevolutionary dynamics will converge to some fixed points;

Case II: When the payoff matrices are cyclic, e.g.,

\[
A(r) = B(r) = (1 - r) \begin{bmatrix} T & P \\ R & S \end{bmatrix} + r \begin{bmatrix} R & S \\ T & P \end{bmatrix},
\]

the dynamics tend to exhibit oscillating behavior;

Case III: Theoretically more complicated dynamics, e.g., chaos, can happen when the dynamic payoff matrices are set with specific combinations of parameters.
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1 Abstract

In this note we reconsider the worst-case design linear quadratic control problem if the system is disturbed by deterministic noise. Başar and Bernhard used in [1] the soft-constrained linear-quadratic dynamic game framework to solve the disturbance attenuation problem and the closely related $H^\infty$ control problem. For that purpose one can assume that the state weighing matrix in the corresponding cost function is positive semi-definite, since the cost function models the $L_2$-norm of the output of the system.

In this note we follow this soft-constrained approach to design a worst-case controller for the general indefinite linear-quadratic control problem. As is well-known, these kind of problems are often used to model problems in, e.g., economic and environmental science. Both in a single and multi-player context.

We assume that the evolution of the state, $x(t)$, over time is described by the differential equation

$$ \dot{x}(t) = Ax(t) + Bu(t) + Ew(t), \quad x(0) = x_0 \in \mathbb{R}^n, \quad (1) $$

where the control designer chooses $u(t) = Fx(t)$, such that $(A + BF, E)$ is controllable and

$$ F \in \mathcal{F} := \{ F \mid \sigma(A + BF) \subset \mathbb{C}^- \}, $$

where $\mathbb{C}^-$ are all complex numbers which real part is strictly smaller than zero; and $w(t) \in \mathcal{C}_2^3$ is some unknown noise with $w(.) \in L_2^2$, the set of square integrable functions on $[0, \infty)$. It is assumed that in the noise-free case the objective of the control designer is to determine $F$, such that for any initial state $x_0$, $J(F, x_0)$ below is minimized

$$ J(F, x_0) := \int_{0}^{\infty} \{ x^T(t)(Q + F^T RF)x(t) \} dt, \quad R > 0. \quad (2) $$

Note, we don’t make definiteness assumptions concerning matrix $Q$.

In case noise may enter the system, we assume the above cost function (2) is adapted (with $V > 0$) as follows:

$$ J(F, w, x_0) := \int_{0}^{\infty} \{ x^T(t)(Q + F^T RF)x(t) - w^T(t)Vw(t) \} dt. \quad (3) $$

One way to interpret this adapted cost criterion (3) is that at any point in time disturbances have a negative impact on the performance, measured by $w^T(t)Vw(t)$. Assuming the control designer is risk averse, we assume that he likes to determine $F$ in such a way that it minimizes the worst-case cost over all admissible $F \in \mathcal{F}$. In this setting matrix $V$ may also be used as a design "parameter", set by the control designer, expressing to which extent he likes to take into account potentially disrupting noise. If he is "risk seeking" he might choose a $V$ larger than $V$ that seems to be the realistic value, and vice-versa.

On the other hand this adapted criterion is closely related to the system being internally stabilizable or, even, having a bounded $L_2$-gain, where the bound is implied by matrix $V$. Assuming that $\min_{F \in \mathcal{F}} \max_{w \in L_2^2} J(F, w, x_0)$ has a solution for a given matrix $V$ and is attained at $(F^*, w^*)$ it follows that $J(F^*, w) \leq J(F^*, w^*) = J^*$. We will show that, in case the problem has a solution, $J^* = \tilde{x}_0^T K \tilde{x}_0$ for some matrix $K$ that depends on $V$. This implies, there exists a control $u(t) = F^*x(t)$ such that for every disturbance vector $w(t) \in L_2^2$

$$ \int_{0}^{\infty} \{ \tilde{x}^T(t)(Q + F^*RF^*)\tilde{x}(t) - w^T(t)Vw(t) \} dt \leq J^*, \quad \text{or} \quad \int_{0}^{\infty} \tilde{x}^T(t)(Q + F^*RF^*)\tilde{x}(t) dt \leq \int_{0}^{\infty} w^T(t)Vw(t) dt + \tilde{x}_0^T K \tilde{x}_0. $$

So, if $Q + F^*RF^* > 0$ it follows that in such cases with this choice of input the system is internally stable, that is there exists a constant $\beta$ such that, $\|x\| \leq \beta \|x_0\| \|w\|$ for every $w \in L_2^2$. In case $Q + F^*RF^*$ is not positive definite, still this inequality can be interpreted as that there exists an input such that the performance of the system has the property that it degrades at most with $\beta \|w\|$, whatever $w \in L_2^2$ occurs.

In this presentation we will primarily focus on the one-player case. For the scalar case both necessary and sufficient conditions are derived for solving the problem. These results are partly extended for the multi-variable case.

Keywords: Linear quadratic differential games; linear feedback Nash equilibria; coupled algebraic Riccati equations, deterministic uncertainty.
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1 Background and problem definition

In high-precision motion systems it is often not possible to directly measure at the location where performance is required. Therefore, performance variables need to be inferred from non-collocated sensor measurements. If flexible behavior is negligible, a static sensor transformation is used to find a rigid-body (RB) approximation of the performance variable. However, for next-generation motion systems positioning accuracy is ever-increasing, leading to a situation where flexible dynamics are not negligible. As a result, traditional single degree-of-freedom (DOF) controllers are inadequate [1]. The aim of this research is to control the unmeasured performance variable while taking flexible behavior into account, through 2-DOF controller structures and disturbance observers.

2 Approach

An explicit distinction is made between measured variables, denoted with $y_p$, and performance variables denoted with $z_p$ [1]. The control goal is stated as; track a reference $r_z$ in the unmeasured performance variable $z_p$, while taking structural deformations into account. The structural deformation, possibly induced by a (quasi-static) disturbance, causes a RB-estimation of the performance variable to be inaccurate, as in the schematic representation in Fig. 2. The proposed method extends the single DOF controller structure with a disturbance-based observer, as depicted in Fig. 1. The disturbance-observer estimates the disturbance and uses it to create an improved estimate of the performance variable denoted with $\hat{z}_p$ [2]. A feedback controller $K_{fb}$ is designed that minimized the error $e_z$. Finally, the observer-based controller $K_{obs}$ is given by

$$u = S_{\theta} \begin{bmatrix} K_{fb} & -K_{fb}\theta_2 \end{bmatrix} \begin{bmatrix} r_z \\ y_p \end{bmatrix}$$

3 Experimental results

The proposed observer-based method and the conventional method, i.e., using PID controllers, are applied to a prototype light-weight wafer stage in Fig. 2. A force disturbance and position reference are applied, the resulting positioning error $e_z = r_z - z_p$ for both controllers are depicted in Fig. 3. It can be concluded that the proposed method eliminates the steady-state error which is caused by the deformation, whereas the conventional controller is not capable of dealing with the deformation.

References

[1] J.S. Freudenberg, C.V. Hollot, R.H. Middleton: “Fundamental design limitations of the general control configuration”, IEEE Transactions on Automatic Control (2003)
[2] R. Voorhoeve, N. Dirkx, T. Melief, W. Aangenent, T. Oomen: “Estimating structural deformations for inferential control: a disturbance observer approach”, IFAC Symposium on Mechatronic Systems & 15th Mechatronics Forum International Conference, 642-648 (2016)
Dynamic simulation of ventilated potatoes in large-scale bulk storage facilities

Nik L.M. Grubben
Omnivent Techniek B.V., PO Box 1232, 3890 BA Zeewolde, the Netherlands.
nik.grubben@wur.nl

Karel J. Keesman
Wageningen University, Biobased Chemistry and Technology,
PO Box 17, 6700 AA Wageningen, the Netherlands.
karel.keesman@wur.nl

1 Introduction

To limit storage losses of potatoes in bulk storage, the dynamic interaction between facility climate and product needs to be better understood [1]. A 2D schematic overview of a bulk storage facility is shown in Figure 1. The aim of the study was to improve the storage process for frying potatoes, by making use of CFD simulations.

A CFD model was set up, and calibrated and validated on data from a large-scale potato storage facility. The model contains the convection, diffusion and reaction of heat and mass. To control the climate, two actuators: a moving hatch and a fan, were included in the CFD model. The model supports the re-design of the climate control, preferably in general rules of thumb.

![Figure 1: 2D Large-scale bulk-storage facility configuration](image)

After a CFD modelling procedure a calibration and validation of large-scale storage facility was performed. The work was applied in order to a.o. answer the hypothesis that a 1D CFD model is an appropriate approximation of a real full-scale storage facility.

2 Material and methods

The CFD model was set up in COMSOL, using a Reynolds averaged Navier-Stokes (RANS) velocity model with an Algebraic yPlus turbulence model. For the climate and product aspects temperature and moisture states were defined in terms of partial differential equations. For the calibration of the model parameter sweeps were performed to obtain an impression of the best fitted parameter estimates. Subsequently, a one point calibration was performed, followed by a validation step using new sampling points.

3 Conclusion

The calibrated CFD model showed significant horizontal gradients in the bulk, when changing the flow. Thus if we want to predict the local conditions in the bulk a 2D CFD model is needed.

Acknowledgements

This work is part of a research project carried out at and financially supported by Omnivent Techniek B.V. in the Netherlands, an international specialist in the storage of fruits and vegetables, such as potatoes, onions, and carrots. This research project will provide Omnivent Techniek B.V. with more information and knowledge on how storage and control strategies influence potato quality and storage losses.

References

[1] N.L.M. Grubben and K.J. Keesman, ”Modelling ventilated bulk storage of agromaterial: A review.” Computers and Electronics in agricultrue 114, 285-295, 2015
Modelling & Control of a Photopolymerization-based Ceramic Additive Manufacturing Process

Thomas Hafkamp¹, Bram de Jager¹, Gregor van Baars², Pascal Etman¹

¹Eindhoven University of Technology, Department of Mechanical Engineering, P.O. Box 513, 5600 MB Eindhoven, The Netherlands
²TNO, Department of Equipment for Additive Manufacturing, P.O. Box 80, 5600 AB Eindhoven, The Netherlands

Email: t.m.hafkamp@tue.nl

1 Introduction

Additive Manufacturing (AM), also known as 3D Printing, currently receives great interest from the manufacturing industry. AM provides for a larger freedom in product design and enables integration of product functionalities. To pursue this promise of AM, the current lack of consistent product quality, productivity and scalability needs to be overcome. To this end, our vision is that AM equipment needs to make the transition from current, mostly open-loop (see Figure 1), control to closed-loop control schemes.

Figure 1: Open-loop control scheme typical for AM.

This work focuses on the modelling and control of a class of AM technologies known as vat photopolymerization or stereolithography of ceramics [1]. Ceramic vat photopolymerization typically consists of (1) depositing a layer of photosensitive slurry, (2) curing the layer by selectively irradiating the product’s cross-section, (3) lowering the build platform by one layer thickness and repeating for each layer.

2 Control problem statement

The main objective for the manufacturing process controller at hand is to maximize product quality by minimizing production variations despite material and process uncertainties. Two metrics have been identified to be representative for product quality: (1) layer thickness uniformity for the slurry deposition step and (2) degree of conversion homogeneity for the photopolymerization step.

3 First results

Modelling, sensing, actuation and control opportunities are being explored for both the deposition and the photopolymerization step. As a first result, this work presents simulation results of a feedback control scheme that controls the local exposure dose based on a measurement of the layer thickness topography, see Figure 2. This way layer thickness nonuniformity originating from the slurry deposition step, can be compensated for in the photopolymerization step and undercure can be prevented while overcure is minimized. The physical laws of light attenuation, however, limit the controllability of exposure dose with depth into the layer and hence the proposed feedback scheme can only prevent overcure if the layers are not too thick. Future work includes the incorporation of a kinetic model for photopolymerization and the design of a controller that acts on degree of conversion homogeneity rather than exposure.
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Design and operation of thermodynamic systems in chemical process engineering are challenging tasks. Particularly, dynamic behaviour for multiphase systems is still not completely understood [1]. Looking for an alternative to traditional models, we propose a physics-based modeling framework for liquid-vapor systems based on non-equilibrium thermodynamics. As a first result, a non-linear differential-algebraic system of equations (DAE system) is presented as a tool to simulate open multicomponent liquid-vapor systems far from thermodynamic equilibrium. Results regarding stability properties of the model are discussed through a numerical example using Lyapunov’s first method. As a second preliminary result, effects of irreversible phenomena in the system are also considered. We finally discuss entropy production for non-equilibrium models as a tool to analyze multiphase systems within the proposed framework [2].

A liquid-vapor system can be represented as the interconnection of two subsystems, as depicted in Figure 1. For such system, the first law of thermodynamics is expressed as a DAE system:

\[
\frac{d}{dt} \begin{bmatrix} z_g \\ z_l \end{bmatrix} = \begin{bmatrix} F_{g,z,in} \\ F_{l,z,in} \end{bmatrix} - \begin{bmatrix} F_{g,z,out}(z_g,z_l) - r_g(z_g,z_l,w) \\ F_{g,z,out}(z_g,z_l) + r_l(z_g,z_l,w) \end{bmatrix}
\]

(1a)

\[
0 = f(z_g,z_l,w),
\]

(1b)

where the holdups \( z = [U,K,N_1,\ldots,N_l] \), sub-indexed \( l \) for the liquid and \( g \) for the gas, represent the energy and moles contained in each subsystem; the flow terms \( (F) \) account for the rate at which the environment exchanges mass and energy with the system; and, the non-equilibrium internal flow terms \( (r) \) represent exchange rates between phases. The relation between the interface conditions \( (w) \) and the bulk-phase holdups \( (z) \) is given by the algebraic constraint \( (1b) \). Numerical results show that the system \( (1) \) linearized around a stationary thermodynamic equilibrium state has unstable eigenvalues. When an isobaric constraint \( P_g(z_g) = P_l \) is considered, the system is stable. In the sequel, we would like to understand, from a physical point of view, the stabilizing effect of the isobaric constraint. To do so, we propose to extend the stability analysis through Lyapunov second method.

As a non-conserved property, the entropy \( (S) \) satisfies [3]:

\[
\frac{dS_k}{dt} + \frac{dS_l}{dt} = F_{S,in} - F_{S,out} + \frac{Q}{T_\alpha} + \sigma,
\]

(2a)

\[
\frac{dS_\alpha}{dt} = \frac{1}{T_\alpha} \frac{dU_\alpha}{dt} + \frac{P_\alpha}{T_\alpha} \frac{dV_\alpha}{dt} - \sum_{j=1}^c \frac{\mu_{\alpha,j}}{T_\alpha} \frac{dN_{\alpha,j}}{dt},
\]

(2b)

where the \( F_{S} \) terms represent the entropy convective flows; \( T_\alpha \) is the temperature at which heat transfer rate \( Q \) occurs; and \( \alpha, P, \) and \( \mu \) stand as temperature, pressure and chemical potential of phase \( \alpha \in [g,l] \) respectively. The volume is assumed to be a known positive function \( V = \phi(t) \). As a positive definite state function, the entropy production \( (\sigma) \) recovered from the coupling \( (1)-(2) \) is a Lyapunov function candidate [2]. This open issue is to be considered next in this project.
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Background

Feedforward can compensate for known disturbances before these affect the system, enabling high performance. This is typically achieved by inverting a model of the system. In view of the achievable control performance, the quality of the parametric inverse model is crucial. Especially for lightly damped mechatronic systems such as flatbed printers, see Figure 2, such accurate parametric models can be difficult and expensive to obtain due to, e.g., complex dynamics, and numerical issues. This motivates to directly estimate the inverse model based on measured input/output data, obtained in the same setting as the model is going to be used in, i.e., a feedback control configuration.

Data-Driven Feedforward: Non-Causal Control

In data-driven feedforward control, measured data is used to iteratively determine a fixed-structure controller $F(\theta)$, such that the tracking error $e = \frac{1}{1 + PF(\theta)}r$ is minimized when $F(\theta)$ is applied, see Fig. 1. Optimal tracking performance, i.e., $\mathbb{E}e = 0$, $\forall r$, is achieved if $F(z, \theta) = P^{-1}(z)$. The key difficulty is to choose a compact parametrization for $F(\theta)$, capable to accurately model the inverse system $P^{-1}$.

The main contribution of the presented research is the development of a compact parametrization for inverse systems, that is suited for inverse-model feedback control. Crucially, the developed parametrization builds on the use of general non-causal rational orthonormal basis functions (ROBFs) in $L_2$ \cite{1}, to compensate poles outside the usual stability region. As special cases, causal ROBFs in $H_2$ \cite{2} and finite impulse response (FIR) models are recovered.

Experimental Results: Industrial Flatbed Printer

The developed approach is applied to the Arizona flatbed printer, shown in Fig. 2, which has 3 NMP zeros with input $F_L [N]$ and output $\epsilon_R [m]$. The results in Fig. 3 show that:

- non-causality, through basis functions in $L_2$, is crucial to compensate poles outside the typical stability region;
- rational functions enable high performance using compact models, in contrast to polynomial (FIR) functions.
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1. Introduction

This paper presents a new modeling method for single node standing wave acoustophoresis. Acoustophoresis exploits the effect of acoustic radiation force on small particles. Particles are exposed to a standing acoustic wave field and they are forced to specific locations called pressure nodes or antinodes. A suspended particle in water, or in any other medium, will converge to such locations sooner or later. Particle properties determine the time required to reach the target location from the initial location, where both locations are known. Behavior of different particles in the same acoustic field enables those particles to be fractionated or separated by acoustic forces.

2. Methodology

Full information for particle behavior can be obtained by solving the differential equation of motion (EOM) [1].

\[
\left(\frac{4}{3}\pi r^3 \rho \right) \dddot{z} + 6\mu r \ddot{z} + 4\pi kr^3 \left(\frac{p_0^2}{\rho_0^2 c_0^2}\right) \phi(\rho, c) \sin(2kz) = 0
\]

In the above equation \( r \) is the particle radius, \( \phi(\rho, c) \) is the acoustic contrast factor, \( \rho_0 \) is the density of the medium, \( c_0 \) is the speed of sound in the medium, \( \rho \) is the particle density, \( c \) is the speed of sound in the particle, \( \mu \) is the viscosity of host medium and \( p_0 \) is the amplitude of acoustic pressure. The equation is one dimensional (\( z \)) and it is a second order nonlinear differential equation. Nonlinearity in the equation is due to the sinusoidal force profile. It is possible to obtain an analytical solution by ignoring the mass term and reducing the order of the equation by one, thus having a first order nonlinear model [1]. This approach assumes that the particle will asymptotically converge to the pressure node/antinode and it cannot cross the nodal position. In terms of energy, it assumes all the potential and kinetic energy will be dissipated by the viscosity of the medium. However, by ignoring the effect of mass and therefore kinetic energy, this model has no tools to check if the assumption is correct.

Our approach is modifying the EOM by linearizing the acoustic radiation force term. By this method, the particle becomes a linear single degree of freedom (SDOF) mass-spring-damper system. In acoustophoresis applications, the region of interest for a particle is between a starting and a target position. Thus, we only consider the motion of a particle between two predefined locations and linearize the acoustic radiation force between those locations. Details and methods for linearization can be found in [2]. By linearizing the system, the EOM becomes

\[
m \ddot{z} + b \dot{z} + Kz = 0
\]

In equation (2), \( m \) is the mass of the particle, \( b \) is the damping coefficient and \( K \) is the linearized spring coefficient [2]. The parameter that determines whether the particle will cross the nodal line is the damping ratio, expressed as \( \zeta = b / (2\sqrt{K/m}) \). If \( \zeta \) is smaller than one, it means all the initial total energy will not be dissipated before the particle crosses the nodal line; the particle will overshoot. This is not a desired behavior of a particle in such systems, and using the SDOF methodology it can now be calculated without solving the differential equation.

Using the linear SDOF model, it is also possible to include the effects of initial velocity. The SDOF model can also be used to calculate the time required to reach the target location from an initial location. Such time calculations yield results within 6% of the nonlinear model.

3. Conclusions

We presented a linear SDOF model for acoustophoresis applications. The new model can predict the possibility of overshoot of the particle and can further be used to optimize existing or prospective systems.
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1 Why are uniform results important?

Consider the dynamical system

\[ \dot{x}(t) = \begin{cases} \frac{-1}{1 + t} \text{sgn}(x) & \text{if } |x| \geq \frac{1}{1 + t} \\ -x & \text{if } |x| < \frac{1}{1 + t} \end{cases} \]

where

\[ \text{sgn}(x) = \begin{cases} -1 & \text{if } x < 0 \\ 0 & \text{if } x = 0 \\ 1 & \text{if } x > 0 \end{cases} \]

Then for each \( r > 0 \) and \( t_0 \geq 0 \) there exist constants \( k > 0 \) and \( \gamma > 0 \) such that for all \( t \geq t_0 \) and \( |x(t_0)| < r \):

\[ |x(t)| \leq k |x(t_0)| e^{-\gamma(t-t_0)} \quad \forall t \geq t_0 \geq 0. \]  

However, always a bounded (arbitrarily small) additive perturbation \( \delta(t,x) \) and a constant \( t_0 \geq 0 \) exist such that the trajectories of the perturbed system

\[ \dot{x}(t) = \delta(t,x) + \begin{cases} \frac{-1}{1 + t} \text{sgn}(x) & \text{if } |x| \geq \frac{1}{1 + t} \\ -x & \text{if } |x| < \frac{1}{1 + t} \end{cases} \]

are unbounded, see [4].

One of the reasons for this negative result is that in (2) the constants \( k \) and \( \gamma \) are allowed to depend on \( t_0 \), i.e., for each value of \( t_0 \) different constants \( k \) and \( \gamma \) may be chosen. By requiring that those constants are independent of \( t_0 \), we obtain uniform asymptotic stability. As shown in [2, Lemma 5.3] uniform asymptotic stability gives rise to some robustness that is not guaranteed by asymptotic stability.

2 How to obtain uniform asymptotic stability

Typically when proving stability of a nonlinear dynamical system, one can find a Lyapunov function candidate of which the time-derivative along solutions is not negative definite, but only negative semi-definite. Often, the Lemma of Barbálat [1] is used to complete the proof and show asymptotic stability.

Though this approach works to show asymptotic stability, it does not yield uniform asymptotic stability, which from a robustness point of view is important as mentioned in the previous section. An alternative way to complete the proof is by using Matrosov’s Theorem, or one of its generalisations:

Theorem 2.1 (cf. [3, Theorem 1]) Consider the dynamical system

\[ \dot{x} = f(t,x) \]

with \( f(t,0) = 0 \), \( f : \mathbb{R}^+ \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) locally bounded, continuous and locally uniformly continuous in \( t \).

If there exist \( j \) differentiable functions \( V_i : \mathbb{R}^+ \times \mathbb{R}^n \rightarrow \mathbb{R} \) bounded in \( t \), and continuous functions \( Y_i : \mathbb{R}^n \rightarrow \mathbb{R} \) for \( i \in \{1,2,\ldots,j\} \) such that

- \( V_i \) is positive definite,
- \( V_i(t,x) \leq Y_i(x) \), for all \( i \in \{1,2,\ldots,j\} \),
- \( Y_i(x) = 0 \) for \( i \in \{1,2,\ldots,k-1\} \) implies \( Y_k(x) \leq 0 \), for all \( k \in \{1,2,\ldots,j\} \),
- \( Y_i(x) = 0 \) for all \( i \in \{1,2,\ldots,j\} \) implies \( x = 0 \),

then the origin \( x = 0 \) of (3) is uniformly globally asymptotically stable (UGAS).

So in addition to the Lyapunov function \( V_1 \), auxiliary functions \( V_i \) need to be found to complete the proof. We will present candidates for the functions \( V_i \) that often work to complete a stability proof and show uniform asymptotic stability.
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Abstract

As a result of power mismatch between generation and load demand, the frequency in a power system can deviate from its nominal value. The frequency is controlled back to its nominal value by the so-called ‘Automatic Generation Control’ (AGC) [1]. This work proposes a decentralized Sliding Mode (SM) control strategy for AGC in power networks, where frequency regulation is achieved, and power flows are controlled towards their desired values. This work considers a power network partitioned into control areas, where each area is modelled by an equivalent generator including second-order turbine-governor dynamics. The network topology is represented by a connected and undirected graph \( G = (V, E) \), where the nodes \( V = \{1, ..., n\} \) represent the control areas and the edges \( E \subset V \times V = \{1, ..., m\} \) represent the transmission lines connecting the areas. Let \( B \in \mathbb{R}^{n \times m} \) be the incidence matrix describing the network topology, the power system can be written for all nodes \( i \in V \) as

\[
\begin{align*}
\eta &= B^T f \\
T_p K_p^{-1} f &= -K_p^{-1} f + P_t - \bar{P}_d - B \Gamma \sin(\eta) \\
T_g P_t &= -P_t + P_g \\
T_g P_g &= -R^{-1} f - P_g + u,
\end{align*}
\]

where \( \eta = B^T \delta \in \mathbb{R}^m \), \( f, P_t, P_g, P_d, u \in \mathbb{R}^n \), \( \Gamma = \text{diag}\{\Gamma_1, \ldots, \Gamma_m\} \), with \( \Gamma_k = V_k V_k^T / X_{ij} \), where line \( k \) connects areas \( i \) and \( j \), \( \sin(\eta) = (\sin(\eta_1), \ldots, \sin(\eta_m))^T \).

Matrices \( T_p, T_g, K_p, R \) are \( n \times n \) positive definite diagonal matrices. The meaning of the symbols used in (1) follows straightforwardly from Fig. 1. Now, we make the considered control objectives explicit:

Objective 1 (Frequency regulation)

\[
\lim_{t \to \infty} f(t) = 0.
\]

Objective 2 (Maintaining scheduled net power flows)

\[
\lim_{t \to \infty} B \Gamma \sin(\eta) = B \bar{P}_f,
\]

where \( B \bar{P}_f \) is the desired net power flow. In order to achieve Objectives 1 and 2, we first augment system (1) with an additional state variable \( \theta \in \mathbb{R}^n \), with dynamics

\[
T_\theta \dot{\theta} = -\theta + P_t.
\]

Secondly we design the sliding variables vector \( \sigma \in \mathbb{R}^n \) as

\[
\sigma = M_1 f + M_2 P_t + M_3 P_g + M_4 \theta + M_5 B(\Gamma \sin(\eta) - \bar{P}_f),
\]

where \( M_1, \ldots, M_5 \) are constant \( n \times n \) diagonal matrices, selectable. To constrain the state of the system (1) to the manifold \( \sigma = 0 \), we propose robust controllers of SM type [2]. On the manifold \( \sigma = 0 \), asymptotic convergence to the desired state is established, and relying on stability considerations made on the basis of an incremental energy (storage) function, the sliding function is designed by choosing \( M_1 > 0, M_2 \geq 0, M_3 > 0, M_4 = -(M_2 + M_3), \) and \( M_5 = M_1 X \), where \( X \) is a diagonal matrix satisfying

\[
0 < T_p K_p^{-1} - XT_p K_p^{-1} B \Gamma [\cos(\eta)] B^T K_p^{-1} T_p X,
\]

and

\[
0 < K_p^{-1} - \frac{1}{4} K_p^{-1} X K_p^{-1} - \frac{1}{2} (T_p K_p^{-1} X B \Gamma [\cos(\eta)] B^T + B \Gamma [\cos(\eta)] B^T X K_p^{-1} T_p).
\]

Figure 1: Block diagram of the considered power system, where \( f \) denotes the frequency deviation.
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For the last three decades, systematic design of Nonlinear (NL) and Time-Varying (TV) controllers capable of guaranteeing stability and performance has been in the focus of front-line research. The Linear Parameter-Varying (LPV) framework has become a popular choice, since it is based on the extension of the well-understood Linear Time-Invariant (LTI) framework and it offers computationally efficient and robust control-synthesis methodologies.

LPV systems are dynamical models capable of describing a NL/TV behavior in terms of a linear structure which depends on a measurable, so-called scheduling-variable $\rho$. Early LPV approaches exploited Gain-Scheduling (GS) methods, which basically is the linearization of a NL system model at various operating points, described by $\rho$, that results in a collection of local LTI models, for which LTI controllers are designed and interpolated to give a “global” control solution to the entire operating region. Due to many successful applications, GS has become part of industrial practice, even though it does not guarantee overall stability of the designed LPV controller, let alone performance.

Later it was realized that it is possible to embed the dynamic behavior of a nonlinear system into a LPV model in which $\rho$ becomes a function of the output, input, or state through the so-called scheduling map. Then, through powerful convex optimization tools involving Linear Matrix Inequalities (LMI) constraints, global stability and performance analysis together with control synthesis is possible for this surrogate LPV model. Still, most of the LPV based techniques see controller synthesis confined into the system class itself without considering that the resulting closed-loop control solution is inherently nonlinear and its performance depends on the information structure hidden in $\rho$.

Indeed, recent studies show that customary $L_2$ gain characterization of performance, which is a popular choice in the linear context, fail to ensure the performance specification on the resulting nonlinear performance [3, 4]. In fact, the utter motivation of the LPV control design is the synthesis of an NL/TV controller that can guarantee internal stability and a given bound of worst-case performance on the underlying system compared to the objective of only stabilizing and optimizing performance with respect to the surrogate LPV model of the plant.

To ensure performance guarantees for the NL controlled system a stronger concept of incremental stability and incremental $L_2$-gain performance has been proposed. A nonlinear system is said to be incrementally bounded on $L_2$ if there exists $\eta \geq 0$ such that $||\Sigma(u_1) - \Sigma(u_2)||_2 \leq \eta||u_1 - (u_2)||_2$ for all $u_1, u_2 \in L_2$. Testing incremental properties is, in general, a rather difficult task, hence a more conservative but computationally more attractive notion is introduced: quadratic incremental stability and performance [3]. Also, in order to analyze robust performance the weighted incremental norm seems to be the natural framework [1]. The weighted incremental norm can also be seen as a natural extension of the well-known $H_{\infty}$ linear framework concept to the nonlinear context.

Under this motivation, this work is intended to carry on the studies on nonlinear controller design via the LPV framework by focusing on other signal norms such as $L_1$ and $L_\infty$, so that in the future it will serve as basis to describe the correlation between linear representations and stability and performance guarantees of the NL/TV behaviors using the $L_q$-norms. The understanding of this problem would aid a potential breakthrough in understanding and applying LPV control on real-world systems.
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1 Introduction and Problem Statement

Extremum seeking systems based on the Lie bracket formalism typically approximate a simple gradient descent law, namely \( \dot{x} = -\rho h'(x) \) with \( \rho \in \mathbb{R}_{>0} \) and \( h(x) \) the cost to minimize. However, the presence of dithers in extremum seeking systems leads to oscillations on the estimated gradient. Accordingly, considering a gradient descent law in which the gradient is low pass filtered can be a way to improve both the transient and steady state performances. To this end, we consider the system

\[
\begin{align*}
\dot{x} &= \begin{bmatrix}
-\rho y \\
0
\end{bmatrix} - \begin{bmatrix}
\omega_y (y - h'(x)) \\
\omega_x (x - h'(x))
\end{bmatrix},
\end{align*}
\]

(1)

with \( x \in \mathbb{R}, y \in \mathbb{R}, \rho \in \mathbb{R}_{>0} \) and \( \omega_x, \omega_y \in \mathbb{R}_{>0} \).

For the sake of simplicity, we consider cost functions \( h(x) : \mathbb{R} \to \mathbb{R} \) of class \( C^2 \) such that \( \exists x^* \in \mathbb{R} : h'(x)(x - x^*) > 0, \forall x \in \mathbb{R} \setminus \{x^*\} \) (i.e. we optimize a single variable \( x \) and \( h(x) \) does not have any other stationary point than its minimizer \( x^* \)). Exploiting the Lie bracket formalism, we present four extremum seeking systems that approximate (1). The first ensures the boundedness of the update rates. The last three adapt the dither amplitude to enhance the steady state accuracy.

2 Boundedness of the Update Rates

Motivated by [2], we propose the following system that ensures the boundedness of the update rates (i.e. of \( \dot{x} \) and \( \dot{y} \))

\[
\begin{align*}
\dot{x} &= \begin{bmatrix}
-\rho y \\
0
\end{bmatrix} + \sqrt{\omega} \begin{bmatrix}
\varepsilon \cos(h(x)) \\
-2\varepsilon^{-1} \omega_x \sin(h(x))
\end{bmatrix} \begin{bmatrix}
\sin(\omega t) \\
\cos(\omega t)
\end{bmatrix} \\
&\quad + \sqrt{\omega} \begin{bmatrix}
\varepsilon \sin(h(x)) \\
2\varepsilon^{-1} \omega_x \cos(h(x))
\end{bmatrix} \begin{bmatrix}
\sin(\omega t) \\
\cos(\omega t)
\end{bmatrix},
\end{align*}
\]

(2)

with \( \varepsilon \in \mathbb{R}_{>0} \) a small positive parameter adjusting the maximal dither amplitude and \( k \neq 1 \). In Figure 1, it can be seen that the presence of the low-pass filter in (2) allows to reduce the amplitude of the oscillations compared to [2].

3 Zero Minimal Cost

When the minimal cost is zero, the following extremum seeking system can drastically improve the steady state performances.

\[
\begin{align*}
\dot{x} &= \begin{bmatrix}
-\rho y \\
0
\end{bmatrix} + \sqrt{\omega} \begin{bmatrix}
\sqrt{\varepsilon} \cos(h(x)) \\
-2\sqrt{\varepsilon} \omega_x \sin(h(x))
\end{bmatrix} \begin{bmatrix}
\sin(\omega t) \\
\cos(\omega t)
\end{bmatrix},
\end{align*}
\]

(3)

This system guarantees that the dither amplitude acting on the cost input is always strictly smaller than 1 and tends to zero as the cost approaches its minimum. The simulation result depicted in Figure 2, for \( h(x) = (x - 2)^2 \), suggests that (3) even ensures an asymptotic convergence to the minimum.

The two other variable dither amplitude schemes as well as general formulas to approximate (1) can be found in [1].
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1 Introduction

Automated Managed Pressure Drilling (MPD) is a method for fast and accurate pressure control in drilling operations. The performance of automated MPD is limited, firstly, by the control system and, secondly, by the hydraulics model based on which this control system is designed. Thus, an accurate model is needed that, additionally, is simple enough to facilitate the use of high performance control design methods. In this abstract an approach for nonlinear Model Order Reduction (MOR) for MPD systems is presented.

2 Approach

In principle, hydraulics models for MPD systems come in the form of high-fidelity Partial Differential Equations (PDE). From a control perspective, these models are too complex to be used directly for model-based control design and, thus, further simplification/reduction is needed. Complexity-reduction approaches for these systems may be split into three groups: 1) approximating the high-fidelity models by low-order ODE models based on a time-scale separation, 2) model reduction using coarse discretization of the PDE model and 3) model reduction using a combination of a fine discretization and automatic MOR techniques. Models obtained from the first approach have been widely used in practice, but the controllers based on those are incapable of effective rejection of transient and periodic disturbances, due to the fact that wave propagation phenomenen key in MPD models are ignored [1]. The second approach provides more effective models especially for the rejection of periodic disturbances, but those still do not provide a full rejection. In the last approach, pursued in this work, the high-fidelity PDE model is discretized using semi-discretization techniques leading to a high-order model in terms of ODEs. This model can be cast into a Lur’e-type form comprising a high order-linear subsystem, Σlin as in Fig 1, with a low-dimensional nonlinear mapping h(….) due to the nonlinear boundary conditions at the actuator and the bit. For this class of systems, a MOR procedure has been developed in [3], where only the linear subsystem is reduced using balanced truncation techniques. This method, unlike many other nonlinear MOR methods, preserve key system properties (such as stability) and provides a computable bound on the reduction error y – ỹ. Here, y represents the pressure of the drilling fluid at the surface, which is the measurement typically used for feedback control.

3 An illustrative case study

In Fig 2, a comparison is performed between the original Lur’e-type model (M1), following from semi-discretization of the PDE model, with the low-complexity model M2 (obtained through the proposed approach), model M3 (from approach 2) and M4 (from approach 1). Clearly, M2 gives a far more accurate approximation.
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1 Abstract

For almost one century, the Proportional-Integral-Derivative (PID) controllers have been the most popular stabilizers in engineering applications. Whilst these regulators have been shown to be very effective to solve the regulation problem, their construction hinges in the appropriate selection of a set of gains, which are customarily chosen from a linearized approximation of the plant. Nonetheless, when the system is highly nonlinear, the procedure to tuning the gains of PID regulators might be a challenging task. A solution to this problem arises when the system under study has passivity properties; in such a case, the PID controller can be designed considering the passive output as the feedback signal. These particular PIDs are referred as PID Passivity-based controllers (PID-PBCs) and one appealing feature is that—for stability purposes—the step of tuning the gains is trivialized in this case.

The present work is focused on a particular class of passive systems, namely, the so-called port-Hamiltonian (PH) systems, whose input-state-output representation is given by

$$\Sigma: \begin{cases} \dot{x} = [\mathcal{f}(x) - \mathcal{R}(\Sigma)]\nabla H(x) + g(x)u \\ y_{\text{ud}} = h(x) + w^{\top}(x)w(x) + D(x)u \end{cases}$$

(1)

where $x \in \mathbb{R}^n$ is the state vector, $u, y_{\text{ud}} \in \mathbb{R}^m$ are the input and output vectors, respectively, with $n > m$. Furthermore, $H: \mathbb{R}^n \rightarrow \mathbb{R}$ is the Hamiltonian, $\mathcal{f}, \mathcal{R}: \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n}$, with $\mathcal{f}(x) = -\mathcal{f}^{\top}(x)$ and $\mathcal{R}(x) = \mathcal{R}^{\top}(x) \geq 0$, are the interconnection and damping matrices, respectively, and $g: \mathbb{R}^n \rightarrow \mathbb{R}^{n \times m}$ is the input matrix, whose rank is equal to $m$. The mappings $w: \mathbb{R}^n \rightarrow \mathbb{R}^{q \times m}$, $h: \mathbb{R}^n \rightarrow \mathbb{R}^m$, $\phi: \mathbb{R}^n \rightarrow \mathbb{R}^{q \times n}$ and $D: \mathbb{R}^n \rightarrow \mathbb{R}^{m \times m}$ satisfy, for any integer $q \geq \text{rank}(\mathcal{R})$, the following

$$\mathcal{R}(x) = \phi^{\top}(x)\phi(x),$$
$$h(x) := \left[g(x) + 2\phi^{\top}(x)w(x)\right]^{\top} \nabla H(x),$$
$$D(x) = -D^{\top}(x).$$

Moreover, the energy function $H(x)$ satisfies

$$\dot{H} = -\left[\phi(x)\nabla H(x) + w(x)\right]u^2 + u^{\top}y_{\text{ud}}.$$

PH systems have been proved to be suitable to represent many physical systems [1, 3]. On the other hand, in these models the roles of the energy, the dissipation and the interconnection pattern are underscored, which are fundamental ingredients of PBC [2].

The main objectives of this work are:

- To establish the necessary conditions for the construction of a PID-PBC of the form

$$u = -K_P y_{\text{ud}} - K_I \left[\gamma(x) + \kappa\right] - K_D y_{\text{ud}}$$

(2)

where the gains $K_P, K_I, K_D$ are constant, symmetric and positive definite matrices of appropriate dimension, $\kappa \in \mathbb{R}^m$ is a free constant vector and $\gamma: \mathbb{R}^n \rightarrow \mathbb{R}^m$ satisfies

$$\dot{\gamma} = y_{\text{ud}}.$$

- To identify under which circumstances the system $\Sigma$, given in (1), in closed-loop with the PID-PBC in (2) preserves the passivity property, but with a new energy function with an isolated minimum at the desired equilibrium point. Thus, if this former condition holds, the new energy function qualifies as a Lyapunov function for the closed-loop system. Finally, a further analysis is carried out to claim asymptotic stability of the equilibrium point.
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1 Introduction

The LED it be 50%-project aims at reducing the energy use in tomato greenhouse horticulture with at least 50%, by the smart use of LED lighting. To optimize the efficiency, amongst other activities within the project, a management support system (MSS) will be designed. The MSS will provide the grower with an optimal strategy for the control of LED lights and the climate management equipment. The provided strategy will aim to maximize the benefits of LED light on crop production. The core of the MSS will consist of a controller, synthesized using optimal control strategies.

2 Greenhouse Climate Control

To control the growth of the crop, growers create setpoint trajectories for relevant climate variables, such as: temperature, humidity and CO\textsubscript{2} concentration. SISO controllers are used to realize the created setpoint trajectories. To cope with the interaction between various climate variables, conditional statements are used. Generating these setpoint trajectories and conditional statements takes a considerable amount of time and requires a lot of knowledge and experience. In literature several methods have been presented which aim at automating this process, e.g.: MPC \cite{1}, neural networks, gain scheduling, of which most did not make it to common practice. In \cite{2}, van Straten et al. argue that these methods cannot be made understandable for the grower, which is of importance when taking over the control of their crops. In \cite{3}, van Beveren et al. mention that the models for the model-based approaches have not matured enough. This research aims at tackling some of these factors, towards automated greenhouse climate control.

3 Crop Modeling

The crops in the greenhouse vary from each other, because of: spatial differences in the greenhouse (e.g. temperature and light distribution) and human disturbances (e.g. harvesting leaves and fruits). Because of interaction between the crops (e.g. shade avoidance syndrome), these variations are even increased. To be able to guarantee performance for the variation in the crops, a model is required which quantifies this variation. In \cite{4}, Gary et. al. argue that deterministic crop models, combined with spatially variable climate information have a potential for allowing more precise growing.

4 Greenhouse System

The climate in the greenhouse is mostly influenced by the outdoor climate, to control the climate inside the greenhouse it is important to have predictions of the outdoor climate. Just like the normal weather forecasts these predictions will be uncertain, no perfect models describing the weather exist, yet. Aside from this uncertain forecast also: auction and energy prices play a big role, but also here accurate predictions are still missing.

5 Controller Synthesis

Combining the previous two sections: this research is concerned with the design of robust greenhouse climate control system, which is able to cope with the variation in greenhouse crops and the uncertain forecasts. To do this, we have selected one of the current state-of-the-art methods: Model Predictive Control, during the synthesis of which, specific care will be taken to ensure robust performance with respect to the crop variation and the uncertain forecasts. Methods such as Economic MPC and Stochastic MPC will be employed to synthesize such a controller.
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1 Abstract

A low-carbon urban energy system is characterised by a high share of intermittent renewable energy in the energy mix. The stochastic production from intermittent renewable energy poses challenges to the balance between electricity supply and demand in the urban electricity system. The stability of the urban electricity system needs controllable power generation technologies to provide the flexibility. A demand-driven bio-hydrogen production and storage system has the potential to be both controllable and carbon-neutral [1]. It can contribute to the balance of the urban electricity system that is faced with the challenge of integrating intermittent renewable energy such as wind and solar energy.

The objective of the study was to develop optimal energy management strategies based on model predictive control (MPC) approach for a biobased hybrid renewable energy system (HRES) in an urban environment. We developed three possible configurations of HRES containing micro wind turbines, photovoltaic (PV) cells, a fermentation system, and a hydrogen storage module. As an illustration, we present Figure 1 in this abstract, which shows one of the possible HRES configurations. The electricity system works in an off-grid mode in this configuration. The goal of the model predictive control is to keep the hydrogen storage level in the tank within a safety range while guaranteeing the stability of the electricity system. The control input is the glucose concentration of the biomass feed-in system. The model output is the storage level of the hydrogen tank. By using an MPC approach [2], the disturbances and system behaviours were studied. A receding horizon optimisation was run for a whole year with a time step of one hour. The control horizon is 4 days, and the prediction horizon is 14 days. The disturbance inputs are wind speed, PV cell temperature, solar irradiation, and the electricity demand. Model predictive controller uses the historical data, weather forecast, and mathematical models to predict system behaviour and to manage energy flows. We illustrated the methodology by conducting a case study in Amsterdam, the Netherlands. Advantages and disadvantages of three different configurations were compared. Furthermore, the biobased HRES was also compared with a natural gas based urban electricity system.

In this study, we demonstrated the usefulness of the MPC approach in managing a bio-based HRES. The model predictive controller was found to be able to keep the hydrogen storage level within the predefined safety range and to balance the electricity system. We found that the required size of the hydrogen storage tank is reduced when applying a model predictive controller. We also found that the biobased HRES is robust when the level of glucose concentration in the biomass feed-in system is between 25 to 28 g/L.
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1 Introduction
The aim of this work is to utilize iterative learning algorithms to improve the parameter accuracy of a linear parameter varying (LPV) model that can be used in model-based control applications for batch processes. In order to improve the model predictions, and hence control performance, the varying parameters are re-estimated in between batches, such that changes in the plant are taken into consideration. With the updated parameters, the reference tracking performance via model predictive controllers (MPC) is desired to be improved.

2 Research problem formulation
In various industrial applications, batch processes are generally used for producing specialized products in smaller quantities. Models of these processes can be derived by using the first principle laws for utilizing the model in a greater range of operating points. These models provide accurate predictions, yet, they are generally complex and nonlinear. To use these models for control purposes, it has been shown in [1] that the extent transformation casts these complex models in the LPV setting.

Using LPV models usually is problematic because the parameter identification is an expensive task. For repetitive batch processes, the parameters can be estimated in between batches by using the inputs-outputs. By repeating this estimation between the batches, the parameter can be learned more accurate over time, while still being able to adjust for the changes in the plant/physical parameters such as installation/vessel degradation.

For the control of the temperature and MPC controller is used that penalizes the predicted reference tracking error for a specific output temperature profile. This MPC controller includes the process input and output constraints within multivariate control problems.

3 A case study
In this case study, the temperature control of a nonlinear chemical batch reactor is considered, described by the following dynamics:

$$\frac{dT}{dt} = -\frac{UA}{MC_p} \left( T_j - T_i \right) + \frac{\Delta H V}{MC_p} k_0 e^{E/RT} C_A^2$$

Which is transformed in the parameterized model Eq. (1) for use in the MPC.

$$\dot{x} = -\theta x + \theta u + r$$

$$y = Cx$$

The input and output data show the reference tracking improvement of the MPC controller after the updating the parameter \(\theta\) in between batches.

| Batch | 1     | 2     | 3     | 5     | 10    |
|-------|-------|-------|-------|-------|-------|
| \(\theta\) | 3.0000 | 0.1096 | 0.1131 | 0.1133 | 0.1135 |

Table 1: Estimated parameter \(\theta\)
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1 Introduction

Efficient water use is one of the main issues within agriculture. To prevent the crop from water stress, many growers tend to over-irrigate as a form of risk aversion. This may lead to drainage, which in turn may transport harmful pesticides and fertilizer into the groundwater. Hence the irrigation strategies currently followed by growers are usually not optimally water efficient, and promote pollution.

From a Systems and Control perspective, an optimal control approach is the most straightforward way to achieve the objective of minimizing drainage without crop stress. However, this will likely result in continuous irrigation which might be unhealthy for soil ecology. Furthermore, a grower will likely not accept a strategy that differs too much from what he is used to.

To circumvent these barriers, we look for irrigation strategies using a model based scenario study. This will serve as a first step towards practical optimal irrigation that balances between crop stress and drainage.

2 Approach

Three simulated strategies were compared. The first strategy was observed from a regular grower. The second strategy used the same amount of water as strategy 1, and consisted of equal water dosages applied every three days. The third strategy was similar to strategy 2, but used 25 percent less water. The performances of all three strategies were compared with respect to crop stress events, and drainage.

The modelled water transport system consisted of crop stress, soil moisture content, and weather. Water transport through soil and crop was described by an integrated model combining Richard’s equation for water flow in the soil [1], and the Penman Monteith equation for evapotranspiration [2]. The model describes four soil layers, where the first layer represents the top soil, and the bottom layer represents the groundwater. Drainage was defined as the outflow from the third layer to the groundwater. Crop stress was modelled via the FAO adjusted evapotranspiration equation [3].

First, the model was validated using actual greenhouse drainage and weather data from August 2016. Thereafter, the performances of the three strategies were compared.

3 Results

The model showed good prediction accuracy. The predicted total drainage was 250 litres per square meter, against a measured value of 260. The grower strategy did not result in crop stress according to our model, it required 1590 litres, and resulted in 250 litres drained. Strategy 2 did also not result in crop stress, with 217 litres drained. The third strategy resulted in only 164 litres drained, however here crop stress was predicted to occur.

4 Discussion

This study predicts three things. First, the grower’s strategy was already quite balanced with respect to crop stress. Second, with respect to drainage a considerable reduction can be obtained. Third, the balance between crop stress and drainage is a delicate one; a modest reduction in water gift will already lead to crop stress.

5 Outlook

Two valuable next steps would be to 1) validate the model predictions in practice, and 2) compare the robustness of the performance outcomes towards unforeseen variations in weather and soil properties. In this way, we will be able to assess the performance of different strategies, as well as the risks of performance loss they bring along under uncertain circumstances.
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1 Introduction

Cyber-physical systems have become increasingly complex due to an increase in safety requirements and required functionality. As a result, controllers for these systems are getting more complex as well. Formal methods, such as supervisory control theory from [1] can help in overcoming this growing complexity. A model of the uncontrolled system and a model of the control requirements are used to obtain a minimally restrictive supervisor that per construction adheres to the requirements, and is controllable and nonblocking.

Supervisory control theory is an active research topic, yet realistic applications are few in number. The reasons for this are the computational complexity of synthesis procedures and the lack of experience with discrete-event modeling for industrial systems [2]. In this paper, a realistic case study related to modeling and synthesizing a supervisory controller for the Algera Lock and the Algera Bridge is reported on.

2 Case study description

The Algera Complex, located in the Hollandsche IJssel, consists of a bascule bridge, a lock, and two storm surge barriers, see Figure 1.

![Figure 1: The Algera Complex [beeldbank.rws.nl].](beeldbank.rws.nl)

In case of extremely high sea water, the storm surge barriers are closed to protect the inlands. In such a situation, the adjacent lock is used to transport vessels between the different water heights. Additionally, the lock in combination with the movable bridge is used as a route for vessels that are too high to pass under the storm surge barriers. In this case study, only the bascule bridge and the lock are considered.

3 Results

The plant model of the Algera Lock and the Algera Bridge are successfully modeled using extended finite state automata. The control requirements imposed on the system are modeled using logic state-based expressions. From these models, a supervisor has been synthesized. Furthermore, a supervisor for the Algera lock-bridge could easily be synthesized from the combined models and some additional requirements. Table 1 shows the number of states in the uncontrolled system, the number of requirements and the number of states remaining in the controlled system.

| Model          | Uncontrolled | Req. | Controlled |
|----------------|--------------|------|------------|
| Lock           | $4.2 \times 10^{34}$ | 247  | $3.2 \times 10^{22}$ |
| Bridge         | $1.9 \times 10^{23}$ | 112  | $9.4 \times 10^{19}$ |
| Lock-bridge    | $7.8 \times 10^{57}$ | 362  | $3.0 \times 10^{40}$ |

Simulation-based analysis supported by visualization is used to successfully validate the supervisor. This is done by performing test cases on the simulation model.
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1 Introduction
Traditionally, the crystallization of active pharmaceutical ingredients (API) and other chemical specialities has been operated in batch or semi-batch mode under strictly regulated recipes. However, batch operations have disadvantages such as lack of batch to batch reproducibility, long processing times, scale up issues, poor controllability and observability [1]. Continuous operation can overcome these drawbacks, although a higher degree of automation and a more in depth process understanding is required for successful continuous API production. Therefore, recent research efforts are directed towards the design of continuous crystallization processes. Multistage mixed suspension mixed product removal (MSMPR) crystallization might be the most convenient route of transition from batch to continuous operation, since current crystallizers in industry are of the stirred tank type [2]. Majority of the work in this area has studied the steady state properties of these systems whereas only a few works deal with the process dynamics and control of these units. In this work, an advanced control scheme for average crystal dimension control in industrial-scale two stage MSMPR crystallizers is proposed and tested in simulation.

2 Control problem
The particle size distribution (PSD) is an important property of a crystalline product. It can determine the efficiency of the downstream operations, as well as end-use properties, such as bioavailability. The control of the full PSD is not possible in practice. However, some of its attributes (average size, coefficient of variation, fines fraction, etc.) can be controlled. The scope of this work is to achieve the control of the average crystal length $d_{43}$. To this end, we opted for a control scheme that combines feedback control with process predictions. This is an effective and simple way to upgrade low level PI controllers to the level of advanced process controllers (APCs) that should not require highly skilled personnel for controller commissioning and maintenance [3].

3 Prediction-based time delay compensator
The core of the control scheme is presented in Fig. 1, and consists of a PI controller ($d_{43}$C block) which manipulates the temperature setpoint in the first crystallizer jacket ($T_1^{SP}$) such that the average crystal length $d_{43}$ is maintained at the desired specification. Because of the large volumes involved in the industrial operation, a large time delay $t_d$ between manipulated and controlled variables can exist, resulting in limitations in the performance of this standard PI controller. Hence, a delay compensator is designed to improve closed loop performance by taking into account an additional error signal for future $d_{43}(t+t_d)$ deviations. The delay compensation block (NDC in Fig. 1) for average crystal length prediction consists of the nonlinear dynamic model of the first five PSD moments, solute concentration and temperature in the two crystallizers, with simulation horizon equal to the time delay. Measured disturbances, if available, can be provided to this model-based block for further performance improvements. A good control performance indicator is the ITAE which, in this case, is reduced at least by a factor of 4 by upgrading the PI controller with the NDC.
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Figure 1: Block diagram of the advanced $d_{43}$ controller. The block $d_{43}$C is the linear PI controller with modified error signal $e_i$: the block NDC is the nonlinear delay compensator which can incorporate exogenous disturbance measurements $d$. 
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Introduction

In recent years, a lot of attention has been given to the problem of controlling dynamical systems over channels with limited communication capacity. In this work, we present a communication scheme for the state estimation of nonlinear uncertain systems over channels with limited communication rates. We design a coder/decoder scheme that is robust towards communication losses, in the sense that it is able to function over a one-way communication channel where some losses possibly occur.

Problem statement

We study nonlinear discrete-time time-invariant dynamical systems with an uncertainty in the initial condition. The system is connected to a remote location through a communication channel as depicted in Figure 1. The system has a state vector \( x(t) \). The communication channel sends coded messages \( e(t) \) through which the decoder reconstructs an estimate of the state \( \hat{x}(t) \). The objective is to design a coder/decoder scheme that has the following properties

- The messages \( e(t) \) must be part of a finite-size alphabet. The size of the alphabet must be as small as possible in order to limit the resulting communication rate.

- Through the communications, one must be able to obtain estimates that are arbitrarily close to the real state. More precisely, for any given precision, the communication scheme must guarantee the precision of the estimate without exceeding the maximum allowable communication rate.

- The reconstruction of the state at each time step must be based exclusively on the current message and not on the previous estimates. This property ensures that the communication scheme is robust towards communication losses on one-way channels i.e. channels without communication feedback from the decoder to the coder.

Solution and simulations

We developed a communication scheme that satisfies the aforementioned criteria. This communication scheme is based on the upper box dimension [2] of the attractor of the dynamical system. The resulting communication speed involves the upper bound on the largest Lyapunov exponent of the system \( \Lambda \) as well as the upper box dimension of the attractor of the dynamical system \( d_B \). The coder/decoder scheme we developed functions on any channel with rate above \( \Lambda d_B / 2 \). The main result is the usage of the second Lyapunov method in order to obtain analytical bounds on the communication rate.

The communication scheme has been tested through simulations on the smoothened Lozi map [1][3]. Using estimates for the upper box dimension and the largest Lyapunov exponent, we computed the minimum communication rate for the communication scheme. We were able to implement the communication protocol with arbitrary precision on a channel with rates very close to the minimum communication rate.
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1 Introduction

A promising way to optimise the use of highways, by reducing the distance between vehicles, is the cooperative adaptive cruise control (CACC). Enabled by wireless communication between vehicles, CACC increases highway throughput, safety and comfort, by automatically regulating the acceleration of vehicles in a platoon to achieve a desired speed profile. By allowing the vehicles to share their motion and control information through wireless communication, the minimum allowable inter-vehicular time headway can be decreased [1]. However, the wireless medium that is used to share this information is unreliable. Therefore, the phenomenon of the packet loss should be taken into account for a safe and comfortable behaviour. In this work we present 1) the combination of a local and cooperative controller to achieve stable behaviour for a platoon of vehicles and 2) we explore the use of an observer to reduce the impact of losses on the disturbance rejection among the string.

2 Problem formulation

A way to increase highways throughput is to allow vehicles to drive as close as possible to each other, while keeping the platoon dynamics stable. To do so, a speed dependent time spacing policy is adopted [2]: defining the required distance between vehicle $i$ and its preceding one $i - 1$ as

$$d_{ri}(t) = r_i + hv_i(t)$$

where $h$ is the time gap, $v_i(t)$ is the speed of vehicle $i$ and $r_i$ is the standstill reference distance, we can find a controller to bring the error $d_{ri}(t) - d_{ri}(t)$ to zero. To achieve such objective, we use a local controller, described by a discrete time transfer function $D(z)$ and a feedforward filter, described as $F(z)$, such that:

$$u_i(z) = D(z)e_i(z) + F(z)u_{i-1}(z)$$

where $e_i(z) = q_{i-1}(z) + q_i(z) - hv_i(z)$ and $u_{i-1}(z)$ is the input of the previous vehicle transmitted over the wireless medium.

3 Losses and observer

When the local and cooperative controller are employed, the performances of the system are satisfactory: the platoon is stable and the disturbances are rejected along the downstream direction of the string. However, if some packets (i.e. some $u_{i-1}$) are lost, the system is stable but not string stable anymore. When the system is not string stable, disturbances grow bigger over the string: potentially a small disturbance acting on a vehicle at the beginning of the string might lead to a traffic jam at a different position in the string. To prevent this unwanted behaviour, we design an observer to estimate – from locally available measurements – the information transmitted by the preceding vehicles, and we use it when the communication is not available. Using the estimate only when a packet is not received leads to an hybrid observer, which can jump asynchronously when an incoming communication is available.

4 Conclusion

The use of an hybrid observer does increase the robustness performances of the system, reducing the vehicle distance while stabilising the platoon for smaller time headways. However, current work is focussing on a finer model to explicitly take string stability concept into account in the controller and observer design.
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1 Introduction

Controlled nuclear fusion has been considered as an alternative, clean, and sustainable source of energy for several decades. The most developed machine to achieve controlled nuclear fusion is the tokamak, which uses magnetic fields to confine a hot plasma. In a tokamak reactor plasma control system (PCS), a supervisory controller takes decisions about pulse segment scheduling, exception handling, prioritized simultaneous control tasks and actuator sharing [1][2]. Many failure modes of a tokamak are comprised of consecutive events including plasma stability limit violations, deviations from references, and actuator failure [3]. It is key to interrupt sequences that can lead to detrimental plasma disruptions.

2 Main contributions

We implemented a real-time state monitor, supervisory controller and actuator allocator for MIMO feedback controllers with shared actuators on the TCV tokamak [4]. The state monitor provides a finite-state representation of the continuous-valued plant and measurements. A phase locked loop was developed to estimate the frequency of variable-frequency magnetohydrodynamic disturbances. Based on the plasma state, the supervisor takes decisions from user-defined rules about the activation and relative priorities of low-level control tasks.

3 Results

We present first experimental results of several use cases of the state monitor and the supervisor on TCV plasmas. First, we show results of simultaneous control of plasma pressure and magnetohydrodynamic disturbance on TCV. Although the individual feedback controllers are decoupled, they must share a common set of actuators. Here, experimental tests demonstrate satisfactory behaviour of the interconnection of the supervisory controller, an actuator allocator and the feedback controllers [5][6]. Second, we show real-time capable detection and frequency estimation of magnetohydrodynamic disturbances using a phase-locked loop on TCV data.

4 Conclusions

This work provides a first demonstration of centralized state monitoring and supervisory control on TCV. The interconnection of real-time controllers allows more intricate experiments on plasma physics and stability.
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1 Introduction

The State-of-Charge (SoC) of a battery cannot be measured directly. Instead, the SoC is typically estimated online using an Equivalent Circuit Model (ECM) combined with e.g., an Extended Kalman Filter (EKF). In [1], it has been shown that the EKF already achieves a close-to-optimal estimation accuracy (i.e., close to the Cramér-Rao lower bound). This suggests that the quality of the state estimates mostly depends on the quality of the ECM used in the estimator.

2 Problem statement

In order to capture the relevant battery dynamics that correspond to a certain application, real application data should be preferred for estimation of the ECM parameters. Surprisingly, a widely used approach to the (offline) parameter estimation of ECMs is to use standard tests, such as a Pulsed-Current Test (PCT), which might not be representative. Therefore, we study the experiment design for estimation of ECM parameters and quantify its impact on the quality of state estimation [2]. To do so, we will use an E-bike experiment where two sets of data were recorded: (1) a PCT on a single battery cell under laboratory conditions and (2) a field test with an E-bike on the entire battery pack with both high-precision sensors as well as production-grade sensors.

3 ECM Modelling and SoC Estimation

The input for the ECM is the battery current $I_{\text{batt}}$, the output is the battery voltage $V_{\text{batt}}$ and $V_{\text{EMF}}(\text{SoC})$ denotes the nonlinear EMF-SoC relation. Subsequently, we can write

$$V_{\text{batt}} = V_{\text{op}} + V_{\text{EMF}}(\text{SoC}),$$

(1)

where $V_{\text{op}}$ denotes the overpotential of the battery. An input-output model of the overpotential $V_{\text{op}}$ can be constructed by using an ARX model of the form

$$V_{k}^{\text{op}} = b_0 I_{k}^{\text{batt}} + b_1 I_{k-1}^{\text{batt}} - a_1 V_{k-1}^{\text{op}},$$

(2)

where the model parameters $b_0$, $b_1$ and $a_1$ can be identified for different input-output data, i.e., a PCT or E-bike data. Subsequently, the model can be rewritten to a canonical state-space representation and the SoC dynamics can be added with an additional state. Then, the model can be used in combination with an EKF to perform SoC estimation.

4 Results

Using a PCT for parameter estimation is compared to using field-test data from the E-bike. In Fig. 1, the measured and estimated battery voltages are shown for two second-order models, a PCT-based model and a model based on the E-bike data. The estimated SoC and pseudo-measured SoC are shown in Fig. 2. It can be seen that the model based on the E-bike data yields more accurate estimation results.
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1 Introduction

Lithium-ion (Li-ion) batteries are employed in various applications thanks to their high energy density and long service life. The Li-ion battery models can be broadly classified into two groups: equivalent circuit models and electrochemical models. The circuit models are relatively simple, but do not represent the physical phenomena inside the battery. The electrochemical models explain the internal physical behavior of the battery. For instance, the Doyle-Fuller-Newman model, which is a popular electrochemistry-based Li-ion battery model, represents solid-state and electrolyte diffusion dynamics and accurately predicts the current/voltage response. However, the mathematical structures of the electrochemical models are quite complex for observer design, such as state of charge (SoC) estimation. In this work, we study recurrent neural networks (RNNs), a family of artificial neural models, for SoC estimation in Li-ion batteries. The RNNs are able to capture dynamical behavior of the system by learning from the input-output data.

2 Recurrent Deep Learning Method

Artificial neural networks is a data-driven technique in machine learning that is used widely in several domains of data science as well as for sequential data modeling and analysis of time series signals. Recently, several studies investigated the possibility of applying different architectures of the neural networks for modeling and SoC estimation in Li-ion batteries [1, 2]. In this work, we design a deep recurrent neural network based on long short-term memory (LSTM) modules [3]. An LSTM network is well-suited to classify, process and predict time series given input lags of unknown size and duration between events. Relative insensitivity to gap length gives an advantage to LSTM over alternative RNNs. We investigate different network configurations with respect to the type of inputs-outputs and the impact of inputs length for SoC estimation. Figure 1 illustrates a sample structure of the studied recurrent neural networks with two inputs: current and voltage and one output: state of charge.

3 Neural Network Implementation

We design an LSTM network with current and voltage as the inputs and SoC as the output. The state of charge equation is described by

\[ \text{SoC}(k) = f(i(k-1), v(k-1), \text{SoC}(k-1)), \]

(1)

where \( f \) is a nonlinear function, \( i(k-1), v(k-1), \) and \( \text{SoC}(k-1) \) are the current, voltage, and state of charge at time step \( k-1 \). The main goal of the deep learning network is to learn the nonlinear function \( f \), which represents the relation between the inputs and outputs. However, the type of inputs as well as the length of inputs play an important role on the estimation accuracy. In this network, we study the impact of the current length, hence the battery currents in the last \( p \) steps are given as the network input.
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1 Introduction
Estimating the attitude of a rigid body, based on sensor data from an Inertial Measurement Unit (IMU), is crucial in many applications and in particular in the context of Unmanned Aerial Vehicles (UAVs). The IMU consists of (three-axes) accelerometers, gyroscopes and magnetometers.

Measurements from the accelerometer and magnetometer can be combined to give an algebraic estimate of the attitude, under the assumptions of negligible body accelerations and magnetic disturbances. This vector estimate contains noise with a mainly high frequency content, caused by motor vibrations. By integrating the gyroscope measurements, another estimate can be derived, containing a low-frequency disturbance component caused by the integration process.

A common technique for attitude estimation is the complementary filter (CF), because it is easily tunable and has a simple form. It consists of low-passing the vector estimate and high-passing the gyroscope estimate with each filter having the same, stationary, break frequency, combining the strengths of both.

However, under high accelerations or magnetic disturbances, a CF with large gain ($\hat{\phi}_L$) will have distortions, whereas a CF with a small gain ($\hat{\phi}_S$) will suffer from the gyroscope bias. This is shown in Figure 2, at 25 and 40 seconds, respectively. Therefore, when using a stationary CF a trade-off has to be made between dynamic distortions or a long term bias.

2 Our Approach
In order to overcome the limitations of a stationary CF, we added a novel adaptation scheme to the filter proposed in [1], which is a stationary, nonlinear complementary filter implemented directly on the special orthogonal group. A linear representation of a CF with adaptation is shown in Figure 1. The adaption is based on the following observation:

If the angular estimate achieved from integrating the gyroscope measurement is similar to the angular estimate determined from the accelerometer and magnetometer measurements over a time window, then the accelerometer and magnetometer measurements are not distorted.

In order to quantify the similarity between the angle vector and gyroscope measurement, a similarity measure is introduced. We also show convergence of the filter with this adaptive gain.

3 Future Work
This work is currently being expanded to incorporate a machine-learning based adaptation scheme, which will use a similar convergence proof.
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1 Introduction
Pharmacokinetics is a particular field of clinical pharmacology that studies the link between the dose and the (systemic) concentration time course of drugs. In our research, we aim to use control and system theory to develop a method for optimal (i.e. effective) dosing to ensure its applicability in clinical practice. Approaches for individualized drug dosing are suggested. We focus on treatments with repeated administration by intravenous infusion of a fixed dose. Meropenem, a beta-lactam antibiotic used in lung disease, is used as case drug.

2 Population modeling
In a previous work [2], a compartmental pharmacokinetic (PK) model was developed to describe the pharmacokinetic of the drug in patients with severe nosocomial pneumonia. A two-compartment model with an additional compartment for the site of effect (ELF) has provided an adequate fit of the data (consistent with [1]) and was internally and externally validated.

Based on this model, a reduced1 physiologically-based pharmacokinetic (PBPK) model was developed to describe drug concentrations. It is built on physiological and anatomical considerations, and the model parameters include real volumes and blood flows. Such a model is intended to be used to extrapolate drug exposure in other groups of patients. Some of the model parameters will be modified/adapted for the purpose.

The PBPK model was both internally and externally validated with numerical and visual tools, including bootstrap procedures and visual predictive checks. External validation with data from other groups of patients such as neonates is ongoing.

3 Dosing adjustment
The developed models are used as starting point to design control strategies to achieve and maintain concentrations at target levels. The analytical asymptotic response is used to derive a closed-form formula2 designed to compute the dose, given the patient’s characteristics and the target minimal concentration.

Meropenem is a time-dependent antibiotic, meaning that the pharmacodynamic parameter corresponds to the time over the MIC (minimal inhibitory concentration). To ensure a bactericidal efficacy, it is required to maintain meropenem concentration above the MIC for at least 40% of the dosing interval [1].

4 Outlook
The first objective of the developed PBPK model is to be used to extrapolate the dosing recommendations in other groups of patients such as children, neonates and pregnant women as well as in other indications. Typically, the main goal is to compute doses for populations for which PK data (i.e. clinical studies) are not available. The impact of the model adaptation on the results will be established.
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Introduction

Hyperthermia is an additive therapy that can enhance the effects of radiotherapy and chemotherapy in cancer treatments without increasing toxicity in healthy tissue [1]. Herein, the temperature in the tumor region is raised to 39-45 degrees Celsius for approximately 90 minutes. The target tissue is heated using radio-frequency (RF) or high intensity focused ultrasound (HIFU) applicators. Magnetic resonance thermometry (MRT) can provide on-line non-invasive measurements of the 3D temperature distribution.

In this project, we aim at developing estimation and control tools that enable achieving the desired 3D temperature distribution in the patient, even in the presence of patient- and time-varying tissue properties.

Control

Control over the 3D temperature distribution in the human body is essential to ensure treatment quality and avoid local hotspots in healthy tissue. As spatially distributed tissue properties are patient specific, and even vary in time between and during treatments, an advanced adaptive control approach is required.

A model predictive control (MPC) approach is chosen, due to the presence of critical temperature constraints in the patient’s tissues and unilateral actuator constraints. Based on the present temperature state, the MPC controller uses a patient specific thermal model to compute a future actuator input sequence that realizes the desired target temperature while actuator and state constraints are satisfied. Our MPC implementation extends and improves previous work [2, 3].

State estimation

Accurate knowledge of the current temperature distribution is required in the model-based control algorithms developed in this project. Unfortunately, the MRT measurements suffer from significant measurement noise. Therefore, model-based state estimation is desired to reduce the propagation of measurement noise towards the controller. Herein, model predictions are systematically merged with measurements.

Results and conclusions

The performance of the state estimation and control algorithms is evaluated in extensive simulation studies for MR-guided HIFU. We will also show preliminary experimental results obtained in phantom experiments on a Philips Sonalleve system (see Figure 1) at the Uniklinik Köln. These results encourage further development of adaptive models and algorithms as well as more extensive experimental validation.
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Introduction

We introduce the One-click Calibration project within the BiDMed project (application of Big Data digital technologies in the Med-Tech context), which aims to reduce the costs and improve the performance of proton therapy. The BiDMed project includes three work packages associated to the equipment lifecycle. In this project, we aim to improve the equipment installation process by integrating automated machine learning technologies into the beam calibration procedures.

1 Proton Therapy

Proton therapy uses a beam of protons irradiate the diseased tissues. It is an attractive cancer treatment modality for its precision and low overall toxicity as opposed to the conventional X-ray radiotherapy. Recently, a compact proton therapy technology, called Proteus®ONE, has been developed by IBA, world leader in proton therapy. Figure 1 shows the configuration of Proteus®ONE, which consists of a static and dynamic part. The static part is called the extraction beam line. The dynamic part is a rotating structure with an excursion angle of 220° and is also called the compact gantry. The gantry is equipped with energy selection and beam transport elements.

![Figure 1: Proteus®ONE Configuration](image)

2 Problem Formulation: Beam Line Calibration

The goal of calibration is to tune the parameters of the elements in the beam line in order to produce the proton beam with desired characteristics. By manipulating the parameters, we aim to steer the beam distribution to some targeted distribution with certain constraints. The main issue is that there is no accurate physical model of the beam line, although the proton trajectory can be described by physical dynamical equations [1].

3 Controlling a Time-Evolving Distribution

To control the beam distribution, one has to solve a multi-input/multi-output problem where the state is a multivariate probability distribution that undergoes several nonlinear transformations. In [2], the behaviour of the beam in a magnetic element is approximately reduced to a process of matrix multiplication. An example of a pair of focusing quadrupoles is given below. The input beam distribution is a truncated gaussian and is given in Figure 2(a) (only the histogram in X-axis is given). By manipulating the currents, the focusing output beam distribution, a narrowed truncated gaussian, can be obtained as shown in Figure 2(b). However, this approximated model may lead to calibration error. To minimize the calibration error, a data-driven calibration procedure should be established to combine physical data and the information from some approximated physical models.

![Figure 2: Beam Distributions](image)
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1 Introduction

We propose a set of variants of classification algorithms for EEG signals, an important task for the development of brain computer interfaces (BCI). In our approach, temporal frames of the EEG are represented as covariance matrices, which turns the problem into a classification problem on the manifold of symmetric positive definite (SPD) matrices.

BCI are very promising tools to enable physically disabled people to control a large variety of devices, such as wheelchairs, exoskeletons, and robotic arms. Those interfaces record and analyze brain signals, and translate them into control commands. We consider here interfaces based on EEG signals, which result in non-invasive, wearable, and low-cost systems. However, analyzing and decoding EEG signals is difficult, due to the important noise and the large variability of the signal. The latter can indeed highly vary from hour to hour for a subject, and is highly variable from one subject to another. Consequently, the problem of EEG classification (i.e., determining the intention of the subject based on his EEG) is particularly challenging.

In [1], the EEG, represented by a sequence of covariance matrices, is classified using the minimum distance to mean (MDM) classifier that rely on a definition for the mean of a set of SPD matrices and for the distance between two SPD matrices. We propose to equip this classifier with a family of means, based on the inductive mean, which enables us to produce an incremental learning algorithm for online classification of EEG, to cope with the significant hour-to-hour variability of the signals. This might also allow to reduce calibration time, by classifying the first covariance matrices using a generic classifier (calibrated on a set of typical subjects) and adapting it progressively, to become user-specific.

2 Experimental setup

We consider here a BCI relying on steady-state visual evoked potentials (SSVEP), that is, brain responses to visual stimuli. A subject is looking at a screen, on which there might be a stimulus blinking at some frequency (13Hz, 17 Hz or 21 Hz), or no stimulus at all. The blinking stimulus will elicit the appearance of waves with the same frequency in the EEG. The goal is to detect those waves, to determine at each time instant which frequency has the visual stimulus.

3 The MDM classifier

Let C be a covariance matrix representing a temporal frame of the EEG. The MDM classifier assigns C to the class \( k^* \), such that

\[
k^* = \arg \min_{k \in \{1, \ldots, n_c\}} \delta(\Sigma_k, C),
\]

where \( n_c \) is the number of classes (here, equal to four: three frequencies and a resting state), \( \delta(A, B) \) is a distance function between \( A \) and \( B \), and \( \Sigma_k \) is the mean of the covariance matrices assigned to class \( k \). In [1], several means definitions (and associated distance functions) are considered, e.g., the Euclidean and LogEuclidean means, the Riemannian barycenter with respect to the classical affine-invariant metric, and means based on matrix divergences.

We equip the MDM classifier with the inductive mean, obtained by computing a succession of geodesics. The inductive mean \( X_M \) of a set of \( N \) SPD matrices \( A_i \), \( i = 1, \ldots, N \), is obtained by defining \( X_1 = A_1 \), and \( X_i = X_{i-1} \# A_i \) for \( i = 2, \ldots, N \), where \( \# B := A^{1/2} (A^{-1/2} B A^{-1/2})^t A^{1/2} \), with \( t \in [0, 1] \), is the geodesic between \( A \) and \( B \), evaluated at time \( t \). We also consider the variants of the inductive mean provided in [2].

Endowing the MDM classifier with the inductive mean provides competitive results with respect to the other means considered, regarding the computation time vs classification accuracy criterion. In the online setting, we trained the classifier on the data of some subjects, and used it then on a new subject, adapting the classifier as new data of the subject considered are available. For some subjects, we observe a progressive improvement of the classification with time, while not for others, which seems to be due to the instability of the adaptation process. We plan to investigate other online adaptation algorithm in the future.
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1 Problem Formulation
Proton therapy is an alternative to radiotherapy where a beam of protons is applied to a tumor instead of X-rays. It has the advantage of subjecting tissue surrounding the target zone to less radiation than radiotherapy, and so causing less severe side effects and being usable near critical organs and on young children.

To create a magnetic field strong enough to accelerate protons, proton therapy machines use a superconducting electromagnetic coil. To remain superconductive, the coil has to stay a very low temperatures (around 4K). A magnet quench happens when the coil’s temperature rises above the point where it goes from its superconductive to its resistive state. This then causes a large emission of heat as the current in the coil is suddenly pushed through some nonzero electrical resistance. Quenches are quite harmful, as after they happen, the system has to be cooled for approximately 24 hours. Operations programmed during this time must be rescheduled or replaced by conventional radiotherapy, which can have harmful effects.

Quenches can have many causes, such as too low or too high pressure of the cooling liquid, a defective auxiliary cooling system, human error, displacement of the coil’s cables, degradation of the cold heads, etc. Our goal is to create a warning system that announces when quenches are likely to happen in the near future, and sends a warning to human operators so that they may undertake any actions necessary to prevent them.

2 Data and Approach
Data signals are available to try to extract trends that would show an upcoming quench. Our data comes from an actual proton therapy center built by IBA, and consists of temperature measurements taken at 8 different physical locations within the machine over one year, with a time resolution of one minute.

We chose a classification approach: we group every temperature measurement over 90 consecutive minutes, and create such an instance starting every 15 minutes. An instance is considered positive if a quench happened in the next 90 minutes after its end, and negative if not. As a result, we have 249 positive and 35674 negative instances.

3 Classification Results
We first report preliminary results for logistic regression. To counteract the fact that the classes are heavily unbalanced, we weigh the classes so that the total weight of each class is constant. We use precision and recall as performance metrics, and obtain a recall of 44.6% and a relatively low precision of 4.8%.

We are able to improve the results by reducing the data’s dimensionality with PCA. We find that three components are enough to capture 99.95% of the variance of the 8 temperature signals (this was expected, because six of the temperature sensors are immersed in the cooling liquid). Figure 1 shows that this reduction also significantly improves the results, with a recall of 60.6% and a precision of 6.2% when using 3 principal components.

4 Future Work
We will incorporate electrical current and tension measurements when they become available, as these should allow us to infer the usage state of the system and hopefully improve the prediction. We also plan to introduce an economic model describing the effect of both false and undetected positives, in order to better understand the tradeoff between precision and recall. We also plan to use to apply other structure-exploiting dimensionality reduction techniques.
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1 Introduction

Advancement in control algorithms and sensor technology, in addition to increasing computational power, have enabled robots to perform complex tasks such as force-based assembly. However, programming the skills to execute such tasks is still tedious and requires considerable robotics knowledge. Furthermore, the skills’ implementations are typically ad-hoc and do not adhere to a certain framework, thus preventing them from being reusable. This research aims to alleviate this problem by proposing a framework for programming complex robot skills. It enables robot skill programmers to design a new composite skill from existing, proven sub-skills.

In designing the framework, we favor a bottom-up approach starting from existing skills previously developed and tested at KU Leuven Robotics Group. The patterns shared across different skills are analyzed and the common software components/entities are extracted. The description of these components is addressed in Section 2. A motivating example of an assembly task of industrial parts is provided in Section 3.

2 The Skill Pattern

We define composite skill as a coordinated sequence of smaller sub-skills. The smallest granularity, called atomic skill, is a continuous-time task specification implemented as a constrained optimization problem (set of constraints and objective) in eTaSL/eTC libraries [1]. For instance, move joint space or move cartesian space is considered an atomic skill. The framework extends the 5C’s composition pattern proposed in [2]. A composite skill comprises the following entities:

- **Sub-skills**: A composite skill consists of multiple smaller sub-skills. For example, an insert_object skill may contain move_cartesian, move_guarded and insert_with_force sub-skills.
- **Composer**: The composer deploys and initializes the necessary components for a composite skill to run.
- **Scheduler**: The scheduler is an event-based finite state machine (FSM) that regulates the activity of the sub-skills. It manages which skills should be active at a given time.
- **Coordinator**: The coordinator regulates the life cycle of a composite skill. The life cycle is a five-state FSM as described in [2].
- **Configurator**: The configurator provides read and write access to the parameters a skill contains. For instance, move_cartesian’s parameters include its speed, acceleration and target pose.

3 Use-Case: Assembly of compressor parts

Figure 1 shows the FSM for assembly of a compressor part. Note that two composite skills pick part and insert part comprise a number of atomic skills. Furthermore, thanks to the common interface, they can be further reused to compose a more complex skill.

For instance, a contour following skill might require a filtering component for state estimation.

- **Scheduler**: The scheduler is an event-based finite state machine (FSM) that regulates the activity of the sub-skills. It manages which skills should be active at a given time.
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1 Introduction

Due to the rigidity that is inherent in traditional robotics, researchers explore the possibility of implementing soft materials in robotics; this branch of robotics is referred to as ‘soft robotics.’ Soft robots exhibit continuum body motion, large spatial displacements, and they offer high compliance concerning traditional robots. Although the advantage of soft robots is their softness and compliance, the inherent flexibility complicates the development of accurate dynamical models. Moreover, soft robots are highly non-linear systems, and the sensitivity of the hyper-elastic material can easily cause a change in the dynamics of the system. In this work, we present a generalized approach to model and control a soft robot manipulator as shown in Fig 1. We advance the area of soft robotics by exploiting the passivity of soft robotics with the intent of accurate and robust control.

2 Method

We considered a continuum-bodied soft robot manipulator capable of spatial movement in three-dimensional space. Similar to the maneuverability of elephant trunks, the flexible manipulator can vary its length and curvature. The system is described by the generalized coordinate vector as

\[ q(t) = [l(t) \quad k_c(t) \quad k_y(t)]^T, \]

(1)

where the length of the soft robot is denoted as \( l(t) \), and the curvatures in \( x-z \) plane and \( y-z \) plane are denoted respectively as \( k_c(t) \) and \( k_y(t) \). To represent the manipulator’s deformation, we introduce a spatial curve (i.e., the backbone curve) passing through the geometric center of the cross-sections. Let \( s \in \mathbb{R}_+ \) be a point on the backbone curve, such that it satisfies \( s = [0, l(t)] \), and let \( p(s,t) \) be the mapping of \( \mathbb{R}_+ \times \mathbb{R}_+ \) into \( \mathbb{R}^3 \), that is,

\[ p(s,t) : \mathbb{R}_+ \times \mathbb{R}_+ \rightarrow \mathbb{R}^3. \]

(2)

Consequently, the set \( \{ p(s,t) \in \mathbb{R}^3 | s \in \mathbb{R}_+ \} \) draws a spatial curve at any given time \( t \). An accurate approximation of the flexible hyper-redundant robot can be obtained by discretizing continuous models resulting in multiple slices. Every slice at each point \( s \) is linked to individual mass, moment of inertia, and stiffness properties. It shall be clear that the mechanical behavior of hyper-elastic materials plays a crucial role in the development of soft robot models. Thus, finite element methodologies (FEM) are employed to obtain mathematical relations for the non-linear stiffnesses of the system.

\[ \tau = \tilde{D}(\dot{q}) \ddot{q} + \tilde{C}(\dot{q}, \dot{q}) \dot{q} + \tilde{N}(q) = \tau(t), \]

(3)

where \( \tilde{D}(q), \tilde{C}(q,q), \) and \( \tilde{N}(q) \) are nonlinear system matrices. The true values of these of physical parameters can be difficult to obtain due to material impurity, and design imperfection; therefore, only the estimates of the true system \( \tilde{D}(q), \tilde{C}(q,q), \) and \( \tilde{N}(q) \) can be acquired. Passivity-based adaptive control is a control method that exploits the passivity of systems to ensure stability and robustness in the face of parameter uncertainty. Let \( \hat{\tau}(t) \) be the time-varying parameter estimation vector. As proposed by [1], the passivity-based adaptive control approach is synthesized as

\[ \tau = \tilde{D}(\dot{q}) \ddot{q} + \tilde{C}(\dot{q}, \dot{q}) \dot{q} + \tilde{N}(q) - K_p e - K_d e_r, \]

(4)

\[ \dot{\hat{\tau}} = -\Gamma \hat{Y}^T e_r, \]

(5)

where \( q_d(t) \) is a smooth trajectory vector, \( \dot{q}_r = \dot{q}_d - \Lambda e \) the reference velocity vector, \( e_r = q - \dot{q}_r \), \( e_r(t) \) the reference velocity error, \( \Gamma(\cdot) \) the regressor matrix, and \( \Lambda, \Gamma, K_p, K_d \) are positive definite matrices.

3 Result and Future Work

Numerical simulations showed that passivity-based control achieves good performance, and future work involves implementation of the control scheme into real systems.
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1 Introduction

As product diversity increases and new designs succeed one another more rapidly than ever before, the value of reconfigurable manufacturing systems (RMSs) cannot be denied. Though the idea of RMSs exists already for a very long time [1], few of such systems have actually been developed. This abstract addresses the development and deployment of such a system, paying special attention to the key aspects of RMSs: modularity, scalability and integrability. The developed RMS, presented in Figure 1, consists of two AGVs collecting orders at the movable work stations. A modular ceiling camera system posts position measurements on the network, allowing the AGVs to plan their path and dock near the right work station. On top of this, a central coordinator gathers tasks and dispatches them to the appropriate agent. The next sections briefly describe the different subsystems.

2 Central coordinator

The central coordinator’s responsibility is to dispatch tasks to the different agents within the system. When a new task enters the system, the coordinator splits it in several sub-tasks, e.g. a pick-and-drop task intended for a work station and a move-to task for an AGV. Rather than dispatching tasks based on central intelligence, a bidding system is installed to optimize the overall performance of the system. For instance, when a work piece is to be collected at one of the work stations, a bidding request is sent to all AGVs. All AGVs respond with an actual bid which reflects the estimated required effort for the task. The lowest bid is granted the task. This task dispatching strategy offers two advantages. The dispatching is independent of the number of agents within the system, implying scalability. Moreover different types of AGVs are integrated seamlessly provided they have the same notion of effort (integrability).

3 Transportation

Many production lines rely on a classic conveyer belt whereas more involved transportation systems are based on AGVs following predefined routes. Since these solutions are both restricting the overall flexibility, free motion planning becomes a requirement. The implemented motion planning algorithm is based on the approach of [2]. This method parametrizes the motion as a spline and computes its coefficients to obtain a time-optimal and collision-free path towards the target position. Since multiple AGVs are now sharing the workspace, anti-collision between the different AGVs should also be enforced. This is achieved in a decentralized way by prioritizing vehicles depending on their current motion: AGVs with lower priority actively avoid AGVs with higher priority. This approach ensures the modularity of the system as AGVs can enter or leave the system at will.

4 Vision-based localisation

Within a reconfigurable manufacturing environment, monitoring is a vital aspect. Due to their high information density and low cost, cameras hooked to a small single-board computer, are opted for. A marker which is detected by the smart cameras is installed on all AGVs and work stations. By calibrating all cameras w.r.t. the same world coordinate frame, they form a decentralized localization system in which each agent is capable of providing global position information. The latter again implies modularity and scalability as more cameras are easily added to or removed from the network.
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1 Introduction

Variable stiffness actuators are a class of actuation systems that embeds tunable physical compliance in the mechanical structure, making them the key enabling technology for robots that physically interact with an unknown dynamic environment or humans [1]. Benefits for using mechanical stiffness over active stiffness on this type of robots are energy efficiency, robustness, and safety.

2 The variable stiffness joint

This work presents a novel rotational variable stiffness joint that relies on one motor and a set of variable stiffness springs, as sketched in Figure 1 and presented in [2]. The variable stiffness springs are leaf springs with a layered design, i.e., an electro-active layer of electrospun aligned nanofibers of poly(vinylidene fluoride-trifluoroethylene-chlorotrifluoroethylene) surrounded by two electrodes of aluminum and held together by inactive material. To achieve a variable stiffness, different voltages and, therefore, different electric fields, are applied to the springs.

3 Electromechanical characterization of the variable stiffness springs

The variable stiffness springs have been electromechanically characterized. More specifically, in the voltage-deflection characterization, different voltage signals are applied to the PVDF-based spring sample and the resulting deflection is measured. This is done to find the relationship between the applied electric field and the developed strain and, thus, to model the sample’s dynamic behavior. It was noted that the bending response is not proportional to the voltage level but approximately proportional to the square of the applied electrical field. This quadratic relationship between electric field and strain suggests that the active material can be considered as electrostrictive. Moreover, the samples exhibit creep behavior, which means that the material continues to bend after the voltage has reached a steady level.

In the force-deflection characterization, different displacements are imposed on the PVDF-based spring sample and the resulting force is measured at different voltages. This is done to find the force-deflection curves at different voltages, showing different stiffness characteristics and, therefore, variation of the stiffness. It was noted that the higher the applied voltage is, the higher the generative forces are for a certain imposed deflection. This means that the samples get stiffer as the electric field increases.

4 Experiments

Figure 2 shows the torque-deflection curve of the VSJ prototype when different voltages are applied to the samples and when the deflections are limited between $0^\circ$ and $4^\circ \approx 0.07\text{rad}$. The experimental tests show that, thanks to the variable stiffness springs, the VSJ has increasing output stiffnesses when higher voltages are applied.
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1 Introduction

Agriculture has commonly been pioneer in the use of new technologies to improve productivity. This contribution aims at presenting some of the research activities within the H2020 project PANTHEON. This project is to develop the agricultural equivalent of an industrial Supervisory Control And Data Acquisition (SCADA) system to be used for the precision farming of orchards. By taking advantage of the technological advancements in the fields of control, robotics, remote sensing, and big-data management, our objective is to design an integrated system where a relatively limited number of heterogeneous unmanned robotic components (including terrestrial and aerial robots) move within the orchard to collect data and perform typical farming operations. The information will be collected and stored in a central operative unit that will integrate the data coming from the different robotic (ground and aerial) vehicles to perform automatic feedback actions (e.g. to regulate the irrigation system) and to support the decisions of the agronomists and farmers in charge of the orchard. Figure 1 illustrates the foreseen concept.

We expect that the proposed SCADA system will be able to acquire information at the resolution of the single plant. This will permit to drastically increase the detection of possible limiting factors for each individual plant, such as lack of nutrients or pests and diseases affecting the plant health, and to react accordingly. Compared to the current state of the art in precision farming, we believe that the proposed SCADA infrastructure represents a relevant step ahead in the context of orchards management and maintenance. In fact, the capability of monitoring the state and the evolution of each single tree will be the enabling-technology to allow more focused interventions. This will result in a better average state of health of the orchard and in an increased effectiveness of Integrated Pest Managements. In conclusion, the proposed architecture has the potential to increase the production of the orchard while, at the same time, being more cost-effective and environmentally-friendly.

2 Optimal trajectory planning

Beside the technology to be developed, several research actions are necessary for the development of a working system. In this talk we will overview some of our research activities concerning path and mission planning for the ground and aerial robots. The main challenge is to determine which are the optimal trajectories[1] to be followed to collect a sufficient amount of data to evaluate the state of each plant.
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Abstract

We show that projected-gradient methods for the distributed computation of generalized Nash equilibria in aggregative games are preconditioned forward-backward splitting methods applied to the KKT operator of the game. Specifically, we adopt the preconditioned forward-backward design, recently conceived by Yi and Pavel in the manuscript “A distributed primal-dual algorithm for computation of generalized Nash equilibria with shared affine coupling constraints via operator splitting methods” for generalized Nash equilibrium seeking in aggregative games. Consequently, we notice that two projected gradient methods recently proposed in the literature are preconditioned forward-backward methods. More generally, we provide a unifying operator-theoretic ground to design projected-gradient methods for equilibrium seeking in aggregative games.

1 Generalized aggregative games

Aggregative game theory is a mathematical framework to model the interdependent optimal decision making problems for a set of noncooperative agents, or players, whenever the decision of each agent is affected by some aggregate effect of all the agents. This feature emerges in several application areas, such as demand side management in the smart grid, e.g. for electric vehicles and thermostatically controlled loads, demand response in competitive markets and network congestion control.

Existence and uniqueness of Nash equilibria in (aggregative) noncooperative games is well established in the literature. For the computation of a game equilibrium, several algorithms are available, with both distributed protocols and semi-decentralized schemes. Overall, the available methods can ensure global convergence to an equilibrium if the coupling among the cost functions of the agents is “well behaved”, e.g. if the problem data are convex and the so-called pseudo-gradient game mapping is (strictly, strongly) monotone.

2 Projected-Gradient Algorithms

A popular class of algorithms for Nash equilibrium seeking is that of projected-gradient algorithms. Whenever the pseudo-gradient game mapping is strongly monotone, projected-gradient algorithms can ensure fast convergence to a Nash equilibrium, possibly via distributed computation and information exchange. It follows that projected-gradient methods have the potential to be fast, simple and scalable with respect to the population size. At the same time, in the context of Nash equilibrium seeking, the convergence analyses for the available projected-gradient methods are quite diverse in nature.

3 Operator theory: a unifying framework

In this paper, we aim at a unifying convergence analysis for projected-gradient algorithms that are adopted for the computation of generalized Nash equilibria in aggregative games. Specifically, we adopt a general perspective based on monotone operator theory [1] to show that projected-gradient algorithms with sequential updates belong the class of preconditioned forward-backward splitting methods.

The main technical contribution of the paper is to conceive a design procedure for the preconditioned forward-backward splitting method. Since the convergence characterization of the forward-backward splitting method is well established, the advantage of the proposed design is that global convergence follows provided that some mild monotonicity assumptions on the problem data are satisfied.

Remarkably, we discover that two recent projected-gradient algorithms for Nash equilibrium seeking in aggregative games, [2] and [3], can be equivalently written as preconditioned forward-backward splitting methods with symmetric implementation matrix, despite their algorithmic formulation is “asymmetric”.
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Automated guided vehicles (AGVs) are widely employed as a part of material handling system (MHS) for transporting items between workstations in manufacturing systems and warehouses or for transfer of cargo on container terminals. Their main benefits in comparison with manned ones are lower long-term costs and higher operation efficiency.

The chosen routing method has a great impact on the efficiency of the operating system. The goal of our study is to perform a numerical comparison of the fixed-path strategy, which represents a route between key locations as a zones sequence, and free-range routing, when vehicle can choose any possible path between its current position and a target.

As all tasks should be done in a limited time, an applied motion strategy should prevent the deadlocks and collisions of AGVs. Otherwise, all working processes may stall, that could lead to large financial losses. Especially often these problems occur in a dense environment (with a large number of vehicles in a limited space). Moreover, the employed method should provide the better utilization of the workspace and satisfy the scalability condition, i.e. to perform well with increasing number of workstations or vehicles.

The free-range routing guarantees the motion along the shorter path than the fixed strategy. Therefore, it is suitable when vehicles drive over a large area. However, this strategy significantly reduces the vehicles speed in crowded regions. To deal with mentioned drawback the AGVs system requires traffic rules, similar to those imposed in the guided-path method.

To increase the performance of a MHS it is necessary to improve the efficiency of the AGVs. It can be achieved by developing a mixed routing strategy, which will combine the benefits of the above-mentioned approaches and eliminates their disadvantages. For this purpose, it is important to perform the numerical comparison of their performance criteria (throughput, cycle time) [1]. However, such analysis still has not got enough attention in the literature. The authors of [2] performed the similar comparison, but they were concentrated on the scenario when a traffic jam problem occurs only near loading/unloading stations. In fact the congestion situations could happen in any region of the workspace with increasing the number of workstations and vehicles.

For a case study, we focus on the cargo transshipment tasks on the container terminal. A schematic overview of the working area is presented in Figure 1.

![Figure 1: A container terminal layout](image)

The vehicles move within the transport area, which represents a long narrow area with the length of 2000m and width 40m. On the seaside 20 quay cranes execute discharging and loading operations of vessels. On the opposite side 66 yard stackers store the containers. An assigned task for each vehicle is a sequence of container transportations between quay and yard areas.

In the presentation, a simulation model of routing strategies for the above-mentioned scenario with different number of AGVs will be presented.
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1 Introduction
Evolutionary dynamics of (nonlinear) public goods games are often used to describe how complex social behavior emerges when groups of selfish agents interact between one another. We show that two typical models admit a potential function that implies (finite time) convergence to a Nash equilibrium for a variety of stochastic and deterministic evolutionary dynamics that may govern these self-organizing systems.

2 Exact potential games
Consider a finite number of players given by the set $\mathcal{Y} = \{1, 2, \ldots, n\}$. Each player $i \in \mathcal{Y}$ has a pure strategy set that is denoted by $\mathcal{X}_i = \{1, 2, \ldots, m_i\}$, for some integer $m_i \geq 2$. A vector $s$ of pure strategies $s = \{s_1, s_2, \ldots, s_n\}$, where $s_i \in \mathcal{X}_i$, is called a pure strategy profile. The set of pure strategy profiles denoted by $\mathcal{S}$ is given by the Cartesian product of the players’ pure strategy sets. The notation $s^{-i} \in \mathcal{S}^{-i} \triangleq \times_{j \neq i} \mathcal{X}_j$ indicates the pure strategy profile excluding the pure strategy of player $i$. Each player $i \in \mathcal{Y}$ has a payoff function $\pi_i : \mathcal{S} \rightarrow \mathbb{R}$ that maps each pure strategy profile $s \in \mathcal{S}$ to a payoff of player $i$. We will write $(s_i, s^{-i}) \in \mathcal{S}$ for the strategy profile in which player $i$ plays strategy $s_i \in \mathcal{X}_i$, while the other players play according to the profile $s^{-i} \in \mathcal{S}^{-i}$. Correspondingly, $\pi_i(s_i, s^{-i})$ indicates the payoff of player $i$ for playing strategy $s_i \in \mathcal{X}_i$ against the pure strategy profile $s^{-i} \in \mathcal{S}^{-i}$. We indicate a game by the triplet $\Gamma = \{\mathcal{Y}, \mathcal{S}, \pi\}$. A function $P : \mathcal{S} \rightarrow \mathbb{R}$ is an exact potential [1] for $\Gamma$, if for every $i \in \mathcal{Y}$ and for every $s^{-i} \in \mathcal{S}^{-i}$ and every $s_i, s_i' \in \mathcal{X}_i$

$$\pi_i(s_i, s^{-i}) - \pi_i(s_i', s^{-i}) = P(s_i, s^{-i}) - P(s_i', s^{-i})$$

holds. $\Gamma$ is called an exact potential game if it admits a potential.

3 Public goods games on networks
We consider evolutionary games on simple networks. Let $G = (\mathcal{Y}, \mathcal{E})$ be the graph representing the interaction network. The set of nodes $\mathcal{Y} = \{1, \ldots, n\}$ represent players. We denote by $d_i$ and $\mathcal{N}_i$ the degree and the set of neighbors of agent $i \in \mathcal{Y}$, respectively. Corresponding to each agent $i$, the edge set $\mathcal{E}$ defines a group of agents $\mathcal{G}_i = \mathcal{N}_i \cup \{i\}$. At each time step $t$, a subset of these groups play a (nonlinear) Public Good Game (PGG). In this work, two well known models are considered: the linear PGG and the threshold PGG. In both versions of the PGG, players either defect or cooperate (i.e., $\mathcal{X}_i = \{0, 1\}$, for all $i \in \mathcal{Y}$). In the linear PGG, the public good scales linearly with the number of cooperators, resulting in an accumulated payoff function [2]

$$\pi_i(s_i, s^{-i}) = \left(\sum_{j \in \mathcal{N}_i} \frac{(s_j + s_i) n_j}{n_j + d_j} \right) - (d_i + 1) c s_i,$$

where $n_j$ is the number of cooperators in $\mathcal{X}_j$, (i.e., $n_j = \sum_{i \in \mathcal{N}_j} s_i$). In the threshold PGG, a minimum number of cooperators is required in order for players to obtain a benefit from the game interactions. This results in the nonlinear payoff function

$$\pi_i(s_i, s^{-i}) = \left(\sum_{j \in \mathcal{N}_i} \frac{(s_j + s_i) n_j}{n_j + d_j} \right) \theta_j(s^{-i}, s_i, \tau_i) - (d_i + 1) c s_i,$$

where $\theta_j$ is a step function depending on $n_j$ and $\tau_j \in \mathbb{Z}$ defined to be the required number of cooperators in $\mathcal{X}_j$.

4 Exact potentials
Let $\Theta, D$ be diagonal matrices such that $\Theta_{ii} = \theta_i, D_{ii} = d_i$, for $i = 1 \ldots n$. The following Proposition gives the exact potential of the public good games defined on a simple network.

**Proposition 1** Both the linear and the threshold public good games on a simple network $G$, with payoff functions (2) and (3) are exact potential games. Moreover, the potential is given by

$$P(s) = \mathbb{1}_n^T \left( r c \Theta(s) (D + I)^{-1} (A + I) s - c (A + I) s \right),$$

where, for the linear PGG, $\Theta(s)$ is equal to the $n \times n$ identity matrix.
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1 Introduction

A stochastic matrix $P$ is an SIA matrix (Stochastic\footnote{Raphaël Jungers is an FNRS associate.} Indecomposable Aperiodic) if the limit
\[
\lim_{t \to +\infty} P^t
\]
exists and all of its rows are equal, i.e., the limit is a rank-one matrix. These matrices play a fundamental role in the theory of Markov chains as they correspond to chains converging to unique limiting distribution \cite{3}. They also arise in discrete-time consensus systems, systems representing groups of agents trying to agree on some value by iterative averaging \cite{4}. Such systems can be modelled by the update equation
\[
x(t + 1) = P(t)x(t),
\]
where $x(t)$ is the vector of the values of the agents at time $t$ and $P(t)$ is a stochastic transition matrix representing how agents compute their new values. Markov chains and consensus systems are often time-inhomogeneous, i.e., the transition matrix $P(t)$ can be different at different steps $t$, where $P(t)$ typically belongs to a finite set of stochastic matrices $\mathcal{S} = \{A_1, A_2, \ldots, A_k\}$. It can be shown that System (1) can be brought to convergence by controlling the switching signal if and only if the corresponding set $\mathcal{S}$ has an SIA product. In this work we study the shortest SIA products of sets of stochastic matrices. We define the SIA-index of a set of stochastic matrices as the length of its shortest SIA product.

2 Results

We show that the largest value of the SIA-index among all SIA sets of $n \times n$ stochastic matrices, $\text{sia}(n)$, is $O(n^3)$. Moreover, we show that $\text{sia}(n)$ grows at least as $n$. We conjecture that the actual growth rate is closer to the provided lower bound and support this statement by performing an exhaustive search for small values of $n$ on a computer grid. The largest SIA-index for each dimension $n$ is presented in Figure 1.

We show that a SIA set has a scrambling, a Sarymsakov or a positive-column product, and, conversely, a set that has a scrambling, a Sarymsakov or a positive-column product is a SIA set. As a consequence, the same polynomial-time procedure can be used to decide whether a given set of stochastic matrices has any of the aforementioned products. We show the SIA-index is NP-hard to compute, even if all matrices in $\mathcal{S}$ have a positive diagonal. Matrices with positive diagonals appear in consensus applications and many problems are computationally easier for these matrices \cite{1}. We also show the SIA-index is NP-hard to approximate within a factor of $O(\log(n))$.

Finally, we show that the $(n - 1)^\text{st}$ power of any SIA binary stochastic matrix has a positive column and that the $(n^2 - 3n + 3)^\text{rd}$ power of any SIA matrix has a positive column.
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Abstract

We discuss the results of [1] where we consider the problem of diffusion on temporal networks, where edges activate instantaneously and independently. We show that the null-model usually considered as a baseline of comparison present themselves correlations they are supposed to be free of. In particular, we exhibit the tendency of a walker to backtrack (return to the last visited node) at each jump step even though edges are uncorrelated, and the resulting effect on the exploration of the network by the walker.

We consider a standard random walker (RW) taking the first available edge at every step, where the time between two consecutive activations of an edge is random and follows a probability density function \( f(t) \).

The waiting time distribution \( g(t) \), i.e., the time that the random walker arriving on a node has to wait before a given edge activates is given by:

\[
g(t) = \frac{1}{\langle \tau \rangle} \int_{t}^{+\infty} f(\tau) \, d\tau
\]

where \( \langle \tau \rangle \equiv \int_{0}^{+\infty} \tau f(\tau) \, d\tau \) is the mean inter-activation time.

The observation that \( g(t) \) may have larger mean than \( f(t) \) is known under the name of bus paradox, or inspection paradox [2].

This paradox applies to every edge on a random walk, with the notorious exception of the edge \( ij \) that has just been taken by the walker, for which the time before next activation is given by \( f(t) \), see Figure 1.

The waiting-time distribution for \( j \) to \( i \) is thus the inter-activation distribution \( f(t) \), while it is \( g(t) \) for other edges, inducing a backtracking bias toward or against a specific edge at each step of the walk, depending on the inter-activation distribution \( f \).

As human interactions distributions tend to be broad, or bursty, the backtracking bias turns out to be positive for random walks on human-related networks. As we show analytically, as well as through empirical data from [3] (see Table 1), non-Markovian dynamics may significantly slow down the diffusion due to this biased backtracking, as exhibited by a reduction of the spectral gap, which controls the number of steps required to reach the stationary distribution.

Table 1: The reduction of the spectral gap due to the backtracking bias reflects the slow-down of the exploration of the network by the walker.

This work highlights the existence of a neglected, yet important, correlation taking place in a null model actually designed to destroy temporal correlations in temporal networks. The whole concept of "standard simplest model" on temporal networks with bursty activity is questioned since correlations between events cannot be avoided, either in the jumping or in the activation process.

References

[1] Gueuning, M.; Lambiotte, R.; Delvenne, J-C. Backtracking and mixing rate of diffusion on uncorrelated temporal networks. Entropy, Vol. 19, p. 542 (2017)
[2] Lambiotte, R.; Tabourier, L.; Delvenne, J.C. Burstiness and spreading on temporal networks. E.P.J. B (2013)
[3] Mastrandrea, R.; Fournet, J.; Barrat, A. Contact Patterns in a High School: A Comparison between Data Collected Using Wearable Sensors, Contact Diaries and Friendship Surveys. PLoS ONE 2015
1 Introduction

In order to achieve high position-tracking performance in industrial machines, flexibilities and play in the drive-train are minimized as much as possible. For example, stiff shafts and gearboxes with small play are preferred. However, this might have some negative consequences for the overall design of the machine: i) Stiff components and low play gearboxes are expensive and ii) the connection of these stiffer components can pose difficulties with intercepting alignment errors causing equipment damage and premature fatigue of the components.

To address this problem, a co-design approach of hardware and control is desirable. Advancements in control can recover performance for hardware that is designed with more flexibility and play. Therefore this study focuses on the mitigation of torsional vibrations and backlash of the drivetrain by means of non-linear feed-forward control techniques. The results are validated and demonstrated in a real test rig consisting of a small modular drive-train (SMD).

2 Approach

Models describing the flexible behavior are obtained by means of proper system identification methods. Backlash effects of the components with play are also characterized. Feed-forward control laws are computed from these models. The main challenge here is the detection of the zero-crossings of the load torque, i.e., the instants of backlash gap opening. Therefore, load models are also developed. To track well at non-collocated/ load side \( \theta_l \), quick and smooth gap traversal [1] is applied at the collocated/ motor side \( \theta_m \).

The proposed control structure can be seen in figure 1.

3 Results and Conclusion

The proposed control technique is applied on the SMD. Here, a motor drives an oscillating disturbance load through a gearbox (with backlash) connected to a flexible drive-shaft, see figure 1. With the load position reference \( \theta_l \) a simple ramp, the motor position reference \( \theta_m \) is adjusted with a steep s-curve correction profile \( \theta_b \), see the motor position reference. With the applied backlash compensation technique, the maximum tracking error is reduced from 0.11[rad] to 0.035[rad], see the tracking error plot. This however, costs extra torque, i.e., peak torques of 7[Nm] at every zero-crossing, see the motor torque plot. The feed-forward torsional vibration compensation technique also reduces the tracking error significantly. Also here significant torque demand is requested to keep tracking accurately, especially when the shaft is excited at the anti-resonance. The applied techniques do recover performance, but not fully. Nevertheless, the results do illustrate a possible trade-off between high performance and overall machine design.

References

[1] V. Agrawal, W. J. Peine, B. Yao and S. Choi, “Control of Cable Actuated Devices using Smooth Backlash Inverse,” in 2010 IEEE International Conference on Robotics and Automation, May 3-8, 2010, Anchorage, Alaska, USA, 2010.
Identification of the drive train of an electric vehicle

Andreas De Preter¹, ² (adepreter@octinion.com), Laurens Jacobs², ³, Jan Anthonis¹, Goele Pipeleers², ³, and Jan Swevers², ³

¹ Octinion bvba, Interleuvenlaan 46, 3001 Leuven-Heverlee, Belgium
² MECO Research Team, Department Mechanical Engineering, KU Leuven, Belgium
³ DMMS lab, Flanders Make, Leuven, Belgium

1 Introduction

In this project the characteristics that are relevant for fixed trajectory following are investigated for an electric vehicle designed for logistic operations in greenhouses (Figure 1). All physical and electrical constraints of the system’s drive train determine the theoretically achievable performance of a trajectory controller. This work describes the identification of the drive train. The results are twofold: the possible accuracy and bandwidth of the trajectory controller have been quantified and the components that are restrictive for a better performance have been identified.

The trajectory of the vehicle mostly consists of straight lines with a constant forward velocity. Therefore it is particularly interesting to analyze the effects for the rotational (yaw) movement. The identification is performed using two approaches: a theoretical analysis of the setup and an experimental verification of the identified transfer function. A similar approach for a different type of robot is described in [1].

2 Theoretical analysis of the setup

The vehicle is a two-wheel differential drive system. The analysis of the setup occurs in two stages. In the first stage all electrical equipment is investigated. This includes an analysis of the motors and their drives. In the second stage the mechanical properties are characterized. A dynamic model of the movement is derived from the equations of motion, whereof the parameters are calculated from the robot characteristics (mass, dimensions).

These two stages are put together to define the complete model of the vehicle. The result is a transfer function that describes the relation between the desired motor velocities, which are the setpoints for the motor drives, and the rotational (yaw) velocity of the vehicle.

3 Experimental validation

From the theoretical analysis the structure of the transfer function is known. This structure is verified by experiments based on black-box system identification methods. The input generation and experiment analysis is carried out with an open source linear control toolbox (‘LCToolbox’) for MATLAB [2], which is available at www.github.com/meco-group/lc_toolbox. Additional nonlinear effects like time delay are derived from the experimentally estimated transfer function.

4 Use of the results

The results allow us to determine the vehicle’s ability of suppressing disturbances when following a trajectory. Because of the insights gained by the theoretical analysis, an overview of components that could be changed for a better performance is provided.
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The increasing market of battery-powered devices demands batteries with a longer lifespan and shorter charging times. Most of the charging techniques are based on commonly-used protocols, such as Constant Current (CC), Constant Current-Constant Voltage (CC-CV) or Constant Power (CP). Although, these ad-hoc commercial charging algorithms are broadly used, they do not take into account explicitly the State of Charge (SOC) or the impact of the current profiles on battery degradation mechanisms. Thus, these ad-hoc strategies can accelerate aging processes and hence the loss of capacity.

Accounting for the SOC and aging processes into the charging mechanism leads to a new control problem. It can be described as calculating the appropriate amount of current such that the battery can be charged in the shortest time possible avoiding side reactions that cause aging.

In this study, to model the battery, we used the so-called Equivalent Hydraulic Model (EHM) which is an Electro-Chemical Model (EChM) for lithium-ion batteries deduced from the Single Particle Model (SPM). The main feature of this model with respect to other models is that, although it is just a simple reduced model, the states have a clear physical meaning. This allows stating the operational constraints on the current (I), the State of Charge (SOC\(^-\)) and the Critical Surface Concentration (CSC\(^-\)).

The constrained control charging problem is usually solved by resorting to a classical Model Predictive Control (MPC) scheme. However, due to the high-computational cost of MPC a simpler strategy is the implementation of a Scalar Reference Governor (SRG) scheme, as it has been proposed by [1]. The SRG has the capability of fulfilling operational constraints while avoiding online optimization.

The goal of this research is to validate experimentally the simulation results of this charging SRG strategy [1] on real commercial batteries and to compare its performance against CC-CV and MPC strategies.

For this task, Turnigy 160mAh LCO batteries were identified within the EHM and the various charging strategies were implemented. The experimental results presented in Table 1. Fig. 1 presents the admissible region of the constrained problem defined by current and CSC limits.

As Table 1 shows, the SRG achieves the same charging time (Charg. time) as the MPC while dramatically lowering the computational time (Comput. avg. time). Although MPC and SRG keep the operating point inside of the admissible region, these schemes push the charging process with higher currents at low values of CSC in contrast with the first stage of a traditional CC-CV (Fig. 1).

Both MPC and SRG strategies have no temperature constraints. Nevertheless, temperature did not experience relevant increases with respect to the traditional CC-CV at 1C. As it can be observed through the temperature difference between the environment and the surface of the battery (Max. \(\Delta T\)) in Table 1.

Usually, CC-CV strategies are considered as cautious approaches to maximize the charge of the battery. Nevertheless, Fig. 1 also reveals how these techniques violate the side reaction constraints (Max. CSC\(^-\)) possibly accelerating aging processes.

From these experimental results, it can be concluded that the proposed SRG scheme is a simple and effective way to cope with the constrained charge of commercial Li-ion batteries.

### Table 1: Experimental results of charging strategies

|            | Charg. | Max. | Max. | Final | Max. | Max. | Comput. avg. time [s] |
|------------|--------|------|------|-------|------|------|-----------------------|
| CCCV@1C    | 0.160  | 4.136| 0.694| 0.854 | 0.0010|
| CCCV@3C    | 0.480  | 4.155| 0.715| 1.343 | 0.0007|
| MPC        | 0.769  | 4.033| 0.605| 1.099 | 0.4653|
| SRG        | 0.784  | 4.131| 0.605| 1.099 | 0.0008|

### Figure 1: Charging algorithms performance against constraints
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1 Introduction

Electrical networks such as power grids are generally modelled by considering dynamics over a weighted graph. The weights in these graphs correspond to conductances of the lines. In this work we are interested in exploiting the underlying graph structure in the study of such models.

We consider two types of buses in such models: load buses, which drain power from the grid, and generator buses, which provide power to the grid.

The ratio of the number of lines and buses in benchmark models for power grids typically does not exceed 2:1. However, in the literature we see that power grids are sometimes assumed to be radial (i.e., a tree) [1, 2], which roughly corresponds to a 1:1 ratio. This assumption is not only made for the sake of analysis, but also serves the nature of power grids; The underlying graph tends to be sparse.

We assume that the number of cycles among load buses is "not too large", which means that the lines-to-buses ratio for load buses is close to 1:1.

2 Preliminaries

A spanning tree of a graph is a subgraph which is a tree and contains the same nodes (buses) as the original graph. To each such spanning tree we correspond a weight, which is the product of the weight of the edges (lines) in the tree. The sum over the weights of all spanning trees is known as the weighted spanning tree number of the graph, while the number of spanning trees of a graph is the spanning tree number.

Let $V_L$, $V_G$ be the potentials at the load and generator buses respectively, $I_G$ the outgoing current at the generator buses, and $\begin{pmatrix} L_{LL} & L_{LG} \\ L_{GL} & L_{GG} \end{pmatrix}$ the weighted Laplacian matrix representing the interconnection between buses over the lines. We consider the simple dynamical system described by

$$
\dot{V}_L = L_{LL}V_L + L_{LG}V_G, \quad I_G = L_{GL}V_L + L_{GG}V_G,
$$

which models a power grid where grounded capacitors of unit capacitance are connected to the loads.

The transfer function from the potentials at the loads $V_G$ to the outgoing currents at the loads $I_G$ is given by

$$
H_G(s) := L_{GG} - L_{GL}(L_{LL} - sl)^{-1}L_{LG}.
$$

The main issue is the computation of $(L_{LL} - sl)^{-1}$, which is known as the resolvent of the linear operator $L_{LL}$. A general method for computing this rational matrix in the variable $s$ is by computing the spectral decomposition of the symmetric matrix $L_{LL}$. 

3 Contribution

We use a formula which relates the weighted spanning tree numbers of the subgraphs of a graph to a diagonal update of its Laplacian matrix to obtain an expression for $(L_{LL} - sl)^{-1}$. This formula was derived by the author in a separate paper that is currently being prepared for submission. The described method avoids computing the spectral decomposition of the Laplacian matrix of the graph.

Since the connected components of the graph induced by the load buses has a spanning tree number which is assumed to be "not too large", the number of subgraphs which should be considered in the formula mentioned above is quite limited.

We ask when this method is computationally feasible compared to the spectral decomposition approach, and how we can incorporate the matrices $L_{LG}$ and $L_{GL}$ to improve the computation of $H_G(s)$.
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1 Introduction
Modern motion systems are capable of achieving high accelerations while retaining a small positioning error. While these properties are a design trade-off, in high-end industries stringent performance goals render both unequivocally important. For example, in semiconductor industry these goals are realized by accelerations of more than 4g and a position error during scanning phase of less than 20nm [1].

The current state-of-the-art motion systems are realized by a combination of a long-stroke, moving-coil magnetic levitation system, together with a short-stroke stage. At the Eindhoven University of Technology a one-stage, moving-magnet prototype was designed and realized in the recent years (Fig. 1). The main goal is to investigate the possible benefits and limitations of this setup by deploying a control architecture tailored for this system.

![Figure 1: The moving-magnet prototype (NAPAS)](image)

2 Data-driven modelling and control
The developed Nanometer-Accurate Planar Actuation System (NAPAS) can be modelled as an interconnection between an electromagnetic part, that describes the relation between the stationary coils and the moving magnet, together with a mechanical part that describes the motion dynamics of the latter one (Fig. 2). For the decoupling of the relation between the supplied currents and the resulting forces a position-dependent commutation block is added. The position of the magnet is achieved using Laser Interferometers, which are fixed to the metrology frame, leading to a position-dependent relation between the states and the measured output. Through the rigid body position estimation block, the 6 degrees-of-freedom are controlled by means of feedforward and feedback action.

In order to increase the performance an experimental estimation of the frequency response is essential. Especially the spatial deformations due to the position-dependent, asymmetric distribution of forces on the magnetic plate can potentially lead to instability. For this reason, a grid-based FRF identification was performed.

![Figure 2: Block diagram of the NAPAS experimental setup](image)

For the control design, the Sequential Loop Closing (SLC) framework is employed since it can directly make use of the non-parametric data. The loop-shaping based design was performed in an iterative manner such that the performance specifications are satisfied with respect to the local FRFs, leading to a 100Hz bandwidth controller in x, y and ζ (rotation around z). The performance was validated on the experimental setup and it was compared with the previous, 16Hz controller, resulting in approximately 200nm error under a 0.2m/s speed motion (Fig. 3).

![Figure 3: x, y reference profiles and position errors in x, y, z axes for the initial 16Hz and the 100Hz, SLC controller](image)

Finally, Machine Learning techniques were employed to compensate disturbances through a position dependent feed-forward action. Simulation and experimental results showed that indeed this is a viable way of capturing disturbances.

3 Conclusions
In this paper a non-parametric frequency domain identification was used, followed by an SLC based control approach such that the specified requirements are locally satisfied. Finally, Machine Learning based approaches to compensate disturbances were examined. Next steps include the parametric modelling and LPV embedding of the local FRFs, which will enable an LPV control design approach.
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1 Introduction

The complexity of high-tech systems has increased due to increasing market demand for verified safety, shorter time-to-market, and better performance. Model-based systems engineering approaches provide advantages for supervisory controller design. We consider discrete-event system (DES) models for which supervisory controllers need to be developed. The supervisory control theory of Ramadge-Wonham provides an approach to synthesize supervisors such that the controlled behavior of the system is restricted to specified behavior [1].

One of the major drawbacks of synthesizing supervisory controllers is the step where the supremal controllable language is calculated. There exist multiple attempts to overcome these computational difficulties. One of them is multilevel supervisory control synthesis [2]. A problem with multilevel synthesis is that the system should be modeled with a tree structure.

Recently, we proposed to use Dependency Structure Matrices (DSMs) to exploit the dependencies within a system to transform it into the tree structure needed for multilevel synthesis [3]. We analyze the relationship between the plant models and requirement models. For finite state automata, there is a relationship between a plant model and a requirement model when they share an event.

2 Result

We propose to enrich the method from [3] to analyze extended finite state automata (EFSAs). In EFSAs, discrete variables can be used and guards on edges can refer to locations in other EFSAs. Furthermore, requirement models can be formulated with state-based expressions.

For EFSAs, there is a relationship between a plant model and a requirement model if they share an event, share a variable, or the requirement refers to a location in the plant model.

We are able to structure DES models of industrial-size systems using EFSAs. An example of such system is a water-way lock as presented in [4]. Figure 1 shows the clustered DSM of this waterway lock.

By using multilevel synthesis in combination with DSM-based clustering, we can reduce the state-space size. The uncontrolled state-space has $6.0 \times 10^{32}$ states. The monolithic supervisor for this system has $6.0 \times 10^{24}$ states. For multilevel synthesis, we can reduce the state-space of the supervisors together to $3.5 \times 10^7$ states.

References

[1] P.J.G. Ramadge and W.M. Wonham, “Supervisory Control of a Class of Discrete Event Processes,” SIAM Journal on Control and Optimization, Vol. 25, 1, 206–230, 1987.

[2] J. Komenda, T. Masopust, and J.H. van Schuppen, “Control of an engineering-structured multilevel discrete-event system,” WODES, 103–108, 2016.

[3] M.A. Goorden, J.M. van de Mortel-Fronczak, M.A. Reniers, and J.E. Rooda, “Structuring Multilevel Discrete-Event Systems with Dependency Structure Matrices,” CDC, 558–564, 2017.

[4] F.F.H. Reijnen, M.A. Goorden, J.M. van de Mortel-Fronczak, and J.E. Rooda, “Supervisory Control Synthesis for a Waterway Lock,” CCTA, 1562–1568, 2017.
\textit{L}_2\text{-gain Analysis of Periodic Event-triggered Systems with Varying Delays using Lifting Techniques}

Nard Strijbosch  
Eindhoven University of Technology  
Email: n.w.a.strijbosch@tue.nl  
P.O. Box 513, 5600 MB Eindhoven  
The Netherlands

Geir Dullerud  
University of Illinois  
Andrew Teel  
University of California

Maurice Heemels  
Eindhoven University of Technology

1 Introdution

In this paper the stability and \( L_2 \)-gain properties of periodic event-triggered control (PETC) systems including time-varying delays are studied, which summarizes the result of [1]. These PETC systems can be captured in a general framework that encompasses a class of hybrid systems that exhibit linear flow, aperiodic time-triggered jumps (possibly with different deadlines) and arbitrary nonlinear time-varying jump maps. Interestingly, the class of hybrid systems captured by this framework is a generalization and unification of those found in [2, 3]. Inspired by ideas from lifting, it is shown that the internal stability and contractivity in \( L_2 \)-sense of a continuous-time hybrid system in the framework is equivalent to the stability and contractivity in \( \ell_2 \)-sense of an appropriate time-varying discrete-time nonlinear system.

2 PETC systems with varying delays

The PETC setup of Figure 1, with continuous-time linear plant \( P \) and controller \( C \), is considered. The event-triggering mechanism decides each sample based on \( y(t) \) and \( \hat{y}(t) \) if the new measurement output is updated to the controller or not. In particular, \( \hat{y}(t) \) is given for \( t \in (r_k + l_{k-1, k} + l_{k, k+1}) \), \( k \in \mathbb{N} \), by

\[
\hat{y}(t) = \begin{cases} 
  y(t_k), & \text{when } \zeta(t_k)\top \dot{\xi}(t_k) > 0, \\
  \hat{y}(t_k), & \text{when } \zeta(t_k)\top \dot{\xi}(t_k) \leq 0, 
\end{cases}
\]

where \( \zeta := [y\top \; \hat{y}\top]\top \) is the information available at the event-triggering mechanism (ETM) and \( t_k, m \in \mathbb{N} \), are the sampling times, which are periodic in the sense that

\[ t_k = kh, \; k \in \mathbb{N}, \]  
with \( h \) the sampling period. Although the system has a constant sampling period \( h \), the delay causes unequal inter-jump times (related to a transmission on \( t_k \) and an update on \( t_k + \tau_k \)). Due to this it is not possible to capture this PETC systems in the class of hybrid systems discussed in [2]. The delay varies such that \( \tau_k \in \{d_1, d_2, \ldots, d_{n_d}\}, \; k \in \mathbb{N} \). All possible delays, \( d_j \in \mathbb{R}_+^{> 0}, \; j \in \{1, 2, \ldots, n_d\} \) satisfy the small delay assumption \( d_j \leq h, \; j \in \{1, 2, \ldots, n_d\} \).

3 Lifting based approach exploited for PETC systems with varying delays

By using lifting techniques it can be shown that the internal stability and contractivity of the original continuous-time system is equivalent to the internal stability and contractivity of a discrete-time switched PWL system of the form

\[
\begin{align*}
X_{k+1} &= \begin{cases} 
  A_{1k}X_k + B_{1k}w_k & \text{when } X_k\top QX_k > 0 \\
  A_{2k}X_k + B_{2k}w_k & \text{when } X_k\top QX_k \leq 0 
\end{cases} \\
Z_k &= \begin{cases} 
  C_{1k}X_k + D_{1k}w_k & \text{when } X_k\top QX_k > 0 \\
  C_{2k}X_k + D_{2k}w_k & \text{when } X_k\top QX_k \leq 0.
\end{cases}
\end{align*}
\]

\( l_k \in \{1, 2, \ldots, n_d\}, \; k \in \mathbb{N}, \) (note that \( l_k \) switches arbitrarily). It is possible to analyse the internal stability and contractivity of (2), by exploiting versatile piecewise quadratic Lyapunov/storage functions. Hence, the lifted discrete-time version of a continuous-time PETC system with varying delays can be analysed to conclude on the internal stability and contractivity properties of the original system.
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1 Introduction

The demand for high quality, and affordable food production in high quantities is putting tremendous pressure on our agricultural production system as well as on our environment. Precision Farming (PF) offers a solution to this problem by means of precise management in time and space - ranging from field or barn level to individual crops and animals.

The systems and control paradigm offers some strong concepts and algorithms (such as input-state-output modelling, performance criteria, open loop and feedback control, data assimilation, and model identification) that are useful to PF research, as well as practical implementation.

Current model based algorithms deal well with dynamic and nonlinear system response. However, the difficulty lies in disturbance factors such as weather, diseases, spatial and biological variation, sensor noise, and model errors. These disturbances may undermine algorithm performance [1, 2]. Usually, their influence is ignored or oversimplified in research studies. Yet, they form an integral part of any farming system. Underestimating their roles can easily lead to miscalculations and mismanagement in practice, or even obstruct development of new farming systems [3].

2 Approach

We present a case study of signal filtering to improve climate monitoring inside a greenhouse. Spatiotemporal climate variations combined with sensor noise cause erroneous sensor readings. With the aim to filter out these errors, we tested three filters - an extended Kalman filter, an unscented Kalman filter, and a moving average filter. The filters were tested with in total one and a half year of five minute temperature and humidity data from sensor grids inside two greenhouses. The model based filters were supported with a state of the art greenhouse climate model [4].

3 Results

None of the filters filtered out the signal errors consistently. Moreover, the overall accuracy of all three filters was worse compared to when no filtering was applied. Moving average filtering performed worst overall, due to the erroneous assumption that signal errors and system dynamics have separate frequency bands. The Kalman filters did not perform well because 1) the signal errors were strongly autocorrelated, which violates the assumptions the filter algorithms are based upon, and 2) the model errors were far larger than the sensor errors. We predict that a Kalman filter can reduce a signal error by 50 per cent, only if the climate model is improved such that the state error covariance is reduced by a factor 10. Furthermore, the nature of the errors needs to be explicitly modelled such that the remaining model and sensing errors are not autocorrelated. In other words, an enormous model improvement is required.

4 Discussion

The question arises whether it is possible to create a filtering algorithm to deal with autocorrelated noise reliably, or that the model should be improved. This example illustrates the possibility of applying systems and control methodology to improve farming systems, but also reveals challenges: How to deal with error structures our algorithms are not designed for? How to deal with multiple errors interacting and propagating through the sensing and control loop?

5 Conclusion

The combination of nonlinearity, dynamics, and unexplained or uncertain disturbances encountered in hi-tech farming systems opens up new prospects and challenges for the field of Systems and Control. A new set of methods is needed that combines the existing nonlinear dynamic systems approach with a probabilistic perspective to enable systematic precision farming research.
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1 Introduction

The control engineering opportunities of robust linear controller synthesis based on \( \mathcal{H}_\infty \) performance criteria have been thoroughly explored over the past decades. As a result, a mature theoretical understanding and efficient solution algorithms are available by now. Not only have promising (experimental) results appeared in literature, recent research has also shown that different classes of time-varying and nonlinear systems could be dealt with using a similar problem formulation. Nevertheless, these modern approaches seem not to get adopted by control engineers in industry.

Attempting to make the \( \mathcal{H}_\infty \) paradigm more attractive, some software packages, both commercial and open-source, provide implementations of the required solution algorithms. A well-known example is the so-called Robust Control Toolbox that is integrated in The Mathworks’ MATLAB. Although these tools are very useful for users who are familiar with the advanced mathematical background of modern controller synthesis, control engineers in industry are still left with tedious pre- and postprocessing steps. Furthermore, linear parameter-varying (LPV) models currently only have limited support, while the design procedure is almost identical (for the end user). Some effort has already been made to develop a bridging interface that makes the design procedure more intuitive, unifies the syntax for different algorithms, and shields the user from pre- and postprocessing as much as possible [1].

In this work, we present ‘LCToolbox’, a linear control toolbox for MATLAB, which is based on the work presented at the 36th Benelux Meeting on Systems and Control [2]. In addition to facilitating the issues mentioned earlier, this new toolbox version also aims at supporting the control engineer throughout the entire design procedure from identification up to verification of the results. This is conceptually illustrated in Figure 1 and will be presented through a mechatronic case study. The support for LPV models has been further improved as well.

2 Features of LCToolbox

2.1 Identification

Since an accurate model is required for \( \mathcal{H}_\infty \) controller synthesis to reach its full potential, the linear control toolbox interfaces several algorithms helping the user to obtain an LTI or LPV model with the desired accuracy. At this point, the software mainly focuses on frequency domain identification methods. Apart from a model, these methods usually also allow to estimate the uncertainty on the model, which can be exploited in the robust control problem formulation.

2.2 Controller design

In order to define the control topology, the user can simply define signals, connect systems to each other and define performance channels as an input-output relation between signals. The control problem formulation is then easily formulated as a set of objectives and constraints on these (weighted) channels. The toolbox constructs the generalized plant and automatically selects an appropriate (third-party) solver for the problem.

2.3 Simulation

The toolbox environment also supports the user to close a feedback loop with, for example, a nonlinear model or a linear nonparametric (measured) model. As such, it is possible to verify the performance of the controller both in the time domain and in the frequency domain with a more accurate model than the design model.
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Figure 1: Conceptual overview of the capabilities of LCToolbox and its interface to existing software packages.
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1 Introduction

CasADi [1] is an open-source symbolic framework for algorithmic differentiation and numerical optimization, available in C++, Python, MATLAB, and Octave. Its scalability, flexibility and efficiency make it an attractive tool for numerically solving nonlinear Optimal Control Problems (OCP).

The software has been used successfully in academia and industry for (a) prototyping formulations [2], (b) building black-box solvers on top of it [3], and (c) teaching [4].

In CasADi, some modeling steps are left to the user so as to offer design freedom that suits use case (b). In this abstract, we present an abstraction layer added in CasADi 3.3 that makes the software easier for use cases (a) and (c).

2 Formulation and solution of an NLP in CasADi

The standard form used for NLP solvers in CasADi reads:

\[
\begin{align*}
\text{minimize} & \quad f(x, p), \\
\text{subject to} & \quad g \leq g(x, p) \leq \bar{g},
\end{align*}
\]

with decision variables \( x \in \mathbb{R}^n \), parameters \( p \in \mathbb{R}^q \), objective function \( f : \mathbb{R}^n \times \mathbb{R}^q \to \mathbb{R} \) and constraint function \( g : \mathbb{R}^n \times \mathbb{R}^q \to \mathbb{R}^m \).

After constructing symbolic primitives, the user declares the vector expressions \( x, p, f(x, p), g(x, p), g, \bar{g} \), and retrieves a solution vector \( x^* \) as numerical vector (a CasADi numeric data-type in fact).

The proposed Opti stack abstraction layer offers an alternative that (a) allows natural syntax for constraints, (b) hides the task of indexing/bookkeeping of decision variables, and (c) returns the numerical data-type of the host language.

As a demonstration, we provide a MATLAB implementation of a hanging chain problem, consisting of \( N = 25 \) point masses on a 2D plane, connected with rigid links of length \( L \), suspended at coordinates \((-2, 1)\) and \((2, 2)\), with an impenetrable curve at the bottom:

```matlab
opti = casadi.Opti();
x = opti.variable(N);
y = opti.variable(N);
```

\(^{1}\)

Figure 1 shows the numerical solution, produced with `opti.solver(’ipopt’)`

```matlab
sol = opti.solve();
plot(sol.value(x), sol.value(y), ‘-o’);
```

Introspection of the underlying standard form is possible: Figure 2 shows the sparsity of the constraint Jacobian, produced with `spy(sol.value(jacobian(opti.g, opti.x)))`

Further details can be obtained from `opti.casadi.org`.
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Part 3

Plenary Lectures
Goal: Design and analysis of networked dynamical systems.
Compositional approach that exploits:
• Dissipativity properties of subsystems
• Special interconnection structures

Outline:
1. Dissipativity for network stability, performance, and safety analysis
2. Searching over dissipativity properties via ADMM
3. Equilibrium-independent dissipativity and case studies
4. Dynamic supply rates and connection to IQC theory

Dissipativity: Basic Definition
A static system \( y = h(u) \) is dissipative with supply rate \( s(u, y) \) if
\[ s(u, h(u)) \geq 0 \quad \forall u. \]

A quadratic supply rate restricts \( y = h(u) \) to the conic sector
\[ \begin{bmatrix} u^T & y \end{bmatrix} X \begin{bmatrix} u \\ y \end{bmatrix} \geq 0. \]

Examples of quadratic supply rates:
- Passivity: \( X = \frac{1}{2} \begin{bmatrix} 0 & I \\ I & -\varepsilon I \end{bmatrix} \) \( \Rightarrow \ s(u, y) = u^T y - \varepsilon \|y\|^2 \) \( \varepsilon \geq 0 \)
- L₂ gain: \( X = \begin{bmatrix} \gamma^2 I & 0 \\ 0 & -I \end{bmatrix} \) \( \Rightarrow \ s(u, y) = \gamma^2 \|u\|^2 - \|y\|^2 \)

Dissipativity: Basic Definition
The system \( \begin{bmatrix} \dot{x} = f(x, u) \\ y = h(x, u) \end{bmatrix} \) is dissipative with supply rate \( s(u, y) \) if there is a storage function \( V : \mathcal{X} \rightarrow \mathbb{R}_{\geq 0} \) s.t.
\[ V(0) = 0, \ \nabla V(x)^T f(x, u) \leq s(u, y) \quad \forall x \in \mathcal{X}, u \in \mathcal{U}. \]
Verifying Network Stability from Subsystem Dissipativity

If the subsystems are dissipative w/ supply rate $\begin{bmatrix} u_i \\ y_i \end{bmatrix}^T X_i \begin{bmatrix} u_i \\ y_i \end{bmatrix}$ and positive definite $V_i$, then $\Sigma_i V_i$ is a Lyapunov function provided $p_i > 0, \ i = 1, \ldots, N$, $\begin{bmatrix} M \\ I \end{bmatrix}^T S^T \begin{bmatrix} p_1 X_1 \\ & \cdots \\ p_N X_N \end{bmatrix} S \begin{bmatrix} M \\ I \end{bmatrix} \leq 0$

where $S$ is s.t. $S[u_1 \cdots u_N \ y_1 \cdots y_N]^T = [u_1 \ y_1 \cdots u_N \ y_N]^T$.

Special Cases

Small-gain: Suppose each subsystem is dissipative with respect to the $L_2$ gain supply rate $X_i = \begin{bmatrix} \gamma_i^2 I \\ 0 \\ -I \end{bmatrix}$

Then $\begin{bmatrix} M \\ I \end{bmatrix}^T S^T \begin{bmatrix} p_1 X_1 \\ & \cdots \\ p_N X_N \end{bmatrix} S \begin{bmatrix} M \\ I \end{bmatrix} \leq 0$

can be rewritten as

$(\Gamma M)^T P(\Gamma M) - P \leq 0$

where $\Gamma = \text{diag}(\gamma_1, \ldots, \gamma_N), P = \text{diag}(p_1, \ldots, p_N)$.

Example: for a feedback interconnection of two subsystems $M = \begin{bmatrix} 0 & \pm 1 \\ 1 & 0 \end{bmatrix} \exists p_1, p_2 > 0$ satisfying the above iff $\gamma_1 \gamma_2 \leq 1$

Proof:

$V(x) = \sum_{i=1}^N p_i V_i(x_i)$

$\dot{V}(x) \leq \sum_{i=1}^N [u_i]^T p_i X_i [u_i] = \begin{bmatrix} u_1 \\ y_1 \\ \vdots \\ u_N \\ y_N \end{bmatrix}^T S^T \begin{bmatrix} p_1 X_1 \\ & \cdots \\ p_N X_N \end{bmatrix} S \begin{bmatrix} u_1 \\ y_1 \\ \vdots \\ u_N \\ y_N \end{bmatrix}$

$= y^T \begin{bmatrix} M \\ I \end{bmatrix}^T S^T \begin{bmatrix} p_1 X_1 \\ & \cdots \\ p_N X_N \end{bmatrix} S \begin{bmatrix} M \\ I \end{bmatrix} y$ \leq 0

Special Cases

Passivity: Suppose each subsystem is dissipative with respect to

$X_i = \frac{1}{2} \begin{bmatrix} 0 & I \\ I & -\varepsilon_i I \end{bmatrix}, \ \varepsilon_i \geq 0$

Then $\begin{bmatrix} M \\ I \end{bmatrix}^T S^T \begin{bmatrix} p_1 X_1 \\ & \cdots \\ p_N X_N \end{bmatrix} S \begin{bmatrix} M \\ I \end{bmatrix} \leq 0$

can be rewritten as

$P(M - E) + (M - E)^T P \leq 0$

where $E = \text{diag}(\varepsilon_1, \ldots, \varepsilon_N), P = \text{diag}(p_1, \ldots, p_N)$.

Note: this inequality is satisfied with $P = I$ if $M + M^T = 0$

e.g., the negative feedback interconnection $M = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$.
Application to Internet Congestion Control

Routing Matrix: $R_{li} = \begin{cases} 1 & \text{if } i \text{ uses } l \\ 0 & \text{otherwise} \end{cases}$

Decentralized resource allocation via passivity (Wen-Arcak, 2004)

Application to Multi-Agent Robotic Systems

Main Idea: Passivity is intrinsic to Euler-Lagrange systems. We exploit this property for coordinating teams of such systems.

This idea enabled systematic robust and adaptive designs that exploit passivity for motion coordination problems.

Application to Multi-Agent Robotic Systems

UAVs cooperatively carrying a suspended load – collaborative project with Center for Autonomous Marine Operations and Systems (AMOS), Norwegian Univ. of Science and Tech.

Courtesy of Kristian Klausen, Autonomous Marine Operations and Systems (AMOS), Norwegian Univ. of Science and Tech.
Example: Three-stage Ring Oscillator

\[
\begin{align*}
\tau_1 \frac{dx_1(t)}{dt} &= -x_1(t) - h_3(x_3(t)) \\
\tau_2 \frac{dx_2(t)}{dt} &= -x_2(t) - h_1(x_1(t)) \\
\tau_3 \frac{dx_3(t)}{dt} &= -x_3(t) - h_2(x_2(t)) \\
\tau_i &= R_i C_i, h_i(x) = \alpha_i \tanh(\beta_i x)
\end{align*}
\]

Decompose into subsystems:

\[
\begin{bmatrix}
0 & 0 & -1 \\
-1 & 0 & 0 \\
0 & -1 & 0
\end{bmatrix}
\begin{bmatrix}
y_1 \\
y_2 \\
y_3
\end{bmatrix}
\]
Safety under Finite Energy Disturbances

If we can verify dissipativity with $s(d,e) = |d|^2$ and $||d||^2_2 \leq \beta$, then
\[
\frac{d}{dt}V(x(t)) \leq |d(t)|^2 \implies V(x(T)) - V(x(0)) \leq \beta \quad \forall T \geq 0.
\]
Thus, $x(t)$ starting in $V_\alpha = \{ x : V(x) \leq \alpha \}$ remains in $V_{\alpha + \beta}$.

Meissen, Arcak, Packard, 2016:
For a polynomial storage function and unsafe set $U$ described by polynomial inequalities, the disjunction of $U$ and $V_{\alpha + \beta}$ can be checked with a sum-of-squares program.
Coogan & Arcak, 2015: $||d||_\infty$ bound

Search for Compatible Dissipativity Properties
(Meissen, Lessard, Arcak, Packard, 2015)

Stability or performance criterion:
\[
\mathcal{F}(X_1, \ldots, X_N, M) \leq 0
\]
Subsystem dissipativity certificate:
\[
\nabla V_i(x_i)^T f_i(x_i, u_i) - \begin{bmatrix} u_i \\ y_i \end{bmatrix}^T X_i \begin{bmatrix} u_i \\ y_i \end{bmatrix} \leq 0
\]

Distributed Optimization Formulation

\[
\min_{x,z} d(x) + g(z)
\]
\[
s.t. \quad Ax + Bz = c
\]
\[
z = (Z_1, \ldots, Z_N)
\]
\[
g(z) = \begin{cases} 
0 & \text{if } \mathcal{F}(Z_1, \ldots, Z_N, M) \leq 0 \\
\infty & \text{otherwise}
\end{cases}
\]

ADMM Algorithm

\[
\min_{x,z} d(x) + g(z)
\]
\[
s.t. \quad Ax + Bz = c
\]
\[
x^{k+1} = \arg\min_x d(x) + \rho ||Ax + Bz^k - c + u^k||^2
\]
\[
z^{k+1} = \arg\min_{z} g(z) + \rho ||Ax^{k+1} + Bz - c + u^k||^2
\]
\[
u^{k+1} = Ax^{k+1} + Bz^{k+1} - c + u^k
\]

Adapting to our problem:
\[
X^{k+1}_i = \arg\min_{X_i} \min_{X_i} ||X - Z_i^k + U_i^k||_F^2
\]
\[
Z^{k+1}_{1:N} = \arg\min_{Z_{1:N}} \sum_{i} ||X^{k+1}_i - Z_i + U_i^k||_F^2
\]
\[
U^{k+1}_i = X^{k+1}_i - Z^{k+1}_i + U_i^k
\]
ADMM converged in 34 iterations, the subgradient method took 50 iterations (after exhaustive
however, the convergence rates may be very slow. Our numerical experiments indicate that ADMM
subsystems. However, careful tuning of the stepsize schedule and regularization parameter is nec-
lem. These include subgradient methods combined with dual decomposition [38], which were em-
and favorable subsystem dissipativity properties are not apparent.

Figure 3: Symmetry Reduction for Stability Analysis

Example: Randomly generated 100 interconnection matrices s.t.
\( M + M^T = 0 \) for 50 subsystems
\( M = \begin{bmatrix} a_{i,j} \\ a_{j,i} \end{bmatrix} \)
ADMM found \( \hat{X}_i = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \) (passivity) as a feasible solution:

\[ y_i = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} x_i \]

Iterations to convergence

\( \hat{X}_i \)

If \( R \) is a permutation matrix such that \( R M = M R \) then permuting the subsystems wrt \( R \)
does not change the interconnection:
\[ \hat{u} = R \hat{u}, \quad \hat{y} = R \hat{y} \]

The set of all such permutations partition the subsystems into equivalence classes. If the linear matrix inequality for stability:
\[ M = \begin{bmatrix} x_1 \end{bmatrix} \begin{bmatrix} X_1 & \cdots & X_N \end{bmatrix} \begin{bmatrix} y_1 \end{bmatrix} \leq 0 \]
is feasible, then it is also feasible with identical \( X_i \) in each class.

Interconnection unchanged when indices rotated by two nodes.
Therefore nodes \((1,3,5) \) and \((2,4,6)\) form equivalence classes.
Symmetry Reduction for Performance Analysis

Look for simultaneous permutations \((R, R_d, R_e)\) of nodes, disturbance inputs, and performance outputs, s.t.
\[
\begin{bmatrix}
R & 0 \\
0 & R_d
\end{bmatrix}
\begin{bmatrix}
M & 0 \\
0 & M
\end{bmatrix} =
\begin{bmatrix}
R & 0 \\
0 & R_e
\end{bmatrix}
\begin{bmatrix}
M & 0 \\
0 & M
\end{bmatrix}
\]

Example:

Interconnection unchanged when nodes rotated by three while, simultaneously, inputs \(d_1, d_2\) and outputs \(e_1, e_2\) are swapped.

Equilibrium Independent Dissipativity (EID)

Dissipativity with respect to any point \(\bar{x}\) that has the potential to become an equilibrium in an interconnection, rather than a specific equilibrium \(x^*\).

\[
\begin{align*}
-u & \quad \bar{x} = f(x, u) \\
y & = h(x, u)
\end{align*}
\]

Suppose, for all \(\bar{x} \in \mathcal{X} \subset \mathcal{X}\) there is unique \(\bar{u}\) s.t. \(f(\bar{x}, \bar{u}) = 0\).

We call the system EID if a storage function \(V: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_{\geq 0}\) can be found such that, for all \(x \in \mathcal{X}, \bar{x} \in \mathcal{X}, u \in \mathcal{U},\)
\[
V(\bar{x}, \bar{x}) = 0, \quad \nabla_x V(\bar{x}, \bar{x})^T f(\bar{x}, u) \leq s(\bar{u} - u, y - \bar{y}).
\]

Symmetry Reduction for Performance Analysis

The set of all such permutations \(R\) partitions the subsystems into equivalence classes, e.g., \(\{1,4\}, \{2,5\}, \{3,6\}\) in previous example.

If the performance supply rate \(\begin{bmatrix} d^T & e^T \end{bmatrix} W \begin{bmatrix} d \\ e \end{bmatrix}\) is invariant under \((R_d, R_e)\), e.g., \(\gamma_1^2 d_1^2 + \gamma_2^2 d_2^2 - e_1^2 - e_2^2, \gamma_1 = \gamma_2\) in the example, and the matrix inequality for performance
\[
\begin{bmatrix}
M & I
\end{bmatrix}^T S^T \begin{bmatrix} -W & X_1 \\ X_2 & X_N \end{bmatrix} S \begin{bmatrix}
M \\ I
\end{bmatrix} \leq 0
\]
is feasible, then it is also feasible with identical \(X_i\) in each class. Thus, we may reduce the decision variables to one per class rather than one per each subsystem.

Equilibrium Independent Dissipativity (EID)

A static system \(y = h(u)\) is EID with supply rate \(s(u, y)\) if
\[
s(u - \bar{u}, h(u) - h(\bar{u})) \geq 0 \quad \forall u, \bar{u}
\]
e.g., equilibrium independent passivity (EIP) means that \(h(\cdot)\) is increasing:
\[
(u - \bar{u})(h(u) - h(\bar{u})) \geq 0 \quad \forall u, \bar{u}.
\]

Example: static system below is passive but not EIP
Equilibrium Independent Dissipativity (EID)

Example: \( \dot{x} = u, \ y = x, \ x \in \mathcal{X} = \mathbb{R}^n \) is EIP.

For every \( \bar{x} \in \mathcal{X} = \mathbb{R}^n, \ \bar{u} = 0 \) is unique solution to \( f(\bar{x}, \bar{u}) = 0 \)

\[
V(x, \bar{x}) = \frac{1}{2} ||x - \bar{x}||^2 \Rightarrow \nabla_x V(x, \bar{x})^T u \leq (y - \bar{y})^T (u - \bar{u})
\]

Example: \( \dot{x} = u, \ y = h(x), \ x \in \mathcal{X} = \mathbb{R} \) is EIP when \( h(\cdot) \) is increasing. To see this let

\[
V(x, \bar{x}) = \int_{\bar{x}}^{x} (h(s) - h(\bar{x})) ds
\]

and note that

\[
\nabla_x V(x, \bar{x}) f(x, u) = (h(x) - h(\bar{x})) u
\]

\[
= (y - \bar{y}) u
\]

\[
= (y - \bar{y})(u - \bar{u})
\]

Equilibrium Independent Stability Test

\[ M \]

\[ y \]

\[ u \]

\[ \dot{x}_i = f_i(x_i, u_i) \]

\[ y_i = h_i(x_i, u_i) \]

Suppose the interconnection admits an equilibrium \( x^* \) and each subsystem is EID with quadratic supply rate defined by \( X_i \) and storage function \( V_i(x_i, \bar{x}_i) > 0, \ \forall x_i \neq \bar{x}_i \). The interconnection is stable with Lyapunov function \( V = \sum p_i V_i(x_i, x_i^*) \) if \( p_i > 0 \) and

\[
\begin{bmatrix} M & I \\ I & N \end{bmatrix}^T \begin{bmatrix} p_1 X_1 \\ p_N X_N \end{bmatrix} \begin{bmatrix} M & I \\ I & N \end{bmatrix} \leq 0
\]

Equilibrium Independent Dissipativity (EID)

Example: \( \dot{x} = f(x) + g(x)u, \ y = h(x), \ x \in \mathcal{X} = \mathbb{R} \) is EIP if

1) \( g(x) > 0 \ \forall x \)

2) \( h \) is increasing

3) \( \phi := \frac{f(x)}{g(x)} + \varepsilon h \) is decreasing.

Proof:

\[
V(x, \bar{x}) = \int_{\bar{x}}^x h(s) - h(\bar{x}) ds
\]

\[
\nabla_x V(x, \bar{x}) f(x, u) = \frac{h(x) - h(\bar{x})}{g(x)} (f(x) + g(x)u)
\]

\[
= (y - \bar{y}) \left( \frac{f(x)}{g(x)} + u - \frac{f(\bar{x})}{g(\bar{x})} - \bar{u} \right)
\]

\[
= (y - \bar{y}) (\phi(x) - \phi(\bar{x}) + u - \bar{u} + \varepsilon(y - \bar{y}))
\]

\[
\leq 0 \text{ by } 2, 3
\]

Case Study 1: Population Dynamics

Lotka-Volterra-type model for interacting species \( i = 1, 2, \cdots, N \)

\[
\dot{x}_i(t) = \left( \lambda_i - \gamma_i x_i(t) + \sum_{j \neq i} m_{ij} x_j(t) \right) x_i(t)
\]

1) \( g_i(x_i) = x_i > 0 \) in the positive orthant

2) \( y_i = h_i(x_i) = x_i \) is increasing

3) \( f_i(x_i) = (\lambda_i - \gamma_i x_i) x_i, \ \gamma_i > 0 \), therefore

\[
\phi_i(x_i) = \frac{f_i(x_i)}{g_i(x_i)} + \varepsilon h_i(x_i) = \lambda_i - \gamma_i x_i + \varepsilon x_i
\]

is decreasing up to \( \varepsilon_i = \gamma_i \).
Case Study 1: Population Dynamics

Therefore, subsystems are EIP with $\varepsilon_i = \gamma_i$ and storage function

$$V_i(x_i, \bar{x}_i) = \int_{\bar{x}_i}^{x_i} \frac{h_i(s) - h_i(x_i)}{g_i(s)} \, ds = \int_{\bar{x}_i}^{x_i} \frac{s - \bar{x}_i}{s} \, ds$$

$$= x_i - \bar{x}_i - \bar{x}_i \ln \left( \frac{x_i}{\bar{x}_i} \right)$$

If an equilibrium $x^*$ exists and $\exists \mu_i > 0, i = 1, \ldots, N$ such that

$$P(M - E) + (M - E)^T P \leq 0$$

where $E = \text{diag}(\varepsilon_1, \ldots, \varepsilon_N)$, $P = \text{diag}(p_1, \ldots, p_N)$ then stability is guaranteed with Lyapunov function:

$$V(x) = \sum_{i=1}^{N} p_i \left\{ x_i - x_i^* - x_i^* \ln \left( \frac{x_i}{x_i^*} \right) \right\} .$$

Case Study 2: Cyclic Reaction Network

Subsystems: $\dot{x}_i(t) = f_i(x_i(t)) + g_i(x_i(t))u_i(t)$, $y_i(t) = h_i(x_i(t))$

$$f_i(x_i) = -\frac{b_i x_i}{e_i + x_i} \quad g_i(x_i) = \frac{d_i (1 - x_i)}{e_i + (1 - x_i)}$$

$$h_i(x_i) = x_i \quad i = 1, 2, \quad h_3(x_3) = \frac{\mu}{1 + k x_3}$$

Estimate the largest $\varepsilon_i > 0$ such that $\phi_i := \frac{f_i}{g_i} + \varepsilon_i h_i$ is decreasing and recall from the secant criterion that

$$P(M - E) + (M - E)^T P \leq 0$$

is feasible with diagonal $P > 0$ iff $(\varepsilon_1 \cdots \varepsilon_N)^{-1} \leq 8$. Then,

$$V(x) = \int_{x_1^*}^{x_1} \frac{s - x_1^*}{g_1(s)} \, ds + \int_{x_2^*}^{x_2} \frac{s - x_2^*}{g_2(s)} \, ds + \int_{x_3^*}^{x_3} \frac{h_3(s) - h_3(x_3^*)}{g_3(s)} \, ds$$

Case Study 1: Population Dynamics

Example: $m_{12}m_{21} < 0$ (predator-prey)

$$P = \begin{bmatrix} m_{21} & 0 \\ m_{12} \end{bmatrix}$$

satisfies $P(M - E) + (M - E)^T P \leq 0$

In the classical predator-prey model $\gamma_i = 0, i = 1, 2 \Rightarrow E = 0$

$$P(M - E) + (M - E)^T P = 0$$

and contours of $V$ below define periodic orbits:

$$V(x) = \sum_{i=1}^{N} p_i \left\{ x_i - x_i^* - x_i^* \ln \left( \frac{x_i}{x_i^*} \right) \right\} .$$
Select one end of edge edge to be head, the other to be the tail, with an edge if and have access to relative position .

Introduce undirected graph.

Velocities and positions of vehicles governed by:

\[
\begin{align*}
\dot{v}_i(t) &= -v_i(t) + v^0_i(t) + u_i(t) \\
\dot{x}_i(t) &= v_i(t)
\end{align*}
\]

relative position subsystems with inputs and .

Case Study 3: Vehicle Platoon

Relative position subsystems \(\ell = 1, \ldots, L\) with inputs \(w_\ell\) and outputs \(y_\ell\) defined as:

\[
\dot{z}(t) = D^T v(t) =: w(t) \quad y(t) := \begin{bmatrix} h_1(z_1(t)) \\ \vdots \\ h_L(z_L(t)) \end{bmatrix}
\]

Then the closed loop system is:

\[
\begin{align*}
\dot{z}_\ell &= w_\ell, \\
y_\ell &= h_\ell(z_\ell)
\end{align*}
\]

Case Study 3: Vehicle Platoon

Coordination feedback: \(u = -D \begin{bmatrix} h_1(z_1) \\ \vdots \\ h_L(z_L) \end{bmatrix} L \) \# of edges

\(h_\ell : \mathbb{R} \rightarrow \mathbb{R}, \ \ell = 1, \ldots, L \) onto and increasing functions (virtual spring forces)

Example:

\[
D = \begin{bmatrix} 1 & 0 \\ -1 & 1 \\ 0 & -1 \end{bmatrix} \Rightarrow \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = D^T x = \begin{bmatrix} x_1 - x_2 \\ x_2 - x_3 \end{bmatrix}
\]

\(u_1 = -h_1(z_1), \quad u_2 = h_1(z_1) - h_2(z_2), \quad u_3 = h_2(z_2)\)

or, equivalently:

\[
\begin{bmatrix} u \\ w \end{bmatrix} = \begin{bmatrix} 0 & -D \\ D^T & 0 \end{bmatrix} \begin{bmatrix} v \\ y \end{bmatrix}
\]

where \(M = \begin{bmatrix} 0 & -D \\ D^T & 0 \end{bmatrix}\) is skew symmetric.

Thus, if an equilibrium \((v^*, z^*)\) exists, its stability follows from the equilibrium independent passivity (EIP) of the subsystems:

\[
\begin{align*}
\dot{v}_i &= -v_i + v^0_i(t) + u_i, \quad i = 1, \ldots, N \\
\dot{z}_\ell &= w_\ell, \quad y_\ell = h_\ell(z_\ell), \quad \ell = 1, \ldots, L
\end{align*}
\]
Case Study 3: Vehicle Platoon

Recall: \( \dot{x} = f(x, u), y = h(x), x \in \mathcal{X} = \mathbb{R} \) is EIP if
1) \( g(x) > 0 \quad \forall x \)
2) \( h \) is increasing
3) \( \phi := \frac{f}{g} + \varepsilon h \) is decreasing.

Thus,
\[
\dot{v}_i = -v_i + v_i^0 + u_i, \quad i = 1, \cdots, N \quad \text{EIP with } \varepsilon_i = 1
\]
\[
\dot{z}_\ell = w_\ell, \quad y_\ell = h_\ell(z_\ell), \quad \ell = 1, \cdots, L \quad \text{EIP with } \varepsilon_\ell = 0
\]
\( E \geq 0 \) and skew-symmetry of \( M \) imply the following with \( P = I \)
\[
P(M - E) + (M - E)^T P \leq 0
\]
Lyapunov function:
\[
V = \frac{1}{2} \sum_i v_i^2 + \sum_\ell \int_{z_\ell^*}^{z_\ell} (h_\ell(s) - h_\ell(z_\ell^*)) ds
\]

Example: \[
\dot{x}_1(t) = x_2(t) \\
\dot{x}_2(t) = x_1(t) - kx_2(t) + u(t) \\
y(t) = x_1(t) + x_2(t)
\]
Not passive when \( k < 1 \). Augmenting the system with “filter”
\[
\dot{\eta}(t) = -\eta(t) + y(t) \\
y_f(t) = -\beta \eta(t) + y(t)
\]
we can show passivity from \( u \) to \( y_f \) for \( \beta \geq 1 - k \).

Choice of filter via frequency domain condition for passivity:
\[
u \quad \frac{j\omega + 1}{(j\omega)^2 + k(j\omega) + 1} \\
\Rightarrow \text{real part } \geq 0
\]
\[
y \quad \frac{j\omega + (1 - \beta)}{j\omega + 1} \\
\Rightarrow \text{real part } \geq 0 \quad \forall \omega \quad \text{when } \beta \geq 1 - k
\]

Dissipativity with Dynamic Supply Rates

\[
\begin{array}{c}
u \rightarrow \dot{x} = f(x, u) \\
y = h(x, u) \\
\eta = A \eta + B \begin{bmatrix} u \\ y \end{bmatrix} \\
z = C \eta + D \begin{bmatrix} u \\ y \end{bmatrix}
\end{array}
\]

Modify the dissipation inequality as:
\[
\nabla \dot{V}(x, \eta)^T f(x, u) + \nabla V(x, \eta)^T \left( A \eta + B \begin{bmatrix} u \\ y \end{bmatrix} \right) \leq z^T X z
\]

Static supply rates recovered as special case with \( C = 0, D = I \).
Dynamic supply rates capture more detailed I/O information.

Case Study 3: Vehicle Platoon

Existence of equilibrium:
\[
0 = -v^* + v^0 - D \begin{bmatrix} h_1(z_1^*) \\ \vdots \\ h_L(z_L^*) \end{bmatrix} \quad (1)
0 = D^T v^*
\quad (2)
\]

For a connected graph \( D^T v^* = 0 \Rightarrow v^* = \alpha \mathbf{1} \)
Substitute in (1) and multiply from the left by \( \mathbf{1}^T \):
\[
-\alpha \mathbf{1}^T \mathbf{1} + \mathbf{1}^T v^0 = -\alpha N + \sum_i v_i^0 = 0 \Rightarrow \alpha = \frac{1}{N} \sum_i v_i^0
\]
Then (1) becomes:
\[
-\frac{1}{N} \sum_i v_i^0 + v_i^0 + \frac{1}{N} \sum_\ell \sum_{t=1}^L D_{i \ell} h_\ell(z_\ell^*) = 0, \quad i = 1, \cdots, N
\]
from which one can solve for \( h_\ell(z_\ell^*) \), and thus for \( z_\ell^* \).

Lyapunov function:
\[
V = \begin{bmatrix} h_1(z_1^*) \\ \vdots \\ h_L(z_L^*) \end{bmatrix}^T \begin{bmatrix} \sigma_1 \\ \vdots \\ \sigma_L \end{bmatrix}
\]

Modify the dissipation inequality as:
\[
\nabla \dot{V}(x, \eta)^T f(x, u) + \nabla V(x, \eta)^T \left( A \eta + B \begin{bmatrix} u \\ y \end{bmatrix} \right) \leq z^T X z
\]
Thus, we conclude dissipativity of the system

\[
\begin{align*}
\dot{x}_1(t) &= x_2(t) \\
\dot{x}_2(t) &= -x_1(t) - kx_2(t) + u(t) \\
y(t) &= x_1(t) + x_2(t)
\end{align*}
\]

with the dynamic supply rate

\[
z^T \begin{bmatrix} 0 & 1/2 \\ 1/2 & 0 \end{bmatrix} z
\]

where \( z \) is as below and \( \beta \geq 1 - k \)

\[
\dot{z} = -\eta + [0 1] \begin{bmatrix} u \\ y \end{bmatrix}
\]

Next we search for a Lyapunov function of the form

\[
V_i(x, \eta) = v_i(x_i) + \eta^T Q_i \eta
\]

where, upon substitution of (8.18) for \( v_i(x_i) \), we lump (8.14)-(8.15) into a single auxiliary system

\[
M u_i = \begin{bmatrix} M & I \\ T & S T \end{bmatrix} \begin{bmatrix} z_i \\ y_i \end{bmatrix}
\]

where

\[
M = \begin{bmatrix} DS + A^T Q + QA & QS - B T Q \\ B T Q & 0 \end{bmatrix}
\]

\[
Q = \begin{bmatrix} M^T I S T B T Q & 0 \\ 0 & Q_i \end{bmatrix}
\]

The derivative of

\[
V(x, \eta) = p_1 V_1(x_1, \eta_1) + \cdots + p_N V_N(x_N, \eta_N) + \eta^T Q_i \eta
\]

along system trajectories bounded by

\[
\begin{bmatrix} z_1^T \\ \vdots \\ z_N^T \end{bmatrix} + \begin{bmatrix} p_1 X_1 \\ \vdots \\ p_N X_N \end{bmatrix} = A^T Q + QA \begin{bmatrix} M^T I S T B T Q & 0 \\ 0 & Q_i \end{bmatrix} \begin{bmatrix} \eta \\ y \end{bmatrix}
\]

Network Stability Test

Suppose each subsystem is dissipative with positive definite storage function \( V_i(x, \eta) \) and dynamic supply rate \( z_i^T X_i z_i \).

Search for \( p_i > 0, Q_i \geq 0 \) in the candidate Lyapunov function

\[
V(x, \eta) = p_1 V_1(x_1, \eta_1) + \cdots + p_N V_N(x_N, \eta_N) + \eta^T Q_i \eta
\]

where \( \eta \) is the concatenation of the filter states \( \eta_i \).
Frequency Domain Implications of Dissipativity

The dissipation inequality
\[ \nabla_z V(x, \eta) f(x, u) + \nabla_\eta V(x, \eta)^T (A \eta + B \begin{bmatrix} u \\ y \end{bmatrix}) \leq z^T X z \]
implies \( V(x(T), \eta(T)) \leq V(x(0), \eta(0)) + \int_0^T z^T(t) X z(t) dt \).
Thus, for \( x(0) = 0, \eta(0) = 0 \),
\[ \int_0^T z^T(t) X z(t) dt \geq 0 \]

Example:
\[
\begin{align*}
\dot{x}_1(t) &= x_2(t) \\
\dot{x}_2(t) &= -x_1(t) - k x_2(t) + u(t) \\
y(t) &= x_1(t) + x_2(t)
\end{align*}
\]
is dissipative with the dynamic supply rate
\[ z^T \begin{bmatrix} 0 & 1/2 \\ 1/2 & 0 \end{bmatrix} z \]
where \( \dot{z}(\omega) = \begin{bmatrix} \dot{u}(\omega) \\ \dot{y}(\omega) \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \left( \begin{array}{cc} 0 & 1 \end{array} \right) \begin{bmatrix} \dot{u}(\omega) \\ \dot{y}(\omega) \end{bmatrix}, \beta \geq 1 - k. \)

This is a frequency domain integral quadratic inequality (IQC) as defined by Megretski and Rantzer (1997).

If each subsystem satisfies an IQC
\[ \int_{-\infty}^{\infty} \dot{u}_i(\omega) \Pi_i(\omega) \dot{y}_i(\omega) d\omega \geq 0 \]
then their concatenation satisfies the composite IQC
\[
\sum_{i=1}^{N} p_i \int_{-\infty}^{\infty} \dot{u}_i(\omega) \Pi_i(\omega) \dot{y}_i(\omega) d\omega = \int_{-\infty}^{\infty} \dot{u}(\omega)^T S \begin{bmatrix} p_1 \Pi_1(\omega) & \cdots & p_N \Pi_N(\omega) \end{bmatrix} \dot{y}(\omega) d\omega \geq 0
\]
for any \( p_i \geq 0, i = 1, \ldots, N \).
IQC Stability Theorem adapted to this interconnection:
Suppose each $G_i$ is a bounded, causal operator mapping $L^m_2$ to $L^p_2$, and for every $\kappa \in [0, 1]$, the interconnection of $\kappa G_i$ above is well posed and $\kappa G_i$ satisfies the IQC defined by $\Pi_i$. If $\exists p_i \geq 0$, $\mu > 0$ s.t.
\[
\begin{bmatrix}
M \\
I
\end{bmatrix}^T S^T \begin{bmatrix}
p_1 \Pi_1(\omega) \\
p_N \Pi_N(\omega)
\end{bmatrix} \begin{bmatrix}
M \\
I
\end{bmatrix} \leq -\mu I \quad \forall \omega
\]
then the interconnection for $\kappa = 1$ is $L^2$ stable.

Delay Robustness of Interconnected Dissipative Systems

- When the interconnection includes time delays, a meaningful stability criterion should restrict the amount of delays relative to the system time constants.
- However, dissipativity with static supply rates does not capture time scale information: if $\dot{x} = f(x, u)$, $y = h(x, u)$ is dissipative with a static supply rate, so is $\tau \dot{x} = f(x, u)$, $y = h(x, u)$ $\forall \tau > 0$

Roll-off IQC to capture time scale information:
\[
\int_{-\infty}^{\infty} \left[ \frac{\gamma^2}{\omega} - 0 \right] \left[ \frac{\gamma^2}{\omega} - 0 \right] d\omega \geq 0
\]
e.g., linear system with Bode plot below shaded region:

Example: Combining passivity with the roll-off IQC
(Summers, Arcak, Packard, 2013)

Interconnection matrix $M(\omega)$ includes delay elements $e^{-j\omega T}$
Subsystems $i = 1, \ldots, N$ satisfy passivity and roll-off IQCs:
\[
\Pi_i = \begin{bmatrix}
0 & 1/2 \\
1/2 & -\gamma_i
\end{bmatrix} \quad \Pi_i(\omega) = \begin{bmatrix}
\gamma_i^2 & 0 \\
0 & -1 - \left(\frac{|\omega|}{\omega_c}\right)^2
\end{bmatrix}
\]
Form composite IQC $p_1 \Pi_1 + p_2 \Pi_2$, $p_1, p_2 \geq 0$ and apply...
The IQC stability test above is satisfied if and only if

\[ \omega I < \frac{\pi}{N} \sqrt{\frac{1}{2} N - 1} \sqrt{\frac{1}{2} N - 1} \]

or

\[ \omega I \rightarrow 0 \text{ and } \omega I \rightarrow \infty. \]

This formula recovers the small-gain condition as \( \omega I \rightarrow 0 \), and the small-gain condition is satisfied if and only if \( \omega I \rightarrow \infty \).

An Open Problem:

Can one compare Lyapunov-Krasovskii functionals from storage functions verifying passivity and roll-off IQC for the subsystems?

Example: Combining passivity with the roll-off IQC

(Summers, Arcak, Padard, 2013)

e.g., for \( N = 3 \), stability is guaranteed when \( \omega \gamma T \) is under the bound below that decreases with \( \omega I \).

Conclusion

Compositional approach to networked dynamical systems that exploits:

- Dissipativity properties
- Special interconnection structures
- Distributed optimization methods

Contributions to Dissipativity Theory:

- Advancing applicability to networks
- Computational tools
- Various applications

Publications Discussed in the Talk

(and some that weren’t)

- Robustness to time delay (Summers-Arcak, Padard, 2013)
- Stochastic systems (Ferreira, Arcak, Sonog, 2012)
- Synchrotron (Gardow, Arcak, Sonog, 2010)
- Submanifold stabilization (Montenbruck, Arcak, Algojer, 2017)
- Approximate abstractions (Zamani and Arcak, 2018)
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Main question for us is how to use data-driven prediction models (ML) for decision-making (OR).
**Data, Models, Large-Scale Optimization**

- Primary paradigm for ML: use data to make predictions/models
- Primary paradigm for OR: substitute the world with model (probability theory + optimization)
- Necessary progress: predictive $\Rightarrow$ prescriptive analytics
- De-emphasize models, emphasize data (with interpretability)

> “All models are wrong, but some are useful.”

**Model Predictive Control**

- We use OR for planning and dynamic optimization within MPC approaches.
- Necessary evolution: data-driven distributed optimization
Large-Scale Smart Energy Systems

Complex energy systems with several agents (decision makers) and shared resources.

Energy transition, societal trends:
- De-carbonization
- Electrification of all sectors
- Digitization
- Societal awareness

Changing assumptions:
- Load side is not passive
- Generation based on agile power-electronics
- Bottom-up energy markets
- Self-organizing cells (physical, digital, organizational levels)

Large-Scale Smart Energy Systems

Things get networked and integrated. Interplay between energy carriers, algorithms & data, business mechanisms.

We seek methods that:
- Increase efficiency, sustainability
- Manage inherent uncertainty
- Make use of data, predictions, and models
- Scalable, flexible, reliable

Smart Thermal Grids

In The Netherlands, the most energy is within thermal systems / networks, and not the power grid.

One-third of energy is consumed within the built environment.
Smart Thermal Grids

- Thermal networks will become even more important as we aim to replace the gas grid.
- This implies increased attention to exchange of heat/cold and storage options.

Ground Source Heat Landscape

Aquifer Thermal Energy Storage (ATES)

- A large-scale natural subsurface storage for thermal energy
- An innovative method for thermal energy balance in smart grids
- Serves as a common pool resource in dense urban environments

Cold season:

- The building requests thermal energy for the heating purpose
- Water is injected into cold well and is taken from warm well
- The stored water contains cold thermal energy for next season

Warm season:

- The building requests thermal energy for the cooling purpose
- Water is injected into warm well and is taken from cold well
- The stored water contains warm thermal energy for next season
**Benefits of ATES**

- ATES provides sustainable heating and cooling as seasonal energy storage buffers
- Stores large amounts of low quality thermal energy (typical capacities: few 100 kW per well)
- Can reduce energy use (and GHG emissions) by 50% for large buildings
  - 60-80% energy saving for cooling (80-90% electrical peak reduction)
  - 20-30% energy saving for heating
- Around 3000 systems are in use in NL, rapid growth over the past 10 years

**ATES Systems in Smart Thermal Grids**

**Challenges for Urban ATES Systems in Smart Thermal Grids**

- How to manage this technology at a larger scale?
- We need more ATES systems to meet GHG emission reduction goals
- ATES systems accumulate in urban areas
- Current policies are too strict for optimal use of subsurface (artificial scarcity)
  - Static permits to avoid thermal interference
  - Unclear trade-off between individual and overall energy savings
  - Coordination is required to prevent negative interaction

**Approach**

ATES systems self-organize subsurface space use to increase efficiency.

- Facilitate communication and negotiation
- Use distributed stochastic cooperative control to take account of uncertainties and variations in (future) energy demand
Uncertainty Drives Cooperation

The most efficient way to reduce uncertainty is to communicate / cooperate between neighboring systems.

**Challenge:** Optimizing the performance of a network

1. **Computation:** Problem size can be prohibitive
2. **Communication:** Communication bandwidth limitation
3. **Information Privacy:** Agents may not want to share information
4. **Stochastic Nature:**
   - **Private uncertainty source** (local); weather and usage driven uncertain thermal energy demand of a single building
   - **Common uncertainty source** (shared); uncertain common resource pool, e.g., ATES systems

---

Why Distributed?

**Scalable Methodology**

- **Communication:** Only between neighbors
- **Computation:** Local, done in parallel for all agents

**Preserving Privacy**

- Agents do not reveal information about their preferences (encoded by objective and constraint functions) to each other

**Numerous Applications**

- Wireless Networks
- Electric Vehicle Charging Control
- Optimal Power Flow with Reserve Scheduling
- Energy Management in STGs with ATES Systems

---

* [Rostamou et al., CDC, 2017], † [Rostamou & Keviczy, IEEE TSG, 2018]
Stochastic robustness

Uncertainty plays a fundamental role in large-scale energy systems.

Deterministic, worst-case approaches:

- Guarantee performance for all possible uncertainty outcomes.
- Conservatism – small robustness margin, computational complexity
- Uncertain parameters often enter into the system in a nonlinear/nonconvex fashion
- Relaxation techniques are used to e.g., replace the original nonlinear uncertainty set with a larger affine one

A probabilistic approach to robustness:

- Based on randomization in uncertainty space
- Guarantee performance for all but very unfortunate uncertainty scenarios.

Performance Level Estimation Example

Given small $\varepsilon \in (0, 1)$, estimate a performance level $\gamma$ such that

$$h(\delta) \leq \gamma, \quad \delta \in \Delta$$

holds with probability of at least $1 - \varepsilon$. That is, find $\gamma$ such that

$$P(h(\delta) \leq \gamma) \geq 1 - \varepsilon.$$
Performance Level Estimation Algorithm

1. Extract $N$ iid samples $\delta^{(1)}, \cdots, \delta^{(N)}$ from $\Delta$ according to the probability measure $P$.

2. Compute the empirical performance level $\hat{\gamma}_N = \max_{i=1,\ldots,N} h(\delta^{(i)})$

If we set a priori $\varepsilon \in (0, 1)$, $\beta \in (0, 1)$, and take

\[ N \geq \frac{\log \frac{1}{\beta}}{\log \frac{1}{1-\varepsilon}} \]

then

\[ P(h(\delta) \leq \hat{\gamma}_N) \geq 1 - \varepsilon. \]

holds with probability larger than $1 - \beta$.

Probabilistic Robustness Analysis

- Sample size bounds are independent of the dimension of the uncertainty vector $\delta$.
- Bounds depend weakly on $\beta$: in practice, $\beta$ can be set to a very small value (e.g., $\beta = 10^{-9}$).
- Successful implementation requires the availability of efficient algorithms for generation of random samples according to the distribution $P$.
- Randomized algorithms are inherently parallel.

Centralized Deterministic Program

\[ \min_x \sum_i f_i(x) \quad \rightarrow \quad f_i(\cdot) : \text{convex objective function of agent } i \]

s.t. $x \in \mathcal{X}_i$, for all $i$ \quad $\rightarrow$ \quad $\mathcal{X}_i : \text{convex constraint set of agent } i$

Centralized Deterministic Program

\[ \min_x \sum_i f_i(x) \quad \rightarrow \quad f_i(\cdot) : \text{convex objective function of agent } i \]

s.t. $x \in \bigcap_i \mathcal{X}_i$, \quad $\rightarrow$ \quad $\mathcal{X}_i : \text{convex constraint set of agent } i$
Centralized Deterministic Program

$$\min_x \sum_i f_i(x) \quad \rightarrow \quad f_i(\cdot) : \text{convex objective function of agent } i$$

$$\text{s.t. } x \in \bigcap_i X_i, \quad \rightarrow \quad X_i : \text{convex constraint set of agent } i$$

How can we deal with uncertain $X_i(\delta)$?

Centralized Robust Program

$$\min_x \sum_i f_i(x)$$

$$\text{s.t. } x \in \bigcap_i X_i(\delta) , \text{ for all } \delta \in \Delta$$

Stochastic Setting:
- $\delta$ : Uncertain parameter $\delta \sim \mathcal{P}$
- $\Delta$ : Possibly unknown distribution and unbounded set
- Semi-infinite optimization program
**Scenario Based Approximation**

Centralized Scenario Program

\[
\begin{align*}
\min_x & \quad \sum_i f_i(x) \\
\text{s.t.} & \quad x \in \bigcap_{i} \mathcal{X}_i(\delta)
\end{align*}
\]

Replace $\Delta$ with $S$:

**Probabilistic Feasibility Certificate**

Centralized Scenario Program $\mathcal{P}_S$

\[
\begin{align*}
\min_x & \quad \sum_i f_i(x) \\
\text{s.t.} & \quad x \in \bigcap_{i} \mathcal{X}_i(\delta)
\end{align*}
\]

Centralized Stochastic Program $\mathcal{P}_\Delta$

\[
\begin{align*}
\min_x & \quad \sum_i f_i(x) \\
\text{s.t.} & \quad \mathbb{P}(\delta \in \Delta : x \notin \bigcap_i \mathcal{X}_i(\delta)) \leq \varepsilon
\end{align*}
\]

- Is $x^*_S \models \mathcal{P}_S$ feasible for $\mathcal{P}_\Delta$?
- Is this true for any $S$?
Probabilistic Feasibility Certificate

Centralized Scenario Program $P_S$

\[
\begin{align*}
\min_x & \quad \sum_i f_i(x) \\
\text{s.t.} & \quad x \in \bigcap_i X_i(\delta)
\end{align*}
\]

Centralized Stochastic Program $P_\Delta$

\[
\begin{align*}
\min_x & \quad \sum_i f_i(x) \\
\text{s.t.} & \quad \mathbb{P}(\delta \in \Delta : x \notin \bigcap_i X_i(\delta)) \leq \varepsilon
\end{align*}
\]

Fix $\beta \in (0,1)$ and $S$, then

\[
P_{|S|}\left(S \in \Delta^{|S|} : \mathbb{P}(\delta \in \Delta : x^* \notin \bigcap_i X_i(\delta)) \leq \varepsilon\right) \geq 1 - \beta
\]

Complexity of $\varepsilon$:

\[
\varepsilon = 2 \left| S \right| \left( d + \ln \frac{1}{\beta} \right)
\]

- **Logarithmic in $\beta$**: $\beta$ can be set close to “zero”, implying high confidence even for low violation probability.
- **Linear in $|S|^{-1}$**: the more data the smaller the violation probability.
- **Linear in $d$**: minimum number of samples in $S$ that “support” the solution, i.e. active constraints characterizing optimal solution (often equal to # decision variables).

Robust Randomized Optimization

Two-step approach (instead of nonconvex randomized approximation).

1. Determining a bounded set that contains $1 - \varepsilon$ portion of $\Delta$.

\[
\begin{align*}
\min_{\gamma} & \quad \sum_{k=0}^{M-1} \gamma_k - \gamma_k \\
\text{s.t.} & \quad \mathbb{P}(\delta_k \in [\gamma_k, \gamma_k], \forall k) \geq 1 - \varepsilon
\end{align*}
\]

2. Solving the robust counterpart of the problem w.r.t. the bounded set $\gamma^*$.

Uncertainty Types

1. **Private (local) uncertainty source**: uncertain thermal energy demand of a single building climate comfort

\[x_i \in X_i(\delta_i), \text{ for all } \delta_i \in \Delta_i \text{ and for all agents } i\]

2. **Common uncertainty source**: uncertain common resource pool between neighboring agents

\[g_i(x_i, \delta_{\alpha}) + \sum_{j \in N_i} g_j(x_j, \delta_{\alpha}) \leq 0, \text{ for all } \delta_{\alpha} \in \Delta_{\alpha} \text{ and for all agents } i\]
Private Uncertainty Source

Multi Agent Problem
\[ \min_x \sum_i f_i(x_i) \quad \text{s.t.} \quad x \in \bigcap_{\delta \in S} \prod_i X_i(\delta_i) \]

Decomposable Problem
\[ \min_x \sum_i f_i(x_i) \quad \text{s.t.} \quad x \in \prod_i \bigcap_{\delta \in S_i} X_i(\delta_i) \]

• Decomposable uncertainty source required:
\[ \delta := [\delta_1, \ldots, \delta_n] \quad \text{and} \quad S := \prod_i S_i \]

Private Uncertainty Source

Single Agent Problem
\[ \min_{x_i} f_i(x_i) \quad \text{s.t.} \quad x_i \in \bigcap_{\delta \in S_i} X_i(\delta_i) \]

Probabilistic Feasibility for Single Agent Problem
Fix \( \varepsilon_i \in (0, 1) \), \( \beta_i \in (0, 1) \) and \( S_i \), then
\[ P_{|S_i|} \left( S_i \in \Delta_{|S_i|} : \mathbb{P}(\delta_i \in \Delta_i : x_i^* \notin X_i(\delta_i)) \leq \varepsilon_i \right) \geq 1 - \beta_i \]

Probabilistic Feasibility for Multi Agent Problem
(i.e., the whole network)
If \( \varepsilon = \sum_i \varepsilon_i \in (0, 1) \), \( \beta = \sum_i \beta_i \in (0, 1) \) and given \( S \), then
\[ P_{|S|} \left( S \in \Delta_{|S|} : \mathbb{P}(\delta \in \Delta : x^* \notin \prod_i X_i(\delta_i)) \leq \varepsilon \right) \geq 1 - \beta \]
Dynamically Coupled Systems

With private or common uncertainty, but without coupling constraints.

Centralized Scenario Program

\[
\min_{\{u_i\}_{i \in N}} \sum_{i \in N} f_i(x_{i,k}, u_{i,k})
\]

s.t. 
\[
x_{i,k+1} = A_{ii}x_{i,k} + B_iu_{i,k} + C_i \delta_{i,k} + \sum_{j \in N_i} A_{ij}x_{j,k}, \ x_{i,0} = x_{i,0}
\]

\[
x_{i,k+\ell} \in \mathcal{X}_i, \ \forall \ell \in \mathbb{N}_+, \ \forall \delta_{i,k} \in \mathcal{S}_i
\]

\[
u_{i,k} \in \mathcal{U}_i, \ \forall k \in \mathcal{T}, \forall i \in \mathcal{N}
\]

Distributed Scenario Program

Consider effect of neighbor as disturbance, communicate local samples:

\[
\min_{\{u_{i,k}\}_{i \in \mathcal{T}}} f_i(x_{i,k}, u_{i,k})
\]

s.t. 
\[
x_{i,k+1}^{(i)} = A_{ii}x_{i,k}^{(i)} + B_iu_{i,k}^{(i)} + \delta_{i,k}^{(i)} + \sum_{j \in N_i} A_{ij}x_{j,k}^{(i)} ,\ x_{i,0}^{(i)} = x_{i,0}
\]

\[
x_{i,k+\ell}^{(i)} \in \mathcal{X}_i, \ \forall \ell \in \mathbb{N}_+, \ \forall \delta_{i,k}^{(i)} \in \mathcal{S}_i
\]

\[
u_{i,k}^{(i)} \in \mathcal{U}_i, \ \forall k \in \mathcal{T}, \forall i \in \mathcal{N}
\]
**Distributed Scenario Program**

Consider effect of neighbor as disturbance, communicate local samples:

\[
\begin{align*}
\min_{\{u_{i,k}\}_{k \in T}} & \quad f_i(x_{i,k}, u_{i,k}) \\
\text{s.t.} & \quad x_{i,k+1}^{(i)} = A_{i}x_{i,k}^{(i)} + B_{i}u_{i,k}^{(i)} + q_{i,k}^{(i)}, \quad x_{i,0}^{(i)} = x_{i,0} \\
& \quad x_{i,k+1}^{(i)} \in \mathcal{X}_i, \quad \forall i \in \mathbb{N}_+, \quad \forall q_{i,k}^{(i)} \in \mathcal{S}_i \\
& \quad u_{i,k} \in \mathcal{U}_i, \quad \forall k \in \mathcal{T}
\end{align*}
\]

Requirements:

\[
\mathcal{S}_i = \left\{ q_{i,k}^{(i)} : q_{i,k}^{(i)} = C_{i}x_{i,k}^{(i)} + \sum_{j \in \mathcal{N}_i} A_{ij}x_{j,k}^{(i)} , \quad \forall q_{i,k}^{(i)} \in \mathcal{S}_i , \quad \forall x_{j,k}^{(i)} \in \mathcal{S}_j \right\}
\]

|\mathcal{S}_i| = N_i

**Proposed Distributed Implementation**

Consider the distributed implementation of the scenario program, where each agent communicates and collaborates with its neighbors to solve a local optimization problem. The figure illustrates the interaction and communication between different agents and scenarios.
Proposed Distributed Implementation

Sample generation

We use historical data (not random, deterministic) to build a Markov Chain model (Markov Chain Monte Carlo method, MCMC).

Provides a good model to represent uncertainty about future predictions, based on the difference between past forecasts and actual realizations.

Practical challenges

- How to generate random samples of the uncertainty efficiently?
- How to communicate samples efficiently?

Sample generation

[Sample generation explanation]

Hard Communication Scheme

Agent j has to send the complete set $S_{xj}$ with cardinality $N_s$ as it is requested by agent i.

Agent j

Agent i

Scenario MPC j

Scenario MPC i

$S_{xj}$

Prediction Time [Hour]

Energy Demand [KWh]
Soft Communication Scheme

Agent $j$ sends a parametrized set $\tilde{B}_j$ with its desired level of reliability $\tilde{\alpha}_j$ to agent $i$

The number of scenarios $\tilde{N}_s_i$ is now decided by agent $j$, instead of requested by agent $i$ (more flexible scheme).

The number of scenarios $\tilde{N}_s_i$ is now decided by agent $j$, instead of requested by agent $i$ (more flexible scheme).

A set $\tilde{B}_j \subseteq \mathbb{R}^{m_j}$ is $\tilde{\alpha}_j$-reliable if

$$P(\{x_j \in \mathcal{X}_j : x_j \notin \tilde{B}_j\}) \leq 1 - \tilde{\alpha}_j,$$

and we refer to $\tilde{\alpha}_j$ as the level of reliability of the set $\tilde{B}_j$.

$\tilde{B}_j$ (e.g., a hyper-rectangle) can be computed using a convex program.
Soft Communication Scheme

A set $\tilde{B}_j \subseteq \mathbb{R}^{m_j}$ is $\tilde{\alpha}_j$-reliable if

$$P\left(x_j \in X_j : x_j \notin \tilde{B}_j \right) \leq 1 - \tilde{\alpha}_j,$$

and we refer to $\tilde{\alpha}_j$ as the level of reliability of the set $\tilde{B}_j$.

How can we determine $\tilde{\alpha}_j$?

Fix $\tilde{\beta}_j \in (0, 1)$, $\tilde{N}_{s_i}$ and let

$$\tilde{\alpha}_j = \tilde{N}_{s_i} - m_j \sqrt{\tilde{\beta}_j \left( \tilde{N}_{s_i} / m_j \right)}.$$

Then $P\left(x_j \in X_j : x_j \notin \tilde{B}_j \right) \leq 1 - \tilde{\alpha}_j$, with prob. $1 - \tilde{\beta}_j$.

---

Single Building with ATES System

• A complete model of building thermal system integrated with ATES
• Long prediction horizons needed (more than a month)
• Nonconvex problem formulation
• Computationally intractable for network of ATES systems

---

Soft Communication Scheme

The communicated information is reliable with certain level of probability. How one can accommodate such a probabilistically reliable information in the probabilistic feasibility certificate of the local agent?

Given $\tilde{\alpha}_j \in (0, 1)$ and a fixed $\alpha_i \in (0, 1)$, the state trajectory of a generic agent $i$ is probabilistically $\tilde{\alpha}_i$-feasible for all $\delta_i \in \Delta_i$, i.e.,

$$P\left(x_{i,k+\ell} \in X_i, \ell \in \mathbb{N}_+ \right) \geq \bar{\alpha}_i,$$

where $\bar{\alpha}_i = 1 - \frac{1 - \alpha_i}{\tilde{\alpha}_i}$ such that $\tilde{\alpha}_i = \prod_{j \in \mathcal{N}_i}(\tilde{\alpha}_j)$.

- If $\tilde{\alpha}_j \to 1$, i.e., sending a reliable sample set, then we recover $\bar{\alpha}_i = \alpha_i = 1 - \epsilon_i$.
- If $\tilde{\alpha}_j$ is small, i.e., sending an unreliable sample set, then we get no practically useful upper bound for local feasibility violation.
Single Building with ATES System

- A complete model of building thermal system integrated with ATES
- Long prediction horizons needed (more than a month)
- Nonconvex problem formulation
- Computationally intractable for network of ATES systems

This implies a need for
- Control-oriented building + ATES model development
- Model predictive control formulation for
  - Tracking desired building energy demand profile for comfort
  - Minimizing building operational cost
  - Minimizing thermal imbalance over long time-scales
  - Switching between modes of operation

Single Building Thermal Energy Demand

Thermal Energy Demand Profile:
- Complete and detailed building dynamical model
- Energy demands are mapped to desired building temperatures (local controller unit) assuming steady-state conditions

Single Building Climate Comfort System

Building Control Unit:
- Main components: Boiler, HP, HE, micro-CHP, Storage Tank
- ON/OFF status together with production schedule as decisions
- Control Objective: thermal energy balance for the overall systems
Building Climate Comfort with ATES Systems

- Incorporate ATES System
- Interaction between components
- Different prediction horizon lengths
- Additional degrees of freedom

Urban Energy Management Problem Example

\[
\min \quad \text{thermal energy imbalance error} + \text{cost of equipment operation} \\
\text{s.t.} \quad \begin{align*}
1) & \quad \text{equipment limits} \\
2) & \quad \text{imbalance error dynamics} \\
3) & \quad \text{ATES system dynamics + local thermal energy balance} \\
4) & \quad \text{coupling constraint on the thermal radius between agents}
\end{align*}
\]

Smart Thermal Grid with ATES Systems

- Three buildings in Utrecht city with real parameters
- Real weather condition data from 2010 to 2012
Robust Randomized MPC Results

Uses nonconvex problem formulation with detailed building model/equipment, and set-based approximation of uncertainty.

Hierarchical MPC Scheme

Upper layer: energy-based planning
- Slower time-scale (3-month-ahead, weekly)
- Handles the coupling constraints
- Provides flow rate upper bound based on planned ATES usage
- Convex optimization (no integer variables)
- Distributed computation

Lower layer: local building control
- Faster time-scale (day-ahead, hourly)
- Decoupled mixed-integer optimization
- Provides set points for production units and ATES
Smart Thermal Grid with ATES Systems

- Decoupled SMPC
- Centralized SMPC
- Distributed SMPC
- DSMPC—0.85
- DSMPC—0.50

Coupling Constraints - ADMM

1. Coupling constraints can be handled by drawing local samples that are then shared with all neighbors.

2. The obtained deterministic constraints are then dualized, and e.g., ADMM can be used to solve the resulting problem in a distributed way.

Alternating Direction Method of Multipliers

Assume two sets of variables with a separable objective function where $f$ and $g$ are convex:

\[
\begin{align*}
\text{minimize} & \quad f(x) + g(z) \\
\text{subject to} & \quad Ax + Bz = c
\end{align*}
\]

and the following augmented Lagrangian

\[
L_\rho(x, z; y) = f(x) + g(z) + y^T (Ax + Bz - c) + \frac{\rho}{2} \|Ax + Bz - c\|^2_2.
\]
Alternating Direction Method of Multipliers

Assume two sets of variables with a separable objective function where \( f \) and \( g \) are convex:

\[
\begin{align*}
\text{minimize} & \quad f(x) + g(z) \\
\text{subject to} & \quad Ax + Bz = c
\end{align*}
\]

and the following augmented Lagrangian

\[
L_\rho(x,z,y) = f(x) + g(z) + y^T(Ax + Bz - c) + \frac{\rho}{2} \|Ax + Bz - c\|^2.
\]

Then the ADMM method consists of the following steps:

- \( x^{k+1} := \arg \min_x L_\rho(x,z^k,y^k) \) \text{ (x-minimization)}
- \( z^{k+1} := \arg \min_z L_\rho(x^{k+1},z,y^k) \) \text{ (z-minimization)}
- \( y^{k+1} := y^k + \rho (Ax^{k+1} + Bz^{k+1} - c) \) \text{ (dual update)}

ADMM performs a Gauss-Seidel iteration over the two variables. The method reduces to the method of multipliers if we minimized over \( x \) and \( z \) jointly. Since we minimize over \( x \) with \( z \) fixed (and vice versa) the problem is split into two.

Recent extension to asynchronous setting using randomized Gauss-Seidel of Douglas-Rachford splitting (CDC’13).
The problem to be solved contains $N$ objective terms:

$$\text{minimize } \sum_{i=1}^{N} f_i(x)$$

This can be expressed in ADMM form as:

$$\text{minimize } \sum_{i=1}^{N} f_i(x_i)$$
subject to

$$x_i - z = 0$$

where

- the $x_i$ are local variables
- $z$ is the global variable
- $x_i - z = 0$ are consistency or consensus constraints
- we can add regularization using an extra $g(z)$ term

The augmented Lagrangian becomes:

$$L_\rho(x, z, y) = \sum_{i=1}^{N} \left( f_i(x_i) + y^T_i (x_i - z) + \frac{\rho}{2} \|x_i - z\|^2 \right)$$

and the ADMM algorithm can be written as

$$x_i^{k+1} := \arg \min_{x_i} \left( f_i(x_i) + y_i^T (x_i - z^k) + \frac{\rho}{2} \|x_i - z^k\|^2 \right)$$

$$z^{k+1} := \frac{1}{N} \sum_{i=1}^{N} \left( x_i^{k+1} + \frac{1}{\rho} y_i^k \right)$$

$$y_i^{k+1} := y_i^k + \rho (x_i^{k+1} - z^{k+1})$$

When regularization is used, the averaging in the $z$-update is followed by $\text{prox}_{g, \rho}$. 
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When regularization is used, the averaging in the $z$-update is followed by $\text{prox}_{g, \rho}$. 

When regularization is used, the averaging in the $z$-update is followed by $\text{prox}_{g, \rho}$. 

When regularization is used, the averaging in the $z$-update is followed by $\text{prox}_{g, \rho}$.
This algorithm can be simplified further. By averaging the $y$-updates and substituting the result to the $z$-update, we can write the ADMM as

$$
x_{i}^{k+1} := \arg \min_{x_i} \left( f_i(x_i) + y_i^T(x_i - \bar{x}^k) + \frac{\rho}{2} ||x_i - \bar{x}^k||^2 \right)
$$

$$
y_{i}^{k+1} := y_i^k + \rho(x_i^{k+1} - \bar{x}^{k+1})
$$

where $\bar{x}^k = \frac{1}{N} \sum_{i=1}^{N} x_i^k$.

The dual variables are separately updated to drive the variables into consensus, and quadratic regularization helps pull the variables toward their average value while still attempting to minimize each local $f_i$.

---

**Socio-Technical Embedding**

Critical practical aspects for any development in smart grids:

- embedding in market structure
- new technology vs business case
- governance issues

ATES in dense urban environments is a socio-technical system with complex adoption dynamics:

![Diagram of socio-technical system](image.png)
Policy Analysis Results

- Agent based modeling of socio-technical interactions
- Geohydrological modeling of subsurface conditions
- Clear trade-off between individual costs and GHG savings as function of well distance
- Remains present even under uncertainty
- Improper spatial planning could lead to a “tragedy of the commons”

Next Steps

Pilot study: several large buildings near the Museumplein in Amsterdam.
Next Steps

Modeling and implementation over integrated low-level controllers in Van Gogh Museum.

Conclusions

- Distributed randomized optimization to deal with private or common uncertainty source over
  - a network of dynamically coupled systems
  - a network of systems with coupling constraints
- Soft communication scheme with an extension of probabilistic feasibility guarantee
- Application to energy management of smart thermal grids (STGs) with aquifer thermal energy storage (ATES) system using three different model complexities.

Open Problems

- Stability analysis and guarantees
- Recursive feasibility analysis
- More data efficient sample generation
- Distributionally robust optimization
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Why do Humans and Animals have Brains?

In order to make adaptable and complex movements [Daniel Wolpert]

Have Sponges Lost Brains?

Programming by Demonstration (PbD)
Programming by Demonstration (PbD)

- **What is Programming by Demonstrations (PbD)?**
  - The process used to transfer new skills to a machine by relying on demonstrations from a user.
  - It is inspired by the imitation capability developed by humans and animals to acquire new skills.
  - Synonyms: Learning from Demonstrations (LfD), Imitation Learning

- **Why is it used?**
  - PbD aims at making programming accessible to novice users by providing them with an intuitive interface they are familiar with.
  - Direct: Learn from human
  - Simple: Programming skills are not necessary

General Frame of Learning from Demonstrations

| Human Demonstration | Preprocessing | Probabilistic Encoding | Decoding: Generation | Robot Execution |
|---------------------|---------------|------------------------|----------------------|-----------------|

Imitation Learning

- Developmental Learning
- Neuroscience
- Optimal Control
- Psychology

Imitation Learning in Robotics: Generation vs. Generalization

- Reaching to a different goal
- Grasping a different size ball
- Knot Tying

- [Schaal et al]
- [Schmidts, Peer & Lee]
- [Abbeel et al]
- [Pervez, Lee, 2017]
Optimal Motion Trajectories for Bipedal Walking

- Task parameter $k$: step length, step time
- Robot motion $p$: parameterized with b-splines
- Can generate sub-optimal motion online

Optimization
$k \rightarrow p$

Learning
$(k, p)$

Prediction
$p^*$

Control
$k^*$

offline

online

[Werner et al, IROS 2015]

Deal with Incomplete Observations?

- Motion Reconstruction from Monocular Optical Flows
- Biological movements [Johansson 1975]

General Frame of Learning from Demonstrations

Human Demonstration
- observational
- kinesthetic
- teleoperational

Preprocessing

Probabilistic Encoding

Decoding: Generation

Robot Execution

Teaching modalities

Motion Imitation
- Intuitive

Kinesthetic teaching
- Exteroceptive
- Proprioceptive

Teleoperation
- High burden
Motion Imitation by Marker Control

Dynamics of the humanoid’s upper body on a base link (floating-base dynamics without gravity):

\[ M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) = f \]

Basic idea: Connect the robot motion to marker trajectories via virtual springs.

Measured marker position

Marker pos. of the simulation

\[ V(q, \dot{q}) = \sum_{i} k_i (q_i - \dot{q}_i) \]

Implementation via potentials

Real-time Whole Body Imitation

Online Whole-body Human Motion Imitation
Online Walking Imitation in Task and Joint Space

- **ZMP-based walking control**
  - Walking pattern generation
  - Stabilization around the pattern
  - Knee-bent biped walking

- **Human walking**
  - Stretched knee
  - Heel strike, toe off
  - Hip not fixed

- **Walking imitation**
  - Human-like knee-stretched walking
  - Vertical hip motion

Online Walking Imitation in Joint and Task Space

- **Walking Control base on Quadratic Programming**
  \[
  \min_{\dot{q}} \quad f(\dot{q}) = \omega_1 f_1 + \omega_2 f_2 + \omega_3 f_3 \\
  f_1 = \|x_{leg,z} - J_{leg,z} \dot{q}\|^2 \\
  f_2 = \|x_{body,ori} - J_{body,ori} \dot{q}\|^2 \\
  f_3 = \|q_{knee} - q_{knee, human}\|^2
  \]

  \text{subject to } \begin{cases}
  J_{com,xy} \dot{q} = \dot{x}_{com,xy} \\
  J_{leg,y,ori} \dot{q} = \dot{x}_{leg,y,ori} \\
  A_{knee} \dot{q} \leq b_{knee} \\
  A_{com,\dot{q}} \dot{q} \leq b_{com,\dot{q}} \\
  \dot{q}_{min} \leq \dot{q} \leq \dot{q}_{max}
  \end{cases}

Collaboration with Ott at DLR
Transfer from one to another is not always straightforward.

Can we achieve benefits of both observational and kinesthetic demonstrations?

Different Teaching Modalities of Skill Learning

Modified EM for multiple observations (reproduced & observed) with weighting factor

HMM Data – Correlation of temporal & spatial data

Primitive Learning & Reproduction

- Correlation of temporal & spatial data

\[ T = \mu_0 + \frac{-3 + \sqrt{1 + 48 \Sigma}}{4} \]

\[ \xi_i(t) = P(q_i = S_f O, \lambda) \]

\[ \xi(t) = \sum_{i=1}^{N} \xi_i(t) \cdot o_i(t) \]

\[ \Sigma(t) = \sum_{i=1}^{N} \xi_i(t) \cdot o_i(t) \]
Compliant Control

Requirements
1. Precise tracking in free motion for motion primitive generation
2. Compliant interaction with low stiffness during teaching
3. Refinement tube: Limit the allowed deviation from the motion primitive

\[ \tau = \ddot{q}(q) + M(q)\dddot{q} + C(q, \dot{q})\dddot{q} - D\dddot{q} - s(q) \]

\[ \delta = 3\sqrt{\mu \Sigma(t) + \epsilon} \]

Incremental Learning Steps

I taught a robot the Pulp Fiction dance.

Kinesthetic Coaching
Teaching multiple tasks only by kinesthetic demos

- 3 sets of prioritized tasks
  \[ T^1 = T_{ee}, \text{no intervention} \]
  \[ T^2 = [T_{ee}, T_{ee}], \text{weak intervention} \]
  \[ T^3 = [T_{ee}, T_{ee}], \text{strong intervention} \]
- Inverse kinematic solution \( \dot{q} \) for each \( T^i \)
- Transition among prioritized task definitions
  \[ \dot{q} = \sum_{i=1}^{3} w^i \dot{q}^i, \sum_{i=1}^{3} w^i = 1 \]

How about Kinesthetic teaching of a bipedal robot?

- External forces are detected by disturbance observer
- Teaching forces are integrated into predictive balancing controller

Predictive Balancing using Interaction Forces

- Model (COM-ZMP)
  \[ \ddot{e} = -\omega^2 (e - p) + \frac{1}{2m} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} T_{ip} \]

  \( \dot{e} \) is effective torque acting around COM

- Model Predictive Control using ZMP input combined with simple disturbance model
  Optimization function:
  \[ J = \frac{1}{2} e^T R e + \frac{1}{2} \dot{e}^T Q \dot{e} + \frac{1}{2} (B p + E \dot{e})^T P (B p + E \dot{e}) \]

  Soft constraint, aims at compensating external forces via ZMP with little COM deviation

Collaboration with Henze, Ott at DLR [IROS 2013]
Kinesthetic teaching of a bipedal humanoid robot?

Teaching forces are detected by disturbance observer and integrated into predictive balancing controller.

![Kinesthetic teaching](image1)

Reproduction

Generalization

Kinesthetic teaching

Grasping Skill Learning from Motion & Force Data

Teleoperation using Cyberglove, Flock of Birds, & Cybergrasp (Haptic Feedback)

| r [cm] | max(T[N]) | ̇r[N] | Δr[N] |
|--------|-----------|-------|-------|
| 3.6    | 3.21      | *     | 3.20  | *     |
| 4.0    | 3.21      | 5.41  | 3.20  | 5.10  |
| 4.8    | 3.21      | 7.12  | 3.20  | 7.04  |
| 5.6    | 3.21      | 12.92 | 3.20  | 12.94 |
| 6.0    | 3.21      | *     | 3.20  | *     |

Force control: ON, OFF

Challenges in Teaching by Teleoperation

Kinesthetic

Teleoperation

- High level of spatial-temporal variations.
- High cost for demonstration.

Collaboration with Prof. Ryu, Korea University of Technology and Education.
Learning Repetitive Teleoperation Tasks

- Rhythmic DMP learning with a GMM

Canonical System \[ \dot{s} = \tau \omega \]

Dynamic Movement Primitive (DMP)
\[ \dot{v} = \tau \alpha_x (\beta_x (g - x) - v) + \tau \alpha F(s) \]

GMM Encoding

---

Results

Asynchronous trajectories

Synchronized data

Reproduced trajectory

---

Comparison Results

Complete trajectories

Varying Initial & Final points

Incomplete trajectories

Our approach
Shared Control

- Estimate clock signal
- Generate synchronized motion
- Task execution

Learned model

Human operator

General Frame of Learning from Demonstrations

- Segmentation
- Feature Selection
- Dimension Reduction
- Time Alignment

Preprocessing ➔ Probabilistic Encoding ➔ Decoding: Generation

Human Demonstration ➔ Robot Execution

Feature Selection

- Desired Properties of Movement Primitives Descriptor
  - Robust to noise
  - Cross-subject motion recognition
  - Reconstruction

- Descriptor 1: CODE (COordination-based action DEscription)
- Descriptor 2: Invariant representation (SaLe)
- Descriptor 3: Bidirectional Invariant representation (SoSaLe)

Mechanical coupling between hand joints [Santello1998]
Coordination between whole-body joints [Bernstein1967]
Feature Selection

- Properties of Movement Primitives Descriptor
  - Robust to noise
  - Cross-subject motion recognition
  - Reconstruction

- Descriptor 2: Invariant representation (SaLe)
  - Rigid body motion → Extend to Articulated body motion
  - Invariant to translation, rotation, and scale factors

\[
\gamma(t) = \frac{||\dot{r}(t) \times \ddot{r}(t)||}{||\dot{r}(t)||^2}
\]
\[
\xi(t) = \frac{||\omega(t) \times \omega(t)||}{||\omega(t)||^2}
\]

Bidirectional Invariant Representation Results

- Reconstruction Error
  - Without noise
  - DS (0.15 m/s) vs. SoSaLe (10^{-14} m/s)

- Robust to noise

- Recognition performance
  - Alphabet drawing using RGB-D

Preprocessing 1: Reduction of dimensionality

- Data presents redundancies
  \[\tilde{X}_s = A \tilde{\xi}_s\]

- A Principal Component Analysis (PCA) technique is used to reduce the dimensionality of the data set

\[X_s \in \{\theta, \phi, y_s\}\]
\[\xi_s \in \{\theta_s, \phi_s, y_s\}\]
\[\tilde{X}_s = A \tilde{\xi}_s\]
Preprocessing 2: Dynamic Time Warping

- Temporal alignment of the signals
- Performed in Latent space
- Constraints: boundary condition, monotonicity, continuity

Segmentation

- Segmentation algorithm is an important enabler towards Autonomous Online Incremental Unsupervised Learning
- Velocity-based approach
  - Zero velocity crossing [Fod+ 2002]
- Probabilistic approach
  - Focuses on the probabilistic changes [Kulic+ 2012]
- Classification-based approach [Lin+ 2014]
- Object relation based approach.
  - Contact changes between objects and end-effectors [Aksoy+ 2011]

Part 1 Summary

- Learning from Demonstrations
  - Different teaching/demonstration modalities are used.
  - Interaction controllers for kinesthetic teaching are proposed for compliant human interaction, Teaching multi-tasks with varying tasks priorities, and a bipedal humanoid.
  - Preprocessing steps (e.g., feature selection, segmentation, alignment) are usually needed.

- Correspondence problem
- High dimensional motion
- Accidental disturbances
- Less consistent demonstrations
Part 2. Skill Representation in LfD and recent developments in LfD

General Frame of Learning from Demonstrations

Dynamical Movement Primitive (DMP)

- What to learn
  - Discrete movement: goal-directed
  - Rhythmic movement: specific amplitude and period

- How to learn
  - By training a system of 2nd order nonlinear differential equations
  - Modulation of spring-damper dynamics by a nonlinear function
  - Learning the nonlinear function based on a kinematic plan

Ijspeert, Nakanishi, Schaal, Movement Imitation with Nonlinear Dynamical Systems in Humanoid Robots, ICRA, 2002
Dynamical Movement Primitive (DMP)

Gaussian Mixture Model / Gaussian Mixture Regression

- First, it models the joint probability density of the data in the form of a Gaussian Mixture Model (GMM), which is estimated by the EM procedure.

\[ p(\xi_j) = \sum_{k=1}^{K} p(k|\xi_j) = \sum_{k=1}^{K} p(k|\xi_j; \mu_k, \Sigma_k) \]

- A standard DMP corresponds to a GMM with diagonal covariance.
- GMM/GMR extends DMP
  - Encoding of local correlation between the motion variables by full covariances
  - Estimating the parameters of the Radial Basis Functions, similar to a GMM fitting problem
  - Significantly reducing the number of required RBFs

Comparison between DMP and GMM/GMR

- Then, it computes the regression function from the learning joint density model.
- In Gaussian Mixture Regression (GMR), both input and output variables can be multidimensional.

\[
x_i = \begin{bmatrix} x_i^1 \\ \vdots \\ x_i^n \end{bmatrix}, \quad \mu_i = \begin{bmatrix} \mu_i^1 \\ \vdots \\ \mu_i^n \end{bmatrix}, \quad \Sigma_i = \begin{bmatrix} \Sigma_{i,1} \Sigma_{i,2} \\ \Sigma_{i,2} \Sigma_{i,1} \end{bmatrix}
\]

\[
P(x_i^1|x_i^2) \sim \sum_{k=1}^{K} h_i(x_i^1) \mathcal{N}(\tilde{\mu}_i^0(x_i^2), \tilde{\Sigma}_i^0)
\]

with

\[
\tilde{\mu}_i^0(x_i^2) = \mu_i^0 + \Sigma_i^0 \Sigma_i^{-1}(x_i^2 - \mu_i),
\]

\[
\tilde{\Sigma}_i^0 = \Sigma_i - \Sigma_i^0 \Sigma_i^{-1} \Sigma_i^0
\]

and

\[
h_i(x_i^1) = \frac{\pi_i \mathcal{N}(x_i^1|\mu_i, \Sigma_i)}{\sum_{k=1}^{K} \pi_k \mathcal{N}(x_i^1|\mu_k, \Sigma_k)}.
\]
A Hidden Markov Model is characterized by the following:

- \( N \), the number of states in the model \( S = \{ S_1, S_2, \ldots, S_N \} \)
- \( M \), the number of discrete observation symbols \( V = \{ v_1, v_2, \ldots, v_M \} \)
- \( A = \{ a_{ij} \} \), the state transition probability
  \( a_{ij} = P(q_{t+1} = S_j | q_t = S_i) \)
- \( B = \{ b_j(k) \} \), the observation probability distribution
  \( b_j(k) = P(\alpha_k = v_j | q_t = S_i) \)
- \( \pi \), the initial state distribution
  \( \pi_i = P(q_1 = S_i) \)

Therefore, an HMM is specified by two scalars (\( N \) and \( M \)) and three probability distributions (\( A \), \( B \) and \( \pi \)).

In what follows, we will represent an HMM by the compact notation

\[ \lambda = (A, B, \pi) \]

GMM vs. HMM vs. HSMM

- **HMM**
  - A GMM with latent variables changing over time
  - Not very accurate to model duration information

- **HSMM (Hidden Semi-Markov Model)**
  - Explicit model of the state duration using a single lognormal distribution

Autonomous Dynamical Systems

- Time-invariant autonomous dynamical systems encode the entire attractor landscape in the state-space of the observed data.
- GMR can be employed to retrieve an autonomous system from the joint distribution encoded in a GMM.
- **Stable Estimator of Dynamical Systems (SEDS)** [Khansari-Zadeh+ 2011]
  - GMM parameter estimation: instead of EM, a constrained optimization procedure
  - Global asymptotic stability guarantee
  - May distort the original paths
Approaches for Autonomous Dynamical Systems

- **Stable Estimator of Dynamical Systems (SEDS)** [Khansari-Zadeh+ 2011]
  - May distort the original paths
- **2-step Learning approaches**
  - Control Lyapunov Function based Dynamic Movements (CLFDM) [Khansari-Zadeh+ 2014]
  - Geometrical diffeomorphic transformation [Perrin+ 2016]
  - Contraction Metric based approach [Ravichandar+ 2015]
  - Stability and Accuracy
  - Training Time

- **Contracting Gaussian Mixture Regression (C-GMR)** [Blocher+ 2017]

---

Can we prove Stability of learned skills?

**Contracting Gaussian Mixture Regression (C-GMR)**

\[
\dot{x} = f(x) + w(x, t) u(x)
\]

[Blocher+, URAI17, Outstanding Paper Award]

---

Learning Control for Bipedal Walking

- **Conventional ZMP Based Walking**
  - Feedback stabilization \( \rightarrow \) tracking template model behavior
  - Dynamically consistent walking pattern generation
  - Existing ZMP tracking error
- **Online Iterative Learning Control**

Reinforcement Learning in movement and compliance of manipulation tasks [IROS 2008, IROS 2009, HFR 2014, HFR 2015, IROS 2017, RAL2017 submitted]
Framework of Online ILC of ZMP

ZMP-OILC update law: P-type ILC with forgetting factor

\[ p_x(i) = p_{off}(i) + k_1 R(p_x(i-1) - p_{off}(i-1)) - k_2 R(p(i-1) - p_{off}(i-1)) \]

ZMP reference for current step
learned ZMP so far
ZMP error from last step

Implement of ZMP-OILC

Gain design for smoothly start and stop learning
Discontinuities of ZMP Measurement
Two footsteps as one iteration
Motion only repetitive in local coordinate system of each iteration

Convergence and ZMP Error

Simulations
Experiments
ZMP tracking error decreases fast in the first 3 to 5 iterations.
ZMP-OILC converges slower due to non-repetitive disturbances.

Forward walking
step length 15cm
step time 0.8s
External force at waist joint
Magnitude 65N, Duration 0.5s
In sagittal direction
Learning Dataset of Compensative ZMP Term

| Sagittal Straight Walking (SSW) | Lateral Straight Walking (LSW) | Circle Walking |
|--------------------------------|--------------------------------|----------------|
| $d_{x1} = (-15, -10, -5, 0, 5, 10, 15) \text{ cm}$ | $d_{y1} = 0 \text{ cm}$ | $r = (0.5, 0.75, 1) \text{ m}$ |
| $d_{x2} = 0 \text{ cm}$ | $d_{y2} = (-7.5, -2.5, 0, 2.5, 7.5) \text{ cm}$ | $\Delta \alpha = \{10, 20\}^\circ$ |
| $T_x = \{0.6, 0.8, 1.0\} \text{ s}$ | $T_y = \{0.6, 0.8, 1.0\} \text{ s}$ | $T_s = \{0.6, 0.8, 1.0\} \text{ s}$ |

Behavior Learning Steps

- Supervision
- Practise
- Scalability

Motion $\rightarrow$ Interaction

- Human motion imitation
- Learn/Recognize/Generate Motion Primitives
- Learn/Recognize/Generate Interaction Rules
- Contact transition
Motion Learning

Motion Learning

- How to react to human's action
- Contact location & timing

Mimesis Model

Interactive primitive

Mimetic Communication Model

- How to react to human's action
- Contact location & timing

Motion Learning

Motion Learning

- How to react to human's action
- Contact location & timing

Experiments

- 12 motion primitives and 8 interaction primitives
- Implementation to humanoid robot (38DOF), 30DOF is controlled.
- Position based Impedance Control to the Upper body

Cognition enabled physical human robot cooperation

Boost task performance by task knowledge gained over time by
- Observation and statistical analysis of human task execution patterns.
- Online learning and prediction of human motion and force profiles.

Online Adaptation for Physical Contact Establishment

- Additional spring (red) connected to the desired contact point.
- Project the forces of the hand's marker springs (green) into a subspace related to the hand orientation.

\[
\begin{align*}
\tau_j & = -D(q)\delta \sum_{i=1}^{30} J_i(q)(q_{s, i} - q_{x, i}) \\
& + \sum_{i=1}^{30} J_i(q) \delta \left( F_{d, i} - F_{x, i} \right)
\end{align*}
\]

Distance information → smooth transition contact/non-contact
Experience-Driven Robotic Assistant

Segmentation
Clustering
Beh. Graph

- 2D virtual scenario
- No initial knowledge
- As learning proceeds, prediction starts
- Robot behavior is changed from "passive follower" to "load sharing"

Experiment in 2D Virtual Scenario

Combine incremental learning techniques with feedback control

Proposed Method

Framework Overview
Experiment in 2D Virtual Scenario
- Robot learning, predicting and assisting during execution
- Repetitions 16 to 18 without assistance

Risk-sensitive Optimal Feedback Control
- Assistive behavior
- Uncertainty model for desired trajectory and exerted force

$$\dot{\xi} = [\hat{\mu}_\xi, \Sigma_{\xi}], \quad \ddot{\mu} = [\hat{\mu}_u, \Sigma_u], \text{ with } \dot{\xi} = (x \ \dot{x})^T$$
- Risk sensitive stochastic optimal control

$$J = \sum_{k=1}^{T} (\xi_k - \hat{\mu}_\xi)^T \Sigma_{\xi,k}^{-\frac{1}{2}} \Sigma_{\xi,k}^{-\frac{1}{2}} (\xi_k - \hat{\mu}_\xi) + u_{r,k}^T R u_{r,k})$$

Part 2 Summary
- Various representation forms are used for Movement Primitive Encoding and decoding
  - GMM/GMR, HMM/HSMM, DMP, Autonomous Dynamical Systems, GP
- Learning from Demonstration approaches can be combined with Learning through Practice, e.g. iterative learning control, reinforcement learning.
- Recent advances in LfD allows robots to learn not only movements but also human robot interaction and cooperation.
  - With the hierarchical structure of movement primitives and interaction primitives, it can learn interaction patterns.
  - A robotic assistant behavior can be learned and improved for human robot haptic cooperative tasks during interaction, supported by unsupervised continuous learning.

Motor Skill Learning for Autonomous Robots

| Representation | Supervision | Practise | Scalability |
What’s next?

- Bridging the Gap between Symbolic and Continuous Knowledge.
  - Current LfD approaches are tightly linked to low-level control capabilities. High-level learning approaches can provide the level of abstraction required to perform (context aware) cognitive tasks.
  - Learning the structure of models

Learning Structured Tasks from demonstrations

- Framework that integrates imitation learning, automatic segmentation, attentional supervision, and cognitive control to learn and flexibly execute structured tasks
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Part 5

Organizational Comments
Welcome

The Organizing Committee has the pleasure of welcoming you to the 37th Benelux Meeting on Systems and Control, at Kontakt der Kontinenten in Soesterberg, The Netherlands.

Aim

The aim of the Benelux Meeting is to promote research activities and to enhance cooperation between researchers in Systems and Control. This is the thirty-seventh in a series of annual conferences that are held alternately in Belgium and The Netherlands.

Scientific Program Overview

1. Mini course by Murat Arcak (University of California, Berkeley, USA) on Networks of dissipative Systems: Compositional certification of stability, performance, and safety.
2. Plenary lectures by Tamas Keviczky (Delft University of Technology, The Netherlands) on Distributed stochastic model predictive control for large-scale smart energy systems.
3. Plenary lectures by Dongheui Lee (Technical University of Munich, Germany) on: Robot learning through physical interaction and human guidance.
4. Contributed short lectures. See the list of sessions for the titles and authors of these lectures.

Directions for speakers

For a contributed lecture, the available time is 25 minutes. Please leave a few minutes for discussion and room changes, and adhere to the indicated schedule. In each room LCD projectors are available, as well as VGA and HDMI cables. When using a projector, you have to provide a notebook yourself.

Registration

The Benelux Meeting registration desk, located in the foyer, will be open on Tuesday, March 27, from 10:00 to 14:00. Late registrations can be made at the Benelux Meeting registration desk, when space is still available. The on-site fee schedule is:

| Arrangement               | Price |
|---------------------------|-------|
| only meals (no dinners)   | €375  |
| one day (no dinner)       | €275  |

The registration fee includes:

- Admission to all sessions.
- A copy of the Book of Abstracts.
- Coffee and tea during the breaks.
- In the case of accommodation arrangement: lunch and dinner on Tuesday; breakfast, lunch, dinner on Wednesday; breakfast and lunch on Thursday.
- In the case of only meals (no dinner) arrangement: lunch on Tuesday, Wednesday, Thursday.
- In the case of one day (no dinner) arrangement: lunch on Tuesday, or Wednesday, or Thursday.
- Free use of a wireless Internet connection (WiFi).

The registration fee does not include:

- Cost of phone calls.
- Special ordered drinks during lunch, dinner, in the evening, etc.

Organization

The meeting has been organized by Raffaella Carloni (University of Groningen), Bayu Jayawardhana (University of Groningen), and Mircea Lazar (Eindhoven University of Technology).

The Organizing Committee of the 37th Benelux Meeting consists of

Ming Cao
University of Groningen
E-mail: m.cao@rug.nl

Raffaella Carloni
University of Groningen
E-mail: r.carloni@rug.nl

Sergio Grammatico
Eindhoven University of Technology
E-mail:سام.grammatico@tue.nl

Maurice Heemels
Eindhoven University of Technology
E-mail: m.heemels@tue.nl

Julien Hendrickx
Université Catholique de Louvain
E-mail: julien.hendrickx@uclouvain.be

Bayu Jayawardhana
University of Groningen
E-mail: b.jayawardhana@rug.nl
Sponsor

The meeting is supported by the following organizations:

- Dutch Institute for Systems and Control (DISC).
- Netherlands Organization for Scientific Research (NWO).

Conference location

The lecture rooms of Kontakt der Kontinenten are situated on the ground and first floors. Consult the map at the end of this booklet to locate rooms. During the breaks, coffee and tea will be served in the St. Janzaal in the ground floor. Announcements and personal messages will be posted near the main conference room. Accommodation is provided in the conference center. Breakfast will be served between 6:30 and 9:30 AM. Room keys can be picked up at the reception from Tuesday at 12:30, and need to be returned before 9:30 on the day of departure. Parking is free of charge.

The address of Kontakt der Kontinenten is

Amersfoortsestraat 20
3769 AS Soesterberg
The Netherlands

Best junior presentation award

Continuing a tradition that started in 1996, the 37th Benelux Meeting will close with the announcement of the winner of the Best Junior Presentation Award. This award is given for the best presentation, given by a junior researcher, and it consists of a trophy that may be kept for one year and a certificate. The award is specifically given for quality of presentation rather than quality of research, which is judged in a different way. At the meeting, the chairs of sessions will ask three volunteers in the audience to fill out an evaluation form. After the session, the evaluation forms will be collected by the Prize Commissioners who will then compute a ranking. The winner will be announced on Thursday, March 29, in room Steyl, 13:10-13:25. The evaluation forms of each presentation will be returned to the junior researcher who gave the presentation. The Prize Commissioners are Bart Besselink (University of Groningen), Alessandro Saccon (Technical University of Eindhoven), and Johan Schoukens (Vrije Universiteit Brussel). The organizing committee counts on the cooperation of the participants to make this contest a success.
Website

An *electronic version* of the Book of Abstracts can be downloaded from the Benelux Meeting website.

Meetings

The following meetings are scheduled:

- Board DISC on Tuesday, March 27, 19:30 – 21:00 (during dinner).
- Management Team DISC on Tuesday, March 27, room Angola, 21:00 – 22:30.

**DISC certificates and best thesis award**

The ceremony for the distribution of the DISC certificates and for the Best Thesis Award will be held on Thursday, March 29, room Steyl, 12:50–13:10. The jury of the Best Thesis Award is formed by Hans Zwart (University of Twente), Manuel Mazo (Delft University of Technology), and Dennis Schipper (CEO Demcon).
| Time         | Event                                                                 |
|-------------|----------------------------------------------------------------------|
| 11:25 – 11:30 | Welcome and Opening                                                  |
| 11:30 – 12:30 | Murat Arcak – *Networks of dissipative Systems: Compositional certification of stability, performance, and safety* |
| 12:30 – 13:40 | Lunch                                                                |
| 13:40 – 14:40 | Murat Arcak – *Networks of dissipative Systems: Compositional certification of stability, performance, and safety* |
| 14:40 – 15:10 | Coffee Break                                                         |
| 15:10 – 15:35 | Session 1                                                            |
| 15:35 – 16:00 | Session 2                                                            |
| 16:00 – 16:25 | Session 3                                                            |
| 16:25 – 16:50 | Session 4                                                            |
| 16:50 – 17:15 | Session 5                                                            |
| 17:15 – 17:40 | Session 6                                                            |

**Tuesday March 27, 2018**

**P0 – Steyl**

**P1 – Steyl**

**P2 – Steyl**

| Room | Session 1 | Session 2 | Session 3 | Session 4 | Session 5 | Session 6 |
|------|------------|------------|------------|------------|------------|------------|
| TuA  | Steyl      | Angola     | Argentinië | Bolivia    | Botswana   | Congo      |
|      | TuA01      | TuA02      | TuA03      | TuA04      | TuA05      | TuA06      |
|      | System     | Optimal    | Aerospace  | Distributed | Model      | Nonlinear  |
|      | Identification A | Control A | and        | Control and | Reduction  | Control A  |
|      |            |            | Automotive | Estimation A|            |            |
|      |            |            | Applications|            |            |            |
|      |            |            | A          |            |            |            |
| 15:10 – 15:35 | Cox | Jiao | Nijnwoua | Ravensbergen | Bansal | Azizi |
| 15:35 – 16:00 | Vasquez | Khalik | Creyf | Valk | Leung | Monshizadeh |
| 16:00 – 16:25 | Evers | Jeltsema | Nguyen | Thunberg | Xia | Adibi |
| 16:25 – 16:50 | Vergauwen | Mercy | Nakano | Cucuzzella | Cheng | Stegink |
| 16:50 – 17:15 | Birpoutsoukis | Van Damme | Rashad | Cajo | Merks | v/d Eijnden |
| 17:15 – 17:40 | Yan | Padilla | Oom | Cotorruelo | Lou | Verdier |

**Break**

**Reception**

**Dinner**

**Board DISC**

**Management Team DISC (room Angola)**
**Wednesday March 28, 2018**

| Time          | Session/Activity                                                                 |
|---------------|----------------------------------------------------------------------------------|
| 9:15 – 10:15  | P3 – Steyl<br>Murat Arcak – *Networks of dissipative Systems: Compositional certification of stability, performance, and safety* |
| 10:15 – 10:40 | Coffee break                                                                     |
| 10:40 – 11:40 | P4 – Steyl<br>Tamas Keviczky – *Distributed stochastic model predictive control for large-scale smart energy systems* |
| 11:40 – 12:00 | Break                                                                            |
| 12:00 – 13:10 | Lunch                                                                            |
| 13:10 – 13:35 | Room WeM<br>Decuyper<br>Hermans, Schinkel, Zhao, Almuzakki, Steinhauser, van den Hurk, Qin |
| 13:35 – 14:00 | Schoukens<br>Van Parys, van Hoek, van der Weijst, Willems, de Baar, Joanne      |
| 14:00 – 14:25 | Khandelwal<br>Singh, Reinders, Chan, Beerens, Borja-Rosas, Mendez-Blanco, Aalto |
| 14:25 – 14:50 | Csurcsia<br>Mohan, Fahdzyana, Fransman, Gillis, Baez, Hanema, Merouane         |
| 14:50 – 15:15 | Steentjes<br>Herreg, Verbruggen, Balaghiyaloo, Shakh, Berger, Veldman, De Becker |
| 15:15 – 15:40 | van Berkel<br>Eising, Frejo, Jahanhsahi, Prakash, Wu, Dresscher, -               |
| 15:40 – 16:00 | Room WeA<br>Decuyper<br>Hermans, Schinkel, Zhao, Almuzakki, Steinhauser, van den Hurk, Qin |
| 16:00 – 16:25 | Shi<br>Legat, Dolatabadi, Senejohny, Moore, Lefeber, Kuipers, Voortman          |
| 16:25 – 16:50 | van Warde<br>De Geeter, Altartouri, Catalano, Grubben, Cucuzzella, Jiang, Acciani |
| 16:50 – 17:15 | Hendrickx<br>Vermeersch, van Duijkeren, Cenedese, Halkamp, Sales Mazzoc-cante, Loonen, Blanken |
| 17:15 – 17:40 | Weerts<br>Gillis, Douven, Geelen, Romo-Hernandez, Labar, Mondaca-Duarte, Beelen |
| 17:40 – 18:05 | Turk<br>De Mauri, Yao, Gong, Blanken, Naderilordejani, Reijnen, Najafi            |
| 18:05 – 18:30 | Ramaswamy<br>Gillis, Cavallo, Engwerda, Hakan Kandemir, Borja-Rosas, Porru, Andrian |
| 18:30 – 20:00 | Dinner                                                                           |
### Thursday March 29, 2018

| Time            | Session                                                                                       | Room       | ThM       | Topic                                                                 | Authors                                                                 |
|-----------------|-----------------------------------------------------------------------------------------------|------------|-----------|----------------------------------------------------------------------|------------------------------------------------------------------------|
| 8:30 – 9:30     | **P5 – Steyl**                                                                               |            | ThM01     | Robot learning through physical interaction and human guidance       | Dongheui Lee                                                           |
| 9:30 – 9:45     | Coffee break                                                                                 |            | ThM02     |                                                                       |                                                                        |
| 9:45 – 10:45    | **P6 – Steyl**                                                                               |            | ThM03     | Robot learning through physical interaction and human guidance       | Dongheui Lee                                                           |
| 10:45 – 11:10   | Room Steyl                                     | Steyl      | ThM04     |                                                                       |                                                                        |
|                 |                                               | Argentinie | ThM05     |                                                                       |                                                                        |
|                 |                                               | Bolivia    | Botswana   |                                                                       |                                                                        |
|                 |                                               | Congo      | Mozambique |                                                                       |                                                                        |
| 11:10 – 11:35   |                                               | Angola     | Kenia      |                                                                       |                                                                        |
| 11:35 – 12:00   |                                               | Argentinië | Argentinië |                                                                       |                                                                        |
| 12:00 – 12:25   |                                               | Bolivian   | Bolivian   |                                                                       |                                                                        |
| 12:25 – 12:50   |                                               | Botswanan  | Botswanan  |                                                                       |                                                                        |
| 12:50 – 13:10   | **E1 – Steyl**                                                                               |            | ThM06     | DISC Certificates & Best Thesis Award Ceremony                       |                                                                        |
| 13:10 – 13:25   | **E2 – Steyl**                                                                               |            | ThM07     | Best Junior Presentation Award Ceremony                              |                                                                        |
| 13:25 – 13:30   | **P7 – Steyl**                                                                               |            | ThM08     | Closure of the 37th Benelux Meeting                                  |                                                                        |
| 13:30 – 14:30   | Lunch                                         |            | ThM09     |                                                                        |                                                                        |
