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We present a novel model to describe conduction band of GaN$_{x}$As$_{1-x}$ (GaNAs). As well known, GaNAs shows exotic behavior such as large band gap bowing. Although there are various models to describe the conduction band of GaNAs, origin of the band gap bowing is still under debate. On the basis of perturbation theory, we show that the behavior of conduction band is mainly arising from intervalley mixing between $\Gamma$ and L or X. By using renormalization technique and group theoretical treatment, we derive a reduced Hamiltonian which describes well the band gap shrinkage of GaNAs.

I. INTRODUCTION

III-V compound semiconductors containing nitrogen have been extensively studied for their properties different from those of conventional semiconductors\textsuperscript{1–7}. In particular, behavior of conduction band edge of GaN$_{x}$As$_{1-x}$ (GaNAs) with small $x$ attracts wide attention\textsuperscript{8–10}. As well known, the band gap of GaNAs decreases with nitrogen concentration. This is contrary to the conventional Begard\textsuperscript{9}’s law, that is, band gap of a mixed compound is well described as a linear interpolation of band gaps of constituent materials. There have been various models to explain such behavior of GaNAs\textsuperscript{11–13}. However, origin of the band gap bowing is still under debate. Band anticrossing model\textsuperscript{14–16} is widely used for phenomenological explanation of experimental results, however, its physical foundation is ambiguous. Band theories, which is a powerful tool to investigate electronic states, also have been applied to GaNAs. The tight-binding model\textsuperscript{17–20} empirical pseudopotentials\textsuperscript{21–22} and the first principle calculation\textsuperscript{23–24} have been carried out to reproduce experimental results. Reliable results were obtained from these calculations, however, physical insight can be missed in handling the large matrix containing all the effects. In addition, when nitrogen concentration is very low, band calculations require much computational resources. As a result, calculations become difficult to carry out.

In this study, in order to investigate the conduction band of GaN$_{x}$As$_{1-x}$ with small $x$, we present a novel model derived from perturbation calculations using wavefunctions of bulk GaAs as bases. Investigation on behavior of conduction band has revealed that intervalley mixing induced by lattice distortion around nitrogen plays an important role for the band gap reduction of GaNAs. Utilizing this result, along with renormalization technique and symmetry considerations, we derive a simple equation to evaluate energy of the conduction band of GaNAs.

II. THEORY

A. Overview of band calculation procedure

First, we briefly review the procedure to calculate electronic states of bulk GaAs within the empirical pseudopotential method\textsuperscript{17} to be used as the basis of the following calculations.

Hamiltonian of bulk GaAs is given by a summation of kinetic energy and atomic potential energy $V(r)$ as

$$\mathcal{H}_0 = -\frac{\hbar^2 \nabla^2}{2m} + V(r),$$

with

$$V(r) = \sum_i \left[ V_{Ga}(r - \tau - \mathbf{R}_i) + V_{As}(r - \mathbf{R}_i) \right],$$

where $V_{Ga}$ ($V_{As}$) is atomic pseudopotential of Ga (As) located in a unit cell specified by a lattice vector of the zinc blende structure $\mathbf{R}_i$, $\tau = (a/4, a/4, a/4)$ with $a$ the lattice constant is a vector which specifies position of Ga within a unit cell. Based on the empirical point of view, we regard that Coulomb interaction between electrons, exchange and correlation interactions, etc. are effectively included in the atomic pseudopotentials. We neglected the spin-orbit interaction. First, we calculate a Hamiltonian matrix

$$\mathcal{H}_{0k\mathbf{G},k\mathbf{G}'} = \langle k + \mathbf{G} | \mathcal{H}_0 | k + \mathbf{G}' \rangle,$$
using plane wave basis functions
\[ \langle r | k + G_i \rangle = \frac{1}{\sqrt{\Omega}} e^{i(k+G_i) \cdot r}, \tag{4} \]

with \( k \) a wavevector, \( G_i \) a reciprocal lattice vector, and \( \Omega \) the system volume, respectively. By diagonalizing the Hamiltonian matrix, we can calculate a band energy
\[ \varepsilon_{n,k}^0 = \langle \psi_{n,k}^0 | H_0 | \psi_{n,k}^0 \rangle \delta_{k,k'}, \tag{5} \]

and a wavefunction
\[ \psi_{n,k}^0(r) = \sum_i c_{n,k+G_i} | k + G_i \rangle. \tag{6} \]

where \( c_{n,k+G_i} \) is an eigenvector with an index \( n \) specifying band. The superscript “0” indicates non-perturbed quantities. In Figure 1 we show dispersion curves of bulk GaAs evaluated using empirical pseudopotential, where zero of the energy axis is set to the conduction band edge.

Using the bulk wavefunctions, we carry out perturbation calculations to evaluate energies of GaNAs. In what follows, we consider only the lowest conduction band plotted by crosses because we are interested in behavior of the conduction band edge labeled by \( \Gamma \) in Fig. 1. From now on, we thus omit the index \( n \) which specifies band.

**B. Perturbation matrix**

Let us consider an \( N \times N \times N \) supercell in which one of As atoms therein is replaced by a nitrogen atom. Although it is possible to apply the present theory for a system containing many nitrogen atoms, in this paper, we treat only the case of a single nitrogen atom. This supercell contains \( 4N^3 \) primitive cells of the zinc blende structure.

Introduction of an N atom gives rise to change in crystalline potential. We take three factors into account: (i) change of the atomic potential from As to N, (ii) displacement of Ga atoms neighboring to the N atom, and (iii) displacement of As atoms at the second neighboring positions to the N atom. Then, the perturbation Hamiltonian is written as

\[ \mathcal{H}'(r) = [V_N(r - R_i) - V_{As}(r - R_i)] \\
\quad + \sum_j [V_{Ga}(r + \tau - R_j - \xi_j) - V_{Ga}(r + \tau - R_j)] \\
\quad + \sum_{j'} [V_{As}(r - R_{j'} - \eta_{j'}) - V_{As}(r - R_{j'})]. \tag{7} \]

In the right hand side of eq. (7), the first term denotes potential change from that of As to N located at the position \( R_i \). The second and the third terms are arising from displacement of atoms neighboring to the nitrogen where \( \xi_j \) and \( \eta_{j'} \) are the displacement of the first neighboring Ga and the second neighboring As, respectively. The indices \( j \) and \( j' \) run through so that \( R_j - \tau + \xi_j \) and \( R_{j'} + \eta_{j'} \) indicate the positions of the first neighboring four Ga atoms and the second neighboring twelve As atoms, respectively. We set \( \xi_j \) so that the Ga atoms approach to the N atom by 0.38 Å. Similarly, \( \eta_{j'} \) was determined so that the second neighboring As atoms approach to the N by 0.1 Å. These values of atom displacements were determined from total energies evaluated by the first principle calculations using CASTEP package.

We calculated matrix elements of the perturbation Hamiltonian between the Bloch states of bulk GaAs taking the three factors (i), (ii), and (iii) mentioned above into account. In Fig. 2 we plot absolute value of the matrix elements

\[ \mathcal{H}_{k', k} = \frac{\Omega}{\Omega_{uc}} \langle \psi_{k'}^0 | \mathcal{H}' | \psi_k^0 \rangle, \tag{8} \]

for \( k' = \Gamma \) as a function of \( k \). \( \Omega_{uc} = a^3/4 \) is the zinc blende unit cell volume. On the left column, \( |\mathcal{H}_{k', k}|\)s are plotted on the \( k_c = 0 \) plane which contains the \( \Gamma \) and X-points. On the right column, \( |\mathcal{H}_{k', k}|\)s on the \( k_c = \pi/a \) plane (the L-point is included) are shown. Note that different scales are used for figures in the left and right columns and that the values are in unit of eV. From top to bottom, total value, contribution from the factor (i), and contribution from the factor (ii) are plotted, respectively. We do not show contribution from the factor (iii) the position shift of second neighboring As, since this is much smaller than others. We note that the matrix elements are ba-
physically negative values, although we plot absolute values since they are complex quantities. We see that $|\mathcal{H}_{\Gamma,k}|$ takes a large value when $k$ is X and L. We also see that the effect of displacement of neighboring Ga atoms is larger than that of the N potential.

Fig. 3 shows the quantity, $|\mathcal{H}_{\Gamma,k}|^2/|\epsilon_k^0 - \epsilon_k^0|$ plotted as a function of $k$. Similar to Fig. 2 total value, contribution from nitrogen potential, and displacement of Ga atoms are plotted from top to bottom. It is seen that $|\mathcal{H}_{\Gamma,k}|^2/|\epsilon_k^0 - \epsilon_k^0|$ is largest when $k$ is the L-state, although the matrix element for the X-state is larger than that for the L-state. This is because energy difference between the L and $\Gamma$, $|\epsilon_k^0 - \epsilon_k^0|$, is smaller than $|\epsilon_k^0 - \epsilon_k^0|$. We also see that the N potential gives rise to mixing between the $\Gamma$-state and states in vicinity of $\Gamma$, whereas displacement of Ga atoms gives rise to the intervalley mixing. These results indicate that mixing between the $\Gamma$ and L-states and/or between the $\Gamma$ and X-states is relevant to the band gap reduction.

C. Character of wavefunctions and matrix elements

We can discern the $k$-dependence of the perturbation matrix elements from wavefunctions of bulk GaAs. In the upper panel of Fig. 4 the solid and dashed curves show $\psi_{\Gamma,X}^0(r)$ and $\psi_{\Gamma,X}^0(r)$ plotted along the $\langle 111 \rangle$ direction. The As (or N) atom locates at the position 0.0, and a Ga atom without displacement locates at $+0.25$ as indicated by arrows. It is seen that the $\Gamma$-state wavefunction consists of anti-bonding coupling between an $s$-like orbital of As and an $s$-like orbital of Ga. We also observe that the wavefunction around Ga is largely extended. The X-state consists of anti-bonding coupling between $s$-like orbital of As and $p$-like orbital of Ga which has a node at the Ga position. The L-state has character similar to the X-state though it is not shown in the figure.

In the lower panel, we plot perturbation potential along the $\langle 111 \rangle$ direction. We observe that the N atom gives rise to negative potential with $s$-like symmetry. On the other hand, perturbation potential around the Ga position is anti-symmetric around the Ga, that is, $p$-like symmetry.

These curves of crystalline potential and wavefunctions enable us to make qualitative interpretation on the matrix elements shown in the previous section. First, we consider the diagonal element $\mathcal{H}^0_{\Gamma,\Gamma}$. This quantity is arising mainly from N potential because $\psi_{\Gamma}^0$ has a large amplitude at the N position. On the other hand, shift of Ga contribute little to $\mathcal{H}^0_{\Gamma,\Gamma}$. This is because $\psi_{\Gamma}^0$ has $s$-like character around Ga. As we have noted, potential change due to Ga displacement is of $p$-character. Integration $|\psi_{\Gamma}^0|^2 \times dV$ around the Ga atom will make the matrix element small. The coupling between $\Gamma$ and L is also determined in the similar mechanism.
For the coupling between the Γ- and X-states $\mathcal{H}^\Gamma_{\Gamma, X}$, shift of Ga atoms has an important role. From Fig. 4 we see that $\psi_0^\Gamma$ has $s$-like symmetry around the Ga atom, whereas both $\psi_0^\Gamma$ and $\mathcal{H}^\Gamma$ have $p$-like symmetry. Therefore, we anticipate that multiplication of these three quantities becomes even function around Ga, which enlarges the matrix element $\mathcal{H}^\Gamma_{\Gamma, X}$.

We noted that contribution from shift of the second neighboring As atoms is small. This is also understood from symmetry. Although displacement of As atoms is about $1/3$ of that of Ga atoms, contribution might be large because of larger number (12) of neighboring As atoms. As we have noted, atom’s position change gives rise to perturbation potential with $p$-like symmetry. As seen from Fig. 4 both of the Γ-state and X-state have $s$-like charge distribution around As atoms. From a simple consideration on symmetry, we see that $\langle \psi_0^\Gamma | \mathcal{H}^\Gamma | \psi_0^\Gamma \rangle$ with $\mathcal{k}$ and $\mathcal{k}' \Gamma$ or X has a small value.

These results indicate that mixing between Γ and X or between Γ and L induced by lattice distortion around N gives rise to band gap reduction of GaNAs.
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FIG. 5. Reciprocal lattice vectors used in perturbation calculations for (a) 4 × 4 × 4 and (b) 8 × 8 × 8 supercells. Note that equivalent points are excluded in the following calculations though they are plotted in the figures.

### D. Band gap shrinkage

The matrix elements of the perturbation Hamiltonian for a single N atom in an $N \times N \times N$ supercell are written as

$$\mathcal{H}^{(N)}_{k, k'} = \frac{1}{4N^3} \langle \psi_0^0 | \mathcal{H}^0 | \psi_0^0 \rangle,$$

where $1/4N^3$ is a factor to be normalized over the supercell. The states $\mathbf{k}$ and $\mathbf{k}'$ at which $\mathcal{H}^{(N)}_{k, k'}$ is evaluated are obtained as follows: Since the perturbation potential has translational symmetry with a period $Na$ in all the $x$, $y$, and $z$ directions, $\langle \psi_0^0 | \mathcal{H}^0 | \psi_0^0 \rangle$ must be unchanged when $\mathcal{H}^0(r)$ is replaced by $\mathcal{H}^0(r + \mathbf{R})$ with a lattice vector of the supercell $\mathbf{R}$. From this, the wavevectors $\mathbf{k}$ and $\mathbf{k}'$ in eq. (9) must satisfy a relation

$$\mathbf{k} - \mathbf{k}' = \frac{2\pi}{Na}(n_x, n_y, n_z),$$

with $n_x$, $n_y$, and $n_z$ integers. In Figs. 5 (a) and (b), the dots indicate possible $\mathbf{k} - \mathbf{k}'$ plotted on the first Brillouin zone of the zinc blende structure for $N = 4$ and $N = 8$, respectively. Note that some points on the border are equivalent. For example, $2\pi/Na(1, 0, 0)$ and $2\pi/Na(-1, 0, 0)$ are identical and thus one of them must be excluded, though both are plotted in the figure. Excluding such equivalent points, we have $4N^3$ $\mathbf{k}$-points in the first Brillouin zone to be mixed due to the perturbation potential; there are 256 points for $N = 4$ and 2048 points for $N = 8$ necessary for calculations. We also note that these $\mathbf{k}$-points are the points that are folded onto the Γ-point in the Brillouin zone of the $N \times N \times N$ supercell. We can calculate conduction band energy from $\mathcal{H}^{(N)}_{\mathbf{k}, \mathbf{k}'}$ given by eq. (9) with bulk GaAs states shown in Fig. 5.

We may evaluate energy of the conduction band edge $\epsilon_\Gamma$ using the matrix elements by perturbation expansion. Up to the second order term, the energy change is given by

$$\epsilon_\Gamma = \frac{1}{4N^3} \langle \psi_0^0 | \mathcal{H}^0 | \psi_0^0 \rangle + \frac{1}{(4N^3)^2} \sum_k \frac{|\langle \psi_0^0 | \mathcal{H}^0 | \psi_0^0 \rangle|^2}{\epsilon_k^0 - \epsilon_k^N},$$

where $\epsilon_k = 1/4N^3$ is nitrogen concentration. As we show in Fig. 6 by dashed curve, the second order perturbation is insufficient to explain experimental results, indicating that higher order perturbation energies are necessary since the potential change due to nitrogen is far from moderate.

Then, in order to evaluate energy of conduction band edge, we diagonalized a matrix

$$\mathcal{H}^{(N)}_{\mathbf{k}, \mathbf{k}'} \equiv \langle \psi_0^0 | \mathcal{H}_0 | \psi_0^0 \rangle + \mathcal{H}^{(N)}_{\mathbf{k}, \mathbf{k}'}.$$

Results are shown in Fig. 6 by filled circles. For comparison, we plot theoretical data from Ref. [6] by crosses. We also plot a result of supercell calculation with cutoff energy 3.0
Ryd. We see that the present perturbation calculations yield reasonable results.

III. REDUCED HAMILTONIAN

As we have shown in the previous section, proper energies were evaluated by diagonalizing a Hamiltonian matrix of $4N^3 \times 4N^3$ size. Mixing between the $\Gamma$-state and other $k$-states due to nitrogen doping gives rise to the reduction of the conduction band edge. Among the states, the mixing between $\Gamma$ and $L$ is the largest. This fact leads us to an idea that we may have an effective Hamiltonian with only the $\Gamma$ and $L$ as bases. For this purpose, we applied L"odin’s theory described in detail in appendix A. In the present case where bases are the $\Gamma$ and four $L$-states, we can reduce the size of the perturbation Hamiltonian down to $5 \times 5$ as shown in eqs. (A8) and (A9).

Further reduction of Hamiltonian is possible by applying group theoretical consideration. Since the four $L$-states are degenerated, any linear combinations among them satisfy the Schrödinger equation. This fact allows us to make a suitable combination that mixes (or does not mix) with the $\Gamma$-state. Coefficients for such a linear combination among the $L$-states are obtained considering symmetry of the $L$-state. Following standard procedure to obtain normal modes of an irreducible representation of the point group $T_d$, we symmetrize the linear combinations among the four $L$-states, $L_i \sim L_4$, $L_2$ and $L_3$. In this way, we have a singlet state

$$\psi_L = \frac{1}{2} \psi_{L_1} + \frac{1}{2} \psi_{L_2} + \frac{1}{2} \psi_{L_3} + \frac{1}{2} \psi_{L_4}, \quad (13)$$

and triplet states

$$\psi_{L'} = \frac{1}{\sqrt{2}} \psi_{L_1} - \frac{1}{\sqrt{2}} \psi_{L_2},$$

$$\psi_{L''} = \frac{1}{\sqrt{2}} \psi_{L_1} + \frac{1}{\sqrt{2}} \psi_{L_2},$$

$$\psi_{L'''} = \frac{1}{2} \psi_{L_1} - \frac{1}{2} \psi_{L_2} - \frac{1}{2} \psi_{L_3} + \frac{1}{2} \psi_{L_4}.$$

However, we have to note that these coefficients depend on situations such as nitrogen position, choice of origin, and trivial phase of wavefunctions etc. It is necessary to consider situations carefully in evaluating the coefficients.

Since the singlet state given by eq. (13) connects with the $\Gamma$-state and the triplet states do not, we can transform the $5 \times 5$ reduced matrix into a form

$$U^\dagger \tilde{H}^{(N)}_{k,k'} U = \begin{pmatrix} \tilde{\varepsilon}^0_\Gamma & \tilde{V}_{\Gamma L} \\ \tilde{V}^*_{\Gamma L} & \tilde{\varepsilon}^0_L - 3|\tilde{V}_{\Gamma L}| \end{pmatrix} \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

with a matrix $U$ in the form

$$U = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \\ 0 \end{pmatrix} \begin{pmatrix} \tilde{\varepsilon}^0_\Gamma \\ \tilde{V}_{\Gamma L} \\ \tilde{V}^*_{\Gamma L} \\ \tilde{\varepsilon}^0_L - 3|\tilde{V}_{\Gamma L}| \end{pmatrix} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}$$

$$\begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}$$

$$= \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \tilde{H}_{k,k'}^{(N)} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}$$

$$= \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \tilde{H}_{k,k'}^{(N)} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}$$

where $4 \times 4$ submatrix $U_L$ is consisting of the coefficients of the linear combinations mentioned above. From this reduced matrix, we have energies of the $\Gamma$- and $L$-states as

$$\varepsilon_\Gamma = \left( \tilde{\varepsilon}^0_\Gamma + \tilde{\varepsilon}^0_L - 3|\tilde{V}_{\Gamma L}| \right) - \frac{\sqrt{\left( \tilde{\varepsilon}^0_\Gamma - \tilde{\varepsilon}^0_L + 3|\tilde{V}_{\Gamma L}| \right)^2 + |\tilde{V}_{\Gamma L}|^2}}{2}, \quad (16a)$$

$$\varepsilon_L = \left( \tilde{\varepsilon}^0_\Gamma + \tilde{\varepsilon}^0_L - 3|\tilde{V}_{\Gamma L}| \right) + \frac{\sqrt{\left( \tilde{\varepsilon}^0_\Gamma - \tilde{\varepsilon}^0_L + 3|\tilde{V}_{\Gamma L}| \right)^2 + |\tilde{V}_{\Gamma L}|^2}}{2}, \quad (16b)$$

$$\varepsilon^+_L = \tilde{\varepsilon}^0_L + |\tilde{V}_{\Gamma L}|. \quad (16c)$$

As seen in eqs. (A8) and (A9), the elements of the reduced matrix $\tilde{\varepsilon}^0_L$ etc. depend on $E$. We evaluated the elements as follows: In evaluating band edge energy $\varepsilon_\Gamma$, we set $E = \varepsilon^0_\Gamma$ and in evaluating L-point energy $\varepsilon^+_L$, we set $E = \varepsilon^0_L$.

In Fig. 7 we show energies calculated by the reduced Hamiltonian. $\varepsilon_\Gamma$ and $\varepsilon^+_L$ are plotted by squares and triangles, respectively. For comparison, we also plot the energies evaluated by diagonalization which were already shown in Fig. 6. For the $\Gamma$-state, the two methods give rise to almost the same results. This good agreement is indicate validity of renormalization procedure.

As for the $L$-state energy, behavior of $\varepsilon^+_L$ is similar to that of $E_0 + \Delta_0$ transition. $\varepsilon^+_L$ seems corresponding to the $E_+$ transition. See, for example, Fig. 4 of Ref. [6]. However, further verification is necessary to apply the present theory to high energy states of GaNAs. In the present paper, we derived $\Gamma L$-reduced Hamiltonian, paying attention mainly to band gap reduction. However, many levels are observed in high energies in GaNAs, and thus only $\Gamma$ and $L$ might be insufficient for description of high energy states. It is possible to construct $\Gamma X$- or $\Gamma XL$-reduced Hamiltonian in the same way. To investigate higher states, inclusion of the $X$-state would be necessary.

Band calculations using supercell can treat high energy states. For example, in Ref. [21] where the first principle calculations were carried out, the $E_+$ transition is assigned to transition to the $L$-state. In such calculations, however, we have a difficulty in picking up the state under attention, because of a number of states accumulated in energy due to multiply folded bands. In addition, as we have noted, some $L(X)$-states mix with the $\Gamma$-state and some do not, resulting in different dependence on $N$ concentration. It is not straightforward to investigate high energy states by the supercell calculations. On the other hand, in the present theory, we can easily obtain high energy states.
In Fig. 7, we show elements of the reduced Hamiltonian. $\tilde{\varepsilon}^0$ and $\tilde{\varepsilon}_L^0 - 3|V_{LL}|$ are plotted in the upper panel and $V_{LL}$ is plotted in the lower panel as functions of nitrogen concentration. The squares show the values for $E = \varepsilon^0_k$ used to evaluate $\Gamma$-state energy, whereas triangles show the value with for $E = \varepsilon^0_L$ for $L$-state calculation. Present scheme where $\Gamma$- and $L$-states are retained as bases of the reduced Hamiltonian is inapplicable when $N$ the supercell dimension is an odd number, because the $L$-point is not included in the set of $k$-points necessary for perturbation calculation. Thus, calculations were carried out only for $N = 4, 6$ and $8$ as shown by the squares and triangles in Fig. 7. Fortunately, as shown in Fig. 8, dependence of the matrix elements on nitrogen concentration is nearly linear, we can interpolate the matrix elements for calculating wide range of nitrogen concentrations.

### IV. CONCLUSIONS

We presented a model to describe the conduction band of dilute nitride compound GaNAs. Using wavefunctions of conduction band of bulk GaAs as bases, we carried out perturbation calculations. Calculated perturbation matrix elements show that $\Gamma$-$L$ mixing and/or $\Gamma$-$X$ mixing are important for the band gap reduction. Though conventional second order formula yields a poor result, diagonalization of the full Hamiltonian matrix reveals that the present method brings about reasonable results. By remaining $\Gamma$- and $L$-states, we renormalized other states to derive effective $2 \times 2$ reduced Hamiltonian, which also describes well band gap reduction due to nitrogen.

### Appendix A: Renomalization procedure to reduce Hamiltonian

We show the procedure to reduce size of the Hamiltonian by renormalizing states whose interaction with the $\Gamma$-state is weak. First, we divide basis functions into two groups: (A) states to be bases of the reduced Hamiltonian, and (B) the others. The states of the group (A) are those that interact with $\Gamma$ strongly. By rearranging order of the bases, we rewrite the matrix $H_{k,k'}^{(N)}$ in the form

$$H_{k,k'}^{(N)} = \begin{bmatrix} H_A & H_{AB} \\ H_{BA} & H_B \end{bmatrix},$$

(A1)

where $H_A$ is a matrix consisting of the states belonging to the group (A), and so on. We omitted the indices $k$, $k'$ and $(N)$ in the right hand side for simplicity.

The secular equation is then written as

$$\begin{bmatrix} H_A - E\mathbf{1} & H_{AB} \\ H_{BA} & H_B - E\mathbf{1} \end{bmatrix} \begin{bmatrix} c_A \\ c_B \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix},$$

(A2)

where $\mathbf{1}$ is a unit matrix, $0$ a zero vector, and $c_A$ and $c_B$ are column vectors with corresponding size. Owing to the choice of states for the groups (A) and (B), we expect that elements of the matrices $H_A$, $H_{AB}$ and $H_{BA}$ are small, so that we can treat these quantities within lower order terms of expansion series.

Multiplying block by block, eq. (A2) is written as

$$(H_A - E\mathbf{1}) c_A + H_{AB} c_B = 0,$$

(A3)
and
\[\mathcal{H}_{BA} c_A + (\mathcal{H}^D_B - E1) c_B + \mathcal{H}^O_B c_B = 0,\]  
(A4)
where \(\mathcal{H}^D_B\) and \(\mathcal{H}^O_B\) denote diagonal and off-diagonal parts of \(\mathcal{H}_B\), respectively. We rewrite eq. (A3) in the form
\[c_B = (E1 - \mathcal{H}^O_B)^{-1} \mathcal{H}_{BA} c_A + (E1 - \mathcal{H}^D_B)^{-1} \mathcal{H}^O_B c_B.\]  
(A5)
This expression enables us to calculate \(c_B\) recursively. The lowest order expression for \(c_B\) is readily obtained by setting \(c_B = 0\) in the right hand side. Setting \(c_B = 0\) after replacing \(c_B\) in the right hand by the right hand side itself, we have the second expression to \(c_B\) as
\[c_B = (E1 - \mathcal{H}^D_B)^{-1} \mathcal{H}_{BA} c_A + (E1 - \mathcal{H}^D_B)^{-1} \mathcal{H}^O_B (E1 - \mathcal{H}^D_B)^{-1} \mathcal{H}_{BA} c_A.\]  
(A6)
In this way, we can express \(c_B\) in a series until suitable accuracy is obtained. Once we have \(c_B\), by inserting the expression of \(c_B\) into eq. \(\text{(A3)}\), we have a secular equation
\[\begin{bmatrix}
\mathcal{H}_A + \mathcal{H}_{AB}(E1 - \mathcal{H}^D_B)^{-1} \mathcal{H}_{BA} \\
+ \mathcal{H}_{AB}(E1 - \mathcal{H}^D_B)^{-1} \mathcal{H}^O_B (E1 - \mathcal{H}^D_B)^{-1} \mathcal{H}_{BA} \cdots - E1
\end{bmatrix} c_A = 0.\]  
(A7)
Dimension of the matrices in this equation is that of the group (A). We thus have the reduced Hamiltonian
\[\mathcal{H}^{(N)}_{k,k'} = \mathcal{H}_A + \mathcal{H}_{AB} \begin{bmatrix}
g(E) + g(E) \mathcal{H}^O_B g(E) \\
+ g(E) \mathcal{H}^O_B g(E) \mathcal{H}^O_B g(E) \cdots \mathcal{H}_{BA}
\end{bmatrix},\]  
(A8)
with
\[g(E) = (E1 - \mathcal{H}^D_B)^{-1},\]  
(A9)
in which effects from states of group (B) are effectively contained.
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