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Abstract

We numerically study the stability of collisionless equilibria in the context of general relativity. More precisely, we consider the spherically symmetric, asymptotically flat Einstein–Vlasov system in Schwarzschild and maximal areal coordinates. Our results provide strong evidence against the well-known binding energy hypothesis, which states that the first local maximum of the binding energy along a sequence of isotropic steady states signals the onset of instability. We do, however, confirm the conjecture that steady states are stable at least up to the first local maximum of the binding energy. For the first time, we observe multiple stability changes for certain models. The equations of state used are piecewise linear functions of the particle energy and provide a rich variety of different equilibria.

Unified Astronomy Thesaurus concepts: General relativity (641); Gravitational collapse (662); Gravitational instability (668); Galaxy dynamics (591)

1. Introduction

1.1. The Einstein–Vlasov System

In mathematical physics, the Einstein–Vlasov system is used to model galaxies or globular clusters in a relativistic setting. It describes how a large number of mass points behave that interact only through the Einstein equations

\[ G_{\alpha\beta} = 8\pi T_{\alpha\beta}. \]  

(1.1)

Here \( G_{\alpha\beta} \) is the Einstein tensor induced by a Lorentzian metric \( g_{\alpha\beta} \) with signature \((-+++), \) and \( T_{\alpha\beta} \) is the energy-momentum tensor. Greek indices always run from 0 to 3. Throughout this work, we set the speed of light and the gravitational constant to unity.

By assuming that all particles have the same rest mass equal to 1 and move forward in time, their number density \( f \) can be written as a function \( f = f(t, x^i, p^j) \), where Latin indices range from 1 to 3; we assume that \( p^i \) can be expressed in terms of the other variables. The local coordinates in spacetime are denoted as \((t, x^i)\), and \( p^\alpha \) are the corresponding canonical momentum variables. The evolution of the matter is then determined by the collisionless Boltzmann or Vlasov equation,

\[ \partial_t f + p_i \partial_i f - \frac{1}{p^0} \Gamma^i_{ij} p^j \partial_i f = 0, \]  

(1.2)

where \( \Gamma^i_{ij} \) are the Christoffel symbols induced by the metric. Note that the Einstein summation convention is applied. Einstein’s equations are coupled to the Vlasov equation via the energy-momentum tensor

\[ T_{\alpha\beta} = \int_{\mathbb{R}^3} p_\alpha p_\beta f |g| \frac{1}{2} dp^i dp^j dp^3, \]  

(1.3)

where \(|g|\) is the modulus of the determinant of the metric. Equations (1.1), (1.2), and (1.3) constitute the Einstein–Vlasov system in its general form. In order to fix the boundary conditions corresponding to an isolated system, we prescribe the spacetime to be asymptotically flat. In this form, the system is very complex from both an analytical and a numerical viewpoint. We thus restrict the system to spherical symmetry, which will be discussed in Section 2. For a more elaborate discussion of the Einstein–Vlasov system, we refer to Rein (1995) and Andréasson (2011).

The Einstein–Vlasov system possesses a plethora of steady-state solutions. For a stationary metric, the Killing vector \( \partial/\partial t \) gives rise to the quantity \( E = -g(\partial/\partial t, p^\alpha) \), which represents the particle energy and is constant along geodesics. Hence, the ansatz

\[ f(x^\alpha, p^\beta) = \varphi(E) \]  

(1.4)

satisfies the stationary Vlasov equation and reduces the system to the field equations. The ansatz function \( \varphi \) can be used to generate stationary solutions, which will be recalled in Section 2.2.

A physically motivated quantity of such a steady state is its (fractional) binding energy

\[ E_b = \frac{N - M}{N}, \]  

(1.5)

where \( M \) is the ADM mass and \( N \) is the number of particles. For the definitions of \( M \) and \( N \), see Section 2.1. Much of the literature concerning the stability of the Einstein–Vlasov system conjectures that stability behavior can be deduced from binding energy considerations leading to so-called binding energy hypotheses (Zel’dovich & Podurets 1966; Ipser & Thorne 1968; Ipser 1969b; Fackerell 1970; Zel’dovich & Novikov 1971; Ipser 1980; Shapiro & Teukolsky 1985b; Rasio et al. 1989b; Abrahams et al. 1994; Andréasson & Rein 2006; Günther et al. 2021).

Throughout the years, two binding energy hypotheses have often been intertwined and used equivalently. We distinguish between a weak and strong version in the following way. Let \( (f, z)_{z=0} \) be a family of asymptotically flat steady states to the Einstein–Vlasov system with finite mass and compact support parameterized by an appropriate redshift factor \( z \).

The weak binding energy hypothesis holds if the steady states are stable at least up to the first local maximum of the binding energy curve parameterized by the redshift.
The strong binding energy hypothesis holds if the steady states are stable precisely up to the first local maximum of the binding energy curve parameterized by the redshift and become unstable beyond this maximum.

Furthermore, a related conjecture asserts that changes in stability behavior can only occur at the extrema of the binding energy curve. Here stable and unstable always refer to stability for small, radial perturbations in the spherically symmetric case.

The paper proceeds as follows. We first recall the historical development, results, and conjectures concerning the stability of steady states in the next section and present the ansatz functions used in the literature. We then review the polytropic case $k = 1$ in more detail in Section 1.3. In Section 2, we introduce the Einstein–Vlasov system in the two coordinate systems—Schwarzschild and maximal areal coordinates—and recall the theory of steady states. The numerical method is sketched in Section 3. The equations of state that we use to obtain our results are defined in Section 4, along with interesting properties. As for the results of our work, we first provide strong evidence against the strong binding energy hypothesis in Section 5.1; second, we observe the new effect of multiple stability changes along a one-parameter sequence of steady states in Section 5.2. We conclude this work with observations we deem relevant for the peculiar stability behavior found for our equations of state, and we state open questions for future work.

1.2. Historical Context of the Binding Energy Hypotheses

Historically, the first mention of binding energy as an indicator of the onset of instability goes back to Zel’dovich et al. In Zel’dovich & Podurets (1966) and Zel’dovich & Novikov (1971), they simply assumed that steady states beyond the first maximum of the binding energy are unstable. The authors claimed that each successive extremum is associated with a new form of instability. Their argument mainly relied on considerations of the fluid case, which are then adapted to the Vlasov matter case.

The first work toward analytical results was initiated by Ipser and Thorne. In Ipser & Thorne (1968), they derived a linearization of the Einstein–Vlasov system in Schwarzschild coordinates for general isotropic equations of state in the hope of obtaining results for linear stability. From a conserved quantity of the linearized system, a variational principle for the smallest eigenvalue is derived under the assumption that such eigenvalues exist. Furthermore, a criterion for the existence of a zero-frequency mode is given. They described the strong binding energy hypothesis for isothermal clusters put forward by Zel’dovich as “highly unlikely.” In subsequent work (Ipser 1969a), it is derived that collisionless star clusters are stable if the corresponding fluid star model is stable.

The first numerical results concerning stability were obtained in Ipser (1969b). One model considered is the so-called Maxwell–Boltzmann distribution, which is defined by

$$
\varphi(E) = \begin{cases} 
K \exp\left(\frac{-E}{T}\right), & E \leq E_0, \\
0, & E > E_0,
\end{cases}
$$

(1.6)

with temperature $T$ measured by an observer at spatial infinity and a constant $K > 0$. In Zel’dovich & Podurets (1966) and Ipser (1969b), it was argued that such a distribution is the eventual fate of a system including collisions. The relationship between the cutoff energy $E_0$ and the temperature $T$ is given by

$$
E_0 = 1 - \epsilon T,
$$

(1.7)

where $\epsilon$ is constant. Motivated by the fluid models, another set of distribution functions is constructed that fulfill a power-law relationship in the density $\rho$ and pressure $p$. Some of these power-law models generate what is called an extreme core–halo configuration, which makes them harder to handle numerically. Fackerell considered such a case in his related work (Fackerell 1970) and found inconclusive results on where instability sets in.

In Ipser (1969b), a variety of test functions were used in the variational principle mentioned above in order to locate the point of change of stability. In the Maxwell–Boltzmann as well as the power-law case, the author found that the steady states possess an exponentially growing mode for central redshifts $z_c \gtrsim 0.5$ and are stable for $z_c \lesssim 0.5$. It is noted that the first binding energy maximum always appears in the same vicinity as $z_c \approx 0.5$ and that—for certain models—it should be possible to probe stability by looking at the behavior of the binding energy curve.

It was shown in Ipser (1980) that isotropic clusters are linearly stable, at least up to the first maximum of the binding energy curve. However, this proof lacks mathematical rigor, since it assumes a turning point principle for the sign changes of the eigenvalues. Nevertheless, all of the evidence considered to day supports his claim. In Ipser’s work, it is also conjectured that stability changes must occur at the extrema of the binding energy curve. This would lead to the expectation that general relativity can induce instabilities in nearly Newtonian steady states if local maxima appear arbitrarily close to $z_c = 0$.

In Shapiro & Teukolsky (1985a, 1985b), a numerical method and results regarding the binding energy hypotheses in maximal isotropic coordinates are presented. It is the first numerical simulation of the dynamics of the Einstein–Vlasov system concerning stability. The models for which stability is examined are the Maxwell–Boltzmann distribution (Equation (1.6)), monoenergetic distributions defined by

$$
\varphi(E) = K \delta\left(1 - \frac{E}{E_0}\right),
$$

and explicit power-law distributions

$$
\varphi(E) = \begin{cases} 
K \left(\frac{E}{E_0}\right)^{-2\delta} \left(1 - \left(\frac{E}{E_0}\right)^{2\delta}\right), & E \leq E_0, \\
0, & E > E_0,
\end{cases}
$$

(1.8)

where $\delta$ is constant. Across all of these models, steady states become unstable precisely at the maximum of the binding energy. They found that the latter does not coincide with $z_c \approx 0.5$ for $\delta = \frac{3}{2}$ and $\delta = \frac{5}{2}$ and, hence, discard that $z_c \approx 0.5$ is a signal for the onset of instability.

Instead of using particle methods, a phase-space method is employed in Rasio et al. (1989b) to approximate solutions of the Einstein–Vlasov system. For clusters of the form of Equation (1.8), the strong binding energy hypothesis is again confirmed. The first studies into the axisymmetric Einstein–Vlasov system were conducted in Shapiro & Teukolsky (1993)
and Abrahms et al. (1994), where distribution functions similar to those above with an additional rotational component are used. The results indicate that a binding energy hypothesis might also hold in axisymmetry.

If steady states are at least stable up to the first maximum of the binding energy, it is a natural question whether one can construct a steady-state family that has a monotonically increasing binding energy. In Rasio et al. (1989a), a family of steady states with reasonable physical properties for which the binding energy is monotonically increasing in \( z_c \) is constructed. In particular, the resulting steady states have finite mass and radius. They found that all investigated steady states are at least stable up to \( z_c = 3.75 \), which pushes the predictability of the numerical method to its limits. They concluded that this family of steady states might be stable for all values of \( z_c \). The results therefore support the binding energy hypotheses.

By considering Equation (1.6) as a two-dimensional family of steady states parameterized by \( z_c \) and \( \epsilon \) from Equation (1.7), a family of steady states that have monotonically increasing binding energy in \( z_c \) was found in Bisnovatyi-Kogan et al. (1998). However, stability is only deduced by assuming the validity of the weak binding energy hypothesis.

The first investigation of anisotropic steady states was conducted in Andréasson & Rein (2006) using maximal areal coordinates. They considered polytropes of the form

\[
\varphi(E, L) = \begin{cases} 
\left( 1 - \frac{E}{E_0} \right)^k (L - L_0)^l, & E < E_0 \text{ and } L > L_0, \\
0, & \text{else}, 
\end{cases}
\]

for \( k \in \{0, 1\} \), \( l \in \{0, \frac{1}{2}, \frac{3}{2} \} \), and \( L_0 = \frac{1}{10} \), which led to shell solutions with a vacuum region at the center. For collapse-promoting perturbations, the steady states collapse to a black hole exactly beyond the first binding energy maximum, which thus supports the strong binding energy hypothesis.

In a previous paper (Günther et al. 2021) by the authors and colleagues, the results from Andréasson & Rein (2006) are confirmed and extended in multiple coordinate systems for different values of \( k, l \), and \( L_0 \). In addition, isotropic polytropes, i.e.,

\[
\varphi(E) = \begin{cases} 
\left( 1 - \frac{E}{E_0} \right)^k, & E < E_0, \\
0, & E \geq E_0,
\end{cases}
\]

and the so-called King model,

\[
\varphi(E) = \begin{cases} 
\exp \left( 1 - \frac{E}{E_0} \right) - 1, & E < E_0, \\
0, & E \geq E_0,
\end{cases}
\]

are considered. Alongside finding evidence for the strong binding energy hypothesis again, the existence of heteroclinic orbits to new seemingly stable steady states is observed when dispersion-promoting perturbations are employed beyond the binding energy maximum.

Recently, the mathematical study of stability for the linearized Einstein–Vlasov system was initiated in Hadžić & Rein (2013, 2015). The authors proved that steady states that are not too relativistic are linearly stable. More precisely, the positive coercivity of the second variation of the energy-Casimir functional is shown for small values of the central-to-surface redshift. Following that work, in Hadžić et al. (2021), the strongly relativistic case is considered. It is proven that an exponentially growing mode for the linearized system exists when the central-to-surface redshift is large enough. Furthermore, an exponential trichotomy into a stable, unstable, and center space is shown. Note that this may not contradict the fact that steady states can be stable for arbitrarily large redshifts as reviewed above, because in Hadžić et al. (2021), a fixed distribution function is prescribed, while in Rasio et al. (1989a) and Bisnovatyi-Kogan et al. (1998), the distribution function depends on multiple parameters.

Overall, we conclude that all of the numerical and—admittedly limited—analytical evidence prior to this work points toward the validity of the strong binding energy hypothesis.

1.3. Review of the Polytropic Case \( k = 1 \)

As preparation for the investigation of more complex models in the upcoming sections, we briefly review the stability results from Günther et al. (2021) in the isotropic polytropic case \( k = 1 \), i.e., a microscopic equation of state of the form of Equation (1.10) with \( k = 1 \).

To investigate the stability properties of stationary solutions, we perturb them as weakly as possible and evolve the perturbed state. The specific perturbation scheme is described in Section 5.

The time evolution of several such perturbed states with different redshifts is depicted in Figure 1 in the case of maximal areal coordinates. The plotted quantity \( \alpha(t, 0) \) is the value of the lapse function at the origin; see Section 2.1 for a precise definition. It is a natural quantity to study, since it is the relativistic counterpart of the gravitational potential at the spatial origin. Similar behaviors can be observed for other quantities, as well as in other coordinates. For the definition of the central redshift \( z_c \) used to parameterize the different steady states, we refer to Section 2.2.

For small values of \( z_c \)—corresponding to less relativistic settings—we observe a stable oscillation of the solution around the original equilibrium. For the spherically symmetric Vlasov–Poisson system, which is the nonrelativistic limit of the Einstein–Vlasov system (Rein & Rendall 1992b), similar oscillations have been observed numerically (Ramming & Rein 2018) and have recently been proven to exist on the linear level for certain equilibria in (Hadžić et al. 2021). Increasing \( z_c \), we observe the onset of instability at the first maximum of the binding energy; see Figure 1. Thus, the strong binding energy hypothesis seems to hold true here. For the chosen type of perturbation, the instability manifests as collapse of the matter. From Figure 1, it is also evident that the time after which a trapped surface forms is decreasing in \( z_c \) within the unstable regime, i.e., slight perturbations of more relativistic models lead to a faster collapse; for a precise description, see Section 5.

2. The System in Spherical Symmetry

In order to cope with the complexity of the system, we consider the Einstein–Vlasov system only in the spherically symmetric, asymptotically flat case. Here spherical symmetry
means \( f(t, x, v) = f(t, Ax, Av) \) for \( A \in SO(3) \). Since general relativity allows for freedom in the choice of the coordinate system, we choose to analyze the system in Schwarzschild and maximal areal coordinates.

### 2.1. The Coordinate Systems

We shortly review the two coordinate systems. In the Schwarzschild case (Rein & Rendall 1992a; Rein 1995), the line element takes the form

\[
ds^2 = -e^{2\mu(t,r)}dt^2 + e^{2\lambda(t,r)}dr^2 + r^2(d\theta^2 + \sin^2 \theta d\psi^2),
\]

where the metric coefficients \( \mu = \mu(t, r), \lambda = \lambda(t, r) \) depend only on the time \( t \in \mathbb{R} \) and radius \( r \geq 0 \). In these coordinates, the time \( t \) can be thought of as the proper time of an observer located at spatial infinity. For numerical and analytical reasons, it is convenient to introduce Cartesian coordinates,

\[ x = (x^1, x^2, x^3) = r(\sin \theta \cos \psi, \sin \theta \sin \psi, \cos \theta) \in \mathbb{R}^3, \]

and corresponding noncanonical momentum variables,

\[ \nu^i = p^i + (\lambda - 1) \frac{x^i}{r}. \]

Since we consider the asymptotically flat case, and in order to guarantee a regular center, we impose the boundary conditions

\[
\lim_{r \to \infty} \lambda(t, r) = \lim_{r \to \infty} \mu(t, r) = 0 = \lambda(t, 0), \quad t \in \mathbb{R}. \tag{2.2}
\]

The Einstein field equation (Equation (1.1)) can be rewritten in terms of \( \mu \) and \( \lambda \). A sufficient set of equations in order to determine \( \mu \) and \( \lambda \) are

\[
e^{-2\lambda}(2r\partial_r \lambda - 1) + 1 = 8\pi \rho, \\
e^{-2\lambda}(2r\partial_r \mu + 1) - 1 = 8\pi \rho,
\]

where the source terms \( \rho \) and \( p \) are defined as

\[ \rho = e^{2\mu} T^{00}, \quad p = e^{-2\lambda} \frac{T^{ij}X_i X_j}{r^2}. \]

The Vlasov equation takes the form

\[
\partial_t f + \frac{v}{\sqrt{1 + |v|^2}} \cdot \nabla_x f = 0,
\]

where \( v = (v_1, v_2, v_3) = \frac{X}{r} \cdot \nabla_x f = 0. \tag{2.3}
\]

Here \( |v| \) denotes the Euclidean length, and \( x \cdot v \) is the Euclidean scalar product. The ADM mass \( M = \int_0^\infty 4\pi r^2 \rho dr \)

is conserved along solutions of the Einstein–Vlasov system. Other conserved quantities are all Casimir functionals,

\[
C(f) = \int_{\mathbb{R}^3} e^{\lambda} \chi(f) dx dv,
\]

where \( \chi \in C^1(\mathbb{R}) \) with \( \chi(0) = 0 \). For the special choice \( \chi(f) = f \), we get the number of particles \( N \).

In the maximal areal coordinate system, the structure is slightly different (Andréasson & Rein 2006; Günther 2019; Günther & Rein 2021). The line element takes the form

\[
d s^2 = \left( -\alpha^2 + a^2 \beta^2 \right) dt^2 + 2a^2 \beta dt dr + a^2 dr^2 + r^2(d\theta^2 + \sin^2 \theta d\psi^2),
\]

where \( \alpha = \alpha(t, r), a = a(t, r), \) and \( \beta = \beta(t, r) \) are the metric coefficients. It is useful to define \( \kappa = \frac{\beta}{a} \). To fix the remaining coordinate freedom, we impose the maximal slicing gauge; i.e., each hypersurface of constant \( r \) has a vanishing mean curvature.

Similar to the Schwarzschild case, Cartesian coordinates \( x \) and noncanonical momentum variables \( \nu \) are introduced. In analogy to Equation (2.2), the metric coefficients satisfy the boundary conditions

\[
\lim_{r \to \infty} a(t, r) = \lim_{r \to \infty} a(t, 0) = 1 = a(t, 0), \quad \beta(t, 0) = 0. \tag{2.5}
\]

The set of equations

\[
\partial_t \left( \frac{r}{2} \left( 1 - \frac{1}{a^2} \right) \right) = 4\pi \rho r^2 + \frac{3}{2} \kappa^2 r^2, \quad \partial_t \kappa = -\frac{3}{r} \kappa - 4\pi a \beta,
\]

relates \( \alpha, a, \) and \( \beta \) to \( f \). These three equations are equivalent to Equation (1.1) for the current metric. The source terms are
given by the energy-momentum tensor through the relations

$$\rho = \alpha^2 T^{00}, \quad j = a \alpha \left( T^{0i} \frac{\delta y}{r} + \beta T^{00} \right),$$

$$S = \left( \delta y + (a^2 - 1) \frac{\chi \lambda}{r^2} \right) T^{ij}.$$  

The Vlasov equation becomes

$$\partial_t f + \left( \frac{\alpha}{a} \frac{\nu}{\sqrt{1 + |v|^2}} - \beta \frac{x}{r} \right) \cdot \nabla_x f$$
$$+ \left( - \frac{\partial \alpha}{a} \frac{\nu}{\sqrt{1 + |v|^2}} \frac{x}{r} + \alpha \kappa \left( \nu - 3 \frac{v \cdot x}{r} \right) \right) \cdot \nabla_{\mathbf{x}} f = 0.$$  

(2.6)

In maximal areal coordinates, the ADM mass amounts to

$$M = \int_0^\infty (4 \pi \rho + \frac{3}{2} k^2) r^2 dr,$$

and the Casimir functionals can be defined as in Equation (2.4), with $a$ instead of $e^\lambda$ as the weight in the integral.

The main difference between the two coordinate systems is the existence of a criterion for the formation of trapped surfaces. In Schwarzschild coordinates, such a criterion does not exist, since these coordinates cannot cover an open region that contains a trapped surface. In maximal areal coordinates, a trapped surface is present when

$$\frac{1}{a(t, r)} - rk(t, r) < 0.$$  

(2.7)

In this case, the expansion of both outgoing and ingoing null geodesics is negative at the time $t$ on the sphere of radius $r$. This signals the development of a spacetime singularity; see Penrose (1965).

In Schwarzschild coordinates, there is a local existence and uniqueness result for smooth, compactly supported initial data, together with a continuation criterion for such solutions; see Rein & Rendall (1992a) and Rein (1995). An analogous result holds in maximal areal coordinates; see Günther (2019) and Günther & Rein (2021). The stability analysis in Hadžić & Rein (2013, 2015) and Hadžić et al. (2021) was carried out in Schwarzschild coordinates.

### 2.2. Steady-state Solutions

Despite the differences of the abovementioned coordinate systems, for a given steady-state solution $f_0$ in Schwarzschild coordinates, it is easy to prove that $f_0$ is also a steady state in maximal areal coordinates, and vice versa. The metric coefficients are related via $\alpha_0 = e^{\lambda_0}, \alpha_0 = e^{\lambda_0},$ and $\beta_0 = 0$. For this reason, we discuss steady states only in Schwarzschild coordinates.

The simplest way to obtain stationary solutions of the Einstein–Vlasov system is by writing the distribution function of the form

$$f_0 = \varphi(E, L)$$  

(2.8)

for suitable $\varphi: \mathbb{R}^2 \to [0, \infty[, \text{ where } E = e^{\lambda_0} \sqrt{1 + |v|^2}$ is the particle energy and $L = |x \times v|^2$ can be interpreted as the square of the angular momentum. It can be easily checked that $E$ and $L$ are integrals of motion. Thus, any sufficiently regular function of the form of Equation (2.8) solves the Vlasov equation, and only the field equations are left to solve. As in most of the physics literature mentioned above, we only consider isotropic equilibria here, i.e., the case where

$$f_0 = \varphi(E) = \Phi \left( 1 - \frac{E}{E_0} \right)$$  

(2.9)

is a function of the energy $E$ only. Here $E_0 \in [0, 1]$ is the cutoff energy of the steady state, i.e., $\varphi(E) = 0$ for $E \geq E_0$, and $E_0$ is the minimal such value. The existence of $E_0$ is imposed in order to guarantee compact support and finite ADM mass. The ansatz function $\Phi$, which we also refer to as the microscopic equation of state, vanishes on $[-\infty, 0]$, and the only relevant part for the steady state are the values of $\Phi$ on $[0, 1]$.

The existence of steady states of the form of Equation (2.9) has been investigated in, e.g., Ramming & Rein (2013), and since we have to construct the steady states numerically, we outline the arguments in the following. Mathematically, we require $\varphi: \mathbb{R} \to [0, \infty]$ to be measurable and that there exist $\eta_0, c_1, c_2 > 0$, and $-\frac{1}{2} < k < \frac{3}{2}$ such that

$$c_1 \eta^k \leq \Phi(\eta) \leq c_2 \eta^k, \quad \eta \in [0, \eta_0].$$

We exclusively consider the case $k = 1$ in this work; see Section 4. Substituting the ansatz (Equation (2.9)) into the Einstein–Vlasov system reduces the time-independent system to an equation for $\mu_0$. Instead of solving the latter equation, it is more feasible to consider $y = \ln(E_0) - \mu_0$, which solves

$$y' = -\frac{1}{1 - \frac{8\pi}{r} \int_0^r g(y(s)) s^2 ds}$$
$$\times \left( \frac{4\pi}{r} \int_0^r g(y(s)) s^2 ds + 4\pi rh(y(r)) \right).$$  

(2.10)

For the definitions of $g, h \in C^4(\mathbb{R})$, we refer to Ramming & Rein (2013). For every choice of $y(0) = \gamma_0 > 0$, a unique solution of Equation (2.10) exists that yields a steady state with finite ADM mass and compact support (Ramming & Rein 2013); the cutoff energy is given by $E_0 = e^{3\gamma_0}$. Hence, one given equation of state $\Phi$ yields a one-parameter family of steady states.

We note in passing that each stationary solution of the form of Equation (2.9) corresponds to a stationary solution of the Einstein–Euler system, since the microscopic equation of state $\Phi$ gives rise to a macroscopic equation of state; see Hadžić et al. (2021, Section 3.2).

Instead of $y_0$, we also use the redshift to parameterize the steady-state family. The central redshift of a photon that is emitted at the center $r = 0$ and received at infinity is given by

$$z_c = \frac{\gamma_0}{E_0} - 1.$$  

(2.11)

In contrast, the central-to-surface redshift is given by $z_s = e^{\gamma_0} - 1$. Note that the central redshift is not necessarily one-to-one with $y_0$, but in all of the following, it is the case numerically. However, we still choose to use $z_c$, as it is prevalent in the physics literature.
2.3. A Scaling Law

For the numerical investigation, it is helpful to know the behavior of solutions under a scaling transformation that was originally derived in Rein (1995). We again only consider Schwarzschild coordinates, but we emphasize that the analogous scaling law also applies for maximal areal coordinates.

Let \( f: I \times \mathbb{R}^6 \rightarrow [0, \infty) \) be a solution of the Einstein–Vlasov system with metric coefficients \( \lambda \) and \( \mu \) on some time interval \( I \) containing zero. Then, for every \( \gamma \in \mathbb{R} \setminus \{0\} \),

\[
f_{\gamma}(t, x, v) = \gamma^2 f(\gamma t, \gamma x, \gamma v)
\]

(2.12)
defines another solution of the Einstein–Vlasov system on \( \gamma^{-1} I \times \mathbb{R}^6 \). Its metric coefficients \( \mu_{\gamma}, \lambda_{\gamma} \) are given by

\[
\lambda_{\gamma}(t, r) = \lambda(\gamma t, \gamma r), \quad \mu_{\gamma}(t, r) = \mu(\gamma t, \gamma r),
\]

whereas the ADM mass \( M \) and Casimir functional \( C \) of the original solution \( f \) are related to the respective quantities \( M_{\gamma}, C_{\gamma} \) of \( f_{\gamma} \), via \( M_{\gamma} = \gamma^{-1} M \) and \( C_{\gamma} = \gamma^{-1} C \).

In particular, the scaling identity (Equation (2.12)) can be used to rescale stationary solutions. Let

\[
f_0(x, v) = \Phi \left( 1 - \frac{E(x, v)}{E_0} \right)
\]

be a time-independent solution of the Einstein–Vlasov system for some fixed equation of state \( \Phi \) as specified in Section 2.2. Then, for every \( K > 0 \),

\[
f_0^{(K)}(x, v) = K f_0(\sqrt{K} x, v)
\]

defines another stationary solution. Here \( f_0^{(K)} \) is in fact the unique steady-state solution corresponding to the equation of state \( K \Phi \) and the same value of \( y_0 \) as \( f_0 \). Observe in particular that Equation (2.12) implies that the stability properties of \( f_0 \) and \( f_0^{(K)} \) are equivalent and the binding energy curve is the same for all \( K > 0 \).

3. The Numerical Method

In order to study the stability of the steady states of the Einstein–Vlasov system, we first have to compute a stationary solution as described in Section 2.2. This means we have to solve the integrodifferential Equation (2.10) with the boundary condition \( \gamma(0) = y_0 \) for a given equation of state \( \Phi \) and parameter \( y_0 > 0 \), which we do numerically by applying the midpoint method. Note that we only have to compute the steady state once, allowing us to use very high accuracy for this part.

The actual time evolution of a perturbed steady state is simulated using a particle-in-cell scheme, which was also used in Rein et al. (1998), Andréasson & Rein (2006), Ramming & Rein (2018), Ames et al. (2021), and Günther et al. (2021). It is known to converge in the case of Schwarzschild coordinates (Rein & Rodewis 2003) and also for the spherically symmetric Vlasov–Poisson system (Schaeffer 1987). The numerical method is explained in more detail in Rein & Rodewis (2003), Andréasson & Rein (2006), and Günther et al. (2021), which is why we only sketch it here.

The idea of a particle-in-cell scheme is to split the support of the initial distribution function into distinct cells and place a numerical particle into each cell. Each numerical particle represents the contribution of its cell; i.e., it carries a weight depending on the distribution function and cell size. To place these particles in phase space, we use variables adapted to spherical symmetry in order to reduce the dimension of phase space from 6 to 3. More precisely, we set up a grid of equidistant points in the spatial direction \( r = |x| \) and place a cluster of particles with different momenta at every radial grid point. The number of numerical particles placed at each radial grid point depends on the structure of the initial state. For instance, we have to place more particles within a dense region in order to represent such distributions properly, especially in the case of a core–halo structure; see Section 4.

The numerical particles are propagated according to the characteristic system corresponding to Vlasov Equations (2.3) and (2.6), respectively. We use the classical fourth-order Runge–Kutta (RK4) method for solving the resulting ordinary differential equation. We emphasize that the particle propagation process is performed in Cartesian coordinates in order to prevent errors near the spatial origin. After each time step, the metric components are updated using RK4 based on the new positions of the numerical particles; the momentum integrals in the matter quantities are computed by summing up the contributions of each cell.

To investigate the stability behavior of a given steady state, we have to perturb it slightly. We apply the same dynamically accessible perturbation scheme as in Günther et al. (2021); i.e., during an initial time interval \([0, T_{\text{pert}}]\), we add the divergence-free term \((0, \gamma \frac{\partial}{\partial y})\) for a prescribed \( \gamma \approx 0 \) to the right-hand side of the characteristic system used in the particle propagation. Observe that any physically viable perturbation, e.g., by some external force, should preserve all Casimir functionals (Equation (2.4)), and the aforementioned perturbations particularly have this feature. We emphasize, however, that we have tested several other perturbation schemes as well, but there is no indication that the phenomena described in the upcoming sections depend on the specific type of perturbation.

For the simulations performed in this work, we use \( T_{\text{pert}} \approx 10 M \). To control the intensity of the perturbation, we further prescribe an \( \epsilon_{\text{pert}} \) of the order \( 10^{-4} \) and choose \( \gamma \) such that the relative error of \( e^{i \omega t \phi(\xi)} \) and \( \epsilon(t, 0) \), respectively, between \( t = 0 \) and \( T_{\text{pert}} \) is close to \( \epsilon_{\text{pert}} \). The same procedure to determine \( \gamma \) has also been used in Günther et al. (2021) and leads to an absolute value of \( \gamma \) between roughly \( 10^{-5} \) and \( 10^{-3} \). As described in Günther et al. (2021), the sign of \( \gamma \) decides whether the solution is nudged toward dispersion \((\gamma > 0)\) or collapse \((\gamma < 0)\). Furthermore, we choose the radial and time-step size to be on the order of magnitude of \( 10^{-3} \). The total number of numerical particles is between \( 10^7 \) and \( 10^9 \).

To monitor the reliability of our simulations, we track the time evolution of \( M \) and \( N \)—which are analytically conserved—among other quantities. The above set of parameters leads to relative errors of the former quantities of the order \( 10^{-6} \) after \( t = 1000 M \), even in the case of a collapse, which is a notable improvement compared to prior investigations (Günther et al. 2021).

In order for the simulations to handle such large numbers of particles within a reasonable time frame, our programs are parallelized using the Pthreads API in C++. Note that parallel computing fits very well with the particle-in-cell scheme (Korch et al. 2013).

4. The Equations of State

We now define the equations of state \( \Phi \) that we use in this work. As reviewed in Section 1.2, the binding energy hypotheses
were only tested and confirmed for a limited range of equilibrium models, even though \( \Phi \) can be chosen quite generally. This lack of diversity motivates the use of different functions. In the analytical work on stability in the isotropic case, it is always required that diversity motivates the use of different functions. In the analytical 

\[
\Phi_i(\eta) = \begin{cases} 
\eta, & \text{if } 0 < \eta \leq \frac{i}{1000} \\
\frac{i}{1000}, & \text{if } \frac{i}{1000} < \eta \leq \frac{i}{10000} \\
0, & \text{if } \eta \leq 0,
\end{cases}
\]

for \( 0 \leq i \leq 1000 \). Observe that for \( \eta < \frac{i}{1000} \), \( \Phi_i(\eta) \) equals the polytropic ansatz \( \eta^{\frac{k}{1}} \), with \( k = 1 \) up to multiplication with a positive constant. From \( \frac{i}{1000} \) onward, the function is simply continued by the unique straight line that connects the first part of the function continuously with the fixed value \( \Phi_i(1) = 10 \).

Note that we do not suggest that they are physically relevant models arising in nature. The main motivation for choosing these models lies in their new features and mathematical simplicity.

Loosely speaking, the steep incline for \( \eta > \frac{i}{1000} \) means that low-energy particles are assigned a high weight in the distribution function. Since the low-energy particles can be found only near the origin, the core of the steady state gets extremely dense for larger values of \( z_c \). Around that dense core, a long tail of particles with low weights in the distribution function forms. In the literature, this long tail is sometimes called a Newtonian halo; see Fackerell (1970) and Bisnovatyi-Kogan et al. (1998). We refer to such steady states as core–halo configurations. An exemplary mass density for a core–halo configuration is plotted in Figure 3.

The main interest, of course, lies in the behavior of the binding energy curves. A rich variety of features arises for various values of \( i \). We depict a sample of binding energy curves in Figure 2 that represent the most important properties.

For \( i = 0 \), the equation of state is equivalent to the polytropic case \( k = 1 \) covered in Section 1.3, since it can be obtained by setting \( K = \frac{1}{10} \), see Section 2.3.

For small values of \( i \), e.g., \( i = 50 \), a new local maximum in the binding energy curve appears continuously from the origin \( z_c = 0 \). Numerically, it appears as though the first local maximum can be generated arbitrarily close to \( z_c = 0 \).

By increasing \( i \), e.g., to \( i = 90 \), we obtain two pronounced local maxima for \( z_c \lesssim 0.7 \), i.e., in the domain where stability changes usually appear. For even larger values of \( i \), e.g., \( i = 150 \), the second local maximum vanishes, while the first local maximum continuously drifts up to the right in the \((z_c, E_b)\) diagram. Furthermore, the binding energy becomes strictly positive and almost constant after the first binding energy maximum.

When \( i \) increases further, the binding energy for large values of \( z_c \) decreases again. Eventually, for \( i = 1000 \), we again obtain the original polytropic case \( k = 1 \), since \( \Phi_0 = 100 \cdot \Phi_{1000} \).

In conclusion, the following questions arise. Does instability always set in at the first local maximum of the binding energy, even if said maximum is very close to \( z_c = 0 \)? If not, where does instability set in? Can stability change multiple times, i.e., from stable to unstable and back to stable? Does the presence of two pronounced maxima have an effect?

We will try to answer these questions in the next two sections. Another interesting observation is the strict positivity of the binding energy for certain values of \( i \). However, the implication for the existence of fully dispersing solutions is beyond the scope of this paper.
5. Results

We now investigate the stability properties of the equilibria given by the equations of state introduced in the previous section. For selected values of $i$, we consider the steady states induced by $\Phi_i$ and several different values of $z_c$. To uncover the stability properties of such stationary solutions, we perturb them using the dynamically accessible perturbation scheme introduced in Section 3 and evolve the perturbed state over time. We restrict the discussion to collapse-promoting perturbations, since the transition from stable to unstable equilibria is most evident for this type of perturbation, corresponding to $\gamma < 0$ in our case. This is due to the fact that for dispersion-promoting perturbations, the dispersing behavior sets in continuously and is therefore hard to detect close to the stable regime; see Günther et al. (2021) for a detailed discussion. We emphasize, however, that we have perturbed several steady states that are stable against the aforementioned collapse-promoting perturbation using numerous other perturbations—also including nondynamically accessible ones—but never observed any indication of unstable behavior.

We thus refer to a stationary solution as stable if it does not collapse until a prescribed time $T$ after being perturbed as described above; otherwise, we call it unstable. In the following, we use $T = 1000M$ but note that usually the collapse happens much faster. To verify whether a solution has collapsed, we check for the criterion given by Equation (2.7) in maximal areal coordinates. In Schwarzschild coordinates, such an analytical criterion for a collapse does not exist, but we define a solution as being collapsed if the value of $e^\mu$ becomes sufficiently small at the spatial origin.

For each equation of state $\Phi_i$ under consideration, we limit the analysis to $z_c \leq 2$—corresponding to $y_0 \lesssim 1$—since the solutions are harder to handle for larger $z_c$ from a numerics point of view, especially in the case of core–halo configurations, as illustrated in Figure 3. The results of this extensive stability analysis are presented in Figure 4. Note that we only plot $z_c \leq 1.2$, as all models with higher values of $z_c$ are unstable.

As explained in Section 4, $\Phi_0$ and $\Phi_{1000}$ both correspond to a rescaling of the isotropic polytropic case $k = 1$ discussed in Section 1.3. This causes the stability properties at the top and bottom of the figure to be equal, since rescaling does not affect stability; see Section 2.3.

However, the attentive reader will have noticed that Figure 4 is limited to $0 \leq i \leq 500$. The reason for this is as follows. During the steady-state computation, the ansatz function $\Phi_i$ is only evaluated in the range $[0, 1 - e^{-\infty}]$. The resulting stationary solution is thus identical to a rescaled version of the isotropic polytrope $k = 1$ for small values of $y_0$ or $z_c$; the threshold $z_c$ value for this identity is given by the dashed line in Figure 4. Increasing $i$ enlarges the $z_c$ range, where $\Phi_i$ is equivalent to the polytrope $k = 1$, and for $i \approx 500$, this range covers the whole fixed $z_c$ range under consideration.

Furthermore, observe that Figure 4 covers the results in Schwarzschild coordinates (upward triangles and plus signs), as well as maximal areal coordinates (downward triangles and crosses), and the results in both coordinate systems are remarkably coherent. The latter fact is as desired, but a priori, it cannot be taken for granted—as to our knowledge there does not (yet) exist a coordinate-independent concept of stability in general relativity.

Besides the stability behavior of the aforementioned steady states, Figure 4 also shows the locations of the first two maximizers of the binding energy along the steady-state family for one fixed equation of state, as well as the redshift $z_c = \frac{r}{r_s}$. As discussed in Section 1.2, all of these points have been conjectured to be linked to the stability behavior in the past. Whether or not this is the case in the present investigation will be discussed in the following sections.

5.1. Evidence against the Strong Binding Energy Hypothesis

As recalled in Section 1.2, all numerical evidence prior to this work has confirmed the strong binding energy hypothesis, i.e., that the onset of instability occurs precisely at the first maximum of the binding energy curve. However, our results clearly show that this hypothesis is not true for general isotropic equations of state.
From Figure 4, we conclude that the stability changes close to the second binding energy maximum for small values of $i$. This is consistent with the limit $i \to 0$ and thus the polytropic case $k = 1$; see Section 1.3. Note that the development of a local maximum for small $z_c$ and the continuous behavior of the onset of instability already bodes ill for the strong binding energy hypothesis.

As described in Section 4, the second maximum disappears when increasing $i$. Therefore, the change of stability cannot be deduced from binding energy considerations for $100 \leq i \leq 250$. For the purpose of illustration, we will discuss this phenomenon for $\Phi_{200}$ explicitly. Figure 5 depicts the stability behavior, as well as the binding energy curve in this case. The steady states are stable for $z_c \lesssim 0.787$ and unstable for $z_c \gtrsim 0.806$ despite the first binding energy maximum being attained at $z_c \approx 0.394$. In addition, the change in stability cannot be attributed to other local extrema of the binding energy curve.

Increasing $i$ even further, we observe that the onset of instability again coincides with the first binding energy maximum as the domain where the ansatz function is equivalent to $k = 1$ increases, as can be seen from the dashed line in Figure 4.

Remarkably, our results indicate that the weak binding energy hypothesis holds true across all models we considered, with the possible exceptions of borderline cases very close to the maximum. Note that it is impossible to determine the exact point where stability changes in a numerical investigation due to computational errors; this is why we do not consider such borderline cases as evidence against the weak binding energy hypothesis.
5.2. Multiple Stability Changes for a Fixed Equation of State

We now discuss another exceptional behavior visible in Figure 4. For equations of state $\Phi_i$ with $255 \leq i \leq 290$, the stability changes twice. More precisely, there exist stable steady states with larger $z_c$ than unstable ones with the same equation of state. In the case of $i = 270$, this peculiar behavior is shown in Figure 6. In maximal areal coordinates, the steady states are stable for $z_c \approx 0.492$, after which they are initially unstable. In fact, the first change in stability occurs very close to the first binding energy maximum. Increasing $z_c$, we observe another domain of stable steady states. This second stability domain corresponds to $0.712 \leq z_c \leq 0.964$; note that these steady states are stable for much longer than depicted in Figure 6. The lower bound of this range is located near the second binding energy maximum. We also observe that the binding energy curve is rather flat for the crucial values of $z_c$. For $0.983 < z_c$, instability sets in again, after which we do not see any evidence for further stability changes.

Even though no multiple stability changes exist for $i \geq 295$, a remnant of the second stability domain can still be observed. Recall that the collapse time $t_{TS}$, i.e., the first point in time at which a trapped surface is formed (Equation (2.7)), is monotonically decreasing in $z_c$ for the polytropic case $k = 1$, as seen in Section 1.3. In contrast, the collapse time generally increases the closer the steady state is located to the stable regime, and thus the collapse time is not necessarily monotonically decreasing for one fixed equation of state. This effect is illustrated in Figure 7 for $i = 310$. Here the larger collapse time at $z_c \approx 0.95$ seems to be connected to the existence of the second stability domain for smaller values of $i$.

It should be noted that steady states with higher values of $z_c$ require more careful numerical treatment, since, e.g., the value of the energy density at the origin $\rho(0)$ enlarges rapidly. In order to ensure that the stability behavior is of physical rather than numerical nature, we have checked the cases where stability changes with higher numerical accuracy but did not observe other qualitative behavior. We are thus convinced that our results represent the mathematical stability behavior to high accuracy.

To our knowledge, these results are unprecedented for the Einstein–Vlasov system. To close this section, we want to put our results in context with the fluid case, i.e., the Einstein–Euler system, since each isotropic steady state of the Einstein–Vlasov system corresponds to a steady state in the fluid case. It was shown in Hadžić et al. (2021) that linear stability in the fluid setting implies linear stability in the Vlasov case. Furthermore, the linear stability behavior in the fluid case can be obtained by considering the mass turning points of the mass–radius curve (Hadžić & Lin 2020). It is therefore of interest whether the present equations of state provide multiple changes in stability in the fluid setting as well. However, from the results in Hadžić & Lin (2020) and Figure 8, it follows that this is not the case.
Thus, the presence of multiple stability changes seems to be a pure feature of the Vlasov matter setting.

6. Observations and Perspectives

We conclude this work by mentioning certain observations, possible explanations, and further questions that we deem possibly connected to the stability behavior obtained in Section 5. This section therefore involves a great deal of speculation and should be considered with caution.

Let us try to explain how one might make sense of the peculiar behavior observed in the previous section. We are certain that the different scales of values of the equation of state $\Phi_i$ are crucial for our results. Low energetic particles are thus assigned a much higher weight in comparison with higher energetic particles. These low energetic particles appear close to the origin and are the main driver of the dense core of the core–halo configurations. It seems as if the dense core has a stabilizing effect on the steady state as a whole.

How does this explain our observations? First, the steady state gets stabilized for larger values of $z_c$ as the core gets more and more dense. For example, in Schwarzschild coordinates for $i = 250$ (see Figure 4), the steady state is very close to collapsing for $z_c = 0.517$, as the ansatz function is equal to the case of $k = 1$ for $z_c \in [0, 0.437]$, and since instability sets in at $z_c \approx 0.5$ for $k = 1$. However, as the ansatz function increases rapidly, the dense core stabilizes the steady states, no collapse happens, and the family is stable up to values of $z_c = 0.918$.

Second, the stabilizing effect can prevail even when instability has already set in. In maximal areal coordinates for $i = 270$, the steady states collapse for $0.509 \leq z_c \leq 0.698$, after which the densification of the core has had such a strong stabilizing effect that the steady states are stable again for $0.712 \leq z_c \leq 0.964$.

As we can apparently retrace the stability behavior to the low energetic particles at the core, it is natural to ask if a long spatial tail of the steady state can even affect the stability properties. For collapsing solutions, only the very dense core collapses, while the tail remains structurally unchanged. In the context of multishell solutions with multiple spatially separated shells (see Andréasson & Rein 2007), it is quite obvious that the stability of the inner shell should be independent from the stability of the outer shells.

If it is indeed the case that the stability behavior of the core is in some sense independent from that of the tail, we might have

---

**Figure 7.** Behavior of unstable solutions of the equation of state $\Phi_{310}$ for different values of $z_c$ in maximal areal coordinates. In the left panel, the collapse time $t_{\text{TS}}/M$ is plotted. The right panel shows the corresponding development of $\alpha(t, 0)$.

**Figure 8.** Mass–radius curve for the equation of state $\Phi_{270}$. As $z_c$ increases, $(R, M)$ moves into the spiral. The colors show the stability behavior in Schwarzschild coordinates; blue corresponds to stable (triangles) and red to unstable (asterisks) models.
to find a local criterion for the stability properties. One canonical candidate is a local binding energy. We define it as
\[
E^\text{local}_b(r) = \frac{n(r) - m(r)}{n(r)}
\]
where \(n(r)\) and \(m(r)\) are the number of particles and the mass contained inside the radius \(r\). Outside of the radial support, this obviously equals the binding energy \(E_b\). In particular, for core–halo configurations, the local binding energy appears appropriate, since the tail influences—and even dominates—the binding energy of the core for large values of \(r\). We have studied the local binding energy for our equations of state, but we did not find a universal criterion for the onset of instability that can be constructed from such considerations.

We note that for the equations of state from Section 1.2, e.g., the King model and polytropes, the local binding energy \(E^\text{local}_b\) is monotonically increasing in \(r\) for fixed values of \(z_c\).

Besides the local binding energy, it is possible to consider a modified binding energy that takes into account the associated energy-Casimir functional that is extremized by the steady state; see Hadžić & Rein (2013). One could, for example, replace \(N\) with the Casimir functional. This and further attempts were to no avail.

We have also tried to find other curves or special values that might be connected to the stability of isotropic steady states. The turning points of the mass–radius spiral, which determine the stability behavior for the Einstein–Euler system (Hadžić & Lin 2020), do not determine the stability in the Einstein–Vlasov case, as earlier observed in Günther et al. (2021) and mentioned above. Furthermore, there does not seem to exist a universal threshold value of \(z_c\), or \(\frac{2M}{R}\), or \(\sup_{P>0} \frac{2m}{P}\) such that isotropic steady states are always unstable for larger values of the respective quantities.

7. Conclusion

In this work, we have numerically investigated stability issues for collisionless equilibria in general relativity, specifically, the stability of stationary solutions of the spherically symmetric, asymptotically flat Einstein–Vlasov system in Schwarzschild and maximal areal coordinates. The dynamic stability of the isotropic steady states of said system has attracted a lot of interest in both the physics and mathematics communities, as reviewed in Section 1.2.

In Section 5.1, we present convincing numerical evidence that the strong binding energy hypothesis does not hold true in general, i.e., the conjecture that along a one-parameter family of stationary solutions, instability sets in precisely at the first local maximum of the binding energy. To do so, we consider a family of isotropic equilibria induced by a fixed piecewise linear microscopic equation of state parameterized by their central redshift value; see Section 4. The dynamic stability properties for several such equations of state are summarized in Figure 4. Notably, steady states seem to always be stable up to the first maximum of the binding energy, which has been conjectured and partially proven to be the case in the past. Furthermore, in Section 5.2, we provide numerical examples showing that there may exist multiple changes from stability to instability along a one-parameter family of stationary solutions corresponding to the same microscopic equation of state. This constitutes an observation that is unprecedented in the Vlasov matter case.

All of our numerical findings demonstrate that stability issues for the Einstein–Vlasov system may be more delicate than previously thought. In particular, we could not find any global quantity—such as the binding energy—from which it can be generally predicted whether or not an equilibrium is stable. In addition, it is unclear what the mechanism is behind the fact that the strong binding energy hypothesis holds for the various models mentioned in Section 1.2. This work thus opens up exciting new questions, and the authors will be pleased if their numerical simulations prove to be of aid in order to gain more understanding of stability issues in general relativity.
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