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Abstract—Language models are generally employed to estimate the probability distribution of various linguistic units, making them one of the fundamental parts of natural language processing. Applications of language models include a wide spectrum of tasks such as text summarization, translation and classification. For a low resource language like Bengali, the research in this area so far can be considered to be narrow at the very least, with some traditional count based models being proposed. This paper attempts to address the issue and proposes a continuous-space neural language model, or more specifically an ASGD weight-dropped LSTM language model, along with techniques to efficiently train it for Bengali Language. The performance analysis with some currently existing count based models illustrated in this paper also shows that the proposed architecture outperforms its counterparts by achieving an inference perplexity as low as 51.2 on the held out data set for Bengali.
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I. INTRODUCTION

Language Models (LMs) can generally be categorized into two variants: continuous-space language models [1] and count based language models [2]. Traditional statistical models, which constitute of a large proportion of the count-based architectures, follow the general idea of making n-th order Markov assumptions and calculating the n-gram probabilities through the means of counting and subsequent smoothing. Most of the work in Bengali Language has been focused on count based approaches [3] and delivered decent performances in tasks such as word clustering. A major drawback of this approach of representing feature spaces through n-gram models is extreme sparsity and often limits the performance of the n-gram models in their applications.

Despite being a revelation in the art of language modelling, very little work has been done on continuous space language models for Bengali. Variants include the feed-forward neural probabilistic language models (NPLMs) [1] and recurrent neural language models (RNNs) [1], which solve the problem of data sparsity that occurs in the traditional n-gram methods. This is done by representing words as vectors (word embeddings) and using them as inputs to a neural language model (NLM). The parameters are learned during the back-propagation phase of the training process. The vectors are created to maintain the property where semantically similar words are kept close to each other in the induced vector space [1]. Neural Language Models have also been used to capture the contextual information at multiple levels including that of sentence, corpus and sub-word.

In this paper, we propose a variant of the recurrent neural language model proposed in [4], named Average-Stochastic-Gradient-Descent Weight-Dropped LSTM. We also present a framework that holds multiple techniques to optimize the training of the language model to produce significantly low perplexities on data sets. This paper follows the structure provided below:

- **Related Works** - This sections provides the necessary background study on some works relevant to this paper. Architectures, strategies and methods described in this section are frequently used in the proposed methodology.
II. RELATED WORKS

A. On Bengali Language

Despite being the 7th most spoken language in the world, Bengali suffers from a lack of fundamental resources for natural language processing. Unsurprisingly, the work done so far on language models can be, at the very least, considered unsatisfactory as most of the published researches propose count-based models [8]. Although some substantial work was done [5][6] the scarcity of continuous-space models in Bengali language still remains and thus hampers the progress in tasks like text classification, summarization and translation.

B. On Language Models

Language Models(LMs) generally come in two major variants, count-based LM and continuous-space LM, along with their own merits and shortcomings.

1) **Count-based language models**: Constructing a joint probability distribution of a sequence of words is the fundamental statistical approach to Language Model. n-gram LM model based on Markov assumption can be regarded as an example of this type. In n-gram model, we proceed by predicting one word at a time based on the previous history of the preceding words to get the full sequence. For a preceding sequence of words LM probability is the product of all those word probabilities \( p(w_1, w_2, ..., w_n) \). Previous m words are considered as history.

\[
p(w_n | w_1, w_2, ..., w_{n-1}) \approx p(w_n | w_{n-m}, ..., w_{n-2}, w_{n-1})
\]

This is called Markov chain, and order of the model is the number of previous states(terms in this case). The main idea behind n-gram is to predict the probability of \( w_n \) based on preceding context. If we take only one word \( w_{n-1} \) then its called bi-gram. If we divide the frequency of \( w_{n-1}, w_n \) by frequency of \( w_{n-1} \) we get the desired result. If we only consider frequency for \( w_n \) then it would be a uni-gram. The straight forward equation for tri-gram(most often used) can be described as below:

\[
p(w_3 | w_1, w_2) = \frac{\text{count}(w_1, w_2, w_3)}{\sum_{w} \text{count}(w_1, w_2, w)}
\]

However, if a combination of words is not encountered in the training corpus, a simple n-gram model would predict zero probability for that sequence. But, out-of-sample test cases are likely to occur and assigning zero is not correct. This problem is called sparsity. To counter this problem, various back-off and smoothing techniques [8] were introduced, but no good solution exists.

Despite the above mentioned smoothing techniques, another drawback of n-gram is the curse of dimensionality. Because, there can be a huge number of possible combination of word sequences and LM has to identify them separately.

Besides, n-gram models rely on the exact pattern (i.e. string matching), which is linguistically uninformed. Similarity of different sentences which are syntactically and semantically same can not be provided by n-gram models. Another problem is that we ignore dependency beyond the window. We only take context for n words. So, true conditional probability under Markov assumption is not modeled.

2) **Continuous-space language models**: The short-comings of n-gram LM led to the idea of applying Neural Networks and Deep learning on LM so as to be able to extract syntactic and semantic features of languages.

This type of language model is also known as neural language model (NLM). There are two main types of NLM: feed-forward neural network based LM for tackling data sparsity and recurrent NN based LM for addressing the problem of limited context. As of late, state-of-the-art performance was achieved by recurrent neural network approaches. Later works are focusing on different (i.e. sub-word level modelling and corpus-level modelling) directions based on RNN and its variant such as LSTM.

- Feed-Forward Neural Network Based Models:

  - Neural probabilistic language model [9] is the first neural approach to LM. It learns the parameters for conditional probability for next word using a three layer feed-forward NN for previous n-1 words. In figure 1, an overview is given for the architecture. In the architecture:

    1) A mapping \( C \) is built from each word of vocabulary \( V \) to a real-valued, distributed feature vector \( C(i) \in \mathbb{R}^m \), where \( m \) is the number of features. \( C \) is a matrix of \( |V| \times m \), whose i-th row indicates feature vector of word i.

    2) A function \( g \) calculates and maps conditional probability of word \( w_i \) with context \((C(w_{i-n+1}), ..., C(w_{i-1}))\) of the input sequence of feature vectors.

    3) Lastly, both the word feature vectors and parameters of probability function is learned with composite function \( f \), where mappings \( C \) and \( g \) is used.

In this model, we have a distributed word feature vector for each word in the vocabulary. And a function of these feature vector express joint probability function of the words in the sequence. The model then simultaneously learns feature vector and parameters of the probability. Sparseness problem is solved because of the neural network. It also tends to generalize well in comparison to the n-gram model discussed above. However, very long training and testing time is considered a major weakness to this approach.
To improve the training and testing speed of NLM, two models were proposed [10] [11]. The basic idea is to cluster words which are similar to reduce calculation and load of the NN. One [10] builds a binary hierarchical tree on the vocabulary words using expert knowledge. The other [11] uses a data-driven method instead of expert knowledge. The best HLBL model [11] truncates perplexity by 11.1% compared to the Kneser-Ney smoothed 5-gram LM.

**Recurrent Neural Network Based Models:**

Unlike feed-forward neural network, we do not use limited size context in recurrent neural networks. When using recurrent connections, information keep circulating inside the networks for arbitrary time as long as needed. We can have better generalization with recurrent neural network based model (RNNLM) [12]. Recurrently connected neurons are considered to be short term memory. For a simple architectural overview we can refer to the figure 2.

For further improvement a variant of RNNLM was presented [13] where they implemented factorization on the output layer using classes, which resulted in reducing the computational complexity of the original RNNLM. For applications on statistical LM, RNN usually performs better than FNN.

**C. On Neural Network Architectures**

As of recent times, the AWD-LSTM showed excellent performances by reaching the state-of-the-art for language modelling. [14] AWD-LSTM stands for ASGD(Average Stochastic Gradient Descent) Weight-Dropped LSTM. It uses various regularization strategies, which includes DropConnect [15], a variant of Average-SGD (NT-ASGD) and some other minor techniques in a very effective way.

The generic equation for LSTM can be described as follows:

\[
\begin{align*}
i_t &= \sigma(W_i^i x_t + U_i^i h_{t-1}) \\
f_t &= \sigma(W_f^j x_t + U_f^j h_{t-1}) \\
o_t &= \sigma(W_o^o x_t + U_o^o h_{t-1}) \\
\tilde{c}_t &= \tanh(W_c^c x_t + U_c^c h_{t-1}) \\
c_t &= i_t \odot \tilde{c}_t + f_t \odot c_{t-1} \\
h_t &= o_t \odot \tanh(c_t)
\end{align*}
\]

where, \(W_i^i, W_f^j, W_o^o, W_c^c, U_i^i, U_f^j, U_o^o, U_c^c\) represents weight matrices, \(x_t\) is the vector input to timestep \(t\), \(h_t\) is the current exposed hidden state, \(c_t\) is the memory cell state, and \(\odot\) is element-wise multiplication.

In conventional LSTM, over-fitting of the RNN creates problem. That is where the DropConnect comes to play. It is applied to randomly selected activation subset on the hidden-to-hidden weight matrices \((U_i^i, U_f^j, U_o^o, U_c^c)\) instead of hidden or memory states. This prevents over-fitting without disrupting RNNs ability to retain long-term dependencies. Figure 3 provides an illustration of the DropConnect network.

**ASGD** is identical with SGD on updating steps, but ASGD also considers previous iterations and return an average value. The variant of ASGD that is used in AWD-LSTM is NT-ASGD(non-monotonically triggered ASGD). In this method ASGD is triggered if validation metric fails to improve for a fixed number of cycles. A constant learning rate is used.
throughout the experiment. Other techniques include variational dropout [16] which generates the dropout mask once upon the first call. Variable length backpropagation helps reducing the divisibility problem of elements. Embedding Dropout [16]. Reduction in Embedding Size, Activation Regularization all resulted in the improvement of the overall structure. Successful application in achieving state-of-the-art performance on language modeling is what makes it the best choice till date.

D. On Training Neural Networks

Training neural networks so that the performance culminates as efficiently as possible for the necessary task has become almost an art form in the recent years. This section illustrates some of the techniques that will be employed by this paper.

Learning rates constitute of some of the most important hyper-parameters during the training phase. A technique known as differential learning rates has been seen in numerous researches including the work by [17]. The implementation of the technique makes sure that higher layers of the neural network train at a faster rate than the deeper ones. Building deep learning models on top of pre-existing elements, such as embedding layers, has delivered excellent performances as of late. The general idea also means that the latter layers will need to be somewhat modified. Figure 4 provides an illustration of differential learning rates [18].

Another technique introduced by [17] employs gradual unfreezing of the layers. For instance, in cases of transfer learning, trying to train all the layers of an entire model consisting of pre-trained weights at once creates the risk of catastrophic forgetting of the pre-trained weights. [17] proposed to gradually unfreeze the layers, starting from the last, which contains the least bit of relevant information initially. Despite being one of the most deciding factors in the efficient training of a neural network, finding the right learning rate has been incredibly tedious over the years, often involving multiple trial and error experiments. To address the issue, Leslie Smith published an impressive approach [19]. The method includes doing a trial run and training the neural network using a low learning rate, but increasing it exponentially with each batch. Meanwhile, for every value of the learning rate, the loss is recorded. The point where the learning rate is highest but the loss is still descending is taken as the optimum learning rate.

A common issue during the training phase of deep neural networks is the gradient descent getting stuck at a local minima, instead of reaching the global minimum. [20] suggests that by increasing the learning rate abruptly, the gradient descent can be expected to jump out of the local minima and start searching for the global minimum again. The technique was named stochastic gradient descent and it proved quite effective in the experiments performed by [20]. Figure 5 provides a diagrammatic representation of the issue of local minima. Figure 6 describes how learning rates are restarted after every epoch to avoid the problem.

III. CORPUS

Using a custom web crawler, we created a large corpus of Bengali Newspaper articles based on 6 topics. Accident, crime, education, entertainment, environment and sports. The training set consists of 10564543 tokens while the test set has 1197254. None of the documents in the test set are present in the training set. The corpus is relatively large compared to the language modelling experiments performed previously for Bengali Language.

IV. METHODOLOGY

A. Proposed Architecture

The architecture employed in the neural language model is a variant of the Recurrent Neural Network with LSTM gates [21], or more specifically the AWD-LSTM [4], described in Section II. The model uses specialized regularization techniques and optimizations that enables high performance for language generation and context generalization. Due to the recurring nature of Bengali language, using the AWD-LSTM RNN seemed like the most appropriate choice.
B. Training the language model

With the maximum vocabulary size set to 60,000, words that occurred in the training corpus less than 2 times were discarded and replaced with the 'unk' token. Other specialized tokens were added to identify pre-processing methods such as padding(pad), beginning of strings(bos), end of strings(eos) etc. Due to a lack of specialized tokenizers for Bengali Language, space separated words were taken as tokens. The batch size was set to 32, while the back-propagation-through-time window was set to 70. The weight decay for all the layers was set to 0.1 and a drop-out multiplier of 0.5 was used for all the LSTM weights to avoid early over-fitting.

With all layers frozen, using the cyclic learning rate (CLR) finder technique [19], an appropriate learning rate of 1e-1 was selected and the model was trained for 4 epochs. All the layers were unfrozen next, and as per the differential learning rate technique mentioned in Section II, different learning rates were picked for the layers based on their depth for efficient training. A learning rate of 1e-4 was picked for the last layer and 1e-2 was selected for the layer before that. The model was trained for a further 4 epochs, at which point, signs of over-fitting started to occur and the terminal point was called. For every epoch, the technique of stochastic gradient descent with restarts (SGDR) mentioned in Section II is applied. Given a phrase of 3 initial words, the language model at this point was capable of completing entire paragraphs in Bengali language as illustrated in figure 8.

V. EXPERIMENTS

To analyze the performance of the proposed framework, we attempt to recreate some previously proposed models and see how they fair in terms of perplexity on the held out data set. Perplexity is a measurement of how well a probability model predicts a test data. In the context of Natural Language Processing, perplexity is one way to capture the degree of 'uncertainty' a model has in predicting (assigning probabilities to) some text. Low perplexity is good and high perplexity is bad since the perplexity is the exponentiation of the entropy. The models used for performance analysis are as follows:

A. Bi-gram language model

We draw our first comparison with the very famous and traditionally used bi-gram language model, much similar to the work done in [22]. Variants of this model has been seen to be used repeatedly for modelling Bengali Language. Suppose \( q_t = I(freq(w_{t-1}, w_{t-2})) \) represents the frequency of occurrence of the window \((w_{t-1}, w_{t-2})\). The conditional probability, thereby, take the form of a conditional mixture:

\[
P(w_t | w_{t-1}) = \alpha_0(q_t)p_0 + \alpha_1(q_t)p_1(w_t) + \alpha_2(q_t)p_2(w_t | w_{t-1})
\]

with conditional weights \( \alpha_i(q_t) \geq 0, \sum \alpha_i(q_t) = 1 \). The base predictors here are as follows: \( p_0 = 1/|V|; p_1 \) is a uni-gram and \( p_2(i|j) \) is the bi-gram. We keep rest of the experimental measures much similar to the models proposed by [3].

B. LSTM and CNN language models

We also draw comparisons with a variation of a continuous space neural language models to see how the proposed framework, with it’s own modifications, compares against simpler models. We train an LSTM based language model (Simple LSTM) following much of the conventions by [23]. The model has two layers of LSTMs that are unrolled for 10 epochs. Hidden states are initialized to 0. The batch size if kept 32. The number of activation per layer is chosen to be 200. An initial learning rate of 1 is used.
We also try a character level CNN (Character CNN) language model that accepts a sequence of encoded characters as input, much similar to the architecture used for text classification by [24]. The alphabet used in our model consists of all Bengali letters, 10 Bengali digits, 25 other characters including the new line. The model is 3 layers deep with 2 convolutional and 1 fully connected layer. The input features equal to 85 due to our character count and the input feature length is set to 1000. The rest of the parameters are kept consistent with the model used in [24].

VI. RESULTS AND DISCUSSION

The perplexities of the models achieved on the test set of the corpus are summarized in Table I.

| Model                  | Perplexity on Test Set |
|------------------------|------------------------|
| AWD-LSTM (Proposed)    | 51.2                   |
| Simple LSTM            | 227                    |
| Character CNN          | 125                    |
| Bi-gram                | 860.1                  |

The diagrammatic representation provides us with a clear view that the proposed architecture outperforms all the other models, some by an impressive margin. The Simple LSTM architecture, which was used as a control, achieves a perplexity of 227 while the character level CNN language models seems to perform slightly better, achieving 125. The bi-gram model did not seem to work well for the corpus, with a perplexity of 860.1, which highlights the weaknesses of n-gram models mentioned in Section [11]. The AWD-LSTM LM achieves a perplexity as low as 51.2. This improvement over the other models may be due the employment of careful regularization and dropouts through out the intermediate layers, which prevent over-fitting and shift the model towards better generalization and less memorization. The training strategies used in the AWD LSTM which are absent in the other models also seem to compliment the architecture for a performance boost.

VII. CONCLUSION

In this work, we discuss strategies for effective training of continuous-space neural language models and introduce the weight-dropped LSTM to Bengali Language. On the corpora consisting of Bengali news articles, the proposed approach yields a perplexity of 51.2 which is significantly lower than the perplexities achieved through traditional language models currently existing in Bengali. We believe that, the core reason for these improvements over the pre-existing models is that the proposed architecture employs DropConnect mask on the hidden-to-hidden weight matrices, as a means to prevent over-fitting across the recurrent connections, thus being able to generalize much better than most continuous-space neural models. Since the applications of language models have flourished over the years, we hope to see the implementation of this model for tasks such as text summarization, classification and translation of Bengali language in the future.
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