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We investigate a tight binding quantum walk on a graph. Repeated stroboscopic measurements of the position of the particle yield a measured "trajectory", and a combination of classical and quantum mechanical properties for the walk are observed. We explore the effects of the measurements on the spreading of the packet on a one dimensional line, showing that except for the Zeno limit, the system converges to Gaussian statistics similarly to a classical random walk. A large deviation analysis and an Edgeworth expansion yield quantum corrections to this normal behavior. We then explore the first passage time to a target state using a generating function method, yielding properties like the quantization of the mean first return time. In particular, we study the effects of certain sampling rates which cause remarkable change in the behavior in the system, like divergence of the mean detection time in finite systems and a decomposition of the phase space into mutually exclusive regions, an effect that mimics ergodicity breaking, whose origin here is the destructive interference in quantum mechanics. For a quantum walk on a line we show that in our system the first detection probability decays classically like (time)$^{-3/2}$, this is dramatically different compared to local measurements which yield a decay rate of (time)$^{-3}$, indicating that the exponents of the first passage time depends on the type of measurements used.

I. INTRODUCTION

Consider a non-biased random walk in dimension one, for example a walk with Gaussian increments, or random walk on a lattice with equal probability to jump left or right. In the long time limit the density of particles all starting at the origin will converge to a Gaussian distribution. On the other hand, for a tight binding quantum walk on a line with nearest neighbor jumps, it is well known that the PDF, given by the square modulus of the wave function, will propagate ballistically in the absence of measurement. The question we seek to answer is, what will happen in the case where we measure the position of the particle stroboscopically, as explained in the abstract? These measurements yield a path that the particle took, given by the sites that it was detected at. From this path we may construct in principle the probability of finding the particle on lattice point $x$ after $n$ measurements. Will the repeated collapse of the wave function cause the statistics of the system to display features typical of a classical random walk, or will the process remain a purely quantum one in spite of this, or some combination of the two? In our work we found that the measurements induce a Gaussian behavior, similar to what one would expect of a classical random walk, however a closer look at the problem using large-deviation theory and an Edgeworth expansion reveal the quantum nature of the process. Notwithstanding these effects, the convergence to the Gaussian behavior is typically fast, with the exception of the Zeno limit $\tau \to 0$, where the non-classical effects are better pronounced.

To more precisely define our model, we examine a closed quantum system which is prepared in some definite initial state and evolves unitarily for a predetermined time $\tau$, at which point we measure it's position. The free evolution between measurements is given by unitary dynamics determined by the Hamiltonian of the system, typically described by the adjacency matrix of a graph. After measurement is complete we log the location that we found the particle in and then allow it to freely evolve for $\tau$ time once more, before repeating the process, such as in the case presented in Fig. 1. Our goals in this work are twofold, to better understand the statistical properties of such a process were it to repeat indefinitely, and to examine the first detection statistics when we are interested in the amount of time it will take for the system to reach a certain state under this measurement protocol. An analogous classical example would be to record the position of an animal randomly wandering in the wilderness at a constant frequency $1/\tau$. By doing this many times, we can define a path that the animal took as the list of positions we recorded, with this we can also ask questions about the statistics of how long it would take the animal to travel between two different locations, or to return to it’s starting place. Where this analogy breaks down however, is that while for an animal the act of recording its position and the frequency of recording wouldn’t change it’s path, in our case it is the driving force of the random walk, as we’ll later show.

The rest of the paper is organized as follows: In Secs. III, IV we define our model with regard to both the measurement induced quantum random walk without termination and the first detection problem. In Sec. V we describe the mathematical framework we’ll be using and in Secs. VI, VII we use it to derive several properties of this type of random walk. In Sec. VII we apply the aforementioned results and mathematical tools to study a measurement induced quantum random walk finite graph in detail and in Sec. VIII we do the same for an infinite
1d lattice. We follow this up in Sec. [X] with a comparison of our measurement scheme to a local measurement model, as such models have seen extensive research in papers by Dhar et al. [2, 3], Krovi and Brun [4, 5], and others. In particular, we’ll focus on directly comparing our results to those found for the scheme considered in [6] [8]. We close the paper with discussions and a summary in Sec. [X]. Detailed calculations and an additional example are presented in the appendices.

II. MODEL

Our model can broadly be divided into two primary elements. The first are the quantum dynamics described by the Schrödinger equation. The second being the measurement protocol which yields the well defined meaning for the position of the particle. Beginning with a description of the first part, we consider a single particle whose time evolution is described by a time independent Hermitian Hamiltonian \( H \) according to the Schrödinger equation \( \frac{d}{dt} \psi = iH\psi \) where we set \( \hbar = 1 \). The initial wave function is denoted \( \psi_0 \). The \( H \) is represented here with a graph where nodes describe states and edges describe the hopping amplitudes between these states. Our main focus considers a \( H \) which is described by some adjacency matrix, though the theory presented below is more general.

The Hilbert space we consider is discrete and is spanned by \( X \) which is the set of eigenvectors of the operator \( \hat{\mathcal{X}} \). \( \hat{\mathcal{X}} \) can be any arbitrary Hermitian operator as long as all of its eigenvalues are non-degenerate. In practice, in this paper we’ll assume that it is the position operator for the sake of simplicity. The initial wave function \( \psi_0 \) is localized to a single site in this space \( \psi_0 \in X \). For example, we consider the tight binding infinite line lattice Hamiltonian

\[
H = -\gamma \sum_{x=-\infty}^{\infty} (|x\rangle \langle x+1| + |x+1\rangle \langle x|)
\]

where \( \psi_0 = |0\rangle \). This Hamiltonian describes hops between nearest neighbours on the infinite line with an amplitude \( \gamma \) for the jumps, and hence for an initial condition set at the origin these dynamics are sometimes called a tight binding quantum walk [9]. In this example the space \( X \) is defined with the vertices on the lattice \( |x\rangle \) and as usual \( \hat{\mathcal{X}} |x\rangle = x |x\rangle \). A schematic representation of this Hamiltonian is given in Fig. 1. Another example is presented in Fig. 2 where we have a finite ring. It is well known that the statistical properties of first detection time for finite and infinite systems dramatically differ [1] [6, 10] , so we will later use these two models as examples in sections VII and VIII.

In order to establish the position of the particle at every step of the random walk, we start by defining the measurement protocol as follows: Position measurements are performed at discrete times \( t = \tau, 2\tau, ..., N \tau \) using the position operator \( \hat{\mathcal{X}} \). Between each measurement event the dynamics are unitary as described above. At every measurement we obtain the exact position of the particle causing the wave function to collapse and be localized to that point on the graph. Of course, the basic postulates of quantum mechanics mean that the outcome of the measurement is random. Over the course of many measurements this process produces a list of the locations the particle was detected at. As the measurements combined with the unitary time evolution given by the Schrödinger equation act as the generators of this random walk, we shall henceforth refer to this process as a measurement induced quantum walk. As an example of a particular instance of this measurement induced quantum walk, on the infinite line Hamiltonian in Eq. 1 the Eigenvalues of the position operator are the integers \( X = Z \) so for a walk whose initial state is the origin \( (|\psi_0\rangle = |0\rangle) \) one possible sequence of measurement outcomes is \( \{x_1 = 1, x_2 = 3, x_3 = 1, x_4 = -1, x_5 = \ldots \} \). For a more general measurement induced quantum walk, the unitary time evolution followed by measurement induced wave function collapsed repeats indefinitely, as is shown...
in Fig 3

\[ |\psi(t)\rangle = |\psi_{in}\rangle. \] At every step of the walk the particle is detected at some point on the graph \(|x_n\rangle\) and between each detection the wave function evolves according to the Schrödinger equation with the standard unitary time evolution operator \(U(\tau) = e^{-i\tau H}\). This process can, in principle, continue indefinitely.

To be more precise with regard to the exact mechanics of the measurement induced quantum walk, consider the first measurement which occurs at \(t = \tau\). Immediately before this time at \(\tau^- = \tau - \epsilon (\epsilon \to 0)\) the wave function is given by:

\[ |\psi(\tau^-)\rangle = e^{-i\tau^- H} |\psi_{in}\rangle. \] (2)

According to the standard interpretation of measurement in quantum mechanics, the detection probability at \(t = \tau\) at every graph site \(x\) is given by:

\[ P_1 = |\langle x|\psi(\tau^-)\rangle|^2. \] (3)

After measurement the particle will be localized to some site which we’ll label as \(x_1\). Meaning that at time \(\tau^+ = \tau + \epsilon\) the wave function is given by:

\[ |\psi(\tau^+)\rangle = |x_1\rangle. \] (4)

We then allow the system to freely evolve in time until \(2\tau^- = 2\tau - \epsilon\) when it is \(|\psi(2\tau^-)\rangle = e^{-i\tau^- H} |x_1\rangle\). We then measure the particle again, and the probability of detection for each site \(x\) is given by:

\[ P_2 = |\langle x|\psi(2\tau^-)\rangle|^2. \] (5)

The particle is then localized to a new state which we’ll label as \(x_2\). We continue to evolve the wave function and measure its position in this manner, obtaining a list of its positions in the process \(\{x_1, x_2, x_3, \ldots\}\) which we treat as being the positions that the particle traveled through over the course of its random walk.

### III. DYNAMICS WITH MEASUREMENTS

The probability of detecting the particle at the state \(x\) at time \(\tau n\) is given by the sum of the probabilities of all paths which begin at the origin \(\psi_{in}\) and reach \(x\) after \(n\) steps. In order to find these probabilities we define a vector which we’ll call the probability vector, which will contain the probabilities of the possible outcomes of the measurements at times which are integer multiples of \(\tau\) plus an infinitesimally small positive \(\epsilon\). Since this vector is just the main diagonal of the density matrix describing the system, we’ll denote it as \(|\rho(\tau n)\rangle\). It is a non-negative vector whose dimension is the same as that of the Hilbert space, but it’s certainly not part of the Hilbert space. Since the total probability that the particle will be found somewhere on the graph is unity, the sum of the elements of the probability vector equals one.

At time \(t = 0\) we define the probability vector to equal \(|\psi_{in}\rangle\), we assume that it is an eigenstate of \(X\). In the context of tight binding walks on a graph, this means that the system is initially localised to a node of the graph which we call \(|\psi_{in}\rangle\). We address the case where it is not initially localized in appendix C. For the time evolution of \(|\rho(\tau n)\rangle\) we define the operator \(G\) such that it will contain the probabilities for the particle to jump from any position in the system to any other position:

\[ G = \sum_{x,x'\in X} |\langle x'|e^{-i\tau H}|x\rangle|^2 |x'\rangle \langle x|. \] (6)

\(G\) is a stochastic matrix, meaning that it is used to describe the transitions of a Markov chain. All of \(G\)’s eigenvalues are real and have an absolute value less than or equal to one, as is shown in appendix [C]. Evolving the system in time using this matrix, the state of the system at time \(t = \tau n\) is described by the probability vector:

\[ |\rho(\tau n)\rangle = G^n |\psi_{in}\rangle. \] (7)

This is a kind of discrete time Master equation which takes into consideration both the unitary time evolution and the periodic measurements that collapse the wave function.

In addition to the measurement induced quantum walk itself, another topic of interest we study in this paper is the first detection problem, wherein rather than simply allowing the system to continue evolving in time indefinitely we define a target state \(|\psi_{tar}\rangle\) and we stop the random walk once the particle is detected in this state. This state can either be the same as the origin, in which case the random walk is referred to as a return problem, or it can be any other state on the graph in which case we refer to it as a transition problem. The first hitting time is \(N\tau\), and it is a random variable whose statistical properties depend on the Hamiltonian and the particular choice of sampling interval \(\tau\). The modified process for this random walk is described in Fig. 4. To account for the fact that in this version of the measurement induced quantum walk the experiment stops when the particle is detected at \(\psi_{tar}\) we remove the probability that the particle was found at \(\psi_{tar}\) after every \(\tau\) since the continuation of the experiment necessarily means it was not found there. This effectively removes any paths that crossed through \(\psi_{tar}\) from our ensemble since those paths would’ve resulted in the termination of the process. Projecting the resulting probability vector unto the target state gives us the following equation for the probability of first detecting the particle at the target site at time \(t = \tau n\), which...
FIG. 4: A measurement induced quantum walk which begins at $|\psi(t = 0)\rangle = |\psi_{in}\rangle$ and ends after time $t = N\tau$ when the particle is detected at $|\psi_{tar}\rangle$. The underlying physical process is the same as the one that was described in Fig. [3] but in this process we stop the random walk once it’s detected at the target state $|\psi_{tar}\rangle$.

we denote as $F_n$:

$$F_n = \langle \psi_{tar} | (G(1 - D))^n G | \psi_{in} \rangle.$$  \hfill (8)

Where $D = |\psi_{tar}\rangle \langle \psi_{tar}|$ is a projecting operator. For example, for $n = 1$, we obtain $F_1 = \langle \psi_{tar} | G | \psi_{in} \rangle$. For $n = 2$, we have $F_2 = \langle \psi_{tar} | G(1 - |\psi_{tar}\rangle \langle \psi_{tar}|) G | \psi_{in} \rangle$ and so on. The full derivation of Eq. (8) is presented in appendix A. We will now further interpret Eq. (8) using a renewal equation approach.

### IV. GENERATING FUNCTION

In appendix A we show that Eq. (8) is equivalent to:

$$F_n = \langle \psi_{tar} | G^n | \psi_{in} \rangle - \sum_{j=1}^{n-1} F_j \langle \psi_{tar} | G^{n-j} G | \psi_{tar} \rangle.$$  \hfill (9)

This is a renewal equation typically found for these types of problems [11-13]. One may obtain a simple physical interpretation of this equation by moving the sum to the left hand side, which gives us:

$$\sum_{j=1}^{n} F_j \langle \psi_{tar} | G^{n-j} G | \psi_{tar} \rangle = \langle \psi_{tar} | G^n | \psi_{in} \rangle.$$  \hfill (10)

In doing so, we can see that the probability of arriving at the target state after $n$ steps $\langle \psi_{tar} | G^n | \psi_{in} \rangle$ (not necessarily for the first time) is the same as the probability of arriving there for the first time at some earlier point in time and then looping back to return there.

In order to analyse $F_n$ we note that Eq. (9) has a convolution structure hence we use the Z transform or discrete Laplace transform, which is by definition [11-13]:

$$\tilde{F}(z) = \sum_{n=1}^{\infty} F_n z^n.$$  \hfill (11)

Multiplying Eq. (9) by $z^n$ and summing over $n$ we get:

$$\tilde{F}(z) = \sum_{n=1}^{\infty} \langle \psi_{tar} | G^n | \psi_{in} \rangle - \sum_{n=1}^{\infty} \sum_{j=1}^{n-1} F_j \langle \psi_{tar} | G^{n-j} G | \psi_{tar} \rangle.$$  \hfill (12)

The second term in the right hand side of the equation is a discrete convolution, so after evaluating the sums over $n$ and some rearrangement we get:

$$\tilde{F}(z) = \frac{\langle \psi_{tar} | \tilde{G}(z) | \psi_{in} \rangle}{1 + \langle \psi_{tar} | G(z) | \psi_{tar} \rangle}.$$  \hfill (13)

Where $\tilde{G}(z) = \sum_{n=1}^{\infty} z^n G^n = zG/(1-zG)$. By rearranging the generating function, we are also able to present it in a manner which better relates it to the underlying probability vector:

$$\tilde{F}(z) = \frac{\sum_{n=1}^{\infty} z^n \langle \psi_{tar} | \rho(n) \tau(n) \rangle}{\sum_{n=0}^{\infty} z^n \langle \psi_{tar} | \rho(n) \tau(n) \rangle}.$$  \hfill (14)

Using the generating function we are able to calculate the first detection probabilities, the survival probability, expected number of measurement attempts, and the variance in the number of detection attempts. We formally find that they are given by:

$$F_n = \frac{1}{n!} \int dz \tilde{F}(z),$$

$$F_{det} = \sum_{n=1}^{\infty} F_n = \tilde{F}(1),$$

$$\langle n \rangle = \sum_{n=1}^{\infty} n F_n = \frac{d}{dz} \tilde{F}(z) \Big|_{z=1},$$

$$\langle n^2 \rangle = \sum_{n=1}^{\infty} n^2 F_n = \frac{d}{dz} \left( z \frac{d}{dz} \tilde{F}(z) \right) \Big|_{z=1}.$$  \hfill (15-19)

Here $P_{det}$ is the total detection probability after an infinite number of measurement attempts. If $P_{det}$ is 1 Eq. [15] and [19] are the moments of the first detection event.

Note that unlike classical random walks the total detection probability $P_{det}$ can be less than unity [11-13], in which case the first and second moment can no longer be used to calculate the average and variance of the first detection event as detection is not guaranteed. They can still be used to compute the average and variance conditioned on the event that the particle is detected by dividing them by the total detection probability: Average $= \langle n \rangle / P_{det}$ and Variance $= \langle n^2 \rangle / P_{det} - \langle n \rangle^2 / P_{det}^2$. So far, the results we’ve obtained seem to indicate that the measurement induced quantum walk behaves like a regular discrete time classical random walk where other than the fact that the transition probabilities are determined using the Schrödinger equation the process is completely classical. By this we mean that the basic structure of the renewal equation is classical.
feature is clearly related to the repeated measurements which help us define a discrete path on the graph that the particle took, a feature which is classical. While the aforementioned classical trait would seem to imply that this process is purely classical, this ignores some interesting effects that arise from the combination of the unitary time evolution of the quantum wave function with the wave function collapse introduced by repeated measurements. First, \( G \) depends of course on \( \hbar \) and in that sense it is still describing a quantum mechanical process. But more profoundly, we find that for certain sampling rates which we label as exceptional the statistics of the system vary drastically compared to classical behavior, and that depending on the initial and target states certain sampling rates minimize the average time until detection whereas for others the average diverges to infinity. Such features are different compared to classical walks on similar structures, and are related to periodicity, revivals, and destructive interference of the underlying quantum dynamics. These underlying dynamics embedded in \( G \) through the unitary time evolution of the wave function \( U(\tau) \) make it fundamentally different from classical transition matrices in spite of the superficial similarities.

\[ |\psi_x\rangle = \sum_{\lambda} g_\lambda \sum_{k=1}^{\lambda} |\lambda_k \rangle |\psi_{in}\rangle \]  

\[ |\psi_{tar}\rangle = \sum_{\lambda} g_\lambda \sum_{k=1}^{\lambda} |\lambda_k \rangle |\psi_{tar}\rangle \]  

Where \( G |\lambda_k \rangle = \lambda |\lambda_k \rangle \) and \( g_\lambda \) are the degeneracies of the eigenvalues. In addition to this general form of writing the initial and target state, we also consider the state:

\[ |\phi\rangle = \frac{1}{\sqrt{|X|}} \sum_{x \in X} |x\rangle. \]  

This is an eigenstate of \( G \) with eigenvalue one at all sampling rates. By the prior definition of exceptional sampling rates, for non-exceptional sampling rates \( |\phi\rangle \) is the only \( G \) eigenstate whose eigenvalue is one. This state serves like a kind of a ground state under the repeated measurements. In classical processes this would correspond to a high temperature limit (in a Boltzmann sense) since the system is evenly populating all states. The repeated measurements drive the system to this state [12].

Returning to the subject of the derivation of a general formula for \( P_{det} \), we plug Eq. (20) into Eq. (13) to obtain:

\[ \tilde{F}(z) = \sum_{\lambda} g_\lambda \sum_{k=1}^{\lambda} \langle \psi_{tar} | \lambda_k \rangle \langle \lambda_k | \psi_{in} \rangle \frac{\lambda z}{1 - \lambda z}. \]  

Using Eq. (17) we take the limit \( z \to 1 \), all of the eigenstates whose eigenvalues are less than one disappear and we are left with:

\[ P_{det} = \frac{\langle \psi_{tar} | 1_k \rangle \langle 1_k | \psi_{in} \rangle}{\sum_{k=1}^{\lambda g_1} | \langle 1_k | \psi_{tar} \rangle |^2}. \]  

where the summation is only over the set of eigenstates whose eigenvalue is one \( G |1_k\rangle = |1_k\rangle \). This equation is general and valid for all sampling rates.

We can see from this expression that in the return problem, where we set \( \langle \psi_{in} | \psi_{tar} \rangle = 1 \), the total detection probability \( P_{det} \) is always one in a finite system. We can also see that for non-exceptional sampling rates, i.e sampling frequencies where 1 is a non-degenerate eigenvalue of \( G \), i.e \( g_1 = 1 \). \( P_{det} \) is one for the transition problem as well in finite systems, since in that case the only eigenstate which will go into the sum in Eq. (23) is the uniform state given in Eq. (21). Thus, for non-exceptional sampling rates the total detection probability is unity just like a regular classical random walk on a finite graph. This is very different from the case where we only measure locally at the target site where due to destructive interference we may get \( P_{det} < 1 \) [13][15]. We address this subject and the more general comparison between global and local measurements in Sec. [X].

\[ \langle n \rangle \]  

The mean \( \langle n \rangle \) for a measurement induced quantum walk on a finite graph is the average number of attempts needed until the particle is first found at the state \( |\psi_{tar}\rangle \). It is equal to the average time from the beginning of the walk until the particle is detected at the target state, divided by the time between measurements \( \tau \). Similarly to the derivation of Eq. (23), we express the initial and detection site as superpositions of \( G \)’s eigenstates, plug
those into Eq. [18] and take the limit as \( z \to 1 \) to find that in the return problem \( \langle \psi_{in} | \psi_{tar} \rangle = 1 \) this average is:

\[
\langle n \rangle = \frac{1}{\sum_{k=1}^{g_n} |\langle \psi_{in} | 1_k \rangle|^2}.
\]

For non-exceptional sampling rates \( |\phi\rangle \) is the only state in the sum and we can simplify Eq. [24] to obtain:

\[
\langle n \rangle = |X|.
\]

This means that the mean \( \langle n \rangle \) is quantized and independent of the details of the system besides the dimension of the Hilbert space. Namely, recall that for any tight binding walk on a graph \( X \) is the set of vertexes and \( |X| \) is the number of vertices.

In essence this is similar to the Kac formula for the mean, which applies for classical walks and reads \( \langle n \rangle = 1/p_{eq(x)} \) where \( p_{eq(x)} \) is the equilibrium state and \( x \) is the vertex [10]. However, what is remarkable here is that the effective steady state is uniform (like a high temperature classical limit) [12].

One exceptional sampling rate which we can see in all systems is the Zeno limit \( (\tau \to 0) \). In this limit of Eq. [24] \( G \) becomes the identity matrix which causes the sum in the divisor to evaluate to 1 and we get \( \langle n \rangle = 1 \). This is expected, if we start at the target node and immediately measure we record the particle in the first detection probability. What is remarkable is that if \( \tau \) is any small but finite we still get \( \langle n \rangle = |X| \). So close to the Zeno limit we get a drastic jump in \( \langle n \rangle \) when plotted as a function of \( \tau \). This means that the fluctuation of the first detection time \( N\tau \) close to this limit are gigantic. We can also see these fluctuations in that the variance \( \Delta n^2 \) diverges at this limit as shown in Eq. [26] presented soon. This non-analytical behavior is also found for other exceptional sampling times, discussed below.

To find the variance in the number of measurements \( \Delta n^2 = \langle n^2 \rangle - \langle n \rangle^2 \) we repeat the aforementioned process for Eq. [19] and find that for non-exceptional sampling rates the variance of the number of measurements in a finite system is given by:

\[
\Delta n^2 = |X|^2 - |X| + 2 |X|^2 \sum_{\lambda \neq 1}^{g_n} \sum_{k=1}^{g_n} |\langle \psi_{in} | \lambda_k \rangle|^2 \frac{\lambda}{1 - \lambda}.
\]

We see here that as any of \( G \)'s eigenvalues \( \lambda \) approach one such as in the Zeno limit the variance diverges, which is indicative of the large fluctuations in the first detection probability which are observed near exceptional sampling rates. Keep in mind that Eq. [24] and [26] are only valid in the return problem \( \langle \psi_{in} | \psi_{tar} \rangle = 1 \). In appendix [H] we present the full derivation of these two equations in detail, as well as a more general form of the equation for \( \Delta n^2 \) which also works for exceptional sampling rates.

Note that the quantization of the mean return time, Eq. [25] is not unique to the protocol under study. In Sec. [IX] we discuss other measurement schemes that yield quantization of mean return time.

C. The mean in the transition problem

We now turn our attention to the transition problem. Similarly to the previous derivation of Eq. [24] we plug Eq. [22] into Eq. [18]. After simplifying we arrive at the following equation for \( \langle n \rangle \) in the transition problem:

\[
\langle n \rangle = \frac{\sum_{k=1}^{g_n} \langle \psi_{tar} | 1_k \rangle (1_k | \psi_{in} \rangle)}{\sum_{k=1}^{g_n} |\langle \psi_{in} | 1_k \rangle|^2} + \lim_{z \to 1} g(z) (\sum_{k=1}^{g_n} |\langle \psi_{in} | 1_k \rangle|^2)^2.
\]

The function \( g(z) \) is:

\[
g(z) = \sum_{\lambda \neq 1}^{g_n} \sum_{k=1}^{g_n} \sum_{j=1}^{g_n} \frac{\lambda z}{1 - \lambda z} f(|\lambda_k \rangle, |1_j \rangle)
\]

\[
f(|\lambda_k \rangle, |1_j \rangle) = \langle \psi_{tar} | 1_k \rangle (1_j | \psi_{in} \rangle) |\langle \psi_{tar} | \lambda_k \rangle|^2
\]

\[
- \langle \psi_{tar} | \lambda_k \rangle \langle \lambda_k | \psi_{in} \rangle |\langle \psi_{tar} | 1_j \rangle|^2.
\]

where the sums in Eq. [27] are all only over eigenstates whose eigenvalue is one and \( G(1_j) = |1_j \rangle \). In \( g(z) \) the summation over \( \lambda_k \) includes all of \( G \)'s eigenstates whereas the sum over \( j \) is over only the eigenvectors whose eigenvalue is one. For non exceptional sampling rates, the sum over \( j \) is just \( |\phi \rangle \), and since \( \forall x \in X : f(|x \rangle, |x \rangle) = 0 \) Eq. [27] reduces to:

\[
\langle n \rangle = |X| \left[ 1 + \sum_{\lambda \neq 1}^{g_n} \sum_{k=1}^{g_n} \frac{\lambda}{1 - \lambda} (|\langle \psi_{tar} | \lambda_k \rangle|^2 - |\langle \psi_{tar} | \lambda_k \rangle \langle \lambda_k | \psi_{in} \rangle |\langle \psi_{tar} | 1_j \rangle|^2) \right].
\]

If \( \lambda \to 1 \), \( \langle n \rangle \) can diverge. However, it should be noted that \( \langle n \rangle \) does not necessarily diverge close to exceptional sampling rates since the expression in the inner brackets can equal zero. If it doesn’t diverge it often discontinuously jumps to a different finite value. We address this issue in appendix [D]. It should also be noted that if \( |\psi_{in} \rangle = |\psi_{tar} \rangle \) the sum reduces to zero and we get Eq. [25], since it is just a special case of this equation.

VI. SLOW RELAXATION OF THE SURVIVAL PROBABILITY NEAR EXCEPTIONAL SAMPLING RATES

In Sec. [V] we’ve already shown that in finite systems, as the number of measurements goes to infinity the total detection probability \( P_{det} \) converges to one for non-exceptional sampling rates. In this section we show that this relaxation is considerably slower for sampling rates which are close to exceptional ones.

Starting with Eq. [8], we’ll define a new operator \( G_{tar} = G(1 - |\psi_{tar} \rangle \langle \psi_{tar} |) \) and rewrite the formula with it:

\[
F_n = \langle \psi_{tar} | G_{tar}^{n-1} G |\psi_{in} \rangle.
\]


This new operator is non-Hermitian but much like the original $G$ all of its eigenvalues are real and less than or equal to one. Similarly to the way we used $G'$'s eigenbasis we'll expand the initial probability vector $G |\psi_{in}\rangle$ using $G_{\text{tar}}$'s eigenbasis. We'll denote $G_{\text{tar}}$'s eigenvalues as $\mu$ and its right and left eigenstates as $|\mu_R\rangle$ and $\langle \mu_L |$ where $G_{\text{tar}} |\mu_R\rangle = \mu |\mu_R\rangle$ and $\langle \mu_L | G_{\text{tar}} = \langle \mu_L | \mu$, as usual the left and right eigenvectors have the same eigenvalues 17. With these we can express the first detection probability in a manner similar to what we did in Eq. (20), with a minor complication made by the fact that rather than span $|\psi_{in}\rangle$ using this eigenbasis we need to span $G |\psi_{in}\rangle$ instead, where we assume tat $G_{\text{tar}}$ has no degeneracies. The aforementioned expansion gives us an equation for the first detection probability:

$$F_n = \sum_\mu \mu^n |\langle \mu_L | G |\psi_{in}\rangle |^2 \langle \psi_{\text{tar}} | \mu_R\rangle.$$ (31)

Eq. (31) is a formal solution of the problem. It shows that $F_n$ decays exponentially as a function of $n$ provided that the sampling rate is non-exceptional.

Using Eq. (31) and the insight from Eq. (23) that the total detection probability for non-exceptional sampling rates is one, we can derive the following equation for the survival probability $S_N = 1 - \sum_{j=1}^{N} F_j$ which is the probability that in a finite system the particle was not detected, namely that it survived. We find:

$$S_N = \sum_\mu e^{N \ln \mu} |\mu_L | G |\psi_{in}\rangle |^2 \langle \psi_{\text{tar}} | \mu_R\rangle.$$ (32)

Based on this equation we can see that we should expect the survival probability to exponentially decay to zero for non-exceptional sampling rates and that the decay rate should slow down considerably when one or more of $G_{\text{tar}}$'s eigenvalues approaches one since the decay rates are given by $\ln \mu$. As we will now show using an interlacing technique 18, this happens close to every exceptional sampling rate.

To see this, we first note that $G_{\text{tar}}$’s eigenvalues satisfy the equation:

$$\text{Eigenvalues}(G_{\text{tar}}) = \{0\} \cup \text{Eigenvalues}(G')$$ (33)

where $G'$ is the principle submatrix of $G$ where the row and column corresponding to $\psi_{\text{tar}}$ have been removed. Note that $G'$ is Hermitian and also a principle submatrix of $G_{\text{tar}}$. This is significant thanks to the Cauchy Interlace Theorem 19 which states that:

For any pair of Hermitian matrices $A$ and $B$ of order $N$ and $N - 1$ respectively where $B$ is a principle submatrix of $A$ the eigenvalues of the two matrices interlace. This means that if we label $A$’s eigenvalues as $a_n$ such that $a_{n-1} \leq a_n$ and label $B$’s eigenvalues as $b_n$ such that $b_{n-1} \leq b_n$ then:

$$a_1 \leq b_1 \leq a_2 \leq b_2 \leq \ldots \leq b_{N-2} \leq a_{N-1} \leq b_{N-1} \leq a_N.$$ (34)

To show how this affects our problem using an example we examine a transition from $|0\rangle$ to $|2\rangle$ on a simple 3 site line graph which is described by the following tight binding Hamiltonian:

$$H = -\gamma (|0\rangle \langle 1| + |1\rangle \langle 0| + |1\rangle \langle 2| + |2\rangle \langle 1|).$$ (35)

After using Eq. (31) to find $G$ and $G'$, we evaluate them at the non-exceptional sampling rate $\gamma \tau = \pi/\sqrt{8}$ and then calculate their eigenvalues. We find that the eigenvalues of the two matrices interlace just like the theorem predicts, as is shown in Fig 5.

![Figure 5: A simple illustration of the Eigenvalue interlacing theorem. The eigenvalues of $G$ and $G'$ for the Hamiltonian (35) plotted on a segment of the real number line. $G$'s eigenvalues are depicted as blue circles whereas $G'$'s eigenvalues are depicted as blue discs. We find that $G$'s eigenvalues always interlace between $G$'s eigenvalues just as the theorem predicts.](image)

With the exception of zero (which is always an eigenvalue of $G_{\text{tar}}$), this interlacing occurs for all values of $\gamma \tau$, meaning that there is always a $\mu$ between every pair of $\lambda$s. As $\tau$ approaches an exceptional sampling rate, one of $G$'s eigenvalues will approach unity. Since $\lambda = 1$ is always an eigenvalue of $G$, the $\mu$ which is interlaced between it and the aforementioned eigenvalue must also coalesce on unity as it is squeezed between the two $G$ eigenvalues. This causes the survival probability decay to slow down considerably since, as mentioned in Eq. (32), $\mu \to 1$ implies slow relaxation. To show this we plot the eigenvalues of $G$ and $G_{\text{tar}}$ together as a function of $\gamma \tau$ in Fig 6. We can see that near every exceptional sampling point, as one of $G$'s eigenvalues approaches one, the $G_{\text{tar}}$ eigenvalue trapped between it and one is forced to also converge to one, in order to preserve the interlacing property.

To see how this affects the survival probability, we plot it as a function of $N$ for the two almost exceptional sampling rates $\gamma \tau = \epsilon$ and $\pi/\sqrt{2} - \epsilon$ where $\epsilon = 10^{-1}$. We also plot along side them the survival probability for the non-exceptional sampling rate $\gamma \tau = \pi/\sqrt{8}$ for comparison. As can be clearly seen in Fig. 7 the decay rate is considerably slower for the two almost exceptional sampling rates compared to the non-exceptional one.

To summarize, the slow decay of the survival probability near certain sampling rates can be understood using the eigenvalue interlacing theorem. We do this by searching for sampling rates that cause an eigenvalue of $G$ to approaches unity (besides $|\phi\rangle$'s eigenvalue which is always one). In general this can be done using any parameter of the Hamiltonian, not just the sampling rate. This in turn implies that an eigenvalue $\mu$ will also approach unity and hence using Eq. (31) the relaxation rate is reduced drastically unless prefactors vanish as well. This analysis
using $G_{tar}$ is in some sense redundant as we’ve already analyzed $G$. However, in examining both matrices and their properties we are able to gain various insights into the behavior of the system which would be more difficult to notice in analyzing just one or the other.

VII. BENZENE-LIKE RING

As an example of how our formalism can be used we study the measurement induced quantum walk, and solve the return problem as well as a transition problem for a 6 site ring graph (see Fig. 8). In this solution we omit some of the simpler steps of the process so as to instead focus on the results and their implications, in appendix E we solve the first detection problem for a two level system giving the full technical details. The graph is described by the following tight binding Hamiltonian with cyclical boundary conditions ($|6\rangle = |0\rangle$):

$$H = -\gamma \sum_{x=0}^{5} (|x\rangle \langle x+1| + |x+1\rangle \langle x|).$$

(36)

We diagonalize the Hamiltonian to obtain $G$ and then diagonalize it to obtain the eigenstates and eigenvalues, the latter of which we plot as a function of $\gamma \tau$ in Fig. 8.

Having found $G$’s eigenstates and eigenvalues, the latter of which we plotted as a function of $\gamma \tau$ in Fig. 8, we can now easily solve any measurement induced quantum first detection problem on the hexagonal graph. Before we do that however, we first look at the time evolution of the probability vector free of absorbing boundary conditions $|\rho(\tau n)\rangle$, which we can easily obtain using:

$$|\rho(\tau n)\rangle = \sum_{\lambda} \sum_{k=1}^{g_{\lambda}} \lambda^{n} \langle \lambda_{k} | \psi_{in} \rangle |\lambda_{k}\rangle.$$

(37)

Doing this, we find that the projection of the probability vector onto every graph site equals $1/6$ plus an exponentially decaying sum of sinusoidal functions of $\gamma \tau$, meaning that in the long time limit the system decays to the state $|\phi\rangle$ as expected. We also find that at exceptional sampling rates, some of said sinusoidal functions equal zero. We provide an explanation of this phenomena and its physical implications near the end of this section.

Returning to the topic of the first detection problem, in this section we’ll solve the return problem from $|0\rangle$ to $|c\rangle$ on the graph whose Hamiltonian is described in Eq. (35). The orange and blue lines correspond to the almost exceptional sampling rates $\gamma \tau = \epsilon$ and $\pi/\sqrt{2} + \epsilon$ where $\epsilon = 10^{-1}$. The green line corresponds to the non-exceptional sampling rate $\pi/\sqrt{8}$. As explained in the text the interlacing theorem predicts the slow decay of the survival probability close to the exceptional sampling rates through the analysis of the eigen values of $G$. When ever two eigen values of $G$ merge we get a slow relaxation of the survival probability.

![FIG. 6: The eigenvalues of $G$ (denoted $\lambda$) and $G_{tar}$ (denoted $\mu$) plotted in blue and orange respectively. For all values of $\gamma \tau$ there is always a $\mu$ between every pair of $\lambda$ aside from zero which does not interlace. The eigenenergies of the system are 0, $\pm \sqrt{2}\gamma$. The exceptional sampling rates are $\gamma \tau = 0, \pi/\sqrt{2}$, and $\sqrt{2}\pi$ plus integer multiples of $\sqrt{2}\pi$. In the figure these are marked by dashed lines, and all of them satisfy $\Delta E_{\tau} = 2\pi k$. Near each of the exceptional sampling rates we can see that at least one of the $\mu$s is squeezed between a pair of $\lambda$s until it equals 1.](image1)

![FIG. 7: The survival probability in the transition from $|0\rangle$ to $|c\rangle$ on the graph whose Hamiltonian is described in Eq. (35). The orange and blue lines correspond to the almost exceptional sampling rates $\gamma \tau = \epsilon$ and $\pi/\sqrt{2} + \epsilon$ where $\epsilon = 10^{-1}$. The green line corresponds to the non-exceptional sampling rate $\pi/\sqrt{8}$. As explained in the text the interlacing theorem predicts the slow decay of the survival probability close to the exceptional sampling rates through the analysis of the eigen values of $G$. When ever two eigen values of $G$ merge we get a slow relaxation of the survival probability.](image2)
often diverges. In both we find that the variance diverges at these sampling rates. In Figs. 9 - 12 we plot these values as a function of $\gamma \tau$ and denote the exceptional values of $\gamma \tau$ with dashed vertical lines.

In order to better understand these discontinuities and divergences we evaluate the stochastic matrix describing the process $G$ at the exceptional values of $\gamma \tau$ and observe that at those points the ergodicity of the system is broken. In Fig. 13 we graph the system for various values of $\gamma \tau$ based on the $G$ we obtain for the sampling rate, this shows us what possible transitions exist in the system at these sampling rates. We can see that the exceptional sampling rates are ones where the graph "breaks apart" into several disconnected sub-graphs, whereas for non-exceptional sampling rates every transition is possible with some non-zero probability. This effect is somewhat similar to fragmentation of the Hilbert space [13, 15] and the formation of Quantum Many-Body Scars [20, 21], and results in analogous behavior of the system. Note that in Fig. 13 the lines denote non-zero transition probabilities after a measurement, unlike in Fig. 2 where the lines denoted interactions between pairs of adjacent sites.

Looking at these graphs, we can also clearly see that the reason $\langle n \rangle$ in the transition problem diverged at $\gamma \tau = \pi$, but only discontinuously jumped to a different finite value at $\gamma \tau = 2\pi n/3$ is that whereas for $\gamma \tau = 2\pi n/3$ the point $|3\rangle$ remains reachable from $|0\rangle$ for $\gamma \tau = \pi n$ it becomes completely unreachable as demonstrated in Fig. 13. Using Fig. 13 we can also see that in the return problem the average is still equal to the size of the graph even for exceptional sampling rates and the reason it discontinuously jumps from six to smaller integer is that the graph itself is effectively split apart at the exceptional sampling rates. For example for $\gamma \tau = 2\pi n$, the effective size of the graph is not six but rather one (as shown in Fig. 13a). Hence for these sampling times,
FIG. 11: \(\langle n \rangle\) for the transition problem from \(|\psi_{in}\rangle = |0\rangle\) to \(|\psi_{tar}\rangle = |3\rangle\) on a model ring with six sites whose Hamiltonian is given by Eq. (36). In the text we explain why it diverges at \(\gamma \tau = \pi n\) but only discontinuously jumps at the other sampling rates.

FIG. 12: \(\Delta n^2 = \langle n^2 \rangle - \langle n \rangle^2\) for the transition problem from \(|\psi_{in}\rangle = |0\rangle\) to \(|\psi_{tar}\rangle = |3\rangle\) on a model ring with six sites whose Hamiltonian is given by Eq. (36). We find that the variance diverges at every exceptional sampling rate, including \(2\pi n/3\) in spite of the fact that the average does not diverge there and only discontinuously jumps.

\(\langle n \rangle = 1\) for the return problem.

Based on Fig. 13, we can also see that similar behaviour will occur for other transitions. In the transition \(|0\rangle\) to \(|1\rangle\), \(\langle n \rangle\) will diverge at every exceptional sampling rate, since \(|1\rangle\) becomes unreachable at all of them. Whereas in the transition from \(|0\rangle\) to \(|2\rangle\), \(\langle n \rangle\) will diverge at \(\gamma \tau = 2\pi n/3\), since \(|2\rangle\) becomes unreachable at this value and it will discontinuously jump at \(\gamma \tau = \pi\).

Looking back at the probability vector \(|\rho(\tau n)\rangle\), we can also see that as expected at exceptional sampling rates rather than decay to \(|\phi\rangle\) which is evenly distributed across the entire graph it decay to an even distribution across only the sub-graph \(|\psi_{in}\rangle\) belongs to.

VIII. UNBOUNDED QUANTUM WALKER IN ONE DIMENSION

In this section we consider a measurement induced quantum walk for a free particle on an infinite lattice. In classical random walk theory this is the problem of first passage time for a particle diffusing without bias on a lattice in one dimension, which is of course a well studied problem [1].

We use the tight-binding Hamiltonian:

\[
H = -\gamma \sum_{x=-\infty}^{\infty} |x\rangle \langle x+1| + |x+1\rangle \langle x|.
\] (38)

A schematic description of this system is given in Fig. 11.

We start by first examining the behavior of the probability vector without absorbing boundary conditions, which is given by Eq. (7). The solution of the Schrödinger equation for the Hamiltonian (38) is \(|\psi(t)\rangle = \sum_{x=-\infty}^{\infty} B_x |x\rangle\) where the amplitudes satisfy \(i\dot{B}_x = -\gamma (B_{x+1} + B_{x-1})\). Using the Bessel function identity \(2J_\nu(z) = J_{\nu-1}(z) - J_{\nu+1}(z)\) [22] and the initial condition \(B_x(t = 0) = \delta_{x,0}\) we find that without measurement, the wave function is:

\[
|\psi(t)\rangle = \sum_{x=-\infty}^{\infty} i^x J_x(2\gamma t) |x\rangle.
\] (39)

From this it is clear that the time evolution operator \(G\) will be:

\[
G = \sum_{x,x'=\infty}^{\infty} |J_x-x'(2\gamma t)|^2 |x\rangle \langle x'|.
\] (40)

Using this we find that the Fourier transform of the probability vector at time \(t = \tau n\) is given by:

\[
\tilde{P}_{k,n} = \sum_k e^{-ikx} \langle x|\rho(\tau n)\rangle = J_0(4\gamma \tau \sin(\frac{k}{2}))^n\] (41)

We present the exact derivation of this expression in appendix F. We can obtain the moments of the random...
walk using derivatives of this Fourier transform. The first moment \( \langle x \rangle \) is zero from symmetry and the second moment which corresponds to the unitless variance in position of the random walk is:

\[
\Delta x^2 = 2n\gamma^2\tau^2. \tag{42}
\]

The probability vector after the first four measurements is shown for reference in Fig. 14

A. Edgeworth series

We’ll start by examining the region of the random walk close to the origin. As one might expect, in this region the probability vector quickly converges to a Gaussian, which can be shown with a cumulant expansion up to the second order.

\[
J_0(4\gamma\tau \sin(\frac{k}{2}))^n \sim e^{-n\gamma^2\tau^2 k^2} \tag{43}
\]

Under this simple approximation the probability vector equals:

\[
\langle x|\rho(\tau n) \rangle = P_{x,n} \approx \frac{\exp(-\frac{x^2}{4n\gamma^2\tau^2})}{\sqrt{4\pi n\gamma^2\tau^2}} \tag{44}
\]

We can reintroduce \( \hbar \) to Eq. (44) and add a lattice size \( a \) which we define to be the distance between different sites on the lattice to get:

\[
P_{x,n} \approx \frac{\exp(-\frac{k^2 \Delta x^2}{4n\gamma^2\tau^2})}{\sqrt{4\pi n^2\gamma^2\tau^2/\hbar^2}} \tag{45}
\]

In order to find the corrections to the Gaussian near the origin we’ll use an Edgeworth series \[23\], which is given by:

\[
P_{x,n} = \frac{\exp(-\frac{x^2}{2\sigma^2})}{\sqrt{2\pi \sigma^2}} \left( 1 + \sum_{l=2}^{\infty} \frac{(-1)^l c_l}{(2l)!} H_{2l}(\frac{x}{\sqrt{2}\sigma}) \right) \tag{46}
\]

where \( H_m(x) \) are the Hermite polynomials and \( c_l \) is the \( l \)th cumulant of the random walk, these can be obtained using:

\[
c_l = i^l \lim_{k \to 0} \frac{d^l}{dk^l} \ln (\tilde{P}_{k,n}) = i^n l \lim_{k \to 0} \frac{d^l}{dk^l} \ln (\tilde{P}_{k,1}). \tag{47}
\]

Since the cumulants are linearly proportional to \( n \), the corrections to the Gaussian in Eq. (46) disappear over time as expected. A short list of some of the cumulants is given in Table I.

![FIG. 14: The probability vector on the infinite line Hamiltonian given in Eq. (38) after the first four measurements plotted as a function of the lattice site \( x \) with \( \gamma \tau = 10 \). The shape after the first measurement matches the results obtained in experimental implementations of this type of random walk \[24\], indicating that the Hamiltonian we use (Eq. (38)) can accurately model such a system. We tested many values of the sampling rate and found that, excluding \( \gamma \tau \ll 1 \), the general shape of the distribution after the first few measurements is the one presented here. The scale of the shape depends on the sampling rate, and we find that the "width" equals \( 2n\gamma\tau \) as can be seen in this figure. More generally, we can say that the maximum group velocity of the wave packet when evolving without measurement is \( 2\gamma \), and this is reflected here in the distance that we can detect the particle in. From the fifth measurement onward the probability vector typically converges to a simple Gaussian shape near the center as expected, we study the behavior of the tails of the distribution separately later in this section.](image-url)
We can divide the Hermite polynomial, which is the second term of the series expansion of the natural log of Eq. (41) at $k = 0$. It should be noted that the special value of $\gamma \tau$ which causes the Kurtosis $c_4/\sigma^4$ to go to zero has no particular significance with regard to the Gaussianity of the distribution, and is just coincidental.

The Edgeworth series gives us a more accurate approximation of the probability vector near the origin than just the Gaussian, which is its first term. One way to see this is that we can actually retrieve the Hermite polynomials from the random walk itself. In order to obtain the 4th Hermite polynomial, which is the second term of the series, we can divide $P_{x,n}$ by the Gaussian term to get:

$$H_4\left(\frac{x}{\sqrt{2c_2}}\right) \approx \frac{(4)!(2c_2)^2}{c_4} \left(\frac{P_{x,n}}{N_{x,n}} - 1\right)$$

where $N_{x,n}$ is a Gaussian (Normal distribution) with $\mu = 0$ and $\sigma^2 = c_2$. In Fig. 15 we demonstrate this using a numerical simulation of the random walk.

| $n$ | $c_n$ |
|-----|-------|
| 0   | 0     |
| 2   | $2\gamma^2 \tau^2$ |
| 4   | $2\gamma^2 \tau^2 (1 - 3\gamma^2 \tau^2)$ |
| 6   | $2\gamma^2 \tau^2 (1 - 15\gamma^2 \tau^2 + 40\gamma^4 \tau^4)$ |
| 8   | $2\gamma^2 \tau^2 (1 - 63\gamma^2 \tau^2 + 560\gamma^4 \tau^4 - 1155\gamma^6 \tau^6)$ |
| 10  | $2\gamma^2 \tau^2 (1 - 255\gamma^2 \tau^2 + 5880\gamma^4 \tau^4 - 34650\gamma^6 \tau^6 + 57456\gamma^8 \tau^8)$ |

TABLE I: The first ten Cumulants of the random walk

![FIG. 15: A plot of the expression given in Eq. (48) for $\gamma \tau = 1$ and $n = 10$. The probabilities of detection which were obtained via numerical integration are plotted as blue dots and the 4th Hermite polynomial is plotted as an orange line. Numerical simulations indicate that typically the two overlap almost completely for $10 \leq n$.](image)

![FIG. 16: The rate function $I(x/n) = n^{-1} \ln(P_{x,n})$ on the infinite 1D line plotted in blue as a function of the lattice site $x$. The small $l$ approximation (Gaussian) is plotted in orange and the large $l$ approximation (Eq. [49]) is plotted in green. We tested many values of the sampling rate and found that, excluding $\gamma \tau \ll 1$, the distribution fits the Gaussian approximation up to around $|x| = 2n\gamma \tau$ and then almost immediately fits the large $l$ approximation.](image)

B. Saddle point

While the Edgeworth series is useful for studying the probability vector near the origin, its accuracy decreases drastically as we move towards the tails of the distribution, to the point that it can sometimes give negative values for the probabilities. For these regions we use a saddle point method [25] to approximate the probabilities for large values of $n$, we give the full details of the derivation in appendix G. While our focus with this method is the tails of this distribution, it should be noted that using it to approximate the distribution near the origin gives a Gaussian distribution as expected (Appendix G.1). For the far tails of the distribution, which we define as the region where $2n\gamma \tau \ll x$, we find in appendix G.2 that the probabilities are given by:

$$P_{x,n} \approx \frac{1}{2\pi n\gamma \tau} \frac{I_0 \left(4\gamma \tau \sqrt{\frac{x}{2\gamma \tau n}} \right)^n}{\left(\frac{x}{2\gamma \tau n}\right)^2 - 1} \exp \left(2x \arccosh \left(\frac{x}{2\gamma \tau n}\right)\right)$$

(49)

Where $I_0(x)$ is the zeroth modified Bessel function of the first kind. In the region after $x = 2n\gamma \tau$ we find that the probabilities decay rapidly, much faster than a Gaussian, as shown in Fig. 16.

C. Zeno limit

Another topic of interest in this random walk is the Zeno limit, where we take $\tau \to 0$. We can gain some simple insight into the behavior of the probability vector
in this limit by taking the limit of $G$, which gives us:

$$G \approx \sum_{x=-\infty}^{\infty} (1-2\gamma^2\tau^2) |x| \langle x|+\gamma^2\tau^2(|x+1| \langle x|+|x \langle x+1|)$$

(50)

Since the prefactors of the probability of transition is quadratic in $\tau$, even if we consider the actual time $t = \tau n$ as opposed to the number of steps the particle is still forced to remain at the origin and has a very low probability of escaping. Another way of seeing this, is that the diffusion coefficient of this random walk is proportional to $\tau^2$. We can better quantify this effect by examining the Kurtosis of the probability vector. The Kurtosis is a measure of the Gaussianity of the system, it is zero for Gaussian distributions and expected to be small for distributions which are very similar to Gaussians. In our previous discussion of the Edgeworth series we mentioned that we expect the probability vector to converge to a Gaussian fairly quickly, and using the Kurtosis we can quantify how quickly this happens. The Kurtosis for this random walk is:

$$\kappa = \frac{c_4}{(c_2)^2} = \frac{(\gamma\tau)^{-2} - 3}{2n} \approx \frac{(\gamma\tau)^{-2}}{2n}$$

(51)

(The $-3$ is negligible in the Zeno limit). To obtain a Kurtosis smaller than $\epsilon$ where $\epsilon \ll 1$, we can rearrange Eq. (51) to get:

$$\frac{1}{2}\epsilon^{-1} \leq n(\gamma\tau)^2$$

(52)

Meaning that $n$ must be at least of the order of $(\gamma\tau)^{-2}$ in order for the probability vector to converge to a Gaussian shape.

D. First detection time

Turning our attention to the first detection time for the return problem on this lattice, we can easily obtain the generating function by plugging the inverse Fourier transform of Eq. (41) into Eq. (15) and perform the summation with respect to $n$ to get:

$$\tilde{F}(z) = 1 - \frac{2\pi}{\int_0^{2\pi} \frac{dk}{1-z J_0(4\gamma\tau \sin(k/2))}}.$$

(53)

Since the integral in Eq. (53) diverges for $z \to 1$, using Eq. (17) we know that for all $\gamma$, $P_{\text{det}} = 1$. The small $n$ first detection probabilities can be obtained using Eq. (9) or Eq. (16) by expanding Eq. (53) around $z = 0$ and numerically solving the resulting integrals. The exact form of the first few of these are presented in Table I.

We can also continue with such a process with a program like Mathematica to obtain $F_n$, which we plot versus $n$ in Fig. 17.

In order to obtain the asymptotic behaviour of the probabilities for large $n$ we can solve the integral in Eq. (53) in the limit $1 - z \ll 1$. In this limit, most of the contribution to the integral is in the region of $k = 0$ so we’ll expand the Bessel function around this point up to the second order $J_0(4\gamma\tau \sin(k)) \approx 1 - 4\gamma^2\tau^2 k^2$. This approximation is accurate in the region which contributes the most to the integral and quickly decays to zero is the region which by comparison contributes very little. With this approximation we obtain:

$$\tilde{F}(z) \approx 1 - 2\gamma\tau\sqrt{1-z}.$$  

(54)

From the expansion of the function about $z = 1$ using the Tauberian theorem \[1\] we can see that the asymptotic big $n$ behaviour is:

$$F_{1<n} \approx \pi^{-1/2} \gamma \tau n^{-3/2}.$$  

(55)

The asymptotic $n^{-3/2}$ behavior is of course similar to well known result from one dimensional first passage times (classical) on a line \[1\]. We show the convergence of the first detection probabilities to this limit in Fig. 17. The prefactor we find here is the new element of this research.

In addition to the example we’ve considered here, an examination of the effects of Anderson localization on this kind of random walk would be interesting, as the combination of the localization caused by the measure-
ments with the localization of the Hamiltonian eigenstates caused by disorder in the lattice might result in unique effects.

IX. COMPARISON WITH TARGET SITE MEASUREMENT

One last subject to consider is alternate definitions for a quantum first detection problem. In this paper we considered a quantum first detection problem where every \( \tau \) time we measure the position of the particle until it reaches the target site. One other possible definition of a quantum first detection problem is one where every \( \tau \) time we just measure if the particle reached the target site or not using the projection operator \( |\psi_{\text{tar}}\rangle \langle \psi_{\text{tar}}| \) as opposed to the position operator \( \hat{X} \). This issue was considered in [9–8]. In the latter case the outcome of each measurement is either yes or no, hence we can claim that the measurement is local. The basic renewal equations Eq. (9) here and Eq. (17) in [6] are fundamentally different, as here we describe a probability \( F_n \) and the latter an amplitude of first detection. In the classical world the two protocols give the same first passage time statistics, but in quantum mechanics this is not the case. The current problem is more classical, but some traces of quantum mechanics are still present in the features of \( G \), such as the exceptional sampling rates, the Zeno limit, etc.

For a more quantitative examination, we compare some of the general results obtained for both measurement protocols in order to highlight the differences between the two. Of particular interest are \( P_{\text{det}} \) and \( \langle n \rangle \) for a finite Hilbert space, since we have general results for both in both measurement protocols that apply for all time independent Hamiltonians at non-exceptional sampling rates. Note that in general the exceptional sampling rates in the position measurement protocol and the target site measurement protocol are different, though some can be the same (such as the Zeno limit, which exists in every system and for both protocols).

For the return problem, we found in this paper that the total detection probability is always one. Similarly in the case when measurements are performed only at the target site, which in this case is also the initial location of the wave function. The total detection probability is one in a finite Hilbert space with a discrete energy spectrum [20]. We found that \( \langle n \rangle \) equals the size of the graph in our measurement protocol, whereas when only measuring at the target site it was found that \( \langle n \rangle \) equals the effective dimension of the Hilbert space, which is the number of distinct energy levels of the system, provided that the corresponding eigenstates have a non-zero overlap with the detected state. This effective dimension is always less than or equal to the size of the graph, so the target site measurement protocol results in faster detection on average. Note that this is true typically in ordered system where we have some symmetry and hence degeneracy in the energy levels. Whereas in a disordered systems the number of energy levels is typically the same as the dimension of the Hilbert space, causing the two averages to be the same. Similar results are found also for non-Hermitian descriptions of the system [27].

For the transition problem, we found in this paper that the total detection probability is also always one, whereas for the target site measurement protocol \( P_{\text{det}} \) can be bounded numbers smaller than unity depending on the symmetry of the system as was shown in [13–15]. In general, for systems with symmetry the repeated local measurements yield states which are called dark states [13–15] and here we did not find such generic states (with the exception of the exceptional sampling rates, which are related to the stroboscopic protocol under study).

Although comparing \( \langle n \rangle \) in the transition problem is not as easy as we don’t have simple way of determining which measurement scheme is slower on average for it in general, we feel that the probability of not detecting the particle at all in the target site measurement scheme makes the location measurement scheme preferable for reliable detection of the particle in the transition problem. However, for specific target states, the target site measurement approach can be extremely fast, as the motion is essentially ballistic [4].

X. SUMMARY

In this paper we’ve developed a theoretical framework for the study of quantum walks with repeated measurements of the position operator, which we’ve named the measurement induced quantum walk. In particular we’ve focused on studying the first detection problem within this framework. We found that rather than study the behavior of the wave function directly which is made complicated by the mix of unitary time evolution and non-unitary measurement induced collapse, we can obtain a simpler view of the problem by analysing the spectral properties of the stochastic matrix describing our Markov chains transition probabilities \( G \). Using the renewal Eq. (9), we are able to study any aspect of the first detection statistics. We’ve shown that in finite systems close to some sampling rates which we call exceptional the decay of the survival probability slows down, and that at the exceptional sampling rates themselves the behavior of our system changes drastically.

One remarkable feature of the return problem in a finite graph we’ve found is that the mean \( \langle n \rangle \) is quantized and equal to the size of the graph. This breaks down at exceptional sampling rates when the effective size of the system is smaller than the actual size, due to ergodicity breaking (see Fig. 13). Importantly, it remains an integer, and so does \( \langle n \rangle \). For the transition problem, we have a very different behavior as \( \langle n \rangle \) is certainly not an integer. Instead it typically diverges close to exceptional sampling rates, but not always, as can be seen in Fig. 11. Although the discontinuities in \( \langle n \rangle \) (such as those seen in Fig. 9) are very difficult to measure directly as
any slight change in the sampling rate or noise from the environment will ruin this exceptional sampling rate, we can still see the effect of these sampling rates in the divergence of the variance. Hence to study the effects of exceptional sampling rates, one does not need to tune the system very precisely and may instead simply focus of the fluctuations.

For a particle on a one dimensional infinite lattice, we found that \( F_n \) decays like \( n^{-3/2} \). This is different from what was found in [6] for the same Hamiltonian when measuring only at the origin where the decay rate was found to be \( F_n \sim n^{-3} \). Hence the value of the exponent of the first detection probabilities depends on the observable used to define the problem. In our case, the exponent 3/2 is the same as the one obtained for a regular classical random walk. Of course this does not imply that the problem itself is classical, only that the exponent 3/2 is.
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Appendix A: Derivation of \( F_n \)

In this appendix we present all of the steps leading of the derivation of Eq. (8) in detail.

1. The time evolution operator

We’ll start by showing that using \( G \) as the time evolution operator of the probability vector does in fact cause it to behave as we’ve described in Sec. III. We’ll prove \( G |\rho(\tau_n^+)| = |\rho(\tau(n+1)^-)| \) by induction.

For \( n = 0 \) we get \( G |\rho(0)| = \sum_x |x| e^{-i\tau H} |\psi_{in}\rangle|^2 |x\rangle \), which is simply the probability that the wave function collapsed to each of those sites. For \( 0 < n \), we have \( |\rho(\tau_n)| = \sum_x P_{x\rightarrow x}^{\tau_n} |x\rangle \) where by the induction hypotheses \( P_{x\rightarrow x}^{\tau_n} \) is the probability that the wave function is localized to \( |x\rangle \) at \( t = \tau_n \). The probability that \( |\psi\rangle \) is localized to some arbitrary site \( |y\rangle \) at \( t = \tau(n+1) \) is \( \sum_x P_{x\rightarrow y}^{\tau_{n+1}} \) where \( P_{x\rightarrow y} \) is the probability that a wave function starting at \( |x\rangle \) collapses to \( |y\rangle \) after being operated on by \( e^{-i\tau H} \), which is given by \( |\langle y|x\rangle|^2 \). Operating on \( |\rho(\tau_n)| \) with \( G \) we get:

\[
G |\rho(\tau_n)| = \sum_x \left[ \sum_{x'} P_{x\rightarrow x}^{\tau_n} P_{x'\rightarrow x} \right] |x\rangle = \sum_x P_{x\rightarrow x}^{\tau_{n+1}} |x\rangle.
\]

(A1)

\( \sum_x P_{x\rightarrow x}^{\tau_{n+1}} |x\rangle \) equals \( |\rho(\tau(n+1))| \) by the definition of \( G |\rho(\tau(n+1))| \) with \( G |\rho(\tau(n+1))| \). The proof is complete.

2. Evolution of the probability vector

In this subsection we’ll derive Eq. (8). Note that in this subsection we use \( F_n \) to refer to the conditional probability that the wave function is localized to \( |\psi_{tar}\rangle \) at \( \tau n \) after having not been detected at \( \psi_{tar} \) in the past \( n-1 \) attempts, as opposed to \( F_n \) which is the probability of first detecting the particle at \( \psi_{tar} \) on the \( n \)th measurement. The relation between the two is \( F_n = P_n \sum_{j=1}^{n-1} (1 - P_j) \). We’ll also be making frequent use of the operator \( D = |\psi_{tar}\rangle \langle \psi_{tar}| \).

For \( n = 1 \), Eq. (8) follows directly from the defining property of \( G \) which was proven in the previous subsection of this appendix, and the probability that the wave function is localized to \( \psi_{tar} \) is \( F_1 = P_1 = |\psi_{tar}\rangle \langle \psi_{in}| \). If the system was not measured to be in the state \( \psi_{tar} \), then at \( t = \tau + \epsilon \) (\( \epsilon \in \mathbb{R}^+, \epsilon \rightarrow 0^+ \)) the probability vector is \( |\rho(\tau + \epsilon)| = N(1 - D)|\rho(\tau)| \) where \( N \) is the normalization of the probability, which in this case is \( N = (1 - P_1)^{-1} \). Continuing to evolve the vector in time, we find that \( |\rho(2\tau)| = (1 - D)^2 G |\psi_{in}| \). If the system was not found at \( \psi_{tar} \) again, then the probability vector is \( |\rho(2\tau + \epsilon)| = (1 - D)^2 G |\psi_{in}| \). This iteration procedure is repeated, with the operator \( G(1 - D) \) removing the component which was not detected at the target site and evolving the probability vector in time and the normalization \( (1 - P_1)^{-1} \) being added with each such failed detection attempt. After continuing in this manner for \( \tau n \) time, we have:

\[
|\rho(\tau n)| = \frac{(G(1 - D))^{n-1} G |\psi_{in}|}{\Pi_{j=1}^{n-1} (1 - P_j)}.
\]

(A2)

Applying \( |\psi_{tar}| \) to both sides and multiplying by \( \Pi_{j=1}^{n-1} (1 - P_j) \) we have:

\[
P_n \Pi_{j=1}^{n-1} (1 - P_j) = |\langle \psi_{tar}|(G(1 - D))^{n-1} G |\psi_{in}| \rangle| \quad (A3)
\]

The left hand side of this equation is the probability that the \( n \)th measurement attempt succeeded and all previous attempts failed, which is how we defined \( F_n \). Hence, the derivation of Eq. (8) is complete.

3. Renewal equation derivation

In this section we’ll show by induction that

\[
(G(1 - D))^{n-1} G |\psi_{in}| = G^n |\psi_{in}| - \sum_{j=1}^{n-1} F_j G^{n-j} |\psi_{tar}\rangle.
\]

(A4)

For \( n = 1 \), it’s easy to see that both are just \( G |\psi_{in}| \). We’ll now assume that the equation is correct for \( n \) and prove that it follows that it’s true for \( n+1 \).

Operating on the left hand side of Eq. (A4) with \( G(1 - D) \) we get \( (G(1 - D))^{n+1} G |\psi_{in}| \). Operating on the right hand
side with $G(\mathbb{1} - D)$ we get:

$$G^{n+1} |\psi_{in}\rangle = \sum_{j=1}^{n} F_j G^{n+1-j} |\psi_{tar}\rangle - \left[ \langle \psi_{tar} | G^n | \psi_{in} \rangle - \sum_{j=1}^{n-1} F_j \langle \psi_{tar} | G^{n-j} | \psi_{tar} \rangle \right] G |\psi_{tar}\rangle .$$  \hspace{1cm} (A5)

Notice that the segment in square brackets in Eq. (A5) is $F_n$. After applying this change and making the right-most expression part of the sum we get:

$$[G(\mathbb{1} - D)]^n G |\psi_{in}\rangle = G^{n+1} |\psi_{in}\rangle - \sum_{j=1}^{n} F_j G^{n+1-j} |\psi_{tar}\rangle .$$  \hspace{1cm} (A6)

This equation is the same as (A4) but for $n+1$. Hence, the proof is complete. To get the equivalence of Eq. (8) and (9) from this, simply operate on Eq. (A6) with $\langle \psi_{tar} \rangle$.

**Appendix B: Eigenvalues and eigenstates of $G$**

In order to complete the derivations of the general formulas for the moments of the generating function some general properties of $G$’s eigenvalues and eigenstates are necessary.

1. **All Eigenvalues of $G$ are $\leq 1$**

   According to the Gershgorin circle theorem [25], all of $G$’s eigenvalues lie within ‘Gershgorin discs’ $D(G_{ii}, R_i)$ which are disks in the complex plane where $G_{ii}$ is the center of the disc and $R_i = \sum_{i' < j} |G_{ij}|$ is the radius of the disc. Since $G$ is Hermitian, we can replace the statement of the theorem with $\forall \lambda, \exists i : |G_{ii} - \lambda| \leq R_i$ where $\lambda$ are the eigenvalues of $G$. Since the total probability of a particle to jump to some other site from any initial site is one, we can replace $R_i$ with $1 - G_{ii}$ and use that to rewrite the previous equation as follows: $\forall \lambda, \exists i : |G_{ii} - \lambda| \leq 1 - G_{ii}$. If $G_{ii} \leq \lambda$, it easily follows that $\forall |\lambda| \leq 1$. Otherwise, if $\lambda < G_{ii}$, than it is also less than or equal to 1 since $\forall i G_{ii} \leq 1$.

2. **The vector $|\phi\rangle = \frac{1}{\sqrt{\text{vol}}} \sum_x |x\rangle$ is an eigenstate of $G$**

   $G |\phi\rangle = \frac{1}{\sqrt{\text{vol}}} \sum_x \left[ \sum_{x'} |\langle x | e^{-iH\tau} | x' \rangle|^2 \right] |x\rangle = |\phi\rangle . \hspace{1cm} (B1)$

The term in the square brackets is the total probability of the particle to be detected anywhere after the detection attempt, which is just one from the normalization of the wave function.

**Appendix C: Non-local initial conditions**

Throughout the paper, we’ve assumed that $|\psi_{in}\rangle$ is a localized state for the sake of simplicity, however it should be noted that our method also works for a non-local initial wave functions after some slight modifications which will be detailed in this appendix. The first and most important of these modifications is that rather than simply setting $|\rho(0)\rangle = |\psi_{in}\rangle$ we’ll first need to localize the wave function using the measurement at time $\tau$. This step is needed since the stochastic matrix $G$ can only be used to evolve the system in time if the wave function is localized.

$$|\rho(\tau)\rangle = \sum_{x \in X} \langle x | e^{-iH\tau} | \psi_{in} \rangle |^2 |x\rangle \hspace{1cm} (C1)$$

After finding the probability vector at time $\tau$ we’ll subtract the first detection probability $F_1 = \langle \psi_{tar} | \rho(\tau) \rangle$ from it:

$$|\rho(\tau^+)\rangle = \sum_{x \in X/|\psi_{tar}\rangle} |\langle x | e^{-iH\tau} | \psi_{in} \rangle|^2 |x\rangle . \hspace{1cm} (C2)$$

Once this process is done the wave function is localized to some site $x_1$ and we can simply continue to evolve this probability vector in time using $G$ as if it were the initial state of our system. However, it should be noted that if we simply calculate the generating function from this probability vector as it is, the indices of the probabilities will be shifted.

$$\tilde{F}(z) = \sum_{n=1}^{\infty} F_n z^n = \frac{\langle \psi_{tar} | G(z) | \rho(\tau^+) \rangle}{1 + \langle \psi_{tar} | G(z) | \psi_{tar} \rangle} . \hspace{1cm} (C3)$$

We can compensate for this by multiplying the generating function by $z$ and adding $z F_1$ to it.

$$\tilde{F}(z) = z F_1 + z \tilde{F}(z) . \hspace{1cm} (C4)$$

Once this step is done we can use the generating function in just the same manner as we would in the case where $|\psi_{in}\rangle$ is localized. However, it should also be noted that the general results we’ve derived in Sec. (V) no longer apply.

**Appendix D: Discontinues jumps of $\langle n \rangle$ in the transition problem**

In this appendix we derive a general formula for the value of $\langle n \rangle$ at an exceptional sampling rate when it doesn’t diverge and demonstrate that when not diverging it often discontinuously jumps. We’ll start by examining the behavior of the function $g(z)$ defined in Eq. (27) in the limit where $z \rightarrow 1$ and $\tau \rightarrow \tau_{ex}$ where $\tau_{ex}$ is an exceptional sampling rate of the system. As a reminder,
the function \( g(z) \) is:

\[
g(z) = \sum_{\lambda} \sum_{k=1}^{g_{k}} \sum_{j=1}^{g_{j}} \frac{\lambda}{1 - \lambda z} f(\langle \lambda_k |, |1_j \rangle) \]

\[
f(\langle \lambda_k |, |1_j \rangle) = \langle \psi_{\text{tar}} | 1_j \rangle \langle 1_j | \psi_{\text{inn}} \rangle | \langle \psi_{\text{tar}} | \lambda_k \rangle |^{2} - \langle \psi_{\text{tar}} | \lambda_k \rangle \langle \lambda_k | \psi_{\text{inn}} \rangle | \langle \psi_{\text{tar}} | 1_j \rangle |^{2}. \quad (D1)
\]

The problematic terms in the sum over \( \lambda_k \) are the terms whose eigenvalue is one. If the inner sum over \( j \) is non-zero for any of them then \( \langle n \rangle \) will diverge. Assuming that it’s zero and then simplifying we get the following equation for the value of \( \langle n \rangle \) at an exceptional point which doesn’t cause it to diverge:

\[
\langle n \rangle_{\text{ex}} = A^{-1} + A^{-2} \sum_{\lambda \neq 1} \sum_{k=1}^{g_{k}} \sum_{j=1}^{g_{j}} \frac{\lambda}{1 - \lambda} f(\langle \lambda_k |, |1_j \rangle). \quad (D2)
\]

Where \( A = \sum_{k=1}^{g_{k}} \langle \psi_{\text{tar}} | 1_k \rangle |^{2} \). Although the assumption that the inner sum is zero may seem unlikely, it is satisfied fairly often. We show an example of this in Fig. 11.1 this discontinues jump is fairly common in other systems as well.

One additional assumption we need to make is that for at least one of the eigenstates whose eigenvalue is one besides \( |\phi \rangle \) its projection onto the target state is non-zero: \( \langle \psi_{\text{tar}} | \lambda_k \rangle \neq 0 \). Without this assumption we’ll get \( \langle n \rangle_{\text{ex}} = \langle n \rangle \). We think that this assumption is justified by the fact that the projection of the target site onto the eigenstates of \( G \) appears in both the denominator and enumerator of the generating function, so if the projections of all of these eigenstates are zero this means that this set of eigenstates had no influence on the statistics of the first detection time to begin with. It is fairly simple to invent a Hamiltonian describing a graph where some parts of the graph cannot be reached from others. For any such Hamiltonian it is clear that the eigenstates describing one part of the system will have no effect on the behaviour of a walk on a different part which cannot be reached, meaning that all the projections would be zero. In such cases our assumption is wrong and the exceptional sampling rate in question will have no effect on the statistics of the measurement induced quantum walk. Keep in mind that all that was shown in this section does not mean that \( \langle n \rangle \) necessarily discontinuously jumps if it doesn’t diverge, as the two expressions can still equal each other. However given the assumption that the projection onto the set of exceptional eigenstates is non-zero, there is also no particular reason why the two expressions for \( \langle n \rangle \) should equal each other, so more often than not they will be different as can be seen in Fig. 11.1.

**Appendix E: Two level system**

In this appendix we solve the first detection problem for a 2 level system in detail, so as to present the steps one would needs to perform to use our formalism in practice.

The Hamiltonian of the two level system is given by:

\[
H = -\gamma (|0 \rangle \langle 1 | + |1 \rangle \langle 0 |) + U |1 \rangle \langle 1 |. \quad (E1)
\]

As previously mentioned in Sec. IV this Hamiltonian can describe a particle hopping between two distinct sites or any arbitrary two state quantum system where one state has a higher energy than the other, such as a spin 1/2 particle in a magnetic field where the measurement is of the orientation of the spin \( X = \{ |L \rangle , | R \rangle \} \) for example. Note that our method is only applicable to this example if the axis of measurement is not parallel to the orientation of the magnetic field, since in that case the states being measured are the eigenstates of the Hamiltonian, which would cause \( G \) to simply be the identity matrix.

The first step to finding either the return or transition probabilities is to diagonalize \( G \). To do this we first diagonalize the Hamiltonian to obtain the time evolution of every initial condition \( \langle 0 \rangle | 1 \rangle \rangle \) and then use those results in Eq. (6) to compute \( G \):

\[
G = \begin{pmatrix}
\frac{U^2 + 4\gamma^2 (1 + \cos(\tau \sqrt{U^2 + 4\gamma^2}))}{U^2 + 4\gamma^2} & \frac{2\gamma (1 - \cos(\tau \sqrt{U^2 + 4\gamma^2}))}{U^2 + 4\gamma^2} \\
\frac{2\gamma (1 - \cos(\tau \sqrt{U^2 + 4\gamma^2}))}{U^2 + 4\gamma^2} & \frac{U^2 + 4\gamma^2 (1 + \cos(\tau \sqrt{U^2 + 4\gamma^2}))}{U^2 + 4\gamma^2}
\end{pmatrix}. \quad (E2)
\]

After this step is done we diagonalize \( G \) to find it’s eigenstates and eigenvalues.

\[
|\lambda_1 \rangle = \frac{1}{\sqrt{2}} (|0 \rangle + |1 \rangle) = |\phi \rangle
\]

\[
|\lambda_2 \rangle = \frac{1}{\sqrt{2}} (-|0 \rangle + |1 \rangle)
\]

\[
\lambda_1 = 1
\]

\[
\lambda_2 = \frac{U^2 + 4\gamma^2 \cos(\tau \sqrt{U^2 + 4\gamma^2})}{U^2 + 4\gamma^2}
\]

Notice that \( |\lambda_2| \leq 1 \) as expected. Exceptional sampling rates are found when the Cosine found in \( \lambda_2 \) equals one which causes the eigenvalue itself to equal one.

Using these we can now easily calculate the first detection generating function Eq. (11) for any transition on the system in the \( |0 \rangle , |1 \rangle \) basis using Eq. (13). Note that since the on site energy \( U \) only appears squared both possible transition problems on this graph behave identically, same for the two possible return problems. Using Eq. (E3) and the aforementioned remark that the Cosine should equal one we have

\[
\frac{4\pi^2 k^2}{\tau^2} = U^2 + 4\gamma^2 \quad (E4)
\]

where \( k \) is a non-zero natural number (assuming \( \gamma \neq 0 \)). Choosing values of \( \tau, \gamma \), and \( U \) which satisfy Eq. (E4) causes the transition matrix \( G \) to become the identity matrix. From this it’s easy to see that for exceptional sampling rates the particle will be detected at the first attempt with certainty. For non-exceptional sampling rates we can use the general results derived in Sec. V which tell us that in the return problem \( P_{\text{det}} = 1 \) and \( \langle n \rangle = 2 \). These results can also be confirmed by evaluating the generating function and its derivative directly.
We can obtain the variance using either Eq. (26) or by taking the second derivative of $F(z)$. Either way we’ll find that it goes like $\Delta n^2 \sim (1 - \lambda_2)^{-1}$. Note that although the variance goes to infinity as $\lambda_2$ goes to 1, when $\lambda_2$ is 1 the variance becomes zero. This is because at those sampling rates the particle is detected at the first attempt with probability one.

Next, we’ll briefly examine the transition from $|0\rangle$ to $|1\rangle$. Keep in mind that since $|0\rangle = |1\rangle = |\psi_0\rangle$ the behaviour of this transition is identical to the one form $|1\rangle$ to $|0\rangle$ and the choice to examine one and not the other is arbitrary. As expected based on Sec. V we find that it goes like $\Delta^2$. We can obtain the variance using either Eq. (26) or by taking the second derivative of $F(z)$.

Namely, the variance can be expressed as $\langle n \rangle = \sum_{x,x'} |\langle x' |x \rangle|^2 |\langle x' |x \rangle|^2 |\langle x' |x \rangle|^2$. As a function of the on site energy $U$ plotted in blue where we set $\tau = \pi$ and $\gamma = 1$. The average diverges at every exceptional value of $U$ while also tending to increase overall like $U^2/4$.

FIG. 18: The average number of measurements until first detection in the transition from $|\psi_{in}\rangle = |0\rangle$ to $|\psi_{in}\rangle = |1\rangle$ for the two level system model whose Hamiltonian is given in Eq. (21) as a function of the on site energy $U$ plotted in blue where we set $\tau = \pi$ and $\gamma = 1$. The average diverges at every exceptional value of $U$ while also tending to increase overall like $U^2/4$.

The exceptional energy differences are denoted by the dashed vertical lines. The variance (not plotted) behaves very similarly.

Appendix F: Infinite line return problem probability vector derivation

In this appendix we derive the Fourier transform of the probability vector for the return problem on the infinite line lattice whose Hamiltonian is given in Eq. (38) and whose initial condition is $|\psi_{in}\rangle = |0\rangle$. We start with the general form of the probability vector at time $t = \tau n$ which, for the time evolution operator given in Eq. (40), is given by:

$$\langle \rho(\tau n) \rangle = \left( \sum_{x,x'=-\infty}^{\infty} |J_{x-x'}(2\gamma \tau)|^2 |\langle x |x' \rangle| \right)^n |0\rangle.$$ (F1)

Notice that the expression we’ve arrived at is the discrete convolution of $|J_{x}(2\gamma \tau)|^2$ with itself $n$ times with respect to $x$. Using the discrete convolution theorem, its Fourier transform equals the $n$th power of the Fourier transform of $|J_{x}(2\gamma \tau)|^2$. To find the Fourier transform of $|J_{x}(2\gamma \tau)|^2$ we’ll start with the generating function of the Bessel functions:

$$e^{iz(t^{\frac{1}{2}})} = \sum_{x=-\infty}^{\infty} t^x J_x(z).$$ (F2)

Setting $t = e^{i\theta}$ and integrating from zero to $2\pi$ we get:

$$\frac{1}{2\pi} \int_0^{2\pi} e^{iz \sin(\theta)} d\theta = J_0(z).$$ (F3)

Next, we make two copies of the generating function. In one copy we set $t = e^{i\theta}$, and in the other copy we take the complex conjugate and set $t = e^{i(\theta + k)}$. We then multiply these two by each other to obtain:

$$e^{iz(\sin(\theta)-\sin(\theta+k))} = \sum_{x,y=-\infty}^{\infty} e^{-iky} e^{i\theta(x-y)} J_x(z)(J_y(z))^*. \quad (F4)$$

Dividing by $2\pi$ and integrating from zero to $2\pi$ with respect to $\theta$ we get:

$$\frac{1}{2\pi} \int_0^{2\pi} e^{iz(\sin(\theta)-\sin(\theta+k))} d\theta = \sum_{y=-\infty}^{\infty} e^{-iky} J_y(z)^2. \quad (F5)$$

In order to evaluate the integral on the left hand side, we make use of the fact that we can write $\sin(\theta - \sin(\theta+k))$ as $a \sin(\theta + b)$ where $a = 2 \sin(\theta / 2)$, we don’t need to find $b$ since the integral is over the whole cycle anyway:

$$\frac{1}{2\pi} \int_0^{2\pi} e^{iz \sin(k/2) \sin(\theta+b)} d\theta = \sum_{y=-\infty}^{\infty} e^{-iky} J_y(z)^2. \quad (F6)$$

Using Eqs. (F3) and (F6), we find that the Fourier transform is:

$$\sum_{y=-\infty}^{\infty} e^{-iky} J_y(2\gamma \tau)^2 = J_0(4\gamma \tau \sin(k/2)).$$ (F7)

Raising this expression to the $n$th power, we find that the Fourier transform of the probability vector at time $t = \tau n$ is:

$$\sum_k e^{-ikx} \langle x |\rho(\tau n) \rangle = J_0(4\gamma \tau \sin(k/2))^n \quad (F8)$$

Taking the inverse Fourier transform, this shows that the probability vector is given by:

$$\langle x |\rho(\tau n) \rangle = \frac{1}{2\pi} \int_0^{2\pi} e^{ikx} J_0(4\gamma \tau \sin(k/2))^n \quad (F9)$$
Appendix G: Saddle point approximations derivation

In this appendix we derive the results presented in Sec. VIIIIB. These solutions are based on the methods presented in [25], and can be briefly summarized in that we can obtain an approximate expression for the probability vector using:

\[ P_{x,n} \approx \frac{1}{\sqrt{2\pi K''(u)}} \exp \left( K(\hat{u}) - \hat{u}x \right) \] (G1)

\[ K(u) = \ln(\exp(ux)) = n \ln \left( I_0(4\gamma^2 \sinh(u/2)) \right) \]

Where \( \hat{u} \) satisfies \( K'(\hat{u}) = x \). In our case it is the solution to the equation:

\[ x = 2n\gamma I_1(4\gamma^2 \sinh(\hat{u}/2)) I_0(4\gamma^2 \sinh(\hat{u}/2)) \cosh(\hat{u}/2) \] (G2)

Looking at the region where \( x \sim n \) by setting \( x = 2n\gamma l \) we have the equation:

\[ l = I_1(4\gamma^2 \sinh(\hat{u}/2)) I_0(4\gamma^2 \sinh(\hat{u}/2)) \cosh(\hat{u}/2) \] (G3)

We’ll solve this equation for different regions of the probability vector by using different appropriate approximations. Where neither approximation applies, we solve Eq. (G2) numerically.

1. Small l solution

This solution corresponds to the center of the distribution, where from both the central limit theorem and the previously presented Edgeworth series solution we expect to find a Gaussian distribution. For a small \( l \) we can approximate the right hand side of Eq. (G3) using a first order Taylor series, which gives us:

\[ l = \gamma \tau \hat{u} \]

\[ \hat{u} = \frac{x}{2n\gamma^2 \tau^2} = \frac{x}{\Delta x^2} \] (G4)

As a reminder, \( x \) and \( \Delta x^2 \) are unitless. Plugging this result into Eq. (G1) and adding one additional minor approximation, we obtain a Gaussian distribution as expected:

\[ P_{x,n} = \frac{1}{\sqrt{2\pi \Delta x^2}} \exp\left(-\frac{x^2}{2\Delta x^2}\right) \] (G5)

\[ P_{x,n} = \frac{1}{\sqrt{4\pi n\gamma^2 \tau^2}} \exp\left(-\frac{x^2}{4n\gamma^2 \tau^2}\right) \]

2. Large l solution

This solution corresponds to the far tails of the distribution, we expect it to display very strong decay to zero. For this region the right hand side of Eq. (G3) converges to just the hyperbolic cosine and we get:

\[ l = \cosh(\hat{u}/2) \]

\[ \hat{u} = 2 \text{arccosh}(l) \] (G6)

Plugging these into Eq. (G1), we make use of the following additional approximations:

\[ I_1(4\gamma^2 \tau l) I_0(4\gamma^2 \tau l) \approx I_2(4\gamma^2 \tau l) \approx 1 \] (G7)

This gives us the following approximation for the probability vector:

\[ P_{x,n} = \frac{1}{2\pi n\gamma \tau} \left( \frac{x}{2\gamma \tau n} \right)^n \exp\left( 2x \arccosh \left( \frac{x}{2\gamma \tau n} \right) \right) \] (G8)

In the limit we took of \( 1 \ll l \), by extension also have \( 1 \ll l \ll n \ll x \), meaning that the term is the denominator in Eq. (G8) is much greater than the one in the numerator, demonstrating the rapid decay to zero that we expected.

Appendix H: Derivation of the \( \langle n \rangle \) and \( \Delta n^2 \) equations

In this appendix we show the derivation of Eq. (24) (26) in detail, as well as a more general formula for \( \Delta n^2 \) than what we presented in Sec. VII. As a reminder, we are starting with Eq. (22) in the \( |\psi_{in}\rangle = |\psi_{tar}\rangle \) case and our goal is to find the limit as \( z \to 1 \) of its first and second derivative with respect to \( z \). For the purposes of this section, we introduce some new notation in order to shorten the following equations. First, we abbreviate the sums over the eigenstates \( \sum_{\lambda} \sum_{k=1}^{d_{\lambda}} |\lambda_k\rangle \) as just \( \sum_{\lambda} |\lambda\rangle \). Each such sum is over all eigenstates unless stated otherwise, i.e. \( \sum_{\lambda=1} \) is only over eigenstates whose eigenvalue is one and \( \sum_{\lambda \neq 1} \) is over all other eigenvalues. Second, we abbreviate the squared projection of the initial state \( |\psi_{in}\rangle \) onto each eigenstate as \( \psi_{\lambda} = (|\psi_{in}\rangle |\lambda\rangle)^2 \).

Starting with \( \langle n \rangle \), we add and subtract one to the numerator in Eq. (22) and rewrite it using the shorthand notation we’ve introduced:

\[ F(z) = \frac{1 + \sum_{\lambda} \psi_{\lambda} \frac{\lambda z}{1-\lambda z} - 1}{1 + \sum_{\lambda} \psi_{\lambda} \frac{\lambda z}{1-\lambda z}} = 1 - \frac{1}{1 + \sum_{\lambda} \psi_{\lambda} \frac{\lambda z}{1-\lambda z}} \] (H1)
Taking the first derivative, we get:

\[
\frac{d}{dz} \tilde{F}(z) = \frac{\sum_{\lambda} \psi_{\lambda} \frac{\lambda}{(1 - \lambda z)^2}}{(1 + \sum_{\lambda} \psi_{\lambda} \frac{\lambda}{1 - \lambda z})^2}.
\]  

(H2)

Next, we multiply and divide the generating function by \((1 - z)^2\)

\[
\frac{d}{dz} \tilde{F}(z) = \frac{\sum_{\lambda} \psi_{\lambda} \lambda \frac{(1-z)^2}{(1-\lambda z)}^2}{(1 - z + \sum_{\lambda} \psi_{\lambda} \lambda z \frac{1-z}{1-\lambda z})^2}.
\]  

(H3)

Written like this, we can see that the reason exceptional eigenvalues are significant is that only the eigenstates whose eigenvalue is one will remain after we take the limit \(z \to 1\). Taking the limit, we easily obtain Eq. (24).

\[
\lim_{z \to 1} \frac{d}{dz} \tilde{F}(z) = \frac{\sum_{\lambda=1} \psi_{\lambda}}{(\sum_{\lambda=1} \psi_{\lambda})^2} = \frac{1}{\sum_{\lambda=1} \psi_{\lambda}}.
\]  

(H4)

For the variance, we start by first relating it to \(\langle n \rangle\) and the second derivative of the generating function.

\[
\Delta n^2 = \langle n^2 \rangle - \langle n \rangle^2 = \frac{d}{dz} \left( \frac{d}{dz} \tilde{F}(z) \right) \bigg|_{z \to 1} - \langle n \rangle^2 = \frac{d^2}{dz^2} \tilde{F}(z) \bigg|_{z \to 1} + \langle n \rangle - \langle n \rangle^2.
\]  

(H5)

Next, we need to find the value of the second derivative at \(z \to 1\). Taking the derivative of Eq. (H2) we get:

\[
\frac{d^2}{dz^2} \tilde{F}(z) = \left[ \sum_{\lambda} \psi_{\lambda} \frac{2\lambda^2}{(1 - \lambda z)^3} + \sum_{\lambda, \Lambda} \psi_{\lambda} \psi_{\Lambda} \frac{2\lambda^2}{(1 - \lambda z)^3} \frac{\Lambda z}{1 - \Lambda z} \right.
\]

\[
- 2 \sum_{\lambda, \Lambda} \psi_{\lambda} \psi_{\Lambda} \frac{\lambda}{(1 - \lambda z)^2} \frac{\Lambda}{(1 - \Lambda z)^2} \left( 1 + \sum_{\lambda} \psi_{\lambda} \frac{\lambda z}{1 - \lambda z} \right)^{-3}.
\]  

(H6)

Since the limit of a sum is the sum of the limits if both limits exist, we can simplify our equation slightly by first finding the limit of the first sum which appears in the numerator and later find the limit of the rest of the sums. We can compute this first limit easily in the same way we did for Eq. (H4) by multiplying and dividing by \((1 - z)^3\) so that after taking the limit only the eigenstates whose eigenvalue is one will remain.

\[
\lim_{z \to 1} \frac{\sum_{\lambda} \lambda z \frac{2\lambda^2}{(1 - \lambda z)^3}}{(1 + \sum_{\lambda} \psi_{\lambda} \frac{\lambda z}{1 - \lambda z})^3} = \lim_{z \to 1} \frac{\sum_{\lambda} \lambda z \frac{2\lambda^2}{(1 - \lambda z)^3}}{(1 - z + \sum_{\lambda} \psi_{\lambda} \lambda z \frac{1-z}{1-\lambda z})^3} = \frac{2}{(\sum_{\lambda=1} \psi_{\lambda})^2} = 2 \langle n \rangle^2.
\]  

(H7)

Next, to find the limit of the two double sums we’ll first combine them into a single double sum. As we do this we also multiply the whole expression by the \((1 - z)^3\) which originates in the denominator of Eq. (H6)

\[
(1 - z)^3 \left[ \sum_{\lambda, \Lambda} \psi_{\lambda} \psi_{\Lambda} \frac{2\lambda^2}{(1 - \lambda z)^3} \frac{\Lambda z}{1 - \Lambda z} - 2 \sum_{\lambda, \Lambda} \psi_{\lambda} \psi_{\Lambda} \frac{\lambda}{(1 - \lambda z)^2} \frac{\Lambda}{(1 - \Lambda z)^2} \right]
\]

\[
= \sum_{\lambda, \Lambda} \psi_{\lambda} \psi_{\Lambda} \frac{\lambda \Lambda}{(1 - \lambda z)^3} \frac{(1 - z)^3}{(1 - \Lambda z)^2} (2\lambda z(1 - \Lambda z) - 2(1 - \Lambda z))
\]  

\[
= \sum_{\lambda, \Lambda} \psi_{\lambda} \psi_{\Lambda} \frac{\lambda \Lambda}{(1 - \lambda z)^3} \frac{(1 - z)^3}{(1 - \Lambda z)^2} (4\lambda z - 2\Lambda z^2 - 2).
\]  

(H8)

In order to see what elements of this double sum reduce to zero in the limit and which will remain, we’ll break it
apart into 4 sums depending on whether the eigenvalues of the eigenstates being summed over equal one or not.

\[
\sum_{\Lambda=1}^{4} \frac{1}{(1-z)^3 (1-\Lambda z)^2} (4z - 2\Lambda z^2 - 2)
\]

\[
+ \sum_{\Lambda=1}^{4} \frac{\Lambda}{(1-z)^3 (1-\Lambda z)^2} (4z - 2\Lambda z^2 - 2)
\]

\[
+ \sum_{\Lambda\neq1}^{4} \frac{\Lambda}{(1-z)^3 (1-\Lambda z)^2} (4z - 2\Lambda z^2 - 2).
\]

(H9)

We can see here that in the limit only the first two sums will remain whereas the other two will go to zero. After taking the limit and simplifying we get:

\[
-2 \sum_{\Lambda=1}^{\lambda=1} \psi_\Lambda \psi_\Lambda + 2 \sum_{\Lambda=1}^{\lambda=1} \psi_\Lambda \psi_\Lambda \frac{\Lambda}{1-\Lambda}.
\]

(H10)

Putting this result together with Eq. (H7) in Eq. (H5) we obtain a general formula for the variance which is correct for all sampling rates:

\[
\Delta n^2 = \langle n \rangle + \langle n \rangle^2 + \langle n \rangle^3 \left( -2 \sum_{\Lambda=1}^{\lambda=1} \psi_\Lambda \psi_\Lambda + 2 \sum_{\Lambda=1}^{\lambda=1} \psi_\Lambda \psi_\Lambda \frac{\Lambda}{1-\Lambda} \right).
\]

(H11)

For non exceptional sampling rates, the only term in the sum over eigenstates whose eigenvalue is one is the |\phi\rangle term which is just |X|^{-1} and the expression can be simplified to Eq. (26).
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