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In the context of a single electron two orbital Holstein system coupled to dispersionless bosons, we develop a general method to correct single particle Green’s function using a power series correction (PSC) scheme. We then outline the derivations of various flavors of cumulant approximation through the PSC scheme and explain the assumptions and approximations behind them. Finally, we compute and compare PSC spectral function with cumulant and exact diagonalized spectral functions and elucidate three regimes of this problem - two that cumulant explains and one where cumulant fails. We find that the exact and the PSC spectral functions match within spectral broadening across all three regimes.

I. OVERVIEW:

Electrons and holes in materials undergo numerous complex interactions among themselves, the external fields, as well as the constituent atomic lattice. The strength of such many body interactions depends on various factors such as electronic configuration of the host material, presence of doping and defects, lattice parameters etc. Such factors manifest as bosonic collective excitations that renormalize the particle states (electrons/holes) into quasiparticles states with different energy and lifetime, and even nix quasiparticle states depending on the interaction strength. Alongside the quasiparticle features in photo-emission spectra, these collective excitations show up as “shake-off” features that can be loosely separated into sharp satellites emerging from bosonic collective modes (such as plasmons and optical phonons) and continua arising from non-zero-momentum particle-hole excitations (including excitons) [1–3].

In calculations, the interaction strengths between collective excitations and particles are modeled as tunable electron-boson coupling parameters. In experiments, this coupling tunability is achieved by introducing doping and defects [4, 5]. Although at very weak coupling the quasiparticle renormalization due to the collective modes is negligible, with stronger coupling a proportional renormalization of the quasiparticle occurs. As an example, in photo-emission spectra of strontium titanate this problem in finite boson basis.

II. INTRODUCTION TO THE PROBLEM

We consider a model Hamiltonian for a single electron two orbital Holstein system with bonding/anti-bonding energy \( \varepsilon_+ / \varepsilon_- \) such that their difference is \( \Delta \). This system is kept in baths of two dispersionless boson species \((\pm)\). The bosons are quantized packets of energy \( \omega_o \) that the electron can interact with. Interaction of electron with \((-)\) bosons causes an electron’s inter-orbital transition. The \((+)\) boson does not cause any electronic transition upon interaction.
The electron-boson interaction strength is controlled by a coupling constant \( g \). The fermionic ladder operators are \( c_\pm/c_\pm^\dagger \) and \( c_-/c_+^\dagger \) for bonding and anti-bonding orbitals respectively. The bosonic ladder operators for \( (\pm) \) bosons are \( b_\pm/b_\pm^\dagger \). The Hamiltonian for this problem is separable into three distinct pieces. \( H_o \) is the non-interacting part of the Hamiltonian. \( H_\pm \) explicitly has \( (+) \) bosons and doesn’t cause inter-orbital transitions while \( H_- \) explicitly has \( (-) \) bosons and governs inter-orbital transitions.

\[
H = H_o + H_+ + H_- \quad \text{where,}
\]

\[
H_o = \sum_{i=\pm} \varepsilon_\pm c_i^\dagger c_i
\]

\[
H_+ = \omega_0 b_\dagger b_+ + g(c_+^\dagger c_+ + c_-^\dagger c_-)(b_+^\dagger + b_-^\dagger)
\]

\[
H_- = \omega_0 b_\dagger b_- + g(c_-^\dagger c_+ + c_+^\dagger c_-)(b_-^\dagger + b_+^\dagger)
\]

Here \( g \) is same in both \( H_\pm \) due to the original problem’s symmetries. But, even if they are different i.e \( g_\pm \) in \( H_\pm \), we can find corrections in powers of a dummy variable \( g \) that multiplies both \( g_\pm \) and set it to 1 in the end.

This Hamiltonian describes the physics of a model of the dihydrogen cation \( (H_2^+) \) - two hydrogen nuclei and a single electron. Historically, this problem was approached with clamped nuclei approximation. This crude approach completely neglects the vibronic coupling between the electron and vibrational modes of the nuclei (optical phonons in crystalline structures - see supplement) which becomes crucial when \( \Delta \approx \omega_0 \). Vibronic couplings in this regime can cause inter-band transitions and severely reorient the energy levels in the molecule [21–23]. Hence, this is a good model to construct the approximation scheme due of its simplicity and similarities to real multi-level systems. Furthermore, no exact analytical solution exists and the approximate methods either give incorrect boson satellites (GW) or are \textit{ad hoc}, unsystematic and incorrect at strong coupling (cumulant) [24].

**The Green’s function:** The retarded-time (RT) formalism is better suited to handle electron-hole interactions because it treats both of them in equal footing as particles [25]. For the Holstein problem (1) with fock vacuum \( |0\rangle \) as the ground state and \( \{c_i, c_i^\dagger, \} \{c_j, c_j^\dagger, \} \) as the anti-commutator/commutator. The electron Green’s function \( G(n,t) \) for each orbital \( (n = \pm) \) and the boson Green’s function \( D(N,t) \) for each boson species \( (N = \pm) \) in retarded formalism is given by:

\[
G(n,t) = -i\theta(t)\langle 0|c_n(t), c_n^\dagger(t)|0\rangle
\]

\[
D(N,t) = -i\theta(t)\langle 0|b_N(t), b_N^\dagger(t)|0\rangle
\]

For non-interacting \((g=0)\) electrons and dispersionless bosons with energy \( \omega_o \), the bare electron green’s function \( G_o \) and a bare boson green’s function \( D \) are,

\[
G_o(\pm, t) = -i\theta(t)e^{-i\varepsilon_\pm t}
\]

\[
D(\pm, t) = -i\theta(t)e^{-i\omega_o t}
\]

The quasiparticle energies, lifetimes and the boson satellites show up as complex poles of \( G(n, \omega) \) where \( \omega \) is the frequency. The frequency axis spectral function, \( A(m, n; \omega) \) (see supplement) is defined as:

\[
A(m, n; \omega) = \frac{1}{\pi} |\text{Im}G(m, n; \omega)|
\]

**Electron self energy and Dyson’s equation:** At zero coupling \((g = 0)\), the energy eigenvalues \( \varepsilon_\pm \) of (1) are real and the states have infinite lifetime owing to the lack of interaction between the orbitals. However, upon switching on the boson mediated interaction \((g \neq 0)\) between orbitals, the exchange of energy and momenta between states through boson exchange causes clumping of electrons and holes to form quasiparticles. Because of time-transnational invariance, we can package this interaction information together and call it the self energy.

\[
-i\Sigma(t) = g^2\sum_{N=\pm} D(N,t)G(n,t) = g^2\sum_{n=\pm} -i\Sigma(n, t)
\]

Each orbital’s self energy \( \Sigma(n, t) \) is complex valued unlike the bare energy. This gives rise to spectral peak broadening - an indicative of finite quasiparticle lifetime. A properly constructed self energy also incorporates boson mediated inter-orbital transitions, produces satellite peaks at the correct boson frequencies and redistributes the spectral weight from the quasiparticle to the satellites. The Dyson’s equation governs the evolution of electron Green’s function by repeated application of this self energy.

\[
G(n, \omega) = G_o(n, \omega) + G_o(n, \omega)\Sigma(\omega)G(n, \omega)
\]

**III. GW, CUMULANT EXPANSION AND THEIR DRAWBACKS**

The GW approximation used to compute the quasiparticle properties are non self consistent and have abrupt truncation of Dyson’s equation for computational efficiency unlike the fully self-consistent original GWT formalism [19]. Although GW based methods give reasonably good description of quasiparticle properties at weak coupling, the plasmon satellites are averaged and misplaced at some incorrect average energy [20]. At strong coupling, due to the lack of self-consistency, even the quasiparticle properties can be incorrect.

For a single (or isolated) hand of electrons in a dispersionless plasmon bath [20], an exact solution of the following form exists.

\[
G(k, t) = G_o(k, t)e^{C(k, t)}
\]

The cumulant \( C(k, t) \) is calculated by comparing equation (7)’s taylor-expansion with the temporal Dyson’s equation with \( G \) and \( \Sigma \) obtained from GW [26].
satellites manifest as a Poisson series of peaks plasma frequency apart in the spectral function due to the exponential form of the cumulant ansatz (7). In real systems, although not all assumptions of above model hold true, an approximate cumulant correction can be found using the same recipe as above on a GW self energy. Recently, interest in the cumulant approximation has resurfaced [25, 27–29] enabled by increases in computational ability to perform GW and inspired by experiments (e.g. [30]) on complex systems.

The cumulant has the considerable merit of giving near-exact spectra for weak electron-boson coupling-$\Delta \gg \omega_o$ and/or $g \ll 1$. However, at strong coupling and presence of multiple electronic levels, the bosons significantly affect the quasi-particle properties in ways not reflected in the cumulant approximation. The cumulant is also not systematically improvable by design and lacks proper accounting of inter-band scattering owing to the absence of self-consistency.

### IV. THEORETICAL FRAMEWORK:

**The Power Series Ansatz:** Rather than assuming an exponential correction, we assume a power series correction $P(n,t)$ in the powers of $g^2$ to the $n^{th}$ orbital’s electron bare Green’s function $G_o(n,t)$ due to interaction with bosons for time duration ‘t’. By construction, the interacting system smoothly maps to the non interacting system as $g^2$ goes to zero.

$$G(n,t) = G_o(n,t)P(n,t) = G_o(n,t) \sum_{k=0}^{\infty} g^{2k}C_k(n,t)$$  (8)

Here $C_0 = 1$ and all other $C_k$ are distinct correction functions of different orders that are 0 when $t < 0$. This makes physical sense because in retarded time framework- the particle doesn’t exist for $t < 0$. This, just like cumulant, is still a diagonal approximation to the Green’s function matrix because, by construction, only those corrections in which a particle eventually returns back to its initial state $n$ are accounted for.

**Temporal contraction relation:** For a given orbital $n$ and time $t_i < t_o < t_f$, both $G$ and $G_o$ and hence by inheritance $P$ have the following temporal contraction property due to the boundary value dependence on time.

$$f(n, t_f - t_i) = f(n, t_f - t_o)f(n, t_o - t_i)$$  (9)

This property doesn’t apply between these function for different orbitals. In calculations, this seemingly trivial property of $P(n,t)$ is absolutely essential to account for bosonic crossing diagrams.

**Assumption on Electron Self Energy:** To properly construct the electron self energy, rather than replacing $G$ by $G_o$ inside the self energy as in GW or cumulant expansions, we replace it by power series ansatz in order to re-introduce self-consistency.

$$-i\Sigma(t) = g^2 \sum_{n=\pm} D(N,t)G_o(n,t)P(n,t)$$

$$= g^2 \sum_{n=\pm} -i\Sigma_o(n,t)P(n,t)$$  (10)

Here, the $n^{th}$ orbital’s self-energy $\Sigma_o(n,t)$ computed by using bare Green’s function $G_o$. The introduction of power series in $\Sigma$ through $G$ now produces corrections due to the particle’s eventual return to the initial state after scattering through other possible states. Including these cyclic scattering contributions in the Green’s function matrix’s diagonal makes the diagonal exact.

**Correction Scheme:** We take the temporal Dyson’s equation for $n^{th}$ band and replace $G$ and $\Sigma$ by their power series corrected versions from (8), (10). We then use the temporal limits enforced by the RT bare Green’s function (3) and simplify the equation using the temporal contraction property from equation (9).

$$G(m, t - t_0) = G_o(m, t - t_0) + \int dt_1 dt_2 G_o(m, t - t_2)\Sigma(t_2 - t_1)G(m, t_1 - t_0)$$

Setting $t_0 = 0$ and $t_2 - t_1 = \tau$, and simplifying, we get,

$$P(m, t) = 1 + (-ig^2) \sum_{n=\pm} \int dt_2 \int d\tau e^{i\tau n} \Sigma_o(n, \tau)P(n, \tau)P(m, t_2 - \tau)$$
There are two distinct terms in this equation. The self correction \((P_{SC})\) term occurs when the interaction is within same orbital \((n = m)\) on the right side of this equation. Here, the contraction property (9) must be used between the power series pieces on the right. The inter-band scattering term \((P_{IC})\) occurs when different orbitals interact \((n \neq m)\) and here the contraction property is no longer valid.

\[
P(m, t) = 1 + P_{SC} + P_{IC} \quad \text{where,}
\]

\[
P_{SC} = -ig^2 \int dt_2 \int dt \, e^{i\varepsilon_m \tau} \Sigma_o(m, \tau) P(m, t_2)
\]

\[
P_{IC} = -ig^2 \int dt_2 \int dt \, e^{i\varepsilon_m \tau} \Sigma_o(n, \tau) P(n, \tau) P(m, t_2 - \tau)
\]

(11)

For numerical solution, we start with an initial guess of \(P = 1\) on the right and self consistently compute better values for \(P\) on the left until it converges.

**V. DERIVATION OF VARIOUS CUMULANT SCHEMES**

We validate our method by deriving the exact cumulant result for the core-hole problem with single orbital of bare energy \(\varepsilon_o\) in a bath of dispersionless plasmons of frequency \(\omega_o\) [20]. The Hamiltonian in this case is;

\[
H = \varepsilon_o c^\dagger c + \omega_o b^\dagger b + g(b^\dagger + b)(c^\dagger c - 1)
\]

This is an idealization of an isolated electron energy level \(\varepsilon_o\) deep under the Fermi level being probed using x-ray photo-emission [31]. The energetic electron exiting the system leaves behind a hole and the electron cloud responds to this imbalance of Coulomb forces by undergoing quantized long range oscillations (plasmons) at multiples of \(\omega_o\). The corrected self energy for this case is;

\[
\Sigma(t) = g^2 \Sigma_o(t) P(t) = g^2 \left[ -ie^{-i(\varepsilon_o - \omega_o)t} \theta(t) \right] P(t)
\]

For a single energy level, there is no inter-band scattering correction in equation (11).

\[
P(t) = 1 + \left[ -ig^2 \int dt_2 \int dt \, e^{i\varepsilon_o \tau} \Sigma_o(\tau) P(t_2) \right]
\]

Expanding power series on both sides and comparing terms of same order in \(g^2\) across the equality, we generate the following higher order corrections.

\[
C_1(t) = \frac{e^{i\varepsilon_o t} - i\omega_o t - 1}{\omega_o^2} \quad \text{and} \quad C_k(t) = \frac{C_1(t)^k}{k!}
\]

Summing all of these corrections gives us the exact result for the core hole problem.

\[
G(t) = G_o(t) P(t) = G_o(t) e^{g^2 C_1(t)} \quad (12)
\]

The time-ordered cumulant expression in [26–29] was derived assuming that the \(n^{th}\) orbital’s cumulant \(C(n, t)\) depends only on the \(n^{th}\) orbital’s self energy \(\Sigma(n, t)\) - thereby neglecting boson mediated inter-band scattering effects. In power series language, this translates as neglecting the effect of \(H_\pm\) by setting \(P_{IC}\) to be 0. In Holstein model, this means that the band gap \(\Delta \gg \omega_o\) and each orbital essentially is an independent core-hole problem with corrections governed by \(P_{SC}\) alone.

In the other limit - \(\Delta \ll \omega_o\), the satellites are so far away that they don’t modify the quasiparticle appreciably. Hence, both \(P_{SC}\) and \(P_{IC}\) are small and scale roughly equally. So they can be approximated as being independent of the orbital index in (11). This orbital independence lets us use the temporal contraction (9) for \(P_{IC}\) regardless of orbital identity thereby giving RT cumulant correction [25, 30]. The details of both derivations can be found in the supplement to this paper.

**VI. COMPARISON WITH EXACT DIAGONALIZATION RESULT**

![FIG. 2. Natural log of spectral function from a) RT cumulant, b) exact diagonalization, and c) power series for \(\varepsilon_k = \mp 3\) (horizontal white dotted lines) and \(\omega_o\) between 10 and 0.1. The blue vertical lines separate the three distinct regions.]
We now numerically compute and compare the spectral functions obtained from power series, the exact diagonalization ($N \geq 40$ boson basis) and RT cumulant for problem (1) with $\varepsilon_{\pm} = \pm 3$, $\omega_o$ from 10 to 0.1, spectral broadening of 0.1, and a strong coupling parameter of $g = 1$ in figure 2. Depending on the magnitude of $\omega_o$ with respect to $\Delta$, figure 2 separates into three distinct regions roughly demarcated by the dashed blue lines.

The first region is the weak coupling regime of $\omega_o \gg \Delta$ - here $\omega_o > 8$. Here, both $(\pm)$ plasmon satellites are far away from the quasiparticle and therefore their effect on the quasiparticle energy and weight is negligible. This is most prominently seen from the negligible change quasiparticle energy from the non-interacting energies $\varepsilon_{\pm}$. Here, the retarded cumulant adequately captures all the exact spectral features correctly.

The second region has $\omega_o \approx \Delta$ - here $8 > \omega_o > 1.5$. A huge shift of spectral weight occurs from bonding to the anti-bonding orbital effectively splitting the anti-bonding orbital into two (between $\omega_o$ of 4 and 7). The shake-off replicas of this split level also come in pairs as seen in the exact spectra in figure 3. These are captured exactly by the power series but not by cumulant because it lacks proper accounting of inter-band interaction.

The third region is when $\omega_o \ll \Delta$ - here $\omega_o < 1.5$. Here the bosonic events are extremely localized around the non-interacting energy and $(+)$ bosons dominate the process. Therefore, inter-band interaction is vanishingly small and the solution is dominated by self-correction i.e core-hole like cumulant. We observe this in all three spectral functions although both exact and power series solution become computationally expensive - the former due to large boson number necessary and the latter due to small time-step and large convergence order.

**VII. CONCLUSION**

In this work, we derived a general power series based method which mitigates all the problems of cumulant-based methods, is practical to implement and reproduces the exact result in a finite basis for this problem within the spectral broadening used. We also identified three important regimes of this problem and elucidated where cumulant works, why cumulant works, and when it fails. We hope to extend this work to real multi-electron systems with strong plasmon resonances.
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1 Electron and Boson Green’s Function

In our single electron two site Holstein problem, we look at the electron addition spectra. For this problem, the ground state is the fock vacuum $|0\rangle$ which doesn’t have any fermion or boson in it. We will now define the electron and boson Green’s function for this problem with $|0\rangle$ as the ground state.

**The electron Green’s function:** In retarded-time formalism [Kas et al., 2014] for a two orbitals ($n = \pm$) system described by (13), with $\{,\}$ as the anti-commutator, $c_n^\dagger/c_n$ as the electron creation/annihilation operators, and $|0\rangle$ as the fock vacuum, the RT one-particle electron addition Green’s function $G_o(n;t)$ is the probability amplitude for a particle injected into orbital ‘n’ to be in ‘n’ after time $t$ [Goodvin et al., 2006].

\[
G_o(n;t) = -i\theta(t) \langle 0|\{c_n(t), c_n^\dagger\}|0\rangle \\
= -i\theta(t) \langle 0|\{e^{iHt}c_ne^{-iHt}, c_n^\dagger\}|0\rangle
\]

The non-interacting ($g = 0$) or bare electron Green’s function $G_o(\pm, t)$, given the bare energy eigenvalues $\varepsilon_\pm$ of $H_o$ and evolution time ‘t’, is as follows;

\[
G_o(\pm, t) = -i\theta(t) \langle 0|\{e^{iH_o t}c_n e^{-iH_o t}, c_n^\dagger\}|0\rangle \\
= -i\theta(t)e^{-i\varepsilon_\pm t}
\]

**The Boson Green’s function:** In RT formalism, with $[,]$ as the commutator, $b_N^\dagger/b_N$ as the boson creation/annihilation operators, $|0\rangle$ as the fock vacuum, the RT one-particle boson addition Green’s function $D(N; \pm; t)$ is the probability amplitude for a ‘N’ type boson to remain in ‘N’ type after time $t$

\[
D(N,t) = -i\theta(t)|0|b_N(t), b_N^\dagger]|0\rangle \\
= -i\theta(t)|0|e^{iHt}b_N e^{-iHt}, b_N^\dagger]|0\rangle
\]

The non-interacting ($g = 0$) or bare boson operator for dispersionless bosons of frequency $\omega_o$ is given by;

\[
D(\pm, t) = -i\theta(t)|0|e^{iH_o t}b_N e^{-iH_o t}, b_N^\dagger]|0\rangle \\
= -i\theta(t)e^{-i\omega_o t}
\]

2 Spectral Function and Improper convergence of Delta Function

In our work, the photo-emission spectral function $A(m, n; \omega)$ evaluated on the frequency axis is defined as;

\[
A(m, n; \omega) = \frac{1}{\pi}|\text{Im}G(m, n; \omega)|
\]

This absolute valued definition of spectral function differs from the traditional definition and is necessary in numerical application because of the finiteness of the time axis. We explain this further in this section. The retarded time bare electron Green’s function in frequency space is defined as;

\[
G_o(k, \omega) = \lim_{\eta \to 0^+} \frac{1}{\omega - \varepsilon_k + i\eta} \\
= \mathcal{P}\left[\frac{1}{\omega - \varepsilon_k}\right] - i\pi\delta(\omega - \varepsilon_k)
\]

Here, $\mathcal{P}$ represents the principal value of the function it is acting on. We see that the imaginary part of this $G_o(k, \omega)$ has the poles at the energy eigenvalues $\varepsilon_k$ of the non-interacting part of Hamiltonian. From this, the traditional definition of the spectral function emerges;

\[
A_o(k, \omega) = -\frac{1}{\pi}\text{Im}(G_o(k, \omega))
\]
Assuming a smooth transition from non-interacting to interacting system, we can extend this expression’s validity to define interacting system’s spectral function:

\[ A(k, \omega) = -\frac{1}{\pi} \text{Im}(G(k, \omega)) \] (7)

In the context of Dirac Delta function we often use the following relationship:

\[
\lim_{\eta \to 0^+} \frac{1}{x \pm i\eta} = \lim_{\eta \to 0^+} \frac{x}{x^2 + \eta^2} \mp \lim_{\eta \to 0^+} \frac{i\pi \eta}{\pi(x^2 + \eta^2)}
= \mathcal{P} \left[ \frac{1}{x} \right] \mp i\pi \delta(x)
\] (8)

The delta function in the imaginary part originates from the limit-definition (Sokhotski-Plemelj Theorem or Kramers Kronig Relations) of the function in the line right above it and hence is an idealization when it comes to numerical implementation. This is because in numerical implementation, explicitly demanding that \( \eta \) must go to zero only from the positive side of the number line (since we demand \( \eta \to 0^+ \)) for a continuous function (bare electron green’s function) is notoriously difficult. On top of this, the negative side then requires a sign flip in the definition of the delta function. Now, we no longer have a unified definition of delta function but rather a piece wise definition. This is still manageable when we have a single delta function i.e bare electron Green’s function in any one half of the real line. But when we use the bare electron Green’s function to compute actual Green’s function in symmetric time domain and convert back to frequency domain, we now notice that we need to enforce this piece-wise definition of Green’s function at every given frequency point. Furthermore, since there is a cutoff \( (t_{\text{max}}) \) in time, this manifests as oscillations in the frequency space in the order of \( t_{\text{max}}^{-1} \). We are now at an impasse. We need a large \( t_{\text{max}} \) (ideally \( t_{\text{max}} \to \infty \)) to properly capture the Green’s function decay. But \( t_{\text{max}} \) needs to be some large finite value for numerical implementation which manifests as violent small energy oscillation. In order to bypass this and reproduce correct answer for non-interacting as well as interacting fermionic systems, we can redefine the limit-definition of the function with an absolute value as follows;

\[
\lim_{\eta \to 0^+} \frac{1}{x \pm i\eta} = \lim_{\eta \to 0^+} \frac{x}{x^2 + \eta^2} \mp \lim_{\eta \to 0^+} \frac{i\pi \eta}{\pi(x^2 + \eta^2)}
= \mathcal{P} \left[ \frac{1}{|x|} \right] \mp i\pi \delta(x)
\] (9)

Doing so, we now get a consistent single definition of the delta function on both sides of the number line. This manifests in our definition of the spectral function.

\[ A(k, \omega) = \frac{1}{\pi} |G(k, \omega)| \] (10)

3 A curious case of the Holstein Hamiltonian

The two site single electron Holstein Hamiltonian presented in the paper originates from a two site hopping model with site hopping completely determined by the hopping terms and not the bosons. Given the
fermionic and bosonic creation/annihilation operators \(c_i/c_i^\dagger\) and \(b_i/b_i^\dagger\) for site \(i = 1, 2\), the Hamiltonian for such a system is \cite{Gunnarsson1994}:

\[
H = e_o \sum_{i=1}^{2} c_i^\dagger c_i + \omega_o \sum_{i=1}^{2} b_i^\dagger b_i - t(c_1^\dagger c_2 + c_2^\dagger c_1) + g_o \sum_{i=1}^{2} (b_i + b_i^\dagger) c_i^\dagger c_i
\tag{11}
\]

A closer inspection of this Hamiltonian (last term) leads to the conclusion that boson emission or absorption do not cause any site hopping. Furthermore, the two sites are equivalent in energy i.e both have an energy \(\epsilon_o\) and there is no preference in hopping from one site to another because the hopping amplitude \(t\) is same for hopping along both directions. We can now go to the bonding and anti-bonding orbital basis with a change of variable for both fermions and bosons.

\[
c_\pm = \frac{c_1 \pm c_2}{\sqrt{2}} \quad \quad b_\pm = \frac{b_1 \pm b_2}{\sqrt{2}}
\tag{12}
\]

With this change of variable, the Hamiltonian transforms to the one in the paper:

\[
H = \sum_{i=\pm} \epsilon_\pm c_i^\dagger c_i + \sum_{i=\pm} \omega_o b_i^\dagger b_i + g(c_\pm c_\mp + c_\mp c_\pm) (b_\mp + b_\pm) + g(c_\mp^2 c_\pm c_\pm^2 + c_\pm c_\mp^2 c_\pm c_\mp) (b_\pm^2 + b_\mp^2)
\tag{13}
\]

where, \(\epsilon_\pm = \epsilon_o \mp t\) and \(g = \frac{g_o}{\sqrt{2}}\)

Once this stage is reached, we can separate \(H\) into a piece without any bosons \(H_o\), a piece with only \((+)\) bosons - \(H_+\) and a piece with only \((-)\) bosons - \(H_-\) as shown in the paper. Now, we have transformed our system into two orbital system with a gap of \(\Delta = 2t\) where the hopping is entirely controlled by the \((-)\) bosons. In case of the dihydrogen cation (\(H_2^+\)), there literally are two sites and a single electron. In this context, we can talk about the bonding and the anti-bonding orbitals originating from the original hydrogen molecule. In this idealized molecular system, the bosons are be the vibrational mode of the nuclei which may or may not cause inter-orbital transition. In this case, we have only one such vibrational mode because of the the diatomic structure- namely, nuclear motion along the line joining the two nuclei which stretches and compresses the bond length. We can then partition this bosonic space into the bosons that do in fact cause such transitions ((-) bosons) and the ones that do not ((+) bosons).

In crystalline systems, the story becomes more general. We can have optical phonons which can cause transitions and phonons which do not. In this case, we can incorporate both of these behaviors with proper couplings and bosonic frequency by defining different phonon frequency \(\omega_\pm\) and coupling constants \(g_\pm\) for different phonons species.

### 4 Recursive relation for corrections

In the paper, we saw how we can self-consistently update the power series \(P\) to find better and better approximation for itself. The full Dyson’s series along with the perturbative nature of \(P\) also gives rise to recursive relations between correction functions \(C_k\). By expanding \(P\) on both sides and comparing terms of same order in \(g^2\) for \(m^{th}\) orbital, we get:

\[
C_k(m, t) = -i \int_0^t dt_2 \int_0^{t_2} dt_1 e^{i\epsilon_m \tau} \sum_{\nu} \sum_{\tau} e^{i\epsilon_{\nu} \tau} \sum_{\nu} \sum_{\tau} C_{k-1}(m, t_2) + \sum_{n \neq m} \sum_{l=0}^{k} C_l(n, \tau) C_l(n, \tau) C_{k-1-l}(m, t_2 - \tau)
\tag{14}
\]

Here too, inside the bracket, the first term is the self correction and the second term is the inter-band correction due to the effect of a different orbital ‘\(n\)’. By construction, we start with \(C_0 = 1\) for all bands. This scheme is useful for analytical proofs but cumbersome for numerical implementation.

### 5 Derivation of Time-ordered Cumulant from Power Series

The time-ordered cumulant is named so because of the use of time-ordered Green’s function formalism. In this formalism, the electron lives in the \(t > 0\) branch of the Green’s function while the hole lives in the \(t < 0\) branch of the Green’s function. Therefore, there is no interaction between electrons and holes i.e both electrons and holes only talk amongst their own species. Furthermore, the derivation was done with the assumption that in the Dyson’s equation, any \(n^{th}\) orbital’s electron Green’s function \(G(n, t)\) depends only on \(n^{th}\) orbital self energy \(\Sigma(n, t)\) and not the total self energy \(\Sigma(t)\) when it is evolving in time. This would
be true if we knew the actual approximation free self-energy for the \( n^{th} \) orbital. But in every practical case, what we have is some truncated self energy that neglects the boson mediated inter-band scattering effect mediated. Hence, using some approximate \( \Sigma(n, t) \) instead of power series corrected \( \Sigma(t) \) in Green’s function evolution isolates each orbital as a core-hole problem. In multi-band system, this is an even more stringent condition because each orbital only scatters to itself regardless of it being a hole state or an electron state or there being other electron or hole states around.

In the context of our single electron two orbital problem, this means that the hole and the electron states should be treated independent of each other and hence \( H_- \) is neglected from the total Hamiltonian. Therefore, there is no inter-band correction term \( (P_{IC} = 0) \) and all the dynamics is governed by the self correction term. The corrected self energy for electron/hole \( (e/h) \) for this case is;

\[
\Sigma^e(t) = g^2 \Sigma^e_o(t) \mathcal{P}^e_c(t) = -i\theta(t)g^2\left[-e^{-i(\varepsilon_+ + \omega)\tau}\right] \mathcal{P}^e_c(t)
\]

\[
\Sigma^h(t) = g^2 \Sigma^h_o(t) \mathcal{P}^h_c(t) = i\theta(t)g^2\left[-e^{-i(\varepsilon_- + \omega)\tau}\right] \mathcal{P}^h_c(t)
\]

Since there is no inter-band scattering correction in power series correction equation for both electrons and holes, the sets of equation decouple. For electron, the correction equation is as follows;

\[
\mathcal{P}^e_c(t) = 1 + \left[-ig^2 \int_0^t dt' \int_0^{t_2} d\tau \right. \left. e^{i\sigma^e \tau} \Sigma^e_o(\tau) \mathcal{P}^e_c(t_2)\right]
\]

Expanding power series \( \mathcal{P}_c \) on both sides and comparing terms of same order in \( g^2 \) across the equality, we generate the following higher order corrections.

\[
C_1(t) = \left[\frac{e^{-i\omega_+ t} + i\omega_+ t - 1}{\omega_+^2}\right] \quad \text{and} \quad C_k(t) = \frac{C_1(t)^k}{k!}
\]

Summing all of these corrections gives us the exact result for the core hole problem.

\[
G^e(t) = G^e_o(t) \mathcal{P}_c(t) = G^e_o(t) e^{g^2 C_1(t)} \tag{15}
\]

An equivalent derivation for the hole cumulant can be performed by following the steps outlined above.

6 Derivation of Retarded-time Cumulant from Power Series

In the cited papers, the authors derive cumulant results for \( H_o + H_- \) rather than \( H \) because the effect of \( H_+ \) is like that of core-hole problem in that it causes no inter-band transition. Here we choose to use this same model for proper comparison with the literature [Zhou et al., 2018]. For bosons of frequency \( \omega_o \) and two bands with bare energies \( \varepsilon_+ \) and \( \varepsilon_- \), if the above assumptions about explicit band independence of corrections hold true, we can compute the correction series exactly. The bare band retarded self energies are [Zhou et al., 2018, Gunnarsson et al., 1994];

\[
\Sigma_o(+, \omega) = \left(\frac{1}{\omega - \varepsilon_+ - \omega_o - i\eta}\right)
\]

\[
\Sigma_o(-, \omega) = \left(\frac{1}{\omega - \varepsilon_- - \omega_o - i\eta}\right)
\]

In the literature [Zhou et al., 2018], the authors choose to write the total self energy without power series correction.

\[
\Sigma(\omega) = g^2 \Sigma(+, \omega) + g^2 \Sigma(-, \omega) \tag{16}
\]

We choose to correct the total self energy with power series correction inside as shown in our paper. The total self energy \( \Sigma(t) \) for such a system given each level’s self energies \( \Sigma(m, t) \) is then;

\[
\Sigma(t) = g^2 \left( \sum_{m = \pm} \Sigma_o(m, t) \right) \mathcal{P}(t)
\]

Here, both the terms originating from different boson species look identical because of the symmetry of the problem (i.e \( \omega_o \) and \( g \) being same in both species). We could easily change \( \omega_o \) to \( \omega_\pm \) between the two boson types and repeat this analysis. If there are are two coupling constants \( g_\pm \) for each boson species \( (\pm) \), then the self energy can be written in terms of a third dummy coupling constant \( g \) as;

\[
\Sigma(t) = \left( \sum_{m = \pm} g_o^2 \Sigma_o(m, t) \right) \mathcal{P}(t) = g^2 \left( \sum_{m = \pm} \left[\frac{g_m}{g}\right]^2 \Sigma_o(m, t) \right) \mathcal{P}(t)
\]
We then include $g_m$ in the bare self energy $\Sigma_0(m,t)$ and expand the power series in terms of $g^2$ instead of $g_m^2$. In the end, we set this $g$ to be 1.

As mentioned in our work, for retarded cumulant derivation, we assume that since the orbital energy gap $\Delta$ is much smaller than the boson frequency $\omega_o$, we can assume that the power series corrections are explicitly orbital independent. This greatly simplifies our power series equation because we can use the temporal contraction relation between the power series pieces without caring about the orbital index. Coming back to the problem at hand with same $\omega_o$ and $g$, we can then write down the recursion relation for the correction power series for the $n^{th}$ band after using the contraction relation as:

$$P(t) = 1 + (-ig^2) \sum_{m=\pm} \int_0^t dt_2 \int_0^t d\tau e^{i\epsilon_n\tau} \Sigma_0(m,\tau) P(\tau)$$

If we solve the above equation for correction for the first orbital $\epsilon_+$ with these band self energies, we get the retarded cumulant expressions;

$$P(t) = e^{g^2[C^+_{1}(t) + 1]}$$

$$C^+_{1}(t) = \left(\frac{e^{-i\omega_o t} + i\omega_o t - 1}{\omega_o^2}\right) + \left(\frac{e^{-i\tilde{\omega}_o t} + i\tilde{\omega}_o t - 1}{\tilde{\omega}_o^2}\right)$$

where, $\tilde{\omega}_o = \omega_o + (\epsilon - \epsilon_+) = \omega_o + \Delta$  

Here, we see two distinct terms in the cumulant $C^+_{1}$. The first term generates satellites at intervals of $\omega_o$ from $\epsilon_+$ orbital. This is a satellite generated by the electron interacting with a (-) boson and jumping down to $\epsilon_+$ orbital from $\epsilon_+$ orbital. The second term generates the satellite at intervals of $\omega_o + \Delta$ due to the electron interacting with a (-) boson and jumping up form $\epsilon_+$ to $\epsilon_-$ orbital. So the satellites now appear from the final orbital rather than the initial orbital. In reality however, the satellites due to (-) plasmon from one orbital should emerge in the interval of $\omega_o$ and not $\omega_o + \Delta$ from the final orbital. So, the retarded cumulant is getting only the very first $\tilde{\omega}_o$ satellite correct. Fortunately, in the limit of $\Delta << \omega_o$, these $\tilde{\omega}_o$ satellites are so far off from the quasiparticle that they don’t modify the quasiparticle spectra appreciably. And hence, the explicit orbital independence assumption becomes valid.

For sanity check, we can compute the power series numerically. We see that the 20th order Power series converges to the spectral function given by the retarded cumulant expression in the literature- here referred to as "Cumulant corrected". Any further attempt to update the power series just results in the same function which means that we have converged to the exact solution.

Figure 2: Numerically computed 20th order retarded cumulant solution converges exactly to the predicted expression for retarded cumulant. Any more power series update just results in the same function.
In this section, we will briefly outline the construction of the two orbital Holstein Hamiltonian and the process of exact diagonalization. For a system with a single electron, N number of (+) bosons and N number of (-) bosons, there are three different components in the wave function - one for the electron and two for the two different bosons. For single electron, the electron wave function has three distinct entries each of which can either be 0 or 1. This is because of Pauli exclusion principle.

\[ |\psi_e\rangle = |n_v, n_+, n_-\rangle \]

where,

- \( n_v \) = vacuum designator
- \( n_+ \) = + orbital designator
- \( n_- \) = - orbital designator

(18)

Here, if there are no electrons in the system \( n_v = 1 \) denoting electron vacuum. Presence of any electron in the system implies that \( n_v = 0 \). If the electron is in + orbital, \( n_+ = 1 \) and otherwise \( n_+ = 0 \). Similarly, if the electron is in - orbital, \( n_- = 1 \) and otherwise \( n_- = 0 \). For bosons, there is no restriction on the number of bosons that can coexist at a time. But for the sake of exact diagonalization, we need to enforce a cutoff that the maximum possible boson number is N in order to cutoff the Hamiltonian - the idea being that as \( N \to \infty \), this finite Hamiltonian’s eigenvalues approaches the exact eigenvalues. Any given \( m^{th} \) wave function denoting that there are “m” bosons in the system for the \((\pm)\) boson is as follows;

\[ |\Phi_{\pm}\rangle = |n_0, n_1, n_2, n_3, \ldots, n_{N-1}, n_N\rangle \]

where,

\[ n_m = 1 \]
\[ n_k \neq m = 0 \]

(19)

Here \( n_0 = 1 \) indicates boson vacuum. Since our boson wave function is based on the boson number rather than states, at any given time, only one of the \( n_i \) can be non-zero. For instance, if there are two (+) bosons, only \( n_2 = 1 \) and all other \( n_i \neq 2 \) = 0. For the entire single electron two plasmon bath system, any total wave function is then;

\[ |\Psi(a, b, c)\rangle = |\psi_a^e\rangle \otimes |\Phi_+^b\rangle \otimes |\Phi_-^c\rangle \]

(20)

Here, \( 0 \leq b, c \leq N \) by construction. In this system, there are \( 3(N + 1)^2 \) basis vectors. Because the Hamiltonian matrix scales as \( (N + 1)^2 \), computation becomes exceedingly expensive with increasing boson number.

Once, we construct this Hamiltonian, we can then find the eigenvalues and eigenvectors for it. The eigenvalue-eigenvector pair is represented as \( \{\epsilon_i, |i\rangle\}_i \) and there are \( 3(N + 1)^2 \) of them. The choice of boson number is dependent on the energy scale that we are looking at. With increasing \( N \), we get the ability to resolve events closer in energy at the expense of computation time. At large plasma frequency, events happen far apart from each other and hence we only need a few bosons to resolve the system properly. At small plasma frequency however, since plasmonic shake offs are very close to each other, we need a large number of bosons to properly resolve such events.

Figure 4: With increasing boson number, the eigenvalue differences between different sized system becomes smaller and smaller. The noticeable difference in above figures between different sized systems are only at large eigenvalues that lie in the eigenvalue continuum (right).
Finally, we are in a position to compute the single particle Green’s function. Here $|0\rangle$ implies total vacuum (Fermion as well as boson vacuums’ outer product).

$$G(m, n; t) = -i\theta(t) \langle 0 \{ c_m(t), c_n^\dagger \} |0\rangle$$

$$= -i\theta(t) \langle 0 \{ e^{iHt} c_m e^{-iHt}, c_n^\dagger \} |0\rangle$$

$$= -i\theta(t) \sum_i \sum_j \langle 0 \{ e^{iHt} |i\rangle \langle i| c_m |j\rangle \langle j| e^{-iHt}, c_n^\dagger |0\rangle \rangle$$

(21)

The only piece that survived in this Green’s function after we open the anti-commutator is given by,

$$G(m, n; t) = -i\theta(t) \sum_i \sum_j \langle 0 \{ e^{i\varepsilon_i t} |i\rangle \langle i| c_m |j\rangle \langle j| e^{-i\varepsilon_j t}, c_n^\dagger |0\rangle \rangle$$

(22)

This is the Green’s function from exact diagonalization that we plot in our work.
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