Illustrations of integrand-basis building at two loops
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ABSTRACT: We outline the concrete steps involved in building prescriptive master integrand bases for scattering amplitudes beyond the planar limit. We highlight the role of contour choices in such bases, and illustrate the full process by constructing a complete, triangle power-counting basis at two loops for six particles. We show how collinear contour choices can be used to divide integrand bases into separately finite and divergent subspaces, and how double-poles can be used to further subdivide these spaces according to (transcendental) weight. Complete details of the basis constructed for six particles is provided in the supplementary material.
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1 Introduction and overview

Recent years have been witness to incredible advances in our understanding of perturbative quantum field theory; much of this has resulted from concrete applications of generalized unitarity: through constructions of specific target amplitudes, matching field theory cuts at the integrand-level. In particular, such investigations [1–3] led to the discovery of tree-level [4, 5] (and loop-level [6]) on-shell recursion relations; the discovery of dual-conformal (and ultimately, Yangian-)invariance [7–10] of planar, maximally supersymmetric Yang-Mills theory; the connection between on-shell diagrams and subspaces of Grassmannian manifolds [11–17]; and the amplituhedron [18–20] — among much else.
Perhaps not surprisingly, the vast majority of this progress has been made in the context of planar theories. For one thing, loop integrands in planar theories can be assigned (symmetrized) dual-momentum coordinates for loop momenta in which all Feynman diagrams depend universally. This allows for the loop integrand to correspond to a specific, unambiguous rational function of internal and external (dual) momenta. Moreover, dual coordinates allow a preferential stratification — or organization — of loop integrand bases according to their UV behavior in these coordinates.

Beyond the planar limit, the non-existence of a particular rational function has dramatically hindered progress. This is somewhat surprising, because very little about generalized unitarity depends on the coordinates used to describe loop momenta or how momentum-conservation is solved to express an $L$-loop integrand in terms of some particular choice of loop momenta to be integrated (how the loop momenta are ‘routed’ in the language of ref. [21]). Nevertheless, applications of generalized unitarity beyond the planar limit have been surprisingly sparse. Due to the importance of the possible UV divergence of maximally supersymmetric ($\mathcal{N}=8$) supergravity and the connections between this theory and ($\mathcal{N}=4$) supersymmetric Yang-Mills theory (‘sYM’), the most impressive results that exist are for four-point amplitudes — which are known through six loops [22–30]. Outside of this case, only relatively isolated examples of amplitudes are known. These include the five and six-point MHV amplitudes in sYM [31, 32] and a more recent, general formula for all-multiplicity MHV amplitudes at two loops [33]. Compare this with planar sYM, for which local integrand representations of all-multiplicity, all $\mathcal{N}^k$MHV amplitudes are known through three loops [34–36], and isolated examples of integrands at lower-multiplicity are known as high as ten loops [37–39].

Interestingly, and in contrast with the work on planar amplitudes, none of the previous applications of generalized unitarity to non-planar amplitudes built upon a complete basis of integrands in which to express the result. Rather, all such results were obtained by starting from a reasonably good guess for a sufficient subspace of integrands and amending this guess only as far as needed to match the amplitudes in question.

In this work, we would like to take some of the guess-work and cleverness out of the construction of non-planar amplitudes by illustrating the construction of a complete and prescriptive basis for all (not necessarily planar) integrands with triangle power-counting, (denoted $\mathcal{B}_3^{(4)}$, in [21]) involving six particles at two loops, following the general strategy described in ref. [21]. To be clear, although ref. [21] described how to define and enumerate the space of such integrands beyond the planar limit, it did not discuss how particular choices of basis elements should be chosen.

A prescriptive basis of integrands $\{I_i\}$ — viewed as a basis for cohomology on the space of differential forms on loop momenta — is one which is the cohomological dual of some choice of integration contours $\{\Omega_j\}$. That is, a basis of loop integrands $\{I_i\}$ is called prescriptive if there exists a set of cycles $\{\Omega_j\}$ such that

$$\oint_{\Omega_j} I_i = \delta_{i,j}. \quad (1.1)$$
When this is the case, amplitudes may be expanded in this basis simply as

\[ \mathcal{A} = \sum_i a_i I_i \]  

(1.2)

with coefficients \( a_i \) being directly (possibly generalized [21, 40]) ‘leading singularities’

\[ a_i := \oint_{\Omega_i} \mathcal{A} \]  

(1.3)

— on-shell functions computed in terms of tree-amplitudes.

Obviously, the particular integrands appearing in a prescriptive basis will depend strongly on the integration contours \( \{\Omega_j\} \) to which they are dual. One motivation for our present work is to illustrate the scope of possible choices for these cycles, and how these choices affect the resulting integrand basis in a concrete case of relevance to amplitudes in sYM. For example, by choosing as many contours as possible to encompass all regions responsible for IR-divergence [41], diagonalization of the basis implicit in (1.1) should render all integrands not manifestly dual to such contours IR-finite. Such a splitting of integrands in the basis should simplify the computation of finite quantities (such as the ratio function) — possibly even achieving local finiteness as described in [42], with possible ramifications and implications for the problem of IR subtractions relevant for collider physics applications. It remains to be seen how these ideas generalize to beyond the planar limit, and it may be viewed as a conjecture — to be tested by direct integration — that the integrand basis we construct here has this property.

Regardless of the integration contours chosen for the basis, it is empirically the case that prescriptive integrand bases turn out to be ‘simple’ with respect to the difficult challenge of loop integration. Specifically, we mean that they are almost certainly ‘pure’ (at least when maximal in weight) [43, 44]; that is, viewed as master integrals, they are found to satisfy nilpotent systems of differential equations [45, 46]. This property may be complicated by the presence of integrals with double-poles (or equivalently, integrals that should be viewed as maximal in weight for a lower spacetime dimension of integration). The basis we construct certainly includes such integrands; and so it may be viewed as a conjecture — again, to be tested by direct integration — as to whether the full-weight subspace of integrands we construct are indeed ‘pure’ after loop integration.

To be clear, we suspect that the question of integral purity may involve greater subtlety for IR-divergent cases (see e.g. [47, 48]); in particular, because the basis of integrand required for dimensional regularization is larger, prescriptivity in integer dimensions does not imply prescriptivity in regulated dimensions integral purity may need to be reconsidered. It would be worthwhile to view these questions in light of data on the results of integration for the basis we construct (see also, e.g. [49, 50]).

The existence of integrand basis elements with less than maximal transcendental weight — features widely believed to be absent from amplitudes in sYM — illustrates another motivation for this work: to explore and clarify the ways in which the basis of triangle power-counting integrands \( \mathcal{B}_{3}^{(4)} \) as defined in ref. [21] is too large for amplitudes in sYM. As we will see, many integration contours can be chosen for which all amplitudes in
sYM are known to vanish. In addition to integrands with double-poles, there are many which can be normalized on contours involving poles at infinity — for which amplitudes in sYM are known (at this loop order) or widely expected to vanish [23, 51].

Finally, a practical motivation for this present work is the prospect of constructing a single integrand basis large enough to span all $N^k$MHV amplitudes in sYM at some fixed multiplicity. Although the six-particle MHV amplitudes at two loops are known in multiple forms [32, 33], the six-point NMHV amplitude remains an important, and open target for investigation (recently achieved in [52]). By expressing both amplitudes in the same basis of master integrands, there is some hope that it may simplify the work of loop integration for some analogue of the ratio function in the planar case. The analogous results in the planar limit proved important seeds for future discovery and development [53–56], and we hope this work may inspire some ambitious loop-integrators to take up this challenge once the corresponding amplitudes are known [57].

1.1 Why illustrate basis-building for six-particles at two loops?

Let us briefly describe why we have chosen to use the case of non-planar integrands at two-loops involving six external particles as the primary example discussed in this work. As discussed at length in [32], six-particle amplitudes are the last multiplicity which can be represented in terms of manifestly (and individually) polylogarithmic integrands. In the context of maximal sYM, this can be made obvious by considering the seven-point ‘tardigrade’ topology, whose maximal cut surface has support on an elliptic sub-topology [58] upon taking a further, collinear residue,

\[
\text{Res}_{a^2=\ldots=f^2=0, \ (e,f) \ \text{collinear}} \frac{dx}{y}, \quad \text{where} \quad y^2 := Q(x),
\]

where $Q(x)$ is an irreducible quartic in the remaining loop variable; as such, this integral involves the geometry of an elliptic curve — and likely integrates to a function combining both polylogarithmic and elliptic-polylogarithmic pieces. Although scattering amplitudes vanish on this particular collinear residue, the integral topology is not irrelevant to amplitudes, as its maximal cut (before the collinear limit) does have amplitude support; as such, it would be necessarily part of a complete basis of integrands for seven particles.

To be clear, although the maximal cut (1.4) has no further residues on which to define a contour, this presents no fundamental obstacle to defining a spanning set of contours with which to diagonalize numerators. Indeed, the recent works [40, 59] demonstrate that for any topology with elliptic (or worse) structures a natural choice of contours may be furnished by some choice of homological cycles within the cut-surface’s geometry. In the above example, these would simply be a choice of either the $a$- or $b$-cycle of the elliptic curve.

Another reason we have chosen to focus on the case of six particles is primarily pragmatic: integrals with this multiplicity are (or just beyond) the current state-of-the-art in
loop integration. Moreover, a six-point prescriptive basis (in which both the MHV and NMHV amplitudes were expressed) would allow for the direct search of some non-planar analogue of the ratio function beyond the planar limit.

1.2 Organization and outline

This work is organized as follows. In section 2 we review the relevant aspects and benefits of the prescriptive approach to generalized unitarity, as well as the graph-theoretic definition of power-counting for multi-loop integrand bases introduced in [21]. In section 3 we explore the relation between contour choices and the properties of the induced prescriptive integrand bases at one loop, and provide a pedagogical derivation of novel triangle power-counting bases related to the ‘chiral box expansion’ of [34]. Section 4 contains the main results of this work: a thorough outline of the steps involved in constructing prescriptive integrand bases, and the application of these ideas to the case of six particles at two loops. In section 5, we discuss desirable features and possible applications of the aforementioned basis, both from the perspective of amplitude integrand construction and for loop integration. Finally, we conclude in section 6 with a summary and a discussion of natural directions for further research.

The complete details of the triangle power-counting basis constructed at two loops for six particles are made available as supplementary material. These are accessible directly from the abstract page for this work on the arXiv (linked-to below ‘Download’ on the right-hand pane). The organization and content of these files is described in appendix A. In addition to including complete details of our contour choices and the basis of integrands that results, we have also prepared some Mathematica code for the manipulation of these data and for the evaluation of the expressions involved.

2 Review: essential elements of integrand-basis building

Even before we describe the choices involved in making a particular choice for the basis elements of set of loop integrands, it is important to first enumerate the space of integrands under consideration. Typically, this consists of a choice of Feynman integral topologies — defining the propagators of the integrands in the basis — and then some stratum of allowed loop-dependent numerator degrees of freedom. These loop-dependent numerators are usually organized according to some notion of power-counting — limiting the degree of polynomial loop-dependence of the numerators to be considered in the basis.

In [21] it was argued at length that the numerators of any basis are best organized not by Lorentz-invariant scalar products as is more typical, but rather in terms of the translates of inverse propagators involving the momentum flowing through some choice of edges of the graph. This choice manifests both the identification of some of these polynomial degrees of freedom as ‘contact terms’ and this organization is naturally translationally invariant — independent of how the origins of loop momenta are chosen, or how the loop momenta are ‘routed’ through a Feynman graph — how momentum conservation is solved in order to specify some number $L$ independent loop momenta. Thus, this framework organizes loop-dependent numerators in a purely graph-theoretic way.
As this formalism is still somewhat novel, we begin with a rapid but largely self-contained review of the essential ideas and notation introduced in [21] which will be required later in this work.

At one loop, the loop-dependent part of the denominator of any Feynman integrand consists of a single, closed cycle of some number of Feynman propagators. A graph involving $p$ propagators (and any loop-dependent polynomial in the numerator) is called a ‘$p$-gon’.

The denominator of a $p$-gon consists of a product of factors of the form $(\ell|D_i) := (\ell - D_i)^2$; provided the $D_i$ are indexed cyclically around the graph, consecutive $D_i$’s differ by the total (external) momentum flowing into a given vertex along the cycle. (Obviously, translation-invariance in $\ell$ allows us to set any $D_i$ to $\vec{0}$; but it is best if we leave this redundancy in place.)

To describe loop-dependent numerators, we choose (without any loss of generality) to use the same building blocks as the factors appearing in the denominator. Namely, we choose to write any loop-dependent numerator as a polynomial involving products of inverse propagators as monomials. Specifically, we may define

$$\{\ell\} := \text{span}_Q \{ (\ell|Q) \} \quad \text{for} \quad Q \in \mathbb{R}^4.$$ (2.1)

That is, $\{\ell\}$ consists of all polynomials in $\ell$ that can be written as single inverse propagators with loop-independent coefficients. (These coefficients may depend arbitrarily — typically algebraically — on the external momenta.) It is not hard to see that for four dimensions, $\text{rank}(\{\ell\}) = 6$. Moreover, it is easy to see that this vector space is equivalent to $\{\ell\} \simeq \text{span}\{1, (\ell \cdot e_i), \ell^2\}$ where $e_i$ are some basis vectors for the space of external momenta, $\mathbb{R}^4$. Notice that $\{\ell\} = \{\ell + Q\}$ for any $Q \in \mathbb{R}^4$; thus, this is a naturally translationally-invariant notion for a set of loop-dependent numerators.

Higher-order polynomials in $\ell$ can be constructed as products of inverse propagators. Specifically, we may define

$$\{\ell\}^q := \text{span}_{\oplus Q_i} \left\{ \prod_{i=1}^q (\ell|Q_i) \right\} \quad \text{for} \quad Q_i \in \mathbb{R}^4.$$ (2.2)

It not hard to see that $\{\ell\}^a \subset \{\ell\}^b$ for any $a < b$. In particular, $\{\ell\}^0 = \{1\} \subset \{\ell\}$, as seen above. These spaces form symmetric, traceless products of 6-dimensional representations of $SO_6$ — a fact that is easy to see in the embedding formalism (see e.g. [63]). For this work, we will mostly be interested in spaces $\{\ell\}^0$, $\{\ell\}^1$, $\{\ell\}^2$, $\{\ell\}^3$, which have ranks 1, 6, 20, and 50, respectively.

We can discuss the space of loop-dependent numerators assigned to a given set of Feynman propagators using the following graphical notation:

$$\begin{array}{c}
\ell \\
\end{array} \ := \ \frac{\{\ell\}}{\ell^2} \simeq \text{span} \left\{ 1, \frac{\ell^i}{\ell^2}, 1 \right\}.$$ (2.3)

(Notice that this space is large enough to include the propagators of scalars, fermions, and vector bosons (in any covariant gauge).) To illustrate how this notation can be used,
consider the space of box integrands with triangle power-counting:

\[\ell (\ell|D_1)(\ell|D_2)(\ell|D_3)(\ell|D_4) \leftrightarrow \{P_1 P_2 P_3 P_4\}\]

\[(2.4)\]

(Momentum conservation requires, for example, that \(D_2 - D_1 = P_1\); but to specify the \(D\)'s would require that we eliminate the translational-invariance of the loop momentum — something we’d like to avoid.) Because the space \([\ell]\) is invariant under translations, decorating any pair of propagators whose momenta differ by some sum of external momenta would result in the same vector space of loop-dependent numerators; in particular, the decoration on the top edge in (2.4) can be placed on any edge of the graph and would define precisely the same set of Feynman-like loop integrands.

Notice that any element of the space of integrands in (2.4) scales manifestly like a scalar triangle integral as \(\ell \to \infty\). (Because \(1 \in [\ell]\), we could say like a scalar triangle or better; but viewing \([\ell]\) as defined in (2.1) means that each basis element scales exactly like a scalar triangle, while linear combinations may scale better.) Because of this, we describe this space of box integrands in (2.4) as those with ‘triangle’ power-counting.

It is natural to partition the space of loop-dependent numerators as much as possible into ‘contact-terms’ — monomials which eliminate one (or more) of the propagators of the graph. In the case of the box in (2.4), the space of contact terms are obviously

\[\text{span}\{\ell|D_1), (\ell|D_2), (\ell|D_3), (\ell|D_4)\} \subset [\ell]\].

The space of numerators not spanned by contact terms is called the numerator’s top-level degrees of freedom. This space can be spanned by \[\{\ell|Q^i\})\] for \(i = 1, 2\) where \(Q^i\) represents one of the solutions to the ‘quad-cut’ equation \((Q^i|D_1) = (Q^i|D_2) = (Q^i|D_3) = (Q^i|D_4) = 0\).

Thus, any particular numerator for a box with ‘triangle’ power-counting — any element of (2.4) — could be expressed by

\[\ell \ni n(\ell) =: c^1(\ell|Q^1) + c^2(\ell|Q^2) + \cdots + c^6(\ell|P_1)\]

\[(2.5)\]

where the coefficients \(\{c^i\}_{i = 1, \ldots, 6}\) are some \(\ell\)-independent ‘constants’ (arbitrary functions of the external momenta). We would say that a box integral with triangle power-counting’s six-dimensional space of numerators consists of 2 ‘top-level’ degrees of freedom and 4 ‘contact-terms’.

In four dimensions, it turns out that any pentagon (or higher) with triangle power-counting can be expanded into the boxes (2.4) and scalar triangle integrands. Thus, the complete basis of one-loop integrands with triangle power-counting would be given by

\[\mathcal{B}_{3.1}^{4, L=1} = \text{span}_{\oplus D_i} \left\{ \frac{1}{(\ell|D_1)(\ell|D_2)(\ell|D_3)(\ell|D_4)} \right\} \]

\[(2.6)\]

To specify a particular basis for this space, both top-level and contact-term degrees of freedom must be defined for every integrand in the basis. It may seem tempting to simply
set all contact-terms to zero in the space of numerators, but this is not obviously in line with prescriptivity (1.1); rather, in any prescriptive basis the contact terms of the boxes are uniquely fixed by the requirement that the box integrands in the basis vanish on the contours to which the triangles are dual. Provided any contour used for diagonalization includes ‘cutting’ of every propagator of the integrand, all triangle integrands will automatically vanish on any contour defining a box integrand. This is an illustration of the upper-triangular nature of bases with \( <d\)-gon power-counting in \( d \) dimensions — something we will discuss in more detail below.

At two-loops (or higher), loop-dependent numerators are organized in a similar way. Before we discuss this, it is worthwhile to review the possible loop dependence in the denominator of any two-loop Feynman graph. Any such graph can be labelled by three numbers, \( \{a, b, c\} \) which indicate the number of propagators that are related by translates involving only external momenta; we can see this graphically by describing the denominator of any two-loop integrand as

\[
\Gamma_{a,b,c} \equiv a \left( \begin{array}{c} b \\ c \end{array} \right)
\]

When discussing loop-dependent numerators for such integrands, we may use inverse propagators involving translates of the momenta flowing through the edges each type in the graph:

\[
\begin{align*}
[\ell_A] &:= \text{span}_Q \{(\ell_A|Q)\}, \\
[\ell_B] &:= \text{span}_R \{(\ell_B|R)\}, \quad \text{where} \quad Q, R, S \in \mathbb{R}^4, \\
[\ell_C] &:= \text{span}_S \{(\ell_C|S)\},
\end{align*}
\]

(2.8)
as well as (sums of) products thereof. Of course, \([\ell_B] \simeq [\ell_A - \ell_C]\); but as before, we choose to avoid making any choice of loop-momentum routing in order to eliminate one of the three labels.

For any choice of numerators constructed in this way, there will be a natural decomposition into top-level degrees of freedom and contact terms. But to specify a particular set of such numerators (even before we discuss choosing particular representative integrands to span that set) requires that we make some choice of which numerators to include for each topology in the basis. Complicating matters is the fact that for non-planar graphs the naive notion of ‘scaling like a \( p\)-gon’ as \( \ell \to \infty \) depends strongly on how the loop momenta are routed — which two cycles of unfixed, internal loop momenta are considered as independent. A proposal for a space of triangle power-counting integrands at any loop order for non-planar graphs was defined in ref. [21], which we review presently.

2.1 Power-counting of integrands beyond the planar limit

The essential idea behind the graph-theoretic definition of power-counting described in ref. [21] is that when spaces of loop-dependent numerators are constructed using (2.3) it is clear how every integrand in this space behaves as the loop momentum through any edge
goes to infinity: like a constant. That is, putting a decoration as in (2.3) on any edge of a graph results in a space of integrands that scales exactly like the Feynman integrand where all decorated-edges have collapsed.

Thus, while there may be no invariant notion of how a Feynman integrand scales at ‘infinity’ without specifying a particular routing of loop momenta, there is an invariant sense in which one loop integrand can scale like one (or more) among its contact-terms. Thus, the starting point for defining $B_p$ — the space of integrands with ‘$p$-gon’ power-counting — beyond one loop is a specification of which integrands in the basis should be defined as ‘scalars’ — those integrands with loop-independent numerators, like which every other integrand in the basis scales at infinity.

Given any choice of ‘scalar’ Feynman graphs, a complete space of integrands which scale like these may be constructed by adding decorated edges (2.3) to these. In any fixed spacetime dimension, there is an upper bound on the number of edges that can be added before the rank of that graph’s top-level degrees of freedom vanishes.

The authors of [21] defined the set of $p$-gon scalars as any graph with girth $p$ which would be lowered by the collapse of any edge. At two loops, these scalar 3-gons are defined to be

$$\mathcal{S}_3 := \begin{cases} \begin{array}{c} b \quad c \quad d \quad e \quad \\ f \quad a \quad b \quad c \quad d \quad \\ e \quad a \quad b \quad c \quad d \end{array} \end{cases}.$$ (2.9)

From these, the basis $\mathcal{B}_3$ would be generated by adding any number of decorated edges (2.3) to either of these graphs (without increasing the loop number). Said another way, any graph that contains either of (2.9) as a contact term would be endowed with a vector-space of numerators given by the product of the translates of inverse propagators corresponding to each edge in the quotient of the parent relative to the daughter. For graphs where more than one edge-sets exists, the space of numerators is defined as the outer-sum of the vector-spaces generated by each.

### 2.2 Non-planar, triangle power-counting basis at two loops

The set of triangle power-counting integrands consists of all graphs which scale like one or the other of (2.9). In any fixed spacetime dimension (or equivalently, external multiplicity), the space of such integrands is in fact finite dimensional: all but a finite number of integrands with a bounded number of propagators is reducible — meaning that its numerator space would entirely spanned by contact terms (its top-level rank would be zero).

In four dimensions, any integrand with more than eight propagators is reducible in $\mathcal{B}_3$, and those integrands with precisely eight propagators will have precisely as many top-level degrees of freedom as there are solutions to the maximal-cut equations (defining contours which ‘encircle’ all of the propagators of the graph). The complete space of such integrands was described in some detail in [21], which is summarized in table 1.

In the case of six external particles, the integrands in table 1 involve 94 distinct (graph non-isomorphic) instances of distinct leg distributions. Among these, we have chosen to
Table 1. The starting point in our basis construction: the complete list of integrand topologies compatible with triangle power-counting, as defined in [21], reproduced from [32]. Included is the total rank of the vector space of numerators in $\mathcal{B}_3$, as well as the decomposition of these ranks into top-level and contact terms.

disregard 7 of which include massless-triangle sub-topologies — for example,

\begin{align}
1 &= 1+0 \\
12 &= 6+6 \\
6 &= 3+3 \\
1 &= 1+0 \\
55 &= 10+45 \\
20 &= 2+18 \\
36 &= 8+28 \\
6 &= 2+4 \\
164 &= 4+160 \\
229 &= 8+221 \\
120 &= 4+116 \\
36 &= 4+32
\end{align}

Such integrands are problematic from a unitarity point of view for the simple reason that when the internal propagators flowing into the massless triangle ($a$ and $d$ above) and any two within the triangle ($e$, $f$, and $g$ above) are cut, the third propagator of the triangle will automatically be on-shell (in four dimensions). Thus, the five propagators involved in a massless triangle do give rise to a co-dimension 5, transverse residue. This technical problem can be easily resolved by considering the propagators as massive, for example; but as such integrands form a closed subspace under edge contractions (no integrand without a massless triangle has one as a contact term) and as their coefficients would always vanish in sYM, we have chosen to ignore them in our classification.

Thus, including all non-graph-isomorphic leg distributions, and excluding any graphs with massless triangles, we find 87 distinct integrand topologies for six external particles at two loops. These are enumerated in full detail in the supplementary material (see appendix A), but we summarize the basis that results in table 2.

In total, we have 87 six-particle, two-loop integrand topologies spanning a space of 373 top-level degrees of freedom (3129 degrees of freedom in total). This is the number of contours which must be specified to define a prescriptive basis. All 3129 degrees of
Table 2. Enumeration of the topology distributions and rank-counts for graphs with six external legs. The index ranges are those used to identify integrands in the supplementary material.

| topology | index range | $\mathcal{R}_3$ | total rank = top-level rank + contact-terms |
|----------|-------------|-----------------|---------------------------------------------|
| $\Gamma_{[4,0,4]}$ | 1 | $[\ell_A][\ell_C]$ | 36 = 4 + 32 |
| $\Gamma_{[4,1,3]}$ | 4 | $[\ell_A]^2[\ell_C][\ell_B]$ | 120 = 4 + 116 |
| $\Gamma_{[4,2,2]}$ | 4 | $[\ell_A]^3[\ell_C]^2[\ell_B]$ | 164 = 4 + 160 |
| $\Gamma_{[3,2,3]}$ | 3 | $[\ell_B]^2[\ell_A]^2[\ell_C]^2[\ell_B][\ell_A][\ell_B][\ell_C]$ | 229 = 8 + 221 |
| $\Gamma_{[3,0,4]}$ | 4 | $[\ell_C]$ | 6 = 2 + 4 |
| $\Gamma_{[3,1,3]}$ | 8 | $[\ell_B][\ell_A][\ell_C]$ | 36 = 8 + 28 |
| $\Gamma_{[4,1,2]}$ | 9 | $[\ell_A]^2$ | 20 = 2 + 18 |
| $\Gamma_{[3,2,2]}$ | 10 | $[\ell_A]^2[\ell_C][\ell_A][\ell_B]$ | 55 = 10 + 45 |
| $\Gamma_{[3,1,2]}$ | 17 | $[\ell_A]$ | 6 = 3 + 3 |
| $\Gamma_{[2,2,2]}$ | 9 | $[\ell_A][\ell_B][\ell_C]$ | 12 = 6 + 6 |
| $\Gamma_{[3,0,3]}$ | 5 | 1 | 1 = 1 + 0 |
| $\Gamma_{[2,1,2]}$ | 13 | 1 | 1 = 1 + 0 |

We will return to the details of this integrand basis in section 4; but first, let us briefly return to one loop in order to better understand role of contour choices in the prescriptivity condition (1.1).

3 Illustrating implications of contour-choices at one loop

Generalized unitarity at one loop has a long and rich history [1–3, 64–68], and its many refinements have yielded many practical and theoretical discoveries [4, 5, 7–9, 15]. Examples of pedagogical reviews of this material can be found in [69–71] as well as in recent, related works by some of the authors [21, 32, 36]. Before proceeding to the main two-loop results of this paper, in this section we shall take a detour to re-analyze one-loop bases with box and triangle-power counting, with a particular focus on the relation between the contour choices and the properties of the associated bases. In addition to providing some simple examples of the kinds of contour prescriptions we use throughout this work, the main results of this section are two different and novel triangle-power-counting bases which are related to — but slightly different than — the ‘chiral box’ expansion of [34].

3.1 Box power-counting basis and the no-triangle property

The standard lore of one-loop generalized unitarity in maximally supersymmetric Yang-Mills (sYM) is that, because amplitudes scale as $\sim (\ell^2)^{-4}$ as $\ell \to \infty$, a natural choice of power-counting is ‘4-gon’, which in four dimensions consists of scalar boxes and pentagons with a single loop-momentum numerator insertion:

$$\mathfrak{B}_4 \leftrightarrow \{\begin{array}{c}
\text{\includegraphics[width=0.3\textwidth]{box}}
\end{array}\}.$$  (3.1)
The numerator space for the pentagons is conveniently described in a basis of the five inverse propagators of the graph, plus a single top-level numerator in the complement of that subspace. As every topology has a single top-level degree of freedom, the contour prescriptions of this part of the basis are simple: every box may be normalized to be unit on the parity-even combination (the difference of residues) of its respective quad-cuts $f_{A,B,C,D}^{1,2}$, which we may denote diagrammatically as

$$\frac{1}{2} \left( \begin{array}{c}
\includegraphics[width=1cm]{box.png}
\end{array} + \begin{array}{c}
\includegraphics[width=1cm]{pentagon.png}
\end{array} \right) \leftrightarrow \begin{array}{c}
\includegraphics[width=1cm]{box.png}
\end{array},$$

while each pentagon can be normalized on a parity-odd contour which results in integrands which integrate to zero. As has been discussed at length in [36], this basis is unfortunately over-complete because the parity-odd pentagons are not all independent: the $\binom{n-1}{5}$ pentagons satisfy $\binom{n-1}{5}$ linear relations. Eliminating the resulting redundancy requires an (arbitrary) choice of an independent subset of pentagons. This choice, while not a significant roadblock at one loop — especially if one were only interested in integrated expressions — becomes substantially more problematic at higher loops. Fortunately, considering a basis with triangle power-counting is an elegant way of resolving this issue, at the cost of losing manifest dual conformal invariance in the planar part of the basis.

### 3.2 Possible choices of triangle power-counting bases at one loop

The box power-counting basis of the previous subsection is perfectly natural for representing all one-loop amplitudes in sYM post-integration. However, integrand-level representations of these amplitudes require an arbitrary choice of an independent set of parity-odd pentagons. This led to the development of the ‘upgraded’ basis of [34] resulting in the ‘chiral box’ expansion, which made use of a particular, prescriptive basis of triangle power-counting integrands, cleanly separated into infrared finite and divergent subsets. These integrands were designed to have support on one solution to the box-cut, and vanish on the other. In addition, they were designed to vanish on the parity-even contour (including infinity) of any three-mass triangle sub-topology and on any soft and/or collinear region of any triangle with a massless corner. Thus, the ‘chiral box’ basis described in [34], while not adequately described in these terms, corresponded to a prescriptive basis with the following choice of contours: chiral box-cut contours for each box integrand; soft and/or collinear regions and parity-even at infinity for all divergent or finite triangle integrals, respectively.

To clarify the role of the contour choices involved, it is worthwhile to revisit the question of triangle power-counting at one loop and derive two new prescriptive bases based upon slightly different contour choices.

#### 3.2.1 Option 1: exploiting residues on poles at infinity

In a basis with triangle power-counting in four dimensions, every scalar triangle integral has one simple pole at infinite loop momentum along each triple-cut. Thus, a natural choice for their contours would be the parity-even combination of these (which is the difference

---

---
of the two contours), resulting in a normalization of the integrands given by
\[
A \leftrightarrow B \leftrightarrow C \leftrightarrow n_{A,B,C} := \frac{1}{2} \sqrt{(p_C^2 - p_A^2 - p_B^2)^2 - 4p_A^2 p_B^2 p_C^2}. \tag{3.3}
\]
This normalization smoothly degenerates to all cases involving massless external momenta (the argument of the square root becoming a perfect square for all such degenerations).

As amplitudes in sYM (and SUGRA) have no support on poles at infinity at one loop, the coefficient of any all scalar triangle integrand for amplitudes in sYM will be zero. (This is much more in line with the original observation leading to the ‘no triangle’ hypothesis for these theories [72–77].)

What about the box integral contours? Rather than taking the chiral solutions to the quad-cuts, let’s use the parity-even and parity-odd combinations of contours — that is, the difference and sum of the chiral contours, respectively. Even before we discuss the numerators that result from this choice of contours, it is interesting to note that in the representation of a loop integrand, we would have coefficients arranged according to
\[
\frac{1}{2} \left( \begin{array}{c} 1 \\ 2 \end{array} \right) \leftrightarrow e, \quad \frac{1}{2} \left( \begin{array}{c} 1 \\ -2 \end{array} \right) \leftrightarrow o. \tag{3.4}
\]
For the parity-even contour, a loop-independent ‘scalar’ box is an obvious candidate numerator — and obviously an element of \( \mathcal{B}_3 \) (as \( \mathcal{B}_3 \supset \mathcal{B}_4 \)). Moreover, the scalar box integral is free of any poles at infinite loop momentum, making them automatically vanish on the contours defining the scalar triangle integrands.

For the parity-odd contours for the boxes, it is clear that we must choose integrands that have equal residues on the two box-cuts so that these integrals vanish on the even-contours (so that the 2x2 system of top-level numerators for each box is diagonal). It turns out to be fairly easy to guess such numerators — which turn out to vanish automatically on all parity-even contours defining all triangle daughter topologies (contact terms).

The final set of numerators will be
\[
I_{A,B,C,D}^e,o \leftrightarrow \begin{array}{c} b \\ c \\ d \\ a \end{array} \leftrightarrow \begin{array}{c} e \\ o \end{array}, \tag{3.5}
\]
(Here we have used \( p_{AB} := (p_A + p_B) \), etc. and the kinematic bracket conventions from [32, 33] to denote contractions of momenta)
\[
[a_1, a_2, \cdots, c_1, c_2] := \left( (a_1 \cdot a_2)^\alpha^\beta \cdots (c_1 \cdot c_2)^\gamma^\alpha \right), \tag{3.6}
\]
where \( (a_1 \cdot a_2)^\alpha^\beta := a_1^\alpha \gamma a_2^\beta \gamma \epsilon_\alpha \beta \) and \( a^{\alpha \dot{\alpha}} := a^\mu \sigma_{\mu}^{\alpha \dot{\alpha}} \) are ‘2x2’ four-momenta, defined via the Pauli matrices. The ‘[\cdots]’ object may be more familiar to some readers if written equivalently as ‘\( \text{tr}_+ [\cdots] \)’. Both of these numerators smoothly degenerate under all massless
limits of the corners. It is not hard to check that the entire basis is diagonal in the choice of contours described — and is hence prescriptive.

Notice that this basis is complete and not over-complete. Thus, the odd numerators for the box integrands are full-rank. Thus, considering that $\mathcal{B}_3 \supset \mathcal{B}_4$, although each of these integrands scale like scalar triangle integral at infinite loop momentum, it is interesting to note that all parity-odd pentagon integrands are in fact spanned by these ‘parity-odd’ boxes. This fact is further emphasized by the form that amplitudes take in this basis. For theories with maximal supersymmetry (which have box power-counting, and hence are expressible within $\mathcal{B}_4$), amplitudes will take the form

$$
A = \sum_{A,B,C,D} \frac{1}{2} \left( f^1_{A,B,C,D} + f^2_{A,B,C,D} \right) T^e_{A,B,C,D} + \frac{1}{2} \left( f^1_{A,B,C,D} - f^2_{A,B,C,D} \right) T^o_{A,B,C,D}
$$

As far as integrals are concerned, this is essentially identical to the representation in $\mathcal{B}_4$ — namely, the only integrands that contribute upon integration are the scalar boxes $T^e_{A,B,C,D}$.

One disadvantage of this choice of contours, however, is that the IR structure of amplitudes is far from manifest: any scalar box with a massless leg will be IR divergent, and it is a non-trivial fact (an identity that led to the discovery of tree-level recursion relations for amplitudes, in fact [78]) that the total IR divergence of an amplitude would be proportional to the tree.

### 3.2.2 Option 2: contours supported in regions of IR divergence

Rather than choosing contours at infinity for all the triangles, let us now consider choosing contours that (in addition to cutting all three propagators) enclose any soft and/or collinear region that may exist. These are the regions in loop-momentum space responsible for IR-divergences [42].

This difference has very little effect on the triangle integrands (whose normalization changes merely by a sign — and by a factor of 2 if there are two branches for a triple-cut). However, it has a very strong effect on the box integrands in our basis: they must be altered so that each vanishes in all such regions of soft and/or collinear divergence.

Interestingly, the odd box integrands $T^o_{A,B,C,D}$ in (3.5) already vanish in every collinear region by virtue of the fact that these regions are parity-even. However, the scalar boxes, $T^e_{A,B,C,D}$ in (3.5) must be modified accordingly. Moreover, this modification will change which if any of the inflowing momenta $\{p_A, p_B, p_C, p_D\}$ are massless.

Let us use (lower-case) Greek letters to denote a massless momentum; thus, we’ll write ‘$p_\alpha$’ for ‘$p_A$’ if $p^2_A = 0$ and similarly for $p_\beta, p_\gamma, p_\delta$. Using this, there are three cases to consider, each with different contact terms added to remove their regions of collinear...
divergence. The result is a basis of numerators for the boxes given by

\[ \hat{n}_{e}^{A,B,C,D} := n_{e}^{A,B,C,D} \]
\[ \hat{n}_{e}^{\alpha,\beta,C,D} := \frac{1}{2} \left( \left[ p_{\alpha}, b, c, p_{C} \right] + \left[ b, c, p_{C}, p_{\alpha} \right] - \left[ p_{\alpha}, p_{C} \right] b^2 \right) , \]
\[ \hat{n}_{e}^{\alpha,\beta,\gamma,D} := \frac{1}{2} \left( \left[ p_{\alpha}, b, c, p_{\gamma} \right] + \left[ b, c, p_{\gamma}, p_{\alpha} \right] \right) . \]

(3.8)

Notice that we have used ‘ˆ’s to disambiguate these numerators from those constructed in (3.5).

By virtue of diagonalization implicit in the prescriptivity condition (1.1), every even box integrand now automatically vanishes in all soft and/or collinear region of loop-momenta and is therefore IR-finite(!). Where do the divergences of amplitudes now go? The answer is that amplitudes in maximally supersymmetric theories, while vanishing on any contour taken at infinity, no longer vanish on the contours chosen for the triangle integrals. In particular, amplitudes always have support on the one-mass triangles’ contours (the only ones responsible soft and collinear IR divergences) — with their leading singularities on these contours being simply the tree amplitude.

Thus, amplitudes in maximally supersymmetric theories would take the form

\[ \mathcal{A} = \mathcal{A}^{\text{fin}} + \mathcal{A}^{\text{div}} , \quad \text{where} \]
\[ \mathcal{A}^{\text{fin}} := \sum_{A,B,C,D} \frac{1}{2} \left( f_{A,B,C,D}^{1} + f_{A,B,C,D}^{2} \right) \tilde{I}_{e}^{A,B,C,D} + \frac{1}{2} \left( f_{A,B,C,D}^{1} - f_{A,B,C,D}^{2} \right) \tilde{I}_{o}^{A,B,C,D} , \]
\[ \mathcal{A}^{\text{div}} := \sum_{\alpha,\beta,C} A^{\text{tree}} \tilde{I}_{\alpha,\beta,C} . \]

(3.9)

Notice that this is remarkably similar to the form of the ‘chiral box expansion’ described in [34]; in fact, the only distinction between the basis here and that of [34] is that we have taken the even and odd combinations of chiral numerators.

4 Building a non-planar integrand basis at two loops

To choose particular set of prescriptive integrand basis elements — for any power-counting, for any multiplicity — requires a spanning set of contours. As enumerated in table 2 above, the complete, non-planar triangle power-counting basis for six external particles requires that we specify 373 contours of integration. From only these, the integrand basis would be uniquely specified by the prescriptivity requirement (1.1). However, this is easier said than done.

To help illustrate how this can be done iteratively, with only minimal cleverness (or headache), it is worthwhile to describe how this can be done in stages:
1. For each integrand topology $\Gamma_I$,

(a) choose a spanning set of maximal-dimensional contours $\{\Omega^I_i\}$ to define its top-level numerators — each of which encircles all propagators of the given integrand topology.

The number of such numerators must equal the number of top-level degrees of freedom in the integrand basis.

n.b. ensure the set of contours is invariant under all graph isomorphisms.

(b) choose a spanning set of initial numerators $\{\hat{n}^I_i\}$ in the chosen integrand basis (with the desired power-counting) which is full-rank on the chosen contours; that is, make sure the period matrix

\[ \oint_{\Omega^I_i} \mathcal{I}^I_i =: M_{ij} \] (4.1)

is full-rank.

(c) diagonalize these initial numerators to give ‘block-diagonal’ top-level numerators $\{\tilde{n}^I_i\}$; specifically, define

\[ \tilde{n}^I_i := (M^{-1})_{ji} \hat{n}^I_j. \] (4.2)

The set of these numerators for each topology are now ‘block-diagonal’ — meaning that they are diagonal on their defining contours.

2. Diagonalize each numerator against the entire basis.

Provided all propagators of each graph are cut as part of each of its defining contours, then the only contours which need be checked are those which involve subsets of a given graph’s propagators — that is, its daughter topologies (or ‘contact terms’). Because graph inclusion is triangular, diagonalization is analogous to diagonalizing an upper-triangular matrix.

(a) for each daughter topology $\Gamma_J \prec \Gamma_I$ determine the period integrals

\[ \oint_{\Omega^J_j} \mathcal{I}^J_j =: (M^i)_{ij}. \] (4.3)

and remove these ‘contact terms’ according to

\[ \tilde{\mathcal{I}}^I_i \rightarrow \tilde{\mathcal{I}}^I_i - (M^i)_{ij} \tilde{\mathcal{I}}^J_j. \] (4.4)

Notice that each of these subtractions involves terms proportional to inverse propagators appearing in $\Gamma_I$; thus, these subtractions have no effect on the periods of the integrands involving their own defining contours.

Provided this is done iteratively, starting with the graphs with the fewest daughters, this process is guaranteed to result in numerators which are globally diagonal — and hence, a basis which is prescriptive.
Of course, once contours have been chosen for all topologies (step 1 above), the resulting basis according to the prescriptivity condition (1.1) will be unique. However, the process above makes this much more manageable — with the most artful step being the choice of initial numerators.

In this section, we’d like to walk the reader through how this was done in the case of $\mathcal{B}_3$ for the case of six external particles at two loops.

4.1 Identifying candidate numerators and contours

The starting point in our construction of a basis of two-loop, triangle power-counting integrands in four dimensions is the enumeration of graph topologies and the counting of the number of independent degrees of freedom for which contours must be specified. This data was generated in the recent work [21] and has been summarized in table 1 of section 2.2.

For the case of six-particles, varying all the particular distributions of external legs, we find a total of 87 integrand topologies as enumerated in table 2. Because each vector space of numerators can be spanned with (sums of) products of generalized inverse propagators, it is straightforward to construct a complete — albeit far from diagonal — initial basis of integrands.

As a representative example, consider a typical non-planar double pentagon, or $\Gamma_{[3,2,3]}$ topology (integrand #11 in our list):

Here, $[\ell_A] = [a] = [b] = [c]$, $[\ell_B] = [g] = [h]$, and $[\ell_C] = [d] = [e] = [f]$. As indicated in table 2, this vector space of numerators for this topology has 229 total degrees of freedom, of which 8 top-level and the rest (221) are contact terms. A random choice of 8 elements involving inverse-propagators not manifestly included in the graph would likely span the space of top-level numerators (and therefore suffice), but would be very far from diagonal in the contours chosen (or in any illuminating form).

Even before discussing the choices for 8 contours required to specify these top-level degrees of freedom, it is worthwhile to build some intuition about what numerators may be close to diagonal. Conveniently, for any eight-propagator graph at two loops ($\Gamma_{[4,0,4]}, \Gamma_{[4,1,3]}, \Gamma_{[4,2,2]}, \Gamma_{[3,2,3]}$ in table 2 — topologies indexed by $I \in \{1, \ldots, 12\}$ in our basis), the number of top-level degrees of freedom exactly matches the number of solutions to the maximal-cut equations which put all eight propagators on-shell. Thus, there is a one-to-one correspondence between these cut configurations and initial top-level numerators $\tilde{n}_{i1}$ for $i \in \{1, \ldots, 8\}$.

To be slightly pedantic, it is worth remembering that our first step is merely to find initial ‘block-diagonal’ numerators — which give integrands which satisfy

$$\oint \Omega_{ij} = \delta_{ij}.$$  (4.6)
Such integrands are not yet *prescriptive* — as they may have support on the contours involving subsets of propagators (those used to define the top-level degrees of freedom of daughter (‘contact term’) integrand topologies). It is obvious that (4.6) is unchanged by the addition of any such contact terms. And so we still have work to do before we have fully diagonal — prescriptive — integrands.

### 4.2 Step 1. Guessing a spanning set of top-level numerators

As emphasized in section 3, once a spanning set of contours has been chosen, this uniquely fixes every integrand in the basis. This means that in principle the choice of an initial set of spanning numerators for a given topology is unimportant, as the diagonalized numerators are entirely subservient to the contours. In practice, however, carrying out the diagonalization procedure is significantly easier if some thought is given to the initial, pre-diagonal basis of numerators. In particular, the chiral numerators appearing throughout \([32, 33]\) often serve as excellent starting points, even when they require contact term corrections to be rendered diagonal with respect to subtopologies.

There is little subtlety (or mystery) in the construction of ‘nice’ chiral numerators for the eight-propagator integrands in our basis. To illustrate this, let us continue the double-pentagon example of (4.5). In the notation of the supplementary material, this graph is numbered \(#11\), and has the topology shown above:

\[
\begin{array}{c}
2 \\
& c \\
& d \\
& b \\
\hline
1 & 6 & 3 \\
& a & h \\
& 5 & f \\
\hline
& e & 4
\end{array}
\]

(4.7)

As mentioned above, the eight solutions to the cut equations correspond to the eight leading singularities associated to this graph. A block-diagonal set of numerators can be systematically constructed by the subspace of \(\mathcal{H}_3(\Gamma_{[3,2,2]})\) *not* spanned by this graph’s contact terms. In practice, however, it is often easier to guess a representative numerator by considering the kinematic conditions imposed on the on-shell loop momenta for each. For the topology (4.7), the top-level degrees of freedom \(\{\tilde{n}_{11}\}\) — which, we stress, are only block-diagonal, and *not* yet diagonal with respect to this topology’s daughter graphs — can be chosen by inspection of the solutions to the cut equations.

For most cases of interest, the particular solutions to the cut equations can be identified by the parity of its three-point vertices — with blue for the ‘mhv’ solution (all \(\tilde{\lambda}\)’s proportional) and white for the ‘\(\overline{\text{mhv}}\)’ solution (all \(\lambda\)’s proportional). When a vertex has multiplicity >3, no such parity can be indicated — so black vertices are used in our contour diagrams.
For example, we may identify and number the 8 solutions to the maximal-cut equations for the topology $I_{11}$ in (4.7) as follows:

\[
\begin{align*}
\Omega_{11}^1 & = [p_1, b, c, h, g, p_4, e, d], \\
\Omega_{11}^2 & = \frac{1}{2}([p_1, b, c, h, g, p_4, e, f], [p_4, e, d, h, g, p_2, b, a]), \\
\Omega_{11}^3 & = [e, d, h, g, a, b, p_2, p_4], \\
\Omega_{11}^4 & = \frac{1}{2}([p_4, e, d, c, b, p_1, g, h], [a, p_4, e, d, h, g, p_2, b]), \\
\Omega_{11}^5 & = \frac{1}{2}([e, d, c, b, p_4, a, g, h], [a, p_4, e, d, h, g, p_2, b]), \\
\Omega_{11}^6 & = -[p_4, e, d, c, b, p_1, g, h], \\
\Omega_{11}^7 & = -[e, d, c, b, p_4, a, g, h], \\
\Omega_{11}^8 & = -[p_1, b, c, d, e, p_4, g, h].
\end{align*}
\]

These figures represent contours $\{\Omega_{11}^1, \ldots, \Omega_{11}^8\}$.

It is easier than it may at first appear to construct a numerator which has support on each of the corresponding contours. For example, to construct a numerator which vanishes on all but the first contour, one need only require that it vanish whenever the vertices have the wrong parity. For example, consider the tentative numerator

\[
\tilde{n}_{11}^1 := [p_1, b, c, h, g, p_4, e, d];
\]

this numerator vanishes whenever $\lambda_1 \propto \lambda_b$ or $\lambda_c \propto \lambda_h$ or when $\lambda_e \propto \lambda_d$ — that is, on all cases where the vertex involving $p_1$, $p_3$ or the top-middle vertex is colored blue, at least one of which is the case for every contour except $\Omega_{11}^1$. (To see this, recall the definition of “$\cdots$” in (3.6).) Moreover, it is not hard to verify that this numerator gives rise to an integrand which integrates to 1 on $\Omega_{11}^1$. That is,

\[
\oint_{\Omega_{11}^1} \tilde{I}_{11} \, d^4k \cdot d^4k' \cdot \tilde{n}_{11}^1 = \begin{cases} 1 & i = 1 \\ 0 & i \neq 1 \end{cases}.
\]

Continuing in this way results in an initial ‘block-diagonal’ set of numerators for topology $#11$. Specifically, we find that the following numerators are diagonal on the contours for $\Omega_{11}$:

\[
\begin{align*}
\tilde{n}_{11}^1 & := [p_1, b, c, h, g, p_4, e, d], \\
\tilde{n}_{11}^2 & := \frac{1}{2}([p_1, b, c, h, g, p_4, e, f], [p_4, e, d, h, g, p_2, b, a]), \\
\tilde{n}_{11}^3 & := [e, d, h, g, a, b, p_2, p_4], \\
\tilde{n}_{11}^4 & := \frac{1}{2}([p_4, e, d, c, b, p_1, g, h], [a, p_4, e, d, h, g, p_2, b]), \\
\tilde{n}_{11}^5 & := \frac{1}{2}([e, d, c, b, p_4, a, g, h], [a, p_4, e, d, h, g, p_2, b]), \\
\tilde{n}_{11}^6 & := -[p_4, e, d, c, b, p_1, g, h], \\
\tilde{n}_{11}^7 & := -[e, d, c, b, p_4, a, g, h], \\
\tilde{n}_{11}^8 & := -[p_1, b, c, d, e, p_4, g, h].
\end{align*}
\]

In cases where these numerators have factors of 2, this reflects contour-graph isomorphisms in (4.8). It is not hard to verify that these numerators are all unit on their corresponding contour, and vanish on all the others. Thus, these numerators provide good starting points for further diagonalization (against daughter-topology contours).
Since all eight-propagator integrands have exactly the same number of solutions to the cut equations as numerator degrees of freedom, this procedure can be repeated without any subtlety whatsoever for every such topology.

There is a single case at six particles, however, where coloring of the vertices alone does not suffice to distinguish all solutions to the maximal cut equations. The exceptional case involves topology #10 in our basis:

$\mathcal{I}_{10} \leftrightarrow \begin{array}{|c|c|c|c|}
\hline
\text{a} & \text{b} & \text{c} \\
\hline
\text{d} & \text{e} & \text{f} \\
\hline
\text{g} & \text{h} & \text{i} \\
\hline
\end{array} \ . \quad (4.12)

For two sets of ‘colorings’ of this graph (contours encoded by the parity of the three-point vertices), there are two pairs of solutions to the cut equations related to the choice of sign in front of the square root of $\Delta^2 := [p_{12},p_{34}]^2 - 4s_{12}s_{34}$. In each case, we may match these two leading singularities with numerators that are chiral, or parity-even and parity-odd; throughout this work, we always choose the latter. Thus, for example, we choose the following pair of contours:

$\Omega^2_{10} := \frac{1}{2} \Delta \quad \leftrightarrow \quad \tilde{\Omega}^2_{10} := -\frac{1}{2} [e,p_4,p_1,b,c,d] \Delta ; \quad (4.13)

\Omega^4_{10} := \frac{1}{2} \Delta \quad \leftrightarrow \quad \tilde{\Omega}^4_{10} := \frac{1}{4} \left( [g,p_2,b,a,f,e,p_3,h] - [p_1,b,c,d,e,p_4,g,h] \\
+ [p_4,c,d,c,b,p_1,g,h] - [g,p_3,e,f,a,b,p_2,h] \right) .

Nota bene: the labels ‘even’ and ‘odd’ do not refer to parity: they refer to the even or odd sum of the multiple solutions to the corresponding contour. In addition to these, there are two more cases which have been split into even/odd combinations; these are related to those of (4.13) by an up/down flip of the graphs.

4.3 Step 2. Block-diagonalization with respect to a choice of contours

While the contour specification for eight-propagator integrand topologies is quite rigid, for integrands with fewer propagators there is significantly more freedom. By virtue of the requirement that the basis be diagonal in contours, these choices have significant effects on the rest of the basis, including the contact terms of the eight-propagator integrands. A simple one-loop analogue of this freedom is in the normalization of the (scalar) triangle integrand. In sections 3.2.1 and 3.2.2 we emphasized that the form of the triangle power-counting basis, as well as what features were made manifest, depended heavily on whether the (one and two-mass) triangles were normalized at infinite loop momentum or in the soft
and/or collinear regions. This phenomenon is even more prominent at two loops, where every integrand topology with fewer than eight propagators requires a choice of contours which has trickle-up (and down) effects on the rest of the basis.

The conventions for our contour choices are as follows. Whenever an integrand topology is such that soft and/or collinear residues are accessible, we choose a corresponding contour as part of our spanning set. When there are no such contours (analogous to the three-mass triangle at one loop) we choose contours involving (at least) one loop-momentum cycle in the graph being sent to infinity. In addition, when the scalar graph topology has non-trivial graph automorphisms, our contour choices are such that the entire set (but not necessarily the individual contours themselves) is invariant up to overall signs. We shall illustrate the rôle of graph symmetries in greater detail below.

The motivation for our preference for soft and/or collinear contours is simple: we aim to construct a basis of integrands maximally stratified according to IR finiteness or divergence. We expect that every integrand not normalized on a soft or collinear contour will vanish entirely in every such region of loop momentum space, which is highly suggestive of it being infrared finite upon integration. In the representation of an amplitude, our basis is designed to match the IR-divergence of the amplitude manifestly, while every other integrand with a non-vanishing coefficient vanishing (by construction) in all collinear regions.

4.3.1 Requiring the set of contours be graph symmetric

The attentive reader may have noted that in the top-level numerators of the non-planar double pentagon example (4.11), several of the numerators had ‘symmetry factors’ in their definition. In this case, it is natural — though not essential — to use numerators which respect the symmetries of the leading singularity graphs associated with the contours. For contours involving composite conditions, wherein at least one set of momenta are either soft and/or collinear, our prescriptive basis of integrands always respects the symmetries of the composite leading singularities. Provided this is done throughout the basis for leading singularities with amplitude support in sYM, any such amplitude integrand’s representation is simple to write down — namely, in the diagonal basis, the integrand will be a sum of inequivalent leading singularities, each decorated by the corresponding basis element [36].

In addition to contours which have amplitude-support in sYM, there are many degrees of freedom in our basis normalized on contours involving infinite loop momenta. In these cases, our convention is to impose a slightly less restrictive symmetry constraint: we require only that the set of numerators associated with contours defined at infinity to be closed under the automorphism group of the graph.

To explain our conventions in further detail, let us consider an example in which the automorphism group is non-trivial. Among others, we have a double-box topology #17 with eight degrees of freedom

\[
I_{17} \leftrightarrow \begin{array}{c}
2 \\
\downarrow \\
\hspace{1cm} \\
\hspace{1cm} \\
\downarrow \\
1 \\
\end{array},
\]

(4.14)
two contours of which are defined as even combinations of contours taken by starting from a heptacut and sending one loop-momentum cycle to infinity:

\[ \Omega_{17}^4 := \begin{cases} 2 & 3 \\ 1 & 6 & 5 & 4 \end{cases} + \begin{cases} 2 & 3 \\ 1 & 6 & 5 & 4 \end{cases} \leftrightarrow \tilde{n}_{17}^4 := \frac{1}{2} [c, d, e, p_4, p_1, b], \]

\[ \Omega_{17}^8 := \begin{cases} 2 & 3 \\ 1 & 6 & 5 & 4 \end{cases} + \begin{cases} 2 & 3 \\ 1 & 6 & 5 & 4 \end{cases} \leftrightarrow \tilde{n}_{17}^8 := \frac{1}{2} [b, c, d, e, p_4, p_1]. \]  

(4.15)

In addition to these, there are four degrees of freedom normalized on soft contours associated with either the momentum through edges \( b \) or \( e \) to zero. These contours — and corresponding numerators which are unit on them — are easy to identify:

\[ \Omega_{17}^1 := \begin{cases} 2 & 3 \\ 1 & 6 & 5 & 4 \end{cases} \leftrightarrow \tilde{n}_{17}^1 := s_{12} [c, d, e, p_4] + \frac{1}{2} [b, c, d, e, p_4, p_1], \]

\[ \Omega_{17}^5 := \begin{cases} 2 & 3 \\ 1 & 6 & 5 & 4 \end{cases} \leftrightarrow \tilde{n}_{17}^5 := s_{12} [d, c, p_4] + \frac{1}{2} [c, d, e, p_4, p_1, b], \]

\[ \Omega_{17}^3 := \begin{cases} 2 & 3 \\ 1 & 6 & 5 & 4 \end{cases} \leftrightarrow \tilde{n}_{17}^3 := s_{34} [c, d, p_1, b] - \frac{1}{2} [d, c, b, p_1, p_4, e], \]

\[ \Omega_{17}^7 := \begin{cases} 2 & 3 \\ 1 & 6 & 5 & 4 \end{cases} \leftrightarrow \tilde{n}_{17}^7 := s_{34} [b, c, d, p_1] - \frac{1}{2} [e, d, c, b, p_1, p_4]. \]  

(4.16)

The appearance of the colored numerators in the expressions (4.16) are needed in order for the combined numerators to vanish on the defining contours in (4.15). The rest of the eight-dimensional basis of numerators is furnished by contours defined by starting from a
hepta-cut and imposing collinearity at the vertex involving edges \{c, d, g\},

\[
\begin{align*}
\Omega_1^{57} := & \leftrightarrow \tilde{n}_1^2 := -[e, d, a, b, p_2, p_4], \\
\Omega_1^{67} := & \leftrightarrow \tilde{n}_1^6 := -[p_4, e, d, a, b, p_2].
\end{align*}
\]  

(4.17)

4.3.2 Contours involving double-poles

There is one additional complication regarding contour choices: for triangle power-counting, there are an insufficient number of maximal co-dimension residues of logarithmic type to fill out the basis. Said differently, the basis of integrands cannot be spanned by polylogarithmic integrals of uniform and maximal transcendental weight. Instead, there are some degrees of freedom must be normalized on contours involving double-poles. This phenomenon first appears at the six-propagator level, and is exemplified by considering the following example, \#47 in our basis:

\[
I_{47} \leftrightarrow a b c d e f 123456 \leftrightarrow b^\ast = \alpha \lambda_2 \tilde{\lambda}_1, \quad d^\ast = [\beta \lambda_1 + \alpha (1 - \beta) \lambda_2] \left(\tilde{\lambda}_1 + \frac{1}{\alpha} \tilde{\lambda}_2\right), \quad (4.18)
\]  

For triangle power-counting, this topology requires a choice of three contours. However, in this case, due to the degenerate kinematics where only a single vertex is massive, there is only a single independent contour which is logarithmic. We can detect the presence of double-poles in this topology’s cut structure by considering a hexa-cut where all six propagators are on-shell. One solution to the cut equations may be parametrized in a basis of spinors \{\lambda_1, \tilde{\lambda}_1, \lambda_2, \tilde{\lambda}_2\} as,

\[
\begin{align*}
 & \leftrightarrow b^\ast = \alpha \lambda_2 \tilde{\lambda}_1, \quad d^\ast = [\beta \lambda_1 + \alpha (1 - \beta) \lambda_2] \left(\tilde{\lambda}_1 + \frac{1}{\alpha} \tilde{\lambda}_2\right), \quad (4.19)
\end{align*}
\]  

where the Jacobian of the hexa-cut is \(J = s_{12}^2 \alpha \beta\). Trivially, we see that the scalar numerator \(\tilde{n}_1^{17} = s_{12}^2\) yields a logarithmic two-form \(d \log \alpha \ d \log \beta\), and the corresponding contour may be normalized at some combination of \(\alpha, \beta \to \{0, \infty\}\). However, it is also easy to see that there is no other independent contour (accessible using a loop-momentum dependent numerator) which does not involve a double-pole (at infinity) in either \(\alpha\) or \(\beta\). Indeed, to span the full space of triangle power-counting numerators for this topology, we are forced to introduce two double-pole numerators \(\tilde{n}_1^{23, 47}\). Since the power-counting allows an
\[ \ell_1\text{-dependent numerator, we see that any integrand proportional to } \alpha \text{ on the cut (4.19) will have a double-pole in the (ordered) limit } \beta, \alpha \to \infty; \text{ these two conditions, together with the hexacut, define the double-pole contour. The parity conjugate of this contour fills out the rest of the basis, and a block-diagonal set of numerators is:} \]

\[ \Omega^1_{47} := \]

\[ \Omega^2_{47} := \]

\[ \Omega^3_{47} := \]

\[ \text{While the appearance of double-pole degrees of freedom may seem avoidable in the previous example, at the five propagator level there are, in fact, topologies where there exists no logarithmic contours whatsoever. An example of this is } \#85 \text{ in our basis, the } \Gamma^{[2,1,2]} \text{ topology:} \]

\[ \mathcal{I}_{85} \leftrightarrow \]

\[ \text{The only allowed numerator for triangle power-counting is a scalar and — regardless of its normalization — the resulting integrand has double-poles in its cut structure (indicative of a drop in transcendental weight upon integration). In particular, a contour defined by imposing collinearity at both three-point vertices in (4.21) and sending the loop momenta to infinity may be accessed by starting from the co-dimension six configuration} \]

\[ a = d = (\alpha \lambda_1 + \beta \lambda_2) \left[ \tilde{\lambda}_1 - \left( \frac{\alpha + 1}{\beta} \right) \tilde{\lambda}_2 \right], \quad J = -s_{12} \beta. \]

\[ \text{Upon taking a residue at } \beta \to \infty, \text{ the integrand with scalar numerator } s_{12} \text{ evaluates on (4.22) to} \]

\[ \text{After taking an additional residue at } \beta \to \infty, \text{ we may choose to normalize this degree of freedom to be 1 at the double-pole at } \alpha \to \infty. \text{ In fact, however, this contour prescription does not enjoy the up-down flip symmetry of the scalar graph in (4.21). Using a contour which is compatible with the symmetries of the scalar graph produces a symmetry factor} \]
in the corresponding numerator, which is \( n_{85}^1 := \frac{1}{2} s_{12} \). (Note that this is indeed the globally diagonal numerator because this integrand has no contact terms whatsoever, which explains why we have omitted the \( \sim \) label above \( n_{85}^1 \).) Diagrammatically, we indicate this contour as:

(odd) double-pole

\[
\Omega_{85}^1 := \begin{array}{c}
2 \\
1 \\
3 \\
4 \\
5 \\
6
\end{array}
\]

\[ (4.24) \]

### 4.4 Step 3. Global diagonalization of the basis

The numerators obtained as described in the previous subsection 4.2 are locally-diagonal, and provide an excellent starting point in the construction of a complete, globally-diagonal basis. If we denote the set of block-diagonal integrands for topology \( I \) as \( \{ \hat{\mathcal{I}}_I \} \) and the corresponding contours as \( \{ \Omega_I^j \} \), where \( i \) is an index running over the number of top-level degrees of freedom in triangle power-counting basis for the \( I \)th topology, then by construction we have

\[
\oint_{\Omega_I^j} \hat{\mathcal{I}}_I = \delta_{i,j}. \tag{4.25}
\]

However, generically the integrands of the parent topologies will still have support on the contours of their daughters (the set of graphs generated by contracting some number of internal edges). That is, the complete top-level and contact term period matrix is of the form

\[
\oint_{\Omega_J^j} \hat{\mathcal{I}}_I := \begin{cases} 
\delta_{i,j} & I = J, \\
(M_{IJ})_{ij} & I \neq J.
\end{cases} \tag{4.26}
\]

By contrast, in a globally diagonal basis the contact-term matrices \( (M_{IJ}) \) must vanish identically for all pairs \( I, J \).

Notice that the set of period matrices \( M_{IJ} \) above is automatically upper-triangular in its indices \( \{ I, J \} \): it is a consequence of the triangular-nature of graph inclusion: \( M_{IJ} \) vanishes for any graph \( \Gamma_J \not\subset \Gamma_I \) — that is for any set of contours \( \{ \Omega_J \} \) not corresponding to a daughter of the graph \( \Gamma_I \). This makes it extremely easy to diagonalize the entire matrix.

To diagonalize the partially-diagonal basis (4.26), it is useful to take a ‘bottom-up’ approach. To begin, we partition the 87 integrand topologies relevant for two-loop, triangle power-counting at six particles according to the number of propagators. Thus, at the ‘bottom’ of the list are the five-propagator, \( \Gamma_{[2,1,2]} \) topologies, each with a single degree of freedom. Trivially, these basis elements already vanish on every other defining contour by virtue of the fact that they lack the additional propagators necessary to access the six-propagator and higher contours. That is, in a slight abuse of notation we have schematically

\[
\oint_{\Omega_{6,7, or 8 \text{ props}}} \mathcal{I}_{[2,1,2]} = 0, \tag{4.27}
\]

where \( \Omega_{6,7, or 8 \text{ props}} \) denotes any six-, seven- or eight-propagator-cutting contour, and \( \mathcal{I}_{[2,1,2]} \) any five-propagator integrand in the basis.
The next step is to diagonalize each of the six-propagator integrands, which are of either $\Gamma_{[3,0,3]}$, $\Gamma_{[2,2,2]}$ or $\Gamma_{[3,1,2]}$ type, with respect to every five-propagator graph obtained by single internal edge contractions. Let us illustrate how this works in practice with a particular example: in the notation of the supplementary material, one of the degrees of freedom of topology $\#61$, 

$$I_{61} \leftrightarrow 1 \quad \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a \\
 b \\
 c \\
 d \\
 e \\
 f
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
 1 \\
 2 \\
 3 \\
 4 \\
 5
\end{array}
\end{array}
\end{array} \quad , \quad (4.28)$$

is naturally associated with a contour where edges $a, f \to 0$ are soft. A corresponding numerator which is unit on this contour (and which is already diagonal with respect to the other five top-level contours of this topology) is,

$$1 \quad \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 0 \\
 2 \\
 3 \\
 4 \\
 5
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
 a \\
 b \\
 c \\
 d \\
 e
\end{array}
\end{array}
\end{array} \leftrightarrow \tilde{n}_{61}^1 = [c, d, p_1, p_6] . \quad (4.29)$$

The six contact-term degrees of freedom of this integrand are proportional to the inverse propagators of the graph; thus, the final, diagonalized numerator $n_{61}^1$ will take the form

$$n_{61}^1 := \tilde{n}_{61}^1 + c_1 a^2 + \cdots + c_6 f^2 . \quad (4.30)$$

Consider the term proportional to $e^2$. Upon collapsing this edge in (4.28), we obtain (a re-labelled version of) the five-propagator topology $\#78$,

$$I_{78} \leftrightarrow 1 \quad \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a \\
 b \\
 c \\
 d \\
 e
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
 1 \\
 2 \\
 3 \\
 4 \\
 5
\end{array}
\end{array}
\end{array} \quad , \quad (4.31)$$

whose scalar degree of freedom is normalized on the contour

$$\Omega_{78}^1 := 1 \quad \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 2 \\
 3 \\
 4 \\
 5
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
 a \\
 b \\
 c \\
 d \\
 e
\end{array}
\end{array}
\end{array} \leftrightarrow n_{78}^1 := -\frac{1}{2} s_{16} . \quad (4.32)$$

While this contour is an odd combination of two residues, the top-level numerator (4.29) happens to have support on only one of them. An analytic representation of the relevant part of this contour is given by parametrizing $b = 0$ and $c = (\lambda_1 + \alpha \lambda_6) \tilde{\lambda}_1$ with Jacobian $J = \alpha s_{16}$, and where the final residue is taken at $\alpha \to \infty$. The residue of the pre-diagonal integrand $\#61$, degree of freedom $i = 1$ may be computed by evaluating the numerator and dividing by both the Jacobian and the uncut propagator, and we find

$$\oint_{\Omega_{78}^1} \tilde{j}_{61}^1 = \text{Res}_{\alpha \to \infty} \left( \frac{[c, d, p_1, p_6]}{J(d - a)^2} \right) = \text{Res}_{\alpha \to \infty} \left( \frac{d \alpha}{\alpha} \right) = -1 . \quad (4.33)$$
To remove the integrand’s support on this contour fixes the contact term involving $e^2$ to have the coefficient $c_5 = 2n_{58}^1 := -s_16$. Similar calculations for the remaining five contact terms of integrand #61 lead to the final expression for the diagonalized numerator,

$$n_{61}^1 := [c, d, p_1, p_6] - \frac{s_16}{2} \left[ e^2 + d^2 + 2(b^2 + e^2) \right].$$

This procedure must be repeated for every degree of freedom and every topology with six propagators. Once this is done, the resulting basis is diagonal and fully fixed at both the five- and six-propagator levels, and we have

$$\oint_{\Omega} \mathcal{I}_\gamma = 0,$$

where $\gamma \in \{[3,0,3], [2,2,2], [3,1,2]\}$ and $\Omega_{[2,1,2]}$ denotes any five-cut contour.

This same procedure must be iteratively repeated to fix the contact terms of the seven-propagator integrands by demanding orthogonality with respect to both the five- and six-propagator basis elements. For example, the 45 contact term degrees of freedom for topology #38 are fixed by enumerating the daughter topologies (and counting with the appropriate multiplicity)

$$\{2 \times (\text{topology}), 1 \times (\text{topology}), 4 \times (\text{topology}), 6 \times (\text{topology}), 5 \times (\text{topology}), 4 \times (\text{topology})\}.$$

A final, prescriptive and globally-diagonal basis is obtained by removing all relevant contact terms from the eight-propagator integrands.

The end result of the above procedure is a fully diagonal basis of integrands and contours $\{\mathcal{I}_j, \Omega_j^i\}$,

$$\oint_{\Omega_j^i} \mathcal{I}_j = \begin{cases} 
\delta_{ij} & I = J, \\
0 & I \neq J.
\end{cases}$$

The complete list of integrands and contour definitions which satisfy (4.37) are given in the supplementary material and described in greater detail in appendix A.

5 Features of the resulting basis of integrands

The triangle power-counting basis of local integrands constructed according to the procedure of section 4 has several noteworthy properties worth emphasizing. First, this basis is prescriptive: every integrand is normalized to be unit on a single co-dimension eight contour, and vanishes on every other contour in the spanning set. Producing a unique
representation of an amplitude integrand $\mathcal{A}$ which is of box or triangle power-counting amounts to computing a set of contour integrals

$$\mathcal{A} = \sum_{\mathcal{I},\mathcal{I}} a^\mathcal{I}_I T^\mathcal{I}, \quad \text{where} \quad a^\mathcal{I}_I := \oint_{\Omega^\mathcal{I}_I} \mathcal{A}. \quad (5.1)$$

The non-zero coefficients $a^\mathcal{I}_I$ are the non-vanishing leading singularities of the amplitude in question. To be clear, this procedure does not require computing every leading singularity of an amplitude, but only those in the spanning set of contours $\{\Omega^\mathcal{I}_I\}$; all other contours are matched automatically in (5.1) by the completeness of the basis. Furthermore, for all contours not manifestly matched in (5.1), each integrand $\{T^\mathcal{I}\}$ which is not normalized on a double-pole at infinity evaluates to either $\pm 1$ or $\pm \frac{1}{2}$. Our basis therefore splits into pure, unit-leading-singularity polylogarithmic integrals as well as integrals which have simple transcendental weight drops upon integration. As amplitude integrands in sYM are free of double-poles, we expect the representation (5.1) is entirely free of transcendental weight drops.

Our basis is also partitioned according to infrared structure. From the complete list of contours (which can be found in the supplementary material), every integrand normalized on a contour in the collinear region of loop momentum space may be identified; these integrands generate infrared divergences upon integration, while every other basis element are explicitly infrared finite. The partitioning according to IR finiteness/divergence will obviously descend to the expression for amplitude integrands (5.1), where every soft-collinear divergence of the amplitude is matched manifestly by individual elements of basis designed to have support on the corresponding soft-collinear contours.

As indicated in the supplementary material, the final basis includes 183 IR-finite integrands and 190 IR-divergent integrands; and of these only 24 have support on double-poles — which should be the only integrands with less than maximal weight.

6 Conclusions and future directions

In this work, we have constructed a diagonal basis of four-dimensional local loop integrands with triangle power-counting at two loops and six particles. As we have emphasized, the properties of this basis are entirely dependent on the choice of eight-dimensional compact contours on which the integrands are normalized to be unit. The specific choices in this paper amount to making infrared structure, polylogarithmicity, and purity as manifest as possible; this is important for practical applications including carrying out the loop integrals, since uniformly transcendental integrals obey particularly simple differential equations [45, 79–81], among other nice properties [43]. Of course, integrating the basis of this paper in dimensional regularization requires (at least for those elements with infrared divergences) the addition of the extra-dimensional terms relevant for $d = 4-2\epsilon$ dimensions. In addition to this, we expect the finite part of our basis to be an ideal testing ground for testing the methods of direct integration [82, 83] in the non-planar sector.

This basis is sufficient to express the six-particle MHV and NMHV amplitudes in both sYM and SUGRA, and doing so requires only the computation of the physical leading
singularities which are among the spanning set chosen in this work. It should be relatively straightforward to compute the relevant fully color-dressed leading singularities in sYM, and we hope to do so in a forthcoming work [57].

Because the basis of integrands is identical for both MHV and NMHV helicity configurations, having representations of both amplitude integrands in hand immediately suggests an obvious application: namely, the study of non-planar versions of the two-loop ratio function. The universal nature of the infrared divergence of non-planar amplitudes strongly suggests that the ratio of the NMHV and MHV amplitudes should define a locally-finite quantity according to the definition of [42], but due to the presence of color factors, the details of how this works remain unclear.

Another natural extension of this work would be to consider bubble or worse degrees of power-counting. Although this introduces new degrees of freedom and higher poles at infinity, because \( \mathcal{B}_p \subset \mathcal{B}_q \) for any \( p > q \), every contour used in the basis constructed in this work can be recycled and used to fill out a large subset of the spanning set of contours for bubble power-counting (and beyond). Note that while the integrands will be modified by both additional top-level and contact term numerators, the contours themselves require no modification whatsoever.

Instead of boosting the power-counting, implementing the diagonalization procedure of this work at higher multiplicities and higher loops offers an additional direction for future investigations. Generating diagonal bases beyond this work will inevitably require non-polylogarithmic contours and integrands [60, 61]; here, we expect the extension of prescriptive unitarity to elliptic (and beyond) leading singularities outlined in [40] to prove quite useful.
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A Organization of the supplementary material

The complete details of the basis constructed for triangle power-counting at two loops for six external particles are included as supplementary material. These files are available directly on this work’s abstract page on the \texttt{arXiv} (under ‘Download’ on the right-hand pane). In particular, these files include:

- \texttt{integrand\_basis\_data.m}: a plain-text enumeration of:
  - all 87 non-isomorphic two-loop topologies described as
    * \texttt{edgeList[I]}: lists of oriented edges given as ordered pairs between vertices (the third item in each edge is its label);
* **propRules**[I]: example graph routing for these edge variables in terms of \( \ell_1, \ell_2 \) (for the sake of numerical evaluations);

− all 373 integrand numerators expressed as \( \text{num}[I, i] := n_i \);

− all 373 contours used to diagonalize the basis expressed as \( \text{contourLists}[I] \), returning the List of contours for the \( I \)th integrand topology; for each contour, we encode this data as:

* a pt, pl, or seq if it is given by a ‘point’ (a single contour picture — possibly representing an even/odd combination of multiple solutions for the given picture), a ‘sum’ of points (a sum of single-contour pictures), or a ‘sequence’ of constraints, respectively; for each,

  · color assignments for each vertex — which can be ‘b’, ‘w’, ‘c’, or ‘k’ for vertices which are taken in the ‘blue’ (mhv), ‘white’ (mHV), ‘composite’ (collinear), or generic configurations, respectively;

  · a list of any soft edges (denoted as ‘s[i,j]’ for a soft edge connecting vertices \( v[i] \) to \( v[j] \))

  · a list of any cycles taken to infinity;

  · extra information about the contour — such as dp for ‘double-pole’, or odd to indicate the difference of different solutions to the cuts.

This information is arguably encoded somewhat idiosyncratically; it is correctly parsed using the `drawContour` function in the MATHEMATICA package.

• **integrand\_basis\_tools.m**: a MATHEMATICA package file that includes many evaluation and graph-drawing features for using, visualizing, and manipulating the data for this basis;

• **integrand\_basis\_walkthrough.nb**: a MATHEMATICA notebook that illustrates the main functionality provided by the codebase given in the code-base file **integrand\_basis\_tools.m**. This file should be viewed as self-contained documentation for the package and tools — and should be consulted as such.

Some of the tools and code are based on earlier packages made available as part of refs. [16, 33–35, 51, 84].
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