Research Paper
A Two-Dimensional Convolutional Neural Network for Brain Tumor Detection From MRI

Ayoub Najaf-Zadeh1, *Hamid Reza Ghaffari2

1. Department of Engineering Intelligence, Faculty of Engineering, Azad University, Ferdows Branch, Ferdows, Iran.

ABSTRACT

Aims: Cancerous brain tumors are among the most dangerous diseases that lower the quality of life of people for many years. Their detection in the early stages paves the way for the proper treatment. The present study aimed to present a two-dimensional Convolutional Neural Network (CNN) for detecting brain tumors under Magnetic Resonance Imaging (MRI) using the deep learning method.

Methods & Materials: The proposed method has two stages of feature extraction and classification. A 12-layer CNN was used to extract the features of the MRI images and then the softmax activation function was used to classify these features. The proposed method was applied to a standard database consisting of three brain tumor types of meningioma, glioma, and pituitary.

Findings: The proposed method had better performance compared to previously presented methods. Its accuracy was reported as 98.68%.

Conclusion: Meningioma, glioma, and pituitary tumors are the most common types of brain tumors. Early detection of these tumors can decrease the risk of death. Because of its fully connected structure, the use of proposed deep CNN can help physicians to correctly detect brain tumors with MRI images.
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Aims

Introduction

Abnormal cell growth in any part of the body is called a tumor. In general, brain tumors are divided into two types: benign and malignant. This most widely used tumor grading system has been proposed by the World Health Organization (WHO) [1]. Neurologists play an important role in the evaluation and treatment of brain tumors. When a brain tumor is clinically diagnosed, a neurological evaluation should determine the location of the tumor and its relationship to surrounding structures. This information is very vital for choosing the best treatment method, including surgery and radiation therapy, but doctors always have difficulty in accurately diagnosing the location of the tumor. This problem is usually due to excessive fatigue of doctors, high image artifact, and so on. Given this, a computer-based intelligent diagnostic system can help neurologists make the correct diagnosis. The use of intelligent medical diagnostic systems as an assistant to physicians and radiologists, besides helping them, can pave the way for accurate and error-free identification and distinguishing these diseases from other similar diseases [2].
In recent years, the use of diagnostic systems based on the deep learning method has been widely used because of its high efficiency, so many studies have been conducted in this field. For example, Gupta and Khanna [3] conducted a study entitled “A non-invasive and adaptive CAD system to detect brain tumor from T2-weighted MRIs using customized Otsu’s thresholding with prominent features and supervised learning.” They used non-homogeneous techniques for preprocessing brain MR images segmented by Otsu's thresholding technique. In the next step, several feature extraction methods such as Tamura, LBP, Gabor filters, GLCM, and Zernike were applied to segmented images. Then, from the used methods, two prominent samples were selected using entropy measures. Finally, a support vector machine (SVM) was used for the classification. They have achieved 98% accuracy and 100% sensitivity.

Zikic et al. [4] developed an interpretive method for converting 4D data, such that standard 2D convolutional neural network (CNN) architectures can also be used to perform brain tumor segmentation. The results reported on the BRATS dataset show a dice score of 83.7% for the whole tumor region, 73.6% for the core tumor region, and 69% for the active tumor region. To classify brain lesions in MRI images of the breast, Amit et al. [5] used a VGG network and the extracted features were classified using SVM. The reported accuracy on a database of 123 MRI images, without the use of color channels, is 73% with a sensitivity of 77% and a specificity of 68%. Using a simple SegNet network, Korfiatis et al. [6] performed segmentation on the BRATS data and reported an average dice accuracy of 87.6%. Sajid et al. [7] used deep learning networks to diagnose brain tumors using BRAST database images and different MRI images. They reported that their method was successful with very good simulation results.

One of CNN’s new approaches is to evaluate the performance of brain tumor diagnosis using deeper architectures [8] by implementing 3 × 3 filters in convolutional layers. Using this method, more convolutional layers can be added to the architecture, without reducing the impact of the acceptance field of previous larger filters. Besides, deeper architectures use more nonlinearity and have less filter weight because they use smaller filters which reduce the likelihood of preprocessing. A modified version of the rectified linear unit (ReLU) called leaky ReLU (LReLU) has been used as a nonlinear activation function. CNN’s proposal, which has 11 deep layers on the BRATS suite, achieves a dice score of 88%, 83%, and 77% for the overall, core, and active tumor regions, respectively. Pereira et al. [9] used CNN for the segmentation of MRI images. Their proposed network was based on a U-net which has two upsampling and expansion paths and used LReLU with α = 0.3 as the activation function. After each layer of convolution with 3*3 kernel size and LReLU activator, a dropout = 0.2 technique was used. The proposed architecture was used for both segmentation of the whole binary tumor and segmentation within the multiclass tumor.

The only difference is the number of kernels of the last layer, which is proportional to the number of classes. The cross-entropy function is introduced as a network error function and is used to optimize SGD information with a learning rate of 0.01. Havaei et al. [10] presented a fully automated brain tumor segmentation method based on deep learning. First, they discussed different types of architectures based on CNN. Their network examines both local and global contextual features simultaneously. It used the last layer, which is a convolutional simulation of the fully-connected (FC) layer, and allowed a 40-fold increase in speed. They also introduced a two-phase learning process that allowed us to address the problems associated with unbalanced tumor segmentation labels. Finally, they examined a cascaded architecture in which the base CNN output was considered as a source of additional information for a subsequent CNN. The results reported on the 2013 BRATS dataset showed that their architecture was 30 times faster than existing optimized CNNs.

Pereira et al. [11] performed brain tumor segmentation using full CNNs. The network architecture for HGG consisted of 11 layers with a max pooling layer followed by three convolutional layers and finally three FC layers, while the network architecture for LGG consisted of 9 layers with one max pooling layer after two convolutional layers and finally three FC layers. The HGG architecture is deeper than that of LGG; hence, a dropout of 0.5 was used in LGG, while in HGG it was 0.1. This technique was used only in FC layers. LReLU activator function was used in all layers, while the softmax function was applied for the last FC layer and padding technique for convolutional layers. During learning, the categorical cross-entropy error function was used with the SGD optimizer. Amin et al. [12] proposed a new CNN architecture based on DDN for the diagnosis of brain tumors. Seven layers were used for classification: 3 convolutional layers, 3 ReLU layers, and one softmax layer. The input MR images were first divided into several segments and then the center pixel value of each segment was presented to the DNN.

Extensive experiments were performed using 8 large-scale benchmark datasets, including BRATS 2012, 2013, 2014, 2015, and ISLES 2015, 2017. Dong et al. [13] used a U-Net based fully convolutional network for brain tumor detection and segmentation. They used a 28-layer CCN architecture and could achieve the desired accuracy.
As mentioned above, various factors affect the identification and classification of tumors such as imaging format and noise, physician fatigue, etc., so it is necessary to develop an intelligent diagnostic system for the classification of tumors. In this paper, we used a deep learning method based on a 2D CNN with high accuracy to detect brain tumors from MRI images. The second section introduces the proposed computer-aided detection (CAD) system. The results and discussion are presented in the third and fourth sections, and finally, in section 5 we present the conclusions.

2. Materials and Methods

Studies on MRI images of 3 types of brain tumors were collected. Figure 1 shows a block diagram of the study method. MRI images were first entered as input to the proposed network. Previously, traditional methods were used to extract features and classify them. In this study, feature extraction and classification were performed by deep learning methods in an integrated way based on a 2D deep convolutional network. Its properties are presented in the next sections.

Input data

Standard MRI images are used to diagnose brain tumors. MRI imaging has different protocols, of which T1, T2, and FLAIR protocols are commonly used for research. In this regard, we used 1.5 Tesla MRI images with the T1 protocol. For these images, the database presented in reference [14] was used. This database contains images of 3 different types of brain classes in a dimension of 512 × 512 related to meningiomas (708 images), gliomas (1426 images), and pituitary tumors (930 images). Figure 2 illustrates three images from three classes of this database. The dimension of these images was changed from 512 × 512 to 128 × 128 for use in the proposed method.

Proposed convolutional network

Training of a network minimizes the error function based on real network outputs compared to optimal network outputs. This procedure is done by modifying the free parameters of the network, including weights and biases. The training method used in the proposed network is supervisor training. In this method, a supervisor monitors the learner’s behavior and reminds it how to function properly. In other words, the learning system is a set of data pairs consisting of network inputs and favorable outputs. After applying the network input, its output is compared with the favorable output and the learning error is calculated and used to modify the network parameters so that if the same inputs are reapplied to the network, the network output will be closer to the favorable output. In this method, images are applied to the network in batches of 64; although it requires more memory, it will have higher stability. The proposed network architecture is shown in Figure 3. The most important layers of this architecture are briefly described in the next section.

Convolutional layers

Convolution operation in the image is such that the filter with the desired size convolves over the original image. In this way, at any moment, the filter matrix arrays are placed on the pixel arrays of the image and multiplied. Finally, the results of all parts are summed up and one number is obtained for each filtered part. In the next step, the filter of one unit goes to the right and the operation is repeated. This operation continues until all pixels of the image are swept. Finally, a new matrix is produced. In this study, 3 convolutional layers with the ReLU activation function are used; there are 32 filters with a 3×3 kernel size in each layer [15].

Pooling layers

Pooling layers are placed at regular intervals between successive convolutional layers. This technique is very common in a convolutional architecture and can be used to reduce the size of the network feature map and its parameters. In other words, the function of pooling layers is to reduce the spatial size of the image to reduce the number of parameters and calculations within the network and, thus, control overfitting. The most common way is to use them with 2×2 filters and max pooling [16]. Table 1 shows the pooling layers of the proposed network.

Flattening layer

The flattening layer is an important layer that is placed between the layers that perform convolutional feature extraction and output classification. This layer converts the data that intends to enter the classification stage into a vector.

FC layers

After convolutional layers, there are the last FC layers. These layers act like their counterparts in traditional artificial neural networks and comprise almost 90% of the parameters of a CNN. The FC layer allows us to present the network result in the form of a vector with a specified size. This vector can be used to categorize images or continue further processing [17]. In this regard, different classification algorithms are used, one of which is the softmax activation function. In mathematics, the softmax function or normalized exponential function is a generalization of the logistic function. This function takes a vector z of K real numbers as input and gives
a vector $\sigma(Z)$ of $K$ real numbers (0, 1) as output whose sum of the components is 1 (see Formula 1). It is mainly used in the field of mathematics, especially in the theory of probability and related fields. Classification by softmax function has a unique advantage over N-dimensional vectors. To classify extracted vectors in deep learning, it determines the probability of the extracted vectors and then classifies them. The softmax function is a form of logistic regression. The main idea of logistic regression is to use the logical regression method in classification, which judges the input data and gives a single discrete output [18]. The softmax method has only one drawback i.e., its high computational complexity. However, this problem has been solved with an improvement in the GPU. Owing to the mentioned advantages, we used the softmax function in the FC layers.

1. $\sigma(Z) = \frac{e^{Z_j}}{\sum_{k=1}^{K} e^{Z_k}}$ for $j = 1, \ldots, K$

**Dropout layer**

The dropout layer is used in FC layers and between them to prevent the network from overfitting and avoid the complexity of FC layers (Figure 4). In this study, two dropout layers were used and the rate of each layer was set to be 0.5.

**Performance evaluation**

The performance of a classification system is measured by various parameters such as accuracy, precision, sensitivity, and F1 score. Using these parameters allows users to understand how well a model performs in analyzing textual data. To evaluate the performance of a classification system, a fixed test dataset (a set of textual data with predefined size whose labels are specified) can be used. Such a process in the evaluation phase divides the training data into two subsets: the first subset is used to train the model and the second subset is used to test the model.

Classification accuracy defines the number of correct predictions made by a classifier divided by the total number of predictions made by that classifier (Formula 2):

2. $Accuracy = \frac{TP+TN}{TP+TN+FP+FN}$

In the above Formula, TP is true positives, TN stands for true negatives, FP is false positives, and FN stands for false negatives.

Classification precision defines the ratio of the number of correct predictions made for samples of a particular class to the total number of predictions for samples of the same class (including all correct and incorrect predictions) (Formula 3):

3. $Precision = \frac{TP}{TP+FP}$

Classification sensitivity refers to the number of image data correctly classified in a particular class to the total number of data that should be classified in that class (Formula 4):

4. $Sensitivity = \frac{TP}{TP+FN}$

The F1 score combines precision and sensitivity parameters to determine how well a classification model performs (Formula 5):

5. $F1 = 2 \cdot \frac{Sensitivity \times Precision}{Sensitivity + Precision}$

**3. Results**

In the proposed method, 80% of the database images were selected for training the model and 20% for testing the model, while there is no interference between training and test data. Training data with a batch size of 64 were sent to

![Figure 1. Block diagram of the study method](image-url)
Figure 2. Three classes of brain tumors. From left to right: Meningioma, glioma, and pituitary tumor.

Figure 3. The proposed convolutional neural network.

Table 1. The layers of the proposed convolutional neural network.

| Layer                                | No. | Size  |
|--------------------------------------|-----|-------|
| The first convolutional layer        | 32  | 3×3   |
| The first max pooling layer          | 1   | 2×2   |
| The second convolutional layer       | 32  | 3×3   |
| The second max pooling layer         | 1   | 2×2   |
| The third convolutional layer        | 32  | 3×3   |
| The third max pooling layer          | 1   | 2×2   |
| The flattening layer                 | 1   | --    |
| The first FC layer                   | 512 | --    |
| The first dropout layer              | 0.5 | --    |
| The second FC layer                  | 128 | --    |
| The second Dropout layer             | 0.5 | --    |
| The third FC layer                   | 10  | --    |
the network; this network was trained in 100 iterations. The proposed model performed better than other methods by using hierarchical learning and extracting high-level features. A computer with a Corei7-6700HQ processor, NVIDIA 1060-6G byte graphics card, 8G byte DDR4 RAM, and 1TB hard drive was used to implement the proposed deep learning network codes. To run the program in Windows, Anaconda software version 3.7, Spyder software, and TensorFlow machine learning platform were used. Table 2 presents the mean overall accuracy and other parameters of the proposed method per 5 times of program execution. The proposed method was compared with several similar studies presented in Table 3.

### 4. Discussion

This study presents a multi-class classification method for MRI images of brain tumors using a deep learning method. The used images were T1 type and have three types of brain tumor classes: 708 images of meningioma tumors, 1426 images of glioma tumors, and 920 images of pituitary tumors. The proposed method includes a main classification stage using a 12-layer CNN consisting of three convolutional layers, three max pooling layers, one flattening layer, two dropout layers, three FC layers, and the softmax activation function was used to classify the three classes. The average accuracy of the proposed method after 5 times running was 98.68%. The proposed system can be used for the detection of brain tumors. It was compared with several similar studies that mostly used the image zoning technique and the accuracy of our method was found much higher than theirs.

One of the strengths of this study was the use of a 12-layer deep CNN, which increases the network accuracy to 98.68%, while one of its drawbacks was the lack of using clinical MRI images with different classes to diagnose multiple brain tumors simultaneously.

### 5. Conclusion

The brain is the most important organ in the body that controls all other parts of the body. If there is a disease in this part, disorders can occur in other parts which sometimes can lead to death. In this study, an automated CAD system based on deep learning was presented to diagnose and classify brain tumors. Since in the proposed method, high-level features were extracted by deep learning, the accuracy of classification and detection was very high and

---

**Table 2.** The overall results of performance evaluation parameters

| F1 score | Precision | Sensitivity | Accuracy | Results |
|----------|-----------|-------------|----------|---------|
| 95.42    | 93.51     | 96.32       | 99.14    | 1.00    |
| 98.31    | 95.45     | 95.17       | 98.57    | 2.00    |
| 97.45    | 96.71     | 98.21       | 98.32    | 3.00    |
| 94.13    | 94.38     | 96.81       | 99.02    | 4.00    |
| 98.17    | 95.02     | 95.32       | 98.36    | 5.00    |
| 96.69    | 95.01     | 96.36       | 98.68    | Average |

---

**Figure 4.** Dropout layer function
Because of the large number of images in the used database, the network was designed to provide the highest execution speed and accuracy.
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| Author(s)          | User interaction level | Performance |  |
|--------------------|------------------------|-------------|------|
|                    |                        | Accuracy    | Sensitivity | Precision |
| Pereira et al.     | Fully automated        | 88%         | 83%         | 77%       |
| Kroun et al.       | Semi-automated         | 88%         | 83%         | 72%       |
| Abran et al.       | Fully automated        | 87%         | 77%         | 73%       |
| Havaei et al.      | Semi-automated         | 86%         | 77%         | 73%       |
| Mennez et al.      | Fully automated        | 83%         | 75%         | 77%       |
| Dowi et al.        | Fully automated        | 85%         | 74%         | 68%       |
| Zikic et al.       | Fully automated        | 83.70%      | 73.60%      | 69%       |
| Hamaki et al.      | Semi-automated         | 72%         | 57%         | 59%       |
| Zikic et al.       | Fully automated        | 83.70%      | Unknown     | Unknown   |
| Havaei et al.      | Fully automated        | 78%         | Unknown     | Unknown   |
| Mark et al.        | Fully automated        | 74%         | Unknown     | Unknown   |
| Wang et al.        | Fully automated        | 85%         | Unknown     | Unknown   |
| Wang et al.        | Fully automated        | 90.50%      | Unknown     | Unknown   |
| Amin et al.        | Fully automated        | 80%         | Unknown     | Unknown   |
| Pan et al.         | Fully automated        | 66%         | Unknown     | Unknown   |
| Sajid et al.       | Fully automated        | 90%         | Unknown     | Unknown   |
| Pereira et al.     | Fully automated        | 75%         | Unknown     | Unknown   |
| Present study      | Fully automated        | 98.68%      | 96.36%      | 95.03%    |

The authors would like to thank the Deputy for Research of the Islamic Azad University of Ferdows Branch for their cooperation.
تشخیصی تومورهای مغزی از روی تصاویر MRI با استفاده از شبکه کتابخانه دیجیتالی

ایوب نجف زاده، حمید رضا غفاری

1. گروه مهندسی موس مسند مهندسی، دانشگاه آزاد اسلامی، واحد فردوس، فردوس، ایران.

چکیده
تومورهای سرطانی مغز انسان در دسته بیماری‌های خطرناک هستند که کیفیت زندگی انسان‌ها را تا سالیان دراز تحت تأثیر قرار می‌دهند و تشخیص آن‌ها در مراحل اولیه و در زمان برگزاری عملیات از لحاظ پیشرفته‌ای، بلافاصله از کمک‌هایی از طرف بی نظمی قرار می‌گیرد. در این مقاله، هدفی برای تشخیص هوشمند تومورهای مغزی از سه کلاس: مننژیوما، گلیوما و هیپوفیز با استفاده از یادگیری عمیق است. سیستم پیشنهادی شامل دو مرحله استخراج ویژگی و طبقه‌بندی است. جهت استخراج ویژگی تصاویر از یک شبکه موزون می‌شود و Softmax لایه استفاده شده است. در نهایت، جهت طبقه‌بندی ویژگی‌ها از تابع فعال ساز 12 کانولوشنی پیشنهادی بر روی پایگاه داده استاندارد و شامل سه کلاس: مننژیوما، گلیوما و هیپوفیز استفاده شده است. نتایج گزارش‌شده نشان‌دهنده برتری سیستم پیشنهادی در مقایسه با روش‌های قبلی است که از این دیتاست استفاده کرده‌اند. به طور کلی، دقت 98.68 درصد به دست آمده است که از این دیتاست استفاده کرده‌اند. در نهایت، می‌توان گفت که استفاده از شبکه کانولوشنی دوبعدی بر روی تصاویر MRI ممکن است کمکی به پزشکان باشد که در تشخیص سرطان مغزی کمکی می‌کند که ارزیابی نهایی دقیق و حیاتی برای انتخاب بهترین روش درمان است.

مقدمه
در تشخیص می‌توان کمک‌هایی کند استفاده از سیستمهای تشخیصی پزشکی هوشمند در تشخیص بیماری‌های مغزی، به عنوان یک نمایشگر مکانیکال در تشخیص بیماری‌های مغزی، به طور کلی تومورهای مغزی به دو نوع خوش خیم و بدخیم تقسیم می‌شودند. درون‌مرجعی طرح و رفع بدخیم تومورها که سرطان مغزی است، بروز مشکلات سلولی غیر عادی در هر بخش از بدن تومور نام دارند. به طور کلی، تومورهای مغزی به دو نوع خوش خیم و بدخیم تقسیم می‌شوند. درون‌مرجعی طرح و رفع بدخیم تومورها که سرطان مغزی است، بروز مشکلات سلولی غیر عادی در هر بخش از بدن تومور نام دارند.

تشخیص هوشمند تومورها با استفاده از یادگیری عمق بر اساس این مقاله می‌تواند به بهترین شناخت و تفکیک این بیماری‌ها از سایر بیماری‌های مشابه کمکی شود. در سال‌های اخیر استفاده از سیستم‌های تشخیص پزشکی هوشمند در تشخیص بیماری‌های مغزی به عنوان یک نمایشگر مکانیکال در تشخیص بیماری‌های مغزی، به طور کلی بدخیم بر روی تصاویر MRI تشخیص تومورهای مغزی از روی تصاویر

کلیدواژه‌ها: تومور مغزی، تصاویر MRI، شبکه کانولوشنی دوبعدی
در پژوهشی دیگر، پرریا استفاده شده و قرار دارد و درنهایت سه لایه استفاده از یک شبکه کانولوشنی بهبود یافته انجام دادند. معماری بخش بندی تومورهای مغزی را نشان می‌دهند. بعدی تلقی می‌شود. افزایش سرعت را می‌دهد. آن‌ها همچنین یک پروسه آموزش‌دهی را می‌پذیرند و دو ویژگی های اینجا، انواع مختلف معماری‌های مبتنی بر شبکه‌های عصبی است. تنها تفاوت در تعداد کرنل‌های لایه آخر است که مناسب تر جی انتخاب کرده‌اند. یک می‌تواند از یک سطح شده‌است و برای بهبود سازی اطلاعات پایگاه‌ای /0 است. 

آمیت و همکاران [6] برای هدف‌نوری صدها MRI تصویربرداری 40 سیم و 69 از آن‌ها استفاده کرده‌اند. معماری کانولوشنی دوبعدی در این مقاله از SVM و 58 درصد اختصاص یافته است. 

کفکیس و همکاران [7] با استفاده از یک شبکه ساده MRI پپتر بهره‌برداری فضای مغزی را مشاهده کرده‌اند. آن‌ها پایگاه‌های دو بعدی و 83 دقت گزارش‌شده را به ارزش 0.58 می‌دانند. 

برای نمونه، دو همانند برنج در پوسته خاک، اثر ریزی‌گرایانه تا در地毯ه یکتکی نسبت به عملکرد شبیه‌سازی در مودهای آموزشی گیرینه‌ها ولخرجی برای بررسی ویژگی‌های تومور در ماهیت مغزی از بررسی دیده شده در 67 مورد بررسی سه لایه، همانند در مورد ارزیابی عملکرد تشخیص، تومورهای مغزی را مشاهده کرده‌اند. 

می‌تواند در این مقاله از SVM و 58 درصد اختصاص یافته است. یک می‌تواند از یک سطح شده‌است و برای بهبود سازی اطلاعات پایگاه‌ای /0 است. 

آمیت و همکاران [6] برای هدف‌نوری صدها MRI تصویربرداری 40 سیم و 69 از آن‌ها استفاده کرده‌اند. معماری کانولوشنی دوبعدی در این مقاله از SVM و 58 درصد اختصاص یافته است. 

کفکیس و همکاران [7] با استفاده از یک شبکه ساده MRI پپتر بهره‌برداری فضای مغزی را مشاهده کرده‌اند. آن‌ها پایگاه‌های دو بعدی و 83 دقت گزارش‌شده را به ارزش 0.58 می‌دانند. 

برای نمونه، دو همانند برنج در پوسته خاک، اثر ریزی‌گرایانه تا در地毯ه یکتکی نسبت به عملکرد شبیه‌سازی در مودهای آموزشی گیرینه‌ها ولخرجی برای بررسی ویژگی‌های تومور در ماهیت مغزی از بررسی دیده شده در 67 مورد بررسی سه لایه، همانند در مورد ارزیابی عملکرد تشخیص، تومورهای مغزی را مشاهده کرده‌اند. 

می‌تواند در این مقاله از SVM و 58 درصد اختصاص یافته است. یک می‌تواند از یک سطح شده‌است و برای بهبود سازی اطلاعات پایگاه‌ای /0 است. 

آمیت و همکاران [6] برای هدف‌نوری صدها MRI تصویربرداری 40 سیم و 69 از آن‌ها استفاده کرده‌اند. معماری کانولوشنی دوبعدی در این مقاله از SVM و 58 درصد اختصاص یافته است. 

کفکیس و همکاران [7] با استفاده از یک شبکه ساده MRI پپتر بهره‌برداری فضای مغزی را مشاهده کرده‌اند. آن‌ها پایگاه‌های دو بعدی و 83 دقت گزارش‌شده را به ارزش 0.58 می‌دانند. 
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در روی پیشنهادات این مقاله به منظور تحقیق ترمیمی توده‌های مغزی، پیشنهاد معمولی برای برای مقایسه این رویکرد با کار گرفته شده است. مقاله فیلتر MR/DNN است. این تصور MR/DNN به سه لایه لاک و ReLU و به جهت قطعه‌سازی مفهومی شبکه و سپس مقدار پیکسل مرکزی م своیت به بیان می‌دهد. MR/DNN است. این تصور MR/DNN به سه لایه لاک و ReLU و به جهت قطعه‌سازی مفهومی شبکه و سپس مقدار پیکسل مرکزی می‌تواند با دقت بالایی توصیف شود. این مثال از فریمواره MR/DNN است. این تصور MR/DNN به سه لایه لاک و ReLU و به جهت قطعه‌سازی مفهومی شبکه و سپس مقدار پیکسل مرکزی می‌تواند با دقت بالایی توصیف شود. این مثال از فریمواره MR/DNN است. این تصور MR/DNN به سه لایه لاک و ReLU و به جهت قطعه‌سازی مفهومی شبکه و سپس مقدار پیکسل مرکزی می‌تواند با دقت بالایی توصیف شود. این مثال از فریمواره MR/DNN است.
تصویر قرار گرفته و ضرب می‌شوند. دریافت ها حل مقدار تغییر با کیفیت محاسباتی عمل می‌کنند. به این طور قسمت فیلترشده یک عدد به صورت بهینه، یک فایل که با استفاده از مدل راست رفتته و جمع‌بندی شده تکرر می‌شود. این عملیات تا زمانی پیش می‌روند که نیازهای یک جلوگیری شود. به همراه پیش‌نگاری‌های یک ماتریس بدون تکرار می‌شود. در مواردی زیر یک لایه الگوریتم Max Pooling
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معیار امتیاز F1 نیز از فرمول زیر به‌دست می‌آید:

\[
F1 = \frac{2 \times Sensitivity \times Precision}{Sensitivity + Precision}
\]

معیار حساسیت (Sensitivity) بیان‌کننده نسبت تعداد (کل پیش بینی های صحیح انجام شده) به تعداد (کل پیش بینی های درست دسته بندی شده) در یک کلاس خاص است. معیار دقت (Precision) بیان‌کننده نسبت تعداد (کل پیش بینی های صحیح انجام شده) به تعداد (کل پیش بینی های درست دسته بندی شده) در یک کلاس خاص است.

در این پژوهش، سه کلاس مرغابی، هیپوفیز و گلیوما مورد بررسی قرار گرفت. مدلی که با استفاده از شبکه کانولوشنی دو بعدی MRI بیشترین دقت و حساسیت نشان داد، درصد تصاویر پر و بدون روسیه در هر دو کلاس به‌طور مشابه شناخته شد. درصد تصاویر پر، روسیه، هیپوفیز و مرغابی در مجموعه آزمایشی به ترتیب 80، 80 و 80 درصد تصادفی و 20 درصد تصاویر پر و بدون روسیه بود.
شبکه کانولوشنی پیشنهادی

جدول 1. لایه‌های روش پیشنهادی

| ردیف | نام لایه          | تعداد | سایز    |
|------|------------------|-------|---------|
| 1    | لایه کانولوشن اول | 32    | 2 × 2   |
| 2    | اول Max-Pooling   |       |         |
| 3    | لایه کانولوشن دوم| 32    | 2 × 2   |
| 4    | دوم Max-Pooling   |       |         |
| 5    | لایه کانولوشن سوم| 32    | 2 × 2   |
| 6    | دوم Flatten       |       |         |
| 7    | لاشه                | 512   |         |
| 8    | لاشه Dropout     |       |         |
| 9    | لاشه Dropout     |       |         |
| 10   | لاشه Dropout     |       |         |
| 11   | لاشه Dropout     |       |         |
| 12   | لاشه Dropout     |       |         |

تصویر 2. شبکه کانولوشنی پیشنهادی

Dropout 9. مجموعه ملکرد لایه

این مطالعه نشان می‌دهد که کاربردی از روش پیشنهادی در تشخیص تومورهای مغزی از روی تصاویر MR با استفاده از شبکه کانولوشنی متعددی است.
برای آزمون انتخاب می‌شنود. این در حالی است که هیچ تداخلی بین داده‌های آموزش و آزمایش وجود ندارد. داده‌های آموزشی با به‌شبکه ارسال می‌شود که این شبکه در طی 64 اندازه‌دهی تکرار، آموزش دیده است. مدل پیشنهادی با بهره‌گیری از یادگیری سلسله‌مراتبی و استخراج ویژگی‌های سطح بالا عملکرد بهتری را نسبت به سایر روش‌ها در پی دارد. جهت پیاده‌سازی کدهای مربوط به شبکه یادگیری عمیق پیشنهادی، از کامپیوتر NVIDIA 1060، کارت گرافیک Corei7-6700HQ با پردازنده و هارد یک ترابایتی، RAM 8Byte DDR4 و بسته Tensorflow استفاده شده است. 

| نویسنده | سطح تعامل با کاربر | عملکرد (درصد) | کمیت | منابع | 
| --- | --- | --- | --- | --- |
| پریرا و همکارانش | کاملاً خودکار | 88 | 83 | 77 | 
| کرون و همکارانش | نیمه خودکار | 88 | 83 | 72 | 
| آبران و همکارانش | کاملاً خودکار | 87 | 77 | 73 | 
| هاوای و همکارانش | کاملاً خودکار | 85 | 74 | 68 | 
| زیکیک و همکارانش | کاملاً خودکار | 83/70 | نامشخص | نامشخص | 
| هاماکی و همکارانش | نیمه خودکار | 72 | 57 | 59 | 
| زیکی و همکارانش | کاملاً خودکار | 83/70 | نامشخص | نامشخص | 
| هاوای و همکاران | کاملاً خودکار | 78 | نامشخص | نامشخص | 
| ماکس و همکاران | کاملاً خودکار | 74 | نامشخص | نامشخص | 
| وانگ و همکاران | کاملاً خودکار | 90/50 | نامشخص | نامشخص | 
| امین و همکاران | کاملاً خودکار | 80 | نامشخص | نامشخص | 
| ساجید و همکاران | کاملاً خودکار | 90 | نامشخص | نامشخص | 
| پریرا و همکاران | کاملاً خودکار | 75 | نامشخص | نامشخص |
این مطالعه یک روش طبقه‌بندی چند‌کلاسی تصاویر تومور‌های مغزی را استفاده از یک شبکه یادگیری عمیق کانولوشنی را ارائه می‌دهد. الگوریتم پیشنهادی شامل یک مرحله اصلی طبقه‌بندی با استفاده از شبکه کانولوشنی است. در مرحله بعدی از یک شبکه کانولوشنی خارجی که شرایط مسیر افزایش پایین‌دهنده (Flattn) در هر کلاس استفاده کرده و یک لایه Max pooling، در نهایت، یک لایه Softmax به منظور طبقه‌بندی سطح بالا استفاده شده است.

از میزان دقت در پنج بار اجرا، میانگین دقت کل و سایر پارامترها 2 نقله شماره 3 می‌باشد. از این دیدگاه، ارائه یک نرم‌افزار کاربردی جهت تشخیص تومورهای مغزی می‌تواند به عنوان یک ابزار راه‌حل مناسب به‌شمار برسد.

روش پیشنهادی با چندین تحقیق مشابه که اکثراً از روش ناحیه‌بندی تصاویر استفاده می‌کردند، مقایسه شد. نتایج نشان داد که دقت روش پیشنهادی به‌طور چشمگیری بالاتر از روش‌های قبلی بود. به‌طور کلی، نتایج نشان داد که این روش می‌تواند یک ابزار حیاتی در تشخیص تومورهای مغزی باشد.

نتیجه‌گیری

نتیجه‌گیری این مطالعه این بود که یک شبکه یادگیری عمیق کانولوشنی می‌تواند به عنوان یک روش معنی‌داری در تشخیص تومورهای مغزی در نظر گرفته شود. این روش می‌تواند به‌طور کلی به عنوان یک ابزار حیاتی در تشخیص تومورهای مغزی در نظر گرفته شود.
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