RANDOM MATRICES AND THE AVERAGE TOPOLOGY OF THE INTERSECTION OF TWO QUADRICS

A. LERARIO

Abstract. Let \( X_\mathbb{R} \) be the zero locus in \( \mathbb{R}\mathbb{P}^n \) of one or two independently and Weyl distributed random real quadratic forms. Denoting by \( X_\mathbb{C} \) the complex part in \( \mathbb{C}\mathbb{P}^n \) of \( X_\mathbb{R} \) and by \( b(X_\mathbb{R}) \) and \( b(X_\mathbb{C}) \) the sums of their Betti numbers, we prove that:

\[
\lim_{n \to \infty} \frac{\mathbb{E}(b(X_\mathbb{R}))}{n} = 1.
\]

In particular for one quadric hypersurface asymptotically Smith’s inequality \( b(X_\mathbb{R}) \leq b(X_\mathbb{C}) \) is expected to be sharp. The methods we use combine Random Matrix Theory, Integral Geometry and spectral sequences.

1. Introduction

Let us consider the real vector space \( W_{n,d} \) of real homogeneous polynomials of degree \( d \) and \( n+1 \) variables. Each \( f \in W_{n,d} \) defines a complex algebraic set \( X_\mathbb{C} \) in \( \mathbb{C}\mathbb{P}^n \) and for an open dense subset of \( W_{n,d} \) all these algebraic sets have the same volume (induced from the Fubiny-Study one) and the same topology. The first statement directly follows from Wirtinger’s formula and the second essentially from the fact that the set of degenerate polynomials has real codimension two in the space of polynomials with complex coefficients. If we look at the zero locus \( X_\mathbb{R} \) of \( f \) in the real projective space \( \mathbb{R}\mathbb{P}^n \), then the situation dramatically changes. The set of degenerate polynomials has now real codimension one and as we cross it the topology of \( X_\mathbb{R} \) (and its volume) may change. It is however possible to compare the volume and the topology of the real and complex parts by mean of the following inequalities:

\[
\frac{\text{Vol}(X_\mathbb{R})}{\text{Vol}(\mathbb{R}\mathbb{P}^{n-1})} \leq \frac{\text{Vol}(X_\mathbb{C})}{\text{Vol}(\mathbb{C}\mathbb{P}^{n-1})} \quad \text{and} \quad b(X_\mathbb{R}) \leq b(X_\mathbb{C}).
\]

The l.h.s. inequality directly follows from the integral geometry formula and the r.h.s. is the so called Smith’s inequality and involves the sum of the Betti numbers (in this paper all cohomology groups and related ranks are assumed to be with \( \mathbb{Z}_2 \) coefficients). This raises the question: if \( f \) is picked up randomly, what do we expect the volume and the topology of its real zero locus to be? Clearly this question does not make sense for the complex part, since for any reasonable distribution of probability on \( W_{n,d} \) the volume and the sum of the Betti numbers of \( X_\mathbb{C} \) are constant functions outside of a zero probability set.

To answer this question let us consider the example of a random polynomial \( f \) in \( W_{1,d} \). In this case both the volume and the sum of the Betti numbers of \( X_\mathbb{R} \) equal the number of...
real (projective) roots of $f$. In the seminal paper \[11\] Kac proved that if the coefficients of $f$ are distributed as standard independent gaussians with mean zero and variance one, then the expected number of real roots $E_d$ of $f$ satisfies:

$$\lim_{d \to \infty} \frac{E_d}{\log d} = \frac{2}{\pi}.$$ 

In this paper we will assume $f = \sum f_\alpha x^\alpha$, where $x^\alpha = x_0^{\alpha_0} \cdots x_n^{\alpha_n}$ and the $f_\alpha$ are Gaussian independently distributed random variables with mean zero and variance $\frac{d!}{\alpha_0! \cdots \alpha_n!}$. The resulting distribution of probability on $W_{n,1}$ is called the Weyl distribution (or the Kostlan distribution). For instance the expected number of zeroes $E_d$ of a random Weyl distributed polynomial in $W_{1,d}$ is given exactly by:

$$E_d = \sqrt{d}.$$ 

The reader is referred to the paper \[6\] for a proof of both these limits and a survey of related results.

More generally the expected volume of the random algebraic variety $X_\mathbb{R}$ defined by a set of polynomials $f_1, \ldots, f_k$ with each $f_i \in W_{n,d_i}$ Weyl and independently distributed is given by:

$$\mathbb{E}[\text{Vol}(X_\mathbb{R})] = \sqrt{d_1 \cdots d_k \text{Vol}(\mathbb{R}P^{n-k})}.$$ 

Indeed the previous formula was proved in a sequence of papers of Shub and Smale first \[19\] and Bürgisser \[2\] in this general form. In this last paper the formula follows from the more striking result on the computation of the expected curvature polynomial of $X_\mathbb{R}$ in $\mathbb{R}P^n$. The same computation also gives a precise formula for the expected Euler characteristic of $X_\mathbb{R}$ (the hypersurface case was already done by Podkorytov in \[16\]).

In the case of $n$ equations in $\mathbb{R}P^n$ this expected volume gives the expected number of solutions of a random polynomial system.

Concerning the sum of the Betti numbers of $X_\mathbb{R}$, very little is known. Even the case of the expected number of components of a random real, Weyl distributed curve of degree $d$ in $\mathbb{R}P^2$ is not known. Gayet and Welschinger in \[8\] proved that maximal curves, i.e. those with approximatively $d^2$ components, become exponentially rare in the degree. The same authors in \[9\] proved that the expected total Betti number of a random Weyl distributed hypersurface of degree $d$ in $\mathbb{R}P^n$ satisfies the following:

$$\lim_{d \to \infty} \mathbb{E}\left[\frac{b(X_\mathbb{R})}{d^n}\right] = 0.$$ 

In an unpublished letter \[18\] Sarnak claims that in the case of a plane curve we have even $\lim_{d \to \infty} \mathbb{E}\left[\frac{b(X_\mathbb{R})}{d}\right] \leq c_1$, for a positive constant $c_1$. Indeed in a different direction Nazarov and Sodin \[15\] proved that the expected number of connected components of a random spherical harmonic of degree $d$ is asymptotically $c_2 d^2$, for some $c_2 > 0$. Generalizing this result, the author together with E. Lundberg, was able to prove that the expectation of the number of connected components of a random hypersurface of degree $d$ in $\mathbb{R}P^n$ is asymptotically of order $d^n$ (see \[14\]).

1 The distribution of probability here is such that the components of the spherical harmonic with respect to the $L^2_{S^2}$ orthonormal basis are i.i.n. distributed.

2 Here the probability distribution is a real analogue of the Weyl one, suggested by P. Sarnak in \[18\].
In this paper we study the case the random algebraic set is the intersection of real quadrics in $\mathbb{R}P^n$. In this case Barvinok’s bound (see [3]) gives for the intersection $X_{\mathbb{R}}$ of $k$ quadrics in $\mathbb{R}P^n$:

$$b(X_{\mathbb{R}}) \leq n^{O(k)}.$$ 

This bound suggests that the measure of the complexity of $X_{\mathbb{R}}$ is the number $k$ of quadrics we are intersecting. Motivated by this and Smith’s inequality (2) we thus focus on a different asymptotics, namely we fix the number of equations, i.e. the codimension of $X_{\mathbb{R}}$, and we let the number of variables go to infinity. The case we study is somehow the simplest, i.e. the one when $X_{\mathbb{R}}$ is defined by one or two random Weyl independent quadratic equations, but offers some new perspectives. More specifically we prove that if $X_{\mathbb{R}}$ is the intersection of one or two independently and Weyl distributed quadrics then:

$$\lim_{n \to \infty} \frac{E b(X_{\mathbb{R}})}{n} = 1.$$ 

Thus as we increase the number of variables, Smith’s inequality for one quadric hypersurface is expected to be sharp.

The key fact here is that given a quadratic form $q$ on $\mathbb{R}^n$ we can associate to it a symmetric matrix $Q$ of order $n$ (using a scalar product) and the form $q$ is Weyl distributed if and only if $Q$ is in the Gaussian Orthogonal ensemble. This simple observation allows to introduce the language of Random Matrix Theory into the problem. For the case of one quadric hypersurface it is then enough to study the expectation of the signature of $Q$, which characterizes the topology of the zero locus of $q$.

For the case of the intersection of two quadric hypersurfaces, the idea for proving these limits is to relate the sum of the Betti numbers of $X_{\mathbb{R}}$ to that of its spectral variety, namely the intersection in the space of all quadratic forms of the linear system defining $X_{\mathbb{R}}$ with the set of singular quadrics. This is made rigorous by the introduction of a spectral sequence from [2] to compute the cohomology of the intersection of real quadrics. This kind of duality between the variables and the quadratic equations is the same that allows to prove Barvinok’s bound.

In the case of the intersection of three random quadrics in $\mathbb{R}P^n$, the spectral variety is a random curve, but its distribution of probability is fairly different from the Weyl or the standard one. This random curve is smooth with probability one and its topological complexity is essentially the topological complexity of $X_{\mathbb{R}}$ (see [13]).

The paper is organized as follows: in Section 2 we introduce some notation and review some notions from integral geometry and in Section 3 we discuss the technique from [2] to study the intersection of real quadrics, focusing on the case of one and two quadrics. In Section 4 we prove the limit (3) for one quadric; this is obtained by a combination of a formula for the cohomology of one single quadric and Wigner’s semicircular law. In Section 5 we consider the case of two quadrics: here the result follows again from a formula for the cohomology derived from Section 3. This formula involves the number of singular quadrics in the linear system defining $X_{\mathbb{R}}$ and the maximum of the inertia index of the quadrics belonging to this linear system; both the expectation of these numbers are computed using the integral geometry formula. As a byproduct we compute the intrinsic volume in the Frobenius norm of the set $\Sigma$ of singular symmetric matrices of norm one; this computation is related to some limit of gap probabilities in the GOE and
the theory of Painlevé equations. Finally in the Appendix we compute the expected value of the rank of the second differential of the spectral sequence from Section 3.
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2. Random quadratic forms and integral geometry

Let $q = \sum c_{ij}x_ix_j$ be a real quadratic form whose coefficients $c_{ij}$ are independent Gaussian random variables with mean zero and variance one for $i = j$ and two for $i \neq j$. The quadratic form $q$ is said to be a Weyl distributed random polynomial. This results in a distribution of probability on the space $Q(n)$ of real quadratic forms in $n$ variables; this distribution of probability is invariant by the action (by change of variables) of the orthogonal group $O(n)$. If $q$ is a random quadratic form Weyl distributed as above and $\mathbb{R}^m$ is a linear subspace of $\mathbb{R}^n$, then the restriction $q|_{\mathbb{R}^m}$ is again a random quadratic form Weyl distributed (see [5]). Equivalently, once a scalar product has been fixed, it is possible to associate to each quadratic form $q$ a symmetric matrix $Q$ by the equation:

$$q(x) = \langle x, Qx \rangle, \quad \text{for all } x \in \mathbb{R}^n.$$ 

In this way a linear isomorphism between the space $Q(n)$ of real homogeneous polynomials of degree two in $n$ variables and the space $\text{Sym}(n, \mathbb{R})$ of real symmetric matrices of order $n$ is set up; we denote by $N = \frac{1}{2}n(n+1)$ the dimension of this vector spaces. If $q$ is a random quadratic form Weyl distributed, the corresponding random matrix $Q$ is said to belong to the Gaussian Orthogonal Ensemble. The entries of $Q$ are independent Gaussian random variables with mean zero and variance one on the diagonal and one-half off diagonal. If we define the norm of a matrix $Q$ in $\text{Sym}(n, \mathbb{R})$ by

$$\|Q\|^2 = \text{tr}(Q^2),$$

then the induced probability distribution is uniform on the unit sphere $S^{N-1}$; this distribution is thus invariant by the action of the group $O(N)$ of orthogonal transformation of $\text{Sym}(n, \mathbb{R})$. The map $\rho : O(n) \rightarrow O(N)$ given by

$$\rho(M)Q = MQM^{-1}$$

defines a homomorphism of group: in fact if $M$ is orthogonal, then $\text{tr}(MQM^{-1}) = \text{tr}(Q)$; the induced action of $O(n)$ on $Q(n)$ is by change of variables. Thus we see that on $\text{Sym}(n, \mathbb{R})$ there are two actions, one of $O(N)$ and one of $O(n)$, both by isometries.

If $X$ is a compact riemannian manifold of dimension $d$ we denote its Riemannian density by $\omega_X$ and we define its normalized volume $p(X)$ to be the number $\frac{\text{Vol}(X)}{\text{Vol}(S^d)}$. An important tool to study the volume of submanifolds of the sphere, or the projective space, is the so called integral geometry formula. Let $A$ and $B$ be submanifolds, with or without boundaries, of the unit sphere $S^m$, of dimension respectively $a$ and $b$, with $a + b \geq m$. We endow the sphere $S^m$ with the standard Riemannian metric and $A$ and $B$ by the
induced one. The integral geometry formula is:

\[
\int_{SO(m+1)} p(A \cap gB) dg \frac{1}{Vol(SO(m+1))} = p(A)p(B).
\]

where the integral is with respect to the Haar measure. A similar formula holds in the case \(A\) and \(B\) are submanifolds of the projective space \(\mathbb{RP}^m\); in this case the volumes are normalized by \(Vol(\mathbb{RP}^m)\).

3. The cohomology of the intersection of real quadrics

We recall in this section a general construction to study the topology of the intersection of real quadrics. If we are given quadratic forms \(q_1, \ldots, q_k\) on \(\mathbb{R}^n\), then we can consider their common zero locus \(X_{\mathbb{R}}\) in \(\mathbb{RP}^{n-1}\):

\[X_{\mathbb{R}} = X_{\mathbb{R}}(q_1, \ldots, q_k)\]

To study the topology of \(X_{\mathbb{R}}\) we consider the linear span \(W\) of \(\{q_1, \ldots, q_k\}\) in the vector space \(\mathcal{Q}(n)\):

\[W = \text{span}\{q_1, \ldots, q_k\}\]

The arrangement of \(W\) with respect to the subset of degenerate quadratic forms (those with at least one dimensional kernel) determines the topology of the base locus in the following way. The simplest invariant we can associate to a quadratic form \(q\) is its positive inertia index \(i^+(q)\), namely the maximal dimension of a subspace \(V \subset \mathbb{R}^n\) such that \(q|_V\) is positive definite. In a similar fashion we consider for \(j \in \mathbb{N}\) the sets:

\[\Omega^j = \{q \in W \setminus \{0\} | i^+(q) \geq j\}.
\]

In this way we get a filtration \(\Omega^n \subset \Omega^{n-1} \subset \cdots \subset \Omega^1 \subset \Omega^0\) of \(W \setminus \{0\}\) by open sets. The following theorem is proved in [2].

**Theorem 1.** There exists a cohomology spectral sequence of the first quadrant \((E_r, d_r)_{r \geq 1}\) converging to \(H^{n-1-\ast}(X_{\mathbb{R}})\) such that

\[E_2^{i,j} = H^i(W, \Omega^{j+1})\]

Notice that each set \(\Omega^{j+1}\) deformation retracts to an open subset of the unit sphere in \(W\); because of this deformation retraction in the sequel we will always think at each set \(\Omega^{j+1}\) as a subset of the unit sphere. From the previous theorem we immediately derive the following inequality:

\[b(X_{\mathbb{R}}) \leq n + \sum_{j \geq 1} b(\Omega^j)\]

In the low codimension cases, i.e. for \(k = 1, 2, 3\), the previous formula can be sharpened as following. The spectral variety of the linear system \(W\) is defined to be the intersection of the set \(\Sigma\) of degenerate forms of norms one (i.e. of symmetric matrices with zero determinant and Frobenius norm one) with \(W\):

\[\Sigma_W = W \cap \Sigma\]

Notice that by homogeneity of the determinant this definition does actually not depend on the norm on \(\mathcal{Q}(n)\) (respectively \(\text{Sym}(n, \mathbb{R})\)). For a generic choice of \(q_1, \ldots, q_k\) the
following properties are satisfied: the vector space $W$ has dimension $k$; the intersection of $W$ with the set of degenerate quadratic forms $\Sigma$ is transversal to every of its strata (the stratification is given by the dimension of the kernel). Thus, generically, for $k = 1$, i.e. one quadric, the spectral variety is empty, for $k = 2$ consists of a finite number of points and for $k = 3$ it is a smooth curve (this follows from the fact that the codimension of the singular locus of $\Sigma$ is at least three). These are the only cases in which we may assume the spectral variety is generically smooth. If we define the number

$$\mu_W = \max i^+ |W|,$$

then in the case $k = 1$ generically we have

$$b(X_\mathbb{R}) = 2(n - \mu_W).$$

The reader is referred to [2], Example 2 for this formula, while for $k = 2, 3$ the following inequality holds: $b(X_\mathbb{R}) \leq 3n - 4\mu_W + \frac{1}{2}b(\Sigma_W)$.

4. THE CASE OF ONE QUADRATIC HYPERSURFACE

In this section we study the expected total Betti number of the zero locus $X_\mathbb{R}$ of one single quadric Weyl distributed. We start by recalling some results from random matrix theory. Let $Q$ be a random matrix in the Gaussian Orthogonal Ensemble (recall that this is equivalent to the corresponding quadratic form $q$ being Weyl distributed). If $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $Q$, we define the empirical spectral distribution

$$\tau_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_i/\sqrt{n}}.$$

Strictly speaking $\tau_n$ is a random variable in the space of the probability distributions over $\mathbb{R}$; what is relevant for us is that once we have a continuous, compactly supported function $\psi$ we can define the random variable $X_n(\psi) = \int_{\mathbb{R}} \psi d\tau_n$. Wigner’s semicircular law concerns the limit of the expectation of such a random variable. Let $\tau_{sc}$ be the probability density on the real line

$$\tau_{sc} = \frac{1}{2\pi} (4 - |x|^2)^{1/2} dx,$$

and for every $\psi$ continuous and compactly supported let $X_{sc}(\psi)$ be the number $\int_{\mathbb{R}} \psi d\tau_{sc}$. The following theorem was proved by Wigner (see [21] for the original work and [20] for a modern exposition).

**Theorem 2** (Wigner). For every interval $A \subset \mathbb{R}$

$$\lim_{n \to \infty} \mathbb{E} \int_A d\tau_n = \int_A d\tau_{sc}.$$

Moreover for every $\psi$ continuous and compactly supported and $F$ continuous bounded

$$\lim_{n \to \infty} \mathbb{E} F(X_n(\psi)) = F(X_{sc}(\psi)).$$

Using the previous theorem we can prove the following proposition.
Proposition 3. Let $Q$ be a random symmetric matrix in the Gaussian Orthogonal Ensemble of dimension $n$. Let also $\mu_n = \max\{i^+, i^-\}$ and $\nu_n = \min\{i^+, i^-\}$. Then:

$$\lim_{n \to \infty} \frac{\mathbb{E}[\mu_n - \nu_n]}{n} = 0.$$

Proof. First notice that $\mu_n(Q) = \mu_n(Q/\sqrt{n})$ and $\nu_n(Q) = \nu_n(Q/\sqrt{n})$, since the inertia index of a symmetric matrix is invariant by multiplication of a positive number. Thus we have the equality of random variables:

$$\frac{\mu_n - \nu_n}{n} = \left| \frac{i^+ - i^-}{n} \right| = \left| \int_{\mathbb{R}} Hd\tau_n \right|,$$

where $H(x) = \text{sign}(x)$; the first equality follows directly from the definition and the second comes from:

$$\int_{\mathbb{R}} Hd\tau_n = \int_{(0, \infty)} d\tau_n - \int_{(-\infty, 0)} d\tau_n = \frac{i^+ - i^-}{n},$$

(notice that since the set of symmetric matrices with determinant zero is the complement of a full measure set, we can discard the term $\int_{\{0\}} d\tau_n$). For every $\epsilon > 0$ let us now consider a continuous, compactly supported function $\psi_\epsilon$ satisfying: $\psi_\epsilon$ is odd, $|\psi_\epsilon| \leq 1$ and $\psi_\epsilon(x) = H(x)$ for $x \in A(\epsilon) = (-\epsilon, \epsilon) \cup (\epsilon, 3)$. The existence of such a function is obvious. Let also $F$ be any compactly supported function equal to $|x|$ for $|x| \leq 1$. We have now the following chain of inequalities of random variables:

$$\left| \int_{\mathbb{R}} Hd\tau_n \right| \leq F(X_n(\psi_\epsilon)) + \left| \int_{\mathbb{R}} H - \psi_\epsilon d\tau_n \right|$$

$$\leq F(X_n(\psi_\epsilon)) + \int_{\mathbb{R} \setminus A(\epsilon)} d\tau_n.$$

The first inequality comes from the fact that $|X_n(\psi_\epsilon)| \leq 1$ and the definition of $F$; the second inequality is because $H - \psi_\epsilon$ is zero on $A(\epsilon)$ and $|H - \psi_\epsilon| \leq 1$. Thus by the previous theorem we have:

$$\lim_{n \to \infty} \mathbb{E} F(X_n(\psi_\epsilon)) = F(X(\psi_\epsilon)) = 0,$$

since $\psi_\epsilon$ is odd, and

$$\lim_{n \to \infty} \mathbb{E} \int_{\mathbb{R} \setminus A(\epsilon)} d\tau_n = \int_{\mathbb{R} \setminus A(\epsilon)} d\tau_{sc} \leq 2\epsilon.$$

Hence for every $\epsilon > 0$

$$\lim_{n \to \infty} \frac{\mathbb{E}[\mu_n - \nu_n]}{n} \leq 2\epsilon,$$

which together with $\mu_n - \nu_n \geq 0$ proves the proposition. \qed

We derive the following theorem for the expected value of the total Betti number of a random quadratic hypersurface in $\mathbb{R}P^{n-1}$. 
Theorem 4. Let \( q \) be a random, Weyl distributed, quadratic form on \( \mathbb{R}^n \) and \( X_\mathbb{R} \) be its zero locus in \( \mathbb{R}P^{n-1} \). Then
\[
\lim_{n \to \infty} \frac{E[b(X_\mathbb{R})]}{n} = 1.
\]

Proof. Since generically \( \mu_n(q) = n - \nu_n(q) \), by theorem \( \Box \) we have \( b(X_\mathbb{R}) = n + \nu_n(q) - \mu_n(q) \) (this is a restatement of formula \( \Box \)). Since if \( q \) is Weyl distributed then the corresponding symmetric matrix is in the Gaussian Orthogonal Ensemble, the conclusion follows from the limit of the previous proposition.

Remark 1. If we notice that for a nonsingular real quadric in \( \mathbb{C}P^n \) we have \( b(X_\mathbb{C}) = n + \frac{1}{2}(1 + (-1)^n) \), then the previous limit can be rewritten in a more fashionable way as:
\[
\lim_{n \to \infty} \frac{E[b(X_\mathbb{R})]/b(X_\mathbb{C})]}{n} = 1.
\]
The fact that this limit had to be less or equal then one is the content of Smith’s inequalities (see the Appendix of \( \Box \)).

5. The Case of the Intersection of Two Quadrics

In the case \( X_\mathbb{R} \) is the intersection of two quadrics \( q_1, q_2 \) in \( \mathbb{R}P^{n-1} \), we can derive directly from Theorem \( \Box \) the following. Recall the definition of \( W \) as span\{\( q_1, q_2 \)\} \( \subset \mathcal{Q}(n) \), the number \( \mu_W = \max \{i^+ | W\} \) and the spectral variety \( \Sigma_W = \Sigma \cap W \) (in this case it is a subvariety of \( S^1 \), i.e., consists either of a finite number of points or is the whole \( S^1 \)). The topology of the intersection of two quadrics was studied by the author in \( \Box \); in fact the following proposition follows directly from Theorem 8 of \( \Box \), though we give a short proof here using Theorem 1.

Proposition 5. For a generic pair \( (q_1, q_2) \) we have
\[
b(X_\mathbb{R}) = 3n - 1 - 4\mu_W + (c_W + d_W) + \frac{1}{2}b(\Sigma_W).
\]
where \( c_W \) and \( d_W \) belong to \( \{0, 1\} \).

Proof. In this case, summing the elements for the third (the last) page of the spectral sequence of theorem \( \Box \) gives:
\[
b(X_\mathbb{R}) = \text{rk}(E_3) = n - 1 - 2(\mu_W - \min i^+ | W\} + c_W + d_W + \sum_{j=\min i^+ | W\}^{\mu_W - 1}} b_0(\Omega^{j+1}\).
\]
where we have called \( c_W \) and \( d_W \) respectively \( \text{rk}(E_{3,0}^{,\mu}) \) and \( \text{rk}(E_{3,2}^{,\mu-1}) \); a direct look at the second table of the spectral sequence gives \( c_W, d_W \in \{0, 1\} \). Now for a generic choice of \( q_1, q_2 \) we have \( \min i^+ | W\} = n + 1 - \mu_W \), \( \Sigma_W \) consists of a finite number of points and the function \( i^+ \) jumps exactly by \( \pm 1 \) when crosses \( \Sigma_W \). In particular each point of \( \Sigma_W \) belongs exactly to one of the \( \partial\Omega^{j+1}, \min i^+ | W\} \leq j \leq \mu_W - 1 \). Thus Alexander-Pontryagin duality gives:
\[
\sum_{j=\min i^+ | W\}^{\mu_W - 1}} b_0(\Omega^{j+1}) = \frac{1}{2}b(\Sigma_W).
\]
which yields the desired formula.

In particular we see that

$$\mathbb{E}[b(X_R)] = 3n - 4\mathbb{E}[\mu W] + \mathbb{E}[cW + dW] + \frac{1}{2}\mathbb{E}b(\Sigma W).$$

We will compute each term of the previous sum; we start by introducing some auxiliary material. We recall now that the probability that the interval $(−\epsilon, \epsilon)$ does not contain any of the eigenvalues of a $Q \in \text{GOE}(n)$ is called gap probability; we consider this probability as a function of $\epsilon$ and denote it by $f_n(\epsilon)$. In the case $n$ is even, $f_n(\epsilon)$ can be evaluated using methods from integrable systems. Following [7] we have

$$f_n(\epsilon) = \tau \sigma V(\epsilon^2),$$

where $\tau \sigma V$ is a function satisfying:

$$\sigma V(t) = t \frac{d}{dt} \log \sigma V(t) \quad \text{and} \quad \lim_{t \to 0^+} \sigma V(t)t^{-1/2} = -\frac{\Gamma(n+1)}{\Gamma(n/2)\Gamma(3/2)} = -c_n.$$

We denote by $\Gamma$ the Euler Gamma Function; $\sigma V$ itself satisfies a second order differential equation (equation (2.9) of [7]) but for our purposes is not necessary to write it down explicitly.

**Lemma 6.** For every $n \in 2\mathbb{N}$:

$$\lim_{\epsilon \to 0^+} f'_n(\epsilon) = -2c_n.$$

Moreover as $n$ goes to infinity $c_n \sim \frac{\sqrt{2n}}{\pi}$.

**Proof.** For the first limit we argue as follows. Since $\sigma V(t) = t \sigma V'(t)/\tau \sigma V(t)$ we have $\tau' \sigma V(t) = \sigma V(t) \tau \sigma V(t)/t$ and thus:

$$\lim_{\epsilon \to 0^+} f'_n(\epsilon) = \lim_{\epsilon \to 0^+} 2\epsilon \tau' \sigma V(\epsilon^2) = \lim_{\epsilon \to 0^+} \frac{2\sigma V(\epsilon^2)\tau(\epsilon^2)}{\epsilon} = -2c_n,$$

where for the last limit we have used the limit in equation (7) and the fact that $\lim_{\epsilon} f_n(\epsilon) = \lim_{\epsilon} \tau \sigma V(\epsilon^2) = 1$ by definition.

The second limit follows immediately using the known values of the Gamma function $\Gamma(1/2) = \sqrt{\pi}$, $\Gamma(3/2) = \sqrt{\pi}/2$ and the Stirling’s asymptotic.

We consider now the unit sphere $S^{N-1}$ in $\text{Sym}(n, \mathbb{R})$ (with respect to the Frobenius norm) and the set $\Sigma$ of singular matrices of norm one. We are interested in bounding the intrinsic volume of $\Sigma$. In order to do that we start by bounding the volume of an $\epsilon$-tube $\Sigma_\epsilon$ of $\Sigma$ in $S^{N-1}$ (the volume is computed with respect to the Riemannian structure induced on $S^{N-1}$ by the norm). Let:

$$\sigma(Q) = \min_{\lambda \in \sigma(Q)} |\lambda|;$$

Here we use the same notation as in [7] to help the reader comparing with this reference. The subscript of $\sigma V$ is due to the connection with the Painlevé fifth equation.
notice that using this notation the gap probability $f_n(\varepsilon)$ equals $\mathbb{P}\{\sigma(Q) \geq \varepsilon\}$.

**Lemma 7.**

\[ \text{Vol}(\Sigma_\epsilon) \leq \text{Vol}(S^{N-1}) \cdot (1 - \mathbb{P}\{\sigma(Q) \geq \varepsilon\|Q\|}) \]

**Proof.** We let $Z \subset \text{Mat}(n, \mathbb{R})$ be the set of degenerate matrices and consider the following chain of inequalities for a matrix $Q \in \text{Sym}(n, \mathbb{R})$:

\[ d_{\text{Mat}(n, \mathbb{R})}(Q, Z) \leq d_{\text{Sym}(n, \mathbb{R})}(Q, Z \cap \text{Sym}(n, \mathbb{R})) \leq d_{S^{N-1}}(Q, \Sigma). \]

In particular the set $\Sigma_\epsilon$ is contained in the set $\{d_{\text{Mat}(n, \mathbb{R})}(Q, Z) \leq \epsilon\} \cap S^{N-1}$, and by Eckart-Young theorem the last one equals $\{\sigma(Q) \leq \varepsilon\|Q\|\} \cap S^{N-1}$; thus we get:

\[ \text{Vol}(\Sigma_\epsilon) \leq \text{Vol}\{\sigma(Q) \leq \varepsilon\|Q\|\} \cap S^{N-1}. \]

Since the probability distribution of the Gaussian Orthogonal Ensemble is uniform on the sphere $S^{N-1}$, then the conclusion follows. \qed

**Remark 2.** The probability $\mathbb{P}\{\sigma(Q) \geq \varepsilon\|Q\|\}$ is not the gap probability, because of the rescaling factor $\|Q\|$.

The following lemma gives an upper bound for the volume of $\Sigma$.

**Lemma 8.** If $n \in 2\mathbb{N}$:

\[ \text{Vol}(\Sigma) \leq \text{Vol}(S^{N-1}) \cdot O(nc_n) \]

**Proof.** Let us start by defining the functions $g_n(\varepsilon) = \mathbb{P}\{\sigma(Q) \geq \varepsilon\|Q\|\}$ and $\hat{\sigma} = \sigma|_{S^{N-1}}$. Notice that in polar coordinates $(\theta, r) \in S^{N-1} \times (0, \infty)$ we have:

\[ \{\sigma(Q) \geq \varepsilon\|Q\|\} = \{\hat{\sigma}(\theta) \geq \varepsilon\} \quad \text{and} \quad \{\sigma(Q) \geq \varepsilon\} = \{\hat{\sigma}(\theta) \geq \varepsilon/r\}. \]

Both identities follow by: $\sigma(Q) = \|Q\|\sigma(Q/\|Q\|) = r\hat{\sigma}(\theta)$. In particular we can write:

\[
\begin{align*}
    f_n(\varepsilon) &= \frac{1}{(2\pi)^{N/2}} \int_{S^{N-1}} \int_{0}^{\infty} \chi(\hat{\sigma}(\theta) \geq \varepsilon/r)(\theta, r)r^{N-1}e^{-\frac{r^2}{2}}dS^{N-1}dr = \\
    &= \frac{1}{(2\pi)^{N/2}} \int_{0}^{\infty} \left( \int_{S^{N-1}} \chi(\hat{\sigma}(\theta) \geq \varepsilon/r)(\theta, r)dS^{N-1} \right)r^{N-1}e^{-\frac{r^2}{2}}dr = \\
    &= \frac{\text{Vol}(S^{N-1})}{(2\pi)^{N/2}} \int_{0}^{\infty} g_n(\varepsilon/r)r^{N-1}e^{-\frac{r^2}{2}}dr.
\end{align*}
\]

In particular from the last equation we get:

\[ f_n(\varepsilon) = \frac{\text{Vol}(S^{N-1})}{(2\pi)^{N/2}} \int_{0}^{\infty} g_n(\varepsilon/r)r^{N-2}e^{-\frac{r^2}{2}}dr. \]

The function $g_n$ is monotone decreasing (as we let $\varepsilon$ increase the probability of $\{\sigma(Q) \geq \varepsilon\|Q\|\}$ decreases); thus $g_n' \leq 0$ and by Fatou’s Lemma from (9) we get the following
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(Notice reversed inequalities due to the sign of $g'_n$):

$$\frac{\text{Vol}(S^{N-1})}{(2\pi)^{N/2}} \int_0^\infty \lim_{\epsilon \to 0} g'_n(\epsilon) r^{N-2} e^{-\frac{r^2}{2}} dr = \frac{\text{Vol}(S^{N-1})}{(2\pi)^{N/2}} \int_0^\infty \lim_{\epsilon \to 0} g'_n(\epsilon/r) r^{N-2} e^{-\frac{r^2}{2}} dr \geq \lim_{\epsilon \to 0} \frac{\text{Vol}(S^{N-1})}{(2\pi)^{N/2}} \int_0^\infty g'_n(\epsilon/r) r^{N-2} e^{-\frac{r^2}{2}} dr = \lim_{\epsilon \to 0} f'_n(\epsilon) = -2cn$$

(10)

In particular we have obtained:

$$\left( \frac{\text{Vol}(S^{N-1})}{(2\pi)^{N/2}} \int_0^\infty r^{N-2} e^{-\frac{r^2}{2}} dr \right) \cdot \lim_{\epsilon \to 0} -g'_n(\epsilon) \leq 2cn$$

which can be rewritten as:

$$\lim_{\epsilon \to 0} -g'_n(\epsilon) \leq 2cn \sqrt{\frac{\pi}{\Gamma(N)}} = O(nc_n).$$

(11)

We finally turn to the definition of $\text{Vol}(\Sigma) = \lim_{\epsilon \to 0} \text{Vol}(\Sigma_\epsilon)/2\epsilon$; plugging the result of Lemma 7 into this limit we get:

$$\text{Vol}(\Sigma) \leq \frac{\text{Vol}(S^{N-1})}{2\epsilon} \cdot \lim_{\epsilon \to 0} -g'_n(\epsilon) \leq \text{Vol}(S^{N-1}) \cdot O(nc_n)$$

where in the second equality we have used De l’Hopital’s rule and in the last one we used (11). This concludes the proof. \(\square\)

As a corollary we get the following Theorem.

**Theorem 9.** If $n \in 2\mathbb{N}$:

$$\mathbb{E}b(\Sigma_W) \leq O(\sqrt{n})$$

*Proof.* We start by noticing that by assumption for every $g \in SO(N)$ the random quadratic forms $q$ and $gq$ have the same distribution (here the action is not by change of variable, but directly on the space of the coefficients). Thus we have:

$$\mathbb{E}b(\Sigma_W) = \frac{\int_{SO(N)} \mathbb{E}[b(\Sigma_{gw})] dg}{\text{Vol}(SO(N))} = \frac{\mathbb{E} \int_{SO(N)} b(\Sigma_{gw}) dg}{\text{Vol}(SO(N))} = \frac{2\text{Vol}(\Sigma)}{\text{Vol}(S^{N-2})}.$$  

The first equality is because for every $g \in SO(N)$ we have $\mathbb{E}b(\Sigma_{gw}) = \mathbb{E}b(\Sigma_W)$; the second is just linearity of expectation, and the third one is the integral geometry formula (there is no expected value because the integral is constant).

Using now the bound given by Lemma 8 we get:

$$\mathbb{E}b(\Sigma_W) \leq \frac{\text{Vol}(S^{N-1})}{\text{Vol}(S^{N-2})} O(nc_n).$$

Recalling the formula for the volume of the sphere $\text{Vol}(S^{k-1}) = \frac{2\pi^{k/2}}{\Gamma(k/2)}$, we see that

$$\frac{\text{Vol}(S^{N-1})}{\text{Vol}(S^{N-2})} \sim \frac{\sqrt{2}}{n\pi}.$$
This, together with the asymptotic $c_n \sim \frac{\sqrt{2n}}{\pi}$ from Lemma 6, concludes the proof. □

**Proposition 10.**

$$\lim_{n \to \infty} \frac{\mathbb{E}[4\mu_n]}{n} = 2.$$

**Proof.** We start by noticing that for an open dense set of $(Q_1, Q_2)$ the following inequalities hold:

$$i^+(Q_1) \leq \mu_W \leq i^+(Q_1) + b(\Sigma_W).$$

In fact for a generic pencil the index function “jumps” exactly by $\pm 1$ when crosses $\Sigma_W$ and thus the maximum that can reach over $W$ is $\mu(Q_1) + b(\Sigma_W)$. Dividing by $n$ and taking expectations, Theorem 9 gives the result for $n \in 2\mathbb{N}$. To prove that the statement holds also for odd $n$ we notice that restricting a Weyl distributed random quadratic form $q$ to a subspace $V \subset \mathbb{R}^n$ gives again a Weyl distributed random quadratic form $q|_V$ on $V \simeq \mathbb{R}^{\dim(V)}$; since $i^+(q|_V) \leq i^+(q)$ we have:

$$\mathbb{E}[\mu_{n-1}] \leq \mathbb{E}[\mu_n] \leq \mathbb{E}[\mu_{n+1}].$$

This proves that the same limit holds for odd $n$. □

As a corollary we prove the following theorem for the asymptotic of $\mathbb{E}[b(X_\mathbb{R})]$.

**Theorem 11.** Let $X_\mathbb{R} \subset \mathbb{R}P^n$ be the intersection of two random quadrics independent and Weyl distributed. Then

$$\lim_{n \to \infty} \frac{\mathbb{E}[b(X_\mathbb{R})]}{n} = 1, \quad n \text{ odd}.$$

**Proof.** The limit follows from formula (5), Theorem 9 and the previous proposition, after noticing that $\mathbb{E}[c_W + d_W] \leq 2$. □

**Remark 3.** Notice in particular that since the total Betti number of the complete intersection of two quadrics in $\mathbb{C}P^n$ is $2n - 2$, then in this case the expectation of Smith’s inequality is turned into an equality for large $n$ (up to a factor $\frac{1}{2}$).

**Appendix: The expected second differential**

It is interesting now to compute also the expected value of the number $c_W + d_W$. By definition we have:

$$c_W = \text{rk}(E_{3,0}^2) \quad \text{and} \quad d_W = \text{rk}(E_{3,0}^{2,1})$$

where $(E_r, d_r)_{r \geq 0}$ is the spectral sequence of theorem 1 and $\mu = \mu_W = \max i^+|_W$. We recall now from [2] the definition of the second differential of this spectral sequence. Consider the bundle $L_\mu \to \Omega^\mu$ whose fiber at the point $q \in \Omega^\mu$ is the positive eigenspace of $Q$ and whose vector bundle structure is given by its inclusion in $\Omega^\mu \times \mathbb{R}^{n+1}$. We let $w_{1,\mu} \in H^1(\Omega^\mu)$ be the first Stiefel-Whitney class of this bundle. From Theorem B of [2] it follows that for every $x \in E_{3,0}^\mu$ we have:

$$d_2^{3,0}(x) = (x \sim w_{1,\mu})|(W_\Omega^\mu).$$
In particular, since $E_0^3 = \ker d_2^0$ and $E_2^{2,\mu-1} = H^1(\Omega^\mu)/\text{Im} d_2^0$, we immediately get:

\[ c_W + d_W = 1 + b_1(\Omega^\mu) - 2\omega_1,\mu, \]

where $\omega_1,\mu$ is $\text{rk}(d_2^0)$ (thus $\omega_1,\mu$ is the Stiefel-Whitney class $w_1,\mu$ thought as an element of $H^1(\Omega^\mu) \subset \mathbb{Z}_2$). Using this description we prove the following.

**Proposition 12.** For two Weyl, independent random quadrics in $Q(n)$ we have

\[ \mathbb{E}[c_W + d_W] = 1 + (-1)^{\left\lfloor \frac{n}{2} \right\rfloor} \mathbb{P}\left\{ i^+|W\setminus\{0\} \equiv \left\lceil \frac{n}{2} \right\rceil \right\}. \]

**Proof.** In the case $n$ is odd, for a generic pair of quadrics $(q_1, q_2)$ the group $H^1(\Omega^\mu)$ has to be zero: this is because any generic linear family of quadrics in an odd number of variables contains at least a line of degenerate quadrics and thus the index function cannot be constant on the nonzero elements of the family. Thus $w_1,\mu = 0$ and equation \[12\] gives the desired conclusion in this case.

In the case $n$ is even we use the following fact (see Proposition 2 of \[1\]): for a generic pair of symmetric matrices $(Q_1, Q_2)$ there exists an invertible matrix $M$ such that both $M^T Q_1 M$ and $M^T Q_2 M$ have the same block-diagonal shape with blocks of dimensions one or two. In particular the index function for the family $x_1 Q_1 + x_2 Q_2$ is the sum of the index functions for the families $x_1 B_1^k + x_2 B_2^k$ (because the number of positive eigenvalues of a symmetric matrix is invariant by congruence), where $M^T Q_i M = \text{diag}(B_{1,i}, \ldots, B_{m,i})$.

Let us focus on the term $b_1(\Omega^\mu)$ in equation \[12\]. Notice that

\[ \mathbb{E}[b_1(\Omega^\mu)] = \mathbb{P}\left\{ i^+|W\setminus\{0\} \equiv \left\lceil \frac{n}{2} \right\rceil \right\}. \]

This is because the only case in which $b_1(\Omega^\mu)$ is nonzero, for a generic pair, is when the index function is constant on the nonzero elements of $W$, and for a generic pair this constant has to be $\frac{n}{2}$. On the other hand using the previous observation, we see that the only way for the index function to be constant on $W\setminus\{0\}$, for a generic pair, is when each block has dimension two and the index function for each block is constantly equal to one. It is a well-known result that the bundle of positive eigenspace for a two dimensional family of quadrics in two variables equals the Moebius bundle (see \[12\]), hence for every block the corresponding Stiefel-Whitney class is nonzero. Thus it follows that for a generic pair $(Q_1, Q_2)$, if the index function is constant on $W\setminus\{0\}$, then it must be equal $\frac{n}{2}$ and by the Whitney product formula in this case:

\[ w_1,\mu \equiv \frac{n}{2} \mod 2. \]

Thus $b_1(\Omega^\mu)$ equals 1 with probability $p_1 = \mathbb{P}\left\{ i^+|W\setminus\{0\} \equiv \left\lceil \frac{n}{2} \right\rceil \right\}$ and zero otherwise (both for the even and the odd case); when $n$ is even, $\omega_1,\mu$ equals $\frac{n}{2}$ modulo 2 i.e. $\frac{1}{2}(1 + (-1)^{\left\lceil \frac{n}{2} \right\rceil + 1})$ with probability $p_1$, and zero otherwise. Using equation \[12\] and the definition of expectation we immediately get the conclusion.

□
In the case $W$ is two dimensional, by Theorem 9 we have:

$$\lim_{n \to \infty} \mathbb{P}\left\{ n^{1+|W\setminus\{0\}|} \equiv \left\lfloor \frac{n}{2} \right\rfloor \right\} = 0.$$ 

Hence $\mathbb{E}[c_W + d_W] \to 1$; notice also that the previous statement also gives a probabilistic statement on the second differential of the spectral sequence of Theorem 1; in fact using the limit (13) we immediately derive the following.

**Corollary 13.** For the intersection of two independent, Weyl, random quadrics in $\mathbb{R}P^n$ we have:

$$\lim_{n \to \infty} \mathbb{E}[\text{rk}(d_2)] = 0.$$
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