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Abstract

In this paper, we provide and analyze a new scaled conjugate gradient method and its performance, based on the modified secant equation of the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method and on a new modified nonmonotone line search technique. The method incorporates the modified BFGS secant equation in an effort to include the second order information of the objective function. The new secant equation has both gradient and function value information, and its update formula inherits the positive definiteness of Hessian approximation for general convex function. In order to improve the likelihood of finding a global optimal solution, we introduce a new modified nonmonotone line search technique. It is shown that, for non-smooth convex problems, the proposed algorithm is globally convergent. Numerical results show that this new scaled conjugate gradient algorithm is promising and efficient for solving not only convex but also some large scale nonsmooth nonconvex problems in the sense of the Dolan-Moré performance profiles.
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1. Introduction

The conjugate gradient method (CG) and Quasi-Newton method are two major popular iterative methods for solving smooth unconstrained optimization problems, and Broyden-Fletcher-Goldfarb-Shanno (BFGS) method is one of the most
efficient quasi-Newton methods for solving small and medium sized unconstrained optimization problems [1] [2] [3] [4]. The iterative method is computed by

\[ x_{k+1} = x_k + \alpha_k d_k, \]  

(1)

where \( \alpha_k \) is a step size and \( d_k \) is a search direction. For continuously differentiable function \( h : \mathbb{R}^n \rightarrow \mathbb{R} \), the minimization problem:

\[ \min_{x \in \mathbb{R}^n} h(x) \]

(2)

has been well studied for several decades. Conjugate gradient method is among the preferable methods for solving problem (2) with search direction \( d_k \) given by

\[ d_k = \begin{cases} -\nabla h_k + \beta_k d_{k-1} & \text{if } k \geq 1, \\ -\nabla h_k & \text{if } k = 0, \end{cases} \]

(3)

where \( \nabla h_k \) is the gradient of an objective function \( h(x) \) at \( k \) iterate and \( \beta_k \) is a scalar describing the attributes of the CG methods.

Some well-known formulas for the scalar \( \beta_k \) are the Hestenes-Stiefel (HS) [5], Fletcher-Reeves (FR) [6], Polak-Ribière and Polak (PRP) [7], and Dai-Yuan (DY) [8] given by

\[ \beta_k^{HS} = \frac{\nabla h_{k-1}^T y_k}{d_{k-1}^T y_k}, \quad \beta_k^{PRP} = \frac{\nabla h_k^T y_k}{\| \nabla h_{k-1} \|}, \quad \beta_k^{DY} = \frac{\nabla h_k^T}{d_{k-1}^T}, \]

where \( y_k = \nabla h(x_k) - \nabla h(x_{k-1}) \) and \( \| \cdot \| \) denotes the Euclidean norm. Due to their simplicity and low memory requirement, CG methods are more effective and desirable for large scale unconstrained smooth problems [9] [10]. The global convergence properties of nonlinear CG methods have been analyzed under the weak Wolfe line search

\[ \begin{cases} h(x_k + \alpha_k d_k) \leq h(x_k) + \zeta \alpha_k \nabla h_k^T d_k, \\ \nabla h(x_k + \alpha_k d_k)^T d_k \geq \rho \nabla h_k^T d_k, \end{cases} \]

(4)

and the strong Wolfe line search:

\[ \begin{cases} h(x_k + \alpha_k d_k) \leq h(x_k) + \zeta \alpha_k \nabla h_k^T d_k, \\ \| \nabla h(x_k + \alpha_k d_k)^T d_k \| \leq \rho \| \nabla h_k^T d_k \|, \end{cases} \]

(5)

where \( 0 < \zeta < \rho < 1 \). CG methods use relatively little memory for large scale problems and require no numerical linear algebra, so each step is quite fast. However, they do not have second order information of the objective function, and typically converge much more slowly than Newton or quasi-Newton methods.

The quasi-Newton method is an iterative method with second order information of the objective function, and BFGS is the effective quasi-Newton method.
with the search direction
\[ d_k = -B_k \nabla h_k , \]  
where \( B_k \) is an approximation of the Hessian matrix of \( h \) at \( x_k \). The update formula for \( B_k \) is defined by
\[ B_{k+1} = B_k - \frac{B_k s_k y_k^T}{s_k^T B_k s_k} + \frac{y_k y_k^T}{y_k^T s_k}, \]  
where \( s_k \) is defined as \( s_k = x_{k+1} - x_k \), and the Hessian approximation \( B_{k+1} \) of \( B_k \) satisfies the standard secant equation
\[ B_{k+1} s_k = y_k , \]  
if \( y_k^T s_k > 0 \), which is known as the curvature condition. The BFGS method has very interesting properties and remains one of the most respectable quasi-Newton methods for unconstrained optimization [11]. The theory of BFGS method and its global convergence have been established by many researchers (see [12]). For convex objective function, using some special inexact line search, it has been proved that the BFGS method is globally convergent (see [13] [14] [15]). However, when the objective function is nonconvex, the BFGS method under exact line search may fail to converge [16]. Moreover, Dai [17] proved that the BFGS method may fail for nonconvex functions with Wolfe line search techniques given in (4) and (5) [18]. Wolfe line search technique is the most common monotone line search technique, and it may leads to small steps without making significant progress to the minimum when the contours of the objective functions are a family of curves with large curvature (see [19] [20] [21] [22]). In order to overcome this drawback, the first nonmonotone line search technique was proposed by Grippo et al. [19] for Newton’s method. With this initiative, many nonmonotone line search techniques have been proposed in recent years [23]. Yuan et al. [24] developed a modified limited memory BFGS method with the update formula that has a higher order approximation to exact Hessian, and its convergence property is analyzed under the nonmonotone line search type. However, the method converges for only uniformly convex functions. Li et al. [25] proposed a new BFGS algorithm with modified secant equation which achieves both global and superlinear convergence for generally convex functions under the nonmonotone line search of [19]. Su and Rong [26] introduced and established a new spectral CG method and its implementation under a modified nonmonotone line search technique. They introduced a new spectral conjugate gradient direction
\[ d_k = \begin{cases} -\theta_k \nabla h_k + \beta_k d_{k-1} & \text{if } k \geq 1, \\ -\nabla h_0 & \text{if } k = 0, \end{cases} \]  
where
\[ \theta_k = 1 + \frac{\beta_k d_k^T \nabla h_k}{\| \nabla h_k \|} , \]
Motivated by the work of Ou and Zhou [39], in this paper, we propose a hybrid approach of the a scaled CG method and a modified BFGS method to combine the simplicity of CG method and the Hessian approximation of BFGS method. Our work is mainly focused in developing the scaled conjugate search direction that includes the second order information of the objective function by incorporating the modified secant equation of BFGS method. Opposing the work of Ou and Zhou [39], our method has both the function and gradient value information of the objective function. Moreover, our method leads to better descent direction than the CG methods proposed so far. To the best of our knowledge, this is the first work to incorporate the scaled CG algorithm with the BFGS secant equation which contains both the function and gradient value information of the objective function for solving large scale nonsmooth optimization. Under the new modified nonmonotone line search technique, the global convergence of the algorithm is analyzed for nonsmooth convex problems.

The paper is organized as follows. In the next section, we consider a nonsmooth convex problem and review their basic results. In Section 3, we propose...
a new scaled CG algorithm that incorporates the BFGS secant equation which has both function value and gradient information of the objective function via the smoothing regularization. Using the new modified nonmonotone line search technique, we prove the global convergence of our new algorithm for nonsmooth convex problems. Numerical results and related comparisons are reported in Section 4. Finally, Section 5 concludes our work.

2. Nonsmooth Convex Problems and Their Basic Results

In this section, we consider the unconstrained optimization problem

$$\min_{x \in \mathbb{R}^n} f(x),$$

(12)

where \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is a possibly nonsmooth convex function. This problem is equivalent to the following problem

$$\min_{x \in \mathbb{R}^n} F(x),$$

(13)

where \( F : \mathbb{R}^n \rightarrow \mathbb{R} \) is the Moreau-Yosida regularization of \( f \) [40], which is defined by

$$F(x) = \min_{z \in \mathbb{R}^n} \left\{ f(z) + \frac{1}{2\lambda} \|z - x\|^2 \right\},$$

(14)

where \( \lambda \) is a positive parameter. The function \( F \) is a finite-valued, continuously differentiable convex function even though the function \( f \) is nondifferentiable (see [40]). Let \( p(x) \) be the unique solution of (14). In what follows, we can express \( F(x) \) as

$$F(x) = f(p(x)) + \frac{1}{2\lambda} \|p(x) - x\|^2.$$  

(15)

Moreover, the gradient of \( F \) is globally Lipschitz continuous, i.e.,

$$\|g(x) - g(y)\| \leq \frac{1}{\lambda} \|x - y\|, \quad \forall x, y \in \mathbb{R}^n,$$

(16)

where

$$g(x) = \nabla F(x) = \frac{x - p(x)}{\lambda}.$$  

(17)

The point \( x \in \mathbb{R}^n \) is an optimal solution to (12) if and only if \( g(x) = 0 \) (see [40]). Furthermore, under reasonable conditions the gradient of \( F \) is semismooth and some of its remarkable properties are given in [41] [42].

Several methods have been proposed to solve (13) by incorporating bundle methods and quasi-Newton methods ideas [43] [44] [45], but it is burdensome to evaluate the exact value of \( p(x) \) at any given point \( x \) [46]. Luckily, for each \( x \in \mathbb{R}^n \) and any \( \varepsilon > 0 \), we can have \( p^\varepsilon(x,\varepsilon) \in \mathbb{R}^n \) such that

$$f(p^\varepsilon(x,\varepsilon)) + \frac{1}{2\lambda} \|p^\varepsilon(x,\varepsilon) - x\|^2 \leq F(x) + \varepsilon.$$  

(18)

Therefore, we can approximate \( F(x) \) and \( g(x) \) by
\begin{align*}
F^a(x, \varepsilon) &= f\left(p^a(x, \varepsilon)\right) + \frac{1}{2\lambda} \left\|p^a(x, \varepsilon) - x\right\|^2, \\
\text{and} \\
g^a(x, \varepsilon) &= \frac{x - p^a(x, \varepsilon)}{\lambda},
\end{align*}

respectively. Implementable algorithms to define such a \(p^a(x, \varepsilon)\) for non-smooth convex model can be seen in [47]. The noticeable attributes of \(F^a(x, \varepsilon)\) and \(g^a(x, \varepsilon)\) by the following proposition [48].

**Proposition 1.** Let \(p^a(x, \varepsilon)\) be a vector that satisfies (18), and let \(F^a(x, \varepsilon)\) and \(g^a(x, \varepsilon)\) be defined by (19) and (20), respectively. Then we obtain
\begin{align*}
F(x) &\leq F^a(x, \varepsilon) \leq F(x) + \varepsilon, \\
\left\|p^a(x, \varepsilon) - p(x)\right\| &\leq \sqrt{2\lambda\varepsilon},
\end{align*}

and
\begin{equation}
\left\|g^a(x, \varepsilon) - g(x)\right\| \leq \sqrt{2\varepsilon/\lambda}.
\end{equation}

Proposition 1 shows that the approximations of \(F^a(x, \varepsilon)\) and \(g^a(x, \varepsilon)\) can be made arbitrarily close to the exact values of \(F(x)\) and \(g(x)\) respectively.

3. A Scaled CG Method Based on New BFGS Secant Equation

In this section, we introduce the new scaled CG search direction that incorporates the modified BFGS secant equation, and then describe the new algorithm for solving nonsmooth problems. We make use of a modified nonmonotone line search technique introduced by [23] to compute a step size. Based on the above approximations, we redefine the search direction of CG method (3) to solve problem (13) as follows:
\begin{equation}
d_{k+1} = \begin{cases}
-g^a(x_{k+1}, e_{k+1}) + \beta_{k+1} d_k & \text{if } k \geq 1, \\
-g^a(x_{k+1}, e_{k+1}) & \text{if } k = 0,
\end{cases}
\end{equation}

where \(\varepsilon\) is an appropriately chosen positive number. Ou and Zhou [39] provided a search direction defined by
\begin{equation}
d_{k+1} = \begin{cases}
-\tilde{Q}_{k+1} g^a(x_{k+1}, e_{k+1}) & \text{if } k \geq 1, \\
-g^a(x_{k+1}, e_{k+1}) & \text{if } k = 0,
\end{cases}
\end{equation}

where \(\tilde{Q}_{k+1} \in \mathbb{R}^{n \times n}\) is defined
\begin{equation}
\tilde{Q}_{k+1} = \tilde{\theta}_{k+1} l - \tilde{\theta}_{k+1} \frac{w^T s_k + s_k w^T}{w^T s_k} + \left[1 + \tilde{\theta}_{k+1} \frac{w^T w}{w^T s_k} \right] \frac{s_k s^T}{w^T s_k},
\end{equation}

with
\begin{equation}
\tilde{\theta}_{k+1} = \frac{s^T s_k}{w^T s_k},
\end{equation}

where
The vector \( y_k^* \) and \( t_k \) in (27) are defined as
\[
y_k^* = g^\alpha(x_{k+1}, \epsilon_{k+1}) - g^\alpha(x_k, \epsilon_k)
\]
and
\[
t_k = t + \max \left\{ \frac{s_k^T y_k}{\|s_k\|^2}, 0 \right\} (t > 0).
\]

It is easy to observe that the (27) has only gradient value information. In order to have both gradient and function value information, we replace (27) and (29) by
\[
w_k^* = y_k^* + \max \{t_k^*, 0\} s_k,
\]
and
\[
t_k^* = \frac{6[F(x_k) - F(x_k + \alpha_k d_k)] + 3(g^\alpha(x_k + \alpha_k d_k, \epsilon_{k+1}) + g^\alpha(x_k, \epsilon_k))^T s_k}{\|s_k\|^2},
\]
respectively. Thus, the BFGS method with the secant equation
\[
B_{k+1} s_k = w_k^*,
\]
and the update formula
\[
B_{k+1} = B_k - \frac{B_k s_k s_k^T}{s_k^T B_k s_k} + \frac{w_k^* w_k^{*T}}{w_k^T s_k},
\]
has both gradient and function value information, and the matrix \( B_{k+1} \) inherits the positive definiteness of \( B_k \) for generally convex functions. Using the secant Equation (32), we propose the new search direction is defined by
\[
d_k = \begin{cases} 
\dot{\theta}_{k+1} \tilde{g}^\alpha(x_{k+1}, \epsilon_{k+1}) + \beta_{k+1} d_k - \partial_{k+1} w_k^*, & \text{if } k \geq 1, \\
-\tilde{g}^\alpha(x_{k+1}, \epsilon_{k+1}), & \text{if } k = 0,
\end{cases}
\]
where
\[
\dot{\theta}_{k+1} = 2 - \frac{d_k^T \tilde{g}^\alpha(x_{k+1}, \epsilon_{k+1})}{\|\tilde{g}^\alpha(x_{k+1}, \epsilon_{k+1})\|^2} \left( \frac{\tilde{g}^\alpha(x_{k+1}, \epsilon_{k+1})^T w_k^*}{\|d_k\| w_k^*} \right),
\]
\[
\beta_{k+1} = \frac{\tilde{g}^\alpha(x_{k+1}, \epsilon_{k+1})^T w_k^*}{\|d_k\| w_k^* + \|d_k^* y_k^*\|},
\]
and
\[
\partial_{k+1} = \frac{d_k^T \tilde{g}^\alpha(x_{k+1}, \epsilon_{k+1})}{\|d_k\| w_k^*}.
\]

Now, based on the above search direction, we describe our new scaled CG al-
algorithm with a modified nonmonotone line search for solving problem (13) as follows.

**Algorithm 1**

**Step 0.** Given $\epsilon > 0, \beta \in (0,1), \epsilon \in (0,1), \sigma \in (0,1),$ and a point $x_0 \in \mathbb{R}^n$. Set $d_0 = -g^a(x_0, \epsilon_0)$ and $k := 0$.

**Step 1.** If $\|g^a(x_1, \epsilon_1)\| < \epsilon$, then stop, else go to the next step.

**Step 2.** Compute the search direction $d_k$ by using (34)-(37).

**Step 3.** Set trial step size $\alpha_k = 1$.

**Step 4.** Set $x_{k+1} = x_k + \alpha_k d_k$ and choose a scalar $\epsilon_{k+1}$ such that $0 < \epsilon_{k+1} < \epsilon_k$.

**Step 5.** Let $\mu \in (0,1)$, $M \geq 1$ is a positive integer, define $m(k) = \min \{k+1, M\}$, and choose $\mu_i \geq \mu, i = 0, 1, 2, \ldots, m(k)-1, \sum_{i=0}^{m(k)-1} \mu_i = 1$.

Let $\alpha_k \geq 0$ be bounded above and satisfy:

$$F^a(x_k + \alpha_k d_k, \epsilon_{k+1}) \leq \max \left[ F^a(x_k, \epsilon_k), \sum_{i=0}^{m(k)-1} \mu_i F^a(x_{k-i}, \epsilon_{k-i}) \right] \sigma \alpha_k g^a(x_k, \epsilon_k)^T d_k. \quad (38)$$

If (38) does not holds, define $\alpha_k = \beta \alpha_k$ and go to step 5.

**Step 6.** Set $K := k + 1$ and go to step 1.

It can be observed that the line search technique in step 5 of Algorithm 1 is a nonmonotone line search technique with some modifications.

**Convergence Analysis**

In this subsection, we establish the global convergence of our method for non-smooth convex problem (12). To prove the global convergence of Algorithm 1, the following Lemmas are needed.

**Lemma 1.** Assume that the search direction $d_k$ is generated by Algorithm 1, then for all $k \geq 0$, we have

$$g^a(x_{k+1}, \epsilon_{k+1})^T d_{k+1} \leq -\|g^a(x_{k+1}, \epsilon_{k+1})\|^2, \quad (39)$$

and

$$\|d_{k+1}\| \leq 5 \|g^a(x_{k+1}, \epsilon_{k+1})\|. \quad (40)$$

**Proof.** If $k = 0$, then

$$g^a(x_0, \epsilon_0)^T d_0 = -g^a(x_0, \epsilon_0)^T g^a(x_0, \epsilon_0) = -\|g^a(x_0, \epsilon_0)\|^2,$$

and

$$\|d_0\| = \|g^a(x_0, \epsilon_0)\| \leq \|g^a(x_0, \epsilon_0)\| \leq 5 \|g^a(x_0, \epsilon_0)\|.$$

Let $k \geq 1$, then from (34) we have
\[ g^a(x_{k,i}, e_{k,i})^T d_{k,i} = -\delta g^a(x_{k,i}, e_{k,i})^T d_{k,i} + \beta g^a(x_{k,i}, e_{k,i})^T d_{k,i} - \vartheta g^a(x_{k,i}, e_{k,i})^T w_i^* \]

\[ \leq -\delta g^a(x_{k,i}, e_{k,i})^T d_{k,i} + \beta g^a(x_{k,i}, e_{k,i})^T w_i^* \]

\[ \leq -\beta g^a(x_{k,i}, e_{k,i})^T w_i^* \]

Once more, (34) yields that

\[ \|d_{k,i}\| = \|\delta g^a(x_{k,i}, e_{k,i}) + \beta d_{k,i} - \vartheta w_i^*\| \]

\[ \leq \|\delta g^a(x_{k,i}, e_{k,i})\| + 2 \|g^a(x_{k,i}, e_{k,i})\| \]

\[ \leq 4 \|g^a(x_{k,i}, e_{k,i})\| \]

Thus, the proof is completed.

Lemma 1 shows that the search direction \( d_{k,i} \) developed in (34)-(37) leads to the most sufficiently descent direction and it belongs to a trust region.

**Lemma 2.** Let the step size \( \alpha_k \) satisfy (38), then there exist \( \beta > 0 \) satisfy a

\[ \alpha_k \geq \min \left\{ 1, \frac{(1 - \sigma) \beta}{L} \right\} \]

**Proof.** If \( \alpha_k = 1 \) satisfies the formula (38), then the proof is completed. Otherwise, there exist \( \beta \) such that
\[
F^a \left( x_k + \frac{\alpha_k}{\beta} d_k, e_{k+1} \right) \\
> \max \left\{ F^a \left( x_k, e_k \right), \sum_{i=0}^{m(k)-1} \mu_i F^a \left( x_{k-i}, e_{k-i} \right) + \frac{\alpha_k}{\beta} g^a \left( x_k, e_k \right) \right\} \\
> F^a \left( x_k, e_k \right) + \frac{\alpha_k}{\beta} g^a \left( x_k, e_k \right)^\top d_k.
\]

Thus,
\[
F^a \left( x_k + \frac{\alpha_k}{\beta} d_k, e_{k+1} \right) - F^a \left( x_k, e_k \right) > \frac{\alpha_k}{\beta} g^a \left( x_k, e_k \right)^\top d_k. \tag{42}
\]

Using mean value theorem, we have

\[
F^a \left( x_k + \alpha d_k, e_{k+1} \right) - F^a \left( x_k, e_k \right) \\
= \int_0^\alpha \left( g^a \left( x_k + td_k, e_{k+1} \right) - g^a \left( x_k, e_k \right) \right)^\top d_i + \alpha g^a \left( x_k, e_k \right)^\top d_i \\
\leq \frac{1}{2} La^2 \| d_i \|^2 + \alpha g^a \left( x_k, e_k \right)^\top d_i.
\]

Combining the above inequality with (42), we have

\[
\alpha_k \geq \min \left\{ 1, \frac{(1-\sigma) \beta}{L} \frac{\| g^a \left( x_k, e_k \right)^\top d_i \|}{\| d_i \|^2} \right\}.
\]

Thus, the proof is completed.

**Lemma 3.** Assume that the sequence \( \{ x_k \} \) is generated by Algorithm 1, then we have

\[
F^a \left( x_k, e_k \right) \\
\leq F^a \left( x_0, e_0 \right) + \mu \sum_{i=0}^{k-1} \sigma_i g^a \left( x_i, e_i \right)^\top d_i + \sigma \sigma_0 g^a \left( x_{k-1}, e_{k-1} \right)^\top d_{k-1} \\
\leq F^a \left( x_0, e_0 \right) + \mu \sum_{i=0}^{k-1} \sigma_i g^a \left( x_i, e_i \right)^\top d_i.
\]

**Proof.** We prove this lemma by induction. For \( k = 1 \), by (38) and \( \mu \leq 1 \), we have

\[
F^a \left( x_1, e_1 \right) \leq F^a \left( x_0, e_0 \right) + \sigma \sigma_0 g^a \left( x_0, e_0 \right)^\top d_0 \\
\leq F^a \left( x_0, e_0 \right) + \mu \sigma \sigma_0 g^a \left( x_0, e_0 \right) d_0
\]

Assume the equation holds for \( 1, 2, \ldots, k \), and we need to show for \( k+1 \). To show the condition, we have considered two cases.

Case 1:

\[
\max \left\{ F^a \left( x_k, e_k \right), \sum_{i=0}^{m(k)-1} \mu_i F^a \left( x_{k-i}, e_{k-i} \right) \right\} = F^a \left( x_k, e_k \right).
\]

Then, from (38), we have

\[
F^a \left( x_{k+1}, e_{k+1} \right) = F^a \left( x_k + \alpha_k d_k, e_{k+1} \right) \\
\leq F^a \left( x_k, e_k \right) + \sigma \sigma_0 g^a \left( x_k, e_k \right)^\top d_k \\
\leq F^a \left( x_0, e_0 \right) + \mu \sum_{i=0}^{k-1} \sigma_i g^a \left( x_i, e_i \right)^\top d_i + \sigma \sigma_0 g^a \left( x_k, e_k \right)^\top d_k \\
\leq F^a \left( x_0, e_0 \right) + \mu \sum_{i=0}^{k-1} \sigma_i g^a \left( x_i, e_i \right)^\top d_i.
\]
Case 2:

$$\max \left[ F^a \left( x_k, e_k \right), \sum_{i=0}^{m(k)-1} \mu_k \alpha_i \left( x_{k-i}, e_{k-i} \right) \right] = \sum_{i=0}^{m(k)-1} \mu_i^a \alpha_i \left( x_{k-i}, e_{k-i} \right),$$

let \( n = \min \left[ k, m-1 \right] \). Then, again from (38),

$$F^a \left( x_{k+1}, e_{k+1} \right) = F^a \left( x_k + \alpha_k d_k, e_{k+1} \right)$$

$$\leq \sum_{j=0}^{k} \mu_j F^a \left( x_{k-j}, e_{k-j} \right) + \sigma \sum_{i=0}^{k-1} \alpha_i \left( x_{k-i}, e_{k-i} \right) d_k$$

$$\leq \sum_{j=0}^{k} \mu_j \left[ F^a \left( x_0, e_0 \right) + \mu \sum_{i=0}^{k-2} \alpha_i \left( x_{i-1}, e_{i-1} \right) d_{i-1} \right] + \sigma \sum_{i=0}^{k-1} \alpha_i \left( x_{i-1}, e_{i-1} \right) d_{i-1} + \sigma \alpha_k \left( x_{k-1}, e_{k-1} \right) d_k.$$

Thus, by imposing

\[
(1, 2, \cdots, n) \times (1, 2, \cdots, k-n-2) \subset \{ (j, i) : 0 \leq j \leq n, 0 \leq i \leq k-n-2 \},
\]

and

$$\sum_{j=0}^{n} \mu_j = 1, \mu_j \geq \mu,$$

we have

$$F^a \left( x_{k+1}, e_{k+1} \right)$$

$$\leq F^a \left( x_0, e_0 \right) + \mu \sum_{j=0}^{k-2} \left[ \sum_{j=0}^{k-2} \mu_j \right] \left( x_{i-1}, e_{i-1} \right) d_{i-1} + \sigma \sum_{i=0}^{k-1} \alpha_i \left( x_{i-1}, e_{i-1} \right) d_{i-1} + \sigma \alpha_k \left( x_{k-1}, e_{k-1} \right) d_k.$$

**Theorem 1.** Assume that the sequences \( \{ x_k \} \) and \( \{ d_k \} \) are generated by Algorithm 1. Let \( F \) is bounded below on the level set

\[
\mathcal{L}_0 = \{ x \in \mathbb{R}^n \mid F(x) \leq F(x_0) \}
\]

and

$$\lim_{k \to \infty} e_k = 0.$$

Then

$$\lim_{k \to \infty} \left( x_k, e_k \right) = 0.$$

**Proof.** Suppose that (43) is not true. Then there exist constants \( \gamma > 0 \) and \( k_0 \) such that
From Lemma 3, we have

\[ F^a(x_0, e_0) - F^a(x_k, e_k) \geq -\mu \sigma \sum_{i=0}^{k-1} \alpha_i g^a(x_i, e_i)^T d_i. \]  

(45)

By (40), (41) and (44), we have

\[ F^a(x_0, e_0) - F^a(x_k, e_k) \]
\[ \geq -\mu \sigma \sum_{i=0}^{k-1} \alpha_i g^a(x_i, e_i)^T d_i \geq \mu \sigma \gamma \sum_{i=0}^{k-1} \alpha_i \]
\[ \geq \mu \sigma \gamma \sum_{i=0}^{k-1} \min_{d_i} \left\{ 1, \frac{(1-\sigma)\beta}{L} \right\} \]
\[ \geq \mu \sigma \gamma \sum_{i=0}^{k-1} \min_{d_i} \left\{ 1, \frac{(1-\sigma)\beta}{25L} \right\}. \]

Letting \( k \to \infty \), we have

\[ \mu \sigma \gamma \sum_{i=0}^{\infty} \min_{d_i} \left\{ 1, \frac{(1-\sigma)\beta}{25L} \right\} \leq \sum_{i=0}^{\infty} F^a(x_0, e_0) - F^a(x_k, e_k), \]

and this contradicts our assumption on \( F \). Hence the theorem is proved.

**Theorem 2.** Let the conditions in Lemma 1 and Theorem 1 hold, then Algorithm 1 converges for nonsmooth problem (12).

**Proof.** From Lemma 1 and Theorem 1, we have

\[ 0 \geq \lim_{k \to \infty} \left( -\|g^a(x_k, e_k)\| \right) \geq \lim_{k \to \infty} g^a(x_k, e_k)^T d_k = 0. \]

(46)

Then,

\[ \lim_{k \to \infty} \|g^a(x_k, e_k)\| = 0. \]

Thus, (23) and convergence of sequence \( \{e_k\} \) yield

\[ 0 \leq \lim_{k \to \infty} \|g^a(x_k, e_k) - g(x_k)\| \leq \lim_{k \to \infty} \sqrt{2\epsilon_{\beta}} = 0. \]

Hence,

\[ \lim_{k \to \infty} \|g(x_k)\| = 0. \]

(47)

Let \( x^* \) be an accumulation point of \( \{x_k\} \). Then there exists a subsequence \( \{x_k\}_k \) satisfying

\[ \lim_{k \to \infty} x_k = x^*. \]

(48)

Thus, (17), (43) and (47) yield \( x^* = p(x^*) \). Therefore \( x^* \) is an optimal solution of nonsmooth problem (12).

**4. Numerical Experiments for Large Scale Nonsmooth Problems**

In this section, we present some numerical experiments to examine the efficien-
cy of Algorithm 1 for some large scale nonsmooth academic test problems which are introduced in [49]. The details of these large scale nonsmooth academic test problems with their initial points \( x^{(i)} \) and the minimum values \( f(x^*) \) are listed as follows:

**Problem 1**

\[
 f(x) = \max_{1 \leq i \leq n} x_i^2
\]

\[
 x^{(i)} = \begin{cases} 
 i & \text{for } i = 1, \ldots, n/2 \\
 -i & \text{for } i = n/2 + 1, \ldots, n
\end{cases}
\]

\[
 f(x^*) = 0.
\]

**Problem 2**

\[
 f(x) = \max_{1 \leq i \leq n} \left| \sum_{j=1}^{n} \frac{x_j}{i+j-1} \right|
\]

\[
 x^{(i)} = \begin{cases} 
 i & \text{for } i = 1, \ldots, n.
\end{cases}
\]

\[
 f(x^*) = 0.
\]

**Problem 3**

\[
 f(x) = \sum_{i=1}^{n} \max \left\{ -x_i - x_{i+1}, -x_i - x_{i+1} + (x_i^2 + x_{i+1}^2 - 1) \right\}
\]

\[
 x^{(i)} = -0.5 \text{ for } i = 1, \ldots, n;
\]

\[
 f(x^*) = -\sqrt{2(n-1)}.
\]

**Problem 4**

\[
 f(x) = \sum_{i=1}^{n} \max \left\{ x_i^4 + x_{i+1}^2, (2-x_i)^2 + (2-x_{i+1})^2, 2e^{-x_i+x_{i+1}} \right\}
\]

\[
 x^{(i)} = 2 \text{ for } i = 1, \ldots, n;
\]

\[
 f(x^*) = 2(n-1).
\]

**Problem 5**

\[
 f(x) = \max \left\{ \sum_{i=1}^{n} (x_i^4 + x_{i+1}^2), \sum_{i=1}^{n} (2-x_i)^2 + (2-x_{i+1})^2, \sum_{i=1}^{n} (2e^{-x_i+x_{i+1}}) \right\}
\]

\[
 x^{(i)} = 2 \text{ for } i = 1, \ldots, n;
\]

\[
 f(x^*) = 2(n-1).
\]

**Problem 6**

\[
 f(x) = \max_{1 \leq i \leq n} \left\{ g \left( -\sum_{j=1}^{n} x_j \right), g(x) \right\},
\]

where \( g(y) = \ln(|y|+1) \);

\[
 x^{(i)} = 1 \text{ for } i = 1, \ldots, n;
\]

\[
 f(x^*) = 0.
\]

**Problem 7**

\[
 f(x) = \sum_{i=1}^{n} \left( |x_i|^{i+1} + |x_{i+1}|^{i+1} \right)
\]
\[ x_i^{(0)} = \begin{cases} -1 & \text{when } \mod(i, 2) = 1, (i = 1, \cdots, n) \text{ and } \\ 1 & \text{when } \mod(i, 2) = 0, (i = 1, \cdots, n); \end{cases} \]
\[
f(x^*) = 0.
\]

**Problem 8**
\[
f(x) = \sum_{i=1}^{n-1} \left( -x_i + 2(x_i^2 + x_{i+1}^2 - 1) + 1.75x_i^2 + x_{i+1}^2 - 1 \right) \]
\[
x_i^{(0)} = \begin{cases} -1 & \text{for } i = 1, \cdots, n; \\ f(x^*) = \text{varies}. \end{cases}
\]

**Problem 9**
\[
f(x) = \max \left\{ \sum_{i=1}^{n-1} \left( x_i^2 + (x_{i+1} - 1)^2 + x_{i+1} - 1 \right) , \sum_{i=1}^{n-1} \left( -x_i^2 - (x_{i+1} - 1)^2 + x_{i+1} + 1 \right) \right\}
\]
\[
x_i^{(0)} = \begin{cases} -1.5 & \text{when } \mod(i, 2) = 1, (i = 1, \cdots, n) \text{ and } \\ 2.0 & \text{when } \mod(i, 2) = 0, (i = 1, \cdots, n); \
\end{cases} \]
\[
f(x^*) = 0.
\]

**Problem 10**
\[
f(x) = \sum_{i=1}^{n-1} \max \left\{ x_i^2 + (x_{i+1} - 1)^2 + x_{i+1} - 1, -x_i^2 - (x_{i+1} - 1)^2 + x_{i+1} + 1 \right\}
\]
\[
x_i^{(0)} = \begin{cases} -1.5 & \text{when } \mod(i, 2) = 1, (i = 1, \cdots, n) \text{ and } \\ 2.0 & \text{when } \mod(i, 2) = 0, (i = 1, \cdots, n); \
\end{cases} \]
\[
f(x^*) = 0.
\]

The problems 1 - 5 are convex functions, and the others are nonconvex functions. We test the above problems with the dimension of \( n = 1000, n = 3000, n = 5000, n = 6000, n = 10000, n = 12000, n = 20000, n = 50000, n = 60000 \) and \( n = 100000 \). For convenience sake, we denote Algorithm 1 by scaled conjugate gradient method based on modified secant equation of BFGS method (**SCG-MBFGS**), and in order to demonstrate validity of our algorithm, we also list the results of other three algorithms **MPRP** in [30], **MHS** in [31] and **MSBFGS-CG** in [39]. All algorithms were implemented in Fortran 90 and run on a PC with an intel(R) Core(TM)i3-3110M CPU at 2.40 GHz, 4.00 GB of RAM, and the Windows 7 operating system. We stopped the iteration when the condition \( \| g(x_k, e_k) \| \leq 10^{-10} \) was satisfied. The parameters for **SCG-MBFGS** were chosen as \( M = 10 \beta = 0.6, \sigma = 0.85, \lambda = \mu = 1 \). All parameters for other three methods are chosen as in [30] [31] and [39] respectively. **Table 1** shows the numerical results of **SCG-MBFGS, MPRP, MHS** and **MSBFGS-CG** on the given test problems. The columns in **Table 1** have the following meanings:

- **Dim**: the dimensions of problem.
- **NI**: the total number of iterations.
- **NF**: the number of function evaluations.
- **TIME**: the CPU time in seconds.
- **f(x)**: the value of \( f(x) \) at the final iteration.

From the numerical results in **Table 1**, it is not difficult to see that...
Table 1. Numerical results for 10 problems with given initial points and dimensions.

| No.  | Dim  | Algorithm 3.1 | MHS | MPRP | MSBFGS−CG |
|------|------|---------------|-----|------|-----------|
|      |      | NI/NF/f(x)/TIME | NI/NF/f(x)/TIME | NI/NF/f(x)/TIME | NI/NF/f(x)/TIME |
| 1    | 1000 | 213/4351/6.9117E−8/0.3034E+0 | 225/4710/6.7102E−6/0.6947E+0 | 186/1610/2.6568E−9/0.5977E+0 |
|      |      | 225/4710/6.7102E−6/0.6947E+0 | 186/1610/2.6568E−9/0.5977E+0 |
|      |      | 225/4710/6.7102E−6/0.6947E+0 | 186/1610/2.6568E−9/0.5977E+0 |
|      |      | 225/4710/6.7102E−6/0.6947E+0 | 186/1610/2.6568E−9/0.5977E+0 |
|      |      | 225/4710/6.7102E−6/0.6947E+0 | 186/1610/2.6568E−9/0.5977E+0 |
|      |      | 225/4710/6.7102E−6/0.6947E+0 | 186/1610/2.6568E−9/0.5977E+0 |
| 2    | 1000 | 219/4509/1.9754E−8/0.2356E+0 | 238/5273/6.915E−8/1.1157E+0 | 228/5196/6.5327E−6/1.6902E+0 |
|      |      | 238/5273/6.915E−8/1.1157E+0 | 228/5196/6.5327E−6/1.6902E+0 |
|      |      | 238/5273/6.915E−8/1.1157E+0 | 228/5196/6.5327E−6/1.6902E+0 |
|      |      | 238/5273/6.915E−8/1.1157E+0 | 228/5196/6.5327E−6/1.6902E+0 |
|      |      | 238/5273/6.915E−8/1.1157E+0 | 228/5196/6.5327E−6/1.6902E+0 |
| 3    | 1000 | 224/4597/5.7735E−7/1.6248E+0 | 246/5268/8.1495E−7/1.2650E+0 | 250/5253/9.0184E−7/1.9357E+0 |
|      |      | 246/5268/8.1495E−7/1.2650E+0 | 250/5253/9.0184E−7/1.9357E+0 |
|      |      | 246/5268/8.1495E−7/1.2650E+0 | 250/5253/9.0184E−7/1.9357E+0 |
|      |      | 246/5268/8.1495E−7/1.2650E+0 | 250/5253/9.0184E−7/1.9357E+0 |
|      |      | 246/5268/8.1495E−7/1.2650E+0 | 250/5253/9.0184E−7/1.9357E+0 |
| 4    | 1000 | 227/4608/6.8167E−9/8.1756E+0 | 253/5298/6.7261E−6/1.8233E+0 | 252/5308/8.5863E−6/2.0417E+0 |
|      |      | 253/5298/6.7261E−6/1.8233E+0 | 252/5308/8.5863E−6/2.0417E+0 |
|      |      | 253/5298/6.7261E−6/1.8233E+0 | 252/5308/8.5863E−6/2.0417E+0 |
|      |      | 253/5298/6.7261E−6/1.8233E+0 | 252/5308/8.5863E−6/2.0417E+0 |
|      |      | 253/5298/6.7261E−6/1.8233E+0 | 252/5308/8.5863E−6/2.0417E+0 |

Table 1. Numerical results for 10 problems with given initial points and dimensions.
| Value | Arithmetic Value | Description |
|-------|-----------------|-------------|
| 12,000 | 6/9/2.9978E+4/0.1047E+0 | 7/89/3.086E+4/0.9556E−1 |
| 20,000 | 6/9/2.9304E+4/0.4095E+0 | 7/89/8.3594E+4/0.3845E+0 |
| 50,000 | 7/9/1.9998E+5/0.4569E+0 | 7/89/5.0973E+4/0.4611E+0 |
| 60,000 | 7/9/2.0532E+5/0.9996E+0 | 7/89/1.5435E+5/0.6831E+0 |
| 100,000 | 7/9/1.9468E+5/3.5798E+0 | 7/89/2.04359E+5/3.4358E+0 |
| 5 | 5/22/1.9899E+3/0.6409E−2 | 7/86/2.5699E+3/0.7187E−3 |
| 3000 | 7/29/2.3548E+3/0.1138E−1 | 17/95/1.9353E+4/0.2845E−2 |
| 5000 | 4/14/3.0083E+3/0.1307E−1 | 21/114/2.0891E+4/0.6341E−2 |
| 6000 | 15/58/1.6253E+4/0.15625E+1 | 21/114/1.5433E+4/0.6912E−2 |
| 10,000 | 15/87/1.9899E+3/0.1117E+0 | 21/114/4.8332E+4/0.1088E+0 |
| 12,000 | 16/92/3.0879E+4/0.1299E+0 | 21/114/3.0886E+4/0.1108E+0 |
| 20,000 | 19/96/1.9348E+5/0.1515E+0 | 21/114/2.9306E+5/0.1935E+0 |
| 50,000 | 22/101/2.1184E+4/0.4091E+0 | 21/114/1.8256E+5/0.3683E+0 |
| 60,000 | 22/115/1.9356E+5/0.6657E+0 | 21/114/1.5434E+5/0.5297E+0 |
| 100,000 | 25/117/2.0009E+5/0.1138E+1 | 21/114/1.6972E+5/0.4358E+0 |
| 6 | 59/104/7.1865E−9/2.8017E−1 | 78/104/7.3678E−9/1.0194E−1 |
| 3000 | 63/1216/6.8214E−9/2.9565E−1 | 85/1168/6.5735E−9/2.4364E−1 |
| 5000 | 66/1290/8.5604E−9/1.13107E−1 | 91/1308/7.9629E−9/1.0254E+0 |
| 6000 | 68/1374/9.799E−9/1.1864E−1 | 92/1332/8.2692E−9/1.0163E+0 |
| 10,000 | 88/1457/8.0915E−8/2.1735E−1 | 94/1430/6.6018E−7/7.2156E+0 |
| 12,000 | 95/1492/6.8749E−9/2.2676E+0 | 99/1452/5.6143E−9/2.2001E+0 |
| 20,000 | 106/1504/5.4819E−9/3.5061E+0 | 107/1671/6.9926E−9/3.3804E+0 |
| 50,000 | 110/1691/5.2964E−7/1.2939E+1 | 110/1685/6.1343E−9/1.1832E+1 |
| 60,000 | 112/1702/6.7549E−9/1.3608E+1 | 112/1707/6.4797E−9/1.2916E+1 |
| 100,000 | 117/1808/6.9354E−8/8.968E+1 | 119/1793/7.0642E−9/1.0054E+2 |
| 7 | 30/81/6.7682E−9/1.4812E−1 | 38/117/7.2687E−9/1.2581E−1 |
| 3000 | 36/85/5.8186E−9/1.0918E−1 | 39/121/6.5165E−9/1.7375E−1 |
| 5000 | 38/94/7.1437E−8/2.2432E−1 | 41/123/6.2047E−7/5.7954E−1 |
| 6000 | 39/102/5.9864E−9/7.7029E−1 | 41/126/5.4561E−7/7.1584E−1 |
| 10,000 | 41/117/9.3183E−8/1.9888E+0 | 46/129/6.1533E−8/1.0827E+0 |
| 12,000 | 44/122/8.2994E−9/2.0108E−1 | 48/131/8.1848E−9/1.3739E−1 |
| 20,000 | 46/142/6.9354E−8/2.1563E+0 | 54/162/6.9354E−8/5.3584E+0 |
| 50,000 | 51/163/6.8141E−8/9.9182E+0 | 67/185/7.0255E−7/8.2977E−1 |
| 60,000 | 51/169/6.9354E−8/1.0563E+1 | 72/191/6.9354E−8/9.7955E−1 |
| 100,000 | 64/1905/6.9354E−8/1.4891E+1 | 87/204/6.9354E−8/1.4358E+1 |
| 8 | 31/77/2.9735E+2/1.5502E−2 | 36/114/2.9747E+2/3.2873E−2 |
| 3000 | 34/84/2.1068E+2/2.9607E−2 | 39/118/1.8852E+2/3.7518E−2 |
| 5000 | 37/88/1.7664E+3/3.3509E−2 | 39/122/1.5326E+3/6.3006E−2 |
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### Table 1: Computational Performance Profiles

| Iterations | Function Evaluations | CPU Time | Iterations | Function Evaluations | CPU Time | Iterations | Function Evaluations | CPU Time |
|------------|----------------------|----------|------------|----------------------|----------|------------|----------------------|----------|
| 1000       | 36/47/9.0397E−9/4.5592E−2 | 39/174/9.04688E−9/3.265E−2 | 37/114/5.84979E−9/4.6481E−2 | 34/101/7.04364E−9/1.4481E−1 |
| 3000       | 39/55/6.5101E−9/4.9901E−2 | 39/176/6.8510E−9/3.375E−2 | 38/117/5.4993E−9/4.364E−2 | 36/106/5.5439E−9/4.364E−2 |
| 5000       | 39/61/8.2853E−9/8.8256E−2 | 41/181/7.0387E−9/7.9083E−2 | 39/120/6.8294E−9/9.9665E−2 | 36/113/3.8145E−9/5.1750E−2 |
| 6000       | 40/67/5.9491E−9/9.6753E−2 | 42/183/6.7514E−9/9.4875E−2 | 39/121/6.9655E−9/1.6048E−1 | 39/114/5.6824E−9/1.2194E−1 |
| 10,000     | 40/88/6.5687E−8/1.7263E−1 | 39/185/8.65888E−8/1.6537E−1 | 40/123/6.8253E−9/1.6047E−1 | 39/120/4.364E−9/1.4481E−1 |
| 12,000     | 42/96/6.8993E−9/1.806E−1 | 43/186/6.7466E−9/9.1546E−1 | 42/139/6.7574E−9/1.8889E−1 | 42/127/5.8553E−9/1.6617E−1 |
| 20,000     | 46/112/6.9506E−9/2.9899E−1 | 53/195/6.9307E−9/2.0582E−1 | 47/145/6.7908E−9/4.7286E−1 | 45/139/6.1085E−9/3.6828E−1 |
| 50,000     | 53/137/9.0249E−8/8.5128E−1 | 58/204/6.1284E−9/6.1639E−1 | 56/157/8.5275E−9/8.0077E−1 | 56/151/7.0083E−9/7.6994E−1 |
| 60,000     | 55/146/7.9419E−9/8.8987E−1 | 59/220/8.4274E−9/8.5912E−1 | 57/168/9.6814E−9/8.3483E−1 | 56/166/8.8087E−9/8.5238E−1 |
| 100,000    | 66/203/8.5929E−9/1.0168E+0 | 74/242/7.9908E−9/1.047E+0 | 69/214/8.7106E−9/1.047E+0 | 73/211/7.8997E−9/1.0183E+0 |
| 10         | 31/84/6.7887E−9/5.3011E−2 | 39/120/6.8185E−9/3.2375E−2 | 39/120/6.8184E−9/4.9791E−2 | 37/112/6.0424E−9/3.3661E−2 |
| 3000       | 32/91/6.8185E−9/4.0807E−2 | 41/124/7.1982E−9/3.7025E−2 | 40/123/6.9058E−9/8.1673E−2 | 38/117/6.0885E−9/6.0898E−2 |
| 5000       | 34/98/6.4897E−9/6.7185E−2 | 42/127/6.4897E−9/5.0688E−2 | 41/126/6.5258E−9/3.2518E−1 | 39/121/1.8205E−9/2.8856E−1 |
| 6000       | 34/102/5.1906E−9/8.8093E−2 | 42/129/5.1156E−9/6.3125E−2 | 41/126/6.8835E−9/4.5537E−1 | 40/123/1.5825E−9/3.8677E−1 |
| 10,000     | 37/118/8.6826E−9/1.4077E−1 | 43/130/5.0362E−9/1.0055E−1 | 42/129/8.5262E−9/5.0619E−1 | 42/125/2.6473E−9/4.6409E−1 |
| 12,000     | 40/120/6.0162E−9/1.7186E−1 | 43/132/5.1157E−9/1.3838E−1 | 42/130/6.2721E−9/6.1254E−1 | 42/126/3.5626E−9/5.2537E−1 |
| 20,000     | 46/139/5.9398E−9/4.0125E−1 | 51/164/6.8235E−9/2.7099E−1 | 50/149/6.7894E−9/9.4011E−1 | 53/139/5.8502E−9/8.8816E−1 |
| 50,000     | 74/188/5.2798E−9/9.0155E−1 | 84/216/6.8873E−9/7.9928E−1 | 87/222/5.3291E−9/1.0004E+0 | 78/197/6.0074E−9/8.9038E−1 |
| 60,000     | 76/197/7.0307E−9/9.9900E−1 | 87/220/6.3948E−9/8.8975E−1 | 87/226/5.3563E−9/1.1664E+0 | 88/204/5.5493E−9/1.1107E+0 |
| 100,000    | 84/225/6.3793E−9/1.0626E+0 | 97/244/6.4077E−9/1.0037E+0 | 99/255/5.0979E−9/1.4198E+0 | 94/222/4.9906E−9/1.2684E+0 |

**SCG-MBFGS** is superior or competitive to the other three methods in solving the given problems in terms of number of iteration, number of function evaluations and CPU time. Furthermore, to directly illustrate the performances of our method, we employed the tool provided by Dolan and Moré [50] to analyze and compare the efficiency of the method in terms of the number of iterations, number of function evaluations and CPU time. Figures 1-3 represent the computational performance profiles of the above algorithms regarding the number of iterations, number of function evaluations, and CPU time respectively. From the 3 figures, we can observe that for the given test problems, **SCG-MBFGS** is competitive or superior to other three methods in terms of number of iteration, function evaluations and CPU time respectively.
From Figure 1 and Figure 2, we also notice that **SCG-MBFGS** performs better than the other methods do in terms of the numbers of iterations and function evaluations. **Figure 3** indicates that **MHS** is comparable to **SCG-MBFGS** in terms of CPU time, and since the search direction of **MHS** is developed with only first order information while **SCG-MBFGS**, **MPRP** and **MSBFGS-CG** are with second order information, it is reasonable to need less CPU time for **MHS**.

**Figure 1.** Performance profiles of these three methods based on NI.

**Figure 2.** Performance profiles of these three methods based on NF.

**Figure 3.** Performance profiles of these three methods based on CPUTIME.
5. Conclusion

In this paper, we propose a new scaled conjugate gradient method which incorporates a modified secant equation of BFGS method. This modified secant equation contains both function value and gradient information of the objective function, and its Hessian approximation update generates positive definite matrix. Under a modified nonmonotone line search and some mild conditions, the strong global convergence of the proposed method is analyzed for nonsmooth convex problems. The search direction of our new method generates sufficiently descent condition and belongs to a trust region. Compared with existing nonsmooth CG methods, the search direction of our approach is more descent direction. Numerical results and related comparisons show that the proposed method is effective for solving large scale nonsmooth optimization problems.
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