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Abstract

Cyclic codes are an important class of linear codes, whose weight distribution have been extensively studied. So far, most of previous results obtained were for cyclic codes with no more than three zeros. Recently, [37] constructed a class of cyclic codes with arbitrary number of zeros, and computed the weight distributions for several cases. In this paper, we determine the weight distribution for a new family of such codes. This is achieved by certain new methods, such as the theory of Jacobi sums over finite fields and subtle treatment of some complicated combinatorial identities.
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I. INTRODUCTION

A linear code $C$ over the finite field $\mathbb{F}_q$ of length $n$ is a subspace of $\mathbb{F}_q^n$. It is called cyclic if it also satisfies that any $(c_0, c_1, \cdots, c_{n-1}) \in C$ implies $(c_{n-1}, c_0, \cdots, c_{n-2}) \in C$. By the one-to-one correspondence

$$
\sigma : C \rightarrow R := \mathbb{F}_q[x]/(x^n - 1)
$$

$$
(c_0, c_1, \cdots, c_{n-1}) \mapsto c_0 + c_1 x + \cdots + c_{n-1} x^{n-1},
$$

each cyclic code $C$ is equivalent to an ideal of $R$. Since $R$ is a principal ideal ring, there exists a unique monic polynomial $g(x)$ with least degree such that $\sigma(C) = g(x)R$ and $g(x) \mid (x^n - 1)$. The $g(x)$ is called the generator polynomial of $C$ and $h(x) := (x^n - 1)/g(x)$ is called the parity-check polynomial of $C$. The cyclic code $C$ is called irreducible (resp. reducible) if $h(x)$ is irreducible (resp. reducible) over $\mathbb{F}_q$. For $C$ reducible, we say that $C$ has $t \geq 2$ zeros if $h(x)$ has $t$ irreducible factors over $\mathbb{F}_q$. (In the literature some authors call $C$ as “the dual of a cyclic code with $t$ zeros” instead.)

Denote by $A_i$ the number of codewords of $C$ with Hamming weight $i$. The weight enumerator of $C$ with length $n$ is a polynomial in $\mathbb{Z}[Y]$ defined by

$$
A_0 + A_1 Y + A_2 Y^2 + \cdots + A_n Y^n.
$$

The sequence $(A_0, A_1, \cdots, A_n)$ is called the weight distribution of $C$. The study of weight distribution of a linear code is important in both theory and application, since the weight distribution of a code gives the minimum distance and thus the error correcting capability of the code, and the weight distribution of a code allows the computation of the probability of error detection and correction with respect to some algorithms [14]. Moreover, the weight distribution is always related to interesting and challenging problems in number theory ([5], [27]).

For irreducible cyclic codes, an identity due to McEliece [20] shows that the weights of the codes can be expressed via Gauss sums. Because Gauss sums in general are extremely difficult to evaluate, the weight distribution of irreducible cyclic codes is still quite difficult to obtain, however, extensive studies
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have been carried out with much success by various number theoretic techniques ([1], [2], [3], [12], [20], [21], [25], [28], [33]). In particular nice characterizations were given in [8], [29], [30] for irreducible cyclic codes with exactly one nonzero weight; necessary and sufficient conditions were provided and conjectures were also raised by Schmidt and White [26] for irreducible cyclic codes with at most two nonzero weights. Interested readers may consult the survey paper [8] for more updated information on the weight distribution of irreducible cyclic codes.

For reducible cyclic codes, it has been known that the determination of weight distribution involves the evaluation of exponential sums. This may be even more difficult in general. For many special families of reducible cyclic codes where neat expressions are available, various delicate techniques from number theory and algebraic combinatorics have been developed and utilized, and for some of such families, the weight distribution can be obtained (see for example [7], [9], [10], [11], [13], [16], [17], [18], [19], [22], [23], [31], [32], [34], [35], [36], [38]). However, to our best knowledge, most of these literature works focus on reducible cyclic codes with two or three zeros. The exponential sums which have been explicitly evaluated seem to share a common feature that they attain only a few distinct values.

For reducible cyclic codes with more than three zeros, not much is known. In a beautiful work [15], the authors obtained the weight distribution of a class of cyclic codes with arbitrary number of zeros. Their work built upon an unexpected connection between the corresponding exponential sums and the spectra of Hermitian forms graphs which were known in the literature. In another recent work [37] a general family of reducible cyclic codes with arbitrary number of zeros were constructed and under certain conditions the weight distribution was also obtained. The purpose of this paper is to explore the construction of [37] much further and to determine the weight distribution for another new family of reducible cyclic codes with arbitrary number of zeros. Compared with [37], we achieve our goal by more advanced theory of Jacobi sums and by more subtle treatment of some complicated combinatorial identities.

The rest of the paper is organized as follows. The codes we consider will be introduced in Section III so are the main results (Theorems 1, 2 and 3). Section III introduces some mathematical tools such as cyclotomy, Gaussian periods and general Jacobi sums that will be needed later. In Sections IV and V we prove our main theorems. To streamline the proofs of Theorems 1, 2 and 3 we have left out the proof of a complicated combinatorial identity to Section VI. Section VII concludes this paper.

II. Weight Distribution of Code $C_{(a_1, \ldots, a_t)}$

We first fix some notation. Let $p$ be a prime, $q = p^s$, $r = q^m$ for some integers $s, m \geq 1$. Let $\mathbb{F}_r$ be a finite field of order $r$ and $\gamma$ be a generator of the multiplicative group $\mathbb{F}^*_r := \mathbb{F}_r \setminus \{0\}$. For any $t \geq 2$, the family of reducible cyclic codes $C_{(a_1, \ldots, a_t)}$ with $t$ zeros were introduced in [37] as follows.

For any $e \geq t \geq 2$, assume that

i) $a \not\equiv 0 \pmod{r - 1}$ and $e|(r - 1)$;

ii) $a_i \equiv a + \frac{r - 1}{e} \Delta_i \pmod{r - 1}, 1 \leq i \leq t$, where $\Delta_i \not\equiv \Delta_j \pmod{e}$ for any $i \neq j$ and $\gcd(\Delta_2 - \Delta_1, \ldots, \Delta_t - \Delta_1, e) = 1$;

iii) $\deg h_{a_1}(x) = \cdots = \deg h_{a_t}(x) = m$, and $h_{a_i}(x) \neq h_{a_j}(x)$ for any $1 \leq i \neq j \leq t$, where $h_{a_i}(x)$ is the minimal polynomial of $\gamma^{-a_i}$ over $\mathbb{F}_q$;

iv) $N = \gcd\left(\frac{r - 1}{q - 1}, ae\right)$;

v) $\delta = \gcd(r - 1, a_1, a_2, \ldots, a_t)$, $n = \frac{r - 1}{\delta}$.

The cyclic code $C_{(a_1, \ldots, a_t)}$ with $t$ zeros $\gamma^{-a_1}, \ldots, \gamma^{-a_t}$ is given by

$$C_{(a_1, \ldots, a_t)} = \left\{ c(x_1, x_2, \ldots, x_t) = \left(\Tr_{r/q}\left(\sum_{j=1}^{t} x_j a_i^{j-1}\right)\right)_{i=0}^{n-1} : \forall x_1, \ldots, x_t \in \mathbb{F}_r \right\},$$

(1)

where $\Tr_{r/q}$ denotes the trace map from $\mathbb{F}_r$ to $\mathbb{F}_q$.

It shall be noted that Condition iii) can be easily verified, for example, it holds if $\frac{r - 1}{q - 1} \nmid N$ for any proper factor $\ell$ of $m$ (i.e. $\ell \mid m$ and $\ell < m$, see [37] Lemma 6)). In particular this is always the case if $N = 2$, which is our interest in the paper.
Delsarte’s Theorem [6] states that $C_{(a_1,\ldots,a_t)}$ is an $[n,tm]$ cyclic code over $\mathbb{F}_q$ with parity-check polynomial $h(x) = h_{a_1}(x)\cdots h_{a_t}(x)$. This class of codes $C_{(a_1,\ldots,a_t)}$ contain many interesting cyclic codes as special cases which have been extensively studied in the literature ([19], [7], [11], [32], [34], [35], [36]), all of which focus on the case $t = 2$.

For any $t \geq 3$, in [37] we obtain the weight distribution of $C_{(a_1,\ldots,a_t)}$ under either of the following conditions:

- for any $t,e \geq 2$ when $N = 1$; or
- for any $t = e \geq 2$ with $N = 1,2,3$; or with $N = (p^j + 1)/k$ for some positive integers $j,k$; or
- with $N$ being a prime number such that $N \equiv 3 \pmod{4}$, $(\frac{t}{N}) = 1$ (here $(\frac{t}{N})$ denotes the Legendre symbol)

In this paper we obtain the weight distribution of $C_{(a_1,\ldots,a_t)}$ for any $t \geq 2$ such that $t = e-1$ and $N = 2$. Note that under these conditions, it is necessary that $q$ is odd, $m$ is even and $2|ae$. Our main results are stated as follows.

**Theorem 1.** For $N = 2$ and any $t = e-1 \geq 2$, we further assume that

$$e|(q^{m/2} - 1)$$

Then $C_{(a_1,\ldots,a_t)}$ is an $[n,tm]$ cyclic code over $\mathbb{F}_q$ with the minimal Hamming distance

$$d = \frac{2(q-1)(r-\sqrt{t})}{(t+1)q^\delta}.$$  

It has (at most) $\frac{1}{2}(t^2 + 5t - 2)$ nonzero distinct weights.

(i). If $q \equiv 1 \pmod{4}$, then the weight distribution is listed in Table I

(ii). If $q \equiv 3 \pmod{4}$, then the weight distribution is listed in Table II

| Weight |
|--------|
| $0$    |
| $\frac{q-1}{(t+1)q^\delta} \cdot \{(k+1)r - (k+1-2u)\sqrt{t}\}$ |
| once   |
| $\frac{(r-1)}{r^2+2u} \cdot \{(k+1)+(k+1)\cdot \{2(r-1)^k - (-1)^k \{(1+\sqrt{t})^u - (1-\sqrt{t})^{k+1-u} + (1-\sqrt{t})^u \{(1+\sqrt{t})^{k+1-u}\}\}\}$ |
Theorem 2. For $N = 2$ and $t = e - 1 = 3$. Then $C_{(a_1, a_2, a_3)}$ is an $[n, 3m]$ cyclic code over $\mathbb{F}_q$ with the minimal Hamming distance $d = \frac{(q-1)(r-\sqrt{q})}{2q^2}$. It has (at most) 12 nonzero weights.

(i). If $2 \mid a$, then its weight distribution is listed in Table III (or Table IV with $t = 3$).
(ii). If $2 \nmid a$, then its weight distribution is listed in Table IV.

| Weight | Frequency |
|--------|-----------|
| $\frac{r-1}{q} (r + \sqrt{r})$ | 3 times |
| $\frac{r-1}{q} (r - \sqrt{r})$ | 3 times |
| $\frac{r-1}{q} (r + \sqrt{r})$ | $(r-1)/(r-5)/2$ times |
| $\frac{r-1}{q} (r - \sqrt{r})$ | $(r-1)/(r-5)/2$ times |
| $\frac{r-1}{q} (3r + \sqrt{r})$ | $(r-1)^2/2$ times |
| $\frac{r-1}{q} (3r - \sqrt{r})$ | $(r-1)^2/2$ times |
| $\frac{r-1}{q} (3r^2 - 4r + 3)/4$ times |
| $\frac{r-1}{q} (3r^2 - 4r + 3)/4$ times |
| $\frac{r-1}{q} r$ | $(r-1)^3/8$ times |

| Weight | Frequency |
|--------|-----------|
| $\frac{r-1}{q} (r + \sqrt{r})$ | $(r-1)$ times |
| $\frac{r-1}{q} (r - \sqrt{r})$ | $(r-1)$ times |
| $\frac{r-1}{q} r$ | $4(r-1)$ times |
| $\frac{r-1}{q} (r + \sqrt{r})$ | $(r-1)^2/2$ times |
| $\frac{r-1}{q} (r - \sqrt{r})$ | $(r-1)^2/2$ times |
| $\frac{r-1}{q} (3r + \sqrt{r})$ | $(r-1)(3r-7)/2$ times |
| $\frac{r-1}{q} (3r - \sqrt{r})$ | $(r-1)(3r-7)/2$ times |
| $\frac{r-1}{q} (r + \sqrt{r})$ | $(r-1)^3/16$ times |
| $\frac{r-1}{q} (r - \sqrt{r})$ | $(r-1)^3/16$ times |
| $\frac{r-1}{q} (2r + \sqrt{r})$ | $(r-1)(r^2 - 4r + 3)/4$ times |
| $\frac{r-1}{q} (2r - \sqrt{r})$ | $(r-1)(r^2 - 4r + 3)/4$ times |
| $\frac{r-1}{q} r$ | $(r-1)(3r^2 - 6r + 11)/8$ times |

We now consider the general case for $N = 2$ and $t = e - 1$. Denote $g := \gamma^a$ and $\beta := \gamma^{(r-1)/e}$. And let $A$ be the Vandermonde matrix of size $(t + 1) \times (t + 1)$, given by

$$A := \begin{pmatrix}
1 & 1 & \cdots & 1 \\
1 & \beta & \cdots & \beta^{e-1} \\
1 & \beta^2 & \cdots & \beta^{2(e-1)} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \beta^{e-1} & \cdots & \beta^{(e-1)^2}
\end{pmatrix},$$

(3)
Take $B$ be the $(t+1) \times t$-matrix whose columns consist of the $\{\triangle_1 + 1, \ldots, \triangle_t + 1\} \pmod{e}$ columns of $A$, where $\triangle_i$ are the basic parameters of $C(a_1, \ldots, a_t)$. Let
\[
(y_0, \ldots, y_t)^T = B(x_1, \ldots, x_t)^T.
\]
Since $\text{rank} B = t$ (see also [37, Lemma 18]), this gives a one-to-one correspondence between $(y_1, \ldots, y_t)$ and $(x_1, \ldots, x_t)$, and there exist some $0 \neq \lambda_i \in \mathbb{F}_q$ for $1 \leq i \leq t$ such that
\[
y_0 + \sum_{i=1}^t \lambda_i y_i = 0.
\]
We note that $\{\lambda_i\}_{i=1}^t$ depend only on the parameters $\{\triangle_i \pmod{e}\}_{i=1}^t$ and $\beta$. We further define
\[
\begin{align*}
    l_0 &= \# \{ i \mid \lambda_i g^i \text{ is a square in } \mathbb{F}_r, 1 \leq i \leq t \}; \\
    l_1 &= \# \{ i \mid \lambda_i g^i \text{ is a nonsquare in } \mathbb{F}_r, 1 \leq i \leq t \}.
\end{align*}
\]
Next, we extend the definition of binomial coefficient to all integers such that
\[
\binom{n}{i} = 0, \text{ for } i < 0 \text{ and } i > n.
\]
With such preparations, we give our main result for the general case as follows.

**Theorem 3.** In the case of $N = 2$ and $t = e - 1 \geq 2$, the $C(a_1, \ldots, a_t)$ is an $[n, tm]$ cyclic code over $\mathbb{F}_q$ with the minimal Hamming distance $d = \frac{2(q-1)(r-\sqrt{\beta})}{(t+1)q^\delta}$, and the Hamming weight of its codewords takes the value 0 once and the values
\[
\frac{(q-1)}{(t+1)q^\delta} \left[ k(r-1) - 2u\eta_0^{(2,r)} - 2(k-u)\eta_1^{(2,r)} \right],
\]
for any $2 \leq k \leq t+1$ and $0 \leq u \leq k$, with the frequency
\[
\sum_{k_0=0}^k \sum_{u_0=0}^u \left( l_0 + 1 \right) \left( l_1 \right) \left( \frac{k_0}{k-1} \right) \left( \frac{k_0}{u_0} \right) \left( \frac{k-k_0}{u-u_0} \right) \Omega_{2u_0+k-k_0-u_0+k_0+u-u_0-2u_0}.
\]
where $\eta_0^{(2,r)}$, $\eta_1^{(2,r)}$ are given by Lemma 5, $\Omega_{0\ldots01\ldots1}$ is determined by Lemma 10 and $l_0, l_1$ are defined by (5).

We remark that Theorem 3 is a general computational formula for the weight distribution of $C(a_1, \ldots, a_t)$, and the results of Theorem 1 and Theorem 2 can be viewed as its corollaries. However, the frequency formula in Theorem 3 is complicated since it depends on the choice of $\triangle_1, \ldots, \triangle_t$, and there seems no easy way to write them down in a simple closed form as Theorem 1.

In the end of this section, we give several numerical examples to illustrate the our main theorems.

**Example 4.** Let $(q, m, c, t) = (5, 2, 4, 3)$. Then $\frac{5-1}{3} = \frac{5^{2}-1}{4} = 6$. Let $\gamma$ be the generator of $\mathbb{F}_{25}$ with characteristic polynomial $\gamma^2 + 4\gamma + 2 = 0$. Let $(\triangle_1, \triangle_2, \triangle_3) = (1, 2, 3)$.

(1). For $a = 2$ we have $(a_1, a_2, a_3) = (8, 14, 20)$, $(\delta, n) = (2, 12)$ and
\[
h_{a_1}(x) = x^2 + x + 1, \quad h_{a_2}(x) = x^2 + 3x + 4, \quad h_{a_3}(x) = x^2 + 4x + 1.
\]
The parity-check polynomial of $C$ is then $h(x) = x^6 + 3x^5 + 3x^3 + 3x + 4$. The code $C$ is a $[12, 6, 4]$-cyclic code over $\mathbb{F}_5$ with weight enumerator given by
\[
1 + 72Y^4 + 312Y^6 + 864Y^7 + 1740Y^8 + 3408Y^9 + 5184Y^{10} + 3168z^{11} + 876Y^{12}.
\]
This also follows from Table III. There are 8 distinct non-zero weights because some of the weights in Table III turn out the same. More precisely,

\[
\begin{align*}
\frac{(q-1)}{2q}(r + \sqrt{r}) &= \frac{3(q-1)}{4q}(r - \sqrt{r}), \\
\frac{(q-1)}{2q}(3r + \sqrt{r}) &= \frac{(q-1)}{4q}(r + \sqrt{r}), \\
\frac{3(q-1)}{4q}(r + \sqrt{r}) &= \frac{(q-1)}{2q}(2r - \sqrt{r}).
\end{align*}
\]

(6)

(2). For \( a = 1 \) we have \( (a_1, a_2, a_3) = (7, 13, 19), (\delta, n) = (1, 24) \) and

\[
h_{a_1}(x) = x^2 + x + 2, \quad h_{a_2}(x) = x^2 + 2x + 1, \quad h_{a_3}(x) = x^2 + 4x + 2.
\]

The parity-check polynomial of \( C \) is then \( h(x) = x^6 + 2x^5 + 4x^4 + x^3 + 2x^2 + 3x + 4 \). The code \( C \) is a \([24, 6, 8]-cyclic\) code over \( \mathbb{F}_5 \) with weight enumerator given by

\[
1 + 24Y^8 + 96Y^{10} + 312Y^{12} + 816Y^{14} + 1680Y^{16} + 3456Y^{18} + 5208z^{20} + 3168Y^{22} + 864Y^{24}.
\]

This also follows from Table IV. There are 9 distinct non-zero weights because some of the weights in Table IV turn out the same. More precisely, the equations (6) still hold true.

III. CYCLOTOMY, GAUSSIAN PERIODS AND JACobi SUMS

An additive character of \( \mathbb{F}_r \) is a nonzero function \( \phi \) from \( \mathbb{F}_r \) to the set of complex numbers such that \( \phi(x + y) = \phi(x)\phi(y) \) for any pair \( (x, y) \in \mathbb{F}_r^2 \). Let \( \text{Tr}_{r/p} \) denote the trace function from \( \mathbb{F}_r \) to \( \mathbb{F}_p \) and \( \zeta_p = e^{2\pi\sqrt{-1}/p} \) be the primitive \( p \)-th complex root of unit. The additive character \( \psi \) given by

\[
\psi(c) = e^{\text{Tr}_{r/p}(c)} \quad \text{for any } c \in \mathbb{F}_r
\]

is called the canonical additive character of \( \mathbb{F}_r \). For any \( x \in \mathbb{F}_r \), one can easily check the orthogonal property

\[
\frac{1}{r} \sum_{x \in \mathbb{F}_r} \psi(ax) = \begin{cases} 1, & \text{if } a = 0; \\
0, & \text{if } a \in \mathbb{F}_r^*. \end{cases}
\]

(8)

Let \( r - 1 = lL \) for two positive integers \( l, L \geq 1 \), and let \( \gamma \) be a fixed primitive element of \( \mathbb{F}_r \). Define \( C_i^{(L,r)} = \gamma^i(\gamma^L) \) for \( i = 0, 1, \ldots, L - 1 \), where \( (\gamma^L) \) denotes the subgroup of \( \mathbb{F}_r^* \) generated by \( \gamma^L \). The \( C_i^{(L,r)} \) are called the cyclotomic classes of order \( L \) in \( \mathbb{F}_r \). The Gaussian periods of order \( L \) are defined by

\[
\eta_i^{(L,r)} = \sum_{x \in C_i^{(L,r)}} \psi(x), \quad i = 0, 1, \ldots, L - 1.
\]

The values of Gaussian periods are difficult to compute in general. However, they are known in a few cases. We will need the following whose proofs can be found in [4] and [24].

**Lemma 5.** When \( L = 2 \), the Gaussian periods are given by

\[
\eta_0^{(2,r)} = \begin{cases} -1 + (-1)^{x+m-1}r^{1/2}, & \text{if } p \equiv 1 \pmod{4} \\
-1 + (-1)^{x+m-1}(\sqrt{r})^{x+m}r^{1/2}, & \text{if } p \equiv 3 \pmod{4} \end{cases}
\]

and \( \eta_1^{(2,r)} = -1 - \eta_0^{(2,r)} \).

A multiplicative character of \( \mathbb{F}_r^* \) is a nonzero function \( \chi \) from \( \mathbb{F}_r^* \) to the set of complex numbers such that \( \chi(xy) = \chi(x)\chi(y) \) for all the pairs \( (x, y) \in \mathbb{F}_r^* \times \mathbb{F}_r^* \). For \( j = 1, 2, \ldots, r - 1 \), one can easily check that the functions \( \chi^{(j)} \) with

\[
\chi^{(j)}(\gamma^k) = \zeta_{r-1}^{jk} \quad \text{for } k = 0, 1, \ldots, r - 2
\]
give all the multiplicative character of order dividing \( r - 1 \), here \( \zeta_{r-1} \) denotes the primitive complex \((r - 1)\)-th root of unit. When \( j = r - 1 \), \( \varepsilon(c) := \chi^{(r-1)}(c) = 1 \) for all \( c \in \mathbb{F}_r \), which is called the trivial multiplicative character of \( \mathbb{F}_r \). One can check the following orthogonal property of multiplicative characters

\[
\frac{1}{r-1} \sum_{x \in \mathbb{F}_r^*} \chi(x) = \begin{cases} 
1, & \text{if } \chi = \varepsilon; \\
0, & \text{otherwise}. 
\end{cases}
\]  

(9)

Furthermore, we may extend the definition of any multiplicative character \( \chi \) to \( \mathbb{F}_r \) as follows,

\[
\chi(0) = \begin{cases} 
0, & \text{if } \chi \neq \varepsilon; \\
1, & \text{if } \chi = \varepsilon.
\end{cases}
\]

Let \( k \geq 2 \) and \( \chi_1, \ldots, \chi_k \) be multiplicative characters of \( \mathbb{F}_r \). The Jacobi sum related with \( \chi_1, \ldots, \chi_k \) over \( \mathbb{F}_r \) is defined by

\[
J(\chi_1, \ldots, \chi_k) := \sum_{z_1, \ldots, z_k \in \mathbb{F}_r^*} \chi_1(z_1) \chi_2(z_2) \cdots \chi_k(z_k).
\]

The following (14) are elementary properties of Jacobi sums.

**Lemma 6.** (a) \( J(\varepsilon, \ldots, \varepsilon) = q^{k-1} \).

(b) \( J(\chi_1, \ldots, \chi_k) = 0 \) if some but not all of \( \chi_1, \ldots, \chi_k \) are trivial.

c. When \( r \) is odd, let \( \rho \) be the quadratic multiplicative character of \( \mathbb{F}_r \), then

\[
J(\rho, \ldots, \rho) = \begin{cases} 
-\rho(-1)^{\frac{k}{2} \frac{k-1}{2}}, & \text{if } k \text{ is even}; \\
\rho(-1)^{\frac{k-1}{2} \frac{k-3}{2}}, & \text{if } k \text{ is odd}.
\end{cases}
\]

We now define the reduced Jacobi sums below, which is needed in the next section.

\[
J^*(\chi_1, \ldots, \chi_k) := \sum_{z_1, \ldots, z_k \in \mathbb{F}_r^*} \chi_1(z_1) \chi_2(z_2) \cdots \chi_k(z_k). 
\]

(10)

Notice that \( J^*(\chi_1, \ldots, \chi_k) = J(\chi_1, \ldots, \chi_k) \) if all of \( \chi_1, \ldots, \chi_k \) are non-trivial. The following results give the evaluation of \( J^*(\chi_1, \ldots, \chi_k) \) if some of \( \chi_1, \ldots, \chi_k \) are trivial. The next result is not difficult but may be of independent interest. It is essential in Section [VII] to establish a complicated combinatorial identity, which is needed in the proofs of Theorems [1] and [2].

**Lemma 7.** (a) \( J^*(\varepsilon, \ldots, \varepsilon) = \{ (r - 1)^k - (-1)^k \} / r \).

(b) Define \( J(\chi) := 1 \) for any multiplicative character \( \chi \). Let \( u \) be an integer such that \( 0 \leq u \leq k - 1 \). If \( \chi_1, \ldots, \chi_{k-u} \) are all non-trivial multiplicative characters, then

\[
J^*(\chi_1, \ldots, \chi_{k-u}, \varepsilon, \ldots, \varepsilon) = (-1)^u J(\chi_1, \ldots, \chi_{k-u}).
\]

**Proof:** By definition, we have

\[
J^*(\varepsilon, \ldots, \varepsilon) = J(\varepsilon, \ldots, \varepsilon) - \sum_{\mathcal{I}} \sum_{i \in \mathcal{I}} \varepsilon(\prod_{i \in \mathcal{I}} z_i),
\]

where the subscript \( \mathcal{I} \) under the \( \sum \) symbol means to sum over all subsets \( \mathcal{I} \) such that \( \mathcal{I} \subseteq \{ 1, 2, \ldots, k \} \).

Using the Inclusion-exclusion principle, Part (a) of Lemma can be easily proved. Now for Part (b), we
have \( T' \subsetneq \{ k - u + 1, \ldots, k \} \), then

\[
J^*(\chi_1, \ldots, \chi_{k-u}, \varepsilon, \ldots, \varepsilon)
= J(\chi_1, \ldots, \chi_{k-u}, \varepsilon, \ldots, \varepsilon) - \sum_{i \in T'} \sum_{z_i=1}^{k-u} \chi_1(z_1) \chi_2(z_2) \cdots \chi_k(z_{k-u}) \varepsilon(\prod_{i \in T'} z_i)
= 0 - \binom{u}{1} J^*(\chi_1, \ldots, \chi_{k-u}, \varepsilon, \ldots, \varepsilon) - \binom{u}{2} J^*(\chi_1, \ldots, \chi_{k-u}, \varepsilon, \ldots, \varepsilon) - \cdots - \binom{u}{u} J^*(\chi_1, \ldots, \chi_{k-u}).
\]

By induction, Part (b) can be also verified.

\[\square\]

IV. Proof of Theorem 1

A. The weight distribution of \( C_{[a_1, \ldots, a_t]} \) and Summation of Gaussian periods

We now consider the weight distribution of the cyclic code \( C_{[a_1, \ldots, a_t]} \) given in (1). Using the orthogonal relation (8) and some computational techniques, in [37] we have expressed the Hamming weight of the codeword \( c(x_1, \ldots, x_t) \) by

\[
w_H(c(x_1, \ldots, x_t)) = \frac{(r-1)(q-1)}{q^\delta} - \frac{N(q-1)}{eq^\delta} \sum_{h=0}^{e-1} \bar{\eta}_h(N,r) \sum_{\gamma \in C_0^{(N,r)}} \beta^h, \sum_{\tau=1}^{t} x_\tau \beta^h,
\]

where \( g = \gamma^a, \beta_\tau = \gamma^{-1} e^{D_\tau} \) for \( 1 \leq \tau \leq t \) and \( \bar{\eta}_h(N,r) = \sum_{v \in C_0^{(N,r)}} \psi(v) \) for any \( v \in F_r \). These \( \bar{\eta}_h(N,r) \) are called the modified Gaussian periods, given by

\[
\begin{align*}
\bar{\eta}_h(N,r) &= \frac{r-1}{N^{(N,r)}} \\
\bar{\eta}_{\gamma^i}(N,r) &= \eta_i(N,r) \quad \text{for } 0 \leq i \leq N - 1,
\end{align*}
\]

where these \( \eta_i(N,r) \) are the ordinary Gaussian periods. Thus, to compute the weight distribution of cyclic code \( C_{[a_1, \ldots, a_t]} \), it suffices to compute the value distribution of the sum

\[
T(x_1, \ldots, x_t) := \sum_{h=0}^{e-1} \bar{\eta}_h(N,r) \sum_{\tau=1}^{t} x_\tau \beta^h, \quad (\forall x_1, \ldots, x_t \in F_r).
\]

Now we deal with it under the assumption of \( N = 2 \) and \( t = e - 1 \geq 2 \).

B. \( N = 2 \) and \( t = e - 1 \geq 2 \)

Since \( N = 2 \), it is easy to see that \( q \) is odd, \( m \) is even and \( -1 = \gamma^{2^m-1} \) is a square. For simplicity, let us write

\[
\bar{\eta}_x := \bar{\eta}_x^{(2,r)}, \quad \forall x \in F_r.
\]

Make a change of variables

\[
y_h = \sum_{\tau=1}^{t} x_\tau \beta^h, \quad 0 \leq h \leq t = e - 1,
\]

which can be written as

\[
(y_0, \ldots, y_t)^T = B(x_1, \ldots, x_t)^T
\]

for some \((t+1) \times t\) matrix \( B \). Recall that \( \beta = \gamma^{(r-1)/e} \) is an \( e \)-th root of unity in \( F_r \). Since \( \beta_\tau = \beta^{\Delta_\tau} \), the matrix \( B \) consists of \( t \) columns of the Vandermonde matrix \( A \), defined by (3). By [37] Lemma 18, any \( t \)
rows of $B$ are linearly independent over $\mathbb{F}_q$. This gives a one-to-one correspondence between $(y_1, \ldots, y_t)$ and $(x_1, \ldots, x_t)$ and a relation
\[
y_0 + \sum_{h=1}^t \lambda_h y_h = 0, \quad \text{for some } 0 \neq \lambda_h \in \mathbb{F}_q^m \forall h.
\]  
(14)

We define $\tilde{\lambda}_h$ ($1 \leq h \leq t$) as
\[
\tilde{\lambda}_h = \begin{cases} 1, & \text{if } \lambda_h g^h \text{ is a square in } \mathbb{F}_r; \\ \gamma, & \text{if } \lambda_h g^h \text{ is a nonsquare in } \mathbb{F}_r, \end{cases}
\]
and we change variables again $\lambda_h y_h \rightarrow y_h$, then we see that to compute the weight distribution of the cyclic code $C_{(a_1, \ldots, a_t)}$, it suffices to compute the value distribution of the sum
\[
\tilde{T}(y_0, \ldots, y_t) := \bar{\eta}_y = 1 \quad (\forall y),
\]
(16)

where $y_0 := y_0(y_1, \ldots, y_t)$ satisfies
\[
y_0 + \sum_{h=1}^t y_h = 0
\]
(17)

C. Proof of Theorem 1

When $2|a$, then $g = \gamma^a$ is a square. Moreover, $e|(q^{m/2} - 1)$ means that $\beta = \gamma(q^{m/2} + 1)(q^{m/2} - 1)/e \in \mathbb{F}_{q^{m/2}}$, hence the matrix $A$ is defined over $\mathbb{F}_{q^{m/2}}$, so are all the $\lambda_h$ in (14), thus $\lambda_h$ are all squares in $\mathbb{F}_{q^m}$, that is, $\tilde{\lambda}_h = 1$ ($\forall h$).

To study the value distribution of $\tilde{T} := \tilde{T}(y_0, \ldots, y_t)$, we will divide the space of $(y_1, \ldots, y_t) \in \mathbb{F}_r^t$ according to $s$, which counts the number of $i$'s ($0 \leq i \leq t$) such that $y_i = 0$. Obviously $0 \leq s \leq t + 1$.

If $s \geq t$, i.e., at least $t$ terms of $y_0, y_1, \ldots, y_t$ equal to 0, then all of them equal to 0, $\tilde{T} = (t + 1)\bar{\eta}_0$ and the frequency is 1.

If $s = t - 1$, i.e., exactly $(t - 1)$ terms of $y_0, y_1, \ldots, y_t$ equal to 0, say for example the two terms which are not 0 are $y_i, y_j$ for some $0 \leq i < j \leq t$, the number of choices of such $i, j$ is $\binom{t+1}{2}$, and the constraint (17) becomes $y_i + y_j = 0$, or $y_i = -y_j$. Hence for this $i, j$ we find that
\[
\tilde{T} = (t - 1)\bar{\eta}_0 + \bar{\eta}_y + \bar{\eta}_{-y} = (t - 1)\bar{\eta}_0 + 2\bar{\eta}_y.
\]

So the value distribution of $\tilde{T}$ for $s = t - 1$ is as follows:

| Value $\tilde{T}$ | Frequency |
|-------------------|-----------|
| $(t - 1)\bar{\eta}_0 + 2\bar{\eta}_y$ | $\frac{t - 1}{2} \cdot \binom{t+1}{2}$ |
| $(t - 1)\bar{\eta}_0 + 2\bar{\eta}_y$ | $\frac{t - 1}{2} \cdot \binom{t+1}{2}$ |

Now suppose in general $s = t - k$ for some $k$ with $1 \leq k \leq t$. Say the $(k + 1)$ terms which are not 0 are $y_{i_0}, y_{i_1}, \ldots, y_{i_k}$ for some $0 \leq i_0 < i_1 < \cdots < i_k \leq t$. The number of ways to choose such $i_j$'s is $\binom{t+1}{k+1}$, and for such $i_j$'s, the constraint (17) becomes
\[
y_{i_0} + y_{i_1} + \cdots + y_{i_k} = 0,
\]
and we find that
\[
\tilde{T} = (t - k)\bar{\eta}_0 + \bar{\eta}_{y_{i_0}} + \bar{\eta}_{y_{i_1}} + \cdots + \bar{\eta}_{y_{i_k}}.
\]
In order to compute the value distribution of $\tilde{T}$ for these cases, it suffices to compute for any positive integer $u$ and any sequence $i_1, \ldots, i_u, i_{u+1} \in \{0, 1\}$ the value $\Omega_{i_1 \cdots i_u i_{u+1}}$ given by

$$\Omega_{i_1 \cdots i_u i_{u+1}} := \# \left\{ (x_1, \ldots, x_u) \in (\mathbb{F}_r)^u \left| x_1 \in C_{i_1}(2,r), \ldots, x_u \in C_{i_u}(2,r), \sum_{j=1}^u x_j \in C_{i_{u+1}}(2,r) \right. \right\}. \quad (18)$$

We will prove in Section VI that the value $\Omega_{i_1 \cdots i_u i_{u+1}}$ depends only on the number of 0’s and 1’s in the sequence $i_1, \ldots, i_{u+1}$. More precisely for any $u + v \geq 1$ we have (see Lemma 10 in Section VI)

$$\Omega_{0 \cdots 0 \cdots 1 \cdots 1} = \frac{r - 1}{r^2} \left( 2(r-1)^{u+v-1} + (-1)^{u+v} \{ (1 + \sqrt{r})^u (1 - \sqrt{r})^v + (1 - \sqrt{r})^u (1 + \sqrt{r})^v \} \right).$$

Note that the number of ways to choose a fixed $u \geq 0$ is $\binom{k+1}{u}$. So, for the case that $s = t - k, 1 \leq k \leq t$, the value distribution of $\tilde{T}$ is given as follows

- **Value $\tilde{T}$**
  
  $$(t-k)\eta_0 + u\eta_0 + v\eta_1, \quad \binom{k+1}{u}\binom{t+1}{k+1}\Omega_{0 \cdots 0 \cdots 1 \cdots 1}$$

As for the values $\tilde{\eta}_0, \eta_0, \eta_1$, we have $\tilde{\eta}_0 = \frac{r-1}{r}$ and from Lemma 5

$$\eta_0 = \frac{-1 - \sqrt{r}}{2} \eta_1 = \frac{-1 + \sqrt{r}}{2}, \quad \text{if } q \equiv 1 \pmod{4},$$

$$\eta_0 = \frac{-1 - (-1)^{m/2} \sqrt{r}}{2} \eta_1 = \frac{-1 + (-1)^{m/2} \sqrt{r}}{2}, \quad \text{if } q \equiv 3 \pmod{4}.$$

Now we have obtained the value distribution of $\tilde{T}$. Returning to (12) and (11) gives us the weight distribution of the cyclic code $C_{(a_1, \ldots, a_t)}$, which is summarized in Tables I and III in Theorem 1. This completes the proof of Theorem 1.

V. PROOF OF THEOREM 2 AND THEOREM 3

A. Proof of Theorem 3

Recall from (16) and (17) that to compute the weight distribution of the cyclic code $C_{(a_1, \ldots, a_t)}$, it suffices to compute the value distribution of the sum

$$\tilde{T}(y_0, y_1, \ldots, y_0, \gamma z_1, \ldots, \gamma z_t) := \sum_{h=0}^{l_0} \tilde{\eta}_{y_h} + \sum_{h=1}^{l_1} \tilde{\eta}_{z_h}, \quad \forall (y_1, \ldots, y_0, z_1, \ldots, z_t) \in \mathbb{F}_r^{l_0+l_1}, \quad (19)$$

where $l_0, l_1$ are defined by (5) so that $l_0 + l_1 = t$ and $y_0 := y_0(y_1, \ldots, y_0, z_1, \ldots, z_t)$ satisfies

$$y_0 + y_1 + \cdots + y_0 + z_1 + \cdots + z_t = 0. \quad (20)$$

To study the value distribution of $\tilde{T}$ in (19), we consider the different subcases according to different $(k_0, k_1)$, where $k_0, k_1$ are defined by

$$k_0 := \# \{ i \mid 0 \leq i \leq l_0, y_i \neq 0 \};$$

$$k_1 := \# \{ i \mid 1 \leq i \leq l_1, z_i \neq 0 \}.$$

If $k_0 + k_1 \leq 1$, by (20), all of $y_0, y_1, \ldots, y_0, z_1, \ldots, z_t$ are 0, the frequency is 1 and $\tilde{T} = (t+1)\tilde{\eta}_0$.

If $k_0 + k_1 \geq 2$, the number of ways to choose exactly $k_0$ non-zero terms in $y_0, \ldots, y_0$ and exactly $k_1$ non-zero terms in $z_1, \ldots, z_t$ is $\binom{l_0+1}{k_0} \binom{l_1}{k_1}$. Once they are chosen, without loss of generality we may assume that they are $y_1, \ldots, y_{k_0}$ and $z_1, \ldots, z_{k_1}$. Then in this case we have

$$\tilde{T} = (t+1-k_0-k_1)\tilde{\eta}_0 + \sum_{i=1}^{k_0} \tilde{\eta}_{y_i} + \sum_{i=1}^{k_1} \tilde{\eta}_{z_i}.$$
and the constraint (20) becomes

\[ y_1 + \cdots + y_{k_0} + z_1 + \cdots + z_{k_1} = 0. \]

In order to compute the value distribution of \( \tilde{T} \) for these cases, let us consider for any \( i_1, \ldots, i_{k_0}, j_1, \ldots, j_{k_1} \in \{0, 1\} \) the value \( \Omega_{i_1 \cdots i_{k_0} j_1 \cdots j_{k_1}} \) given by

\[
\Omega_{i_1 \cdots i_{k_0} j_1 \cdots j_{k_1}} := \# \left\{ (y_1, \ldots, y_{k_0}, z_1, \ldots, z_{k_1}) \in (\mathbb{F}_r)^{k_0+k_1} \left| \begin{array}{c}
y_u \in C_{i_u}^{(2,r)}, \gamma z_v \in C_{j_v}^{(2,r)}, 1 \leq u \leq k_0, 1 \leq v \leq k_1 \\
y_1 + \cdots + y_{k_0} + z_1 + \cdots + z_{k_1} = 0
\end{array} \right. \right\}.
\]

For any \( i \in \{0, 1\} \), define \( \bar{i} \in \{0, 1\} \) by \( \bar{i} \equiv i + 1 \pmod{2} \). Clearly

\[
\Omega_{i_1 \cdots i_{k_0} j_1 \cdots j_{k_1}} = \Omega_{\bar{i}_1 \cdots \bar{i}_{k_0} \bar{j}_1 \cdots \bar{j}_{k_1}},
\]

which is defined in (18) and is evaluated in Section VII. In \( \{i_1, \ldots, i_{k_0}\} \), let \( u_0 \) be the number of 0’s and \( u_1 \) be the number of 1’s; similarly, in \( \{j_1, \ldots, j_{k_1}\} \), let \( v_0 \) be the number of 0’s and \( v_1 \) be the number of 1’s. Given such \( u_0, u_1, v_0, v_1 \), we have

\[
\tilde{T} = (t + 1 - k_0 - k_1)\bar{\eta}_0 + (u_0 + v_0)\eta_0 + (u_1 + v_1)\eta_1,
\]

and the frequency is

\[
\begin{pmatrix} l_0 + 1 \\ k_0 \end{pmatrix} \begin{pmatrix} l_1 \\ k_1 \end{pmatrix} \begin{pmatrix} k_0 \\ u_0 \end{pmatrix} \begin{pmatrix} k_1 \\ v_0 \end{pmatrix} \Omega_{0 \cdots 0 1 \cdots 1}.
\]

Now let \( k \) and \( u \) be fixed such that \( k_0 + k_1 = k \) and \( u_0 + v_0 = u \), where \( 0 \leq u \leq k_0 + k_1 = k \) and 
\( 2 \leq k \leq l_0 + l_1 + 1 = t + 1 \), we conclude that \( \tilde{T} \) takes the value

\[
\tilde{T} = (t + 1 - k)\bar{\eta}_0 + u\eta_0 + (k - u)\eta_1,
\]

and the frequency is

\[
\sum_{k_0=0}^{k} \sum_{u_0=0}^{u} \begin{pmatrix} l_0 + 1 \\ k_0 \end{pmatrix} \begin{pmatrix} l_1 \\ k - k_0 \end{pmatrix} \begin{pmatrix} k_0 \\ u_0 \end{pmatrix} \begin{pmatrix} k - k_0 \\ u - u_0 \end{pmatrix} \Omega_{0 \cdots 0 1 \cdots 1}.
\]

(21)

This, after returning to (11), provides the weight distribution of the cyclic code \( C_{(a_1, \ldots, a_t)} \) for the general case \( N = 2, t = e - 1 \geq 2 \).

\section{Proof of Theorem \ref{theorem:main}}

From \( N = 2 = \gcd((q^m - 1)/(q - 1), 4a) \) and \( t = e - 1 = 3 \), it is easy to see that \( q \equiv 1 \pmod{4}, \) \( m \equiv 2 \pmod{4} \) and \( e = 4 \mid (q^m/2 - 1) \). If \( 2 \nmid a \), the weight distribution has been obtained from (i) of Theorem \ref{theorem:main} with \( t = 3 \), this is Table \ref{table:weight-distribution} in Theorem \ref{theorem:main} II. If \( 2 \nmid a \), we use Theorem \ref{theorem:main} to calculate the weight distribution. In this case \( l_0 = 1, l_1 = 2 \), from (21) and (22), for any \( k, u \) with \( 2 \leq k \leq 4, 0 \leq u \leq k \), the sum \( \tilde{T} \) takes the value

\[
\tilde{T} = (4 - k)\bar{\eta}_0 + u\eta_0 + (k - u)\eta_1,
\]

with frequency

\[
\sum_{k_0=0}^{k} \sum_{u_0=0}^{u} \begin{pmatrix} 2 \\ k_0 \end{pmatrix} \begin{pmatrix} 2 \\ k - k_0 \end{pmatrix} \begin{pmatrix} k_0 \\ u_0 \end{pmatrix} \begin{pmatrix} k - k_0 \\ u - u_0 \end{pmatrix} \Omega_{0 \cdots 0 1 \cdots 1}.
\]
Using the values
\[
\begin{align*}
\Omega_{00} &= \Omega_{11} = \frac{r-1}{2}; & \Omega_{01} &= 0; \\
\Omega_{000} &= \Omega_{111} = \frac{r-1}{8}(r - 5); \\
\Omega_{001} &= \Omega_{011} = \frac{(r-1)^2}{16}; \\
\Omega_{0000} &= \Omega_{1111} = \frac{r-1}{16}(r^2 - 2r + 9); \\
\Omega_{0001} &= \Omega_{0111} = \frac{r-1}{16}(r^2 - 4r + 3); \\
\Omega_{0011} &= \frac{(r-1)^3}{16},
\end{align*}
\]
which we can obtain from Lemma [10] in Section [VI] we find that for \( k = 2 \),

| Value          | Frequency |
|---------------|-----------|
| \( 2\tilde{\eta}_0 + 2\eta_0, \) | \( \Omega_{00} + 4\Omega_{01} + \Omega_{11} = r - 1 \) |
| \( 2\tilde{\eta}_0 + 2\eta_1, \) | \( \Omega_{00} + 4\Omega_{01} + \Omega_{11} = r - 1 \) |
| \( 2\tilde{\eta}_0 + \eta_0 + \eta_1, \) | \( 4\Omega_{00} + 4\Omega_{01} + 4\Omega_{11} = 4(r - 1) \) |

and for \( k = 3 \),

| Value          | Frequency |
|---------------|-----------|
| \( \tilde{\eta}_0 + 3\eta_0, \) | \( 2\Omega_{00} + 2\Omega_{011} = \frac{(r-1)^2}{2} \) |
| \( \tilde{\eta}_0 + 3\eta_1, \) | \( 2\Omega_{00} + 2\Omega_{011} = \frac{(r-1)^2}{2} \) |
| \( \tilde{\eta}_0 + 2\eta_0 + \eta_1, \) | \( 4\Omega_{011} + 2\Omega_{000} + 2\Omega_{111} + 4\Omega_{001} = \frac{(r-1)}{2}(3r - 7) \) |
| \( \tilde{\eta}_0 + \eta_0 + 2\eta_1, \) | \( 4\Omega_{011} + 2\Omega_{000} + 2\Omega_{111} + 4\Omega_{001} = \frac{(r-1)}{2}(3r - 7) \) |

and for \( k = 4 \),

| Value          | Frequency |
|---------------|-----------|
| \( 4\eta_0, \) | \( \Omega_{0011} = \frac{(r-1)^3}{16} \) |
| \( 4\eta_1, \) | \( \Omega_{0011} = \frac{(r-1)^3}{16} \) |
| \( 3\eta_0 + \eta_1, \) | \( 2\Omega_{0111} + 2\Omega_{0001} = \frac{(r-1)}{4}(r^2 - 4r + 3) \) |
| \( \eta_0 + 3\eta_1, \) | \( 2\Omega_{0111} + 2\Omega_{0001} = \frac{(r-1)}{4}(r^2 - 4r + 3) \) |
| \( 2(\eta_0 + \eta_1), \) | \( \Omega_{1111} + 4\Omega_{0011} + \Omega_{0000} = \frac{(r-1)}{8}(3r^2 - 6r + 11) \) |

Now we have obtained the value distribution of \( \tilde{T} \). Returning to (12) and (11) gives us the weight distribution of the cyclic code \( C_{(a_1, a_2, a_3)} \) with \( 2 \nmid a \), which is summarized in Table [IV] in Theorem [2]. This completes the proof of Theorem [2].

VI. APPENDIX: CALCULATION OF \( \Omega_{i_1 \cdots i_u i_{u+1}} \)

Recall that for positive integer \( u \) and any sequence \( i_1, \cdots, i_u, i_{u+1} \in \{0, 1\} \), the value \( \Omega_{i_1 \cdots i_u i_{u+1}} \) is defined by

\[
\Omega_{i_1 \cdots i_u i_{u+1}} := \# \left\{ (x_1, \cdots, x_u) \in (\mathbb{F}_r)^u \mid x_1 \in C_{i_1}^{(2,r)}, \cdots, x_u \in C_{i_u}^{(2,r)}, \sum_{j=1}^u x_j \in C_{i_{u+1}}^{(2,r)} \right\} .
\]

We first prove that the value of \( \Omega_{i_1 \cdots i_u i_{u+1}} \) is related to reduced quadratic Jacobi sums which were introduced in Section [III] before.
Lemma 8. The number $\Omega_{i_1 \cdots i_u i_{u+1}}$ defined above equals to

$$\frac{r^2 - 1}{2u + 1} \sum_{0 \leq v_2, \ldots, v_{u+1} \leq 1} (-1)^{\sum_{j=2}^{u+1} (i_1 + i_j) v_j} \rho \left( \left( \prod_{j=2}^{u+1} \rho^{v_j} \right) J^* \left( \rho^{v_2}, \ldots, \rho^{v_{u+1}} \right) \right),$$

where $\rho$ is the quadratic multiplicative character of $\mathbb{F}_r$.

Proof: For $x \in \mathbb{F}_r^*$, let $\chi$ denote a multiplicative character of $\mathbb{F}_r$. It is easy to check that

$$\frac{1}{2} \sum_{\chi^2 = \varepsilon} \chi(x) = \begin{cases} 1, & \text{if } x \in \mathbb{C}_{\varepsilon}^{(L,r)}; \\ 0, & \text{otherwise}. \end{cases} \quad (23)$$

Suppose $\chi_1, \chi_2, \ldots, \chi_u$ denote multiplicative characters of $\mathbb{F}_r$. By the relation (23), we have

$$\Omega_{i_1 \cdots i_u i_{u+1}} = \sum_{x_1, \ldots, x_u \in \mathbb{F}_r^*} \left[ \sum_{i_1 = \varepsilon} \chi_1(x_1 x_{i_1}) \cdots \sum_{i_u = \varepsilon} \chi_u(x_u x_{i_u}) \chi_{u+1}(x_{i_{u+1}}) \right] .$$

Expanding the right hand side and changing the order of summation we obtain

$$\frac{1}{2u + 1} \sum_{j=1, \ldots, u+1} \chi_1(x_1) \cdots \chi_u(x_u) \chi_{u+1}(x_{i_{u+1}}) \sum_{x_1, \ldots, x_u \in \mathbb{F}_r^*} \chi_1(x_1) \cdots \chi_u(x_u) \chi_{u+1}(x_{i_{u+1}}(1 - x_2 - \cdots - x_u)).$$

This is

$$\frac{r-1}{2u+1} \sum_{j=1, \ldots, u+1} \chi_1(x_1) \cdots \chi_u(x_u) \chi_{u+1}(x_{i_{u+1}}(1 - x_1 - \cdots - x_u)).$$

So we obtain

$$\Omega_{i_1 \cdots i_u i_{u+1}} = \frac{r^2 - 1}{2u + 1} \sum_{0 \leq v_2, \ldots, v_{u+1} \leq 1} (-1)^{\sum_{j=2}^{u+1} (i_1 + i_j) v_j} \rho \left( \left( \prod_{j=2}^{u+1} \rho^{v_j} \right) J^* \left( \rho^{v_2}, \ldots, \rho^{v_{u+1}} \right) \right).$$

This completes the proof of Lemma 8.

Lemma 9. Suppose that $-1$ is a square in $\mathbb{F}_r$, then

$$\Omega_{i_1 \cdots i_u i_{u+1}} = \frac{r-1}{2u+1} \left\{ \frac{1}{r} \left( (r-1)^u - (-1)^u \right) - (-1)^u \sum_{1 \leq i_1, \ldots, i_u \leq u+1} \rho \left( \left( \prod_{i_1, \ldots, i_u} \rho^{i_{j_1}} \right) J^* \left( \rho^{i_{j_2}}, \ldots, \rho^{i_{j_{u+1}}} \right) \right) \right\}.$$  

Proof: Since $N = \gcd\left(\frac{q-1}{q-1}, \epsilon a\right) = 2$ implies $2|m$, then $-1 = \gamma^{m-1}$ is always a square in this paper, from Lemma 8 we have

$$\Omega_{i_1 \cdots i_u i_{u+1}} = \frac{r^2 - 1}{2u+1} \sum_{0 \leq v_2, \ldots, v_{u+1} \leq 1} (-1)^{\sum_{j=2}^{u+1} (i_1 + i_j) v_j} J^* \left( \rho^{v_2}, \ldots, \rho^{v_{u+1}} \right).$$
Note that $J^*(\rho_1, \cdots, \rho_u)$ does not depend on the order of the characters $\rho_1, \ldots, \rho_u$, so we have

$$\Omega_{i_1 \cdots i_u i_{u+1}} = \frac{r-1}{r^{u+2}} \sum_{I \subset \{2, \ldots, u+1\}} (-1)^{\mu(I)} J^*(\varepsilon, \ldots, \varepsilon, \rho, \ldots, \rho).$$

Separating the cases that $I = \emptyset$, $\# I > 0$ is even and $\# I$ is odd and applying Lemmas 6 and 11, we can obtain

$$\Omega_{i_1 \cdots i_u i_{u+1}} = \frac{r-1}{r^{u+2}} \{ A + B + C \},$$

where

$$A = J^*(\varepsilon, \cdots, \varepsilon) = \frac{1}{r} \left( (r-1)^u - (-1)^u \right),$$

$$B = (-1)^{u+1} \sum_{\emptyset \neq I \subset \{2, \ldots, u+1\}} (-1)^{\sum_{j \in I} i_j} r^{(\# I - 2)/2},$$

and

$$C = (-1)^{u+1} \sum_{I \subset \{2, \ldots, u+1\}} (-1)^{i_1 + \sum_{j \in I} i_j} r^{(\# I - 1)/2}.$$

Setting $\# I = 2l$ if $\#$ is even and $\# I = 2l - 1$ is $\# I$ is odd completes the proof of Lemma 9.

It is easy to see from Lemma 9 that the value $\Omega_{i_1 \cdots i_u i_{u+1}}$ does not depend on the order of the sequence $i_1, \ldots, i_u, i_{u+1}$. Now we can prove

**Lemma 10.** Suppose that $-1$ is a square in $\mathbb{F}_r$, then

$$\Omega_{0 \cdots 0 1 \cdots 1} = \frac{r-1}{r^{2u+v+1}} \left\{ 2(r-1)^{u+v-1} + (-1)^{u+v} \left\{ (1 + \sqrt{r})^u (1 - \sqrt{r})^v + (1 - \sqrt{r})^u (1 + \sqrt{r})^v \right\} \right\}.$$

**Proof:** From Lemma 9, it suffices to compute

$$P = \sum_{1 \leq l \leq \frac{u+v}{2}} r^{l-1} \sum_{1 \leq j_1 < j_2 < \cdots < j_{2l} \leq u+v} (-1)^{\sum_{k=1}^{2l} i_k}.$$

Since $i_j = 0$ for $1 \leq j \leq u$ and $i_k = 1$ for $u+1 \leq j \leq u+v$, we have

$$\sum_{1 \leq j_1 < j_2 < \cdots < j_{2l} \leq u+v} (-1)^{\sum_{k=1}^{2l} i_k} = \sum_{s=0}^{2l} \binom{u}{2l-s} \binom{v}{s} (-1)^s,$$

and the right hand side is the coefficient of $x^{2l}$ in the expansion of the polynomial $f(x) := (1+x)^u (1-x)^v$. Hence letting

$$f(x) = 1 + \sum_{n=1}^{u+v} a_n x^n, \quad a_n \in \mathbb{R},$$

then

$$P = \frac{1}{r} \sum_{1 \leq l \leq \frac{u+v}{2}} a_{2l} (\sqrt{r})^{2l}.$$

Clearly the right hand side is

$$\frac{1}{r} \left\{ \frac{f(\sqrt{r}) + f(-\sqrt{r})}{2} - 1 \right\}.$$

This completes the proof of Lemma 10.
VII. Conclusions

In this paper, we determine the weight distributions of a new family of cyclic codes with arbitrary number of zeros, more precisely the cyclic codes $C_{(a_1,\ldots,a_t)}$ given by (1) with any $t \geq 2$ zeros under the conditions that $t = e - 1$ and $N = 2$. Our main results are as follows:

- For $N = 2$, $t = e - 1 \geq 2$, $2|a$ and $e|(q^{m/2} - 1)$, we obtain the weight distribution of $C_{(a_1,\ldots,a_t)}$.
- For $N = 2$ and $t = e - 1 = 3$, we obtain the weight distribution of $C_{(a_1,\ldots,a_t)}$.
- For the general case of $N = 2$ and $t = e - 1 \geq 2$, we present a computational formula to determine the weight distribution of $C_{(a_1,\ldots,a_t)}$.

Except for these cases (in [37] and this paper), the weight distribution of the code $C_{(a_1,\ldots,a_t)}$ is open in most cases when $t < e$. It would be good if some of these open cases can be settled.
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