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Abstract

A new extended cubic B-spline approximation for the numerical solution of the time-fractional fisher equation is formed and examined. The given non-linear partial differential equation through substitution is converted into a linear partial differential equation through substitution, using Taylor’s series expansion. The time-fractional derivative is approximated in Caputo’s sense while the space dimension is calculated using a new extended cubic B-spline. The proposed numerical technique is shown to be unconditionally stable and convergent. The errors are used for measuring the accuracy of the proposed technique. The graphical and numerical results are presented to illustrate the performance of the technique.
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1. Introduction

In recent decades, fractional calculus has created its eminent attention in multiple fields of visco-elasticity [14], bioengineering [28], control theory, aerodynamics, thermodynamics, electro-magnetics, signal processing, chemistry, and finance [22, 23]. Different numerical methods have been implemented and observed for differential equations containing fractional order derivative in the form of the Riemann-Liouville, Caputo sense, Atangana-Baleanu [2, 6, 15, 26, 29]. Delay differential equations can be taken in account as the generalization of the common differential equations, that are being used for modelling the physical systems with memory. The delay is a vital element of the physical systems such as kinetics, controllers, signal processing, and damping conduct of viscoelastic materials. Time fractional Fishers equation (TFFE) also explains the space and time propagation of a virile gene in an infinite medium [18]. Consider a TFFE with small delay [18, 33]:

\[ C_0^\beta D_t^\beta v(u, t) = D_{uu}v(u, t) + 6v(u, t)(1 - v(u, t)), \quad u \in [a, b], \quad t \in [0, T], \quad 0 < \beta < 1 \]  (1.1)
subject to Initial and boundary conditions

\[
 v(u,0) = A_1(u), \quad v(a,t) = B_1(t), \quad v(b,t) = B_2(t).
\]  

(1.2)

The mathematical model of TFFE, used for multiple dimensions of physical peculiarities, is a partial differential equation developed by substituting the time derivative with a fractional derivative of order within the classical Fisher Equation (FE) [20]. Equation (1.1) with (1.2) is recognized as FE, explains the dissemination of a virile mutant in an enormously lengthy habitation. It also characterizes the model equation for the development of a neutron population within a nuclear reactor and serves as a prototype model for a proliferating flame. The non-linear model problem has attained much importance due to its usage in numerous biological and chemical processes.

Several researchers have considered FE. A pseudo-spectral method has been developed to solve FE numerically by Olmos and Shizgal [27]. Mickens [24] and Uddin [31] have proposed finite difference techniques to obtain the numerical solutions of FE. Many methods such as residual power series method [18], Laplace Adomian decomposition method [1], reduced differential transform method [33] have been employed to obtain the solutions for TFFE. A new iterative method based on residual power series for solving TFFE has been presented by Qurashi et al. [12]. Khader and Saad [21] proposed a numerical method to solve fractional FE by Chebyshev collocation method. Veeresha et al. [32] have obtained a numerical technique for solving TFFE via q-homotopy analysis transform method. Akgül et al. [5] derived solutions of fractional gas dynamics equation by a new technique using reproducing kernel method. Akgül [3] investigated boundary layer flow of a Powell-Eyring non-Newtonian fluid by reproducing kernel Hilbert space method. Akgül [4] proposed solutions of the linear and nonlinear differential equations within the generalized fractional derivatives.

Several researchers have used B-spline collocation method to solve linear and non-linear fractional partial differential equations (FPDEs). There are a large number of numerical techniques already established for solving FPDEs. However, as far as we are aware there is no such study on the use of B-splines for solving TFFE. The quadratic B-spline Galerkin method and cubic B-spline (CBS) finite element method have been utilized to solve FPDEs numerically by Esen and Tasbozan [19, 30]. Arshed [13] presented a numerical method based on quintic B-spline approach to solve hyperbolic FPDEs. Mohyud-din [25] obtained the solution of fractional advection diffusion equation by ECuBS approach. Akram et al. [8, 9] derived ECuBS method for the solution of time fractional Burgers and time fractional Klein-Gordon equations. In this research paper, we will identify numerical solution for the TFFE using new ECuBS approach in Caputo sense.

This research paper is divided and explained in various sections. The preliminaries containing the definition and basic function are presented in Section 2. Section 3 demonstrates the description of ECuBS method. Von Neumann stability analysis is comprised in Section 4 while the convergence is derived in Section 5. Numerical and graphical results are shown in Section 6. Lastly, concluding remarks are mentioned in Section 7.

2. Preliminaries

**Definition 2.1.** The CFD of order \(\beta\) of a \(g(t)\) is defined as [17]:

\[
\mathcal{D}^\beta g(t) = \begin{cases} 
\frac{1}{\Gamma(n-\beta+1)} \int_0^t \frac{d^n}{d\tau^n} g(\tau) \, d\tau, & n-1 < \beta \leq n, \quad n \in \mathbb{N}, \\
\frac{d^n}{d\tau^n} g(t), & \beta = n \in \mathbb{N},
\end{cases}
\]

where \(\mathcal{D}^\beta\) denotes the CFD.

2.1. **Basis function**

Let \(\{u_i\}\) be a uniform partitioning of a finite interval \([a, b]\) with \(i \in \mathbb{Z}\). Therefore, assumed interval is divided into \(N\) equal subintervals at the knots as \(u_i = u_0 + ih\), where \(h\) is a step size. The ECuBS
functions at the \( u_i \) over the assumed interval is described as follows;

\[
\begin{align*}
\text{EB}_1(u, \eta) &= \frac{1}{24h^4} \left\{ 4(h(1-\eta)(u-u_{i-2})^3 + 3\eta(u-u_{i-2})^4), \quad u \in [u_{i-2}, u_{i-1}], \\
&\quad (4-\eta)h^4 + 12h^3(u-u_{i-1}) + 6h^2(2+\eta)(u-u_{i-1})^2 \\
&\quad -12h(u-u_{i-1})^3 - 3\eta(u-u_{i-1})^4), \quad u \in [u_{i-1}, u_i], \\
&\quad (4-\eta)h^4 + 12h^3(u_{i+1} - u) + 6h^2(2+\eta)(u_{i+1} - u)^2 \\
&\quad -12h(u_{i+1} - u)^3 - 3\eta(u_{i+1} - u)^4), \quad u \in [u_i, u_{i+1}], \\
&\quad 0, \quad \text{otherwise,}
\end{align*}
\]

where \( i = -1(1)N + 1, \eta \in \mathbb{R} \) is a free parameter within the interval \([-8, 1]\) and \( u \in \mathbb{R} \) is a variable. For \( \eta \in [-8, 1] \), the ECuBS and CBS basis preserve the same properties. The ECuBS becomes CBS for \( \eta = 0 \). For a smooth function \( v(u, t) \) there is a unique ECuBS \( V(u, t) \), that fulfills the prescribed interpolating conditions, such that

\[
V(u, t) = \sum_{i=j-1}^{j+1} \delta_i(t) \text{EB}_1(u, \eta),
\]

where \( \delta_i(t) \)'s are time dependent unknown coefficients and are to be calculated by some particular restrictions. The ECuBS functions (2.1) and equation (2.2) produce the following relations

\[
\begin{align*}
V_j(u, t) &= \sum_{i=j-1}^{j+1} \delta_i(t) \text{EB}_1(u, \eta) = \left( \frac{4-\eta}{24} \right) \delta_{j-1} + \left( \frac{8+\eta}{12} \right) \delta_j + \left( \frac{4-\eta}{24} \right) \delta_{j+1}, \\
V_j'(u, t) &= \sum_{i=j-1}^{j+1} \delta_i(t) \text{EB}_1'(u, \eta) = \left( -\frac{1}{2h} \right) \delta_{j-1} + \left( \frac{1}{2h} \right) \delta_{j+1}.
\end{align*}
\]

The following new approximation has been formulated in [10]

\[
\begin{align*}
V_j''(u, t) &= \frac{1}{24h^2} \left\{ 2(14-\eta)\delta_{j-1} + 3(3\eta - 22)\delta_0 + 8(7 - 2\eta)\delta_1 \\
&\quad + 14(\eta - 2)\delta_2 + 6(2 - \eta)\delta_3 + (\eta - 2)\delta_4), \quad \text{for } i = 0, \\
&\quad (2-\eta)\delta_{j-2} + 4(4 + \eta)\delta_{j-1} - 6(6 + \eta)\delta_j \\
&\quad + 4(4 + \eta)\delta_{j+1} + (2 - \eta)\delta_{j+2}), \quad \text{for } i = 1(1)N - 1, \\
&\quad (\eta - 2)\delta_{N-4} + 6(2 - \eta)\delta_{N-3} + 14(\eta - 2)\delta_{N-2} \\
&\quad + 8(7 - 2\eta)\delta_{N-1} + (3\eta - 22)\delta_N + 2(14 - \eta)\delta_{N+1}), \quad \text{for } i = N.
\end{align*}
\]

3. Derivation of the method

In this segment, we propose the numerical technique to solve the TFFE in Caputo’s sense. For time discretization, take uniform partitioning of \([0, T]\) as \( t_k = t_0 + k\tau \) with \( \tau = t_{k+1} - t_k \) for \( k = 0, 1, \ldots, M - 1 \). The discretized form of CFD is described as follows

\[
\frac{\partial^n v(u, t_{k+1})}{\partial \tau^n} = \frac{1}{\Gamma(2-\eta)} \sum_{p=0}^{k} b_p \frac{v(u, t_{k+1-p}) - v(u, t_{k-p})}{\tau^n} + e_{k+1}^n,
\]

where \( b_p = (p + 1)^{1-\eta} - p^{1-\eta} \). The coefficients \( b_p \) satisfy the following conditions

\[
\begin{align*}
b_0 &= 1, \\
b_0 > b_1 > b_2 > \cdots > b_p, b_p \to 0 \quad &\text{as } p \to \infty, \\
b_p > 0 \quad &\text{for } p = 0, 1, \ldots, k, \\
\sum_{p=0}^{k} (b_p - b_{p+1}) + b_{k+1} = (1 - b_1) + \sum_{p=1}^{k-1} (b_p - b_{p+1}) + b_k = 1.
\end{align*}
\]
The truncation error $e_T^{k+1}$ is bounded, i.e.,

$$\|e_T^{k+1}\| \leq C\tau^{2-\beta},$$

where $C$ is a constant. Apply the weighted method and equation (3.1) in equation (1.1), we obtain

$$\frac{\tau^{-\beta}}{\Gamma(2 - \beta)} \sum_{p=0}^{k} b_p[v_j^{k+1-p} - v_j^{-p}] = \theta(v_{\text{uu}}^{k+1} + 6v^{k+1} - 6(v^2)^{k+1} + (1 - \theta)(v_{\text{uu}}^{k} + 6v^{k} - 6(v^2)^{k}). \tag{3.2}$$

Linearize the non-linear term as [10]

$$(\nu^2)^{k+1} = 2\nu v^{k+1} - \nu v^{k} + O(\tau)^2. \tag{3.3}$$

Substituting (3.3) in (3.2) and $\theta = 1$, we get

$$\frac{\tau^{-\beta}}{\Gamma(2 - \beta)} \sum_{p=0}^{k} b_p[v_j^{k+1-p} - v_j^{-p}] = v_{\text{uu}}^{k+1} + 6v^{k+1} - 12\nu v v^{k+1}. \tag{3.4}$$

After some simplifications and substituting the relations (2.3)-(2.5) in the above equation, we obtain

$$V_j^{k+1} - 6rV_j^{k+1} - r(V''_j)^{k+1} + 12rV_j^k V_j^{k+1} = V_j^{k} + 6r(V_j^k)^2 - \sum_{p=1}^{k} b_p[V_j^{k-p+1} - V_j^{-p}], \tag{3.4}$$

where $r = \tau^\beta\Gamma(2 - \beta)$. The above equation (3.4) can be written as

$$V_j^{k+1} - 6rV_j^{k+1} - r(V''_j)^{k+1} + 12rV_j^k V_j^{k+1} = b_k V_0^j + 6r(V_j^k)^2 + \sum_{p=0}^{k-1} (b_p - b_{p+1}) V_j^{k-p}. \tag{3.5}$$

By expanding the above relation for $j = 0, 1, \ldots, N$, we obtain the following linear equations having $N + 3$ unknowns.
The above equations can be written in matrix form as

\[
(1-6r) \left[ \begin{array}{c}
\frac{4-\eta}{24} \delta_{k+1} + \frac{8+\eta}{12} \delta_k + \frac{4-\eta}{24} \delta_{k+1} \\
\frac{4-\eta}{24} \delta_{k+1} + \frac{8+\eta}{24} \delta_{k+1} + \frac{4-\eta}{24} \delta_{k+1}
\end{array} \right] + 12r V_N \left[ \begin{array}{c}
\frac{4-\eta}{24} \delta_{k+1} + \frac{8+\eta}{12} \delta_k + \frac{4-\eta}{24} \delta_{k+1} \\
\frac{4-\eta}{24} \delta_{k+1} + \frac{8+\eta}{24} \delta_{k+1} + \frac{4-\eta}{24} \delta_{k+1}
\end{array} \right] + \frac{r}{24} \left[ 2(14-\eta) \delta_{k+1} + 3(3\eta - 22) \delta_{k+1} + 8(7-2\eta) \delta_{k+1} \right] + 14(\eta - 2) \delta_{k+1} + 6(2-\eta) \delta_{k+1} + (\eta - 2) \delta_{k+1}
\] 

\[
= b_k \left[ \begin{array}{c}
\frac{4-\eta}{24} \delta_{k+1} + \frac{8+\eta}{12} \delta_k + \frac{4-\eta}{24} \delta_{k+1} \\
\frac{4-\eta}{24} \delta_{k+1} + \frac{8+\eta}{24} \delta_{k+1} + \frac{4-\eta}{24} \delta_{k+1}
\end{array} \right] + \sum_{p=0}^{k-1} (b_p - b_{p+1}) \left[ \begin{array}{c}
\frac{4-\eta}{24} \delta_{k+1} + \frac{8+\eta}{12} \delta_{k+1} + \frac{4-\eta}{24} \delta_{k+1} \\
\frac{4-\eta}{24} \delta_{k+1} + \frac{8+\eta}{24} \delta_{k+1} + \frac{4-\eta}{24} \delta_{k+1}
\end{array} \right].
\] 

The two equations from the boundary conditions are obtained as follows

\[
\left( \begin{array}{c}
\frac{4-\eta}{24} \delta_{k+1} + \frac{8+\eta}{12} \delta_k + \frac{4-\eta}{24} \delta_{k+1} \\
\frac{4-\eta}{24} \delta_{k+1} + \frac{8+\eta}{24} \delta_{k+1} + \frac{4-\eta}{24} \delta_{k+1}
\end{array} \right) = B_1(t_{k+1}),
\] 

\[
\left( \begin{array}{c}
\frac{4-\eta}{24} \delta_{k+1} + \frac{8+\eta}{12} \delta_k + \frac{4-\eta}{24} \delta_{k+1} \\
\frac{4-\eta}{24} \delta_{k+1} + \frac{8+\eta}{24} \delta_{k+1} + \frac{4-\eta}{24} \delta_{k+1}
\end{array} \right) = B_2(t_{k+1}).
\] 

From the equations (3.5)-(3.9), we get the linear system of dimension \((N + 3) \times (N + 3)\) that can be determined by Mathematica or Matlab. The matrix form can be written as

\[
X \delta^{k+1} = Y \left( b_k \delta^0 + 6(\delta^k)^2 + \sum_{p=0}^{k-1} (b_p - b_{p+1}) \delta^{k-p} \right).
\] 

To start any computation on (3.10), we have the following three equations from the initial condition

\[
\begin{align*}
V_0' &= A_1(u_0), \\
V_j' &= A_1(u_j), & j &= 0, 1, 2, \ldots, N, \\
V_N' &= A_1(u_N).
\end{align*}
\] 

The above equations can be written in matrix form as

\[
X_1 \delta^0 = Y_1,
\]

where

\[
X_1 = \begin{bmatrix}
-\frac{1}{2\eta} & 0 & \frac{1}{2\eta} & 0 & \ldots & 0 \\
\frac{8+\eta}{24} & \frac{4-\eta}{12} & \frac{8+\eta}{24} & 0 & \ldots & 0 \\
0 & \frac{4-\eta}{24} & \frac{8+\eta}{12} & \frac{4-\eta}{24} & \ldots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
0 & \ldots & \ldots & \ldots & \frac{4-\eta}{24} & \frac{8+\eta}{12} & \frac{4-\eta}{24} \\
0 & \ldots & \ldots & \ldots & 0 & 0 & 0
\end{bmatrix}
\]

and \(Y_1 = [A_1'(u_0), A_1(u_0), \ldots, A_1(u_N), A_1'(u_N)]^T\). All computations are executed in Wolfram Mathematica 12.

4. Stability

The stability of suggested technique is carried out using Von Neumann stability analysis. First linearize the non-linear term in equation (3.2) by supposing \(v(v-1) = \mu v\), we obtain

\[
v^{k+1} - rv^{k+1} + 6\mu rv^{k+1} = b_k v^0 + \sum_{p=0}^{k-1} (b_p - b_{p+1}) v^{k-p}.
\] 

\[(4.1)\]
Consider the ECuBS difference equation in Fourier series as
\[ \Omega_j^k = \zeta^k e^{i\alpha hj}, \]
where \( i = \sqrt{-1}, \alpha, h, \zeta \) are the mode number, the element size and Fourier coefficient, respectively. The equation (4.1) reduces to
\[ \Omega_{k+1}^k - r\Omega_{u_k+1}^k + 6\mu r \Omega_{u_k+1}^k = b_k \Omega_0^k + \sum_{p=0}^{k-1} (b_p - b_{p+1}) \Omega_{k-p}^k. \]

By expanding the above equation, we get
\[
\begin{align*}
\left[ (1 + 6\mu r) \left( \frac{4 + \eta}{24} \right) e^{i\alpha(j-1)h} + \left( \frac{8 + \eta}{12} \right) e^{i\alpha hj} + \left( \frac{4 + \eta}{24} \right) e^{i\alpha(j+1)h} \right] - \frac{r}{24h^2} \left[ (2 - \eta) e^{i\alpha(j-2)h} + 4(4 + \eta) e^{i\alpha(j-1)h} - 6(6 + \eta) e^{i\alpha(j)h} + 4(4 + \eta) e^{i\alpha(j+1)h} + (2 - \eta) e^{i\alpha(j+2)h} \right] \\
\times b_k \left( \frac{4 - \eta}{24} e^{i\alpha(-1)h} + \left( \frac{8 + \eta}{12} \right) e^{i\alpha hj} + \left( \frac{4 - \eta}{24} \right) e^{i\alpha(j+1)h} \right) \zeta^0 \\
+ \sum_{p=0}^{k-1} (b_p - b_{p+1}) \left[ (4 - \eta) e^{i\alpha(-1)h} + \left( \frac{8 + \eta}{12} \right) e^{i\alpha hj} + \left( 4 - \eta \right) e^{i\alpha(j+1)h} \right] \zeta^{p-k}.
\end{align*}
\]
(4.2)

Dividing (4.2) by \( e^{i\alpha hj} \) and combining like terms, we achieve
\[
\begin{align*}
\left[ (1 + 6\mu r) \left( \frac{8 + \eta}{12} + \frac{4 - \eta}{12} \cos(\alpha h) \right) - \frac{r}{24h^2} \left(2(2 - \eta) \cos(2\alpha h) - 6(6 + \eta) + 8(4 + \eta) \cos(\alpha h) \right) \right] \zeta^{k+1} \\
\times b_k \left( \frac{8 + \eta}{12} + \frac{4 - \eta}{12} \cos(\alpha h) \right) \zeta^0 + \frac{8 + \eta}{12} + \frac{4 - \eta}{12} \cos(\alpha h) \right) \sum_{p=0}^{k-1} (b_p - b_{p+1}) \zeta^{k-p} \\
\Rightarrow \zeta^{k+1} = \frac{1}{w} \left[ b_k \zeta^0 + \sum_{p=0}^{k-1} (b_p - b_{p+1}) \zeta^{k-p} \right],
\end{align*}
\]
(4.3)

\[ w = 1 + r(2 - \eta) \sin^2(\alpha h) + 4(4 + \eta) \sin^2(\frac{\alpha h}{2}) \]. Here \( w \geq 1 \) for \( \eta > -2. \)

**Proposition 4.1.** If \( \zeta, k = 0, 1, \ldots, k \) be the solution of (4.3), then \( |\zeta^k| \leq |\zeta^0|. \)

**Proof.** Mathematical induction will be employed. Using \( k = 0 \) in (4.3), we have
\[ \zeta^1 = \frac{b_0}{w} \zeta^0 \leq \zeta^0, \quad w \geq 1, \quad |\zeta^1| \leq |\zeta^0|. \]

Suppose that for \( k = 0, 1, \ldots, M - 1, |\zeta^k| \leq |\zeta^0| \) is true, then we achieve
\[ \zeta^{k+1} = \frac{b_k}{w} \zeta^k + \frac{1}{w} \sum_{p=0}^{k-1} (b_p - b_{p+1}) \zeta^{k-p}, \]
\[ |\zeta^{k+1}| \leq \frac{b_k}{w} |\zeta^k| + \frac{1}{w} \sum_{p=0}^{k-1} (b_p - b_{p+1}) |\zeta^{k-p}| \leq \frac{1}{w} \left[ b_k + \sum_{p=0}^{k-1} (b_p - b_{p+1}) \right] |\zeta^0| = \frac{1}{w} |\zeta^0|, \]
\[ |\zeta^{k+1}| \leq |\zeta^0|. \]
Therefore \( |\zeta^{k+1}| = |\Omega_{k+1}^k| \leq |\zeta^0| = |\Omega_0^0| \), so that \( \|\Omega_{k+1}^k\|_2 \leq \|\zeta^0\|_2 \). Hence the proposed method is unconditionally stable. □
5. Convergence analysis

Theorem 5.1. Let \( v(u, t^k) \) be the exact solution of the given problem (1.1) with initial and boundary conditions (1.2) and let \( V^k \) be the time discrete solution of (4.1), then
\[
\| E^{k+1} \| \leq D + C \tau^{2-\beta},
\]
where \( D \) is a constant and \( E^{k+1} = v(u, t^{k+1}) - V^{k+1} \).

Proof. Note that the exact solution \( v(u, t^k) \) satisfy the equation (4.1), we obtain
\[
v(u, t^{k+1}) - rv((u, t^{k+1}))_{uu} + 6 \mu rv(u, t^{k+1}) = b_k v(u, t^0) + \sum_{p=0}^{k-1} (b_p - b_{p+1}) v(u, t^{k-p}) + e^{k+1}_\tau.
\]
(5.1)

Subtracting (4.1) from (5.1), we get
\[
E^{k+1} + 6 \mu r E^{k+1} - r(E^{k+1})_{uu} = b_k E^0 + \sum_{p=0}^{k-1} (b_p - b_{p+1}) E^{k-p} + e^{k+1}_\tau.
\]
Since \( E^0 = 0 \) and taking inner product with \( E^{k+1} \) on both sides of the above equation, we obtain
\[
< E^{k+1}, E^{k+1} > = r < E^{k+1}_{uu}, E^{k+1} > - 6 \mu r < E^{k+1}, E^{k+1} > + \sum_{p=0}^{k-1} (b_p - b_{p+1}) < E^{k-p}, E^{k+1} > + < e^{k+1}_\tau, E^{k+1} >.
\]
Using the relations \( < u_t, v > = - < v, u_t > \) and \( < v, v > = \| v \|^2 \), we obtain
\[
\| E^{n+1} \|^2 = - r \| E^{k+1}_{uu} \|^2 - 6 \mu r \| E^{n+1} \|^2 + \sum_{p=0}^{k-1} (b_p - b_{p+1}) < E^{k-p}, E^{k+1} > + < e^{k+1}_\tau, E^{k+1} >.
\]
Since \( r \| E^{k+1}_{uu} \|^2 \geq 0, 6 \mu r \| E^{n+1} \|^2 \geq 0 \) and apply Cauchy-Schwarz inequality, \( y, z \leq \| y \| \| z \| \), we obtain
\[
\| E^{n+1} \|^2 \leq \sum_{p=0}^{k-1} (b_p - b_{p+1}) \| E^{k-p} \| \| E^{k+1} \| + \| e^{k+1}_\tau \| \| E^{k+1} \|.
\]
Dividing throughout by \( \| E^{k+1} \| \), we achieve
\[
\| E^{n+1} \| \leq \sum_{p=0}^{k-1} (b_p - b_{p+1}) \| E^{k-p} \| + \| e^{k+1}_\tau \|
= D_1 \sum_{p=0}^{k-1} (b_p - b_{p+1}) + \| e^{k+1}_\tau \| = D_k (1 - b_k) + \| e^{k+1}_\tau \| < D + C \tau^{2-\beta}, \quad (1 - b_k) < 1,
\]
where \( D_k = \max_{0 \leq p \leq k-1} \| E^{k-p} \|, \quad D = \max_{0 \leq k \leq M} D_k. \)

6. Numerical and graphical results

Problem 6.1. Consider the following TFFE
\[
\frac{C}{\alpha} D^2_t v(u, t) = D_{uu} v(u, t) + 6v(u, t)(1 - v(u, t)),
\]
having initial condition
\[
v(u, 0) = \frac{1}{(1 + e^{mu})^2}.
\]
Then, the exact solution of $\beta = 1$ is given by

$$v(u, t) = \frac{1}{(1 + e^{-u t})^2}.$$  

The (2.2) can be defined as

$$V(u, t) = \delta_{j-1} tEB_{j-1}(u, \eta) + \delta_j tEB_j(u, \eta) + \delta_{j+1} tEB_{j+1}(u, \eta),$$



$$V(u, t) = \begin{cases} 
0.999999 - 0.0200429u + 0.0131301u^2
+ 0.002002u^3 - 20.5523u^4, & u \in [0.00, 0.025), \\
0.999968 - 0.0163251u - 0.134485u^2
+ 2.94441u^3 - 19.6761u^4, & u \in [0.025, 0.050), \\
0.999732 - 0.00227008u - 0.41155u^2
+ 4.7108u^3 - 18.869u^4, & u \in [0.050, 0.075), \\
0.505907 + 4.50112u - 15.4837u^2
+ 4.50112u^3 - 15.4837u^4, & u \in [0.425, 0.450), \\
0.381458 + 5.33356u - 17.3459u^2
+ 5.33356u^3 - 17.3459u^4, & u \in [0.450, 0.475), \\
0.232117 + 6.28493u - 19.3831u^2
+ 6.28493u^3 - 19.3831u^4, & u \in [0.475, 0.500), \\
-17.4917 + 78.8991u - 126.27u^2
+ 78.8991u^3 - 126.27u^4, & u \in [0.925, 0.950), \\
-20.5778 + 89.6769u - 139.789u^2
+ 89.6769u^3 - 139.789u^4, & u \in [0.950, 0.975), \\
-24.1376 + 101.828u - 154.709u^2
+ 101.828u^3 - 154.709u^4, & u \in [0.975, 1.00). 
\end{cases}$$

The above equation (6.1) shows the piecewise solution for $N = 40$, $\tau = 100$, $\beta = 0.85$ at $T = 3$. Table 1 shows the numerical values for $N = 10$, $\beta = 0.3$, $\beta = 0.5$, $\beta = 0.7$, $\beta = 0.9$ at $T = 1$. Table 2 displays the computed and exact values for $\tau = 200$, $\beta = 1$, at $T = 5$. Tables 3 and 4 show that the comparison between exact values and computed values for $\beta = 0.99$ at time levels $t = 0.4, 0.6, 0.8, 1$. Table 5 demonstrates the approximated solution for different values of $\beta$ and comparison of errors for $\beta = 1$ with the results given by Qurashi et al. [12]. Figure 1 depicts the comparison plot for $\beta = 1$, $\tau = 100$, $N = 25$ at $T = 0.4$. Figures 2 and 3 depict the error plot at different time levels and 3D graph of computed values at $T = 1$.
Table 2: Comparison of exact solution and computed values for $\beta = 1$ at $T = 5$.

| $u$ | Exact Sol. | Approximated Sol. | Absolute Error |
|-----|------------|-------------------|----------------|
| 0.1 | 0.99999999999302 | 0.999999994371 | 5.32105E$^{-10}$ |
| 0.2 | 0.99999999996074 | 0.999999993081 | 9.27931E$^{-10}$ |
| 0.3 | 0.99999999992506 | 0.999999987574 | 1.20507E$^{-09}$ |
| 0.4 | 0.99999999985853 | 0.999999985840 | 1.37449E$^{-09}$ |
| 0.5 | 0.99999999962506 | 0.999999985310 | 1.44118E$^{-09}$ |
| 0.6 | 0.99999999938918 | 0.999999978544 | 1.40447E$^{-09}$ |
| 0.7 | 0.99999999915218 | 0.999999985861 | 1.25798E$^{-09}$ |
| 0.8 | 0.99999999891218 | 0.999999989489 | 9.89242E$^{-10}$ |
| 0.9 | 0.99999999857218 | 0.999999989352 | 5.78989E$^{-10}$ |

Table 3: Comparison of exact solution and computed values for $\beta = 0.99$ at different time levels.

| $t$ | $u$ | Exact Sol. | Computed Sol. | Absolute Error |
|-----|-----|------------|---------------|----------------|
| 0.1 | 0.756711 | 0.756593 | 1.18501E$^{-04}$ |
| 0.3 | 0.714929 | 0.714702 | 2.26861E$^{-04}$ |
| 0.4 | 0.668428 | 0.668201 | 2.27157E$^{-04}$ |
| 0.7 | 0.617337 | 0.617366 | 1.37449E$^{-04}$ |
| 0.9 | 0.562890 | 0.562818 | 1.44118E$^{-04}$ |

Table 4: Comparison of exact solution and computed values for $\beta = 0.99$ at different time levels.

| $t$ | $u$ | Exact Sol. | Computed Sol. | Absolute Error |
|-----|-----|------------|---------------|----------------|
| 0.1 | 0.960713 | 0.960535 | 1.78000E$^{-04}$ |
| 0.3 | 0.952328 | 0.951894 | 4.33774E$^{-04}$ |
| 0.8 | 0.942235 | 0.941689 | 5.46185E$^{-04}$ |
| 0.7 | 0.930123 | 0.929632 | 4.90582E$^{-04}$ |
| 0.9 | 0.915644 | 0.915417 | 2.6741E$^{-04}$ |

Table 5: Comparison between exact solution and computed values for different values of $\beta$ at $(u = 0.5)$.

| $\tau$ | $\beta = 0.5$ | $\beta = 0.75$ | $\beta = 1$ | Error [12] | ECuBS |
|--------|---------------|---------------|-------------|-------------|-------|
| 0.01   | 0.98067674    | 0.99302195    | 0.99999999 | 3.46783E$^{-08}$ | 1.01028E$^{-10}$ |
| 0.05   | 0.97731227    | 0.99105501    | 0.99999895 | 2.34838E$^{-05}$ | 8.47740E$^{-08}$ |
| 0.1    | 0.97105617    | 0.98681190    | 0.99820585 | 4.82771E$^{-04}$ | 2.97365E$^{-05}$ |
| 0.15   | 0.96398140    | 0.98070403    | 0.99758795 | 2.63503E$^{-03}$ | 5.90773E$^{-04}$ |
| 0.2    | 0.93929810    | 0.95364389    | 0.97260427 | 8.51568E$^{-03}$ | 5.54255E$^{-03}$ |
7. Concluding remarks

The basic objective of this paper is to introduce a numerical algorithm derived from the new ECuBS to find the computational outcomes for non-linear TFFE. The CFD has been used to discretize the fractional derivative in time direction. New ECuBS is utilized in space dimension. The proposed numerical algorithm is convergent and unconditionally stable. From the computational outcomes using the suggested method, we can conclude that these outcomes are in excellent agreement with the exact values and show that this technique can solve the problem efficiently.
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