Eliminating Phase Drift for Distributed Optical Fiber Acoustic Sensing System with Empirical Mode Decomposition
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Abstract: Phase-drift elimination is crucial to vibration recovery in the coherent detection phase-sensitive optical time domain reflectometry system. The phase drift drives the whole phase signal fluctuation as a baseline, and its negative effect is obvious when the detection time is long. In this paper, empirical mode decomposition (EMD) is presented to extract and eliminate the phase drift adaptively. It decomposes the signal by utilizing the characteristic time scale of the data, and the baseline is eventually obtained. It is validated by theory and experiment that the phase drift deteriorates seriously when the length of the vibration region increases. In an experiment, the phase drift was eliminated under the conditions of different vibration frequencies of 1 Hz, 5 Hz, and 10 Hz. The phase drift was also eliminated with different vibration intensities. Furthermore, the linear relationship between phase and vibration intensity is demonstrated with a correlation coefficient of 99.99%. The vibrations at 0.5 Hz and 0.3 Hz were detected with signal-to-noise ratios (SNRs) of 55.58 dB and 64.44 dB. With this method, when the vibration frequency is at the level of Hz or sub-Hz, the phase drift can be eliminated. This contributes to the detection and recovery of low-frequency perturbation events in practical applications.
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1. Introduction

A distributed optical fiber sensor has the characteristics of a simple structure, anti-electromagnetic interference, and intrinsic safety. Thus, it has good application prospects in the fields of structure health monitoring, perimeter security and so on [1–3]. As a representative sensor type among many distributed optical fiber sensors, phase-sensitive optical time-domain reflectometry (Φ-OTDR) can simultaneously detect and locate multiple external disturbances by demodulating the intensity change of a Rayleigh backscattered (RBS) signal. The superior properties of the Φ-OTDR system include high sensitivity, high spatial resolution, and fast response speed [4–6]. The Φ-OTDR system has broad application fields in long-distance oil and gas pipelines, mining safety, and border security intrusion detection [7–9]. For the Φ-OTDR system, amplitude detection could only qualitatively reflect the
vibration signal, while phase demodulation could achieve the quantitative measurement and directly represent the vibration signal [10,11].

In order to recover the vibration phase, the coherent detection Φ-OTDR system is presented. The coherent detection Φ-OTDR system utilizes the quadrature demodulation and unwrapping algorithm to realize amplitude and phase demodulation at the same time, and then recovers the acoustic signal [12–14]. There are many serious problems in the demodulation process of an acoustic signal, such as the laser-frequency drift (LFD) and accumulative phase noise. Usually, the coherent detection Φ-OTDR system requires a stable, ultra-narrow linewidth light source. Nevertheless, most common commercial lasers do not have a stable frequency and have the problem of low LFD. Accumulative phase noise is produced during light propagation along the sensing fiber. It can be compensated by calculating the phase difference between two locations on the fiber, but some noise still exists [15]. Both LFD and accumulative phase noise drive the whole phase signal drift up and down and cause the signal to be asymmetrically distributed about the Y axis. Due to their same suppression effect on phase recovery, they are collectively called phase drift. In general, it is reported that the detectable frequency range of the Φ-OTDR is from Hz to MHz [16]. For certain application situations such as earthquake field monitoring and power cable galloping in the smart grid, the disturbance frequency is approximately at the level of Hz or sub-Hz [17]. When low-frequency vibration occurs, a long detection time is needed to restore the phase. Because the phase drift slowly varies with time and is seen as a baseline, the negative effect will be obvious under these conditions. In addition, when the frequency of external perturbation is at the level of sub-Hz, the phase drift will mix with vibration in the current acquisition system. For these two reasons, low-frequency vibration events could not be accurately restored using existing methods. Thus, many studies have been carried out in recent years to solve this noticeable problem. However, most research has been aimed at the LFD problem, and few studies have been carried out on the issue of accumulative phase noise [18,19].

The existence of frequency drift with a common commercial laser source was verified, and an active compensation method for the Φ-OTDR system was proposed [20]. This method replaced the anamorphic RBS trace by a new RBS trace which has the most similar frequency point in the closest sweep cycle, and then the negative effect produced by LFD on phase demodulation was offset. Besides this, the RBS traces were analyzed by cross-correlation technology, and then the amplitude and direction of the LFD were obtained in this way. The combination of frequency sweep and cross-correlation tracked and took out the LFD noise. It was validated that the phase difference in two undisturbed regions can be used for compensation of the frequency deviation in the RBS traces [21]. This method has resulted in an enhancement of the signal-to-noise ratio (SNR) up to 17 dB. The problems of time-skew and phase-mismatch were solved by utilizing a 90° optical hybrid during the process of phase demodulation [22]. The system structure was changed by combining a weak reflector array with the coherent detection Φ-OTDR system, and then the compensation of the phase noise was realized [23]. This method is only suitable for the quasi-distributed optical fiber-sensing system. The influence of LFD was compensated for using a twice differential method, and a 0.1 Hz vibration detection and restoration on a 6 km sensing fiber was finally reached [18]. In addition, the slow variation process of a stepper motor was successfully monitored and recovered.

The elimination of phase drift is an issue that must be solved urgently because it severely affects the recovery quality of acoustic signals and the monitoring of low-frequency disturbance events. The phase drift is usually regarded as a floor noise that can be extracted from the phase result after demodulation. The vibration signal has the characteristics of non-stationarity and rapid change. Due to the requirement of extracting and eliminating phase drift and the properties of the vibration signal, an innovative algorithm needs to be presented to eliminate the severely negative effect of phase drift on phase demodulation in the coherent detection Φ-OTDR system.

In this paper, in order to eliminate the negative influence of phase drift in the coherent detection Φ-OTDR system, an empirical mode decomposition (EMD) method is presented. This novel method can extract the phase-drift noise and real vibration phase from the phase signal after demodulation.
Furthermore, the relationship between phase drift and the length of the vibration region is also identified via theory and experiments. With the proposed method, the phase drift can be eliminated, even if the vibration is a low-frequency sinusoidal signal (sub-Hz frequency). In addition, the linear correlation between the phase and vibration sinusoidal intensity is also proved when the intensity of the vibration signal changes. In conclusion, the existence of phase drift and the feasibility and effectiveness of the EMD method are proved successfully from many aspects in the coherent detection Φ-OTDR system.

2. Principle and Methods

2.1. The Experimental Set-Up of the Phase-Sensitive Optical Time-Domain Reflectometry (Φ-OTDR) System

The experimental set-up of the Φ-OTDR system is shown in Figure 1. The benefit of the optical path structure is that it is simple and no additional devices are added. The ultra-narrow linewidth laser is divided into two paths with a 99:1 coupler. The 1% light is regarded as a local oscillator light, and the 99% light is modulated into pulsed light by an acousto-optic modulator (AOM). The pulsed light is injected into an erbium-doped fiber amplifier (EDFA) to amplify the light power. Then, the pulsed light goes through a dense wavelength division multiplexer (DWDM), which can filter out the light of other wavelengths except 1550 nm, and then is launched into the sensing fiber via an optical circulator (OC). A piezoelectric transducer (PZT) is used to simulate the regular vibration signal. Afterwards, the RBS light, which is the mutual interference result of numerous scatters within the pulse duration, is returned. The local oscillator light and RBS light are fully mixed by a 2 × 2 coupler. The beat signal is produced in the bandwidth-limited photodetector (PD). Then, the beat signal is transformed into the electric signal. Eventually, the signal is acquired by the data acquisition card (DAQ) and processed on the host computer. The modulation of the pulse light and the trigger of the DAQ are realized by an arbitrary waveform generator.

![Figure 1. The experimental set-up of the phase-sensitive optical time-domain reflectometry (Φ-OTDR) system.](image)

2.2. The Generation Mechanism of Phase Drift

The phase information directly represents the external disturbance, so the phase information can be demodulated to obtain the vibration signal. Phase information can be obtained by quadrature demodulation of the beat signal. However, the phase after demodulation is induced not only by external disturbance but also by the low-frequency phase drift. The phase drift will mix with the actual phase produced by external vibration and affect the demodulation result. So, in order to accurately achieve restoration of low-frequency vibration events, the problem of phase drift must be solved. The generation mechanism of phase drift is studied in this section.

Commonly, the RBS trace is generated within the injected pulse duration when the pulsed light propagates along the optical fiber. The generation mechanism model of the RBS trace is shown in
Figure 2 [24]. Within the duration of half the pulse width, the accumulative light field of the RBS is expressed as Equation (1) [25]:

\[ E = E_0 \sum_{i=p}^{P+Q} e_i \exp(-2as_i) \exp(j(\varphi_i - ks_i + 2\pi f(t)t)) \]  

(1)

where \( E_0 \) is the initial amplitude of the injected pulsed light; \( P \) denotes the first scattering center; \( Q \) is the number of the scattering centers within the half pulse width; \( i \) is the label of each scattering center; \( e_i \) and \( \varphi_i \) are the amplitude and phase of the \( i \)-th scattering center, and the value of \( \varphi_i \) varies with position; \( s_i \) is the position of the \( i \)-th scattering center within the half pulse width; \( k \) is the wavenumber of the pulsed light; \( f(t) \) is the frequency of the pulsed light, which is the sum of the laser frequency and the frequency shift of the AOM, denoted \( f_{L1}(t) \) and \( f_{AOM} \), respectively. Generally, the laser frequency is constant. However, the frequency value changes with a slow trend for commercial laser sources in practical applications.

![Figure 2. The generation mechanism model of Rayleigh backscattering trace.](image)

The area of half pulse width is divided into three sections—part I, the vibration region, and part III—according to the effect produced by the disturbance on the sensing fiber. Equation (1) can be decomposed into three parts and thus transformed into Equation (2):

\[ E = E_0 \sum_{i=p}^{P+Q_1} e_i \exp(-2as_i) \exp(j(\varphi_i - ks_i + 2\pi f(t)t)) \]

\[ + E_0 \sum_{i=P+Q_1+1}^{P+Q_1+Q_2} e_i \exp(-2as_i) \exp(j(\varphi_i - ks_i + 2\pi f(t)t)) \]

\[ + E_0 \sum_{i=P+Q_1+Q_2+1}^{P+Q_1+Q_2+Q_3} e_i \exp(-2as_i) \exp(j(\varphi_i - ks_i + 2\pi f(t)t)) \]  

(2)

where \( Q_1, Q_2, \) and \( Q_3 \) are the numbers of the scattering centers in part I, the vibration region and part III, respectively. Because the length of half pulse width is usually short, the effect induced by light attenuation is tiny and can be neglected. Thus, the attenuation coefficient (\( \alpha \)) can be ignored in Equation (2). In addition, compared with the size of half pulse width, the action range caused by vibration is assumed to be a point or small range. Thus, the value of \( Q_2 \) is far smaller than the value of \( Q_1 \) or \( Q_3 \). The contribution of the vibration region on the whole light field is so tiny that it can be neglected. Equation (3) is obtained by making these adjustments:

\[ E = E_0 \sum_{i=p}^{P+Q_1} e_i \exp(j(\varphi_i - ks_i + 2\pi f(t)t)) + E_0 \sum_{i=P+Q_1+Q_2+1}^{P+Q_1+Q_2+Q_3} e_i \exp(j(\varphi_i - ks_i + 2\pi f(t)t)) \]  

(3)

When the external perturbation is exerted on the sensing fiber, the refractive index of the fiber will change and the light phase will be modulated. Part I is, thereby, not affected, while part III experiences double phase modulation. The double phase modulation is the accumulation of the distributed phase
change in part III and is denoted $\Delta \phi$. Therefore, the light field is described by Equation (4) when the external disturbance occurs.

$$E = E_0 \sum_{i=p}^{p+Q_1} e_i \exp\left(j(q_i - ks_i + 2\pi f(t)t)\right) + E_0 \sum_{i=p+Q_1+Q_2+1}^{p+Q_1+Q_2+Q_3} e_i \exp\left(j(q_i - ks_i + 2\pi f(t)t + \Delta \phi)\right)$$ (4)

By simplification, Equation (4) can be further expressed as:

$$E = E_1(t) \exp(j(\theta_1(s,t) + 2\pi f(t)t)) + E_2(t) \exp(j(\theta_2(s,t) + 2\pi f(t)t + \Delta \phi))$$ (5)

where

$$E_1(t) = E_0 \left[ \sum_{i=p}^{p+Q_1} e_i \cos(q_i - ks_i) \right]^2 + \left[ \sum_{i=p}^{p+Q_1} e_i \sin(q_i - ks_i) \right]^2$$ (6)

$$E_2(t) = E_0 \left[ \sum_{i=p+Q_1+Q_2+1}^{p+Q_1+Q_2+Q_3} e_i \cos(q_i - ks_i) \right]^2 + \left[ \sum_{i=p+Q_1+Q_2+1}^{p+Q_1+Q_2+Q_3} e_i \sin(q_i - ks_i) \right]^2$$ (7)

Here, $E_1(t)$ and $E_2(t)$ are the light field intensity values of part I and part III, respectively, while $\theta_1(s,t)$ and $\theta_2(s,t)$ are the accumulative phase values of part I and part III, which are related to position $s$. From Equations (6) and (7), the values of $\phi_i$ and $k$ are stochastic constants in ideal conditions, but they vary with time due to the existence of inevitable frequency drift and the different scatter positions. For convenience of description and comprehension, the light field of the RBS signal is expressed as Equation (8):

$$E_{RBS} = A(t) \exp(j(2\pi f(t)t + \Delta \phi(t)))$$ (8)

where

$$A(t) = \left( E_1^2(t) + E_2^2(t) + 2E_1(t)E_2(t) \cos(\theta_2(s,t) - \theta_1(s,t) + \Delta \phi) \right)^{1/2}$$ (9)

$$\Delta \phi(t) = \frac{1}{2}(\theta_2(s,t) + \theta_1(s,t) + \Delta \phi)$$

Similarly, the light field of the local oscillator light is described using Equation (10):

$$E_{LO} = A_{LO}(t) \exp(j(2\pi f_{L2}(t)t + \phi_{LO}))$$ (10)

where $f_{L2}(t)$ and $\phi_{LO}$ express the frequency and initial phase of the local oscillator light, respectively.

The beat signal can be obtained by coherent detection, which is the mutual interference result between the local oscillator light and the RBS light in the $\Phi$-OTDR system. Then, the beat signal can be captured by the bandwidth-limited PD and transformed into an electric signal. The electric signal is filtered through the bandpass filter and is then described by Equation (11):

$$I(s,t) \propto A(t)A_{LO}(t) \cos[2\pi(f_{L3}(t) - f_{L2}(t))t + 2\pi f_{AOM}t + \Delta \phi(t) - \phi_{LO}]$$

$$= A(t)A_{LO}(t) \cos\left[\frac{4\pi n c}{\lambda} \Delta f(t) + 2\pi f_{AOM}t + \Delta \phi(t) - \phi_{LO}\right]$$ (11)

where $n$ is the refractive index, and $c$ is the velocity of light waves in a vacuum. In general, the laser frequency is seen as unchanged, while the LFD exists for many laser sources. That is to say that the LFD is not equal to zero and is denoted $\Delta f(t)$. In order to recover the external perturbation, the phase
induced by vibration must be obtained, which can be extracted by the quadrature demodulation and unwrapping algorithm. The phase variation after demodulation is shown in Equation (12):

\[
\Phi(s, t) = \frac{4\pi ns}{c} \Delta f(t) + \Delta \phi(t) - \phi_{LO} = \frac{4\pi ns}{c} \Delta f(t) + \frac{1}{2} \Delta \theta_2(s, t) + \frac{1}{2} \Delta \theta_1(s, t) + \frac{1}{2} \Delta \varphi - \phi_{LO}
\]

(12)

Suppose that \(a\) and \(b\) are two positions with an interval of \(\Delta s\), and then the \(\Phi(s_a, t)\) and \(\Phi(s_b, t)\) are obtained. By calculating the difference value between them, the common part is removed and the difference component is left, as shown in Equation (13):

\[
\Delta \Phi(\Delta s, t) = \frac{4\pi n \Delta s}{c} \Delta f(t) + \frac{1}{2} (\Delta \theta_2(s_a, t) - \Delta \theta_2(s_b, t)) + \frac{1}{2} (\Delta \theta_1(s_a, t) - \Delta \theta_1(s_b, t)) + \frac{1}{2} \Delta \varphi = \frac{4\pi n \Delta s}{c} \Delta f(t) + \Delta \theta(\Delta s, t) + \frac{1}{2} \Delta \varphi
\]

(13)

where \(\Delta \theta(\Delta s, t) = \frac{1}{2} (\Delta \theta_2(s_a, t) - \Delta \theta_2(s_b, t)) + \frac{1}{2} (\Delta \theta_1(s_a, t) - \Delta \theta_1(s_b, t))\). This represents the phase difference between two positions in the \(\Phi\)-OTDR system, and it will deteriorate when the \(\Delta s\) increases. From Equation (13), we can see that \(\Delta \Phi(\Delta s, t)\) is related not only to external vibration but also to the LFD and phase accumulation at different positions. The value of \(\Delta s\) is usually not equal to zero and expresses the length of the vibration region. Therefore, \(\Delta \theta(\Delta s, t)\) will always exist and is correlated with the value of \(\Delta s\). So, it will have an obvious negative influence on phase demodulation. In addition, the LFD also always exists and is a low-frequency change. The phase variation which is caused by LFD is great and varies with \(\Delta s\). The combination of phase change produced by the LFD and accumulation phase is called phase drift, which is denoted \(\phi_{\text{drift}}(\Delta s, t)\), and the value of \(\phi_{\text{drift}}(\Delta s, t)\) is related to \(\Delta s\). It is worth noting that \(\Delta s\) is correlated with the spatial resolution and the length of the vibration region in the \(\Phi\)-OTDR system. Therefore, in order to obtain the actual phase variation which is produced by external disturbance, the elimination of phase drift is essential and extremely significant.

If the optical fiber is placed in a changing temperature field, the change in temperature will introduce phase \((\Delta \varphi_T)\) to the fiber. Alternatively, when the fiber is subjected to external strain, the phase \((\Delta \varphi_{\text{strain}})\) of the optical fiber also changes. These changes can be described as follows:

\[
\frac{\Delta \varphi_T}{\Delta T} = k_0 \left( L \frac{dn}{dT} + n \frac{dL}{dT} \right)
\]

\[
\Delta \varphi_{\text{strain}} = \beta \Delta L + L \Delta \beta = \beta L \left( \frac{dn}{dL} \right) + L \left( \frac{dn}{dL} \right) \Delta n
\]

(14)

where \(k_0\) is the wavenumber of light in a vacuum; \(L\) is the fiber length; \(n\) expresses the refractive index; \(T\) is the temperature; \(\beta\) is the propagation coefficient in the fiber; \(\Delta L\) represents the length change of the fiber, and \(\Delta n\) denotes the refractive index change. The temperature variation causes changes in the refractive index and fiber length. From Equation (14), the phase \((\Delta \varphi_T)\) produced by temperature change varies with \(L\). The temperature as an ambient factor has a certain effect on the phase. Similarly, the strain also leads to phase change which is related to \(L\) and \(n\).

The variation of the ambient temperature and strain actually changes the phase of the fiber. Both of them change the phase of the scattering center by affecting the refractive index \((n)\) and the length of the fiber \((L)\). Correspondingly, the cumulative phase term \((\Delta \theta(\Delta s, t))\) is also changed. However, the influence of temperature and strain on the fiber is generally very slight or even absent. It may be more significant when the optical fiber is in a hostile environment.

2.3. The Principle of Empirical Mode Decomposition (EMD)

The phase drift \(\phi_{\text{drift}}(\Delta s, t)\) has the feature of low-frequency and varies with \(\Delta s\). When the low-frequency external disturbance at the Hz or sub-Hz level occurs, a long detection time is needed to accurately restore the vibration. Thus, the inhibitory effect produced by phase drift will be evident in this case. Furthermore, the phase drift will mix with low-frequency disturbance when their frequency components are very close. In this case, traditional digital filters do not have the ability to separate the phase drift and actual phase from the phase signal after demodulation, even if the order of the
filter is very high. Owing to the similar frequency components, wavelet analysis has the problems of a high decomposition layer and difficult wavelet basis selection. So, an algorithm is needed that can be applied for time domain analysis of the signal and is adaptive for different signals. In general, vibration signals have the characteristics of non-linearity, non-stationarity, and rapid change. On account of the above factors, EMD is proposed to eliminate the significant negative effect of phase drift on phase demodulation in the Φ-OTDR system.

EMD is a novel data analysis method and was firstly presented by Huang et al. in 1998 [26]. It is an adaptive data processing algorithm and can realize the decomposition of any type of signal. It decomposes the signal by utilizing the characteristic time scale of the data, and then the baseline is obtained eventually. It is very suitable for analyzing non-linear and non-stationary signals. The decomposition principle of EMD is to decompose a wave with complex frequency components into multiple intrinsic mode functions (IMFs) and one residual wave [27-29]. An IMF is a local characteristic signal of the original signal at different time scales and needs to satisfy the following two conditions: (1) The numbers of extrema and zero points are the same. (2) The mean of the upper and lower envelopes is zero. The signal decomposition process using the EMD method is shown in Figure 3 and described as follows.

![Diagram](https://example.com/diagram.png)

**Figure 3.** The phase signal $\Delta \Phi(\Delta s,t)$ decomposition process with the empirical mode decomposition (EMD) algorithm.
Firstly, the input signal ($I(t)$) is the phase signal $\Delta \Phi(\Delta s, t)$. All extrema of the $I(t)$ are calculated, and the values and number of extrema are obtained. Then, the upper and lower envelopes of $I(t)$ are fitted by a cubic spline interpolation algorithm and are used to calculate their mean, which is denoted $Z(t)$. A new signal which is denoted $Y(t)$ is obtained by subtracting $Z(t)$ from the original signal $I(t)$. Afterward, we judge whether $Y(t)$ is an IMF. If $Y(t)$ is not an IMF, it will be assigned to the irregular signal $I(t)$ and signal decomposition is executed again until the IMF appears and is output. Otherwise, the difference between $Y(t)$ and $Z(t)$ is obtained and called the residual component $R(t)$. Finally, we judge whether $R(t)$ can be decomposed. If it can be decomposed, $R(t)$ is also assigned to the irregular signal $I(t)$ and signal decomposition is executed again. When the number of either maximum points or minimum points is zero or $R(t)$ is a monotone function, the data decomposition process is finished. Each IMF and the residual wave are obtained and output. The residual wave is the phase drift and the accumulative value of each IMF is the actual phase in the \( \Phi \)-OTDR system. Consequently, the EMD method can be used to extract the phase drift and actual vibration phase from the phase after demodulation. Perturbation events at the Hz or sub-Hz level can be detected and restored accurately by using this method.

3. Experiment Results and Discussions

3.1. Validation Experiments of Phase Drift and EMD Method

In our experiments, the repetition frequency and pulse width of the pulsed light were 500 Hz and 150 ns, respectively. The PZT acted at the position of 524 m as the vibration source in a sinusoidal waveform with a frequency of 5 Hz, while the total length of optical fiber was 1038 m. The acquisition rate of the system was 1000 MSa/s, and the detection time was set to 10 s in order to acquire the vibration signal and phase drift.

In order to demonstrate that the phase drift is related to system factors in the condition of isolating ambient temperature and strain, the experiments were carried out and some measures were taken. Better soundproof protection for optical fiber was implemented and the experiments were completed in a room with constant temperature of 25 \(^\circ\)C. The experimental justification results are shown in Figure 4 when the selected positions are 300 m and 800 m. Both of them were in a vibration-free environment. The phase traces are displayed when $\Delta s$ was 20 m, 50 m, 100 m, and 200 m. Figure 4a,b are from the first record. It can be seen that the phase drift still exists when the influences of the ambient temperature and strain have been avoided. Figure 4c,d are from the second record. These two figures also reflect the same rule. From Figure 4, it can be illustrated that the phase drift is related to system factors. When the $\Delta s$ increases from 20 m to 200 m, the curve fluctuates and the phase drift becomes more deteriorating. This proves that the phase drift increases with $\Delta s$, which corresponds to Equation (13).

Figure 5a,b expresses the phase change when the vibration is a sinusoidal signal of 5 Hz and 10 V$_{pp}$. By fast Fourier transform (FFT) of the phase curve, it can be seen that there is not only a 5 Hz vibration signal but also a 0.06 Hz low-frequency component. This low-frequency component is known as the baseline. It has the feature of slow variation and drives the real phase curve to float up and down as a whole. This further proves the existence of low-frequency phase drift. In Figure 5a, the amplitudes of the actual phase and phase drift are about 18.34 dB and 10.91 dB. In Figure 5b, the amplitudes of the actual phase and phase drift are approximately 46.38 dB and 10.69 dB. By comparing Figure 5a with Figure 5b, it can be concluded that the phase drift increases with $\Delta s$, but the amplitude of phase induced by external disturbance is roughly the same.
was not only a frequency component of 5 Hz caused by external perturbation but also a low-frequency component of 0.06 Hz. By fast Fourier transform (FFT) of the phase curve, it can be seen that there is not only a 5 Hz component but also a 0.06 Hz low-frequency component. This low-frequency component is known as the baseline. It has the feature of slow variation and drives the real phase curve to float up and down as a whole. This further proves the existence of low-frequency phase drift. In Figure 5a, the amplitudes of the actual phase and phase drift are about 18.34 dB and 10.91 dB. In Figure 5b, the phase drift is related to system factors. When the Δs increases from 20 m to 200 m, the curve fluctuates and the phase drift becomes more deteriorating. This proves that the phase drift increases with Δs.

Figure 4. The relationship between phase curves and Δs in the cases of different positions and vibration-free; (a) the phase curve when the location is 300 m in the first record; (b) the phase curve when the location is 800 m in the first record; (c) the phase curve when the location is 300 m in the second record; (d) the phase curve when the location is 800 m in the second record.

Figure 5. The phase curves in the condition of 5 Hz vibration for different Δs; (a) the phase curve and frequency spectrum when Δs is 20 m; (b) the phase curve and frequency spectrum when Δs is 100 m.

Figure 6a indicates the phase change after demodulation when the vibration is a sinusoidal signal with frequency of 5 Hz and intensity of 10 Vpp, and the Δs is 20 m. It can be seen that the whole fluctuation of the curve is large and reaches about 38.04 rad. By FFT analysis of the phase signal, there was not only a frequency component of 5 Hz caused by external perturbation but also a low-frequency residual wave of 0.06 Hz. Figure 6b,c were obtained when the original phase after demodulation was decomposed and processed by the EMD method.
Figure 6. Phase variation curves; (a) phase variation after demodulation and its frequency spectrum; (b) the phase drift $\phi_{\text{drift}}(\Delta s, t)$ obtained by the EMD method; (c) the phase signal after phase drift elimination by the EMD method.

Figure 6b expresses the residual wave after using EMD decomposition and is a change curve produced by phase drift. Figure 6c represents the actual phase variation under the condition of phase drift elimination. The feasibility and effectiveness of the EMD algorithm for the extraction and elimination of low-frequency phase drift were, thus, verified. Therefore, the EMD method can contribute to the recovery of perturbation events of Hz or sub-Hz level in practice.

3.2. Phase Drift Elimination under Different Experiment Conditions

3.2.1. Phase Variation in Different Vibration Frequencies

The phase demodulation results when the frequency of perturbation changes and the $\Delta s$ is 20 m are shown in Figure 7. Figure 7a–c indicate the phase signal after demodulation when the external vibrations are sinusoidal waves with frequency values of 10 Hz, 5 Hz, and 1 Hz, respectively. It can be concluded that the phase drift always exists and is a low-frequency signal. The phase drift causes the whole undulation of the actual phase curve in Figure 7a–c. The FFT results for the three different frequencies are displayed in Figure 7d. All the amplitudes of the actual phases produced by sinusoidal signals at the frequencies of 10 Hz, 5 Hz, and 1 Hz are approximately $10 \text{rad (} 20 \text{ dB)}$. However, the amplitude of the phase drift is far greater than that of the vibration; this will significantly affect the recovery of the signal.

The phase change results after using the EMD algorithm are shown in Figure 8a–c. Figure 8a–c indicate the phase signals without phase drift when the external vibrations are sinusoidal waves with frequencies of 10 Hz, 5 Hz, and 1 Hz, respectively. By comparing Figures 7a and 8a, it can be seen that the 10 Hz sinusoidal wave was well restored and the phase drift was successfully eliminated. These comparison results were also seen for the other frequency components of 5 Hz and 1 Hz. From Figure 8d, the amplitude of the actual phase signal was not affected after the low-frequency component was removed. The feasibility and validity of phase drift elimination using the EMD algorithm is, thus, verified when the external disturbance is a sinusoidal signal with different frequencies.
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Figure 7. The phase variation with different frequencies and frequency spectrum; (a) when the vibration
is a sinusoidal signal with frequency of 10 Hz; (b) when the vibration is a sinusoidal signal with
frequency of 5 Hz; (c) when the vibration is a sinusoidal signal with frequency of 1 Hz; (d) the fast
Fourier transform (FFT) analysis results of phase signals when the vibration frequencies are 10 Hz,
5 Hz, and 1 Hz.

Figure 8. The actual phase variation after phase drift elimination and frequency spectrum (a) when the vibration
is a sinusoidal signal with frequency of 10 Hz; (b) when the vibration is a sinusoidal signal with
frequency of 5 Hz; (c) when the vibration is a sinusoidal signal with frequency of 1 Hz; (d) the FFT
analysis results of the actual phase signals when the vibration frequencies are 10 Hz, 5 Hz, and 1 Hz.

3.2.2. Phase Variation in Different Vibration Intensities

The PZT phase modulator acted as the vibration source of sinusoidal form with frequency of
5 Hz, and the \( \Delta s \) value is 20 m. For vibration intensities of 9 \( V_{pp} \), 6 \( V_{pp} \), 3 \( V_{pp} \), the phase curves after
demodulation are displayed in Figure 9a–c. The phase drift was always present and badly affected the
recovery quality of the vibration signal. Similarly, for vibration intensities of 9 \( V_{pp} \), 6 \( V_{pp} \), and 3 \( V_{pp} \),
the actual phase signals after phase drift elimination are displayed in Figure 10a–c. By comparing
Figures 9a–c and 10a–c, it is illustrated that the phase drift was extracted and eliminated successfully
by using the EMD method, and the amplitude of the phase curves varied with the intensity of the
external vibration. In order to represent the correlation between the amplitude of the phase signal and
the intensity of vibration, the FFT results of the phase signals are shown in Figure 10d. The amplitudes
of the phase signals after FFT analysis were 19.63 dB (9.58 rad), 16.14 dB (6.41 rad), and 10.05 dB
(3.18 rad) when the vibration intensities are 9 V<sub>pp</sub>, 6 V<sub>pp</sub>, 3 V<sub>pp</sub>, respectively. This shows that the phase amplitude increases with the vibration intensity when the vibration frequency is the same.

In order to further verify the relationship between the amplitude of the actual phase signal and the intensity of the external vibration, some experiments were conducted with the intensity of vibration gradually increasing and a Δs value of 20 m. Figure 11a shows the phase recovery results when the vibration was a sinusoidal wave with the frequency of 10 Hz and intensities of 10 V<sub>pp</sub>, 8 V<sub>pp</sub>, 6 V<sub>pp</sub>, 4 V<sub>pp</sub>, and 2 V<sub>pp</sub>. It can be seen clearly that the phase amplitude increased accordingly when the vibration intensity rose. For the sake of better expression of the relationship between the phase amplitude and the vibration intensity, a fit curve was obtained, shown in Figure 11b. The phase amplitude is roughly linearly related to the vibration intensity, and the correlation coefficient is 99.99%.
3.2.3. Phase Variation in Low-Frequency Vibration at the Sub-Hz level

To test the feasibility and effectiveness of the EMD method in the case of low-frequency external perturbation at the sub-Hz level, sinusoidal signals with different low frequencies were imposed on the PZT. Figure 12 expresses the phase change curves before and after phase drift was eliminated when the exerted vibration was a sinusoidal signal with frequency of 0.5 Hz, intensity of 10 V<sub>pp</sub> and the Δs value was equal to 20 m. In Figure 12a,b, the phase signal after demodulation includes a sinusoidal signal of 0.5 Hz and a low-frequency component of 0.06 Hz. By executing the EMD algorithm, the phase drift was extracted and eliminated, as shown in Figure 12c,d. From the result after FFT analysis, the amplitude of the sinusoidal signal with frequency 0.5 Hz was approximately 20.85 dB, and the ambient noise level was about −34.73 dB (0.0183 rad/√0.5 Hz = 0.026 rad/√Hz), so the SNR of the phase signal was 55.58 dB.

![Figure 12](image_url)

Figure 12. The phase change and frequency spectrum when the vibration frequency is 0.5 Hz; (a) the original phase after demodulation; (b) the FFT result of the original phase signal; (c) the actual phase after phase drift elimination; (d) the FFT result and signal-to-noise ratio (SNR) of the actual phase signal.

Similarly, Figure 13 shows the demodulation results and FFT analysis results of the phase signal when a sinusoidal signal occurred with frequency 0.3 Hz, intensity 10 V<sub>pp</sub> and the Δs was equal to 20 m. From Figure 13a,b, the phase signal was decomposed into a sinusoidal signal of 0.3 Hz and a low-frequency component of 0.06 Hz. The actual phase variation induced by external vibration is illustrated in Figure 13c,d where the phase drift was extracted and eliminated. From Figure 13d, the amplitude of the demodulated 0.3 Hz sinusoidal signal was 20.35 dB, and the background noise was approximately −44.09 dB (0.0062 rad/√0.3 Hz = 0.011 rad/√Hz), so the SNR of the phase signal...
was 64.44 dB. From Figures 12 and 13, it can be concluded that low-frequency phase drift can be extracted and eliminated by the EMD method, and sub-Hz level sinusoidal signals can be restored. This is beneficial for the restoration of low-frequency disturbance events with sub-Hz level.

**Figure 13.** The phase change and frequency spectrum when the vibration frequency is 0.3 Hz; (a) the original phase after demodulation; (b) the FFT result of the original phase signal; (c) the actual phase after phase drift elimination; (d) the FFT result and SNR of the actual phase signal.

### 4. Conclusions

In this paper, we studied phase drift and its elimination in the coherent detection Φ-OTDR system. The correlation between the phase drift and the length of the vibration region was proved in theory. The phase variation deteriorates when the length of the vibration region increases, as demonstrated by the experiments. By analyzing the characteristics of phase drift, the EMD method was proposed to eliminate phase drift and recovery of the vibration signal, especially when the frequency is at the Hz or sub-Hz levels. In the experiments, phase variations induced by sinusoidal signals with different frequencies and different intensities were restored. A linear relationship between the phase and vibration intensity was proved, and the correlation coefficient was 99.99%. In addition, the phase drift was successfully eliminated in the case of low-frequency external vibration of 0.5 Hz or 0.3 Hz. The SNRs of the phase signals after phase drift elimination reached 55.58 dB and 64.44 dB, respectively, in the coherent detection Φ-OTDR system. In conclusion, the EMD algorithm can eliminate phase drift effectively and contribute to the detection and recovery of low-frequency disturbance events at the Hz or sub-Hz level in practical applications.
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