Abstract

In this paper, we describe a universal method for extracting the underlying monotonic trend factor from time series data. We propose an approach related to the Mann-Kendall test, a standard monotonic trend detection method and call it contrastive trend estimation (CTE). We show that the CTE method identifies any hidden trend underlying temporal data while avoiding the standard assumptions used for monotonic trend identification. In particular, CTE can take any type of temporal data (vector, images, graphs, time series, etc.) as input. We finally illustrate the interest of our CTE method through several experiments on different types of data and problems.

1 Introduction

Our paper focuses on the estimation of a monotonic trend factor underlying temporal data. Such estimation is interesting in many fields, e.g., health monitoring [38], survival analysis [35] or climate change monitoring [23]. In all these fields and related trend estimation problems, we observe samples generated by a monitored system (e.g., an ageing mechanical system, a credit debtor, earth’s weather and climate conditions) at different times in its life, and we assume that the state of the system drifts monotonically. These observed samples may be of any type (e.g., vectors, images, time series, graphs), depending on the monitored system. Figure 1 illustrates the general context of trend estimation.

More generally, when studying temporal data, it is common to assume the existence of structural latent factors, supposed meaningful, that generated the data [24]. These components are generally allocated into four groups. The trend components are monotonic long-term signals. The cycle components are factors exhibiting rises and falls that are not of a fixed frequency. The seasonality components are periodic patterns occurring at a fixed frequency. The irregularity factors represent the rest of the information (considered as a noise). We assume independent structural factors. The challenging yet essential task is the identification of one or several of these factors, that is called blind source separation [8], independent component analysis [25] or disentanglement [4]. In this paper, the objective is to detect, isolate and identify only the trend component. [24] shows that if we know one hidden component under time series data, we can find the others conditionally. Hence, finding the trend component is not only useful for many monitoring problems, it is relevant for further analysis.
Figure 1: Illustration of the context of the paper’s contribution. We have a monitored system $S$ that generates data samples (colored curves) at random time. The hidden trend $\tau$ underlying the system (colors from green to red) represents the hidden state of $S$ that changes monotonically until a state restoration is applied (tools in hexagons): samples between two state restorations form a sequence with a monotonic hidden trend. The relation between trend and observed data may be an arbitrary function yet assumed to preserve the information about the trend.

Often, trend estimation methods seek monotonic variations in the values of the data or in expert-based statistics computed from data \[7, 36\]. In practice, the trend can be deeply hidden in the data or may be not well defined because of a lack of information about the monitored system. Hence, we may not know which variable or statistics to follow to find the trend.

In this paper, we learn to infer the trend factor from data (of any type) without labels or expert supervision, using only samples’ time index. To do so, we develop a general method based on Contrastive Learning (CL). CL recently received high interest in self-supervised representation learning \[33\], in particular for time series data (see, e.g., \[11, 3, 45\]). Our CL approach uses a loss inspired by Mann-Kendall test \[34\], a standard trend detection method.

The rest of the paper presents our universal trend inference method called Contrastive Trend Estimation (CTE). Section 2 presents the method. Section 3 analyzes the theoretical foundation of our method in terms of identifiability. Section 4 lists related works on trend detection and estimation. Section 5 presents a set of experiments to illustrate the interest of our approach for trend estimation and survival analysis. Concluding remarks are presented in Section 6.

2 Contrastive trend detection

Notations. Let $X$ be a sequence of $N_X \in \mathbb{N}$ observed samples generated by a monitored system denoted by $S$. We assume that a hidden state of $S$ drifts monotonically. We note $\mathcal{X}$ the dataset of all sequences $X$ in which there exist a hidden monotonic factor. We note $t_i$ the time index of the $i^{th}$ observed sample, $i \in [1, N_X]$. We assume that each sequence $X \in \mathcal{X}$ has been generated from structural factors through a function $F$, such that at least the information about the trend is not annihilated (in blind source separation problems, $F$ would be assumed invertible). That is, for each $X$ there exist $Z^X := (\tau^X, c^X, s^X, \epsilon^X)$ such that $X_{t_i} = F(Z^X_{t_i})$, where $\tau^X, c^X, s^X$, and $\epsilon^X$ represent respectively (resp.) the monotonic trend, the cycle, the seasonality, and the irregularity that generated $X$. The paper’s goal is to estimate the factor $\tau^X$ from $X$.

Our CTE approach. For each $X \in \mathcal{X}$, we select two sampling times $t_u, t_v$ in $\{t_1, \ldots, t_{N_X}\}^2$, such that, without loss of generality (w.l.o.g.), $t_u < t_v$. The value of the hidden trend at the sampling time $t$ for $X_t$ is noted $\tau^X_t$. Since we do not have access to the
true hidden trend, we need assumptions about \( \tau^X \). We use the natural Assumption 1 to estimate \( \tau^X \).

**Assumption 1. (Monotonicity).** For each sequence \( X \in \mathcal{X} \) and all sample couples \((X_{t_u}, X_{t_v})\), we have that \( t_u \leq t_v \iff \tau^X_{t_u} \leq \tau^X_{t_v} \).

To extract the trend component, we use a neural network (NN) \( F_\phi \) with parameters \( \phi \) that embeds each sample \( X_t \) into a \( d_e \)-dimensional vector space, with which we define \( g_{\beta,\phi} : \mathbb{R}^{d_e} \times \mathbb{R}^{d_e} \rightarrow [0,1] \) a parametric logistic regressor defined as follows:

\[
g_{\beta,\phi}(X_{t_u}, X_{t_v}) = \sigma(\beta^T F_\phi(X_{t_u}) - \beta^T F_\phi(X_{t_v})) ,
\]

where \( \sigma(x) := (1 + e^{-x})^{-1} \) is the sigmoid function. Let \( C_{uv} := I(\tau^X_{t_u} \leq \tau^X_{t_v}) \) be the indicator function that describes the trend direction between \( t_u \) and \( t_v \) for any sample \( X \). Under the Assumption 1, we have also \( C_{uv} = I(t_u \leq t_v) \). Then, we can build \( C_{uv} \) from sample’s time indices. We then can learn the posterior distribution \( p(C_{uv} | X_{t_u}, X_{t_v}) \), i.e., learn the identity:

\[
p(C_{uv} = 1 | X_{t_u}, X_{t_v}) = g_{\beta,\phi}(X_{t_u}, X_{t_v}) .
\]

As for common binary classification problems, training is done by minimizing the binary cross entropy (BCE) between \( C_{uv} \) and the regressor \( g_{\beta,\phi}(X_{t_u}, X_{t_v}) \), for all pairs of time indices \((t_u, t_v), \forall X \in \mathcal{X} \), i.e., by minimizing:

\[
R(\beta, \phi; \mathcal{X}) = -\mathbb{E}_{X \in \mathcal{X}} \left[ \sum_{i,j=1}^{N_X} C_{ij} \log \left( g_{\beta,\phi}(X_{t_i}, X_{t_j}) \right) \right] .
\]

**Remark 2.** Eq. (3) is similar to the Mann-Kendall statistics of eq. (7) presented in Section 4 of related work.

Once the parameters \((\phi, \beta)\) are fitted, we build an estimator \( \beta^T F_\phi(X_t) \) of the trend factor \( \tau^X_t \). In the next section, we show in what extent this estimator effectively estimates the hidden trend factor.

### 3 Identifiability study

We assume that \( F_\phi \) is a universal approximation function (e.g., a sufficiently large NN) and that the amount of data is large enough (equivalent to infinite data) such that we achieve the identity of eq. (2).

**Definition 1. (Minimal sufficiency).** A sufficient statistic \( T \) is minimal sufficient if for any sufficient statistic \( U \), there exists a function \( h \) such that \( T = h(U) \). If \( U \) is also minimal, then \( h \) is a bijection.

**Proposition 1.** \( \beta^T (F_\phi(X_{t_u}) - F_\phi(X_{t_v})) \) is a minimal sufficient statistic for trend label \( C_{uv} \).

**Proof.** First we remind that logistic regression learns likelihood ratios, i.e., \( F_{\beta,\phi} \) is a log-likelihood difference. In fact, using the Bayes rule, we get

\[
p(C_{uv} = 1 | X_{t_u}, X_{t_v}) = \frac{p(X_{t_u}, X_{t_v} | C_{uv} = 1)p(C_{uv} = 1)}{p(X_{t_u}, X_{t_v})} .
\]

Moreover, using properties of sigmoid function \( \sigma \) and eq. (2), we have

\[
e^{\beta^T (F_\phi(X_{t_u}) - F_\phi(X_{t_v}))} = \frac{p(C_{uv} = 1 | X_{t_u}, X_{t_v})}{p(C_{uv} = 0 | X_{t_u}, X_{t_v})} ,
\]
Finally, from eq. (4) and eq. (5) we obtain

$$e^{\beta^T(F_{\phi}(X_{t_u}) - F_{\phi}(X_{t_v}))} = \frac{p(X_{t_u}, X_{t_v}|C_{uv} = 1)p(C_{uv} = 1)}{p(X_{t_u}, X_{t_v}|C_{uv} = 0)p(C_{uv} = 0)}.$$  

We note that $p(C_{uv} = 1) = p(C_{uv} = 0)$, since we randomly choose $t_u$ and $t_v$ simultaneously within $\{1, \ldots, N_X\}$. Hence,

$$e^{\beta^T(F_{\phi}(X_{t_u}) - F_{\phi}(X_{t_v}))} = \frac{p(X_{t_u}, X_{t_v}|C_{uv} = 1)}{p(X_{t_u}, X_{t_v}|C_{uv} = 0)},$$  

(6)

that is a likelihood ratio. **Theorem 2** of [13] states that the density ratio is a minimal sufficient statistics. Then, from **Definition 1** $\beta^T(F_{\phi}(X_{t_u}) - F_{\phi}(X_{t_v}))$ is a minimal sufficient statistic for $C_{uv}$.

**Remark 3.** Learning the likelihood ratio of eq. (6) without explicitly knowing the likelihood is called likelihood-free inference [44]. Related to our approach, [18] explains how classification can be used to do likelihood-free inference using CL. Compared to maximum likelihood approaches, its main advantage lies in the fact that contrasting two models enables to cancel out some computationally untractable terms (as the log-determinant of the Jacobian of the embedding function or the partition function of the model).

**Lemma 1.** $\exists h$ monotonic such that $\beta^T(F_{\phi}(X_{t_u}) - F_{\phi}(X_{t_v})) = h(\tau_{t_u}^X - \tau_{t_v}^X)$.

**Proof.** $\tau_{t_u}^X - \tau_{t_v}^X$ is by definition a minimal sufficient statistic. Hence, since the estimator $\beta^T(F_{\phi}(X_{t_u}) - F_{\phi}(X_{t_v}))$ is minimal (see **Proposition 1**), **Definition 1** states that there exists a bijective function $h : \mathbb{R} \rightarrow \mathbb{R}$ (hence monotonic), such that $\beta^T(F_{\phi}(X_{t_u}) - F_{\phi}(X_{t_v})) = h(\tau_{t_u}^X - \tau_{t_v}^X)$.

**Main result 1.** Using the estimator $\beta^T F_{\phi}(X_t)$, we can identify the true state $\tau_t^X$ from $X_t$ up to a monotonic transformation $h$.

**Proof.** Let $t_{ref}$ a reference sample time of a new system. Hence, any future sample $X_t$ with $t > t_{ref}$ is sampled from a degraded system. We can assume w.l.o.g. $\tau_{t_{ref}}^X = 0$ (since there is no absolute notion of state). From **Lemma 1** and assuming eq. (2) is achievable (infinite data and $F_{\phi}$ assumptions), learned parameters ($\beta, \phi$) are such that $\beta^T(F_{\phi}(X_{t_{ref}}) - F_{\phi}(X_{t_v})) = h(\tau_{t_v}^X)$. Hence, defining the shift constant $C = \beta^T F_{\phi}(X_{t_{ref}})$, we get $\beta^T F_{\phi}(X_{t_u}) = h(\tau_{t_u}^X) + C$.

4 Related work

4.1 Standard trend detection methods

The trend is any monotone factor underlying temporal data, a “general direction and tendency” [10]. It can then be a drift in values, moments, interactions between observed variables, or more generally in the parameters of the generative model from which data have been sampled (i.e., the model of the system $S$). Different methods may be used depending on the prior information about the trend. We list commonly used trend detection or estimation methods, some recent applications and the relation with our approach.
Mann-Kendall test. It evaluates whether observed values tend to increase or decrease over time using a nonparametric form of monotonic trend regression analysis [34] [30] [14]. Mann-Kendall test analyzes the sign of the difference between data samples, with a total of $N(N-1)/2$ possible pairs where $N$ is the number of observations. It accepts missing values, and the data is not required to follow a particular distribution. Hence, the Mann-Kendall statistic for a univariate time series $X$ observed at timesteps $\{t_1, \ldots, t_N\}$ is:

$$S = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \text{sign}(X_{t_i} - X_{t_j}), \quad (7)$$

where $\text{sign}(x) := 1_{x>0} - 1_{x<0}$. The hypothesis $H_0 : \text{no trend}$ is rejected when $S$ and $2S/(N(N-1))$ are significantly different from 0. Eq. (7) is directly related to the CTE problem of eq. [3].

Finding relation between time and observations. It consists in regressing time index $t$ on a response variable $X_t$. For example, $X_t = \beta_0 + \sum_{p=1}^{P} \beta_p(t)p + \epsilon$. The null test hypothesis is $H_0 : \beta_p = 0 \forall p$ (i.e., the absence of trend). A more general flexible model use functions of time that can be estimated with smoothing splines, spline regression, or kernel smoother [17]. We note that this method can be used by regressing time not on observation $X$ but on an embedding of $X$, i.e. $F(X_t) = t$. Our CTE implicitly does time regression with an adapted and efficient CL procedure that does not consider absolute time value.

Residual of the decomposition of data into stationary components. It assumes the existence of stationary generative factors (e.g., cycle or seasonality) and a trend that can be seen as residual. For example, the empirical mode decomposition (EMD) [22] is a framework to decompose time series into oscillatory sources $\{c_k\}_{k=1}^K$, whose number of modes is effectively decreasing. By construction, $c_K$ is the trend. CTE method directly filters the information present in $\{c_k\}_{k=1}^{K-1}$ to find $c_K$ (up-to monotonic transform) if $c_K$ is effectively a monotonous factor.

Application 1. Climate studies commonly use the methods presented above to extract and analyze trends [22] [23]. Climate data, e.g., hydro-climatic data [4] like soil moisture [22] or drought information [23], contain significant nonlinear long-term trends. Hence, generic methods like EMD are now commonly used [22] [46] [2]. Yet, when data dimensionality or dataset size grows, or when data type is not standard (e.g., large topographic data), EMD finds its limits, despite the recent development of faster EMD methods [49]. The use of NNs in our CTE method, trained with efficient universal procedure, overpasses this problem. CTE can then at least be a comparative method on climate data analysis problems, and at best outperform currently used trend extraction methods.

Monitoring of rolling statistics. It consists of computing and monitoring a set of statistics $s^{X_t}$ for all samples $X_t$ at each time $t$. $s^{X_t}$ can be a moment, a covariance (for multivariate data) or autocovariance (for time series data) matrix, a cumulant, parameters of a model [40] [1], etc. The sequence $\{s^{X_t}\}_{t=1,...,X}$ is then monitored to find a trend. Generally, any embedding $F(X_t)$ may be monitored while $F(X_t)$ is informative about $\tau^X$ (e.g., sufficient statistics). The difficulty is to choose the right sample’s statistics/embedding where the trend is hidden. Our CTE approach learns the optimal statistics/embedding, then requires no expert definition of the statistics to be monitored.

Blind source separation (BSS). It identifies the source factors that generated the observed data, among which the trend if it exists. A common way to do BSS is to apply independent component analysis (ICA) [25]. Recent works proposed solutions to the general nonlinear BSS problem using new nonlinear ICA methods based on contrastive learning [24] [26]. When structural components are independent, ICA factors include the trend factor (up-to scalar transform, like for CTE). These methods may use NNs as embedding functions and then deal with many data types. Our CTE is a particular case of these nonlinear ICA with a stronger inductive bias towards trend detection.
Slow feature analysis. Considering the trend is the slowest non-constant factor underlying data, slow feature analysis (SFA) [47] is a natural solution for trend extraction. It consists of extracting features $F_\phi(X_t)$ from data such that $\|F_\phi(X_t) - F_\phi(X_{t-1})\|_2$ is the lowest possible, under the constraint that $\{F_\phi(X_t)\}_{t=1}^N$ components are orthogonal. Recent works showed the relation between SFA and BSS [6, 41, 37].

Finally, the different standard methods presented above are related to our approach that is more general and universal, and adapts on all situations with all types of data, thanks to the use of NNs and ad-hoc learning procedure.

4.2 Relation with survival analysis

A field related to the trend detection problem is the survival analysis (SA). The objective of SA is to estimate the lifespan of monitored systems (e.g., the time-to-death of a patient, the time-to-default of a loan, time-to-extinction of species) from data. An illustration of typical survival analysis is given in Figure 2.
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Figure 2: In survival analysis, several systems enter a study by giving a data sample. At the end of the study, we know if a system has failed or has survived. The objective is to predict the lifespan from data using survival information.

Using previous notations, we have $X_t$ an observed sample at time $t$, $T_X$ the (unknown) lifespan of the system that generated $X$, $T_X - t$ its failure time at time $t$, $\tau_t$ its (unobserved) state at sampling time $t$, $T_X - \tau_t$ its remaining useful life (RUL) at time $t$. The objective is to model the conditional survival function $S(\tau_t|x) = P(T_X > \tau_t|X_t = x)$, hence the probability that the current state is lower than death-time. A standard way to estimate the survival function $S$ is to use hazard functions $h$, defined as $h(\tau_t|x) := -\partial_\tau_t \log (S(\tau_t|x))$.

CTE shares several features with survival analysis. First, lifespan is generally assumed to be a monotonic hidden state. Second, the most used performance metric for survival analysis is the concordance index (CI) [20], which measures the fraction of pairs of samples that can be correctly ordered in terms of estimated lifespan. It is then directly related to our objective of eq. (3).

Remark 1. As illustrated in Figure 2, survival analysis framework generally does not have one system from which a sequence of data is recorded, but several systems from which one data point is recorded (when the systems enter the study). Yet, it is common to assume that all samples have been generated from "equivalent systems", at different moments of its life. Hence, we assume that some of the generative factors, from which we want to disentangle the monotonic factor, represent individual system’s features.

The idea of directly training the model to maximize the CI, as in eq. (3), exists in survival analysis literature. Authors of [43] describe the ranking problem similarly to eq. (3), and relate it to the standard proportional hazard model (PHM) $h(\tau|x) = h_0(\tau) \exp(F_\phi(x))$ [9]. Nevertheless, it is commonly restricted to linear $F_\phi(x) = \phi^T x$, for computational reasons and because first order is sufficient in many cases. Authors of [29] use a NN for $F_\phi$ to create
a personalized treatment recommendation system, but use a CTE-like function (1) only for
the prediction (i.e., recommendation) part, showing that the subsequent recommendation
system, under PHM assumption, is the difference between the embedding of two samples.
In [28] authors fit a lifespan prediction model learned by pair, which regresses the difference
between two samples embedding on the difference between samples target RUL.

An alternative to PHM is the multi-task logistic regression (MTLR) [48]. It consists in
building a series of logistic regression models fitted on different time intervals to estimate the
probability that the event of interest (e.g., death) happened within each interval. Another
alternative to Cox model is the proportional odds model (POM) \(O(τ|x) = O_0(τ) \exp(F_0(x))\)
[5], where \(O(τ|x)\) is the odd of individual surviving beyond time \(τ\). We remind that an
odd is the ratio \(S(τ|x) = S(τ|x)\), such that \(\exp(F_0(x)) = S(τ|x)\) for a constant baseline function
\(O_0(τ)\). The POM is therefore directly related to the ratio of eq. (6).

Yet, we surprisingly found no reference of CTE-like survival analysis with learning procedure
on eq. (3) as described in our paper. We therefore apply CTE on standard survival analysis
datasets as a practical contribution in Section 5.2.

5 Experiments

In this section, we propose experiments to illustrate our approach on several datasets with
different types of hidden trend. We note \(X^{\text{train}}\) and \(X^{\text{test}}\) the training and test sets of
sequences with hidden trends (validation sets are built from train set). All the results in
the tables are computed on the test set.

We test our CTE method on several datasets, where each observation \(X_t\) may be a multi-
variate time series (Section 5.1) or a sample in survival analysis experiments (Section 5.2).
We finally propose a discussion on the effect of noise on CTE in Section 5.3. For the two first
experiments, we compare with NN-based time series decomposition: NN SFA [41] (NFSA)
and temporal contrastive learning ICA [24] (TCL-ICA). This choice is motivated by the fact
that other standard methods (see Section 4) that are relevant for trend extraction are not
adapted to high-dimensional data like images or multivariate time series. For the survival
analysis, we compare CTE to several models implemented in the PySurvival library [10].

Remark 4. In all experiments, the bold numbers are the best results in term of means; yet
taking into account the standard deviations (that can be large), we cannot always claim that
CTE is the absolute best model, only that it achieves at least other models’ results in several
trend factor extraction. The objective is to illustrate the flexibility of the CTE approach and
its universality in trend extraction problems.

5.1 Ball-springs systems’s health monitoring

In this section, we use the same experimental setup than in [37]. We will use the model of
this paper, called Seq2Graph, as comparison.

Dataset. We simulate 15000 samples (10000 for train/validation and 5000 for test) from
a 10-ball-springs system, consisting of the simultaneous trajectories of 10 identical balls in
a 2-dimensional space, each ball being randomly connected to some others by springs. Each
sample \(X_{t,i}\), \(i \in [1,50]\) is a time series with \(10 \times 2\) variables (10 balls in a 2D-space) and 50
time steps. The initialization \(X_{t,i}\) of each time series \(X_t\) is normally sampled. To simulate
the drift, for each sequence \(X = \{X_{t,1},\ldots,X_{t,50}\}\), a constant ageing factor \(\alpha^X \sim U([0.9,1])\) is
applied to the system: at each timestep \(t\), we randomly choose a spring \((i,j) \sim \mathcal{U}(0,9,1)\) and
multiply its rigidity by \((\alpha^X)^t\), i.e. an exponential ageing coefficient with respect to
sample time index. Every 50 samples, we take a new random system, another ageing factor
is sampled and we reiterate the simulation of the next sequence of 50 samples. The objective
is to extract the trend information quantified by \(\alpha^X\), without the knowledge that it is hidden
in the causal interactions between balls.

Results. We compare NFSA, TCL-ICA and CTE, plus the model Seq2Graph taken from
the source of this experiment [38]. We use a relational NN (RelNN, as in Seq2Graph) and
a 3-layer convolutional NN (CNN) as embedding functions \( F \), fitted using Adam optimizer \[31\]. Results are given in Table 1.

| Method       | Seq2Graph | NFSA  | TCL-ICA | CTE     |
|--------------|-----------|-------|---------|---------|
| RelNN        | 0.97 ± 0.03 | 0.93 ± 0.03 | 0.95 ± 0.02 | 0.97 ± 0.02 |
| CNN          | –         | 0.94 ± 0.03 | 0.60 ± 0.05 | 0.97 ± 0.02 |

Table 1: Absolute correlation between estimated and true trend, using two types of embedding neural architecture. Means and standard deviations are computed using 5-fold train/test split, with randomly initialized NNs for each fold.

We see that with RelNN architecture, finding the trend hidden in the variable interactions is easy for all methods. Yet, when using a more generic function \( F \), the results of TCL-ICA drop. This sensitivity to embedding function was already unveiled in the experiments of \[24\]. Naturally, the CTE that is specialized in trend extraction is the more robust and performing approach.

5.2 Survival analysis experiments

We showed in Section 4.2 how the CTE method is related to SA. In this section, we illustrate this relation by applying CTE on survival analysis problems.

Datasets. We use four public survival analysis datasets.

Customer churn prediction (Churn) consists in estimating the percentage of customers that stop using the products and services of a company. The survival analysis for customer churn helps companies predicting when a customer is likely to quit considering its personal features. The dataset contains 2000 samples with 12 features, whose 53.4% are right-censored.

Credit risk (Credit) is the risk carried by a loan company when people borrow money. It corresponds to the likelihood of borrower’s credit default with respect to personal features. Survival analysis for credit risk predicts if and when a borrower is likely to fail. The dataset contains 1000 samples with 19 features, whose 30.0% are right-censored.

Treatment effects on survival time are fundamental for pharmaceutical laboratory. It is possible to do survival analysis of patients. Two public datasets exist. First, German Breast Cancer Study Group (GBCSG2) contain a subset of variables from the German breast cancer study \[42\]. It studies the effects of a treatment with hormones on survival time without cancer recurrence. The dataset contains 686 samples with 8 features, whose 56.4% are right-censored.

Finally, the predictive maintenance of mechanical equipment consists in predicting when an equipment will fail. We use a public dataset, called Maintenance, whose data is extracted from sensors on manufacturing machines to predict which will fail soon. The dataset contains 1000 samples with 5 features, whose 60.3% are right-censored.

Results. We compare our CTE survival analysis with five other standard models: the linear and neural Cox proportional hazard models (Cox-PHM) \[9, 29\], the extra-tree and random forest survival analysis (RFS) \[27\] and a multi-task logistic regression (MTLR) survival analysis \[48\]. In tree-based survival, an estimation of the cumulative hazard function \( \int h(t|x)dt \) is done with bags of trees. Other models have been presented in Section 4.2. We do not provide additional information here. An exhaustive introduction to these models is provided in the website of the PySurvival library \[10\] that we used to implement the comparative methods. For these methods, we chose the hyperparameters used in PySurvival tutorials when available.

For the survival experiments, we used a 10-folds train-test setup. Each dataset is divided into 10 folds used for cross-validation i.e., one fold serves as the testing set while the other ones compose the training set. This 10-folds train-test separation is repeated several times for
Another density \( \nu \) Noisy trend can be characterized by a contamination of the density of interest may perturb the estimator.

For example, in climate change trend detection, which is standard in real world problems. For example, in climate change trend detection, the complex and numerous interactions between environment and the variables of interest may perturb the estimator.

This subsection of the experiments serves as a discussion on the impact of the noise on trend robustness of the results. Table 2 shows the mean and standard-deviation of the concordance index (CI, see Section 4.2) computed on the test samples.

### 5.3 Noisy trend in CTE

This subsection of the experiments serves as a discussion on the impact of the noise on trend detection, which is standard in real world problems. For example, in climate change trend estimation, the complex and numerous interactions between environment and the variables of interest may perturb the estimator.

Noisy trend can be characterized by a contamination of the density \( p(\tau_i, \tau_{i+1}, C_{uv}) \) with another density \( \nu(\tau_i, \tau_{i+1}, C_{uv}; M) \):

\[
p^\nu(\tau_i, \tau_{i+1}, C_{uv}) := (1 - \eta) p(\tau_i, \tau_{i+1}, C_{uv}) + \eta \nu(\tau_i, \tau_{i+1}, C_{uv}; M)
\]

(8)

with \( \eta \in [0, 1] \) the prevalence of the contamination as named in [12], and \( M \) representing the maximum temporal dispersion of the noise (i.e., if \(|t_u - t_v| > M\) then \( \nu = 0 \)).

**Dataset.** To illustrate the impact of the noise on CTE, we introduce another dataset where trend detection is a useful task: the NASA public Commercial Modular Aero-Propulsion System Simulation dataset (CMAPSS) dataset [40], that consists in a turbine engine degradation and maintenance simulations. We use the dataset FD001 that contains 100 time series of the output of the turbine-engine system, recorded at sea level. Time series are on average 206 time-steps long and have 13 non-constant variables. The engine is operating normally at the start of each time series and develops a fault of unknown initial magnitude in its first moments. We only know that the impact of this fault on the system grows in magnitude until system fails. We extract from these time series sub-trajectories of length 25, with a rolling window with stride 5, to make our dataset.

We contaminate the source with different parameters \((\eta, M)\) in eq. 8: for each sequence \( X \in \mathcal{X} \), we randomly select a proportion \( \eta \) of time steps in \( \{t_1, \ldots, t_{N_X}\} \). For each selected time step \( t_i \), we take the \( M \) time steps around \( t_i \) \((\{t_i-M/2+1, \ldots, t_i+M/2\})\) and randomly shuffle them. We name \( t_i' \) this new indexing of the samples, and \( \tau_i' := \tau_{i'} \) the corresponding noisy trend process. We then supervise the CTE with labels \( C_{uv}' := I\{t_i' \leq t_v\} \), not anymore equal to \( C_{uv} \).

**Results.** In our CTE framework, noisy trend is equivalent to a noisy classification problem, for which a large literature exists [19]. We use a robust classification losses [13], for example a symmetric loss like the L1 loss (see bottom figure in Figure 3).

**Remark 5.** In case of heavy contamination (e.g., we do not known that the monitored system has been restored), we can use a \( \gamma \)-crossentropy loss [12]. It has been used in [59] to develop a TCL-ICA robust to source contamination.

---

| Type                | Churn     | Credit    | GBCSG2    | Maintenance |
|---------------------|-----------|-----------|-----------|-------------|
| Linear Cox          | 88.1 ± 1.0| 77.0 ± 1.9| 66.3 ± 5.5| 96.1 ± 1.7  |
| Neural Cox          | 87.5 ± 2.4| 75.0 ± 2.6| 64.4 ± 4.2| 99.3 ± 1.0  |
| Extra Tree          | 85.9 ± 1.2| 71.2 ± 4.3| 63.8 ± 5.4| 94.1 ± 1.5  |
| Random Forest       | 84.5 ± 1.5| 71.5 ± 3.2| 67.6 ± 4.4| 93.1 ± 2.1  |
| Multitask           | 89.2 ± 1.7| 71.4 ± 3.7| 67.9 ± 7.7| 93.0 ± 2.9  |
| CTE (ours)          | 89.9 ± 0.9| 77.2 ± 1.8| 67.9 ± 5.7| 99.6 ± 0.4  |

Table 2: Concordance index for 6 survival analysis models (including CTE) on four datasets. Means and standard deviations are computed using 10-fold train/test split repeated 5 times using randomly initialized NNs (for survival analysis models that use NNs) for each fold.
Figure 3: Example of CTE on CMAPSS data with noisy trend. **Top:** Distribution of couples \((\tau_{1}\nu_1, \tau_{1}\nu_2)\), for different couples \((\eta, M)\) respectively \((0.2, 2), (0.2, 5), (0.5, 5), (0.5, 10)\) representing the levels of noise. **Bottom:** mean accuracy of the trend classification for all pairs of samples of the test (unnoisy) set, using loss eq. \(3\) versus L1 loss (result from \(13\)).

6 Conclusion

This paper proposes a new universal trend estimation method using the contrastive learning framework, CTE. Our model is supported by theoretical identifiability results and numerous experimental validations. We showed on several datasets that the strong inductive bias of CTE enables a more robust and accurate trend estimation than two other universal factor extraction methods. Moreover, using the strong relation between trend detection and survival analysis, we applied CTE on survival analysis problems and showed that it outperforms standard models. In further work, we plan to add interpretability layers to CTE for industrial reasons, for example, using an attention mechanism in the embedding functions. We also plan to extend our model to treat the trend detection problem when several independent trends are underlying data.
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