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Abstract. Asymmetric dark matter (ADM) that is captured in stars can act as an efficient conductor of heat. Small ADM-induced changes in a star’s temperature gradient are known to alter neutrino fluxes and asteroseismological signatures, erase convective cores and modify a star’s main sequence lifetime. The Sun’s proximity to us makes it an ideal laboratory for studying these effects. However, the two formalisms commonly used to parametrize such heat transport were developed over 30 years ago, and calibrated with a single set of simulations. What’s more, both are based on assumptions that break down at the Knudsen transition, where heat transport is maximized. We construct a Monte Carlo simulation to exactly solve the Boltzmann collision equation, determining the steady-state distribution and luminosity carried in stars by ADM with cross sections that depend on velocity and momentum. We find that, although the established (Gould & Raffelt) formalism based on local thermal equilibrium does well for constant cross sections, the isothermal (Spergel & Press) method actually performs better across all models with a simple, universal rescaling function. Based on simulation results, we provide recommendations on the parametrization of DM heat transport in stellar evolution models.
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1 Introduction

Despite the abundance of gravitational evidence supporting the presence of dark matter (DM) in the Universe, its fundamental nature and properties remain unknown [1–3]. If DM is able to interact with particles of the Standard Model (SM), for example via a weak-scale cross-section for elastic scattering with quarks, it could lose enough kinetic energy in collisions with nuclei to be gravitationally captured by astrophysical bodies such as the Sun and other stars [4–6].

As long as the accumulated population of DM is not depleted by self-annihilation, evaporation or decay, trapped DM offers an alternative channel for macroscopic energy transport in the interiors of stars [7–10]. Such Asymmetric (A)DM particles can absorb energy in elastic interactions with nuclei near the core, and release it via collisions in the cooler outer layers. If a sufficient population of DM is able to accumulate in the star, the resulting heat redistribution can produce measurable modifications to the stellar structure and neutrino fluxes [11–23].

Heat transport by DM in stars is described by a Boltzmann Collision Equation (BCE), which depends on the microscopic details of the DM-nucleon interactions, the local gravitational potential $\phi(r)$ and the temperature $T(r)$, density and composition of the stellar plasma. The
thermal behaviour of a captured DM population is commonly described by the Knudsen number

\[ K = l_\chi/r_\chi, \quad (1.1) \]

i.e. the ratio of the mean inter-scattering distance \( l_\chi \) and the DM “scale height” within the star \( r_\chi \), which is set by \( T(r) \) and \( \phi(r) \). We provide a schematic illustration of the transport efficiency in terms of this parameter in Fig. 1. Approximate analytic solutions to the BCE have been obtained in the two limiting cases. In the Knudsen regime of large mean free paths \( (K \gg 1) \), Spergel & Press (SP) [8] modeled the DM as an isothermal heat bath, with heat transfer occurring due to the difference between the DM temperature and that of the local plasma temperature \( T(r) \). In this regime, transport is limited by the weak interaction cross section, and scales as \( K^{-1} \). In the opposite limit \( (K \ll 1) \), Gould & Raffelt (GR) [10] developed a Local Thermal Equilibrium (LTE)-based perturbative solution, modeling transport as caused by a dipolar perturbation to a local \( (T_\chi = T(r)) \) Maxwellian phase space distribution, with the perturbation linear in \( l_\chi |\ln \nabla T| \). Here, transport is limited by the short inter-scattering distance, and scales as \( K \). Both formalisms allow for general velocity or momentum-dependent interactions, but only constant cross sections were studied at the time.

These two regimes intersect at the Knudsen transition at \( K \simeq 1/3 \), which has remained analytically intractable. In the Sun, this happens for DM-nucleon cross sections \( \sigma_{\chi N} \) of about \( 10^{-36} \text{ cm}^2 \). Gould & Raffelt [10, 24] developed a Monte Carlo simulation designed to test these formalisms, using a simple setup in which the Sun is modelled as sphere of constant density with a linear temperature gradient. In the Knudsen regime, they found that the SP method overestimated transport by a factor of approximately two. In contrast, the GR solution performed well in the LTE limit, but required an additional ad-hoc “radial suppression” to deal with the breakdown of the dipole approximation as \( r \to 0 \). Ref. [10] also found that predicted luminosities could match simulation results across the Knudsen transition, given a constant rescaling depending only on \( K \). Following this work, the GR solution, modified with radial and Knudsen corrections (as formalized in e.g. [25]), became the accepted method for correctly modelling heat transport, though SP has been extensively used because of its relative simplicity.

Stellar simulations including heat transport by ADM, modelled using both GR and SP approaches, show that it may affect Hertzsprung-Russel (HR) diagram trajectories and extend the main sequence lifetimes of stars [26–28], affect asteroseismology [29], the luminosity of giant stars [30] and the shape of the neutrino spectrum from the Sun [31]. DM-mediated energy transport may also provide a means to alleviate the current tension between precision measurements of solar observables and their predictions from theoretical Standard Solar Models (SSMs) [18–23]. Known as the solar abundance problem [32–34], this constitutes a more than 6σ mismatch between theory and observation. Refs. [16, 35] have further noted that nonstandard DM-nucleus interactions could yield measurable helioseismological effects whilst remaining beyond the reach of terrestrial direct detection experiments. As such experiments are sensitive only to the high-velocity tail of the DM halo’s phase space distribution, they may be blind to important phenomenological effects at low velocity or momentum transfer.

Ref. [35] extended the GR formalism to include velocity and momentum-dependent cross sections. Using these results, Refs. [21–23] showed that some non-constant DM-nucleon
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Figure 1: Schematic diagram showing the efficiency of heat transport in stars by a weakly interacting particle, as a function of the Knudsen number $K$. The two thermal conduction schemes commonly used to model heat transport are illustrated on either side. These rely on asymptotic behaviour with $K$ to obtain analytic solutions to the Boltzmann Collision Equation (2.1). The left of the figure shows the Local Thermal Equilibrium (LTE) regime, modelled by Gould & Raffelt (GR, [10]). The DM and plasma have the same temperature profile, and conduction takes place via a small dipole correction to the DM’s Maxwell-Boltzmann distribution. Conduction is limited by the mean free path, and scales as $l_\chi \propto K$. The right side of the figure shows the Knudsen regime where the mean free path is large, modelled by Spergel & Press (SP, [8]) using an isothermal DM distribution in thermal contact with the plasma. Conduction is limited by the interaction strength, and scales with the cross section $\sigma \propto K^{-1}$. The Knudsen transition region in the centre of the figure can only be modelled via empirical calibration with simulations like those performed in this work.

Cross sections could yield changes in helioseismological observables that lead to a strong improvement over the SSM in terms of agreement with observations.

Although promising, the results of [35] have never been verified by direct simulations. Given the empirical corrections required to model heat transport for constant cross sections, it remains a possibility that the approach does not generalize well to non-constant cross sections—and indeed, we will find this to be the case.

This leads to a more important concern regarding how heat transport is currently modeled. The GR approach is built on the assumption of local thermal equilibrium, and indeed locality is required at every step in deriving their solutions. However, cross sections that remain allowed by direct detection experiments (see e.g. [36]) are well into the Knudsen regime. To-
date, it has remained unclear whether the GR radial and Knudsen corrections work well deep into the Knudsen regime, especially in more realistic stellar environments than the initial toy model considered in Ref. [24].

Given that more than three decades have passed since the simulations of Gould & Raffelt, more modern and extensive simulations are long overdue. Our aim in this work is thus to carry out a first-principles Monte Carlo simulation of energy transport in a star by DM with both constant and non-trivial couplings to the SM, i.e. depending on momentum transfer $q$ or relative velocity $v_{\text{rel}}$. We perform simulations in both the idealized setup examined by Gould & Raffelt, and in a more realistic stellar environment using a real Solar model, directly testing the predictions of the SP and GR approaches against simulation results. We restrict ourselves to scattering with a single nuclear species, equivalent to spin-dependent interactions with hydrogen. Following these extensive simulations, we find that heat transport turns out to be most robustly described by a modified version of the isothermal SP transport scheme.

We begin in Section 2 by reviewing the physics of DM in the Sun, and the details of the SP and GR formalisms for describing its impact on solar energy transport. We give the details of our Monte Carlo simulations in Section 3 and present our results in Section 4. Section 5 provides an updated, Monte Carlo-calibrated formalism that appears to accurately describe heat transport across all regimes, for constant and non-constant interaction cross sections, and across very different stellar structures. We summarise and conclude in Section 6.

2 Background

DM heat transport can affect stellar structure, observable via asteroseismology, stellar trajectories on the HR diagram, as well as main sequence stellar lifetimes. The closest, and easiest to study star is the Sun: the temperature, density and composition of the solar core can be probed using neutrino flux measurements and helioseismology. The flux of $^8$B neutrinos provides a particularly stringent constraint on the core temperature $T_c$, as it is proportional to $T_c^3$ with $\beta \sim 20–25$. Helioseismology refers to the study of pressure wave propagation in the Sun. By inverting the frequencies of oscillations observed at the solar surface, precision determinations can be made of the sound speed profile, surface helium abundance and boundary of the convective zone [37].

Early SSMs agreed with the solar observables, but this is no longer the case. Upgrades from 1D hydrostatic to 3D hydrodynamic atmospheric models combined with improvements to the modelling of non-LTE line formation led to significant reductions in the solar metal content and thus the $Z/X$ SSM calibration point [32, 38–47]. Whilst the consistency with observational neutrino fluxes was maintained, this revision brought the SSM into sharp contradiction with helioseismological observables [33]. With the potential to reduce the core temperature and density of the Sun, conduction by gravitationally trapped DM has been suggested as a possible solution to this problem [18–23].

The potential impact of DM on stellar interiors can be predicted by incorporating DM capture and transport into evolutionary stellar models. To do this, quantitative descriptions of both of these processes are required.

For DM to become trapped in a star, collisions with stellar nuclei must result in sufficient momentum transfer to bring the DM velocity below the local escape velocity $v_{\text{esc}}$. We will not reproduce the details of DM capture in stars, referring the interested reader to Ref.
for a treatment of capture of generalised velocity and momentum-dependent DM, and Ref. [48] for the corresponding treatment in terms of non-relativistic DM-nucleon effective operators. When interaction rates are high, capture via multiple interactions must be taken into account, either via a finite optical depth [49, 50] or by including multiple-scatter events [51, 52].

In order for DM to accumulate to levels at which the effects of additional energy transport become observable, the capture rate must dominate over annihilation and evaporation. For annihilation to be suppressed, the captured dark matter must possess some degree of asymmetry, either in its abundance (as in ADM), or in its interactions [53]. The evaporation rate depends on the DM mass, stellar mass, interaction type and cross section [50, 54]. In practice, as long as the DM mass is higher than the evaporation threshold ($m_\chi \gtrsim 4$ GeV in the Sun), evaporation can be neglected altogether. In this paper, we are only concerned with understanding the process of conductive energy transport, so we do not consider the effects of annihilation or evaporation, though the latter will be included in our simulations for self-consistency.

The capture rate becomes saturated if the total scattering cross-section reaches the cross-sectional area of the Sun (times a gravitational focussing factor), such that all incident DM is captured. This so-called geometric limit translates into a maximum possible solar DM population $N_\chi$, and hence a maximal possible impact of DM on the solar structure [22]. Based on the local density of DM in the Milky Way, the maximum number of DM particles that could have accumulated in the Sun to date is less than about 1 per $10^{10}$ baryons.

2.1 Energy transport by dark matter

The impacts of a given DM population on a star can be fully described by the radial profile of its number density $n_\chi(r)$, and the effective luminosity it generates by scattering, annihilation and/or decay $L_\chi(r)$. Without annihilation or decay, these can be directly obtained from the DM phase space distribution, $F(v, r, t)$ [10], where $v$ is the DM velocity. The evolution of $F$ for a diffuse, weakly interacting species in the dense solar interior is formally governed by the Boltzmann collision equation (BCE) [10, 35]

$$DF = l_{\chi}^{-1} CF,$$

where $l_{\chi}$ is the typical inter-scattering length, $D$ is a differential (Liouville) operator representing the impact of diffusion and gravity and $C$ is the collision operator, which encodes microscopic scattering events. The length $l_{\chi}$ is formally defined as the inverse of the mean number of interactions per unit length. It depends on the interaction cross-section $\sigma_i$ and number density $n_i$ of each distinct nuclear species with which the DM interacts, as

$$l_{\chi}(v, r) = \left[ \sum_i n_i(r) \langle \sigma_i(v) \rangle \right]^{-1},$$

where the sum is over all species with which the DM interacts, and the angular brackets denote the thermal average (i.e. over the nuclear velocity distribution).

$C$ depends on both the kinematic form of the DM-nucleus interaction and the distribution of target nuclei, and needs to be explicitly constructed for a given interaction law [35]. As the population of DM is diffuse, DM-DM scattering events can be neglected relative to scattering
from solar nuclei, and \(C\) is linear \([10, 55]\). It is typically assumed that the collisional time-
scale is significantly shorter than that on which the solar structure changes, such that \(C\) is
time-independent and \(F = F(v, r)\) is stationary \([10]\).

DM-mediated energy transport can be broadly divided into two regimes, depending on the
strength with which DM couples to the solar nuclei. These can be conveniently distinguished
via the Knudsen number (Eq. 1.1). Note in particular that \(l_\chi\) depends on density and
temperature, and is thus a function of radius \(r\). We will follow the convention of defining \(K\)
at the centre of the star: \(K = l_\chi(r = 0)/r_\chi\). The scale radius \(r_\chi\) is conventionally set to
the radius at which the distribution of DM confined to an isothermal, constant-density sphere
with the same temperature \(T_c\) and density \(\rho_c\) as the solar core would peak. It is formally given by

\[
r_\chi = \sqrt{\frac{3k_B T_c}{2\pi G \rho_c m_\chi}},
\]

where \(m_\chi\) is the DM mass and \(k_B\) and \(G\) are the Boltzmann and gravitational constants. As
outlined in Sec. 1 and Fig. 1, the two extremal regimes are thus:

1. The \textit{Knudsen}, \textit{non-local or isothermal} limit, where \(K \gg 1\). The enhancement provided
by longer inter-scattering distances is countered by a reduction in collision efficiency.
Heat conduction is proportional to the cross section \(\sigma \sim l_\chi^{-1}\).

2. The \textit{conduction} or \textit{Local Thermal Equilibrium (LTE)} limit, where \(K \ll 1\). The comparatively strong DM-nucleus couplings result in a high collisional frequency, but suppress
inter-scattering distances, meaning heat cannot be transported far. Conduction is pro-
portional to the mean free path \(l_\chi \sim \sigma^{-1}\).

Optimal transport occurs at the so-called \textit{Knudsen transition} between these regimes, where
transport is both non-local and efficient. This occurs in the Sun for constant cross sections
of \(\sigma_{SD} \sim 10^{-36} \text{ cm}^2\), and \(\sigma_{SI} \sim 10^{-37} \text{ cm}^2\), in the respective cases of spin-dependent and
spin-independent interactions.

In the remainder of this section we provide the details of the existing formalisms used to
describe these two regimes, and summarise existing numerical results aimed at linking them.

\textbf{2.1.1 Spergel & Press: isothermal conduction}

In the non-local regime \(K \gg 1\), the DM population effectively has a single temperature \(T_\chi\),
which represents the average stellar temperature sampled by the DM in its interactions in
the star, weighted by the radius-dependent collision rates. This situation was first modeled
by Spergel and Press \([8]\), and relies on three assumptions: 1) the phase space distribution
is Maxwellian, 2) the velocity distribution has a single constant temperature \(T_\chi\) everywhere,
and 3) the distribution is locally isotropic. In other words, \(F(v, r, t)\) solves the collisionless
BCE, \(DF = 0\):

\[
n(r_{\chi,\text{iso}}) = N_{\text{iso}} e^{-m_\chi \phi(r)/T_\chi},
\]

where \(N_{\text{iso}}\) is a normalisation constant, set by demanding that the integrated density matches
the total DM population \(N_\chi\).

The energy transferred per unit time per unit stellar mass is \([8]\)

\[
\epsilon = \frac{1}{\rho(r)} \int d^3v f_\chi(v) \int d^3u f_N(u) \sigma_{\text{tot}} \langle \Delta E(u, v, \theta) \rangle |v - u|,
\]
where \( \mathbf{v} \) and \( \mathbf{u} \) are respectively the DM and nuclear velocities, and the average energy transferred per collision is

\[
\langle \Delta E \rangle = \frac{m_\chi m_n}{(m_\chi + m_N)^2} (1 - Q) \left[ m_N v^2 - m_\chi u^2 + (m_\chi - m_N) uv \cos \vartheta \right].
\]

(2.6)

Here the angle \( \vartheta \) between the incoming DM and nuclear velocity vectors is given by \( \mathbf{u} \cdot \mathbf{v} = uv \cos \vartheta \) and

\[
Q = \frac{\int \frac{d \sigma}{d \cos \theta_{\text{cm}}} \cos \theta_{\text{cm}} d \cos \theta_{\text{cm}}}{\int \frac{d \sigma}{d \cos \theta_{\text{cm}}} d \cos \theta_{\text{cm}}},
\]

(2.7)

where \( \theta_{\text{cm}} \) is the scattering angle in the centre of momentum frame. Spergel & Press [8] first derived the form of (2.5)\(^1\) for a constant DM-nucleus cross section:

\[
\epsilon_{\text{SP}} = \frac{8}{\rho(r)} \sqrt{\frac{2}{\pi}} \frac{m_\chi m_N}{(m_\chi + m_N)^2} n_\chi(r)n_N(r) \sigma_{\text{tot}} k_B (T_\chi - T(r)) \left( \frac{k_B T(r)}{m_N} + \frac{k_B T_\chi}{m_\chi} \right)^{\frac{1}{2}}.
\]

(2.8)

where \( \sigma_{\text{tot}} = \int (d \sigma/d \cos \theta) d \cos \theta = 2 \sigma \). The DM temperature \( T_\chi \) can be found iteratively through the luminosity condition:

\[
L_{\text{tot}} = 4\pi \int_0^{R_\odot} \rho(r)r^2 \epsilon_{\text{SP}}(r, T_\chi) dr = 0,
\]

(2.9)

i.e. that the DM is neither a net source nor a net sink of energy.

We may generalize this formalism to account for velocity and momentum-dependent cross sections. Including a velocity-dependent cross section amounts to including additional factors of \( |\mathbf{v} - \mathbf{u}| \) in the integrand. Eq. (2.5) can then be evaluated as described in Ref. [8], by first integrating over all angles except \( \vartheta \), and then splitting the final velocity integrals into the \( u - v > 0 \) and \( u - v < 0 \) cases, with the change of variables \( zdz = -uvd \cos \vartheta \) (taking care to avoid typos in the integration limits of Eq. A.5 of [8]).

For cross sections proportional to \( v^{2n} \) or \( q^{2n} \), this integral yields

\[
\epsilon = \frac{A_{2n}}{\rho(r)} \sqrt{\frac{2}{\pi}} \frac{m_\chi m_N}{(m_\chi + m_N)^2} n_\chi(r)n_N(r) (1 - Q) \sigma_{\text{tot}} k_B (T_\chi - T) \left( \frac{k_B T(r)}{m_N} + \frac{k_B T_\chi}{m_\chi} \right)^{\frac{1}{2} + n}
\]

(2.10)

Where

\[
A_{-2} = 2, \quad A_0 = 8, \quad A_2 = 48, \quad A_4 = 384.
\]

(2.11)

For \( q \)-independent cross sections, \( (1 - Q) \sigma_{\text{tot}} = 2\sigma_0/\mu_0^{2n} \). For \( q \)-dependent cross sections, this becomes

\[
(1 - Q) \sigma_{\text{tot}} = B_{2n} \frac{2^n m_\chi^{2n} \sigma_0}{(1 + \mu)^{2n} \mu_0^{2n}},
\]

(2.12)

where \( \mu = m_\chi/m_N \), and \( B_2 = 8/3, B_4 = 4 \), while \( B_{-2} = 2 \), the value for \( q \)-independent scattering, as we are using the momentum-transfer cross section that eliminates the forward-scattering divergence for \( q^{-2} \).

Gould & Raffelt [24] have pointed out that all three assumptions in the SP approach (that the DM velocity distribution is uniform, isotropic and Maxwellian) are violated in the case

\(^1\)Spergel & Press originally expressed this as the energy injected per unit volume, which is equal the definition that we use (Eq. 2.8) times \( \rho(r) \).
of DM transport in a star, leading to a formally incorrect solution. In the Knudsen limit, they found that the DM temperature was never perfectly uniform, instead lying somewhere between the DM temperature $T_\chi$ found with Eqs. (2.4–2.9) and the local stellar temperature $T(r)$. Earlier simulations by Nauenberg [55] concluded that SP overestimated DM luminosity by a factor of $\sim 3$; Gould & Raffelt refined this factor to $\sim 2$.

2.1.2 Gould & Raffelt: LTE conduction

Refs [55, 56] first derived expressions for heat transport in the LTE $K \ll 1$ limit, based on conduction theory. These were found to be inconsistent, and only valid in the small DM mass limit $m_\chi/m_N \ll 1$ [10]. An essentially analytical treatment of the LTE limit was established by Gould and Raffelt [10], who solved the BCE by means of a first order perturbation expansion of $F$ in the small parameter $\varepsilon \equiv l_\chi |\nabla \log T|$. Assuming the heat transport was purely due to a dipole correction to the locally Maxwellian distribution, they showed that the radial dependence of the DM number density and luminosity can be expressed in terms of dimensionless diffusion ($\alpha$) and conduction ($\kappa$) coefficients, as

$$n_{\chi, \text{LTE}}(r) = n_\chi(0) \left[ \frac{T(r)}{T(0)} \right]^{3/2} \exp \left[ -\int_0^r dr' \frac{k_B \alpha(r') dT(r')}{k_B T(r')} + \frac{m_\chi \ddot{\rho}(r')}{k_B T(r')} \right]$$

and

$$L_{\chi, \text{LTE}}(r) = 4\pi r^2 \kappa(r) n_\chi(r) l_\chi(r) \left[ \frac{k_B T(r)}{m_\chi} \right]^{1/2} k_B \frac{dT(r)}{dr},$$

resulting in a transported energy per unit stellar mass of

$$\epsilon_{\text{LTE}} = \frac{1}{4\pi r^2 \rho(r)} \frac{dL_\chi}{dr}.$$  

In this scenario the DM shares the temperature of the local background nuclei, as it is in local thermal equilibrium with them. The quantities $\alpha$ and $\kappa$ are formally calculated via inversion of the collision operator, and are thus particular to the kinematic form of the DM-nucleus interaction. For interactions with nuclei of a given mass, these quantities are a function of the DM-nucleus mass ratio $\mu = m_\chi/m_N$ only. For scattering with multiple elements, effective values of $\alpha$ and $\kappa$ must be calculated by taking a weighted average of the contributions of each species, according to their local abundances. This causes $\alpha$ and $\kappa$ to become functions of radius. Values for $\alpha$ and $\kappa$ for various $\mu$ were computed by Gould & Raffelt for the case of constant DM-nucleon cross-sections [10]. This treatment was extended to DM-nucleon couplings with non-trivial kinematic dependences in Ref. [35], where the values of $\alpha$ and $\kappa$ for cross-sections scaling with various powers of the relative velocity or momentum transfer were computed.

2.1.3 Previous Monte Carlo results and the Knudsen transition

Since a formal solution to the full BCE remains elusive, Monte Carlo simulation is the only way to directly verify the approximation schemes described above, and to access the Knudsen transition regime in which both approximations fail. As the BCE is linear in the dilute limit, time-averaging the properties of a single particle is equivalent to computing the instantaneous ensemble averages of the same properties for a population of DM particles [10, 55]. In this way
the desired number density and luminosity profiles can be computed entirely independently of the BCE.

This approach was first proposed and implemented by Nauenberg [55], and was later employed by Gould and Raffelt [10, 24] to investigate DM-mediated energy transport in a simple solar model for the case of constant DM-nucleus couplings. Gould and Raffelt found that the luminosity for values of $K$ covering the full range of the Knudsen transition is well-described by the LTE solution, (2.14), with two important modifications:

1. A Knudsen suppression function $f(K)$ must be used to suppress the total luminosity found in the $K = 0$ LTE limit. The same function can also be used to interpolate between the LTE and isothermal density distributions $n_x(r)$ [25].

2. A radial suppression factor $h(r)$ must be included, as the LTE solution overestimates the conduction rate near the core. This is expressed succinctly [10]: “Since the energy transported by the WIMPs is generated typically at a distance $l_{\text{eff}}$ “upstream”, all the luminosity at $r(r < l_{\text{eff}})$ is generated within a sphere of volume $(4\pi/3)r^3$, as opposed to a shell with volume $4\pi r^2l_{\text{eff}}$ for $r \gg l_{\text{eff}}$.”

These suppression/interpolation factors are well fit by [13, 25]

$$f(K) = 1 - \left[ 1 + \left( \frac{K}{K_0} \right)^{1/\tau} \right]^{-1} \quad \text{and} \quad h(r, t) = 1 + \left[ \frac{r - r_x(t)}{r_x(t)} \right]^3,$$

(2.16)

with $\tau \simeq 0.4$ and $K_0 \simeq 0.5$. Energy transport at any Knudsen number can then be expressed in terms of the LTE and isothermal behaviour as

$$n_x = f(K)n_{x,\text{LTE}} + [1 - f(K)]n_{x,\text{iso}}$$

(2.17)

and

$$L_{x,\text{total}}(r, t) = f(K)h(r, t)L_{x,\text{LTE}}(r, t).$$

(2.18)

Given the absence of any analytical framework with which to determine the density and energy transport at the Knudsen transition, these relations represent the only quantitative handle on this regime. Despite having been widely used in the literature, these results, based on a handful of simulations, have remained virtually uninterrogated for over three decades. This is especially important now, as direct detection limits push allowed DM-nucleon cross sections well into the Knudsen regime. Given that the widely-accepted scheme (GR with a Knudsen correction) fundamentally rests on a short mean-free-path approximation that is explicitly broken, the time is ripe to re-examine these results. We thus come to the main goal of this work: to explore in more detail the results of the earlier Monte Carlo simulations, and to update them to include the effects of non-constant interaction cross sections. No such study has ever been completed for momentum or velocity-dependent couplings.

3 Methodology

3.1 Dark matter-nucleus interactions

In this work we consider DM-nucleon couplings that are either constant, or depend on some power of the momentum $q$ exchanged during interactions, or the DM-nucleon relative velocity
$v_{\text{rel}}$. Though our results should generalise straightforwardly to spin-independent interactions, we will focus for simplicity on spin-dependent couplings—which in this context means scattering with hydrogen only.

We parameterise the DM-nucleon differential cross-section in the centre-of-mass frame relative to a reference constant cross-section $\sigma_0$ as

$$\frac{d\sigma}{d\cos \theta_{\text{cm}}}(v_{\text{rel}}) = \sigma_0 \left(\frac{v_{\text{rel}}}{v_0}\right)^{2n},$$

and

$$\frac{d\sigma}{d\cos \theta_{\text{cm}}}(q) = \sigma_0 \left(\frac{q}{q_0}\right)^{2n}.$$

Note that whilst $v_{\text{rel}}$ is an initial-state quantity and therefore has nothing to do with the centre-of-mass scattering angle $\theta_{\text{cm}}$, the momentum transfer $q$ is a function of both $v_{\text{rel}}$ and $\theta_{\text{cm}}$,

$$q^2 = (1 - \cos \theta_{\text{cm}})v_{\text{rel}}^2 \frac{2m_{\chi}^2}{(1 + \mu)^2}.$$  

Eq. (3.1) is therefore isotropic, but Eq. (3.2) retains an implicit angular dependence. The values of $v_0$ and $q_0$ are arbitrary, and set the relative velocity and momentum transfer at which the reference cross-section is defined. For our realistic simulations, we will choose $v_0 = 220 \text{ km s}^{-1}$, which is the typical velocity of DM in the Milky Way halo, and $q_0 = 40 \text{ MeV}$, a typical recoil energy in terrestrial direct detection experiments. Apart from the standard case of a constant cross-section ($n = 0$), we consider $n \in \{-1, 1, 2\}$, all of which arise as the leading-order DM-nucleon coupling in concrete theoretical models.

When considering DM in the Sun, it is the DM-nucleus cross-section which governs energy transport. DM-nucleus interactions are typically classified as spin-dependent (SD, which traditionally refers specifically to the coupling of DM to nuclear spin), or spin-independent (SI, where the DM couples coherently to every nucleon). In the SI case, the cross-section, $\sigma_{0,i}$, for scattering with the $i^{\text{th}}$ nuclear species of mass $m_i$ and nucleon number $A_i$ is related to that for scattering with a single nucleon (i.e. a hydrogen nucleus) $\sigma_0 \equiv \sigma_{0,H}$, by (see e.g. [57] and references therein)

$$\sigma_{0,i} = \sigma_0 A_i^2 \left(\frac{m_i}{m_p}\right)^2 \left(\frac{m_{\chi} + m_p}{m_{\chi} + m_i}\right)^2,$$  

and in the SD case,

$$\sigma_{0,i} = \sigma_0 \frac{4(J_i + 1)}{3J_i} |\langle S_{p,i} \rangle + \langle S_{n,i} \rangle|^2 \left(\frac{m_i}{m_p}\right)^2 \left(\frac{m_{\chi} + m_p}{m_{\chi} + m_i}\right)^2,$$  

where $m_p$ is the proton mass, $\langle S_{p,i} \rangle$ and $\langle S_{n,i} \rangle$ are the expectation values of the spins of the proton and neutron subsystems, and $J_i$ is the nuclear spin. Being by far the most abundant element in the Sun with spin, here we only consider SD interaction of DM with hydrogen.

Note that Eq. 3.4 only holds at low $q$; at large $q$ DM no longer couples coherently to every nucleon, and the cross-section is suppressed. This is characterised by an additional multiplicative, isotope- and momentum-dependent nuclear form factor—or nuclear response function—which accounts for the internal structure of nuclei. We do not consider the nuclear
response in this paper, as most of the DM scattering events contributing to energy transport in the Sun occur with hydrogen and helium at low momentum transfer. Where scattering from heavier elements does occur, it has been shown that the suppression of the cross-section produced by introducing the form factor is insignificant at the relevant values of the momentum transfer [35]. Of course, such form factors become much more important in the context of DM capture.

Recent work [48, 58] has formalized an equivalent parameterisation, based on non-relativistic effective operators (NREOs), which decompose interactions into a basis of scalar products of the identity, DM spin $S_\chi$, nucleon spin $S_N$, exchanged momentum $q$ and $v_\perp$, the component of $v_{\text{rel}}$ orthogonal to q. Nuclear response functions corresponding to each of the 14 operators identified for spin-1/2 DM have been computed and tabulated in [48], for the 16 most abundant elements in the Sun. In the language of NREOs, the constant SI and SD interactions respectively correspond to $O_1 = I$ and $O_4 = S_N \cdot S_\chi$. Other operators can be straightforwardly translated to and from the form adopted here (3.1-3.2) via the corresponding DM response functions $R(q, v_\perp)$ presented in Ref. [48]. Such a refactoring can be found e.g. in the public Captn\' General code [59].

3.2 Simulations

We simulate energy transport by considering 2-body elastic collisions between a single DM particle and a thermal distribution of nuclei, confined within the simple harmonic oscillator gravitational potential of a uniform sphere of constant density $\rho_{\text{sho}}$:

$$V(r) = \frac{2\pi G \rho_{\text{sho}} r^2}{3}. \quad (3.6)$$

This allows for analytic expressions for the orbits followed by individual particles (Appendix A). We track the DM particle on a collision-by-collision basis, recording its position, velocity and collisional energy transfer. We assume the nuclei to be in local thermal equilibrium, with velocities described by a Maxwell-Boltzmann distribution at a local temperature $T(r)$. We work in a Cartesian coordinate system with origin at the centre of the Sun.

Although the realistic mass distribution of the Sun is more complicated, the benefit of having analytical orbits here is substantial, both in terms of computational time and complexity. Given that trapped DM is predicted to cluster in the core of the Sun, where the density is approximately constant, this is not an unreasonable way to model energy transport by DM scattering. Note also that whilst we employ a constant $\rho_{\text{sho}}$ for determining the gravitational potential experienced by DM particles between scattering events, this is entirely independent of the density profile that we employ for scattering nuclei in the simulation. We will consider two scenarios, one with a constant density of scatterers à la Gould and Raffelt, and one that will include a radially-dependent density distribution $n(r)$.

We simulate the random walk of a DM particle undergoing scattering events in the Sun according to the following procedure:

1. **Selection of the initial position and velocity**

   Using the rejection method, we select the initial height of the DM particle in the Sun from a distribution

   $$P(r) \propto r^2 e^{-\left(\frac{r}{\rho_{\text{sho}}}ight)^2}, \quad (3.7)$$
where \( r_{\text{sho}} \) is the effective scale length of the distribution obtained by evaluating Eq. 2.3 with \( \rho_c = \rho_{\text{sho}} \). We draw the corresponding angular co-ordinates \( \theta \) and \( \phi \) isotropically from uniform distributions. We subsequently draw the three Cartesian components of the initial velocity vector independently from 1D Maxwell-Boltzmann distributions characterised by the local temperature. We found that the results of the simulation were largely independent of the form of the initial sampling distributions, so the assumption of local thermal equilibrium for obtaining the starting velocity does not impact the results.

2 Determination of the next point of collision

Following each collision, we draw a number of optical depths over which the DM particle will travel before interacting again. We select this number from an exponentially falling distribution proportional to \( e^{-\tau} \). The optical depth \( \tau \) relates a time interval \( t \) to the sum of the total rates \( \omega_i \) with which a DM particle of velocity \( v \) scatters with the \( i \)th nuclear species, via the differential equation

\[
d\tau = \sum_i \omega_i(v) dt.
\]

(3.8)

The rate at which a DM particle of velocity \( v \) interacts with particles of number density \( n_i(r) \), each moving with a velocity \( u \), is given by the product of the total interaction cross-section, \( \sigma_i \), with the flux, \( n_i(r) |v - u| \). In the Sun, where the velocities of a given nuclear species follow a distribution \( f(u; r) \), the quantity \( \omega_i \) is constructed by averaging the rates for each possible \( u \) weighted by \( f(u; r) \). This leads to the general result that

\[
\omega_i = \int d^3u \sigma_i(|v - u|) n_i(r) |v - u| f(u; r).
\]

(3.9)

As the nuclei are in LTE, \( f(u; r) \) takes the form of a Maxwell-Boltzmann distribution at the local temperature \( T(r) \). In general, the total cross-section \( \sigma_i \) depends on the DM-nucleus relative velocity \( v_{\text{rel}} \equiv |v - u| \). This is most clearly seen from its relation to the differential cross-section

\[
\sigma_i = \int_{-1}^{1} d\cos \theta_{\text{cm}} \frac{d\sigma_i}{d\cos \theta_{\text{cm}}}(v_{\text{rel}}, q).
\]

(3.10)

Whilst we parameterise the differential cross-sections in terms of \( v_{\text{rel}} \) and \( q \), the latter can itself be expressed in terms of \( v_{\text{rel}} \) and \( \theta_{\text{cm}} \) (Eq. 3.3). After integrating over the scattering angle, the total cross-section therefore depends solely on the relative velocity of the colliding particles.

For cross-sections proportional to \( q^{-2} \), the proportionality of the differential cross-section to \( (1 - \cos \theta_{\text{cm}})^{-1} \) arising from Eq. 3.3 causes the total cross-section to diverge at \( \theta_{\text{cm}} = 0 \). This scattering angle corresponds to forward scattering, which for elastic interactions does not result in momentum transfer. Given that momentum transfer is necessary for energy transport, forward scattering is not of any relevance to this discussion. We thus regulate the divergent behaviour by using the “momentum transfer cross-section” \( \sigma_T \),

\[
\frac{d\sigma_T}{d\cos \theta_{\text{cm}}}(q, \theta_{\text{cm}}) \equiv (1 - \cos \theta_{\text{cm}}) \frac{d\sigma}{d\cos \theta_{\text{cm}}},
\]

(3.11)
Selection of a Scattering Nucleus

The probability of interaction with the \( i \)th nuclear species is proportional to \( \omega_i \). This depends on both the velocity of the DM particle and its position. In the simulations that we present here, we only consider spin-dependent scattering on hydrogen; in more general simulations, one would randomly select the nuclear species involved in each individual interaction, with the relative probabilities of different species given by their respective interaction rates \( \omega_i \).

We randomly generate an incoming velocity vector of the scattering hydrogen nucleus, according to the probability distribution for the local rate of DM interaction with hydrogen. The nuclear velocity \( \mathbf{u} \) enters this rate calculation both directly via its velocity distribution \( f(\mathbf{u}; \tau) \), and also in the DM-nucleus relative speed

\[
v_{\text{rel}} = |\mathbf{v} - \mathbf{u}| = (v^2 + u^2 - 2vu \cos \vartheta)^{1/2},
\]

which considers only those interactions that result in momentum transfer [35, 60, 61].

The analytical expressions that we obtain for \( \omega_i \) by computing Eq. 3.9 for each specific DM-nucleus interaction are given in Table 1.

We find the time corresponding to the desired value of \( \tau \) by integrating Eq. 3.8 along the DM trajectory using a 5th order Runge-Kutta algorithm with an embedded 4th order step. This is an iterative technique, which combines 6 evaluations of the integrand at successive times within a small interval \( \delta \tau \) in two different ways to give two independent evaluations of \( \tau(t + \delta \tau) \). The difference between these evaluations is used to estimate the truncation error and adjust the step size accordingly. As \( \tau \) is increased, \( \tau \) increases monotonically. We stop iterating when the desired value of \( \tau \) is reached and interpolate back to find the corresponding time value. Once the collision time is known, we obtain the DM position and velocity using Eqs. A.1 and A.2.

### Table 1: The analytical form of the total rate \( \omega_i \) at which a DM particle of velocity \( v \) scatters with the \( i \)th nuclear species. For ease of mathematical notation we define \( v_T^2 = 2k_B T/m_\chi \) and \( y^2 = |v/v_T|^2/\mu \).

| Interaction Type | \( \omega_i \) |
|------------------|----------------|
| \( \sigma = \text{const.} \) | \( 2\sigma_0 n_i v_T \sqrt{\mu} \left[ (y + \frac{1}{2y}) \text{erf}(y) + \frac{1}{\sqrt{\pi}} \exp(-y^2) \right] \) |
| \( \sigma \propto v_{\text{rel}}^2 \) | \( 2\sigma_0 n_i \mu^{3/2} v_T \left( \frac{v_T}{v_0} \right)^2 \left[ (3+12y^2+4y^4) \text{erf}(y) + \frac{5+2y^2}{2\sqrt{\pi}} \exp(-y^2) \right] \) |
| \( \sigma \propto q^2 \) | \( \frac{4\sigma_0 n_i \mu^{3/2} v_T m_i^2}{(1+\mu)^2} \left( \frac{v_T}{v_0} \right)^2 \left[ (3+12y^2+4y^4) \text{erf}(y) + \frac{5+2y^2}{2\sqrt{\pi}} \exp(-y^2) \right] \) |
| \( \sigma \propto v_{\text{rel}}^0 \) | \( 2\sigma_0 n_i \mu^{5/2} v_T \left( \frac{v_T}{v_0} \right)^4 \left[ (15+8y^2+60y^4+90y^6) \text{erf}(y) + \frac{33+4y^4+28y^2}{4\sqrt{\pi}} \exp(-y^2) \right] \) |
| \( \sigma \propto q^2 \) | \( \frac{32\sigma_0 n_i \mu^{5/2} v_T m_i^4}{3(1+\mu)^4} \left( \frac{v_T}{v_0} \right)^4 \left[ (15+8y^2+60y^4+90y^6) \text{erf}(y) + \frac{33+4y^4+28y^2}{4\sqrt{\pi}} \exp(-y^2) \right] \) |
| \( \sigma \propto v_{\text{rel}}^{-2} \) | \( 2\sigma_0 n_i \mu^{-1/2} \left( \frac{v_T}{v_0} \right)^{-2} v_T y^{-1} \text{erf}(y) \) |
| \( \sigma \propto q^{-2} \) | \( \frac{\sigma_0 n_i \mu^{-1/2} \left( \frac{v_T}{v_0} \right)^{-2}}{v_T m_i^2} y^{-1} \text{erf}(y) \) |
where $\vartheta$ is the angle between the incoming velocities $v$ and $u$ of the DM and the nucleus respectively, in the frame of the Sun.

The 2D distribution for the nuclear speed and scattering angle thus takes the form

$$ P(u, \vartheta) \propto u^2 (v^2 + u^2 - 2uv \cos \vartheta)^{1/2+n} \exp \left[ -\frac{u^2}{v_T^2} \right], \tag{3.13} $$

where $v_T$ is defined as $\sqrt{2k_B T/m_\chi}$. Here, the additional factor of $u^2$ compared to Eq. 3.9 arises from the conversion of the (three-dimensional) nuclear velocity distribution $f(u, r)$ to the corresponding (one-dimensional) Maxwell-Boltzmann speed distribution. The additional factors of the relative velocity come from the form of the total cross-section. We employ a 2-dimensional rejection technique to draw from this distribution, simultaneously considering candidate values for both $u$ and $\cos \vartheta$. These two factors completely specify the DM-nucleus relative velocity.

## 4 Perform the Collision in the Centre of mass frame

We simulate the DM-nucleus interaction in the centre-of-mass (CoM) frame. The DM velocity $t$ in this frame is related to the velocity $v$ in the solar (lab) frame as

$$ t = v - s, \tag{3.14} $$

where the velocity of the CoM of the system in the solar frame is

$$ s = \frac{m_\chi v + m_N u}{m_\chi + m_N}. \tag{3.15} $$

Energy and momentum conservation require that in CoM frame, the magnitude of each particle’s momentum, and hence speed, are unchanged by the interaction. The remaining two parameters required to describe the outgoing system, namely the polar angles $\theta_{cm}$ and $\phi$ through which the DM particle is scattered, are unconstrained, and thus governed by the probabilities of quantum mechanics.

The angle $\theta_{cm}$ corresponds to the angle between the incoming and outgoing DM velocity vectors, and is thus referred to as the centre-of-mass scattering angle. The probability distribution for this angle is dictated by the form of the DM-nucleus interaction. The azimuthal angle $\phi$ is arbitrary, depending on neither the form of the interaction nor the kinematics. It therefore follows a uniform distribution.

To describe a collision in this CoM frame, we first construct an orthonormal basis with unit vectors $\{\hat{a}_1, \hat{a}_2, \hat{a}_3\}$, taking $\hat{a}_3$ to be the unit vector in the direction of $t$. The outgoing velocity of the DM particle $t'$ in this frame is thus

$$ t' = t \sin \theta_{cm} \cos \phi \hat{a}_1 + t \sin \theta_{cm} \sin \phi \hat{a}_2 + t \cos \theta_{cm} \hat{a}_3. \tag{3.16} $$

This is illustrated in Fig. 2.

We draw values for $\theta_{cm}$ based on the form of the differential cross section for a given interaction. In the case of velocity-dependent interactions, the distribution in $\cos \theta_{cm}$ is simply uniform over the interval $[-1, 1]$. For $q$-dependent interactions, the differential
cross-section can be expressed in terms of the CoM scattering angle via Eq. 3.3. We thus select $\theta_{\text{cm}}$ from a distribution proportional to $(1 - \cos \theta_{\text{cm}})^n$.

Once the outgoing velocity has been calculated in the CoM frame, we then transform it back to the lab frame by adding $s$ (which remains constant during the collision).

5 Record and repeat

After each collision, we record the position of the DM particle and its outgoing velocity, and use them to determine its new trajectory. We also log the energy transferred to the nucleus, given by the difference between the DM kinetic energy immediately before and after the collision.

We then repeat steps 2 – 4 until the particle has undergone a large number of interactions, typically between $10^6$ and $10^7$.

In addition to the data that we record at each collision point, we also log the position and velocity of the DM at regular time intervals over the course of the simulation, in order to allow us to construct stationary distributions of relevant properties of the DM.
population.

3.3 Treatment of particles leaving the Sun

If at any point in its trajectory a DM particle reaches the solar surface, it leaves the Sun. If the velocity on exit is less than the surface escape velocity, it does not escape to infinity, but will return at some later time, to participate in further scattering events. Outside the Sun, the orbits of such particles become entirely Keplerian. We use the exit position and velocity of the DM particle to calculate the form of this trajectory, and by finding its intersection points with the boundary of the Sun, compute the position and velocity at which it will re-enter the Sun. We use the re-entry position and velocity to find the new simple-harmonic trajectory of the DM particle, and then continue from Step 2. We compute the time that the DM particle spends outside the Sun from the ratio of the area of its orbit swept out whilst absent to the total orbital area, and add it to the total simulation time.

If the DM particle reaches the boundary of the Sun with a velocity exceeding the surface escape velocity, we terminate the simulation and begin a new one from Step 1. This corresponds to an evaporation event. We observe a negligible number of such cases throughout our simulations.

3.4 Obtaining distributions

The luminosity transported by DM to a height $r$ in the Sun is

$$L(r) = \int dL = 4\pi \int_0^r r^2 \rho(r')\epsilon\chi(r')dr',$$

where $\rho(r)$ is the total matter density, and $\epsilon(r)$ is the energy injected into the stellar plasma by DM scattering, per unit time and mass of solar material. The integrand $dL$ corresponds to the total rate of energy transfer in a spherical shell centred at radius $r$. To estimate $dL$ from $E_i$, the set of energy transfer values in collisions in our simulation, in a given radial bin we compute

$$\langle dL \rangle = \frac{\sum_i E_i}{t_{\text{sim}}},$$

where $t_{\text{sim}}$ is the total simulation time. This corresponds to the mean rate of energy transfer by a single DM particle across the entire shell. The total luminosity at radius $r$ can then be determined by simply extending the shell the entire way from the centre of the Sun to $r$. To map this result to the expected luminosity for an entire population of DM in the Sun, Eq. (3.18) must be multiplied by $\eta N_B$, where $N_B \equiv M_\odot/m_p$ is the number of baryons in the Sun, and $\eta = N_\chi/N_B$ is the DM fraction accumulated in the Sun.

In the latter parts of this paper, we will use the maximum value of the luminosity, i.e. $L_{\text{max}} \equiv \max_r |L(r)|$, as a measure of the transport efficiency of a given DM model—the absolute value here is because the luminosity is negative everywhere by convention. Explicitly, we take $L_{\text{max}}$ and its associated error, to be the luminosity and error of the bin with highest luminosity.

The standard error on a mean of some quantity $x$ estimated from Monte Carlo simulation can be estimated as

$$\sigma_{\text{SE}}^2 = \frac{\langle x_i^2 \rangle - \langle x_i \rangle^2}{N},$$

where $\langle x_i^2 \rangle$ is the mean of the squared values of $x_i$, and $N$ is the number of simulations.
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where $N$ is the number of samples used to construct the mean. The standard error on our estimate of the luminosity is therefore

$$
\sigma_{SE} = \frac{1}{t_{sim}} \sqrt{\sum_{i=1}^{N} E_i^2 - \frac{1}{N} \left( \sum_{i=1}^{N} E_i \right)^2},
$$

(3.20)

where for the error on $dL$ in a shell, the sum extends over all events in the radial bin, and for the error on $L(r)$, over all events at radii less than $r$.

4 Results

In this section we present the main results of our Monte Carlo simulations. We will focus on two large sets of simulations: 1) an idealized setup identical to what was used by Gould & Raffelt, presented in Sec. 4.1, and 2) a realistic setup using realistic DM and nuclear masses, with temperature and density data from a Standard Solar Model, in Sec 4.2.

4.1 Idealized simulations

In order to verify our Monte Carlo procedure, we initially study energy transport under the same conditions as Gould & Raffelt [10, 24]. Here, we model the star as a uniform sphere of constant density $\rho = \rho_{sho}$, consisting of a single nuclear species with the same mass as the conducting DM particles. The physical scales of this system follow a simple SI-based unit system, with $m_p = m_\chi = 1 \text{ kg}$, $T = 1 \text{ K}$ and a constant density $\rho_{sho} = \sqrt{3k_B/2\pi G} = 10^{-13} \text{ kg m}^{-3}$. We take the radius of the Sun to be 2.5 m such that the Solar temperature remains above zero everywhere. We note that this, and our corresponding procedure to deal with DM particles leaving and re-entering the Sun, marks the only difference between our simulation and that produced of Gould & Raffelt, who did not any such radial boundary.

The solar temperature profile is taken to be a simple linear gradient of the form

$$
T(r) = (1.65 - 0.65r) \text{ K}.
$$

(4.1)

This is constructed such that $r = 1$ corresponds to the radius at which $T = T_\chi$, the isothermal (Spergel & Press) DM temperature for this system.

Adopting such a simple model is advantageous for three reasons. First, it allows direct comparison to the results of the numerical simulations performed by Gould & Raffelt [24]; second, the simple temperature and density profiles mean that comparing with the analytical distributions outlined in Section 2.1 is particularly straightforward; and third, the large difference in length, density and gravitational scales between the idealized and realistic approaches will provide a strong test of the robustness of any heat conduction approximation scheme.

To verify this setup, we first “switch-off” the temperature gradient, and follow the evolution of DM in a sphere of nuclei at a uniform temperature $T = 1 \text{ K}$. We note that in this specific situation, $r_\chi = 1$ m and the Knudsen number $K$ is numerically equal to the DM mean-free path, which in this instance is constant throughout the Sun.

For this scenario, the DM radial distribution should follow

$$
n_\chi(r) = \frac{e^{-\left(\frac{r}{r_\chi}\right)^2}}{r^3\pi^{3/2}}.
$$

(4.2)
Figure 3: Radial distribution of DM obtained at various Knudsen numbers, for velocity- and momentum-independent interactions in a constant density sphere, with a uniform temperature of 1 K (left) and the linear temperature gradient defined in Eq. (4.1) (right). This latter case is what we denote the idealized set-up. The analytic LTE and isothermal profiles are shown as solid lines.

The function $4\pi r^2 n_\chi (r)$ peaks at a radius of $r = 1$ m, as per the definition of the scale length. The distribution obtained for three different values of $K$ using our Monte Carlo program is shown in the left hand panel of Fig. 3, demonstrating excellent agreement with the analytical form. As expected, we observe an identical distribution over a wide range of $K$ values.

We then turn to simulations in the idealized setup, with a constant density profile and a linear temperature gradient identical to that used by Gould & Raffelt [24] as given in Eq. (4.1).

For non-uniform temperature profiles, the DM radial distribution is dependent on $K$, with the $K \ll 1$ and $K \gg 1$ limits corresponding to the conduction and isothermal regimes respectively. We perform simulations at different values of $K$ by varying the interaction parameter $\sigma_0$, which implicitly defines the inter-scattering distance, $l_\chi$ in Eq. (1.1). At $K = 0.1$, transport is local and the conduction approximation should be expected to be fairly accurate. Since all of the scattering nuclei are identical in this model, the diffusion coefficient $\alpha$ is independent of radius. The analytical expression for the number density (Eq. 2.13) thus simplifies to

$$n_\chi (r) = n_\chi (0) \left[ \frac{T(r)}{T(0)} \right]^{3/2-\alpha} e^{-\int_0^r dr' \frac{m_\chi \phi(r')}{k_B T(r')}}.$$  (4.3)

As the temperature profile applied in this situation is analytic, the integral in equation Eq. (4.3) can be evaluated to give a closed form expression for $n_\chi$.

As $K$ increases, we observe a smooth transition from the local regime to the isothermal one. The Monte-Carlo distributions for a range of $K$ between 0.1 and 10 are shown in the right-hand panel of Fig. 3, where the red curve is the theoretically-expected LTE distribution (4.3), and the blue one is the isothermal distribution (2.4). Performing a least-squares fit of $\alpha$ in Eq. (4.3) to the Monte Carlo radial distribution for $K=0.1$, we find $\alpha = 2.316 \pm 0.005$. This is in direct accordance with the value of 2.3190 computed analytically by Gould & Raffelt [10] for $\mu = 1$. 

---
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Fig. 4 shows the distributions obtained for non-constant cross sections with $K = 0.2$, overlaid with the predicted LTE distribution (2.13) using the values of $\alpha$ computed in Ref. [35], and without the Knudsen-dependent correction $f(K)$ (2.16) applied. The slight departure from the LTE prediction is similar in magnitude to the $K = 0.2$ constant case seen in the right hand panel of Fig. 3.

We now turn to transported heat: Fig. 5 shows the radial luminosity $L(r)$ and energy transport profiles for three different momentum- and velocity-independent simulations in the idealized (linear temperature gradient) setup. These correspond to transport in the local regime ($K = 0.1$; blue line), Knudsen transition ($K = 0.4$; red line), and the non-local/Knudsen regime ($K = 2$; yellow line). As expected, transport is suppressed in both the LTE limit due to the short mean free path, and the Knudsen limit due to the low interaction rate. The lower $K$ cases are noisier; this is because far more simulation steps are required to adequately sample the full stellar distribution, since $l_\chi$ is small and particles travel only a short distance between collisions.

Our results for velocity- and momentum-independent interactions are in agreement with Monte Carlo simulations performed by Gould & Raffelt [24]. Each red point in Fig. 6 is obtained from a separate simulation at that value of $K$ and shows the maximum luminosity $L_{\text{max}}$ found over 100 radial bins. The solid red line is a cubic spline through the results.
Figure 5: Left: Total energy transferred to the nuclei per unit time in 100 radial bins for momentum- and velocity-independent interactions at three different Knudsen numbers $K$, in the idealized simulations. A negative energy corresponds to energy being absorbed by the DM, (removed from the plasma) and positive energy represents energy deposition. Right: luminosity $L(r)$ carried by DM at each radius. Leftwards of the peak corresponds to the conduction regime (where errors are larger for the reasons pointed out above), whereas rightwards of the peak represents the Knudsen limit of non-local transport. We show the results of Gould & Raffelt [24], upon which this simulation is based, as black crosses on the same figure. In doing this, we have converted from the units used for mean-free-path by Gould & Raffelt to the Knudsen number. The Gould & Raffelt values of luminosity, originally presented in arbitrary units, have all been scaled by the same constant factor to match our normalisation.

Radial distributions of luminosity $L(r)$ for DM with velocity- and momentum-independent interactions are shown for three different values of $K$ in the left-hand panels of Fig. 7. Results from our Monte Carlo simulations are shown in green. The right-hand panel shows $dL/dr$, which is proportional to the transported energy per unit volume (2.15). Negative values of $dL/dr$ correspond to heat being removed from the stellar material, whereas positive $dL/dr$ corresponds to heat deposition. The three values of $K$ roughly span the LTE regime ($K = 0.2$, top), near the Knudsen transition ($K = 1$, middle), and the Knudsen regime ($K = 10$, bottom). Dashed and dot-dashed curves in Fig. 7 represent the predicted heat transport under the two heat transport schemes described in Sec. 2.1. The isothermal (Spergel &
Figure 6: The transition from the conduction regime to the Knudsen limit. Each red point corresponds to the peak of the radial luminosity $L_{\text{max}} \equiv \max_r |L(r)|$ (Eq. 3.17) obtained following $\sim 1 \times 10^7$ simulated interactions. The solid red line is a cubic spline through this data set. The black points correspond to the results of an identical study by Gould & Raffelt [24], scaled to our units.

Press; SP) scheme is shown in orange, whereas the LTE (GR) solution, including the $f(K)$ and $h(r)$ Knudsen and radial suppression factors (Eq. 2.16), is shown in magenta. We will return to the solid blue line, labeled “Calibrated SP”, in Sec. 5. Predictably, the GR solution fares well in the LTE regime, but despite the correction factors, tends to overestimate the peak luminosity into and above the Knudsen transition. The SP method, by comparison, is systematically too high by a factor of two in the Knudsen regime (as also noticed by Gould & Raffelt [24]), and deviates substantially from the direct simulation in the LTE regime, as conduction begins to scale with $K$ rather than with $K^{-1} \propto \sigma$. Both approaches correctly identify the radius $r_{\chi}$ at which heat transport is maximal, i.e. where $dL/dr = 0$ and energy goes from being removed at smaller radii to being deposited at larger radii.

Fig. 8 is similar to Fig. 7, except that it shows $L(r)$ for $K = 1$ in every panel, for cross sections that scale as $v^{2n}$ (left), and $q^{2n}$ (right). Rows from top to bottom respectively show $n = -1, 1$ and 2. The derivatives $dL/dr$ are shown as insets, in the same units as in the right-hand panels of Fig. 7. Predicted curves from each theoretical heat transport scheme are again shown, with each curve appropriately adapted to the different cross section models following Eqs. (2.10–2.12) for SP, and using the results of Ref. [35] for GR. The SP behaviour is very similar to the constant case, overestimating transport by a factor of two in the Knudsen regime, and failing to account for local transport for $K \ll 1$. Some of the GR curves match results relatively well (e.g. $q^2$), but they are generally not a good match to the explicit simulations, sometimes over or under-predicting the luminosity by several orders of
Figure 7: Transported heat in the idealized simulation (simple harmonic oscillator potential, constant density and linear temperature gradient) for a constant elastic scattering cross section and $m_{\chi} = m_p$. Results are shown for the two commonly-used frameworks (Spergel & Press [8], Gould & Raffelt [10, 25, 35]), as well as the ‘Calibrated SP’ method developed here. Green data points represent results of our Monte Carlo simulations. Cross sections and corresponding Knudsen numbers $K$ are given for each of the three plotted cases.
Figure 8: Transported heat in the idealized simulation (simple harmonic oscillator potential, constant density and linear temperature gradient) for elastic scattering cross sections that depend on $v^{2n}$ (left) or $q^{2n}$ (right). Line styles as in Fig. 7.
magnitude, and generally failing to accurately predict the location of $r_\chi$.

In order to understand the behaviour of DM energy transport in our simulations, it is instructive to consider the effective DM temperature $T_{\text{eff}}$, given by

$$T_{\text{eff}} = \frac{2\langle E_k \rangle}{3k_B},$$

(4.4)

where $\langle E_k \rangle$ is the time-averaged DM kinetic energy, with angled brackets representing an average within each radial bin. Figure 9 shows $T_{\text{eff}}$ as a function of radius for different Knudsen numbers $K$, for $n = 0$ (constant cross-section). At small $K$, as expected, the DM temperature closely follows that of the background nuclei, approaching local thermal equilibrium. Here, the DM interacts a sufficient number of times to thermalise before it diffuses to a region of different temperature. As $K$ is increased, the increase in inter-scattering distance causes the effective DM temperature to deviate from that of the nuclei, tending towards a constant temperature corresponding to the statistically-averaged isothermal temperature $T_{\text{iso}}$, which can be obtained by solving Eq. 2.9, and for this system, has a value of $\sim 1K$.

Fig. 9 provides some insight into the level of accuracy that we can expect from our conduction formalism. As $K$ rises above $\sim 0.2$, the average DM temperature departs noticeably from $T(r)$, indicating a breakdown of the conditions behind the GR perturbative expansion of the BCE (2.1). As noted in Ref. [24], $T_{\text{eff}}$ does not converge to the isothermal limit, but rather asymptotes to an intermediate value at large $K$, indicating that the isothermal assumption is never strictly realized. This should not be too surprising, as the isothermal solution $f(E) \propto e^{E/T_{\text{iso}}}$ with constant $T_{\text{iso}}$ is the exact solution to the Collisionless Boltzmann Equation $DF = 0$, whereas $T_{\text{iso}}$ in the SP approach is defined by the (nonzero) collision operator on the right-hand side of the BCE.

To end this section, we show in Fig. 10 the maximum luminosity across all $\sigma \propto v^{2n}, q^{2n}$ models. We find that they all show very similar behaviour with $K$, scaling proportionately to $K$ in the LTE regime, and to $K^{-1}$ for large $K$. In contrast to what is expected on the basis of a dipole-based perturbative solution to the BCE [35], the peak luminosities are very close to one another, suggesting that heat transport is limited by kinematics, and not by the form of the interaction cross section. We also find that the Knudsen transition occurs at slightly different values of $K$ for each model. This could be because we chose to define $K$ using the mean inter-scattering distance at $r = 0$, as velocity dependence introduces an implicit temperature (and therefore radial) dependence to $l_\chi$, even when the density of targets is constant.

4.2 Realistic simulations

We now turn to a more realistic setup for our Monte Carlo simulations. We study energy conduction in the Sun using the temperature profile and chemical composition of the present-day AGSS09ph standard solar model [33]. In order to keep the orbital trajectories analytically tractable, we keep the simple harmonic oscillator (SHO) gravitational potential, rather than computing it self-consistently from the stellar density. We set the scale of the gravitational potential, $\rho_{\text{sho}}$, to 148.9 g cm$^{-3}$. This corresponds to the density in the core of the Sun and amounts to approximately 100 times the average solar density. Because of the high core

\[ \text{See https://www.ice.csic.es/personal/aldos/Solar_Models.html for up-to-date SSM data files.} \]
Figure 9: Effective temperature $T_{\text{eff}}$ (Eq. 4.4) of DM with velocity- and momentum-independent interactions as a function of radius for different Knudsen numbers in the idealized simulations. For low $K$, the DM approaches local thermal equilibrium with the nuclei. At large $K$, the DM tends towards the isothermal distribution assumed in the Spergel & Press formalism, but never actually reaches it.

Figure 10: Maximum transported luminosity in the idealized simulations, with constant stellar density and $m_\chi = m_p$, as a function of the Knudsen number $K$. Here we show results for constant dark matter-nucleon cross sections as well as those proportional to $v^{2n}$ and $q^{2n}$. Data points with error bars are results of our simulations, and curves show maximum luminosities predicted by the calibrated SP transport scheme (5.1). $K_0$ is given in Table 2.
density, most of the DM in a real star will be localized very near the core. For DM masses greater than $\sim 10\text{ GeV}$, both the SP and GR distributions predict that 99.9% of the DM is confined below $0.1\,R_{\odot}$, where the potentials differ by $\lesssim 20\%$. For $m_\chi = 10\,\text{ GeV}$, the predicted luminosity using the true Solar potential is 12% higher, and peaks at 0.43 $R_{\odot}$, rather than 0.41 $R_{\odot}$ for the SHO potential. The two models deviate more from one another for lower DM masses, as the distribution more easily samples higher radii, where the two potentials begin to differ. We will consider DM masses of $5-20\,\text{ GeV}$. These are above the threshold for evaporation, which is about 4 GeV in the Sun, but should be larger for the potential that we consider here. Although our simulation is capable of dealing with evaporation events, we recorded none in the duration of the realistic study. We again consider scattering with a single isotope, which we model by assuming spin-dependent (SD) scattering (Eq. 3.5) on hydrogen only.

In Fig. 11 we show the radial luminosity profiles (left) and $dL/dr$ (right) for a selection of constant cross-section values. These range from conduction near the LTE limit ($\sigma_0 = 5 \times 10^{-35}\,\text{ cm}^2$, $K = 0.12$), through the transition ($\sigma_0 = 10^{-35}\,\text{ cm}^2$, $K = 0.65$) and well into the Knudsen regime at a cross-section value near to the current experimental limit ($\sigma_0 = 10^{-40}\,\text{ cm}^2$, $K = 64 \times 10^4$). As in Figs. 7 and 8, we also include predictions from the two theoretical heat transport schemes. The GR method does as well as the idealized setup, remaining within error bars in the LTE regime. In the Knudsen limit, GR overestimates the peak luminosity by only about 10–20%, but fares far worse at large radii, substantially overpredicting the effect of DM heat transport outside the stellar core. In contrast, the SP method behaves much as in the idealized cases, overestimating the luminosity by a factor of $\sim 2$ in the Knudsen limit, and becoming steadily more inaccurate as $K$ decreases. However, the shape predicted by the SP formalism is in better general agreement with the results of the simulations than is the shape predicted by GR.

Fig. 12 shows an example for each of the $v^{2n}$ and $q^{2n}$ cases. As in the idealized case (Fig. 8), after being adapted to heat transport by more general nuclear scattering cross-sections the SP formalism provides a very good description of the shape of the luminosity and energy transport curves. The radially and Knudsen-corrected GR scheme fares even worse than in the constant case, underpredicting $L(r)$ by several orders of magnitude for positive $n$, and overpredicting it for negative $n$.

The maximum luminosity for each model is shown as a function of the reference cross section $\sigma_0$ in Fig. 13, where each data point corresponds to a single realistic simulation. As in the idealized case, the maximum luminosity achievable is independent of the interaction type. The Knudsen transition occurs at very different values of $\sigma_0$ due to the (arbitrary) choices of $v_0$ and $q_0$. In terms of Knudsen number, the peak locations range from $K \sim 0.1$ for $v^{-2}$ scattering to $K \sim 1.7$ for $q^4$ scattering. We will discuss these in more detail in the following section.

We finally show some examples of heat transport with different masses in Fig. 14, for the $v^2$ (left) and $q^2$ (right) cases. Here we see that even with $m_\chi = 5\,\text{ GeV}$ (top) or $m_\chi = 20\,\text{ GeV}$ (bottom), the behaviour is largely similar to the $m_\chi = 10\,\text{ GeV}$ case that we have considered so far: at large $K$, the SP prediction is too large by about a factor of 2, but the radially and Knudsen-corrected GR prediction is too low by orders of magnitude.
Figure 11: Transported heat in the realistic solar model (simple harmonic oscillator potential, using SSM profiles for target density and temperature profiles), for a constant elastic scattering cross section, $m_\chi = 10 \text{ GeV}$ and $n_\chi/n_b = 10^{-15}$. Results are shown for the two commonly-used frameworks (Spengel & Press [8], Gould & Raffelt [10, 25, 35]), as well as the ‘Calibrated SP’ method developed here. Green data points represent results of our Monte Carlo simulations. Cross sections and corresponding Knudsen numbers $K$ are given for each of the three plotted cases.
Figure 12: Transported heat in the realistic solar model (simple harmonic oscillator potential, using SSM profiles for target density and temperature profiles) for elastic scattering cross sections that depend on $v^2 n$ (left) or $q^2 n$ (right). As in Fig. 11, $m_\chi = 10 \text{ GeV}$ and $n_\chi/n_b = 10^{-15}$. Line styles are as in Fig. 11. The GR line has been removed from the top panels, as it overestimates conduction by an order of magnitude.
Figure 13: Maximum luminosity as a function of $\sigma_0$ in the realistic simulations, for spin-dependent interacting DM with $m_\chi = 10$ GeV. Data points are maximum luminosities estimated from Monte Carlo simulations and solid curves are luminosities computed with Eq. (5.1), where the value of $K_0$, provided in Table 2 have been fitted.
Figure 14: Transported heat in the realistic solar model (simple harmonic oscillator potential, using SSM profiles for target density and temperature profiles) for elastic scattering cross sections that depend on $v^2$ (left) or $q^2$ (right), for different masses than those shown in Fig. 11. Top: $m_\chi = 5$ GeV; bottom: $m_\chi = 20$ GeV. Lines as in previous figures.
5 A universal dark matter heat transport model

In the previous section, we examined the heat transported radially by interacting DM particles in two very different setups: the *idealized* constant density sphere with a linear temperature gradient and a scale radius of similar order to the stellar radius, and the *realistic* case, using a reference SSM, but retaining a harmonic oscillator gravitational potential in order to allow trajectories to be parameterised analytically.

In both setups, we found that although the GR scheme was fairly robust for constant cross sections, the shape of the $L(r)$ curve was generally better described for all interaction types by the SP formalism.

Based on the above observation, we propose a simple, phenomenologically-calibrated expression for the transported luminosity. This expression works reasonably well across all models (constant, $q^{2n}$, $v^{2n}_{\text{rel}}$), masses, and cross section values that we have tested. It is also easy to implement into stellar simulations thanks to the absence of numerical derivatives.

We first take the Spergel & Press luminosity $L_{\text{SP}}(2.5)$, and rescale by a factor of 0.5 in order to obtain sensible results in the limit $K \gg 1$. We then apply a modification factor in order to obtain the correct scaling of the overall luminosity with $K$. The bare SP expression scales as $L \propto \sigma \propto K^{-1}$, which is appropriate in the isothermal regime. In the LTE regime, we instead require that the luminosity scales as $L \propto K$. We therefore apply a further correction factor that multiplies the luminosity by $K^2$ at small $K$. The turnover point from the LTE to the isothermal behaviour is given by $K_0$, which is a model-dependent constant determined empirically from our Monte Carlo simulations. The overall expression is then

$$L(r) = \frac{0.5}{1 + (K_0/K)^2} L_{\text{SP}}(r).$$

The values of $K_0$ that we find from our simulations are tabulated in Tab. 2. As noted previously, the deviation from a Knudsen transition at the expected $K \sim 1/3$ is likely due to the definition of $K$ at the centre of the star, which is not necessarily representative of the full radial interaction rate.

Predictions using this ‘calibrated SP’ parameterisation are shown with solid blue lines in Figs. 7, 8, 11, 12 and 14. As seen in these figures, this parameterisation provides a far more accurate prediction of the transported luminosity and deposited energy than either of the existing conduction schemes. It works well in both *idealized* and *realistic* setups, and across interaction types and masses.

The range of applicability in terms of stellar mass and evolutionary stage of these tabulated values of $K_0$ has yet to be determined. For modelling the Sun, the *realistic* values should apply directly, as our Monte Carlo setup closely matches the structure of the present-day Sun. Other main sequence stars with similar masses should also be robustly modeled with the same set of $K_0$. The possibility exists that significantly different structures, including convective or degenerate cores could modify these values of $K_0$. However, if the DM distribution is significantly compact such that the value of $K$ evaluated at the centre of the star is representative, we do not anticipate large differences. Conversely, this means that caution may be warranted for DM masses that approach the evaporation threshold in stars or planets. The fact that the Knudsen transitions follow similar patterns, leading only to
| Cross section | $K_0$ (idealized simulations) | $K_0$ (realistic simulations) |
|---------------|-------------------------------|-------------------------------|
| Const.        | 0.31                          | 0.40                          |
| $v^{-2}$      | 0.16                          | 0.11                          |
| $v^2$         | 0.39                          | 0.73                          |
| $v^4$         | 0.47                          | 1.20                          |
| $q^{-2}$      | 0.33                          | 0.21                          |
| $q^2$         | 0.52                          | 1.05                          |
| $q^4$         | 0.73                          | 1.72                          |

Table 2: Values of $K_0$ in Eq. (5.1) found in our simulations.

O(1) differences between idealized and realistic simulations despite their extreme differences (1 K versus $10^6$ K temperature scales, kg versus GeV DM masses, 2.5 m versus $10^7$ m radii) does indicate to us that this method is quite robust, and any deviations from our results may not be too severe.

An exact investigation of this formalism in the context of a wider range of stellar structures and temperature profiles would require a significant additional investment in computational time, is left for future work.

Figs. 10 and 13 respectively show the predicted maximum luminosities for the idealized and realistic setups, using Eq. (5.1) across a large range of $K$, for all the models that we have considered in this paper. Although this model does not capture the LTE limit all that well in idealized simulations, it provides an excellent description of $L_{\text{max}}(K)$ over many decades in the realistic simulations.

6 Conclusions

We have developed a first-principles Monte-Carlo program to investigate energy transport by gravitationally trapped dark matter in stars. We validated the technique for the case of constant DM-nucleus couplings, by comparing to both an earlier numerical study by Gould and Raffelt [10], and to analytical predictions for the limiting LTE and Knudsen regimes. The excellent agreement found in both cases provides strong support to our approach.

We used our simulation program to provide the first numerical study of energy transport by DM particles with non-constant couplings across all regimes of energy transport. We performed simulations in an idealized setup, following the simplified approach of Ref. [10] with a constant density and linear temperature gradient, and a realistic stellar profile, using a simple harmonic oscillator potential, but with realistic target nuclei densities and temperatures. We compared our results with the predictions of the two existing standard schemes for heat transport: the Spergel & Press (SP) isothermal approximation, and the corrected Gould & Raffelt (GR) LTE scheme. Based on our simulations, we provided in Sec. 5 a recommendation for energy transport modelling in future work.

We found that both GR and SP correctly predict the radius at which the luminosity carried by DM in stars peaks. In the Knudsen regime (large mean free path, $K \gg 1$), SP systematically overestimates heat transport by a factor of two. This was also observed by Gould & Raffelt [24]; we have been unable to locate the source of this discrepancy in the derivation of the SP
formalism, but our prescription builds in a simple factor of $1/2$ in our correction factor in order to account for it.

The GR diffusivity coefficients $\alpha(\mu)$ as computed in Ref. [10] and extended to include general interactions [35] accurately predict the radial DM distributions $n_\chi(r)$ for constant and non-constant cross sections. Unsurprisingly, GR does well in predicting the luminosity profile in the LTE regime, for constant cross sections. However, when extended to $\nu$ or $q$-dependent cross sections as done in Ref. [35], it proves unreliable. Conversely, SP is slightly better at predicting the shape of the energy injection function, especially at radii where heat is deposited, as GR slightly overpredicts the range of heat transport. By performing the collision operator integrals in the isothermal regime for non-constant cross sections in Sec. 2.1.1, and thus generalizing the luminosity computed in Ref. [8], we found that SP continues to robustly reproduce the shape of $L(r)$ for non-constant cross-sections, over the full range of $K$ that we have considered.

A short comment on how these conclusions affect previous results by Vincent et al. is in order. As we have shown, the $q$ and $v$-dependent LTE computations of Ref. [35] implemented in [21–23] do not correctly capture the magnitude of heat transport, underestimating it for positive $n$, and overestimating it for negative $n$. However, the location of the Knudsen peak remains unaffected—this can be readily seen via a direct comparison between Fig. 13 and Fig. 2 of [23]. This suggests that, for positive $n$, a larger amount of parameter space may be available to address the solar composition problem via transport by asymmetric spin-dependent DM than we previously thought. Conversely, $v^{-2}$ and $q^{-2}$ models are likely less promising. A more quantitative statement will require detailed stellar evolution modeling.

We suspect that breakdown of GR is heavily influenced by the Knudsen correction $f(K)$ and the radial suppression $h(r)$, which were introduced to parameterise the deviations observed in the simulations of Refs. [10, 24]. In particular, the GR approach relies on heat transport being purely dipolar, and the radial suppression attempts to compensate for the breakdown of this approximation near the stellar centre. The approximation also breaks down when transport becomes non-local at $K > 1$. Even if the majority of the Maxwell-Boltzmann distribution has a low Knudsen number, particles in the tail of the distribution can acquire a long mean free path if $\sigma$ is proportional to $v^{2n}$ or $q^{2n}$. Because the isothermal SP approach is by definition non-local, it is more robust to these considerations.

We thus recommend a modified version of the SP heat transport scheme, given in Eq. (5.1). This ‘calibrated SP’ scheme includes the modifications for $v^{2n}$, $q^{2n}$ cross sections in Sec. 2.1.1, as well as a simple Knudsen correction that changes the scaling in the LTE regime and relies on a value of the Knudsen transition $K_0$ determined from our simulations. These values are tabulated in Tab. 2. The SP approach has the further advantage of being more stable when implemented in stellar evolution codes such as GARSTEC and MESA, due to the ease with which one can obtain analytical derivatives of $\epsilon(r)$; with GR, one must compute derivatives numerically. We leave a full comparison between the effects of these schemes in such evolution codes for future work [62].
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A Orbital trajectories in the simple harmonic oscillator potential

Under the potential given by Eq. 3.6, the Cartesian components of the DM position vector independently undergo simple harmonic motion with an angular frequency \( \Omega = \sqrt{\frac{4}{3}} \pi G \rho_{\text{sho}} \). Given an initial position and velocity, the DM position and velocity vectors at any later time \( t \) (i.e. prior to the next collision) can be expressed as

\[
\mathbf{r}(t) = \begin{pmatrix} r_x(t) \\ r_y(t) \\ r_z(t) \end{pmatrix} = \begin{pmatrix} A_x \cos(\Omega t + a_x) \\ A_y \cos(\Omega t + a_y) \\ A_z \cos(\Omega t + a_z) \end{pmatrix}
\]

and

\[
\mathbf{v}(t) = \begin{pmatrix} v_x(t) \\ v_y(t) \\ v_z(t) \end{pmatrix} = \begin{pmatrix} -A_x \Omega \sin(\Omega t + a_x) \\ -A_y \Omega \sin(\Omega t + a_y) \\ -A_z \Omega \sin(\Omega t + a_z) \end{pmatrix}
\]

where the constants \( A_i \) and \( a_i \) are set by the initial position and velocity according to

\[
a_i = \arctan \left( \frac{-v_i(0)}{\Omega x_i(0)} \right)
\]

and

\[
A_i = \frac{x_i(0)}{\cos(a_i)}.
\]
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