Short-time Monte Carlo simulation of the majority-vote model on cubic lattices
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We perform short-time Monte Carlo simulations to study the criticality of the isotropic two-state majority-vote model on cubic lattices of volume $N = L^3$, with $L$ up to 2048. We obtain the precise location of the critical point by examining the scaling properties of a new auxiliary function $\Psi$. We perform finite-time scaling analysis to accurately calculate the whole set of critical exponents, including the dynamical critical exponent $z = 2.027(9)$, and the initial slip exponent $\theta = 0.1081(1)$. Our results indicate that the majority-vote model in three dimensions belongs to the same universality class of the three-dimensional Ising model.
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I. INTRODUCTION

The short-time Monte Carlo simulations focus on the time series analysis concerning the transitory behavior of proper physical observables of the system\textsuperscript{1,2}. In this work, we center our investigation for the short-time dynamics of the two-state majority-vote model for values of the parameter $q$ nearly its critical value $q_c$\textsuperscript{3,4}. The noise parameter $q$ acts as a social temperature, driving the order-disorder phase transition of the system. In the vicinity of the critical point, the order parameter $M(t)$ follows the following scaling relation ansatz\textsuperscript{1,5,6}

$$
\langle M(t) \rangle = b^{-\beta/\nu z} M(b^{-z} t, b^{1/\nu} \varepsilon),
$$

(1)

where $\langle \cdots \rangle$ indicates average over different realizations of the dynamics, $\varepsilon = (q / q_c - 1)$, $b$ is a spatial scale factor, $\beta$ and $\nu$ are the critical exponents associated with the order parameter and with divergence of the correlation length, respectively. Here $z$ denotes the dynamical critical exponent, while the order parameter $M(t)$ supports the scaling relation Eq. (1) for a fully ordered initial microstate, i. e., $M(0) = 1$. Nevertheless, the scaling behavior of the order parameter is also observed for other initial configurations. For the case of an initial microstate where the order parameter is nearly zero, another independent dynamic exponent\textsuperscript{5,7}, the initial slip exponent $\theta$, delineates the dynamics of the system when $M(0) \simeq 0$.

From Eq. (1), it follows that\textsuperscript{8}

$$
\langle M(t) \rangle = t^{-\beta/\nu z} F(t^{1/\nu z} \varepsilon),
$$

(2)

and precisely at the critical point, where $\varepsilon = 0$, the exponent $\beta/\nu z$ is estimated by simple regression analysis. Additionally, we use the same method to estimate $q_c$, considering that a straight line fits the data properly only when $q$ is close to its critical value $q_c$. A strong feature of this method is to avoid issues induced by the critical slowing-down phenomena, usually present in Monte Carlo simulations. The evaluations of the short-time analysis are carried out in the early stages of the dynamics, thus evading the relaxation period for the system to reach equilibrium.

Although its apparent simplicity, the above-sketched method has been successfully applied to a variety of condensed matter systems\textsuperscript{9-17}. For instance, the dimensional crossover for an Iron-Vanadium magnetic superlattice model observed when the inter- to intralayer exchange coupling ratio approaches zero\textsuperscript{16}. The function of the iron vacancy in the magnetic order of a $J_1 - J_2$ Ising model\textsuperscript{18} is a deeply non-trivial application of the short-time method. In a lattice-gauge theory application\textsuperscript{19}, the static and dynamical critical exponents of a $(2 + 1)$-dimensional gluodynamics of the $SU(2)$ gauge theory were obtained, where the universality hypothesis was verified. Recently other applications and new developments of the short-time analysis method were also
employed.

In this work, we apply a novel technique that allows the systematic and accurate evaluation of the critical point $q_c$, obtained from the analysis of the Monte Carlo simulations$^2$. Furthermore, the method provides estimates for all static and dynamical critical exponents. We illustrate our method in the study of the critical behavior of the majority-vote (MV) model with noise on cubic lattices$^{3,4}$.

The critical behavior of the majority-vote model has been investigated by several techniques on two dimensions for distinct lattice structures$^{30-32}$. We also remark a number of studies and generalizations of the majority-vote dynamics which shed light on our comprehension of the non-equilibrium statistical mechanics$^{23-37}$.

In the standard two-state majority-vote model$^{3,4}$, the opinion dynamics follows the majority rule, and the opinion of an individual is represented by a spin variable $\sigma$, which assumes two values: $\pm 1$. A given spin adopts the state in which most of its interacting neighbors are with probability $1 - q$, and the opposite state with probability $q$. This system undergoes an order-disorder phase transition at a finite value of the noise parameter $q$, which belongs to the universality class of corresponding equilibrium Ising models in two$^{3,4,20,38-40}$ and probably also in three$^{41}$ dimensions. These findings support the conjecture$^{22}$ that non-equilibrium model systems with up-down symmetry and spin-flip dynamics are in the same universality class of the equilibrium Ising model.

Motivated by the results of the recent studies$^{41}$, obtained from long-time Monte Carlo simulations of moderately small lattices, we decide to investigate the MV model in three-dimensions. On account of finite-size effects, the authors consider corrections terms for scaling in their analysis. On the other hand, previous results$^{39}$ suggested that the MV model in three dimensions could violate the conjecture we mention before. We believe it is essential to support the findings of reference$^{41}$ with simulations on larger lattices, avoiding correction to the scaling, and with different strategies. We also provide the first estimates for both the dynamical critical and the initial slip exponents to this model in three dimensions.

We describe the short-time Monte Carlo data analysis in section II along with the MV model description. In the same section, we point our observations concerning the computational procedure and numerical techniques. In section III we present our results. We conclude with a summary and final remarks in section IV.

II. MODEL, THEORY AND SIMULATION

To each node of a fully periodic cubic lattice of side $L$, we associate a Ising-like spin variable $\sigma_i = \pm 1$. Such spin interacts with its six nearest neighbors. As a result of this interaction, the spin changes its state according to the majority rule$^3$. During an elementary time step, a node $i$ is randomly selected and the spin $\sigma_i$ is flipped with a probability given by

$$w(\sigma_i) = \frac{1}{2} \left[ 1 - (1 - 2q)\sigma_i S \left( \sum_{\delta=1}^{6} \sigma_{i+\delta} \right) \right], \quad (3)$$

where $S(x) = \text{sgn}(x)$ if $x \neq 0$ and $S(0) = 0$. The sum runs over the nearest neighbors of the spin $\sigma_i$. We measure time in Monte Carlo steps (MCS), which consists of $L \times L \times L$ such elementary moves.

In a short-time critical dynamic analysis, one prepares the system in an initial state. Then the system is released to evolve according to the prescribed dynamics for some value of the control parameter $q$ until a specific time. The whole process is repeated a certain number of times in order to obtain a smooth averaged time series. To our purpose, it is convenient to start from a fully ordered initial state and to follow the temporal behavior of the order parameter. Therefore, at $t = 0$, we set $\sigma_i = 1$ for all $i \in N$, where $N = L^3$. Thus, the magnetization

$$M(t) = \frac{1}{L^3} \sum_i \sigma_i, \quad (4)$$

at $t = 0$ is unity.

For the ordered phase, where $q < q_c$, the system evolves toward a steady state, and $\langle M(t,q) \rangle$ decays to a constant roughly independent of the system size. On the contrary, for $q > q_c$, one expects $\langle M(t,q) \rangle$ to drop to a value of the order of $1/L$. The relaxation is exponential for $q$ not too close to $q_c$,$^{35}$, and it turns into a power-law when $q$ approaches $q_c$, c.f., Eq. (2). The overall behavior shows up more clearly when plotted in a double logarithmic scale, and it is enhanced through the following auxiliary function$^2$

$$\Psi(t,q) = \frac{\partial}{\partial \tau} \ln \langle M(t,q) \rangle, \quad (5)$$

where $\tau = \ln(t)$. From Eq. (2), we have

$$\Psi(t,q) = -\frac{\beta}{\nu z} + t^{1/\nu z} \tilde{\Psi}(t^{1/\nu z}) \tilde{\Psi}(t^{1/\nu z}), \quad (6)$$

with $\tilde{\Psi}(x)$ being an universal scaling function.

Thus $\Psi(t,q)$ either goes to zero or tends to $-\infty$ with the increasing of $t$ for $\varepsilon < 0$ or $\varepsilon > 0$, respectively. On the other hand, at the critical point $\Psi(t,q = q_c) = -\beta/\nu z$, a constant independent of $t$ in the scaling regime. Furthermore, the famile of curves $\Psi(t_i,q)$, taken at distinct times $t_i$, plotted against $q$ cross at the single point $(\beta/\nu z, q_c)$. Having an estimate of the critical noise $q_c$, the exponent $1/\nu z$ can be obtained by plotting the curves $\Psi(t_i,q)$ against the proper scaling variable $x = t_i^{1/\nu z}$. Once all curves should collapse onto a single curve only for the correct value of this exponent when calculating $x$. A similar scaling plot holds to the magnetization data. According to Eq. (2), the plot of $t^{1/\nu z} \langle M(t,q) \rangle$ against $x = t^{1/\nu z}$...
also collapses onto a single curve for precise values of the critical parameters. Besides that, we can explore the time evolution of the logarithmic derivative of the magnetization with respect to $\varepsilon$. The finite-time scaling law for the magnetization, Eq. (2), gives

$$\partial_\varepsilon \ln M(t, \varepsilon)|_{\varepsilon=0} \sim t^{1/\nu}. \quad (7)$$

Until now, we neglected any finite-size effects. Right at the beginning of the time evolution the fluctuations are spatially uncorrelated. Thereby, the effective correlation length $\xi(t)$ is very small for small $t$. As $t$ increases, $\xi(t)$ eventually becomes similar to the equilibrium correlation length $\xi_{eq}(q)$. From there on, the behavior of $\langle M(t, q) \rangle$ crosses over towards its steady-state value, which is finite for finite $L$, even for $q$ above $q_c$. In this way, $\Psi(t, q)$ goes to zero as $t \rightarrow \infty$ independently of $q$. The inflection points in the $\Psi(t, q)$ curves are hallmarks of the crossover to equilibrium and a clear signal of finite-size effects. The analysis must be carried out within a time window in which $\Psi(t, q)$ presents a monotonous behavior with respect to $t$.

Besides the magnetization, we measure its second moment

$$M^{(2)}(t, q) = \frac{1}{L^3} \left\langle \left( \sum_i \sigma_i \right)^2 \right\rangle. \quad (8)$$

That allows for calculating the fluctuation of the order parameter

$$\Delta M(t) = \frac{1}{L^3} \left\langle \left( \sum_i \sigma_i \right)^2 \right\rangle - \frac{1}{L^3} \left\langle \sum_i \sigma_i \right\rangle^2, \quad (9)$$

and the second-order cumulant

$$U_2(t) = \frac{M^{(2)}}{\langle M^2 \rangle} - 1. \quad (10)$$

Let us now focus on the time evolution of the magnetization starting from a disordered state. The initial microstate has magnetization $m_0 << 1$ and negligible spatial correlation. With this kind of initial condition, the time evolution of the magnetization at the critical noise becomes $M(t) \propto t^\theta$, where the exponent $\theta$ controls the rate of growth of the magnetization for short times. This power-law initial increase is observed only in the limit $m_0 \rightarrow 0$. In practice, data must be extrapolated for $m_0 = 0$.

In our numerical simulations, we use the parallel computing platform CUDA, developed by NVIDIA corporation. Although we do not present the implementation details, quite relevant information can be found in the reference by Preis and co-workers. Here we present only a brief description of our procedure.

The CUDA programming model allows us to perform simulations in a massively parallel way. We obtain data on several cubic lattices in a single run on a Graphics Processing Unit (GPU). We increase the parallelism even further storing one spin in a single bit, i.e., 32 spins per computer word.

To maximize parallelization, we stack several lattices on top of each other and update them simultaneously. To avoid neighbor spins to be changed at the same time, we divide the lattice into 8 sub-lattices, and perform a Monte Carlo step in 8 iterations. In each iteration, all spins belonging to the same sub-lattice are updated in parallel. This procedure is not equivalent to randomly select one spin to flip at a time. Nevertheless, it affects only non-universal quantities, as the value of the phase transition point.

### III. CRITICAL RELAXATION OF THE THREE-DIMENSIONAL MAJORITY VOTE MODEL

We perform Monte Carlo simulations on three-dimensional lattices of linear sizes $L = 256, 512, 1024$, and 2048, with periodic boundary conditions. We focus our presentation for different initial conditions: (a) for $L = 256$ with a fully ordered initial state, and (b) for $L = 2048$ with a disordered initial configuration, where $m_0 \simeq 0$.

#### A. Ordered initial state

We investigate the time behavior for a variety of physical quantities defined on a cubic lattice with periodic boundary conditions and side $L = 256$. We choose a fully ordered initial state, and we record the magnetization up to $10^4$ MCS for several values of the noise $q$ near $q_c$. In each simulation, we generate 1024 independent samples for a given noise value $q$. We reproduce the simulations using the same noise until we obtain data smooth enough to calculate reliable numerical derivatives.

In Fig. 1, we show the time evolution of the magnetization averaged over at least 5120 samples. We report the representative results, although we carried out simulations for many noises in the range of $0.17722 \leq q \leq 0.17737$. For the sake of clarity, we do not display the error bars. For noises values below the critical point, the magnetization relaxes from the initial non-equilibrium state toward a finite amount. This behavior indicates the presence of long-range order. Above the critical noise, the curves lean down, signaling that the system is in a disordered phase. At the critical noise, the magnetization develops a slow power-law decay after a microscopic transient time.

In Fig. 2, we show the auxiliary function $\Psi(t, q)$ as a function of $\ln(t)$ for the same noises as in Fig. 1. Now, one sees a clearer signature of the critical point. For noises values below the critical one, the auxiliary function goes to zero in the long-time regime due to the residual
FIG. 1. (Color online) Average magnetization as a function of time for \( L = 256 \) and several values of the noise near the critical point \( q_c = 0.177293 \). Below the critical noise, it shows a trend to saturate in the long-time regime, indicating the presence of an ordered steady-state. The average magnetization displays a faster than power-law decay above the critical noise.

FIG. 2. (Color online) The auxiliary function \( \Psi(t, q) \) as a function of \( \ln(t) \) in the vicinity of the critical point \( q_c = 0.177293 \). Ordering of the system. On the other hand, \( \Psi(t, q) \) assumes diverging negative values above the critical point, reflecting the exponential relaxation towards the disordered steady-state. Precisely at the critical point, it assumes a constant value after a microscopic transient time. From the data of Fig. 2, it is possible infer that the critical noise is close to \( q = 0.17729 \).

As stated before, we can obtain a more precise estimate of the critical point location by plotting the data of Fig. 2 in a different form, specifically, considering \( \Psi(t, q) \) as a function of \( q \) for a selected set of values of \( t \). In Fig. 3, we plot the auxiliary function \( \Psi(t, q) \), as a function of the noise \( q \), for a selected set of run times. The curves have a common intersection point \( (q_c, -\beta/\nu z) \), in which the auxiliary function does not depend on time \( t \). All curves cross at virtually one single point. The notably narrow spread of the crossings is a definite indication that no relevant corrections to scaling are present in the data. From these crossings, we estimate \( q_c = 0.177293(1) \) and \( \beta/\nu z = 0.250(4) \). We compare our estimate for \( q_c \) with \( q_c = 0.17628(7) \) from reference 41. The disagreement between the two estimates is due to the different updating schemes employed in each simulation.

Owning an accurate estimate of the critical noise, we can determine the dynamic critical exponent \( z \), from the temporal evolution of the second-order cumulant defined by Eq. (10). To obtain a direct estimative for \( z \), we perform simulations at the critical noise \( q_c = 0.177293 \) on lattices of side \( L = 256 \), for 10240 independent samples. According to the finite-time scaling behavior, the second cumulant shall grow in time as \( U_c(t) \propto t^{(d/z)} \) at the critical point, where \( d \) is the space dimension. In the upper panel of Fig. 4, we present our data for \( U_2(t) \) at the critical noise \( q_c \). From these data we got \( 3/z = 1.480(7) \). Besides the exponent \( z \), the new data provide an estimate of \( \beta/\nu z \) more accurate than that obtained from the intersections of the curves in Fig. 3, owing to its superior statistical quality. In the bottom panel of Fig. 4, we report the time evolution of the magnetization at the critical point, from which we accurately estimate \( \beta/\nu z = 0.2567(9) \).

To obtain an estimate of the \( 1/\nu z \), we notice from Fig. 5 that the magnetization as a function of noise at a given time is fairly linear. Hence, the data corresponding to, say, \( t = t_i \) is well described by \( M(t_i, q) = \)}
FIG. 4. (Color online) (Top) Time-evolution of the second cumulant $U_2(t)$ calculated at the critical noise. Continuous line corresponds to the power-law growth $U_2(t) \propto t^{3/z}$. (Bottom) Time-evolution of the magnetization at the critical noise. The dashed line is consistent with the power-law decaying $M(t) \propto t^{-\beta/\nu z}$.

FIG. 5. (Color online) Magnetization as a function of $q$ for several values of $t$. The results are well fitted by straight lines. The error bars are smaller than the symbol sizes.

$c_{0,i} + qc_{1,i}$, where $c_{0,i}$ and $c_{1,i}$ are calculated by a least-square method. Thus

$$\partial_q \log M(t, q) \big|_{t=t_i} = \frac{c_{1,i}}{c_{0,i} + qc_{1,i}}, \quad (11)$$

for any $q$ in the range $[0.17722, 0.17737]$.

In Fig. 6, we exhibit the time evolution of the logarithmic derivative of the magnetization with respect to $q$ at the critical noise. The slope of the straight line provides $1/\nu z = 0.7869(16)$.

FIG. 6. (Color online) Time evolution of the logarithmic derivative of the magnetization at the critical noise $q_c = 0.177293(1)$. Continuous line corresponds to the power-law growth $\partial_q \log M(t) \propto t^{1/\nu z}$.

According to the finite-time scaling hypothesis the data from both Fig. 3 and Fig. 5 should collapse onto a single curve, provided that their respective axes be properly rescaled. This scaling analysis can be used to further verify the precision of the above estimates for the critical parameter of the three-dimensional MV model. In Fig. 7, we plot our data for the auxiliary function $\Psi(t, q)$ as a function of $x = t^{1/\nu z} (q/q_c - 1)$. Similarly, we plot $t^{\beta/\nu z} M(t, q)$ against $x$ in Fig 8. The plots of Fig. 7 and Fig 8 show excellent agreement with the finite-time scaling assumption. They also give evidence of the correctness of our estimates for the critical parameters.
on the initial magnetization $m_0$. From these data, we apply the Bulirsch-Stoer (BST) extrapolation method\textsuperscript{48} to obtain $\theta = 0.1081(1)$ for $m_0 = 0$. We remark that models belonging to distinct stationary universality class can present the same dynamic initial slip exponent\textsuperscript{49}.

### IV. CONCLUSIONS

We have investigated the majority-vote model in three-dimensional cubic lattices using large-scale GPU Monte Carlo simulations. We accurately followed the short-time critical relaxation process from both fully ordered and disordered initial states. In our analysis, we use regular cubic lattices large enough for finite-size effects to be negligible during the simulation. Besides, we were able to investigate the deep scaling regime for a time interval that is sufficiently long to eliminate the need corrections to the scaling. We obtain the critical parameters of the system by exploring the scaling properties of a new auxiliary function defined by Eq. (5) along with the order parameter. This function provides a precise location of the critical point of the system. Thus, we obtain the critical noise $q_c = 0.177293(1)$, associated with the critical exponent ratios $\beta/\nu z = 0.2567(9)$, and $1/\nu z = 0.7869(16)$. In addition, we calculate the dynamical critical exponent $z = 2.027(9)$ by the time evolution of the second-order cumulant, and the initial slip exponent $\theta = 0.1081(1)$ by the initial increase of the magnetization (starting from a disordered state). From this set of exponents our results provide the following estimates of the static critical exponents $\beta = 0.3262(13)$ and $\nu = 0.627(4)$. These values are in complete agreement with the three-dimensional Ising universality class. Recent large-scale Monte Carlo study of a 3D Ising model yields $\nu = 0.6299(2)$\textsuperscript{50}. Estimates based on field-theoretical methods provide $\beta = 0.3264(6)$ and $\nu = 0.62999(5)$\textsuperscript{51}. Our results also agree with the long-time Monte Carlo simulations of the MV model, where $\beta = 0.331(34)$ and $\nu = 0.626(11)$\textsuperscript{41}. We believe this is the first work to obtain the dynamic critical exponents $\theta$ and $z$ for the majority-vote model in three-dimensional regular lattices. Nevertheless, our findings are very close to $z = 2.03(4)^{52}$, $z = 2.0245(15)^{53}$, and $\theta = 0.108(2)^{54}$ from simulations of the three-dimensional Ising model. Therefore, the majority-vote model in three-dimensions belongs to the three-dimensional Ising universality class.

We remark that the method of analyzing data from short-time critical dynamics using the auxiliary function $\Psi$ is quite general, and adequately robust to investigate the critical behavior of further complex statistical systems.
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