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Abstract
We present a practically efficient algorithm for maintaining a global minimum cut in large dynamic graphs under both edge insertions and deletions. While there has been theoretical work on this problem, our algorithm is the first implementation of a fully-dynamic algorithm. The algorithm uses the theoretical foundation and combines it with efficient and finely-tuned implementations to give an algorithm that can maintain the global minimum cut of a graph with rapid update times. We show that our algorithm gives up to multiple orders of magnitude speedup compared to static approaches both on edge insertions and deletions.
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1 Introduction

We consider the problem of maintaining a (global) minimum cut of a graph under edge insertions and deletions, also known as the fully-dynamic minimum cut problem. A minimum cut in a weighted graph in a graph is a partition of the vertices into two sets so that the total weight of edges connecting the sets is minimized. In the fully dynamic setting, the algorithm has to process a sequence of edge insertions and deletions and has to be able to return a minimum cut at any point in this sequence.

The minimum cut problem has applications in many fields, such as network reliability [26, 46], VLSI design [31], graph drawing [24], as a subproblem in the branch-and-cut algorithm for solving the travelling salesperson problem and other combinatorial problems [44], and as a subproblem in connectivity-based data reductions for problems such as cluster editing [6]. Most real-world networks are continuously changing and evolving [8, 11, 51] and thus, dynamic algorithms that maintain a solution for a changing graph are of utmost importance for large-scale graph applications.

There has been a large body of research for the static minimum cut problem starting in 1961 [10]. The randomized algorithm of Karger [25] with a running time of $O(m \log^3 n)$ is the first algorithm with a quasi-linear running time. Kawarabayashi and Thorup [30] give the first deterministic quasi-linear algorithm, later improved by Henzinger et al. [21] to a running time of $O(m \log^2 n \log \log^2 n)$, which is the fastest deterministic minimum cut algorithm for unweighted graphs. Nagamochi et al. [35, 42] give an algorithm for the minimum cut problem, which is based on edge contractions instead of maximum flows. Their algorithm has a worst case running time of $O(nm + n^2 \log n)$ but performs far better in practice on many
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graph classes [4, 23, 19]. Gawrychowski et al. [13] give a randomized algorithm that finds a minimum cut in an undirected weighted graph $G$ with high probability in $O(m \log^2 n)$ time, which is currently the fastest asymptotic running time for the static minimum cut problem. Mukhopadhyay and Nanongkai [37] give a randomized algorithm with running time $O\left(m \frac{\log^2 n}{\log n} + n \log^6 n\right)$. Li and Panigrahi [35] give a deterministic algorithm that runs in time $O(m^{1+\epsilon})$ plus polylog($n$) maximum flow computations for any constant $\epsilon > 0$. Recently, Li [34] gave a deterministic algorithm with running time $O(m^{1+\epsilon})$ for any constant $\epsilon > 0$.

In the field of dynamic graph algorithms, Henzinger [22] gives the first incremental minimum cut algorithm, which maintains the exact minimum cut with an amortized time of $O(\lambda \log n)$ per edge insertion, where $\lambda$ is the value of the minimum cut. Goranci et al. [17] manage to remove the dependence on $\lambda$ from the update time and give an incremental algorithm with $O(3n \log \log n)$ amortized time per edge insertion. Both algorithms maintain a compact data structure of all minimum cuts called cactus graph and invalidate minimum cuts whose weight was increased due to an edge insertion. If there are no remaining minimum cuts, they recompute all minimum cuts from scratch. For minimum cut values up to polylogarithmic size, Thorup [50] gives a fully dynamic algorithm with $\tilde{O}(\sqrt{n})$ worst-case running time. Note that all of these algorithms are limited to unweighted graphs.

For planar graphs with arbitrary edge-weights, Łącki and Sankowski [32] give a fully-dynamic algorithm with $O\left(n^{5/6} \log^{5/2} n\right)$ time per update. To the best of our knowledge, there exists no implementation of any of these dynamic algorithms.

An important subproblem for many dynamic minimum cut algorithms is finding all minimum cuts. Even though a graph can have up to $\binom{n}{2}$ minimum cuts [25], there is a compact representation of all minimum cuts of a graph called cactus graph with at most $O(n)$ vertices and edges. A cactus graph is a graph in which each edge belongs to at most one simple cycle. Karzanov and Timofeev [29] give the first polynomial time algorithm to construct the cactus representation for all minimum cuts. Picard and Queyranne [45] show that all minimum s-t cuts, i.e. minimum cuts separating two specified vertices can be found from a maximum flow between them. Thus, similar to the classical algorithm of Gomory and Hu [16] for the minimum cut problem, we can find all minimum cuts in $n - 1$ maximum flow computations. The algorithm of Karzanov and Timofeev [29] combines all those minimum cuts into a cactus graph representing all minimum cuts. Nagamochi and Kameda [39] give a representation of all minimum cuts separating two vertices $s$ and $t$ in a so-called $(s, t)$-cactus representation. Based on this $(s, t)$-cactus representation, Nagamochi et al. [41] give an algorithm that finds all minimum cuts and gives the minimum cut cactus in $O(nm + n^2 \log n + n^* m \log n)$, where $n^*$ is the number of vertices in the cactus.

Karger and Stein [27] give a randomized algorithm to find all minimum cuts in $O(n^2 \log^3 n)$ time by contracting random edges. Based on the algorithm of Karzanov and Timofeev [29] and its parallel variant given by Naor and Vazirani [48] they show how to give the cactus representation of the graph in the same asymptotic time. Ghafrar et al. [13] gave an algorithm that finds all non-trivial minimum cuts of a simple unweighted graph in $O(m \log^2 n)$ time. Using the techniques of Karger and Stein the algorithm can trivially give the cactus representation of all minimum cuts in $O(n^2 \log n)$. Recently, we developed an algorithm that efficiently computes all minimum cuts of very large graphs in practice [20]. This algorithm combines various data reductions with an efficient implementation of the algorithm.
of Nagamochi et al. \cite{51} and can find all minimum cuts in graphs with up to billions of edges and millions of minimum cuts in a few minutes.

Our Results

In this paper, we give the first implementation of a fully-dynamic algorithm for the minimum cut problem in a weighted graph. Our algorithm maintains an exact global minimum cut under edge insertions and deletions. For edge insertions, we use the approach of Henzinger \cite{19} and Goranci et al. \cite{17}, who maintain a compact data structure of all minimum cuts in a graph and invalidate only the minimum cuts that are affected by an edge insertion. We hereby use the recent algorithm of Henzinger et al. \cite{20} to compute all minimum cuts in a graph. For edge deletions, we use the push-relabel algorithm of Goldberg and Tarjan \cite{18} to certify whether the previous minimum cut is still a minimum cut. As we only need to certify whether an edge deletion changes the value of the minimum cut, we can perform optimizations that significantly improve the speed of the push-relabel algorithm for our application. In particular, we develop a fast initial labeling scheme and terminate early when the connectivity value is certified.

2 Basic Concepts

Let \( G = (V, E, c) \) be a weighted undirected simple graph with vertex set \( V \), edge set \( E \subset V \times V \) and non-negative edge weights \( c : E \to \mathbb{N} \). We extend \( c \) to a set of edges \( E' \subseteq E \) by summing the weights of the edges; that is, let \( c(E') := \sum_{e=(u,v) \in E'} c(u,v) \) and let \( c(u) \) denote the sum of weights of all edges incident to vertex \( v \). Let \( n = |V| \) be the number of vertices and \( m = |E| \) be the number of edges in \( G \). The neighborhood \( N(v) \) of a vertex \( v \) is the set of vertices adjacent to \( v \). The weighted degree of a vertex is the sum of the weights of its incident edges. For brevity, we simply call this the degree of the vertex. For a set of vertices \( A \subseteq V \), we denote by \( E[A] := \{(u,v) \in E \mid u \in A, v \in V \setminus A\} \); that is, the set of edges in \( E \) that start in \( A \) and end in its complement. A cut \( (A, V \setminus A) \) is a partitioning of the vertex set \( V \) into two non-empty partitions \( A \) and \( V \setminus A \), each being called a side of the cut. The capacity or weight of a cut \( (A, V \setminus A) \) is \( c(A) = \sum_{(u,v) \in E[A]} c(u,v) \). A minimum cut is a cut \( (A, V \setminus A) \) that has smallest capacity \( c(A) \) among all cuts in \( G \). We use \( \lambda(G) \) (or simply \( \lambda \), when its meaning is clear) to denote the value of the minimum cut over all \( A \subset V \). For two vertices \( s \) and \( t \), we denote \( \lambda(G, s, t) \) as the capacity of the smallest cut of \( G \), where \( s \) and \( t \) are on different sides of the cut. \( \lambda(G, s, t) \) is also known as the minimum \( s\text{-}t \)-cut of the graph. If all edges have weight 1, \( \lambda(G, s, t) \) is also called the connectivity of vertices \( s \) and \( t \). The connectivity \( \lambda(G, e) \) of an edge \( e = (s, t) \) is defined as \( \lambda(G, s, t) \), the connectivity of its incident vertices. At any point in the execution of a minimum cut algorithm, \( \lambda(G) \) (or simply \( \lambda \)) denotes the smallest upper bound of the minimum cut that the algorithm discovered until that point. For a vertex \( u \in V \) with minimum vertex degree, the size of the trivial cut \( \{(u), V \setminus \{u\}\} \) is equal to the vertex degree of \( u \). Many algorithms tackling the minimum cut problem use graph contraction. Given an edge \( (u, v) \in E \), we define \( G/(u, v) \) (or \( G/e \)) to be the graph after contracting edge \( (u, v) \). In the contracted graph, we delete vertex \( v \) and all edges incident to this vertex. For each edge \( (v, w) \in E \), we add an edge \( (u, w) \) with \( c(u, w) = c(v, w) \) to \( G \) or, if the edge already exists, we give it the edge weight \( c(u, w) + c(v, w) \).

A graph with \( n \) vertices can have up to \( \Omega(n^2) \) minimum cuts \cite{22}. To see that this bound is tight, consider an unweighted cycle with \( n \) vertices. Each set of 2 edges in this cycle is a minimum cut of \( G \). This yields a total of \( \binom{n}{2} \) minimum cuts. However, all minimum cuts can be represented by a cactus graph \( C \) with up to \( 2n \) vertices and \( O(n) \) edges \cite{51}. A
cactus graph is a connected graph, in which any two simple cycles have at most one vertex in common. In a cactus graph, each edge belongs to at most one simple cycle.

To represent all minimum cuts of a graph $G$ in an edge-weighted cactus graph $C = (V(C), E(C))$, each vertex of $C$ represents a possibly empty set of vertices of $G$ and each vertex in $G$ belongs to the set of one vertex in $C$. Let $\Pi$ be a function that assigns to each vertex of $C$ is set of vertices of $G$. Then every cut $(S, V(C)\backslash S)$ in $C$ corresponds to a minimum cut $(A, V\backslash A)$ in $G$ where $A = \cup_{x \in S} \Pi(x)$. In $C$, all edges that do not belong to a cycle have weight $\lambda$ and all cycle edges have weight $\frac{1}{2}$. A minimum cut in $C$ consists of either one tree edge or two edges of the same cycle. We denote by $n^*$ the number of vertices in $C$ and $m^*$ the number of edges in $C$. The weight $c(v)$ of a vertex $v \in C$ is equal to the number of vertices in $G$ that are assigned to $v$.

## 2.1 Push-relabel algorithm

In this work we use and adapt the push-relabel algorithm of Goldberg and Tarjan \[15\] for the minimum $s$-$t$-cut problem. The algorithm aims to push as much flow as possible from the source vertex $s$ to the sink vertex $t$ and returns the value of the maximum flow between $s$ and $t$, which is equal to the value of the minimum cut separating them \[6\]. We now give a brief description of the algorithm, for more details we refer the reader to the original work \[15\].

Let $G = (V, E, c)$ be a directed edge-weighted graph. An undirected edge $e = (u, v)$ is hereby interpreted as two symmetric directed edges $(u, v)$ and $(v, u)$ with $c(e) = c(u, v) = c(v, u)$. In the push-relabel algorithm, each vertex $v \in V$ has a distance or height label $d(v)$, initially $d(x) = 0$ for every vertex except $d(s) = n$. The algorithm handles a preflow, a function $f$ so that for each edge $e$, $0 \geq f(e) \geq c(e)$ and for each $v \in V \backslash s$, $\sum_{(v, x) \in E} f((v, x)) \leq \sum_{(y, v) \in E} f((y, v))$ there is at least as much ingoing as outgoing flow. The difference in ingoing and outgoing flow in a vertex is called the excess flow of this vertex.

First, the algorithm pushes flow from $s$ to all neighboring vertices, afterwards vertices push their excess flow to neighbors with a lower distance $d$. If a vertex $v$ has positive excess but no neighbors with a lower distance, the relabel function increases the distance of $v$ until at least one outgoing preflow $f$ can be increased. At termination, the push-relabel algorithm reaches a flow, where each edge $e$ has $0 \leq f(e) \leq c(e)$ units of flow and the excess of each vertex except $s$ and $t$ is $0$. The value of the minimum cut $\lambda(s, t)$ separating $s$ and $t$ is equal to the excess flow on $t$. Inherent to the push-relabel algorithm is the residual graph $G_f = (V, E_f)$ for a given preflow $f$, where $E_f$ contains all edges $e = (u, v) \in E$ with $f(e) < c(e)$, i.e. edges that have capacity to handle additional flow, and a reverse-edge for every edge where $0 < f(e)$.

## 2.2 Finding All Minimum Cuts in a Graph

Recently, we developed an algorithm to find all minimum cuts in a graph \[20\] that can find all minimum cuts in graphs with up to billions of edges and millions of minimum cuts in mere minutes. The algorithm first uses a multitude of data-reduction techniques to find edges that can be contracted without affecting any minimum cut in the graph. On the reduced graph, the algorithm is based on the recursive algorithm of Nagamochi et al. \[41\].

In each step, the algorithm of Nagamochi et al. \[41\] selects a random edge $e = (u, v)$ and computes $\lambda(u, v)$, the smallest cut separating them. If $\lambda(u, v) = \lambda$, the edge is critical and at least one minimum cut separates $u$ from $v$. The set of minimum $u$-$v$-cuts can be described as a set of vertex sets $(V_1, \ldots, V_k)$ with $u \in V_1$ and $v \in V_k$, where for each $i \in [1, k - 1]: (V_1 \cup \cdots \cup V_i, V_{i+1} \cup \cdots \cup V_k)$ is a minimum cut. The algorithm then creates one instance for each vertex set $V_i$, where $V \backslash V_i$ is contracted into a single vertex and combines the cacti when
leaving the recursion. The algorithm finds a cactus $C$ representing all minimum cuts in time $O(nm + n^2 \log n + n^*m \log n)$, but is significantly faster in practice on real-world instances.

\section{Fully Dynamic Minimum Cut}

In this section we develop an efficient fully-dynamic algorithm for the global minimum cut. For this, we use techniques from a multitude of original works combined with new and improved algorithmic solutions to engineer an algorithm that is able to solve the dynamic minimum cut problem by orders of magnitude faster than a static recomputation of the solution for a wide variety of graphs. An important observation for dynamic minimum cut algorithms is that graphs often have a large set of global minimum cuts \cite{20}. Thus, dynamic minimum cut algorithms can avoid costly recomputation by storing a compact data structure representing all minimum cuts \cite{22,17} and only invalidate changed cuts in edge insertion. The data structure we use is a \textit{cactus graph}, i.e. a graph in which every vertex is part of at most one cycle. A minimum cut in the cactus graph is represented by either a tree edge or two edges of the same cycle \cite{20}. For a graph with multiple connected components, i.e. a graph whose minimum cut value $\lambda = 0$, the cactus graph $C$ has an empty edge set and one vertex corresponding to each connected component.

The rest of this section is organized as follows: we start by explaining the incremental minimum cut algorithm, followed by a description of the decremental minimum cut algorithm and conclude by showing how to combine the routines to a fully dynamic minimum cut algorithm.

\subsection{Incremental Minimum Cut}

For incremental minimum cut, our algorithm is closely related to the exact incremental dynamic algorithms of Henzinger \cite{22} and Goranci et al. \cite{17}. On initialization of the algorithm with graph $G$, we run the recent algorithm of Henzinger et al. \cite{20} on $G$ to find the weight of the minimum cut $\lambda$ and the cactus graph $C$ representing all minimum cuts in $G$. Each minimum cut in $C$ corresponds to a minimum cut in $G$ and each minimum cut in $G$ corresponds to one or more minimum cuts in $C$ \cite{22}.

The insertion of an edge $e = (u,v)$ with positive weight $c(e) > 0$ increases the weight of all cuts in which $u$ and $v$ are in different partitions, i.e. in different vertices of the cactus graph $C$. The weight of cuts in which $u$ and $v$ are in the same partition remains unchanged. As edge weights are non-negative, no cut weight can be decreased by inserting additional edges.

If $\Pi(u) = \Pi(v)$, i.e. both vertices are mapped to the same vertex in $C$, there is no minimum cut that separates $u$ and $v$ and all minimum cuts remain intact. If $\Pi(u) \neq \Pi(v)$, i.e. the vertices are mapped to different vertices in $C$, we need to invalidate the affected minimum cuts by contracting the corresponding edges in $C$.

\subsection*{Path Contraction}

Dinitz \cite{10} shows that for a connected graph with $\lambda > 0$ the minimum cuts that are affected by the insertion of $(u,v)$ correspond to the minimum cuts on the path between $\Pi(u)$ and $\Pi(v)$. We find the path using alternating breadth-first searches from $\Pi(u)$ and $\Pi(v)$. For this path-finding algorithm, imagine the cactus graph $C$ as a tree graph in which each cycle is contracted into a single vertex. On this tree, there is a unique path from $\Pi(u)$ to $\Pi(v)$.

For every cycle in $C$ that contains at least two vertices of the path between $\Pi(u)$ and $\Pi(v)$, the cycle is “squeezed” by contracting the first and last path vertex in the cycle, thus creating up to two new cycles. Figure 1 shows an example in which a cycle is squeezed. In Figure 1...
the cycle is squeezed by contracting the bottom left and top right vertices. This creates a new cycle of size 3 and a “cycle” of size 2, which is simply a new tree edge in the cactus graph \( C \).

For details and correctness proofs we refer the reader to the work of Dinitz [10]. The intuition is that due to the insertion of the new edge, all cactus vertices in the path from \( \Pi(u) \) and \( \Pi(v) \) are now connected with a value \( > \lambda \), as their previous connection was \( \lambda \) and the newly introduced edge increased it. For any cycle in the path, this also includes the first and last cycle vertices \( x \) and \( y \) in the path, as these two vertices now have a higher connectivity \( \lambda(x,y) \).

The minimum cuts that are represented by edges in this cycle that have \( x \) and \( y \) on the same side are unaffected, as all vertices in the path from \( \Pi(u) \) and \( \Pi(v) \) are on the same side of this cut. As this is not true for cuts that separate \( x \) and \( y \), we merge \( x \) and \( y \) (as well as the rest of the path from \( \Pi(u) \) to \( \Pi(v) \)), which “squeezes” the cycle and creates up to two new cycles.

If the graph has multiple connected components, i.e. the graph has a minimum cut value \( \lambda = 0 \), \( C \) is a graph with no edges where each connected component is mapped to a vertex. The insertion of an edge between different connected components \( \Pi(u) \) and \( \Pi(v) \) merges the two vertices representing the connected components, as they are now connected.

If \( C \) has at least two non-empty vertices after the edge insertion, there is at least one minimum cut of value \( \lambda \) remaining in the graph, as all minimum cuts that were affected by the insertion of edge \( e \) were just removed from the cactus graph \( C \). As an edge insertion cannot decrease any connectivities, \( \lambda \) remains the value of the minimum cut. If \( C \) only has a single non-empty vertex, we need to recompute the cactus graph \( C \) using the algorithm of Henzinger et al. [20].

Checking the set affiliation \( \Pi \) of \( u \) and \( v \) can be done in constant time. If \( \Pi(u) = \Pi(v) \) and the cactus graph does not need to be updated, no additional work needs to be done. If \( \Pi(u) \neq \Pi(v) \), we perform breadth-first search on \( C \) with \( n^* := |V(C)| \) and \( m^* := |E(C)| \) which has a asymptotic running time of \( \mathcal{O}(n^* + m^*) = \mathcal{O}(n^*) \), contract the path from \( \Pi(u) \) to \( \Pi(v) \) in \( \mathcal{O}(n^*) \) and then update the set affiliation of all contracted vertices. This update has a worst-case running time of \( \mathcal{O}(n) \), however, contracting all vertices of the path from \( \Pi(u) \) to \( \Pi(v) \) into the cactus graph vertex that already corresponds to the most vertices of \( G \), we often only need to update the affiliation of a few vertices. Both the initial computation and a full recomputation of the minimum cut cactus have a worst-case running time of \( \mathcal{O}(nm + n^2 \log n + n^* m \log n) \).
3.2 Decremental Minimum Cut

The deletion of an edge \( e = (u, v) \) with positive weight \( c(e) > 0 \) decreases the weight of all cuts in which \( u \) and \( v \) are in different partitions. This might lead to a decrease of the minimum cut value \( \lambda \) and thus the invalidation of the minimum cuts in the existing minimum cut cactus \( C \). The value of the minimum cut \( \lambda(G, u, v) \) that separates vertices \( u \) and \( v \) is equal to the maximum flow between them and can be found by a variety of algorithms \([9, 12, 15]\).

In order to check whether \( \lambda \) is decreased by this edge deletion, we need to check whether \( \lambda(G - e, u, v) < \lambda(G) \). For this purpose, we use the push-relabel algorithm of Goldberg and Tarjan \([15]\) which aims to push flow from \( u \) to \( v \) until there is no more possible path.

Early Termination

We terminate the algorithm as soon as \( \lambda(G) \) units of flow reached \( v \). If \( \lambda(G) \) units of flow from \( u \) reached \( v \), we know that \( \lambda(G - e, u, v) \geq \lambda(G) \), i.e. the connectivity of \( u \) and \( v \) on \( G - e \) is at least as large as the minimum cut on \( G \), the minimum cut value \( \lambda \) remains unchanged. Note that if \( \lambda(G - e, u, v) = \lambda(G) \), the deletion of \( e \) introduces one or more new minimum cuts. We do not introduce these new cuts to \( C \). The trade-off hereby is that we are able to terminate the push-relabel algorithm earlier and do not need to perform potentially expensive operations to update the cactus, but do not necessarily keep all cuts and have to recompute the cactus earlier. As most real-world graphs have a large number of minimum cuts \([20]\), there are far more edge deletions than recomputations of \( C \).

Each edge deletion calls the push-relabel algorithm using the lowest-label selection rule with a worst-case running time of \( \mathcal{O}(n^2m) \) \([15]\). The lowest-label selection rule picks the active vertices whose distance label is lowest, i.e. a vertex that is close to the sink \( v \). Using highest-level selection would improve the worst-case running time to \( \mathcal{O}(n^2\sqrt{m}) \), but we aim to push as much flow as possible to the sink early to be able to terminate the algorithm early as soon as \( \lambda \) units of flow reach the sink. Using lowest-level selection prioritizes the vertices close to the sink and thus increases the amount of flow which reaches the sink at a given point in time. Preliminary experiments show faster running times using the lowest-level selection rule.

3.2.1 Decremental Rebuild of Cactus Graph

If the push-relabel algorithm finishes with a value of \( \lambda(G) < \lambda(G) \), we update the minimum cut value \( \lambda(G - e) \) to \( \lambda(G - e, u, v) \). As the minimum cut value changed by the deletion of \( e \) and this deletion only affects cuts which contain \( e \), we know that all minimum cuts of the updated graph \( G - e \) separate \( u \) and \( v \). We use this information to significantly speed up the cactus construction. Instead of running the algorithm of Henzinger et al. \([20]\), we run only the subroutine which is used to compute the \( (u, v) \)-cactus, i.e. the cactus graph which contains all cuts that separate \( u \) and \( v \), as we know that all minimum cuts of \( G - e \) separate \( u \) and \( v \). This routine, developed by Nagamochi and Kameda \([40]\), finds a \( u \)-\( v \)-cactus a running time of \( \mathcal{O}(n + m) \).

Note that the routine of Nagamochi and Kameda \([40]\) only guarantees to find all minimum \( u \)-\( v \)-cuts if an edge \( e = (u, v) \) with \( c(e) > 0 \) exists \([40]\ Lemma 3.4]). As this edge was just deleted in \( G - e \) and therefore does not exist, it is possible that crossing \( u \)-\( v \)-cuts \((X, \overline{X})\) and \((Y, \overline{Y})\) with \( u \in X \) and \( u \in Y \) exist. Two cuts are crossing, if both \((X \cap Y)\) and \((Y \cap X)\) are not empty. As we only find one cut in a pair of crossing cuts, the \( u \)-\( v \)-cactus is not necessarily maximal. However, the operation is significantly faster than recomputing the complete minimum cut cactus in which almost all edges are not part of any minimum cut. While it is not guaranteed that the decremental rebuild algorithm finds all minimum cuts in \( G - e \), every cut of size \( \lambda(G - e, u, v) \) that is found is a minimum cut.
As we build the minimum cut cactus out of minimum cuts, it is a valid (but potentially incomplete) minimum cut cactus and the algorithm is correct.

### 3.2.2 Local Relabeling

Many efficient implementations of the push-relabel algorithm use the global relabeling heuristic in order to direct flow towards the sink more efficiently. The push-relabel algorithm maintains a distance label $d$ for each vertex to indicate the distance from that vertex to the sink using only edges that can receive additional flow. The global relabeling heuristic hereby periodically performs backward breadth-first search to compute distance labels on all vertices.

This heuristic can also be used to set the initial distance labels in the flow network for a flow problem with source $u$ and sink $v$. This has a running time of $O(n + m)$ but helps lead the flow towards the sink. As our algorithm terminates the push-relabel algorithm early, we try to avoid the $O(m)$ running time while still giving the flow some guidance. Thus, we perform local relabeling with a relabeling depth of $\gamma$ for $\gamma \in [0, n]$, where we set $d(v) = 0$, $d(u) = n$ and then perform a backward breadth-first search around the sink $v$, in which we set $d(x)$ to the length of the shortest path between $x$ and $v$ (at this point, there is no flow in the network, so every edge in $G$ is admissible). Instead of setting the distance of every vertex, we only explore the neighborhoods of vertices $x$ with $d(x) < \gamma$, thus we only set the distance-to-sink for vertices with $d(x) \leq \gamma$. For every vertex $y$ with a higher distance, we set $d(y) = (\gamma + 1)$. This results in a running time for setting the distance labels of $O(n)$ plus the time needed to perform the bounded-depth breadth-first search.

This process creates a “funnel” around the sink to lead flow towards it, without incurring a running time overhead of $O(m)$ (if $\gamma$ is set sufficiently low). Note that this is useful because the push-relabel algorithm is terminated early in many cases and thus initializing the distance labels faster can give a large speedup. We give experimental results for different relabeling depths $\gamma$ for local relabeling in our application in Section 4.2.

#### Correctness

Goldberg and Tarjan show that each push and relabel operation in the push-relabel algorithm preserve a valid labeling A valid labeling is a labeling $d$, where in a given preflow $f$ and corresponding residual graph $G_f$, for each edge $e = (u, v) \in E_f$, $d(u) \leq d(v) + 1$. We therefore need to show that the labeling $d$ that is given by the initial local relabeling is a valid labeling.

**Lemma 1.** Let $G = (V, E, c)$ be a flow-network with source $s$ and sink $t$ and let $d$ be the vertex labeling given by the local relabeling algorithm. The vertex labeling $d$ is a valid labeling.

**Proof.** The vertex labeling $d$ is generated using breadth-first search. Thus, for every edge $e = (u, v)$ where $u \neq s$ and $v \neq s$, $|d(u) - d(v)| \leq 1$. We prove this by contradiction. W.l.o.g. assume that $d(u) - d(v) > 1$. As $u \neq s$ and $s$ is the only vertex with $d(s) > \gamma$, $d(u) \leq \gamma + 1$ and $d(v) < \gamma$. Thus, at some point of the breadth-first search, we set the distance labels of all neighbors of $v$ that do not yet have a distance label to $d(v) + 1$. As edge $e = (u, v)$ exists, $u$ and $v$ are neighbors and the labeling sets $d(u) = d(v) + 1$. This contradicts $d(u) - d(v) > 1$.

This shows that the labeling is valid for every edge not incident to the source $s$, as distance labels of incident non-source vertices differ by at most 1. The only edges we need to check are edges incident to $s$. In the initialization of the push-relabel algorithm, all outgoing edges of the source $s$ are fully saturated with flow and are thus no outgoing edge of $s$ is in $E_f$. For ingoing edges $e = (v, s)$, we know that $0 \leq d(v) \leq \gamma + 1 = n$ and thus know that $d(v) \leq d(s)$. Thus $e$ respects the validity of labeling $d$. ▶
Lemma 1 shows that local relabeling gives a valid labeling; which is upheld by the operations in the push-relabel algorithm [15]. Thus, correctness of the modified algorithm follows from the correctness proof of Goldberg and Tarjan.

Resetting the vertex data structures can be performed in $O(n)$, however there are $m$ edges whose current flow needs to be reset to 0. Using early termination we hope to solve some problems very fast in practice, as we can sometimes terminate early without exploring large parts of the graph. Thus, resetting of the edge flows in $O(m)$ is a significant problem and is avoided using implicit resetting as described in the following paragraph.

Each flow problem that is solved over the course of the dynamic minimum cut algorithm is given a unique ID, starting at an arbitrary integer and incrementing from there. In addition to the current flow on an edge, we also store the ID of the last problem which accessed the flow on this edge. When the flow of an edge is read or updated in a flow problem, we check whether the ID of the last access equals the ID of the current problem. If they are equal, we simply return or update the flow value, as the edge has already been accessed in this flow problem and does not need to be reset. Otherwise, we need to reset the edge flow to 0 and set the problem ID to the ID of the current problem and then perform the operation on the updated edge. Thus, we implicitly reset the edge flow on first access in the current problem. As we increment the flow problem ID after every flow problem, no two flow problems share the same ID.

Using this implicit reset of the edge flows saves $O(m)$ overhead but introduces a constant amount of work on each access and update of the edge flow. It is therefore useful in practice if the problem terminates with significantly fewer than $m$ flow updates due to early termination. It does not affect the worst-case running time of the algorithm, as we only perform a constant amount of work on each edge update. The running time of the initialization of the implementation is improved from $O(n + m)$ to $O(n)$, as we do not explicitly reset the flow on each edge.

### 3.3 Fully Dynamic Minimum Cut

Based on the incremental and decremental algorithm, we now describe our fully dynamic algorithm. As the operations in the previous section each output the minimum cut $\lambda(G)$ and a corresponding cut cactus $C$ that stores a set of minimum cuts for $G$, the algorithm gives correct results on all operations. However, there are update sequences in which every insertion or deletion changes the minimum cut value and, thus, triggers a recomputation of the minimum cut cactus $C$. One such example is the repeated deletion and reinserion of an edge that belongs to a minimum cut. In the following paragraphs we describe a technique that is used to mitigate such worst-case instances. Nevertheless, it is still possible to construct update sequences in which the minimum cut cactus $C$ needs to be recomputed every $O(1)$ edge updates and thus the worst-case asymptotic running time per update is equal to the running time of the static algorithm.

#### 3.3.1 Cactus Cache

Computing the minimum cut cactus $C$ is expensive if there is a large set of minimum cuts and the cactus is therefore large. Thus, it is beneficial to reduce the amount of recomputations to speed up the process. On some fully dynamic workloads, the minimum cut often jumps between values $\lambda_1$ and $\lambda_2$ with $\lambda_1 > \lambda_2$, where the minimum cut cactus for cut value $\lambda_1$ is large and thus expensive to recompute whenever the cut value changes.

A simple example workload is a large unweighted cycle, which has a minimum cut of 2. If we delete any edge, the minimum cut value changes to 1, as the incident vertices have a degree of 1. By reinsering the just-deleted edge, the minimum cut changes to
a value of $2$ again and the minimum cut cactus is equal to the cactus prior to the edge deletion. Thus we can save a significant amount of work by caching and reusing the previous cactus graph when the minimum cut is increased to $2$ again.

**Reuse Cactus Graph from Cache**

Whenever the deletion of an edge $e$ from graph $G$ decreases the minimum cut value from $\lambda_1$ to $\lambda_2$, we cache the previous cactus $C$. After this point, we also remember all edge insertions, as these can invalidate minimum cuts in $C$. If at a later point the minimum cut is again increased from $\lambda_2$ to $\lambda_1$ and the number of edge insertions divided by the number of vertices in $C$ is smaller than a parameter $\delta$, we recreate the cactus graph from the cache instead of recomputing it. The default value for $\delta$ is $2$. The algorithm does not store the intermediate edge deletion, as there can only lower connectivities and by computing the minimum cut value we know that there is no cut of value $< \lambda_1$ and thus all cuts of value $\lambda_1$ are global minimum cuts.

For each edge insertion since caching we perform the edge insertion operation from Section 3.1 to eliminate all cuts that are invalidated by the edge insertion. All cuts that remain in $C$ are still minimum cuts. If there are only a small amount of edge insertions since the cactus was cached, this is significantly faster than recomputing the cactus from scratch. As we do not remember edge deletions, the cactus might not contain all minimum cuts and thus require slightly earlier recomputation.

## 4 Experiments and Results

We now perform an experimental evaluation of the proposed algorithms. This is done in the following order. In Section 4.1 we show and detail the static and dynamic graph instances that we use in our experimental evaluation. In Section 4.2 we analyze the impact of local relabeling on the static preflow-push algorithm to determine with value of the relabeling depth to use in the experiments on dynamic graphs. Then (Sections 4.3 and 4.4) we evaluate our dynamic algorithms on a wide variety of instances. In Section 4.5 we then generate a set of worst-case problems and use these to evaluate the performance of our algorithm on instances that were created in order to be difficult for them.

### Experimental Setup and Methodology

We implemented the algorithms using C++-17 and compiled all code using g++ version 8.3.0 with full optimization (-O3). Our experiments are conducted on a machine with two Intel Xeon Gold 6130 processors with 2.1GHz with 16 CPU cores each and 256 GB RAM in total. In this section we first describe our experimental methodology. Afterwards, we evaluate different algorithmic choices in our algorithm and then we compare our algorithm to the state of the art. When we report a mean result we give the geometric mean as problems differ significantly in cut size and time. Our code is freely available under the permissive MIT license.

### 4.1 Graph Instances

In our experiments, we use a wide variety of static and dynamic graph instances. These are social graphs, web graphs, co-purchase matrices, cooperation networks and some generated instances. All instances are undirected. If the original graph is directed, we generate an

---

1. [https://github.com/VieCut/VieCut](https://github.com/VieCut/VieCut)
undirected graph by removing edge directions and then removing duplicate edges. In our experiments, we use three families of graphs.

### Table 1: Statistics of static and dynamic graphs used in experiments.

| Graph Family A | | | |
|---|---|---|---|
| Graph | m | n | \( f_{\omega} \) |
| corn/wheat | 2.15 | 112.3 | 61 | 2 |
| 114.190 | 18.3 | 69 | 95 | 2 |
| 107.486 | 17.3 | 76 | 98 | 2 |
| 103.911 | 17.3 | 70 | 100 | 2 |
| eu-2005 | 65.20 | 60.2 | 10 | 188 |
| 271.497 | 10.4 | 25 | 3 |
| 58.929 | 3.7 | 29 | 60 | 2 |
| 5.289 | 0.4 | 19 | 100 | 2 |
| gb-2011-busc | 2.35 | 1.3 | 9 | 175 |
| 5.3 | 0.4 | 1 | 50 |
| 2.67 | 0.4 | 1 | 70 |
| 98.275 | 18.4 | 100 | 1 |
| hollywood-2011 | 12.49 | 10.4 | 2 | 17 |
| 756.11 | 87.4 | 6 | 60 |
| 328.631 | 71.4 | 77 | 100 |
| 138.536 | 47.3 | 27 | 200 |
| twitter-2010 | 12.49 | 10.4 | 2 | 17 |
| 10.4 | 88.4 | 1 | 30 |
| 4.3 | 67.2 | 1 | 50 |
| 3.55 | 62.5 | 3 | 60 |
| uu-2002 | 9.3 | 9.3 | 4 | 1.940 |
| 2.5 | 115.1 | 1 | 30 |
| 783.316 | 51.6 | 1 | 138 |
| 98.275 | 11.4 | 1 | 20 |
| uu-2007-05 | 9.3 | 9.3 | 4 | 1.940 |
| 16.7 | 1.7 | 1 | 50 |
| 3.95 | 86.2 | 1 | 134 |
| 233.416 | 18.3 | 1 | 100 |

| Graph Family B | | | |
|---|---|---|---|
| Graph | m | n | \( f_{\omega} \) |
| ca-Amazon | 21.4 | 19.1 | 1 | 10.068 |
| ca-AstroPh | 448.695 | 31.3 | 4 | 43 |
| ca-AstroPh | 448.529 | 31.3 | 5 | 102 |
| ca-AstroPh | 448.037 | 31.2 | 6 | 557 |
| ca-AstroPh | 444.947 | 31.2 | 7 | 1,128 |
| ca-AstroPh | 437.975 | 31.2 | 8 | 2,792 |
| ca-AstroPh | 418.547 | 31.2 | 9 | 5,814 |
| cs-HepTh | 190.914 | 67.6 | 1 | 49.900 |
| cs-HepTh | 123.440 | 48.5 | 1 | 15 |
| citationCiteseer | 268.495 | 16.1 | 1 | 43.031 |
| citationCiteseer | 223.587 | 11.1 | 2 | 33.423 |
| citationCiteseer | 162.462 | 82.3 | 3 | 23.373 |
| citationCiteseer | 109.522 | 55.5 | 4 | 16.670 |
| citationCiteseer | 73.595 | 22.6 | 5 | 11.878 |
| citationCiteseer | 50.145 | 12.5 | 6 | 8,770 |
| citationCiteseer | 323.517 | 27.4 | 1 | 97.720 |
| citationCiteseer | 192.175 | 21.2 | 2 | 33.423 |
| citationCiteseer | 130.710 | 19.4 | 3 | 11.604 |
| citationCiteseer | 110.109 | 8.3 | 4 | 9.256 |
| citationCiteseer | 94.664 | 11.7 | 5 | 4,262 |
| citationCiteseer | 87.113 | 11.7 | 6 | 5,796 |
| citationCiteseer | 78.142 | 11.7 | 7 | 3,213 |
| citationCiteseer | 73.070 | 11.7 | 8 | 2,449 |
| coauthorCOLT | 290.081 | 87.6 | 1 | 43.254 |
| coauthorCOLT | 22.499 | 13.8 | 2 | 2 |
| delius-valencia | 131.072 | 385.176 | 3 | 1,041 |
| delius-valencia | 143.437 | 489.758 | 1 | 40 |
| delius-valencia | 55.149 | 4.6 | 1 | 8,725 |
| delius-valencia | 13.4 | 230.332 | 1 | 23.077 |
| delius-valencia | 12.828 | 165.250 | 8 | 625 |
| delius-valencia | 35.579 | 45.375 | 1 | 2,172 |

| Graph Family C | | | |
|---|---|---|---|
| Graph | m | n | \( f_{\omega} \) |
| delius-valencia | 131.072 | 385.176 | 3 | 1,041 |
| delius-valencia | 143.437 | 489.758 | 1 | 40 |
| delius-valencia | 55.149 | 4.6 | 1 | 8,725 |
| delius-valencia | 13.4 | 230.332 | 1 | 23.077 |
| delius-valencia | 12.828 | 165.250 | 8 | 625 |
| delius-valencia | 35.579 | 45.375 | 1 | 2,172 |

Family A consists of 28 graphs obtained from the work of Henzinger et al. on the global minimum cut problem [19], originally from the 10th DIMACS Implementation challenge [1]
and the SuiteSparse Matrix Collection [7]. As finding any minimum cut is easy if the minimum cut is equal to the minimum degree, these graphs are k-cores of large social networks in which the minimum cut is strictly smaller than the minimum degree. A k-core of a graph is a subgraph in which we iteratively remove all vertices of degree < k until the graph has a minimum degree of k. If the k-core has multiple connected components, we use the largest of them. In this graph family, there are generally only one or a few minimum cuts on each graph and the minimum cut is strictly smaller than the minimum degree. In Table 1 we report both the minimum cut \( \lambda \) and the minimum degree \( \delta \). In the dataset there are 7 different graphs with each 4 different values of \( \delta = k \) with \( \lambda < \delta \) in every instance.

Family B consists of 65 graphs obtained from the work of Henzinger et al. on finding all minimum cuts of a graph [20], originally from from the 10th DIMACS Implementation challenge [1], the SuiteSparse Matrix Collection [7] and the Walshaw Graph Partitioning Archive [49]. They represent a wide variety of real-world graphs from different fields and applications. In contrast to Family A, most graphs in this graph family have a large number of minimum cuts and generally the minimum cut is equal to the minimum degree. As most real-world graphs have some vertices of very low degree and therefore also a low minimum cut, we also create instances with higher minimum cut by computing beforehand the largest subgraph \( G_x \) of \( G \) that does not contain any minimum cut of size \( \lambda(G) \).

Family C consists of a set of 36 dynamic graphs from Network Repository [47, 48]. These graphs consist of a sequence of edge insertions and deletions. While edges are inserted and deleted, all vertices are static and remain in the graph for the whole time. Each edge update has an associated timestamp, a set of updates with the same timestamp is called a batch. Most of the graphs in this dataset have multiple connected components, i.e. their minimum cut \( \lambda \) is 0.

### 4.2 Local Relabeling

In order to examine the effects of local relabeling with different values of relabeling depth \( \gamma \), we run experiments using all static graph instances (Graph Family A and Graph Family B) from Table 1 in which we delete 1000 random edges in random order. We report the total time spent executing delete operations. We compare a total of 5 variants, one that does not run initial relabeling, three variants with relabeling depth \( \gamma = 0, 1, 2 \) and one variant which performs global relabeling in the initialization process, i.e. local relabeling with depth \( \gamma = (n - 1) \). Local relabeling with \( \gamma = 0 \) is very similar to no relabeling, however the distance value of non-sink vertices are set to \( (\gamma + 1) = 1 \) and not to 0.

In Figure 2 we report the slowdown to the fastest variant for all static graph instances from Table 1. The x-axis shows the average vertex degree for the instances. On most instances, the fastest variant is local relabeling with \( \gamma = 1 \). Depending on the graph instance, this variant spends 25 - 90% of the deletion time in the initialization (including initial relabeling). An increase in labeling depth increases the initialization running time, but decreases the subsequent algorithm running time. Thus we aim to find a labeling depth value that maintains some balance between initial labeling and the subsequent algorithm execution. On some instances, it is outperformed by local relabeling with \( \gamma = 2 \), which is slower by a factor of 3 - 10x on most instances, with 90 - 99% of the total running time spent in the initialization of the algorithm. We can see that in instances with a higher average degree, local relabeling with \( \gamma = 1 \) performs better. This is an expected result, as the larger local relabeling is more expensive in higher-average-degree graphs, as the 2-neighborhood of a vertex is much larger. Local relabeling with \( \gamma = 2 \) spends 90 - 99% of the total running time in initialization and initial relabeling. The same effect is even more pronounced for the variant which performs global relabeling in initialization. On vertices
with a low average degree, we can perform global relabeling in reasonable time, which makes the variant competitive with the local relabeling variants. However, in high average degree instances, the excessive running time of a global relabeling step causes the variant to have slowdowns of up to 1000x compared to the fastest variant. On all instances, the vast majority of running time is spent in initialization including initial global relabeling.

One graph family where local relabeling with \( \gamma = 1 \) performs badly are the graph instances based on auto [28], a 3D finite element mesh graph. These graphs are rather sparse (average degree 15) and planar. On these graphs, the value of the minimum cut divided by the average degree is very large, as they do not contain any vertices of degree 1, 2, 3. Thus, the variants which perform only minor local relabeling do not guide the flow enough and therefore the push-relabel algorithm takes a long time. On most other instances in our test set, local relabeling with \( \gamma = 1 \) is enough to guide at least \( \lambda \) flow to the sink quickly.

Local relabeling with a relabeling depth \( \gamma = 0 \) (i.e. we set the distance of the sink to 0, the source to \( n \) and all other vertices to 1) has a slowdown factor of 10 – 100x with only 1 – 10% of the running time spent in the initialization. The slowdown factor is generally increasing for larger values of the minimum cut \( \lambda \) and average degree, which indicates that “the lack of guidance towards the sink” causes the algorithm to send flow to regions of the graph that are far away from the source. For graphs with large minimum cut value \( \lambda \), the algorithm does not terminate early and needs to perform a significant amount of push and relabel steps. In variants that perform more relabeling at initialization, the flow is guided towards the sink by the distance labels and the termination trigger is reached faster. The variant which does not include any relabeling in the initialization phase has similar issues with an even larger slowdown factor of 10 – 2000x, as even flow that is already incident to the sink does not necessarily flow straight to the sink.
On most instances, local relabeling with depth $\gamma = 1$ performed best, as it helps guide the flow towards the sink with additional work (compared to no relabeling) only equal to the degree of the sink. While performing more relabeling can increase this guidance even further, it comes with a trade-off in additional time spent in the initialization. Note that this is not a general observation for the push-relabel algorithm and can only be applied to our application, in which the push-relabel algorithm is terminated early as soon as $\lambda$ units of flow reach the sink vertex. Based on these experiments, we use local relabeling with $\gamma = 1$ for edge deletions in all following experiments.

### 4.3 Dynamic Graphs

Figure 3 shows experimental results on the dynamic graph instances from Graph Family C in Table 1. These graph instances are mostly incremental with some being fully dynamic and most instances have multiple connected components, i.e. a minimum cut value $\lambda = 0$, even after all insertions. On these incremental graphs with multiple connected components, our algorithm behaves similar to a simple union-find based connected components algorithm that for edge insertion checks whether the incident vertices already belong to the same connected component and merges their connected components if they are different.

In this section we compare our dynamic minimum cut algorithm to the static algorithm of Nagamochi et al. [42], which has been shown to be one of the fastest sequential algorithms for the minimum cut problem [4, 19]. The static algorithm performs the updates batch-wise, i.e. the static algorithm is not called inbetween multiple edge updates with equal timestamp. In Figure 4 we show the dynamic speedup in comparison to the average batch size. As expected, there is a large speedup factor of up to 1000x for graphs with small batch sizes; and the speedup decreases for increasing batch sizes. The family of instances in which the dynamic algorithm is outperformed by the static algorithm is the insecta-ant-colony graph family [36]. These graphs have a very high minimum cut value and fewer batches than changes in the minimum cut value. Therefore, the dynamic algorithm which updates
on every edge insertion needs to recompute the minimum cut cactus more often than the
static algorithm is run and, thus, takes a longer time.

As these dynamic instances do not have sufficient diversity, we also perform experiments
on static graphs in graph family B in which a subset of edges is inserted or removed
dynamically. We report on this experiment in the following section.

4.4 Random Insertions and Deletions from Static Graphs

Figure 4 shows results for dynamic edge insertions and deletions from all graphs in Graph
Family A and B from Table 1. These graphs are static, we create a dynamic problem from
graph \( G = (V, E, c) \) as follows: let \( \alpha_{\text{ins}} \in (0, 1) \) and \( \alpha_{\text{del}} \in (0, 1) \) with \( \alpha_{\text{ins}} + \alpha_{\text{del}} < 1 \) be
the edge insertion and deletion rate. We randomly select edge lists \( E_{\text{ins}} \) and \( E_{\text{del}} \) with
\( |E_{\text{ins}}| = \alpha_{\text{ins}} \cdot |E| \), \( |E_{\text{del}}| = \alpha_{\text{del}} \cdot |E| \) and \( E_{\text{ins}} \cap E_{\text{del}} = \emptyset \). For every vertex \( v \in V \), we make
sure that at least one edge incident to \( v \) is neither in \( E_{\text{ins}} \) nor in \( E_{\text{del}} \), so that the minimum
degree of \( (V, E \setminus (E_{\text{ins}} \cap E_{\text{del}}), c) \) is strictly greater than 0 at any point in the update sequence.

We initialize the graph as \( (V, E \setminus E_{\text{ins}}, c) \) and create a sequence of edge updates \( E_u \) by
concatenating \( E_{\text{ins}} \) and \( E_{\text{del}} \) and randomly shuffling the combined list. Then we perform edge
updates one after another and compute the minimum cut - either statically using the algorithm
of Nagamochi et al. [42] or by performing an update in the dynamic algorithm - after every
update. We report the total running time of either variant and give the speedup of the dynamic
algorithm over the static algorithm as a function of the number of edge updates performed.
For each graph we create problems with \( \alpha_{\text{ins}} = 1\% \) and \( \alpha_{\text{del}} \in \{0, 0.1\%, 0.25\%, 0.5\%, 1\%\} \);
and additionally a decremental problem with \( \alpha_{\text{ins}} = 0 \) and \( \alpha_{\text{del}} = 1\% \). We set the timeout for
the static algorithm to 1 hour, if the algorithm does not finish before timeout, we approximate
the total running time of the static algorithm by performing 100 or 1000 updates in batch.

Dynamic edge insertions are generally much faster than edge deletions, as most real-world
graphs have large sets that are not separated by any global minimum cut. When inserting an
edge where both incident vertices are in the same set in \( C \), the edge insertion only requires
two array accesses; if they are in different sets, it requires a breadth-first search on the relatively small cactus graph $C$ and only if there are no minimum cuts remaining, an edge insertion requires a recomputation. In contrast to that, every edge deletion requires solving of a flow problem and therefore takes significantly more time in average. Therefore, the average speedup is larger on problems with a higher rate of edge insertions.

Generally, the speedup of the dynamic algorithm increases with larger problems and more edge updates. For larger graphs with $\geq 10^6$ edge updates, the average speedup is more than four orders of magnitude for instances with $\alpha_{del} = 0$ and still more than two orders of magnitude for large instances when $\alpha_{del} = \alpha_{ins} = 1\%$. Note that in this experiment, the number of edge updates is a function of the number of edges, thus instances with more updates directly correspond to graphs with more edges.

For decremental instances with $\alpha_{ins} = 0$, the speedup is generally lower, but still reaches multiple orders of magnitude in larger instances.

### 4.4.1 Most Balanced Minimum Cut

Henzinger et al. [20] show that given the cactus graph $C$ we can compute the most balanced minimum cut, i.e. the minimum cut which has the highest number of vertices in the smaller partition, in $O(n^3)$ time. In our algorithm for the dynamic minimum cut problem we also compute a cactus graph of minimum cuts, however this cactus graph does not necessarily contain all minimum cuts in $G$, as we do not introduce new minimum cuts added by edge deletions.

We use the algorithm of Henzinger et al. [20] to find the most balanced minimum cut for all instances of Graph Family B every 1000 edge updates and compare it to the most balanced minimum cut found by our algorithm. In instances that are not just decremental, in 97.3% of all cases where there is a nontrivial minimum cut (i.e. smaller side contains multiple vertices), both algorithms give the same result, i.e. our algorithm can almost always output the most balanced minimum cut. In the instances that are purely decremental, i.e. $|E_{ins}| = 0$, we only find the most balanced minimum cut in 25.4% of cases where there is a non-trivial minimum cut. This is the case because an increase of the minimum cut prompts a full recomputation of a cactus graph that represents all (potentially many) minimum cuts, thus also the most balanced minimum cut. Only if this cut in particular is affected by an edge update, the dynamic algorithm “loses” it. In the purely decremental case, the minimum cut value only decreases. Thus, the dynamic algorithm only know one or a few minimum cuts. All cuts that reach the same value $\lambda$ in later edge deletions are not in $C$, as we do not add cuts of the same value to it. As these decremental instances do not have any edge insertions that can increase the value of these cuts, there is eventually a large set of minimum cuts of which the algorithm only knows a few. If maintaining a balanced minimum cut is a requirement, this can easily be achieved by occasionally recomputing the entire cactus graph $C$ from scratch.

### 4.5 Worst-case instances

On random edge insertions, there is a high chance that the vertices incident to the newly inserted edge were not separated by a minimum cut and therefore require no update of the cactus graph $C$. In this experiment we aim to generate instances that aim to maximize the work performed by the dynamic algorithm. We initialize the graph as $G = (V, E, c)$ and add random unit-weight edges $e = (u, v)$ where $\Pi(u) \neq \Pi(v)$ for every newly added edge. Then we randomly select $|E_{ins}| = 1000$ edges to add so that for each such edge $(u, v)$, $\Pi(u) \neq \Pi(v)$ before inserting $(u, v)$, and select a subset $E_{del} \subseteq E_{ins}$ to delete. For each graph we create 5 problems, with $|E_{del}| \in \{0, 100, 250, 500, 1000\}$. We randomly shuffle the
edge updates while making sure that an edge deletion is only performed after the respective edge has been added to the graph, but still interspersing edge insertions and deletions to create true worst-case instances for the dynamic algorithm, as each edge deletion or insertion affects one or multiple minimum cuts in the graph.

Figure 5 shows the results of this experiment. Each low-alpha dot shows the speedup of the dynamic algorithm on a single problem, the black line gives the geometric mean speedup. As indicated in previous experiments, we can see that the average speedup decreases when the ratio of deletions is increased. However, even on these worst-case instances, the mean speedup factor is still 7.46x for $|E_{ins}| = |E_{del}| = 1000$ up to 79.2x for the purely incremental instances on instances where both algorithms finished before timeout at one hour. Similar to previous experiments, the speedup factor increases with the graph size.

On these problem instances we can see interesting effects. Especially in instances with $|E_{del}| = 500$ we can see many instances where the minimum cut fluctuates between two different values in more than half of all edge updates. As the larger of the values usually has a large cactus graph $C$, this would result in expensive recomputation on almost every update. However, using the cactus caching technique detailed in Section 3.3.1 we can save this overhead and simply reuse the almost unchanged previous cactus graph. In some cases, this reduces the number of calls to the algorithm of Henzinger et al. [20] by more than a factor of 10.

We also find some instances where the static graph has few minimum cuts, but there is a large set of cuts slightly larger than lambda. One such example are planar graphs derived from Delaunay triangulation [33] that have a few vertices of minimal degree near the edges of the triangulated object, but a large number of vertices with a slightly larger degree. If we now add edges to increase the degree of the minimum-degree vertices, the resulting graph has a huge number of minimum cuts and computing all minimum cuts is significantly more expensive than computing just a single minimum cut. In these instances the dynamic algorithm is actually slower than rerunning the static algorithm on every edge update. The dynamic algorithm is slower than the static algorithm in 3.9% of the worst-case instances.
5 Conclusion

In this work, we presented the first implementation of a fully-dynamic algorithm that maintains the minimum cut of a graph under both edge insertions and deletions. Our algorithm combines ideas from the theoretical foundation with efficient and fine-tuned implementations to give an algorithm that outperforms static approaches by up to five orders of magnitude on large graphs. In our experiments, we show the performance of our algorithm on a wide variety of graph instances.

Future work includes maintaining all global minimum cuts also under edge deletions and employing shared-memory or distributed parallelism to further increase the performance of our algorithm.
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