Forecasting Product Selling Using Single Exponential Smoothing and Double Exponential Smoothing Methods
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Abstract. The purpose of research is to observe forecasting product selling. The methods used are Single Exponential Smoothing and Double Exponential Smoothing. The result showed that MAPE of Single Exponential Smoothing is 20% and MAPE of Double Exponential Smoothing around 24%. The use of Single Exponential Smoothing method has a lower error. The finding shows that forecasting with single exponential smoothing is recommended to be used by XYZ store in this case. Therefore, the data proceed by those methods will be the beneficial outcome the issue of XYZ store in determining their product stock in the future time.

1. Introduction
The process of decision making consists of three significant steps; collecting the data, processing the data and storing the data has been processed. Forecasting is an estimate of an upcoming request based on several predictor variables, often based on historical time series data [1]. Forecasting is an activity wherein a business company analyzing to predict the request of products and services which will come in the future. The business company is forecasting influences the production schedule, purchase of raw materials, and sales quota. Therefore, a business company has to be aware of determining forecast method which is suitable to their business. The false forecasting will cause false planning that will lead to increased expenditure costs for a business company [2,3]. Forecasting has been done by most of the people including government, entrepreneurs, or common people. The matter of forecast is also varied for instance, weather forecast, inflation rate, political situation or even exchange rate. Forecast is defined as a tool or technique to predict or estimate specific values for future time in the manner of observing relevant data or information from the past and present [4].

Forecasting process which follows the right steps or organized procedure will lead to efficient forecasting. There are three essential points in the forecasting process [5]:

1. Analyzing the prior data, this point is beneficial to see the pattern occur in the past.
2. Determining data used. A method can be considered as the right method if the outcome of forecasting is not too far differs from reality.
3. Projecting the last data from the method used while taking into consideration of any shift factors (policy shift which might occur including government policy, potential society development, technology development, and new inventions).

Time series is a row of recorded observations in a certain period (weeks, months, or quarters). Time series has four key components:
1. Secular trend (T)
2. Periodic variation (S)
3. Cycle variation (C)
4. Irregular variation (I)

Single Exponential Smoothing which used in short term forecasting is commonly used in one month period. The model assuming the data fluctuated around the static mean value, without trend or consistent growing pattern [6]. Below is the formula of Single Exponential Smoothing: This method used when the data shows there is a trend. Exponential Smoothing with the trend is like simple smoothing except both of the component must be updated in every level-periodic and its trend. The level is a smoothed estimation from data value at the end of each period. The trend is a smoothed estimation from average growth at the end of each period [7,8]. The accuracy of the forecast will be measured by using the function of Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE), as well as deviation standard. Root Mean Square Error (RMSE) commonly used to evaluate the model performance in term of its compatibility with the data or in forecasting the data. RMSE calculates the deviation between the predicted value from the model and its real value [9,10]. RMSE does not have minimum standard values to recognize model performance unlike MAPE (Duke University, n.d.). Mean Absolute Percentage Error (MAPE) MAPE shows the accuracy of the forecast in the form of a percentage. The calculation of MAPE accuracy usually more widely used because it is easy to read (due to its percentage form).

The lower MAPE score indicating that the forecasting model has a good performance [11]. The range of the MAPE score can be seen in Table 1 below.

| MAPE      | Significant                  |
|-----------|------------------------------|
| <10%      | Excellent forecasting ability |
| 10-20%    | Good forecasting ability     |
| 20-50%    | Reasonable forecasting ability|
| >50%      | Bad forecasting ability      |

Standard deviation, symbolized by s, is describing the variability of individual time series [11,12]. The purpose of research is to observe forecasting product selling in XYZ Store.

2. Methods
The selling of a product during weeks period from October 2017 – March 2018. The selling of a product during weeks period from October 2017 - December 2017 for data test actual January 2018 – March 2018 to know the MAPE.

2.1 Single Exponential Smoothing
Single Exponential Smoothing used in short term forecasting is commonly used in one month period. The model assuming the data fluctuated around the static mean value, without trend or consistent growing pattern [5]. This forecasting method is most widely used of all forecasting techniques. It requires little computation. This method is used when the data pattern is approximately horizontal (i.e., there is no neither cyclic variation nor obvious trend in the historical data) [7,8]. The general equation for single exponential smoothed statistics is given as below is the formula of Single Exponential Smoothing:

\[ F_{t+1} = \alpha * X_t + (1 - \alpha) * F_t \]

\[ F_t = \text{forecasting for period } t. \]

\[ X_t + (1-\alpha) = \text{actual value of time series} \]
Ft+1 = forecasting in time of t + 1
α = constantly leveling between 0 and 1

2.2 Double Exponential Smoothing
This method is used when the data shows there is a trend. Exponential smoothing with the trend is like simple smoothing except both of the component must be updated in every level-periodic and its trend. The level is a smoothed estimation from data value at the end of each period. The trend is a smoothed estimation from average growth at the end of each period [7,8].

The formula of double exponential smoothing is:
St = α * Yt + (1 - α) * (St - 1 + bt - 1)
bt = γ * (St - St - 1) + (1 - γ) * bt - 1
Ft + m = St + bt m
St = forecasting for period t.
Yt + (1-α) = Actual value of time series
bt = trend in which period to - t
α = first leveling parameter between zero and 1, = to leveling the observation value
γ = second parameter, to smoothen the trend
Ft+m = forecasting output to - m
m = the number of periods to be predicted

3. Results and Discussion
3.1 Time Series
Sales product data of the XYZ store has 24 entry which matches with a number of weeks in the period from October 2017 to March 2018. Every data entry has shown the number unit of a gram from chicken egg sold in each week. The data plot sell can be seen in Figure 1 below:

Figure 1. Time Series Plot

3.2 Single Exponential Smoothing Forecast method
This forecasting process used product selling data from October 2017 to March 2018 in a week. The data have been examined come from October till December 2017 data to forecast the upcoming data from January to March 2018. The result of forecasting used to measure the level of accuracy from Single Exponential Smoothing model. The result for Forecast SES can be seen in Figure 2 below:
3.3. Double Exponential Smoothing Forecast Method

This forecasting process used product selling data from October 2017 to March 2018 in weeks. The data have been examined come from October to December 2017 data to forecast the upcoming data from January till March 2018. The result of forecasting used to measure the level of accuracy from Double exponential smoothing model can be seen in Figure 3 below:

It can be seen that the forecasting result test using the DES method has 24% MAPE, 5686 MAD, and 47060161 MSD.

3.4 Model Analysis

This steps used to obtain forecasting method which has high accuracy level than another by looking at the lower MAPE score result (See Table 2).
Table 2. The result of the MAPE Score

| Method                     | MAPE   |
|----------------------------|--------|
| Single Exponential Smoothing | 20 %   |
| Double Exponential Smoothing | 24 %   |

Based on the table above, the Single Exponential Smoothing method has the lowest MAPE score of about 20% which makes SES can be categorized as an adequate forecasting method. Therefore, the next forecasting will be more suitable to use SES as a forecasting method.

3.5 Forecasting Result Analysis

The forecasting process has been done after discovering which model or method of forecast that has the lowest error score. In this stage, forecasting was conducted for the next 12 weeks. The result can be seen in Figure 4 below:

![Figure 4. Forecasting Result for the next 12 Weeks](image)

Similar research was conducted by [7], the study using the Single Exponential Smoothing, Double Exponential Smoothing, Holt's and ARRES method was carried out to forecast Malaysia population, this research only focused on process forecast Malaysia population in 1957-2013.

Therefore, based on Figure 4, it was made a forecast for sales data for the next 12 weeks with Single Exponential Smoothing method. Then the XYZ Store can make decisions about the future of stock based on the data.

4. Conclusion

In conclusion, based on the finding above, it was discovered that forecasting by using Single Exponential Smoothing produced 20 % MAPE score, whereas forecasting by using Double Exponential Smoothing produced 24 % MAPE score. Therefore, forecasting process using Single Exponential Smoothing method is the method or model which has the lowest error with 20% MAPE score than another forecast method, which means Single Exponential Smoothing is an adequate forecasting method to be used in this case of study.
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