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**ABSTRACT** Let $p$ be an odd prime, $s$, $m$ be positive integers such that $p^m \equiv 2 \pmod{3}$. In this paper, using the relationship about Hamming distances between simple-root cyclic codes and repeated-root cyclic codes, the Hamming distance of all cyclic codes of length $6p^s$ over finite field $\mathbb{F}_{p^m}$ is obtained. All maximum distance separable (MDS) cyclic codes of length $6p^s$ are established.

**INDEX TERMS** Simple-root code, repeated-root code, Hamming distance, MDS code.

I. INTRODUCTION

Cyclic codes over finite fields have been well studied since the late 1950s because of their rich algebraic structures and practical implementations. Many well known codes, such as BCH, Kerdock, Golay, Reed-Muller, Preparata, Justesen, and binary Hamming codes, are either cyclic codes or constructed from cyclic codes. All of those explain their preferred role in engineering.

Let $\mathbb{F}_{p^m}$ be a finite field. Cyclic codes of length $n$ over $\mathbb{F}_{p^m}$ are classified as the ideals $(g(x))$ of the quotient ring $\mathbb{F}_{p^m}[x]/(x^n - 1)$, where the generator polynomial $g(x)$ is the unique monic polynomial of minimum degree in the code, which is a divisor of $x^n - 1$. In general, cyclic codes are grouped into two classes: simple-root cyclic codes, where the generator polynomial $g(x)$ has no repeated irreducible factors; and repeated-root cyclic codes, where the generator polynomial $g(x)$ has repeated roots. Repeated-root cyclic codes were first initiated in the most generality by Castagnoli et al. in [1] and Van Lint in [21], where it was proved that they are asymptotically bad, nevertheless, it turns out that optimal repeated-root cyclic codes still exist, which have motivated the researchers to further study these codes (see, for example, [14], [20].)

The classification of codes plays an important role in studying their structures, but in general, it is very difficult. In a series of paper [4]–[8], Dinh determined the algebraic structure in terms of polynomial generators of all cyclic codes over finite field $\mathbb{F}_{p^m}$ of length $p^s$, $2p^s$, $3p^s$, $4p^s$ and $6p^s$. Since then, these results have been extended to more general code lengths (see, for example, [2], [3], [11], [19].)

However, little work has been done on determining the Hamming distance of cyclic codes as it is a very hard task in general. By now, only a few results have been obtained. In [4], Dinh determined the Hamming distance of cyclic codes of length $p^s$ over $\mathbb{F}_{p^m}$. Later, in [16] the authors computed the Hamming distance of cyclic codes of length $2p^s$ by using the result of [1]. Recently, based on the relationship of Hamming distances between simple-root cyclic codes and repeated-root cyclic codes, the Hamming distance of cyclic codes of length $3p^s$ were determined for the case gcd($3, p^m - 1$) = 1 in [11]. Motivated by these, in this paper, we get all Hamming distance of cyclic codes of length $6p^s$ over the finite field $\mathbb{F}_{p^m}$ for the case $p^m \equiv 2 \pmod{3}$. As an application, all such MDS cyclic codes of length $6p^s$ are obtained, which can be used to construct quantum MDS codes using well known constructions such as CSS construction.

The remainder of this paper is organized as follows. Section 2 recalls some preliminary results. In Section 3, the Hamming distance of cyclic codes of length $6p^s$ are given for the case $p^m \equiv 2 \pmod{3}$. Using that, Section 4 identifies all MDS codes among such cyclic codes. Section 5 concludes the paper.

II. PRELIMINARIES

Let $\mathbb{F}_{p^m}$ be the finite field of order $p^m$. A code $C$ of length $n$ over $\mathbb{F}_{p^m}$ is a nonempty subset of $\mathbb{F}_{p^m}^n$. A linear code $C$ over
Clearly, for any positive integer \( s \) and \( 0 \leq \theta \leq s - 1 \),
the Hamming distance of cyclic codes of length \( 6p^s \) over \( \mathbb{F}_{p^m} \) for the case \( p^m \equiv 2 \pmod{3} \),
all cyclic codes of length \( 6p^s \) have the form
\[
C = \{(x^2 + x + 1)^t(x^2 - x + 1)^i(x - 1)^u(x^3 + 1)^v) \mid 0 \leq i, j, u, v \leq p^s - 1, \text{ and the equality holds when} \]
\[
eq (x^2 + x + 1)^t(x^2 - x + 1)^i(x - 1)^u(x^3 + 1)^v, \quad (1)
\]
where \( \tilde{C} \) is defined in Proposition 2.2.

3.1. Case 0: \( 0 \leq v \leq u \leq j \leq i \leq p^s \)

We now determine the Hamming distance of \( C = \{(x^2 + x + 1)^t(x^2 - x + 1)^i(x - 1)^u(x^3 + 1)^v) \) for the case \( 0 \leq v \leq u \leq j \leq i \leq p^s \).
We start with the following proposition.

Proposition 3.1: Let \( 0 \leq v \leq u \leq j \leq i \leq p^s \). Let \( \tilde{C} = (\bar{g}(x)) \) be a cyclic code of length 6 over \( \mathbb{F}_{p^m} \), where \( \bar{g}(x) \) is defined in (1). Then
\[
d_H(\tilde{C}) = \begin{cases} 
1, & \text{if } v \leq u \leq j \leq i \leq z, \\
1, & \text{if } v \leq u \leq j \leq \tilde{z} < i, \\
(\bar{x}^2 + x + 1)(\bar{x}^2 - x + 1), & \text{if } v \leq u \leq \tilde{z} < j \leq i, \\
(\bar{x}^5 - \bar{x}^4 + \bar{x}^3 - \bar{x}^2 + x - 1), & \text{if } v \leq \tilde{z} < u \leq j \leq i.
\end{cases}
\]

Proof: There are 4 possibilities.

Case 1: \( v \leq u \leq j \leq \tilde{z} \leq i \). In this case, clearly, \( \tilde{C} = \langle 1 \rangle \).
Then \( d_H(\tilde{C}) = 1 \).
Case 2: $v \leq u \leq j < z < i$. In this case, $\tilde{C}_z = (x^2 + x + 1)$, obviously, $(x^2 + x + 1)(x - 1) = (x^3 - 1) \in \tilde{C}_z$ and $\text{wt}_H(x^3 - 1) = 2$. Hence, by Lemma 2.1, $d_H(\tilde{C}_z) = 2$.

Case 3: $v \leq u \leq z < j < i$. In this case, we have $\tilde{C}_z = ((x^2 + x + 1)(x^2 - x + 1)) = (x^3 + x^2 + 1)$, and then exists a polynomial $x^j - a \in \mathbb{F}_p[x]$ such that $x^j - a = (x^j - 1)$, where $a \in \mathbb{F}_p$. By the Division Algorithm, we can assume $l < 6$. Let $\zeta$ be a 6th root of unity, then $\zeta$ and $\zeta^2$ are solutions of $x^4 + x^2 + 1 = 0$. It follows that $\zeta$ and $\zeta^2$ are solutions of $x^i - a$, i.e., $\zeta^i = 1$, which is contradictory to $l < 6$. So, $d_H(\tilde{C}_z) = 3$.

Case 4: $v \leq z < u \leq j < i$. In this case, it is easy to get $\tilde{C}_z = ((x^3 + x + 1)(x^3 - x + 1)(x + 1)) = (x^3 + x^2 + 1)$, and therefore, the elements of $\tilde{C}_z$ are precisely $r(x^5 + x^4 + x^3 + x^2 + 1)$, where $r \in \mathbb{F}_p^*$. So, $d_H(\tilde{C}_z) = 6$.

Combining all the cases, the result follows.

We here state the Hamming distance of $C$ for the case $v = 0$.

**Lemma 3.2:** Let $v = 0$ and $0 \leq u \leq j < i \leq p^s$ be integers. Then,

$$d_H(C) = \begin{align*}
1, & \quad \text{if } i = j = u = 0, \\
2, & \quad \text{if } j = u = 0 \text{ and } 0 < i \leq p^s, \\
& \quad \text{or } 0 \leq u \leq j \leq i \leq p^{s-1} \text{ (but not } i = j = u = 0), \\
3, & \quad \text{if } u = 0, 0 < j \leq p^s \text{ and } p^{s-1} < i \leq p^s, \\
& \quad \text{or } 0 < u \leq j \leq p^{s-1} \text{ and } p^{s-1} < i \leq 2p^{s-1}, \\
4, & \quad \text{if } 0 < u \leq j \leq 3p^{s-1} \text{ and } 2p^{s-1} < i \leq 3p^{s-1}, \\
& \quad \text{or } 0 < u \leq j \leq p^{s-1} \text{ and } 2p^{s-1} < i \leq p^s, \\
5, & \quad \text{if } 0 < u \leq 4p^{s-1} \text{ and } p^{s-1} < i \leq 4p^{s-1}, \\
& \quad \text{and } 3p^{s-1} < i \leq 4p^{s-1}, \\
6, & \quad \text{if } 0 < u \leq p^s, p^{s-1} < j < p^s \text{ and } 4p^{s-1} < i \leq p^s.
\end{align*}$$

**Proof:** By Proposition 2.2 and Proposition 3.1, we have

$$d_H(C) = \min_{0 \leq u \leq j < i \leq p^s} \text{wt}_H((x^6 - 1)^0) \cdot d_H(\tilde{C}_z) \mid 0 \leq z \leq p^s - 1 \} \leq \text{wt}_H((x^6 - 1)^0) \cdot d_H(\tilde{C}_z) \leq 6.$$

So, $d_H(C) = 1, 2, 3, 4, 5$, or 6. Thus, we only need to find out what values of $v$, $i$, $j$, $u$ such that $d_H(C) = 1, 2, 3, 4, 5$ or 6 (the remaining values of $v$, $i$, $j$, $u$ will give $d_H(C) = 6$) we consider 2 cases.

**Case 1:** $v = 0$. In this case, by Proposition 3.1, we have

$$\text{wt}_H((x^6 - 1)^0) \cdot d_H(\tilde{C}_z) = \begin{align*}
1, & \quad \text{if } i = j = u = 0, \\
2, & \quad \text{if } j = u = 0 \text{ and } 0 < i \leq p^s, \\
3, & \quad \text{if } u = 0 \text{ and } 0 < j \leq i \leq p^s,
\end{align*}$$

and $\text{wt}_H((x^6 - 1)^0) \cdot d_H(\tilde{C}_z) = 6$ for the other values of $i, j, u$.

**Case 2:** $1 \leq z \leq p^s - 1$. There are 4 possibilities.

**Case 2.1:** $u \leq j \leq i \leq z$. From Proposition 3.1, we get $d_H(\tilde{C}_z) = 1$. By Lemma 2.4, we obtain

$$\min_{0 \leq u \leq j < i \leq p^s} \text{wt}_H((x^6 - 1)^0) \cdot d_H(\tilde{C}_z) \mid 1 \leq z \leq p^s - 1 \} = 4,$$

and

$$\min_{0 \leq u \leq j < i \leq p^s} \text{wt}_H((x^6 - 1)^0) \cdot d_H(\tilde{C}_z) \mid 1 \leq z \leq p^s - 1 \} = 4,$$

$$\min_{0 \leq u \leq j < i \leq p^s} \text{wt}_H((x^6 - 1)^0) \cdot d_H(\tilde{C}_z) \mid 1 \leq z \leq p^s - 1 \} = 4.$$
Then \(d_{H}(C) = \min\{0, 2s, 2(2s+2)p^{2s}, 3(2s+2)p^{2s}, 6(3s+2)p^{2s}\}. \quad \square

By similar arguments as Lemma 3.2, we obtain the following lemmas immediately.

**Lemma 3.4:** Let \(i = p^d, v \leq u \leq j \) be integers such that
\[
p^d - p^{d-1} + \beta_1 p^{d-1} + 1 \leq j \leq p^d - p^{d-1} + (\beta_1 + 1)p^{d-1},
\]
\[
p^d - p^{d-2} + \beta_2 p^{d-2} + 1 \leq u \leq p^d - p^{d-2} + (\beta_2 + 1)p^{d-2},
\]
\[
p^d - p^{d-3} + \beta_3 p^{d-3} + 1 \leq v \leq p^d - p^{d-3} + (\beta_3 + 1)p^{d-3}.
\]
Then \(d_{H}(C) = \min\{2(\beta_1 + 1)p^{2s}, 3(2s+2)p^{2s}, 6(3s+2)p^{2s}\}. \quad \square

**Lemma 3.5:** Let \(i = j = p^d, v \leq u \leq j \) be integers such that
\[
p^d - p^{d-1} + \beta_1 p^{d-1} + 1 \leq j \leq p^d - p^{d-1} + (\beta_1 + 1)p^{d-1},
\]
\[
p^d - p^{d-2} + \beta_2 p^{d-2} + 1 \leq u \leq p^d - p^{d-2} + (\beta_2 + 1)p^{d-2},
\]
\[
p^d - p^{d-3} + \beta_3 p^{d-3} + 1 \leq v \leq p^d - p^{d-3} + (\beta_3 + 1)p^{d-3}.
\]
Then \(d_{H}(C) = \min\{2s+2)p^{2s}, 3(2s+2)p^{2s}, 6(3s+2)p^{2s}\}. \quad \square

**Lemma 3.6:** Let \(i = j = u = p^s, v \leq u \) be an integer such that
\[
p^{s} - p^{s-1} + \beta_1 p^{s-1} + 1 \leq j \leq p^{s} - p^{s-1} + (\beta_1 + 1)p^{s-1},
\]
\[
p^{s} - p^{s-2} + \beta_2 p^{s-2} + 1 \leq u \leq p^{s} - p^{s-2} + (\beta_2 + 1)p^{s-2},
\]
\[
p^{s} - p^{s-3} + \beta_3 p^{s-3} + 1 \leq v \leq p^{s} - p^{s-3} + (\beta_3 + 1)p^{s-3}.
\]
Then \(d_{H}(C) = 6(3s+2)p^{2s}. \quad \square

Remark 3.8: Using the above technique, it is easy to check that the corresponding cases \(0 \leq v \leq u \leq j \leq i \leq p^s, 0 \leq v \leq u \leq i \leq j \leq p^s, 0 \leq u \leq v \leq i \leq j \leq p^s, 0 \leq v \leq u \leq j \leq \leq i \leq p^s \) in Theorem 3.7. For example, in case \(v \leq u \leq i \leq j \leq p^s, \) if \(i = j = v = p^s \) and \( p^s - p^{s-2} + \beta_3 p^{s-2} + 1 \leq u \leq p^{s} - p^{s-3} + (\beta_3 + 1)p^{s-3}. \)
$p^r - p^{r-t_0} + (\beta_3 + 1)p^{s-t_0-1}$, the Hamming distance $d_H(C)$ is $6(\beta_3 + 2)p^3$.

**Example 3.9:** Let $p = 5$, $s = i = j = 1$ and $u = v = 0$, then $C$ is an [30, 26, 3] code by Theorem 3.7, which is optimal respect to the tables of best codes known maintained at http://www.codetables.de.

### 3.2. Case 2: $0 \leq j \leq i \leq v \leq u \leq p^r$

We here determine the Hamming distance of $C = \langle x^2 + x + 1 \rangle(x^2 - x + 1)(x - 1)^6(x + 1)^3$ for the case $0 \leq j \leq i \leq v \leq u \leq p^r$. Using the similar way as we show the Hamming distance of $C$ for the case $0 \leq v \leq u \leq j \leq i \leq p^r$, we first determine the Hamming distance of $\tilde{C}_i$, for the case $0 \leq j \leq i \leq v \leq u \leq p^r$.

**Proposition 3.10:** Let $0 \leq j \leq i \leq v \leq u \leq p^r$. Let $\tilde{C}_i = (\tilde{g}_i(x))$ be a cyclic code of length 6 over $\mathbb{F}_{p^r}$, where $\tilde{g}_i(x)$ is defined in (1). Then

$$d_H(\tilde{C}_i) = \begin{cases} 
1, & \text{if } j \leq i \leq v \leq u \leq z, \\
2, & \text{if } j \leq i \leq v < z < u, \\
3, & \text{if } j \leq i \leq z < v < u, \\
4, & \text{if } j \leq z < i \leq v < u.
\end{cases}$$

**Proof:** There are 4 possibilities.

**Case 1:** $j \leq i \leq v \leq u \leq z$. In this case, clearly, $\tilde{C}_i = \langle 1 \rangle$. Then $d_H(\tilde{C}_i) = 1$.

**Case 2:** $j \leq i \leq v < z < u$. In this case, obviously, $\tilde{C}_i = \langle x - 1 \rangle$. From Lemma 2.1, $d_H(\tilde{C}_i) = 2$.

**Case 3:** $j \leq i \leq z < v < u$. In this case, we have, $\tilde{C}_i = \langle x + 1 \rangle(x - 1)$. From Lemma 2.1, $d_H(\tilde{C}_i) = 2$.

**Case 4:** $j \leq z < i \leq v < u$. In this case, it is easy to get $\tilde{C}_i = \langle x - 1 \rangle(x + 1)(x^2 + x + 1) = \langle x^4 + x^3 - x - 1 \rangle$ and $w_H(x^4 + x^3 - x - 1) = 4$.

Let $c(x)$ be an arbitrary nonzero codeword in $\tilde{C}_i$, then $c(x)$ can be expressed as $c(x) = (ax^4 + bx^3 - (a + b)x - b) \in \mathbb{F}_{p^r}$, and $(a, b) \neq (0, 0)$. Obviously, $w_H(c(x)) \geq 4$, implying $d_H(\tilde{C}_i) = 4$.

Combining all the cases, the result follows. □

We now state the Hamming distance of $C$ for the case $0 \leq j \leq i \leq v \leq u \leq p^r$. Firstly, we consider the case for $j = 0$.

**Lemma 3.11:** Let $j = 0$ and $0 \leq i \leq v \leq u \leq p^r$ be integers. Then,

$$d_H(C) = \begin{cases} 
1, & \text{if } i = u = v = 0, \\
2, & \text{if } i = u = 0, \ 0 \leq v \leq p^r \text{ and } 0 < u < p^r, \\
3, & \text{if } 0 < i \leq v \leq u \leq p^r \text{ (but not } i = u = v = 0), \\
4, & \text{if } 0 < i \leq v \leq p^r \text{ and } 2p^{s-1} < u \leq p^r.
\end{cases}$$

**Proof:** By Proposition 2.1 and Proposition 3.10, we have

$$d_H(C) = \min\{w_H((x^6 - 1)^3) \cdot d_H(\tilde{C}_i) | 0 \leq z \leq p^r - 1\} \leq w_H((x^6 - 1)^3) \cdot d_H(\tilde{C}_i) \leq 4.$$

So, $d_H(C) = 1, 2, 3$ or 4. Thus, we only need to find out what values of $i, u, v$ such that $d_H(C) = 1, 2$ or 3 (the remaining values of $i, u, v$ will give $d_H(C) = 4$). We consider 2 cases.

**Case 1:** $z = 0$. In this case, by Proposition 3.10, we have

$$w_H((x^6 - 1)^3) \cdot d_H(\tilde{C}_i) = \begin{cases} 
1, & \text{if } i = u = v = 0, \\
2, & \text{if } i = 0, 0 \leq v \leq p^r \text{ and } 0 < u \leq p^r,
\end{cases}$$

and $w_H((x^6 - 1)^3) \cdot d_H(\tilde{C}_i) = 4$ for the other values of $i, u, v$.

**Case 2:** $1 \leq z \leq p^r - 1$. There are 4 possibilities.

**Case 2.1:** $i \leq v < z < u$. From Proposition 3.10, we get $d_H(\tilde{C}_i) = 1$. By Lemma 2.4, we obtain

$$\min\{w_H((x^6 - 1)^3) \cdot d_H(\tilde{C}_i) | 0 < z < p^r - 1\} = 2,$$

and $\min\{w_H((x^6 - 1)^3) \cdot d_H(\tilde{C}_i) | p^r - 1 < z \leq 2p^{s-1}\} = 3$.

**Case 2.2:** $i \leq v < z < u$. From Proposition 3.10, clearly, $d_H(\tilde{C}_i) = 2$. By Lemma 2.4, we have $w_H((x^6 - 1)^3) \cdot d_H(\tilde{C}_i) \geq 2 w_H((x^6 - 1)^3) \geq 4$ for $1 \leq z \leq p^r - 1$.

**Case 2.3:** $i \leq z < v < u$. From Proposition 3.10, obviously, $d_H(\tilde{C}_i) = 2$. By Lemma 2.4, we have $w_H((x^6 - 1)^3) \cdot d_H(\tilde{C}_i) \geq 2 w_H((x^6 - 1)^3) \geq 4$ for $1 \leq z \leq p^r - 1$.

**Case 2.4:** $z < i \leq v < u$. From Proposition 3.10, clearly, $d_H(\tilde{C}_i) = 4$. By Lemma 2.4, we have $w_H((x^6 - 1)^3) \cdot d_H(\tilde{C}_i) \geq 4 w_H((x^6 - 1)^3) \geq 8$ for $1 \leq z \leq p^r - 1$.

Therefore, combining with **Case 2.1**, **Case 2.2**, **Case 2.3** and **Case 2.4**, we get

$$\min\{w_H((x^6 - 1)^3) \cdot d_H(\tilde{C}_i) | 1 \leq z \leq p^r - 1\} = \begin{cases} 
2, & \text{if } 0 \leq i \leq v \leq u \leq p^r - 1, \\
3, & \text{if } 0 \leq i \leq v < u \leq 2p^{s-1},
\end{cases}$$

and $w_H((x^6 - 1)^3) \cdot d_H(\tilde{C}_i) \geq 4$ for the other values of $i, u, v$.

Combining with Proposition 2.2, (4) and (5), the result follows. □

In the following, we consider the Hamming distance of $C$ for the case $j > 0$. Recall that $0 \leq \beta_0, \beta_1, \beta_2, \beta_3 \leq p - 2$, and $0 \leq t_1 \leq t_2 \leq t_3 \leq t_4 \leq s - 1$.

**Lemma 3.12:** Let $0 < j \leq i \leq v \leq u \leq p^r - 1$ be integers such that

$$p^r - p^{r-t_0} + \beta_0 p^{r-t_0-1} + 1 \leq u \leq p^r - p^{r-t_0} + (\beta_0 + 1)p^{s-t_0-1},$$

$$p^r - p^{r-t_1} + \beta_1 p^{r-t_1-1} + 1 \leq v \leq p^r - p^{r-t_1} + (\beta_1 + 1)p^{s-t_1-1},$$

$$p^r - p^{r-t_2} + \beta_2 p^{r-t_2-1} + 1 \leq i \leq p^r - p^{r-t_2} + (\beta_2 + 1)p^{s-t_2-1},$$

$$p^r - p^{r-t_3} + \beta_3 p^{r-t_3-1} + 1 \leq j \leq p^r - p^{r-t_3} + (\beta_3 + 1)p^{s-t_3-1}.$$
2)p^{3_j}, 4(\beta_3 + 2)p^{3_k}). As \(v \geq i\), one can verify that \(\tau_1 > \tau_2\), or \(\tau_1 = \tau_2\) and \(\beta_1 \leq \beta_2\). This means that \(2(\beta_1 + 2)p^{3_j} \geq 2(\beta_2 + 2)p^{3_k}\). Therefore, \(d_H(C) = \min((\beta_0 + 2)p^{3_0}, 2(\beta_2 + 2)p^{3_2}, 4(\beta_3 + 2)p^{3_3})\). □

Using the same arguments as Lemma 3.2 and Lemma 3.3, we can get the Hamming distance of \(C\) for the case \(0 < j \leq i \leq v \leq u \leq p^s\). We here omit the proof. The Hamming distance of \(C\) for the case \(0 \leq j \leq i \leq v \leq u \leq p^s\) is shown as follows.

**Theorem 3.13:** Let \(0 \leq \beta_0, \beta_1, \beta_2, \beta_3 \leq p - 2\), and \(0 \leq \tau_3 \leq \tau_2 \leq \tau_1 \leq t_0 \leq s - 1\). Let \(0 \leq j \leq s \leq u \leq p^s\).

Then \(C = (x^2 + x + 1)^{(x^2 - x + 1)(x - 1)^u(x + 1)^{A}}(x)\) is a \([6p^s, 6p^s - 2i - 2j - u - v]_0\) code with Hamming distance:

\[
d_H(C) = \begin{cases} 
1, & \text{if } i = j = v = u = 0, \\
2, & \text{if } i = j = 0, 0 \leq v \leq p^s \text{ and } 0 < u \leq p^s, \\
& \text{or } j = 0 \text{ and } 0 \leq i \leq v \leq u \leq p^s - 1 \\
& \text{but not } i = u = v = 0, \\
3, & \text{if } j = 0, 0 < i \leq v \leq 2p^{s-1} \\
& \text{and } p^{s-1} < u \leq 2p^{s-1}, \\
4, & \text{if } j = 0, 0 < i \leq v \leq p^s \\
& \text{and } 2p^{s-1} < u \leq p^s, \\
\min((\beta_0 + 2)p^{3_0}, & \text{if } p^{s-1} - p^{s-1} + \beta_0 p^{s-1} - 1 \leq u \leq p^s, \\
-\beta^{3_0} + (\beta_1 + 1)p^{3_1}, & \text{if } p^{s-1} - p^{s-1} + \beta_1 p^{s-1} - 1 \leq v \leq p^s \\
-\beta^{3_1} + (\beta_2 + 1)p^{3_2}, & \text{if } p^{s-1} - p^{s-1} + \beta_2 p^{s-1} - 1 \leq i \leq p^s \\
-\beta^{3_2} + (\beta_3 + 1)p^{3_3}, & \text{if } p^{s-1} - p^{s-1} + \beta_3 p^{s-1} - 1 \leq j \leq p^s \\
\end{cases}
\]

**Remark 3.14:** Using the above technique, it is easy to check that the corresponding cases \(0 \leq i \leq j \leq u \leq v \leq p^s\), \(0 \leq i \leq u \leq j \leq v \leq p^s\), \(0 \leq j \leq i \leq v \leq u \leq p^s\), \(0 \leq j \leq i \leq u \leq v \leq p^s\), \(0 \leq i \leq u \leq v \leq p^s\), and \(0 \leq j \leq v \leq u \leq i \leq p^s\) have the same Hamming distance as the case \(0 \leq j \leq i \leq v \leq u \leq p^s\) in Theorem 3.13. For example, in case \(0 \leq i \leq j \leq u \leq v \leq p^s\),

\[
d_H(C) = \min\{w_{H}(x^6 - 1)^v \cdot d_H(C_0) \mid 0 \leq z \leq p^s - 1\} \leq w_{H}(x^6 - 1)^v \cdot d_H(C_0) \leq 6.
\]

**Example 3.15:** Let \(p = 5\), \(j = 0\), \(s = i = v = 1\) and \(u = 3\), then \(C\) is an \([30, 24, 4]\) code by Theorem 3.13, which is almost optimal respect to the tables of best codes known maintained at http://www.codetables.de.

**3.3. Case 3:** \(0 \leq v \leq j \leq u \leq i \leq p^s\)

We here determine the Hamming distance of \(C = ((x^2 + x + 1)(x^2 - x + 1)(x - 1)^u(x + 1)^{A})\) for the case \(0 \leq v \leq j \leq u \leq i \leq p^s\). Using the similar way as we show the Hamming distance of \(C\) for the case \(0 \leq v \leq u \leq j \leq i \leq p^s\), we first determine the Hamming distance of \(C_0\) for the case \(0 \leq v \leq j \leq u \leq i \leq p^s\).

**Proposition 3.16:** Let \(0 \leq v \leq j \leq u \leq i \leq p^s\). Let \(C_0 = (\bar{g}_C(x))\) be a cyclic code of length \(6\) over \(\mathbb{F}_{p^s}\), where \(\bar{g}_C(x)\) is defined in (1). Then

\[
d_H(C_0) = \begin{cases} 
1, & \text{if } v \leq j \leq u \leq i \leq z, \\
2, & \text{if } v \leq j \leq u \leq z < i, \\
& \text{or } j \leq v \leq z < u \leq i, \\
6, & \text{if } v \leq z < j \leq u \leq i.
\end{cases}
\]

**Proof:** There are 4 possibilities.

**Case 1:** \(v \leq j \leq u \leq i \leq z\). In this case, clearly, \(C_0 = (1)\). Then \(d_H(C_0) = 1\).

**Case 2:** \(v \leq j \leq u \leq z \leq i\). In this case, \(C_0 = (x^2 + x + 1)\).

Obviously, \((x^2 + x + 1)(x - 1) = (x^3 - 1)\). Thus, \(C_0 = (x^3 - 1)\). From Lemma 2.1, \(d_H(C_0) = 2\).

**Case 3:** \(v \leq j \leq z \leq u \leq i\). In this case, we have, \(C_0 = ((x^2 + x + 1)(x - 1)) = (x^3 - 1)\). From Lemma 2.1, \(d_H(C_0) = 2\).

**Case 4:** \(v \leq z \leq j \leq u \leq i\). From the Proposition 3.1 of Case 4, we have \(d_H(C_0) = 6\).

Combining all the cases, the result follows. □

We here state the Hamming distance of \(C\) for the case \(v = 0\).

**Lemma 3.17:** Let \(v = 0\) and \(0 \leq j \leq u \leq i \leq p^s\). Then

\[
d_H(C) = \begin{cases} 
1, & \text{if } i = j = u = 0, \\
2, & \text{if } j = 0, 0 \leq u \leq p^s \text{ and } 0 < i \leq p^s, \\
& \text{or } 0 \leq u \leq j < i \leq p^{s-1} \text{ (but not } i = j = u = 0), \\
3, & \text{if } 0 < j \leq u \leq 2p^{s-1} \text{ and } 2p^{s-1} < i \leq 2p^{s-1}, \\
4, & \text{if } 0 < j \leq u \leq 2p^{s-1} \text{ and } 2p^{s-1} < i \leq 3p^{s-1}, \\
& \text{or } 0 < i \leq p^{s-1} \text{ and } 0 < u \leq p^s \text{ and } p^{s-1} < i \leq p^s, \\
5, & \text{if } p^{s-1} < i \leq u \leq 4p^{s-1} \text{ and } 3p^{s-1} < i \leq 4p^{s-1}, \\
6, & \text{if } p^{s-1} < i \leq u \leq p^s \text{ and } 4p^{s-1} < i \leq p^s.
\end{cases}
\]

**Proof:** By Proposition 2.2 and Proposition 3.16, we have

\[
d_H(C) = \min\{w_{H}(x^6 - 1)^v \cdot d_H(C_0) \mid 0 \leq z \leq p^s - 1\} \leq w_{H}(x^6 - 1)^v \cdot d_H(C_0) \leq 6.
\]
So, \(d_H(C) = 1, 2, 3, 4, 5 \text{ or } 6\). Thus, we only need to find out what values of \(i, j, u\) such that \(d_H(C) = 1, 2, 3, 4 \text{ or } 5\) (the remaining values of \(i, j, u\) will give \(d_H(C) = 6\)). We consider 2 cases.

**Case 1:** \(z = 0\). In this case, by Proposition 3.16, we have

\[
wt_H((x^6 - 1)^0) \cdot d_H(C_0) = \begin{cases} 
1, & \text{if } i = j = u = 0, \\
2, & \text{if } j = 0, 0 \leq u \leq p^s \text{ and } 0 < i \leq p^s, 
\end{cases} 
\]

and \(wt_H((x^6 - 1^0) \cdot d_H(C_0) = 6\) for the other values of \(i, j, u\).

**Case 2:** \(1 \leq z \leq p^s - 1\). There are 4 possibilities.

**Case 2.1:** \(j \leq u \leq i \leq z\). From Proposition 3.16, we get \(d_H(C_z) = 1\). By Lemma 2.4, we obtain

\[
\text{min}(wt_H((x^6 - 1)^2) \cdot d_H(C_0)) \leq (t - 2)p^{s - 1} < z \leq (t - 1)p^{s - 1} = t, 
\]

and

\[
\text{min}(wt_H((x^6 - 1)^2) \cdot d_H(C_z) | 4p^{s - 1} < z \leq p^s - 1) \geq 6, 
\]

where \(t = 2, 3, 4, 5\).

**Case 2.2:** \(j \leq u \leq z < i\), or \(j \leq z < u \leq i\). From Proposition 3.16, clearly, \(d_H(C_z) = 2\). By Lemma 2.4, we have

\[
\text{min}(wt_H((x^6 - 1)^2) \cdot d_H(C_z) | 1 \leq z \leq p^s - 1) = 4, 
\]

and

\[
\text{min}(wt_H((x^6 - 1)^2) \cdot d_H(C_z) | p^s - 1 < z \leq p^s - 1) \geq 6. 
\]

**Case 2.3:** \(z < j < u \leq i\). From Proposition 3.16, obviously, \(d_H(C_z) = 6\). By Lemma 2.4, we have

\[
wt_H((x^6 - 1)^2) \cdot d_H(C_z) \geq 6 \text{ wt}_H((x^6 - 1)^2) \geq 12 \text{ for } 1 \leq z \leq p^s - 1. 
\]

Therefore, combining with **Case 2.1**, **Case 2.2** and **Case 2.3**, we get

\[
\text{min}(wt_H((x^6 - 1)^2) \cdot d_H(C_z) | 1 \leq z \leq p^s - 1) = 
\begin{cases} 
2, & \text{if } 0 \leq j \leq u \leq i \leq p^s - 1, \\
3, & \text{if } 0 \leq j \leq u \leq 2p^{s - 1} \text{ and } p^s - 1 < i \leq 2p^{s - 1}, \\
4, & \text{if } 0 \leq j \leq u \leq 3p^{s - 1} \text{ and } 2p^{s - 1} < i \leq 3p^{s - 1}, \\
\quad \text{or } 0 \leq j \leq p^{s - 1}, 0 \leq u \leq p^s \text{ and } 2p^{s - 1} < i \leq p^s, \\
5, & \text{if } p^s - 1 < j \leq u \leq 4p^{s - 1} \text{ and } 3p^{s - 1} < i \leq 4p^{s - 1}, 
\end{cases} 
\]

and \(wt_H((x^6 - 1)^2) \cdot d_H(C_z) = 6\) for the other values of \(i, j, u\).

Combining with Proposition 2.2, (6) and (7), the result follows.

By the similar arguments as we determine the Hamming distance of \(C\) for the case \(0 \leq v \leq u \leq j \leq i \leq p^s\). Combining with Proposition 3.16 and Lemma 3.17, we show the Hamming distance of \(C\) for the case \(0 \leq v \leq j \leq u \leq i \leq p^s\), immediately.

**Theorem 3.18:** Let \(0 \leq \beta_0, \beta_1, \beta_2, \beta_3 \leq p - 2\), and \(0 \leq \tau_3 \leq \tau_2 \leq \tau_1 \leq \tau_0 \leq s - 1\). Let \(0 \leq v \leq j \leq u \leq i \leq p^s\). Then \(C = \langle x^2 + x + 1 \rangle((x^2 - x + 1)(x - 1)^s(x + 1)^s)\) is a \(6p^s, 6p^s - 2i - 2j - u - v\) code with Hamming distance:

\[
d_H(C) = \begin{cases} 
1, & \text{if } i = j = u = v = 0, \\
2, & \text{if } j = v = 0, 0 \leq u \leq p^s \text{ and } 0 < i \leq p^s, \\
\quad \text{or } v = 0 \text{ and } 0 \leq u \leq j \leq i \leq p^{s - 1} \text{ (but not } i = j = k = 0), \\
3, & \text{if } v = 0, 0 < j \leq u \leq 2p^{s - 1}, \text{ and } p^{s - 1} < i \leq p^{s - 1}, \\
4, & \text{if } v = 0, 0 < j \leq u \leq 2p^{s - 1}, \text{ and } p^{s - 1} < i \leq 3p^{s - 1}, \\
\quad \text{or } v = 0, 0 < j \leq p^{s - 1}, \\
0 \leq u \leq p^s \text{ and } p^{s - 1} < i \leq p^s, \\
5, & \text{if } v = 0, p^{s - 1} < j \leq u \leq 4p^{s - 1}, \text{ and } 3p^{s - 1} < i \leq 4p^{s - 1}, \\
6, & \text{if } v = 0, p^{s - 1} < j \leq u \leq p^s, \text{ and } 4p^{s - 1} < i \leq p^s, \\
\quad \text{min}(\beta_0 + 2p^{s - 1}), \\
\quad \text{min}(\beta_0 + 2p^{s - 1} + \beta_0 p^{s - 1} + 1 \leq i \leq p^{s - 1}), \\
2(\beta_2 + 2p^{s - 1}), \\
6(\beta_3 + 2p^{s - 1}), \\
6(\beta_3 + 3p^{s - 1}), \\
6(\beta_3 + 2p^{s - 1}), \\
6(\beta_3 + 3p^{s - 1}), \\
\quad \text{if } i = v = 0, \\
6(\beta_3 + 2p^{s - 1}), \\
\quad \text{if } i = j = u = v = 0, \\
6(\beta_3 + 2p^{s - 1}), \\
\quad \text{if } i = j = u = v = 0, \\
6(\beta_3 + 2p^{s - 1}), \\
6(\beta_3 + 2p^{s - 1}), \\
6(\beta_3 + 2p^{s - 1}), \\
\quad \text{if } i = j = u = v = 0, \\
0, & \text{if } i = j = u = v = 0. 
\end{cases} 
\]

**Remark 3.19:** Using the above technique, it is easy to check that the corresponding cases \(0 \leq v \leq j \leq i \leq u \leq p^s, 0 \leq u \leq i \leq v \leq j \leq p^s, \text{ and } 0 \leq v \leq j \leq u \leq i \leq p^s\) have the same Hamming distance as the case \(0 \leq i \leq u \leq j \leq v \leq p^s\) in Theorem 3.18. For example, in case \(0 \leq v \leq j \leq i \leq u \leq p^s\), if \(i = j = u = p^s\) and \(p^s - p^{s - 1} + \beta_0 p^{s - 1} + 1 \leq v \leq p^s - p^{s - 1} + (\beta_3 + 1)p^{s - 1} - 1\), the Hamming distance \(d_H(C)\) is \(6(\beta_3 + 2)p^{s - 1}\).
Example 3.20: Let \( p = 5, v = 0, s = u = j = 1 \) and \( i = 3 \), then \( \mathcal{C} \) is an \([30, 19, 5]\) code by Theorem 3.18.

3.4. Case 4: \( 0 \leq j \leq u \leq v \leq i \leq p^s \)

We now determine the Hamming distance of \( \mathcal{C} = \langle x^2 + x + 1 \rangle^s \langle x^2 - x + 1 \rangle^s \langle x^2 + 1 \rangle^s \langle x^2 + 1 \rangle^s \) for the case \( 0 \leq j \leq u \leq v \leq i \leq p^s \). Using the similar way as we show the Hamming distance of \( \mathcal{C} \) for the case \( 0 \leq v \leq u \leq j \leq i \leq p^s \), we first determine the Hamming distance of \( \bar{C}_z \) for the case \( 0 \leq j \leq u \leq v \leq i \leq p^s \).

Proposition 3.21: Let \( 0 \leq j \leq u \leq v \leq i \leq p^s \). Let \( \bar{C}_z = \langle g_z(x) \rangle \) be a cyclic code of length 6 over \( \mathbb{F}_{p^s} \), where \( g_z(x) \) is defined in (1). Then

\[
d_H(\bar{C}_z) = \begin{cases} 
1, & \text{if } j \leq u \leq v \leq i \leq z, \\
2, & \text{if } j \leq u \leq v \leq z < i, \\
4, & \text{if } j \leq u \leq z < v < i, \\
4, & \text{if } j \leq z < u \leq v \leq i.
\end{cases}
\]

Proof: There are 4 possibilities.

Case 1: \( j \leq u \leq v \leq z \leq i \). In this case, clearly, \( \bar{C}_z = \langle 1 \rangle \). Then \( d_H(\bar{C}_z) = 1 \).

Case 2: \( j \leq u \leq v < z \leq i \). In this case, \( \bar{C}_z = \langle x^2 + x + 1 \rangle \). Obviously, \( (x^2 + x + 1)(x - 1) = (x^3 - 1) \in \bar{C}_z \) and \( w_{th}(x^3 - 1) = 2 \). Hence, by Lemma 2.2, \( d_H(\bar{C}_z) = 2 \).

Case 3: \( j \leq u < z \leq v \leq i \). In this case, we have \( \bar{C}_z = \langle (x^2 + x + 1)(x + 1) \rangle \). Let \( (c(x) \) be an arbitrary nonzero codeword in \( \bar{C}_z \), then we consider the following 4 cases.

Case 3.1: \( c(x) = rx^i(x^2 + x + 1)(x + 1) \), where \( i = 0, 1 \) or 2, and \( r \in \mathbb{F}_{p^s}^* \). So obviously, \( w_{th}(c(x)) = 4 \).

Case 3.2: \( c(x) = (x^2 + x + 1)(x + 1)(bx + c) = bx^4 + (2b + c)x^3 + (2b + 2c)x^2 + (b + 2c)x + c \), where \( b, c \in \mathbb{F}_{p^s}^* \). Obviously, at most one of \( 2b + c, 2b + 2c \) and \( b + 2c \) is zero. Hence, \( w_{th}(c(x)) \geq 4 \).

Case 3.3: \( c(x) = (x^2 + x + 1)(x + 1)(ax^2 + c) = ax^5 + 2ax^4 + (a + 2c)x^3 + 2cx + c, \) where \( a, c \in \mathbb{F}_{p^s}^* \). Obviously, at most one of \( a + 2c \) and \( 2a + c \) is zero. Hence, \( w_{th}(c(x)) \geq 5 \).

Case 3.4: \( c(x) = (x^2 + x + 1)(x + 1)(ax^2 + bx + c) = ax^5 + (2a + b)x^4 + (2a + 2b + c)x^3 + (a + 2b + 2c)x^2 + (b + 2c)x + c, \) where \( a, b, c \in \mathbb{F}_{p^s}^* \). One can verify that at most two of \( 2a + b, 2a + 2b + c, a + 2b + 2c \) and \( b + 2c \) are zero. Hence, \( w_{th}(c(x)) \geq 4 \).

Therefore, in this case, \( d_H(\bar{C}_z) = 4 \).

Case 4: \( j \leq z < u \leq v \leq i \). By Case 4 of Proposition 3.10, we have \( d_H(\bar{C}_z) = 4 \).

Combining all the cases, the result follows. \( \square \)

We now compute the Hamming distance of \( \mathcal{C} \) for the case \( j = 0 \).

Lemma 3.22: Let \( j = 0 \) and \( 0 \leq u \leq v \leq i \leq p^s \) be integers. Then,

\[
d_H(\mathcal{C}) = \begin{cases} 
1, & \text{if } i = u = v = 0, \\
2, & \text{if } u = v = 0 \text{ and } i > 0, \text{ or } 0 \leq u \leq v \leq i \leq p^{s-1} \\
& \text{but not } i = u = v = 0, \\
3, & \text{if } 0 \leq u \leq 2p^{s-1}, 0 \leq v \leq 2p^{s-1} \text{ and } p^{s-1} < i \leq 2p^{s-1}, \\
4, & \text{if } 0 \leq u \leq p^s, 0 \leq v \leq p^s \text{ and } 2p^{s-1} < i \leq p^s.
\end{cases}
\]

Proof: By Proposition 2.2 and Proposition 3.21, we have

\[
d_H(\mathcal{C}) = \min\{w_{th}(x^6 - 1)^i \cdot d_H(\bar{C}_z) \mid 0 \leq z \leq p^s - 1 \}
\]

\[
\leq w_{th}(x^6 - 1)^i \cdot d_H(\bar{C}_0) \leq 4.
\]

So, \( d_H(\mathcal{C}) = 1, 2, 3 \) or 4. Thus, we only need to find out what values of \( i, u, v \) such that \( d_H(\mathcal{C}) = 1, 2 \) or 3 (the remaining values of \( i, u, v \) will give \( d_H(\mathcal{C}) = 4 \)). We consider 2 cases.

Case 1: \( z = 0 \). In this case, by Proposition 3.21, we have

\[
\begin{align*}
\text{Case 2.1: } u & \leq v \leq i \leq z. \text{ From Proposition 3.21, we get } d_H(\bar{C}_z) = 1. \text{ By Lemma 2.4, we obtain } \\
& \min\{w_{th}(x^6 - 1)^i \cdot d_H(\bar{C}_z) \mid 0 \leq z \leq p^{s-1} \} = 2, \\
& \min\{w_{th}(x^6 - 1)^i \cdot d_H(\bar{C}_z) \mid p^{s-1} < z \leq 2p^{s-1} \} = 3, \\
& \min\{w_{th}(x^6 - 1)^i \cdot d_H(\bar{C}_z) \mid 3p^{s-1} < z \leq p^s - 1 \} = 4.
\end{align*}
\]

Therefore, combining with Case 2.1, Case 2.2 and Case 2.3, we get

\[
\begin{align*}
\min\{w_{th}(x^6 - 1)^i \cdot d_H(\bar{C}_z) \mid 1 \leq z \leq p^s - 1 \} = \begin{cases} 
2, & \text{if } 0 \leq u \leq v \leq i \leq p^{s-1}, \\
3, & \text{if } 0 \leq u \leq v \leq 2p^{s-1} \text{ and } p^{s-1} < i \leq 2p^{s-1},
\end{cases}
\end{align*}
\]

and \( w_{th}(x^6 - 1)^i \cdot d_H(\bar{C}_z) \geq 4 \) for the other values of \( i, u, v \).
Combining with Proposition 2.2, (8) and (9), the result follows. □

Similar to the process as we compute the Hamming distance of $C$ for the case $0 \leq v \leq u \leq j \leq i \leq p^s$ and $0 \leq j \leq i \leq v \leq u \leq p^s$, combining with Proposition 3.21 and Lemma 3.22, we here summarize the Hamming distance $d_H(C)$ for the case $0 \leq j \leq u \leq v \leq i \leq p^s$.

**Theorem 3.23:** Let $0 \leq \beta_0, \beta_1, \beta_2, \beta_3 \leq p - 2$, and $0 \leq t_3 \leq t_2 \leq t_1 \leq t_0 \leq s - 1$. Let $0 \leq j \leq u \leq v \leq i \leq p^s$. Then $C = \langle (x^2 + x + 1)(x^2 - x + 1)(x - 1)^s(x + 1)^s \rangle$ is a $[6p^s, 6p^s - 2i - 2j - u - v]$ code with Hamming distance:

$$d_H(C) = \begin{cases} 
1, & \text{if } i = j = u = v = 0, \\
2, & \text{if } j = v = 0 \text{ and } 0 < i \leq p^s, \\
3, & \text{if } j = 0, 0 \leq u \leq 2p^{s-1}, 0 < v < 2p^{s-1} \text{ and } p^{s-1} < i < 2p^{s-1}, \\
4, & \text{if } j = 0, 0 \leq u \leq p^s, 0 < v < p^s \text{ and } 2p^{s-1} < i < p^s, \\
\min((\beta_0 + 2)p^{t_0}, 2(\beta_1 + 2)p^{t_1}, 4(\beta_3 + 2)p^{t_3}), & \text{if } p^s - p^{s-1} + \beta_0 p^{t_0} + 1 \leq i \leq p^s - p^{s-1} + (\beta_0 + 1)p^{t_0} - 1, \\
2(\beta_1 + 2)p^{t_1}, & \text{if } p^s - p^{s-1} + \beta_1 p^{t_1} + 1 \leq i \leq p^s - p^{s-1} + (\beta_1 + 1)p^{t_1} - 1, \\
4(\beta_3 + 2)p^{t_3}, & \text{if } p^s - p^{s-1} + \beta_3 p^{t_3} + 1 \leq i \leq p^s - p^{s-1} + (\beta_3 + 1)p^{t_3} - 1, \\
\end{cases}$$

Remark 3.24: Using the above technique, it is easy to check that the corresponding cases $0 \leq j \leq u \leq i \leq v \leq p^s$, $0 \leq i \leq v \leq j \leq u \leq p^s$, and $0 \leq j \leq v \leq u \leq j \leq p^s$ have the same Hamming distance as the case $0 \leq j \leq u \leq v \leq i \leq p^s$ in Theorem 3.23. For example, in case $0 \leq j \leq u \leq i \leq v \leq p^s$, if $i = u = v = p^s$ and $p^s - p^{s-1} + (\beta_3 + 1)p^{t_3} + 1 \leq j \leq p^s - p^{s-1} + (\beta_3 + 1)p^{t_3} + 1 + j \leq p^s - p^{s-1} + (\beta_3 + 1)p^{t_3}-1$, the Hamming distance $d_H(C)$ is $4(\beta_3 + 2)p^{t_3}$.

**Example 3.25:** Let $p = 5$, $j = u = 0$, $s = v = 1$ and $i = 2$, then $C$ is an $[30, 25, 3]$ code by Theorem 3.23, which is almost optimal with respect to the tables of best codes known maintained at http://www.codetables.de.

**3.5. Case 5:** $0 \leq u \leq j \leq v \leq i \leq p^s$

We now determine the Hamming distance of $C = \langle (x^2 + x + 1)(x^2 - x + 1)(x - 1)^s(x + 1)^s \rangle$ for the case $0 \leq u \leq j \leq v \leq i \leq p^s$. From Proposition 3.1 and Proposition 3.21, we get the following proposition, immediately.

**Proposition 3.26:** Let $0 \leq u \leq j \leq v \leq i \leq p^s$. Let $C = \langle \bar{C}_z(x) \rangle$ be a cyclic code of length 6 over $\mathbb{F}_{p^m}$, where $\bar{C}_z(x)$ is defined in (1). Then

$$d_H(C) = \begin{cases} 
1, & \text{if } u \leq j \leq v \leq i \leq z, \\
2, & \text{if } u \leq j \leq v \leq z < i, \\
3, & \text{if } u \leq j \leq z \leq v \leq i, \\
4, & \text{if } u \leq z < j \leq v \leq i, \\
5, & \text{if } u \leq z < j \leq v \leq i. \\
\end{cases}$$

We now compute the Hamming distance of $C$ for the case $u = 0$.

**Lemma 3.27:** Let $u = 0$ and $0 \leq j \leq v \leq i \leq p^s$ be integers. Then,

$$d_H(C) = \begin{cases} 
1, & \text{if } i = j = v = 0, \\
2, & \text{if } j = v = 0 \text{ and } 0 < i \leq p^s, \text{ or } 0 \leq j \leq v \leq i \leq p^{s-1}, \\
3, & \text{if } 0 \leq j \leq 2p^{s-1}, 0 < v < 2p^{s-1} \text{ and } p^{s-1} < i \leq 2p^{s-1}, \\
4, & \text{if } j = 0, 0 < v \leq p^s \text{ and } 2p^{s-1} < i \leq p^s, \\
5, & \text{if } 0 \leq j \leq 4p^{s-1}, \text{ or } 0 < j \leq 3p^{s-1}, \text{ and } 3p^{s-1} < i \leq 4p^{s-1}, \\
6, & \text{if } 0 \leq j < 4p^{s-1}, \text{ or } 0 < j \leq 4p^{s-1}, \text{ and } 4p^{s-1} < i \leq p^s. \\
\end{cases}$$

**Proof:** By Proposition 2.2 and Proposition 3.26, we have

$$d_H(C) = \min\{w_{H}(x^6 - 1)^2) \cdot d_H(\bar{C}_z) \mid 0 \leq z \leq p^s - 1\} \leq w_{H}(x^6 - 1)^2 \cdot d_H(\bar{C}_z) \leq 6.$$
Case 1: \( z = 0 \). In this case, by Proposition 3.26, we have
\[
\text{wt}_H((x^6 - 1)^0) \cdot d_H(\tilde{C}_0) = \begin{cases} 
1, & \text{if } i = j = v = 0, \\
2, & \text{if } j = v = 0 \text{ and } 0 < i \leq p^s, \\
4, & \text{if } j = 0, 0 < v \leq i \leq p^s, 
\end{cases}
\]
and \( \text{wt}_H((x^6 - 1)^0) \cdot d_H(\tilde{C}_0) = 6 \) for the other values of \( i, j, v \).

Case 2: \( 1 \leq z \leq p^s - 1 \). There are 4 possibilities.

Case 2.1: \( j \leq v \leq i \leq z \). From Proposition 3.26, we get \( d_H(\tilde{C}_z) = 1 \). By Lemma 2.4, we obtain
\[
\text{min}\{\text{wt}_H((x^6 - 1)^i) \cdot d_H(\tilde{C}_z) \mid (t-2)p^{s-1} < z \leq (t-1)p^{s-1}\} = t,
\]
and
\[
\text{min}\{\text{wt}_H((x^6 - 1)^i) \cdot d_H(\tilde{C}_z) \mid 4p^{s-1} < z \leq p^s - 1\} \geq 6,
\]
where \( t = 2, 3, 4, 5 \).

Case 2.2: \( j \leq v < z < i \). From Proposition 3.26, clearly, \( d_H(\tilde{C}_z) = 2 \). By Lemma 2.4, we have
\[
\text{min}\{\text{wt}_H((x^6 - 1)^i) \cdot d_H(\tilde{C}_z) \mid 1 \leq z \leq p^{s-1}\} = 4,
\]
and
\[
\text{min}\{\text{wt}_H((x^6 - 1)^i) \cdot d_H(\tilde{C}_z) \mid p^{s-1} < z \leq p^s - 1\} \geq 6.
\]

Case 2.3: \( j < z \leq v < i \). From Proposition 3.26, obviously, \( d_H(\tilde{C}_z) = 4 \). By Lemma 2.4, we have \( \text{wt}_H((x^6 - 1)^i) \cdot d_H(\tilde{C}_z) \geq 4 \) for \( 1 \leq z \leq p^s - 1 \).

Case 2.4: \( z < j \leq v \leq i \). From Proposition 3.26, we get \( d_H(\tilde{C}_z) = 6 \). By Lemma 2.4, we have \( \text{wt}_H((x^6 - 1)^i) \cdot d_H(\tilde{C}_z) \geq 6 \) for \( 1 \leq z \leq p^s - 1 \).

Therefore, combining with Case 2.1, Case 2.2, Case 2.3 and Case 2.4, we get
\[
\text{min}\{\text{wt}_H((x^6 - 1)^i) \cdot d_H(\tilde{C}_z) \mid 1 \leq z \leq p^{s-1}\} = \begin{cases} 
2, & \text{if } 0 \leq j \leq v \leq i \leq p^{s-1}, \\
3, & \text{if } 0 \leq j \leq v \leq 2p^{s-1} \text{ and } p^{s-1} < i \leq 2p^{s-1}, \\
4, & \text{if } 0 \leq j \leq v \leq 3p^{s-1} \text{ and } 2p^{s-1} < i \leq 3p^{s-1}, \text{ or} \\
\quad \text{or } 0 \leq j \leq p^{s-1}, 0 \leq v \leq p^{s-1} \text{ and } 2p^{s-1} < i \leq p^s, \\
5, & \text{if } 0 \leq j \leq 4p^{s-1}, p^{s-1} < v \leq 4p^{s-1} \text{ and } 3p^{s-1} < i \leq 4p^{s-1}, 
\end{cases}
\]
and \( \text{wt}_H((x^6 - 1)^i) \cdot d_H(\tilde{C}_z) \geq 6 \) for the other values of \( i, j, v \).

Combining with Proposition 2.2, (10) and (11), the result follows. \( \square \)

Using a similar way as we compute the Hamming distance of \( \mathcal{C} \) for the case \( 0 \leq v < u \leq j \leq i \leq p^s \) and \( 0 \leq j \leq i \leq v \leq u \leq p^s \), combining with Proposition 3.22 and Lemma 3.23, we here summarize the Hamming distance \( d_H(\mathcal{C}) \) for the case \( 0 \leq u \leq j \leq v \leq i \leq \leq p^s \).

Theorem 3.28: Let \( 0 \leq \beta_0, \beta_1, \beta_2, \beta_3 \leq p - 2 \), and \( 0 \leq r_3 \leq r_2 \leq r_1 \leq r_0 \leq s - 1 \). Let \( 0 \leq u \leq j \leq v \leq i \leq p^s \).

Then \( \mathcal{C} = \langle (x^2 + x + 1)^j(x^2 - x + 1)^{v}(x + 1)^{u} \rangle \) is a \([6p^s, 6p^s - 2i - 2j - u - v]\) code with Hamming distance:
\[
d_H(\mathcal{C}) = \begin{cases} 
1, & \text{if } i = j = u = v = 0, \\
2, & \text{if } j = u = v = 0 \text{ and } i > 0, \\
3, & \text{if } u = 0, 0 < j < 2p^{s-1}, 0 < v < 2p^{s-1} \text{ and } p^{s-1} < i \leq 2p^{s-1}, \\
4, & \text{if } j = u = 0, 0 < v < \leq 2p^{s-1} \text{ and } p^{s-1} < i \leq 2p^{s-1}, \\
5, & \text{if } u = 0, 0 < j < 4p^{s-1}, \text{ or } p^{s-1} < i \leq 4p^{s-1}, \\
6, & \text{if } u = 0, 0 < j < 4p^{s-1}, \text{ or } p^{s-1} < i \leq 4p^{s-1}, \\
0, & \text{if } i = j = u = v = 0.
\end{cases}
\]

Remark 3.29: Using the above technique, it is easy to check that the corresponding cases \( 0 \leq u \leq j \leq v \leq i \leq \leq p^s \) and \( 0 \leq v \leq i \leq j \leq u \leq p^s \) have the same Hamming distance as the case \( 0 \leq u \leq j \leq v \leq i \leq p^s \) in Theorem 3.28. For example, in case \( 0 \leq v \leq i \leq u \leq j \leq p^s \).
$p^i$, if $i=j=u=p^i$ and $p^i - p^s - t_3 + \beta_3 p^{s-t_3-1} + 1 \leq v \leq p^i - p^{s-t_3} + (\beta_3 + 1)p^{s-t_3-1}$, the Hamming distance $d_{H}(C)$ is $6(\beta_3 + 2)p^{3s}$.

Example 3.30: Let $p = 5$, $j = u = 0$, $s = v = 1$ and $i = 3$, then $C$ is an $[30, 23, 4]$ code by Theorem 3.28, which is almost optimal respect to the tables of best codes known maintained at http://www.codetables.de.

IV. MDS CYCLIC CODES OF LENGTH $6p^s$ OVER $\mathbb{F}_{pm}$

It is well known that constructing MDS codes is one of the central topics in coding theory. In this section, we use the determination of the Hamming distance of cyclic codes in Section 3, under the same hypothesis, $p^{m} \equiv 2 \pmod{3}$, to identify all MDS cyclic codes of length $6p^s$. We start with the case $0 \leq v \leq u \leq j \leq i \leq p^s$.

Theorem 4.1: Let $0 \leq v \leq u \leq j \leq i \leq p^s$ and $C$ be a code of length $6p^s$ with generator polynomial $g(x) = (x^2 + x + 1)^{(x^2 - x + 1)/(x^{p^s} - 1)}$. Then the code $C$ is an MDS code if and only if one of the following conditions holds:

- $i = j = u = v = 0$; in this case, $d_{H}(C) = 1$.
- $i = j = u = p^i$, and $v = p^i - 1$; in this case, $d_{H}(C) = 6p^s$.

Proof: As the generator polynomial of $C$ is $g(x) = (x^2 + x + 1)^{(x^2 - x + 1)/(x^{p^s} - 1)}$, then the dimension of code $C$ is $6p^s - 2i - 2j - u - v$. By Singleton bound, $C$ is an MDS code if and only if $6p^s - 2i - 2j - u - v = 6p^s - d_{H}(C) + 1$, i.e., $2i + 2j + u + v = d_{H}(C) - 1$.

The Hamming distance of $C$ has been given in Theorem 3.7, then we can consider the conditions for the equations hold from the following 11 cases.

**Case 1**: $i = j = u = v = 0$. Then $d_{H}(C) = 1$, obviously, $0 = d_{H}(C) - 1$.

**Case 2**: $j = u = v = 0$ and $0 < i \leq p^s$, or $v = 0$ and $0 \leq u \leq j \leq i \leq p^s - 1$ (but not $i = j = u = 0$). Then $d_{H}(C) = 2$. Obviously, $2i + 2j + u + v \geq 2 > d_{H}(C) - 1$.

**Case 3**: $u = v = 0$, $0 < j < p^s$ and $p^s - 1 \leq i \leq p^s$, or $v = 0$, $0 < u \leq j \leq 2p^s - 1$ and $p^s - 1 < i \leq 2p^s - 1$. Then $d_{H}(C) = 3$, and $2i + 2j + u + v > 3 > d_{H}(C) - 1$.

**Case 4**: $v = 0$, $0 < u \leq j \leq 3p^s - 1$ and $2p^s - 1 < i \leq 3p^s - 1$, or $v = 0$, $0 < u \leq j \leq p^s - 1$ and $p^s - 1 < i \leq p^s$. Then $d_{H}(C) = 4$, and $2i + 2j + u + v > 4 > d_{H}(C) - 1$.

**Case 5**: $v = 0$, $0 < u \leq 4p^s - 1$, $p^s - 1 < j \leq 4p^s - 1$ and $3p^s - 1 < i \leq 4p^s - 1$. Then $d_{H}(C) = 5$, and $2i + 2j + u + v > 5 > d_{H}(C) - 1$.

**Case 6**: $v = 0$, $0 < u \leq p^s$, $p^s - 1 < j \leq p^s$ and $4p^s - 1 < i \leq p^s$. Then $d_{H}(C) = 6$, and $2i + 2j + u + v > 6 > d_{H}(C) - 1$.

**Case 7**: $0 < v \leq u \leq j \leq i \leq p^s - 1$ are integers such that


d_{H}(C) = \min((\beta_0 + 2)p^{s}, 2(\beta_1 + 2)p^{s}, 3(\beta_2 + 2)p^{s}, 6(\beta_3 + 2)p^{s}),

\begin{align*}
2i + 2j + u + v & \geq 6p^s - 2p^{s-t_0} - 2p^{s-t_1} - p^{s-t_2} - p^{s-t_3} + 2\beta_0 p^{s-t_0-1} + 2\beta_1 p^{s-t_1-1} + 2\beta_2 p^{s-t_2-1} + 3\beta_3 p^{s-t_3-1} + 6
\end{align*}

(equality when $\beta_0 = \beta_1 = \beta_2 = \beta_3$ and $t_0 = t_1 = t_2 = t_3$).

We have the following results:

**Case 8**: $i = p^i, 0 < v \leq u \leq j \leq p^i - 1$ are integers such that


d_{H}(C) = \min(2(\beta_1 + 2)p^{s}, 3(\beta_2 + 2)p^{s}, 6(\beta_3 + 2)p^{s}),

\begin{align*}
2i + 2j + u + v & \geq 6p^s - 2p^{s-t_0} - 2p^{s-t_1} - p^{s-t_2} + 2\beta_1 p^{s-t_1-1} + 2\beta_2 p^{s-t_2-1} + 3\beta_3 p^{s-t_3-1} + 4
\end{align*}

(equality when $\beta_0 = \beta_1 = \beta_2 = \beta_3$ and $t_1 = t_2 = t_3$).

**Case 9**: $i = p^i, 0 < v \leq u \leq p^i - 1$ are integers such that


d_{H}(C) = \min(3(\beta_2 + 2)p^{s}, 6(\beta_3 + 2)p^{s}),

\begin{align*}
2i + 2j + u + v & \geq 6p^s - p^{s-t_0} - p^{s-t_1} - p^{s-t_2} + 2\beta_1 p^{s-t_1-1} + 3\beta_3 p^{s-t_3-1} + 2
\end{align*}

(equality when $\beta_2 = \beta_3 = \beta_0$ and $t_0 = t_1 = t_2 = t_3$).

There are no MDS codes.
\[ \geq 4p^4 + 2(\beta_2 + 2)(p^{r_2} - 1) + 2\beta_1 + 2 \]
\[ = 4p^4 + 2(\beta_2 + 2)p^{r_2} - 2 \]
\[ > 3(\beta_2 + 2)p^{r_2} - 1 \]
\[ \geq \min\{3(\beta_2 + 2)p^{r_2}, 6(\beta_3 + 2)p^{r_2}\} - 1 \]
\[ = d_H(C) - 1. \]

Therefore, there is no MDS code.

**Case 10:** \( i = j = u = p^s, 0 < v \leq p^s - 1 \) is an integer such that
\[ p^s - p^{s-r_3} + 3p^{s-r_3-1} + 1 \leq v \leq p^s - p^{s-r_3} + 3p^{s-r_3-1}. \]

Then \( d_H(C) = 6(\beta_3 + 2)p^{r_3}, \) and
\[ 2i + 2j + u + v \]
\[ \geq 6p^{r_3} - p^{s-r_3} + 3p^{s-r_3-1} + 1 \]
\[ = 6p^{r_3+1} - p + \beta_3 + 1 \quad (\text{equality when } r_3 = s - 1) \]
\[ = d_H(C) = 6p^{r_3}. \]

Therefore, \( 2i + 2j + u + v \geq 6p^{r_3} - p + \beta_3 + 1 \) with equality when \( p = \beta_3 + 2 \) and \( r_3 = s - 1 \) (in this case \( i = j = k = p^s, l = p^s - 1, \) i.e., \( \deg g(x) = 6p^s - 1, d_H(C) = 6p^s. \))

**Case 11:** \( i = u = v = p^s. \) Then \( d_H(C) = 0, \) obviously, \( 6p^s > d_H(C) - 1. \]

Using the same technique as above, combining the Hamming distance of cyclic codes of length \( 6p^s \) given in Section 3, we can determine the sufficient and necessary conditions for such codes to be MDS codes.

Here, we show the main steps for the proof and omit the details. Without losing the generality, we use the code \( C \) for \( 0 \leq j \leq i \leq v \leq u \leq p^s \) as an example.

**Proposition 4.2:** Procedure to obtain MDS codes among cyclic codes of length \( 6p^s \) of the form \( C \) for \( 0 \leq j \leq i \leq v \leq u \leq p^s. \)

**Step 1.** Using the same way as Theorem 4.1, by definition, one can verify that \( C \) is an MDS code if and only if \( 2i + 2j + u + v = d_H(C) - 1. \)

**Step 2.** For the trivial cases (\( d_H(C) = 0, 1, 2, 3, 4, \)) it is easy to check that there is no MDS code except for \( d_H(C) = 1, 2. \)

**Step 3.** For the non-trivial cases, we always let \( \tau_1 = s - 1 \) and \( \beta_2 = p - 2 \) in the proof, where \( 0 \leq i, j \leq 3. \) The details for the proof are similar to Case 7.

**Case 8, Case 9 and Case 10 of Theorem 4.1.** Then, we can get that there is no MDS code.

From above, the degrees of generator polynomials of all MDS cyclic codes of length \( 6p^s \) over \( \mathbb{F}_{p^m} \) can be shown as follows.

**Theorem 4.3:** Let \( C \) be a repeated-root cyclic code of length \( 6p^s \) with generator polynomial \( g(x) \). Then \( C \) is an MDS code if and only if
\[ \deg(g(x)) = 0; \text{ in this case, } d_H(C) = 1. \]
\[ \deg(g(x)) = 1; \text{ in this case, } d_H(C) = 2. \]
\[ \deg(g(x)) = 6p^s - 1; \text{ in this case, } d_H(C) = 6p^s. \]

**V. CONCLUSION**

In this paper, based on the relationship of the Hamming distances between simple-root cyclic codes and repeated-root cyclic codes, the Hamming distance of cyclic codes of length \( 6p^s \) are obtained for the case \( p^m \equiv 2 \pmod{3} \). Moreover, we determine all MDS cyclic codes of length \( 6p^s \) for the case \( p^m \equiv 2 \pmod{3} \).

When \( p^m \equiv 1 \pmod{3}, \) from [8], we know that all cyclic codes of length \( 6p^s \) have the form
\[ C = \left( (x - 1)^i (x + 1)^j (x - \xi p^{m-1})^k (x - \xi^{2p^{m-1}})^l \right) \times (x - \xi^{3p^{m-1}})^m (x - \xi^{4p^{m-1}})^n, \]
where \( 0 \leq i, j, k, l, m, n \leq p^s \) and \( \xi \in \mathbb{F}_{p^m} \) is a primitive \((p^m - 1)\)th root of unity. Our computation technique here can be used to determine the Hamming distances of all such cyclic codes.
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