Abstract

The prediction of protein structures from sequences is an important task for function prediction, drug design, and related biological processes understanding. Recent advances have proved the power of language models (LMs) in processing the protein sequence databases, which inherit the advantages of attention networks and capture useful information in learning representations for proteins. The past two years have witnessed remarkable success in tertiary protein structure prediction (PSP), including evolution-based and single-sequence-based PSP. It seems that instead of using energy-based models and sampling procedures, protein language model (pLM)-based pipelines have emerged as mainstream paradigms in PSP. Despite the fruitful progress, the PSP community needs a systematic and up-to-date survey to help bridge the gap between LMs in the natural language processing (NLP) and PSP domains and introduce their methodologies, advancements and practical applications. To this end, in this paper, we first introduce the similarities between protein and human languages that allow LMs extended to pLMs, and applied to protein databases. Then, we systematically review recent advances in LMs and pLMs from the perspectives of network architectures, pre-training strategies, applications, and commonly-used protein databases. Next, different types of methods for PSP are discussed, particularly how the pLM-based architectures function in the process of protein folding. Finally, we identify challenges faced by the PSP community and foresee promising research directions along with the advances of pLMs. This survey aims to be a hands-on guide for researchers to understand PSP methods, develop pLMs and tackle challenging problems in this field for practical purposes.
1 Backgrounds

Proteins are the workhorses of life, playing an essential role in a broad range of applications ranging from therapeutics to materials. They are built from 20 different basic chemical building blocks (called amino acids), which fold into complex ensembles of 3-dimensional structures that determine their functions and orchestrate the biological processes of cells. However, predicting protein structure from amino acid sequence is challenging because small perturbations in the sequence of a protein can drastically change the protein’s shape and even render it useless, while different amino acids can have similar chemical properties, so some mutations will hardly change the shape of the protein. What is worse, the polypeptide is flexible and can fold into a staggering number of different shapes (Kryshtafovych et al., 2019; Senior et al., 2020a). Thus, PSP has long been a central but incompletely tackled problem in the scientific community.

One way to find out the structure of a protein is to use an experimental approach, including X-ray crystallography, Nuclear Magnetic Resonance (NMR) Spectroscopy (Ikeya et al., 2019) and cryo-electron microscopy (cryo-EM) (Gauto et al., 2019). The experimental protein structures have been deposited in the Protein Data Bank (PDB) (wwPDB consortium, 2019). Unfortunately, laboratory approaches for structure determination are expensive and cannot be used on all proteins. This challenge makes the number of reported protein structures orders of magnitude lower than the size of datasets in other machine-learning application domains. For example, 190 thousand structures exist in PDB (Berman et al., 2000) versus 528 million protein sequences in UniParc (Consortium, 2013) and versus 10 million annotated images in ImageNet (Russakovsky et al., 2014).

In general, computational methods for predicting three-dimensional (3D) protein structures from protein sequences have traditionally taken two parallel paths, focusing on either physical interactions or evolutionary principles (Jumper et al., 2021). Since proteins generally fold into their lowest free energy states, the physics-based approach simulates the folding process of the amino acid chain using molecular dynamics based on the potential energy of the force field at a particular time or fragment assembly using the energy function, which concentrates on the physical interactions to form an energy-stable 3D structure. However, this approach has proved highly challenging for even moderately sized proteins due to the computational intractability of molecular simulation, the conditioned accuracy of fragment assembly, and the difficulty of producing sufficiently accurate models of protein physics (AliQuraishi, 2019; Susanty et al., 2021). On the other hand, thanks to the recent progress in protein sequencing (Ma, 2015; Ma and Johnson, 2012), a large number of protein sequences are now available. For example, the UniProt (Bateman, 2019) database contains over 200 million protein sequences with relevant information. These protein databases support to get multiple sequence alignment (MSA) of homologous proteins, which significantly benefits the development of evolutionary methods.

LMs have recently emerged as a powerful paradigm for learning “content-aware” data representations from large-scale sequence databases (Bepler and Berger, 2021), which are widely used for machine translation, question answering in NLP (Andreas et al., 2013) and are even extended to computer vision (Pham et al., 2013), molecules (Xia et al., 2022b), etc. Due to the similarities between protein and human languages, LMs are gradually modified into pLMs to deal with various protein data, specially matched for protein sequences to learn representations that can be used for PSP. Large-scale pLMs with self-supervised pre-training on tens of millions to billions of proteins (Bepler and Berger, 2022; Elnaggar et al., 2022; Rao et al., 2019; Rives et al., 2019) are the current state-of-the-art methods in predicting protein structure, function, and fitness from sequences. For example, the introductions of MSA input and pLMs have led to the vast success of AlphaFold2 (AF2) (Jumper et al., 2021) at the Critical Assessment of protein Structure Prediction (CASP) 14 competition (Kryshtafovych et al., 2019). Since the propose of AF2 and RosettaFold (Baek et al., 2021), discussions on PSP and related protein tasks have culminated, and more researchers have begun to develop pLMs and tackle challenging problems that have not yet been solved, including PSP without evolutionary information by the usage of pLMs, making
Protein representation learning, inspired by approaches in NLP, is an active area of research that learns representations used for various downstream tasks (Unsal et al., 2022). However, task-specific labelled proteins can be highly scarce because labelling proteins often requires time-consuming and resource-intensive lab experiments. To relieve and even tackle this problem, a pre-train and then fine-tune paradigm of LMs has been described in NLP. The knowledge is gained through pre-training a model on a source task and is used to improve the learning by fine-tuning the model on a new target task with fewer labels. Fortunately, self-supervised learning is applied to learn protein representation, like the masked language modelling tasks that reconstruct corrupted tokens given the surrounding sequence; well-known pre-trained sequence encoders include TAPE Transformer (Rao et al., 2019), ProteinBert (Ofer et al., 2021c), ProtTrans (Elnaggar et al., 2021) and ESM-1b (Rives et al., 2019) have been trained by predicting the masked residues in sequences. Besides, GearNet (Zhang et al., 2022c), STEPS (Chen et al., 2022b) are proposed for protein representations to exploit the topology information of structures, which are expected to contain more valuable features.

Although pLMs have been increasingly applied in protein representation learning and PSP, a systematic summary of this fast-growing field is still awaited. The following sections give an explanation of the commonly-used terms and notions, then summarize similarities between natural languages and proteins, next present commonly-used LMs and pLMs, show their applications, innovations, and differences, and finally introduce how different methods work for PSP, especially for the transformer-based pLMs that are used to reshape the protein representation learning area.

More importantly, we outline several works for single sequence PSP, structure prediction of antibodies, protein complexes, protein-ligands, protein-RNA, and protein conformational ensembles, etc., that are recently proposed and are future research directions. Besides, traditional physics- and machine-learning-based methods for protein structural feature prediction and PSP, are also presented. Moreover, we collect
abundant resources, including LMs and pLMs, methods for PSP, pre-training databases, and paper lists’. Finally, we provide possible future research directions by discussing the limitations and unsolved problems of existing methods.

To the best of our knowledge, this is the first survey including pLMs for structure prediction, presenting their connections and developments. We aim to help researchers develop more suitable algorithms and tackle essential, challenging, and urgent problems for proteins that can promote the development of biochemistry, biomedicine, and bioinformatics.

Figure 2: Four different levels of protein structures (Ihm, 2004; Patel and Shah, 2013).

2 Notions and Terms

- **Sequence/primary structure**: The linear sequence of amino acids in a peptide or protein (Sanger, 1952). Any sequence of polypeptides is reported starting from the single amine (N-terminus) end to carboxylic acid (C-terminus) (Hao et al., 2017) (Figure 2).

- **Secondary structure (SS)**: The 3D form of local segments of proteins. The two most common secondary structural elements are α-helix (H) and β-strand (E); 3-state SS includes H, E, C (coil region); 8 fine-grained states include three types for helix (G for 310-helix, H for α-helix, and I for π-helix), two types for strand (E for β-strand and B for β-bridge), and three types for coil (T for β-turn, S for high curvature loop, and L for irregular) (Wang et al., 2015).

- **Tertiary structure**: The 3D shape of a protein.

- **Quaternary structure**: The 3D arrangement of the subunits in a multisubunit protein (Chou and Cai, 2003).

- **Multiple sequence alignment (MSA)**: The result of the alignment of three or more biological sequences (protein or nucleic acid).

- **Sequence homology**: The biological homology between sequences (proteins or nucleic acids) (Koonin, 2005). MSA assumes all the sequences to be aligned may share recognizable evolutionary homology (Wang et al., 2018) and is used to indicate which regions of each sequence are homologous.

- **Coevolution**: The interdependence between the evolutionary changes of two entities (Ochoa and Pazos, 2014) plays an important role at all biological levels, which is evident between protein residues (Figure 3(a)).

---

¹https://github.com/bozhenhhu/A-Review-of-pLMs-and-Methods-for-Protein-Structure-Prediction
• **Templates**: The homologous 3D structures of proteins.

• **Contact map**: A two-dimensional binary matrix represents the residue-residue contacts of a protein within a distance threshold (*Emerson and Amala, 2017*), which produces a reduced representation of a protein structure.

• **Torsion angles**: Two essential torsion angles (dihedral angles) in the polypeptide chain, which describe the rotations of the chain around the bonds between N – Cα (ϕ) and Cα – C (ψ), respectively, each involving four atoms.

• **Protein structure prediction (PSP)**: The prediction of the 3D structure of a protein from its amino acid sequence.

• **Orphan proteins**: Proteins without any detectable homology (*Basile et al., 2017*) (MSAs of homologous proteins are not available).

• **Antibody**: A Y-shaped protein is produced by the immune system to detect and neutralize harmful substances, such as viruses and pathogenic bacteria.

• **RNA**: A polymeric molecule essential in various biological roles, most often single-stranded.

• **Protein complex**: A form of quaternary structure associated with two or more polypeptide chains.

• **Protein conformation**: The spatial arrangement of its constituent atoms that determines the overall shape (*Blackstock, 1989*).

• **Protein energy function**: Proteins fold into 3D structures in a way that leads to a low-energy state. Protein-energy functions are used to guide PSP by minimizing the energy value.

• **Monte Carlo methods**: A class of computational mathematical algorithms that use repeated random sampling to estimate the possible outcomes of an uncertain event.

• **Protein function prediction**: A Task that uses techniques to assign biological or biochemical roles to proteins. Gene Ontology (GO) annotations classify functions into three main categories of molecular function, biological process, and cellular component (*Ashburner et al., 2000*).

• **Protein stability prediction**: A task that uses methods to predict the impacts of amino acid mutations (substitutions).

• **Protein design**: A technique that design new proteins with novel purpose, behaviour from scratch, known structure or its sequence.

• **Protein structure refinement**: A task that aims to increase the accuracy of starting models (decoys), i.e., closer to their native states.

• **Supervised learning**: The use of labelled input-output pairs to learn a function that can classify data or predict outcomes accurately.

• **Unsupervised learning**: Models are trained without a labelled dataset and encouraged to discover hidden patterns and insights from the given data.

• **Natural language processing (NLP)**: The ability of computer programs to process, analyze, and understand the text and spoken words in much the same way humans can.

• **Language model (LM)**: A probability distribution of words or word sentences.

• **Embedding**: An embedding is a low-dimensional, learned continuous vector representation of discrete variables into which you can translate high-dimensional and real-valued vectors (words or sentences) (*Li et al., 2016*).
• **Convolution Neural Networks (CNNs):** A class of neural networks that consist of convolutional operations to capture the local information found in the data.

• **Recurrent Neural Networks (RNNs):** A class of neural networks where connections between nodes form a directed or undirected graph along a temporal sequence.

• **Attention models:** A class of neural networks used to focus on specific components of a complex input and categorize the whole dataset sequentially (Lin et al., 2017).

• **Transfer learning:** A machine learning method where a model developed for one task is reused for a model to solve a different but related task (Pan and Yang, 2010; Weiss et al., 2016), which has two major activities, i.e., pre-training and fine-tuning.

• **Pre-training:** A strategy in AI refers to training a model with one task to help it form parameters that can be used in other tasks.

• **Fine-tuning:** A method that takes the weights of a pre-trained neural network, which are used to initialize a new model being trained on the same domain.

• **Autoregressive language model:** A feed-forward model predicts the future word from a set of words given a context (Bond-Taylor et al., 2021).

• **Masked language model:** A language model masks some of the words in a sentence and predicts which words should replace those masks.

• **Bidirectional language model:** A language model learns to predict the probability of the next token in the past and future directions (Jahan et al., 2021).

• **Multi-task learning:** A machine learning paradigm in which multiple tasks are solved simultaneously while exploiting commonalities and differences across tasks (Bepler and Berger, 2021).

• **Sequence-to-Sequence (Seq2Seq):** A family of machine learning approaches train models to convert sequences from one domain to sequences in another domain.

• **Knowledge graph:** A semantic network uses a graph-structured data model or topology to integrate data (McCusker et al., 2018).

• **Knowledge distillation:** The process of transferring the knowledge from a large model or set of models to a single smaller model (Gou et al., 2020).

• **Multi-modal learning:** Training models by combining information obtained from more than one modality (Skocaj et al., 2012; Wang et al., 2022c).

• **Residual neural network:** An artificial neural network (ANN) in which skip connections or shortcuts are used to jump over some layers, e.g., the deep residual network, ResNet (He et al., 2016).

### 3 Protein and Language

LMs are increasingly applied to large-scale protein sequence databases to learn embeddings for protein structure or function prediction recently (Asgari and Mofrad, 2015; Yang et al., 2018; Young et al., 2017). One important reason is that human languages and proteins share common characteristics. Such as the hierarchical organization (Ferruz and Höcker, 2022; Ofer et al., 2021a), which means that the four different levels of protein structures (see Figure 2) analogy to letters, words, sentences, and texts of human languages to a certain degree. It illustrates that proteins and languages typically comprise modular elements that can be reused and rearranged. Moreover, the rules of protein folding, e.g., the hydrophilicity and hydrophobicity of amino
Figure 3: Comparisons of protein and language. (a) Relationship between a MSA and the residue contact of one protein in the alignment. The positions that coevolved are highlighted in red and light blue. Residues within these positions where changes occurred are shown in blue. Given such a MSA, one can infer correlations statistically found between two residues that these sequence positions are spatially adjacent, i.e., they are contacts (Ochoa and Pazos, 2014; Vorberg, 2017; Zerihun and Schug, 2018). (b) One grammatically complex sentence contains long-distance dependencies (shown in bold).

Figure 3a shows a MSA and its statistical inference for residue contact of one protein. This illustrates that long-range dependencies exist between two residues; they may be far apart in the sequence but close in space resulting in coevolution. Similarly, long-distance dependencies, which pose a problem for machine translation and RNNs, also appeared in languages. Figure 3b shows an example of language grammar rules that require agreement in the category of words that might be far from each other (Choshen and Abend, 2019). All these similarities illustrate that researchers can deal with protein data using successful methods in NLP.

However, proteins are not human languages, despite these and other similarities. For example, the training of LMs often requires a massively large corpus, which needs tokenization, i.e., splitting the text into individual tokens or directly using words as tokens, which serves computational goals and, ideally, can also fulfill linguistic goals in NLP (Alley et al., 2019; Asgari and Mofrad, 2015; Madani et al., 2021; Ofer et al., 2021b; Yang et al., 2018). Compared with algorithms in NLP, protein tokenization methods still remain at a low level without a well-defined and biologically meaningful protein token algorithm (Vu et al., 2022). This may be a direction for unlocking the secrets of proteins.

## 4 Language Models

This section firstly introduces encoder architectures of LMs broadly falling into two categories: recurrent neural networks (RNNs) and attention mechanisms, especially for long short-term memory (LSTM) (Lample et al., 2016) and transformers (Vaswani et al., 2017). Then we present the commonly-used pre-trained LMs and their developments.

### 4.1 Recurrent Neural Networks (RNNs) and Long Short-term Memory (LSTM)

The first example of LM was studied by Andrey Markov, who proposed the Markov chain in 1913 (Hayes et al., 2013; Li, 2022). After that, some machine learning methods, hidden Markov models (HMMs) and their
variants particularly, are described and applied as fundamental tools in many fields, including biological sequences (Bishop and Thompson, 1986) where the goal is to recover a data sequence that is not immediately observable (Chiu and Rush, 2020; Domingos, 2015; Gales et al., 2008; Nicolai and Sachs, 2013; Stigler et al., 2011; Wong et al., 2013).

Neural networks started to produce superior results in various NLP tasks since 2010s (Ferruz and Höcker, 2022). RNNs allow previous outputs to be used as inputs while having hidden states to exhibit temporal dynamic behaviours. Therefore, RNNs can use their internal states to process variable-length sequences of inputs that are useful and applicable in NLP tasks (AGMLS et al., 2009).

RNNs are typically shown in Figure 4a. In each timestep $t$, the input $x_t \in \mathbb{R}^l$, hidden $h_t \in \mathbb{R}^d$ and output state vectors $o_t \in \mathbb{R}^d$, where the superscripts $l$ and $d$ refer to the number of input features and the number of hidden units, respectively, are formulated as follows:

$$
    h_t = g(W_x x_t + W_h h_{t-1} + b_h)
$$

$$
    o_t = g(W_y h_t + b_y)
$$

Where $W_x \in \mathbb{R}^{d \times l}$, $W_h \in \mathbb{R}^{d \times d}$ and $W_y \in \mathbb{R}^{d \times d}$ are the weights associated with the input, hidden and output vectors in the recurrent layer, and $b_h \in \mathbb{R}^d$, $b_y \in \mathbb{R}^d$ are the bias, which are shared temporally, $g$ is the activation function.

In order to deal with the vanishing gradient problem (Hochreiter, 1999) that can be encountered when training traditional RNNs, LSTM networks were developed to process sequences of data. They presented superior capabilities in learning long-term dependencies (Lample et al., 2016) with various applications such as time series prediction (Schmidhuber et al., 2005), protein homology detection (Hochreiter et al., 2007), drug design (Gupta et al., 2018), etc. Unlike standard LSTM, bidirectional LSTM (BiLSTM) adds one more LSTM layer, reversing the information flow direction. This means it is capable of utilizing information from both sides and is also a powerful tool for modelling the sequential dependencies between words and phrases in a sequence (Ma et al., 2021).

The LSTM architecture aims to provide a short-term memory that can last more timesteps, shown in Figure 4b, $\sigma$ and $\tanh$ represent the sigmoid and tanh layer. Forget gate layer in the LSTM is to decide what information is going to be thrown away from the cell state at timestep $t$, $x_t \in \mathbb{R}^l$, $h_t \in (-1, 1)^d$ and $f_t \in (0, 1)^d$ are the input, hidden state vectors and forget gate’s activation vector.

$$
    f_t = \sigma(W_f x_t + U_f h_{t-1} + b_f)
$$

Then, the input gate layer decides which values should be updated, and a tanh layer creates a vector of new candidate values, $\tilde{C_t} \in (-1, 1)^d$ that could be added to the state, $i_t \in (0, 1)^d$ is the input gate’s activation
vector.

\[
i_t = \sigma(W_i x_t + U_i h_{t-1} + b_i) \\
\tilde{C}_t = \tanh(W_c x_t + U_c h_{t-1} + b_c)
\]

Next, we combine old state \(C_{t-1} \in \mathbb{R}^d\) and new candidate values \(\tilde{C}_t \in (-1, 1)^d\) to create an update to the new state \(C_t \in \mathbb{R}^d\).

\[
C_t = f_t \odot C_{t-1} + i_t \odot \tilde{C}_t
\]

Finally, the output gate layer decides what parts of the cell state to be outputted, \(o_t \in (0, 1)^d\).

\[
o_t = \sigma(W_o x_t + U_o h_{t-1} + b_o) \\
h_t = o_t \odot \tanh(C_t)
\]

where \(\{W_f, W_i, W_c, W_o\} \in \mathbb{R}^{d \times l}, \{U_f, U_i, U_c, U_o\} \in \mathbb{R}^{d \times d}\) and \(\{b_f, b_i, b_c, b_o\} \in \mathbb{R}^d\) are weight matrices and bias vector parameters in the LSTM cell, \(\odot\) means the pointwise multiplication.

### 4.2 Attention Mechanism and Transformer

Traditional Sequence-to-Sequence (Seq2Seq) models use RNNs or LSTMs as encoders and decoders (Radford et al., 2017) to process sequence and extract features for tasks. The final state of RNNs or LSTMs (better to say, encoders) must hold information for the entire input sequence, which may cause information loss. Therefore, traditional RNNs and LSTMs were soon superseded by attention mechanisms (Bahdanau et al., 2014a; Han et al., 2021), which help look at all hidden states from the encoder sequence for making predictions and were first applied for sequence modelling in machine translation (Bahdanau et al., 2014b).

The attention layer can access all previous states and learn their importance to weight them. Based solely on attention mechanisms, Google Brain released Transformer (Vaswani et al., 2017) in 2017, a new network architecture dispensing with recurrence and convolutions entirely. This led to the development of pre-trained models, e.g., Bidirectional encoder representations from transformers (BERT) (Devlin et al., 2018) and Generative pre-trained transformer (GPT) (Brown et al., 2020; Radford et al., 2018a, b), which were trained with large language datasets. Unlike RNNs, Transformer processes the entire input all at once, using stacked self-attention layers for both the encoder and decoder. Each layer consists of a multi-head attention module followed by a feed-forward module with a residual connection and normalization. The vanilla single-head attention is called "Scaled Dot-Product Attention" and operates as follows:

\[
\text{Att}(Q, K, V) = \text{Softmax}\left(\frac{Q K^T}{\sqrt{d}}\right) V
\]

where \(Q, K, V \in \mathbb{R}^{l \times d}\) are \(d\)-dimensional vector representations of \(l\) words in sequences of queries, keys and values, respectively. Multi-head attention allows the model to attend to information from different representation subspaces in parallel jointly.

\[
\text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h) W^O
\]

where \(\text{head}_i = \text{Att}(Q W^Q_i, K W^K_i, V W^V_i)\)

where the projections are parameter matrices \(W^Q_i \in \mathbb{R}^{d \times d_i}, W^K_i \in \mathbb{R}^{d \times d_i}, W^V_i \in \mathbb{R}^{d \times d_i}\) and \(W^O \in \mathbb{R}^{h d_i \times d}, d_i = d/h\), there are \(h\) parallel attention layers or heads. Moreover, in Transformer, the position-wise feed-forward networks consist of two linear transformations with a ReLU activation in between, and positional encoding is added to the input embedding at the bottoms of the encoder and decoder stacks to make use of the order of the sequence.
With transformers as architectures and LM learning as objectives, BERT and GPT are the two landmarks that completely open the door towards the era of large-scale, deeply pre-trained LMs.

4.3 Pre-trained Language Models

In order to train effective deep neural models focusing on storing knowledge for specific tasks with limited human-annotated data, transfer learning with a pre-training phrase and a fine-tuning stage has been adopted (Han et al., 2021; Pan and Yang, 2010; Thrun and Pratt, 1998). In recent years, we have witnessed a rapid development of pre-trained LMs that have been widely used in NLP and computer vision, etc. Due to its prominent nature, the transformer gradually becomes a standard neural architecture for natural language understanding and generation. It also serves as the most commonly-used backbone neural architecture for pre-trained models as they have achieved state-of-the-art results on almost all NLP tasks. This indeed subverted our current perception of the performance of deep learning models, thus drawing more attention. An overview of some typical pre-trained LMs in general domains is shown in Table 1.

### 4.3.1 GPT and BERT

With transformers as architectures and LM learning as objectives, BERT and GPT are the two landmarks that completely open the door towards the era of large-scale, deeply pre-trained LMs.
GPT optimizes standard autoregressive language modelling during pre-training, which uses a transformer to model the conditional probability of each word and therefore, is powerful at predicting the next token in a sequence. Formally, given an unsupervised corpus of tokens $\mathcal{X} = \{x_0, x_1, \ldots, x_n, x_{n+1}\}$, GPT applies a standard language modelling objective to maximize the following likelihood:

$$
\mathcal{L}(\mathcal{X}) = \sum_{i=1}^{n+1} \log P(x_i \mid x_{i-k}, \ldots, x_{i-1}; \Theta)
$$

Where $k$ is the size of the context window, and the conditional probability $P$ is modelled using a network decoder with parameters $\Theta$.

BERT uses a multi-layer bidirectional transformer encoder as its architecture. In the pre-training phase, BERT adopts the strategies of next-sentence prediction to understand sentence relationships with the help of a binary classifier and masked language modelling (MLM), which is powerful and applied in most self-supervised pre-training tasks. Formally, given a corpus consisting of tokens $\mathcal{X} = \{x_0, x_1, \ldots, x_n, x_{n+1}\}$, BERT maximizes the following likelihood:

$$
\mathcal{L}(\mathcal{X}) = \sum_{x \in \text{mask}(\mathcal{X})} \log P(x \mid \tilde{\mathcal{X}}; \Theta)
$$

where $\text{mask}(\mathcal{X})$ are the masked tokens, $\tilde{\mathcal{X}}$ is the result after masking some tokens in $\mathcal{X}$, and the probability $P$ is modeled by the transformer encoder with parameters $\Theta$.

### 4.3.2 Post GPT and BERT Era

After GPT and BERT, various of their improvements and variants have been proposed, as shown in Table 1. For example, researchers increased the size of models and datasets (Liu et al., 2019d; Yang et al., 2019b), as large transformer models became the de facto standard in NLP on the basis of scaling laws, which can govern the dependence of overfitting on the model and dataset size for a given compute budget (Hoffmann et al., 2022; Kaplan et al., 2020). The new masking strategies were proposed like entity-level masking, phrase-level masking (Sun et al., 2019b), and span masking that masks the tokens consecutively according to the span length (Joshi et al., 2019), entity-level masking and phrase-level masking. Incorporating different data sources has also been developing as an important direction, such as utilizing multilingual corpora, and knowledge graphs (Lample and Conneau, 2019; Peters et al., 2019). Furthermore, because Pre-trained LMs are not data-hungry to labelled data and present better performance, they gradually stepped into different domains, including financial, computer vision and biomedical applications (Araci, 2019; Bengio et al., 2022; Lee et al., 2020; Mikolov et al., 2013; Wang et al., 2022a), etc.

### 5 Protein Language Models

As stated before, protein sequences corresponding to strings of amino-acid letters are a natural fit to most LMs, which are able to capture complex dependencies among these amino acids (Ofer et al., 2021a). pLMs have been developed and emerged as promising approaches for learning protein sequences. In this section, we first introduce LSTM pLMs, then present transformer pLMs with different implementation strategies and applications elaborately, especially the pLMs aimed at PSP. We listed a group of representative pLMs in Table 2. The (pre-) training databases that appeared in this table are listed in Table 4, where the CullPDB (Wang and Dunbrack, 2005) is a secondary structure prediction dataset.
5.1 LSTM Protein Language Models

Klausen et al. (2018) trained a combination of convolutional and LSTM neural networks to predict protein structural features, solvent accessibility (SA), secondary structure (SS), structural disorder, and torsion angles ($\varphi, \psi$) for each residue of the input sequences. SPIDER3-Single (Heffernan et al., 2018) modelled on the single sequence instead of relying on evolutionary information from MSAs. Having similar training objectives and backbone architectures, such kind of examples are DeepPrimeSec (Asgari et al., 2019), SPOT-1D-Single (Singh et al., 2021). Furthermore, DeepBLAST (Morton et al., 2020), SPOT-1D-LM (Singh et al., 2021) and SPOT-Contact-Single (Singh et al., 2021) are the usages of pre-trained pLMs to get embeddings for downstream tasks like contact map prediction, function prediction, etc.

However, Rao et al. (2019) (TAPE) benchmarked a group of protein models across a panel of tasks, concluding that there exist opportunities for specific innovative design of protein models and training methods for vanilla LSTMs and Transformers. Methods specified for protein data processing have been researched and tested. Without structural or evolutionary data, UniRep (Alley et al., 2019) summarized arbitrary protein sequences into fixed-length vectors by multiplicative long-/short-term-memory (mLSTM) (Krause et al., 2016). Analogous to UniRep, UDSMProt (Strodthoff et al., 2020) and SeqVec (Heinzinger et al., 2019) used LSTM or its variants to remember long-range dependencies for protein sequences to get rich representations that can be transferred and retrieved afterwards. ProSE (Bepler and Berger, 2021) extra added structural supervision by residue-residue contact loss and structural similarity prediction loss to better capture the semantic organization of proteins and improved the ability to predict protein functions instead of using the masking loss only. Besides, Bepler and Berger (2019) proposed a soft symmetric alignment mechanism to measure similarities between sequence embeddings. CPCProt (Lu et al., 2020) learned protein embeddings by formalizing the InfoNCE loss for the principle of mutual information maximization. All these models demonstrate the LSTM-like pLMs’ ability to capture some biological properties of proteins.

5.2 Transformer Protein Language Models

Elnaggar et al. (2021) have trained six successful LMs (T5, ELECTRA, ALBERT, XLNet, BERT, and Transformer-XL, listed in Table 1) on protein sequences containing 393 billion amino acids using many resources (5616 GPUs and one TPU Pod). ESM-1b (Rives et al., 2019) employed a deep Transformer (shown in Figure 5a) and a masking strategy to build up complex representations that incorporate context from across the sequence. The results of ProtTrans (Elnaggar et al., 2021) and ESM-1b implied that large-scale pLMs have the advantage of learning
the grammar of proteins even without using evolutionary information. Like approaches in NLP that change masking strategy, McDermott et al. (2021) updated the random masking scheme with a fully differentiable adversarial masking model. PMLM (He et al., 2022) considered the dependency among masked tokens to capture the correlations (coevolution) of inter-residues, which was demonstrated to improve the performance on the TAPE contact benchmark.

### 5.2.1 Multi-source Knowledge Enhancement of Protein Representations

Extra information, including MSAs, functions, structures and biological priors, may enrich protein embeddings. In detail, firstly, MSA Transformer (Rao et al., 2021a) extended the transformer LMs to deal with sets of sequences as input by alternating attention over rows and columns, shown in Figure 5b. Its internal representations enable high-quality unsupervised structure learning with an order of magnitude fewer parameters than contemporaneous pLMs. Secondly, ProteinBERT (Ofer et al., 2021c) was pre-trained on protein sequences and Gene Ontology (GO) annotations which can be encoded as a binary vector. The learned embeddings contain information from both sequence and GO annotation to predict diverse protein functions (Ashburner et al., 2000); likewise, OntoProtein (Zhang et al., 2022b) considered GO as a factual knowledge graph, which was used to enhance protein representations. Finally, Mansoor et al. (2021) encoded two types of protein information (sequence and structure) through joint training in a semi-supervised manner. Bepler and Berger (2021) have carried out multi-task with structural supervision, leading to an even better-organized embedding space. STEPS (Chen et al., 2022b) tried to correlate the embeddings learned from sequence and structure by pseudo bi-level optimization.

However, Liu et al. (2019a) indicated that not all external knowledge is beneficial for downstream tasks. Thanks to the construction of benchmarks which can give relatively fair results of different methods. PEER benchmarks (Xu et al., 2022) were built for protein sequence understanding, including protein function and structure prediction, protein-protein interaction prediction, protein-ligand interaction prediction tasks, etc. Its results showed that selecting suitable auxiliary tasks can boost different models’ performance. Therefore, it is necessary to inject external features and design algorithms carefully and adequately.

### 5.2.2 Transformer Models Designed for Protein Structure Prediction

Early pLMs tend to predict structural features (Asgari et al., 2019; Heffernan et al., 2018; Heinzinger et al., 2022; Hoie et al., 2022; Kandathil et al., 2020; Klausen et al., 2018; Luo et al., 2020; Rao et al., 2021b; Singh et al., 2021b), like SS, SA, torsion angles, remote homology, and contact map, etc., which are useful for constructing protein 3D structures. Current pLMs tend to predict PSP end-to-end, which are introduced as follows.

Evoformer is the core module (encoder) of the famous network, AF2 (Jumper et al., 2021), which is repeated 48 times with no shared weights (shown in Figure 6). It uses a variant of axial attention (Ho et al., 2019), including row-wise gated self-attention with pair bias and column-wise gated self-attention, to process the MSA representation, which is transitioned by a 2-layer neural network, then used to update the pair representation by an outer product mean block, containing linear transforms, outer product, and mean, etc. In order to make the pair representation in the embedding space satisfy the demand of consistency, like the triangle inequality on distances, a triangle multiplicative update block and a triangle self-attention block were designed. The former updates the pair representation by combining information within each triangle of graph edges, while the latter operates self-attention around graph nodes. These ingenious designs let the output of Evoformer produce more insightful patterns for accurate PSP. Besides, Hu et al. (2022) have shown that pLMs, especially those trained for PSP, like Evoformer, are valuable and general-purpose for various structure and function tasks.
AminoBERT (Chowdhury et al., 2022) adopted a transformer to learn latent information from a single sequence, whose representation is inputted in a recurrent geometric network to generate the backbone structure of a protein. ESM-2 (Lin et al., 2022) is the largest pLM to date, extending ESM-1b and having parameters up to 15 billion, which has achieved the lowest validation perplexity and highest TM-score (Zhang and Skolnick, 2005) on CASP14 compared with other smaller ESM models. The results indicated that improving the model sizes of pLMs is able to improve the PSP performance with little or no evolutionary information. OmegaPLM (Wu et al., 2022b) was trained with a stack of efficient GAU layers (Hua et al., 2022) to get single- and pairwise-residue embeddings, which are expected to contain structural and functional information by different masking strategies, including random masking, sequential masking, and span masking (Joshi et al., 2019). In GAU, gate operation is applied after the attention aggregation and uses $\text{relu}^2(\cdot)$ to replace the conventional $\text{softmax}(\cdot)$, which performs better in terms of both computation speed and convergence rate in original experiments. AntiBERT (Ruffolo and Gray, 2022) was pre-trained on antibody sequences to produce contextual embeddings for subsequent antibody structure prediction.

5.2.3 Other Applications

In terms of sequence generation, ProGen (Madani et al., 2020) was trained on sequences conditioned on a set of protein properties like function or affiliation with a particular organism, and the training database contains about 280 million protein sequences and associated properties from different datasets. Compared with MSA Transformer (Rao et al., 2021a), MSA2Prot (Bepler and Ram, 2022) is a MSA-to-protein transformer, developed axial attention and cross attention for transformer encoder and decoder to model sequence probabilities autoregressively. Other methods include ProtGPT2 (Ferruz et al., 2022), RITA (Hesslow et al., 2022), and ProGen2 Nijkamp et al. (2022) (up to 6.4 billion parameters), etc.

Other than the models mentioned above, a group of pLMs are developed and trained for different purposes. For example, ESM-iv (Meier et al., 2021), Tranception (Notin et al., 2022) enabled the prediction of the effects of mutations. Structured Transformer (Ingraham et al., 2019), ESM-IFi (Hsu et al., 2022), Fold2Seq (Cao et al., 2021), PeTriBERT (Dumortier et al., 2022), ProteinMPNN (Dauparas et al., 2022), and (Gao et al., 2022a,b; Tan et al., 2022), etc., were proposed for protein design, which is also referred to as the inverse protein
This section mainly introduces different methods that work for different levels of prediction of protein structures, including traditional methods and deep learning methods. Among them, pLM-based models function importantly and significantly influence protein tasks.

### 6 Methods of Protein Structure Prediction (PSP)

This section mainly introduces different methods that work for different levels of prediction of protein structures, including traditional methods and deep learning methods. Among them, pLM-based models function importantly and significantly influence protein tasks.
Figure 7: Taxonomy of structural feature prediction methods. ANN, Artificial Neural Network; Hybrid means models use CNN- and RNN-based methods simultaneously. The model name with colour is linked with the official GitHub or server page.

## 6.1 Structural Features Prediction

Structural features include 1D features (SS, SA, torsion angles, contact density, etc.) and 2D features (contact map and distance map) (Torrisi et al., 2020), which are useful for predicting protein structures. In the early stages of PSP, instead of predicting atom coordinates directly, researchers tried to predict structural features to evaluate their methods and aid the process of PSP. Methods of structural feature prediction are classified in Figure 7.

In the late 1980s, Holley and Karplus (1989) have already worked for protein secondary structure prediction (SSP) based on a neural network. DBNN (Yao et al., 2008) combined dynamic Bayesian networks and neural networks to achieve improvements in SSP. DeepCNF (Wang et al., 2015) integrated conditional random fields (CRF) and shallow convolutional neural networks to predict SS of 3-state (H, E, C) and 8-state (G, H, I, E, B, T, S, L). Heffernan et al. (2017) employed LSTM and bidirectional recurrent neural networks (BRNNs), which are capable of capturing long-range interactions. MASSP (Li et al., 2020a) used multi-tiered neural networks, which are composed of a CNN and a LSTM neural network, to get 1D structural attributes. As for 2D structural features prediction, RaptorX-Contact (Wang et al., 2016b) integrated sequence and evolutionary coupling information by two deep residual neural networks to predict contact maps. Chen et al. (2020a) presented an attention-based convolutional neural network for protein contacts, including a sequence attention module and a regional attention network. Li and Xu (2021) studied the inter-atom distance and inter-residue orientation by a ResNet network and then built 3D structure models constrained by the predicted mean and deviation through PyRoseatta (Chaudhury et al., 2016). Similarly, DeepDist (Wu et al., 2020), PDNET (Adhikari, 2020a), REALDIST (Adhikari, 2020b), etc., were also proposed to learn the real-value inter-residue distance by designing regression models, which is more difficult than multi-class classification problem (Xu, 2018) but

### Structural Features

| Model Name | Year | Authors |
|------------|------|---------|
| MetaPSICOV | 2018 | Buchan and Jones |
| SPOT-Contact | 2018 | Hanson et al. |
| MUST-CNN | 2016 | Lin et al. |
| RaptorX-Property | 2016 | Wang et al. |
| GSN | 2014 | Zhou and Troyanskaya |
| Porters | 2018 | Torrisi et al. |
| CRRNN | 2017 | Zhang et al. |
| Porters | 2018 | Torrisi et al. |
| Sønderby and Winther | 2014 | |
| SPIDER | 2013 | He/uniFB00ernan et al. |
| SSpro/ACCpro | 2014 | Magnan and Baldi |
| GSN | 2014 | Zhou and Troyanskaya |
| DNCON | 2017 | Adhikari et al. |
| DeepDist | 2020 | Wu et al. |
| PDNET | 2020 | Adhikari, 2020a |
| REALDIST | 2020 | Adhikari, 2020b |
| DNCON | 2017 | Adhikari et al. |
| TripletRes | 2020 | Li et al. |
| PconsC | 2019 | Michel et al. |
| RaptorX-Property | 2020 | Wang et al. |
| GSN | 2018 | Zhou and Troyanskaya |
| SPIDER | 2018 | He/uniFB00ernan et al. |
| DeepHomo | 2018 | (Yan and Huang) |
| DNCON | 2017 | Adhikari et al. |
| TripletRes | 2020 | Li et al. |
| PconsC | 2019 | Michel et al. |
| RaptorX-Property | 2020 | Wang et al. |
| GSN | 2018 | Zhou and Troyanskaya |
| SPIDER | 2018 | He/uniFB00ernan et al. |
| DeepHomo | 2018 | (Yan and Huang) |
| DNCON | 2017 | Adhikari et al. |
| TripletRes | 2020 | Li et al. |
| PconsC | 2019 | Michel et al. |
| RaptorX-Property | 2020 | Wang et al. |
| GSN | 2018 | Zhou and Troyanskaya |
| SPIDER | 2018 | He/uniFB00ernan et al. |
| DeepHomo | 2018 | (Yan and Huang) |
| DNCON | 2017 | Adhikari et al. |
| TripletRes | 2020 | Li et al. |
| PconsC | 2019 | Michel et al. |
| RaptorX-Property | 2020 | Wang et al. |
| GSN | 2018 | Zhou and Troyanskaya |
| SPIDER | 2018 | He/uniFB00ernan et al. |
| DeepHomo | 2018 | (Yan and Huang) |
| DNCON | 2017 | Adhikari et al. |
| TripletRes | 2020 | Li et al. |
| PconsC | 2019 | Michel et al. |
| RaptorX-Property | 2020 | Wang et al. |
| GSN | 2018 | Zhou and Troyanskaya |
| SPIDER | 2018 | He/uniFB00ernan et al. |
| DeepHomo | 2018 | (Yan and Huang) |
| DNCON | 2017 | Adhikari et al. |
| TripletRes | 2020 | Li et al. |
| PconsC | 2019 | Michel et al. |
| RaptorX-Property | 2020 | Wang et al. |
stepping forward for PSP. However, the structural feature prediction tasks do not generally have significant practical values since there is already highly accurate 3D structure data from AF2. Is it a thing of the past? Considering it from another perspective, it can still provide a reference for the results of various proposed methods and work for finding the relationships between protein sequence, structure, and function by mining more protein grammars. For example, Bhattacharya et al. (2021) have introduced a simplified attention layer, factored attention, to find the role of attention, which achieved nearly identical performance to the Potts model with far fewer parameters. Particularly, DeepHomo (Yan and Huang, 2021) aimed to predict inter-protein residue-residue contacts across homo-oligomeric protein interfaces by integrating multi-source information to remove the potential intra-protein contact noises that exist in the MSA. Geoformer (Wu et al., 2022b) refined the details of contact prediction to illustrate its effectiveness in resolving the problem of triangular inconsistency.

6.2 Traditional Methods for PSP

Simons et al. (1997) generated native-like structures from fragments of unrelated protein structures using Bayesian scoring functions and a simulated annealing procedure in the 1990s. TOUCHSTONE II (Zhang et al., 2003) proposed a parallel hyperbolic sampling algorithm used in the Monte Carlo simulation processes to accelerate the conformational search faster. Rohl et al. (2004) utilized the Rosetta algorithm for de novo PSP, which can assemble fragments by a Monte Carlo strategy. Such a strategy was also adopted in QUARK (Xu and Zhang, 2012). Cavalli et al. (2007) used chemical shifts as structural restraints to help determine the conformations of proteins. Based on backbone chemical shifts, Schmitz et al. (2012) stepped further on the quest for reliable PSP using pseudocontact shifts. EdaFold (Simoncini et al., 2012) is a fragment-based PSP method via estimation of distribution algorithm that is learned from previously generated decoys. Stepping on this, a cluster-based model and an energy-based variation were provided by Simoncini et al. (2017). UniCon3D (Bhattacharya et al., 2016) is a generative, probabilistic model using united-residue conformational search, sampling lower energy conformations with higher accuracy than traditional random sampling.

Structural features like SS and contact maps appear to help the PSP. DCAFold (Sulkowska et al., 2012) integrated contacts estimated from direct coupling analysis with an accurate knowledge of local information to fold proteins. FragFold (Kosciolek and Jones, 2014) used fragment assembly with both statistical potentials and predicted contacts. RASREC (Braun et al., 2015) integrated evolutionary information in the form of intra-protein residue-residue contacts. CONFOLD (Adhikari et al., 2015) developed a distance geometry algorithm using structural features as restraints. Ovchinnikov et al. (2016) used structural information during Rosetta conformational sampling and refinement to improve the model’s accuracy. Besides, RBO Aleph (Mabrouk et al., 2015) leveraged evolutionary and physicochemical information to predict contacts, used in conformational space search, afterwards, similar instances are SCDE (Zhang et al., 2020a), TDFO (Zhang et al., 2020b).

6.3 Deep Learning Methods for PSP: Past, Present, and Future

6.3.1 Structural Features-Based Methods

DESTINI (Gao et al., 2019) has two main components: a fully convolutional residual neural network for contact prediction with a template-based structural modelling procedure. Other than the distance map between $C_\beta$ atoms, Yang et al. (2019a) and Li and Xu (2021) predicted orientations between residues via residual networks, which theoretically fully define the relative positions of the backbone atoms of two residues. The protein 3D structure is obtained from these inter-residue geometries by energy minimization, then refined by full-atom relaxation; the pipeline is shown in Figure 8. AlphaFold (Senior et al., 2020a) optimized the potential
and constructed predicted distances between pairs of residues through a simple gradient descent algorithm, which can generate structures directly, ignoring exhausting sampling procedures. Structural features-based PSP models commonly have two steps: contact predicting and structure modelling, which have so far been restricted to the accuracy of individual components, even though scientists seek to utilize different information (MSAs, templates, biochemical properties, etc.). In contrast, end-to-end differentiable models have obtained remarkable achievements (LeCun et al., 2015).

Figure 8: A pipeline of predicting structural features and protein 3D structure. (a) Inter-residue geometrics, including distances ($d$) and orientations, three dihedral ($\omega$, $\theta_{ij}$, $\theta_{ji}$) and two planar ($\phi_{ij}, \phi_{ji}$) angles. (b) Outline of the PSP based on structural features from MSA via energy minimization and full-atom relaxation.

### 6.3.2 End-to-end PSP

RGN (AlQuraishi, 2018) predicted torsional angles from protein sequences fed into computational units based on LSTM, which are sequentially translated into Cartesian coordinates to generate the predicted structure. Costa et al. (2021) harvested individual and contextual residual embeddings produced by MSA Transformer, assigned to nodes and edges to Graph Transformer (Shi et al., 2020). The birth of the highly-accurate model, AlphaFold2 (AF2) (Jumper et al., 2021) has stimulated the development of end-to-end models for PSP.

AF2 can produce even near-experimental results in most cases, whose accuracy was vastly higher than that of other competing methods in CASP4. The overall model architecture of AF2 is exhibited in Figure 9a. In addition to the above-mentioned Evoformer as mentioned earlier (listed in Table 2, shown in Figure 6), AF2 also has a decoder, the structure module that has eight layers with shared weights with the pair and first row MSA representations from the Evoformer as input. Each layer updates the single representation and the backbone frames, parameterized as Euclidean transforms. The structure module mainly includes the Invariant Point Attention (IPA) module, which is a form of attention that acts on a set of frames and is invariant under global Euclidean transformations because of the invariant operation, L2-norm of the global transformed vector. Moreover, AF2 executes the network three times with minor extra training time, embedding the previous outputs as additional inputs, making the network more profound and relatively important. There are various models with incremental improvements on different aspects concerning AF2, reducing training time for FastFold (Cheng et al., 2022) and Uni-Fold (Li et al., 2022), faster MSA generation for ColabFold (Mirdita et al., 2022), denoising the searched MSA or generating virtual MSA for EvoGen (Zhang et al., 2022a) that is useful for proteins lacking sequence homology, and re-implementation of AF2(HelixFold (Wang et al., 2022b), MEGA-Fold (Liu et al., 2022b), OpenFold (Ahdritz et al., 2022)).

As for another famous PSP work, RoseTTAFold (Baek et al., 2021) (as shown in Figure 9b), it is a three-track...
model with attention layers in which information flows back and forth at the 1D, 2D, and 3D levels between sequences, distances, and coordinates, which is mainly consisted of seven modules. Firstly, the MSA features are processed by attention over rows and columns, and then the processed features are aggregated by the outer product that can obtain the correlation (coevolution) between two residues in each sequence to update pair features, which are refined via axial attention. Next, the MSA features are also updated based on attention maps derived from pair features, which had a good agreement with the true contact map. Using these learned MSA and pair features as the node and edge embeddings and building a fully-connected graph, Graph Transformer is employed to estimate the initial 3D structure, and new attention maps can be derived from the current structure to update MSA features. Finally, 3D coordinates are refined by SE(3)-Transformer (Fuchs et al., 2020) based on updated MSA and pair features.

Because of the remarkable success of AF2 and RosettaFold, a set of research has emerged, e.g., the protein-peptide binders identification (Chang and Perez, 2022), applying to small molecules (Heckelman et al., 2021), antibody structure prediction (Ruffolo and Gray, 2022), protein complex structure prediction (Bryant et al., 2021; Evans et al., 2021), RNA 3D structure prediction (Shen et al., 2022), and generating multiple protein conformations (Stein and Mchaourab, 2022), so on and so forth, which are introduced in the following two

Figure 9: A simplified schematic of AF2 and RosettaFold architectures.
subsections. A set of representative methods for PSP and related tasks are shown in Table 3.

### 6.3.3 Single Sequence Structure Prediction via pLMs

![Figure 10: Model architecture of OmegaFold.](image)

These mainstream PSP pipelines heavily rely on MSAs, which becomes a kind of bottleneck for the reason that it is time-consuming and resource-intensive to search for MSAs and templates. Besides, a protein sequence can theoretically determine its structure; MSA-aware models may memorize the determined structures of similar proteins for PSP, making it difficult for us to understand the mechanism of folding in reality. In order to predict structure from only sequences without MSAs, a set of recent works deemed pLMs can capture grammatically structural information from protein sequence databases. OmegaFold (Wu et al., 2022b) utilized OmegaPLM to obtain the residue and pairwise embeddings from a single sequence, which are fed into Geoformer. Different from the triangle multiplicative and triangle attention modules applied in Evoformer to enforce the edge representation to satisfy the triangle inequality of distances, Geoformer considers maintaining geometric consistency in the high-dimensional space as well as in the Euclidean space with the help of the structure module implemented by AF2. The model architecture is demonstrated in Figure 10. The results of contact predictions illustrated that accuracy improves while inconsistency drops with stacked Geoformer layers. Thus, OmegaFold enables accurate predictions on orphan proteins, similar to AF2 structures. Other than OmegaFold, a contemporaneous work, ESMFold (Lin et al., 2022), has trained large-scale pLMs (ESM2) to learn more structural and functional properties to replace the role of MSAs; similar examples are HelixFold-Single (Fang et al., 2022), RGN2 (Chowdhury et al., 2022). While trRosettaX-Single (Wang et al., 2022) used pre-trained pLMs (ESM-ib) and retrained it based on supervised learning (s-ESM-ib), distilling knowledge from a pre-trained MSA-based network (Res2Net_MSA) to the student network (Res2Net_Single) to predict distance and orientations.

### 6.3.4 Diversified Progress in the Protein Field

Roney and Ovchinnikov (2022) found that AlphaFold has the ability to learn a highly accurate biophysical energy function and find a low-energy conformation using co-evolutionary information, which is important for single-sequence PSP using physical principles (Roney, 2022). However, AF2 structures may contain protein segments that are placed with uncertainty (Akdel et al., 2022) that need manual inspection instead of purely relying on machines. Most native proteins folded into stable conformations with the lowest free energy (Cb and Scheraga, 1975). Therefore, both Atom Transformer (Du et al., 2020) and GraphEBM (Liu et al., 2022a) are the energy-based models for protein side-chain conformation with different networks, a transformer model and a GNN (Busbridge et al., 2019; Sanyal et al., 2020) enhanced model, which predicted scores of side-chain conformations for given structures.
Based on AlphaFold-Multimer, ColAttn (Chen et al., 2022a) made use of pLMs to identify interologs of a complex by estimating the column attention weight matrix. Elofsson et al. (2022) completed a large protein complex assembly using a Monte Carlo tree search to address the problem of AlphaFold-multimer, whose performance declined rapidly for proteins with three or more chains. Colossal-AI (Bian et al., 2021) team has developed pipelines (xTrimoMultimer, xTrimoABFold and xTrimoDock) based on pLMs for the structure prediction of protein complexes and antibodies. To predict the structures of protein-nucleic acid complexes, Baek et al. (2022) proposed RoseTTAFoldNA based on RoseTTAFold, which is a unified framework for protein-DNA, protein-RNA complexes, and RNA tertiary structures.

When having a coarse-grained representation of protein structures, EquiFold (Lee et al., 2022) predicted protein structures via iterative refinement using an SE(3)-equivariant (Liao and Smidt, 2022) neural network. Structure refinement also takes coarse structures as input and output refined coordinates. This process has been integrated into some PSP models, like AF2 and RoseTTaFold. Different from DeepACCNet (Hiranuma et al., 2020) and GNNRefine (Jing and Xu, 2021), which used predicted distances to guide PyRosetta (Chaudhury et al., 2010) protein structure refinement, a SE(3)-equivariant graph transformer network that is equivariant to the rotation and translation of coordinates was developed in ATOMRefine (Wu and Chen, 2022) for all-atom structural refinement end-to-end, where initial structures were generated by AF2. In contrast, GNNRefine performs relatively poorly on AF2 structures. Researchers have become adept at working out more challenging problems. For example, DCGAN (Anand and Huang, 2018) has applied generative adversarial networks (GANs) to generate pairwise distance maps from corrupted protein structures and thus recover robust 3D structures. Wu et al. (2022a) trained a denoising diffusion-based generative model with only a vanilla transformer, which generated high-quality, and diverse protein structures inspired by the huge success of diffusion models in a wide range of data modalities (Rombach et al., 2022; Rouard and Hadjerjes, 2021); such kind of generative models can benefit structure refinement, protein conformation and structure prediction by generating biologically plausible and robust structures, it is worth to expect more successes achieved by diffusion model in the biomedical field.

7 Discussion: Limitations and Future Trends

With the million-level protein sequence databases, pLMs have been becoming larger and larger (billion-level parameters for ESM-2), which are dominated by big companies in reality. For example, DeepMind used 128 TPU v3 cores to train and fine-tune AF2 over one week. Training such deep learning models might only be accessible to large companies such as Google; it seems hard for academic research groups to learn protein embeddings from the start, which is also a burden for the theme of a green environment. Considering this problem, researchers can put more attention to methods’ innovations.

Firstly, why not better utilize these large-scale pre-trained pLMs? How to best leverage them is still underexplored compared to pre-trained language models in NLP; it means developing suitable and special transfer learning methods to adapt knowledge to various downstream tasks. Knowledge distillation is inspiring; MSA, structure and function information can be distilled and transferred (Costa et al., 2021), which is used in NLP (Yang et al., 2020). Secondly, a large-scale pLM cannot tackle all problems, e.g., some reports have indicated that AF2 does not appear to be well suited to predict the impact of mutations on proteins (Buel and Walters, 2022; Pak et al., 2021). Structure-triggered tasks cannot be directly transferred to other prediction tasks (Hu et al., 2022). Furthermore, Nijkamp et al. (2022) found bigger models may not translate into better zero-shot fitness performance. Therefore, there still exists space for different models to tackle various problems. Thirdly, ESM-2 concluded that the improvement of low-scale models is easily saturated with high evolutionary depth, while with the low evolutionary depth, it continues when models’ sizes increase, which illustrates that combining extra information suitably, including injecting biological and physical priors, using evolutionary
### Table 3: Representative methods for PSP and related tasks.

| Model                                      | Evolution | Energy | Main Network                                    | Task                          |
|--------------------------------------------|-----------|--------|-------------------------------------------------|-------------------------------|
| RGN (AlQuraishi, 2018)                     | ✓         | ✗      | LSTM                                           | PSP                           |
| Costa et al. (2021)                        | ✓         | ✗      | MSA Transformer                                 | PSP                           |
| AFs (Jumper et al., 2021)                  | ✓         | ✗      | Graph Transformer (Shi et al., 2020)           | PSP                           |
| RosettaTAFold (Baek et al., 2021)          | ✓         | ✗      | Evoformer, IPA                                  | PSP                           |
| FastFold (Cheng et al., 2022)              | ✓         | ✗      | Evoformer, IPA                                  | PSP                           |
| ColabFold (Mirdita et al., 2022)           | ✓         | ✗      | AF2                                            | PSP                           |
| HelixFold (Wang et al., 2022b)             | ✓         | ✗      | AF2                                            | PSP                           |
| MEGA-Fold (Liu et al., 2022b)              | ✓         | ✗      | AF2                                            | PSP                           |
| Uni-Fold (Li et al., 2022)                 | ✓         | ✗      | AF2                                            | PSP                           |
| EvoGen (Zhang et al., 2022a)               | ✓         | ✗      | Attention                                       | MSA Generation                |
| ESMFold (Lin et al., 2022)                 | ✓         | ✗      | ESM-2                                          | Single Sequence PSP           |
| OmegaFold (Wu et al., 2022b)               | ✗         | ✗      | OmegaPLM, Geoformer                             | Single Sequence PSP           |
| HelixFold-Single (Fang et al., 2022)       | ✗         | ✗      | AF2                                            | Single Sequence PSP           |
| RGNz (Chowdhury et al., 2022)              | ✗         | ✗      | AminoBERT                                       | Single Sequence PSP           |
| trRosetta-X-Single (Wang et al., 2022d)    | ✗         | ✓      | s-ESM-ib, ResNet_Single                         | Single Sequence PSP           |
| EquiFold (Lee et al., 2022)                | ✗         | ✓      | SE(τ)-Transformer                               | Antibody Structure Prediction |
| IgFold (Ruffolo and Gray, 2022)            | ✗         | ✓      | Graph Transformer, AntiBERTy, IPA              | Antibody Structure Prediction |
| AlphaFold-Multimer (Evans et al., 2021)    | ✓         | ✗      | AF2                                            | Complex Structure Prediction  |
| Bryant et al. (2021)                       | ✓         | ✗      | AF2                                            | Complex Structure Prediction  |
| ColAttn (Chen et al., 2022a)               | ✓         | ✗      | MSA Transformer, AlphaFold-Multimer             | Complex Structure Prediction  |
| Elofsson et al. (2022)                     | ✓         | ✗      | AlphaFold-Multimer                              | Complex Structure Prediction  |
| RoseTTAFoldNA (Baek et al., 2022)          | ✓         | ✗      | RoseTTAFold                                     | Structure Prediction of RNA, Protein -DNA & Protein-RNA Complexes |
| EzEfold-3D (Shen et al., 2022)             | ✓         | ✗      | Transformer, IPA                                | RNA Structure Prediction      |
| DCGAN (Anand and Huang, 2018)              | ✗         | ✓      | GAN                                            | Structure Generation         |
| Wu et al. (2022a)                          | ✗         | ✓      | Transformer                                     | Structure Generation         |
| Atom Transformer (Du et al., 2020)         | ✗         | ✓      | Transformer                                     | Protein Conformation         |
| SPEACH_AF (Stein and Mchaourab, 2022)      | ✓         | ✗      | AF2                                            | Protein Conformation         |
| GraphEBM (Liu et al., 2022a)               | ✗         | ✓      | DimeNet (Klicpera et al., 2020)                 | Protein Conformation         |
| GNNRefine (Jing and Xu, 2021)              | ✗         | ✗      | GNN                                            | Structure Refinement         |
| ATOMRefine (Wu and Chen, 2022)             | ✗         | ✗      | SE(τ) Graph Transformer                        | Structure Refinement         |

✓ and ✗ appeared in the column of Evolution, and Energy represents this model whether used this information or not. The model name with colour is linked with codes or its server page. Most of these present methods are pLM-aware models.  and.

information, different levels of structures, GO, etc., can reduce models’ size and boost their performance. These different types of information (heterogeneous data) are involved with data mining and task design. Thus, multi-task or multi-modal learning is a direction that deserves to have more exploration (Bepler and Berger, 2021). Finally, since sequence mutations can cause genetic diseases, their effects on function form a landscape that reveals how function constrains sequence. Predicting robust protein structures and understanding the functional effects of sequence mutations are critical.

The architectures of most current pLMs are the same as LMs’ in NLP, i.e., people use these LMs in the protein communities without much adaptation and modification, which hinders the development of pLMs and the understanding of protein grammars. Techniques present in LMs are also used in pLMs, like masking strategies. Proteins and Languages have similarities, but they are not the same as we have mentioned in Section 3. Therefore, designing proper pLMs and developing suitable methods for protein data considering its properties is an important and urgent problem.

Despite the proliferation of LMs, these pLM-based models still lack interpretability, hindering people from
understanding the mechanism behind protein folding. AF2-like models cannot provide the detailed understanding of molecular and chemical interactions that is important for studies of molecular mechanisms and structure-based drug design. Thus, model interpretability helps researchers find protein grammars useful in biomedical applications. Visualization is a tool that can record the process of protein folding or how the protein functions during various activities. Therefore, developing a high-quality protein tokenization method or combining it with other machine learning methods is appealing, like Bayesian modelling, Monte Carlo strategy, energy functioning, Markov random field, direct coupling analysis (Weigt et al., 2009), or diffusion models.

Due to the different large databases of proteins, people need to be concerned about the wrong information in the databases. Some research groups choose to build new datasets to satisfy their unique needs; data leakage, bias, and ethics should be considered in this situation. For instance, ProteinKG25 was created for utilizing protein sequence and functions (Zhang et al., 2022b) better to get meaningful embeddings. On the other hand, building complete, reliable, and just benchmarks is essential to evaluating various models and promoting the appearance of solid methods.

Scientists have been developing a unified model for DNA, RNA, and protein engineering in the biomedical domain (Wang et al., 2022a), BERT-RBP (Yamada and Hamada, 2021) adopted BERT architecture to predict RNA-protein interactions, still has a distance to go to interpret their relationships well. Single protein sequences, protein-ligand complexes, and RNA complexes structure prediction and conformation modelling have been appealing to a group of researchers. These problems are more complicated than those in PSP, and they are not yet solved. Even for PSP, there is still space for models predicting structures with ultra-high accuracy (resolution less than 0.5Å).

8 Databases

We follow the mapping for LMs from NLP to proteins in ProtTrans (Elnaggar et al., 2022), which interpret proteins as "sentences". Therefore, the number of proteins that needed disk space for datasets and official web pages are listed in Table 4.

In detail, UniProt (Consortium, 2013) provides a comprehensive, high-quality, and freely accessible resource of protein information, where UniProt databases include UniProtKB, UniRef (Suzek et al., 2015), UniPac databases. The UniProt Knowledgebase (UniProtKB) is comprised of two sections, UniProtKB/Swiss-Prot and UniProtKB/TrEMBL. The former provides the reviewed relevant information about a particular protein, including protein and gene names, function, protein-protein interactions, etc. Proteins in the latter largely have no experimental data available, while these unreviewed records are enriched with automatic annotation and classification. The UniRef databases (UniProt Reference Clusters) (Suzek et al., 2015) provide clustered sets of sequences from the UniProt Knowledgebase (UniProtKB) and provide complete coverage of sequence space at several resolutions (100%, 90%, 50% identity) in a hierarchical fashion. UniRef50 clusters are generated using UniRef90 clusters, which are based on UniRef100 clusters. UniRef databases have a broad range of usages, like functional annotation, family classification, systems biology, structural genomics, phylogenetic analysis, and mass spectrometry. The UniProt Archive (UniParc) is the most comprehensive publicly accessible non-redundant protein sequence database without record annotation.

The Protein Data Bank (PDB) (wwPDB consortium, 2019) is a database for the experimentally determined three-dimensional structural data of biological macromolecules, including the sequence and 3D structures of proteins. The number of structures in the PDB has grown at an approximately exponential rate based on historical experience, and there are 170k multi-chain protein structure files as of October 2021. However, a million-level protein structure prediction named as PSP (Liu et al., 2022b) was presented based on PDB after
the appearance of AF2 with 570k true structure sequences and 745k complementary distillation sequences. The CATH (Orengo et al., 1997) is a novel public hierarchical classification database of protein domain structures for public download, where these domains are obtained from protein three-dimensional structures deposited in the PDB. The domains are classified into four main levels: protein class (C), which describes the secondary structure composition of each domain, i.e., all alpha, all beta, mixed alpha-beta, or few secondary structures; at the architecture (A) level, the arrangement of secondary structures is summarized; at the topology/fold (T) level, the sequential connectivity is taken into account; at the homologous superfamily (H) level, proteins have a demonstrable evolutionary relationship. Structured Transformer (Ingraham et al., 2019) uses CATH4.2, processed and cluster-split into training, validation, and test sets, which contain 18025 chains in the training set, 1637 chains in the validation set, and 1911 chains in the test set. The latest release of CATH-Gene3D (v4.3) has 151 million protein domains classified into 5,841 superfamilies and is to predict the locations of structural domains on millions of publicly available protein sequences.

The Big Fantastic Database (BFD) is a sequence profile database and is one of the largest metagenomic databases, as it keeps one copy of duplicates from UniProt and other big protein databases. These sequences were clustered by a sequence identity cut-off of 30% and a coverage threshold of 90% using MMseqs2/Linclus (Hou et al., 2022; Steinegger et al., 2019b; Steinegger and Söding, 2018), e.g., the BFD30 dataset was clustered to 65 million clusters at 30% sequence identity. Searching for a protein against BFD is slow but more sensitive. Sometimes it is convenient to use MSA, computed from each of the BFD clusters.

Pfam (El-Gebali et al., 2019) is a database of protein families used extensively in bioinformatics. It aims to provide a complete and accurate classification of protein families and domains, which includes annotations and alignments generated by hidden Markov models (HMMs). pfamseq is a profile HMM that is queried against a sequence database based on UniProtKB and used to find homologues for a Pfam entry. The recent version of Pfam contains 19,632 families; each family includes descriptions, alignments, architectures, etc.

The AlphaFold Protein Structure Database (AlphaFoldDB) is a collection of protein structure predictions created by DeepMind in partnership with EMBL-EBI. These 3D structures are predicted by AlphaFold, which achieves accuracy competitive with experiments. The latest database release contains over 200 million entries for UniProt.

ProteinKG25 is a large-scale Knowledge Graph (KG) dataset with aligned descriptions and protein sequences, respectively, to Gene Ontology (GO) terms and protein entities (Zhang et al., 2022b). GO terms are seen as graph nodes, and the relationships between the terms are edges. ProteinKG25 combines these two different structures, GO and Gene Annotation into a unified KG for training LMS that incorporates GO information. It includes most of the triplets (Protein-GO triplets and GO-GO triplets) and a few entities (proteins and gene terms) and relations.

Uniclust databases (Mirdita et al., 2017) cluster UniProtKB sequences at the level of 90%, 50% and 30% pairwise sequence identity, formed Uniclust90, Uniclust50, Uniclust30. Compared with UniRef, which relied on the CD-HIT software for clustering, Uniclust databases used the developed software suite MMseqs2, which had higher consistency in the functional annotation. Furthermore, Uniclust sequences are annotated with matches to other commonly used datasets (Pfam, SCOP (Hubbard et al., 1997) and PDB), which may not be annotated in UniProt with HHBlits (Steinegger et al., 2019a).

The Structural Classification of Proteins (SCOP) database (Hubbard et al., 1997) was created by manual classification of protein structural domains based on similarities of their structures and evolutionary relationships. Similar to CATH and Pfam, the original hierarchical organizations of SCOP are class, fold, superfamily, and family. The new version, SCOP2, was released in 2020 to provide a better database for protein structure annotation and classification. Structural Classification of Proteins—extended (SCOPe) extends the SCOP database of protein structural relationships. The ASTRAL compendium provides tools to help research protein structure
and evolution. The SCOPe has corrected errors in SCOP and incorporated the Astral database (Chandonia et al., 2017). The latest release of SCOPe ASTRAL 2.08 has more than 50K protein sequences with known structures and SCOP classifications.

Critical Assessment of Protein Structure Prediction (CASP) is a worldwide experiment for PSP that will have been conducted 15 times by the end of 2022. Research groups from all over the world participate in CASP to objectively test their structure prediction methods. By categorizing different themes, like quality assessment, model refinement, domain boundary prediction, protein complex structure prediction, etc., and selecting target proteins, CASP researchers can identify what progress has been made and highlight the future efforts that may be most productively focused on.

9 Conclusion

This paper systematically summarizes recent advances in pLMs, PSP, and related tasks, including background, why and how pLMs are used in protein representation learning, existing pLMs and PSP methods, the relationships between pLMs and PSP, and how pLMs function in the development of protein folding. A set of databases are introduced. Furthermore, we also discuss some limitations, possible tackling directions, and future trends. Finally, we expect that LMs and pLMs can aid more in the specific biochemical, biomedical, and bioinformatic domains.
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