MICROSCOPICAL JUSTIFICATION OF THE WINTERBOTTOM PROBLEM FOR WELL-SEPARATED LATTICES
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Abstract. We consider the discrete atomistic setting introduced in [25] to microscopically justify the continuum model related to the Winterbottom problem, i.e., the problem of determining the equilibrium shape of crystalline film drops resting on a substrate, and relax the rigidity assumption considered in [25] to characterize the wetting and dewetting regimes and to perform the discrete to continuum passage. In particular, all results of [25] are extended to the setting where the distance between the reference lattices for the film and the substrate is not smaller than the optimal bond length between a film and a substrate atom. Such optimal film-substrate bonding distance is prescribed together with the optimal film-film distance by means of two-body atomistic interaction potentials of Heitmann-Radin type, which are both taken into account in the discrete energy, and in terms of which the wetting-regime threshold and the effective expression for the wetting parameter in the continuum energy are determined.

1. Introduction

In this manuscript we address the classical problem of determining the equilibrium shape formed by crystalline film drops resting upon rigid substrates possibly of a different material. Such problem has a variational nature as the solution can be looked for among the minimizers of a surface energy that depends both on the drop anisotropy at the drop surface and on the drop wettability at the contact region with the flat substrate. By exploiting the interplay between the drop anisotropy and wettability W. L. Winterbottom provided in [29] the first phenomenological prediction of the solution by a direct construction of the nowadays called Winterbottom shape (see Figure 1). We intend here to move forward from the results obtained by the authors in [25] by extending the discrete to continuum derivation of the energy considered by Winterbottom (see also [15, 16]) established in [25] to all mutual positionings of the reference lattices of the film and of the substrate, whose distance is not smaller than the optimal bond distance between a film and a substrate atom.

More precisely, the energy considered by W. L. Winterbottom in the continuum planar setting in [15, 16, 29] expressed in modern terminology is defined for any set of finite...
perimeter $D \subset \mathbb{R}^2 \setminus S$ representing the area occupied by a film drop outside of the substrate region $S \subset \mathbb{R}^2$ by
\[
\mathcal{E}(D) := \int_{\partial^* D \setminus \partial S} \Gamma(\nu(\xi)) \, d\mathcal{H}^1(\xi) + \sigma \mathcal{H}^1(\partial^* D \cap \partial S),
\]
where $\Gamma : S^1 \to \mathbb{R}$ is the anisotropic surface tension related to the material of the crystalline drop and defined on the normal $\nu \in S^1$ at the reduced boundary $\partial^* D$, while $\sigma \in \mathbb{R}$ is a parameter representing the wetting, namely, the ability of the drop to maintain contact with the specific solid surface $\partial S$, which is the topological boundary of $S$, and $\mathcal{H}^1$ is the 1-dimensional Hausdorff measure (see 2.6 for more details). By adapting the phenomenological construction provided by G. Wulff in [30] of the set, nowadays named after him, for the related problem of finding the equilibrium shape of a free-standing crystal with anisotropy $\Gamma$ in the space, i.e., for the minimizer of (1) in the case with $S = \emptyset$ (see also [10, 12]), that is
\[
W_\Gamma := \{ x \in \mathbb{R}^d : x \cdot \nu \leq \Gamma(\nu) \text{ for every } \nu \in S^{d-1} \},
\]
the Winterbottom shape for the flat substrate $S = \mathbb{R} \times \{ s \in \mathbb{R} : s < 0 \}$ is the set
\[
W_{\Gamma,\sigma} := W_\Gamma \cap \{ x \in \mathbb{R}^d : x_d \geq -\sigma \},
\]
as depicted in Figure 1.

For the justification of the problem in dimension $d = 2$ in the context of statistical mechanics and the Ising model we refer to the review [9] (see also [14, 17]) for the Wulff shape in the scaling limit at low-temperature and to [4, 23, 24] for the setting related to the Winterbottom shape, while in the context of atomistic models a rigorous discrete to continuum passage for triangular reference lattices has been first carried out by means of $\Gamma$-convergence in [2] for the Wulff shape and then extended to the Winterbottom situation in [25]. The emergence of the Wulff shape has been also deduced for the square
lattice in [20, 21] and the hexagonal lattice [7] by means of a different approach based on induction techniques related to the crystallization problem [13], and of the quantification of the deviation of discrete ground states from the asymptotic Wulff shape in the so-called $n^{3/4}$ law (where $n$ is the number of atoms), which was previously introduced in [26], and then extended to those settings (see also [8]), and more recently to higher dimensions in [19, 22]. A derivation by $\Gamma$-convergence of an energy of the type (1) coupled with a bulk elastic term in the context of models for epitaxially-strained thin films introduced in [5, 6, 11, 27, 28] has been instead determined in [18] under a graph constraint for the region occupied by the film drop.

We follow the approach of [25], where the authors introduced a specific discrete setting, which here we intend to generalize, to initiate the analysis for the Winterbottom problem in the context of atomistic models by taking into consideration not only atomistic interactions among each other film atoms as in [2], but also between film and substrate atoms, in terms of two-body potentials $v_{F,\alpha}$ of Heitmann-Radin sticky-disc type [13] with $\alpha = F, S$ for film-film and film-substrate atomistic interactions, respectively. More precisely, in [25] the discrete setting involves a reference lattice $L_S \subseteq \mathbb{S} := \mathbb{R} \times \{ s \in \mathbb{R} : s \leq 0 \}$ for the substrate atoms, which is assumed to be fully occupied, and a triangular reference lattice $L_F \subseteq \mathbb{R}^2 \setminus \mathbb{S}$ defined by

$$L_F := \{ x_F + k_1 t_1 + k_2 t_2 : k_1 \in \mathbb{Z} \text{ and } k_2 \in \mathbb{N} \cup \{0\} \}$$

for a fixed $x_F \in \mathbb{R}^2 \setminus \mathbb{S}$, which we call film-lattice center,

$$t_1 := \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \text{and} \quad t_2 := \frac{1}{2} \begin{pmatrix} 1 \\ \sqrt{3} \end{pmatrix},$$

on which film atoms are free to choose the most convenient configuration under the considered atomistic interactions $v_{F,\alpha}$ with $\alpha = F, S$. Thus, for each fixed number $n \in \mathbb{N}$ all sets $D_n := \{ x_1, \ldots, x_n \} \subset L_F$ are considered admissible configurations of $n$ film atoms (see Figure 2), and the overall energy $V_n : (\mathbb{R}^2 \setminus \mathbb{S})^n \to \mathbb{R} \cup \{\infty\}$ of a configuration $D_n := \{ x_1, \ldots, x_n \} \subset L_F$ is defined by

$$V_n(D_n) = V_n(x_1, \ldots, x_n) := \sum_{i \neq j} v_{FF}(|x_i - x_j|) + \sum_{i=1}^n \sum_{s \in \partial L_S} v_{FS}(|x_i - s|),$$

where the sums are extended to nearest neighbors and $\partial L_S := L_S \cap \mathbb{R} \times \{ s \in \mathbb{R} : s = 0 \}$ is referred to as the substrate surface or wall. Notice that in [25] the minimum of the atomistic potentials $v_{F,\alpha}$ is fixed at $e_{F,\alpha} > 0$ with values $-c_\alpha < 0$ for $\alpha = F, S$, respectively. where $e_{FF}$ is normalized at 1 and coincide with the lattice parameter of $L_F$, while the following rigidity assumption was made in regard of $e_{FS}$:

$$x_F := x_F^0 \quad \text{with} \quad x_F^0 := (0, e_{FS}),$$

which in particular by the choice of $\partial L_S$ was preventing the possibility of two substrate neighbors for film atoms (which is the maximum possible number of substrate neighbors for the situation with a flat substrate and a Heitmann-Radin potential $v_{FS}$).
The aim of this manuscript is to relax the rigidity assumption (2) and obtain the full generality of the results in [25] for all the positionings \( x_F \in \mathbb{R}^2 \setminus \overline{S} \) for \( L_F \) for which
\[
\text{dist}(\partial L_F, \partial L_S) \geq e_{FS} \quad (3)
\]
(which include (2)) and hence, in particular allowing film atoms (resp. substrate atoms) to display from zero to two substrate neighbors (resp. film neighbors).

The results are threefold (see Section 2.7): First, we characterize in Theorem 2.3 the wetting regime, i.e., when film atoms are expected to spread on the substrate surface instead of accumulating in island clusters on top of it, in terms of the parameters \( c_\alpha \) related to the atomistic potentials \( v_{F,\alpha} \) for \( \alpha = F, S \). Furthermore, also the corresponding minimizers in such regime are explicitly isolated for every \( n \in \mathbb{N} \) by induction techniques related to crystallization problems (see, e.g., [13, 20]). In particular, as a result of the much more involved setting an extra threshold condition under which the film spreads in an infinitesimally thick layer is found for certain settings in between the thresholds already determined in [25].

Second, we prove in Theorem 2.4 that in the dewetting regime, where film atoms are expected to form solid-state islands (related to regions with positive two-dimensional Lebesgue measure \( L^2 \)), the mass of the solutions of the discrete minimum problems
\[
\min_{D_n \subset L_F} V_n(D_n) \quad (4)
\]
as the number \( n \) of atoms tends to infinity does not spread, but up to a subsequence it is preserved by the connected components of such minimizers with largest cardinality. This is crucial to overcome the lack of compactness that we have, as already detailed in [25], outside the class of almost-connected configurations, which are roughly speaking, configurations connected up to a substrate-bond distance (see Section 2.2 for more details).

Finally, we establish in Theorem 2.5 that in the dewetting regime the solutions of the discrete problems (4) converge as the number \( n \) of film atoms tends to infinity (up to extracting a subsequence and performing horizontal translations on the substrate \( S \)) to a minimizer of the Winterbottom energy (1) in the family of crystalline-drop regions
\[
D_\rho := \{ D \subset \mathbb{R}^2 \setminus S : \text{set of finite perimeter, bounded and such that } |D| = 1/\rho \},
\]
where \( \rho \) is the atom density in \( L_F \) per unit area. This convergence of the discrete minimizers in the dewetting regime is obtained in view of the conservation of mass proven of Theorem 2.4 by following the approach in [2, 25] and proving the \( \Gamma \)-convergence as \( n \to \infty \) of properly defined (and rescaled) versions of \( V_n \) in the space \( \mathcal{M}(\mathbb{R}^2) \) of Radon measures on \( \mathbb{R}^2 \) with respect to the weak* convergence of measures. In particular, an effective expression for the wetting parameter \( \sigma \) in (1) is obtained, i.e.,
\[
\sigma := \begin{cases} 
2c_F - \frac{2c_S}{q} & \text{for } C_i \text{ with } i = 1, 3, 4, \\
2c_F - \frac{c_S}{q} & \text{for } C_2,
\end{cases}
\]

\( (5) \)
where \( q \in \mathbb{N} \) relates to the optimal substrate bond \( e_S := q/p \) in \( \partial L_S \) with \( p \in \mathbb{N} \), and \( C_i \) with \( i = 1, \ldots, 4 \) are categories in which the various settings allowed by (3) can be classified (see Section 2.7 for more details).

Our methodology consists in introducing a more general setting (even more general of the settings described above) with substrate wall 

\[
\partial L_S = \left\{ s_k := \left( \frac{k}{p}, 0 \right) : k \in q\mathbb{Z} \cup (q\mathbb{Z} + r) \right\}
\]

for wall parameters \( z := (p, q, r) \in Z_S \) with

\[
Z_S := \left\{ (p, q, r) \in \mathbb{N} \times \mathbb{N} \times \mathbb{N}_0 : p \text{ and } q \text{ co-prime, } 0 \leq r \leq \frac{q}{2}, \text{ and } p = 1 \text{ if } r \neq 0 \right\}
\]

where \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \), which reduces to the relevant settings described above for

\[
z \in Z^0_S := \{ (p, q, r) \in Z_S : r = 0 \}
\]

(and in particular to the model of [25] for \( x_F := x^0_F \) and \( z \in Z^0_S \)) and to an extra auxiliary setting for \( z \in Z^1_S := Z_S \setminus Z^0_S \). Such an auxiliary setting is carefully determined in order to both be able to implement all the program of [25] for it as well, and as the only extra needed model for treating all the settings with \( z \in Z^0_S \) that cannot be reduced to the model in [25]. More precisely, we introduce an equivalence relation among the various possible settings with substrate wall (6) and prove that all the settings with \( z \in Z^0_S \) satisfying (3) can be reduced either to the model of [25] or to the auxiliary model with \( z \in Z^1_S \). Since in particular such equivalence relation preserves all the properties contained in the main results, we are then allowed to transfer such properties from the model already treated in [25] and from the auxiliary model, by directly proving them extra only for the latter.

More specifically, the classes \( C_i \) with \( i = 1, \ldots, 4 \) for the various settings with \( z \in Z^1_S \) are exactly introduced to prove the equivalence to the two specific setting: the settings in classes \( C_i \) for \( i = 1, \ldots, 3 \) are equivalent to the model in [25] (with different lattice parameters) and the settings in the class \( C_4 \) to the auxiliary model introduced in this manuscript. Moreover, a specific feature of the auxiliary model for \( z \in Z^1_S \) is the possibility of having separated pairs of film atoms bonded with the substrate. To accommodate such aspect in the strategy of [25] we need to include the extra wetting condition appearing in Theorem 2.3, extend the strip argument used to establish the compactness for almost-connected configurations used to prove the conservation of mass of Theorem 2.4 (see the more involved definition for the strip energy in Section 2.4), and finally adjust the “boundary-averaging” arguments used for the lower bound in the proof of the \( \Gamma \)-convergence, which in turns is responsible for the more involved form of the effective expression for the wettability \( \sigma \) in (5) with respect to [25].

The paper is organized as follows. In Section 2 we introduce the mathematical setting and the main results of the paper. In Section 3 we implement the program of [25] for the auxiliary model with substrate wall \( \partial L_S \) of the type (6) with \( z \in Z^1_S \). In Section 4 we prove the equivalence property for each class \( C_i \) with \( i = 1, \ldots, 4 \) of settings satisfying (3) and the main results of the paper.
2. Mathematical setting and main results

In this section we introduce the discrete and continuous models, the notation and definitions used throughout the paper, and the main results.

2.1. Setting with lattice configurations. We begin by introducing a reference set \( \mathcal{L} \) for the atoms of the substrate and of the film in the plane \( \mathbb{R}^2 \) for a chosen cartesian coordinate system. We define \( \mathcal{L} := \mathcal{L}_S \cup \mathcal{L}_F \), where \( \mathcal{L}_S \subset \mathcal{S} \) denotes the reference lattice for the substrate atoms, with \( \mathcal{S} := \mathbb{R} \times \{ s \in \mathbb{R} : s < 0 \} \) referred to as the substrate region, and \( \mathcal{L}_F \subset \mathbb{R}^2 \setminus \mathcal{S} \) is the reference lattice for the film atoms.

More precisely, we consider the substrate lattice as a fixed set, i.e., every lattice site in \( \partial \mathcal{L}_S := \mathcal{L}_S \cap \{ (s,0) : s \in \mathbb{R} \} \) is occupied by a substrate atom, such that

\[
\partial \mathcal{L}_S := \mathcal{L}_S \cap \{(s,0) : s \in \mathbb{R}\} = \left\{ s_k := \left( \frac{k}{p}, 0 \right) : k \in q\mathbb{Z} \cup (q\mathbb{Z} + r) \right\}
\]

for \( z := (p,q,r) \in Z_S \)

\[
Z_S := \left\{ (p,q,r) \in \mathbb{N} \times \mathbb{N} \times \mathbb{N}_0 : p \text{ and } q \text{ co-prime, } 0 \leq r \leq \frac{q}{2} \text{ and } p = 1 \text{ if } r \neq 0 \right\}
\]

where \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). We refer to \( \partial \mathcal{L}_S \) as to the substrate wall (or substrate surface) and the vectors \( z = (p,q,r) \in Z_S \) as the wall vector with wall parameters \( p, q, \) and \( r \). We notice that we choose such a definition for \( \partial \mathcal{L}_S \) even though it could be simplified, in order to directly include the setting used in [25] without inconsistent notation between the two papers. Furthermore, notice that the choice of wall vectors \( z = (1,q,r) \) with \( q/2 < r \leq q \) are excluded in the definition of \( Z_S \) without loss of generality up to a translation of the origin in the \( t_1 \) direction.

For the film lattice \( \mathcal{L}_F \) we choose a triangular lattice with parameter \( e_F \) normalized to 1 (with respect to the wall parameters), namely

\[
\mathcal{L}_F := \{ x_F + k_1 t_1 + k_2 t_2 : k_1 \in \mathbb{Z} \text{ and } k_2 \in \mathbb{N} \cup \{0\} \}
\]

for

\[
t_1 := \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \text{and} \quad t_2 := \frac{1}{2} \begin{pmatrix} 1 \\ \sqrt{3} \end{pmatrix},
\]

and

\[
x_F := (x_F^1, x_F^2) \in \mathbb{R}^2 \setminus \mathcal{S},
\]

which we refer to as the film-lattice center. Let also \( t_3 \) be

\[
t_3 := \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

The sites of the film lattice are not assumed to be completely filled and we refer to a set of \( n \in \mathbb{N} \) sites \( x_1, \ldots, x_n \in \mathcal{L}_F \) occupied by film atoms as a crystalline configuration denoted by \( D_n := \{x_1, \ldots, x_n\} \subset \mathcal{L}_F \). Notice that the labels for the elements of a configuration \( D_n \) are uniquely determined by increasingly assigning them with respect to a chosen fixed order on the lattice sites of \( \mathcal{L}_F \). With a slight abuse of notation we refer to \( x \in D_n \) as an atom in \( D_n \) (or in \( \mathcal{L}_F \)). We denote the family of crystalline
configurations with \( n \) atoms by \( \mathcal{C}_n \). Furthermore, given a set \( A \subset \mathbb{R}^2 \), its cardinality is indicated by \( \#A \), so that
\[
\mathcal{C}_n := \{ A \subset \mathcal{L}_F : \#A = n \}.
\]

For every atom \( x \in \mathcal{L}_F \) we take into account both its atomistic interactions with other film atoms and with the substrate atoms, by considering the two-body atomistic potentials \( v_{FF} \) and \( v_{FS} \), respectively. We restrict to first-neighbor interactions and we define \( v_{F\alpha} \) for \( \alpha := F, S \) as
\[
v_{F\alpha}(s) := \begin{cases} +\infty & \text{if } s < e_{F\alpha}, \\ -c_{\alpha} & \text{if } s = e_{F\alpha}, \\ 0 & \text{if } s > e_{F\alpha}, \end{cases}
\]
with \( c_{\alpha} > 0 \), \( e_{FF} := e_F = 1 \), and \( e_{FS} > 0 \).

We denote by \( \partial \mathcal{L}_F \) the lower boundary of the film lattice, i.e.,
\[
\partial \mathcal{L}_F := \{ x_F + k_1 t_1 : k_1 \in \mathbb{Z} \}
\]
and by \( \partial \mathcal{L}_{FS} \) the collection of sites in the lower boundary of the film lattice at a distance of \( e_{FS} \) from an atom in \( \partial \mathcal{L}_S \), i.e.,
\[
\partial \mathcal{L}_{FS} := \partial \mathcal{L}_F \cap \{ x \in \mathbb{R}^2 : \text{dist}(x, \partial \mathcal{L}_S) = e_{FS} \}.
\]

In the following, we refer to film and substrate neighbors of an atom \( x \) in a configuration \( D_n \) as to those atoms in \( D_n \) at distance 1 from \( x \), and to those atoms in \( \mathcal{L}_S \) at distance \( e_{FS} \) from \( x \), respectively. Analogously, we refer to film and substrate bonds of an atom \( x \) in a configuration \( D_n \) as to those segments connecting \( x \) to its film and substrate neighbors, respectively. More generally the same terminology will be extended for sites of \( \mathcal{L}_F \). We also refer to the union of the closures of all film bonds of atoms in a configuration \( D_n \) as the bonding graph of \( D_n \), and we say that a crystalline configuration \( D_n \) is connected if every \( x \) and \( y \) in \( D_n \) are connected through a path in the bonding graph of \( D_n \), i.e., there exist \( \ell \leq n \) and \( x_k \in D_n \) for \( k := 1, \ldots, \ell \) such that \( |x_k - x_{k-1}| = 1 \), \( x_1 = x \), and \( x_\ell = y \). Moreover, we define the boundary of a configuration \( D_n \in \mathcal{C}_n \) as the set \( \partial D_n \) of atoms of \( D_n \) with less than 6 film neighbors. We notice here that with a slight abuse of notation, given a set \( A \subset \mathbb{R}^2 \) the notation \( \partial A \) will also denote the topological boundary of a set \( A \subset \mathbb{R}^2 \) (which we intend to be always the way to interpret the notation when applied not to configurations in \( \mathcal{C}_n \), or to lattices, such as for \( \partial \mathcal{C}_n, \partial \mathcal{L}_F, \) and \( \partial \mathcal{L}_{FS} \)).

The energy \( V_n \) of a configuration \( D_n := \{ x_1, \ldots, x_n \} \subset \mathcal{L}_F \) of \( n \) particles is defined by
\[
V_n(D_n) = V_n(x_1, \ldots, x_n) := \sum_{i \neq j} v_{FF}(|x_i - x_j|) + E_S(x_1, \ldots, x_n) \tag{10}
\]
where \( E_S : (\mathbb{R}^2 \setminus \overline{S})^n \to \mathbb{R} \cup \{ \infty \} \) represents the overall contribution of the substrate interactions defined as
\[
E_S(D_n) = E_S(x_1, \ldots, x_n) := \sum_{i=1}^{n} v^1(x_i), \tag{11}
\]
where the one-body potential $v^1$ is defined by

$$v^1(x) := \sum_{s \in \mathcal{L}_S} v_{FS}(|x - s|)$$

(12)

for any $x \in \mathbb{R} \times \{r \in \mathbb{R} : r > 0\}$. Notice that from the definition of $v_{FS}$ and $x_F$

$$v^1(x) \in \{\infty, 0, -c_S, -2c_S\}$$

for any $x \in \mathcal{L}_F$.

Furthermore, we considered the setting from the Introduction with (3), i.e.,

$$\text{dist}(\partial \mathcal{L}_F, \partial \mathcal{L}_S) \geq e_{FS},$$

(13)

but without loss of generality we can actually reduce to the setting

$$\partial \mathcal{L}_{FS} \neq \emptyset$$

(14)

(which implies the equality in (13)) since otherwise by the choice of (12), the substrate interaction $E_S \equiv 0$ and the same analysis of [2] applies, with the consequence that, up to rigid transformations, minimizers converge to a Wulff shape in $\mathbb{R}^2 \setminus S$. In particular, notice that the value $-2c_S$ for the potential $v^1$ was always prevented in [25], while in our setting not. Moreover, we observe that we do not directly refer to the situation with wall vectors in $\mathbb{Z}_S^0$ and $q/p \in \mathbb{R} \setminus \mathbb{Q}$, since in that case if $\partial \mathcal{L}_{FS} \neq \emptyset$, then $\#\partial \mathcal{L}_{FS} \leq 2$, and so the contribution of $E_S$ is also negligible and the analysis can be easily reduced to [2] as well (as already noticed in [25] for the case $x_F = x_F^0$ and $r = 0$), with the consequence that, up to rigid transformations, minimizers converge to a Wulff shape in $\mathbb{R}^2 \setminus S$ with the Wulff-shape boundary intersecting $\partial S$. Finally, by (14) we can always choose $x_F$ in the definition of $\mathcal{L}_F$ such that

$$x_F \in \partial \mathcal{L}_{FS}.$$  

(15)

2.2. Model comparison. We observe that the setting with $x_F := x_F^0$ with

$$x_F^0 := (0, e_{FS}),$$

(16)

and $r = 0$ in the definition of $\partial \mathcal{L}_S$ was already studied in [25], whose analysis we intend here to generalize to the case $x_F \neq x_F^0$ with

$$\text{dist}(\partial \mathcal{L}_F, \partial \mathcal{L}_S) = e_{FS}. $$

(17)

The case of $r \neq 0$ is here introduced as an auxiliary setting since as shown in Section 4 we can reduce some other settings to the situation with $r \neq 0$ and $x_F := x_F^P$, which we thoroughly analyzed in Section 3 for this reason obtaining analogous results of the ones in [25].

In order to perform such program, we need to compare the various settings. To this end we denote each discrete setting of Section 2.1 related to a specific positioning $x_F := (x_F^1, x_F^2) \in \mathbb{R}^2 \setminus \mathcal{S}$, wall vector $z := (p, q, r) \in \mathcal{Z}_S$, and vector

$$\Lambda := (e_{FS}, c_F, c_S) \in (\mathbb{R}^+)^3, $$

which we refer to as the atomistic interaction vector, where $\mathbb{R}^+ := \{s \in \mathbb{R} : s > 0\}$, as the model

$$\mathcal{M}_\Lambda(x_F, z) \text{ or } \mathcal{M}_\Lambda(x_F, p, q, r),$$

(18)
and when comparing different models we also specify the dependence on \(x_F\) and \(z\) in the lattice notations, i.e., \(L_S := L_S(z)\), \(L_F := L_F(x_F)\) and so, also \(\partial L_S := \partial L_S(z)\), \(\partial L_F := \partial L_F(x_F)\), \(\partial L_{FS} := \partial L_{FS}(x_F, z)\), and on the interaction vector \(\Lambda\) in the energies \(V_n(D_n) := V_{n,\Lambda}(D_n)\) (for \(V_{Fa}\) defined as in (9) with respect to the parameters in \(\Lambda\), for every configuration \(D_n\) in the corresponding families \(C_n := C_n(x_F)\). For simplicity such explicit dependence will be instead avoided in the notations when not comparing different models (18).

Furthermore, for simplicity when \(x_F = x_F^0\) we use the notation:

- \(M^0_\Lambda(z) := M_\Lambda(x_F^0, z)\) and with a slight abuse of notation, also \(M^0_\Lambda(p,q) := M^0_\Lambda(z)\), when \(z := (p,q,0) \in Z_S^0\) with \(Z_S^0 := \{(p,q,r) \in Z_S : r = 0\} = \{(p,q,0) : p \text{ and } q \text{ are co-prime integers}\};

- \(M^1_\Lambda(z) := M_\Lambda(x_F^0, z)\) and with a slight abuse of notation, also \(M^1_\Lambda(q,r) := M^1_\Lambda(z)\), when \(z := (1,q,r) \in Z_S^1\) with \(Z_S^1 := Z_S \setminus Z_S^0 = \{(p,q,r) \in Z_S : r \neq 0\} = \{(1,q,r) \in \mathbb{N}^3 : 0 < r \leq \frac{q}{2}\}\).

Notice that each model \(M^0_\Lambda(p,q)\) coincides with the model analyzed in [25] and that \(M^0_\Lambda(2,1) = M^0_\Lambda(1,1)\) for every \(\Lambda \in (\mathbb{R}^+)^3\). Furthermore, for every model \(\Lambda_\Lambda(x_F, z)\) with \(z := (p,q,0) \in Z_S^0\) the distance between two atoms in \(\partial L_S(z)\) is constant and equal to

\[e_S := \frac{q}{p}\] (19)

which we refer to in these settings as the optimal substrate bond distance.

Furthermore, we introduce an equivalence relation among models of type (18), which turns out to be an equivalence relation among models of type (18).

**Definition 2.1.** Let \(M^\alpha := M_\Lambda(x_F^\alpha, z^\alpha)\) be two models with film-lattice centers \(x_F^\alpha \in \mathbb{R}^2 \setminus \overline{S}\), wall vectors \(z^\alpha\), and interaction vectors \(\Lambda^\alpha \in (\mathbb{R}^+)^3\) with respect to an index parameter \(\alpha \in \{a,b\}\). Let also \(C_n^\alpha := C_n(x_F^\alpha)\) and \(V_n^\alpha := V_{n,\Lambda^\alpha}\) be the related family of configurations and energy, respectively. We say that the model \(M^\alpha\) is equivalent to \(M^b\) if

\[V_n^a(D_n^a) = V_n^b(D_n^b)\]

for every \(D_n^a \in C_n^a\), where \(D_n^b := D_n^a - x_F^b + x_L^b\) is referred to as the *associated configuration* in \(C_n^a\) of the configuration \(D_n^a \in C_n^a\).

We recall that in [25, Section 8] the authors already addressed the existence of some examples of models of the type (18) which are equivalent to \(M^0_\Lambda(z^\prime)\) for proper choices of the interaction vectors \(\Lambda^\prime \in (\mathbb{R}^+)^3\) and the wall vectors \(z^\prime \in Z_S^0\) (see Figure 2).

### 2.3. Setting with Radon measures.

The \(\Gamma\)-convergence result is established for a version of the previously described discrete model expressed in terms of empirical measures since it is obtained with respect to the weak* topology of Radon measures [1]. We denote the space of Radon measures on \(\mathbb{R}^2\) by \(\mathcal{M}(\mathbb{R}^2)\) and we write \(\mu_n \overset{*}{\rightharpoonup} \mu\) to denote
the convergence of a sequence \( \{\mu_n\} \subset \mathcal{M}(\mathbb{R}^2) \) to a measure \( \mu \in \mathcal{M}(\mathbb{R}^2) \) with respect to the weak* convergence of measures.

Fix a model \( \mathcal{M}_\Lambda(x_F, z) \) for a film-lattice center \( x_F \in \mathbb{R}^2 \setminus \overline{S} \), a wall vector \( z \in \mathbb{Z}_S \), and an interaction vector \( \Lambda := (e_{FS}, c_F, c_S) \in (\mathbb{R}^+)^3 \). The empirical measure \( \mu_{D_n} \) associated to a configuration \( D_n := \{x_1, \ldots, x_n\} \in \mathcal{C}_n(x_F) \) is defined by

\[
\mu_{D_n} := \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i/n} ,
\]

where \( \delta_z \) represents the Dirac measure concentrated at a point \( z \in \mathbb{R}^2 \), and the family of empirical measures related to configurations in \( \mathcal{C}_n(x_F) \) is denoted by \( \mathcal{M}_n(x_F) \), i.e.,

\[
\mathcal{M}_n(x_F) := \{ \mu \in \mathcal{M}(\mathbb{R}^2) : \text{there exists } D_n \in \mathcal{C}_n(x_F) \text{ such that } \mu = \mu_{D_n} \}.
\]

The functional \( I_{n,\Lambda,x_F} \) associated to the configurational energy \( V_{n,\Lambda} \) and expressed in terms of Radon measures is given by

\[
I_{n,\Lambda,x_F}(\mu) := \begin{cases} 
\int_{(\mathbb{R}^2 \setminus \overline{S})^2 \setminus \text{diag}} n^2 v_{FF}(n^{1/2}|x-y|)d\mu(x) \otimes d\mu(y) + \int_{\mathbb{R}^2 \setminus \overline{S}} n v^1(n^{1/2}x)d\mu(x) & \text{if } \mu \in \mathcal{M}_n(x_F), \\
+\infty & \text{otherwise},
\end{cases}
\]

where \( \text{diag} := \{(y_1, y_2) \in \mathbb{R}^2 : y_1 = y_2\} \).
We notice that the two versions of the discrete model are equivalent, since

\[ V_{n,A}(D_n) = I_{n,A,x_F}(\mu_{D_n}) \]

for every configuration \( D_n \in C_n(x_F) \), where \( \mu_{D_n} \in \mathcal{M}_n(x_F) \) is defined by (20), and that \( D_n \) minimizes \( V_{n,A} \) among crystalline configurations in \( C_n(x_F) \) if and only if \( \mu_{D_n} \) minimizes \( I_{n,A,x_F} \) among Radon measures of \( \mathcal{M}(\mathbb{R}^2) \).

### 2.4. Local and strip energies

For the specific models \( \mathcal{M}_A^0(z) \) and \( \mathcal{M}_A^1(z) \) with \( x_F := x_F^0 \) introduced in Section 2.2 we consider localized energies which together contribute to the overall energy of configurations. To this end, fix a model \( \mathcal{M}_A(x_F^0, z) \) for a choice of \( z \in Z_S \) and \( \Lambda := (e_{FS}, c_F, c_S) \in (\mathbb{R}^+)^3 \). We define the local energy \( E_{loc} \) per site \( x \in \mathcal{L}_F(x_F^0) \) with respect to a configuration \( D_n \), by

\[ E_{loc}(x) := \begin{cases} 
\sum_{y \in D_n \setminus \{x\}} v_{FF}(|x - y|) + 6c_F & \text{if } x \in D_n, \\
0 & \text{if } x \notin D_n,
\end{cases} \]

which corresponds in the case of an atom \( x \in D_n \) to the number of missing film bonds of \( x \). We also refer to deficiency \( E_{def}(x) \) of a site \( x \in \mathcal{L}_F(x_F^0) \) with respect to a configuration \( D_n \) as to the quantity

\[ E_{def}(x) := \begin{cases} 
E_{loc}(x) + v^1(x) & \text{if } x \in D_n, \\
0 & \text{if } x \notin D_n.
\end{cases} \]

Furthermore, we define the strip \( S(x) \) associated to any lattice site \( x := (x^1, e_{FS}) \in D_n \cap \partial \mathcal{L}_{FS} \) with \( x_1 \in \mathbb{R} \) as the collection of atoms

\[ S(x) = S_{D_n}(x) := \{x, x_\pm, x, x_\pm\} \cap D_n \]

where \( x_\pm, x, \) and \( \tilde{x}_\pm \) are defined by

\[ x_\pm := x \pm t_1, \]

\[ \tilde{x}_\pm := (x^1, y_M) \quad \text{where} \quad y_M := \max\{y \geq 0 : (x^1, y) \in D_n\}, \]

\[ \tilde{x}_+ := \tilde{x} + t_2, \]

\[ \tilde{x}_- := \tilde{x} + t_2 - t_1 \]

(see Figure 3). In the following we refer to \( x \) as the strip center of \( S(x) \), to \( x_\pm \) as the strip lower (right and left) sides, to \( \tilde{x} \) as the strip top, and to \( \tilde{x}_\pm \) as the strip above (right and left) sides. Note that \( x \) and \( \tilde{x} \) coincide if \( y_M = e_{FS} \).

We define the strip energy associated to a strip \( S(x) \) by

\[ E_{strip}(x) := E_{strip,below}(x) + E_{strip,above}(x), \]

where

\[ E_{strip,below}(x) := w(x)E_{loc}(x) + w_+(x)E_{loc}(x_+) + w_-(x)E_{loc}(x_-) - c_S, \]

\[ E_{strip,above}(x) := w(x)E_{loc}(x) + w_+(x)E_{loc}(x_+) + w_-(x)E_{loc}(x_-) - c_S, \]
Figure 3. For models of types $\mathcal{M}_0^1(z)$ and $\mathcal{M}_1^1(z)$ with $x_F := x_F^0$, the strip $S(x)$ centered at a atom $x \in \partial L_{FS}$ of a crystalline configuration $D_n$ is depicted as an example of a strip containing all the elements $x, x_\pm, \tilde{x}, \tilde{x}_\pm$ with the possibility of the strip center $x$ and the strip top $\tilde{x}$ to coincide if $y_M = \epsilon_{FS}$. The sites indicated by crossed atoms are sites of the planar lattice $\{x_F + k_1 t_1 + k_2 t_2 : k_1, k_2 \in \mathbb{Z}\}$ that surely are not in $D_n$ by definition of $L_F$ and $S(x)$.

with weights $w(x), w_{\pm}(x) \in \{1/4, 1/2, 1\}$ defined by

$$w(x), w_{+}(x), w_{-}(x) := \begin{cases} 
\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right) & \text{if either } z \in Z_S \text{ and } q \neq 1, \\
& \text{or } z \in Z_S^1 \text{ with } z_2 \neq 1 \text{ and } q = p = 1, \\
\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right) & \text{if } z \in Z_S^1 \text{ with } z_2 = 1 \text{ and } q = p = 1, \\
\left(\frac{1}{2}, \frac{1}{4}, \frac{1}{4}\right) & \text{if either } z \in Z_S^0 \text{ and } q = 1, \\
& \text{or } z \in Z_S^1 \text{ with } q = 1 \text{ and } p \neq 1, 
\end{cases}$$

(29)

and

$$E_{\text{strip, above}}(x) := \begin{cases} 
E_{\text{loc}}(\tilde{x}) + w_{+}(\tilde{x})E_{\text{loc}}(\tilde{x}_+) + w_{-}(\tilde{x})E_{\text{loc}}(\tilde{x}_-) & \text{if } \tilde{x} \neq x, \\
w_{+}(\tilde{x})E_{\text{loc}}(\tilde{x}_+) + w_{-}(\tilde{x})E_{\text{loc}}(\tilde{x}_-) & \text{if } \tilde{x} = x 
\end{cases}$$

(30)
with weights \( w_\pm(\tilde{x}) \in \{1/2, 1\} \) given by

\[
w_\pm(\tilde{x}) := \begin{cases} 
1 & \text{if } x_\pm \not\in D_n \cap \partial L_{FS} \text{ or } \tilde{x}_\pm \neq (\tilde{x}_\pm)_x, \\
\frac{1}{2} & \text{if } x_\pm \in D_n \cap \partial L_{FS} \text{ and } \tilde{x}_\pm = (\tilde{x}_\pm)_x.
\end{cases}
\] (31)

2.5. Almost-connected configurations. In this subsection we fix \( x_F := x_F^0 \) and we introduce a weaker notion of connectedness of configurations valid for the models \( M_\Lambda^0(z) \) and \( M_\Lambda^1(z) \), which is needed to treat the situation when the wall parameter \( q \) is not unitary, and so the energy is not invariant with respect to all horizontal translations of configurations. As we refer only to \( M_\Lambda^0(z) \) and \( M_\Lambda^1(z) \), we avoid in the section the dependence on the vectors \( \Lambda \in (\mathbb{R}^+)^3 \) and \( z \in Z_S \).

We recall from Section 2.1 that a configuration \( D_n \) is said to be connected if every \( x \) and \( y \) in \( D_n \) are connected through a path in the bonding graph of \( D_n \), i.e., there exist \( \ell \leq n \) and \( x_k \in D_n \) for \( k := 1, \ldots, \ell \) such that \( |x_k - x_{k-1}| = 1 \), \( x_1 = x \), and \( x_\ell = y \), and we refer to maximal bonding subgraphs of \( D_n \) connected through a path as connected components of \( D_n \).

We say that a configuration \( D_n \) is almost connected if it is connected when \( q = 1 \), and, if there exists an enumeration of its \( k := k_D_n \) connected components, say \( D_i, i = 1, \ldots, k \), such that each \( D_i \) is separated by at most \( q \) from \( \bigcup_{l=1}^{i-1} D_l \) for every \( i = 2, \ldots, n \), when \( q \neq 1 \). We say that a family of connected components of \( D_n \) form an almost-connected component of \( D_n \) if their union is almost connected and, if \( q \neq 1 \), it is distant from all other components of \( D_n \) by more than \( q \).

**Definition 2.2.** Given a configuration \( D_n \in C_n \), we define the transformed configuration \( T(D_n) \in C_n \) of \( D_n \) as

\[
T(D_n) := T_2(T_1(D_n)),
\]

where \( T_1(D_n) \) is the configuration resulting by iterating the following procedure, starting from \( D_n \):

- If there are connected components without any activated bond with an atom of \( \partial L_S \), then select one of those components with lowest distance from \( \partial L_S \);
- Translate the component selected at the previous step of a vector in direction \( -t_2 \) till either a bond with another connected component or with the substrate is activated.

(Notice that the procedure ends when all connected components of \( T_1(D_n) \) have at least a bond with \( \partial L_S \), and \( T_2(T_1(D_n)) \) is the configuration resulting by iterating the following procedure, starting from \( T_1(D_n) \):

- If there are more than one almost-connected component, then select the almost-connected component whose leftmost bond with \( \partial L_S \) is the second (when compared with the other almost-connected components) starting from the left;
- Translate the almost-connected component selected at the previous step of a vector \( -kt_1 \) for some \( k \in \mathbb{N} \) till, if \( q = 1 \), a bond with another connected component is activated.
component is activated, or, if \( q \neq 1 \), the distance with another almost-connected component is less or equal to \( q \);

(notice that the procedure ends when \( T_2(D_n) \) is almost connected).

We notice that the transformed configuration \( T(D_n) \) of a configuration \( D_n \in C_n \) satisfies the following properties:

(i) \( T(D_n) \) is almost connected;
(ii) Each connected component of \( T(D_n) \) includes at least an atom bonded to \( \partial L_S \);
(iii) \( V_n(T(D_n)) \leq V_n(D_n) \) (as no active bond of \( D_n \) is deactivated by performing the transformations \( T_1 \) and \( T_2 \));

and, if \( D_n \) is a minimizer of \( V_n \) in \( C_n \), then

(iv) \( T_1(D_n) = D_n \);
(v) \( T \) consists of translations of the almost-connected components of \( D_n \) with respect to a vector (depending on the component) in the direction \(-t_1\) with norm in \( \mathbb{N} \cup \{0\} \).

Finally we also observe that the definitions of \( T_1 \), \( T_2 \), and \( T \) are independent from \( n \).

2.6. Continuum setting. We define the anisotropic surface tension \( \Gamma : S^1 \rightarrow \mathbb{R} \) as the function for which

\[
\Gamma(\nu(\varphi)) = 2c_F \left( \nu_2(\varphi) - \frac{\nu_1(\varphi)}{\sqrt{3}} \right)
\]

for every

\[
\nu(\varphi) = \begin{pmatrix} -\sin \varphi \\ \cos \varphi \end{pmatrix} \in S^1 \text{ with } \varphi \in \left[0, \frac{\pi}{3}\right],
\]

such that \( \Gamma \circ \nu \) is extended periodically on \( \mathbb{R} \) as a \( \pi/3 \)-periodic function. Notice that \( \Gamma(\pm t_3) = 2c_F \) and that by extending \( \Gamma \) by homogeneity we obtain a convex function, and in particular a Finsler norm on \( \mathbb{R}^2 \).

For every set of finite perimeter \( D \subset \mathbb{R}^2 \setminus S \) we formally define its anisotropic surface energy \( \mathcal{E} \) by

\[
\mathcal{E}_\sigma(D) := \int_{\partial^*D \setminus \partial S} \Gamma(\nu_D) d\mathcal{H}^1 + \sigma \mathcal{H}^1(\partial^*D \cap \partial S)
\]

where \( \partial^*D \) denotes the reduced boundary of \( D \) and \( \sigma \in \mathbb{R} \) is a parameter representing the adhesivity. Notice that in passing from the discrete to the continuum setting \( \sigma \) will be characterized in terms of the parameters of the discrete settings with conditions in particular entailing the lower semicontinuity of \( \mathcal{E}_\sigma \).

2.7. Main results. In this section the main theorems proven in the manuscript are stated. Let us classify all the models \( M_\Lambda(x_F, z) \) of type (18) for interaction vectors \( \Lambda := (e_{FS}, c_F, c_S) \in (\mathbb{R}^+)^3 \), film-lattice centers \( x_F \in \mathbb{R}^2 \setminus \overline{S} \), and wall vectors \( z \in Z^0_S \) such that (13) holds (see Figure 4), in four categories, namely by saying that \( M_\Lambda(x_F, z) \in C_i \) with the classes of models \( C_i := C_i(\Lambda, x_F, z) \) given for \( i = 1, \ldots, 4 \) by:
Figure 4. Example of a model $\mathcal{M}_\Lambda(x_F, z)$ of type (18) with wall vectors $z = (2, 1, 0) \in \mathbb{Z}_S^0$, which is in particular in the class $C_1$.

$C_1$: models with $x_F$ having two substrate neighbors;
$C_2$: models with $x_F$ having exactly one substrate neighbor and

$$(x_F, x_F + qt_1) \cap \partial L_{FS}(x_F, z) = \emptyset;$$

$C_3$: models with $x_F$ having exactly one substrate neighbor and

$$(x_F, x_F + qt_1) \cap \partial L_{FS}(x_F, z) = \{x_F + \frac{q}{2} t_1\}$$

(which implies that $q$ is even);

$C_4$: model with $x_F$ having exactly one substrate neighbor, $q > 2$, and for which there exists $s \in \{1, \ldots, q - 1\} \setminus \{q/2\}$ such that

$$(x_F, x_F + qt_1) \cap \partial L_{FS}(x_F, z) = \{x_F + st_1\}.$$ 

Notice that by the proof of Proposition 4.1 in particular follows that for every model $\mathcal{M}_\Lambda(x_F, z)$ with $z \in \mathbb{Z}_S^0$ there exists a unique $i_0 \in \{1, \ldots, 4\}$ such that $\mathcal{M}_\Lambda(x_F, z) \in C_{i_0}$, and that any model $\mathcal{M}_\Lambda(x_F, z) \in C_i$ for $i \in \{1, \ldots, 4\}$ is such that $\partial L_{FS} := \{x_F + k : k \in L_i\}$ with

$$L_i := \begin{cases} q \mathbb{Z} & \text{if } i = 1, 2, \\ \frac{q}{2} \mathbb{Z} & \text{if } i = 3, \\ q \mathbb{Z} \cup (q \mathbb{Z} + s) & \text{if } i = 4. \end{cases}$$

We begin with the following result that characterizes the wetting regime in terms of a condition only depending on $v_{FF}$ and $v_{FS}$, and the minimizers in such regime, which we denote as wetting configurations. More precisely, we say that a configuration $D_n^w := \{w_1, \ldots, w_n\} \in C_n(x_F)$ is a wetting configuration

- if $D_n^w \subset \partial L_{FS}(x_F, z)$ when either $\mathcal{M}_\Lambda(x_F, z) \in C_i$ for $i = 1, 2$ and $q > 1$, or $\mathcal{M}_\Lambda(x_F, z) \in C_3$ and $q > 2$, or $\mathcal{M}_\Lambda(x_F, z) \in C_4$ and $1 < s < q - 1$;
if $D_n^w \subset \partial L_{FS}(x_F, z)$ and
\[ w_{i+1} := w_i + t_1 \]  
for every $i = 1, \ldots, n$, when either $\mathcal{M}_\Lambda(x_F, z) \in C_i$ for $i = 1, 2$ and $q = 1$ or $\mathcal{M}_\Lambda(x_F, z) \in C_3$ and $q = 2$;

- if $D_n^w \subset \partial L_{FS}(x_F, z)$ and for every $i = 1, \ldots, n$ up to one index in the case $n$ is odd we have that either $w_i + t_1$ or $w_i - t_1$ belongs to $D_n^w$ as well, when $\mathcal{M}_\Lambda(x_F, z) \in C_4$ and $s = 1$ or $s = q - 1$.

**Theorem 2.3** (Wetting regime). For every $n \in \mathbb{N}$ any wetting configuration $D_n^w \in \mathcal{C}_n(x_F)$ satisfies the following two assertions:

(i) $V_n(D_n^w) = \min V_n(D_n)$,

(ii) $V_n(D_n^w) < V_n(D_n)$ for every crystalline configuration $D_n \in \mathcal{C}_n(x_F)$ that is not a wetting configuration,

if and only if

\[
\begin{cases}
    c_S \geq 6c_F & \text{if either } \mathcal{M}_\Lambda(x_F, z) \in C_i \text{ for } i = 1, 2 \text{ and } q > 1, \text{ or } \mathcal{M}_\Lambda(x_F, z) \in C_3 \text{ and } q > 2, \text{ or } \mathcal{M}_\Lambda(x_F, z) \in C_4 \text{ and } 1 < s < q - 1, \\
    c_S \geq 5c_F & \text{if } \mathcal{M}_\Lambda(x_F, z) \in C_4 \text{ and } s = 1 \text{ or } s = q - 1, \\
    c_S \geq 4c_F & \text{if either } \mathcal{M}_\Lambda(x_F, z) \in C_i \text{ for } i = 1, 2 \text{ and } q = 1, \text{ or } \mathcal{M}_\Lambda(x_F, z) \in C_3 \text{ and } q = 2.
\end{cases}
\]  

In particular, for the necessity of (48) it is enough assertion (i), and more specifically that there exists an increasing subsequence $(n_k)_{k \in \mathbb{N}}$ such that $V_{n_k}(D_{n_k}^w) = \min V_{n_k}(D_{n_k})$ holds for every $n_k$.

We refer to (48) as a wetting condition or as the wetting regime, and to the opposite condition, namely

\[
\begin{cases}
    c_S < 6c_F & \text{if either } \mathcal{M}_\Lambda(x_F, z) \in C_i \text{ for } i = 1, 2 \text{ and } q > 1, \text{ or } \mathcal{M}_\Lambda(x_F, z) \in C_3 \text{ and } q > 2, \text{ or } \mathcal{M}_\Lambda(x_F, z) \in C_4 \text{ and } 1 < s < q - 1, \\
    c_S < 5c_F & \text{if } \mathcal{M}_\Lambda(x_F, z) \in C_4 \text{ and } s = 1 \text{ or } s = q - 1, \\
    c_S < 4c_F & \text{if either } \mathcal{M}_\Lambda(x_F, z) \in C_i \text{ for } i = 1, 2 \text{ and } q = 1, \text{ or } \mathcal{M}_\Lambda(x_F, z) \in C_3 \text{ and } q = 2,
\end{cases}
\]  

as the dewetting condition or the dewetting regime. The following result shows that connected components with the largest cardinality of minimizers incorporate the whole mass in the limit.

**Theorem 2.4** (Mass conservation). Assume (36). If $\hat{D}_n$ are minimizers of $V_{n, \Lambda}$ among all crystalline configurations in $\mathcal{C}_n$, i.e.,

\[ V_{n, \Lambda}(\hat{D}_n) = \min_{D_n \in \mathcal{C}_n} V_{n, \Lambda}(D_n), \]  

then for every crystalline configuration $x_F$ and $z$ the connected components with the largest cardinality of minimizers incorporate the whole mass in the limit.
and we select for every $\hat{D}_n$ a connected component $\hat{D}_{n,1} \subset \hat{D}_n$ with largest cardinality, then
\[
\lim_{n \to \infty} \mu_{\hat{D}_n}(\hat{D}_{n,1}) = 1,
\]
where $\mu_{\hat{D}_n}$ are the empirical measure associated to $\hat{D}_n$ defined by (20).

We rigorously prove by $\Gamma$-convergence that the discrete models converge to the continuum model, and in view of the previous result (even in the lack of a direct compactness result for general sequences of minimizers, possibly not almost connected), we prove convergence (up to passing to a subsequence and up to translations) of the minimizers of the discrete models to a bounded minimizer of the continuum model, which in turn is also proven to exist.

**Theorem 2.5 (Convergence of Minimizers).** Assume (36). The following statements hold:

1. The functional
   \[
   E_{n,\Lambda,x_F} := n^{-1/2}(I_{n,\Lambda,x_F} + 6c_F n),
   \]
   where $I_{n,\Lambda,x_F}$ is defined by (22), $\Gamma$-converges with respect to the weak* convergence of measures to the functional $I_{\infty,i}$ defined by
   \[
   I_{\infty,i}(\mu) := \begin{cases} 
   \mathcal{E}_{\sigma}(D_{\mu}), & \text{if there exists } D_{\mu} \subset \mathbb{R}^2 \setminus S \text{ set of finite perimeter} \\
   +\infty, & \text{otherwise},
   \end{cases}
   \]
   for every $\mu \in \mathcal{M}(\mathbb{R}^2)$, where $\rho := 2/\sqrt{3}$ and $\mathcal{E}_{\sigma_i}$ is defined in (33) for an adhesivity $\sigma := \sigma_i$ given for $i = 1, \ldots, 4$ by
   \[
   \sigma_i := \begin{cases} 
   2c_F - \frac{2c_S}{q} & \text{if } i = 1, 3, 4 \text{ and } \mathcal{M}_{\Lambda}(x_F, z) \in C_i, \\
   2c_F - \frac{c_S}{q} & \text{if } i = 2 \text{ and } \mathcal{M}_{\Lambda}(x_F, z) \in C_2.
   \end{cases}
   \]

2. The functional $I_{\infty,i}$ admits a minimizer in
   \[
   \mathcal{M}_W := \left\{ \mu \in \mathcal{M}(\mathbb{R}^2) : \exists \, D \subset \mathbb{R}^2 \setminus S \text{ set of finite perimeter, bounded with } |D| = \frac{1}{\rho}, \text{ and such that } \mu = \rho \chi_D \right\}.
   \]

3. Every sequence $\mu_n \in \mathcal{M}_n(x_F)$ of minimizers of $E_{n,\Lambda,x_F}$ admits, up to translation a subsequence converging with respect to the weak* convergence of measures to a minimizer of $I_{\infty,i}$ in $\mathcal{M}_W$.

Notice that the parameter $\rho := 2/\sqrt{3}$ in the definition of $\mathcal{M}_W$ is related to the fact that we chose the triangular lattice for $\mathcal{L}_F(x_F)$, as $\rho$ is the density of atoms per unit volume of such lattice.
Finally, we observe that as a byproduct of our strategy analogous results as Theorems 2.3, 2.4, and 2.5 are also obtained for any models $\mathcal{M}^1_\Lambda(z)$ with $z \in Z_5^1$ and $\Lambda \in (\mathbb{R}^+)^3$, namely in Theorems 3.4, 3.9, and 3.10, respectively.

3. Model $\mathcal{M}^1_\Lambda(z)$

In this section we prove analogous results of the ones contained in Section 2.7 for the specific model $\mathcal{M}^1_\Lambda(z)$ defined in Section 2.2 for $z \in Z_5^1$ and $\Lambda := (e_{FS}, c_F, c_S) \in (\mathbb{R}^+)^3$, i.e., Theorems 3.4, 3.9, and 3.10, respectively. In this section for simplicity we often avoid indicating the dependence on $x_F := x_F^0$ and on $\Lambda \in (\mathbb{R}^+)^3$ as we only deal with models $\mathcal{M}^1_\Lambda(z)$.

We start by characterizing the wetting regime for the model $\mathcal{M}^1_\Lambda(z)$. In the following we say that a configuration $D_w^n := \{w_1, \ldots, w_n\} \in \mathcal{C}_n$ is a wetting configuration for $\mathcal{M}^1_\Lambda(z)$ if:

- $D_w^n \subset \partial L_{FS}(z)$ for $z \in Z_5^1$ with $r > 1$ (and so $q > 2$);
- $D_w^n := \{w_1, \ldots, w_n\} \subset \partial L_{FS}(z)$ with
  \[ w_{i+1} := w_i + t_1 \quad (41) \]
  for every $i = 1, \ldots, n$, for $z \in Z_5^1$ with $r = 1$ and $q = 2$;
- $D_w^n := \{w_1, \ldots, w_n\} \in L_{FS}(z)$ such that for every $i = 1, \ldots, n$ up to one index in the case $n$ is odd we have that either $w_i + t_1$ or $w_i - t_1$ belongs to $D_w^n$ as well, for $z \in Z_5^1$ with $r = 1$ and $q > 2$.

**Proposition 3.1.** Let $n \in \mathbb{N}$ and $z \in Z_5^1$ with $r > 1$ (and so $q > 2$). Any wetting configuration $D_w^n \subset \partial L_{FS}(z)$ satisfies the following two assertions:

(i) $V_n(D_w^n) = \min V_n(D_n)$,
(ii) $V_n(D_w^n) < V_n(D_n)$ for any $D_n$ that is not a wetting configuration,

if and only if
\[ c_S \geq 6c_F. \quad (42) \]

**Proof.** The proof is the same as the proof of Proposition 3.1 in [25] for the model $\mathcal{M}^0$ with $q \neq 1$, by observing that
\[ V_n(D_w^n) = -c_S n. \quad (43) \]
also with respect to the model $\mathcal{M}^1_\Lambda(z)$ for the conditions of the assertion on the wall parameters.

We now consider the case of $z \in Z_5^1$ with $r = 1$ and $q = 2$ (for which $\mathcal{M}^1_\Lambda(q, r) = \mathcal{M}^0_\Lambda(1, q/2)$ as observed in Section 2.2) where it is possible for connected configurations to have all atoms bonded with a substrate atom.

**Proposition 3.2.** Let $n \in \mathbb{N}$ and $z \in Z_5^1$ with $r = 1$ and $q = 2$. Any wetting configuration $D_w^n \subset \partial L_{FS}(z)$ satisfies the following two assertions:
\( (i) \ V_n(D_n^w) = \min V_n(D_n) \),
\( (ii) \ V_n(D_n^w) < V_n(D_n) \) for any \( D_n \) that is not a wetting configuration,

if and only if
\[
\begin{align*}
\text{if } c_S \geq 4c_F. 
\end{align*}
\] (44)

Proof. The proof is the same as the proof of Proposition 3.2 in [25] for the model \( M^0 \) with \( q = 1 \), by observing that
\[
V_n(D_n^w) = -cSn - 2cF(n - 1) \tag{45}
\]
also with respect to the model \( M_1^\Lambda(z) \) for the conditions of the assertion on the wall parameters.

We finally address the remaining case of \( r = 1 \) and \( q > 2 \) for which we notice that
\[
\partial L_{FS} \text{ contains separated pairs of neighboring film atoms.}
\]

Proposition 3.3. Let \( n \in \mathbb{N} \) and \( z \in \mathbb{Z}_+ \) with \( r = 1 \) and \( q > 2 \). Any wetting configuration \( D_n^w \subset \partial L_{FS}(z) \) satisfies the following two assertions:
\( (i) \ V_n(D_n^w) = \min V_n(D_n), \)
\( (ii) \ V_n(D_n^w) < V_n(D_n) \) for any \( D_n \) that is not a wetting configuration,

if and only if
\[
\begin{align*}
\text{if } n \text{ is odd, and } & \quad V_n(D_n^w) = -cSn - cFn. \\
\text{if } n \text{ is even, and } & \quad V_n(D_n^w) = -cSn - cF(n - 1) - 6cF(n - 1) - 4cF. 
\end{align*}
\] (46)

Proof. The proof is based on the same arguments employed for previous two propositions and on the following observations. Note that (i) easily follows from (ii) and the fact that any wetting configuration \( D_n^w \) for \( r = 1 \) and \( q > 2 \) has the same energy given by
\[
V_n(D_n^w) = -cSn - cF(n - 1). \tag{47}
\]
if \( n \) is odd, and
\[
V_n(D_n^w) = -cSn - cF(n - 1) - 6cF\ell - 4cF.
\]
if \( n \) is even.

For the sufficiency of (46) in order to prove (ii) we proceed by induction on \( n \). We first notice that (ii) is trivial for \( n = 1 \). Then, we assume that (ii) holds true for every \( k = 1, \ldots, n - 1 \) and prove that it holds also for \( n \). Let \( D_n \) be a crystalline configuration that is not a wetting configuration for \( r = 1 \) and \( q > 2 \). We can assume without loss of generality that \( D_n \cap (\mathbb{R} \times \{ s > e_S \}) \neq \emptyset \) because if not, we can easily see that the energy of \( D_n \) is higher than the energy of \( D_n^w \) at least by \( c_S - 2cF \), which is positive by (46), since the elements in \( D_n \setminus \partial L_{FS} \neq \emptyset \) have at most two film bonds and no substrate bonds. Let \( L \) be the last line in \( \mathbb{R} \times \{ s > 0 \} \) parallel to \( t_1 \) that intersects \( D_n \) by moving upwards from \( \mathbb{R} \times \{ s \in \partial L_{FS} \} \) (which exists since \( D_n \) has a finite number of atoms). We can then use the same argument used for [25, Eq. (36)] to prove that
\[
V_n(D_n) \geq V_{n-\ell}(D_n \setminus L) - 6cF(\ell - 1) - 4cF
\]
and hence, by induction hypothesis if \( n \) is odd (the other case being analogous), we have that
\[
V_n(D_n) \geq V_{n-\ell}(D_n \setminus L) - 6c_F(\ell - 1) - 4c_F > V_{n-\ell}(D_n \setminus L) - 6c_F\ell \\
> -c_S(n - \ell) - c_F(n - \ell - 1) - 6c_F\ell \geq -c_Sn \\
> -c_S(n - \ell) - (c_F(n - \ell - 1) + c_F\ell) - 5c_F\ell \\
\geq -c_Sn - c_F(n - 1) = V_n(D_n^w),
\]
where we used (46) in the last inequality and (47) in the last equality.

In order to prove the necessity of (46) for assertions (i) and (ii), we consider the Wulff shape with \( n \) atoms in \( \mathbb{R} \times \{ s > e_{FS} \} \) which has energy \(-6c_Fn + C\sqrt{n}\) for some constant \( C > 0 \), and observe that
\[-c_Sn - c_Fn < -6c_Fn + C\sqrt{n}\]
by assertion (ii). From dividing by \( n \) and letting \( n \to \infty \) we obtain (46).

We are now ready to characterize the wetting regime for the models \( M_1^A(z) \). We refer to (42), (44) and (46) as wetting conditions.

**Theorem 3.4** (Wetting regime for \( M_1^A(z) \)). For every \( n \in \mathbb{N} \) any wetting configuration \( D_n^w \in \mathcal{C}_n \) satisfies the following two assertions:

(i) \( V_n(D_n^w) = \min V_n(D_n) \),

(ii) \( V_n(D_n^w) < V_n(D_n) \) for every crystalline configuration \( D_n \in \mathcal{C}_n \) that is not a wetting configuration,

if and only if
\[
\begin{align*}
c_S &\geq 6c_F \quad \text{if } z \in Z_1^S \text{ with } r > 1 \text{ (and so } q > 2), \\
c_S &\geq 5c_F \quad \text{if } z \in Z_1^S \text{ with } r = 1 \text{ and } q > 2, \\
c_S &\geq 4c_F \quad \text{if } z \in Z_1^S \text{ with } r = 1 \text{ and } q = 2.
\end{align*}
\]

(48)

In particular, for the necessity of (48) it is enough assertion (i), and more specifically that there exists an increasing subsequence \( (n_k)_{k \in \mathbb{N}} \) such that \( V_{n_k}(D_{n_k}^w) = \min V_{n_k}(D_{n_k}) \) holds for every \( n_k \).

**Proof.** The first assertion directly follows from Propositions 3.1, 3.2, and 3.3 for \( z \in Z_1^S \), while the second assertion is a direct consequence of the limiting procedure in the proofs of the necessity of the wetting conditions of such results.

□
We now move on studying the dewetting regime for the model $\mathcal{M}_1(z)$. Therefore, in the remaining part of this section we work only under the assumption

$$
\begin{cases}
  c_S < 6c_F & \text{if } z \in Z_S^1 \text{ with } r > 1 \text{ (and so } q > 2), \\
  c_S < 5c_F & \text{if } z \in Z_S^1 \text{ with } r = 1 \text{ and } q > 2, \\
  c_S < 4c_F & \text{if } z \in Z_S^1 \text{ with } r = 1 \text{ and } q = 2.
\end{cases} \tag{49}
$$

We begin by establishing a lower bound uniform for every $x \in D_n \cap \partial \mathcal{L}_{FS}$ in terms of $c_F$ and $c_S$ of the strip energy $E_{\text{strip}}(x)$ defined in Section 2.4.

**Lemma 3.5.** If (49) holds, then

$$E_{\text{strip}}(x) \geq \Delta_{\text{strip}}$$

with

$$\Delta_{\text{strip}} := \begin{cases}
  6c_F - c_S & \text{if } z \in Z_S^1 \text{ with } r > 1 \text{ (and so } q > 2), \\
  5c_F - c_S & \text{if } z \in Z_S^1 \text{ with } r = 1 \text{ and } q > 2, \\
  4c_F - c_S & \text{if } z \in Z_S^1 \text{ with } r = 1 \text{ and } q = 2.
\end{cases} \tag{50}$$

for every $x \in D_n \cap \partial \mathcal{L}_{FS}$.

**Proof.** Fix $x \in D_n \cap \partial \mathcal{L}_{FS}$. We begin by observing that the strip center $x$ surely misses the bonds with the atoms missing at the 2 positions $x - t_2 + kt_1$ for $k = 0, 1$ as shown in Figure 3. Furthermore, either $x$ misses the bond with $x_-$, or $x_-$ misses the bonds with the 2 positions $x - t_2 + kt_1$ for $k = -1, 0$ (which in the strip energy are counted with half weights). We can reason similarly for $x_+$. Therefore, by the definition of energy of the low strip $E_{\text{strip, below}}$, we obtain that

$$E_{\text{strip, below}} \geq \begin{cases}
  4c_F - c_S & \text{if } z \in Z_S^1 \text{ with } r > 1 \text{ (and so } q > 2), \\
  3c_F - c_S & \text{if } z \in Z_S^1 \text{ with } r = 1 \text{ and } q > 2, \\
  2c_F - c_S & \text{if } z \in Z_S^1 \text{ with } r = 1 \text{ and } q = 2.
\end{cases}
$$

The analysis of $E_{\text{strip, above}}$ is exactly the same as in [25, Lemma 4.1] since $E_{\text{strip, above}}$ for $\mathcal{M}_1 z$ for $z \in Z_S^1$ is defined as for $\mathcal{M}_0$. In particular, the terms related to the triple $\tilde{x}, \tilde{x}_+, \text{ and } \tilde{x}_-$ give always a contribution in the strip energy $E_{\text{strip}}$ of at least $2c_F$.

\[\square\]

In the following result by employing a similar non-local strip argument of [25, Lemma 4.2] related to the more involved definition of the strip $\mathcal{S}$ of Section 2.4 we can show that the energy $V_n(D_n)$ of any crystalline configuration $D_n$ is bounded from below by $-6c_F n$ plus a positive deficit due to the contribution of the boundary of $D_n$, i.e., where atoms have less than 6 film bonds and could have a bond with the substrate.

**Lemma 3.6.** If (49) holds, then there exists $\Delta > 0$ such that

$$V_n(D_n) \geq -6c_F n + \Delta \# \partial D_n \tag{51}$$

for every crystalline configuration $D_n \subset \mathcal{L}_F$. Furthermore, the following two assertions are equivalent:
(i) There exists a constant $C > 0$ such that $\#\partial D_n \leq C\sqrt{n}$ for every $n \in \mathbb{N}$,
(ii) There exists a constant $C' > 0$ such that $E_n(\mu_{D_n}) \leq C'$ for every $n \in \mathbb{N}$.

Proof. The proof is analogous to the proof of [25, Lemma 4.2] where instead of [25, Lemma 4.1] we apply Lemma 3.5. In fact, by (24) and (27) we observe that also by the careful choice of the weights (29a)-(29b) in (28), besides of the choice of weights (31) in (30), we have that

$$6c_F n + V_n(D_n) = \sum_{x \in D_n} \left( \sum_{y \in D_n \setminus \{x\}} v_{FF}(|x-y|) + 6c_F \right) + \sum_{x \in D_n} v^1(x)$$

$$= \sum_{x \in D_n} E_{loc}(x) + \sum_{x \in D_n} v^1(x)$$

$$\geq \sum_{x \in D_n \cap \partial L_{FS}} E_{strip}(x) + \sum_{x \in D_n \setminus S(\partial L_{FS})} E_{loc}(x). \quad (52)$$

with

$$S(\partial L_{FS}) = S_{D_n}(\partial L_{FS}) := \{ y \in S(x) : x \in D_n \cap \partial L_{FS} \}, \quad (53)$$

where we used that $v^1(x) = 0$ for every $x \in D_n \setminus \partial L_{FS}$, since the local energy $E_{loc}(x)$ of every film atom in $D_n \cap \partial L_{FS}$ is counted at most once.

In view of the previous lower bound for the energy of a configuration $D_n$ we are able to compensate the negative contribution coming at the boundary from the interaction with the substrate obtaining the following compactness results.

**Proposition 3.7.** Assume that (49) holds. Let $D_n \in \mathcal{C}_n$ be almost-connected configurations such that

$$V_n(D_n) \leq -6c_F n + C n^{1/2} \quad (54)$$

for a constant $C > 0$. Then there exist an increasing sequence $n_r$, $r \in \mathbb{N}$, and a measure $\mu \in \mathcal{M}(\mathbb{R}^2)$ with $\mu \geq 0$ and $\mu(\mathbb{R}^2) = 1$ such that $\mu_r \rightharpoonup \mu$ in $\mathcal{M}(\mathbb{R}^2)$, where $\mu_r := \mu_{D_{nr}(.+a_{nr})}$ for some translations $a_n \in \mathbb{R}^2$ (see (20) for the definition of the empirical measures $\mu_{D_{nr}}$). Moreover, if $D_n \in \mathcal{C}_n$ are minimizers of $V_n$ in $\mathcal{C}_n$, then we can choose $a_n = t_n t_1$ for integers $t_n \in \mathbb{Z}$.

Proof. The proof follows the same strategies employed for the proof of [25, Proposition 4.3], where instead of applying [25, Lemma 4.2] we apply the previously proven Lemma 3.6. □

We are now ready to state the following compactness result which is a consequence of Proposition 3.7 and of the definition of transformed configuration $\mathcal{T}(D_n)$ associated to a configuration $D_n$ provided in Definition 2.2 (see also [25, Theorem 4.1] and [2, Theorem 1.1]).
Theorem 3.8 (Compactness). Assume that (49) holds. Let $D_n \in \mathcal{C}_n$ be configurations satisfying (54) and let $\mu_n := \mu_{\mathcal{T}(D_n)}$ be the empirical measures associated to the transformed configurations $\mathcal{T}(D_n) \in \mathcal{C}_n$ associated to $D_n$ by Definition 2.2. Then, up to translations (i.e., up to replacing $\mu_n$ by $\mu_n(\cdot + a_n)$ for some $a_n \in \mathbb{R}^2$) and a passage to a non-relabelled subsequence, $\mu_n$ converges weakly* in $\mathcal{M}(\mathbb{R}^2)$ to a measure $\mu \in \mathcal{M}_W$, where $\mathcal{M}_W$ is defined in (58). Furthermore, if $D_n \in \mathcal{C}_n$ are minimizers of $V_n$ in $\mathcal{C}_n$, then we can choose $a_n = t_n t_1$ for integers $t_n \in \mathbb{Z}$.

The next results allows to overcome the issue of compactness for not almost-connected configurations (without using associated transformed configurations as in Theorem 3.8), as it shows that mass is preserved in the limit by carefully selecting connected components of minimizers.

Theorem 3.9 (Mass conservation). Assume that (49) holds. If $\hat{D}_n$ are minimizers of $V_{n,\Lambda}$ among all crystalline configurations in $\mathcal{C}_n$, i.e.,

$$V_{n,\Lambda}(\hat{D}_n) = \min_{D_n \in \mathcal{C}_n} V_{n,\Lambda}(D_n),$$

and we select for every $\hat{D}_n$ a connected component $\hat{D}_{n,1} \subset \hat{D}_n$ with largest cardinality, then

$$\lim_{n \to \infty} \mu_{\hat{D}_n}(\hat{D}_{n,1}) = 1,$$

where $\mu_{\hat{D}_n}$ are the empirical measure associated to $\hat{D}_n$ defined by (20).

The proof of Theorem 3.9 is exactly the same as for the analogous [25, Theorem 2.3] and it actually depends on the first two assertions of the following theorem (whose statement we postpone below as it requires some adjustment in the proof): first one establishes the $\Gamma$-convergence result (see Assertion 1 of Theorem 3.10), which together with Theorem 3.8 implies the existence of minimizer (see Assertion 2 of Theorem 3.10) for the limiting functional $I_{\infty,4}$ defined in (56), then, one shows that it is impossible for a sequence of minimizers of $E_{n,\Lambda,x_F}$ to have a subsequence of disconnected components with significant mass, since this would imply that there exists a disconnected minimizer of $I_{\infty,4}$, which it is an absurd by scaling arguments.

Theorem 3.10 (Convergence of Minimizers). Assume that (49) holds. The following statements hold:

1. The functional

$$E_{n,\Lambda,x_F} := n^{-1/2}(I_{n,\Lambda,x_F} + 6c_F n),$$

where $I_{n,\Lambda,x_F}$ is defined by (22), $\Gamma$-converges with respect to the weak* convergence of measures to the functional $I_{\infty,4}$ defined by

$$I_{\infty,4}(\mu) := \begin{cases} 
\mathcal{E}_{\sigma_4}(D_\mu), & \text{if there exists } D_\mu \subset \mathbb{R}^2 \setminus S \text{ set of finite perimeter} \\
\infty, & \text{otherwise}
\end{cases}$$

with $|D_\mu| = 1/\rho$ such that $\mu = \rho \chi_{D_\mu}$, (56)
for every $\mu \in \mathcal{M}(\mathbb{R}^2)$, where $\rho := 2/\sqrt{3}$ and $E_{\sigma_4}$ is defined in (33) for an adhesivity $\sigma := \sigma_4$ where

$$\sigma_4 := 2c_F - \frac{2c_S}{q}. \quad (57)$$

2. The functional $I_{\infty,4}$ admits a minimizer in

$$\mathcal{M}_W := \left\{ \mu \in \mathcal{M}(\mathbb{R}^2) : \exists \ D \subset \mathbb{R}^2 \setminus S \text{ set of finite perimeter, bounded} \right. \left. \text{with } |D| = \frac{1}{\rho}, \text{ and such that } \mu = \rho \chi_D \right\}. \quad (58)$$

3. Every sequence $\mu_n \in \mathcal{M}_n$ of minimizers of $E_{n,\Lambda,xF}$ admits, up to translation a subsequence converging with respect to the weak* convergence of measures to a minimizer of $I_{\infty,4}$ in $\mathcal{M}_W$.

To prove Theorem 3.10 we follow the proof of [25, Theorem 2.4], which consists in proving the lower and the upper bound established in [25, Theorems 5.3 and 6.1], respectively. The upper bound can be proven in the exact same way as done in [25, Theorem 6.1]: the set $D \subset \mathbb{R}^2 \setminus S$ of finite perimeter satisfying $|D| = 1/\rho$ is approximated first by smooth bounded sets, then by polygons, then by polygons with vertices on the lattice, and finally by the sequence of configurations $(D_n)_{n \in \mathbb{N}}$ such that $D_n \in \mathcal{C}_n$, $\mu_{D_n} \rightharpoonup^{\ast} \rho \chi_D$ and $I_{n,\Lambda,xF}(\mu_{D_n}) \to I_{\infty,4}(\rho \chi_D)$.

The lower bound can be proven by an adaptation of the arguments of the proof of [25, Theorem 5.3]. We first describe the overall strategy and then highlight the main differences in such arguments in the proof below.

The strategy consists in associating to each configuration $D_n$ an auxiliary set $H'_n$ such that $\chi_{H'_n}$ converges in $BV_{loc}$ to $\chi_D$ (see also [2]) in order to transfer the problem on the surface energy functionals analyzed in, e.g., [3]. Furthermore, by fixing $\delta > 0$ we reduce the analysis to the region $\{ x \in \mathbb{R}^2 : 0 \leq x_2 \leq \delta \}$, since outside of it one can simply use Reshetnyak Lower-Semiconinuity Theorem. For the points $x \in \partial^* D \cap \{ x_2 = 0 \}$ one obtains the lower bound by using the fact that for $n$ large enough the upper half of an arbitrary small square with center in $x$ and sides parallel to the coordinate axes is “approximately filled” by the set $H'_n$ and hence, containing in the worst case all the atoms that have substrate neighbors, whose energy density is $-2c_S/q$. However, also the other atoms without substrate neighbors must be contained, and every boundary atom in such upper half of the arbitrary small square on every line perpendicular to $x_2 = 0$ brings the energy density of $2c_F$. Furthermore, one proves that for each $x \in \{ x_2 = 0 \} \setminus \partial^* D$ there is no negative energy contribution coming from the atoms with substrate neighbors that are contained in the upper half of an arbitrary small square centered at $x$ by employing, under the dewetting condition (49), the continuum analogue of the strip argument described in Lemma 3.5 to exploit that $H'_n$ “vanishes” in such arbitrary small square around $x$ for $n$ large enough. Finally, $\delta$ is sent to zero obtaining the lower bound.

Proof. We now detail the adaptations needed in the arguments of the strategy used in [25, Theorem 5.3] (and described above) to prove the lower bound. Such adaptations
are needed exclusively for the case with \( r = 1 \) and \( q > 2 \). Furthermore, we refer only to the modifications in Step 1 of the proof of [25, Theorem 5.3] since the modifications of Step 2 are analogous, and Step 3 is exactly the same. We need to directly refer to the notations introduced in [25, Section 5] to describe the two needed adaptations.

The first modification relates to [25, Eq. (69)] that in our setting becomes

\[
2c_F \zeta_1^M(y') - c_S \zeta_2^M(y') = \lim_{\varepsilon \to 0} \frac{2c_F \kappa_1^M(Q_\varepsilon(y')) - c_S \kappa_2^M(Q_\varepsilon(y'))}{\varepsilon} = \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{\kappa_n(Q_\varepsilon(y'))}{\varepsilon} \geq 2/q(2c_F - c_S) + (\alpha - 2/q)2c_F \varepsilon,
\]

since in our setting

\[
k_1(n) \leq 2 \left[ \sqrt{\frac{n\varepsilon}{q}} \right]
\]

because in a period of \( q \) film atoms in \( \partial \mathcal{L}_F \) at most two of them can be bonded with the substrate.

The second modification is required to show that points that do not belong to the set \( \partial^* D \) do not bring negative contribution to limiting energy of the type \( E_\sigma \). To this end, we need to redefine the set \( \tilde{K}_{n,\varepsilon}(y') \) with

\[
\tilde{K}_{n,\varepsilon}(y') := \left\{ a_0 \in K_{n,\varepsilon}(y') : \exists i, j \in \{-1, 0, 1\} \text{ such that } |\tilde{O}_n^{a_i,j} \cap H'_n \cap Q_\varepsilon(y')| > \frac{\varepsilon}{8\sqrt{n}} \right\}
\]

for \( y' \) being an arbitrary point in \( \{x_2 = 0\} \setminus \partial^* D \), so that instead of [25, Eq. (71)] (again as the consequence of [25, Eq. (70)]) we conclude that

\[
\#(\tilde{K}_{n,\varepsilon}(y')) \leq 16\alpha \varepsilon \sqrt{n} + 2,
\]

from which it follows that

\[
\sum_{a_0 \in \tilde{K}_{n,\varepsilon}(y')} \kappa_n^M(\tilde{O}_n^{a_0}) \geq -|2c_F - c_S|(16\alpha \varepsilon \sqrt{n} + 2) \frac{1}{\sqrt{n}} \tag{59}
\]

(analogously as [25, Eq. (72)] was deduced). It remains to prove that in view of (59) any \( a_0 \in K_{n,\varepsilon}(y') \setminus \tilde{K}_{n,\varepsilon}(y') \) does not give, for \( n \) large enough, negative contribution to the limiting energy. In this regard, we notice that due to the different wetting condition of our setting we obtain

\[
\sum_{a_0 \in K_{n,\varepsilon}(y') \setminus \tilde{K}_{n,\varepsilon}(y')} \kappa_n^M(\tilde{O}_n^{a_0}) \geq (5c_F - c_S)\frac{\#(K_{n,\varepsilon}(y') \setminus \tilde{K}_{n,\varepsilon}(y'))}{\sqrt{n}} \geq 0 \tag{60}
\]

in place of [25, Eq. (74)]. We now analyze only the case when \( a_1 \) or \( a_{-1} \) being the film neighbors of \( a_0 \) in \( \partial \mathcal{L}_FS/\sqrt{n} \), belong to \( (D_n \cap \partial \mathcal{L}_FS)/\sqrt{n} \), since if this is not the case the analysis goes in the completely same way as in the proof of [25, Theorem 5.3]. Without loss of generality we assume that \( a_1 \in (D_n \cap \partial \mathcal{L}_FS)/\sqrt{n} \) (and so \( a_{-1} \notin (D_n \cap \partial \mathcal{L}_FS)/\sqrt{n} \).
Instead of [25, Eq. (73)] we just need to show that
\[ \mathcal{H}^1(\partial H'_n \cap Q_e(g') \cap (\tilde{O}_{a0}^n \cup \tilde{O}_{a1}^n)) \geq \frac{5}{\sqrt{n}} \] (61)
by considering the following three options:

1) both of the strips \( \tilde{O}_{a0}^{n-1} \) and \( \tilde{O}_{a1}^{n+1} \) have empty intersection with \( H'_n \);
2) one of the strips \( \tilde{O}_{a0}^{n-1} \) and \( \tilde{O}_{a1}^{n+1} \) has empty intersection with \( H'_n \);
3) none of the strips \( \tilde{O}_{a0}^{n-1} \) and \( \tilde{O}_{a1}^{n+1} \) has empty intersection with \( H'_n \).

For simplicity we address only the first options (being the other analogous to options
(2) and (3) in Step 1 of the proof of [25, Theorem 5.3]): Both \( a_0 \) and \( a_1 \) miss both
either four or five film neighbors. In the case they miss five neighbors (and thus all film
neighbors besides each other) we easily obtain (61) by analyzing the associated set \( H'_n \).
In the case when they miss four film neighbors it follows that \( a_0 + t_2 \in D_n \), which misses
two neighbors and thus (61) can also be easily deduced.

This conclude the modifications of the arguments. \( \square \)

4. Proofs of main results

In order to prove the main results contained in Section 2.7 we need to address the
case \( x_F \neq x_F^0 \), which is related neither to models \( M_\Lambda^0(z) \) nor to models \( M_\Lambda^1(z) \).

We start by considering models \( M_\Lambda(x_F, z) \) defined for vector parameters \( \Lambda \in (\mathbb{R}^+)^3 \)
and \( z = (p, q, 0) \in Z_0^0 \) such that \( \text{dist}(\partial \mathcal{L}_F, \partial \mathcal{L}_S) = e_{FS} \). The next result allows us to
overcome this issue by using the notion of model equivalence introduced in Section 2.2,
by proving that such models \( M_\Lambda(x_F, z) \) are equivalent either to \( M_\Lambda^0(z') \) or to \( M_\Lambda^1(z'') \)
for proper choices of \( \Lambda', \Lambda'' \in (\mathbb{R}^+)^3 \), \( z' \in Z_0^S \) and \( z'' \in Z_0^S \).

**Proposition 4.1.** Let \( \Lambda = (e_{FS}, c_{FS}, c_S) \in (\mathbb{R}^+)^3 \), \( x_F \in \mathbb{R}^2 \setminus \overline{S} \), and \( z = (p, q, 0) \in Z_0^S \)
such that (17) holds. Then the model \( M_\Lambda(x_F, z) \) is equivalent to

1. \( M_\Lambda^0(1, q) \) with \( \Lambda' = (e_{FS}, c_{FS}, 2c_S) \), if \( M_\Lambda(x_F, z) \in C_1 \);
2. \( M_\Lambda^0(1, q) \), if \( M_\Lambda(x_F, z) \in C_2 \);
3. \( M_\Lambda^1(1, q/2) \), if \( M_\Lambda(x_F, z) \in C_3 \);
4. \( M_\Lambda^1(q, r) \) with

\[ r := \begin{cases} 
  s & \text{if } s < \frac{q}{2}, \\
  q - s & \text{if } s > \frac{q}{2},
\end{cases} \]

if \( M_\Lambda(x_F, z) \in C_4 \).

**Proof.** In the following we denote by *film site* any site of the film lattice. We proceed
by treating separately the following different situations, which depend on the relative
positioning of the lattices \( \mathcal{L}_F(x_F) \) and \( \mathcal{L}_S(z) \):

1) There exists a film site \( a \in \partial \mathcal{L}_{FS}(x_F, z) \) that is bonded with (at least) two
substrate atoms in \( \partial \mathcal{L}_S(z) \). We notice that every film site can have at most two
substrate neighbors (which then have to also be mutually neighbors) as directly follows from (17).

2) Every film site in \( \partial L_{FS}(x_F, z) \) is bonded with exactly zero or exactly one substrate atoms. For this situation we further distinguish the following cases:

2a) there exists at least a substrate atom that is bonded with (at least) two film sites;

2b) every substrate atom is bonded with exactly zero or exactly one film site.

In each of the above situation we will identify the corresponding category \( C_i \) for \( i = 1, \ldots, 4 \) and the equivalence class for the models in such situations.

We begin by analyzing 1) First we observe that every film site that has a substrate neighbor needs to actually have two substrate neighbors (which then necessarily need to be mutual neighbors). In fact, as a consequence of the fact that both \( \partial L_S \) and \( \partial L_F \) are \( q \) periodic there exist \( a_1, a_2 \in \partial L_{FS}(x_F, z) \) such that \( a_1 \) is bonded with \( s_1 \in \partial L_S(z) \) and \( s'_1 = s_1 + (e_S, 0) \in \partial L_S(z) \), and \( a_2 \) is bonded with \( s_2 \in \partial L_S(z) \). We denote by \( s_{a_1} \) and \( s_{a_2} \) the projections on \( \partial L_S(z) \) of \( a_1 \) and \( a_2 \), respectively, and let \( s'_2 := s_2 + (e_S, 0) \in \partial L_S(z) \) and \( s'_2 := s_2 - (e_S, 0) \in \partial L_S(z) \). We have that \( \text{dist}(a_\alpha, s_\alpha) = e_{FS}, \quad \text{dist}(a_\alpha, s_{a_\alpha}) = \sqrt{(e_{FS})^2 - (e_S/2)^2}, \) for \( \alpha = 1, 2 \), and \( \text{dist}(a_1, s'_1) = e_{FS} \). Thus, we deduce that the triangle whose vertices are \( s_2, s_{a_2}, a_2 \) is either the translation of the triangle whose vertices are \( s_1, s_{a_1}, a_1 \), or the translation of the triangle \( s'_1, s_{a_1}, a_1 \). In the former case we deduce that \( \text{dist}(a_2, s'_2) = e_{FS} \), while in the latter case we have \( \text{dist}(a_2, s'_2) = e_{FS} \), which gives the claim that \( a_2 \) has also two substrate neighbors.

Let us now denote by \( a_1, a_2 \in \partial L_{FS}(x_F, z) \), say \( a_2 \) on the right of \( a_1 \), two closest film sites in \( \partial L_{FS}(x_F, z) \). Since \( \text{dist}(a_1, a_2) \) is an integer multiple of \( e_S \), it has also to be a multiple of \( q \). On the other hand since the reference lattices are \( qt_1 \) periodic we have that \( \text{dist}(a_1, a_2) \leq q \) and hence, we conclude \( \text{dist}(a_1, a_2) = q \) and

\[
\partial L_{FS}(x_F, z) = \{ x_F + k : k \in q\mathbb{Z} \}.
\]

From this we deduce that in any model \( M_\Lambda(x_F, z) \) satisfying 1. belongs to class \( C_1 \) and is equivalent with the model \( M'_{\Lambda'}(1, q) \) with \( \Lambda' := (e_{FS}, c_F, 2c_S) \).

We now pass to the situation 2) and in particular to 2a) and easily deduce that in this case all substrate atoms are connected with exactly zero or exactly two film (neighboring) atoms, and if \( s_1, s_2 \in \partial L_S(z) \) are two closest substrate atoms that are bonded with film sites, then \( \text{dist}(s_1, s_2) = q \) and the set of all substrate atoms that are bonded with film sites is given by

\[
\{ s_1 + k : k \in q\mathbb{Z} \}.
\]

For 2a) it remains to determine the corresponding category \( C_i \) for \( i = 1, \ldots, 4 \) find the equivalence class:

- if \( q = 1 \) then \( \partial L_{FS}(x_F, z) = \partial L_F(x_F) \) and every film site in \( \partial L_{FS}(x_F, z) \) is bonded with exactly two substrate atoms. Moreover, since (17) holds, every substrate atom in \( \partial L_S(z) \) is bonded with two film sites. This implies that the model \( M_\Lambda(x_F, z) \) belongs to the class \( C_1 \) and is equivalent to \( M'_{\Lambda'}(1, q) \), where \( \Lambda' = (e_{FS}, c_F, 2c_S) \).
- if \( q = 2 \) then again \( \partial \mathcal{L}_F(x_F) = \partial \mathcal{L}_{FS}(x_F, z) \) and every film site in \( \partial \mathcal{L}_{FS}(x_F, z) \) is bonded with exactly one substrate atom. Moreover, since (17) holds and every substrate atom in \( \partial \mathcal{L}_S(z) \) is bonded with one film site, this implies that the model \( \mathcal{M}_\Lambda(x_F, z) \) belongs to the class \( C_3 \) and is equivalent to \( \mathcal{M}_\Lambda^0(1, 1) \).

- if \( q \geq 3 \) then

\[
\partial \mathcal{L}_{FS}(x_F, z) = \{ x_F + k : k \in q\mathbb{Z} \cup (q\mathbb{Z} + 1) \},
\]

or

\[
\partial \mathcal{L}_{FS}(x_F, z) = \{ x_F + k : k \in q\mathbb{Z} \cup (q\mathbb{Z} - 1) \}
= \{ (x_F - 1) + k : k \in q\mathbb{Z} \cup (q\mathbb{Z} + 1) \}.
\]

Thus, both situations imply that the model \( \mathcal{M}_\Lambda(x_F, z) \) belongs to the class \( C_4 \) with \( r = 1 \) and the model \( \mathcal{M}_\Lambda(x_F, z) \) is equivalent to \( \mathcal{M}_\Lambda^1(q, 1) \).

It remains to analyze the situation 2b). Fix an arbitrary film site \( a_1 \in \partial \mathcal{L}_{FS}(x_F, z) \) bonded with a substrate atom \( s_1 \in \partial \mathcal{L}_S(z) \). Let us denote the closest film site on the right of \( a_1 \) that is bonded with a substrate atom by \( a_2 \in \partial \mathcal{L}_{FS}(x_F, z) \) and the closest film site on the right of \( a_2 \) that is bonded with a substrate atom by \( a_3 \in \partial \mathcal{L}_{FS}(x_F, z) \). Furthermore, we denote by \( s_2, s_3 \in \partial \mathcal{L}_S(z) \) the substrate neighbors of \( a_2, a_3 \in \partial \mathcal{L}_{FS}(x_F, z) \), respectively. We also denote by \( s_{a_i} \) the projections of \( a_i \) on \( \partial \mathcal{L}_S(z) \) for \( i = 1, 2, 3 \). There are two possibilities:

- the triangle \( a_2, s_2, s_{a_2} \) is the translation of the triangle \( a_1, s_1, s_{a_1} \). Then \( \text{dist}(s_1, s_2) \) is an integer (since \( a_1, a_2, s_1, s_2 \) is a parallelogram), which has to be equal to \( q \) (it is greater or equal to \( q \), since it is a multiple of \( e_S \) and less or equal to \( q \), by the fact that the lattices are \( qt_1 \) periodic). Therefore,

\[
\partial \mathcal{L}_{FS}(x_F, z) = \{ x_F + k : k \in q\mathbb{Z} \},
\]

which implies that the model \( \mathcal{M}_\Lambda(x_F, z) \) belongs to class \( C_1 \) and is equivalent with the model \( \mathcal{M}_\Lambda^0(1, q) \).

- the triangle \( a_2, s_2, s_{a_2} \) is a translated reflection of the triangle \( a_1, s_1, s_{a_1} \). Then the triangle \( a_3, s_3, s_{a_3} \) is a translation of the triangle \( a_1, s_1, s_{a_1} \) (because otherwise it would be a translation of the triangle \( a_2, s_2, s_{a_2} \) and \( \text{dist}(s_2, s_3) \) would be equal to \( q \) by the previous analysis). Therefore \( \text{dist}(s_1, s_3) \) is equal to \( q \) and to \( \text{dist}(a_1, a_3) \) (it is a multiple of \( q \) since \( a_1, a_3, s_1, s_3 \) is a parallelogram and less or equal to \( q \) as the consequence the fact that the lattices are \( qt_1 \) periodic). If we define \( r = \text{dist}(a_1, a_2) \) we easily conclude that

\[
\partial \mathcal{L}_{FS}(x_F, z) = \{ x_F + k : k \in q\mathbb{Z} \cup (q\mathbb{Z} + r) \},
\]

or

\[
\partial \mathcal{L}_{FS}(x_F, z) = \{ x_F + k : k \in q\mathbb{Z} \cup (q\mathbb{Z} - r) \}
= \{ (x_F - r) + k : k \in q\mathbb{Z} \cup (q\mathbb{Z} + r) \}.
\]

Therefore, we obtain the following implications:

- if \( r = \frac{q}{2} \), then \( \mathcal{M}_\Lambda(x_F, z) \) belongs to the class \( C_3 \) and the model is equivalent with the model \( \mathcal{M}_\Lambda^0(1, \frac{q}{2}) \),
- if \( r < \frac{q}{2} \), then \( \mathcal{M}_\Lambda(x_F, z) \) belongs to the class \( C_4 \) and the model \( \mathcal{M}_\Lambda(x_F, z) \) is equivalent to \( \mathcal{M}_\Lambda^1(q, r) \),
- if \( r > \frac{q}{2} \), then by replacing \( x_F \) with \( x'_F = x_F + r \) and \( r \) with \( r' = q - r \) in (62) (notice that \( \mathcal{L}_{FS}(x'_F, z') = \mathcal{L}_{FS}(x_F, z) \) for \( z' := (1, q, r') \) or by replacing \( r \) by \( r' := q - r \) in (63) (notice that \( q\mathbb{Z} - r = (q - r) + q\mathbb{Z} \)), we conclude that \( \mathcal{M}_\Lambda(x_F, z) \) belongs to the class \( C_4 \) and is equivalent to \( \mathcal{M}_\Lambda^1(q, q - r) \). This concludes the analysis of 2b) and the proof of the assertion.

In view of Proposition 4.1 we can now recover the main results of the manuscripts directly by [25, Theorems 2.2-2.4] when models \( \mathcal{M}_\Lambda(x_F, z) \in C_i \) with \( i = 1, 2, 3 \) and so it is equivalent with a model of type \( \mathcal{M}_\Lambda^1(z') \) for a proper choice of \( \Lambda' \in (\mathbb{R}^+)^3 \) and \( z' \in Z_S^0 \).

We conclude the paper with the list of the proofs of the main results.

**Proof of Theorem 2.3.** The first assertion directly follows from recalling that from [25, Theorem 2.2] the wetting condition for \( z \in Z_S^0 \) is

\[
\begin{cases} 
  c_S \geq 6c_F & \text{if either } z \in Z_S^0 \text{ and } q \neq 1, \\
  c_S \geq 4c_F & \text{if } z \in Z_S^0 \text{ and } q = 1,
\end{cases}
\]

and from Theorem 3.4 the wetting condition for \( z \in Z_S^1 \) is (48). Furthermore, by Definition 2.1 the associated configurations to the minimizers of equivalent models are minimizers. The second assertion is also a direct consequence of Proposition 4.1 and the second assertions of [25, Theorem 2.2] for \( z \in Z_S^0 \) and of Theorem 3.4 for \( z \in Z_S^1 \).

**Proof of Theorem 2.4.** We begin by observing that under the dewetting condition (36) we obtain the dewetting condition [25, Eq. (32)] related to models \( \mathcal{M}_\Lambda^0(z') \) with \( \Lambda' \in (\mathbb{R}^+)^3 \) and \( z' \in Z_S^0 \), i.e., the condition

\[
\begin{cases} 
  c_S < 6c_F & \text{if either } z \in Z_S^0 \text{ and } q \neq 1, \\
  c_S < 4c_F & \text{if } z \in Z_S^0 \text{ and } q = 1,
\end{cases}
\]

, if the model \( \mathcal{M}_\Lambda(x_F, z) \in C_i \) with \( i = 1, 2, 3 \), and the dewetting condition (49) if \( \mathcal{M}_\Lambda(x_F, z) \in C_4 \). Therefore, by Proposition 4.1 for \( i = 1, 2, 3 \) we can conclude by employing [25, Theorem 2.3] and for \( i = 4 \) by Theorem 3.9.

**Proof of Theorem 2.5.** As observed in the proof of Theorem 2.4 under the dewetting condition (36) we obtain the dewetting condition [25, Eq. (32)] related to models \( \mathcal{M}_\Lambda^0(z') \) with \( \Lambda' \in (\mathbb{R}^+)^3 \) and \( z' \in Z_S^0 \), i.e., the condition

\[
\begin{cases} 
  c_S < 6c_F & \text{if either } z \in Z_S^0 \text{ and } q \neq 1, \\
  c_S < 4c_F & \text{if } z \in Z_S^0 \text{ and } q = 1,
\end{cases}
\]
if the model $\mathcal{M}_\Lambda(x_F, z) \in C_i$ with $i = 1, 2, 3$, and the dewetting condition (49) if $\mathcal{M}_\Lambda(x_F, z) \in C_4$. Therefore, the assertion follows by Proposition 4.1 for $i = 1, 2, 3$ from [25, Theorem 2.4] and for $i = 4$ from Theorem 3.10.

\[ \square \]
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