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Abstract—Existing RGB-D SOD methods mainly rely on a symmetric two-stream CNN-based network to extract RGB and depth channel features separately. However, there are two problems with the symmetric conventional network structure: first, the ability of CNN in learning global contexts is limited; second, the symmetric two-stream structure ignores the inherent differences between modalities. In this paper, we propose a Transformer-based asymmetric network (TANet) to tackle the issues mentioned above. We employ the powerful feature extraction capability of Transformer (PVTv2) to extract global semantic information from RGB data and design a lightweight CNN backbone (LWDepthNet) to extract spatial structure information from depth data without pre-training. The asymmetric hybrid encoder (AHE) effectively reduces the number of parameters in the model while increasing speed without sacrificing performance. Finally, we add edge prediction as an auxiliary task and propose an edge enhancement module (EEM) to generate sharper contours. Extensive experiments demonstrate that our method achieves superior performance over 14 state-of-the-art RGB-D methods on six public datasets. Our code will be released at \url{https://github.com/lc012463/TANet}.
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I. INTRODUCTION

Salient object detection (SOD) aims to model the mechanism of human visual attention and identify the most significant objects or regions in images of various visual scenes [1]. As a technology for preprocessing, it plays a fundamental and important role in many computer vision tasks [2] such as image retrieval [3], target tracking [4], image/video segmentation [5], [6], person re-identification [7], and image understanding [8].

Although a large number of purely CNN-based methods [9], [16]–[19] achieve quite promising results on the RGB SOD task, accurate identification and localization of salient objects in many challenging scenarios is still difficult [14]. With the wide availability of depth sensors in smart devices [10], depth data have been introduced to provide geometric and spatial information to improve SOD performance. The depth cue has the preponderance of discriminative power in location and limited location, while grayscale depth data contain more spatial structure information for refining the boundaries of salient objects, such as outlines and 3D layout [21]. Therefore, the symmetric two-stream structure may ignore the inherent differences between RGB and depth data, leading to inaccurate predictions.

A great number of methods [9], [16]–[19] for the RGB-D SOD task are CNN-based and leverage the symmetric two-stream structure to extract features from RGB and depth data separately. However, the inherent local connectivity of the convolution operation limits the performance of CNN-based methods [20]. And there is another level of ambiguity that is often neglected: if RGB and depth data are necessary to fit into the same network [21]. To be specific, the symmetric two-stream CNN-based methods have two fundamental limitations:

The first is that CNN-based models are ineffective in extracting global semantic information. In the RGB-D SOD task, long-range context and contrast information play a key role in identifying and locating salient objects [20]. Some researchers intend to improve the receptive field of CNN by using dilated convolutions [22]. However, due to the inherent limitations of the sliding window feature extraction method, CNN-based models still struggle to learn global semantic information. Recently, Transformer-based methods have outperformed existing state-of-the-art CNN-based methods in various computer vision tasks [23]–[26] due to their powerful ability to extract features and model long-range dependencies, allowing Transformers to learn global semantic information effectively.

The second is that the symmetric two-stream structure ignores the inherent differences between modalities. Most existing RGB-D methods use the symmetric two-stream structure to extract RGB features and depth features separately [21], [27], [28]. However, RGB data have more semantic information for identifying and locating salient objects, such as color, texture, and limited location, while grayscale depth data contain more spatial structure information for refining the boundaries of salient objects, such as outlines and 3D layout [21]. Therefore, the symmetric two-stream structure may ignore the inherent differences between RGB and depth data, leading to inaccurate predictions.

Based on the above investigation, we strive to take a further step towards the goal of accurate saliency detection with a Transformer-based asymmetric network (TANet). In the RGB channel, we exploit the powerful feature extraction and long-range dependency modeling capabilities of the Transformer to extract global semantic information; in the depth channel, we design a lightweight CNN-based backbone (LWDepthNet), which does not require pre-training to effectively extract spatial structure information and better adapt to computation-intensive scenarios. In this way, the asymmetric hybrid encoder (AHE) can reduce the number of parameters in the model without sacrificing performance. To effectively integrate the information obtained from two different modalities, we design a cross-modal feature fusion module (CMFFM). It includes a...
depth feature enhancement block (DFEB), an RGB feature enhancement block (RFEB), and a fusion block. The DFEB enhances depth features by extracting semantic information from the RGB data, whereas the RFEB enhances RGB features by extracting spatial structure information from the depth data. After that, the enhanced features are fused. During the decoding process, the shallow features exhibit detailed boundary information and also introduce some background noise. Therefore, we add edge prediction as an auxiliary task and propose an edge enhancement module (EEM). The extracted boundary information is then used to enhance the saliency information and improve the prediction quality of the network.

In summary, our contributions are three folds:

- A novel Transformer-based asymmetric network (TANet) is proposed for the RGB-D SOD task. It extracts discriminative features from the asymmetric hybrid encoder (AHE), absorbing the local advantages of CNN and the advantages of Transformer in modeling long-range dependencies.
- A newly designed cross-modal feature fusion module (CMFFM) is proposed to optimize and fuse the features of the two modalities. The depth features are spatially aligned and channel re-calibrated using the global semantic information extracted from the RGB data, and then the spatial structure information extracted from the depth data is introduced into the RGB features to generate fusion features.
- Extensive experiments demonstrate that our method achieves superior performance over 14 state-of-the-art RGB-D methods on six public datasets, and the proposed model is much lighter than other Transformer-based methods, achieving a real-time speed of 33.6 FPS.

II. RELATED WORKS

A. CNN-based methods

Although many RGB SOD methods [9]–[13] have achieved quite promising results, accurately identifying and localizing salient objects in many challenging scenarios remains difficult. Lang et al. [29] and Qu et al. [30] pioneered the introduction of depth maps in SOD tasks, hoping to mimic the human 3D visual perception system and use the spatial information contained in the depth maps to improve the prediction of saliency maps.

How to combine the information of the two modalities is a key issue in the RGB-D SOD task. Li et al. [31] proposed to modulate RGB features with depth features as priors through a cross-modal feature modulation module. Zhao et al. [17] designed a gating unit to select the features extracted by the encoder at different stages of the two modalities. Chen et al. [16] proposed a new complementarity-aware module that learns pairwise modal complementary information using asymptotically approximated residual functions. Pang et al. [18] proposed a hierarchical dynamic filtering network that effectively utilizes cross-modal fusion information.

Another key issue of the RGB-D SOD task is how to better utilize the deep semantic information and shallow spatial structure information. Liu et al. [9] proposed a global guidance module to guide the extracted global semantic information into the decoder, avoiding the dilution of global semantic information. Zhao et al. [10] used the edge features of salient objects to enhance the ability of the network to localize salient objects and refine the boundaries. Liu et al. [32] proposed a stereo attention mechanism to adaptively fuse features of various scales. Zhao et al. [33] used channel attention and spatial attention mechanisms to filter and fuse features.

However, the classical symmetric two-stream structure and simple fusion strategy may ignore the inherent difference between the two modalities, resulting in inaccurate prediction. Asymmetric architectures have been adopted in some works to extract RGB and depth features. Zhang et al. [21] proposed an asymmetric two-stream network, designed a flow ladder module for the RGB channel to fully extract global semantic information, and proposed a depth attention module to fully extract local spatial information in the depth channel. Wang et al. [34] designed a lightweight feature extraction network for the depth channel and proposed a cross-modality long-range context information gathering module to fuse the semantic information between the two modalities. Piao et al. [35] proposed an asymmetric two-stream network based on knowledge distillation to reduce the number of parameters and computation of the model, so that the model can perform well in computation-intensive and memory-intensive scenarios.

B. Transformer-based methods

The success of Vision Transformer [23] in the field of image recognition has led to the widespread application of Transformer models in computer vision tasks. Various Transformer backbones following the hierarchical structure of VGG [36] and ResNet [37] have emerged successively, such as Swin Transformer [24], PVT [25], [26] and P2T [38]. These Transformer-based methods have achieved state-of-the-art performance in a variety of computer vision tasks such as detection [39] and segmentation [40], demonstrating the great potential of the Transformer.

Some researchers have begun to study Transformation-based saliency object detection methods. Dosovitskiy et al. [41] observed that Transformers had lost their ability to represent features in local space and used the difficulty-aware learning method to improve their local space representation. Liu et al. [42] proposed a Transformer-based method that further exploit the global semantic information extracted from RGB data. Qiu et al. [43] proposed ABiUNet, using CNN to enhance the spatial representation ability of Transformer. Liu et al. [44] proposed the triple Transformer module to enhance the representation of high-level features and utilize the depth purification module to enhance the depth features. Aiming at the cross-modal fusion problem of the Transformer-based methods, Wang et al. [45] proposed a global/local cross-modal fusion module to fully fuse the features of the two modalities, and Pang et al. [46] proposed a Transformer-based information...
propagation path that can automatically align RGB features and depth features.

However, all known Transformer-based RGB-D methods use two-stream encoders with a symmetric structure, such as SwinNet [47], which uses a two-symmetric Swin Transformer [24] as the encoder. We note that RGB data usually contain more semantic information, while depth data usually contain more spatial structure information, and the semantic structure may ignore the inherent differences between the two modalities, leading to inaccurate predictions. In addition, the number of parameters and computational complexity of Transformer-based methods are generally high due to the global modeling capability of the self-attention mechanism. For example, the computational cost of SwinNet [47] and VST [42] mainly exists in two symmetric Transformer-based encoders, accounting for about 87.3% and 79.5% of the model parameters, respectively.

III. OUR METHOD

A. The overall architecture

As shown in Fig. 1, we propose a Transformer-based asymmetric network (TANet). Inspired by [21], [34], we design an asymmetric hybrid encoder (AHE), but unlike [21], [34], AHE incorporates the advantages of Transformer in modeling long-range dependencies and the locality of CNN. To be more specific, in the RGB channel, we adopt a Transformer-based backbone (PVTv2) to extract global semantic information, while in the depth channel, we design a tailored lightweight CNN-based backbone (LWDepthNet) that does not require pre-training to extract local spatial information. The extracted features are then fed into the cross-modal feature fusion module (CMFFM). It performs spatial alignment and channel re-calibration of depth features using the global semantic information extracted from RGB data, and then introduces the local spatial information extracted from depth data into the RGB features to create fused features. Finally, we feed the fused features into a dual-task decoder and use the edge enhancement module (EEM) to improve the boundary quality of the predicted saliency maps.

B. Asymmetric hybrid encoder

Here, we want to explain that asymmetry mainly means: i) two encoder paths are based on different models (Transformer and CNN); ii) two encoder paths use different forms of feature extraction (hierarchical and parallel); iii) the goals they are responsible for are different (global semantic information extraction and local spatial information extraction).

Encoder of RGB channel: We use the Transformer-based PVTv2 [26] as the encoder for the RGB channel to effectively extract the rich semantic information in the RGB data. PVTv2 is designed in a hierarchical manner and does not require positional encoding modules. This allows it to build multi-level features and accept inputs of any scale, as in the classical CNN backbones [31], [32].

All stages of PVTv2 share a similar architecture, which consists of an overlapping patch embedding layer and several PVT blocks. Specifically, given an input image, PVTv2 splits it into small patches with the size of 4x4, using an overlapping patch embedding layer. Then, the flattened patches are fed into several PVT blocks. From the second stage, PVTv2 utilizes an overlapping patch embedding layer to shrink the feature map by a scale of 2 at the beginning of each stage, followed by some PVT blocks. Assume \( \{F_i^R \mid i = 1, 2, 3, 4\} \) denote the output features of the four PVT stages from top to bottom, with scales of 1/4, 1/8, 1/16, and 1/32 and 64, 128, 320, and 512 channels, respectively. Please refer to the original paper [26] for more details.

Encoder of depth channel: Depth cues focus more on local spatial information than RGB data. In addition, the CNN model possesses translation invariance and locality, which have been proven beneficial for extracting local spatial information. Therefore, we argue that it is unnecessary to use a large Transformer-based complex network like PVTv2 to process depth data.

We use a parallel structure instead of a hierarchical structure to better preserve the spatial information of the depth data. And we employ convolutions with different strides instead of pooling layers for downsampling to prevent the loss of spatial structure information. Fig. 2 illustrates the structural details of the proposed LWDepthNet. To begin with, in accordance with PVTv2, we employ an overlapping patch embedding layer to reduce the resolution of the input depth data to 1/4 of the input. The features are then encoded as base feature \( F_{1D} \) via a feature extraction module, which consists of three bottleneck layers [48] sequentially. Finally, we adjust the number of channels with a 1x1 convolutional layer and extract multi-scale features \( \{F_i^D \mid i = 1, 2, 3, 4\} \) with four parallel feature extraction modules. Note that it is consistent with the shape of the multi-scale features output by the encoder of the RGB channel.

C. Cross-modal feature fusion module

We design a cross-modal feature fusion module (CMFFM) to integrate features from both modalities. It includes a depth feature enhancement block (DFEB), an RGB feature enhancement block (RFEB), and a fusion block.

Depth feature enhancement block: Since LWDepthNet is a lightweight CNN backbone of our own design, the extracted features may be quite different from the RGB features. To compensate for this difference, we propose a depth feature enhancement block that enhances depth features with semantic information extracted from RGB data. Specifically, we use a spatial attention module and a channel attention module to perform spatial alignment and channel re-calibration of the depth features.

A standard depth feature enhancement block is shown in Fig. 1 (c). Given the RGB features \( F_i^R \) and depth features \( F_i^D \) at a certain hierarchy \( i \in \{1, 2, 3, 4\} \), the enhanced depth feature \( F_i^{D,E_n} \) is computed as follows:

\[
F_i^{D,E_n} = F_i^D + SA(F_i^R, F_i^D) + CA(F_i^R, F_i^D)
\]
Fig. 1. An overview of our proposed TANet. It consists of an asymmetric hybrid encoder, a cross-modal feature fusion module, an edge enhancement module, and a dual-task decoder. The multi-modal hierarchical features from the asymmetric hybrid encoder will be fed into the cross-modal feature fusion module to generate the fused features. Next, in the dual-task decoder, fused features are used to generate edge features and saliency features. Finally, we use the edge features to enhance saliency features and then generate saliency maps and edge maps.

\[
SA(F^R_i, F^D_i) = F^D_i \times \text{Sigmoid}(\text{FC}(\text{GCMP}(F^R_i) + \text{GAP}(F^D_i)))
\]  

(2)

\[
CA(F^R_i, F^D_i) = F^D_i \times \text{Sigmoid}(\text{Conv}_7(\text{GMP}(F^R_i) + \text{GAP}(F^D_i)))
\]  

(3)

where \(SA(\cdot)\) and \(CA(\cdot)\) represent the spatial attention mechanism and the channel attention mechanism, respectively. The computation procedure is as follows:

\[
\text{RGB feature enhancement block: We propose an RGB feature enhancement block to introduce local spatial information extracted from depth data into the RGB features.}
\]

\[
F^R_i^{En} = F^R_i + \text{CFFN} \left( \text{MHSA} \left( Q_R, K_D, V_D \right) \right)
\]  

(4)
features. \(MHSA(\cdot)\) and \(CFFN(\cdot)\) represent the multi-head self-attention mechanism and convolutional feed-forward neural network modified by PVTv2, respectively. Please refer to the original paper [26] for more details.

After obtaining the enhanced features of both modalities, we fuse them with a fusion block. Suppose \(\{F_i^{\text{Fuse}} | i = 1, 2, 3, 4\} \) denote the fused features, the procedure can be defined as:

\[
F_i^{\text{Fuse}} = \text{FusionB}(F_i^{R, \text{En}} + F_i^{D, \text{En}})
\]  

where \(\text{FusionB}(\cdot)\) denotes the fusion block, which contains a convolution operation with the kernel size 3x3, a batch normalization layer, and a GELU activation function.

D. Edge enhancement module

To further improve the boundary quality of the predicted saliency maps, we propose an edge enhancement module (EEM). We add an extra edge prediction branch and utilize the resulting edge features to refine the boundaries of salient objects. The details of the proposed edge enhancement module are illustrated in Fig. 3.

Considering that shallow features usually contain more boundary information, we only use features from the lower three layers for prediction. Given the features \(F_i\) output by the decoder, we first compute the edge feature \(F_i^{Edge}\) and then use it to enhance the salient feature \(F_i^{Sal}\), where \(i \in \{0, 1, 2\}\).

It can be expressed as:

\[
F_i^{Edge} = F_i + \text{Conv(Conv}_1(F_i))
\]

\[
F_i^{Sal} = F_i + \text{Conv(Conv}_1(F_i) + F_i^{Edge})
\]

where \(\text{Conv}(\cdot)\) denotes the convolution operation with the kernel size 3x3, a batch normalization layer, and a GELU activation function. \(\text{Conv}_1(\cdot)\) represents the convolution operation with the kernel size 1x1.

Then, we use the extracted edge features \(F_i^{Edge}\) and saliency features \(F_i^{Sal}\) to predict edge maps \(E_i\) and saliency maps \(S_i\), where \(i \in \{0, 1, 2\}\). It can be expressed as:

\[
E_i = \text{Sigmoid(Conv}_1(F_i^{Edge}))
\]

\[
S_i = \text{Sigmoid(Conv}_1(F_i^{Sal}))
\]

where \(\text{Conv}_1(\cdot)\) represents the convolution operation with the kernel size 1x1, \(\text{Sigmoid}(\cdot)\) denotes the sigmoid activation function.

E. Loss function

The loss function \(L\) is defined as:

\[
L = L_E(E_i) + L_S(S_i)
\]

where \(L_E\) and \(L_S\) denote edge loss and saliency loss, respectively. \(E_i\) and \(S_i\) refer to the predicted edge maps and saliency maps, respectively, where \(i \in \{0, 1, 2\}\).

Edge loss: We use the edge ground-truth supplied by [49] for supervision. The edge loss \(L_E\) is defined as:

\[
L_E = 0.5L_{\text{BCE}}(E_1) + 0.25L_{\text{BCE}}(E_2) + 0.25L_{\text{BCE}}(E_3)
\]

where \(L_{\text{BCE}}\) denotes the binary cross-entropy loss, which can be formulated as:

\[
L_{\text{BCE}} = \frac{\sum_H \sum_W (g \times \log(p) + (1-g) \times \log(1-p))}{H \times W}
\]

where \(p\) denotes the predicted edge maps, \(g\) denotes the corresponding ground-truth, \(H\) and \(W\) denote the high and width of the ground-truth respectively.

Saliency loss: The saliency loss function \(L_S\) is defined as:

\[
L_S = L_{\text{IGL}}(S_1) + 0.5L_{\text{IGL}}(S_2) + 0.5L_{\text{IGL}}(S_3)
\]

where \(L_{\text{IGL}}(\cdot)\) denotes the information-guided loss (IGL) proposed in [50], which contains a BCE loss, a boundary loss, and an IOU loss. It can be formulated as:

\[
L_{\text{IGL}} = L_{\text{BCE}} + \alpha L_B + \beta L_{\text{IOU}}
\]

where \(\alpha\) and \(\beta\) are the trade-off parameters, we simply set them as 1 and 0.7 respectively. Please refer to the original paper [50] for more details.

IV. Experiments

A. Datasets

To validate the effectiveness of the proposed model, we perform our experiments on six public RGB-D datasets, including NJUD [51], NLPR [52], DUT-RGBD [53], LFSD [54], SIP [55], and STERE [56]. For fair comparison, we use the same training dataset as in [46], [47], which consists of 1,485 images from the NJUD dataset, 700 images from the NLPR dataset, and 800 images from the DUT-RGBD dataset. The remaining images from NJUD (500), NLPR (300) and DUT-RGBD (400), and the whole LFSD (100), SIP (929) and STERE (1,000), are used for testing.

B. Evaluation metrics

We adopt four evaluation metrics to evaluate the performance of saliency detection models: the precision-recall (PR) curve [57]; max F-measure score \((F_\beta)\) [58]; mean absolute error \((\text{MAE})\) [59]; and structure-measure \((S_m)\) [60]. The details of the four metrics are provided as follows:

Precision-recall (PR): Given a saliency map \(S\), we convert it to a binary map \(M\), and then we can compute the Precision and Recall by:

\[
\text{Precision} = \frac{|M \cap G|}{|M|}, \quad \text{Recall} = \frac{|M \cap G|}{|G|}
\]

where \(G\) denotes the ground-truth. A popular strategy is to partition \(S\) by using a set of thresholds (i.e., varying from 0 to 255). For each threshold, we calculate a pair of recall and precision scores, and then combine all the scores to obtain the PR curve.
**F-measure**($F_\beta$): The F-measure is used to comprehensively consider both precision and recall, and we can obtain the weighted harmonic mean by:

$$F_\beta = \frac{(1 + \beta^2) \text{Precision} \times \text{Recall}}{\beta^2 \text{Precision} + \text{Recall}}$$  (14)

where $\beta^2$ is a trade-off parameter and it is set to 0.3 to emphasize the precision [58].

**Mean Absolute Error** (MAE): The MAE is adopted to evaluate the average pixel-level relative error between the ground truth ($G$) and predicted saliency maps ($S$), which is defined by:

$$MAE = \frac{1}{W \times H} \sum_{i=1}^{W} \sum_{j=1}^{H} |S_{i,j} - G_{i,j}|$$  (15)

where $W$ and $H$ denote the width and height of the map, respectively.

**Structure Measure**($S_m$): The S-measure is proposed to assess the structural similarity between the regional perception($S_r$) and object perception ($S_o$), which is defined by:

$$S = \alpha S_o + (1 - \alpha) S_r$$  (16)

where $\alpha \in [0, 1]$ is a trade-off parameter and it is set to 0.5 as default [60].

**D. Comparisons with state-of-the-art methods**

In order to verify the effectiveness of our proposed model, we compared it with 14 state-of-the-art RGB-D SOD methods, including CNN-based HDFNet [63], D3Net [55], S2MA [64], A2dele [65], DCF [66], CDNet [67], RD3D [68], DSA2F [69], JLDAA [70], HAINet [71], and Transformer-based VST [42], TriTransNet [44], MutualFormer [45], CAVER [46]. To ensure the fairness of the comparison results, the saliency maps of the evaluation are provided by the authors or generated by running source codes. And we evaluate them using the method presented in [52].

**Quantitative Evaluation.** Table I shows the quantitative comparison results of three evaluation metrics. As can be clearly observed from the table, on the NJUD, NLPR, DUT-RGBD, STERE datasets, the three evaluation metrics of our method are better than other methods, and on the LFSD and SIP datasets, our method also achieves second-best performance. Compared with the Transformer-based method VST [42] and TriTransNet [44], the F-measure, MAE, and S-measure are improved about 1.7%, 16.6%, 0.7%, and 0.9%, 12.7%, 1% on average. In addition, we observe that Transformer-based models generally outperform CNN-based models, which demonstrates the strong potential of Transformers on salient object detection tasks. The comparison results on the PR curve are shown in Fig. 4. It can be seen that our method corresponds to a curve positioned more upward. The PR curve and qualitative results all verify the effectiveness and advantages of our proposed method in the RGB-D SOD task.

**Qualitative Evaluation.** To further explain the advantages of our method, we show some qualitative results in Fig. 5. It can be observed that our method is more competitive than other methods in many challenging scenarios: edge and details (1st–2nd rows), small objects (3rd–4th rows), low quality depth map (5th–6th rows), big objects (7th–8th rows), and complex scenes (9th–10th rows). These all indicate the robustness and effectiveness of our proposed method.

**E. Ablation studies**

**Effect of asymmetric structure:** In Table II, we replace the PVT and LWDepthNet backbones with some CNN backbones (e.g., VGG16 [31], ResNet50 [32], and MobileNetv2 [48]) and Transformer backbones (e.g., Swin Transformer [24] and P2T [38]) to evaluate the effectiveness of our proposed asymmetric architecture. From the quantitative comparison results in Table II, we can see that both symmetric and
TABLE I

QUANTITATIVE COMPARISONS OF F-MEASURE ($F_{\beta}$), MAE, AND S-MEASURE ($S_m$) ON 6 WIDELY-USED RGB-D DATASETS. THE BEST THREE RESULTS ARE SHOWN IN RED, GREEN, BLUE FONTS RESPECTIVELY. FROM LEFT TO RIGHT: THE LATEST CNN-BASED RGB-D METHODS AND TRANSFORMER-BASED RGB-D METHODS.

| Metric | HDFNet | D3Net | S2MA | A2Dele | DCF | CDNet | RD3D | DSA2F | JLDCF | HAINet | VST | TriTrans | MTFFormer | CAVER | Ours |
|--------|--------|-------|------|--------|-----|-------|------|-------|-------|--------|-----|----------|-----------|--------|------|
|        | ECCV   | TNNLS | CVPR | CVPR   | CVPR | TIP   | AAAI | CVPR  | TPAMI | TIP    |    |          |           |        |      |
|        | 2020   | 2020  | 2020 | 2020   | 2020 | 2021  | 2021 | 2021  | 2021  | 2021   |    | 2021     | 2021      | 2021   |      |
| $F_{\beta}$↑ | 0.922 | 0.910 | 0.899 | 0.890 | 0.916 | 0.926 | 0.923 | 0.917 | 0.904 | 0.921 | 0.920 | 0.934 | 0.923 | 0.929 | 0.941 |
| $S_m$↑ | 0.098 | 0.900 | 0.887 | 0.871 | 0.904 | 0.916 | 0.916 | 0.904 | 0.893 | 0.909 | 0.900 | 0.930 | 0.920 | 0.921 | 0.925 |
| $MAE$↓ | 0.038 | 0.046 | 0.058 | 0.051 | 0.039 | 0.038 | 0.037 | 0.039 | 0.045 | 0.038 | 0.033 | 0.030 | 0.032 | 0.034 | 0.027 |
| $S_m$↑ | 0.090 | 0.900 | 0.887 | 0.871 | 0.904 | 0.916 | 0.916 | 0.904 | 0.893 | 0.909 | 0.900 | 0.930 | 0.920 | 0.921 | 0.925 |

**Fig. 4.** P-R curves comparison of different models on six RGB-D datasets. Our TANet represented by red solid line outperforms state-of-the-art models.

asymmetric two-stream structures, Transformer-based methods (PVTv2, Swin, and P2T) generally achieve superior performance compared to pure CNN-based methods, which can be attributed to the powerful ability of Transformer to model long-range dependencies. Furthermore, neither Transformer-based nor CNN-based methods exhibit significant performance degradation when employing an asymmetric structure, demonstrating the effectiveness of our proposed asymmetric structure. It should be particularly noted that our proposed backbone of depth channel (LWDepthNet) achieves the best performance compared with other classical CNN backbones (see Table II #4-#6 and #11), proving the effectiveness of LWDepthNet.

In accordance with Table II, we also perform some visual comparisons for different backbone combinations, as shown in Fig. 6. It can be found that there are indeed inherent dif-
Fig. 5. Visual comparison with state-of-the-art RGB-D models. Our TANet is outstanding in some challenging cases: edge and details (1st–2nd rows), small objects (3rd–4th rows), low quality depth map (5th–6th rows), big objects (7th–8th rows), and complex scenes (9th–10th rows).

### TABLE II

**Effectiveness analysis of the asymmetric structure.** **RGB Encoder:** the backbone we used for the RGB channel; **Depth Encoder:** the backbone we used for the depth channel. **The best results are shown in bold.**

| No. | RGB Encoder | Depth Encoder | NJUD $F_\beta$ | MAE ↓ | $S_m$ ↑ | NLPR $F_\beta$ | MAE ↓ | $S_m$ ↑ | DUT-RGBD $F_\beta$ | MAE ↓ | $S_m$ ↑ |
|-----|-------------|---------------|----------------|-------|--------|----------------|-------|--------|------------------|-------|--------|
| #1  | PVTv2       | PVTv2         | 0.939          | 0.028 | 0.923  | 0.938         | 0.018 | 0.932  | 0.959            | 0.020 | 0.944  |
| #2  | ResNet50    | ResNet50      | 0.927          | 0.036 | 0.911  | 0.930         | 0.022 | 0.925  | 0.949            | 0.027 | 0.932  |
| #3  | VGG16       | VGG16         | 0.928          | 0.036 | 0.911  | 0.925         | 0.022 | 0.921  | 0.941            | 0.032 | 0.920  |
| #4  | PVTv2       | MobileNetv2   | 0.941          | 0.027 | 0.926  | 0.938         | 0.019 | 0.931  | 0.960            | 0.020 | **0.947** |
| #5  | PVTv2       | ResNet50      | 0.940          | 0.027 | 0.927  | 0.936         | 0.018 | 0.933  | 0.959            | 0.021 | 0.942  |
| #6  | PVTv2       | VGG16         | 0.940          | 0.027 | 0.927  | 0.938         | 0.019 | 0.933  | 0.958            | 0.020 | 0.944  |
| #7  | ResNet50    | LWDepthNet    | 0.928          | 0.036 | 0.909  | 0.921         | 0.024 | 0.926  | 0.943            | 0.030 | 0.923  |
| #8  | VGG16       | LWDepthNet    | 0.923          | 0.041 | 0.901  | 0.927         | 0.024 | 0.917  | 0.940            | 0.034 | 0.913  |
| #9  | Swin        | LWDepthNet    | 0.927          | 0.032 | 0.915  | 0.933         | 0.019 | 0.927  | 0.955            | 0.022 | 0.938  |
| #10 | P2T         | LWDepthNet    | 0.939          | 0.027 | 0.927  | 0.937         | 0.018 | 0.933  | 0.959            | 0.021 | 0.943  |
| #11 | PVTv2       | LWDepthNet    | **0.941**      | *0.027* | **0.927**  | **0.943**     | *0.018* | **0.935**  | **0.960**         | **0.020** | 0.940  |

Differences in the features of the two modalities (see the 1st–2nd and 4th–5th rows). The features of the RGB channel contain more semantic information, while the features of the depth channel pay more attention to spatial structure information such as the outline of the salient object. In addition, it can be seen clearly that the RGB features extracted by PVTv2 contain less noise (see the 1st and 4th rows of #4–#6 and #11) and the depth features extracted by LWDepthNet highlight the boundaries of salient objects (see the 2nd and 5th rows of #7–#11). Therefore, our method can not only localize the right salient objects but also maintain their sharp boundaries (see the 3rd and 6th rows of #11), demonstrating the effectiveness of our proposed asymmetric structure.

**Effectiveness of Proposed Module:** In order to verify the effectiveness of the modules in our proposed method, we conduct ablation studies on three public datasets. In Table III, we quantitatively demonstrate the contribution of the cross-modal feature fusion module (CMFFM) and edge enhancement module (EEM) to our model. It can be seen that both CMFFM and EEM can improve the baseline performance, while the combination of these two modules leads to better performance. Moreover, we find that good results can be obtained with the baseline alone, which can be attributed to the powerful ability of Transformer to model long-range...
dependencies and the discriminative features extracted by the asymmetric hybrid encoder.

**Effectiveness of CMFFM:** We perform ablation studies on three public datasets to verify the impact of different variants of the cross-modal feature fusion module (CMFFM). The quantitative results are shown in Table IV. In Fig. 7, we also give some visual comparisons of the features in CMFFM. As shown in Table IV, the performance degradation caused by removing RFEB or DFEB proves that they are effective for enhancing RGB features and depth features. Meanwhile, it can be seen that the RFEB significantly improves the RGB features, sharpening the edges of salient objects (see Fig. 7 (d) and (e)). The DFEB also improves the depth features, making it easier to distinguish the salient objects from their surrounding backgrounds (see Fig. 7 (f) and (g)). This proves that our proposed RFEM and DFEM can effectively enhance the features of the two modalities. From Table IV, it can be observed that the fusion block can also improve the performance of CMFFM. In addition, we find that the fused features combine the advantages of the two modalities (see Fig. 7 (h)), focusing not only on the whole of the salient object, but also on the boundary, proving the effectiveness of
Visualizing features in CMFFM. From (a) to (c), there are the RGB image, depth image, and ground truth. (j) is the prediction saliency map. (d) to (i) are the features of level 1, corresponding with the RGB features from the backbones $F_{1}^{R}$, the RGB features through RFEB $F_{1}^{R,En}$, the depth features from the backbones $F_{1}^{D}$, the depth features through DFEB $F_{1}^{D,En}$, the fused features $F_{1}^{Fuse}$, and the features from the decoder $F_{1}$.

**TABLE V**

| No. | Methods       | Size ↓ | FPS ↑ | NJUD $F_{β}$ $↑$ | MAE ↓ | $S_{m}$ $↑$ | NLPR $F_{β}$ $↑$ | MAE ↓ | $S_{m}$ $↑$ |
|-----|---------------|--------|-------|-----------------|-------|-------------|-----------------|-------|-------------|
| #1  | VST           | 80.4 MB | 24.0  | 0.920           | 0.035 | 0.922       | 0.920           | 0.024 | 0.932       |
| #2  | TriTransNet   | 139.5 MB | 22.4  | 0.934           | 0.030 | 0.920       | 0.930           | 0.020 | 0.929       |
| #3  | SwinNet       | 198.7 MB | 18.6  | 0.943           | 0.027 | 0.935       | 0.941           | 0.018 | 0.941       |
| #4  | PVTV2+PVTV2   | 66.0 MB  | 25.6  | 0.939           | 0.028 | 0.923       | 0.938           | 0.018 | 0.932       |
| #5  | PVTV2+MobileNetV2 | 47.6 MB  | 33.3  | 0.941           | 0.027 | 0.926       | 0.938           | 0.019 | 0.931       |
| #6  | PVTV2+ResNet50 | 69.0 MB  | 30.2  | 0.940           | 0.027 | 0.926       | 0.936           | 0.018 | 0.933       |
| #7  | Swin+LWDepthNet | 53.5 MB  | 29.9  | 0.927           | 0.032 | 0.915       | 0.933           | 0.019 | 0.927       |
| #8  | P2T+LWDepthNet | 47.9 MB  | 22.6  | 0.939           | 0.027 | 0.927       | 0.937           | 0.018 | 0.933       |
| #9  | Ours          | 47.5 MB  | 33.6  | 0.941           | 0.027 | 0.927       | 0.943           | 0.018 | 0.935       |

**TABLE V** Complexity comparisons on two datasets. The best results are shown in **bold**.

The CMFFM.

**Complexity Evaluation:** We compare the model size and execution time of our method with the other eight Transformer-based models, as shown in Table V. It can be seen that our method achieves the Top-1 FPS and the smallest model size. To be specific, the model size of our architecture is only 47.5MB and we achieve a high running speed of 33.6 frames per second (FPS). Compared to the best performing SwinNet [47], our method achieves comparable performance with 76.1% fewer parameters and 80.6% higher FPS. Besides, our asymmetric structure achieves better performance than the symmetric structure (see Table V #4 and #9) while minimizing the model size by 28% and boosting the FPS by 31.5%.

**V. Conclusion**

In this paper, we proposed a Transformer-based asymmetric network (TANet) to address the problem that the CNN-based models are ineffective in extracting global semantic information while the symmetric two-stream structures ignore the inherent differences between RGB and depth modalities. We employed the powerful feature extraction capabilities of Transformer to extract global semantic information from RGB data, and we designed a lightweight CNN backbone (LWDepthNet) without pre-training to extract the spatial structure information of the depth data. The proposed asymmetric hybrid encoder (AHE) effectively reduces the number of parameters and increases the speed without degrading performance. In addition, we proposed a CMFFM module to fuse the features of the two modalities and utilized the edge enhancement module (EEM) to generate sharper contours. Extensive experiments demonstrate that TANet can significantly improve the accuracy of the RGB-D SOD task. Moreover, our model size is only 47.5 MB and runs at a real-time speed of 33.6 FPS.
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