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Abstract. We investigate the problem of last-mile delivery, where a large pool of citizen crowd-workers are hired to perform a variety of location-specific urban logistics parcel delivering tasks. Current approaches focus on offline scenarios, where all the spatio temporal information of parcels and workers are given. However, the offline scenarios can be impractical since parcels and workers appear dynamically in real applications, and their information is not known in advance. In this paper, in order to solve the shortcomings of the offline setting, we first formalize the online parcel allocation in last-mile delivery problem, in which all parcels were put in pop-stations in advance, while workers arrive dynamically. Then we propose an algorithm which provides theoretical guarantee for the parcel allocation in last-mile delivery. Finally, we verify the effectiveness and efficiency of the proposed method through extensive experiments on real and synthetic datasets.

1 Introduction

Last-mile delivery in urban logistics, where citizen volunteers are incentivized to deliver location-specific parcels, has recently attracted strong commercial interest [1, 2]. In real-life scenario, companies take the goods to the high-capacity warehouses (pop-stations), then the consumers will be notified and collect their parcels via mobile applications. If a parcel is not collected within 3 days, it is considered as a failed delivery.

Therefore, in order to deal with unattended parcels, we utilize the power of crowd workers to enhance the last-mile delivery. In particular, crowd workers can take parcels from pop-stations to consumers. For example, the Yongjia of Beihang University is a pop-station, and many parcels will be collected from the pop-station, consumers will be noticed to collect their parcels by mobile applications. However, many parcels can not be delivered to consumers as consumers are not present when deliveries are made. This situation can be dealt with if there are some crowd-workers who can help consumers to collect parcels at pop-stations and deliver them to consumers. Recall the example of Beihang University, each student can become a crowd worker and collect parcels from Yongjia, and delivery them to consumers. As shown in Fig. 1, all parcels will
be put in pop-stations, denoted by $p_1, p_2, ..., p_n$, and all workers are denoted by $w_1, w_2, ..., w_m$, parcels will be delivered to consumers by crowd-workers.

In this paper, we mainly discuss the problem of online parcel allocation in last-mile delivery, in which all parcels are put in the pop-station in advance, while crowd-workers use different time period to collect parcels, and each worker has different schedule that they will arrive dynamically. And crowd workers are rewarded with a certain amount of money according to their speed and the distance of the parcels. In addition, each worker has different working hours to collect different parcels within a day. For example, Alice and Bob are crowd workers in a community, and there is a pop-station in their community, Alice use part-time to collect parcels from the pop-station to customers, and Bob is a full-time crowd worker. Therefore, crowdsourcing platform in order to pursuit the maximum benefit that they will give a reasonable parcel allocation.

As introduced in [2], under offline scenarios, the parcel allocation problem in last-mile delivery can be solved by being reduced to the problem of min-cost flow model [3], where the source node $s$ is the only surplus and the sink node $t$ is the only demand node, and the remaining nodes represent parcels and crowd-workers, which serve as transshipment nodes. However, the reduction can not be performed under online scenarios, the offline solution becomes infeasible since the arrival orders of workers are unknown in dynamic environments. Therefore, it is necessary for us to propose an algorithm to solve online parcel allocation problem in last-mile delivery. To further illustrate this motivation, we go through a toy example as follows.

**Example 1**: Suppose in a social community, we have 8 parcels $p_1 \sim p_8$ and 4 workers $w_1 \sim w_4$ on a crowd-tasking platform, and each worker has a capacity, which is the maximum number of tasks that can be assigned to him/her. In this example, $w_1 \sim w_4$ have capacities of 2, 4, 3 and 2, respectively (in brackets). Table 1 presents the utility (i.e. money) values between each pair of task and worker, which not only depends on the weight and distance of parcels also depends on the speed workers and the means of transportion of workers. Under the offline scenarios, we are able to derive all information of the parcels and workers, and the allocation is $\langle p_1, w_1 \rangle$, $\langle p_2, w_4 \rangle$, $\langle p_3, w_2 \rangle$, $\langle p_4, w_1 \rangle$, $\langle p_5, w_4 \rangle$, $\langle p_6, w_2 \rangle$, $\langle p_7, w_2 \rangle$, and $\langle p_8, w_3 \rangle$. However, in dynamic online scenarios, the information
Table 1: Utility between parcels and workers

| Worker | Parcel Utility |
|--------|---------------|
| w1(2)  | 0.9 0.4 0.5 0.9 0.4 0.8 0.3 0.9 |
| w2(4)  | 0.2 0.2 0.6 0.3 0.2 0.9 0.8 0.3 |
| w3(3)  | 0.4 0.5 0.2 0.4 0.7 0.2 0.2 0.7 |
| w4(2)  | 0.3 0.6 0.4 0.6 0.9 0.4 0.9 0.2 |

of workers is not known in advance, and the allocation heavily depends on the order of crowd-workers. Suppose there are two orders of the crowd-workers, the first order is \( w_2, w_3, w_4, w_1 \), and the second order is \( w_1, w_2, w_4, w_3 \). For the first order, when \( w_2 \) arrives, \( w_2 \) will collect \( p_3, p_4, p_6, p_7 \); when \( w_3 \) arrives, \( w_3 \) will collect \( p_2, p_5 \); when \( w_4 \) arrives, \( w_4 \) will collect \( p_4 \); when \( w_1 \) arrives, \( w_1 \) will collect \( p_1 \). For the second order, when \( w_1 \) arrives, \( w_1 \) will collect \( p_1, p_4 \); when \( w_2 \) arrives, \( w_2 \) will collect \( p_3, p_6, p_7 \); when \( w_4 \) arrives, \( w_4 \) will collect \( p_5 \); finally, \( w_3 \) arrives, \( w_3 \) will collect \( p_2 \). Therefore, the online setting heavily depends on the order of crowd-workers.

To the best of our knowledge, this is the first work that studies the online scenario in last-mile delivery problem. It is therefore crucial to design an efficient and effective online algorithm dedicated for the last-mile delivery. In this paper, we make the following contributions:

a). We identify a new online scenario of parcel allocation in last-mile delivery model.

b). We propose an algorithm with slight power, whose competitive ratio is \( \frac{1}{2(1+\lfloor \log(\mu) \rfloor)} \), where \( \mu \geq 1 \).

c). We conduct extensive experiments on real and synthetic datasets to evaluate the efficiency and effectiveness of our proposed algorithms.

The rest of the paper is organized as follows. We present the problem definition in Section 2. In Section 3, we review related works. The algorithms of our problem and the theoretical analysis is proposed in Section 4. We conduct experiments in Section 5 to evaluate the performance of our proposed solutions. The conclusion of our work is given in Section 6.

2 Problem Statement

We first introduce several concepts and then formally define the dynamic online scenario in last-mile delivery.

**Definition 1 (Parcel):** All parcels are located in pop-stations, and there are \( n \) parcels, denoted by \( P = \{p_1, p_2, ..., p_n\} \). Each parcel has a utility for each worker, denoted by \( p_{ij} \).

**Definition 2 (Worker):** A crowd worker ("worker" for short), denoted by \( w = < T_j, c_j, t_{ij} > \), where \( T_j \) represents the time of worker \( j \) collect parcels within a day. In addition, capacity \( c_j \) is the maximum number of parcels that worker \( j \) intends to collect, and \( t_{ij} \) denotes the time of worker \( j \) delivery parcel \( i \). And there are \( m \) workers, denoted by \( W = \{w_1, w_2, ..., w_m\} \).
We then define the utility value that parcels are allocated workers as follows.

**Definition 3 (Utility value):** The utility value that a worker $j$ perform a parcel $i$ is measured by $U(i, j) = p_{ij}x_{ij}$.

where $p_{ij}$ denotes the utility of parcel $i$ is collected by worker $j$. Let $x_{ij} = 1$ denote parcel $i$ is assigned to worker $j$ and $x_{ij} = 0$ for the opposite case. Our goal is to maximize that

$$
\sum_i \sum_j p_{ij}x_{ij}
$$

subject to

$$
\sum_j x_{ij} \leq 1
$$

$$
\sum_i x_{ij} \leq c_j
$$

$$
\sum_i t_{ij}x_{ij} \leq T_j
$$

Constraint (2) means that each parcel must be assigned to no more than one worker. Constraint (3) restricts a worker has a capacity, which is the maximum number of parcels that can be assigned to him/her. Constraint (4) means that each worker has different working hours in a day (i.e. some workers are part-time, and some workers are full-time), where $t_{ij}$ denotes the time of worker $j$ collect parcel $i$, and $T_j$ represents the working hours of worker $j$ within a day.

The online algorithm has another constraint that once a parcel $p$ is allocated to a worker $w$, the allocation of $(p, w)$ cannot be changed. And the performance of online algorithm is usually compared with the optimal allocation of the offline scenario and heavily depends on the arriving orders of crowd-workers. Moreover, we evaluate the online algorithm using the notion of competitive ratio, which is a lower bound on the ratio between the utility of the algorithm and the utility of the optimal offline algorithm (all information of all parcels and workers are known in advance). For example, a competitive ratio of 1/2 would imply that an algorithm always achieves a utility that is at least half as good as optimal. We say an algorithm is $\alpha$-competitive if its competitive ratio is at least $\alpha$.

The optimal solution of the offline problem is introduced as follows.

We introduce an optimal offline parcel allocation in last-mile delivery, we can reduce our offline problem to the min-cost flow problem. We first construct a flow network $G = (V, E)$, where $V = P \cup W \cup \{s, t\}$, $s$ is a source node and $t$ is a sink node. In flow network, there are three types of arcs, denoted by $s \rightarrow p_i$, $p_i \rightarrow w_j$ and $w_j \rightarrow t$ respectively, and the network is shown in Fig. 2. The first type arcs $s \rightarrow p_i$ represents the source nodes to parcels, with capacity 1 and the cost of this type arcs is 0; the second type arcs $p_i \rightarrow w_j$ is from parcels to workers, with capacity 1 and the cost of this type arcs is $U'$, where $U'(p, w) = \sum_i \sum_j (\rho - p_{ij})$, $\rho = \max p_{ij} + 1$; The third type arcs $w_j \rightarrow t$ is from workers to sink node, with capacity $c_j$ is the maximum number parcels of worker $w_j$ can collect. Then,
we use existing flow algorithms to obtain the optimal offline parcel allocation in last-mile delivery, e.g., simplex algorithm [4], to calculate the optimal utility value.

3 Related Work

In this section, we review related works from two categories, spatial crowdsourcing and last-mile delivery.

3.1 Mobile crowdsourcing

In recent years, with the development of mobile Internet and distributed systems [5, 6], more and more applications of mobile crowdsourcing are emerging, e.g., Uber, Gigwalk, etc. Particularly, task assignment is one of the major topics on mobile crowdsourcing. [7, 8] introduced task assignment problem in offline setting by learning the quality of crowd workers.

In addition, there have been several researches on online allocation, such as [9–11]. [10] propose a general bipartite-matching-based framework to address the dynamic task allocation in online spatial crowdsourcing platforms. Moreover, [12] studies online task assignment, where tasks arrive while workers are not dynamic. And[13] introduced that minimize the total waiting time before the crowd workers arrives at a specific location of tasks. Although the aforementioned works study the various problem on online allocation, most of them do not address the last-mile delivery.

3.2 Last-mile delivery

In recent years, there have been several researches in the last-mile delivery[2, 1]. [2] introduced the planning and scheduling parcels so as to minimize the
additional travelling cost. They propose an effective large-scale mobile crowd-tasking model in which a number workers deliver a variety of location-specific urban logistics parcels. However, they do not address the parcel allocation problem for workers that arrive dynamically, and are thus impractical for dynamic environments.

In addition, there are many approaches which focus on a particular class of the workers’ utility. For example, [14] introduced a centralized allocation algorithm that maximize allocated tasks, while satisfying a set of constraints. [15] consider that tasks with different requirements of quality of sensing are typically associated with specific locations and mobile users are constrained by time budgets. Moreover, [1] study the task allocation as an optimization problem with the objective function that maximizing the total utility from all assigned tasks. Although these works study the task allocation problem on mobile crowdsourcing, they rarely consider the challenge of the last-mile delivery and dynamic scenario.

4 Solution

In this section, we propose a baseline algorithm and a primal-dual algorithm to solve the parcel allocation in last-mile delivery. In our problem, all parcels were taken to pop-station, when a crowd-worker $j$ arrives, s/he can carry at most a set of parcels $c_j$. And when a worker arrives, parcels will be allocated to the worker immediately, and the allocation can not be changed.

4.1 Baseline Algorithm

In this subsection, we present a greedy as baseline algorithm. The main idea of greedy is to set all parcels in pop-station, and crowd-workers arrive dy dynam-
ically. Note that when a crowd-worker $j$ arrives, s/he would carry at most $c_j$ parcels once. In particular, each crowd-worker will select the parcels with the highest utility that satisfies all constraints.

More specifically, let $m$ is the number of workers, $n$ is the number of parcels, and $M = \{(i, j) | i \in P, j \in W, i \geq j\}$ is the allocation. When a crowd-worker $j$ arrives, s/he has a capacity constraint $c_j$. Let $S(j)$ represents the set of parcels are not allocated in line 6. In lines 7-12, if $S(p) \neq \emptyset$, the arrival worker will collect a set of parcels with highest utility that satisfies all constraints. The capacity of arrival worker $j$ at most $c_j$. Finally, we will obtain the maximum utility $U$ and the final allocation $M$ accordingly in line 14.
Algorithm 1 Greedy

input: \( P, W, U(\cdot, \cdot) \)

output: A feasible allocation \( M \)

1: \( S(w) \leftarrow \emptyset \) for all \( w \).
2: for each parcel \( p_i \) do
3: build a list \( q_i \) sorted in ascending order of \( U(p_i, w_j) \) for all workers
4: end for
5: for each new arrival worker \( w \) do
6: Let \( S(p) \) denote the set of parcels are not allocated
7: if \( S(p) \neq \emptyset \) then
8: \( S(w) \leftarrow \) the worker collect a set of parcels with highest utility that satisfies all constraints
9: \( S(p) \leftarrow S(p) - S(w) \)
10: else
11: break;
12: end if
13: end for
14: return the final allocation \( M \) and the total utility \( U \).

Example 1. Here is the process of running Greedy algorithm on Example 1. First, we set the utility of workers and parcels in TABLE 1. Suppose the order of workers is \( w_2, w_4, w_3, w_1 \), when worker \( w_2 \) arrives, s/he will collect parcels \( p_3, p_4, p_6, p_7 \) that satisfies her/his capacity and obtain the maximum utility. When worker \( w_4 \) arrives, s/he will collect \( p_2, p_5 \), the utility of worker \( w_4 \) is \( 0.6 + 0.9 = 1.5 \). When worker \( w_3 \) arrives, s/he will collect \( p_8 \) that satisfies \( w_3 \) constraints. When \( w_1 \) arrives, there is only a parcel \( p_1 \) is not collected, and \( w_1 \) will collect \( p_1 \), the utility of \( w_1, p_1 \) is 0.9. Finally, the online parcel allocation is \( \langle p_1, w_1 \rangle, \langle p_2, w_4 \rangle, \langle p_3, w_2 \rangle, \langle p_4, w_2 \rangle, \langle p_5, w_4 \rangle, \langle p_6, w_2 \rangle, \langle p_7, w_2 \rangle, \langle p_8, w_3 \rangle \).

Complexity analysis. In lines 2-4, we build an inverted list for each parcel \( p_i \), the elements in the list are in form of \( p(i, j) \), and the time complexity of Greedy is \( O(|W||P|) \). For each of the new arrival worker, the time complexity of Greedy is \( O(\log(|W||P|)) \). Therefore, the time complexity of Greedy is \( O(|W||P| + \log(|W||P|)) \).

4.2 Primal-dual Algorithm

Inspired by online primal-dual algorithm [16–18], we propose a primal-dual algorithm to solve parcel allocation problem. We first give the duality of the problem, and the standard primal-dual linear programming formulation of our problem are shown as follows.

\[
\text{maximize} \sum_i \sum_j p_{ij} x_{ij} \quad (5)
\]
subject to
\[
\sum_{j} x_{ij} \leq 1, j \in W \quad (6)
\]
\[
\sum_{i} x_{ij} \leq c_{j}, i \in P \quad (7)
\]
\[
\sum_{i} t_{ij}x_{ij} \leq T_{j}, (i, j) \in M \quad (8)
\]

According to [19], and the derivations of its dual are shown as follows.

**Step 1.** Rewrite the objective (5) as a minimization.

\[
\text{minimize} - \sum_{i} \sum_{j} p_{ij}x_{ij} \quad (9)
\]

**Step 2.** Rewrite each inequality constraint as a "less than or equal", and rearrange each constraint so that the right-hand side is 0.

After this step our linear program now looks as follows.

\[
\text{minimize} - \sum_{i} \sum_{j} p_{ij}x_{ij} \quad (10)
\]

subject to
\[
\sum_{j} x_{ij} - 1 \leq 0, j \in W \quad (11)
\]
\[
\sum_{i} x_{ij} - c_{j} \leq 0, i \in P \quad (12)
\]
\[
\sum_{i} t_{ij}x_{ij} - T_{j} \leq 0, (i, j) \in M \quad (13)
\]

**Step 3.** Define a non-negative dual variable for each inequality constraint. To constraint (12) and (13) we associate variable \( \alpha_{i} \geq 0 \), and to constraint (11), we associate variable \( \beta_{j} \geq 0 \).

**Step 4.** For each constraint, eliminate the constraint and add \( \alpha_{i} \), \( \beta_{j} \) to the objective. Concretely, for the constraints (12) and (13) we would remove it and add the following term to the objective.

\[
\alpha_{i}(\sum_{i} x_{ij} - c_{j} + \sum_{i} t_{ij}x_{ij} - T_{j}) \quad (14)
\]

If we do this for each constraint, and maximize the result over the dual variables, we get

\[
\max_{\alpha_{i}, \beta_{j} \geq 0, \ max_{x_{ij}, p_{ij}, t_{ij}} \geq 0} \min - \sum_{i} \sum_{j} p_{ij}x_{ij}
\]
Algorithm 2 Primal-dual
1: initially $\forall x_{ij} \leftarrow 0$
2: for Upon arrival of a new worker $j$ allocate a set of parcels to the worker $j$ that maximizes $\sum_i p_{ij} x_{ij}$ do
3: if $x_{ij} = 0$ then
4: Calculate the utility of worker $j$ and its remaining time $T_j - \sum_i t_{ij} x_{ij}$ and set $x_{ij} = 1$
5: $\alpha_i \leftarrow t_{ij}(1 - x_{ij})$
6: $\beta_j \leftarrow p_{ij}(1 - x_{ij}) + x_{ij}$
7: else
8: break;
9: end if
10: end for
11: return the final allocation $M$ and the total utility $U$.

$$+ \alpha_i \left( \sum_i t_{ij} x_{ij} - T_j + \sum_i x_{ij} - c_j \right) + \beta_j \left( \sum_j x_{ij} - 1 \right)$$  \hspace{1cm} (15)

Step 5. Rewrite the objective. And we get

$$\max \alpha_i \geq 0, \beta_j \geq 0 \min x_{i,j} \geq 0, p_{i,j} \geq 0 - \alpha_i (T_j + c_j) - \beta_j$$

$$+ \alpha_i \left( \sum_i t_{ij} x_{ij} + \sum_i x_{ij} \right) + \beta_j \sum_j x_{ij} - \sum_i \sum_j p_{ij} x_{ij}$$  \hspace{1cm} (16)

Step 6. Remove $\alpha_i$ and $\beta_j$ with constraints.

Step 7. Finally, rewrite the result of the step 6 as a minimization. And the dual is shown as follows.

$$\min \sum_i \alpha_i (T_j + c_j) + \sum_j \beta_j$$  \hspace{1cm} (17)

subject to

$$\alpha_i (T_j + c_j) + \beta_j \geq p_{ij}, (i, j) \in M$$

$$\alpha_i \geq 0, i \in P$$

$$\beta_j \geq 0, j \in W$$  \hspace{1cm} (18)

First, we tempting to design a online primal-dual algorithm (i.e., in Algorithm 2) that achieves a constant worst-case competitive ratio, then we found that no algorithm can be constant-competitive via the following theorem.

Theorem 1. Suppose $\mu \geq 1$, consider instances of our problem when $\forall (i, j) \in M : t_{ij} \leq T_j \leq \mu t_{ij}$. Then worst-case competitive-ratio of last-mile delivery on these instances is $\frac{1}{2(1+\lceil \log(\mu) \rceil)}$. 
Proof. Suppose there are a set of parcels in the pop-station, and let \( m = 2^k - 1 \) parcels, for \( k \in \mathbb{N} \). The parcels partitioned into \( k \) sets, denoted \( K = \{0, 1, \ldots, k-1\} \), and the set \( t \) has \( s \) parcels. When a worker \( j \) arrives, s/he will collect \( c_j \) parcels. When algorithm runs on this input, let

\[
T_j = \sum_{i \in K} t_{ij} x_{ij}
\]  

(19)

Note that due to feasibility of the algorithm, \( t_{ij} \leq T_j \). Now, run the algorithm on the input with the parameter \( 0 \leq s \leq k - 1 \). Obviously, the output of the algorithm is feasible. To show the competitive ratio, partition the allocation set \( M \) into \( M_0, M_1, \ldots, M_{\log(\mu)} \) such that

\[
(i, j) \in M_s \iff \lfloor \log \left( \frac{T_j}{t_{ij}} \right) \rfloor = s
\]

(20)

Furthermore, suppose \( \{x_{i,j}\} \) is the algorithm’s allocation and \( \{x_{i,j}^*\} \) is the optimal offline allocation of the last-mile delivery. Hence, \( \text{OPT} = \sum_{(i,j) \in M} p_{ij} x_{ij}^* \). Now, from \( M_s \), we have

\[
(i, j) \in M_s \iff s \leq \log \left( \frac{T_j}{t_{ij}} \right) < s + 1 \iff 2^s \leq \frac{T_j}{t_{ij}} < 2^{s+1}
\]

(21)

Let \( \tilde{T}_j \equiv 2^s p_{ij} \), and \( \hat{T}_j \geq \frac{1}{2} T_j \). And we have

\[
E \{ \sum_{(i,j) \in M} p_{ij} x_{ij}^* | s \} \geq E \{ 2^s \sum_{(i,j) \in M} p_{ij} x_{ij} \}
\]

\[
\geq E \{ 2^s \sum_{(i,j) \in M} p_{ij} x_{ij}^* | s \} = \sum_{(i,j) \in M_s} E \{ \tilde{T}_j x_{ij}^* | s \}
\]

(22)

To complete the proof of Theorem 1, note that \( \text{OPT} = \sum_i \sum_j p_{ij} x_{ij}^* \). Here we get

\[
E \{ \sum_{(i,j) \in M} p_{ij} x_{ij} \} = \sum_s Pr\{s\} E \{ \sum_{(i,j) \in M} p_{ij} x_{ij} | s \}
\]

\[
\geq \frac{1}{1 + \lfloor \log(\mu) \rfloor} \sum_s \frac{1}{2} \sum_{(i,j) \in M_s} p_{ij} x_{ij}^* = \frac{1}{2(1 + \lfloor \log(\mu) \rfloor)} \text{OPT}
\]

(23)

Therefore, we found that no algorithm can be constant-competitive, and we obtain logarithmically competitive ratio on a certain parameter of our problem through primal-dual algorithm.
Table 2: Synthetic dataset

| Factor | setting |
|--------|---------|
| $|P|$ | 100, 200, 300, 400, 500 |
| $|W|$ | 20, 40, 60, 80, 100 |
| $|T|$ | $\mu = 5, \sigma = \{2, 3, 4, 5, 6\}$ |
| $|c|$ | $\mu = \{2, 3, 4, 5, 6\}, \sigma = 5$ |
| Scalability ($|P|$) | 10k, 20k, 30k, 40k, 50k |

5 Experimental Evaluation

5.1 Experiment Setup

In this subsection, we evaluate our proposed algorithms. We use both real and synthetic datasets for experiments.

Datasets. We use the GeoLife dataset from [20] as the real dataset. In the GeoLife dataset, there are 182 users, and we generate the number of parcels 200, 400, 600, 800, 1000. For the synthetic data, we generate the working hours of workers following normal distributions, the capacity of workers following uniform distributions. And the utility (i.e., money) of parcels for each worker are generated following (10, 20) randomly. The statistics and configurations of the synthetic data are illustrated in Table 2. Default settings are denoted in bold font.

We evaluated our algorithms in terms of allocation utility, running time and memory cost and study the effects of varying the parameters on the performance of the algorithms. The offline scenario is solved by simplex algorithm through min-cost flow model. And the synthetic datasets are created in Python, and all algorithms are implemented in C++ and executed under the Linux Ubuntu operating system. The experiments are conducted on a computer with an Intel Xeon E5620 with a 2.40 GHz 16-core CPU and 12 GB of memory.

5.2 Experiment Results

In this section, we evaluate the proposed algorithms in terms of allocation utility, running time and memory cost. We test the performances of the proposed algorithms by varying the parameters as follows: the size of $W$, the size of $P$, the capacity of worker $c$, and the working hours of workers $T$.

Effect of $|W|$. We first present the effects of varying $|W|$, where $|W|$ is set to {20, 40, 60, 80, 100}, and the number of parcels is 200. Figs. 3a to 3c show the allocation utility, running time and memory cost, respectively. We have made the following observations. First, the allocation utility increases as $|W|$ increases. This is because when $|W|$ increases, the utility will be calculated among more workers. Second, the running time increases as $|W|$ varies, because as $|W|$ increases, algorithm will consume more time as the size of worker increases. Third,
the memory usage increases as $|W|$ increases, which is natural, because the data becomes larger.

**Effect of $|P|$.** Next, we set the number of parcels as $\{100, 200, 300, 400, 500\}$, and the the number of workers as 40. Figs. 3d to 3f show the allocation utility, running time and memory cost, respectively. We have made the following observations. First, the allocation utility increases when $|P|$ increases, because more parcels will be collected by workers. Second, the running time increases as $|P|$ increases. This is because when $|P|$ is larger and $|W|$ is fixed, one worker will take more parcels which results in more calculation time. Third, the memory cost increases as $|P|$ increases, because as $|P|$ increases, it requires more memory.

**Effect of capacity $|c|$.** We set the number of parcels as 200, the number of workers as 40, and the capacity of workers as 1 to 6 random numbers, and we present the results of the allocation utility, running time and memory cost in Figs. 3g to 3i, respectively, when varying the capacity of the workers. As is shown, the allocation utility increase as $|c|$ increases, because an increase in $|c|$ workers will collect more parcels. Running time and memory cost decrease as worker’s capacity increases.
Effect of working hours $|T|$. We set the number of parcels as 200, the number of workers as 40, and the working hours of workers following normal distribution $\mu = \{2, 3, 4, 5, 6\}, \sigma = 5$, and we present the results of the allocation utility, running time and memory cost in Figs. 4a to 4c, respectively, when varying the working hours of workers. As is shown, the allocation utility increases as $|T|$ increases since workers will have more time to collect parcels; running time and memory costs have not change much as $|T|$ increases since the number of workers and the number of parcel are fixed. In addition, we set the number of workers and the number of parcels, similar to above. And we set the working hours of workers following normal distribution $\mu = 5, \sigma = \{2, 3, 4, 5, 6\}$. Then we present the results of the allocation utility, running time and memory cost in Figs. 4d to 4f, respectively. As are shown, the allocation utility increase as $|T|$ increases, because an increase in $|T|$ requires more calculations. Running time decreases when varying the $\sigma$ of working hours since parcel allocation will need less worker in one day; memory cost has not change.

Real dataset. Figs. 4g to 4i show the results of the allocation utility, running time and memory cost, respectively, on the real dataset [20]. The results on this real dataset present patterns similar to the results with synthetic data.
Scalability. Finally, we study the scalability of all the proposed algorithms. Specifically, we set $|W|$ to 200 and $|P|$ to $10k$, $20k$, $30k$, $40k$, and $50k$. The results are shown in Figs. 5a to 5c in terms of allocation utility, running time and memory cost, respectively. We can observe that the allocation utility, running time, and memory cost of all algorithms grow linearly with the size of the data. In addition, the result shows that all the algorithms are scalable in terms of both time and memory cost.

Summary. The Greedy and Primal-dual algorithms are efficient for parcel allocation in last-mile delivery. The Greedy algorithm performs better than Primal-dual in allocation utility, and it is more efficient with regard to running time in more cases since Greedy do not need more time to calculate the value of dual variants.

6 Conclusion

In this paper, in order to solve online parcel allocation problem in last-mile delivery, we first identify a model for online parcel allocation in last-mile delivery. Then, we propose a baseline algorithm to solve this problem. We also present a primal-dual algorithm whose competitive ratio depends logarithmically on a certain parameter of the problem instance. Finally, we verify the effectiveness and efficiency of the proposed solutions through extensive experiments on both real and synthetic datasets. The experiments show promising results for our proposed algorithms.
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