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Abstract. We study the Gauss map of minimal surfaces in the Heisenberg group \( \text{Nil}_3 \) endowed with a left-invariant Riemannian metric. We prove that the Gauss map of a nowhere vertical minimal surface is harmonic into the hyperbolic plane \( \mathbb{H}^2 \). Conversely, any nowhere antiholomorphic harmonic map into \( \mathbb{H}^2 \) is the Gauss map of a nowhere vertical minimal surface. Finally, we study the image of the Gauss map of complete nowhere vertical minimal surfaces.

1. Introduction

The Gauss map of minimal and constant mean curvature (CMC) surfaces has been the object of a huge amount of investigations. For example, the Gauss map of minimal surfaces in Euclidean space \( \mathbb{R}^3 \) and of CMC 1 surfaces in hyperbolic space \( \mathbb{H}^3 \) is meromorphic, the Gauss map of CMC surfaces in \( \mathbb{R}^3 \) (respectively, spacelike CMC in Minkowski space \( \mathbb{L}^3 \)) is harmonic into the sphere \( \mathbb{S}^2 \) (respectively, the hyperbolic plane \( \mathbb{H}^2 \)). Hence a lot of results on the geometry of minimal and CMC surfaces have been obtained using the theory of meromorphic and harmonic maps.

More recently, I. Fernández and P. Mira proved the existence of a harmonic “hyperbolic Gauss map” into \( \mathbb{H}^2 \) for CMC \( \frac{1}{2} \) surfaces in \( \mathbb{H}^2 \times \mathbb{R} \) that are nowhere vertical ([FM07]). They also proved that any harmonic map (under a hypothesis) can be the hyperbolic Gauss map of a CMC \( \frac{1}{2} \) immersion.

Because of the local isometric correspondence between CMC \( \frac{1}{2} \) surfaces in \( \mathbb{H}^2 \times \mathbb{R} \) and minimal surfaces in the 3-dimensional Heisenberg group \( \text{Nil}_3 \) (see [Dan07]), it is natural to study the same problem for minimal surfaces in \( \text{Nil}_3 \) (endowed with a left-invariant Riemannian metric). The Lie group \( \text{Nil}_3 \) is a 3-dimensional homogeneous manifold with a 4-dimensional isometry group; hence it is one of the most simple 3-manifolds apart from space-forms. Moreover, it is a Riemannian fibration over the Euclidean plane \( \mathbb{R}^2 \).

Identifying (by left multiplication) the tangent space of \( \text{Nil}_3 \) at any point with the Lie algebra of \( \text{Nil}_3 \), the Gauss map of a surface can be considered...
as a map into the unit sphere of the Lie algebra. If the surface is nowhere vertical, i.e., nowhere tangent to the fibers, then the image of the Gauss map is contained in the northern hemisphere (up to a change of orientation). We first prove that the Gauss map of a nowhere vertical minimal surface in $\text{Nil}_3$ is harmonic into the northern hemisphere endowed with the hyperbolic metric (i.e., of constant curvature $-1$; theorem 3.6 and corollary 3.7).

Conversely, we prove that any nowhere antiholomorphic harmonic map into $\mathbb{H}^2$ is the Gauss map of a nowhere vertical minimal surface in $\text{Nil}_3$ (theorem 4.1). For this purpose we obtain a Weierstrass-type representation in terms of the harmonic Gauss map. We observe that the formulas turn out to be much simpler than the corresponding ones for CMC $\frac{1}{2}$ surfaces in $\mathbb{H}^2 \times \mathbb{R}$ (FM07).

In section 7 we get some properties of the image of the Gauss of complete nowhere vertical minimal surfaces in $\text{Nil}_3$, using the theory of harmonic maps into $\mathbb{H}^2$ and of CMC surfaces in $L^3$ (theorem 7.1). Finally, in section 8 we give the Gauss map of the classical examples of minimal surfaces in $\text{Nil}_3$ and we construct a new (and explicit) example of an entire minimal graph in $\text{Nil}_3$ (example 8.4).

In the present paper, the model used for the hyperbolic plane is the Poincaré disk, i.e.,

$$\mathbb{H}^2 = \mathbb{D} = \left\{ z \in \mathbb{C} ; |z| < 1 \right\}$$

endowed with the metric

$$\frac{4|dz|^2}{(1-|z|^2)^2}.$$ 

Also, we denote by $\bar{\mathbb{C}} = \mathbb{C} \cup \{ \infty \}$ the Riemann sphere.

2. The Heisenberg group $\text{Nil}_3$

The 3-dimensional Heisenberg group $\text{Nil}_3$ can be viewed as $\mathbb{R}^3$ endowed with the metric

$$dx_1^2 + dx_2^2 + \left( \frac{1}{2}(x_2dx_1 - x_1dx_2) + dx_3 \right)^2.$$ 

The projection $\pi : \text{Nil}_3 \to \mathbb{R}^2, (x_1, x_2, x_3) \mapsto (x_1, x_2)$ is a Riemannian fibration; we will identify $\mathbb{R}^2$ and $\mathbb{C}$.

We consider the left-invariant orthonormal frame $(E_1, E_2, E_3)$ defined by

$$E_1 = \frac{\partial}{\partial x_1} - \frac{x_2}{2} \frac{\partial}{\partial x_3}, \quad E_2 = \frac{\partial}{\partial x_2} + \frac{x_1}{2} \frac{\partial}{\partial x_3}, \quad E_3 = \frac{\partial}{\partial x_3}.$$ 

We call it the canonical frame.

The expression of the Riemannian connection $\nabla$ in this frame is the following:

$$\hat{\nabla}_{E_1} E_1 = 0, \quad \hat{\nabla}_{E_2} E_1 = -\frac{1}{2} E_3, \quad \hat{\nabla}_{E_3} E_1 = -\frac{1}{2} E_2,$$

$$\hat{\nabla}_{E_1} E_2 = \frac{1}{2} E_3, \quad \hat{\nabla}_{E_2} E_2 = 0, \quad \hat{\nabla}_{E_3} E_2 = \frac{1}{2} E_1,$$

$$\hat{\nabla}_{E_1} E_3 = \frac{1}{2} E_2, \quad \hat{\nabla}_{E_2} E_3 = -\frac{1}{2} E_1, \quad \hat{\nabla}_{E_3} E_3 = 0.$$
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\[ \hat{\nabla}_E E_3 = -\frac{1}{2} E_2, \quad \hat{\nabla}_E E_2 = \frac{1}{2} E_1, \quad \hat{\nabla}_E E_3 = 0. \]

A vector is said to be vertical if it is proportional to \( E_3 \), and horizontal if it is orthogonal to \( E_3 \). A surface is said to be nowhere vertical if \( E_3 \) is nowhere tangent to it, i.e., if the restriction of \( \pi \) to the surface is a local diffeomorphism.

We identify the tangent space at a point \( x = (x_1, x_2, x_3) \) with the Lie algebra of \( \text{Nil}_3 \) by left multiplication by \( x \); in other words, we can identify a vector at \( x \) with its coordinates in the frame \( (E_1, E_2, E_3) \). These coordinates will be denoted into brackets; we then have

\[ a_1 \frac{\partial}{\partial x_1} + a_2 \frac{\partial}{\partial x_2} + a_3 \frac{\partial}{\partial x_3} = \begin{bmatrix} a_1 \\ a_2 \\ a_3 + \frac{1}{2} (x_2 a_1 - x_1 a_2) \end{bmatrix}. \]

The isometry group of \( \text{Nil}_3 \) is 4-dimensional and has two connected components: isometries preserving orientation of the fibers and the base of the fibration, and those reversing both of them. The translations along the \( x_1 \)-axis are given by

\[ (x_1, x_2, x_3) \mapsto (x_1 + t, x_2, x_3 + t x_2) \]

with \( t \in \mathbb{R} \), those along the \( x_2 \)-axis by

\[ (x_1, x_2, x_3) \mapsto (x_1, x_2 + t, x_3 - \frac{t x_1}{2}) \]

and those along the \( x_3 \)-axis by

\[ (x_1, x_2, x_3) \mapsto (x_1, x_2, x_3 + t). \]

The canonical frame is invariant by translations. A rotation by \( \theta \) about a vertical fiber in \( \text{Nil}_3 \) induces in the Lie algebra the rotation of angle \( \theta \) about \( E_3 \). For more details, see \cite{FMP99}.

3. THE GAUSS MAP

Let \( \Sigma \) be an oriented Riemann surface and \( z = u + iv \) a conformal coordinate in \( \Sigma \). Let \( X : \Sigma \to \text{Nil}_3 \) be a conformal immersion. We denote by \( F = \pi \circ X \) the horizontal projection of \( X \) and by \( h : \Sigma \to \mathbb{R} \) the third coordinate of \( X \) in the model described in section \( \text{II} \); we have \( X = (F, h) \) in this model. We regard \( F \) as a complex-valued function, identifying \( \mathbb{C} \) with \( \mathbb{R}^2 \). We denote by \( N : \Sigma \to S^2 \) the unit normal to \( X \), where \( S^2 \) is the unit sphere of the Lie algebra of \( \text{Nil}_3 \).

Definition 3.1. The Gauss map of \( X \) is the map \( g = \varphi \circ N : \Sigma \to \overline{\mathbb{C}} \) where \( \varphi \) is the stereographic projection with respect to the southern pole,
i.e., \( g : \Sigma \to \mathbb{C} \) is defined by
\[
N = \frac{1}{1 + |g|^2} \begin{bmatrix}
2 \text{Re} g \\
2 \text{Im} g \\
1 - |g|^2
\end{bmatrix}.
\]

**Definition 3.2.** We set
\[
\eta = 2\langle E_3, X_z \rangle.
\]
We call the pair \((g, \eta)\) the Weierstrass data of the immersion \(X\).

**Remark 3.3.** The other choice of normal would replace \(g\) by \(\tilde{g} = -\frac{1}{\bar{g}}\).

We have
\[
X_z = \frac{1}{2} \begin{bmatrix}
(F + \bar{F})_z \\
\eta
\end{bmatrix}, \quad X_{\bar{z}} = \frac{1}{2} \begin{bmatrix}
(F + \bar{F})_{\bar{z}} \\
\eta
\end{bmatrix}.
\]

Observe that the conformality of \(X\) is equivalent to
\[
(F_{\bar{z}}\bar{F}_z - \bar{F_{\bar{z}}}F_z) = -\frac{\eta^2}{4}.
\]

We also have
\[
X_z \times X_{\bar{z}} = \frac{i}{2} \begin{bmatrix}
\text{Re}(\eta F_{\bar{z}} - \bar{\eta}F_z) \\
\text{Im}(\eta F_{\bar{z}} - \bar{\eta}F_z) \\
|F_z|^2 - |F_{\bar{z}}|^2
\end{bmatrix},
\]
and thus
\[
X_u \times X_v = -2iX_z \times X_{\bar{z}} = \begin{bmatrix}
\text{Re}(\eta F_{\bar{z}} - \bar{\eta}F_z) \\
\text{Im}(\eta F_{\bar{z}} - \bar{\eta}F_z) \\
|F_z|^2 - |F_{\bar{z}}|^2
\end{bmatrix}.
\]

We first notice that
- \(g = 0\) or \(\infty\) if and only if \(\eta = 0\),
- \(g = 0\) if and only if \(F_{\bar{z}} = 0\),
- \(g = \infty\) if and only if \(F_z = 0\).

We compute that
\[
||X_u \times X_v|| = 2\langle X_z, X_{\bar{z}} \rangle = |F_z|^2 + |F_{\bar{z}}|^2 + \frac{1}{2}|\eta|^2.
\]

From this we get, when \(g \neq \infty\),
\[
\frac{2g}{1 + |g|^2} = \frac{\eta F_{\bar{z}} - \bar{\eta}F_z}{|F_z|^2 + |F_{\bar{z}}|^2 + \frac{3}{2}|\eta|^2}, \quad \frac{1 - |g|^2}{1 + |g|^2} = \frac{|F_z|^2 - |F_{\bar{z}}|^2}{|F_z|^2 + |F_{\bar{z}}|^2 + \frac{3}{2}|\eta|^2},
\]
and so
\[
g = \frac{\eta F_{\bar{z}} - \bar{\eta}F_z}{2|F_z|^2 + \frac{3}{2}|\eta|^2}.
\]

Using (1), we conclude that, when \(g \neq \infty\),
\[
\eta F_{\bar{z}} = -\frac{\eta}{2}, \quad F_z = \frac{g\bar{\eta}}{2}.
\]


**Remark 3.4.** This shows that the functions $\frac{\eta}{g}$ and $g\bar{\eta}$ can be extended smoothly to points where $g = 0$ or $\infty$.

Formulas (1) and (2) characterize $(g, \eta)$ up to the transformation $(g, \eta) \mapsto (-g, -\eta)$. Observe that $F$, $g$ and $\eta$ are defined independently of the model of Nil$_3$, whereas $h$ depends on the model. This function $h$ satisfies

\begin{equation}
    h_z = \frac{1}{2} \eta - \frac{i}{4} (\bar{F} F_z - F \bar{F}_z).
\end{equation}

We first notice the following fact.

**Proposition 3.5.** Let $X : \Sigma \to \text{Nil}_3$ be a conformal immersion. Then its Gauss map $g$ cannot be identically equal to 0 or $\infty$ on an open set.

**Proof.** Assume that $g \equiv 0$ on an open set $U$. Then by (2) we have $\eta \equiv 0$ and $F_z \equiv 0$ on $U$, and thus $F_{zz} \equiv 0$ on $U$. Hence by (3) we get $h_z = -\frac{1}{4} \bar{F} F_z$, and so $h_{zz} = -\frac{1}{4} |F_z|^2$. Since $h_{zz} \in \mathbb{R}$ we conclude that $F_z \equiv 0$ on $U$, and so $X_z \times X_{\bar{z}} \equiv 0$, which is impossible, since $X$ is an immersion.

In the same way, $g$ cannot be identically equal to $\infty$ on an open set. \qed

**Theorem 3.6.** Let $X : \Sigma \to \text{Nil}_3$ be a conformal minimal immersion. Then its Gauss map $g : \Sigma \to \mathbb{C}$ satisfies

\begin{equation}
    (1 - |g|^2) g_{zz} + 2\bar{g} g_z g_{\bar{z}} = 0.
\end{equation}

This equality holds when $g \neq \infty$; in the neighbourhood of a point where $g = \infty$, $g$ needs to be replaced by $\frac{1}{g}$.

**Corollary 3.7.** Let $X : \Sigma \to \text{Nil}_3$ be a conformal minimal immersion that is nowhere vertical. Assume that its normal is upward. Then its Gauss map $g$ takes values in the hyperbolic disk $\mathbb{H}^2$, and it is harmonic (for the hyperbolic metric).

**Proof of corollary 3.7.** The third component of $N$ is $\frac{1-|g|^2}{1+|g|^2}$, so $N$ is upward if and only if $|g| < 1$, i.e., $g \in \mathbb{H}^2$. Also, the equation

\begin{equation}
    g_{zz} + \frac{2\bar{g}}{1-|g|^2} g_z g_{\bar{z}} = 0
\end{equation}

means that $g$ is a harmonic map into $\mathbb{H}^2$. \qed

Before proving the theorem, we translate the minimality condition in terms of $F$, $g$ and $\eta$.

**Lemma 3.8.** The conformal immersion $X$ is minimal if and only if

\begin{equation}
    \left\{ \begin{array}{l}
        F_{zz} = \frac{4}{|\eta|^2} |g|^2 - 1 \frac{1}{|g|^2} \eta, \\
        \eta_z + \bar{\eta}_{\bar{z}} = 0.
    \end{array} \right.
\end{equation}

The first equation in (5) holds when $g \neq 0, \infty$. When $g = 0, \infty$ it means $F_{zz} = 0$ (see also remark 3.4).
Proposition 3.10. Let $X: \Sigma \to \text{Nil}_3$ be a conformal minimal immersion such that $X(\Sigma)$ is not a vertical plane. Let $(g, \eta)$ be its Weierstrass data. Then we have

$$\eta = 8i \frac{g\bar{g}z}{(1 - |g|^2)^2},$$

and the metric induced on $\Sigma$ by $X$ is

$$ds^2 = 16 \frac{(1 + |g|^2)^2}{(1 - |g|^2)^4} |g_z|^2 |dz|^2.$$
These expressions hold at points where $|g| \neq 1, \infty$, and extend smoothly at points where $|g| = 1, \infty$. In particular, if $|g| < 1$, then $g$ is nowhere antiholomorphic (i.e., $g_z$ does not vanish).

Proof. Formula (7) comes from (2) and (6).

Using (2) and (7), we get

$$
\langle X_z, X_{\bar{z}} \rangle = \frac{1}{2} (|F_z|^2 + |F_{\bar{z}}|^2) + \frac{1}{4} |\eta|^2 = 8 \frac{(1 + |g|^2)^2}{(1 - |g|^2)^2} |g_z|^2 |dz|^2,
$$

so we obtain (8).

Finally, we have $\langle X_z, X_{\bar{z}} \rangle > 0$, since $X$ is an immersion; hence, if $|g| < 1$, this shows that $g$ is nowhere antiholomorphic.

Remark 3.11. A. Sanini proved that the Gauss map, regarded as a map into the Grassmann bundle of the 2-planes of the tangent bundle of $Nil_3$, of a surface in $Nil_3$ is conformal if and only if the surface is minimal ([San97]).

4. Minimal immersions with prescribed Gauss map

Theorem 4.1. Let $\Sigma$ be a simply-connected Riemann surface. Let $g : \Sigma \to \mathbb{H}^2$ be a harmonic map that is nowhere antiholomorphic. Let $z_0 \in \Sigma$, $F_0 \in \mathbb{C}$ and $h_0 \in \mathbb{R}$.

Then there exists a unique conformal minimal immersion $X : \Sigma \to Nil_3$ such that $g$ is the Gauss map of $X$ and $X(z_0) = (F_0, h_0)$.

Moreover, the immersion $X = (F, h)$ satisfies

$$
F_z = -4i \frac{g_z}{(1 - |g|^2)^2}, \quad F_{\bar{z}} = -4i \frac{g^2 \bar{g}}{(1 - |g|^2)^2},
$$

$$
h_z = 4i \frac{\bar{g} g_z}{(1 - |g|^2)^2} - \frac{i}{4} (\bar{F} F_z - F \bar{F}_z).
$$

Proof. We first recover the horizontal part $F$ using the following fact. We claim that the differential system

$$
\begin{cases}
F_z = -4i \frac{g_z}{(1 - |g|^2)^2} \\
F_{\bar{z}} = -4i \frac{g^2 \bar{g}}{(1 - |g|^2)^2}
\end{cases}
$$

has a unique solution $F : \Sigma \to \mathbb{C}$ satisfying $F(z_0) = F_0$. Indeed, setting $A = -4i \frac{g_z}{(1 - |g|^2)^2}$ and $B = -4i \frac{g^2 \bar{g}}{(1 - |g|^2)^2}$, it suffices to check that $A_z = B_z$ (since $\Sigma$ is simply-connected). Using the fact that $g$ is harmonic, we get that $A_z = B_z = -8i \frac{g \bar{g} g_z}{(1 - |g|^2)^2}$, which proves the claim.

We now have to recover the function $h$. We set

$$
\eta = 8i \frac{\bar{g} g_z}{(1 - |g|^2)^2}.
$$

We claim that the differential equation

$$
h_z = \frac{1}{2} \eta - \frac{i}{4} (\bar{F} F_z - F \bar{F}_z)
$$

has a unique solution $h : \Omega \rightarrow \mathbb{R}$ satisfying $h(z_0) = h_0$. Indeed, it suffices to check that

$$\left(\frac{1}{2}\eta - \frac{i}{4} (\bar{F}F_z - F\bar{F}_z)\right) \bar{z} \in \mathbb{R}.$$ 

Using the fact that $g$ is harmonic and (9), we get

$$\left(\frac{1}{2}\eta - \frac{i}{4} (\bar{F}F_z - F\bar{F}_z)\right) \bar{z} = \frac{i}{4} (\bar{F}F_{\bar{z}} - F\bar{F}_{\bar{z}}) \in \mathbb{R},$$

which proves the claim.

We now set $X = (F, h) : \Sigma \rightarrow \text{Nil}_3$, and check that $X$ satisfies the conclusions of the theorem. It is clear that $X(z_0) = (F_0, h_0)$.

By (11), we have $\eta = 2 \langle E_3, Xz \rangle$; moreover, by (9) and (10), (1) is satisfied, so $X$ is a conformal map. Also, $\langle Xz, X\bar{z} \rangle = \frac{1}{2} (\|Fz\|^2 + \|F\bar{z}\|^2) + \frac{1}{4} |\eta|^2 > 0$, since $g_z$ does not vanish; hence $X$ is an immersion. We also observe that (2) holds, which means that $g$ is the Gauss map of $X$. Finally, (3) holds, so $X$ is minimal.

\begin{remark}
If we start with a map $g : \Sigma \rightarrow \mathbb{C}$ satisfying equation (4) (without assuming that $\|g\| < 1$), then it may be impossible to recover a minimal immersion $X : \Sigma \rightarrow \text{Nil}_3$. However, in some cases it is possible.

- If $|g| \equiv 1$ on an open set, then we recover a vertical plane (remark 3.9).
- Assume that $|g|$ is not identically 1 on any open set. Let $\Sigma_0$ be a connected domain in $\Sigma$ on which the functions $-4i \frac{g_z}{(1-|g|^2)^{\frac{3}{2}}}$ and $-4i \frac{\bar{g}_{\bar{z}} g_z}{(1-|g|^2)^{\frac{3}{2}}}$ can be extended smoothly to a pair of functions $A$ and $B$ that do not vanish simultaneously. Let $\tilde{\Sigma}_0$ be the universal cover of $\Sigma_0$. Then we can recover an immersion $X : \tilde{\Sigma}_0 \rightarrow \text{Nil}_3$ (the proof is the same as that for theorem 4.1; the fact that $A$ and $B$ do not vanish simultaneously ensures that $X$ is an immersion). See the examples in section 8.
\end{remark}

\begin{remark}
Such representation theorems involving harmonic maps were proved by K. Kenmotsu for CMC surfaces in $\mathbb{R}^3$ ([Ken79]), by K. Akutagawa and S. Nishikawa for spacelike CMC surfaces in $L^3$ ([AN90]) and by I. Fernández and P. Mira for CMC $\frac{1}{2}$ surfaces in $\mathbb{H}^2 \times \mathbb{R}$ ([FM07]).
\end{remark}

\begin{remark}
F. Mercuri, S. Montaldo and P. Piu also obtained a Weierstrass-type representation for minimal surfaces in $\text{Nil}_3$ ([MMP06]). However, their representation involves a pair of functions satisfying a rather complicated system of PDE, whose solutions are difficult to find. On the contrary, theorem 4.1 allows to construct a minimal surface starting simply with a harmonic map into $\mathbb{H}^2$. Examples are provided in section 8.
\end{remark}
5. The Hopf differential

The Hopf differential of a harmonic map \( g : \Sigma \rightarrow \mathbb{H}^2 \) is

\[
Q = \frac{4}{(1 - |g|^2)^2}g \bar{g} \, dz \, d\bar{z}.
\]

It is well known that it is holomorphic. On the other hand, U. Abresch and H. Rosenberg proved the existence of a holomorphic quadratic differential for CMC surfaces in \( \text{Nil}_3 \), and more generally in other homogeneous 3-manifolds (\cite{AR04, AR05}); this quadratic differential is a complex linear combination of the \((2,0)\) part of the second fundamental form of the surface and of \( \eta^2 \, dz^2 \).

**Proposition 5.1.** The Abresch-Rosenberg differential of a nowhere vertical minimal surface in \( \text{Nil}_3 \) coincides (up to a constant) with the Hopf differential of its Gauss map.

**Proof.** We use the same notation as in sections \( \S 3 \) and \( \S 4 \).

We have

\[
\tilde{\nabla}_{X_u} X_v = \frac{1}{4} \left[ 2(F + \bar{F})_{uv} + \frac{i}{2}(\eta + \bar{\eta})(\bar{F} - F)_v - \frac{1}{2}(\eta - \bar{\eta})(\bar{F} - F)_u \right] .
\]

The last coordinate is obtained, using that it is equal to \( 2i(\eta - \bar{\eta})_u + i(F_u \bar{F}_v - F_u F_v) \) and to \( 2(\eta + \bar{\eta})_v - i(F_u \bar{F}_v - F_u F_v) \). Using a computation done in the proof of lemma \( \S 3.8 \) we get

\[
\tilde{\nabla}_{X_u} X_v - \tilde{\nabla}_{X_v} X_u - 2i \tilde{\nabla}_{X_u} X_v = \frac{1}{2\eta_z} \left[ 2(F + \bar{F})_{zz} + \frac{i}{2}(\eta + \bar{\eta})(\bar{F} - F)_u + \frac{1}{2}(\eta - \bar{\eta})(\bar{F} - F)_v \right] .
\]

Consequently we get

\[
\langle N, \tilde{\nabla}_{X_u} X_u - \tilde{\nabla}_{X_v} X_v - 2i \tilde{\nabla}_{X_u} X_v \rangle = \frac{1}{1 + |g|^2} \left( 4g \bar{F}_{zz} + 4 \bar{g} F_{zz} + 2i \eta \bar{g} F_{zz} - 2i \bar{\eta} g F_{zz} + 2(1 - |g|^2) \eta_z \right).
\]

We first consider a domain where \( g \neq 0 \). Using \( (2) \) we obtain

\[
\langle N, \tilde{\nabla}_{X_u} X_u - \tilde{\nabla}_{X_v} X_v - 2i \tilde{\nabla}_{X_u} X_v \rangle = i \eta^2 + \frac{2 \bar{g} \eta}{g}.
\]

Finally, using \( (7) \) we get

\[
\left( \langle N, \tilde{\nabla}_{X_u} X_u - \tilde{\nabla}_{X_v} X_v - 2i \tilde{\nabla}_{X_u} X_v \rangle - i \eta^2 \right) \, dz \, d\bar{z} = 4iQ.
\]

We now deal with the points where \( g = 0 \). At these points we have \( \langle N, \tilde{\nabla}_{X_u} X_u - \tilde{\nabla}_{X_v} X_v - 2i \tilde{\nabla}_{X_u} X_v \rangle = 2 \eta_z, \eta_z = \frac{8i \bar{g} \eta}{(1 - |g|^2)^2} \) by \( (7) \) and \( \eta = 0 \). Hence the result also holds. \( \square \)
Remark 5.2. We have the following formula for the Hopf differential in terms of the Weierstrass data of the surface:

\[ Q = -i \frac{2}{g} \bar{g} \eta \frac{dz^2}{g}. \]

In the case of minimal surfaces in \( \mathbb{R}^3 \), if \( g \) denotes the Gauss map (meromorphic) of the surface and \( \eta = 2(x_3)_z \), where \( x_3 \) is the third coordinate of the surface, then the Hopf differential of the surface is given by

\[ Q = \frac{1}{2} \frac{g'}{g} \eta \frac{dz^2}{g}. \]

6. The action of isometries

Let \( \Sigma \) be a simply-connected Riemann surface. Let \( X : \Sigma \rightarrow \text{Nil}_3 \) be a nowhere vertical conformal minimal immersion and \( g : \Sigma \rightarrow \mathbb{H}^2 \) its Gauss map (we assume that the normal is upward); it is harmonic and nowhere antiholomorphic.

Let \( \Phi \) be an isometry of \( \text{Nil}_3 \) preserving the orientation of the fibers. If \( \Phi \) is a translation, then the Gauss map of \( \Phi \circ X \) is also \( g \), since the canonical frame \( (E_1, E_2, E_3) \) is invariant by translations. From this we deduce that, if we remove the initial condition in theorem 4.1, then the immersion with a prescribed Gauss map is unique up to translations of \( \text{Nil}_3 \). If \( \Phi \) is a rotation about a fiber, then the Gauss map of \( \Phi \circ X \) is \( \rho \circ g \), where \( \rho \) is the rotation about \( 0 \in \mathbb{H}^2 \) of the same angle. Thus the isometries of \( \text{Nil}_3 \) only induce the rotations about \( 0 \) in \( \mathbb{H}^2 \) (we do not take into consideration the isometries of \( \text{Nil}_3 \) that do not preserve the orientation of the fibers since we only consider surfaces whose normal vector is upward).

Conversely, let \( T \) be a positive (i.e., orientation-preserving) isometry of \( \mathbb{H}^2 \). Then \( T \circ g \) is harmonic and nowhere antiholomorphic; hence it is the Gauss map of a nowhere vertical conformal minimal immersion \( \tilde{X} : \Sigma \rightarrow \text{Nil}_3 \).

If \( T \) is a rotation about \( 0 \in \mathbb{H}^3 \), then \( \tilde{X} \) is simply \( \Phi \circ X \) where \( \Phi \) is a rotation about a fiber in \( \text{Nil}_3 \). On the contrary, if \( T \) is not a rotation about \( 0 \), then in general \( \tilde{X} \) is a non-trivial deformation of \( X \). Example 8.2 illustrates this fact.

Consequently, a nowhere vertical conformal minimal immersion has a natural 2-parameter family of deformations obtained by applying an isometry of \( \mathbb{H}^2 \) to the Gauss map. These deformations are in general not isometric. However, if \( g \) has a positive symmetry, i.e. if there exists a positive isometry \( T \) of \( \mathbb{H}^2 \) and a positive conformal diffeomorphism \( \psi \) of \( \Sigma \) such that \( T \circ g = g \circ \psi \), then \( g \) and \( T \circ g \) define the same surface up to a translation in \( \text{Nil}_3 \) and up to a reparametrization.

If \( T \) is a negative (i.e., orientation-reversing) isometry of \( \mathbb{H}^2 \), then \( T \circ g \) is still harmonic but not necessarily nowhere antiholomorphic. Even if it is
nowhere antiholomorphic, the corresponding minimal surface can be completely different from the one we started with. In particular, completeness may not be preserved. This fact is illustrated by examples 8.4 and 8.5.

7. Complete minimal surfaces

The object of this section is to study the image of the Gauss map of complete minimal surfaces in \( \text{Nil}_3 \). For this purpose, we recall a few facts on harmonic maps and CMC surfaces in Minkowski space \( L^3 \).

Let \( \Sigma \) be a simply connected Riemann surface, \( X : \Sigma \to \text{Nil}_3 \) a nowhere vertical minimal immersion and \( g : \Sigma \to \mathbb{H}^2 \) its Gauss map. The map \( g \) is harmonic and nowhere antiholomorphic; hence it is the Gauss map of a spacelike CMC \( \frac{1}{2} \) immersion \( \hat{X} : \Sigma \to L^3 \), and the metric induced by \( \hat{X} \) on \( \Sigma \) is

\[
d\hat{s}^2 = \frac{16}{(1 - |g|^2)^2} |g_z|^2 |dz|^2
\]

(see for example [AN90] and [Wan92]; in [AN90], \( g \bar{z} \) appears instead of \( g_z \) because of a different choice of complex structure for \( \mathbb{H}^2 \); in [Wan92], the mean curvature is normalized to 1 instead of \( \frac{1}{2} \)). By (8) we observe that the metric induced by \( X \) on \( \Sigma \) is

\[
ds^2 = \left( \frac{1 + |g|^2}{1 - |g|^2} \right)^2 d\hat{s}^2.
\]

Hence, if \( d\hat{s}^2 \) is complete, then \( ds^2 \) is also complete.

Using these facts and some results about harmonic maps and CMC surfaces in \( L^3 \), we will deduce some properties of the image of the Gauss map of complete nowhere vertical minimal surfaces in \( \text{Nil}_3 \).

Let \( \partial_{\infty}\mathbb{H}^2 \) be the asymptotic boundary of the hyperbolic plane; we will identify it with \( S^1 \). We will consider the intersection of \( \partial_{\infty}\mathbb{H}^2 \) and of the closure of the image of the Gauss map. This intersection is the set of all the asymptotic horizontal directions of the normal of the surface.

**Theorem 7.1.**

1. The Gauss map of a complete nowhere vertical minimal surface \( S \) in \( \text{Nil}_3 \) is not bounded in \( \mathbb{H}^2 \).

2. Let \( L \subset S^1 = \partial_{\infty}\mathbb{H}^2 \) be a closed subset containing at least 3 points. Then there exists a complete nowhere vertical minimal surface in \( \text{Nil}_3 \) whose Gauss map is a diffeomorphism onto the interior of the convex hull of \( L \) in \( \mathbb{H}^2 \).

3. If \( L \) moreover has non-empty interior, then there exists a minimal surface as in 2. that is moreover of hyperbolic conformal type.

4. Let \( m \geq 3 \) and \( \mathcal{P} \) be an ideal polygon in \( \mathbb{H}^2 \) with \( m \) vertices. Then there exists a \( (m-3) \)-parameter family of non-congruent complete nowhere vertical minimal surfaces in \( \text{Nil}_3 \) of parabolic conformal type and whose Gauss maps are diffeomorphisms onto the interior of \( \mathcal{P} \).

**Proof.**

1. Let \( X : \Sigma \to \text{Nil}_3 \) be a conformal immersion such that \( X(\Sigma) = S \) and \( g : \Sigma \to \mathbb{H}^2 \) its Gauss map; without loss of generality we can assume
that $\Sigma$ is simply-connected. Let $\hat{X} : \Sigma \to L^3$ be a CMC $\frac{1}{2}$ immersion with Gauss map $g$; we use the same notations as above.

Assume that $g$ is bounded, i.e., that there is a constant $c \in (0, 1)$ such that $|g| \leq c$. Then the quantity $(1 + |g|^2)^{-1}$ is bounded from above by a constant, and since $ds^2$ is complete, so is $d\hat{s}^2$ by (12). By a theorem of Y. L. Xin ([Xin91]), the only complete CMC surface in $L^3$ with bounded Gauss map is the plane, which has CMC 0. This gives a contradiction since $\hat{X}$ has CMC $\frac{1}{2}$.

2. By theorem 4.7 in [CT90], there exists a complete spacelike CMC surface given by a conformal immersion $\hat{X} : \Sigma \to L^3$ (where $\Sigma$ is simply-connected) such that the closure of the image of its Gauss map $g : \Sigma \to H^2$ is the convex hull of $L$. Since $L$ contains at least three points, the map $g$ is a diffeomorphism by theorem 4.8 in [CT90]. Up to a change of orientation of $\Sigma$, we can assume that $g$ preserves orientation and so is nowhere antiholomorphic. Then it is the Gauss map of a nowhere vertical conformal minimal immersion $X : \Sigma \to \text{Nil}_3$. And $X(\Sigma)$ is complete since $\hat{X}(\Sigma)$ is complete. Then the surface $X(\Sigma)$ has the required properties.

3. We proceed as in 2. using theorem 9.2 in [CT90].

4. We proceed as in 2. using [HTTW95]. The fact that the obtained surfaces are non-congruent is a consequence of the fact that their Gauss maps are nontrivially distinct. □

Remark 7.2. I. Fernández and P. Mira proved that any holomorphic quadratic differential on $\mathbb{C}$ or $\mathbb{D}$ is the Abresch-Rosenberg differential of a complete minimal surface in $\text{Nil}_3$ ([FM07]).

We end with some open questions. It would be interesting to study the complete minimal surfaces with these prescribed Gauss maps. We know that they are local graphs over parts of $\mathbb{R}^2$. Hence it is a natural question to determine if they are proper, if they are graphs. It also seems interesting to try to solve the Bernstein problem in $\text{Nil}_3$ using the harmonic Gauss map, i.e., to classify all minimal entire graphs (i.e., over the entire $\mathbb{R}^2$) in terms of their Gauss map (example 8.4 is a new example of such a graph). Another problem is to determine if some complete nowhere vertical minimal surfaces in $\text{Nil}_3$ come from non-complete CMC surfaces in $L^3$.

8. Examples

In this section we give the Gauss map of some classical examples and we construct new examples, in a particular a new example of an entire minimal graph over $\mathbb{R}^2$ (example 8.4). Vertical planes do not appear, since their normal is horizontal (and constant).
**Example 8.1** (the minimal hemisphere). Let $\Sigma = \mathbb{D}$ and $g(z) = iz$. Then $g_z = i$, and using the formulas in theorem 4.1 we get (up to a translation)

$$F = \frac{4z}{1 - |z|^2}, \quad h = 0.$$ 

Hence we obtain the surface of equation $x_3 = 0$. It is invariant by rotations about the $x_3$-axis (but by no translation nor other rotation). We call it the **minimal hemisphere** of pole $(0,0,0)$. We chose this terminology, since this surface is the limit of the half CMC spheres of South (or North) pole $(0,0,0)$ when the mean curvature tends to 0. The Hopf differential of $g$ is $Q = 0$.

**Example 8.2** (translation-invariant examples). Assume that the image of $g$ is a geodesic of $\mathbb{H}^2$ and that $g$ is nowhere antiholomorphic. Then the Hopf differential of $g$ cannot vanish (otherwise we would have $\bar{g}_z = 0$ at some point, and since $g$ only depends on one real parameter this would lead to $g_z = 0$ at this point, which is excluded); hence, up to a conformal change of parameter, we can choose $\Sigma = \mathbb{C}$, $Q = -\frac{1}{4}dz^2$ and

$$g(u + iv) = \frac{a(1 - \cosh v) + \bar{c}\sinh v}{c(1 - \cosh v) + \bar{a}\sinh v}$$

with $|a|^2 - |c|^2 = 1$. Then we have

$$g_z = -\frac{i}{2} \frac{1 - \cosh v}{c(1 - \cosh v) + \bar{a}\sinh v)^2}.$$ 

Up to a rotation about $0 \in \mathbb{H}^2$ (see the discussion in section 6), we can assume that the geodesic intersects the axis $\{\text{Re} \zeta = 0\}$ orthogonally and is oriented from the right to the left; moreover we can assume that this intersection happens when $v = 0$. From this we get $g(0) = i \mathbb{R}$ and $g_z(0) = -\frac{i}{2}g_c(0) \in i \mathbb{R}_+$, which gives $a \in \mathbb{R}$ and $c \in i \mathbb{R}$. Hence, up to a multiplication by $-1$ of $a$ and $c$, we can set $a = \cosh \theta$ and $c = i \sinh \theta$ for some $\theta \in \mathbb{R}$. From the formulas of theorem 4.1 we get

$$F_\zeta = -\frac{1}{2} (\cosh(2\theta) + \cosh v + i \sinh(2\theta) \sinh v),$$

$$F_{\bar{\zeta}} = -\frac{1}{2} (\cosh(2\theta) - \cosh v - i \sinh(2\theta) \sinh v),$$

and so (up to a translation)

$$F = \cosh(2\theta)u - \sinh(2\theta) \cosh v + i \sinh v.$$ 

Then we compute that

$$h_z = \frac{1}{4} \cosh(2\theta) \sinh v - \frac{i}{4} \sinh(2\theta) - \frac{i}{4} \cosh(2\theta) u \cosh v,$$

and finally we obtain (up to a translation)

$$h = \frac{1}{2} \cosh(2\theta)u \sinh v + \frac{1}{2} \sinh(2\theta)v.$$
This surface is an entire graph over $\mathbb{R}^2$, given by
\[ x_3 = \frac{1}{2} x_1 x_2 + \frac{1}{2} \sinh(2\theta) \left( \text{arsinh}(x_2) + x_2 \sqrt{1 + x_2^2} \right). \]
It is invariant by the one-parameter family of translations along the $x_1$-axis. It is described in [FMP99].

**Example 8.3** (helicoids). Let $a \in \mathbb{R} \setminus \{0\}$ and $\varphi$ a real-valued function defined on an open interval $I$ satisfying
\[ (\varphi')^2 - \varphi^2 = a(1 - \varphi^2)^2 \]
and constant on no interval. We have $\varphi'' - \varphi = -2a\varphi(1 - \varphi^2)$, and so
\[ (1 - \varphi^2)\varphi'' + 2\varphi(\varphi')^2 - \varphi(1 + \varphi^2)^2 = 0. \]
Assume first that $a > 0$. We choose $\varphi$ such that $\varphi(0) = 0$ and $\varphi'$ is strictly positive, and we restrict $\varphi$ to an interval $(-v_0, v_0)$ such that $\varphi(-v_0, v_0) = (-1, 1)$ (if $a = \frac{1}{2}$, then $\varphi(x) = \tan\left(\frac{x}{2}\right)$). Let $\Sigma = \mathbb{R} \times (-v_0, v_0)$ and $g(u + iv) = e^{iu}\varphi(v)$; then $g$ is harmonic. We have
\[ z = \frac{i}{2} e^{iu}(\varphi - \varphi'), \]
and so
\[ F_z = 2e^{iu} \frac{\varphi - \varphi'}{(1 - \varphi^2)^2}, \quad F_{\bar{z}} = -2e^{iu} \frac{\varphi - \varphi'}{(1 - \varphi^2)^2}. \]
Up to a translation we get
\[ F = -2ie^{iu} \frac{\varphi(v) - \varphi'(v)}{1 - \varphi(v)^2}. \]
Then we compute that
\[ h_z = \frac{\varphi'(v)^2 - \varphi(v)^2}{(1 - \varphi(v)^2)^2} = a, \]
which gives, up to a translation,
\[ h = au. \]
We have $|F| \to +\infty$ when $v \to -v_0$, and $|F| \to 0$ when $v \to v_0$. Thus the closure of the surface contains the $x_3$-axis; it is one half of a right-helicoid. We obtain the complete right-helicoid by rotation of angle $\pi$ about this axis.

Observe that the curve $\{v = 0\}$ on the surface is horizontal and the helicoid is horizontal along this curve (since $g(u, 0) = 0$). The Hopf differential of $g$ is $Q = -adz^2$.

Assume now that $a < 0$. We choose $\varphi$ such that $\varphi > 0$ and $\varphi$ has a minimum at $v = 0$, and we restrict $\varphi$ to an interval $(-v_0, v_0)$ such that $\varphi(-v_0, v_0) = (\varphi(0), 1)$. Let $\Sigma = \mathbb{R} \times (-v_0, v_0)$ and $g(u + iv) = e^{iu}\varphi(v)$. As above, $g$ is harmonic and the same formulas for $F$ and $h$ hold. In the same way, we have $|F| \to +\infty$ when $v \to -v_0$ and $|F| \to 0$ when $v \to v_0$. Thus the closure of the surface contains the $x_3$-axis; it is one half of a left-helicoid.
We obtain the complete left-helicoid by rotation of angle $\pi$ about this axis. The Hopf differential of $g$ is $Q = -dz^2$.

**Example 8.4** (an entire minimal graph). Let $\Sigma = \{ z \in \mathbb{C}; \Re z > 0 \}$ and

$$g(u + iv) = \frac{-1 + i \cosh(2u) \sinh(2v)}{\sinh(2u) + \cosh(2u) \cosh(2v)}.$$  

This is the Gauss map of a complete CMC surface in $\mathbb{L}^3$ called semitrough (see [CT90] and [HTTW95] page 98). The image of $g$ is $\mathbb{H}^2 \cap \{ \Re z < 0 \}$. We get

$$g_z = \frac{(\cosh(2u) + 1)(\cosh(2u) + \sinh(2u) \cosh(2v) - i \sinh(2v))}{(\sinh(2u) + \cosh(2u) \cosh(2v))^2},$$

and so

$$F_z = -\frac{i \cosh(2u) + \sinh(2v) + i \cosh(2v) \sinh(2u)}{\cosh(2u) - 1},$$

$$F_{\bar{z}} = -\frac{i \cosh(2u) + \sinh(2v) - i \cosh(2v) \sinh(2u)}{\cosh(2u) - 1}.$$  

Up to a translation we obtain

$$F = 2 \sinh v \cosh v \coth u + i \coth u - 2iu,$$

and then

$$h_z = i \cosh^2 v - \frac{i}{2} - u \frac{\sinh v \cosh v}{\sinh^2 u} + iu \coth u$$

$$-2iu \cosh^2 v \coth u + \sinh v \cosh v \coth u,$$

and finally, up to a translation,

$$h = \sinh v \cosh v (2u \coth u - 1).$$

The map $F$ is a diffeomorphism from $\Sigma$ onto $\mathbb{C}$. Hence we obtain a new example of an entire graph over $\mathbb{R}^2$. Let $x_1 = \Re F$, $x_2 = \Im F$ and $x_3 = h$ be the coordinates of the surface. The map $u \mapsto x_2$ is a diffeomorphism from $(0, +\infty)$ onto $\mathbb{R}$, and the surface is defined by an equation of the form

$$x_3 = x_1 f(x_2),$$

where $f$ is a function. This surface is foliated by Euclidean straight lines (which, in general, are not geodesics of Nil$_3$). When $x_2 \to -\infty$, i.e., when $u \to +\infty$, we have $f(x_2) \sim -\frac{1}{2} x_2$; when $x_2 \to +\infty$, i.e., when $u \to 0$, we have $f(x_2) \sim \frac{1}{2x_2}$. Hence on the one side the surface is asymptotic to the surface of equation $x_3 = -\frac{1}{2} x_1 x_2$, which is invariant by translations along the $x_2$-axis (this is the image of example [8.2] with $\theta = 0$ by a rotation); on the other side, the surface is asymptotic to the surface of equation $x_3 = 0$, which is a minimal hemisphere (example [8.1]). This surface is complete, since the corresponding CMC $\frac{1}{2}$ surface in $\mathbb{L}^3$ is complete. The Hopf differential of $g$ is $Q = -dz^2$. 
Example 8.5. Let $\Sigma = \{ z \in \mathbb{C}; \text{Re} \, z > 0 \}$ and
\[
g(u + iv) = \frac{-1 - i \cosh(2u) \sinh(2v)}{\sinh(2u) + \cosh(2u) \cosh(2v)}.
\]
This is the complex conjugate of the Gauss map of example 8.4. We get
\[
g_z = -\frac{(\cosh(2u) - 1)(\cosh(2u) + \sinh(2u) \cosh(2v) + i \sinh(2v))}{(\sinh(2u) + \cosh(2u) \cosh(2v))^2},
\]
and so
\[
F_z = \frac{i \cosh(2u) - \sinh(2v) + i \cosh(2v) \sinh(2u)}{\cosh(2u) + 1},
\]
\[
F_{\bar{z}} = \frac{i \cosh(2u) - \sinh(2v) - i \cosh(2v) \sinh(2u)}{\cosh(2u) + 1}.
\]
Up to a translation we obtain
\[
F = -2 \sinh v \cosh v \tanh u - i \tanh u + 2iu,
\]
and then
\[
h_z = i \cosh^2 v - \frac{i}{2} + u \frac{\sinh v \cosh v}{\cosh^2 u} + iu \tanh u
\]
\[
-2iu \cosh^2 v \tanh u + \sinh v \cosh v \tanh u,
\]
and finally, up to a translation,
\[
h = \sinh v \cosh v (2u \tanh u - 1).
\]
The map $F$ is a diffeomorphism from $\Sigma$ onto $\mathbb{R} \times (0, +\infty)$. Hence the surface is a graph over a half-plane. Let $x_1 = \text{Re} \, F$, $x_2 = \text{Im} \, F$ and $x_3 = h$ be the coordinates of the surface. The map $u \mapsto x_2$ is a diffeomorphism from $(0, +\infty)$ onto itself, and the surface is defined by an equation of the form
\[
x_3 = x_1 f(x_2),
\]
where $f$ is a function. This surface is foliated by Euclidean straight lines (as example 8.4). When $x_2 \to +\infty$, i.e., when $u \to +\infty$, we have $f(x_2) \sim -\frac{1}{2}x_2$; when $x_2 \to 0$, i.e., when $u \to 0$, we have $f(x_2) \sim \frac{1}{2x_2}$. Hence on the one side the surface is asymptotic to the surface of equation $x_3 = -\frac{1}{2}x_1x_2$, and on the other side the surface is not complete and its closure contains the $x_3$-axis. The surface can be completed by rotation of angle $\pi$ about the $x_3$-axis. The Hopf differential of $g$ is $Q = -dz^2$.

9. Final remark

After the first version of this paper (arXiv:math/0606299v1) was written, in June 2006, some of the questions addressed at the end of section 7 were answered:

- in [FM09], I. Fernández and P. Mira solved the Bernstein problem in $\text{Nil}_3$, i.e., they classified all entire minimal graphs in $\text{Nil}_3$ (in terms of their Abresch-Rosenberg differential),
• in [DH09], the author and L. Hauswirth proved that every complete nowhere vertical minimal surface in \( \text{Nil}_3 \) is necessarily an entire graph; moreover, this implies using [FM09] that every complete nowhere vertical minimal surface in \( \text{Nil}_3 \) comes from a complete CMC surface in \( \mathbb{L}^3 \).
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