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Abstract—Intelligent Reflecting Surfaces (IRS) show a revolutionary potential for wireless communications. In this paper, a single IRS is used to achieve distributed multi-user beamforming and interference-free transmission. We first establish the IRS assisted multi-user system model and formulate an optimization problem called multi-user linearly constrained minimum variance (MU-LCMV) beamformer, under the criterion of minimizing the overall received signal power subject to a certain level of power response (e.g., unit power response) at desired signal directions and arbitrary low power response (e.g., zero power response) at the interference directions. A closed-form amplitude-unconstrained phase-continuous (AUPC) solution is derived first, then an amplitude-constrained phase-continuous (ACPC) solution is obtained by using sequential quadratic programming (SQP). Given the solutions, the IRS beam pattern shows that to achieve multi-user ($N$ pairs of transceivers, $N > 1$) transmission through a single surface, up to $N$ redundant beams are generated, significantly affecting power efficiency. The directions of the redundant beams are mathematically derived. The effect of mutual coupling on IRS is also analyzed to show the characteristic of side lobes. Simulation results verify the existence and accuracy of the redundant beam directions. This work can potentially enhance state-of-the-art wireless communication systems ranging from transceiver design, system and architecture design, network deployment and self-organizing-network operations.

Index Terms—Intelligent reflecting surface, beamforming, redundant beam, MIMO.

I. INTRODUCTION

THROUGH the generations of wireless communication evolution, spectrum efficiency and power efficiency are two of the most important metrics to measure the system performance. Tremendous endeavors have been devoted to enhancing them through the system, architecture, algorithm and protocol, and hardware design. There are many factors that can fundamentally limit the wireless communication system performance while the wireless channel is of the most critical, intractable, but indispensable ones since it is uncontrollable and unpredictable. The signal carried by electromagnetic (EM) wave travels through the environment may suffer from many channel effects such as path-loss, fading, shadowing, etc. spectrum and power efficiency of the wireless communication system are determined by the channel and the means of how to combat it. Path-loss is typically determined by the propagation environment, propagation medium and the distance between the transmitter and the receiver. To compensate path-loss, transmission power and/or receiver sensitivity can be increased at the cost of reducing power efficiency and/or increasing the system complexity. Multi-antenna beamforming and relay techniques are other typical approaches to compensate for the signal power loss over the channel, at the cost of extra required space, power, and complexity. The path-loss for high-frequency bands, such as millimeter wave, is even worse and has to be compensated by large scale antenna array (or directional antenna) at the transceivers [2].

Multi-path effect produces channel fading and inter-symbol interference (ISI) which is detrimental to the communication quality. To overcome this effect, elaborate techniques have been proposed across all modules in the baseband procedures, e.g., multi-carrier systems such as orthogonal frequency-division multiplexing (OFDM) [3], advanced channel estimation and equalization algorithms [4, 5], adaptive modulation and coding schemes [6, 7], and various detection algorithms [8, 9]. Nevertheless, the complexity of signal processing algorithm, protocol, and system within the transceiver is extremely high and thus brings significant cost.

Thanks to the multiple-input-and-multiple-output (MIMO) technique and other advanced multi-antenna approaches such as massive MIMO [10–12] and millimeter-wave (mmWave) communications [2], faster communication and better spectrum utilization can be achieved. Theoretically, the MIMO system has the ability to scale the capacity of a wireless connection by introducing multiplexing gain and/or diversity gain. However, the realistic scalability of MIMO system may be seriously limited due to the cost of RF chains, and the uncontrollability plus randomness of the wireless channel [13, 14]. As a result, considerably overhead and resources are required for channel estimation and equalization. Additionally, the rank of the channel matrix of a MIMO system is fully determined by the communication environment. Thus, the multiplexing gain is limited by the channel even with full channel knowledge. On the other hand, enforcing orthogonality among the data streams causes a power loss, and thus a beamforming gain limitation (i.e., decomposition reduces the strength of eigenvalues in the eigenvectors). It would be no doubt that how significant revolution of wireless communication can achieve
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if we can control the channel. The recent advance on EM materials found possibility from a new type of retrofitted low-cost material [15], usually called meta-material [16]. The artificial thin film of this material is usually referred to as reconfigurable intelligent surface (RIS) [17], intelligent reflecting surface (IRS) [18], or meta-surface [19]. An IRS can be a very simple structure, comprising a set of conductive patches, diodes, and conductive power/signal lines. By integrating artificially designed electronic elements, i.e., PIN diode, in the surface of meta-material, IRS is shaped [20]. Meanwhile, the excitation and phase of each electronic element can be controlled by processors (e.g., Field Programmable Gate Array FPGA) [15, 21], thus the phase and amplitude of the EM wave impinging on the surface can be manipulated and reflected to any desired directions. Therefore, the wireless channels within the natural environment become controllable with such surface posting on the basic building block (e.g., can even replace the traditional surface of the ceiling and wall) [22]. In addition, due to its ability to manipulate the EM wave and the communication channel, it is expected to be a driving technology of 6G and leading a disruptive evolution [23]. From those perspectives mentioned above, it is the first time for us to be able to (at least partially) control/program the wireless channel by which the customized wireless communication environments can be achieved. In other words, those objects, e.g., buildings or indoor walls which bring negative effects to the signal transmission, can turn into something helpful to produce more design degrees of optimization with the coating of such IRS on those objects [19]. It is worth noting that the IRS, from the architecture perspective, as shown in Fig. 1, is similar to a multiple antenna relay system [24]. However, the principles, challenges, and applications of them are different. The IRS reflects impinging signals (at some specific frequency bands) as an object rather than re-transmit the received signal as a transmitter in the relay systems. From this point of view, it is an EM mirror that can reflect the signal to arbitrary direction by controlling the phase/amplitude of the elements on the surface. Unlike the active relay system relies on multiple radio frequency (RF) chains, the IRS is passive so that it can be made as thin as a wallpaper to be posted on any physical surfaces and therefore it is low cost, low power, flexible, and scalable [22]. Besides, the active relay system typically works in a half-duplex manner to avoid interference while IRS has no such constraint (i.e., it can achieve full-duplex function without generating interference) [19, 25]. As such, passive surfaces are different from active antenna arrays.

Extensive research has been done for IRS in beamforming, channel estimation, resource allocation and implementation, etc. [20–22, 26–31]. Some work presented multi-input-single-output (MISO) model of IRS using gradient-based energy efficiency maximization algorithm and deep learning algorithm to design phase control [17, 31]. MIMO model of IRS also have been proposed and analyzed by using well-known minimal mean-squared error (MMSE) and zero forcing (ZF) beamforming [18]. In addition to that, some work focused on the IRS based channel estimation [28, 29] and resource allocations [32]. Also the experimental realization is given in different applications [21, 27]. Most of the aforementioned works apply IRS into low frequency band and assume the fading channel between transmitter and IRS, and from IRS to the receiver. However, to the best of the authors’ knowledge, IRS used in high frequency band is less focused. In fact, IRS can be more useful in mmWave and Terahertz (THz) communications due to their severe coverage issues. Thus, a complete channel/system model and optimization formulations are required. Moreover, a well considered and thorough analysis on realizing multi-user transmission through a single IRS in such a system is unknown. With the revolutionary idea, it is also worth to investigate the physical properties and constraints of IRS to provide some insights and guidance for the IRS assisted wireless communication system design.

In this paper, our study focuses on IRS based multi-user beamforming and transmission. Such a scenario can also be viewed as a special form of single-user MIMO. We first formulate a cost function by minimizing total received power at users while satisfying conditions for securing effective communication and suppressing interference. A novel multi-user linearly constrained minimum variance (MU-LCMV) is proposed to obtain the optimal solution for nullifying the known interference and minimizing the unknown interference. For example, in the case of two pairs of transceivers, the signal transmitted from Tx1 to Rx1 through the reflection of IRS is kept above a certain response level while that of reflected towards to Rx2 is nullified and any interference from unknown directions can also be minimized. Vice versa for the signal transmitted from Tx2 to Rx2. This can be implemented through designing the beamforming weights for the elements on the IRS and controlled through the weights controller [33, 34], as shown in Fig. 1. Due to the particular working principle with solutions in IRS [33, 34], we observed that redundant beams1 are formulated in addition to the main desired beams. The existence of redundant beams are proved and systematically analyzed in various cases. This unique property in IRS may significantly affect power efficiency and generate extra interference at unwanted directions. To summarize, the main contribution of this paper is as follows.

- We first propose the IRS assisted multi-user channel model based on a single piece of IRS, which can support

1 It could be found that by realizing multi-user transmission on a single surface, not only the main beams will be steered to desired directions, there might be redundant beams pointing to other directions. This phenomenon will be discussed in Section IV.
multi streams transmission. Additionally, fundamental limitations on directions of the transceiver are derived for practical deployment. Based on the proposed model, IRS assisted multi-user optimization problems are formulated. A closed-form amplitude-unconstrained phase-continuous (AUPC) solution is derived first, and then practical amplitude-constrained phase-continuous (APPC) solutions are achieved by using sequential quadratic programming (SQP) method and regularized MU-LCMV beamformer.

- Secondly, the insights of the redundant beam has been exploited and discussed theoretically while considering the general URA scenario. This conclusion can provide a guideline for further designs on IRS’ deployment and resource management due to the redundant beams essentially split the energy. Therefore, relative considerations are required to avoid it or leverage it to support multi-cast communication in some specific scenarios.

- Lastly, after comparing with the existing algorithms, our proposed SQP algorithm outperforms others on the solvability since it is able to search the infeasible points without caring the feasibility of constraint, which always can return a solution given the restricted nonlinear conditions. In addition, we propose two MU-LCMV based solutions that are in low-complexity, and they can be used in some real applications to give a satisfied performance.

The rest of the paper is organized as follows. In Section II, we build an IRS system model. In Section III, the optimization problem of multi-user based on IRS is formulated and three solutions to the optimization problem are derived. In Section IV, we give the corollaries of redundant beams for both commonly used uniform linear array (ULA) and uniform rectangular array (URA) as examples. Simulations and conclusions are given in Section V and Section VI, respectively. Proofs of corollaries are given in Appendix A.

Throughout this paper, bold-faced upper case letters, bold-faced lower case letters, and light-faced lower case letters represent matrix (vector) transpose, matrix (vector) transpose, respectively.

\[ \mathbf{E} \{ \cdot \} \] is the expectation operator and \( \overset{\Delta}{=} \) represents equivalent in terms of the optimization. The superscripts \((-)^T\) and \((-)^H\) represent matrix (vector) transpose, complex conjugate transpose, respectively. \( \odot \) denotes point-wise multiplication. \( \mathbf{I} \) is the identity matrix.

**II. System Model**

In this section, we model a distributed multi-user system based on a common single IRS, which takes the role of steering the multiple beams to the desired directions while suppressing the interference from unwanted directions. The considered system contains \( N \) pairs of transceivers where each transmitter and receiver is equipped with a single antenna. The IRS is composed of \( M \) elements, and in theory, the shape of the IRS and the geometry configurations of these elements on the surface can be arbitrary, since all space distributed elements can be represented in the form of steering vector with specific delay in directions of interest.

The channel model of IRS considered in this paper is NLOS, which is a long-lasting issue in mmWave communications [35–37]. Then, there are several assumptions. Firstly, line of sight (LOS) paths are considered between the \( \text{Tx} \) to IRS and IRS to \( \text{Rx} \), and there is no direct link between \( \text{Tx} \) and \( \text{Rx} \). This assumption can be justified since IRS can play more important roles in the case of no LOS path exists between \( \text{Tx} \) and \( \text{Rx} \). This can be very common and an imperative issue in high-frequency band (e.g., mmWave) communications. Next, for the channel fading and path-loss, usually quasi-static flat fading or block fading is considered [18, 28–31]. Since we analyze a single frame narrowband signal, an ideal case of far-field transmission with no channel path-loss and fading is considered. But our conclusions can be extended into the more generic channel with path-loss and fading straightforwardly. Lastly, global channel state information (CSI) availability at IRS is assumed in this paper and it is a common assumption in lots of works [17, 18, 30, 31, 38–41]. Actually, acquiring CSI requires sophisticated channel estimation by sending training pilot through direct BS-user link and BS-IRS-user link [42]. During channel estimation, the on-off statement and phase shifts of elements are jointly controlled in a predefined way by BS along with the training pilot sent by transmitters [28, 39–41]. Once channel is estimated, it would be sent to IRS via the internet link between BS-IRS for beamforming [38].

**A. IRS Multi-user Model**

Considering an IRS with \( M \) elements that is deployed for \( N \) pairs of single antenna users communication, the signal impinges on the IRS can be expressed as

\[
\mathbf{y}_s = \mathbf{A}_\text{in} \mathbf{s} , \tag{1}
\]

where \( \mathbf{s} = [s_1, s_2, \ldots, s_N]^T \in \mathbb{C}^{N \times 1} \) is the source signal vector and \( s_i \) \( (i = 1, 2, \cdots, N) \) is the signal for the \( i \)-th pair of transceiver. \( \mathbf{A}_\text{in} \) is the channel matrix from the transmitters to the IRS, which can be represented by the matrix composed of steering vectors as

\[
\mathbf{A}_\text{in} = [\mathbf{a}(\Omega_{in,1}), \mathbf{a}(\Omega_{in,2}), \ldots, \mathbf{a}(\Omega_{in,N})] \in \mathbb{C}^{M \times N} , \tag{2}
\]

where \( \mathbf{a}(\Omega_{in,i}) \) is \( i \)-th user’s steering vector of incident directions and \( \Omega_{in,i} \) is the term containing the spatial information of incident directions from \( i \)-th transmitter \( \text{Tx}_i \). According to the antenna array theorem, \( \Omega \) is a function of azimuth and elevation angles for two-dimensional deployment (e.g., URA), or only contains only one-dimensional information of azimuth angle such as ULA. Note that there is no noise in equation (1) since the IRS is a passive system, which is different from relay systems. Though this model is suitable for all frequency bands, however, it is particularly useful for mmWave communications, which suffer from severe coverage issues.

On the IRS, each element will reflect the impinging signal from the \( \text{Tx} \). However, by controlling the phases at the elements, the phase of the reflected signal at each element can be different. Optimal weights can be calculated to assure that the signals are coherently added at the direction of \( \text{Rx} \). As one of the implementations, the elements’ phases can be controlled by a biasing circuit switch (e.g., as proposed in
Thus, the weighted signal at the surface can be written as
\[
\hat{y}_s = Wy = WA_{in}s,
\]
where \(\hat{y}_s\) is the phased signal on IRS, the weights matrix \(W \in \mathbb{C}^{M \times M}\) is a diagonal matrix with each entry on the diagonal being the weight of each element.

At the receivers, the received signals reflected from the IRS are phased by another matrix of steering vectors \(A_{out}\) which defined as
\[
A_{out} = [a(\Omega_{out,1}), a(\Omega_{out,2}), \ldots, a(\Omega_{out,N})] \in \mathbb{C}^{M \times N}.
\]
The \(A_{out}\) has the same form as \(A_{in}\) in (2). \(\Omega_{out,i}\) contains direction of \(i\)-th receiver \(\mathbb{R}X_i\), \(a(\Omega_{out,i})\) represents the steering vector of exit angles of phased signals from the IRS to \(\mathbb{R}X_i\). Thus, the received signal \(\hat{y}_r\) at all \(N\) receivers can be expressed as a vector form
\[
\hat{y}_r = A_{out}^TWA_{in}s + n,
\]
where the \(n\) is the noise vector at the receivers. The weights matrix, \(W\) needs be solved and applied on the surface to make sure the reflected signals are optimally reflected towards the desired direction without cross-interference among the users. As the incident steering vectors and exit steering vectors respect to the IRS are independent to each other and both controlled by the weights at the same time, to this end, we merge \(a(\Omega_{in,u})\) and \(a(\Omega_{out,v})\) as a compound steering vector
\[
a_C(\Omega_{out,v}, \Omega_{in,u}) = a(\Omega_{out,v}) \otimes a(\Omega_{in,u}), \text{ for } u, v = 1, \ldots, N,
\]
which means the equivalent steering vector or channel response from the transmitter at \(\Omega_{in,u}\) to the receiver at \(\Omega_{out,v}\). Therefore, equation (5) can be represented in an equivalent way as
\[
\hat{y}_{r,i} = w^H A_C,i s + n_i, i = 1, 2, \ldots, N.
\]
\(\hat{y}_{r,i}\) is the phased signal received by \(i\)-th receiver \(\mathbb{R}X_i\), \(w\) is a column vector with its elements being the main diagonal elements of \(W\). It is worth mentioning that \(w\) is the single weight vector employed on the surface to achieve all transceiver pairs’ desired signal response and mutual interference suppression simultaneously. \(n_i\) is the noise at \(\mathbb{R}X_i\), and \(A_{C,i}\) is the combined steering matrix for \(i\)-th receiver which can be expressed as
\[
A_{C,i} = [a_C(\Omega_{out,i}, \Omega_{in,1}), \ldots, a_C(\Omega_{out,i}, \Omega_{in,N})] \in \mathbb{C}^{M \times N}.
\]
With respect to the \(i\)-th receiver, according to equations (7) and (8), the received signal is a mixture of signals from all directions including both the desired signal and interference, where only \(a_C(\Omega_{out,i}, \Omega_{in,i})\) corresponds to desired signal direction and other terms in \(A_{C,i}\) correspond to interference for \(\mathbb{R}X_i\). Base on equation (7), the SINR for the receiver of \(i\)-th pair can be represented as
\[
SINR_i = \frac{|w^H a_C(\Omega_{out,i}, \Omega_{in,i})|^2}{\sigma^2 + \sum_{j=1, j \neq i}^N |w^H a_C(\Omega_{out,i}, \Omega_{in,j})|^2},
\]
where \(\sigma^2\) is the power of noise.

### B. Steering Vector of ULA

Though the shape of surface and the arrangement of the elements on the surface can be arbitrary, however, we need to consider some regular IRSs in practical deployment and production. In the next sub-section, we will consider two of the most commonly used structures, i.e., ULA and URA, for analysis in Section IV. Again, it is mentioning that our model in this section and optimization in Section III are not limited by these specific structures.

For ULA, both \(\Omega_{in,u}\) and \(\Omega_{out,v}\) contain only azimuth angle that \(\Omega_{in,u} = \phi_{in,u}, \Omega_{out,v} = \phi_{out,v}\) and \(\phi_{in,u}, \phi_{out,v} \in [0, \pi]\), thus we can rewrite (2) as
\[
A_{in} = \begin{bmatrix}
1 & \ldots & 1 \\
\vdots & \ddots & \vdots \\
\ldots & \ldots & \ldots \\
\end{bmatrix}
\]
\[
\begin{bmatrix}
0 & \ldots & e^{-jkd \cos \phi_{in,1}} & \ldots & e^{-jkd \cos \phi_{in,N}} \\
0 & \ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
\end{bmatrix}
\]

Equation (6) can be rewritten as
\[
a_C(\phi_{out,v}, \phi_{in,u}) = [1, e^{-jkd \cos \phi_{in,1} \cos \phi_{out,v}}, \ldots, e^{-jkd \cos \phi_{in,N} \cos \phi_{out,v}}(M-1)]^T,
\]
where \(k = 2\pi/\lambda\) is the angular wavenumber, with \(\lambda\) being the wavelength of the signal. And \(d\) is the distance between the center of the adjacent electronic elements on the surface.

### C. Steering Vector of URA

Consider the elements deployment on IRS as shown in Fig. 2. There are \(M\) elements in total. \(M_x\) is the number of elements along the X-axis and \(M_y\) is that of along the Y-axis, i.e., \(M = M_x \cdot M_y\). \(d_x\) and \(d_y\) are elements distance along X-axis and Y-axis respectively. In this case, both \(\Omega_{in,u}\) and \(\Omega_{out,v}\) contain azimuth angle and elevation angle that \(\Omega_{in,u} = (\phi_{in,u}, \theta_{in,u})\), \(\Omega_{out,v} = (\phi_{out,v}, \theta_{out,v})\), \(\phi_{in,u}, \phi_{out,v} \in [0, \pi]\) and \(\theta_{in,u}, \theta_{out,v} \in [0, \pi/2]\). As the mutual coupling effect could be apparent when the element distance is less than half wavelength, one intuitive way to combine coupling effect is leveraging the statistical model. E.g., consider \(w\) as a vector of true value after coupling effect and it can be written as \(w = Mw_{thd}\), where \(w = [w_1, \ldots, w_M]^H\).
$w_{\text{theo}}$ is the theoretical weights before mutual coupling and the mutual coupling matrix $\mathbf{M}$ can be considered as [43]

$$
\mathbf{M}_{ij} = \frac{100^{-d_{i,j}/\lambda}}{\sum_{i=1}^{M} 100^{-d_{i,j}/\lambda}} .
$$

(12)

where $d_{i,j}$ is the distance between $i$-th element and $j$-th element of the IRS. The corresponding form of compound steering vector for URA can be written as

$$
\mathbf{a}_c(\Omega_{\text{out},v} \cdot \Omega_{\text{in},u}) = [1, e^{-jk(f_{cs}(\Omega_{\text{out},v} \cdot \Omega_{\text{in},u})d_x(0)+f_{ss}(\Omega_{\text{out},v} \cdot \Omega_{\text{in},u})d_y(1)}, \ldots , e^{-jk(f_{cs}(\Omega_{\text{out},v} \cdot \Omega_{\text{in},u})d_x(M_x-1)+f_{ss}(\Omega_{\text{out},v} \cdot \Omega_{\text{in},u})d_y(M_y-1))]^T ,
$$

(13)

where $m_x \in (0, M_x - 1), m_y \in (0, M_y - 1)$. In addition

$$
f_{cs}(\Omega_{\text{out},v} \cdot \Omega_{\text{in},u}) = f_{cs}(\phi_{\text{out},v}, \theta_{\text{out},v}, \phi_{\text{in},u}, \theta_{\text{in},u}) = \cos \phi_{\text{out},v} \sin \theta_{\text{out},v} + \cos \phi_{\text{in},u} \sin \theta_{\text{in},u} ,
$$

(14)

$$
f_{ss}(\Omega_{\text{out},v} \cdot \Omega_{\text{in},u}) = f_{ss}(\phi_{\text{out},v}, \theta_{\text{out},v}, \phi_{\text{in},u}, \theta_{\text{in},u}) = \sin \phi_{\text{out},v} \sin \theta_{\text{out},v} + \sin \phi_{\text{in},u} \sin \theta_{\text{in},u} .
$$

(15)

Compared with the form of ULA, it contains one more dimension of information of space, which is the elevation angle $\theta$.

### III. PROPOSED IRS BEAMFORMING WEIGHTS

#### A. Optimal Weights of IRS for Multi-user

As managing the interference is critical for MU transmission, we propose to obtain the optimal solution to minimize the interference for IRS multi-user system through the multi-user linearly constrained minimum variance (MU-LCMV) beamformer. As a result, not only the known interference is nullified but that of from unknown directions is also minimized. In addition, LCMV is used since it is a class of common beamformer which can obtain the optimal result as a benchmark [44].

In particular, the optimization problem of minimizing interference can be formulated as

$$
\text{(P1)}: \quad \min \ J(w) = E\{\sum_{i=1}^{N}|y_i|^2\} \leq w^H \mathbf{R} w + \mathbf{N} \sigma_n^2
$$

(16)

subject to $\mathbf{C}^H \mathbf{w} = \mathbf{f}$.

(17)

Equation (16) means to minimize overall power at all receivers and (17) refers to the constraint equations for all transceiver pairs. $\sigma_n^2$ is the power of noise and we assume it is the same at all receivers. The $\mathbf{R}$ in (16) is the covariance matrix and can be written as

$$
\mathbf{R} = \mathbf{A}_C \mathbf{A}_C^H ,
$$

(18)

where $\mathbf{A}_C$ that containing all critical steering vectors is written, via concatenation of each steering matrix in equation (8) for $N$ receivers, as

$$
\mathbf{A}_C = \left[\mathbf{a}_c(\Omega_{\text{out},1} \cdot \Omega_{\text{in},1}), \ldots, \mathbf{a}_c(\Omega_{\text{out},1} \cdot \Omega_{\text{in},N}) \right] \ldots \left[\mathbf{a}_c(\Omega_{\text{out},N} \cdot \Omega_{\text{in},1}), \ldots, \mathbf{a}_c(\Omega_{\text{out},N} \cdot \Omega_{\text{in},N}) \right] \in \mathbb{C}^{M \times N^2}
$$

(19)

where $\mathbf{C}$ in (17) is the constraint matrix and can be expressed as

$$
\mathbf{C} = [\mathbf{C}_1, \mathbf{C}_2] ,
$$

(20)

$$
\mathbf{C}_1 = [\mathbf{a}_c(\Omega_{\text{out},1} \cdot \Omega_{\text{in},1}), \ldots, \mathbf{a}_c(\Omega_{\text{out},N} \cdot \Omega_{\text{in},N})] ,
$$

(21)

where $\mathbf{C}_1$ means the channel matrix which contains the steering vectors of desired signals to be remained, and $\mathbf{C}_2$ is the interference channel matrix composed of steering vectors of the unwanted directions where the signal will be suppressed. In addition, $\mathbf{f}$ is the beam pattern response constraint vector which contains two parts defined as

$$
\mathbf{f} = [\mathbf{f}_1, \mathbf{f}_2]^T ,
$$

(23)

$$
\mathbf{f}_1 = \left[\delta_{11}, \ldots, \delta_{NN}\right]^T ,
$$

(24)

$$
\mathbf{f}_2 = \left[\delta_{pq}, \ldots\right]^T ,
$$

(25)

The $\mathbf{f}_1$ is corresponding the response values for desired signals, while $\mathbf{f}_2$ contains the maximum tolerant response value for interference. For simplicity but without loss of generality, the value can be set to unit power response, i.e., $\delta_{ii} = \delta_{\text{lower}} = 1$, for all desired signal (i.e., the minimum achieved power response at the desired directions) as a lower bound. To suppress the interference, we can set $\delta_{pq} = \delta_{\text{upper}} << \delta_{\text{lower}}$, which means $\delta_{\text{upper}}$ is an upper bound of the interference response.

The optimal solution of (P1) can be derived base on the mindset of the well-known LCMV beamformer with the Lagrange method [45].

$$
w_{\text{opt}} = \mathbf{R}^{-1} \mathbf{C}^H (\mathbf{C} \mathbf{R}^{-1} \mathbf{C})^{-1} \mathbf{f} .
$$

(26)

To be noted that the optimization problem (P1) minimizes the sum power of interference at all receivers. Specifically, (P1) is to minimize the sum power of signals received by all receivers. However, the desired signal power component is kept constant through the constraint equation (17). Thus, it is equivalently that the interference are nullified by IRS. Although the weight is in the form of a single vector, the IRS can support multi-stream transmission since it is fundamentally different from...
the traditional MIMO system. We can prove mathematically that the IRS model with a single weight vector can be transferred to an equivalent traditional MIMO model with multiple weight vectors, subject to two conditions as follows. Firstly, the sufficient number of elements on the IRS should be equal or greater than the number of pairs, i.e., $M \geq N$. This condition guarantees there is a sufficient degree of freedom for achieving zero-forcing at the interference locations. It is worth noting that to make the system better performed, we typically require $M \geq N^2$. While this requirement can be easily achieved in practical deployment since each IRS can be with hundreds or thousands of elements. Secondly, the directions of the receivers and transmitters should be different to be with hundreds or thousands of elements. Secondly, the directions of the receivers and transmitters should be different to meet this condition can assure the coefficient matrix of weights vector for zero-forcing is full rank. Under these two conditions, the manipulation by the common weight to different steering matrices would produce equivalent effects that different weight vectors manipulate the same steering matrix. Thus, multi-stream data transmission can be supported by a single IRS. The closed-form optimal solution in equation (26) achieves the required responses at the desired signal and interference directions. This AUPC solution provides an analytical upper bounds of performance and can guide the real system design. However, such a solution is ideal and impractical for IRS since the calculated weights in $\mathbf{w}$ can have arbitrary large (or small) amplitude, which is impossible for a passive IRS where the amplitude is normally pre-designed and non-tunable. For this practical concern, we add the constant modulus constraint in the following problem. Though amplitude variation is an issue of designing the weights, relative methods can be applied to equalize the variation which will be studied in the future work.

### B. Suboptimal Weights with Constraints

As it is a passive reflector, the amplitude of each element typically equals to or less than 1, depends on the design materials and circuits. Besides, in a practical IRS, all elements are periodically deployed on the surface with the same reflecting coefficients (i.e., they have the same amplitude). For simplicity and without losing the generality, the amplitude of weights is fixed to 1 in this paper.

To solve the problem with the new constraint, let $\mathbf{w} = [w_1, \ldots, w_M]^T$ where $w_m = e^{j\theta_m}, \theta_m \in (0, 2\pi), \forall m = 1, \ldots, M$. We propose using sequential quadratic programming (SQP) [46] to get ACPC solution by solving following problem

\[
\begin{align*}
\text{(P2)} : \quad & \min \ J(\mathbf{w}) = E \{ \sum_{r=1}^{N} |\hat{y}_r|^2 \} \doteq \mathbf{w}^H \mathbf{R} \mathbf{w} \\
\text{ s.t. } \quad & \mathbf{C}_1^H \mathbf{w} \geq \mathbf{f}_1, \\
& \mathbf{C}_2^H \mathbf{w} \leq \mathbf{f}_2, \\
& w_m = e^{j\theta_m}, \theta_m \in (0, 2\pi), m = 1, \ldots, M. 
\end{align*}
\]

To be noted, (P2) with nonlinear constraints is not convex due to the constraint of constant modulus is introduced, therefore, (P2) is NP-hard. We propose to use the SQP method, which is a class of popular method for solving nonlinear and nonconvex optimization, to provide a locally optimal result for our work. The biggest advantage is that it can search the infeasible points, which can be useful when constraints become strict such that other algorithms can not obtain a solution normally. As equation (30) should be satisfied to avoid the unbounded minimization of original problem via SQP, we substitute $\mathbf{w}$ with $\mathbf{\theta}$, where $\mathbf{\theta} = [\theta_1, \ldots, \theta_M]^T$, in (P2) to optimize the the phase directly using the mapping relationship of equation (30). Then, SQP solves (P2) by solving a quadratic programming subproblem first in each iteration to compute a search direction for (P2). Each subproblem is obtained by linearising the constraints and approximating the Lagrangian function as

\[
L(\mathbf{\theta}, \lambda) = J(\mathbf{\theta}) - \sum_{i=1}^{N^2} \lambda_i G_i(\mathbf{\theta}) , \tag{31}
\]

where $\lambda = [\lambda_1, \ldots, \lambda_i]^T \in \mathbb{R}^{N^2}$ is the vector of the Lagrange multiplier. $G_i$ represent $i$-th constraint in (28) and (29). And the subproblem to be solved to find a search direction for original problem (P2) can be expressed as

\[
\begin{align*}
(\text{P3}) : \quad & \min \frac{1}{2} \mathbf{d}(k)^T \mathbf{B}(k) \mathbf{d}(k) + \mathbf{g}^T \mathbf{d}(k) \\
\text{ s.t. } \quad & G_i + \nabla G_i^T \mathbf{d}(k) \geq 0 \quad i = 1, 2, \ldots, N^2 , 
\end{align*}
\]

This means that the IRS model with a single weight vector can be transferred to an equivalent traditional MIMO model with linear constraints obtained from the subproblem (P3) to minimize the value of merit function $\eta(\mathbf{\theta})$ at $k$-th iteration. Once the minimum of merit function is reached, we obtain $\mathbf{\theta}^*$ and $\mathbf{w}^*$ to (P2).

SQP algorithm is defined as: Step 1, initialize $\mathbf{\theta}$, and $k$. Step 2, solve the subproblem (P3) to determine $\mathbf{d}(k)$ and let $\lambda_{k+1}$ be the vector of the Lagrange multiplier of the linear constraints obtained from the subproblem (P3). Step 3, compute the length $a_k$ such that $\eta(\mathbf{\theta}(k) + a_k \mathbf{d}(k)) < \eta(\mathbf{\theta}(k))$ then update the solution by equation (34). Step 4, calculate $\mathbf{B}(k+1)$ from $\mathbf{B}(k)$ using a quasi-Newton formula. Step 5, stop until $||\eta(\mathbf{\theta}(k+1)) - \eta(\mathbf{\theta}(k))||_1 < \epsilon$ is achieved, where $\epsilon > 0$. Otherwise, go back to Step 2.
C. Limitation of Single IRS Assisted Communication System

Since the multi-user transmission is achieved by a single IRS, fundamental limits on the transceiver locations can be defined by the following corollary.

**Corollary 1.** Directions of different transmitters should not be the same, and so as to directions of receivers, which can be represented as

\[
\Omega_{in,1} \neq \Omega_{in,2} \neq \cdots \neq \Omega_{in,N} \quad \text{and} \quad \Omega_{out,1} \neq \Omega_{out,2} \neq \cdots \neq \Omega_{out,N} .
\]  

(37)

This condition can be verified easily through the constraints of the original optimization problem. Taking \( N = 2 \) as an example, \( \text{Tx}1 \) sends signal to \( \text{Rx}1 \) and \( \text{Tx}2 \) sends signal to \( \text{Rx}2 \). According to the formulation (27), the solution should satisfy constraints (29) and (30) for specific responses and then we have relationships by rewritten the constraints as

\[
\begin{align*}
\mathbf{w}^H \mathbf{a}_C(\Omega_{out,1}, \Omega_{in,1}) &\geq \delta_{lower} \\
\mathbf{w}^H \mathbf{a}_C(\Omega_{out,2}, \Omega_{in,1}) &\leq \delta_{upper} \\
\mathbf{w}^H \mathbf{a}_C(\Omega_{out,2}, \Omega_{in,2}) &\geq \delta_{lower} \\
\mathbf{w}^H \mathbf{a}_C(\Omega_{out,1}, \Omega_{in,2}) &\leq \delta_{upper} .
\end{align*}
\]

(38)

Considering that the minimum response of desired signal \( \delta_{lower} \) is normally much larger than the maximum response of interference \( \delta_{upper} \), i.e., \( \delta_{lower} >> \delta_{upper} \), the first and the second equations (also the third and fourth) of (38) are self-contradicted. The condition of transmitters at the same direction makes original optimization problem unsolvable. The verification is the same if receivers are at the same direction.

According to **Corollary 1**, it is not difficult to conclude that if incident angles or exit angles are too close to each other, low channel signal-to-interference-plus-noise ratio (SINR) will be achieved. However, these limitations can be overcome by using more than one IRS to make transceiver pairs spatially distinguishable. In a nutshell, for a single meta-surface system to realize multi-user transmission, no overlapping in terms of both transmitters’ and receivers’ directions is compulsory.

IV. REDUNDANT BEAM

Based on the model given by Section II and the optimization problem formulation in Section III, it is not difficult to imagine IRS works as a special "mirror" in which each \( \text{Tx} \) can "see" its targeted \( \text{Rx} \) through such a mirror. In addition, since there is only one set of weights for all transceivers, each transmitter will be able to "see" another \( N - 1 \) redundant beams. Given the fixed weights, moving the observation location from one transmitter to another (e.g., the 2nd transmitter) will "see" its beam but not new generated beam (and we cannot since only has one set of weights). Equivalently, it shifts the 1st pair's one of the redundant beams as its main beam for another receiver. In other words, the beam pattern of each pair should have in total \( N \) peaks with one main beam at the desired direction and another \( N - 1 \) redundant beams in other directions if redundant beams are judged to be exist. In addition, each direction of redundant beams is only determined by the direction of such a pair and another pair (i.e., one of redundant beams for \( q \)-th \( \text{Tx} \) and \( \text{Rx} \) is determined by the directions of \( p \)-th \( \text{Tx} \) and \( \text{Rx} \)). The redundant beam can be determined by extending the Bragg condition with one more incident/exit angular parameter due to the reflection of EM wave is considered, instead of just one way beam transmitting/receiving [47]. Next, we mathematically derive the directions of redundant beams under different element distances. It is worth mentioning that the derivations in Section II and III apply to any arbitrary geometrical shape of IRS. However, to make the discussion simple and easy to follow, we specify our discussion with a ULA IRS and then extend it to URA IRS.

To investigate the relationship between the direction of the redundant beam and direction of transceiver pairs, we divide our discussion into three cases according to the range of element distance. It should be mentioned that in this paper, we discuss the cases that \( d \in (0, \lambda/2) \). The scenario of \( d \in (\lambda/2, \infty) \) is not considered here for both ULA and URA, since it may cause signal spatial aliasing. We denote the direction of a specific redundant beam as \( \Omega_{RB,pq} \) which means that the \( q \)-th receiver can receive a signal from \( q \)-th transmitter at \( \Omega_{RB,pq} \), and such a direction is essentially caused by the \( p \)-th pair’s constraint. Appendix A list the proofs of following corollaries for both ULA and URA.

A. Beam Pattern of IRS for Multi-user

Beam pattern is an ideal metric to measure the performance of the interference cancellation and observe redundant beams. Based on the combined steering vector of \( \Omega_{in,u} \) and \( \Omega_{out,v} \), the beam pattern of the IRS based beamformer can be obtained and written as

\[
B(\Omega_{out,v}, \Omega_{in,u}) = \left| \mathbf{w}^H \mathbf{a}_C(\Omega_{out,v}, \Omega_{in,u}) \right| .
\]

(40)

Note that the weight vector \( \mathbf{w} \) can be either ideal or practical weights calculated from different optimizations formulated in Section III. The beam pattern \( B(\Omega_{out,v}, \Omega_{in,u}) \) can be regarded as the performance metric to describe the sensitivity of meta-surface with respect to the signal transmitted and received from different angles of arrival (AOA).

B. Redundant Beam of ULA

We define \( \gamma_{pq} = \cos \phi_{in,p} + \cos \phi_{out,p} - \cos \phi_{in,q} \). Given \( \phi_{in}, \phi_{out} \in [0, \pi] \), we have \( \gamma_{pq} \in [-3, 3] \). It is an intermediate variable directly relate to \( \Omega_{RB,pq} \) and the derivation can refer to Appendix A.

**Corollary 2.** Consider a ULA IRS with \( d = \lambda/2 \) for \( N \) pairs’ transceivers. The redundant beam direction \( \Omega_{RB,pq} = (\phi_{pq}) \) can be calculated as follows
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### Table I
\( \Omega_{RB,pq} \) of URA with \( d = \lambda/2 \), Corollary 5

| \( \phi_{pq} \) | \( [\alpha_{12}] \) | \( [-3,1] \) | \( [1,3] \) |
|-----------------|-----------------|-----------------|-----------------|
| \( [\alpha_{12}] \) | \( \arctan\left(\frac{\beta_{pq}}{\alpha_{pq}}\right) + n_3\pi \) | \( \arctan\left(\frac{\beta_{pq}}{\alpha_{pq}}\right) + n_3\pi \) | \( \arctan\left(\frac{\beta_{pq}}{\alpha_{pq}}\right) + n_3\pi \) |
| \( [-3,1] \) | \( \arctan\left(\frac{\beta_{pq}}{\alpha_{pq}}\right) + n_3\pi \) | \( \arctan\left(\frac{\beta_{pq}}{\alpha_{pq}}\right) + n_3\pi \) | \( \arctan\left(\frac{\beta_{pq}}{\alpha_{pq}}\right) + n_3\pi \) |
| \( [1,3] \) | \( \arctan\left(\frac{\beta_{pq}}{\alpha_{pq}}\right) + n_3\pi \) | \( \arctan\left(\frac{\beta_{pq}}{\alpha_{pq}}\right) + n_3\pi \) | \( \arctan\left(\frac{\beta_{pq}}{\alpha_{pq}}\right) + n_3\pi \) |

### C. Redundant Beam of URA

Consider a URA IRS with \( d = \lambda/2 \) and we define other two intermediate variables as

\[
\alpha_{pq} = \cos \phi_{in,p} \sin \theta_{in,p} + \cos \phi_{out,p} \sin \theta_{out,p} - \cos \phi_{in,q} \sin \theta_{in,q} ,
\]

\[
\beta_{pq} = \pm \sin \phi_{in,p} \sin \theta_{in,p} + \sin \phi_{out,p} \sin \theta_{out,p} - \sin \phi_{in,q} \sin \theta_{in,q} .
\]

Similar to ULA case, it is easy to find that both \( \alpha_{pq} \) and \( \beta_{pq} \) are in \([-3, 3]\). Then, we can have following corollaries.

**Corollary 5.** Consider a URA IRS with \( d = \lambda/2 \) for \( N \) pairs’ transceivers. The redundant beam direction \( \Omega_{RB,pq} = (\phi_{pq}, \theta_{pq}) \) in this case, and it can be calculated from Table I. Here, \( n_3 \in \mathbb{Z} \).

For \( d \in (0, \lambda/4) \) and \( d \in (\lambda/4, \lambda/2) \), we have the following corollaries respectively.

**Corollary 6.** For URA IRS with \( d \in (0, \lambda/4) \), the reflection angle of the redundant beam \( \phi_{pq} \) and \( \theta_{pq} \) can be expressed as

\[
\phi_{pq} = \begin{cases} 
\arccos(\gamma_{pq}), & \gamma_{pq} \in [-1,1] \\
0, & \text{else} 
\end{cases}
\]

\[
\theta_{pq} = \begin{cases} 
\arcsin\left(\frac{\beta_{pq}}{\sin\phi_{pq}}\right), & \alpha_{pq}, \beta_{pq} \in [-1,1] \\
0, & \text{else} 
\end{cases}
\]

**Corollary 7.** When \( d \in (\lambda/4, \lambda/2) \), the reflect angle of the redundant beam \( \phi_{pq} \) and \( \theta_{pq} \) can be expressed in Table II.

Note that the redundant beam is a side effect of the IRS when multiple pairs of signals are reflected, and we have the following remarks.

**Remark 1.** With \( N \) pairs of transceivers, up to \( N-1 \) redundant beams can be generated by the optimal weights and thus may cause significant power loss. In worst-case scenarios, a multiplexing gain \( N \) can be achieved while the power efficiency will be \( 1/N \).

**Remark 2.** Under some specific transceivers’ directions with relative small \( d \), there is no redundant beams and thus the power of signal can be focused on the desired direction. However, with a small \( d \), the beamforming resolution is not ideal as a large one.
TABLE II

| \( \Omega_{RR,pq} \) of URA with \( d \in [\lambda/4, \lambda/2] \), Corollary 7 |
|-----------------------------------------------|
| \( \phi_{pq} \in [0, 2\pi] \) | \( \beta_{pq} \) | \( \alpha_{pq} \) | \( \beta_{pq} + \frac{2\pi}{kd} \leq 1 \) | \( (-1,1) \) | \( \beta_{pq} - \frac{2\pi}{kd} \geq -1 \) |
| (-3,1), \( \alpha_{pq} + \frac{2\pi}{kd} \leq 1 \) | \( \arctan \left( \frac{\beta_{pq} + \frac{2\pi}{kd}}{\alpha_{pq} + \frac{2\pi}{kd}} \right) + n_3 \pi \) | \( \arctan \left( \frac{\beta_{pq} + \frac{2\pi}{kd}}{\alpha_{pq} + \frac{2\pi}{kd}} \right) + n_3 \pi \) | \( \arctan \left( \frac{\beta_{pq} - \frac{2\pi}{kd}}{\alpha_{pq} + \frac{2\pi}{kd}} \right) + n_3 \pi \) |
| (-1,1) | \( \arctan \left( \frac{\beta_{pq} + \frac{2\pi}{kd}}{\alpha_{pq} + \frac{2\pi}{kd}} \right) + n_3 \pi \) | \( \arctan \left( \frac{\beta_{pq} + \frac{2\pi}{kd}}{\alpha_{pq} + \frac{2\pi}{kd}} \right) + n_3 \pi \) | \( \arctan \left( \frac{\beta_{pq} - \frac{2\pi}{kd}}{\alpha_{pq} + \frac{2\pi}{kd}} \right) + n_3 \pi \) |
| [1,3], \( \alpha_{pq} - \frac{2\pi}{kd} \geq -1 \) | \( \arctan \left( \frac{\beta_{pq} + \frac{2\pi}{kd}}{\alpha_{pq} + \frac{2\pi}{kd}} \right) + n_3 \pi \) | \( \arctan \left( \frac{\beta_{pq} + \frac{2\pi}{kd}}{\alpha_{pq} + \frac{2\pi}{kd}} \right) + n_3 \pi \) | \( \arctan \left( \frac{\beta_{pq} - \frac{2\pi}{kd}}{\alpha_{pq} + \frac{2\pi}{kd}} \right) + n_3 \pi \) |

| \( \beta_{pq} \) | \( (-3,1), \beta_{pq} + \frac{2\pi}{kd} \leq 1 \) | \( (-1,1) \) | \( [1,3], \beta_{pq} - \frac{2\pi}{kd} \geq -1 \) |
|-----------------|-----------------|-----------------|-----------------|
| \( \theta_{pq} \in [0, \pi/2] \) | \( \arcsin \left( \frac{\beta_{pq} + \frac{2\pi}{kd}}{\alpha_{pq} + \frac{2\pi}{kd}} \right) \) | \( \arcsin \left( \frac{\beta_{pq} + \frac{2\pi}{kd}}{\alpha_{pq} + \frac{2\pi}{kd}} \right) \) | \( \arcsin \left( \frac{\beta_{pq} - \frac{2\pi}{kd}}{\alpha_{pq} + \frac{2\pi}{kd}} \right) \) |

Fig. 3. Beampattern of ACPC solution. (a) Beampattern of 1st pair. (b) Cross section of 1st pair along elevation directions of signal of interest. (c) Beampattern of 2nd pair. (d) Cross section of 2nd pair along elevation directions of signal of interest. For the 1st pair, the three lines correspond to \( \theta = 60^\circ \), 50° and 34° respectively. For the 2nd pair, the three lines correspond to \( \theta = 50^\circ \), 60° and 24° respectively.

V. SIMULATION RESULTS

In the simulations, we use an IRS composed of 16 × 16 elements with element distance of \( d = \lambda/2 \), unless otherwise specified. All elements are isotropic and assumed to have the perfect reflective coefficient, i.e., \( |w_{in}| = 1 \). For all simulations, we assume that signal power is normalized and the additive noise at each receiver is set as \(-10 \) dB unless other specified. Two pairs of transceivers are considered in the simulations and their directions are \( \Omega_{in,1} = (30^\circ, 30^\circ), \Omega_{out,1} = (150^\circ, 60^\circ), \Omega_{in,2} = (120^\circ, 20^\circ), \Omega_{out,2} = (310^\circ, 50^\circ) \) unless other specified.

A. REDUNDANT BEAMS OF URA BASED ON ACPC

Firstly, we consider the ACPC solution of the problem (27) calculated by the SQP algorithm. According to the corollaries
proposed in this paper, we can analytically calculate that
the redundant beam for 1st pair of the transceiver is at
Ω_{RR,1} = (258.3°, 33.5°) and the redundant beam for 2nd pair
is at Ω_{RR,2} = (110.6°, 24.4°). Fig. 3 shows simulation results.

B. Mutual Coupling Effect on Sidelobes

To show the effect of mutual coupling on the side lobes of
IRS system specifically, we leverage max ratio combining
(MRC) algorithm [33] to obtain ACPC solution (by taking
the phase of MRC directly) to maximize the SNR for only
one more redundant beam is generated, and one
more nullified direction is produced on the beampattern of T_x1
and T_x2 respectively. At the same time, the redundant beams
caused by the constraints of the first two pairs remained at
the same direction for T_x1 and T_x2. As for positions of redundant
beams of 3rd pair transceiver, they can be calculated accurately
using our corollary in Section IV.

D. The Performance Analysis of Proposed Algorithms

To analyze the performance of the proposed algorithms in
Section III, the performances on the capacity, received power
and interference are illustrated. In TABLE III, four algorithms
are compared, and three algorithms are considered for solving
the problem of AUPC for (P2). They are genetic algorithm
(GA), SQP, and MU-LCMV-Phase which directly takes the
phase of AUPC solution of (P1). MU-LCMV-Amplitude is
shown for reference, which is obtained by normalizing the
amplitude of the AUPC solution to provide the amplitude-
relaxed phase-continuous solution (AXPC). Due to (P2) is
NP-hard, the optimal solution is not available. Since GA is a
class of exhaustive search method which can provide a nearly
optimal solution where the local optima can be avoided by
sufficient times of searching, we use GA as a near-global
optimal benchmark. We can find the performance of capacity
achieved by SQP is slightly lower than the benchmark GA,
where the difference for capacity is less than 10% from the
benchmark. However, GA’s searching cost is much higher
than other algorithms, which cannot be acceptable in real
applications. To be noted, MU-LCMV-Phase and MU-LCMV-
Amplitude achieve the highest received power and minimal
interference power at receivers, respectively. Although MU-
LCMV-Phase only achieves 80% percent capacity of GA,
it is obtained analytically. MU-LCMV-Amplitude achieves
interference-free transmission. It is worth mentioning that both
MU-LCMV based solutions can be obtained with very low-
complexity algorithms since they are based on the analytical
solution.

In Fig. 6(a) shows the error of redundant beam between the
analytical calculation through Corollary 5 and the simulation
of AUPC and ACPC solutions. In this figure, lines drawn in
the same color are under conditions of the same element

C. Multi-user Scenario of URA

In Fig. 5, we showcase the scenario of three pairs of
transceivers. The new added 3rd pair transceiver is located at
Ω_{in,3} = (190°, 50°) and Ω_{out,3} = (240°, 10°). For lowering
side lobes on the beampattern, the optimal AUPC solution is
implemented. We observe that by considering an extra 3rd pair
transceiver, one more redundant beam is generated, and one
more nullified direction is produced on the beampattern of T_x1
and T_x2 respectively. At the same time, the redundant beams
can be observed from the beampattern. These figures are the
cross-section along the elevation angle of the figures at the left-
hand side, and the cut positions of interest have been marked
by the dashed lines from the left figures, connected directly to
the figures of the right-hand side. For figures at the right-hand
side, the red dot marks the response of redundant beam, and green
dot marks the response at the suppressed direction. Therefore,
it is not hard to find, through comparing the two figures at
right-hand side, at where the main beam is generated in the
direction where the 1st Rx is, the signal of 1st T_x received by
the 2nd Rx is suppressed to around −41 dB, while at where
that of main beam is generated for 2nd Rx, the signal from 2nd
T_x received by 1st Rx is suppressed to about −39 dB, which
is consistent to the desired characteristics of IRS system.

As shown in Fig. 3, more detailed for particular θ value
in the same color are under conditions of the same element

Fig. 5. Beampatterns of three pairs under AUPC solution. (a) Beampattern of 1st pair. (b) Beampattern of 2nd pair. (c) Beampattern of 3rd pair.
TABLE III
THE PERFORMANCE COMPARISON BETWEEN DIFFERENT ALGORITHMS

| Noise power=10dB | Capacity (bps) | Signal Power(dB) | Interference(dB) |
|------------------|---------------|-----------------|-----------------|
| Receiver         | Rx1, Rx2      | Rx1, Rx2        | Rx1, Rx2        |
| GA (ACPC) [48]   | 11.3, 11.3    | 43.1, 43.9      | -12.3, -12.3    |
| SQP (ACPC)       | 10.3, 10.6    | 43.1, 43.2      | -7.6, 5.1       |
| MU-LCMV-Phase (ACPC) | 9.2, 9.2     | 44.2, 44.2      | 15.3, 15.3      |
| MU-LCMV-Amplitude (AXPC) | 10.6, 10.6  | 41.9, 41.9      | -246.3, -262.8  |

Fig. 6. (a) Redundant beam error between analytical calculation and simulation for different solutions. (b) SINR vs The angle difference of transmitters (and receivers).

E. SINR Performance

To evaluate the SINR performance versus the angles difference among the users. For simplicity, we use ULA IRS with 64 elements in this simulation. \( \phi_{in,1} = 30^\circ \) and \( \phi_{out,1} = 100^\circ \). The distance between each element is set to \( \lambda/2 \). We define \( \Delta_{tx} = \phi_{in,2} - \phi_{in,1} \) and \( \Delta_{rx} = \phi_{out,2} - \phi_{out,1} \) as the angle differences of transmitters and receivers respectively. As AUPC is unconstrained on amplitude, we define the norm of AUPC solution to be consistent with ACPC so they are on the same scale. As shown in the Fig. 6(b), with the angle difference of the transmitters \( \Delta_{tx} \) and receivers \( \Delta_{rx} \) increasing, the performance of SINR of both Rx1 and Rx2 are plotted. Their SINR improve and reach a peak value when angle difference is sufficiently large. The lines marked by same color are under same transceivers’ position, and lines marked by same symbol are obtained by the same way of solution. Apparently, AUPC apparently outperforms ACPC on SINR. The fluctuation after the peak value is due to the spatial correlation between the merged steering vectors of the desired direction and interference direction varies. For results from AUPC weights, it realizes the optimal upper bound of SINR when the direction difference is large. While for ACPC, the upper bound is lower due to the amplitude of weights is constrained and thus beamforming angle resolution is limited.

Therefore we can conclude that over close angles between each transmitter or receiver achieve low SINR. The error still exists as long as the number of elements is limited.

VI. CONCLUSIONS

Multi-user beamforming and transmission based on IRS is proposed in this paper. We model the channel and system for a single piece IRS. Optimization problems are formulated to obtain the optimal weight vector for different scenarios. A closed-form solution is first derived by using LCMV beamformer based on AUPC configuration. By constraining the amplitude and phase of the weight vector, ACPC solution is proposed for practical IRS implementation. A critical observation of the paper is that redundant beams exist in the system and brings significant power loss. We have mathematically analyzed the redundant beams under different IRS configurations to provide useful design guidance for analysis with more practical effect. Mutual coupling effect of IRS is also analyzed which indicate increasing on side lobes level with smaller element spacing. Results verified the finding and algorithms, and suggested to use a large angle difference between the transmitters (and receivers) for a good system performance.

APPENDIX A

Since Corollary 2, Corollary 3, and Corollary 4 are based on ULA, due to the length limit of paper, we give the following proof of URA for its more general form.

A. Proof of Corollary 5

Consider \( d = \lambda/2 \) and URA IRS. Then equation (40) becomes:

\[
B(\Omega_{out,v}, \Omega_{in,u}) = B(\theta_{out,v}, \phi_{out,v}, \phi_{in,u}, \theta_{in,u}) ,
\]

(48)
For $N=2$, from equation (28) and (29), the constraints can be expressed as follows
\[
\begin{align*}
\delta_{\text{lower}} &\leq \mathbf{w}^T \mathbf{a}_C(\Omega_{\text{out},v}, \Omega_{\text{in},u}) = \mathbf{w}^T \mathbf{a}_C(\phi_{\text{out},1}, \phi_{\text{in},u}, \phi_{\text{in},1}, \phi_{\text{in},u}) , \\
\delta_{\text{lower}} &\leq \mathbf{w}^T \mathbf{a}_C(\Omega_{\text{out},2}, \Omega_{\text{in},u}) = \mathbf{w}^T \mathbf{a}_C(\phi_{\text{out},2}, \phi_{\text{out},1}, \phi_{\text{in},1}, \phi_{\text{in},u}) , \\
\delta_{\text{upper}} &\geq \mathbf{w}^T \mathbf{a}_C(\Omega_{\text{out},2}, \Omega_{\text{in},u}) = \mathbf{w}^T \mathbf{a}_C(\phi_{\text{out},1}, \phi_{\text{out},2}, \phi_{\text{in},1}, \phi_{\text{in},u}) .
\end{align*}
\]
(50)

Let
\[
\begin{align*}
F_1(\Omega_{\text{out},v}, \Omega_{\text{in},u}) &= F_1(\phi_{\text{out},v}, \phi_{\text{out},v}, \phi_{\text{in},u}, \phi_{\text{in},u}) = e^{-j\pi \mathbf{f}_w(\phi_{\text{out},v}, \phi_{\text{out},v}, \phi_{\text{in},u}, \phi_{\text{in},u})} , \\
F_2(\Omega_{\text{out},v}, \Omega_{\text{in},u}) &= F_2(\phi_{\text{out},v}, \phi_{\text{out},v}, \phi_{\text{in},u}, \phi_{\text{in},u}) = e^{j\pi \mathbf{f}_w(\phi_{\text{out},v}, \phi_{\text{out},v}, \phi_{\text{in},u}, \phi_{\text{in},u})} .
\end{align*}
\]
(51)

It is clear that the term $F_1(\Omega_{\text{out},v}, \Omega_{\text{in},u})$ and $F_2(\Omega_{\text{out},v}, \Omega_{\text{in},u})$ directly correlate to $\mathbf{a}_C(\Omega_{\text{out},v}, \Omega_{\text{in},u})$ from equation (13) since the multiplication of this two terms is the base of new merged steering vector. Thus, if the following relationship
\[
F_1(\phi_{\text{out},1}, \phi_{\text{out},1}, \phi_{\text{in},1}, \phi_{\text{in},1}) = F_1(\phi_{\text{out},2}, \phi_{\text{out},2}, \phi_{\text{in},1}, \phi_{\text{in},1})
\]
(53)

and
\[
F_2(\phi_{\text{out},1}, \phi_{\text{out},1}, \phi_{\text{in},1}, \phi_{\text{in},1}) = F_2(\phi_{\text{out},2}, \phi_{\text{out},2}, \phi_{\text{in},1}, \phi_{\text{in},1})
\]
(54)

hold, we have following equation
\[
\mathbf{a}_C(\phi_{\text{out},1}, \phi_{\text{out},1}, \phi_{\text{in},1}, \phi_{\text{in},1}) = \mathbf{a}_C(\phi_{\text{out},2}, \phi_{\text{out},2}, \phi_{\text{in},1}, \phi_{\text{in},1}) .
\]
(55)

We can get
\[
\delta_{\text{lower}} \leq \mathbf{w}^T \mathbf{a}_C(\phi_{\text{out},1}, \phi_{\text{out},1}, \phi_{\text{in},1}, \phi_{\text{in},1}) ,
\]
(56)

which implies that the redundant beam of URA at $\phi_{\text{out},1}, \phi_{\text{out},1}$. And it is clear that if and only if equation (53) and (54) are both satisfied can both azimuth and elevation angle of redundant beam exist. It can be explained as the numerical equivalence of two merged steering vectors of the desired direction and the direction of redundant beam. As long as one constraint of steering vector is satisfied in one direction, this constraint would also affect another direction. In a general sense, any other steering vector which numerically equal to the constrained steering vectors of minimum secured power response would indicate redundant beams.

Next let’s discuss the condition to make equation (53) and (54) hold respectively. To be noted that there were the periodicity of function $F_1$ and $F_2$ for its phasor form. If equation (53) and (54) hold, then it is necessary and sufficient that
\[
f_{cs}(\phi_{\text{out},1}, \phi_{\text{out},1}, \phi_{\text{in},1}, \phi_{\text{in},1}) + 2n_1 = f_{cs}(\phi_{\text{out},2}, \phi_{\text{out},2}, \phi_{\text{in},1}, \phi_{\text{in},1}) ,
\]
(57)

and
\[
f_{cs}(\phi_{\text{out},1}, \phi_{\text{out},1}, \phi_{\text{in},1}, \phi_{\text{in},1}) + 2n_2 = f_{cs}(\phi_{\text{out},2}, \phi_{\text{out},2}, \phi_{\text{in},1}, \phi_{\text{in},1}) ,
\]
(58)

hold respectively. Base on the definition of $\alpha_{12}$ and $\beta_{12}$, making equation (57) and (58) hold is equivalent to the following two equations
\[
\alpha_{12} + 2n_1 = \cos \phi_{12} \sin \theta_{12} , n_1 \in Z ,
\]
(59)
\[
\beta_{12} + 2n_2 = \sin \phi_{12} \sin \theta_{12} , n_2 \in Z ,
\]
(60)

have the correspondent solutions of $\phi_{12}$ and $\theta_{12}$. Only under conditions of both left part of equation (59) and (60) have the value range of $[-1, 1]$ can they be solved out.

Specifically, when $\alpha_{pq}, \beta_{pq} \in [-3, -1]$, only if $n_1 = 1$, $n_2 = 1$, $-1 \leq \alpha_{pq} + 2n_1 \leq 1$ and $-1 \leq \beta_{pq} + 2n_2 \leq 1$ hold, $\phi_{12} = \arctan \left( \frac{\beta_{pq} + 2n_2}{\alpha_{pq} + 2n_1} \right) + n_3 \pi , n_3 \in Z , \phi_{12} \in [0, 2\pi]$. Otherwise, $\phi_{12}$ does not exist. Then by further substituting $\phi_{12}$ into equation (60), $\theta_{12} = \arcsin \left( \frac{\beta_{pq} + 2n_2}{\alpha_{pq} + 2n_1} \right) , \theta \in [0, \frac{\pi}{2}]$.

To be noted that there are usually two solutions of $\phi_{12}$ in this case. There might not be a correspondent solution of $\theta_{12}$ in which means the redundant beam does not exist. Likewise, the discussion on the condition of $\phi_{12}$ and $\theta_{12}$ can be concluded in TABLE I and TABLE II. Therefore, it can be summarized as Corollary 5.

From the results above, it provides the insight of of redundant beam. As we can find, the redundant beams are similar to the concept of grating lobes in the traditional antenna array theory. However, they are different and it might be tricky to distinguish those two concepts. I.e, the grating lobes are caused by large spacing between elements of antenna arrays such that the beamforming result can repeat in the angular domain of AOA/DOA more than once. For IRS, grating lobes are caused by large spacing between IRS element as well. However, due to IRS is equivalent to a cascading of antenna arrays, one more degree of freedom of AOA/DOA is introduced. E.g., for IRS in ULA, the “Bragg condition” can be written as
\[
k d (\cos \theta + \cos \theta_{in}) = 2\pi n_0 , n_0 \in Z ,
\]
(61)

where $\theta_{in}$ and $\theta_{out}$ are incident direction and exit direction respect to IRS for one pair transceiver. $k$ and $d$ are the wave number and spacing of elements respectively. The Bragg condition for traditional linear array is just
\[
k d \cos \theta = 2\pi n_0 , n_0 \in Z ,
\]
(62)

where $\theta$ can be transmit/receive direction of the ULA [47]. And it is not hard for us to find direction of transceivers and the element spacing jointly determining the existence of the “Bragg condition” for IRS in equation (61).

B. Proof of Corollary 6

Under condition of $d \in (0, \lambda/4)$, the equation (59) and (60) would be rewritten as
\[
\alpha_{12} + \frac{2\pi n_1}{kd} = \cos \phi_{12} \sin \theta_{12} , n_1 \in Z ,
\]
(63)
\[
\beta_{12} + \frac{2\pi n_2}{kd} = \sin \phi_{12} \sin \theta_{12} , n_2 \in Z ,
\]
(64)
which is the general form. The discussion on getting both $\phi_1$ and $\phi_2$ to make equation (63) and (64) hold is as follows.

When $\alpha_1 \in [-1,1]$ and $\beta_2 \in [-1,1]$, if $n_1 = 0$, $n_2 = 0$, $\phi_1 = \arctan (\frac{b_{11}}{a_{11}})$ and $\phi_2 = \arcsin (\frac{b_{31}}{a_{31}})$, If $n_1 \neq 0$ or $n_2 \neq 0$, since $\alpha_1 + 2\frac{\pi n_1}{kd} \notin (-1,1)$ or $\beta_2 + 2\frac{\pi n_2}{kd} \notin (-1,1)$, both $\phi_1$ and $\phi_2$ would not exist.

Therefore, it can be summarized as Corollary 6.

C. Proof of Corollary 7

Consider URA IRS under condition of $d \in [\lambda/4, \lambda/2]$, the discussion of $\phi_1$ and $\phi_2$ base on value range of $\alpha_1$ and $\beta_2$ to make equation (63) and (64) hold is as follows.

Case 1, when $\alpha_1 \in (-1,1)$ and $\beta_2 \in (-1,1)$. If $n_1 = 0$, $n_2 = 0$, $\phi_1 = \arctan (\frac{b_{11}}{a_{11}})$ and $\phi_2 = \arcsin (\frac{b_{31}}{a_{31}})$, If $n_1 \neq 0$ or $n_2 \neq 0$, since $\alpha_1 + 2\frac{\pi n_1}{kd} \notin (-1,1)$ or $\beta_2 + 2\frac{\pi n_2}{kd} \notin (-1,1)$, both $\phi_1$ and $\phi_2$ would not exist.

Case 2, when $\alpha_1 \in [-3,-1]$ and $\beta_2 \in [-3,-1]$. If $\alpha_1 + 2\frac{\pi n_1}{kd} \geq 1$, $\alpha_1 + 2\frac{\pi n_1}{kd} \leq -1$ holds when $n_1 > 1$. And $\alpha_1 + 2\frac{\pi n_1}{kd} \leq -1$ holds when $n_1 < 1$. So when $\frac{3}{2} > 1 - \beta_2$, $\phi_1$ does not exist. And in another hand, when $\frac{3}{2} > 1 - \beta_2$, $\phi_1$ does not exist as well.

Only if $\alpha_1 + 2\frac{\pi n_1}{kd} \leq 1$ and $\beta_2 + 2\frac{\pi n_2}{kd} \leq 1$, when $n_1 = 1$ and $n_2 = 1$, $\phi_1 = \arctan (\frac{b_{11} + 2\frac{\pi n_1}{kd}}{a_{11} + 2\frac{\pi n_1}{kd}}) + n_3 \pi$ and $\phi_2 = \arcsin (\frac{b_{31} + 2\frac{\pi n_2}{kd}}{a_{31} + 2\frac{\pi n_2}{kd}})$. Otherwise when $n_1 \neq 1$ or $n_2 \neq 1$, $\phi_1$ or $\phi_2$ do not exist since $\alpha_1 + 2\frac{\pi n_1}{kd} \notin (-1,1)$ and $\beta_2 + 2\frac{\pi n_2}{kd} \notin (-1,1)$.

Case 3, when $\alpha_1 \in [-3,-1]$ and $\beta_2 \in (-1,1)$. $\phi_1 = \arctan (\frac{b_{11} + 2\frac{\pi n_1}{kd}}{a_{11} + 2\frac{\pi n_1}{kd}}) + n_3 \pi$ and $\phi_2 = \arcsin (\frac{b_{31} + 2\frac{\pi n_2}{kd}}{a_{31} + 2\frac{\pi n_2}{kd}})$, under the condition that $\alpha_1 + 2\frac{\pi n_1}{kd} \geq 1$.

Case 4, when $\alpha_1 \in [-3,-1]$ and $\beta_2 \in [1,3]$. $\phi_1 = \arctan (\frac{b_{11} + 2\frac{\pi n_1}{kd}}{a_{11} + 2\frac{\pi n_1}{kd}}) + n_3 \pi$ and $\phi_2 = \arcsin (\frac{b_{31} + 2\frac{\pi n_2}{kd}}{a_{31} + 2\frac{\pi n_2}{kd}})$, under the condition that $\alpha_1 + 2\frac{\pi n_1}{kd} \geq 1$ and $\beta_2 - 2\frac{\pi n_2}{kd} \geq 1$.

Case 5, when $\alpha_1 \in (-1,1)$ and $\beta_2 \in [-3,-1]$. $\phi_1 = \arctan (\frac{b_{11} + 2\frac{\pi n_1}{kd}}{a_{11} + 2\frac{\pi n_1}{kd}}) + n_3 \pi$ and $\phi_2 = \arcsin (\frac{b_{31} + 2\frac{\pi n_2}{kd}}{a_{31} + 2\frac{\pi n_2}{kd}})$, under the condition that $\beta_2 + 2\frac{\pi n_2}{kd} \leq 1$.

Case 6, when $\alpha_1 \in (-1,1)$ and $\beta_2 \in [1,3]$. $\phi_1 = \arctan (\frac{b_{11} + 2\frac{\pi n_1}{kd}}{a_{11} + 2\frac{\pi n_1}{kd}}) + n_3 \pi$ and $\phi_2 = \arcsin (\frac{b_{31} + 2\frac{\pi n_2}{kd}}{a_{31} + 2\frac{\pi n_2}{kd}})$, under the condition that $\beta_1 - 2\frac{\pi n_2}{kd} \geq 1$.

Case 7, when $\alpha_1 \in [1,3]$ and $\beta_2 \in [-3,-1]$. $\phi_1 = \arctan (\frac{b_{11} + 2\frac{\pi n_1}{kd}}{a_{11} + 2\frac{\pi n_1}{kd}}) + n_3 \pi$ and $\phi_2 = \arcsin (\frac{b_{31} + 2\frac{\pi n_2}{kd}}{a_{31} + 2\frac{\pi n_2}{kd}})$, under the condition that $\alpha_1 + 2\frac{\pi n_1}{kd} \geq 1$ and $\beta_2 + 2\frac{\pi n_2}{kd} \geq 1$.

Case 8, when $\alpha_1 \in [1,3]$ and $\beta_2 \in (-1,1)$. $\phi_1 = \arctan (\frac{b_{11} + 2\frac{\pi n_1}{kd}}{a_{11} + 2\frac{\pi n_1}{kd}}) + n_3 \pi$ and $\phi_2 = \arcsin (\frac{b_{31} + 2\frac{\pi n_2}{kd}}{a_{31} + 2\frac{\pi n_2}{kd}})$, under the condition that $\alpha_1 + 2\frac{\pi n_1}{kd} \geq 1$.

Case 9, when $\alpha_1 \in [1,3]$ and $\beta_2 \in [-1,3]$. $\phi_1 = \arctan (\frac{b_{11} + 2\frac{\pi n_1}{kd}}{a_{11} + 2\frac{\pi n_1}{kd}}) + n_3 \pi$ and $\phi_2 = \arcsin (\frac{b_{31} + 2\frac{\pi n_2}{kd}}{a_{31} + 2\frac{\pi n_2}{kd}})$, under the condition that $\alpha_1 + 2\frac{\pi n_1}{kd} \geq 1$ and $\beta_2 - 2\frac{\pi n_2}{kd} \geq 1$. Therefore, it can be summarized as Corollary 7.
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