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Abstract

We propose a keypoint-based object-level SLAM framework that can provide globally consistent 6DoF pose estimates for symmetric and asymmetric objects alike. To the best of our knowledge, our system is among the first to utilize the camera pose information from SLAM to provide prior knowledge for tracking keypoints on symmetric objects – ensuring that new measurements are consistent with the current 3D scene. Moreover, our semantic keypoint network is trained to predict the Gaussian covariance for the keypoints that captures the true error of the prediction, and thus is not only useful as a weight for the residuals in the system’s optimization problems, but also as a means to detect harmful statistical outliers without choosing a manual threshold. Experiments show that our method provides competitive performance to the state of the art in 6DoF object pose estimation, and at a real-time speed. Our code, pre-trained models, and keypoint labels are available https://github.com/rpng/suo_slam.

1. Introduction

Object pose estimation in 6 degrees of freedom (DoF) plays a key role in a variety of down-stream applications (e.g., autonomous driving, robotic navigation, manipulation, and augmented reality), and has been extensively studied in computer vision and robotics communities [5, 14, 17, 22, 26, 28, 33]. Some methods rely on RGB input [15, 22, 31, 32, 37], while others utilize additional depth input to improve the performance [15, 29, 32, 35]. Some deal with a single view [22, 28, 35], while others utilize multiple views to enhance the results [2, 3, 5, 14, 15, 29]. In particular, multi-view methods can be further categorized into offline structure from motion (SfM) – where all the frames are given at once [3, 14] – and the online SLAM styles, where frames are provided sequentially and real-time performance is expected [5, 29]. This paper focuses on image-based 6DoF pose estimation for multiple objects in the context of an online monocular SLAM system.

A typical multi-view 6DoF pose estimation method can be decomposed into the single-view estimation stage and the multi-view enhancement stage. While pose estimates from multiple views can be fused for better performance [3, 5, 14], handling extreme inconsistency – e.g., those caused by rotational symmetry of objects – is still challenging. It is also unreliable to manually tune the thresholds for outlier rejection and assign residual weights for nonlinear optimization. To tackle these challenges, in this paper, we propose a symmetry and uncertainty-aware 6DoF object pose estimation method which fuses semantic keypoint measurements from all views within a SLAM framework. The main contributions of this work are:

• We design a keypoint-based object SLAM system that jointly estimates the globally-consistent object and camera poses in real time – even in the presence of incorrect detections and symmetric objects.

Figure 1. Our proposed method leverages the detected keypoints of asymmetric objects and the 3D scene created from the SLAM system to consistently track the keypoints of symmetric objects. Given the current camera pose estimated from asymmetric objects’ keypoints, the projections of the existing 3D keypoints into the current image act as informative prior input to guide the network in predicting keypoints with consistent symmetry over time.
• We propose a method able to consistently predict and track 2D semantic keypoints for symmetric objects over time, which leverages the projection of existing 3D keypoints into the current image as an informative prior input to the keypoint network.

• We develop a method to train the keypoint network to estimate the uncertainty of its predictions such that the uncertainty measure quantifies the true error of the keypoints, and significantly improves object pose estimation in the object SLAM system.

The rest of this paper is organized as follows: After briefly reviewing the related literature in Sec. 2, we describe our method in detail in Sec. 3 – including the keypoint detector and how it is used in the entire system. A thorough evaluation of our framework is presented in Sec. 4 before concluding in Sec. 5.

2. Related Work

Single-view object pose estimation. A large number of single-view object pose estimation methods have been presented in recent years. One major trend is to utilize deep networks to predict the relative pose of an object with respect to the camera in a regress-and-refine fashion [14, 15, 35, 37]. Although effective, the iterative refining process is usually at a high computationally cost. Another trend is to either estimate the 2D projected locations of sparse 3D semantic points from the CAD model [25, 26, 28], or to regress the 3D coordinates from the dense 2D pixels within object masks [22, 33], and then solves a perspective n point (PnP) problem to estimate object poses. This type of approach is more efficient, however, not always as reliable under occlusion. In order to achieve superior robustness to occlusion and real-time efficiency simultaneously, we develop a multi-view method which integrates a sparse semantic keypoint detection in an object-level SLAM system. Instead of adapting traditional descriptors [2, 3], we opt to develop a CNN-based keypoint detector in order to leverage more global context to reason about the keypoint locations and distinguish their semantics. We show that an object SLAM system can effectively utilize the sparse set of semantic keypoints to optimize the poses in a bundle adjustment (BA) optimization with outlier rejection at the keypoint level.

Object-level SLAM. Object-level SLAM typically builds upon single-view object pose estimators, which improves the estimated poses’ robustness to occlusions, missing detections, and the global consistency via multi-view optimization. SLAM++ [29] was notably the first work along this line, but their system only worked on depth images. There are also some works which model objects as a sparse set of 3D keypoints, and use a 2D keypoint detectors to estimate the correspondences which are fused over time [23, 30], however none have considered symmetric objects. PoseRBPF [4] on the other hand proposed a method to track objects over time with an autoencoder and particle filter to reason about the symmetry, however their system is only able to track one object at a time – limiting the application. CosyPose [14] presented a method to disambiguate pose estimates of symmetric objects from multiple views through object-level RANSAC, but their method is an offline SFM approach and not directly comparable to ours. Fu et. al [5] proposed a multi-hypothesis SLAM approach to estimate the pose of symmetric objects, which is optimized with a max-mixture model. In contrast, our approach only tracks one hypothesis, and is shown to have superior performance.

Keypoint uncertainty estimation. A typical global optimization that uses the predicted object keypoints as a measurement (i.e., PnP or multi-view graph optimization), requires a proper weighting of the residuals. Without any measure of certainty to accompany the keypoint measurements, this weight is typically set to identity or some manually-tuned value. Some works have retrieved a weight directly from the output of the keypoint network [25, 26] to be used in PnP as a scalar measure of certainty [25] or Gaussian covariance matrix [26], while [30] adapted the Bayesian method of [10] to estimate a covariance matrix for the keypoints by sampling over a randomized batch. Although these methods have been shown to work in practice, none have shown that the uncertainty they are predicting actually bounds the true error of the prediction compared to the ground truth.

Besides for residual weighting, the uncertainty is especially useful for outlier rejection, since, assuming that the uncertainty is a Gaussian covariance matrix, the $\chi^2$ distribution can determine an outlier threshold more systematically compared to manual tuning. Inspired by a plethora of recent works (unrelated to keypoint prediction) on self-uncertainty prediction of networks [1, 9, 12, 16, 18, 36, 38], we design a maximum likelihood estimator (MLE) loss, which trains the network to predict keypoint locations accurately and to jointly predict the uncertainty to be tightly bound around the actual error of the prediction.

3. The Proposed Method

Our multi-view 6DoF object pose estimation method is unified in an object SLAM framework, which jointly estimates object and camera poses – while accounting for the symmetry of detected objects and utilizing the uncertainty estimations from the network to robustify the system. A depiction of the full pipeline can be seen in Fig. 2. The pipeline involves two passes to deal with asymmetric and symmetric objects separately. In the first pass, the asymmetric objects are tracked from the 3D scene to estimate
the camera pose. In the second pass, the estimated 3D keypoints for symmetric objects are projected into the current camera view to be used as the prior knowledge to help predict keypoints for these objects that are consistent with the 3D scene. The object SLAM system is primarily comprised of two modules, the front-end tracking using the keypoint network, and back-end global optimization to refine the object and camera pose estimates. As a result, the proposed system can operate on sequential inputs and estimate the current state in real time for the use of an operator or robot requiring object and camera poses in a feedback loop.

### 3.1. Keypoint Network

We develop a keypoint network that not only predicts the 2D keypoint coordinates but also their uncertainty. In addition, to make it able to provide consistent keypoint tracks for symmetric objects, the network optionally takes prior keypoint heatmap inputs that are expected to be somewhat noisy. The architecture of our keypoint network can be seen in Fig. 3. The backbone architecture of our keypoint network is the stacked hourglass network [20], which has been shown to be a good choice for object pose estimation [23, 25, 30]. Similar to the original [20] we choose a multi-channel keypoint parameterization due to its simplicity. With this formulation, each channel is responsible for predicting a single keypoint, and we can combine all of the keypoints for the dataset into one output tensor – allowing for a single network to be used for all of the objects.

Given the image and prior input cropped to a bounding box and resized to a static input resolution, the network predicts an $N \times H/d \times W/d$ tensor $p$, where $H \times W$ is the input resolution, $d$ is the downsampling ratio (4 in our experiments), and $N$ is the total number of keypoints for the dataset. From $p$, a set of $N$ 2D keypoints $\{u_1, u_2, \ldots, u_N\}$, $2 \times 2$ covariance matrices $\{\Sigma_1, \Sigma_2, \ldots, \Sigma_N\}$ are predicted. Every channel of $p$, $p_i$, is enforced to be a 2D probability mass by utilizing a spatial softmax. The predicted keypoint is taken as the expected value of 2D coordinates over this probability mass $u_i = \sum_{u,v} p_i(u,v)[u,v]^\top$. Unlike the non-differentiable argmax operation, this allows us to use the keypoint coordinate directly in the loss function – which is important for our uncertainty estimation.

#### Keypoints with uncertainty.

Since the keypoint $u_i$ is the expected value of the distribution of 2D coordinates over this probability mass $u_i = \sum_{u,v} p_i(u,v)[u,v]^\top$, it is straightforward to estimate an uncertainty measure by the covariance of this distribution with the second moment about the mean

$$\Sigma_i = \sum_{u,v} p_i(u,v) ([u,v]^\top - u_i) ([u,v]^\top - u_i)^\top. \quad (1)$$

However, without any particular criteria for the covariance, there is nothing to enforce that the uncertainty actually captures the true error of the prediction. To this end, we propose to use a Gaussian maximum-likelihood estimator (MLE) loss to jointly optimize the keypoint coordinates as well as the covariance:

$$L_{i,\text{MLE}}^{(i)} = (u_i^* - u_i)^\top \Sigma_i^{-1} (u_i^* - u_i) + \frac{1}{2} \log |\Sigma_i|, \quad (2)$$

---

**Figure 2.** An overview of the proposed symmetry and uncertainty aware object SLAM pipeline.
where $u_i^*$ is the ground truth keypoint coordinate. From a high-level perspective, the first term enforces that the covariance bounds the true error of the prediction, while the second prevents it from becoming too large. This way, the network can predict its own uncertainty in the form of a Gaussian covariance matrix, which is trained to tightly bound the true error of the estimated keypoint.

While our network predicts a total of $N$ keypoints, only a subset of these, $\mathcal{K}(\ell) \subseteq \{1, 2, \ldots, N\}$, are valid for a particular object $\ell$. Furthermore, considering a single image, only a subset of keypoints $B \subseteq \mathcal{K}(\ell)$ lie within the bounding box for object $\ell$ (note that occluded keypoints are still predicted). However, during deployment, while $\mathcal{K}(\ell)$ is known from the object class and keypoint labeling, it may be impossible to know which keypoints lie within the detected bounding box. For this reason, we add another head onto the network to predict a sigmoid vector $\mathbf{m} \in [0, 1]^N$, which is trained to estimate the ground-truth binary mask $\mathbf{m}^* \in \{0, 1\}^N$, where $m_i^* = 1$ if $i \in B$ and 0 otherwise (see Fig. 3 for the architecture). Thus, for a single object, in a single image, the full loss becomes

$$L_{\text{tot}} = \text{BCE}(\mathbf{m}, \mathbf{m}^*) + \frac{1}{|B|} \sum_{i \in B} L_{\text{MLE}}^{(i)},$$

where $\text{BCE}(\cdot)$ is the binary cross entropy loss function. For the rest of the paper, to simplify notation, we will denote $k \in \{1, 2, \ldots, K\}$ as the indices for keypoints which pass the ground-truth mask $\mathbf{m}^*$ for training (i.e., the next section) or the estimated mask $\mathbf{m}$ (as well as the known $\mathcal{K}(\ell)$) for deployment in the SLAM system (Sec. 3.2).

Keypoints for symmetric objects. Since we want to efficiently track the keypoints over time during deployment, it is convenient to obtain keypoint predictions that have a symmetry hypothesis that is consistent with the 3D scene. Inspired by [19], we opt to include $N$ extra channels as input to the keypoint network which contain a prior detection of the object’s keypoints. As shown in Fig. 2, during deployment in the SLAM system, the prior keypoint detections come from projecting the 3D keypoints from the global object frame into the current image once the corresponding camera pose is found (i.e., the second pass). With this paradigm, there are two main issues to address: how to create training examples of the prior detections (since the SLAM system is not run during training), and how to detect the initial keypoints on symmetric objects when there is not yet an object pose estimate available. Here we describe the training scheme used to address these issues.

To create the training prior, we simulate a noisy prior detection that the SLAM system would create by projecting the 3D keypoints from the object frame into the image plane with a perturbed ground truth object pose $\delta \mathbf{T}_O^T \mathbf{T}^*$ (see the supplementary Sec. A about the notation). To further ensure that the network can learn to follow the prior detections for the symmetry hypothesis, we utilize the set of symmetry transforms $\mathcal{S} = \{ \mathbf{S}_1, \mathbf{T}, \mathbf{S}_2, \ldots, \mathbf{S}_M, \mathbf{T} \}$ that we expect to be available for each object (discretized for objects with continuous axes of symmetry). Each $\mathbf{S}_m \in \mathcal{S}$, when applied to the object CAD model, makes the rendering look (nearly) exactly the same, and in practice, these transforms can be manually chosen fairly easily. Thus, when constructing a training example with a prior detection, we pick a random symmetry transform and apply it to the ground-truth object pose before doing the projection.

In order for the network to learn to predict initial keypoints on symmetric objects (when no prior is available), we only provide this simulated prior randomly for roughly half of the examples. Without the prior detection, however, the network is left up to its own devices to reason about the absolute orientation for the object – which is theoretically impossible for symmetric objects without special care. As opposed to the mirroring technique and additional symmetry classifier proposed by [28], we instead teach the network to deal with this issue with a simple criteria of choosing the keypoints that correspond to the symmetrically-valid pose that is closest to a canonical view where the front of the object faces the camera, and the top of the object faces the top of the image. We refer the reader to the supplementary material (Sec. B) for more details on this procedure.

3.2. Object SLAM System

Our symmetry and uncertainty-aware object SLAM system is comprised of two modules: the front-end tracking, and the back-end global optimization. The front end is responsible for processing the incoming frames – running the keypoint network, estimating the current camera pose, and initializing new objects – while the back end is responsible for refining the camera and object poses for the whole scene. We refer the reader again to Fig. 2 for a visual representation of our system.
Front-end tracking. The first step of our front end is to split the bounding boxes detected in the current image into two information streams—the first for asymmetric objects and first-time detections of symmetric ones, and the second for symmetric objects that already have 3D estimates. Again, we expect the symmetry information (i.e., symmetric or not) to be included with each object class. The first information stream sends the images, cropped at the bounding boxes, to the keypoint network without any prior to detect keypoints and uncertainty. These keypoints are then used to estimate the pose of each asymmetric object \( \Sigma j,ℓ,k \) in the current camera frame by using PnP with RANSAC. These PnP poses are then used to coarsely estimate the current camera pose and then initialize objects which do not yet have 3D estimates. See the supplementary material Sec. C for more details on how this is done as well as more detailed behavior of the front end.

With a rough estimate of the current camera, we move onto the second information stream of the front end. We use the coarse estimate of the camera pose to create the prior detections for the keypoints of symmetric objects by projecting the 3D keypoints for these objects into the current image, and constructing the prior keypoint heatmaps for network input. After running the keypoint network on these symmetric objects, we store the keypoint measurements from both information streams for later use in the global optimization.

Back-end global optimization. The global optimization step runs periodically to refine the whole scene (object and camera poses) based on the measurements from each image. Rather than reduce the problem to a pose graph (i.e., using relative pose measurements from PnP), we keep the original noise model of using the keypoint detections as measurements, which allows us to weight each residual with the covariance prediction from the network. The global optimization problem is formulated by creating residuals that constrain the pose \( \Sigma j,ℓ,k \) of image \( j \) and the pose \( G O \) of object \( ℓ \) with the \( k \)th keypoint

\[
r_{j,ℓ,k} = u_{j,ℓ,k} - \Pi_{j,ℓ} \left( \frac{C j}{G} T_{O} G T_{O} T_{O} O_{k} \right),
\]

where \( \Pi_{j,ℓ} \) is the perspective projection function for the bounding box of object \( ℓ \) in image \( j \). Thus the full problem becomes to minimize the cost over the entire scene

\[
C = \sum_{j,ℓ,k} s_{j,ℓ,k} \rho_H \left( r_{j,ℓ,k}^T \Sigma_{j,ℓ,k}^{-1} r_{j,ℓ,k} \right)
\]

where \( \Sigma_{j,ℓ,k} \) is the \( 2 \times 2 \) covariance matrix predicted by the network for the keypoint \( u_{j,ℓ,k} \). \( s_{j,ℓ,k} \in \{0, 1\} \) is a constant indicator that is 1 if the measurement was deemed an inlier before the optimization started and 0 otherwise, and \( \rho_H \) is the Huber norm which reduces the effect of outliers during the optimization steps. Both \( \rho_H \) and \( s_{j,ℓ,k} \) use the same outlier threshold \( τ \), which is derived from the 2-dimensional \( \chi^2 \) distribution, and is always set to the 95% confidence threshold \( τ = 5.991 \). Thus we do not need to manually tune the outlier threshold as long as the covariance matrix \( \Sigma_{j,ℓ,k} \) can properly capture the true error of keypoint \( u_{j,ℓ,k} \).

4. Experiments

Our experiments are conducted on two of the most challenging object pose estimation datasets: the YCB-Video dataset [35] and the T-LESS dataset [6]. Both datasets provide ground truth poses for symmetric and asymmetric objects in cluttered environments over multiple keyframe sequences. YCB-Video contains 21 household objects, including 4 objects with discrete symmetries and one object (the bowl) with a continuous axis of symmetry. The T-LESS dataset contains 30 industry-relevant objects with very little texture, and most are symmetric. Note that the symmetry information of each object is provided by [7].

4.1. Implementation Details

Choice of keypoints. While our design is agnostic to the choice of keypoint, to reduce the number of channels that the network needs to predict, we created a set of rules to annotate keypoints manually in such a way that each keypoint can be applied to multiple object instances, and the same rules can be applied to both the YCB-Video and T-LESS dataset. We manually label the 3D CAD models for both datasets, and project the keypoints from 3D to 2D to create the ground-truth keypoints described in Sec. 3.1. We refer the reader to the supplementary material Sec. D for more details on how we annotated the keypoints.

Training procedure. We implemented the keypoint network in PyTorch [24]. For all training, we used the Adam optimizer [11] with a learning rate of \( 10^{-3} \). For the YCB-Video dataset, we utilized real training data provided along with the official 80k synthetic images. Due to the high redundancy in the real training data, we used only every 5th image. We trained on this dataset for 60 epochs using a batch size of 24 with randomized backgrounds for the synthetic dataset as well as randomized bounding boxes, color, and image warping. For the T-LESS dataset, there are only real training images of single objects on a dark background, so for the synthetic data we opted to use the physics-based pbr rendered data provided by [8]. For both the real and pbr splits we augment the examples with randomized backgrounds, bounding boxes, color, and warping, as well as randomly pasted objects for the real data only—as it only contains images of isolated objects. We trained the TLESS model for 89 epochs with a batch size of 8, which was smaller than that for YCB-Video due to the higher image resolution of the pbr data.
Table 1. Results on the YCB-Video dataset. Data means what synthetic data was used in addition to the real data, and U.M. (unified model) is checked if only one model was trained for all objects instead of one model trained for each object separately. Bold is best, underlined is second best.

| Method       | Data  | U.M. | ADD-S | ADD(-S) |
|--------------|-------|------|-------|---------|
| PoseCNN [35] | syn   | ✓    | 75.3  | 61.3    |
| DeepIM [15]  | syn   | ✓    | 88.1  | 81.9    |
| PoseRBPF [4] | syn   | ✓    | 76.3  | 64.4    |
| MHPE [5]     | syn   | ✓    | 82.9  | 69.7    |
| CosyPose [14]| pbr   | ✓    | 89.8  | 84.5    |
| GDR-Net [33] | pbr   | ✓    | 89.1  | 80.2    |
| GDR-Net [33] | pbr   |      | 91.6  | 84.4    |
| Ours         | syn   | ✓    | 90.3  | **84.7**|
| no prior det | syn   | ✓    | 88.7  | 83.3    |
| manual cov   | syn   | ✓    | 59.1  | 46.1    |
| no MLE loss  | syn   | ✓    | 47.0  | 35.2    |
| single view  | syn   | ✓    | 65.7  | 56.9    |

SLAM system. Our SLAM system is implemented in Python. The GPU is only used for network inference while all other operations are performed on the CPU. All optimizations are implemented using Python wrappers for the g2o library [13], besides PnP, which is done using the Lambda Twist solver [27] with RANSAC. Our front-end tracking works on every incoming frame, while the back-end runs every 10th frame. Note that the testing sequences for both datasets are already provided as keyframes, so no keyframing procedure is needed. In order to make the results reproducible, we simply execute both the front-end and back-end on the main thread for evaluation. Our front-end tracking can typically run at 11Hz on our desktop with a GTX 1080Ti graphics card, and the back-end can run at an average speed of 2Hz.

4.2. YCB-Video Dataset

For the YCB-Video dataset, we compare to the single-view methods [14, 15, 33, 35] and SLAM methods [4, 5]. Note that we do not include the multi-view results of CosyPose [14] since it is an offline SfM method that is not comparable to real-time SLAM methods. Following [4, 5, 14, 15, 33, 35], we report the area under curve (AUC) of the ADD-S and ADD(-S) by varying the accuracy threshold from 0 to 10cm, which is calculated for each object separately and then averaged. To fairly compare the methods, we used the same bounding boxes as PoseCNN. In practice, the bounding boxes can come from any real-time bounding box detector. The benchmark results as well as several ablation studies are reported in Table 1 with our method labeled as “Ours”. Methods in Table 1 are marked as using standard synthetic data (syn) with randomly-placed objects or physics-based (pbr) training data in addition to the real data. Note that while the pbr data is generally considered superior to the randomly-placed objects [8], it is not a part of the official YCB-Video dataset training splits. Regardless, our method beats all of the state-of-the-art single view and SLAM methods in terms of the AUC of ADD(-S) metric – even those utilizing the pbr data while only utilizing one network for all objects. The AUC of ADD(-S) is the most important metric here, since it takes into account the actual object symmetries rather than just shape matching like the ADD-S does. This shows that our system can provide highly accurate globally-consistent poses for symmetric objects, while still maintaining high accuracy on the texture-asymmetric objects. Qualitative results can be seen in Fig. 4. More detailed results of each object category can be found in the supplementary material Sec. E.

Effect of prior detection. The first ablation study is to run our same system without the prior detection. The results
drop slightly, but this is expected on this dataset where only 5 out of 21 objects are considered symmetric, and only the bowl displays a continuous rotational symmetry. In the next section, we will see that the prior detection actually makes a much bigger difference on the T-LESS dataset, where most of the objects are symmetric, and the camera rotates many times completely around the scene – whereas the camera motion in YCB-Video is much simpler.

**Manual covariance weight.** For the next ablation in Table 1, “manual cov”, we manually tune a weight to replace the covariance in the SLAM system’s residuals and outlier rejection mechanism. Here, we found that the weight corresponding to $2 \times$ the average predicted standard deviation of the network (which was about 2.5 pixels) achieved the best scores. As observed, the results dropped significantly compared to using a network predicted covariance.

**Effect of MLE loss.** For the ablation labeled “no MLE loss”, we trained a network with the same procedure, but replaced the MLE loss with a fixed-variance loss with variance regulation similar to that used by the popular human pose estimation [21]. As observed, when placed in the SLAM system, the results are significantly lower than that with our network trained with the MLE loss. The qualitative results of this experiment are also in Fig. 4.

Beyond the accuracy of the SLAM system with this change, we have also tested the accuracy of the predicted covariance itself. To do so, we ran both of the networks (with and without MLE loss) on a separate set of rendered YCB-Video objects (the pbr data which was not used in training), which has perfect ground truth for the keypoints. Here, we ran the networks with the ground truth bounding boxes and no prior detection. To evaluate the accuracy of the predicted covariance, we plotted the keypoint error against the predicted standard deviation of the network. Ideally, the error will always lie above the cone $e_r < 3\sigma$ if $e_r$ is the scalar $x$ or $y$ component of the error residual of the keypoint prediction. The results of this experiment can be viewed in Fig. 5. As observed, the network trained with the MLE loss has much more of the errors within the $3\sigma$ cone. In fact, 91.0% of the data points on the left in Fig. 5 pass a 99% confidence $\chi^2$ test while only 7.1% pass from the points on the right. This shows that the predicted uncertainty describes the actual error distribution well (besides some expected outliers due to heavy occlusion and symmetry), and including the MLE loss is crucial to achieve this.

**Comparing to single view.** For the final ablation in Table 1, we ran just our single view network and compared the accuracy. Specifically, for each view we just ran PnP and refined it using the same procedure as Eq. 5, but with only one fixed camera pose per optimization. Clearly the full SLAM system is more accurate. It is interesting to note that the results for single view are actually more accurate than the SLAM results using the manual covariance or the fixed-variance network. This is most likely due to the fact that incorrect covariance in our SLAM system can cause the outlier rejection mechanism to be unreliable, and outliers can then pull the object pose in an incorrect direction and hurt the accuracy for all views despite the fact that most of the keypoints are correct.

**Accuracy of camera poses.** The effect of initializing the camera poses with the poses provided by the dataset was minor in this experiment. Using the given camera poses the system achieved a 90.5 AUC of ADD-S score, while the system with the estimated camera poses scored the 90.3 shown in Table 1. This shows that the estimated camera poses are very accurate on this dataset.

### 4.3. T-LESS Dataset

For the T-LESS dataset, we compare to two single-view baselines [22, 31] as well as, again, PoseRBPF [4] and CosyPose [14]. To fairly compare to the other methods,

Figure 5. The plot of error of the predicted keypoints against the standard deviation predicted by the network over a separate set of rendered YCB-Video objects. The $3\sigma$ bounds are shown as the cone drawn as the red dotted lines. **Left:** The result of our network trained with the MLE loss. **Right:** The result of the same network trained with a typical fixed variance loss instead, which have far fewer points within the $3\sigma$ cone.

| Method     | Data | U.M. | $e_{\text{vad}} < 0.3$ |
|------------|------|------|------------------------|
| Implicit [31] | syn  |      | 26.8                   |
| Pix2Pose [22]    | syn  |      | 29.5                   |
| PoseRBPF [4]     | syn  |      | 41.7                   |
| CosyPose [14]    | pbr  | ✓    | 63.8                   |
| Ours            | pbr  | ✓    | 63.7                   |
| real only       | N/A  | ✓    | 45.9                   |
| no prior det    | pbr  | ✓    | 16.2                   |
| manual cov      | pbr  | ✓    | 13.8                   |
| single view     | pbr  | ✓    | 48.1                   |
Figure 6. Qualitative results on T-LESS. **Top:** Under misalignment between the prior detection and objects (left column), the network still predicts keypoints accurately (center column) which just uses the prior as a general guide for the symmetry. **Center:** the system displays robustness to missing and bad bounding boxes here. **Bottom:** the same system, but without the prior detection, fails to track keypoints corresponding to the same 3D locations currently locating at the back side of the symmetric objects, hence causes the estimated object poses to fly away. Note that the predicted covariance was used in all of these images, but left out of the visualization for clarity. Best viewed in color.

we use the same RetinaNet bounding boxes as [22], taking the top scoring bounding box for each object. We use the standard visual surface discrepancy (vsd) recall metric, $\epsilon_{vsd} < 0.3 \ [7]$, that the other methods reported. Since the T-LESS dataset has multiple scenes that have only symmetric objects, and our system requires asymmetric objects to estimate a camera pose, we initialize our camera poses with the poses provided by the dataset. While this is a potential drawback to our system, typical deployment scenarios will contain symmetric objects or allow for retrieving external odometry from another source, such as an additional IMU sensor or traditional feature-based SLAM.

The benchmark results and ablation studies are reported in Table 2, where our system is shown to achieve a 63.7 recall score – second best to the 63.8 of CosyPose. However, it is interesting to note that CosyPose is an iterative refinement method that utilizes initial object poses rendered at 1m from the camera, which is close to the distance of all the objects, while our method makes no such assumption. Qualitative results can be also seen in Fig. 6.

**Effect of training data.** To test the sensitivity to the training data, we train it on only the small real training split, which contains 1,231 images of each object on a dark background. From Table 2 we observe that, even with this small amount of data, we still beat all of the state-of-the-art methods besides CosyPose – all of which used large amounts of synthetic data on top of the real data. This shows the ability of our method to work with a limited amount of data which does not even cover all orientations of the objects.

**Effect of prior detection.** On the T-LESS dataset, where most of the objects are symmetric in some way, the 63.7 recall score drops to 16.2 in Table 2 when the prior detection is removed. This shows that the prior detection is crucial for tackling these challenging T-LESS objects when the camera is orbiting around their axes of symmetry multiple times. Without the prior detection, the SLAM system’s outlier rejection simply rejects most of the keypoint measurements on the symmetric objects, as they do not correspond to the same 3D location. Fig. 6 also includes some qualitative results of this experiment.

**Manual covariance weight.** Here again we set the covariance in the SLAM system’s residuals to a manually-tuned weight. The result in this case drops to a 13.8 recall, which further substantiates the usefulness of our covariance estimate in the SLAM system. Furthermore, we found that the optimal weight for this dataset was much larger than that for YCB-Video, which is not surprising, but shows that removing the need to manually tune weights by using the predicted covariance is a useful property of our system.

**Comparing to single view.** In this case, the single view result in Table 2 outperformed that from the SLAM system when it either used a manual covariance weight or no prior detections. Since the single-view results use no prior detection, this shows that the keypoints considered independently for each view are reasonable, while the prior detection is crucial for tracking them across time.

5. Conclusions and Future Work

In this work, we have designed a keypoint-based object-level SLAM system that provides globally consistent 6DoF pose estimates for objects with or without symmetry. Our method can track semantic keypoints on symmetric objects consistently with the aid of the proposed prior detection, and the uncertainty that our network predicts has been shown to capture the true error of the predicted keypoints as well as greatly improve the object pose accuracy. In the future, we would like to adapt our system to larger environments and generalize to class-level keypoint prediction with unseen instances.
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A. Rigid Body Transform Notation

Throughout the paper, we have regularly included rigid body transforms in many equations. Here, we briefly explain the notation. A 6DoF rigid body transform \( \frac{A}{B}T \in SE(3) \) will transform a point defined in the reference frame \{A\} into the reference frame \{B\}. We write this in two possible ways. For the first, and most common, we separate \( \frac{A}{B}T \) into its rotational and positional components, \( \frac{B}{A}R \in SO(3) \) and \( \frac{B}{A}p_A \in \mathbb{R}^3 \) respectively. In this form we write \( \frac{B}{A}p_k = \frac{B}{A}R \frac{A}{C}p_k + \frac{B}{A}p_A \) to transform the 3D point \( \frac{A}{C}p_k \) from the \{A\} frame into the \{B\} frame.

In the other form, which shows up in Eq. 4, we leave the transform in its full \( 4 \times 4 \) \( SE(3) \) form, and use the homogeneous form of translation vectors \( \bar{\frac{A}{C}p_k} = \left[ \frac{A}{C}p_k^T \ 1 \right]^T \). In this way, we write \( \bar{\frac{B}{C}p_k} = \frac{B}{C}T \bar{\frac{A}{C}p_k} \). This form specifically allows us to chain together multiple transformations with simplified notation, for example: \( \bar{\frac{B}{C}p_k} = \frac{B}{C}T \frac{A}{C}T \frac{A}{C}T \frac{A}{C}T \frac{A}{C} \bar{p}_k \).

B. Choice of Symmetry Without Prior

As mentioned in Section 3.1, as opposed to the mirroring technique and additional symmetry classifier proposed by [28], we need to teach the network to predict the initial keypoints of symmetric objects, before the prior is available. We opt to utilize the set of symmetry transforms to solve this issue in a more concise manner with a simple intuition: when the prior detection is not available for a symmetric object, we can simply instruct the network to choose the orientation which brings the object pose closest to a canonical pose where the front of the object faces the camera and the top of the object faces the top of the image. This intuition is learned by the network during training by teaching it to predict the initial symmetry based on its training with Eq. 6.

The main effect of Eq. 6 is that it will choose the symmetry to apply to the ground truth keypoints that best matches the canonical view in terms of orientation, which essentially tells the network to always pick the symmetry that brings the front of the object closest to the camera and the top of the object closest to the negative \( y \)-axis of the camera frame (i.e., the top of the images) if no prior is given.

Besides the first image, whose camera frame becomes the global reference frame \{G\}, we need to estimate the camera pose \( \frac{G}{C}T \) with the set of object PnP poses and the current estimates of the objects in the global frame. For each asymmetric object that is both detected in the current frame with a successful PnP pose \( \frac{G}{C}T_{pnp} \) and has an estimated global pose \( \frac{G}{C}T \), we can create a hypothesis about the current camera’s pose as \( \frac{G}{C}T_{hyp} = \frac{G}{C}T_{pnp} \frac{G}{C}T^{-1} \) and then project the 3D keypoints from all objects that have both canonical view (right) the best in terms of orientation. Best viewed in color.
Figure 8. Our keypoint labels for the YCB-Video dataset. We labeled identifiable features based on the shape class of the objects (box-like, cylinder-like, and hand tool) which are common within different instances of the same shape class (such as box corners, cylinder top/bottom center, etc), and then instance-specific keypoints of other identifiable features such as brand names, bar codes, etc.

Figure 9. Our keypoint labels for the T-LESS dataset. Here, only shape class-specific keypoints were used due to the lack of texture on each object.

a global 3D estimate and detection in the current image into the current image plane with this camera pose, and count inliers with a χ^2 test using the detected keypoints and uncertainty. We take the camera pose hypothesis with the most inliers as the final \( T \), and reject any hypothesis that has too few. After this, any objects that have valid PnP poses but are not yet initialized in the scene are given an initial pose \( T = T^{−1}O_{pnp} \).

Since each object is initialized with a PnP pose, it is possible that the initialization can be very poor from a PnP failure, and, if the pose is bad enough (e.g., off by a large orientation error), optimization can not fix it due to only reaching local minima. To address this issue, we check if the PnP pose from the current image yields more inliers over the last few views than the current estimated pose, and, if this is true, we re-initialize the object with the new pose. After this, we perform a quick local refinement of the camera pose by fixing the object poses and optimizing just the current camera to better register it into the scene.

D. Keypoint Labeling

Choice of keypoints. The choice of keypoints for the network to learn is important, but there is no general consensus about which choice is best. Some have proposed to detect the corners of the 3D bounding boxes [28], while others chose keypoints that lie on the object [25,26] – which seems to be the more accurate approach [26]. Inspired by [34], we try to pick keypoints that carry some semantic meaning. Our keypoint labels on the YCB-Video dataset can be seen in Fig. 8, and Fig. 9 for the T-LESS dataset. Specifically, we split the objects into three categories based on the overall shape – box-like, cylinder-like, and hand tool – and choose a unified set of keypoints for each of these shape classes based on the most identifiable features. We
found that picking a set of keypoints for each one of these classes can accurately describe the shape of the objects for the YCB-Video and T-LESS datasets, and the keypoint network had a relatively easy time learning the keypoints despite the fact that the shapes of some objects are not exactly rectangular, cylindrical, etc. In order to increase the number of keypoints and their potential usefulness in a downstream application, we also add some instance-specific keypoints, such as brand names, bar codes, and hand grips, which only show up in the YCB-Video dataset. Such keypoints can still be shared among multiple instances of objects in the YCB-Video dataset, but sometimes occur between shape classes (e.g., bar codes show up on the box-like cracker box and also the cylindrical soup can).

**Labeling tool.** To label the keypoints, we create a simple labeling program which allows the user to pick the same keypoint (say keypoint $k$) multiple times on the CAD model, and takes the average 3D location in the CAD model frame as the final 3D keypoint location $O_p^k$. The tool also allows the user to pick the canonical view $\{O_c\}$ used in Eq. 6 by simply rotating the object into the correct view. This is especially important in the YCB-Video dataset, where the object models are not already rotated into a canonical view as they are for T-LESS. The labeling program will be included along with our keypoint labels in the software release, which will be made available upon publication of this work. Detailed instructions for how to reproduce our keypoint labels will also be included in this release (i.e., the rules we used to determine where each keypoint goes), which can also be used to label keypoints on other datasets with objects similar to YCB-Video and T-LESS. We found that, after the user is acquainted with the labeling program, it only takes a few minutes per object to label the keypoints. In the future, we would like to reduce the labeling task for the shape class-specific keypoints, since there should be a simple set of heuristics to automatically label these when given the CAD model in a canonical view.

**E. Extended Results**

**YCB-Video per-object results.** As mentioned in Sec. 4.2, we provide more detailed results for each object on the YCB-Video dataset. The results are presented in Table 3. Here our method displays superior AUC of ADD and ADD-S for the majority of the objects. For the five symmetric objects, which are highlighted in bold blue in Table 3, our method has the best AUC of ADD-S for four of them – which shows our ability to handle these symmetric objects effectively. Note that the ADD metric is not very important for symmetric, since it checks for the match to the actual ground truth pose – which is arbitrary due to the symmetry – while the ADD-S simply checks if the shape of the object matches well between the ground truth and estimated poses [35]. This is clear especially for the case of the wood block, where our method actually scores a 0.0 AUC of ADD, while beating all other methods in the AUC of ADD-S metric. This is because our estimated pose for this object correctly aligned the CAD model to the scene to match the shape, but with a symmetry transform that yielded a completely different orientation from the ground truth.

**Qualitative results.** More qualitative results are shown in Fig. 10. Here we show three success cases and one failure case for both the YCB-Video and T-LESS datasets. Our system is able to estimate correct poses for a wide variety of difficult objects even in the presence of occlusion and bad or missing detections. A common failure case that we saw is the system initializing objects (especially symmetric ones) upside down. While we showed the only such case we found in the YCB-Video dataset, this is especially common in the T-LESS dataset where it is harder to distinguish the top from the bottom for many objects. Reliably solving such edge cases is an interesting question to answer in future research.
Table 3. Detailed results on the YCB-Video dataset. Bold blue objects are symmetric.

| Objects                  | PoseCNN [35] | DeepIM [15] | PoseRBPF [4] | MHPE [5] | Ours |
|--------------------------|--------------|-------------|---------------|----------|------|
|                          | ADD          | ADD-S       | ADD           | ADD-S    | ADD  | ADD-S |
| 002_master_chef_can      | 50.9         | 84.0        | 71.2          | 93.1     | 63.3 | 87.5  | 67.9 | 93.8 | 75.0 | 87.8 |
| 003_cracker_box          | 51.7         | 76.9        | 83.6          | 91.0     | 77.8 | 87.6  | 67.8 | 82.9 | 84.0 | 90.6 |
| 004_sugar_box            | 68.6         | 84.3        | 94.1          | 96.2     | 79.6 | 89.4  | 83.1 | 91.3 | 86.4 | 91.5 |
| 005_tomato_soup_can      | 66.0         | 80.9        | 86.1          | 92.4     | 73.0 | 83.6  | 79.5 | 92.2 | 85.3 | 93.5 |
| 006_mustard_bottle       | 79.9         | 90.2        | 91.5          | 95.1     | 84.7 | 92.0  | 81.6 | 90.8 | 94.2 | 96.2 |
| 007_tuna_fish_can        | 70.4         | 87.9        | 87.7          | 96.1     | 64.2 | 82.7  | 78.0 | 92.5 | 84.3 | 92.7 |
| 008_pudding_box          | 62.9         | 79.0        | 82.7          | 90.7     | 64.5 | 77.2  | 45.4 | 71.5 | 84.1 | 92.4 |
| 009_gelatin_box          | 75.2         | 87.1        | 91.9          | 94.3     | 83.0 | 90.8  | 76.1 | 87.8 | 94.0 | 95.9 |
| 010_potted_meat_can      | 59.6         | 75.8        | 76.2          | 86.4     | 51.8 | 66.9  | 69.1 | 85.5 | 83.7 | 91.7 |
| 011_banana               | 72.3         | 85.9        | 81.2          | 91.3     | 18.4 | 66.9  | 87.7 | 93.7 | 87.3 | 94.3 |
| 019_pitcher_base         | 52.5         | 76.8        | 90.1          | 94.6     | 63.7 | 82.1  | 76.8 | 88.8 | 89.4 | 93.9 |
| 021_bleach_cleanser      | 50.5         | 71.9        | 81.2          | 90.3     | 60.5 | 74.2  | 47.7 | 70.3 | 61.7 | 70.5 |
| **024_bowl**             | 6.5          | 69.7        | 8.6           | 81.4     | 28.4 | **85.6** | 40.2 | 80.1 | 32.8 | 76.9 |
| 025_mug                  | 57.7         | 78.0        | 81.4          | 91.3     | 77.9 | 89.0  | 40.6 | 72.8 | 84.8 | 92.6 |
| 035_power_drill          | 55.1         | 72.8        | **85.5**      | **92.3** | 71.8 | 84.3  | 39.5 | 71.2 | 85.5 | 92.2 |
| **036_wood_block**       | 31.8         | 65.8        | 60.0          | 81.9     | 2.3  | 31.4  | **64.6** | 85.5 | 0.0  | 86.3 |
| 037_scissors             | 35.8         | 56.2        | 60.9          | 75.4     | 38.7 | 59.1  | 64.5 | 88.9 | **79.2** | **91.2** |
| 040_large_marker         | 58.0         | 71.4        | 75.6          | 86.2     | 67.1 | 76.4  | 81.1 | 90.6 | **84.9** | **94.7** |
| **051_large_clamp**      | 25.0         | 49.9        | 48.4          | 74.3     | 38.3 | 59.3  | **49.2** | 70.7 | 47.2 | **83.0** |
| **052_extra_large_clamp**| 15.8         | 47.0        | 31.0          | 73.3     | 32.3 | 44.3  | 8.6  | 47.4 | **86.3** | **94.1** |
| **061_foam_brick**       | 40.4         | 87.8        | 35.9          | 81.9     | 84.1 | 92.6  | 75.1 | 92.6 | **87.4** | **93.8** |
| Mean                     | 51.7         | 75.3        | 71.7          | 88.1     | 58.4 | 76.3  | 63.1 | 82.9 | 76.1 | 90.3 |

Figure 10. Supplementary qualitative results for the YCB-Video (left) and T-LESS (right) datasets. The top three rows show some successful pose estimates from our system while the bottom row shows a failure case. The failure in both cases is from initializing objects upside down. The bowl on the bottom left and the orange object on the bottom right is upside down while the are upside down.