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Abstract

In the Strip Packing problem (SP), we are given a vertical half-strip $[0,W] \times \mathbb{R}$ and a set of $n$ axis-aligned rectangles of width at most $W$. The goal is to find a non-overlapping packing of all rectangles into the strip such that the height of the packing is minimized. A well-studied and frequently used practical constraint is to allow only those packings that are guillotine separable, i.e., every rectangle in the packing can be obtained by recursively applying a sequence of edge-to-edge axis-parallel cuts (guillotine cuts) that do not intersect any item of the solution. In this paper, we study approximation algorithms for the Guillotine Strip Packing problem (GSP), i.e., the Strip Packing problem where we require additionally that the packing needs to be guillotine separable. This problem generalizes the classical Bin Packing problem and also makespan minimization on identical machines, and thus it is already strongly $\text{NP}$-hard. Moreover, due to a reduction from the Partition problem, it is $\text{NP}$-hard to obtain a polynomial-time $(3/2 - \varepsilon)$-approximation algorithm for GSP for any $\varepsilon > 0$ (exactly as Strip Packing). We provide a matching polynomial time $(3/2 + \varepsilon)$-approximation algorithm for GSP. Furthermore, we present a pseudo-polynomial time $(1 + \varepsilon)$-approximation algorithm for GSP. This is surprising as it is $\text{NP}$-hard to obtain a $(5/4 - \varepsilon)$-approximation algorithm for (general) Strip Packing in pseudo-polynomial time. Thus, our results essentially settle the approximability of GSP for both the polynomial and the pseudo-polynomial settings.
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1 Introduction

Two-dimensional packing problems form a fundamental research area in combinatorial optimization, computational geometry, and approximation algorithms. They find numerous practical applications in logistics [9], cutting stock [23], VLSI design [26], smart-grids [20], etc. The Strip Packing problem (SP), a generalization of the classical Bin Packing problem and also the makespan minimization problem on identical machines, is one of the central problems in this area. We are given an axis-aligned vertical half-strip \([0, W] \times [0, \infty)\) and a set of \(n\) axis-aligned rectangles (also called items) \(I := \{1, 2, \ldots, n\}\), where for each rectangle \(i\) we are given an integral width \(w_i \leq W\), and an integral height \(h_i\); we assume the rectangles to be open sets. The goal is to pack all items such that the maximum height of the top edge of a packed item is minimized. The packing needs to be non-overlapping, i.e., such a packing into a strip of height \(H\) maps each rectangle \(i \in I\) to a new translated open rectangle \(R(i) := (\text{left}(i), \text{right}(i)) \times (\text{bottom}(i), \text{top}(i))\) where \(\text{right}(i) = \text{left}(i) + w_i\), \(\text{top}(i) = \text{bottom}(i) + h_i\), \(\text{left}(i) \geq 0\), \(\text{bottom}(i) \geq 0\), \(\text{right}(i) \leq W\), \(\text{top}(i) \leq H\) and for any \(i, j \in I\), we must have \(R(i) \cap R(j) = \emptyset\). We assume that items are not allowed to be rotated.

The best known polynomial time approximation algorithm for SP has an approximation ratio of \((5/3 + \varepsilon)\) for any constant \(\varepsilon > 0\) [24] and a straight-forward reduction from Partition shows that it is NP-hard to approximate the problem with a ratio of \((3/2 - \varepsilon)\) for any \(\varepsilon > 0\). Maybe surprisingly, one can approximate SP better in pseudo-polynomial time: there is a pseudo-polynomial time \((5/4 + \varepsilon)\)-approximation algorithm [27] and it is NP-hard to obtain a \((5/4 - \varepsilon)\)-approximation algorithm with this running time [25]. Hence, it remains open to close the gap between \((5/3 + \varepsilon)\) and \((3/2 - \varepsilon)\) for polynomial time algorithms, and even in pseudo-polynomial time, there can be no \((1 + \varepsilon)\)-approximation for the problem for arbitrarily small \(\varepsilon > 0\).

SP is particularly motivated from applications in which we want to cut out rectangular pieces of a sheet or stock unit of raw material, i.e., metal, glass, wood, or, cloth, and we want to minimize the amount of wasted material. For cutting out these pieces in practice, axis-parallel end-to-end cuts, called guillotine cuts, are popular due to their simplicity of operation [46]. In this context, we look for solutions to cut out the individual objects by a recursive application of guillotine cuts that do not intersect any item of the solution. Applications of guillotine cutting are found in crepe-rubber mills [42], glass industry [40], paper cutting [35], etc. In particular, this motivates studying geometric packing problems with the additional constraint that the placed objects need to be separable by a sequence of guillotine cuts (see Figure 1). Starting from the classical work by Christofides et al. [10] in 1970s, settings with such guillotine cuts are widely studied in the literature [16, 47, 6, 34, 15, 11, 17, 12]. In fact, many heuristics for guillotine packing have been developed to efficiently solve benchmark instances, based on tree-search, branch-and-bound, dynamic optimization, tabu search, genetic algorithms, etc. Khan et al. [32] mentions “a staggering number of recent experimental papers” on guillotine packing and lists several such recent experimental papers.

A related notion is \(k\)-stage packing, originally introduced by Gilmore and Gomory [23]. Here, each stage consists of either vertical or horizontal guillotine cuts (but not both). In each stage, each of the pieces obtained in the previous stage is considered separately and can be cut again by using either horizontal or vertical guillotine cuts. In \(k\)-stage packing, the number of cuts to obtain each rectangle from the initial packing is at most \(k\), plus an additional cut to trim (i.e., separate the rectangles itself from a waste area). Intuitively, this means that in the cutting process we change the orientation of the cuts \(k - 1\) times.
Figure 1 Packing (a) is a 5-stage guillotine separable packing, packing (b) is a \((n-1)\)-stage guillotine separable packing, packing (c) is not guillotine separable as any end-to-end cut in the strip intersects a rectangle.

Therefore, in this paper, we study the **Guillotine Strip Packing** problem (GSP). The input is the same as for SP, but we require additionally that the items in the solution can be separated by a sequence of guillotine cuts, and we say then that they are *guillotine separable*. Like general SP without requiring the items to be guillotine separable, GSP generalizes Bin Packing (when all items have the same height) and makespan minimization on identical machines (when all items have the same width). Thus, it is strongly **NP**-hard, and the same reduction from Partition mentioned above yields a lower bound of \((3/2 - \varepsilon)\) for polynomial time algorithms (see the full version [31] for more details). For asymptotic approximation, GSP is well understood. Kenyon and Rémi [29] gave an asymptotic polynomial time approximation scheme (APTAS) for (general) SP. Their algorithm produces a 5-stage packing (hence, guillotine separable), and thus yields an APTAS for GSP as well. Later, Seiden et al. [43] settled the asymptotic approximation status of GSP under \(k\)-stage packing. They gave an APTAS for GSP using 4-stage guillotine cuts, and showed \(k = 2\) stages cannot guarantee any bounded asymptotic performance ratio, and \(k = 3\) stages lead to asymptotic performance ratios close to 1.691. However, in the non-asymptotic setting, approximation ratio of GSP is not yet settled. Steinberg’s algorithm [45] yields a 2-approximation algorithm for GSP and this is the best known polynomial time approximation algorithm for the problem.

In this paper we present approximation algorithms for GSP which have strictly better approximation ratios than the best known algorithms for SP, and in the setting of pseudo-polynomial time algorithms we even beat the lower bound that holds for SP. Moreover, we show that all our approximation ratios are essentially the best possible.

1.1 Our Contribution

We present a polynomial time \((3/2 + \varepsilon)\)-approximation algorithm for GSP. Due to the mentioned lower bound of \((3/2 - \varepsilon)\), our approximation ratio is essentially tight. Also, we present a pseudo-polynomial time \((1 + \varepsilon)\)-approximation algorithm, which is also essentially tight since GSP is strongly **NP**-hard.

For the pseudo-polynomial time \((1 + \varepsilon)\)-approximation, we first prove that there exists a structured solution with height at most \((1 + \varepsilon)\)OPT (OPT denotes the height of the optimal solution) in which the strip is divided into \(O(1)\) rectangular boxes inside which the items are *nicely packed*, e.g., horizontal items are stacked on top of each other, vertical items are placed side by side, and small items are packed greedily with the Next-Fit-Decreasing-Height algorithm [13] (see Figure 2(a) and also Figure 4. Also, refer to Section 2 for item classification). This result starkly contrasts SP (i.e., where we do not require the items to be guillotine separable): for that problem, it is already unlikely that we can prove that there
always exists such a packing with a height of less than $\frac{5}{4} \cdot \text{OPT}$. If we could prove this, we could approximate the problem in pseudo-polynomial time with a better ratio than $\frac{5}{4}$, which is NP-hard [25].

To construct our structured packing, we start with an optimal packing and use the techniques in [32] to obtain a packing in which each item is nicely packed in one of a constant number of boxes and L-shaped compartments. We increase the height of our packing by $\varepsilon \cdot \text{OPT}$ in order to round the heights of the packed items and get some leeway within the packing. Then, we rearrange the items placed inside the L-shaped compartments. Here, we crucially exploit that the items in the initial packing are guillotine separable. In particular, this property allows us to identify certain sets of items that we can swap, e.g., items on the left and the right of a vertical guillotine cut to simplify the packing, and reduce the number of boxes to $O(1)$. Then, using standard techniques, we compute a solution with this structure in pseudo-polynomial time and hence with a packing height of at most $(1 + \varepsilon) \cdot \text{OPT}$ (see Figure 2 (a)).

Note that we do not obtain a $(1 + \varepsilon)$-approximation algorithm in polynomial time in this way. The reason is that when we pack the items into the rectangular boxes, we need to solve a generalization of PARTITION: there can be several boxes in which vertical items are placed side by side, and we need that the widths of the items in each box sum up to at most the width of the box. If there is only a single item that we cannot place, then we would need to place it on top of the packing, which can increase our packing height by up to OPT.

For our polynomial time $(3/2 + \varepsilon)$-approximation algorithm, we, therefore, need to be particularly careful with the items whose height is larger than $\text{OPT}/2$, which we call the tall items. We prove a different structural result which is the main technical contribution of
this paper: we show that there is always a \((3/2 + \varepsilon)\)-approximate packing in which the tall items are packed together in a bottom-left-flushed way, i.e., they are ordered non-increasingly by height and stacked next to each other with their bottom edges touching the base of the strip. All remaining items are nicely packed into \(O(1)\) boxes, and there is also an empty strip of height \(\text{OPT}/2\) and width \(\Omega(\varepsilon \cdot W)\), see Figure 2 (b). Thus, it is very easy to pack the tall items correctly according to this packing. We pack the remaining items with standard techniques into the boxes. In particular, the mentioned empty strip allows us to make slight mistakes while we pack the vertical items that are not tall; without this, we would still need to solve a generalization of partition.

In order to obtain our structural packing for our polynomial time \((3/2 + \varepsilon)\)-approximation algorithm, we build on the idea of the packing for the pseudo-polynomial time \((1 + \varepsilon)\)-approximation. Using that it is guillotine separable, we rearrange its items further. First, we move the items such that all tall items are at the bottom. To achieve this, we again argue that we can swap certain sets of items, guided by the guillotine cuts. Then, we shift certain items up by \(\text{OPT}/2\), which leaves empty space between the shifted and the not-shifted items, see Figure 2 (b). Inside this empty space, we place the empty box of height \(\text{OPT}/2\). Also, we use this empty space in order to be able to reorder the tall items on the bottom by their respective heights. During these changes, we ensure carefully that the resulting packing stays guillotine separable.

It is possible that also for (general) SP there always exists a structured packing of height at most \((3/2 + \varepsilon)\text{OPT}\), similar to our packing. This would yield an essentially tight polynomial time \((3/2 + \varepsilon)\)-approximation for SP and thus solve the long-standing open problem to find the best possible polynomial time approximation ratio for SP. We leave this as an open question.

1.2 Other related work

In the 1980s, Baker et al. [2] initiated the study of approximation algorithms for strip packing, by giving a 3-approximation algorithm. After a sequence of improved approximations [13, 44], Steinberg [45] and Schiermeyer [41] independently gave 2-approximation algorithms. For asymptotic approximation, Kenyon and Rémi [29] settled SP by providing an APTAS.

SP has rich connections with important geometric packing problems [9, 30] such as 2D bin packing (2BP) [4, 33], 2D geometric knapsack (2GK) [19, 28], dynamic storage allocation [7], maximum independent set of rectangles (MISR) [22, 1], sliced packing [14, 18], etc.

In 2BP, we are given a set of rectangles and square bins, and the goal is to find an axis-aligned non-overlapping packing of all items into a minimum number of bins. The problem admits no APTAS [3], and the present best approximation ratio is 1.406 [4]. In 2GK, we are given a set of rectangular items and a square knapsack. Each item has an associated profit, and the goal is to pack a subset of items in the knapsack such that the profit is maximized. The present best polynomial time approximation ratio is 1.89 [19]. There is a pseudo-polynomial time \((4/3 + \varepsilon)\)-approximation [21] for 2GK. In MISR, we are given a set of (possibly overlapping) rectangles we need to find the maximum cardinality non-overlapping set of rectangles. Recently, Mitchell [36] gave the first constant approximation algorithm for the problem. Then Gálvez et al. [22] obtained a \((2 + \varepsilon)\)-approximation algorithm for MISR. Their algorithms are based on a recursive geometric decomposition of the plane, which can be viewed as a generalization of guillotine cuts, more precisely, to cuts with \(O(1)\) bends. Pach and Tardos [38] even conjectured that for any set of \(n\) non-overlapping axis-parallel rectangles, there is a guillotine cutting sequence separating \(\Omega(n)\) of them.
2BP and 2GK are also well-studied in the guillotine setting [39]. Caprara et al. [8] gave an APTAS for 2-stage SP and 2-stage BP. Later, Bansal et al. [5] showed an APTAS for guillotine 2BP. Bansal et al. [4] conjectured that the worst-case ratio between the best guillotine 2BP and the best general 2BP is $4/3$. If true, this would imply a $\left(\frac{4}{3} + \varepsilon\right)$-approximation algorithm for 2BP. For guillotine 2GK, Khan et al. [32] recently gave a pseudo-polynomial time approximation scheme.

### 2 Pseudo-polynomial time approximation scheme

In this section, we present our pseudo-polynomial time approximation scheme (PPTAS) for GSP.

Let $\varepsilon > 0$ and assume w.l.o.g. that $1/\varepsilon \in \mathbb{N}$. We denote by $\text{OPT}$ the height of the optimal solution. We classify the input items into a few groups according to their heights and widths similar to the classification in [32]. For two constants $1 \geq \delta > \mu > 0$ to be defined later, we classify each item $i \in I$ as:

- **tall** if $h_i > \text{OPT}/2$;
- **large** if $w_i > \delta W$ and $\text{OPT}/2 \geq h_i > \delta \text{OPT}$;
- **horizontal** if $w_i > \delta W$ and $h_i \leq \mu \text{OPT}$;
- **vertical** if $w_i \leq \delta W$ and $\text{OPT}/2 \geq h_i > \delta \text{OPT}$;
- **medium** if
  - either $\delta \text{OPT} \geq h_i > \mu \text{OPT}$;
  - or $\delta W \geq w_i > \mu W$ and $h_i \leq \mu \text{OPT}$;
- **small** if $w_i \leq \mu W$ and $h_i \leq \mu \text{OPT}$;

![Figure 3](image)

**Figure 3** Item Classification: x-axis represents width and y-axis represents height.

See Figure 3 for a picture of item classification. Let $I_{\text{tall}}, I_{\text{large}}, I_{\text{hor}}, I_{\text{ver}}, I_{\text{medium}}, I_{\text{small}}$ be the set of tall, large, horizontal, medium, and small rectangles in $I$, respectively.

Using the following lemma, one can appropriately choose $\mu, \delta$ such that the medium items occupy a marginal area. This effectively allows us to ignore them in our main argumentation.

▶ **Lemma 2.1** ([37]). Let $\varepsilon > 0$ and $f(.)$ be any positive increasing function such that $f(x) < x$ for all $x \in (0,1)$. Then we can efficiently find $\delta, \mu \in \Omega(\varepsilon)$, with $\varepsilon \geq f(\varepsilon) \geq \delta \geq f(\delta) \geq \mu$ so that the total area of medium rectangles is at most $\varepsilon(\text{OPT} \cdot W)$.

We will specify how we choose the function $f(x)$ later. In our PPTAS, we will use a packing, which is defined solely via boxes.
We denote by \( \exists \) a set \( I \) of items in \([0, W] \times [0, \infty)\). We choose our function \( f \) such that for each item \( i \), \( f(i) \) is sufficiently small compared to \( \delta \), as required by Lemma 2.4. We will prove Lemma 2.4 in the next subsection. In its packing, let \( B_{\text{hor}}, B_{\text{ver}}, B_{\text{tall}}, B_{\text{large}}, B_{\text{small}}, B_{\text{med}} \) denote the set of boxes for the horizontal, vertical, tall, large, small and medium items, respectively. Let \( B_{\text{tall+ver}} := B_{\text{tall}} \cup B_{\text{ver}} \).

### 2.1 Proof of Structural Lemma 1

In this section we prove Lemma 2.4. We have omitted a few proofs which can be found in the full version [31]. Our strategy is to start with a structural lemma from [32] that guarantees the existence of a structured packing of all items in \( I_{\text{hard}} := I_{\text{tall}} \cup I_{\text{large}} \cup I_{\text{hor}} \cup I_{\text{ver}} \). This packing uses boxes and \( L \)-compartments. Note that, for now we ignore the items \( I_{\text{small}} \). We will show how to pack them later.
Definition 2.5 (L-compartment). An L-compartment \( L \) is an open sub-region of \([0, W] \times [0, \infty)\) bounded by a simple rectilinear polygon with six edges \( e_0, e_1, \ldots, e_5 \) such that for each pair of horizontal (resp. vertical) edges \( e_i, e_{6-i} \) with \( i \in \{1, 2\} \) there exists a vertical (resp. horizontal) line segment \( \ell_i \) of length less than \( \delta^{OPT} \) (resp. \( \frac{\delta W}{2} \)) such that both \( e_i \) and \( e_{6-i} \) intersect \( \ell_i \) but no other edges intersect \( \ell_i \).

Note that for an L-compartment, no item \( i \in I_{\text{hor}} \) can be packed in its vertical arm and similarly, no item \( i \in I_{\text{ver}} \cup I_{\text{tall}} \) can be packed in its horizontal arm.

The next lemma follows immediately from a structural insight in [32] for the guillotine two-dimensional knapsack problem. It partitions the region \([0, W] \times [0, \text{OPT}]\) into non-overlapping boxes and L-compartments that admit a pseudo-guillotine cutting sequence. This is a sequence of cuts in which each cut is either a (normal) guillotine cut, or a special cut that cuts out an L-compartment \( L \) from the current rectangular piece \( R \) in the cutting sequence, such that \( R \setminus L \) is a rectangle, see Figure 6. So intuitively \( L \) lies at the boundary of \( R \).

Figure 6

Lemma 2.6 ([32]). There exists a partition of \([0, W] \times [0, \text{OPT}]\) into a set \( B_1 \) of \( O_{\varepsilon}(1) \) boxes and a set \( L \) of \( O_{\varepsilon}(1) \) L-compartments such that

- the boxes and L-compartments in \( B_1 \cup L \) are pairwise non-overlapping,
- \( B_1 \cup L \) admits a pseudo-guillotine cutting sequence,
- the items in \( I_{\text{hard}} \) can be packed into \( B_1 \cup L \) such that for each \( B \in B_1 \) it either contains only items \( i \in I_{\text{tall}} \cup I_{\text{large}} \cup I_{\text{ver}} \) or it contains only items \( i \in I_{\text{hor}} \).

Our strategy is to take the packing due to Lemma 2.6 and transform it step by step until we obtain a packing that corresponds to Lemma 2.4. First, we round the heights of the tall, large, and vertical items such that they are integral multiples of \( \delta^2 OPT \). Formally, for each item \( i \in I_{\text{tall}} \cup I_{\text{large}} \cup I_{\text{ver}} \) we round its height to \( h'_i := \lceil \frac{h_i}{\delta^2 OPT} \rceil \delta^2 OPT \). Let \( I_{\text{hard}} \) denote...
the resulting set of items. By a shifting argument, we will show that we can still pack $I_{\text{hard}}$ into $O_{\varepsilon}(1)$ guillotine separable boxes and $L$-compartments if we can increase the height of the packing by a factor $1 + \varepsilon$ which also does not violate guillotine separability. Then, we increase the height of the packing by another factor $1 + \varepsilon$. Using this additional space, we shift the items inside each $L$-compartment $L$ such that we can separate the vertical items from the horizontal items (see Figure 5). Due to this separation, we can partition $L$ into $O_{\varepsilon}(1)$ boxes such that each box contains only horizontal or only vertical and tall items. Note however, that they might not be packed nicely inside these boxes.

**Lemma 2.7.** There exists a partition of $[0, W] \times [0, (1 + 2\varepsilon)\text{OPT}]$ into a set $B_2$ of $O_{\varepsilon}(1)$ boxes such that

- the boxes in $B_2$ are pairwise non-overlapping and admit a guillotine cutting sequence,
- the items in $I_{\text{hard}}$ can be packed into $B_2$ such that they are guillotine separable and each box $B \in B_2$ either contains only items from $I_{\text{tall}} \cup I_{\text{large}} \cup I_{\text{ver}}$, or contains only items from $I_{\text{hor}}$.
- Any item $i \in I_{\text{tall}} \cup I_{\text{large}} \cup I_{\text{ver}}$ has height $h'_i = k_i \delta^2 \text{OPT}$ for integer $k_i$, $k_i \leq 1/\delta^2 + 1$.

Let $B_2$ be the set of boxes due to Lemma 2.7. Consider a box $B \in B_2$ and let $I_{\text{hard}}(B)$ denote the items from $I_{\text{hard}}$ that are placed inside $B$ in the packing due to Lemma 2.7. Our goal is to partition $B$ into $O_{\varepsilon}(1)$ smaller containers, i.e., the items in $I_{\text{hard}}(B)$ are packed nicely into these smaller boxes. If $B$ contains horizontal items, then this can be done using standard techniques, e.g., by 1D resource augmentation (only in height) in [32]. This resource augmentation procedure maintains guillotine separability.

**Lemma 2.8 ([32]).** Given a box $B \in B_2$ such that $B$ contains a set of items $I_{\text{hard}}(B) \subseteq I_{\text{hor}}$. There exists a partition of $B$ into $O_{\varepsilon}(1)$ containers $B'$ and one additional box $B'$ of height at most $\varepsilon' h(B)$ and width $w(B)$ such that the containers $B'$ are guillotine separable and the containers $B' \cup \{B'\}$ contain $I_{\text{hard}}(B)$.

We apply Lemma 2.8 to each box $B \in B_2$ that contains a horizontal item. Consider the items which are contained in their respective boxes $B'$. In order to avoid any confusions between constants of our algorithm and resource augmentation, we denote the constant used for resource augmentation as $\varepsilon'$. We choose $\varepsilon' = \varepsilon$ and then their total area is at most $\varepsilon \text{OPT} \cdot W$ and therefore, all such items can be packed in a box of height at most $2\varepsilon \text{OPT}$ and width $W$ using Steinberg’s algorithm [45]. But since this will possibly not result in a nice packing we apply resource augmentation (only along height) again to ensure that we get a nice packing of such horizontal items in $O_{\varepsilon}(1)$ containers which can all be packed in a box of height at most $3\varepsilon \text{OPT}$ and width $W$.

Consider now a box $B \in B_2$ that contains at least one item from $I_{\text{tall}} \cup I_{\text{large}} \cup I_{\text{ver}}$. Let $I_{\text{hard}}(B) \subseteq I_{\text{tall}} \cup I_{\text{large}} \cup I_{\text{ver}}$ denote the items packed inside $B$. We argue that we can rearrange the items in $I_{\text{hard}}(B)$ such that they are nicely placed inside $O_{\varepsilon}(1)$ containers. In this step we crucially use that the items in $I_{\text{hard}}(B)$ are guillotine separable.

Consider the guillotine cutting sequence for $I_{\text{hard}}(B)$. It is useful to think of these cuts as being organized in stages: in the first stage we do vertical cuts (possibly zero cuts). In the following stage, we take each resulting piece and apply horizontal cuts. In the next stage, we again take each resulting piece and apply vertical cuts, and so on. Since the heights of the items in $I_{\text{hard}}(B)$ are rounded to multiples of $\delta^2 \text{OPT}$ we can assume w.l.o.g. that the $y$-coordinates of the horizontal cuts are all integral multiples of $\delta^2 \text{OPT}$ (possibly moving the items a little bit). Assume here for the sake of simplicity that $t = 1/\delta^2$ is an integer. Because of the rounding of heights of the items in $I_{\text{hard}}(B)$, there are at most $(1/\delta^2 - 1)$ $y$-coordinates for making a horizontal cut. For a horizontal stage of cuts, for a rectangular
piece we define a configuration vector \((x_1, \ldots, x_{t-1})\): For each \(i \in [t-1]\) if there is a horizontal cut in the piece at \(y = t \cdot i\), then \(x_i = 1\), otherwise \(x_i = 0\). Consider \(y = 0\) to be the bottom of the rectangular piece. Therefore, in each horizontal stage, for each piece there are at most \(K := (2^{(1/\delta^2)})\) possible configurations. Consider the first stage (which has vertical cuts). If there are more than \(K\) vertical cuts then in two of the resulting pieces, in the second stage the same configuration of horizontal cuts is applied (see Figure 7).

We reorder the resulting pieces and their items such that pieces with the same configuration of horizontal cuts are placed consecutively. Therefore, in the first stage we need only \(K\) vertical cuts and we can have at most \((2^{(1/\delta^2)})\) resulting pieces. We apply the same transformation to each stage with vertical cuts. Now observe that there can be at most \(O(1/\delta)\) stages since there are at most \(1/\delta\) possible tall, vertical or large items stacked on top of the other and thus at most \(1/\delta\) stages with horizontal cuts. Therefore, after our transformations, we apply only \((2^{(1/\delta^2)})^{1/2}\) cuts in total, in all stages in all resulting pieces. Thus, we obtain \(O_{\varepsilon}(1)\) boxes at the end, in which the items are nicely packed. This leads to the following lemma.

**Lemma 2.9.** Given a box \(B \in B_2\) such that \(B\) contains a set of items \(I_{\text{hard}}(B) \subseteq I_{\text{tall}} \cup I_{\text{large}} \cup I_{\text{ver}}\). There exists a partition of \(B\) into \(O_{\varepsilon}(1)\) containers \(B'\) such that the containers \(B'\) are guillotine separable and contain the items \(I_{\text{hard}}(B)\).

We apply Lemma 2.9 to each box \(B \in B_2\) that contains an item from \(I_{\text{tall}} \cup I_{\text{large}} \cup I_{\text{ver}}\). Thus, we obtain a packing of \(I_{\text{hard}}\) into a set of \(O_{\varepsilon}(1)\) guillotine separable containers in which these items are nicely placed; we denote these containers by \(B_{\text{hard}}\). This yields directly a packing for the (original) items \(I_{\text{hard}}\) (without rounding). Finally, we partition the empty space of the resulting packing into more boxes, and one additional box that we place on top.
of the current packing. We pack the items in $I_{\text{small}}$ inside all these boxes. We might not be able to use some parts of the empty space, e.g., if two boxes are closer than $\mu W$ to each other horizontally; however, if $\mu$ is sufficiently small compared to the number of boxes, this space is small and compensated by the additional box.

Lemma 2.10. Assume that $\mu$ is sufficiently small compared to $\delta$. There exists a set of $O_\varepsilon(1)$ boxes $B_{\text{small}}$, all contained in $[0,W] \times [0,(1+14\varepsilon)\text{OPT}]$, such that the boxes in $B_{\text{hard}} \cup B_{\text{small}}$ are non-overlapping and guillotine separable and the items in $I_{\text{small}}$ can be placed nicely into the boxes $B_{\text{small}}$.

Finally, we show the following lemma by using the fact that the medium items have area at most $\varepsilon (\text{OPT} \cdot W)$ and by applying Steinberg’s algorithm [45]. This completes the proof of Lemma 2.4.

Lemma 2.11. In time $n^O(1)$ we can find a nice placement of all items in $I_{\text{medium}}$ inside one container $B_{\text{med}}$ of height $2\varepsilon \text{OPT}$ and width $W$.

2.2 Algorithm

We describe now our algorithm that computes a packing of height at most $(1 + O(\varepsilon))\text{OPT}$. First, we guess OPT and observe that there are at most $n \cdot h_{\text{max}}$ possibilities, where $h_{\text{max}} := \max_{i \in I} h_i$. Then, we guess the set of containers $B$ due to Lemma 2.4 and their placement inside $[0,W] \times [0,(1 + O(\varepsilon))\text{OPT}]$. For each container $B \in B$ we guess which case of Definition 2.3 applies to $B$, i.e., whether $I_B$ contains only one item, $I_B \subseteq I_{\text{hor}}$, $I_B \subseteq I_{\text{tall}} \cup I_{\text{ver}}$, $I_B \subseteq I_{\text{medium}}$, or $I_B \subseteq I_{\text{small}}$. For each box $B \in B$ for which $I_B$ contains only one item $i \in I$, we guess $i$. Observe that for the remaining containers this yields independent subproblems for the sets $I_{\text{hor}}$, $I_{\text{tall}} \cup I_{\text{ver}}$, $I_{\text{medium}}$, and $I_{\text{small}}$. We solve these subproblems via similar routines as in [37, 20, 27].

We pack all medium items in $I_{\text{medium}}$ into one single container $B_{\text{med}}$ of height $2\varepsilon \text{OPT}$ by Lemma 2.11. Then, for the sets $I_{\text{hor}}$ and $I_{\text{tall}} \cup I_{\text{ver}}$ we pack their respective items into their containers using a standard pseudo-polynomial time dynamic program; we denote these containers by $B_{\text{hor}}$ and $B_{\text{tall+ver}}$, respectively. We crucially use that $|B_{\text{hor}}| \leq O(1)$ and $|B_{\text{tall+ver}}| \leq O(1)$. See the full version [31] for the details of packing of items in $I_{\text{hor}}$ and $I_{\text{tall}} \cup I_{\text{ver}}$.

Finally, we pack the small items. From the proof of Lemma 2.10, apart from some items $I_{\text{small}}' \subseteq I_{\text{small}}$ which have area at most $\varepsilon \text{OPT} \cdot W$, the other items can be packed nicely in the containers in $B_{\text{small}} \setminus B_{\text{small}}$, where $B_{\text{small}}$ has height $9\varepsilon \text{OPT}$ and width $W$. Thus,
we use NFDH for packing the remaining small items. It can be shown that the small items which remain unpacked can be packed nicely in $B_{\text{small}}$, which is placed on the top of our packing.

**Theorem 2.12.** There is a $(1 + \varepsilon)$-approximation algorithm for the guillotine strip packing problem with a running time of $(nW)^O(\varepsilon)$.

### 3 Polynomial time $(3/2 + \varepsilon)$-approximation

In this section, we first present the structural lemma for our polynomial time $(3/2 + \varepsilon)$-approximation algorithm for guillotine strip packing. Then we describe our algorithm. We have omitted a few proofs which can be found in the full version [31].

To derive our structural lemma, we start with the packing due to Lemma 2.4. The problem is that with a polynomial time algorithm (rather than a pseudo-polynomial time algorithm) we might not be able to pack all tall items in their respective boxes. If there is even one single tall item $i$ that we cannot pack, then we need to place $i$ on top of our packing, which can increase the height of the packing by up to $\text{OPT}$.

Therefore, we make our packing more robust to small errors when we pack the items into their boxes. In our changed packing, the tall items are bottom-left-flushed (see Figure 9(f)), the remaining items are packed into $O_2(1)$ boxes, and there is one extra box $B^*$ of height $\text{OPT}/2$ and width $\Omega(\varepsilon)W$ which is empty. We will use the extra box $B^*$ in order to compensate small errors when we pack the vertical items.

Formally, we say that in a packing, a set of items $I'$ is bottom-left-flushed if they are ordered non-increasingly by height and stacked next to each other in this order within the strip $[0, W] \times [0, \infty)$ starting at the left edge of the strip, such that the bottom edge of each item $i \in I'$ touches the line segment $[0, W] \times \{0\}$. We now state the modified structural lemma for our polynomial time $(3/2 + \varepsilon)$-approximation algorithm formally.

**Lemma 3.1 (Structural lemma 2).** There exists a packing of the items $I$ within $[0, W] \times [0, (3/2 + O(\varepsilon))\text{OPT})$ such that
- The items $I_{\text{tall}}$ are bottom-left-flushed,
- There is a set $B$ of $O_2(1)$ containers that are pairwise non-overlapping and do not intersect the items in $I_{\text{tall}}$,
- There is a partition of $I \setminus I_{\text{tall}} = \bigcup_{B \in B} I_B$ such that for each $B \in B$ the items in $I_B$ can be placed nicely into $B$,
- There is a container $B^* \in B$ of height $\text{OPT}/2$ and width $\varepsilon_1W$ such that $I_{B^*} = \emptyset$,
- The items $I_{\text{tall}}$ and the containers $B$ together are guillotine separable.

We now prove Lemma 3.1 in the following subsection.
### 3.1 Proof of Structural Lemma 2

We start with the packing due to Lemma 2.4 and transform it step by step. To obtain our packing, we first argue that we can ensure that all tall items are placed on the bottom of the strip, i.e., their bottom edges touch the bottom edge of the strip. Here we use that the initial packing is guillotine separable. Then we place the box \( B^* \) as follows. Suppose that there are initially \( C \) containers that cross the horizontal line with \( y = \text{OPT}/2 \). Note that \( C = O_\epsilon(1) \) and \( C \geq 1 \) since at least one container is required to pack given non-zero number of items. Then, by an averaging argument we can show that there is a line segment \( \ell^* \) of length at least \( \Omega(W) \) which is the top edge of one of the containers \( B \) in the packing at some height \( h^* \geq \text{OPT}/2 \). We push all the containers which completely lie above the line \( y = h^* \) vertically upward by \( \text{OPT}/2 \) and this creates enough space to pack \( B^* \) on top of \( B \). After that, we take advantage of the gained extra space in order to ensure that the tall items are bottom-left-flushed.

Next we describe the proof formally. First, we define some constants. Let \( g(\delta, \varepsilon) = O_\epsilon(1) \) denote an upper bound on the number of containers in the packing obtained using Lemma 2.4, depending on \( \varepsilon \) and \( \delta \). Let \( \varepsilon_1 = \frac{1}{4g(\delta, \varepsilon)}, \varepsilon_2 = \frac{\varepsilon}{4g(\delta, \varepsilon)}, \varepsilon_3 = \frac{\varepsilon}{4g(\delta, \varepsilon)} + \varepsilon_1, \varepsilon_4 = \mu, \varepsilon_5 = \varepsilon_3, \varepsilon_6 = \frac{\varepsilon_3}{3} \).

Our first goal is to make sure that the tall items are all placed on the bottom of the strip \([0, W] \times [0, \infty] \). For this, we observe the following: suppose that in the guillotine cutting sequence a horizontal cut is placed. This cut separates the current rectangular piece \( R \) into two smaller pieces \( R_1 \) and \( R_2 \). Suppose that \( R_1 \) lies on top of \( R_2 \). Then only one of the two pieces \( R_1, R_2 \) can contain a tall item. Also, we obtain an alternative guillotine separable packing if we swap \( R_1 \) and \( R_2 \) – together with the items contained in them – within \( R \). We perform this swap if \( R_1 \) contains a tall item. We apply this operation to each horizontal cut in the guillotine cutting sequence. As a result, we obtain a new packing in which all tall items are placed on the bottom of the strip (but possibly not yet bottom-left-flushed) as shown in Fig. 8.

\begin{lemma}
There exists a set \( B \) of \( O_\epsilon(1) \) pairwise non-overlapping and guillotine separable boxes that are all placed inside \([0, W] \times [0, (1 + 16\varepsilon)\text{OPT}] \) and a partition \( I = \bigcup_{B \in B} I_B \) such that for each \( B \in B \) the items in \( I_B \) can be placed nicely into \( B \). Also, for each box \( B \in B \) with \( I_B \cap I_{\text{tall}} \neq \emptyset \) we have that the bottom edge of \( B \) intersects the line segment \([0, W] \times \{0\} \).
\end{lemma}

Let \( B \) be the set of containers due to Lemma 3.2. We want to move some of them up in order to make space for the additional box \( B^* \). To this end, we identify a horizontal line segment \( \ell^* \) in the following lemma.

\begin{lemma}
There is a horizontal line segment \( \ell^* \) of width at least \( \varepsilon_1 W \) that does not intersect any container in \( B \), and such that the \( y \)-coordinate of \( \ell^* \) is at least \( \text{OPT}/2 \).
\end{lemma}

\textbf{Proof.} Consider the containers in \( B \) that intersect with the horizontal line segment \( \ell := [0, W] \times \{\text{OPT}/2\} \) and let \( p_1, ..., p_k \) be the maximally long line segments on \( \ell \) that do not intersect any container. Since the line segments \( \{p_1, ..., p_k\} \) are between containers in \( B \), we have that \( k \leq |B| + 1 \). Therefore by an averaging argument we can find a horizontal line segment \( \ell^* \) of width at least \( W \cdot \frac{\varepsilon_1}{2g(\delta, \varepsilon)} \geq \frac{W}{4g(\delta, \varepsilon)} + \varepsilon_1 W \) that either contains the top edge of one of these containers such that \( \ell^* \) does not intersect any other container in \( B \) or \( \ell^* \) is one of the line segments in the set \( \{p_1, ..., p_k\} \). Hence, the \( y \)-coordinate of \( \ell^* \) is at least \( \text{OPT}/2 \). –

Let \( h^* \) be the \( y \)-coordinate of \( \ell^* \). We take all containers in \( B \) that lie “above \( h^* \)”, i.e., that lie inside \([0, W] \times [h^*, \infty] \). We translate them up by \( \text{OPT}/2 \). We define a container \( B^* \) which has height \( \text{OPT}/2 \) and width \( \varepsilon_1 W \) to be packed such that \( \ell^* \) is the bottom edge of \( B^* \) (see Figure 9(b)). We then make the following claim about the resulting packing of \( B \cup \{B^*\} \) (we call this packing \( P_1 \)).
Lemma 3.4. The packing $P_1$ is feasible, guillotine separable and has height $(3/2 + O(\varepsilon))\text{OPT}$.

Proof. Since $h^* > \text{OPT}/2$, observe that no containers are intersecting the line $[0, W] \times \{h^* + \text{OPT}/2\}$. This is because any containers which were lying above the line $[0, W] \times \{h^*\}$ before were pushed up by $\text{OPT}/2$ and the height of such containers is at most $\text{OPT}/2$. Thus, the first guillotine cut is applied at $y = h^* + \text{OPT}/2$ so that we get two pieces $R$ and $R_{\text{top}}$. For the guillotine separability of the top piece $R_{\text{top}}$, we use the fact that the packing to begin with was guillotine separable and we have moved a subset of the items in the initial packing vertically upwards by the same height. For the bottom piece $R$, which has a subset of the initial packing, we have packed $B^*$ on the top edge (which is part of the line $[0, W] \times \{h^*\}$ of another container (say $B$) whose width is more than the width of $B^*$. In the guillotine cutting sequence of this piece without the addition of $B^*$, consider the horizontal cuts at height at least $h^*$. Note that there is no container lying completely above the line $[0, W] \times \{h^*\}$ in $R$. 

Figure 9 (a) A guillotine separable packing with items nicely packed in containers. The gray colored rectangles are the tall items and the light-gray rectangles are containers with items nicely packed inside. The blue line segment indicates $l^*$ at height $h^*$. (b) Items completely packed in $[h^*, \text{OPT}]$ are shifted by $\frac{1}{2}\text{OPT}$ vertically upward. The thick red line indicates $y = h^* + \frac{1}{2}\text{OPT}$ which separates the items shifted up from the items below. The dashed red line indicates the height $h^*$ and $B^*$ is packed in the strip of sufficient width and lowest height $h^*$. (c) The containers of type 1 (colored blue) are moved accordingly so they do not intersect $y = h^*$. (d) The containers of type 2 (colored yellow) are moved accordingly so they do not intersect $y = h^*$. (e) The containers in $B_{\text{tall}}$ are bottom-left-flushed while other non-tall containers are moved accordingly to the right. The blue vertical dashed line $x = x_0$ separates containers in $B_{\text{tall}}^+$ to its left hand side from other containers to the right. (f) Final packing where tall items are bottom-left-flushed and the blue vertical dashed line $x = x_1$ separates items $i \in I_{\text{tall}}$ with $h_i > h^*$ to the left from other items and containers to the right.
Hence, we can remove such horizontal cuts and extend the vertical cuts that were intercepted by these horizontal cuts until they hit the topmost horizontal edge of $R$. Now, if we follow this new guillotine cutting sequence, we would finally have a rectangular region with only the container $B$. As there is no container in the region $[\text{left}(B), \text{right}(B)] \times [h^*, h^* + \text{OPT}/2]$, we can pack $B^*$ in this region without violating the guillotine separability condition. Now, observe that the height of the piece $R_{\text{top}}$ is $(1 + O(\varepsilon))\text{OPT} - h^*$ and height of the piece $R$ is $h^* + \text{OPT}/2$. Hence the height of the packing $P_1$ is $(3/2 + O(\varepsilon))\text{OPT}$. □

Our next goal is to rearrange the tall items and their containers such that the tall items are bottom-left flushed. Let $B_{\text{tall}} \subseteq B$ denote the containers in $B$ that contain at least one tall item. Consider the line segment $\ell := [0, W] \times \{h^*\}$ and observe that it might be intersected by containers in $B_{\text{tall}}$. Let $\ell_1, \ell_2, \ldots, \ell_t$ be the connected components of $\ell \setminus \bigcup_{B \in B_{\text{tall}}} B$. For each $j \in \{1, \ldots, t\}$ we do the following. Consider the containers in $B \setminus B_{\text{tall}}$ whose bottoms are contained in $\ell_j \times \{\text{OPT}/2, h^*\}$ (we call them type 1 containers). We move them up by $h^* - \text{OPT}/2$ units. There is enough space for them since the top edge of any of these containers lies below the line segment $[0, W] \times \{h^* + \text{OPT}/2\}$ after shifting.

Then we take all containers in $B \setminus B_{\text{tall}}$ that intersect $\ell_j$ and also the line segment $[0, W] \times \{\text{OPT}/2\}$ (type 2 containers). We move them up such that their respective bottom edges are contained in $\ell_j$. Again there is enough space for this since the containers have height at most $\text{OPT}/2$ and hence, their top edges cannot cross the line segment $[0, W] \times \{h^* + \text{OPT}/2\}$. Note that in this step we do not necessarily move the affected containers uniformly. See Figure 9(c) and Figure 9(d) for a sketch. Note that due to the way $\ell^*$ is defined, no type 1 or type 2 container after being shifted overlaps with the region occupied by $B^*$.

One can show that the resulting packing is still guillotine separable. In particular, there is such a sequence that starts as follows: the first cut of this sequence is a horizontal cut with $y$-coordinate $h^* + \text{OPT}/2$. For the resulting bottom piece $R$, there are vertical cuts that cut through the vertical edges of the containers in $B_{\text{tall}}$ whose height is strictly greater than $h^*$, denote these containers by $B_{\text{tall}}^+$. Let $R_1, \ldots, R_t$ denote the resulting partition of $R$. We can rearrange our packing by reordering the pieces $R_1, \ldots, R_t$. We reorder them such that on the left we place the pieces containing one container from $B_{\text{tall}}^+$ each, sorted non-increasingly by their heights. Then we place the remaining pieces from $\{R_1, \ldots, R_t\}$ (which hence, do not contain any containers in $B_{\text{tall}}^+$), denote their union by $R'$. Let the left end of $R'$ be $x = x_0$. We can assume that the guillotine cutting sequence places a vertical cut that separates $R'$ from the other pieces in $\{R_1, \ldots, R_t\}$ at $x = x_0$. From Lemma 3.3, we know that there is a container $B$ (or possibly the case when $h^* = \text{OPT}/2$ and we have a line segment $\ell'$ of width at least $\varepsilon_1 W$ on top of which we can pack $B^*$) whose top is at height $h^*$, has width at least $\ell'$ which now lies to the right of $x_0$ in $R'$. Thus, the region $[\text{left}(B), \text{left}(B) + \varepsilon_1 W] \times [h^*, h^* + \text{OPT}/2]$ is empty and can be used to place $B^*$.

We change now the placement of the containers within $R'$. Due to our rearrangements, no container inside $R'$ intersects the line segment $[0, W] \times \{h^*\}$, so we can assume that $R'$ is cut by the horizontal cut $[0, W] \times \{h^*\}$, let $R''$ be the resulting bottom piece and $R'''$ be the piece above. We first show why $R'''$ is guillotine separable. First, we separate $B^*$ using vertical guillotine cuts at its left and right edges. Then we prove that the shifting operation for type 2 and type 1 containers does not violate guillotine separability of the packing for any region defined by some horizontal segment $\ell_j$ for $j \in [t]$. Consider any type 2 container $B'$. Its top edge was initially lying above $y = h^*$ and its bottom below $\text{OPT}/2$. Hence, before shifting this container no item could have been packed such that it was in the region $[0, W] \times [h^*, h^* + \text{OPT}/2]$ and was intersecting the vertically extended line segments from the left and right edges of $B'$ because any item packed in $[0, W] \times [h^*, \infty)$ initially was shifted...
upward by OPT/2. Hence, after shifting $B'$ such that its bottom touches $y = h^*$, after considering the cut $y = h^*$ in $l_i$, extend its left and right edges vertically upward to separate $B'$ using guillotine cuts. For the type 1 containers, after the aforementioned cuts observe that all such containers have been shifted by an equal amount vertically upward and using the fact that they were guillotine separable initially, we claim that they are guillotine separable afterward. This is proved by considering the initial guillotine cuts that were separating such items and shifting the horizontal cuts upward by $h^* - \text{OPT}/2$ (equal to the distance to the type 1 containers were shifted upward by).

To show that $R''$ is guillotine separable, observe that due to our rearrangements there are no containers that are completely contained in $R'' \cap ([0, W] \times ([\text{OPT}/2, h^*]))$. Therefore, we can assume that the next cuts for $R''$ are vertical cuts that contain all vertical edges of the boxes in $B_{\text{all}}$ that are contained in $R''$. Let $R''_1, ..., R''_t$, denote the resulting pieces. Like above, we change our packing such that we reorder the pieces in $R''_1, ..., R''_t$, non-increasingly by the height of the respective box in $B_{\text{all}}$ contained in them, and at the very right we place the pieces from $R''_1, ..., R''_t$, that do not contain any container from $B_{\text{all}}$ (see Figure 9(e))

Finally, we sort the tall items inside the area $\bigcup_{B \in B_{\text{all}}} B$ non-increasingly by height so that they are bottom-left-flushed, and we remove the containers $B_{\text{all}}$ from $B$ (see Figure 9(f)). We now prove that the tall items can be sorted inside the area $\bigcup_{B \in B_{\text{all}}} B$ non-increasingly by height without violating guillotine separability and feasibility. Note that the area $\bigcup_{B \in B_{\text{all}}} B$ can possibly contain some vertical items. Now, we reorder the tall items within $R'$ such that they are sorted in non-increasing order of their heights. We do the same for all the tall items on the left of $R'$. There may be tall items (or vertical items) on the left hand side of $R'$ such that for any such item, its height is less than the tallest tall item in $R'$. Note that such tall items have to have a height of at most $h^*$. Such items can be repeatedly swapped with their neighboring tall item till they are in the correct position according to the bottom-left-flushed packing of the tall items, while maintaining guillotine separability. Such a swap operation between consecutive tall items ensures that all of the tall items and possibly some vertical items which were initially packed in tall containers remain inside the area $\bigcup_{B \in B_{\text{all}}} B$. We ensure that the vertical items which were packed to the left of $R'$ get swapped so that they are packed on the right of all the tall items in a container. Now, to prove that guillotine separability of the packing is maintained after all such swapping operations, that is, after all tall items are sorted according to their heights in a non-increasing order consider the $x$-coordinate (say $x_1$) of the right edge of the shortest tall item which has height strictly greater than $h^*$. Observe that there were no tall containers of height strictly greater than $h^*$ beyond $x = x_0$, which implies $x_1 \leq x_0$ and hence, now, for the guillotine cutting sequence, we can have a vertical guillotine cut at $x = x_1$ instead of at $x = x_0$, the rest being the same as mentioned before. This yields the packing claimed by Lemma 3.1.

3.2 Algorithm for polynomial time $(\frac{3}{2} + \varepsilon)$-approximation

First we guess a value $\text{OPT}'$ such that $\text{OPT} \leq \text{OPT}' \leq (1 + \varepsilon)\text{OPT}$ in $n^{O(1)}$ time (see the full version [31] for the details). In order to keep the notation light we denote $\text{OPT}'$ by $\text{OPT}$. We want to compute a packing of height at most $(\frac{3}{2} + O(\varepsilon))\text{OPT}$ using Lemma 3.1.

Intuitively, we first place the tall items in a bottom-left-flushed way. Then we guess approximately the sizes of the boxes, place them in the free area, and place the items inside them via guessing the relatively large items, solving an instance of the generalized assignment problem (GAP), using NFDH for the small items, and invoking again Lemma 2.11 for the medium items. This is similar as in, e.g., [19, 28].
Formally, first we place all items in \( I_{\text{tall}} \) inside \([0, W] \times [0, (3/2 + \varepsilon) \text{OPT})\) such that they are bottom-left-flushed. Then, we guess approximately the sizes of the containers in \( \mathcal{B} \). Note that in polynomial time we cannot guess the sizes of the containers exactly. Let \( B \in \mathcal{B} \). Depending on the items packed inside \( B \), we guess different quantities for \( B \).

- If there is only one single large item \( i \in I \) packed inside \( B \) then we guess \( i \).
- If \( B \) contains only items from \( I_{\text{hor}} \) then we guess the widest item packed inside \( B \). This defines our guessed width of \( B \). Also, we guess all items packed inside \( B \) whose height is at least \( \varepsilon_2 \text{OPT} \) (at most \( O(1/\varepsilon_2) \) many), denote them by \( I^*_B \). We guess the total height of the remaining items \( I_B \setminus I^*_B \) approximately by guessing the quantity \( \hat{h}(B) := \left\lceil \frac{h(I_B \setminus I^*_B)}{\varepsilon_2 \text{OPT}} \right\rceil \varepsilon_2 \text{OPT} \). Our guessed height for \( B \) is then \( \sum_{i \in I^*_B} h(i) + \hat{h}(B) \).
- Similarly, if \( B \) contains only items from \( I_{\text{ver}} \) then we guess the highest item packed inside \( B \), which defines our guessed height of \( B \). Also, we guess all items packed inside \( B \) whose width is at least \( \varepsilon_3 W \) (at most \( O(1/\varepsilon_3) \) many), denote them by \( I^*_B \). We guess the total width of the remaining items \( I_B \setminus I^*_B \) approximately by guessing the quantity \( \hat{w}(B) := \left\lceil \frac{w(I_B \setminus I^*_B)}{\varepsilon_3 \text{OPT}} \right\rceil \varepsilon_3 \text{OPT} \) and our guessed width of \( B \) is then \( \sum_{i \in I^*_B} w(i) + \hat{w}(B) \).
- If \( B \) contains only small items, then our guessed heights and widths of \( B \) are \( \left\lceil \frac{h(B)}{\varepsilon_2 \text{OPT}} \right\rceil \varepsilon_2 \text{OPT} \) and \( \left\lceil \frac{w(B)}{\varepsilon_3 W} \right\rceil \varepsilon_3 W \), respectively.

Note that here \( \varepsilon_2 = \frac{\varepsilon}{4|B_{\text{hor}}|} \), \( \varepsilon_3 = \frac{\varepsilon_1}{4|B_{\text{med}}|} \) and \( \varepsilon_4 = \mu \) are chosen so that the unpacked horizontal items, unpacked vertical items and unpacked small items due to container rounding can be packed in containers \( B_{\text{hor}} \) (defined below), \( B^* \) and \( B_{\text{small}} \), respectively.

We have at most \( O_{\varepsilon}(1) \) containers and for each container \( B \in \mathcal{B} \) we guess the type of container \( B \) and its respective width and height (depending on the type) in \( n^{O_{\varepsilon}(1)} \) time.

Additionally, we guess three containers \( B_{\text{med}} \) of height \( 2\varepsilon \text{OPT} \), \( B_{\text{hor}} \) of height \( \varepsilon \text{OPT} \), and \( B_{\text{small}} \) of height \( 27\varepsilon \text{OPT} \) and width \( W \) each that we will use to place all medium items, and to compensate errors due to inaccuracies of our guesses for the sizes of the containers for horizontal and small items, respectively. Let \( \mathcal{B}' \) denote the guessed containers (including \( B_{\text{med}}, B_{\text{hor}}, \) and \( B_{\text{small}} \)). Since \( |\mathcal{B}'| = O_{\varepsilon}(1) \) and the containers in \( \mathcal{B}' \) are not larger than the containers in \( \mathcal{B} \), we can guess a placement for the containers \( \mathcal{B}' \) such that together with \( I_{\text{tall}} \) they are guillotine separable. We place the containers \( B_{\text{med}}, B_{\text{hor}}, \) and \( B_{\text{small}} \) on top of the packing of rest of the containers in \( \mathcal{B}' \), and \( I_{\text{tall}} \).

\begin{lemma}
In time \( n^{O_{\varepsilon}(1)} \) we can compute a placement for the containers in \( \mathcal{B}' \) such that together with the items \( I_{\text{tall}} \), they are guillotine separable.
\end{lemma}

Next, we place the vertical items. Recall that for each container \( B \in \mathcal{B} \) containing items from \( I_{\text{ver}} \) we guessed the items packed inside \( B \) whose width is at least \( \varepsilon_3 W \). For each such container \( B \) we pack these items into the container \( B' \in \mathcal{B}' \) that corresponds to \( B \). With a similar technique as used for the generalized assignment problem (GAP) [19], we place all but small items with width at most \( \varepsilon_3 W \) for each container in \( I_{\text{ver}} \). Further using the PTAS for this variant of GAP, we can ensure that items of total area at most \( 3\varepsilon_5 \cdot \text{OPT} \cdot W \) are not packed. Hence, items of total width at most \( (3\varepsilon_5/\delta)W \) remain unpacked as each such item has height at least \( \delta \text{OPT} \). We pack these remaining items into \( B^* \), using that each of them has a height of at most \( \text{OPT}/2 \) and that their total width is at most \( |B'| \cdot 2\varepsilon_3 W + (3\varepsilon_5/\delta)W \leq \varepsilon_1 W = w(B^*) \).

In other words, we fail to pack some of the vertical items since we guessed the widths of the containers only approximately and since our polynomial time approximation algorithm for GAP might not find the optimal packing. We use a similar procedure for the items in \( I_{\text{hor}} \) where instead of \( B^* \) we use \( B_{\text{hor}} \) in order to place the unassigned items.
Lemma 3.6. In time $n^{O(1)}$ we can compute a placement for all items in $I_{ver} \cup I_{hor}$ in $B^*, B_{hor}$, and their corresponding boxes in $B'$.

For the medium items we invoke again Lemma 2.11 and we place $B_{med}$ on top of the containers in $B$ which increases the height of the packing only by $2\varepsilon \cdot \text{OPT}$.

Finally, we use NFDH again to pack the small items into their corresponding containers in $B'$, which we denote by $B'_{small}$ and $B_{small}$. We need $B_{small}$ due to inaccuracies of NFDH and of our guesses of the container sizes.

Lemma 3.7. In time $n^{O(1)}$ we can compute a placement for all items in $I_{small}$ in $B'_{small}$ and $B_{small}$.

Theorem 3.8. There is a $(3/2 + \varepsilon)$-approximation algorithm for the guillotine strip packing problem with a running time of $n^{O(1)}$.

4 Conclusion and Open problems

We were able to show essentially tight approximation algorithms for GSP in both the polynomial and the pseudo-polynomial settings. This was possible due to the structure of the respective optimal packings since they are guillotine separable. However, it is unclear how to obtain such a structured packing in the general case of SP, and the question remains to close the gap between the best approximation guarantee of $(5/3 + \varepsilon)$ and the lower bound of $3/2$. Another interesting open problem related to guillotine cuts is to find out whether there exists a PTAS for the 2D guillotine geometric knapsack (2GGK) problem.
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