We consider serious conceptual problems with the application of standard perturbation theory, in its zero temperature version, to the computation of the dressed Fermi surface for an interacting electronic system. In order to overcome these difficulties, we set up a variational approach which is shown to be equivalent to the renormalized perturbation theory where the dressed Fermi surface is fixed by recursively computed counterterms. The physical picture that emerges is that couplings that are irrelevant tend to deform the Fermi surface in order to become more relevant (irrelevant couplings being those that do not exist at vanishing excitation energy because of kinematical constraints attached to the Fermi surface). These insights are incorporated in a renormalization group approach, which allows for a simple approximate computation of Fermi surface deformation in quasi one-dimensional electronic conductors. We also analyze flow equations for the effective couplings and quasiparticle weights. For systems away from half-filling, the flows show three regimes corresponding to a Luttinger liquid at high energies, a Fermi liquid, and a low-energy incommensurate spin-density wave. At half-filling Umklapp processes allow for a Mott insulator regime where the dressed Fermi surface is flat, implying a confined phase with vanishing effective transverse single-particle coherence. The boundary between the confined and Fermi liquid phases is found to occur for a bare transverse hopping amplitude of the order of the Mott charge gap of a single chain.
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I. INTRODUCTION

One of the striking results obtained in the last decade on strongly correlated electronic systems is the coexistence of a notion of Fermi surface and of strong deviations from the predictions of Fermi liquid theory for many low-energy properties. This has been extensively studied experimentally for high-temperature superconducting cuprates, where angular resolved photomission spectroscopy (ARPES) has revealed the presence of Fermi surface arcs, even in the underdoped regime which is characterized by the pseudo-gap seen with most low-energy probes. Although these systems exhibit intermediate or even strong electron interactions, they have triggered many theoretical works using perturbative tools.

At the beginning of any perturbative analysis, the shape of the Fermi surface is crucial in determining which couplings survive in an effective low-energy description. For most crystalline materials the absence of continuous rotational invariance allows for a deformation of the Fermi surface away from the bare free electron Fermi surface, as interactions are switched on. In many metallic systems this effect is not expected to play much role beyond usual renormalizations of effective parameters of band theory. But in some situations, like the vicinity of a Van-Hove singularity, the presence of a nesting vector, or for strongly anisotropic conductors, it seems essential to understand how to compute the dressed Fermi surface, since it is the relevant object for the construction of an effective low-energy theory.

In the case of quasi one-dimensional (quasi 1D) systems, this Fermi surface deformation is intimately connected to the widely studied notion of transverse coherence. Experimental and theoretical investigations converge towards a description in terms of almost uncoupled Luttinger liquids along the chains, at high enough energies. At low energies, optical conductivity measurements have shown the existence of two types of behaviors: either the system remains confined in a Mott-insulator phase (in the TMTTF compounds) or the transverse hopping of electrons takes over and establishes a long-ranged transverse phase coherence, leading to a two-dimensional (2D) Fermi liquid phase (for the TMTSF). In the latter case the dressed Fermi surface remains warped while in the former it becomes completely flat under the effect of sufficiently strong interactions.

Because of their difficulty, precise computations of Fermi surface deformations for model systems have been undertaken only recently. A direct numerical evaluation of the electron propagator to second order in interaction has been performed for the 2D Hubbard model. Similar studies have also been carried for more phenomenological models where electrons are scattered by dynamical spin fluctuations. Although these computations yield valuable physical understanding of the processes involved in the Fermi surface deformation, they suffer from at least two serious problems. First, they identify the dressed Fermi surface with the locus of points in $k$-space for which the dressed quasiparticle energy is equal to the (interacting) chemical potential, which is of course correct. But this does not imply that the imaginary part of the self-energy vanishes on this surface and for frequencies equal to the chemical potential. Therefore this
procedure does not lead to a picture of asymptotically stable quasiparticles at low energies. This remark is valid in the zero temperature approach, which is the only one we are using in this paper, because of its conceptual simplicity. Second, this problem is not cured while going to higher orders in perturbation theory. Furthermore, some new problems arise (namely infrared divergences) at these higher orders for both zero and finite temperature formalisms.

The underlying assumption of the standard perturbation scheme as used above is that one can generate the interacting ground-state by adiabatically switching on the interactions, starting from the non-interacting ground-state. This has to be questioned for large systems for which the ground-state lies at the edge of an energy continuum. Because of this, the perturbation algorithm acting on various excited states of the original systems, associated to different shapes of the Fermi surface, has the possibility to generate energy levels’ crossings. This implies that the seed state to be used in perturbation theory is not known a priori, when interactions do deform the Fermi surface. This difficulty has been pointed out in the sixties by Kohn and Luttinger and also Nozières. These ideas have been revived recently in a mathematically rigorous framework. The conclusion of all these works is that a sound formalism is obtained when one works with a bare propagator which singularities are pinned to the dressed Fermi surface. This is achieved in practice by the introduction of counterterms, which have to be computed order by order in perturbation theory. The main difficulty in practical implementations of this philosophy (which may be called renormalized perturbation theory) is that it provides only an implicit determination of the dressed Fermi surface, since this algorithm expresses the bare Fermi surface as a function of the dressed one. Although formally this connection has been proved to be invertible, this remains a formidable task which has never been, to our knowledge, practically undertaken. Note that the necessity to use these counterterms is not a pathology of the zero temperature approach. It also appears in the Matsubara formalism at finite temperature which is the one used in the rigorous works just described.

As a first step towards the realization of this program, several groups have performed self-consistent computations. Their basic principle is to start with a trial Fermi surface, which is adjusted so that it matches with the calculated Fermi surface. A first example follows directly the standard Hartree-Fock method. It has been applied to the 2D Hubbard model in the presence of second-neighbor hopping and nearest neighbor interaction, and the possibility of a change in Fermi surface topology (from hole-like to electron-like) has been observed. A rather sophisticated scheme has also been developed by Nojiri, in which the self-energy is self-consistently computed from the corresponding second order Feynman diagram. This work addressed the simplest 2D Hubbard model with on-site interaction for which the Fermi surface deformation was found to be very small and to preserve the Fermi surface topology. Note that the quantitative difference between this self-consistent scheme and a standard perturbation theory appears to be small. In spite of their merits, these approaches lack the ability to keep track of the growth of some effective couplings, as the typical energy scale is lowered. These effects play a crucial role for the 2D Hubbard model near half-filling, or for quasi 1D conductors. A natural way of handling these trends is to use a renormalization group (RG) approach. Several groups have incorporated the RG methodology in the computation of the dressed Fermi surface. Similar studies have also been carried for two coupled chains where the Fermi surface reduces to four Fermi points. Our understanding of these works is that they always begin with a known bare Fermi surface and compute the evolution of the effective Fermi surface, as the high-energy cut-off is gradually decreased. Although this is very reasonable on physical grounds, we may wonder whether this fits with the general rigorous analysis described in the last but one paragraph. We believe there are two ways to combine the corresponding requirements with a RG approach. The first one uses the renormalized perturbation theory described above, with a running energy cut-off. After the usual mode integration in a small energy shell, the kinetic term in the effective action is corrected to preserve the shape of the dressed Fermi surface. In the process of integrating the RG flow, one has to keep track of and sum all these counterterms to obtain the bare Fermi surface as a function of the dressed one. Alternatively, one would fix the bare high-energy theory, and perform the mode integration is such a way that modes being integrated out always remain at a finite distance from the flowing Fermi surface. But then one has to ensure that all modes are integrated over exactly once with a uniform weight. This is indeed possible but requires some slight modifications of the Wilson-Polchinski usual RG equations. We believe the practical implementation of either approach remains to be attempted.

The bulk of this paper is composed of three sections. Sec. begins with a general discussion of some difficulties with the standard perturbation theory. We then develop a physical understanding of the driving force that deforms the Fermi surface on the basis of a simple variational calculation for a system of two spinless chains. The main insight gained here is that the couplings which tend to deform the Fermi surface are those for which external momenta of in and out going particles can not be simultaneously taken on the Fermi surface, because of momentum conservation. In the RG language, these interactions are usually called irrelevant. We finally establish the equivalence between this procedure and a standard renormalized perturbation theory where the dressed Fermi surface is fixed by counterterms. The reader interested in more technical aspects is referred to Appendices A, B and C (the first two begin with some simple first order calculations on the system of two spinless chains, whose results can be compared to the ones obtained in
Sec. II. In Secs. III and IV we show how the RG can be implemented in the study of quasi 1D systems. We want to emphasise that we have not made use of a single RG scheme, but of two coupled RG schemes. We describe our motivations for performing such a study in Secs. III B 1 and IV A, but let us very briefly explain what they are, before coming to a more detailed description of Secs. III and IV. The field-theoretical RG in the spirit of Gell-Mann and Low is a simple but powerful way of computing low-energy properties of systems described by a renormalizable field-theory. This is why we adopted it for this purpose (this method is discussed in detail in Appendix D). However, it cannot be used to compute the dressed Fermi surface, for the simple reason that the Fermi surface is defined as the locus of the zeros, in k-space of the inverse propagator evaluated at zero frequency. There is thus no low-energy scale ν that can be varied to get RG equations as is done for example for the low-energy vertices, when relating the values of these vertices at two different scales ν and ν′. However, one can use the approach known under the name cut-off scaling, and developed by Sólyom. This RG does not suffer from the limitation just described, because it is the high-energy cut-off and not the low-energy scale that is varied, and we have used it for the computation of the dressed Fermi surface. The high-energy part of the flows, in which the Fermi surface deformation takes place, is thus described by the cut-off scaling. The dressed Fermi surface that one obtains in this way then serves as an input parameter for the field-theoretical RG which governs the low-energy part of the flows. Let us say that RG flow equations appear neither in Sec. III nor in Sec. IV, but they all have been gathered in Appendix E. In Sec. III we set up the cut-off scaling approach for the study of Fermi surface deformations in a quasi 1D system of weakly coupled electronic chains. In order to make the ideas more concrete, this method is then applied to the simplest possible example, and we end the section with a comparison to other methods that can be found in the literature. We then turn to numerical investigations, that are presented in Sec. IV for short range, Hubbard-like, repulsive electron interactions. Sec. IV B deals with considerations about systems away from half-filling which exhibit an incommensurate nesting vector for their Fermi surface. The flow pattern involves a high-energy Luttinger liquid regime, followed by a Fermi liquid at intermediate energy, and finally a long-range ordered spin-density wave (SDW) phase is the stable low-energy attractor. Special attention has been given to the scale and transverse size dependence of the quasiparticle weight. We then focus on the half-filled (and nearly half-filled) case in Sec. IV C, where Umklapp processes may drive the system into a confined low-energy phase and pin the SDW on the crystal lattice. In particular we study the cross-over between the confined and the Fermi liquid regimes. It is shown to occur for bare values of the inter-chain hopping of the order of the 1D Mott charge gap.

II. COMPUTING THE SHAPE OF THE FERMI SURFACE: VARIOUS DIFFICULTIES AND THEIR RESOLUTION

A. General considerations

As emphasized in the Introduction, the computation of the dressed Fermi surface in an interacting metallic state encounters some obstacles because of the presence of a continuum of low-lying energy states in the immediate vicinity of the non-interacting ground-state. This has been already discussed in a very inspiring paper by Kohn and Luttinger. There, they have shown that the standard Brueckner-Goldstone perturbation theory for the ground-state energy is not consistent with a careful procedure of taking the zero-temperature limit of the total energy computed in the grand-canonical ensemble. They interpret this failure in terms of the pattern of energy levels of an interacting Fermi system as a function of the interaction strength. When the shape of the Fermi surface changes, a deep reshuffling of the spectrum takes place, leading to a huge number of level crossings. A simple illustration for this is given on Fig. II. At this stage, it is important to distinguish between two situations, which have both interesting physical realizations. For some simple models, such as a ladder of interacting spinless fermions, or a single chain of spin 1/2 electrons, the total number of particles of a given species (transverse momentum in the ladder case, or the z component of the spin for spin 1/2 electrons) may be conserved. As a result of this symmetry, the level crossings just mentioned are an essential feature of the exact many-body spectrum. In more general situations, these level crossings appear at any finite order in a perturbative computation.
of the spectrum as a function of interaction strength, although they are expected to disappear in an exact treatment for a finite-size system. Let us first concentrate on the former case for a while, since it shows dramatically why and where difficulties arise. In such situations, the conventional assumption often made in many-body computations does not hold. It states that one can get the interacting many-body ground-state by adiabatically switching on the interactions, starting from the non-interacting ground-state. A trivial example where the adiabatic switching procedure most often generates an excited state is provided in the case of the free Hamiltonian:

\[ H_\lambda = \sum_k \varepsilon_\lambda(k)c^\dagger(k)c(k), \]  

(1)

where we arbitrarily split \( \varepsilon_\lambda(k) \) in two parts:

\[ \varepsilon_\lambda(k) = \varepsilon_0(k) + \lambda \varepsilon_1(k). \]  

(2)

This induces a decomposition of \( H_\lambda \) as a sum \( H_\lambda = H_0 + \lambda H_1 \), where \( H_0 \) is the “unperturbed” Hamiltonian, and \( \lambda H_1 \) the perturbation. Since \( H_0 \) and \( H_1 \) commute, the eigenstates of \( H_\lambda \) do not depend on the strength \( \lambda \) of the perturbation. But energy levels as functions of \( \lambda \) are free to cross, so the initial ground-state (i.e. for \( \lambda = 0 \)) becomes in general an excited state for finite \( \lambda \).

This is reflected on the computation of the single particle Green’s function in the zero temperature formalism. Starting with the “bare” propagator \( G^{(0)}(k,\omega)^{-1} = \omega - \varepsilon_0(k) + i\text{sgn}(\varepsilon_0(k) - \mu_0) \), the conventional algorithm yields a “dressed” propagator \( G^{(\lambda)}(k,\omega)^{-1} = \omega - \varepsilon_\lambda(k) + i\text{sgn}(\varepsilon_0(k) - \mu_0) \) instead of the correct result:

\[ G^{(\lambda)}(k,\omega)^{-1} = \omega - \varepsilon_\lambda(k) + i\text{sgn}(\varepsilon_\lambda(k) - \mu_\lambda), \]

where \( \mu_0 \) and \( \mu_\lambda \) denote the bare and the dressed chemical potentials respectively. Note that the problem would apparently disappear in a finite temperature approach using the Matsubara formalism. However, Kohn and Luttinger have shown that special care is needed in taking the zero temperature limit, since they have found a class of diagrams (they have called them anomalous diagrams) for which the zero temperature limit and the infinite volume limit do not commute. Taking the former limit first yields a vanishing contribution for those diagrams, and therefore the wrong result of the standard zero temperature formalism is obtained. The correct result for an infinite system is obtained by taking the other order of limits, where anomalous diagrams do provide finite contributions.

For this reason, and also given the conceptual interest of this problem, we shall use only the zero temperature formalism throughout this paper. In this framework, a natural way to circumvent this problem with level crossings is to start the standard perturbation algorithm with any arbitrary eigenstate of the non-interacting Hamiltonian \( H_0 \). Intuitively, we believe in most cases it is sufficient to choose an initial state where the locus of occupied single particle states is singly connected (i.e. it has no isolated particle-hole excitations from the viewpoint of \( H_0 \)), but with a deformed Fermi surface, as shown on Fig. 2.

The selection of the correct initial state is performed by minimizing the total energy of the dressed state it generates, after switching on the interactions. An example of this procedure is given below (Sec. [11]) for a simple two-chain model.

For practical purposes, it is important to note that this approach may also be implemented through a perturbative computation of the single particle Green’s function. Instead of using the free propagator \( G^{(0)}(k,\omega)^{-1} = \omega - \varepsilon_0(k) + i\text{sgn}(\varepsilon_0(k) - \mu_0) \), we should first make a guess for the dressed Fermi surface. This allows us to define a function \( \Phi(k) \) such that \( \Phi(k) = 1 \) if \( k \) does not belong to the trial Fermi sea, and \( \Phi(k) = -1 \) if \( k \) belongs to it. The locus of points in \( k \)-space where \( \Phi(k) \) jumps from -1 to +1 is our trial Fermi surface, and points on this set will be generically denoted as \( k_F \) in the present discussion. The corresponding bare propagator to be used in Feynman graph expansions is:

\[ G^{(0)}_\Phi(k,\omega)^{-1} = \omega - \varepsilon_0(k) + i\Phi(k). \]  

(3)

As usual, the dressed propagator is obtained as \( G^{(\lambda)}_\Phi(k,\omega)^{-1} = \omega - \varepsilon_\lambda(k) - \Sigma_\Phi(k,\omega) \), where the subscript \( \Phi \) in \( \Sigma_\Phi(k,\omega) \) is to stress the influence of the choice of a trial Fermi surface encoded in the function \( \Phi \). If this trial Fermi surface is the correct one for the interacting Fermi system, we expect the self-energy satisfies the following well-known conditions:

i) There exists a well defined chemical potential \( \mu \) so that for any \( k_F \) belonging to the trial Fermi surface, we have:

\[ \mu - \varepsilon_0(k_F) - \Re \Sigma_\Phi(k_F,\mu) = 0. \]  

(4)

ii) The inverse life-time of “quasiparticles” vanishes on the trial Fermi surface so that:

\[ \Im \Sigma_\Phi(k_F,\mu) = 0. \]  

(5)

Of course, these conditions are not satisfied for most trial Fermi surfaces, as the reader will immediately notice on simple examples. We have checked on several examples...
that both procedures (i.e. minimizing the total energy, or satisfying conditions i) and ii) on the dressed single particle propagator) yield the same dressed Fermi surface. In Appendix A we provide a formal proof of this equivalence, first in the finite volume case, and then in the case of an infinite volume. When the choice of $\Phi$ is not the correct one, it is impossible to satisfy both conditions i) and ii) simultaneously. In the case of standard perturbation theory $\Phi$ is taken to be $\Phi^{(0)}$ corresponding to the bare Fermi surface, obtained from $H^{(0)}$. The dressed Fermi surface is assumed to be determined from an equation which resembles condition i), namely:

$$\mu - \varepsilon_0(k_F) - \Re \Sigma_{\Phi^{(0)}}(k_F, \mu) = 0. \quad (6)$$

But doing this yields two severe flaws: as shown in Appendix B, this does not generate the same dressed Fermi surface as the two procedures presented above and argued to be the correct ones do. Furthermore, in perturbation theory, $\Sigma_{\Phi^{(0)}}(k_F, \mu)$ changes sign on the non-interacting Fermi surface, and for $\omega$ equal to the non-interacting chemical potential $\mu_0$ as shown in Appendix C.

This discussion holds clearly in the case where energy level crossings associated to various initial shapes of the Fermi surface are protected by some symmetries of the full Hamiltonian, as stated at the beginning of this section. Here, we would like to emphasize that a similar qualitative picture also holds in a more generic situation. On general grounds, we expect that energy levels of a finite system do not cross as the interaction strength is increased. This is the famous phenomenon of energy level repulsion which plays a key role in the field of “quantum chaos” (see for instance the book by Gutzwiller26). So, standard perturbation theory starting from the unperturbed ground-state is expected to generate the correct interacting ground-state for a finite system. However, to get the full single energy level resolution in the spectrum with all the avoided level crossings clearly requires going to very high orders in perturbation theory. Instead, in most many-body computations, we first get formal expressions for various quantities such as Green’s functions for a chosen finite order in powers of the interaction, and we most often take the thermodynamical limit before summing the perturbation series. We believe this procedure is most likely to generate in the end an excited state of the interacting system, although the seed of the perturbation series is the non-interacting ground-state. This belief is confirmed by the simple computations in Appendix D, which do not require any special symmetry of the full Hamiltonian.

B. Two chains of spinless fermions: Energy minimization

1. Model and notations

Let us first focus on the simplest possible model exhibiting the features described previously: a system of two chains of interacting spinless fermions. We will assume this system to be anisotropic, described by a tight-binding Hamiltonian, with a hopping $t_\parallel$ along the chain much larger than the transverse hopping $t_\perp$. Hence, we have two bands, named by the transverse momentum they correspond to, i.e. 0 (bonding) and $\pi$ (antibonding). We suppose the filling is such that both bands are partially filled. We will furthermore focus on the low-energy properties, so that we can linearize the spectrum around the four Fermi points, giving rise to four types of fermions: ($R$, 0), ($R$, $\pi$), ($L$, 0) and ($L$, $\pi$). As usual, we extend the spectrum for arbitrary momenta. The low-energy free Hamiltonian is thus given by:

$$H_0 = \sum_{k I=0,\pi} \sum_k \left\{ \left[ \mu^{(0)} + v_{F,I}^{(0)}(k - k_{F,I}^{(0)}) \right] c_{R,I}^+(k) c_{R,I}(k) + \left[ \mu^{(0)} - v_{F,I}^{(0)}(k + k_{F,I}^{(0)}) \right] c_{L,I}^+(k) c_{L,I}(k) \right\}. \quad (7)$$

In the above expression, all the superscripts $(0)$ denote free quantities. $\mu^{(0)}$ is the chemical potential, $v_{F,I}^{(0)}$ and $k_{F,I}^{(0)}$ the Fermi velocity and momentum on chain $I$. $c_{R,I}^+(k)$ is the creation operator of a right fermion on chain $I$, with parallel momentum $k$. The sum over $k$ is to be understood as an integral for a system in the thermodynamic limit. In all that follows, we will simplify the problem and suppose that the Fermi velocities for both branches are equal, and they will simply be denoted as $v_{F}^{(0)}$.

We shall also make simplifying assumptions about the interactions. Thus, the only low-energy interaction processes we will be interested in, are of the forward scattering type ($g_2$), classified as $A$, $B$, $C$, $D$, and $F$. They are represented on Fig. E. We shall neglect the Umklapps, assuming the filling is not commensurate. $g_4$ interactions, involving four right or four left fermions, are also discarded, because we shall restrict ourselves to first and second order effects, to which these interactions give no contribution. In order to save space, we only give the $D$ type interaction Hamiltonian:

$$H^{(D)}_{\text{int}} = \frac{D}{L} \sum_{k,k'} \sum_{q} \left\{ c_{R,\pi}^+(k + q) c_{L,0}^+(k') c_{L,\pi}(k' - q) c_{R,0}(k) + \text{h.c.} \right\}, \quad (8)$$

where h.c. means the hermitic conjugate.
It is obvious that the minimum of the energy is obtained
around the four Fermi momenta, as shown on Fig. 4.

2. First order

We will here compute the energy to order one in the usual quantum mechanical perturbation theory, of eigenstates obtained from two types of free eigenstates. The first ones, denoted as \( |0; k_{F,0}, k_{F,\pi}\rangle \), are free states for which the bonding (respectively anti-bonding) band is filled up to \( k_{F,0} \) (respectively \( k_{F,\pi} \)). The ground-state of the free system is thus obviously \( |0; k_{F,0}, k_{F,\pi}\rangle \). Of course, as the number of particles is fixed, the condition \( k_{F,0} + k_{F,\pi} = k_{F,0}^{(0)} + k_{F,\pi}^{(0)} \) must be satisfied. As we wish to understand what happens if one adds a particle to the system, we will also consider states that are simply obtained from the first ones by adding a particle of momentum \( q \) on branch 0 or \( \pi \) (with \( q > k_{F,0} \) or \( q > k_{F,\pi} \)). We shall neither consider states with one hole, nor states with an arbitrary number of particles or holes.

First of all we can compute the energies of these states, in the non-interacting case. Of course, because our linearized dispersion relations have been extended to include infinitely many single-particle states, there is strictly speaking an infinite particle density in these Dirac seas, which yields divergent expressions for the total energy. We will regularize these divergences by putting an ultra-violet cut-off \( \Lambda_0 \) on the momenta, around the four free Fermi momenta, as shown on Fig. 4, for one band. For the sake of simplicity, we work in the thermodynamic limit, and after a bit of algebra we find:

\[
E^{(0)}(0; k_{F,0}, k_{F,\pi}) = \frac{L}{\pi} \left( 2\mu^{(0)} - v_F^{(0)} k_{F,0}^2 \right),
\]

and

\[
E^{(0)}(1, q, 0(\pi); k_{F,0}, k_{F,\pi}) = E^{(0)}(0; k_{F,0}, k_{F,\pi}) + \mu^{(0)} + v_F^{(0)} (q - k_{F,0(\pi)}^{(0)}).
\]

We have used the conservation of the number of particles so that the above expressions are expressed only in terms of the Fermi momenta on branch 0. Thus we minimize the energy \( E^{(1)} = E^{(0)} + \Delta E^{(1)} \) simply by requiring for its derivative with respect to \( k_{F,0} \) to vanish. This yields:

\[
\Delta E^{(1)}(0; k_{F,0}, k_{F,\pi}) = \frac{L}{(2\pi)^2} \left[ A \left( \Lambda_0 + (k_{F,0} - k_{F,0}^{(0)}) \right)^2 + B \left( \Lambda_0 - (k_{F,0} - k_{F,0}^{(0)}) \right)^2 \right]
\]

(11)

\[
+ 2C \left( \Lambda_0 + (k_{F,0} - k_{F,0}^{(0)}) \right) \left( \Lambda_0 - (k_{F,0} - k_{F,0}^{(0)}) \right),
\]

\[
\Delta E^{(1)}(1, q, 0(\pi); k_{F,0}, k_{F,\pi}) = \Delta E^{(1)}(0; k_{F,0}, k_{F,\pi}) + \frac{1}{2\pi} \left[ A \left( \Lambda_0 + (k_{F,0} - k_{F,0}^{(0)}) \right) \right]
\]

(12)

\[
+ C \left( \Lambda_0 - (k_{F,0} - k_{F,0}^{(0)}) \right) \right],
\]

\[
\Delta E^{(1)}(1, q, 0(\pi); k_{F,0}, k_{F,\pi}) = \Delta E^{(1)}(0; k_{F,0}, k_{F,\pi}) + \frac{1}{2\pi} \left[ B \left( \Lambda_0 - (k_{F,0} - k_{F,0}^{(0)}) \right) \right]
\]

(13)

\[
+ C \left( \Lambda_0 + (k_{F,0} - k_{F,0}^{(0)}) \right) \right].
\]

We will refer to these states as

\( |1, q, 0(\pi); k_{F,0}, k_{F,\pi}\rangle \). The ground-state to order one by adding a particle of momentum \( q \) on branch 0 or \( \pi \) (with \( q > k_{F,0} \) or \( q > k_{F,\pi} \)). We shall neither consider states with one hole, nor states with an arbitrary number of particles or holes.

First of all we can compute the energies of these states, in the non-interacting case. Of course, because our linearized dispersion relations have been extended to include infinitely many single-particle states, there is strictly speaking an infinite particle density in these Dirac seas, which yields divergent expressions for the total energy. We will regularize these divergences by putting an ultra-violet cut-off \( \Lambda_0 \) on the momenta, around the four free Fermi momenta, as shown on Fig. 4, for one band. For the sake of simplicity, we work in the thermodynamic limit, and after a bit of algebra we find:

\[
E^{(0)}(0; k_{F,0}, k_{F,\pi}) = \frac{L}{\pi} \left( 2\mu^{(0)} - v_F^{(0)} k_{F,0}^2 \right),
\]

and

\[
E^{(0)}(1, q, 0(\pi); k_{F,0}, k_{F,\pi}) = E^{(0)}(0; k_{F,0}, k_{F,\pi}) + \mu^{(0)} + v_F^{(0)} (q - k_{F,0(\pi)}^{(0)}),
\]

It is obvious that the minimum of the energy is obtained for the free Fermi surface. The value of \( \mu^{(0)} \) does not play a role here since we have fixed the total particle number.

To order one in the couplings, it is well known that the energy of a free state is simply shifted by the mean value of the interaction for this state. As a consequence, the \( D \) and \( F \) couplings do not give any contribution. They will only start playing a role to second order. It is a very simple matter to check that:

\[
\Delta E^{(1)}(0; k_{F,0}, k_{F,\pi}) = \frac{L}{(2\pi)^2} \left[ A \left( \Lambda_0 + (k_{F,0} - k_{F,0}^{(0)}) \right)^2 + B \left( \Lambda_0 - (k_{F,0} - k_{F,0}^{(0)}) \right)^2 \right]
\]

(11)

\[
+ 2C \left( \Lambda_0 + (k_{F,0} - k_{F,0}^{(0)}) \right) \left( \Lambda_0 - (k_{F,0} - k_{F,0}^{(0)}) \right),
\]

\[
\Delta E^{(1)}(1, q, 0(\pi); k_{F,0}, k_{F,\pi}) = \Delta E^{(1)}(0; k_{F,0}, k_{F,\pi}) + \frac{1}{2\pi} \left[ A \left( \Lambda_0 + (k_{F,0} - k_{F,0}^{(0)}) \right) \right]
\]

(12)

\[
+ C \left( \Lambda_0 - (k_{F,0} - k_{F,0}^{(0)}) \right) \right],
\]

\[
\Delta E^{(1)}(1, q, 0(\pi); k_{F,0}, k_{F,\pi}) = \Delta E^{(1)}(0; k_{F,0}, k_{F,\pi}) + \frac{1}{2\pi} \left[ B \left( \Lambda_0 - (k_{F,0} - k_{F,0}^{(0)}) \right) \right]
\]

(13)

\[
+ C \left( \Lambda_0 + (k_{F,0} - k_{F,0}^{(0)}) \right) \right].
\]
\[ k_{F,0}^{(1)} - k_{F,0}^{(0)} = (B - A) \frac{\Lambda_0}{4\pi v_F^{(0)}} \left( 1 + \frac{A + B - 2C}{4\pi v_F^{(0)}} \right)^{-1}. \]  

Let us show how the chemical potential can be computed, using the energies of the states with one added particle. First of all, we notice that the expressions \( \Delta E^{(1)}(q) \) are independent of \( q \). It implies that the energy for adding a particle to the system on branch 0 (\( \pi \)) will be minimal if \( q \) is as small as possible, i.e., \( q = k_{F,0} \) (\( q = k_{F,\pi} \)). This confirms that \( k_{F,0} \) and \( k_{F,\pi} \) are the actual Fermi momenta. Now if we require this minimal energy to be the same on the two branches, equal to the renormalized chemical potential, we obtain the two following conditions:

\[
\begin{align*}
\mu^{(1)} &= \mu^{(0)} + v_F^{(0)}(k_{F,0} - k_{F,0}^{(0)}) \\
&\quad + \Delta E^{(1)}(1, q = k_{F,0}, 0; k_{F,0}, k_{F,\pi}) \\
&\quad - \Delta E^{(1)}(0; k_{F,0}, k_{F,\pi}), \\
\mu^{(1)} &= \mu^{(0)} + v_F^{(0)}(k_{F,\pi} - k_{F,\pi}^{(0)}) \\
&\quad + \Delta E^{(1)}(1, q = k_{F,\pi}, \pi; k_{F,0}, k_{F,\pi}) \\
&\quad - \Delta E^{(1)}(0; k_{F,0}, k_{F,\pi}).
\end{align*}
\]

One can check these equations give the deformation \( E^{(1)} \) of the Fermi surface. This is physically desirable. Indeed, imposing that the minimum energies to add one particle on one branch or the other are identical, should be equivalent to the requirement that taking two particles at the Fermi surface on one branch and putting them at the Fermi surface on the other branch costs nothing (in the thermodynamical limit). Finally we find the chemical potential:

\[
\begin{align*}
\mu^{(1)} &= \mu^{(0)} + (A + B + 2C) \frac{\Lambda_0}{4\pi} \\
&\quad - (B - A)^2 \frac{\Lambda_0}{4\pi v_F^{(0)}} \left( 1 + \frac{A + B - 2C}{4\pi v_F^{(0)}} \right)^{-1}.
\end{align*}
\]

To conclude this section about first order computations, we show two figures of what would happen for a total energy of the following simplified form: \( E^{(1)} = (k_{F,0} - k_{F,0}^{(0)})^2 + (A - B)(k_{F,0} - k_{F,0}^{(0)}) \). Fig. 5 illustrates the level crossings: we represent the energy as a function of \( B - A \) (assumed positive), for various values of \( (k_{F,0} - k_{F,0}^{(0)}) \). Fig. 6 proposes an alternative vision of the same thing (see the caption).

Eq. (14) shows us that the deformation of the Fermi surface at first order is due to the difference between the couplings on the branches: if \( A = B \), no deformation takes place. We can understand the sign of the deformation very simply. Suppose the fermions repel each other (i.e. the couplings are positive), but that the repulsion is bigger on chain \( \pi \) for example: \( B - A > 0 \). It is then natural, in order to lower the energy of the system, that some fermions of chain \( \pi \) go to chain 0, so that \( k_{F,0} - k_{F,0}^{(0)} \) should be positive. This is indeed what we find. We will now see that things are different at second order: the \( D \) couplings tend to flatten the Fermi surface, whatever their sign, and without having to invoke a difference between two couplings.

3. Second order and further

We shall now discuss in detail perturbation theory to second order (this notion of order being simply the number of vertices in the corresponding Feynman graphs), and we will also see that some problems arise to third order and beyond, showing that another perturbation scheme is needed.

We have already seen the effects of \( A, B \) and \( C \) interactions on the Fermi surface’s shape to first order. We let the reader check that these three interactions play no essential role in the deformation of the Fermi surface at
second order. Indeed, when we compute the energy of the states $|0; k_{F,0}, k_{F,π}\rangle_0$, if we only keep contributions that diverge when $\Lambda_0 \rightarrow \infty$, we get a quantity that is proportional to $\Delta_0^2$, and independent of the dressed Fermi momenta. Only finite terms do depend on the dressed Fermi momenta. We shall thus neglect these contributions, and focus on $D$ and $F$ interactions.

Let us begin with the effect of $D$ interaction, which is the only one that does not exist at zero energy if the Fermi surface is not strictly flat. This is due to the constraint of momentum conservation, and is easily visualized from Fig. 3. Second order perturbation theory tells us that the eigenenergy of an eigenstate $|n\rangle$, obtained from the free eigenstate $|n\rangle_0$, is obtained by shifting the free eigenenergy of a quantity:

$$\sum_{k \neq n} \frac{V_{nk} V_{kn}}{E_n^{(0)} - E_k^{(0)}}, \text{ where } V_{nk} = 0 \langle n | V | k \rangle_0, \tag{18}$$

and where $V$ is the interaction potential. This formula involves energy denominators. If these become smaller, the energy will decrease. When $D$ interactions are considered, we understand from these considerations that they will tend to flatten the Fermi surface, because this will allow for smaller energy denominators. That this is true can be checked by explicitly computing the energy shift, which is found to be:

$$\Delta E_D^{(2)} = \frac{L D^2}{v_F^{(0)} (2\pi)^4} (k_{F,0} - k_{F,π})^2 \ln \left( \frac{\Lambda_0}{|k_{F,0} - k_{F,π}|} \right). \tag{19}$$

We stress that this result has been found computing, keeping only terms that are divergent when $\Lambda_0 \rightarrow \infty$ and that depend on the Fermi momenta. If only $D$ terms are considered, it is now easy to show that the free and renormalized Fermi momenta are linked by the following formula:

$$\Delta k_F^{(0)} = \Delta k_F \left[ 1 + 2 \frac{D}{2\pi v_F^{(0)}} \right]^2 \ln \left( \frac{\Lambda_0}{\Delta k_F} \right), \tag{20}$$

where we have set $\Delta k_F = k_{F,0} - k_{F,π}$ (and the same for free quantities). This clearly shows the tendency towards the flattening of the Fermi surface, induced by $D$ terms.

What about $F$ interactions? Perturbation theory at second order is divergent in the low-energy limit. Indeed $|0; k_{F,0}, k_{F,π}\rangle_0$ states that are not the free groundstates, are coupled to a continuum of excited states composed of two particles and two holes, which have kinetic energies arbitrarily close to the one of the seed state $|0; k_{F,0}, k_{F,π}\rangle_0$. This yields energy denominators that are very small in absolute value, and even zero. In the self-energy formalism (constructed from an excited state, see Appendix A for details), this problem is regularized by the imaginary parts $\pm i\eta$ in the self-energy approach. For the minimization of energy, one can similarly define the divergent integrals with a principal part, and one finds the same results as in this self-energy version. But this infrared divergence is only the first one, and is not the most problematic. Things become worse and worse for higher orders. This has already been discussed by Feldman, Salmhofer and Trubowitz\(^{17}\) so that we shall be brief. In the language of Feynman diagrams, the divergences come from repeated self-energy insertions, or to say it differently, with non-skeleton diagrams. An example of the lowest order diagrams of this type (apart from the Kohn-Luttinger diagram we have already discussed at second order, and which is zero) is given in Fig. 7. The problem with such a diagram is the following. Because of the inserted first order self-energy in the internal right propagator, we now have two right internal propagators. This gives a bad behavior of the integral over $q$ around $q = 0$ for $\omega = 0$ and $k = 0$, once all other variables have been integrated out. It is clear that things get even worse if two or more such first or higher order self-energies are inserted. We thus have to find a way of getting rid of these infrared problems that plague our perturbation theory. This is achieved by the use of counterterms, that we will expose now.

C. The use of counterterms in the two-chain model

1. Notations and first order calculation

In order to simplify the notations, we will denote the Fermi velocity by $v_F$ instead of $v_F^{(0)}$. We will again suppose this velocity to be independent of the chain index and its renormalization will be neglected throughout this paper to simplify the discussion. The use of counterterms in interacting fermionic systems, for which the Fermi surface gets deformed, is quite old, and can for example be found in the beautiful discussion by Nozières\(^{21}\) where the reader will find more details. The main idea, which has been illustrated very recently\(^{22,23}\), is to take the interacting Fermi sea as the starting point of perturbation theory. As it is a priori unknown, we must ensure in the end of the calculation, that the “ guessed” Fermi surface is indeed the dressed one. In order to have a good
starting point, the most natural idea is to split the free Hamiltonian into two bits: one that is a modified free Hamiltonian with the correct interacting Fermi surface, and another that will be the difference between the true free Hamiltonian, and the modified one. We will thus write:

$$H_0 = \sum_{I=0,\pi} \sum_k \left\{ [\mu + v_F(k - k_{F,I})] c^\dagger_{R,I}(k)c_{R,I}(k) + [\mu - v_F(k + k_{F,I})] c^\dagger_{L,I}(k)c_{L,I}(k) \right\} + H_{0,ct}^{(\mu)} + H_{0,ct}^{(k)},$$

with

$$H_{0,ct}^{(\mu)} = \delta \mu \sum_{I,k} c^\dagger_{R,I}(k)c_{R,I}(k) + \delta \mu \sum_{I,k} c^\dagger_{L,I}(k)c_{L,I}(k),$$

and

$$H_{0,ct}^{(k)} = -v_F \delta k_I \sum_{I,k} c^\dagger_{R,I}(k)c_{R,I}(k)$$

$$-v_F \delta k_I \sum_{I,k} c^\dagger_{L,I}(k)c_{L,I}(k).$$

The counterterms $\delta \mu$ and $\delta k_I$ are found by the requirement that $H_0$ remains the true free Hamiltonian:

$$\mu^{(0)} = \mu + \delta \mu,$$

$$\delta \mu = \delta \mu^{(1)} + \delta \mu^{(2)} + \ldots = G^\alpha \delta \mu^{(0)} + \ldots$$

$$k_{F,I}^{(0)} = k_{F,I} + \delta k_I,$$

$$\delta k_I = \delta k_{I}^{(1)} + \delta k_{I}^{(2)} + \ldots = G^\alpha \delta k_{I,1}^{(0)} + \ldots$$

Note that we have used a symbolic notation $G^\alpha$ for the couplings $A$ to $F$, and the sum over $\alpha$ is implicit. We stress that there is not only one counterterm for the chemical potential (or for the Fermi momentum of each chain), but an infinity, which are all the $\delta \mu^{(n)}$s, for $n = 1, 2, \ldots$. The number $n$ gives the power in the couplings of the considered counterterm. Counterterms have to be computed order by order, one after the other, in a perturbation theory. When using the counterterms, the Luttinger theorem simply says that: $\sum_I \delta k_I = 0$, or for each order $j$: $\sum_I \delta k_I^{(j)} = 0$. Now the free (R,0) propagator with which Feynman diagrams are computed is:

$$G_{R,0}^*(k,\omega) = \frac{1}{\omega - [\mu + v_F(k - k_{F,I})] + i\eta \text{sgn}(k - k_{F,I})},$$

and similarly for other types of fermions. Both real and imaginary parts of these propagators refer to the interacting Fermi surface.

We shall now see how to implement the use of counterterms in the perturbation theory of the two-chain model. For this, it is useful to associate a graphical representation to the counterterms. This is illustrated at first order in Fig. 8 for the chemical potential, and in Fig. 9 for the Fermi momenta. The chemical potential counterterm is represented by a square, whereas the Fermi momenta counterterms are denoted by hexagons. In both cases, the number written inside the symbol is the order $n$ mentioned previously. Notice that for Fermi momenta, we do not need to explicitly write down the chain index $I$, because it would be redundant with the chain index of the propagators. The reader should also remark that counterterms for right or left fermions are exactly identical.

Now that the general notations have been given, let us see what the counterterm approach gives to first order, for the two chains. In all that follows, we will not use an ultra-violet cut-off around the free Fermi surface, but around the interacting Fermi surface. This will slightly alter the results, but it makes the computation simpler, without involving a qualitatively different physics. The tadpole diagram of Fig. 10 computed with the new free propagator $G_{R,0}^*(0)$ and the new cut-off, gives the following contribution to the self-energy:

$$\Sigma_{R,0}^{(1)}(k,\omega) = (A + C) \frac{\Lambda_0}{2\pi},$$

and

$$\Sigma_{R,\pi}^{(1)}(k,\omega) = (B + C) \frac{\Lambda_0}{2\pi}$$

But we also have the counterterm contributions (dia-
FIG. 11: Sunrise diagram contributing to the second order self-energy.

grams of Figs. 8 and 9:

\[
\Sigma^{(\mu;1)}(k,\omega) = \Sigma^{(\mu;1)}_{ct;R,0}(k,\omega) = \delta \mu^{(1)},
\]

\[
\Sigma^{(k;1)}_{ct;R,0}(k,\omega) = -v_F \delta k^{(1)}_0,
\]

\[
\Sigma^{(k;1)}_{ct;R,\pi}(k,\omega) = -v_F \delta k^{(1)}_{\pi}.
\]

The dressed propagators \( G \) are such that they satisfy the Dyson equation: \( G^{-1} = G^{(0)}_{\text{R}}^{-1} - \Sigma_{\text{ct}} \). The chemical potential and Fermi momenta are found by requiring that they vanish for \( \omega = \mu \) and for \( k \) on the interacting Fermi surface, and that the Luttinger theorem is satisfied:

\[
G^{-1}_{\text{R},0}(k = k_F,\omega = \mu) = 0,
\]

\[
G^{-1}_{\text{R},\pi}(k = k_F,\omega = \mu) = 0,
\]

\[
\sum_I \delta k^{(j)}_I = 0,
\]

with \( j = 1 \) here, because we’re working at first order for the moment. It is very easy to check that one finds:

\[
\delta \mu^{(1)} = -(A + B + 2C) \frac{\Lambda_0}{4\pi},
\]

\[
\delta k^{(1)}_0 = (A - B) \frac{\Lambda_0}{4\pi v_F}.
\]

This is fully compatible with equations (14) and (17), except for second order terms that we do not find here, because we have changed the way we choose the cut-off.

FIG. 12: Kohn-Luttinger diagram contributing to the second order self-energy.

2. Second order calculation with counterterms and next-order considerations

As for the first order calculation, we have “usual” contributions to the self-energy, namely the sunrise and Kohn-Luttinger diagrams of Figs. 11 and 12. We also have “pure” counterterms contributions, as in Figs. 8 and 9, with the index 1 replaced by an index 2. But now we also have two “mixed” contributions, involving counterterms of the previous order, shown in Figs. 13 and 14. In fact, these two graphs vanish, for the same reason the Kohn-Luttinger graph vanishes. This is consistent, because there is no divergence from the Kohn-Luttinger graph to cancel.

Before studying the sunrise graph, let us see how useful the counterterms are for third order graphs, on the example of Fig. 7. It is now obvious that it will be completely canceled by the same graph, with the inserted tadpole replaced by the two first order counterterms. Notice that the fourth order graph, consisting of still the same graph, with an inserted sunrise instead of a tadpole, would not be canceled by the graph with inserted second-order counterterms. The reason is that the sunrise is frequency and momentum dependent, but the counterterms are not. However, the counterterms allow for the infrared divergence cancellation obtained at zero external momentum and frequency.

The sunrise is easily computed, and one gets the following contributions (the interaction index \( G \) refers to the interaction associated to the two black dots in the

FIG. 13: “Mixed” contribution to the second order self-energy. This graph is a tadpole, with an insertion of the first order chemical potential counterterm.
sunrise):

\[ \Sigma^{(2)}_{R,0,G}(k = k_{F,0} + \kappa, \omega = \mu + \nu) = \frac{1}{4} \left( \frac{G}{2\pi v_F} \right)^2 (\nu - v_F\kappa) \ln \left( \frac{|\nu^2 - v_F(\kappa)^2|}{(2v_F\Lambda_0)^2} \right), \]

for \( G = A, C, F; \) \hspace{1cm} (39)

\[ \Sigma^{(2)}_{R,\pi,G}(k = k_{F,\pi} + \kappa, \omega = \mu + \nu) = \frac{1}{4} \left( \frac{G}{2\pi v_F} \right)^2 (\nu - v_F\kappa) \ln \left( \frac{|\nu^2 - v_F(\kappa)^2|}{(2v_F\Lambda_0)^2} \right), \]

for \( G = B, C, F; \) \hspace{1cm} (40)

\[ \Sigma^{(2)}_{R,0,D}(k = k_{F,0} + \kappa, \omega = \mu + \nu) = \frac{1}{4} \left( \frac{D}{2\pi v_F} \right)^2 (\nu - v_F(\kappa + 2\Delta k_F)) \]

\[ \times \ln \left( \frac{|\nu^2 - v_F(\kappa + 2\Delta k_F)^2|}{(2v_F\Lambda_0)^2} \right), \]

\[ \Sigma^{(2)}_{R,\pi,D}(k = k_{F,\pi} + \kappa, \omega = \mu + \nu) = \frac{1}{4} \left( \frac{D}{2\pi v_F} \right)^2 (\nu - v_F(\kappa - 2\Delta k_F)) \]

\[ \times \ln \left( \frac{|\nu^2 - v_F(\kappa - 2\Delta k_F)^2|}{(2v_F\Lambda_0)^2} \right). \]

The second-order conditions ensuring that the trial Fermi surface is indeed the interacting one read:

\[ -\frac{1}{2} \left( \frac{D}{2\pi v_F} \right)^2 (2v_F\Delta k_F) \ln \left( \frac{|\Delta k_F|}{\Lambda_0} \right) - \delta \mu^{(2)} + v_F \delta k_0^{(2)} = 0, \]

\[ -\frac{1}{2} \left( \frac{D}{2\pi v_F} \right)^2 (2v_F\Delta k_F) \ln \left( \frac{|\Delta k_F|}{\Lambda_0} \right) - \delta \mu^{(2)} + v_F \delta k_\pi^{(2)} = 0, \]

\[ \delta \mu^{(2)} + \delta k_\pi^{(2)} = 0. \]

These equations lead to \( \delta \mu^{(2)} = 0, \) and to \( \delta k_0^{(2)} = \)

\[ \left( \frac{D}{2\pi v_F} \right)^2 \Delta k_F \ln \left( \frac{|\Delta k_F|}{\Lambda_0} \right), \]

which is nothing but Eq. (20).

The dressed \((R,0)\) propagator (and others as well) can finally be deduced from all this:

\[ G^{(2)}_{R,0}(k = k_{F,0} + \kappa, \omega = \mu + \nu) = \nu - v_F\kappa \]

\[ -\frac{1}{4} \left[ \left( \frac{A}{2\pi v_F} \right)^2 + \left( \frac{C}{2\pi v_F} \right)^2 + \left( \frac{F}{2\pi v_F} \right)^2 \right] \]

\[ \times (\nu - v_F\kappa) \ln \left( \frac{|\nu^2 - v_F(\kappa)^2|}{(2v_F\Lambda_0)^2} \right), \]

\[ -\frac{1}{4} \left( \frac{D}{2\pi v_F} \right)^2 (\nu - v_F\kappa) \ln \left( \frac{|\nu^2 - v_F(\kappa + 2\Delta k_F)^2|}{(2v_F\Lambda_0)^2} \right) \]

\[ + \frac{1}{4} \left( \frac{D}{2\pi v_F} \right)^2 (2v_F\Delta k_F) \ln \left( \frac{|\nu^2 - v_F(\kappa + 2\Delta k_F)^2|}{(2v_F\Delta k_F)^2} \right). \]

We could now define renormalized propagators, introducing a wave function renormalization, and show how to implement a RG calculation of the dressed Fermi surface. In order not to be too redundant, we will do this for the more general case of \( N \) chains of spin 1/2 electrons, which is anyway physically motivated by the case of quasi 1D systems.

\section{III. CUT-OFF SCALING RG CALCULATION FOR A SYSTEM OF \( N \) CHAINS OF SPIN 1/2 ELECTRONS: FORMALISM}

\subsection{A. Setting of the model}

The free Hamiltonian is much like the one of Eq. (4), except that there are now \( N \) chains instead of 2, and that the fermions carry a spin index \( \sigma \):

\[ H_0 = \sum_k \sum_{I=1}^{N} \sum_{\sigma=\uparrow,\downarrow} \left\{ \begin{array}{l} \left[ \mu^{(0)} + v_F^{(0)}(k - k_F^{(0)}_I) \right] c_{I,\sigma}^\dagger(k) c_{I,\sigma}(k) \\ + \left[ \mu^{(0)} - v_F^{(0)}(k + k_F^{(0)}_I) \right] c_{I,\sigma}^\dagger(k) c_{I,\sigma}(k) \end{array} \right\}. \]

We will in fact assume, as we did previously, that the Fermi velocity is independent of the chain index \( I \), and that it remains unrenormalized. We will thus simply use the notation \( v_F \).

As in the two-chain model, we select low-energy interaction processes. Those are of two types. The first one denoted by \( G \), generalizes the interactions \( A \) to \( F \) of the two-chain model. They are forward or backward scattering interactions. We shall only be interested in interactions that are invariant under spin rotations. Thus, we will use the charge and spin couplings \( G^c \) and \( G^s \).

We refer the reader to our previous paper for more details about this parametrization. There is however one
major difference between the situation described in this article, and the one we are interested in here. Because of periodic boundary conditions in the transverse direction, all indices $I, J$ and $\delta$ are defined modulo the number of chains $N$. This was not the case in our previous article, where the chains were obtained after considering patches on a nearly square Fermi surface, thus the $N$ chains had boundaries, and as a consequence the chains were not all equivalent.

Furthermore, if the filling is not too far from one half, it is easy to convince oneself that due to the Pauli principle, there is no need to consider exchange couplings. We let the reader check that in the case of the Hubbard model with an interaction Hamiltonian $U \sum_i n_{i,\uparrow} n_{i,\downarrow}$, one has (up to $2\pi v_F$ factors) $G^c = U/2$, $G^s = -U/2$ and $U = U$. Because of this last equality, we will simply give the value of $U$ when referring to Hubbard couplings. Of course the Hubbard model, in terms of right and left fermions, also contains $g_\delta$ interactions, but these have been set to zero, for the reasons already given in Sec. II B 1.

In order to make our notations for the interactions a bit more concrete, we show two Feynman graphs in Figs. 15 and 16 associated respectively with $G^c$ and $U$ terms. The representation for $G^c$ is the same as the one for $G^s$, except it involves $I$ matrices instead of $\sigma$ matrices. Notice we do not use the single dot notation as we did previously, because it is not suited for the Umklapps, but we have adopted the wiggly line instead. In these graphs we also show which external legs are numbered 1, 2, 3 and 4.

B. Cut-off scaling calculation of the Fermi surface

1. General considerations

One of the main conclusions of Sec. II is the necessity to use a renormalized perturbation theory in situations where the Fermi surface changes as a function of interaction strength. In the standard many-body formul-
is, this is achieved by the introduction of counterterms which pin the dressed Fermi surface. The outcome is a precise connection such as Eq. 29 between the bare and dressed Fermi surfaces which may in principle be computed to any order in perturbation theory. As noticed already long ago by Gell-Mann and Low, it is possible to sum infinite classes of contributions using a renormalization group procedure. This idea has played a crucial role in building a consistent physical picture of quasi 1D conductors for instance.

The most general and flexible way to implement a renormalization approach is based on Wilson’s idea of gradual mode elimination. Several groups have recently implemented Wilson’s approach to the RG, expressed via the Polchinski equation or its one-particle irreducible version. Although these equations are exact, they are quite complicated, since effective interactions involving an arbitrary number of particles are generated along the RG flow. Any numerical computation requires therefore drastic truncations in the effective action. For this reason, we have preferred to use a simplified version of RG which is known as “cut-off” scaling. This procedure has been initiated in the pioneering work by Anderson et al. for the Kondo problem, and put in a more mathematical form by Abrikosov and Migdal and Fowler and Zawadowski. A very extensive review on this method has been written by Sólyom.

This scheme amounts to constructing a one parameter family of “bare” Hamiltonians. These are defined on the single particle states whose momentum lies in a strip of width $\Lambda$ away from the Fermi surface. It is therefore natural to parametrize these Hamiltonians as a function of $\Lambda$. Note that by contrast to Wilson’s effective action, which includes all the possible types of interactions (relevant, marginal and irrelevant ones), the cut-off scaling procedure only considers relevant and marginal couplings. So unlike what is achieved in Wilson’s RG, it is no longer possible to preserve invariance of the full set of low-energy correlation functions as $\Lambda$ is gradually decreased. The cut-off scaling approach only allows to preserve a restricted set of low-energy observables, for instance the first derivatives of the two-point function with respect to external momentum and frequency, and the value of the four-point function for external legs taken on-shell at the Fermi level.

Actual computations within this scheme encounter a new difficulty when the Fermi surface is sensitive to the strength of interactions. As explained in detail in Sec. II C the bare propagators used in Feynman graphs are required to be singular on the dressed Fermi surface. But clearly, this is not known until the whole computation has been performed. This calls for an iterative procedure. For a given microscopic model (defined with an initial cut-off $\Lambda_0$), the one-particle part of the corresponding Hamiltonian defines a Fermi surface which will be called the $\Lambda_0$-Fermi surface. This is a natural first choice for a trial dressed Fermi surface in the iterative computation. One can then construct the flow equations for the running bare Fermi surface (the $\Lambda$-Fermi surface) and the effective couplings using cut-off scaling. In the limit where $\Lambda$ goes to zero (or at least to its minimal value before a phase transition occurs), the $\Lambda$-Fermi surface goes towards a new dressed Fermi surface, which is to be used as the new trial dressed Fermi surface in the next step of the iteration.

On physical grounds, such a computation is expected to converge although we have not embarked yet in checking this statement. Instead we have tried to bypass the intrinsic complication of an iterative procedure by appealing to the physical insights gained in Sec. II B devoted to the energetic approach. The main ideas are the following: firstly, in the high-energy regime, and in the logarithmic approximation, the dressed Fermi momenta do not appear in the flow couplings’ equations; secondly, in the low-energy part of the flow, the Fermi surface should not move too much, because the couplings that deform it are irrelevant in this regime. The first point will be checked on the RG equations. The second one has already been checked in the two-chain model, where only the $D$ coupling, that does not exist at very low energies because of the non-flatness of the Fermi surface, deforms the Fermi surface. We will furthermore check it remains true in the case of $N$ chains. Assuming what happens in the intermediate energy regime (defined by the curvature of the Fermi surface) is not essential, the computation of the dressed Fermi surface is now possible in a single step. Indeed, we do not need a priori knowledge of the dressed Fermi surface anymore, since it disappears from the RG couplings’ flow equations in the logarithmic approximation of the high-energy regime. The flow of the $\Lambda$-Fermi surface, will then be stopped when the cut-off $\Lambda$ becomes comparable to the maximal momentum scale defined by the running $\Lambda$-Fermi surface. Note that this is the least controlled step of this approximated scheme, because the Fermi surface does not define one single momentum scale, but rather a continuum of scales. This will for example prevent us from using this scheme when the Umklapp couplings are taken into account, in a system too far from half-filling.

The couplings’ flow equations in the cut-off scaling are given in Appendix II since their derivation is standard. We shall now focus on the RG computation of the Fermi surface. The basic equation is Eq. 49. The self-energy that appears in this equation can be found from Eq. 40, where, since we work in the cut-off scaling scheme, the cut-off $\Lambda_0$ should now be replaced by the running cut-off $\Lambda$, and where the couplings are to be understood as running bare couplings. Given that $\delta k_I = k_I^{(0)}(\Lambda) - k_I$, Eq. 49 allows us to express $k_I^{(0)}(\Lambda)$ as a function of $\Lambda$, the running bare couplings and the dressed Fermi momenta $k_I$. But it is the latter who are fixed independently of the value of $\Lambda$, so that it is more convenient to invert this relation, working only at a second order accuracy, to get $k_I$ as a function of $\Lambda$, the running bare couplings and the running Fermi momenta $k_I^{(0)}(\Lambda)$. Asking for the invariance of $k_I$ as $\Lambda$ is changed
yields the Fermi surface flow equation that we give in Appendix E, Eq. (53).

Only the couplings for which the curvature of the Fermi surface is felt, i.e., for which \( \Delta k_{0}(I, J) \neq 0 \) or \( \Delta k^{U}_{0}(I, J) \neq 0 \) contribute to the flow of \( k_{l}^{(0)}(\Lambda) \). This is what we had already noticed in the two-chain system, where the \( D \) coupling was the only one to give a deformation of the Fermi surface. This confirms that only couplings that will be irrelevant in the low-energy regime contribute to the deformation of the Fermi surface.

Finally, notice that we have not taken the first order contribution into account. This is not justified in the general case, but for the initial condition we are interested in, i.e., with all charge, spin and Umklapp couplings equal to \( G_{B}^{C} \), \( G_{B}^{S} \) and \( U_{B} \), the first order contribution vanishes. We emphasize this is true only in the high-energy regime, where the couplings will have a purely one-dimensional (1D) flow (because of the logarithmic approximation), and thus will remain equal (with one value for each of the three types of couplings). Once the low-energy regime is reached the couplings become different, so that one should take into account the first-order deformation into account.

The self-energy at one loop is given by the contribution of the tadpole diagram. It is easy to see that out of the three couplings \( G_{C}^{C} \), \( G_{S}^{S} \) and \( U \), only the \( G_{C}^{C} \) couplings contribute. Compared to the spinless case, there will be a factor of 2, because of the two possible spin states of the propagator in the loop. We let the reader check that:

\[
\Sigma_{F,I}^{(1)}(k) = k_{F,I} + \kappa, \omega = \mu + \nu = \left[ \frac{1}{N} \sum_{J} G_{0}^{C}(I, J) \right] (2v_{F}A), \tag{51}
\]

and that the corresponding first-order Fermi momenta counterterms read:

\[
\delta k_{l}^{(1)} = \frac{2v_{F}A}{N} \left( \sum_{J} G_{0}^{C}(I, J) - \frac{1}{N} \sum_{I,J} G_{0}^{C}(I, J) \right). \tag{52}
\]

However, because we are interested in systems for which \( t_{\pm} \) is small, i.e., for systems that are nearly 1D, we know that all the chains are nearly equivalent, so that the RHS of the previous equation will be nearly independent of \( I \), and thus, very small. That this is true can be checked on Fig. 22 that will be described later, and on which the couplings \( G_{0}^{C}(I, J) \) are represented after running the flow, into the low-energy regime. It is clear on this figure that the term \( \sum_{J} G_{0}^{C}(I, J) \) is nearly independent of \( I \).

2. Analytical study of the simplest example

Let us illustrate all this on the simplest possible case, for which \( G_{B}^{C} = 0 \) and \( U_{B} = 0 \). This physically corresponds to a system away from half filling, so that it is justified to neglect the Umklapps. Furthermore we have set the spin couplings to zero, which corresponds to the Luttinger liquid fixed point. This simplifies the flow, because the charge couplings then remain constant along it. Furthermore, this will allow us to compare our results to those obtained in the literature, starting from decoupled Luttinger liquids, coupled by a hopping term. It is easy to check that the general flow equation of the Fermi surface (21) can be simplified in:

\[
\frac{\partial_{t} k_{F,I}^{(0)}}{ = \frac{G_{B}^{C}}{N^{2}} \sum_{J,\alpha} \left[ (k_{F,I+\alpha}^{(0)} + k_{F,I}^{(0)}) - (k_{F,I}^{(0)} + k_{F,I-\alpha}^{(0)}) \right] - \frac{G_{B}^{C}}{N} \sum_{\alpha} k_{F,I+\alpha}^{(0)}. \tag{53}
\]

If we denote by \( \bar{\alpha} = (\sum_{I} k_{F,I})/N = (\sum_{I} k_{F,I}^{(0)})/N \) the mean value of the Fermi momenta, and if we write \( k_{F,I}^{(0)}(t) = \bar{\alpha} + \delta k_{F,I}^{(0)}(t) \), the differential equation is easily solved and the solution is:

\[
\delta k_{F,I}^{(0)}(\Lambda) = \delta k_{F,I}^{(0)}(\Lambda_{0}) \left( \frac{\Lambda}{\Lambda_{0}} \right)^{G_{B}^{C}^{2}}. \tag{54}
\]

The question that now arises, is how to determine at what scale \( \Lambda^{*} \) the flow should be stopped. This scale cannot be determined precisely in the cut-off scaling scheme, which is only a very simple version of the Wilsonian approach. Only the latter approach could precisely describe the transition between the two regimes, which would not even occur at a single scale (because of the large number of different scales \( K \) appearing in the RHS of the RG flow equations). We will thus adopt the simple and pragmatic following point of view: the flow of the Fermi surface will be stopped, when the biggest of these scales is reached, i.e., when the scale given by the difference between the biggest and the smallest Fermi momenta (denoted by \( \Delta k_{F}^{\text{max}}(\Lambda) \)) is reached:

\[
\Lambda^{*} = \Delta k_{F}^{\text{max}}(\Lambda^{*}). \tag{55}
\]

Notice that if the Fermi surface flattens more quickly than the RG time decreases, this scale will never be reached.

According to Eq. (54), the differences between the Fermi momenta and the mean value are all multiplied by the same factor. The biggest (respectively smallest) momentum will remain the biggest (respectively smallest) along the flow. We thus have \( \Delta k_{F}^{\text{max}}(\Lambda) = \Delta k_{F}^{\text{max}}(\Lambda_{0})(\Lambda/\Lambda_{0})^{G_{B}^{C}^{2}} \). We will stop the flow at the scale \( \Lambda^{*} \) such that \( \Lambda^{*} \approx \Delta k_{F}^{\text{max}}(\Lambda_{0})(\Lambda^{*}/\Lambda_{0})^{G_{B}^{C}^{2}} \). Finally we get the following link between high-energy and low-energy momenta:

\[
\delta k_{F,I} \approx \delta k_{F,I}^{(0)}(\Lambda_{0}) \left( \frac{\Delta k_{F}^{\text{max}}(\Lambda_{0})}{\Lambda_{0}} \right)^{G_{B}^{C}^{2} \left( \frac{1}{1-\Lambda_{0}/\Lambda_{0}} \right)} \tag{56}
\]

\[
\Rightarrow \Delta k_{F}^{\text{max}} \approx \Delta k_{F}^{\text{max}}(\Lambda_{0}) \left( \frac{\Delta k_{F}^{\text{max}}(\Lambda_{0})}{\Lambda_{0}} \right)^{G_{B}^{C}^{2} \left( \frac{1}{1-\Lambda_{0}/\Lambda_{0}} \right)}. \tag{57}
\]
As $\Delta_{KF}^{\max}(\Lambda_0) = 2t_\perp/t_\parallel$, we obtain the result already found in the literature $^9,^{10}$

$$t_\perp^\text{eff} \sim t_\perp \left(\frac{t_\perp}{t_\parallel}\right)^{1/2}, \quad (58)$$

where $\alpha$ is the single-particle Green's function's exponent: $\alpha = (K_\rho + 1/K_\rho)/4 - 1/2$, with $K_\rho = \sqrt{(1 - 2G_B^2)/(1 + 2G_B^2)}$. Perturbatively, $\alpha = G_B^2$, so that our result is indeed the same as Eq. $(58)$, to lowest order. Let us mention that the power-law behavior of Eq. $(58)$ has been confirmed numerically, for a two-chain system, using exact diagonalization techniques. $^7,^{36}$

Notice that according to Eq. $(57)$, if $G_B^2 \geq 1$, the effective transverse hopping vanishes, and the dressed Fermi surface is flat. Although this result is confirmed by the non-perturbative (in the coupling) result Eq. $(58)$ after replacing $G_B^2$ by $\alpha$, we shall not use the perturbative RG in such situations that lay outside the validity range of this approach.

3. Comparison to other previous results of the literature

Before turning to numerical calculations, we shall compare our equations describing the deformation of the Fermi surface to some more results of the recent literature. Let us begin with the article by Kishine and Yonemitsu $^{23}$, which treats exactly the same problem as ours. We shall compare our equations $(12)$ to their flow equation for the effective transverse hopping (Eq. $(4)$). Note that they obtained this equation from the previous works by Bourbonnais and co-workers $^{7,37,38}$ and Kimura $^{39}$ (see also the review article by Firsov, Prigodin and Seidel $^{40}$). We however choose the paper by Kishine and Yonemitsu because their formalism is the closest to ours.

The comparison is easily achieved in two steps: first notice that our Fermi momenta do not flow when no interactions are turned on (which is desirable, since the Fermi surface should not get deformed in this case), while their $t_\perp$ flows in this case, because of the first term of their equation coming from the rescaling they have performed, so that we should simply forget this term if we want to compare our results. Second, we have to take the particular set of couplings they have chosen, namely local couplings. This is obtained when setting all charge couplings to the same value, and doing the same for spin couplings and Umklapps. Repeating exactly what we have done in the previous section, we find:

$$\partial_t \delta k_{F,I}^{(0)} = -\delta k_{F,I}^{(0)} \left( C_B^2 + 3G_B^2 + \frac{U^2}{2} \right). \quad (59)$$

This in particular means that all Fermi momenta $\delta k_{F,I}^{(0)}$ will be scaled by the same factor. Next, we have to link our charge and spin couplings to the g-ology notation. It is easily checked that one simply has: $G^e = g_2 - g_1/2$ and $G^s = -g_1/2$ (here all $g_\parallel$ and $g_\perp$ couplings of the g-ology are equal because we have restricted ourselves to spin-invariant couplings). We also have the trivial identification $U = g_3$. The difference in the numerical factor 4 simply comes from a different normalization of the dimensionless couplings (we divided the couplings by $2\pi v_F$ and they divided them by $\pi v_F$). Finally, we have $\Delta_{KF}^{\max} = 2(t_\perp/t_\parallel)$ which shows the equivalence between the two approaches.

We want to stress that this equivalence relies on our simple approximation according to which the Fermi surface is deformed only in the high energy regime, since this deformation is driven by irrelevant couplings. It would be possible to go beyond this approximation by implementing the iterative procedure outlined in Sec. $III-B-1$. To estimate the residual deformation of the Fermi surface induced by these irrelevant couplings in the low-energy regime remains an interesting open question, that could be addressed within the general framework discussed in this paper. Furthermore, such a calculation would enable us to take into account the deformation of the Fermi surface induced by the Hartree terms which are effective only when the forward scattering amplitudes significantly vary along the Fermi line. Such a dependence is only generated when the running cut-off becomes comparable to or smaller than the natural scale associated to the transverse dispersion.

For the sake of completeness, we shall give a simple and quick derivation of the RG equation, which emphasizes the role of the 1D chains (see note 31 of Ref. $^{47}$), and explains why the exponent obtained in Eq. $(58)$ is the 1D propagator's exponent. The idea is to assume that the full propagator at scale $\Lambda$ can be obtained by taking the corresponding purely 1D propagator at scale $\Lambda$, and correcting it with the dispersion relation induced by the bare $G_0^\perp:\Lambda = G_{1D}^\perp(\Lambda) + 2t_\perp \cos(k_\perp)$. (In other words, this amounts to assume that when computing the effective action at scale $\Lambda$, one puts the inter-chain hopping aside, so that the flow is purely 1D, and the (unrenormalized) inter-chain hopping is reintroduced in the effective action at the end of the computation). But we can write $G_{1D}^\perp = Z_{1D}^\perp(\Lambda) [\omega - \varepsilon_A(k_\parallel)]$. Note that in the previous two formulas, we have denoted by $k_\parallel$ and $k_\perp$ the transverse and longitudinal momenta. $Z_{1D}$ is the 1D wave-function renormalization, and $\varepsilon_A(k_\parallel)$ is the renormalized 1D dispersion relation. We thus get $G^{-1}(\Lambda) = Z_{1D}^{-1}(\Lambda)[\omega - \varepsilon_A(k_\parallel)] + 2Z_{1D}(\Lambda)t_\perp \cos(k_\perp)$, showing that the effective inter-chain hopping at scale $\Lambda$ reads: $t_\perp(\Lambda) = Z_{1D}(\Lambda)t_\perp$. The effective $t_\perp$ at two different scales are thus proportionally related by the 1D $Z$ function, whose flow equation can easily be deduced from Eq. $(12)$ specialized to the 1D case. This yields the correct flow equation for $t_\perp$. Let us also mention that this way of taking into account the inter-chain tunneling has been recently adopted by Essler and Tsvelik $^{41}$ except that they use the exact 1D Green’s function instead of the result of a perturbative RG computation.

Let us now compare our results with those of
Fabrizio\textsuperscript{22} whose work is devoted to the two-chain model without longitudinal Umklapps, but with Fermi velocity renormalization. Fabrizio used a Wilsonian RG (at two loops) for the calculation of the deformation of the Fermi surface. As one can expect, this formalism allows to cross the energy scales coming from the non-flatness of the Fermi surface (see how the flows are defined piecewise in his appendix A, and for which the various RHS never diverge). Our equations coincide with those of Fabrizio in the high-energy regime (when his function $C_2$ is expanded to lowest order in $\hbar$, the dimensionless $\Delta k_F$), and in the low-energy regime where the flow of the Fermi surface vanishes. The intermediate regime is of course different. Note for the comparison that Fabrizio’s coupling $g_h$ is our coupling $D$.

Finally, we would like to note that our results at one loop are consistent with the article of Louis, Alvarez and Gros\textsuperscript{22} (see their Eqs. (9) and (13)) if we specialize these to the case of uniform Fermi velocities.

IV. COUPLED CUT-OFF SCALING AND FIELD-THEORETICAL RG CALCULATIONS FOR A SYSTEM OF $N$ CHAINS OF SPIN 1/2 ELECTRONS: NUMERICAL RESULTS

A. Motivation of the use of two RG schemes

Before we present our results for specific models, we wish to emphasize that one of our motivations besides the Fermi surface deformation was to describe precisely the connection between the essentially 1D high-energy regime, and the 2D low-energy physics where the system is sensitive to the warping of the Fermi surface. This can be viewed as a complement to the RG analysis of Lin et al.\textsuperscript{42} who have focused exclusively on the low-energy side where the cut-off is much smaller than the scale associated to the transverse dispersion. In this work, they could relate the high and low energy regimes without actually solving RG flow equations for the former since they assumed very weak bare couplings (so that these couplings were barely renormalized in the high energy part of the flow). Although working with the full Wilsonian effective action allows one to get through such intermediate energy scales, it is not clear to us that this can be achieved in a reliable way with the cut-off scaling. Indeed, our view of this procedure is that it provides a simple approximation of the full Wilsonian RG, which is certainly well controlled when the running cut-off is much larger than the intrinsic low-energy scales of the system’s dynamics. Because of this we have decided to study the low-energy part of the flow in the field-theoretical framework. This latter scheme heavily relies on the existence of an infinite cut-off limit (continuum limit), or in other words the corresponding theory of 1D fermions with linear dispersion and point-like interactions is renormalizable. This statement is independent of the existence of intrinsic low-energy scales such as a mass term, or variations in Fermi wave vectors with the chain index. In this context RG equations are obtained by relating physical properties measured at different running energy scales. To avoid confusion with cut-off scaling this running scale has been denoted by $\nu$ in Appendix \textsuperscript{1} which presents some details on this approach. Since we have used a logarithmic approximation, the high-energy flows of the couplings in both cut-off scaling and field-theoretical RG are identical. It is an interesting question whether the two schemes give the same physical low-energy results or not. We plan to study this in more detail in a forthcoming work.

B. A first numerical study: incommensurate nesting

We will now show what information can be deduced from numerical computations. For this we choose to focus on a simple example, where the Umklapps are set to zero, but we still assume a perfect Fermi surface nesting. This situation is realized in several interesting systems as for instance in two dimensional molybdenum and tungsten bronzes. For a review, see for example the paper by Foury and Pouget.\textsuperscript{22a}

We have chosen an initial condition for which all charge couplings are equal, and all spin couplings too, with $G^c = 0.3 = -G^s$, and the bare hopping is $t_{\perp}/t_{||} = 0.1$. We have indicated the value $s^*$ corresponding to the value $\Lambda^*$ (see Eq. \textsuperscript{1}5).

FIG. 17: Flow of the normalized charge (top) and spin (bottom) couplings, as a function of the “good” time $s$, for $N = 8$. Initially the true couplings (not normalized) are $G^c = G^s = 0.3 = -G^c$, and the bare hopping is $t_{\perp}/t_{||} = 0.1$. We have indicated the value $s^*$ corresponding to the value $\Lambda^*$ (see Eq. \textsuperscript{1}5).
the Fermi surface and the quasiparticle weights, except for a longer computation time.

In these figures, that we shall comment one after the other, we have made use of some notions such as the norm of the couplings, the normalized couplings, and the adapted RG time \( s \). All these notions, and some others (such as fixed directions, etc.) have been dealt with extensively in our previous paper \(^{29}\) so we shall simply give the few basic definitions. The norm is the Euclidean norm of the coupling vector, and the normalized couplings are the usual couplings divided by the norm (we give an explicit formula for the charge couplings only):

\[
\mathcal{N} = \sqrt{\sum_{I,J,\delta} G^s_{\delta}(I,J)^2 + G^s_{\delta}(I,J)^2 + U_{\delta}(I,J)^2},
\]

\[
\tilde{G}^s_{\delta}(I,J) = \frac{G^s_{\delta}(I,J)}{\mathcal{N}}.
\]

In all the figures in which flows will be represented (such as Fig. 17), we adopt the following convention: in the caption, we give the initial condition for usual couplings, while in the figures themselves we draw the normalized couplings, and suppress the " in the y-axis legends. The reader should not get confused by this abuse of notation. The time \( s \) that we have used in the numerical simulation is defined by \( ds = \mathcal{N}(t)dt \), and is the time adapted for zooming on the flow singularities.

The first of the six figures, Fig. 17 represents the "field-theoretical" RG flow of the normalized charge and spin couplings, as functions of the RG time \( s \). This flow is divided into three regions. In the first one (0 ≤ \( s \) ≤ \( s^* \) ∼ 15), corresponding to the high-energy regime, all charge couplings and all spin couplings remain equal. Indeed, in this regime, the curvature of the Fermi surface is not felt at all, in the logarithmic approximation we use. All chains are thus identical (remember we use periodic boundary conditions in the transverse direction), the system is purely one-dimensional, so that the symmetry between the chains cannot be broken.

In this high-energy regime, the cut-off scaling flow is exactly the same as the "field-theoretical" one, so that we could use the latter for the computation of the deformation of the Fermi surface. After \( s \simeq 15 \), the flow of the Fermi surface is stopped, because the scale \( \Lambda^* \) (as previously defined by \( \Delta_{k_F}^{(\max)}(\Lambda^*) \)) is reached. The dressed Fermi surface is the one obtained at that scale, and is then used in the "field-theoretical" flow of the couplings. This dressed Fermi surface, and the bare one, are represented on Fig. 20. As discussed in Sec. III.B.3 within the approximation we use, the dressed Fermi surface is still given by \( t_\perp \cos(k_\perp) \) but with the dressed value of the interchain hopping. Higher harmonics for \( \Delta k_F \) as a function of \( k_\perp \), corresponding to longer range transverse hoppings, are expected to be generated only in the low-energy part of the Fermi surface flow. Indeed it is only in this regime that effective couplings acquire a dramatic dependence with respect to transverse momenta. But this goes beyond the scope of the simple (i.e. non iterative) procedure used for the numerical computations presented here.

We emphasize that by contrast to the flow of the couplings, for the quasiparticle weights \( Z_I \) functions associated with the renormalized propagator, the whole flow must be computed with the fixed dressed Fermi surface, because the flow equations do depend on the Fermi sur-
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$I \equiv 0$ or $N$, for $t_\perp/t_\parallel = 0.1$. These flows were obtained assuming that all coupling remain constant to their bare values ($G^s = -G^a = 0.3$). Note that we chose $I = N/4$ because $Z_{N/4}$ is about the mean value of the $Z_I$’s. The inserted graph is a base 10 log-log representation of the value of the time derivative of $-\ln(Z_{N/4})$ at time $t = 10$ as a function of $N$. The solid curve is the numerical fit, which shows a $1/N$ behavior.
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ation of the quasiparticle weight along the Fermi surface has also been investigated by D. Zanchi for the 2D Hubbard model, where he found a much stronger reduction of the $Z$ factor in the vicinity of the Van-Hove singularities than for typical Fermi surface points. We believe this effect requires to take into account the variation of the Fermi velocity along the Fermi surface which we have not done here. The influence of these variations on the flow of couplings for a $N$-leg Hubbard ladder has been recently studied for $t_\perp < t$, with the conclusion that they play a dramatic role only below a cross-over scale which is extremely small as $N$ becomes large.

The second regime ($15 < s < 60$) is a transient between the 1D high-energy flow, and the low-energy regime, where the shape of the Fermi surface is felt, and where the differentiation between the couplings takes place. In more physical terms, it corresponds to a Fermi liquid regime, located between a Luttinger liquid state at higher energies, and an ordered phase at lower energies. One might have expected that in this Fermi liquid regime, the $Z_I$’s would remain constant, so that if this Fermi liquid regime was the final one, the quasiparticle residue would be finite. Instead of this, we see on Fig. 21 that the time derivative of the $Z_I$’s decreases (in absolute value) but does not vanish. This is in fact a finite $N$ effect, as can be seen on the flows of the $Z_I$’s one obtains (see Fig. 29), assuming that the couplings are constant, equal to their bare value, all along the flow. The inserted graph shows that the growth rate of the logarithm of the $Z_I$’s behaves like $1/N$ in the Fermi liquid regime. This is indeed consistent with the flow equations in the low-energy regime, where only the terms with a vanishing $\Delta k_\alpha(I,J)$ contribute, and whose number is of order $N$. This factor $N$ combined with the $1/N^2$ denominator explains the

\[ Z_I = 1/\phi_I, \text{ for } N = 32. \]  
We have represented these for $I = 16$ to $I = 32$, as the ones for smaller values of $I$ can be found using the top-bottom ($I \leftrightarrow N-I$ because $N$ is even) symmetry. Note that we have indicated the value of $t^* = \ln(\Lambda_0/\Lambda^*)$ on the time axis.

Fig. 21: Flow of the quasiparticle weights $Z_I = 1/\phi_I$, for $N = 32$. We have represented these for $I = 16$ to $I = 32$, as the ones for smaller values of $I$ can be found using the top-bottom ($I \leftrightarrow N-I$ because $N$ is even) symmetry. Note that we have indicated the value of $t^* = \ln(\Lambda_0/\Lambda^*)$ on the time axis.

FIG. 22: Here we show the transverse momentum (i.e. chain number $I$) dependence of the quasiparticle weights $Z_I$, at four RG times $t = 1, 2, 3$ and 4 (see Fig. 21 for a time reference).

FIG. 23: Flow of $Z_{N/4}$ as a function of the “true” RG time $t$, for different values of $N$, and for $t_\perp/t_\parallel = 0.1$. These flows were obtained assuming that all coupling remain constant to their bare values ($G^s = -G^a = 0.3$). Note that we chose $I = N/4$ because $Z_{N/4}$ is about the mean value of the $Z_I$’s. The inserted graph is a base 10 log-log representation of the value of the time derivative of $-\ln(Z_{N/4})$ at time $t = 10$ as a function of $N$. The solid curve is the numerical fit, which shows a $1/N$ behavior.

The second regime ($15 < s < 60$) is a transient between the 1D high-energy flow, and the low-energy regime, where the shape of the Fermi surface is felt, and where the differentiation between the couplings takes place. In more physical terms, it corresponds to a Fermi liquid regime, located between a Luttinger liquid state at higher energies, and an ordered phase at lower energies. One might have expected that in this Fermi liquid regime, the $Z_I$’s would remain constant, so that if this Fermi liquid regime was the final one, the quasiparticle residue would be finite. Instead of this, we see on Fig. 21 that the time derivative of the $Z_I$’s decreases (in absolute value) but does not vanish. This is in fact a finite $N$ effect, as can be seen on the flows of the $Z_I$’s one obtains (see Fig. 29), assuming that the couplings are constant, equal to their bare value, all along the flow. The inserted graph shows that the growth rate of the logarithm of the $Z_I$’s behaves like $1/N$ in the Fermi liquid regime. This is indeed consistent with the flow equations in the low-energy regime, where only the terms with a vanishing $\Delta k_\alpha(I,J)$ contribute, and whose number is of order $N$. This factor $N$ combined with the $1/N^2$ denominator explains the
Indeed they show that the norm is almost constant for the interval $t \in [0,5]$ in which we are interested (see Fig. 21). (Note that Figs. 18 and 19 were obtained for $N = 8$ not for $N = 32$, but we have checked that on this interval $t \in [0,5]$, the flows of the two norms are identical, apart from a multiplicative factor of $8 = (32/8)^{3/2}$, whose origin is the number $N^3$ of couplings for a given $N$, and which is irrelevant for our discussion).

The final regime is one of a fixed direction, for which some normalized couplings are zero, and the others are gathered around specific values. It is in this final phase of the flow that the norm of the couplings explodes, as can be seen on Fig. 18. In order to be complete, we have also represented the link between the two RG times $s$ and $t$ on Fig. 19. Notice that because of the definition of $s$ (see the comment after Eq. (10) of our previous paper), and because the norm explodes in the end of the flow, the time $t$ “saturates”, as a function of $s$, to a value which is roughly the critical temperature at which the final phase sets in.

Let us now study more precisely the final fixed direction, in the spirit of our previous paper. First of all, let us have a more precise look at the values of the couplings, on the fixed direction that is reached. These values are shown on Fig. 24 for the $N = 16$ case. We did not choose $N = 8$ as on Fig. 17 because we wanted to have more values (which was manageable here since we represent the whole set of values only once).

When briefly looking at these values, one can deduce that the couplings seem to be grouped into a few sets of similar values (with lots of couplings being equal to zero). Furthermore, forgetting about the zero value, it seems the three values (for charge or spin couplings) are not independent, but one is the sum of the other two. Finally, the values of the charge couplings seem to differ by a factor of three (and a minus sign) from the spin couplings. In fact, if we also look at Fig. 17 we see that this will probably not be an exact statement for all values of $N$, but only in the limit of infinite $N$.

It is then interesting to study what types of couplings take non-zero values. For the system we study, the notation $G_\delta(I,J)$ which is best adapted to superconductivity, can favorably be changed for $F_\delta^{c(s)}(I,J) = G_{J-I-\delta}^{c(s)}(I,J)$. $\delta$ is then the transferred transverse momentum, between the R particle that is destroyed, and the L particle that is created. In this notation, only $F$ couplings with $\delta = J-I$ or with $\delta = N/2$ are numerically found to have non-zero values. Notice that here, as $N$ is even, $N/2$ is an integer (we will discuss the odd $N$ case a bit further). The couplings for which $\delta = J-I$ and $J-I \neq N/2$ will be denoted as $C^{c(s)}$ couplings, and correspond to the charge (respectively spin) couplings that are negative (respectively positive) on the fixed direction. They are the usual forward scattering couplings. The couplings that satisfy $\delta = N/2$ and $J-I \neq N/2$ will be denoted as $D^{c(s)}$, whereas the ones for which $\delta = N/2$ and $J-I = N/2$ will be denoted as $A^{c(s)}$ couplings. Both have a transferred transverse momentum $\delta$ which is half the number of chains (i.e. $\pi$ if we use the usual momentum units). The vector linking a point of the Fermi surface on the R side, to the one on the L side, and $N/2$ chains further is a nesting vector, which explains why these couplings are present in the final low-energy fixed direction.

We let the reader write down the RG equations satisfied by the $F$ couplings, specialize these for the three types of couplings above, and deduce the equations satisfied for the final fixed direction, in the spirit of our previous paper. The resulting equations are:
This set of coupled equations is nothing but Eq. (46) of our previous paper, with usual letters replaced by calligraphic letters. The condition $A^{c,s} = C^{c,s} + D^{c,s}$ was satisfied, and ensured the SU($N$) symmetry of the interaction Hamiltonian. Here we will thus also be able to fulfill the relation $A^{c(s)} = C^{c(s)} + D^{c(s)}$, which was previously guessed when looking at the fixed direction obtained numerically. The values of the couplings can be found in Table II of our previous paper. It is clear that in the present situation, it is the so called (+, −) fixed direction that is selected since in the infinite $N$ limit, it is the one for which the charge couplings equal minus three times the spin couplings.

The effective low-energy interaction Hamiltonian has the following schematic form (we drop the charge and spin structure):

\[
H_{\text{int}}^\text{eff} \sim C \sum_q \left[ \sum_{I,k} c^\dagger_{R,I}(k + q)c_{R,I}(k) \right] \\
\times \left[ \sum_{J,k'} c^\dagger_{L,J}(k' - q)c_{L,J}(k') \right]
\]

\[
-D \sum_{q,k,k'} \left[ \sum_{I,J} c^\dagger_{R,I,J-N/2}(k + q)c_{L,J}(k') \right] \\
\times \left[ \sum_{I,J} c^\dagger_{L,I,J+N/2}(k' - q)c_{R,I,J}(k) \right].
\]

Let us describe the physics associated with such an effective Hamiltonian. We will assume that $N$ is large, so that we can neglect all finite $N$ corrections. Thus, for example, only the $D$ terms (Peierls couplings) survive, as the forward couplings $C$ are a correction of order $1/N$. Furthermore, in the infinite $N$ limit, the couplings take the values $D^c = 3/4$ and $D^s = -1/4$, so that $D = -3D^s$. This relation implies that the interaction exists only in the triplet channel, and the effective Hamiltonian can be written as ($g > 0$):

\[
H_{\text{int}}^\text{eff} = -\frac{g}{N} \int_0^L dx \\
\times \left[ \sum_{I,J} \psi_{R,I,J,N/2}(x)\sigma_{\rho,\rho'}\psi_{L,I,J,N/2}(x) \right] \\
\times \left[ \sum_{I,J} \psi_{L,I,J+N/2}(x)\sigma_{\tau,\tau'}\psi_{R,I,J+N/2}(x) \right].
\]

The only difference (except for changes of notation) between this effective Hamiltonian and the one we arrived at in Eq. (70) of our previous paper, is in the shift of the creation operators’ chain number by an amount of $N/2$.

We thus expect the physics to be essentially the same as we had discussed in our previous paper, apart from a different SDW’s wave vector that will now be $(2\overline{k}, \pi)$ (remember $\overline{k}$ is the average Fermi momentum). We refer the reader to our previous paper for details.

We thus have shown that after a high-energy 1D regime where the Fermi surface’s shape is not felt in the flow of the couplings, and after the crossing of the typical energy-scale given by the curvature of the Fermi surface, the system goes to a strong coupling phase of the SDW type, with the above effective low-energy Hamiltonian. The $(2\overline{k}, \pi)$ nesting vector naturally arises from the RG flow, and there is no need to artificially introduce it.

Let us make a final remark, about the odd $N$ case. The flow of the charge and spin couplings for $N = 7$ is shown on Fig. 25. This figure is obviously different from Fig. 17. The reason for this is that there is no exact nesting vector anymore when $N$ is odd. We have analysed which couplings are non-zero in the low-energy phase of Fig. 26 and these turn out to be BCS type couplings, indicating a superconducting low-energy phase. This is not in contradiction with what has been said before in the even $N$ case. When $N$ grows, the nesting is better and better in the odd $N$ case, so that the RG flow will first be towards the same fixed direction as in the even $N$ case. Then, there will be a shift from this fixed direction to another one, corresponding to superconductivity. But, this will take place at very low energies, and in regimes where the norm of the couplings has exploded. The conclusion is that the low-energy phase, in the thermodynamical limit, is always the one we have observed in the even $N$ case.

This discussion has been quite brief, but we refer the reader to our previous paper where we had analysed in detail how the observed shift from one fixed direction to another one, in a finite $N$ situation, slows down as $N$ increases and finally disappears in the infinite $N$ limit. We have checked all this numerically, but unfortunately it requires quite a large value of $N$ (more than 30) to be visible, so that we could not depict it in this paper.
C. Taking account of the Umklapps and limitations of the method

In the above two simple examples we have studied, we encountered no real limitation of the computation scheme we have proposed. Of course, we had to use a non-rigorous (but plausible) argument to define the scale at which we had to stop the flow of the couplings. We will see that there are some cases where it is not possible to use such a simple point of view. The well known main limitation of a RG approach is its perturbative nature. We cannot fully trust the RG flows when they go to strong couplings, even if the fixed direction that is reached in this regime gives an insight of what physics takes place. For the two computations of the Fermi surface we have given previously, it is clear that this was no limitation, because the deformation of the Fermi surface occurred in a weak coupling regime (remember Figs. 17 and 18 where the norm diminishes between $0 \lesssim s \lesssim 20$, which is the time interval where the deformation of the Fermi surface takes place).

The half-filled system is interesting, because it exhibits a variety of behaviors, depending on the strength of the bare couplings (compared to the value of the bare transverse hopping). We will discuss the strong, intermediate and weak coupling situations, which do not give the same low-energy physics. After this, we will consider the case of a nearly half-filled system.

1. Half-filled system in strong coupling

By strong coupling, we mean the initial couplings are large enough for the behavior of the system to remain purely one-dimensional. To make this statement more precise, let us study the flows for one of these strong coupling initial conditions. We will assume, as we always did, that $t_\perp/t_\parallel = 0.1$. In this case, the Hubbard-condition $G^c = 0.2 = -G^s$ and $U = 0.4$ is a strong coupling condition, for which the RG leads to a fully flat Fermi surface. In fact, as the couplings are large and grow quickly (because of the Umklapps), the Fermi surface flattens quickly, so that the decreasing cut-off never catches the scale of the Fermi surface, and there is no non-zero value of $\Lambda^s$. The flow of the couplings is thus purely 1D all along the flow and is well known, so that we do not show it. However, to be concrete, we show the evolution of the Fermi momenta on Fig. 26. About the norm, let us say that its value at the beginning of the flow is about 30, and at $s = 140$, it is about 1400, so that it is around 50 times bigger. This means the couplings have grown a lot. For example for the Umklapps, $U \simeq 19$ which is very big, so that the RG is not valid anymore. However, if we believe the RG is qualitatively valid, the flow of the Fermi momenta seems to show the existence of a confined phase (the effective $t_\perp$ is zero). As the system goes to strong coupling, and remains purely 1D, it would thus be natural to directly start from a system of decoupled (no hopping) Luttinger liquids or 1D Mott insulators. We shall simply direct the reader to some papers on this line of approach, [41,50,51].

2. Half-filled system in weak coupling

A weak coupling initial condition is one for which the Fermi surface does not get completely flat during the RG flow (i.e. a non-zero value of $\Lambda^s$ exists), and for which all couplings that are irrelevant (i.e. that do not exist at zero energy) do go to zero (after dividing by the norm) during the flow. As a consequence, the cross-over scale $\Lambda^s$ between the Luttinger and the Fermi liquid behavior is much larger than the typical scale for the onset of long range order. The system is therefore in a deconfined regime, in the sense that it allows for coherent transverse motion of electron-like excitations. An exam-
ple of this is obtained while using initial Hubbard couplings $G^c = 0.03 = -G^s$ and $U = 0.06$, and as usual $t_\perp/t_\parallel = 0.1$. It is not worth representing the deformation of the Fermi surface in this case, for it is very small (for $N = 8$, the effective $t_\perp/t_\parallel$ is about 0.0995, so that the correction is of the order of half a percent). Let us however represent the flow of the couplings, on Fig. 27 in the $N = 8$ case, and the flow of the quasiparticle weight (and of the norm of the couplings) on Fig. 28. As in the incommensurate case, the time derivative of the quasiparticle weights becomes smaller (in absolute value) in an intermediate regime, and this effect is more and more visible as $N$ gets bigger. This decrease can be understood from the flow of the norm, which shows a tendency towards a plateau behavior at intermediate scales, so that the arguments previously given in Sec. IV B still apply. For the comparison with Fig. 27 let us simply say that for $0 \leq t \leq 6$ the link between $s$ and $t$ is approximately linear, and for $t = 6$, one has $s = 14$.

Before studying the fixed direction, let us make a remark about the scale $\Lambda^*$. Because of the presence of the Umklapps, not only the scales defined by all the $\Delta k_{F,a}(I,J)$ play a role, but also the scales $\Delta k_{F,a}(I,J)$. However, as the filling is one-half, the average Fermi momentum is $\pi/2$, and one can check that in this case, the biggest $\Delta k_{F,a}(I,J)$ is, as is the biggest $\Delta k_{F,a}(I,J)$, equal to twice the difference between the biggest and the smallest Fermi momenta. $\Lambda^*$ will then be defined exactly as we did when the Umklapps were zero.

The couplings on the fixed direction have very well defined values, with many being equal to zero. For the charge and spin couplings, the only non-zero couplings are the same as previously discussed in Sec. IV B, namely of the type $A$, $C$ and $D$. The condition $A^{c(0)} = C^{c(0)} + D^{c(0)}$ still seems valid, and one can furthermore check that $C^{c} = 0$, so that $A^{c} = D^{c}$. For the study of the Umklapps, it is also interesting to introduce $V$ couplings, which are the equivalent of the $F$ couplings: $V_{\delta}(I,J) = U_{I-J-\delta}(I,J)$. An analysis of the non-zero Umklapps reveals that there are only three types of such couplings: $U = U_{N/2}(I,J \neq I)$, $V = V_{N/2}(I,J \neq I)$ and $W = U_{N/2}(I,I)$. Furthermore, these Umklapps also seem not to be independent, but linked by the $W = U + V$ relation. We let the reader check that the fixed direction is found by solving the following set of coupled equations (which is just a generalization of Eq. (62)):

\[
\begin{align*}
N A^c &= (N-1)(\Delta^c + 3D^c + U^2 + V^2 - UV) \\
N A^s &= 4(A^s + 2(N-1)[D^s + D^cD^c + \frac{1}{2}(U^2 - UV)]) \\
N C^s &= -(\Delta^c + 3D^c + UV - U^2 - V^2) \\
N C^c &= 4C^c + 2[\Delta^c + D^cD^c + \frac{1}{2}(V^2 - UV)] \\
N D^c &= (N-2)(\Delta^c + 3D^c + U^2 + V^2 - UV) + 2(A^c - C^c)D^c + 6(A^c - C^c)D^s + W(U + V) \\
N D^s &= 2(N-2)(D^s + D^cD^c + \frac{1}{2}(U^2 - UV)) + 2(A^c - C^c)D^c + 2(A^c - C^c)D^s + 4(A^c + C^c)D^s + W(U - V) \\
N U &= 2(N-2)D^cD^sU - 2D^cU + 2(D^c + D^s)W + 2(A^c + 3A^s)U - 4A^cV + 2(C^c - C^s)U \\
N V &= 2(N-2)(D^c - D^s)V + 2(D^c - D^s)W + 2(A^c - A^s)V - 4C^cU + 2(C^c - 3C^s)V \\
N W &= 2(N-1)(D^c(\bar{U} + V) + 3D^s(\bar{U} - V)) + 4\bar{A}^c W
\end{align*}
\]

We let the reader check that even the order 0 reproduces quite accurately the values of the couplings of Fig. 27 (of course, up to an overall normalization factor). Here again, the effective Hamiltonian contains forward interactions that are $1/N$ corrections, and interactions for which the transferred momentum is the nesting vector. The $D$ couplings satisfy the relation $D^c + 3D^s = 0$ (in the infinite $N$ limit), so that the part of the effective low-energy Hamiltonian containing the $D$ couplings is the same (apart from a numerical factor) as the one we previously obtained (see Sec. IV B). It is non-zero only in the triplet channel (we again consider the particle-hole parametrization of the couplings). Let us see what form the effective Umklapp Hamiltonian takes in this singlet and triplet parametrization. From Eq. (66), we see that we have a relation between $U$ and $V$ which reads $V = 2U$ (this is valid up to $O(1/N^2)$ terms). The corresponding interaction involving chains $I$ and $J$ on one side of the
with \( C \) by computing the effective action of the gapless modes, \( t \) the norms equal at time \( t = 0 \). The squares thus represent the norm \( N \) for \( N = 8 \), the circles represent \( N/C \) (\( N = 16 \)) with \( C = (16/8)^3/2 = 2\sqrt{2} \) and the triangles represent \( N/C \) (\( N = 32 \)) with \( C = (32/8)^3/2 = 8 \).

The low-energy physics can again be described by the general current (using Pauli’s principle):

\[
\frac{U}{2NL} \sum_{I,J} \sum_{\tau,\tau'} \sum_{\rho,\rho'} (I_{\tau,\tau'} I_{\rho,\rho'} - 2 I_{\tau,\tau'} I_{\rho,\tau'}) \\
\times \left( c_{R,I+N/2,\rho} c_{R,J-N/2,\rho} c_{L,I,\rho} c_{L,J,\rho'} + \text{h. c.} \right). \tag{67}
\]

As \( I_{\tau,\tau'} I_{\rho,\rho'} - 2 I_{\tau,\tau'} I_{\rho,\tau'} = -\sigma_{\tau,\tau'} \cdot \sigma_{\rho,\rho'} \), it is easy to rewrite the Umklapp interaction in the triplet channel only. If we define the generalized current

\[
J_{RL}(x) = \sum_{I} \psi_{R,I+N/2,\tau}(x) \sigma_{\tau,\tau'} \psi_{L,I,\tau'}(x) = J_{LR}(x), \tag{68}
\]

the total effective Hamiltonian takes the simple following form (\( g > 0 \)):

\[
H_{\text{int}}^{\text{eff}} = -\frac{g}{N} \int_0^L dx : [J_{RL}(x) + J_{LR}(x)]^2 : . \tag{69}
\]

The low-energy physics can again be described by the fluctuations of the massless modes associated to the order parameter (which is \( \xi(x) = \langle J_{RL}(x) \rangle \)). The difference with the non half-filled case studied in Sec. IV.B is that the spin-density wave will be pinned to the lattice by the Umklapps. That this is indeed what happens can be seen by computing the effective action of the gapless modes, and one finds (we drop less relevant terms):

\[
S_{\text{eff}}(n) = \frac{N}{4\pi} \int dx dt \partial_x n \partial_t n . \tag{70}
\]

with \( \xi(x) = \rho m(x) \), \( \rho \) being a positive number found by solving mean-field equations, and \( n(x) \) is a real unit vector, giving the direction of the staggered magnetization. This time, there is no gapless mode associated to the “phason” field (see the discussion around Eqs. (70) and (71) of our previous paper). This is physical, for a shift \( \theta(x) \to \theta_0(x) + \Phi \) in the “phason” field corresponds roughly to a uniform translation of the spin-density wave condensate. As the physics of Eq. (70) has already been discussed in our previous paper, we do not consider it further.

Let us now study more precisely the fate of the irrelevant couplings. We defined the initial coupling as a weak coupling if the normalized irrelevant couplings go to zero during the flow. In fact it is interesting to check that the final fixed direction that is reached is the same whether we run the complete flow, or we run the flow in which the irrelevant couplings are initially set to zero. We have done this in a system of \( N = 16 \) chains, with \( t_\perp/t_\parallel = 0.1 \) and an initial Hubbard coupling \( U = 0.02 \). The evolution of the irrelevant couplings is shown on Fig. 29. In fact we have not represented all the couplings, because there are too many of them. We have decided to show only the smallest and largest charge, spin and Umklapp couplings. In order to make sure that the final fixed direction is the same as the one we would have obtained when initially setting irrelevant couplings to zero, we show the different values of the couplings on this fixed direction, in both cases, on Fig. 30.

A natural question that arises from this discussion is how small should the couplings be for being weak couplings according to the definition given above? This question has already been answered by Lin, Balents and Fisher. They have done so on a theoretical ground (and for a situation that is not the half-filled system, but this should not change anything), and found that the weak coupling condition reads \( U \ln(N) \ll 1 \) (for large \( N \)). Thanks to our ability to take the irrelevant couplings into account, we have tried to check this numerically. To do so, we have determined the critical coupling \( U_c \) for which the irrelevant couplings do not flow to zero anymore, for \( N = 8, 12, 16, 24 \) and 32, and represented the...
values $U_c \ln(N)$ as functions of $N$. The result is shown on Fig. 31. Because of the small values of $N$ we have used, we do not observe an horizontal line as could have been inferred from the $U \ln(N) \ll 1$ criterion. But this criterion is in fact a sufficient condition (maybe not a necessary one) to observe a weak coupling behavior, since it implies that the effective Hamiltonian hardly changes during the high-energy part of the RG flow, for scales above $\Lambda^*$. 

3. Half-filled system in intermediate coupling

When the couplings are neither strong nor weak, that is intermediate, we suspect the system will behave more and more like a 1D system, as the initial Hubbard coupling $U$ grows. Before we check that this is the case, let us clarify this notion of intermediate coupling. We have just seen at the end of the previous section that the intermediate coupling should typically be characterized by $U \simeq U_c$ (remember Fig. 31). In the case $N = 16$ and $t_\perp/t_\parallel = 0.1$ on which we shall focus, this means $U \simeq 0.15$. We should also have $U < 0.206$, value above which the system is in the confined phase. If we expect the system’s behavior to change and become nearly one-dimensional for these typical values of $U$, this should mean that the effective hopping is of the same order of magnitude as the critical temperature. This will be discussed in Sec. IV C 3 when we study the phase diagram of the system. Let us simply say here that for the minimum (respectively maximum) value of the coupling $U$ we will consider, namely $U = 0.12$ (respectively $U = 0.202$), the effective hopping $t_\perp^{\text{eff}}$ is about 8 times (respectively 0.9 times) the critical temperature. These values confirm the previous expectation.
We have numerically studied the evolution of some special couplings, as $U$ becomes bigger. It is not possible to consider the couplings on the final fixed direction. Indeed, the norm is huge even before it is reached. We had neglected this problem in the strong and weak coupling regimes. In the first case, we anyway knew that the RG is not valid anymore and should be replaced by a non-perturbative analysis. In the second case, we can make the norm as small as we want when reducing the initial coupling, because in this case, the RG flow is scale invariant (the RHS of the RG equations quickly become $\nu$ independent, as $\nu$ rapidly goes to very small values). In this last case we refer the reader to our previous paper\textsuperscript{22} for more details about the implications of this scale invariance.

We thus have chosen to stop the RG flows at the time when the biggest of all couplings (the true couplings, not the normalized ones) reaches the value 1. In this regime, the RG should be valid (of course, the two-loops contributions are not negligible when the couplings approach 1). This gives us the results shown on Figs. 32 to 34, which were obtained for $N = 16$ and initial couplings $U = 0.12, 0.17, 0.19$ and $0.202$.

For the charge and spin couplings, we have represented forward scattering couplings $G_0^{(s)} (1, J)$. In the weak coupling regime, we would have obtained $G_0^{(s)} (1, J) \sim \delta_{J, I + N/2}$ (remember the fixed direction we found in Sec. IV C 2). Here we also obtain peaks around $J = I + N/2$ values, but these peaks progressively disappear when $U$ grows, as is expected because the system looks more and more one-dimensional. We have chosen to represent $U_\delta (I, J)$ couplings, in the case of the Umklapps. The reason for this choice is that the biggest of all Umklapps is (numerically) found in this subset of couplings. Again, the weak coupling would give a peak $U_\delta (I, J) \sim \delta_{I, N/2}$, which is smeared in the case of intermediate couplings, and disappears in the strong coupling limit.

As a conclusion of this investigation, we shall summarize the numerical results we obtained on a single figure, which is the phase diagram of the system. It is depicted in Fig. 35.

The solid curves represent $t^\text{eff}_{\perp} / t_{\parallel}$ as a function of $t_{\perp} / t_{\parallel}$, for $U = 0.05, 0.06$ (indicated by the arrows), $0.08, 0.1, 0.15$ and $0.2$ (notice that both $x$ and $y$ scales are expressed in base 10 logarithms). For a given $U$, $t^\text{eff}_{\perp}$ is zero in the confined phase, for $t_{\perp}$ smaller than a critical value $t^\text{c}_{\perp}$ (this explains the vertical lines), and it takes non-zero values as soon as $t_{\perp} > t^\text{c}_{\perp}$. When $t_{\perp}$ is much larger than $t^\text{c}_{\perp}$, $t^\text{eff}_{\perp} \simeq t_{\perp}$, so that all solid curves asymptotically go to the first bisector. The dashed curves give the value of the scale at which the couplings diverge, which is the critical temperature $T^*_c$. They are horizontal when $t_{\perp} < t^\text{c}_{\perp}$, since in our approach the RG flows are purely one-dimensional in this regime. The upper (respectively lower) dotted curve is a straight line of slope 1 (numerically found to be 1.004), going through the points of coordinates $(t^\text{c}_{\parallel} (U), T^*_c (U, t^\text{c}_{\perp} (U)))$ (respectively $(t^\text{c}_{\parallel} (U), t^\text{eff}_{\perp} (t^\text{c}_{\perp} (U)))$, as the one represented by a diamond (respectively circle) in the inserted figure. This inserted figure is a zoom of the interesting region where both scales meet, for $U = 0.05$. We have indicated the different phases (Luttinger Liquid, Fermi Liquid, Mott Insulator and Spin-Density Wave).

Let us now study the physical implications of the value 1 taken by the slopes of the two dotted lines. The upper one tells us that the critical value of $t_{\perp}$ is proportional to the value of the charge gap $\Delta$ of the Mott insulating phase, and we numerically find $t^\text{c}_{\perp} \simeq 1.14 \Delta$. The lower curve gives the following relation between the value of the effective hopping for $t_{\perp} = t^\text{c}_{\perp}^{-}$, that we will denote by $t^\text{eff}_{\perp}^{-}$, and the critical value of the bare hopping: $t^\text{eff}_{\perp}^{-} \simeq 0.68 t^\text{c}_{\perp}$. Let us remark that this also implies: $t^\text{eff}_{\perp}^{+} \simeq 0.78 \Delta$. These relations show that the confinement-deconfinement transition takes place when

![FIG. 35: Phase diagram of the system, computed for $N = 8$ chains. See text for a detailed description of this diagram.](image)
the bare and the effective hopping become of the order of the charge gap. These results have natural interpretations. Imagine the system is in the Mott insulating phase, with zero effective hopping. It is clear that we can only compare the bare hopping to the charge gap. If on the contrary the system is in the deconfined regime, the low-energy physics is dominated by two scales: the critical temperature and the effective hopping. When decreasing the bare hopping, we expect a phase transition to occur when these two low-energy scales become of the same order of magnitude. These results are in quantitative agreement with those obtained by Tsuchiziu et al. for a two-chain model, see for instance the insert in their Fig. 1. For values of $t_\perp$ which are not too small, they indeed find a proportionality between $\Delta$ and $t_\perp$ with a slope compatible with our results. For smaller values of $t_\perp$, they obtain a sizeable deviation away from a linear behavior. But this difference with our conclusions comes from their choice of a fixed value for the intra-chain forward scattering, while they let the Umklapp scattering go to zero. In this regime, they observed a significant renormalization of the hopping amplitude, so that the transition is finally given by the balance between the charge gap and the renormalized hopping.

5. Nearly half-filled system

Up to now, we have not encountered any real difficulty when choosing the $\Lambda^*$ scale. Of course, the choice was purely pragmatic, as we simply chose the biggest of the scales $K$ appearing in the RHS of the RG flows. There was no problem in the half-filled case, because the biggest scale was the same for all the nine sorts of $K$ (remember the definitions in Eqs. [E4] to [E12]). Let us consider the non half-filled case, for which the mean Fermi momentum is $\bar{K} = \pi / 2 + \delta k$. The filling does not change the biggest $K_{pp}$ and $K_{ph}$, which is still the difference between the biggest and the smallest Fermi momenta, $\Delta K_{\text{max}} = K_{\text{max}} - K_{\text{min}}$. We let the reader check that the biggest $K_{U|U}$ is now $2|\delta k| + \Delta K_{\text{max}}$ and the biggest $K_{G|U,i}$ is $|\delta k| + \Delta K_{\text{max}}$. Those last two scales are obviously always bigger than the first one.

What are the consequences of the existence of these three scales? At the formal level there is no real consequence. Indeed, even in the half-filled case, there were a lot of different scales, given by all the possible $K$’s, so that introducing more scales does not make much change. But, practically, we have used the pragmatic point of view that we should stop the cut-off scaling flow when the biggest scale is reached. This relied on the hypothesis that the flow of the Fermi surface nearly stops at that scale. It is clear that if the filling is not too far from one-half, the three scales are not qualitatively different, so that we can afford stopping the flow when the biggest scale is reached.

When the filling is quite far from one-half, things become more involved. Of course, we could simply forget about the Umklapps and perform the analysis of Sec. [IVB] devoted to the non half-filled system. But we expect that in an intermediate to strong coupling regime, the Umklapps could play a non-negligible role in the high-energy part of the flow, where there are not yet irrelevant.

We would thus like to be able to take them into account. Intuitively, we expect that the Fermi surface deformation is caused by both $U$ and $G$ couplings for a cut-off $\Lambda > \Delta K_{\text{max}}^{U} + (2)|\delta k|$ and by the $G$ couplings only for $\Delta K_{\text{max}}^{G} < \Lambda < \Delta K_{\text{max}}^{U} + (2)|\delta k|$. It is however not possible to implement this idea in a simple manner. Indeed, once the scale $\Delta K_{\text{max}}^{G} + (2)|\delta k|$ is reached, we could drop the Umklapp contribution to the flow of the Fermi surface, but the flow of the Umklapp couplings will not stop and will depend on the shape of the fixed dressed Fermi surface. This flow of the Umklapps will affect the flow of the $G$ couplings and as these latter still deform the Fermi surface, we see that the flow of the Umklapps indirectly affects the flow of the Fermi surface. As the shape of the dressed Fermi surface comes into play before the flow of the running Fermi surface stops, there is here no simple way to circumvent the inversion problem we have discussed in the introduction.

As a consequence, in what follows, we will restrict ourselves to situations where our pragmatic scheme works, i.e. to the nearly half-filled system. We have considered a filling slightly less than 1/2, setting the chemical potential to -0.01. For this value, the difference between the initial values of $\Delta K_{\text{max}}^{U}$ and $\Delta K_{\text{max}}^{G} + (2)|\delta k|$ is about 10%, which is reasonable. As in the half-filled case, we have observed different regimes, when changing the strength of the initial coupling namely weak, intermediate and strong coupling regimes.

In the strong coupling regime, as before, the system behaves as a purely 1D system, and the Fermi surface gets completely flat. The intermediate coupling regime is the same as the one observed in the half-filled case, where the Umklapps are not suppressed, because the scale at which the phase transition takes place is bigger than the scale that measures the distance from half-filling, namely $(2)|\delta k|$. In the weak coupling regime, the Umklapps are irrelevant, and all vanish (for the normalized couplings) at low energies. The final fixed direction is simply the one we previously found in Sec. [IVB] where we had set the Umklapps to zero at the beginning of the flow. The flows of the couplings are represented on Fig. [BD] and were obtained for $N = 8$ and initial coupling $U = 0.1$. We also have represented the evolution of the norm of the couplings, because its behavior changes drastically at the precise time the Umklapps become irrelevant ($s \simeq 24$). The plateau observed in the norm’s evolution just after this time reveals the existence of an intermediate Fermi liquid phase.

These flows show how our RG, taking account of the different scales of the system, is able to get rid of the irrelevant couplings, such as the Umklapps, and leads to the correct final fixed direction. This is not of a purely academic interest. Indeed, if one takes the same value of
FIG. 36: Flow of the three types of couplings, for \( N = 8 \) chains, \( t_{\perp}/t_\parallel = 0.1, \mu = -0.01 \), and the initial condition \( G^c = 0.05 = -G^s \) and \( U = 0.1 \). We also have represented the flow of the norm, for \( 0 \leq s \leq 60 \).

the initial couplings (\( G^c = 0.05 = -G^s \)), but set \( U \) to zero from the beginning (with a flow very much like the one in Fig. 17), the scale at which the phase transition occurs is found to be \( 4 \cdot 10^{12} \) times smaller as the one found when the Umklappes are incorporated and vanish along the flow. This can in part be explained because neglecting the Umklapps from the beginning of the flow is a very crude approximation. We could also take the Umklapps into account in the 1D part of the flow, and then take them to zero. However, a look at Fig. 36 shows that the Umklapps do not vanish very fast, and their influence has thus no reason to be small. Indeed, we performed this comparison, and found that this prediction is correct. In fact both methods neglecting the Umklapps at one time or another, give approximately the same critical temperature, because the Hubbard coupling \( U \) is small so that the couplings do not change much in the 1D region (we found \( G^c = 0.074 \) and \( G^s = -0.038 \) in the end of the 1D flow).

V. CONCLUSION

We have attempted to develop a simple physical picture to understand the forces which drive the deformations of the Fermi surface of an interacting electron system. Using considerations from second-order time-independent perturbation theory, we showed that the shape of the dressed Fermi surface controls the quantum zero-point motion correction to the ground-state energy. We demonstrated that a given coupling tends to deform the Fermi surface so as to have all its four momenta precisely on the Fermi surface, because this allows for smaller energy denominators (in the second order contribution) and thus decreases the total energy. As a consequence, we find that the Fermi surface is deformed by irrelevant couplings, which are characterized by the impossibility of choosing all four momenta on the Fermi surface. Because of this, the Fermi surface deformation induced by these couplings can only occur in the high-energy regime where the kinematical constraints associated to the Fermi surface do not play much role. Once the energy is low enough and the warping of the Fermi surface is felt, these irrelevant couplings do not flow any more and no longer contribute to the Fermi surface deformation.

For the quasi 1D materials at half-filling, the Umklapp couplings belong to this category. As they undergo a strong renormalization in the high-energy regime, they have a much more drastic effect than the charge or spin couplings in the doped system. Our numerical simulation provide a description of the cross-over from the confined regime to the Fermi liquid, which is in overall good agreement with previous works.\(^{2,10,21,45-52}\) We have presented a detailed analysis of the evolution of the quasiparticle weights as a function of the typical energy scale. This confirms the existence of a Fermi liquid regime at intermediate energies, for the deconfined systems. It would be very interesting to compute the longitudinal and transverse optical conductivities, which could be done by adapting some existing method\(^{53}\) to quasi 1D systems. Another problem is to investigate the nature of spin correlations in the confined regime. This can not be achieved within the present formalism since the couplings diverge at a scale associated to the charge gap which is much larger than the Néel temperature in the limit of small transverse hopping. This problem has been addressed by Kishine and Yonemitsu\(^{21}\) who used RG equations to two-loop order for the couplings. But it is not clear that the two-loop corrections provide a reliable description since the couplings do not remain small.

This limitation of our method is certainly connected to the fact that we are using a physical picture in which the fermion fields remain the elementary objects. This is valid at sufficiently high energies and thus generally adapted to the study of the Fermi surface deformations. However in the confined regime, elementary excitations are likely to be very different from the Fermi liquid-like quasiparticles, but rather some soliton-like objects. In this case, it seems a deeper understanding of the corresponding phases should be obtained by expanding around the exact solution for a system of uncoupled chains.\(^{21,50,51}\) Nevertheless this raises the important issue of the validity of an adiabatic principle for generating the ground-state at finite transverse hopping from the ground-state of uncoupled chains. At half-filling this
adiabatical principle certainly holds in the confined phase where the charge gap is finite. But its validity beyond the critical value of the transverse hopping is questionable. This may explain the qualitative discrepancy between the perturbation approach of Essler and Tsvelik, which leads to a disconnected Fermi surface with electron and hole pockets, and the dynamical mean-field theory of Biermann et al, who have obtained a conventional Fermi surface (see Fig. 5 of the latter work). Away from half-filling, this notion of adiabatic continuity is even less obvious to prove since the energy gap vanishes for uncoupled Luttinger liquids. However we believe the use of a skeleton expansion by Arrigoni likely provides a way to circumvent this potential difficulty.
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APPENDIX A: EQUIVALENCE BETWEEN MINIMIZING THE TOTAL ENERGY AND STABILITY CRITERIA FOR THE DRESSED SINGLE PARTICLE PROPAGATOR

1. Two-chain system at first order

We wish to check that the self-energy computed by using a free excited state, with a trial Fermi sea which should be determined only at the end of the calculation, gives the correct results of Sec. II B 2. The sole difference with the calculation of Appendix B 1 below is that we shall consider here the following free propagators:

\[ G_{R,i}^{(0)}(k, \omega) = \frac{1}{\omega - \left[ \mu^{(0)} + v_F^{(0)}(k - k_{F,i}^{(0)}) \right] + i\eta \text{sgn}(k - k_{F,i})}, \]  
\[ G_{L,i}^{(0)}(k, \omega) = \frac{1}{\omega - \left[ \mu^{(0)} - v_F^{(0)}(k + k_{F,i}^{(0)}) \right] - i\eta \text{sgn}(k + k_{F,i})}. \]  

(A1) \hspace{1cm} (A2)

These formulas differ with (B1) and (B2) below only in the imaginary parts. We let the reader check (some more details about one-loop self-energy calculations can be found in Appendix B 3) devoted to the standard perturbation theory) that the self-energies read:

\[ \Sigma_{R,0}^{(1)}(k, \omega) = A \frac{\Lambda_0 + (k_{F,0} - k_{F,0}^{(0)})}{2\pi} + C \frac{\Lambda_0 - (k_{F,0} - k_{F,0}^{(0)})}{2\pi}, \] 
\[ \Sigma_{R,\pi}^{(1)}(k, \omega) = B \frac{\Lambda_0 - (k_{F,0} - k_{F,0}^{(0)})}{2\pi} + C \frac{\Lambda_0 + (k_{F,0} - k_{F,0}^{(0)})}{2\pi}. \]  

(A3) \hspace{1cm} (A4)

It is sufficient to compare these results with (12) and (13) to understand that we will \textit{exactly} find (14) and (17). The energy minimization method or this self-consistent computation of the self-energy carried formally to first order in interaction do generate the same higher order terms. These appear since corresponding contributions are sensitive to the shape of the trial Fermi surface. As shown in Appendix B 3 this feedback effect is missing in the standard perturbative approach.

2. Formal proof for a finite size system

Let us choose a trial Fermi surface, with the corresponding occupation numbers \( n(k) \in \{0,1\} \) and \( \Phi(k) = 1 - 2n(k) \). This generates a free particle state (Slater determinant) which may be used as a starting point for perturbative expansions of the total energy \( E(n) \) and the single particle propagator \( G_\Phi(k, \omega) \). Suppose we add one particle to the system, so that the total momentum is increased by \( k_0 \). This is achieved by using \( n'(k) = n(k) + \delta_{k,k_0} \) instead of \( n(k) \), assuming that \( n(k_0) = 0 \). This induces a change in the total energy of the system \( \Delta E = E(n') - E(n) \). For a finite size system, it is easy to connect this energy shift to the single particle propagator \( G_\Phi(k_0, \omega) \). Indeed, we have the well-known spectral decomposition:

\[ G_\Phi(k_0, \omega) = \sum_\alpha \frac{\left| \langle \Phi(k_0, \omega) | M, k, \alpha \rangle \right|^2}{\omega - E(M, k, \alpha) + E(N) + i\eta} + \sum_\beta \frac{\left| \langle \Phi(k_0, \omega) | M, k, \alpha \rangle \right|^2}{\omega + E(N - 1, -k_0, \beta) - E(N) - i\eta}. \]  

(A5)

Here, \( |N\rangle \) is the eigenstate with \( N \) particles obtained perturbatively from the free-particle state with distribution \( n(k) \), and the kets \( |M, k, \alpha\rangle \) denote eigenstates with \( M \) particles and a total momentum \( k \) with respect to the total momentum of state \( |N\rangle \). The total energy of these states is of course \( E(M, k, \alpha) \). So the energy shift \( \Delta E \) is one of the poles of \( G_\Phi(k_0, \omega) \) seen as a function of \( \omega \). Denoting the typical interaction strength by \( V \), it is sensible to assume that for a finite-size system, energy differences like \( E(N + 1, k_0, \alpha) - E(N) \) (and \( \Delta E \) in particular) can be expanded as power series in \( V \). In the non-interacting
case, $\Delta E = \varepsilon_0(k_0)$, and $G_\Phi^{(0)}(k_0, \omega)^{-1} = \omega - \varepsilon_0(k_0) + i\eta$. Therefore, $\Delta E$ is the pole of $G_\Phi(k_0, \omega)$ (as a function of $\omega$) which goes smoothly towards $\varepsilon_0(k_0)$ as $V$ goes to zero. Writing $G_\Phi(k_0, \omega)^{-1} = \omega - \varepsilon_0(k_0) - \Sigma_\Phi(k_0, \omega)$, and given the fact that $\Sigma_\Phi(k_0, \omega)$ has a well-defined power series expansion in $V$ which vanishes as $V$ goes to zero, we may conclude that $\Delta E$ may be obtained as a formal power series in $V$ from the solution of the following equation for $\omega$:

$$\omega - \varepsilon_0(k_0) - \mathbb{R}\Sigma_\Phi(k_0, \omega) = 0.$$  \hfill{(A6)}

Indeed, let us denote by $\omega(k_0)$ the solution of this equation which goes to $\varepsilon_0(k_0)$ as $V$ goes to zero. Then, we have:

$$\Delta E = \omega(k_0).$$  \hfill{(A7)}

Now, if the trial state $\{N\}$ obtained from $n(k)$ minimizes the total energy $E(\{n\})$, it means that removing a particle at $k_1$ on the Fermi surface associated to the distribution $n(k)$ and adding another particle at $k_2$ also on the Fermi surface does not change the total energy (up to corrections which are negligible for very large systems). This yields $\omega(k_1) = \omega(k_2)$, implying that quasiparticle energies are constant (equal the the dressed chemical potential $\mu$) on the Fermi surface associated to $n(k)$. This is exactly condition i) (see Eq. (4)) for the dressed propagator discussed in Sec. II A. Assuming condition i) holds, condition ii) on the imaginary part follows from standard phase-space arguments and analyticity considerations developed already long ago by Luttinger and Langer. The main idea is to use an expression for the self-energy in terms of skeleton graphs. Condition i) suggests that the full one-particle spectral function (which determines completely the internal lines of these graphs) is qualitatively similar to the one of a Fermi liquid with the Fermi surface obtained from $n(k)$.  

3. Extension to an infinite system

Applying the previous argument to infinite systems requires some care. In fact, we have to prove that the coefficients of perturbative series in powers of $V$ for $\Delta E$ or $\omega(k_0)$ have a well-defined infinite volume limit. Our experience with other systems including models for an unstable state coupled to a continuum suggests that such a limit does not exist in general. However, perturbation theory in powers of the interaction strength for fermion systems with local two-body interactions is likely to be a favorable case for which this limit may be safely taken. For instance, the perturbative expansion of the ground-state energy involves connected Feynman graphs with no external lines, which contributions are easily shown to be proportional to the volume. Similarly, standard techniques based on the Luttinger-Ward energy functional (see for instance the text by Nozières, pages 222 to 229) show that:

$$\Delta E = E(\{n^\prime\}) - E(\{n\})$$

$$= \varepsilon_0(k_0) + \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \log \left[ \frac{\omega - \varepsilon_0(k_0) - \Sigma_\Phi(k_0, \omega) + i\eta}{\omega - \varepsilon_0(k_0) - \Sigma_\Phi(k_0, \omega) - i\eta} \right].$$  \hfill{(A8)}

up to terms which vanish in the thermodynamical limit. If $k_0$ is close enough to the dressed Fermi surface so that the inverse life time of the corresponding “quasiparticle” is small compared to $\eta$, it is easy to show that $\Delta E = \omega(k_0)$. This shows that the series expansion of $\omega(k_0)$ has a well-defined infinite volume limit. This fact is a priori non trivial since any perturbative algorithm for $\omega(k_0)$ involves partial derivatives at any order for $\Sigma_\Phi(k_0, \omega)$ with respect to $\omega$, taken at $\omega = \varepsilon_0(k_0)$. Although $\Sigma_\Phi(k_0, \omega)$ has a good thermodynamical limit, some difficulties arise while considering derivatives with respect to $\omega$. Indeed, their expressions for finite size systems involve sums of rational functions of $\omega$ with multiple poles, and these are not easily converted into converging integrals in the infinite volume limit. But the above connection between $\Delta E$ (which has a thermodynamical limit) and $\omega(k_0)$ shows that all the wild terms which are expected to appear in a perturbative expression of $\omega(k_0)$, eventually cancel.

APPENDIX B: DIFFICULTIES WITH THE REAL PART OF $\Sigma$ IN THE TRADITIONAL PERTURBATION SCHEME

1. Two-chain system at first order

Let us begin by the calculation of the self-energy in the usual case where one starts from the free ground-state. The free propagators are simply given by:

$$G_{R,I}^{(0)}(k, \omega) = \frac{1}{\omega - \left[ \mu^{(0)} + v_F^{(0)}(k - k_{F,I}^{(0)}) \right] + i\eta \text{sgn}(k - k_{F,I}^{(0)})},$$  \hfill{(B1)}

$$G_{L,I}^{(0)}(k, \omega) = \frac{1}{\omega - \left[ \mu^{(0)} - v_F^{(0)}(k + k_{F,I}^{(0)}) \right] - i\eta \text{sgn}(k + k_{F,I}^{(0)})}.$$  \hfill{(B2)}

We will restrict ourselves to the study of the right propagators, because the left ones can be analyzed in an analogous way. The first order correction to the right propagators is given by the tadpole graph represented on Fig. 16 where the solid (respectively dashed) lines represent right (respectively left) propagators, and where the black dot denotes one of the couplings. The self-energy for the $(R,0)$ fermions is given by two terms: either the interaction is $A$, in which case the left propagator in the loop is
The renormalized chemical potential \( \omega \) and the self-energy given by the interaction theory. This last result is to be compared with (14). To first order in the couplings, both results are equal. These are the results given by the standard perturbation theory. This last condition is nothing but the Luttinger theorem. We thus have to solve for the chemical potential \( \mu \) and Fermi momenta \( k_{F,0}(\pi) \) can now be deduced from the condition that the inverse propagators vanishes for \( \omega = \mu \) and \( k = k_{F,0} \) or \( k = k_{F,\pi} \), and from the conservation of the number of particles. This last condition is nothing but the Widom relation (2.5.3). We let the reader check that the chemical potential is found by summing the first two quantities:

\[
\mu^{(1)} - \mu^{(0)} = (A + B + 2C) \Lambda_0 \frac{\Lambda_0}{4\pi},
\]

\[
k_{F,0}^{(1)} - k_{F,0}^{(0)} = (B - A) \Lambda_0 \frac{\Lambda_0}{4\pi v_F^{(0)}},
\]

These are the results given by the standard perturbation theory. This last result is to be compared with (13). To first order in the couplings, both results are equal. But (13) contains next order contributions that are not present in (12). This happens although both computations assume the same physics, namely the validity of the Hartree approximation. As has been shown in Appendix A, consistency between both viewpoints is recovered only if the electron self-energy is computed with free propagators corresponding to the dressed Fermi surface. A similar conclusion also holds for the chemical potential shift, as a comparison between Eqs. (12) and (13) readily shows.

2. Formal calculation to second order

Let us consider a system of interacting spinless Fermions in \( d = 3 \) dimensions. In fact, the actual value of \( d \) does not have much influence in the following discussion, the main point is that \( d \geq 2 \) so the Fermi surface is in general a smooth manifold of codimension one in \( k \)-space. We take the following Hamiltonian:

\[
\hat{H} = \int \frac{d^3k}{(2\pi)^3} \varepsilon(k) c^\dagger(k) c(k)
\]

\[
+ \frac{V}{2} \int \frac{d^3k}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \int \frac{d^3q}{(2\pi)^3} \delta(k,k',q) c^\dagger(k + q) c^\dagger(k') c(k) c(k - q),
\]

We assume the Fermi surface for \( V = 0 \) is connected and that each half-line starting from the origin in \( k \)-space intersects it only once. For any unit vector \( \mathbf{u} \), we thus define a positive number \( k_{F,0}(\mathbf{u}) \) such that \( k_{F,0}(\mathbf{u}) \mathbf{u} \) belongs to the Fermi surface. The Fermi sea is then the set of \( k \) points such that \( k = k_{F,0}(\mathbf{u}) \mathbf{u} \) with \( \mathbf{u} \) unit vector and \( 0 \leq k \leq k_{F,0}(\mathbf{u}) \). The total particle number is assumed to be fixed, independently of the coupling strength \( V \). We now consider eigenstates obtained by adiabatic switching of the interaction \( V \) on free particle states with a deformed Fermi surface \( \mathbf{u} \rightarrow k_{F}(\mathbf{u}) \). Denoting \( k_{F}(\mathbf{u}) \) by \( \mathbf{k}_{F}(\mathbf{u}) \), the constraint on the total particle number reads:

\[
\int d^2u \left[ k_{F,0}^2(\mathbf{u}) \delta k_{F}(\mathbf{u}) + \frac{1}{3} \delta k_{F}^2(\mathbf{u}) \right] = 0,
\]

where \( d^2u \) is the usual area element on the unit sphere, for instance \( d^2u = \sin \theta d\theta d\phi \) in spherical coordinates. We now wish to choose \( \delta k_{F}(\mathbf{u}) \) in order to minimize the total energy of the corresponding eigenstate, while keeping a constant particle number. To second order in \( V \), this total energy is given by:

\[
E\{k_{F}\} = \int \frac{d^3k}{(2\pi)^3} n(k) \varepsilon(k)
\]

\[
+ \frac{V}{2} \int \frac{d^3k}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} n(k) n(k') g(k,k',0)
\]

\[
+ \frac{V^2}{4} \int \frac{d^3k}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \int \frac{d^3q}{(2\pi)^3} g(k,k',q)\frac{g(k,k',q)}{\varepsilon(k) + \varepsilon(k') - \varepsilon(k + q) - \varepsilon(k' - q)} + O(V^3).
\]
Here, $n(ku) = 1$ if $k$ is smaller than $k_F(u)$ and $n(ku) = 0$ otherwise. We have also defined $g(k, k', q) = f(k, k', q) - f(k, k', k - q)$. After some algebra, we find that $\delta k_F(u) = V \delta k_{F,1}(u) + V^2 \delta k_{F,2}(u) + O(V^3)$, and $\mu = \mu_0 + V \mu_1 + V^2 \mu_2 + O(V^3)$, where $\delta k_{F,1}(u)$, $\delta k_{F,2}(u)$, $\mu_1$ and $\mu_2$ are given by the following coupled linear equations:

$$v_F(u) \delta k_{F,1}(u) + \Sigma^{(1)}(k_{F,0}(u)) - \mu_1 = 0,$$

$$\int d^2u k_F^2(u) \delta k_{F,1}(u) = 0,$$

$$v_F(u) \delta k_{F,2}(u) + \Re \Sigma^{(2)}(k_{F,0}(u), \varepsilon(k_{F,0}(u))) + u \cdot \nabla_k \Sigma^{(1)}(k_{F,0}(u)) + \frac{1}{2} v_F(u) \delta k_{F,1}^2(u)$$

$$+ \Delta \Sigma^{(1)}(k_{F,0}(u)) - \mu_2 = 0,$$ and

$$\Re \Sigma^{(2)}(k, \omega) = \frac{1}{2} \int \frac{d^3k}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \int \frac{d^3q}{(2\pi)^3} \frac{g(k, k', q)^2}{\omega + \varepsilon(k') - \varepsilon(k + q) - \varepsilon(k' - q)}.$$ (B19)

The most interesting quantity in these formulae is $\Delta \Sigma^{(1)}(k)$. It is the change in the first-order (with respect to $V$) self-energy due to the fact that the Fermi surface has changed by an amount $\delta k_{F,1}$. More precisely, we have:

$$\Delta \Sigma^{(1)}(k) = \int d^2u' \frac{g(k, k_{F,0}(u'), 0) k_{F,0}^2(u') \delta k_{F,1}(u')}{(2\pi)^3}.$$ (B20)

It turns out this term is not recovered in the naive perturbation algorithm. This latter procedure is based on solving for $k_F(u)$ in the equations:

$$\varepsilon(k_F(u)) + \Re \Sigma(k_F(u), \mu) = \mu,$$ (B21)

where $\Sigma(k, \omega)$ is computed with the free propagators associated to the non-interacting Fermi surface. As before, $\mu$ is chosen to keep a constant total particle number. This second approach yields the same set of equations as before, except that the term $\Delta \Sigma^{(1)}(k_{F,0}(u))$ is missing in the first equation for $\delta k_{F,2}(u)$. This shows that the naive algorithm is not able to keep track of the first-order Fermi surface deformation while evaluating the Hartree-Fock corrections to second order. Intuitively, these effects are expected to be associated to the four second order graphs for $\Sigma$ shown on Fig. 37. However, these graphs are anomalous according to Kohn and Luttinger, and their contribution vanishes in the $T = 0$ perturbation theory scheme. We believe this illustrates the crucial problem with naive perturbation theory. As we go to higher orders in $V$, lower order graphs for $\Sigma$ are modified by the changes already induced on the occupation numbers of single particle states. One would expect to capture these changes thanks to self-energy insertions in the internal

$$\int d^2u \left[ k_{F,0}^2(u) \delta k_{F,2}(u) + k_{F,0} \delta k_{F,1}^2(u) \right] = 0.$$ (B17)

In these expressions, $v_F(u)$ and $v'_F(u)$ denote the first and second derivatives of the function $x \mapsto \varepsilon((k_{F,0}(u) + x)u)$, taken at $x = 0$. $\Sigma^{(1)}(k)$ and $\Sigma^{(2)}(k, \omega)$ are the self-energies computed to first and second order in $V$, using the standard algorithm:

$$\Sigma^{(1)}(k) = \int \frac{d^3k'}{(2\pi)^3} n^{(0)}(k') g(k, k', 0),$$ and (B18)

![FIG. 37: The four anomalous Kohn-Luttinger graphs contributing to the self-energy at two loops.](image)
lines of the lower-order graphs for $\Sigma$. But the example of anomalous graphs shows this does not work so well in general.

As discussed in section [III] the natural cure for this problem is to fix the dressed Fermi surface, thanks to counterterms which gradually modify the single particle dispersion of the original Hamiltonian, as $V$ is increased. In this approach, we choose the dressed Fermi surface $u \mapsto k_F(u)$ and the dressed dispersion relation $\varepsilon(k)$. We therefore compute the self-energy $\tilde{\Sigma}(k,\omega)$ with respect to this dressed Fermi surface. Denoting by $\mu = \varepsilon(k_F(u))$ the dressed chemical potential, the counterterms $\Sigma_{CT}(u)$ are defined by:

$$\tilde{\Sigma}(k_F(u),\mu) + \Sigma_{CT}(u) = 0. \quad (B22)$$

In this third approach, the “bare” Fermi surface $u \mapsto k_{F,0}(u)$ becomes a function of $V$ and $\{k_F\}$. It is obtained from:

$$\varepsilon(k_{F,0}(u)) + \Sigma_{CT}(u) = \mu_0, \quad (B23)$$

where, as always, $\mu_0$ is chosen in order to conserve the total particle number. We therefore have to solve:

$$\varepsilon(k_F(u)) - \varepsilon(k_{F,0}(u)) + \tilde{\Sigma}(k_F(u),\mu) = \mu - \mu_0. \quad (B24)$$

Since $\tilde{\Sigma}$ is computed with free propagators whose singularities lie on the dressed Fermi surface, it is easy to check that this yields the same expressions for $\delta k_{F,1}$ and $\delta k_{F,2}$ as the energy minimizing procedure, in complete agreement with the general conclusions of Appendix A.

**APPENDIX C: DIFFICULTIES WITH THE IMAGINARY PART OF $\Sigma$ IN THE TRADITIONAL PERTURBATION SCHEME**

Let us consider the traditional perturbation scheme around the unperturbed Fermi surface. With the same notation as before, this corresponds to the choice of free propagator: $G^{(0)}(k,\omega)^{-1} = \omega - \varepsilon_0(k) + i\pi \text{sgn}(\varepsilon_0(k) - \mu_0)$. In the discussion, we shall use the spectral densities $\rho_{p,h}(k,\omega)$ for excited states involving $p$ particles and $h$ holes, with a total momentum $k$ and a total energy $\omega$. We have:

$$\rho_{p,h}(k,\omega) = \frac{p}{i} \int \frac{dk_i}{(2\pi)^d} \theta(\varepsilon_0(k_i) - \mu_0) \int_{j=1}^h \frac{dk'_j}{(2\pi)^d} \theta(\mu_0 - \varepsilon_0(k'_j)) (C1)$$

\[ (2\pi)^d \delta(k - \sum_{i=1}^p k_i + \sum_{j=1}^h k'_j) \times (2\pi)^d \delta(\omega - \sum_{i=1}^p \varepsilon_0(k_i) + \sum_{j=1}^h \varepsilon_0(k'_j)). \]

Let us consider the simple second order diagram for $\Sigma(k,\omega)$ shown on Fig. [11] (the sunrise diagram). It is simple to check that the imaginary part of this diagram is proportional to $\rho_{2,1}(k,\omega) - \rho_{1,2}(-k,-\omega)$. As is well known since Landau, this quantity vanishes at the bare chemical potential $\mu_0$, and behaves as $(\omega - \mu_0)^2$ in magnitude for $\omega$ close to $\mu_0$. The effect of Fermi surface deformation on $\Sigma(k,\omega)$ arises via the replacement of bare propagators by sequences of these propagators separated by lower order self-energy insertions. The main point we wish to emphasize here is that there is no simple way to predict the influence of these insertions on the frequency dependence of $3\Sigma(k,\omega)$. For some graphs, and some patterns of insertions, the resulting $3\Sigma(k,\omega)$ will continue to vanish at $\omega = \mu_0$, whereas some other combinations will produce a finite contribution to $3\Sigma(k,\omega)$ at $\omega = \mu_0$. Therefore, the traditional scheme does not allow for a good control of the analytical structure of the self-energy.

Let us show this on a typical example. The simplest interesting situation is obtained for the sunrise graph, for self-energy insertions which are assumed not to depend on $k$ nor on $\omega$, since it is then easy to perform the frequency integrals. In the more general case of an arbitrary frequency dependence for the insertions, the natural procedure would be to Taylor-expand them in the vicinity of $\mu_0$. The strongest effect is obtained for the constant term in these expansions, and this leads to our toy example. For a total number $n$ of constant insertions, we get a contribution to $3\Sigma(k,\omega)$ proportional to $\rho_{2,1}^{(n)}(k,\omega) - (-1)^n \rho_{1,2}^{(n)}(-k,-\omega)$, where $\rho_{p,h}^{(n)}(k,\omega)$ stands for the $n$-th partial derivative of $\rho_{p,h}(k,\omega)$ with respect to $\omega$. Using the fact that $\rho_{2,1}(k,\omega)$ and $\rho_{1,2}(-k,-\omega)$ behave as $(\omega - \mu_0)^2$ for $\omega$ close to $\mu_0$, we notice that a single self-energy insertion in the sunrise graph preserves the property that $3\Sigma(k,\omega)$ vanishes for $\omega = \mu_0$. More generally, this implies that $3\Sigma(k,\omega = \mu_0) = 0$ up to third order in perturbation theory. However, a
Fermi surface deformation already occurs usually for the simplest Hartree and Fock graphs, which are first order in the coupling strength. In the standard perturbation scheme, the dressed chemical potential and the dressed Fermi surface are determined by solving the infinite set of equations:

$$\mu - \varepsilon_0(k_F) - 3\Sigma(k_F, \mu) = 0,$$

(C2)

with the constraint that the total volume of the Fermi surface does not change as interactions are switched on. We therefore see that, in this scheme, there is no reason for which $3\Sigma(k_F, \omega = \mu)$ should vanish. This is rather unsatisfactory on physical grounds, since it would imply a finite life-time for particle-like excitations lying just on the dressed Fermi surface.

APPENDIX D: FIELD-THEORETICAL RG

This Appendix is devoted to a detailed derivation of the field-theoretical RG equations which we have gathered in Appendix $\text{E}\text{.}$ The two main considerations we wish to stress here are: i) the choice of external momenta in the renormalization prescriptions, which has to be adapted to the Fermi surface shape, and ii) the use of the logarithmic approximation.

1. Motivation and general idea

In the usual “field-theoretical” RG, the high-energy Hamiltonian is given and fixed, and one parametrizes the theory by low-energy values of proper Green’s functions (for instance the interaction vertices) at a typical scale $\nu.$ Requiring that all these theories at different energy scales should correspond to one and the same high-energy theory yields RG flows, when $\nu$ is varied. This approach is physically natural, because it is based on the calculation of low-energy observables. Furthermore, as we will see, it allows for a study of crossovers between high and low-energy regimes.

One of its limitations is that it requires renormalizable interactions (i.e. the existence of a continuous limit). But it is not really a severe drawback, since non-renormalizable interactions are expected to be irrelevant (by power counting) in the low-energy limit, which is the most interesting to us. Note that the renormalizability constraint disappears in RG schemes based on Wilson’s idea of gradual mode elimination. Several groups have recently implemented Wilson’s approach to the RG, expressed via the Polchinski equation,\textsuperscript{33} or its one-particle irreducible version.\textsuperscript{32} Although these equations are exact, they are quite complicated, since effective interactions involving an arbitrary number of particles are generated along the RG flow. Any numerical computation therefore requires drastic truncations in the effective action. By contrast, the field-theory approach involves only a much smaller set of effective or running couplings, which is a good feature for practical implementations.

2. Renormalization of the interactions

First of all, we have to define the renormalized couplings. The two corresponding Green’s functions (in real space for the direction parallel to the chains) are:

$$G^\delta(X_4, X_3, X_2, X_1) =$$

$$-\langle 0|T\left[\psi_{R,I+\delta,\tau}(X_4)\psi_{R,J-\delta,\rho}(X_3)\right]0\rangle,$$

(D1)

$$U^\delta(X_4, X_3, X_2, X_1) =$$

$$-\langle 0|T\left[\psi_{R,I+\delta,\tau}(X_4)\psi_{R,J-\delta,\rho}(X_3)\right]0\rangle,$$

(D2)

In the above equations, $\langle 0|$ is the interacting ground-state, $T$ is the time ordering operator, and $X$ is a shorthand notation for $(t, x).$ The renormalized couplings are the values of the amputated one-particle irreducible parts of these Green’s functions, divided by $i.$ In fact, the charge and spin couplings are the coefficients obtained from the Fourier transform of $G^\delta,$ factor of $\Gamma_{\tau,\rho,\tau}'$ and $\sigma_{\tau,\rho,\tau}'$ respectively. The Umklapp coupling $U_\delta(I, J)$ is defined in the same way from $U^\delta,$ as the coefficient of $\Gamma_{\tau,\rho,\tau}'$ being $-U_{J-I-\delta}(I, J).$

The set of external frequencies is chosen to be the same for all types of couplings. We have decided to take:

$$\omega_1 = \frac{\nu}{2}, \quad \omega_2 = \frac{\nu}{2}, \quad \omega_3 = \frac{3\nu}{2},$$

(D3)

and by energy conservation we have of course $\omega_1 = \omega_2 + \omega_3 = -\frac{\nu}{2}.$ $\nu$ is the typical energy scale of the interaction process, and is the quantity to be varied to get RG flows.

It is a bit more difficult to choose the external momenta, because of the warping of the Fermi surface. Our choice has been dictated by a few natural requirements. First the symmetries of the Fermi surface should be respected, as the right-left symmetry, the up-down symmetry (i.e. $k_y \leftrightarrow -k_y,$ in terms of the original transverse momenta). Interactions processes for which it is possible to choose all external momenta on the Fermi surface, should be computed for this special choice, because it would otherwise mean the introduction of a spurious energy scale. Let us first consider $G^{\varepsilon(0)}(I, J).$ It is possible to choose $k_1 = k_F, I,$ $k_2 = -k_F, J,$ $k_3 = -k_F, J-\delta,$ and $k_4 = k_F, I+\delta,$ only if momentum conservation $k_F, I - k_F, J = k_F, I+\delta - k_F, J-\delta$ is respected. In general, this will not be possible, for we will have $\Delta k_3(I, J) = (k_F, I+\delta + k_F, J) - (k_F, I + k_F, J-\delta) \neq 0.$ Notice that up to a minus sign and a factor of 2, $\Delta k_3(I, J)$ is
The main new feature is the use of special sets of external momenta in the two-chain model. It is then natural to split this quantity equally among the four momenta. One can check that the following choice fulfills all the conditions we have mentioned:

\[ k_1 = k_{F,I} + \frac{\Delta k_3(I,J)}{4}, \]
\[ k_2 = -\left( k_{F,J} - \frac{\Delta k_3(I,J)}{4} \right), \]  \hspace{1cm} (D4)
\[ k_3 = -\left( k_{F,J-\delta} + \frac{\Delta k_3(I,J)}{4} \right), \]  \hspace{1cm} and
\[ k_4 = k_{F,I+\delta} - \frac{\Delta k_3(I,J)}{4}. \]

For the Umklapps, the choice of external momenta is dictated by the same requirements. The equivalent of \( \Delta k_3(I,J) \) is now \( \Delta k^{VI}_3(I,J) = 2\pi - (k_{F,I} + k_{F,J} + k_{F,I+\delta} + k_{F,J-\delta}) \), and the natural choice of momenta reads:

\[ k_1 = -\left( k_{F,I} + \frac{\Delta k^{VI}_3(I,J)}{4} \right), \]
\[ k_2 = -\left( k_{F,J} + \frac{\Delta k^{VI}_3(I,J)}{4} \right), \]  \hspace{1cm} (D5)
\[ k_3 = k_{F,J-\delta} + \frac{\Delta k^{VI}_3(I,J)}{4}, \]  \hspace{1cm} and
\[ k_4 = k_{F,I+\delta} + \frac{\Delta k^{VI}_3(I,J)}{4}. \]

The next task is to draw all possible Feynman diagrams, and compute them. One can then establish the field theoretical RG flows, requiring the couplings measured at two different scales should correspond to the same high-energy theory. The couplings’ flow equations are given in Appendix E1 and are obtained in the one-loop approximation. As argued in Sec. II, the most interesting effects connected to Fermi surface deformation appear at the two-loop level for the single-electron propagator. For the sake of simplicity, we shall use a hybrid scheme, involving a one-loop approximation for the couplings and a two-loop approximation for the electronic self-energy. In the case where all the couplings remain weak, it is reasonable to keep only the dominant term in the corresponding flow equation. If by contrast couplings have a tendency to grow and become large at low energies, experience from the Kondo problem suggests adding the subleading terms to the couplings’ flow does not provide a better physical picture. For the Kondo problem, the two-loop approximation predicts an intermediate coupling fixed point, whereas the low-energy physics corresponds to an infinite coupling fixed point.

We shall not give any technical detail on the derivation of these couplings’ flow equations which is standard. The main new feature is the use of special sets of external momenta, described in Eqs. (D4) and (D5) above. However, it is worth focusing on the \( f \) function that appears in these equations (the \( f \) function is defined by

\[ f(t = \ln(\Lambda_0/\nu), \delta) = \begin{cases} 1 & \text{if } \nu \geq |\delta| \\ 0 & \text{otherwise, see Appendix E1}. \end{cases} \]

The approximate equation where \( f \) is replaced by \( \tilde{f} \) is

\[ \tilde{f}(t = \ln(\Lambda_0/\nu), \delta) = \frac{1}{2} \left( \nu \frac{1}{\nu - \delta + i\eta} + \frac{\nu}{\nu + \delta - i\eta} \right). \]  \hspace{1cm} (D6)

It is obvious that these \( \tilde{f} \) diverge for \( \nu = |\delta| \), so that some couplings will diverge or vanish singularly at the scales given in (E4) to (E12). Though this physically signals the crossing of the characteristic scales, it is practically unpleasant for the numerical simulations. Furthermore, if we did not work at zero temperature, the energy scale given by the temperature \( T \) would suppress these divergences. Notice that the presence of \( i\eta \) factors also implies that the couplings will not remain real.

For all these reasons, it is thus natural to try to find a way to get rid of these singular behaviors. This can be achieved by replacing \( f \) by a function that extends its asymptotic behaviors (for \( \nu \gg |\delta| \) and \( \nu \ll |\delta| \)) up to \( \nu = |\delta| \). This is exactly what the function \( \tilde{f} \) does. The quality of the approximation can be checked on a very simple flow equation, for which one knows the exact solution:

\[ \partial_\nu g(\nu) = \frac{1}{2} \left( \frac{1}{\nu - \delta + i\eta} + \frac{1}{\nu + \delta - i\eta} \right) g^2(\nu). \] \hspace{1cm} (D7)

This is simply a RPA-like flow, for only one coupling \( g \). We will not study this in detail, but we show the good quality of the approximate solution for a positive initial coupling, on Fig. 38.

The approximation we use is in fact nothing but a logarithmic approximation. Indeed, \( \tilde{f} \) appears in the flow equations, after we have differentiated \( \ln[(\nu - \delta + i\eta)(\nu + \delta - i\eta)/(2\nu_0^2\Lambda_0^2)] \) factors (with respect to the scale \( \nu \)) coming from the Feynman graphs’ logarithmic divergences. Changing \( \tilde{f} \) in \( f \) just amounts to replacing this logarithm by the approximation \( 2\ln[\text{Max}(\nu,|\delta|)/(2\nu_0\Lambda_0)] \).
3. Renormalization of the propagator

For reasons explained at the end of Sec. III B 1, the one-loop self-energy correction does not have much influence on the Fermi surface deformation for the quasi 1D Hubbard systems considered in this paper. Therefore, we will only focus on the two-loop sunrise diagram (the Kohn-Luttinger diagram being equal to zero). We only show the Feynman diagram here, with all the information about the internal lines, for the $G^{2n}$ contribution, on Fig. 39. There is of course a $U^{2n}$ contribution, and the spin algebra has to be taken into account. In order to simplify the expressions, we have computed the self-energy at $\Delta = \mu + \nu$, and not for a general momentum, since we have decided not to take Fermi velocity renormalization into account. We give the expression of the self-energy in Appendix P 2. From this, the first thing to do is to compute the counterterms, so that the inverse propagators vanish on the dressed Fermi surface. Focusing on second order terms only, this amounts to require:

$$\forall I \in \{1, \ldots, N\},$$

$$-\Sigma_{R,I}^{(2)}(k = k_{F,I}, \omega = \mu) - \delta \mu^{(2)} + v_F \delta k^{(2)} = 0,$$  \hspace{1cm} (D8)

together with the conservation of the total particle number. $\delta \mu^{(2)}$ is found by summing all these equations:

$$\delta \mu^{(2)} = -\frac{1}{N} \sum_{I} \Sigma_{R,I}^{(2)}(k = k_{F,I}, \omega = \mu).$$

We let the reader check that it is in fact sufficient to take the Umklapp contribution in this last equation, because the $G$ contribution sums to zero. This is true because of the following properties: $\Delta k_{\alpha}(I, J) = -\Delta k_{-\alpha}(J, I)$, $G_{\alpha}^{(s)}(I, J) = G_{\alpha}^{(s)}(J, I)$ and $G_{\alpha}^{(s)}(I + \alpha, J - \alpha) = G_{\alpha}^{(s)}(I - \alpha, J + \alpha)$, so that in the sum over $I, J$, and $\alpha$, the terms $(I, J, \alpha)$ and $(J, I, -\alpha)$ will cancel each other.

Once the chemical potential is known, the Fermi momenta counterterms can be found:

$$\delta k^{(2)}_I = \frac{1}{v_F} \left[ \Sigma_{R,I}^{(2)}(k = k_{F,I}, \omega = \mu) \right. \right.$$  

$$\left. - \frac{1}{N} \sum_{I} \Sigma_{R,I}^{(2)}(k = k_{F,I}, \omega = \mu) \right].$$  \hspace{1cm} (D9)

In order to save space, we will not give the full expressions of these counterterms.

From all this, we can deduce a dressed propagator, as we did in Eq. (D9) for the two-chain model. As in Eq. (D10), the result is still divergent when $\Delta_0$ is sent to infinity. This simply means that the counterterms are not sufficient. Something more is needed, and as is well known, this is wave function renormalization. The renormalized ($R,I$) propagator is defined as usual by:

$$G_{R,I}^{(R)}(k, \omega) = Z_{R,I}G_{R,I}^{(1)}(k, \omega),$$  \hspace{1cm} (D10)

and the wave function renormalization factor $Z_{R,I}$ is found by imposing the following renormalization prescription:

$$G_{R,I}^{(R)}(k = k_{F,I}, \omega = \mu + \nu) = Z_{R,I}G_{R,I}^{(1)}(k = k_{F,I}, \omega = \mu + \nu) = \nu.$$  \hspace{1cm} (D11)

We have not written which variables $Z_{R,I}$ depends on, in order to make the equations lighter, but it should be clear that it is a function of the couplings at scale $\nu$, of the dressed Fermi momenta, of $\nu$ and of $\Delta_0$. The calculation of the renormalized propagator is achieved thanks to the standard observation that Eq. (D11) implies:

$$G_{R,I}^{(R)}(k, \omega; g; \nu, \Delta_0) =$$  \hspace{1cm} (D12)

$$\varphi_{R,I}(g; \nu, \nu', \Delta_0) G_{R,I}^{(R)}(k, \omega; g'; \nu', \Delta_0),$$

with

$$\varphi_{R,I}(g; \nu, \nu', \Delta_0) = \frac{Z_{R,I}(g; \nu, \Delta_0)}{Z_{R,I}(g'; \nu', \Delta_0)} = \frac{Z_{R,I}(g; \nu, \Delta_0)}{Z_{R,I}(g; \nu, \Delta_0; \nu', \Delta_0)}.$$  \hspace{1cm} (D13)

In these equations, $g$ is a shorthand notation for all the couplings, at scale $\nu$, and $g'$ is the same at scale $\nu'$. In the last equation, the function $\varphi$ is relating the value of the couplings at two different scales by $g'(\nu', \Delta_0)$. Finally, the RG flow equations for the $\varphi$ functions are found by differentiating the multiplicative relation $\varphi_{R,I}(g; \nu, \nu', \Delta_0) = \varphi_{R,I}(g; \nu, \nu', \Delta_0)\varphi_{R,I}(g'; \nu', \nu', \Delta_0)$, and one obtains:

$$\frac{\partial}{\partial \nu'} \varphi_{R,I}(g; \nu, \nu', \Delta_0) = \varphi_{R,I}(g; \nu, \nu', \Delta_0) \left[ \frac{\partial}{\partial \nu'} \varphi_{R,I}(g; \nu, \nu', \Delta_0; \nu', \nu', \Delta_0) \right]_{\nu' = \nu}.$$  \hspace{1cm} (D14)

Notice that the importance of the $\varphi$ functions lay in the close link between these and the renormalized propagator, that one can deduce from Eq. (D12) and the renormalization prescription of Eq. (D11):

$$G_{R,L}^{(R)}(k = k_{F}, \omega; g^\alpha; \nu, \Delta_0) = \omega \varphi_{R,L}(g^\alpha; \nu, \omega, \Delta_0).$$  \hspace{1cm} (D15)

For the $N$ chains we are interested in, the flow equations of $\varphi_{R,I}$ are given in Appendix P 2, Eqs. (D14). The flow equations of $\varphi_{L,I}$ can be checked to be exactly the same (this is due to the Left-Right symmetry of the system we study).
APPENDIX E: RG FLOW EQUATIONS

1. Flows of the couplings

The flow equations for the couplings that are given below are the field-theoretical RG equations, obtained after the general analysis of Appendix D has been performed. In these, the RG time $t$ is given by $t = \ln(\Lambda_0/\nu)$ ($\Lambda_0$ being the ultra-violet cut-off and $\nu$ the typical energy scale of the interaction), and the running couplings are low-energy interactions $G(\nu)$.

The high-energy flow equations of the couplings in the cut-off scaling scheme are easily deduced from the ones in the field theoretical version. They are in fact the same, with the sole difference that the $f$ functions appearing in the flows are to be replaced by 1 (which is the value these $f$ functions take at high energies). Notice however that the quantities entering the flow equations now have different physical meanings. The cut-off scaling time is $t = \ln(\Lambda_0/\Lambda)$ ($\Lambda$ being the running cut-off), and the couplings are running bare couplings $G_{bb}(\Lambda)$.

The field theoretical RG flow equations for the charge, spin and Umklapp couplings are given below:

\[
\partial_t G_\alpha^S(I, J) = \frac{1}{N} \sum_\alpha \left\{ f \left( t, 2\nu F_K^{ph}_{\alpha, \beta}(I, J) \right) \left[ G^S_\alpha(I, J + \alpha - \delta)G^S_{\delta - \alpha}(I + \alpha, J) + 3G^S_\alpha(I, J + \alpha - \delta)G^S_{\delta - \alpha}(I + \alpha, J) \right] \\
- f \left( t, 2\nu F_K^{pp}_{\alpha, \beta}(I, J) \right) \left[ G^S_\alpha(I, J)G^S_{\delta - \alpha}(I + \alpha, J - \alpha) - 3G^S_\alpha(I, J)G^S_{\delta - \alpha}(I + \alpha, J - \alpha) \right] \right\} \tag{E1}
\]

\[
\partial_t G_\alpha^S(I, J) = \frac{1}{N} \sum_\alpha \left\{ f \left( t, 2\nu F_K^{ph}_{\alpha, \beta}(I, J) \right) \left[ 2G^S_\alpha(I, J + \alpha - \delta)G^S_{\delta - \alpha}(I + \alpha, J) + G^S_\alpha(I, J + \alpha - \delta)G^S_{\delta - \alpha}(I + \alpha, J) \right. \\
\left. + G^S_\alpha(I, J + \alpha - \delta)G^S_{\delta - \alpha}(I + \alpha, J) \right] \\
+ f \left( t, 2\nu F_K^{pp}_{\alpha, \beta}(I, J) \right) \left[ 2G^S_\alpha(I, J)G^S_{\delta - \alpha}(I + \alpha, J - \alpha) - G^S_\alpha(I, J)G^S_{\delta - \alpha}(I + \alpha, J - \alpha) \right] \\
- G^S_\alpha(I, J)G^S_{\delta - \alpha}(I + \alpha, J - \alpha) \right\} \tag{E2}
\]

\[
\frac{1}{2} U_{\delta - \alpha}(I + \alpha, J)U_{J - \delta}(I, J + \alpha - \delta) - \frac{1}{2} U_{J - \delta}(I + \alpha, J)U_\alpha(I, J + \alpha - \delta)
\]
\[
\partial_t U_3(I,J) = \frac{1}{N} \sum_\alpha \\
\left\{ f(t, 2v F K_{\alpha;8}^{GU1}(I,J)) \left[ \Delta_{\alpha}(J + \alpha - \delta, I) - \Delta_{\alpha}(J + \alpha + \delta, I) \right] U_{\delta + \alpha}(I + \alpha, J) \right.
\]
\[
+ f(t, 2v F K_{\alpha;8}^{GU2}(I,J)) \left[ \Delta_{\delta + \alpha}(I + \alpha, J) - \Delta_{\delta + \alpha}(I + \alpha, J) \right] U_{\alpha}(I, J + \alpha - \delta) \\
\left. - f(t, 2v F K_{\alpha;8}^{GU3}(I,J)) \left[ \Delta_{\alpha}^{\beta}(I + \alpha + \delta, I) U_{\alpha-\delta}(\alpha, J) \right] \right. \\
\left. - f(t, 2v F K_{\alpha;8}^{GU4}(I,J)) \left[ \Delta_{\alpha}^{\beta} I_{\alpha-\delta}(\alpha, J) U_{\alpha + \delta}(\alpha, I) \right] \right. \\
\left. + f(t, 2v F K_{\alpha;8}^{GU5}(I,J)) \left[ \Delta_{\alpha}^{\beta} I_{\alpha + \delta}(\alpha, J) + \Delta_{\alpha}^{\beta} I_{\alpha + \delta}(\alpha, J) \right] U_{\beta}(I + \alpha, J) \right. \\
\left. + \sum_{\beta} \left[ \Delta_{\alpha}^{\beta} I_{\alpha + \delta}(\alpha, J) + \Delta_{\alpha}^{\beta} I_{\alpha + \delta}(\alpha, J) \right] U_{\beta}(I, \alpha) \right\}.
\]

In the above three flow equations, we have used the following notations:

\[
K_{\alpha;8}^{PP}(I,J) = \frac{1}{4} \left[ \Delta_{\delta}(I,J) - 2\Delta_{\alpha}(I,J) \right] \\
K_{\alpha;8}^{ph}(I,J) = \frac{1}{4} \left[ \Delta_{\delta}(I,J) - 2\Delta_{\alpha}(I,J + \alpha - \delta) \right] \\
K_{\alpha;8}^{GU1}(I,J) = \frac{1}{4} \left[ \Delta_{\delta}^{I}(I,J) - 2\Delta_{\alpha}(I,J + \alpha - \delta) \right] \\
K_{\alpha;8}^{GU2}(I,J) = \frac{1}{4} \left[ \Delta_{\delta}^{I}(I,J) - 2\Delta_{\alpha}(I,J + \alpha) \right] \\
K_{\alpha;8}^{GU3}(I,J) = \frac{1}{4} \left[ \Delta_{\delta}^{I}(I,J) - 2\Delta_{\alpha}(I,\alpha + \delta) \right] \\
K_{\alpha;8}^{GU4}(I,J) = \frac{1}{4} \left[ \Delta_{\delta}^{I}(I,J) - 2\Delta_{\alpha}(I,\alpha + \delta) \right] \\
K_{\alpha;8}^{GU5}(I,J) = \frac{1}{4} \left[ \Delta_{\delta}^{I}(I,J) - 2\Delta_{\alpha}(I,\alpha + \delta) \right] \\
K_{\alpha;8}^{GU6}(I,J) = \frac{1}{4} \left[ \Delta_{\delta}^{I}(I,J) - 2\Delta_{\alpha}(I,\alpha + \delta) \right]
\]

We refer the reader to Sec. D 2 for the definitions of \( \Delta_{\delta}(I,J) \) and \( \Delta_{\delta}^{I}(I,J) \). The \( f \) function is defined as follows: \( f(t = \ln(\Lambda_0/\nu), \delta) = 1 \) if \( \nu \geq |\delta| \) and 0 otherwise.

2. Renormalization of the propagator

The two-loop self-energy has the following expression:

\[
\Sigma^{(2)}_{R,I}(k = k_{F,1}, \omega = \mu + \nu) = \frac{1}{4N^2} \sum_{J,A} \\
\left\{ 2 \left[ G_{\alpha}(I,J)G_{\alpha}(I + \alpha, J - \alpha) + 3G_{\alpha}(I,J)G_{\alpha}(I + \alpha, J - \alpha) \right] \times \left( \nu + v F \Delta_{\alpha}(I,J) \right) \ln \left[ \frac{\nu^2 - (v F \Delta_{\alpha}(I,J))^2}{(2v F \Lambda_0)^2} \right] \\
+ U_{\alpha}(I,J) \left[ 2U_{\alpha}(I,J) - U_{J-\alpha}(I,J) \right] \left( \nu + v F \Delta_{\alpha}^{I}(I,J) \right) \ln \left[ \frac{\nu^2 - (v F \Delta_{\alpha}^{I}(I,J))^2}{(2v F \Lambda_0)^2} \right] \right\}.
\]

The \( \varphi \) functions relating renormalized propagators at two different scales satisfy the general Eq. (10), which in the case of \( N \) chains reads:
\[
\partial_t \ln(\varphi_I) = \frac{1}{2N^2} \sum_{J,\alpha} \left\{ 2 \left[ G^e_{\alpha}(I, J) G^e_{-\alpha}(I + \alpha, J - \alpha) + 3G^n_{\alpha}(I, J) G^n_{-\alpha}(I + \alpha, J - \alpha) \right] + U_\alpha(I, J) \left[ 2U_\alpha(I, J) - U_{J-I-\alpha}(I, J) \right] \right\}
\]

where the function \( l \) is defined by \( l(\nu, \delta) = \ln(|\nu/\delta|) \) if \( \nu \geq |\delta| \) and 0 otherwise. This function is, as \( f \), a logarithmic approximation of a more complex function, diverging at scale \(|\delta|\). From the definition of \( \varphi_I \) (see Eq. D13), it is clear that if the initial high-energy quasi-particle weight is equal to one, then one simply has:

\[ Z_I(t) = 1/\varphi_I(t). \]

The flow equation for the running Fermi surface in the cut-off scaling scheme is also obtained thanks to the self-energy, and we find:

\[
\partial_t k^{(0)}_{F,I} = \frac{1}{2N^2} \sum_{J,\alpha} \left\{ 2\Delta k^{(0)}_{\alpha}(I, J) \left[ G^e_{B,\alpha}(I, J) G^e_{B,-\alpha}(I + \alpha, J - \alpha) + 3G^n_{B,\alpha}(I, J) G^n_{B,-\alpha}(I + \alpha, J - \alpha) \right] + \Delta k^{(0)}_{\alpha}(I, J) U_\alpha(I, J) \left[ 2U_\alpha(I, J) - U_{J-I-\alpha}(I, J) \right] - \frac{1}{N} \sum_I \Delta k^{(0)}_{\alpha}(I, J) U_\alpha(I, J) \left[ 2U_\alpha(I, J) - U_{J-I-\alpha}(I, J) \right] \right\},
\]
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