Structural homeostasis in the nervous system: a balancing act for wiring plasticity and stability
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Experience-dependent modifications of neural circuits provide the cellular basis for functional adaptation and learning, while presenting significant challenges to the stability of neural networks. The nervous system copes with these perturbations through a variety of compensatory mechanisms with distinct spatial and temporal profiles. Mounting evidence suggests that structural plasticity, through modifications of the number and structure of synapses, or changes in local and long-range connectivity, might contribute to the stabilization of network activity and serve as an important component of the homeostatic regulation of the nervous system. Conceptually similar to the homeostatic regulation of synaptic strength and efficacy, homeostatic structural plasticity has a profound and lasting impact on the intrinsic excitability of the neuron and circuit properties, yet remains largely unexplored. In this review, we examine recent reports describing structural modifications associated with functional compensation in both developing and adult nervous systems, and discuss the potential role for structural homeostasis in maintaining network stability and its implications in physiological and pathological conditions of the nervous systems.
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INTRODUCTION

The structural organization of the nervous system has been studied since the earliest days of neuroscience. Before the wide use of electrophysiology, anatomical study was the main approach for neuroscientists to investigate the organization of the nervous system and infer principles governing its operation. Since then, samples from various species and developmental stages revealed remarkable complexity, diversity, and flexibility in neuronal forms and connections, which are mainly determined by each individual’s genetic composition, but also largely influenced by experience and environmental factors (Holtmaat and Svoboda, 2009; Fu and Zuo, 2011). Although most prominent during development, structural plasticity is also evident in adult brains, serving critical cognitive functions such as learning and memory (Goodman and Shatz, 1993; Katz and Shatz, 1996; Chklovskii et al., 2004; Lamprecht and LeDoux, 2004).

As a fundamental property of the nervous system, its functional and structural flexibility provides the ability to adapt and incorporate genetic, developmental, and environmental variations, but at the same time, poses significant challenges to the integrity of neural networks. Therefore, counterbalancing mechanisms that maintain network stability are critically important. Observations in the central and peripheral nervous systems of various model organisms validated the existence of compensatory regulatory mechanisms, which are defined as neuronal homeostasis (Turrigiano and Nelson, 2000; Davis, 2013). In contrast to the classic Hebbian form of plasticity, where positive feedback regulation reinforces activity-induced changes and leads to long-lasting synaptic plasticity (Turrigiano and Nelson, 2000; Malenka and Bear, 2004; Cooper and Bear, 2012), homeostatic plasticity constrains network activity within the target physiological limit in response to changes of synaptic or intrinsic activity (Davis and Bezprozvanny, 2001; Turrigiano and Nelson, 2004; Marder and Goaillard, 2006; Turrigiano, 2012). Hebbian and homeostatic plasticity are opposing forces that potentially drive neuronal changes in different directions. Recent findings revealed both convergent and distinct molecular pathways underlying these two forms of plasticity. Mechanisms regulating their intricate interplay are clearly important for the nervous system to achieve proper balance between flexibility and stability, but remain largely unknown (Vitureira and Goda, 2013).

Based on the current understanding of underlying cellular mechanisms, neuronal homeostasis is generally categorized as the homeostatic control of: (a) intrinsic excitability through the regulation of ion channel expression; (b) synaptic efficacy through the synaptic scaling at the postsynaptic density (PSD); (c) release of presynaptic neurotransmitter; and (d) network activity through regulation of inhibitory synapses (Turrigiano and Nelson, 2000, 2004; Davis, 2013). Most of the studies related to neuronal homeostasis focused on modulation occurring at the level of synaptic physiology. However, under conditions where synaptic homeostasis is induced, concomitant morphological changes were also observed (Murthy et al., 2001; Butz et al., 2009; Keck et al., 2013). More importantly, it is clear that some of the activity-dependent
structural plasticity did not follow the Hebbian learning rules, since they act on a global scale rather than being restricted within specific synapses, and produce counterbalancing rather than reinforcing effects on activity-driven changes, suggesting a structural realization of the homeostatic regulation (Tripodi et al., 2008; Butz et al., 2009b; Yuan et al., 2011; Keck et al., 2013). Are these structural modifications merely adaptive responses reacting to the alterations in synaptic physiology, or a part of the homeostatic mechanism that is actively contributing to the stabilization of the network activity? Answering this question is potentially important for us to gain a comprehensive understanding on how neural plasticity is cooperatively regulated through distinct mechanisms, and how the balance between wiring dynamics and network stability are achieved and modified during development and in adulthood. Here, we summarize observations generated from a diverse group of model systems that suggest a close association between structural plasticity and neuronal homeostasis, and discuss how these studies might support structural homeostasis as a conserved mechanism in regulating neuronal function, as well as its implications in physiological and pathological conditions.

**STRUCTURAL PLASTICITY ASSOCIATED WITH HOMEOSTASIS AT THE EXCITATORY SYNAPSE**

Activity-dependent structural plasticity at the excitatory synapse has been an intensely investigated research topic for decades. Structural modifications accompanying experience, such as spine growth induced by learning, are proposed to be the cellular mechanism underlying cognitive functions and behavioral plasticity (Chklovskii et al., 2004; Lamprecht and LeDoux, 2004; Holtmaat and Svoboda, 2009). In mammalian nervous systems, the organization and composition of excitatory synapses are well characterized. They generally form between the presynaptic bouton, containing the presynaptic active zone (AZ) with the readily releasable neurotransmitter vesicles, and the postsynaptic spine, containing the PSD that organizes neurotransmitter receptor clusters. In general, the size of a synapse or synaptic components is positively correlated with the synaptic efficacy and strength. Neuronal activity can strongly influence the size and structure of a synapse, as well as its distribution and dynamics (Figure 1; Murthy et al., 2001; Holtmaat and Svoboda, 2009).

Many classic studies on neuronal homeostasis focused on alterations in synaptic strength and efficacy upon chronic changes in neuronal activity, either through pharmacological treatments that artificially increase or decrease neural activity, or sensory deprivation (Turrigiano and Nelson, 2000; Turrigiano, 2008; Pozo and Goda, 2010; Cooper and Bear, 2012), while structural modifications were also observed under similar induction protocols. For example, early morphological studies in hippocampal slices from adult rat showed that dendrites became more spiny in slices with blocked synaptic transmission (Kirov and Harris, 1999). In a series of experiments that established homeostasis as a distinct form of synaptic plasticity, chronic blockade of cortical culture activity with the sodium channel blocker tetrodotoxin (TTX) not only enhanced synaptic strength through synaptic scaling at the PSD (Turrigiano et al., 1998), but also led to increased synaptic size, with all synaptic components, including the AZ, PSD and the bouton becoming larger (Murthy et al., 2001). In addition, to improve spatial and temporal resolutions to manipulate neuronal activity, researchers used ectopic expression of potassium channel Kir2.1 to suppress excitability in cultured hippocampal neurons (Burrone et al., 2002). Chronic suppression of activity after synapse formation in individual neurons within an active network led to homeostatic increase in synaptic input strength, and the total recycling pool of vesicles enlarged in synapses terminating on Kir2.1-expressing neurons (Burrone et al., 2002). Importantly, this study also indicated that timing of the activity modification and competitions among synapses strongly influence expression of synaptic homeostasis.

Taking advantage of the advancement in imaging techniques, in vivo experiments in mammalian sensory systems provided additional evidence for the structural changes associated with neuronal homeostasis. In the somatosensory system, long-term sensory deprivation in mice through whisker trimming results in a reduced rate of ongoing spine elimination in the barrel cortex. Since there are continuous synapse and spine loss after
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**LARGE-SCALE STRUCTURAL MODIFICATIONS ASSOCIATED WITH NEURONAL HOMEOSTASIS**

Although some homeostatic regulations act in a synapse-specific
manner, in general, neuronal homeostasis involves organized
responses within a neuron or a neural network composed of
many synaptic connections (Turrigiano, 2012). Therefore, to
better understand the relation between structural and func-
tional homeostatic plasticity, it is essential to analyze the over-
all change of network structure with correlative physiology
data. This is challenging because of the extensive neuronal
projections and synaptic connections made by mammalian
cortical neurons. Nonetheless, several groups demonstrated large-
scale reorganizations of axonal or dendritic compartments asso-
ciated with homeostasis in both vertebrate and invertebrate
systems.

**AXONAL SPROUTING ASSOCIATED WITH REDUCED VISUAL ACTIVITY**

Activity-dependent reorganization at the level of axonal and
dendritic arbors is traditionally associated with the developing
nervous system (Antonini and Stryker, 1993; Portera-Cailliau
et al., 2005). In an adult brain, neuronal connections remain
relatively stable and most of the structural modifications are
observed at the synaptic level. Yet, large scale structural changes,
such as axonal or dendritic arbor dynamics were demonstrated
in adult brains, providing the cellular basis for the sustained
structural flexibility in fully developed neural circuits (Fu and
Zuo, 2011). For example, De Paola et al. (2006) reported
prominent plasticity of axonal arbors in mouse barrel cortex
through long-term in vivo imaging and demonstrated important
rewiring ability in the axonal compartment of mature
neurons.

Specifically, in vivo imaging studies in the primate visual
cortex showed compensatory axonal sprouting associated with
reduced visual activity. In animals with retinal lesions, an
increased number and turnover rate of axonal boutons in
the lesion projection zone (LPZ) were observed (Yamahachi
et al., 2009). Moreover, focal binocular retinal lesions generated
large-scale axonal sprouting and pruning in long-range hori-
zontal axons within the LPZ, followed by proliferation of the
horizontal axons at a high rate with density peaking within
1 week. Although the axon elimination rate also increased in
the later stage, the overall axon density remained elevated during
the whole observation period of 7–8 weeks, suggesting a
large-scale and long-lasting reorganization of axonal projec-
tions in response to reduced visual input (Yamahachi et al.,
2009).

**HOMESTATIC STRUCTURAL TUNING OF THE AXON-INITIAL SEGMENT**

The axon-initial-segment (AIS) is a highly specialized structure
that separates axonal and somato-dendritic compartments. Axon-
initial-segment maintains neuronal polarity by filtering the cellu-
lar cargo, functions as the trigger zone for action potentials, and
is involved in modulating complex neuronal processing (Grubb
et al., 2011). Shifting the AIS location and changing its size
temporally affect the speed of electric signal propagation and the
intrinsic excitability of the neuron. With its unique molecular
composition, AIS provides an opportunity for morphological and
functional studies following activity modification (Grubb and
Burrone, 2010; Gründemann and Häusser, 2010; Kuba et al.,
2010; Kuba, 2012).

Two research groups examined activity-dependent structural
dynamics of the AIS recently and convincingly demonstrated
homeostatic structural tuning in vertebrate neurons. In cul-
tured hippocampal neurons, chronically elevated intrinsic activity
through the action of channel rhodopsin (ChR2), or increased
extracellular potassium, resulted in a distal shift of AIS from
the soma and a reduction in AIS length (Grubb and Burrone,
Along with this distal shift, there was a relocation of AIS-specific proteins including several ion channel components. This distal movement of ion channels reduced the ability of the input to trigger action potentials. Thus, the movement of the AIS away from the soma reduced excitability to compensate for increased neuronal activity. Notably, the AIS relocation through elevated activity was reversible, as AIS shifted proximally toward the soma after the activity returned to baseline, suggesting a regulatory mechanism for fine-tuning the AIS structure base on the ongoing activity (Figure 2A; Grubb and Burrone, 2010).

Similar observations were made in neurons in the nucleus magnocellularis (NM) of the chick auditory system, where sound frequency tuned the structural properties of AIS bi-directionally. High-frequency sounds produced less auditory input and led to shorter AIS, and vice versa (Kuba and Ohmori, 2009). In a follow-up study, Kuba et al. (2010) further showed that, when auditory activity was abolished by removing the cochlea in chickens, the AIS in deprived NM neurons elongated more than 50% and its distance to the soma decreased as well.

Using complementary approaches, these two studies clearly demonstrated homeostatic modification of the length and location of AIS. These observations strongly suggest that homeostatic structural plasticity of AIS can effectively modulate neuronal function and serve as a mechanism for tuning neuronal activity based on sensory input.

**HOMEOSTATIC MODIFICATION OF THE DENDRITIC ARBORS IN DROSOPHILA CENTRAL NEURONS**

Drosophila neurobiology has contributed significantly to our knowledge of the principles governing neural development and circuit organization. Recent studies demonstrated structural modifications associated with neuronal homeostasis in several types of Drosophila central neurons. The first example of homeostatic remodeling of dendritic arbors came from the study on aCC, a group of embryonic motor neurons located in the ventral nerve cord and receiving cholinergic inputs (Tripodi et al., 2008). Blocking the neurotransmitter synthesis or evoked release from presynaptic cholinergic neurons both led to expansion of the aCC dendritic arbor. Conversely, when the density of presynaptic contacts and synapses formed on dendrites was increased by genetic manipulation, the size of the aCC dendritic arbor was significantly reduced (Figure 2B). The authors proposed that the dendrite of aCC motor neurons exhibits activity-dependent structural homeostasis, which could serve as a compensatory mechanism for neurons to cope with the variation of presynaptic inputs throughout development (Tripodi et al., 2008).

The mushroom body is a well-studied structure in the Drosophila central nervous system (CNS) due to its close association with learning and memory, sensory integration and behavioral plasticity. Early studies showed that the volume of mushroom body can be modified by culture conditions and sensory experience (Heisenberg et al., 1995). Recently, Kremer et al. (2010) studied experience-dependent modification of synaptic structures in the adult mushroom body through high-resolution imaging. What they have found was unexpected for the structure associated with memory, where lack of input was assumed to lead to reduced complexity and volume. Instead, when input activity was silenced through ectopic expression of a potassium channel dORK1.ΔC in presynaptic projection neurons, they observed a significant increase in the density and size of the microglomerulus, the synaptic complex formed between axon terminals from projection neurons and postsynaptic structure of Kenyon cells in the mushroom body. This suggests a possible homeostatic upregulation of the microglomerulus synapse in response to suppression of neuronal activity (Kremer et al., 2010). However, the activity manipulation was carried out only in presynaptic neurons and it was not restricted to adulthood. With improved temporal control and additional studies in postsynaptic mushroom body neurons, future work using this system might provide us with more information regarding the extent and location of these homeostatic structural changes, as well as how this type of regulation interacts with the sensory integration and learning activity in the mushroom body.

Our study using the developing larval visual system further demonstrated structural homeostasis in Drosophila CNS and depicted novel features and molecules involved in its regulation (Yuan et al., 2011). In Drosophila larvae, presynaptic photoreceptor cells send an axonal projection to the brain and make synaptic contacts with dendritic arbors of ventral lateral neurons (LNv). Light stimulation-induced synaptic activity produced striking changes in the length of LNv dendrites, with the amount of sensory input resulting in increased AIS length and reduced distance to soma (Kuba et al., 2010). (B) Increased synaptic activity and excitability, as well as increased sensory input lead to decreased size of dendritic arbors. Conversely, reduced activity or visual input leads to increased size of dendritic arbors (Tripodi et al., 2008; Yuan et al., 2011).

**FIGURE 2 | Large-scale homeostatic structural changes.** (A) Increased excitability results in distal shift of axonal initial segment (AIS) from the soma and reduced AIS length (Grubb and Burrone, 2010), whereas reduced sensory input results in increased AIS length and reduced distance to soma (Kuba et al., 2010). (B) Increased synaptic activity and excitability, as well as increased sensory input lead to decreased size of dendritic arbors. Conversely, reduced activity or visual input leads to increased size of dendritic arbors (Tripodi et al., 2008; Yuan et al., 2011).
light exposure received by the animal inversely correlated with the total dendritic length of LNv (Yuan et al., 2011). Through neuronal-specific alterations of activity and neurotransmission, we demonstrated compensatory structural changes in dendritic arbors driven by either sensory experience, or alterations in the presynaptic neurotransmission or synaptic activity, or changes in the intrinsic excitability in postsynaptic neurons (Figure 2B). This large-scale, bi-directional and homeostatic structural plasticity is accompanied by changes in the LNvs’ physiological output. Light-evoked activity in LNvs, measured by calcium imaging, are also modified by experience, where increased light exposure correlated to reduced dendrite length and lower physiological response in LNvs. This observation clearly contrasts with the classic homeostasis theory, in which a set point that precisely defines the network output is a major feature (Davis, 2006).

In combination, these three studies demonstrated structural homeostasis associated with distinct developmental stages: embryonic motor neurons undergoing active synaptogenesis, larval LNvs extending its connectivity with the expansion of the brain volume, and adult mushroom body neurons responding to the learning or experienced-dependent modification. These results support the idea that Drosophila central neurons can continually utilize structural modifications as a mechanism for modifying functional output according to developmental and environmental influences.

**STRUCTURAL PLASTICITY ASSOCIATED WITH NEURONAL HOMEOSTASIS AT THE INHIBITORY SYNAPSE**

Many previous studies focused on modification of excitatory synapses formed on spines, partly due to their accessibility in morphological studies. Now, with improved methods to label and monitor inhibitory synapses in vivo, researchers have found a surprising degree of dynamics in inhibitory synapses and its potential role in regulating network activity within complex plastic events. In response to the chronic reduction or elevation of input activity, in addition to the homeostatic regulation of the principle neuron itself, the inhibitory neuron in the network can modify its connectivity to both the excitatory input and postsynaptic principle neurons, and contribute to counterbalancing the increased network activity (Figure 3; Turrigiano and Nelson, 2004). The inhibitory input within the network can, therefore, function as a perfect site for actions of homeostatic plasticity (Turrigiano and Nelson, 2004; Butz et al., 2009a; Turrigiano, 2012). This theory is strongly supported by previous experiments demonstrating functional homeostasis in a network (Hensch et al., 1998; Rutherford et al., 1998; Desai et al., 2002; Kilman et al., 2002), while emerging evidence also demonstrate that reorganization and changes in the dynamics of inhibitory synapses might contribute to network stabilization.

In the mouse barrel cortex, prolonged single whisker stimulation led to elevated neuronal activity and a transient increase of spine numbers in the corresponding cortical barrel. Subsequently, total synaptic density returned to pre-stimulation levels while only the inhibitory GABA synapses were maintained, potentially compensating for increased sensory input through elevated inhibitory input in the circuit (Knott et al., 2002). Two recent studies specifically labeled and studied cortical inhibitory interneurons in response to sensory deprivation. In the mouse visual cortex, neuropeptide Y (NPY)-positive inhibitory interneurons in layers 1 and 2/3 receive glutamatergic excitatory input on dendritic spines, while sending inhibitory signals to excitatory neurons through axonal boutons (Keck et al., 2011). Seventy-two hours after focal retinal lesions, the spine number in these inhibitory neurons was significantly reduced in the LPZ. In parallel, the number of their axonal boutons also decreased, suggesting a lower level of inhibition was induced by the loss of excitatory input in the network. Another study focused on layer 2/3 interneurons in the visual cortex, where binocular deprivation specifically increased retractions of the branch tips, while the monocural deprivation induced dynamic dendritic arbor rearrangements and reduced axonal bouton numbers onto layer 5 pyramidal apical dendrites (Chen et al., 2011). In both cases, the structural changes in inhibitory neurons could lead to reduction of overall inhibitory drive and serve as a part of the homeostatic response toward sensory deprivation.

The dendritic spines of cortical pyramidal neurons contain both excitatory synapses receiving excitatory input from intracortical axons and thalamocortical axons, as well as inhibitory synapses from local interneurons (Kubota et al., 2007; Gambino and Holtmaat, 2012). Using fluorescent-tagged gephrin as a marker for inhibitory synapses, two groups studied inhibitory synapses dynamics in excitatory cortical layer 2/3 pyramidal neurons through long-term in vivo imaging (Chen et al., 2012; van Versendaal et al., 2012). Both studies made similar observations that a high fraction of gephrin-labeled synapses, ~30–40%, are localized on dendritic spines, and that they are highly dynamic. Interestingly, a short period of monocular deprivation (1–4 days) caused a significant increase in eliminating inhibitory synapses and a decrease in adding newly formed inhibitory synapses, especially those present on dendritic spines. This large-scale pruning of the inhibitory synapses could lead to increased excitability and constitute a homeostatic response of pyramidal neurons to compensate for the loss of excitatory input.

**IMPLICATIONS OF STRUCTURAL HOMEOSTASIS IN PHYSIOLOGICAL AND PATHOLOGICAL CONDITIONS OF THE BRAIN**

Proper establishment and maintenance of functional circuits rely on the abilities of neural networks to adjust their excitability based on the input they received. The deficits in compensatory structural reorganization during development or in adulthood have been implicated in a number of brain disorders. Clinical pathology studies link abnormality in dendrite morphology and neuronal homeostasis with several types of neurodevelopmental disorders and psychiatric diseases (Ramocki and Zoghbi, 2008; Toro et al., 2010; Arguello and Gogos, 2012). Mutations in genes regulating synaptogenesis and neuronal circuit formation have been associated with the increased risk of mental illnesses (Toro et al., 2010; Wondolowski and Dickman, 2013). Moreover, structural alterations in specific neural circuits are observed in patients with chronic stress and depression (Castrén and Hen, 2013). Although the causal relationship
between anatomical changes and pathological conditions has not yet been established, it is likely that the deficits in structural plasticity and neuronal homeostasis contribute to neurological symptoms. Findings generated using new paradigms and model systems that we described above will undoubtedly update our views on the wiring dynamics of the nervous system and provide us clues to better understand these neurological disorders.

There are also emerging links between neuronal homeostasis and physiological functions of the brain. A particularly noteworthy area of research links sleep, an essential part of animal physiology, with synaptic homeostasis. Despite biological and clinical significance and decades of intense research, the function of sleep remains elusive. A hypothesis proposed by Tonini and Cirelli suggested that the main purpose of sleep is to produce global weakening of synaptic connections that were added or strengthened through experience and learning during the waking period (Tononi and Cirelli, 2003, 2006). The connection between sleep and synaptic homeostasis is supported by experiments carried out in Drosophila, where sleep was associated with widespread reduction in synapse number and level of molecules functioning as critical synaptic components (Bushey et al., 2011). In addition, there is evidence suggesting that the structural synaptic plasticity in the zebrafish circadian circuit is under both circadian and sleep-related homeostatic regulation. Sleep deprivation leads to increased synapse number along the axons projecting to the target tissue (Appelbaum et al., 2010). Although structural alterations in large areas of the brain occurring during sleep are yet to be confirmed in mammals, the concept of global synaptic downscaling during sleep is supported by recent findings in mammalian systems (Chauvette et al., 2012; Grosmark et al., 2012). This intriguing hypothesis indeed presents a possible explanation for the necessity of sleep in all animals, which is to ensure neuronal homeostasis and allow the Hebbian form of plasticity to occur daily throughout life.

**CONCLUSIONS**

Studies we discussed here support structural homeostasis as an important component of neuronal plasticity and open up new areas for future investigations. At the same time, they add to the existing complexity of the array of mechanisms regulating neuronal form and function in the plastic events that lead to adaptation and learning. Alterations in morphology and connectivity are powerful ways to react to the sustained change in global activity, consolidate modifications in synaptic strength and efficacy, and strongly influence subsequent functional and behavioral adaptations. The capacity for structural homeostasis, therefore, could potentially serve as the target for regulatory mechanisms that shift the balance between wiring stability and flexibility within specific circuits and developmental stages.

Many questions remain unanswered in terms of the function and mechanism of structural homeostasis and its interactions with other forms of plasticity. For example, how do synapses,
neurons or circuits sense the activity perturbation and initiate structural modification during homeostasis? What is the sequence of events and their temporal scale? Are there shared cellular and molecular pathways among structural and functional homeostasis, and Hebbian form plasticity? And how do they cooperate with development and functional adaptation? New experimental evidence obtained through updated technologies, such as simultaneous structural and functional imaging in behaving animals, as well as the reexamination of classic paradigms within the new context will both help us address these issues and improve our understanding of neuronal plasticity as a unity.

ACKNOWLEDGMENTS
We thank Uzma Javed, Bo Qin and Devee Schoenberg for the help with the preparation of the manuscript. This work is supported by the intramural research program of the National Institute of Neurological Disorders and Stroke.

REFERENCES
Albin, S. D., and Davis, G. W. (2004). Coordinating structural and functional synapse development: postsynaptic p21-activated kinase independently specifies glutamate receptor abundance and postsynaptic morphology. J. Neurosci. 24, 6871–6879. doi: 10.1523/jneurosci.1538-04.2004
Antonini, A., and Stryker, M. P. (1993). Development of individual geniculocortical arbors in cat striate cortex and effects of binocular impulse blockade. J. Neurosci. 13, 3549–3573.
Appelbaum, L., Wang, G., Yokogawa, T., Skarabia, G. M., Smith, S. J., Mourrain, P., et al. (2010). Circadian and homeostatic regulation of structural synaptic plasticity in hypocretin neurons. Neuron 68, 87–98. doi: 10.1016/j.neuron.2010.09.006
Arguello, P. A., and Gogos, J. A. (2012). Genetic and cognitive windows into circuit mechanisms of psychiatric disease. Trends Neurosci. 35, 3–13. doi: 10.1016/j.tins.2011.11.007
Burrone, J., O’Byrne, M., and Murthy, V. N. (2002). Multiple forms of synaptic plasticity triggered by selective suppression of activity in individual neurons. Nature 420, 414–418. doi: 10.1038/nature01242
Bushey, D., Tononi, G., and Cirelli, C. (2011). Sleep and synaptic homeostasis: a homeostatic hypothesis. Annu. Rev. Physiol. 72(Suppl.), 77–98. doi: 10.1146/annurev.physiol.63.1.847
De Paola, V., Holmstaedt, A., Knott, G., Song, S., Wilbrecht, L., Caroni, P., et al. (2006). Cell type-specific structural plasticity of axonal branches and boutons in the adult neocortex. Neuron 49, 861–875. doi: 10.1016/j.neuron.2006.02.017
Desai, N. S., Cudmore, R. H., Nelson, S. B., and Turrigiano, G. G. (2002). Critical periods for experience-dependent synaptic scaling in visual cortex. Nat. Neurosci. 5, 783–789. doi: 10.1038/nn7878
DiAntonio, A., Petersen, S. A., Heckmann, M., and Goodman, C. S. (1999). Glutamate receptor expression regulates quantal size and quantal content at the Drosophila neuromuscular junction. J. Neurosci. 19, 3023–3032.
Frank, C. A. (2014). How voltage-gated calcium channels gate forms of homeostatic synaptic plasticity. Front. Cell. Neurosci. 8:40. doi: 10.3389/fncel.2014.00040
Fu, M., and Zuo, Y. (2011). Experience-dependent structural plasticity in the cortex. Trends Neurosci. 34, 177–187. doi: 10.1016/j.tins.2011.02.001
Gambino, F., and Holmstaedt, A. (2012). Synapses let loose for a change: inhibitory synapse pruning throughout experience-dependent cortical plasticity. Neuron 74, 214–217. doi: 10.1016/j.neuron.2012.04.005
Goodman, C. S., and Shatz, C. J. (1993). Developmental mechanisms that generate precise patterns of neuronal connectivity. Cell 72(Suppl.), 77–98. doi: 10.1016/0092-8674(95)80030-3
Grosmark, A., Mizuseki, K., Pastalkova, E., Diba, K., and Buzsáki, G. (2012). REM sleep reorganizes hippocampal excitability. Neuron 75, 1001–1007. doi: 10.1016/j.neuron.2012.08.015
Grubb, M. S., and Burrone, J. (2010). Activity-dependent relocation of the axon initial segment fine-tunes neuronal excitability. Nature 465, 1070–1074. doi: 10.1038/nature09160
Grubb, M. S., Shu, Y., Kuba, H., Rashband, M. N., Wimmer, V. C., and Bender, K. J. (2011). Short- and long-term plasticity at the axon initial segment. J. Neurosci. 31, 16049–16055. doi: 10.1523/JNEUROSCI.0032-11.2011
Gründemann, J., and Häusser, M. (2010). Neuroscience: a plastic axonal hotspot. Nature 465, 1022–1023. doi: 10.1038/4651022a
Hecksher, E. S., Fetter, R. D., Marek, K. W., Albin, S. D., and Davis, G. W. (2007). NF-kappaB, IkappaB and IRAK control glutamate receptor density at the Drosophila NMJ. Neuron 55, 859–873. doi: 10.1016/j.neuron.2007.08.005
Heisgen, M., Heusipp, M., and Wänke, C. (1995). Structural plasticity in the Drosophila brain. J. Neurosci. 15, 1951–1960.
Hensch, T. K., Fagiolini, M., Mataga, N., Stryker, M. P., Baekkeskov, S., and Kash, S. F. (1998). Local GABA circuit control of experience-dependent plasticity in developing visual cortex. Science 282, 1504–1508. doi: 10.1126/science.282.5393.1504
Holtmaat, A., and Svoboda, K. (2009). Experience-dependent structural synaptic plasticity in the mammalian brain. Nat. Rev. Neurosci. 10, 647–658. doi: 10.1038/nrn2699
Katz, L. C., and Shatz, C. J. (1996). Synaptic activity and the construction of cortical circuits. Science 274, 1133–1138. doi: 10.1126/science.274.5290.1133
Kec, T., Keller, G. B., Jacobsen, R. I., Eysel, U. T., Bonhoeffer, T., and Hubener, M. (2013). Synaptic scaling and homeostatic plasticity in the mouse visual cortex in vivo. Neuron 80, 327–334. doi: 10.1016/j.neuron.2013.08.018
Kec, T., Scheuss, V., Jacobsen, R. I., Wierenga, C. J., Eysel, U. T., Bonhoeffer, T., et al. (2011). Loss of sensory input causes rapid structural changes of inhibitory neurons in adult mouse visual cortex. Neuron 71, 869–882. doi: 10.1016/j.neuron.2011.06.034
Kilman, V., van Rossum, M. C., and Turrigiano, G. G. (2002). Activity deprivation reduces miniature IPSC amplitude by decreasing the number of postsynaptic GABA(A) receptors clustered at neocortical synapses. J. Neurosci. 22, 1328–1337.
Kirov, S. A., and Harris, K. M. (1999). Dendrites are more spiny on mature hippocampal neurons when synapses are inactivated. Nat. Neurosci. 2, 878–883. doi: 10.1038/13178
Knott, G. W., Quairiaux, C., Genoud, C., and Welker, E. (2002). Formation of dendritic spines with GABAergic synapses induced by whisker stimulation in adult mice. Neuron 34, 265–273. doi: 10.1016/s0896-6273(02)00663-3
Kremer, M. C., Christiansen, F., Leiss, F., Paehler, M., Knapek, S., Andlauer, T. F., et al. (2010). Structural long-term changes at mushroom body input synapses. Curr. Biol. 20, 1938–1944. doi: 10.1016/j.cub.2010.09.060

Frontiers in Cellular Neuroscience
Yin and Yuan Structural homeostasis in the nervous system

Kuba, H. (2012). Structural tuning and plasticity of the axon initial segment in auditory neurons. *J. Physiol.* 590, 5571–5579. doi: 10.1113/jphysiol.2012.237305

Kuba, H., and Ohmori, H. (2009). Roles of axonal sodium channels in precise auditory time coding at nucleus magnocellularis of the chick. *J. Physiol.* 587, 87–100. doi: 10.1113/jphysiol.2008.162651

Kuba, H., Oishi, Y., and Ohmori, H. (2010). Presynaptic activity regulates Na(+) channel distribution at the axon initial segment. *Nature* 465, 1075–1078. doi: 10.1038/nature09087

Kubota, Y., Hatada, S., Kondo, S., Karube, F., and Kawaguchi, Y. (2007). Neocortical inhibitory terminals innervate dendritic spines targeted by thalamocortical afferents. *J. Neurosci.* 27, 1139–1150. doi: 10.1523/jneurosci.3846-06.2007

Lampecht, R., and LeDoux, J. (2004). Structural plasticity and memory. *Nat. Rev. Neurosci.* 5, 45–54. doi: 10.1038/nrn1301

Malenka, R. C., and Bear, M. F. (2004). LTP and LTD: an embarrassment of riches. *Neuron* 44, 5–21. doi: 10.1016/j.neuron.2004.09.012

Marder, E., and Goaillard, J. M. (2006). Variability, compensation and homeostasis. *Nat. Rev. Neurosci.* 7, 563–574. doi: 10.1038/nrn1949

Marrus, S. B., Portman, S. L., Allen, M. J., Moffat, K. G., and DiAntonio, A. (2004). Differential localization of glutamate receptor subunits at the Drosophila neuromuscular junction. *J. Neurosci.* 24, 1406–1415. doi: 10.1523/jneurosci.1575-03.2004

Murphy, V. N., Schikorski, T., Stevens, C. F., and Zhu, Y. (2001). Inactivity produces changes in neurotransmitter release and synapse size. *Neuron* 32, 673–682. doi: 10.1016/s0896-6273(01)00500-1

Petersen, S. A., Fetter, R. D., Noordermeer, J. N., Goodman, C. S., and DiAntonio, A. (1997). Genetic analysis of glutamate receptors in Drosophila reveals a retrograde signal regulating presynaptic transmitter release. *Neuron* 19, 1237–1248. doi: 10.1016/s0896-6273(00)80415-8

Portera-Cailliau, C., Weimer, R. M., DePaola, V., Caroni, P., and Svoboda, K. (2005). Diverse modes of axon elaboration in the developing neocortex. *PLoS Biol.* 3:e272. doi: 10.1371/journal.pbio.0030272

Ranocki, M. B., and Zoghbi, H. Y. (2008). Failure of neuronal homeostasis results in common neuropsychiatric phenotypes. *Nature* 455, 912–918. doi: 10.1038/nature07457

Rutherford, L. C., Nelson, S. B., and Turriiganio, G. G. (1998). BDNF has opposite effects on the quantal amplitude of pyramidal neuron and interneuron excitatory synapses. *Neuron* 21, 521–530. doi: 10.1016/s0896-6273(00)80563-2

Tomoni, G., and Cirelli, C. (2003). Sleep and synaptic homeostasis: a hypothesis. *Brain Res. Bull.* 62, 143–150. doi: 10.1016/s0361-9230(03)00904-7

Tomoni, G., and Cirelli, C. (2006). Sleep function and synaptic homeostasis. *Sleep Med. Rev.* 10, 49–62. doi: 10.1016/s1208-8868(05)00022-4

Toro, R., Konyukh, M., Delorme, R., Leblond, C., Chaste, P., Fauchereau, F., et al. (2010). Key role for gene dosage and synaptic homeostasis in autism spectrum disorders. *Trends Genet.* 26, 363–372. doi: 10.1016/j.tig.2010.05.007

Tripodi, M., Evers, J. F., Mauss, A., Bate, M., and Landgraf, M. (2008). Structural homeostasis: compensatory adjustments of dendritic arbor geometry in response to variations of synaptic input. *PLoS Biol.* e260. doi: 10.1371/journal.pbio.0060260

Turriiganio, G. G. (2008). The self-tuning neuron: synaptic scaling of excitatory synapses. *Cell* 135, 422–435. doi: 10.1016/j.cell.2008.10.008

Turriiganio, G. (2012). Homeostatic synaptic plasticity: local and global mechanisms for stabilizing neuronal function. *Cold Spring Harb. Perspect. Biol.* 4:a005736. doi: 10.1101/cshperspect.a005736

Turriiganio, G. G., Leslie, K. R., Desai, N. S., Rutherford, L. C., and Nelson, S. B. (1998). Activity-dependent scaling of quantal amplitude in neocortical neurons. *Nature* 391, 892–896. doi: 10.1038/36103

Turriiganio, G. G., and Nelson, S. B. (2000). Hebbs and homeostasis in neuronal plasticity. *Curr. Opin. Neurobiol.* 10, 358–364. doi: 10.1016/s0959-4388(00)0091-x

Turriiganio, G. G., and Nelson, S. B. (2004). Homeostatic plasticity in the developing nervous system. *Nat. Rev. Neurosci.* 5, 97–107. doi: 10.1038/nrn1327

Wondolowski, J., and Dickman, D. (2013). Emerging links between hebbian and homeostatic synaptic plasticity. *Neuron* 74, 374–383. doi: 10.1016/j.neuron.2012.03.015

Vitoreira, N., and Goda, Y. (2013). Cell biology in neuroscience: the interplay between Hebbian and homeostatic synaptic plasticity. *J. Cell Biol.* 203, 175–186. doi: 10.1083/jcb.201306030

Wallace, W., and Bear, M. F. (2004). A morphological correlate of synaptic scaling in visual cortex. *J. Neurosci.* 24, 6928–6938. doi: 10.1523/jneurosci.1110-04.2004

Wondolowski, J., and Dickman, D. (2013). Emerging links between hebbian and homeostatic synaptic plasticity and neurological disease. *Front. Cell. Neurosci.* 7:223. doi: 10.3389/fncel.2013.00223

Yamahachi, H., Marik, S. A., McManus, J. N., Denk, W., and Gilbert, C. D. (2009). Rapid axonal sprouting and pruning accompany functional reorganization in primary visual cortex. *Nature* 464, 719–729. doi: 10.1038/nature09087

Yuan, Q., Xiang, Y., Yan, Z., Han, C., Jan, L. Y., and Jan, Y. N. (2011). Light-induced structural and functional plasticity in Drosophila larval visual system. *Science* 333, 1458–1462. doi: 10.1126/science.1207121

Zuo, Y., Yang, G., Kwon, E., and Gan, W. B. (2005). Long-term sensory deprivation prevents dendritic spine loss in primary somatosensory cortex. *Nature* 436, 261–265. doi: 10.1038/nature03715

**Conflict of Interest Statement:** The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Received: 06 September 2014; accepted: 05 December 2014; published online: 20 January 2015.

**Citation:** Yin J and Yuan Q (2015) Structural homeostasis in the nervous system: a balancing act for wiring plasticity and stability. *Front. Cell. Neurosci.* 9:439. doi: 10.3389/fncel.2014.00439

This article was submitted to the journal Frontiers in Cellular Neuroscience. Copyright © 2015 Yin and Yuan. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution and reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.