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Abstract. Cross-modal retrieval has attracted most attention in the recent years. For the image and text, how to measure the semantic similarity among them is still a challenging problem in cross-modal retrieval task. In our paper, we propose a cross-modal retrieval method that uses a CNN to obtain the semantic similarity between image and text. Most methods to solve this problem employ two separate parts for each modality to obtain the semantic similarity between them. However, in our work we just use a CNN to get the semantic similarity without having to use separate networks. In addition, we are aiming to solve the problem between long text and image, so we use the topic model to process the text. We evaluate our approach on Wikipedia dataset.

1. Introduction

Convolutional Neural Networks has already made great success in image classification[1][2][3], object detection[4][5]. And now it has started to pivot from classical image classification and object detection problems to associating text descriptions to visual data. For example, Convolutional Neural Networks has made progress in image caption[6][7] which is aimed to produce the sentences describing the images. From these works, we can know that the deep Convolutional Neural Network can extract state-of-the-art image features and can obtain a better experiment result than other classical methods. It uses an image of the size W×H×3 as input, and then put it into a convolutional layer which is consisting of C-channel filters. These filters will scan the input and then output a feature map with the size of W1×H1×C. Certainly, The result will be the input of the next convolutional layer.

The task of cross-modal retrieval is that according to queries in one modality, users would search for semantically relevant content in other modalities. In image-text cross modal retrieval, we need find images that best illustrate the topic of a textual query, or textual descriptions that best explain the content of a visual query. Therefore, it is a hard task in cross-modal retrieval that obtain the semantic similarity between queries and database entries from different modalities.

The standard solution to cross-modal retrieval is to explore a shared low dimensional latent feature space for these modalities using data pairs[8][9]. And then we can obtain the semantic similarity by processing feature vectors in the feature space. The efficient and effective distance measurements are Cosine distance[9][10] or Euclidean distance[11], both methods can be used to measure the semantic similarity. Besides, we can take other methods to get the semantic similarity. In[12], they train a network that can learn to judge video frame is matching with short audio clip. The positives are those frames and audios from one video at the same time, while those extracted from different videos are negatives. By this method, they get the best results at that time.

In our paper we propose an approach that obtain the semantic similarity of text and image by one network. We utilize the great power of Convolutional Neural Network to realize it. We aim to let the
network output the similarity, not just get the feature vector of the image. In addition, we experiment on long texts not several sentences and transform them into vectors which are as inputs for network.

2. Related work
Many methods in the field of cross-modal retrieval have been proposed over recent years. Even if they are different from each other, they have a common feature that they try to search a shared subspace where the item of one modality can directly compare with others. And then these methods will transform each modality into vectors of common subspace. As a result, they can obtain the semantic similarity by computing the distance of two vectors.

One of the classical approaches towards is named Canonical Correlation Analysis (CCA) [10] which aims to search the common feature space that can maximizes the relevance between two types of data. Kernel canonical correlation analysis (KCCA) [13] uses the kernel trick based on CCA. And there are many other extensions of CCA. Just like CCA, Graph-based methods [14][15] also learn linear projections to discover a shared feature space by maximizing the cross-modal pairwise item correlation. Triplet ranking [16][17] is another effective approach. This method impose a constraint that make the distance between positive pairs be closer to the negative pairs. The cross-modal hashing [18][19] aims at searching a shared binary Hamming space where we can compare them directly. In TextTopicNet [20], they employ the topic level feature vectors of long texts to supervise the image feature learning of CaffeNet [28]. All these approaches could be divided into two parts: supervised and unsupervised approaches. The difference among them is if they utilize class or categorical information related to every image-document pair, of course, supervised methods use.

The method presented in our paper is the category of unsupervised methods. Our method is related to these cross-modal retrieval methods to some extent that we adopt LDA [21] to extract features of texts and use convolutional neural network to extract image feature vectors. However, our method differs from these methods in that we use the features of texts as one of inputs of the convolutional neural network with the image, besides, the output is the semantic similarity between the images and texts. Therefore, we needn’t calculate the similarity with the features of images and texts, and we can get the similarity directly through the network.

3. Proposed method
Our goal is to learn the semantic similarity between the images and texts by the deep neural network. To achieve this goal, we will extract the texts features at the first through the LDA [21] topic model, and then we will accomplish the fusion of image features and text features in the neural network. Finally, we can get the semantic similarity between the image and text.

3.1. LDA model
For the text, we suppose that several hidden topics can generate the textual information by some ways. Therefore, we take advantage of the latent dirichlet allocation model to obtain these latent topics and represent the texts associated with images as a probability distribution over the set of discovered topics. LDA, a three-level hierarchical Bayesian model, is a generative probabilistic model of texts. The core of it is that texts can be seen as different mixtures over latent topics, and each topic is distinguished by a probability distribution over all words of texts. We can see the structure of the model in figure 1.

For a text corpus including M documents and a dictionary containing N words, we can form a new text consisting of several topics by these steps:
• Select parameter $\theta$ which is generated by Dirichlet distribution
• For word $\omega_n$ in the new text $d$:
  - Select a topic $z_n$ which is generated by multinomial distribution with the parameter $\theta$
  - Select a word $\omega_n$ from multinomial distribution $p(\omega_n | z_n, \beta)$

So the LDA model can be expressed as (K is the number of topics):
\begin{align}
p(d \mid \alpha, \beta) &= \int \prod_{n=1}^{N} p(z_k \mid \theta) p(\omega_n \mid z_k, \beta) \ d \theta 
\end{align}

We can know that LDA obtains a more compact representation of text, so it reduces the dimensionality of data to a great extent. And we can easily interpret the meaning of the text vector. In our work, we need to extract the features of texts in advance which are inputs of the neural network. What we process are long texts, therefore, we need take some measures to present the texts in a compact representation.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{lda_schema.png}
\caption{Graphical model of LDA}
\end{figure}

3.2. Network architecture

To achieve our goals, we design the network structure shown in figure 2. In our experiments we do with LDA topic model to obtain the compact representation of texts, and process the images by convolutional layers to get the feature vectors of image. Then the two 40-D image and text features are concatenated into a 80-D vector which is used to generate a 2-way classification result by two fully connected layers. We can judge whether the images correlate to the texts according to the results.

In experiment, we add some other layers behind each the convolutional layers for the purpose of improving the accuracy of retrieval, such as max-pooling, Relu, Local Response Normalization layers. After we get the trained model, we can calculate the semantic similarity of the new image and text through inputting them into the network. By this method, we achieve the goals that to learn cross-modality similarity by an end to end ways and we make no use of class and categorical information about each image-text pair.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{network_architecture.png}
\caption{Network architecture.}
\end{figure}

4. Experiment and results
In this part we will describe our dataset, implementation details, and compare our method to other approaches so as to show the quality of the semantic similarity learned by our method. In our experiment, we utilize the texts of the dataset to train the LDA topic model so as to get the features of texts, then we input the images and text features into the network to obtain the semantic similarity, finally, we use the semantic similarity to finish the cross-modal retrieval task.

4.1. Dataset

We aim to solve the problem of text-image cross-modal retrieval by an end to end way. So we train our LDA and CNN models using Wikipedia articles contained in the Wikepedia ImageCLEF dataset[22]. We use the dataset which is the same as to TextTopicNet[20]. It consists of 35582 different articles which describe 100785 images. In order to test the quality of our models for cross-modal retrieval, we compare with other methods on a subset of Wikipedia dataset[10] which includes 693 pairs.

4.2. Implementation details

We do several experiments to choose the proper number of topics of LDA by varying it from 10 to 100, and finally we discover that 40 topics can obtain the best performance. One of the core ideas of this paper is that the fusion of image and text features, when we fuse the features of images and texts, we try to use the product of them, but it cannot reach the level ofconcating them. Finally, we use the softmax as our loss function. When we use it to calculate the semantic similarity, it will get a value between 0 and 1, which can be seen as the possibility that the image and text are correlated to each other.

4.3. Comparison to other methods

We evaluate our models by two kinds of cross-modal retrieval tasks: (1) given image retrieve text, (2) given text retrieve image. For the process of retrieval, we input images and texts features into the network, and obtain the semantic similarity in the end of the network. We compare our method with other supervised and unsupervised approaches in the table 1.

| Method       | Image query | Text query | Average |
|--------------|-------------|------------|---------|
| CCA[13]      | 19.70       | 17.84      | 18.77   |
| PLS[23]      | 30.55       | 28.03      | 29.29   |
| TextTopicNet[20] | 39.58   | 38.16      | 38.87   |
| SCM[10]      | 37.13       | 28.23      | 32.68   |
| GMMFA[24]    | 38.74       | 31.09      | 34.91   |
| CCA-3V[25]  | 40.49       | 36.51      | 38.50   |
| GMLDA[24]    | 40.84       | 36.93      | 38.88   |
| LCFS[26]     | 41.32       | 38.45      | 39.88   |
| JFSSL[27]    | 42.79       | 39.57      | 41.18   |
| ours         | 36.44       | 29.02      | 32.73   |

Table 1. MAP comparison with other methods.
Our method outperforms some supervised methods and unsupervised approaches. Most importantly, our method achieves the goals of learning the semantic similarity by an end to end way. It simplifies the process of calculating the semantic similarity.

5. Conclusion
In our experiments, we train our models to learn cross-modality similarity by an end to end way without using two networks like other methods and our performance is better than some classical ways.
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