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Abstract

Real-world text applications often involve composing a wide range of text control operations, such as editing the text w.r.t. an attribute, manipulating keywords and structure, and generating new text of desired properties. Prior work typically learns/finetunes a language model (LM) to perform individual or specific subsets of operations. Recent research has studied combining operations in a plug-and-play manner, often with costly search or optimization in the complex sequence space. This paper proposes a new efficient approach for composable text operations in the compact latent space of text. The low-dimensionality and differentiability of the text latent vector allow us to develop an efficient sampler based on ordinary differential equations (ODEs) given arbitrary plug-in operators (e.g., attribute classifiers). By connecting pretrained LMs (e.g., GPT2) to the latent space through efficient adaption, we then decode the sampled vectors into desired text sequences. The flexible approach permits diverse control operators (sentiment, tense, formality, keywords, etc.) acquired using any relevant data from different domains. Experiments show that composing those operators within our approach manages to generate or edit high-quality text, substantially improving over previous methods in terms of generation quality and efficiency.\textsuperscript{1}

1 Introduction

Many text problems involve a diverse set of text control operations, such as editing different attributes (e.g., sentiment, formality) of the text, inserting or changing the keywords, generating new text of diverse properties, and so forth. In particular, different composition of those operations are often required in various real-world applications (Figure 1).

\textsuperscript{†}Work done when Guangyi Liu was a Ph.D. candidate at CUHK-Shenzhen.

\textsuperscript{1}Code: https://github.com/guangyliu/LatentOps

Figure 1: Examples of different composition of text operations, such as editing a text in terms of different attributes sequentially (top) or at the same time (middle), or generating a new text of target properties (bottom). The proposed LATENTOPS enables a single LM (e.g., an adapted GPT-2) to perform arbitrary text operation composition in the latent space.

Conventional approaches typically build a conditional model (e.g., by finetuning pretrained language models) for each specific combination of operations (Hu et al., 2017; Keskar et al., 2019; Ziegler et al., 2019), which is unscalicable given the combinatorially many possible compositions and the lack of supervised data. Most recent research thus has started to explore plug-and-play solutions. Given a pretrained language model (LM), those approaches plug in arbitrary constraints to guide the production of desired text sequences (Dathathri et al., 2020; Yang and Klein, 2021; Kumar et al., 2021; Krause et al., 2021; Miresghallah et al., 2022; Qin et al., 2022). The approaches, however, typically rely on search or optimization in the complex text sequence space. The discrete nature of text makes the search/optimization extremely difficult. Though some recent work introduces continuous approximations to the discrete tokens (Qin...
et al., 2020, 2022; Kumar et al., 2021), the high dimensionality and complexity of the sequence space still renders it inefficient to find the accurate high-quality text.

In this paper, we develop LATENTOPS, a new efficient approach that performs composable control operations in the compact and continuous latent space of text. LATENTOPS permits plugging in arbitrary operators (e.g., attribute classifiers) applied on text latent vectors, to form an energy-based distribution on the low-dimensional latent space. We then develop an efficient sampler based on ordinary differential equations (ODEs) (Song et al., 2021; Nie et al., 2021; Vahdat et al., 2021) to draw latent vector samples that bear the desired attributes.

A key challenge after getting the latent vector is to decode it into the target text sequence. To this end, we connect the latent space to pretrained LM decoders (e.g., GPT-2) by efficiently adapting a small subset of the LM parameters in a variational auto-encoding (VAE) manner (Kingma and Welling, 2014; Bowman et al., 2016).

Previous attempts of editing text in latent space have often been limited to single attribute and small-scale models, due to the incompatibility of the latent space with the existing transformer-based pretrained LMs (Wang et al., 2019; Liu et al., 2020; Shen et al., 2020; Duan et al., 2020; Mai et al., 2020a). LATENTOPS overcomes the difficulties and enables a single large LM to perform arbitrary composable text controls.

We conduct experiments on three challenging settings, including sequential editing of text w.r.t. a series of attributes, editing compositional attributes simultaneously, and generating new text given various attributes. Results show that composing operators within our method manages to generate or edit high-quality text, substantially improving over respective baselines in terms of quality and efficiency.

2 Background

2.1 Energy-based Models and ODE Sampling

Given an arbitrary energy function \( E(x) \in \mathbb{R} \), energy-based models (EBMs) define a Boltzmann distribution:

\[
p(x) = e^{-E(x)} / Z,
\]

where \( Z = \sum_{x \in \mathcal{X}} e^{-E(x)} \) is the normalization term (the summation is replaced by integration if \( x \in \mathcal{X} \) is a continuous variable). EBMs are flexible to incorporate any functions or constraints into the energy function \( E(x) \). Recent work has explored text-based EBMs (where \( x \) is a text sequence) for controllable text generation (Hu et al., 2018; Deng et al., 2020; Liu et al., 2021a; Khalifa et al., 2021; Miresgheallah et al., 2022; Qin et al., 2022). Despite the flexibility, sampling from EBMs is rather challenging due to the intractable \( Z \). The text-based EBMs face even more difficult sampling due to the extremely large and complex (discrete or soft) text space.

Langevin dynamics (LD, Welling and Teh, 2011; Ma et al., 2018) is a gradient-based Markov chain Monte Carlo (MCMC) approach often used for sampling from EBMs (Du and Mordatch, 2019b; Song and Ermon, 2019; Du et al., 2020; Qin et al., 2022). It is considered as a more efficient way compared to other gradient-free alternatives (e.g., Gibbs sampling (Bishop and Nasrabadi, 2006)). However, due to several critical hyperparameters (e.g., step size, number of steps, noise scale), LD tends to be sensitive and unrobust in practice (Nie et al., 2021; Du and Mordatch, 2019a; Grathwohl et al., 2020).

On the other hand, stochastic/ordinary differential equations (SDEs/ODEs) (Anderson, 1982) offer another sampling technique recently applied in image generation (Song et al., 2021; Nie et al., 2021). An SDE characterizes a diffusion process that maps real data to random noise in continuous time \( t \in [0, T] \). Specifically, let \( x(t) \) be the value of the process following \( x(t) \sim p_t(x) \), indexed by time \( t \). At start time \( t = 0 \), \( x(0) \sim p_0(x) \) which is the data distribution, and at the end \( t = T \), \( x(T) \sim p_T(x) \) which is the noise distribution (e.g., standard Gaussian). The reverse SDE instead generates a real sample from the noise by working backwards in time (from \( t = T \) to \( t = 0 \)). More formally, consider a variance-preserving SDE (Song et al., 2021) whose reverse is written as

\[
dx = -\frac{1}{2} \beta(t) |x + 2 \nabla_x \log p_t(x)| dt + \sqrt{\beta(t)} dW, \tag{2}
\]

where \( dW \) is an infinitesimal negative time step; \( W \) is a standard Wiener process when time flows backwards from \( T \) to \( 0 \); and the scalar \( \beta(t) := \beta_0 + (\beta_T - \beta_0)t \) is a time-variant coefficient linear w.r.t. time \( t \). Given a noise \( x(T) \sim p_T(x) \), solving the above reverse SDE returns a \( x(0) \) that is a sample from the desired distribution \( p_0(x) \). One could use different numerical solvers to this end. (Burrage et al., 2000; Higham, 2001; Rößler, 2009). The SDE sampler sometimes need to combine with
an additional corrector to improve the sample quality (Song et al., 2021).

Further, as shown in (Song et al., 2021; Maoutsa et al., 2020), each (reverse) SDE has a corresponding ODE, solving which leads to samples following the same distribution. The ODE is written as (see Appendix A for the derivations):

\[
\frac{dx}{dt} = -\frac{1}{2} \beta(t)|x + \nabla_x \log p(x)| dt.
\]

Solving the ODE with relevant numerical methods (Euler, 1824; Calvo et al., 1990; Engstler and Lubich, 1997) corresponds to an sampling approach that is more efficient and robust (Song et al., 2021; Nie et al., 2021).

In this work, we adapt the ODE sampling for our approach. Crucially, we overcome the text control and sampling difficulties in the aforementioned sequence-space methods, by defining the text control operations in a compact latent space, handled by a latent-space EBMs with the ODE solver for efficient sampling.

2.2 Latent Text Modeling with Variational Auto-Encoders

Variational auto-encoders (VAEs) (Kingma and Welling, 2014; Rezende et al., 2014) have been used to model text with a low-dimensional continuous latent space with certain regularities (Bowman et al., 2016; Hu et al., 2017). An VAE connects the text sequence space \( \mathcal{X} \) and the latent space \( \mathcal{Z} \subset \mathbb{R}^d \) with an encoder \( q(z|x) \) that maps text \( x \) into latent vector \( z \), and a decoder \( p(x|z) \) that maps a \( z \) into text. Previous work usually learns text VAEs from scratch, optimizing the encoder and decoder parameters with the following objective:

\[
\mathcal{L}_{\text{VAE}}(x) = -\mathbb{E}_{q(z|x)}[\log p(x|z)] + \text{KL}(q(z|x)||p_{\text{prior}}(z)),
\]

where \( p_{\text{prior}}(z) \) is a standard Gaussian distribution as the prior, and \( \text{KL}(\cdot||\cdot) \) is the Kullback-Leibler divergence that pushes \( q_{\text{enc}} \) to be close to the prior. The first term encourages \( z \) to encode relevant information for reconstructing the observed text \( x \), while the second term adds regularity so that any \( z \sim p_{\text{prior}}(z) \) can be decoded into high-quality text in the text sequence space \( \mathcal{X} \). Recent work (Li et al., 2020; Hu and Li, 2021) scales up VAE by initializing the encoder and decoder with pretrained LMs (e.g., BERT (Devlin et al., 2019) and GPT-2 (Radford et al., 2019), respectively). However, they still require costly finetuning of the whole model on the target corpus.

In comparison, our work converts a given pretrained LM (e.g., GPT-2) into a latent-space model efficiently by tuning only a small subset of parameters, as detailed more in §3.3.

3 Composable Text Latent Operations

We develop our approach LATENTOPS that quickly adapts a given pretrained LM (e.g., GPT-2) to enable composable text latent operations. The approach consists of two components, namely a VAE based on the pretrained LM that connects the text space with a compact continuous latent space, and EBMs on the latent space that permits arbitrary attribute composition and efficient sampling.

More specifically, the VAE decoder \( p(x|z) \) offers a way to map any given latent vector \( z \) into the corresponding text sequence. Therefore, text control (e.g., editing a text or generating a new one) boils down to finding the desired vector \( z \) that bears the desired attributes and characteristics. To this end, one could plug in any relevant attribute operators (e.g., classifiers), resulting in a latent-space EBM that characterizes the distribution of \( z \) with the desired attributes. We could then draw the \( z \) samples of interest, performed efficiently with an ODE solver.

LATENTOPS thus avoids the difficult optimization or sampling in the complex text sequence space as compared to the previous plug-and-play methods (e.g., Yang and Klein, 2021; Dathathri et al., 2020; Qin et al., 2022). Our approach is also compatible with the powerful pretrained LMs, requiring only minimal adaptation to equip the LMs with a latent space, rather than costly retraining from scratch as in the recent diffusion LM (Li et al., 2022).

In the following, we first present the latent-space EBM formulation (§3.1) for composable operations, and derive the efficient ODE sampler (§3.2); we discuss the parameter-efficient adaptation of pretrained LMs for the latent space (§3.3); we then discuss the implementation details (§3.4).

3.1 Composable Latent-Space EBMs

We aim to formulate the latent-space EBMs such that one can easily plug in arbitrary attribute operators to define the latent distribution of interest. Besides, as we want to obtain fluent text with the VAE decoder \( p(x|z) \) described in §3.3, the latent distribution over \( z \) should match the structure of the VAE latent space.
Formally, let $\mathbf{a} = \{a_1, a_2, \ldots \}$ be a vector of desired attribute values, where each $a_i \in \mathbb{R}$ (e.g., positive sentiment, or informal writing style). Note that $\mathbf{a}$ does not have a prefixed length as one can plug in any number of attributes to control on the fly. In general, to assess if a vector $\mathbf{z}$ bears the desired attribute $a_i$, we could use any function $f_i$ that takes in $\mathbf{z}$ and $a_i$, and outputs a score measuring how well $a_i$ is carried in $\mathbf{z}$. For a categorical attribute (e.g., sentiment, either positive or negative), one of the common choices is to use a trained attribute classifier, where $f_i(z)$ is the output logit vector and $f_i(z)[a_i] \in \mathbb{R}$ is the logit of the particular class $a_i$ of interest. For clarity of presentation, we focus on categorical attributes and classifiers in the rest of the paper, and assume the attributes are independent with each others.

We are now ready to formulate the latent-space EBMs by plugging in the attribute classifiers. Specifically, we define the joint distribution:

$$p(z, \mathbf{a}) := p_{\text{prior}}(z)p(\mathbf{a}|z) = p_{\text{prior}}(z) \cdot e^{-E(\mathbf{a}|z)}/Z,$$

(5)

where $p_{\text{prior}}(z)$ is the Gaussian prior distribution of VAE (§2.2), and $p(\mathbf{a}|z)$ is formulated with energy function $E(\mathbf{a}|z)$ to encode the different target attributes. Such a decomposition of $p(z, \mathbf{a})$ results in two key desirable properties: (1) The marginal distribution over $z$ equals the VAE prior, i.e., $\sum_{\mathbf{a}} p(z, \mathbf{a}) = p_{\text{prior}}(z)$. This facilitates the VAE decoder to generate fluent text; (2) the energy function in $p(\mathbf{a}|z)$ enables the combination of arbitrary attributes, with $E(\mathbf{a}|z) = \sum_i \lambda_i E_i(a_i|z)$. Each $\lambda_i \in \mathbb{R}$ is the balance weight, and $E_i$ is defined as the negative log probability (i.e., the normalized logit) of $a_i$ to make sure the different attribute classifiers have outputs at the same scale for combination:

$$E_i(\mathbf{a}|z) = -f_i(z)[a_i] + \log \sum_{a_i'} \exp(f_i(z)[a_i']).$$

(6)

### 3.2 Efficient Sampling with ODEs

Once we have the desired distribution $p(z, \mathbf{a})$ over the latent space and attributes, we would like to draw samples $z$ given the target attribute values $\mathbf{a}$. The samples can then be fed to the VAE decoder (§3.3) to obtain the desired text. As discussed in §2.1 and also shown in our ablation study in §5D.4, sampling with ODEs has the benefits of robustness compared to Langevin dynamics that is sensitive to hyperparameters, and efficiency compared to SDEs that require additional correction.

We now derive the ODE sampling in the latent space. Specifically, we adapt the ODE from Eq.(3) into our latent-space setting, which gives:

$$dz = -\frac{1}{2} \beta(t) [z - \nabla_z \log p_{\text{prior}}(z, \mathbf{a})] dt$$

$$= -\frac{1}{2} \beta(t) [z - \nabla_z \log p_{\text{prior}}(z) + \nabla_z \log p_{\text{prior}}(z)] dt.$$  

(7)

For $p_{\text{prior}}(z)$, notice that at $t = 0$, $p_{\text{prior}}(z)$ is the VAE prior distribution $p_{\text{prior}}(z)$ as defined in Eq.(5), which is the same as $p_T(z)$ (i.e., the Gaussian noise distribution after diffusion). This means that in the diffusion process, we always have $p_T(z) = \mathcal{N}(0, I)$ that is time-invariant (Nie et al., 2021). Similarly, for $p_T(\mathbf{a}|z)$, since the input $\mathbf{z}$ follows the time-invariant distribution and the classifiers $f_i$ are fixed, the $p_T(\mathbf{a}|z)$ is also time-invariant. Plugging the definitions of those components, we obtain the simple ODE formulation:

$$dz = -\frac{1}{2} \beta(t) [z - \nabla_z E(\mathbf{a}|z)] dt$$

$$= \frac{1}{2} \beta(t) \sum_{i=1}^{n} \nabla_z E(\mathbf{a}_i|z) dt.$$  

(8)

We can then easily create latent samples condi-
tioning on the given attribute values, by drawing \( z(T) \sim \mathcal{N}(0, I) \) and solving the Eq.(8) with a differentiable neural ODE solver\(^2\) (Chen et al., 2018, 2021) to obtain \( z(0) \). In §3.4, we discuss more implementation details with approximated starting point \( z(T) \) for text editing and better empirical performance.

3.3 Adapting Pretrained LMs for Latent Space

To decode the \( z \) samples into text sequences, we equip pretrained LMs (e.g., GPT-2) with the latent space through parameter-efficient adaptation. More specifically, we adapt the autoregressive LM into a text latent model within the VAE framework (§2.2). Differing from the previous VAE work that trains from scratch or finetunes the full parameters of pretrained LMs (Li et al., 2020; Hu and Li, 2021; Hu et al., 2017), we show that it is sufficient to only update a small portion of the LM parameters to connect the LM with the latent space, while keeping the LM capability of generating fluent coherent text. Specifically, we augment the autoregressive LM with small MLP layers that pass the latent vector \( z \) to the LM, and insert an additional transformer layer in between the LM embedding layer and the original first layer. The resulting model then serves as the decoder in the VAE objective (Eq.4), for which we only optimize the MLP layers, the embedding layer, and the inserted transformer layer, while keeping all other parameters frozen. For the encoder, we use a BERT-small model (Devlin et al., 2019; Turc et al., 2019) and finetune it in the VAE framework. As discussed later in §3.4, the tuned encoder can be used to produce the initial \( z \) values in the ODE sampler for text editing.

3.4 Implementation Details

We discuss more implementation details of the method. Overall, given an arbitrary text corpus (e.g., a set of text from any domain of interest), we first build the VAE by adapting the pretrained LMs as described in §3.3. Once the latent space is established, we keep it (including all the VAE components) fixed, and perform compositional text operations in the latent space on the fly.

Acquisition of attribute classifiers We can acquire attribute classifiers \( f_i(z) \) on the frozen latent space by training using arbitrary datasets with annotations. Specifically, we encode the input text into the latent space with the VAE encoder, and then train the classifier to predict the attribute label given the latent vector. Each classifier, as is built on the semantic latent space, can be trained efficiently with only a small number of examples (e.g., 200 per class). This allows us to acquire a large diversity of classifiers (e.g., sentiment, formality, different keywords) in our experiments (§4) using readily-available data from different domains, and flexibly compose them together to perform operations on text in the domain of interest.

Initialization of ODE sampling To sample \( z \) with the ODE solver (§3.2), we need to specify the initial \( z(T) \). For text editing operations (e.g., transferring sentiment from positive to negative) that start with a given text sequence, we initialize \( z(T) \) to the latent vector of the given text by the VAE encoder. We show in our experiments that the resulting \( z(0) \) samples as the solution of the ODEs can preserve the relevant information in the original text while obtaining the desired target attributes.

For generating new text of target attributes, the normal way is to sample \( z(T) \) from the prior Gaussian distribution \( \mathcal{N}(0, I) \). However, due to the inevitable gap between the prior distribution and the learned VAE posterior on \( Z \), such a Gaussian noise sample does not always lead to coherent text outputs. We thus follow (Li et al., 2020; Hu and Li, 2021) to learn a small (single-layer) GAN (Goodfellow et al., 2014) \( p_{GAN}(z) \) that simulates the VAE posterior distribution, using all encoded \( z \) of real text as the training data. We then generate the initial \( z(T) \) from the \( p_{GAN} \).

Sample selection The compact latent space learned by VAE allows us to conveniently create multiple semantically-close variants of a sampled \( z(0) \) and pick the best one in terms of certain task criteria. Specifically, we add random Gaussian noise perturbation (with a small variance) to \( z(0) \) to get a set of vectors close to \( z(0) \) in the latent space and select one from the set. We found the sample perturbation and selection is most useful for operations related to the text content. For example, in text editing (§4.2), we pick a vector based on the content preservation (e.g., BLEU with the original text) and attribute accuracy. More details are provided in §B.

\(^2\)https://github.com/rtqichen/torchdiffeq
4 Experiments

We conduct extensive experiments of composable text controls to show the flexibility and efficiency of LATENTOPS, including generating new text of compositional attributes (§4.1) and editing existing text in terms of desired attributes sequentially or simultaneously (§4.2). All code will be released upon acceptance.

Table 1: Results of generation with compositional attributes. S, T and F stand for sentiment, tense and formality, respectively. G-M is the geometric mean of all accuracy. For reference, the PPL of test data and human-annotated data is 24.5. Since GPT2-FT is a fully-supervised model for reference, we mark the best result bold except GPT2-FT.

| Attributes | Methods   | Accuracy↑ | Fluency↓ | Diversity↓ |
|------------|-----------|-----------|----------|------------|
|            | S T F G-M | PPL       | sBL      |            |
| S          | PPLM      | 0.86      | -        | -          |
|            | FUDGE     | 0.77      | -        | -          |
|            | Ours      | 0.99      | -        | -          |
|            | GPT2-FT   | 0.98      | 0.98     | 10.6       |
| S+T        | PPLM      | 0.81      | 0.59     | -          |
|            | FUDGE     | 0.67      | 0.63     | -          |
|            | Ours      | 0.98      | 0.93     | -          |
|            | GPT2-FT   | 0.98      | 0.95     | 9.0        |
| S+T+F      | PPLM      | 0.82      | 0.57     | 0.56       |
|            | FUDGE     | 0.67      | 0.64     | 0.56       |
|            | Ours      | 0.97      | 0.92     | 0.93       |

Table 2: Examples of generation with compositional attributes. We mark failed spans in red.

4.1 Generation with Compositional Attributes

We apply LATENTOPS to generate new text of arbitrary desired attributes on Yelp domain.

Baselines We compare with the previous plug-and-play text control approaches PPLM (Dathathri et al., 2020) and FUDGE (Yang and Klein, 2021). As mentioned earlier, both approaches apply attribute classifiers on the complex sequence space, with an autoregressive LM as a base model. We obtain the base model by finetuning GPT2-large on the above domain corpus (e.g., Yelp). We further compare with an expensive supervised method GPT2-FT which finetunes a GPT2-large for each combination of attributes. To get the supervised data (§D.2.1), we automatically annotate the domain corpus for formality and tense labels with a trained classifier and tagger, respectively.

Metrics Attribute accuracy is given by a BERT classifier to evaluate the success rate. Perplexity (PPL) is calculated by a GPT2 finetuned on the corresponding domain to measure fluency. We calculate self-BLEU (sBL) to evaluate the diversity. For each case, we sample 150 sequences to evaluate.

4.1.1 Experimental Results

We list the average results of each combination in Table 1. LATENTOPS achieves observably higher accuracy and diversity, even compared with the fully-supervised method (i.e., GPT2-FT). For fluency, the perplexity of our LATENTOPS is within a regular interval (the perplexity of human-annotated data is 24.5). However, the baselines obtain excessive perplexity at the expense of diversity.
Table 3: Results of generation time of each method.

| Methods     | PPLM   | FUDGE  | Ours   |
|-------------|--------|--------|--------|
| Time (s)    | 3182 (578×) | 36.1 (6.6×) | 5.5 (1×) |

Table 2 shows some generated samples. Ours yields fluent sentences that mostly satisfy the controls. Moreover, GPT2-FT performs similar, although it misses the subject in the second and the third examples. PPLM may fail due to the lack of global concern, e.g., the double negation leads to positive sentiment in the second example. Both PPLM and FUDGE could hardly succeed in all the controls simultaneously since it operates on the sequence space of an autoregressive LM, which is arduous to coordinate the controls. Refer to §D.2.2 for more generated examples and analysis.

4.1.2 Runtime Efficiency
To quantify the computational cost of each method, we evaluate the consumed time for generating 150 examples. We start timing after the models are loaded and before the generation starts. And we end timing right after 150 sentences are generated. We run five times for each method and average the results as final results, shown in Table 3. Since we sample in the low-dimensional compact latent space, our method is 6.6× faster than FUDGE and 578× faster than PPLM.

4.2 Text Editing
We evaluate our model’s text editing ability on both Yelp and Amazon domains, i.e., changing sentences’ sentiment, tense and formality attributes sequentially (§4.2.1) or altogether (§4.2.2).

Baselines Since few previous works can handle the sequential and compositional attributes editing task, we mainly compare with FUDGE (Yang and Klein, 2021). Moreover, we train three Style Transformer (Dai et al., 2019) models (for sentiment, tense, and formality, respectively) to sequentially edit the source sentences as a baseline of sequential editing. To show the superiority of our LATENTOPS, we also conduct text editing with single attribute and compare with several recent state-of-the-art methods (§D.3.1). We adopt the same setting (few-shot) as in §4.1 for FUDGE and our LATENTOPS. It is noteworthy that LATENTOPS is precisely the same model as in §4.1, so it does not require further training.

Metrics Besides success rate and fluency mentioned in §4.1, we evaluate the ability of content preservation. Since it is a critical measure lying in the field of text editing, we utilize two metrics: input-BLEU (iBL, BLEU between input and output) and CTC score (Deng et al., 2021) (bidirectional information alignment between input and output). For single attribute setting, we also evaluate reference-BLEU (rBL, BLEU between human-annotated ground truth and output) and perform human evaluations (§D.3.4).

4.2.1 Sequential Editing
In this section, we give the results of sequential editing, whose goal is to edit the given text by changing an attribute each time and keep the main content consistent. We consider the situation that source sentences are with formal manner, positive sentiment and present tense (selected by external classifiers in Yelp), and the goal is to transfer the source sentences to informal manner, negative sentiment and past tense, separately and sequentially. Potential entanglements exist among these attributes, and it is hard to control each attribute independently.

The automatic evaluation results are listed in Table 4. LATENTOPS performs the best on acquiring desired controls and maintaining others and achieves a balanced trade-off among accuracy, content alignment, and fluency. FUDGE fails to introduce the informal manner, while it achieves better formality controls after introducing negative sentiment, showing its deficiency of ability of disentanglement. Furthermore, although FUDGE preserves the most content, it mistakes the core and puts the cart (content) before the horse (accuracy). STrans performs plain overall and cannot guarantee fluency well.

We provide some examples in Table 5. The formality control of FUDGE makes no effect. Besides, FUDGE would introduce some irrelevant information, e.g., garlic pizza and thing’s. A similar situation exists in STrans, e.g., ate and korean food. More examples and analysis are in §D.3.2.
the flowers and prices were great.

FUDGE:
+ informal the flowers and prices were great. [Formal]
+ negative the ate and prices were terrible ?
+ present the ate and prices were terrible ?

Ours:
+ informal and the flowers and prices were great !
+ negative and the flowers and prices were terrible !
+ present and the flowers and prices are terrible !

Source best korean food on this side of town .

FUDGE:
+ informal best korean food on this side of town . [Formal]
+ negative thing’s best korean food on this side of town . [No Tense]
+ present only korean food on this side of town . [No Tense]

Ours:
+ informal best korean food on this side of town !
+ negative worst korean food on this side of town !
+ present this is worst korean food on this side of town !

Table 5: Some examples of sequential editing. We mark failed spans in red.

4.2.2 Text Editing with Compositional Attributes

We give the results of text editing with compositional attributes on Yelp, aiming to edit attributes of sentiment and tense of the source sentences. The automatic evaluation results are listed in Table 6. LATENTOPS achieves a higher success rate and content alignment (CTC). FUDGE performs better on iBL and worse on CTC. As demonstrated by Deng et al. (2021), the two-way approach (CTC) is more effective and exhibits a higher correlation than single-directional alignment (e.g., BLEU), which is consistent with our observation: FUDGE prefers to generate long sentences that contain the spans in source (raise iBL), but it will also introduce irrelevant information (lower CTC). We give some examples in §D.3.3 to support the claim.

4.3 Ablation Study

To clarify the advantage of sampling from ODE, we compare different sampling methods, including Stochastic Gradient Langevin Dynamics (SGLD) and Predictor-Corrector sampler with SDE in §D.4.

5 Related Work

Recent works on text generation can be divided into two categories. One generates desirable texts by directly modifying the text sequence space. The other operates on the latent space to obtain a representation that can be decoded into sequence with desired attributes. More detailed discussions can be found in Section §3C.

Table 6: Automatic evaluation results of text editing with compositional attributes on Yelp review dataset.

| Methods   | Accuracy↑ | Content↑ | Fluency↓ |
|-----------|-----------|----------|----------|
|           | Sentiment | Tense    | iBL      | CTC       | PPL       |
| FUDGE     | 0.36      | 0.56     | 56.5     | 0.450     | 17.3      |
| Ours      | 0.95      | 0.95     | 37.1     | 0.465     | 30.1      |

5.1 Text Control in Sequence Space

Pretrained LM has shown tremendous success in text generation, and many have studied large autoregressive LMs such as GPT-2 on conditional generation by performing operations on the sequence space of the language models. For example, Dathathri et al. (2020) proposes a plug-and-play framework that utilizes gradients of attribute classifiers to modify the hidden states of the pretrained LM at every step, named PPLM. FUDGE (Yang and Klein, 2021) follows a similar architecture but incorporates classifiers that predict the conditional probability of a complete sentence given prefixes to adjust the vocabulary probability distribution given by LM. Differing from these two approaches with left-to-right decoding, MUCOCO (Kumar et al., 2021) formulates the decoding process as a multi-objective continuous optimization that combines loss of pretrained LM and attributes classifiers. The optimization gradient is applied directly to the soft representation consisting of each token’s vocabulary distribution. COLD (Qin et al., 2022) adopts the exact soft representation but uses an energy-based model with attribute constraints and Langevin Dynamics to sample.

5.2 Text Control in Latent Space

Another common approach to control text generation is modifying text representation in the latent space. Some methods (Mueller et al., 2017; Liu et al., 2020) utilize a VAE to encode the input sequence into z in the latent space and then use attribute networks that are jointly trained with the VAE to obtain z′ that can be decoded into the desired sequence. PPVAE (Duan et al., 2020) uses an unconditional Pre-train VAE and a conditional Plugin-VAE to achieve the goal. Plug and Play (Mai et al., 2020b) follows a similar framework but replaces the VAE with an Auto-encoder and the Plugin-VAE with an MLP to obtain a desired vector z′. Some methods use an attribute classifier to edit the latent representation z with Fast-Gradient-Iterative-Modification (Wang et al., 2019). Because of the recent success of diffusion models, LDEBM (Yu et al., 2022) proposes a diffusion process in the
latent space whose reverse process is constructed with a sequence of EBMs for text generation.

6 Conclusions

We have developed a new efficient approach that performs composable control operations in the compact latent space of text, named LATENTOPS. The proposed method permits combining arbitrary operators applied on a latent vector, resulting in an energy-based distribution on the low-dimensional continuous latent space. We develop an efficient and robust sampler based on ODEs that effectively samples from the distribution guided by gradients. We connect the latent space to popular pretrained LM by efficient adaptation without finetuning the whole model. We showcase its compositionality, flexibility and firm performance on several distinct tasks. In future work, we can explore the control of more complicated texts.

Ethical Considerations

The contributions of this paper mostly focus around the fundamental challenges in designing an efficient approach for composable text operations in the compact latent space of text, and the proposed method is examined on commonly used public datasets. This work has applications in conditional text generation, text style transfer, data augmentation, and few-shot learning.

VAEs, the framework of our latent model, are trained to mimic the training data distribution, and bias introduced in data collection will make VAEs generate samples with a similar bias. Additional bias could be introduced during model design or training. However, such techniques could be misused to produce fake or misleading information, and researchers should be aware of these risks and explore the techniques responsibly.

Limitations

The primary focus of this paper is the analysis of single sentences. Our objective has been to deeply understand the potential of the proposed method, with a particular emphasis on its controllability and compositionality. Analyzing single sentences offers a relatively controlled setting, making it easier to derive clear insights and manage data complexities.

However, it’s important to recognize that our findings, while based on single sentences, may not directly translate to longer textual content. Lengthier texts bring with them complex structures, dependencies, and nuanced contexts that might affect the performance of our methods. Adapting to these challenges may require further refinements.

Considering the scope of our current investigation, there exists significant opportunity for future research. This includes not only adapting our methodology to handle more intricate textual scenarios but also contrasting its performance with other potential approaches. Such explorations remain promising directions for forthcoming studies.
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A Derivation of ODE Formulation

A.1 General Form

Let’s consider the general diffusion process defined by SDEs in the following form (see more details in Appendix A and D.1 of Song et al. (2021)):

$$\text{dx} = f(x, t)dt + G(x, t)d\mathbf{w}, \quad (9)$$

where \( f(\cdot, t) : \mathbb{R}^d \to \mathbb{R}^d \) and \( G(\cdot, t) : \mathbb{R}^d \to \mathbb{R}^{d \times d} \). The corresponding reverse-time SDE is derived by Anderson (1982):

$$\text{dx} = \left\{ f(x, t) - \nabla_x \cdot [G(x, t)G(x, t)^T] - G(x, t)G(x, t)^T \nabla_x \log p_t(x) \right\} dt + G(x, t)d\mathbf{w}, \quad (10)$$

where we refer \( \nabla_x \cdot F(x) := [\nabla_x \cdot f^1(x), ..., \nabla_x \cdot f^d(x)]^T \) for a matrix-valued function \( F(x) := [f^1(x), ..., f^d(x)]^T \), and \( \nabla_x \cdot f^i(x) \) is the Jacobian matrix of \( f^i(x) \). Then the ODE corresponding to Eq. 9 has the following form:

$$\text{dx} = \left\{ f(x, t) - \frac{1}{2} \nabla_x \cdot [G(x, t)G(x, t)^T] - \frac{1}{2} G(x, t)G(x, t)^T \nabla_x \log p_t(x) \right\} dt. \quad (11)$$

A.2 Derivation of Our ODE

In this work, we adopt the Variance Preserving (VP) SDE (Song et al., 2021) to define the forward diffusion process:

$$\text{dx} = -\frac{1}{2} \beta(t) x dt + \sqrt{\beta(t)} d\mathbf{w}, \quad (12)$$

where the coefficient functions of Eq. 9 are \( f(x, t) = -\frac{1}{2} \beta(t) x \in \mathbb{R}^d \) and \( G(x, t) = G(t) = \sqrt{\beta(t)} I_d \in \mathbb{R}^{d \times d} \), independent of \( x \). Following Eq. 10, the corresponding reverse-time SDE is derived as:

$$\text{dx} = \left[ -\frac{1}{2} \beta(t) x - \beta(t) \nabla_x \cdot I_d - \beta(t) I_d \nabla_x \log p_t(x) \right] dt + \sqrt{\beta(t)} I_d d\mathbf{w}$$

$$= \left[ -\frac{1}{2} \beta(t) x - \beta(t) \nabla_x \log p_t(x) \right] dt + \sqrt{\beta(t)} d\mathbf{w}$$

$$= -\frac{1}{2} \beta(t) [x + 2 \nabla_x \log p_t(x)] dt + \sqrt{\beta(t)} d\mathbf{w}, \quad (13)$$

which infers to the Eq. 2. Then, we derive the deterministic process (ODE) on the basis of Eq. 11:

$$\text{dx} = \left[ -\frac{1}{2} \beta(t) x - \frac{1}{2} \beta(t) \nabla_x \cdot I_d - \frac{1}{2} \beta(t) I_d \nabla_x \log p_t(x) \right] dt$$

$$= \left[ -\frac{1}{2} \beta(t) x - \frac{1}{2} \beta(t) \nabla_x \log p_t(x) \right] dt$$

$$= -\frac{1}{2} \beta(t) [x + \nabla_x \log p_t(x)] dt, \quad (14)$$

which gives the derivation of Eq. 3.
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B Evaluation of Sample Selection Strategy

As we stated in §3.4, we adopt a sample selection strategy for content-related generation tasks (text editing and generation with keywords). Previous works also have similar strategies to improve the generation quality (i.e., PPLM (Dathathri et al., 2020) and FUDGE (Yang and Klein, 2021)).

Since our latent model is trained by VAE objective, a sample $x \in \mathcal{X}$ corresponds to a distribution $\mathcal{N}(\mu, \sigma^2)$ in $\mathcal{Z}$. Thus, we can search for better output by expanding the search space through sampling $z_n \sim \mathcal{N}(\mu, \sigma^2)$, where $n = 1, \ldots, N$, and pick the best. Specifically, from ODE sampling, $z(0)$ acts as the mean, and the variance $\sigma^2$ is predefined. We generate $z_n$ by sampling $\epsilon_n$ from standard Gaussian:

$$z_n = z(0) + \sigma \odot \epsilon_n, \quad \epsilon_n \sim \mathcal{N}(0, I).$$

(15)

We decode each $z_n$ and pick the best one according to the criterion of the task. We prefer the output that conforms to the desired attribute and achieves a high BLEU score with the source text for the text editing task. We want the output that contains the desired keyword or its variants for the generation with keywords.

In our experiments (text editing and generation with keywords), we set $N = 20$ as the default. To better demonstrate the strategy’s improvement, we provide the quantitative and qualitative results towards different $N$.

We follow the same setting of text editing with single attribute on Yelp (§D.3.4). The automatic evaluation results are shown in Table 7. As $N$ increases, all the metrics get improved. To reflect the trend of change in accuracy and content preservation, we plot Figure 3, which indicates that large $N$ gives better accuracy and better input-BLEU.

| $N$ | Accuracy↑ | Content↑ | Fluency↓ | Sentiment | iBL | rBL | CTC | PPL |
|-----|------------|----------|----------|-----------|-----|-----|-----|-----|
| 2   | 0.75       | 51.1     | 21.4     | 0.4737    | 26.3|
| 4   | 0.82       | 50.6     | 22.0     | 0.4729    | 26.7|
| 6   | 0.89       | 49.6     | 22.3     | 0.4729    | 26.2|
| 8   | 0.9        | 50.5     | 22.2     | 0.4732    | 25.9|
| 10  | 0.92       | 50.8     | 23.1     | 0.4730    | 26.2|
| 12  | 0.93       | 51.4     | 23.2     | 0.4733    | 26.1|
| 14  | 0.94       | 51.4     | 23.0     | 0.4732    | 26.9|
| 16  | 0.94       | 52.4     | 23.4     | 0.4737    | 25.9|
| 18  | 0.95       | 52.6     | 23.6     | 0.4739    | 25.8|
| 20  | 0.95       | 54.0     | 24.2     | 0.4743    | 25.9|

Table 7: Automatic evaluation results towards to different $N$ on Yelp review dataset. We mark the best **bold** and the second best underline.

Figure 3: The trend of change of accuracy and input-BLEU as $N$ increases. The digit below each data point represents the corresponding $N$.

We also provide some examples in Table 8. One observation is that all the outputs from the same source sequence describe similar scenarios but slightly differ in expression. Thus, we can select the most suitable expression based on predefined rules.
| Source                                                                 | Target                                                                 |
|----------------------------------------------------------------------|------------------------------------------------------------------------|
| there is definitely not enough room in that part of the venue.       | there is so much room in that part of the venue                        |
| there is definitely plenty of room in that perfect location.         |                                                                         |
| there is definitely no room enough in that venue to be the best part. |                                                                         |
| there is definitely plenty of room right in that venue.              |                                                                         |
| there is definitely plenty of room right in the venue that needs.    |                                                                         |
| there is definitely plenty of room right in that venue.              |                                                                         |
| there is definitely enough room that can be right in the venue.       |                                                                         |
| there is definitely nothing better in room for that type of venue.    |                                                                         |
| there is definitely plenty of room in the right venue for that level. |                                                                         |
| there is definitely nothing better in that room style of place.       |                                                                         |
| there is definitely a good room inside that best of all need in space |                                                                         |
| there is definitely plenty of room in the right level that is appropriate. |                                                          |
| there is definitely enough room in that right part of the venue.     |                                                                         |
| there is definitely plenty of room right in the deck that is needed.  |                                                                         |
| there is definitely enough room in that good atmosphere.             |                                                                         |
| there is definitely plenty of room in the right area, which is comfortable. |                                                   |
| there is definitely plenty of room in that perfect state of the place. |                                                                         |
| there is definitely plenty of room that ideal in the location.       |                                                                         |
| there is definitely enough room in that perfect venue to all.         |                                                                         |
| there is definitely plenty of room in the right venue as well.        |                                                                         |
| there is definitely plenty of room available in the overall venue, too. |                                                                         |
| it is n’t terrible, but it is n’t very good either.                  |                                                                         |
| it is n’t perfect, but it is very good.                               |                                                                         |
| it is n’t terrible, but it is very good also!                         |                                                                         |
| it is very good, but it does n’t even look great!                     |                                                                         |
| it is n’t terrible, but it is very good and definitely is good!       |                                                                         |
| it is n’t great, but it is definitely very good!                     |                                                                         |
| it is n’t terrible, it is good and the menu is definitely great!      |                                                                         |
| it is n’t terrible, but it is n’t very good either.                   |                                                                         |
| it is n’t terrible, but it is very good also.                         |                                                                         |
| it is n’t terrible, but it is definitely very good!                   |                                                                         |
| it is very good, and it is n’t terrible either.                       |                                                                         |
| it is n’t terrible, but it is very good and well made!               |                                                                         |
| it is very good, but it’s not really great either.                    |                                                                         |
| it is n’t terrible, but it is very good and well worth it.            |                                                                         |
| it is n’t terrible, but it is definitely very good and good!          |                                                                         |
| it is n’t terrible, but it is very good also!                         |                                                                         |
| it is n’t terrible, but it is very good and definitely is great!      |                                                                         |
| it is n’t terrible, but it is very good also.                         |                                                                         |
| it is n’t terrible, but it is n’t very good either.                   |                                                                         |
| it is n’t terrible, but it is very good also.                         |                                                                         |
| it is n’t terrible, but it is very good and always great!             |                                                                         |
| the food was pretty bad, i would not go there again.                 |                                                                         |
| the food was great, i would go there again.                           |                                                                         |
| he food was pretty good, i would go there again.                     |                                                                         |
| the food was pretty good, i would def go there again!                |                                                                         |
| the food was pretty good, i would go again!                          |                                                                         |
| the food was pretty good, i would go there again!                    |                                                                         |
| the food was pretty good, i would def go there again!                |                                                                         |
| the food was pretty good, i would definitely go there again.          |                                                                         |
| the food was pretty good, i would go back there again.                |                                                                         |
| the food was pretty good, i would definitely go back again.           |                                                                         |
| the food was pretty good, i would definitely go there again!          |                                                                         |
| the food was pretty good, i would always go there again.              |                                                                         |
| the food was pretty good, i would go there again.                    |                                                                         |
| the food was pretty good, i would not go there again.                 |                                                                         |
| the food was pretty good, i would go there again.                    |                                                                         |
| the food was pretty good, i would go back there again.                |                                                                         |
| the food was pretty good, i would go there again.                    |                                                                         |
| the food was pretty good, i would definitely go there again!          |                                                                         |
| the food was pretty good, i would not go there again.                 |                                                                         |
| the food was pretty good, i would definitely go there again.          |                                                                         |
| the food was pretty good, i would definitely go back again.           |                                                                         |
| the food was pretty good, i would go there again.                    |                                                                         |

Table 8: Examples of sample selection strategy (N = 20).

16557
C Distinguishing from Other Works

In this section, we outline the foundational and methodological differences that set LATENTOPS apart from models like LACE (Nie et al., 2021). The underlying motivation for our approach is fundamentally different. Text, unlike images, is characterized by discrete values and varying lengths, making it inherently more challenging to model. Given these complexities, there are only a handful of works exploring text operations within a condensed latent space. If we can fully comprehend this text latent space, we can align various textual tasks, such as generation and text editing, with operations in the latent domain.

LACE (Nie et al., 2021), for instance, builds its foundation on pre-trained GANs. In order to train their classifiers, class labels for latent vectors are essential. This necessitates the use of external classifiers to retrieve the class labels of the latent vectors, with human intervention required to filter out subpar samples. Our approach, on the other hand, effectively adapts large pre-trained LMs to the VAE framework. For specific datasets, the VAE is not only efficient but also expeditious in its training. Thanks to the bi-directional mapping between the latent space and text space, we can directly train the classifier using the marginal distribution.

Furthermore, LACE establishes a joint distribution in the image space and then transitions to the latent space using the reparameterization trick. Contrarily, our model defines its joint distribution directly within the text latent space.

Additionally, the architecture of LACE, built upon the GAN latent space, necessitates certain specialized regularization terms in its energy function for different tasks to optimize performance. Our model benefits from the more structured latent space provided by the VAE, allowing our energy function to remain straightforward and consistently aligned with our practical definitions.

D More Details and Results of Experiments

In this section, we provide more details and results of the experiments (§4).

D.1 Setup

The Yelp dataset and Amazon dataset contain 443K/4K/1K and 555K/2K/1K sentences as train/dev/test sets, respectively. Since Yelp and Amazon datasets are mainly developed for sentiment usage, we annotate them with a POS tagger to get the tense attribute to test the ability of our model that can be extended to an arbitrary number of attributes. Besides, we also use GYAFC dataset (Rao and Tetreault, 2018) to include the formality attribute. Note that the GYAFC dataset has somewhat different domains from Yelp/Amazon, which can be used to test our model’s out-of-domain generalization ability. All the datasets are in English.

We adopt BERT-small and GPT2-large as the encoder and decoder of our latent model, respectively. The training paradigm follows §3.4, and some training tricks (Li et al., 2020) (i.e., cyclical schedule for KL weight and KL thresholding scheme) are applied to stabilize the training of the latent model. All the attributes are listed in Table 9. All the models are trained and tested on a single Tesla V100 DGXS with 32 GB memory. Input-BLEU, reference-BLEU and self-BLEU are implemented by nltk (Bird et al., 2009) package.

We employ a BERT classifier to determine attribute accuracy, serving as a metric for the evaluation of the success rate. More precisely, we finetune BERT-base models dedicated to classification tasks using the respective dataset. For instance, when evaluating sentiment, the classifier tailored for the Yelp dataset registers accuracies of 97.1% and 97.3% on the dev and test sets, respectively. Meanwhile, for the Amazon dataset, the sentiment classifier records accuracies of 86.9% and 85.7% on the dev and test sets.

In our experiments of generation with single attribute, we also incorporate the MAUVE metric (Pillutla et al., 2021), an automatic measure of the gap between neural text and human text for text generation.
In alignment with the official recommendations associated with MAUVE, we select a random subset of 10,000 sentences from the training set to serve as reference sentences.

For the operator (classifier) \( f_i(z) \), we adopt a four-layer MLP as the network architecture as shown in Table 10. Since the number of trainable parameters of the classifier is small, it is rapid to train and sample.

| Style     | Attributes                  | Dataset        |
|-----------|-----------------------------|----------------|
| Sentiment | Positive / Negative         | Yelp, Amazon   |
| Tense     | Future / Present / Past     | Yelp           |
| Keywords  | Existence / No Existence    | Yelp           |
| Formality | Formal / Informal           | GYAFAC         |

Table 9: All attributes and the corresponding dataset are used in our experiments.

| Input Layer 1 | Layer 2     | Layer 3      | Layer 4 |
|---------------|-------------|--------------|---------|
| \( z \in \mathbb{R}^{64} \) | Linear 43, LeakyReLU | Linear 22, LeakyReLU | Linear 2, LeakyReLU | Linear #logits |

Table 10: The architecture of the attribute classifier.

**Observations on Scalability** In our experiments with different encoder and decoder scales, several observations emerged. Firstly, while we evaluated various encoder models, including BERT, RoBERTa, and other pre-trained language models (PLMs) of different scales, the distinctions in performance were minimal. In this context, BERT-small proved sufficiently robust, serving as an effective encoder for the VAE framework. Secondly, the scale of the decoder was observed to significantly influence performance. We examined a spectrum of models, ranging from GPT2-base to GPT2-xl. Through these tests, GPT2-base and GPT2-large emerged as the optimal choices, providing a harmonious blend of performance results and computational efficiency.

**Stability of VAE training** The stability of VAE training has benefited from recent innovations, as evidenced by works like Li et al. (2020). Our empirical observations, corroborated by subsequent research such as Hu and Li (2021), attest to these advancements. In addition, our approach’s constrained parameter training further enhances this stability. As a result, training the VAE has become less of a challenge or bottleneck than before.

**D.2 Generation with Compositional Attributes**

The section is a supplement of §4.1, we give more details of experimental configuration, generated examples and discussion.

**D.2.1 More Details of Baselines**

We compare our method with PPLM (Dathathri et al., 2020), FUDGE (Yang and Klein, 2021), and a finetuned GPT2-large (Radford et al., 2019). PPLM and FUDGE are plug-and-play controllable generation approaches on top of an autoregressive LM as the base model. For fair comparison (§3.3), we obtain the base model by finetuning the embedding layer and the first transformer layer of pretrained GPT2-large on the Yelp review dataset with unlabeled data. All the classifiers/discriminators of PPLM, FUDGE and our LATENTOPS are trained by a small subset of the original dataset (200 labeled data instances per class).

PPLM requires a discriminator attribute model (or bag-of-words attribute models) learned from a pretrained LM’s top-level hidden layer. At decoding, PPLM modifies the states toward the increasing probability of the desired attribute via gradient ascent. We only consider the discriminator attribute model, which is consistent with other baselines and ours. We follow the default setting of PPLM, and for each attribute, we train a single layer MLP as the discriminator.
**FUDGE** has a discriminator that takes in a prefix sequence and predicts whether the generated sequence would meet the conditions. FUDGE could control text generation by directly modifying the probabilities of the pretrained LM by the discriminator output. We follow the architecture of FUDGE and train a discriminator for each attribute. Furthermore, we tune the $\lambda$ parameter of FUDGE which is a weight that controls how much the probabilities of the pretrained LM are adjusted by the discriminator, and we find $\lambda=10$ yields the best results. We follow the default setting of FUDGE, and for each attribute, we train a three-layer LSTM followed by a Linear as the discriminator.

**GPT2-FT** is a finetuned GPT2-large model that is a conditional language model, not plug-and-play. Specifically, we train an external classifier for the out-of-domain attribute (i.e., formality) to annotate all the data in Yelp. For tense, we use POS tagging to annotate the data automatically. Then we finetune the embedding layer and the first layer of GPT2-large by the labeled data. Since GPT2-FT is fully-supervised and not plug-and-play, it is not comparable with other baselines and ours, and we only use it for reference.

### D.2.2 More Discussion of Generation with Compositional Attributes

#### Discussion of Quantitative Results
As we state in §4.1.1, our method is superior to baselines. We want to discuss the results in Table 1.

For success rate, our method dramatically outperforms FUDGE and PPLM as expected since both control the text by modifying the outputs (hidden states and probabilities) of PLM, which includes the token-level feature and lacks the sentence-level semantic feature. On the contrary, our method controls the attributes by operating the sentence-level latent vector, which is more suitable.

For diversity, since our method bilaterally connects the discrete data space with continuous latent space, which is more flexible to sample, ours gains obvious superiority in diversity. Conversely, PLMs like GPT2, which is the basis of PPLM and FUDGE, are naturally short of the ability to generate diverse texts. They generate diverse texts by adopting other decoding methods (like top-k), which results in the low diversity of the baselines.

For fluency, we calculate the perplexity given by a finetuned GPT2, which processes the same architecture and training data of PPLM and FUDGE, so naturally, they can achieve better perplexity even compared to the perplexity of test data and human-annotated data. Moreover, our method only requires an Extra Adapter to guide the fixed GPT2, and our fluency is in a regular interval, a little higher than the perplexity of human-annotated data.

Since GPT2-FT is trained with full joint labels (all the data has all three attribute labels), it can achieve a reasonable success rate, and ours is comparable. Moreover, consistent with PPLM and FUDGE, GPT2-FT can achieve good perplexity but poor diversity due to the sampling method.

#### Discussion of Qualitative Results
We provide some generated examples in Table 11 to raise a more direct comparison. Consistent with the quantitative results, it is difficult for FUDGE to control all the desired attributes successfully, although GPT2-FT and ours perform well. For diversity, it is evident that FUDGE and GPT2-FT prefer to generate short sentences containing very little information. Some words appear highly, yet ours gives a more diverse description. Regarding fluency, since FUDGE and GPT2-FT tend to generate simple sentences, they can obtain better perplexity readily. However, ours is inclined to generate more informative sentences. In conclusion, there is a trade-off between diversity and fluency. It can be handled well by ours, but for the baselines, they pursue fluency too much and lose diversity.
| Positive + Present + Formal                                                                 | Negative + Past + Inormal                                                                 |
|-------------------------------------------------------------------------------------------|----------------------------------------------------------------------------------------|
| GPT2-FT: the staff is friendly and helpful.                                                 | GPT2-FT: didn’t bother with the food and just walked out.                               |
| i love it here. [Informal]                                                                | just not a good place for me. [No Tense]                                               |
| this is the place to go for traditional chinese food.                                      | not a fan of this place. [No Tense]                                                    |
| highly recommend them. [Informal]                                                         | just not good. [No Tense]                                                               |
| the menu is small but very nice.                                                          | horrible! [No Tense]                                                                   |
| it’s a great place.                                                                        | oh and the cake was way too salty.                                                     |
| i highly recommend this place.                                                             | but we didn’t even finish it.                                                          |
| PPLM: i love this store and the service is always friendly and courteous.                  |                                                                                       |
| the staff was so friendly & helpful ![Informal]                                            |                                                                                       |
| the place is clean.                                                                       |                                                                                       |
| the best french bakery i have ever been to in las vegas!                                 |                                                                                       |
| this place was a gem!                                                                     |                                                                                       |
| she does love to make suggestions and i appreciate that.                                  |                                                                                       |
| they also always remember us and always get us right in and always have good prices.      |                                                                                       |
| FUDGE: great for breakfast or a nice lunch. ![Informal]                                   |                                                                                       |
| great location. ![Informal]                                                               |                                                                                       |
| their staff is friendly, professional, and the facility is clean and comfortable.         |                                                                                       |
| great. ![Informal & No Tense]                                                             |                                                                                       |
| great place for lunch or a date. [No Tense]                                               |                                                                                       |
| great place! ![Informal & No Tense]                                                       |                                                                                       |
| great food. ![Informal & No Tense]                                                        |                                                                                       |
| PPLM: i could not recommend them at all.                                                    |                                                                                       |
| i could not believe this was not good!                                                     |                                                                                       |
| this was a big deal, because the food was great.                                          |                                                                                       |
| i could not recommend them.                                                                |                                                                                       |
| i will not be back.                                                                       |                                                                                       |
| the food was mediocre.                                                                    |                                                                                       |
| they were not.                                                                            |                                                                                       |
| FUDGE: not a great pizza to get a great pie! ![No Tense]                                   |                                                                                       |
| i have never seen anything like these.                                                    |                                                                                       |
| will definitely return.                                                                   |                                                                                       |
| i would have loved to have a nice lunch here.                                             |                                                                                       |
| they don’t have any of the ingredients they should.                                      |                                                                                       |
| do not go here for the food.                                                              |                                                                                       |
| Ours: i would not believe them to stay.                                                    |                                                                                       |
| i will never be back.                                                                     |                                                                                       |
| i would not recommend her to anyone in the network.                                       |                                                                                       |
| they will not think to contact me for any reason.                                         |                                                                                       |
| i should not risk coming to this establishment.                                           |                                                                                       |
| i would not waste more time in henderson.                                                 |                                                                                       |
| i doubt i would’ve ever been to this airline.                                             |                                                                                       |
| Table 11: More examples of generation with compositional attributes. We mark failed spans in red. |                                                                                       |
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### D.2.3 Results of Generation with Compositional Attributes and Keywords

We regard keywords as attributes of the text sequence. To prepare the data, we extract all verbs, nouns, and variants that appeared in the Yelp review dataset, filter out the sentiment-related words\(^7\), and construct the training data. Then, we obtain 613 keywords listed in Table 22. We treat each keyword (e.g., *have*) and their variants (e.g., *had or has*) equally without discrimination. Moreover, for each keyword, we randomly select 220 sentences where the keyword exists and 220 sentences that do not include the keyword as the training data (200) and test data (20). Since we have 3,678 combinations of keyword, sentiment and tense, we adopt a pretrained GPT2 base model as the decoder to accelerate the process.

We conduct the experiments of single keyword and keyword combining with other attributes (sentiment and tense). We first give the automatic evaluation results in Table 12. We list the average results of each combination of keywords, sentiment and tense. All success rates, diversity and fluency, are at a high level. To make the results more intuitive, we also give some generated examples in Table 13.

To quantify the information divergence between the distribution inferred by the text generation model and the training data, we use the MAUVE metric designed to measure the distance between two probability distributions. The MAUVE metric is defined as

\[
\text{MAUVE} = \frac{1}{2N} \sum_{i=1}^{N} \text{Divergence}(p_i, \hat{p}_i),
\]

where \(p_i\) and \(\hat{p}_i\) are the distributions of the model and the training data, respectively. The MAUVE metric is calculated as the distance between the distribution inferred by the text generation model and the training data. The MAUVE metric is designed to quantify the information divergence between the distribution inferred by the text generation model and the actual data distribution. Our results further underscore the efficacy of our approach, suggesting that the distribution learned by our method more closely approximates the real data distribution.

\(^7\)http://www.cs.uic.edu/~liub/FBS/opinion-lexicon-English.rar

### Table 12: Results of generation with compositional attributes and keywords.

| Attributes       | Accuracy\(\dagger\) | Fluency\(\downarrow\) | Diversity\(\downarrow\) |
|------------------|----------------------|------------------------|-------------------------|
| Keyword          | 0.98                 | 21.7                   | 19.7                    |
| + Sentiment      | 0.94                 | 21.3                   | 10.8                    |
| + Tense          | 0.93                 | 19.7                   | 10.9                    |

### Table 13: Examples of generation with compositional attributes with keywords (*expectation* and *accommodate*). We mark the spans that conform to desired attributes in blue.

#### Example

**Keyword: expectation**

The prices were excellent and exceeded our expectations. The staff was nice and accommodating a timely manner.

**Keyword: accommodate**

Staff was nice and accommodating a timely manner. He is always nice and accommodating.

#### Table 14 gives the results of single-attribute conditional generation. Our method dramatically outperforms PPLM and FUDGE for all attributes on the accuracy, exceeding 94%. The diversity and fluency exhibited by our method align well with the results from multi-attribute evaluations. The MAUVE metric is designed to quantify the information divergence between the distribution inferred by the text generation model and the actual data distribution. Our results further underscore the efficacy of our approach, suggesting that the distribution learned by our method more closely approximates the real data distribution.

\(^7\)http://www.cs.uic.edu/~liub/FBS/opinion-lexicon-English.rar

### D.2.4 Results of Generation with Single Attribute

Table 14 gives the results of single-attribute conditional generation. Our method dramatically outperforms PPLM and FUDGE for all attributes on the accuracy, exceeding 94%. The diversity and fluency exhibited by our method align well with the results from multi-attribute evaluations. The MAUVE metric is designed to quantify the information divergence between the distribution inferred by the text generation model and the actual data distribution. Our results further underscore the efficacy of our approach, suggesting that the distribution learned by our method more closely approximates the real data distribution.
Table 14: Automatic evaluation results of generation with single attribute. We show the natural logarithm of variance (LogVar) of accuracy, since the original scale is too small for demonstration.

D.3 Text Editing
The section is a supplement of §4.2, we give more details of experimental configuration, generated examples and discussion.

D.3.1 More Details of Baselines
For text editing, we experiment with three settings—sequential attribute editing, compositional attributes editing and single attribute editing.

We compare with several recent state-of-the-art methods: B-GST (Sudhakar et al., 2019), Style Transformer (STrans) (Dai et al., 2019), DiRR (Liu et al., 2021b), Tag&Gen (T&G) (Madaan et al., 2020), and fine-grained style transfer (FGST) (Liu et al., 2020). The outputs of baselines are obtained from their official repositories except for FUDGE. Since FUDGE relies on a PLM, we finetune a GPT2 as a reconstruction model as the base model.

FUDGE is the sole model that could handle compositional attributes. Therefore, we compare with FUDGE in the compositional attributes setting. Furthermore, we tune the \( \lambda \) parameter of FUDGE which is a weight that controls how much the probabilities of the pretrained LM are adjusted by the discriminator, and we find \( \lambda=100 \) yields the best results. We compare with all baselines in the single attribute setting.

D.3.2 Examples of Sequential Editing
We provide more examples of the Sequential Editing (§4.2.1) experiment in Table 15, where the first two examples are the same as in §5. Our method can sequentially edit the source text to desired attributes more smoothly and consistently.

In the first example, FUDGE fails on all three edits, Style Transformer introduces *ate*, which leads to grammatical mistakes and loss of critical information (*flowers*). Our method can edit the source text step-by-step successfully.

In the second example, FUDGE fails all edits again and introduces irrelevant information (*thing’s*). Furthermore, Style Transformer nearly fails in all edits. Our method could generate both fluent and content-relevant sentences.

In the third example, we consider editing the source to formal, positive and past. FUDGE and Style Transformer only succeed in introducing the positive sentiment, and FUDGE also introduces some redundant information (*to get away from the strip*). Ours first extends the source to be formal, then changes the sentiment (*horrible to amazing*) and tense (*is to was*), sequentially.

In the last example, FUDGE fails all edits. Although Style Transformer succeeds in sentiment transfer, the generated sentence is not grammatically correct. Ours could generate eligible and fluent sentences.
| Source | the flowers and prices were great . |
|--------|------------------------------------|
| **FUDGE:** | the flowers and prices were great . [Formal] |
| + informal | the flowers and prices were great . |
| + negative | garlic pizza and prices were great . |
| + present | garlic pizza and prices were great . |
| **STrans:** | the flowers and prices were great ? |
| + informal | the ate and prices were terrible ? |
| + present | the ate and prices are terrible ? |
| **Ours:** | and the flowers and prices were great ! |
| + informal | and the flowers and prices were terrible ! |
| + present | and the flowers and prices are terrible ! |
| Source | best korean food on this side of town . |
| **FUDGE:** | best korean food on this side of town . [Formal] |
| + informal | best korean food on this side of town . |
| + negative | thing’s best korean food on this side of town . |
| + present | thing’s best korean food on this side of town . [No Tense] |
| **STrans:** | best korean food on this side of town korean food . [Formal] |
| + informal | only korean food on this side of town korean food . |
| + present | only korean food on this side of town korean food . [No Tense] |
| **Ours:** | this is worst korean food on this side of town ! |
| + informal | worst korean food on this side of town ! |
| + present | this is worst korean food on this side of town ! |
| Source | horrible . |
| **FUDGE:** | horrible ! [Informal] |
| + formal | horrible ! |
| + positive | great place to get away from the strip . |
| + past | great place to get away from the strip . [No Tense] |
| **STrans:** | horrible . [Informal] |
| + formal | horrible . |
| + positive | wonderful . |
| + past | wonderful . [No Tense] |
| **Ours:** | service is completely horrible . |
| + formal | service is completely horrible . |
| + positive | service is completely amazing . |
| + past | service was completely amazing . |
| Source | it is a garbage , and nobody does really care ! |
| **FUDGE:** | it is a garbage , and nobody does really care ! [Formal] |
| + informal | it is a garbage , and nobody does really care ! |
| + positive | it is always a garbage , and nobody does really care ! |
| + future | it is always a garbage , and nobody does really care ! |
| **STrans:** | it is a garbage , and nobody does really care ! [Formal] |
| + informal | it is a garbage , and nobody does really care ! |
| + positive | it is a smile , and high does really care ! |
| + future | it is a smile , and high does really care ! |
| **Ours:** | ( it is garbage services ... no crap ! |
| + informal | ( it is garbage services ... no crap ! |
| + positive | ( the delivery service is excellent ! ) |
| + future | it is the first delivery service i will get ! |

Table 15: Examples of sequential editing. We mark failed spans in red.
D.3.3 Examples of Text Editing with Compositional Attributes

We provide some examples of Text Editing with Compositional Attributes (§4.2.2) in Table 16.

| Source                      | Human                           |
|-----------------------------|---------------------------------|
| so basically tasted watered down. | it didn’t taste watered down at all. |

**FUDGE**
- + Past once every couple months, we get a new car - so basically tasted watered down.
- + Present such basically tasted watered down.
- + Future very watered down.

**Ours**
- + Past so basically tasted delicious.
- + Present so nicely tasted watered down.
- + Future so basically you will be satisfied.

| Source                      | Human                           |
|-----------------------------|---------------------------------|
| it is n’t terrible , but it is n’t very good either . | it is n’t perfect , but it is very good . |

**FUDGE**
- + Past whether on vacation or in the car, this hotel isn’t terrible, but it isn’t
- + Present whether the food isn’t terrible, but it isn’t very good either. good good
- + Future several locations aren’t terrible, but it is very good good great!

**Ours**
- + Past whether on vacation or in the car, this hotel isn’t terrible, but it is very good also.
- + Present whether the food isn’t terrible, but it is very good also.
- + Future whether the hotel isn’t terrible, but it would definitely be very good!

| Source                      | Human                           |
|-----------------------------|---------------------------------|
| anyway , we got our coffee and will not return to this location . | we got coffee and we’ll think about going back |

**FUDGE**
- + Past exactly zero stars for any way, we got our coffee and will not return to this location. 
- + Present once, we got our coffee and will not return to this location.
- + Future once again, we got our coffee and will not return to this location.

**Ours**
- + Past anyway, we got our coffee and will always return to this location .
- + Present anyway, we got our coffee and delivered to this friendly location .
- + Future anyway, we got our coffee and love our coffee and this location has to be found .

| Source                      | Human                           |
|-----------------------------|---------------------------------|
| this place is a terrible place to live ! | this place is a great place to live ! |

**FUDGE**
- + Past great place to live!
- + Present great food and terrible service! [No Tense]
- + Future great place to live! [No Tense]

**Ours**
- + Past this place is a great place to live !
- + Present this place was a great place to live !
- + Future this place is a great place to live !

| Source                      | Human                           |
|-----------------------------|---------------------------------|
| this place is a great place to live ! | this place would have a great place to live ! |

Table 16: Examples of text editing with compositional attributes (sentiment and tense) on the Yelp review dataset. Human is the human-annotated reference for sentiment transfer. We mark the failed spans red and successful spans blue.

D.3.4 Results of Text Editing with Single Attribute

We conduct text editing with a single attribute on both the Yelp review dataset and the Amazon comment corpus. Since both Yelp and Amazon provide 1000 human-annotated sentences, we also calculate reference-BLEU (rBL, BLEU score between output and human-annotated sentences).

The automatic evaluation results are in Table 17. Given a pretrained latent model, ours only requires training a classifier of 3.7K parameters and achieves competitive results compared with the strong baselines of many more parameters. Regarding the success rate, our method is in the premier league compared to the methods trained with full labeled data. In respect of content preservation, DiRR distinctly outperforms others, since DiRR processes 1.5B trainable parameters and is trained on the full labeled data (∼440K
training data), so big data and big models lead to better performance. However, although we follow the few-shot setting (400 training data), ours also performs well in preserving content. Compared with strong baselines, our method achieves competitive results at fluency and input-output alignment (CTC). Additionally, the generated texts closely align with the training texts, as indicated by a lower MAUVE score.

We also perform human evaluations on Yelp to further measure the transfer quality. Three people with related experience are invited to score the generated sentences (1 for low quality and 4 for high quality). We then average the scores as the final human evaluation results. As the human evaluation results are shown in Table 17, our LATENTOPS performs the best. Some generated examples are provided in Table 18 (Yelp) and Table 19 (Amazon) to further demonstrate the superiority of our method. One observation is that our method could focus more on logicality and adopt words appropriate to the context.

| Methods | Accuracy↑ | Content↑ | Fluency↓ | MAUVE↑ | #Params | #Data |
|---------|-----------|----------|----------|--------|---------|-------|
|         | Sentiment | iBL      | rBL      | CTC    | PPL     |       |
| Source  | 0.27      | 100      | 31.4     | 0.500  | 15.9    | 0.873 |
| Human   | 0.82      | 31.9     | 100      | 0.463  | 24.5    | 0.055 |
| B-GST   | 0.81      | 31.8     | 16.3     | 0.473  | 39.5    | 0.513 |
| STrans  | 0.91      | 53.2     | 24.5     | 0.469  | 41.0    | 0.904 |
| DiRR    | 0.96      | 61.5     | 29.5     | 0.480  | 23.9    | 0.809 |
| T&G     | 0.88      | 47.6     | 21.8     | 0.466  | 24.3    | 0.934 |
| FGST    | 0.90      | 13.2     | 7.6      | 0.450  | 9.3     | 0.593 |
| FUDGE   | 0.40      | 57.0     | 18.0     | 0.456  | 39.3    | 0.011 |
| Ours    | 0.95      | 54.0     | 24.3     | 0.474  | 25.9    | 0.902 |

| Methods | Accuracy↑ | Content↑ | Fluency↓ | MAUVE↑ | #Params | #Data |
|---------|-----------|----------|----------|--------|---------|-------|
|         | Sentiment | iBL      | rBL      | CTC    | PPL     |       |
| Source  | 0.14      | 100      | 49.4     | 0.425  | 26.4    | 0.580 |
| Human   | 0.52      | 49.7     | 100      | 0.422  | 47.2    | 0.541 |
| B-GST   | 0.62      | 52.3     | 28.5     | 0.425  | 27.7    | 0.528 |
| STrans  | 0.60      | 68.7     | 38.2     | 0.424  | 32.5    | 0.536 |
| DiRR    | 0.65      | 68.6     | 35.4     | 0.423  | 40.9    | 0.535 |
| T&G     | 0.83      | 21.9     | 14.0     | 0.427  | 13.6    | 0.524 |
| FGST    | 0.20      | 70.5     | 35.1     | 0.415  | 49.5    | 0.544 |
| FUDGE   | 0.72      | 53.3     | 28.1     | 0.423  | 44.1    | 0.547 |
| Ours    |           | 54.0     | 24.3     | 0.474  |        |       |

Table 17: Automatic evaluations of text editing with single attribute on Yelp (top) and Amazon (middle) dataset. We mark the number of trainable parameters as #Params and the scale of labeled data in training as #Data. Human evaluation (bottom) statistics on Yelp.

D.4 Ablation Study: Comparison with SGLD and SDE

In order to show the superiority of the ODE sampler introduced in §3.2, we compare with Stochastic Gradient Langevin Dynamics (SGLD) and Predictor-Corrector sampler with VP-SDE. The automatic evaluation results are shown in Table 20. The ODE sampler has the best trade-off between diversity and fluency based on the premise of the success rate.

SGLD could generate high quality sentences, but all the sentences contain the similar content, for example: "awesome food is great as always !", "great food is awesome as always !", "great food is awesome and always good !", "great place for your haircut ." and "great place with typically no bacon .". Therefore, it performs the worst in the perspective of diversity. Also, the success rate is at a low level because of the sensitivity and instability of LD (§2.1).

Contrary to SGLD, the SDE sampler cannot guarantee the fluency of the generated sentences, although diversity is good.

We also compute the generation time of different sampling methods as shown in Table 21. Combining the automatic evaluation results, sampling by ODE sampler gives the best trade-off among various aspects.
| Source | so basically tasted watered down. |
|--------|----------------------------------|
| Human  | it didn’t taste watered down at all. |
| B-GST  | so basically tasted delicious. |
| STrans | so basically really clean and comfortable. |
| DiRR   | so basically tastes delicious. |
| T&G    | everything tasted fresh and tasted delicious. |
| FGST   | everything tasted fresh and tasted like watered down. |
| FUDGE  | once every couple months, we get a new car - so basically tasted watered down. |
| Ours   | so basically tasted delicious. |

| Source | it is n’t terrible , but it is n’t very good either . |
|--------|-----------------------------------------------------|
| Human  | it is n’t perfect , but it is very good . |
| B-GST  | best indian food in whole of pittsburgh. |
| STrans | it is n’t great , but it is very good atmosphere . |
| DiRR   | it is great , but it is very good either . |
| T&G    | it is n’t great , but it is n’t very good . |
| FGST   | the food is n’t very good , but it is n’t great either . |
| FUDGE  | its good, but it isn’t very good either. |
| Ours   | it is n’t terrible , but it is very good also . |

| Source | anyway , we got our coffee and will not return to this location . |
|--------|-----------------------------------------------------------------|
| Human  | we got coffee and we’ll think about going back                  |
| B-GST  | "got our tickets                                               |
| STrans | anyway , we got our coffee and will definitely return to this location . |
| DiRR   | anyway , we got our coffee and will definitely return to this location . |
| T&G    | anyway , we got our coffee and we will definitely return in town . |
| FGST   | we will return to this location again , and the coffee was great . |
| FUDGE  | exactly zero stars for any way , we got our coffee and will not return to this location. |
| Ours   | anyway , we got our coffee and will always return to this location . |

| Source | this place is a terrible place to live ! |
|--------|-----------------------------------------|
| Human  | this place is a great place to live ! |
| B-GST  | this place is my new favorite place in phoenix ! |
| STrans | this place is a great place to live ! |
| DiRR   | this place is a great place to live ! |
| T&G    | this place is a great place to go ! |
| FGST   | this place is a great place to live . |
| FUDGE  | great place to live! |
| Ours   | this place is a great place to live ! |

| Source | they are so fresh and yummy . |
|--------|------------------------------|
| Human  | they are not fresh or good . |
| B-GST  | we are so lazy they need . |
| STrans | they are so dry and sad . |
| DiRR   | they are not so fresh and yummy . |
| T&G    | they are not yummy . |
| FGST   | it ’s so bland and they are tiny . |
| FUDGE  | mushy rice with egg rolls and a side of egg rolls. |
| Ours   | they are just a few and too sour . |

| Source | i highly recommend this salon and the wonderfully talented stylist , angel . |
|--------|--------------------------------------------------------------------------|
| Human  | i don’t recommend this salon because the artist had no talent. |
| B-GST  | "i was disappointed to write the salon and the stylist |
| STrans | i was hate this salon and the sloppy dead dead example , angel . |
| DiRR   | i would not recommend this salon and the wonderfully incompetent stylist , angel . |
| T&G    | i hate this salon and not wonderfully talented stylist , angel . |
| FGST   | i would not recommend this salon to anyone who hates hair , and eyebrow . |
| FUDGE  | in’t a big fan of chain places, but i highly recommend this salon and the wonderfully talented |
| Ours   | i would never recommend this salon and the most pathetic stylist named cynthia . |

Table 18: Examples of text editing with single attribute on Yelp review dataset.
| Source | this is honestly the only case i've thrown away in the garbage. |
|---|---|
| Human | this is honestly the only case i've kept for so long. |
| B-GST | this is honestly the only case i've put away in the dishwasher. |
| DiRR | this is honestly the only case i've thrown away in the fridge. |
| T&G | if your knives had a kickstand on the plate it won't lock down. |
| FGST | it won't slide down on the counter if you have a holder. |
| FUDGE | this is honestly the only case i've thrown away in the garbage. |
| Ours | this is honestly the only case i've saved in the kitchen. |
| Source | there was almost nothing i liked about this product. |
| Human | there was few features i liked about this product. |
| B-GST | there was almost no dust i liked about this. |
| DiRR | it was almost perfect for my needs. |
| T&G | and, there were no where we liked about this pan. |
| FGST | we've had this for many years, and there are many things about it. |
| FUDGE | there was almost nothing i liked about be be be and this product. |
| Ours | there is almost all i liked this nice product. |
| Source | this is not worth the money and the brand name is misleading. |
| Human | this is worth the money and the brand name is awesome. |
| B-GST | this is worth the money and the brand name is great. |
| DiRR | this is the perfect size and the price is right. |
| T&G | i won't be buying any more in the dishwasher. |
| FGST | i won't be buying any more in the future. |
| FUDGE | this is not worth the money and and be misleading. |
| Ours | this is worth the money and the brand is awesome as the apple. |
| Source | i've used it twice and it has stopped working. |
| Human | used it without problems. |
| B-GST | i've used it twice and it has held up. |
| DiRR | i've used it twice and it has worked. |
| T&G | i ordered num_num and find this to be a great little mistake. |
| FGST | i find this to be a perfect size. |
| FUDGE | i've used be great and it has stopped working. |
| Ours | i've used it twice and it has still working. |
| Source | but this one does the job very nicely. |
| Human | but this one does the job well enough |
| B-GST | but this one fit the very nicely. |
| DiRR | but this one does the job very poorly. |
| T&G | plus its from amazon and amazon wouldn't put their name on this game. |
| FGST | shame on amazon and wouldn't buy from amazon. |
| FUDGE | but this one does the job very nicely. |
| Ours | but this one does the job very negatively. |
| Source | as stated by the many reviews, this is an exceptional carpet cleaner. |
| Human | as stated by the many reviews, this is a discreet carpet cleaner |
| B-GST | as stated by the many reviews, this is an excellent game. |
| DiRR | as stated by the many reviews, this is an exceptional. |
| T&G | i also love it because the jar is useless. |
| FGST | i also love the scent because it is plastic. |
| FUDGE | as stated by the many reviews there will not disappoint there will not disappoint |
| Ours | as stated by the many reviews this is an exceptional poor carpet. |
| Source | unless you have very small or very large hands it is comfortable to use. |
| Human | unless you have normal sized hands it is uncomfortable to use. |
| B-GST | unless you have very small hands or very large hands it is useless. |
| DiRR | unless you have very small or very large hands it is uncomfortable to use. |
| T&G | not worth these alot and they taste great. |
| FGST | they work alot better than these patches. |
| FUDGE | unless you have very small or very largest paws there will not a problem. |
| Ours | unless you have very small or very large hands it might be worse. |

Table 19: Examples of text editing with single attribute on Amazon comment corpus.
| Attributes | Samplers | Sentiment↑ | Tense↑ | Formality↑ | G-Mean↑ | Fluency (PPL)↓ | Diversity (sBL)↓ |
|------------|----------|------------|--------|------------|--------|----------------|-----------------|
| Sentiment  | SGLD     | 0.64       | -      | -          | 0.64   | 2.0            | 96.6            |
|            | SDE      | 0.82       | -      | -          | 0.82   | 63.8           | 6.3             |
|            | ODE      | **0.99**   | -      | -          | **0.99** | 30.4           | 13.0            |
| + Tense    | SGLD     | 0.61       | 0.68   | -          | 0.644  | **1.9**        | 97.8            |
|            | SDE      | 0.79       | 0.61   | -          | 0.692  | 60.6           | **6.8**         |
|            | ODE      | **0.98**   | **0.93** | -     | **0.951** | 25.2           | 19.7            |
| + Formality| SGLD     | 0.52       | 0.44   | 0.82       | 0.573  | **2.3**        | 96.8            |
|            | SDE      | 0.77       | 0.60   | 0.67       | 0.675  | 62.5           | **6.7**         |
|            | ODE      | **0.97**   | **0.92** | **0.93** | **0.937** | 25.8           | **21.1**        |

Table 20: Comparison of different sampling method.

| Samplers | SGLD       | SDE        | Ours      |
|----------|------------|------------|-----------|
| Time     | 5.1s (0.93x) | 15.6s (2.85x) | 5.5s (1x) |

Table 21: Results of generation time of different samplers.
| Initial | Keywords |
|---------|----------|
| a | accommodate add afternoon agree airport ambiance ambience amount animal answer anyone anything apartment apologize apology appetizer appointment area arizona arrive art ask atmosphere attention attitude auto average avoid az |
| b | baby back bacon bag bagel bakery bar bartender base bathroom bbq bean beat become bed beef beer begin believe bell bike hill birthday biscuit bit bite book bottle bowl box boy boyfriend bread breakfast bring brunch buck buffet building bun burger burrito business butter buy |
| c | cab cafe cake call car card care carry case cash cashier center chain chair change charge charlotte check cheese chef chicken child chili chip chocolate choice choose city class cleaning close club cocktail coffee color combo come company condition consider contact continue cook cooky corn cost counter couple coupon course cover crab crave cream credit crew crispy crowd crust cup carry customer cut |
| d | date daughter day deal dealership decide decor deli deliver delivery dentist department deserve desk dessert detail diner dining dinner dip discount dish do doctor dog dollar donut door downtown dress dressing drink drive driver drop |
| e | eat egg employee enchilada end entree environment establishment evening event everyone everything expect expectation experience explain eye |
| f | face facility fact family fan fee feel feeling felt fill find finish fish fit fix flavor flight floor flower folk follow food foot forget friday friend front fruit fry furniture future |
| g | game garden get gift girl give glass go god grab greet grill grocery ground group guess guest guy gym gyro |
| h | hair haircut half hand handle happen have head hear heart help hit hold hole home homemade honey hope hospital hostess hotel hour house husband |
| i | ice idea include ingredient inside item |
| j | job joint juicy |
| k | keep kid kind kitchen know |
| l | lady leave let lettuce level life light line list listen live lobster location look lot lunch |
| m | mac machine madison make mall man management manager manicure manner margarita mark market massage matter meal mean meat meatball medium meet melt member mention menu mile min mind mine minute mix mom money month morning mouth move movie mushroom music |
| n | nail name need neighborhood night none noodle notch nothing notice number nurse |
| o | occasion offer office oil ok okay omelet one onion online open opinion option orange order organize others overcook overprice own owner |
| p | pack pad pancake park parking part party pass pasta patio pay pedicure people pepper person pet phoenix phone pick picture pie piece pittsburgh pizza place plan plate play please plenty point pool pork portion potato practice prepare price pricing process produce product provide purchase put |
| q | quality question quick quote |
| r | ranch rate rating read reason receive refill relax remember rent repair replace request reservation resort rest restaurant result return review rib rice ride ring rock roll room run rush |
| s | salad sale salmon salon salsa salt salty sandwich saturday sauce sausage save saw say schedule school scottsdale seafood season seat seating section see seem selection sell send sense serve server service set share shoe shop shopping shot show shrimp side sign sit size slice soda someone something son sound soup space speak special spend spice spicy spinach sport spot spring staff stand standard star starbucks start state station stay steak step stick stock stop store story street strip stuff style stylist sub suggest summer sunday suppose surprise sushi |
| t | table taco take talk taste tasty tea team tech tell thai thanks theater thing think throw time tip tire toast today tomato ton tonight topping tortilla touch town treat trip try tuna turn tv type |
| u | understand update use |
| v | valley value vega vegetable veggie vehicle venue vet vibe view visit |
| w | waffle wait waiter waitress walk wall want wash watch water way wedding week weekend while wife window wine wing wish woman word worker world wrap write |
| y | year yelp yesterday yummy |

Table 22: All keywords. Sort in alphabetical order.