IDENTITIES FOR THIRD ORDER JACOBSTHAL QUATERNIONS
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Abstract. In this paper we introduce the third order Jacobsthal quaternions and the third order Jacobsthal-Lucas quaternions and give some of their properties. We derive the relations between third order Jacobsthal numbers and third order Jacobsthal quaternions and we give the matrix representation of these quaternions.
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1. Introduction

The Jacobsthal numbers have many interesting properties and applications in many fields of science (see, e.g., [1]). The Jacobsthal numbers $J_n$ are defined [9] by the recurrence relation

\[ J_0 = 0, \quad J_1 = 1, \quad J_{n+1} = J_n + 2J_{n-1}, \quad n \geq 1. \]

Another important sequence is the Jacobsthal-Lucas sequence. This sequence is defined by the recurrence relation

\[ j_0 = 2, \quad j_1 = 1, \quad j_{n+1} = j_n + 2j_{n-1}, \quad n \geq 1. \]

In [3] the Jacobsthal recurrence relation is extended to higher order recurrence relations and the basic list of identities provided by A. F. Horadam [9] is expanded and extended to several identities for some of the higher order cases. In particular, the third order Jacobsthal numbers $J_n^{(3)}$ and the third order Jacobsthal-Lucas numbers $j_n^{(3)}$ are defined by

\[ J_n^{(3)} = J_{n+2}^{(3)} + J_{n+1}^{(3)} + 2J_n^{(3)}, \quad J_0^{(3)} = 0, \quad J_1^{(3)} = J_2^{(3)} = 1, \quad n \geq 0, \]

and

\[ j_n^{(3)} = j_{n+2}^{(3)} + j_{n+1}^{(3)} + 2j_n^{(3)}, \quad j_0^{(3)} = 2, \quad j_1^{(3)} = 1, \quad j_2^{(3)} = 5, \quad n \geq 0, \]

respectively.

The first third order Jacobsthal numbers and third order Jacobsthal-Lucas numbers are presented in the following table.

| $n$   | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | ...
|-------|---|---|---|---|---|---|---|---|---|---|----|---
| $J_n^{(3)}$ | 0 | 1 | 1 | 2 | 5 | 9 | 18 | 37 | 73 | 146 | 293 | ...
| $j_n^{(3)}$ | 2 | 1 | 5 | 10 | 17 | 37 | 74 | 145 | 293 | 586 | 1169 | ...


On the other hand, Horadam [7] introduced the $n$-th Fibonacci and the $n$-th Lucas quaternion as follow:

\begin{equation}
Q_n = F_n + iF_{n+1} + jF_{n+2} + kF_{n+3},
\end{equation}

\begin{equation}
K_n = L_n + iL_{n+1} + jL_{n+2} + kL_{n+3},
\end{equation}

respectively. Here $F_n$ and $L_n$ are the $n$-th Fibonacci and Lucas numbers, respectively. Furthermore, the basis $i, j, k$ satisface the following rules:

\begin{equation}
\begin{align*}
i^2 &= j^2 = k^2 = -1, \\
i j k &= -1.
\end{align*}
\end{equation}

Note that the rules (7) imply $ij = -ji = k, jk = -kj = i$ and $ki = -ik = j$. In general, a quaternion is a hyper-complex number and is defined by $q = q_0 + iq_1 + jq_2 + kq_3$, where $i, j, k$ are as in (7). Note that we can write $q = q_0 + u$ where $u = iq_1 + jq_2 + kq_3$. The conjugate of the quaternion $q$ is denoted by $q^* = q_0 - u$. The norm of a quaternion $q$ is defined by $N(q) = q_0^2 + q_1^2 + q_2^2 + q_3^2$.

Many interesting properties of Fibonacci and Lucas quaternions can be found in [5, 8]. In [6], Halici investigated complex Fibonacci quaternions. In [8] Horadam mentioned the possibility of introducing Pell quaternions and generalized Pell quaternions. In [14], the authors defined the Jacobsthal quaternions and the Jacobsthal-Lucas quaternions.

In this paper we introduce and study the third order Jacobsthal Quaternions and the third order Jacobsthal-Lucas Quaternions. We describe their properties also using a matrix representation.

2. Third order Jacobsthal numbers

For third order Jacobsthal and third order Jacobsthal-Lucas numbers many identities are given, see [3]. In this paper we need some of them.

\begin{equation}
3J_n^{(3)} + J_n^{(3)} = 2^{n+1},
\end{equation}

\begin{equation}
J_n^{(3)} - 2J_{n-3}^{(3)} = 3J_n^{(3)},
\end{equation}

\begin{equation}
J_n^{(3)} - 4J_n^{(3)} = \begin{cases} 
2 & \text{if } n \equiv 0 \pmod{3} \\
-3 & \text{if } n \equiv 1 \pmod{3} \\
1 & \text{if } n \equiv 2 \pmod{3}
\end{cases},
\end{equation}

\begin{equation}
J_{n+1}^{(3)} + J_n^{(3)} = 3J_{n+2}^{(3)},
\end{equation}

\begin{equation}
J_n^{(3)} - J_{n+2}^{(3)} = \begin{cases} 
1 & \text{if } n \equiv 0 \pmod{3} \\
-1 & \text{if } n \equiv 1 \pmod{3} \\
0 & \text{if } n \equiv 2 \pmod{3}
\end{cases},
\end{equation}

\begin{equation}
\left( J_{n-3}^{(3)} \right)^2 + 3J_n^{(3)}J_n^{(3)} = 4^n,
\end{equation}

\begin{equation}
\sum_{k=0}^{n} J_k^{(3)} = \begin{cases} 
J_n^{(3)}+1 & \text{if } n \neq 0 \pmod{3} \\
J_{n+1}^{(3)}-1 & \text{if } n \equiv 0 \pmod{3}
\end{cases},
\end{equation}
and its roots are given by
\[ j_{n+1}^{(3)} = \begin{cases} j_{n+1}^{(3)} - 2 & \text{if } n \not\equiv 0 \pmod{3} \\ j_{n+1}^{(3)} + 1 & \text{if } n \equiv 0 \pmod{3} \end{cases} \]
and
\[ (j_n^{(3)})^2 - 9 (j_n^{(3)})^2 = 2^{n+2} j_{n-3}^{(3)}. \]

Using standard techniques for solving recurrence relations, the auxiliary equation, and its roots are given by
\[ x^3 - x^2 - x - 2 = 0; \ x = 2, \ \text{and } x = \frac{-1 \pm i\sqrt{3}}{2}. \]

Note that the latter two are the complex conjugate cube roots of unity. Call them \(\omega_1\) and \(\omega_2\), respectively. Thus the Binet formulas can be written as
\[ j_n^{(3)} = \frac{2}{7} 2^n - \frac{3 + 2i\sqrt{3}}{21} \omega_1^n - \frac{3 - 2i\sqrt{3}}{21} \omega_2^n \]
and
\[ j_n^{(3)} = \frac{8}{7} 2^n + \frac{3 + 2i\sqrt{3}}{7} \omega_1^n + \frac{3 - 2i\sqrt{3}}{7} \omega_2^n, \]
respectively.

Now we are giving a lemma for the subsequence of the third order Jacobsthal sequences to determine the recurrence relation. Let \(\omega_1\) and \(\omega_2\) are roots of \(x^2 + x + 1 = 0\). Then, for any positive integer \(r\), \(\epsilon_r = \omega_1^r + \omega_2^r\) is always a integer number. In fact, it is easy to see that
\[ \omega_1^r + \omega_2^r = \begin{cases} 2 & \text{if } r \equiv 0 \pmod{3} \\ -1 & \text{if } r \not\equiv 0 \pmod{3} \end{cases}, \]
because \(\omega_1\) and \(\omega_2\) are the complex conjugate cube roots of unity.

**Lemma 2.1.** For \(n \geq 3\) and the integers \(r, s\) such that \(0 \leq s < r\),
\[ j_{rn+s}^{(3)} = (2^r + \epsilon_r) j_{r(n-1)+s}^{(3)} - (2^r \epsilon_r + 1) j_{r(n-2)+s}^{(3)} + 2^r j_{r(n-3)+s}^{(3)}, \]
with \(\epsilon_r = \omega_1^r + \omega_2^r\), where \(\omega_1\) and \(\omega_2\) are the roots of \(x^2 + x + 1 = 0\).

**Proof.** In order to prove the claim, we will use the Binet formula of the third order Jacobsthal sequence. If we evaluate the right hand side of equation (20), then
\[
7((2^r + \epsilon_r) j_{r(n-1)+s}^{(3)} - (2^r \epsilon_r + 1) j_{r(n-2)+s}^{(3)} + 2^r j_{r(n-3)+s}^{(3)})
\]
\[ = (2^r + \epsilon_r)(2 \cdot 2^r(n-1)+s - (a\omega_1^{r(n-1)+s} + b\omega_2^{r(n-1)+s})) \]
\[ - (2^r \epsilon_r + 1)2 \cdot 2^r(n-2)+s - (a\omega_1^{r(n-2)+s} + b\omega_2^{r(n-2)+s}) \]
\[ + 2^r (2 \cdot 2^r(n-3)+s - (a\omega_1^{r(n-3)+s} + b\omega_2^{r(n-3)+s})) \]
\[ = 2 \cdot 2^r(n+s) - (a\omega_1^{rn+s} + b\omega_2^{rn+s}) \]
\[ = 7 j_{rn+s}^{(3)}, \]
where \(a = 1 + \frac{2i\sqrt{3}}{7}\) and \(b = 1 - \frac{2i\sqrt{3}}{7}\). Thus the proof is complete. \(\square\)
If \( r = 1 \) and \( s = 0 \) in the Lemma \( \PageIndex{2.1} \) we obtain the third order Jacobsthal recurrence. For this case, Shannon and Horadam \( \PageIndex{12} \) computed the \( n \)-th power of this matrix

\[
\begin{bmatrix}
1 & 1 & 2 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}^n = \begin{bmatrix}
J_{r,n+1}^{(3)} & J_{r,n}^{(3)} + 2J_{r,n-1}^{(3)} & 2J_{r,n}^{(3)} \\
J_{r,n}^{(3)} & J_{r,n-1}^{(3)} + 2J_{r,n-2}^{(3)} & 2J_{r,n-1}^{(3)} \\
J_{r,n-1}^{(3)} & J_{r,n-2}^{(3)} + 2J_{r,n-3}^{(3)} & 2J_{r,n-2}^{(3)}
\end{bmatrix},
\]

where \( J_{-1}^{(3)} = 0 \), \( J_{-2}^{(3)} = \frac{1}{2} \) and \( J_{-3}^{(3)} = -\frac{1}{4} \).

The sequences \( J_n^{(3)} \) can be defined for negative values of \( n \) by using the definition of their recurrent relation and initial conditions.

For \( n \geq 3 \), the sequence \( R_n \) is defined as follows

\[
R_n^{(3)} = -\frac{1}{2} R_{n-1}^{(3)} - \frac{1}{2} R_{n-2}^{(3)} + \frac{1}{2} R_{n-3}^{(3)},
\]

with initial conditions \( R_0^{(3)} = R_1^{(3)} = 0 \) and \( R_2^{(3)} = \frac{1}{2} \). Note that \( J_{-n}^{(3)} = R_n^{(3)} \) for all \( n \geq 0 \).

Now, we define

\[
L_r = \begin{bmatrix}
2^r + \epsilon_r & -(2^r \epsilon_r + 1) & 2^r \\ 1 & 0 & 0 \\ 0 & 1 & 0
\end{bmatrix}
\]

and

\[
F_{r,n} = \begin{bmatrix}
J_{r,n+1}^{(3)} & K_{r,n}^{(3)} & 2^r J_{r,n}^{(3)} \\ J_{r,n}^{(3)} & K_{r,n-1}^{(3)} & 2^r J_{r,n-1}^{(3)} \\ J_{r,n-1}^{(3)} & K_{r,n-2}^{(3)} & 2^r J_{r,n-2}^{(3)}
\end{bmatrix},
\]

where \( K_{r,n}^{(3)} = -(2^r \epsilon_r + 1) J_{r,n}^{(3)} + 2^r J_{r,n}^{(3)} \).

**Theorem 2.2.** For all \( n \in \mathbb{N} \),

\[
J_r^{(3)} L_r^n + 2^r J_{-r}^{(3)} L_{-r}^{n-1} = F_{r,n}.
\]

**Proof.** (Induction on \( n \)) Using \( J_r^{(3)} \), one can see that \( J_r^{(3)} L_r^1 + 2^r J_{-r}^{(3)} L_{-r}^0 = F_{r,1} \). Assume \( J_r^{(3)} L_r^n + 2^r J_{-r}^{(3)} L_{-r}^{n-1} = F_{r,n} \) holds for \( n \geq 2 \). By our assumption and a matrix multiplication, we get

\[
J_r^{(3)} L_r^{n+1} + 2^r J_{-r}^{(3)} L_{-r}^n = (J_r^{(3)} L_r^n + 2^r J_{-r}^{(3)} L_{-r}^{n-1}) L_r = F_{r,n} L_r,
\]

which, by using the equation \( \PageIndex{17} \), \( F_{r,n} L_r = F_{r,n+1} \). Thus, complete the proof.

Now, we will compute sums of the third order Jacobsthal numbers \( J_r^{(3)} \) by matrix methods. Let \( S_{r,n} = \sum_{k=0}^{n} J_r^{(3)} \), where \( r \) is an integer.

We define matrices \( A_r \) and \( Q_{r,n} \) as shown,

\[
A_r = \begin{bmatrix}
1 & 0 & 0 \\ 1 & 2^r + \epsilon_r & -(2^r \epsilon_r + 1) \\ 0 & 1 & 0 \\ 0 & 0 & 1
\end{bmatrix}
\]

and

\[
Q_{r,n} = \begin{bmatrix}
J_r^{(3)} & K_{r,n}^{(3)} & 2^r J_{r,n}^{(3)} \\ J_{r,n}^{(3)} & K_{r,n-1}^{(3)} & 2^r J_{r,n-1}^{(3)} \\ J_{r,n-1}^{(3)} & K_{r,n-2}^{(3)} & 2^r J_{r,n-2}^{(3)}
\end{bmatrix}.
\]
and

\[
Q_{r,n} = \begin{bmatrix}
J_r^{(3)} + 2^r J_{-r}^{(3)} & 0 & 0 & 0 \\
S_{r,n} & J_{r(n+1)}^{(3)} & K_{r,n}^{(3)} & 2^r J_{r(n-1)}^{(3)} \\
S_{r,n-1} & J_{r(n-1)}^{(3)} & K_{r,n-1}^{(3)} & 2^r J_{r(n-2)}^{(3)} \\
S_{r,n-2} & J_{r(n-2)}^{(3)} & K_{r,n-2}^{(3)} & 2^r J_{r(n-3)}^{(3)}
\end{bmatrix},
\]

where \( \epsilon_r = \omega_1^r + \omega_2^r \) and \( K_{r,n}^{(3)} = -(2^r \epsilon_r + 1)J_{r(n)}^{(3)} + 2^r J_{r(n-1)}^{(3)} \).

**Theorem 2.3.** For \( n \geq 2 \),

\[
J_r^{(3)} A_r^{n} + 2^r J_{-r}^{(3)} A_r^{n-1} = Q_{r,n}.
\]

**Proof.** The proof follows from the induction method on \( n \). If \( n = 2 \), we have

\[
Q_{r,2} = \begin{bmatrix}
J_r^{(3)} + 2^r J_{-r}^{(3)} & 0 & 0 & 0 \\
S_{r,2} & J_{3r}^{(3)} & K_{r,2}^{(3)} & 2^r J_{2r}^{(3)} \\
S_{r,1} & J_{2r}^{(3)} & K_{r,1}^{(3)} & 2^r J_{r}^{(3)} \\
S_{r,0} & J_{r}^{(3)} & K_{r,0}^{(3)} & 2^r J_{0}^{(3)}
\end{bmatrix} = J_r^{(3)} A_r^{2} + 2^r J_{-r}^{(3)} A_r,
\]

since \( J_{2r}^{(3)} = (2^r + \epsilon_r)J_{r}^{(3)} + 2^r J_{-r}^{(3)} \).

Assume \( J_r^{(3)} A_r^{t} + 2^r J_{-r}^{(3)} A_r^{t-1} = Q_{r,t} \) holds for \( n = t \). By our assumption and a matrix multiplication, we get

\[
J_r^{(3)} A_r^{t+1} + 2^r J_{-r}^{(3)} A_r^{t} = (J_r^{(3)} A_r^{t} + 2^r J_{-r}^{(3)} A_r^{t-1})A_r = Q_{r,t} A_r.
\]

Using equation (27) from lemma 2.1 we obtain \( Q_{r,t} A_r = Q_{r,t+1} \). Thus the proof is complete. \( \square \)

After some computations, the eigenvalues of matrix \( A_r \) are \( 2^r, \omega_1^r, \omega_2^r \) and 1. We define two matrices \( B_r \) and \( H_r \) as follows

\[
B_r = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 2^r & 0 & 0 \\
0 & 0 & \omega_1^r & 0 \\
0 & 0 & 0 & \omega_2^r
\end{bmatrix}
\]

and

\[
H_r = \begin{bmatrix}
1 & \frac{1}{(\epsilon_r-2)(2^r-1)} & 2^r & \omega_1^r & \omega_2^r \\
\frac{1}{(\epsilon_r-2)(2^r-1)} & 1 & \omega_1^r & \omega_2^r \\
\frac{1}{(\epsilon_r-2)(2^r-1)} & \frac{1}{(\epsilon_r-2)(2^r-1)} & 1 & 1 & 1
\end{bmatrix}
\]

**Theorem 2.4.** If \( n \geq 1 \), then

\[
S_{r,n} = \frac{1}{\delta_r} \left[ J_{r(n+1)}^{(3)} - (2^r(\epsilon_r - 1) + 1)J_{r(n)}^{(3)} + 2^r J_{r(n-1)}^{(3)} - (J_{r}^{(3)} + 2^r J_{-r}^{(3)}) \right],
\]

where \( \delta_r = (2 - \epsilon_r)(2^r - 1) \).

**Proof.** Since \( \omega_1 \) and \( \omega_2 \) are different and nonzero, then \( \det(B_r) \neq 0 \). Now, if \( n \geq 1 \), one can check that \( A_r^n H_r = H_r B_r^n \), by multiplying both sides by \( J_r^{(3)} \) and \( 2^r J_{-r}^{(3)} \) we get

\[
J_r^{(3)} A_r^n H_r = J_r^{(3)} H_r B_r^n.
\]
and

\[ 2^r J_r^{(3)} A_r^{n-1} H_r = 2^r J_r^{(3)} H_r B_r^{n-1}, \]

respectively.

If we sum both equations side by side, we obtain that

\[ J_r^{(3)} A_r^n H_r + 2^r J_r^{(3)} A_r^{n-1} H_r = (J_r^{(3)} A_r^n + 2^r J_r^{(3)} A_r^{n-1}) H_r \]

\[ = H_r (J_r^{(3)} B_r^n + 2^r J_r^{(3)} B_r^{n-1}). \]

By equation (39) in the theorem, we deduce

\[ G_{r,n} H_r = H_r (J_r^{(3)} B_r^n + 2^r J_r^{(3)} B_r^{n-1}). \]

Equating the elements in the second row and first column of each side of the above equation completes the proof.

In particular, if \( r = 1 \), we have

\[ \sum_{k=0}^{n} J_k^{(3)} = \frac{1}{3} \left( J_{n+1}^{(3)} + 3J_n^{(3)} + 2J_{n-1}^{(3)} - 1 \right). \]

Corollary 2.5. If \( n \geq 0 \),

\[ S_{2,n} = \frac{1}{9} \left( J_{2(n+1)}^{(3)} - 7J_{2n}^{(3)} + 4J_{2(n-1)}^{(3)} - 3 \right). \]

Proof. To obtain formula (31), it suffices to take \( r = 2 \) in equation (29) of theorem 2.4.

In the above theorem, we give a formula for sum of the terms of the sequence \( J_r^{(3)} \) for arbitrary \( r \) and for the generating matrix of the sums.

3. The Third Order Jacobsthal Quaternions

The \( n \)-th third order Jacobsthal quaternion \( JQ_n^{(3)} \) and the \( n \)-th third order Jacobsthal-Lucas quaternion \( jQ_n^{(3)} \) can be defined as

\[ JQ_n^{(3)} = J_n^{(3)} + iJ_{n+1}^{(3)} + jJ_{n+2}^{(3)} + kJ_{n+3}^{(3)}, \quad n \geq 0, \]

and

\[ jQ_n^{(3)} = j_n^{(3)} + ij_{n+1}^{(3)} + jj_{n+2}^{(3)} + kj_{n+3}^{(3)}, \quad n \geq 0, \]

respectively.

Lemma 3.1. For \( n \geq 2 \),

\[ j_n^{(3)} - 4j_{n-2}^{(3)} = \begin{cases} -3 & \text{if } n \not\equiv 0 \pmod{3} \\ 6 & \text{if } n \equiv 0 \pmod{3} \end{cases}. \]

Proof. To obtain formula (34), it suffices to take the Binet’s formula of \( j_n^{(3)} \). Let \( a = 3 + 2i\sqrt{3} \) and \( b = 3 - 2i\sqrt{3} \), then

\[ j_n^{(3)} - 4j_{n-2}^{(3)} = \frac{1}{7} \left( 2^{n+3} + \left( a\omega_n + b\omega_n^2 \right) - 2^{n+3} - 4(a\omega_{n-2}^2 + b\omega_{n-2}^2) \right) \]

\[ = \frac{1}{7} \left( a\omega_n^2 (1 - 4\omega_1^{-2}) + b\omega_n^2 (1 - 4\omega_2^{-2}) \right) \]

\[ = 3(\omega_n^2 + \omega_n^2), \]

since \( \omega_1^2 = \frac{4a}{a-21} \) and \( \omega_2^2 = \frac{4b}{b-21} \).
It is easy to see that,
\begin{equation}
\omega_1^n + \omega_2^n = \begin{cases} 
2 & \text{if } n \equiv 0 \pmod{3} \\
-1 & \text{if } n \not\equiv 0 \pmod{3} 
\end{cases},
\end{equation}
because $\omega_1$ and $\omega_2$ are the complex conjugate cube roots of unity. Thus, the proof is completed. 

\[ \Box \]

**Theorem 3.2.** Let $n \geq 2$ integer. Then, we have
\begin{equation}
\frac{1}{3} (jQ_n^{(3)} - 4jQ_{n-2}^{(3)}) = \begin{cases} 
2 - i - j + 2k & n \equiv 0 \pmod{3} \\
-1 - i + 2j - k & n \equiv 1 \pmod{3} \\
-1 + 2i - j - k & n \equiv 2 \pmod{3} 
\end{cases}.
\end{equation}

**Proof.** To prove this theorem, we need the above lemma. For definition, we have
\[ jQ_n^{(3)} = j_n^{(3)} + ij_{n+1}^{(3)} + jj_{n+2}^{(3)} + kj_{n+3}^{(3)} \]
and
\[ jQ_{n-2}^{(3)} = j_{n-2}^{(3)} + ij_{n-1}^{(3)} + jj_n^{(3)} + kj_{n+1}^{(3)}. \]

Then,
\begin{align*}
&jQ_n^{(3)} - 4jQ_{n-2}^{(3)} = (j_n^{(3)} - 4j_{n-2}^{(3)}) + ij_{n+1}^{(3)} - 4j_{n-1}^{(3)} \\
&\quad + j(j_{n+2}^{(3)} - 4j_{n+3}^{(3)}) + k(j_{n+3}^{(3)} - 4j_{n+1}^{(3)}).
\end{align*}

Using the equation (35), we obtain that $jQ_n^{(3)} - 4jQ_{n-2}^{(3)} = 3(2 - i - j + 2k)$ if and only if $n \equiv 0 \pmod{3}$. In other case, we obtain $jQ_n^{(3)} - 4jQ_{n-2}^{(3)}$ is equal to $3(-1 - i + 2j - k)$ if $n \equiv 1 \pmod{3}$ and finally $jQ_n^{(3)} - 4jQ_{n-2}^{(3)} = 3(-1 + 2i - j - k)$ if $n \equiv 2 \pmod{3}$. 

\[ \Box \]

**Theorem 3.3.** Let $n \geq 0$ integer. Then,
\begin{equation}
49 \cdot N(jQ_n^{(3)}) = \begin{cases} 
340 \cdot 2^{2n} - 64 \cdot 2^n + 18 & n \equiv 0 \pmod{3} \\
340 \cdot 2^{2n} + 68 \cdot 2^n + 23 & n \equiv 1 \pmod{3} \\
340 \cdot 2^{2n} - 4 \cdot 2^n + 15 & n \equiv 2 \pmod{3} 
\end{cases}.
\end{equation}

**Proof.** To prove equation (37), if we use the definition norm, then we obtain $N(jQ_n^{(3)}) = \sum_{r=0}^{3} (j_n^{(3)})^2$. Moreover, by the Binet formula (17) we have
\begin{align*}
49 \cdot N(jQ_n^{(3)}) &= \left(2^{n+1} - (a\omega_1^n + b\omega_2^n)^2 + (2^{n+2} - (a\omega_1^{n+1} + b\omega_2^{n+1}))^2 \\
&\quad + (2^{n+3} - (a\omega_1^{n+2} + b\omega_2^{n+2}))^2 + (2^{n+4} - (a\omega_1^{n+3} + b\omega_2^{n+3}))^2 \right),
\end{align*}
where $a = 1 + \frac{2\sqrt{3}}{3}$ and $b = 1 - \frac{2\sqrt{3}}{3}$. It is easy to see that,
\begin{equation}
a\omega_1^n + b\omega_2^n = \begin{cases} 
2 & n \equiv 0 \pmod{3} \\
-3 & n \equiv 1 \pmod{3} \\
1 & n \equiv 2 \pmod{3} 
\end{cases},
\end{equation}
because $\omega_1$ and $\omega_2$ are the complex conjugate cube roots of unity. Then, if $n \equiv 0 \pmod{3}$, we obtain
\begin{align*}
N(jQ_n^{(3)}) &= \frac{1}{49} \left[ (2^{n+1} - 2)^2 + (2^{n+2} + 3)^2 + (2^{n+3} - 1)^2 + (2^{n+4} - 2)^2 \right], \\
&= \frac{1}{49} \left[ 340 \cdot 2^{2n} - 64 \cdot 2^n + 18 \right].
\end{align*}
The other identities are clear from equation (38). 

\[ \Box \]
Theorem 3.4. Let $n \geq 0$ integer. Then,

$$(39) \quad 3JQ_n^{(3)} + jQ_n^{(3)} = 2^{n+1}(1 + 2i + 4j + 8k).$$

Proof. Let $JQ_n^{(3)} = J_n^{(3)} + ijQ_{n+1}^{(3)} + jkQ_{n+2}^{(3)}$ and $jQ_n^{(3)} = j_n^{(3)} + 2i + 4j + 8k$. Then, we have

$$3JQ_n^{(3)} + jQ_n^{(3)} = (3J_n^{(3)} + j_n^{(3)}) + i(3j_n^{(3)} + j_n^{(3)}) + j(3j_{n+1}^{(3)} + j_{n+1}^{(3)}) + k(3j_{n+2}^{(3)} + j_{n+2}^{(3)}).$$

Using equation (8), we obtain that

$$3JQ_n^{(3)} + jQ_n^{(3)} = 2^{n+1} + i2^{n+2} + j2^{n+3} + k2^{n+4},$$

$$= 2^{n+1}(1 + 2i + 4j + 8k).$$

Thus, the proof is completed. □

In a similar way, using the equation (10), (11) and (12) one can easily prove the theorem 3.5 and 3.6.

Theorem 3.5. Let $n \geq 0$ integer. Then,

$$(40) \quad jQ_n^{(3)} - 4JQ_n^{(3)} = \begin{cases} 2 - 3i + j + 2k & \text{if } n \equiv 0 \pmod{3} \\ -3 + i + 2j - 3k & \text{if } n \equiv 1 \pmod{3} \\ 1 + 2i - 3j + k & \text{if } n \equiv 2 \pmod{3} \end{cases},$$

and

$$(41) \quad jQ_n^{(3)} + jQ_{n+1}^{(3)} = 3JQ_{n+2}^{(3)}.$$

Theorem 3.6. Let $n \geq 0$ integer. Then,

$$(42) \quad jQ_n^{(3)} - JQ_{n+2}^{(3)} = \begin{cases} 1 - i + k & \text{if } n \equiv 0 \pmod{3} \\ -1 + j - k & \text{if } n \equiv 1 \pmod{3} \\ i - j & \text{if } n \equiv 2 \pmod{3} \end{cases}.$$

The following is a result for the sum of third order Jacobsthal-Lucas Quaternions.

Theorem 3.7. Let $n \geq 0$ integer. Then,

$$(43) \quad \sum_{s=0}^{n} jQ_s^{(3)} = \begin{cases} jQ_{n+1}^{(3)} + (1 - 4i - 5j - 7k) & \text{if } n \equiv 0 \pmod{3} \\ jQ_{n+1}^{(3)} - 2(1 + 2i + j + 5k) & \text{if } n \equiv 1 \pmod{3} \\ jQ_{n+1}^{(3)} - (2 + i + 5j + 10k) & \text{if } n \equiv 2 \pmod{3} \end{cases}.$$

Proof. Using (15), we obtain

$$\sum_{k=0}^{n} j_k^{(3)} = \begin{cases} j_{n+1}^{(3)} - 2 & \text{if } n \not\equiv 0 \pmod{3} \\ j_{n+1}^{(3)} + 1 & \text{if } n \equiv 0 \pmod{3} \end{cases}.$$
Furthermore, if \( n \equiv 0 \pmod{3} \), we can write
\[
\sum_{s=0}^{n} jQ_s^{(3)} = \sum_{s=0}^{n} j^{(3)} + i \sum_{s=0}^{n} j_{s+1}^{(3)} + j \sum_{s=0}^{n} j_{s+2}^{(3)} + k \sum_{s=0}^{n} j_{s+3}^{(3)}
\]
\[
= (j_{n+1}^{(3)} + 1) + i \left( \sum_{k=0}^{n} j_k^{(3)} - 2 \right) + j \left( \sum_{k=0}^{n} j_k^{(3)} - 3 \right) + k \left( \sum_{k=0}^{n} j_k^{(3)} - 8 \right)
\]
\[
= (j_{n+1}^{(3)} + 1) + i (j_{n+2}^{(3)} - 4) + j (j_{n+3}^{(3)} - 5) + k (j_{n+4}^{(3)} - 7).
\]

If \( n \equiv 1 \pmod{3} \), we have \( \sum_{k=0}^{n} j_k^{(3)} = j_{n+1}^{(3)} - 2 \) and \( \sum_{k=0}^{n+2} j_k^{(3)} = j_{n+3}^{(3)} + 1 \), then
\[
\sum_{s=0}^{n} jQ_s^{(3)} = jQ_{n+1}^{(3)} - 2(1 + 2i + j + 5k).
\]
The proof is similar to case \( n \equiv 2 \pmod{3} \). Thus, the proof is completed. \( \square \)

4. Generating Function for Third Order Jacobsthal Quaternions

Let \( JQ_n^{(3)} = j_n^{(3)} + i j_{n+1}^{(3)} + j j_{n+2}^{(3)} + k j_{n+3}^{(3)} \) be the \( n \)-th third order Jacobsthal quaternion. The function \( G(t) = \sum_{n=0}^{\infty} JQ_n^{(3)} t^n \) is called the generating function for the sequence \( \{JQ_n^{(3)}\} \). In [5], the author found a generating function for Fibonacci quaternions. In the following theorem, we established the generating function for third order Jacobsthal quaternions.

**Theorem 4.1.** The generating function for the third order Jacobsthal quaternion \( \{JQ_n^{(3)}\}_{n \geq 0} \) is
\[
\sum_{n=0}^{\infty} JQ_n^{(3)} t^n = \frac{(i + j + 2k) + t(1 + j + 3k) + 2t^2(j + k)}{1 - t - t^2 - 2t^3}.
\]

**Proof.** Assuming that the generating function of the quaternion \( \{JQ_n^{(3)}\} \) has the form \( G(t) = \sum_{n=0}^{\infty} JQ_n^{(3)} t^n \), we obtain that
\[
(1 - t - t^2 - 2t^3)G(t)
\]
\[
= (JQ_0^{(3)} + JQ_1^{(3)} t + \cdots) - (JQ_0^{(3)} t + JQ_1^{(3)} t^2 + \cdots) - \cdots
\]
\[
= JQ_0^{(3)} + t(JQ_1^{(3)} - JQ_0^{(3)}) + t^2(JQ_2^{(3)} - JQ_1^{(3)} - JQ_0^{(3)}),
\]
since \( JQ_n^{(3)} = JQ_{n-1}^{(3)} + JQ_{n-2}^{(3)} + 2JQ_{n-3}^{(3)} \), \( n \geq 3 \) and the coefficients of \( t^n \) for \( n \geq 3 \) are equal to zero. In equivalent form is
\[
\sum_{n=0}^{\infty} JQ_n^{(3)} t^n = \frac{JQ_0^{(3)} + t(JQ_1^{(3)} - JQ_0^{(3)}) + t^2(JQ_2^{(3)} - JQ_1^{(3)} - JQ_0^{(3)})}{1 - t - t^2 - 2t^3}
\]
\[
= \frac{(i + j + 2k) + t(1 + j + 3k) + 2t^2(j + k)}{1 - t - t^2 - 2t^3}.
\]
\( \square \)
Thus, the Binet formula for $JQ_n^{(3)}$ can be given in the following theorem.

**Theorem 4.2.** If $JQ_n^{(3)} = J_n^{(3)} + iJ_{n+1}^{(3)} + jJ_{n+2}^{(3)} + kJ_{n+3}^{(3)}$ be the $n$-th third order Jacobsthal quaternion, then

$$JQ_n^{(3)} = \frac{1}{7} \left[ 2^{n+1} \alpha - \left( 1 + \frac{2i\sqrt{3}}{3} \right) \omega_1^n \beta - \left( 1 - \frac{2i\sqrt{3}}{3} \right) \omega_2^n \gamma \right],$$

where $\omega_1$, $\omega_2$ are the solutions of the equation $t^2 + t + 1 = 0$, and

$$\alpha = 1 + 2i + 4j + 8k,$$

$$\beta = 1 + \omega_1 i + \omega_1^2 j + k$$

and

$$\gamma = 1 + \omega_2 i + \omega_2^2 j + k.$$

**Proof.** Let $a = 1 + \frac{2i\sqrt{3}}{3}$ and $b = 1 - \frac{2i\sqrt{3}}{3}$. Using the relation (14), we have

$$7 \cdot JQ_n^{(3)} = 7 \left( J_n^{(3)} + iJ_{n+1}^{(3)} + jJ_{n+2}^{(3)} + kJ_{n+3}^{(3)} \right)$$

$$= \left( 2^{n+1} - (a \omega_1^n + b \omega_2^n) \right) + \left( 2^{n+2} - (a \omega_1^{n+1} + b \omega_2^{n+1}) \right) i$$

$$+ \left( 2^{n+3} - (a \omega_1^{n+2} + b \omega_2^{n+2}) \right) j + \left( 2^{n+4} - (a \omega_1^{n+3} + b \omega_2^{n+3}) \right) k,$$

$$= 2^{n+1}(1 + 2i + 4j + 8k) - a \omega_1^n(1 + \omega_1 j + \omega_1^2 k)$$

$$+ b \omega_2^n(1 + \omega_2 j + \omega_2^2 k),$$

since $\omega_1^3 = \omega_2^3 = 1$. So, the theorem is proved. \( \square \)

**Theorem 4.3.** If $jQ_n^{(3)} = j_n^{(3)} + iJ_{n+1}^{(3)} + jJ_{n+2}^{(3)} + kJ_{n+3}^{(3)}$ be the $n$-th third order Jacobsthal-Lucas quaternion, then we have

$$jQ_n^{(3)} = \frac{1}{7} \left[ 2^{n+3} \alpha + (3 + 2i\sqrt{3}) \omega_1^n \beta + (3 - 2i\sqrt{3}) \omega_2^n \gamma \right],$$

where $\omega_1$, $\omega_2$ are the solutions of the equation $t^2 + t + 1 = 0$; $\alpha$, $\beta$ and $\gamma$ as before.

The following theorem gives the multiplication of $JQ_n^{(3)}$ by $jQ_n^{(3)}$.

**Theorem 4.4.** Let $n \geq 1$ integer such that $n \equiv 0 \pmod{3}$. Then,

$$49 \cdot \left( JQ_n^{(3)} \right) \cdot \left( jQ_n^{(3)} \right) = \left( 24 \cdot 2^n - 1328 \cdot 2^{2n} + 30 \right)$$

$$+ i(64 \cdot 2^{2n} - 2 \cdot 2^n + 36)$$

$$+ j(2^{2n+7} - 205 \cdot 2^{n+1} - 12)$$

$$+ k(5 \cdot 2^{n+5} + 2^{2n+8} - 24).$$

**Proof.** If $n \equiv 0 \pmod{3}$, we can see $J_n^{(3)} = \frac{1}{4}(2^{n+1} - 2)$ and $J_n^{(3)} = \frac{1}{4}(2^{n+3} + 6)$. Then, multiplying $J^{(3)}Q_n$ by $j^{(3)}Q_n$, we have

$$JQ_n^{(3)} \cdot jQ_n^{(3)} = J_n^{(3)} \cdot j_n^{(3)} - J_{n+1}^{(3)} j_n^{(3)} - J_{n+2}^{(3)} j_n^{(3)} - J_{n+3}^{(3)} j_n^{(3)}$$

$$+ i(J_n^{(3)} \cdot J_{n+1}^{(3)} + J_{n+2}^{(3)} j_n^{(3)} - J_{n+3}^{(3)} j_n^{(3)} - J_{n+3}^{(3)} j_n^{(3)} j_{n+1}^{(3)})$$

$$+ j(J_n^{(3)} \cdot J_{n+2}^{(3)} + J_{n+3}^{(3)} j_n^{(3)} - J_{n+1}^{(3)} j_n^{(3)} - J_{n+3}^{(3)} j_n^{(3)} j_{n+1}^{(3)})$$

$$+ k(j_n^{(3)} j_{n+3}^{(3)} + J_{n+3}^{(3)} j_n^{(3)} + J_{n+1}^{(3)} j_n^{(3)} - J_{n+2}^{(3)} j_n^{(3)}).$$

using the equation (47), we have $J_{n+1}^{(3)} = \frac{1}{7}(2^{n+2} + 3)$ and $J_{n+2}^{(3)} = \frac{1}{7}(2^{n+3} - 1)$. Furthermore, we have $J_{n+3}^{(3)} = \frac{1}{7}(2^{n+4} - 9)$ and $J_{n+2}^{(3)} = \frac{1}{7}(2^{n+5} + 3)$. Thus, we get
\[
J_{n}^{(3)}J_{n+1}^{(3)} - J_{n+2}^{(3)}j_{n+3}^{(3)} - J_{n+3}^{(3)}j_{n+2}^{(3)} = \frac{1}{49} \left( 24 \cdot 2^{n} - 1328 \cdot 2^{2n} + 30 \right),
\]
\[
J_{n}^{(3)}J_{n+1}^{(3)} + J_{n+2}^{(3)}j_{n+3}^{(3)} + J_{n+3}^{(3)}j_{n+2}^{(3)} = \frac{1}{49} \left( 64 \cdot 2^{2n} - 2 \cdot 2^{n} + 36 \right),
\]
\[
J_{n}^{(3)}j_{n+2}^{(3)} + J_{n+1}^{(3)}j_{n+3}^{(3)} - J_{n+3}^{(3)}j_{n+1}^{(3)} = \frac{1}{49} \left( 2^{2n} - 7 \cdot 2^{n+1} - 12 \right)
\]
and
\[
J_{n}^{(3)}j_{n+3}^{(3)} + J_{n+2}^{(3)}j_{n+1}^{(3)} - J_{n+3}^{(3)}j_{n+2}^{(3)} = \frac{1}{49} \left( 5 \cdot 2^{n+5} + 2^{2n+8} - 24 \right).
\]

\[\square\]

5. \textbf{Matrix Representation of Third Order Jacobsthal Quaternions}

The matrix method is very useful method in order to obtain some identities for special sequences. For example, using matrix methods, the authors obtained some identities for various special sequences (see [2, 11]). In this case, the generating matrix of the sequence \{\(J_{n}^{(3)}\)\} is given by
\[
M^{n} = \begin{bmatrix}
1 & 1 & 2 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}
\]
\[\text{and for all } n \geq 0. \text{ We define for convenience } J_{-1}^{(3)} = 0, J_{-2}^{(3)} = \frac{1}{2} \text{ and } J_{-3}^{(3)} = -\frac{1}{4}.
\]

Now, let us define the following matrix as
\[
R = \begin{bmatrix}
JQ_{3}^{(3)} & JQ_{2}^{(3)} + 2JQ_{1}^{(3)} & 2JQ_{0}^{(3)} \\
JQ_{2}^{(3)} & JQ_{1}^{(3)} + 2JQ_{0}^{(3)} & 2JQ_{-1}^{(3)} \\
JQ_{1}^{(3)} & JQ_{0}^{(3)} + 2JQ_{-1}^{(3)} & 2JQ_{-2}^{(3)}
\end{bmatrix}.
\]

This matrix can be called as the third order Jacobsthal quaternion matrix. Then, we can give the next theorem by the third order Jacobsthal quaternion matrix.

\textbf{Theorem 5.1.} \textit{If } JQ_{n}^{(3)} \textit{ be the } n\text{-th third order Jacobsthal quaternion. Then, for } n \geq 0:

\[
R \cdot M^{n} = \begin{bmatrix}
JQ_{n+4}^{(3)} & JQ_{n+3}^{(3)} + 2JQ_{n+2}^{(3)} & 2JQ_{n+1}^{(3)} \\
JQ_{n+3}^{(3)} & JQ_{n+2}^{(3)} + 2JQ_{n+1}^{(3)} & 2JQ_{n}^{(3)} \\
JQ_{n+2}^{(3)} & JQ_{n+1}^{(3)} + 2JQ_{n}^{(3)} & 2JQ_{n-1}^{(3)}
\end{bmatrix}.
\]

\textit{Proof.} (By induction on } n \text{) If } n = 0, \text{ then the result is obvious. Now, we suppose it is true for } n = t, \text{ that is}

\[
R \cdot M^{t} = \begin{bmatrix}
JQ_{t+4}^{(3)} & JQ_{t+3}^{(3)} + 2JQ_{t+2}^{(3)} & 2JQ_{t+1}^{(3)} \\
JQ_{t+3}^{(3)} & JQ_{t+2}^{(3)} + 2JQ_{t+1}^{(3)} & 2JQ_{t}^{(3)} \\
JQ_{t+2}^{(3)} & JQ_{t+1}^{(3)} + 2JQ_{t}^{(3)} & 2JQ_{t-1}^{(3)}
\end{bmatrix}.
Using the definition (3), for \( t \geq 0 \), we have
\[
JQ^{(3)}_{n+3} = JQ^{(3)}_{n+2} + JQ^{(3)}_{n+1} + 2JQ^{(3)}_{n}.
\]

Then, by induction hypothesis
\[
R \cdot M^{t+1} = (R \cdot M^{t}) \cdot M
\]
\[
= \begin{bmatrix}
JQ^{(3)}_{t+4} & JQ^{(3)}_{t+3} + 2JQ^{(3)}_{t+2} & 2JQ^{(3)}_{t+1} \\
JQ^{(3)}_{t+3} & JQ^{(3)}_{t+2} + 2JQ^{(3)}_{t+1} & 2JQ^{(3)}_{t} \\
JQ^{(3)}_{t+2} & JQ^{(3)}_{t+1} + 2JQ^{(3)}_{t} & 2JQ^{(3)}_{t-1}
\end{bmatrix}
\begin{bmatrix}
1 & 1 & 2 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}
\]
\[
= \begin{bmatrix}
JQ^{(3)}_{t+4} + JQ^{(3)}_{t+3} + 2JQ^{(3)}_{t+2} & JQ^{(3)}_{t+1} + 2JQ^{(3)}_{t} & 2JQ^{(3)}_{t-1} \\
JQ^{(3)}_{t+3} + JQ^{(3)}_{t+2} + 2JQ^{(3)}_{t+1} & JQ^{(3)}_{t+1} + 2JQ^{(3)}_{t} & 2JQ^{(3)}_{t-1} \\
JQ^{(3)}_{t+2} + JQ^{(3)}_{t+1} + 2JQ^{(3)}_{t} & JQ^{(3)}_{t+1} + 2JQ^{(3)}_{t} & 2JQ^{(3)}_{t-1}
\end{bmatrix}
\]
\[
= \begin{bmatrix}
JQ^{(3)}_{t+5} & JQ^{(3)}_{t+4} + 2JQ^{(3)}_{t+3} & 2JQ^{(3)}_{t+2} \\
JQ^{(3)}_{t+4} & JQ^{(3)}_{t+3} + 2JQ^{(3)}_{t+2} & 2JQ^{(3)}_{t+1} \\
JQ^{(3)}_{t+3} & JQ^{(3)}_{t+2} + 2JQ^{(3)}_{t+1} & 2JQ^{(3)}_{t}
\end{bmatrix}.
\]

Hence, the equation (50) holds for all \( n \geq 0 \). \( \square \)

**Corollary 5.2.** For \( n \geq 0 \),
\[
JQ^{(3)}_{n+2} = JQ^{(3)}_{n+1}J^{(3)}_{n} + (JQ^{(3)}_{1} + 2JQ^{(3)}_{0})J^{(3)}_{n} + 2JQ^{(3)}_{1}J^{(3)}_{n-1}.
\]

**Proof.** The proof can be easily seen by the coefficient (3,1) of the matrix \( R \cdot M^{n} \) and the equation (17). \( \square \)

6. Conclusions

In this paper, we study a generalization of the Jacobsthal and Jacobsthal-Lucas quaternions. Particularly, we define the third order Jacobsthal and third order Jacobsthal-Lucas quaternions, and we find some combinatorial identities. As seen in [3] one way to generalize the Jacobsthal recursion is as follows
\[
J^{(k)}_{n+k} = \sum_{j=1}^{k-1} J^{(k)}_{n+k-j} + 2J^{(k)}_{k},
\]
with \( n \geq 0 \) and initial conditions \( J^{(k)}_{i} = 0 \), for \( i = 0, 1, ..., k-2 \) and \( J^{(k)}_{k-1} = 1 \), has characteristic equation \( (x - 2)(x^{k-1} + x^{k-2} + ... + x + 1) = 0 \) with eigenvalues 2 and \( \omega_{j} = e^{\frac{2\pi i j}{2k+1}} \), for \( j = 0, 1, ..., k - 1 \). It would be interesting to introduce the higher order Jacobsthal and Jacobsthal-Lucas quaternions.

Further investigations for these and other methods useful in discovering identities for the higher order Jacobsthal and Jacobsthal-Lucas quaternions will be addressed in a future paper.
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