Abstract

Decentralized optimization is increasingly popular in machine learning for its scalability and efficiency. Intuitively, it should also provide better privacy guarantees, as nodes only observe the messages sent by their neighbors in the network graph. But formalizing and quantifying this gain is challenging: existing results are typically limited to Local Differential Privacy (LDP) guarantees that overlook the advantages of decentralization. In this work, we introduce pairwise network differential privacy, a relaxation of LDP that captures the fact that the privacy leakage from a node \( u \) to a node \( v \) may depend on their relative position in the graph. We then analyze the combination of local noise injection with (simple or randomized) gossip averaging protocols on fixed and random communication graphs. We also derive a differentially private decentralized optimization algorithm that alternates between local gradient descent steps and gossip averaging. Our results show that our algorithms amplify privacy guarantees as a function of the distance between nodes in the graph, matching the privacy-utility trade-off of the trusted curator, up to factors that explicitly depend on the graph topology. Remarkably, these factors become constant for expander graphs. Finally, we illustrate our privacy gains with experiments on synthetic and real-world datasets.

1 Introduction

Training machine learning models traditionally requires centralizing data in a single server, raising issues of scalability and privacy. An alternative is to use Federated Learning (FL), where each user keeps her data on device [44, 36]. In fully decentralized FL, the common hypothesis of a central server is also removed, letting users, represented as nodes in a graph, train the model via peer-to-peer communications along edges. This approach improves scalability and robustness to central server failures, enabling lower latency, less power consumption and quicker deployment [43, 11, 54, 50, 1, 42, 39].

Another important dimension is privacy, as a wide range of applications deal with sensitive and personal data. The gold standard to quantify the privacy leakage of algorithms is Differential Privacy (DP) [20]. DP typically requires to randomly perturb data-dependent computations to prevent the final model from leaking too much information about any individual data point (e.g., through data memorization). However, decentralized algorithms do not only reveal the final model to the participating nodes, but also the results of some intermediate computations. A standard solution is to use Local Differential Privacy (LDP) [37, 19], where random perturbations are performed locally by each user, thus protecting against an attacker that would observe everything that users share. From the
algorithmic standpoint, local noise addition can be easily performed within decentralized algorithms, as done for instance in [34, 6, 15, 60, 58]. Unfortunately, LDP requires large amounts of noise, and thus provides poor utility.

In this work, we show that LDP guarantees give a very pessimistic view of the privacy offered by decentralized algorithms. Indeed, there is no central server receiving all messages, and the participating nodes can only observe the messages sent by their neighbors in the graph. So, a given node should intuitively leak less information about its private data to nodes that are far away. We formally quantify this privacy amplification for the fundamental brick of communication at the core of decentralized optimization: gossip algorithms. Calling Muffliato the combination of local noise injection with a gossip averaging protocol, we precisely track the resulting privacy leakage between each pair of nodes. Through gossiping, the private values and noise terms of various users add up, obfuscating their contribution well beyond baseline LDP guarantees: as their distance in the graph increases, the privacy loss decreases. We then show that the choice of graph is crucial to enforce a good privacy-utility trade-off while preserving the scalability of gossip algorithms.

Our results are particularly attractive in situations where nodes want stronger guarantees with respect to some (distant) peers. For instance, in social network graphs, users may have lower privacy expectations with respect to close relatives than regarding strangers. In healthcare, a patient might trust her family doctor more than she trusts other doctors, and in turn more than employees of a regional agency and so on, creating a hierarchical level of trust that our algorithms naturally match.

1.1 Contributions and outline of the paper

(i) Inspired by the recent definitions of Cyffers and Bellet [17], we introduce pairwise network DP, a relaxation of Local Differential Privacy which is able to quantify the privacy loss of a decentralized algorithm for each pair of distinct users in a graph.

(ii) We propose Muffliato, a privacy amplification mechanism composed of local Gaussian noise injection at the node level followed by gossiping for averaging the private values. It offers privacy amplification that increases as the distance between two nodes increases. Informally, the locally differentially private value shared by a node \( u \) is mixed with other contributions, to the point that the information that leaks to another node \( v \) can have a very small sensitivity to the initial value in comparison to the accumulated noise.

(iii) We analyze both synchronous gossip [18] and randomized gossip [11] under a unified privacy analysis with arbitrary time-varying gossip matrices. We show that the magnitude of the privacy amplification is significant: the average privacy loss over all the pairs in this setting reaches the optimal privacy-utility trade-off of a trusted aggregator, up to a factor \( \frac{d}{\sqrt{\lambda_W}} \), where \( \lambda_W \) is the weighted graph eigengap and \( d \) the maximum degree of the graph. Remarkably, this factor can be of order 1 for expanders, yielding a sweet spot in the privacy-utility-scalability trade-off of gossip algorithms. Then, we study the case where the graph is itself random and private, and derive stronger privacy guarantees.

(iv) Finally, we develop and analyze differentially private decentralized Gradient Descent (GD) and Stochastic Gradient Descent (SGD) algorithms to minimize a sum of local objective functions. Building on Muffliato, our algorithms alternate between rounds of differentially private gossip communications and local gradient steps. We prove that they enjoy the same privacy amplification described above for averaging, up to factors that depend on the regularity of the global objective.

(v) We demonstrate the usefulness of our approach and analysis through experiments on synthetic and real-world datasets and network graphs. We illustrate how privacy is amplified between nodes in the graph as a function of their distance, and show how time-varying random graphs can be used to split the privacy loss more uniformly across nodes in decentralized optimization.

1.2 Related work

Gossip algorithms and decentralized optimization. Gossip algorithms [10, 18] were introduced to compute the global average of local vectors through peer-to-peer communication, and are at the core of many decentralized optimization algorithms. Classical decentralized optimization algorithms alternate
We consider a connected graph $G$ and study a decentralized model where the model is transmitted from one node to another sequentially. While we build on their notion of asynchronous gossip [18], the iterates of synchronous gossip are generated through a recursion of the form $x^{t+1} = W x^t$, leading to iterates of the form $e^\lambda W$.

Limitations of LDP for computing the average of the dataset taken as input [20]. DP requires to define an adjacency relation between datasets. In this setting, pairwise guarantees that are stronger for nodes that are far away from each other, and unlike random walk approaches, gossip algorithms allow parallel computation and thus better scalability.

2 Setting and Pairwise Network Differential Privacy

We study a decentralized model where $n$ nodes (users) hold private datasets and communicate through gossip protocols, that we describe in Section 2.1. In Section 2.2, we recall differential privacy notions and the two natural baselines for our work, central and local DP. Finally, we introduce in Section 2.3 the relaxation of local DP used throughout the paper: the pairwise network DP.

2.1 Gossip Algorithms

We consider a connected graph $G = (V, E)$ on a set $V$ of $n$ users. An edge $\{u, v\} \in E$ indicates that $u$ and $v$ can communicate (we say they are neighbors). Each user $v \in V$ holds a local dataset $D_v$ and we aim at computing averages of private values. This averaging step is a key building block for solving machine learning problems in a decentralized manner, as will be discussed in Section 4.

From any graph, we can derive a gossip matrix.

**Definition 1 (Gossip matrix).** A gossip matrix over a graph $G$ is a symmetric matrix $W \in \mathbb{R}^{n \times n}$ with non-negative entries, that satisfies $W 1 = 1$ i.e. $W$ is stochastic ($1 \in \mathbb{R}^n$ is the vector with all entries equal to 1), and such that for any $u, v \in V$, $W_{u,v} > 0$ implies that $\{u, v\} \in E$ or $u = v$.

The iterates of asynchronous gossip [18] are generated through a recursion of the form $x^{t+1} = W x^t$, and converge to the mean of initial values $x^0 \in \mathbb{R}^n$ at a linear rate $e^{-t\lambda_W}$, with $\lambda_W$ defined below.

**Definition 2 (Spectral gap).** The spectral gap $\lambda_W$ associated with a gossip matrix $W$ is $\min_{\lambda \in \text{Sp}(W) \setminus \{1\}} (1 - |\lambda|)$, where $\text{Sp}(W)$ is the spectrum of $W$.

The inverse of $\lambda_W$ is the relaxation time of the random walk on $G$ with transition probabilities $W$, and is closely related to the connectivity of the graph: adding edges improve mixing properties ($\lambda_W$ increases), but can reduce scalability by increasing node degrees (and thus the per-iteration communication complexity). The rate of convergence can be accelerated to $e^{-t\sqrt{\lambda_W}}$ using re-scaled Chebyshev polynomials, leading to iterates of the form $x^t = P_t(W) x^0$ [8].

**Definition 3 (Re-scaled Chebyshev polynomials).** The re-scaled Chebyshev polynomials $(P_t)_{t \geq 0}$ with scale parameter $\gamma \in [1, 2]$ are defined by second-order linear recursion:

$$P_0(X) = 1, \quad P_1(X) = X, \quad P_{t+1}(X) = \gamma X P_t(X) + (1 - \gamma) P_{t-1}(X), \quad t \geq 2.$$

2.2 Rényi Differential Privacy

Differential Privacy (DP) quantifies how much information the output of an algorithm $A$ leaks about the dataset taken as input [20]. DP requires to define an adjacency relation between datasets. In this
work, we adopt a user-level relation [45] which aims to protect the whole dataset $D_v$ of a given user represented by a node $v \in V$. Formally, $D = \cup_{v \in V} D_v$ and $D' = \cup_{v \in V} D'_v$ are adjacent datasets, denoted by $D \sim D'$, if there exists $v \in V$ such that only $D_v$ and $D'_v$ differ. We use $D \sim_v D'$ to denote that $D$ and $D'$ differ only in the data of user $v$.

We use Rényi Differential Privacy (RDP) [46] to measure the privacy loss, which allows better and simpler composition than the classical $(\epsilon, \delta)$-DP. Note that any $(\alpha, \epsilon)$-RDP algorithm is also $(\epsilon + \ln(1/\delta)/(\alpha - 1), \delta)$-DP for any $0 < \delta < 1$. 

**Definition 4 (Rényi Differential Privacy).** An algorithm $A$ satisfies $(\alpha, \epsilon)$-Rényi Differential Privacy (RDP) for $\alpha > 1$ and $\epsilon > 0$ if for all pairs of neighboring datasets $D \sim D'$:

$$D_\alpha(A(D)||A(D')) \leq \epsilon,$$

where for two random variables $X$ and $Y$, $D_\alpha(X||Y)$ is the Rényi divergence between $X$ and $Y$:

$$D_\alpha(X||Y) = \frac{1}{\alpha - 1} \ln \int \left( \frac{\mu_X(z)}{\mu_Y(z)} \right)^\alpha \mu_Y(z) dz,$$

with $\mu_X$ and $\mu_Y$ the respective densities of $X$ and $Y$.

Without loss of generality, we consider gossip algorithms with a single real value per node (in that case, $D_v = \{x_v\}$ for some $x_v \in \mathbb{R}$), and we aim at computing a private estimation of the mean $\bar{x} = (1/n) \sum_{v \in V} x_v$. The generalization to vectors is straightforward, as done subsequently for optimization in Section 4. In general, the value of a (scalar) function $g$ of the data can be privately released using the Gaussian mechanism [20, 46], which adds $\eta \sim \mathcal{N}(0, \sigma^2)$ to $g(D)$. It satisfies $(\alpha, \alpha \Delta g^2/(2\sigma^2))$-RDP for any $\alpha > 1$, where $\Delta g = \sup_{D \sim D'} ||g(D) - g(D')||$ is the sensitivity of $g$. We focus on the Gaussian mechanism for its simplicity (similar results could be derived for other DP mechanisms), and thus assume an upper bound on the $L_2$ inputs sensitivity.

**Assumption 1.** There exists some constant $\Delta > 0$ such that for all $u \in V$ and for any adjacent datasets $D \sim_u D'$, we have $||x_u - x'_u|| \leq \Delta$.

In central DP, a trusted aggregator can first compute the mean $\bar{x}$ (which has sensitivity $\Delta/n$) and then reveal a noisy version with the Gaussian mechanism. On the contrary, in local DP where there is no trusted aggregator and everything that a given node reveals can be observed, each node must locally perturb its input (which has sensitivity $\Delta$), deteriorating the privacy-utility trade-off. Formally, to achieve $(\alpha, \epsilon)$-DP, one cannot have better utility than:

$$\mathbb{E} \left[ \left\| x_{\text{out}} - \bar{x} \right\|^2 \right] \leq \frac{\alpha \Delta^2}{2n \epsilon} \quad \text{for local DP}, \quad \text{and} \quad \mathbb{E} \left[ \left\| x_{\text{out}} - \bar{x} \right\|^2 \right] \leq \frac{\alpha \Delta^2}{2n^2 \epsilon} \quad \text{for central DP},$$

where $x_{\text{out}}$ is the output of the algorithm. This $1/n$ gap motivates the study of relaxations of local DP.

### 2.3 Pairwise Network Differential Privacy

We relax local DP to take into account privacy amplification between nodes that are distant from each other in the graph. We define a decentralized algorithm $A$ as a randomized mapping that takes as input a dataset $D = \cup_{v \in V} (D_v)$ and outputs the transcript of all messages exchanged between users in the network. A message between neighboring users $\{u, v\} \in \mathcal{E}$ at time $t$ is characterized by the tuple $(u, m(t), v)$: user $u$ sent a message with content $m(t)$ to user $v$, and $A(D)$ is the set of all these messages. Each node $v$ only has a partial knowledge of $A(D)$, captured by its view:

$$\mathcal{O}_v(A(D)) = \{(u, m(t), v) \in A(D) \mid \{u, v\} \in \mathcal{E}\}.$$

This subset corresponds to direct interactions of $v$ with its neighbors, which provide only an indirect information on computations in others parts of the graph. Thus, we seek to express privacy constraints that are personalized for each pair of nodes. This is captured by our notion of Pairwise Network DP.

**Definition 5 (Pairwise Network DP).** For $f : V \times V \rightarrow \mathbb{R}^+$, an algorithm $A$ satisfies $(\alpha, f)$-Pairwise Network DP (PNDP) if for all pairs of distinct users $u, v \in V$ and neighboring datasets $D \sim_u D'$:

$$D_\alpha(\mathcal{O}_v(A(D)) || \mathcal{O}_v(A(D'))) \leq f(u, v).$$

We note $\epsilon_{u \rightarrow v} = f(u, v)$ the privacy leaked to $v$ from $u$ and say that $u$ is $(\alpha, \epsilon_{u \rightarrow v})$-PNDP with respect to $v$ if only inequality (3) holds for $f(u, v) = \epsilon_{u \rightarrow v}$. 


By taking $f$ constant in Definition 5, we recover the definition of Network DP [17]. Our pairwise variant refines Network DP by allowing the privacy guarantee to depend on $u$ and $v$ (typically, on their relative position in the graph). We assume that users are honest but curious: they truthfully follow the protocol, but may try to derive as much information as possible from what they observe. We refer to Appendix G for a natural adaptation of our definition and results to the presence of colluding nodes and to the protection of groups of users.

In addition to pairwise guarantees, we will use the mean privacy loss $\bar{\tau}_v = \frac{1}{n} \sum_{u \in \mathcal{V} \setminus \{v\}} f(u, v)$ to compare with baselines LDP and trusted aggregator by enforcing $\bar{\tau} = \max_{v \in \mathcal{V}} \bar{\tau}_v \leq \epsilon$. The value $\bar{\tau}_v$ is the average of the privacy loss from all the nodes to $v$ and thus does not correspond to a proper privacy guarantee, but it provides a convenient way to summarize our gains, noting that distant nodes — in ways that will be specified — will have better privacy guarantee than this average, while worst cases will remain bounded by the baseline LDP guarantee provided by local noise injection.

3 Private Gossip Averaging

In this section, we analyze a generic algorithm with arbitrary time-varying communication matrices for averaging. Then, we instantiate and discuss these results for synchronous communications with a fixed gossip matrix, communications using randomized gossip [11], and with Erdős-Rényi graphs.

3.1 General Privacy Analysis of Gossip Averaging

We consider gossip over time-varying graphs $(G_t)_{0 \leq t \leq T}$, defined as $G_t = (\mathcal{V}, \mathcal{E}_t)$, with corresponding gossip matrices $(W_t)_{0 \leq t \leq T}$. The generic Muffliato algorithm $A^T$ for averaging $x = (x_v)_{v \in \mathcal{V}}$ corresponds to an initial noise addition followed by $T$ gossip steps. Writing $W_{0:t} = W_{t-1} \ldots W_0$, the iterates of $A^T$ are thus defined by:

$$\forall v \in \mathcal{V}, x_v^0 = x_v + \eta_v \text{ with } \eta_v \sim \mathcal{N}(0, \sigma^2), \quad \text{and } x_v^{t+1} = W_t x_v^t = W_{0:t+1}(x_v + \eta).$$

Note that the update rule at node $v \in \mathcal{V}$ writes as $x_v^{t+1} = \sum_{w \in N_t(v)} W_t w x_w^t$ where $N_t(v)$ are the neighbors of $v$ in $G_t$, so for the privacy analysis, the view of a node is:

$$\mathcal{O}_v(A^T(D)) = \{ (W_{0:t}(x_v + \eta))_w | \{v, w\} \in \mathcal{E}_t, \quad 0 \leq t \leq T - 1 \} \cup \{x_v\}. \quad (5)$$

**Theorem 1.** Let $T \geq 1$ and denote by $\mathcal{P}^T_{(v,w)} = \{s < T : \{v, w\} \in \mathcal{E}_s\}$ the set of time-steps with communication along edge $\{v, w\}$. Under Assumption 1, $A^T$ is $(\alpha, f)$-PNDP with:

$$f(u, v) = \frac{\alpha \Delta^2}{2n\sigma^2} \sum_{w \in \mathcal{V}} \sum_{t \in \mathcal{P}^T_{(v,w)}} \frac{(W_{0:t})^2_{u,w}}{\|W_{0:t}\|^2_w}.$$  

(6)

This theorem, proved in Appendix B, gives a tight computation of the privacy loss between every pair of nodes and can easily be computed numerically (see Section 5). Since distant nodes correspond to small entries in $W_{0:t}$, Equation 6 suggests that they reveal less to each other. We will characterize this precisely for the case of fixed communication graph in the next subsection.

Another way to interpret the result of Theorem 1 is to derive the corresponding mean privacy loss:

$$\bar{\tau}_v = \frac{\alpha \Delta^2 T_v}{2n\sigma^2},$$

(7)

where $T_v$ is the total number of communications node $v$ was involved with up to time $T$. Thus, in comparison with LDP, the mean privacy towards $v$ is $\alpha/T_v$ times smaller. In other words, a node learns much less than in LDP as long as it communicates $o(n)$ times.

3.2 Private Synchronous Muffliato

We now consider Muffliato over a fixed graph (Algorithm 1). Note that we use gossip acceleration (see Definition 3). We start by analyzing the utility of Muffliato, which decomposes as an averaging error term vanishing exponentially fast, and a bias term due to the noise. General convergence rates are given in Appendix C, from which we extract the following result.
**Algorithm 1: MUFFLIATO**

**Input:** local values \((x_v)_{v \in V}\) to average, gossip matrix \(W\) on a graph \(G\), in \(T\) iterations, noise variance \(\sigma^2\)

\[
\gamma \leftarrow 2^{1-\sqrt{\lambda_W(1-\frac{1}{\Delta})}}(1-\frac{1}{\lambda_W/2})
\]

for all nodes \(v\) in parallel do

\[
x^0_v \leftarrow x_v + \eta_v \text{ where } \eta_v \sim \mathcal{N}(0, \sigma^2)
\]

for \(t = 0\) to \(T-1\) do

for all nodes \(v\) do

for all neighbors \(w\) defined by \(W\) do

Send \(x^t_v\), receive \(x^t_w\)

\[
x^{t+1}_v \leftarrow (1-\gamma)x^{t-1}_v + \gamma \sum_{w \in \mathcal{N}v} W_{v,w}x^t_w
\]

**Algorithm 2: RANDOMIZED MUFFLIATO**

**Input:** local values \((x_v)_{v \in V}\) to average, activation intensities \((p_{\{v,w\}}\)\) in \(\varepsilon\), in \(T\) iterations, noise variance \(\sigma^2\)

for all nodes \(v\) in parallel do

\[
x^0_v \leftarrow x_v + \eta_v \text{ where } \eta_v \sim \mathcal{N}(0, \sigma^2)
\]

for \(t = 0\) to \(T-1\) do

Sample \(\{v_t, w_t\}\) \(\in \mathcal{E}\) with probability \(p_{\{v_t,w_t\}}\)

\(v_t\) and \(w_t\) exchange \(x^t_{v_t}\) and \(x^t_{w_t}\).

Local averaging:

\[
x^{t+1}_{v_t} = x^{t+1}_{w_t} = \frac{x^{t+1}_{v_t} + x^{t+1}_{w_t}}{2}
\]

For \(v \in \mathcal{V} \setminus \{v_t, w_t\}\), \(x^{t+1}_v = x^t_v\)

**Table 1:** Utility of Muffliato for several topologies under the constraint \(\bar{\varepsilon} \lesssim \varepsilon\) for the classic gossip matrix where \(W_{v,w} = \min(1/d_v, 1/d_w)\) and \(d_v\) is the degree of node \(v\). \(\tilde{\Omega}(\cdot)\) hides constant and logarithmic factors. Recall that utility is \(\tilde{\Omega}(n\Delta^2/n\varepsilon)\) for LDP and \(\tilde{\Omega}(\Delta^2/n\varepsilon)\) for central DP.

| Graph                | Arbitrary | Expander | C-Torus | Complete | Ring       |
|----------------------|-----------|----------|---------|----------|-----------|
| Algorithm 1          | \(\tilde{\Omega}(\frac{\alpha\Delta^2d}{n^2\sqrt{\lambda_W}})\) | \(\tilde{\Omega}(\frac{\alpha\Delta^2}{n^2\varepsilon})\) | \(\tilde{\Omega}(\frac{\alpha\Delta^2C}{n^2\sqrt{\lambda_W}})\) | \(\tilde{\Omega}(\frac{\alpha\Delta^2}{n^2\varepsilon})\) | \(\tilde{\Omega}(\frac{\alpha\Delta^2}{n^2\varepsilon})\) |
| Algorithm 2          | \(\tilde{\Omega}(\frac{\alpha\Delta^2}{n^2\sqrt{\lambda_W}})\) | \(\tilde{\Omega}(\frac{\alpha\Delta^2}{n^2\varepsilon})\) | \(\tilde{\Omega}(\frac{\alpha\Delta^2}{n^2\sqrt{\lambda_W}})\) | \(\tilde{\Omega}(\frac{\alpha\Delta^2}{n^2\varepsilon})\) | \(\tilde{\Omega}(\frac{\alpha\Delta^2}{n^2\varepsilon})\) |

**Theorem 2 (Utility analysis).** Let \(\lambda_W\) be the spectral gap of \(W\). Muffliato (Algorithm 1) verifies, for any \(T \geq T_{\text{stop}}\):

\[
\frac{1}{2n} \sum_{v \in \mathcal{V}} \mathbb{E} \left[ \|x^t_v - \bar{x}\|^2 \right] \leq \frac{3\sigma^2}{n}, \text{ where } T_{\text{stop}} = \frac{1}{\sqrt{\lambda_W}} \ln \left( \frac{n}{\sigma^2} \max \left( \frac{\alpha^2}{n^2} \frac{1}{n} \sum_{v \in \mathcal{V}} \|x_v - \bar{x}\|^2 \right) \right).
\]

For the privacy guarantees, Theorem 1 still holds as accelerated gossip can be seen as a post-processing of the non-accelerated version. Thanks to the fixed graph, we can derive a more explicit formula.

**Corollary 1.** Algorithm 1 satisfies \((\alpha, \varepsilon_{u \rightarrow v}(\alpha))\)-PNDP for node \(u\) with respect to \(v\), with:

\[
\varepsilon_{u \rightarrow v}(\alpha) \leq \frac{\alpha\Delta^2}{2\sigma^2} \max_{\{v,w\} \in \mathcal{E}} W_{v,w}^{-2} \sum_{t=1}^{T} P(X^t = v | X^0 = u)^2,
\]

where \((X^t)_t\) is the random walk on graph \(G\), with transitions \(W\).

This result allows us to directly relate the privacy loss from \(u\) to \(v\) to the probability that the random walk on \(G\) with transition probabilities given by the gossip matrix \(W\) goes from \(u\) to \(v\) in a certain number of steps. It thus captures a notion of distance between nodes in the graph. We also report the utility under fixed mean privacy loss \(\bar{\varepsilon} = \max_{v \in \mathcal{V}} \varepsilon_v \leq \varepsilon\) in Table 1 for various graphs, where one can see a utility-privacy trade-off improvement of \(n \sqrt{\lambda_W}/d\), where \(d\) is the maximum degree, compared to LDP. Using expanders closes the gap with a trusted aggregator (i.e., central DP) up to constant and logarithmic terms. Remarkably, graph topologies that make gossip averaging efficient (i.e., with \(\sqrt{\lambda_W}/d\)), such as exponential graphs or hypercubes [59], are also the ones that achieve optimal privacy amplification (up to logarithmic factors). In other words, privacy, utility and scalability are compatible.

### 3.3 Private Randomized Muffliato

Synchronous protocols require global coordination between nodes, which can be costly or even impossible in some settings. On the contrary, asynchronous protocols only require separated activation of edges: they are thus more resilient to stragglers nodes and faster in practice. In asynchronous gossip, at a given time-step a single edge \(\{u, v\}\) is activated independently from the past with probability
We now build upon Muffliato (Algorithm 2) corresponds to instantiating our general analysis with \( W^t = W_{\{v, w\}} = I_n - (e_v - e_w)(e_v - e_w)^\top / 2 \) if \( \{v, w\} \) is sampled at time \( t \). The utility analysis is similar to the synchronous case.

**Theorem 3** (Utility analysis). Let \( \lambda(p) \) be the spectral gap of graph \( G \) with weights \( (p_{\{v, w\}})_{\{v, w\} \in E} \). Randomized Muffliato (Algorithm 2) verifies, for all \( t \geq \text{Tstop} \):

\[
\frac{1}{2n} \sum_{v \in V} \mathbb{E} \left[ \| x'_v - \bar{x} \|^2 \right] \leq \frac{2\sigma^2}{n}, \quad \text{where} \quad \text{Tstop} = \frac{1}{\lambda(p)} \ln \left( \frac{n}{\sigma^2} \max \left( \frac{1}{n} \sum_{v \in V} \| x^0_v - \bar{x} \|^2 \right) \right).
\]

To compare with synchronous gossip (Algorithm 1), we note that activation probabilities can be derived from a gossip matrix \( W \) by taking \( p_{\{u, v\}} = 2W_{\{u, v\}}/n \) implying that \( \lambda(p) = 2\lambda_W/n \), thus requiring \( n \) times more iterations to reach the same utility as the synchronous applications of matrix \( W \). However, for a given time-horizon \( T \) and node \( v \), the number of communications \( v \) can be bounded with high probability by a \( T/n \) multiplied by a constant whereas Algorithm 1 requires \( d_vT \) communications. Consequently, as reported in Table 1, for a fixed privacy mean \( \pi_v \), Algorithm 2 has the same utility as Algorithm 1, up to two differences: the degree factor \( d_v \) is removed, while \( \sqrt{\lambda_W} \) degrades to \( \lambda_W \) as we do not accelerate randomized gossip (see Remark 1 below). Randomized gossip can thus achieve an optimal privacy-utility trade-off with large-degree graphs, as long as the spectral gap is small enough.

**Remark 1** (Accelerating Randomized Muffliato). For simplicity, Randomized Muffliato (Algorithm 2) is not accelerated, while Muffliato (Algorithm 1) uses Chebyshev acceleration to obtain a dependency on \( \sqrt{\lambda_W} \) rather than \( \lambda_W \). Thus, and as illustrated by Table 1, Algorithm 2 does not improve over Algorithm 1 for all values of \( d \) (maximum degree), \( n \) and \( \lambda_W \). However, Algorithm 2 can be accelerated using a continuized version of Nesterov acceleration [24, 25], thus replacing \( \lambda(p) \) in the expression of \( \text{Tstop} \) in Theorem 3, by \( \sqrt{\lambda(p)}/(dn) \). Doing so, using randomized communications improve privacy guarantees over Algorithm 1 for all graphs considered in Table 1.

### 3.4 Erdős-Rényi Graphs

So far the graph was considered to be public and the amplification only relied on the secrecy of the messages. In practice, the graph may be sampled randomly and the nodes need only to know their direct neighbors. We show that we can leverage this through the weak convexity of Rényi DP to amplify privacy between non-neighboring nodes. We focus on Erdős-Rényi graphs, which can be built without central coordination by picking each edge independently with the same probability \( q \). For \( q = c \ln(n)/n \) where \( c > 1 \), Erdős-Rényi graphs are good expanders with node degrees \( d_v = \mathcal{O}(\log n) \) and \( \lambda_W \) concentrating around 1 [33]. We obtain the following privacy guarantees.

**Theorem 4** (Muffliato on a random Erdős-Rényi graph). Let \( \alpha > 1 \), \( T \geq 0 \), \( \sigma^2 \geq \frac{\Delta^2\alpha(\alpha-1)}{2} \) and \( q = \frac{c(\ln n)}{n} \) for \( c > 1 \). Let \( u, v \in V \) be distinct nodes. After running Algorithm 1 with these parameters, node \( u \) is \((\alpha, \varepsilon_{u \rightarrow v}(\alpha))\)-PNDP with respect to \( v \), with:

\[
\varepsilon_{u \rightarrow v}(\alpha) \leq \begin{cases} 
\frac{\alpha^2}{2\sigma^2} & \text{with probability } q, \\
\frac{\alpha^2\Delta^2}{\sigma^2} - \frac{Td_v}{n - d_v} & \text{with probability } 1 - q.
\end{cases}
\]

This results shows that with probability \( q \), \( u \) and \( v \) are neighbors and there is no amplification compared to LDP. The rest of the time, with probability \( 1 - q \), the privacy matches that of a trusted aggregator up to a degree factor \( d_v = \mathcal{O}(\log n) \) and \( T = \mathcal{O}(1/\sqrt{\lambda_W}) = \mathcal{O}(1) \) [33]. In particular, if several rounds of gossip averaging are needed, as in the next section for SGD, changing the graph mitigates the privacy loss of the rounds where two nodes are neighbors thanks to the rounds where they are not.

### 4 Private Decentralized Optimization

We now build upon Muffliato to design decentralized optimization algorithms. Each node \( v \in V \) possesses a data-dependent function \( \phi_v: \mathbb{R}^D \rightarrow \mathbb{R} \) and we wish to privately minimize the function

\[
\phi(\theta) = \frac{1}{n} \sum_{v \in V} \phi_v(\theta), \quad \text{with} \quad \phi_v(\theta) = \frac{1}{|D_v|} \sum_{x \in D_v} \ell_v(\theta, x_v), \quad \theta \in \mathbb{R}^D ,
\]
We introduce Algorithm 3, a private version of the classical decentralized SGD algorithm studied where Algorithm 3: (Utility analysis of Algorithm 3)

Theorem 5

where \(d\) such that the algorithm is -SGD and \(M\) communications, with:

\[
\text{Algorithm 3: MUFFLIAO-SGD and MUFFLIAO-GD}
\]

\[
\text{Input: initial points } \theta_0^v \in \mathbb{R}^D, \text{ number of iterations } T, \text{ step sizes } \nu > 0, \text{ noise variance } \sigma^2, \text{ gossip matrices } (W_t)_{t \geq 0}, \text{ local functions } \phi_v, \text{ number of communication rounds } K
\]

for \(t = 0\) to \(T - 1\) do

\[
\begin{align*}
\text{for all nodes } v \text{ in parallel do} & \\
& \text{Compute } \hat{\theta}_t^v = \theta_t^v - \nu \nabla \ell_v(\theta_t^v, x_t^v) \text{ where } x_t^v \sim \mathcal{L}_v \\
& \theta_{t+1}^v = \text{MUFFLIAO}(\{\hat{\theta}_t^v\}_{v \in V}, W_t, K, \nu^2 \sigma^2)
\end{align*}
\]

where \(D_v\) is the (finite) dataset corresponding to user \(v\) for data lying in a space \(X_v\), and \(\ell_v : \mathbb{R}^D \times X_v \rightarrow \mathbb{R}\) a loss function. We assume that \(\phi\) is \(\mu\)-strongly convex, and each \(\phi_v\) is \(L\)-smooth, and denote \(\kappa = L/\mu\). We note that our results can be extended to the general convex and smooth setting. Denoting by \(\theta^*\) the minimizer of \(\phi\), for some non-negative \((\zeta_v^2)_{v \in V}, (\rho_v^2)_{v \in V}\) and all \(v \in V\), we assume:

\[
\|\nabla \phi_v(\theta^*) - \nabla \phi(\theta^*)\|^2 \leq \zeta_v^2, \quad \mathbb{E}\left[\|\nabla \ell_v(\theta^*, x_v) - \nabla \phi(\theta^*)\|^2\right] \leq \rho_v^2, \quad x_v \sim \mathcal{L}_v,
\]

where \(\mathcal{L}_v\) is the uniform distribution over \(D_v\). We write \(\bar{\rho}^2 = \frac{1}{n} \sum_{v \in V} \rho_v^2\) and \(\bar{\zeta}^2 = \frac{1}{n} \sum_{v \in V} \zeta_v^2\).

We introduce Algorithm 3, a private version of the classical decentralized SGD algorithm studied in [39]. Inspired by the optimal algorithm MSDA of Scaman et al. [54] that alternates between \(K\) Chebyshev-accelerated gossip communications and expensive dual gradient computations, our Algorithm 3 alternates between \(K\) Chebyshev-accelerated gossip communications and cheap local stochastic gradient steps. This alternation reduces the total number of gradients leaked, a crucial point for achieving good privacy. Note that in Algorithm 3, each communication round uses a potentially different gossip matrix \(W_t\). In the results stated below, we fix \(W_t = W\) for all \(t\) and defer the more general case to Appendix F, where different independent Erdős-Rényi graphs with same parameters are used at each communication round.

Remark 2. Our setting encompasses both GD and SGD. Muffliao-GD is obtained by removing the stochasticity, i.e., setting \(\ell_v(\cdot) = \phi_v(\cdot)\). In that case, \(\bar{\rho}^2 = 0\).

Theorem 5 (Utility analysis of Algorithm 3). For suitable step-size parameters, for a total number of \(T_{\text{stop}}\) computations and \(T_{\text{stop}}\) \(K\) communications, with:

\[
T_{\text{stop}} = \tilde{O}(\kappa), \quad \text{and} \quad K = \left[\sqrt{\log n}^{-1} \ln \left(\max \left(\alpha, \frac{\zeta^2}{\bar{D}\sigma^2 + \bar{\rho}^2}\right)\right)\right],
\]

the iterates \((\theta_t)_{t \geq 0}\) generated by Algorithm 3 verify \(\mathbb{E}\left[\phi(\tilde{\theta}_{\text{out}}) - \phi(\theta^*)\right] = \tilde{O}(\frac{\bar{D}\sigma^2 + \bar{\rho}^2}{\kappa^2 \mu T_{\text{stop}}} )\) where \(\tilde{\theta}_{\text{out}} \in \mathbb{R}^D\) is a weighted average of the \(\tilde{\theta}_t = \frac{1}{n} \sum_{v \in V} \theta_t^v\) until \(T_{\text{stop}}\).

For the following privacy analysis, we need a bound on the sensitivity of gradients with respect to the data. To this end, we assume that for all \(v\) and \(x_v, \ell_v(\cdot, x_v)\) is \(\Delta_\phi/2\) Lipschitz\(^2\).

Theorem 6 (Privacy analysis of Algorithm 3). Let \(u\) and \(v\) be two distinct nodes in \(V\). After \(T\) iterations of Algorithm 3 with \(K \geq 1\), node \(u\) is \((\alpha, \sigma T_{u-v}(\alpha))\)-PNDP with respect to \(v\), with:

\[
\epsilon_{u-v}(\alpha) \leq \frac{T^2 \Delta_\phi^2 \alpha}{2\sigma^2} \sum_{k=0}^{K-1} \sum_{w \in V} \frac{(W_k)^2_{u,w}}{\|W_k\|^2_{w}}, \tag{9}
\]

Thus, for any \(\epsilon > 0\), Algorithm 3 with \(T_{\text{stop}}(\kappa, \sigma^2, n)\) steps and for \(K\) as in Theorem 5, there exists \(f\) such that the algorithm is \((\alpha, f)\)-pairwise network DP, with:

\[
\forall v \in V, \quad \epsilon_v \leq \epsilon \quad \text{and} \quad \mathbb{E}\left[\phi(\tilde{\theta}_{\text{out}}) - \phi(\theta^*)\right] \leq \tilde{O}\left(\frac{\alpha \Delta_\phi^2 \kappa d}{\mu n^2 \epsilon \sqrt{\lambda} W} + \frac{\bar{\rho}^2}{nL}\right),
\]

where \(d = \max_{v \in V} d_v\).

\(^2\)This assumption can be replaced by the more general Assumption 2 given in Appendix F.
The term $\frac{c^2}{n^2}$ above (which is equal to zero for Muffliato-GD, see Remark 2) is privacy independent. It is typically dominated by the first term, which corresponds to the utility loss due to privacy. Comparing Theorem 6 with the results for Muffliato (Table 1 in Section 3.2), the only difference lies in the factor $D \Delta^2 \kappa / \mu$. Note that $\Delta^2$ plays the role of the sensitivity $\Delta^2$, and $D$ appears naturally due to considering $D$-dimensional parameters. On the other hand, $\kappa / \mu$ is directly related to the complexity of the optimization problem: the easier the problem, the better the privacy-utility trade-off of our algorithm. Regarding the influence of the graph, the same discussion as after Corollary 1 applies here. In particular, for expander graphs like the exponential graph of [59], the factor $d / \sqrt{\lambda_W}$ is constant. In this case, converting to standard $(\epsilon, \delta)$-DP gives $\tilde{O}(\frac{D \Delta^2 \kappa}{m \mu^2})$, recovering the optimal privacy-utility trade-off of central DP [4, 56] up to a factor $\kappa$. Note that we achieve this nearly optimal rate under a near-linear gradient complexity of $T^{\text{stop}}(\kappa, \sigma^2, n)n = \tilde{O}(\kappa n)$ and near-linear total number of messages $T^{\text{stop}}(\kappa, \sigma^2, n)Kn = \tilde{O}(\kappa n)$.

**Remark 3 (Time-varying graphs).** The analysis of Muffliato-GD/SGD presented in this section (Theorems 5 and 6) assumes constant gossip matrices $W_t = W$. A more general version of these results is presented in Appendix F to handle time-varying matrices and graphs. This can be used to model randomized communications (as previously described for gossip averaging in Section 3.3) as well as user dropout (see experiments in Appendix H). Time-varying graphs can also be used to split the privacy loss more uniformly across the different nodes by avoiding that nodes have the same neighbors across multiple gossip computations. We illustrate this experimentally for decentralized optimization in Section 5, where we randomize the graph after each gradient step of Muffliato-GD.

## 5 Experiments

In this section, we show that pairwise network DP provides significant privacy gains in practice even for moderate size graphs. We use synthetic graphs and real-world graphs for gossip averaging. For decentralized optimization, we solve a logistic regression problem on real-world data with time-varying Erdos-Renyi graphs, showing in each case clear gains in privacy compared to LDP. The code used to obtain these results is available at https://github.com/totilas/muffliato.

**Averaging on synthetic graphs.** We generate synthetic graphs with $n = 2048$ nodes and define the corresponding gossip matrix according to the Hamilton scheme. Note that the privacy guarantees of Muffliato are deterministic for a fixed $W$, and defined by Equation 4. For each graph, we run Muffliato for the theoretical number of steps required for convergence, and report in Figure 1(a) the pairwise privacy guarantees aggregated by shortest path lengths between nodes, along with the LDP baseline for comparison. Exponential graph (generalized hypercube): this has shown to be an efficient topology for decentralized learning [59]. Consistently with our theoretical result, privacy is significantly amplified. The shortest path completely defines the privacy loss, so there is no variance. Erdos-Renyi graph with $q = c \log n / n (c \geq 1)$ [22], averaged over 5 runs: this has nearly the same utility-privacy trade-off as the exponential graph but with significant variance, which motivates the time-evolving version mentioned in Remark 3. Grid: given its larger mixing time, it is less desirable than the two previous graphs, emphasizing the need for careful design of the communication graph. Geometric random graph: two nodes are connected if and only if their distance is below a given threshold, which models for instance Bluetooth communications (effective only in a certain radius). We sample nodes uniformly at random in the square unit and choose a radius ensuring full connectivity. While the shortest path is a noisy approximation of the privacy loss, the Euclidean distance is a very good estimator as shown in Appendix H.

**Averaging on real-world graphs.** We consider the graphs of the Facebook ego dataset [41], where nodes are the friends of a given user (this central user is not present is the graph) and edges encode the friendship relation between these nodes. Ego graphs typically induce several clusters corresponding to distinct communities: same high school, same university, same hobbies... For each graph, we extract the giant connected component, choose a user at random and report its privacy loss with respect to other nodes. The privacy loss given by LDP is only relevant within the cluster of direct neighbors; privacy guarantees with respect to users in other communities are significantly better, as seen in Figure 1(b). We observe this consistently across other ego graphs (see Appendix H). This is in line with one of our initial motivation: our pairwise guarantees are well suited to situations where nodes want stronger privacy with respect to distant nodes.
Figure 1: (a) Left: Privacy loss of Muffliato in pairwise NDP on synthetic graphs (best, worst and average in error bars over nodes at a given distance), confirming a significant privacy amplification as the distance increases. (b) Middle: Privacy loss of Muffliato from a node chosen at random on a Facebook ego graph, showing that leakage is very limited outside the node’s own community. (c) Right: Privacy loss and utility of Muffliato-GD when using different Erdös-Rényi graphs after each gradient step, compared to a baseline based on a trusted aggregator.

Logistic regression on real-world data. Logistic regression corresponds to minimizing Equation 8 with loss function \( \ell(\theta; x, y) = \ln(1 + \exp(-y\theta^\top x)) \) where \( x \in \mathbb{R}^d \) and \( y \in \{-1, 1\} \). We use a binarized version of UCI Housing dataset. We standardize the features and normalize each data point \( x \) to have unit \( L_2 \) norm so that the logistic loss is 1-Lipschitz for any \( (x, y) \). We split the dataset uniformly at random into a training set (80%) and a test set and further split the training set across users. After each gradient step of Muffliato-GD, we draw at random an Erdös-Rényi graph of same parameter \( q \) to perform the gossiping step and run the theoretical number of steps required for convergence. For each node, we keep track of the privacy loss towards the first node (note that all nodes play the same role). We report the pairwise privacy loss for this node with respect to all others for \( n = 4000 \) and \( n = 8000 \) in Figure 1(c) (top). We see that, as discussed in Remark 3, time-varying graphs are effective at splitting the privacy loss more uniformly across nodes: the privacy gains over LDP are clear with respect to all nodes. As captured by our theory, these gains increase with the number of nodes \( n \) in the system, and they also concentrate better around the mean. We compare the utility of Muffliato-GD to a federated learning alternative which uses the same parameters but aggregates noisy model updates using a trusted central server rather than by gossiping. As seen in Figure 1(c) (bottom), both approaches behave similarly in terms of accuracy across iterations.

6 Conclusion

We showed that gossip protocols amplify the LDP guarantees provided by local noise injection as values propagate in the graph. Despite the redundancy of gossip that, at first sight, could be seen as an obstacle to privacy, the privacy amplification turns out to be significant: it can nearly match the optimal privacy-utility trade-off of the trusted curator. From the fundamental building block — noise injection followed by gossip — that we analyzed under the name Muffliato, one can easily extend the analysis to other decentralized algorithms, such as the dual approach proposed in [54]. Our results are motivated by the typical relation between proximity in the communication graph and lower privacy expectations. Other promising directions are to assume that closer people are more similar, which leads to smaller individual privacy accounting [27], to design new notions of similarity between nodes in graphs as done in personalization [26] that match the privacy loss variations, and to study privacy attacks [52].
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A Preliminary Lemmas and Notations

We conduct our analysis with the Gaussian mechanism, introduced in Section 2, that we recall here for readability.

**Lemma 1** (Gaussian mechanism). For \( \alpha > 1 \), noise variance \( \sigma^2 \), sensitivity \( \Delta > 0 \) and \( x, y \in \mathbb{R} \) such that \( |x - y| \leq \Delta \), we have:

\[
D_\alpha \left( \mathcal{N}(x, \sigma^2) \| \mathcal{N}(y, \sigma^2) \right) \leq \frac{\alpha \Delta^2}{2\sigma^2}.
\]

For the privacy analysis when the graph is private and randomly sampled (Appendix E), we use the following result on the weak convexity of the Rényi divergence [29].

**Lemma 2** (Quasi-convexity of Rényi divergence [29]). Let \( (\mu_i)_{i \in I} \) and \( (\nu_i)_{i \in I} \) be probability distributions over shared space, such that for all \( i \in I \), we have \( D_\alpha(\mu_i \| \nu_i) \leq c/(\alpha - 1) \) for some \( c \in (0, 1) \). Let \( \rho \) be a distribution over \( I \) and \( \mu_\rho \) and \( \nu_\rho \) be obtained by sampling \( i \) from \( \rho \), and outputing a sample from \( \mu_i \) and \( \nu_i \). Then, we have:

\[
D_\alpha(\mu_\rho \| \nu_\rho) \leq (1 + c)E \left[ D_\alpha(\mu_i \| \nu_i) \mid i \sim \rho \right].
\]

In the following, we will use the notation \( u \sim v \) to denote that two nodes \( u \) and \( v \) are neighbors.

B General Privacy Analysis (Theorem 1)

**Proof.** We need to bound the privacy loss that occurs from the following view:

\[
\mathcal{O}_v(A^T(D)) = \{(W_{0:t}(x + \eta))_w \mid \{v, w\} \in E_t, \ 0 \leq t \leq T - 1\} \cup \{x_v\}.
\]

We have:

\[
D_\alpha \left( \mathcal{O}_v(A^T(D)) \| \mathcal{O}_v(A^T(D')) \right) \leq \sum_{t=0}^{T-1} \sum_{w \in \mathcal{N}_i(v)} D_\alpha \left( (W_{0:t}(x + \eta))_w \| (W_{0:t}(x' + \eta))_w \right).
\]

We have \((W_{0:t}(x + \eta))_w - (W_{0:t}(x + \eta))_w \sim \mathcal{N}((W_{0:t}(x + \eta))_w - (W_{0:t}(x + \eta))_w, \sigma^2 \| (W_{0:t})_w \|^2)\) with a sensitivity verifying \(|(W_{0:t}(x + \eta))_w - (W_{0:t}(x + \eta))_w|^2 \leq \Delta^2 (W_{0:t})_w^2\) under Assumption 1 and \( D \sim_u D' \). Thus, using Lemma 1, we have:

\[
D_\alpha \left( (W_{0:t}(x + \eta))_w \| (W_{0:t}(x' + \eta))_w \right) \leq \frac{\alpha \Delta^2}{2\sigma^2} \frac{(W_{0:t})_w^2}{\| (W_{0:t})_w \|^2},
\]

leading to the desired \( f(u, v) \). The mean privacy loss is then obtained by summing the above inequality for \( u \neq v \) and \( t < T \):

\[
\mathcal{E}_v = \frac{1}{n} \sum_{u \neq v} f(u, v) = \frac{1}{n} \sum_{u \in V} \frac{\alpha \Delta^2}{2\sigma^2} \sum_{w \in V} \sum_{t \in P_t(u, w)} \frac{(W_{0:t})_w^2}{\| (W_{0:t})_w \|^2}.
\]

\[
= \frac{1}{n} \frac{\alpha \Delta^2}{2\sigma^2} \sum_{t \in P_t(u, w)} \sum_{w \in V} \sum_{t \in P_t(u, w)} \frac{(W_{0:t})_w^2}{\| (W_{0:t})_w \|^2}.
\]

\[
= \frac{1}{n} \frac{\alpha \Delta^2}{2\sigma^2} \sum_{t \in P_t(v, w)} \sum_{w \in V} \sum_{t \in P_t(u, w)} \frac{(W_{0:t})_w^2}{\| (W_{0:t})_w \|^2}.
\]

\[
= \frac{\alpha \Delta^2 T_v}{2n\sigma^2},
\]

where \( T_v = \sum_{w \in V} |P_t(u, w)| \) is exactly the number of communications node \( v \) is involved in, up to time \( T \). \( \square \)
While the main text presents the result for the 1-dimensional case for simplicity, we prove here the convergence for the general case where each node holds a vector of dimension $D$. Theorem 2 is then a direct consequence of Equation (10) for $D = 1$.

**Theorem 7 (Utility analysis).** For any $T \geq 0$, the iterates $(x^T)_{T \geq 0}$ of Muffliato (Algorithm 1) verify, for $\lambda_W$ defined in Definition 2 and $\bar{x} = \frac{1}{n} \sum_{v \in \mathcal{V}} x_v$:

$$
\frac{1}{2n} \sum_{v \in \mathcal{V}} \mathbb{E} \left[ \|x^T_v - \bar{x}\|^2 \right] \leq \left( \frac{1}{n} \sum_{v \in \mathcal{V}} \|x_v - \bar{x}\|^2 + D\sigma^2 \right) e^{-T\sqrt{\lambda_W}} + \frac{D\sigma^2}{n}. 
$$

(10)

**Proof.** For $t \geq 0$ and $y \in \mathbb{R}^{\mathcal{V} \times D}$, using results from Berthier et al. [8], we have, for a vector $y \in \mathbb{R}^{\mathcal{V} \times D}$ such that $\sum_{v \in \mathcal{V}} y_v = 0$, $\|P_t(W)y\|^2 \leq 2(1 - \sqrt{\lambda_W})^t \|y\|^2$. In particular:

$$
\|P_t(W)(y - \bar{y})\|^2 \leq 2(1 - \sqrt{\lambda_W})^t \|y - \bar{y}\|^2,
$$

where $\bar{y}$ with the vector with all entries equal to 1. Since $x^t = P_t(W)(x + \mathcal{N}(0, \sigma^2 I_{\mathcal{V} \times D}))$, $t \geq 0$,

we obtain that, for $\eta \sim \mathcal{N}(0, \sigma^2 I_{\mathcal{V} \times D})$ and $\bar{\eta} = \frac{1}{n} \sum_{v \in \mathcal{V}} \eta_v \mathbb{I}^\top \in \mathbb{R}^{\mathcal{V} \times D}$, using bias-variance decomposition twice:

$$
\frac{1}{2} \mathbb{E} \left[ \|x^t - \bar{x}\|^2 \right] = \frac{1}{2} \mathbb{E} \left[ \|P_t(W)(x^{(0)} - \bar{x})\|^2 \right]
$$

$$
= \frac{1}{2} \|P_t(W)(x + \eta - \bar{x} - \bar{\eta})\|^2 + \frac{1}{2} \mathbb{E} \left[ \|P_t(W)\bar{\eta}\|^2 \right]
$$

$$
\leq (1 - \sqrt{\lambda_W})^t \mathbb{E} \left[ \|x + \eta - \bar{x} - \bar{\eta}\|^2 \right] + \frac{D\sigma^2}{2n}
$$

$$
\leq (1 - \sqrt{\lambda_W})^t \left( \mathbb{E} \left[ \|x - \bar{x}\|^2 \right] + nD\sigma^2 \right) + \frac{D\sigma^2}{2n}. \quad \Box
$$

The precision $\frac{3D\sigma^2}{n}$ is thus reached for

$$
T_{\text{stop}}(W, (x_v)_{v \in \mathcal{V}}, D\sigma^2) \leq \sqrt{\lambda_W}^{-1} \ln \left( \frac{n}{D\sigma^2} \max \left( D\sigma^2, \frac{1}{n} \sum_{v \in \mathcal{V}} \|x_v - \bar{x}\|^2 \right) \right).
$$

**C.2 Privacy Analysis (Corollary 1)**

**Proof of Corollary 1.** For a fixed gossip matrix $W$, we have $W_{0:t} = W^t$, so that Theorem 1 reads:

$$
f(u, v) = \frac{\alpha \Delta^2}{2\sigma^2} \sum_{t < T} \sum_{w : (u, v) \in \mathcal{E}} \frac{(W^t)^2_{u,w}}{\| (W^t)_{u} \|^2}.
$$

Since $W$ is bi-stochastic, $\frac{(W^t)^2_{u,w}}{\| (W^t)_{u} \|^2} \leq n \times (W^t)^2_{u,w} = n\mathbb{P}(X^t = u|X^0 = w)^2$, using Cauchy-Schwarz inequality.
Summing over the neighbors \( w \sim v \), we obtain, for \( t < T \):

\[
\sum_{w \sim v} \frac{\alpha}{2\sigma^2} \sum_{w: (v, w) \in \mathcal{E}} \frac{(W^t)^2_{u, w}}{||W^t||^2} \leq \frac{\alpha n}{2\sigma^2} \sum_{w \sim v} \mathbb{P}(X^t = u | X^0 = w)^2 \\
\leq \frac{\alpha n}{2\sigma^2} \left( \sum_{w \sim v} \mathbb{P}(X^t = u | X^0 = w) \right)^2 \\
\leq \frac{\alpha n}{2\sigma^2} \min_{w \sim v} \frac{1}{W^t_{v, w}} \left( \sum_{w \sim v} W^t_{v, w} \mathbb{P}(X^t = u | X^0 = w) \right)^2 \\
\leq \frac{\alpha n}{2\sigma^2} \min_{w \sim v} \frac{1}{W^2_{v, w}} \mathbb{P}(X^{t+1} = u | X^0 = v)^2 ,
\]

where the last line is obtained by observing that:

\[
\sum_{w \sim v} W^t_{v, w} \mathbb{P}(X^t = u | X^0 = w) = \mathbb{P}(X^{t+1} = u | X^0 = v) ,
\]

by conditioning on the first step of the random walk. This leads to Corollary 1. \( \square \)

C.3 First Line of Table 1

The results in the first line of Table 1 are obtained by observing that \( v \) is involved in \( d_v T \) communications up to time \( T \), leading to \( \bar{\varepsilon}_v = \frac{\alpha \Delta^2 d_v T}{2\sigma^2 n^2} \). Using Theorem 2, we have a utility of \( 3\sigma^2/n \) for \( T_{\text{stop}} = \lambda^{-1/2} \ln \left( \frac{n}{\sigma^2} \max \left( \sigma^2, \frac{1}{n} \sum_{v \in V} \|x_v^0 - \bar{x}\|^2 \right) \right) \) steps. Thus, imposing \( \bar{\varepsilon}_v \leq \varepsilon \) for a fixed \( \varepsilon > 0 \) gives us \( \sigma^2 = \frac{\alpha \Delta^2 d T_{\text{stop}}}{2\sigma^2 n^2} \), leading to a utility of

\[
\tilde{O} \left( \frac{\alpha \Delta^2 d}{2\sigma^2 \sqrt{\lambda W}} \right).
\]

We then instantiate this formula on graphs with known spectral gaps, as described for instance in Mohar et al. [47].

D Randomized Muffliato

D.1 Utility Analysis (Theorem 3)

As in the synchronous case, we prove a more general convergence result that holds for \( D \)-dimensional inputs. Then, Theorem 3 follows directly from (11).

Theorem 8 (Utility analysis). For any \( T \geq 0 \), the iterates \( (x^T)_{T \geq 0} \) of randomized Muffliato (Algorithm 2) verify:

\[
\frac{1}{2n} \sum_{v \in V} \mathbb{E} \left[ \|x^T_v - \bar{x}\|^2 \right] \leq \left( \frac{1}{n} \sum_{v \in V} \|x^0_v - \bar{x}\|^2 + D\sigma^2 \right) e^{-T\lambda_2(p)} + \frac{D\sigma^2}{n} . \tag{11}
\]

Proof of Theorem 3. For \( t \geq 0 \) and \( y \in \mathbb{R}^{V \times D} \), using results from Boyd et al. [11], we have:

\[
\mathbb{E} \left[ \|W(t)(y - \bar{y})^T\|^2 \right] \leq (1 - \lambda(p))^t \|y - \bar{y}^T\|^2 ,
\]

where \( \bar{y} \) with the vector with all entries equal to 1 and \( \bar{y} = \frac{1}{n} \sum_{v \in V} y_v \). The rest of the proof follows as in the proof of Theorem 2 with two bias-variance decompositions. \( \square \)

The precision \( \frac{2D\sigma^2}{n} \) is thus reached for

\[
T_{\text{stop}}(W, (x_v)_{v \in V}, \sigma^2) \leq \lambda(p)^{-1} \ln \left( \frac{n}{D\sigma^2} \max \left( D\sigma^2, \frac{1}{n} \sum_{v \in V} \|x_v^0 - \bar{x}\|^2 \right) \right) . \tag{12}
\]
D.2 Privacy Analysis

In terms of privacy, randomized Muffliato satisfies the following guarantees, obtained by applying Theorem 1.

**Corollary 2.** After $T$ iterations of randomized Muffliato, and conditionally on the edges sampled, node $u \in \mathcal{V}$ is $(\alpha, \varepsilon_{u \rightarrow v}(\alpha))$-PNDP with respect to $v$, with:

$$\varepsilon_{u \rightarrow v}(\alpha) \leq \frac{\alpha \Delta^2}{2\sigma^2} \sum_{w \sim u} \sum_{t \in T_{(v, w)}} \frac{(W_{0:t})_{uw}^2}{\|(W_{0:t})_{uv}\|^2}.$$ 

Taking the mean over $u \neq v$ yields:

$$\bar{\varepsilon}_v = \frac{1}{n} \sum_{w \in \mathcal{V} \setminus \{v\}} \varepsilon_{u \rightarrow v}(\alpha) \leq \frac{\alpha \Delta^2}{2n\sigma^2} T_v,$$

where $T_v = \sum_{e \in T} \sum_{w \sim e} I\{\{v, w\} \in E\}$ the number of communications node $v$ is involved in up to time $T$.

Note that $T_v$ is a Binomial random variable of parameters $(T, \pi_v)$ where $\pi_v = \sum_{w \sim v} p(v, w)$.

We now explain how we obtain the second line of Table 1.

Note that a choice $p(v, w) = 2W_{v, w}/n$ for some given gossip matrix $W$ yields probability activations. For the sake of comparison with Muffliato with a fixed matrix, we place ourselves in this case. This leads to $\pi_v = 2/n$, so that

$$\mathbb{E}[\bar{\varepsilon}_v] = \frac{\alpha \Delta^2 T}{2n^2 \sigma^2},$$

and for any $C > 0$,

$$\mathbb{P}(T_v - ET_v \geq C) \leq \exp\left(-\frac{C^2}{T}\right),$$

using Hoeffding’s inequality. We take as time-horizon $T = T^{\text{stop}} \geq 1/\lambda(p)$ defined in Theorem 3, leading to

$$\mathbb{P}(T_v - ET_v \geq C) \leq \exp\left(-\frac{C^2 \lambda W}{n}\right), \quad \mathbb{E}[\bar{\varepsilon}_v] = \tilde{O}\left(\frac{\alpha \Delta^2}{2n\sigma^2 \lambda W}\right),$$

since $\lambda(p) = \frac{2\lambda W}{n}$ in our case.

The same methodology as in the synchronous case (imposing $\bar{\varepsilon}_v \leq \varepsilon$ for the time horizon $T^{\text{stop}}$, deriving $\sigma^2$ from this and thus the resulting utility) leads to the second line of Table 1.

E. Muffliato on Private Random Graphs (Theorem 4)

We fix all nodes, and in particular $u$ the attacked node, and $v$ the observer. We assume that $G$ is drawn randomly. Edges $\{v, w\}$ are drawn independently from one another. The result we prove below is just slightly more general than Theorem 4 that is recovered for $\mathbb{P}(\{u, v\} \in \mathcal{E}) = q$ (Erdős-Rényi random graph).

We make the following assumption: node $v$ is only aware of its direct neighbors in the topology of graph $G$, and conditionally on $\{v\} \cup \mathcal{N}(v)$, the law of the graph is invariant under any permutation over the set $\mathcal{V} \setminus (\{v\} \cup \mathcal{N}(v))$.

**Theorem 9 (Muffliato with a random graph).** Let $\alpha > 1$, $T \geq 0$, $\sigma^2 \geq \frac{\Delta^2 \alpha (\alpha - 1)}{2}$ and let the above assumptions on $G$ be satisfied. After running Algorithm 1 with these parameters, node $u$ is $(\alpha, \varepsilon_{u \rightarrow v}(\alpha))$-PNDP with respect to $v$, with:

$$\varepsilon_{u \rightarrow v}(\alpha) \leq \begin{cases} \frac{\alpha \Delta^2}{2\sigma^2} & \text{with probability } \mathbb{P}(\{u, v\} \in \mathcal{E}) \ , \\ \frac{\alpha \Delta^2 Td_v}{\sigma^2 n - d_v} & \text{with probability } 1 - \mathbb{P}(\{u, v\} \in \mathcal{E}) \ . \end{cases}$$
Proof. If \( \{u, v\} \in \mathcal{E} \), we cannot do better than \( \epsilon_{u \rightarrow v}^T \leq \frac{\Delta^2}{2\sigma^2} \): \( v \) only sees \( x_u^0 + \mathcal{N}(0, \sigma^2) \) and next messages can be seen as post-processing of this initial message and thus do not induce further loss. This happens with probability \( \mathbb{P}(\{u, v\} \in \mathcal{E}) \).

Now, we reason conditionally on \( \{v\} \cup \mathcal{N}(v) \) and \( u \notin \mathcal{N}(v) \). Using the averaged formula (6), we have:

\[
\frac{1}{n} \left( \sum_{w \in \mathcal{N}(v)} \frac{\alpha \Delta^2}{2\sigma^2} + \sum_{w \in \mathcal{V} \setminus (\mathcal{N}(v) \cup \{v\})} \epsilon_{w \rightarrow v}(\alpha) \right) \leq \frac{\alpha \Delta^2 d_v T}{2n \sigma^2}.
\]

Here we adapted the proof of the formula: to obtain the right-hand side, a value \( \epsilon_{w \rightarrow v}^T \) bigger than \( \frac{\alpha \Delta^2}{2\sigma^2} \) was taken, so that the formula above is also true. Then, using the fact that node \( v \) only sees its neighbors, we can use Lemma 2 that allows us to take the mean conditionally on \( v \cup \mathcal{N}(v) \) (for \( \sigma^2 \geq \frac{\Delta^2 \alpha (\alpha - 1)}{2} \)), leading to

\[
\frac{1}{n} \left( \sum_{w \in \mathcal{N}(v)} \frac{\alpha \Delta^2}{2\sigma^2} + \sum_{w \in \mathcal{V} \setminus (\mathcal{N}(v) \cup \{v\})} \mathbb{E} \left[ \epsilon_{w \rightarrow v}(\alpha) \mid v \cup \mathcal{N}(v) \right] \right) \leq \frac{\alpha \Delta^2 d_v T}{n \sigma^2}.
\]

In fact, we write it with the expected value, but all nodes are equal since node \( v \) only sees its neighbors. Using the invariance under permutation of \( \mathbb{E} \left[ \epsilon_{w \rightarrow v}(\alpha) \mid v \cup \mathcal{N}(v) \right] \) over \( w \in \mathcal{V} \setminus (\mathcal{N}(v) \cup \{v\}) \), we have that:

\[
\frac{1}{n} \left( \sum_{w \in \mathcal{N}(v)} \frac{\alpha \Delta^2}{2\sigma^2} + (n - d_v) \epsilon_{u \rightarrow v}^T \right) \leq \frac{\alpha \Delta^2 d_v T}{n \sigma^2}.
\]

Rearranging this inequality gives the result. \( \square \)

F  Differentially Private Decentralized Optimization

We consider Algorithm 3 with general time-varying matrices \( W_t \). We assume that for all \( t \geq 0 \), \( \lambda_{W_t} \geq \lambda \) for some fixed \( \lambda > 0 \). An instance of this setting is to sample different Erdős-Rényi random graphs at each communication round and adapt \( W_t \) accordingly. Such graphs have a spectral gap that concentrates around 1, so that for \( \lambda = 1/2 \), with high probability \( \lambda_{W_t} \geq \lambda \) will be verified [33].

F.1 Proof of Theorem 5 (Utility Analysis)

As before, we have a more general convergence result.

Theorem 10 (Utility analysis of Algorithm 3). Let \( K \geq \left\lceil \sqrt{\bar{\lambda}}^{-1} \ln \left( \max \left( n, \frac{\epsilon^2}{\rho^2 + D \sigma^2} \right) \right) \right\rceil \). For a suitable choice of step size parameters, the iterates \( \langle \theta_t \rangle_{t \geq 0} \) generated by Algorithm 3 verify:

\[
\mathbb{E}
\left[
\phi(\bar{\theta}^T) - \phi(x^*)
\right] \leq \mathcal{O}
\left(
\frac{\rho^2 + D \sigma^2}{n \mu T} + L \|\theta^0 - \theta^*\|^2 e^{-\frac{T}{\tau}}
\right),
\]

where \( \bar{\theta}^T = \frac{\sum_{t \leq T} \omega_t \theta_t}{\sum_{t \leq T} \omega_t} \) is a weighted average along the trajectory of the means \( \bar{\theta}^t = \frac{1}{n} \sum_{v \in \mathcal{V}} \theta_v^t \).

The proof of Theorem 10 is a direct consequence of Theorem 2 in Koloskova et al. [39], and especially the formula in their Appendix A.4. We apply their result with \( \rho^2 + D \sigma^2 \) instead of their \( \sigma^2, \tau = 1 \) (no varying topology), and \( \rho \) such that \( 1 - p = 2(1 - \sqrt{\bar{\lambda}})K \leq 2 \min \left( \frac{1}{n}, \frac{D \sigma^2 + \rho^2}{\epsilon^2} \right) \).

F.2 Proof of Theorem 6 (Privacy Analysis)

The function Lipschitzness can in fact be replaced by a more general assumption.

Assumption 2. We assume that, for some \( \Delta^2 > 0 \), for all \( v \) in \( \mathcal{V} \), and for all adjacent datasets \( \mathcal{D} \sim \mathcal{D}' \) on \( v \), we have:

\[
\sup_{\theta \in \mathcal{D}} \sup_{(x_v, x_v') \in \mathcal{D}_v \times \mathcal{D'}_v} \| \nabla_x \ell(\theta, x_v) - \nabla_x \ell(\theta, x_v') \|^2 \leq \Delta^2.
\]
Theorem 11 (Privacy analysis of Algorithm 3). Let \((W_t)_{0 \leq t < T}\) be a sequence of gossip matrices of spectral gap larger than \(\lambda\). Let \(u\) and \(v\) be two distinct nodes in \(\mathcal{V}\). After \(T\) iterations of Algorithm 3 with \(K \geq 1\), node \(u\) is \((\alpha, \varepsilon_{u \rightarrow v}(\alpha))\)-PNDP with respect to \(v\), with:

\[
\varepsilon_{u \rightarrow v}(\alpha) \leq \frac{\Delta^2_\alpha}{2\sigma^2} \sum_{i=1}^{T} \sum_{j=0}^{T} \sum_{k=0}^{K-1} \sum_{w: \langle v, w \rangle \in \mathcal{E}_j} \left\| (\Pi_{i=t}^{t-1} W_i^{K-1} W_j^k)_{u,w} \right\|^2,
\]

Thus, for any \(\varepsilon > 0\), Algorithm 3 with \(T^{\text{stop}}(\kappa, \sigma^2, n)\) steps and for \(K\) as in Theorem 5, there exists \(f\) such that the algorithm is \((\alpha, f)\)-pairwise network DP, with:

\[
\forall v \in \mathcal{V}, \quad \varepsilon_{v} \leq \varepsilon \quad \text{and} \quad \mathbb{E} \left[ \phi(\hat{\theta}^\text{out}) - \phi(\theta^*) \right] \leq \tilde{O} \left( \frac{\alpha D \Delta^2_\alpha \bar{d}}{\mu \sqrt{n} \alpha^2} + \frac{\bar{\beta}^2}{nL} \right),
\]

where \(\bar{d} = \sup_{v \in \mathcal{V}} d_v\) for \(d_v = \frac{1}{T} \sum_{t<T} |\{w \in \mathcal{V} : \{v, w\} \in \mathcal{E}_t\}|\) the mean degree of node \(v\) throughout time.

Proof of Theorem 11. The information leaked by \(u\) to \(v\) up to iteration \(T\) of Algorithm 3 consists in the \(T\) (stochastic) gradients locally computed at node \(u\) and gossiped through the graph, using the Muffliato algorithm. Note that the gradient used at iteration \(t\) continues to leak information to some nodes after the \(K\) gossip averaging steps of iteration \(t\), as the information continues to flow in the graph until the end of the Muffliato-GD/SGD algorithm, i.e. for the subsequent \((T - t)\) iterations.

For the last round however, using Theorem 1 (with Assumption 1 satisfied using Assumption 2), the privacy loss is given by that of Muffliato:

\[
\frac{\Delta^2_\alpha}{2\sigma^2} \sum_{k=0}^{K-1} \sum_{w: \langle v, w \rangle \in \mathcal{E}_T} \frac{(W_T^k)^2_{u,w}}{\left\| (W_T^k)_{u,w} \right\|^2}.
\]

Then, the total privacy loss of a given round \(t\) can be upper bounded by the privacy loss of running Muffliato for \((T - t)K\) steps. Thus, we sum each of the round \(t\) over the \((T - t)K\) subsequent steps, leading to the formula:

\[
\frac{\Delta^2_\alpha}{2\sigma^2} \sum_{j=0}^{T} \sum_{k=0}^{K-1} \sum_{w: \langle v, w \rangle \in \mathcal{E}_j} \frac{((\Pi_{i=t}^{t-1} W_i^{K-1} W_j^k)_{u,w})^2}{\left\| ((\Pi_{i=t}^{t-1} W_i^{K-1} W_j^k)_{u,w}) \right\|^2},
\]

where \(\mathcal{E}_t\) are the edges of the graph drawn at time \(t\). We obtain the upper bound on \(\varepsilon_{u \rightarrow v}(\alpha)\) stated in the first part of Theorem 11 by summing this expression over \(t < T\), and the simplified version in the first part of the Theorem 6 follows directly from the fact that we consider the graph fixed across iterations.

For the second inequality, we have, by summing:

\[
\varepsilon_{v} = \frac{1}{n} \sum_{w \neq v} \varepsilon_{u \rightarrow v}(\alpha) \leq \frac{KT^2 \bar{d}_v \Delta^2_\alpha}{2\sigma^2} \leq \frac{KT^2 \bar{d} \Delta^2_\alpha}{2\sigma^2}.
\]

In order to reach a precision \(\frac{D \sigma^2 + \bar{\beta}^2}{n}\), \(T = \mathcal{O}(\kappa \ln(D \sigma^2 / n)) = T^{\text{stop}}(\kappa, \sigma^2, n)\) iterations are required. Using \(K = \widetilde{\mathcal{O}}(1/\sqrt{\lambda})\), we have:

\[
\varepsilon_{v} = \mathcal{O} \left( \frac{\bar{d} \Delta^2_\alpha}{2\sigma^2} \kappa^2 \sqrt{\lambda}^{-1} \ln^2(D \sigma^2 / n) \right).
\]

Taking \(\sigma^2\) such that \(\frac{\Delta^2_\alpha}{2\sigma^2 \kappa^2 \sqrt{\lambda}^{-1}} \ln^2(\sigma^2 / n) = \varepsilon\) and plugging into Theorem 5 yields the desired result.

\[\Box\]

G Extensions to Collusion and Group Privacy

In this section, we discuss natural extensions of our privacy definitions to the case of colluding nodes, and to group privacy.
G.1 Presence of Colluding Nodes

G.1.1 Definitions

The notions of pairwise network DP we introduced in Section 2.3 can naturally be extended to account for potential collusions. For \( V \subset \mathcal{V} \) a set of colluding nodes, we define the view of the colluders as:

\[
\mathcal{O}_V (\mathcal{A}(\mathcal{D})) = \bigcup_{v \in V} \mathcal{O}_V (\mathcal{A}(\mathcal{D})),
\]

or equivalently as:

\[
\mathcal{O}_V (\mathcal{A}(\mathcal{D})) = \{(u, m(t), v) \in \mathcal{A}(\mathcal{D}) : \text{such that } (u, v) \in \mathcal{E}, v \in V\}.
\]

Below, \( \mathcal{P}(\mathcal{V}) \) denotes the powerset of \( \mathcal{V} \).

**Definition 6** (Pairwise Network DP with colluders). For \( f : \mathcal{V} \times \mathcal{P}(\mathcal{V}) \rightarrow \mathbb{R}^+ \), an algorithm \( \mathcal{A} \) satisfies \((\alpha, f)\)-pairwise network DP if for all users \( u \in \mathcal{V} \), pairs of neighboring datasets \( D \sim_u D' \), and any potential set of colluders \( V \in \mathcal{V} \) such that \( u \notin V \), we have:

\[
D_u (\mathcal{O}_V (\mathcal{A}(\mathcal{D}))) \leq \mathcal{O}_V (\mathcal{A}(\mathcal{D}'))) \leq f(u, V).
\]

(14)

We note \( f(u, V) = \varepsilon_{u \rightarrow V} \) the privacy leaked to the colluding nodes \( V \) from \( u \) and say that \( u \) is \((\alpha, \varepsilon_{u \rightarrow V})\)-PNDP with respect to \( V \) if only inequality (14) holds for \( f(u, V) \). Finally, if for a function \( f : \mathcal{V} \times \mathcal{P}(\mathcal{V}) \rightarrow \mathbb{R} \), inequality (14) holds for all \((u, V) \in \mathcal{V} \times \mathcal{P}(\mathcal{V})\) such that \( u \notin V \), we say that \( \mathcal{A} \) is \((\alpha, f)\)-pairwise NDP.

This definition quantifies the privacy loss of a node \( u \) with respect to the collusion of any possible subset \( V \) of nodes, and thus generalizes the definition of the main text (which corresponds to restricting \( V \) such that \(|V| = 1\)).

The proofs of this section are actually direct consequences of the proof techniques of our results without colluders, by replacing \( \mathcal{O}_v \) (the view of a colluder) by \( \mathcal{O}_V \) (the view of the colluding set).

Roughly speaking, \( \mathcal{V} \) can be seen as a unique abstract node, resulting from the fusion of all its nodes.

G.1.2 Adapting Theorem 1 and the Resulting Corollaries

For \( w \in \mathcal{V} \) and \( V \in \mathcal{P}(\mathcal{V}) \), let \( \mathcal{P}^t_{\{V, w\}} = \{s < t : \exists v \in V, \{v, w\} \in \mathcal{E}_s\} \) the times (up to time \( t \)) at which an edge \( \{v, w\} \) for any \( v, w \in V \) is activated i.e. the times at which there is a communication between \( w \) and a colluder. For \( t \geq 0 \) and \( V \subset \mathcal{V} \), let \( \mathcal{N}_t(V) \) be the neighbors in \( G_t \) of the colluders set \( V \), defined as:

\[
\mathcal{N}_t(V) = \{w \in \mathcal{V} \setminus V \mid \exists v \in V, \{v, w\} \in \mathcal{E}_t\}.
\]

For \( T \geq 1 \), \( \sum_{t \leq T} |\mathcal{N}_t(V)| \) is thus the total number of communications in which colluders are involved with.

**Theorem 12.** Assume that Assumption 1 holds. Let \( T \geq 1 \), \( u \in \mathcal{V} \) and \( V \subset \mathcal{V} \) such that \( u \notin V \), and \( \alpha > 1 \). Then the algorithm \( \mathcal{A}^T \) is \((\alpha, f)\)-PNDP with:

\[
f(u, V) \leq \frac{\alpha \Delta^2}{2\sigma^2} \sum_{w \in \mathcal{V}, t \in \mathcal{P}^T_{\{V, w\}}} \frac{(W_{0:t})^2_{u,w}}{\|W_{0:t}\|^2}.
\]

(15)

Consequently, there exists \( f \) such that \( \mathcal{A}^T \) is \((\alpha, f)\)-PNDP with:

\[
\varepsilon_{V} = \frac{1}{n} \sum_{u \in \mathcal{V} \setminus V} f(u, V) \leq \frac{\alpha \Delta^2}{2n\sigma^2} \sum_{t \leq T} |\mathcal{N}_t(V)|,
\]

(16)

where \( \sum_{t \leq T} |\mathcal{N}_t(V)| \) is the total number of communications a colluding set \( V \) is involved with, up to time \( T \).

We now consider the synchronous *Muffliato* algorithm (Algorithm 1) with colluders.
Corollary 3. Let \( u \in V \) and \( V \in \mathcal{P}(V) \) such that \( u \notin V \), \( \alpha > 0 \). After \( T \) iterations of Algorithm 1, node \( u \) is \((\alpha, \varepsilon^T_{u\to V}(\alpha))\)-PNDP with respect to \( V \), with:

\[
\varepsilon^T_{u\to V}(\alpha) \leq \frac{\alpha n}{2\sigma^2} \max_{w \sim V} W_{n,w}^{-1} \sum_{t=1}^{T} \mathbb{P} \left( X^t \in V | X^0 = u \right)^2,
\]

where \((X_t)\) is the random walk on graph \( G \), with transitions \( W \), and \( w \sim V \) if \( w \notin V \) and if there exists \( v \in V \) such that \( \{v, w\} \in \mathcal{E} \).

Corollary 4. There exists \( f : V \times \mathcal{P}(V) \to \mathbb{R}^+ \) such that Algorithm 1 after \( T \) steps is \((\alpha, f)\)-PNDP with the following privacy-utility guarantees for any \( V \subset V \):

\[
\varepsilon_V = \frac{1}{n} \sum_{u \in V \setminus V} f(u, V) \leq \varepsilon , \quad \frac{1}{2n} \sum_{v \in V} \mathbb{E} \left[ \left\| x_v^{\text{out}} - \bar{x} \right\|^2 \right] \leq \tilde{O} \left( \frac{d_V \Delta^2}{\varepsilon n^2 \sqrt{\lambda_W}} \right),
\]

where \( x_v^{\text{out}} \) is the output of Algorithm 1 after \( T^{\text{stop}}(x, W, \sigma^2) \) steps for \( \sigma^2 = \frac{d_V \Delta^2}{2\varepsilon} \), and \( \tilde{O} \) hides logarithmic factors in \( n \) and \( \varepsilon, d_V \) is the degree of set \( V \), defined as the number of \( w \in V \setminus V \) such that there exists \( v \in V \), \( \{v, w\} \in \mathcal{E} \).

Corollary 5 (Muffliato on a random graph with collusions). Let \( \alpha > 1 \), \( T \geq 0 \), \( \sigma^2 \geq \frac{\Delta^2 \alpha (\alpha - 1)}{2} \) and \( q = \frac{\ln(n)}{n} \) for \( c > 1 \). Let \( u \in V \) and \( V \in \mathcal{P}(V) \) such that \( u \notin V \). After running Algorithm 1 on an Erdős-Rényi random graph of parameters \((n, q)\) and under the assumptions of Theorem 4, node \( u \) is \((\alpha, \varepsilon^T_{u\to V}(\alpha))\)-PNDP with respect to colluders \( V \), with:

\[
\varepsilon^T_{u\to V}(\alpha) \leq \begin{cases} 
\alpha & \text{with probability } 1 - (1 - q)^{|V|} \\
\frac{2\sigma^2}{2\alpha^2} & \text{with probability } (1 - q)^{|V|} \\
\frac{\alpha T d_V}{\sigma^2 n - d_V} & \text{with probability } (1 - q)^{|V|} 
\end{cases}.
\]

G.1.3 Compensating for Collusions with Time-Varying Graph Sampling

We now consider the decentralized optimization problem of Section 4 in the presence of colluders, and analyze its privacy with time-varying graph sampling as in Appendix F.2.

The motivation for this is that, if the graph is fixed, node \( u \) will suffer from poor privacy guarantees (the same as in LDP) with respect to the colluding set \( V \) as soon as \( u \) is in \( N(V) = N_0(V) \) (i.e., one of colluders in \( V \) is a neighbor of \( u \)). Even if the graph is sampled randomly, this will happen with probability that increases with \( |V| \). In contrast, for time-varying random graphs sampled independently at each communication round and for sufficiently many communication rounds (i.e., large enough condition number \( \kappa \)), it becomes unlikely that \( u \) is in \( N_t(V) \) for many rounds \( t \), and therefore the privacy guarantees with respect to \( V \) can improve.

Below, we consider Algorithm 3 with time-varying graphs (and associated gossip matrices \((W_t)_{t \geq 0}\)) sampled in an \textit{i.i.d.} fashion at each communication round as Erdős-Rényi graphs of parameters \( n, q = \frac{\ln(n)}{n} \) for some \( c > 1 \), such that they verify \( \lambda_{W_t} \geq \lambda > 0 \) for all \( t \) (as noted before, this happens with high probability for \( \lambda \) of order 1 [33]). In this context, we have the following result.

Proposition 1. Let \( \alpha > 1 \), \( T \geq 0 \), \( \sigma^2 \geq \frac{\Delta^2 \alpha (\alpha - 1)}{2} \). Let \( u \in V \) and \( V \in \mathcal{P}(V) \) such that \( u \notin V \). After running Algorithm 3 under the assumptions described above and the function assumptions of Theorem 6, node \( u \) is \((\alpha, \varepsilon^T_{u\to V}(\alpha))\)-PNDP with respect to colluders \( V \), with:

\[
\varepsilon^T_{u\to V}(\alpha) \leq \frac{\Delta^2 \alpha}{2\sigma^2} \sum_{t=0}^{T^{\text{stop}}} \beta_t + (1 - \beta_t) \frac{K |N_t(V)|}{n - |N_t(V)|},
\]

where \( T^{\text{stop}} = \tilde{O}(\kappa) \) and \( K = O(1/\sqrt{\lambda}) \) (see Theorem 5). \( (\beta_t)_t \) are i.i.d. Bernoulli random variables of parameter \( \mathbb{P} \left( \exists v \in V, \{u, v\} \in \mathcal{E}_t \right) = 1 - (1 - q)^{|V|} \), and \( |N_t(V)| \) is the number of neighbors of \( V \) in the graph sampled at iteration \( t \), of order \( c |V| \ln(n) \).

G.1.4 Discussion

Generally speaking, our bounds degrade in presence of colluding nodes. This is a fundamental limitation of our approach that considers only privacy amplification due to decentralization. By
definition, our privacy guarantees can only provide amplification as long as the view of the attackers is smaller than the one of the omniscient attacker considered in local differential privacy, i.e., $O_v(A^T) \subseteq A^T$. A condition for having equality corresponds to observing all messages that are transmitted. In the case of a fixed graph, this can be characterized by the fact that $V$ contains a dominating set for the graph. For Erdős-Rényi graphs or exponential graphs, there exists dominating sets of size $O(\log n)$, thus it is meaningless to expect guarantees for all possible sets of colluding nodes of that size. However, if some/most colluding nodes are actually far from the target node $u$ in the graph, then good privacy amplification can still be achieved. This can be precisely measured by Equation 15.

G.2 Group Privacy

Symmetrically to the problem of collusions, where there are several attackers, one can study group privacy, where privacy guarantees are computed towards a group rather than a single individual. This is useful when some users have correlated data (e.g., close family members). The usual notion of group privacy [see e.g., 20] would provide a guarantee against all groups of users of a given size. However, this standard definition would provide pessimistic guarantees in some cases as it does not take advantage of the fact that groups may correspond to specific subgraphs. Hence, we propose the following definition.

**Definition 7 (Group Pairwise Network DP).** For $f : V \times \mathcal{P}(V) \rightarrow \mathbb{R}^+$, an algorithm $A$ satisfies $(\alpha, f)$-group pairwise network DP if for all set of users $U \subset V$, pairs of neighboring datasets $D \sim U$, $D'$, and any vertex $v \in V$, we have:

$$D_\alpha(O_v(A(D))) \leq f(U, v).$$  \hspace{1cm} (17)

The modifications of the theorems are similar to the case of collusion, summing over the nodes in $U$ (instead of summing over the nodes in $V$ for the case of collusion). The following theorem gives the general case corresponding to Theorem 1. The other results can be adapted in the same way.

**Theorem 13.** Let $T \geq 1$ and denote by $\mathcal{P}_T^{(v,w)} = \{s < T : (v, w) \in E_s\}$ the set of time-steps with communication along edge $(v, w)$. Under Assumption 1, $A^T$ is $(\alpha, f)$-group PNDP for with:

$$f(U, v) = \frac{\alpha \Delta^2}{2\sigma^2} \sum_{w \in V} \sum_{t \in \mathcal{P}_T^{(v,w)}} \sum_{u \in U} \frac{(W_{ur})^2_{u,w}}{\|W_{ur}\|^2}.$$  \hspace{1cm} (18)

Note that in some configurations, this bound bound is clearly sub-optimal, as summing does not take into account cases where the information gathered by some of the nodes in the group can be seen as a post-processing of information received by other nodes in the group. In such cases, analyzing group privacy by considering a modified graph where the nodes in the group are merged into a single node, with edge/weights adjusted accordingly, would yield better results.

H Additional Numerical Experiments

H.1 Extra Synthetic graphs

Figure 1(a) summarizes the result of Muffliato according to the shortest path length. However, other characteristics of the topology can play a role in the privacy leakage. Thus, we show the graph representation for each of the synthetic graphs we considered in Figure 2.

We also report in Figure 3 how privacy guarantees improve when $n$ increases for the exponential graph. We see that privacy guarantees improve with $n$: distance between nodes increases, but also the number of nodes with whom the contribution of a specific node is mixed. This is especially significant for pairs of nodes that are not direct neighbors but at short distance of each other.

H.2 Proof of Fixed Privacy Loss for Exponential Graphs

For an exponential graph, the pairwise privacy loss is fully determined by the shortest length path, i.e, $f(u, v) = g(d(u, v))$ where $d : V \rightarrow \mathbb{N}$ is the function that returns the length of the shortest path between $u$ and $v$. 
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This result is a consequence of the invariance per vertex permutation in the hypercube. For the hypercube with $2^m$ vertices, each vertex can be represented by a $m$-tuple in \{0, 1\}, where there is an edge if and only if two vertices share all values of their tuple but one. Let us now fix two pairs of vertices $(u, v)$ and $(u', v')$ with the same distance between them. To prove that their privacy loss is the same, it is sufficient to exhibit a graph isomorphism $\Phi$ that sends $(u, v)$ on $(u', v')$.

By construction, $d(u, v)$ corresponds to the number of coordinates that differ between their tuple, and the same holds for $(u', v')$. The set of equal coordinates $\text{Fix}(u, v)$ is thus of the same size $m - d(u, v)$ than $\text{Fix}(u', v')$. Hence we can construct a bijective function $b$ of the coordinates that is stable for the set of fixed coordinates

$$b(\text{Fix}(u, v)) = \text{Fix}(u', v') \quad b(\{1, 2, \ldots, m\} \setminus \text{Fix}(u, v)) = \{1, 2, \ldots, m\} \setminus \text{Fix}(u', v')$$

Finally, noting that 0 and 1 play the same role, we match each coordinate accordingly to the value defined by our couple. We thus define our isomorphism per coordinate $\Phi(w) = (\Phi_1(w), \ldots, \Phi_m(w))$ with $\Phi_i(w) = s(w_{b^{-1}(i)})$ where $s$ is the identity function if $w_{b^{-1}(i)} = u_i$ and the swap function otherwise. This function is clearly an isomorphism: by construction it is a bijection, and the edges still exist if and only if the vertices differ on only one coordinate. We have $\Phi(u) = u'$ and $\Phi(v) = v'$ and thus the privacy loss is equal between the two pairs of vertices.

**H.3 Random Geometric Graphs**

Geometric graphs are examples of possible use cases of Pairwise Network Differential Privacy. Constructing edges when nodes are at a distance below a given threshold naturally models short-range wireless communications such as Bluetooth. In this situation, the Euclidean distance between nodes is a convenient indicator for setting the privacy loss. Indeed, it is a parameter that we can measure, and it can match the users expectations in terms of privacy loss. For instance, if direct neighbors in the graph correspond to people within 5 meters around the sender, some information are bound to be available to them independently of what may be revealed by the communication itself: sensitive attributes such a gender, age, or overall physical fitness are leaked simply from physical proximity. However, the user might have stronger privacy expectations for people far away. Hence, having privacy guarantees as function of the Euclidean distance can be particularly interesting.
Figure 4: Privacy towards all the nodes as function of the Euclidean distance in a random geometric graph. We see a high level of correlation between the Euclidean distance and the privacy loss.

Table 2: Parameter for the logistic regression

| Parameters      | Value       |
|-----------------|-------------|
| # of trials     | 10          |
| Step-size       | 0.7         |
| # of nodes      | 2000 or 4000|
| probability of edges $q$ | $\log(n)/n$ |
| score           | Mean accuracy |

Our experiments show that the privacy loss is extremely well correlated to the Euclidean distance, as represented in Figure 4. It is thus possible to design algorithms where one could impose Pairwise Network DP for a function $f(u, v) = g(\|z_u - z_v\|)$ where $g$ is a non-increasing function and $z_u$ and $z_v$ are the geolocation of nodes $u$ and $v$.

H.4 Facebook Ego Graphs

We report figure on the other nine graphs of the Facebook Ego dataset, following the same methodology and scale. Across these graphs, we can see that privacy losses depending on visible communities is consistent through datasets, and become more consistent as the number of nodes increase.

H.5 Logistic Regression on Houses Dataset

We report in Table 2 the parameters used in the experiments of Figure 1(c).

H.6 Modeling User Dropout using Time-Varying Graphs

In Theorem 1, we analyzed the very generic case where the gossip matrix is arbitrary at each time-step. Then, for deriving the convergence rate and obtaining closed-form privacy-utility trade-offs and using acceleration, we focused on fixed gossip matrices until the convergence of each gossip averaging step. In this subsection, we show empirically that we can still reach a good privacy-utility trade-offs when the gossip matrix change at each communication.

In particular, our experiment focuses on modelling user dropouts. Specifically, at each time step, the availability of each node is modeled by an independent Bernoulli random variable and we draw a new Erdos Renyi graph over the set of available nodes. We assume that at each step, each node has the same given probability to be active so as to ensure convergence to the mean of the values. One could design more sophisticated dropout models, as long as the contributions of nodes remain balanced.

We vary the expected level of available nodes at each step from 10 to 90%. Note that the number of iterations needed for convergence becomes stochastic: we thus set an arbitrary number of iterations.
Figure 5: Privacy loss on the 9 other Facebook Ego graphs, following the same methodology as in Figure 1(b).

Table 3: Total Privacy loss in function of dropout

| Dropout   | Privacy loss               |
|-----------|---------------------------|
| No dropout| $(1.7 \pm 0.6) \times 10^{-2}$ |
| 10% dropout| $(1.8 \pm 0.6) \times 10^{-2}$ |
| 50% dropout| $(1.5 \pm 0.7) \times 10^{-2}$ |
| 90% dropout| $(1.4 \pm 0.6) \times 10^{-2}$ |

实验中，我们平均了多次运行。为了简化，我们没有进行Gossip加速。我们在Figure 6(a)中报告了每个丢包水平的几次运行，我们报告了丢包水平的隐私损失和标准差。如预期的那样，收敛时间随着非活跃用户比例的增加而增加，但可实现的隐私-性能折衷并未显著受到影响。因此，我们的方法可以优雅地处理丢包情况。
Figure 6: Simulation (10 runs) of a dropout scenario (with different levels of dropout) with $n = 1000$, where at each gossip step an Erdős-Rényi graph with parameter $p = 0.002$ over the set of available users. (a) Left: Privacy loss of a node across iterations ;(b) Right: Convergence of the same runs to the mean.

I Broader Impact Assessment

Our work promotes increased privacy in federated ML. The potential longer-term benefits of our work in this respect are a wider adoption of privacy-preserving and fully decentralized ML solutions by service providers thanks to the improved privacy-utility guarantees, as well as better confidence of users and the general public in the ability of decentralized ML systems to avoid catastrophic data leaks. In particular, our work shows that the advantages of decentralized methods over centralized ones have been overlooked, due to the lack of privacy analysis able to capture the benefits of decentralized algorithms.

Conversely, there are potential risks of accidental or deliberate misuse of our work in the sense that it could give a false sense of privacy to users if weak privacy parameters are used in deployment. This applies to all work on differential privacy. More applied research is needed towards developing a methodology to choose appropriate privacy parameters in a data-driven manner and to reliably assess the provided protection in practical use-cases.

Our work specifically proposes a varying privacy budget that depends on the relation between users, which might be misused for giving smaller privacy guarantees than the ones that would be designed otherwise. Modularity in privacy guarantees has however already been studied, for instance in [14] where the privacy budget is a function of a metric on the input space. Informally, defining what is an acceptable privacy budget based on the context in which some information is revealed is in line with the idea of contextual integrity [51]. According to Helen Nissenbaum’s theory, the privacy expectations should take into account five elements: the sender, the receiver, the message, the medium of transmission and the purpose. Mathematically, adapting the privacy guarantee to the receiver and promoting peer-to-peer communications for building a global model thus naturally fits this view. In particular, contextual integrity emphasizes that the privacy budget should not only depend on the information being transmitted, but also on who receives it.