Novel test strategies for in vitro seizure liability assessment
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ABSTRACT

Introduction: The increasing incidence of mental illnesses and neurodegenerative diseases results in a high demand for drugs targeting the central nervous system (CNS). These drugs easily reach the CNS, have a high affinity for CNS targets, and are prone to cause seizures as an adverse drug reaction. Current seizure liability assessment heavily depends on in vivo or ex vivo animal models and is therefore ethically debated, labor intensive, expensive, and not always predictive for human risk.

Areas covered: The demand for CNS drugs urges the development of alternative safety assessment strategies. Yet, the complexity of the CNS hampers reliable detection of compound-induced seizures. This review provides an overview of the requirements of in vitro seizure liability assays and highlights recent advances, including micro-electrode array (MEA) recordings using rodent and human cell models.

Expert opinion: Successful and cost-effective replacement of in vivo and ex vivo models for seizure liability screening can reduce animal use for drug development, while increasing the predictive value of the assays, particularly if human cell models are used. However, these novel test strategies require further validation and standardization as well as additional refinements to better mimic the human in vivo situation and increase their predictive value.

1. Introduction

Mental illnesses such as depression, anxiety, bipolar disorders, or schizophrenia strongly affect the quality of life. Estimates from the World Health Organization indicate that mental disorders affect one in four people, placing these disorders amongst the leading causes of ill-health worldwide [1]. Other disorders that affect the brain include neurodegenerative diseases like Parkinson, Huntington’s or Alzheimer’s diseases. The prevalence of these diseases is increasing, partially due to the extension of human lifespan. Currently, Alzheimer’s disease is the most prevalent neurodegenerative disease, with an estimated 47 million patients worldwide [2], but the overall number of patients suffering from mental illnesses and neurodegenerative disorders is much larger. These patients often require medication to keep their condition stable and to reduce the burden of disease. Hence, the increasing number of patients suffering from such diseases, combined with the high burden of disease, results in an increasing demand for drugs that target the central nervous system (CNS).

However, drug research and development is a very costly process that takes around 15 years [3]. Out of over 1000 compounds, 250 make it to the preclinical studies of which five enter clinical trials, potentially resulting in only one approved drug. Before drugs can enter the market, they need to meet safety requirements set by regulatory authorities, such as the European Medicine Agency (EMA) for Europe and the US Food and Drug Administration (FDA) for the United States of America. These regulatory authorities rely heavily on animal studies in their requirements. One of the legal requirements for all CNS drugs is that they must pass neurotoxicity studies [4], in which the potential of the drug to harm the nervous system or interfere with its function is investigated. Potential functional impairments such as learning and memory deficiency and behavioral changes are assessed using in vivo experiments with associated neuro-pathological endpoints. In addition to these neurotoxicity studies, potential new drugs must also undergo seizure liability assessment.

Drug-induced seizures and convulsions are the most frequently encountered CNS-related adverse drug reaction during pre-clinical development, followed by gait abnormalities, tremors emesis, and sedation [5]. Seizures are life-threatening events in which there is a temporary dysfunction of the brain characterized by periods of excessive synchronous neuronal discharge [6]. During a seizure, neurons fire abnormally and in a hyper-synchronized manner, exhibiting uncontrolled hyper-excitability [7,8]. Especially CNS drugs are likely to cause seizures as these drugs easily reach the brain and have a high affinity for nervous system targets [9].

Despite the frequent occurrence and severity of drug-induced seizures, there are no official test guidelines. Current seizure liability assessment largely relies on low-throughput in vivo experiments [7] or ex vivo hippocampal brain slice recordings [5]. These assessments are often carried out late in the pre-clinical drug discovery process, making failure a very
costly setback. Hence, there is a clear need for cost-effective alternative strategies that have increased throughput, are less dependent on animal experimentation and have sufficient predictive value.

This review will therefore provide a background on neuronal communication, seizures, and the neurotransmitter systems involved to evaluate the requirements of seizure liability assays. Additionally, this review highlights the major achievements obtained with current state of the art cellular imaging and electrophysiological techniques using rodent primary cortical cultures, their major caveats, and recommendations for future in vitro seizure liability assessment, including the use of human-induced pluripotent stem cells (hiPSCs).

2. Neuronal function and seizures

2.1. Healthy neuronal function

The CNS consists of millions of neurons and supporting cells that send, receive, and integrate signals from all over the body. While intercellular signaling largely relies on neurotransmitters, intracellular signaling strongly depends on action potentials. The generation and propagation of action potentials relies on depolarization and repolarization by voltage-dependent sodium channels (Na\textsubscript{v}s) and voltage-dependent potassium channels (K\textsubscript{v}s), respectively. At the presynaptic terminal, the action potential triggers the opening of voltage-gated calcium channels (VGCCs) to trigger the fusion of neurotransmitter-filled vesicles with the presynaptic membrane, thereby initiating chemical neurotransmission \cite{10,11} (Figure 1). Upon release and diffusion through the synaptic cleft, activation of postsynaptic neurotransmitter receptors can result in neuronal excitation or inhibition. The most abundant inhibitory neurotransmitter in the mammalian

---

**Article highlights**
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**Figure 1.** Schematic representation of neuronal signaling. Integration of dendritic input results in generation of an action potential that travels via the axon to the presynaptic terminal, where the neuron makes contact with the postsynaptic neuron (left side of picture). Arrows depict travel direction of action potential. When an action potential reaches the presynaptic terminal, Ca\textsuperscript{2+} influx via voltage-gated calcium channels (VGCC) triggers the fusion of vesicles loaded with neurotransmitter with the cell membrane, thereby releasing neurotransmitter in the synaptic cleft (right side of picture, top part). Neurotransmitters can bind to ionotropic receptors that undergo a confirmation change upon binding allowing for the passage of ions through the channel (right bottom half, left receptor). Neurotransmitters can also bind to metabotropic receptors (right receptor). Upon binding, this receptor activates a G-protein complex that then activates an enzyme. This enzyme either activates a second messenger system that triggers cellular responses or opens an ion channel. Most of these processes can be subject to modulation by drugs, potentially resulting in seizure induction.
brain are γ-aminobutyric acid (GABA) [12,13] and glycine [14], whereas glutamate is the main excitatory neurotransmitter in the CNS [12]. Acetylcholine (ACh) is the main excitatory neurotransmitter in the peripheral nervous system, but like many other neurotransmitters it has a modulatory role in the CNS, resulting either in excitation or inhibition depending on the receptor (sub)types involved [15].

To maintain normal inter- and intracellular signaling, proper function of these ion channels and neurotransmitter receptors is vital. The balance between the diverse excitatory and inhibitory signals must be precisely regulated and failure to maintain this strict balance can result in severe neurological symptoms, including life-threatening seizures.

### 2.2. Physiology of seizures

At the most elementary basis, seizures can be seen as a result of a disruption in the delicate balance between neuronal excitation and inhibition [16,17]. Particularly the GABA and glutamate neurotransmitter systems play a major role in the development of seizures, although perturbations in the intracellular ion balance via other neurotransmitter receptors, ion channels, ion pumps and ion or neurotransmitter transporters can also increase neuronal excitability and subsequently increase seizure risk.

Changes in extracellular ion concentration can also affect excitability and seizure risk. As reviewed by Antonio et al. (2016) [18], an increase in extracellular [K⁺] or decreases in extracellular [Ca²⁺], [Mg²⁺] or [Cl⁻] are all able to induce seizure-like events. A slight decrease in extracellular [Ca²⁺] can already affect the balance between the coupling of the excitatory and inhibitory systems. Also, a decrease in extracellular [Ca²⁺] affects the threshold for voltage-gated ion channels and facilitates the activation of the NMDA-R. Additionally, activation of this receptor is facilitated by a decrease in extracellular [Mg²⁺]. Lower extracellular [Mg²⁺] increases the amount of neurotransmitter that is released. A reduction in extracellular [Cl⁻] affects the transmembrane Cl⁻ gradient and a strong reduction can ultimately induce seizurogenic activity. Increases in extracellular [K⁺] lead to neuronal depolarization and thus increased neurotransmitter release as well as prolongation of action potential duration and increased bursting behavior of neurons [18].

Increased seizure risk can further result from astrocyte dysfunction. Astrocytes play an important role in homeostasis of extracellular ion concentrations [19] and are involved in, for example, potassium clearance [20]. Such alterations in extracellular ion levels can enhance neurotransmitter release from nearby neurons. Moreover, astrocytes are important glutamate scavengers. Activation of astrocytes by seizurogenic compounds can interfere with extracellular glutamate homeostasis and may even result in additional glutamate release from astrocytes [19], resulting in (further) activation of the excitatory system. Because astrocytes contain glutamine synthetase, they play an important role in the GABA – glutamate – glutamine cycle (for review see [21–23]). Low activity of astrocytic glutamine synthetase results in downregulation of this cycle and an astrocytic metabolic shutdown. This in turn results in GABA depletion due to reduced GABA-recycling. It also creates low levels of tissue glutamine [24]. A deficiency in glutamine synthetase is thus an important risk factor for the development of seizures [25].

The increased excitability and the excessive discharge of (excitatory) neurotransmitters in itself is not sufficient to induce seizures. As a seizure is characterized by hyper-synchronized firing of the neurons involved, neuronal network synchronization is an essential step in the development of seizures [7,8]. Seizurogenic compounds typically create a paroxysmal depolarizing shift: a network-driven burst that enhances synchronization [26,27]. Another way in which networks can be synchronized is via gap-junctions. They create a current flow from one cell to another [17]. Via this gap-junction current, neurons can synchronize rapidly, thereby facilitating the onset of seizures.

Summarizing, there are numerous factors and targets that affect seizure risk, including changes in extracellular ion concentrations and modulation of neurotransmitter and ion channel function (see also Figure 1). Major risk factors include increased excitation and reduced inhibition. Increased excitation is caused mainly by agonists for the NMDA-R, AMPA-R, kainate-R and nACh-R. A decrease in inhibition of the neuronal network is primarily caused by antagonists of GABA and/or glycine receptors. Compounds that can either activate NMDA or inhibit K⁺ can also affect seizure risk by increasing neuronal firing. A selection of frequently used known seizurogenic compounds with their main mode of action is listed in Table 1.

### 3. Traditional assays for seizure liability assessment

Besides *in vivo* experiments, the *ex vivo* rat hippocampal brain slice assay is the most frequently used technique for seizure liability testing [5]. This assay accurately mimics the *in vivo* organization of the brain with active and intact networks and different cell types. However, the life span of *ex vivo* brain slices is relatively short [53]. Importantly, the brain slices are still of animal origin and recordings require specific expertise and equipment, and are labor intensive, thereby limiting high-throughput screening [52].

Some of the concerns associated with the *ex vivo* rat hippocampal brain slice assay can be overcome by using organotypic slice assays. These slices are usually derived from neonatal rodents and can be cultured *in vitro*...
for weeks [54]. Although there are concerns that this model may not resemble the adult brain, the organotypic slices resemble the in vivo structure containing most neuronal subtypes present in the brain and thereby retaining intrinsic properties of brain tissue. Due to the long culture duration, recovery from preparation insults is possible and necrotic cells and debris disappear over time [54].

However, both in vivo experiments and ex vivo and organotypic hippocampal brain slice assays are costly, time-consuming, ethically debated and relying on specialized expertise. Alternative assays are therefore urgently needed. Since seizures disrupt nervous system physiology, often in the absence of morphological changes, seizure liability tests should have a temporal resolution that is sufficient to detect action potentials. Consequently, seizure liability tests should be designed to assess changes in ion channel or neurotransmitter receptor function, intracellular calcium changes or network responses with (sub)millisecond resolution.

Patch-clamp techniques are accurate and efficient for measuring ionic currents across the membrane [55] and can thus provide in-depth information regarding ion channel and neurotransmitter receptor function. However, these techniques are technically demanding and the procedure perturbs cell physiology. Moreover, patch-clamp techniques are poorly amenable for high-throughput screens, despite the development of automated patch-clamp recordings [56,57], as the numerous ion channels and receptors potentially involved in seizure liability would all have to be investigated separately.

Preferably, assays to assess seizure liability are minimally invasive and based on an integrated readout that reflects the net effect of the numerous targets on cellular or network excitability, for a review on different assays see [52]. Fluorescent imaging techniques that monitor changes in intracellular calcium levels or membrane potential with high temporal resolution are less invasive than patch-clamp techniques. These techniques enable visualization of free intracellular Ca\(^{2+}\) and membrane potential, respectively. As the intracellular Ca\(^{2+}\) concentration and the membrane potential reflect the net effect of changes in underlying effects on ion channels and neurotransmitter receptors, these techniques can be used to detect electrical and oscillatory activity as well as network activity and synchronicity [58,59]. Changes in these parameters following exposure to test compounds can be used to assess seizure liability. However, the throughput of such imaging techniques is hampered by the need for a high temporal resolution, largely excluding plate-reader-based imaging approaches [60,61].

4. Micro-electrode array (MEA) recordings to assess seizurogenicity in vitro

Micro-electrode array (MEA) measurements are noninvasive, and changes in activity following exposure can be measured in real-time. MEAs allow for simultaneous extracellular recordings of local field potentials from multiple locations within an in vitro neuronal network [62]. MEAs consist of a surface area with an integrated array of micro-electrodes on top of which neuronal cells can be cultured (Figure 2, left). MEA measurements are noninvasive and provide a broad range of data on parameters that describe the state of the neuronal network. Changes in these parameters following drug exposure can be measured in real-time with millisecond temporal resolution. MEA recordings thereby reflect the physiologically relevant effects on the full network. For example, a drug-induced increase in the number of action potentials, thus an increase in activity, can be seen as an increased spike frequency. Increased activity can also be reflected in increased bursting, whereas network synchronicity is reflected in an increased network burst activity (Figure 2, right). An overview of different metric parameters that can be derived from MEA measurements and that are important for in vitro seizure liability assessment can be found in Table 2.

While capturing and defining an in vitro seizure is complex due to the number of cellular mechanisms that can be involved, certain changes in in vitro neuronal activity can be indicative of in vivo seizures. In particular changes in parameters related to activity, organization of spikes in (network) bursts and synchronicity can be used to detect a hyperactive

![Figure 2](image_url) Figure 2. MEA plates have an electrode grid on the bottom on top of which (neuronal) cells can be cultured (left) for noninvasive recordings of electrical activity. Recorded activity can be depicted in a raster plot (right) that illustrates the major MEA metric parameters. The example raster plot depicts the activity of a human iPSC-derived neuronal co-culture at 16 electrodes (horizontal lines) in a single well, where each tick mark (red circle) depicts one spike in a ~ 100 s recording window. An example of a burst is encircled in green and network burst in orange. Burst duration and network burst duration are depicted with a green and orange arrow, respectively, whereas an inter-burst-interval (IBI) is marked with a purple arrow. The cumulative trace above the raster plots indicates the synchronized activity between the different electrodes. The blue circle thus represents the level of synchronicity.
Table 2. Different metric parameters obtained from MEA measurements. Adapted from [77].

| Metric parameter | Description |
|------------------|-------------|
| Spike parameters | Mean spike rate (MSR) |
|                  | Inter-spike interval (ISI) coefficient of variation (CoV) |
| Burst parameters | Mean burst rate (MBR) |
|                  | Burst duration |
|                  | Number of spikes per burst |
|                  | Mean ISI within burst |
|                  | Inter-burst interval (IBI) |
|                  | IBI CoV |
| Network burst parameters | Burst percentage |
|                  | Mean network burst rate (MBR) |
|                  | Network burst duration |
|                  | Number of spikes per network burst |
|                  | Mean ISI within network burst |
|                  | Number of electrodes participating in network burst |
|                  | Number of spikes per network burst per channel |
|                  | Network burst percentage |
|                  | Network IBI CoV |
| Synchronicity parameters | Network normalized duration IQR |
|                  | Area under normalized cross-correlation |
|                  | Full width at half height (FWHH) of normalized cross-correlation |

and/or hyper-synchronized state of the network, which is an indication for seizure-like events in the in vivo situation [40,51]. Examples of key parameters for the detection of seizurogenicity are spike rate (network) burst rate, percentage of spikes incorporated in (network) bursts, burst duration and synchronicity parameters; see also Table 2.

4.1. MEA recordings using rat primary cortical cultures

Ideally, an in vitro model captures the in vivo situation as closely as possible with sufficient complexity necessary to answer the research question, without overcomplicating the model [63]. For seizure liability assessment, this translates to a model that forms functional networks composed of various cell types representative for the brain region(s) involved in seizures and with a physiology that mimics the in vivo brain. In such a model, known seizurogenic compounds such as picrotoxin (PTX), 4-aminopyridine (4-AP) and strychnine should induce seizure-like, synchronized activity, as hyper-synchronous bursts in the in vitro network are presumed to be the main trigger for seizures [51].

Rodent primary cortical cultures contain most of the components of the in vivo cortex, including GABA-ergic and glutamatergic neurotransmitter systems as well as supportive astrocytes. Moreover, cortical neurons are involved in seizures [64] and thus play a crucial role in in vitro seizure liability assessment. While many different cell types from different animals can be grown on MEAs, rat primary cortical cultures have become the current gold standard [5]. For preparation of these cultures (see [65]), cortices of, e.g., embryonic stage day 16–18 or postnatal day 0–1 rat pups are dissected and brought into single-cell suspension. Cells are then plated on top of an MEA electrode grid coated with, for example, PEI. Although the structure of the brain is lost during preparation of the culture, primary rat cortical cultures grown on MEAs possess many characteristics of in vivo neuronal networks, including development of spontaneous network activity, bursting, and network bursting [66]. Spontaneous neuronal network activity develops within a week after plating and increases over time [66–68]. Over time, primary rodent cortical neuronal networks become more organized, which is reflected in, for example, an increase in the percentage of spikes in a (network) burst. After 1–2 weeks in culture, networks start to exhibit (network) bursts [66,68]. Importantly, cortical cultures are responsive to various neurotransmitters [69,70], indicating the presence of a wide range of common neurotransmitter receptors. Furthermore, activity in these cultures can be modulated by diverse pharmacological and toxicological agents, including domoic acid, tetrodotoxin (TTX), methylmercury (MeHg), diazepam, and amphetamine [69–73]. Notably, cortical cultures grown on MEAs show reproducibility across different laboratories [74,75] and provide high sensitivity and specificity in screening approaches [70,73].

Rat cortical cultures grown on MEAs have been successfully used for seizure liability assessment. Several studies have shown that these cultures can efficiently be used to detect seizures in vitro as increased spiking (network) bursting activity and/or synchronicity [28,37,76,77]. The GABA antagonists pentylentetrazol (PTZ), PTX, bicuculline, gabazine, endosulfan and amoxapine all have been shown to increase neuronal network activity as reflected in increased spike, burst, and network burst rates as well as enhanced synchronicity [28,
40, 67, 70, 71, 77, 78]. Just like PTX, pilocarpine is used to model epilepsy in vivo. Pilocarpine increases activity in rat primary cortical cultures grown on MEAs [28,77]. Rat cortical cultures grown on MEAs exposed to linopidine also exhibit seizurogenic activity [28,40]. Additionally, seizure-like activity is observed following exposure of rat cortical cultures to strychnine [79], although decreased activity has been reported as well [40,77], suggesting that the exposure concentration and duration are critical. This is also observed using glutamate as an endogenous excitatory stimulus. Low concentrations evoke a short-lived hyper-excitation, whereas high concentrations can completely inhibit neuronal activity [69].

4.2. MEA recordings using human-induced pluripotent stem cell-derived neuronal cultures

Despite the major achievements obtained with assessing seizure liability using primary rat cortical cultures, interspecies differences may hamper translation to the human situation. Humans and rodents have very different brain structures [80], with, for example, far less developed prefrontal and temporal cortices in rodents compared to human [81]. Moreover, neurons from different species, even closely related ones, exhibit different electrophysiological behavior [82]. The forthcoming problem of interspecies translation is reflected in the fact that despite all drug development guidelines and recommendations, potential drug candidates frequently fail due to CNS-related adverse drug reactions that are not detected in preclinical studies [83]. On top of that, 10% of the drug attrition rate is due to CNS-related adverse drug reactions and safety concerns [84]. Such concerns regarding the predictive value and utility of in vivo and in vitro animal models as well as associated animal welfare concerns have triggered the development of more predictive alternative test strategies based on human cells.

The discovery that pluripotent stem cells could be generated from adult fibroblasts through the addition of reprogramming factors [85] changed the stem cell field. It led to the introduction of different cell types derived from human-induced pluripotent stem cells (hiPSCs) that are free from the legal and ethical issues surrounding the use of human embryonic stem cells (hESCs). Human iPSCs exhibit the same characteristics as hESCs, including self-renewal, a stable genetic background and the potential to differentiate into any other somatic cell type [86]. Through a combination of growth factors and cell culture conditions, hiPSCs can be differentiated into neuroprogenitor cells (NPCs) [81] that can give rise to dopaminergic [87], glutamatergic [88], cholinergic [89], serotonergic [90] and GABA-ergic [91] neurons as well as supportive cells such as astrocytes [92,93] and microglia [94].

Culturing hiPSC-derived neurons and astrocytes on MEAs, and knowing in advance when they exhibit mature activity is less straightforward than for rodent primary cortical cultures. There are some pitfalls for high-throughput neurotoxicity screening, including batch to batch variation [95,96] and reproducibility, as small changes in growth conditions can result in unwanted differentiation. Moreover, differentiation protocols to derive neurons and astrocytes from iPSCs can take up to months [95,97] making it a labor intensive and expensive process for researchers. Although efforts are made to reduce culture duration [98], the recent introduction of commercially available hiPSC-derived neurons that are produced in large purity and quality-controlled batches may make these cells more attractive for efficient screening. Additionally, using commercially available hiPSC-derived neurons shortens the culture duration significantly. On top of that, researchers do not necessarily have to check for the ratio of neurons to astrocytes as is essential when cells are grown and differentiated from scratch by the researcher. In the case of commercially available cells, the supplier provides a certificate of analysis that can be used for determining how to mix the different cell types in the desired ratio. Some suppliers even deliver their cells pre-mixed. Exactly when the cultures start to exhibit spontaneous network activity on the MEA depends on the protocol used to derive the cells, or in the case of commercially available cells, on the stage of maturation at time of freezing the cells. Commercially available cells generally reach sufficient maturity for toxicity testing within 2–4 weeks of culture [79].

Cultures from hiPSC-derived neurons have been shown to form complex neuronal networks with excitatory and inhibitory neurons. These cultures contain different types of neurons, such as GABAergic and glutamatergic neurons, but no supporting cells unless explicitly added. When grown on MEAs, they develop spontaneous neuronal activity following days or weeks in culture. While the onset and level of activity depend on the type of iPSC-derived neurons used [79,99–101], the level of activity is low compared to rat primary cortical cultures and (network) bursting behavior is limited [63,102,103]. Despite the lower level of activity [104], human cultures behave comparable to rat primary cortical cultures following pharmacological and physiological modulation, indicating their potential for neurotoxicity testing [63].

Importantly, addition of astrocytes to neuronal cultures enhances synaptic maturation and transmission [105] and increases firing frequency and bursting behavior [59,102,106,107]. In contrast to pure neuronal cultures, the co-cultures containing astrocytes also develop pronounced network bursting behavior. These co-cultures with astrocytes exhibit a pattern of development that is comparable to rat primary cortical cultures with increased spiking and (network) bursting activity over time and a higher number of spikes occurring in (network) bursts. Notably, it appears that the co-culture model with the highest percentage of astrocytes is also the model with highest level of synchronization [79]. Astrocytes may also influence the sensitivity of cultures toward toxicological insults [108,109]. This is especially important when it comes to excitotoxicity, an event that is associated with the development of seizures.

Co-culture models described in literature differ in seeding density and ratio of neurons to astrocytes. It appears that models with higher seeding densities exhibit higher network activity [79]. Also, the ratio of excitatory glutamatergic to inhibitory GABAergic neurons can greatly influence behavior of neuronal cultures. Networks with a higher ratio of glutamatergic to
GABAergic neurons display higher network activity [110]. The fraction of inhibitory neurons in the network and/or the degree of excitability present in the network may also be critical for the chemosensitivity as it appears that a co-culture with high neuronal activity is more sensitive toward neurotoxins that decrease neuronal activity [109]. Additional factors that may influence chemical sensitivity of neuronal networks include the degree of neuronal differentiation and network maturation as well as network complexity (e.g., the number of contacts that the different cell types establish). Considering that different hiPSC-derived neuronal models can also differ in receptor expression, it becomes clear that spontaneous activity and drug responses of different neuronal co-culture models are dictated by a complex interplay of a large number of model-specific properties. Thorough knowledge of the composition and characteristics of the model system is therefore essential to understand potential differences in chemical sensitivity and to interpret the data with respect to human seizure risk.

Several studies indicate that hiPSC-derived models have potential for in vitro seizure liability assessment because exposure to seizurogenic compounds, such as PTX, 4-AP, and strychnine, affects activity and synchronicity [79,101,111]. Importantly, hiPSC-derived neuronal co-cultures detect seizures at the same or even a lower level than rat primary cortical cultures [77]. In a comparable study, an hiPSC-derived neuronal co-culture model was exposed to nine additional known seizurogenic (PTZ, amoxapine, enoxacin, amoxicillin, pilocarpine, linopirdine, and CPZ) and non-seizurogenic compounds (phenytoin and acetaminophen) and the effects on neuronal activity were compared to rat primary cortical cultures. Overall, both models react upon exposure to seizurogenic compounds, although with different profiles. While the hiPSC-derived neuronal co-culture responds to all tested compounds, the rat primary cortical culture is not affected by amoxicillin. Sensitivities are comparable for amoxapine, linopirdine, and pilocarpine. However, another study comparing hiPSC-derived neuronal co-cultures and rodent primary cortical cultures reported excitability at lower concentrations on the human model following exposure to linopirdine and pilocarpine as compared to the rodent model [111]. The hiPSC-derived neuronal co-culture however is more sensitive for exposure to PTZ, PTX, strychnine, enoxacin, 4-AP, and CPZ. Remarkably, in hiPSC-derived neuronal co-cultures (network) burst parameters are more sensitive for excitatory changes, whereas spike parameters are more affected in rodent cultures [77]. The importance of the addition of astrocytes to the hiPSC-derived neuronal culture became evident by the finding that epileptiform activity was detected following exposure to the convulant drugs gabazine and kaino toxin in co-cultures but not in mono-cultures [59]. However, the presence of astrocytes may not always be required to detect seizurogenic activity as exposure of mono- and co-cultures to PTZ and 4-AP led to an increase in activity in both models, although the effect was stronger in co-cultures [101]. Exposure to the negative control, acetaminophen, did not affect network behavior [77]. Exposure to the anti-epileptic compound phenytoin increased spiking and bursting activity at low concentrations, but at higher test concentrations (>10 μM) activity was not affected [77]. Phenytoin thus exhibits a bi-phasic effect. However, these experiments were performed in a healthy neuronal network without seizure activity. To mimic the in vivo situation more closely, to reveal the anti-epileptic properties of phenytoin and to enhance translatability, co-exposures should be performed in which seizures are evoked with, for example, the seizurogenic agent PTZ or other conditions that increase excitability (see section 2.2) followed by an exposure to the anti-epileptic agent such as phenytoin. It was previously shown that seizures induced in in vitro hiPSC-derived neuronal networks by PTZ could be suppressed by phenytoin. Remarkably, seizures induced by 4-AP could not be stopped by this agent [101]. The effectivity of anti-epileptic drugs may thus depend on the type of seizure. On top of that, the biphasic effect of phenytoin indicates the importance of in vivo drug blood and serum concentrations for in vitro evaluation of the (anti-)seizurogenic properties of test compounds.

These combined studies indicate that hiPSC-derived neuronal co-cultures can already be used as a first screen in in vitro seizure liability assessment, although some differences exist between the human and rodent neuronal models as well as between the different human models.

5. Future directions and challenges in in vitro seizure liability assessment

5.1. Challenges in hiPSC-derived neuronal culturing

Generation and differentiation of hiPSCs is a relatively new technique [85]. Many researchers and companies started to produce hiPSC-derived neurons, under slightly different conditions and with slightly different protocols. Those on first sight small differences, can have a substantial impact on the resulting batch of hiPSC-derived neurons, thereby potentially hampering reproducibility. Maintenance of hiPSCs requires technical skills since the undifferentiated state is instable and cells are sensitive for mechanical stress [112]. Also, slight changes in culture and growth conditions can result in unwanted differentiation [95], thereby creating batch to batch variation. A study in which the same iPSC line was tested across five different laboratories detected poor cross-site reproducibility and identified the laboratory as the largest source of variation [113]. However, with advances in technology such as automated robots for culturing [112] and culture media with growth factors that can maintain growth for multiple days reducing the number of handling moments may (partly) eliminate this concern. Besides enhancing reproducibility, automation has as additional benefit that it strongly reduces labor costs and intensity [114].

In the case of commercially available hiPSC-derived neurons, researchers do not differentiate the cells themselves, saving valuable time. Also, these cells come in large, quality-controlled batches [95], ensuring that researchers can perform a complete study on the same cells.

Commercial suppliers often provide cells in full packages with supplements and sometimes even complete culture medium. Though this strongly enhances the ease of use of commercially available hiPSC-derived neuronal cells, it hampers comparison between models. Comparison is further hampered by differences in manufacturer guidelines, including seeding density, culture
duration and composition of the medium. For example, it has been shown that concentrations of ions and serum (or serum-replacement factors) in media can directly affect neuronal network activity [115] and the effects of toxic insults on hiPSC-derived neurons [116]. It is therefore difficult to elucidate the origin of potential different outcomes between (commercial) models.

5.2. Opportunities and improvements for hiPSC-derived neuronal models

Several studies compared hiPSC-derived neuronal data with rodent primary cortical data (e.g. [75,77]). However, human and rodent brain structures are very different [80] and it is thus likely that the in vitro behavior of neuronal networks also differs between species. Thus, instead of optimizing the hiPSC-derived neuronal co-cultures in a way that they resemble rat primary cortical cultures, other points of optimization might be of more importance, such as comparison of human in vitro data with human in vivo data derived from, for example, pharmacovigilance reports.

Following differentiation, hiPSC-derived neurons can be cryopreserved and stored without losing functionality [117,118] or affecting the neuronal differentiation program [119]. However, there is likely an optimal maturation stage at which neurons can be frozen for optimal recovery, as is the case for hiPSC-derived cardiomyocytes [120]. Characteristics of thawed hiPSC-derived neurons are thus likely affected by the maturation stage at which they were frozen. While laborious, this also implies it is essential to thoroughly characterize the culture model prior to its implementation in neurotoxicity testing.

A cell model should mimic the in vivo situation as closely as possible, whilst keeping the model as simple and reproducible as possible [61]. However, a frequently raised critique concerns the 2D environment of current models. Due to the absence of organized cell layers, 2D models lack the complexity and hierarchical structure, connectivity, and matrix environment found in 3D and the in vivo brain. Organoids and spheroids from hiPSC-derived neurons have been shown to capture early development and complexity of the human brain [121–123]. However, it is still challenging to couple these cultures to MEAs, since electrodes are located at the bottom of the plate and do not penetrate 3D cultures. Moreover, every step taken to add complexity may increase the variability and cause problems with reproducibility, particularly with self-organizing organoids. Nevertheless, successful efforts have been made to model focal seizures in vitro in a microfluidic device integrated with MEA [124]. In this device, three separate networks with synchronized bursting can be grown that make network-to-network contact via axonal connections through microtunnels. When one network is exposed to the convulsant kainate, the resulting seizure is local and does not spread to the other networks, thus allowing modeling of focal seizures [124].

Human iPSCs can be differentiated in dopaminergic [87], glutamatergic [88], cholinergic [125], serotonergic [90] and GABAergic neurons [91] as well as several types of supportive cells. By mixing these different types of neurons and supportive cells in the right ratios, specific brain regions can be modeled thereby potentially increasing the predictive value. In regards of seizure liability assessment, the neocortex, hippocampus, and amygdala would be of major interest [126].

In the in vivo situation, drugs have to cross the blood-brain-barrier (BBB). Thus, to better assess the seizurogenic potential of compounds, addition of a BBB to the in vitro model can increase the predictive value. BBB models can be cultured with hiPSC-derived neurons and astrocytes [127] and can even be incorporated on microfluidic chips [128] allowing for direct assessment of the effect of an administered dose on the network. Similarly, coupling a BBB model to the MEA test system may be of great benefit for in vitro neurotoxicity assessment and safety pharmacology.

5.3. Challenges for risk and safety assessment using alternative strategies

Human iPSC-derived neuronal co-cultures can thus be used as a first screen in in vitro seizure liability assessment. Yet, in order to move toward animal-free neurotoxicity testing, the predictive value of results obtained with hiPSC-derived neuronal co-cultures in comparison to in vivo outcomes must be elucidated. However, in vitro exposures often do not match one to one with in vivo exposures. This is because in the in vitro situation, exposure is directly to the neuronal networks, in contrast to the (human) in vivo situation, where processes of absorption, distribution, metabolism, and excretion (ADME) are present and can alter the actual target concentration. Thus, an in vitro hit or threshold concentration is not necessarily a concentration that causes adverse drug reactions or health concerns in real life. To translate the laboratory (in vitro) setting to the real in vivo world, an in vitro to in vivo extrapolation (IVIVE) must be performed. Extrapolation of in vitro to in vivo results can be based on physiologically based pharmacokinetic (PBPK) models [129,130]. For such models, values for parameters such as body weight, brain volume, brain to blood partition coefficient and liver to blood partition coefficient must be used as input [131]. These values can be derived from either intoxication or pharmacovigilance case reports or, if no human data is available, from animal experiments.

Marketed drugs, such as pilocarpine and amoxapine, have gone through thorough testing during the drug development pipeline before they were allowed to enter the market. Therefore, a broad range of data must be available from pharmaceutical companies that could be used as input for PBPK models. The outcome of such PBPK models can provide information about the predictive value of hiPSC-derived models for seizure liability and (general) neurotoxicity. Unfortunately, until today these data are not easily accessible for researchers, needlessly hampering validation of hiPSC-models. This also hampers replacement of in vivo studies with in vitro alternatives. Future efforts should therefore focus on making these data from approved drugs publicly (or at least for research purposes) available as both academia and industry would benefit from such a cooperative environment.

The challenge on the in vitro side for PBPK modeling and risk assessment in general is to decide which parameter of the MEA-analysis to include. MEA-recordings yield a wealth of data on many
metric parameters, although there is still no consensus on which MEA parameter is most predictive. Moreover, modeling approaches frequently rely on in vitro EC$_{50}$ values [131,132]. However, with seizurogenicity data often an increase in activity is followed by a decrease, probably as a result of over-excitation of the network. The shape of the resulting curve hampers proper EC$_{50}$ calculations and use in PBPK models. Instead, a threshold approach such as LOEC or NOEC could be used. A challenging factor here is that NOEC, LOEC and EC$_{50}$ values depend on the MEA parameter chosen. One approach could be to use the most sensitive parameter and to decide this on a compound to compound basis.

Human hiPSC-derived neurons are often clonally derived [133,134]. Cells from one batch come from one donor and thus display low genetic variation and will likely respond in a similar way to chemical exposures. Whereas iPS-derived neurons obtained from one donor provide useful information, the genotype of the donor is of paramount importance for interpretation of the results. It is unlikely that the genotype of this donor is representative for the general population, thus raising questions with regards to risk assessment. Consequently, it could be argued that for proper assessment of seizure risk, a pooled sample of hiPSC-derived neurons from multiple donors must be used. A downside of pooling could be that specific effects are leveled out as a part of the sample population could be extremely sensitive and another part could be relatively insensitive.

Recent insights on sex-specific differences in drug efficacy and adverse drug reactions [135], indicating that women suffer more adverse drug reactions than men [136], argue in favor of a test strategy with male and female hiPSC-derived neurons tested separately.

Human iPS-derived neurons from different disease backgrounds can also help provide clues about differences in vulnerability toward certain drugs. Patient-derived hiPSC-derived neurons have already been successfully cultured from patients suffering from neurodegenerative diseases, such as Huntington’s [137], Alzheimer’s [138] or Parkinson’s disease [139]. Pharmaceutical companies could integrate these hiPSC-derived disease models in their test battery to identify promising novel treatments that alleviate or reverse disease symptoms [95,140].

Additionally, the use of patient-derived hiPSC-derived neurons paves the road toward personalized medicine and safety testing. Implementation of these neurons in healthcare could significantly reduce adverse drug reactions because susceptibility and vulnerability of the patient may be established on foreground. Tests can be performed to deduct optimal dosing and to test for cross-reactions. Although experiments with such patient-derived hiPSC-derived neurons will be very labor intensive and time-consuming with the currently available technology, it holds great promise for the future and paves the way to disease-specific neurotoxicity and safety testing.

6. Conclusion

Recent efforts have demonstrated that hiPSC-derived neuronal co-cultures are a promising alternative for rodent primary cortical cultures. However, before these models can be incorporated in seizure liability risk assessment strategies, a thorough characterization of the (new) culture model must take place. When performing in vitro seizure liability assessment assays, for example, using MEA, it must be kept in mind that astrocytes greatly influence the level and pattern of neuronal activity and sensitivity toward a toxicant. This sensitivity also depends on the ratio of GABAergic to glutamatergic neurons present in the model. Therefore, the characterization starts with immunocytochemistry to confirm the presence of different types of neurons and supportive cells. Preferably, the ratio between neurons and astrocytes is established as well as the ratio of the different neurons (i.e. inhibitory to excitatory). Immunocytochemistry also allows for visualization of the development of the in vitro network structure. After establishing that networks are grown and mimicking in vitro structures, MEA recordings can confirm development of spontaneous network activity and these recordings can then be used to determine the optimal window for drug exposure. Presence of relevant neurotransmitter receptor pathways can be confirmed with MEA recordings, whereas presence of specific functional neurotransmitter pathways can be assessed separately using targeted approaches such as single-cell calcium imaging. Following this minimal required level of characterization, hiPSC-derived neuronal co-cultures can be used as an initial screen for in vitro seizure liability assessment. Several studies have shown that hiPSC-derived neuronal models predict seizure liability just as well or even better than primary rodent cortical cultures. Therefore, these models may contribute to the reduction of the number of test animals needed and may in the future be able to help replacing animal models, while moving toward personalized safety assessment.

7. Expert opinion

Human iPS-derived neuronal co-cultures grown on MEAs hold great potential for in vitro seizure liability assessment. These co-cultures show increased activity following exposure to known seizurogenic compounds, whereas no seizurogenic activity is detected following exposure to non-seizurogenic compounds. Because these human-based models perform just as well or even better than the currently used rat primary cortical culture, hiPSC-derived neuronal co-cultures can be incorporated in the drug developmental pipeline for neurotoxicity screening. Incorporation of these models has as benefit that it reduces the amount of test animals needed in several ways. First, by eliminating the need for use of rodent primary cortical cultures as an in vitro test strategy. Further reduction of test animals is ensured by the fact that only compounds that do not induce seizures in human models are selected for further study. As became clear that some compounds do not exhibit seizurogenic activity in rodent models, but do so in human models, the number of potential drug candidates for subsequent testing is further reduced. Another benefit of this strategy is that pharmaceutical companies will save money on drug development in the long run, since adverse drug reactions that are normally only detected during clinical trials in humans, when a lot of
money has been invested, might now be filtered out in the \textit{in vitro} test.

However, before these models can be incorporated in the drug development pipeline, the test set of chemicals must be expanded for model validation. So far, only a limited set of compounds, mainly GABA\textsubscript{A} receptor antagonists, has been used. In order to understand the predictive value of hiPSC-derived neuronal co-cultures, many known seizurogenic and non- or anti-seizurogenic compounds with different modes of actions must be tested. This will give a good overview of the rate of true positive and negatives as well as the false positives and negatives. As is the case with any model, including animal models, hiPSC-derived neuronal co-cultures will give false positive and false negative outcomes. Consequently, some promising drug candidates will not go to the next stage in drug development due to a false-positive seizure-risk outcome of the iPSC model, resulting in a missed opportunity. On the other hand, compounds falsely detected as negative will move to the next round of testing where they at a later stage might show seizure liability. At this stage, hiPSC-derived neuronal models may not yet be able to fully replace animal models for seizure liability testing. However, they can already be used as a first screening tool. In order to move forward, the false positive and false negative rates of rodent \textit{in vivo} models and hiPSC-derived neuronal co-cultures should be compared. An additional challenge is that false positive and false negatives are now often based on comparison with earlier \textit{in vivo} animal experiments. However, these \textit{in vivo} results itself might be false positive or negative. Although hampered by the scarce availability of human data, it would be best to compare results obtained with hiPSC-derived neuronal models to \textit{in vivo} findings in humans, for example, derived from clinical observations and pharmacovigilance reports.

An extensive test library also allows for a thorough comparison with data obtained from rat primary cortical cultures to determine the differences between these two types of models. This extensive set of compounds should be tested on the same hiPSC-derived model across different laboratories to ensure reproducibility of test results. Batch-to-batch variation is of concern; test should therefore preferably be performed on the same cell batch and differences between batches should be monitored.

Another concern results from the increasing amount of hiPSC-derived neurons that are (commercially) available. It is of uttermost importance that a thorough characterization and standardization takes place. Besides the fact that this gives a clear idea of targets present in the model, it will abet regulatory authorities to include these models in their regulatory framework.

Although the great variety of available cells allows for mimicking different brain regions, it also hampers reproducibility of results. Minor changes in culture conditions, media composition, or cell ratios greatly influence experimental outcomes. Therefore, we would argue that a centralized database detailing the culture protocol, cell types and ratios used in which experiments would be greatly beneficial for the progress of the field. This will also expedite acceptance of these models in risk assessment strategies as authorities can specify which model types are required for which types of study.

Research in the field of seizure liability using hiPSC-derived neuronal co-cultures, and hiPSC-derived co-cultures in general holds great potential for the future. Co-cultures can be further optimized to better mimic different brain regions in order to model specific diseases.

Acceptance of the model(s) in the regulatory framework is a main goal. However, upon regulatory acceptance the model(s) can still develop further to enhance the predictive value and specificity. Also, the model(s) could be coupled to an \textit{in vitro} blood-brain-barrier to help determine whether a compound could reach the brain. If this coupling works, a further reduction of compounds that need to be tested \textit{in vivo} can be realized since compounds that are unable to cross the BBB are unlikely to pose a seizure risk.

Although full acceptance and incorporation of hiPSC-derived neuronal co-cultures will require time, it is a realistic expectation. In the near future, models mimicking specific brain regions can be developed and added to a database, allowing for enhanced reproducibility. Recommendations for models connected to different adverse outcomes may further enable incorporation of hiPSC-derived neurons in drug developmental pipelines.
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