A Cloud Privacy-Preserving Model using Gaussian mutation-based Bacterial Foraging Optimization and Genetic Crossover Operation
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Abstract:

The necessity of security in the cloud system increases day by day in which the data controllers harvest the rising personal and sensitive data volume. The cloud has some unprotected private data as well as data that has been outsourced for public access, which is crucial for cloud security statements. An advanced legal data protection constraint is required due to the resultant of repeated data violations. While dealing with sensitive data, most of the existing techniques failed to handle optimal privacy and different studies were performed to take on cloud privacy preservation. Hence, the novel model of privacy preservation in the cloud and artificial intelligence (AI) techniques were used to tackle these challenges. These AI methods are insight-driven, strategic, and more efficient organizations in cloud computing. However, the cost savings, agility, higher flexibility businesses are offered with cloud computing by data hosting. Data cleansing and restoration are the two major steps involved in the proposed privacy replica. In this study, we proposed Chaotic chemotaxis and Gaussian mutation-based Bacterial Foraging Optimization with genetic crossover operation (CGBFO-GC) algorithm for optimal key generation. Deriving the multi-objective function parameters namely data preservation ratio, hiding ratio, and modification degree that accomplishes optimal key generation using CGBFO-GC algorithm. Ultimately, the proposed CGBFO-GC algorithm provides more efficient performance results in terms of cloud security than an existing method such as SAS-DPSO, CDNNCS, J-SSO, and GC.
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1. Introduction:

In the cloud computing environment, on-demand platforms over the internet provide all resources and applications. Due to the privacy and security concerns, the advantages of cloud
computing are taken by several potential cloud customers. A highly significant element is the security feature of some cloud computing communications [1]. The behavior of elasticity and scalability on the fly cloud with the virtual environment is called the cloud, which is widely classified into public, private, and community cloud. Generally, the infrastructure as services, platform as service and software as service are provided by the cloud. When data is saved in a data center, it raises concerns over maintaining customer data security. The cloud computing industry provides significant support to the global environment in a variety of fields, including business, medicine, and defense [2]. Data confidentiality is one of the main significant features of a cloud environment. The cloud data list several kinds of security risks namely user and physical access control, audit scheduling, identity and access management, encryption, and key management. Data storage and processing security are the privacy maintenance aspects of a cloud environment. Both cloud consumer and cloud server consist of identical cloud security in which trust is the vital requirement [3]. From diverse backdrops, several local techniques are embraced using cloud computing. Numerous encryption algorithms carry data encryption in recent days. In the cloud sector, the privacy-preserving develops numerous approaches. The fuzzy Grouping attribute proposes the privacy-aware access control approach for enhanced data privacy in the cloud sector. The efficiency of this verification scheme is still inefficient [4].

The user security and privacy in the cloud environment are protected using the ABSO protocol but it has extremely higher computational complexities. In order to provide security, the perturbation-oriented model modifies the noise data [5]. The careful calibration, on the other hand, necessitated a change to locate the usability for improved stability and model privacy. While dealing with plaintext, the attributes of privacy are tracking with security threats. According to the cloud, numerous numbers of individual data are demoralized and the CSPs are analyzed. Sensitive data handling is simpler if the CSP is considered to be confidential [6]. The above-mentioned problems are solved using numerous approaches in the last decades [7]. Hence, we needed an effective cloud security model to overcome these issues present in the existing techniques. In this study, we have proposed data sensitization and restoration with CGBFO-GC algorithm for optimal key generation in cloud data security model. The main involvement of this paper is summarized as below:

- Chaotic chemotaxis and Gaussian mutation-based Bacterial Foraging Optimization with genetic crossover operation (CGBFO-GC) method is proposed for best key making.
- The data preservation ratio, hiding ratio, and modification degree are the multi-objective functions during cloud data security.
- The proposed method demonstrates optimal and superior results in terms of key sensitivity evaluation, CPA and KPA attack analysis, and Convergence analysis.

The rest of the paper is arranged as: Section 2 explains the existing methods based on the cloud security model. Section 3 delineates the system architecture. The proposed methodology with respect to optimal key generation using the proposed CGBFO-GC algorithm is delineated in
section 4 followed by the investigationalconsequences are discussed in section 5. At last, section 6 concludes the paper.

2. Related works:

Ahmad et al. [8] proposed advancements of artificial intelligence techniques to build up the privacy conservation replica in the cloud environment. Cloud computing provides cost savings, agility, and businesses high flexibility by hosting the data. Data restoration and sanitization are the two major stages of the planned privacy conservation system. According to optimal key generation, the hybrid meta-heuristic algorithm of Jaya-based Shark Smell Optimization (J-SSO) performs the sanitization process. Deriving multi-objective functions including data preservation ratio, modification degree and hiding ratio accomplish optimal key generation. This method provided less space with a higher computational cost. A Reputation-aware Trust and Privacy Preservation (RTPP) scheme was introduced by Ahmad et al. [9] for mobile cloud computing. The leverage cloud services and reputation-aware selection of CCs deals with trust management. To security solutions and key management, a hybrid policy tree mechanism is proposed to select a dynamic attribute. The AS-CABE against security attacks is analyzed to present security analysis. The RTPP with AS-CABE demonstrated higher performances in the case of resilience, trust, computation, storage, reputation score, and encryption and decryption time but the execution time is higher.

The novel non-abelian rings over homomorphic encryption framework was proposed by Li et al. [10]. The matrix-ring proposes homomorphic encryption. The intermediate result of any ciphertext operations is a fast ciphertext homomorphic comparison without decryption. The maximum ciphertext expansion rate required more efficiency according to the encryption scheme. In a trusted environment, improved cloud safety using a crypto-deep neural network was proposed Abirami et al. [11] for privacy preservation. The crypto-deep neural network enhances distributed security (CDNNCS outsourcing scheme. This model consists of a cloud agent, data center, web server, and cloud server. Crypto-deep neural network cloud security (CDNNCS) has targets for managing impersonation attacks. The linear algebraic equation scheme is secured by improving the level of trust between cloud users. The CDNNCS accomplished superior performances in terms of throughput, Jitter, and Delay with minimum packet loss but required a more optimal traffic and security model.

A security vulnerability measurement with cost-optimization was introduced by Park et al. [12] for efficient security enhancement. The security controls considering the limited security budget are enhanced by considering vulnerability-based mitigation and risk assessment. According to security vulnerability measurement, the security cost allocation strategies are evaluated. This model required low-latency resources, data analysis, and various environmental results. For resource allocation with security concerns, Meng et al. [13] suggested security-aware scheduling based on distributed Particle Swarm Optimization (SAS-DPSO). The dynamic workflow model based on a dynamic scheduling mechanism is introduced by means of the mobile industrial applications mobility and dynamics of edge resources. The experimental
investigations accomplished effective balancing between security performances and scheduling performances but it has higher latency resources with poor scalable.

3. **System model and Architecture:**

In the current researches, cloud computing security is a significant factor to be addressed. If the security measures for data transmission and operation are not given correctly, the data will be at risk. The possibility to be elevated risk in data dispensation, and the stored data is evaluated by a number of users as cloud storage provides the ability. To handle security limitations in the cloud, the security challenge and solutions are identified by developing effective security measures. There is a possibility of data misuse when huge organizations are sharing the resources [14]. Hence, the data and data archives are necessarily protected to avoid the risk. For the cloud data, we present a novel cybersecurity model to avoid different data security schemes limitations in the literature.

To analyze the real-time challenges, the proposed cybersecurity model uses cloud data. The proposed cybersecurity model considers the datasets obtained from UCI repositories such as Wholesale customer data, Heart disease, and Air quality data. Data cleansing and data restoration are two major stages of the projected privacy conservation scheme. In a cloud, beating the responsive information or data process is called data cleansing. As a result, exposure to an unauthorised point is avoided. However, an optimal key generation performs the proposed data cleansing process [15]. The proposed Chaotic chemotaxis and Gaussian mutation-based Bacterial Foraging Optimization with genetic crossover operation (CGBFO-GC) improve this process. The consideration of multiobjective function regularizes an optimal key generation that considers the parameters including modification degree, hiding ratio, and preservation ratio of data. The

![Proposed privacy preservation architectural diagram](image-url)
data cleansing and restoration by means of best key making in the cloud are executed by using this multi-objective purpose with CGBFO- GC algorithm.

4. Proposed methodology:

In this section, we discuss data cleansing, data restoration by best key making using the CGBFO-GC algorithm (fig 1).

4.1 Dataset details:

In this study, there are three datasets as wholesale customer data, heart disease data, and air quality data were chosen from the UCI repository related to cloud data. Each dataset is explained as follows:

4.1.1 Wholesale customer data:

Eight attributes with 440 instances present in the wholesale customer dataset (https://archive.ics.uci.edu/ml/datasets/Wholesale+customers) [16]. The Lisbon, Oporto, region, deter gents-paper, delicatessen, milk, frozen, grocery, fresh, etc are examples of the few attributes.

4.1.2 Heart disease data:

There are 303 instances with 75 attributes included in the heart disease dataset (https://archive.ics.uci.edu/ml/datasets/Heart+Disease) [17]. This dataset considers id, age, chol, htn, smoke, and cigs.

4.1.3 Air quality data:

From five metal oxide chemical sensor arrays, there are 9358 instances present in the air quality dataset (https://archive.ics.uci.edu/ml/datasets/Air+Quality) [18]. The sensor is located in the most polluted region of the Italian city. From March 2004 to February 2005 data recorded is chosen that contains different attributes such as relative humidity, data, temperature, absolute humidity, reference analyzer, and time.

4.2 Dataset cleansing and restoration:

Hiding the sensitive information or data in a cloud process is data cleansing. The data from escape on to an illegal point is prevented. Data cleansing is the reverse operation of data restoration. The cleansing process is evaluated here. Fig 2 illustrates the data cleansing and restoration process. The key matrix generation and cloud data determine the binary conversion during cleansing. The optimal key is generated using the CGBFO-GC algorithm. The cleansing data achieves received binary data under the XOR operation. Equation (1) produces the cleansing data from the key matrix generation and original cloud data.
Fig 2: Data cleansing and restoration process

\[ C_{\text{data}} = \hat{C}_{\text{data}} \oplus Key_2 \] (1)

Where \( \hat{C}_{\text{data}} \) is the cleansing data and \( C_{\text{data}} \) is the original data. Here, \( Key_2 \) is an optimally made key. The cleansing is performed using \( C_{\text{data}} \), after cleansing, \( C_{\text{data}} \) is performed as known in the intentionutility of the proposed representation. The cleansing process hides sensitive rules and transferred them to the cloud. The safety in the cloud division devoid of some cyber attack performance is improved and the data will be secluded to further use. The proposed CGBFO-GC algorithm with the same key recovers the original data during restoration. Equation (2) explains the restoration process.

\[ \hat{C}_{\text{data}} = C_{\text{data}} \oplus Key_2 \] (2)

Where, the restored data is \( \hat{C}_{\text{data}} \).

4.3 CGBFO-GC algorithm for optimal key generation:

The major role in cleaning and restoration is key extraction in the proposed cloud data cybersecurity model. In this section, we used the CGBFO-GC algorithm for optimal key generation. The Kronecker method converts the key into a new form. Equation (3) converts the
key into $Key_1$. Where, $\sqrt{Nu^N \times \text{Max}_p}$ considers the size for both $Key_1$ and $Key_2$. Equation (3) explains the key matrix for $Key=5,6,1$.

$$Key_1 = \begin{bmatrix}
5 & 5 & 5 \\
6 & 6 & 6 \\
1 & 1 & 1
\end{bmatrix}$$

Equation (3)

Where, $Nu$ is the number of transactions with the highest score $Nu$. Here, $\text{Max}_p$ is the maximum transaction length. The executing row-wise duplication produces the reconstructed key matrix $Key_1$. The Kronecker method generates the key matrix $Key_2$ as shown in equation (4).

$$Key_2 = key_1 \oplus key_1$$

(4)

The Kronecker product is represented using a symbol $\oplus$. The proposed CGBFO-GC method is used for best key making in the cloud security model. The Chaotic chemotaxis and Gaussian mutation-based Bacterial Foraging Optimization with genetic crossover (CGBFO-GC) algorithm are used in this work. The following steps explain the CGBFO-GC algorithm stages for optimal key generation.

### 4.3.1 Operation of chaotic chemotaxis step length:

The Bacterial Foraging Optimization (BFO) algorithm to change the original set chemotaxis step length [18]. The Gaussian mutation is followed by a genetic crossover operation (GCO) in the chemotaxis step. The optima positions in the current bacterial individuals are operated by allowing chemotaxis step. Equation (5) introduces the chaos theory as shown below:

$$CH_{l+1} = \gamma CH_{l} * (1 - CH_{l}) \quad l = 1, \ldots, R - 1$$

(5)

Where the control parameter is $\gamma$, The bacterial population is $R$. The intervals 0 and 1 locate based on the logistic map and random map. The logistic map generates the chaotic series $CH$. The logistic map contains a higher probability of creating standards near zero and one than the random map between the intervals 0 and 1. The chaotic search is very effectual in local optimization owing to its randomicity and ergodicity [19].

The obtained chaotic chemotaxis step length is sorted using equation (6). The falling into local optimal predicament is prevented via chemotaxis step length.

$$D = \text{sort} (D, \text{descend})$$

(6)

### 4.3.2 Gaussian mutation process:

The mutated position $G_{gb}$ is generated. According to the current bacterial population, the Gaussian mutation is applied towards the best position $G_b$. 
The standard normal distribution is $Gaus(0,1)$. Replace $G_b$ with the fitness of $G_b Gao$ if the mutated position of the fitness functions $G_b Gao$ is better than $G_b$, then update $G_b$ with $G_b Gao$.

Based on $G_b$, the Gaussian distributed random disturbance term $G_b * Gaus(0,1)$ increased using equation (8). The convergence speed is improved that converges to global optima.

4.3.3 Genetic crossover operation (GC):

The key part of the basis bat algorithm (BA) is local searching. For complex tasks, the random walk is enough. The Genetic Algorithm (GA) with BA combination crossover operation is to solve this problem [19]. The novel solution among the most excellent solution and global greatest solution of the current iteration is generated using the crossover process [20]. Equation (8) defines the mathematical representation of the crossover operation.

$$Y_{new} = PG_b * (1 - E) + Y_b * E$$

(Fig 3: Proposed CGBFO-GC algorithm for optimal key generation)
The current iteration with the best solution is $PG$, and the worldwidedgreatest solution is $Y$. Where, the steady is $E$. When the global best solution is unequal towards the most excellent solution of the current iteration then the operation of genetic crossover is preceded [21]. Fig 3 explains the overall procedure of the CGBFO-GC algorithm.

4.4 Cloud cyber security-based objective model:

In this work, the three major objective functions including Modification degree, Hiding ratio, and Data preservation ratio are delineated as follows:

4.4.1 Modification degree:

The modification degree describes the modification degree that occurs between the cleansed dataset $C_{\text{data}}$ and the original dataset $C_{\text{data}}$ in which the Euclidean distance determination is measured. Equation (9) formulate the modification degree [22].

\[ G_1 = C_{\text{data}} - \hat{C}_{\text{data}} \]  

(9)

4.4.2 Hiding ratio

The sensitive rate defines hiding ratio in which is correctly concealed in $C_{\text{data}}$. The difference among the original data of the relevant index considers the term $E$. Equation (10) offers the difference between $E_1$ and $E_2$.

\[ E_{\text{difference}} = xyz(E_1 - E_2) \]  

(10)

The non-zero indexes of $E_{\text{difference}}$ length are $LN_1$. Equation (10) explains the mathematical form of the hiding ratio.

\[ H_{\text{ratio}} = \frac{LN_1}{H_{\text{data}}} \]  

(11)

Where, $H_{\text{data}}$ is the number of data indexes have to hide. The best performance maximizes the hiding ratio.

4.4.3 Ratio of data preservation

The non-sensitive rules rate defines the information preservation ratio that concealing in $H_{\text{data}}$ [23]. Equation (12) represents the ratio of data preservation.

\[ D_{\text{preservation}} = \frac{LN_2}{P_{\text{data}}} \]  

(12)

Where, $LN_2$ is the number of zero indexes and the term $P_{\text{data}}$ preserving the total number of data indexes. The proposed security model maximizes the preservation ratio.
4.4.4 Encode the solution

The data cleansing and restoration is performed by using the proposed CGBFO-GC algorithm for key optimization. The key length is changed according to the number of transactions or data size. Where, \( N_i = 1, 2, \ldots, N_o \). From this, the attribute or field length is \( N_o \). From \( I \) to \( 2^6 - I \), that gives the bounding limit. To generate the best solution, the CGBFO-GC algorithm optimizes the key vectors [24].

4.3.5 Last objective function

The multi-objective function achieves optimal key generation. Equation (13) represents the parameters such as data preservation, hiding ratio, and modification degree [25].

\[
Obj = H_1 + (1-GS) + (1-HS)
\]  
(13)

Where the constant terms are \( GS \) and \( HS \). The data preservation, hiding ratio, and modification degree are \( H_1 \).

Table 1: Parameter settings based on proposed CGBFO-GC algorithm

| Parameters               | Ranges |
|--------------------------|--------|
| Population size          | 10     |
| Maximum number of iteration | 50   |
| Swimming length          | 5      |
| Crossover ratio          | 0.9    |
| Mutation ratio           | 0.1    |

5 Result and Discussion:

The performance of the proposed work is discussed using various performance analyses with a state-of-art comparison. MATLAB 2018 a software that implements the model of proposed cloud data cybersecurity. The virtualization executes extensive data analysis and computational codes are developed easily as the benefits of MATLAB. The complete solution is constructed to leverage different technologies given MATLAB to handle the cloud data. The size of the population is 10 and the maximum numeral of iteration is 50 to experiment [26, 27]. Table 1 explains the parameter settings of the proposed method. The proposed method presentation is evaluated using key sensitivity analysis and state-of-art comparison. In this experiment, we have chosen SAS-DPSO, CDNNCS, J-SSO [8], and GC [21] with the proposed CGBFO-GC algorithm as the state-of-art method. The relevant parameters including hiding ratio, modification degree and ratio of data preservation are considered to obtain the best key making using the proposed CGBFO-GC method. The cleansed data with the original information the modification degree demonstrate the loss of information [28]. According to data preservation, non-hiding other data and hiding sensitive data is to demonstrate the hiding rate effectively. The
optimal key generation with data cleansing and restoration ability is analyzed. All kinds of cloud data security is confirmed using this algorithm.

Fig 4: Modification degree performance analysis, (a) wholesale customer data, (b) heart disease data, and (c) air quality datasets

5.1 Modification degree analysis:

Fig 4 depicts the performance of degree modification analysis using three datasets namely wholesale customer data, heart disease data, and air quality data. The graph is plotted between several iteration and distance. A Euclidian distance between cleansed data and original data is the modification degree as mentioned earlier [29, 30]. While correlated along with the original data, this demonstrates the loss of information that occurred in cleansed data. During the data cleansing process, it ensures that there is no loss of information and the modification degree of the cleansed data is minimum. For all the iterations from 0 to 50, minimal distance than the conventional algorithm produced by the proposed CGBFO-GC algorithm. The proposed
CGBFO-GC algorithm accomplished optimal modification degree results than existing SAS-DPSO, CDNNCS, J-SSO, and GC methods.

5.2 Preservation ratio analysis:

Fig 5 illustrates the reservation ratio performance analysis with respect to wholesale customer data, heart disease data, and air quality datasets are as shown in Fig 5(a) to Fig 5(c). For all the datasets, the proposed CGBFO-GC algorithm demonstrates enhanced ratio of preservation. For various iterations, the proposed CGBFO-GC algorithm demonstrates better results than conventional algorithms. For dataset 1, the CGBFO-GC algorithm accomplishes 0.75%, 0.85% and 2.5%. The conventional methods regarding the relevant preservation data in the cloud outperform all the datasets of the proposed CGBFO-GC algorithm.

![Preservation ratio performance analysis](image-url)

**Fig 5:** Preservation ratio performance analysis, (a) wholesale customer data, (b) heart disease data, and (c) air quality datasets

5.3 Performance analysis based on convergence:
Fig 6 delineates the performance of convergence of cloud security. Fig 6(a) to Fig 6(c) delineates the convergence performance of the proposed method in terms of wholesale customer data, heart disease data, and air quality datasets during cloud security. The convergence value of the proposed CGBFO-GC method accomplishes 1.2%, 0.2%, and 4% values for wholesale customer data, heart disease data, and air quality datasets. However, the proposed CGBFO-GC method demonstrates optimal performances than existing methods such as SAS-DPSO, CDNNCS, J-SSO, and GC methods.

**Fig 6:** Convergence performance analysis, (a) wholesale customer data, (b) heart disease data and (c) air quality datasets

### 5.4 CPA and KPA attacks analysis:

For arbitrary plaintexts, the attack model describes the CPA that presumes ciphertexts are obtained through the attacker. Both encrypted version and plaintext are accessed by an attacker in
which the attack model for cryptanalysis is KPA. Table 2 delineates the different attack effects using various datasets. If the CPA attack is completed then the correlation among original data and restored information is calculated in this section. Minimum connection among restored and original information is obtained when the KPA attack is performed.

KPA attack effect analysis: For whole sale customer data, the SAS-DPSO, CDNNCS, J-SSO, GC and proposed CGBFO-GC methods demonstrated 0.9999%, 1%, 1%, 1% and 0.9979%. Further, SAS-DPSO, CDNNCS, J-SSO, GC and proposed CGBFO-GC methods obtained 0.9969%, 0.9983%, 0.9972%, 0.99979% and 0.9949% for heart disease data. Similarly, the SAS-DPSO, CDNNCS, J-SSO, GC and proposed CGBFO-GC methods provided 0.9998%, 0.9992%, 0.9998%, 0.9999% and 0.9997% for air quality datasets.

CPA attack effect analysis: The CPA attack effect is analyzed using different state-of-art methods including DPSO, CDNNCS, J-SSO, GC, and proposed CGBFO-GC methods. However, the proposed CGBFO-GC method demonstrates 0.998%, 0.9978% and 0.99799% correlation values than previous studies. To secure the cloud data, the proposed CGBFO-GC method is more effective against attacks while contrasted to the other methods.

Table 2: Attack effect analysis using a different dataset

| Name of the attacks |Datasets               | Name of the methods | SAS-DPSO |CDNNCS   | J-SSO    | GC       | CGBFO-GC (proposed) |
|---------------------|-----------------------|---------------------|----------|----------|----------|----------|---------------------|
| KPA                 | Whole sale customer data | 0.9999              | 1        | 1        | 1        | 0.99799             |
|                     | Heart disease data    | 0.99698             | 0.9983   | 0.99972  | 0.99979  | 0.99498             |
|                     | Air quality datasets  | 0.9998              | 0.9992   | 0.9998   | 0.9999   | 0.9997             |
| CPA                 | Whole sale customer data | 1                   | 1        | 1        | 1        | 0.998               |
|                     | Heart disease data    | 0.9993              | 0.99986  | 0.9994   | 0.9993   | 0.99786             |
|                     | Air quality datasets  | 0.9999              | 0.9999   | 0.9999   | 0.9999   | 0.99799             |

5.5 Literature bio-inspired models with its comparative analysis:

Fig 7 delineates the proposed CGBFO-GC based cloud data security model in which the wholesale customer data, heart disease data, and air quality datasets performances are depicted in Fig 7(a) to 7(b). In this experiment, the graph is plotted between a number of iterations and cost functions. The proposed method is 97% better than SAS-DPSO, CDNNCS, J-SSO, and GC models when the iteration is 40 for wholesale customer data. While comparing with the related works, the proposed method demonstrates efficient cloud data security.
Fig 7: Illustration of proposed CGBFO-GC based cloud data security, (a) wholesale customer data, (b) heart disease data and (c) air quality datasets

5.6 Evaluation of key sensitivity:

The novel cloud data security with the evaluation of key sensitivity based on the various datasets are delineated in Table 3. To evaluate the key sensitivity, we execute 15%, 30%, 45% and 60% variations. Minimum variation in the key is obtained and the analysis offered the association between original and restored data. The below table demonstrates key sensitivity results with respect to Wholesale customer data, Heart disease data, and Air quality datasets. However, the proposed CGBFO-GC technique accomplishes superior performances in terms of key sensitivity evaluation.
Table 3: Proposed cloud data security with the evaluation of key sensitivity based on a different dataset

| Name of the methods | Wholesale customer data (%) | Heart disease data (%) | Air quality datasets(%) |
|---------------------|-----------------------------|------------------------|------------------------|
|                     | 15  | 30  | 45  | 60  | 15  | 30  | 45  | 60  | 15  | 30  | 45  | 60  |
| SAS-DPSO            | 0.999 | 1   | 0.996 | 0.990 | 0.997 | 0.995 | 0.994 | 0.63  | 0.997 | 0.999 | 0.984 | 0.993 |
| CDNNCS              | 0.998 | 1   | 0.999 | 0.999 | 0.999 | 0.899 | 0.924 | -0.2  | 0.999 | 0.997 | 0.4002 | 0.1957 |
| J-SSO               | 1    | 0.99 | 0.99 | 1    | 0.906 | 0.985 | 0.619 | 0.834 | 0.7314 | 0.3182 | 0.997 | 0.989 |
| GC                  | 0.999 | 1   | 0.999 | 0.994 | 0.993 | 0.944 | -    | 0.438 | 0.860 | 0.993 | 0.998 | 0.997 | 0.995 |
| CGBFO-GC (proposed) | 0.997 | 0.999 | 0.996 | 0.993 | -    | 0.9905 | -    | 0.530 | 0.395 | 0.954 | 0.993 | -0.245 | -0.434 |

5.7 State-of-art comparison:

The state-of-art comparison of different datasets with secure data rate is delineated in Fig 8. The comparative analysis is performed using MSCryptoNet, J-SSO, and the proposed CGBFO-GC technique. For wholesale data, we have obtained 0.587%, 0.837%, and 0.901% for MSCryptoNet, J-SSO, and CGBFO-GC methods. Further, the MSCryptoNet, J-SSO and CGBFO-GC method demonstrate 0.752%, 0.902% and 0.1293% for heart disease data. Similarly, we have obtained 0.528%, 0.678%, and 0.7340% for MSCryptoNet, J-SSO, and CGBFO-GC methods. However, the proposed CGBFO-GC method demonstrates efficient performance in terms of cloud data security than existing methods.

![Fig 8: State-of-art comparison of the different dataset with a secure data rate](image)

5.8 Computational time analysis:

The state-of-art comparison with respect to computational time analysis is delineated in Fig 9. This graph is plotted between the different methods and computation time in which the
computational time is measured using seconds (sec). The SAS-DPSO, CDNNCS, J-SSO, GC, and proposed CGBFO-GC demonstrate 134.72 sec, 142.38 sec, 129.78 sec, 159.11 sec, and 103.21 sec computational time. When compared to all the existing methods, the proposed CGBFO-GC algorithm provides lower computational time with better speed.

![Fig 9: State-of-art comparison of computational time analysis](image)

### 5.9 Big ‘O’ notation for proposed CGBFO-GC time complexity analysis:

The time complexity is analyzed using the most common metric called Big ‘O’. The execution time requirement is described using the worst-case scenario called Big ‘O’. In this study, \( O(\text{Max}_{ir} \times SP \times 2) \) is the time complexity of the proposed CGBFO-GC algorithm. Where the maximum iteration is \( \text{Max}_{ir} \) and population size is \( SP \). The proposed CGBFO-GC algorithm with its space complexity is \( O(\text{Max}_{ir} \times SP^2) \).

### 6 Conclusion

This paper presented Chaotic chemotaxis and Gaussian mutation-based Bacterial Foraging Optimization with genetic crossover operation (CGBFO-GC) algorithm. For the cloud sector, this paper implements the developed privacy preservation model. The information sanitation and restoration with optimal generation are the major steps involved in the proposed model. The multi-objective parametric function such as hiding ratio, data preservation ratio and modification degree derives the CGBFO-GC algorithm optimizes the optimal key. While dealing with varied key and different attacks, the proposed method contains a fast convergence rate with the ability in solving multi-objective privacy preservation issues. The proposed CGBFO-GC has a lower computation time than existing methods such as SAS-DPSO, CDNNCS, J-SSO, and GC. When compared to the conventional algorithms, the proposed method demonstrates optimal and
superior results in terms of key sensitivity evaluation, CPA and KPA attacks analysis, and convergence analysis.
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