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Abstract. By means of graphical calculus we prove that, over fields of character-
istic zero, any bialgebra deformation of the universal enveloping algebra of 
the algebra of traceless octonions satisfying the dual of the left and right 
Moufang identities must be coassociative and cocommutative.

1. Introduction

Throughout this paper the base field \( k \) will be assumed to be of characteristic zero. The only spheres that are H-spaces are \( S^0, S^1, S^3 \) and \( S^7 \). While \( S^0, S^1 \) and \( S^3 \) are Lie groups, the product on \( S^7 \), inherited from the octonions, is no longer associative but satisfies the left, middle and right Moufang identities 

\[
a(x(yz)) = ((ax)y)z, \quad (ax)(by) = (a(xy))b \quad \text{and} \quad ((xa)y)z = x(a(yz)).
\]

A Moufang loop is a set \( (M, \cdot) \) with a binary product \( \cdot \) such that: 1) it satisfies any of the Moufang identities 2) the left and right multiplication operators by any \( x \in M \), \( L_x: y \mapsto xy \) and \( R_x: y \mapsto yx \), are bijective and 3) \( M \) contains a unit element for the product \( \cdot \).

The tangent space \( m \) at the unit element of any analytic Moufang loop \( M \) can be endowed with a skew-symmetric product \( [a, b] \) that satisfies a generalization of the Jacobi identity:

\[
J(a, b, [a, c]) = [J(a, b, c), a]
\]

where \( J(a, b, c) := [[a, b], c] + [[b, c], a] + [[c, a], b] \) is the Jacobian of \( a, b \) and \( c \). Such algebraic structures \( (m, [a, b]) \) are called Malcev algebras \([18, 28]\) and they locally classify analytic Moufang loops up to isomorphism. The proof of this connection between Moufang loops and Malcev algebras initiated the development of a non-associative Lie correspondence finally achieved by Mikheev and Sabinin in 1987 \([27]\) with techniques of differential geometry. The tangent space of \( S^7 \) at the unit element is the Malcev algebra of traceless octonions.

Given any not necessarily associative algebra \( (A, \cdot) \), the \textit{generalized alternative nucleus} of \( A \) is

\[
N_{\text{alt}}(A) := \{ a \in A \mid (a, x, y) = -(x, a, y) = (x, y, a) \quad \forall x, y \in A \}.
\]
where \((x, y, z) := (xy)z - x(yz)\) stands for the associator of \(x, y\) and \(z\). The generalized alternative nucleus is always closed under the commutator product \([x, y] := xy - yx\) and it becomes a Malcev algebra with this product. Alternative algebras are those algebras \(A\) such that, like the octonions, satisfy \(N_{alt}(A) = A\), so they provide natural examples of Malcev algebras. Unfortunately, it remains an open problem whether or not any Malcev algebra is a subalgebra of \((A, [x, y])\) for some alternative algebra \((A, xy)\). In [24] it was proved that any Malcev algebra appears as a Malcev subalgebra of the generalized alternative nucleus of some algebra. This result is similar to the corresponding result for Lie algebras, namely, the Poincaré-Birkhoff-Witt Theorem: any Lie algebra appears as a Lie subalgebra of the generalized alternative nucleus of some algebra. The result is based on the explicit construction of a universal enveloping algebra \(U(m)\) for the Malcev algebra \((m, [a, b])\). In the case that \((m, [a, b])\) is a Lie algebra then \(U(m)\) turns out to be the usual associative universal enveloping algebra of \(m\).

The universal enveloping algebras of Malcev algebras are quite close to Hopf algebras. \(U(m)\) admits a cocommutative and coassociative coalgebra structure \((U(m), \Delta, \epsilon)\) with the additional property that the comultiplication, or coproduct, \(\Delta\) and the counit \(\epsilon\) are homomorphisms of algebras. The Malcev algebra \(m\) is recovered as the space of primitive elements, i.e., elements \(a\) such that \(\Delta(a) = a \otimes 1 + 1 \otimes a\). However, in general, \(U(m)\) is non-associative but it satisfies some Hopf version of the Moufang identities, the left, middle and right Hopf-Moufang identities:

\[
\sum a(1)(x(a(2)y)) = \sum ((a(1)x)a(2)y),
\]

\[
\sum (a(1)x)(ya(2)) = \sum (a(1)(xy)a(2)) \quad \text{and}
\]

\[
\sum ((xa(1)y)a(2)) = \sum x(a(1)(ya(2))).
\]

The study of \(U(m)\) led in [24] to a generalization for Malcev algebras of the well-known Ado-Iwasawa Theorem and the Chevalley and Konstant Theorems [25, 29]. Explicit formulas for the product of \(U(m)\) in some low-dimensional cases are also known [24]. Another approach to the construction of the product of \(U(m)\) was carried out in [1]. This approach unified the connections between groups with triality and Moufang loops [5, 10, 13, 20], and Lie algebras with triality and Malcev algebras [12, 19] by means of the notion of Hopf algebra with triality. For an account of universal enveloping algebras of generalizations of Lie and Malcev algebras see [21, 23].

In [17] a study of the possible coassociative bialgebra deformations of \(U(m)\) was carried out for the Malcev algebra of traceless octonions \(m = M(\alpha, \beta, \gamma)\) [30]. The reason for focusing on these algebras is that any central simple Malcev algebra is either a Lie algebra or isomorphic to an algebra \(M(\alpha, \beta, \gamma)\). Bialgebra deformations of \(U(m)\) should be an analogue of quantized enveloping algebras of Lie algebras in a non-associative setting. The development of quantized enveloping algebras and quantum groups during the last two decades has been spectacular so the search for bialgebra deformations of enveloping algebras of Malcev is challenging.

Given a Malcev algebra \((m, [a, b])\) over a field \(k\), a bialgebra deformation of \(U(m)\) over the ring of formal power series \(K = k[[\hbar]]\) is a topologically free \(K\)-module \(U_\hbar(m)\) endowed with four maps of \(K\)-modules

\[
\begin{align*}
(\text{unit}) & \quad \iota_\hbar: K \to U_\hbar(m), \quad 1 \mapsto 1, \\
(\text{product}) & \quad p_\hbar: U_\hbar(m) \otimes U_\hbar(m) \to U_\hbar(m), \\
(\text{counit}) & \quad \epsilon_\hbar: U_\hbar(m) \to K, \\
(\text{coproduct}) & \quad \Delta_\hbar: U_\hbar(m) \to U_\hbar(m) \otimes U_\hbar(m),
\end{align*}
\]
where $\tilde{\otimes}$ stands for the completed tensor product in the $\mathfrak{h}$-adic topology, such that

1. $(U_h(m), p_h, \epsilon_h, \Delta_h)$ satisfies the axioms of bialgebra over the commutative ring $K$ (see Remarks to Definition 4.1.3 in [7]) but with the algebraic tensor product replaced by its completion and without assuming the coassociativity,

2. $U_h(m)/hU_h(m) \cong U(m)$ as a $k$-vector space and, with this identification, $p_h \equiv p \pmod{h}$ and $\Delta_h \equiv \Delta \pmod{h}$ with $p$ and $\Delta$ the multiplication and comultiplication of $U(m)$ respectively. Since $U_h(m)$ is topologically free and $U_h(m)/hU_h(m) \cong U(m)$, we can identify $U_h(m)$ with $U(m)[[h]]$ as a $K$-module and we will do so. The unit and counit are assumed to be the natural extensions to $U(m)[[h]]$ of the unit and counit of $U(m)$. The null deformation of $U(m)$ is obtained by extending $K$-linearly the structure maps of $U(m)$.

3. Trivial deformations are those that are isomorphic to the null deformation under a $K$-linear bialgebra isomorphism which is the identity modulo $h$. To avoid confusion in this context where two multiplications, $p$ and $p_h$, and two comultiplications, $\Delta$ and $\Delta_h$, appear we will stick to the following notation:

$$xy := p(x \otimes y), \quad \sum x_{(1)} \otimes x_{(2)} := \Delta(x) \quad \text{for all } x \in U(m),$$

$$x \circ y := p_h(x \tilde{\otimes} y) \quad \text{and} \quad \sum x_{[1]} \tilde{\otimes} x_{[2]} := \Delta_h(x) \quad \text{for all } x \in U_h(m).$$

Bialgebra deformations of $U(m)$ are rather general objects so some extra restrictions are imposed either on the multiplication or on the comultiplication. Quantized universal enveloping algebras of Lie algebras are assumed to be associative and coassociative, i.e., the associativity and coassociativity are properties that one wants to preserve when deforming these structures. However, $U(m)$ is no longer associative so, it is more appropriate to preserve the Hopf-Moufang identities.

In [7] it was proved that, in contrast to the Lie case, any coassociative but possibly non-cocommutative bialgebra deformation of $U(M(\alpha, \beta, \gamma))$ satisfying the Hopf-Moufang identities is trivial. The coassociativity allowed an approach to the study of bialgebra deformations similar to that carried out for Lie algebras. However, since the product of $U(m)$ is not associative this restriction on the coalgebra structure seems artificial. According to the self-dual structure of Hopf algebras, the dual version of the Hopf-Moufang identities, that we will call co-Moufang identities, is probably the natural restriction on the coalgebra structure of any bialgebra deformation of $U(m)$. Co-Moufang identities are satisfied, for instance, by the coordinate algebra $k[S^7]$ of the seven-dimensional sphere where they have been used to develop differential geometry [15].

Unfortunately, when dealing with non-coassociative coalgebras Sweedler’s notation for the comultiplication turns out to be very obscure and cumbersome. Graphical calculus is preferable in this case:

$$\begin{aligned}
    x \cdot y &:= xy, \\
    x \cdot : &= \Delta(x), \\
    \varepsilon : &= \epsilon(x), \\
    \bigotimes : &= x \otimes y \mapsto y \otimes x, \quad \text{and} \quad x \bigtriangleup := x
\end{aligned}$$

Compositions of maps are written from top to bottom. For instance, the equalities

$$\sum \epsilon(x_{(1)})x_{(2)} = x = \sum \epsilon(x_{(2)})x_{(1)}$$

are encoded in the following equalities of diagrams

$$\begin{aligned}
    & x \bigtriangleup = = \\
    & \varepsilon \bigtriangleup = x \bigtriangleup \quad \text{and} \quad x \bigtriangleup = \bigotimes x = \bigotimes x
\end{aligned}$$
The left and right Hopf-Moufang identities are represented by
\[
\begin{align*}
\begin{array}{c}
x \ y \ z \\
\end{array} 
\begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} 
\begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} 
\begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array}
\end{align*}
\]

The left and right co-Moufang identities are obtained by turning upside-down the diagrams corresponding to the left and right Moufang identities:

(left co-Moufang)
\[
\begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} 
\begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} 
\begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} 
\begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array}
\end{align*}
\]

In other words [15],

\[
\begin{align*}
(1.3) \quad & \sum x(1)x(2)(2) \otimes x(1)(1) \otimes x(1)(1) \otimes x(2) = \sum x(1)(1)(1) \otimes x(1)(1)(2) \otimes x(2) \\
(1.4) \quad & \sum x(1) \otimes x(2)(2)(1) \otimes x(2)(1) \otimes x(2)(2)(2) = \sum x(1)(1)(1) \otimes x(1)(2) \otimes x(1)(1)(2) \otimes x(2).
\end{align*}
\]

In this paper we will prove that any bialgebra deformation $U_h(m)$ of $U(m)$, where $m$ is a finite-dimensional central simple Malcev algebra, satisfying the left and right co-Moufang identities is coassociative. In the case that $m = M(\alpha, \beta, \gamma)$ these deformations are also cocommutative. Hence, any bialgebra deformation of $U(M(\alpha, \beta, \gamma))$ satisfying the left and right Moufang and co-Moufang identities is trivial. This result reveals an extraordinary rigidity of the universal enveloping algebra of non-Lie tangent algebras.

2. Cocommutativity

Some consequences of the co-Moufang identities will be frequently used in our arguments, where we will always assume that $m$ is a Malcev algebra. We collect them in the following lemma.

Lemma 2.1. Any bialgebra deformation of $U(m)$ satisfying the left and right co-Moufang identities also satisfies

\[
\begin{align*}
1) \quad & \begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} \\
2) \quad & \begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} \\
3) \quad & \begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} \\
4) \quad & \begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} \\
5) \quad & \begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} \\
6) \quad & \begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{left Moufang} \\
\text{right Moufang}
\end{array}
\end{array}
\end{align*}
\]

Proof. By evaluating $\text{Id} \check{\otimes} e \check{\otimes} \text{Id}$ on both sides of the left co-Moufang identity and using the property (1.2) of the counit we get 1):
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The comultiplication $\Delta_{h\mid U(m)}$ and the multiplication $p_{h\mid U(m)}$ can be developed as a power series on $h$

$$\Delta_{h\mid U(m)} = \Delta_0 + h\Delta_1 + h^2\Delta_2 + \cdots, \quad p_{h\mid U(m)} = p_0 + hp_1 + h^2p_2 + \cdots$$

where $p_i : U(m) \otimes U(m) \to U(m)$ and $\Delta_i : U(m) \to U(m) \otimes U(m)$ are linear maps and $\Delta_0 = \Delta$, $p_0 = p$ are the comultiplication and the multiplication on $U(m)$. The following notation will be very helpful:

$$\uparrow := \Delta_0, \quad \Downarrow := h\Delta_1 + h^2\Delta_2 + \cdots$$

so, when restricted to $U(m)$,

$$D := \Downarrow - \uparrow = \Downarrow - \uparrow.$$  

(2.1)

We will use a similar notation for $p_{h\mid U(m)}$ too.

**Theorem 2.3.** Any bialgebra deformation of $U(\mathbb{M}(\alpha, \beta, \gamma))$ satisfying the left and right co-Moufang identities is cocommutative.

**Proof.** We will prove by induction that $\Delta_n = \Delta_n^{op}$. Since $U(m)$ is cocommutative then $\Delta_0 = \Delta_0^{op}$. Let us assume that $\Delta_1 = \Delta_1^{op}, \ldots, \Delta_{n-1} = \Delta_{n-1}^{op}$. By Lemma 2.1 we have

$$D := \Downarrow - \uparrow = \Downarrow - \uparrow.$$  

Since $\Delta_i = \Delta_i^{op}$ $i = 0, \ldots, n-1$ then, modulo $h^{n+1},$

$$D \equiv \Downarrow - \uparrow = \Downarrow - \uparrow.$$  

By Lemma 2.1

$$D \equiv \Downarrow - \uparrow + \Downarrow - \uparrow = \Downarrow - \uparrow + \Downarrow - \uparrow.$$  

Since $\Delta_i = \Delta_i^{op}$ $i = 0, \ldots, n-1$ then, modulo $h^{n+1},$

$$D \equiv \Downarrow - \uparrow + \Downarrow - \uparrow.$$  

Any $a \in \mathfrak{m}$ is primitive, i.e., $\Delta_0(a) = a \otimes 1 + 1 \otimes a$ thus

\[
\begin{align*}
\Delta(a) &= a + a \otimes 1, \\
\Delta(a^+) &= a + a \otimes 1,
\end{align*}
\]

and

\[
\begin{align*}
\Delta(a) - \Delta(a^+) &= 2 \left( \begin{array}{c}
\Delta(a) - \Delta(a^+)
\end{array} \right) \pmod{h^{n+1}}
\end{align*}
\]

Since $\Delta_i = \Delta_i^{\text{op}}$ for $i = 0, \ldots, n - 1$ we finally get

\[
\begin{align*}
\Delta(a) - \Delta(a^+) &= 2 \left( \begin{array}{c}
\Delta(a) - \Delta(a^+)
\end{array} \right) \pmod{h^{n+1}}
\end{align*}
\]

This shows that $(\Delta_n - \Delta_n^{\text{op}})(a)$ is an eigenvector of $Q$ of eigenvalue 2 so

\[
(\Delta_n - \Delta_n^{\text{op}})(a) \in \mathfrak{m} \wedge \mathfrak{m}
\]

for any $a \in \mathfrak{m}$. The result follows from [17].

\[\Box \quad \Box\]

3. Coassociativity

Let $U_h(\mathfrak{m})$ be a bialgebra deformation of $U(\mathfrak{m})$ satisfying the left and right co-Moufang identities. The coassociator $C_h := (\Delta_h \otimes \text{Id}) \Delta_h - (\text{Id} \otimes \Delta_h) \Delta_h$ of $U_h(\mathfrak{m})$ measures the lack of coassociativity. It can be developed into a power series

\[C_h|_{U(\mathfrak{m})} = hC_1 + h^2C_2 + \cdots.\]

The constant term vanishes due to the coassociativity of $U(\mathfrak{m})$. We will prove that $C_n = 0$ using induction on $n$.

**Lemma 3.1.** Assume that $C_1 = \cdots = C_{n-1} = 0$. Then for any $a \in \mathfrak{m}$

\[
\begin{align*}
\begin{array}{c}
\Delta(a) - \Delta(a^+)
\end{array} &= \begin{array}{c}
\Delta(a) - \Delta(a^+)
\end{array} + \begin{array}{c}
\Delta(a) - \Delta(a^+)
\end{array} \pmod{h^{n+1}}
\end{align*}
\]

**Proof.** By Lemma 2.1

\[
D := \begin{array}{c}
\Delta(a) - \Delta(a^+)
\end{array} = \begin{array}{c}
\Delta(a) - \Delta(a^+)
\end{array} = \begin{array}{c}
\Delta(a) - \Delta(a^+)
\end{array} = \begin{array}{c}
\Delta(a) - \Delta(a^+)
\end{array} \pmod{h^{n+1}}
\]
Decomposing the first summand and using $\Delta_0 = \Delta_0^{\text{op}}$ we get

\[
D = \begin{array}{l}
\begin{array}{cccc}
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\end{array}
\end{array}
\end{array}
\]

\[
D = \begin{array}{l}
\begin{array}{cccc}
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\end{array}
\end{array}
\]

Lemma 2.1 implies that

\[
D = \begin{array}{l}
\begin{array}{cccc}
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\end{array}
\end{array}
\]

Since $C_1 = \cdots = C_{n-1} = 0$ then, modulo $h^{n+1}$,

\[
D \equiv \begin{array}{l}
\begin{array}{cccc}
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\end{array}
\end{array}
\]

We again use that $C_1 = \cdots = C_{n-1} = 0$ to obtain, modulo $h^{n+1}$,

\[
D \equiv \begin{array}{l}
\begin{array}{cccc}
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\cell{1} & \cell{0} & \cell{0} & \cell{0} \\
\end{array}
\end{array}
\]
We use that $C_1 = \cdots = C_{n-1} = 0$ once more to get modulo $h^{n+1}$

$$D \equiv \begin{array}{c}
\quad - \quad + \quad + \quad - \quad - \\
\quad - \quad + \quad + \quad - \\
\quad 0 \quad 0 \quad 0 \quad 0 \\
\quad 0 \quad 0 \quad 0 \quad 0 \\
\quad \end{array}$$

Since $\Delta_0 = \Delta_0^{op}$ we finally obtain

$$D \equiv \begin{array}{c}
\quad - \quad + \quad + \quad - \\
\quad - \quad + \quad + \\
\quad 0 \quad 0 \quad 0 \\
\quad 0 \quad 0 \\
\quad \end{array}$$

Evaluating at $a \in m$ and simplifying it follows that

$$a \equiv a - a + a - a \pmod{h^{n+1}}$$

Lemma 3.2. If $C_1 = \cdots = C_{n-1} = 0$ then for any $a \in m$ we have

$$C_n(a) \in m \wedge m \otimes U(m).$$
Proof. Lemma 3.1 implies that, modulo $h^{n+1}$, the element

\[
\begin{array}{c}
a \quad - \quad a \\
\end{array}
\]

is skew-symmetric with respect to the first and second slots. Therefore

\[
\begin{array}{c}
a \\ - \\ a \\ a \\ a \\ a \\
\end{array}
\]

Using Lemma 3.1 and this equality we get

\[
\begin{array}{c}
a \\ a \\ a \\ a \\ a \\
\end{array}
\]

Since $C_1 = \cdots = C_{n-1} = 0$ this implies that

\[
\begin{array}{c}
a \\ a \\ a \\ a \\ a \\
\end{array}
\]

i.e.,

\[
C_n(a) \in \ker(Q \otimes Q \otimes \text{Id} - Q \otimes \text{Id} \otimes \text{Id} - \text{Id} \otimes Q \otimes \text{Id}).
\]

The space $U(m) \otimes U(m) \otimes U(m)$ is spanned by $\{a^i \otimes b^j \otimes x \mid a, b \in m, i, j \geq 0, x \in U(m)\}$ and

\[
(Q \otimes Q \otimes \text{Id} - Q \otimes \text{Id} \otimes \text{Id} - \text{Id} \otimes Q \otimes \text{Id})(a^i \otimes b^j \otimes x) = (2^{i+j} - 2^i - 2^j)a^i \otimes b^j \otimes x.
\]

This shows that $C_n(a) \in m \otimes m \otimes U(m)$. Now, Lemma 3.1 implies that the element

\[
\begin{array}{c}
a \\ a \\ a \\ a \\ a \\
\end{array}
\]

is skew-symmetric with respect to the first and second slot. Thus $C_n(a) \in m \wedge m \otimes U(m)$. \qed
Lemma 3.3. If $C_1 = \cdots = C_{n-1} = 0$ then for any $a \in \mathfrak{m}$ we have

\[
\begin{align*}
\begin{array}{cccc}
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\end{array}
\end{align*}
\]

(\text{mod } h^{n+1})

Proof. Let $D := \begin{array}{cccc}
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\end{array}$. Lemma 2.1 and the coassociativity of the comultiplication of $U(\mathfrak{m})$ imply that

\[
\begin{align*}
D &= \begin{array}{cccc}
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\end{array} \\
&= \begin{array}{cccc}
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\end{array} \\
&= \begin{array}{cccc}
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\end{array} \\
\end{align*}
\]

Using Lemma 2.1 again,

\[
\begin{align*}
D &= \begin{array}{cccc}
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\end{array} \\
&= \begin{array}{cccc}
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\end{array} \\
&= \begin{array}{cccc}
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\end{array} \\
\end{align*}
\]

(\text{mod } h^{n+1})

where the second congruence follows from the fact that $C_1 = \cdots = C_{n-1} = 0$ and the last equality is a consequence of the coassociativity of $U(\mathfrak{m})$. Again, using $C_1 = \cdots = C_{n-1} = 0$ we deduce that modulo $h^{n+1}$

\[
D \equiv \begin{array}{cccc}
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\quad & a & a & a & a \\
\{ & \{ & \{ & \{ \\
\end{array} \\
\end{align*}
\]
Simplifying we get
\[ D \equiv 0 \ (\text{mod } h^{n+1}) \]
in the definition.

Since \( \Delta_0 = \Delta_0^{\text{op}} \) then
\[ D \equiv 0 \ (\text{mod } h^{n+1}) \]

The result follows by evaluating this expression at \( a \).

**Lemma 3.4.** If \( C_1 = \cdots = C_{n-1} = 0 \) then for any \( a \in m \) we have
\[ C_n(a) \in m \land m \land m \]

**Proof.** Similar to the proof of Lemma 3.2.

**Theorem 3.5.** Any bialgebra deformation of \( U(M(\alpha, \beta, \gamma)) \) satisfying the left and right co-Moufang identities is coassociative and cocommutative.

**Proof.** We have proved that \( U(M(\alpha, \beta, \gamma)) \) is cocommutative, so we only have to prove that it is coassociative. We will proceed by induction. Assume that \( C_1 = \cdots = C_{n-1} = 0 \). Since \( C_n(a) \in m \land m \land m \) then it is an eigenvector of \( Q \otimes \text{Id} \otimes \text{Id} \) and \( \text{Id} \otimes \text{Id} \otimes Q \) of eigenvalue 2. Hence, Lemma 3.1 and Lemma 3.3 imply that
\[ 2 \begin{pmatrix} a & a \\ a & a \end{pmatrix} \equiv \begin{pmatrix} a & a \\ a & a \end{pmatrix} \ (\text{mod } h^{n+1}) \]
and
\[ 2 \begin{pmatrix} a & a \\ a & a \end{pmatrix} \equiv \begin{pmatrix} a & a \\ a & a \end{pmatrix} \ (\text{mod } h^{n+1}) \]
From the cocommutativity of \( \Delta_h \) we get
\[ \begin{pmatrix} a & a \\ a & a \end{pmatrix} \equiv \begin{pmatrix} a & a \\ a & a \end{pmatrix} \ (\text{mod } h^{n+1}) \]
and
\[ \begin{pmatrix} a & a \\ a & a \end{pmatrix} \equiv \begin{pmatrix} a & a \\ a & a \end{pmatrix} \ (\text{mod } h^{n+1}) \]
so
\[
2 \left( \begin{array}{c}
\alpha \\
\beta \\
\gamma \\
\end{array} \right) = - \left( \begin{array}{c}
\alpha \\
\beta \\
\gamma \\
\end{array} \right) + \left( \begin{array}{c}
\alpha \\
\beta \\
\gamma \\
\end{array} \right) \pmod{h^{n+1}}
\]

Therefore, \( \sum \frac{a}{\beta} - \frac{a}{\gamma} = 0 \), i.e., \( C_n(a) = 0 \) for all \( a \in \mathfrak{m} \). The result follows from Lemma 2.2. □

**Theorem 3.6.** Let \( U_h(\mathfrak{m}) \) be a bialgebra deformation of \( U(\mathfrak{m}) \) satisfying the left and right co-Moufang identities. Then, for any \( x \in U_h(\mathfrak{m}) \) the element \( C_h(x) \) belongs to the kernel of the map

\[
U_h(\mathfrak{m}) \otimes U_h(\mathfrak{m}) \otimes U_h(\mathfrak{m}) \rightarrow U_h(\mathfrak{m}) \otimes U_h(\mathfrak{m}) \otimes U_h(\mathfrak{m})
\]

\[
x \hat{\otimes} y \hat{\otimes} z \mapsto \sum x_{[1]} \cdot y \hat{\otimes} x_{[2]} \hat{\otimes} z + x \cdot z_{[1]} \hat{\otimes} y \hat{\otimes} z_{[2]}
\]

**Proof.** Let \( R: x \hat{\otimes} y \hat{\otimes} z \mapsto \sum x_{[1]} \cdot y \hat{\otimes} x_{[2]} \hat{\otimes} z \) and \( S: x \hat{\otimes} y \hat{\otimes} z \mapsto \sum x \cdot z_{[1]} \hat{\otimes} y \hat{\otimes} z_{[2]} \). The left co-Moufang identity

\[
\text{(Id} \hat{\otimes} \Delta \text{)} x \hat{\otimes} y \hat{\otimes} z = (\Delta \hat{\otimes} \text{Id}) x \hat{\otimes} y \hat{\otimes} z
\]

can be written as \( R(C_I(x)) = S(C_r(x)) \) where \( C_I(x) = (\Delta \hat{\otimes} \text{Id}) \Delta_h(x) \) and \( C_r(x) = (\text{Id} \hat{\otimes} \Delta_h) \Delta_h(x) \). We also observe that

\[
R(C_I(x)) = S(C_r(x)).
\]

Therefore, \( (R + S)(C_I(x)) = (R + S)(C_r(x)) \) and

\[
(R + S)(C_h(x)) = (R + S)(C_I(x) - C_r(x)) = 0.
\]

□

**Theorem 3.7.** Let \( \mathfrak{g} \) be a finite-dimensional central simple Lie algebra and \( U_h(\mathfrak{g}) \) a bialgebra deformation of \( U(\mathfrak{g}) \) satisfying the left and right co-Moufang identities. Then \( U_h(\mathfrak{g}) \) is coassociative.

**Proof.** Let us assume that \( C_1 = \cdots = C_{n-1} = 0 \). We will prove that \( C_n = 0 \). The following Sweedler like notation for \( C_n(x) \) will be very useful:

\[
C_n(x) = \sum x' \otimes x'' \otimes x''', \quad x \in U(\mathfrak{g})
\]

With this notation Theorem 3.6 gives

\[
\sum x'_{(1)} x'' \otimes x'_{(2)} \otimes x''' + \sum x' x''_{(1)} \otimes x''' \otimes x''_{(2)} = 0.
\]

Lemma 2.2 with \( \varphi_n = \sum_{i+j=n} (\Delta_j \otimes \text{Id}) \Delta_i \) and \( \psi_n = \sum_{i+j=n} (\text{Id} \otimes \Delta_j) \Delta_i \) implies that

\[
C_n(xy) = \sum C_n(x)(y_{(1)} \otimes y_{(2)} \otimes y_{(3)}) + \sum (x_{(1)} \otimes x_{(2)} \otimes x_{(3)})C_n(y)
\]
Projecting onto $\ker C$ the skew-symmetry of the tensors in $g$ operator of $h$ is a bialgebra deformation that satisfies the left and right Moufang identities then $C_n$ is a 1-cocycle of $g$. Therefore, if $\lambda: g \rightarrow \text{End}(g \wedge g \wedge g)$ denotes the representation of $g$ on the $g$-module $g \wedge g \wedge g$ then

$$\lambda_n \cdot C_n(a) = 0.$$  \hspace{1cm} (3.2)

Lemma 2.2 implies that $C_n$ is a 1-cocycle of $g$ with values in $g \wedge g \wedge g$. Since $g$ is simple this cocycle is a coboundary so there exists $r \in g \wedge g \wedge g$ such that $C_n(a) = \lambda_n \cdot r$. By 3.2, we finally obtain that $\lambda_n^2 \cdot r = 0$ for all $a \in g$. In particular, the Casimir operator of $g$ kills the element $r$. However, the Casimir operator acts as a non-zero scalar multiple of the identity on any non-trivial irreducible module of $g$. It follows that $r$ spans a trivial submodule and that $C_n(a) = \lambda_n \cdot r = 0$ for all $a \in g$. Hence $C_n = 0$ by Lemma 2.2. 

**Theorem 3.8.** Let $g$ be a finite-dimensional central simple Lie algebra. If $U_h(g)$ is a bialgebra deformation that satisfies the left and right Moufang identities then $U_h(g)$ is associative.

**Proof.** We will write the associator in $U_h(g)$ of elements $x, y, z \in U(g)$ as

$$(x, y, z) = (x \cdot y) \cdot z - x \cdot (y \cdot z) = A_1(x, y, z)h + A_2(x, y, z)h^2 + \cdots$$
and we will prove by induction that $A_n = 0$. Assume that $A_1 = \cdots = A_{n-1} = 0$, then

$$
\begin{array}{cccc}
0 & x & a & 0 \\
0 & y & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array}
+ 
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array} =
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array} + 
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array}
$$

implies that

$$
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array} \equiv
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array} \pmod{h^{n+1}}.
$$

Hence, modulo $h^{n+1}$, the element $a \in \mathfrak{g}$ verifies that

$$a \cdot (y \cdot z) + y \cdot (a \cdot z) \equiv (z \cdot y) \cdot z + (y \cdot a) \cdot z$$

i.e.,

$$(a, y, z) \equiv -(y, a, z).$$

Having also considered the right Moufang identity, we would have obtained that $\bar{a} \in N_{alt}(\bar{U}_h)$, where $\bar{x}$ and $\bar{U}_h$ stand for $x + h^{n+1}U_h(g)$ and $U_h(g)/h^{n+1}U_h(g)$ respectively. Thus, the Jacobian of $\bar{a}, \bar{b}, \bar{c} \in \mathfrak{g} + h^{n+1}U_h$ is

$$J(\bar{a}, \bar{b}, \bar{c}) = 6(\bar{a}, \bar{b}, \bar{c}) = 6A_n(a, b, c)h^n.$$

Let $\tilde{m}$ be the Malcev subalgebra generated by $\mathfrak{g} + h^{n+1}U_h$ inside $\bar{U}_h$ but where the product is understood to be the commutator product $\bar{x} \cdot \bar{y} = \bar{x} - \bar{y} \cdot \bar{x}$. Since

$$\tilde{m}/(\tilde{m} \cap h\bar{U}_h) \cong (\tilde{m} + h\bar{U}_h)/h\bar{U}_h \subseteq \bar{U}_h/h\bar{U}_h \cong U(\mathfrak{g})$$

then $\tilde{m}/(\tilde{m} \cap h\bar{U}_h)$ is a Lie algebra isomorphic to $\mathfrak{g}$. Since $\tilde{m} \cap h\bar{U}_h$ is a nilpotent ideal of $\tilde{m}$, the radical in fact, we can find a Lie subalgebra $\tilde{s}$ of $\tilde{m}$ such that $\tilde{m} = \tilde{s} \oplus (\tilde{m} \cap h\bar{U}_h)$, a direct sum of vector spaces [11][10]. Let $S$ be the subalgebra of $\bar{U}_h$ generated by $\{\} \cup \tilde{s} \cup \{h\}$. Clearly $S/(S \cap h\bar{U}_h) \cong (S + h\bar{U}_h)/h\bar{U}_h \cong U(\mathfrak{g})$ which implies that $h^nS = h^n\bar{U}_h$ since $h^{n+1}\bar{U}_h = 0 = h^{n+1}S$. We recursively get $h^iS = h^i\bar{U}_h$ for $i = n, n-1, \ldots, 1, 0$ so $S = \bar{U}_h$. Since $\tilde{s} \subseteq N_{alt}(\bar{U}_h)$ and $\tilde{s}$ is a Lie algebra then $S$ is associative. Thus $A_n(x, y, z) = 0$. \hfill \Box

**Appendix A. Proof of Theorem 2.3**

We include a non-graphical proof of Theorem 2.3 so that the reader can check the correspondence between the movements performed in the diagrams and the algebraic manipulations of the equalities.

Recall that $\Delta_h = \sum_n h^n \Delta_n$ and $p_h = \sum_n h^n p_n$ stand for the comultiplication and multiplication of $U_h(m)$ respectively. The map $x \hat{\otimes} y \mapsto y \hat{\otimes} x$ will be denoted by $\tau$. We rewrite part of the statement of Lemma 2.1 for convenience:

$$
\begin{array}{cccc}
\tau & = & \tau \\
\tau & = & \tau \\
\tau & = & \tau \\
\tau & = & \tau \\
\end{array}
$$

corresponds to $(p_h \hat{\otimes} \text{Id})(\text{Id} \hat{\otimes} \Delta_h) \Delta_h = ((p_h \Delta_h) \hat{\otimes} \text{Id}) \Delta_h$

and

$$
\begin{array}{cccc}
\tau & = & \tau \\
\tau & = & \tau \\
\tau & = & \tau \\
\tau & = & \tau \\
\end{array}
$$

corresponds to $(p_h \hat{\otimes} \text{Id})(\text{Id} \hat{\otimes} \Delta^p_h) \Delta_h = (p_h \hat{\otimes} \text{Id})(\text{Id} \hat{\otimes} \tau)(\Delta_h \hat{\otimes} \text{Id}) \Delta_h$.  

Part 2) of Lemma 2.1 establishes that \((\text{id} \otimes p_h)(\Delta_a \otimes \text{id})\Delta_h = (\text{id} \otimes (p_h \Delta_h))\Delta_h\). After composing with \(\tau\) we get \(\tau(\text{id} \otimes (p_h \Delta_h))\Delta_h = \tau(\text{id} \otimes p_h)(\Delta_a \otimes \text{id})\Delta_h\). The left-hand side of this equality is \((p_h \Delta_h) \otimes \text{id})\Delta^\text{op}_h\). The right-hand side of the equality is \(\tau(\text{id} \otimes p_h)(\tau \otimes \text{id})(\Delta^\text{op}_h \otimes \text{id})\Delta_h = (p_h \text{id} \otimes \tau)(\Delta^\text{op}_h \otimes \text{id})\Delta_h\). Therefore,

\[
(p_h \Delta_h) \otimes \text{id})\Delta^\text{op}_h = (p_h \text{id} \otimes \tau)(\Delta^\text{op}_h \otimes \text{id})\Delta_h
\]

The proof of Theorem 2.3 goes as follows. By Lemma 2.1 we have

\[
D := (p_h \Delta_h \otimes \text{id})\Delta_h - (p_h \Delta_h \otimes \text{id})\Delta^\text{op}_h
= (p_h \text{id} \otimes \Delta_h)\Delta_h - (p_h \Delta_h \otimes \text{id})\Delta^\text{op}_h
= (p_h \text{id} \otimes \Delta_h)\Delta_h - (p_h \text{id} \otimes \text{id})\Delta^\text{op}_h\Delta_h
\]

Since \(\Delta_j = \Delta^\text{op}_j\) \(j = 0, \ldots, n - 1\) then, modulo \(h^{n+1}\),

\[
D \equiv (p_h \text{id} \otimes \Delta_h)\Delta_h - (p_h \text{id} \otimes \text{id})\Delta^\text{op}_h\Delta_h
\]

By Lemma 2.3

\[
D = (p_h \text{id} \otimes \Delta_h)\Delta_h - (p_h \text{id} \otimes \text{id})\Delta^\text{op}_h\Delta_h
\]

Since \(\Delta_j = \Delta^\text{op}_j\) \(j = 0, \ldots, n - 1\) then, modulo \(h^{n+1}\),

\[
D \equiv (p_h \text{id} \otimes \Delta_h)\Delta_h - (p_h \text{id} \otimes \text{id})\Delta^\text{op}_h\Delta_h
\]

Any \(a \in m\) is primitive, i.e., \(\Delta_0(a) = a \otimes 1 + 1 \otimes a\) thus

\[
(p_h \text{id} \otimes \Delta_h)\Delta_0(a) = (p_h \text{id} \otimes \Delta_h)(a \otimes 1 + 1 \otimes a) = \Delta_h(a) + a \otimes 1
\]

\[
(p_h \text{id} \otimes \tau)(\Delta^\text{op}_h \otimes \text{id})\Delta_0(a) = (p_h \text{id} \otimes \tau)(\Delta^\text{op}_h \otimes \text{id})(a \otimes 1 + 1 \otimes a) = \Delta^\text{op}_h(a) + a \otimes 1
\]

\[
(p_h \text{id} \otimes \tau)(\Delta^\text{op}_h \otimes \text{id})\Delta_0(a) = (p_h \text{id} \otimes \tau)(\Delta^\text{op}_h \otimes \text{id})(a \otimes 1 + 1 \otimes a) = \Delta_h(a) + a \otimes 1
\]

\[
(p_h \text{id} \otimes \Delta^\text{op}_h)\Delta_0(a) = (p_h \text{id} \otimes \Delta^\text{op}_h)(a \otimes 1 + 1 \otimes a) = \Delta_h(a) + a \otimes 1
\]
\[ (p_{h_{i}} \otimes \text{Id}) (\text{Id} \otimes \Delta_{h}^{\text{op}}) (a \otimes 1 + 1 \otimes a) = \Delta_{h}^{\text{op}}(a) + a \otimes 1 \]

and

\[ (p_{h_{i}} \Delta_{h} \otimes \text{Id}) \Delta_{h}(a) - (p_{h_{i}} \Delta_{h} \otimes \text{Id}) \Delta_{h}^{\text{op}}(a) \equiv 2(\Delta_{h}(a) - \Delta_{h}^{\text{op}}(a)) \pmod{h^{n+1}} \]

Since \( \Delta_{i} = \Delta_{i}^{\text{op}} \) for \( i = 0, \ldots, n - 1 \) we finally get

\[ (p_{h_{i}} \Delta_{h} \otimes \text{Id}) \Delta_{h}(a) - (p_{h_{i}} \Delta_{h} \otimes \text{Id}) \Delta_{h}^{\text{op}}(a) = 2(\Delta_{h}(a) - \Delta_{h}^{\text{op}}(a)). \]

This shows that \( (\Delta_{h} - \Delta_{h}^{\text{op}})(a) \) is an eigenvector of \( Q \) of eigenvalue 2 so

\[ (\Delta_{h} - \Delta_{h}^{\text{op}})(a) \in m \wedge m \]

for any \( a \in m \). The result follows from \([17]\).
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