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Abstract. We consider the magnetic Ginzburg–Landau equations in \( \mathbb{R}^4 \)
\[
\begin{aligned}
-\varepsilon^2 (\nabla - iA)^2 u &= \frac{1}{2}(1 - |u|^2)u, \\
\varepsilon^2 d^*dA &= \langle (\nabla - iA)u, iu \rangle,
\end{aligned}
\]
formally corresponding to the Euler–Lagrange equations for the energy functional
\[
E(u, A) = \frac{1}{2} \int_{\mathbb{R}^4} |(\nabla - iA)u|^2 + \varepsilon^2|dA|^2 + \frac{1}{4\varepsilon^2}(1 - |u|^2)^2.
\]
Here \( u: \mathbb{R}^4 \to \mathbb{C} \), \( A: \mathbb{R}^4 \to \mathbb{R}^4 \) and \( d \) denotes the exterior derivative acting on the one-form dual to \( A \). Given a minimal surface \( M^2 \) in \( \mathbb{R}^3 \) with finite total curvature and non-degenerate, we construct a solution \( (u_\varepsilon, A_\varepsilon) \) which has a zero set consisting of a smooth surface close to \( M \times \{0\} \subset \mathbb{R}^4 \). Away from the latter surface we have \( |u_\varepsilon| \to 1 \) and
\[
\begin{aligned}
u_\varepsilon(x) &\to \frac{z}{|z|}, & A_\varepsilon(x) &\to \frac{1}{|z|^2}(-z_2\nu(y) + z_1e_4), & x = y + z_1\nu(y) + z_2e_4
\end{aligned}
\]
for all sufficiently small \( z \neq 0 \). Here \( y \in M \) and \( \nu(y) \) is a unit normal vector field to \( M \) in \( \mathbb{R}^3 \).

1. Introduction

We consider the magnetic Ginzburg–Landau energy in \( \mathbb{R}^n \)
\[
E(u, A) = \frac{1}{2} \int_{\mathbb{R}^n} |(\nabla - iA)u|^2 + \varepsilon^2|dA|^2 + \frac{1}{4\varepsilon^2}(1 - |u|^2)^2
\]
whose argument is a pair \( (u, A) \) where \( u: \mathbb{R}^n \to \mathbb{C} \) is an order parameter and \( A: \mathbb{R}^n \to \mathbb{R}^n \) is a vector field which we also regard as a one form \( A(x) = A_j(x)dx^j \) in \( \mathbb{R}^n \), so that its exterior derivative is
\[
dA = \sum_{j<k}(\partial_j A_k - \partial_k A_j)dx^j \wedge dx^k.
\]
and \( |dA|^2 \) in (1.1) is given by \( |dA|^2 = \frac{1}{2} \sum_{j,k=1}^n |\partial_k A_j - \partial_j A_k|^2 \).

Energy (1.1) arises in the classical Ginzburg–Landau theory of superconductivity; the quantity \( |u|^2 \) measures density of Cooper pairs of superconducting electrons and \( A \) is the induced magnetic potential. The zero set of \( u \) is interpreted as that of defects of the
underlying material where superconductivity is lost. The functional $E$ arises from a $U(1)$-gauge theory, meaning that it is invariant under $U(1)$ gauge transformations

$$(u, A) \mapsto (ue^{i\gamma}, A + \nabla \gamma)$$

for any $\gamma : \mathbb{R}^n \to \mathbb{R}$.

The associated Euler–Lagrange equations for $E$ are given by

$$\begin{cases}
-\varepsilon^2 (\nabla - iA)^2 u = \frac{1}{2}(1 - |u|^2)u, \\
\varepsilon^2 d^* dA = \langle (\nabla - iA)u, iu \rangle 
\end{cases} \quad \text{in } \mathbb{R}^n. \quad (1.2)$$

In the above expression the brackets $\langle \cdot, \cdot \rangle$ represent the standard inner product of complex numbers. The operator in the left-hand side of the second equation reads, in Euclidean coordinates,

$$d^* dA = - \sum_{j,k=1}^n \partial_j (\partial_j A_k - \partial_k A_j) dx^k = \sum_{k=1}^n (-\Delta A_k + \partial_k \text{div} A) dx^k.$$ 

The term $\langle (\nabla - iA)u, iu \rangle$ is dual to a gauge-invariant real-valued 1-form called superconducting current.

Taubes [44] and Berger–Chen [3] have found solutions of (1.2) in the planar case $n = 2$ with isolated zeros of $u(z)$ (vortices). When $\varepsilon = 1$ the degree 1 vortex solution $(u_0, A_0)$ found in [3] takes the form

$$u_0(z) = f(r)e^{i\theta}, \quad A_0(z) = a(r)\nabla \theta, \quad z = re^{i\theta} \quad (1.3)$$

where $r = |z|$, $\nabla \theta = |z|^{-2}(-z_2, z_1)$. The functions $f(r)$ and $a(r)$ are positive solutions to the system of ODE

$$\begin{cases}
-f'' - \frac{a'}{r} + \frac{(1-a)^2 f}{r^2} - \frac{1}{2}f(1 - f^2) = 0, \\
-a'' + \frac{a'}{r} - f^2 (1 - a) = 0 
\end{cases} \quad \text{in } (0, +\infty) \quad (1.4)$$

with $f(0) = a(0) = 0$. Remark that by self-duality the pair $(f, a)$ satisfies an equivalent (see [45]) system of first order equations

$$\begin{cases}
f' = \frac{(1-a)f}{r(1 - f^2)} \\
a' = \frac{a}{r} \quad (1.5)
\end{cases}$$

see for example [16]. The pair $(u_0, A_0)$ is the unique (up to gauge transformations) solution of (1.2) with $\varepsilon = 1$ and exactly one zero with topological degree 1 at the origin. This solution is linearly stable as established in [43, 16]. Also, $f$ and $a$ are strictly monotone increasing and

$$f(r) - 1 = O(e^{-r}), \quad a(r) - 1 = O(e^{-r}), \quad \text{as } r \to \infty,$$

see [3, 36]. We observe that, for any $\varepsilon > 0$, the scaling $(f(r/\varepsilon)e^{i\theta}, a(r/\varepsilon)d\theta)$ solves (1.2) for $n = 2$. 
In what follows we restrict ourselves to the four dimensional case $n = 4$ in (1.2). Denote

$$\nabla^A := \nabla - iA, \quad \Delta^A := (\nabla - iA)^2.$$

We find entire solutions $(u_\varepsilon, A_\varepsilon)$ to the system

$$\begin{cases}
-\varepsilon^2 \Delta^A u = \frac{1}{2}(1 - |u|^2)u, \\
\varepsilon^2 d^* dA = \langle \nabla^A u, iu \rangle
\end{cases} \quad \text{in } \mathbb{R}^4 \quad (1.6)$$

that exhibit a zero set $\varepsilon$-close to a prescribed codimension 2 smooth minimal surface $\tilde{M}$ embedded in $\mathbb{R}^4$. More precisely, writing $A_0 = (A_{01}, A_{02})$, then for all sufficiently small $|z|$ and $\varepsilon \to 0$ these solutions satisfy

$$u_\varepsilon(x) = u_0(z/\varepsilon) + o(1), \quad A_\varepsilon(x) = \varepsilon^{-1} A_{01}(z/\varepsilon) \nu_1(y) + \varepsilon^{-1} A_{02}(z/\varepsilon) \nu_2(y) + o(1), \quad (1.7)$$

where $x = y + z_1 \nu_1(y) + z_2 \nu_2(y)$, being $y \in \tilde{M}$ and $\{\nu_1, \nu_2\}$ an orthonormal frame of the normal space to $\tilde{M}$ at the point $y$. In particular we obtain $|u_\varepsilon| \to 1$ away from $\tilde{M}$ and

$$u_\varepsilon(x) \to \frac{z}{|z|}, \quad A_\varepsilon(x) \to \frac{1}{|z|^2} (-z_2 \nu_1(y) + z_1 \nu_2(y)).$$

This type of connection between solution of semilinear PDEs and minimal submanifolds is well understood in the Allen–Cahn case

$$-\varepsilon \Delta u = \frac{1}{\varepsilon}(1 - u^2)u \quad (1.8)$$

for real-valued functions $u$. Solutions that concentrate along minimal hypersurfaces have been broadly studied after the pioneering work by Modica–Mortola [26] and De Giorgi’s conjecture [9]. In general one expects existence of solutions $u_\varepsilon(x)$ whose zero set lies close to a given minimal hypersurface $M$ and $u_\varepsilon(x) \approx \tanh(z/\sqrt{2\varepsilon})$, where $z$ is a normal coordinate to $M$. This is the principle behind various constructions including the works by Pacard and Ritoré [32] in compact manifolds and by the second author, M. Kowalczyk and J. Wei [12, 13] for entire solutions in $\mathbb{R}^n$.

In [13] such a construction has been achieved for $n = 3$ in (1.8) and each given embedded minimal surface $M$ in $\mathbb{R}^3$ with finite total curvature and non-degenerate in suitable sense, the simplest example being the catenoid. The purpose of this paper is to construct entire solutions to (1.6) with the asymptotic behaviour (1.7) around the class of codimension 2 minimal submanifolds in $\mathbb{R}^4$ corresponding to the embedding $M \times \{0\} \subset \mathbb{R}^4$ of the class of minimal surfaces $M$ in $\mathbb{R}^3$ considered in [13].

Thus, we look for entire solutions $(u_\varepsilon, A_\varepsilon)$ of system (1.6) such that the zero set of $u_\varepsilon$ is a codimension 2 manifold close to $\tilde{M} = M \times \{0\}$ and $|u_\varepsilon| \to 1$ as $\varepsilon \to 0$ in compact subsets of $\mathbb{R}^4 \setminus \tilde{M}$. Next we recall some major features of this celebrated class of minimal surfaces.
**Complete minimal surfaces of finite total curvature in** $\mathbb{R}^3$. A surface $M$ embedded in $\mathbb{R}^3$ is said to be a minimal surface if it is a critical point of the area functional, or equivalently if its mean curvature $k_1 + k_2 \equiv 0$ vanishes on $M$, where $k_1, k_2$ are the principal curvatures. Denoting with $K = k_1 k_2 \leq 0$ the Gauss curvature, we say that $M$ has finite total curvature if

$$\int_M |K| < \infty.$$  

The theory of embedded, complete minimal surfaces $M$ with finite total curvature in $\mathbb{R}^3$, has reached a notable development in the last four decades. For more than a century, the plane and the catenoid were the only two known examples of such surfaces. While a general theory for those surfaces was available for a long time, only in 1981 Costa discovered a first non-trivial example for $M$ embedded, orientable, with genus 1, later generalised by Hoffman and Meeks to arbitrary genus, see [8, 17]. These surfaces have three ends, two catenoidal and one planar. Many other examples of multiple-end embedded minimal surfaces have been found since; see for instance [20, 48] and references therein. Outside a large cylinder, a general manifold $M$ in this class decomposes into the disjoint union of $m$ unbounded connected components $M_1, \ldots, M_m$, called its ends, which are asymptotic to either catenoids or planes, all of them with parallel axes, see [31, 19, 41]. After a rotation, we can choose coordinates $x = (x_1, x_2, x_3) = (x', x_3)$ in $\mathbb{R}^3$ and a large number $R_0$ such that

$$M \setminus \{|x'| < R_0\} = \bigcup_{j=1}^m M_j.$$  

Each end $M_k$ can asymptotically be represented as

$$M_k = \{x \in \mathbb{R}^3 : |x'| \geq R_0, \ x_3 = F_k(x')\}$$

where for suitable constants $a_k, b_k, b_{ik}$, the function $F_k$ satisfies

$$F_k(x') = a_k \log |x'| + b_k + b_{ik} \frac{x_i}{|x'|^2} + O(|x'|^{-2}) \quad |x'| \geq R_0. \quad (1.9)$$

The coefficients $a_k$ are ordered and balanced, in the sense that

$$a_1 \leq a_2 \leq \cdots \leq a_m, \quad a_1 + \cdots + a_m = 0. \quad (1.10)$$

The second variation of the area functional corresponds to the Jacobi operator of $M$

$$J_M[h] = \Delta_M h + |A_M|^2 h,$$

where $|A_M|^2 = -K$ is the square norm of the second fundamental form. For later purposes, we record the curvature decay along the ends

$$|A_M|^2 = k_1^2 + k_2^2 = O(r^{-4}), \quad r = |x'| \quad (1.11)$$

for $r$ large. This is a consequence of the expansion (1.9), see [13].
Translutions along the coordinate axes and rotation around the $x_3$-axis induce four bounded Jacobi fields $z_i$, $i = 0, \ldots, 3$, that is $J_M[z_i] = 0$

$$z_0(y) = \nu(y) \cdot (-y_2, y_1, 0),$$
$$z_i(y) = \nu(y) \cdot e_i \quad i = 1, 2, 3. \quad (1.12)$$

We say that $M$ is non-degenerate if the second variation of the area functional has no bounded kernel other than that induced by rigid motions, that is

$$\{ z \in L^\infty(M) : \Delta_M z + |A_M|^2 z = 0 \} = \text{span} \{ z_0, z_1, z_2, z_3 \}. \quad (1.13)$$

The assumption of non-degeneracy is known to hold in some notable cases of embedded, minimal surfaces in $\mathbb{R}^3$, like the catenoid or the Costa–Hoffman–Meeks surface of any genus, see [29, 30, 28].

**Main results.** In what follows, $M$ designates a complete, minimal surface with finite total curvature embedded in $\mathbb{R}^3$, which is also non-degenerate in the sense (1.13). For the moment we assume that the order in the ends (1.10) is strict, namely

$$a_1 < a_2 < \cdots < a_m. \quad (1.14)$$
Our main result states the existence of a solution of Problem (1.6) with a profile as in (1.7) with \( \tilde{M} = M \times \{0\} \) and \((\nu_1, \nu_2) = (\nu, e_4)\), where \( \nu \) is a unit normal vector field on \( M \). We will identify \( \tilde{M} = M \times \{0\} \) with \( M \).

**Theorem 1.** Let \( M \) satisfy assumption (1.14). Then there is a number \( \delta > 0 \) such that for all sufficiently small \( \varepsilon > 0 \), there exists a solution \((u_\varepsilon, A_\varepsilon)\) of problem (1.6) which as \( \varepsilon \to 0 \) satisfies

\[
u_\varepsilon(x) = u_0 \left( \frac{z - \varepsilon h_1(y)}{\varepsilon} \right) + O(\varepsilon^2), \quad A_\varepsilon(x) = \varepsilon^{-1} A_{01} \left( \frac{z - \varepsilon h_1(y)}{\varepsilon} \right) \nu(y) + \varepsilon^{-1} A_{02} \left( \frac{z - \varepsilon h_1(y)}{\varepsilon} \right) e_4 + O(\varepsilon) \tag{1.15}\]

for all points

\( x = y + z_1 \nu(y) + z_2 e_4, \quad y \in M, \quad |z| < \delta, \)

and a smooth function \( h_1 : M \to \mathbb{R}^2 \) that satisfies

\[ \|h_1\|_{L^\infty(M)} \leq C\varepsilon. \tag{1.16} \]

Besides \( |u_\varepsilon| \to 1 \) uniformly in compact subsets of \( \mathbb{R}^4 \setminus M \).

From (1.15) the asymptotic behavior of the predicted solution near \( M \) for \( z \neq 0 \) is given by

\[ u_\varepsilon(x) \to \frac{z}{|z|}, \quad A_\varepsilon(x) \to \frac{1}{|z|^2}(-z_2 \nu(y) + z_1 e_4). \]

The proof yields that corresponding bounds in the statement of the theorem can also be obtained for derivatives of any order. In fact, the contraction mapping principle, the fact that \( D_z u_0(0) \) is invertible and the implicit function theorem yields that the set of values \( x \) with \( u_\varepsilon(x) = 0 \) can be described as a smooth surface of the form

\[ x = y + h_1^1(y) \nu(y) + h_1^2(y) e_4 + O(\varepsilon^2), \quad y \in M. \]

It is possible to generalise Theorem 1 by removing the hypothesis of non-parallel ends (1.14). In this case, we choose a balanced, ordered vector of real numbers

\[ \lambda = (\lambda_1, \ldots, \lambda_m), \quad \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_m \]

with

\[ \sum_{i=1}^m \lambda_i = 0. \tag{1.17} \]

We will prove the existence of a solution \((u_\varepsilon, A_\varepsilon)\) such that \( u_\varepsilon^{-1}(0) \) lies uniformly close to \( M \), for \( r(x) = O(1) \), and its \( k \)-th end, \( k = 1, \ldots, m \) lies at uniformly bounded distance from the graph

\[ (x_3, x_4) = (F_k(x') + \varepsilon \lambda_k \log |x'|, 0), \quad |x'| \geq R_0. \tag{1.18} \]

As done in [13], we need to make a further geometric requirement on the \( \lambda_k \)'s. If two ends are parallel, say \( a_k = a_{k+1} \), then we will need that \( \lambda_{k+1} > \lambda_k \) for otherwise the graphs (1.18) will eventually intersect. For some \( \sigma \in (0, 1) \), we require

\[ \lambda_{k+1} - \lambda_k > 4/\sigma \quad \text{if} \quad a_{k+1} = a_k \tag{1.19} \]

With these assumptions we can state the general result.
Theorem 2. Let $M$ be as above. There is a number $\delta > 0$ such that for all sufficiently small $\varepsilon > 0$ and $\lambda = (\lambda_1, \ldots, \lambda_m)$ satisfying conditions (1.17) and (1.19) there exists a solution $(u_\varepsilon, A_\varepsilon)$ of problem (1.6) which as $\varepsilon \to 0$ satisfies

$$u_\varepsilon(x) = u_0\left(\frac{z-\varepsilon h(y)}{\varepsilon}\right) + O(\varepsilon^2), \quad A_\varepsilon(x) = \varepsilon^{-1} A_{01}\left(\frac{z-\varepsilon h(y)}{\varepsilon}\right) \nu(y) + \varepsilon^{-1} A_{02}\left(\frac{z-\varepsilon h(y)}{\varepsilon}\right) e_4 + O(\varepsilon)$$

for all points

$$x = y + z_1 \nu(y) + z_2 e_4, \quad y \in M, \quad |z| < \delta,$$

and where the smooth function $h : M \to \mathbb{R}^2$ satisfies

$$h(y) = \left((-1)^k \lambda_k \log |y'|, 0\right) + h_1(y) \quad y = (y', y^3, 0) \in M_k \times \{0\}.$$

with

$$\|h_1\|_{L^\infty(M)} \leq C\varepsilon. \quad (1.20)$$

Besides, $|u_\varepsilon| \to 1$ uniformly in compact subsets of $\mathbb{R}^4 \setminus M$.

The connection between critical points of functionals of Allen–Cahn or Ginzburg–Landau types and, respectively, codimension 1 and 2 minimal submanifolds has long been known, and a large literature has been dedicated to that subject. Among other works, in the Allen–Cahn case we can mention [25, 42, 21, 47, 38, 12, 13, 14, 32]. Limits of critical points of min-max type to build codimension 1 minimal surfaces on compact manifolds have recently been used in [6, 2, 15] as a PDE alternative to the Almgren–Pitts min-max approach [35, 24, 40].

As for complex-valued Ginzburg–Landau type equations, point vortex concentration in the two dimensional case has been analyzed in many works, among them the classical books [4, 39, 33]. In higher dimensions, limits towards geodesics in three dimensional space or more generally codimension 2 minimal surfaces have been analyzed from the optics of the calculus of variations in [37, 7, 22, 5, 27, 18, 34].

In the self-dual magnetic Ginzburg–Landau context of energy (1.1) in a compact manifold, Pigati and Stern [34] proved that critical points with uniformly bounded energies approach the weight measure of a stationary, codimension 2 integral varifold. Our result can be interpreted as a form of converse of their statement in the (non-compact) entire space for a special class of minimal submanifolds. In the recent work [23] Liu, Ma, Wei and Wu have found a different class of entire solutions to (1.6) connected with the so-called saddle solution of Allen–Cahn equation and a special minimal surface built by Arezzo and Pacard [1]. Symmetries allow them to reduce the problem to one in two variables.

After completing this paper, we became aware of the very interesting work by De Philippis and Pigati [10]. They have established a result that complements the findings in [34] for the scenario of a non-degenerate codimension 2 minimal submanifold. Their method, based on variational techniques, does not provide detailed asymptotic information. However, they have successfully resolved the more challenging case of Ginzburg–Landau equations where no induced magnetic field is present. Our techniques do not extend to cover that particular case.
2. Preliminaries

In this Section we discuss relevant features of the model that will be used in the proof of Theorems 1 and 2. We will discuss gauge invariance and its effect on the linearised operator, from which follows the important decomposition (2.10) below. Moreover, we set notation that will be used throughout the paper.

Here and in what follows we define the dot product between pairs as

\[
\left( \begin{array}{c} \phi \\ \omega \end{array} \right) \cdot \left( \begin{array}{c} \psi \\ \eta \end{array} \right) = \langle \phi, \psi \rangle + \epsilon^2 \omega \cdot \eta.
\]

For a pair \( W = (u, A) \), we define

\[
S(W) := \left( \begin{array}{c} -\epsilon^2 \Delta A u - \frac{1}{2} (1 - |u|^2) u \\ \epsilon^2 d^* dA - \langle \nabla^A u, iu \rangle \end{array} \right),
\]

so that \( W \) is a solution to (1.6) if and only if \( S(W) = 0 \).

2.1. Gauge invariance. One of the main features of energy (1.1) is its invariance under the action of the \( U(1) \) gauge group, namely

\[
E(G_\gamma(u, A)) = E(u, A)
\]

where \( G_\gamma \) is defined, for any real-valued map \( \gamma \), as

\[
G_\gamma(u, A) := (ue^{i\gamma}, A + d\gamma).
\]

One immediate consequence of this fact is that the global minimiser (1,0) is moved into other global minimisers by gauge transformations, providing directly a collection of solutions to \( S(W) = 0 \) given by

\[
(e^{i\gamma}, d\gamma).
\]

Solutions of the form (2.3) are called pure gauges. Formally, another way of writing pure gauges is

\[
(\psi, d\psi/i\psi), \quad \psi: \Omega \to S^1.
\]

where \( \Omega \) is the domain considered.

2.2. The linearised operator. The Fréchet derivative \( S'(W) \) around \( W \) is given by

\[
S'(W) \left( \begin{array}{c} \phi \\ \omega \end{array} \right) = \left( \begin{array}{c} -\epsilon^2 \Delta A \phi - \frac{1}{2} (1 - |u|^2) \phi + u \langle u, \phi \rangle + 2i \epsilon^2 \nabla^A u \cdot \omega - iud^* \omega \\ \epsilon^2 d^* d\omega + |u|^2 \omega - \langle \nabla^A u, i\phi \rangle - \langle \nabla^A \phi, iu \rangle \end{array} \right).
\]

If \( W \) is a solution, part of the kernel of \( S'(W) \) is given by the invariance of \( E \) under \( U(1) \)-gauge transformations \( G_\gamma \), given by (2.2), for any real-valued \( \gamma \). By direct linearisation, it is easy to see that for any real-valued map \( \gamma \)

\[
\Theta_W[\gamma] := \left( \begin{array}{c} iu \gamma \\ d\gamma \end{array} \right)
\]

(2.6)
belongs to \( \ker S'(W) \). We can give a characterization of the orthogonality to all elements in the form (2.6) by computing the formal adjoint of \( \Theta_W \): if \( \Phi = (\phi, \omega) \)

\[
\int \Phi \cdot \Theta_W[\gamma] = \int \left( \frac{\phi}{\omega} \right) \left( iu_{\gamma} \right) d\gamma = \int \langle \phi, iu \rangle + \varepsilon^2 \omega \cdot d\gamma = \int \gamma \left[ \varepsilon^2 d^* \omega + \langle \phi, iu \rangle \right],
\]

from where we infer that \( \Phi \) is orthogonal to the gauge-kernel if and only if

\[
\Theta_W[\Phi] := \varepsilon^2 d^* \omega + \langle \phi, iu \rangle = 0. \tag{2.7}
\]

The linearised operator (2.5) can be expressed in a more useful form, by the decomposition

\[
S'(W) \left( \begin{array}{c} \phi \\ \omega \end{array} \right) = \left( \begin{array}{c} -\varepsilon^2 A^2 \phi - \frac{1}{2} (1 - 3 |u|^2) \phi + 2i \varepsilon A^2 u \cdot \omega \\ -\varepsilon^2 \Delta \omega + |u|^2 \omega - 2 \langle \nabla A u, i \phi \rangle \end{array} \right) - \left( \begin{array}{c} iu (\varepsilon^2 d^* \omega + \langle \phi, iu \rangle) \\ d (\varepsilon^2 d^* \omega + \langle \phi, iu \rangle) \end{array} \right) \tag{2.8}
\]

where \( -\Delta := (d^* d + dd^*) \omega \) is the Hodge Laplacian on forms. Defining

\[
L_W \left( \begin{array}{c} \phi \\ \omega \end{array} \right) := \left( \begin{array}{c} -\varepsilon^2 A^2 \phi - \frac{1}{2} (1 - 3 |u|^2) \phi + 2i \varepsilon A^2 u \cdot \omega \\ -\varepsilon^2 \Delta \omega + |u|^2 \omega - 2 \langle \nabla A u, i \phi \rangle \end{array} \right), \tag{2.9}
\]

we can write (2.8) as

\[
S'(W)[\Phi] = L_W[\Phi] - \Theta_W \Theta_W^* [\Phi] \tag{2.10}
\]

and obtain a much clearer insight on the linearised. Indeed, for increments satisfying (2.7) we have \( S'(W)[\Phi] = L_W[\Phi] \) where \( L_W \) is an elliptic operator which behaves at infinity like \( -\Delta + \text{Id} \) for all finite energy configurations \( W \). For this reason, we refer to \( L_W \) as the gauge-corrected linearised.

The natural space where the operator \( L_W \) is defined and continuous is the space \( H^1_W(M) \) of functions \( \Phi = (\phi, \omega) \) for which the the covariant Sobolev norm

\[
\| \Phi \|^2_{H^1_W(M)} = \| \phi \|^2_{L^2(M)} + \| A^2 \phi \|^2_{L^2(M)} + \| \omega \|^2_{L^2(M)} + \| \nabla \omega \|^2_{L^2(M)} \tag{2.11}
\]

is finite, being \( \nabla \) the Levi-Civita connection on \( M \) and \( A \) the 1-form of \( W \). We introduce a notation that allows us to write in a compact way the gauge-corrected linearised \( L_W \). Define the following gradient-like operator

\[
\nabla_W \left( \begin{array}{c} \phi \\ \omega \end{array} \right) := \left( \begin{array}{c} \nabla A \phi \\ (d + d^*) \omega \end{array} \right), \tag{2.12}
\]

where again \( W = (u, A) \). Observe that applying the operator \( d^* + d \) to a \( p \) form one obtains the formal sum of a \((p - 1)\)-form and a \((p + 1)\)-form. In what follows this will not play a role; we only use it to be able to define the Hodge operator as a “square” of some first order operator

\[
\Delta \omega = (d + d^*) (d + d^*) \omega.
\]
If in particular $\omega$ is a 1-form, then we define for any vector $v$
\[ \nabla_{v,W} \left( \phi, \omega \right) := \nabla_W \left( \phi \right)(v) = \left( \nabla^A \phi \right) \cdot d\omega \cdot \left( v \right). \]
Composing $\nabla_W$ with its formal adjoint we obtain a laplacian-like operator
\[ -\Delta_W = \nabla^*_W \nabla_W \]
which explicitly reads
\[ -\Delta_W \left( \phi, \omega \right) = \left( -\Delta^A \phi - \Delta \omega \right). \]
With this notation, the linearised can be written as
\[ L_W[\Phi] = -\varepsilon^2 \Delta_W \Phi + \Phi + T_W \Phi \] (2.13)
where
\[ T_W \left( \phi, \omega \right) := \left( \frac{3}{2} (1 - |u|^2) \phi + 2i \varepsilon^2 \nabla^A u \cdot \omega \right). \]
The sense of this expression is that it highlights the behaviour at infinity of $L_W$, namely $L_W \sim -\Delta_W + \text{Id}$. This is due to the fact that $T_W$ vanishes at infinity whenever $W$ is a finite energy configuration, that is
\[ |u|^2 \to 1, \quad \nabla^A u \to 0 \quad \text{near } \infty. \]

2.3. The planar case. Suppose we have a solution $W_0 = (u_0, A_0)$ to $S(W_0) = 0$ in the Euclidean space $\mathbb{R}^n$. As pointed out in [43], in this case there is a $n$-parameter family of isometries of the space, namely the translations, that generate elements of the kernel of $S'(W_0)$. Direct differentiation along the $j$-th direction produces elements $V_j = (\partial_j u_0, \partial_j A_0)$ which are not in $L^2$ and in general have non-vanishing projection along the gauge-kernel. On the other hand, setting
\[ V_j := \tilde{V}_j - \Theta_{W_0}[A_{0j}] \] (2.14)
amounts to projecting $\tilde{V}_j$ onto the orthogonal of the gauge-kernel, in the sense that
\[ \Theta_{W_0}^*[V_j] = -\partial_i (\partial_j A_0) + \partial_{ii} A_{0j} + \left\langle \nabla^A_{0} u_0, iu_0 \right\rangle \\
= - \left( d^* dA_0 - \left\langle \nabla^A_{0} u_0, iu_0 \right\rangle \right)_j = 0. \]
for $j = 1, \ldots, n$. Moreover
\[ V_j = \left( \nabla^A_{0} u_0 \right) \in L^2(\mathbb{R}^n), \quad \forall j \in \{1, \ldots, n\}. \]

As already mentioned, one case that will be of particular interest for us is the planar case $\mathbb{R}^2$ with the single-vortex solution centred at the origin, that is, the solution $U_0 = (u_0, A_0)$ introduced in (1.3). The gauge-corrected linearised around $U_0$, which will be denoted with
\[ L := S'(U_0) + \Theta_{U_0}^* \Theta_{U_0}, \] (2.15)
is non-degenerate and stable, see [43] and [16], that its kernel is generated only by the elements (2.14), which in this case are given by

\[ V_1 = \left( \frac{f'}{a'} dt^2 \right), \quad V_2 = \left( \frac{if'}{a'} dt^1 \right), \]

(2.16)

being \( f \) and \( a \) the solutions to system (1.4). We claim that

\[ V_\alpha = (\nabla U_0 U_0)(e_\alpha) =: \nabla_{\alpha, U_0} U_0, \quad \alpha = 1, 2. \]

Indeed, using that \( d^* A_0 = 0 \), we have

\[ \nabla_{\alpha, U_0} \left( u_0 A_0 \right) = \left( \nabla^{A_0} u_0 \right) (e_\alpha) = \left( \frac{\partial_\alpha u_0 - iA_0 u_0}{(\partial_\beta A_0 a - \partial_\alpha A_0 \beta) dt^\beta} \right). \]

(2.17)

Let \( \alpha = 1 \); then, using the first order system (1.5), we have

\[
\begin{align*}
\partial_1 u_0 - iA_{01} u_0 &= e^{i\theta} \left[ f' \partial_1 r + if \partial_1 \theta - iaf \partial_1 \theta \right] \\
&= e^{i\theta} \left[ f' \cos \theta - if(1 - a) \frac{\sin \theta}{r} \right] \\
&= f' e^{i\theta} [\cos \theta - i \sin \theta] \\
&= f'
\end{align*}
\]

and

\[
\begin{align*}
(\partial_\beta A_{01} - \partial_1 A_{0\beta}) dt^\beta &= [\partial_1 (a \partial_2 \theta) - \partial_2 (a \partial_1 \theta)] dt^2 \\
&= a' (\partial_1 r \partial_2 \theta - \partial_2 r \partial_1 \theta) dt^2 \\
&= (a'/r) dt^2
\end{align*}
\]

With a similar calculation for the case \( \alpha = 2 \) we find

\[ \nabla_{\alpha, U_0} \left( u_0 \right) = \left\{ \begin{array}{ll} (f', \frac{\omega'}{r} dt^2)^T & \text{if } \alpha = 1 \\ (if', -\frac{\omega'}{r} dt^1)^T & \text{if } \alpha = 2 \end{array} \right. \]

and the claim is proved.

Let us denote \( Z_{U_0} := \ker L = \text{span}\{V_1, V_2\} \). As shown in [43], it holds the coercivity estimate on \( Z_{U_0}^\perp \)

\[
\langle L[\Phi], \Phi \rangle_{L^2} \geq c \|\Phi\|^2_{H^1_{U_0}}, \quad \forall \Phi \in Z_{U_0}^\perp \quad (2.18)
\]

for some \( c > 0 \). Lastly, we remark that the coercivity estimate (2.18) yields directly, via Lax–Milgram Theorem, to a solvability theory for the equation

\[ L[\Phi] = \Psi \quad \text{on } \mathbb{R}^2 \quad (2.19) \]

for a right-hand side \( \Psi \in Z_{U_0}^\perp \). Precisely it holds the following result.
Lemma 1. Let $\Psi \in L^2(\mathbb{R}^2)$ satisfy

$$\int_{\mathbb{R}^2} \Psi(t) \cdot V_\alpha(t) dt = 0, \quad \alpha = 1, 2,$$

where $V_\alpha$ is as in (2.16). Then there exists a unique solution $\Phi \in H^1_{U_0}(\mathbb{R}^2)$ to problem (2.19) satisfying

$$\int_{\mathbb{R}^2} \Phi(t) \cdot V_\alpha(t) dt = 0, \quad \alpha = 1, 2.$$

Besides,

$$\|\Phi\|_{H^1_{U_0}(\mathbb{R}^2)} \leq C \|\Psi\|_{L^2(\mathbb{R}^2)}.$$

for some $C > 0$.

3. Outline of the proof

In this section we sketch the proof of Theorems 1 and 2 and explain the main ideas. We follow the lines of [11, 12, 13, 14, 32, 33, 46], which consists of finding a precise global approximation starting from a non-degenerate lower dimensional solution and then we build an actual solution as a perturbation of such approximation. A major difference in this case is that the equation for the perturbation is a fixed point formulation whose main term has an infinite-dimensional kernel due to gauge invariance.

Firstly, we define the approximate solution, which in our case will be a pair denoted $W$. This will encode alone the local behaviour (1.15) around the vortex set. By embeddedness, any point sufficiently close to $M$ can be written in Fermi coordinates

$$x = X(y, z) = y + z_1 \nu_1(x) + z_2 \nu_2(y), \quad y \in M, \quad |z| < \delta.$$

We choose as a local approximation

$$W_0(y, z) = U_0 \left( \frac{z}{\varepsilon} - h(y) \right),$$

where we left implicit the composition with $X$ and $h: M \to \mathbb{R}^2$ is a parameter, which depends on $\varepsilon$. A precise calculation of the error of approximation $S(W_0)$, performed in §5.3, suggests that a better approximation is obtained by setting $W_1 = W_0 + \varepsilon^2 \Lambda$, where $\Lambda$ is a decaying term. Using the minimality of $M$, we compute

$$S(W_1) = \varepsilon^2 J[h]V_\alpha(t) + \varepsilon^3 (k_1^3 + k_2^3) t_1^2 V_\alpha(t) + \text{Rem}$$

where $k_1, k_2$ are the principal curvatures of $M$ and $\text{Rem} = O(\varepsilon^3 e^{-\sigma|t|})$. Here $t = z/\varepsilon - h(y)$ and $J$ is the Jacobi operator of $M$, namely the second variation of the area functional. This approximation will be good enough for our purposes. It remains to extend it beyond the support of the Fermi coordinates. For a suitable cut-off function $\zeta$ supported in a neighbourhood of $M$, we set

$$W = \zeta W_1 + (1 - \zeta) \Psi$$

where $\Psi$ is a pure gauge, carefully chosen in order to create only very small extra terms in the global error $S(W)$. 
Next, we set up the perturbation scheme. We seek a true solution of the form $W + \Phi$, which is equivalent to solving

$$S(W + \Phi) = 0 \quad \text{in } \mathbb{R}^4,$$

where $S$ is given by (2.1). We write, equivalently

$$S'(W)[\Phi] = -E - N(\Phi)$$

where $E = S(W)$ is the error of approximation, $S'(W)$ is the linearised operator of (2.1) and

$$N(\Phi) = S(W + \Phi) - S(W) - S'(W)[\Phi]$$

is formally a quadratic operator in $\Phi$. Starting from (3.3), it is evident that finding a bounded (in a suitable topology) inverse to the linearised operator $S'(W)$ will allow us rephrase the equation for $\Phi$ as a fixed point problem. However, as already mentioned, gauge-invariance makes the invertibility of $S'(W)$ challenging. Rather than this, we develop an invertibility theory for

$$S'(W) + \Theta_W \Theta_W = L_W$$

which is the “gauge-corrected” linearised. More precisely, the key equation to be solved is

$$L_W[\Phi] + E + N(\Phi) = 0 \quad \text{in } \mathbb{R}^4.$$

By doing so, for such $\Phi$ the it will hold

$$S(W + \Phi) = -\Theta_W \Theta_W[\Phi]$$

(3.5)

So the price to pay for this correction is the presence of a right-hand side in (3.2). Actually, as we will see shortly, the natural degeneracies of the manifold due to ambient isometries prevent, in principle, the possibility of solving (3.4) as it is. Again, the equation is solvable up to a correction term on the right-hand side, which will be added to the one already present in (3.5). Lastly, we will show a posteriori that the natural symmetries of the solution constructed will make all these correction terms vanish, thus finding a true solution.

The main technical result of the paper is the invertibility theory for $L_W$. The proof is based on the fact that, close to the manifold, it holds

$$L_W[\Phi] = L[\Phi] - \varepsilon^2 \Delta_M \Phi + O(\varepsilon^2 D\Phi)$$

where $D$ is a first order operator and we denoted $\Delta_M(\varphi, \eta) = (\Delta_M \varphi, \Delta_{H,M} \eta)$, being $\Delta_{H,M} = d^* d + dd^*$ the Hodge Laplacian on $M$. Here, $L$ is the 2-dimensional linearised given by (2.15) and it is independent by the $y$ variable. From this expression, it can be seen the role of the Jacobi operator in the resolution of (3.4): we can formally write it as

$$L[\Phi] = -E - N(\Phi) + \varepsilon^2 \Delta_M \Phi + O(\varepsilon^2 D\Phi).$$

(3.6)

We can obtain an improvement of the approximation by solving $L[\Phi] = -E$. According to Lemma 1, this is doable if for every $y \in M$

$$\int_{\mathbb{R}^2} E(y, t) \cdot V_\beta(t) = 0, \quad \beta = 1, 2.$$

(3.7)
Using (3.1), (3.7) becomes
\[
\varepsilon^2 \mathcal{J}[h](y) \int_{\mathbb{R}^2} |V_\alpha(t)|^2 \, dt + \varepsilon^3 (k_1^3(y) + k_2^3(y)) \int_{\mathbb{R}^2} t_1^2 |V_\alpha(t)|^2 \, dt + \int_{\mathbb{R}^2} \text{Rem} \cdot V_\alpha(t) \, dt = 0
\]

An equation of this form can indeed be solved, using the nondegeneracy hypothesis of the Jacobi operator, up to adding corrections terms proportional to the Jacobi fields (1.12).

To sum up, the proof is divided into the following steps:

- Define an approximation to a solution \( W_0 \), locally around \( M \), using the canonical profile \( U_0 \).
- Add a correction term of order \( \varepsilon^2 \) to \( W_0 \), obtaining an improved approximation \( W_1 \).
- Glue \( W_1 \) to a suitable pure gauge defined away from \( M \), to get a global approximation \( W \).
- After formulating the problem as a fixed point, solve using the invertibility theory of the gauge-corrected linearised, up to a correction term that depends on \( h \).
- Use the nondegeneracy hypothesis for the Jacobi operator to find a suitable perturbation \( h \) that cancels the correction term above. We can do so up to adding new correction terms.
- Show that the corrections automatically vanish.

4. Norms

In this section we introduce several norms which will be used throughout the rest of the paper. For \( 0 < \gamma < 1 \) we denote
\[
\|\varphi\|_{C^{0,\gamma}(\Lambda)} := \|\varphi\|_{L^\infty(\Lambda)} + \sup_{p \in \Lambda} [\varphi]_{\gamma,B(p,1)}
\]
where
\[
[\varphi]_{\gamma,X} := \sup_{x,y \in X, x \neq y} \frac{|\varphi(x) - \varphi(y)|}{|x - y|^{\gamma}}
\]
is the usual Hölder box. The \( C^{k,\gamma} \) norm is defined as
\[
\|\varphi\|_{C^{k,\gamma}(\Lambda)} := \|\varphi\|_{C^{0,\gamma}(\Lambda)} + \|D^k \varphi\|_{C^{0,\gamma}(\Lambda)}.
\]
In what follows we will need to measure the size and decay of three types of functions, namely those defined on \( M \), those defined on the product \( M \times \mathbb{R}^2 \) and those defined on \( \mathbb{R}^4 \).

**Norms on \( M \).** Let \( \phi \) be a function defined on \( M \). We want to define a norm to account the decay of \( \phi \) along the manifold. We defined the map
\[
r(y) = \sqrt{1 + |\iota(y)|^2}, \quad y \in M
\]
where \( \iota \) is the embedding \( M \to \mathbb{R}^3 \). We set
\[
\|\phi\|_{C^{0,\gamma}(M)} := \|r^{\mu} \phi\|_{C^{0,\gamma}(M)}
\]
and, for \( k \geq 1 \),
\[
\|\phi\|_{C^{k,\gamma}(M)} := \|\phi\|_{C^{0,\gamma}(M)} + \|D^k \phi\|_{C^{0,\gamma}(M)}.
\]
Norms on $M \times \mathbb{R}^2$. We will use a weighted version of (4.3). For $\mu \geq 0$ and $\sigma \in (0,1)$, let
\[
\|\varphi\|_{C^{0,\gamma}_{\mu,\sigma}(M \times \mathbb{R}^2)} := \|r^\mu e^{\sigma|t|}|\varphi\|_{C^{0,\gamma}(M \times \mathbb{R}^2)}
\]  
and, for any $k \geq 1$,
\[
\|\varphi\|_{C^{k,\gamma}_{\mu,\sigma}(M \times \mathbb{R}^2)} := \|\varphi\|_{C^{0,\gamma}_{\mu,\sigma}(M \times \mathbb{R}^2)} + \|D^k \varphi\|_{C^{0,\gamma}_{\mu,\sigma}(M \times \mathbb{R}^2)}
\]  
We will use the norms (4.5) and (4.6) indistinctly for functions $\varphi = \varphi(y, x)$ defined on $M \times \mathbb{R}^2$ and for functions $\varphi = \varphi(X_h(y, x))$, possibly defined in the whole space $\mathbb{R}^4$ but supported in a region where Fermi coordinates are defined, and hence understood as defined on $M \times \mathbb{R}^2$.

Norms on $\mathbb{R}^4$. Finally we introduce a standard weighted norm in the whole space $\mathbb{R}^4$, simply by setting
\[
\|\psi\|_{C^{0,\gamma}_{\mu}(\mathbb{R}^4)} := \|(1 + |x|)\mu \psi\|_{C^{0,\gamma}(\mathbb{R}^4)}
\]  
and
\[
\|\psi\|_{C^{k,\gamma}_{\mu}(\mathbb{R}^4)} := \|\psi\|_{C^{0,\gamma}_{\mu}(\mathbb{R}^4)} + \|D^k \psi\|_{C^{0,\gamma}_{\mu}(\mathbb{R}^4)}
\]  
where $\psi$ is defined in $\mathbb{R}^4$ and $\mu \geq 0$.

5. The approximate solution

Now we start carrying out the details of the proof, beginning with the construction of the first, local approximation $W_0$. In what follows, $M \subset \mathbb{R}^4$ is a two dimensional complete, minimal surface with finite total curvature, which is non-degenerate in the sense of (1.13). We consider the case in which $M$ is embedded in $\mathbb{R}^3$ and that the subsequent immersion in $\mathbb{R}^4$ is done in the canonical way.

In the following calculations we will always adopt the following convention unless differently specified: Latin letters classically used for indexing ($i, j, k, \ldots$) will be used for tangential coordinates to the manifold, while Greek letters ($\alpha, \beta, \gamma, \ldots$) will denote coordinates in the normal direction. If needed, we will use the first letters of the Latin alphabet ($a, b, c \ldots$) to indicate all coordinates at once.

5.1. First local approximation. We parametrise a neighbourhood of $M$ in $\mathbb{R}^4$ as follows: let $(\nu_1, \nu_2) := (\nu, e_4)$ and let $X : \mathcal{O} \rightarrow \mathcal{N}$, given by
\[
X(y, z) = y + z^\beta \nu_\beta(y)
\]  
be the Fermi coordinates around $M$. We can choose
\[
\mathcal{O} = \{ (y, z) \in M \times \mathbb{R}^2 : |z| < \tau(y) \}
\]  
where $\tau : M \rightarrow \mathbb{R}^+$ is given by
\[
\tau(y) = \delta \log(1 + r(y)), \quad r(y) = \sqrt{1 + |\nu(y)|^2},
\]  
being $\nu : M \rightarrow \mathbb{R}^4$ the immersion, and
\[
\mathcal{N} := X(\mathcal{O}).
\]
Let now \( h = (h^1, h^2) \) be a vector-valued function defined on \( M \) and consider the change of coordinates

\[
z = \varepsilon(t + h(y)),
\]

which generates a new parametrisation \( X_h : \mathcal{O}_h \to \mathcal{N} \) given by

\[
X_h(y, t) = y + \varepsilon(t^\beta + h^\beta(y))v_\beta(y)
\]

(5.3)

where

\[
\mathcal{O}_h = \{(y, t) \in M \times \mathbb{R}^2 : |t + h(y)| < \tau(y)/\varepsilon\}.
\]

Observe that, in principle, with this choice of \( \tau \) the map \( X \) is not necessarily one-to-one. On the other hand, in §5.2 below we will make a precise assumption on \( h \) that will guarantee injectivity for \( X_h \). We define the first approximation to be

\[
W_0(y, t) := U_0(t)
\]

(5.4)

where \( U_0 = (u_0, A_0) \) is given by (1.3) and we left implicit the composition with the chart \( X_h \).

5.2. Precise assumptions on \( h \). Here we state precisely what the assumptions on the vertical perturbation \( h \) are. As we have seen in Section 3 the step of making the projections vanish will amount to solve a system having as a principal part the Jacobi operator of \( h \), which in our case reads

\[
\mathcal{J}[h] = \left( \frac{\Delta_M h^1 + |A_M|^2 h^1}{\Delta_M h^2} \right)
\]

(5.5)

and such system will be solved via a fixed point argument in a space of functions whose size is small in \( \varepsilon \). This procedure is not doable in a straightforward way as the right-hand side of the fixed point is not automatically small.

This issue has already been addressed in [13, §3.3] and is due to the fact that if two consecutive ends of \( M \) are parallel, the error of approximation created in the region between the two ends is very small but does not decay with the distance from the origin, and eventually dominates the whole right-hand side.

This issue can be solved by adjusting the parameter \( h \). Consider any \( m \)-tuple of real numbers \((\lambda_1, \ldots, \lambda_m)\) satisfying

\[
\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_m, \quad \sum_{j=1}^m \lambda_j = 0.
\]

(5.6)

We have the following result, the proof of which is postponed to Section 12.

**Lemma 2.** For any real numbers \( \lambda_1, \ldots, \lambda_m \) satisfying (5.6) there exists a smooth function \( h^1_0 \), defined on \( M \), such that

\[
\Delta_M h^1_0 + |A_M|^2 h^1_0 = 0 \quad \text{on } M
\]

and such that on each end \( M_j \)

\[
h^1_0(y) = (-1)^j \lambda_j \log r + \eta \quad \text{on } M_j,
\]
where $\eta$ satisfies
\[ \|\eta\|_{L^\infty(M)} + \|x^2 D\eta\|_{L^\infty(M)} < +\infty. \]

We remark that the gap condition (1.19) is not necessary for the proof of Lemma 2 but will be useful later to obtain estimates.

At this point we make the following assumption: we write
\[ h := h_0 + h_1. \]

For any vector $\lambda$ satisfying (5.6) let $h_1^0$ be the function predicted by Lemma 2 and let $h_0 := (h_1^0, 0)$. As explained in [13, §3.3], such choice of $h_1^0$ will let the ends of the $h$-perturbed manifold drift apart fast enough to prevent the creation of the non-decaying error term. On the other hand, we assume for $h_1$ that for some $C > 0$
\[ \|h_1\|_* := \|h_1\|_\infty + \|D_M h_1\|_{C^2_2(M)} + \|D_M^2 h_1\|_{C^4_4(M)} \leq C\varepsilon. \] (5.7)

5.3. The size of the error $S(W_0)$. In order to measure how good $W_0$ is as an approximation we compute the error of approximation $S(W_0)$ in $\mathcal{N}$, where $S$ is given by (2.1). We begin by expressing the differential operators, namely the connection Laplacian and $d^*d$, in coordinates $X_h$.

Given a 1-form $\omega = \omega_a dx^a$ the general coordinate expression for $-\Delta \omega$ is
\[ -\Delta \omega = \frac{1}{\sqrt{\det g}} \partial_a \omega \left( \sqrt{\det g} g^{ab} \partial_b \omega \right) \]
being $\partial_a \omega = \partial_a - i\omega_a$ the components of the connection gradient $\nabla \omega$. Similarly, the operator $d^*d$ acting on 1-forms can be written in the following way: let $\omega_{ab} := \partial_a \omega_b - \partial_b \omega_a$. Then
\[ d^*d\omega = -\frac{1}{\sqrt{\det g}} g_{ab} \partial_c \left( \sqrt{\det g} g^{dc} g^{eb} \omega_{de} \right) dx^a. \]

We will first write the operators in coordinates $X$. First, remark that the Euclidean metric on $\mathcal{N}$ can be expressed as a function of Fermi coordinates as a block matrix
\[ g = \begin{pmatrix} g_z & 0 \\ 0 & I_2 \end{pmatrix}, \]
where $I_2$ is the $2 \times 2$ identity matrix. This is a consequence of the well-known corresponding expression in codimension 1 (see, for instance, [14, Lemma 11.1]) and our choice of embedding in $\mathbb{R}^4$. In particular, we can write
\[ g^{ij} = g_z^{ij}, \quad g^{j\alpha} = 0, \quad g^{\alpha\beta} = \delta_{\alpha\beta}, \quad \text{on } \mathcal{N} \]
where $g_z^{ij}$ is the metric restricted to the manifold
\[ M_z = \{ y + z^1 \nu(y) : y \in M \}. \] (5.8)
We introduce the functions
\[ a_{ij} = g_{ij}, \]
\[ b_{ik} = \frac{1}{\sqrt{\det g}} g_{ik} \partial_j \left( g_{ij}^{\alpha} g^\alpha k \sqrt{\det g} \right), \]
\[ c^k = \frac{1}{\sqrt{\det g}} \partial_j \left( \sqrt{\det g} g^{jk} \right), \]
\[ d_{jk}^\beta = \frac{1}{\sqrt{\det g}} g_{ij} \partial_k \left( g^{ik} \sqrt{\det g} \right), \]
and let
\[ H_{z}^\beta = -\frac{1}{\sqrt{\det g}} \partial_j \left( \sqrt{\det g} \right) \]
be the mean curvature in the direction of \( \nu_\beta \). Observe that by the flatness of the immersion, \( H_z^2 \equiv 0 \). The mean curvature vector \( H_z \) can be expanded in terms of the principal curvatures of \( M \) as
\[ H_z(y) = H_z^1(y) \nu(y) = \left( \sum_{\ell=1}^{2} \frac{k_{\ell}(y)}{1 - z^1 k_{\ell}(y)} \right) \nu(y), \]
see [12]. In particular, we write
\[ H_z^1(y) = \sum_{k=1}^{\infty} (z^1)^{j-1} H_j(y), \quad H_j(y) := k_j^1 + k_j^2. \] (5.9)
We will use a truncated expansion
\[ H_z^1(y) = z^1 |A_M|^2 + (z^1)^2 H_3(y) + \bar{H}(y) \] (5.10)
where we used the minimality of \( M \). See for instance [12]. Let us consider local coordinates for \( M \) around a generic point \( p \), namely
\[ y = \varphi_p(\xi_1, \xi_2), \quad |\xi| < \rho. \]
Using these, we end up with the following coordinate expression for the operators
\[ -\Delta^\omega \phi = -a_{ij}^{ij} \partial_i^J \phi - c^i \partial_j^J \phi - \partial_{\alpha \alpha}^\omega \phi + H_z^\alpha \partial_{\alpha}^\omega \phi \] (5.11)
\[ d^* d \omega = -a_{ij}^{ij} \partial_j \omega_{ik} d\xi^k - b_{ik}^{ij} \omega_{ij} d\xi^k - \partial_{\beta} \omega_{\beta \gamma} d\xi^\gamma + H_z^\beta \omega_{\beta \gamma} d\xi^\gamma \] (5.12)
where we recall that all coefficients are evaluated at \( (\xi, z) \). Here we are abusing again the notation, leaving implicit the composition with the chart. We can also expand
\[ a_{ij}^{ij}(\xi, z) = a_{ij}^0(\xi) + z^\beta a_{ij}^{1,\beta}(\xi, z) \]
\[ c^i(\xi, z) = c^i_0(\xi) + z^\beta c^i_{1,\beta}(\xi, z) \]
and obtain
\[ a^{ij} \partial_{ij} + e^i \partial_i = \Delta_M + \varepsilon(t^\beta + h^\beta) \left( a^{ij}_{1,\beta} \partial_{ij} + c^i_{1,\beta} \partial_i \right) \]
\[ =: \Delta_M + \varepsilon(t^\beta + h^\beta) D_{1,\beta}. \] (5.13)

Next we analyse how these expansions transform when we switch to \( X_h \). In what follows we will denote \( h^\beta_j = \partial_j h^\beta \), \( h^\beta_{ij} = \partial_{ij} h^\beta \) and so on. Changing coordinates yields, for a function \( \phi = \phi(\xi, t) \) and a 1-form \( \omega = \omega(\xi, t) dt^\alpha \), to
\[ -\varepsilon^2 \Delta^\omega \phi = -\varepsilon^2 \Delta^\omega_M \phi - \partial^\omega_{\alpha \alpha} \phi + \varepsilon H^\beta_2 \partial^\omega_{\alpha} \phi + \varepsilon^2 (\Delta_{M^\varepsilon} h^\beta) \partial^\omega_{\beta} \phi \]
\[ + \varepsilon a^{jk} \left[ h^\beta_k \partial^\omega_{\beta} \phi + h^\gamma_j \partial^\omega_{\gamma} \phi \right] - \varepsilon^2 a^{jk} h^\beta_j h^\beta_k \partial^\omega_{\beta} \phi, \]
and
\[ \varepsilon^2 d^* d_{\varepsilon, \omega} = -a^{ij} \left( e^2 \partial_j \omega_{ik} - e h^\beta_{ij} \partial^\omega_{\beta} \omega_{ik} - e h^\beta_{ij} \partial^\omega_{\beta} \omega_{jk} - e^2 h^\beta_{ij} \omega_{\beta k} \right) \]
\[ - \varepsilon^2 h^\beta_{jk} \omega_{ik} + \varepsilon^3 h^\gamma_{ij} h^\beta_{jk} \omega_{\gamma k} + \varepsilon^3 h^\gamma_{ij} h^\beta_{jk} \omega_{\gamma k} \] \[ - \varepsilon^2 h^\beta_{jk} \left( \omega_{\beta j} - h^\gamma_j \omega_{\beta \gamma} \right) \partial^\omega_{\gamma k} - \varepsilon^2 h^\gamma_j \left( \omega_{\beta \gamma} - \omega_{\beta \gamma} \right) \partial^\omega_{\gamma k} \]
\[ - \partial^\omega_{\beta \gamma} dt^\gamma + \varepsilon H^\beta_2 \omega_{\beta \gamma} dt^\gamma - \varepsilon c^i \left( \omega_{i \gamma} - e h^\beta_i \omega_{\beta \gamma} \right) dt^\gamma \]
\[ - a^{ij} \left( e \partial_j \omega_{i \gamma} - e h^\beta_{ij} \partial^\omega_{\beta \gamma} - e^2 h^\beta_{ij} \omega_{\beta \gamma} - e h^\beta_{ij} \partial^\omega_{\beta \gamma} + e^2 h^\beta_{ij} \partial^\omega_{\beta \gamma} \right) dt^\gamma \]
where all coefficients above have to be evaluated either at \((\xi)\) or \((\xi, t + h)\). A useful remark which applies to our case is that if the 1-form \( \omega \) is purely orthogonal to \( M \), in the sense that \( \omega = \omega_{\alpha}(t) dt^\alpha \), then only the terms of the form \( \omega_{\beta \gamma} \) don’t vanish and hence
\[ \varepsilon^2 d^* d\omega = \left( -\partial^\omega_{\beta \gamma} + \varepsilon H^\beta_2 \omega_{\beta \gamma} + \varepsilon^2 (\Delta_{M^\varepsilon} h^\beta) \omega_{\beta \gamma} - \varepsilon^2 a^{ij} h^\beta_j \partial^\omega_{\beta \gamma} \right) dt^\gamma \]
\[ + \left( -\varepsilon^3 a^{ij} h^\beta_i h^\beta_j \partial_{\beta \gamma} - \varepsilon^3 b^{ij} h^\beta_i h^\beta_j \omega_{\beta \gamma} + \varepsilon^3 d^j_k h^\beta_j \omega_{\beta \gamma} + \varepsilon^2 h^\gamma_k H^\beta_2 \omega_{\beta \gamma} + \varepsilon^3 h^\gamma_k h^\beta_j \omega_{\beta \gamma} \right) d\xi^k. \]
Evaluating \( S(W_0) \) using the formulas just found and the fact that \( U_0 \) solves (1.2), we find
\[ S(W_0) = \varepsilon^2 (\Delta_{M^\varepsilon} h^\beta) V_\beta + \varepsilon H^\beta_2 V_\beta - \varepsilon^2 a^{ij} h^\beta_j \nabla_{\beta \gamma} U_0 + R(h) \] (5.14)
where \( V_\beta(t) \) is as in (2.16),
\[ \nabla_{\beta \gamma} U_0 \equiv \nabla_{U_0} (\nabla_{U_0} U_0(e_\beta))(e_\gamma) \] (5.15)
being \( \nabla_{U_0} \) as in (2.12), and
\[ R(h) = O(\varepsilon^2 (h + \nabla h) \nabla_{\beta \gamma} U_0). \]
Now, let $\sigma \in (0, 1)$. Using (5.10) and (5.13), we can write the following expansion of the first error of approximation

$$S(W_0) = \varepsilon^2(\Delta_M h_1^2 + |A_M|^2 h_1^2)\mathcal{V}_1 + \varepsilon^2(\Delta_M h_1^2)\mathcal{V}_2$$

$$+ \varepsilon^2 t^1 |A_M|^2 \mathcal{V}_1 + \varepsilon^3(t^1 + h^1)^2 H_3 \mathcal{V}_1 + \varepsilon H \mathcal{V}_1$$

$$+ \varepsilon^3(t^\beta + h^\beta) (D_{1,\beta} h_1) \mathcal{V}_1 + \varepsilon^3(t^\beta + h^\beta) (D_{1,\beta} h_2) \mathcal{V}_2$$

$$- \varepsilon^2 a_{ij}^0 \partial_i h_0^\beta \partial_j h_0^\gamma \nabla_{\beta,\gamma} U_0 - 2\varepsilon^2 a_{ij}^0 \partial_i h_0^\beta \partial_j h_0^\gamma \nabla_{\beta,\gamma} U_0$$

$$- \varepsilon^2(2\varepsilon + h^\delta) a_{ij}^0 \partial_i h_0^\beta \partial_j h_0^\gamma \nabla_{\beta,\gamma} U_0$$

$$- \varepsilon^2(2\varepsilon + h^\delta) a_{ij}^0 \partial_i h_0^\beta \partial_j h_0^\gamma \nabla_{\beta,\gamma} U_0$$

$$+ O(\varepsilon^3 r^{-4} e^{-\sigma|t|})$$

where $\nabla_{\beta,\gamma}$ is as in (5.15).

### 5.4. Improvement of approximation

The term

$$\mathcal{E}(y, t) = \varepsilon^2 |A_M(y)|^2 t^1 \mathcal{V}_1(t) - \varepsilon^2 a_{ij}^0(y) \partial_i h_0^\beta(y) \partial_j h_0^\gamma(y) \nabla_{\beta,\gamma} U_0(t)$$

appearing in (5.16) is the largest term of the error not contributing to the projections, in the sense that

$$\int_{\mathbb{R}^2} \mathcal{E}(y, t) \cdot \mathcal{V}_\alpha(t) dt = 0.$$  (5.18)

Next step will be to improve the approximation $W_0$ in order to eliminate (5.17). While it may not be strictly necessary, including it makes the expansions of both $h$ and the remainder $\Phi$ more precise. The solvability conditions are indeed automatically satisfied in the terms quadratic in $\varepsilon$.

Thus we improve the approximation, and we do so by setting

$$W_1(y, t) := W_0(t) + \varepsilon^2 \Lambda(y, t).$$

We remark that all terms $W_0$, $W_1$ and $\Lambda$ are defined only in a region close to $M$ as they are all defined through Fermi coordinates. The corresponding error can be written as

$$S(W_1) = S(W_0) + \varepsilon^2 S'(W_0)[\Lambda] + N_0(\varepsilon^2 \Lambda)$$

$$= S(W_0) + \varepsilon^2 L[\Lambda] + \varepsilon^2(S'(W_0) - L)[\Lambda] + N_0(\varepsilon^2 \Lambda) \quad \text{in } N.$$

We recall that $L$ is the two-dimensional linearised around $U_0$ given by (2.15), and we defined

$$N_0(\varepsilon^2 \Lambda) := S(W_0 + \varepsilon^2 \Lambda) - S(W_0) - \varepsilon^2 S'(W_0)[\Lambda].$$

If we choose $\Lambda$ such that

$$L[\Lambda] = -|A_M(\varepsilon y)|^2 t^1 \mathcal{V}_1 + a_{ij}^0(\varepsilon y) \partial_i h_0(\varepsilon y) \partial_j h_0(\varepsilon y) \nabla_{\beta,\gamma} U_0$$

then the term (5.17) in the error of approximation will be erased. It is natural to look for a solution of the form

$$\Lambda(y, t) = -|A_M(\varepsilon y)|^2 \Lambda_1(t) + a_{ij}^0 \partial_i h_0(\varepsilon y) \partial_j h_0(\varepsilon y) \Lambda_{\beta,\gamma}(t)$$
where
\[ L[\Lambda_1] = t^1 \mathbf{V}_1(t), \quad L[\Lambda_{\beta\gamma}] = \nabla_{\beta\gamma} U_0(t) \] (5.19)

The existence of such solutions is given by Lemma 1, given that the right-hand sides satisfy the orthogonality conditions
\[ \int_{\mathbb{R}^2} t^1 \mathbf{V}_1(t) \cdot \mathbf{V}_\alpha(t) dt = 0, \quad \int_{\mathbb{R}^2} \nabla_{\beta\gamma} U_0(t) \cdot \mathbf{V}_\alpha(t) dt = 0, \quad \alpha = 1, 2. \]

Also, since the right hands sides in (5.19) are both \( O(e^{-|t|}) \) for \(|t| \) large a standard barrier argument along with the fact that \( \mathbf{L} \sim -\Delta + \mathbf{Id} \) at infinity ensures that
\[ \sup_{t \in \mathbb{R}^2} e^{\sigma |t|} |\Lambda(y, t)| < \infty, \quad \forall y \in M, \]

for any \( 0 < \sigma < 1 \). In this way, the biggest part of \( \mathcal{S}(W_0) \) not contributing to the projections is erased. We can estimate the error created in \( \mathcal{N} \)
\[ e^2 (\mathcal{S}'(W_0) - L) [\Lambda] + N_0(e^2 \Lambda) = -e^4 \left( |\mathbb{A}_M|^2 \nabla_{1, U_0} \Lambda_1 - a^i_0 \partial_h h^0_0 \partial_j h^0_0 \nabla_{1, U_0} \Lambda_{\beta\gamma} \right) (\Delta_M h^1_1) \]
\[ - e^4 \left( |\mathbb{A}_M|^2 \nabla_{2, U_0} \Lambda_1 - a^i_0 \partial_h h^0_0 \partial_j h^0_0 \nabla_{2, U_0} \Lambda_{\beta\gamma} \right) (\Delta_M h^2_1) \]
\[ - 2e^2 a^i_0 \partial_h h^0_0 \partial_j h^0_0 \nabla_{\beta\gamma} U_0 - e^2 a^i_0 \partial_h h^0_0 \partial_j h^0_0 \nabla_{\beta\gamma, U_0} U_0 \]
\[ - e^3 (\epsilon^\delta + h^\delta) a^i_0 \delta \partial_h h^0_0 \partial_j h^0_0 \nabla_{\gamma \gamma, U_0} U_0 - 2e^3 (\epsilon^\delta + h^\delta) a^i_0 \delta \partial_h h^0_0 \partial_j h^0_0 \nabla_{\gamma \gamma, U_0} U_0 \]
\[ - e^3 (\epsilon^\delta + h^\delta) a^i_0 \delta \partial_h h^0_0 \partial_j h^0_0 \nabla_{\gamma \gamma, U_0} U_0 + R_1(y, t, h, \nabla_M h) \] (5.20)

where
\[ |R_1(y, t, \iota, \varsigma)| + |\partial_t R_1(y, t, \iota, \varsigma)| + |\partial_\iota R_1(y, t, \iota, \varsigma)| \leq C\varepsilon^3 (1 + r(y))^{-4} e^{-\sigma |t|}, \]

and we used that \( \mathcal{J}[h_0] = 0 \). Using (1.11) we can estimate term by term the error (5.20).

For instance
\[ \|e^2 (\Delta_M h^1_1 + |\mathbb{A}_M|^2 h^1_1) \mathbf{V}_1 \| \leq C\varepsilon^2 \|D^2 h_1\| \left\| C^\alpha_{\gamma}(M) \right\| \|e^{\sigma |t|} \mathbf{V}_1\|_{L^\infty(\mathbb{R}^2)} r^{-4} e^{-\sigma |t|} \]
\[ + C\varepsilon^2 \|h_1\|_{\infty} \|e^{\sigma |t|} \mathbf{V}_1\|_{L^\infty(\mathbb{R}^2)} r^{-4} e^{-\sigma |t|} \]

or in other words
\[ \|e^2 (\Delta_M h^1_1 + |\mathbb{A}_M|^2 h^1_1) \mathbf{V}_1 \|_{C^\alpha_{\gamma}(M \times \mathbb{R}^2)} \leq C\varepsilon^3. \]

Similar calculation can be carried out for all the other terms in the expression of \( S(W_1) \).

In all we get
\[ \|S(W_1)\|_{C^\alpha_{\gamma}(M \times \mathbb{R}^2)} \leq C\varepsilon^3 \] (5.21)
Now that we know precisely the size of all the terms involved in the error (5.20), all that is left to obtain an actual approximation is to extend it beyond the support of the Fermi coordinates.

5.5. The global approximation. The approximation obtained so far is sufficient for our purposes when considered in a neighbourhood of \( M \). Next step is to extend \( W_1 \) beyond the support of the Fermi coordinates in a way that keeps the error \( S \) small in a norm that accounts decay along the ends. We begin by considering an extension of the set \( \mathcal{N} \) previously defined where the Fermi coordinates are still well-defined and the error of approximation maintains the same size. Let

\[
\mathcal{O}' = \{(y, t) \in M \times \mathbb{R}^2 : |t + h_1(y)| < g(y)/\varepsilon\}
\]

where

\[
g(y) := \delta + \frac{4\varepsilon}{\sigma} \log(1 + r(y))
\]

and \( \delta \) is a small positive number. Remark that \( \varepsilon |t + h_1| = |z - \varepsilon h_0| \) where \( z \) is the normal coordinate to the manifold. This means that setting

\[
\mathcal{N}' = X_h(\mathcal{O}'),
\]

where \( X_h \) is given by (5.3), then \( \mathcal{N}' \) describes a tubular (expanding) neighbourhood centred on the \( h_0 \)-shifted manifold

\[
M_0 := \{y + \varepsilon h_0(y) \nu(y) : y \in M\}
\]

but expanding quicker than \( \mathcal{N} \) along the ends. Observe that \( X_h \) is one-to-one in \( \mathcal{O}' \) thanks to assumption (1.19) and the fact that \( h_1 = O(\varepsilon) \), which means that Fermi coordinates are still well defined in \( \mathcal{N}' \).

Let now \( \zeta \) be a smooth cut-off function such that \( \zeta(s) = 1 \) if \( s < 1 \) and \( \zeta(s) = 0 \) if \( s > 2 \). For \( \delta > 0 \), we define

\[
\zeta_\delta(x) := \begin{cases} 
\zeta(|t + h_1(y)| - g(y)/\varepsilon - 3) & \text{if } x = X_h(y, t) \in \mathcal{N}' \\
0 & \text{otherwise}
\end{cases}
\]

We will define the approximate global solution as

\[
W := \zeta_\delta W_1 + (1 - \zeta_\delta) \Psi
\]

where \( \Psi = (\psi, d\psi/i\psi) \) is a pure gauge of the form (2.4), for some \( S^1 \)-valued function \( \psi \) which is smooth in the support of \( (1 - \zeta_\delta) \). This ensures that away form the manifold \( W \) is a solution, precisely

\[
S(W) = S(\Psi) = 0 \quad \text{on } \{\zeta_\delta = 0\}
\]

independently on the choice of \( \psi \), as long as it is regular enough. On the other hand, we need to choose the function \( \psi \) such that \( \Psi \) glues well with \( W_1 \) on the set \( \{0 < \zeta_\delta < 1\} \), to avoid the creation of a large error. Let us recall that

\[
W_1(y, t) = \left(\frac{f(\rho)e^{i\theta}}{a(\rho)d\theta}\right) + O(\varepsilon^2 r(y)^{-4} e^{-\sigma|\ell|})
\]
where \((\rho, \theta)\) are the polar coordinates relative to \((t^1, t^2)\). Also, remark that as \(\rho = |t|\) grows large it holds
\[
1 - f(\rho) = O(e^{-\rho}), \quad 1 - a(\rho) = O(e^{-\rho}) \quad (5.26)
\]
therefore it looks natural to choose \(\psi = e^{i\theta}\) (and consequently \(d\psi/i\psi = d\theta\)) in \(N' \setminus M_0\). In such case it holds
\[
|W_1(t) - \Psi(t)| = |1 - f(|t|)| + |t| \cdot |1 - a(|t|)| + O(\varepsilon^2 r(y)^{-4} e^{-\sigma|t|}) \quad \text{on } \{0 < \zeta_5 < 1\}.
\]
Now, the points in \(\{0 < \zeta_5 < 1\}\) are of the form \(X_h(y, t)\), where \((y, t)\) satisfies
\[
|t| > \frac{\delta}{\varepsilon} + \frac{4}{\sigma} \log r(y)
\]
for \(\varepsilon\) sufficiently small. Therefore
\[
e^{-\sigma|t|} \leq e^{-\frac{\delta}{\varepsilon} + \log r^{-4}} \leq C r^{-4} e^{-\frac{\delta}{\varepsilon}} \quad \text{on } \{0 < \zeta_5 < 1\} \quad (5.27)
\]
and hence exponentially decaying terms in \(|t|\) gain extra decay in \(r\) and exponential smallness in \(\varepsilon\) when considered in \(\{0 < \zeta_5 < 1\}\). We claim that the interpolation error term is exactly of this type. A lengthy but straightforward calculation gives
\[
S(W) = \zeta_5 S(W_1) + (1 - \zeta_5) S(\Psi) + E
\]
where, if we denote \(W_1 = (u_1, A_1)\) and \(E = (e, E)\), it holds
\[
\begin{align*}
e & = \varepsilon^2 \zeta_5 (1 - \zeta_5) d^*(A_1 - d\theta)(u_1 - e^{i\theta}) + \varepsilon^2 d\zeta_5 \cdot (A_1 - d\theta)(\zeta_5 u_1 + (1 - \zeta_5)e^{i\theta}) - 2i\varepsilon^2 \zeta_5 (1 - \zeta_5)(A_1 - d\theta) \cdot d(u_1 - e^{i\theta}) + \varepsilon^2 \zeta_5 (1 - \zeta_5)^2(A - d\theta)^2u_1 + \varepsilon^2(1 - \zeta_5)\zeta_5^2 |(A_1 - d\theta)|^2 e^{i\theta} - 2\varepsilon^2 \zeta_5 (1 - \zeta_5) d\theta \cdot (A_1 - d\theta)e^{i\theta} + 2\varepsilon \zeta_5 (1 - \zeta_5) A_1 \cdot (A_1 - d\theta)u_1 - e^2(u_1 - e^{i\theta})\Delta \zeta_5 - 2\varepsilon^2 \nabla A_1 u_1 \cdot d\zeta_5 - 2\varepsilon^2 ((1 - \zeta_5)u_1 + \varepsilon^2 \zeta_5 e^{i\theta})(A_1 - d\theta) \cdot d\zeta_5 + \frac{1}{2\varepsilon^2} \zeta_5 (1 - \zeta_5)((1 - \zeta_5)|u_1 - e^{i\theta}|^2 + 2\langle u_1, u_1 - e^{i\theta} \rangle u + \frac{1}{2\varepsilon^2} \zeta_5 (1 - \zeta_5) \langle \zeta_5 u_1 - e^{i\theta} \rangle^2 - 2\langle v, u_1 - e^{i\theta} \rangle e^{i\theta})
\end{align*}
\]
and
\[
E = \varepsilon^2 d^*(d\zeta_5 \wedge (A_1 - d\theta)) - \varepsilon^2 d\zeta_5 \cdot d(A_1 - d\theta) + \varepsilon^2 \zeta_5(1 - \zeta_5) \langle \nabla A_1 u_1, iu_1 \rangle - \varepsilon^2 (1 - \zeta_5)d\zeta_5(u_1 - e^{i\theta}, iv) - \varepsilon^2 \zeta_5 d\zeta_5(u_1 - e^{i\theta}, iu_1) - \varepsilon^2 \zeta_5 (1 - \zeta_5)(\nabla A_1 u_1, ie^{i\theta}) - \varepsilon^2 \zeta_5 (1 - \zeta_5)(A_1 - d\theta)(u_1, e^{i\theta}).
\]
As a general estimate, we can write
\[
|E| \leq C \varepsilon^2 \chi_{\{0 < \zeta_5 < 1\}} \left(1 + |W_1| \right)^2 \left( |W_1 - \Psi| + |D(W_1 - \Psi)| + |\nabla A_1 u_1| \right).
\]
Using (5.26), the fact that \(f', a' = O(e^{-\rho})\) and that
\[
|\nabla A_1 u_1(t)| = 2f'(|t|) + O(\varepsilon^2 r(y)^{-4} e^{-\sigma|t|})
\]
we obtain
\[ |E| \leq C_\varepsilon^2 \chi_{\{0<\zeta<1\}} e^{-c_\varepsilon|t|} \leq Cr^{-4}e^{-\frac{2\sigma}{\varepsilon}} \text{ on } \{0<\zeta_\delta<1\} \]
where we used (5.27). Hence, the interpolation error has the required smallness.

Finally, we define the pure gauge $\Psi$ in the following way: consider the signed distance function from $M_0$, where $M_0$ is given by (5.23), given by
\[ \bar{d} : \{\zeta_\delta > 0\} \cap \mathbb{R}^3 \to \mathbb{R}, \quad \bar{d}(x') := s(x') \text{dist}(x', M_0) \]
where $s(x') = +1$ if $x'$ is in the region where $\nu$ points, and $-1$ otherwise. Let now $\bar{d} : \mathbb{R}^3 \setminus M_0 \to \mathbb{R}$ be any smooth extension of $\bar{d}$ to $\mathbb{R}^3 \setminus M_0$. We set $\psi: \mathbb{R}^3 \setminus M_0 \to S^1$ as
\[ \psi(x', x_4) := \frac{\bar{d}(x') + ix_4}{|\bar{d}(x') + ix_4|} \]
In this way, the pair $\Psi = (\psi, d\psi/\psi)$ satisfies our requirements in the sense that
\[ \Psi |_{\{0<\zeta_\delta<1\}} = \left( e^{i\theta} \right) \]
and it extends smoothly on $\{\zeta_\delta = 0\}$.

6. Proof of main result

In the previous section we built an approximate solution $W$ of the form
\[ W = \zeta_\delta W_1 + (1 - \zeta_\delta) \Psi. \]
We now look for a solution of the form $W + \Phi$, where $\Phi$ will be small in a suitable topology. In other words, we want to solve
\[ S(W + \Phi) = 0. \]
We can rephrase (6.1), using (2.10), as
\[ S(W + \Phi) = -\Theta_W \Theta^*_W [\Phi] + L_W[\Phi] + S(W) + N(\Phi) = 0 \]
where
\[ N(\Phi) = S(W + \Phi) - S(W) - S'(W)[\Phi]. \]
As explained in Section 3, we will solve (6.2) by first finding a solution $\Phi$ to
\[ L_W[\Phi] + S(W) + N(\Phi) = 0, \]
which we will be able to do up to corrections (see Proposition 1 below), and then showing that all corrections (including $-\Theta_W \Theta^*_W [\Phi]$) vanish thanks to the symmetries of the solution found.

Rather than (6.3), we will solve the more general problem
\[ L_W[\Phi] + S(W) + N(\Phi) = \zeta_2(y, t) b^\alpha(y) V_\alpha(t). \]
where $\zeta_2$ is a cut-off function supported close to $M$ (defined below in (7.2)), $V_\alpha$ are as in (2.16) and $b^\alpha$ are functions defined on $M$ which are unknowns of the problem. This correction is necessary to obtain good estimates for the solution. The principal operator in (6.4), $L_W$, has an approximate kernel given by $V_\alpha(t)$, $\alpha = 1, 2$, suitably cut-off away from
the manifold $M$. The correction $\zeta_2 b^\alpha(y) V_\alpha(t)$ has the role of ensuring that the right-hand side of the equation satisfies an orthogonality condition to the approximate kernel, yielding the a priori estimates.

We solve (6.4) by first proving the following result for its linear version. The adjustment on the right-hand side provides unique solvability in terms of $\Phi$ and $b = (b^1, b^2)$. In the sense of the following Proposition, which will be proved in Section 9.

**Proposition 1.** Let $\mu \geq 0$ and $\gamma \in (0, 1)$. For any $\Lambda \in C^{0, \gamma}_\mu(\mathbb{R}^4)$ there exists $b \in C^{0, \gamma}_\mu(M)$ and a unique solution $\Phi = \mathcal{G}(\Lambda)$ to

$$L_W[\Phi] = \Lambda + \zeta_2 b^\alpha(y) V_\alpha(t)$$

satisfying

$$\|\Phi\|_{C^2_{\mu, \gamma}(\mathbb{R}^4)} + \|b\|_{C^{0, \gamma}_\mu(M)} \leq C \|\Lambda\|_{C^{0, \gamma}_\mu(\mathbb{R}^4)}$$

for some $C > 0$.

Using Proposition 1 we can write (6.4) as a fixed point problem

$$\Phi = -\mathcal{G}(S(W) + N(\Phi)) =: \mathcal{P}[\Phi]$$

on the space

$$X_A = \{ \Phi \in C^{2, \gamma}_4(\mathbb{R}^4) : \|\Phi\|_{C^{2, \gamma}_4(\mathbb{R}^4)} \leq A \varepsilon^3 \}$$

(6.6)

Indeed, if $\Phi_1, \Phi_2 \in X_A$ (see (12.6) below),

$$\|N(\Phi_1) - N(\Phi_2)\|_{C^{0, \gamma}_4(\mathbb{R}^4)} \leq C \varepsilon^3 \|\Phi_1 - \Phi_2\|_{C^{0, \gamma}_4(\mathbb{R}^4)}$$

which implies

$$\|\mathcal{P}[\Phi_1] - \mathcal{P}[\Phi_2]\|_{C^{2, \gamma}_4(\mathbb{R}^4)} \leq C \|N(\Phi_1) - N(\Phi_2)\|_{C^{0, \gamma}_4(\mathbb{R}^4)} \leq C \varepsilon^3 \|\Phi_1 - \Phi_2\|_{C^{0, \gamma}_4(\mathbb{R}^4)}.$$  

Hence, up to enlarging $A$ enough, by contraction mapping principle we can find an unique $\Phi \in C^{2, \gamma}_4(\mathbb{R}^4)$ and with

$$\|\Phi\|_{C^{2, \gamma}_4(\mathbb{R}^4)} \leq A \varepsilon^3$$

(6.7)

such that $W + \Phi$ is a solution of the corrected problem (6.4). An important fact about such $\Phi$ that will be proved in Section 12 is its Lipshitz dependence on $h_1$, namely

$$\|\Phi(h_1) - \Phi(h_2)\|_{C^{2, \gamma}_4(\mathbb{R}^4)} \leq C \varepsilon^2 \|h_1 - h_2\|.$$  

It only remains to make this correction vanish, and to do so we will adjust the parameter $h_1$.  

7. Adjusting $h_1$ to make the projection vanish

In this section we prove that there is a suitable choice of the function $h_1$ such that the quantities $b^\alpha(h_1)$ in (6.4) vanish, up to a further correction term accounting for the degeneracies of the Jacobi operator. So far we have solved

$$L_W[\Phi] + S(W) + N(\Phi) = \zeta_2 b^\gamma(y) V_\gamma(t) \quad \text{on } \mathbb{R}^d$$

(7.1)

Where $\zeta_2$ is defined as follows: let $\zeta$ be a cut-off function such that $\zeta(s) = 1$ if $s < 1$ and $\zeta(s) = 0$ if $s > 2$. For every positive integer $m$, define

$$\zeta_m(x) = \begin{cases} \zeta(\|t + h_1(y)\| - \delta/\varepsilon - m) & \text{if } x = X_h(y, t) \in N; \\ 0 & \text{otherwise.} \end{cases} \quad (7.2)$$

If we multiply (7.1) by $\zeta_4(y, t)V_\alpha(t)$ and integrate on $\mathbb{R}^2$, we find an expression for $b^\alpha(y)$,

$$b^\alpha(y) = \frac{1}{\int_{\mathbb{R}^2} \zeta_2(y, t) |V_\alpha(t)|^2 dt} \int_{\mathbb{R}^2} \zeta_4(y, t) [S(W) + N(\Phi) + L_W[\Phi] \cdot V_\alpha(t)] dt. \quad (7.3)$$

Now we recall that inside the support of $\zeta_4$ the quantity $S(W)$ equals the local error of approximation $S(W_1)$, which has the expression (5.20). We define

$$q_m(y) = \int_{\mathbb{R}^2} \zeta_m(y, t) |V_\alpha(t)|^2 dt, \quad m = 1, 2, \ldots$$

which is independent of $\alpha \in \{1, 2\}$ and satisfies $q_m(y) \to |V_\alpha|_{L^2}^2$ as $\varepsilon \to 0$. Then

$$\int_{\mathbb{R}^2} [\zeta_4 S(W_1)] \cdot V_1(t) dt = \varepsilon^2 q_4(\Delta_M h_1^1 + |A_M|^2 h_1^1) - \varepsilon^2 G^1_1(h_1),$$

$$\int_{\mathbb{R}^2} [\zeta_4 S(W_1)] \cdot V_2(t) dt = \varepsilon^2 q_4(\Delta_M h_2^1) - \varepsilon^2 G^1_2(h_1).$$

We also split the remaining operator in the following way

$$G^2_\alpha(h_1) := -\frac{1}{\varepsilon^2} \int_{\mathbb{R}^2} \zeta_4 \left[ N(\Phi) + B[\Phi] \right] \cdot V_\alpha(t) dt,$$

$$G^3_\alpha(h_1) := -\frac{1}{\varepsilon^2} \int_{\mathbb{R}^2} \zeta_4 L_{U_0}[\Phi] \cdot V_\alpha(t) dt,$$

where $B$ is defined (inside the support of $\zeta_4$) as

$$B[\Phi] := (L_W - L_{U_0})[\Phi].$$

Also, we set

$$G = \begin{pmatrix} G_1 \\ G_2 \end{pmatrix} = q_4^{-1} \sum_{k=1}^3 \begin{pmatrix} G^k_1 \\ G^k_2 \end{pmatrix}. \quad (7.4)$$

With this notation, the system $b^1 = b^2 = 0$ can be rephrased as a fixed point problem

$$\mathcal{J}[h_1] = G(h_1) \quad (7.5)$$
where $\mathcal{J}$ is the Jacobi operator (5.5) and as we will see $G$ is small and satisfies a suitable Lipschitz property (see Lemma 3 below). Equation (7.5) reads explicitly
\[
\begin{cases}
\Delta_M h_1^1 + |A_M|^2 h_1^1 = G_1(h_1), \\
\Delta_M h_1^2 = G_2(h_1).
\end{cases}
\]

We recall that the assumption of non-degeneracy of the manifold $M$ implies that all bounded Jacobi fields are linear combinations of those generated by the rigid motions of the manifold. In our case the Jacobi operator is decoupled, this gives 5 independent Jacobi fields, 4 of which come from those of the immersion into $\mathbb{R}^3$, namely
\[
z_j = \begin{pmatrix} z_j \\ 0 \end{pmatrix}, \quad j = 0, 1, 2, 3.
\]
\[
z_i(y) = \nu_1(y) \cdot e_i \quad i = 1, 2, 3, \\
z_0(y) = \nu_1(y) \cdot (-y_2, y_1, 0, 0).
\]

while the immersion in $\mathbb{R}^4$ produces
\[
z_4 = \begin{pmatrix} 0 \\ z_4 \end{pmatrix}, \quad z_4(y) = \nu_2(y) \cdot e_4 = 1
\]

which accounts for the constants in the kernel of $\Delta_M$. In what follows we consider linear combinations
\[
\tilde{z}_j = \sum_{i=0}^4 d_{ij} z_i, \quad j = 0, \ldots, 4,
\]
such that
\[
\int_M |A_M|^2 \tilde{z}_i \tilde{z}_j = \delta_{ij}, \quad i, j = 0, \ldots, 4.
\]

The existence of a non-trivial kernel requires the presence of a correction in an invertibility theory for the Jacobi operator (7.5), of the form
\[
\mathcal{J}(h_1) = G(h_1) - \sum_{j=0}^4 c^j |A_M|^2 \tilde{z}_j. \tag{7.6}
\]

Indeed, a suitable choice of the $c^j$'s ensures that the right-hand side is orthogonal to the kernel, namely
\[
\int_M \left( G(h_1) - \sum_{j=0}^4 c^j |A_M|^2 \tilde{z}_j \right) \cdot z^k = 0, \quad k = 0, \ldots, 4,
\]

allowing for an invertibility theory that carries a priori estimates in the sense of the following result, the proof of which is postponed to Section 11.
Proposition 2. Let \( f = (f^1, f^2) \) be a vector-valued function defined on \( M \) such that \( \|f\|_{C^0(M)} < +\infty \). Then there exist constants \( c^0, \ldots, c^4 \) such that system (7.6), namely
\[
\begin{align*}
\Delta_M h^1 + |A_M|^2 h^1 &= f^1 - \sum_{j=0}^3 c^j |A_M|^2 \hat{z}_j, \\
\Delta_M h^2 &= f^2 - c^4 |A_M|^2,
\end{align*}
\]
admits a solution \( h = (h^1, h^2) = H(f) \) satisfying
\[
\|h\|_* \leq C \|f\|_{C^0(M)}.
\]

Remark 7.1. It might happen, for instance in the case where \( M \) is a catenoid, that the Jacobi field \( \hat{z}_0 \) associated to rotation invariance is 0. In this case the orthogonality condition is automatically satisfied and we do not need an extra correction term.

Proposition 2 allows us to rewrite problem (7.6) as a fixed point problem
\[
h_1 = H(G(h_1)).
\]
(7.7)
In order to find such an \( h_1 \) it suffices to show that the right-hand side is a contraction mapping. This follows from the following Lemma, which will be proved in Section 12.

Lemma 3. The map \( G \) satisfies
\[
\|G(0)\|_{C^0(M)} \leq C\varepsilon
\]
and the Lipschitz condition
\[
\|G(h_1) - G(h_2)\|_{C^0(M)} \leq C\varepsilon \|h_1 - h_2\|_*.
\]

By the contraction mapping principle, combining the estimates provided by Proposition 2 and Lemma 3, (7.7) admits an unique solution in the space
\[
B_K = \{ h \in C^0(M) : \|h\|_* \leq K\varepsilon \}
\]
and hence we found a solution of the corrected problem (7.6).

In the next Section we will show that the above corrections, together with the one coming from gauge invariance, are actually zero.

8. Conclusion of the proof of Theorem 2

So far we have constructed a solution \( U = W + \Phi \) of
\[
S(U) = -\zeta_4 b^\alpha(y) V_\alpha(t) - \Theta_W \Theta_W^* [\Phi]
\]
where we managed to adjust the parameter \( h \) to obtain
\[
b^1 = -\varepsilon^2 q_2 q_4 - \sum_{j=0}^3 c^j |A_M|^2 \hat{z}_j, \quad b^2 = -\varepsilon^2 q_2 q_4 c^4 |A_M|^2.
\]
Let us define \( q = \varepsilon^2 \zeta_4 q_2 q_4 \) and set
\[
\gamma := -\Theta_W^* [\Phi]
\]
so that $U$ satisfies

$$S(U) = q|\mathcal{A}_M|^2 \sum_{j=0}^{3} c_j \dot{z}_j V_1(t) + q|\mathcal{A}_M|^2 \dot{c}^4 V_2(t) + \Theta_W[\gamma]. \quad (8.1)$$

Our claim is that the coefficient vector $c = (c^0, \ldots, c^4)$ and the function $\gamma$ are automatically 0, which will make $U$ the sought solution and conclude the proof. Consider the quantities

$$Z_i = \nabla_{x_i} U, \quad i = 1, 2, 3, 4$$

$$Z_0 = x_1 \nabla_{x_2} U - x_2 \nabla_{x_1} U.$$

We claim that

$$Z_j = V_1 z_j + O(\varepsilon^{-1}), \quad j = 0, 1, 2, 3 \quad (8.2)$$

$$Z_4 = V_2 + O(\varepsilon^{-1}). \quad (8.3)$$

Indeed, recall that in a region close to the manifold the solution $U$ so found satisfies

$$U(x) = U_0(t) + \Phi(y, t)$$

for some function $\Phi$ satisfying in this region

$$|\Phi(y, t)| + |D\Phi(y, t)| \leq C\varepsilon^2 r(y)^{-\sigma/|t|}$$

and where $x = y + \varepsilon(t^\beta + h^\beta)\nu_\beta$, with $|t|$ sufficiently small. An explicit calculation yields to

$$\nabla U = V_\alpha \cdot \varepsilon \nabla t^\alpha + R$$

where $|R| \leq C\varepsilon^2 r(y)^{-\sigma/|t|}$. Since $\varepsilon t^\alpha = z^\alpha - \varepsilon h^\alpha(y)$ and $\nabla z^\alpha = \nu_\alpha$ it holds that

$$\nabla t^\alpha = \nu_\alpha - \varepsilon \nabla h^\alpha(y),$$

then, recalling that on each end $M_k$ it holds

$$\nabla h^1 = (-1)^k \frac{\varepsilon \lambda_k}{r} \hat{r} + O(\varepsilon^{-2})$$

$$\nabla h^2 = O(\varepsilon^{-2})$$

we obtain the following local behaviour for $Z_i, i = 1, \ldots, 4,$

$$Z_i = \nabla_{x_i} U$$

$$= V_\alpha(t) \left( \nu_\alpha - \varepsilon^2 \nabla h^\alpha(y) \right) \cdot e_i + R_i$$

$$= V_1(t) \left( \nu_1 \cdot e_i - \varepsilon^2 (-1)^k \frac{\lambda_k}{r} \hat{r} \cdot e_i + O(\varepsilon^{-2}) \right)$$

$$+ V_2(t) \left( \nu_2 \cdot e_i + O(\varepsilon^2 r^{-2}) \right) + R_i.$$}

which proves (8.2)-(8.3), using also that $Z_0 = z_1 Z_2 - z_2 Z_1$.

The next Lemma follows from gauge invariance, the invariances of $M$ under rigid motions and from the balancing condition (5.6). The proof is postponed to Section 12.
Lemma 4. It holds

\[ \int_{\mathbb{R}^4} S(U) \cdot \Theta_U[\gamma] = 0 \quad \text{and} \quad \int_{\mathbb{R}^4} S(U) \cdot Z_i = 0 \]

for \( i = 0, \ldots, 4 \).

To prove that the vector \((c, \gamma)\) vanishes we will show that it is mapped to zero by a positive, linear operator. Using Lemma 4 and (8.1) we obtain

\[ 0 = \int_{\mathbb{R}^4} S(U) \left( \sum_{l=0}^{4} d_l Z_l \right) \]

\[ = \sum_{j=0}^{3} c^j \int_{\mathbb{R}^4} q |A_M|^2 \hat{z}_j \left( \sum_{l=0}^{4} d_l Z_l \right) V_1(t) dt + c^4 \int_{\mathbb{R}^4} q |A_M|^2 \hat{z}_4 \left( \sum_{l=0}^{4} d_l Z_l \right) V_2(t) dt \quad (8.4) \]

\[ + 4 \sum_{l=0}^{4} d_{li} \int_{\mathbb{R}^4} \Theta_W[\gamma] Z_l \]

for \( i = 0, \ldots, 4 \), and

\[ 0 = \int_{\mathbb{R}^4} S(U) \Theta_U[\gamma] \]

\[ = \sum_{j=0}^{3} c^j \int_{\mathbb{R}^4} q |A_M|^2 \hat{z}_j \Theta_U[\gamma] V_1 + c^4 \int_{\mathbb{R}^4} q |A_M|^2 \hat{z}_4 \Theta_U[\gamma] V_2 \]

\[ + \int_{\mathbb{R}^4} \Theta_W[\gamma] \Theta_U[\gamma]. \]

Using the expansions (8.2)-(8.3) we find

\[ \int_{\mathbb{R}^4} q |A_M|^2 \hat{z}_j \left( \sum_{l=0}^{4} d_l Z_l \right) V_1(t) dt = \int_{\mathbb{R}^2} |V_1(t)|^2 \int_{M} q |A_M|^2 \hat{z}_j \hat{z}_j + o(\varepsilon) \]

\[ \int_{\mathbb{R}^4} q |A_M|^2 \hat{z}_4 \left( \sum_{l=0}^{4} d_l Z_l \right) V_2(t) dt = \int_{\mathbb{R}^2} |V_2(t)|^2 \int_{M} q |A_M|^2 \hat{z}_4 \hat{z}_4 + o(\varepsilon). \]

Moreover, it holds (recalling that \( U = W + \Phi \))

\[ \int_{\mathbb{R}^4} \Theta_W[\gamma] \Theta_U[\gamma] = \int_{\mathbb{R}^4} \varepsilon^2 |\nabla \gamma|^2 + \langle iw, i(w + \varphi) \rangle \gamma^2 \]

\[ = \int_{\mathbb{R}^4} \gamma (|\varepsilon^2 \Delta + |w|^2 + \langle w, \varphi \rangle) \gamma \]

where we denoted with \( w \) and \( \varphi \) respectively the firsts components of \( W \) and \( \Phi \), and we used the decay of \( \gamma \) to justify the integration by parts. Observe that since \( \Phi \) is small (in \( \varepsilon \)) with respect to \( W \), the operator

\[ \varepsilon^2 \Delta + |w|^2 + \langle w, \varphi \rangle \]
is positive for $\varepsilon$ small enough. Lastly, using the decay of $\gamma$ and $|A_M|^2$ together with the fact that $\Theta_{U_0}[\mathcal{V}_\alpha] = 0$, it is direct to see that

$$\int_{\mathbb{R}^4} \Theta_W[\gamma] Z_t = o(\varepsilon)$$
$$\int_{\mathbb{R}^4} q |A_M|^2 \hat{z}_j \Theta_U[\gamma] V_1(t) dt = o(\varepsilon)$$
$$\int_{\mathbb{R}^4} q |A_M|^2 \hat{z}_4 \Theta_U[\gamma] V_2(t) dt = o(\varepsilon).$$

This computations show that an equation of the form

$$(c, \gamma) \mapsto (||V_\alpha||_{L^2}^2, (-\varepsilon^2 \Delta + |w|^2 + \langle w, \varphi \rangle) \gamma)$$

and, as a consequence, we have $(c, \gamma) = 0$. We have thus found a solution to the system (1.6) with the properties required from Theorem 2. □

9. INVERTIBILITY THEORY FOR THE GAUGE-CORRECTED LINEARISED

In this Section we prove Proposition 1, of which we recall the statement.

**Proposition 1.** Let $\mu \geq 0$ and $\gamma \in (0, 1)$. For any $\Lambda \in C^{0,\gamma}_\mu(\mathbb{R}^4)$ there exists a $b \in C^{0,\gamma}_\mu(M)$ and a unique solution $\Phi = G(\Lambda)$ to

$$L_W[\Phi] = \Lambda + \zeta_2 b^\alpha(y) V_\alpha(t)$$

(9.1)

satisfying

$$||\Phi||_{C^{0,\gamma}_\mu(\mathbb{R}^4)} + ||b||_{C^{0,\gamma}_\mu(M)} \leq C \|\Lambda\|_{C^{0,\gamma}_\mu(\mathbb{R}^4)}$$

for some $C > 0$.

To prove Proposition 1 we develop an invertibility theory for the operator $L_W$ on a space of decaying functions. We will use the fact that on a region close to the manifold the linearised $L_W$ can be approximated by $L_{U_0}$, namely the linearised operator on $M \times \mathbb{R}^2$ around the building block $U_0(y, t) := U_0(t)$, while outside this region $L_W$ behaves like a positive operator. We aim to solve

$$L_W[\Phi] = -\varepsilon^2 \Delta_W \Phi + \Phi + T_W \Phi = \Lambda$$

(9.2)

for a right-hand side $\Lambda = \Lambda(x)$ defined on $\mathbb{R}^4$. To this goal we look for a solution of the form

$$\Phi(x) = \zeta_2(x) \Phi(y, t) + \Psi(x)$$

(9.3)

being $\Phi$ a function defined on $M \times \mathbb{R}^2$ and $\Psi$ is defined on $\mathbb{R}^4$. We will develop an invertibility theory for $L_{U_0}$ and then apply it to find the inner function $\Phi$, but as we will see to do so we need a correction on the right-hand side. This correction is necessary for a general solvability theory and it is due to the fact that $L_{U_0}$ has a non-trivial kernel, precisely generated by $\{ V_\alpha(t) \}_{\alpha=1,2}$. We will invert $L_{U_0}$ for a family of right-hand sides satisfying
an orthogonality condition with $V_\alpha$, $\alpha = 1, 2$, for every fixed point of $M$. A way to obtain this condition for a general right-hand side $\Lambda$ is to replace it with
\[ \Lambda + \zeta_2 b^\alpha(y)V_\alpha(t) \]
in (9.1), with $b^\alpha$ smooth functions defined on $M$. We observe that $\zeta_2 b^\alpha V_\alpha$ is a well defined function on $\mathbb{R}^4$, since it is understood to be 0 outside of $\mathcal{N}$. In what follows it will be useful the following definition
\[ \mathcal{R}_U[f, \Phi] := -\Delta_U(f\Phi) + f\Delta_U\Phi. \]
More precisely, if $\Phi = (\phi, \omega)$ and $U = (u, A)$, we have
\[ \mathcal{R}_U[f, \Phi] = \left( -2\nabla^A\phi \cdot df - \phi\Delta f \right) \]
and
\[ |\mathcal{R}_U[f, \Phi]| \leq C(|df| + |D^2 f|)(|\Phi| + |\nabla_U\Phi|). \]
Equation (9.2) becomes
\[ LW[\Phi] = \zeta_2 L_{U_0}[\Phi] + LW[\Psi] \]
more precisely, if $\Phi = (\phi, \omega)$ and $U = (u, A)$, we have
\[ \mathcal{R}_U[f, \Phi] = \left( -2\nabla^A\phi \cdot df - \phi\Delta f \right) \]
and
\[ |\mathcal{R}_U[f, \Phi]| \leq C(|df| + |D^2 f|)(|\Phi| + |\nabla_U\Phi|). \]
Equation (9.2) becomes
\[ LW[\Phi] = \zeta_2 L_{U_0}[\Phi] + LW[\Psi] \]
more precisely, if $\Phi = (\phi, \omega)$ and $U = (u, A)$, we have
\[ \mathcal{R}_U[f, \Phi] = \left( -2\nabla^A\phi \cdot df - \phi\Delta f \right) \]
and
\[ |\mathcal{R}_U[f, \Phi]| \leq C(|df| + |D^2 f|)(|\Phi| + |\nabla_U\Phi|). \]
Equation (9.2) becomes
\[ LW[\Phi] = \zeta_2 L_{U_0}[\Phi] + LW[\Psi] \]
more precisely, if $\Phi = (\phi, \omega)$ and $U = (u, A)$, we have
\[ \mathcal{R}_U[f, \Phi] = \left( -2\nabla^A\phi \cdot df - \phi\Delta f \right) \]
and
\[ |\mathcal{R}_U[f, \Phi]| \leq C(|df| + |D^2 f|)(|\Phi| + |\nabla_U\Phi|). \]
Equation (9.2) becomes
\[ LW[\Phi] = \zeta_2 L_{U_0}[\Phi] + LW[\Psi] \]
more precisely, if $\Phi = (\phi, \omega)$ and $U = (u, A)$, we have
\[ \mathcal{R}_U[f, \Phi] = \left( -2\nabla^A\phi \cdot df - \phi\Delta f \right) \]
and
\[ |\mathcal{R}_U[f, \Phi]| \leq C(|df| + |D^2 f|)(|\Phi| + |\nabla_U\Phi|). \]
Equation (9.2) becomes
\[ LW[\Phi] = \zeta_2 L_{U_0}[\Phi] + LW[\Psi] \]
more precisely, if $\Phi = (\phi, \omega)$ and $U = (u, A)$, we have
\[ \mathcal{R}_U[f, \Phi] = \left( -2\nabla^A\phi \cdot df - \phi\Delta f \right) \]
and
\[ |\mathcal{R}_U[f, \Phi]| \leq C(|df| + |D^2 f|)(|\Phi| + |\nabla_U\Phi|). \]
Moreover, it holds
\[ \| \mathcal{R}_W[\zeta_2, \Phi] \|_{C^0_\mu,\gamma(\mathbb{R}^4)} \leq C e^{-\frac{\alpha}{\varepsilon}} \| \Phi \|_{C^2_\mu,\beta(M \times \mathbb{R}^2)}. \]

Now, using Lemma 5, we find a solution \( \Psi = \Psi_1 + \Psi_2 \) of (9.6), where
\[
\begin{align*}
-\varepsilon^2 \Delta_W \Psi_1 + \Psi_1 + (1 - \zeta_1) T_W \Psi_1 &= -\varepsilon^2 \mathcal{R}_W[\zeta_2, \Phi], \\
-\varepsilon^2 \Delta_W \Psi_2 + \Psi_2 + (1 - \zeta_1) T_W \Psi_2 &= (1 - \zeta_2) \Lambda.
\end{align*}
\]

Moreover, it holds
\[
\begin{align*}
\| \Psi_1 \|_{C^2_\mu,\gamma(\mathbb{R}^4)} &\leq C \varepsilon \| \mathcal{R}_W[\zeta_2, \Phi] \|_{C^0_\mu,\gamma(\mathbb{R}^4)} \leq C \varepsilon e^{-\frac{\alpha}{\varepsilon}} \| \Phi \|_{C^2_\mu,\beta(M \times \mathbb{R}^2)}, \\
\| \Psi_2 \|_{C^2_\mu,\gamma(\mathbb{R}^4)} &\leq C \|(1 - \zeta_2) \Lambda \|_{C^0_\mu,\gamma(\mathbb{R}^4)}.
\end{align*}
\]

This allows us to reduce the system (9.5)-(9.6) to a single equation depending just on \( \Phi \).

First, we extend the so found equation to a problem on entire \( M \times \mathbb{R}^2 \). Define
\[
\tilde{\mathcal{B}}[\Phi] := \zeta_4 \mathcal{B}[\Phi] = \zeta_4 (L_W - L_{U_0}) [\Phi], \quad \tilde{\Lambda} = \zeta_4 \Lambda
\]

and it’s straightforward to check that \( \tilde{\mathcal{B}} \) is a linear operator of size \( O(\varepsilon) \). With this notation, (9.5) will be solved if we find a solution to
\[
L_{U_0}[\Phi] + \tilde{\mathcal{B}}[\Phi] + \zeta_1 T_W \Psi = \tilde{\Lambda} + b^7(y)V_\gamma(t) \quad \text{on } M \times \mathbb{R}^2. \tag{9.9}
\]

To solve (9.9) we use the following result, which will be proved in Section 10.

**Proposition 3.** Let \( \mu \geq 0, \gamma \in (0,1) \) and \( \sigma > 0 \) sufficiently small. Then, for every \( \tilde{\Lambda} \in C^{0,\gamma}_\mu(M \times \mathbb{R}^2) \) there exists \( b \in C^{0,\gamma}_\mu(M) \) such that the problem
\[
L_{U_0}[\Phi] = \tilde{\Lambda} + b^6(y)V_\alpha(t) \quad \text{on } M \times \mathbb{R}^2 \tag{9.10}
\]

admits a unique solution \( \Phi = \mathcal{T}(\tilde{\Lambda}) \) satisfying
\[
\| \Phi \|_{C^2_\mu,\beta(M \times \mathbb{R}^2)} + \| b \|_{C^0_\mu,\gamma(M)} \leq C \| \tilde{\Lambda} \|_{C^0_\mu,\beta(M \times \mathbb{R}^2)}
\]

for some \( C > 0 \).

Using Proposition 3, we can rewrite (9.9) as the linear problem
\[
\tilde{\Phi} + \mathcal{G}[\Phi] = \mathcal{H} \tag{9.11}
\]

where
\[
\begin{align*}
\mathcal{G}[\Phi] &= \mathcal{T} \left( \tilde{\mathcal{B}}[\Phi] + \zeta_1 T_W \Psi_1[\Phi] \right), \\
\mathcal{H} &= \mathcal{T}(\tilde{\Lambda} - \zeta_1 T_W \Psi_2[\Lambda]),
\end{align*}
\]

and the notations \( \Psi_1[\Phi], \Psi_2[\Lambda] \) are chosen to highlight the dependencies from \( \Phi, \Lambda \) arising from (9.7). Remark that
\[
\begin{align*}
\| \tilde{\mathcal{B}}[\Phi] \|_{C^0_\mu,\beta(M \times \mathbb{R}^2)} &\leq C \varepsilon \| \Phi \|_{C^2_\mu,\beta(M \times \mathbb{R}^2)} \\
\| \zeta_1 T_W \Psi_1[\Phi] \|_{C^0_\mu,\gamma(M \times \mathbb{R}^2)} &\leq C \| \Psi_1[\Phi] \|_{C^0_\mu,\gamma(M \times \mathbb{R}^2)} \leq C e^{-\frac{\alpha}{\varepsilon}} \| \Phi \|_{C^2_\mu,\gamma(M \times \mathbb{R}^2)}
\end{align*}
\]
where we used that \( \zeta T W \sim e^{-|x|} \chi_{\{\zeta_1 > 0\}}(x) \) to control the exponential decay in the weighted norm. Therefore, we have

\[
\|G[\Phi]\|_{C_{\mu,\delta}^2} \leq C \left( \|\tilde{B}[\Phi]\|_{C_{\mu,\delta}^2} + \|\zeta T W \Psi_1[\Phi]\|_{C_{\mu,\delta}^0} \right)
\]

and hence, choosing \( \varepsilon \) sufficiently small we find a unique solution to (9.11), from which it follows the existence of a unique solution \((\Phi, \Psi)\) to system (9.5)-(9.6). Hence, \( \Phi = \zeta_2 \Phi + \Psi \) solves (9.2) and it follows directly that

\[
\|\Phi\|_{C_{\mu,\delta}^2(M \times \mathbb{R}^2)} \leq C \|\Lambda\|_{C_{\mu,\delta}^0(M \times \mathbb{R}^2)}.
\]

which concludes the proof of Proposition 1. \(\square\)

10. Invertibility theory on \(M \times \mathbb{R}^2\)

The aim of this Section is to prove Proposition 3, which we now recall.

**Proposition 3.** Let \( \mu \geq 0, \gamma \in (0,1) \) and \( \sigma > 0 \) sufficiently small. Then, for every \( \tilde{\Lambda} \in C_{\mu,\delta}^{0,\gamma}(M \times \mathbb{R}^2) \) there exists \( b \in C_{\mu}^{0,\gamma}(M) \) such that the problem

\[
L_{U_0}[\Phi] = \tilde{\Lambda} + b^\alpha(y)V_\alpha(t) \quad \text{on } M \times \mathbb{R}^2
\]

admits a unique solution \( \Phi = T(\tilde{\Lambda}) \) satisfying

\[
\|\Phi\|_{C_{\mu,\delta}^2(M \times \mathbb{R}^2)} + \|b\|_{C_{\mu}^{0,\gamma}(M)} \leq C \|\tilde{\Lambda}\|_{C_{\mu,\delta}^0(M \times \mathbb{R}^2)}
\]

for some \( C > 0 \).

Recall that the operator \( L_{U_0} \), is given by

\[
L_{U_0}[\Phi] = -\Delta_{t,U_0} \Phi - \varepsilon^2 \Delta_M \Phi + \Phi + T_{U_0}(t)\Phi = \Psi \quad \text{on } M \times \mathbb{R}^2.
\]

We look for a solution to (10.2) on a space of functions defined on \( M \times \mathbb{R}^2 \) with suitable decay. This cannot be done for every choice of right-hand side \( \Psi \), hence instead of (10.2) we aim to solve the projected problem

\[
\begin{aligned}
L_{U_0}[\Phi] &= \Psi + b^\alpha(y)V_\alpha(t) \quad \text{on } M \times \mathbb{R}^2 \\
\int_{\mathbb{R}^2} \Phi(y,t) \cdot V_\alpha(t) \, dt &= 0 \quad \alpha = 1, 2.
\end{aligned}
\]

where \( b = (b^1, b^2) \) is defined by

\[
b^\alpha(y) \int_{\mathbb{R}^2} |V_\alpha(t)|^2 \, dt = - \int_{\mathbb{R}^2} \Psi(y,t) \cdot V_\alpha(t) \, dt \quad \forall y \in M.
\]

This variation will provide unique solvability, in the sense of Proposition 3. To prove the result, we will first prove the existence of an inverse of the same operator in the Euclidean space \( \mathbb{R}^4 = \mathbb{R}^2 \times \mathbb{R}^2 \) and use this to solve the problem locally, up to a small operator bounded by the size \( \varepsilon \) of the dilation. Subsequently, we find an actual solution by gluing and fixed point techniques.
10.1. Solvability theory for the linearised in the flat space. To indicate a point in \( \mathbb{R}^4 \) we will use two coordinates \((y, t) \in \mathbb{R}^2 \times \mathbb{R}^2\), so that the centre of the linearisation is \( U_0 = U_0(t) \). Our aim is to solve

\[
\begin{aligned}
&-\Delta_t U_0 \Phi - \varepsilon^2 \Delta_y \Phi + \Phi + T U_0(t) \Phi = \Psi + b^\alpha(y) V_\alpha(t) \quad \text{in } \mathbb{R}^4, \\
&\int_{\mathbb{R}^2} \Phi(y, t) \cdot V_\alpha(t) dt = 0, \quad \alpha = 1, 2.
\end{aligned}
\tag{10.4}
\]

where

\[
b^\alpha(y) = -\frac{1}{\int_{\mathbb{R}^2} |V_\alpha(t)|^2 dt} \int_{\mathbb{R}^2} \Psi(y, t) \cdot V_\alpha(t) dt, \quad \alpha = 1, 2.
\tag{10.5}
\]

The following result holds.

**Proposition 4.** Let \( \Psi \in L^2(\mathbb{R}^4) \) and let \( b^\alpha \) be given by (10.5) for \( \alpha = 1, 2 \). Then problem (10.4) admits a unique solution \( \Phi = T(\Psi) \in H^1_{\varepsilon, 0}(\mathbb{R}^4) \times L^2(\mathbb{R}^2) \) satisfying

\[
\int_{\mathbb{R}^2} \Phi(y, t) \cdot V_\alpha(t) dt = 0, \quad \alpha = 1, 2.
\tag{10.6}
\]

Moreover, the estimate

\[
\|\Phi\|_{H^1_{\varepsilon, 0}(\mathbb{R}^4)} \leq C \|\Psi\|_{L^2(\mathbb{R}^4)}
\tag{10.7}
\]

holds for some \( C > 0 \). If besides \( \Psi \in C^{0, \gamma}(\mathbb{R}^4) \), then

\[
\|\Phi\|_{C^{2, \gamma}(\mathbb{R}^4)} \leq C \|\Psi\|_{C^{0, \gamma}(\mathbb{R}^4)}.
\tag{10.8}
\]

Let us first prove existence. We observe that if \( \Phi = (\phi, \omega) \) and \( \Psi = (\psi, \eta) \) then we can split \( \omega = \omega dt + \omega dy \) and \( \eta = \eta dt + \eta dy \). In this way the first equation in system (10.4) reduces to

\[
\begin{aligned}
&-\varepsilon^2 \Delta_y \phi - \Delta^A_0 \phi - \frac{1}{2}(1 - 3 |u_0|^2) \phi + 2i \varepsilon^2 \nabla^A_0 u_0 \cdot \omega_t = \psi + b^\alpha V^1_\alpha \\
&-\varepsilon^2 \Delta_y \omega_t - \Delta_t \omega_t + |u_0|^2 \omega_t - 2 \langle \nabla^A_0 u_0, i\phi \rangle = \eta_t + b^\alpha V^2_\alpha \\
&-\varepsilon^2 \Delta_y \omega_y - \Delta_t \omega_y + |u_0|^2 \omega_y = \eta_y
\end{aligned}
\tag{10.9}
\]

where we have that the last equation is not coupled with the first two. Therefore, we need to solve two separate problems:

\[
\begin{aligned}
&-\varepsilon^2 \Delta_y \phi - \Delta^A_0 \phi - \frac{1}{2}(1 - 3 |u_0|^2) \phi + 2i \varepsilon^2 \nabla^A_0 u_0 \cdot \omega_t = \psi + b^\alpha V^1_\alpha \\
&-\varepsilon^2 \Delta_y \omega_t - \Delta_t \omega_t + |u_0|^2 \omega_t - 2 \langle \nabla^A_0 u_0, i\phi \rangle = b^\alpha V^2_\alpha
\end{aligned}
\tag{10.10}
\]

where \( \omega = \omega(x, y) dx \), and the second one is

\[
-\varepsilon^2 \Delta_y \omega_y - \Delta_x \omega_y + f^2 \omega_y = \eta_y \quad \text{in } \mathbb{R}^4.
\tag{10.11}
\]
10.1.1. *Solving system* (10.10). We apply Fourier transform to the whole system (10.10) on the $y$ variable, obtaining (after dropping the subscript $t$ from $\omega_t$ for simplicity)

$$
\begin{cases}
-\Delta_t A_0 \hat{\phi} + \varepsilon^2 |\xi|^2 \hat{\phi} - \frac{1}{2} (1 - 3 |u_0|^2) \hat{\phi} + 2i\varepsilon^2 \nabla A_0 u_0 \cdot \hat{\omega} = \hat{\psi} + \hat{b}^\alpha V^1_{\alpha} \\
-\Delta \hat{\omega} + \varepsilon^2 |\xi|^2 \hat{\omega} + |u_0|^2 \hat{\omega} - 2 \langle \nabla A_0 u_0, i\hat{\phi} \rangle = \hat{\eta} + \hat{b}^\alpha V^2_{\alpha},
\end{cases}
$$

where $\xi$ is the Fourier variable, which can be written in a compact way as

$$
(L + \varepsilon^2 |\xi|^2) \hat{\Phi} = \hat{\Psi} + \hat{b}^\alpha V_{\alpha} \quad \text{in } \mathbb{R}^2
$$

(10.12)

where $L$ is the gauge-orthogonal, two-dimensional linearised around $U_0(t)$ given by (2.15) and

$$
\hat{b}^\alpha (\xi) = -\frac{1}{\int_{\mathbb{R}^2} |\nabla_{\alpha}(t)|^2 dt} \int_{\mathbb{R}^2} \hat{\Psi}(\xi, t) \cdot V_{\alpha}(t) dt, \quad \alpha = 1, 2.
$$

(10.13)

We now observe that (10.12) can be solved since the bilinear form

$$
B_{\xi}[\Phi, \Psi] = \int_{\mathbb{R}^2} (L + \varepsilon^2 |\xi|^2) \Phi \cdot \Psi
$$

is coercive on $H^1_{\bar{U}_0}(\mathbb{R}^2) \cap Z^1_{\bar{U}_0}$, being a sum of a coercive operator (see (2.18)) and a positive one. Precisely, choosing $\hat{b}^\alpha$'s as in (10.13) ensures that the right-hand side belongs to $Z^1_{\bar{U}_0}$ and in turn yields by Lax–Milgram theorem to the existence of a unique solution $\hat{\Phi}$ to problem (10.12). Besides, we have

$$
\gamma \|\hat{\Phi}\|^2_{H^1_{\bar{U}_0}} + \varepsilon^2 |\xi|^2 \|\hat{\Phi}\|^2_{L^2} \leq B_{\xi}[\hat{\Phi}, \hat{\Phi}]
$$

$$
= \langle \hat{\Psi}, \hat{\Phi} \rangle_{L^2}
$$

$$
\leq \|\hat{\Psi}\|_{L^2} \|\hat{\Phi}\|_{L^2}
$$

$$
\leq \frac{1}{2\delta^2} \|\hat{\Psi}\|^2_{L^2} + \frac{\delta^2}{2} \|\hat{\Phi}\|^2_{L^2}
$$

and hence choosing $\delta > 0$ sufficiently small we get

$$
\int_{\mathbb{R}^2} \left( |\hat{\phi}|^2 + |\nabla_t A_0 \hat{\phi}|^2 + |\nabla_{\alpha} \hat{\phi}|^2 + |\hat{\omega}|^2 + |\nabla_t \hat{\omega}|^2 + |\xi|^2 |\hat{\omega}|^2 \right) \leq C \int_{\mathbb{R}^2} \left( |\hat{\psi}|^2 + |\hat{\eta}|^2 \right)
$$

(10.14)

for some $C > 0$. Now, applying inverse Fourier transform and Plancherel's Theorem we find a solution $\Phi \in H^1_{\bar{U}_0}(\mathbb{R}^4) \times L^2(\mathbb{R}^2)$ to (10.10) satisfying (10.6) and

$$
\|\Phi\|_{H^1_{\bar{U}_0}(\mathbb{R}^4)} \leq C \|\Psi\|_{L^2(\mathbb{R}^4)}.
$$

This proves the existence part for (10.10). \qed

10.1.2. *Solving equation* (10.11). Here we mimic the procedure of §10.1.1 and obtain a solution $\varphi$ of (10.11) satisfying

$$
\|\omega_y\|_{H^1(\mathbb{R}^4)} \leq \|\eta_y\|_{L^2(\mathbb{R}^4)}
$$
finding in this way a solution to (10.4) satisfying (10.7). The bilinear form related to the operator

\[ B[\phi, \psi] := \int_{\mathbb{R}^2} \phi \left( -\Delta \psi + f^2 \psi \right). \]

is coercive in the following sense.

**Lemma 6.** The operator \( B \) is coercive on \( H^1(\mathbb{R}^2) \), i.e. there exists a \( \lambda > 0 \) such that

\[ B[\phi, \phi] \geq \lambda \| \phi \|_{H^1}^2 \]

for every \( \phi \in H^1(\mathbb{R}^2) \).

We postpone the proof of Lemma 6 to Section 12. From the results of §10.1.1 and §10.1.2 we find a solution to (10.4) satisfying estimates (10.7). Next, we proceed with the proof of the Hölder estimates (10.8). The first step is to prove the following \( L^\infty \) estimate in a cylinder.

10.1.3. \( L^\infty \)-estimates. Let \( \Phi = T(\Psi) \) be a solution to (10.4) with \( \Psi \in L^\infty(\mathbb{R}^4) \). We claim that the following estimate holds

\[ \| \Phi \|_{H^1_{U_0}(B(p,1) \times \mathbb{R}^2)} \leq C \| \Psi \|_{L^\infty(\mathbb{R}^4)} \]  \hspace{1cm} (10.15)

for every \( p \in \mathbb{R}^2 \). First, we prove that

\[ \| \Phi \|_{H^1_{U_0}(B(p,1) \times \mathbb{R}^2)} \leq C \| \Psi \|_{L^2(B(p,1) \times \mathbb{R}^2)} \quad \forall p \in \mathbb{R}^2. \]  \hspace{1cm} (10.16)

Indeed, for such given \( p \) we define the function \( \varrho : \mathbb{R}^2 \to \mathbb{R} \) given by

\[ \varrho(y) = \sqrt{1 + \delta^2 |y - p|^2} \]

and let

\[ \tilde{\Phi} := \varrho^{-\nu} \Phi, \quad \tilde{\Psi} := \varrho^{-\nu} \Psi, \quad \tilde{b}^\alpha = \varrho^{-\nu} b^\alpha. \]

The equation for \( \tilde{\Phi} \) becomes

\[ -\Delta_{t, U_0} \tilde{\Phi} - \varepsilon^2 \Delta_y \tilde{\Phi} + T_{U_0}(x) \tilde{\Phi} = \tilde{\Psi} + \tilde{b}^\alpha \nabla_\alpha + B_\delta[\tilde{\Phi}] \]

with

\[ \| B_\delta[\tilde{\Phi}] \|_{L^2(\mathbb{R}^4)} \leq C \delta \| \tilde{\Phi} \|_{H^1_{U_0}(\mathbb{R}^4)} \]

By estimates (10.7) we obtain

\[ \| \tilde{\Phi} \|_{H^1_{U_0}(\mathbb{R}^4)} \leq C \| \tilde{\Psi} + B_\delta[\tilde{\Phi}] \|_{L^2(\mathbb{R}^4)} \]

\[ \leq C \| \tilde{\Psi} \|_{L^2(\mathbb{R}^4)} + C \delta \| \tilde{\Phi} \|_{H^1_{U_0}(\mathbb{R}^4)}, \]

Therefore, choosing \( \delta \) sufficiently small, we find

\[ \| \tilde{\Phi} \|_{H^1_{U_0}(\mathbb{R}^4)} \leq C \| \tilde{\Psi} \|_{L^2(\mathbb{R}^4)}, \]  \hspace{1cm} (10.17)
Next we observe that, if \( \nu \) is sufficiently large,
\[
\| \tilde{\Psi} \|_{L^2(\mathbb{R}^4)} = \| \tilde{q}^{-\nu} \Phi \|_{L^2(\mathbb{R}^4)} \\
\leq C \| \Phi \|_{L^2(B(p,1) \times \mathbb{R}^2)}
\]
and
\[
\| \Phi \|_{H^1_{U_0}(B(p,1) \times \mathbb{R}^2)} = \| \tilde{q}^{\nu} \tilde{\Phi} \|_{H^1_{U_0}(B(p,1) \times \mathbb{R}^2)} \\
\leq C \| \tilde{\Phi} \|_{H^1_{U_0}(\mathbb{R}^4)}
\]
From the last two estimates and (10.17), by taking the supremum over \( p \in \mathbb{R}^2 \), (10.16) immediately follows. Now, to prove (10.15), we write \( \Phi = \Phi_0 + \Phi_1 \), where \( \Phi_0 \) is the unique bounded solution to
\[
-\Delta_{t,U_0} \Phi_0 - \varepsilon^2 \Delta_y \Phi_0 + \Phi_0 = \Psi + b^\gamma V_\gamma
\]
which satisfies \( \| \Phi_0 \|_{L^\infty(\mathbb{R}^4)} \leq C \| \Psi \|_{L^\infty(\mathbb{R}^4)} \). Then, \( \Phi_1 \) must satisfy
\[
-\Delta_{t,U_0} \Phi_1 - \varepsilon^2 \Delta_y \Phi_1 + \Phi_1 + T_{U_0}(t) \Phi_1 = -T_{U_0}(t) \Phi_0.
\]
Using (10.16) we get
\[
\| \Phi_1 \|_{H^1_{U_0}(B(p,1) \times \mathbb{R}^2)} \leq C \| T_{U_0}(t) \Phi_0 \|_{L^2(B(p,1) \times \mathbb{R}^2)} \\
\leq \sup_{B(p,1) \times \mathbb{R}^2} | \Phi_0 | \| T_{U_0} \|_{L^2(\mathbb{R}^2)} \\
\leq C \| \Phi_0 \|_{L^\infty(\mathbb{R}^4)} \\
\leq C \| \Psi \|_{L^\infty(\mathbb{R}^4)}
\]
and (10.15) follows.

10.1.4. Hölder estimates. Now we prove the Hölder estimates (10.8). Elliptic interior regularity yields that for every point \( p = (y,t) \in \mathbb{R}^2 \times \mathbb{R}^2 \) it holds
\[
\| \Phi \|_{C^{2,\gamma}(B(p,1/2))} \leq C \left( \| \Phi \|_{H^1_{U_0}(B(y,1) \times B(t,1))} + \| \Psi \|_{C^{0,\gamma}(B(y,1) \times B(t,1))} \right)
\]
On the other hand, using the \( L^\infty \) estimates found in (10.1.3)
\[
\| \Phi \|_{H^1_{U_0}(B(p,1))} \leq \| \Phi \|_{H^1_{U_0}(\mathbb{R}^2 \times B(t,1))} \\
\leq C \| \Psi \|_{L^\infty(\mathbb{R}^4)} \\
\leq C \| \Psi \|_{C^{0,\gamma}(\mathbb{R}^4)}
\]
and since \( C \) doesn’t depend on the point \( p \), taking the supremum we find
\[
\| \Phi \|_{C^{2,\gamma}(\mathbb{R}^4)} \leq C \| \Psi \|_{C^{0,\gamma}(\mathbb{R}^4)},
\]
that is the sought estimates. The proof of Proposition 4 is concluded.
10.2. Proof of Proposition 3. We now use the theory developed in §10.1 to prove the invertibility for the linearised $L_{U_0}$ on $M \times \mathbb{R}^2$. For each point $p \in M$ we can find a local parametrization

$$Y_p : B(0, 1) \subset \mathbb{R}^2 \mapsto M \subset \mathbb{R}^4$$

onto a neighbourhood $U_p$ of $p$ in $M$, so that writing

$$g_{ij}(\xi) := \langle \partial_i Y_p, \partial_j Y_p \rangle = \delta_{ij} + \theta_p(\xi), \quad \xi \in B(0, 1),$$

then we may assume that $\theta_p$ is smooth, $\theta_p(0) = 0$ and

$$|D^2 \theta_p| \leq C \quad \text{in } B(0, 1)$$

with $C$ independent of $p$. We represent the Laplace–Beltrami operator by

$$\Delta_M = \frac{1}{\sqrt{\det g(\xi)}} \partial_i \left( \sqrt{\det g(\xi)} g^{ij}(\xi) \partial_j \right)$$

$$=: \Delta_\xi + B_p$$

where

$$B_p = b^{ij}(\xi) \partial_{ij} + b^i(\xi) \partial_i, \quad |\xi| < 1.$$ 

Now, recall that we can parametrise each end $M_k$ as $\varphi_k(B_{R_0}^c)$, where $B_{R_0}^c = \{ \xi \in \mathbb{R}^2 : |\xi| > R_0 \}$ and

$$\varphi_k(\xi) = \xi^i e_j + F_k(\xi)e_3,$$

where $F_k$ is given by (1.9). Let now $r(\xi) = |\xi|$. According to (1.9), we find

$$\partial_i \varphi_k = e_i + O(r^{-1})e_3$$

and hence the metric on the end $M_k$ expands as

$$g^0_{ij}(\xi) = \partial_i \varphi_k \cdot \partial_j \varphi_k = \delta_{ij} + O(r^{-2})$$

In this way we can compute

$$\Delta_M = a_{ij}^0 \partial_{ij} + c_{ij}^0 \partial_j = \Delta_\xi + O(r^{-2}) \partial_{ij} + O(r^{-3}) \partial_j$$

on $M_k$. (10.18)

thus, we conclude that the coefficients $b_{ij}, b_i$ and their derivatives are uniformly bounded.

10.2.1. Proof of Proposition 3 - existence. Let us now fix a small $\delta > 0$. We have that

$$|b_{ij}| \leq C\delta, \quad |Db_{ij}| + |Db_i| \leq C\delta. \quad \xi \in B(0, \delta).$$

Secondly, we choose a sequence of points $(p_j)_{j \in \mathbb{N}} \subset M$ such that, defining

$$V_k = Y_{pk}(B(0, \delta/2)), \quad k = 1, 2, \ldots$$

then $M$ is covered by the union of $V_k$ and so that each $V_j$ intersects at most a finite, uniform number of $V_k$, with $k \neq j$. Consider now a smooth cut-off function $\eta$ such that $\eta(s) = 1$ for $s < 1$ and $\eta(s) = 0$ for $s > 2$. We define the following set of cut-off functions on $M$

$$\eta^k_m(y) = \eta \left( \frac{|\xi|}{m\delta} \right) \quad y = Y_{pk}(\xi)$$
which are supported in
\[ \mathcal{U}_{k,m} := \mathbb{Y}_{pk} \left( \{ \xi \in \mathbb{R}^2 : |\xi| \leq m\delta \} \right) \]
and extended as 0 outside of \( \mathcal{U}_{k,m} \). Remark that \( \eta_1^k \eta_2^k = \eta_1^k \) since
\[ \{ \eta_2^k = 1 \} \subset \mathcal{U}_{k,1} . \]
Now, our choice of \( \{ \mathcal{V}_k \} \) and the fact that \( \mathcal{V}_k \subset \{ \eta_1^k = 1 \} \) guarantee that there is a constant \( C > 0 \) such that
\[ 1 \leq \eta_1 := \sum_{k=1}^{\infty} \eta_1^k \leq C . \tag{10.19} \]
Also, we remark the estimate
\[ |\nabla M \eta_1^k| + |\Delta M \eta_1^k| \leq C . \tag{10.20} \]
At this point, we look for a solution of (10.3) of the form
\[ \Phi = \Phi_0 + \eta_1^k \Phi_k, \quad b^\alpha = \eta_1^k b_1^\alpha , \quad \alpha = 1, 2, \]
where we used Einstein summation convention. With this ansatz, (10.2) can be written as
\[ -\Delta_{t,U_0} \Phi - \epsilon^2 \Delta M \Phi + \Phi + Tu_0(t) \Phi = - (\Delta_{t,U_0} + \epsilon^2 \Delta M) \Phi_0 + \Phi_0 + Tu_0(x) \Phi_0 \]
\[ + \eta_1^k [-(\Delta_{t,U_0} + \epsilon^2 \Delta M) \Phi_k + \Phi_k + Tu_0(t) \Phi_k] \]
\[ + \epsilon^2 R_{U_0}[\eta_1^k, \Phi_k] = \Psi + \eta_1^k b_1^0 \nabla \gamma. \]
where \( \mathcal{R} \) is as in (9.4). The above equation is satisfied if we solve the system
\[ -\Delta_{t,U_0} \Phi_k - \epsilon^2 \Delta M \Phi_k + \Phi_k + Tu_0(t) \Phi_k = -\eta_1^{-1} Tu_0(t) \Phi_0 + b_1^0 \nabla \gamma \quad \text{in } \mathcal{U}_{k,2} \times \mathbb{R}^2 \tag{10.21} \]
\[ -\Delta_{t,U_0} \Phi_0 - \epsilon^2 \Delta M \Phi_0 + \Phi_0 = \Psi - \epsilon^2 R_{U_0}[\eta_1^k, \Phi_k] \quad \text{in } M \times \mathbb{R}^2. \tag{10.22} \]
To this end, we need the following result, which will be proved in Section 12.

**Lemma 7.** There exists a constant \( C > 0 \) independent on \( \epsilon \) such that for every pair \( H \in C^{0,\gamma}(M \times \mathbb{R}^2) \) there exists a solution \( \Phi = \Phi(H) \) to the equation
\[ -\Delta_{t,U_0} \Phi - \epsilon^2 \Delta M \Phi + \Phi = H \quad \text{in } M \times \mathbb{R}^2 \]
defining a linear operator in \( H \), such that
\[ \| \Phi \|_{C^{2,\gamma}(M \times \mathbb{R}^2)} \leq C \| H \|_{C^{0,\gamma}(M \times \mathbb{R}^2)}. \]

Assume now that \( \Phi = (\Phi_k)_{k \in \mathbb{N}} \in \ell^\infty \left( C^{2,\gamma}(\mathbb{R}^4) \right) \). Using Lemma 7 and (10.20) we can find a solution \( \Phi_0 = \Phi_0(\Psi) + \Phi_0(\Phi) \) to (10.22), with
\[ -\Delta_{t,U_0} \Phi_0^1 - \epsilon^2 \Delta M \Phi_0^1 + \Phi_0^1 = \Psi \]
\[ -\Delta_{t,U_0} \Phi_0^2 - \epsilon^2 \Delta M \Phi_0^2 + \Phi_0^2 = - \epsilon^2 R_{U_0}[\eta_1^k, \Phi_k] \]
and satisfying
\[ \| \Phi_0 \|_{C^{2,\gamma}(M \times \mathbb{R}^2)} \leq \| \Psi \|_{C^{0,\gamma}(M \times \mathbb{R}^2)} + \epsilon^2 \| R_{U_0}[\eta_1^k, \Phi_k] \|_{C^{0,\gamma}(M \times \mathbb{R}^2)} \]
\[ \leq \| \Psi \|_{C^{0,\gamma}(M \times \mathbb{R}^2)} + \epsilon^2 \| \Phi \|_{\ell^\infty \left( C^{2,\gamma}(\mathbb{R}^4) \right)}. \]
where we used (10.20). We can plug such \( \Phi_0 \) into (10.21), writing it in coordinates

\[-\Delta_t U_0 \Phi_k - \varepsilon^2 \Delta \xi \Phi_k + B_{p_k} \Phi_k + T_{U_0}(t) \Phi_k = -\eta_1^{-1} T_{U_0}(t) \Phi_0 + b_k^\gamma V_\gamma \quad \text{in } B(0,2\delta) \times \mathbb{R}^2\]

and then extend it to the whole space using \( \eta_2^k \)

\[-\Delta_t U_0 \Phi_k - \varepsilon^2 \Delta \xi \Phi_k - \eta_2^k B_{p_k} \Phi_k + T_{U_0}(t) \Phi_k = -\eta_1^{-1} \eta_2^k T_{U_0}(t) \Phi_0 + b_k^\gamma V_\gamma \quad \text{in } \mathbb{R}^4.\]  

(10.23)

For every \( k \), we set

\[ b_k^\gamma(y) = \frac{1}{\int_{\mathbb{R}^2} |V_\alpha(t)|^2 dt} \int_{\mathbb{R}^2} \left(-\eta_1^{-1} \eta_2^k T_{U_0} \Phi_0 + \eta_2^k B_{p_k} \Phi_k \right) \cdot V_\alpha(t) \, dt, \quad \alpha = 1, 2. \]  

(10.24)

and apply the inversion operator \( T \) of Proposition 4 to get

\[ \Phi_k = T(-\eta_1^{-1} \eta_2^k T_{U_0} \Phi_0 + \eta_2^k B_{p_k} \Phi_k) \]

Then we can formulate (10.25) as

\[ \Phi + S(\Phi) = \mathcal{W} \]

(10.25)

where \( S \) is defined as

\[ S(\Phi)_k := T(\eta_1^{-1} \eta_2^k T_{U_0} \Phi^2_0(\Phi) - \eta_2^k B_{p_k} \Phi_k). \]

and

\[ \mathcal{W}_k = -T(\eta_1^{-1} \eta_2^k T_{U_0} \Phi^1_0(\Psi)). \]

We readily check that

\[ \|S(\Phi)_k\|_{C^{2,\gamma}(\mathbb{R}^4)} \leq C \left\| \eta_2^k B_{p_k} (\Phi) \right\|_{C^{0,\gamma}(\mathbb{R}^4)} + C \left\| \eta_1^{-1} \eta_2^k T_{U_0} \Phi^2_0(\Phi) \right\|_{C^{0,\gamma}(\mathbb{R}^4)} \]

\[ \leq C(\delta + \varepsilon^2) \|\Phi\|_{\ell^\infty(\mathbb{R}^4)}. \]

Taking the supremum over \( k \) and \( \delta, \varepsilon \) sufficiently small we find a unique solution to (10.25), from which we then find \( \Phi = \Phi_0 + \eta_1^k \Phi_k \). Moreover, looking back at how the solution was built we infer that

\[ \|\Phi\|_{C^{2,\gamma}(M \times \mathbb{R}^2)} \leq C \|\Psi\|_{C^{0,\gamma}(M \times \mathbb{R}^2)}. \]

and the proof is concluded.

10.2.2. Proof of Proposition 3 - weighted estimates. Recall that we defined, for \( \mu \geq 0 \) and \( 0 < \gamma, \sigma < 1 \), the norm

\[ \|\Phi\|_{C^{2,\gamma}_\mu(M \times \mathbb{R}^2)} = \|g^{-1} \Phi\|_{C^{2,\gamma}(M \times \mathbb{R}^2)}. \]

where

\[ g(y,t) = r(y)^{-\mu} e^{-\sigma |t|}. \]

Let \( \Phi = g \tilde{\Phi} \). In terms of \( \tilde{\Phi} \), equation (10.3) reads

\[ -\Delta U_0 \tilde{\Phi} + g^{-1} R_{U_0}[\theta, \tilde{\Phi}] + \tilde{\Phi} + T_{U_0}(t) \tilde{\Phi} = \tilde{\Psi} + b^\gamma V_\gamma \]

(10.26)
where $\mathcal{R}_{U_0}$ is as in (9.4), and
\[ \tilde{b}^\gamma = q^{-1}b^\gamma, \quad \tilde{\Psi} = q^{-1}\tilde{\Psi}. \]

Remark that, for some $C > 0$,
\[ \|q^{-1}D^2\varrho\|_{C^0,\gamma(M \times \mathbb{R}^2)} + \|q^{-1}D\varrho\|_{C^0,\gamma(M \times \mathbb{R}^2)} \leq C(\varepsilon + \sigma) \]
and hence
\[ \|\mathcal{R}_{U_0}[\varrho, \tilde{\Phi}]\|_{C^0,\gamma(M \times \mathbb{R}^2)} \leq C(\varepsilon + \sigma)\|\tilde{\Psi}\|_{C^2,\gamma(M \times \mathbb{R}^2)}. \]

Now, observe that up to reducing $\sigma$ and $\varepsilon$, we can solve (10.26) by fixed point arguments with the inversion theory provided by Proposition 3, with the corresponding estimates for $\tilde{\Phi}$, namely
\[ \|\tilde{\Phi}\|_{C^2,\gamma(M \times \mathbb{R}^2)} \leq C\|\tilde{\Psi}\|_{C^0,\gamma(M \times \mathbb{R}^2)} \quad (10.27) \]
on the other hand,
\[ \|q^{-1}D^2\Phi\|_{C^0,\gamma(M \times \mathbb{R}^2)} + \|q^{-1}D\Phi\|_{C^0,\gamma(M \times \mathbb{R}^2)} + \|q^{-1}\Phi\|_{C^0,\gamma(M \times \mathbb{R}^2)} \leq C\|\tilde{\Phi}\|_{C^2,\gamma(M \times \mathbb{R}^2)} \quad (10.28) \]
thus, putting together (10.27) and (10.28), we obtain the sought estimates and the proof is complete.

11. Invertibility theory for the Jacobi operator

In this section we prove Proposition 2, namely we solve the system
\[ \begin{aligned}
\Delta_M h^1 + |A_M|^2 h^1 &= f^1 - \sum_{j=0}^3 c^j |A_M|^2 z_j, \\
\Delta_M h^2 &= f^2 - c^4 |A_M|^2
\end{aligned} \quad (11.1) \]
for a right-hand side $f = (f^1, f^2)^T$ of class $C^0,\gamma(M)$. We recall the precise statement.

**Proposition 2.** Let $f \in C^0,\gamma(M, \mathbb{R}^2)$. Then there exist constants $c^0, \ldots, c^4$ such that system (11.1) admits a solution $h = H(f)$ satisfying
\[ \|h\|_* \leq C\|f\|_{C^0,\gamma(M)}. \]

We begin with an invertibility theory for the Laplace-Beltrami operator in the space
\[ H = \left\{ \psi \in H^1_{\text{loc}}(M) : \|\psi\|_H < \infty, \int_M |A_M|^2 \psi = 0 \right\} \quad (11.2) \]
where
\[ \|\psi\|_H^2 := \int_M |\nabla\psi|^2 + \int_M |A_M|^2 |\psi|^2. \]
and for a right-hand side having mean zero. The following result holds.
Lemma 8. Let $g$ be a function defined on $M$ such that
\[
\int_M g = 0
\] (11.3)
and $\|A_M^{-1}g\|_{L^2(M)} < +\infty$. Then there exists a solution $\psi \in H \cap L^\infty(M)$ to
\[
\Delta_M \psi = g \quad \text{on } M
\]
such that
\[
\|\psi\|_H + \|\psi\|_\infty \leq \|A_M^{-1}g\|_{L^2(M)}.
\]
Moreover, if $\|g\|_{C^0_4(M)} < \infty$, then such $\psi$ satisfies also
\[
\|\psi\|_* := \|\psi\|_\infty + \|D_M \psi\|_{C^0_2(M)} + \|D^2_M \psi\|_{C^0_4(M)} \leq C\|g\|_{C^0_4(M)}
\] (11.4)
for some $C > 0$.

Proof. We consider the weak formulation of the problem
\[
B[\psi, \phi] := \int_M \nabla \phi \cdot \nabla \psi = \int_M g \phi =: \langle \ell_g, \phi \rangle, \quad \forall \phi \in C_c^\infty(M).
\] (11.5)
We claim that $B$ is coercive on $H$, namely
\[
B[\phi, \phi] \geq c\|\phi\|_H, \quad \forall \phi \in H
\] (11.6)
for some $c > 0$. Let us accept this for a moment and observe that
\[
|\langle \ell_g, \phi \rangle| \leq \|A_M^{-1}g\|_{L^2(M)}\|\phi\|_H
\]
hence we have the continuity of $\ell_g$ on $H$ and, by Riesz theorem, the existence of a solution $\psi \in H$ to
\[
B[\psi, \tilde{\phi}] = \langle \ell_g, \tilde{\phi} \rangle, \quad \forall \tilde{\phi} \in H
\]
satisfying
\[
\|\psi\|_H \leq C\|A_M^{-1}g\|_{L^2(M)}.
\] (11.7)
Now, to solve the actual weak problem (11.5) we observe that a $\phi \in C_c^\infty(M)$ can be written as $\phi = \tilde{\phi} + \alpha$ for some constant $\alpha$ and $\tilde{\phi} \in H$. Condition (11.3) implies then
\[
B[\psi, \tilde{\phi}] = B[\psi, \phi] = \langle \ell_g, \tilde{\phi} \rangle = \langle \ell_g, \phi \rangle, \quad \forall \phi \in C_c^\infty(M),
\]
that is, $\psi$ is the sought solution. We now prove the coercivity of $B$. Observe that (11.6) is satisfied if
\[
\int_M \|\nabla \phi\|^2 \geq c \int_M |A_M|^2 |\phi|^2 \quad \forall \phi \in H
\]
holds for some $c > 0$. If not, there would be a sequence $\{\phi_n\} \subset H$ satisfying
\[
\int_M |\nabla \phi_n|^2 \to 0, \quad \text{as } n \to +\infty
\] (11.8)
\[
\int_M |A_M|^2 |\phi_n|^2 = 1, \quad \forall n \geq 0.
\] (11.9)
Notice that (11.8) and (11.9) imply that, passing to a subsequence, \( \phi_n \to a \) in \( L^2_{\text{loc}}(M) \) for some \( a \in \mathbb{R} \). We split

\[
\int_M |A_M|^2 |\phi_n - a| = \int_{B_R \cap M} |A_M|^2 |\phi_n - a| + \int_{B_R^c \cap M} |A_M|^2 |\phi_n - a| \tag{11.10}
\]

where \( R > 0 \) is sufficiently big. We claim that the left-hand side of (11.10) converges to 0. First we notice that

\[
\int_{B_R^c \cap M} |A_M|^2 |\phi_n - a| \to 0 \quad \text{as} \quad n \to +\infty
\]

because of \( L^2_{\text{loc}} \)-convergence and Cauchy–Schwartz inequality. Secondly, by triangle inequality,

\[
\int_{B_R^c \cap M} |A_M|^2 |\phi_n - a| \leq \int_{B_R^c \cap M} |A_M|^2 |\phi_n| + \int_{B_R^c \cap M} |A_M|^2 |a|.
\]

We use that

\[
\int_{B_R^c \cap M} |A_M|^2 |\phi_n| \leq \left( \int_{B_R^c \cap M} |A_M|^2 |\phi_n|^2 \right)^{\frac{1}{2}} \left( \int_{B_R^c \cap M} |A_M|^2 \right)^{\frac{1}{2}} = O\left( \frac{1}{R} \right)
\]

and also

\[
\int_{B_R^c \cap M} |A_M|^2 |a| = O\left( \frac{1}{R} \right)
\]

to conclude that

\[
\int_M |A_M|^2 |\phi_n - a| \to 0 \quad \text{as} \quad n \to +\infty
\]

and hence

\[
\int_M |A_M|^2 |\phi_n| \to \int_M |A_M|^2 a
\]

but \( \phi_n \in H \) implies \( \int_M |A_M|^2 |\phi_n| = 0 \) therefore it must be \( a = 0 \). We will show that this is incompatible with (11.8) and (11.9). Recall that outside of a large cylinder the manifold \( M \) decomposes into its ends \( M_k \), each of which resembles a plane. We claim that

\[
\int_{M_k} |A_M|^2 |\phi_n|^2 \to 0 \quad \forall k = 1, \ldots, m \tag{11.11}
\]

as \( n \to \infty \). This, together with the fact that \( \phi_n \to 0 \) in \( L^2_{\text{loc}}(M) \) contradicts (11.9), thus proving (11.6).

Let us fix \( k \) and let \( \delta > 0 \). Let \( \xi: B^c_{1/\delta}(0) \subset \mathbb{R}^2 \to M_k \) be the coordinates defined by (1.9). Since the end \( M_k \) is planar, up to choosing \( \delta \) sufficiently small we get

\[
\int_{B^c_{1/\delta}} |\nabla \phi_n(\xi)|^2 d\xi \to 0 \quad \text{as} \quad n \to \infty,
\]
and, recalling that $|A_M|^2$ decays as $r^{-4}$,

$$\int_{B_{1/\delta}^c} |\xi|^{-4} |\phi_n(\xi)|^2 d\xi \leq C$$

for some $C$ uniform in $n$. Consider now the Kelvin transform of $\phi_n$

$$\tilde{\phi}_n(y) := \phi_n(y/|y|^2), \quad y \in B_\delta(0).$$

A direct calculation with the change of variable $\xi = y/|y|^2$ shows that

$$\int_{B_\delta} |\nabla \tilde{\phi}_n(y)|^2 dy = \int_{B_{1/\delta}^c} |\nabla \phi_n(\xi)|^2 d\xi \to 0$$

and

$$\int_{B_\delta} |\tilde{\phi}_n(y)|^2 dy = \int_{B_{1/\delta}^c} |\xi|^{-4} |\phi_n(\xi)|^2 d\xi \leq C$$

for some constant $C > 0$ independent on $n$. From this argument follows that $\tilde{\phi}_n \to \tilde{a}$ in $L^2(B_\delta)$ for some constant $\tilde{a} \in \mathbb{R}$. On the other hand, on every ball $B' \subset B_\delta$ not containing the origin we already know, from the fact that $\phi_n \to 0$ in $L^2_{\text{loc}}$, that $\tilde{\phi}_n \to 0$, thus $\tilde{a} = 0$. This implies that

$$\|\phi_n(1 + |x|^2)^{-1}\|^2_{L^2(B_{1/\delta}^c)} \leq C\|\tilde{\phi}_n\|^2_{L^2(B_\delta)} \to 0.$$  \hfill (11.12)

The claim is proved.

The only thing left to do is to prove that the solution $\psi$ found satisfies

$$\|\psi\|_\infty \leq C\|A_M|^{-1}g\|_{L^2(M)}. \hfill (11.13)$$

The claim is easily proved on compact sets by using local $L^2$-elliptic estimates and Sobolev embedding, along with (11.7), so we go on proving it on the ends of $M$. Recall that $|A_M| = O(r^{-2})$ for $r$ large and that on each end $M_k$ the expression (10.18) for $\Delta_M$ holds, namely

$$\Delta_M = \Delta_\xi + b^{ij} \partial_{ij} + b^j \partial_j \quad \text{on } M_k,$$

where $\xi$ are the Euclidean coordinates mapped on the surface via the chart $\varphi_k$ and

$$b^{ij} = O(r^{-2}), \quad b^j = O(r^{-3}) \quad \text{for } r = |\xi| \text{ large}.$$ 

Since the manifold $M$ resembles a plane on its ends, we use again the Kelvin transform on $\mathbb{R}^2$. Let

$$\tilde{\psi}(x) = \psi(x/|x|^2)$$
where \( x \in B(0, \delta) \) for some \( \delta \) sufficiently small. It’s straightforward to verify the existence of coefficients \( c^{ij} \) and \( c^j \), defined in \( B(0, \delta) \), such that

\[
\begin{align*}
(\Delta x + c^{ij}(x) \partial_{ij} + c^j(x) \partial_j) \tilde{\psi} &= \frac{1}{|x|^2} (\Delta \xi + \tilde{b}^{ij} \partial_{ij} + \tilde{b}^j \partial_j) \psi \left( \frac{x}{|x|^2} \right) \\
&= \frac{1}{|x|^2} \tilde{g} \left( \frac{x}{|x|^2} \right) \\
&= \frac{1}{|x|^2} \tilde{g}(x)
\end{align*}
\]

and such that

\[
c^{ij} = O(|x|^2), \quad c^j = O(|x|), \quad \text{for } |x| \text{ small}.
\]

Given that \( \tilde{\psi} \) solves the above equation and using the Sobolev embedding \( W^{2,2}(B_\delta) \subset C^{0,\gamma}(B_\delta) \), by elliptic estimates,

\[
\| \tilde{\psi} \|_{C^{0,\gamma}(B_\delta)} \leq C \left( \| |x|^{-4} \tilde{g} \|_{L^2(B_{2\delta})} + \| \tilde{\psi} \|_{L^2(B_{2\delta})} \right).
\]

A simple change of variable shows then that

\[
\begin{align*}
\int_{B_{2\delta}} |x|^{-8} |\tilde{g}(x)|^2 \, dx &= \int_{\{r > 1/2\delta\}} |\xi|^{-4} |g(\xi)|^2 \, d\xi, \\
\int_{B_{2\delta}} |\tilde{\psi}(x)|^2 \, dx &= \int_{\{r > 1/2\delta\}} |\xi|^{-4} |\psi(\xi)|^2 \, d\xi
\end{align*}
\]

and also, for \( |p| > 1/\delta \)

\[
\left[ \psi \right]_{\gamma, B(p,1)} = \sup_{\xi, \eta \in B(p,1)} \frac{|\psi(\xi) - \psi(\eta)|}{|\xi - \eta|^{\gamma}} = \frac{1}{|\xi|^{\gamma}} \left| \tilde{\psi} \left( \frac{\xi}{|\xi|^2} \right) - \tilde{\psi} \left( \frac{\eta}{|\eta|^2} \right) \right| \leq C(\delta) [\tilde{\psi}]_{\gamma, B(p^{-1},1)}
\]

where we used that, for \( |\xi|, |\eta| > 1/\delta - 1 \),

\[
\left| \frac{\xi}{|\xi|^2} - \frac{\eta}{|\eta|^2} \right| \leq C(\delta) |\xi - \eta|.
\]

Hence, we find

\[
\| \psi \|_{C^{0,\gamma(r>1/\delta)}} \leq C \left( \| r^2 g \|_{L^2(r>1/2\delta)} + \| r^{-2} \psi \|_{L^2(r>1/2\delta)} \right).
\]

Thus

\[
\| \psi \|_H + \| \psi \|_\infty \leq C \| A_M^{-1} g \|_{L^2(M)}
\]

and the first part of the proof is concluded. Next we consider the case where \( \| g \|_{C^{0,\gamma}(M)} < \infty \). We claim that

\[
\| \psi \|_* \leq C \left( \| g \|_{C^{0,\gamma}(M)} + \| \psi \|_\infty \right).
\]
Again, by local elliptic estimates we only need to prove the desired behaviour on the ends. Consider the Kelvin transformed formulation of the equation (11.14). By elliptic regularity,
\[ \|\tilde{\psi}\|_{C^2(B_{\delta})} \leq C \left( \|x^{-4}\tilde{g}\|_{C^0(B_{2\delta})} + \|\tilde{\psi}\|_{L^\infty(B_{2\delta})} \right), \]
and by inversion of the Kelvin transform we find
\[ \|\psi\|_{C^0(r>1/\delta)} + \|D^2_M\psi\|_{C^2(r>1/\delta)} \leq C \|g\|_{C^0(1/2\delta)} \]
where we also used (11.13) and the fact that
\[ \|A_M\|_{L^2(M)} \leq C \|g\|_{C^0(1/2\delta)} \]
and the proof is concluded.

The invertibility theory for the Laplace–Beltrami operator just developed, together with the decay assumption \( f \in C^0_4(M) \), gives us a solution for the second component of system (11.1) satisfying the predicted estimate, simply by setting
\[ c^4 = \frac{1}{\int_M |A_M|^2} \int_M f^2. \]
Moreover, the same theory allows us to solve the first component, in the sense of the following result.

**Lemma 9.** Given \( f \in C^0_4(M) \) there exists a unique solution \( h \) to the problem
\[ \Delta_M h + |A_M|^2 h = f - c^j |A_M|^2 \hat{z}_j \quad \text{on } M, \tag{11.15} \]
where \( c^j \)'s are constants defined as
\[ c^j = \frac{1}{\int_M |A_M|^2 \hat{z}_j} \int_M f \hat{z}_j. \tag{11.16} \]
Such solution satisfies the estimate
\[ \|h\|_* \leq C \|f\|_{C^0_4(M)} \]
for some \( C > 0 \).

**Proof.** The strategy of the proof relies on the following formulation of problem (11.15)
\[ h + \Delta_M^{-1}(|A_M|^2 h) = \Delta_M^{-1}(f - c^j |A_M|^2 \hat{z}_j), \]
obtain by applying the inverse Laplacian, and on Fredholm alternative. According to Lemma 8, in order to do so we need both the quantities \( |A_M|^2 h \) and \( f \) to have mean zero, bearing in mind that the mean of the correction automatically vanishes
\[ \int_M |A_M|^2 \hat{z}_j = - \int_M \Delta_M \hat{z}_j = 0. \]
Even if those conditions look restrictive compared to the general formulation (11.15) we can actually recover a solution to the original problem. Indeed, if we solve the modified problem
\[ \Delta_M h + |A_M|^2 h - |A_M|^2 c_1 = f - c^j |A_M|^2 \hat{z}_j - |A_M|^2 c_2 \]
where the constants
\[
c_1 = \frac{1}{\int_M |A_M|^2} \int_M |A_M|^2 h_1,
\]
\[
c_2 = \frac{1}{\int_M |A_M|^2} \int_M f
\]
guarantee the mean zero conditions, then \(\tilde{h} = h - c_1 + c_2\) solves the original problem. Hence, without loss of generality we can look for a solution of (11.15) in the space
\[
H^# := H \cap L^\infty(M) \cap \left\{ h \in L^\infty : \int_M |A_M|^2 h \hat{z}_j = 0 \right\}
\]
where \(H\) is as in (11.2) and for a right-hand side \(f \in C^{0,\gamma}_0(M)\) such that
\[
\int_M f = 0.
\]
Let us define \(\|h\|_2 = \|h\|_H + \|h\|_\infty\). In this setting, we can invert the Laplace-Beltrami operator and obtain
\[
h + T(h) = \Delta_M^{-1}(f - c^j |A_M|^2 \hat{z}_j),
\]
where we define \(T(h) = \Delta_M^{-1}(|A_M|^2 h)\). We claim that a solution exists by Fredholm alternative, given that the right-hand side belongs to \(H^#\) if the coefficients \(c^j\) are as in (11.16). To apply the Theorem, we need to verify the validity of the following:

1. \(T\) is a self map in \(H^#\), namely \(T(H^#) \subset H^#\);
2. If \(h \in H^#\) satisfies \(h + T(h) = 0\), then \(h = 0\);
3. \(T : H^# \rightarrow H^#\) is compact.

We begin with point (1). Remark that, since \(T(h)\) solves
\[
\Delta_M T(h) = |A_M|^2 h \quad \text{on } M
\]
by Lemma 8,
\[
\int_M |A_M|^2 T(h) = 0
\]
and
\[
\|T(h)\|_2 = \|\Delta_M^{-1}(|A_M|^2 h)\|_2
\]
\[
\leq C \|A_M \|_h \|h\|_{L^2(M)}
\]
\[
\leq C \|h\|_2.
\]
Also,
\[
\int_M T(h)|A_M|^2 \hat{z}_j = - \int_M T(h) \Delta_M \hat{z}_j = - \int_M |A_M|^2 h \hat{z}_j,
\]
where we used the self-adjointness of \(\Delta_M\). These conditions together guarantee that \(T\) is a self map. To prove (2), we simply apply the Laplace–Beltrami operator on the whole equation and find that
\[
\Delta_M h + |A_M|^2 h = 0 \quad \text{on } M,
\]
that is, $h$ is a bounded Jacobi field. By hypothesis of non-degeneracy, it must hold $h = \sum_{k=0}^{3} \alpha^k \hat{z}_k$ and since $h \in H^2$ we have

$$0 = \int_M |A_M|^2 h \hat{z}_j = \alpha^k \delta_{kj}, \quad j = 0, \ldots, 3,$$

hence $h = 0$. Finally, to prove (3) we consider $\{h_n\}$ be a sequence of functions such that

$$\sup_n \|h_n\|_\sharp \leq 1,$$

and we show that $\{g_n\} = \{T(h_n)\}$ has a convergent subsequence in $H^\sharp$. Local elliptic estimates imply uniform bounds for $g_n$ in the norm of $C^{0,\gamma}$ and in turn, by Arzelà–Ascoli theorem, the existence of a subsequence converging uniformly over compact subsets to a limit $g$. We claim that $g_n \to g$ also in $H^\sharp$. By completeness and pointwise convergence, it will suffice to show that for every $\epsilon > 0$

$$\|g_n - g_m\|_\sharp < \epsilon \quad (11.18)$$

up to taking $n, m$ sufficiently large. Let us consider a sufficiently large ball $B_R = M \cap \{r < R\}$. We have

$$\|g_n - g_m\|_{H^1(B_R)} \leq C(R) \|g_n - g_m\|_{L^\infty(B_R)} \to 0 \quad (11.19)$$

as $m, n \to \infty$ by local uniform convergence. On the other hand

$$\|g_n - g_m\|_{H^\sharp(B_R^c)} = \|\Delta^{-1}_M(|A_M|^2 (h_n - h_m))\|_{H^\sharp(B_R^c)} \leq C \|A_M|(h_n - h_m)\|_{L^2(B_R^c)} \leq CR^{-1}\|h_n - h_m\|_\infty \leq CR^{-1}$$

which is small up to enlarging $R$. This proves (3) and hence the existence of a solution to (11.17) by Fredholm alternative. The estimates follow from the formulation (11.17) and (11.4).

\[\square\]

12. Proofs of Lemmas 2—7

This Section contains all the proofs of Lemmas that have been postponed so far.

12.1. Lemma 2. For any real numbers $\lambda_1, \ldots, \lambda_m$ satisfying

$$\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_m, \quad \sum_{j=1}^{m} \lambda_j = 0,$$

there exists a smooth function $h^1_0$, defined on $M$, such that

$$\Delta_M h^1_0 + |A_M|^2 h^1_0 = 0 \quad \text{on } M$$

and such that on each end $M_j$

$$h^1_0(y) = (-1)^j \lambda_j \log r + \eta \quad \text{on } M_j,$$
where $\eta$ satisfies
\[ \|\eta\|_{L^\infty(M)} + \|r^2 D\eta\|_{L^\infty(M)} < +\infty. \]

**Proof.** We start by noting that, defining $\psi$ as any continuous function satisfying
\[ \psi = (-1)^j \lambda_j \log r \quad \text{on } M_j \]
for every $j = 1, \ldots, m$, then the Lemma follows by proving the existence of a solution $\eta$ to
\[ J(\eta) = -J(\psi) \]
where $J = \Delta_M + |A_M|^2$ is the Jacobi operator of the immersion $M \subset \mathbb{R}^3$. By Lemma 9, we can find a unique solution with the required properties to the corrected equation
\[ J(\eta) = -J(\psi) - c^j |A_M|^2 \hat{z}_j \]
where
\[ c^j = -\frac{1}{\int_M |A_M|^2 \hat{z}_j^2} \int_M J(\psi) \hat{z}_j. \] (12.1)

We claim that
\[ \int_M J(\psi) z_i dV = 0 \quad i = 0, \ldots, 3 \] (12.2)
and hence that all the constants in (12.1) vanish, concluding the proof of the result. Consider a cylinder $C_R = \{ x \in \mathbb{R}^3 : r(x) < R \}$. Then, using coordinates (1.9) we find
\[ \int_{M \cap C_R} J(\psi) z_i dV = \sum_{j=1}^m \int_{M_j \cap \partial C_R} (z_i \partial_r \psi - \psi \partial_r z_i) d\sigma \] (12.3)
\[ = \sum_{j=1}^m (-1)^j \left[ \frac{\lambda_j}{R} \int_{|\xi|=R} z_i d\sigma(\xi) - \lambda_j \log R \int_{|\xi|=R} \partial_r z_i d\sigma(\xi) \right]. \]
for $i = 0, \ldots, 3$. Now, on each end $M_j$ we have
\[ z_3 = \nu_1 \cdot \epsilon_3 = \frac{(-1)^j}{\sqrt{1 + |\nabla F_k|^2}} = (-1)^j + O(r^{-2}), \quad \partial_r z_3 = O(r^{-3}) \]
and hence we get
\[ \int_{M \cap C_R} J(\psi) z_3 dV = 2\pi \sum_{j=1}^m \lambda_j + O(R^{-1}). \]
Passing to the limit as $R \to \infty$ and using the balancing condition on the $\lambda_j$’s we find (12.2) for $i = 3$. Similarly,
\[ z_i = (-1)^k a_k \frac{x_i}{r^2} + O(r^{-3}), \quad \partial_r z_i = (-1)^{k+1} a_k \frac{x_i}{r^2} + O(r^{-3}), \quad \text{on } M_j \]
for $i = 1, 2$. This implies again, using (1.10), (12.3) and taking the limit as $R \to +\infty$,
\[ \int_M J(\psi) z_i dV = 0, \quad i = 1, 2. \]
Finally, if $i = 0$ on $M_j$

$(-1)^jz_0 = -\xi_2\partial_2F_j + \xi_1\partial_1F_j = \frac{1}{r^2}(b_{j1}\xi_2 - b_{j2}\xi_1) + O(r^{-2})$

and $\partial_rz_0 = O(r^{-2})$. Thus, (12.2) holds also for $i = 0$ and the claim is proved. This concludes the proof. \hfill $\square$

12.2. **Lemma 3.** The map $G$ defined in (7.4) satisfies

$$\|G(0)\|_{C_r^{0,\gamma}(M)} \leq C\varepsilon$$

and the Lipschitz condition

$$\|G(h_1) - G(h_2)\|_{C_r^{0,\gamma}(M)} \leq C\varepsilon\|h_1 - h_2\|_*.$$

**Proof.** Consider at first $G^1$ - we claim that

$$\|G^1(0)\|_{C_r^{0,\gamma}(M)} \leq C\varepsilon \quad (12.4)$$

$$\|G^1(h_1) - G^1(h_2)\|_{C_r^{0,\gamma}(M)} \leq C\varepsilon\|h_1 - h_2\|_* \quad (12.5)$$

To see this, let us take for instance $G^1$. It holds that

$$G^1_1(0) = -\varepsilon\partial_ih^i_0\partial_jh^j_0 \int_{\mathbb{R}^2} \zeta_4a_{i,j}^{}(t^\delta + h^\delta_0)\nabla_{\beta,\gamma,U_0}U_0 \cdot V_1$$

$$+ \varepsilon^{-2} \int_{\mathbb{R}^2} \zeta_4R_1(y, x, 0, 0) \cdot V_1$$

from which follows (12.4). Lipschitz dependence (12.5) can be checked directly from the expression

$$G^1_1(h_1) = -\varepsilon^2\Delta_Mh_1^\delta|A_M|^2 \int_{\mathbb{R}^2} \zeta_4\nabla_{\delta,U_0}\bar{U}_1 \cdot V_1$$

$$+ \varepsilon^2\Delta_Mh_1^\delta a_{i,0}^i\partial_ih^\delta_0\partial_jh^j_0 \int_{\mathbb{R}^2} \zeta_4\nabla_{\delta,U_0}\bar{U}_{\beta,\gamma} \cdot V_1$$

$$- \varepsilon\partial_ih^\delta\partial_ih^\gamma \int_{\mathbb{R}^2} \zeta_4(t^\delta + h^\delta)A_{i,j}^\delta\nabla_{\beta,\gamma,U_0}U_0 \cdot V_1$$

$$+ \varepsilon^{-2} \int_{\mathbb{R}^2} \zeta_4R_1(y, t, h, \nabla_Mh) \cdot V_1$$

for instance,

$$\left\|\varepsilon^2\Delta_M(h_1^\delta - h_2^\delta)|A_M|^2 \int_{\mathbb{R}^2} \zeta_4\nabla_{\delta,U_0}\bar{U}_1 \cdot V_1 \right\|_{C_r^{0,\gamma}(M)} \leq C\varepsilon^2\|A_M\|_{C_\infty}^2\|D_M^2 h_1 - D_M^2 h_2\|_{C_r^{0,\gamma}}$$

$$\leq C\varepsilon^2\|h_1 - h_2\|_*$$

and the other terms are similarly checked. Now let’s consider $G^2$ — for ease of notation, define

$$N(h_1) = \varepsilon^{-2}\zeta_4\pi_{\text{Ŵ}^s,\gamma}N(\Phi(h_1)) + \tilde{B}(h_1, \Phi(h_1))$$
so that
\[
G^2_\alpha(h_1) = \int_{\mathbb{R}^2} N(h_1) \cdot V_\alpha.
\]

and where we made explicit the two dependencies on \(h_1\) of this term, one direct and one through \(\Phi\). We claim that both these dependencies are Lipschitz with small constant. In particular, we claim that
\[
\|N(\Phi_1) - N(\Phi_2)\|_{C^0_4(\mathbb{R}^4)} \leq C\varepsilon^3 \|\Phi_1 - \Phi_2\|_{C_4^{2,\gamma}(\mathbb{R}^4)}, \tag{12.6}
\]
\[
\|\tilde{B}(h, \Phi_1) - \tilde{B}(h, \Phi_2)\|_{C^0_4(\mathbb{R}^4)} \leq C\varepsilon^3 \|\Phi_1 - \Phi_2\|_{C_4^{2,\gamma}(\mathbb{R}^4)}, \tag{12.7}
\]
\[
\|\tilde{B}(h_1, \Phi) - \tilde{B}(h_2, \Phi)\|_{C^0_4(\mathbb{R}^4)} \leq C\varepsilon^4 \|h_1 - h_2\|_\star \|\Phi\|_{C_4^{2,\gamma}(\mathbb{R}^4)} \tag{12.8}
\]
also, we claim that
\[
\|\Phi_1 - \Phi_2\|_{C_4^{2,\gamma}(\mathbb{R}^4)} \leq C\varepsilon^2 \|h_1 - h_2\|_\star. \tag{12.9}
\]
Let us accept estimates (12.6)-(12.9) for a moment. We readily check that, denoting \(\Phi_1 = \Phi(h_t)\)
\[
\|G^2_\alpha(h_1) - G^2_\alpha(h_2)\|_{C^0_4(\mathbb{R}^4)} = \left\| \int_{\mathbb{R}^2} [N(h_1) - N(h_2)] \cdot V_\alpha \right\|_{C^0_4(\mathbb{R}^4)} 
\]
\[
\leq C\varepsilon^{-2} \|N(\Phi_1) - N(\Phi_2)\|_{C^0_4(\mathbb{R}^4)} + 
\]
\[
+ C\varepsilon^{-2} \|B(h_1, \Phi_1) - B(h_2, \Phi_2)\|_{C^0_4(\mathbb{R}^4)} 
\]
\[
\leq C\varepsilon \|\Phi_1 - \Phi_2\|_{C^2_4(\mathbb{R}^4)} + C\varepsilon^{-2} \|B(h_1, \Phi_1) - B(h_1, \Phi_2)\|_{C^0_4(\mathbb{R}^4)} 
\]
\[
+ C\varepsilon^{-2} \|B(h_1, \Phi_2) - B(h_2, \Phi_2)\|_{C^0_4(\mathbb{R}^4)} 
\]
\[
\leq C\varepsilon \|\Phi_1 - \Phi_2\|_{C^2_4(\mathbb{R}^4)} + C\varepsilon^2 \|h_1 - h_2\|_\star \|\Phi\|_{C_4^{2,\gamma}(\mathbb{R}^4)} 
\]
\[
\leq C(\varepsilon^3 + \varepsilon^5) \|h_1 - h_2\|_\star. 
\]

We now prove all the Lipschitz dependencies, starting with (12.6). This follows automatically from the definition of \(N\) as a second order expansion of \(S\) in the direction of \(\Phi\), from where we find
\[
\|N(\Phi_1) - N(\Phi_2)\|_{C^0_4(\mathbb{R}^4)} \leq C (\|\Phi_1\|_\infty + \|\Phi_2\|_\infty) \|\Phi_1 - \Phi_2\|_{C^2_4(\mathbb{R}^4)} 
\]
\[
\leq C\varepsilon^3 \|\Phi_1 - \Phi_2\|_{C^2_4(\mathbb{R}^4)} 
\]
where we used that \(\|\Phi\|_{C^2_4(\mathbb{R}^4)} = O(\varepsilon^3)\), \(\ell = 1, 2\). Next we prove (12.9) and to do so we recall that \(\Phi\) solves (6.4). The term \(R(h) = -S(W)\) has a Lipschitz dependence
\[
\|R(h_1) - R(h_2)\|_{C^0_4(\mathbb{R}^4)} \leq C\varepsilon^2 \|h_1 - h_2\|_\star 
\]
as shown by calculations analogous to those for the Lipschitz behaviour of \( G^1 \). The estimates from Proposition 1 yield to
\[
\|\Phi_1 - \Phi_2\|_{C^2(\mathbb{R}^4)} \leq C\|\mathcal{R}(h_1) - \mathcal{R}(h_2)\|_{C^0(\mathbb{R}^4)} + \|N(\Phi_1) - N(\Phi_2)\|_{C^0(\mathbb{R}^4)} \\
\leq C\varepsilon^2\|h_1 - h_2\|_* + C\varepsilon^3\|\Phi_1 - \Phi_2\|_{C^2(\mathbb{R}^4)}
\]
and hence, up to choosing \( \varepsilon \) sufficiently small, we have (12.9). Lastly, we observe that (12.7) is a direct consequence of the smallness in \( \varepsilon \) of all the coefficients of the second order operator \( B \), while (12.8) is a consequence of the mild Lipschitz dependence in \( h_1 \) of such coefficients, for instance
\[
a_{ij}^2(y, \varepsilon(t h^j_0 + h^j_1)).
\]
Finally, we prove that the term
\[
G^3_\alpha(h_1) = -\varepsilon^{-2} \int_{\mathbb{R}^2} \zeta_4 L_{U_0}[\Phi] \cdot V_\alpha
data is Lipschitz with a constant that is exponentially small in \( \varepsilon \). This is straightforward using the self-adjointness of \( L_{U_0} \) and the fact that \( V_\alpha \in \ker L_{U_0} \). Indeed, integrating by parts yields to
\[
\int_{\mathbb{R}^2} \zeta_4 L_{U_0}[\Phi] \cdot V_\alpha dt = \int_{\mathbb{R}^2} \zeta_4 (-\Delta_{L_{U_0}} \Phi - \Delta_{M_\varepsilon} \Phi + \Phi + T_{U_0} \Phi) \cdot V_\alpha dt \\
= -\int_{\mathbb{R}^2} \Delta_{L_{U_0}} \zeta_4 V_\alpha \cdot \Phi dt - \int_{\mathbb{R}^2} (\nabla_t \zeta_4 \cdot \nabla_{L_{U_0}} V_\alpha) \Phi dt
\]
where we also used the orthogonality between \( \Phi \) and \( V_\alpha \). Using the exponential decay of \( V_\alpha \) and the usual argument with the support of \( \zeta_4 \) we obtain
\[
\|G^3_\alpha(h_1) - G^3_\alpha(h_2)\|_{C^0(\mathbb{R}^4)} \leq C\varepsilon^{-2}e^{-\frac{\varepsilon}{2}}\|\Phi_1 - \Phi_2\|_\infty \\
\leq Ce^{-\frac{\varepsilon}{2}}\|h_1 - h_2\|_*.
\]
Finally, we can put all the estimates just found together to obtain that \( G \) has an \( O(\varepsilon) \)-Lipschitz constant. \( \square \)

12.3. **Lemma 4.** It holds
\[
\int_{\mathbb{R}^4} S(U) \cdot \Theta_U[\gamma] = 0 \quad \text{and} \quad \int_{\mathbb{R}^4} S(U) \cdot Z_i = 0
\]
for \( i = 0, \ldots, 4 \).

**Proof.** We start by proving that
\[
\int_{\mathbb{R}^4} S(U) \cdot \Theta_U[\gamma] = 0, \quad \gamma = -\Theta_W^*[\Phi].
\]
First, remark that by (6.7)
\[
\|\gamma\|_{C^{0,\alpha}(\mathbb{R}^4)} < \infty
\]
and thus \( \gamma \) decays at infinity.
Let us consider a cylinder $C_R = \{x \in \mathbb{R}^4 : x_1^2 + x_2^2 < R^2\}$. It holds
\[
\int_{C_R} S(U) \cdot \Theta_U[\gamma] = \int_{C_R} \left\langle -\varepsilon^2 \Delta^A u - \frac{1}{2} (1 - |u|^2) u, \partial_{x_3} u \right\rangle + \varepsilon^2 \int_{C_R} \left( \varepsilon^2 d^* dA - \langle \nabla^A u, iu \rangle \right) d\gamma \\
= \int_{C_R} \left\langle -\varepsilon^2 \Delta^A u, iu \right\rangle \gamma + \varepsilon^2 \int_{C_R} \varepsilon^2 d^* dA \cdot d\gamma - \varepsilon^2 \int_{C_R} \langle \nabla^A u, iu \rangle d\gamma \\
= \varepsilon^2 \int_{\partial C_R} d\gamma (\varepsilon^2 d^* dA - \langle \nabla^A u, iu \rangle).
\]

Using the decay of $\gamma$, we see that the last quantity vanishes as $R \to +\infty$, proving the claim. Now, we prove the second part of the lemma, namely that
\[
\int_{\mathbb{R}^4} S(U) \cdot Z_i = 0 \quad i = 0, \ldots, 4.
\]
Recall that, if $U = (u, A)^T$,
\[
Z_i = \nabla_{x_i} U = \nabla_{x_i} U - \Theta_U[A_i]
\]
for $i = 1, \ldots, 4$. We’re going to prove that the integration on $C_R$ of $S(U)$ against both of these quantities produces boundary terms that, together, vanish as $R \to +\infty$. For instance consider $i = 3$. It holds
\[
\int_{C_R} S(U) \cdot \nabla_{x_3} U = \int_{C_R} \left\langle -\varepsilon^2 \Delta^A u - \frac{1}{2} (1 - |u|^2) u, \partial_{x_3} u \right\rangle + \varepsilon^2 \int_{C_R} \left( \varepsilon^2 d^* dA - \text{Im} (\bar{u} \nabla^A u) \right) \cdot \partial_{x_3} A \\
= \int_{\partial C_R} \varepsilon^2 (\nabla u \cdot \hat{\nu}, \partial_{x_3} u) - \int_{\partial C_R} \varepsilon^2 (iAu \cdot \hat{\nu}, \partial_{x_3} u) + \varepsilon^2 \int_{\partial C_R} \varepsilon^2 \partial_{x_3} A_j [dA(\cdot, e_j) \cdot \hat{\nu}] \\
- \frac{\varepsilon^2}{2} \int_{C_R} \partial_{x_3} \left( |\nabla^A u|^2 + \varepsilon^2 |dA|^2 + \frac{1}{4\varepsilon^2} (1 - |u|^2)^2 \right) \\
= \int_{\partial C_R} \varepsilon^2 (\nabla^A u \cdot \hat{\nu}, \partial_{x_3} u) + \varepsilon^2 \int_{\partial C_R} \varepsilon^2 \partial_{x_3} A_j [dA(\cdot, e_j) \cdot \hat{\nu}].
\]

Where we used the invariance of the cylinder $C_R$ in the $z_3$-direction. Next, we compute
\[
\int_{C_R} S(U) \cdot \Theta_U[A_3] = \int_{C_R} \left( -\Delta^A u - \frac{1}{2} (1 - |u|^2) u, d^* dA - \text{Im} (\bar{u} \nabla^A u) \right) \cdot \left( iu A_3 \right) \\
\]
and as above an integration by parts yields to
\[
\int_{C_R} S(U) \cdot \Theta_U[A_3] = - \int_{\partial C_R} \varepsilon^2 \langle \nabla^A u \cdot \hat{\nu}, iu A_3 \rangle - \varepsilon^2 \int_{\partial C_R} \varepsilon^2 \partial_{x_3} A_3 [dA(\cdot, e_j) \cdot \hat{\nu}] \\
- \varepsilon^2 \int_{\partial C_R} \varepsilon^2 \partial_{x_3} A_3 [dA(\cdot, e_j) \cdot \hat{\nu}].
\]
where we used the gauge invariance of the energy $E$. In all we get
\[
\int_{C_R} S(U) \cdot \nabla_{x_3, U} U = \int_{\partial C_R} \varepsilon^2 \langle \nabla^A u \cdot \hat{r}, \partial_3 A^j \rangle + \varepsilon^2 \int_{\partial C_R} \varepsilon^2 (\partial_3 A_j - \partial_j A_3) [dA(\cdot, e_j) \cdot \hat{r}]
\]
\[
= \varepsilon^2 \int_{\partial C_R} \langle \nabla U \cdot \hat{r} \rangle \nabla_{x_3, U} U.
\]

We claim that
\[
\lim_{R \to +\infty} \int_{\partial C_R} \langle \nabla U \cdot \hat{r} \rangle \nabla_{x_3, U} U = 0. \tag{12.10}
\]

We begin by expanding
\[
\langle \nabla U \cdot \hat{r} \rangle \nabla_{x_3, U} U = |V_1|^2 (\nu_1 \cdot e_3) \left( \nu_1 - (-1)^k \frac{\varepsilon \lambda_k}{r} \right) \cdot \hat{r} + O(\varepsilon^2 r^{-2})
\]
and by observing that, since the $k$-th end of the manifold reads
\[
x_3 = F_k(x_1, x_2) = (a_k \log r + b_k + O(r^{-1}))
\]
the normal vector satisfies
\[
(-1)^k \nu_1 = \frac{1}{\sqrt{1 + |\nabla F_k|^2}} \langle \nabla F_k, -1 \rangle = a_k r^{-1} \hat{r} - e_3 + O(r^{-2}).
\]

On the portion of $C_R$ near this end we have
\[
(\nu_1 \cdot e_3) \left( \nu_1 - (-1)^k \frac{\varepsilon \lambda_k}{r} \right) \cdot \hat{r} = -\frac{a_k + \varepsilon \lambda_k}{r} + O(r^{-2}).
\]

Now, remark that
\[
t_1 = (x_3 - F_k(x_1, x_2) - \varepsilon \lambda_k \log r + O(1)) \left(1 + O(R^{-2})\right)
\]
and hence we get
\[
\int_{-\infty}^{+\infty} dx_4 \int_{F_k(x') + \varepsilon \lambda_k \log r - r^\rho}^{F_k(x') + \varepsilon \lambda_k \log r + r^\rho} |V_1|^2 dx_3 = \int_{\mathbb{R}^2} |V_1|^2 dt + O(R^{-2}).
\]

This follows from the fact that on $\partial C_R$ the distance between ends is greater than $\rho := 2\gamma \log R$. Now, we use the fact that for large $r$ the covariant gradient of $U$ is exponentially small with the distance from each end of the manifold. Precisely, it holds
\[
|\nabla U| \leq C \sum_{j=1}^m e^{-\sigma |x_3 - (F_j(x') + \varepsilon \lambda_j \log r)|}. \tag{12.11}
\]
This fact can be proved precisely as in Lemma 9.4 in [13], namely through characterization (8.1) of $U$ and barriers, using the fact that the main order of the linearised behaves roughly as $-\Delta + 1$ on each component. Using (12.11), we get that far from the ends of the manifold
\[
\int_{\gamma_k \{|x_3 - F_k| > \rho\}} \langle \nabla U \cdot \hat{r} \rangle \cdot \nabla_{x_3, U} U = O(R^{-2}).
\]
Finally, we infer
\[
\int_{\mathbb{R}^2} (\nabla U \cdot \hat{r}) \cdot \nabla_{x,3} U = -\frac{1}{R} \sum_{k=1}^{m} (a_k + \varepsilon \lambda_k) \int_{\mathbb{R}^2} |V_1|^2 dt + O \left( R^{-2} \right)
\]
and thus
\[
\int_{\partial C_R} (\nabla U \cdot \hat{r}) \cdot \nabla_{x,3} U = -2\pi \sum_{k=1}^{m} (a_k + \varepsilon \lambda_k) \int_{\mathbb{R}^2} |V_1|^2 dt + O \left( R^{-1} \right)
\]
but since \( \sum_{k=1}^{m} a_k = \sum_{k=1}^{m} \lambda_k = 0 \) we get (12.10) and the proof is complete for \( i = 3 \). For \( i = 4 \) the proof is almost identical, with the only difference being that the terms \( \lambda_k \) don’t appear. For \( i = 2 \) is similar, but the integration of \( S(U) \cdot \nabla_{x,2} U \) on \( C_R \) produces an extra boundary term
\[
\int_{C_R} S(U) \cdot \nabla_{x,2} U = \int_{\partial C_R} \varepsilon^2 \left( \nabla^A u \cdot \hat{r}, \partial_2 u \right) + \varepsilon^2 \int_{\partial C_R} \varepsilon^2 \partial_2 A_j \left[ dA(\cdot, e_j) \cdot \hat{r} \right]
\]
due to the fact that the domain is bounded in the \( x_2 \) direction. We denoted \( n_2 = x_2/r \). By the expansion of the gradient \( \nabla U \), we get
\[
|\nabla^A u|^2 + \varepsilon^2 |dA|^2 = |V_1|^2 + |V_2|^2 + O(\varepsilon r^{-2} e^{-\sigma|t|})
\]
and hence, since \( \int_{r=R} n_2 = 0 \),
\[
\lim_{R \to +\infty} \int_{\partial C_R} \left( |\nabla^A u|^2 + \varepsilon^2 |dA|^2 \right) n_2 = \lim_{R \to +\infty} 2 \int_{\mathbb{R}^2} |V_1|^2 \int_{\{r=R\}} n_2 + O(R^{-1}) = 0
\]
and a similar argument yields to
\[
\lim_{R \to +\infty} \int_{\partial C_R} (1 - |u|^2)^2 n_2 = 0.
\]
The other boundary terms are treated exactly as before and of course the same proof holds also for \( i = 1 \). We are only left with the case \( i = 0 \), for which is convenient to switch to cylindrical coordinates. We have
\[
\int_{C_R} S(U) \cdot (x_2 \nabla_{x,1} U - x_1 \nabla_{x,2} U) = \int_{C_R} S(U) \nabla_{\theta,2} U
\]
and just as in the previous cases an integration by part produces a vanishing term (due to the rotational symmetry of the energy) plus a boundary term, namely
\[
\int_{C_R} S(U) \cdot \nabla_{\theta,2} U = R \int_{\mathbb{R}^2} \int_{0}^{2\pi} \nabla_{r,2} U \cdot \nabla_{\theta,2} U |_{r=R} = \int_{C_R} \nabla_{r,2} U \cdot \nabla_{\theta,2} U
\]
but from the expansion of the gradient we obtain
\[ \nabla_{r,U} U \cdot \nabla_{\theta,U} U = |V_1|^2 O(R^{-2}) + O(R^{-2} e^{-\sigma|t|}) \]
thus
\[ \int_{CR} \nabla_{r,U} U \cdot \nabla_{\theta,U} U = O(R^{-1}) \]
and letting \( R \to +\infty \) we obtain the claim also for \( i = 0 \). The proof is concluded. \( \square \)

12.4. Lemma 6. There exists a \( \lambda > 0 \) such that
\[ B[\phi,\phi] := \int_{\mathbb{R}^2} \nabla \psi \cdot \nabla \phi + f^2 \psi \phi \geq \lambda \| \phi \|^2_{H^1} \]
for every \( \phi \in H^1(\mathbb{R}^2) \).

Proof. By contradiction suppose that we can find a collection of functions \( \{\phi_j\} \) such that
\[ \| \phi_j \|_{H^1} = 1 \]
for every \( j \) and
\[ B[\phi_j,\phi_j] \to 0 \]
as \( j \to \infty \). Extracting a subsequence, we have that
\[ \phi_j \rightharpoonup \phi^* \text{ in } H^1 \]
and by weak lower semicontinuity of \( B \), using (12.12), we infer
\[ 0 \leq B[\phi^*,\phi^*] \leq \liminf B[\phi_j,\phi_j] = 0 \]
that is
\[ B[\phi^*,\phi^*] = \int_{\mathbb{R}^2} \left( |\nabla \phi^*|^2 + f^2 |\phi^*|^2 \right) = 0 \]
which in turn implies \( \phi^* = 0 \). Now, observe that
\[ \| \phi_j \|^2_{H^1} = B[\phi_j,\phi_j] + \int_{\mathbb{R}^2} (1 - f^2) |\phi_j|^2. \]
(12.13)
Now, given any \( \epsilon > 0 \) we can find \( r(\epsilon) > 0 \) such that
\[ 1 - f^2 < \epsilon \text{ in } B_r^{\epsilon}(\epsilon), \]
therefore, since \( \| \phi_j \|^2_{H^1} = 1, \)
\[ \int_{B_r^{\epsilon}(\epsilon)} (1 - f^2) |\phi_j|^2 \leq \epsilon \| \phi_j \|^2_{L^2} < \epsilon. \]
On the other hand, by Rellich lemma \( \phi_j \to 0 \) in \( L^2(B_r(\epsilon)) \), which means that by choosing \( j \) big enough we have
\[ \int_{B_r(\epsilon)} (1 - f^2) |\phi_j|^2 < \epsilon. \]
Finally, from equation (12.13), we find

\[ 1 = \|\phi_j\|_{H^1}^2 \]

\[ = B[\phi_j, \phi_j] + \int_{B_r(\gamma)} (1 - f^2) |\phi_j|^2 + \int_{B_r^c(\gamma)} (1 - f^2) |\phi_j|^2 \]

\[ < B[\phi_j, \phi_j] + 2\epsilon \]

from which we draw a contradiction using (12.12). \[\square\]

12.5. **Lemma 7.** There exists a constant \( C > 0 \) independent on \( \epsilon \) such that for every pair \( H \in C^{0,\gamma}(M \times \mathbb{R}^2) \) there exists a solution \( \Phi = \Phi(H) \) to the equation

\[-\Delta_{t,U_0}\Phi - \epsilon^2 \Delta_M \Phi + \Phi = H \quad \text{in } M \times \mathbb{R}^2\]

defining a linear operator in \( H \), such that

\[ \|\Phi\|_{C^{2,\gamma}(M \times \mathbb{R}^2)} \leq C \|H\|_{C^{0,\gamma}(M \times \mathbb{R}^2)}. \]

**Proof.** Observe that we can embed \( M \times \mathbb{R}^2 \subset \mathbb{R}^5 \). Let \( B_R \) be the ball of radius \( R \) centred in the origin of \( \mathbb{R}^5 \) and consider, for \( k = 1, 2, \ldots \), the following problem

\[
\begin{cases}
-\Delta_{t,U_0}\Phi - \epsilon^2 \Delta_M \Phi + \Phi = H & \text{in } (M \times \mathbb{R}^2) \cap B_k \\
\Phi = 0 & \text{on } (M \times \mathbb{R}^2) \cap \partial B_k.
\end{cases}
\] (12.14)

For every \( k \) problem (12.14) admits a weak solution \( \Phi_k \). This follows from Riez’s theorem, along with the fact that the corresponding linear operator defines a positive, symmetric bilinear form on \( H^{1}_{U_0,0}(M \times \mathbb{R}^2) \cap B_k \), namely the closure on \( C^\infty_c((M \times \mathbb{R}^2) \cap B_k) \) pairs under the \( H^{1}_{U_0} \) norm. Moreover, the linear operator in (12.14) satisfies on each component maximum principle, thus using \( \|H\|_{\infty} \) as a barrier we obtain the uniform bound

\[ \|\Phi_k\|_{\infty} \leq \|H\|_{\infty} \quad \forall k \in \mathbb{N}. \]

Thus, using elliptic estimates we obtain the presence of a subsequence of \( \Phi_k \) that converges uniformly over compact sets as \( k \to \infty \) to a limit \( \Phi \) that solves

\[-\Delta_{t,U_0}\Phi - \epsilon^2 \Delta_M \Phi + \Phi = H \quad \text{in } M \times \mathbb{R}^2, \]

and the estimate

\[ \|\Phi\|_{C^{2,\gamma}(M \times \mathbb{R}^2)} \leq C \|H\|_{C^{0,\gamma}(M \times \mathbb{R}^2)} \]

for some constant \( C > 0 \) independent on \( \epsilon \). \[\square\]
12.6. Lemma 5. For every $\varepsilon > 0$ sufficiently small and any $\Gamma$ with $\|\Gamma\|_{C_0^{0,\gamma}(\mathbb{R}^4)} < \infty$ there exists a $\Psi = \Psi(\Gamma)$, defining a linear map of $\Gamma$, satisfying
\[-\varepsilon^2 \Delta W \Psi + \Psi + Q_\varepsilon \Psi = \Gamma \quad \text{on } \mathbb{R}^4.\]
where $Q_\varepsilon = (1 - \zeta_2)TW$. Moreover
\[\|\Psi\|_{C_2^{0,\gamma}(\mathbb{R}^4)} \leq C\|\Gamma\|_{C_0^{0,\gamma}(\mathbb{R}^4)}\]
for a constant $C > 0$ independent of $\varepsilon$.

Proof. This proof follows the same lines as the one of Lemma 7 above. We use again a barrier using the fact that the operator satisfies maximum principle. The weighted estimates follow from the same argument used in the proof of Proposition 3.
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