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Abstract—We present a joint $SO(3)$-spectral domain filtering framework using directional spatially localized spherical harmonic transform (DLSHT), for the estimation and enhancement of random anisotropic signals on the sphere contaminated by random anisotropic noise. We design an optimal filter for filtering the DLSHT representation of the noise-contaminated signal in the joint $SO(3)$-spectral domain. The filter is optimal in the sense that the filtered representation in the joint domain is the minimum mean square error estimate of the DLSHT representation of the underlying (noise-free) source signal. We also derive a least square solution for the estimate of the source signal from the filtered representation in the joint domain. We demonstrate the capability of the proposed filtering framework using the Earth topography map in the presence of anisotropic, zero-mean, uncorrelated Gaussian noise, and compare its performance with the joint spatial-spectral domain filtering framework using directional spatially localized spherical harmonics (DSLSHT), for the estimation and enhancement of random anisotropic signals on the sphere contaminated by random anisotropic noise. We design an optimal filter for filtering the DSLSHT representation of the noise-contaminated signal in the spatial-spectral domain filtering framework of the signal estimation in the joint spatial-spectral domain. We demonstrate the least square solution for the estimate of the source signal from the filtered representation in the joint domain. We illustrate the utility of the proposed filtering framework on the bandlimited Earth topography map and compare the results with the joint spatial-spectral domain filtering framework [27], before making concluding remarks in Section V.

Index Terms—2-sphere, spherical harmonics, $SO(3)$ rotation group, DSLSHT, anisotropic process.

I. INTRODUCTION

Spherical signals have inherent angular dependence and are naturally encountered in many areas of science and engineering such as wireless communication [1], [2], computer graphics [3], [4], medical imaging [5], acoustics [6], [7], quantum chemistry [8], quantum mechanics [9], geodesy [10], planetary sciences [11], [12], astronomy [13]–[15] and cosmology [16]–[20], to name a few. Spherical observations in most of these fields are marred with unwanted, yet unavoidable, noise due to the presence of different sources of interference. In this context, we address the problem of estimating/recovering signals on the sphere which are contaminated by random anisotropic noise.

Many noise removal techniques, with different assumptions and constraints, have been proposed in the literature [19], [21]–[23]. These methods process signals in either spatial or spectral domain and assume the signal and/or noise to be a realization of an isotropic random process on the sphere. To estimate signals contaminated by anisotropic noise, a minimum mean square error filter is developed in [24], and zero-forcing and minimum mean square error criterion is adopted in [25] using linear operators for equalizing linear distortions and anisotropic noise. However, these methods do not carry out signal estimation in the joint spatial-spectral domain.

Motivated by the idea of filtering non-stationary processes in the joint time-frequency domain proposed in [26], an optimal filter in the joint spatial-spectral domain has been proposed in [27] for the estimation of spherical signals contaminated by zero-mean, anisotropic noise. However, the resulting filter performs spatially varying filtering of the spectral content using axisymmetric window signals, and is therefore, not suitable for the recovery of directional features in the underlying signal.

The framework developed in this work is a novel contribution towards signal estimation on the sphere, aimed at recovering directional features, in the presence of random anisotropic noise. Before formulating the framework in Section III, we briefly review the mathematical background and formally state the problem in Section II. In Section IV, we illustrate the utility of the proposed filtering framework on the bandlimited Earth topography map and compare the results with the joint spatial-spectral domain filtering framework [27], before making concluding remarks in Section V.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Signals on 2-Sphere

Surface of the 2-sphere (or sphere), denoted by $S^2$, is defined as $S^2 \triangleq \{ \mathbf{x} \in \mathbb{R}^3 : |\mathbf{x}| = 1 \}$, where $\mathbf{x} = (\theta, \phi) = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)^T$ is parameterized by colatitude $\theta \in [0, \pi]$, measured from the positive $z$-axis, and longitude $\phi \in [0, 2\pi]$, measured from the positive $x$-axis in the $x-y$ plane, $(\cdot)^T$ represents the vector transpose and $| \cdot |$ denotes the Euclidean norm. Square-integrable and complex-valued functions, of the form $f(\mathbf{x}) \equiv f(\theta, \phi)$, defined over $S^2$ form a Hilbert space, denoted by $L^2(S^2)$, that is equipped with the following inner product for two functions $f, h \in L^2(S^2)$

$$\langle f, h \rangle_{S^2} \triangleq \int_{S^2} f(\mathbf{x}) h(\mathbf{x}) d\mathbf{x} = \int_0^\pi \int_0^{2\pi} f(\theta, \phi) h(\theta, \phi) d\theta d\phi,$$

where $d\mathbf{x} = \sin \theta d\theta d\phi$ and $(\cdot)^*$ represents the complex conjugate operation. This inner product induces a norm $\|f\| \triangleq \langle f, f \rangle_{S^2}^{1/2}$. The Hilbert space $L^2(S^2)$ has a complete set of orthonormal basis functions called spherical harmonics, which are denoted by $Y^m_n(\mathbf{x})$ for integer degree $\ell \geq 0$ and integer order $-\ell \leq m \leq \ell$ [28]. Any signal $f \in L^2(S^2)$ can then be expressed as

$$f(\mathbf{x}) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} (f)_{\ell}^{m} Y^m_{\ell}(\mathbf{x}) = \sum_{n} (f)_{n} Y_{n}(\mathbf{x}),$$

(1)

where $\sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell}$ with $n = \ell(\ell+1) + m$, and $(f)_{n} = \langle f, Y_{n} \rangle_{S^2}$ is the spectral coefficient of degree $\ell = \lfloor \sqrt{n} \rfloor$ and order $m = n - \ell(\ell+1)$, which constitutes

1 Anisotropic processes on the sphere are analogues of non-stationary processes in the Euclidean domain.
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the spectral domain representation of the signal $f$. Signal $f \in L^2(S^2)$ is considered bandlimited to degree $L$ if $\langle f \rangle^m_\ell = 0$ for $\ell, |m| \geq L$, or equivalently $(f)_n = 0$ for $n > L^2$. For such a signal, the sum over degree in (1) is truncated at $L - 1$.

B. Signals on $SO(3)$ Rotation Group

We define rotations on the sphere by three Euler angles, namely $\omega \in [0, 2\pi)$ around z-axis, $\vartheta \in [0, \pi]$ around y-axis and $\varphi \in [0, 2\pi)$ around z-axis, using the right handed $zyz$ convention [28]. Group of all such proper rotations is called the special orthogonal group, denoted by $SO(3)$, in which each point is represented by a 3-tuple of the Euler angles as $\rho \equiv (\varphi, \vartheta, \omega)$. Square-integrable and complex-valued functions defined over the $SO(3)$ rotation group form a Hilbert space $L^2(SO(3))$, which is equipped with the following inner product for two functions $g, \nu \in L^2(SO(3))$

$$\langle g, \nu \rangle_{SO(3)} \triangleq \int_{SO(3)} g(\rho)\overline{\nu(\rho)}d\rho = \int_{\varphi=0}^{2\pi} \int_{\vartheta=0}^{\pi} \int_{\omega=0}^{2\pi} g(\varphi, \vartheta, \omega)\overline{\nu(\varphi, \vartheta, \omega)}\sin\vartheta d\varphi d\vartheta d\omega.$$ 

For the Hilbert space $L^2(SO(3))$, Wigner-D functions, denoted by $\theta^p_{m,m'}(\varphi, \vartheta, \omega)$ for integer degree $\ell \geq 0$ and orders $-\ell \leq m, m' \leq \ell$, form a complete set of orthogonal basis functions [28]. Any signal $g \in L^2(SO(3))$ can be expanded as

$$g(\rho) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \sum_{m'=-\ell}^{\ell} (g)_{\ell,m,m'}^{\ell} D^p_{m,m'}(\rho),$$

where $(g)_{\ell,m,m'}^{\ell} =_{SO(3)} (\overline{\theta^p_{m,m'}(\varphi, \vartheta, \omega)} g(\theta^p_{m,m'}(\varphi, \vartheta, \omega)))_{SO(3)}$ is the spectral coefficient of degree $\ell \geq 0$ and orders $-\ell \leq m, m' \leq \ell$, and constitutes the spectral domain representation of the signal $g$. Signal $g \in L^2(SO(3))$ is considered bandlimited to degree $L$ if $(g)_{\ell,m,m'} = 0$ for $\ell, |m|, |m'| \geq L$.

C. Problem Under Consideration

Let $s(\tilde{x})$ be a realization of an anisotropic random process on the sphere, called the source signal, which is contaminated by a realization of an anisotropic, zero-mean, random noise process, $z(\tilde{x})$, to give $f(\tilde{x}) = s(\tilde{x}) + z(\tilde{x})$ as an observation on the sphere. The objective is to determine an estimate of the source signal, denoted by $\tilde{s}(\tilde{x})$, which is optimal in the mean square sense. We assume that noise is uncorrelated with the source signal, denoted by $\tilde{L}$ by a realization of an anisotropic, zero-mean, random noise process on the sphere, called the source signal, which is contaminated by a realization of an anisotropic, zero-mean, random process, representing the noise signal. Assuming that the source and noise signals are uncorrelated with known

where $u = v(v + 1) + w$ for $0 \leq v \leq L_f - 1$, $-v \leq w \leq v$, $h \in L^2(S^2)$ is the window signal bandlimited to degree $L_h$ and is required to be spatially concentrated with in some region on the sphere to provide spatial localization for the signal $f$. $D(\rho)$ is the rotation operator and $g_f(\rho; u)$ is called the DSLSHT representation of the signal $f$. Using (1) and the spectral representation of the rotated signal, given by $\langle Dh, Y^m_x \rangle_{S^2} = \sum_{m=-\ell}^{\ell} D^f_{m,m'}(\varphi, \vartheta, \omega)(h)_m$ [28], we can rewrite the DSLSHT representation in (3) as

$$g_f(\rho; u) = \sum_{n=0}^{N_f} (f)_n \psi_{u,n}(\rho),$$

where $N_f = L_f^2 - 1$, $\psi_{u,n}(\rho) \triangleq \sum_{p=0}^{L_h-1} \sum_{q=-p}^{p} \sum_{q'=-p}^{p} D^p_{q,q'}(\rho)(h)^q \langle Y_{n}(\tilde{x})Y_{n}(\tilde{x}) \rangle_{S^2} ds(\tilde{x})$ is the spherical harmonic triple product [28]. From (4), (5) and the definition of spherical harmonic triple product, we note that the bandlimit of $g_f(\rho; u)$ in $\rho$ and $u$ is given by $L_h$ and $g_L = L_f + L_h - 1$ respectively.

A. Joint $SO(3)$-Spectral Domain Filter Design

We define the joint $SO(3)$-spectral domain filter function as

$$\zeta(\rho; u) = \sum_{p=0}^{L_h-1} \sum_{q=-p}^{p} \sum_{q'=-p}^{p} (\chi(\rho; u))^p_{q,q'} D^p_{q,q'}(\rho),$$

for $u = 0, 1, \ldots, N_g = L_g^2 - 1$. Filtering in the joint domain is carried out by convolving the DSLSHT representation of the signal, $g_f(\rho; u)$, with the joint $SO(3)$-spectral domain filter function $\zeta(\rho; u)$ for each spectral component $u$, i.e.,

$$\nu(\rho; u) = \sum_{p=0}^{L_h-1} \sum_{q=-p}^{p} \sum_{q'=-p}^{p} (g^p_f(\rho; u))^p_{k,q} \chi(\rho; u)^p_{q,k} D^p_{q,q'}(\rho),$$

where $\nu(\rho; u)$ is called the filtered representation and we have used the definition of convolution of $SO(3)$ signals given in [30]. Moreover, we have used the fact that bandlimit of $g_f(\rho; u)$ in $\rho$ is $L_h$ and have assumed, without loss of generality, that each filter component, i.e., $\zeta(\rho; u)$, is also bandlimited in $\rho$ to $L_h$. Filter function in (6) is obtained by minimizing the following mean square error in the joint $SO(3)$-spectral domain

$$E_{ms} = \mathbb{E} \left\{ \sum_{u=0}^{N_g} \|\nu(\rho; u) - g_s(\rho; u)\|^2_{SO(3)} \right\},$$

where $N_g = L_g^2 - 1$ and $g_s(\rho; u)$ is the source signal DSLSHT representation. We present the results in the following theorem.

**Theorem 1.** Let $f(\tilde{x}) = s(\tilde{x}) + z(\tilde{x})$ be a noise-contaminated random observation on the sphere, where $s(\tilde{x})$ is a realization of an anisotropic random process of interest, called the source signal, and $z(\tilde{x})$ is a realization of an anisotropic, zero-mean random process, representing the noise signal. Assuming that the source and noise signals are uncorrelated with known
spectral covariance matrices, denoted by $C^s$ and $C^z$ respectively, the joint $SO(3)$-spectral domain filter, which minimizes the mean square error defined in (8), is obtained by inverting the following linear system

$$A(p, u)F(p, q, u) = b(p, q, u), \quad (9)$$

for $0 \leq p \leq L_h - 1$, $|q| \leq p, u \leq N_g = L^2_g - 1$, where $F(p, q, u)$ is a column vector of size $(2p + 1)$, with elements given by $F_k = \langle \zeta(\cdot; u) \rangle_{p, k}$, $|k| \leq p$. Elements of the matrix $A$ and column vector $b$ are given by

$$A_{k', k} = \sum_{n=0}^{N_f} \sum_{n'=0}^{N_f} T(n; p, k; u) T(n'; p, k'; u) (C_{nn'}^s + C_{nn'}^z), \quad (10)$$

for $|k|, |k'| \leq p$. $C_{nn'}^s = \mathbb{E}\{(s)_n(s)_{n'}\}$ and $C_{nn'}^z = \mathbb{E}\{(z)_n(z)_{n'}\}$ are the elements of $C^s$ and $C^z$ respectively.

**Proof.** Using (2), the expression for filtered representation in (7) and the orthogonality of Wigner-D functions on the $SO(3)$ rotation group [28], mean square error in (8) can be written as

$$\mathcal{E}_{ms} = \sum_{u=0}^{N_f} \sum_{q=0}^{L_h-1} \sum_{q'=0}^{L_h-1} p(2p+1) \times \mathbb{E}\left\{ \sum_{k=-p}^{p} \left(g_f(\cdot; u)\right)_{p, k} \left(g_s(\cdot; u)\right)_{q, k'} - \left(g_s(\cdot; u)\right)_{q, k'} \right\}, \quad (12)$$

where for a signal $d \in L^2(S^2)$ with bandlimit $L_d$ such that $N_d = L^2_d - 1$,

$$\left(g_d(\cdot; u)\right)_{q, q'} = \sum_{n=0}^{N_d} (d)_{n} (h)_{q, q'} T(n; p, q, u). \quad (13)$$

Substituting (13) in (12), setting the derivative of the resulting expression for $\mathcal{E}_{ms}$ with respect to $\langle \zeta(\cdot; u) \rangle_{p, k}$ equal to zero and noting the fact that signal and noise are uncorrelated, we obtain a linear system which, using (10) and (11), can be cast in the matrix form given in (9). $\square$

**B. Signal Estimation**

The filtered representation $\nu(\cdot; u)$ may not be an admissible DLSHT representation, i.e., there may not exist a signal $\tilde{s} \in L^2(S^2)$ such that $g_f(\cdot; u) = \nu(\cdot; u)$. As a result, we cannot use the inverse DLSHT [29] to obtain the source signal estimate from $\nu(\cdot; u)$. We present a least square estimate of the source signal in the following theorem.

**Theorem 2.** Let $g_f(\cdot; u)$ be the DLSHT representation of the noise-contaminated random signal on the sphere which is filtered in the joint $SO(3)$-spectral domain using the filter coefficients obtained from (9), resulting in a filtered representation $\nu(\cdot; u)$ given in (7). By minimizing the following squared error

$$\mathcal{E}_s = \sum_{u=0}^{N_f} \| \nu(\cdot; u) - g_s(\cdot; u) \|^2_{SO(3)}, \quad N_g = L^2 - 1, \quad (14)$$

an estimate of the source signal, denoted by $\tilde{s}(\tilde{x})$, can be obtained by solving the following linear system

$$\tilde{s} = \mathbb{Y}f, \quad (15)$$

where $\tilde{s}$ and $f$ are the column vectors containing spectral coefficients of the estimate $\tilde{s}_n$ and the noise-contaminated observation $f_n$, respectively for $0 \leq n \leq N_f = L^2 - 1$, and $\mathbb{Y}$ is an $L^2_f \times L^2_f$ matrix with elements given by

$$\mathbb{Y}_{n,n'} = \frac{4\pi}{(h)_p^2} \sum_{u=0}^{N_f} \sum_{p=0}^{L_h-1} \sum_{q=0}^{L_h-1} \sum_{p'=0}^{p} \sum_{q'=0}^{q} \frac{1}{(2p+1)} \times \left( \langle \zeta(\cdot; u) \rangle_{p, q} T(n; p, q, u) T(n'; p, k; u) \right), \quad (16)$$

Proof. Rewriting the squared error in (14) using (4) and setting the derivative of the resulting expression with respect to $\tilde{s}_n$ equal to zero, we get the following relation

$$\sum_{n'=0}^{N_f} \sum_{u=0}^{N_f} \int_{SO(3)} \psi_{u,n'}(\rho) \overline{\psi_{u,n}(\rho)} d\rho, \quad 0 \leq n \leq N_f. \quad (17)$$

From the definition of $\psi_{u,n}(\rho)$ in (5), we can write

$$\sum_{n'=0}^{N_f} \int_{SO(3)} \psi_{u,n'}(\rho) \overline{\psi_{u,n}(\rho)} d\rho, \quad 0 \leq n \leq N_f, \quad (18)$$

where we have used the orthogonality of Wigner-D functions on the $SO(3)$ rotation group. Using the conjugate symmetry of spherical harmonics$^5$, the definition of spherical harmonic triple product in terms of Wigner-3j symbols [28], which are represented by $\left( \begin{array}{ccc} \ell & p & v \\ m & q & w \end{array} \right)$, and the following relations

$$\sum_{u=-v}^{v} \sum_{q=-p}^{p} \left( \begin{array}{ccc} \ell & p & v \\ m & q & w \end{array} \right) \left( \begin{array}{ccc} \ell' & p & v \\ m' & q & w' \end{array} \right) = \delta_{\ell,\ell'} \delta_{m,m'} \frac{(2\ell+1)!}{(2\ell'+1)!}, \quad (19)$$

the right hand side of (18) can be simplified as $2\pi \langle h, h \rangle_{SO} \delta_{n,n'}$. Hence, (17) gives the spectral estimate as

$$\tilde{s}_n = (2\pi \langle h, h \rangle_{SO})^{-1} \int_{SO(3)} \nu(\cdot; u) \overline{\psi_{u,n}(\rho)} d\rho. \quad (19)$$

Simplifying the integral in (19) using (5) and (7), and combining the result with (13), we formulate the source signal spectral estimate in the matrix form given in (15). $\square$

$^4$We note that the linear system in (9) becomes ill-conditioned for certain values of $p, q$ and $u$, in which case we use the Moore-Penrose pseudo-inverse to obtain the filter coefficients $F(p, q, u)$.

$^5$Conjugate symmetry: $Y^{\dagger m}_\ell (\tilde{x}) = (-1)^m Y^{-m}_\ell (\tilde{x})$.
To demonstrate the effectiveness of the joint $SO(3)$-spectral domain filtering framework, we use the Earth topography map, bandlimited to $L_f = 64$, as the source signal $s(\hat{x})$ and gauge the performance using the signal to noise ratio (SNR) defined as

$$\text{SNR}^d = 20 \log \frac{\|s(\hat{x})\|_2^2}{\|d(\hat{x}) - s(\hat{x})\|_2^2}$$

for a signal $d \in L^2(S^2)$. Hence, the input and output SNRs are given by $\text{SNR}^f$ and $\text{SNR}^s$ respectively. Spectral covariance matrices for the source and noise signals are constructed as $C^s = ss^H$ and $C^z = T T^H$ respectively, where $s$ is the column vector containing the spectral coefficients $(s)_n$, elements of the matrix $T$ are chosen to be uniformly distributed in the interval $(-1, 1)$ in both real and imaginary parts, and $(\cdot)^H$ represents the conjugate transpose. We employ the most optimally concentrated Slepian function [31], computed for an elliptical region of focus colatitude $\theta_C = 15^\circ$ which is centered at the north pole such that the semi-major axis is aligned with the $x$-axis and has a radius $a = 16^\circ$, as the window signal $h$, with bandlimit $L_h = 20$, for computing the source signal estimate $\hat{s}(\hat{x})$. For comparison, we filter the noise-contaminated observation $f(\hat{x})$ using the joint spatial-spectral domain filter in [27], employing the most optimally concentrated Slepian function, computed for the axisymmetric polar cap region with polar cap angle $\theta_0 = 15^\circ$, as the window signal $h_0$ ($L_{h_0} = 20$), and obtain the estimate as $\hat{s}_0(\hat{x})$.

As an illustration, we use a realization of an anisotropic, zero-mean, uncorrelated Gaussian noise process, $z(\hat{x})$, to obtain the noise-contaminated observation $f(\hat{x}) = s(\hat{x}) + z(\hat{x})$ such that $\text{SNR}^f = 0.001$ dBs. Output SNR using the proposed framework, i.e., $\text{SNR}^s$, is measured to be 18.33 dBs, indicating a significant gain in SNR, compared to the joint spatial-spectral domain filtered estimate which results in $\text{SNR}^{x_0} = 10.36$ dBs. As expected, the joint $SO(3)$-spectral domain filtering framework outperforms the joint spatial-spectral domain filtering framework (by 8 dBs) due to its ability to better detect the underlying directional features of the data. The results are shown in Fig. 1, where in addition to better reconstruction using the proposed framework, better estimate of the directional features of the Earth topography map can be observed, e.g., in the dark blue contours marking the boundary between land and water, as depicted in the magnitude plots.

To test the robustness of the proposed framework, we contaminate the Earth topography map with 10 realizations of anisotropic, zero-mean, uncorrelated Gaussian noise process. We conduct a similar experiment for the joint spatial-spectral domain filtering framework. The results are averaged over realizations and plotted in Fig. 2 which shows the mean output SNR against the mean input SNR. As can be seen, the joint $SO(3)$-spectral domain filter performs better, even at severely high noise levels, compared to the joint spatial-spectral domain filter.

V. Conclusion

We have presented a framework for the joint $SO(3)$-spectral domain filtering and estimation of random anisotropic signals contaminated by random anisotropic noise, using the directional spatially localized spherical harmonic transform (DLSHT). We have designed a filter, which is optimal in the sense of mean square error criterion in the joint $SO(3)$-spectral domain, for filtering the DLSHT representation of the noise-contaminated signal, and have proposed a least square solution for the estimate of the underlying (noise-free) source signal from the filtered representation. We have demonstrated the capability of the proposed filtering framework on the bandlimited Earth topography map in the presence of anisotropic, zero-mean, uncorrelated Gaussian noise, and have shown that the proposed filtering framework performs much better compared to the joint spatial-spectral domain filter.
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