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Abstract—Probabilistic amplitude shaping (PAS) is on track to become the de facto coded modulation standard for communication systems aiming to operate close to channel capacity at high transmission rates. The essential component of PAS that breeds this widespread interest is the amplitude shaping block, through which the channel input distribution is controlled. This block is responsible for converting bit strings into amplitude sequences with certain properties, e.g., fixed composition, limited energy, limited energy variation, etc. Recently, band-trellis enumerative sphere shaping (B-ESS) was introduced as an amplitude shaping technique that achieves limited energy variations which is useful in optical communication scenarios. B-ESS operates based on a trellis diagram in which sequences with high energy variations are pruned. In this work, we study the implementation of B-ESS. We first show that thanks to the trellis structure obtained by this pruning, B-ESS can be implemented with very low storage complexity. The trellis computation is shown to be reduced to a set of recursive multiplications with a scalar factor. Then we show that this scalar factor can be adjusted such that the trellis computation is further simplified and realized with only binary shifts. This shift-based B-ESS (1) can be implemented for arbitrarily long blocklengths without incurring an increase in complexity, and (2) can operate in a streaming mode similar to convolutional coding.

Index Terms—Probabilistic Amplitude Shaping, Enumerative Coding, Streaming Encoder.

I. INTRODUCTION

Probabilistic amplitude shaping (PAS) is a coded modulation strategy that combines constellation shaping and forward error correction (FEC) [1], and achieves the capacity of the additive white Gaussian noise (AWGN) channel [2]. The shaping block generates the amplitudes of the channel inputs while a systematic FEC encoder determines their signs as shown in Fig. 1. PAS has attracted considerable attention and been shown to increase the achievable rates for a variety of channels, e.g., wireless [3], [4], optical fiber [5], [6], free-space optical [7], underwater optical [8], etc.

Enumerative sphere shaping (ESS) is an amplitude shaping algorithm based on enumerative coding [4]. ESS converts a binary string into an N-amplitude sequence that has energy no greater than a certain threshold, i.e., sequences are located within an N-sphere. This approach—sphere shaping—is optimum for the AWGN channel asymptotically for large N and large constellation cardinality M in the sense that the resulting input distribution converges to a Gaussian distribution. For finite M, the distribution converges to Maxwell-Boltzmann (MB) for large enough N, which has been shown to virtually maximize achievable rates for M-amplitude-shift keying (M-ASK) input alphabets [1]. Thus, ESS has been considered for wireless [4] and long-haul optical channels [9], [10], and shown to provide more than 1 dB signal-to-noise ratio (SNR) gains and more than 30% optical reach increase, resp.

ESS is a special case of the general class of enumerative coding algorithms (e.g., [11], [12]) focusing on spherical signal spaces and Gaussian signaling. However, via proper modifications in the ESS algorithm, other types of signal space constructions and input distributions can be obtained. For instance, we have recently introduced kurtosis-limited ESS (K-ESS) [13] which introduces a constraint on the maximum fourth power of the norm of amplitude sequences (i.e., kurtosis) in addition to the sphere constraint on their squared norm (i.e., energy) and hence, achieves Gaussian-like input distributions with smaller kurtosis. Such distributions provide higher achievable rates than MB distributions for large SNR, and up to 10% rate increase.

Increasing the shaping blocklength N has been shown to improve the performance for linear channels, and also for the nonlinear fiber channel when there is a carrier phase recovery algorithm implemented [19]. However, for large values of N, the storage complexity of all the previous algorithms scales poorly [20, Sec. 6.2]. Moreover, most shaping algorithms (e.g., the ones based on ESS or on constant composition distribution

Fig. 1. PAS block diagram. Red blocks are the focus of this paper.
matching [21]) are inherently serial and block-based [20, Sec. 6.1]. In this paper, as we hinted in [16], we propose to diverge from this block-based high-storage-complexity shaping paradigm. We introduce a streaming B-ESS implementation, similar to convolutional encoding. This implementation has two main advantages: (1) the shaping blocklength $N$ can be increased arbitrarily without an increase in storage complexity, and (2) most of the computations required to implement the shaping stage reduce to binary shifts. Moreover, as B-ESS is a generalization of ESS, this low-complexity shift-based streaming implementation applies to ESS as well.

II. LIMITING SIGNAL ENERGY VARIATIONS VIA ESS

A. Enumerative Sphere Shaping

ESS indexes the sequences in a sphere shaping set

$$\mathcal{A}^* = \left\{ a_N = (a_1, a_2, \ldots, a_N) : \sum_{n=1}^{N} a_n^2 \leq E_{\text{max}} \right\},$$

(1)

where $a_i \in \mathcal{A}$, and $\mathcal{A} = \{1, 3, \ldots, M-1\}$ is the amplitude alphabet of $M$-ASK [4]. For mapping $k$-bit strings to $a_N \in \mathcal{A}^*$ invertibly, a trellis is created as shown in Fig. 2. Here, $L$ is the number of nodes in the final column, i.e., the height of the trellis, while the width of the trellis is $N + 1$. The maximum energy $E_{\text{max}}$ can then be written as [4] when $E_{\text{max}} = 8(L-1) + N$ for $M$-ASK alphabets. The nodes in the trellis are specified by the pair $(n, l)$ with $n = 0, 1, \ldots, N$ and $l = 1, 2, \ldots, L$.

In Fig. 2, the nodes $(n, l)$ are labeled with $(e)$, the energy level $e = 8(l-1) + n$ that they represent, which is the accumulated energy of the sequences for their first $n$ amplitudes, $\sum_{i=1}^{n} a_i^2$. Branches that arrive at a node $(n, l)$ in the $n^{th}$ column represent $a_n$. Each $N$-sequence is, therefore, represented by an $N$-branch path, starting from node $(0, 0)$ and arriving at a node $(N, L)$ in the final, i.e., rootmost, column. As an example, the dashed path in Fig. 2 represents the sequence $(3, 1, 3)$ with energy $e = 8(3-1) + 3 = 19$.

The values written inside each node $(n, l)$ give the number of ways to arrive at the final column, starting from $(n, l)$. The adjacency matrix $\mathcal{A}$ is computed recursively via

$$c_n = \mathcal{A} c_{n+1},$$

(3)

for $n = N - 1, N - 2, \ldots, 0$, where the initial condition is $c_N = [1 \ 1 \ldots 1]$. Here, we call the $L$-by-$L$ matrix the ESS adjacency matrix. In $\mathcal{A}$, $a_{ij} = 1$ if there is a connection between the nodes $(n, i)$ and $(n + 1, j)$ (i.e., $\mathcal{A}$ has reverse indexing for both rows and columns). The structure of this adjacency matrix depends on $\mathcal{A}$ and $L$.

Based on $\mathcal{A}$, ESS realizes a mapping from $k$-bit strings to $a_N \in \mathcal{A}^*$ [4]. The input length of ESS and the corresponding shaping rate are defined as $k = \lceil \log_2 c_{1,0} \rceil$ (bits) and $R_s = k/N$ (bits per amplitude, b/amp), respectively.

B. Approximate Enumerative Sphere Shaping

When $\mathcal{C}$ is computed using (3), its elements satisfy

$$c_{i, n} \leq \sum_{j=1}^{L} a_{ij} c_{j, n+1},$$

(5)

with strict equality. In [22], we showed that the invertibility of ESS is guaranteed for any $\mathcal{C}$ that satisfies (5). For the same set of parameters $N$, $\mathcal{A}$, and $L$, the only difference between the exact $\mathcal{C}$ that satisfies (5) with equality and an approximate $\mathcal{C}$ that does not is that some sequences inside the sphere are lost in the approximate case. This is in the sense that the ESS algorithm operating on an approximate $\mathcal{C}$ cannot output some sequences from the sphere, which causes a rate loss. This creates a trade-off between performance (via rate) and complexity (via required precision and storage) as follows. After its computation, the binary representation of $c_{i, n}$
is rounded down to \( n_a \) binary digits (denoted by \( \lfloor c_{l,n} \rfloor_{n_a} \)). Then \( c_{l,n} \) is approximated as
\[
\alpha, \beta = \lfloor c_{l,n} \rfloor_{n_a} = \alpha 2^\beta.
\]
where \( \alpha \) is an \( n_a \)-binary-digit-long mantissa, and \( \beta \) is an \( n_b \)-binary-digit-long exponent. More precisely, this approximation rounds the least significant \( n_b \) binary digits of \( c_{l,n} \) down to zero, while keeping the most significant \( n_a \) binary digits unchanged. Then the number \( c_{l,n} \) can approximately be stored in the form
\[
(\alpha, \beta) \text{ using } (n_a + n_b) \text{ bits. Note that this is a (} n_a + n_b) \text{-bit base-2 floating-point number representation format which we call bounded precision (BP) in which only nonnegative integers are represented. The exponent length is}
\[
\log_2 (k + 1 - n_a) \quad \text{(binary digits).}
\]
The resulting rate loss is upper-bounded by \( \log_2 (2^{n_a} - 1) - \log_2 (2^{n_a} - 1 - b) / \text{amp} \) [22]. By proper selection of \( n_a \), the required storage for \( C \) can be decreased significantly with a negligible rate loss.

C. Band-trellis: Altering the Trellis to Limit Energy Variations

To discard sequences with large energy variations, we consider a band-like portion of the amplitude trellis as shown in Fig. 3 (left). Unlike Fig. 2, only the values \( c_{l,n} \) are included in Fig. 3 (left), and the nodes are not labeled with their corresponding energy levels for the sake of simplicity.

The motivation behind the modification in Fig. 3 (left) is that the sequences represented in this band will have smaller energy variance \( \sigma(A^2) \) than the others. As an example, consider the sequence \((7, 3, 1, 1, 1, 1, 1)\) with energy \( e = (l - 1) + n = 63 \), which is highlighted by yellow in Fig. 3 (left). This sequence is in the complete trellis, but not in the band. Also, consider the sequence \((3, 3, 3, 3, 3, 3)\) which is drawn with red, belongs to the band, and also has energy 63. The first sequence has an energy variance \( \sigma(A^2) = 274.3 \), while the second has 0. Thus, we expect the sequences in the band to have a lower average energy variance than the ones in the complete sphere. The band-trellis can then be seen as a double pruning of sequences of uniform signaling which has an N-cubical signal set. The first is due to the spatiotemporal constraint imposed by \( E_{\text{max}} \) which leads to Fig. 2. The second is due to the newly introduced band structure which then leads to Fig. 3 (left).

We specify the band-trellis with three values (in addition to \( N, A, \) and \( L \)): (i) the number of active nodes \( h_l \) (initial height), (ii) \( w_l \) (initial width), and (iii) the slope \( s \) of the band (in nodes per column). For the example in Fig. 3, \( h_l = w_l = 3 \) (in the top-right portion of the trellis) and \( s = 1 \). From these parameters, two other parameters can be derived: \( w_f = N + 1 - (L - h_l)/s \) (final width) on the bottom-left portion of the trellis, and \( h = h_l + s(w_l - 1) \) (the height of the band). The parameter \( h \) will be used when computing the trellis via matrix multiplications in the next section. The parameter \( w_f \), on the other hand, can be used to check the validity of the design choices since \( w_f \in \mathbb{N} \). Finally, since the values in the trellis is computed from right to left, we call the rightmost \( w_l - 1 \) columns of the trellis the initial portion (dash-dotted magenta trapezium in Fig. 3), the leftmost \( w_f - 1 \) columns the final portion (dash-dotted green triangle in Fig. 3), and the middle \( N - w_l - w_f + 3 \) columns the band portion (dash-dotted blue parallelogram in Fig. 3).

We call ESS operating on band-trellises band-ESS (B-ESS). We note that for increasing \( h_l \) and \( w_l \), the band-trellis approaches a complete trellis, and hence, B-ESS approaches ESS. In this sense, we say that B-ESS generalizes ESS. We demonstrated in [16] that B-ESS creates a trade-off between the energy efficiency \( E(A^2) \) which is important for, e.g., the AWGN channel, and energy variations \( \sigma(A^2) \) which is important for, e.g., the nonlinear fiber channel. Thanks to this trade-off, B-ESS provided higher SNRs than uniform signaling and ESS, and an up to 10% achievable rate increase.

III. STREAMING SHAPING ENCODERS WITH B-ESS

The values in a band-trellis can again be stored in the form of a matrix \( C \). For the example in Fig. 3 (left), \( C \) is given in (11), see Fig. 3 (right). The entries of \( C \) that correspond to the initial, band, and final portions of the band trellis are color-coded in (11) similar to Fig. 3 (left).

We now focus on the computation and the storage of the values in the band portion of the trellis. As \( N \) increases, this part dominates the required storage. We define a new \( h \)-by-(\( N - w_l - w_f + 3 \)) matrix \( B \) that represents the non-zero values of \( C \) for this band portion. Accordingly, we denote the column vector that stores the non-zero values in the \( n \)th column of \( C \) by \( b_n = [b_{h,n} b_{h-1,n} \ldots b_{1,n}]^T \) for \( n = N - w_l + 1, N - w_l, \ldots, w_f - 1 \). For the example in Fig. 3, \( B \) is given by
\[
B = \begin{bmatrix} 28 & 11 & 4 & 1 \\ 43 & 17 & 7 & 3 \\ 64 & 26 & 10 & 4 \\ 62 & 27 & 12 & 5 \\ 44 & 18 & 8 & 4 \end{bmatrix}.
\]
Note that we do not start the column indices of \( B \) with zero to be consistent with the indices of \( C \). This can be confirmed by comparing (8) and Fig. 3. Note also that \( B \) consists of some columns of \( C \) (the band portion) without the zero entries.

Similar to (3), \( B \) can be computed recursively via
\[
b_n = A b_{n+1},
\]
initialized with \( b_{N-w_f+1} \) (i.e., the rightmost column of the band portion) and using an \( h \)-by-\( h \) B-ESS adjacency matrix \( A \). For the example in Fig. 3, the adjacency matrix is given by
\[
A = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix},
\]
The structure of \( A \) depends on \( A, s, \) and \( h \).

Finally, we define \( r_n = [r_{h,n} r_{h-1,n} \ldots r_{1,n}]^T \), the ratio vector that stores the element-wise ratio \( r_{i,n} = b_{i,n}/b_{i,n+1} \) of adjacent columns \( b_n \) and \( b_{n+1} \) for \( i = 1, 2, \ldots, h \). As an example, for the trellis in Fig. 3 (i.e., for the \( B \) in (11)), \( r_3 = [11/4 17/7 26/10 27/12 18/8]^T \).
A. Evolution of the Band-trellis

An interesting property of the band-trellis is that for large enough \( N \), elements of \( r_n \) become identical as \( n \) approaches \( w_i \). In other words, as you move towards node \((0,1)\), i.e., towards the left, adjacent columns become approximately linked to each other by a scalar multiplicative factor. Moreover, this scalar multiplicative factor \( \rho(A) \) is the spectral radius of \( A \), i.e., the greatest (in absolute value) eigenvalue of \( A \). This is a result of the Perron-Frobenius theorem [23, Sec. 8.3].

Example 1 (Growth of the Band with Rate \( \rho(A) \)). Consider the band-trellis constructed for \( N = 128 \), \( L = 129 \), \( A = \{1,3,5,7\} \), \( h_i = w_i = 3 \), and \( s = 1 \). The final width of the trellis is \( w_f = N + 1 - (L - h_i)/s = 3 \). The height of the band is \( h = h_i + s(w_i - 1) = 5 \), and thus, the ratio vector \( r_n \) is of length 5 for \( n = N-w_i, N-w_i-1, \ldots, w_i-1 = 125, 124, \ldots, 2 \). The adjacency matrix \( A \) for this trellis is already given in (10). The eigenvalues of \( A \) are \( 1.28 \exp(\pm 77\sqrt{7}i) \), 2.4422, 1, and 1. Thus, \( \rho(A) = 2.4422 \). In Fig. 4, we plotted the elements of \( r_n \) as a function of \( n \). We see that the ratios quickly converge to \( \rho(A) \). At \( n = 110 \) and 60 (not shown in Fig. 4), the ratios are equal to \( \rho(A) \) up to the fifth and twelfth digit after the decimal point, resp.

Using the convergence of \( r_{i,n} \)'s, the band portion of the trellis can be approximately computed via

\[
b_n \approx \rho(A)b_{n+1},
\]

instead of (9), initialized with \( b_{N-w_i+1} \). However, the corresponding \( C \) does not necessarily satisfy (5) (thus, invertibility is not guaranteed), especially as \( n \) approaches \( N \), due to the fluctuation of the ratios from \( \rho(A) \), see Fig. 4.

To avoid this problem, we propose to store \( y \) additional columns \( b_{N-w_i-y+1}, b_{N-w_i-y+2}, \ldots, b_{N-w_i} \) from the band portion (in addition to the initial portion of the trellis and \( b_{N-w_i+1} \)), and select a \( \tilde{\rho} < \rho(A) \). Then we can use

\[
b_n = \tilde{\rho}b_{n+1}
\]

instead of (12), initialized with \( b_{N-w_i-y+1} \), to compute the trellis. This backoff \( \rho(A) \rightarrow \tilde{\rho} \) should be adjusted such that the \( C \) that corresponds to the \( B \) computed with (13) satisfies (5).

Though it will inevitably lead to some rate loss, since (5) will not be satisfied with equality.

Example 2 (Growth of the Band with Rate \( \tilde{\rho} < \rho(A) \)). In the inset of Fig. 4, we show the maximum \( \tilde{\rho} \) that satisfies (5) when used in (13) to compute the trellis for the set of parameters given in Example 1. We also show the behavior when \( N \) and \( L \) are increased to 256 and 257, resp. The curves are plotted as a function of the number \( y \) of the columns that are stored from the band portion (in addition to the initial portion of the trellis and \( b_{N-w_i+1} \)). It is seen that as the number of stored columns \( y \) increases, the required backoff \( \rho(A) - \tilde{\rho} \) decreases. This is because the ratios \( r_{i,n} \) converge to \( \rho(A) \) as shown in Fig. 4. On the other hand, for small values of \( y \), the backoff is too large that the resulting rate loss decreases the input length of the shaper significantly. To keep \( k = 164 \) and 329 for \( N = 128 \) and \( N = 256 \), resp., which are the values that are obtained with the exact computation in (9), we need to store at least 7 and 9 columns from the band, resp.
B. Trellis Computation via Binary Shifts

We now focus on the practical case in which B-ESS is implemented on hardware using a binary number representation. Moreover, we assume that the trellis is stored with BP as explained in Sec. II-B. Each $c_{i,n}$ is stored with an $n_a$-bit mantissa and an $n_b$-bit exponent.

The approximate relation in (12) can be extended to

$$b_n \approx \rho(A)^p b_{n+p}.$$  \hspace{1cm} (14)

If here $p$ is selected such that $\rho(A)^p$ is slightly larger than an integer $t$ power of 2, we can write (14) as

$$b_n = 2^t b_{n+p},$$  \hspace{1cm} (15)

which can be used to compute the trellis via $t$-bit shifts. The “slightly larger” condition is required to satisfy the invertibility constraint (5). For a column $b_{n+p}$ of which the elements are stored by mantissa-exponent pairs, (15) tells that elements of $b_n$ have the same mantissas, and their exponents are increased by $t$. In such a case, we only need to store the first $y \geq p$ additional columns $b_{N-w_i-y+1}, b_{N-w_i-y+2}, \ldots, b_{N-w_i}$ from the band portion (in addition to the initial portion and $b_{N-w_i+1}$). Then the rest can be computed in a block-wise fashion, $p$ columns at a time, by just increasing the exponents of the previous $p$ columns by $t$, i.e., by just appending $t$ zeros to the content of previous $p$ columns. We call this shift-based B-ESS.

Depending on the backoff $\rho(A)^p \rightarrow 2^t$ and the value of $y$, a rate loss will be experienced as discussed in Example 3.

C. Storage Complexity of B-ESS

For full precision (FP) ESS, the whole trellis $C$ must be stored with $k$-bit precision which requires a memory of approximately $NLk$ bits which scales with $N^3$ [4, Sec. IV-B]. For BP ESS, the whole trellis $C$ must be stored with $(n_a+n_b)$-bit precision which requires a memory of approximately $NL(n_a+n_b)$ bits which scales with $N^2 \log N$ [4, Sec. IV-B].

The number of nodes in a band-trellis can approximately be written as $w_i(h_i+h)/2 + h(N-w_i-w_i) + w_i(h_i+1)/2$, where the first, second, and third addends are due to the initial, band, and final portions, resp., as in Fig. 3. Then it can be shown that the memory required to store the values in this many nodes with $(n_a+n_b)$-bit precision scales with $N \log N$. For the shift-based B-ESS introduced in Sec. III-B, the required storage is approximately $(w_i(h_i+h)/2 + yh)(n_a+n_b)$ which scales with $\log N$ due to the scaling of $n_b$ in (7). By selecting a high enough $n_b$ (e.g., 16 bits) the storage complexity of shift-based B-ESS can be made independent of $N$.

Example 3 (Growth of the Band with Binary Shifts). Consider the set of parameters given in Example 1 for which $\rho(A) = 2.4422$, and thus, $\rho^7 = 518.24 > 2^9$, i.e., $p = 7$ and $t = 9$. Here we switch to the BP implementation, i.e., instead of storing the numbers with FP using $k+1 = 165$ bits, we only use $n_a+n_b = 10+8 = 18$ bits. With this approximation, $k$ is still 164 (i.e., no rate loss due to BP). Then, by only storing 14 columns ($w_i-1 = 2$ from the initial portion, $y+1 = 12$ from the band), the rest of the trellis can be computed by appending $p = 7$ new columns recursively via (15) as $b_n \approx 2^9 b_{n+7}$. In the mantissa-exponent representation, this means the mantissas of $b_{i,n}$ and $b_{i,n+7}$ are the same, while the former has its exponent increased by 9. When $B$ is computed with this approximation, $k$ is still 164 for the corresponding C (i.e., no rate loss due to shift-based computation (15)). Therefore, although the number of sequences decreased due to BP and due to the approximation in (15), the rate $k/N$ stayed the same. However, the required storage which was 13.01 and 1.42 kB in the FP and BP cases, resp., is now 0.15 kB.

IV. Numerical Results and Discussion

Fig. 5 shows the performance of PAS (see Fig. 1) combining different ESS algorithms of shaping rate $k/N = 1.5$ b/amp at $N = 216, 432$, and 648 with the IEEE 802.11’s 648-bit (blue), 1296-bit (red), and 1944-bit (green), resp., low-density parity-check codes of rate 5/6. With 8-ASK, this combination gives a transmission rate of 4 b/2D, see [4, Table IV], which can be obtained with rate-2/3-coded uniform signaling, also shown in the figure. The corresponding storage complexities are highlighted with the same color code in Table I. FP ESS provides around 1 dB gain over uniform signaling, though it has storage complexity on the order of MBs, scaling with $N^3$. BP ESS achieves virtually the same performance with a storage requirement below an MB, scaling with $N^2 \log N$. However, BP B-ESS (C stored completely, see the third section in Table I) provides again the same performance with around a 75% reduction in required storage which scales with $N \log N$. The band-trellis has a band width of $h \geq 55$ demonstrating that B-ESS approaches ESS as $h$ increases. However, ESS-level performance can be achieved without having $h = L$, which is the reason behind the decrease in required storage.

Fig. 5 also shows the performance of B-ESS implemented via the shift-based technique explained in Sec. III-B. We see that with this technique, it is possible to operate within less...
than 0.2 dB of ESS when a relatively wide band width of $h = 55$ is considered (see the fourth section in Table I). In return, a significant decrease in required storage is achieved concerning B-ESS with pre-computed-and-stored $C$: 4.5 kB is required instead of 23.2, 104.9, and 221.1 kB for $N = 216$, 432, and 648, resp. This storage reduction is thanks to the shift-based computation that allows us to store only $y + wi = 4 + 40 = 44$ columns of $C$. The minor loss in the performance is also due to the shift-based computation which results in rate loss due to the backoff $\rho^p \to 2^l$ (see (14) and (15)).

Finally, we emphasize that since the shift-based B-ESS requires only the storage of a small number of columns, for fixed $h_i$ and $w_i$, $N$ can be increased arbitrarily without incurring any increase in storage complexity. This can be seen from the constant required storage in the fourth section of Table I. This paves the way for a streaming amplitude shaper, operating similar to a convolutional encoder, in which the trellis is computed in a time-invariant manner, i.e., via binary shifts. This can change the current amplitude shaping paradigm which typically assumes a fixed $N$ and block-wise processing. Moreover, since B-ESS generalizes ESS as we discussed above, this streaming mode operation can find application in a variety of communication scenarios ranging from the linear AWGN channel to nonlinear fiber channels.

### V. Future Outlook

Performance evaluation of shift-based B-ESS for the nonlinear fiber channel (for which narrow band-trellises are convenient to produce sequences with small energy variations [16]) is left for future work. Also, streaming shapers operating similarly to convolutional encoders immediately call for Viterbi algorithm-based deshamers. Thus, future research avenues include Viterbi (soft) deshaping, iterative soft information exchange between the decoder and the deshaper, and joint decoding/deshaping on the product of shaping and coding trellises. These were hitherto deemed impractical due to the large size of ESS trellises, but now seem viable with B-ESS.
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