Abstract—Recently, efforts have been made to standardize signal phase and timing (SPaT) messages. These messages contain signal phase timings of all signalized intersection approaches. This information can thus be used for efficient motion planning, resulting in more homogeneous traffic flows and uniform speed profiles. Despite efforts to provide robust predictions for semi-actuated signal control systems, predicting signal phase timings for fully-actuated controls remains challenging. This paper proposes a time series prediction framework using aggregated traffic signal and loop detector data. We utilize state-of-the-art machine learning models to predict future signal phases’ duration. The performance of a Linear Regression (LR), Random Forest (RF), a light gradient-boosting machine (LightGBM), a bidirectional Long-Short-Term-Memory neural network (BiLSTM) and a Temporal Convolutional Network (TCOV) are assessed against a naive baseline model. Results based on an empirical data set from a fully-actuated signal control system in Zurich, Switzerland, show that state of the art machine learning models outperform conventional prediction methods.
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I. INTRODUCTION

DIGITIZATION has substantially transformed the transportation sector over the past decade. The availability of several new data sources e. g., sensor and in-vehicle technologies enables data-driven methods to be integrated into established traffic management systems. In addition, new developments such as vehicle-to-infrastructure (V2I) communications open the possibility for new methodologies that utilize infrastructure data for motion planning, speed advisory systems, or route choice [1]. Recent developments in traffic signal control at urban intersections e. g., fully-actuated signal control [2] or self-steering algorithms [3], affect signal phasing and result in different green, red, and cycle times. Therefore, it would benefit speed advisory systems if the duration of a future signal phase is known. Ideally, fewer vehicles have to stop when crossing an intersection and uncertainty for other transportation modes is reduced. Signal phasing and timing (SpaT) messages provide the necessary information. Unfortunately, determining the future phase duration of fully-actuated signal control systems is not trivial reverse engineering as such systems typically involve complex optimization and signal phases are dependent on Loop Detector (LD) detections.

In this paper, we propose a methodology to forecast the duration of the following red phase i.e., when a traffic stream is not allowed to cross the intersection. By providing an accurate prediction for the next red-phase in this work denoted as the Time-to-Green (T2G) with Machine Learning (ML) models, we can enhance SpaT messages. We utilize empirical traffic signal and LD data based on previous work [4], and compute domain-specific features for time series forecasting. We first introduce a simple reference model no-change, a dummy model that utilizes the duration of the last occurring red phase to justify the use of ML. Then, a selection of complex models found to be strong candidates for various ML problems are compared against the dummy case. Finally, we implement a Random Forest (RF) regressor, a light gradient-boosting machine (LightGBM), and a Temporal Convolutional Network (TCOV). The proposed framework allows for a) the usage of empirical traffic signal and LD data, b) extensive feature engineering, and c) the assessment of supervised machine learning models for phase predictions. A numerical experiment in Zurich, Switzerland, is conducted to prove the concept.

An accurate prediction of the T2G can not only help the improvement of speed-advisory systems but consequently also have an impact on the homogeneity of traffic flow in multi-modal urban transportation networks. We address the opening challenges for T2G predictions by providing the following contributions:

1) The framework design allows for predicting the next signal phase of multi-modal fully-actuated signal control systems. The work is based on an empirical data set allowing for real-time applications.
2) The prediction of the next red phase, modeled as a supervised learning problem, captures the complex and non-linear relation between a traffic signal and LD detection data.

3) The framework requires no prior knowledge about the implemented traffic signal control system. Hence, the method also provides accurate predictions where the signal control algorithm is proprietary.

4) A feature engineering process that incorporates the concepts of traffic flow theory. The approach enhances the quality of a given prediction model and can be used for multi-model systems with transit priority.

The remainder of this paper is organized as follows: Section II provides an overview of recent research on the prediction of signal phasing and timing. Besides, due to the limited contributions in this area utilizing ML techniques, we provide an overview of publications applying such techniques to similar transportation problems. In Section III the time series problem is defined. Section IV describes the utilized LD and traffic signal data and the feature engineering. Furthermore, the framework definition, the selected models, and the performance metrics are introduced. Section V shows the applicability of all models based on a case study with a detailed presentation of prediction results and a final performance evaluation. Finally, a discussion, conclusion, and proposal of future work are given in Section VI and Section VII.

II. RELATED WORK

Recently, efforts were made to standardize SPaT messages [5]. Such messages contain the current phase with a prediction for the corresponding phase duration for all signalized intersection approaches. Hence, SPaT information allows for a more efficient and environmentally friendly motion planning of human-driven and/or autonomously operated individual or public transport vehicles. Especially in urban areas, this would lead to more homogeneous traffic flow, a smoother speed profile (i.e., the absence of speeding and heavy breaking between traffic lights) or an improvement in ride comfort [6]. In this section, we first present methods for obtaining SPaT estimation/predictions (Section II-A) and continue with related work that specifically focus on transportation problems with ML applications (Section II-B).

A. Prediction Methods for SPaT Information

Most of the existing methods to obtain SPaT information for semi-actuated traffic signal control systems are based on aggregated trajectory data. In such methods, signal timings are unknown and can either be fixed or change slowly in time. They use estimation approaches based on floating car data [7], [8], [9], [10] or travel time measurements collected with wireless traffic sensors [11]. For example, [7] and [8] employed a queue discharging model to estimate the start of green signals based on aggregated low-frequency bus and probe data. Yu et al. [10] formulated the SPaT estimation problem into a general approximate greatest common divisor problem, aiming to obtain the cycle lengths, green times, and the phase schemes based on historical sparse taxi trajectories. Protschky et al. [12] used a Bayesian learning approach to reconstruct the cycle length from historical trajectory data for traffic signals where the cycle length is fixed within a certain period. These methods typically rely on the underlying assumption that the cycle length is fixed, although some of them e.g., [8] and [12] are able to identify the occasional changes in the traffic signal timing plan.

Other studies propose probabilistic methods [13], [14], [15] and ML techniques [4], [16], [17] that can be used to predict the SPaT information for actuated and adaptive traffic signals. Compared to the estimation problems above, here, historical traffic signal timings are available. Protschky et al. [16] employed a Kalman Filter (KF) to estimate the probability of phase switches at each time step using historical traffic signal data. This work was further enhanced to consider implementation factors such as latency and data losses [13]. Based on historical signal data, [14] estimated the conditional distribution of each signal phase given the real-time signal phase measurements and predicted the phase duration as the conditional expectation and the confidence interval. These methods treat the SPaT information as a time series and are expected to yield satisfactory prediction accuracy if the variance of the signal phase duration is small. However, in cases where the signal phase duration changes drastically i.e., with high variance, these methods may not yield the best results, as they cannot incorporate relevant vehicle detection information. [15] took an initial step to establish the relationship between real-time vehicle information and traffic signal timings. Based on historical floating car and bus trajectory data, first, the approach calculates the joint distribution of the driving speed and the distance to the stop line, given a particular signal state green or red. Afterward, the phase duration is predicted using a Maximum A Posteriori (MAP) estimation. This work only links signal state to the information of an individual vehicle at a single time step. However, in reality, many detectors can contribute to the signal timings in a complex signalized intersection with multiple approaches and movements. Finally, previous work from the authors in [4] shows a preliminary ML approach with traffic signal and LD data. Non-aggregated raw data is utilized for predicting the T2G without extensive feature engineering. Also, the set of ML models is tested on a small data set, leading to an overoptimistic result for the LSTM models.

B. Machine Learning Based Methods for Similar Problems

Despite the lack of literature on ML-based SPaT prediction for actuated and adaptive signals, ML-based methods have been widely applied to many transportation research topics. Here, we present a short literature review on ML applications on similar prediction problems. Interested readers can refer to [18] and [19] for comprehensive surveys. Two important attributes characterize the SPaT prediction problem: First, it is a prediction problem aiming to obtain a future traffic signal state using historical data. Due to the uncertainty of the future arrivals, i.e., the actuation of the detectors, there is uncertainty in the future signal state. Second, it aims to
establish the relationship between the traffic signal state and detector information.

Within the same family of problems, we can find the short-term prediction of traffic variables, including traffic states (e.g., flow, speed, occupancy), demand (e.g., origin-destination matrix), and accident rates. Such problems are typically formulated as a time-series prediction problem where future variables are predicted from historical ones. Conventional parametric methods, such as Auto-Regressive Integrated Moving Average (ARIMA) and KF, can achieve good performance when the traffic variations are regular. To handle more general traffic scenarios, many ML models have been adopted, such as k-Nearest Neighbor (k-NN) [20], multivariate regression [21], [22], [23], Support Vector Regression (SVR) [24], [25], [26], RF [27], and deep learning methods [28], [29], [30], [31].

It is non-trivial to compare the performance of the proposed methods as these methods are developed and evaluated based on different data sets with specific features. Nevertheless, results indicate that the deep neural networks can outperform other ML methods with sufficient training data [30], [32].

Another traffic problem that shares some similarities with the SpAt prediction problem is the prediction of driver behaviors. This problem links the behaviors of the drivers (e.g., acceleration rates) with the current traffic scenarios (e.g., vehicle position and speed). In addition to the traditional analytical car following and lane changing models [33], [34], [35], many works attempt to employ data driven models to capture driver behaviors based on methods such as Hidden Markov Models [36], support vector machines (SVM) [37], [38], Bayesian Filter [38], and more. Deep learning methods have also attracted much attention within the context of this research problem. For example, [39] employed a deep Convolutional Neural Network (CNN) to perform lane change prediction based on camera data [40].

This paper focuses on applying ML methods to traffic signals and LD data, the most common traffic data source in cities worldwide. Our work proposes the first framework to provide a robust prediction of the next signal phase in a multi-modal and fully-actuated control system with public transportation priority. Furthermore, our work captures complex non-linear relationships between a traffic signal and detector data by applying feature engineering based on traffic flow theory.

III. PROBLEM DEFINITION

Assume an intersection controlled by fully-actuated signal control with installed traffic lights and LDs. There are A traffic lights and B LDs, and historical states are available from all devices (i.e., a traffic light operated in a red or green phase; an LD occupied/not occupied). We denote every traffic light with the index \( i \in S \), where \( S = \{1, 2, 3, \ldots, A\} \) and every LD with the index \( j \in D \), where \( D = \{1, 2, 3, \ldots, B\} \). As fully-actuated signal controls allow for non-constant red and green times, it is essential to distinguish traffic lights by the index \( i \). Hereafter, we define a signal cycle as \( c_{i,n} \). \( n \) denotes the index of a specific cycle \( c \) of a traffic light \( i \). Every \( c_{i,n} \) starts with a red phase for \( i \) and ends when the following red phase starts. Because we consider a fully-actuated control, our definition implies that different signals \( i \) from the same intersection might operate in different cycles at the same time.

The signal states of all traffic lights and LDs during the corresponding cycle \( c_{i,n} \) are then utilized to compute a feature set \( X_n \). Aiming for the prediction of the T2G, denoted as \( \hat{Y}_i(c_{i,n}) \), the problem is formulated as \( \hat{Y}_i(c_{i,n}) = f(X_n) \). The function \( f(X_n) \) denotes the non-linear relationship between the set of input features \( X_n \) and the target \( \hat{Y}_i(c_{i,n}) \). Note that the T2G prediction corresponds to the red time of the next cycle \( c_{i,n+1} \).

IV. METHODOLOGY

A. T2G Framework and Input Data

In the following, we introduce a T2G prediction framework designed to adapt to any intersection configuration, irrespective of the number of LDs or traffic lights. The framework’s architecture is designed to function as a supervised ML problem, taking traffic signal and LD data as inputs. Its structure is not dependent on the signal control system in use, eliminating the need for any alterations. Note that the design is also flexible to incorporate additional emerging sensor data, provided that the sensor can timestamp unique detection events. The raw traffic signal and LD data functions as an input to the T2G framework. The input signals are transformed into a structured format within this step, and undefined signal states are eliminated [41]. Consequently, the quantities in the data set can be defined as follows: Let \( s_i(k, c_{i,n}) \) and \( d_j(k, c_{i,n}) \) be the signal state of a traffic signal \( i \in S \) and an LD \( j \in D \) at discrete time step \( k \), respectively. Consequently, \( s_i(k, c_{i,n}) \) is defined as follows:

\[
s_i(k, c_{i,n}) = \begin{cases} 0, & \text{if: } i \text{ is red} \\ 1, & \text{else: } i \text{ is green.} \end{cases}
\]

Note that in (1) only the red and green signal phases are considered. Other common signal indications such as the start and end of a green phase (red-yellow and yellow, respectively [42]) are considered as \( s_j(k, c_{i,n}) = 0 \). Analogously, we define the state \( d_j(k, c_{i,n}) \):

\[
d_j(k, c_{i,n}) = \begin{cases} 0, & \text{if: } j \text{ is not occupied} \\ 1, & \text{else: } j \text{ is occupied.} \end{cases}
\]

The final processed time series for all \( i \) and \( j \) are concatenated in the set \( \mathbf{R} = [s_i(k, c_{i,n})]_{i=1}^{A}, [d_j(k, c_{i,n})]_{j=1}^{B} \) which represents the non-aggregated data set. \( \mathbf{R} \) serves as an input to data aggregation and feature engineering procedure.

B. Feature Engineering

We perform data aggregation and feature engineering based on \( \mathbf{R} \). We aggregate the data by signal cycles. This approach is selected as (a) the prediction target T2G is an aggregated quantity by definition (a float value representing the duration of the next red phase) and (b) aggregated quantities are more easily accessible for traffic operators or other authorities compared to data streams with a resolution of, e.g., 1 sec. Note that this approach differs from previous works in [4] and [43], where the non-aggregated data set \( \mathbf{R} \) is utilized without any further feature engineering. In the following we integrate
basic concepts of traffic flow theory: a) signal phase duration, to infer the control actions applied to the system; b) traffic flow dynamics, helping to understand vehicle flow during a given signal phase; c) detector occupancy and last detection timestamp, used as a proxy quantity for traffic density; d) bottleneck/disruption analysis, approximated by computing a queue and congestion indicator based on the detector and signal data. We first utilize the traffic signal data $s_i(k, c_{i,n})$ to compute the red $r_i(c_{i,n})$ and green time $g_i(c_{i,n})$ of a signal $i$ operating in cycle $c_{i,n}$. Consequently, the duration of the individual signal phases can be defined as follows:

$$
r_i(c_{i,n}) = \sum_{k=1}^{K} \left(1 - s_i(k, c_{i,n})\right), \quad (3)
$$

$$
g_i(c_{i,n}) = \sum_{k=1}^{K} s_i(k, c_{i,n}), \quad (4)
$$

Note that $K$ defines the discrete time step of the last sample of cycle $c_{i,n}$. Figure 1 depicts an example of the introduced quantities. The black pulse signals denote the raw traffic signal data $s_i(k, c_{i,n})$. The computation of the red and green time for signal $i$ by utilizing (3) and (4) give $r_i(c_{1,1})$ and $g_1(c_{1,1})$. The summation $r_i(c_{1,1}) + g_1(c_{1,1})$ results in the duration of cycle $c_{1,1}$. The derivation is performed for all traffic signals in $S$ and serves as an input to forecast $Y_i(c_{i,n})$. Note that in Figure 1, no prediction is shown for $s_i(k, c_{i,n})$ as the last signal phase shows a red phase. Since we only predict the T2G, predictions of the following green phases are not considered. Nevertheless, the framework would allow for such an application.

Per definition, every $c_{i,n}$ starts with a red phase. To also utilize the temporal component of the set $R$, we compute the day, hour, minute, and second of a cycle’s starting point as separate features denoted as $D$, $H$, $M$, and $S$, respectively.

Specified by design, the signal phase timings of a fully-actuated system are directly influenced by vehicles detected at LDs. Instead of a direct, proportional change in signal timings with traffic increases, the system responds with red and green times that are influenced by the traffic state of individual and public transportation demand. Consequently, an enhancement of the next red phase’s prediction requires features based on vehicle detections. Data from LDs are of great importance as the detections transmitted to the signal control system are, in fact, key for determining future red- and green phases. Consequently, we utilize all signals $d_j(k, c_{i,n}) \forall j, k, i, n$ of detectors $j$ and compute a set of features to infer the current traffic state. Figure 2 depicts an example of the utilized signals and visually supports the feature engineering in the following. First, we compute the traffic flow when traffic signal $i$ is red or green, respectively. To determine the traffic flow based on LD data, we assume that one signal peak corresponds to one detected vehicle. This is a reasonable assumption based on the time intervals used. Hence, the arrows in Figure 2 indicate when vehicles pass a given LD, which corresponds to $d_j(k, c_{i,n})$ changing its state from 1 to 0. We denote these traffic flows during a red or green phase as $q_{i,R}(c_{i,n})$ and $q_{i,G}(c_{i,n})$. The quantities represent the summation of signal changes in the corresponding traffic signal phase defined with Iverson brackets (the function takes the value 1 if the statement is true and 0 otherwise) as follows:

$$
q_{i,R}(c_{i,n}) = \sum_{k=R}^{K} \left[d_j(k_R - 1, c_{i,n}) - d_j(k_R, c_{i,n}) = 1\right]. \quad (5)
$$

and

$$
q_{i,G}(c_{i,n}) = \sum_{k=G}^{K+G} \left[d_j(k_G - 1, c_{i,n}) - d_j(k_G, c_{i,n}) = 1\right]. \quad (6)
$$

where $K_R = r_i(c_{i,n})$ and $K_G = g_i(c_{i,n})$, i.e., the duration of the red and green phase, respectively.

Next, we compute the occupancy of a detector $j$ during a cycle $c_{i,n}$. For that, we again utilize the corresponding signal $d_j(k, c_{i,n})$ and compute the summation of time steps the detector was occupied (indicated in Figure 2 by the blue areas). The summation is then normalized by the cycle length of $c_{i,n}$, which is computed by the summation of cycles’ red and green time:

$$
o_j(c_{i,n}) = \sum_{k=1}^{K} \frac{d_j(k, c_{i,n})}{r_i(c_{i,n}) + g_i(c_{i,n})}. \quad (7)
$$

The occupancy is defined within the interval $[0, 1]$; if a detector is not occupied within a signal cycle, the occupancy

---

**Fig. 1.** Feature computation of red and green time based on $s_i(k, c_{i,n})$.

**Fig. 2.** Feature computation based on traffic signal and detector data $s_i(k, c_{i,n})$ and $d_j(k, c_{i,n})$. 
is 0; if a detector is fully occupied throughout a cycle, \( o_f(c_{i,n}) = 1 \).

Further, we want to determine information about the last detection of an LD in a signal cycle. This feature allows for inferring information about the current traffic demand at a signal. Especially for public transportation vehicles, this feature can be utilized as a proxy to provide information about the next arrival. For example, suppose a detector that only gives detection information about a bus or tram has been activated in the last cycle. In that case, the likelihood that no detections occur in the next cycle might increase, and consequently, a longer red phase might be expected. The orange areas highlight the last detection of a detector in Figure 2. We compute the time duration from the last detection until the end of a cycle \( l_j \) as follows:

\[
l_j(c_{i,n}) = \left( r_i(c_{i,n}) + g_i(c_{i,n}) \right) - v(d_j(k, c_{i,n})), \tag{8}
\]

where the function \( v(\cdot) \) computes the time stamp of the last detection in cycle \( c_{i,n} \) of detector \( j \) based on the signal \( d_j(k, c_{i,n}) \).

As last feature inputs, we compute a queue and congestion indicator denoted as \( QI_l(c_{i,n}) \) and \( CI_l(c_{i,n}) \), when traffic light \( i \) is red or green, respectively. The quantities’ definition is based on a time duration threshold of a single detector activation; i.e., if \( d_j(k, c_{i,n}) \) shows an activation lasting longer than a threshold \( p \) during a cycle \( c_{i,n} \), \( QI_l(c_{i,n}) \) or \( CI_l(c_{i,n}) \) is set to 1. Formally, this can be denoted as:

\[
QI_l(c_{i,n}) = \left[ \left| u(d_j(k, c_{i,n})) > p \land s_i(k, c_{i,n}) = 0 \right| \right], \tag{9}
\]

and

\[
CI_l(c_{i,n}) = \left[ \left| u(d_j(k, c_{i,n})) > p \land s_i(k, c_{i,n}) = 1 \right| \right], \tag{10}
\]

where function \( u \) determines the longest detection during a cycle and computes the corresponding time duration in seconds. The returned set of values from \( u \) is then thresholded with \( p \) and conditional on the state of \( s_i(k, c_{i,n}) \), the long occupation represents a queue during red light or congestion during a green light. We utilize the queue and congestion indicators to determine if a single vehicle or multiple vehicles (with small headway) occupy a detector longer than \( p \). The latter does represent a traffic state where queues/congestion is likely. However, theoretically, the occupation larger than \( p \) caused by a single vehicle can also be caused by a random phenomenon (e.g., a taxi loading/unloading passengers). Therefore, this does not necessarily represent the same traffic state as the occupation by multiple vehicles. Nevertheless, this behavior can lead to queues/congestion, so we treat these two cases identically.

Finally, we can derive the target variable \( Y_i(c_{i,n}) \). We predict the next T2G based on an input sample from the current cycle. As the T2G target value in the data constitutes the red time of the next cycle \( r_i(c_{i,n+1}) \), the target feature is simply denoted as:

\[
Y_i(c_{i,n}) = r_i(c_{i,n+1}) \tag{11}
\]

The data set combined in \( X_n \) contains all the presented features for all traffic lights \( i \), respectively. Finally, the T2G values \( Y_i(c_{i,n}) \), serving as targets for the regression problem, are added to \( X_n \) and utilized to implement the supervised learning problem with a set of machine learning models for tackling \( Y_i(c_{i,n}) = f(X_n) \).

To address the challenge of handling long-tailed distributions in \( X_n \), we employ a multi-step transformation approach. Firstly, we apply the Yeo-Johnson transformation [44], to alleviate the skewness and normalize the feature distributions. The Yeo-Johnson transformation is advantageous as it can handle both positive and negative data and effectively improves the distributional properties of the features toward conformity with Gaussian assumptions. Subsequently, to further enhance robustness to outliers, we employ a robust scaler that centers the data by subtracting the median and scales it by dividing with the interquartile range (IQR). Finally, we employ a MinMax scaler to bring all features within the range of 0 and 1. This scaling technique is valuable for ensuring feature comparability and reducing the dominance of features with larger values. By combining the scaling techniques, we achieve a comprehensive pre-processing pipeline that addresses the challenges posed by long-tailed distributions.

C. Model Selection: Naive Baseline Model

The naive model is introduced as a first baseline model, where the prediction of the next T2G is simply set to the last observed red time. Formally, this can be denoted as follows:

\[
\hat{Y}_i(c_{i,n}) = r_i(c_{i,n}). \tag{12}
\]

Such a simple forecasting approach is utilized in various research domains and also transportation [45], [46] for performance comparison of more robust forecasting models. As stated by [47], naive models should not be treated as forecasting models but rather as a benchmark to disqualify proposed prediction models that perform worse on a problem than a naive model.

D. Model Selection: Linear Regression

A simple but effective statistical technique to model the relationship between a an input and desired response is LR [48]. An LR model predicts the response variable, \( \hat{Y}_i(c_{i,n}) \), based on \( p \) predictors. It is formulated as

\[
\hat{Y}_i(c_{i,n}) = \beta_{i,0} + \sum_{j=1}^{p} \beta_{i,j}x_j(c_{i,n}) + E_i(c_{i,n}) \tag{13}
\]

where \( \beta_{i,0} \) is the intercept, \( \beta_{i,1} \) to \( \beta_{i,p} \) are the regression coefficients, and \( E_i(c_{i,n}) \) is the error term. The model parameters are estimated using the Ordinary Least Square (OLS) method with the implementation from scikit-learn [49]. Research that similarly introduces LR models within this context can be found in e.g., [50].

E. Model Selection: Ensemble Models

In this section, we first introduce the RF, a supervised ensemble learning technique based on decision trees [51]. RFs are applied in various research domains for classification and regression tasks. In this work, we utilize the RF implementation from scikit-learn [49] to predict the T2G by solving a supervised regression problem. In the implementation, samples are randomly selected with replacements from the training data set to create a bootstrap sample. Next, for all bootstrap samples, a decision tree is fit. This procedure results in a
collection of decision trees that are denoted as an RF. For a detailed mathematical background on RF and corresponding theorems and proofs, the interested reader is referred to [51].

While individual decision trees of a random forest model are trained independently, gradient boosting adds new trees sequentially during the training process, correcting the errors of previous. Gradient boosting methods have been applied to numerous research problems [52]. LightGBM is a gradient boosting framework based on decision tree algorithms and is frequently used because of improved computational complexity. Unlike traditional boosting methods, LightGBM introduces two concepts that allow for lower computational costs: Gradient-based One-Side Sampling (GOSS) and Exclusive Feature Bundling (EFB) [53]. In our study, we deploy LightGBM for the T2G prediction task. Implementation details and optimizations for LightGBM are available in [53].

F. Model Selection: Deep Learning Models

The last type of models that are used in this work are deep learning models. First, we incorporated a BiLSTM neural network into the T2G framework. An LSTM model address the drawbacks of recurrent neural networks which are vanishing/exploding gradient and extending the architecture with a memory block [54]. Along with other neural network designs, LSTMs are constructed with an input, hidden, and output layer. Unique to the LSTM, the hidden layer contains memory blocks with memory cells. These cells have states that can be influenced by a forget gate, which determines which information is discarded or ‘forgotten’ over time [55]. While LSTMs are designed to maintain information from previous time steps, BiLSTMs are built to capture information from both past and future time steps, enhancing the model’s context awareness. In detail mathematical definitions of LSTMs are given in [54]. Reference [55] shows an application to a transportation problem.

The Temporal Convolutional Neural Network (TCOV) is a neural network variant specifically designed for sequence modeling. Unlike traditional CNNs that often use spatial convolution, TCOVs deploy dilated causal convolutions, ensuring that the model respects the temporal order of the data. These convolutions allow the network to achieve a larger receptive field without increasing the number of parameters or the computational burden. In our T2G framework, we incorporate TCOVs due to their capability to capture long-term dependencies in sequence data effectively. The foundational principles and architectural details of TCOVs can be found in e.g., [56]. The implementation of the BiLSTM and the TCOV in our framework is performed with TensorFlow [57].

G. Hyperparameter Tuning

Hyperparameter tuning is an essential step in a machine learning pipeline to improve the model accuracy. Therefore, we utilize the open-source library Hyperopt [58]. The framework allows defining a hyperparameter search space (listed for all the models except the LR in Table I). Then the adaptive Tree-structured Parzen Estimator (TPE) optimization algorithm [58] is utilized to sample values from the pre-specified distributions and evaluate the model for several trail runs. Every trail model is then evaluated with the specified loss function during k-fold cross-validation. Note that in both tuning procedures the MAE and Mean Squared Error (MSE) are utilized as a loss function, and the models with the best results are selected. The final chosen architectures are listed in Table I.

H. Performance Metrics

We evaluate the models on the test data set \(X_{t, test}\) with performance metrics. First, the Mean Absolute Error (MAE) and the Root Mean Square Error (RMSE) are utilized:

\[
\text{MAE} = \frac{1}{K_{test}} \sum_{k=1}^{K_{test}} \left| \hat{Y}_i(c_{i,n+k}) - Y_i(c_{i,n+k}) \right|, \tag{12}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{K_{test}} \sum_{k=1}^{K_{test}} \left( \hat{Y}_i(c_{i,n+k}) - Y_i(c_{i,n+k}) \right)^2}. \tag{13}
\]

\(\hat{Y}_i(c_{i,n+k})\) again represents the predicted T2G for a future cycle \(c_{i,n+k}\) of signal \(i\). \(Y_i(c_{i,n+k})\) is the T2G from the test data set. \(k\) is here utilized to sum the errors over all samples from the test data set, i.e., \(K_{test}\). Besides the evaluation concerning the MAE and RMSE, we introduce two additional and strict error metrics. As we want to evaluate if the prediction meets the requirements of practical applications (e.g., speed-advisory systems), we introduce the Exact Hit (EH) and the Near-Misses (NM) ratio as follows:

\[
\text{EH} = \left( \frac{\sum_{k=1}^{K_{test}} \left| \hat{Y}_i(c_{i,n+k}) - Y_i(c_{i,n+k}) \right| = 0}{K_{test}} \right) \cdot 100. \tag{14}
\]

\[
\text{NM} = \left( \frac{\sum_{k=1}^{K_{test}} \left| \hat{Y}_i(c_{i,n+k}) - Y_i(c_{i,n+k}) \right| > 0}{K_{test}} \right) \cdot 100. \tag{15}
\]
A raw data set (resolution of 1 second) of 2 months of consecutive telegram data from January and February 2019 is available. In the following analysis, we take data from all weekdays from 7:00 to 22:00 hours into account as public transportation operates on a regular schedule within this time frame.

V. Numerical Experiments

The numerical experiment is based on a historical data set from an intersection in the city center of Zurich, Switzerland [41]. The intersection depicted in Figure 3 is regulated by a fully-actuated signal control system with 12 traffic signals (indicated with circled numbers). Signals 1, 2, 4, 5, and 6 control vehicular traffic streams. Traffic signal 3 is implemented for cyclists who can travel straight ahead and is co-regulated with signal 2. Signals 7 – 10 regulate pedestrian flows. From north to south and vice versa, tram lines (indicated with dashed lines) are potentially prioritized by the signal control (signal 11 and 12). These signals only operate in a green phase when a public transportation vehicle arrives at the intersection. The case study does not focus on predicting the T2G for these signals, i.e., only results for signal 1 – 10 are presented. Section VI provides a discussion with numerical insights for signals 11 and 12. Figure 3 also depicts the five associated LDs (indicated as rectangles with the corresponding numbering at the intersection approaches).

In Figure 4, feature distributions for the red and green times of all traffic signals are presented. The violin plots present the red and green time feature distributions for all considered traffic signals. The data distributions highlight that the signal control system is fully-actuated. For example, the red time of signal 4 (shown separately in Figure 4) operates with an average red time of 38.46 seconds. Nevertheless, the minimum and maximum values in the data set show red times of 29 sec and 104 sec, respectively. Note that signal 4’s red time distribution shows a long tail due to red times higher than 70 seconds. Nevertheless, these samples are not outliers, as the red time distribution of signal 5. The determined occupancy and last detection is long-tailed, similar to the red time distribution of signal 4. This traffic light is again highlighted as the traffic light and loop detector data is influenced by public transportation. The distribution of the occupancy and last detection is long-tailed, similar to the red time distribution of signal 5. The determined occupancy usually ranges from 0.0 to 0.2 (corresponding to 0% to 20%) per cycle. Nevertheless, also high occupancy records occur that indicate congestion or other traffic incidents. Similar, last detections range from 0 to 100 seconds but again a long tail to

\[
NM = \left( \frac{1}{K_{\text{test}}} \sum_{k=1}^{K_{\text{test}}} \left[ \left| \hat{Y}_i(c_{i,n+k}) - Y_i(c_{i,n+k}) \right| \leq 2 \right] \right) \cdot 100. \tag{15}
\]

EHs are produced when the prediction model forecasts the T2G with an error of 0 seconds and NMs when the error is lower or equal to two seconds. The threshold value is chosen based on studies such as e.g., [59] and [60], that find the response time for action of Connected Automated Vehicles (CAV) is ranging from one to two seconds (and higher under certain circumstances).

A. Data Aggregation and Descriptive Analysis

First, we take the processed data set from [41] and compute the set \( R \) containing all \( x_i(k, c_{i,n}) \) and \( d_j(k, c_{i,n}) \). A detailed explanation of the procedure and the developed algorithm can be found in [41]. Afterward, we proceed to aggregate the data set to cycles. As cycles diverge for every traffic signal \( i \), we create a separate data set for every traffic signal. Every feature in such a data set is grouped by the corresponding cycles of \( c_{i,n} \). This approach allows determining the features of all remaining traffic signals and LDs during the cycles of \( i \). Consequently, we determine 10 data sets with the proposed feature set: red time, green time, traffic flow during red and green, occupancy, last detection of an LD, and the queue and congestion indicator. These features are concatenated to the vector \( X_n \) and serve as an input to the model training/testing procedure. Last, we determine the T2G \( Y_i(c_{i,n}) \) which serve as the target value for the regression problem.

Figure 5 shows the distributions of all computed features for traffic signal 5: red/green time, occupancy, last detection, flow during red/green, and congestion/queue indicator. This traffic light is again highlighted as the traffic light and loop detector data is influenced by public transportation. The distribution of the occupancy and last detection is long-tailed, similar to the red time distribution of signal 5. The determined occupancy usually ranges from 0.0 to 0.2 (corresponding to 0% to 20%) per cycle. Nevertheless, also high occupancy records occur that indicate congestion or other traffic incidents. Similar, last detections range from 0 to 100 seconds but again a long tail to
an upper limit of 500 seconds can be depicted. Note that there were around 100 samples larger than 500 seconds, which have been removed in this visualization but not in the analysis.

Finally, the flows during red/green and the queue/congestion indicators are shown as bar plots in Figure 5. Again, it can be noted that high flows occur less frequent than lower flows during a red and also green phase of signal 5. The indicators for a queue and congestion show that during a high number of cycles both indicators are 0 (i.e., no queue or congestion). As shown later in this experiment, these features do not have a significant impact on the T2G prediction.

B. T2G Prediction Results

This section applies our set of models to the training and testing procedure. We assess the model qualities by utilizing the processed data set and split it into 70% train and 30% test data, respectively. First, the naive baseline model is applied to the train data sets of traffic lights $i = [1, 10]$. As discussed, the naive baseline model is a benchmark to assess the ML models applied in the following. As the model utilizes the last red time of a signal cycle, no training or hyperparameter training procedure is performed.

For traffic lights 1 – 10, the results of the naive baseline show MAE and RMSE errors from $1.54/2.78$ sec ($i = 9$) to $8.42/13.48$ sec ($i = 10$). Also, the EH ratio is below 37.16% for all traffic lights except signals 5 and 9 (ratio of 46.42% and 54.68%, respectively). The NM ratios are below 60%, except for traffic signals 5 and 9, where 67.41% and 74.26% are computed, respectively. See Table II for all results. The highest NM ratio is computed for traffic light 9 which also shows the highest EH ratio of 54.68%. The difference in performance can be explained by the variation of the T2G values: If the signal control assigns the identical red phase multiple times throughout a certain time frame (such a system behavior can correspond to a standard program; i.e., no high traffic demand detected or arriving public transportation), the naive model predicts an exact hit with an error of 0.00 sec. Contrary, the absence of a standard control program or high variations in the T2G lead to an obvious worse performance of the naive model.

We now present the results of all the supervised learning models that are a) trained on the training data set and b) assessed on the test data set with the introduced performance metrics. Before all models are trained, the Recursive Feature Elimination (RFE) method is applied to the traffic signal data
TABLE II

| Model | MAE [s] | RMSE [s] | EH [%] | NM [%] | MAE [s] | RMSE [s] | EH [%] | NM [%] | MAE [s] | RMSE [s] | EH [%] | NM [%] |
|-------|---------|----------|--------|--------|---------|----------|--------|--------|---------|----------|--------|--------|
| Naive | 5.22    | 9.2      | 35.49  | 58.43  | 3.20    | 5.42     | 8.20   | 68.56  | 2.23    | 5.57     | 62.77  | 80.81  |
| LR    | 4.59    | 7.89     | 36.53  | 55.93  | 2.56    | 4.68     | 32.94  | 72.42  | 2.18    | 4.72     | 54.68  | 76.35  |
| RF    | 4.59    | 7.93     | 37.16  | 56.07  | 2.50    | 4.70     | 35.91  | 72.86  | 2.08    | 4.71     | 58.56  | 77.17  |
| LSTM  | 4.58    | 9.29     | 33.37  | 56.3   | 3.21    | 5.42     | 8.69   | 68.24  | 2.27    | 5.5      | 59.71  | 79.47  |
| TCOV  | 4.3     | 8.37     | 46.42  | 67.41  | 2.75    | 4.95     | 9.87   | 76.17  | 1.81    | 5.13     | 69.71  | 84.65  |
| RF    | 4.87    | 8.24     | 33.73  | 54.92  | 2.63    | 4.77     | 33.87  | 70.55  | 2.22    | 4.79     | 52.69  | 76.40  |
| LSTM  | 4.21    | 7.36     | 36.59  | 55.59  | 2.59    | 4.60     | 24.96  | 70.93  | 2.1    | 4.42     | 51.21  | 75.69  |
| TCOV  | 7.32    | 11.75    | 33.33  | 48.51  | 4.60    | 7.06     | 3.76   | 40.02  | 3.16    | 7.18     | 54.39  | 73.99  |
| RF    | 1.54    | 2.78     | 54.68  | 74.26  | 1.24    | 1.86     | 35.16  | 86.16  | 0.99    | 2.02     | 68.16  | 86.25  |
| LSTM  | 8.42    | 13.48    | 36.81  | 49.35  | 4.94    | 7.68     | 4.31   | 66.81  | 3.27    | 7.81     | 59.57  | 74.82  |

| Average | 5.05 | 8.61 | 38.36 | 57.68 | 3.02 | 5.11 | 19.70 | 66.27 | 2.22 | 5.19 | 59.15 | 74.60 |

The method assigns a weight to an input feature which functions as a proxy for feature importance. The features with minor importance are then eliminated from the data set. In our case, the feature space is reduced from 70 features to 35 features. For example, two traffic signals that regulate non-conflicting pedestrian flows within the same signal stage show a high correlation, and RFE will eliminate one of the features.

The LR models allow for predictions with MAEs for traffic lights, 1 – 10, in the range between 1.24 and 3.2 sec. The RMSE errors range from 1.86 sec up to 7.1 sec. Comparing the EH- and NM-ratios of the LR models to the naive baseline, we find that EH-ratios decrease significantly for all traffic signals, except traffic signal 6. However, for that signal no substantial improvements can be observed (an increase in EH-ratio of 0.14%). For the NM-ratios, the ratios improve between 8.76% and 16.79%. However, for traffic signal 8 and 10, the performance in NMs decreases by 8.49% and 12.54%, respectively. Note that only evaluating the LR models by the MAE would lead to an acceptable performance improvement compared to the naive model. Nevertheless, the EH- and NM ratios a) show a good performance but b) are lower compared to the RF models. On average LightGBM shows a similar performance for the MAE/RMSE with 2.28 sec/4.98 sec and a lower performance for EHs/NMs with 45.68% and 71.9%. Lastly, the results of the utilized deep learning models biLSTM and TCOV are presented. Both models are applied after the hyperparameter tuning procedure explained in Section IV-G. The activation function for the models is fixed to ReLU. For the training procedure, 200 epochs are computed with an early stopping criteria by monitoring the validation loss with a patience \( p = 5 \). The batch size is set to 64 and the MAE is utilized as a loss function.

For the RF models, the MAEs for traffic lights 1 – 10 range from 0.9 to 3.27 sec and RMSEs from 2.02 to 7.81 sec. Note that for the MAE the RF model of traffic light 3 shows the best performance in this study. Most interestingly, the RF models show for several traffic lights the highest EH and NM ratios. Only the biLSTMs (introduced below) can beat the RF models for traffic light 7, 8, and 9.

The bold values indicate the best performances in Table II.
of 2.96 sec, RMSE of 6.07 sec, and a EH and NM ratio of 51.53% and 71.52%, respectively.

TCOV performs on average best for the T2G prediction when investigating the MAE and RMSE values of 2.13 sec and 4.86 sec, respectively. For several traffic lights the lowest MAE and/or RMSE is shown. Nevertheless, as already shown for the biLSTM models, the RF models outperform TCOV when investigating the EHs and NMs. Nevertheless, the EH and NM ratios outperform LightGBM.

A final comparison of all models is shown in Figure 6. The subplots show the MAE, RMSE, EH, and NM metrics for signals 1 – 10. The TCOV models show the lowest error values with an MAE of 2.13 sec (standard deviation: 0.66 sec) and an RMSE of 4.86 sec (standard deviation: 1.57 sec). The EH-ratio of 59.14% (standard deviation: 6.27%), and an NM-ratio of 78.56% (standard deviation: 4.17%) is the lowest for the RF models.

C. Feature Importance of Random Forest Models

We implemented an analysis that highlights the relationship between an ML approach and traffic flow principles. The addition highlights the importance of using concepts from traffic flow theory (based on fluid dynamics) to infer features that contain substantially more information than just a time series of 0 and 1. Also, insights about the relationship between theoretical traffic flow concepts and practical machine learning implementations are provided. One decision tree in a random forest splits input values based on the condition of impurity. When solving a regression problem, impurity is defined as the variance and should be minimized during training. Each feature’s contribution allows for the calculation of the feature importance to solve the initial problem definition \( \hat{Y}_{i}(c_{i,n}) = f(X) \); i.e., the approximation of a function that maps the input feature vector to the T2G target values.

We compute the feature importance for the 10 most relevant features for the models of traffic signals 4 and 6, respectively. Figure 7 shows the 10 most important features for the prediction of the T2G of traffic signals 4 and 6. In the case of signal 4 \( o_{1} \) is the most important, and \( r_{10} \) is the least important feature of the presented subset (Figure 7 (a)). Figure 7 also highlights the feature importance on the intersection. The traffic stream in blue shows the signal for which the T2G prediction is computed. In red, the relevant devices (LDs or traffic signals) of conflicting traffic streams are shown, and green highlights the devices of the compatible traffic streams.

For the both signals, the most important feature appears to be the occupancy of LD 1, i.e., \( o_{1} \) detecting arriving trams from the north of the intersection area. This is expected as the T2G is highly dependent on the priority of public transportation. Additionally, for both models, the occupancy \( o_{5} \) for arriving vehicles and trams from the south is listed in
the 10 most relevant features. For the T2G prediction of traffic signal 4, the second most important feature is the green phase’s duration of signal 1, $g_1$ (non-conflicting traffic stream); for the T2G of traffic signal 6, it is the red phase duration, $r_2$. Finally, note that in both cases, the feature representing the hour of the day $H$ is important and highlights that both models find T2G patterns that depend on the time of the day.

Interestingly, all computed features introduced in Section IV appear at least once in one or the other feature importance subsets of the two presented models. On the other hand, the congestion and queue indicator $QI(c_{i,n})$ and $CI(c_{i,n})$ do not appear, and an analysis shows that the RFE procedure already eliminated these features.

VI. DISCUSSION

A. Metrics for Model Evaluation

A model for T2G predictions has to meet strong accuracy requirements. Hence, a low accuracy prediction of the following green can cause safety issues that are not acceptable in practice. Consequently, a judgment based on standard metrics such as the MAE or RMSE can lead to a good performance on average, but individual predictions might still not meet the initial requirements. Therefore, in this study, we introduced the EH and NM to evaluate models based on the forecast being identical to the target, or an error smaller or equal to two seconds, respectively.

For example, the performance concerning the MAE for the LR models (Table II) shows errors that are close to the ones for the RF models. However, the EH and NM ratio in Table II significantly improved compared to the naive baseline. On the contrary, the performance ratios of the LR models even decrease compared to the naive model. Also, an analysis of the TCOV models shows the best performance for MAE/RMSE but lower ratios for EH and NM compared to RF. This highlights the importance of EH and NM for this problem.

Although the hyperparameter tuning was carried out by assessing different loss functions, the MAE function showed the best performance concerning all presented performance metrics. For example, utilizing the mean squared error as a loss function did not improve the results. A more extensive data set might help improve generalization and performance. However, for the RF models, the loss function allows for the most accurate results. In addition, RF models are easier to fit and allow for interpretation of the model parameters (the feature importance analysis described in Section V-C).

B. Vehicle Detection After T2G Prediction

As shown in Section V-C the LD data representing trams’ detection is of great importance for the RF models. However, results also show that models sometimes fail to predict a T2G peak. One potential explanation for this behavior is detections of vehicles that occur after the prediction of the T2G. In other words, we predict the duration of the next red phase, and afterward, the corresponding phase starts. If a tram arrives at an intersection approach within this phase, the signal control system might react according to predefined conditions. As a result, the red phase can be shortened or extended (dependent on the traffic relation), and the T2G duration also changes. However, this information is only available in the next cycle. Therefore, the presented prediction models potentially miss high peaks of the T2G.

A more extensive data set or additional feature engineering could help eliminate this limitation. Additionally, works such as [14] capture this system behavior as the predictions are updated consistently during the red phase. Nevertheless, this leads to fluctuations in the T2G that are problematic for control systems (e.g., motion planning of automated vehicles). Ibrahim et al. [14] also requires data aggregation per cycle length; meaning knowledge of the cycle length must be present a priori which is only possible for semi-actuated signal control systems.

C. Prediction of T2G for Public Transportation Signals

As presented in Figure 3, traffic signals 11 and 12 are dedicated to public transportation vehicles. These traffic lights only operate in a green phase when a tram is detected and needs to pass the intersection. Hence, the average red and green times differ significantly from those of signals 1–10: For signals 11 and 12, the average red/green time are 203.12 sec/13 sec, and 214.50 sec/17.65 sec, respectively. Also, the minimum and maximum values range from 5 to 500 sec, 12 to 500 sec for the red times, and 6 to 353 sec, 4 to 320 sec for the green times. Note that the maximum allowed duration of 180 sec does not apply to these signals. Consequently, a significantly higher variance of the quantities is given, which needs to be captured by the applied prediction model. Also, the described limitation from Section VI-B that vehicle detections after the T2G prediction, i.e., occurring within the red phase we predicted the duration for, has a substantial influence on model performance. As signals 11 and 12 only operate in a green phase when a vehicle is detected, it is evident that many detections occur during a red phase.

In Table III we shortly present the prediction results of the RF model traffic signal 11. The prediction errors are high compared to the values shown for signals 1–10. Table III compiles the MAE, RMSE, EH, and NM ratio for the RF models.

As expected, the performance metrics show a significantly higher magnitude with an MAE of 85.88 and 64.02 sec, respectively. This is because the RF models can not capture the high T2G peaks that frequently occur for signals 11 and 12. Additionally, the EH and NM ratios underline the modest performance with values below 2% for all metrics in

| Signal | MAE [s] | RMSE [s] | EH [%] | NM [%] |
|--------|---------|----------|--------|--------|
| 11     | 61.56   | 92.40    | 3.21   | 8.12   |
| 12     | 54.08   | 78.61    | 3.87   | 8.33   |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
Table III. The other models show similar results for traffic signal 11 and 12.

A model design for designated traffic lights that satisfies accuracy requirements, additional information such as GPS signals that provide the location of trams, or additional LDs that allow inferring location or speed is needed.

D. Utilization of T2G Predictions for Speed-Advisory Systems

T2G predictions can serve as an input to motion planning algorithms leading to a smoother speed profile and more homogeneous traffic flow as vehicles do not need to stop at an intersection. Our proposed methodology considers the complex relationship between traffic signals and LD detections to determine the T2G. Nevertheless, when motion planning algorithms consider the predictions of the T2G for determining, e.g., the speed profile to cross an intersection, the timestamp of an LD detection will also change. Consequently, the proposed models in this work that learned this temporal relationship via a historical data set (offline learning) cannot dynamically adapt to the new system behavior. As a solution, the authors suggest researching the directions of (a) online learning, which allows for learning new data patterns as they are available, or (b) meta-learning allowing ML models to learn from T2G prediction outputs and adapt to the new system behavior.

VII. CONCLUSION

This paper proposes a framework for Time-to-Green (T2G) predictions at an urban intersection to enhance the quality of Signal Phase and Timing (SPaT) messages. The problem was constructed as a time series forecast to predict the next signal phase of a fully-actuated signal control system. The framework implementation is generic and can be applied to any intersection that provides Loop Detectors (LD) and signals data. An extensive feature engineering methodology is proposed to enhance the model quality by utilizing concepts from traffic flow theory. To assess the performance of supervised learning algorithms, a Linear Regression (LR), a Random Forest (RF), a light gradient-boosting machine (LightGBM), a bidirectional Long-Short-Term-Memory (biLSTM) neural network, and a Temporal Convolutional Network (TCOV) are implemented and assessed with a set of performance metrics.

In the presented numerical experiment, the methodology was tested on an intersection in Zurich operated by a fully-actuated signal control and public transport priority. A consecutive data set of two months (traffic signal and LD data) was processed, and prediction models are assessed on the accuracy when predicting the T2G. Results show that supervised learning is a promising tools for predicting the next red phase. The lowest Mean Absolute Errors (MAE) and Root Mean Square Errors (RMSE) with 2.13/4.86 sec are achieved by applying the TCOV model. Focusing on the metrics Exact Hit (EH) and Near Miss (NM) ratio, the RF models outperform the other candidates with 59.15%/74.60%. Nevertheless, the models show limitations in predicting the T2G of traffic lights designated for public transportation due to the high variance of the target values and vehicle detections after prediction. Future work will extend the present research with the possibility of updating T2G predictions throughout the next signal phase that can serve as an input to various control systems. We will also look at the parameter tuning of the models concerning computational time. This paves the way for real-time applications. Another promising direction is to develop an algorithm that can be quickly adapted to new environments (e.g., other intersections or scenarios with different transit operations) within a few shots via meta-learning (e.g., [61]).
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