How do Local Earthquake Tomography and inverted dataset affect earthquake locations? The case study of High Agri Valley (Southern Italy)
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ABSTRACT
Local earthquake tomography allows to both image the subsurface elastic properties of an area and to locate earthquakes. In this work, we discuss the choice of best parameterization in a tomographic model and the influence of retrieved velocity models on the accuracy of earthquake location in the High Agri Valley, southern Italy. The tomographic inversions were carried out with two datasets (dataset A and dataset B). Dataset B was obtained by integrating in the dataset A the data recorded by a very dense seismic network deployed around a specific cluster of seismicity. Velocity models obtained from the inversion of the two datasets are characterized by the same parameterization. However, the anomalies retrieved by the inversion of the second dataset look more reliable, based on results of checkerboard test. The retrieved 3D velocity model contributed to improve the accuracy of earthquake locations with respect to the 1D model. Data recorded by a very dense network in dataset B further contributed to reduce the errors and to improve the clustering of hypocentral positions of the best azimuthally covered cluster of seismicity. The importance of a 3D velocity model and of a proper network geometry for earthquake location is therefore demonstrated.

1. Introduction
Earthquakes are among the natural phenomena with the highest capacity of producing damages both in terms of casualties and of economic losses. One of the first necessary element for the prevention of a natural risk and for an efficient resilience strategy is the knowledge of the phenomenon. In particular, in the case of the seismic risk, the assessment of its associated hazard is mainly based on the identification and
geometric characterization of active faults. In this regard, Gok et al. (2014) suggested that the information about seismogenic faults may be very useful in evaluating scenarios for settlement areas. This purpose may be achieved by means of the knowledge of the hypocentral distribution of microseismicity (Got et al. 1994; Kaven and Pollard 2013). However, the right identification of seismogenic structures requires a very accurate location of spatial distribution of earthquakes. Among the main causes of uncertainty in the earthquake location we mention: (a) the number and the quality of arrival-time data; (b) the network geometry; (c) the knowledge on the elastic properties of the crust, usually expressed in terms of propagation velocities of P- and S-waves (Pavlis 1986; Gomberg et al. 1990).

Many location methods, as HYPO71 or related softwares (Lee and Lahr 1972; Lahr 1989), are based on a 1D representation of Earth crust, even if the Earth is far from being horizontally layered. However, some of the effects on earthquake locations due to the simplification of the crustal velocity model can be reduced either through relative location methods (Waldhauser and Ellsworth 2000) or through the proper estimation of station corrections: actually, Matrullo et al. (2013) showed that these reflect not only near-surface structures, but also larger scale structures.

Nevertheless, several studies suggested that by using a 3D velocity model a meaningful improvement of absolute earthquake locations may be achieved (Font et al. 2004; Theunissen et al. 2012). Furthermore, a 3D velocity model in a relative location method was also demonstrated to provide more accurate results (De Landro et al. 2015).

However, the usage of 3D location algorithms requires robust 3D velocity models. Theunissen et al. (2018) pointed out that using the results of Local Earthquake Tomography may lead to inhomogeneous resolution in space and may deteriorate absolute earthquake locations in some cases. It is a crucial issue in the case of non-uniform ray coverage, depending in turn on the number of data and, most of all, on the relative distribution of stations of the considered seismic network and background seismicity (Chen et al. 2006). In cases of heterogeneous ray coverage, a coarse grid spacing in the tomographic grid may be chosen: it will not allow to recover a faithful reproduction of the structure, but on the other hand will avoid low resolution estimates and possible presence of unrealistic model perturbations (artefacts).

In this work, we first propose to retrieve a robust three-dimensional $V_p$ and $V_p/V_s$ model of the High Agri Valley, southern Italy, one of the highest seismic hazard regions of the country. In order to do this, the previous considerations on the choice of a proper node spacing in the tomographic grid in an area with heterogeneous ray coverage will be deeply taken into account. Furthermore, we aim to show the effects of the retrieved velocity model on the accuracy of absolute earthquake locations. The location results will be compared with those obtained in the starting 1D velocity model of the area. In particular, we would like to highlight the effects of using two different datasets both on earthquake locations and on tomographic results. Therefore, the influence of the amount of available data and of network geometry will be assessed on both the accuracy of earthquake location and the imaging of velocity anomalies. Finally, a very preliminary geological interpretation of the tomographic images will be provided.
2. Geology and seismicity of High Agri Valley

The High Agri Valley (HAV hereafter) is a WNW-ESE trending intermontane basin formed within Southern Apennines thrust-and-fold belt and filled with Quaternary continental deposits (Giano et al. 2000) (Figure 1). These are mainly composed of coarse-grained talus breccia and alluvial fan and fluvial deposits (Di Niro et al. 1992). The Quaternary deposits overlay allochthonous units constituted of rigid carbonate rocks of the Apennine platform and of pelagic basin sediments represented by Lagonegro units. Furthermore, the allochthonous sediments comprise the Miocene siliciclastic sediments (e.g. Gorgoglione Flysch, Albidona Formation, etc.) (Balasco...
et al. 2015; Telesca et al. 2015). A strong rheological contrast between the allochthonous units and the underlying 6–7 km rigid thick sequence of Apulian Platform is marked by the presence of a Miocene-Lower Pleistocene, clay-rich, tectonic mélange zone of about 1 km thick (Mazzoli et al. 2001; Shiner et al. 2004).

The genesis of HAV basin is directly linked to the Pleistocene-Holocene, transtensional phase which replaced the Mio-Pliocene compression from which southern Apennines belt originated (Patacca and Scandone 1989). The compressional phase developed by means of two different stages: a Miocene thin-skinned tectonics and a late-Pliocene early-Pleistocene thick-skinned stage. The former is responsible of the stack of a pile of rootless nappes which constitute the main outcropping units on the western and eastern side of the basin (Dewey et al. 1989; Patacca and Scandone 1989; Valoroso et al. 2011). The Meso-Cenozoic carbonates of Apennine platform and successions of Lagonegro units outcrop along the western side and in the northern side of the HAV, respectively. On the other hand, along the south-eastern side of the basin mainly Miocene siliciclastic deposits outcrop. The thick-skinned tectonic stage, instead, cut the Inner Apulian Platform (IAP) and the underlying basement with steep reverse faults, deforming the 6–8 km thick Apulian carbonates through large-wavelength anticlines.

The distensive tectonics, on the other hand, was accommodated by two parallel, oppositely dipping, NW striking faults systems. First, the Eastern Agri Fault System (EAFS) developed: it dips to SW and refers to the Early-Middle Pleistocene initial extensional phase (Cello et al. 2003). After that, the Monti della Maddalena Fault System (MMFS) originated: it is a NE dipping normal fault system running about 25–30 km and bordering the HAV to SW. It is a more recent fault system and has not yet created an evident tectonic landscape (Maschio et al. 2005). Although the distensive phase is more recent, the main features that modelled the landscape and the crustal structure of the area still remain the compressive ones (Mazzoli et al. 2000; Menardi Noguera and Rea 2000; Shiner et al. 2004).

Present-day seismicity in the HAV is mainly caused by:

1. continued reservoir induced seismicity associated with the Pertusillo artificial lake (Valoroso et al. 2009; Stabile et al. 2014a);
2. fluid-induced microseismic swarms due to the injection through a single well (Costa Molina 2, CM2 hereafter) of the wastewater produced from the exploitation of the Val d’Agri oil field (Stabile et al. 2014b; Improta et al. 2015).

In addition to this, a natural, very sparse, low-magnitude earthquake activity is detectable ($M_L \leq 3.2$). However, this area remains one of the most seismic in Italy since the historical catalogue (CPTI11, Rovida et al. 2011) indicates seven events with $M_w \geq 4.5$ including the 1857 $M_w 7.0$ Basilicata earthquake. The issue about which of the two extensional fault systems is responsible for the seismogenic potential of the area is still debated. Many authors ascribe it to the EAFS [Figure 1(b)] (Benedetti et al. 1998; Cello and Mazzoli 1999; Borracini et al. 2002; Cello et al. 2003; Barchi et al. 2007). Other researchers attribute the seismogenic potential to MMFS [Figure 1(b)] (Valensise and Pantosti 2001; Maschio et al. 2005; Burrato and Valensise 2008).
On these grounds, many seismological studies were carried out in the last decade starting from analysis of earthquake data recorded by seismic networks deployed in the area. The main aims were to characterize the crustal structure of the area and the different kinds of seismicity involving the HAV. These goals were achieved by means of local earthquake tomographies (Valoroso et al. 2011; Improta et al. 2017), earthquake relocations, focal mechanisms and statistical analyses (Valoroso et al. 2009; Stabile et al. 2014a, 2014b; Improta et al. 2015; Stabile et al. 2015; Telesca et al. 2015; Buttinelli et al. 2016; Improta et al. 2017) and joint Vp/Vs and attenuation studies (Wcislo et al. 2018).

3. Data and methods

In this work, we used seismic data collected in the period January 2002–December 2012 mainly by two seismic networks: a permanent monitoring network operated by ENI Oil Company since 2001 and a temporary network installed in the period May 2005 to June 2006 by INGV. The former consists of 15 triggering mode, Triaxial Lennartz LE-3-D 1Hz geophones and connected to MARS-88/MC–Lennartz electronic digital data loggers. The latter consists of 27 three-component short-period stations whose data were made available by Improta et al. (2017). In addition to them, very few data recorded by ISNet seismic network stations (Weber et al. 2007; Stabile et al. 2013) and Rete Sismica Nazionale (RSN) instruments, managed by INGV, were also used. The map of the stations is represented in Figure 1(c). The total number of collected earthquakes by the two seismic networks is 2386: 1787 recorded by the ENI network and additional 599 earthquakes recorded only by the INGV temporary network. Preliminary earthquake locations were performed in a mono-dimensional P-wave velocity model of the area (Valoroso et al. 2009) through the probabilistic, absolute earthquake location algorithm NonLinLoc (Lomax et al. 2000). Two separate datasets were obtained by applying the following selection criteria on the detected and located earthquakes: azimuthal gap lower than 200°, RMS time residuals lower than 1 s, a minimum number of 4 P-wave and 2 S-wave arrivals for each source, with picking uncertainty lower than 0.5 s, and, finally, maximum hypocentral depth of 15 km. In that way a first dataset (dataset A hereafter) consisting of 984 earthquakes with 7277 P- and 5567 S-phases recorded only by ENI stations was obtained. The integration of selected data recorded by temporary INGV stations provided a second dataset (dataset B) consisting of an overall number of 1580 earthquakes with 27,257 available P- and S-phases (15,004 and 12,253, respectively).

The linearized iterative Simulps-14q inversion procedure, developed originally by Thurber (1983) and modified by Eberhart-Phillips and Reyners (1997), was adopted for the tomographic inversion. It uses an iterative damped least-squares method to simultaneously determine 3D Vp and Vp/Vs models and 3D earthquake locations due to hypocentre-velocity structure coupling non-linear problem (Crosson 1976; Menke 1984; Thurber 1992). The crustal volume is described by a three-dimensional grid of nodes. A certain value of Vp and Vp/Vs is assigned to each node, and the seismic velocities in the volume are continuously defined by a trilinear interpolation function from surrounding nodes. The choice of the grid spacing, that is the distance between
two adjacent nodes, is a crucial aspect of a tomographic inversion. Actually, it defines the degree to which the parameterization can reproduce structural heterogeneities. On the one hand, a very dense parameterization will allow to reproduce with greater fidelity some structures in the crust (Toomey and Foulger 1989); on the other hand, a too fine grid spacing may produce seismic artefacts and false anomalies. Furthermore, “fine grid spacing yields low resolution estimates, whereas coarse grid spacing yields high resolution estimates” (Husen et al. 2003). In addition to this, to ensure numerical stability to the tomographic inversion also the choice of damping parameters, both for $V_p$ and $V_p/V_s$ inversion, is very important. To determine the best combination of damping parameters for $V_p$ and $V_p/V_s$ models we adopted a recursive procedure (Rawlinson et al. 2006) based on the analysis of trade-off curves between model variance and data variance for single iteration inversions (Eberhart-Phillips 1986). The damping values providing the best compromise between reduction of data variance and increasing of model variance were chosen. Also the maximum $V_p$ and $V_p/V_s$ adjustments for each iteration of the inversion were selected by looking at the curve providing the lowest data variance (Figure S6 in Supplementary Material). Finally, due to the linearized nature of the method, starting solutions, both for earthquake hypocentres and for velocity models, are required. For initial earthquake locations, the results of the preliminary location were used. In order to investigate the dependence of the final solution on the starting velocity model (Kissling et al. 1994), two mono-dimensional $V_p$ models were adopted: Valoroso et al. (2009) 1D velocity model and the one obtained by Improta et al. (2017), both of them adapted for a three-dimensional grid (Figure 2). An homogeneous $V_p/V_s$ value equal to 1.90 was used for the $V_p/V_s$ starting velocity model, as inferred for both datasets from the application of modified Wadati diagram (Chatelain 1978), under the assumption of homogeneous media (Figure S1 in Supplementary Material).
3.1. Grid and inversion parameters (Dataset A and Dataset B)

The selected earthquake-station distribution allowed us to investigate a crustal volume of $45 \times 60 \times 19$ km$^3$ for the inversion of dataset A. The slightly different distribution of stations led to enlarge the investigated crustal volume up to $50 \times 60 \times 19$ km$^3$ for inverting dataset B. Since the highest station, in both cases, has altitude of 1542 m a. s. l, the top of the grid was placed 2 km a. s. l. In order to obtain a ray coverage as homogeneous as possible, the tomographic grid was rotated $30^\circ$ counterclockwise; indeed, the earthquake-station distribution is mainly aligned along a NW-SE direction [Figure 1(c)]. In order to choose the best grid parameterization, the following procedure was followed:

1. Valoroso et al. (2009) 1D $V_p$ model was used as starting velocity model;
2. Three different model parameterizations were implemented, having in common the same vertical grid spacing (2 km above 10 km depth, 3 km below 10 km depth), but different for the horizontal node spacing: (a) $5 \times 8$ km; (b) $5 \times 5$ km; (c) $3 \times 3$ km, in the central part of the tomographic grid;
3. For each of the three parameterizations, the proper combination of damping parameters was chosen following the empirical approach above described: the selected parameters are summarized in Tables 1 and 2, for datasets A and B, respectively;
4. Four iteration inversions were run for each of the three parameterizations; the number of 4 iterations was chosen since it was observed that, independently on the grid spacing, at that step the most of RMS reduction was achieved;

### Table 1. Summary of regularization parameters adopted in the tomographic inversion of dataset A for different model parameterizations.

| Node Spacing (km) | Damping $V_p$ ($s^2$) | Damping $V_p/V_s$ | Max $dV_p$ (km/s) | Max $dV_p/V_s$ |
|------------------|----------------------|------------------|------------------|----------------|
| $5 \times 8 \times 2$ | 60                   | 60               | 1.0              | 0.2            |
| $5 \times 5 \times 2$ | 70                   | 60               | 1.2              | 0.15           |
| $3 \times 3 \times 2$ | 70                   | 50               | 1.0              | 0.2            |

For the vertical spacing, for sake of simplicity, we only referred to the spacing between nodes down to 10 km depth. Max $dV_p$ ($dV_p/V_s$) means the maximum $V_p$ ($V_p/V_s$) adjustment allowed per iteration. For the coarsest grid spacing, also the regularization parameters used in the inversion starting from Improta et al. (2017) P-wave velocity model are provided.

### Table 2. Summary of regularization parameters adopted in the tomographic inversion of dataset B for different model parameterizations.

| Node Spacing (km) | Damping $V_p$ ($s^2$) | Damping $V_p/V_s$ | Max $dV_p$ (km/s) | Max $dV_p/V_s$ |
|------------------|----------------------|------------------|------------------|----------------|
| $5 \times 8 \times 2$ | 70                   | 70               | 1.0              | 0.2            |
| $5 \times 5 \times 2$ | 70                   | 80               | 1.4              | 0.25           |
| $3 \times 3 \times 2$ | 70                   | 10               | 1.0              | 0.25           |

For the vertical spacing, for sake of simplicity, we only referred to the spacing between nodes down to 10 km depth. Max $dV_p$ ($dV_p/V_s$) means the maximum $V_p$ ($V_p/V_s$) adjustment allowed per iteration. For the coarsest grid spacing, also the regularization parameters used in the inversion starting from Improta et al. (2017) P-wave velocity model are provided.
5. Synthetic checkerboard tests (Leveque et al. 1993; Zelt 1998) were performed: the final velocity models were modified by adding positive and negative velocity perturbations of ±0.2 km/s and ±0.095 for $V_p$ and $V_p/V_s$ models, respectively. By using the real source-station configuration, a synthetic arrival-time dataset was retrieved in the checkerboard structure models through a forward travel time computation; after that, synthetic data were inverted by using the same regularization parameters adopted in the four iteration inversions. The same procedure was followed for both datasets.

Figure 3 shows the comparison of the derivative weighted sum (DWS) maps (Toomey and Foulger 1989) obtained for three different parameterizations in the case of inversion of dataset A. It emerges that the coarsest parameterization allowed to retrieve an homogeneous ray coverage in a wider volume with respect to finer parameterizations. Figure 4 [at the end of the section] shows, for the same dataset, the results of the synthetic checkerboard test for P waves: also in this case, the best recovery was achieved with the coarsest node spacing. The parameterization (b) and (c) were not able to recover finer anomalies at the scale of the tested node spacings. Equivalent maps for S-waves (both DWS maps and checkerboard tests) are provided in the supplementary material (Figures S2 and S3 in Supplementary Material). Figure 5 [at the end of the section] shows the comparison of arrival-time residuals at the 4th iteration, both for P- and S-waves, obtained with different parameterizations, from the coarsest to the finest one. It emerges that the increase of number of parameters did not provide a meaningful contribution to the reduction of arrival-time residuals. This observation is expressed by the corrected Akaike information criterion (AIC$_c$) (Cavanaugh 1997), which is a statistical comparison (Akaike 1974) between models characterized by a different number of used parameters. The computed AIC$_c$ for different node spacings are summarized in Table 3: the minimum AIC$_c$ value, representing the best compromise between reduction of data misfit and model simplicity, was obtained with $5 \times 8$ km$^2$ horizontal parameterization which, therefore, was chosen as the best horizontal node spacing. The same described analyses were performed also for the tomographic inversions of dataset B. The DWS maps, the checkerboard tests and plots of arrival-time residuals are reported in Figures 6–8, respectively. By observing them, and also by looking at the results of statistical analyses summarized

Figure 3. Derivative weighted sum for different model parameterizations relative to dataset A. Each parameterization has a 2-km spacing in the vertical direction up to 10 km depth and 3 km spacing for greater depths. Horizontal plane views are shown for 2 and 4 km depths. These are the model slices characterized by highest values of diagonal elements of resolution matrix. The crosses mark positions of nodes of the tomographic grid. (a) Irregular grid spacing: in the central part of the tomographic grid the node spacing is 5 km and 8 km in the two horizontal directions (x and y), respectively. (b) Regular grid spacing: the horizontal grid spacing is 5 km. (c) Irregular grid spacing: in the central part of the grid, the node spacing is 3 km in both horizontal directions. The coarser parameterization, (a), allows to retrieve a more homogeneous ray coverage in a wider volume with respect to finer parameterizations. For each parameterization, at a single node a much greater DWS value than remaining nodes is observed. It is due to Pertusillo artificial lake seismicity cluster, where most of the earthquakes of our dataset is located.
in Table 4, we may assert that also for dataset B the best horizontal model parameterization is again $5 \times 8$ km$^2$. Figures concerning DWS maps and checkerboard tests for S-waves are provided in the supplementary material (Figures S4 and S5 in Supplementary Material).

Figure 4. Checkerboard tests relative to dataset A. Left panel of each row represents the actual checkerboard structure, whereas the central and the right panels show the recovered structure after inversion of synthetic travel time data at two different depths (that are the slices of the tomographic grid characterized by highest values of diagonal element of resolution matrix). (a) Irregular grid spacing: in the central part of the tomographic grid, the node spacing is 5 km and 8 km in the two horizontal directions (x and y), respectively. (b) Regular grid spacing: the horizontal grid spacing is 5 km. (c) Irregular grid spacing: in the central part of the grid, the node spacing is 3 km in both horizontal directions. The best recovery of the checkerboard structure is clearly obtained with the coarser parameterization (a).
In conclusion, the tomographic volume was parameterized with a $5 \times 8 \times 2 \text{ km}^3$ grid spacing down to 10 km depth, and $5 \times 8 \times 3 \text{ km}^3$ at greater depths.

4. Tomographic inversion

Arrival-time data belonging to both datasets were first inverted by using the 1D P-wave velocity model by Valoroso et al. (2009) as starting solution. The adopted
regularization parameters are summarized in Tables 1 and 2. For dataset A, the inversion was stopped at the 5th iteration, as the model is not significantly modified afterward: it provided a final solution reducing the variance of arrival-time residuals of 57% to a final value of 0.03 s². For dataset B, the inversion, instead, was stopped at the 4th iteration, providing a reduction of variance of arrival-time residuals of 59%, to a final value of 0.03 s². Both datasets were inverted also by using as starting solution the 1D P-wave velocity model by Improta et al. (2017): the adopted regularization parameters are summarized in Tables 1 and 2. We stopped the tomographic inversion of dataset A at the 5th iteration. The variance of arrival-time residuals was reduced of 42% to a final value of 0.03 s². The inversion of dataset B, on the other hand, was stopped at the 6th iteration, providing a reduction of data variance of 43%, to a final value of 0.03 s². The lower reduction of variance of arrival-time residuals achieved by using Improta et al. (2017) 1D P-wave velocity model as starting solution is due to the greater closeness of this initial solution to the real one, as witnessed by the lower initial RMS (Figure 9).

For the representation of the inversion results, it is important to define a resolution threshold level. To this purpose, we introduce here the concept of Spread Function (SF), which is a parameter that is calculated by compressing each row of the resolution matrix into a parameter describing how peaked the resolution is: the lower the SF the more peaked is the resolution (Toomey and Foulger 1989; Michelini and McEvilly 1991). A plot of DWS and Resolution Diagonal Element (RDE) versus the SF value for all nodes, allows defining a maximum SF value for resolved nodes (Dias et al. 2007). In Figure 10 we show these plots, both for $V_p$ and $V_p/V_s$ models, in the case of the inversion of dataset A. The analysis of Figure 10 reveals that for SF > 2 the resolution is very low, whereas well-resolved nodes are characterized by SF < 1.5, both for $V_p$ and $V_p/V_s$ models. Therefore, following Dias et al. (2007), we decided to locate SF threshold value in the middle value between 1.5 and 2.0, that is SF = 1.7. The same analysis was carried out for dataset B inversion: in this case, for the $V_p$ model a SF threshold value equal to 1.5 was chosen, whereas for $V_p/V_s$ model SF = 1.7 is adopted.

Figure 6. Derivative weighted sum for different model parameterizations relative to dataset B. Each parameterization has a 2-km spacing in the vertical direction up to 10 km depth and 3 km spacing for greater depths. Horizontal plane views are shown for 2 and 4 km depths. These are the model slices characterized by highest values of diagonal elements of resolution matrix. The crosses mark positions of nodes of the tomographic grid. (a) Irregular grid spacing: in the central part of the tomographic grid the node spacing is 5 and 8 km in the two horizontal directions (x and y), respectively. (b) Regular grid spacing: the horizontal grid spacing is 5 km. (c) Irregular grid spacing: in the central part of the grid, the node spacing is 3 km in both horizontal directions. The coarser parameterization, (a), still allows to retrieve an homogeneous ray coverage in a wider volume with respect to finer parameterizations. For each parameterization, at a single node a much greater DWS value than remaining nodes is observed. It is due to Pertusillo artificial lake seismicity cluster, where most of the earthquakes of our dataset is located.
Figure 7. Checkerboard tests relative to dataset B. Left panel of each row represents the actual checkerboard structure, whereas the central and the right panels show the recovered structure after inversion of synthetic travel time data at two different depths (that are the slices of the tomographic grid characterized by highest values of diagonal element of resolution matrix). (a) Irregular grid spacing: in the central part of the tomographic grid, the node spacing is 5 and 8 km in the two horizontal directions (x and y), respectively. (b) Regular grid spacing: the horizontal grid spacing is 5 km. (c) Irregular grid spacing: in the central part of the grid, the node spacing is 3 km in both horizontal directions. The best recovery of the checkerboard structure is clearly obtained with the coarser parameterization. In spite of the increase in the number of data, the small scale anomalies still remain unrecovered.
5. Tomographic results

5.1. Vp and Vp/Vs 3D models

The computed Vp and Vp/Vs models are both represented in map views in Figure 11 [at the end of first paragraph in this section] and Figure 12, respectively. In particular, both images compare final velocity models obtained either inverting the dataset A or inverting the dataset B; furthermore, the comparison between final solution retrieved from the two different initial reference models already introduced are...
provided. The horizontal planes were chosen to be coincident with the position of the grid nodes in order to reduce interpolation smoothing effects. Each map shows a contour line representing the limits of the resolved area, defined by the chosen

Figure 9. Comparison of RMS vs Iteration curves for tomographic inversions starting from two different initial P-wave velocity models. (a) Inversion of dataset A. (b) Inversion of dataset B.

Figure 10. Plots of the derivative weight sum (DWS, left) and diagonal element of resolution matrix (RDE, right) versus the spread function (SF) values for the $V_p$ (top) and $V_p/V_s$ (bottom) models.
threshold SF value. The most resolved area is located at depths between 2 and 4 km and includes both seismicity clusters located NE and SW of the Pertusillo artificial lake.

The \( V_p \) tomographic images show very similar features, irrespective of the way the final solutions were retrieved. Both low and high \( V_p \) anomalies with respect to the mono-dimensional P-wave velocity models are present. In general, an increase with
depth of the average P-wave velocities were found, reflecting the main feature of starting velocity models.

At 0 km depth, the retrieved continuous 3D velocity models mainly show two high Vp anomalies (Vp up to 6.0 km/s) located south of the Pertusillo artificial lake and north of the High Agri Valley, respectively. At the eastern limit of the resolved part of this tomographic slice, very low Vp values were retrieved (<3.5 km/s). West of the basin, another similar feature was imaged, even if it is more prominent in the
inversion of dataset A than in the inversion of dataset B. In the dataset B images [Figure 11(c,d)], at the western limits of the resolved part of the model, a high \( V_p \) anomaly is retrieved. The central part of this slice, corresponding to the Quaternary basin, is characterized by a \( V_p \) value very close to the starting one (4.0–4.5 km/s).

The 2 km depth maps show two main features: a low \( V_p \) anomaly (<3.5 km/s) ENE of CM2 injection well; an high \( V_p \) body (6.0–6.5 km/s) in correspondence of the cluster of seismicity located SW of Pertusillo artificial lake.

At 4 km depth, a low velocity anomaly was found in correspondence of CM2 injection well and of its respective cluster of seismicity.

At 6 km depth and 8 km depth, every \( V_p \) models show a high \( V_p \) anomaly (6.5–7.5 km/s).

The \( V_p/V_s \) models, on the other hand, show a greater complexity. In particular, the inversion of dataset B provided some slightly different features with respect to those retrieved after the inversion of dataset A. In this case, for \( V_p/V_s \) models the integration of data contributes to the widening of the resolved part of the model.

At the surface, the area is characterized by very high \( V_p/V_s \) values (>2.0), even if results from dataset B, in the resolved part of the model, also show one distinct low \( V_p/V_s \) anomaly, south of the Pertusillo artificial lake.

At 2 km depths, all tomographic images show a high \( V_p/V_s \) value beneath the Pertusillo artificial lake. Also, the cluster of seismicity located SW of the lake is principally overlapped to high values of \( V_p/V_s \) ratio. On the other hand, the CM2 injection well is located in a position of transition between high and low \( V_p/V_s \) anomalies. This feature is more evident from the inversion of dataset A than from the inversion of dataset B. Anyway, it is located at the border of the resolved part of the tomographic model. The shallowest earthquakes of the cluster of seismicity NE of the Pertusillo artificial lake are located in correspondence of a high \( V_p/V_s \) anomaly.

The 4 km depth maps show low \( V_p/V_s \) values beneath the CM2 injection well and its cluster of seismicity; on the other hand, the earthquakes located SW of the Pertusillo artificial lake are correlated with a positive \( V_p/V_s \) anomaly.

At 6 km depth, the tomographic images are characterized by \( V_p/V_s \) values very close to 1.90, that is the value of the homogeneous \( V_p/V_s \) model adopted as starting solution of the tomographic inversion.

At 8 km depth, instead, low \( V_p/V_s \) values were mainly retrieved.

We assessed the reliability of tomographic images first by the joint analysis of DWS, RDE, and SF values, as already shown. This helped us to delimit the most resolved parts of the tomographic model. Furthermore, proper checkerboard tests, already introduced in the previous paragraph, were carried out: their complete results are shown in the supplementary material (Figure S7 in Supplementary Material). The comparison of the resolution contour with the results of the checkerboard tests shows that in the resolved part of the model the anomalies of the size of the adopted node spacing are very well recovered. Even if the grid parameterization adopted in the inversion of dataset B was the same of the dataset A, the results of checkerboard test suggest that the former provided more resolved \( V_p/V_s \) anomalies than those retrieved from the latter. A further consideration that can be made is the one concerning very high DWS values mainly gathered on a single (or very few) node of the tomographic
grid: this is ascribed to the heterogeneous distribution of seismicity in the imaged earth volume. In particular, the highest values of DWS were found in correspondence of the cluster of seismicity SW of the Pertusillo artificial lake, where the most of sources used in the tomographic inversion were located. Furthermore, the comparison between tomographic images, both $V_p$ and $V_p/V_s$ models, retrieved with different starting solutions allows us to assert that the choice of the initial velocity model does not affect the final three dimensional tomographic models.

5.2. Earthquake relocation

Figure 13 shows the earthquake relocation obtained from the inversion of both dataset A and dataset B in two cross sections, cutting seismicity clusters SW and NE of the Pertusillo artificial lake, respectively. The comparison between the starting, absolute hypocentral solutions retrieved in the 1D velocity model of Valoroso et al. (2009) and final ones (red and black dots, respectively) is provided.

Even if the overall spatial pattern of absolute earthquake locations was not greatly altered, some changes from the starting hypocentral solutions may be observed. In particular, by looking at the northern section ($y = -6.0 \text{ km}$) we notice a deepening of the most of the events belonging to the cluster of seismicity induced by wastewater injection at the CM2 well. The most of the earthquakes are confined beneath 3 km depth, even if some hypocentres are also located at shallower depths. An opposite effect is observable on a small number of earthquakes belonging to dataset B [Figure 13(b), section $y = -6.0 \text{ km}$]. Their hypocentral positions retrieved in the 3D model are shallower than those relative to 1D earthquake locations. Their final positions are clustered with the other injection induced earthquakes. Thus, an overall north-eastward dipping alignment of located events is defined. This observation is common to results obtained from the inversion of both datasets. The more southern section, on the other hand, shows different results depending on the inverted data. In particular,
dataset A provided a very sparse distribution of earthquakes, from very shallow depths up to 6 km depth. The inversion of dataset B, instead, allows to image two distinct clusters, very close to each other, both confined between 2 and 5 km depth which cannot be distinguished in the 1D location.

The earthquake location in a three-dimensional velocity model, furthermore, contributed to reduce average values of earthquake RMS, and horizontal and vertical location errors (Figure 14). In particular, for dataset A, the RMS decreased from 0.120 s to 0.048 s, whereas the dataset B provided an improvement of RMS, which passed from 0.120 s to 0.051 s. The RMS of dataset B is higher than the RMS of dataset A because of the greater number of data. On the other hand, the initial, average, horizontal errors of 0.888 km and 0.801 km for dataset A and dataset B were reduced down to values of 0.461 km and 0.351 km, respectively. Finally, the initial, average, vertical location errors of 1.001 km and 0.903 km for dataset A and dataset B were reduced down to values 0.823 km and 0.661 km.

6. Discussion

6.1. Velocity model interpretation

The average $V_p$ and $V_p/V_s$ velocities obtained in our work are in agreement with previous tomographic works in the HAV provided by Valoroso et al. (2011) and Improta et al. (2017). Furthermore, the range of imaged velocities is very similar to that retrieved by Amoroso et al. (2014) and Improta et al. (2014) seismic tomographies carried out in Irpinia (Campania-Lucania region); this region, located about 50 km north of the HA, has very similar geological features to those of our investigated area, as already noticed by Improta et al. (2017)

In our $V_p$ models, at 0 km depth, the HAV is characterized by almost homogeneous P-wave velocity values ($V_p \sim 4.3$ km/s) with a very high $V_p/V_s$; furthermore, the shallow high and low $V_p$ anomalies retrieved by the tomographic inversion border the geographical limits of the basin, making clear the distinction between
different geological units. The superficial high $V_p$ anomaly south of the basin, located at the border of the resolved part of the tomographic image, partially overlaps the Cretaceous to Oligocene ophiolites outcropping in the Mt. Alpi tectonic window and depicted in the geological map of Figure 1(a). On the other hand, the northern high $V_p$ anomaly is overlapped to outcropping rigid Meso-Cenozoic rocks of Lagonegro basin. The eastern low $V_p$ anomaly, instead, is found in correspondence of Miocenic siliciclastic deposits filling satellite basins, as already found by Valoroso et al. (2011) and Improta et al. (2017). The western high $V_p$ anomaly retrieved from the inversion of dataset B, irrespective of the starting velocity model, is partially overlapped to outcropping units of Apennine platform and Lagonegro units.

The main tomographic features retrieved at 2 and 4 km depths concern those overlapped to clusters of seismicity located SW and NE of the Pertusillo artificial lake. The former is superimposed to an area of high $V_p$ and high $V_p/V_s$ ratio in agreement with results of both Valoroso et al. (2011) and Improta et al. (2017): the imaged high $V_p/V_s$ may be due to the presence of fluids. This may further confirm that this cluster of seismicity is mainly due to a reservoir induced seismic activity. The latter, on the other hand, coincides with low $V_p$ values and from low to average $V_p/V_s$ anomalies. These features are also clearly visible in the section view provided by Figure 15. In particular, at 4 km depth, low $V_p/V_s$ values in the close vicinity of projection at depth of the CM2 well and of the located hypocentres were found. These results are in disagreement with the two previous tomographic studies by Valoroso et al. (2011) and Improta et al. (2017). Indeed, the possible high $V_p/V_s$ values in correspondence of the cluster of seismicity close to the CM2 well imply two consequent conclusions:

1. Presence of fractured, high pore pressure formations (Nur 1972; Tselentis et al. 2011; Improta et al. 2017).
2. The seismicity is mainly controlled by pressure of fluids (Improta et al. 2017).

Also, Wcisło et al. (2018), in their analyses on seismic data of injection induced cluster collected by stations very close to the CM2 injection well, retrieved high $V_p/V_s$ values. Concerning this, our images are in partial agreement with their study: indeed, the seismic rays, travelling from the cluster of fluid-induced events to stations close to the CM2 well [Figure 15(b)] have ray-paths partially in very high $V_p/V_s$ materials and partially in low $V_p/V_s$ layers. Since high $V_p/V_s$ values retrieved by Wcisło et al. (2018) mainly describe an average representation of the whole properties of the subsurface materials, we think that images retrieved by this study may partially explain their results.

On the other hand, we ascribe the differences between our results and previous tomographic studies to a different degree of detail of the velocity maps. Actually, Valoroso et al. (2011) parameterized the tomographic grid with an homogeneous spacing 3 km $\times$ 3 km $\times$ 3 km; Improta et al. (2017) obtained very high resolution $V_p$ and $V_p/V_s$ models, with a node spacing of 2 km $\times$ 2 km $\times$ 1 km. Furthermore, Improta et al. (2017) adopted data acquired in a longer period by a more dense configuration of stations. Thus, a possible interpretation is that the coarser parameterization adopted in this study, with the purpose of providing a spatial resolution as
homogeneous as possible in the whole investigated volume, may hinder the imaging of high \( Vp/Vs \) anomalies. These features are very useful for detection of fluids in an area characterized by wastewater disposal by a single injection well.

The reliability of the tomographic model retrieved in this study has been further assessed by comparing some main features of our images with available information from subsurface exploration data. The top of Apulian Platform provided by Nicolai and Gambini (2007) has been extracted along the profile represented by the dashed black line of Figure 1(c). Along this profile, the \( Vp \) and \( Vp/Vs \) sections have been represented in Figure 15. Concerning the \( Vp \) section, the 5.8 km/s contour line has been plotted [solid grey line in Figure 15(a)]: indeed, following Shiner et al. (2004), Valoroso et al. (2011) and Improta et al. (2017), it represents the lower limit of the range of velocity values describing the carbonates of the Apulian Platform. We clearly see in the distance interval between 10 km and 20 km a similarity between the trend of the top of the Apulian Platform as inferred by Nicolai and Gambini (2007) and the isovelocity line. In particular, the geometry of the top of the Apulian Platform and of the contour line follows an antiform structure as the ones found by Dell’Aversana (2003), Valoroso et al. (2011), Balasco et al. (2015) and Improta et al. (2017) in their investigations of the area. Furthermore, the depth of 5.8 km/s isovelocity line in this distance interval is very close to the one of the Apulian Platform (the distance between the two curves is lower than 1 km). Since the travel time, Local Earthquake Tomography, due to the mathematical formulation and to the node representation of the tomographic grid, provides a continuous, smooth, velocity model, we think that a so small distance between the two curves is an element of a good reliability of the velocity model in this part of the tomographic grid.

Figure 15 allows also to image low \( Vp \) values in correspondence of the injection induced cluster of seismicity close to CM2 well (green triangle in Figure 15). These anomalous low \( Vp \) values in the upper part of the Apulian Platform were also found by Improta et al. (2017) along a section profile very close to the one chosen in this
study. They interpreted this feature as the effect of a highly fractured area. We also compared the \( V_p \) tomographic model with stratigraphic log of the CM2 well (which is about 3 km far from the profile) whose stratigraphy is reported in Figure 15(c). Of course, the parameterization adopted in this study allowed us to retrieve the average velocity model of the area without a detailed discrimination of the seismic velocities of each unit identified in the well log.

### 6.2. Effects of Local Earthquake Tomography and dataset on absolute earthquake locations

The improvement of absolute earthquake locations retrieved in the tomographic model provided by the inversion of two different datasets is justified by: (a) decrease of the final RMS arrival-time residuals; (b) decrease of the final horizontal and vertical hypocentral errors; (c) clustering of located seismic events (Font et al. 2004).

The updated hypocentral positions allowed us to better delineate the alignment along a NE dipping fault plane of earthquakes belonging to northern cluster of fluid-injection induced seismicity close to the CM2 well. We may notice that the results provided by inversion of dataset A and B are very similar (black dots of right panels in Figure 13). Furthermore, the most of absolute locations of earthquakes obtained in the 3D model are shallower than those retrieved by using the 1D velocity model of Valoroso et al. (2009). Nevertheless, the \( y = -6.0 \) km section in Figure 13(b), which is relative to events belonging to dataset B events, allows to highlight a mislocated deep cluster of 44 injection induced earthquakes with hypocentral depth of about 6 km obtained by using the 1D velocity model [Figure 13(b), red dots]. This deep cluster was correctly located at shallower depths when the 3D velocity model was used [Figure 13(b), black dots]. In particular, these mislocated earthquakes were recorded only by the temporary INGV network, whose stations were mainly distributed around the southern cluster of reservoir induced seismicity [as depicted in Figure 1(c)], and were not present in dataset A [see Figure 13(a), right panel]. The less number of available stations for such mislocated deeper induced events is reflected in an azimuthal gap (average value of about 141°) higher than the average gap (about 91°) of whole catalogue of earthquakes recorded in the period 2005–2006 [Figure 14(d)]. Therefore, the 3D velocity model greatly contributes to the better location of events characterized by a poor azimuthal coverage with respect to locations in the 1D model. We already underlined the clustering effect produced by inversion of dataset B on the hypocentral locations of earthquakes located southwest of the Pertusillo artificial lake (Figure 13). This result was not obtained neither when locating earthquakes of both dataset in a 1D velocity model nor when locating sources of dataset A in a three dimensional velocity model. An explanation of this result may be attributed to different geometry of the ENI seismic network with respect to the INGV one. Dataset A only refers to data collected by ENI stations [Figure 1(c)], which, at the expense of a low azimuthal gap, are sparsely distributed in the whole investigated area in order to record earthquakes belonging to both clusters of seismicity. This statement is clearly confirmed by the respective histogram of azimuthal gaps of earthquakes located in the 1D velocity model of Valoroso et al. (2009) and represented in Figure 14(d) (blue
On the other hand, the dataset B is obtained by integrating the dataset A with the arrival-time recorded by stations of the dense temporary network managed by INGV. The most of activity recorded by these stations occurred (about 90% of the total number of events) southwest of the Pertusillo artificial lake. Therefore, a very good azimuthal coverage and a consequent decrease of the azimuthal gap for the most of earthquakes in the period May 2005–June 2006 was provided. Also in this case, the histogram depicted in Figure 14(d) clearly confirms this assertion. This was reflected also on the respective horizontal and vertical errors of absolute earthquake locations represented by the red histogram of Figure 14(b,c): the average horizontal error is lower than those provided by both dataset A and dataset B. This observation agrees with Bondar et al. (2004) study which confirms the importance of a proper network geometry for obtaining high accuracy in epicentre location. Therefore, in our case, we show that the integration of data relative to earthquakes with a very good azimuthal coverage improves the quality of absolute earthquake location in terms of both earthquake clustering and reduction of hypocentral errors.

7. Conclusions

The tomographic inversion of arrival-time data acquired mainly by two seismic networks in the period January 2002 to December 2012 in HAV area allowed us:

1. to retrieve three dimensional $V_p$ and $V_p/V_s$ tomographic images of HAV;
2. to improve the accuracy of absolute earthquake locations with respect to those obtained in a 1D velocity model.

First, we demonstrated that, even if the number of data increased, the inversion of dataset B was not able to image the elastic anomalies at a greater spatial detail with respect to dataset A. Indeed, the grid spacing providing the best compromise between simplicity of the model and reduction of travel-time residuals is 5 km $\times$ 8 km $\times$ 2 km above 10 km depth and 5 km $\times$ 8 km $\times$ 3 km at greater depths, independently of the inverted dataset. Anyway, the $V_p/V_s$ anomalies retrieved from the inversion of dataset B are more resolved than those provided by dataset A, as suggested by results of synthetic checkerboard tests.

The reliability of retrieved tomographic images is mainly confirmed by their similarity with those obtained by previous tomographic works in the area. We also compared our velocity model with subsurface exploration data available in literature. Small differences between our tomography and previous ones were found in the 2–4 km depth range, where we were not able to retrieve high $V_p/V_s$ anomaly in correspondence of wastewater injection at the CM2 well (as, instead, imaged by Improta et al. 2017). We think that two ways may be followed in order to better detail this specific area of the HAV: (1) a greater number of data has to be used providing an improvement of the ray coverage; (2) a tomographic multiscale procedure may be adopted (Chiao and Kuo 2001). The former would be possible also on the basis of the collection of data recorded by an experimental temporary seismic network recently installed around the two clusters of induced events in the HAV within the...
research project INSIEME (Stabile et al. 2018). The latter will be based on a restriction of tomographic grid mainly around the two clusters of seismicity. A further tomographic study should be carried out. The velocity model described in this work will be used as a starting solution; it will be interpolated in a grid characterized by a finer parameterization. Actually, in that way, we will exploit the higher ray coverage around the two clusters of seismicity in order to retrieve a greater detail of the velocity models in that area. Furthermore, the grid spacing in the regions external to the new tomographic grid will remain unchanged: in that way, we will avoid the introduction of artefacts and false anomalies in areas where the resolution due to low ray coverage is very poor.

This study also demonstrated that the improvement of absolute earthquake location accuracy is related to both the network geometry and the availability of a three-dimensional velocity model. We compared the clustering of located earthquakes and the horizontal and vertical errors obtained after the inversion of two different arrival-time datasets. These are related to a slightly different station coverage around the recorded earthquakes. We demonstrated that, in the case of the HAV, a very dense seismic network greatly contributes to the improvement of absolute earthquake locations, both in terms of clustering and in terms of hypocentral errors. Furthermore, we observed that the 3D velocity model allows a more reliable estimation of absolute earthquake location with respect to that obtained by using the 1D velocity model. This improvement is particularly evident when the azimuthal coverage of earthquakes is poor.
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