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Abstract. We use fluctuating hydrodynamics to analyze the dynamical properties in the non-equilibrium steady state of a diffusive system coupled with reservoirs. We derive the two-time correlations of the density and of the current in the hydrodynamic limit in terms of the diffusivity and the mobility. Within this hydrodynamic framework we discuss a generalization of the fluctuation dissipation relation in a non-equilibrium steady state where the response function is expressed in terms of the two-time correlations. We compare our results to an exact solution of the symmetric exclusion process. This exact solution also allows one to directly verify the fluctuating hydrodynamics equation.
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1. Introduction

Understanding the steady state properties of non-equilibrium systems is an important topic in modern statistical physics. For interacting particle systems a general approach is based on a fluctuating hydrodynamics description \[1, 2\]. Such a description is the starting point of a recently developed macroscopic fluctuation theory \[3–7\] which has proved useful to calculate large deviation functions of diffusive systems. While a large amount of results have been obtained based on the fluctuating hydrodynamics approach, they are mostly about one-time statistics \[1, 2, 8–21\]. In this work, we use this framework to see how some other dynamical properties in a non-equilibrium steady state, namely multi-time correlations, spectral distribution, and linear-response can be calculated.

We consider the non-equilibrium steady state of a one-dimensional diffusive system coupled with reservoirs at two ends. It may be a system of interacting particles coupled with reservoirs at different chemical potentials, or a thermal conducting rod coupled with heat baths at different temperatures. One uses fluctuating hydrodynamics to describe such a system in the large system size \(L\) limit; in systems where diffusion is the transport mechanism, one defines hydrodynamics coordinates \(X = \frac{x}{L}\) and \(\tau = \frac{t}{L^2}\) where \(X\) and \(t\) are position and time, respectively. The time evolution of the system is described in terms of a hydrodynamic density \(\rho(x, \tau)\) and a hydrodynamic current \(J(x, \tau)\) which satisfy \[1, 2\]

\[
\partial_\tau \rho(x, \tau) = -\partial_x J(x, \tau) \quad \text{with} \quad J(x, \tau) + D(\rho(x, \tau)) \partial_x \rho(x, \tau) = \eta(x, \tau) \tag{1}
\]

where \(D(\rho)\) is the diffusivity. What (1) tells us is that on average the current follows Fick’s law \((J = -D(\rho) \partial_x \rho)\) and the fluctuations are modeled by a Gaussian random noise \(\eta(x, \tau)\) with a covariance

\[
\langle \eta(x, \tau) \eta(y, \tau') \rangle = \frac{1}{L} \sigma(\rho(x, \tau)) \delta(x - y) \delta(\tau - \tau') \tag{2}
\]

where \(\sigma(\rho)\) is the mobility.

In this paper, we use (1)–(2) to derive the two-time correlations \(\langle \rho(x, \tau) \rho(y, \tau') \rangle_c\) and \(\langle J(x, \tau) J(y, \tau') \rangle_c\) and to obtain the correlations of the integrated current \(q(x, \tau)\) which is defined as the time integral of \(J(x, \tau)\). We will show in particular that

\[
\langle q(x, \tau) q(x, \tau') \rangle_c \approx \begin{cases} 
\min(\tau, \tau') \int_0^1 dz \sigma(\bar{\rho}(z)) & \text{for } \tau, \tau' \gg 1 \\
\frac{1}{L} \left[ \sqrt{\tau} + \sqrt{\tau'} - \sqrt{|\tau - \tau'|} \right] \frac{\sigma(\bar{\rho}(x))}{2\sqrt{\pi D(\bar{\rho}(x))}} & \text{for } \tau, \tau' \ll 1
\end{cases} \tag{3}
\]

where \(\bar{\rho}(x)\) is the average density in the steady state. At large times the asymptotic behavior corresponds to a standard Brownian motion with known \[22\] variance whereas at short time the covariance is that of a fractional Brownian motion \[23\]. One can notice that the short time behavior also gives the correlation of the integrated current of an infinite system at equilibrium. (One may infer the time dependence from the correlation of the height fluctuations in the Edwards–Wilkinson interface growth \[24\].)
A similar form of the correlation at short time has been found in the tracer diffusion in single-file [25–27].

Our approach is valid for a general diffusive system in a non-equilibrium steady state for which the microscopic details are embedded in the two transport coefficients $D(\rho)$ and $\sigma(\rho)$ which appear in (1) and (2). We will compare our results with an exact solution of the symmetric exclusion process which corresponds to $D(\rho) = 1$ and $\sigma(\rho) = 2\rho(1 - \rho)$ [6, 22]. This is a system of diffusing particles on a lattice with simple exclusion interactions among them. Starting with microscopic dynamics we will derive an explicit formula of the two-time correlations $\langle \tau_i(t)\tau_j(t') \rangle_c$ and $\langle \mathcal{J}_i(t)\mathcal{J}_j(t') \rangle_c$ for the occupation number $\tau_i(t) = 0, 1$ of the site $i$ and for the particle current $\mathcal{J}_i(t)$ across a bond $(i, i+1)$. We will show that, in the hydrodynamic limit, the formulas lead to their corresponding results for $\langle \rho(x, \tau)\rho(y, \tau') \rangle_c$ and $\langle J(x, \tau)J(y, \tau') \rangle_c$. These exact calculations will allow us to directly verify the fluctuating hydrodynamics equation (1). If we define $Y_i(t) = \mathcal{J}_i(t) - [\tau_i(t) - \tau_{i+1}(t)]$, i.e. $Y_i(t)$ is the difference between the actual current and the ‘microscopic’ Fick’s law, we shall show that $\langle Y_i(t) \rangle = 0$ and the covariance

$$\langle Y_i(t)Y_j(s) \rangle = \delta(t-s)\delta_{i,j} \left\{ 2\langle \tau_i(t) \rangle [1 - \langle \tau_i(t) \rangle] + O \left( \frac{1}{L} \right) \right\}$$

(4)

which is the microscopic version of (2) with the mobility $\sigma(\rho)$ for the symmetric exclusion process.

In the last part of this paper, we use the fluctuating hydrodynamics to see how the linear response is modified in a non-equilibrium steady state. In equilibrium, the fluctuation dissipation theorem gives a simple relation between the response function to a small perturbation and the correlation functions in the unperturbed system [28, 29]. Many recent works [30–42] have discussed extensions of this relation to non-equilibrium systems.

Here we consider a perturbation produced by a small external field $h(x, \tau)$ in the hydrodynamic current so that the formula in (1) giving $J(x, \tau)$ is replaced by

$$\mathcal{J}_h(x, \tau) + D(\rho(x, \tau))\partial_\tau \rho(x, \tau) = \eta(x, \tau) + \sigma(\rho(x, \tau))h(x, \tau).$$

(5)

The change in the average density profile

$$\langle \Delta \rho(x, \tau) \rangle = \int_{-\infty}^{\tau} d\tau' \int dy \ h(y, \tau') R(x, \tau; y, \tau')$$

(6)

where $R$ is the associated response function. We will show that in the steady state

$$\frac{1}{L} R(x, \tau; y, \tau') \simeq \frac{d}{d\tau'} \langle \rho(x, \tau)q(y, \tau') \rangle_c - \frac{d}{d\tau} \langle q(y, \tau)\rho(x, \tau') \rangle_c + \frac{d}{dy} [D(\overline{\rho}(y))\langle \rho(x, \tau)\rho(y, \tau') \rangle_c] - \frac{d}{dy} [D(\overline{\rho}(y))\langle \rho(y, \tau)\rho(x, \tau') \rangle_c]$$

(7)

(the $\simeq$ sign means that higher order terms in $\frac{1}{L}$ are ignored.) The equilibrium fluctuation dissipation relation is merely a special case of the formula (7) where the last two terms cancel each other and the first two terms are equal due to time reversal symmetry. Formula (7) can be seen as an explicit example of a general result in [31, 32].
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This paper is organized as follows. In section 2, we discuss the fluctuating hydrodynamics and use it to calculate two-time correlations. An exact microscopic derivation of the correlations in the symmetric exclusion process is presented in section 3. In section 4, we discuss the linear response relation.

2. Fluctuating hydrodynamics

It is straightforward to derive two-time correlations of the density, and of the current in terms of a Green’s function within the framework of fluctuating hydrodynamics. One starts with the fluctuating hydrodynamics equation (1) where boundary conditions come from the density of the reservoirs leading to

\[ \rho(0, \tau) = \rho_b \quad \text{and} \quad \rho(1, \tau) = \rho_b \quad \text{at all times } \tau. \]  

In the steady state, the average profile \( \bar{\rho}(x) \) is obtained as the solution of

\[ \partial_x \left[ D(\bar{\rho}(x)) \partial_x \bar{\rho}(x) \right] = 0 \quad \text{with} \quad \bar{\rho}(0) = \rho_a \quad \text{and} \quad \bar{\rho}(1) = \rho_b \]  

The density fluctuates around \( \bar{\rho}(x) \) and we denote such a fluctuation as \( \rho(x, \tau) = \rho(x, \tau) - \bar{\rho}(x) \). To calculate the two-time correlation, it is sufficient to consider small fluctuations. Using (1) and keeping up to linear order in \( \rho(x, \tau) \), one obtains

\[ \partial_x r(x, \tau) - \partial_x^2 \left[ D(\bar{\rho}(x)) r(x, \tau) \right] = -\partial_x \eta(x, \tau) \]  

with the boundary conditions \( r(0, \tau) = 0 \) and \( r(1, \tau) = 0 \) which come from (8). Because we are considering small fluctuations \( r(x, \tau) \), and the limit of weak noise, we can replace the covariance (2) of the noise by

\[ \langle \eta(x, \tau) \eta(y, \tau') \rangle = \frac{1}{L} \sigma(\bar{\rho}(x)) \delta(x - y) \delta(\tau - \tau') \]  

As \( \rho(x, \tau) \) enters in the variance \( \sigma(\rho(x, \tau)) \) in (2), the noise \( \eta \) is in fact multiplicative and so one has in principle to decide what prescription (Itô or Stratonovich) to take. However in the large \( L \) limit, the leading behavior of the correlation of \( r(x, \tau) \) that we compute below are insensitive to this prescription.

The solution of (10) can be written after an integration by parts

\[ r(x, \tau) = \int_{-\infty}^{\tau} d\tau' \int_0^1 dz \eta(z, \tau') \partial_x G(x, z, \tau - \tau') \]  

where the Green’s function is defined as the solution of

\[ \partial_x G(x, y, \tau) - \partial_x^2 \left[ D(\bar{\rho}(x)) G(x, y, \tau) \right] = 0 \]  

with \( G(x, y, 0) = \delta(x - y) \) and a boundary condition that the Green’s function vanishes at the spatial boundaries of the system:

\[
\begin{align*}
G(0, y, \tau) &= 0; & G(1, y, \tau) &= 0 \quad \text{for all } y \\
G(x, 0, \tau) &= 0; & G(x, 1, \tau) &= 0 \quad \text{for all } x
\end{align*}
\]
A useful identity for the Green’s function is

$$G(x, y, \tau + s) = \int dz G(x, z, \tau)G(z, y, s)$$

(14)

which allows one to verify that the Green’s function satisfies also

$$\partial_\tau G(x, y, \tau) - D(\bar{\rho}(y))\partial_y^2 G(x, y, \tau) = 0$$

(15)

which will be used later in the calculation.

Using solution (12) and covariance (2) one can see that the connected correlation of density

$$\langle \rho(x, \tau)\rho(y, 0) \rangle_c = \langle r(x, \tau)r(y, 0) \rangle = \frac{1}{L} c(x, y, \tau)$$

(16)

is given by, for $\tau \geq 0$,

$$c(x, y, \tau) = \int_0^\infty ds \int_0^1 dz \sigma(\bar{\rho}(z)) [\partial_\tau G(x, z, \tau + s)] [\partial_2 G(y, z, s)]$$

(17)

The correlation of the current can be obtained in a similar way. The average current $\langle J \rangle = -D(\bar{\rho}(x))\partial_x \bar{\rho}(x)$ and, because the system is one dimensional, it is constant (independent of $x$) in the steady state. Considering small fluctuations in (1) one writes a deviation of the current from its average value

$$\delta J(x, \tau) \approx \eta(x, \tau) - \partial_x [D(\bar{\rho}(x))r(x, \tau)].$$

(18)

The connected correlation of the current is defined as $\langle J(x, \tau)J(y, \tau') \rangle_c = \langle \delta J(x, \tau)\delta J(y, \tau') \rangle_c$. Keeping up to the leading order term in small fluctuations one gets

$$\langle J(x, \tau)J(y, \tau') \rangle_c = \frac{1}{L} [\sigma(\bar{\rho}(y))\delta(x - y)\delta(\tau - \tau') + f(x, y, \tau - \tau')\Theta(\tau - \tau') + f(y, x, \tau' - \tau')\Theta(\tau' - \tau)]$$

(19)

where the delta function comes from the covariance (2) and $f(x, y, \tau)$ is

$$f(x, y, \tau) = -\sigma(\bar{\rho}(y))\delta(x - y)\delta(\tau - \tau') + f(x, y, \tau - \tau')\Theta(\tau - \tau') + f(y, x, \tau' - \tau')\Theta(\tau' - \tau)$$

(20)

for $\tau \geq 0$, where we used (12), $\langle \eta(x, \tau)r(y, 0) \rangle = 0$ due to causality, and in writing the last term we used (16).

### 2.1. Two-time correlations in terms of equal-time correlations of the density

The equal-time correlation $c(x, y, 0) = c(x, y)$ in the steady state can be obtained by taking $\tau = 0$ in the general solution (17). It satisfies a differential equation

$$\partial_\tau^2[D(\bar{\rho}(x))c(x, y)] + \partial_y^2[D(\bar{\rho}(y))c(x, y)] = \partial_x[\sigma(\bar{\rho}(x))\delta'(x - y)]$$

(21)

One can see this by substituting the formula of $c(x, y)$ from (17) and using equation (13) which leads to

$$\partial_\tau^2[D(\bar{\rho}(x))c(x, y)] + \partial_y^2[D(\bar{\rho}(y))c(x, y)] = \int_0^1 dz \sigma(\bar{\rho}(z)) \int_0^\infty ds \frac{d}{ds}[[\partial_\tau G(x, z, s)][\partial_2 G(y, z, s)]]$$

$$= \int_0^1 dz \sigma(\bar{\rho}(z)) \int_0^\infty ds \frac{d}{ds}[[\partial_\tau G(x, z, s)][\partial_2 G(y, z, s)]]$$

$$= \int_0^1 dz \sigma(\bar{\rho}(z)) \int_0^\infty ds \frac{d}{ds}[[\partial_\tau G(x, z, s)][\partial_2 G(y, z, s)]]$$
The integration over $s$ is done using the boundary values $G(x, z, \infty) = 0$ and $G(x, z, 0) = \delta(x - z)$. Subsequently, using an integration by parts one obtains the equation (21).

The correlation $c(x, y)$ is often written [4, 5, 8, 14] as a sum of an equilibrium part and an out-of-equilibrium part. This can be done using (17) for $\tau = 0$, an integration by parts, and subsequently (15) which leads to

$$2c(x, y) = c(x, y) + c(y, x) = -\int_0^1 dz \int_0^\infty ds \frac{\sigma(\vec{\rho}(z))}{D(\vec{\rho}(z))} \frac{d}{ds} [G(x, z, s)G(y, z, s)]$$

$$-\int_0^1 dz \int_0^\infty ds \left[ \frac{d}{dz} \sigma(\vec{\rho}(z)) \right] \frac{d}{dz} [G(x, z, s)G(y, z, s)].$$

In the first term on the right hand side the integration over $s$ is simple and the result is expressed in terms of the Green’s function at the two limits of the integration. Only the contribution from the lower-limit is non-zero which one writes using $\delta(x - y)$. In the second term one can use $\partial_z \sigma(\vec{\rho}(z)) = \sigma'(\vec{\rho}(z)) \partial_z \vec{\rho}(z)$ and replace $\partial_z \vec{\rho}(z)$ using the average current $\langle J \rangle = -D(\vec{\rho}(z))\partial_z \vec{\rho}(z)$ which leads to

$$c(x, y) = \frac{\sigma(\vec{\rho}(y))}{2D(\vec{\rho}(y))} \delta(x - y) + B(x, y)$$

(22)

with

$$B(x, y) = -\langle J \rangle \int_0^1 dz \frac{d}{dz} \left[ \sigma'(\vec{\rho}(z)) \right] \int_0^\infty ds G(x, z, s)G(y, z, s)$$

(23)

where in the last formula we used an integration by parts. (Generalizing the fluctuating hydrodynamics approach in higher dimensions or in presence of an external field one can write a similar formula for the correlation.)

At equilibrium, the long-range part $B(x, y)$ of the correlation vanishes because $\langle J \rangle = 0$. (One may note that for some diffusive systems like random walks or the zero range process, where $\sigma'(\rho) = 2D(\rho)$ [22], $B(x, y)$ vanishes even out of equilibrium.) One can show using (13) that it satisfies a differential equation

$$\partial_x^2 [D(\vec{\rho}(x))B(x, y)] + \partial_x^2 [D(\vec{\rho}(y))B(x, y)] = \delta(x - y)\langle J \rangle \frac{d}{dx} \left[ \frac{\sigma'(\vec{\rho}(x))}{2D(\vec{\rho}(x))} \right]$$

This is a special case of a general result [4, 5] in an arbitrary dimension obtained using the macroscopic fluctuation theory. The long-range nature of $B(x, y)$ can be easily seen in a system with constant diffusivity where one may think of $B(x, y)$ as the electrostatic potential due to localized charges along the diagonal $y = x$.

It is often useful to rewrite the two-time correlations (17)–(20) in terms of the equal-time correlation $c(x, y)$. From the identity (14) one can rewrite (17) as

$$c(x, y, \tau) = \int_0^1 dz G(x, z, \tau)c(z, y)$$

(24)

Similarly, formula (20) leads to
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\[
f(x, y, \tau) = \int_0^1 dz \frac{d}{dx} [D(\rho(x))G(x, z, \tau)] A(z, y) \tag{25}
\]

where we defined

\[
A(z, y) = -\sigma(\rho(y))\delta'(y - z) + \frac{d}{dy} [D(\rho(y))c(z, y)] \tag{26}
\]

2.2. Long and short time limits

At long time \(\tau \gg 1\), the Green’s function decays exponentially with time with a rate given by the largest eigenvalue of the operator (13). As a result, both \(c(x, y, \tau)\) and \(f(x, y, \tau)\) decay exponentially at large time.

At short time \(\tau \ll 1\), the Green’s function takes a form

\[
G(y + \xi, y, \tau) = \frac{e^{-\xi^2 / 4\pi D(\rho(y))}}{\sqrt{4\pi D(\rho(y))}} \left\{ \frac{1}{\sqrt{\tau}} + \left[ \frac{(\xi / \sqrt{\tau})^3}{8D(\rho(y))} - \frac{1}{4} \frac{\xi}{\sqrt{\tau}} \right] \frac{\partial_\xi D(\rho(y))}{D(\rho(y))} + O(\tau^{1/2}) \right\}
\]

The curly bracket is dominated by the first term \(1 / \sqrt{\tau}\), in the range \(\xi \sim \sqrt{\tau}\). (Outside this range the Green’s function is essentially zero due to the exponential prefactor.) So a legitimate approximation of the Green’s function at short time is

\[
G(x, y, \tau) \simeq \frac{e^{-\xi^2 / 4\pi D(\rho(y))}}{\sqrt{4\pi \tau D(\rho(y))}} \quad \text{at } \tau \ll 1 \tag{27}
\]

Substituting this into (22) and (24) one gets

\[
c(x, y, \tau) \simeq \frac{\sigma(\rho(y))}{2D(\rho(y))} \frac{e^{-\xi^2 / 4\pi D(\rho(y))}}{\sqrt{4\pi \tau D(\rho(y))}} + B(x, y) \quad \text{for } \tau \ll 1 \tag{28}
\]

where the last term is obtained by using that \(B(x,y)\) varies slowly with \(x\). In the limit \(\tau \to 0\) one gets back the stationary correlation (22).

To calculate the asymptotics of \(f(x, y, \tau)\) one substitutes (28) in (20), and rearranging the terms one gets

\[
f(x, y, \tau) \simeq -\frac{\sigma(\rho(y))}{2} \frac{d^2}{dx dy} [D(\rho(x))G(x, y, \tau)] + \frac{1}{\tau} \frac{d\sigma(\rho(y))}{dy} \frac{d}{dx} [D(\rho(x))G(x, y, \tau)]
\]

\[
+ \frac{d^2}{dx dy} [D(\rho(x))D(\rho(y))B(x, y)]
\]

For small \(\tau\), using (27) one can see that \(\partial_\xi \partial_y [D(\rho(x))G(x, y, \tau)] \sim \tau^{-1/2}\) and \(\partial_\xi [D(\rho(x))G(x, y, \tau)] \sim \tau^{-1}\) in the range \(x - y \sim \sqrt{\tau}\). This gives

\[
f(x, y, \tau) \simeq \frac{1}{\tau^{3/2}} \frac{e^{-\xi^2 / 4\pi D(\rho(y))}}{\sqrt{4\pi D(\rho(y))\tau}} \left[ \frac{(x - y)^2}{4D(\rho(y))\tau} - \frac{1}{2} \frac{\sigma(\rho(y))}{2} + \frac{d^2 [D(\rho(x))D(\rho(y))B(x, y)]}{dx dy} \right] \tag{29}
\]
2.3. Integrated current

The integrated current in the hydrodynamic scale is defined as

$$q(x, \tau) = \int_0^\tau ds J(x, s)$$

(30)

and so its connected correlation is

$$\langle q(x, \tau)q(y, \tau') \rangle_c = \int_0^\tau ds_1 \int_0^{\tau'} ds_2 \langle J(x, s_1)J(y, s_2) \rangle_c.$$  

Using (19) and considering $\tau \geq \tau'$ one can perform the integration, leading to

$$\langle q(x, \tau)q(y, \tau') \rangle_c = \frac{1}{L} \left[ \sigma(\bar{\rho}(y))\delta(x-y)\tau' + \int_0^{\tau'} ds(\tau' - s)f(y, x, s) \right.$$  

$$+ \tau' \int_0^{\tau' - \tau'} dsf(x, y, s) + \int_{\tau'-\tau'}^{\tau'} dsf(\tau-s)f(x, y, s) \right]$$

(31)

2.3.1. Long and short time limits To analyze the asymptotics it is convenient to rewrite (31) in an alternative form. This is done using an identity

$$\sigma(\bar{\rho}(x))\delta(x-y) = \int_0^{\tau'} ds_1 \int_0^{\tau'} ds_2 \langle J(x, s_1)J(y, s_2) \rangle_c.$$  

(32)

proved in the appendix A. Following a straightforward algebra one writes

$$\langle q(x, \tau)q(y, \tau') \rangle_c = \frac{\tau'}{L} \int_0^{\tau'} ds \langle \sigma(\bar{\rho}(z)) \rangle + \frac{1}{L} \left\{ - \int_0^{\tau'} ds \min(\tau', s)f(y, x, s) \right.$$  

$$- \int_0^{\tau'} ds \min(\tau, s)f(x, y, s) + \int_0^{\tau'} ds \min(\tau - \tau', s)f(x, y, s) \}$$

(33)

for $\tau \geq \tau'$. Under this form it is easy to analyze the contribution at large and at short times, as discussed below.

At large times $\tau \geq \tau' \geq 1$, the leading contribution comes from the first term on the right hand side of (33) which grows linearly with time, whereas the remaining terms are bounded. One may see this using

$$\lim_{t \to \infty} \int_0^{\infty} ds \min(t, s)f(u, v, s) = \int_0^{\infty} ds \int_0^{\infty} ds \int_0^{\infty} dsf(u, v, s)$$

which remains finite as $f(u,v,s)$ decays exponentially for large $s$ (see section 2.2). Thereafter

$$\langle q(x, \tau)q(y, \tau') \rangle_c \simeq \frac{\tau'}{L} \int_0^{\tau'} ds \sigma(\bar{\rho}(z)) \quad \text{for } \tau \geq \tau' \geq 1.$$  

(34)

This agrees with an earlier result [22] for the variance of integrated current. Note that at large times $\tau$ and $\tau'$, the leading behavior does not depend on $x$ and $y$. 

doi:10.1088/1742-5468/2016/11/113202
The behavior at short time is also interesting, particularly, because, it reproduces the behavior in an infinite system. It is known that, in an infinite system at equilibrium, the variance $\langle q(x, \tau)^2 \rangle_c$ scales sub-diffusively as $\sqrt{\tau}$ [10, 43]. One finds a similar dependence at short time in (33). It is simpler to analyze the correlation at the same site $y = x$. The leading contribution at short time comes from the term inside the curly brackets. One may see this by writing

$$\int_0^\infty ds \min(\tau, s) f(x, x, s) = \int_0^\tau ds s f(x, x, s) + \tau \int_1^\infty ds f(x, x, s) + \tau \int_1^\infty ds f(x, x, s)$$

The last integral is finite; thus the contribution is sub-dominant compared to the leading $\sqrt{\tau}$ dependence of the first two terms. At short $s$, (29) gives

$$f(x, x, s) \approx -\frac{1}{s^{\frac{3}{2}}} \frac{\sigma(\bar{\rho}(x))}{8\sqrt{\pi D(\bar{\rho}(x))}}$$

and substituting this in the first two terms one gets

$$\int_0^\infty ds \min(\tau, s) f(x, x, s) = -\frac{\sigma(\bar{\rho}(x))}{2\sqrt{\pi D(\bar{\rho}(x))}} \sqrt{\tau} + O(\tau) \quad \text{at} \ \tau \ll 1.$$}

Substituting in (33) one gets the correlation at short time

$$\langle q(x, \tau) q(x, \tau') \rangle_c \approx \frac{1}{L} \left[ \sqrt{\tau} + \sqrt{\tau'} - \sqrt{\tau - \tau'} \right] \frac{\sigma(\bar{\rho}(x))}{2\sqrt{\pi D(\bar{\rho}(x))}}.$$  (35)

The formula is in agreement with an earlier result [10, 43] for the second cumulant of the integrated current in an infinite line. A comparison of the asymptotics (34) and (35) with a numerical plot of the whole function (33) is given in figure 1 in the case of the symmetric exclusion process.
2.4. The symmetric exclusion process using the fluctuating hydrodynamics

Fluctuating hydrodynamics for the symmetric exclusion process corresponds to $D(\rho) = 1$ and $\sigma(\rho) = 2\rho(1 - \rho)$ [6, 22]. The average density profile and the average current in the steady state

$$\bar{\rho}(x) = \rho_a - (\rho_a - \rho_b)x$$ and $$\langle J \rangle = (\rho_a - \rho_b)$$

respectively, which one obtains as a solution of (9).

Because $D(\rho) = 1$, one can get an explicit expression of the Green’s function by solving (13)

$$G(x, y, \tau) = 2 \sum_{n=1}^{\infty} e^{-n^2 \pi^2 \tau} \sin(n\pi x) \sin(n\pi y) \quad \text{for all } \tau \geq 0. \quad (37)$$

Moreover, substituting the corresponding $D(\rho)$ and $\sigma(\rho)$ for the symmetric exclusion process in (23) one gets

$$B(x, y) = -2(\rho_a - \rho_b)^2 \int_0^\infty ds \int_0^1 dz G(x, z, s)G(y, z, s) = -(\rho_a - \rho_b)^2 \int_0^\infty ds G(x, y, s) \quad (38)$$

where in the last equality we used (14). Substituting results (37) and (38) in (22) one gets (Alternatively, one may use the formulas (A.1) and (A.2).)

$$c(x, y) = \bar{\rho}(y)(1 - \bar{\rho}(y))\delta(x - y) - (\rho_a - \rho_b)^2 [x(1 - y)\Theta(y - x) + y(1 - x)\Theta(x - y)] \quad (39)$$

in agreement with expressions previously derived [8, 44] using microscopic dynamics.

Substituting (37) and (39) in (24) one gets an explicit formula for the two-time correlation

$$c(x, y, \tau) = 2 \sum_{n=1}^{L} e^{-n^2 \pi^2 \tau} \sin(n\pi x) \sin(n\pi y) \left[ \bar{\rho}(y)(1 - \bar{\rho}(y)) - \frac{(\rho_a - \rho_b)^2}{(n\pi)^2} \right] \quad (40)$$

In a similar way formulas (25) and (26) lead to

$$f(x, y, \tau) = 2 \sum_{n=1}^{\infty} e^{-n^2 \pi^2 \tau}[-\bar{\rho}(y)(1 - \bar{\rho}(y))(n\pi)^2 \cos(n\pi x)\cos(n\pi y)$$

$$- (\rho_a - \rho_b)(1 - 2\bar{\rho}(y))(n\pi)\cos(n\pi x)\sin(n\pi y) - (\rho_a - \rho_b)^2 \cos(n\pi x)\cos(n\pi y)] \quad (41)$$

where $\bar{\rho}(z)$ is given in (36).

2.5. Spectral distribution

One characterization of the fluctuations of the current across a bond is the spectral power density

$$S(x, \nu) = \lim_{T \to \infty} \frac{1}{T} \left[ \langle |\tilde{J}(x, \nu)|^2 \rangle - \langle |\tilde{J}(x, \nu)| \rangle^2 \right] \quad (42)$$
where \( \tilde{f}(x, \nu) \) is the Fourier transform of \( J(x, \tau) \) in a time window \([0, T]\). The Wiener–Khintchine theorem \[45\] asserts that
\[
S(x, \nu) = \int_{-\infty}^{\infty} d\tau e^{-i2\pi\nu\tau} \langle J(x, \tau)J(x, 0) \rangle_c
\]

To begin, one uses \((19)\), and writes
\[
\int_{-\infty}^{\infty} d\tau e^{-i2\pi\nu\tau} \langle J(x, \tau)J(0, 0) \rangle_c
= \frac{1}{L} \left\{ \sigma(\varphi(y)) \delta(x-y) + \int_{0}^{\infty} d\tau e^{-i2\pi\nu\tau} f(x, y, \tau) + \int_{0}^{\infty} d\tau e^{i2\pi\nu\tau} f(y, x, \tau) \right\}
\]
Using \((32)\) and in the limit \( y \to x \) one gets
\[
S(x, \nu) = \frac{1}{L} \left\{ \int_{0}^{1} d\sigma(\varphi(z)) + 2 \int_{0}^{\infty} d\tau [\cos(2\pi\nu\tau) - 1] f(x, x, \tau) \right\}
\]
where \( f(x, x, s) \) is given in \((25)\).

To obtain a more explicit expression one can use the formula \((41)\) in \((44)\) for the symmetric exclusion process. For example, at the right boundary \( x = 1 \) one gets
\[
S(1, \nu) = \frac{1}{L} \left\{ \int_{0}^{1} d\sigma(\varphi(z)) + \sum_{n=1}^{\infty} \frac{\rho_b(1-\rho_b)16\pi^2\nu^2}{(n\pi)^4 + 4\pi^2\nu^2} + (\rho_a - \rho_b)^2 \left[ \frac{2}{3} - \sum_{n=1}^{\infty} \frac{4\pi^2n^2}{(n\pi)^4 + 4\pi^2\nu^2} \right] \right\}
\]
For the symmetric exclusion process one has
\[
\int_{0}^{1} d\sigma(\varphi(z)) = \rho_a + \rho_b - 2\rho_a\rho_b - \frac{2}{3}(\rho_a - \rho_b)^2
\]
Substituting this one gets
\[
S(1, \nu) = \frac{1}{L} \left\{ \rho_a + \rho_b - 2\rho_a\rho_b + \rho_b(1 - \rho_b) \sum_{n=1}^{\infty} \frac{16\pi^2\nu^2}{(n\pi)^4 + 4\pi^2\nu^2} - (\rho_a - \rho_b)^2 \sum_{n=1}^{\infty} \frac{4\pi^2n^2}{(n\pi)^4 + 4\pi^2\nu^2} \right\}
\]

Figure 2. A numerical plot of \( LS(1, \nu) \) in \((46)\) for \((\rho_a, \rho_b) = (0, \frac{1}{2})\) and for a set of systems of length \( L \) indicated in the figure. The graph for \( L \to \infty \) is the function in \((45)\). The dotted straight line denotes a power-law \( \sqrt{\nu} \).
The first sum in (45) diverges as $\sqrt{\nu}$ when $\nu \to \infty$. This is because $\langle J(x,0)J(x,0) \rangle$ is ill defined (due to the Dirac delta functions $\delta(x-y)\delta(\tau-\tau')$ in (19)). One must realize that (45) comes from a hydrodynamic theory which is only defined above a certain coarse grained scale. This sets an upper cutoff in the summation of the eigenmodes $n$, which leads to saturation of $S(1,\nu)$ at large $\nu$. One can see this in figure 2 where we compare (45) with an exact formula of $S(1,\nu)$ derived in appendix C using the microscopic details of the symmetric exclusion process,

$$S(1,\nu) \simeq \frac{1}{L} \left\{ \rho_a + \rho_b - 2\rho_a\rho_b + \rho_b(1 - \rho_b) \sum_{n=1}^{L} \frac{4\pi^2\nu^2 \left( \cos \frac{\theta_n}{2} \right)^2}{4L^2 \left( \sin \frac{\theta_n}{2} \right)^4 + \pi^2\nu^2} - (\rho_a - \rho_b)^2 \sum_{n=1}^{L} \frac{L^2(\sin \theta_n)^2}{4L^2 \left( \sin \frac{\theta_n}{2} \right)^4 + \pi^2\nu^2} \right\}$$

where $\theta_n = \frac{n\pi}{L+1}$. At large $\nu$, formula (46) saturates, as shown in the numerical plot in figure 2.

### 3. The symmetric exclusion process using microscopic dynamics

The symmetric exclusion process is defined on a one-dimensional lattice of $L$ sites, coupled with two reservoirs of density $\rho_a$ and $\rho_b$. Particles within the bulk jump from a site to one of its neighbor sites as long as the jump respects simple exclusion: at any time there could be at most one particle at a site. The time scale is set by choosing bulk jump rates equal to 1. (This is equivalent to setting $D(\rho) = 1$ in the hydrodynamic limit.) At the boundary sites, the coupling to the reservoirs is modeled by injection and extraction rates of particles as shown in figure 3; the density of the reservoirs are related [6] to these boundary rates by

$$\rho_a = \frac{\alpha}{\alpha + \gamma}; \quad \rho_b = \frac{\delta}{\beta + \delta}$$

At long time, the system reaches a steady state where the average occupation per site is linear in space, and the average current is constant [6, 8, 44],

$$\langle \tau_i \rangle = \frac{1}{N} [\rho_b(L + b - i) + \rho_a(i - 1 + a)]; \quad \langle J_i \rangle \equiv \langle J \rangle = \frac{(\rho_a - \rho_b)}{N}$$

where we defined

$$a = \frac{1}{\alpha + \gamma}; \quad b = \frac{1}{\beta + \delta}; \quad \text{and} \quad N = L + a + b - 1$$

The steady state two-point correlation function of occupation variables as well as higher order correlation functions are known [6, 8, 44]. For example,
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\[ \rho_a \quad \gamma \quad 1 \quad 1 \quad \times \quad \beta \quad \rho_b \]

**Figure 3.** Jump rates in the symmetric exclusion process coupled with a reservoir of density \( \rho_a \) at the left boundary and a reservoir of density \( \rho_b \) at the right boundary.

\[
\{\tau_{ij}\}_c = \begin{cases} \frac{(\rho_b - \rho_a)^2}{N^2(N-1)} (i + a - 1)(L + b - j) & \text{for } i < j \\ \langle \tau_i \rangle (1 - \langle \tau_i \rangle) & \text{for } i = j \end{cases}
\]

(49)

which reduces to (39) in the large \( L \) limit.

Using the definition of the model, one can write the time evolution of these averages. For example,

\[
\frac{d\langle \tau(t) \rangle}{dt} = -M \cdot \langle \tau(t) \rangle + B
\]

(50)

where

\[
\tau(t) = \begin{pmatrix} \tau_1(t) \\ \tau_2(t) \\ \vdots \\ \tau_L(t) \end{pmatrix}, \quad M = \begin{pmatrix} 1 + \frac{1}{a} & -1 & 0 & \cdots & \cdots \\ -1 & 2 & -1 & 0 & \cdots \\ 0 & -1 & 2 & -1 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots & \vdots & 0 & 1 \end{pmatrix}, \quad B = \begin{pmatrix} a \\ 0 \\ \vdots \\ 0 \\ \delta \end{pmatrix}
\]

(51)

We shall use bold font to denote matrices.

The solution of (50) is simple to write in terms of a microscopic Green’s function \( g(t) = [g_{i,j}(t)]_{L \times L} \) defined as the solution of

\[
\frac{dg(t)}{dt} + M \cdot g(t) = \delta(t) \mathbf{1}
\]

(52)

where \( \mathbf{1} \) is the identity matrix. The solution of (50) is

\[
\langle \tau(t) \rangle = g(t) \cdot \langle \tau(0) \rangle + \int_0^t dt' g(t-t') \cdot B
\]

(53)

The integrated current \( Q_i(t) \) is defined as the number of particles passed across the bond \((i,i+1)\) during a time window \([0,t]\). Its average \( \langle Q_i(t) \rangle \) satisfies

\[
\frac{d\langle Q_i(t) \rangle}{dt} = \langle \tau_i(t) \rangle - \langle \tau_{i+1}(t) \rangle \quad \text{for } 1 \leq i \leq L - 1.
\]

(54)
3.1. Correlation of the occupation variable

The evolution of the two-time correlation \( \langle \tau_i(t) \tau_j(s) \rangle_c \) of the occupation variables is given by

\[
\frac{dC(t, s)}{dt} = -M \cdot C(t, s) \quad \text{for } t \geq s
\]

where \( C(t, s) \equiv \langle \tau_i(t) \tau_j(s) \rangle_L \). The solution can be written in terms of the microscopic Green’s function,

\[
\langle \tau_i(t) \tau_j(s) \rangle_c = \sum_{\ell=1}^{L} g_{\ell,i}(t-s) \langle \tau_i(s) \tau_j(s) \rangle_c.
\]

This way the two-time correlation is expressed in terms of the known \([6, 8, 44]\) equal-time correlations. One may compare (55) with the hydrodynamic formula (24).

It is interesting to write the microscopic equivalent of the hydrodynamic formula (21) for the steady state correlations. Starting with the jump rates one gets in the steady state

\[
[\langle \tau_{i+1} \tau_j \rangle_c - 2\langle \tau_i \tau_j \rangle_c + \langle \tau_{i-1} \tau_j \rangle_c] + [\langle \tau_i \tau_{j+1} \rangle_c - 2\langle \tau_i \tau_j \rangle_c + \langle \tau_i \tau_{j-1} \rangle_c] = \Omega_{ij}
\]

for bulk sites, where

\[
\Omega_{i,j} = (\langle \tau_i - \tau_{i+1} \rangle^2 \delta_{i+1,j} + \langle \tau_i - \tau_{i-1} \rangle^2 \delta_{i-1,j} + 2 [\langle \tau_i \rangle - \langle \tau_j \rangle + \langle \tau_{j-1} \rangle]) \delta_{i,j}
\]

To see how one can get (21), one uses the stationary averages \([47, 49]\) and gets, for large \( L \),

\[
\Omega_{i,j} \approx 2\langle \rho_i \rangle (1 - \langle \rho_i \rangle) [\delta_{i+1,j} - 2\delta_{i,j} + \delta_{i-1,j}] - \frac{(\rho_a - \rho_b)}{L} (1 - 2\langle \rho_i \rangle) (\delta_{i+1,j} - \delta_{i-1,j})
\]

In the hydrodynamic limit

\[
\Omega_{i,j} \approx \frac{1}{L^3} \left[ 2\rho(x)(1 - \rho(x))\delta''(x-y) + 2\frac{d\rho(x)}{dx}(1 - 2\rho(x))\delta'(x-y) \right]
\]

where one uses \( \rho(x) = \rho_a - (\rho_a - \rho_b)x \) for the symmetric exclusion process. Clearly, taking the hydrodynamic limit of (56) and using \( \langle \tau_i \tau_j \rangle_c \approx \frac{1}{L} c(x, y) \) one gets (21).

3.2. Correlation of the integrated current

One can write a formula similar to (55) to express \( \langle Q_i(t) Q_j(s) \rangle_c \) in terms of \( \langle \tau_i(s) \tau_j(s) \rangle_c \).

We first present the result and then give a derivation in the latter part of this section. For simplicity of the presentation we shall only consider the current across bonds inside the bulk.

Without loss of generality we take \( t \geq s \). We shall show that
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\[ \langle Q_i(t)Q_j(s) \rangle_c = \delta_{ij} \int_0^t dt' \Gamma_i(t') + \int_0^t dt' \int_0^{t''} dt'' [F_{ij}(t', t'') + F_{ji}(t', t'')] + \int_0^t dt' \int_0^{t''} dt'' F_{ij}(t', t'') \]  \hspace{1cm} (58a)

where

\[ F_{ij}(t', t'') = \sum_\ell [g_{i,\ell}(t' - t'') - g_{i+1,\ell}(t' - t'')] A_{\ell,j}(t'') \quad \text{for } t' \geq t'' \]  \hspace{1cm} (58b)

\[ A_{ij}(t) = \langle \tau_i(t)\tau_j(t) \rangle_c - \langle \tau_i(t)\tau_{j+1}(t) \rangle_c + \Gamma_j(t)(\delta_{i,j+1} - \delta_{i,j}) \]  \hspace{1cm} (58c)

and

\[ \Gamma_i(t) = \langle [\tau_i(t) - \tau_{i+1}(t)]^2 \rangle \]  \hspace{1cm} (58d)

3.2.1. Derivation  
To derive (58a) one starts by writing the evolution of the correlation of integrated current inside bulk.

\[ \frac{d}{dt} \langle Q_i(t)Q_j(s) \rangle_c = \langle \tau_i(t)Q_j(s) \rangle_c - \langle \tau_{i+1}(t)Q_j(s) \rangle_c \equiv K_{ij}(t,s) \quad \text{for } t \geq s \]  \hspace{1cm} (59)

where we introduced \( K_{ij}(t,s) \) for convenience of writing the formulas below. Integrating over time one obtains the solution,

\[ \langle Q_i(t)Q_j(s) \rangle_c = \langle Q_i(s)Q_j(s) \rangle_c + \int_s^t dt' K_{ij}(t', s) \]

In the appendix B, we shall show that the first term \( \langle Q_i(s)Q_j(s) \rangle_c \) can also be written in terms of \( K_{ij}(t,s) \):

\[ \langle Q_i(s)Q_j(s) \rangle_c = \int_0^s dt' \{ \delta_{i,j}\Gamma_i(t') + K_{i,j}(t', t') + K_{j,i}(t', t') \} \]  \hspace{1cm} (60)

Putting together one writes

\[ \langle Q_i(t)Q_j(s) \rangle_c = \delta_{ij} \int_0^t dt' \Gamma_i(t') + \int_0^s dt' \{ K_{i,j}(t', t') + K_{j,i}(t', t') \} + \int_s^t dt' K_{ij}(t', s) \]  \hspace{1cm} (61)

In the next step one determines \( K_{ij}(t,s) \), equivalently, the correlation \( \langle \tau_i(t)Q_j(s) \rangle_c \). One first writes

\[ \langle \tau_i(t)Q_j(s) \rangle_c = \sum_{\ell=1}^{L} g_{i,\ell}(t-s) \langle \tau_{\ell}(s)Q_j(s) \rangle_c \quad \text{for } t \geq s \]  \hspace{1cm} (62)

which is derived by a calculation similar to that for (55). The correlation \( \langle \tau_i(s)Q_j(s) \rangle_c \) on the right hand side is written in terms of the microscopic Green’s function.

\[ \langle \tau_i(s)Q_j(s) \rangle_c = \int_0^s dt'' \sum_{\ell} g_{i,\ell}(s-t'') A_{\ell,j}(t'') \]  \hspace{1cm} (63)

where \( A_{ij}(t) \) is given in (58c). This can be verified by substituting in the rate equation of \( \langle \tau_i(s)Q_j(s) \rangle_c \), which in terms of a matrix \( \hat{C}(s) \equiv \{ \langle \tau_i(s)Q_j(s) \rangle_c \}_{L \times L-1} \) one writes
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\[
\frac{d \hat{C}(s)}{ds} = -M \cdot \hat{C}(s) + A(s)
\]

where \(A(s) \equiv [A_i(s)]_{L \times L - 1}\) with \(1 \leq i \leq L\) and \(1 \leq j \leq L - 1\).

Writing (62) and (63) together, and using the identity

\[
\sum_i g_{i,t}(t - t')g_{k,j}(t' - t'') = g_{i,j}(t - t'') \tag{64}
\]

one gets

\[
\langle \tau(t) Q_j(s) \rangle_c = \int_0^s dt' \sum_k g_{i,k}(t - t') A_{k,j}(t') \tag{65}
\]

Substituting this in (59) leads to

\[
K_{i,j}(t, s) = \int_0^s dt' \sum_k [g_{i,k}(t - t') - g_{i+1,k}(t - t')] A_{k,j}(t') = \int_0^s dt' F_{i,j}(t, t') \tag{66}
\]

where \(F_{i,j}(t, s)\) is given in (58b).

In the final step one substitutes the above expression of \(K_{i,j}(t, s)\) in (61) which leads to the result (58a).

3.3. Correlation of the current

The current \(J(t)\) is the time derivative of the integrated current

\[
J(t) = \frac{dQ(t)}{dt}
\]

and so the correlation function is

\[
\langle J(t)J_j(s) \rangle_c = \frac{d}{dt} \frac{d}{ds} \langle Q(t)Q_j(s) \rangle_c
\]

As (58a) is only valid for \(t \geq s\), for arbitrary \(t\) and \(s\) one has

\[
\langle Q(t)Q_j(s) \rangle_c = \Theta(t - s) \left[ u(s) + \int_s^t dt' v_1(t', s) \right] + \Theta(s - t) \left[ u(t) + \int_t^s dt' v_2(t', t) \right]
\]

where \(\Theta(x)\) is the Heaviside theta function and where one can trivially read \(u(s)\), \(v_1(s)\) and \(v_2(s)\) from (58a). Taking time derivative one gets

\[
\frac{d}{dt} \frac{d}{ds} \langle Q(t)Q_j(s) \rangle_c = \delta(t - s) \left[ \frac{du(s)}{ds} - v_1(s, s) - v_2(t, t) \right]
\]

\[
+ \Theta(t - s) \frac{d}{ds} v_1(t, s) + \Theta(s - t) \frac{d}{dt} v_2(s, t)
\]

This leads to

\[
\langle J(t)J_j(s) \rangle_c = \delta(t - s) \delta_{i,j} \Gamma(s) + \Theta(t - s) F_{i,j}(t, s) + \Theta(s - t) F_{j,i}(s, t) \tag{67}
\]

for arbitrary \(t\) and \(s\).
3.4. Fluctuations and the Fick’s law

We now show how to derive (4) from the correlations of the current. From (54) one gets
\[ \langle Y(t) \rangle = \langle J(t) \rangle - \langle \tau(t) \rangle = 0 \]
and
\[ \langle Y(t)Y(s) \rangle = \langle J(t)J(s) \rangle - \langle [\tau(t) - \tau(t+1)]J(s) \rangle_c - \langle J(t)[\tau(s) - \tau+1(s)] \rangle_c + \langle [\tau(t) - \tau+1(t)][\tau(s) - \tau+1(s)] \rangle_c \]
\[ (68) \]

For \( t \geq s \), the last two terms on the right hand side cancel each other. One writes the second term
\[ \langle [\tau(t) - \tau+1(t)]J(s) \rangle_c = \frac{\partial}{\partial s} \langle [\tau(t) - \tau+1(t)]Q_j(s) \rangle_c = \frac{d}{ds} K_{ij}(t,s) = F_{ij}(t,s) \]
where in the last two steps we used the definition of \( K_{ij}(t,s) \) in (59) and the relation (66). Substituting in (68) and extending the result for an arbitrary \( t \) and \( s \) one gets
\[ \langle Y(t)Y(s) \rangle = \langle J(t)J(s) \rangle_c - \Theta(t-s)F_{ij}(t,s) - \Theta(s-t)F_{ij}(s,t) \]
At this stage one can use the formula (67) and write
\[ \langle Y(t)Y(s) \rangle = \delta(t-s)\delta_{ij}\Gamma(t) \]
where \( \Gamma(t) \) is given in (58d). This is the correlation for arbitrary system length. In the large \( L \) limit, one writes
\[ \Gamma(t) = \langle (\tau(t) - \tau+1(t))^2 \rangle = 2 \langle \tau(t) \rangle [1 - \langle \tau(t) \rangle] + O\left(\frac{1}{L}\right) \]
\[ (69) \]
where we used \( \langle \tau(t)\tau(t) \rangle_c \sim \frac{1}{L} \) and \( \langle \tau+1(t) \rangle = \langle \tau(t) \rangle + O\left(\frac{1}{L}\right) \). This leads to the result (4).

3.5. Steady state

In the steady state, the equal-time correlation \( \langle \tau(t)\tau(t) \rangle_c \) does not change with time. The two-time correlation becomes a function of the time difference and using (55) one has
\[ \langle \tau(t)\tau(0) \rangle_c = \sum_{l=1}^{L} q_{l,t}(t) \langle \tau\tau_l \rangle_c \]
\[ (70) \]
Similarly, in the steady state, \( A_{ij}(t) \) and \( \Gamma(t) \) are independent of time, leading to \( F_{ij}(t,s) \equiv F_{ij}(t-s) \) in (58b). This makes the integrals in (58a) simpler to calculate,
\[ \langle Q(t)Q(s) \rangle_c = s\delta_{ij}\Gamma(t) + \int_0^s dt' \langle s-t'F_{ij}(t') \rangle + s \int_0^{t-s} dt' \langle F_{ij}(t') \rangle + \int_0^t dt' \langle t-t'F_{ij}(t') \rangle \]
\[ (71) \]
for \( t \geq s \).
The correlation \( \langle J_i(t) J_j(s) \rangle_c \) in the steady state is a function of the time difference \( t - s \) and from (67)

\[
\langle J_i(t) J_j(0) \rangle_c = \delta(t) \delta_{ij} \Gamma_i + \Theta(t) F_{i,j}(t) + \Theta(-t) F_{j,i}(-t)
\]

(72)

One may compare the results (71) and (72) with their hydrodynamic formula (31) and (19), respectively.

3.5.1. Explicit formula in the hydrodynamic limit  To write an explicit formula for correlations, one needs to determine the Green’s function (52) which is written in terms of eigenfunctions of the matrix \( M \) in (51).

\[
g_{i,j}(t) = [e^{-M t}]_{i,j} = \sum_{\lambda} e^{-\lambda t} \psi_i^*(\lambda) \psi_j(\lambda)
\]

(73)

where \( \psi_i(\lambda) \) is the eigenfunction corresponding to eigenvalue \( \lambda \), and \( \psi_i^*(\lambda) \) is the complex conjugate. For the real symmetric matrix \( M \) eigenvalues are real; moreover one can verify that eigenvalues are positive. Then, in the hydrodynamic scale \( t = L^2 \tau \), for large \( L \), the leading contribution comes from the eigenmodes with small \( \lambda \sim \frac{1}{L^2} \). For these small eigenvalues, one can verify using \( M \) in (51) that,

\[
\psi_i(\lambda) \approx \sqrt{\frac{2}{L}} \sin \left( n \pi \frac{i}{L} \right) \quad \text{with} \quad \lambda \approx \frac{n^2 \pi^2}{L^2} \quad \text{for large} \quad L
\]

where \( n \) is small positive integer.

The Green’s function takes a form

\[
g_{i,j}(L^2 \tau) \approx \frac{2}{L} \sum_{n=1}^{\infty} e^{-n^2 \pi^2 \tau} \sin \left( n \pi \frac{i}{L} \right) \sin \left( n \pi \frac{j}{L} \right)
\]

(74)

where the upper limit of the summation is set to \( \infty \) without altering the leading behavior.

Comparing with (37) one finds that \( g_{i,j}(L^2 \tau) \approx \frac{1}{L} G(x, y, \tau) \) where the scaled coordinates \( (x, y) \equiv \left( \frac{x}{L}, \frac{y}{L} \right) \).

In the large \( L \) limit, the exact formulas (70) and (72) of the correlations lead to their hydrodynamic results (24) and (19), respectively. For the correlation of occupation variables this is easy to see by comparing (24) with (70)

\[
\langle \tau_i(t) \tau_j(0) \rangle_c \approx \langle \rho(x, \tau) \rho(y, 0) \rangle_c = \frac{1}{L} c(x, y, \tau)
\]

Similarly, in the large \( L \) limit, \( \langle J_i(t) J_j(0) \rangle_c \) leads to \( \langle J(x, \tau) J(y, 0) \rangle_c \). One easy way to see this is by comparing (58b) and (58c) with their hydrodynamic counterparts (25) and (26) for \( D(\rho) = 1 \) and \( \sigma(\rho) = 2 \rho (1 - \rho) \). In large \( L \) limit, using (69) one gets \( \Gamma_i \approx \sigma(\rho(x)) \) which then leads to \( A_{i,j} \approx -\frac{1}{L} A(x, y) \) given in (58c) and (26), respectively. This clearly shows that, \( F_{i,j}(t) \) in (58b) leads to \( f(x, y, \tau) \) in (25) with a scaling relation

\[
F_{i,j}(t) \approx \frac{1}{L^3} f(x, y, \tau) \quad \text{for large} \quad L
\]

(75)
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As a result, \( \langle J(x, \tau)J(y, 0) \rangle \) in (72) and \( \langle J(x, \tau)J(y, 0) \rangle \) in (19) are related by simple scaling of the current \( J(x, \tau) \sim L J(t) \). One can similarly compare the results for the integrated current \( \langle \dot{Q}_i(t)Q_j(s) \rangle_c \) and \( \langle q(x, \tau)q(y, \tau') \rangle_c \) in (71) and (31), respectively.

In an alternative approach, one can verify the formula of \( F_{ij}(t) \) for arbitrary system length \( L \) and then taking hydrodynamic limit. A derivation is given in appendix C.

4. Linear response theory

In the linear response theory one writes a change in the average value of an observable \( B \) due to a small perturbation parameterized by \( h(t) \),

\[
\langle \Delta B(t) \rangle = \int_{-\infty}^{t} ds \, h(s)R(t, s) + O(h^2)
\]

where \( R(t, s) \) is the response function.

At equilibrium, for a change in the energy of a microscopic configuration \( E_c \rightarrow E_c - h(t)A_c \), where \( A_c \) is a variable conjugate of the perturbation one finds [28, 29] a fluctuation dissipation relation

\[
R(t, s) = \frac{d\langle B(t)A(s) \rangle_c}{ds} \quad \text{for } t \geq s
\]

where we have set \( k_B T = 1 \) (\( k_B \) is the Boltzmann constant and \( T \) is temperature). In (77), \( \langle B(t)A(s) \rangle_c \) is the unperturbed equilibrium correlation function.

Many recent works [30–42] have given extensions of (77) to systems out of equilibrium. In this section, we consider the linear response in the non-equilibrium steady state of the symmetric exclusion process and its generalization to diffusive systems using fluctuating hydrodynamics.

4.1. Linear response in the symmetric exclusion process

Let us focus on perturbations of the jump rates at all bonds inside the bulk as shown in figure 4. We consider the effect of this perturbation on the average occupation of a site. The change \( \langle \Delta \tau(t) \rangle \) in the average value of occupation variable \( \tau(t) \) can be calculated by generalizing (50) for the perturbed rates and then writing its solution in terms of the Green’s function (52). Writing \( \langle \Delta \tau(t) \rangle \) in symmetric and antisymmetric parts with respect to the perturbation \( h_i(t) \) and \( \hat{h}_i(t) \),

\[
\langle \Delta \tau(t) \rangle \simeq \int_{-\infty}^{t} ds \sum_{j=1}^{L-1} \left[ \frac{(h_j(s) - \hat{h}_j(s))}{2} R_1(i, t; j, s) + \frac{(h_j(s) + \hat{h}_j(s))}{2} R_2(i, t; j, s) \right]
\]

where we defined two response functions

\[
R_1(i, t; j, s) = [g_{i,j+1}(t - s) - g_{i,j}(t - s)] \left\{ \langle \tau_j(s) - \tau_{j+1}(s) \rangle - [\langle \tau_j(s) \rangle - \langle \tau_{j+1}(s) \rangle] \right\}
\]

\[
R_2(i, t; j, s) = [g_{i,j+1}(t - s) - g_{i,j}(t - s)] \langle \tau_j(s) - \tau_{j+1}(s) \rangle.
\]
The formulas (78) and (79a), (79b) give a general result for linear response in the symmetric exclusion process. In spirit of the equilibrium fluctuation dissipation relation one would like to express the response function in terms of two-time correlations. We have achieved this only for the first response function (79a) which can be rewritten as

\[ R_1(i, t; j, s) = \frac{d}{ds} \langle \tau_i(t)Q_j(s) \rangle_c - \langle \tau_i(t)\tau_j(s) \rangle_c - \langle \tau_i(t)\tau_{j+1}(s) \rangle_c \]  

(80)

This is obtained by using (65) to write

\[ \frac{d}{ds} \langle \tau_i(t)Q_j(s) \rangle_c = \sum_k g_{i,k}(t-s)A_{k,j}(s) \]

and then substituting \( A_{c,j}(s) \) from (58c) and using (55) to get

\[ \frac{d}{ds} \langle \tau_i(t)Q_j(s) \rangle_c = \langle \tau_i(t)\tau_j(s) \rangle_c - \langle \tau_i(t)\tau_{j+1}(s) \rangle_c + [g_{i,j+1}(t-s) - g_{i,j}(t-s)] \Gamma_j(s) \]  

(81)

Using the expression of \( \Gamma_j(s) \) in (58d) one can see that the last term in (81) is the \( R_1 \) in (79a). This leads to (80).

4.1.1. In equilibrium

The average occupation \( \langle \tau_i \rangle = \rho \) and substituting in (79b) this leads to \( R_2(i, t; j, s) = 0 \). On the other hand, in the expression (80), using time reversibility one sees that \( \langle \tau_i(t)\tau_j(s) \rangle_c = \langle \tau_j(t)\tau_i(s) \rangle_c \) and this makes the term inside the square brackets in (80) equal to \( \frac{d}{dt} \langle Q_i(t)\tau_j(s) \rangle_c \). Moreover,

\[ \frac{d}{dt} \langle Q_i(t)\tau_j(s) \rangle_c = \langle J_i(t)\tau_j(s) \rangle_c = -\langle \tau_i(t)J_j(s) \rangle_c = -\frac{d}{ds} \langle \tau_i(t)Q_j(s) \rangle_c \]

Substituting this in (80) one gets

\[ R_1(i, t; j, s) = 2 \frac{d}{ds} \langle \tau_i(t)Q_j(s) \rangle_c \]  

(82)

4.1.2. Relation to net escape rate

A general formula of the response function in non-equilibrium system has been recently presented in [31, 32]. (See appendix D for a derivation for a Markov process.) The formula is for a specific type of perturbation which in (78) corresponds to \( \bar{h}_i(t) = -h_i(t) \); the associated response function is \( R_1 \).

To write \( R_1 \) in the form of this general formula one requires an observable: the escape rate from a configuration. We define
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\[ E_j(s, h_j(s)) = [1 + h_j(s)] \tau_j(s) [1 - \tau_{j+1}(s)] + [1 - h_j(s)] [1 - \tau_j(s)] \tau_{j+1}(s) \]

Then \( \sum_j E_j(s, h_j(s)) \) is the escape rate from a configuration of occupation variables. One can verify that (80) takes a form

\[ R_i(i, h; j, s) = \frac{d}{ds} \langle \tau_i(t) Q_j(s) \rangle_c - \langle \tau_i(t) \partial h E_j(s, h) \rangle_c \]

which is an explicit example of the general formula obtained in [31, 32].

4.2. A fluctuating hydrodynamics approach

We consider a perturbation produced by a small external field \( h(x, \tau) \) as in (5). The perturbation changes average density profile which follows

\[ \partial_\tau \bar{\rho}_h(x, \tau) = \partial_\tau [D(\bar{\rho}_h(x, \tau))\partial_\tau \bar{\rho}_h(x, \tau) - \sigma(\bar{\rho}_h(x, \tau))h(x, \tau)] \]

where the subscript \( h \) denotes perturbed state. Writing the difference \( u = \bar{\rho}_h - \bar{\rho} \) and considering small \( h(x, \tau) \) one gets

\[ \partial_\tau u(x, \tau) = \partial_\tau^2 [D(\bar{\rho}(x, \tau))u(x, \tau)] - \partial_\tau [\sigma(\bar{\rho}(x, \tau))h(x, \tau)] \]

Similar to (12) the solution can be written in terms of the Green’s function (13),

\[ u(x, \tau) = \int_{-\infty}^{\tau} d\tau' \int_{0}^{1} dy \ h(y, \tau') R_i(x, \tau; y, \tau') \]

where

\[ R_i(x, \tau; y, \tau') = \sigma(\bar{\rho}(y, \tau'))\partial_y G(x, y, \tau - \tau') \]

This is the hydrodynamic analogue of the microscopic formula (79a) in the symmetric exclusion process.

This response function \( R_i(x, \tau; y, \tau') \) can be expressed in terms of two-time correlations. From (12) one can see that

\[ \langle \rho(x, \tau) \eta(y, \tau') \rangle_c = \langle \tau(x, \tau) \eta(y, \tau') \rangle = \frac{1}{L} \sigma(\bar{\rho}(y, \tau'))\partial_y G(x, y, \tau - \tau'). \]

One can then see from (84) and (1) that

\[ R_i(x, \tau; y, \tau') = L \langle \rho(x, \tau) \eta(y, \tau') \rangle_c = L \langle \rho(x, \tau) J(y, \tau') \rangle_c + L \langle \rho(x, \tau) D(\rho(y, \tau')) \partial_y \rho(y, \tau') \rangle_c. \]

To the leading order in large \( L \) the formula reduces to

\[ R_i(x, \tau; y, \tau') \approx L \langle \rho(x, \tau) J(y, \tau') \rangle_c + L \frac{d}{dy} [D(\bar{\rho}(y)) \langle \rho(x, \tau) \rho(y, \tau') \rangle_c] \]

One may compare with the microscopic formula (80) in the symmetric exclusion process which corresponds to \( D(\rho) = 1 \).

To obtain (7) one can add
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\[ \langle J(y, \tau)\rho(x, \tau') \rangle_c \simeq -\frac{d}{dy} [D(\bar{\rho}(y))\langle \rho(y, \tau)\rho(x, \tau') \rangle_c] \]

to (85) and write the current \( J(y, \tau') \) in terms of the integrated current (30).

4.2.1. In equilibrium Formula (7) takes a simple form. Due to the symmetry under time reversal, \( \langle \rho(x, \tau)\rho(y, \tau') \rangle_c = \langle \rho(y, \tau)\rho(x, \tau') \rangle_c \) which makes the last two terms in (7) cancel each other. The first two terms in (7) are equal, \( \langle \rho(x, \tau) J(y, \tau') \rangle_c = -\langle J(y, \tau)\rho(x, \tau') \rangle_c \) due to symmetry under time reversal. Then the response function

\[ R(x, \tau; y, \tau') = 2\frac{d}{d\tau'} \langle \rho(x, \tau)q(y, \tau') \rangle_c \]

The above formula is a generalization of the microscopic result (82).

Remark. The response function \( R_2 \) in (79b) also has a hydrodynamic analogue. In the fluctuating hydrodynamics this corresponds to a perturbation in the diffusivity, for example, \( D_h(\rho(x, \tau)) = D(\rho(x, \tau)) + h(x, \tau) \). Using an analysis similar for the \( R_2(x, \tau; y, \tau') \) one gets the corresponding response function

\[ R_2(x, \tau; y, \tau') = -[\partial_y \bar{\rho}(y, \tau')] \partial_y G(x, y, \tau - \tau') \]

We did not find an expression in terms of correlation function.

5. Summary

In this work, we have used fluctuating hydrodynamics to calculate the two-time correlations (16) and (17) of the density and (19) and (20) of the current in the out-of-equilibrium steady state of diffusive system. This allowed us to obtain the spectral distribution of the current (44) and (45) and to obtain correlations of the integrated current (31). We have also discussed an extension of the linear response theory in non-equilibrium steady state where the response function is expressed in terms of two-time correlations. Our approach applies to arbitrary diffusive systems of which the symmetric exclusion process is a special case. The hydrodynamics expressions are consistent with results obtained from an explicit microscopic calculation in the symmetric simple exclusion process.

It would be interesting to compare our result of the spectral distribution of the current with experiments in quasi-one dimensional diffusive systems, like, transport inside channels in porous medium [46].

The two-time correlations are expressed in terms of Green’s function. A straightforward generalization of our method shows that higher order correlations can also be expressed in terms of the same Green’s function; it would be intriguing to find an explicit formula of all higher order correlations, in particular, their cumulant generating function in terms of the Green’s function.

The fluctuating hydrodynamics approach can be generalized to more complicated systems (higher dimensions, several species of particles, multiple-conserved quantities,
Correlations of the density and of the current in non-equilibrium diffusive systems

presence of external field). More challenging would be to extend it to non-linear fluctuating hydrodynamics which have been recently developed \cite{47} to explain anomalous transport in one-dimensional Hamiltonian system.
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**Appendix A. Derivation of (32)**

From (17) and (20) one can see that
\[
\int_0^\infty ds [f(y, x, s) + f(x, y, s)] = -\sigma(\rho(y)) \frac{d^2 U(y, x)}{dxdy} - \sigma(\rho(x)) \frac{d^2 U(y, x)}{dydx} + \int_0^1 dz \sigma(\rho(z)) \frac{d^2 U(x, z)}{dxdz} \frac{d^2 U(y, z)}{dydz}
\]
where we defined
\[
U(x, y) = D(\rho(x)) \int_0^\infty ds G(x, y, s)
\] (A.1)

Using (13) one finds \(\delta_x^2 U(x, y) = -\delta(x - y)\) along with the boundary condition \(U(0, y) = U(1, y) = 0\). The solution is
\[
U(x, y) = x(1 - y)\Theta(y - x) + y(1 - x)\Theta(x - y)
\] (A.2)

Substituting the explicit formula of \(U(x, y)\) one gets (32).

**Appendix B. Derivation of (60)**

The integrated current \(Q_i(t)\) is the net number of particles transferred from site \(i\) to \(i + 1\) in a time window \(0\) to \(t\). In the bulk, a change in \(Q_i(t)\) in an infinitesimal time interval \(dt\) is given by
\[
Q_i(t + dt) = \begin{cases} Q_i(t) + 1 \text{ with probability } \tau_i(t)[1 - \tau_{i+1}(t)]dt & \\
Q_i(t) - 1 \text{ with probability } [1 - \tau_i(t)]\tau_{i+1}(t)dt & \\
Q_i(t) \text{ with probability } 1 - [\tau_i(t) + \tau_{i+1}(t) - 2\tau_i(t)\tau_{i+1}(t)]dt & 
\end{cases}
\]

Using this one gets
\[
\frac{d}{dt} Q_i(t)Q_j(t) = K_{i,j}(t, t) + K_{i,j}(t, t) + \delta_{i,j} \Gamma_j(t)
\] (B.1)

where the quantities \(K_{i,j}(t, s)\) and \(\Gamma_i(t)\) are given in (59) and (58d), respectively. Integrating (B.1) over time one gets (60).
Appendix C. An exact result for the symmetric exclusion process of arbitrary length

The analysis is simple to present for a choice of rates at the boundary such that \( a \) and \( b \) in (48) are both equal to 1. In the large \( L \) limit, correlations do not explicitly depend on \( (a, b) \) and one gets the same hydrodynamic result as derived in section 2.4.

For \( (a, b) \equiv (1, 1) \) the microscopic Green’s function (52) takes a form

\[
g_{i,j}(t) = [e^{-Mt}]_{i,j} = \frac{2}{L + 1} \sum_{n=1}^{L} e^{-\lambda_n t} \sin(\theta_n i) \sin(\theta_n j)
\]

where we defined

\[
\lambda_n = 2(1 - \cos \theta_n) \quad \text{and} \quad \theta_n = \frac{n\pi}{L + 1}
\]

One can verify this using matrix \( M \) in (51).

To calculate \( \langle \tau_i(t)\tau_j(0) \rangle_c \) in (70) one needs to use the result (49) for the steady state correlation at equal-time. This leads to an explicit formula

\[
\langle \tau_i(t)\tau_j(0) \rangle_c = \sum_{n=1}^{L} \frac{2e^{-\lambda_n t}}{L + 1} \sin(\theta_n i) \sin(\theta_n j) \left\{ \langle \tau_i \rangle (1 - \langle \tau_j \rangle) + \frac{(\rho_a - \rho_b)^2}{L(L + 1)} \left[ \frac{j(L + 1 - j)}{L + 1} - \frac{1}{\lambda_n} \right] \right\}
\]

In the large \( L \) limit this leads to the asymptotic result (40).

To do a similar calculation for the correlation of current (72) one uses (C.1) into (58b) and gets

\[
F_{i,j}(t) = -\frac{4}{L + 1} \sum_{n=1}^{L} e^{-\lambda_n t} \sin \left( \frac{\theta_n}{2} \right) \cos \left( \frac{\theta_n}{2} (2i + 1) \right) \sum_\ell \sin(\theta_n \ell) A_{\ell,ij}
\]

The quantity \( A_{i,j} \) is written in (58c) in terms of the average occupation \( \langle \pi \rangle \) and the correlation \( \langle \tau_i \tau_j \rangle_c \) which are given in (47) and (49), respectively. Substituting in (C.3) one gets an explicit expression of \( F_{i,j}(t) \), and the correlation of current is obtained by substituting this formula in (72).

The spectral power density of current across bond \((i,i+1)\) is given by

\[
S_i(\omega) = \int_{-\infty}^{\infty} dt \ e^{-i2\pi \omega t} \langle \mathcal{J}(t)\mathcal{J}(0) \rangle_c = \Gamma_i + 2 \int_{0}^{\infty} dt \cos(2\pi \omega t)F_{i,i}(t)
\]

where we used (72). One can derive explicit formulæ using (C.3). For example, at the right boundary, one gets

\[
S_L(\omega) = \frac{1}{L + 1} \left\{ \rho_a + \rho_b - 2\rho_a \rho_b + \rho_b (1 - \rho_a) \sum_{n=1}^{L} \frac{4\pi^2 \omega^2 \left( \cos \frac{\theta_n}{2} \right)^2}{4 \left( \sin \frac{\theta_n}{2} \right)^4 + \pi^2 \omega^2}
\]

\[
- \frac{(\rho_a - \rho_b)^2}{L(L + 1)} \sum_{n=1}^{L} \frac{(\sin \theta_n)^2}{4 \left( \sin \frac{\theta_n}{2} \right)^4 + \pi^2 \omega^2}
\]

\[
\text{doi:10.1088/1742-5468/2016/11/113202}
\]
The expression (46) at large $L$ is obtained by using

$$S(1, \nu) \approx S_0 \left( \frac{\nu}{L^2} \right)$$

**Appendix D. Linear response theory for a general Markov process**

There are several ways of writing the response function in out of equilibrium systems [30–42]. In a recent work [31] a connection has been made between the response function and the net escape rate from a configuration. We present here an elementary derivation for a discrete Markov process.

Consider a Markov process with transition rates $\omega(c', c)$ from configuration $c$ to configuration $c'$. The probability $P(c, t)$ of a configuration $c$ at time $t$ follows

$$\frac{dP(c, t)}{dt} = \sum_{c'} [\omega(c, c')P(c', t) - \omega(c', c)P(c, t)]$$

(D.1)

One can define the Green’s function associated to the process as the solution of

$$\frac{d}{dt} G_{c, c'}(t) = \sum_{c''} [\omega(c, c'')G_{c'', c'}(t) - \omega(c'', c)G_{c, c'}(t)] \quad \text{and} \quad G_{c, c'}(0) = \delta_{c, c'}$$

(D.2)

One can verify that this Green’s function satisfies also

$$\frac{d}{dt} G_{c, c'}(t) = \sum_{c''} [G_{c, c'}(t) - G_{c, c'}(t)] \omega(c'', c')$$

(D.3)

A general perturbation of the transition rates can be written as

$$\omega_h(c, c') = \omega(c, c')e^{h(t)H(c, c') + O(h^2)} \quad \text{for} \quad c \neq c'$$

(D.4)

where $h(t)$ is a small time dependent parameter, and $H(c, c')$ is arbitrary. A change in the average of an observable $B_c$ is given by

$$\langle \Delta B(t) \rangle = \sum_c B_c [P_h(c, t) - P(c, t)] = \int_{-\infty}^{t} ds \ h(s)R(t, s) + O(h^2)$$

(D.5)

where $R(t, s)$ is the response function, and $P_h(c, t)$ is the probability distribution of the Markov process with the perturbed rate $\omega_h(c, c')$.

Using (D.1) and a similar rate equation for $P_h(c, t)$ one can verify that

$$P_h(c, t) - P(c, t) \approx \int_{-\infty}^{t} ds \ h(s) \sum_{c', c''} [G_{c, c'}(t - s) - G_{c, c'}(t - s)] H(c', c'') \omega(c', c'')P(c'', s)$$

up to linear order in $h(s)$. Comparing with (D.5) one can see that

$$R(t, s) = \sum_{c', c''} B_c [G_{c, c'}(t - s) - G_{c, c'}(t - s)] H(c', c'') \omega(c', c'')P(c'', s)$$

(D.6)

This is the response function for a general Markov process.
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D.1. Relation to the escape rate

The formula (D.6) can be rewritten as $R = R_A + R_S$ where

$$R_A(t, s) = \sum_{c, c'} \sum_{c'' \neq c'} B_c G_{c, c'}(t - s) H(c', c'' \mid c'') \omega(c', c'') P(c'', s)$$

$$R_S(t, s) = -\sum_{c, c'} B_c G_{c, c'}(t - s) \left[ \sum_{c'' \neq c'} H(c'', c') \omega(c'', c') \right] P(c', s)$$

The second part is a two-time correlation

$$R_S(t, s) = -\langle B(t) a(s) \rangle$$ (D.7)

where

$$a_{c'} = \sum_{c'' \neq c'} H(c'', c') \omega(c'', c')$$ (D.8)

The observable $a_c$ has an interpretation in terms of the escape rate $\mathcal{E}_h(c) = \sum_{c'' \neq c} \omega_h(c', c)$. Using (D.4) and (D.8) one can see that $a_c = \partial_h \mathcal{E}_h(c) \big|_{h=0}$.

D.2. A special perturbation

The term $R_A$ can however be expressed in terms of correlation function, for a perturbation (D.4) with $H(c', c) = V_c - V_c$ where $V_c$ is an arbitrary function. This can be done using

$$\frac{d}{ds} \langle B(t) V(s) \rangle = \sum_{c, c'} \left[ B_c \frac{d}{ds} G_{c, c'}(t - s) V_c P(c'', s) + B_c G_{c, c'}(t - s) V_{c''} \frac{d}{ds} P(c'', s) \right]$$

and subsequently simplifying the expression using (D.3) one gets

$$R_A(t, s) = \frac{d}{ds} \langle B(t) V(s) \rangle$$

Using together with (D.7) one gets the response function

$$R(t, s) = R_A(t, s) + R_S(t, s) = \frac{d}{ds} \langle B(t) V(s) \rangle - \langle B(t) a(s) \rangle$$ (D.9)

One can write the response function in an alternative form:

$$R(t, s) = \left[ \frac{d}{ds} \langle B(t) V(s) \rangle - \frac{d}{dt} \langle V(t) B(s) \rangle \right] + \left[ \langle a(t) B(s) \rangle - \langle B(t) a(s) \rangle \right]$$ (D.10)

which is obtained by adding

$$\langle a(t) B(s) \rangle - \frac{d}{dt} \langle V(t) B(s) \rangle = 0$$

to (D.9) which is easy to derive using (D.8) with $H(c', c) = V_c - V_c$ and (D.2).

Under this form (D.10) it is easy to see that at equilibrium
Due to time reversal symmetry, the two terms with \( a_c \) in (D.10) cancel each other, whereas the first two terms with \( V_c \) are equal, leading to equilibrium fluctuation dissipation relation.

Formulas (D.9)–(D.10) were originally derived in [31, 32]. Result for more general perturbation can be found in [33–35].

Remark. The microscopic formula (80) can be related to (D.9) by considering the symmetric exclusion process as a Markov process on a joint configuration of occupation variables and integrated current \( c \equiv \{ \tau_i, Q_{ci} \} \). The formula (80) is for a perturbation of jump rates (see figure 4) with \( \tilde{h}_t(t) = -h_i(t) \). In the Markov process this translates into a change in the transition rates

\[
\omega_h(c', c) = \omega(c', c)e^{-\sum_i h_i(t) [Q(c') - Q(c)]}
\]

equivalently \( V(c) \equiv Q(c) \). Substituting this in (D.9) for observable \( B(c) \equiv \tau_i \) and calculating \( a_c \) using (D.11) one gets (80).
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