Connecting web-based mapping services with scientific data repositories: collaborative curation and retrieval of simulation data via a geospatial interface
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Abstract

Increasing quantities of scientific data are becoming readily accessible via online repositories such as those provided by Figshare and Zenodo. Geoscientific simulations in particular generate large quantities of data, with several research groups studying many, often overlapping areas of the world. When studying a particular area, being able to keep track of one’s own simulations as well as those of collaborators can be challenging. This paper describes the design, implementation, and evaluation of a new tool for visually cataloguing and retrieving data associated with a given geographical location through a web-based Google Maps interface. Each data repository is pin-pointed on the map with a marker based on the geographical location that the dataset corresponds to. By clicking on the markers, users can quickly inspect the metadata of the repositories and download the associated data files. The crux of the approach lies in the ability to easily query and retrieve data from multiple sources via a common interface. While many advances are being made in terms of scientific data repositories, the development of this new tool has uncovered several issues and limitations of the current state-of-the-art which are discussed herein, along with some ideas for the future.
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Introduction

Advances in science are made by building on existing results and being able to reuse data from one or more sources. Growing quantities of scientific data are being made readily accessible to the public, or at least amongst teams of collaborators, through the Internet as a result of technological advances in digital curation, increased awareness of open data and reproducibility best practices, and changes in funding policies (Alsheikh-Ali et al., 2011; LeVeque et al., 2012; Stodden et al., 2013; Vines et al., 2013; McKiernan et al., Submitted). This is quite a change to the status quo in which data is normally kept solely on the researcher’s local computer, with only the key results being published in journal articles and conference proceedings (Whitlock et al., 2010; Kraker et al., 2011). The recent growth of online data repository services such as Figshare\(^1\) and Zenodo\(^2\) has certainly accelerated this trend through their ease-of-use, integration with University data management plans (Hahnel, 2014), and free/affordable storage space available to researchers.

Studies in the field of computational science often focus on simulating flow phenomena within particular geographical areas. Examples include the modelling of flow past marine power turbines in the Pentland Firth (Funke et al., 2014), traffic flow and pollutant dispersion patterns in Antwerp (Mensink et al., 2008), and inundation studies considering the Pacific coast of Japan following a tsunami event (Mori et al., 2011). Often an individual researcher will perform hundreds of simulations involving their desired area of study. While some of these simulations may not be worthy of being made available (for example, if a simulation were to fail, or the parameters were incorrect and the simulation had to be re-run), it is important to keep track of (i.e. ‘catalogue’) the ones that are. However, searching and retrieving the available datasets for a desired area can be non-trivial, particularly when the datasets are stored across multiple different hosting services and curated by different researchers. In addition, some researchers and their employers may wish to impose limited access to their data repositories, or even store the data on their own private servers because of sensitivity or commercial reasons. In such cases, having a means of bringing together different services and data sources, and presenting them in a user-friendly manner, is crucial for facilitating the re-use and exploitation of relevant and available data to the fullest extent possible. Furthermore, even when a particular area such as the Gulf of Mexico is studied, some studies may focus on a particular subarea such as along the coast of one of the Gulf States. The ability to separate studies based on the precise, non-ambiguous geographical location of interest, for example using latitude-longitude coordinates, is therefore extremely valuable to researchers.

This paper introduces a new data management tool called G-Spin (‘Geo-Spatial pins’), which handles the querying and retrieval of geospatial simulation data across multiple data repository services by integrating a Google Maps-based interface with the PyRDM research data management library (Jacobs et al., 2014; Jacobs et al., 2015). All data repositories complying with aspects of the Content Standard for Digital Geospatial Metadata (Federal Geographic Data Committee, 1998) are automatically pin-pointed on the map using markers based on the location that the dataset corresponds to, along with

---

\(^1\) Figshare: http://www.figshare.com

\(^2\) Zenodo: http://www.zenodo.org
basic metadata describing the dataset and a Digital Object Identifier (DOI) hyperlink (Paskin, 2005) to download the deposited files. Similar methods of presentation of tidal gauge data have been adopted by the National Oceanographic Database, for example (British Oceanographic Data Centre, 2015). However, G-Spin is not specific in the type of data it presents, and can therefore be used for a wider range of applications. Furthermore, the exact bounding box of the area that a dataset covers is also rendered if geospatial boundary data is included in the repository’s metadata, thereby helping researchers to find out more about the dataset without the need to download and visualise it themselves. Researchers can also search for a specific area, either by name or by latitude-longitude coordinates, and select which repository hosting services to query along with any requirements on the deposition (i.e. whether to search only private simulations curated by the user, or to search the full public repository database). Example datasets are used to present these key features of G-Spin; these datasets are curated and tagged with a geolocation (in the form of latitude-longitude coordinates) using a separate, automated publishing script which also exploits the functionality offered by the PyRDM library. Finally, some data management-related limitations and issues faced throughout G-Spin’s implementation and evaluation are discussed, along with suggestions for future work.

Design and Implementation

Overview

G-Spin adopts a web service-based approach in which the application’s code is executed on a web server. This minimises installation/setup time for large teams of researchers, and ensures compatibility across different operating systems since interaction is accomplished through the user’s web browser using a combination of standard HTML and JavaScript. The front-end (i.e. the user interface and presentation aspect) of G-Spin was implemented using Django, an open-source web development framework written in Python (Holovaty et al., 2007). This was chosen primarily because of its popularity, and ease of integration with the PyRDM research data management library (Jacobs et al., 2014) on which the back-end (i.e. the data access layer) of the application depends. The Google Maps Application Programming Interface (API) was chosen as the mapping service because it allows the straight-forward placement of markers, or ‘pins’, along with a wide range of other visualisations (Svennerberg, 2010).

The back-end of G-Spin features extensive use of the PyRDM library, which is able to interface with the Figshare, Zenodo and DSpace3-based repository hosting services. This facilitates the searching of multiple repository databases via a common interface. PyRDM also facilitates the publication of scientific data and software source code by introducing a significant amount of automation into the curation process (Jacobs et al., 2014). G-Spin currently only supports interaction with Figshare and Zenodo, but support for new services can be readily integrated.

The crux of G-Spin is its ability to query a range of supported repository hosting services such that users can find all simulation data for a particular area of interest. This type of workflow is illustrated in Figure 1 which also details the overall methodology

3 DSpace: http://www.dspace.org
employed by G-Spin. Each individual repository that satisfies user-defined search parameters and contains certain geospatial metadata (defined later) is marked on the Google Maps interface by a pin/marker. A different pin colour is assigned to each hosting service to identify each repository’s source; currently, all Figshare repositories are identified by red pins, all Zenodo repositories are identified by blue pins, and any other data sources (which in this case are unpublished, locally-stored test datasets) are identified by green pins. When a pin is clicked, the corresponding repository’s title, description, publication date and DOI are shown in the side panel. Clicking the DOI hyperlink loads the Figshare or Zenodo repository page through which the user can download the stored files if they wish to do so. If multiple repositories contain the same geolocation in their metadata, then they are placed in a single ‘spider’ pin which expands when clicked to show all the repositories within. The layout of the G-Spin interface is shown in Figure 2 along with some test datasets pin-pointed on the map.

The process of creating new repositories is handled separately to G-Spin, but still resides within the overall workflow in Figure 1. The repositories used for demonstration purposes here were created using an extended version of the automated publishing script described by Jacobs et al. (2014); this curates files required to reproduce a simulation such as its configuration file and any output data required for visualisation. If a geolocation is specified as an option at publish-time, the appropriate metadata fields (detailed in the next subsection) are created automatically. Note that if the geolocation is a city’s name or street address, then G-Spin will automatically try to resolve the required latitude-longitude coordinates using geocoding. Similar automated publishing tools can be created for the user’s particular simulation tool or other application. Alternatively, the data can be curated via the Figshare or Zenodo web interface, albeit with some caveats discussed later.

**Figure 1.** The typical workflow for users of G-Spin. The dashed lines represent functionality which is not available but may be readily implemented as an extension, such as the integration with other data sources on private servers (as long as a suitable API is available).
Geospatial metadata

For the purpose of locating and pin-pointing a repository on the map, the repository’s metadata must comply with certain (minimal) aspects based on the Content Standard for Digital Geospatial Metadata (Federal Geographic Data Committee, 1998); specifically, repositories must contain both latitude and longitude metadata fields. This minimal requirement allows a wider variety of data types to be presented to the user. For example, the computational mesh of solution points and cells, which tessellates the particular geographical area under study, may also be included. As mentioned by Jacobs et al. (2015), for the sake of reproducibility, recomputability and reuse, the mesh must also be made available along with the simulation setup files and outputs. However, it is often more beneficial and meaningful to keep the mesh repository as a separate entity from the simulation repositories, since multiple simulations frequently use one particular mesh and can simply link to that single mesh source, rather than duplicating it. G-Spin therefore also caters for repositories containing data other than simulation outputs, as long as they contain latitude-longitude metadata.

In addition to latitude-longitude coordinates, G-Spin supports the ‘bounds’ metadata detailed by the Content Standard for Digital Geospatial Metadata (Federal Geographic Data Committee, 1998) to render a ‘bounding box’ showing the geographical limits of the particular area that the repository’s data covers. An example is shown in Figure 3.
Specifically, the longitudes of the West and East-most points, and the latitudes of the North and South-most points must be provided. With this functionality users can see, for example, exactly which neighbourhood(s) of a city are being studied, and to what extent simulations performed by other researchers overlap the user’s study for the purpose of comparison and corroboration. Once again, such functionality also helps researchers to quickly decide whether a particular mesh or dataset can be reused or compared against.

![Figure 3](image)

**Figure 3.** A bounding box highlighting the bounds of the particular geographical area that the simulation, mesh, or other type of data considers. In this case, the mesh considers a portion of the coastline of Panama City Beach, Florida, USA, which may be useful for performing an inundation risk analysis concerning landslide-generated tsunamis in the Gulf of Mexico, for example.

Supporting these custom metadata fields required certain work-arounds in both G-Spin and the PyRDM-based automated publishing script, as a result of API limitations. At the time of writing, the Zenodo API\(^4\) does not yet accommodate custom metadata fields; the keywords metadata field was therefore used to store the latitude-longitude coordinates instead, although this is certainly not an ideal solution and will hopefully be revised once further API functionality becomes available. Figshare have recently released a new version (version 2.0) of their API\(^5\) that permits the creation of custom fields in the repository’s metadata, making the addition of latitude-longitude coordinates straight-forward. However, it is not yet possible to create these fields via the web interface.

---

\(^4\) Zenodo API documentation: [http://zenodo.org/dev](http://zenodo.org/dev)

\(^5\) Figshare API documentation: [https://docs.figshare.com](https://docs.figshare.com)
Querying

G-Spin includes a search/query functionality in which users can specify a geolocation, as well as options regarding the data sources (e.g. choosing only repositories hosted on Figshare, or repositories from all sources), and privacy (e.g. only search private repositories). The Google Map is then automatically refreshed with the search results. Searching private repositories requires valid authentication credentials to be provided by the user via the authentication page shown in Figure 4. The credentials for each service the user wishes to access are saved in a unique Django session (one per user) on the server-side. In the case of Figshare and Zenodo, the credentials take the form of an access ‘token’; for other services such as DSpace-based institutional repositories, a more traditional username and password may be required.

Figure 4. The G-Spin authentication page via which a user provides their personal access token for each service they wish to use.

Discussion and Ideas for the Future

The development of the G-Spin tool has highlighted several important issues and limitations concerning digital curation. Firstly, metadata fields describing a repository need to be flexible enough to allow a full description of a data object (i.e. the simulation data). Systems that restrict the allowed metadata to minimal and static fields potentially hinder the development of automated tools and limit the possibilities for data interrogation, often requiring undesirable work-arounds (e.g. in the case of Zenodo and the misuse of the keywords field to store latitude-longitude coordinates). A system flexible enough to handle different metadata standards is required if tools such as the one developed here are to present richer information to the end user scientists in a reliable way; otherwise, the extra metadata would need to be provided in a text file as part of the repository’s file set which may not be as easily searchable, standardised, and parsable by the tool.

At the same time, scientists need systems that are quick and straightforward to use, preferably with a substantial degree of automation wherever possible. The requirements concerning which metadata fields are mandatory should therefore not be too strict so as to not burden and put off researchers who might feel that publishing their data is a chore. Furthermore, while Figshare and Zenodo both offer different types of repository (e.g. one for datasets, one for figures, and one for source code) there is often a need to classify further and consider different subtypes of data (e.g. simulation visualisation files, mesh files, parameterisation data files) which is often going to be context/field-specific.
A relatively new development in Figshare’s API is that of ‘collections’ which may comprise multiple repositories (Hyndman, 2016). Such functionality can potentially be used to better organise scientific studies (e.g. to group together all simulations performed as part of a specific grant), thereby enriching the querying and data management process. It is hoped that future G-Spin and PyRDM developments will include support for such capabilities.

Finally, tools such as G-Spin have the potential to be interfaced with online diagnostic and/or visualisation tools to extend the typical user workflow further. For example, by clicking on a given repository marker/pin, extremely large datasets may be visualised via cloud computing services and rendered via the user’s browser without the user needing to download and visualise the data locally. As the challenge of Big Data becomes an increasingly important topic in computational science (Jagadish et al., 2014), such services are likely to become more abundant in the future.

Conclusion

The bringing together of different repository/deposition hosting services via a common interface offers users a much wider range of data to work with, whilst alleviating the burden of performing several separate database searches. Furthermore, by marking/cataloguing geoscientific simulations and related data by geolocation on a world map, users can more easily find the data sources they desire through a powerful visual interface.

Through the development of G-Spin, it is clear that the rich functionality already offered by scientific repository services has great potential to be exploited by scientific software as well as research data management tools. However, as noted, there are still some limitations with existing systems that will hopefully be addressed in the future.

It is hoped that tools such as G-Spin will encourage users to share their data with other researchers through publicly or privately-available repository hosting services, and facilitate data re-use and collaboration between different institutions and organisations.
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