Usage of Convolutional Neural Network for Multispectral Image Processing Applied to the Problem of Detecting Fire Hazardous Forest Areas

Neural networks are intensively developed and used in all spheres of human activity in the modern world. Their use to determine the fire hazardous forest areas can begin to solve the problem of preventing wildfires. In recent years, wildfires have acquired enormous proportions. Wildfires are difficult to control and, if they occur, require a large amount of resources to eliminate them. The paper is devoted to solve the problem of identifying fire hazardous forest areas. The Camp Fire (California, USA) areas are considered. The purpose of the paper is to research the possibility of using convolutional neural networks for the detection of fire hazardous forest areas using multispectral images obtained from Landsat 8. The tasks of research are finding the territories where the largest fires occurred in recent time; analyzing economic and ecologic losses from wildfires; receiving and processing multispectral images of wildfire areas from satellite Landsat 8; calculation of spectral indices (NDVI, NDWI, PSRI); developing convolutional neural network and analyzing results. The object of the research is the process of detecting fire hazardous forest areas using convolutional neural network. The subject of the research is the process of recognition multispectral images using deep learning neural network. The scientific novelty of the research is the recognition method of multispectral images by using convolutional neural network has been improved. The theory of deep learning neural networks, the theory of recognition multispectral images and mathematical statistics methods are used. The spectral indices for allocating the object under research (green vegetation, humidity, dry carbon) were calculated. It is obtained that the classification accuracy for a convolutional neural network on the test data is 94.27%.
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Introduction

An artificial neural network (ANN) is an information-processing paradigm that is inspired by the way biological nervous systems [1]. An ANN is configured for a specific application, such as data classification or recognition. The first artificial neuron was produced in 1943 by the neurophysiologist Warren McCulloch and the logician Walter Pits [2]. Artificial neural networks are used in different spheres for making decisions. In medicine neural networks are recognizing diseases from various scans. Neural network application would fit into financial analysis. There is a strong potential for using neural networks for database mining. Neural networks have been applied successfully to problems like derivative securities pricing, exchange rate forecasting and etc.

In the research, convolutional neural networks are used for detecting fire hazardous forest areas. Fire problems are increasing. Many millions of hectares have burnt in the last three decades, affecting health and livelihoods for tens of millions of people costing billions of dollars [3].

One of the largest wildfire happened in California (USA) in July 2018. It was called Mendocino Complex. The total area of the fire was almost 460 thousand acres. In less than six months in this state, a wildfire called the Camp Fire took place again. The total area of the Camp Fire was over 150 thousand acres [4].

In Fig. 1 the total largest forest areas (from 1960 to 2017) is presented [5]. The largest forest areas were burned in 2015 and 2017 (more than 10 million acres). In five years, with the total largest fire area, there was no one year less than 2006, which suggests that the problem of forest fires causes more losses than in the XX century.

According to the USA statistics, [6] compared to the 1980s, now, the number of burned acres have increased almost twice, while the number of wildfires has decreased. The losses from a large number of forest fires are human lives and natural resources. The fires cause economic costs to overcome and eliminate them (Fig. 2).

![Fig. 1. The Total Largest Fire Area in Millions of Acres, 1960 – 2017, USA](image.png)

The purpose of the paper is to research the possibility of using convolutional neural networks for the detection of fire hazardous forest areas using multispectral images of the Earth remote sensing.

In the paper, the convolutional neural network is used to solve the problem of detecting fire hazardous forest areas. The multispectral images from the Landsat 8 will be received [7]. The spectral indices that are able to detect arid vegetation, moisture content and carbon are calculated. Such an approach can lead to solve the problem of preventing wildfires.

Multispectral Images and Spectral Indices

Earth remote sensing it is an approach, which use data from satellites for receiving actual information about Earth surface. Earth remote sensing data provided in form of multispectral images.
The relevant data of the Earth remote sensing are obtained from the satellite Landsat 8 [8].

The mission of the Landsat Project is to provide repetitive acquisition of moderate-resolution multispectral data of the Earth’s surface on a global basis. Landsat represents the only source of global, calibrated, moderate spatial resolution measurements of the Earth’s surface that are preserved in a national archive and freely available to the public.

The data from the Landsat spacecraft constitute the longest record of the Earth’s continental surfaces as seen from space [7].

As input data, the Camp Fire area of October 7, 2018 was taken. The fire began on 8th of November, 2018. The coordinates of Camp Fire are 39º50´51´´N, 121º23´42´´W [9].

To work with spectral data, index images are used. An image is constructed corresponding to the index value in each pixel based on a combination of brightness values in certain channels. This can allocate the object under research.

Index PSRI [10] is used to find the total amount of “dry” carbon presenting by lignin and cellulose. Such carbon in large quantities is present in wood, dead or dry plant tissues.

The index is calculated by next equation:

$$I_{PSRI} = \frac{\rho_{RED} - \rho_{GREEN}}{\rho_{NIR}}$$

where $\rho_{GREEN}$ – reflectance in the green band, $\rho_{RED}$ – reflectance in the red spectral band, $\rho_{NIR}$ – reflectance in the near infrared spectral band.

NDVI is the vegetation index. It is used to detect green vegetation in multispectral images.

The index is calculated by next formula [11]:

$$I_{NDVI} = \frac{\rho_{NIR} - \rho_{RED}}{\rho_{NIR} + \rho_{RED}}$$

NDWI [12] estimates the water content. Healthy vegetation, which grows faster and more resistant to fire, has high humidity.

The index is calculated by next equation:

$$I_{NDWI} = \frac{\rho_{NIR} - \rho_{SWIR}}{\rho_{NIR} + \rho_{SWIR}}$$

where $\rho_{SWIR}$ – reflectance in the short wave infrared band.

The Camp Fire area after calculation and merging of three indecies as RGB channels (red channel is responsible for PSRI, green – for NDVI, blue – for NDWI) is presented in Fig. 3.
image recognizing by convolutional neural networks [17] caused their using by the largest technological companies (Google, Facebook, Microsoft, IBM and etc.). Convolutional neural networks were created on the basis of “simple cells” in human brain. Such cells were discovered in 1960s by Torsten Nils Wiesel and David Habel [18].

Convolution is a mathematic operation (kind of integral conversion) on two functions \( f(x) \) and \( g(x) \) that produces a third function.

Convolution preserves the spatial relationship between pixels by learning image features using small squares of input data.

The simple architecture of ConvNet for image recognizing by \( z \) classes can be divided into two parts: a sequence of convolutional or alternating pooling layers and several fully-connected layers. On the output layer of the neural network, the neuron activation function is used.

The activation function can be, for instance, ReLU [19]. In the process of training the neural network, a problem of overfitting could appear. To solve this problem the Dropout layer could be added in the convolutional neural network [20–22].

**Implementation**

The total amount of prepared images were 40,000. Half with fire hazardous area and half with area without fire hazardous. All images were separated into three sets: training (28,000 images), validation (6,000 images) and test (6,000 images) data (Fig. 4).

The size of each image is (32 × 32) pixels in three RGB channels. Sample images for both groups are shown in Fig. 5.

As a programming environment, we used Spyder IDE and Python 3.6 as a programming language. The frameworks were Tensorflow 1.6 and Keras 2.2.4.

For training, we used an ASUS laptop. The laptop has 16Gb of RAM, one Nvidia GeForce 940MX GPU and an Intel Core i7 extreme 7th generation CPU (up to 3.5 GHz).

Convolutional neural network architecture is presented in Fig. 6. The total amount of parameters in convolutional neural network is 45,153.

**Fig. 4. Training, validation and test datasets**

**Fig. 5. Examples of images for neural network: a) fire hazardous area; b) area without fire hazardous**

**Fig. 6. Convolutional neural network architecture**

**Results and Conclusions**

The convolutional neural network was trained during 50 epochs. The total training time was 60 minutes. The graphs of the accuracy classification and loss on the number of epochs for the training and validation data are shown in Fig. 7, 8.

The accuracy of classification on test data for convolutional neural network is 94.27%. The maximum value of classification accuracy is 99% on training (38th epoch) and validation (32nd epoch) data. The minimum value is 95% on training dataset and 92% on validation dataset.

The maximum and minimum loss values are 14% and 0.2% on training data. For validation dataset, these values are 24% (43rd epoch) and 3% (27th epoch).

The scientific and practical problem of detecting fire hazardous forest areas by using convolutional neural network applied to the Camp Fire is solved in the paper.

The scientific and practical problem of detecting fire hazardous forest areas by using convolutional neural network applied to the Camp Fire is solved in the paper.
The spectral indices were calculated using multispectral images from Landsat 8. It is obtained that convolutional neural networks can effectively classify objects belonging to two classes from our dataset. Such approach can begin to solve the problem of preventing wildfires.

Fig. 7. The classification accuracy dependence on the number of epochs on training and validation data

Fig. 8. The loss dependence on the number of epochs on training and validation data
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В современном мире нейронные сети интенсивно развиваются и используются во всех сферах людской деятельности. Их использование для визуализации пожароопасных территорий может резко улучшить эффективность ведения противопожарных работ.

**Объектом исследования является процесс распознавания мультиспектральных изображений с использованием сверточных нейронных сетей. Методами исследования являются теория нейронных сетей глубокого обучения, теория распознавания мультиспектральных изображений, методы математической статистики. Обчислено спектральные индексы для видимого спектра.**

Научная новизна исследования заключается в том, что он является одним из первых попыток применения сверточных нейронных сетей для решения проблемы пожароопасности лесных территорий.

**Ключевые слова:** глобальное обучение; сверточные нейронные сети; мультиспектральные изображения; спектральные индексы; пожароопасные лесные территории.
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