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Abstract—In this paper, we will develop a systematic approach to deriving guaranteed bounds for approximate dynamic programming (ADP) schemes in optimal control problems. Our approach is inspired by our recent results on bounding the performance of greedy strategies in optimization of string-submodular functions over a finite horizon. The approach is to derive a string-submodular optimization problem, for which the optimal strategy is the optimal control solution and the greedy strategy is the ADP solution. Using this approach, we show that any ADP solution achieves a performance that is at least a factor of $\beta$ of the performance of the optimal control solution, which satisfies Bellman’s optimality principle. The factor $\beta$ depends on the specific ADP scheme, as we will explicitly characterize. To illustrate the applicability of our bounding technique, we present examples of ADP schemes, including the popular rollout method.

I. INTRODUCTION

In sequential decision making, adaptive sensing, and adaptive control, we are frequently faced with optimally choosing a string (finite sequence) of actions over a finite horizon to maximize an objective function. However, computing the optimal strategy (optimal sequence of actions) is often difficult. One approach is to use dynamic programming via Bellman’s principle for optimality (see, e.g., [3]). However, the computational complexity of this approach grows exponentially with the size of the action space and the decision horizon. Because of this inherent complexity, for years, there has been interest in developing approximation methods for solving dynamic programming problems. Although a wide range of approximate dynamic programming (ADP) methods have been developed (see, e.g., [14]), a general systematic technique to provide performance guarantees for them has remained elusive. In this paper, we will develop a systematic approach to deriving guaranteed bounds for ADP schemes. Our approach is inspired by our recent results in [22] and [23] on bounding the performance of greedy strategies in optimization of string-submodular functions.

Submodularity of functions over finite sets plays an important role in discrete optimization (see, e.g., [12], [13], [5], [18], [16], [2], [19], [20], [6], [7], [15], [21], [1], [9], [10]). It has been shown that, under submodularity, the greedy strategy provides at least a constant-factor approximation to the optimal strategy. For example, the celebrated result of Nemhauser et al. [13] states that for maximizing a monotone submodular function $F$ over a uniform matroid such that $F(\emptyset) = 0$ (here $\emptyset$ denotes the empty set), the value of the greedy strategy is no less than a factor $(1 - e^{-1})$ of that of the optimal strategy. This is a powerful result. But a drawback is that submodular functions studied in most previous papers are defined on the power set of a given finite set. In contrast, in adaptive control and sensing, we are interested in choosing a string of action sequentially, and the value of the objective function depends on the order of these actions. In consequence, we cannot apply the result of Nemhauser et al. [13] or its related results on submodularity over finite sets.

To compare the greedy and optimal strategies for functions defined over strings, in [22] and [23], we have introduced the notion of string-submodularity, which builds on the notion of set-submodularity in combinatorial optimization. We have shown that, under string-submodularity, any greedy strategy is suboptimal by a factor of at worst $(1 - e^{-1})$, entirely consistent with the result of Nemhauser et al. [13]. Our framework also includes characterizing the curvature of string-submodular functions, which roughly corresponds to the quantitative “degree” of submodularity. In fact, there are several notions of curvature (to be described later). Subject to curvature, we have derived suboptimality bounds for greedy strategies that are strictly better than $(1 - e^{-1})$. These results represent the state-of-the-art in bounding greedy strategies in string-submodular optimization problems.

In this paper, inspired by the bounding techniques in [22] and [23], we develop the first systematic approach to deriving performance bounds for general ADP methods for optimal control problems. To set up our approach, in Section II we review our string-submodularity results, notions of curvature, and the corresponding bounds from. In Section III we first describe a general optimal control problem and a class of ADP schemes for approximating optimal control solutions. We then describe our approach to bounding the performance of such ADP schemes. The idea is to define a string-submodular optimization problem for which the optimal strategy is the optimal control solution, and the greedy strategy is the ADP solution. Though, inspired by our previous work, the bounding of ADP schemes is based on a new technique for general string-optimization problems. The results in Section IV simply set the stage and terminology for new developments and results that we will present in Section V. We show that any ADP solution achieves a performance...
that is at least a factor of $\beta$ of the performance of the optimal control solution (satisfying Bellman’s optimality principle). The factor $\beta$ depends on the specific ADP scheme, in way that we will explicitly characterize. In Section V, we present a few examples of ADP schemes to illustrate the application of our results. In particular, we consider rollout policies which represent a well-studies family of ADP schemes (see, e.g., [4]). Finally, in Section VI we present our concluding remarks.

II. STRING-SUBMODULEARITY AND PERFORMANCE BOUNDS FOR GREEDY STRATEGIES

In this section, we review our string-submodularity results, notions of curvature, and the corresponding bounds from [22] and [23]. These results show that greedy strategies for optimizing a string-submodular function achieve at least a factor of $\alpha$ of the performance of optimal strategies, which are characterized by Bellman’s optimality principle. The factor $\alpha$ depends on the specific objective function to be optimized and its various curvatures, but it is at least $(1 - e^{-1})$. The results presented here set the stage, terminology, and the inspiration for our new developments in Section VI for bounding the performance of ADP schemes.

A. String-Submodularity and Curvatures

Let $A$ be a set of possible actions. At each stage $i$, we choose an action $a_i$ from $A$. Let $A = (a_1, a_2, \ldots, a_k)$ be a string of actions taken over $k$ consecutive stages, where $a_i \in A$ for $i = 1, 2, \ldots, k$. Let $A^* = \{(a_1, a_2, \ldots, a_k) \mid k = 0, 1, \ldots, a_i \in A, i = 1, 2, \ldots, k\}$ be the set of all possible strings of actions. Note that $k = 0$ corresponds to the empty string (no action taken), denoted by $\emptyset$.

For a given string $A = (a_1, a_2, \ldots, a_k)$, we define its string length as $k$, denoted $|A| = k$. If $M = (a_1^M, a_2^M, \ldots, a_k^M)$ and $N = (a_1^N, a_2^N, \ldots, a_k^N)$ are two strings in $A^*$, we say $M = N$ if $|M| = |N|$ and $a_i^M = a_i^N$ for each $i = 1, 2, \ldots, |M|$. Moreover, we define string concatenation as $M \oplus N = (a_1^M, a_2^N, \ldots, a_k^M, a_1^N, a_2^N, \ldots, a_k^N)$. If $M$ and $N$ are two strings in $A^*$, we write $M \preceq N$ if we have $N = M \oplus L$, for some $L \in A^*$. In other words, $M$ is a prefix of $N$.

String Submodularity. A function from strings to real numbers, $f: A^* \rightarrow \mathbb{R}$, is string submodular if

i. $f$ has the forward-monotone property, i.e., $\forall M \preceq N \in A^*, f(M) \leq f(N)$.

ii. $f$ has the diminishing-return property, i.e., $\forall a \in A, f(M \oplus a) - f(M) \geq f(N \oplus a) - f(N)$.

We assume, without loss of generality, that $f(\emptyset) = 0$. Otherwise, we can replace $f$ with the marginalized function $f - f(\emptyset)$. From the forward-monotone property, we know that $f(M) \geq 0$ for all $M \in A^*$.

Curvatures. We define several notions of curvature for $f$ as follows.

1) Total backward curvature of $f$:

$$\sigma = \max_{a \in A, M \in A^*} \left\{1 - \frac{f((a) \oplus M) - f(M)}{f((a)) - f(\emptyset)}\right\}.$$

2) Total backward curvature of $f$ with respect to string $M \in A^*$:

$$\sigma(M) = \max_{N \in A^*, 0 \preceq |N| \leq K} \left\{1 - \frac{f(N \oplus M) - f(M)}{f(N) - f(\emptyset)}\right\}.$$

3) Total forward curvature of $f$:

$$\epsilon = \max_{a \in A, M \in A^*} \left\{1 - \frac{f(M \oplus (a)) - f(M)}{f((a)) - f(\emptyset)}\right\}.$$

4) Total forward curvature of $f$ with respect to $M$:

$$\epsilon(M) = \max_{N \in A^*, 0 \preceq |N| \leq K} \left\{1 - \frac{f(M \oplus N) - f(M)}{f(N) - f(\emptyset)}\right\}.$$

5) Elemental forward curvature of $f$:

$$\eta = \max_{a_i, a_j \in A, M \in A^*} \frac{f(M \oplus (a_i) \oplus (a_j)) - f(M \oplus (a_i))}{f(M \oplus (a_j)) - f(M)}.$$

B. Performance Bounds for Greedy Strategies

Consider the problem of finding a string $M \in A^*$, with a length $|M|$ not larger than $K$ (prespecified), to maximize the objective function $f$, that is

$$\text{maximize } f(M) \text{ subject to } M \in A^*, |M| \leq K.$$ (1)

We define optimal and greedy strategies for (1) as follows:

1) Optimal strategy: Consider the problem (1) of finding a string that maximizes $f$ under the constraint that the string length is not larger than $K$. We call a solution of this problem an optimal strategy (a term we already have used repeatedly before). Note that if the function $f$ is forward monotone and there exists an optimal strategy, then there exists one with length $K$.

2) Greedy strategy: A string $G_k = (g_1, g_2, \ldots, g_k)$ is called greedy if $\forall i = 1, 2, \ldots, k$, 

$$g_i \in \text{argmax}_{g \in A} f((g_1, g_2, \ldots, g_{i-1}, g)),$$

where argmax denotes the set of actions that maximize $f((g_1, g_2, \ldots, g_{i-1}, g))$.

Let $I$ be the set of the subset of $A^*$ with maximal string length $K$: $I = \{A \in A^* : |A| \leq K\}$. We call $I$ a uniform structure. Note that the way we define uniform structures is similar to the way independent sets associated with uniform matroids are defined. We now present the relationship between total curvatures and approximation bounds for the greedy strategy.

Theorem 1: [22] (Greedy approximation bounds involving total curvatures). Consider a string submodular function $f$. Let $O$ be a solution to (1). Then, any greedy string $G_K$ satisfies

(i) $$f(G_K) \geq \frac{1}{\sigma(O)} \left(1 - \left(1 - \frac{\sigma(O)}{K}\right)^K \right) f(O) > \frac{1}{\sigma(O)} \left(1 - e^{-\sigma(O)}\right) f(O),$$

(ii) $$f(G_K) \geq \left(1 - \max_{i=1, \ldots, K-1} \epsilon(G_i)\right) f(O).$$
Under the framework of maximizing submodular set functions, similar results are reported in [5]. However, the forward and backward algebraic structures are not exposed in [5] because the total curvature there does not depend on the order of the elements in a set. In the setting of maximizing string submodular functions, the above theorem exposes the roles of forward and backward algebraic structures in bounding the greedy strategy.

The results in Theorem 1 imply that for a string submodular function, we have $\sigma(O) \geq 0$. Otherwise, part (i) of Theorem 1 would imply that $f(G_K) \geq f(O)$, which is absurd. Moreover, recall that if the function is backward monotone, then $\sigma(O) \leq \sigma \leq 1$ and we have the following result.

Corollary 1: [22] (Universal greedy approximation bounds involving total curvatures). Suppose that $f$ is string-submodular and backward monotone. Then,

\begin{align}
(i) & \quad f(G_K) \geq \frac{1}{\sigma} \left( 1 - \left( \frac{1 - \sigma}{K} \right)^K \right) f(O), \\
(ii) & \quad f(G_K) \geq (1 - \epsilon) f(O).
\end{align}

Note that the bounds $\frac{1}{\sigma}(1 - e^{-\sigma})$ and $(1 - \epsilon)$ are independent of the length constraint $K$. Therefore, the above bounds are universal lower bounds for the greedy strategy for all possible length constraints. Part (i) of Corollary 1 implies that in the backward monotone case, where $\sigma \leq 1$, any greedy string $G_K$ satisfies the universal bound $f(G_K) \geq (1 - e^{-1}) f(O)$.

Theorem 2: [22] (Greedy approximation bounds involving elemental curvature). Consider a forward-monotone function $f$ with elemental forward curvature $\eta$. Let $O$ be an optimal solution to $\Pi$. Suppose that $f(G_i \oplus O) \geq f(O)$ for $i = 1, 2, \ldots, K - 1$. Then, any greedy string $G_K$ satisfies

$$f(G_K) \geq f(O) \left( 1 - \left( \frac{1}{K \eta} \right)^K \right),$$

where $K_{\eta} = (1 - \eta^K)/(1 - \eta)$ if $\eta \neq 1$ and $K_{\eta} = K$ if $\eta = 1$.

Recall that $\eta$ does not depend on the length constraint $K$. Therefore, the lower bound using $K_{\eta}$ is a universal lower bound for the greedy strategy. Now suppose that $f$ is string submodular. Then, we have $\eta \leq 1$. Because $1 - (1 - \frac{1}{K \eta})^K$ is decreasing as a function of $\eta$, an immediate consequence of Theorem 2 is that any greedy string $G_K$ satisfies the universal bound $f(G_K) \geq (1 - e^{-1}) f(O)$.

C. Other Results

In the previous section, we considered the case where $I$ is a uniform structure. In [22] and [23], we have also studied the case where $I$ is a non-uniform structure, by introducing the notion of string-matroid, and have derived bounds that quantify the performance of greedy strategies relative to optimal strategies in terms of various curvatures of the objective function. We leave these results out for the sake of brevity and refer the reader to [22] and [23] for details.

A number of other researchers (see [16], [2], and [8]) have also considered bounding the performance of greedy strategies using extensions of set submodularity to string-submodularity. In particular, Streeter and Golovin [16] showed that if the function $f$ is forward and backward monotone: $f(M \oplus N) \geq f(M)$ and $f(M \oplus N) \geq f(N)$ for all $M, N \in \mathcal{A}$, and $f$ has the diminishing-return property: $f(M \oplus (a)) - f(M) \geq f(N \oplus (a)) - f(N)$ for all $a \in \mathcal{A}$, $M, N \in \mathcal{A}$ such that $M$ is a prefix of $N$, then the greedy strategy achieves at least a $(1 - e^{-1})$-approximation of the optimal strategy. However, the notions of string submodularity and various curvature that we have introduced in our recent work [22], [23] provide us with weaker sufficient conditions under which the greedy strategy still achieves at least a $(1 - e^{-1})$-approximation of the optimal strategy.

III. BOUNDING ADP SCHEMES IN OPTIMAL CONTROL

In this section, we first describe a general optimal control problem and a class of ADP schemes for approximating optimal control solutions. We then describe our approach to bounding the performance of such ADP schemes.

A. General Optimal Control Problems

To begin our formulation of a general optimal control problem, let $X$ denote a set of states and $A$ a set of control actions. Given $x_1 \in X$ and functions $h_k : X \times A \rightarrow X$ and $r_k : X \times A \rightarrow \mathbb{R}_+$ for $k = 1, \ldots, K$, consider the optimal control problem

\begin{equation}
\begin{aligned}
\text{maximize} & \quad \sum_{k=1}^K r_k(x_k, a_k) \\
\text{subject to} & \quad x_{k+1} = h_k(x_k, a_k), \quad k = 1, \ldots, K - 1.
\end{aligned}
\end{equation}

Think of $a_k$ as the control action applied at time $k$ and $x_k$ the state visited at time $k$. The real number $r_k(x_k, a_k)$ is the reward accrued at time $k$ by applying $a_k$ at state $x_k$. This form of optimal control problem covers a wide variety of optimization problems found in many areas, ranging from engineering to economics. In particular, many adaptive sensing problems have this form (see, e.g., [11]).

The solution to the optimal control problem above is characterized by Bellman’s principle of dynamic programming. To explain, for each $k = 1, \ldots, K$, define functions $V_k : X \times A^{K-k+1} \rightarrow \mathbb{R}_+$ by

$$V_k(x_k, (a_k, \ldots, a_K)) = \sum_{i=k}^K r_i(x_i, a_i)$$

where $x_{i+1} = h_i(x_i, a_i), \ i = k, \ldots, K - 1$. The optimal control problem can be written as

$$\begin{aligned}
\text{maximize} & \quad V_1(x_1, (a_1, \ldots, a_K)) \\
\text{subject to} & \quad x_{k+1} = h_k(x_k, a_k), \quad k = 1, \ldots, K - 1,
\end{aligned}$$

where
where \( x_1 \) is given. Let \( o_1, \ldots, o_K \) be an optimal solution to this problem, and given \( x_1 \), define \( x_1^* = x_1 \) and \( x_k^* = h_k(x_k^+, o_k), k = 1, \ldots, K - 1 \). This is the sequence of states visited as a result of the optimal control actions \( o_1, \ldots, o_K \).

Then, Bellman’s principle states that for \( k = 1, \ldots, K \), we have

\[
V_k(x_k^*, (o_1, \ldots, o_K)) = \max_{a \in A} \{ r_k(x_k^*, a) + V_{k+1}(h_k(x_k^*, a), (o_{k+1}, \ldots, o_K)) \},
\]

\[
o_k \in \text{argmax}_{a \in A} \{ r_k(x_k^*, a) + V_{k+1}(h_k(x_k^*, a), (o_{k+1}, \ldots, o_K)) \},
\]

with the convention that \( V_{K+1}(\cdot) = 0 \). Moreover, any sequence of control actions satisfying (3) above is optimal. The term \( V_{k+1}(h_k(x_k^*, a), (o_{k+1}, \ldots, o_K)) \) is called the value-to-go (VTG).

Bellman’s principle provides a method to compute an optimal solution: We use (3) to iterate backwards over the time indices \( k = K, K-1, \ldots, 1 \), keeping the states as variables, working all the way back to \( k = 1 \). This is the familiar dynamic programming algorithm. However, the procedure suffers from the curse of dimensionality and is therefore impractical for many problems of interest: merely storing the iterates \( V_k(\cdot, (o_1, \ldots, o_K)) \) requires an exponential amount of memory. Therefore, designing computationally tractable approximation methods remains a topic of active research.

### B. ADP Schemes

A well-studied class of approximate dynamic programming (ADP) approaches rests on approximating the VTG \( V_{k+1}(h_k(x_k^+, a), (o_{k+1}, \ldots, o_K)) \) by some other term \( W_{k+1}(\hat{x}_k, a) \). In this method, we start at time \( k = 1 \), at state \( \hat{x}_1 = x_1 \), and for each \( k = 1, \ldots, K \), we compute the control action and state using

\[
\hat{a}_k \in \text{argmax}_{a \in A} \{ r_k(\hat{x}_k, a) + W_{k+1}(\hat{x}_k, a) \},
\]

\[
\hat{x}_{k+1} = h_k(\hat{x}_k, \hat{a}_k).
\]

The VTG approximation \( W_{k+1}(\hat{x}_k, a) \) can be based on a number of methods, ranging from heuristics to reinforcement learning [17] to rollout [4].

A natural question is “what is the performance of the ADP approach above relative to the optimal solution?” The answer, of course, depends on the specific VTG approximation. If the VTG approximation is equal to the true VTG, then the procedure above generates an optimal solution. In general, the procedure produces something suboptimal. But how suboptimal? This question has alluded general treatment but has remained an issue of great interest to designers and users of ADP methods. In the following section, we develop a systematic approach to answering this fundamental question.

### C. Deriving Performance Bounds for ADP Schemes

We now describe our approach to bounding the performance of such ADP schemes. The idea is to define a string-submodular optimization problem for which the optimal strategy is the optimal control solution, and the greedy strategy is the ADP solution. Though inspired by our previous work (reviewed in Section III), the bounding of ADP schemes is based on a new technique for general string-optimization problems.

To see how our approach works, let \( A_k \) be the set of all strings of symbols in \( A \) with length not exceeding \( k \). Define the function \( f : A_K \rightarrow \mathbb{R}_+ \) by \( f(\emptyset) = 0 \) and

\[
f(a_1, a_2, \ldots, a_k) = \sum_{i=1}^{k} r_i(x_i, a_i) + W_{k+1}(x_k, a_k),
\]

for \( k = 1, \ldots, K \), where \( x_{k+1} = h_k(x_k, a_k) \) as before and \( W_{K+1}(\cdot) = 0 \) by convention. Using this string function \( f \), we can now define the optimization problem of finding a string \( (a_1, \ldots, a_K) \) to maximize \( f((a_1, \ldots, a_K)) \). This is an instance of the string-optimization problem described earlier.

It is clear that \( f((a_1, \ldots, a_K)) = \sum_{i=1}^{K} r_i(x_i, a_i) \), which is the objective function in (2). Hence, the string-optimization problem defined above is equivalent to the optimal control problem (2). Next, notice that a greedy scheme by definition has the following form, given \((g_1, \ldots, g_{k-1})\):

\[
g_k \in \text{argmax}_{a \in A} \{ f((g_1, \ldots, g_{k-1}, a)) \}
\]

\[
\in \text{argmax}_{a \in A} \{ \sum_{i=1}^{k-1} r_i(x_i, g_i) + r_k(x_k, a) + W_{k+1}(x_k, a) \}
\]

\[
\in \text{argmax}_{a \in A} \{ r_k(x_k, a) + W_{k+1}(x_k, a) \}.
\]

This is simply the ADP scheme in (4). Hence, we have the following result.

**Proposition 1:** The ADP scheme in (4) is a greedy strategy for the string-optimization problem

\[
\text{maximize } f((a_1, a_2, \ldots, a_K)) \quad \text{subject to } (a_1, a_2, \ldots, a_K) \in A_K.
\]

Using this proposition, we can show that any ADP solution achieves a performance that is at least a factor of \( \beta \) of the performance of the optimal control solution (satisfying Bellman’s optimality principle). The factor \( \beta \) depends on the specific ADP scheme as we will explicitly show in the next section.

### IV. MAINT RESULTS

**A. General Bound**

In the last section, we introduced a general optimal control problem and an associated class of ADP schemes. We then formulated a string-optimization problem associated with a given optimal control problem and ADP scheme with the property that any optimal strategy for the string-optimization problem is an optimal control solution and any greedy strategy is the ADP solution. This allows us to use bounding methods for greedy strategies for string-optimization to derive bounds for ADP methods. However, it turns out that the results in Section III do not directly apply to the string-optimization problem we formulated in Section III. More specifically, the function \( f \) in Section III is defined only on \( A_K \) (i.e., strings of length at most \( K \)), whereas the results in Section III require \( f \) to be defined on...
strings of length greater than \( K \). To address this issue, we now present a new result for bounding greedy strategies for string-optimization problems.

Let \( f : A_K \to \mathbb{R}_+ \) be an objective function. Consider the optimization problem

\[
\text{maximize } f(S) \text{ subject to } S \in A_K, |S| = K. \tag{7}
\]

Let \( O_K = (o_1, \ldots, o_K) \) be optimal for (7). Let \( G_K = (g_1, \ldots, g_K) \) be a greedy strategy for (7), defined as before: given \( g_1, \ldots, g_{k-1} \),

\[
g_k \in \arg\max_{g \in K} f((g_1, \ldots, g_{k-1}, g)). \tag{8}
\]

As before, write \( G_0 = O_0 = \emptyset \) and for \( k = 1, \ldots, K \), \( G_k = (g_1, \ldots, g_k) \) and \( O_k = (o_1, \ldots, o_k) \).

Inspired by the results in Section III define the forward curvature of \( f \) with respect to \( G_k \) by

\[
\epsilon_k = 1 - \frac{f(G_{k+1}) - f(G_k)}{f(g_1)} - f(\emptyset), \quad 0 \leq k \leq K - 1. \tag{9}
\]

Notice that \( \epsilon_0 = 0 \). Next, define the elemental forward curvature of \( f \) with respect to \( O_k \) by

\[
\eta_k = \frac{f(O_{k+1}) - f(O_k)}{f(\emptyset)}, \quad 0 \leq k \leq K - 1. \tag{10}
\]

Notice that \( \eta_0 = 1 \). We now present a result that bounds \( f(G_K) \) relative to \( f(O_K) \), using the definitions above.

**Theorem 3:** The following bound holds: \( f(G_K) \geq \beta f(O_K) \), where

\[
\beta = \frac{\sum_{i=0}^{K-1} (1 - \epsilon_i)}{\sum_{i=0}^{K-1} \eta_i}.
\]

**Proof:** Using the definition of the forward curvature of \( f \) with respect to \( G_k \), we have

\[
f(G_2) - f(G_1) = (1 - \epsilon_1)f(G_1),
\]

\[
f(G_3) - f(G_2) = (1 - \epsilon_2)f(G_1),
\]

\[
\vdots
\]

\[
f(G_k) - f(G_{k-1}) = (1 - \epsilon_{k-1})f(G_1).
\]

\[
\vdots
\]

\[
f(G_K) - f(G_{K-1}) = (1 - \epsilon_{K-1})f(G_1),
\]

which leads to

\[
f(G_K) = \sum_{i=0}^{K-1} (1 - \epsilon_i)f(G_1). \tag{11}
\]

By the definition of elemental forward curvature of \( f \) with respect to \( O_k \), we have

\[
f(O_K) = \sum_{i=1}^{K} (f((o_1, \ldots, o_i)) - f((o_1, \ldots, o_{i-1})))
\]

\[
= \eta_0 f(o_1) + \eta_1 f(o_2) + \cdots + \eta_{K-1} f(o_K)
\]

\[
\leq \sum_{i=0}^{K-1} \eta_i f(G_1).
\]

where \( f(G_1) \geq f(a) \) for any \( a \in A \) by (8). Therefore,

\[
f(G_1) \geq \frac{1}{\sum_{i=0}^{K-1} \eta_i} f(O_K). \tag{12}
\]

Combining (11) and (12), we get

\[
f(G_K) \geq \sum_{i=0}^{K-1} (1 - \epsilon_i) f(O_K)
\]

as desired.

**Remarks:**

1. Notice that the bound above holds without any assumption on the monotonicity of \( f \). However, the bound is only meaningful if \( \beta \geq 0 \). A sufficient condition for this is the monotonicity of \( f \). More precisely, if \( f \) is forward monotone with respect to \( G_k \), then \( \epsilon_k \leq 1 \) for each \( k \), and \( \epsilon_0 = 0 \), in which case \( \beta > 0 \).

2. It is easy to check that if

\[
\sum_{i=0}^{K-1} \epsilon_i + \sum_{i=0}^{K-1} \eta_i \leq K,
\]

then \( f(G_K) = f(O_K) \); i.e., the greedy strategy is optimal.

**B. Bounding ADP Schemes**

We can now apply the result of Theorem 3 to the function \( f \) defined in Section III. Doing so will provide bounds on general ADP schemes relative to optimal control solutions. To begin, recall that

\[
f((a_1, \ldots, a_k)) = \sum_{i=1}^{k} r_i(x_i, a_i) + W_{k+1}(x_{k+1}, a_k).
\]

Assume without loss of generality that \( f \) is a nonnegative function (for otherwise, we can simply add a constant to each \( W_{k+1} \) term). For this form of \( f \), we have

\[
\epsilon_k = 1 - \frac{r_{k+1}(x_{k+1}, g_{k+1}) + W_{k+2}(x_{k+1}, g_{k+1}) - W_{k+1}(x_k, g_k)}{r_1(x_1, g_1) + W_2(x_1, g_1)}
\]

and

\[
\eta_k = \frac{r_{k+1}(x_{k+1}, o_{k+1}) + W_{k+2}(x_{k+1}, o_{k+1}) - W_{k+1}(x_k, o_k)}{r_1(x_1, o_{k+1}) + W_2(x_1, o_{k+1})}
\]

Hence, applying Theorem 3, we have that for the ADP scheme \( G_K \), \( f(G_K) \geq \beta f(O_K) \) where \( \beta \) is related to the above \( \epsilon_k \) and \( \eta_k \) as given in Theorem 3. In the next section, we provide some examples of special cases to illustrate this bound.
V. Examples

A. Rollout

For the remainder of the paper, assume that \(x_1\) is a given state. Suppose that \(\pi_b: \mathcal{X} \rightarrow \mathcal{A}\) is a given policy. Consider the associated ADP where \(W_{k+1}(x_k, g) = \sum_{i=k+1}^{K} r_i(x_i, \pi_b(x_i))\), where \(x_{k+1} = h_k(x_k, g)\) and \(x_i = h_k(x_i, \pi_b(x_i))\) for \(k + 1 \leq i \leq K - 1\). This ADP method is called rollout [4]; the policy \(\pi_b\) is called the base policy. For rollout, we have

\[
\epsilon_k = 1 - \frac{r_{k+1}(x_{k+1}, g_{k+1}) + R_1 - R_2}{r_1(x_1, g_1) + \sum_{i=2}^{K} r_i(x_i, \pi_b(x_i))},
\]

where

\[
R_1 = \sum_{i=k+2}^{K} r_i(x_i, \pi_b(x_i)),
\]

\[
R_2 = \sum_{i=k+1}^{K} r_i(x_i, \pi_b(x_i)),
\]

\[
x_{i+1} = h_i(x_i, g_i) \text{ for } 1 \leq i \leq k + 1,
\]

\[
x_{i+1} = h_i(x_i, \pi_b(x_i)) \text{ for } k + 2 \leq i \leq K - 1,
\]

\[
\hat{x}_{i+1} = h_k(x_k, g_k),
\]

\[
\hat{x}_{i+1} = h_i(x_i, \pi_b(x_i)) \text{ for } k + 1 \leq i \leq K - 1,
\]

\[
\hat{x}_2 = h_1(x_1, g_1),
\]

\[
\hat{x}_{i+1} = h_i(x_i, \pi_b(x_i)) \text{ for } 2 \leq i \leq K - 1.
\]

Moreover, we have

\[
\eta_k = \frac{r_{k+1}(x_{k+1}, o_{k+1}) + R_3 - R_4}{r_1(x_1, o_{k+1}) + \sum_{i=2}^{K} r_i(x_i, \pi_b(x_i))},
\]

where

\[
R_3 = \sum_{i=k+2}^{K} r_i(x_i, \pi_b(x_i)),
\]

\[
R_4 = \sum_{i=k+1}^{K} r_i(x_i, \pi_b(x_i)),
\]

\[
x_{i+1} = h_i(x_i, o_i) \text{ for } 1 \leq i \leq k + 1,
\]

\[
x_{i+1} = h_i(x_i, \pi_b(x_i)) \text{ for } k + 2 \leq i \leq K - 1,
\]

\[
\hat{x}_{i+1} = h_k(x_k, o_k),
\]

\[
\hat{x}_{i+1} = h_i(x_i, \pi_b(x_i)) \text{ for } k + 1 \leq i \leq K - 1,
\]

\[
\hat{x}_2 = h_1(x_1, o_1),
\]

\[
\hat{x}_{i+1} = h_i(x_i, \pi_b(x_i)) \text{ for } 2 \leq i \leq K - 1.
\]

We now show that for rollout, the function \(f\) is forward monotone with respect to \(G_k\), which implies that \(\epsilon_k \leq 1\) and \(\beta > 0\) (see Remark 1 in Section IV).

**Theorem 4:** In rollout, \(f(G_k) \geq f(G_{k-1})\) for \(k = 1, \ldots, K\).

**Proof:** We have

\[
f(G_k) - f(G_{k-1})
\]

\[
= f((g_1, \ldots, g_{k-1}, g_k)) - f((g_1, \ldots, g_{k-1}))
\]

\[
= \sum_{i=1}^{k-1} r_i(x_i, g_i) + r_k(x_k, g_k) + W_{k+1}(x_k, g_k) - \sum_{i=1}^{k-1} r_i(x_i, g_i) + r_k(x_k, \pi_b(x_k)) + W_{k+1}(x_k, \pi_b(x_k))
\]

\[
= (r_k(x_k, g_k) + W_{k+1}(x_k, g_k)) - (r_k(x_k, \pi_b(x_k) + W_{k+1}(x_k, \pi_b(x_k))))
\]

By (9), we have that

\[
r_k(x_k, g_k) + W_{k+1}(x_k, g_k) = \max_{g \in \mathcal{A}} \{r_k(x_k, g) + W_{k+1}(x_k, g)\},
\]

which implies that \(f(G_k) \geq f(G_{k-1})\).

B. Rollout with Optimal Base Policy

Suppose that the base policy is the optimal policy. In this case, the VTG approximation term \(W_{k+1}\) is equal to the true VTG. As pointed out in Section III, the resulting rollout scheme is optimal and satisfies Bellman’s optimality principle. In this case, of course \(f(G_k) = f(O_k)\). To illustrate that the bound in Theorem 2 is tight in this case, we will show that \(\beta = 1\). We do this by showing that \(\sum_{i=0}^{K-1} \epsilon_i + \eta_i \leq K\) (see Remark 2 in Section IV). To see this, by (9), we have \(\epsilon_0 = 0\) and \(\epsilon_k = 1\) for \(1 \leq k \leq K - 1\). By (10), we have \(\eta_0 = 1\) and \(\eta_k = 0\) for \(1 \leq k \leq K - 1\). Therefore, \(\sum_{i=0}^{K-1} (\epsilon_i + \eta_i) = K\), which implies that \(\beta = 1\).

C. Myopic Policy

Consider the special case where \(W_{k+1}(\cdot, \cdot) \equiv 0\) for each \(k\). In other words, for each \(k, g_k \in \operatorname{argmax}_{g \in \mathcal{A}} r_k(x_k, g)\). We call this the myopic policy. For the myopic policy, we have that \(k = 0, \ldots, K - 1\),

\[
\epsilon_k = 1 - \frac{r_{k+1}(x_{k+1}, o_{k+1})}{r_1(x_1, g_1)},
\]

where \(x_{i+1} = h_i(x_i, o_i)\) for \(1 \leq i \leq k + 1\), and

\[
\eta_k = \frac{r_{k+1}(x_{k+1}, o_{k+1})}{r_1(x_1, o_{k+1})},
\]

where \(x_{i+1} = h_i(x_i, o_i)\) for \(1 \leq i \leq k - 1\). It is clear that because \(r_k(\cdot, \cdot) > 0\), we have \(\epsilon_k < 1\), in which case \(\beta > 0\). In fact, it is easy to check that \(f\) is forward monotone with respect to \(G_k\) in this case.

D. Rollout of Myopic Base Policy

Consider the rollout method where the base policy is the myopic policy defined above. It is well known that the resulting rollout scheme performs at least as well as the myopic policy [4]. Here, we will calculate a bound on the amount by which the rollout scheme outperforms the myopic base policy in terms of \(\epsilon_k\) and \(\eta_k\). This calculation involves introducing some additional notation (which seems unavoidable).
Let $G^M_K = (g_1^M, \ldots, g_K^M)$ be the myopic strategy and $G^{RM}_K = (g_1^{RM}, \ldots, g_K^{RM})$ the corresponding rollout strategy. More specifically, given $g_1^M, \ldots, g_{K-1}^M$,

$$g_k^M \in \arg\max_{g^M \in A} r_k(x_k^M, g^M)$$

where $x_1^M = x_1$ is given and $x_{i+1}^M = h_i(x_i^M, g_i^M)$ for $1 \leq i \leq K - 1$. Moreover, the rollout scheme with the myopic base policy is as follows: given $g_1^{RM}, \ldots, g_{K-1}^{RM}$,

$$g_k^{RM} \in \arg\max_{g^{RM} \in A} \{r_k(x_k^{RM}, g^{RM}) + \sum_{i=k+1}^{K} r_i(x_i^{RM}, \pi_0(x_i^{RM}))\}$$

where

$$\pi_0(x_i^{RM}) \in \arg\max_{g^{RM} \in A} r_i(x_i^{RM}, g^{RM}),$$

$x_1^{RM} = x_1$ is given, $x_{i+1}^{RM} = h_i(x_i^{RM}, g_i^{RM})$ for $1 \leq i \leq K - 1$, and $x_{K+1}^{RM} = h_i(x_i^{RM}, \pi_0(x_i^{RM}))$ for $k \leq i \leq K - 1$. Let $f^M$ and $f^{RM}$ respectively denote the objective functions corresponding to the myopic and rollout (with myopic base policy) strategies. Then we have that

$$f^M((g_1^M, \ldots, g_k^M)) = \sum_{i=k}^{K} r_i(x_i^M, g_i^M)$$

where $x_1^M = h_i(x_1^M, g_1^M)$ for $1 \leq i \leq K - 1$, and $x_1^M = x_1$ is given. Moreover,

$$f^{RM}((g_1^{RM}, \ldots, g_k^{RM})) = \sum_{i=1}^{k} r_i(x_i^{RM}, g_i^{RM}) + \sum_{i=k+1}^{K} r_i(x_i^{RM}, \pi_0(x_i^{RM}))$$

where $x_{i+1}^{RM} = h_i(x_i^{RM}, g_i^{RM})$ for $1 \leq i \leq k$, $x_{i+1}^{RM} = h_i(x_i^{RM}, \pi_0(x_i^{RM}))$ for $k \leq i \leq K - 1$, and $x_{K+1}^{RM} = x_1$ is given.

We claim that $f^{RM}(G_1^{RM}) \geq f^M(G_K^M)$. To see this, for the myopic policy, we have

$$g_k^M \in \arg\max_{g^M \in A} r_k(x_k^M, g^M)$$

for $k = 1, \ldots, K$. For rollout with the myopic base policy, we have

$$g_k^{RM} \in \arg\max_{g^{RM} \in A} r_k(x_k^{RM}, g^{RM}) + r_{K}(x_{K}^{RM}, \pi_0(x_{K}^{RM}))$$

Because $\pi_0(x_i^{RM}) \in \arg\max_{g^{RM} \in A} r_i(x_i^{RM}, g^{RM})$ and $x_i^{RM} = x_i$, we have that

$$r_1(x_1^{RM}, g_1^{RM}) + r_2(x_2^{RM}, \pi_0(x_2^{RM})) + \cdots + r_K(x_K^{RM}, \pi_0(x_K^{RM})) \geq r_1(x_1^M, g_1^M) + r_2(x_2^M, g_2^M) + \cdots + r_K(x_K^M, g_K^M),$$

which means that $f^{RM}(G_1^{RM}) \geq f^M(G_K^M)$, as desired.

Combining (11), (12), and the inequality $f^{RM}(G_1^{RM}) \geq f^M(G_K^M)$, we have

$$f^{RM}(G_1^{RM}) - f^M(G_K^M) \geq \left(\sum_{i=1}^{K-1} (1 - \epsilon_i)\right) f^{RM}(G_1^{RM}) \geq \frac{\sum_{i=1}^{K-1} (1 - \epsilon_i)}{\sum_{i=1}^{K-1} \epsilon_i} f^{RM}(O_K),$$

which provides a bound on the amount by which the rollout scheme outperforms the myopic base policy.

VI. CONCLUSION

We have developed a systematic approach to deriving guaranteed bounds for approximate dynamic programming (ADP) schemes in optimal control problems. The approach is to formulate a string-submodular optimization problem for which the optimal strategy is the optimal control solution, and the greedy strategy is the ADP solution. Using this approach, we have shown that any ADP solution achieves a performance that is at least a factor of $\beta$ of the performance of the optimal control solution (satisfying Bellman’s optimality principle). The factor $\beta$ depends on the specific ADP scheme. We have explicitly characterized this dependence and we have illustrated the the applicability of our bounding technique to a few examples of ADP schemes, including the popular rollout method.
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