Interface learning in fluid dynamics: statistical inference of closures within micro-macro coupling models
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Many complex multiphysics systems in fluid dynamics involve using solvers with varied levels of approximations in different regions of the computational domain to resolve multiple spatiotemporal scales present in the flow. The accuracy of the solution is governed by how the information is exchanged between these solvers at the interface and several methods have been devised for such coupling problems. In this article, we construct a data-driven model by spatially coupling a microscale lattice Boltzmann method (LBM) solver and macroscale finite difference method (FDM) solver for reaction-diffusion systems. The coupling between the micro-macro solvers has one to many mapping at the interface leading to the interface closure problem, and we propose a statistical inference method based on neural networks to learn this closure relation. The performance of the proposed framework in a bifidelity setting partitioned between the FDM and LBM domain shows its promise for complex systems where analytical relations between micro-macro solvers are not available.
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Introduction — Many problems in science and engineering are multiscale in nature consisting of different spatial and temporal scales that interact with each other. For example, simulation of turbulent and separated flows requires resolving a wide range of interacting scales. The traditional numerical setup usually focuses on the macroscale evolution of the system and either eliminates meso/microscale processes or consider them through some form of closure models. For many complex systems, modeling coarse-scale, macroscopic behavior might be impractical without simplified assumptions, and one might have to resort to modeling fine-scale, microscale processes to get accurate solutions. However, using the microscale solver over the entire computational domain is computationally prohibitive even in the exascale computing era. This difficulty can be overcome by utilizing a micro-macro coupled solver to recover accurate solutions in a computationally efficient manner.

There have been several studies that deal with coupling micro-macro solvers, such as finite difference method-lattice Boltzmann method (FDM-LBM) solver, finite volume method-molecular dynamics (FVM-MD) solver, finite volume method-lattice Boltzmann method (FVM-LBM) solver, molecular dynamics-lattice Boltzmann (MD-LBM) solver. These approaches can also be interpreted in a broad sense as domain decomposition methods, where two solvers simultaneously advance the multiscale and multiphysics problems and the information is exchanged across the interface between solvers. One of the major challenges in these micro-macro solvers is a mismatch in the kind and number of variables used by different models. For example, microscopic solvers such as LBM describe the evolution of the system through particle distribution functions that are restricted to move on a grid with certain velocities only. On the other hand, the macroscale solvers like partial differential equations (PDEs) model the system in terms of observables like flow velocity, pressure, and density. The coupling between two solvers should not produce any discontinuity in the interface region. Also, the global quality of the numerical solution will be dependent on the treatment of interface boundary condition. Therefore, the interface boundary closure is a major challenge in modeling and computation of these problems.
micro-macro solvers. Some of the methods to determine interface boundary closure are based on physical quantities of another solver or from an analytical relation between micro and macro solvers\cite{11,12}. However, the derivation of such analytical expressions for complex geometries or systems with complex local interactions might be impractical and for these systems iterative numerical algorithms have been proposed to close interface boundary conditions\cite{11,13}.

The challenges in the treatment of interface boundary conditions in complex systems offer opportunities for researchers to develop statistical inference approaches for coupling micro-macro solvers. In fact, several data-driven approaches have been proposed in the literature to learn the correlation between coarse-scale PDEs and fine-scale microscopic processes\cite{21,22}. The machine learning (ML) algorithms are also proven to be successful in discovering hidden PDEs from macroscopic observations data\cite{23,24}. The recent advancement in the efficient implementation of ML algorithms along with the huge amount of archival data generated from high-fidelity numerical simulations and experiments has made statistical inference approaches an attractive choice for multiscale systems. To this end, we propose a data-driven ML-based interface closure framework for the spatial coupling of microscale LBM and macroscale FDM solvers. Our framework is solver agnostic in the sense that it can be extended to any type of micro-macro coupled models. We illustrate our framework for a reaction-diffusion system (the FitzHugh-Nagumo model) and also compare our results against two methods for solving interface closure problems based on numerical approximations of the analytical relations.

**FitzHugh-Nagumo model** — We illustrate the statistical interface closure for micro-macro coupled solvers using the FitzHugh-Nagumo model. This model consists of two reactive-diffusion partial differential equations, whose dynamics is governed by

\[
\begin{align*}
\frac{\partial u}{\partial t} &= D_u \frac{\partial^2 u}{\partial x^2} + u - u^3 - v, \quad (1) \\
\frac{\partial v}{\partial t} &= D_v \frac{\partial^2 v}{\partial x^2} + \epsilon(u - a_1 v - a_0), \quad (2)
\end{align*}
\]

where \(D_u\) and \(D_v\) are the diffusion coefficients of \(u\) and \(v\), \(a_1\) and \(a_0\) are model parameters, and \(\epsilon\) represents a kinetic bifurcation parameter. We set the parameters to \(a_1 = 2, a_0 = -0.03, \epsilon = 0.01, D_u = 1,\) and \(D_v = 4\) as suggested by Theodoropoulos, Qian, and Kevrekidis\cite{25}. Our spatial domain extends between \([0, 20]\) and the model is integrated from time \(t = 0\) to \(t = 450\).

We employ FDM as a macro solver and LBM as the micro solver. For the FDM solver, Equation 1 and Equation 2 are discretized with explicit forward in time and the central difference in space as follow

\[
\begin{align*}
u(x, t + \Delta t) &= u(x, t) + D_v \frac{\Delta t}{\Delta x^2} (u(x + \Delta x, t) - 2u(x, t) + u(x - \Delta x, t)) + \Delta t (u - u^3 - v), \quad (3) \\
v(x, t + \Delta t) &= v(x, t) + D_v \frac{\Delta t}{\Delta x^2} (v(x + \Delta x, t) - 2v(x, t) + v(x - \Delta x, t)) + \epsilon \Delta t (u - a_1 v - a_0), \quad (4)
\end{align*}
\]

where \(\Delta x\) and \(\Delta t\) are the spatial and temporal discretization steps, respectively. Since the above discretization is explicit in time, the time step in the above scheme is restricted by the stability condition \(\Delta t < C \Delta x^2\). In the FitzHugh-Nagumo model, \(D_v > D_u\), and therefore the stability condition will be governed by the diffusion constant of the \(v\) equation, i.e., \(\Delta t < \Delta x^2 / (2D_v)\).

The LBM method used as a micro solver describes the evolution of particle distribution functions \(f_i(x, t)\) discretized in space \(x\), and time \(t\) along the \(i^{th}\) direction with velocity \(c_i\)\cite{25}. We utilize the D1Q3 model, where D1 denotes the one-dimensional domain, and Q3
stands for three velocities. The lattice Boltzmann equation (LBE) describing the evolution of particle distribution is given as

$$f_i^l(x + c_i \Delta x, t + \Delta t) = f_i^l(x, t) - \omega^l (f_i^{l,eq}(x, t) - f_i^l(x, t)) + R_i^l(x, t), \quad l \in \{u, v\}$$  \hfill (5)

for $c_i = i \in \{-1, 0, 1\}$. The first step of the LBM is the collision step, where this diffusive collisions are modeled by the BhatnagarGrossKrook (BGK) model as a relaxation to the equilibrium particle distribution $f_i^{l,eq}(x, t)$ with a relaxation coefficient $\omega^l$ (denoted by the second term in Equation 5), and the reactions are modeled by the term $R_i^l(x, t)$. The second step of the LBM is the propagation of the particle distribution functions to a neighboring grid based on the $i^{th}$ direction as shown on the left hand side of Equation 5. The equilibrium particle distribution function, relaxation coefficients, and the reaction term are computed as below

$$f_i^{u,eq}(x, t) = \frac{1}{3} u(x, t), \quad f_i^{v,eq}(x, t) = \frac{1}{3} v(x, t),$$  \hfill (6)

$$\omega^u = \frac{2}{1 + 3D^u \frac{\Delta t}{\Delta x^2}}, \quad \omega^v = \frac{2}{1 + 3D^v \frac{\Delta t}{\Delta x^2}},$$  \hfill (7)

$$R_i^u(x, t) = \frac{(u - u^3 - v)}{3}, \quad R_i^v(x, t) = \frac{\epsilon(u - a_1v - a_0)}{3}.$$  \hfill (8)

The observable $u$ and $v$ are defined as the zeroth order moment of the distribution functions

$$u = \sum_{i=-1}^{i=1} f_i^u(x, t), \quad v = \sum_{i=-1}^{i=1} f_i^v(x, t).$$  \hfill (9)

**Coupling between FDM and LBM** — In order to demonstrate the coupling between macroscale FDM solver and microscale LBM solver, we divide our computational domain into two non-overlapping subdomains as shown in Figure 1. The left domain is solved using FDM and the right domain is resolved with LBM. The interface lie at the center of the domain, i.e., at $L/2$, where $L$ is the length of the whole domain. Therefore, the last grid point of the FDM is located at $L/2 - \Delta x/2$ and the first point of LBM is at $L/2 + \Delta x/2$. For our analysis, we assume that the spatial discretization $\Delta x$ and time step $\Delta t$ for both subdomains are the same. When the hybrid solver is used to model the dynamics of reactive-diffusion system, the information has to be exchanged carefully across the interface as the FDM and LBM use different sets of variables, namely $(u, v)$ versus $(f_i^u, f_i^v)$. In order to do this, we need information of $(u, v)$ at $x_{FDM} + \Delta x$ location which can be obtained using the relation provided in Equation 6 as follow

$$u(x_{FDM} + \Delta x, t) = \sum_{i=-1}^{i=1} f_i^u(x_{LBM}, t),$$  \hfill (10)

$$v(x_{FDM} + \Delta x, t) = \sum_{i=-1}^{i=1} f_i^v(x_{LBM}, t).$$  \hfill (11)

The inverse mappings from FDM to LBM, i.e., $u(x_{FDM}, t) \rightarrow f_i^u(x_{FDM}, t)$ and $v(x_{FDM}, t) \rightarrow f_i^v(x_{FDM}, t)$ for $i \in \{-1, 0, 1\}$ are not straightforward. We need $f_i^{l}(x_{FDM}, t)$ to evolve particle distribution at $x_{LBM}$ from time $t$ to $t + \Delta t$ using Equation 5. The particle distribution in LBM can be reduced in terms of the FDM variables using a multiscale ChapmanEnskog expansion as follow

$$f_i^{l}(x, t) = f_i^{l,[0]}(x, t) + f_i^{l,[1]}(x, t) + f_i^{l,[2]}(x, t) + \ldots,$$  \hfill (12)
FIG. 1. The exchange of information across the interface between two domains. The left domain is solved using FDM and the right domain is solved with LBM and the information is exchanged with an appropriate boundary condition.

where the superscript inside a square bracket denotes the order of approximations.

We can reconstruct \( f_1^u(x_{FDM}, t) \) using the zeroth order Chapman-Enskog relations (CE-0) as shown below

\[
\begin{align*}
    f_1^u(x_{FDM}, t) &= f_1^{u,[0]}(x_{FDM}, t) = \frac{u(x_{FDM}, t)}{3}, \\
    f_1^v(x_{FDM}, t) &= f_1^{v,[0]}(x_{FDM}, t) = \frac{v(x_{FDM}, t)}{3}.
\end{align*}
\]

The above relation is the simplest approximation one can use and the relation given in Equation 12 describes the particle distribution in LBM up to the second order. Once the particle distribution function is reconstructed, it has to be propagated from time \( t \) to \( t + \Delta t \) in two steps. First, the collision and reaction go from time \( t \) to \( t^* \), and then the post-collision distribution \( f_i^*, i \) is propagated from time \( t^* \) to \( t + \Delta t \). The post-collision particle distributions are computed as follow

\[
\begin{align*}
    f_1^{u,*}(x_{FDM}, t) &= (1 - \omega^u)f_1^u(x_{FDM}, t) + \frac{\omega^u}{3}u(x_{FDM}, t) + \frac{\Delta t}{3}R^u_i(x, t) , \\
    f_1^{v,*}(x_{FDM}, t) &= (1 - \omega^v)f_1^v(x_{FDM}, t) + \frac{\omega^v}{3}v(x_{FDM}, t) + \frac{\Delta t}{3}R^v_i(x, t) .
\end{align*}
\]

Finally, the post-collision particle distributions are propagated to \( x_{LBM} \) as given below

\[
\begin{align*}
    f_1^u(x_{LBM}, t + \Delta t) &= f_1^{u,*}(x_{FDM}, t), \\
    f_1^v(x_{LBM}, t + \Delta t) &= f_1^{v,*}(x_{FDM}, t).
\end{align*}
\]

The analytical relation provided in Equation 12 might not always be available or might be difficult to derive numerically due to complex geometry or complex local interaction force terms. There are iterative numerical algorithms like constrained runs (CR) scheme \[20, 32\] that can be applied to approximate particle distribution numerically. The correlation between microscale and macroscale variables can also be learned with data-driven methods and we explore the feasibility of feedforward neural network to approximate these relations. We train the neural network to learn the particle distribution \( f_1^i(x_{LBM}, t) \) at time \( t \) based on the local information at the previous time step. More concretely, our neural network is trained to learn the below mapping

\[
\{u(x_{FDM}, t - \Delta t), v(x_{FDM}, t - \Delta t), f_1^u(x_{LBM}, t - \Delta t), f_1^v(x_{LBM}, t - \Delta t)\} \rightarrow \{f_1^u(x_{LBM}, t), f_1^v(x_{LBM}, t)\}.
\]
The training data for the neural network is generated by simulating the whole computational domain using FDM and LBM separately. We employ bounce-back boundary condition on left and right side of the domain for LBM simulation. The initial condition for the training data is generated with $\alpha = 0.7$ as follow

$$u(x,0) = \alpha \tanh(x - L/2),$$

$$v(x,0) = 0.1 \left( 1 + \tanh \left( \frac{x - L/2}{4} \right) \right).$$

During testing, we use $\alpha = 1.0$ so that there is no overlap between training and testing data. We employ a fairly simple neural network architecture with a single hidden layer consisting of eight neurons to learn the correlation between inputs and outputs. More sophisticated architecture can also be employed for complex geometries or high-dimensional problems with complex local interactions.

\textit{Results and discussion} — Here, we present the results of coupled FDM-LBM solver for the FitzHugh-Nagumo model and compare it against the LBM simulation. The computational domain is discretized with a spatial grid of size $\Delta x = 0.1$ and the system is evolved in time with a time step of $\Delta t = 0.001$ from time $t = 0$ to $t = 450$. The results are provided for $\alpha = 1.0$ in the initial condition of $u$ as given in Equation 20. Figure 2 shows the plot of $u$ and $v$ for the LBM simulation, the FDM-LBM solver with CE-0 coupling at the interface, and the difference between two simulations. It can be seen that the CE-0 coupling is not able to predict the accurate dynamics after time $t \approx 80$. The local error for CE-0 coupling at the interface depends upon the dominant term left out in the Chapman-Enskog expansion given in Equation 12. Therefore, the CE-0 introduces an error which is first order in $\Delta x$. This error seems to have contaminated the solution and the coupled solver based on CE-0 leads to the poor prediction of the $u$ and $v$ fields.

In Figure 3, we depict the results for coupled FDM-LBM solver using ML-based coupling at the interface. The ML-based coupling can predict the correct dynamics of both $u$ and $v$ fields with a substantial improvement compared to the CE-0 coupling. In other words, the ML-based interface closure is able to learn the correlation between microscale and macroscale variables solely from the data and produces more accurate prediction than the CE-0 coupling. This finding clearly illustrates the potential of ML for learning interface closure in micro-macro solvers. Although the ML-based closure yields a sufficiently accurate solution, we reiterate here that for the model problem investigated in this study, there are higher-order approximations that can be utilized to reconstruct particle distribution functions. For example, the first-order approximation of $f^1_{\text{FDM}}(x_{\text{FDM}}, t)$ using the Chapman-Enskog relations (CE-1) is given below

$$f^1_{\text{FDM}}(x_{\text{FDM}}, t) = \frac{u(x_{\text{FDM}}, t) - 3}{\Delta x} \frac{u(x_{\text{LBM}}, t) - u(x_{\text{FDM}} - \Delta x, t)}{3 \omega^u},$$

$$f^1_{\text{FDM}}(x_{\text{FDM}}, t) = \frac{v(x_{\text{FDM}}, t) - 3}{\Delta x} \frac{v(x_{\text{LBM}}, t) - v(x_{\text{FDM}} - \Delta x, t)}{2 \omega^v},$$

where the first term is the zeroth order approximation, and the second term is the first order derivative computed using the central difference scheme.

For a fair comparison, we illustrate the results of FDM-LBM solver equipped with CE-1 coupling at the interface. Figure 4 displays the $u$ and $v$ fields for the LBM simulation, the FDM-LBM solver with CE-1 coupling at the interface, and the difference between two simulations. The agreement between LBM and hybrid solver is excellent and even better than the ML-based closure at the interface. This clearly shows limitations of data-driven methods compared to higher-order numerical approximation of analytical relations.
between microscale and macroscale solvers. However, obtaining such higher-order analytical approximation for complex geometries and complex local interactions might not be possible. Furthermore, for many complex systems, the evolution equations may not be available in closed forms and for such systems, the ML-based interface closure will be attractive, especially, in the age of data.

![Graphs showing spatio-temporal prediction of the u and v field of the FitzHugh-Nagumo model by hybrid solver with CE-0 coupling at the interface.](image)

**FIG. 2.** Spatio-temporal prediction of the $u$ and $v$ field of the FitzHugh-Nagumo model by hybrid solver with CE-0 coupling at the interface.

We assess the quantitative performance of different coupling algorithms investigated in this study using the root mean-squares error (RMSE) defined as

$$\text{RMSE} = \sqrt{\frac{1}{N_t N_x} \sum_{n=1}^{N_t} \sum_{i=1}^{N_x} (\phi^T(x_i, t_n) - \phi^P(x_i, t_n))^2},$$

(24)

where $N_t$ is the total number of time snapshots, $N_x$ is the total number of grid points, $\phi$ is the variable of interest. The superscripts $T$ and $P$ stand for the truth solution (i.e., LBM simulation) and predicted solution (i.e., FDM-LBM solver simulation). We store 450 temporal snapshots between time $t = 0$ to $t = 450$ for the calculation of the RMSE. Table II reports the RMSE for different coupling algorithms presented in this study. The
FIG. 3. Spatio-temporal prediction of the $u$ and $v$ field of the FitzHugh-Nagumo model by hybrid solver with ML based coupling at the interface.

Quantitative assessment implies that the error is minimum with CE-1 coupling and the error for the ML-based coupling is substantially less than the CE-0 coupling. We believe that the error for the ML-based coupling can be further reduced by including more information in the input space of the neural network or using a deeper neural network architecture. However, our experiments with hyperparameters for the neural network suggest that the deeper network leads to overfitting for this relatively simple problem and might not lead to an improvement in the prediction.

TABLE I. The root mean squared error between the true and predicted solution for $u$ and $v$ for different coupling algorithms.

| Coupling algorithm | $u$   | $v$   |
|--------------------|-------|-------|
| CE-0               | $6.07 \times 10^{-1}$ | $8.01 \times 10^{-2}$ |
| CE-1               | $9.85 \times 10^{-3}$ | $7.49 \times 10^{-4}$ |
| ML                 | $1.26 \times 10^{-1}$ | $1.13 \times 10^{-2}$ |
Conclusion — In this work, we have introduced a framework based on machine learning (ML) to learn the interface closure between microscale lattice Boltzmann method (LBM) and macroscale finite difference method (FDM) solver. This framework offers a great potential for coupled micro-macro solver where there is one to many mapping across the interface and the true relation between microscale and macroscale variables is unknown or difficult to derive, as in the case of complex geometries and multiphysics systems. The framework is modular enough that it can be implemented to different coupling models such as RANS-LES, FDM-FVM, FVM-LBM, and others. Our experiments with the FitzHugh-Nagumo model suggest that the ML-based interface closure framework is able to produce sufficiently accurate dynamics over a longer time. Also, the interface boundary closure based on the first-order approximation of Chapman-Enskog expansion (CE-1) produced even better prediction than the ML-based closure. It is no surprise that the interface closure based on the numerical approximation of the analytical relations can recover the dynamics almost exactly. However, for many multiphysics systems like viscoelastic fluids or porous media, such relations might not exist and for such systems, we envision that our framework will be more advantageous. This is the first step towards building data-driven interface closure models for micro-macro solvers, and our future efforts will be directed to extend this framework to
more complex higher-dimensional multiphysics problems in fluid dynamics.
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