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Humans and animals are able to generalize or transfer information from previous experience so that they can behave appropriately in novel situations. What mechanisms—computations, representations, and neural systems—give rise to this remarkable ability? The members of this Generative Adversarial Collaboration (GAC) come from a range of academic backgrounds but are all interested in uncovering the mechanisms of generalization. We started out this GAC with the aim of arbitrating between two alternative conceptual accounts: (1) generalization stems from integration of multiple experiences into summary representations that reflect generalized knowledge, and (2) generalization is computed on-the-fly using separately stored individual memories. Across the course of this collaboration, we found that—despite using different terminology and techniques, and although some of our specific papers may provide evidence one way or the other—we in fact largely agree that both of these broad accounts (as well as several others) are likely valid. We believe that future research and theoretical synthesis across multiple lines of research is necessary to help determine the degree to which different candidate gener-
alization mechanisms may operate simultaneously, operate on different scales, or be employed under distinct conditions. Here, as the first step, we introduce some of these candidate mechanisms and we discuss the issues currently hindering better synthesis of generalization research. Finally, we introduce some of our own research questions that have arisen over the course of this GAC, that we believe would benefit from future collaborative efforts.
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Consider a scenario where you are bitten by a stranger’s dog, who happens to be a big German Shepherd. After this experience, you might find yourself starting to feel anxious around other German Shepherds, and other large breeds of dog, although you remain comfortable with your neighbor’s chihuahua. This transfer of danger information from the dog that bit you to other similar dogs is a classic example of generalization. Now consider another scenario. One day, your new co-worker arrives at the office wearing a velvet dress, although most of your co-workers dress casually. This reminds you of your college friend who loved to wear velvet dresses. Remembering how your college friend kept inviting you to come along with her to opera, you find yourself wondering if your new co-worker is also particular to the opera. While this scenario is very different from the one above, many (but not all) researchers would also consider this scenario to fit under the term “generalization”. In this paper, we will discuss how the term “generalization” has been defined and operationalized in multiple ways, with the aim to provide a glimpse into the breadth of phenomena that can be referred to as generalization.

Because of the importance of generalization for adaptive learning and behavior, it has been studied in a variety of disciplines ranging from decision-making, perception, psychology, and memory neuroscience, to machine learning, and artificial intelligence. However, knowledge about the mechanisms that support generalization has not always been integrated across disciplines. In this paper we broadly describe what has been studied under the umbrella term “generalization”, discuss several candidate generalization mechanisms, and highlight the main challenges in synthesizing existing research and resolving among different generalization views. We acknowledge that although this Generative Adversarial Collaboration (GAC) set out with the aim of arbitrating between two seemingly opposing generalization mechanisms, in the course of discussions within our group, we realized that none of us consider these to be mutually exclusive or exhaustive accounts of generalization. Instead, generalization may be an outcome of multiple mechanisms, operating under different conditions and/or at different scales. With this in mind, we ourselves will use the term “generalization” to refer to the phenomenon (or phenomena) through which we flexibly draw upon experience to respond appropriately in novel situations or to novel stimuli, irrespective of the underlying mechanism. We hope that our paper will increase awareness of different views on generalization and postulated mechanisms, that it will facilitate cross-talk between different labs, and that it will lead to a better synthesis of generalization research in the future.
1 | PROPOSED MECHANISMS OF GENERALIZATION

Multiple mechanisms have been proposed to explain how information from past experience is generalized to novel situations or stimuli. In this section we describe several of the most well-supported mechanisms. While we here describe each of these mechanisms separately, we will discuss later in the paper that these are not necessarily mutually exclusive.

1.1 | Complementary learning systems

How can humans and other animals both recall specific details of individual experiences and generalize information across these different experiences? For example, a squirrel has to remember a specific location where they hid their nuts [1] and humans can remember specific idiosyncratic details of individual events. However, to successfully generalize information for appropriate use in novel situations, learned information should reflect stable features of the environment and discard idiosyncratic details of individual experiences. Theories of generalization have to therefore address how memory may provide a basis for generalization while also supporting recall of individual events.

A biologically plausible framework first proposed to explain how these distinct memory functions may be accomplished in the brain is the complementary learning systems theory [2]. According to this view, complementary neural learning systems coexist in the brain, with a division of labor between a fast and a slow learning system. The fast learning system, ascribed to the hippocampus, learns to encode individual events. In contrast, connections between neurons elsewhere in the brain change slowly and incrementally to support the formation of generalized memory representations which reflect statistical regularities across experiences. Idiosyncratic details that do not repeat regularly do not influence these generalized representations. At least two flavors of the complementary learning systems theory exist. Both agree on the role of the hippocampus in rapid encoding of specific events but these emphasize different brain regions to support the slow statistical learning underlying generalization: the striatum [3] or the neocortex [4]. These two brain regions may support different forms of generalization rather than underpin competing theories of generalization.

1.2 | Memory integration

Memory integration theory of generalization [5] builds on findings that generalization may be rapid and rely on the hippocampus, demonstrating that complementary learning systems theory does not provide a full picture of generalization. Memory integration can result when existing memories are reactivated during encoding of current events that overlap in content, such as when they happen in the same place or contain some of the same elements [6]. The current and reactivated information is then integrated into a combined memory representation that links elements from the distinct events, supporting generalization across events. Such generalization based on integrated memories may come with trade-offs, such as a confusion between directly experienced and inferred information [7,6,8]. The memory integration and complementary learning systems views are not necessarily at odds with each other. Both ascribe to the hippocampus rapid encoding and retrieval of episodic memories, although the memory integration view additionally highlights how these functions may result in integration of a small number of experiences in service of rapid generalization. The complementary learning systems view, on the other hand, accounts for slow, incremental learning and for findings that learning and generalization are possible even without an intact hippocampus [9,10].

Several studies have provided empirical evidence for the existence of integrated memories in the hippocampus and their use in generalization (see [11] and [12], for reviews). Many studies have also implicated the medial prefrontal
cortex (mPFC) and hippocampal-mPFC interactions in generalization and memory integration. A debate remains whether the hippocampus directly integrates memories that are then represented by mPFC or whether the hippocampus primarily represents separate memories that are then integrated by the mPFC.

At a higher level, memories can be integrated in structured ways, as was first proposed with the concept of cognitive maps. Place cells and grid cells may constitute the central building blocks for these processes. While place cells are primarily found within the hippocampus, grid cells can be observed in entorhinal cortex together with mPFC. Crucially, these neurons display the same patterns of activity when agents navigate classic Euclidean space and non-spatial cognitive tasks. Thus, place and grid cells may afford a general computational mechanism whose function extends to selectively organize knowledge (about space, but also experiences, concepts, etc) into internal predictive maps. This encapsulates the relationships between task-relevant variables, even at the level of very abstract structures such as words in language and social dimensions. In sum, the predictive cognitive map could arise as the consequence of memory integration, to support flexible generalization. This may allow, for example, an abstract map experienced in one sensory domain to be generalized to another sensory domain, or estimation of new trajectories using parameters learned in the past.

1.3 | On-the-fly generalization through co-activation of separate memories

While proponents of memory integration theory view generalization as something that results from the formation of a unique type of representation (integrated memories), others argue that both memory for individual experiences and generalization can result from the same type of representation (non-integrated memories). The REMERGE model (Recurrency and Episodic MEmory Results in GEneralization) offers an attractive explanation for how generalization may arise on-the-fly from a neural system that is optimized to orthogonalise memories. Specifically, memories of individual events are stored as separate representations in the hippocampus. Generalization happens on-the-fly, at the time of retrieval in response to task demands, by co-activated or sequential activation of multiple individual memories.

In the most extreme scenario, on-the-fly generalization can be viewed as a process of working with existing memory representations that themselves remain intact. However, there is also evidence that the process of on-the-fly computation, despite involving initially separate representations, may ultimately change the representations themselves so that they become integrated. Notably, even though memories are initially stored separately, they are recirculated through the anatomical architecture of the hippocampal loop. This allows the hippocampal output on one iteration to provide new input for the next iteration, thereby allowing integration of information across multiple episodes. In other words, once generalization is computed, it is sent back to the hippocampus and becomes a new, generalized memory construed from information that has been integrated across once-separate memories. This model maps onto the known neural circuitry of the hippocampus and neocortex, at the level of both anatomical and physiological connections. For example, big-loop recurrence can be implemented via the hippocampal architecture together with the laminar connectivity between the deep and superficial layers of the entorhinal cortex. This offers a major advantage over the more standard memory integration theory, as the system does not have to anticipate which memories would be most relevant to integrate during encoding. Instead, links between events can be dynamically computed on-the-fly using separate memories.
1.4 | Offline generalization during sleep and rest

The memory integration view often focuses on encoding processes. Specifically, its proponents highlight how reactivation of a past related event during the encoding of a new event can result in the formation of an integrated representation. By contrast, on-the-fly generalization assumes that memories of individual events are stored as separate representations that can be simultaneously reactivated when needed. We have already touched upon the possibility that memory integration and on-the-fly generalization may not be mutually exclusive (see also [12], for a review of evidence for each of these scenarios). Additionally, evidence from rodents [45, 46] and humans [47, 48, 49, 50, 51] indicates that memory representations can transform from specific to generalized/integrated spontaneously, during periods of rest or sleep. Recent work indicates a key role for sharp-wave ripples (SWR) in spontaneous generalization. SWRs occur in the hippocampus during periods of quiet wakefulness or sleep and are thought to reflect memory replay [52, 53, 54]. They may extend beyond replay of directly experienced information to anticipate upcoming experience [55, 56], reorder events according to a learned rule [57], and/or join-the-dots between discrete but logically related experiences [45]. In this manner, hippocampal spiking activity during SWRs may provide an efficient means by which memories are integrated for generalization. Integration may happen especially when this is of biological advantage, as suggested by a study where hippocampal SWRs were uniquely found to reflect inferred relationships across events that resulted in reward [45].

Coordinated activity between the hippocampus and neocortex during periods of sleep and rest is hypothesized to provide a potential signature for memory consolidation [53], where hippocampal SWRs correlate with sleep spindles in the neocortex during slow-wave sleep [58, 59]. While this coupling between hippocampus and neocortex during sleep/rest may simply strengthen representations of learned information, it is plausible that hippocampal spiking activity also facilitates formation of generalized representations in the neocortex. Periods of rest and sleep may therefore provide an opportunity to integrate memories across neural circuits, to support flexible and adaptive behavior in the future.

1.5 | Decision bound theory & rule-based generalization

Decision bound theory [60, 61, 62] postulates that people can seamlessly generalize to new stimuli because they learn associations between a region of perceptual space and a response, rather than between specific stimuli and responses. The regions of perceptual space are divided by a ‘decision bound’ so that stimuli falling on one side of this bound are assigned one type of response and stimuli falling on the other side are assigned another. Importantly, a decision bound is best understood as a convenient descriptor of participants’ behavior rather than a postulated underlying mechanism, or something necessarily represented in the brain.

In the Competition between Verbal and Implicit System (COVIS) model of categorization, Ashby and colleagues argue for distinct mechanisms of generalization depending on whether the decision bound is easily described verbally or not [53, 64]. The postulated implicit system of COVIS, attributed to the striatum, is thought to support stimulus-response mapping. It learns slowly and incrementally to associate motor responses with regions of perceptual space, akin to the slow-learning system postulated by the complementary learning systems theory. The decision bound can be inferred from behavioral responses but is not necessarily explicitly represented by the striatum or existing in people’s mind. By contrast, the postulated verbal system, attributed to the prefrontal cortex and later extended to include the hippocampus [65] derives explicit (verbalizable) decision bounds, or rules. The verbal system dominates when an easily verbalizable rule exists, typically when the optimal response is determined by a single stimulus feature (e.g., only color or only orientation).
Not all agree that there is a specific rule-based generalization mechanism, dissociable from a more automatic stimulus-response learning system \[66,67,68\]. However, a number of studies have shown compelling dissociations between categorization based on verbalizable versus more implicit rules (for a review, see e.g., \[69\]). For example, consider that a subject learns the association between short steep lines and one motor response (e.g., “A” button press), and long shallow lines and a different motor response (e.g., “B” button press). Now consider that the subject encounters new stimuli that fall on distinct sides of the same imaginary decision bound between the original A and B category, but in a previously untrained region of perceptual space. For example, the subject may encounter even shorter steeper lines and even longer shallower lines than before. None of the originally firing perceptual neurons are now firing for these lines because these are in a different region of perceptual space to that previously experienced (despite being separated by the same decision bound). This means that, if based on striatal-response mappings, then learning should not generalize to these new stimuli. Casale et al. (2012) \[70\] showed that this was indeed the case for a task putatively dominated by the implicit system (see also Smith et al., 2015 for a replication in macaques \[71\], and Qadri et al., 2019 for a replication in pigeons \[72\]). However, in a task putatively dominated by the verbal, rule-based system, Casale and colleagues found a successful generalization to a new region in perceptual space along the previously learned decision bound. Thus, rule-based generalization seems qualitatively unique and could account for the transfer of knowledge to new situations that are perceptually distinct from old situations (see also section 2.1.4).

2 | ISSUES THAT ARE CURRENTLY HINDERING BETTER SYNTHESIS OF GENERALIZATION RESEARCH

Which theory of generalization best fits existing data? Despite the wealth of data on generalization, synthesis of existing studies to answer this question may be challenging. Many studies have been designed using different definitions of generalization, and have been carried out in different neuroscience subfields, using a variety of tasks, research tools, brain regions and model species. These differences raise the following questions: Are we all investigating the same underlying generalization process? Are we investigating distinct types of generalization supported by different mechanisms? Or are we investigating distinct mechanisms—perhaps subserved by different brain regions—but with some fundamental underlying principles common to all of them? Some of the key challenges to the synthesis of existing data are discussed in this section.

2.1 | The same term for different things?

2.1.1 | Confusing behavioral expression and underlying mechanism

Once we consider the range of generalization theories discussed above, it becomes clear that an observable behavioral outcome (e.g., successful generalization judgment) should not be equated with an underlying mechanism (e.g., construction of a generalized representation). Do successful generalization judgments arise because the participant formed a generalized knowledge representation during learning and now queries this knowledge? Do they arise because the participant integrated multiple experiences in response to task demands, transforming specific memories to generalized knowledge at the time of the generalization test \[43\]? Or does what appears as generalization behavior simply reflect encoding and retrieval of a series of specific memories, without the need for any generalized representations or any unique generalization mechanism \[42\]?

At the mechanistic level, “generalization” could further involve, or refer to, the unique nature of an underlying representation, a transformation process, or an online computation that supports a generalization judgement. For ex-
ample, memory integration theory emphasizes the nature of representations supporting generalization, where generalization behavior itself may be a simple recall of already-generalized representations. In the sleep literature, “generalization” would most commonly refer to the sleep-related formation of generalized representation or to the sleep-related transformation of initially specific memories to more generalized memories (with no immediate behavioral expression at the time of generalization). On-the-fly “generalization” refers to the retrieval and manipulation of multiple representations (something happening with representations). Yet, on-the-fly “generalization” may also involve transformation of representations, as discussed earlier. Different papers and different research subfields tend to focus on different aspects (online or offline computations, representations or transformation) of the postulated generalization mechanisms.

In this paper, we use the term “generalization” to refer to the observable behavioral outcome, irrespective of whether the underlying mechanism involved any generalization-unique representations or computations. Yet, even then, we are facing a breadth of phenomena that fall under the umbrella of generalization behaviors, as many real-world scenarios and laboratory tasks involve the transfer of past experience to novel situations. Whether or not they all share an underlying neural mechanism remains an open question.

2.1.2 “Similarity-based” versus “relational” versus “rule-based” generalization

Similarity-based generalization occurs when information is transferred across multiple stimuli based on similarities in their features. This type of generalization is exemplified by Ivan Pavlov’s famous experiments in the early nineteen hundreds where dogs learned to predict the receipt of food from a bell sound. The conditioned response generalized such that the dogs started salivating not only in response to the original bell sound, but also to similar sounds. Most similarity-based generalization research focuses on perceptual similarity, while some studies in humans also consider semantic similarity [73].

Relational generalization does not require similarities in stimulus features. Instead, relational generalization occurs when information is transferred across stimuli based on arbitrary learned associations. In a famous example of this, Brogden exposed dogs to repeated light-bell pairings before pairing the bell alone with a shock [74]. This caused the bell to elicit a conditioned response to the shock. It also led to generalization of that conditioned response from the bell to the otherwise neutral (perceptually unrelated) light. Since the initial investigation of this type of relational generalization, coined sensory preconditioning [74], a number of studies have shown evidence for relational generalization across a range of different scenarios, including operant conditioning and stimulus-stimulus associations between neutral stimuli [75].

Rule-based generalization, described in models such as COVIS [63][64], is thought to rely on explicit verbalizable rules. A rule is typically based on a defining perceptual feature, such as choosing a response to a new stimulus solely based on whether it is red and ignoring all other perceptual features. As discussed in section 1.5., some have suggested that rule-based generalization is a special case of similarity-based generalization with attention selectively focused on a single dimension [76], while others argue that rule-based generalization is mechanistically unique [63][70][77]. Furthermore, rule-based generalization can occur based on abstract, conceptual knowledge. For example, Shanks and Darby (1998) presented participants with various “foods” (labeled A, B, C, etc) either as individual items (e.g. A) and/or as paired combinations (e.g. AB) [78]. Participants were asked to predict whether these foods were safe or predictive of an allergic response. Participants may have noticed an underlying rule: that foods led to opposite outcomes depending on whether they were presented individually or in combination. At test, in response to paired combinations whose components had only been trained as single items, some participants did not utilize this rule and instead used similarity-based generalization (e.g. predicting an allergic response to AB after learning that A causes
allergic responses). Others were able to generalize using the underlying rule (e.g. predicting that AB is safe after learning that A causes allergic responses). While such abstract rule-based generalization seems especially distinct from similarity-based generalization, some argue it may still be supported by the same computational principles [68].

2.1.3 | Rapid versus incremental learning-based generalization

Historically, slow incremental learning has been highlighted by the complementary learning systems theory as the key mechanism of generalization, giving rise to memory representations that capture common themes across experiences [2]. However, rapid generalization can also be observed in behavior, and may have more adaptive significance. For example, most people will rapidly learn to avoid all angry dogs after a bad experience with just one. Even rapid relational generalization is possible, with evidence showing that this can arise after each relationship has been experienced just once [79]. The theories outlined earlier in the paper ascribe rapid generalization and incremental learning-based generalization to distinct neural systems, such as rapid generalization in the hippocampus in memory integration theory and slow generalization in the striatum and/or neocortex in complementary learning systems theory. Furthermore, rapid generalization is hard to achieve in computational models of incremental learning. This suggests that the underlying principles for rapid and incremental learning-based generalization may be different. Finally, we know that the rapid learning system may provide repetition and teaching signals to the slow-learning system, blurring the division of labor between rapid and incremental learning for generalization. For example, rapidly encoded hippocampal memories are thought to replay during sleep or quiet periods of rest, providing an opportunity to consolidate a more generalized version of those memories into the slow-learning cortex (see [80, 81] for reviews).

2.1.4 | Within-distribution versus out-of-distribution generalization

Machine learning and predictive models reveal yet another way in which different types of generalization may manifest: as ‘within-distribution’ versus ‘out-of-distribution’ generalization. For within-distribution generalization, the data used to test an agent or model comes from the same sample distribution as that used to train it. For example, data from the original distribution can be deliberately held out from training such that it can be used subsequently for cross validation testing. On the other hand, for out-of-distribution generalization, a trained agent or model can be tested on data from a different distribution than the training data. For example, a model could be trained on medical imagery from one hospital and then tested with medical imagery from another hospital.

In machine learning, within-distribution generalization is rather straightforward whereas out-of-distribution generalization is generally more difficult to accomplish. In image classification [82, 83] and robot manipulation [84], even small variations in the data (e.g., the way images are annotated) can lead to a significant drop in generalization performance. Out-of-distribution generalization to a new region in stimulus space is also challenging for humans and non-human primates, except when relying on explicit rules [70, 71]. Another approach to out-of-distribution generalization is transfer of conceptual knowledge of a learned relational structure to novel stimuli [15].

While the distinction between within-distribution and out-of-distribution test data is an important factor in evaluating generalization performance, it may not always be clear whether the test stimuli follow this dichotomy. This is particularly true in neuroscience and psychology studies where the distinction may depend on a variety of experiment-specific variables and goals.

Finally, although performance on training items themselves is never tested in machine learning, their inclusion is common and informative for human subjects. Interestingly, humans often rely on generalization processes even for the highly studied training items [85]. This should be taken into consideration in neuroscience and psychology studies.
where comparisons are made between responses to trained and novel data.

2.2 Different terms for the same thing?

While the term "generalization" likely means several distinct phenomena that are sometimes, perhaps mistakenly, referred to as equivalent, an equally important challenge is to determine which distinct terms refer to the same phenomenon. For example, "similarity-based" generalization (a term that we borrowed from Wasserman et al., 1992 [86]) may be equivalent to what others refer to as "primary" stimulus generalization [87, 88] or "feature-based" generalization [89, 90]. Relational generalization (a term we borrowed from [89]) may be equivalent to what others refer to as "secondary stimulus generalization" [87, 88], "mediated stimulus generalization" [86], "non-similarity-based generalization" [86], and/or even "higher-order conditioning". Relational generalization is itself a superordinate term for other frequently used terms, such as "transitive inference" [91] and "associative inference" [92]. Proposed mechanisms may also have multiple names. For instance, the term "integrative encoding" [7] and "retrieval mediated learning" [93] are referring to the same underlying mechanism of relational generalization. Having multiple terms for the same concepts makes synthesis and cross-talk challenging. There is no easy way to harmonize terminology across labs and fields of study, because certain terms may be well established in a given subfield and an attempt to harmonize with another field of study may cause confusion. By establishing cross-lab interdisciplinary collaborations, such as general adversarial collaborations, common ground may be more readily identified.

2.2.1 Should we really call all these phenomena "generalization"?

While each of the examples noted above is considered a form of generalization by several research groups, there are many that reserve the term "generalization" for what we refer to as "similarity-based generalization". For example, the definition of generalization by Mazur (2016) [94], typically abided by researchers from the field of animal learning, specifies that generalization occurs when a response to a conditioned stimulus is extended to a similar stimulus (like in our example above about Pavlov’s dogs responding to tones of different frequencies even though learning included only a single frequency tone). This definition by Mazur (2016) extends beyond perceptual generalization to include generalization across conceptual similarity space, such as when consumers sometimes extend their favorable attitude about a product with a given brand name to other products with the same brand name (based on the work by Till & Priluck, 2000 [73]). Thus, generalization according to this definition includes multiple forms of similarity-based generalization, but not what we refer to as relational generalization (with rule-based generalization remaining ambiguous). Focusing on similarity-based generalization provides the benefit of clearer assumptions regarding the underlying neural mechanism. For example, we know that the neural representation of a 400 Hz sound would be more similar to a 350 Hz sound than a 200 Hz sound, which explains stronger generalization from 400 Hz to 350 Hz than 200 Hz. One can also use measures of behavioral generalization to make assumptions about the relative similarity of neural representations for different stimuli. Researchers who follow this stricter definition of generalization often refer to the phenomenon that we refer to as "relational generalization" by the broad term "transfer" (this also applies to rule-based generalization) or by more specific terms, such as "higher-order conditioning" or "sensory preconditioning".

Given that “generalization” in the narrower sense of similarity-based generalization seems more precisely defined, shouldn’t we all adopt the more conservative definition rather than lumping relational generalization into the same bag? It is not that simple. As discussed later in this paper, similarity-based generalization (generalization in the narrow sense) and relational generalization (such as transfer or inference) might actually share conceptual and neural mechanisms. For now, however, we acknowledge that what counts and does not count as generalization is not universally
2.3 | Different experimental subjects

To date, a variety of different experimental subjects have been used to investigate generalization, including rodents, pigeons, monkeys, and humans [13, 14, 45, 95, 96, 97, 98, 99, 100, 101]. The type of experimental subject selected in each study is often determined by the methodology required to answer the specific question(s) of interest. Questions at the cellular level require more invasive techniques (e.g. single-cell recordings) and have therefore been largely restricted to animal models. These invasive techniques provide excellent spatial and temporal resolution but cannot currently be used to simultaneously record activity from the whole mammalian brain. Instead, recordings are typically made from one or two target brain regions of interest, whose selection is constrained by the general focus of a given lab and practical limitations such as ease of recording from a particular site. Whether signals observed in the target region of interest may be also represented elsewhere is typically unknown.

In contrast, questions at a more macroscopic level are generally studied in humans, utilizing non-invasive techniques that can record activity from the whole brain (e.g. fMRI and EEG). Functional MRI, in particular, has been one of the most fruitful neuroimaging techniques in humans, providing novel insights into the network organization of the brain and increasing our understanding of functional neuroanatomy and neural representations. However, non-invasive whole-brain techniques typically rely on indirect measures of neural activity and may prioritise spatial (fMRI) or temporal (EEG) resolution, but cannot achieve both simultaneously. Finally, even "high-resolution" fMRI includes thousands of neurons within each voxel (spatial unit of measurement).

The different focus in different species has produced some encouraging converging results, but also left several white spots on the map. While some brain regions, such as the hippocampus, have been investigated in the context of generalization in both humans and animals, other regions firmly established within one species are yet to be investigated across species. For example, the ventromedial prefrontal cortex (VMPFC) has been implicated in a number of human studies on generalization [6, 15, 102, 103, 104] and even in some animal lesion studies [105]. However, single cell recordings from this region are limited by lack of homology across species and by practical difficulties. By contrast, regions within the lateral prefrontal cortex (LPFC) have been frequent regions of interest in animal cognitive research (e.g., landmark studies by Earl Miller, Patricia Goldman-Rakic, and others). This includes work on some forms of generalization [70, 106], even though the LPFC is not widely regarded as a brain region supporting generalization in human subjects. This discrepancy between species may, in part, reflect differences in tasks or differences in brain anatomy between species [107, 108], together with differences in the methods being used. Finally, even human fMRI analyses sometimes focus on predetermined regions of interest. This reduces the number of investigated voxels and therefore the severity of the required corrections for multiple tests, but may miss other regions beyond those hypothesized a priori.

Lastly, it is important to consider experimental tasks themselves, which need to be tailored to the experimental subjects. The key differences include (1) simpler tasks being typically used in experiments with animals compared to humans, (2) use of verbal instructions in humans, (3) prolonged learning across many repetitions and often many days or weeks in animals compared to a few repetitions or even single shot learning in humans, (4) the need to use reward or other behaviorally salient components to achieve a behavioral read-out of learning in animals, which is not always necessary in humans. Each of these task features – difficulty, instruction, repetition, motivation – has been documented to affect learning and behavioral and neural measures, complicating our ability to conduct cross-species comparison. Together, these factors have resulted in a somewhat biased literature, where (a) simpler generalization tasks are typically investigated in animals at the cellular level, and (b) more complex generalization tasks are typically
investigated in humans at a coarser, whole brain level. Because of the inevitable differences in task and methods, it is challenging to discern to what degree any discrepancies between findings in different species are driven by differences in task and methods, and to what degree they reflect true underlying differences in the mechanisms involved in humans versus other species. Bridging this gap will be necessary for a more complete understanding of generalization.

2.4 | Different task designs

We have already discussed that generalization is a heterogeneous concept that encompasses several different phenomena. For example, both similarity-based generalization and relational generalization have been operationalized using many different tasks. The degree to which these different tasks measure the same underlying function is not always clear.

2.4.1 | Episodic inference tasks

Episodic inference tasks constitute one family of generalization tasks that clearly focus on relational generalization. Notably, these tasks are frequently considered to measure the same underlying relational generalization process [12]. The most commonly used episodic inference tasks – acquired equivalence [7, 95], associative inference [6, 45, 92], and transitive inference [109, 110, 111] – are depicted in Figure 1. A real-world example of an acquired equivalence might be that you learn that Barry and Susan both like to go hiking. After learning that Barry also likes rock-climbing, you assume that Susan probably does too. A real-world example of associative inference might be that after seeing Dave in front of a given house and then later seeing Jan in front of the same house, you make the assumption that Dave and Jan are relatives or partners who live there together. One exhibits transitive inference when inferring that pineapples are more expensive than oranges, after learning that pineapples are more expensive than kiwifruit and that kiwifruit are more expensive than oranges. Experimental tasks designed to induce all of these types of episodic inference have been examined in multiple species, with some exciting convergence, particularly regarding the role of the hippocampus and mPFC in both humans and rodents [112]. However, the tasks typically have to be adapted before they can be used in different species, as illustrated in Figure 1 with the human (Fig. 1b) and animal (Fig. 1c) versions of the associative inference task (train A-B, B-C, test A-C). Human subjects typically learn a large number of overlapping associations by simply observing pairs of stimuli on a computer screen, each pair briefly presented 1-3 times. Which response is expected for the inference test trials (A-C) is usually explained to the participants. This, as well as the overlapping pair structure, may even be revealed before learning begins [79]. In contrast, a typical rodent version [113] contains just two sets of overlapping associations (A-B, B-C and X-Y, Y-Z) that are trained over many repetitions spread out over several days. An animal learns a choice for each cue (e.g., to choose odor B over odor Y when presented with the cue odor A) through reward feedback, with no possibility of explicit verbal instructions. Synthesis of human and animal research needs to take those differences into consideration because the number of repetitions, opportunity for sleep/rest, explicit instruction, and the presence of reward have all been shown to affect learning. Some studies have attempted to address this by using reward in both animal and human generalization tasks and avoiding explicit inference instruction in humans [45], helping to equate at least some task features across species and facilitate comparison.
Figure 1. Episodic inference tasks. Letters A, B, C, D, E stand for specific stimuli (e.g., an image on the screen for a human, an odor for a rodent). Green circles represent the correct answers. a. In Acquired Equivalence tasks, participants learn that two probe stimuli are paired with the same choice (A-C and B-C), and also that one of the probe stimuli is paired with another choice (A-D). They are then tested to see if they choose D when presented with B (B-D). b. In human versions of associative inference tasks, participants encode overlapping paired associates (A&B and B&C) via observational learning. They are then tested on the relationship between A and C. Most commonly, subjects are presented with an A probe and asked to select between two stimuli, with the choices being the correct C item and another familiar item. c. In the rodent versions of associative inference tasks, subjects learn through reinforcement learning over many trials to choose B over Y when presented with A, and choose C over Z when presented with B (A-B, B-C). They are then tested to see if they will choose C over Z when presented with A, although the A-C choice was never trained. d. On each trial of transitive inference tasks, participants are shown two images on the screen and asked to choose one. Over many trials through corrective feedback, they learn to choose A over B, B over C, C over D and D over E (A>B, B>C, C>D, and D>E). They are tested to see if they will generalize to assume, for example, B>D.
2.4.2 | Traditional categorization tasks

A second group of generalization tasks are categorization tasks that require a subject to learn a common label or response to denote that a set of stimuli belong to the same category. As the key generalization aspect, categorization tasks typically require generalization of the categorization response to new stimuli, for which the correct response was not explicitly trained. Most categorization tasks elicit similarity-based generalization, although we will discuss some exceptions later on. It should be noted that even categorization tasks that are similarity-based may rely on distinct mechanisms to one another. Categorization research has a long history and a number of stimulus types have been popular over the decades (Figure 2). Examples include dot-pattern stimuli [114], which have adapted for monkeys [90]; stimuli varying along two continuous-valued dimensions such as lines or Gabor patches [115], cartoon-like drawings with several controlled binary-valued dimension [85,116,117]; or even paintings by different artists where the experimenter does not have explicit control over the specific features relevant for categorization [118]. Categorization stimuli may also include stimulus-specific features and/or unique identifiers (names) to allow measuring both generalization across stimuli and memory for specific stimuli in the same task (e.g., cartoon satellites [119]; blended human faces [120]).

2.4.3 | Challenges in comparing generalization in episodic inference tasks and categorization tasks

Generalization in traditional categorization tasks is usually similarity-based. On the other hand, generalization in most episodic inference tasks is relational. Therefore, it would be tempting to assume that traditional categorization tasks measure one type of generalization relying on one mechanism while episodic inference tasks measure another type of generalization relying on another mechanism. However, there is substantial evidence that there exists (a) several distinct category generalization mechanisms, and (b) a substantial overlap between mechanisms of relational generalization and categorization.

First, a body of research indicates that in traditional categorization tasks the mechanism can vary depending on the category structure and upon the task itself (see [64, 121] for a review). For example, the same category structure can be easy or hard to learn and lead to less or more storage depending on the induction task (e.g., inference versus classification [122]. Some of the dissociation proposed and empirically demonstrated include generalization based on the overall similarity versus a unidimensional verbalizable rule [69]; learning characteristic features of a single category versus learning two contrasting categories [123]; and incidental perceptual grouping versus intentional instructed category learning [124]. For example, some studies have A/not-A structure (Fig. 2a) where subjects are first exposed to examples of category A and then tested to see whether they can generalize information such that they are able to differentiate between new examples of category A and stimuli that are not members of category A. Other studies have A/B structure where subjects first learn to differentiate members of two or more categories and are then tested to see whether they can then generalize the learned category labels to new stimuli. Existing work indicates that A/not-A learning may be preserved in amnesia and rely on the striatum, while A/B learning may instead rely on the hippocampus [9,41,117,123].

Interestingly, although research on episodic inference and categorization research have proceeded somewhat in parallel, recent work indicates that some forms of categorization may actually rely on the same mechanisms implicated in episodic inference, including hippocampal-based memory integration [12][14]. Furthermore, the same task seems to sometimes rely on memory integration and at other times rely on the encoding and retrieving of specific category exemplars [125], depending on within-task conditions. Thus, the best way to classify different generalization tasks
and the degree to which superficially similar tasks actually measure the same underlying process remains an open question.

**FIGURE 2** Traditional categorization tasks. Green circles represent the correct answers. a. In the A/B dot pattern stimuli task, via feedback, participants learn to categorize two different groups of dot pattern stimuli (A and B). Each of these categories contain stimuli that share a central tendency, created as distortions from a prototype pattern by moving individual dots with a controlled amount of jitter. Participants are subsequently tested to see if they can accurately categorize: the stimuli from the learning phase; prototypical stimuli from each category; and new stimuli from each category [114]. b. The A/not-A pattern stimuli task only includes examples from a single category during training. At test, new categorical examples are presented as well as new non-categorical examples that are typically random patterns that do not share a central tendency with stimuli from the category or with each other [9]. c. An example of a categorization task that uses stimuli with well-defined binary-value dimensions. Here, cartoon animals vary based on binary characteristics such as color (e.g., yellow/grey), body shape (squared/circular), and/or head orientation (forward/up). Category membership may rely on a single dimension, two dimensions, or more dimensions [85]. Some versions of this type of categorization task are analogous to the dot pattern stimuli task. In this case, one stimulus may serve as the category A prototype and category A exemplars are constructed as its "distortions", where some of the category-typical features are exchanged for atypical features (stimuli in this figure were adapted from Bozoki et al., 2006 [117]).

2.4.4 Non-traditional categorization tasks and the “functional category reward prediction task”

Categories do not have to be based on perceptual similarity. For example, Barsalou (1983) noted that categories can be determined by conceptual similarity, such as the category "fruit" which contains the perceptually distinct but conceptually similar "apple" and "banana" [126]. Category membership can also be determined in a more ad-hoc
fashion. For example, although an apple, a tent, and a lighter are not perceptually or even conceptually similar at first, they may begin to gain conceptual similarity after being classified into the same items-to-bring-camping category. Markman and Stilwell (2001) highlighted the existence of role-governed categories, such as the category “nurse”, which is defined by a specific job/ specific role in society. Jones and Love (2007) noted categories defined by relationships with other stimuli, such as the category “predator” being defined by the role an animal plays during hunting. Category membership may also be determined by function, such as when a $10 bill, $10 in coins, a check for $10, and $10 on your credit card will all function equally well in terms of purchasing power (we shall refer to such categories as “functional categories” for short).

In the context of generalization, we will specifically focus on the last example, which was adapted for the single-cell recording studies in monkeys by Pan, Sakagami and colleagues using their “functional category reward prediction task” (Figure 3). Despite including “category” in the name, this task differs substantially from the traditional category generalization tasks described in section 2.3.2. In its simplest form, monkeys first learn that a set of perceptually and conceptually unrelated stimuli form a category. Despite not sharing any initial similarities, monkeys learn that members of a category share “functionality” in that they all always function to predict the same amount of reward (this amount changes from session to session but is always consistent for members of a given functional category). Because the categories are arbitrary, one cannot test generalization of category labels to new stimuli. For instance, it is not possible to figure out which functional category a book belongs to after learning that a triangle, an apple and a shoe are all members of functional category 1, while a lighthouse, a chair and a daffodil are all members of functional category 2. Instead, one can only test for transfer (or what we call relational generalization), such as generalizing a piece of information learned about one category member to another member.

In Pan et al., (2008; 2014), after the initial category training, one member of category 1 was associated with high reward and one member of category 2 was associated with low reward (or vice versa). Neurons in the striatum and lateral prefrontal cortex (LPFC) were recorded while the monkey was presented with other members of each category. A set of LPFC neurons were found to respond selectively to stimuli associated with their preferred reward level. Another set of LPFC neurons was found to respond selectively to stimuli from their preferred stimulus category. In evidence for the transfer of reward information between members of a given category, yet another set of LPFC neurons were found to combine reward and category information so that they respond more strongly to stimuli associated with their preferred reward level only if they were from their preferred stimulus category (e.g. only to stimuli from category 1 and only when these were associated with high reward). This was found even for category members that themselves had not been directly experienced with reward before (as long as another member from the same category had been), providing evidence for the generalization of reward expectation from one category member to another.

Notably, the striatum did not show reward predictive information for new category members the first time that they were presented, but did so on subsequent test trials with the same stimuli. This indicates that once the generalization response has been computed during the first encounter, it can simply be retrieved on subsequent repetitions and may be represented by regions not involved in its initial computation. Thus, caution is necessary when interpreting a lack of neural activity unique to generalization trials (as opposed to direct retrieval trials) in studies that repeat generalization probes.

Besides Pan et al., several other studies have evidenced the role of LPFC neurons in coding functional categories. Using perceptual categories, EK Miller and colleagues demonstrated that LPFC neurons represent flexible changes of a category border, dependent on the changes in behavioral meaning. Hoshi and Tanji (2000) showed that when monkeys are trained to touch a left panel with their left hand and a right panel with their right hand in one task condition and to touch the left panel with their right hand and the right panel with their left hand in another task condition, M1 and Premotor neurons discriminate left/right hand use while instead LPFC neurons discriminate...
Taylor et al. left/right target (panel [129]). This suggests that LPFC neurons code more abstract signals based on the integration of sensory inputs and feedback from output (motor) signals, which may thus generate functional categories.

**FIGURE 3** Figure 3. The functional category reward prediction task of Pan et al. (2008; 2014). Green circles represent the correct answers. a. During the initial category learning phase, via trial and error, subjects learn to associate groups of stimuli with one another to form two functional categories. If, after seeing one stimulus from a given category (e.g., A1), the subject next selects two other stimuli from that category (e.g., B1 and C1) then they receive a reward. If they do not select stimuli from the same category (e.g., choose B2 and/or C2 after seeing A1) then they are not rewarded. Although not depicted here, subjects learn the stimuli from each group in several different temporal sequences (e.g., A1-B1-C1, B1-C1-A1, and C1-A1-B1). This is to ensure that symmetry is established between category members. b. After initial categories have been well learned, in a separate learning phase, subjects learn to associate multiple novel stimuli with a stimulus from one of the categories (e.g., B1) and multiple other novel stimuli with a stimulus from the other category (e.g., B2). c. At the beginning of each session of the test phase, participants complete several reward instruction trials. In these trials, participants are presented with a stimulus from one category (e.g., C1) along with high reward, and a stimulus from another category (e.g., C2) with low reward. d. After the reward instruction trials in each session of the test phase, participants are tested to see if they will transfer the reward information learned during the reward instruction trials to other members of the same functional category; This is tested for both category members learned during the "initial learning" phase (e.g. to see if they combine A1-B1, B1-C1, and C1-large reward to begin predicting large reward to A1) and for novel category members learned later in the "additional member learning" phase (e.g. to see if they combine N1-B1, B1-C1, and C1-large reward to begin predicting large reward to N1). Rew. = reward.

| Learning phases | Test Phase |
|-----------------|------------|
| **a. Initial category learning** | **c. Reward Instruction** |
| Category 1 | Category 2 |
| ![Diagram](image1) | ![Diagram](image2) |
| **b. Additional member learning** | **d. Reward generalization** |
| Category 1 | Category 2 |
| ![Diagram](image3) | ![Diagram](image4) |
2.4.5 | Challenges in comparing generalization in functional categories, similarity-based categories, and other generalization studies

Some of the challenges in understanding how the research on functional categories from Pan and colleagues [99, 100] fits with more classical generalization research stem from (a) the lack of a human task equivalent, (b) having to limit single cell recordings to specific regions of the brain, and (c) the unclear position of where tasks that use functional categories fit on the spectrum of generalization tasks. For example, Pan and colleagues (2008, 2014) found neurons in two regions in the brain—the striatum and the LPFC—that store information at two different levels (at the individual stimulus level in the striatum and at the category level in the LPFC), but these were the only two regions that were measured in these studies. How comparable, therefore, are these results to those of other generalization studies?

Because functional categorization tasks elicit relational generalization rather than similarity-based generalization, at a conceptual level functional categorization tasks can be considered more similar to episodic inference tasks than traditional categorization tasks. In fact, functional categories like those used by Pan and colleagues could be considered to be an extended case of associative inference (Figs. 1b,c & 3a,b). Nonetheless, studies on associative inference and functional categorization rarely reference each other and focus on different regions of interest. One reason may be that researchers who study associative inference in humans would view it as a form of generalization, whereas functional categorization does not fit into the definition of "generalization" within the field of animal learning.

The closest study in humans to the functional category task used by Pan and colleagues may be a study on the associative inference of reward by Wimmer & Shohamy (2012) [130]. This, however, highlighted the role of the hippocampus rather than LPFC in the generalization of reward information. It is not possible to discern to what degree these discrepancies are driven by different a priori regions of interest (hippocampus versus LPFC) and to what degree they stem from other task differences (e.g. overlearning of the categories in monkeys) and analysis differences (e.g. averaging responses across multiple presentations of the same stimulus [130] versus specifically examining the first response to each stimulus [99, 100]).

While papers on functional categories often highlight the non-perceptual nature of their categories, what role this plays in determining the underlying category generalization mechanism is not clear. For example, many studies that used perceptual rather than functional categories in humans or animal models have also highlighted the LPFC in representing abstract category information and in supporting generalization [89,90,106,131,132], so this neural region does not appear unique for non-perceptual categories. Because members of a given category may become conceptually similar to one another during learning [126,133], it is plausible that generalization in functional categories and perceptual categories relies on the same, similarity-based principles. Furthermore, other studies using direct recordings in primates have instead pointed to the posterior parietal cortices as loci of abstract representation of category information [134] highlighting the challenge of comparing studies with distinct a priori ROIs. Overall, how functional categorization tasks and their results fit into the larger picture of the generalization literature needs to be better determined. Within our GAC, we all see functional categories as relevant to our understanding of generalization, but are not unanimous in where we perceive this task to sit with respect to other generalization tasks.

3 | MORE THAN ONE MECHANISM MAY BE AT PLAY

On the one hand, an array of generalization behaviors have been demonstrated. On the other hand, several proposed mechanisms of generalization have been proposed. It may thus be tempting to assume that different generalization mechanisms perhaps underlie different types of generalization behavior. However, the situation appears to be more complicated than a set of one-to-one mappings between distinct behaviors and mechanisms. Recent work suggests
that more than one of the proposed generalization mechanisms may give rise to the same generalization behavior and that more than one type of generalization behavior may be explained by one of the proposed generalization mechanisms. While a more thorough discussion can be found elsewhere [12], here we will note some of the current findings that indicate multiple mechanisms at play, often within the same task. We will also note the potentially surprising parallels across different tasks. Testing these ideas may be one of the first targets for empirical research and computational models of generalization in the near future.

3.1 Both memory integration and on-the-fly generalization may contribute to both episodic inference and category generalization

The current Generative Adversarial Collaboration started with the goal to resolve differences between a memory integration view of generalization and the view that generalization is accomplished on-the-fly based on separate specific memories. In the process, we have discovered that even though particular papers of ours may argue one way or another, nearly all of us are actually in agreement that both mechanisms likely support generalization, under different conditions, in different tasks, in different subjects, and that they may even operate in parallel.

In episodic inference studies, compelling evidence was found both for integrative encoding [7] and for retrieval-based on-the-fly inference based on separate memories [13]. Furthermore, some studies have shown evidence for both integrative encoding and on-the-fly generalization in the same task [79,102,135], indicating that these mechanisms may not be mutually exclusive. Interestingly, we would like to argue that both integrated and separate representations seem to play a role in the generalization of categorical knowledge as well. The assumptions of integrated versus separated representations are embedded in the prototype and exemplar models of categorization, respectively. Whether generalization is better explained by assuming it is based on an exemplar representation of specific category members [66], or a prototype representation that constitutes a summary representation abstracted across category members [136], has been debated for decades.

3.1.1 Prototype and exemplar models as tools for indexing integrated versus separate representations

In prototype models, category learning results in the formation of a generalized category representation. This is the ideal member of a category or an integrated average of existing members of a category, called a “prototype”, which guides generalization judgements for new stimuli [14,114,136]. In exemplar models, categories are represented by all previously encountered members of a category, called “exemplars”, that jointly guide generalization judgements for new stimuli [66,131,137,138]. Both of these types of models assume that one compares the current stimulus to representations (prototype or exemplar) of all relevant categories and chooses the category that is perceived as the most similar, i.e., closest to the current stimulus in perceptual space. Because the relationship between physical similarity and perceived similarity is assumed exponential rather than linear [132], perceived similarity of a new stimulus to the category prototype is not mathematically equal to its perceived similarity to the exemplars, resulting in dissociable predictions from the two models under most circumstances.

Exemplar models, which assume that categories are represented by the specific instances that a subject encountered during training, account well for performance in many laboratory categorization tasks. However, what is an "exemplar" in the real world context is ambiguous [122]. For example, one may consider “the neighbor’s dog” to be a single exemplar of the category "dogs", or one may consider each encounter with the neighbor’s dog to be stored as an exemplar. When passing by a new dog, multiple unique images of that dog with slightly different views are
projected onto our retinas. Do we store a new exemplar for each of these or just one new exemplar as an integrated average across time and viewpoints? In other words, what is an exemplar at one level of description may be itself a “prototype-like” abstraction from many exemplars at a higher level. The categorization model SUSTAIN circumvents this issue by not differentiating between prototypes and exemplars and instead assumes that similar experiences can be coded together as “clusters” at varying levels of abstraction [122].

Despite their shortcomings, exemplar and prototype models have proven fruitful as indices of the representations that generalization judgments are based upon, respectively: relatively specific representations versus relatively generalized (integrated) representations. For example, a recent study found neural signals consistent with the prototype model in the hippocampus and ventromedial prefrontal cortex, the same regions shown to support integrated memories in episodic inference paradigms [14]. A follow-up study showed that both prototype and exemplar representations of categories can emerge in parallel in the brain during learning [101], providing further evidence that generalization mechanisms based on specific and integrated representations might not be mutually exclusive. Finally, several studies replicated the same hippocampal-VMPFC interactions in prototype-based categorization [14][17][101] and in memory integration of overlapping relational memories in episodic memory tasks [6][102]. This overlap in principles and neural mechanisms indicates that superficially very different tasks may rely on the same sets of mechanisms.

3.1.2 | Neural dissociations that may map onto separate versus integrated memory codes

Supporting the idea that multiple representations can be stored in parallel in the brain is growing evidence for a topological divide in hippocampal function: coarser, integrated information is represented in the anterior hippocampus and more fine-grained, specific information is represented in the posterior hippocampus (see [140] for a review). Human fMRI further indicates the concurrent presence of both types of representations [16][101][141][142]. The human anterior/posterior distinction parallels the ventral/dorsal gradient in rodents, with coarser, larger receptive fields in the ventral hippocampus and finer, smaller receptive fields in the dorsal hippocampus [143]. A similar topological divide is found along the medial-lateral axis of the human PFC, with the mPFC representing more integrated and the LPFC representing more specific information [14][101][131]. However, even this may be an oversimplification, as can be seen from studies showing both integrated and specific representations within the mPFC [16] and within the LPFC [90].

3.1.3 | Challenges to inferring underlying representations

As noted earlier, different pathways may lead to the same behavioral outcome. Many of the recent advances which allow better arbitration between these mechanisms result from advanced analysis and modeling approaches, such as multivariate pattern analyses or utilizing quantitative predictions of mathematically formalized prototype and exemplar models in fMRI data analysis. However, estimating the underlying representations from patterns of behavioral and neural data always involves an inference and relies on assumptions that some may call into question. For example, could a poor memory for specific exemplars manifest as a prototype representation? When someone’s behavior indicates that they are focusing on a single dimension of a multidimensional stimulus, should we conclude they are using an explicit rule [69]? Or should we treat it as an exemplar representation with strong selective attention [76]? And can we rule-out a prototype representation if a prototype model provides an equally good data fit? To be confident in our interpretations, assessing the same questions using complementary measures and converging evidence should be beneficial.
3.2 | Conditions that bias integrated versus separate encoding of information

In the prior section, we discussed evidence that events may be represented at multiple levels of specificity simultaneously. However, some studies have observed generalization behavior to be dominated by primarily one mechanism, either integration or on-the-fly retrieval of separate memories. What may determine how we encode related experiences?

3.2.1 | Similar experiences are likely integrated, dissimilar separated

Increased similarity between related experiences seems to increase the probability of integration. In categorization tasks, a key factor in determining which type of representation one will form for the category is the degree of within-category similarity or coherence of training instances [90, 125]. When category members have high perceptual coherence, then it is easier to extract the central tendency of the category and category label generalization tends to be prototype-based. When perceptual category members have low perceptual coherence then category label generalization tends to be exemplar-based. The same categorization task may thus rely on distinct mechanisms, with dissociable behavioral and neural signatures [101]. Similarly, in associative inference tasks, similar context promotes integration of overlapping associations (AB & BC represented as ABC) while distinct contexts lead to encoding of overlapping associations as separate (AB, BC) [144].

3.2.2 | Events encountered close in time tend to be integrated in memory

Another key factor shown to mediate the bias towards an integrated representation versus separate representation, identified in episodic inference tasks, is the temporal proximity in which events are experienced [135, 145, 146]. At the cellular level, the ensemble of neurons activated during the formation of a new memory do not immediately return to baseline levels of activity afterwards, so the same ensemble is more easily recruited for the formation of a subsequent memory (“memory allocation hypothesis” [147]). Representing events encountered close in time by overlapping neuronal populations leads to their integration and generalization of behavior from one event to the other [145, 146]. Human fMRI studies have shown evidence consistent with this proposal, such as increased representational similarity for events encoded close in time [148, 149] and increased evidence for integration in an associative inference task when overlapping events occurred on the same day, as opposed to on two consecutive days [135]. It may be the case, however, that while overall close temporal proximity of learning increases the chances that memories will be integrated, the first memory needs to be firmly established before the second memory can be integrated with the first. Consistent with this, Schlichting et al., (2015) found that overlapping events (e.g. A-B and B-C) were more likely to be integrated (to form an A-B-C memory) if these were learned in different blocks rather than in one interleaved block of learning [16].

3.2.3 | Representations may change over time

The studies discussed above indicate that representations of related events are sometimes encoded separately and sometimes encoded in an integrated manner. However, we also discussed in sections 1.3. and 1.4., some evidence that initially separate memories may ultimately become integrated through offline processing during sleep or rest or in response to task demands. For example, recalling multiple separate episodic memories may lead to their integration at the time when a generalization response is made, changing their representation from separate to integrated [43].
Thus, separation and integration pathways to generalization may ultimately converge to the same endpoint. It is intuitive to assume that people must first store memories for specific events before they can connect the memories and generalize. However, the temporal sequence does not always evolve from separate memories to generalized memories. For instance, research about memory development has demonstrated that children build generalizable knowledge and conceptual understanding well before their memory for specific events matures. One of our own studies, which allowed us to look for changes in representations underlying categorization decisions in a single experimental session, found no evidence of exemplars preceding prototypes during training. Moreover, a study by Johansen & Palmeri (2002) found the opposite: reliance on generalized category information early in learning with exemplar retrieval only observed later in learning. Together, these results show that representations underlying generalization may change over the course of learning, time, or development, but that the direction of this shift is not straightforward and may depend on additional parameters.

3.2.4 | Conditions affecting other forms of generalization

Going beyond the separation versus integration dichotomy, many other conditions and task factors have been shown to determine the type of representations and neural mechanisms that support generalization behavior. We have already mentioned the number of learning trials, verbalizability of a decision rule, feedback versus observational learning, A/B versus A/notA category structure, or the presence of reward. Additional highly studied factors include cognitive load or sleep. The degree to which the behavioral and neural differences found under these different conditions reflect entirely distinct generalization mechanisms versus differential engagement of a single common mechanism (e.g. better or worse online integration of information for generalization) remains to be clarified.

4 | THE WAY FORWARD IN TACKLING THE IDENTIFIED ISSUES

In this paper we have discussed how different generalization-related terms and different ways of operationalizing generalization are used within different subfields and by different groups of researchers. Cross-lab interdisciplinary collaborations, such as general adversarial collaborations, may provide a medium to unify these terms and inspire new approaches. Furthermore, a meta-analysis comparing results from existing studies that have investigated similar aspects of generalization (i.e. those suspected to represent the same underlying concepts and/or processes) could be of great benefit. Here, we outline three existing questions that we identified in the course of this Generative Adversarial Collaboration and that would facilitate better synthesis of findings across labs and species. After introducing each question, we provide a specific research study proposal to help answer the question.

4.1 | Question 1: Are we all measuring the same generalization phenomenon?

A range of tasks have been used in research on generalization, but whether they capture the same underlying mechanism has not been evaluated. Different episodic inference tasks (Figure 1) are typically considered to address the same mechanism of memory integration. However, as we noted earlier, they all may involve various degrees of on-the-fly retrieval-based inference across separate memory representations. The episodic inference tasks also differ along several important dimensions – feedback versus observational learning, number of repetitions, explicit instruction for inference versus uninstructed probes – that have all been shown to affect the type of memory representations
involved. It is thus important to determine the degree to which all these episodic inference tasks capture the same underlying generalization ability, dissociable from the ability to remember specific information.

Category learning has been studied largely in a separate line of research to episodic inference tasks. Because of the evidence that categorization tasks have provided for the multiple memory systems view [160], categorization has been often considered to rely on non-declarative forms of memory, such as the striatum rather than the hippocampus. Furthermore, any hippocampal contributions to category learning have been automatically assumed to signify memory for specific exemplars. Only recent work has started to demonstrate that prototype-based categorization may rely on the same hippocampal-based memory integration mechanism as proposed for the episodic inference tasks. Specifically, prototype formation and prototype-based generalization seems to involve hippocampal- VMPFC interactions that may be linking features of individual exemplars into integrated, prototype category representations [14]. It is also possible that exemplar-based generalization relies on the same mechanisms as on-the-fly retrieval-based inference [12], which may or may not be fully accounted for by memory for specific episodes.

Individual differences provide a unique means to uncover the degree to which different tasks rely on shared or unique underlying cognitive processes. If the tasks measure a single generalization ability, then participant’s performance in one putative generalization task should track their performance in another putative generalization task (more so than other cognitive tasks). But do a participant’s behavioral and neural measures (response times, accuracy, neural response, or other) in one generalization task predict their results in other generalization tasks? Do subjects display reproducible neural activity across these tasks that would be predictive of generalization performance? We believe that examination of these questions is important to address the issue of whether or not we are all measuring the same generalization mechanism.

As a first step, we propose to employ a large N individual differences study that would test participants in a range of putative memory generalization and memory specificity tasks, in addition to control tasks that do not involve memory but require general motivation and compliance. Importantly, memory generalization tasks would include both episodic inference tasks and categorization tasks to test for their shared and unique variance. Using factor analyses, we would be able to test the hypothesis that individual differences in generalization across a range of tasks can be captured by one shared factor, dissociable from the ability to remember specific details. We will compare it to a model with two generalization factors, such as what could happen if some tasks primarily rely on memory integration while other tasks primarily rely on retrieval of separated specific memories. A subsequent latent-variable fMRI study would aim to link individual differences in memory specificity and generalization factors to resting- state and task-based fMRI metrics (connectivity, stimulus-evoked activation patterns) from the hippocampus and other regions previously shown to track performance in individual tasks. This work would determine to what degree different tasks capture the same underlying generalization ability or abilities, dissociable from the ability to remember specific information. Results will inform theoretical synthesis of existing work and future research directions, as well as provide a critical step toward the formulation of a comprehensive theory of generalization. Neuroimaging results will provide new means to dissociate hippocampal contributions to generalization through its role in memory for individual events and the postulated distinct role in forming representations that link information across events. The results will help resolve between theories of spatial segregation of distinct hippocampal codes across subfields and anterior-posterior axis.

4.2 Question 2: How does functional categorization arise in humans?

Categories do not need to be based on the perceptual similarity of their members. “Functional categories” are one such example (see section 2.4.4.). Work in primates has demonstrated generalization of information between members of a functional category (Pan et al., 2008), but the underlying mechanisms remain to be examined in humans.
To what degree do mechanisms of functional categorization align with those of episodic inferences (such as associative inference or higher-order conditioning) and those of perceptual categorization? On the one hand, distinct neural processes have been implicated for episodic inference (hippocampus, VMPFC) and functional categorization tasks (LPFC), despite these both involving relational generalization. On the other hand, common findings are sometimes reported for perceptual and functional categorization (e.g. the LPFC is often implicated in both in monkeys), despite the fact that perceptual categorization involves similarity-based rather than relational generalization. This may indicate a common mechanism behind categorization, regardless of whether it is perceptual or functional, as previously proposed for similarity-based versus relational categories [133]. Overall, because research on functional categorization, perceptual categorization, and episodic inference have largely evolved independently, it is difficult to determine to what degree the aforementioned differences and commonalities result from the differences in a priori regions of interest, the species used as subjects, and/or the tasks employed. We identified this particular problem as a starting point for our own future across-lab collaboration because the members of our generative adversarial collaboration have expertise spanning these different lines of research.

Given that i) functional categorization appears related to both episodic inference and perceptual categorization, and ii) a variety of neural regions have been implicated in the processing of each of these, we propose to examine the neural correlates of functional categories in humans, at the whole brain level. For this purpose, we propose a new fMRI-based task inspired by the work of Pan et al. (2008, 2014) [99, 100]. Similar to the original monkey task, human participants would first, with reinforcement, learn to group unrelated visual stimuli into categories (as in Figure 3). Then, they would be tested to see if they can propagate reward associations from one stimulus to other members of the same category. Importantly, we can explicitly ask human participants how confident they are that they will receive high/low reward when they are presented with a given stimulus, which provides us with a self-reported behavioral measure of generalization. Using reinforcement learning algorithms, we will model behavior during the learning phase(s) and use model parameters as predictors of future generalization performance. To arbitrate between the underlying mechanisms, we will investigate the representational content in specific brain areas previously linked with episodic inference and categorization (both perceptual and functional), examine the connectivity between these brain regions, as well as use model-based fMRI analyses to link trial-by-trial fluctuations in latent behavioral variables (estimated through computational modelling) to neural signals. More specifically, we will investigate whether the use of functional categories to make reward predictions is supported by separate or integrated memories in the striatum, LPFC, hippocampus, and/or VMPFC and examine how these regions work (or do not work) together. This work will shine a light on how humans can flexibly route relevant information across conceptual dimensions (i.e., between members of a functional category), one of the hallmarks of intelligence.

4.3 | Question 3: What is the function of the LPFC in functional categorization?

As mentioned above, functional categorization is related to episodic inference but distinct neural regions have been implicated for these via different tasks in distinct species: the hippocampus in episodic inference in humans and rodents and the LPFC in functional categorization in monkeys. While the proposed study in section 4.2. aims to resolve these discrepancies using human fMRI, the study proposed here will be a more direct follow up on the original work by Pan, Sakagami, and colleagues [99][100]. It will use neural recording and chemo- and opto-genetic suppression techniques in monkeys, specifically in the hippocampus and the LPFC, to uncover the mechanisms of functional category formation.

The transfer of information through arbitrary overlapping associations occurs in both episodic inference tasks (e.g. A-B, B-C, thus A-C) and the functional category task (e.g. because B1 and C1 are already known to belong to category
1, learning N1-B1 may cause processing of N1-category 1, category 1-large reward, thus N1-large reward). A key difference between them is that episodic inference tasks result in many unique groupings built on stimulus-stimulus associations (e.g. A1-B1-C1, A2-B2-C2, A3-B3-C3, A4-B4-C4, etc) but the functional category task results in just two groupings (e.g. high reward associated with all category 1 stimuli and low reward associated with all category 2 stimuli). Although the hippocampus is a key brain structure for the transfer of information across overlapping stimulus-stimulus associations in episodic inference tasks, its role in linking overlapping stimulus-stimulus associations into functional categories, so that information can be transferred between category members, remains to be determined. Are hippocampal stimulus-stimulus associations necessary for the formation of functional categories? And if so, are these alone sufficient or is LPFC involvement also necessary? (Because, in the extreme case, previous results showing functional category coding in the LPFC could simply reflect LPFC read-outs of hippocampal computations.)

Here, we propose a monkey experiment, inspired by the work of Pan, Sakagami, and colleagues [99, 100], in which monkeys should first learn two categories of perceptually unrelated stimuli. For example, monkeys might learn that A1, A2, A3 belong in category 1 and that B1, B2, B3 belong in category 2. In the subsequent test period, novel stimuli will be associated with a member of each category. For example, monkeys might learn to select An over Bn after the presentations of A1 (A1→An). They will then be tested to see if they can make transitive inferences (e.g. that An should be selected over Bn after presentation of A2; A2→An), assumptions of symmetry (e.g. that A1 should be selected over B2 after presentation with An; An→A1), and transitive+symmetric inferences (e.g. that A2 should be selected over B2 after presentation with An; An→A2).

In our proposed task, if neurons encoding a functional category can extend information from one member of the category to other members without direct experience, then they should reflect categorical information in tests involving transitivity and/or symmetry and the monkeys should have good behavioral performance. Whether or not hippocampal activity (representing stimulus-stimulus associations) is necessary for the formation of functional categories could be tested by chemo- or optogenetic suppression of the hippocampus during the learning of novel stimuli (An, Bn). If hippocampal activity is necessary then, after learning with a silenced hippocampus, neither behavioral responses nor neural activity in the hippocampus or LPFC would reflect category information. This should also lead to failures in transitive inference.

If the hippocampus is found to be necessary for the formation of functional categories then the next question is whether or not this alone is sufficient. One alternative might be that the LPFC is also necessary. It is expected that the LPFC might be required for functional categorization, not only based on the work of Pan et al (2008, 2014), but also because it codes both sensory and motor information [129,161], even at a level of abstraction sufficient for the generalization of information (e.g. “motor category” neurons were found in the LPFC [162]). Hence, linking the sensory information of multiple stimulus-stimulus associations with motor information (shared response requirements between category members) may allow for formation of functional categories in the LPFC.

If sensory-motor associations are indeed linked to form categories in the LPFC, then changing the required responses (e.g., putting the stimuli on the left/right instead of up/down positions of the screen, so that required responses would change from left/right to up/down) would induce systematic changes in the activity of category coding LPFC neurons. To test the necessity of the LPFC for functional categorization, in our proposed task chemo- or optogenetic suppression of the LPFC could be performed during the learning of novel stimuli (An, Bn). If LPFC activity is necessary (and so the hippocampus, without it, is not sufficient) then, after learning with a silenced LPFC, behavioral responses should not reflect category information. Note that this silencing of the LPFC during learning is also necessary to fairly examine hippocampal responses to see if they are sufficient for functional categorization. This is because the LPFC might otherwise convey category information to regions downstream, including possibly the hippocampus, as has previously been demonstrated with the inferior temporal cortex [163]. If the hippocampus is not sufficient and
the LPFC is indeed necessary then hippocampal neural responses to a given stimulus (e.g., A1), after learning with a silenced LPFC, should represent the paired specific stimulus (e.g., A2, A3, or An) and not its entire category (e.g., category 1). In this case, because the hippocampus would still be intact, transitive inference across stimulus-stimulus associations may still be found.

Examining these precise hypotheses should clarify the role of the hippocampus and the LPFC in functional categorization, as well as further clarifying the relation between episodic inference and functional categorization. Findings from this study will contribute a better integration of functional categorization within the broader field of generalization.

5 | FINAL COMMENTS

In this paper we highlighted the challenges in arbitrating between different theories of generalization. We further sought to find points of contact across the relevant research subfields. In short, we note that in the literature: the term "generalization" sometimes refers to a mechanism and sometimes to a behavioral outcome; what does and does not count as generalization may not be entirely agreed upon; research in different experimental species (humans, non-human primates, rodents) typically focuses on different questions; and a variety of generalization tasks are commonly used, with little clarity on whether these tap into the same or different processes. Overcoming these challenges will take time and it will take explicit effort to synthesize distinct lines of research. As a way forward in bridging some of the existing gaps in our understanding of generalization, we present three experimental proposals to examine questions that came up across the course of our GAC. Finally, we hope that this paper and new interactions across the broad fields of study within our GAC will help generate a fruitful framework for future generalization research.
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