Analysis of the dissipative range of the energy spectrum in grid turbulence and in direct numerical simulations

Anastasiia Gorbunova$^1$, Guillaume Balarac$^2$, Mickaël Bourgoin$^3$, Léonie Canet$^1$, Nicolas Mordant$^2$, Vincent Rossetto$^1$

$^1$ Univ. Grenoble Alpes, CNRS, LPMMC, 38000 Grenoble, France
$^2$ Univ. Grenoble Alpes, CNRS, LEGI, 38000 Grenoble, France
$^3$ ENS Lyon and CNRS, physics department, 69000 Lyon, France

We present a statistical analysis of the behavior of the kinetic energy spectrum in the dissipative range of scales of fully developed three-dimensional turbulence. We analyze spectra recorded in experiments of grid turbulence generated in the Modane wind tunnel, and spectra obtained from high-resolution direct numerical simulations of the forced Navier-Stokes equation. We focus on wave-number scales in the near-dissipative range. We find that in this domain, the spectra behave as a stretched exponential with an exponent $\alpha = 0.68 \pm 0.19$. This result corroborates previous DNS studies which found that the spectrum in the near-dissipative range is best modeled by a stretched exponential with $\alpha < 1$. Moreover, we here give an estimate for the actual value of $\alpha$, which turns out to be in precise agreement with the theoretical prediction $\alpha = 2/3$ from the non-perturbative renormalisation group.

I. INTRODUCTION

The very chaotic nature of the motion of a fluid driven to a turbulent state calls for a statistical description. A striking feature of three-dimensional (3D) turbulence is the emergence of very robust universal statistical properties, such as the well-known $k^{-5/3}$ decay of the energy spectrum over a wide range of scales called the inertial range. This inertial range exists at sufficiently high Reynolds numbers, when the typical scale at which energy is injected (called the integral scale $L$) and the microscopic scale (called the Kolmogorov scale $\eta$) at which it is dissipated by molecular friction, are well separated.

The first understanding of these properties was provided by the pioneering statistical theory of turbulence proposed by Kolmogorov, and referred to as K41 [1][3]. K41 theory relies on the fundamental assumptions that the small-scale turbulence is statistically independent of the large scales, that it is locally homogeneous, isotropic and steady, and that the average energy dissipation rate per unit mass $\epsilon$ is finite and independent of the kinematic viscosity $\nu$ in the limit $\nu \to 0$. This implies that the statistical properties of small-scale turbulence should be determined uniquely by $\epsilon$ and $\nu$. In particular, the energy spectrum should take the universal form

$$E(k) = \epsilon^{2/3}k^{-5/3}f(k\eta)$$

where $\eta = \nu^{3/4}/\epsilon^{-1/4}$ is the Kolmogorov scale. The function $f$ is universal. In the inertial range, viscous effects are expected to be negligible, so that the spectrum should not depend on $\eta$, which implies that $f(x)$ should tend to a constant $C_K$ for $x \to 0$, while $f$ should fastly decay at large wave-numbers $x \gtrsim 1$, which corresponds to the dissipative regime [3].

Although $f$ is expected to be universal, its analytical expression is not known. Several early empirical expressions of the form $f(x) \sim x^{-\beta}\exp(-\mu x^\alpha)$, with different values for $\alpha$ (1/2 [6], 3/2 [7], 4/3 [8] or 2 [9][11]) were proposed, on the basis of approximate fits of experimental data or (approximate) analytical considerations [12]. Besides, different theoretical arguments focusing on the limit of large $k$ (Direct Interaction Approximation [5], asymptotic expansions [13][15]) advocated that in this limit, the spectrum should decay as a pure exponential $\alpha = 1$. This result can be understood as a consequence of regularity at very small spatial scales, i.e. sufficiently deep in the far-dissipative range.

Subsequently, the behavior of the spectrum in the dissipative range has been extensively studied in experiments [10][19] and Direct Numerical Simulations (DNS) [20][26]. Accurate experimental measurements of the spectrum at small scales are difficult to obtain, and several fits of the spectrum in the dissipative range have been proposed, for instance pure exponential functions with $\alpha = 1$ but on two successive separate ranges in [10], or a single pure exponential but with different coefficients $\mu$ in [19] and [24]. Conversely, the analysis of Ref. [17] concluded that an exponential with $\alpha = 2$ was the best fit for the experimental data, while another empirical form is proposed in [28].

The DNS can in principle provide more accurate data for the spectrum in the dissipative range, but their high computational cost limits the studies to either low or moderate Reynolds numbers in order to reach high spectral resolution [21][22][24][26] or to lower spectral resolutions to reach higher Reynolds numbers [20][23][25]. In practice, most of these works assumed that $\alpha = 1$, and aimed at determining the exponent $\beta$ for the power laws (or combination of power laws) in front and the value of $\mu$. Although a pure exponential fit was shown to be a reliable model for the spectrum at very low Reynolds numbers [26], it turned out not to be suitable to model the whole dissipative range at moderate Reynolds numbers [24], and the result of the fit was found to depend significantly on the choice of the fitting range [23].

An extended analysis of the existing results for the dissipative range is provided in a recent account [29]. This work (and previous studies) point to the conclusion...
that there exist two distinct regimes: the near-dissipative range (NDR) for \(0.2 \lesssim k\eta \lesssim 4\) and the far-dissipative range (FDR) for \(k\eta \gtrsim 4\). In the NDR, the logarithmic derivative of the spectrum is not linear, such that a pure exponential is not a consistent description, and its curvature indicates that \(\alpha < 1\). In the FDR, the decay of the spectrum is well described by an exponential (\(\alpha = 1\)). This finding may explain the failure of previous attempts to describe the whole dissipative range as a pure exponential with various power-laws \[29\]. Note that no consensus seems to be reached concerning the power-laws multiplying the exponentials in either regime.

Independently, a theoretical prediction for the behavior of the spectrum in the dissipative range has been recently obtained from a Non-perturbative Renormalisation Group (NPRG) approach. This theoretical approach is a “first-principles” one, in the sense that it is based on the Navier-Stokes equation, without involving any phenomenological inputs nor uncontrolled approximations. It has recently led to a progress in the understanding of homogeneous isotropic and stationary turbulence, by providing the time dependence of multi-point correlation functions in the turbulent state \[30, 31\]. Concerning the energy spectrum, the NPRG results show a stretched exponential behavior with \(\alpha = 2/3\) in the NDR, whereas it is regular (pure exponential) in the FDR. This value for \(\alpha\) in the NDR was then confirmed in DNS \[32\], and also in experiments of von Kármán turbulent swirling flow \[33\]. However, obtaining a quantitative estimate of the exponent of the stretched exponential is a difficult task, as it requires a sufficiently extended dissipative range and a high resolution.

In this work, we perform DNS with a different compromise favoring higher Reynolds numbers while keeping a sufficient spectral resolution in order to reliably probe the near-dissipative range. Moreover, we present a statistical analysis of the experimental data recorded in the Modane wind tunnel, featuring grid turbulence. Grid turbulence appears as a particularly suitable set-up to investigate the dissipative range, since high Reynolds numbers can be attained, and the Kolmogorov scale is typically larger in the air than in liquids, such that a higher resolution can be expected. Besides, the unique dimensions of the S1IMA wind tunnel of ONERA in Modane, where the experiments discussed here were performed, allow one to investigate relatively high Reynolds number regimes with yet experimentally well resolved dissipative scales \[34\]. In the following, we focus on the NDR, and more specifically on the exponential part, irrespective of the power-laws. We find from our analysis that the energy spectrum follows the predicted stretched exponential behavior, with an estimated exponent \(\alpha = 0.68 \pm 0.19\), in close agreement with the NPRG result.

The remainder of the paper is organized as follows: in Sec. I we give some details on the NPRG prediction which we aim at testing. We present in Sec. II the results from the DNS, and in Sec. III the statistical analysis of the experimental data. Additional details are reported in the Appendices.

II. THEORETICAL PREDICTION FOR THE NEAR-DISSIPATIVE RANGE

The NPRG \[31\] is a modern formulation, both functional and non-perturbative, of the original Wilsonian RG \[35\]. The starting point is the stochastically forced Navier-Stokes equation for incompressible flows. In this framework, it was shown that the RG flow equation for any multi-point correlation function can be closed exactly in the limit of large wave-numbers, and that this closed flow equation can be solved analytically at the fixed point – which corresponds to the stationary turbulent state. This solution provides an expression for the time dependence (i.e. the dependence in the time delays in the stationary state) of any n-point correlation function, which is exact in the limit of large wave-numbers, in both regimes of small and large time delays. These results were obtained for 3D \[30\] and 2D turbulence \[31\].

Let us now briefly present the NPRG result concerning the form of the energy spectrum in the dissipative range. Our aim is not to give any technical details on its derivation, which can be found in Refs. \[30, 32\], but rather to emphasize its domain of validity. This result stems from the solution at the fixed point of the closed flow equation for the two-point velocity-velocity function \(C(t, \tilde{k})\). At small time delays \(t\), the latter takes the precise form

\[
C(t, \tilde{k}) \equiv \mathrm{TF} \left\langle \tilde{v}(t_0 + t, \tilde{x}_0 + \tilde{x}) \tilde{v}(t, \tilde{x}) \right\rangle
= A e^{2/3 k^{-11/3}} \exp \left( -\gamma (\epsilon L)^{2/3} (tk)^2 + \mathcal{O}(k) \right),
\]

(2)

where TF means the spatial Fourier transform and where \(\gamma\) and \(A\) are non-universal constants, \(\epsilon\) is the mean energy dissipation rate and \(L\) the integral scale. The leading term at large wave-number in the exponential, which is of order \(k^2\), is exact in this expression, whereas the exponent of the power-law in front of the exponential is not. Indeed, the latter could be modified if terms of order \(\ln(k)\) exist in the exponential, which are included in the indicated \(\mathcal{O}(k)\) corrections neglected at this order of calculation.

It is shown in Ref. \[32\] that the behavior of the energy spectrum in the dissipative range can also be probed in this framework, by taking the appropriate \(t \to 0\) limit, accounting for the existence of the Kolmogorov scale, or equivalently of the Kolmogorov time-scale \(\tau_K\). Under the additional assumption that the scaling variable \(tk^{2/3}\) saturates in this limit, that is \(\epsilon^{1/3} tk^{2/3} \to \epsilon \tau_K L^{-2/3} = (\eta/L)^{2/3}\) when \(t \to 0\), one obtains

\[
E(k) \equiv \lim_{t \to 0} 4\pi k^2 C(t, k) = A' \epsilon^{2/3} (k\eta)^{-\beta} \exp \left( -\mu (k\eta)^{\alpha} \right),
\]

(3)

with \(\beta = 5/3\) and \(\alpha = 2/3\) and where \(\mu = \gamma (\eta/L)^{2/3}\) is a (positive) non-universal constant and \(A' = 4\pi A\eta^{5/3}\).
Let us emphasize that this behavior is valid at large wave-numbers, but which are still controlled by the fixed point: this should correspond to the NDR. Indeed, in the FDR, for very small spatial scales, one expects all behaviors to be regularized by the viscosity, in particular that of the the two-point correlation function. Hence, the Fourier transform of this function should be analytical, which means that it should decay as a pure exponential in this range.

As already discussed in our comment of [2], the exponent $-5/3$ is not exact in expression (1), since it could be subjected to corrections from sub-leading terms in the exponential. Hence, formula (3) does not allow to discriminate between the various power-laws which were proposed in the literature. In the following, our aim is to determine the exponent $\alpha$ in the exponential, irrespective of the precise form of the power-laws.

Previous studies mainly focused on the first logarithmic derivative of the spectrum, defined as

$$D_1(k\eta) = \frac{d\ln(E)}{d\ln(k\eta)} = -\beta - \mu\alpha(k\eta)^\alpha,$$  \hspace{1cm} (4)

where the general form (3) was used in the second equality. However, extracting the value of $\alpha$ from this expression requires a three-parameter fit, which is not realistic given the typical extent of the NDR and quality of the data in this range. Our analysis concentrates on the second and third logarithmic derivatives defined as

$$D_2(k\eta) = \frac{d(-D_1)}{d\ln(k\eta)} = \mu\alpha^2(k\eta)^\alpha$$  \hspace{1cm} (5)

$$D_3(k\eta) = \frac{d\ln(D_2)}{d\ln(k\eta)} = \alpha.$$  \hspace{1cm} (6)

The curve of $D_2$ in the dissipative range is hence expected to be a line in log-log scale, whose slope is given by $\alpha$, while the curve of $D_3$ is expected to exhibit a plateau in this range whose value is $\alpha$. In the following, we first analyze the spectra obtained from DNS in the dissipative range, and then present the analysis of the experimental data.

III. NUMERICAL DATA

A. Numerical simulations

We obtain the numerical energy spectra from DNS of the NS equation under fully random large scale forcing and in isotropic and homogeneous conditions. The turbulent flow is simulated in a cubic periodic domain of size $2\pi$ with the same resolution in each of the coordinate directions. The Navier-Stokes equation is solved with the use of a pseudospectral parallelized code; time advancement is implemented with the second-order Runge-Kutta scheme [30]. The simulation parameters are determined by the Taylor microscale Reynolds number ($Re_\lambda$) and the value of $k_{max}\eta$, where $k_{max}$ is the maximal wave-number resolved in the spectrum. We perform a sequence of simulations with fixed $Re_\lambda$ and increasing grid resolution. In the first run the computational grid size is chosen to ensure at least $k_{max}\eta = 1.5$ which is commonly accepted as an adequate spatial resolution for DNS. In the following runs the solution obtained in previous steps is transferred to a finer computational grid with resolution $N \rightarrow 2N$, while the $Re_\lambda$ and the forcing scales are unchanged. By doing so, we increase twofold the value of $k_{max}\eta$ and we therefore get access to smaller scales in the dissipative range of the turbulence spectrum. The values of the Taylor Reynolds number, size of the computational grid and associated value of $k_{max}\eta$ used in the simulations are summarized in Tab. I.

| $Re_\lambda$ | 60 | 90 | 160 | 240 |
|-------------|----|----|-----|-----|
| N           | 256| 1.5| -   | -   |
| 512         | 6.0| 3.0| 1.5 | -   |
| 1024        | 12.0| 6.0| 3.0 | 1.5 |
| 2048        | -   | 12.0| 6.0 | 3.0 |

TABLE I. Parameters of the simulations: Maximal wave-number $k_{max}\eta$ as a function of the Taylor microscale Reynolds number $Re_\lambda$ and the grid resolution $N$.

The spectra obtained for each $Re_\lambda$ and resolution, averaged over space and time once the stationary state is reached, are displayed in Fig. 1 and their first logarithmic derivatives $D_1$ defined by (4) in Fig. 2. In the inertial range, the spectra decay as power-laws with an exponent very close to the K41 value $-5/3$. Their first derivatives are very similar to the ones obtained in previous works [22, 23, 24]. In particular, one distinguishes two qualitatively different regimes: the NDR up to $k\eta \approx 4$, and the FDR extending beyond this value. In the NDR, the $D_1$ curves exhibit a slight convex curvature, more visible as the $Re_\lambda$ increases, which indicates that $\alpha < 1$ in this region. In the FDR, the curves of $D_1$ appear reasonably linear in log-log scale, indicating a pure exponential decay $\alpha \approx 1$. Moreover, the curves do not collapse in this range, suggesting that this regime is not universal. These observations are in good agreement with previous studies. Note that compared to previous works, we try to reach a higher $Re_\lambda$ while maintaining a sufficient resolution in the NDR.

B. Analysis of the numerical spectra in the near-dissipative range

In order to push further the previous observations, and to obtain a precise determination of the exponent $\alpha$ in the NDR, we compute the second and third logarithmic derivatives defined by (5) and (6) for the DNS spectra of Fig. 1. Our numerical data are smooth enough to allow for the numerical evaluation of the successive derivatives by finite differences.
FIG. 1. Spectra obtained from DNS, for the set of $Re$ and resolutions $N$ given in Tab. I. In all the figures, INR, NDR and FDR stand for inertial range, near-dissipative range and far-dissipative range respectively.

FIG. 2. First logarithmic derivative $D_1$ of the spectra of Fig. 1, with the inset showing a zoom in the near-dissipative range.

The result for the third derivative is displayed on Fig. 3, for the different $Re$’s. The results for the second derivative are reported for completeness in Appendix A, but they show similar features. The $D_3$ curves clearly exhibit a plateau for values of $k\eta$ in the NDR, in agreement with the theoretical expression (6). The value of this plateau is smaller than 1, and appears very close to the NPRG prediction $\alpha = 2/3$. The inset is a magnification of this plateau, which shows that $\alpha$ is close to one at small $Re$ and approaches the value $\alpha = 2/3$ as the $Re$ grows. The extent of the NDR seems to remain $0.2 \lesssim k\eta \lesssim 4$ independently of the $Re$. Interestingly, one observes that for the spectra at lower $Re$, $D_3$ departs from the plateau at higher wave-numbers – in the FDR, towards a value which we anticipated as 1, which would signal the setting of the regular (simple exponential) behavior. However, the expected value $\alpha = 1$ cannot be quite reached in the DNS because of the truncation of wave-numbers at a finite $k_{\text{max}}$.

FIG. 3. Third logarithmic derivative, defined by (6), computed for the DNS spectra of Fig. 1 with the inset showing a zoom in the near-dissipative range. Only the curves for the highest resolution for each $Re$ are shown for clarity.

The analysis of the numerical spectra is thus in quantitative agreement with the theoretical prediction $\alpha = 2/3$, and provides useful indications to guide the analysis of the experimental data.

IV. EXPERIMENTAL DATA

A. Data pre-processing

Let us describe the experimental data of grid turbulence acquired in the S1MA wind tunnel at Modane (ESWIRP project). The data are made of velocity time-series recorded by four hot wires at a frequency of 250 kHz, with durations ranging from 3 to 10 minutes each. The turbulent flow source blows air at speed ranging from $20\,\text{m/s}^{-1}$ to $45\,\text{m/s}^{-1}$, resulting in a variety of values for $Re$. The hot wires distance from the grid ranges from 7.9m to 23.16m [37]. We analyze all the recordings using a systematic procedure described below, focusing on the energy spectra.

We divide the recordings into samples of equal time duration $\Delta t = 20\,\text{s}$ (respectively $\Delta t = 60\,\text{s}$). This provides us with a total number of 3840 (respectively 1176) samples, which we analyze separately. We use the Taylor hypothesis to express the velocity as a function of the longitudinal space coordinate. For each sample, we compute the third-order structure function $S_3(\ell) = \langle (\delta u_\ell)^3 \rangle$ where $\delta u_\ell$ is the longitudinal velocity increment $\delta u_\ell = (\bar{u}(\vec{r}+\vec{\ell}) - \bar{u}(\vec{r})) \cdot \vec{\ell} / |\vec{\ell}|$. We determine the corresponding average injection/dissipation rate per unit mass $\epsilon$ from the plateau value of $S_3$ using the four-fifth law: $\epsilon = -\frac{5}{4} S_3(\ell)/\ell$ in the inertial range. We then compute the associated Kolmogorov scale as $\eta = \nu^{3/4} \epsilon^{-1/4}$, with $\nu = 1.5 \times 10^{-5}\,\text{m}^2\,\text{s}^{-1}$ the air kinematic viscosity. The
Taylor microscale Reynolds number for each sample is deduced using the isotropic relation \( \text{Re}_\lambda = u_{\text{rms}} \sqrt{15/\nu} \). We compute the kinetic energy spectrum of each sample by performing a discrete Fourier transform (FFT algorithm) and rescale it as a function of the dimensionless wavenumber \( k_\eta \). (A typical spectrum is displayed at the top of the Fig. 4) We smoothen the spectra out using a regular binning of 20,000 bins in \( \ln(k_\eta) \) scale. In the experimental spectra, \( k_\eta \) typically ranges from \( 10^{-3} \) to 3.5. The quality and the extent in wave-number of the spectra vary quite substantially between the samples. The variability of the measurement quality comes from the fact that the wind tunnel is an open facility in which dust and pollen can enter and affect the hot wires. Because of this, \( k_\eta \) is sensitive to the precise fitting interval chosen, and to the chosen precision criterion. In order to reduce as much as possible these effects, we devise an optimized algorithm, described in Appendix B, whose goal is to search for the largest interval with the minimal error where an affine behavior is present. For each spectrum, we apply this fitting algorithm to both the log-log spectrum and the corresponding \( D_1 \) and compare these two results. If the relative difference in the obtained \( K \) is less than 2%, we keep the average value. Otherwise we keep the estimate for \( K \) which corresponds to the largest interval.

We present in Fig. 4 the results for the exponent \( K \) as a function of the \( \text{Re}_\lambda \), for the two sample durations \( \Delta t = 20 \) s and \( \Delta t = 60 \) s. The experimental data correspond to \( \text{Re}_\lambda \) distributed between 25 and 1150, among which more than 90% lie between 150 and 650. Their distribution is represented in the inset of Fig. 4 using bins of width \( \Delta \text{Re}_\lambda = 25 \), and computing within each bin the average and the standard deviation of the decay exponent \( K \). The error bars in Fig. 4 represent the standard deviation within each bin, irrespective of the total number of spectra they contain. Note that the weight of the different points is thus very different: for instance the first points at low \( \text{Re}_\lambda \) represent very few spectra. We observe that the value of the inertial exponent \( K \) grows with the \( \text{Re}_\lambda \), to reach a value close to \( K = 5/3 \) for

### B. Selection of spectra

In order to assess the quality of each sample and to remove low-quality spectra, we operate a data-driven selection, based on the value of the inertial range exponent \( K \) and on the extent of the dissipative range, whose determinations are detailed in Sec. IV C and Sec. IV D respectively. We first eliminate for both sample durations \( \Delta t = 20 \) s or \( \Delta t = 60 \) s the spectra with an exponent \( K \) differing from the K41 value by more than 20%. This procedure typically removes very noisy spectra presenting several unphysical large peaks. After this first filtering, there remain 3486 (respectively 1080) exploitable spectra for \( \Delta t = 20 \) s (respectively \( \Delta t = 60 \) s). We then proceed to a second selection by retaining only the spectra with a large enough dissipative range of width \( \Delta(k_\eta) > 0.2 \). This second selection removes spectra which are not well resolved in the dissipative range, probably affected by the noise from the sensor. This finally leaves us with 1641, respectively 590 spectra, for \( \Delta t = 20 \) s and \( \Delta t = 60 \) s. We only further analyze and discuss these selected spectra in the following.

### C. Inertial range

In this section, we briefly describe the analysis of the spectra in the inertial range. We determine the exponent \( K \) of the power-law decay of the energy spectrum \( E(k_\eta) \sim (k_\eta)^{-K} \) in this range, to be compared with the expected K41 value \( K \approx 5/3 \). We do not denote it \( \beta \) as in (3) since we do not assume the two exponents to be equal in the inertial and dissipative ranges. We use two methods to estimate \( K \): a direct fit of the log-log spectrum – which is expected to be a line in the inertial range, and a fit of the first logarithmic derivative \( D_1 \) – which is expected to present a plateau of value \(-K\) in the corresponding range. Throughout this work, we only use fitting functions which are affine (either lines or constants). The result of a fitting procedure is in general sensitive to the precise fitting interval chosen, and to the chosen precision criterion. In order to reduce as much as possible these effects, we devise an optimized algorithm, described in Appendix B, whose goal is to search for the largest interval with the minimal error where an affine behavior is present. For each spectrum, we apply this fitting algorithm to both the log-log spectrum and the corresponding \( D_1 \), and compare these two results. If the relative difference in the obtained \( K \) is less than 2%, we take the average value. Otherwise we keep the estimate for \( K \) which corresponds to the largest interval.

We present in Fig. 4 the results for the exponent \( K \) as a function of the \( \text{Re}_\lambda \), for the two sample durations \( \Delta t = 20 \) s and \( \Delta t = 60 \) s. The experimental data correspond to \( \text{Re}_\lambda \) distributed between 25 and 1150, among which more than 90% lie between 150 and 650. Their distribution is represented in the inset of Fig. 4 using bins of width \( \Delta \text{Re}_\lambda = 25 \), and computing within each bin the average and the standard deviation of the decay exponent \( K \). The error bars in Fig. 4 represent the standard deviation within each bin, irrespective of the total number of spectra they contain. Note that the weight of the different points is thus very different: for instance the first points at low \( \text{Re}_\lambda \) represent very few spectra. We observe that the value of the inertial exponent \( K \) grows with the \( \text{Re}_\lambda \), to reach a value close to \( K = 5/3 \) for
and $\Delta$

FIG. 6. Distribution of the $\Re$ spectrum in each bin is not equal, the distribution of $\Re$ bars the standard deviation within each bin. The number of indicate the mean values of $\alpha$ for 20 $s$ and $\Delta t = 60 s$, and for the two methods $D_2$ and $D_3$. Experimental data on two independent estimations of the stretch exponent $\alpha$: one from the second logarithmic derivative $D_2$ given by (6) and one from the third one $D_3$ given by (6). The experimental data are much less smooth than the numerical ones, such that performing simple finite differences to compute numerical derivatives generates a lot of noise, which would spoil the accuracy of this procedure. For this reason, we resort to a more reliable computation of the derivatives, described in Appendix B. We obtain two determinations of $\alpha$ denoted $\alpha_2$ and $\alpha_3$, from the optimized linear fitting of $D_2$ in log-log scale, and from applying to $D_3$ the same optimized algorithm to search for a plateau respectively. We only retain estimations of $\alpha$ for which the error of the associated fit is less than $Q = 10^{-1}$ (see Appendix B for the definition of $Q$).

We present on Fig. 5 the results obtained for $\alpha_2$ and $\alpha_3$ as functions of the $\Re$, for both sample durations $\Delta t = 20 s$ and $\Delta t = 60 s$. The distribution of $\Re$ corresponding to the four sets of spectra are displayed in Fig. 6. The large majority of spectra present a $\Re$ again lying in the range $200 \lesssim \Re \lesssim 500$. The number of spectra with a $\Re$ outside this range is negligible. Contrary to the inertial exponent $K$, we do not observe for $\alpha$ a clear dependence on the $\Re$ (at least not within the present level of accuracy), but rather a constant value (up to fluctuations) smaller than 1. The error bars on Fig. 5 represents the standard deviation within each $\Re$ bin, and do not reflect the fact that some bins (at lower or larger $\Re$) contain very few spectra. Moreover, one notices that the estimation of $\alpha_2$ appears systematically larger than the one from $\alpha_3$. The determination of $\alpha_2$ involves a two-parameter fit, such that the resulting value for $\alpha_2$ is expected to be less precise than the one of $\alpha_3$, but we have no interpretation for the seemingly systematic over-estimation.

Since we did not find any sizeable dependence of the stretch exponent $\alpha$ on the $\Re$, we rather concentrate in the following on the distributions of the value of $\alpha$ obtained for each spectrum analyzed. We present in Fig. 7 the distributions of $\alpha$ for the same data as the one used in Fig. 5 that is both $\alpha_2$ and $\alpha_3$ and for both sample durations. One notices again that the distributions for $\alpha_2$ are slightly shifted upward with respect to the ones for $\alpha_3$. The averages and standard deviations of all the distributions are gathered in Tab. 1. The distributions presented in Fig. 7 correspond to an error tolerance of $Q = 10^{-2}$. We studied the influence of this precision criterion by varying it from $10^{-1}$ to $10^{-4}$. The corresponding distributions for $\alpha_3$ are displayed in Fig. 8. It is remarkable that the more stringent the precision criterion, the narrower the distributions around the theoretical prediction $\alpha = 2/3$. In fact, very few spectra pass the highest precision criterion $Q = 10^{-4}$ for the sample duration $\Delta t = 60 s$, and none for $\Delta t = 20 s$.

To give a final number for $\alpha$, we can favor the most precise determination, which is $\alpha_3$. We retain the two precision criteria $Q = 10^{-2}$ and $Q = 10^{-3}$, which em-

Re $\gtrsim 600$. The results for both durations are in close agreement.

D. Near-dissipative range and stretch exponent

In this section, we turn to the analysis of the near-dissipative range. As for the DNS data, we rely for the
FIG. 7. Distribution of the stretch exponent $\alpha$: $\alpha_2$ (black lines with diamonds) computed from $D_2$ and $\alpha_3$ (red lines with triangles) computed from $D_3$, for spectra corresponding to both durations $\Delta t = 20s$ (plain lines) and $\Delta t = 60s$ (dashed lines). The mean value and standard deviation of these distributions are reported in Table II.

FIG. 8. Distribution of the stretch exponent $\alpha_3$ for $\Delta = 60s$ and for different precision criterion $Q$ from $10^{-1}$ to $10^{-4}$. The present analysis indicates that values $\alpha < 0.4$ or $\alpha > 0.9$ can be reasonably excluded.

E. Near-dissipative range: other parameters

For completeness, we also give in this section the results for the other parameters of (3): the multiplicative constant $\mu$ in the exponential, and the exponent $\beta$ of the power-law. The parameter $\mu$ can be obtained from the constant $\mu \alpha^2$ in the linear fit of $D_2$ in log-log scale according to (5). The values found for the experimental data are given in Tab. III If we consider, as we do

| $\alpha_2$ | $\Delta t$ | $Q$ | $\#$ | $\langle \alpha \rangle$ | $\sigma$ |
|------------|------------|-----|-----|----------------|--------|
| $\alpha_2$ | 20s | $10^{-1}$ | 792 | 0.754 | 0.181 |
| | | $10^{-2}$ | 785 | 0.757 | 0.176 |
| | | $10^{-3}$ | 685 | 0.782 | 0.151 |
| | | $10^{-4}$ | 282 | 0.756 | 0.126 |
| $\alpha_2$ | 60s | $10^{-1}$ | 178 | 0.805 | 0.188 |
| | | $10^{-2}$ | 175 | 0.812 | 0.178 |
| | | $10^{-3}$ | 162 | 0.833 | 0.159 |
| | | $10^{-4}$ | 99 | 0.829 | 0.126 |

| $\alpha_3$ | $\Delta t$ | $Q$ | $\#$ | $\langle \alpha \rangle$ | $\sigma$ |
|------------|------------|-----|-----|----------------|--------|
| $\alpha_3$ | 20s | $10^{-1}$ | 2892 | 0.621 | 0.226 |
| | | $10^{-2}$ | 1798 | 0.661 | 0.194 |
| | | $10^{-3}$ | 89 | 0.678 | 0.167 |
| | | $10^{-4}$ | 0 | – | – |
| $\alpha_3$ | 60s | $10^{-1}$ | 878 | 0.690 | 0.224 |
| | | $10^{-2}$ | 703 | 0.719 | 0.190 |
| | | $10^{-3}$ | 153 | 0.730 | 0.151 |
| | | $10^{-4}$ | 4 | 0.710 | 0.052 |

TABLE II. Summary of the number of spectra ($\#$), average value ($\langle \alpha \rangle$) and standard deviation ($\sigma$) of the distributions of the stretch exponent $\alpha$ obtained from either the second ($\alpha_2$) or the third ($\alpha_3$) logarithmic derivatives, for spectra of both sample durations $\Delta t = 20s$ and $\Delta t = 60s$, and for different precision tolerance $Q$ on the fit.

FIG. 9. Parameters $\beta$ (main graph) and $\mu$ (inset) obtained for the DNS spectra of Fig. 1.
for $\alpha$, the weighted average of both sample durations for $Q = 10^{-2}$, we obtain:

$$\langle \mu \rangle \simeq 4.45 \pm 1.31,$$

which turns out to be of the same order as values found in previous studies, although $\mu$ is not expected to be universal. In the numerical data, we obtain somewhat higher values, of order 10, as shown in Fig. 9.

The value of $\beta$ can be computed as

$$\beta = \frac{D_2(k\eta)}{D_3(k\eta)} - D_1(k\eta). \quad (7)$$

However, the precision on $\beta$ is very poor, and it is highly sensitive to the value found for $\alpha$. As an indication, we find in the experimental data values close to 1, as summarized in Tab. III. For instance for $Q = 10^{-2}$, we obtain from the weighted average of both sample durations:

$$\langle \beta \rangle \simeq 0.93 \pm 0.26.$$

In the DNS, the value obtained for $\beta$ is shown in Fig. 9. It turns out to be close to $\beta = 5/3$ (i.e. to the inertial range value) at small $\text{Re}_\lambda$, and to tend to a smaller value very close to $\beta = 1$ as $\text{Re}_\lambda$ increases, in agreement with the results from the experimental data. But once again, these estimates should be taken with caution. Given the typically small extent of the NDR, the determination of the leading behavior, through $\alpha$, is already challenging, such that a precise determination of the sub-leading one, through $\beta$, is beyond the reach of the present work.

\textbf{V. CONCLUSION}

In this work, we analyze the near-dissipative range of kinetic energy spectra obtained from high-resolution DNS and from experimental grid turbulence in the Modane wind tunnel in order to test the NPRG prediction of a stretched exponential behavior $E \propto \exp(-\mu(k\eta)^\alpha)$ with exponent $\alpha = 2/3$ in this range. We use two independent determinations, from the second and from the third logarithmic derivatives of the spectra, to estimate the value of $\alpha$. All the results, from DNS and from experiments, and from the different determinations, are consistent, and yield an estimate for the stretch exponent $\alpha \simeq 0.68 \pm 0.19$, in full agreement with the theoretical prediction.

Let us emphasize that the typically small extent of the near-dissipative range and the level of precision currently accessible in DNS or experimental data do not seem sufficient to reliably determine the pre-factor of the exponential, that is the precise form of the power-laws. Hence, the present analysis does not allow us to shed a new light on this point. It could possibly be refined in the future if data with still higher resolution become available. Moreover, it would be also very interesting to further test the NPRG predictions concerning the time dependence of two- or multi-point correlation functions, in DNS or in experiments which dispose of suitable measurement techniques.
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\textbf{Appendix A: Alternative determination of the stretch exponent from DNS}

We also study for the DNS spectra another determination of $\alpha$ based on a slightly modified definition of the second logarithmic derivative as

$$D'_2(k\eta) = \frac{\ln[-D_1(k\eta)]}{\ln(k\eta)} = \frac{\alpha}{1 + (\frac{q}{k\eta})^\alpha} \quad (A1)$$

with $q_0 = (\frac{\beta}{\mu\alpha})^{1/\alpha}$. \quad (A2)

With this definition, one expects that $D'_2$ exhibits a plateau of constant value $\alpha$ for $k\eta \gg q_0$. We compute $D'_2(k\eta)$ for the DNS spectra of Fig. 1. The results for the different $\text{Re}_\lambda$ are displayed in Fig. 10. One observes that $D'_2$ indeed tends to a constant value for large enough $k\eta$, close to the theoretical prediction $\alpha = 2/3$. The inset shows that the plateau value decreases when $\text{Re}_\lambda$ increases, as for the third derivative of Fig. 2, although from $D'_2$ the estimate for $\alpha$ appears slightly smaller, below 2/3. To check the consistency of this determination,
we calculate \( q_0 \) from the estimates of \( \alpha, \mu \) and \( \beta \) obtained from the numerical data. We find that \( k\eta > 0.05q_0 \) for \( k\eta \gtrsim 0.5 \), which corresponds to the plateau region. However, \( (q_0/(k\eta))^n \) is still of order \( 10^{-1} \), which explains the slightly reduced value found for \( \alpha \), consistent in fact with the previous estimate from \( D_2 \). It is worth noticing that the same increase as in Fig. [8] can be observed when entering the far-dissipative range, towards a value which appears here very close to the theoretical limit \( \alpha = 1 \).

![Graph](image)

**FIG. 10.** Second logarithmic derivative, defined by (A1), computed for the DNS spectra of Fig. [4]. Only the curves for the highest resolution for each \( \text{Re}_\lambda \) are shown for clarity.

### Appendix B: Numerical procedures

#### 1. Optimized linear fitting algorithm

Extracting the inertial or dissipative exponents from the experimental data always amounts to an affine fit (either lines in log-log representation or constants). For this, we use an elementary linear regression. However, the accuracy of the result of such a fit strongly depends on the choice of the fitting domain \( D \), which is delicate since there is no clear delimitation of the inertial or dissipative ranges. Let us denote by \( a(D) \) and \( b(D) \) the real numbers such that the standard linear fit in the domain \( D \) is the affine function \( x \mapsto f(x) = a(D)x + b(D) \) and by \( x_i \) a data point in the domain \( D \), i.e. \( x_i \in D \), and \( y_i = f(x_i) \).

To determine the best fitting domain, we use an optimized method based on the alignment of data points in a given domain \( D \). The alignment \( \lambda(D) \) is the largest absolute deviation of a data point from the linear fit performed in this domain: \( \lambda(D) = \max_{x \in D} |a(D)x + b(D) - y_i| \). Based on \( \lambda(D) \), our algorithm seeks the largest domain \( D(\varepsilon) \) such that \( \lambda(D) < \varepsilon \) for any given positive number \( \varepsilon \). \( \varepsilon \) stands as a quality requirement of the input data. We estimate the quality \( Q(D) \) of the result using the standard error \( Q = \sigma/\sqrt{n} \) where \( \sigma \) is the standard deviation and \( n \) is the number of data points in the domain. Assembling these elements, we determine the value \( \varepsilon_{\text{opt}} \) that minimizes the function \( Q(D(\varepsilon)) \) and use \( D(\varepsilon_{\text{opt}}) \) as the optimal domain. This procedure is used to determine the inertial exponent \( K \) of the spectrum and the stretch exponent \( \alpha \) from the second logarithmic derivative \( D_2(k\eta) \).

We use the same procedure to find the optimal plateau, i.e. the optimal domain where the curve has the lowest slope. This is achieved by replacing \( Q \) by \( Q'(D) = Q(D) + |a(D)| \), where \( a(D) \) is as before the slope of the linear fit in the domain \( D \). We use this method to determine the inertial exponent \( K \) from the first logarithmic derivative \( D_1(k\eta) \) and for the stretch exponent \( \alpha_3 \) from the third logarithmic derivative \( D_3(k\eta) \). The value of \( Q \) is recorded for each estimate, and is used as a precision indicator for the quality of the fit. In particular, we rely on \( Q \) to set up different precision criterion, eq. in Fig. [8] or Tab. [4]. The application of these procedures is illustrated in Sec. [A3] on a typical spectrum.

#### 2. Numerical computation of derivatives for the experimental data

As explained in Sec. [IV D], the direct computation by finite differences of successive derivatives of the experimental spectra is too noisy to be exploitable. Instead, to smooth out the data, we use the following procedure. The derivative of a function at a certain point is computed by implementing a linear fit in a window \( D \) centered around this point containing a fixed number of data points (we typically use windows of 50 points). The linear fit coefficient \( a(D) \) is thus an estimate of the value of the derivative at this point. By sliding the window \( D \) through all the data points, we obtain the derivative of the whole function. The logarithmic derivatives of the type \( d\ln f/d\ln q \) are performed using the same method with a power law fit (fitting function \( q \mapsto b(D)q^{\alpha(D)} \)) and the derivatives of the type \( d\ln f/d\ln q \) with an exponential fit (fitting function \( q \mapsto b(D)e^{\alpha(D)q} \)). With this procedure, the resulting derivatives of the experimental spectra are smooth enough to serve for further analysis.

#### 3. Illustration of the determination of the exponents \( K \) and \( \alpha \)

As an illustration of the procedures described above, we present their result on a typical spectrum. The determination of \( K \) is illustrated in Fig. [14] which shows this particular spectrum \( E(k\eta) \) in log-log scale and its first logarithmic derivative \( D_1(k\eta) \), obtained as explained in the previous section. The \( D_1 \) curve is first used to estimate the dissipative wave-number \( k_D \), which we define as the wave-number for which \( (k\eta)^2E(k\eta) \) is maximum, and hence corresponds to the value \( D_1(\kappa_D\eta) = 2 \). We find \( k_D\eta \simeq 0.18 \), which is in agreement with typical values in the literature and also with the value found for
The determination of $\alpha$ is illustrated in Fig. 12, which shows the second $D_2$ and third $D_3$ logarithmic derivatives defined in (5) and (6) respectively. The numerical derivatives are evaluated as described in the previous section. The search domain for the near-dissipative range is initialized as $k\eta \in [k_D \eta, k_M \eta] = [3]$. The result of the optimized linear fitting algorithm applied to $D_2$ to extract $\alpha_2$ (and $\mu \alpha_2^2$ as the second parameter of the fit) is represented by the red line with circles, the result of the lowest slope plateau algorithm applied to $D_3$ to extract $\alpha_3$ is represented by the orange line with diamonds. In this example, the two results are in close agreement.

FIG. 11. Result of the optimized fitting algorithm for the determination of $K$ from the log-log spectrum (red line with circles) and from the first logarithmic derivative $D_1$ (orange line with diamonds). The result from $D_1$ is reported on the spectrum $E$ for comparison.

The result of the optimized algorithm is represented, with their respective domains, as the red line with circles and orange line with diamonds respectively. In this example, the two values for $K$ differ by more than 2% so the value from the linear fit of $E$ is retained since it corresponds to the largest domain.
FIG. 12. Result of the optimized fitting algorithm for the determination of $\alpha$ from the second (red line with circles) and from the third (orange line with diamonds) logarithmic derivatives of the spectrum. The result from $D_3$ is reported on the $D_2$ curve for comparison.