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\textbf{A B S T R A C T}

We show that a deep learning model with built-in relational inductive bias can bring benefits to sample-efficient learning, without relying on extensive data augmentation. Our study shows that excellent results can be achieved with a model in which the relational inductive bias is applied to images, while building an efficient one-shot classifier on top of raw strokes is more challenging. The proposed one-shot classification model performs relational matching of a pair of inputs in the form of local and pairwise attention. Our approach solves with almost perfect accuracy the one-shot image classification Omniglot challenge when combined with a Hungarian matching algorithm and attains competitive results on the same task on characters represented as rotation-augmented strokes.
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\section{1. Introduction}

As humans, we model the surrounding world with a help of a relational structure in our minds [1]. We intuitively see the world as composed of meaningful objects and relations. The objects themselves can be combined or decomposed to larger or smaller objects, depending on the task at hand. For example, in the case of car the tasks can range as wide as hailing a cab or fixing a flat tire, clearly requiring different levels of object granularity. It has been argued [2] that one way to deal with the inherent ambiguity of structuring the world in terms of objects is to identify familiar parts from which the objects are composed, clearly in the realm of visual understanding, the human ability to see visual scenes as novel compositions of potentially familiar parts allows us to memorize previously unseen types of objects quickly.

Structuring the world through the lens of object relations is known as relational inductive bias. Recent deep learning models such as Graph Neural Networks [3] and Transformer [4] are explicitly designed to model relations between parts of the model input. In this paper, we explore how such relational approaches can help in sample-efficient learning, that is learning to generalize from few training examples.

A suitable benchmark for our study is the Omniglot [2] dataset of hand-drawn characters (Fig. 1). Each character in the dataset is available both as a bitmap image as well as a set of corresponding pen stroke coordinates in space and time. Treating characters as a set of strokes is a natural candidate for an object-based representation which can be processed by relational models such as graph neural networks. Each stroke can be thought of as a separate object instance from some large library of all possible pen trajectories, and the relative distances between the centers of each stroke can be thought of as relations or edges in a graph. Conversely, a model with a strong relational inductive bias can be expected to infer the stroke structure from the images as well.

In our earlier work [5] we showed that using image based representation of handwritten characters coupled with a Transformer-based model [4] with relational inductive bias yields excellent results on the Omniglot benchmark. In this paper we compare our previous work with experiments on structured, stroke-based inputs and a corresponding graph neural network model. We test whether the stroke-based representation can yield sample-efficient adaptation to new classification tasks, which could motivate the importance of developing such object-based representations. Our results, however, (see Section 4) show quite surprisingly, that applying a relational model to images yields better results compared to the same model trained on the stroke-based representation. We also include a new experiment of generalizing across datasets, with model trained on QuickDraw [6] being evaluated on Omniglot, obtaining good results.

When faced with pairs of unfamiliar objects, when we compare a pair of images to determine whether they both depict the same thing, we may first scan each individual image to get a general idea about the image, and then compare different parts of one image to another to establish whether there exists a correspondence. In our study, we test if we can apply the same basic logic in a deep learn-
ing model. We first apply self-attention on each individual input, followed by cross-attention between two inputs, and finally aggregating the results of the attention operation into a scalar score denoting model confidence. The attention mechanism in our model is borrowed from the Transformer model. Using this model we are able to achieve state of the art accuracy on unaugmented within alphabet classification task on image inputs.

A nice property of the proposed model is the possibility to visualize the similarities between different parts of the compared examples (by visualizing the attention patterns), thus providing an explainable and interpretable one-shot classifier. We observe that the attention patterns obtained on Omniglot are meaningful: the classifier matches parts of the inputs that represent the same strokes. On the other hand, when applied to natural images, it becomes evident that the model pays more attention to similarities in textures rather than semantically similar high-level objects.

We train our model on image inputs as well as strokes and point trajectories, with results showing a similarly interpretable mapping between parts of each input, whether they are individual point-embeddings or local image features. We discover that attention on regions in points and image domains behaves similarly. However image input features are in general more stable with respect to the amount of training data, and do not require augmentation to reach good accuracy. This is somewhat surprising, as one would assume that stroke trajectories contain the same amount of relevant information as the images.

Our main contributions are as follows:

- Showing that a relational model can have excellent performance without the need for data augmentation, obtaining next to perfect accuracy on the Full Omniglot within-alphabet classification task.
- Interpretability by visualizing the attention masks developed during classification.
- We show that the proposed model works well on different modalities: strokes, trajectories of points, and images.

2. Related Work

2.1. Relational Learning

Graph Neural Networks (GNN) [3,7,8] have been recently shown to be effective on different types of relational data. We use Graph Matching Networks (GMN) [9] for our baseline. GMN compares pairs of graph inputs by embedding each graph using gated aggregation [7] and learning a relative embedding distance between the two graphs. It also supports optional attention between nodes of the two input graphs.

Our data is easy to represent as a fully-connected graph of characters strokes or alternatively image patches. For this reason we use attention-based message passing in our model. Our approach is related to SuperGlue [10], which treats local image features as relational inputs, and learns to match multiple key-points between two images. Each input graph is composed of local features extracted from two images in the pair. The resulting graph has two types of edges: edges between the nodes corresponding to the local features of the same image, and edges that link the local features of one image to those of the other. Message passing in each iteration is performed using self-attention followed by cross-attention. We extend the above approach by allowing image matching, as well as matching of stroke and point-trajectory based inputs. We treat local image features as “object” representations similarly to Relation Networks [11]. Relational models with Transformer-based attention have recently been shown to succeed in other vision tasks such as supervised image classification [12] and unsupervised feature learning [13].

The original contribution of our approach is in combining the ideas from SuperGlue with Transformer-based image classification. Standard Visual Transformer [12] works on individual images, with network output aggregated into a single “class token” per image. SuperGlue, on the other hand, takes two images as an input, and is designed to output (sparse) matching key-point locations between the two images, without aggregating the output. In our work, we perform attentive matching inspired by SuperGlue, followed by the final aggregation similar to the one in Visual Transformer.

In addition, methods tailored for working with point cloud based inputs have emerged recently [14–16]. Our model is not designed exclusively for handling point-based input, and instead treats trajectories of points as one of the possible input modalities.

2.2. Few-Shot Learning

A number of methods have been proposed for one- and few-shot classification of images. The methods include meta-learning [17], metric-based methods [18], as well as relational methods [19–21]. The first set of methods seeks to learn a way to quickly optimize the model to work well on unseen examples once these
examples have been provided. The second set of approaches aims to learn an embedding in some metric space, where nearby embeddings correspond to similar examples. The third set of approaches takes a relational approach by comparing the individual data points to each other. In addition, some methods model each few-shot classification episode as a graph [22,23] with each input corresponding to a single node in that graph, which is not the approach we take, since we model each input and/or pair of inputs as a graph instead.

Typically, few-shot learning models use episodic learning, where training data is split into n-way classification episodes, and the loss is optimized for the classification accuracy averaged across the episodes. Unlike many other few-shot learning models, we train on the entire training set, similar to [24], instead of using episodes.

Contrary to Prototypical Networks [18] our model can learn a pairwise similarity between pairs of inputs, instead of relying on the absolute L2 distance between input embeddings. ARC [19] learns a shared, pair-wise similarity embedding by using a recurrent network to iteratively compare two images using attention-based “glimpses” from one image to another, the shared embedding is then converted to a matching score in the range from 0 to 1. Unlike ARC, we model the input pair as two sub-graphs with two types of edges, where each sub-graph corresponds to the respective input. In addition, our aggregation approach can be thought of as conceptually similar to the one in [20], where the score of the match is calculated jointly for the pair. However, we are not using convolutional layers in the aggregation stage, allowing us to use input modalities other than images. PARN [21] extends [20] by introducing 1) deformable convolutions which expand the relative importance of the class-dependent features and 2) self and cross-correlation layers that use cosine-based attention for comparing local features. Unlike the above, our model can work on non-convolutional features. However, our motivation for using self and cross-attention layers is similar to the use of self and cross-correlation layers in PARN.

2.3. Stroke-based models

There exists a number of models that rely on hand-written character stroke data. The original BPL model [2] published with Omniglot dataset employs a probabilistic model of characters based on individual strokes, utilizing both the strokes and the images to learn the model. Other non-neural methods, such as [25] have been used for classifying character strokes without relying on any image input. In addition, some recent work [26,27] aims to model images as motor programs, where the pen stroke sequences are generated autoregressively conditioned on the image input.

3. Relational Modelling of Images and Strokes

We consider a task of n-way one-shot classification. The training is performed on pairs of inputs, A and B, from the training set. The model needs to decide if the pair is from the same class or not. The test set is composed of classes disjoint from the training set. The evaluation procedure uses testing episodes, where for each episode we sample n distinct classes from the test set and the corresponding support examples, so that the labels of support examples are known. We then pick n query examples corresponding to those classes, with per-example labels unknown to the model. During each testing episode we pair each query input with each support input and pass them to our model. For each pair, the model outputs pair-wise similarity. Each query example is labeled according to the most similar support example, as calculated by the model. The testing accuracy of the model is then defined as the fraction of the correctly assigned labels.

3.1. AttentiveMatcher

As humans, when we compare two unfamiliar images to see if they show the same item, we may first look at each image to verify its contents, and then compare parts of each image to one other to see if all parts match. The same idea informs the approach presented in this paper: our model uses self-attention to learn the structure of each image, and cross-attention to match the corresponding parts between the two images, then the model aggregates this information to determine if images belong to the same class. With the above intuition in mind we call our model AttentiveMatcher.

Our approach is relational, because it relies on the pairwise message-passing between parts of the inputs, similar to earlier work on Relational Networks [11,20], where the output of the convolutional network at each grid location was used as a feature input to a Relational Module comparing the local features to one other. In our model, the final match/no-match decision between the inputs is thus a function of two types of relational operations – matching the local features within each input and matching the local features between the two inputs.

The training of AttentiveMatcher is performed on pairs of inputs, A and B, to predict whether they belong to the same class or not. The architecture of the model is illustrated in Fig. 2a. In the case of images as input, we use a convolutional network to embed the images, obtaining a grid of 16 × 16 super-pixels, which we treat as 256 features. Similar to the hybrid model in [12] we use these features as inputs to the Transformer layers. When the inputs are strokes or points, we embed each stroke or point using an MLP, resulting in a variable number of features per input.

First, we separately perform self-attention on the features coming from the two inputs, with queries Q, keys K and values V coming from the same input:

\[ m_{ij} = \text{mha}(Q = a_i, K = A^{(i)}, V = A^{(i)}) , \]

where mha is the standard multi-head attention from Transformer, \( m_{ij} \) is the message to position \( i \), \( a_i \) is a vector of local features at position \( i \) and \( A^{(i)} \) is a matrix of stacked local features at all positions. All local features are then updated as

\[ a_i^{(i)} \leftarrow a_i^{(i)} + \text{LN} ( f(a_i^{(i)}, m_{..})) . \]

where \( f \) is an MLP that receives local features \( a_i^{(i)} \) and the message \( m_{..} \) as inputs and LN denotes layer normalization [28].

Next, we perform cross-attention between the features in the two inputs, with queries \( Q \) coming from one input, while keys \( K \) and values \( V \) coming from the other one:

\[ \mu_{i} = \text{mha}(Q = a_i^{(i)}, K = B^{(i)}, V = B^{(i)}) , \]

where \( \mu_{i} \) is the message to position \( i \) in input \( A \) and \( B \) is a matrix of stacked local features of all positions in input \( B \). Messages to positions of input \( B \) are computed symmetrically. Next, the local features are updated using the cross-attention messages:

\[ a_i^{(i+1)} = a_i^{(i)} + \text{LN} ( g(a_i^{(i)}, \mu_{..})) , \]

where \( g \) is modeled with an MLP. The MLPs for \( f \) and \( g \) contain one hidden layer followed by a ReLU activation.

We use the Transformer [4] attention layers with the modifications inspired by [10]. Unlike in Transformer, where the outputs of the multi-head attention blocks are passed through a feed-forward block directly, we first concatenate the attention outputs with the input features before passing them to the feed-forward block fol-
A single scalar score predicting the match between across both inputs. We use the binary cross-entropy loss to tune the parameters of the model.

\[ L_{\text{binary}}(\mathbf{g}_a, \mathbf{g}_b) = -\sum_{i} \left( y_{ij} \log p_{ij} + (1 - y_{ij}) \log (1 - p_{ij}) \right) \]

where \( y_{ij} \) is the label indicating whether the \( i \)-th example from \( A \) matches \( j \)-th example from \( B \) and \( p_{ij} = \sigma(\mathbf{g}_a^T \mathbf{g}_b) \).

The testing episodes are constructed by pairing each query input with each support input, resulting in \( N \times N \) comparison pairs for each episode. Each query example is assigned a label of the support example with the highest score \( s \). The model accuracy is defined as the fraction of the labels correctly assigned.

To compare our model with ARC [19], which is the previous state of the art for the task, we also experimented in the scenario assumed by ARC when the query examples in one episode are known to belong to distinct classes. We used Hungarian matching [29] which assigns each support example to a unique query example in the episode, while maximizing overall score.

4. Experiments and results

4.1. Omniglot challenge

Lake et al. [2] proposed Omniglot benchmark to measure progress of generalization from few examples in various tasks such as classification, generation of new examples and parsing objects into parts. Omniglot dataset contains characters from 50 alphabets, 1623 character classes in total, each character represented by only 20 hand-drawn instances, available both in image and pen trajectory formats (a few samples are shown in Fig. 1). The dataset is split into a 30-alphabet Background set (with 964 classes) used for training, and a 20-alphabet Evaluation set (with 659 classes). Recently, the more challenging, “Minimal” [30] version of the training data has been proposed, containing two five-alphabet subsets of the Background set. The evaluation procedure of the \( N \)-way one-shot classification task consists of multiple episodes. Each episode is a classification task with \( N \) classes from the same alphabet. The classifier can use \( N \) support examples (one example per class) to assign \( N \) query examples to one of the \( N \) classes.

The authors of Omniglot developed a generative probabilistic model called Bayesian Program Learning (BPL), as a non-neural baseline for Omniglot tasks. BPL has held the state of the art for the most challenging setup: the 20-way one-shot classification task without the use of data augmentations during training, it also generalizes very well from the Minimal training set (see Table 1).

The authors argue in [30] that the challenge remains unsolved because the human level on the within-alphabet classification has been out of reach for deep learning models that do not rely on heavy data augmentation. Most of the published research on Omniglot classification addresses a simpler between-alphabets classification task, in which testing episodes contain characters from different alphabets, making the examples easier to distinguish.

We follow [2] and use the Background set for training and Evaluation set for validation and testing. For evaluation and results reporting, we use pre-defined episodes from the Evaluation set with \( N = 20 \), which were proposed by the authors of Omniglot [2]. We validate our models by forming random within alphabet episodes from the ten alphabets not in the pre-defined test set. We used accuracy on our validation set as the early stopping criterion.

4.1.1. The Graph Matching Baseline

To evaluate how well stroke-based representation works in a one-shot setting, we re-implemented and trained GMN [9] on strokes processed in the same way as in BPL. In the GMN baseline,
we represent our input as two fully-connected graphs: \( G_A = (V_A, E_A) \), and \( G_B = (V_B, E_B) \), where each graph \( G \) is composed of a set of nodes \( V \) and edges \( E \). While we have access to stroke data, we have no canonical way of separating the stroke information into a graph structure. We used interpolated strokes of fixed length of 10 points per stroke to construct graph nodes and edges. We treated zero-centered strokes as nodes and we constructed a bi-directional edge between each pair of nodes by taking as the feature of the edge the difference of the centers of mass of the corresponding strokes. This relational representation preserves the original information about the shape of each stroke, but has an added benefit of being translation-invariant w.r.t. the original input. We also performed experiments with representation where strokes were further divided into sub-strokes, but this did not yield noticeable improvements.

To make the decision whether a pair of characters belong to the same class, we match their stroke-based representations using a Graph Matching Network. The model learns an embedding of each graph in the input pair by performing \( T \) rounds of message passing. Each node and each edge in the model have an associated set of features. The features of the nodes are updated on each iteration, while edge features stay the same. After the final message-passing iteration, the node features are aggregated into an embedding vector (see Eq. 2) that can be compared to an embedding vector of another input graph using Euclidean distance, thus allowing to measure how similar the input graphs are to each other. The GMN architecture also has optional cross-graph attention, where at each message passing step, cross-attention between the input graphs \( G_A \) and \( G_B \) is added to messages within the graph, which we implemented as described in [9].

We ran experiments on the GMN baseline both with and without cross-graph attention. When training the model without attention, we apply the loss to all combinations of pairs \((A, B)\) in each mini-batch. When cross-graph attention is enabled, we first pair together as many inputs from the same class as possible, and then randomly pair the remaining inputs. Please see A.1 for GMN implementation and training details.

### 4.1.3. AttentiveMatcher Training Details

We embed the input for AttentiveMatcher in the following manner:

- For image inputs, the features are obtained through a four-layer convolutional network commonly used in few-shot learning models [18,20]. The first three layers have 64 channels and the fifth layer has \( d_f \) output channels. We use kernel of size \( 3 \times 3 \), with padding and the stride of one. We pooled the output of the first two layers using \( 2 \times 2 \) MaxPool operation, resulting in a \( d_f \times 16 \times 16 \) convolutional feature map which we flatten into a sequence of 256 local features of size \( d_f \) that we use as an input to AttentiveMatcher. Each layer was followed by Batch Normalization [31] and ReLU non-linearity.

- Each point feature is embedded using an MLP with one hidden-layer of size \( 2 \times d_f \), followed by a ReLU non-linearity and an optional Dropout [32] layer.

We set \( d_f = 128 \), \( d_A = 2048 \) for image inputs, \( d_f = 64 \), \( d_A = 1024 \) for points inputs and \( d_f = 256 \), \( d_A = 512 \) for stroke inputs. We use a batch-size of 256 for all input types. We used both positional encoding [4] and layer normalization. We use Adam [33] optimizer, with starting learning rate 0.0001, we decrease the learning rate by the factor of 0.1 every 100 epochs, in addition we use a weight decay of 0.001. Because of training the model in the pairwise fashion, we sorted each batch so that there are as many comparisons between the inputs belonging to the same class as possi-

---

Table 1

| Model                  | Full | Minimal | Full | Minimal |
|------------------------|------|---------|------|---------|
| Human                  | 95.5 | –       | –    | –       |
| BPL                    | 96.7 | 95.8    | –    | –       |
| Prototypical Networks  | 86.3 | 69.9    | 94   | –       |
| ARC                    | –    | –       | 97.5 | –       |
| ARC (full context)     | –    | –       | 98.5 | –       |
| GMN with attention – strokes | 71.2 | 49.1    | 74.7 | 54.6    |
| GMN without attention – strokes | 79   | 54.9    | 86.5 | 61.6    |
| AttentiveMatcher (ours) – strokes | 75 ± 0.66 | 45.96 ± 0.46 | 78.4 ± 0.72 | 59.12 ± 0.52 |
| AttentiveMatcher (ours) – points | 83.82 ± 2.67 | 43.32 ± 2.06 | 92.62 ± 1.61 | 68.35 ± 2.67 |
| AttentiveMatcher (ours) – images | 97.65 ± 0.4 | 79.95 ± 2.02 | 97.46 ± 0.55 | 94.84 ± 0.7 |
| AttentiveMatcher (ours) – images (full context) | 99.77 ± 0.25 | 84.27 ± 2.08 | 99.29 ± 0.27 | 98.41 ± 0.5 |

1 https://github.com/brendenlake/BPL
ble. This was done because when ordering the batch at random it is much more likely for each pair being compared to contain inputs from different classes, thus preventing the model from receiving a positive training signal frequently enough, resulting in much longer convergence times. We clipped training gradients at 2.5 for images and points and 10 for strokes. We use pair-wise aggregation (2) and pair-wise loss for strokes, and score-based aggregation and binary cross-entropy loss (1) for points and images, setting γ = 40 in the pair-wise loss. When calculating the binary cross-entropy loss we weighed the positive pairs by a factor of 40 to make the loss calculation more balanced.

4.2. Quantitative Results on Omniglot

Table 1 contains the obtained results on the Omniglot datasets. We show results for both the Full Background set, as well as the averaged values for two five-alphabet Minimal Background sets. We run our experiments on both unaugmented and augmented versions of the training data. The augmentation we perform is done by adding extra classes to the training set, using rotations at 90° increments, similarly to [18], resulting in the total of 3856 training classes in the augmented full Background set.

AttentiveMatcher, trained on unaugmented Background images outperformed other published results, including BPL [2] and Prototypical Networks [18] and achieved perfect accuracy for some of the training seeds and close to perfect accuracy on average after applying Hungarian algorithm at test time, denoted by "full context" in the results. When training on the Minimal set, our model benefits from augmentation, and when full context is used, outperforms the previous state of the art, BPL. The model trained on points using data augmentation (three extra rotations per character) shows a comparable accuracy to our image model, while the unaugmented results on points fall significantly short of the corresponding image results. This is somewhat surprising, as one would assume that stroke trajectories contain the same amount of relevant information as the images. A likely reason for images performing better is the translation invariance induced by the convolutional network helping model to generalize better when compared to point-features prepared by simple MLPs.

When evaluating our model trained on the Minimal set, we start to see the effects of scarcity of the training data, and increased benefits of data augmentation, with our unaugmented image-based model performing much worse than the augmented model. Furthermore, the point model performs significantly worse on the Minimal set compared to both the image-based model and point-based model trained on the full Background set, confirming that the point-based model does not generalize as well as the image model. The results on image data, especially on a challenging Minimal dataset indicate that the convolutional inductive bias helps in generalizing when data is scarce.

All AttentiveMatcher models were trained with 15 different random seeds, and we show the results with 95% confidence intervals applied to mean accuracies obtained from models trained on each seed. The values for the models trained on the two Minimal Background sets are obtained by averaging the results for both versions of Minimal dataset.

The GMN baseline model built on top of stroke-based representations showed poor performance, with both versions of the model reaching significantly lower generalization accuracies than AttentiveMatcher model with points and images as the input. However, the AttentiveMatcher model with fixed-length strokes as input behaves similarly to the GMN model. We do note that a non-neural BPL [2] model exceeds human level performance, while modelling strokes and sub-strokes internally, which means that it is in principle possible to build a good stroke-based model for this task. Nevertheless, our experiments have shown that building a stroke-based neural architecture is challenging. In addition, we note that the parametrized attention used in the AttentiveMatcher can handle matching corresponding strokes better than the attention used in the GMN.

4.3. Qualitative Results on Omniglot

The model allows us to visualize the attention, as shown in Fig. 3. The cross-attention patterns obtained on Omniglot are meaningful: the classifier matches parts of its two inputs that represent the same strokes. Furthermore, similar attention patterns are learned on both the image and points data. First row shows images with superimposed color-mapped trajectories for which we show attention. Cross-attention is shown in both directions. Each odd column shows the attention in one direction (i.e. from A to B), each following (even) column shows attention in the opposite direction (i.e. from B to A).

In Fig. 4 we plot two matrices for support-query matching scores (1 = match, 0 = no-match) for a 10-way episode for both points and images inputs. When inspecting the model results, we noticed that the pairwise matching scores show high certainty of a match for visually similar characters, even though the characters do not share the same label.

4.4. Generalization Between Datasets

In order to see how well the features learned by the AttentiveMatcher generalize across datasets we performed an experiment where we trained the model on QuickDraw [6] human-drawn sketch dataset, and evaluated the resulting model on Omniglot data without any weight updates. QuickDraw dataset contains 345 classes with 70,000 hand-drawn examples per class. As can be seen in Fig. 5, there is a lot of variation between examples belonging to each class, which makes the task of matching examples from the same class more challenging.

We trained the model on 28 × 28 images, using the same 300 classes as in [27], we additionally applied data augmentation by using 90°, 180°, and 270° rotations making three new classes per each existing one. The augmentation benefited generalization because similar looking Omniglot characters can have different meaning depending on their orientation. To speed up training, we used the first 35000 examples from each class. We used the validation accuracy on the 45 remaining QuickDraw classes as our stopping criteria. We evaluated the trained model on 1000 randomly sampled within-alphabet 5-way and 20-way test episodes, where for each alphabet in the Evaluation set 50 episodes were sampled. We set the learning rate to 0.00001, with other training parameters same as in the models trained on Omniglot images. As shown in Table 2, our model performed well when compared to the recent SketchEmbedNet [27] baseline. It is worth noting, that the authors of SketchEmbedNet trained a linear n-way classifier for each evaluation episode, which is an easier task than our approach. We used full context evaluation in our experiments.

4.5. Experiments with minilImageNet

We also test the AttentiveMatcher on natural images using the popular minilImageNet [34] few-shot learning benchmark. We use the splits proposed by Ravi and Larochelle [35], consisting of 64 training classes, 16 validation classes, and 20 test classes. We apply standard pre-processing of 84 × 84 center crops and standard image normalization used with ImageNet. As can be seen from Fig. 6, the model is less certain about its matches in the 5-way minilImageNet classification, compared to the 10-way classification of Omniglot in Fig. 4.
When training on the miniImageNet data, for the embedding network, we set \(d_f = 64\), \(d_e = 256\), apply pooling to the first two convolutional layers and used dropout of 0.1. We also use attention dropout, which randomly removes a fraction of attention weights in the multi-head attention module, setting the attention dropout rate to 0.1. We use Adam optimizer, with a constant learning rate 0.0001. We use positional encoding, and sort our mini-batches so that images belonging to the same class were paired whenever possible. Layer normalization was not used. We clip the gradients at 2.5, same as with Omniglot. However, unlike with Omniglot we do not weigh the loss terms.

Table 3 shows miniImageNet 1-shot, 5-way classification results for models using four-layer CNN for image-features embedding, with 95% confidence intervals on the episode accuracies obtained from 1000 episodes. We can see that the model is functional but cannot beat the state of the art. We also studied the cross-attention patterns (see B) trying to see if one can achieve the same level of correspondence between parts of images being compared as observed in Omniglot experiments. We found that the cross-attention patterns were not meaningful: the model seems to pay more attention to similarities in textures rather than semantically similar high-level objects.

4.6. Discussion on Interpretability

A big benefit of using attention-based models, such as Transformers, is the readily available attention-weights matrix. The attention patterns can be used to examine the model’s inductive
bias on different datasets. As we saw, while the attention patterns on Omniglot images corresponded to how a human would compare character parts to one another, the same was not the case with miniImageNet, with color and texture playing a bigger role than shape and location. This failure of the model to attend to the corresponding image regions both within individual images (such as all patches corresponding to the head of the dog attending to one another), as well as between images (such as attending between the heads of dogs in two different images), can be used to diagnose the issues, such as texture bias [36], preventing the model to reach a higher accuracy.

Matching scores matrices is another valuable indicator on how easy or hard it is for the model to distinguish between classes. A more sparse matching scores matrix indicates that the model is more confident in its predictions. As the scores can be loosely interpreted as matching probabilities for each pair, this information provides a helpful guide for debugging the model. In addition, the pair-wise similarity scores can be compared to subjective scores given by humans.

5. Conclusion

Our model trained on images obtains next to perfect accuracy on the challenging Omniglot within alphabet classification task, exceeding both human level and BPL on unaugmented data, and to the best of our knowledge is the first model to do so. This demonstrates the importance of the convolutional inductive bias in sample efficient settings. At the same time, as humans we find it natural to represent hand-written characters as strokes, and our original expectation was that strokes would perform better than images. However, in our experiments using both Graph Matching Network on top of stroke-based representations, as well as AttentiveMatcher with strokes as input have shown that learning a non-autoregressive and non-generative representation from strokes that is effective for few-shot learning with neural networks is not trivial. However, the non-neural, BPL model by Lake et al. is based on modelling characters in terms of strokes, and it shows excellent classification performance. This supports the notion that a stroke-based representations should be useful for sample-efficient classification and other tasks considered by [2]. It cannot be ruled out that our image-based model performs so well because the convolutional features we use as an input to the AttentiveMatcher help the model learn an internal sub-stroke based representation in a translation equivariant manner. Overall, our model accuracy improved as we moved further away from a pure stroke-based representation, with points outperforming strokes, and images outperforming points. In addition, we have shown that

| Table 2 | Cross-dataset generalization results – model trained on QuickDraw data, evaluated on Omniglot within-alphabet 5-way and 20-way 1-shot classification tasks, 4-convolutional layers embedding. Results show 95% confidence intervals obtained from models initialized from 15 random seeds. |
|---------|-------------------------------------------------------------------------------------------------|
| Model               | Acc. 5-way | Acc. 20-way |
| SketchEmbedNet [27] | 89.16 ± 0.41 | 74.24 ± 0.48 |
| AttentiveMatcher (ours, no aug.) | 88.78 ± 0.5 | 67.11 ± 0.7 |
| AttentiveMatcher (ours, aug.) | 92.37 ± 0.3 | 74.93 ± 0.3 |

| Table 3 | miniImageNet 1-shot 5-way classification, 4-convolutional layers embedding. |
|---------|--------------------------------------------------------------------------------|
| Model               | Accuracy |
| Prototypical Networks [18] | 49.42 ± 0.78 |
| PARN [21]            | 55.22 ± 0.84 |
| AttentiveMatcher (ours) | 49.06 ± 1.3 |

Fig. 5. Some example QuickDraw images and their corresponding classes.

Fig. 6. Matching scores matrix for a single testing episode, miniImageNet. Values below 0.01 not shown.
our model when trained on Omniglot has double benefits of accurate classification and increased interpretability of the matches. We speculate that good results on QuickDraw and Omniglot suggest that the model is good at comparing abstract representations, as one could view sketch drawings as abstract representations of objects shown in natural images [16]. Our results suggest that more research should be done on improved learning of abstract representations from natural images since current models seem to be heavily focused on textures [36].

While the relational inductive bias can be helpful in solving few-shot learning problems, it may not always be possible to obtain a suitable relational representation. Thus, it may be even more important to design models that infer the graph structure from input data, for situations where the ground-truth relations are unavailable. There are still many exciting challenges that remain in adapting relational, graph-based approaches to non-graph data, as well as learning the optimal ways to build graphs from data with ambiguous relational structures. Working in this direction will drive the improvement in deep learning methods for both the relational representation as well as inference.

More work is needed to investigate the potential of this approach on natural images, where it is more challenging to develop meaningful structural and relational representations in terms of objects and object parts. In addition, the relation between model size and interpretability of attention patterns for input matching should be explored. Working in this direction will drive the improvement in deep learning methods for efficient and scalable structural representation.
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**Appendix A. Architecture and Dataset**

**A.1. Architecture of the Graph Matching Network for One-Shot Classification**

When training the Graph Matching Network [9], we encode the node and edge features using two separate MLPs, with output dimensions $d_f$ and $d_{edge}$. Messages $m_{ij}$ between nodes $j, i$ are obtained by concatenating the two nodes and the corresponding

---

**Fig. A.7.** Omniglot strokes data statistics. Both raw and interpolated data has the same number of strokes per character, shown in (a). After pre-processing, in the resulting interpolated strokes the total number of points is decreased, as seen from comparing (b) and (c).
Fig. B.8. Visualization of cross attention for two miniImageNet images from the same class. Lime-green regions mark super-pixels corresponding to attention from, and red regions mark super-pixels corresponding to attention to. The target regions on the right mostly focus on the correct object, however there is no clear pair-wise correspondence to the regions marked on the left. Please see Fig. B.9 for cross-attention in the opposite direction.
Fig. B.9. Attention on the miniImageNet images in the opposite direction. There is no object/part based correspondence between attention from (lime-green) and attention to (red), and texture appears to play the biggest role for matching. See Fig. B.8 for attention in the opposite direction.
edge and passing them through another MLP. The message dimension is set to $d_m$. The GNN is run for $T$ iterations. At each iteration $t$ of the GNN, the nodes are updated using a GRU-based RNN cell, where node is the hidden state, and the sum of all incoming messages is the input:

$$a_i^{(t+1)} = \text{GRU}(a_i^{(t)}, \sum_{j \in V} m_{ij}^{(t)})$$

The authors of the above architecture also propose a simple form of cross-graph attention between nodes $V_A$ and $V_B$. The cross-graph attention messages $\boldsymbol{m}_{ij}^{(t)}$ between node $a_i$ in graph $G_A$ and node $b_j$ in graph $G_B$ is a weighted element-wise difference:

$$a_i^{(t+1)} = \text{GRU}(a_i^{(t)}, \sum_{j \in V} m_{ij}^{(t)})$$

with other similarity measures than L2 being possible as well. The per-node attention messages are summed, and concatenated to the input of the node update RNN:

$$\mathbf{a}_i^{(t+1)} = \text{GRU}(\mathbf{a}_i^{(t)}, \sum_{j \in V_A} \mathbf{m}_{ij}^{(t)}, \sum_{j \in V_B} \mathbf{m}_{ij}^{(t)})$$

This attention mechanism does not have separate learned transformations. Finally, at the last time-step, $T$, the two graph embeddings $\mathbf{g}_A$ and $\mathbf{g}_B$ of dimension $d_a$ are computed by applying a gated sum to the nodes belonging to each graph, here shown for nodes $a \in V_A$ (but are symmetric for $b \in V_B$):

$$\mathbf{g}_A = f_{emb}\left(\sum_{i \in V_A} \mathbf{f}_{node}(\mathbf{a}_i^{(T)}) \otimes \mathbf{f}_{gaa}(\mathbf{a}_i^{(T)})\right)$$

We use pairwise hinged margin loss that encourages L2 distance between same classes to be small:

$$\mathcal{L}_{pair} = \max(0, \gamma - \|\mathbf{g}_A - \mathbf{g}_B\|^2)$$

Parameter $\gamma$ is the margin, and $l$ is a positive or negative label for the pair, $l = 1$ when $A$ and $B$ have the same class, and $l = -1$ otherwise.

### A.1.1. GNN Training Details

When training GMN without attention we set $d_1 = 256$, $d_{edge} = 32$, $d_a = 128$, $d_b = 512$, $\gamma = 400$, dropout$=0.1$, batchsize$=512$, $T = 4$, with every time-step having separate message MLP weights.

For GMN with cross-graph attention: we set $d_1 = 256$, $d_{edge} = 32$, $d_a = 128$, $d_b = 256$, $\gamma = 400$, dropout is set to zero, batchsize$=256$, $T = 6$. Message MLP weights are shared across time steps.

For both of the above, we clip gradients at 10 and use Adam optimizer with learning rate of 0.0002. Batch normalization was used in all MLPs.

### A.2. Stroke Dataset Statistics

Fig. A.7 shows some statistics for the stroke data. One strokes data point contains strokes trajectories for a single character as sequences of points in three dimensions: $(x, y, t)$, where $t$ denotes time. The beginning and the end of each stroke is marked. The average number of strokes per character is 2.6, points per stroke: 64.5, and points per character: 168.9.

### Appendix B. Result Visualizations

We visualize cross-attention for positive class pairs in miniImageNet dataset. Figs. B.8 and B.9 show cross attention for pairs of images, where the attention seems to be matching somewhat meaningful corresponding regions, however on further inspection the matches are likely to be based on texture similarity.
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