Concentration-Invariant Odor Representation in the Olfactory System by Presynaptic Inhibition
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The present study investigates a network model for implementing concentration-invariant representation for odors in the olfactory system. The network consists of olfactory receptor neurons, projection neurons, and inhibitory local neurons. Receptor neurons send excitatory inputs to projection neurons, which are modulated by the inhibitory inputs from local neurons. The modulation occurs at the presynaptic site from a receptor neuron to a projection one, leading to the operation of divisive normalization. The responses of local interneurons are determined by the total activities of olfactory receptor neurons. We find that with a proper parameter condition, the responses of projection neurons become effectively independent of the odor concentration. Simulation results confirm our theoretical analysis.

1. Introduction

An external physical or chemical stimulus contains multiple aspects of information, for instance, a natural image may contain the luminance, the color, and the shape information of an object, and an odorant input may contain the identity and the intensity information of an odor. These multiple aspects of information are represented by spiking activities of neuron ensembles layer by layer. It has been found that neurons often show invariant responses to certain features of stimulus, for instance, ganglion cells in the retina display some degree of spatial luminance invariance to light signals [1], and complex cells in the primary visual cortex are insensitive to the phase of orientation [2]. The invariance representation for stimulus feature is beneficial to neural information processing, as it makes a neural system concentrate on representing or extracting a special aspect of external information. It has been reported that some Kenyon cells in the locust mushroom body exhibit concentration-invariance responses to odor stimulus [3], but how does this concentration-invariance arise remains largely unknown.

For the drosophila olfactory system, odorant information is first represented by the activities of olfactory receptor neurons (ORNs) [4]. There are about 60 classes of ORNs in drosophila. The firing rates of ORNs increase with the odor concentration. ORNs expressing the same receptor gene project their axons into the same glomerulus, where they make excitatory synaptic connections with the projection neurons (PNs) in the antennal lobe. Generally, a PN innervates a single glomerulus and hence the ORN-PN connection constitutes a direct signal transmission pathway. The ORN-PN synapse is strong and exhibits short-term depression [5]; that is, the synaptic efficacy depends on the spiking history of the presynaptic neuron. It has been reported that the synapse from ORN to PN is modulated by the inhibitory inputs from local neurons [6], and the activity of the latter is determined by the total activity of ORNs. The presynaptic inhibition is known to have the effect of normalizing neuronal responses divisively. Thus, the activity of a PN is, on one hand, driven by its presynaptic ORNs, and on the other hand, modulated by the total activities of all ORNs through the presynaptic inhibition. In this study, we show that through this presynaptic inhibition, the stationary state of PNs can achieve concentration-invariant representation for an odor.
The dynamicsofoneuronisgivenby

\[ \text{an action potential is generated and after that the membrane} \]

\[ \text{neuron is described by an integrate-and-fire process.} \]

\[ \text{When} \quad I \quad \text{is the corresponding reversal potential.} \]

\[ \text{The synaptic current} \quad w \quad \text{is written as follows:} \]

\[ w = \sum_{k} \sum_{m} \delta(t-t_{km}), \]

\[ \text{where} \quad x_{ij} \quad \text{denotes the available vesicle resource in the presynaptic site of the} \]

\[ \text{jth ORN,} \quad f(g_{ij}) \quad \text{is the vesicle release probability modulated by the presynaptic input,} \]

\[ \text{w^{EE} is the synaptic connection strength from ORN to PN,} \]

\[ \text{w^{IE} is the synaptic connection strength from iLN to PN, and} \]

\[ \text{τ^D is the recovery time constant of the vesicle release. When a spike is emitted} \]

\[ \text{from an ORN, the synaptic conductance g^{EE} is increased by} \]

\[ \text{w^{EE}x_{ij}f(g_{ij}) due to the opening of ion channels, and} \]

\[ \text{the vesicle resource in the presynaptic site is decreased by} \]

\[ \text{x_{ij}f(g_{ij})}. \]

\[ \text{The increased conductance and decreased vesicle resource depend on the spiking history of its presynaptic} \]

\[ \text{ORN and the strength of presynaptic inhibition.} \]

\[ \text{In the ORN-PN pathway, a lateral presynaptic inhibition} \]

\[ \text{is found to modulate the strength of synaptic transmission.} \]

\[ \text{This form of presynaptic inhibition is also found in the retina} \]

\[ \text{[8]. Each spike could depolarize the membrane potential in the} \]

\[ \text{presynaptic terminal, and the amount of membrane depolarization is modulated by the amount of inhibitory synaptic} \]

\[ \text{conductance. To model this effect, we assume that the vesicle} \]

\[ \text{release probability f(g_{ij}) is a monotonically decreasing function} \]

\[ \text{of the inhibitory synaptic conductance, that is,} \]

\[ f(g_{ij}) = \frac{1}{ag_{ij} + b}, \]

\[ \text{where} \quad a \quad \text{and} \quad b \quad \text{are constants.} \]

\[ \text{Let us give a short summary of the synaptic transmission} \]

\[ \text{from ORN to PN. The synaptic connection strength from ORN to PN depends on three factors: the vesicle} \]

\[ \text{resource in the presynaptic site, the release probability, and} \]

\[ \text{the number of release sites. In the above, we model the} \]

\[ \text{vesicle resource with a variable} \quad x \quad \text{. The release probability} \]

\[ \text{is determined by the calcium concentration in the presynaptic} \]

\[ \text{terminal, and the latter is affected by the depolarization level of the local membrane.} \]

\[ \text{The presynaptic inhibitory input influences the membrane depolarization level.} \]

\[ \text{Thus, we model the presynaptic inhibition effect by assuming that} \]

\[ \text{the release probability decreases with the inhibitory input.} \]

\[ \text{The increment of the synaptic conductance upon a spike is modeled as a product of the available vesicle resource,} \]

\[ \text{the release probability, and the synaptic connection strength.} \]
3. Input Gain Control in the Response of PNs

Input gain control phenomenon is widely observed in the early pathway of a sensory system [9–12]. It is defined as that the neuronal transfer function is modulated by the magnitude of inputs. In the olfactory system, the input gain control has been observed in the ORN-PN pathway, in which the response of a PN to its presynaptic ORN inputs is modulated by total activities of ORNs [11]. In the experiment, a few odors were identified that each odor only activates a single type of ORNs. These odors are called private odors for simplicity. By varying the concentration of a private odor, the mean firing rates of ORNs and its cognate PNs are recorded. The input-output relationship shows a sigmoid-like curve function. Interestingly, it is found that the input-output function could be input gain modulated by superimposing a public odor that could activate many types of ORNs but not the ORNs activated by private odors. Here, we show that short-term depression and the presynaptic inhibition can achieve input gain control in the olfactory system.

By setting the left-hand of (3)–(4) to be zero and considering the continuum limit, we get the stationary state of the network, which is given by

$$g_i^{IE} = Kw_i^{IE} \sum O \tau_E,$$

$$g_i^{EE} = \frac{w_i^{EE} f (g_i^T) r_i^O \tau_E}{1 + f (g_i^T) r_i^O \tau_D},$$

$$g_i^T = N t^O w^T r^T,$$

where $r_i^O$ is the firing rate of the the ORNs in the $i$th cluster, and $r^T$ is the firing rate of iLNs. $g_i^{IE}$ is the total excitatory synaptic conductance received by an inhibitory neuron, $g_i^{EE}$ is the total excitatory synaptic conductance received by the $i$th PN, and $g_i^T$ is the inhibitory conductance at the presynaptic terminal of the ORN-PN synapse. For simplicity, we assume that the firing rate is a linear function to the synaptic conductance, that is,

$$r^T = \alpha^T (g_i^{IE} - \beta).$$

Thus, we have

$$r^T = \alpha^T \left( Kw_i^{IE} \sum O \tau_E - \beta \right),$$

$$g_i^T = N t^O w^T r^T \alpha^T \left( Kw_i^{IE} \sum O \tau_E - \beta \right).$$

By using (5), we get

$$g_i^{EE} = aN t^O w^T r^T Kw_i^{IE} \sum O \tau_E - aN t^O w^T r_i^O \beta + b + \tau_D r^O,$$

and the firing rate of the $i$th PN is

$$r_i^E = \alpha^E (g_i^{EE} - \beta).$$

From (9)-(10), we see that the response of a PN is modulated by the total activity of ORNs (see the denominator of (9)). Its firing rate does not increase linearly with the input strength, but saturates when the input is strong enough. Figure 2 shows the response curves of PNs to the presynaptic ORNs under different levels of background ORN activities.

4. Concentration-Invariant Representation for Odors

The activity of a PN depends on two factors: the excitatory current from its presynaptic ORNs and the vesicle release probability controlled by the presynaptic input from iLNs, and the latter decreases with the total activity of ORNs. Consider an odor activates a subset of ORNs, with their firing rates $r_i^O$ increase linearly with the odor concentration. We see that the concentration-invariant representation holds if the following condition is satisfied, which is

$$aN t^I w^I r_i^O \beta - b = 0.$$

With the above condition, the stationary value of excitatory conductance to a PN is written as follows:

$$g_i^{EE} = \frac{Kw_i^{EE} r_i^O}{aN t^I w^I r_i^O + Kw_i^{IE} \sum O \tau E + \tau_D r^O}. $$

We see that the linear dependence of $r_i^O$ on the odor concentration in the nominator and denominator of the above equation cancel each other, and hence $g_i^{EE}$, and so does
Figure 3: The concentration-invariant representation for an odor. The left panel shows the ORN population responses at the low and high odorant concentrations; the right panel shows the corresponding PN population responses. The population responses of PNs do not vary much in different odor concentration conditions.

In the above, we show that the responses of PNs in stationary state only encode the identity information of an odor. The concentration information of an odor is conveyed by the transient dynamics of PNs. Figure 4 shows the population activities of PNs shortly after the application of an odor, which demonstrates that the firing rates of PNs in the high concentration case are much higher than that in the low concentration case.

5. Conclusions and Discussions

In this study, we have proposed a network model for implementing concentration-invariant representation for odors in the olfactory system. Two elements are involved in achieving this goal, namely, short-term synaptic depression and presynaptic inhibition. The former ensures the responses of PNs saturate for large inputs, and the latter modulates the excitatory inputs to PNs according to the total activities of ORNs. The modeling result is consistent with experimental findings. As gain control effect has been widely observed in neural
systems, the underlying mechanisms have long been debated [13–15]. Here, we propose an input gain control mechanism mediated by presynaptic inhibition. Furthermore, we find a parameter condition under which the stationary responses of PNs become invariant with respect to the concentration of odors. It has been pointed out that input gain control can generate invariance representation [16]. Here, we show that this could be realized by presynaptic inhibition. It has been observed in experiment that Kenyon cells in mushroom body could exhibit concentration invariant responses in a certain range of odor concentrations [3]. In this study, we show that this concentration-invariant representation is achieved in the layer of PNs, which are presynaptic to Kenyon cells. The concentration information of an odor is, on the other hand, represented by the transient dynamics of PNs. It is our future work to explore the circuit temporal dynamics in detecting odor concentrations.

**Acknowledgment**

This work is supported by the National Foundation of Natural Science of China (no. 91132702, no. 31221003, and no. 91120305), National High-Tech R&D Program of China (863 Program no. 2012AA011601), and High Level Talent Project of Guangdong Province, China.

**References**

[1] D. L. Beaudoin, B. G. Borghuis, and J. B. Demb, “Cellular basis for contrast gain control over the receptive field center of mammalian retinal ganglion cells,” *Journal of Neuroscience*, vol. 27, no. 10, pp. 2636–2645, 2007.

[2] F. S. Chance, S. B. Nelson, and L. F. Abbott, “Complex cells as cortically amplified simple cells,” *Nature Neuroscience*, vol. 2, no. 3, pp. 277–282, 1999.

[3] M. Stopfer, V. Jayaraman, and G. Laurent, “Intensity versus identity coding in an olfactory system,” *Neuron*, vol. 39, no. 6, pp. 991–1004, 2003.

[4] R. I. Wilson and Z. F. Mainen, “Early events in olfactory processing,” *Annual Review of Neuroscience*, vol. 29, pp. 163–201, 2006.

[5] H. Kazama and R. I. Wilson, “Homeostatic matching and nonlinear amplification at identified central synapses,” *Neuron*, vol. 58, no. 3, pp. 401–413, 2008.

[6] S. R. Olsen and R. I. Wilson, “Lateral presynaptic inhibition mediates gain control in an olfactory circuit,” *Nature*, vol. 452, no. 7190, pp. 956–960, 2008.

[7] M. Tsodyks, K. Pawelzik, and H. Markram, “Neural networks with dynamic synapses,” *Neural Computation*, vol. 10, no. 4, pp. 821–835, 1998.

[8] B. Sagdullaev, E. Eggers, R. Purgert, and P. Lukasiewicz, “Non-linear interactions between excitatory and inhibitory retinal synapses control visual output,” *The Journal of Neuroscience*, vol. 31, no. 42, pp. 15102–15112, 2011.

[9] M. Carandini, D. J. Heeger, and J. A. Movshon, “Linearity and normalization in simple cells of the macaque primary visual cortex,” *The Journal of Neuroscience*, vol. 17, no. 21, pp. 8621–8644, 1997.

[10] R. A. Normann and I. Perlman, “The effects of background illumination on the photoresponses of red and green cones,” *Journal of Physiology*, vol. 286, pp. 491–507, 1979.

[11] S. R. Olsen, V. Bhandawat, and R. I. Wilson, “Divisive normalization in olfactory population codes,” *Neuron*, vol. 66, no. 2, pp. 287–299, 2010.

[12] M. Carandini and D. Heeger, “Normalization as a canonical neural computation,” *Nature Reviews Neuroscience*, vol. 13, no. 1, pp. 51–62, 2011.

[13] D. J. Heeger, “Normalization of cell responses in cat striate cortex,” *Visual Neuroscience*, vol. 9, no. 2, pp. 181–197, 1992.
[14] G. R. Holt and C. Koch, “Shunting inhibition does not have a divisive effect on firing rates,” *Neural Computation*, vol. 9, no. 5, pp. 1001–1013, 1997.

[15] F. S. Chance, L. F. Abbott, and A. D. Reyes, “Gain modulation from background synaptic input,” *Neuron*, vol. 35, no. 4, pp. 773–782, 2002.

[16] J. Wessnitzer, J. M. Young, J. D. Armstrong, and B. Webb, “A model of non-elemental olfactory learning in *Drosophila*,” *Journal of Computational Neuroscience*, pp. 1–16, 2011.