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Abstract—Traffic splitting is a required functionality in networks, for example for load balancing over multiple paths or among different servers. The capacities of the servers determine the partition by which traffic should be split. A recent approach implements traffic splitting within the ternary content addressable memory (TCAM), which is often available in switches. It is important to reduce the amount of memory allocated for this task since TCAMs are power consuming and are often also required for other tasks such as classification and routing. Previous work showed how to compute the smallest prefix-matching TCAM necessary to implement a given partition exactly. In this paper we solve the more practical case, where at most \( n \) prefix-matching TCAM rules are available, restricting the ability to implement exactly the desired partition. We give simple and efficient algorithms to find \( n \) rules that generate a partition closest in \( L_\infty \) to the desired one. We do the same for a one-sided version of \( L_\infty \) which equals to the maximum overload on a server and for a relative version of it. We use our algorithms to evaluate how the expected error changes as a function of the number of rules, the number of servers, and the width of the TCAM.

I. INTRODUCTION

In many networking applications, traffic has to be split into multiple possible targets. For example, this is required in order to partition traffic among multiple paths to a destination based on link capacities (e.g. \([2], [3], [4]\)), and when sending traffic to one of multiple servers proportionally to their CPU or memory resources.

It is increasingly common to rely on network switches to perform the split \([5], [6]\). Equal cost multipath routing (ECMP) \([7]\) and its generalization WCMP (Weighted ECMP) \([8]\) use hashing for this task. The possible target values are written to memory entries (with repetitions in WCMP). Then, a flow is randomly hashed into one of the entries, generating a distribution according to the number of appearances of each possible target.

The implementation of some distributions in WCMP can be costly in terms of the number of memory entries required. While for instance implementing a 1:2 ratio can be done with three entries (one for the first target and two for the second), the implementation of a ratio like \( 1 : 2^W - 1 \) is expensive, requiring \( 2^W \) entries. Memory can grow quickly for particular distributions over many targets, even if they are only being approximated.

More recently, a natural approach was taken to implement traffic distributions within the Ternary Content Addressable Memory (TCAM), available in commodity switch architectures. For some distributions this allows a much cheaper representation \([9], [10], [11]\). In particular, a partition of the form \( 1 : 2^W - 1 \) can be implemented with only two entries. A nice feature of TCAM is that all the rules are checked in parallel, and multiple-matches are resolved to the highest priority rule (no ties), all done directly by the hardware. Unfortunately, TCAMs are power consuming and thus are of limited size \([12], [13]\). Therefore one often needs to represent a partition using a predefined TCAM quota.

Finding a representation of a partition becomes more difficult when the number of possible targets is large. Focusing on the Longest Prefix Match model, \([10]\) suggested an algorithm named Niagara, showed that it is very efficient in practice, and considered a tradeoff of reduced accuracy for less rules. \([14]\) suggested an optimal algorithm named Bit Matcher that computes a minimal size TCAM for a desired partition, and proved that Niagara is also optimal.

The work of \([14]\) does not address the common scenario in which the available number of TCAM entries is smaller than the minimum needed to represent the desired partition exactly and therefore an approximate solution is necessary. However \([14]\) showed experimentally that a truncation of an implementation of the exact partition gives a good approximation. Specifically, they showed that the subsets of the ‘less specific’ rules produced by Bit Matcher and Niagara, provide a good approximate partition according to several metrics. Unfortunately, they did not prove any worst case approximation guarantee for this approach.

In this paper we focus on the problem of finding the best approximate partition that fits a fixed “budget” of TCAM entries. This problem arises since the same TCAM is often used for multiple tasks, one of which is traffic splitting. Thus, the number of rules allocated for traffic splitting may be limited in order to prevent starvation of other tasks that require rules, or simply because we allocate to load balancing the space remaining after higher-priority tasks had been allocated their rules.

When we must compromise the accuracy of a desired partition of \( 2^W \) \( P = (p_1, \ldots, p_k) \) due to bounded memory size, then we need to define an appropriate notion of approximation \( P' = (p'_1, \ldots, p'_k) \). Different applications may prefer different measures. Two natural measures are the \( L_\infty \) and \( L_1 \) norms between partitions viewed as vectors. That is \( |P - P'|_\infty = \max_i |p_i - p'_i| \) and \( |P - P'|_1 = \sum_i |p_i - p'_i| \). Another interesting measure is a “one-sided” variant of \( L_\infty \), denoted \( L_\infty^+ \), which equals to the maximum among the positive differences between the entries \( \max_i (p'_i - p_i) \). This measure is not symmetric and equals to the maximum of the overload on a server ignoring underloaded servers. Another measure is minimizing the maximum relative overload, \( \max_i \frac{p'_i - p_i}{p_i} \).

Note that \( L_1 \) does not have a one-sided version since the total overload equals to the total underload.
denoted \( L_{\infty,r}^+ \). For example, if \( L_{\infty,r}^+ = 0.1 \) it means that no server gets traffic larger by more than 10% of its desired load.

In this work we focus on the \( L_\infty \) distance (Sections III [V] and the \( L_\infty^+ \) and \( L_{\infty,r}^+ \) distances (Section V). We present efficient algorithms that find the closest partition (with respect to each of these distances) to a given one among all partitions that can be realized with at most \( n \) rules.

We want to use the \( L_{\infty,r}^+ \) distance when stronger servers can tolerate larger overloads. That is, when an overload of 5% is equally painful whether it occurs on a weak server or on a strong server. For example, when deviations result in delay, faster servers can tolerate larger deviations. In contrast when the deviating traffic is dropped then \( L_\infty^+ \) is more appropriate. When we also want to avoid servers which are severely underloaded then we should use \( L_\infty \). Solving the problem for the relative version \( L_{\infty,r}^+ \) (minimize \( \max_i (|p_i - p_{i+1}|) \)) is open. When the desired loads on the servers are similar then optimizing with respect to \( L_\infty \) and \( L_{\infty,r}^+ \) should give similar TCAMs.

A naive approach to get \( n \) rules that may induce a close partition is by taking the widest \( n \) rules (i.e. with maximum number of wildcards) of a smallest set of rules that induce the desired partition exactly. We can do this efficiently using a solution computed by either Bit Matcher or Niagara. Unfortunately this simple approach may not give the closest partition (according to the distances mentioned above) that we can induce by \( n \) rules. This is demonstrated in Fig. 1 in the next section.

Our Contributions. (1) We give new polynomial time algorithms that find partitions that optimally approximate a desired partition and can be represented with a given memory constraint. To the best of our knowledge, this problem has never been studied, except for simple heuristics in [10], [14]. We do so for three “approximation-measures” between partitions: \( L_\infty \), \( L_\infty^+ \) and \( L_{\infty,r}^+ \). Our algorithm for \( L_\infty \) runs in \( O(W \cdot T) \) time and for \( L_\infty^+ \) and \( L_{\infty,r}^+ \) in \( O(W \cdot (k \cdot \lg W + T)) \) time, where \( k \) is the number of targets, \( W \) is the TCAM-width, \( n \) is the number of allowed rules and \( T = O(\min(W \cdot k, k \cdot n \cdot \lg k)) \)

We observe that the problem of finding the closest partition that can be represented by at most \( n \) rules is polynomially equivalent to the problem in which we want to find a partition that can be implemented by the smallest number of rules among those that have error below a fixed (specified) threshold.

To find a partition with bounded error of lowest complexity (fewest rules) we consider a more general formalization of lifting problems (see Problem 5). In a lifting problem we specify a lower bound on each coordinate in the partition and a range of legal values. We then ask for a partition of lowest complexity that obeys these constraints. We reduce the problem of finding a partition with bounded error of lowest complexity to particularly simple lifting problems in which the lengths of the ranges have at most 3 different values for \( L_\infty \), and all lower bounds are 0 for \( L_\infty^+ \) and \( L_{\infty,r}^+ \). Then we show how to solve these special lifting problems. The lifting formalization can also capture similar approximation-measures.

(2) We exploit our algorithms to perform the following experimental studies: (A) We analyze the distribution of the error when approximating a partition of \( 2^W \) into \( k \) parts, using at most \( n \) rules. We estimate how this error depends on the different parameters by computing the empirical average error and variance over a batch of random partitions with the same parameters. We change each of the parameters while fixing the others, to single out the effect of each of them. We also consider the interesting case where the number of rules is proportional to the number of servers, i.e. \( n/k = constant. \)

(B) We compare the average \( L_\infty^+ \) and \( L_\infty \) errors and conclude that they do not differ by much in practical scenarios. (C) We measure the error as a function of the number of rules for partitions derived from real data. (D) We compare the error of the naive approach that truncates a smallest set of TCAM rules. It turns out that although sub-optimal, the error of this simpler approach is not much higher, and we conjecture that it is a 2-approximation of the optimal error. (E) We measure the running time of our algorithms and compare it to the running time of the simpler truncation scheme. Our results suggest a trade-off between extra approximation error and the slightly faster running time of the Niagara algorithm (compared to the optimal algorithms that we develop here) which is \( O(k + n \cdot \lg k) \).

Note that all of these evaluations were not possible prior to our work as there was no efficient way to compute the closest partition which can be represented with at most \( n \) rules.

The structure of the rest of the paper is as follows. Section II formally defines our approximate traffic splitting problems, and the lifting problem that we mentioned before. Section III gives a reduction of the problem of finding the closest partition in \( L_\infty \) distance of complexity at most \( n \) to particular restricted lifting problems. Section IV gives algorithms for the special lifting problems that arise from the reduction in Section II. Section V reduces the problems of finding the closest partition in \( L_\infty^+ \) and \( L_{\infty,r}^+ \) distances, of complexity at most \( n \), to yet another special lifting problem, and gives an efficient algorithm for this lifting problem. Section VI extends all the results to non-integer input partitions. Our experiments are described in Section VII due to lack of space some are provided as supplementary material. We review additional related work and we conclude with some open problems in Sections VIII and IX respectively. Finally, we provide three supplementary sections and an implementation of our algorithms. Section XI briefly reviews the existing Bit Matcher and Niagara algorithms. Section XII describes the code, and Section XIII contains more experiments.

II. TRAFFIC SPLITTING PROBLEM

A Ternary Content Addressable Memory (TCAM) of width \( W \) is a table of entries, or rules, each containing a pattern and a target. (We assume each target is an integer in \([1, ..., k]\).) Each pattern is of length \( W \) and consists of bits (0 or 1) and wildcards (*). An address is said to match a pattern if all of the specified bits of the pattern (ignoring wildcards) agree with the corresponding bits of the address. If several rules fit an address, the first rule applies, and recall that this resolution is done by the hardware itself (in parallel). An address \( v \) is associated with the target of the rule that applies to \( v \). We consider only minimal sets of rules, i.e. such that we cannot remove a rule without changing the mapping defined by the
set. In the following we refer to a set of TCAM rules simply as a TCAM.

In this paper we assume the Longest Prefix Match (LPM) model in which wildcards appear only as a consecutive suffix of the pattern. This model is motivated by specialized TCAM hardware such as [15], and has been studied intensively [9], [10], [11], [14]. As detailed in [16], common programmable switch architectures such as the RMT and Intel’s FlexPipe have tables of different types and in particular tables dedicated to longest prefix matching [17], [18]. In this setting a pattern is in fact a prefix of bits that matches all addresses that start with this prefix. The set of addresses \( S(p_1) \) and \( S(p_2) \) that match different prefixes \( p_1 \) and \( p_2 \) (assume without loss of generality that \( p_1 \) is not longer than \( p_2 \)) form a laminar set system. That is \( S(p_1) \subseteq S(p_2) \) if \( p_1 \) is a prefix of \( p_2 \) and \( S(p_1) \cap S(p_2) = \emptyset \) otherwise. Furthermore, in case \( p_1 \) is a prefix of \( p_2 \) then we may assume that \( p_2 \) appears before \( p_1 \) (otherwise \( p_2 \) is redundant). It follows that we may assume that the prefix rules are sorted in a non-increasing order of their lengths. Finally, we assume that the set of rules ends with a rule consisting of a prefix of length 0 that matches all addresses.

A set of prefix rules \( T \) corresponds to a subset of the nodes of the full binary trie (see Fig. 1). In particular, the match-all prefix corresponds to the root, and any other nonempty prefix \( p \) corresponds to the node whose path to the root gives \( p \) if we change an edge to a left child to 0 and an edge to a right child to 1. The rule which applies to an address \( v \) (which is a leaf) corresponds to the closest ancestor which represents a prefix in \( T \). This is the longest prefix of the address \( v \) in \( T \).

A TCAM of width \( W \) with \( k \) targets induces a partition of the address space of \( 2^W \) binary strings into \( k \) parts. Each address is associated with the target of the rule that applies to it. In this paper, we consider only partitions to \( k \) parts which are non-negative integers that sum to \( 2^W \). The following natural problem has been solved in [14].

**Problem 1.** Given a partition \( P \) of \( 2^W \) into \( k \) parts, find the shortest TCAM that realizes \( P \), i.e., a TCAM that partitions the address space to exactly these parts.

We assume implicitly that every address is equally likely to arrive, therefore the TCAM implementation only requires each target to receive a certain number of addresses. This assumption might not hold in practice, but it can be mitigated by ignoring bits which are mostly fixed like subnet masks etc. For example, [19] analyzed some real-data traces and concluded that for those traces about 6–8 bits out of the client’s IPv4 address are “practically uniform”. The non-uniform case in which addresses have different weights is not considered in this paper. Moreover, independently of the

2Our arguments and results cannot be generalized to the case of non-prefix rules since the correspondence with the full binary trie breaks, similar to previous works [9], [10], [11], [14].

3The exact non-uniform problem is NP-complete, since if addresses are weighted arbitrarily we can reduce the Partition problem [20] to Problem 1. Given an input \( S = \{ s_1, \ldots, s_m \} \) for Partition, consider a space of \( 2^W \geq m \) addresses. Give \( m \) addresses weights \( s_1, \ldots, s_m \), and weight 0 to all others. Let \( P = \{ p, \bar{p} \} \) for \( p \equiv \frac{1}{2} \sum^{m}_{i=1} s_i \), be input for Problem 1. \( S \) can be partitioned into two subsets of equal weight if and only if \( P \) has an exact TCAM representation.

Fig. 1. Illustration of TCAM rules, their trie representation and sequences generating the corresponding partitions. (a) An exact representation of \( P = \{ 4, 1, 1, 1, 1 \} \) with 5 rules. (b) An approximation of \( P \) with two rules. (c) A partition \( P \) in \( L_{\infty}^1 \). A representation with two rules of \( [6, 2, 0, 0, 0] \) which is closest to \( P \in L_{\infty}^1 \). (d) A representation with two rules of \( [7, 1, 0, 0, 0] \) which is closest to \( P \) in \( L_{\infty, r}^1 \) among all partitions that can be represented with 2 rules. The figure presents toy-examples with very few rules, which is why the approximation ends up with less than \( k \) reachable targets. When there are on average 2.5 or more rules per target this is unlikely to happen, see Section XIII-G for more details.

uniformity assumption, the network designer may choose to reduce the granularity of the partition in order to smooth random fluctuations (even if address uniformity holds in general). For instance, if \( W = 32 \) is over-granular, one can choose \( W = 10 \) to begin with.

Throughout the paper we denote vectors, such as partitions, with a capital letter such as \( P \) or \( X \). Each coordinate of such vector is denoted by a corresponding non-capital letter with an index as a subscript, such as \( p_i \) and \( x_{i,t} \), respectively.

Observe that a set of prefix rules \( T \) that induces a partition \( P \) into parts of sizes \( p_1, \ldots, p_k \) defines (non-uniquely) a sequence \( s \) of transactions between pairs \( (i, j) \in [1, \ldots, k] \times [1, \ldots, k], i \neq j \) as defined below, such that after “executing”
s on P, all the \( p_i \) are 0 except for one \( p_j \) that equals \( 2^W \).

**Definition 1 (Transactions).** We denote a transaction of size \( 2^\ell \) from \( p_i \) to \( p_j \) by \( [i \rightarrow_W j] \). We also refer to \( i \) (the index) as the “sender” and to \( j \) as the “receiver”. Applying a transaction means that we update the values as follows: \( p_i \leftarrow p_i - 2^\ell \), \( p_j \leftarrow p_j + 2^\ell \). A sequence \( s \) is a collection of transactions, each with its corresponding trie and TCAM table.

Indeed, think of the representation of \( T \) as a binary trie. Consider a prefix \( p \) of length \( W - \ell \) with target \( A \) such that no descendant of \( p \) is in \( T \). Let \( p' \) be the closest ancestor of \( p \) which is also in \( T \). Let \( A' \) be the target of \( p' \). By our minimality assumption \( A' \neq A \), so we add to \( s \) a transaction moving \( 2^\ell \) from \( A \) to \( A' \) and remove \( p \) from \( T \). Then we iterate this step until only the match-all rule is left in \( T \). For example if we start from the original trie in Fig. 1(a) then after adding to \( s \) three transactions corresponding to the three longest prefix-rules, i.e. the first rules in this TCAM, the trie is as shown in Fig. 1(b).

For uniformity, we add a dummy-transaction \( [j \rightarrow_W \perp] \) where \( \perp \) is a canonical symbol that has initial value 0, and \( j \) is the index that is the target of the match-all rule. This transaction corresponds to deleting the match-all rule in \( T \) in the process above, such that all weights end up zero. For a given partition \( P \), we consider only sequences of transactions that zero all the weights (into \( \perp \)).

Given a sequence of transactions \( s \) obtained from a TCAM \( T \) as above we can reconstruct \( T \) as follows: We start by a rule with a prefix of length 0 (match-all) whose target is \( j \) where \( [j \rightarrow_W \perp] \in s \). Then we traverse the transactions of \( s \) in non-increasing sizes and act as follows. When we encounter a transaction moving \( 2^\ell \) from \( i \) to \( j \), we add a prefix rule of length \( W - \ell \) with target \( i \) which extends a previous prefix rule of target \( j \) (i.e. the specified prefix of the rule of \( j \), is a prefix of the new rule of \( i \)). In the trie representation, the prefix rule of \( i \) which we add has a subtree of size \( 2^\ell \) and the prefix of rule \( j \) which we extend has a larger subtree size.

**Definition 2 (Induced Partition).** Let \( s \) be any sequence of transactions. We say that \( P \) is the partition induced by \( s \) if when we apply \( s \) to \( P \) all the weights become zero. Note that a sequence \( s \) induces a unique partition, however different sequences may induce the same partition. When \( s \) is “read backwards”, it constructs \( P \).

Note that an arbitrary sequence \( s \) that induces a partition \( P' \), may not correspond to a TCAM \( T \) that realizes \( T \) by the mapping described above. Indeed, there are infinitely many sequences, but only a finite number of marked tries. Nevertheless [14] proved that any shortest sequence that induces \( P \) can be converted to a sequence of the same length that corresponds to a set of prefix rules of a TCAM that realizes \( P' \).\(^4\) Moreover, the previous paragraphs demonstrate that any TCAM with \( n \) rules that realizes a partition \( P \) also yields a sequence of length \( n \) that induces \( P \). Therefore, if a shortest sequence \( s \) that induces \( P \) is of length \( n \) then this is also the size of the smallest TCAM that realizes \( P \), and essentially Problem 2 below is equivalent to Problem 1.

**Problem 2.** Given a partition \( P \), compute a shortest sequence that induces it.

**Definition 3 (Complexity of a Partition).** Let \( P \) be a partition. We define \( \lambda(P) \) as the length of a shortest sequence that induces \( P \). We say that \( \lambda(P) \) is the complexity of \( P \). This value describes how large a TCAM realization of \( P \) must be.

Problems 1 and 2 were studied in [14], which showed that a shortest sequence that induces a partition \( P \) can be found in \( O(Wk) \) time, by their Bit Matcher algorithm or in \( O(Wk \log k) \) time by the Niagara algorithm of [10]. Therefore, we can compute \( \lambda(P) \) for any desired partition \( P \), efficiently. However, \( \lambda(P) \) might be too large for a particular application. To address this issue, we study here the problem of finding a best approximate partition of a given complexity.

**Definition 4.** We define \( \Delta_n \) to be the set of all partitions of complexity at most \( n \). That is, \( \Delta_n \equiv \{ P : \lambda(P) \leq n \} \). Note that \( \Delta_{n1} \subseteq \Delta_{n2} \) whenever \( n1 \leq n2 \).

**Definition 5.** Let \( P, P' \) be two partitions. Let \( \Delta = P' - P \) be the difference vector. We denote by \( D(P', P) \) the distance from \( P' \) to \( P \). We consider four different distances in this paper which are defined as follows:

1. Max two-sided: \( L_\infty(P', P) = \max_i |\Delta_i| \)
2. Max two-sided relative: \( L_\infty, r(P', P) = \max_i \frac{|\Delta_i|}{p_i} \)
3. Max one-sided (positive): \( L_+^\infty(P', P) = \max_i \Delta_i \)
4. Max one-sided (positive) relative: \( L_+^{\infty, r}(P', P) = \max_i \frac{\Delta_i}{p_i} \)

In simple words, \( L_\infty \) penalizes for the maximum deviation, while \( L_\infty, r \) normalizes this relative to the capacity of each target. \( L_\infty^+ \) penalizes only for overloaded targets, and \( L_\infty^{+, r} \) measures the overload relative to the capacity of each target. It is possible to define similar one-sided distances for underloads, but the practical interest in it is questionable. One-sided measures may be of interest if the network designer worries about overload but can accept underutilized resources.

**Problem 3 (Bounded-Length Approximation).** Given a partition \( P \), a distance \( D \), and an integer \( n \), find a partition \( P' \in \Delta_n \) such that \( D(P', P) \) is minimized.

In TCAM terminology, Problem 3 looks for a TCAM with at most \( n \) rules that induces a partition that best approximates a desired partition \( P \). We solve Problem 3 by reducing it to the following “dual” problem.

**Definition 6.** Let \( P \) be a partition, \( D \) a distance, and let \( e > 0 \). We define the open ball around \( P \) with radius \( e \) as the set of all partitions with distance less than \( e \) from \( P \). That is, \( B_e(P) \equiv \{ P' : D(P', P) < e \} \).

**Problem 4 (Bounded-Error Approximation).** Let \( P \) be a partition, \( D \) a distance, and let \( e > 0 \) be an error bound. Find a partition \( P' \in B_e(P) \) that minimizes \( \lambda(P') \).

**Theorem 1.** Let \( A \) be an algorithm for solving Problem 4 for \( L_\infty, L_\infty^+ \) or \( L_\infty^{+, r} \) that requires \( T_A \) time, and let \( C \) be an algorithm that checks for an integer partition \( P \) and an
integer \( n \) whether \( \lambda(P) \leq n \) in \( T_C \) time. Then Problem 3 is solvable in \( O(W \cdot (T_A + T_C)) \) time.

Proof. First consider \( L_\infty \) or \( L_\infty^+ \). If \( e_2 \geq e_1 \) then \( B_{e_1}(P) \subseteq B_{e_2}(P) \) and therefore \( \lambda(P_{e_1}) \leq \lambda(P_{e_2}) \). By this monotonicity we can use binary search to find the smallest ball around \( P \) that contains a partition \( P' \) of complexity at most \( n \). Since \( L_\infty(P', P) \) and \( L_\infty^+(P', P) \) are integers no larger than \( 2^W \), the number of iterations of this binary search is at most \( W \).

In each iteration of this binary search we call \( A \) once, and then post-process its output to check whether \( \lambda(P_i') \leq n \). This totals to \( O(W \cdot (T_A + T_C)) \) time. Note that by \ref{thm:binary_search} we know that \( T_C \) is polynomial.

For \( L_\infty^+ \), since different distance values are separated by at least \( \epsilon = 2^{-2W} \), we can apply the search down to a resolution of \( \epsilon \) instead of 1, which still takes \( O(W \cdot (T_A + T_C)) \) time. \qed

**Theorem 2.** Let \( A \) be an algorithm for solving Problem 2 for \( L_\infty, L_\infty^+ \) or \( L_\infty^+ \), that requires \( T_A \) time. Then Problem 4 is solvable in \( O((\log W + \log k) \cdot (T_A + k)) \) time.

The proof of Theorem 2 is similar to that of Theorem 1 and hence omitted. We remark that for any integer partition \( P, 0 \leq \lambda(P) \leq Wk \). Problem 5 below generalizes Problem 4.

**Definition 7 (Lifting Vector).** Let \( W \) be an integer and let \( X \equiv [x_1, \ldots, x_k] \) be a vector of integer weights such that \( \sum x_i \leq 2^W \). Let \( C \equiv [c_1, \ldots, c_k] \) be a vector of integer capacities such that \( \sum_i c_i \geq 2W \). We say that a vector \( Y \) is a lifting of \( X \) with respect to \( C \) and \( W \) if (1) \( \forall i : x_i \leq y_i \leq x_i + c_i \), and (2) \( \sum y_i = 2^W \).

**Problem 5 (Lifting Problem).** Given an input \((X, C, W)\), find a lifting vector \( Y \) with minimum \( \lambda(Y) \).

Problem 5 looks for a shortest partition in a \( k \)-dimensional box: \( X \) specifies the coordinate-wise smallest corner of the box, and \( C \) specifies the width of the box in each dimension \(^5\). See Fig. 2 for a 2-dimensional illustration. This generalizes Problem 4 for each of the distances \( L_\infty, L_\infty^+, L_\infty^+ \) and \( L_\infty^+ \).

In the case of \( L_\infty \) this box is in fact a cube, defined by its center \( P \) and radius (half-width) \( \epsilon \).\(^6\) In general, Problem 5 captures any definition of distance in which the error defines a lifting vector \( Y \) specified by smallest corner of the box.

Our focus is on Problem 4. In Section III we identify two special cases of Problem 5 that will allow us to solve Problem 4 for \( L_\infty \). We solve each of these special cases in Section IV and explain how together they suffice for solving Problem 4. In Section V we identify another special case of Problem 5 that we use to solve Problem 4 for \( L_\infty^+ \) and \( L_\infty^+ \) and explain how to solve it. While it is simple to reduce Problem 4 for \( L_\infty^+ \), to an instance of Problem 5 it does not result in a special case which we know how to solve, so the problem remains open for \( L_\infty^+ \).

\(^5\) Of course only partitions are considered, so the points of interest in the box lie in its intersection with the hyperplane \( \sum_i p_i = 2^W \).

\(^6\) Since we do not allow negative values in partitions, there could be cases where the box \( B_r(P) \) in Problem 4 is not a cube. This happens when \( p_i < e \) for some \( i \), so the cube is trimmed through intersecting with the positive orthant. Consider \( P = [1, 5] \) with \( e = 4 \) as an example. The cube around \( P \) is \([-2, 4] \times [2, 8] \), but its intersection with the positive orthant is \([0, 4] \times [2, 8] \).

![Fig. 2. A visualization of a lifting problem in 2 dimensions. (a) Every partition resides on the line (hyperplane) \( p_1 + p_2 = 2^W \). (b) For \( L_\infty \) the box is a square (2D cube) around \( P \). (c) For \( L_\infty^+ \) and \( L_\infty^+ \), the rectangle (2D box) around \( P \) is typically not centered at \( P \) but instead anchored at the origin. We look for a lifting vector \( \bar{Y} \) by starting from the corner with smallest coordinates, \( \bar{X} \), and slowly increasing the coordinates inside the box without passing the corner \( \bar{X} + P \), until "fitting" the hyper-plane of partitions at some \( P' \) that minimizes \( \lambda(P') \) inside the box.]

At this point, we provide Fig. 3 as a summary of the reductions and special cases. The details will be clarified in the subsequent sections.

**III. CHARACTERIZING SPECIAL LIFTING PROBLEM CASES**

In this section we characterize special cases of the lifting problem (Problem 5) that are sufficient for solving Problem 4 for \( L_\infty \). The first Lemma states that in order to find a partition \( P' \in B_r(P) \) that minimizes \( \lambda(P') \) it is sufficient to consider only the subset of \( B_r(P) \) consisting of all partitions whose entries are multiples of the largest power of 2 smaller or equal to the approximation error \( \epsilon \).

**Lemma 1.** Let \( P \) be a desired partition and let \( 2^b \leq \epsilon < 2^{b+1} \) for a non-negative integer \( h \). Let some \( P' \in B_r(P) \). Then there exists \( P'' \in B_r(P) \) such that \( \lambda(P'') \leq \lambda(P') \) and \( 2^b \) divides every coordinate of \( P'' \).

**Proof.** If every coordinate of \( P' \) is divisible by \( 2^h \) then \( P'' = P' \) and we are done. Otherwise, let \( s' \) be a shortest sequence that induces \( P' \). Because \( P' \) has elements that are not divisible by \( 2^h \), some of the transactions of \( s' \) must be of size smaller than \( 2^h \). We show how to modify \( s' \) to a sequence \( s'' \) that has one less transaction of size smaller than \( 2^h \), \( |s''| \leq |s'| \), and \( s'' \) induces a partition \( P'' \in B_r(P) \). The lemma then follows by applying this argument iteratively until we get a partition that is induced by a sequence without small transactions.

We eliminate a single small transaction as follows. Denote the first transaction in \( s' \) which is of size smaller than \( 2^h \) by \( a \rightarrow m \) (for some indices \( a,b \) and \( m < h \)). We delete the transaction \( [a \rightarrow m, b] \) from \( s' \) and denote the new temporary sequence by \( s \). The sequence \( s \) induces a partition \( P'' \), in which \( p_a'' = p_a + 2^m \) and \( p_b'' = p_b - 2^m \). The rest of the proof splits into the following four possible cases.

1) Both \( |p_a'' - p_a| < e \) and \( |p_b'' - p_b| < e \); We set \( s'' = s \).

2) Both \( |p_a'' - p_a| \geq e \) and \( |p_b'' - p_b| \geq e \); because \( |p_a'' - p_a| < e \), and because \( p_a'' < p_a \) and \( m < h \), we get that \( p_a \leq p_a'' < p_a'' \) (if \( p_a < p_a \) then \( p_a'' - p_a < e \)). Thus \( p_a'' - 2^h > p_a - 2^h \geq p_a - e \), so by reducing \( 2^h \) from \( p_a'' \) we would bring it back to within distance \( e \) from \( p_a \). For similar reasons, we find that \( p_b \geq p_b'' \) and by adding \( 2^h \) to \( p_b'' \) we would bring it back to within distance \( e \) from \( p_b \). We set \( s'' = s \cup \{a \rightarrow m, b\} \).
(a) Solving for closest-partition via reduction to lifting problems. Adding a
linear for the different distance functions, by translating the problem to special lifting

\[ P - 2^h : Y \]

\[ P' - Y \]

Output \( P' \)

(b) Solving special cases of lifting problems (Problem 5).

Fig. 3. High-level overview of the algorithms for computing a closest partition for the different distance functions, by translating the problem to special lifting problems. [5(a)] is an overview of the reduction (e.g., Section III for \( L_\infty \)). [5(b)] overviews the solution steps (e.g., Section IV for \( L_\infty \)).

3) \( |p^*_c - p_a| \geq e \) and \( |p^*_b - p_b| < e \) (i.e., need to fix \( a \)).

The same reasoning as in case 2 above implies that \( p^*_b > p_b \), and that we can fix \( p^*_b \) by adding a transaction \([a \rightarrow b, c]\) for some index \( c \). It remains to show that there exists some weight \( p^*_c \) that can accommodate such an increase without violating the constraint, i.e., that \( |p^*_c + 2^h - p_c| < e \).

Notice that for any \( c \neq a, b \) we have \( p^*_c = p^*_b \), and therefore \( |p^*_c - p_c| = \frac{1}{2} e < e \) because \( |p' - P|_\infty < e \). Furthermore, in this case \( |p^*_b - p_b| < e \) by assumption, hence for any \( c \neq a \) (including \( b \)) we have \( |p^*_b - p_c| < e \).

Assume by contradiction that \( c \neq a \) we also have \( |p^*_c + 2^h - p_c| \geq e \). Then it means that \( p^*_c \geq p_c \), (if \( p^*_c < p_c \) then \( |p^*_c + 2^h - p_c| < e \)). But then, because \( p^*_b > p_b \), we get that \( \sum p^*_i > \sum p_i = 2^W \), which is a contradiction because \( P^* \) is also a partition and its sum is \( 2^W \). Therefore such index \( c \) does exist, and we set \( s' \) to be \( s \cup \{a \rightarrow b, c\} \).

4) \( |p^*_a - p_a| < e \) and \( |p^*_b - p_b| \geq e \) (i.e. need to fix \( b \)). This case is symmetric to case 3. The same reasoning as in case 2 implies that \( p^*_b < p_b \). We find some index \( c \) such that we can add the transaction \([c \rightarrow b, a]\) while still maintaining \( |p^*_c - 2^h - p_c| < e \). Notice that for any \( c \neq a \) we have \( |p^*_c - p_c| < e \) (for \( c \neq a \) this is because \( p^*_c = p^*_b \) and for \( c = a \) we assume that \( |p^*_a - p_a| < e \) in this case).

Assuming, by contradiction, that \( c \neq a \) \( |p^*_c - 2^h - p_c| \geq e \), we deduce that \( p^*_c \leq p_c \). From this we get that \( \sum p^*_i < \sum p_i = 2^W \), which is a contradiction, and we conclude that such index \( c \) as required does exist. Accordingly, we set \( s'' \) to be \( s \cup \{c \rightarrow b, a\} \).

Example 1. Let \( W = 4, k = 3, P = [11, 4, 1], P' = [6, 9, 1], \) and \( e = 6 \). Indeed, \( P' \in B_3(P) \) since \( |P' - P|_\infty = 3 < e \).

One can verify that \( \lambda(P') = 4 \) since the sequence \( s' = [3 \rightarrow 0 2][2 \rightarrow 1 3][2 \rightarrow 4 1] \) is a shortest sequence that induces \( P' \). By Lemma 7 we can find \( P^* \in B_3(P) \) such that \( \lambda(P^*) \leq 4 \) and each coordinate of \( P^* \) is divisible by 4. We can find \( P^* = [8, 4, 4] \), which is induced by \( s^* = [3 \rightarrow 2 2][3 \rightarrow 2 1] \). Each weight of \( P^* \) is divisible by 4, \( \lambda(P^*) = 3 \leq \lambda(P') = 4 \), and \( |P'^* - P|_\infty = 3 < e \).

Based on Lemma 1 when we look for the shortest partition \( P' \in B_3(P) \), it is sufficient to consider only the lattice points consisting of coordinates which are integer multiples of \( 2^h \) (where we recall that \( h \) is such that \( 2^h \leq e < 2^{h+1} \)). This reduces the search space substantially.

Lemma 2 below characterizes more precisely the number of multiples of \( 2^h \) in the vicinity of any given value. Fig. 4 illustrates the number of non-negative multiples, in each of the three cases.

**Lemma 2.** Let \( x \geq 0, 2^h \leq e < 2^{h+1} \) for a non-negative integer \( h \). Let \( A(x) = \{x' | x' < x \} \) and define the functions \( \Delta_\infty(x) = |A(x)| \) and \( \Delta^\pm_\infty(x) = |A(x) \cap \{x' | x' \geq 0 \}| \). Then the possible values of \( \Delta_\infty(x) \) and \( \Delta^\pm_\infty(x) \) depend on \( e \) as follows:

1) \( e = 2^h \): both \( \Delta_\infty(x), \Delta^\pm_\infty(x) \in \{1, 2\} \)
2) \( 2^h < e < \frac{3}{2} 2^h \): both \( \Delta_\infty(x), \Delta^\pm_\infty(x) \in \{2, 3\} \)
3) \( \frac{3}{2} 2^h < e < 2^{h+1} \): \( \Delta_\infty(x) \in \{3, 4\}, \Delta^\pm_\infty(x) \in \{2, 3, 4\} \)

(a) The three cases of Lemma 2

(b) Breaking a segment into units of \( 2^h \).

Fig. 4. Lemma 2: Counting non-negative multiples of \( 2^h \) covered by a range. [2(a)] shows the three possible cases of Lemma 2. [2(b)] shows a break-down of a segment, for counting the multiples it covers.

**Proof.** The length of the segment \( |x - x'| < e \) is exactly \( 2e \), therefore its length in units of \( 2^h \) is \( r = \frac{2e}{2^h} \). Each full-unit \((a, a + 2^h)\) contains exactly one integer multiple of \( 2^h \), and a partial-unit \((a, a + b)\) where \( 0 < b \leq 2^h \) may or may not contain a multiple (see Fig. 4(b)). Since we can break the
segment \((x - e, x + e)\) to \([r] - 1\) consecutive full-units and another partial-unit, we get that the segment covers either \([r] - 1\) or \([r]\) multiples of \(2^h\). We divide to cases depending on \(e\):

1. \(e = 2^h\): Then \(r = \frac{x}{2^h} = 2\), and therefore \([r] = 2\).
2. \(2^h < e \leq \frac{3}{2} \cdot 2^h\): Then \(2 < r = \frac{x}{2^h} \leq 3\), and \([r] = 3\).
3. \(\frac{3}{2} \cdot 2^h < e < 2^{h+1}\): Then \(3 < r = \frac{x}{2^h} < 4\), and \([r] = 4\).

When adding the requirement that \(x' \geq 0\), negative multiples of \(2^h\) in the corresponding interval become illegal. Since \(x \geq 0\) and \(e < 2^{h+1}\), we have that \(-2^{h+1} \notin \mathcal{A}(x)\) and if \(-2^h \in \mathcal{A}(x)\) then \(0, 2^h \in \mathcal{A}(x)\). This means that even if we lose a multiple of \(2^h\) due to non-negativity constraint, then there are at least two non-negative multiples of \(2^h\) within the range. In Case (1) the range does not contain \(2^h\) due to non-negativity constraint, then we do not lose any multiple. In Case (2) we lose one multiple if we originally had 3 or 4. In the former case, \(\Delta_v(x)\) goes down from 3 to 2 as stated (see Fig. 4(a)).

Lemma 1 shows that it suffices to work with partitions consisting of elements of sizes which are integer multiples of \(2^h\), and Lemma 2 characterizes how many such multiples we have to consider per coordinate. Therefore, we can now simplify the presentation by dividing all values by \(2^h\).

The benefit of this simplification is that it allows us to reduce our problem to a simple lifting problem with small capacities. Notice that although the capacities are small (at most 3), we still cannot solve the resulting lifting problem efficiently by traversing all possible partitions in \(\mathcal{B}_k(P)\), their number is still exponential in \(k\). The following theorem gives the details of this reduction. In the next section we show how to efficiently solve the lifting problem.

**Theorem 3 (Reduction from Bounded-Error to Lifting).** Let \((P, e)\) be the input to Problem 4 for \(\mathcal{L}_\infty\) where \(P\) is a partition and \(2^h \leq e < 2^{h+1}\) is the error bound. Then the problem reduces to one of the following two types of lifting problems, depending on the value of \(e\):

1. \(e = 2^h\) ⇒ Capacities \(C\) such that \(\forall i : c_i \in \{0, 1\}\).
2. \(e > 2^h\) ⇒ Capacities \(C\) such that \(\forall i : c_i \in \{1, 2, 3\}\).

**Proof.** By Lemma 1 it suffices to look for a partition \(P'\) such that \(\forall i \in \{k\}, p'_i \) is a multiple of \(2^h\) and \(|p_i - p'_i| < e\). Let \(x_i\) be the lowest non-negative possible multiple, and let \(z_i\) be the largest possible multiple. Any multiple in between is also possible, so we define the lifting problem with the base vector \(X = [x_1/2^h, \ldots, x_k/2^h]\) and capacities \(C = [c_1, \ldots, c_k]\) where \(c_i = (z_i - x_i)/2^h\). The third parameter to the lifting problem is \(W = W_P - h\) where \(W_P\) is the original “width” of \(P\), that is \(\sum_{i \in \{k\}} p_i = 2^W P\).

Lemma 2 characterizes \(\Delta_v^+(p_i)\), the number of multiples of \(2^h\) between \(x_i\) and \(z_i\) (including both), and it follows that \(c_i + 1 = \Delta_v^+(p_i)\). We get two types of lifting problems. If \(e = 2^h\) then by Case (1) of Lemma 2 we get \(c_i \in \{0, 1\}\). If \(e > 2^h\) then by Cases (2) and (3) we get \(c_i \in \{1, 2, 3\}\).

As a final remark, note that in the lifting problem we get a width of \(W_P - h\) rather than \(W_P\) (the width of \(P\)). In other words, since we divided all values by \(2^h\) the sum of the parts of the lifting should be \(2^{W_P-h}\). The solution of the lifting problem is scaled-up by multiplying each coordinate by \(2^h\) to get a solution to the original problem. The scaling doesn’t change the complexity of the partition.

**IV. SOLVING THE LIFTING PROBLEMS**

In this section we consider the special cases of Problem 5 derived in Theorem 3. The algorithm for the second case uses the algorithm for the first case as a sub-routine.

**A. Lifting Problems with \(C \in \{0, 1\}^k\)**

We consider an algorithm for lifting instances \((X, C, W)\) such that \(\forall i \in \{k\} : c_i \leq 1\). We do so by ranking the weights with capacity 1 in bit-lexicographic order (defined below), and lift the first \(2^W - \sum_i x_i\) largest weights in this order. See Algorithm 1.

**Algorithm 1: Lifting with max capacity of 1**

**Input:** Non-negative integer weights \(X = [x_1, \ldots, x_k]\) and capacities \(C \in \{0, 1\}^k\) such that \(\sum_i x_i \leq 2^W \leq \sum_i (x_i + c_i)\).

**Output:** An optimal lifting \(Y = [y_1, \ldots, y_k]\).

1. Let \(A = \{x_i \mid c_i = 1\} \subseteq X\). Let \(n = 2^W - \sum_i x_i\).
2. Set \(y_i = x_i + 1\) for the \(n\) highest weights of \(A\) by \(\ell_{\text{lex}}\) order (Definition 5), otherwise \(y_i = x_i\). Return \(Y\).

In order to prove the correctness of Algorithm 1 we introduce additional notation.

**Definition 8 (Bit-Lexicographic Order).** Let \(x, y\) be non-negative integers. We say that \(x <_{\ell_{\text{lex}}} y\) or that \(x\) is bit-lexicographic smaller than \(y\) if at the lowest bit \(\ell\) such that \(x[\ell] \neq y[\ell]\) we have \(x[\ell] = 0 < y[\ell] = 1\). Note that \(x <_{\ell_{\text{lex}}} y\) if and only if \(x^r < y^r\) where \(x^r\) and \(y^r\) are obtained from \(x\) and \(y\) by reversing their binary representations (with respect to a fixed word size), respectively.

**Example 2.** \(5 <_{\ell_{\text{lex}}} 3 (5 = 101b, 3 = 011b)\). Also, any even number is lexographically smaller than any odd number.

In order to prove the correctness of Algorithm 1 we introduce additional notation.

**Definition 9 (Excess).** Let \((X, C, W)\) be the input to a lifting problem. We define the excess of \(X\) as \(e(X) = 2^W - \sum_i x_i\). Note that \(e(X)\) depends only on \(X\) and \(W\), and is exactly the total amount required to be added to get a lifting of \(X\).

**Definition 10 (Lifting Notation).** Let \(Y\) be some valid lifting of a vector \(X\). If \(y_i > x_i\) we say that \(x_i\), or the index \(i\), has been lifted \(y_i - x_i\) times, and if \(y_i = x_i\) we say that it was not lifted. We denote a single lift of \(x_i\) by \([i+]\).

**Definition 11 (Lifting Sequence).** Let \(Y\) be a lifting of \(X\). Then \(\sum_i y_i = 2^W\), and therefore \(A(Y)\) is well defined. We define a lifting sequence of \(Y\) to be a sequence consisting of the lifting from \(X\) to \(Y\) concatenated to a shortest sequence of transactions that induces \(Y\). We denote by \(s(Y)\) a lifting sequence of \(Y\) in which the subsequence that induces \(Y\) is generated by the Bit Matcher algorithm.

**Example 3.** Let \(X = [1, 2, 3], W = 3, C = [1, 2, 3]\). The lifting \(Y = [2, 2, 4]\) has \(s(Y) = [1+][3+][1 \rightarrow 2] [2 \rightarrow 3] [3 \rightarrow 3 \bot]\). Its lifting part is \([1+][3+]\), and the transactions part is \([1 \rightarrow 2] [2 \rightarrow 3] [3 \rightarrow 3 \bot]\), which is a Bit Matcher sequence that induces \(Y\).
Lemma 3. Let \((X, C, W)\) be an input to a lifting problem such that \(\sum x_i = 2W - 1\), and all capacities are 0 except for \(c_a\) and \(c_b\) that equal 1. Denote by \(Y^a\) the lifting in which \(x_a\) is lifted, and similarly denote by \(Y^b\) the lifting in which \(x_b\) is lifted. If \(x_a <_{\text{lex}} x_b\) then \(\lambda(Y^b) \leq \lambda(Y^a)\).

Proof. Consider the partition \(Z\) of \(2^{W+1}\) defined as follows: \(\forall i \neq a, b : z_i = 2x_i, z_a = 2x_a + 1, \) and \(z_b = 2x_b + 1\). This is indeed a partition of \(2^{W+1}\) since \(\sum z_i = 2 \sum x_i + 2 = 2^{W+1}\). We establish the lemma by proving that \(\lambda(Y^b) = \lambda(Z) - 1 \leq \lambda(Y^a)\).

First we show that \(\lambda(Z) - 1 \leq \lambda(Y^a)\). Consider a sequence \(s^a\) that induces \(Z\), which we define as follows. It starts with the transaction \([b \rightarrow a\ a]\) After applying this transaction, we have \(Z = 2Y^a\). So we complete \(s^a\) by taking a shortest sequence \(s^b\) that induces \(Y^a\) and adding a transaction \([i \rightarrow j + 1\ j]\) for every transaction \([i \rightarrow j\ j]\) in \(s^a\) (double size). This gives that \(\lambda(Z) \leq \lambda(Y^a) + 1\) as required.

Note that a similar argument shows that \(\lambda(Z) \leq \lambda(Y^b) + 1\).

To conclude the proof, we show that \(\lambda(Y^b) + 1 \leq \lambda(Z)\). Among all shortest sequences of \(Z\), consider a Bit Matcher sequence \(s\) for \(Z\). This sequence begins by matching odd weights according to bit-lexicographic order. Since only \(z_a\) and \(z_b\) are odd and \(z_a <_{\text{lex}} z_b\) (because \(x_a <_{\text{lex}} x_b\), the first transaction in \(s\) is \([a \rightarrow b]\). After applying this transaction we get that \(\forall i \neq a : z_i = 2x_i\) and \(z_b = 2x_b + 2\) so at this point \(Z = 2Y^b\), and all the remaining transactions are of size at least 2. It follows that we can convert the suffix of \(s\) following its first transaction into a sequence of the same length that induces \(Y^b\), by replacing every transaction \([i \rightarrow j\ j]\) by \([i \rightarrow \ell - 1\ j]\). Hence we conclude that \(\lambda(Y^b) \leq \lambda(Z) - 1\).

Note the importance of the fact that \(x_a\) and \(x_b\) in Lemma 3 have capacity of 1. Consider for example the lifting problem \((X, C, W)\), where \(X = [2, 4, 6, 1]\) with capacities \(C = [1, 3, 0, 0]\) and \(W = 4\). Although \(x_2 <_{\text{lex}} x_1\), the optimal lifting is \(Y = [2, 7, 6, 1]\) with \(\lambda(Y) = 4\) and \(s(Y) = [2]+[2]+[2]+[3] \rightarrow 2 \rightarrow 3 \rightarrow 2 \rightarrow 4\). If we shift one lifting from \(x_2\) to \(x_1\) we get the lifting \(Y = [3, 6, 6, 1]\) with \(\lambda(Y) = 5\). Note also that if we lift \(x_2\) twice so its remaining capacity is 1, then \(x_1 = 2, x_2 = 6\) and the lemma holds for the remaining lifting because \(2 <_{\text{lex}} 6\). However, the lemma does not help us foresee this.

Theorem 4. Algorithm 7 generates an optimal lifting for Problem 5 for any input \((X, C, W)\) where \(C \subset \{1, 2, 3\}\).

Proof. For a lifting \(Y\) of \((X, C, W)\) we denote by \(A(Y)\) the set of lifted indices. That is, the indices \(i\) such that \(y_i = x_i + 1\).

Let \(Y^1\) denote the lifting produced by Algorithm 7. Assume by contradiction that \(Y^1\) is not optimal and let \(Y^*\) be an optimal lifting of \((X, C, W)\) that maximizes \(|A(Y^*) \cap A(Y^1)|\).

Since \(Y^* \neq Y^1\), \(A(Y^*) \neq A(Y^1)\). Furthermore, since all liftings of \((X, C, W)\) contain the same number of lifts, then \(|A(Y^*)| = |A(Y^1)|\). This means that \(A(Y^*) \setminus A(Y^1) \neq \emptyset\) and \(A(Y^1) \setminus A(Y^*) \neq \emptyset\). We pick \(a \in A(Y^*) \setminus A(Y^1)\) and \(b \in A(Y^1) \setminus A(Y^*)\). By the definition of Algorithm 7 we have that \(x_a <_{\text{lex}} x_b\).

Algorithm 2: Lifting with capacities in range \(\{1, 2, 3\}\).

Input: Non-negative integer weights \(X = [x_1, \ldots, x_k]\) and capacities \(C \subset \{1, 2, 3\}\) such that \(\sum x_i \leq 2W \leq \sum (x_i + c_i)\)

Output: An optimal lifting \(Y = [y_1, \ldots, y_k]\). if \(e(X) \leq \{|i | x_i \text{ is odd}\}\) (see Definition 9) then
[Return Algorithm 6 \((X, \exists, 1, \ldots, 1, W)\)]

else
[Define \(X', C'\) s.t.:]
[\(\text{if } x_i \text{ is even then } x'_i = x_i, c'_i = c_i\)]
[\(\text{if } x_i \text{ is odd then } x'_i = x_i + 1, c'_i = c_i - 1\)]
[\(\text{if } e(X') < 2 \cdot \{|i | c'_i \geq 2\}\) then]
[Return 2: Algorithm 6 \((X'/2, C'/2, W - 1)\)]
[/* Division and multiplication of vectors are coordinate-wise, over integers (e.g. 3/2 = 1) */]
[Define \(X'', C''\) s.t.:]
[\(\text{if } c''_i \leq 1 \text{ then } x''_i = x'_i, c''_i = c'_i\)]
[\(\text{if } c''_i \geq 2 \text{ then } x''_i = x'_i + 2, c''_i = c'_i - 2\)]
[Return Algorithm 6 \((X'', C'')\)]

We now consider the lifting problem \((X', C', W)\) derived from \(Y^*\) as follows. We set \(x'_a = y_a - 1\) and \(x'_i = y_i + 1\) for every \(i \neq a\). We also set \(c'_a = 1, c'_b = 1\) and \(c'_i = 0\) for \(i \neq a, b\).

By Lemma 3 there is an optimal lifting \(Y''\) of \((X', C', W)\) that lifts \(x'_a\). It follows that \(Y'\) is at least as good as \(Y^*\) and hence also optimal for \((X, C, W)\). But \(|A(Y'') \cap A(Y^1)| > |A(Y^*) \cap A(Y^1)|\) which contradicts the choice of \(Y^*\).

B. Lifting Problems with \(C \subset \{1, 2, 3\}\)

In this section we present Algorithm 2 that computes optimal liftings for instances \((X, C, W)\) such that \(C \subset \{1, 2, 3\}\). We break the excess assignment into phases, and maintain the guarantee that at least one optimal solution survives following each phase. More formally, a partial assignment of the excess induces a new problem \((X', C', W)\) where \(x_i \leq x'_i \leq x_i + c_i\). The guarantee is that an optimal solution \(Y''\) for \((X', C', W)\) is an optimal solution for \((X, C, W)\). The algorithm consists of three phases as follows:

1) The first phase makes all weights even by lifting by one odd weight.
2) The second phase makes pairs of lifts of weights with capacity at least two (keeping the weights even).
3) The last phase allocates the remaining excess by single lifts (the remaining capacities are at most 1).

When the remaining excess at a phase is too small we use Algorithm 1 on an appropriately defined lifting problem to prioritize the allocation of the remaining excess and finish. We establish the correctness of each phase of the algorithm separately (Lemma 5, Lemma 6, Theorem 6).

Lemma 4. Let \(Y\) be an optimal lifting of \(X\), for capacities such that \(c_i > 0\) for all \(i\). If \(\exists i \neq j\) such that \(y_i\) and \(y_j\) are odd, \(y_i < x_i + c_i\) and \(y_j > x_j\) then there exists another optimal lifting \(Y''\) in which both \(y'_i, y'_j\) are even.
Proof. Since $y_j > x_j$ it follows that $s(Y)$ contains at least one lift $[j+]$ (it could contain more such lifts). Moreover, because $y_i$ and $y_j$ are odd, $s(Y)$ contains transactions of size 1 in which $y_i$ and $y_j$ participate. Note that both $y_i$ and $y_j$ must participate in such a transaction, because at the end of $s(Y)$ they are both 0. We split the rest of the proof into cases according to the roles of $i$ and $j$ in these transactions of size 1.

1) If $j$ is a sender, $[j+][i→0 a] ∈ s(Y)$ for some coordinate $a$:

Then we replace $[j+][i→0 a]$ by $[i+][i→0 a]$. 

2) If $i$ is a receiver, $[a→0 i] ∈ s(Y)$ for some coordinate $a$:

Then we replace $[j+][a→0 i]$ by $[i+][a→0 j]$. 

3) If $j$ is a receiver, and $i$ is a sender: Then without loss of generality we may assume $[i → 0 j] ∈ s(Y)$, and we replace $[j+][i → 0 j]$ by $[i+][i → 0 j]$. 

In all the cases above, we obtain a lifting $Y'$ from $Y$ by trading a single lift $[j+]$ for the lift $[i+]$. The argument shows that $λ(Y') ≤ λ(Y)$. In $Y'$ both $y_i'$ and $y_j'$ are even. □

Corollary 5. Let $(X, C, W)$ be an input of a lifting problem. Then among the set of optimal lifting vectors, there exists $Y$ such that either every odd $y_i$ satisfies $y_i = x_i$ (none are lifted), or every odd $y_i$ satisfies $y_i > x_i$ (all are lifted).

Lemma 5 below proves the correctness of the first “if” in Algorithms 2 and motivates the definition of $X'$ and $C'$ in the “else” part of this “if”.

Lemma 5. Let $(X, C, W)$ be an input to the lifting problem where $C ∈ \{1, 2, 3\}^k$. Denote $X_{odd} = \{ i \mid x_i \text{ is odd} \}$. If $e(\bar{X}) ≤ |X_{odd}|$ then an optimal lifting for $(X, [1, \ldots, 1], W)$ is also optimal for $(X, C, W)$. If $e(\bar{X}) > |X_{odd}|$ then let $(X', C', W)$ be defined such that if $x_i$ is even then $x_i'$ = $x_i$ and if $x_i$ is odd then $x_i'$ = $x_i$ + 1 and $c_i'$ = $c_i$ − 1. An optimal solution to $(X', C', W)$ is also optimal for $(X, C, W)$.

Proof. Let $Y$ be an optimal lifting for the input $(X, C, W)$ and let $Y_{odd} = \{ i \mid y_i \text{ is odd} \}$. By Corollary 5 we choose $Y$ such that either all members of $Y_{odd}$ are lifted (Lifted), or none are (Not). We consider the case of $Y_{odd} = \emptyset$ as one in which all members of $Y_{odd}$ are not lifted. We also split based on whether $e(X) ≤ |X_{odd}|$ (Less) or $e(X) > |X_{odd}|$ (More). The proof splits to cases: (1) Lifted-Less; (2) Lifted-More; (3) Not-Less; (4) Not-More.

Case 1 is impossible, because there is not enough excess to make all $X_{odd}$ even and then also lift some weights such that $Y_{odd}$ is not empty (recall that we consider the case $Y_{odd} = \emptyset$ as one in which all members of $Y_{odd}$ are not lifted).

Case 2 is easy. Indeed, if $Y_{odd}$ are all lifted, this means that any weight in $X_{odd}$ has been lifted (either becoming even or remaining odd, but lifted). It follows that $Y$ is a also an optimal lifting of $(X', C', W)$ as stated.

To deal with Cases 3 and 4 we describe a process that eliminates weights from $Y_{odd}$ if there exists an index $j$ that has been lifted more than once, $Y_{odd} \neq \emptyset$, and all members of $Y_{odd}$ are not lifted. Assume that indeed $j$ has been lifted more than once, $Y_{odd} \neq \emptyset$, and all members of $Y_{odd}$ are not lifted. Since $Y_{odd} \neq \emptyset$ and $\sum_i y_i = W$ is even, we must have that $|Y_{odd}| ≥ 2$. Since $s(Y)$ consists of a sequence of Bit Matcher, there exist $a, b ∈ Y_{odd}$ such that $[a → 0 b] ∈ s(Y)$ (Bit Matcher first matches odd weights together).

We modify $Y$ to $Y'$ by replacing $[j+][j][a → 0 b]$ in $s(Y)$ by $[a+][b+][a → 1 j]$ (we can lift $a$ and $b$ since all members of $Y_{odd}$ are not lifted and all capacities are at least 1). The resulting lifting $Y'$ is also optimal since $λ(Y') ≤ λ(Y)$.

Observe that $a, b \notin Y_{odd}$ and that $j$ is not lifted more than once in $Y'$, since its capacity was initially $c_j ≤ 2$. Moreover, $j \notin Y_{odd}$. This follows since $y_j$ was lifted in $Y$, and therefore $y_j \notin Y_{odd}$, $y_j$ is even, and $y_j' = y_j - 2$ is also even.

We handle Cases 3 and 4 by repeatedly applying the process to the optimal lifting at hand, until it cannot be applied any more. Denote the final lifting that we get by $Y'$.

In Case 3 there is barely or not enough excess to make all the odd weights of $X$ even. Therefore in $Y'$ there is no index that is lifted more than once (if $e(X) = |X_{odd}|$ we will also get that $(Y')_{odd} = \emptyset$). It follows that $Y'$ is also a solution of the more restricted lifting problem $(X, I, W)$ ($I = \{1, \ldots, 1\}$).

Since $Y'$ is optimal for $(X, C, W)$ this implies that any optimal lifting of $(X, I, W)$ is also an optimal lifting of $(X, C, W)$.

In Case 4 there is enough excess to eliminate $Y_{odd}$, so $(Y')_{odd} = \emptyset$ and we get that $Y'$ is a solution of $(X', C', W)$. Since $Y'$ is optimal for $(X, C, W)$ this implies that any optimal lifting of $(X', C', W)$ is also an optimal lifting of $(X, C, W)$.

To conclude this proof, observe that when $e(X) > |X_{odd}|$ (Cases 2 and 4) it is safe to apply a partial lifting of all $X_{odd}$ such that they become even, and that when $e(X) ≤ |X_{odd}|$ (Case 3) the problem $(X, C, W)$ reduces to $(X, I, W)$. □

Lemma 5 guarantees that a lifting problem $(X, C, W)$, if the excess is large compared to the number of odd weights in $X$ then we can reduce it to the lifting problem $(X', C', W)$ as defined in Algorithm 2. After this partial lifting, all the weights $x_i'$ are even, and $\forall i : c_i' \in \{0, 1, 2, 3\}$. The range of capacities now includes 0 since some capacities of 1 may have been fully used to make $x_i'$ even, while others may not have been used at all. The following lemma implies the correctness of the second phase of Algorithm 2 (the second “if”).

Lemma 6. Let $(X, C, W)$ be an input of a lifting problem such that $\forall i : x_i$ is even. Define $D = 2(C/2)$, that is, we obtain $D$ by subtracting 1 from every odd capacity. If $e(X) ≤ \sum_i d_i$ then there is an optimal lifting $Y^*$ such that $\forall i : y_i^*$ is even, and if $e(X) ≥ \sum_i d_i$ then there is an optimal lifting $Y^*$ for $(X, C, W)$ such that $\forall i : y_i^* ≥ x_i + d_i$.

Proof. In order to prove the cases, we describe a process which we will use to take an optimal lifting $Y$ and convert it to another optimal lifting $Y'$ with less odd weights. For this process, we require the existence of $j$ such that $y_j$ is odd, and also an index $i$ such that $y_j < x_j + d_i$.

Assuming $Y$ has odd weights, there must be at least two (because the sum over $Y$ is even). Denote by $y_a$ and $y_b$ two weights such that $[b → 0 a] ∈ s(Y)$. Such a transaction exists because the transactions are generated by Bit Matcher which first makes transactions between pairs of odd weights. Moreover, if $y_j$ is odd, we pick a transaction in which either $i = a$ or $i = b$. Because $x_a, x_b$ are even and $y_a, y_b$ are odd, then $[a+], [b+] ∈ s(Y)$. 
(1) If \( i = a \) then we can replace \([a+]|b+|b \rightarrow a| \) in \( s(Y) \) by \([a+]|a+| \) which gives a lifting \( Y' \) with a shorter lifting sequence in contradiction to the optimality of \( Y \). So we must have that \( i \neq a \).

(2) If \( i = b \) then we can replace \([a+]|b+|b \rightarrow a| \) in \( s(Y) \) by \([b+]|b+|b \rightarrow a| \), and get a new lifting \( Y' \) with a lifting sequence of the same length as the lifting sequence of \( Y \). In \( Y', y'_s \) and \( y''_s \) are even so the number of odd weights in \( Y' \) is two less than in \( Y \).

(3) If \( i \neq a, b \), then \( y_i \) is even (if it was odd, then we must have chosen \( i = a \) or \( i = b \) by definition). Since \( x_i \) and \( d_i \) are also even, and \( y_i < x_i + d_i \), we get \( y_i \leq x_i + d_i - 2 \). Thus \( i \) has capacity for two extra lifts. So we replace \([a+]|b+|b \rightarrow a| \) by \([i+]|i+|i \rightarrow a| \), and get a new lifting \( Y'' \) with a lifting sequence of the same length as the lifting sequence of \( Y \). In \( Y'', y'_s \) and \( y''_s \) are even so the number of odd weights in \( Y'' \) is two less than in \( Y \).

Let \( Y \) be an optimal lifting, and apply the process we described repeatedly, until we no longer continue.

Consider the case of \( e(X) \leq \sum d_i \). In this case, as long as there are odd weights, there must be \( i \) such that \( y_i \leq x_i + d_i \). 

Therefore, we conclude that the process stops at an optimal lifting \( Y^* \) such that \( \forall i : y_i^* \leq x_i + d_i \).

Consider the case when \( e(X) \geq \sum d_i \). In this case, the process stops either if \( Y^* \) has no odd weights, or when there is no \( i \) such that \( y_i^* \leq x_i + d_i \). In the latter case, we get \( \forall i : y_i^* \leq x_i + d_i \). Hence the process terminates.

Let \( Y \) be an optimal lifting, and apply the process we described repeatedly, until we no longer continue.

Consider the case of \( e(X) \leq \sum d_i \). In this case, as long as there are odd weights, there must be \( i \) such that \( y_i \leq x_i + d_i \). 

Therefore, we conclude that the process stops at an optimal lifting \( Y^* \) such that \( \forall i : y_i^* \leq x_i + d_i \).

Consider the case when \( e(X) \geq \sum d_i \). In this case, the process stops either if \( Y^* \) has no odd weights, or when there is no \( i \) such that \( y_i^* \leq x_i + d_i \). In the latter case, we get \( \forall i : y_i^* \leq x_i + d_i \).

Theorem 7. Assume that \( W \)-bit word operations take \( O(1) \) time, Problem 4 can be solved in \( O(k) \) time, and Problem 3 can be solved in \( O(W \cdot \min(W \cdot k, k + n \cdot \log k)) \) time, for \( L_\infty \).

Proof. Recall the statement of Theorem 1 in which we define the solution time of Problem 4 as \( T_A \) and argue that Problem 3 can be solved in \( O(W \cdot (T_A + C)) \) time. Our bounds follow by bounding \( T_A \) and \( C \) as follows.

We begin with \( T_A \). We reduce an input \((P,e)\) to a lifting problem \((X,C,W')\) in \( O(k) \) time since we compute each coordinate of \( X \) and \( C \) in \( O(1) \) time. Then, we use either Algorithm 1 or Algorithm 2 to solve \((X,C,W')\). Algorithm 1 requires \( O(k) \) time to identify the weights which should receive a lift. Algorithm 2 has a constant number of phases, in each phase it does some processing that takes \( O(k) \) time, and then applies Algorithm 1. It follows that Algorithm 2 also requires \( O(k) \) running time. We conclude that \( T_A = O(k) \).

We now bound \( C \) which we recall is the time required to compute for a partition \( P \) and an integer \( n \) whether \( \lambda(P) \leq n \). This can be done by finding a shortest sequence that induces \( P \) and comparing the length of the resulting sequence to \( n \).

We can find a shortest sequence that induces \( P \) by running either Bit Matcher or Niagara algorithms on \( P \). Bit Matcher runs in \( O(Wk) \) time. If \( n \) is small, it is possible to modify Niagara to stop after \( n \) steps and conclude that \( \lambda(P) > n \). It follows that we can decide with Niagara whether \( \lambda(P) \leq n \) in \( O(k + n \cdot \log k) \) time (the initialization is linear in \( k \)). We conclude that \( C = O(\min(W \cdot k, k + n \cdot \log k)) \).

V. ONE-SIDED APPROXIMATIONS

In this section we solve Problem 3 for \( L_\infty \) and \( L_{\infty,r} \).

Lemma 7. We can reduce Problem 4 with \( L_\infty \) or \( L_{\infty,r} \) to a lifting problem restricted to inputs in which all weights are zero.

Proof. Let \((P,e)\) be the input to Problem 4. Set \( x_i = 0 \) for all \( i \). For \( L_\infty \), set \( \forall i : c_i = [p_i + e] - 1 \) (largest integer strictly smaller than \( p_i + e \)) and we have that \( Y \) is a lifting of \( X \) with respect to \( C \) iff \( \forall i : y_i \leq c_i \), which happens if \( \forall i : y_i \leq p_i \). For \( L_{\infty,r} \), set \( \forall i : c_i = [(e + 1) \cdot p_i] - 1 \), and we have that \( Y \) is a lifting of \( X \) iff \( \forall i : y_i \leq c_i \), which happens if \( \forall i : y_i \leq \frac{p_i - p_i}{p_i} < e \).

Theorem 8. Algorithm 3 returns an optimal lifting for an input consisting of arbitrary capacities and all weights zero.

Proof. We prove for the recursive version. The lifting problem begins from weights that are all zeros, so all weights are even and \( e(X) = 2^W \). Let \( D = 2(C/2) \). By Lemma 6, if \( \sum d_i \leq 2^W \), there exists an optimal solution \( Y^* \geq D \). So \( Y^* \) is also optimal for a new lifting problem \((X',C',W')\) where \( X' = D, C' = C - D \). It follows that any optimal solution of \((X',C',W')\) is optimal for the original problem \((\bar{0},C,W)\).

But since \( \forall i : c_i = c_i - d_i \leq 1 \), the new problem can be solved optimally by Algorithm 1.

In the other case, when \( \sum d_i > 2^W \), Lemma 6 guarantees an optimal solution \( Y^* \) such that all of its weights are even. But since \( Y^* \) has only even weights, it is not only optimal for \((\bar{0},C,W)\) but also for \((\bar{0},D,W)\). Since all the quantities...
Algorithm 3: Lifting for one-sided error (2 versions)

Input: Non-negative integers $W$ and capacities $C = [c_1, \ldots, c_k]$ such that $2W \leq \sum_i c_i$.
Output: An optimal lifting $Y$ for $(X = 0, C, W)$. 
If $\exists c_i \geq 2W$:
return a lifting $Y$ s.t. $y_i = 2W, y_{\neq i} = 0$. Else:

Recursive Version:
1) Let $D = 2(C/2)$.
2) $\sum d_i \leq 2W$: return Algorithm 1($D, C - D, W$) \hskip1em \hfill \# with weights vector $D$ and capacities vector $C - D$ */
3) Else, $\sum d_i > 2W$: recursion:
return 2-Algorithm(0, C/2, W - 1)

Equivalent Iterative Version:
1) Find the smallest integer $m \geq 1$ such that $\sum_{i=1}^k (C_i/2^m) \leq 2W - m$.
2) Set $D^* = 2(C_i/2^m)$ and $C^* = (C_i/2^{m-1})$. Return $2^{m-1}$-Algorithm($D^*, C^* - D^*, W - (m - 1)$)

are even here, then it is optimal iff $Y^*/2$ is optimal for $(0/2, D/2, W - 1) = (0, C/2, W - 1)$, which proves the correctness of the recursive step. \hfill \Box

Theorem 9. Assuming $W$-bit word operations take $O(1)$ time, Problem 2 can be solved in $O(k \cdot \lg W)$ time and Problem 3 can be solved in $O(W(k \cdot \lg W + \min(W \cdot k, k + n \cdot \lg k))$ time, for both $L_{\infty}$ and $L_{\infty,e}$.

Proof. As in the proof of Theorem 7, we just need to plug-in values for $T_A$ and $T_C$ into the bound of Theorem 1 $T_C = O(\min(W \cdot k, k + n \cdot \lg k))$ as argued in Theorem 7.

Although the recursive version of Algorithm 3 may require $O(W)$ recursive calls, its iterative version allows to binary-search for the value of $m$, requiring only $O(\lg W)$ iterations, each consisting of $O(k)$ division and sum operations. We can use binary search since the condition is monotone: $\sum_{i=1}^k (C_i/2^m)$ decreases at least as fast as $2W - m$ due to potential losses by the integer division. For the correct $m$, executing Algorithm 1 takes an $O(k)$ time as explained in Theorem 7. Therefore we conclude that $T_A = O(k \cdot \lg W)$.

Observe that unlike in Theorem 7, in this case $T_A$ is not necessarily dominated by $T_C$, and we get $O(W \cdot (T_A + T_C)) = O(W(k \cdot \lg W + \min(W \cdot k, k + n \cdot \lg k)))$. \hfill \Box

VI. APPROXIMATIONS FOR NON-INTEGER PARTITIONS

Our discussion so far assumed that a partition is specified by a vector of $k$ integers that sum to $2W$ for some width $W$. However, in practice it could be that the desired partition is given by an arbitrary vector of positive numbers such as 1:2:3, or 0.1:0.1:0.8. We may still normalize this vector to sum to $2W$ (and indeed we assume that this is the case in this section), but the weights are no longer integers. The natural problem that arises is a simple generalization of Problem 3.

Problem 6 (Length-Bounded Approximation - Non-integer Partition). Given a partition $P = [p_1, \ldots, p_k]$ where $\forall i: 0 < p_i \in \mathbb{R}$ and $\sum_{i=1}^k p_i = 2W$, an integer $n$, and a distance-function $D$, find a partition $P' \in A_n$ such that $D(P', P)$ is minimized, $\sum_{i=1}^k p'_i = 2W$ and $p'_i$ are non-negative integers for all $1 \leq i \leq k$.

The obvious heuristic to solve this generalized problem is simply to round some of the input weights $p_i$ up and some down such that we get an integer partition, and then solve the problem with the rounded partition as an input. While this rounding is likely to produce small error, we can in fact solve this problem optimally with minor modifications to our algorithms, for $L_{\infty}$, $L_{\infty,e}$ and $L_{\infty,r}$. In all three cases, we require an adaptation of Theorem 1 While the claim remains true, the details of the reduction slightly change.

First, consider $L_{\infty}$. In this case, we need to slightly extend the reduction described in Theorem 6 from Problem 6 to Problem 4. The binary search on the value of the error starts with integers, and proceeds as usual until we narrowed the search to an interval of length one, say $e \in [a, a + 1]$ for some integer $a$. If the input partition was integer, then the $L_{\infty}$ distance is integer, and since only $a + 1$ is possible we could finish the search. However, in the non-integer case, there may still be possible values within this range that produce different lifting problems. For example, if $P = [5.7, 5.2, 5.1]$, there is a difference between $e = 6$ which results in a lifting problem with capacities of $C = [11, 11, 11], e = 5.5$ yielding $C = [10, 10, 10]$ and $e = 5.1$ yielding $C = [10, 10, 10]$.

Each weight $p_i$ has a single threshold $t_i \in [a, a + 1]$ such that $e \leq t_i$ gives a different lifting problem than $e > t_i$. Specifically, $t_i = [p_i] - p_i + a$. We get at most $k$ additional critical values in the range $(a, a + 1]$, and we continue the binary search with additional $O(\lg k)$ steps over these thresholds. This results in a total running time of $O((W + \lg k)(T_A + T_C))$ compared to $O(W \cdot (T_A + T_C))$ in Theorem 1. Since $k \leq 2W$ to begin with, this means we still get $O(W \cdot (T_A + T_C))$.

The reduction to a lifting problem is exactly according to the discussion in Lemma 7: this is why we needed the floor function, and the lifting problem itself is agnostic to whether the original input partition was integer or not.

Next, consider $L_{\infty,e}$. The reduction from Problem 6 to Problem 4 is extended just like for $L_{\infty}$ as described above, in two phases: first we narrow-down the error to $e \in [a, a + 1]$ for an integer $a$, and then we focus on the critical thresholds within this range. In the two-sided case each coordinate introduces two thresholds, $t_i = [p_i] - p_i + a$ and $t'_i = p_i - [p_i] + a$. This still only adds $O(\lg k)$ iterations to the binary search. Notice that if $a > 0$ then there exists a non-negative integer $h$ such that $2h \leq e < 2^{h+1}$, and so we can apply Theorem 3 verbatim. We emphasize that Theorem 3 and the two lemmas it relies upon (Lemma 1 which states that we do not require transactions smaller than $2^h$, and Lemma 2 which counts the number of multiples of $2^h$ within range), do not assume that $P$ or $e$ are integer, and therefore still apply. Otherwise, $a = 0$ means that $e \leq 1$. In this case, for each coordinate $i$ we have at most two integers in the range $(p_i - e, p_i + e)$, simply because the length of this range is $(p_i + e) - (p_i - e) < 2$. Thus, we can get a lifting problem with capacities vector $C \in \{0, 1\}^k$, and solve it using Algorithm 1.

Last, consider $L_{\infty,r}$. The reduction is affected because the separation between different values of distance could be
smaller than $2^{-2W}$, and we address that in Remark 10 below. The second step is the reduction from Problem 4 to a lifting problem is done exactly as in Lemma 7. Finally, the lifting problem itself has the form of (0, C, W) and Algorithm 3 is agnostic to the the original input partition.

Note that in all three adaptations, we may have scenarios that reduce to an infeasible lifting problem, such as $P = [1, 7, 1, 7, 0, 6]$ or $P = [1, 3, 1, 3, 1, 4]$ with $e = 0.5$ for $L_\infty$, or do not reduce at all, such as $P = [1, 7, 1, 7, 0, 6]$ with $e = 0.35$ for $L_\infty$. It means that the bounding error is too small, and we interpret these cases in the binary search the same as “too many rules are required”.

Remark 10 (Robust Proof of Theorem 1 for $L_\infty^r$). First, observe that there are at most $k \cdot 2^W$ possible values in the range of $L_\infty^r(\cdot; P)$, because the distance is a fraction $\frac{a-b}{b} = \frac{a}{b} - 1$ where $a$ is an integer and is at most $2^W$, and $b$ is one of $p_1, \ldots, p_k$. If $p_i$ are all very different we should not expect much fewer distinct values than $k \cdot 2^W$, so the best we should aim for is a binary search with $\log(k \cdot 2^W) = W + \log k$ steps. This is achievable:

1. Let $p_j$ be the largest weight. We begin the binary search over error thresholds of the form $\frac{a}{p_j}$ for integer $a$. That is, we apply binary search over the integers $a \in [p_j, 2^W]$, and associate them with the error thresholds $\frac{a}{p_j} - 1$. This stage ends when the range containing the target distance is of the form $[\frac{a}{p_j} - 1, \frac{a+1}{p_j} - 1]$. Because $p_j$ is the largest weight, $\forall i \neq j : \frac{1}{p_i} \leq \frac{1}{p_j}$, and therefore the open segment $[\frac{a}{p_j} - 1, \frac{a+1}{p_j} - 1]$ contains at most a single value $\frac{a}{p_j} - 1$ where $a_i \in [0, 2^W]$ is an integer (regardless of $p_i, p_j$ being integers or not). This means that there are at most $k - 1$ values in the image of $L_\infty^r(\cdot; P)$ in $[\frac{a}{p_j} - 1, \frac{a+1}{p_j} - 1]$. These values can be computed efficiently.

2. Now, at every iteration we first find the median value out of the remaining candidates, which takes time linear in the number of values (we did not sort them). Then we use this median value for our binary search step. We started this stage with $O(k)$ values, so there are $O(\log k)$ iterations until we determine the exact error threshold. Each step takes $T_A + T_C$ time, and finding the median in all steps takes $O(k)$ time.

The total running time of the fine-grained binary-search is therefore $(W + \log k) \cdot (T_A + T_C) + O(k)$, and since $O(k)$ is dominated by both $T_A$ and $T_C$, and $\log k \leq W$, we get total running time of $O(W \cdot (T_A + T_C))$.

VII. Experimental Results

In this section we analyze the expected error resulting from approximating a partition by a fixed number of rules, where partitions are sampled uniformly from the set of ordered-partitions with $k$ positive parts that sum to $2^W$ (ordered means $[1, 3] \neq [3, 1]$). That is, the number of targets, $k$, and the TCAM width, $W$, define a distribution over partitions of $2^W$ into $k$ positive parts. Given a maximum number of rules $n$, each partition can be approximated up to some error. Thus, each triplet $(n, k, W)$ defines a distribution over the error. For example, for $k = 2, W = 2$ the partitions are $[1, 3], [2, 2], [3, 1]$. For $n = 1$ the $L_\infty$ and $L_\infty^r$ errors are 1, 2, and 1, respectively, and the $L_\infty^r$ errors are $\frac{1}{2}, 1$ and $\frac{1}{2}$, respectively, while for $n = 2$ all the errors are 0.

For a given triplet $(n, k, W)$ we estimated the expectation and the standard deviation of the error as follows. We sampled 1000 partitions uniformly from all ordered-partitions of $2^W$ into $k$ parts, and used our algorithm to compute $n$ rules that induce a partition closest in $L_\infty$ to each of the sampled partitions. Then, we calculated the empirical expectation and variance of the list of outcomes. We sampled the random ordered-partitions uniformly using the following technique: choose uniformly a subset of $k - 1$ different values $b_1, \ldots, b_{k-1} \in \{1, \ldots, 2^W - 1\}$, and define $b_0 = 0$ and $b_k = 2^W$. Then the $i^{th}$ part is $b_i - b_{i-1}$, and it is positive.

In Section VII-A we evaluate the dependence of the error on $n$, while fixing $k$ and $W$. Due to lack of space, the following additional experiments are provided in the supplementary material. In Sections XIII-A and XIII-B we evaluate the dependence of the error on $k$, and $W$, respectively. That is, we fix $n$ and the other parameter ($W$ or $k$, respectively), and analyze how the expected error changes as a function of the third parameter. In Section XIII-C we test how the error depends on $n$ when we fix $W$ and the ratio between $n$ and $k$; In Section XIII-D we compare the expected $L_\infty^r$ error vs. the expected $L_\infty$ error; In Section XIII-E we compare the error of a heuristic that truncates Niagara’s TCAM, to the optimal error as computed by our algorithms; In Section XIII-F we measure the running times of our algorithms, and compare it to the time it takes to compute the truncated Niagara TCAM; In Section XIII-G we check when we may get a degenerate approximate partition that does not assign any addresses to one or more targets; In Section XIII-H we analyze the approximation error of “real partitions” that we derive from real data.

In all the sections we present only the values of the expectation $E$. Regarding the variance we note that in almost all our experiments the standard deviation was such that $\sigma/E \leq 1.2$. Exceptions occur in simulations with parameters that result in many partitions that could be represented exactly. In these simulations $E$ was close to zero and consequently the ratio $\sigma/E$ blows up. However, in these cases the ratio is no longer meaningful.

Table II summarizes the values of $n$, $k$ and $W$ which we used in our experiments. The value of $W = 32$ corresponds to the width of an IPv4 address. The value of $k$ depends on the physical setup. For instance, [10] used $k \in \{8, 16\}$. We chose the values for $n$ such that exact representation of a random partition by $n$ rules is unlikely (or impossible), in order to have a nonzero approximation error to analyze.

The implementations of our algorithms for computing the error, as well as an implementation of sampling random ordered partitions and other utilities, are provided in the supplementary material. See it for more details.

As explained in Section II, the algorithms assume all addresses to be equally likely, and we will evaluate them in this way. In the non-uniform case, the resulting error may be larger than expected.
between the size of the array and how good it approximates a desired distribution. While the above works studied a fixed output distribution, in a dynamic scenario mapping has to be updated following a change in the required distribution. [24], [25], [26] considered such updates for load balancing over multiple paths. They suggested update schemes that reduce transient negative impact of packet reordering. A recent approach [27] refrains from memory blowup by comparing the hash to range-boundaries. Since the hash is tested sequentially against each range, it restricts the total number of load-balancing targets.

**Partitions vs. Functions:** This paper studies efficient representations of partitions. A partition specifies the number of addresses that have to be mapped to each possible target but leaves the freedom to choose these addresses. In contrast a function specifies exactly the target of each address. Note that there may still be multiple ways to implement a function with a TCAM. Finding the smallest list of prefix rules that realizes a given function can be done in polynomial time with dynamic programming [28], [29]. When we are not restricted to prefix rules the problem is NP-hard [30]. The particular family of “range functions” where the preimage of each target is an interval was carefully studied due to its popularity in packet classifiers for access control [31], [32]. Going back to implementing partitions, [11] proved that any partition to two targets has an optimal realization as a range function.

### IX. Conclusions and Future Work

In this paper we gave efficient algorithms to find a TCAM with $n$ rules that induces a partition that best approximates a given partition in $L_\infty$, its one-sided variant $L_+\infty$, and the relative one-sided variant $L_{\infty,r}^+$. A relative distance measure is desired when the deviation could increase with the load. An absolute distance measure is appropriate when we try to keep all deviations below the same fixed threshold. Finding the closest partition with respect to the two sided relative measure $L_{\infty,r}$ is left as an open problem.

We did so by formalizing a lifting problem, and solving some special cases of it. We observed experimentally that truncating an optimal TCAM of the exact partition gives a good approximate partition. We conjecture that it is never off by a factor of more than 2 than the closest partition we can get with $n$ rules. We also observed experimentally that the $L_\infty^+$ and $L_\infty$ errors are similar on average, and derived empirically an expression of the error as a function of $n$, $k$, and $W$.

An interesting direction for future research is to consider additional distances. For example, we can prove that a truncated Niagara sequence gives a closest partition to the target partition in $L_1$ distance. The two-sided maximum relative error is also interesting to study. In the bounded error version of this problem we search in a neighbourhood which is a hyper-box instead of a hyper-cube. The lifting formalization can come handy here: we will get different capacities for different coordinates and will need to solve more general lifting problems than the ones we solved here (Theorem 5 and Lemma 7). Other “more-practical” interesting questions would be to solve the same problems for non-uniform address-space (when each address may have a different weight), or
consider how to update the tables per changing demand on-the-fly, while incurring minimal impact.
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XI. Reviewing Bit Matcher and Niagara

In this Section we provide pseudo-code (see Algorithm 4) and a short description of the algorithms Bit Matcher [14] and Niagara [10]. This description is based on [14].

Both algorithms are given a list of weights $x_1, \ldots, x_k$ that sum to $2^W$ as input, and compute a sequence of transactions that can be mapped to a TCAM. Bit Matcher can be implemented in $O(Wk)$ time, and Niagara can be implemented in $O(Wk \log k)$ time.

The core idea of Bit Matcher is that any odd weight of the partition must participate in a transaction of size 1. After performing these transactions all weights whose second least significant bit is 1 must participate in a transaction of size 2 and so on. The order $<_\ell_x$ (Definition 3) helps to identify which transactions to make at lower layers such that there will be fewer 1-bits at higher levels. Loosely speaking, we choose transactions that cancel as many 1-bits as possible in the binary representation of the weights, using the carry caused by each one of these transactions.

A high level overview of Niagara is as follows. Consider the target partition $P^0 = (x_1, \ldots, x_k)$. The algorithm maintains an implicit partition $P^0 = P^0 - P^1$. Initially, when the TCAM’s default rule is allocated to target $i$, $P^1 = (0, \ldots, 0, 2^W, 0, \ldots, 0)$ (non-zero in index $i$). Since $P = P^0 - P^1$ we have $\sum(P) = 0$. Thus while $P \neq (0, \ldots, 0)$ it must contain a positive and a negative difference. Let $i$ be a coordinate with maximum (positive) value in $P$ and let $j$ be a coordinate with minimum (negative) value in $P$, then Niagara refines $P$ by computing a value $\lambda = 2^h$ such that when moving $\lambda$ from $p_i$ to $p_j$, the $L_1$ norm of $P$ following this transaction is minimized.

XII. Supplementary Code Implementation

We provide an implementation of our algorithms as supplementary material for two main purposes:

1) Clarify low level details that the reader may find unclear or is curious about. For this purpose, the code includes both comments and test-cases which can be used as additional examples.

2) Allowing any interested party to implement any of the algorithms described easily, in their chosen environment and language, and provide tests for verification.

The implementation covers the following in the paper:

1) Utilities: bit-lexicographic comparison (Definition 8), partition complexity (Definition 11), computation of the $L_\infty$, $L_\infty^+$ and $L_\infty^-$ distances, and sampling ordered-partitions as described in Section VII

2) Lifting solvers: Algorithm 1, Algorithm 2 and Algorithm 3

3) Partition approximators: reductions from rule-based to error-based approximation (according to the reduction of Theorem 1), and from error-based approximation to a lifting problem (according to Lemma 5 and Lemma 7).

Algorithm 4: Bit Matcher and Niagara Algorithms

**Input:** A partition $P = [p_1, \ldots, p_k]$, each $p_i$ is a non-negative integer and $\sum_{i=1}^k p_i = 2^W$.

**Output:** Shortest sequence $s$ of transactions (of sizes which are powers of 2), that zeroes $P$.

Initialize $s$ to be an empty sequence. Then call either BitMatcher($P$) or Niagara($P$), and return $s$.

**BitMatcher($P$):**

for level $\ell = 0 \ldots W - 1$ do

Let $A$ be the set of weights whose $\ell$th bit is 1 (i.e. $x_i \in A$ iff bitwise $x_i $ & $2^\ell \neq 0$).

Let $A_h$ consists of the $|A|/2$ largest weights in $A$ in bit lexicographic order, and let $A_l$ consists of the $|A|/2$ smallest weights in $A$ in bit lexicographic order.

Pair the elements of $A_h$ and $A_l$ arbitrarily and for each pair append to $s$ and apply to $P$ a transaction of value $2^\ell$ from the smallest weight to the largest weight in the pair.

end

Let $i$ be such that $p_i = 2^W$. Add to $s$ the transaction $[i \rightarrow W \perp]$.

**Niagara($P$):**

Let $i = \text{argmax}(P)$. Subtract $2^W$ from $p_i$, and add to $s$ the transaction $[i \rightarrow W \perp]$.

while $P \neq (0, \ldots, 0)$ do

Let $i = \text{argmax}(\Delta)$, $j = \text{argmin}(\Delta)$, and let $h$ be the largest integer minimizing

$$|p_i - 2^h| + |p_j + 2^h|$$

Apply a transaction $[i \rightarrow_h j]$ to $P$ and append it to $s$.

end

We provide python code for clarity. It allows us to deliver the logic clearly and reduce language-specific implementation details.

XIII. Supplementary Experiments

A. Error as a function of $k$ Targets

In this section we examine the expected $L_\infty$ approximation error as a function of the number of targets $k$. There are two opposite effects to consider. First, the number of rules is fixed so the larger $k$ is, the harder it is to approximate the partition. On the other hand, the average weight in the partition is $2^W$ so the larger $k$ is, the weights get smaller and therefore the error should get smaller as well. However, since the error is defined by the maximal error of the targets rather than the average, this latter effect should be weak. Fig. 8 shows the results for $W = 32$ and $n = 25, 50, 100$. For $k \leq 100$, we see that the error grows with $k$. So the increase in error due to the larger number of targets is more dominant than the decrease in error due to the decrease in the average target size. Interestingly, the growth is approximately linear, except for small values of $k$ for which we have many zero-error partitions. For $n = 25$ the growth is linear when $k \geq 20$, for $n = 50$ when $k \geq 40$ and
In this section we examine the expected \( L_\infty \) approximation error as a function of the address-width \( W \). We expect the error to grow exponentially in proportion to \( 2^W \), because increasing \( W \) by 1 doubles the average weight, and therefore is likely to double the expected error because everything scales-up by a factor of 2. Fig. 7 shows the results in logarithmic scale, for fixed values \( k = 10 \) and \( n = 25, 50 \). As expected, the slopes are almost 1: 1.0014 (for \( k = 10, n = 25 \)) and 1.0076 (for \( k = 10, n = 50 \)). The graphs are almost parallel and \( n = 50 \) is lower, because more rules yield lower error. The slopes are not exactly 1 since they also depend weakly on \( n \) and \( k \).

### B. Error as a function of Width \( W \)

In this section we examine the expected \( L_\infty \) approximation error as a function of the address-width \( W \). We expect the error to grow exponentially in proportion to \( 2^W \), because increasing \( W \) by 1 doubles the average weight, and therefore is likely to double the expected error because everything scales-up by a factor of 2. Fig. 7 shows the results in logarithmic scale, for fixed values \( k = 10 \) and \( n = 25, 50 \). As expected, the slopes are almost 1: 1.0014 (for \( k = 10, n = 25 \)) and 1.0076 (for \( k = 10, n = 50 \)). The graphs are almost parallel and \( n = 50 \) is lower, because more rules yield lower error. The slopes are not exactly 1 since they also depend weakly on \( n \) and \( k \).

### C. Error vs. fixed Rules per Target Ratio

In this section we examine the expected \( L_\infty \) approximation error as a function of the number of targets \( k \), where the number of rules is proportional to the number of targets, that is \( n = ck \) for some constant \( c \). This setting represents the scenario in which we are willing to allocate a TCAM table of size that is proportional to the number of targets. We expect the error to decrease as \( k \) (and \( n \)) increases. The reason is that we have freedom to use the additional rules to decrease large weights and reduce error.

Most of the simulations in this paper consider moderate values of \( n \) and \( k \). In this section we not only consider moderate values (Fig. 8) but also consider the ratio for a very large number of targets (Fig. 9), in the order of \( 10^9 \), to show that the behaviour of the error is mostly affected by the average number of rules per target rather than some absolute quantity.

---

Fig. 8 shows the data for various ratios \( n/k = 0.5, \ldots, 5.5 \) and \( W = 32 \). When \( n/k = 5 \) the error is typically zero, so there was no point to proceed to higher ratios (\( n/k = 5.5 \) emphasizes that). We also plot the error with one rule (\( n = 1 \)) to provide a baseline. Although the average weight decreases proportionally to \( 1/k \), a single rule only deals with the maximum weight, and it is not sufficient to provide any significant reduction in the error.

The relation which we see is an inverse-power law, meaning that the error is proportional to \( k^{-\alpha} \) for some power \( \alpha > 0 \). The graph is in log-log scale to emphasize the linearity of the relation \( \lg \text{err} \approx -\alpha \cdot \lg k + \text{const} \). Although it may look like parallel slopes, it actually steepens slightly as \( n/k \) grows, so \( \alpha \) depends on \( n/k \). Moreover, \( \text{const} \) also depends on \( n/k \). Factoring this into account, the numeric relation we get from this data is close to \( 
\text{err} = -(0.16(n/k) + 0.91) \cdot \lg k + (34.24 - 4.92(n/k)) 
\)

The constant 34.24 is most likely in part due to \( W \) (which is 32 in this experiment), since we know the error is exponential in \( W \) (Section XIII-A). Replacing 34.24 by \( W + 2.24 \) we get:

\[
\text{E}[L_\infty \text{error}] = 2^W - 4.92(n/k) + 2.24 \cdot k^{-0.16(n/k) + 0.91} 
\]

The “magic” constants in Equation (1) probably result from a more intricate dependence of the error on \( n, k, \) and \( W \).

The way to interpret Equation (1) is as follows: The error grows exponentially (base 2) with the width \( W \). For a fixed \( k \), it drops exponentially with \( n \). The dependence on \( k \) is more complex: When \( k \leq n \) the ratio \( n/k \) is rapidly dropping as \( k \) grows, causing a quick growth in the error. When \( k \geq n \), although the base grows with \( k \) and the power is negative, the exponent still drops slowly as \( k \) grows (\( n/k \in (0, 1) \)). This produces a moderate error-growth that seems linear in \( n \) until the change in \( n/k \) becomes so small that the growth of the base \( k \) takes effect and slows the error-growth.

Using Equation (1) we can derive the exponential dependence of the error as a function of \( n/k \), per Section VII-A:

\[
\lg \text{err} = An + B \quad \text{where} \quad A(k) = -\frac{4.92 + 0.16 \cdot \lg k}{k} \quad \text{and} \quad B(k, W) = W + 2.24 - 0.91 \cdot \lg k 
\]

The data in Section VII-A for \( k = 5, 10, 11, 20 \) highly agrees with these expressions; \( A(k) \) deviates by at most 2.2%, and \( B(k, 32) \) deviates by at most 0.5%.

Equation (1) can also be used to revisit the graphs in Section XIII-A. It produces pretty accurate curves for \( n = 50, 100 \) (Fig. 6(b), 6(c)), less than 8% deviation from the computed data. However, for \( n = 25 \) (Fig. 6(a)) the error predicted by Equation (1) deviates from the computed data for \( k \geq 2n \) (deviation goes up to 30%), though still qualitatively exhibiting the slowdown, when the base \( k \) becomes more important than the exponent \( n/k \). A visual plot of Equation (1) against the graphs from Section XIII-A is provided in Fig. 10.

Fig. 9 augments the analysis for large values of \( k \), in multiples of 1000 up to 20000, for the ratios \( n/k = 1, 2, 3, 4 \). Due to the large values of \( k \), we obtained each data-point by averaging the error for 100 sampled partitions (rather than 1000 as in our other experiments). It is clear that for a very large number of targets, about 4 rules on average per target are enough for almost no error. We note that the slopes of the trend lines that were discussed in the previous paragraphs
for $k \in [4, 100]$ are not accurate for larger $k$. For large $k$ the slope is smaller. For instance, for $n/k = 2$ the trend-line for large $k$ is $\lg(\text{error}) = -1.0635\lg(k) + 23.434$, compared to $\lg(\text{error}) = -1.2259\lg(k) + 24.285$ when $k \leq 100$ is considered. It could be that indeed the slope is not constant and decreases with $k$ or, possibly, the fact that the parameters $(k, W, n)$ of the problem are discrete makes it less suitable to represent this (discrete) function by a (continuous) line.

**D. $L^\infty$ error vs. $L^\infty$ error**

In this section we compare the expectation of the $L^\infty$ error which we considered in Section V to the expectation of the $L^\infty$ error, as a function of the number of rules $n$. We note that there are partitions for which this difference is large. For example, let $c > k$ be a power of 2, and define $P = [k-1,c-1,\ldots,c-1,2W-(k-2)c-1]$, and let $P' = [0,c,\ldots,c,2W-(k-2)c]$. One can verify that the $L^\infty$ error of $P'$ is $k-1$, which is the smallest possible with $k-1$ rules since at least one weight of $P'$ must be 0. The $L^\infty$ error of $P'$ is only 1, which is also the smallest possible with $k-1$ rules. The example can be scaled-up by a factor of $2^d$ for any integer $d > 0$, though the ratio of the errors will not change.

For a random partition the expected difference between these errors is much less noticeable. Fig. [11] shows the ratio between the expected $L^\infty$ error and the expected $L^\infty$ error, as a function of $n \in [1,65]$ rules, for $W = 32$ and $n = 10$ targets. When $n \leq k = 10$ or $n \geq 60$ the errors are close due to inability to approximate well or the ability to achieve zero-error, respectively. In between, the ratio is around 0.89.

For a random partition the expected difference between these errors is much less noticeable. Fig. [11] shows the ratio between the expected $L^\infty$ error and the expected $L^\infty$ error, as a function of $n \in [1,65]$ rules, for $W = 32$ and $n = 10$ targets. When $n \leq k = 10$ or $n \geq 60$ the errors are close due to inability to approximate well or the ability to achieve zero-error, respectively. In between, the ratio is around 0.89.

Fig. 8. Expected $L^\infty$ approximation error as a function of the number of targets $k \in [4,100]$, in log-log-scale, for $W = 32$ and $n/k = \text{const}$ rules. Half-ratio are more jagged because a new rule is added only on every other increment of $k$.

Fig. 9. Expected $L^\infty$ approximation error as a function of the number of targets $k$, for large values of $k$, specifically, for $k = 1000x$ where $x \in [1,20]$. This graph shows the expected $L^\infty$ approximation error as a function of the target number, in log-log-scale, for $W = 32$ and $n/k = \text{const}$ rules. For $n/k \geq 4$ there is typically no error for large $k$. (The plot is extended to $\lg k < 7$ according to Fig. 8)

Fig. 10. Expected $L^\infty$ approximation error as a function of the number of targets $k \in [4,100]$, for $W = 32$ and $n = 25,50,100$ rules. The dashed line plots Equation [1] of Section VIFC for comparison.

Fig. 11. Ratio between the expected $L^\infty$ error and the expected $L^\infty$ error, as a function of $n \in [1,65]$ rules, for $W = 32$ and $n = 10$ targets. When $n \leq k = 10$ or $n \geq 60$ the errors are close due to inability to approximate well or the ability to achieve zero-error, respectively. In between, the ratio is around 0.89.

In this subsection we evaluate the approximation error of following simple heuristic: Compute a sequence of TCAM rules that induce the target partition exactly and use the last $n$ rules (with most don’t-cares) in this sequence. [14] explains and shows experimentally that applying this heuristic to the sequence produced by Niagara gives better results than when applied to the sequence of Bit Matcher. For this reason, in this paper we only apply truncation to the sequence of Niagara.
Prefixes of the Niagara sequence may be sub-optimal. Fig. 1 shows the sub-optimality of a prefix of such a sequence. This example can be generalized by considering the partition \([2^{m+1}, 1, \ldots, 1]\) with \(k = 2^{m+1}+1\) parts. For this partition and \(n = 2\) rules, the ratio between the \(L_\infty\) error of the truncated Niagara sequence and the optimal error is \(2 - \frac{1}{\sqrt{n}}\). Namely, the error obtained by the truncated Niagara can be close to twice the optimal error. We conjecture that the error of such a truncation is at most twice the optimal error. Specifically, our conjecture is as follows.

**Conjecture 1.** Let \(P\) be a partition and let \(P'\) be its optimal approximation in \(L_\infty\), with \(n\) TCAM rules. Choose \(h\) such that \(2^h \leq |P - P'|_{\infty} < 2^{h+1}\). Then truncating a Niagara TCAM to \(n\) rules induces a partition \(P''\) such that \(|P - P''|_{\infty} < 2^{h+1}\).

Assuming this conjecture, it is not surprising that Niagara performs extremely well compared to the optimal algorithm, on a random partition. For instance, Fig. 12(a) shows that the expectation of the ratio between the error of a truncated Niagara sequence and the optimal error as a function of \(n\), when \(W = 16\), and \(k = 16\), for both \(L_\infty^+\) and \(L_\infty^-\), is very close to 1. The plotted values were averaged over 10,000 random ordered-partitions. When \(n \geq 16\), i.e. we have at least 1 rule per partition, the ratios do not rise above 1.00015 (less than 0.015% extra error)\(^{\dagger}\) in the case of \(L_{\infty,r}^+\), the approximation is not as good. The expectation of the ratio of errors can get up to \(\approx 21\), as shown in Fig. 12(b). This ratio is worse in \(L_{\infty,r}^+\) than in \(L_\infty^+\) and \(L_\infty^-\) since Niagara reduces the sum of the deviations, regardless of the identity of the deviating target. Therefore, it may not differentiate between having some error in a target with small weight while it can have instead the same error in a target with larger weight. We note that while this leads to the conclusion that when approximating the partition for \(L_{\infty,r}^-\), the Niagara-truncation heuristic is much worse, this should be taken with a grain of salt because the relative errors are quite small, even if their ratios are large.

Fig. 12(c) and Fig. 12(d) shows the results for \(W = 32\) and \(k = 16\). The behaviour is similar. When \(16 \leq n\), the ratios of \(L_\infty^-\) and \(L_\infty^+\) do not rise above 1.0001 (less than 0.01% difference), and the ratios of \(L_{\infty,r}^-\) form a curve similar to Fig. 12(b) but more noisy. The curve peaks at about \(n = 70\) with a ratio of 60. For \(n = 64\) and \(n = 69\) (excluded from the plot) we got much higher ratios of 119.1 and 779.6, respectively.

**F. Running Time**

Theorem 7 and Theorem 9 state an analytic bound on the running time. To put matters in practical perspective, we implemented the algorithms in C++ and measured their actual running time. The code was compiled by Visual Studio 2019 with Ox optimization, and ran on a Windows-10 computer with 64bit core i5-9300H processor. We emphasize that we did not try to optimize the code to improve the performance, so the resulting data should be regarded as a good estimation.

\(^{\dagger}\)For \(n < 16\), the approximation error is much more sensitive to the choices of Niagara, and as a result the expectation can get as high as 1.015 (\(\times 100\) the scale of \(n \geq 16\)). For clarity of the graphs in Fig. 12(a) and Fig. 12(c), we limited the y-axis such that values of \(n < 16\) might not be presented.
Fig. 13. Running time of the algorithms, for fixed $k = 16$, $W = 16$ (top) or $W = 32$ (bottom) and $n \in [1, 60]$ or $n \in [1, 100]$ respectively. For each $n$, the running time was averaged over 10,000 random ordered-partitions (same set for all three algorithm). (a)+(c) show the running time in $\mu$s, (b)+(d) normalize the running time in "units" of Niagara, to show the loss in running time compared to the heuristic of truncating a Niagara sequence. These units grow from $0.8\mu$s ($n \approx 1$) to $18\mu$s ($n \approx 100$), monotonous in $n$, not affected much by $W$. At about $n \geq 40$ for $W = 16$ and $n \geq 80$ for $W = 32$ many partitions can be represented exactly for, so the approximation-logic is not required and the running-time drops.

but stabilizes quickly. As expected, the stable ratio is around the number of binary-search iterations, in fact it is slightly larger because in each iteration we solve a lifting problem in addition to running Niagara.

It is important to note that our algorithms are meant to run once in a period of time when either the traffic pattern or the load-balancing topology change (e.g. link failure or new server added). Such changes do not happen in the order of milliseconds, so the fact that the computation time of our algorithms takes in the order of a millisecond means that we should not be concerned of delay which they may cause. The only concern is due to remapping of addresses, which may require graceful transitioning of connections. This issue is orthogonal to the running-time question, and out of the scope of this paper.

G. Unreachable Targets (Degeneracy Concerns)

Our algorithms find the closest partition (in one of $L_\infty$, $L_\infty^+$ or $L_\infty^{+,r}$) that can be represented by $n$ rules to a given partition. As in Example 1 such an optimal partition may be "degenerate" in the sense that it does not map any address to some of the $k$ targets.

Such a degeneracy is likely only when $\frac{n}{k}$ is very small. Fig. 14 shows that for $n < 2k$ there is high probability to encounter such a degeneracy, but for $n \geq 3k$ this probability is already low. We note that if the objective is $L_{\infty}^{+,r}$ then it is slightly more likely to get a degenerate partition than for $L_{\infty}^+$, which in turn has higher chances for degeneracy than $L_\infty$, but overall these chances for the different objectives are similar, and the degeneracy happens mostly when $\frac{n}{k}$ is no more than 2.5. One can avoid degenerate partitions by incorporating various heuristics that postprocess the rules.

We note that in real-life situations the desired partitions are likely to be more balanced than in a uniform ordered-partition (which is skewed toward having few heavy parts), and therefore the probability of degeneracy is even smaller because loosely speaking each target is more likely to get "its fair share" of rules.

H. Real Data Partitions

In this section we provide results for "real data partitions". We use the data of [33] containing 3.2 million packets in 22 thousand connections between 5832 distinct clients to 320 distinct servers.

We made the assumption that the data traffic approximates the target partition in the following concrete sense. We sliced the data into windows of one hour each, to get a total of 240 time frames. From each frame we extracted three partitions, according to three types of loads on the servers that communicated in the particular frame as follows: (1) the number of unique clients per server ("load balancing sessions"); (2) the number of incoming packets ("load balancing requests"); (3) the number of outgoing bytes ("load balancing data-processing"). Overall, we get 720 partitions with sums that range in [18, 298] (connections), [2143, 16306] (packets) and [196637, 1618691] (sent bytes).

Available for download at: https://iee.ubc.gov/anonymized-traces.html

Using any captured data can only be done if we assume that the data represents closely enough a desired partition.
The number of parts in the partitions (targets) varies among $k \in \{4-18, 20, 21, 23, 28, 58, 64, 67, 260\}$.

Most of the partitions do not sum to a power of 2, as could be expected. Since our model requires a universe of $2^W$ addresses, we normalized the partitions to be non-integer partitions that sum to a power of 2 as explained in Section VI (Problem 9). On one hand we didn’t want to normalize partitions with small sums using a large $W$, and on the other hand we wanted to have only a few values of $W$, to be able to compare partitions with similar parameters. Therefore, we normalized the sum of each partition to a multiple of 256. All but one of the connections-partitions end up with $W = 8$ (all sums are $\leq 112$ except for one exception of 298), all packets-partitions end up with $W = 16$, and all bytes-partitions end up with $W = 24$.

For each normalized partition we check the trade-off between error and percentage of rules out of the maximum necessary $n^*(P)$ for the best possible integer representation. The percentages that we sampled were multiples of 10, that is, \( \left\lceil \frac{i \cdot n^*(P)}{10} \right\rceil \) for $i = 1, \ldots, 10$. Fig. 15 shows this trade-off. To reduce cluttering, the data in the figure only relies on 72 out of the 240 time-frames, covering the first three days. The $x$-axis is the number of rules used to approximate a partition, in percentage (100 means “best representation”). The $y$-axis for $L_\infty$ and $L_{\infty,r}$ is $\frac{\log{\text{error}}}{W}$, where we divide by $W$ to normalize the presentation for partitions with different sums. We see that just like the results for randomly ordered-partitions, the error decreases exponentially with the increase in the number of rules (linear in the graph, due to log-scale). The division by $W = 8$, $W = 16$ or $W = 24$ (depending on the case) can be thought of as “error per width unit”.

Regarding $L_{\infty,r}$, in all of the 720 partitions we derived, $\max_{1 \leq i \leq k} p_i > 0.0838 \sum_{i=1}^{k} p_i$, which means that even if we only use one rule, the $L_{\infty,r}$ error would be less than $\sum_{i=1}^{k} p_i - \max_{1 \leq i \leq k} p_i \leq \frac{1}{0.0838} = 11$ (allocating the match-all rule to the maximum weight). In each of the approximations that we computed, the maximum relative error is less than 2.6, so taking log of the relative error yields values that are mostly negative. Since the relative error is computed by dividing the absolute error by a part of the partition, which can be of the order of $2^W$, a non-zero relative error can get as low as $\approx 2^{-W}$. This is why its logarithm, divided by $W$, reaches values of approximately $-1$. (when the error is zero, its logarithm is undefined no matter whether the error is relative or absolute).

\[ n^*(P) = \lambda(P) \text{ if } P \text{ is integer, or } n^*(P) = \lambda(P') \text{ for an integer partition } P' \text{ closest to } P. \]