SEMISIMPLECTICITY AND INDECOMPOSABLE OBJECTS IN INTERPOLATING PARTITION CATEGORIES
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ABSTRACT. We study Karoubian tensor categories which interpolate representation categories of families of so-called easy quantum groups in the same sense in which Deligne’s interpolation categories Rep(S_t) interpolate the representation categories of the symmetric groups. As such categories can be described using a graphical calculus of partitions, we call them interpolating partition categories. They include Rep(S_t) as a special case and can generally be viewed as subcategories of the latter. Focusing on semisimplicity and descriptions of the indecomposable objects, we prove uniform generalisations of results known for special cases, including Rep(S_t) or Temperley–Lieb categories. In particular, we identify those values of the interpolation parameter which correspond to semisimple and non-semisimple categories, respectively, for all so-called group-theoretical easy quantum groups. A crucial ingredient is an abstract analysis of certain subobject lattices developed by Knop, which we adapt to categories of partitions. We go on to prove a parametrisation of the indecomposable objects in all interpolating partition categories for non-zero interpolation parameters via a system of finite groups which we associate to any partition category, and which we also use to describe the associated graded rings of the Grothendieck rings of these interpolation categories.
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1. INTRODUCTION

In this article, we link the representation theory of easy quantum groups with interpolating categories of the kind studied by Deligne. This provides many new examples for the latter theory. Each of these examples is a subcategory of one of Deligne’s categories Rep(S_t) with the same objects, but restricted morphism spaces. We will start reviewing some background material on (easy) quantum groups in order to put our results into context.

There are various settings in which the term quantum group is used. Originally, quantum groups were introduced by Drinfeld [Dri87] and Jimbo [Jim85] as Hopf algebra deformations of the...
universal enveloping algebras of semisimple Lie algebras. In this article we consider topological quantum groups in the sense of Woronowicz \cite{Wor87}. A compact matrix quantum group is a deformation of the algebra of continuous complex-valued functions on a compact matrix group. In such a non-commutative setting, Woronowicz proved a Tannaka–Krein type result \cite{Wor88} showing that any compact matrix quantum group can be fully recovered from its representation category.

This was the starting point for Banica and Speicher \cite{BS09} to introduce (orthogonal) easy quantum groups. These form a subclass of compact matrix quantum groups, which can be built up from sets of partitions closed under certain operations, called categories of partitions (we should warn the reader, however, that despite their name, the latter are not thought of as categories themselves, but as purely combinatorial structures; see Section 2.1). For any category of partitions $\mathcal{C}$ and any non-negative integer $n$, Banica and Speicher defined a monoidal category whose composition is given by a relatively simple graphical calculus. In the present article, we denote these categories $\text{Rep}(\mathcal{C}, n)$, $n \in \mathbb{N}_0$. An easy quantum group is then a compact matrix quantum group whose representation category is the image of some category $\text{Rep}(\mathcal{C}, n)$ under a certain fiber functor. An example of an easy quantum group is the $n$-th symmetric group $S_n$ induced by the category of all partitions $\mathcal{C} = \mathcal{P}$.

In 2016, Raum and Weber \cite{RW16} completed the classification of all categories of partitions, and we will use this classification throughout the paper.

In \cite{Del07}, Deligne introduced and studied categories $\text{Rep}(S_t)$ interpolating the representation categories of all symmetric groups. Deligne’s categories depend on a complex interpolation parameter $t$, they are always Karoubian (pseudo-abelian) and monoidal. However, for $t \notin \mathbb{N}_0$, they turn out to be semisimple, while for $t \in \mathbb{N}_0$, they are not. Instead, there is a unique semisimple quotient category, the semisimplification in the sense of Barrett–Westbury \cite{BW99}, see also \cite{EO18}). Its defining tensor ideal is formed by all negligible morphisms, that is, morphisms whose compositions with other morphisms have trace 0 whenever they are endomorphisms. The semisimplification of $\text{Rep}(S_t)$ in the case $t = n \in \mathbb{N}_0$ is equivalent to $\text{Rep}(S_n)$, the ordinary category of representations of the $n$-th symmetric group, whose finitely many irreducible objects have a well-known parametrisation by a finite set of Young diagrams, depending on $n$. This description extends to a parametrisation of the indecomposable objects in $\text{Rep}(S_t)$ by Young diagrams of arbitrary size, independent of $t$ (see \cite[Thm. 3.7]{CO11}).

An intriguing feature of Deligne’s categories is their combinatorial definition via set partitions, which looks very much like the calculus used for easy quantum groups. In fact, we have $\text{Rep}(S_t) = \text{Rep}(P, n)$ for $n \in \mathbb{N}_0$, and more generally, the categories $\text{Rep}(\mathcal{C}, n)$ can always be regarded as subcategories of $\text{Rep}(S_n)$. Hence, it is natural to consider interpolation categories $\text{Rep}(\mathcal{C}, t)$ such that $\text{Rep}(S_t)$ is recovered as a special case for $\mathcal{C} = \mathcal{P}$. The definition of such interpolation categories can be found in \cite{Fre17}. However, they have never been studied systematically within the framework of Deligne’s interpolating categories, and we intend to initiate such an endeavour.

In particular, we want to study the semisimplicity and the indecomposable objects in such interpolating partition categories. The table in Figure 1 summarises some known results about special cases, together with some results obtained in this paper which are new to our knowledge (more examples are considered in the last section, Section 5).

More systematically, it turns out that many results on the semisimplicity and indecomposable objects can be derived for general interpolating partition categories $\text{Rep}(\mathcal{C}, t)$. We find that, as semisimplicity can be encoded in polynomial conditions, such categories will be semisimple for...
**Figure 1.** Special cases of interpolating partition categories. Indecomposable objects are computed for seven more interpolating partition categories in Section 5.

| $\mathcal{C}$                  | $\text{Rep}(\mathcal{C}, t)$ | Non-semisimple | Indecomposable objects up to isomorphism | Reference       |
|--------------------------------|--------------------------------|----------------|-------------------------------------------|-----------------|
| $P = \text{all partitions}$   | $\text{Rep}(S_t)$             | $t \in \mathbb{N}_0$ | Young diagrams of arbitrary size           | [CO11, Thm. 3.7]|
| $P_2 = \text{partitions with block size two}$ | $\text{Rep}(O_t)$             | $t \in \mathbb{Z}$ | Young diagrams of arbitrary size          | [CH17, Thm. 3.5]|
| $P_{\text{even}} = \text{partitions with even block size}$ | $\text{Rep}(H_t)$             | $t \in \mathbb{N}_0$ | bipartitions of arbitrary size             | Thm. 3.35, Prop. 5.12|
| $NC = \text{non-crossing partitions}$ | $\text{Rep}(S_t^+)$           | $t = 2 \cdot \cos(j\pi/l)$, $l \in \mathbb{N} \geq 2, j \in \mathbb{N} \leq l-1$ | modified Jones–Wenzl idempotents | Lem. 3.12, Lem. 5.23 |
| $NC_2 = \text{non-crossing partitions with block size two}$ | $\text{Rep}(O_t^+)$           | $t = 4 \cdot \cos(j\pi/l)^2$, $l \in \mathbb{N} \geq 2, j \in \mathbb{N} \leq l-1$ | Jones–Wenzl idempotents | [GW02, Cor. 3.2, Thm. 3.3], [Che14, Thm. 4.0.8] |
| $NC_{\text{even}} = \text{non-crossing partitions with even block size}$ | $\text{Rep}(H_t^+)$           | $t = 4 \cdot \cos(j\pi/l)^2$, $l \in \mathbb{N} \geq 2, j \in \mathbb{N} \leq l-1$ | finite binary sequences of arbitrary length | Lem. 3.13, Prop. 5.12 |

Generic values of the deformation parameter $t$, that is, for all values outside a set of algebraic complex numbers depending on $\mathcal{C}$. We recall these special values for $t$ for several known special cases and use the concept of a positive $*$-operation on a category to provide a criterion for recognising semisimplification functors, before proving a general result for so-called group-theoretical categories of partitions, an uncountable family covering all but countably many cases of categories of partitions in the classification of [RW16]. These categories are closed under a certain coarsening operation for partitions, see Section 2.1 and Lemma 3.24.

**Theorem 1.1 (Theorem 3.35).** Let $\mathcal{C}$ be a any group-theoretical category of partitions. Then $\text{Rep}(\mathcal{C}, t)$ is semisimple if and only if $t \notin \mathbb{N}_0$.

In particular, this recovers and generalises known results for $\text{Rep}(S_t)$ as well as for the interpolation categories for the hyperoctahedral groups, $\text{Rep}(H_t)$. To prove this general result, we observe that for group-theoretical categories of partitions, certain lattices of subobjects are, in fact, sublattices of the corresponding lattices of $\text{Rep}(S_t)$. This enables us to apply techniques developed by Knop [Kno07] originally to study generalisations of $\text{Rep}(S_t)$, which involve a concise analysis of the mentioned sublattices, and which we carry out for arbitrary categories of partitions.

We go on to derive a general parametrisation scheme of the indecomposable objects in interpolating partition categories. Since we are working in the context of Karoubian categories, the study of
interpolating partition categories

indecomposables amounts to an analysis of primitive idempotents in endomorphism algebras, which in our case are the algebras spanned by partitions with a fixed number of upper and lower points. Using suitable filtrations on these endomorphism algebras, we show that their idempotents and, hence, the indecomposables in question are parametrised by the irreducible complex representations of certain finite groups, which we associate to a distinguished set of so-called projective partitions (Definition 4.16), extending the work of Freslon and Weber [FW10]. Hence, up to the representation theory of certain finite groups, all indecomposable objects can be found by determining the set of projective partitions in a given partition category. This yields a general description of the indecomposable objects for all categories of partitions.

Given a category of partitions \( \mathcal{C} \), we construct a set of projective partitions \( \mathcal{P} \) with an equivalence relation \( \sim \) (Definition 4.30, Definition 4.26), certain finite groups \( S(p) \) associated to each projective partition \( p \) (Definition 4.22), and an indecomposable object \( L_p(V) \) in \( \text{Rep}(\mathcal{C}, t) \) for each irreducible \( S(p) \)-module \( V \) (Definition 4.33).

**Theorem 1.2** (Theorem 4.34). Let \( \mathcal{C} \) be a category of partitions and let \( t \) be a non-zero complex number. Then the mapping \( V \mapsto L_p(V) \) induces a bijection between the collection of all isomorphism classes of irreducible complex representations of all finite groups \( S(p) \) for \( [p] \in \mathcal{P}/\sim \) and the isomorphism classes of indecomposable objects in \( \text{Rep}(\mathcal{C}, t) \).

In particular, this is an analogue and, in fact, a generalisation of the parametrisation of the indecomposables by Young diagrams of arbitrary size for \( \text{Rep}(S_t) \) as explained above. From the knowledge of all indecomposables in \( \text{Rep}(\mathcal{C}, t) \) we derive a description of the associated graded ring of the Grothendieck ring, using a suitable filtration, for all \( \mathcal{C} \) (Proposition 4.40).

Beyond that, we apply our general results to obtain a concrete parametrisation of the indecomposable objects in \( \text{Rep}(\mathcal{C}, t) \) for all categories of partitions \( \mathcal{C} \) which contain the partition \( \chi \), and also for categories \( \mathcal{C} \) of non-crossing partitions. Moreover, we show that our results generalise the known description of indecomposables by Jones–Wenzl idempotents for the Temperley–Lieb categories \( \text{Rep}(\mathcal{O}_t^+) \) (Proposition 5.15), which we relate to the interpolation categories for non-crossing partitions \( \text{Rep}(S_t^+) \) by constructing a suitable monoidal equivalence (Lemma 5.22, Proposition 5.23).

It will be interesting to convert the general result of Theorem 1.2 to concrete parametrisations for more families of partition categories. Beyond that, it seems intriguing to study semisimplicity and indecomposable objects in interpolation categories of unitary easy quantum groups (see [FW12]), corresponding to a calculus of two-colored partitions, or of linear categories of partitions (see [GW19]), whose generators are not necessarily partitions, but more generally, linear combinations thereof. Eventually, such an analysis can be undertaken for the generalisations of partition categories described in [MR19], whose morphisms involve finite graphs.

**Structure of this paper.** In Section 2, we recall the definition and classification of categories of partitions and introduce the interpolating categories \( \text{Rep}(\mathcal{C}, t) \). In Section 3, we provide some general results on the semisimplicity of these categories and recall explicit computations for several known special cases. Moreover, we determine all parameters \( t \) for which \( \text{Rep}(\mathcal{C}, t) \) is semisimple in the case that \( \mathcal{C} \) is group-theoretical. We start Section 4 with some general results on indecomposable objects in \( \text{Rep}(\mathcal{C}, t) \) before deriving an explicit description of the indecomposables using projective partitions, as well as results on its Grothendieck ring and semisimplifications coming from interpolating partition categories. In Section 5 we apply our general scheme to various special cases, including to \( \text{Rep}(H_t) \) and \( \text{Rep}(H_t^+) \), and to the well-studied example of Temperley–Lieb categories.
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2. Interpolating partition categories

In this section, we introduce interpolating partition categories. To this end, we start by recalling the theory of categories of partitions, including their classification. At the end of the section, we explain how interpolating partition categories interpolate the representation categories of the corresponding easy quantum groups.

2.1. Categories of partitions. For the following definitions and examples, we refer to the initial article [BS09]. For any \( k, l \in \mathbb{N}_0 \) we denote by \( P(k, l) \) the set of partitions of \( \{1, \ldots, k, k', \ldots, l'\} \) into disjoint, non-empty subsets. These subsets are called the blocks of a partition \( p \in P(k, l) \) and we denote their number by \( \#p \). We can picture every partition \( p \in P(k, l) \) as a diagram with \( k \) upper and \( l \) lower points arranged on two parallel straight lines, where all points in the same block of \( p \) are connected by strings which are entirely contained in the region between the two lines. For instance, the partition \( \{\{1\}, \{1'\}, \{2, 4, 2', 4'\}, \{3, 3'\}, \{5, 6\}, \{5', 7'\}, \{6'\}\} \in P(6, 7) \) can be pictured as follows:

\[
\begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 & 6 \\
\uparrow & \_ & \_ & \_ & \_ & \\
1' & 2' & 3' & 4' & 5' & 6' & 7' \\
\end{array}
\]

Note that only the connected components of a diagram representing a partition are unique, not the diagram itself. However, all arguments and constructions involving partitions and diagrams representing them will be independent of the choice of a diagram. In the following we will repeatedly consider the following special partitions:

\[
\begin{align*}
\uparrow &= \{\{1'\}\} \in P(0, 1), & \times &= \{\{1, 2', \{2, 1'\}\} \in P(2, 2), \\
\mid &= \{\{1, 1'\}\} \in P(1, 1), & \backslash &= \{\{1, 2', \{2\}\}, \{1'\}\} \in P(2, 2), \\
\prime &= \{\{1\}, \{1'\}\} \in P(1, 1), & \backslash\backslash &= \{\{1, 2, 1', 2'\}\} \in P(2, 2), \\
\sqcup &= \{\{1, 2\}\} \in P(2, 0), & \sqcup\sqcup &= \{\{1, 2\}, \{1', 2'\}\} \in P(2, 2), \\
\sqcap &= \{\{1', 2'\}\} \in P(0, 2), & \sqcap\sqcap &= \{\{1, 3', \{2, 3\}, \{1', 2'\}\} \in P(3, 3). \\
\end{align*}
\]

A category of partitions \( \mathcal{C} \) ([BS09, Def. 2.2]) is a collection of subsets \( \mathcal{C}(k, l) \subseteq P(k, l), k, l \in \mathbb{N}_0 \), containing the partitions \( \sqcup \in P(2, 0) \) and \( \mid \in P(1, 1) \), which is closed under the following operations:

\[
\begin{align*}
\uparrow \uparrow &= \{\{1'\}\} \in P(0, 1), & \times \times &= \{\{1, 2', \{2, 1'\}\} \in P(2, 2), \\
\mid \mid &= \{\{1, 1'\}\} \in P(1, 1), & \backslash\backslash \backslash &= \{\{1, 2', \{2\}\}, \{1'\}\} \in P(2, 2), \\
\prime \prime &= \{\{1\}, \{1'\}\} \in P(1, 1), & \backslash\backslash\backslash &= \{\{1, 2, 1', 2'\}\} \in P(2, 2), \\
\sqcup \sqcup &= \{\{1, 2\}\} \in P(2, 0), & \sqcup\sqcup\sqcup &= \{\{1, 2\}, \{1', 2'\}\} \in P(2, 2), \\
\sqcap \sqcap &= \{\{1', 2'\}\} \in P(0, 2), & \sqcap\sqcap\sqcap &= \{\{1, 3', \{2, 3\}, \{1', 2'\}\} \in P(3, 3). \\
\end{align*}
\]
The tensor product \( p \otimes q \in P(k + k', l + l') \) is the horizontal concatenation of two partitions \( p \in P(k, l) \) and \( q \in P(k', l') \).

The involution \( p^* \in P(l, k) \) is obtained by turning a partition \( p \in P(k, l) \) upside-down.

Let \( p \in P(k, l) \) and \( q \in P(l, m) \). Then we can consider the vertical concatenation of the partitions \( p \) and \( q \). We may obtain connected components, called loops, which are neither connected to upper nor to lower points. We denote their number by \( \ell(q, p) \). The composition \( q \cdot p \in P(k, m) \) of \( p \) and \( q \) is the vertical concatenation, where we remove all loops.

Remark 2.1. Note that a category of partitions is despite its name not a category, but rather a combinatorial datum which eventually will be associated to a category as customary in the literature on compact matrix quantum groups. We will explain the correspondence between combinatorial datum and actual category in Section 2.2 (see Remark 2.7).

Example 2.2. \( m \otimes | \otimes | = \bigwedge \sqcup, (|) = | \sqcup |, m \cdot | = \bigwedge, | \bigwedge | = \bigwedge, \bigwedge \cdot | = \bigwedge \).

For any subset \( E \subseteq P = \bigsqcup_{k,l} P(k, l) \) we denote by \( \langle E \rangle \) the category of partitions generated by \( E \), which is obtained by taking the closure of \( E \cup \{ | \} \) under tensor products, involution and composition.

Example 2.3. We will study the following examples throughout the paper, see for instance [BS09, Thm. 2.6, Thm. 3.14] and [Web13, Sec. 2].

- The category of all partitions \( P \) is obviously a category of partitions and we have \( P = \langle \chi, \uparrow, \Downarrow \rangle \).
- The category of partitions \( P_{\text{even}} := \langle \chi, \Downarrow \rangle \) consists of the partitions which have only blocks of even size.
- The category of partitions \( P_2 := \langle \chi \rangle \) consists of those partitions which have only blocks of size two.
- The category of partitions \( NC := \langle \uparrow, \Downarrow \rangle \) consists of all non-crossing partitions, i.e. partitions with at least one representing diagram where no strings cross each other. Note that this can also be characterised in terms of the set partitions only, without considering representing diagrams.
- The category of partitions \( NC_{\text{even}} := \langle \Downarrow \rangle \) consists of the non-crossing partitions which have only blocks of even size.
- The category of partitions \( NC_2 \) consists of those non-crossing partitions which have only blocks of size two; it is the minimal category of partitions in the sense that it is generated by \( \emptyset \subset P \).

In 2016, Raum and Weber [RW16, Thm. 4.2] classified all categories of partitions and we briefly summarise their results. All categories of partitions fall into one of the following cases:

- The categories of partitions \( C \) with \( X \in C \) are exactly \( P, P_{\text{even}}, P_2, \langle \chi, \uparrow \otimes \uparrow, \Downarrow \rangle, \langle \chi, \uparrow \rangle, \langle \chi, \uparrow \otimes \uparrow \rangle \), see [BS09, Prop. 2.3, Thm. 2.8].
- The categories of partitions \( C \) which contain only non-crossing partitions are exactly \( NC, NC_{\text{even}}, NC_2, \langle \uparrow \otimes \uparrow, \Downarrow \rangle, \langle \uparrow \otimes \uparrow \rangle, \langle \downarrow \rangle, \langle \downarrow \rangle \), \langle \uparrow \rangle \), see [BS09, Thm. 3.13, Thm. 3.16] and [Web13, Thm. 2.9]. Note that \( \langle \chi, \uparrow \otimes \uparrow \rangle = \langle \chi, \downarrow \rangle \), which explains why the number of non-crossing partition categories is one more than the number of partition categories containing \( \chi \).
• The categories of partitions $\mathcal{C}$ with $\chi \notin \mathcal{C}$ and $\nearrow \in \mathcal{C}$ are exactly
  $\langle \chi \rangle, \langle \nearrow, \uparrow \otimes \downarrow \rangle, \langle \nearrow, \uparrow \rangle, \langle \nearrow, h_s \rangle, s \in \mathbb{N},$
where $\nearrow$ denotes the partition $\{\{1, 3\}', \{2, 2\}'\} \in P(3, 3)$ and $h_s$ denotes the partition $\{\{1, 3, 5, \ldots, 2s - 1\}, \{2, 4, 6, \ldots, 2s\}\} \in P(2s, 0),$ see [Web12, Thm. 3.14]. This are the so called half-liberated categories.

• The categories of partitions containing $\nearrow = \{\{1, 2, 2', 3\}'\} \in P(3, 3)$ are called group-theoretical. The notion “group-theoretical” was introduced in [RW15] and refers to the fact that the partitions of a group-theoretical category of partitions can be set in correspondence to the words of a normal subgroup of a free product of copies of $\mathbb{Z}_2$ which is invariant under a certain semigroup action. Raum and Weber also showed that there are uncountably many such group-theoretical categories of partitions, see [RW15, Thm. 5.6].

• The categories of partitions $\mathcal{C}$ with $\nearrow \notin \mathcal{C}$ and $\chi \in \mathcal{C}$ are exactly those generated by the element

\[
\pi_k = \begin{array}{c}
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ld otimes \uparrow \rangle, \langle \chi, \uparrow \rangle, \langle \chi, h_s \rangle, s \in \mathbb{N},$
for some $k \in \mathbb{N}$ and $\langle \pi_k | k \in \mathbb{N} \rangle,$ see [RW16, Thm. 3.9, Thm. 4.1].

These cases are pairwise distinct except that $\langle \pi_1 \rangle = \langle \uparrow \rangle = NC_{\text{even}}$ and the categories

$P, P_{\text{even}}, \langle \chi, \uparrow \otimes \uparrow \rangle, \langle \nearrow, \uparrow \rangle, \langle \nearrow, h_s \rangle, s \in \mathbb{N},$

are also group-theoretical.

Remark 2.4. Note that the only categories of partitions $\mathcal{C}$ with $\uparrow \in \mathcal{C}$ are

$P, NC, \langle \chi, \uparrow \rangle.$

Proof. It follows from the classification that any category of partitions $\mathcal{C}$ which is not one of these four is generated by partitions whose sum of upper and lower points is even. It follows that the sum of upper and lower points is even for any partition in $\mathcal{C}$ and hence $\uparrow \notin \mathcal{C}.$

2.2. Interpolating partition categories. We refer for instance to [Eti+15] and [NT13] for the terminology in this subsection. The following natural definition may be deduced from Banica–Speicher’s definition of easy quantum groups in [BS09]. It may also be found in [Fre17, Def. 6.1.2].

Recall that $\ell(p, q)$ is the number of loops in the diagram obtained by stacking $p$ and $q$ for all $p \in P(k, l), q \in P(l, m).$ Let us denote the non-negative integer numbers by $\mathbb{N}_0.$

Definition 2.5 (Interpolating partition categories). For any category of partitions $\mathcal{C}$ and $t \in \mathcal{C}$ the category $\text{Rep}_t(\mathcal{C}, t)$ has:

- Objects: $[k], k \in \mathbb{N}_0,$
- Morphisms: $\text{Hom}([k], [l]) = \mathbb{C}C(k, l),$
- Composition: $\text{Hom}([l], [m]) \times \text{Hom}([k], [l]) \to \text{Hom}([k], [m]),$

$(q, p) \mapsto qp := \ell(q, p) = p \cdot q \text{ for all } p \in \mathcal{C}(k, l), q \in \mathcal{C}(l, m)$
The **interpolating partition category** $\text{Rep}(C, t)$ is the Karoubi envelope or (pseudo-abelian completion) of $\text{Rep}_0(C, t)$, that is, the idempotent completion of the additive completion.

**Example 2.6.** By definition, $\text{Rep}(P_2, t) = \text{Rep}(O_t)$, the category interpolating the representation categories of the orthogonal groups $\text{Rep}(O_n)$ introduced by Deligne in 1990 [Del90] and $\text{Rep}(P, t) = \text{Rep}(S_t)$, the category interpolating the representation categories of the symmetric groups $\text{Rep}(S_n)$ introduced by Deligne in 2007 [Del07].

The tensor product of partitions turns $\text{Rep}(C, t)$ into a (strict) monoidal category with unit object $1 = [0]$. Moreover, we can define duals in $\text{Rep}(C, t)$ as follows. Any object is self-dual, i.e. for any $k \in \mathbb{N}_0$ the dual object of $[k]$ is given by $[k]^\vee := [k]$, and the (co)evaluation maps are

$$\text{ev}_k : [k]^\vee \otimes [k] \to 1 \quad \text{given by} \quad \text{ev}_k = \begin{array}{c} \vdots \\vdots \\vdots \end{array} \in P(2k, 0),$$

$$\text{coev}_k : 1 \to [k]^\vee \otimes [k] \quad \text{given by} \quad \text{coev}_k = \begin{array}{c} \vdots \\vdots \\vdots \end{array} \in P(0, 2k).$$

The categorical left and right trace, induced by the dual structure, coincide and are given by

$$\text{tr}(p) = \text{ev}_k \circ (p \otimes \text{id}_{[k]}) \circ \text{coev}_k = \begin{array}{c} \begin{array}{c} \vdots \\vdots \\vdots \end{array} \\begin{array}{c} \vdots \\vdots \\vdots \end{array} \\begin{array}{c} \vdots \\vdots \\vdots \end{array} \\begin{array}{c} \vdots \\vdots \\vdots \end{array} \end{array} \in \text{End}([0]) \cong \mathbb{C}$$

for any $p \in \mathcal{C}(k, k)$. Hence $\text{Rep}(C, t)$ is a pivotal category with coinciding left and right traces. Note that we defined the evaluation and coevaluation maps slightly differently than Deligne, insofar as the $i$-th point is paired with the $(2k + 1 - i)$-th point, not with the $k + i$-th point in the above diagrams.

Furthermore, the category $\text{Rep}(C, t)$ is a so-called $*$-category. This is a $\mathbb{C}$-linear monoidal category with a contravariant involutive antilinear monoidal endofunctor $*$ which is the identity on objects, see for instance [Müg00, Sec. 2.1]. The endofunctor $*$ is called the $*$-operation and for $\text{Rep}(C, t)$ it is given by the involution (i.e. horizontal reflection) of partitions.

**Remark 2.7.** Note that we can naturally identify any category of partitions $\mathcal{C}$ with the monoidal $*$-category $\text{Rep}_0(\mathcal{C}, 1)$, which explains the naming. We will also view $\mathcal{C}$ as a subset of morphisms in $\text{Rep}(C, t)$ for any $t$.

### 2.3. Interpolating partition categories and easy quantum groups.

Categories of partitions have initially been introduced by Banica and Speicher to define easy quantum groups. In this subsection, we recall their definition and explain how interpolating partition categories interpolate the representation categories of the corresponding easy quantum groups. For the rest of this article, however, we will only work with the interpolating partition categories themselves and no knowledge of easy quantum groups is required.

Let us start by briefly recalling the theory of compact matrix quantum groups. A **compact matrix quantum group** is a triple $G = (\mathcal{A}, u, n)$ of a $\mathbb{C}$*-algebra $\mathcal{A}$, an integer $n \in \mathbb{N}_0$ and a matrix $u \in \mathcal{A}^{n \times n}$ such that the elements $\{u_{ij} \mid 1 \leq i, j \leq n\}$ generate $\mathcal{A}$, the matrix $u = (u_{ij})$ is unitary and its transpose is invertible and the map $\Delta : \mathcal{A} \to \mathcal{A} \otimes \mathcal{A}$, $u_{ij} \mapsto \sum_{k=1}^n u_{ik} \otimes u_{kj}$ is a $*$-homomorphism.
Lemma 2.9. For any category of partitions \( G \) of dimension \( m \) (for some \( m \geq 0 \)) is a matrix \( v \in A^{m \times m} \) with \( \Delta(v_{ij}) = \sum_{k=1}^{m} v_{ik} \otimes v_{kj} \) (technically, this corresponds to a corepresentation of a Hopf *-algebra). A morphism between two representations \( v, v' \in A^{m \times m} \) is a linear map \( T : C^m \to C^{m'} \) with \( Tv = v'T \). In particular, the matrix \( u \in A^{n \times n} \) is a representation of \( G \), the so-called fundamental representation.

In 1988, Woronowicz proved a Tannaka–Krein type result [Wor88] for compact matrix quantum groups showing that any compact matrix quantum group \( G \) is uniquely determined by its representation category \( \text{Rep}(G) \), i.e. the category of finite-dimensional, unitary representation, (for more details see for instance [Web17, Sec. 4]). In 2009, Banica and Speicher [BS09, Def. 1.7] defined for any category of partitions \( C \) and \( n \in \mathbb{N}_0 \) a fiber functor into the category of finite-dimensional Hilbert spaces

\[
T : \text{Rep}(C, n) \to \text{Hilb}_F\text{ with}
\]

\[
T([k]) = (C^n)^{\otimes k} \text{ for any } k \in \mathbb{N}_0 \text{ and}
\]

\[
T_p := T(p) \in \text{Hom}((C^n)^{\otimes k}, (C^n)^{\otimes l}) \text{ for any } p \in C(k, l).
\]

A compact matrix quantum group \( G = (A, u, n) \) is called (orthogonal) easy quantum group if there exists a category of partitions \( C \) such that \( \text{Hom}_{\text{Rep}(G)}(u^{\otimes k}, u^{\otimes l}) = \text{span}_C \{ T_p \mid p \in C(k, l) \} \). Tannaka–Krein duality implies that, for any category of partitions \( C \) and \( n \in \mathbb{N}_0 \), there exists an easy quantum group \( (A, u, n) \) with \( \text{Hom}_{\text{Rep}(G_n(C))}(u^{\otimes k}, u^{\otimes l}) = \text{span}_C \{ T_p \mid p \in C(k, l) \} \). In general, this quantum group is only unique up to so-called similarity of compact matrix quantum groups (for more details see for instance [RW13]). We denote any of these similar easy quantum groups by \( G_n(C) \), and we note that by construction the category \( \text{Rep}(G_n(C)) \) is unique.

Example 2.8. The easy quantum group \( G_n(P) \) is the triple \( (C(S_n), u, n) \) where \( C(S_n) \) is the set of complex-valued continuous functions over the symmetric group \( S_n \) (regarded as a matrix group) and \( u \) is the matrix of coordinate functions. Similarly, \( G_n(P_{\text{even}}) \) corresponds to the hyperoctahedral group \( H_n = S_2 \wr S_n \) and \( G_n(P_2) \) corresponds to the orthogonal group \( O_n \). This fits together with Example 2.6 and based on that notation we denote \( \text{Rep}(H_1) := \text{Rep}(P_{\text{even}}, t) \).

The easy quantum groups \( S_n^+ = G_n(NC), H_n^+ = G_n(NC_{\text{even}}) \) and \( O_n^+ = G_n(NC_2) \) are called free symmetric quantum groups, free hyperoctahedral quantum groups and free orthogonal quantum groups, respectively, and we denote \( \text{Rep}(S_n^+) := \text{Rep}(NC, t) \), \( \text{Rep}(H_n^+) := \text{Rep}(NC_{\text{even}}, t) \) and \( \text{Rep}(O_n^+) := \text{Rep}(NC_2, t) \).

For any category of partitions \( C \) the canonical functor \( \text{Rep}(C, n) \to \text{Rep}(G_n(C)) \) is surjective on objects and morphisms (for \( C = P \) compare with [CO11, Prop. 3.19]). In the following section we will discuss that \( \text{Rep}(G_n(C)) \) is even equivalent to the unique semisimple quotient of \( \text{Rep}(C, n) \).

Lemma 2.9. Let \( C \) be a category of partitions, \( n \in \mathbb{N}_0 \) and consider the easy quantum group \( G_n(C) = (A, u, n) \). Then the functor

\[
G : \text{Rep}(C, n) \to \text{Rep}(G_n(C)), \ [k] \mapsto u^{\otimes k}, \ p \mapsto F(p)
\]

is full and essentially surjective.

Proof. The definition of easy quantum groups implies that \( G \) is a full functor. Since any irreducible representation of a compact matrix quantum group \( G = (A, u, n) \) is contained in some tensor power of the fundamental representation \( u \) (see for instance [Tim08]), \( G \) is also essentially surjective. \( \square \)
3. Semisimplicity for interpolating partition categories

In this section we analyse the categories $\text{Rep}(C,t)$ with respect to semisimplicity. We will recall the general theory of semisimplicity, give a criterion for recognising semisimplification functors for Karoubian tensor categories, and consider the categories from Example 2.8 on a case-by-case basis, before following a generic approach due to Knop to analyse $\text{Rep}(C,t)$ for all group-theoretical categories of partitions $C$. To prove semisimplicity we use a reduction argument which shows that it suffices to check whether certain Gram determinants vanish.

3.1. Semisimplicity for Karoubian tensor categories. By construction, the category $\text{Rep}(C,t)$ is Karoubian (i.e., pseudo-abelian), but in general, it is not abelian. However, we can construct a unique semisimple (and hence, abelian) quotient category from it, the semisimplification $\hat{\text{Rep}}(C,t)$. Let us recall some definitions and general results on this idea, for more details see [EO18] or [AK02].

We call a pivotal category over a field $k$ spherical if its left and right traces coincide (but note that spherical shall not imply a category is abelian in our context). The dimension of an object in such a category is defined as the trace of its identity morphism.

**Definition 3.1.** Let $R$ be a spherical category over a field $k$. A morphism $f : X \to Y$ in $R$ is called negligible if $\text{tr}(f \circ g) = 0$ for all morphisms $g : Y \to X$ in $R$. We denote by $\mathcal{N}$ the set of all negligible morphisms in $R$.

**Remark 3.2.** The set of all negligible morphisms $\mathcal{N}$ is a tensor ideal and the quotient category $R/\mathcal{N}$ is again a spherical category with $\text{tr}(f + \mathcal{N}) = \text{tr}(f)$ for any endomorphism $f$ in $R$.

It is well-known that there are no non-zero negligible morphisms in a semisimple category (see for instance [AK02, Cor. 7.1.7]).

**Lemma 3.3 ([EO18, Thm. 2.6]).** Let $k$ be an algebraically closed field. Let $R$ be a spherical Karoubian tensor category over $k$ such that all morphism spaces are finite-dimensional and the trace of any nilpotent endomorphism is zero. Then the quotient category

$$\hat{R} := R/\mathcal{N}$$

is a semisimple category, the semisimplification of $R$, whose simple objects correspond to the indecomposable objects of $R$ of non-zero dimension.

To use this result for interpolation categories $\text{Rep}(C,t)$, we observe:

**Lemma 3.4.** For any category of partitions $C$ and $t \in C$, the trace of any nilpotent endomorphism in $\text{Rep}(C,t)$ is zero.

**Proof.** Let $f$ be a nilpotent endomorphism in $\text{Rep}(C,t)$. Then $f$ is also a nilpotent endomorphism in $\text{Rep}(P,t)$. By [CO11, Thm. 3.24, Cor. 5.23], $\text{Rep}(P,t) = \text{Rep}(P,t)/\mathcal{N}$ is a semisimple category. Since the trace of any nilpotent endomorphism in a semisimple category is zero, we have $\text{tr}_{\text{Rep}(C,t)}(f) = \text{tr}_{\text{Rep}(P,t)}(f + \mathcal{N}) = 0$. □

Combining the previous two lemmas, we obtain:

**Lemma 3.5.** Let $C$ be a category of partitions and $t \in C$. The category $\text{Rep}(C,t)$ is semisimple if and only if all negligible morphisms are trivial.

**Proof.** Lemma 3.3 and Lemma 3.4 imply the “if” part. The “only if”-part follows from [AK02, Cor. 7.1.7]. □
This abstract argument can be made practical by realising that the existence of negligible endomorphisms is detected by the determinants of certain Gram matrices.

**Definition 3.6 (BC07, Def. 4.2).** For any category of partitions $C$, we introduce the short-hand notation $C(k) = C(0, k)$, denoting the partitions in $C$ with no upper points. The Gram matrices are given by

$$G^{(k)} := (t^{f(p∗q)})_{p,q ∈ C(k)} \quad \text{for all } k ∈ \mathbb{N}_0.$$  

Notice that the entries of the Gram matrix are just the traces of the compositions $p∗q$.

**Example 3.7.** The following table features the entries of the Gram matrix $G^{(2)}$ for $\text{Rep}(S_t)$:

|   | t | t | t^2 |
|---|---|---|-----|
| t | t | t | t^2 |

Its determinant is $t^2(t - 1)$.

Note that the Gram matrices explained here differ from those computed in [CO11, Ex. 3.14], which use the “usual” trace form in the finite-dimensional endomorphism algebras.

**Proposition 3.8.** Let $t ∈ \mathbb{C}$ and let $C$ be a category of partitions. Then $\text{Rep}(C, t)$ is semisimple if and only if it satisfies $\det(G^{(k)}) ≠ 0$ for all $k ∈ \mathbb{N}$.

*Proof.* By Lemma 3.8, $\text{Rep}(C, t)$ is semisimple if and only if it does not contain any non-trivial negligible morphisms. Now $\text{Rep}(C, t)$ is constructed as a Karoubi envelope, that is, an idempotent completion of an additive completion, but we claim that negligibility can be traced back to the original category $\text{Rep}_0(C, t)$ in this case. First, as any negligible morphism from or to a direct summand extends trivially to a negligible morphism from or to the full object, it suffices to consider the additive completion. We can think of its morphisms as matrices whose entries are morphisms in the original category. As each entry of such a matrix can be recovered by compositions with suitable row and column matrices consisting of zero or identity morphisms, such a matrix is negligible, if and only if all of its entries are negligible. Hence, $\text{Rep}(C, t)$ is semisimple if and only if there are no non-trivial negligible morphism $f ∈ \text{Hom}_{\text{Rep}_0(C, t)}([k], [l])$ for all $k, l ∈ \mathbb{N}_0$.

We observe that, for two morphisms $f ∈ \text{Hom}_{\text{Rep}_0(C, t)}([k], [l])$ and $g ∈ \text{Hom}_{\text{Rep}_0(C, t)}([l], [k])$, the trace of $f ⊙ g$ is given by the composition $f′ ⊙ g′$, where $f′ ∈ \text{Hom}_{\text{Rep}_0(C, t)}([k + l], [0])$, $g′ ∈ \text{Hom}_{\text{Rep}_0(C, t)}([0], [k + l])$ are compositions of $f$ and $g$ with the categorical evaluation and coevaluation map, respectively. Hence, $\text{Rep}_0(C, t)$ has non-zero negligible morphisms if and only if there is a non-zero negligible morphism $f ∈ \text{Hom}([0], [k])$ for some $k ∈ \mathbb{N}_0$. In other words, $\text{Rep}(C, t)$ is semisimple if and only if the form

$$\text{Hom}([0], [k]) × \text{Hom}([0], [k]) \to \mathbb{C}, \quad (p, q) \mapsto t^{f(q∗p)}$$  

is non-degenerate. The Gram matrix of this form is exactly $G^{(k)}$, and hence, the form is non-degenerate if and only if $G^{(k)}$ has a trivial kernel. Thus the claim follows (note that $\det(G^{(0)})$ is 1).

**Corollary 3.9.** For any category of partitions $C$ and any transcendental $t ∈ \mathbb{C}$, $\text{Rep}(C, t)$ is semisimple.

*Proof.* The determinant of the Gram matrix $\det(G^{(k)})$ depends on $t$ polynomially for any $k ∈ \mathbb{N}_0$.  

□
Let us contrast this with the case $t = 0$.

**Lemma 3.10.** For any category of partitions $C$, $\overline{\text{Rep}}(C, 0)$ is equivalent to the category of finite-dimensional complex vector spaces.

**Proof.** The morphism space $\text{Hom}([k], [l])$ in $\text{Rep}(C, 0)$ consists of negligible morphisms if $k > 0$ or $l > 0$, while the non-zero endomorphism $id_0$ of the object $[0]$ is not negligible. □

Deligne showed that $\text{Rep}(S_t)$ is semisimple if and only if $t \not\in \mathbb{N}_0$, see [Del07, Thm. 2.18]. We will show in Section 3.3 that this is also the case for all group-theoretical categories of partitions, including $\text{Rep}(H_t)$.

Let us discuss semisimplicity for some examples of non-crossing partition categories. We will explain a way to study their semisimplifications in Proposition 5.24.

**Remark 3.11.** The category $\text{Rep}(O_t^+)$ is exactly the (Karoubian envelope of) the Temperley–Lieb category $TL(q)$ with $t = q + q^{-1}$ (introduced in [GL98, Def. 2.1]). It is well-known to be semisimple if and only if $q$ is not a $2l$-th root of unity, i.e. $q \not\in \{e^{\pi i l} \mid l \in \mathbb{N}_2, j \in \{1, \ldots, l - 1\}\}$, see for instance [GW02, Cor. 3.2, Thm. 3.3]. This implies that the category $\text{Rep}(O_t^+)$ is semisimple if and only if

$$t \not\in \{2 \cdot \cos \left(\frac{j\pi}{l}\right) \mid l \in \mathbb{N}_2, j \in \{1, \ldots, l - 1\}\}.$$

**Proposition 3.12.** The category $\text{Rep}(S_t^+)$ is semisimple if and only if

$$t \not\in \{4 \cdot \cos \left(\frac{j\pi}{l}\right)^2 \mid l \in \mathbb{N}_2, j \in \{1, \ldots, l - 1\}\}.$$

**Proof.** By [Tut93] or [Jun19, Prop. 5.37], the determinants described in Proposition 3.8 are non-zero if and only if $t$ is of the asserted form. This implies the assertion with Proposition 3.8. □

**Proposition 3.13.** The category $\text{Rep}(H_t^+)$ is semisimple if and only if

$$t \not\in \{4 \cdot \cos \left(\frac{j\pi}{l}\right)^2 \mid l \in \mathbb{N}_2, j \in \{1, \ldots, l - 1\}\}.$$

**Proof.** By [Ahm16, Thm. 3.9.16], the determinants described in Proposition 3.8 are non-zero if and only if $t$ is of the asserted form. This implies the assertion with Proposition 3.8. □

3.2. **Semisimplifications.** To compute the semisimplification of a given interpolating partition category practically, it suffices to find a suitable monoidal functor to a semisimple category.

**Lemma 3.14.** For any category of partitions $C$ and $t \in \mathbb{C}$, the ideal of negligible morphisms $\mathcal{N}$ is the unique maximal tensor ideal in $\overline{\text{Rep}}(C, t)$.

**Proof.** Assume $f$ is a morphism in $\text{Rep}(C, t)$ which does not lie in $\mathcal{N}$. So we can find $g$, a morphism in $\text{Rep}(C, t)$ such that $f \circ g$ is an endomorphism with non-zero trace. By the definition of the trace of $f \circ g$, it is given by a non-zero endomorphism of the object $[0]$ in $\overline{\text{Rep}}(C, t)$ which is obtained from $f$ by tensor products and compositions (see Equation 11). Hence, any tensor ideal in $\overline{\text{Rep}}(C, t)$ containing $f$ also contains the identity morphism of the object $[0]$. But as tensoring with this identity morphism leaves any morphism in $\overline{\text{Rep}}(C, t)$ invariant, any tensor ideal which does not lie in $\mathcal{N}$ contains all morphisms in $\overline{\text{Rep}}(C, t)$. □
We recall that a $\ast$-operation on a $\mathcal{C}$-linear monoidal category is a contravariant involutive antilinear monoidal endofunctor $\ast$ which is the identity on objects. A $\ast$-operation is called positive if $f^\ast \circ f = 0$ implies $f = 0$ for any morphism $f$. The relevance of this notion in our context lies in the following observation (variations of which are well-known; see [Müg00, Thm. 2.1], for instance).

**Lemma 3.15.** Assume a $\mathcal{C}$-linear Karoubian monoidal category has finite-dimensional morphism spaces and admits a positive $\ast$-operation. Then it is semisimple (and hence, abelian).

**Proof.** As such a category is Karoubian with finite-dimensional Hom-spaces, it has a Krull–Schmidt property (every object is the direct sum of finitely many indecomposable objects in an essentially unique way) and we only need to show that morphisms between indecomposable objects are isomorphisms or zero morphisms.

The endomorphism algebras of objects in our category are finite-dimensional complex algebras with a positive involution given by the endofunctor $\ast$. Hence, these algebras are semisimple complex $\mathcal{C}^*$-algebras. In particular, the endomorphism algebras of indecomposable objects, which contain no non-trivial idempotents, are one-dimensional.

Consider a non-zero morphism $f$ between indecomposable objects. Then $f^\ast \circ f$ and $f \circ f^\ast$ are non-zero endomorphisms of indecomposable objects, hence, scalars. By simplifying $f \circ f^\ast \circ f$ in two different ways we see that the scalars have to coincide. So $f$ is an isomorphism. □

Let us call categories as in Lemma 3.15 hom-finite $\mathcal{C}^*$-categories, they include the category of finite-dimensional Hilbert spaces. An important feature of hom-finite $\mathcal{C}^*$-categories is the fact that any $\ast$-subcategory of a hom-finite $\mathcal{C}^*$-category is automatically semisimple.

Let us note, however, that the $\ast$-operation on $\text{Rep}(S_t) = \text{Rep}(\mathcal{C}, t)$ given by horizontal reflections is not positive. Hence, even if $t$ is chosen such that $\text{Rep}(S_t)$ is semisimple (i.e. $t \notin \mathbb{N}_0$), $\text{Rep}(S_t)$ may contain $\ast$-subcategories which are not semisimple, as illustrated for example by the non-crossing partition categories we discussed earlier (see Proposition 3.12, for example).

A functor between two $\ast$-categories is called a $\ast$-functor if it preserves the $\ast$-operation.

**Proposition 3.16.** For any category of partitions $\mathcal{C}$ and any complex number $t \in \mathbb{N}_0$, assume $F : \text{Rep}(\mathcal{C}, t) \to \mathcal{D}$ is a (non-zero) monoidal $\ast$-functor, where $\mathcal{D}$ is a hom-finite $\mathcal{C}^*$-category. Then $F$ induces an equivalence between the semisimplification of $\text{Rep}(\mathcal{C}, t)$ and the image of $F$.

**Proof.** The image of $F$ is a hom-finite $\mathcal{C}^*$-(sub)category of $\mathcal{D}$ and, in particular, semisimple. As a semisimple category cannot have negligible morphisms, the kernel of $F$ contains all negligible morphisms. Thus, it is exactly the ideal $N$ by Lemma 3.14.

Note that in $\text{Rep}(\mathcal{C}, t)$, all nilpotent morphisms have trace 0 by Lemma 3.4. Hence, the image of $F$ is indeed equivalent to the semisimplification of $\text{Rep}(\mathcal{C}, t)$. □

As a consequence, we see that for any category of partitions $\mathcal{C}$, the semisimple quotient categories $\text{Rep}(\mathcal{C}, t)$, $t \in \mathbb{C}$, interpolate the representation categories of the corresponding easy quantum groups $\text{Rep}(G_n(\mathcal{C}))$, $n \in \mathbb{N}_0$, in the following sense (for $\mathcal{C} = P$ compare with [Del07, Thm. 6.2], for $\mathcal{C} = P_2$ compare with [Del07, Thm. 9.6]):

**Proposition 3.17.** For any category of partitions $\mathcal{C}$ and $t \in \mathbb{N}_0$, the functor $\mathcal{G}$ (see Section 2.3) induces an equivalence between the semisimplification of $\text{Rep}(\mathcal{C}, t)$ and $\text{Rep}(G_t(\mathcal{C}))$.

**Proof.** This follows directly from Proposition 3.16 with $\mathcal{D}$ the $\mathcal{C}^*$-category of finite-dimensional Hilbert spaces. □
3.3. Semisimplicity in the group-theoretical case. In this section we show our first main theorem, namely that any category $\text{Rep}(C, t)$ associated to a group-theoretical category of partitions $C$ is semisimple if and only if $t \notin \mathbb{N}_0$. In 2007, Knop [Kno07] studied tensor envelopes of regular categories and Deligne’s category $\text{Rep}(S_t)$ is a special case in his setting. Using the semilattice structure of subobjects, he gives a criterion for semisimplicity for most of the tensor categories he is considering, including $\text{Rep}(S_t)$. We will mimic his proof by studying it in the special case of $\text{Rep}(S_t)$, and then generalising it to all categories $\text{Rep}(C, t)$ associated to group-theoretical categories of partitions.

The key observation which allows us to use Knop’s idea is the following. If we consider Knop’s work in the special case of $\text{Rep}(S_t)$, the semilattice of subobjects of $[k]$ corresponds to the meet-semilattice on partitions of $k$ points given by the refinement order. It is well-known that the (reversed) refinement order induces a lattice structure on partitions on $k$ points or non-crossing partitions on $k$ points, see for instance [NS06, Prop. 9.17, Rem. 9.19]. In the following, we will use that group-theoretical categories of partitions are closed under common coarsening of partitions, the meet with respect to the refinement order, and hence we also obtain a semilattice structure.

Let us start by briefly recalling some basics on partially ordered sets and semilattices, see [NS06, Sec. 9] and [Kno07, Sec. 7].

Definition 3.18 ([NS06, Def. 9.15]). Let $(L, \leq)$ be a finite partially ordered set (poset). For two elements $u, v \in L$ we consider the set $\{w \in L \mid u \leq w, w \leq v\}$. If the maximum of this set exists, it is called the meet of $u$ and $v$ and denoted by $u \land v$. If any two elements of $L$ have a meet, then $(L, \land)$ is called the meet-semilattice of $L$.

Remark 3.19 ([NS06, Rem. 10.2]). Let $L$ be a finite poset and let $L = \{u_1, \ldots, u_{|L|}\}$ be a listing. We consider the $|L| \times |L|$-matrix $M$ with

$$M_{ij} = \begin{cases} 1 & \text{if } u_i \leq u_j, \\ 0 & \text{otherwise.} \end{cases}$$

Then $M$ is invertible in $\mathbb{Z}^{|L| \times |L|}$ and the function

$$\mu : L \times L \to \mathbb{Z}, \ (u_i, u_j) \mapsto (M^{-1})_{ij}$$

is independent of the choice of the listing.

Definition 3.20 ([NS06, Def. 10.5]). Let $L$ be a finite poset. Then the above-noted function, $\mu_L : L \times L \to \mathbb{Z}$, is called the M"obius function of $L$.

As usual, we write $u < v$ if $u \leq v$ and $u \neq v$ for $u, v \in L$.

Lemma 3.21. Let $L$ be a finite poset and let $u, v \in L$.

(i) Then $\mu_L(u, u) = 1$.

(ii) If $v$ covers $u$, i.e. $u < v$ and there is no element $w \in L$ with $u < w < v$, then $\mu_L(u, v) = -1$.

Proof. We can choose a listing of $L$ such that the matrix $M$, which defines the M"obius function, is unitriangular, see [NS06, Ex. 10.25]. Hence $\mu_L(u, u) = (M^{-1})_{uu} = 1$. If $v$ covers $u$, we can additionally assume that $u$ and $v$ appear one after the other in the listing of $L$. Then

$$N := \begin{pmatrix} M_{uu} & M_{uw} \\ M_{wv} & M_{vv} \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}$$
is a block on the diagonal of \( M \). Since \( M \) is unitriangular, we have
\[
\begin{pmatrix}
(M^{-1})_{uu} & (M^{-1})_{vu} \\
(M^{-1})_{uv} & (M^{-1})_{vv}
\end{pmatrix} = N^{-1} = \begin{pmatrix} 1 & 0 \\
-1 & 1 \end{pmatrix}.
\]
It follows that \( \mu_{\mathcal{L}}(u, v) = (M^{-1})_{uv} = -1 \). □

The Möbius function can be helpful for computing certain determinants derived from a meet-semilattice:

**Lemma 3.22** ([Kno07, Lem. 7.1]). Let \( \phi : \mathcal{L} \to \mathbb{C} \) be a function on a finite poset \( \mathcal{L} \) which is a meet-semilattice. Then, with \( \mu_{\mathcal{L}} \) the Möbius function of \( \mathcal{L} \),
\[
\det(\phi(u \wedge v))_{u,v\in \mathcal{L}} = \prod_{x \in \mathcal{L}} \left( \sum_{y \in \mathcal{L}} \mu_{\mathcal{L}}(y, x) \cdot \phi(y) \right).
\]

Now, we recall the definition of the refinement order on partitions and show that partitions of \( k \) lower points in a group-theoretical category of partitions have a meet-semilattice structure with respect to this partial order. Note that Nica and Speicher are considering the reversed refinement order in [NS06]; however, to be consistent with the conventions in Knop’s article [Kno07], our definition is dual to theirs.

**Definition 3.23** ([NS06, Ch. 9]). Let \( k, l \in \mathbb{N}_0 \) and partitions \( p, q \in \mathcal{P}(k, l) \) on \( k + l \) points. We write \( p \leq q \) if and only if each block of \( q \) is completely contained in one of the blocks of \( p \). The induced partial order is called the **refinement order**.

Note that \( p \leq q \) if \( p \) can be obtained by coarsening the block structure of \( q \) and we say that \( p \) is **coarser** than \( q \). Moreover, the meet \( p \wedge q \) of \( p \) and \( q \) exists in \( \mathcal{P}(k, l) \) and is the **common coarsening**, i.e. the finest partition which is coarser than both \( p \) and \( q \).

**Lemma 3.24.** Let \( \mathcal{C} \) be a category of partitions. Then \( \mathcal{C} \) is closed under common coarsenings if and only if \( \mathcal{C} \) is group-theoretical.

**Proof.** If \( \mathcal{C} \) is closed under coarsening, then it contains \( \underline{\bigotimes} \), since this partition is a coarsening of the partition \( \underline{\bigotimes} \), which is contained in any category of partitions. See [RW14, Lem. 2.3] for the opposite implication. □

**Corollary 3.25.** Let \( \mathcal{C} \) be a group-theoretical category of partitions \( \mathcal{C} \) and \( k \in \mathbb{N}_0 \). Then the poset \( \mathcal{C}(k) = \mathcal{C}(0, k) \) has a meet-semilattice structure with respect to the refinement order.

Let us denote the Möbius functions of all the posets \( \mathcal{C}(k) \) by \( \mu_{\mathcal{C}} \) (omitting the \( k \)). This allows us to give a condition for the semisimplicity of \( \text{Rep}(\mathcal{C}, t) \), see [Kno07, Lem. 8.2].

**Lemma 3.26.** Let \( \mathcal{C} \) be a group-theoretical category of partitions. Then \( \text{Rep}(\mathcal{C}, t) \) is semisimple if and only
\[
\Omega_k := \prod_{p \in \mathcal{C}(k)} \left( \sum_{q \leq p} \mu_{\mathcal{C}}(q, p) \cdot t^{\#q} \right) \neq 0 \quad \text{for all } k \in \mathbb{N}.
\]

**Proof.** By Proposition 3.8, \( \text{Rep}(\mathcal{C}, t) \) is semisimple if and only if the matrices
\[
G^{(k)} = (t^{(u^*v)})_{u,v \in \mathcal{C}(k)}
\]
have non-zero determinants for all \( k \in \mathbb{N} \). We define the map \( \phi : \mathcal{C}(k) \to \mathbb{C} \), \( p \mapsto t^#p \) and since \( \#(u \land v) = \ell(u^*, v) \) for all \( u, v \in \mathcal{C}(k) \), Lemma 3.22 implies that
\[
\det(G(k)) = \det(\phi(u \land v))_{u,v \in \mathcal{C}(k)} = \prod_{p \in \mathcal{C}(k)} \left( \sum_{q \in \mathcal{C}(k)} \mu_C(q, p) \cdot \phi(q) \right) = \prod_{p \in \mathcal{C}(k)} \left( \sum_{q \in \mathcal{C}(k)} \mu_C(q, p) \cdot t^#q \right) = \Omega_k.
\]

To compute the above-noted determinant, we will further factorise it. For this purpose we recall a definition of Knop’s in the special case of \( \text{Rep}(S_t) \). For any \( k \in \mathbb{N} \), we set \( \underline{k} := \{1, \ldots, k\} \). By definition, the set \( P(k) = P(0, k) \) is the set of partitions of \( \underline{k} \). We denote by \( s_k \in P(k) \) the finest partition in \( P(k) \), where each block is of size one. Moreover, we set \( \underline{0} := \emptyset \) and \( s_0 := \emptyset \in P(0) \).

**Definition 3.27** (See [Kno07, Sec. 8]). Let \( k, l \in \mathbb{N}_0 \) with \( k \leq l \) and let \( e : \underline{k} \to \underline{l} \) be an injective map. We define two maps
\[
e_* : P(l) \to P(k) \text{ and } e^* : P(k) \to P(l)
\]
as follows. For any \( p \in P(l) \), let \( e_*(p) \) be the partition of \( \underline{k} \) whose blocks are the preimages of the blocks of \( p \) under \( e \). For any \( q \in P(k) \), we define \( e^*(q) \) as the partition of \( \underline{l} \) whose blocks are the images of the blocks of \( p \) under \( e \) and additionally blocks of size one containing the elements not in the image of \( e \).

Moreover, we define a scalar
\[
w_e := \sum_{q \in P(l), e_*(q) = s_k} \mu_P(q, s_l) \cdot t^#q - k \in \mathbb{C}.
\]

Before we go on, we consider this definition in two special cases.

**Remark 3.28.** We consider the case \( k = 0 \) and \( l \in \mathbb{N}_0 \). Then there is just one map \( e : \underline{0} \to \underline{l} \) since \( \underline{0} = \emptyset \). Moreover, the set \( P(0) \) consists of only one partition \( s_0 = \emptyset \) and \( \#s_0 = 0 \). Thus it follows from the definition that
\[
e_* : P(l) \to P(0), \quad p \mapsto s_0,
\]
\[
e^* : P(0) \to P(l), \quad s_0 \mapsto s_l,
\]
\[
w_e = \sum_{q \in P(l)} \mu_P(q, s_l) \cdot t^#q.
\]

**Lemma 3.29.** Let \( l \in \mathbb{N}_0 \) and let \( e : \underline{l} \to \underline{l} \) be a bijection. Then \( w_e = 1 \).

**Proof.** It follows from the definition that both \( e_* \) and \( e^* \) preserve block sizes in this case, and hence the only partition \( q \in P(l) \) with \( e_*(q) = s_l \) is the partition \( s_l \) itself. Hence, we have
\[
w_e = \sum_{q \in P(l), e_*(q) = s_l} \mu_P(q, s_l) \cdot t^#q - 1 = \mu_P(s_l, s_l) \cdot t^l - 1 = 1.
\]
Lemma 3.30. Let $\mathcal{C}$ be a group-theoretical category of partitions. Then

$$\Omega_k = \prod_{p \in \mathcal{C}(k)} w_{\emptyset \to \# p} \quad \text{for all } k \in \mathbb{N}.$$  

Proof. Let $p \in \mathcal{C}(k) = \mathcal{C}(0, k)$. We can view $p$ as an element in $P(k) = P(0, k)$, i.e., a partition of $k$. Since $\mathcal{C}$ is a group-theoretical category of partitions, any coarsening of $p$ lies again in $\mathcal{C}$. Thus there is a natural bijection of posets

$$f : \mathcal{C}_{\leq p} := \{ q \in \mathcal{C}(k) \mid q \leq p \} \rightarrow P(\# p)$$

mapping a coarsening of $p$ to the partition indicating the fusion of the blocks of $p$ in the following way: We can sort the blocks of $p$ according to the smallest elements they contain and label them using the numbers $1, \ldots, \# p$. Then the coarsenings of $p$ are exactly those partitions $q$ whose blocks are unions of blocks of $p$. Hence, they correspond exactly to partitions of the set of blocks of $p$, and hence, the set $\# p$, and this correspondence is compatible with the respective refinement order. It now follows directly that

- $\mu_{\mathcal{C}}(q, q') = \mu_P(f(q), f(q'))$ for all $q, q' \in \mathcal{C}_{\leq p}$,
- $\# q = \#(f(q))$ for all $q \in \mathcal{C}_{\leq p}$ and
- $f(p) = s_{\# p}$.

Together with Remark 3.25 it follows that

$$\Omega_k = \prod_{p \in \mathcal{C}(k)} \left( \sum_{q \in \mathcal{C}(k)} \mu_{\mathcal{C}}(q, p) \cdot t^{\# q} \right)$$

$$= \prod_{p \in \mathcal{C}(k)} \left( \sum_{q \in P(\# p)} \mu_P(q, s_{\# p}) \cdot t^{\# q} \right)$$

$$= \prod_{p \in \mathcal{C}(k)} w_{\emptyset \to \# p}$$

Lemma 3.24 and Lemma 3.30 imply the following corollary.

Corollary 3.31. Let $\mathcal{C}$ be a group-theoretical category of partitions. Then $\text{Rep}(\mathcal{C}, t)$ is semisimple if and only if $w_{\emptyset \to \# p} \neq 0$ for all $k \in \mathbb{N}$ and $p \in \mathcal{C}(k)$.

In the following, we factorise the elements $w_{\emptyset \to \# p}$ with $p \in \mathcal{C}(k)$. As they are independent of $\mathcal{C}$, we can apply [Kno07, Lem. 8.4] in the special case of $\text{Rep}(S_t)$ to shows that the mapping $e \mapsto w_e$ turns compositions into products, as explained in the following.

Lemma 3.32 (See [Kno07, Lem. 8.4]). Let $k, l \in \mathbb{N}_0$ with $k \leq l$ and let $e : k \rightarrow l$ be an injective map. Then the pair $(e_*, e^*)$ is a Galois connection between $P(l)$ and $P(k)$, i.e. $e_*(p) \leq q$ if and only if $p \leq e^*(q)$ for all $p \in P(l)$ and $q \in P(k)$.

Proof. First, assume $e_*(p) \leq q$. We consider two distinct points $x, y \in l$ which lie in the same block of $e^*(q)$. As all points in $l \setminus e(k)$ are in singleton blocks of $e^*(q)$, we have $x, y \in e(k)$ and their unique preimages $e^{-1}(x)$ and $e^{-1}(y)$ lie in the same block of $q$. As $e_*(p) \leq q$, they also lie in the same block of $e_*(p)$. It follows that $x$ and $y$ lie in the same block of $p$ and thus $p \leq e^*(q)$.
Let $p \leq e^{*}(q)$. We consider two distinct points $x, y \in k$ which lie in the same block of $q$. Thus $e(x)$ and $e(y)$ lie in the same block of $e^{*}(q)$ and as $p \leq e^{*}(q)$, they lie in the same block of $p$. It follows that $x$ and $y$ lie in the same block of $e_{*}(p)$ and thus $e_{*}(p) \leq q$.

In the following, let us extend the coarsening operation $\land$ $\mathbb{Z}$-linearly to $\mathbb{Z}$-linear combinations of partitions.

**Lemma 3.33 (See [Kno07], Lem. 8.4).** Let $j, k, l \in \mathbb{N}$ with $j \leq k \leq l$ and let $j \xrightarrow{e} k \xrightarrow{e} l$ be injective maps. Then we have

$$w_{e}w_{e} = w_{e}w_{e}.$$  

**Proof.** By [Kno07], Lem. 7.2 we have

$$\sum_{q \in P(l)} \mu_{P}(q, p)q = \left( \sum_{r \in P(k)} \mu_{P}(r, e_{*}(p))e^{*}(r) \right) \land \left( \sum_{s \in P(l)} \mu_{P}(s, p)s \right)$$

for all $p \in P(l)$. For $p = s_{j}$ we obtain

$$\sum_{q \in P(l)} \mu_{P}(q, s_{j})q = \left( \sum_{r \in P(k)} \mu_{P}(r, s_{k})e^{*}(r) \right) \land \left( \sum_{s \in P(l)} \mu_{P}(s, s_{j})s \right).$$

We define a $\mathbb{C}$-linear map as follows:

$$\varphi : CP(l) \to \mathbb{C}, \quad q \mapsto \begin{cases} t^{\#q-j} & (e\varepsilon)_{*}(q) = s_{j}, \\ 0 & \text{otherwise,} \end{cases} \quad \text{for all } q \in P(l).$$

We apply $\varphi$ on both sides of the equation and obtain

$$\sum_{q \in P(l)} \mu_{P}(q, s_{j})t^{\#q-j} = \sum_{r \in P(k)} \sum_{s \in P(l)} \mu_{P}(r, s_{k})\mu_{P}(s, s_{j})\varphi(e^{*}(r) \land s).$$

As the left-hand side is $w_{e}w_{e}$, to prove that $w_{e}w_{e} = w_{e}w_{e}$ it suffices to show

$$\varphi(e^{*}(r) \land s) = \begin{cases} (t^{\#r-j})(t^{\#s-k}) \quad \bar{e}_{*}(r) = s_{j}, \\ 0 & \text{otherwise,} \end{cases}$$

for all $r \in P(k), s \in P(l)$ with $e_{*}(s) = s_{k}$ and $e_{*}(s) = s_{k}$. Now $e_{*}(s) = s_{k}$ implies that

$$(e\varepsilon)_{*}(e^{*}(r) \land s) = \bar{e}_{*}(r \land e_{*}(s)) = \bar{e}_{*}(r \land s_{k}) = \bar{e}_{*}(r),$$

so we have $(e\varepsilon)_{*}(e^{*}(r) \land s) = s_{j}$ if and only if $\bar{e}_{*}(r) = s_{j}$. Since all blocks of $e^{*}(r)$ involving the elements of $l \setminus e(k)$ are singletons and since $e_{*}(s) = s_{k}$, the common coarsening $e^{*}(r) \land s$ has exactly $\# r$ blocks involving only the elements of $e(k)$ and another $\# s - k$ blocks involving only the elements of $l \setminus e(k)$. It follows that $\#(e^{*}(r) \land s) = \# r + \# s - k$ and hence

$$\varphi(e^{*}(r) \land s) = t^{\#r+\#s-k-j} = (t^{\#r-j})(t^{\#s-k}).$$

Let us illustrate the lemma above with an example.
Example 3.34. Let $C$ be a group-theoretical category of partitions, $m \in \mathbb{N}$ and $p \in C(m)$. We set $l = \#p$ and consider an arbitrary injective map $e : \{1\} \hookrightarrow \#p$. Then $\emptyset \hookrightarrow l$ decomposes into
\[ \emptyset \hookrightarrow \{1\} \hookrightarrow \underline{l}. \]
We have
\[ w_{\emptyset \hookrightarrow \{1\}} = \sum_{q \in P(1)} \mu_p(q, s_1) \cdot \ell q = \mu_p(s_1, s_1) \cdot \ell 1 = t \]
and $w_e = \sum_{q \in P(l) : e(q) = s_1} \mu_p(q, s_1) \cdot \ell q - 1 = \sum_{q \in P(l)} \mu_p(q, s_1) \cdot \ell q - 1$
and hence
\[ w_{\emptyset \hookrightarrow \underline{l}} = \sum_{q \in P(l)} \mu_p(q, s_1) \cdot \ell q = w_{\emptyset \hookrightarrow \{1\}} \cdot w_e. \]

Now, we are ready to prove our first main theorem, see Theorem 1.1.

Theorem 3.35. Let $C$ be a group-theoretical category of partitions and $t \in \mathbb{C}$. Then $\text{Rep}(C, t)$ is semisimple if and only if $t \notin \mathbb{N}_0$.

Proof. By Corollary 3.31, the category $\text{Rep}(C, t)$ is semisimple if and only if $w_{\emptyset \hookrightarrow \#p} \neq 0$ for all $m \in \mathbb{N}$, $p \in C(m)$. Hence Lemma 3.33 implies that $\text{Rep}(C, t)$ is semisimple if and only if $w_e \neq 0$ for any map $e : \underline{k} \hookrightarrow \underline{l}$, $k, l \in \mathbb{N}_0$, which does not have a factorisation $e = e_i e_2$ with $e_1, e_2$ injective and not bijective maps, i.e. for all $e : \underline{k} \hookrightarrow \underline{k + 1}$, $k \in \mathbb{N}_0$.

Let us describe $w_e$ for a given injective map $e : \underline{k} \hookrightarrow \underline{k + 1}$. Set $l = k + 1$. We can assume that $e(i) = i$ for any $i \in \underline{k}$, since this can be achieved by post-composing with an isomorphism $e' : \underline{l} \rightarrow \underline{l}$ and $w_{e'} = 1$ by Lemma 3.29. Thus $\{ q \in P(l) \mid e_*(q) \equiv s_k \}$ contains the partition $s_k \in P(l)$ and $X := \{ q \in P(l) \mid e_*(q) \equiv s_k \} \setminus \{ s_l \}$ contains exactly those $k$ partitions which consist of a block $\{ i, l \}$ and singleton blocks otherwise, for $1 \leq i \leq k$. It follows that
\[ w_e = \mu_p(s_l, s_1) \ell_{l-k} + \sum_{q \in X} \mu_p(q, s_1) \ell_{q-k}. \]
Since $s_l$ covers every partition $q \in X$, we can apply Lemma 3.21 and conclude that
\[ w_e = 1 \cdot \ell 1 + \sum_{q \in X} (-1)^{0} = t - k. \]
This proves our assertion that $\text{Rep}(C, t)$ is semisimple if and only if $t \notin \mathbb{N}_0$. \qed

Together with Lemma 3.25, Theorem 3.35 implies that there are negligible morphisms in $\text{Rep}(C, t)$ as soon as $t \in \mathbb{N}_0$. To better understand negligible morphisms, we discuss some examples.

Definition 3.36. For any group-theoretical category of partitions $C$, any $k, l \in \mathbb{N}_0$ and any partition $p \in C(k, l)$, we define recursively
\[ x_p := p - \sum_{q \leq p} x_q \in \text{Hom}_{\text{Rep}(C, t)}([k], [l]). \]

Remark 3.37. If $t \in \mathbb{N}_0$, then by [CO11, Rem. 3.22], $x_p$ is negligible in $\text{Rep}(S_t)$ if $p$ is a partition with more than $t$ parts (and in fact, those span the ideals of negligible morphisms in $\text{Rep}_0(S_t)$). This implies that such $x_p$ are negligible in $\text{Rep}(C, t)$ for any group-theoretical $C$. Subtracting such
negligible morphisms we can see that modulo the tensor ideal of negligible morphisms, any morphism in \( \text{Rep}(C, t) \) is equivalent to a morphism which consists of partitions with at most \( t \) parts each.

**Example 3.38.** If \( t \in \mathbb{N}_0 \) and \( C \) is group-theoretical, then \( x_{\text{id}_{t+1}} \) is a non-trivial negligible endomorphism in \( \text{Rep}(C, t) \).

4. INDECOMPOSABLE OBJECTS

In this section, we take a look at indecomposable objects in \( \text{Rep}(C, t) \) for any category of partitions \( C \). Notions like \( \text{End} \) and \( \text{Hom} \) are meant with respect to the category \( \text{Rep}(C, t) \). We prove a classification result for indecomposable objects in \( \text{Rep}(C, t) \), Theorem 1.2 which is uniform in \( C \): for each category of partitions \( C \), a distinguished set of projective partitions \( \mathcal{P} \) will be considered which defines a system of finite groups, the union of whose irreducible complex representations will be shown to correspond to the indecomposable objects in \( \text{Rep}(C, t) \). We also consider and derive results on the Grothendieck ring and the semisimplification of \( \text{Rep}(C, t) \).

4.1. From indecomposable objects to primitive idempotents. In the following, we provide a strategy which reduces the problem of classifying indecomposable objects in \( \text{Rep}(C, t) \) to a classification of primitive idempotents in certain quotient algebras. Recall the following definitions.

**Definition 4.1.** Let \( R \) be a ring. Two elements \( a, b \in R \) are said to be *conjugate* if there exists an invertible element \( c \in R \) such that \( a = cbc^{-1} \).

An element \( e \in R \) is called *idempotent* if \( e^2 = e \). Two idempotents \( e_1, e_2 \in R \) are said to be *orthogonal*, if \( e_1e_2 = e_2e_1 = 0 \). An idempotent \( e \in R \) is called *primitive* if it is non-zero and can not be decomposed as a sum of two non-zero orthogonal idempotents.

For \( C = P \), the following statements are discussed in [CO11, Prop. 2.20]. They follow in our more general situation from the fact that \( \text{Rep}(C, t) \) is a Karoubian category with finite-dimensional morphism spaces.

For any object \( A \in \text{Rep}(C, t) \) and any idempotent \( e \in \text{End}(A) \) we denote the image of \( e \) by \( (A, e) \).

**Lemma 4.2.** Let \( C \) be a category of partitions and \( t \in \mathbb{C} \).

(i) Let \( k \in \mathbb{N}_0 \) and let \( e \in \text{End}([k]) \) be an idempotent. Then \( ([k], e) \) is indecomposable in \( \text{Rep}(C, t) \) if and only if \( e \) is primitive.

(ii) For any two idempotents \( e, e' \in \text{End}([k]) \) the objects \( ([k], e) \) and \( ([k], e') \) are isomorphic if and only if \( e \) and \( e' \) are conjugate in \( \text{End}([k]) \).

(iii) For any indecomposable object \( X \) of \( \text{Rep}(C, t) \) there exist \( k \in \mathbb{N}_0 \) and a primitive idempotent \( e \in \text{End}([k]) \) such that \( X \cong ([k], e) \).

(iv) (Krull–Schmidt property) Every object in \( \text{Rep}(C, t) \) is isomorphic to a direct sum of indecomposable objects, and this decomposition is unique up to the order of the indecomposables.

**Proof.** This is known for general Karoubian categories with finite-dimensional morphism spaces; see for instance [CW12, Prop. 2.7.1]. \( \square \)

For any conjugacy class \( c \) of idempotents in \( \text{End}([k]) \), we denote by \( ([k], c) \) the corresponding isomorphism class of objects in \( \text{Rep}(C, t) \). However, we frequently identify a primitive idempotent with its conjugacy class and an object with its isomorphism class.

The following well-known lemmas allow us to classify primitive idempotents inductively.

**Definition 4.3.** For any algebra \( B \), we denote by \( \Lambda(B) \) the set of conjugacy classes of primitive idempotents of \( B \).
Lemma 4.4 ([CO11, Lem. 3.3]). Let \( A \) be a finite-dimensional \( \mathbb{C} \)-algebra, \( \xi \in A \) an idempotent and \( (\xi) = A\xi A \) the two-sided ideal of \( A \) generated by \( \xi \). Then there is a bijective correspondence

\[
\Lambda(A) \xrightarrow{\psi} \Lambda(\xi A \xi) \sqcup \Lambda(A/(\xi));
\]

a primitive idempotent in \( A \) corresponds to a primitive idempotent in the subalgebra \( \xi A \xi \) as soon as it lies in \( (\xi) \), otherwise, its image under the quotient map \( A \to A/(\xi) \) is a primitive idempotent in \( A/(\xi) \), and for each primitive idempotent in \( A/(\xi) \), there is a unique lift (up to conjugation) in \( A \).

Lemma 4.5 (Rosenberg’s lemma [Gre62, Lem. 3.3a]). Let \( A \) be a finite-dimensional \( \mathbb{C} \)-algebra and \( e \in A \) a primitive idempotent. If \( I \) and \( J \) are two-sided ideals of \( A \) such that \( e \in I + J \), then \( e \in I \) or \( e \in J \).

In the following, we will exhibit the objects \([k] \in \mathcal{C}\) for \( k \geq 0 \) as subobjects of \([k+1]\) or \([k+2]\) (up to isomorphisms), depending on \( \mathcal{C} \). More precisely, we will distinguish the cases \( \uparrow \in \mathcal{C} \) and \( \uparrow \notin \mathcal{C} \), as in the latter case we have the following useful feature. Recall that the composition \( \cdot \) in \( \mathcal{C} \) does not depend on the interpolation parameter \( t \), in contrast to the composition in the interpolation categories \( \text{Rep}(\mathcal{C}, t) \).

Lemma 4.6. If \( \uparrow \notin \mathcal{C} \), then \( \mathcal{C}(k, l) = \emptyset \) whenever \( k \not\equiv l \mod 2 \).

Proof. Assume that there exists a partition \( p \in \mathcal{C}(k, l) \) with \( k \not\equiv l \mod 2 \). By successive composition with \( \uparrow \otimes \cdots \otimes \otimes \sqcup \) and \( \uparrow \otimes \cdots \otimes \otimes \sqcup \) we would obtain the partition \( \uparrow \in \mathcal{C}(0, 1) \) or \( \downarrow \in \mathcal{C}(1, 0) \) and hence \( \uparrow \in \mathcal{C} \). \( \Box \)

Definition 4.7. For \( t \neq 0 \) we define the idempotents

\[
\nu_0 := 0, \quad \nu_1 := \begin{cases} \uparrow & \text{if } \uparrow \in \mathcal{C}, \\ 0 & \text{else} \end{cases}, \quad \nu_k := \begin{cases} \uparrow & \text{if } \nu_{k-1} \uparrow \text{ or } \uparrow \in \mathcal{C}, \\ \text{id} & \text{else} \end{cases}, \quad \text{for all } k \geq 2
\]

in \( \text{End}_{\text{Rep}(\mathcal{C}, t)}([k]) \), \( k \in \mathbb{N}_0 \).

Lemma 4.8. Set \( d := 1 \) if \( \uparrow \in \mathcal{C} \), and \( d := 2 \) otherwise. Then for \( t \neq 0 \) and \( k \geq d \),

\[
([k], \nu_k) \cong [k-d] \quad \text{in } \text{Rep}(\mathcal{C}, t).
\]

More generally, for any \( 0 \leq l < k \) with \( k \equiv l \mod d \), there exists a partition \( \nu \in \mathcal{C}(l, k) \) such that for any idempotent \( e \in \text{End}([l]) \), \( t^{(l-k)/d} \nu e^{\nu} \) is an idempotent in \( \text{End}([k]) \) and \( ([l], e) \cong ([k], t^{(l-k)/d} \nu e^{\nu}) \).

Proof. For \( l = k - d \), we set

\[
\nu := \begin{array}{cccc}
\uparrow & \cdots & \uparrow & \uparrow
\end{array} \in \mathcal{C}(l, k),
\]

if \( \uparrow \in \mathcal{C} \), or otherwise

\[
\nu := \begin{array}{cccc}
\uparrow & \cdots & \uparrow & \uparrow
\end{array} \in \mathcal{C}(l, k).
\]

Then \( \nu \nu^* = t \nu_k \) and \( \nu^* \nu = t \text{id}_l \) and thus

\[
\nu : [l] \to ([k], \nu_k), \quad \frac{1}{t} \nu^* : ([k], \nu_k) \to [l]
\]
Definition 4.11. For $t \neq 0$ we set
\[
\Lambda_k := \Lambda(\text{End}(\{k\})/(\nu_k)),
\]
so $\Lambda_k$ is the set of conjugacy classes of primitive idempotents in the quotient algebras defined by the idempotents $\nu_k, k \in \mathbb{N}_0$. For any $e \in \Lambda_k$, we denote its unique (primitive idempotent) lift in $\Lambda(\text{End}(\{k\}))$ by $L_e$ (see Lemma 4.4).

Note that $\Lambda_0 = \{\text{id}_0\}$ and $\Lambda_1 = \begin{cases} \{\text{id}_1 - \frac{1}{l}, \frac{1}{l}\} & \text{if } l \in \mathbb{C}(1, 1), \\ \{\text{id}_1\} & \text{else.} \end{cases}$

Proposition 4.12. For any category of partitions $\mathcal{C}$ and $t \in \mathbb{C}\setminus\{0\}$ there is a bijection
\[
\phi : \bigsqcup_{k \in \mathbb{N}_0} \Lambda_k \rightarrow \left\{ \text{isomorphism classes of non-zero indecomposable objects in } \text{Rep}(\mathcal{C}, t) \right\}, \quad \Lambda_k \ni e \mapsto (\{k\}, L_e).
\]

Proof. By Lemma 4.12 the isomorphism classes of non-zero indecomposable objects in $\text{Rep}(\mathcal{C}, t)$ are in bijection with the conjugacy classes of primitive idempotents in $\text{End}(\{k\})$ for which $(\{k\}, e)$ is not a subobject of $[l]$ for any $l < k$. By Lemma 4.10 these are exactly the conjugacy classes of idempotents in $\text{End}(\{k\})/(\nu_k)$. Now, Lemma 4.4 implies that these coincide with $\Lambda_k$. $\square$
Remark 4.13. The case \( t = 0 \) can be treated analogously by adjusting the definition of \( \nu_k \) as follows
\[
\nu_0 := \nu_1 := 0, \quad \nu_2 := \begin{cases} \uparrow, \uparrow, \in C, & \text{if } \uparrow \notin C \\ 0, & \text{else} \end{cases}, \quad \nu_k := \begin{cases} \text{id}_{k-2} \otimes \uparrow, \uparrow, \in C, & \text{if } k \geq 3 \end{cases}.
\]
Check for instance that every composition \((0, 0) \rightarrow ([l], e) \rightarrow (0, 0)\) is a non-zero power of \( t \), and hence zero, if \( t = 0 \) and \( l > 0 \). Thus, for \( t = 0 \), we have to set \( \nu_1 = 0 \) and \( \nu_2 = 0 \), if \( \uparrow \notin C \).

An analogous argument shows that the statement of Proposition \[\text{4.12}\] is still true in the case \( t = 0 \) with the given modifications for \( \nu_k \).

4.2. Projective partitions. In the previous subsection we reduced the problem of classifying indecomposable objects in \( \text{Rep}(C, t) \) to a classification of primitive idempotents in (certain quotients of) the endomorphism algebras. We will now provide a strategy which reduces the problem further to a combinatorial problem of computing equivalence classes of certain distinguished partitions.

For the rest of this article we will assume that \( t \neq 0 \). Recall that we denote by \( q \cdot p \) the partition obtained by the composition of \( p \) and \( q \) for two compatible partitions \( p, q \), while we denote by \( qp = t^{l(p,q)} q \cdot p \) the multiplication in \( \text{Rep}(C, t) \), where \( l(p, q) \) is the number of connected components concentrated in the “middle row” of the vertical concatenation of \( p \) and \( q \). By assuming \( t \neq 0 \) we have \( q \cdot p = t^{-l(q,p)} qp \). Note also that \( p \cdot q \) is the composition in \( \text{Rep}(C, 1) \).

We fix some \( k \in \mathbb{N}_0 \) and denote \( E := \text{End}_C([k]) = \mathbb{C}C(k,k), \) we will use methods of \cite{FW16} and we start by recalling some definitions:

Definition 4.14. A block (= connected component) of a partition \( p \in P(k,l) \) is called a through-block if it contains upper points as well as lower points. We denote the number of through-blocks by \( t(p) \). Moreover, we denote by
\[
E_T := E_T(k) := \bigoplus_{q \in C(k,k) : t(q) < T} \mathbb{C}q \subset E
\]
the subspace by all partitions with less than \( T \) through-blocks, for any \( T \in \mathbb{N}_0 \).

We will often omit the symbol \( k \) and just write \( E_T \) for \( E_T(k) \).

Lemma 4.15. The subspaces \( E_0 \subset \cdots \subset E_k \) form an (exhaustive ascending) filtration of the algebra \( E \) by two-sided ideals.

Proof. We can view the endomorphism algebra \( E \) as a subalgebra of the endomorphism algebra \( \text{End}_P([k]) \) of \([k]\) in \( \text{Rep}(P,t) \). Then for any \( T \geq 1 \), \( E_T \) is the subspace of endomorphisms in \( E \) which factor through the object \([T-1]\) in \( \text{Rep}(P,t) \). In particular, this makes it clear that \( E_T \) is an ideal for \( T \geq 1 \), and the same is true for \( E_0 = \{0\} \).

The containments \( E_0 \subset \cdots \subset E_k \) follow directly from the definition. Clearly, \( E_k = E \), as no partition in with \( k \) upper and lower points can have \( t(p) > k \). \( \square \)

We define projective partitions in the spirit of \cite{FW16} Def. 2.7.

Definition 4.16. A partition \( p \in P(k,k) \) is called projective, if there exists a partition \( p_0 \in P(k, t(p)) \) such that \( p = p_0 p_0 \). For any category of partitions \( C \), we denote by \( \text{Proj}_C(k) \) the set of all projective partitions \( (k,k) \).

Remark 4.17. Note that for a projective partition \( p = p_0 p_0 \in C \), \( p_0 \) is a partition in \( P(k, t(p)) \), but not necessarily in \( C(k, t(p)) \). Moreover, by the structure of \( p_0 \), there cannot be any loops in the composition \( p_0 \cdot p_0 \) and hence \( p_0 \cdot p_0 \) is indeed a partition, not a scalar multiple of one.
By [FW16, Lem. 2.11], a partition $p \in \mathcal{C}(k, k)$ is projective if and only if $p = p^*$ and $p = p \cdot p$. Thus, $t^{-f(p,p)}p$ is an idempotent in $\text{End}_{\text{Rep}(\mathcal{C}, t)}([k]) = \mathbb{C} \mathcal{C}(k, k)$. Also, for any $q \in \mathcal{C}(k, k)$ the two partitions $q \cdot q^*$ and $q^* \cdot q$ are projective partitions.

**Example 4.18.** The partitions $\begin{bmatrix} 3 \\ 1 \end{bmatrix} \in P(2, 2)$ and $\begin{bmatrix} 2 \\ 1 \\ 1 \end{bmatrix} \in P(2, 2)$ are projective, but $\begin{bmatrix} 3 \\ 3 \\ 1 \\ 1 \end{bmatrix} \in P(3, 3)$ is not.

The following lemma shows that we can use projective partitions to decompose the ring $E$ as a sum of ideals, which will then help us to compute primitive idempotents in $E$.

**Lemma 4.19.** For any $T \in \mathbb{N}_0$

$$E_T = \sum_{p \in \text{Proj}_\mathcal{C}(k), t(p) < T} (p)$$

and, in particular,

$$E = \sum_{p \in \text{Proj}_\mathcal{C}(k)} (p).$$

**Proof.** Consider $q \in \mathcal{C}(k, k)$ with $t(q) < T$. We set $p := q \cdot q^* \in \mathcal{C}(k, k)$. By [FW16, Lem. 2.11] the partition $p$ is projective, $q = p \cdot q$, and $t(p) \leq t(q) < T$. It follows that $q = p \cdot q = t^{-f(p,q)}pq \in (p)$.

This proves the inclusions of the left-hand sides in the right-hand sides. The opposites inclusions follow from the fact that the number of through-blocks of a product is limited by the number of through-blocks of each factor. \qed

In [FW16, Def. 4.1], Freslon and Weber associated to every projective partition a representation of the corresponding easy quantum group using the functor $\mathcal{F}$ described in Section \ref{sec:easy_quantum_groups}. They observe that this representation is far from being irreducible, and go on to determine its irreducible components. Similarly, the ideals $(p)$ contain a lot of primitive idempotents with a complicated structure. Thus, using Lemma \ref{lem:lift_to_idempotents} we will break these sets up into smaller sets of primitive idempotents, which we understand.

**Definition 4.20.** For any $p \in \mathcal{C}(k, k)$ we denote by

$$I_p := pEp \cap E_{t(p)} = pE_{t(p)}p$$

the ideal in $pEp$ which is spanned by all partitions with less than $t(p)$ through-blocks.

**Proposition 4.21.** For any primitive idempotent $e \in \Lambda(pEp/I_p)$, there is a unique primitive idempotent lift $\mathcal{L}_p(e) \in \Lambda(pEp) \subset \Lambda(E)$, and the mapping

$$\mathcal{L} : \bigcup_{p \in \text{Proj}_\mathcal{C}(k)} \Lambda(pEp/I_p) \to \Lambda(E), \ e \mapsto \mathcal{L}_p(e),$$

is surjective.

**Proof.** Recall from Lemma \ref{lem:lift_to_idempotents} that we can uniquely lift conjugacy classes of (primitive) idempotents modulo any ideal which is generated by an idempotent. Since by Lemma \ref{lem:ideals_in_end} $E_{t(p)}$ is a sum of principal ideals in $E$ generated by idempotents, $I_p = pE_{t(p)}p$ is a sum of principal ideals in $pEp$ generated by idempotents and we can lift any conjugacy class of (primitive) idempotents from $pEp/I_p$ to a unique conjugacy class of primitive idempotents $\mathcal{L}_p(e)$ in $pEp$.

Let $f \in E$ be a primitive idempotent. Let $T \in \mathbb{N}$ be minimal such that $f \in E_{T+1}$, i.e. any summand of $f$ has at most $T$ through-blocks and $f$ has a summand with $T$ through-blocks. By Lemma \ref{lem:ideals_in_end} $f$ lies in the sum of ideals generated by projective partitions in $E_{T+1}$ and, by Rosenberg’s Lemma \ref{lem:rosenberg}, $f$ lies in one of these ideals, i.e. $f \in (p)$ for some $p \in \text{Proj}_\mathcal{C}(k)$ with $t(p) \leq T$. \hfill \qed
Since \( E_{(p)+1} \) is an ideal, \((p) \subseteq E_{(p)+1}\), and hence, by minimality of \( T \), \( t(p) = T \). In particular, it follows that \( f \notin I_p \). If we apply Lemma 4.1 inductively for all projective partitions in \( I_p \), it follows, together with Lemma 4.19, that there exists a primitive idempotent \( e \in pEp/I_p \) such that its lift \( \mathcal{L}_p(e) \) is conjugate to \( f \).

Note, in particular, that idempotents made up of partitions with at most \( T \) through-blocks can be obtained as lifts of idempotents in \((p)\) for a projective partition \( p \) with the same number of through-blocks \( T \), for any \( T \geq 0 \). \( \square \)

Thus, in order to understand indecomposables in \( \text{Rep}(C,t) \), we have to describe the primitive idempotents in the quotients \( pEp/I_p \). It turns out that this can be achieved using combinatorial ideals explained in [FW16, Sec. 4.2]. In particular, we will need a certain subgroup \( S(p) \) of a symmetric group which we associate to any projective partition \( p \).

**Definition 4.22 (cf. [FW16, Def. 4.7]).** Let \( p \in \text{Proj}_k(k) \) be a projective partition with \( T := t(p) \) through-blocks and with a decomposition \( p = p_0^∗p_0 \) with \( p_0 \in P(k,T) \) (we call such a decomposition *through-block factorisation of \( p \)). For any \( \sigma \in S_T \) we define \( p_\sigma := p_0^∗\sigma p_0 \) in \( P(k,k) \) and \( S(p) := \{ \sigma \in S_T \mid p_\sigma = \sigma \in C(k,k) \} \).

In contrast to the definition in [FW16], our definition of a through-block decomposition does not result in a canonical choice of \( p_0 \) for a given projective partition \( p \), as this will not be necessary for our purposes.

Note that \( p = p \cdot p = p_0^∗(p_0 \cdot p_0^*)p_0 \) implies that \( p_0 \cdot p_0^* \in P(T,T) \) is a partition with at least \( T \) through-blocks, hence, it is a permutation. Due to its symmetric factorisation, we even get \( p_0 \cdot p_0^* = \text{id} \). This implies that \( p_\sigma \cdot p_\tau = p_{\sigma\tau} \) for \( \sigma, \tau \in S_T \). As also \( p_{\text{id}} = p \), \( S(p) \) is a subgroup of \( S_T \). In fact, the subgroup is the same up to conjugation in \( S_T \) for all choices of \( p_0 \).

**Example 4.23.** If \( C = P \) is the category of all partition, we have \( S(p) = S_t(p) \) for all \( p \in \text{Proj}_k(k) \). It is easy to check that the same holds for \( C = P_2 \), the category of partitions with only blocks of size two, and \( C = \langle \chi, \uparrow \rangle \), the category of partitions with blocks of size one or two.

If \( C \subseteq NC \) is a category of partitions in which all partitions are non-crossing, then \( S(p) = \{ \text{id} \} \) for all \( p \in \text{Proj}_k(k) \).

We will compute the groups \( S(p) \) for some examples below (see Lemma 5.11).

The next lemma is an abstraction of Proposition 4.15 in [FW16].

**Lemma 4.24.** Let \( p \in \text{Proj}_k(k) \) be a projective partition. Then the map \( \mathbb{C}S(p) \to pEp, \sigma \mapsto t^{-t(p,p)p_\sigma}, \) induces an algebra isomorphism between \( \mathbb{C}S(p) \) and \( pEp/I_p \).

**Proof.** Due to the observed multiplicativity, the map is an algebra homomorphism.

Now \( pEp/I_p \) is spanned by \( p \cdot q \cdot p + I_p \), where \( p \cdot q \cdot p \) is a partition with \( T := t(p) \) through-blocks. As \( p \cdot q \cdot p = p_0^*(p_0 \cdot q \cdot p_0^*)p_0 \), this means \( p_0 \cdot q \cdot p_0^* \in P(T,T) \) has at least \( T \) through-blocks. Hence it is a permutation, and \( p \cdot q \cdot p = p_0^*p_0 \cdot p_0^* \) lies in the image of our map.

We claim that \( p_\sigma \neq p \) for any \( \sigma \neq \sigma \in S_T \). Indeed, assume \( p_\sigma = p \), then

\[
\sigma = (p_0 \cdot p_0^*)p_\sigma \cdot (p_0 \cdot p_0^*) = p_0 \cdot (p_0p_0^*) \cdot p_0^* = p_0 \cdot p \cdot p_0^* = p_0 \cdot p_0^* \cdot p_0 \cdot p_0^* = \text{id}_T,
\]

as \( p_0 \cdot p_0^* = \text{id}_T \). This implies that the \( p_\sigma \) form a set of distinct partitions with exactly \( T \) through-blocks. Hence, they are linearly independent even modulo \( I_p \), and our map is bijective. \( \square \)

In particular, the group algebra of the group \( S(p) \) encodes the relevant information on primitive idempotents in the quotient \( pEp/I_p \) for any fixed projective \( p \).
To investigate how primitive idempotents stemming from different projective idempotents \(p\) and \(q\) interact in \(E\), let us make the following definition:

**Definition 4.25.** Let \(p \in \text{Proj}_kC(k)\) be a projective partition. We denote by

\[
\Lambda^p_k = \{L_p(e) \mid e \in \Lambda(pEp/I_p)\}
\]

the set of conjugacy classes of (primitive idempotent) lifts of all idempotents in \(\Lambda(pEp/I_p)\) into \(E\).

Now, we want to study under which conditions \(\Lambda^p_k \cap \Lambda^q_k \neq \emptyset\) for projective partitions \(p, q \in \text{Proj}_kC(k)\). It turns out that this is exactly the case if \(p \) and \(q\) are equivalent in the sense of \([\text{FW16}], \text{Def. 4.17}\) and then we have \(\Lambda^p_k = \Lambda^q_k\).

**Definition 4.26.** Two projective partitions \(p, q \in \text{Proj}_kC(k)\) are equivalent in \(C\), denoted by \(p \sim q\), if there exists a partition \(r \in C(k,k)\) such that \(r \cdot r^* = p\) and \(r^* \cdot r = q\). We denote the set of equivalence classes by \(\text{Proj}_kC(k)/\sim\).

Note that \(p \) and \(q\) being equivalent implies \(t(p) = t(q)\) by \([\text{FW16}], \text{Lem. 4.19}\).

**Lemma 4.27.** Two projective partitions \(p, q \in \text{Proj}_kC(k)\) are equivalent if and only if the ideals \((p), (q) \subseteq E\) coincide.

**Proof.** If \(p \) and \(q\) are equivalent, then \(p = p \cdot p = r \cdot r^* \cdot r \cdot r^* = r \cdot q \cdot r^* = t^{-2}(r,q)rqr^* \in (q)\).

Similarly, we have \(q \in (p)\) and hence \((p) = (q)\).

Now, let \((p) = (q)\). Then we have \(t(p) = t(q)\), which is largest number of through-blocks of any partition contained in the ideal, and there exist elements \(a,b \in CC(k,k)\) with \(p = aqb\). Since \(p \) and \(q\) are both partitions, we can assume that \(a, b\) are partitions as well and \(p = a \cdot q \cdot b\). Moreover, as \(p \) and \(q\) are symmetric partitions, we have \(b = a^*\). Then \(p = a \cdot q \cdot a^* = a \cdot q \cdot q \cdot a^* = (a \cdot q) \cdot (a \cdot q)^*\).

Let \(T := t(p) = t(q)\), and write \(q = q_0^a q_0^b\) for some \(q_0 \in P(k,T)\). As \(p = p^a = p \cdot p\), we have

\[
p = (a \cdot q \cdot a^*) \cdot (a \cdot q \cdot a^*)^* = (a \cdot q_0^a q_0^b \cdot a^*) \cdot (a \cdot q_0^a q_0^b \cdot a^*) = (a \cdot q_0^a)(q_0 \cdot a^* \cdot a \cdot q_0^b)(q_0 \cdot a^*).
\]

Here, \(q_0 \cdot a^* \cdot a \cdot q_0^b\) is a partition in \(P(T,T)\) with at least \(T\) through-blocks, so all blocks contain exactly one upper and one lower point. Moreover, it has a symmetric factorisation as \((q_0 \cdot a^*) \cdot (q_0 \cdot a^*)^*\), so it must be the identity partition. This means \((a \cdot q)^* \cdot (a \cdot q) = q_0^a(q_0 \cdot a^* \cdot a \cdot q_0^b) \cdot q_0 = q\), showing that \(p \) and \(q\) are equivalent, as desired.

**Lemma 4.28.** Let \(p, q \in \text{Proj}_kC(k)\) be two projective partitions.

(i) If \(p \) and \(q\) are equivalent, then \(\Lambda^p_k = \Lambda^q_k\).

(ii) If \(p \) and \(q\) are not equivalent, then \(\Lambda^p_k \cap \Lambda^q_k = \emptyset\).

**Proof.** (i) By Lemma 4.22 the set \(\Lambda^p_k\) contains the conjugacy classes of primitive idempotents in \((p)\) but not in \(I_p\). If \(p \) and \(q\) are equivalent, then \((p) = (q)\) and \(t(p) = t(q)\).

(ii) Let \(e\) be a primitive idempotent in \((p) \cap (q)\), but not in \(I_p\) or \(I_q\). Then we can assume that \(e \in pEp\) and write

\[
e = \sum_{r \in C(k,k)p \cap (q)} a_r r
\]

with \(a_r \in \mathbb{C}\) for all \(r \in C(k,k)\). Here we use that \((q)\) is spanned by the partitions it contains. Since \(e \notin I_p\), there exists a partition \(r\) with \(a_r \neq 0\) and \(t(p)\) through-blocks.

By Lemma 4.22 \(r\) lies in the span of partitions of the form \(p_r\) modulo \(I_p\), but as both \(r\) and \(p_r\) are partitions with \(t(p)\) through-blocks, and as sets of distinct partitions are linearly independent, \(r =
Let \( p = p_{\alpha_l(p)} \in \Lambda(p) \cdot p_{\alpha_l-1} = t^{-f(q_p) - 1} r p_{\alpha_l-1} \in (q) \). Similarly, one can check that \( q \in (p) \) and hence \( (p) = (q) \). By Lemma 4.27, this implies that \( p \) and \( q \) are equivalent. \( \square \)

The previous lemma together with Proposition 4.21 gives the following description of the primitive idempotents in \( E \).

**Lemma 4.29.** The following mapping is a bijection

\[
\mathcal{L} : \bigcup_{[p] \in \text{Proj}(k)/\sim} \Lambda(p E_p/I_p) \to \Lambda(E), \; e \mapsto \mathcal{L}_p(e).
\]

### 4.3. Parametrising indecomposable objects.

The previous subsection resulted in a description of all primitive idempotents in the endomorphism algebra \( \text{End}([k]) \) up to conjugation, and hence a description of the indecomposable objects of the form \( ([k], e) \) up to isomorphism, for a fixed \( k \in \mathbb{N}_0 \). Now, in order to describe all indecomposable objects in \( \text{Rep}(C,t) \) up to isomorphism, we apply the results of Section 4.1 to determine those primitive idempotents \( e \in \text{End}([k]) \) which do not yield subobjects of \( [l] \) for some \( l < k \).

**Definition 4.30.** Let us define the subset

\[ \mathcal{P} := \{ p \in \text{Proj}_C(k) : k \in \mathbb{N}_0, p \notin b^* \cdot \text{Proj}_C(l) \cdot b \text{ for all } 0 \leq l < k, b \in C(k,l) \} \]

of \( \text{Proj}_C \).

Note that the equivalence relation \( \sim \) induces one on \( \mathcal{P} \), because if \( r \cdot r^* = b^* \cdot a \cdot b \) for some \( r \in C(k,k), b \in C(k,l), a \in \text{Proj}_C(l) \), then

\[ r^* \cdot r = ((r \cdot r^*)^*) \cdot r = (b^* \cdot a \cdot b) \cdot r = (b \cdot r)^* \cdot a \cdot (b \cdot r). \]

**Lemma 4.31.** Let \( k \in \mathbb{N}_0 \) and let \( p \in \text{Proj}_C(k) \) be a projective partition. Then the following are equivalent:

1. \( p \in \text{Proj}_C(k) \setminus \mathcal{P} \),
2. there is an \( l < k \) such that \( ([k], \mathcal{L}_p(e)) \) is isomorphic to a direct summand of \( [l] \) for all \( e \in \Lambda_k(p) \),
3. there are \( e \in \Lambda_k(p) \) and \( l < k \) such that \( ([k], \mathcal{L}_p(e)) \) is isomorphic to a direct summand of \( [l] \).

**Proof.** (1) \( \Rightarrow \) (2). Let \( p \in \text{Proj}_C(k) \setminus \mathcal{P} \). Then there exist \( l < k, b \in C(k,l) \), and \( q \in \text{Proj}_C(l) \) such that \( p = b^* \cdot q \cdot b \). Replacing \( q \) by \( b \cdot b^* \cdot q \cdot b \cdot b^* \), we can assume \( b \cdot b^* \cdot q = q = q \cdot b \cdot b^* \). Then we have \( \ell(p, p) = \ell(q, q) = \ell(b, b^*) \) and we set \( \alpha = t^{-\ell(p, p)} \), so \( p \) and \( q \) are idempotent endomorphisms of the objects \([k] \) and \([l] \), respectively. As in the proof of Lemma 4.29, we see that \( q \cdot b : ([k], \alpha p) \to ([l], \alpha q) \) and \( b^* \cdot q : ([l], \alpha q) \to ([k], \alpha p) \) yield isomorphisms between the objects \([k], \alpha p\) and \([l], \alpha q\) in \( \text{Rep}(C,t) \), and hence for arbitrary subobjects.

(2) \( \Rightarrow \) (3), clearly.

(3) \( \Rightarrow \) (1). We assume that \( ([k], \mathcal{L}_p(e)) \) is isomorphic to a direct summand of \( [l] \) for some \( l < k \) and some \( e \in \Lambda_k(p) \). Then by Proposition 4.21 there exists a projective partition \( q \in \text{Proj}_C(l) \) such that \( ([k], \mathcal{L}_p(e)) \cong ([l], \mathcal{L}_f) \) for some \( f \in \Lambda_l(q) \) and by Lemma 4.28 we have \( ([l], \mathcal{L}_f) \cong ([k], t^{-m} \nu \mathcal{L}_f \nu^*) \) for some partition \( \nu \in C(l,k) \) and \( m \in \mathbb{N}_0 \). But \( t^{-m} \nu \mathcal{L}_f \nu^* \in \Lambda_k(\nu \mathcal{L}_f \nu^*) \), hence \( \Lambda_k(p) \cap \Lambda_k(\nu \mathcal{L}_f \nu^*) \neq \emptyset \). Thus \( p \) and \( \nu \mathcal{L}_f \nu^* \) are equivalent by Lemma 4.28 so as \( \nu^* \nu \notin \mathcal{P} \), it follows that \( p \notin \mathcal{P} \). \( \square \)
Remark 4.32. Recall that we used distinguished idempotents \( \nu_k \in \text{End}([k]) \), \( k \in \mathbb{N}_0 \), to establish a correspondence between indecomposables in \( \text{Rep}(\mathcal{C}, t) \) and primitive idempotents in \( \Lambda_k = \Lambda(E/\nu_k) \), see Proposition 4.12. The previous lemma together with Lemma 4.10 implies

\[
P = \{ p \in \text{Proj}_\mathcal{C}(k) : k \in \mathbb{N}_0, p \not\in (\nu_k) \}.
\]

We are ready to prove Theorem 4.13 which reduces the computation of indecomposable objects in \( \text{Rep}(\mathcal{C}, t) \) to the computation of equivalence classes of projective partitions. Let us denote the isomorphism classes of irreducible complex representations of a group \( G \) by \( \text{Irr}(G) \).

Definition 4.33. For \( k \in \mathbb{N}_0 \), \( p \in \text{Proj}_\mathcal{C}(k) \), and \( V \in \text{Irr}(S(p)) \), let \( e' \) be an idempotent in \( \mathbb{C}S(p) \) whose generated left ideal is in the isomorphism class \( V \) of \( S(p) \)-modules. Let \( e \in p\text{End}([k])p/I_p \) be the image of \( e' \) under the isomorphism \( \mathbb{C}S(p) \cong p\text{End}([k])p/I_p \) from Lemma 4.24 and let \( \mathcal{L}_p(V) \) be the isomorphism class of the object \( ([k], \mathcal{L}_p(e)) \) in \( \text{Rep}(\mathcal{C}, t) \).

We note that in the definition, the idempotents \( e' \) and \( e \) are defined only up to conjugation in the respective algebras, so \( \mathcal{L}_p(V) \) is defined only as an isomorphism class of objects in \( \text{Rep}(\mathcal{C}, t) \).

Theorem 4.34. Let \( \mathcal{C} \) be a category of partitions and \( t \in \mathbb{C}\setminus \{0\} \). Then the mapping \( \text{Irr}(S(p)) \ni V \mapsto \mathcal{L}_p(V) \) induces a bijection

\[
\bigsqcup_{[p] \in \mathcal{P}/\sim} \text{Irr}(S(p)) \leftrightarrow \left\{ \text{isomorphism classes of non-zero indecomposable objects in } \text{Rep}(\mathcal{C}, t) \right\}.
\]

Proof. By Lemma 4.29 we have a bijection

\[
\mathcal{L} : \bigsqcup_{[p] \in \text{Proj}_\mathcal{C}(k)/\sim} \Lambda(pE_p/I_p) \rightarrow \Lambda(E), \quad e \mapsto \mathcal{L}_p(e),
\]

where \( E := \text{End}([k]) \), as before. The isomorphisms classes of non-zero indecomposable objects in \( \text{Rep}(\mathcal{C}, t) \) are in bijection with the conjugacy classes of primitive idempotents in \( E \) for which \( (l, e) \) is not a subobject of \( [l] \) for any \( l < k \) by Lemma 4.2. Thus by Lemma 4.31 we have a bijection

\[
\bigsqcup_{[p] \in \mathcal{P}/\sim} \Lambda(pE_p/I_p) \leftrightarrow \left\{ \text{isomorphism classes of non-zero indecomposable objects in } \text{Rep}(\mathcal{C}, t) \right\}.
\]

By Lemma 4.24 the algebra \( pE_p/I_p \) is isomorphic to the group algebra \( \mathbb{C}S(p) \) for any \( p \in \text{Proj}_\mathcal{C}(k) \). Finally, the primitive idempotents of a complex group algebra up to conjugation correspond to the irreducible complex representations of the group, where any primitive idempotent generates an irreducible subrepresentation inside the (semisimple) regular representation.

Example 4.35. In \( \text{Rep}(P, t) = \text{Rep}(S_t) \), we have the decomposition \( p = p_0^* \text{id}_{t(p)}p_0 \) for any projective partition \( p = p_0p_0 \in \text{Proj}_P(k) \). Thus \( p \in \mathcal{P} \) if and only if \( p = \text{id}_k \). Now \( S(\text{id}_k) = S_k \), the full symmetric group, and the indecomposables are parametrised by Young diagrams of arbitrary size. This reproduces the known results from [Del07; CO11] (see also Halverson and Ram’s survey on partition algebras [HR05]) in this case.

More examples will be considered in Section 5.
4.4. Grothendieck rings. Theorem \[4.33\] yields a description of the (additive) Grothendieck group of the additive category $\text{Rep}(\mathcal{C}, t)$. Since the latter category also has a monoidal structure, we want to extend this to a description of the Grothendieck ring.

Let $\text{Proj}_{\mathcal{C}} := \bigcup_{k \geq 0} \text{Proj}_{\mathcal{C}}(k)$ be the set of projective partitions in $\mathcal{C}$. We observe that $\text{Proj}_{\mathcal{C}}$ is a semigroup with the operation $\otimes$ and the identity element being the empty partition $p_0 \in \mathcal{C}(0, 0)$. We also observe that for any $p, q \in \text{Proj}_{\mathcal{C}}$, we have an embedding $S(p) \times S(q) \rightarrow S(p \otimes q)$. For each $p \in \text{Proj}_{\mathcal{C}}$, let us denote the Grothendieck group of $\text{Rep}(S(p))$ by $K(S(p))$, that is, $K(S(p))$ is the abelian group whose elements are isomorphism classes $[V]$ of (complex) virtual $S(p)$ representations with the operation $[V] + [W] = [V \oplus W]$ for any two $S(p)$ representations $V, W$.

**Remark 4.36.** Recall that the equivalence relation $\sim$ induces an equivalence relations on $\text{Proj}_{\mathcal{C}}$ such that two projective partitions can be equivalent only if they are both elements in $\text{Proj}_{\mathcal{C}}(k)$ for some $k \in \mathbb{N}_0$. We can drop this restriction and define an equivalence relation on $\text{Proj}_{\mathcal{C}}$ by setting $p \sim q$ if there is a partition $r \in \mathcal{C}$ such that $r \cdot r^* = p$ and $r^* \cdot r = q$ (see [FW16, Def. 4.17]). Then the equivalence classes $\mathcal{P}/\sim$ are in bijection with the equivalence classes $\text{Proj}_{\mathcal{C}}/\sim$. This follows from Lemma \[4.45\] as in Proposition \[4.51\]. Note that the semigroup operation $\otimes$ induces one on the equivalence classes $\text{Proj}_{\mathcal{C}}/\sim$ and hence on the equivalence classes $\mathcal{P}/\sim$.

**Definition 4.37.** We define the ring $R := \bigoplus_{[p] \in \mathcal{P}/\sim} K(S(p))$ with the multiplication $[V] \cdot [W] := \text{Ind}_{S(p) \times S(q)}^{S(p \otimes q)}(V \boxtimes W)$ for all $V \in \text{Rep}(S(p))$ and $W \in \text{Rep}(S(q))$, with the identity element corresponding to the one-dimensional representation of the trivial group $S(p_0)$.

Recall that we can associate to any partition $p$ the number of through-blocks $t(p)$, which we have used to define filtrations $(E_T(k))_{T \geq 0}$ on the endomorphism spaces $\text{End}([k])$ in $\text{Rep}(\mathcal{C}, t)$ (Definition \[4.13\]). These filtrations in turn can be used to define a filtration on the Grothendieck ring $K(\mathcal{C}, t)$, as we will see in the following.

**Definition 4.38.** For any indecomposable object $X$ in $\text{Rep}(\mathcal{C}, t)$, let us define $t(X) := \min\{T \geq 0 : \exists k \geq 0, e \in E_T(k) : e^2 = e, X \cong ([k], e)\} - 1$.

By definition, $t(X)$ is constant across isomorphism classes of indecomposable objects.

Let us denote the Grothendieck ring of $\text{Rep}(\mathcal{C}, t)$ by $K(\mathcal{C}, t)$. As it has a $\mathbb{Z}$-basis given by the isomorphism classes of indecomposable objects in $\text{Rep}(\mathcal{C}, t)$, the numbers $t(X)$ for indecomposable objects $X \in \text{Rep}(\mathcal{C}, t)$ uniquely induce a filtration of $K(\mathcal{C}, t)$ as a free $\mathbb{Z}$-module.

**Lemma 4.39.** The degrees defined in Definition \[4.38\] induce a filtration of $K(\mathcal{C}, t)$ as a ring.

**Proof.** Let $X_1$ and $X_2$ be two indecomposable objects in $\text{Rep}(\mathcal{C}, t)$, let $e_i \in E_{T_i}(k_i)$ be an idempotent such that $([k_i], e_i) \cong X_i$ for $i = 1, 2$. Then $e_1 \otimes e_2$ is an idempotent in $E_{T_1 + T_2}(k_1 + k_2)$ such that $([k_1 + k_2], e_1 \otimes e_2) \cong X_1 \otimes X_2$.

We obtain the following analogue of [Del07, Prop. 5.11], a description of the associated graded of the Grothendieck ring for $\text{Rep}(S_i)$.
Proposition 4.40. Let $C$ be a category of partitions and $t \in \mathbb{C}\backslash \{0\}$. Then the mapping $L$ induces a ring isomorphism between $R$ and the associated graded ring $\text{gr} K(C, t)$.

Proof. Theorem 4.34 means that $L$ induces a bijection of abelian groups.

Consider $V_i \in \text{Irr}(S(p_i))$ for $i \in \{1, 2\}, p_i \in \text{Proj}_C$. Let $e_i$ be the primitive idempotents in $CS(p_i)$ corresponding to $V_i$. Then the tensor product of the objects corresponding to $V_i$ in $\text{Rep}(C, t)$ are the image of the tensor product of the idempotent lifts of the $e_i$. Modulo lower order terms in the filtration, they correspond to the idempotent

$$e := e_1 \otimes e_2 \in CS(p_1) \otimes CS(p_2) \subset CS(p_1 \otimes p_2).$$

Let $(V_\lambda)_\lambda$ be a set of isomorphism classes of irreducible complex representations for $S(p_1 \otimes p_2)$, with corresponding primitive idempotents $(e_\lambda)_\lambda$ in the group algebra. Then $e$ decomposes as a linear combination $e = \sum n_\lambda e_\lambda$ with multiplicities $(n_\lambda)_\lambda$, where

$$n_\lambda = \dim \text{Hom}_{S(p_1) \times S(p_2)}(\text{Res}_{S(p_1)} \times S(p_2) V_\lambda, V_1 \boxtimes V_2)$$

$$= \dim \text{Hom}_{S(p_1) \times S(p_2)}(V_\lambda, \text{Ind}_{S(p_1) \times S(p_2)}^{S(p_1) \otimes p_2} V_1 \boxtimes V_2).$$

This shows that the structure constants of the multiplication coincide in the two rings considered.

We note that the ring $R$ does not depend on $t$ and the Grothendieck ring of $\text{Rep}(C, t)$ can be viewed as a filtered deformation of $R$ with deformation parameter $t$.

Remark 4.41. We also note that the operation $p \mapsto p \otimes |$ for a projective partition $p$ defines a partial order and yields an embedding $S(p) \to S(p \otimes |)$ which turns the groups $(S(p))_{p \in P}$ into an inverse system (whose underlying poset, however, might not be directed in general). For $C = P$, this is the system of all symmetric groups $S_0 \subset S_1 \subset S_2 \subset \ldots$

4.5. Semisimplification. Let us consider now a group-theoretical category of partitions $C$, and let us recall (Theorem 3.35) that $\text{Rep}(C, t)$ is not semisimple if and only if $t \in \mathbb{N}_0$. In the non-semisimple case, the semisimplification functor is given by Proposition 3.17. For $t = 0$, the semisimplification is trivial by Lemma 3.10 so let us consider $t \geq 1$. In this case, we record some general observations about the semisimplification $\text{Rep}(C, t)$. For any $k \geq 0$, $p \in \text{Proj}_C(k)$, and $V \in \text{Irr}(S(p))$, let us denote the primitive idempotent in $C(k, k)$ corresponding to the indecomposable object $L_p(V)$ according to Theorem 4.34 by $e_{k,p,V}$.

Lemma 4.42. If $t \in \mathbb{N}$, then $L$ together with the quotient functor $\text{Rep}(C, t) \to \text{Rep}(C, t)$ yields a bijection

$$\mathcal{V} \leftrightarrow \left\{ \text{isomorphism classes of non-zero indecomposable objects in } \text{Rep}(C, t) \right\},$$

where $\mathcal{V}$ is the set of isomorphism classes of those $V \in \text{Irr}(S(p))$ for $k \geq 0$, $[p] \in \text{Proj}_C(k)/\sim$, $p \not\in (v_k)$, whose associated idempotent $e_{k,p,V}$ decomposes into a sum of primitive idempotents $(e_i)_i$ in $P(k, k) \supset C(k, k)$ at least one of which has non-zero trace.

Proof. By general results on the semisimplification (see [EO18, Thm. 2.6] or Lemma 3.3), the quotient functor induces a bijection between the isomorphism classes of indecomposable objects of non-zero dimension in the original category and the isomorphism classes of non-zero indecomposable objects in the semisimplification.
By Theorem 4.33, the isomorphism classes of indecomposable objects in \( \text{Rep}(C, t) \) are given by the isomorphism classes of the objects \( \mathcal{L}_p(V) \) for isomorphism classes \( V \) of complex \( S(p) \)-representations, for \( k \geq 0 \) and \( [p] \in \text{Proj}_C(k) / \sim \) such that \( p \neq (\nu_k) \). Hence, the indecomposable objects in \( \text{Rep}(C, t) \) are given by the subset of those \( V \) for which \( \mathcal{L}_p(V) \) has non-zero dimension.

The dimension of \( \mathcal{L}_p(V) \) in \( \text{Rep}(C, t) \) can be computed by decomposing the relevant idempotent \( e_{k,p,V} \) as a sum of primitive idempotents in the containing category \( \text{Rep}(P, t) = \text{Rep}(S_t) \),

\[
e_{k,p,V} = \sum_i e_i.
\]

Then the dimension of \( \mathcal{L}_p(V) \) is the trace of \( e_{k,p,V} \) in \( \text{Rep}(C, t) \) or, equivalently, in \( \text{Rep}(P, t) \), but the latter is the sum of the traces of the idempotents \( e_i \).

However, if an idempotent \( e_i \) has a non-zero trace, then the indecomposable object given by its image corresponds to an indecomposable object in \( \text{Rep}(S_t) \), which is the semisimplification of \( \text{Rep}(P, t) \), hence such a trace is the dimension of an irreducible complex \( S_t \)-module, and in particular, a positive integer. So the traces of the idempotents \( e_i \) can only be non-negative integers. \(\Box\)

This allows us to describe at least a part of the semisimplification \( \text{Rep}(C, t) \) uniformly for all group-theoretical \( C \).

**Proposition 4.43.** If \( t \in \mathbb{N} \), then there is a unique isomorphism class of non-zero indecomposable objects in \( \text{Rep}(C, t) \) for each isomorphism class in \( \text{Irr}(S(p)) \) for all \( p \in P \) with \( t(p) \leq t/2 \), i.e. \( p \) has at most \( t/2 \) through-blocks.

**Proof.** We record that if an idempotent \( e \) in any ring lies in an ideal \( I \), then any orthogonal decomposition consists of idempotents which are divisible by \( e \), and hence, also contained in \( I \).

Taking \( I \) to be the ideal spanned by all partitions with at most \( t/2 \) through-blocks in \( P(k,k) \) implies that decomposing the idempotent for some \( V \in \text{Irr}(S(p)) \) in \( P(k,k) \) results in a sum of primitive idempotents all of which have at most \( t/2 \) through-blocks. Such primitive idempotents have non-zero traces by the description of the negligible primitive idempotents in \( \text{Rep}(S_t) \) in [CO11, Rem. 3.25]. \(\Box\)

### 4.6. An alternative description

Instead of using projective partitions, we note that one could alternatively consider their “upper halves”, that is, the partitions \( p_0 \) appearing in through-block factorisations \( p = p_0^* \cdot p_0 \) (Definition 4.22) of projective partitions \( p \). Let us explain how this yields an equivalent description of indecomposable objects in interpolation partition categories.

Let \( C \) be any category of partitions.

**Definition 4.44.** A partition \( q \in P(k,l) \) is called **surjective** if \( t(q) = l \), i.e. \( q \) has exactly \( l \) through-blocks. For \( k \in \mathbb{N}_0 \), we set

\[
\text{Sur}_C(k) := \{ q \in P(k,l) : l \in \mathbb{N}_0, t(q) = l, q^*q \in C \}.
\]

Note that \( k \geq t(q) = l \) for any surjective partition \( q \in C(k,l) \).

Surjective partitions are helpful in generalising the concept of equivalence for partitions (see Definition 4.26) even across endomorphism algebras \( \text{End}([k]) \) for varying \( k \).

**Lemma 4.45.** Consider projective partitions \( p, q \in C \) and surjective partitions \( p_0, q_0 \in P \) such that \( t(p_0) = t(p) \), \( t(q) = t(q_0) \), \( p = p_0^* \cdot p_0 \), and \( q = q_0^* \cdot q_0 \). Then the following are equivalent:

1. There is a partition \( r \in C \) such that \( p = r \cdot r^* \) and \( q = r^* \cdot r \).
2. There is a partition \( r \in C \) such that \( p = r \cdot q \cdot r^* \) and \( q = r^* \cdot p \cdot r \).
(3) There is a partition \( r \in \mathcal{C} \) and a permutation \( s \) (regarded as a partition) such that \( p_0 = s \cdot q_0 \cdot r^* \) and \( q_0 = s^* \cdot p_0 \cdot r \).

**Proof.** (1) \( \Rightarrow \) (2): As \( p \) is projective,

\[
p = p \cdot p = r \cdot r^* \cdot r \cdot r^* = r \cdot q \cdot r^*,
\]

and similarly for \( q \).

(2) \( \Rightarrow \) (3): As the number of through-blocks of a product is at most that of any factor, \( t(p) = t(q) \). Now

\[
p_0^* \cdot p_0 = p = r \cdot q \cdot r^* = (r \cdot q_0^*) \cdot (q_0 \cdot r^*)
\]

are two different factorisations of the partition \( p \) through \( t(p) \) points. So there is a permutation \( s \) such that \( p_0 = s \cdot q_0 \cdot r^* \). Similarly, there is a permutation \( s' \) such that \( q_0 = s' \cdot p_0 \cdot r \). But then

\[
p_0 = s \cdot s' \cdot p_0 \cdot r \cdot r^* \Rightarrow (s \cdot s')^{-1} = (p_0 \cdot r) \cdot (p_0 \cdot r)^*
\]

which shows that \( s \cdot s' \) is the identity permutation, due to the horizontal symmetry of the right-hand side.

(3) \( \Rightarrow \) (1): We have

\[
p = p_0^* \cdot p_0 = r \cdot q_0^* \cdot s^* \cdot s \cdot q_0 \cdot r^* = r \cdot q \cdot r^*,
\]

so

\[
(p \cdot r \cdot q) \cdot (p \cdot r \cdot q)^* = p \cdot r \cdot q \cdot q^* \cdot r^* \cdot p^* = p \cdot p \cdot p = p,
\]

and similarly \( (p \cdot r \cdot q)^* \cdot (p \cdot r \cdot q) = q \).

**Definition 4.46.** A surjective partition \( q \in \text{Sur}_\mathcal{C}(k) \) is called **indecomposable surjective** if \( q \notin \text{Sur}_\mathcal{C}(k') \cdot b \) for all \( k' < k \) and all \( b \in \mathcal{C}(k, k') \). We set

\[
\mathcal{Q} := \{ q \in \text{Sur}_\mathcal{C}(k) : k \in \mathbb{N}_0, q \text{ indecomposable} \}.
\]

**Definition 4.47.** Two surjective partitions \( q, q' \in P(k, l) \cap \text{Sur}_\mathcal{C}(k) \) are called **equivalent** if there are partitions \( r \in \mathcal{C}(k, k), s \in P(l, l) \) such that

\[
q = s \cdot q' \cdot r^* \quad \text{and} \quad q' = s^* \cdot q \cdot r.
\]

We observe that any \( s \) as in the definition must have \( t(s) = l \) through-blocks, so it must be a permutation and \( s^* = s^{-1} \).

**Lemma 4.48.** Definition 4.47 defines equivalence relations \( \sim \) on \( \text{Sur}_\mathcal{C}(k) \) for all \( k \in \mathbb{N}_0 \) and on \( \mathcal{Q} \).

**Proof.** For the sets \( \text{Sur}_\mathcal{C}(k) \), this can be verified directly. Moreover, for \( q \in \text{Sur}_\mathcal{C}(k) \cap \mathcal{Q} \) and an equivalent \( q' \in \text{Sur}_\mathcal{C}(k) \), we see that \( q' \in \mathcal{Q} \), as well.  

**Definition 4.49.** For any \( q \in \text{Sur}_\mathcal{C}(k) \), we define the set

\[
S_{1/2}(q) := \{ \sigma \in S_t(q) : q^* \sigma q \in \mathcal{C} \}.
\]

**Lemma 5.50.** \( S_{1/2}(q) \) is a subgroup of \( S_t \) which only depends on the equivalence class of a surjective partition \( q \).

**Proof.** This can be checked as in Section 4.2.

**Proposition 4.51.** The mapping \( q \mapsto q^* q \) induces a bijection between \( \mathcal{Q}/\sim \) and \( \mathcal{P}/\sim \), and \( S_{1/2}(q) = S(q^* q) \) for each \( q \in \mathcal{Q} \).

**Proof.** This follows from the definitions and Lemma 4.48.
From Theorem 4.34 we obtain immediately:

**Corollary 4.52.** The indecomposables in $\text{Rep}(\mathcal{C}, t)$ are parametrised by the irreducible complex representations of the system of finite groups $(\mathcal{S}_1/2(q))_{q \in \mathcal{Q}}$.

Compared to the set of projective partitions $\mathcal{P}$, the set $\mathcal{Q}$ contains their possible (upper) halves, so the partitions in $\mathcal{Q}$ are potentially smaller. However, various “upper halves” can produce the same projective partition, which is reflected in the slightly more complicated equivalence relation.

Beyond providing an alternative approach to the description of indecomposable objects in interpolating partition categories, the set $\mathcal{Q}$ can be interpreted naturally in the more general framework of Knop’s tensor envelopes ($[\text{Kno07}]$). Such a generalisation is part of an ongoing research project.

## 5. Indecomposable Objects for Some Concrete Examples

In this section, we compute concrete parameterisations for the indecomposable objects in $\text{Rep}(\mathcal{C}, t)$ up to isomorphism for all categories of partitions $\mathcal{C}$ which either contain the partition $\chi$ or in which all partitions are non-crossing. Recall Section 2.1 for the classification of these categories of partitions; for the corresponding easy quantum groups see for instance $[\text{Web13}, \text{Sec. 2}]$. We conclude the section with a comparison of our results with the well-known theory of Temperley–Lieb categories.

### 5.1. Indecomposable objects in 13 interpolating partition categories.

The categories of partitions $\mathcal{C}$ with $\chi \in \mathcal{C}$ are exactly the following six categories and the corresponding easy quantum groups $G_n(\mathcal{C})$, $n \in \mathbb{N}_0$, are all given by compact matrix groups. Note that for these categories, we have an embedding of the symmetric group $S_k$, for all $k \geq 0$, into the endomorphism algebra of the object $[k] \in \text{Rep}(\mathcal{C}, t)$ by sending the transpositions $(i, i + 1)$ to $\otimes^{(i-1)} \chi \otimes \otimes^{(k-1-i)}$ for all $1 \leq i < k$. Then for all $k, l \geq 0$, the image of the permutation $(1, k+1) \ldots (l, k+l)$ defines a symmetric braiding for the objects $[k]$ and $[l]$ in $\text{Rep}(\mathcal{C}, t)$, which extends uniquely to a symmetric braiding of $\text{Rep}(\mathcal{C}, t)$.

\begin{enumerate}
\item $\mathcal{P}$ is the category of all partitions and corresponds to the symmetric groups $G_n(\mathcal{P}) = S_n$.
\item $\mathcal{P}_{\text{even}}$ is the category of partitions with even block size and corresponds to the hyperoctahedral groups $G_n(\mathcal{P}_{\text{even}}) = H_n = S_2 \wr S_n$.
\item $\mathcal{P}_2$ is the category of partitions with only blocks of size two and corresponds to the orthogonal groups $G_n(\mathcal{P}_2) = O_n$. $\text{Rep}(\mathcal{C}, t)$ is the Karoubian envelope of the Brauer category with parameter $t$ in this case.
\item $\mathcal{P}':= \langle \chi, \uparrow \otimes \uparrow, S_n \rangle$ is the category of partitions with an even number of blocks of odd size and corresponds to the modified symmetric groups $G_n(\langle \chi, \uparrow \otimes \uparrow, S_n \rangle) = S_n \times S_2 =: S_n^+$.
\item $\mathcal{P}_1 := \langle \chi, \uparrow \rangle$ is the category of partitions with a single block of size one and corresponds to the projective groups $G_n(\langle \chi, \uparrow \rangle) = B_n$.
\item $\mathcal{P}_1' := \langle \chi, \uparrow \otimes \uparrow \rangle = \langle \chi, \downarrow \rangle$ is the category of partitions with an arbitrary number of blocks of size one and an even number of blocks of size two and corresponds to the modified bistochastic groups $G_n(\langle \chi, \uparrow \otimes \uparrow \rangle) = B_n \times S_2 =: B'_n$.
\end{enumerate}

The categories of partitions $\mathcal{C}$ which contain only non-crossing partitions are precisely the following seven categories and all of them correspond to so-called free quantum groups.

\begin{enumerate}
\item $\mathcal{NC}$ is the category of all non-crossing partitions and corresponds to the free symmetric quantum groups $G_n(\mathcal{NC}) =: S_n^+$.
\item $\mathcal{NC}_{\text{even}}$ is the category of non-crossing partitions with even block size and corresponds to the hyperoctahedral quantum groups $G_n(\mathcal{NC}_{\text{even}}) =: H_n^+$.
\end{enumerate}
(iii) $NC_2$ is the category of non-crossing partitions with only blocks of size two and corresponds to the free orthogonal quantum groups $G_n(NC_2) := O_n^+$. 

(iv) $NC' := \{\langle\uparrow\otimes\uparrow, \lambda\rangle\}$ is the category of non-crossing partitions with an even number of blocks of odd size and corresponds to the modified symmetric quantum groups $G_n(\langle\langle\uparrow, \lambda\rangle\rangle) := S_n^+$. 

(v) $NC_b := \langle\uparrow\rangle$ is the category of non-crossing partitions with blocks of size one or two and corresponds to the bistochastic quantum groups $G_n(\langle\uparrow\rangle) = B_n^+$. 

(vi) $NC'_b := \langle\uparrow\otimes\uparrow\rangle$ is the category of non-crossing partitions with an arbitrary number of blocks of size two and an even number of blocks of size one such that the number of points between any two connected points is even, considering all points naturally arranged in a circle, i.e. for instance the upper left point is next to the second left upper point and the lower left point. The corresponding quantum groups $G_n(\langle\langle\uparrow\rangle\rangle) =: B_n$ are called the freely modified bistochastic quantum groups. 

(vii) $NC'_2 := \langle\langle\uparrow\rangle\rangle$ is the category of non-crossing partitions with an arbitrary number of blocks of size two and an even number of block of size one and corresponds to the modified bistochastic quantum groups $G_n(\langle\langle\uparrow\rangle\rangle) =: B_n^+$. 

In the following we will apply Theorem 4.33 to derive an explicit parametrisation of the indecomposable objects in $\text{Rep}(C, t)$ up to isomorphism for all these categories. Recall that we have to determine equivalence classes of projective partitions in 

$$\mathcal{P} := \{ p \in \text{Proj}_C(k) : k \geq 0, p \not\in b^* \text{Proj}_C(l) b \text{ for all } 0 \leq l < k, b \in C(k, l) \}$$

and we have to describe the irreducible complex representations of the groups $S(p)$ associated to representatives of these equivalence classes. Then we obtain the indecomposable objects in $\text{Rep}(C, t)$ by applying the mapping $\text{Irr}(S(p)) \ni V \mapsto \mathcal{L}_p(V)$ of Theorem 4.33. For the remainder of this section, we denote the trivial complex representation $C$ of the trivial group by $V_{\text{triv}}$. 

We already considered the case $C = P$ in Example 4.35. The following lemma shows that some categories of partitions behave similarly. Recall that for $n \in \mathbb{N}_0$, the inequivalent irreducible complex representations of the symmetric group $S_n$ can be indexed by Young diagrams of size $n$ (see for instance [FH91, Sec. 4.2]) and for any Young diagram $\lambda$ of size $|\lambda| = n$, we denote the corresponding equivalence class of irreducible complex representations by $V_{\lambda} \in \text{Irr}(S_n)$. 

**Lemma 5.1.** Let $C \in \{ P, P_2, P_b, NC, NC_2, NC_b \}$ and $t \in \mathbb{C}\setminus\{0\}$. Then $\mathcal{P} = \{ \text{id}_k \mid k \in \mathbb{N}_0 \}$. 

If $C \in \{ P, P_2, P_b \}$, then $S(p) = S_{t(p)}$ for all $p \in \text{Proj}_C$ and the map 

$$\phi : \left\{ \text{Young diagrams } \lambda \text{ of arbitrary size} \right\} \rightarrow \left\{ \text{isomorphism classes of non-zero indecomposable objects in } \text{Rep}(C, t) \right\}, \lambda \mapsto \mathcal{L}_{\text{id}_k}(V_{\lambda})$$

is a bijection. 

If $C \in \{ NC, NC_2, NC_b \}$, then $S(p) = \{ \text{id} \}$ for all $p \in \text{Proj}_C$ and the map 

$$\phi : \mathbb{N}_0 \rightarrow \left\{ \text{isomorphism classes of non-zero indecomposable objects in } \text{Rep}(C, t) \right\}, k \mapsto \mathcal{L}_{\text{id}_k}(V_{\text{triv}})$$

is a bijection. 

**Proof.** Consider a projective partition $p = p_b^0 p_0 \in \text{Proj}_C(k)$. It is easy to check that one can choose $p_0 \in C$ and hence $p = p_0^0 \text{id}_{t(p)} p_0$ yields a decomposition of $p$ in $C$. Hence $p \in \mathcal{P}$ if and only if $p = \text{id}_k$ for some $k \in \mathbb{N}_0$. 

We described the structure of $S(p)$ for all $p \in \text{Proj}_C$ in Example 4.23. If $\chi \in C$, then $S(p) = S_{t(p)}$ for all $p \in \text{Proj}_C$ and by Theorem 4.33 the indecomposables in $\text{Rep}(C, t)$ up to isomorphism are in bijection with $\bigsqcup_{k \in \mathbb{N}_0} \text{Irr}(S_k)$ and hence with Young diagrams of arbitrary size.
If $\chi \notin \mathcal{C}$, then $S(p) = \{\text{id}\}$ for all $p \in \text{Proj}_C$ and by Theorem 4.34, the indecomposables in $\text{Rep}(\mathcal{C}, t)$ up to isomorphism are in bijection with $\bigsqcup_{k \in \mathbb{N}_0} \text{Irr}(\{\text{id}\})$ and hence with $\mathbb{N}_0$. \hfill \square

**Remark 5.2.** Our description reproduces the known results for $\text{Rep}(O_k) = \text{Rep}(P_2, t)$ from [Del07, CH17] (see also Wenzl’s original article on the Brauer algebras [Wen88]).

Moreover, our description for the Temperley–Lieb category $\text{Rep}(O_k^+) = \text{Rep}(NC_2, t)$ reproduces known results as the indecomposable objects can be explicitly described using Jones–Wenzl idempotents. In Section 5.2 we will study this in more detail to obtain an explicit description of the indecomposables of $\text{Rep}(S_k^+) = \text{Rep}(NC, t)$.

Next we consider the categories $\text{Rep}(S'_k) = \text{Rep}(P'_k, t)$ and $\text{Rep}(B'_k) = \text{Rep}(P'_k, t)$, and their free versions $\text{Rep}(S'_k^+) = \text{Rep}(NC', t)$ and $\text{Rep}(B'_k^+) = \text{Rep}(NC'_k, t)$.

**Lemma 5.3.** Let $\mathcal{C} \in \{P'_k, P'_k, NC', NC'_k\}$. Then

$$\mathcal{P} = \{p \in \text{Proj}_C(k) \mid k \geq 0, \ t(p) \geq k - 1\}.$$  

**Proof.** Note that any partition $p \in \mathcal{C}$ has an even number of blocks of odd size.

Let $p \in \text{Proj}_C(k)$ with $t(p) < k - 1$. Then there exist two upper points of $p$ none of which lies in a through-block of size two. Let $b \in P(k - 2, k)$ be the partition that arises from $p$ by removing these points. If both considered points are in the same block of $p$, then removing them does not change the parity of the size of the block. Otherwise, removing them changes the parity of two blocks. In both cases we obtain a partition that still has an even number of blocks of odd size. Moreover, $b$ is a non-crossing partition if $p$ is non-crossing, and $b$ has only blocks of size one or two if $p$ does. Hence $b \in \mathcal{C}$. As $p$ is projective, we have $p = b \cdot b^*$. We set $q := b^* \cdot b \in \text{Proj}_C(k - 2)$ and it follows that $p = p \cdot p = b \cdot b^* \cdot b \cdot b^* = b \cdot q \cdot b^* \notin \mathcal{P}$.

Now let $p \in \text{Proj}_C(k)$ with $t(p) \geq k - 1$. If $t(p) = k$, then $p = \text{id}_k \in \mathcal{P}$, so assume $t(p) = k - 1$. Let us also assume that $p \notin \mathcal{P}$. Then $p = b^* qb$ for some $0 \leq l < k, b \in \mathcal{C}(k, l), q \in \text{Proj}_C(l)$. Since the number of through-blocks of a composition of partitions is less than or equal to the number of through-blocks of each composed partition, it follows that $l = k - 1, q = \text{id}_{k-1}$, and $t(b) = k - 1$. But then $b$ has a total of $k$ or $k - 1$ blocks exactly one of which is of odd size, which is a contradiction. \hfill \square

Both the modified symmetric groups $S'_n = S_n \times S_2$ and the modified bistochastic groups $B'_n = B_n \times S_2$ are direct products involving $S_2$. Hence their irreducible representations are of the form $\rho \times \varphi$, where $\rho$ is an irreducible representation of $S_n$ or $B_n$, respectively, and $\varphi$ is one of the two irreducible representations of $S_2$. In the following we will see that the indecomposables in the corresponding interpolating partition categories have an analogous structure.

**Lemma 5.4.** Let $\mathcal{C} \in \{P'_k, P'_k\}$ and $t \in \mathcal{C}\setminus\{0\}$.

Then $S(\text{id}_k) = S(\text{id}_k \otimes 1) = S_k$ for all $k \in \mathbb{N}_0$ and the map

$$\phi: \left\{ \begin{array}{c} \text{Young diagram} \\ \text{of arbitrary size} \end{array} \right\} \times \{1, -1\} \rightarrow \left\{ \begin{array}{c} \text{isomorphism classes of non-zero} \\ \text{indecomposable objects in} \text{Rep}(\mathcal{C}, t) \end{array} \right\}$$

with $\phi(\lambda, 1) = \mathcal{L}_{\text{id}_k, \lambda}(V_{\lambda})$ and $\phi(\lambda, -1) = \mathcal{L}_{\text{id}_k, \lambda}^*(V_{\lambda})$

is a bijection.

**Proof.** We show that $E := \{\text{id}_k \mid k \in \mathbb{N}_0\} \cup \{\text{id}_k \otimes 1 \mid k \in \mathbb{N}_0\}$ is a set of representatives for all equivalence classes of projective partitions in $\mathcal{P}$. Since equivalent projective partitions have the same number of through-blocks, $\text{id}_k$ and $\text{id}_{k-1} \otimes 1$ are not equivalent for any $k \in \mathbb{N}$ and hence all partitions of $E$ lie in different equivalence classes.
Consider a partition \( p \in \mathcal{P} \). By Lemma 5.3 we have \( p = \text{id}_k \) or \( t(p) = k - 1 \), let us assume the latter. Since \( X \in \mathcal{C} \), it is easy to check that \( p \) is either equivalent to \( \text{id}_{k-1} \otimes i \) or \( \text{id}_{k-2} \otimes i' \). In the latter case \( \mathcal{C} = \mathcal{P}' \), but \( \text{id}_{k-1} \otimes i = r \cdot r^* \) and \( \text{id}_{k-2} \otimes i' = r^* \cdot r \) with \( r = \text{id}_{k-2} \otimes i' \), hence these partitions are equivalent.

Thus \( E \) is a set of representatives for all equivalence classes of projective partitions in \( \mathcal{P} \) and we have \( S(\text{id}_k) = S_k \) and \( S(\text{id}_k \otimes i) = S_k \) for all \( k \in \mathbb{N}_0 \). Then by Theorem 4.34 the indecomposables in \( \text{Rep}(\mathcal{C}, t) \) up to isomorphism are in bijection with \( \bigcup_{k \in \mathbb{N}_0} (\text{Irr}(S_k) \sqcup \text{Irr}(S_k)) \) and hence the claim follows. \( \square \)

Lemma 5.5. Let \( \mathcal{C} \in \{ \mathcal{NC}', \mathcal{NC}'_b \} \) and \( t \in \mathcal{C} \setminus \{ 0 \} \). Then the map

\[
\phi : \mathbb{N}_0 \times \{ 1, -1 \} \to \left\{ \text{isomorphism classes of non-zero} \right. \right. \left. \left\{ \text{indecomposable objects in} \ \text{Rep}(\mathcal{C}, t) \right\} \bigcup \left\{ \text{indecomposable objects in} \ \text{Rep}(\mathcal{C}, t) \right\}
\]

with \( \phi(k, 1) = \mathcal{L}_{\text{id}_k}(V_{\text{triv}}) \) and \( \phi(\lambda, -1) = \mathcal{L}_{\text{id}_k \otimes i}(V_{\text{triv}}) \) is a bijection.

Proof. We show again that \( E := \{ \text{id}_k \mid k \in \mathbb{N}_0 \} \cup \{ \text{id}_k \otimes i \mid k \in \mathbb{N}_0 \} \) is a set of representatives for all equivalence classes of projective partitions in \( \mathcal{P} \). As in the previous proof all partitions of \( E \) lie in different equivalence classes.

Let \( k \in \mathbb{N} \). We consider the partitions \( \text{id}_l \otimes i \otimes \text{id}_{k-1-l} \in \mathcal{P} \) with \( 0 \leq l \leq k-1 \) and claim that they are all equivalent. Let \( 0 \leq l < l' \leq k-1 \) and we define \( r := \text{id}_l \otimes i \otimes \text{id}_{l-l'} \otimes i \otimes \text{id}_{k-1-l'} \in \mathcal{C}(k, k) \). Then we have \( \text{id}_l \otimes i \otimes \text{id}_{k-1-l} = r \cdot r^* \) and \( \text{id}_l \otimes i \otimes \text{id}_{k-1-l} = r^* \cdot r \) and hence these partitions are equivalent.

Now, if \( \mathcal{C} = \mathcal{NC}'_b = \langle \downarrow, \uparrow \rangle \), then any partition in \( \text{Proj}_k(k) \cap \mathcal{P} \) is either \( \text{id}_k \) or \( \text{id}_l \otimes i \otimes \text{id}_{k-1-l} \) for some \( 0 \leq l \leq k-1 \) by Lemma 5.3. If \( \mathcal{C} = \mathcal{NC}' = \langle \uparrow \uparrow, \downarrow \downarrow \rangle \), then \( \text{Proj}_k(k) \cap \mathcal{P} \) contains additionally the partitions \( \text{id}_l \otimes i \otimes \text{id}_{k-2-l} \) with \( 0 \leq l \leq k - 2 \). But as in the proof of the previous lemma they are all equivalent to the partitions \( \text{id}_l \otimes i \otimes \text{id}_{k-1-l} \) with \( 0 \leq l \leq k - 1 \). Thus, in both cases, \( E \) is a set of representatives for all equivalence classes of projective partitions in \( \mathcal{P} \).

By Example 4.23 we have \( S(p) = \{ \text{id} \} \) for all \( p \in \text{Proj}_k \) and the claim follows from Theorem 4.34. \( \square \)

Next, we consider the categories \( \text{Rep}(B^\#) = \text{Rep}(\mathcal{NC}'_b, t) \), which correspond to the freely modified bistochastic quantum groups. Recall that \( \mathcal{NC}'_b \) is the category of non-crossing partitions with an arbitrary number of blocks of size two and an even number of blocks of size one such that the number of points between any two connected points is even, considering all points naturally arranged in a circle. We start by computing the set \( \mathcal{P} \) using the following definition.

Definition 5.6. For any \( k \in \mathbb{N}_0, l \in \mathbb{N}_0 \) and \( m = (m_1, \ldots, m_l) \in \mathbb{N}_0^l \) with \( m_i+1 - m_i \geq 2 \) for all \( i \in [l] \), we define a partition \( p_{k,m} \in \mathcal{NC}'_b(k, k) \) such that any upper point is connected to the opposite lower point except for the lower \( m_i \)-th lower points and the upper \( m_i \)-th upper points, which are in blocks of size one, i.e.

\[
p_{k,m} = \left| \begin{array}{c|c|c|c|c|} 1 & \cdots & 1 & \cdots & 1 \\ \hline m_1 & & m_2 & & m_l \\ \hline & & & \cdots & & \end{array} \right|
\]

Lemma 5.7. Let \( \mathcal{C} = \mathcal{NC}'_b \). Then

\[
\mathcal{P} = \left\{ p_{k,m} \mid k \in \mathbb{N}_0, l \in \mathbb{N}_0, m \in \mathbb{N}_0^l, m_i+1 - m_i \geq 2 \right\}.
\]
Proof. Let \( p \in \Proj_C(k) \) be a projective partition which is not of the form \( p_{k,m} \). Then \( p \) has two upper or two lower points that are either in the same non-through-block, or adjacent points in blocks of size one. Replacing \( p \) by \( p^* \) if necessary, we may assume these points are upper points. Let \( q \in P(k-2,k) \) be the partition that arises from \( p \) by removing these points. By the above description of the category of partition \( NC_b^# \), we have \( q \in NC_b^# \) in both cases. As \( p \) is projective, we have \( p = p \cdot b^* \) and hence \( p = p \cdot p = b \cdot b^* \cdot b \cdot b^* = b \cdot q \cdot b^* \not\in \mathcal{P} \) with \( q := b^* \cdot b \in \Proj_C(k-2) \).

Now let \( p = p_{k,m} \) be a partition in the set on the right-hand side of the assertion and we assume that \( p \not\in \mathcal{P} \). Then \( p = b^* \cdot q \) for some \( 0 \leq l < k, b \in \mathcal{C}(l,k), q \in \Proj_C(l) \). As \( b \in NC_b^# \) and \( p = b^* \cdot q \), \( b \) has to arise from \( p \) by removing some lower points of \( p \) that are in blocks of size one. Consider the leftmost upper point \( x \) of \( b \) for which the opposite lower point has been removed from \( p \). Then \( p \) and \( b \) are of the following form:

\[
p = q \otimes x \; \otimes \ldots \; \text{ and } \; b = q \otimes x / \otimes \ldots \; \text{ for some } q \in NC_b^#.
\]

Now, consider the through-block of \( b \) on the right of \( x \). The number of points of \( b \) on the left-hand side of this through-block is odd. Hence we have \( b \not\in NC_b^# \), which is a contradiction. \( \square \)

**Lemma 5.8.** Let \( t \in \mathbb{C}\{0\} \). Then the map

\[
\phi : \left\{ (k,m) \mid k \in \mathbb{N}_0, l \in \mathbb{N}_0, m \in \mathbb{N}_0^l, m_{i+1} - m_i \geq 2 \right\} \rightarrow \left\{ \text{isomorphism classes of non-zero indecomposable objects in } \Rep(B_t^+) \right\}
\]

with \( \phi((k,m)) = \mathcal{L}_{p_{k,m}}(V_{\text{triv}}) \) is a bijection.

**Proof.** We claim that the partitions in \( \mathcal{P} \cap \Proj_C(k) \) are pairwise inequivalent for any \( k \in \mathbb{N}_0 \). Assume that \( p,q \in \mathcal{P} \cap \Proj_C(k) \) are equivalent projective partitions, i.e. there exists a partition \( r \in NC_b^#(k,k) \) with \( p = r^* \cdot r \) and \( q = r \cdot r^* \). By Lemma 5.7 \( p \) and \( q \) have the property that any block is either a block of size one or a through-block of size two. This completely determines the structure of \( r \): Any block of \( r \) is either a block of size one or a through-block of size two. Moreover, an upper point of \( r \) is in a block of size one if and only if the corresponding upper point of \( p \) is in a block of size one. Similarly, a lower point of \( r \) is in a block of size one if and only if the corresponding lower point of \( q \) is in a block of size one. Now, since \( r \in NC_b^# \), the number of points between any two connected points of \( r \) is even. It is straightforward to check that this implies \( p = q \).

Now, since \( S(p) = \{ \text{id} \} \) for all \( p \in \Proj_C \) by Example 4.29, the claim follows from Theorem 4.31. \( \square \)

To study the structure of the indecomposable objects in \( \Rep(H_t) = \Rep(P_{\text{even}}, t) \) and \( \Rep(H_t^+) = \Rep(NC_{\text{even}}, t) \), again we first determine \( \mathcal{P} \).

**Lemma 5.9.** Let \( C \in \{ P_{\text{even}}, NC_{\text{even}} \} \) and \( k \in \mathbb{N}_{\geq 2} \). Then

\[
\mathcal{P} = \{ p \in \Proj_C(k) \mid k \geq 0, \; p \text{ has only through-blocks and any block has at most 2 upper and at most 2 lower points} \}.
\]

**Proof.** Let \( p \in \Proj_C(k) \). At first we assume that \( p \) has a block with more than 3 upper points. Let \( b \in P(k-2,k) \) be the partition that arises from \( p \) by removing two of the upper points in the considered block. As \( p \) is projective and the block has more than 3 upper points, it follows that \( p = b \cdot b^* \). Moreover, as \( C \) contains all partitions or all non-crossing partitions with even block size, \( b \) lies also in \( C \). We set \( q := b^* \cdot b \in \Proj_C(k-2) \) and thus we have \( p = p^2 = b \cdot b^* \cdot b \cdot b^* = b \cdot q \cdot b^* \not\in \mathcal{P} \).
Now we assume that $p$ has an upper non-through block, say of size $l \in \mathbb{N}$. Let $b \in P(k-l,k)$ be the partition that arises from $p$ by removing the considered block. As $p$ is projective, it follows that $p = b \cdot b^*$ and again by the structure of $C$ the partition $b$ lies also in $C$. We set $q := b^* \cdot b \in \text{Proj}_C(k-2)$ and thus we have $p = p^2 = b \cdot b^* \cdot b \cdot b^* = b \cdot q \cdot b^* \not\in \mathcal{P}$.

It remains to show that any partition $p \in \text{Proj}_C(k)$ with only through-blocks has only blocks with at most 2 upper and at most 2 lower points. But as $l < k$ and thus we have $p \not\in \mathcal{P}$. Then $p = b^* \cdot q \cdot b$ for some $0 \leq k, b \in \mathcal{C}(k,l), q \in \text{Proj}_C(l)$, and we assume that $l$ is chosen minimally. By the above considerations this implies that also $q$ has only through-blocks and only blocks with at most 2 upper and at most 2 lower points. But as $l < k$ and as all blocks have even size, the composition of partitions $b^* \cdot q \cdot b$ has to have a block that contains at least two more upper points than the corresponding block of $q$. This contradicts the assumptions on $p = b^* \cdot q \cdot b$.

For our next examples, let us record a useful observation regarding certain projective partitions in a class of group-theoretical categories of partitions.

**Definition 5.10.** For any sequence $k_1, \ldots, k_s \in \mathbb{N}_0$, let us define a projective partition $h_{k_1,k_2,\ldots,k_s}$ by setting

$$q := \{(1,1')\}^{\otimes k_1} \otimes \{(1,2,1')\}^{\otimes k_2} \otimes \ldots \otimes \{(1,\ldots,s,1')\}^{\otimes k_s} \in P(k,T)$$

and $h_{k_1,\ldots,k_s} := q^* q \in P_{\text{even}}(k,k)$.

For instance, $h_{k_1,k_2} := \text{id}_{k_1} \otimes (\mathcal{N}^r)^{\otimes k_2} = \text{id}_{k_1} \otimes \mathcal{N}^r \ldots \mathcal{N}^r$.

**Lemma 5.11.** Let $C \subseteq P_{\text{even}}$ be a group-theoretical category of partitions and $k_1, \ldots, k_s \in \mathbb{N}_0$. Then $p := h_{k_1,\ldots,k_s}$ is equivalent to $h_{k_1,s_0,s_1,k_2,\ldots} \otimes h_{0,k_3,a,k_4,\ldots}$, and $S(p) \cong S(\text{id}_{k_1+k_3+\ldots}) \times S_{k_2+k_4+\ldots}$.

In particular, for $C = P_{\text{even}}$ we get $S(p) \cong S_{k_1+k_3+\ldots} \times S_{k_2+k_4+\ldots}$.

**Proof.** Throughout the proof, we will use that every group-theoretical category is closed under coarsening (see [RW14, Lem. 2.3]).

Consider two integers $a, b \geq 1$ and assume one of them is even. We claim that the partition

$r_{ab} := \{(1,\ldots,a,(a+1)'',\ldots,(a+b)''),(1,\ldots,a',a+1,\ldots,a+b)\}$

lies in $C$. Indeed, we may assume $a$ is even, as $r_{ab} = r_{ba}^*$, and in this case, $r_{ab}$ is a coarsening of $(\mathcal{L})^{\otimes (a/2)} \otimes \text{id}_b \otimes (\mathcal{N}^r)^{\otimes (a/2)}$, so it is in $C$. Now let $q$ be as in Definition 5.10, so $p = q^* q$, and let us define

$q_1 := \{(1,1')\}^{\otimes k_1} \otimes \{(1,2,3,1')\}^{\otimes k_2} \otimes \ldots, p_1 := q_1^* q_1,$

$q_2 := \{(1,2,1')\}^{\otimes k_1} \otimes \{(1,2,3,4,1')\}^{\otimes k_2} \otimes \ldots, p_2 := q_2^* q_2.$

Then $q_1 \otimes q_2 = qr$ and $q = (q_1 \otimes q_2)r'$, where $r, r'$ are compositions of morphisms of the form $r_{ab}$ as above. Hence by the claim, $r$ and $r'$ are in $C$, and $p = q^* q \sim (q_1 \otimes q_2)^* (q_1 \otimes q_2) = h_{k_1,0,k_3,0,\ldots} \otimes h_{0,k_2,0,k_4,\ldots}$.

Set $k_{\text{odd}} := k_1 + k_3 + \ldots$ and $k_{\text{even}} := k_2 + k_4 + \ldots$. Now if $\sigma \in S_k$ is not in (the naturally embedded subgroup) $S_{k_{\text{odd}}} \times S_{k_{\text{even}}}$, then $(q_1 \otimes q_2)^* \sigma(q_1 \otimes q_2)$ has a block of odd size, so $\sigma \not\in S(p_1 \otimes p_2)$. Hence, $S(p_1 \otimes p_2) \cong S(p_1) \times S(p_2)$.

For any odd $m \geq 1$, the partition $\{(1,\ldots,m,1')\}$ is a coarsening of $(\mathcal{L})^{\otimes (m-1)/2} \otimes \text{id}$, and hence, in $C$. This immediately implies $q_1 \in C$, so $S(p_1) = S(\text{id}_{k_{\text{odd}}})$. Finally, as any partition $p_2^* p_2$ with $\sigma \in S_{k_{\text{even}}}$ is a coarsening of $(\mathcal{N}^r)^{\otimes k'}$, for some $k'$, it follows that $S(p_2) = S_{k_{\text{even}}}$. \qed
Now we compute all indecomposable objects in $\text{Rep}(H_t)$ up to isomorphism for $t \in \mathbb{C}\setminus\{0\}$. It is well-known that for $n \in \mathbb{N}_0$, inequivalent irreducible complex representations of the hyperoctahedral group $H_n$ can be indexed by bipartitions of size $n$, i.e., pairs $(\lambda_1, \lambda_2)$ of partitions of some $n_1 \leq n$ and $n_2 \leq n$, respectively, with $n = n_1 + n_2$ (see [GK78, Sec. II], see also [Ore05]). We show that this description extends to a description of the non-isomorphic indecomposable objects in $\text{Rep}(H_t) = \text{Rep}(\mathbb{D}_{\text{even}}, t)$ by bipartitions of arbitrary size.

Recall the definition of the partitions

$$h_{k_1, k_2} := \text{id}_{k_1} \otimes \mathcal{H} \otimes \cdots \otimes \mathcal{H} \in \mathbb{D}_{\text{even}}(k_1 + 2k_2, k_1 + 2k_2),$$

for any $k_1, k_2 \in \mathbb{N}_0$ in Lemma 5.11.

**Proposition 5.12.** Let $t \in \mathbb{C}\setminus\{0\}$. Then $S(h_{k_1, k_2}) = S_{k_1} \times S_{k_2}$ for all $k_1, k_2 \in \mathbb{N}_0$ and the map

$$\phi: \left\{ \text{bipartitions } \lambda = (\lambda_1, \lambda_2) \right\} \rightarrow \left\{ \text{isomorphism classes of non-zero indecomposable objects in } \text{Rep}(H_t) \right\}$$

with $\phi(\lambda) = \mathcal{L}_{h_{\lambda_1, \lambda_2}}(V_{\lambda_1} \otimes V_{\lambda_2})$ is a bijection.

**Proof.** We start by showing that the set $E := \{ h_{k_1, k_2} \mid k_1, k_2 \in \mathbb{N}_0 \}$ is a set of representatives for all equivalence classes of projective partitions in $\mathcal{P}$.

Let $k \in \mathbb{N}_0$. Since $t(h_{k_1, k_2}) = k_1 + k_2$ is different for all $k_1, k_2 \in \mathbb{N}_0$ with $k_1 + 2k_2 = k$, the partitions in $E \cap \text{Proj}_\mathcal{C}(k) = \{ h_{k_1, k_2} \mid k_1, k_2 \in \mathbb{N}_0, k_1 + 2k_2 = k \}$ are pairwise inequivalent.

Let $p$ be projective in $\mathcal{P}$. Then $p$ has only through-blocks and any block has at most 2 upper and at most 2 lower points by Lemma 5.9. We denote by $k_1$ the number of blocks of $p$ of size 2 and by $k_2$ the number of blocks of $p$ of size 4.

By Lemma 5.11 we have $S(h_{k_1, k_2}) = S_{k_1} \times S_{k_2}$. Thus Theorem 4.34 yields a bijection between indecomposables in $\text{Rep}(\mathcal{C}, t)$ up to isomorphism and $\bigcup_{k_1, k_2 \in \mathbb{N}_0} \text{Irr}(S_{k_1} \times S_{k_2})$ and hence with bipartitions of arbitrary size.

We conclude our discussion by computing all indecomposable objects in the interpolation categories $\text{Rep}(H_t^+) = \text{Rep}(\mathbb{D}_{\text{even}}^+, t)$ up to isomorphism for $t \in \mathbb{C}\setminus\{0\}$. In [BV09, Thm. 7.3], Banica and Vergnioux showed that for any $n \in \mathbb{N}_0$, inequivalent irreducible representations of the free hyperoctahedral quantum group $H_n^+$ are indexed by finite binary sequences (of arbitrary length, independent of $n$). We show that also non-isomorphic indecomposable objects in $\text{Rep}(H_t^+)$ are indexed by finite binary sequences.

For any $b \in \mathbb{N}_0$ and binary sequence $a = (a_1, \ldots, a_b) \in \left\{ 0, 1 \right\}^b$, we define a partition $h_a \in \mathbb{D}_{\text{even}}(k, k)$ with $k := a_1 + \cdots + a_b$ by $h_a := h_{a_1} \otimes h_{a_2} \otimes \cdots \otimes h_{a_b}$ with $h_0 := \text{id}_1$ and $h_1 = \mathcal{H}$.

**Proposition 5.13.** Let $t \in \mathbb{C}\setminus\{0\}$. Then the map

$$\phi: \bigcup_{b \in \mathbb{N}_0} \left\{ 0, 1 \right\}^b \longrightarrow \left\{ \text{isomorphism classes of non-zero indecomposable objects in } \text{Rep}(H_t^+) \right\}, \quad a \mapsto \mathcal{L}_{h_a}(V_{\text{triv}})$$

is a bijection.

**Proof.** By [FW16, Lem. 5.12], the set $E := \{ h_a \mid b \in \mathbb{N}_0, a \in \{1, 2\}^b, \sum_{i=1}^b a_i = k \}$ is a set of representatives for all equivalence classes of projective partitions. Moreover, by Lemma 5.9 all of these partitions lie in $\mathcal{P}$. 
Since $S(p) = \{\text{id}\}$ for all $p \in \text{Proj}_C$ by Example 4.23, Theorem 4.34 yields a bijection between the indecomposables in $\text{Rep}(C, t)$ up to isomorphism and $\bigsqcup_{e \in E} \text{Irr}(\{\text{id}\})$ and hence the claim follows. □

5.2. Temperley–Lieb categories and other non-crossing partition categories. In Lemma 5.1 we have seen that the indecomposable objects of the Temperley–Lieb category $\text{Rep}(O_t^+) = \text{Rep}(NC_2, t)$ as well as of the category $\text{Rep}(S_t^+) = \text{Rep}(NC, t)$ are indexed by the non-negative integers $\mathbb{N}_0$. The indecomposable objects of the Temperley–Lieb category have been studied in various settings and can be described using Jones–Wenzl idempotents, discovered by Jones [Jon83]. Even though this is probably known to experts (as the ‘fattening’ procedure), we give a proof that $\text{Rep}(S_t^+)\otimes \mathbb{C}$ is equivalent to a full subcategory of $\text{Rep}(O_t^+)\otimes \mathbb{C}$ for any $t \in \mathbb{C}\setminus \{0\}$. Using this, we can also specify the indecomposable objects in $\text{Rep}(S_t^+)$.

The following inductive definition is due to Wenzl [Wen87]. Set

$$S := \{2 \cdot \cos \left( \frac{j\pi}{l} \right) \mid l \in \mathbb{N}_{\geq 2}, j \in \{1, \ldots, l-1\}\},$$

(2)

then for any $t \notin S$ and any $k \in \mathbb{N}_0$ the Jones–Wenzl idempotent $e_k \in \text{End}_{\text{Rep}(O_t^+)\otimes \mathbb{C}}([k])$ is recursively defined via:

$$e_0 = \text{id}_0, \quad e_1 = \text{id}_1,$$

$$e_k = \ldots \quad - a_k \quad \ldots \quad e_{k-1} \quad \ldots \quad e_{k-1} \quad \ldots \quad \in NC_2(k, k),$$

with $a_1 = 0$ and $a_k = (t - a_{k-1})^{-1}$ for all $k \geq 2$.

Example 5.14. For instance, $e_2 = \frac{1}{2} - \frac{1}{12}$. □

Using Theorem 4.34 we recover a known result about the Temperley–Lieb categories.

Proposition 5.15. For any $t \in \mathbb{C}\setminus S$

$$\phi : \mathbb{N}_0 \to \left\{ \begin{array}{c}
\text{isomorphism classes of non-zero} \\
\text{indecomposable objects in } \text{Rep}(O_t^+)\otimes \mathbb{C}
\end{array} \right\}, \quad k \mapsto ([k], e_k)$$

is a bijection.

Proof. We apply Lemma 5.1. Now the assertion follows from the observation that the Jones–Wenzl idempotents recursively defined as above are lifts of the idempotents $\text{id}_k + I_k \in \text{End}([k])/I_k$. □

Remark 5.16. If $t \in S$, then only finitely many Jones–Wenzl idempotents are defined, and the last one of them generates the negligible morphisms in $\text{Rep}_0(NC_2, t)$ (see [GW02, Prop. 2.1.]). Out of the infinitely many indecomposables in $\text{Rep}(O_t^+)$, only finitely many are not isomorphic to the zero object in the semisimplification of $\text{Rep}(O_t^+)$, the category obtained as a quotient by the tensor ideal of negligible morphisms; they correspond to the finitely many Jones–Wenzl idempotents, except the last one (see for instance, [Che14, Thm. 5.4.2]).
In the following we show that $\text{Rep}(S^+_t)$ is equivalent to a full subcategory of $\text{Rep}(O^+_t)$ for any $t \in \mathbb{C}\setminus\{0\}$.

**Definition 5.17.** Let $t \in \mathbb{C}$. We denote by $\mathcal{D}(t)$ the full subcategory of $\text{Rep}(O^+_t)$ with objects

$$\{(A, e) \in \text{Rep}(O^+_t) \mid A = \bigoplus_{i=1}^{l} [k_i], k_i \in \mathbb{N}_0 \text{ even}, \text{ for any } 1 \leq i \leq l\}.$$

Note that $\mathcal{D}(t)$ is the Karoubian envelope of the full subcategory of $\text{Rep}_0(O^+_t)$ with objects $\{[k] \mid k \in \mathbb{N}_0 \text{ even}\}$.

**Definition 5.18 ([NS06, Ex. 9.42]).** Let $k, l \in \mathbb{N}$. To any partition $p \in NC_2(2k, 2l)$ we associate a partition $\hat{p} \in NC(k, l)$ as follows: First, we define a total order on the set of points $P := \{1, \ldots, 2k, 1', \ldots, (2l)'\}$ of $p$ by setting $1 < \cdots < 2k < (2l) \cdots < 1'$. Now for any two odd points $x, y \in \hat{P} := \{1, 3, \ldots, 2k - 1, 1', 3', \ldots, (2l - 1)\}$ we define the interval

$$I_{xy} := \{z \in P : x < z \leq y \text{ or } y < z \leq x\},$$

and we set $x \sim y$ if there are no two points $x' \in I_{xy}, y' \in P \setminus I_{xy}$ which lie in the same block of $p$. It can be checked that this yields an equivalence relation $\sim$ on $\hat{P}$. We define $\hat{p}$ as the partition of $\hat{P}$ whose blocks are the equivalence classes of $\sim$, where we identify $\hat{P}$ with the set $\{1, \ldots, k, 1', \ldots, l'\}$ naturally.

$\hat{p}$ can be determined graphically by choosing a suitable string diagram representation of $p$ and inserting a new point to the left of any odd point:

**Example 5.19.** The following diagram shows that, for $p = \begin{array}{c} \forall \end{array}$, we have $\hat{p} = \begin{array}{c} \forall \end{array}$.

It is well-known that the map $NC_2(2k, 2l) \to NC(k, l), p \mapsto \hat{p}$, called fattening operation, is a bijection, see [NS06, Ex. 9.42]. We will now show that, together with a suitable scaling, this map induces an equivalence of monoidal categories between $\mathcal{D}(t)$ and $\text{Rep}(S^+_t)$.

**Definition 5.20.** Let $t \in \mathbb{C}\setminus\{0\}$ and let $\sqrt{t} \in \mathbb{C}$ be any square root of $t$. We denote the trace in $\text{Rep}(O^+_t)$ and $\text{Rep}(S^+_t)$ by $\text{tr}$ and $\text{tr}_2$, respectively. We set

$$\mathcal{G}([k]) := [k], \quad \mathcal{G}(p) := a(p)\hat{p} \in NC(k, l) \quad \text{for all } k, l \in \mathbb{N}_0, p \in NC_2(2k, 2l),$$

where

$$p' := \begin{cases} p \otimes \sqcup \cdots \sqcup \in NC_2(2l, 2l) & l \geq k, \\ p \otimes \bigsqcup \cdots \bigsqcup \in NC_2(2k, 2k) & k \geq l, \end{cases}$$

$$a(p) := \left(\sqrt{t}\right)^{|k-l|} \frac{\text{tr}(p')}{\text{tr}_2(p')}.$$
Proof. \( (i) \) The claim follows directly from the definition of \( G \), since 
\[
a(q') = \frac{\text{tr}(q')}{\text{tr}_2(q')} = \frac{\text{tr}(q')}{\text{tr}_2(q')} a(p).
\]

(ii) Let \( q = p \otimes \text{id}_{2m} \). If \( k = l \), then we have \( \widehat{q} = \widehat{p} \otimes \text{id}_2 \) and hence 
\[
a(q) = \frac{\text{tr}(q)}{\text{tr}_2(q)} = \frac{\text{tr}(p) \cdot t^{2m}}{\text{tr}_2(p) \cdot (t^2)^m} a(p).
\]

Now, let \( k > l \). The case \( k < l \) follows analogously. Without loss of generality we assume that \( m = 2 \). By \( (i) \) we have to show that \( a(q') = a(p') \). We have 
\[
\text{tr}(q') = \text{tr}(p') = \text{tr}(p).
\]

Analogously one can check that \( \text{tr}_2(q') = \text{tr}_2(p') \) and hence 
\[
a(q') = \frac{\text{tr}(q')}{\text{tr}_2(q')} = \frac{\text{tr}(q')}{\text{tr}_2(q')} a(p').
\]

(iii) Since \( k = l \), we have \( \widehat{p} \otimes \widehat{r} = \widehat{p} \otimes \widehat{r} \) and \( \widehat{r} = \widehat{\ell} \otimes \cdots \otimes \widehat{\ell} \in P(y, y) \). It follows that 
\[
a(p \otimes r) = \frac{\text{tr}(p \otimes r)}{\text{tr}_2(p \otimes r)} = \frac{\text{tr}(p) \cdot t^y}{\text{tr}_2(p) \cdot (t^2)^y} = \frac{1}{t^y} a(p).
\]

Lemma 5.22. \( G_t := G \) defines an equivalence of monoidal categories \( D(t) \to \text{Rep}(S^+_2) \) for all \( t \in \mathbb{C} \setminus \{0\} \).

Proof. It suffices to show that \( G \) is a monoidal functor since \( G \) is full, faithful and essentially surjective, as \( p \mapsto \widehat{p} \) is a bijection.

Step 1: We start by showing that \( G(q \circ p) = G(q) \circ G(p) \) for all \( p \in NC_2(2k, 2l) \) and \( q \in NC_2(2l, 2m) \). Comparing diagrams one can check that \( \widehat{qp} = \widehat{q} \widehat{p} \). Together with 
\[
G(q \circ p) = t^{\ell(q, p)} G(qp) = t^{\ell(q, p)} a(qp) \widehat{qp},
\]
\[
G(q) \circ G(p) = a(p) q(p) (\widehat{q} \circ \widehat{p}) = a(p) q(p) (t^2)^{\ell(\widehat{q}, \widehat{p})} (\widehat{qp}),
\]
it follows that it suffices to show that 
\[
t^{\ell(q, p)} a(qp) = (t^2)^{\ell(\widehat{q}, \widehat{p})} a(p) a(q).
\]

Step 1.1: Kodiyalam and Sunder showed that for any \( n \in \mathbb{N}_0 \) the map 
\[
\text{End}_{\text{Rep}(O^+_2)}([2n]) \to \text{End}_{\text{Rep}(S^+_2)}([n]), \ p \mapsto G(p)
\]
is an algebra isomorphism (see [KS08, Thm. 4.2]). Hence the claim follows for \( k = l = m \).

Step 1.2: For arbitrary \( k, l, m \in \mathbb{N}_0 \) we set \( x := \max(k, l, m) \) and extend \( p \) and \( q \) to partitions in \( P(x, x) \) as follows:
\[
\bar{p} := p \uplus \uplus \cdots \uplus \uplus \uplus \uplus \downarrow \cdots \downarrow \downarrow \in P(x, x),
\]
\[
\bar{q} := q \uplus \downarrow \cdots \uplus \downarrow \um \downarrow \cdots \downarrow \downarrow \in P(x, x).
\]

Step 1.1 implies that 
\[
t^{\ell(\widehat{q}, \widehat{p})} a(\widehat{qp}) = (t^2)^{\ell(\widehat{q}, \widehat{p})} a(q) a(p)
\]
Moreover, by construction we have
\[
\ell(t, \tilde{\rho}, \tilde{\sigma}) = \ell(t, \tilde{\rho}, 1) \cdot t^{x-1}.
\]
and thus
\[
\ell(t, (a, b)) = t^{x-1}(x^2) \cdot \ell(t, \tilde{\rho}, \tilde{\sigma}) \cdot a(\tilde{q})a(\tilde{p}).
\]

Step 1.3: We claim that
\[
a(p) = \left(\sqrt{t}\right)^{x-k} \left(\sqrt{t}\right)^{x-l} a(\tilde{p}),
\]
\[
a(q) = \left(\sqrt{t}\right)^{x-l} \left(\sqrt{t}\right)^{x-m} a(\tilde{q}),
\]
\[
a(qp) = \left(\sqrt{t}\right)^{x-k} \left(\sqrt{t}\right)^{x-m} a(\tilde{q})a(\tilde{p}).
\]

We prove the first equation since the others follow analogously. If \(x \in \{k, l\}\), then we have \(\tilde{p} = p'\) and hence Lemma 5.21(i) implies \(a(p) = \left(\sqrt{t}\right)^{x-k} a(p') = \left(\sqrt{t}\right)^{x-k} a(\tilde{p})\).

If \(x = m\), then we have \(p = p' \otimes r\) with \(r = \otimes_{1} \cdots \otimes \otimes_{1} \in \{2y, 2y\}\). Lemma 5.21(iii) implies that \(a(p') = \ell t a(\tilde{p})\) and together with Lemma 5.21(i) it follows that \(a(p) = \left(\sqrt{t}\right)^{x-k} a(p') = \left(\sqrt{t}\right)^{x-k} a(\tilde{p})\).

Step 1.4: We are ready to show that \(\ell(t, q, p) a(qp) = \ell(t, \tilde{\rho}, \tilde{\sigma}) a(p) a(q)\). We have
\[
\ell(t, q, p) a(qp) \\
\overset{(1)}{=} \left(\sqrt{t}\right)^{x-k} \left(\sqrt{t}\right)^{x-m} \ell(t, q, p) a(\tilde{q})a(\tilde{p}) \\
\overset{(2)}{=} (t^{2})^{\ell(t, \tilde{\rho}, \tilde{\sigma})} \left(\left(\sqrt{t}\right)^{x-l} \left(\sqrt{t}\right)^{x-m} a(\tilde{q})\right) \left(\left(\sqrt{t}\right)^{x-k} \left(\sqrt{t}\right)^{x-l} a(\tilde{p})\right)
\]

Step 2: It remains to show that \(G(p \otimes q) = G(p) \otimes G(q)\) for all \(p, q \in NC_{2}(2k, 2l)\). Again by comparing diagrams one can check that \(\tilde{q} \otimes p = p \otimes \tilde{q}\) and thus we have to show that \(a(p \otimes q) = a(p) a(q)\).

By Step 1 we have
\[
a(p \otimes q) \\
= a((id_{2l} \otimes q)(p \otimes id_{2m})) \\
= a(id_{2l} \otimes q)a(p \otimes id_{2m}).
\]
and since \(a(id_{2l} \otimes q) = a(q)\) and \(a(p \otimes id_{2m}) = a(p)\) by Lemma 5.21(ii), the claim follows.

Since there are no non-zero morphisms in \(\text{Rep}(O_{k}^{+})\) between subobjects of \([k_{1}]\) with \(k_{1}\) even and subobjects of \([k_{2}]\) with \(k_{2}\) odd, Proposition 5.15 and Lemma 5.22 imply the following:

**Proposition 5.23.** If \(t \in \mathbb{C} \setminus \{s^{2} \mid s \in \mathcal{S}\} = \mathbb{C} \setminus \{4 \cdot \cos \left(\frac{j \pi}{l}\right)^{2} \mid l \in \mathbb{N}_{(2), j \in \{1, \ldots, l - 1\}\}}\), then
\[
\phi : N_{0} \rightarrow \{\text{isomorphism classes of non-zero indecomposable objects in } \text{Rep}(S_{l}^{+})\}, \ k \mapsto ([k], G(e_{2k}))
\]
is a bijection.

We can also use the functor $\mathcal{G}$ to compute semisimplifications in the non-crossing case. Let us pick $q \in \mathbb{C}$ such that $q^2$ is a primitive $l$-th root of unity for some $l \geq 2$, and let $\mathcal{T}_q$ be the semisimplification of the category of tilting modules of the quantum group $U_q(\mathfrak{sl}_2)$, i.e., the fusion category studied by Andersen (see [And92]). It is known to be a hom-finite $C^*$-category ([Wen98, Thm. 3.7], see also [Kir96]) in the sense of Section 3.1, and there is an equivalence $*$-functor $Q: \operatorname{Rep}(O^+, -(q + q^{-1})) \to \mathcal{T}_q$ sending the object $[1]$ to the standard representation (for instance, by [NT13, Thm. 2.5.3] or [Ost08, Thm. 2.4]).

Let us assume $q = \exp(\frac{2\pi j}{l})$ with $l \in \mathbb{N} \geq 2$ and $j \in \{1, \ldots, l-1\}$, so $t := q + q^{-1} = 2 \cos(\frac{\pi j}{l}) \in \mathcal{S}$ (see Equation (2)).

**Proposition 5.24.** For any category of non-crossing partitions $\mathcal{C}$ and $t = q + q^{-1} \in \mathcal{S}$, the semisimplification of $\operatorname{Rep}(\mathcal{C}, t^2)$ is given by the image of the functor $Q \circ \mathcal{G}^{-1}$ in $\mathcal{T}_q$.

**Proof.** This follows from Proposition 3.16 with $D = \mathcal{T}_q$. 

This result can be seen as a non-crossing analogue to Proposition 3.17. In particular, the semisimplification of $\operatorname{Rep}(S^+, t^2)$ is equivalent to $\mathcal{T}_q^{\text{ven}}$, the Karoubian subcategory in $\mathcal{T}_q$ generated by the tensor square of the standard representation.
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