Periodic Solutions, Eigenvalue Curves, and Degeneracy of the Fractional Mathieu Equation

To cite this article: A Parra-Hinojosa and J C Gutiérrez-Vega 2016 J. Phys.: Conf. Ser. 698 012005

View the article online for updates and enhancements.

Related content

- On the Eigenvalue Problem in Multipartite Quantum Systems
  M Enríquez

- The Degeneracy of Hg Level in Ge
  Takao Kaneda, Hideo Sei, Toyoshi Yamaoka et al.

- Many-body interactions and nuclear structure
  M Hjorth-Jensen, D J Dean, G Hagen et al.
Periodic Solutions, Eigenvalue Curves, and Degeneracy of the Fractional Mathieu Equation

A Parra-Hinojosa$^1$ and J C Gutiérrez-Vega$^2$

$^1$ Department of Informatics, Technische Universität München. Boltmannstr 3. Garching 85748, Germany
$^2$ Photonics and Mathematical Optics Group, Tecnológico de Monterrey, Monterrey 64849, México
E-mail: juliocesar@itesm.mx

Abstract. We investigate the eigenvalue curves, the behavior of the periodic solutions, and the orthogonality properties of the Mathieu equation with an additional fractional derivative term using the method of harmonic balance. The addition of the fractional derivative term breaks the hermiticity of the equation in such a way that its eigenvalues need not be real nor its eigenfunctions orthogonal. We show that for a certain choice of parameters the eigenvalue curves reveal the appearance of degenerate eigenvalues. We offer a detailed discussion of the matrix representation of the differential operator corresponding to the fractional Mathieu equation, as well as some numerical examples of its periodic solutions.

1. Introduction

There is an extensive literature dedicated to the Mathieu equation [1–3]

$$\frac{d^2}{dt^2} + (a - 2q \cos 2t) \Theta(t; q) = 0,$$

(1)

where $q \in \mathbb{R}$ is an equation parameter and $a \in \mathbb{C}$ is the eigenvalue (or characteristic number) of the equation. A classical problem associated with this equation is the determination of the eigenvalues $a(q)$ for which the solution $\Theta(t; q)$ is periodic in $t$.

Different forms of the Mathieu equation have also been studied, which include damping [4–7] and nonlinearities [8, 9], as well as quasi-periodic [10] and nonhomogeneous [11] forms.

In a recent paper, Rand et al. [12] investigated the fractional Mathieu equation

$$\left[ \frac{d^2}{dt^2} + a - 2q \cos 2t + c \left. -\infty D_t^\alpha \right] \Theta(t; q) = 0,$$

(2)

where $c \in \mathbb{R}$ is a constant and $-\infty D_t^\alpha$ denotes the Riemann-Liouville fractional derivative of order $\alpha \geq 0$ and lower limit $b = -\infty$ defined as [13]

$$-\infty D_t^\alpha f(t) = \frac{1}{\Gamma(n - \alpha)} \frac{d^n}{dt^n} \int_{b = -\infty}^t \frac{f(\xi)}{(t - \xi)^{1+n-\alpha}} \, d\xi, \quad \alpha \geq 0,$$

(3)
with \( n \) being the smallest integer exceeding \( \alpha \). Rand et al. studied the case \( \alpha \in (0, 1) \) and obtained approximated series expressions of the first two eigenvalue curves \( a(q) \) of the fractional Mathieu equation for small values of the parameter \( q \).

There are several contributions in this paper that we consider relevant. First, we extend the analysis of the fractional Mathieu equation (2) presented in [12] by studying the behavior of the eigenvalue curves for \( \alpha \in (0, 2) \) and a much wider range of the parameter \( q \). This more detailed analysis of the eigenvalue curves reveals the existence of degenerate eigenvalues of the fractional Mathieu equation which was not observed in [12], since the authors used a Fourier expansion of the solution with too few terms. A similar result has been observed for a fractional Ince equation [14]. We describe the properties of the fractional Mathieu functions (the solutions of (2)) in terms of periodicity and parity. Additionally, we discuss the characteristics of the degenerate solutions of the equation (corresponding to the degenerate eigenvalues).

Our analysis begins by analyzing the periodic solutions of Eq. (2) and the resulting matrix analysis of the fractional Mathieu equation (2) presented in [12] by studying the behavior of obtained approximated series expressions of the first two eigenvalue curves \( a(q) \) for \( n \) being the smallest integer exceeding \( \alpha \), being the smallest integer exceeding \( \alpha \), and correspondingly. For \( q > 0 \) they follow the order \( a_0 < b_1 < a_1 < b_2 < a_2 < \cdots \). Additionally, the Mathieu functions satisfy the following orthogonality properties [1]

\[
\int_0^{2\pi} \text{ce}_m(t; q)\text{ce}_n(t; q)dt = \int_0^{2\pi} \text{se}_m(t; q)\text{se}_n(t; q)dt = \begin{cases} 
\pi, & \text{if } m = n \\
0, & \text{if } m \neq n 
\end{cases}, \quad \text{(5)}
\]

\[
\int_0^{2\pi} \text{ce}_m(t; q)\text{se}_n(t; q)dt = 0, \quad m, n \text{ positive integers}. \quad \text{(6)}
\]

Equation (5) provides the normalization condition for the Fourier coefficients of the Mathieu functions, namely

\[
2\{A_0^{(2n)}\}^2 + \sum_{r=1}^{\infty} \{A_{2r}^{(2n)}\}^2 = \sum_{r=1}^{\infty} \{A_{2r+1}^{(2n+1)}\}^2 = \sum_{r=1}^{\infty} \{B_{2r+1}^{(2n+1)}\}^2 = \sum_{r=1}^{\infty} \{B_{2r+2}^{(2n+2)}\}^2 = 1. \quad \text{(7)}
\]

2. Solutions of the fractional Mathieu equation

We begin by recalling that the even and odd periodic solutions of the classical Mathieu equation (1) can be expanded in terms of Fourier series. The corresponding trigonometric expansions fall into four classes, according to their symmetry or antisymmetry, about \( t = 0 \) and \( t = \pi/2 \), namely [2]

\[
\text{ce}_{2n}(t; q) = \sum_{r=0}^{\infty} A_{2r}^{(2n)}(q) \cos 2rt, \quad \text{(4a)}
\]

\[
\text{ce}_{2n+1}(t; q) = \sum_{r=0}^{\infty} A_{2r+1}^{(2n+1)}(q) \cos (2r + 1)t, \quad \text{(4b)}
\]

\[
\text{se}_{2n+1}(t; q) = \sum_{r=0}^{\infty} B_{2r+1}^{(2n+1)}(q) \sin (2r + 1)t, \quad \text{(4c)}
\]

\[
\text{se}_{2n+2}(t; q) = \sum_{r=0}^{\infty} B_{2r+2}^{(2n+2)}(q) \sin (2r + 2)t, \quad \text{(4d)}
\]

for \( n = 0, 1, 2, \ldots \). To each family there belongs an infinite set of real eigenvalues, labeled \( a_{2n} \), \( a_{2n+1} \), \( b_{2n+1} \), and \( b_{2n+2} \), correspondingly. For \( q > 0 \) they follow the order \( a_0 < b_1 < a_1 < b_2 < a_2 < \cdots \). Additionally, the Mathieu functions satisfy the following orthogonality properties [1]
Our goal is to find periodic solutions of the fractional Mathieu equation (2). To do this, let us consider a solution in the form of a Fourier series of the form

\[ \Theta(t; q) = A_0 + \sum_{r=1}^{\infty} A_r \cos rt + B_r \sin rt. \]  

(8)

Note that \( \Theta(t; q) \) can be periodic thanks to the choice \( b = -\infty \) in Eq. (3). This is not the case for the standard choice of \( b = 0 \) (i.e. the initial time of the process, \( t = 0 \)), which follows from the following theorem [15]:

**Theorem 1** Suppose that \( f(t) \) is \((n-1)\)-times continuously differentiable and \( f^{(n)}(t) \) is bounded. If \( f(t) \) is a non-constant periodic function with period \( T \), the function \( \varrho D^n_0 f(t) \), where \( 0 < \alpha < n \) and \( n \) is the first integer greater than \( \alpha \), cannot be a periodic function of period \( T \).

**Corollary 1** A differential equation of fractional order in the form

\[ \varrho D^n_0 f(t) + \Psi(f(t), f^{(1)}(t), ..., f^{(n)}(t)) = 0, \]

(9)

where \( 0 < \alpha \neq N \), cannot have any non-constant smooth periodic solution.

To understand why this is the case, note that the Fourier series solution involves sine and cosine functions whose Riemann-Liouville fractional derivatives with lower limit \( b = 0 \) are non-periodic functions. They are given by [13]

\[ \varrho D^n_0 \cos rt = (rt)^{-\alpha} E_{2,1-\alpha}(-r^2 t^2), \]  

(10a)

\[ \varrho D^n_0 \sin rt = (rt)^{1-\alpha} E_{2,2-\alpha}(-r^2 t^2), \]  

(10b)

where \( E_{\alpha,\beta}(z) \) is the two-parameter Mittag-Leffler function [13]

\[ E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)}, \quad \begin{cases} \alpha > 0 \\ \beta > 0 \end{cases}. \]

(11)

Nevertheless, for large values of \( t \), Eqs. (10) converge to the following periodic functions:

\[ \varrho D^n_0 \cos rt = r^\alpha \cos(rt + \alpha \pi/2), \quad t \to \infty, \]  

(12a)

\[ \varrho D^n_0 \sin rt = r^\alpha \sin(rt + \alpha \pi/2), \quad t \to \infty. \]  

(12b)

Mathematically, setting \( b = -\infty \) in Eq. (3) leads to the same result, i.e.

\[ -\infty \varrho D^n_0 \cos rt = r^\alpha \cos(rt + \alpha \pi/2), \]  

\[ -\infty \varrho D^n_0 \sin rt = r^\alpha \sin(rt + \alpha \pi/2), \]

(13a)

(13b)

\( \alpha \in \mathbb{R} \). In more physical terms, the solutions are valid for the steady state of the system. Also, for this choice, the Riemann-Liouville and Caputo definitions of the fractional derivative are equivalent [13].

The Fourier solution (8) of the fractional Mathieu equation includes the four solutions (4) of the non-fractional Mathieu equation (1). Following the method of harmonic balance, we insert the series solution (8) into the fractional Mathieu equation (2) and collect terms to obtain the following recurrence relations:

\[ aA_0 - qA_2 = 0, \]  

(14a)

\[ \[a - 1 + q + c \cos(\alpha \pi/2)\]B_1 - c \sin(\alpha \pi/2)A_1 - qB_3 = 0, \]  

(14b)

\[ c \sin(\alpha \pi/2)B_1 + [a - 1 - q + c \cos(\alpha \pi/2)]A_1 - qA_3 = 0, \]  

(14c)

\[ [a - 4 + c^2 \cos(\alpha \pi/2)]B_2 - c^2 \sin(\alpha \pi/2)A_2 - qB_4 = 0, \]  

(14d)

\[ -2qA_0 + c^2 \sin(\alpha \pi/2)B_2 + [a - 4 + c^2 \cos(\alpha \pi/2)]A_2 - qA_4 = 0. \]  

(14e)
For \( r > 3 \),

\[
-qB_{r-2} + [a - r^2 + c r^\alpha \cos(\alpha \pi/2)]B_r - cr^\alpha \sin(\alpha \pi/2)A_r - qB_{r+2} = 0, \\
-qA_{r-2} + cr^\alpha \sin(\alpha \pi/2)B_r + [a - r^2 + c r^\alpha \cos(\alpha \pi/2)]A_r - qA_{r+2} = 0,
\]

(14f)

(14g)

where we used \(-\infty D^\alpha_0 A_0 = 0\) for \( \alpha > 0 \).

Note that these recurrence relation are now coupled in \( A_r \) and \( B_r \). Additionally we can recognize two independent systems of equations, one involving only even subscripts \((A_0, B_2, A_2, \ldots)\) and the other involving odd subscripts \((B_1, A_1, B_3, \ldots)\). This means that there exist only two kinds of solutions, instead of four, as is the case of the classical Mathieu equation. The first solution is \( \pi \)-periodic, whereas the second is \( 2\pi \)-periodic, namely

\[
\Theta_{2n}^{(\alpha)}(t; q) = A_0^{(2n)}(q) + \sum_{r=1}^{\infty} A_{2r}^{(2n)}(q) \cos 2rt + B_{2r}^{(2n)}(q) \sin 2rt, \\
\Theta_{2n+1}^{(\alpha)}(t; q) = \sum_{r=0}^{\infty} A_{2r+1}^{(2n+1)}(q) \cos (2r + 1)t + B_{2r+1}^{(2n+1)}(q) \sin (2r + 1)t,
\]

(15a)

(15b)

where the order of the fractional derivative is indicated by the superscript \( (\alpha) \). The eigenvalues of \( \Theta_{2n}^{(\alpha)}(t; q) \) can be labeled as \( a_{2n}^{(\alpha)}(q) \) and those of \( \Theta_{2n+1}^{(\alpha)}(t; q) \) as \( a_{2n+1}^{(\alpha)}(q) \). They follow the order \( a_0 < a_2 < a_4 \ldots \) and \( a_1 < a_3 < a_5 \ldots \), respectively. Solutions (15) can be normalized in an analogous way as the Mathieu functions [Eqs. (7)].

3. Coefficient matrices and eigenvalue curves

Recurrence relations (14) may be written in matrix form in order to obtain the eigenvalue curves. Let \( M \) and \( N \) denote the coefficient matrices corresponding to the \( \pi \)- and \( 2\pi \)-periodic solutions of the fractional Mathieu equation, such that

\[
M \Theta_{2n}^{(\alpha)} = a_{2n}^{(\alpha)} \Theta_{2n}^{(\alpha)}, \quad \text{and} \quad N \Theta_{2n+1}^{(\alpha)} = a_{2n+1}^{(\alpha)} \Theta_{2n+1}^{(\alpha)},
\]

(16)

i.e., they are the matrix representation of the fractional operator \([-d^2/dt^2 + 2q \cos 2t - c \infty D^\alpha_0] \). By denoting \( C \equiv c \cos(\alpha \pi/2) \) and \( S \equiv c \sin(\alpha \pi/2) \) we get

\[
M = \begin{pmatrix}
0 & 0 & \sqrt{2}q & 0 & 0 & 0 & 0 & \ldots \\
0 & 4 - 2^\alpha C & 2^\alpha S & q & 0 & 0 & 0 & \ldots \\
\sqrt{2}q & -2^\alpha S & 4 - 2^\alpha C & 0 & q & 0 & 0 & \ldots \\
0 & q & 0 & 16 - 4^\alpha C & 4^\alpha S & q & 0 & \ldots \\
0 & 0 & q & -4^\alpha S & 16 - 4^\alpha C & 0 & q & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix},
\]

(17)

\[
N = \begin{pmatrix}
1 - q - C & S & q & 0 & 0 & 0 & \ldots \\
-S & 1 + q - C & 0 & q & 0 & 0 & \ldots \\
q & 0 & 9 - 3^\alpha C & 3^\alpha S & q & 0 & \ldots \\
0 & q & -3^\alpha S & 9 - 3^\alpha C & 0 & q & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]

(18)

The \( M \) matrix has the coefficients corresponding to \( A_0, B_2, A_2, B_3, A_4, \ldots \) on its columns, while the columns of the \( N \) matrix follow the order \( B_1, A_1, B_3, A_3, \ldots \). We can write one single
Figure 1. Eigenvalue curves of the standard Mathieu equation \((c = 0)\) calculated with Eq. (8) using \(r_{\text{max}} = 37\). Thick and thin lines denote curves for even \((ce(t); q)\) and odd \((se(t); q)\) Mathieu functions, respectively. The characteristic curves divide the plane into regions of stability (white) and instability (gray). The unstable regions are numbered sequentially for convenience.

The coefficient matrix \((19)\) depends on the values of \(c\), \(\alpha\), and \(q\). Fixing \(c\) and \(\alpha\), one can draw the curves \(a(q)\) by calculating the eigenvalues of \((19)\). The coefficients of the solutions \((15)\) are the entries of the corresponding eigenvectors. Numerically, the matrix has to be truncated up to a certain dimension (the solutions \((15)\) are truncated up to a given \(r_{\text{max}}\) and then one can obtain its eigenvalues for a given domain of \(q\).

To make suitable comparisons, in Fig. 1 we plot the known eigenvalue curves \(a(q)\) and \(b(q)\) for the non-fractional \((c = 0)\) standard Mathieu equation \([2]\). The coefficient matrix in Eq. \((19)\) becomes Hermitian, which results in it having an infinite set of real discrete eigenvalues and orthogonal eigenvectors. Thick and thin lines denote characteristic curves for even \((ce_m(t); q)\) and odd \((se_m(t); q)\) Mathieu functions, respectively. Even-order and odd-order curves are symmetrical and anti-symmetrical about the \(a\)-axis, respectively. Except for the trivial case \(q = 0\), the curves do not intersect and thus divide the \((q, a)\)-plane into regions where the solutions of the Mathieu equation Eq. \((1)\) are stable (white regions) or unstable (gray regions). We have numbered the unstable regions for ease of reference, as shown in Fig. 1. Note that the \(j\)-th unstable region touches the axis \(q = 0\) at values \(a = j^2\).

The appearance of the fractional derivative gives rise to off-diagonal terms of the form \(\pm r^\alpha S\) in the coefficient matrix Eq. \((19)\), making it non-Hermitian. Thus, for nonzero \(c\) and \(\alpha\) one cannot expect its eigenvalues to be all real nor its eigenvectors to be orthogonal. In Fig. 2 we
Figure 2. Eigenvalue curves of the fractional Mathieu equation \((c = 2, \alpha = 0.5)\) calculated with Eq. (8) using \(r_{\text{max}} = 37\). Cross points of the curves represent degenerate eigenvalues of the fractional Mathieu equation. Unstable regions are numbered sequentially starting from the lowest curve.

plotted the eigenvalue curves \(a(q)\) for the fractional Mathieu equation with \(c = 2\) and \(\alpha = 0.5\). Once again the curves divide the \((q,a)\)-plane into regions where the solutions of the fractional Mathieu equation are stable (white region) or unstable (gray region). The unstable regions are numbered sequentially following the same convention as in Fig. 1. In general for \(c > 0\) and \(\alpha \in (0, 1)\) we observe the following:

- Except for the lowest-order curve \(a_0(q)\), each eigenvalue curve of the fractional Mathieu equation becomes “detached” from the \(a\)-axis. The upper and lower boundaries of the unstable regions correspond to the original curves \(a(q)\) and \(b(q)\) of the standard Mathieu equation and are depicted using different line-widths in Fig. 2.
- The upper and lower eigenvalue curves of an unstable region connect smoothly, forming a single continuous boundary-curve. For \(q > 0\), the turning-point of the boundary-curve is

Figure 3. Eigenvalue curves of the fractional Mathieu equation \((c = 2, \alpha = 1.3)\) calculated with a truncated solution [Eq. (8)] using \(r_{\text{max}} = 37\). The curves, unlike the case \(\alpha \in (0, 1)\), no longer cross.
the minimum value of \( q \) for which the eigenvalue \( a \) is real. For each boundary-curve, the solutions above and below of the turning-points are labeled with different subindexes.

- Mathieu solutions corresponding to different points \((q, a)\) lying on the same boundary-curve have the same periodicity, namely, \( \pi \) and \( 2\pi \) for boundary-curves of even and odd unstable regions, respectively.
- For a given \( q \), there is only a finite number of real eigenvalues, which increases as \( q \) increases. Consequently, unlike the classical Mathieu equation, the fractional Mathieu equation has a finite number of real periodic solutions for a given value of \( q \).
- In the “detached” (stable) region, the eigenvalues become complex, and they appear in complex conjugate pairs (i.e. \( a_{2n+1}^{(\alpha)} = \overline{a_{2n+3}^{(\alpha)}} \) and \( a_{2n+2}^{(\alpha)} = \overline{a_{2n+4}^{(\alpha)}} \), \( n \) even).
- There exist real values \( q^* \) where the eigenvalue curves intersect, indicating the existence of degenerate eigenvalues or double points of the fractional Mathieu equation. In particular, the crossings occur for all pairs of curves \( \{a_{2n}^{(\alpha)}, a_{2n+1}^{(\alpha)}\} \) when \( q > 0 \), and for the curves \( \{a_{4n}^{(\alpha)}, a_{4n+2}^{(\alpha)}\} \) and \( \{a_{4n+1}^{(\alpha)}, a_{4n+3}^{(\alpha)}\} \) when \( q < 0 \). Incidentally, it is known that the classical Mathieu equation (1) exhibits double eigenvalues for complex values of \( q \). (See [16, 17] for the case of purely imaginary \( q \).)
- The adjacent curves become asymptotically parallel after the crossing, therefore they only cross once.

For \( \alpha \in [1, 2] \), the eigenvalue curves no longer cross and thus there are no degenerate eigenvalues, as shown in Fig. 3. As expected, when \( \alpha = 2 \), we recover the standard Mathieu equation scaled by a factor \( 1 + c \), and the curves become “reattached”, as shown in Fig. 1.

4. Behavior of the fractional Mathieu functions

The behavior of the solutions of the fractional Mathieu equation 2 is fairly complicated, particularly because we have to understand the dependence of the functions on the variable \( t \) and the parameters \( q \) and \( c \) and the fractional-order \( \alpha \). Let us consider first the effect of varying the order of the fractional derivative term. The behavior of the normalized fractional solution \( \Theta_3^{(\alpha)}(t, 2) \) with \( c = 1 \) and \( q = 2 \) as a function of \( t \) is depicted in Fig. 4 for the range \( \alpha \in [0, 2] \). Solid curves correspond to \( \alpha \in \{0, 0.5, 1, 1.5, 2\} \). When \( \alpha \) vanishes, the fractional Mathieu equation reduces to the standard Mathieu equation and \( \Theta_3^{(\alpha)}(t; q) \) becomes \( \Theta_3^{(\alpha)}(t; q) \). Similarly, when \( \alpha = 2 \), the fractional Mathieu equation reduces to a scaled version of the standard Mathieu equation and \( \Theta_3^{(\alpha)}(t, 2) \) now becomes \( \Theta_3^{(\alpha)}(t; q/1 + c) \). This way, the Mathieu functions \( \Theta_3^{(\alpha)}(2; q) \) and \( \Theta_3^{(\alpha)}(t; q/1 + c) \) have been smoothly connected by varying the order of the fractional term of the fractional Mathieu equation. Note that whereas the even and odd integer-order Mathieu functions are symmetrical and antisymmetrical about the origin, respectively, the fractional solutions (i.e. \( \alpha \neq 0, 2 \)) do not have a definite parity.

Unlike the Mathieu functions, two solutions of the fractional Mathieu equation belonging to the same family (Eqs. (15a) or (15b)) with different eigenvalues \( a \) are not orthogonal for a given \( q \). This can be observed by letting \( \Theta_m \) and \( \Theta_n \) (omitting the superscript \( a \)) be two solutions of the same family (\( \pi \)- or \( 2\pi \)-periodic) with equal \( q \) and different eigenvalues \( a_m \), \( a_n \). By writing \( D^{\alpha} \equiv -i\pi D_t^{\alpha} \) the solutions satisfy the equations

\[
\Theta_m'' + (a_m - 2q \cos 2t)\Theta_m + cD^{\alpha}\Theta_m = 0, \quad (20a)
\]

\[
\Theta_n'' + (a_n - 2q \cos 2t)\Theta_n + cD^{\alpha}\Theta_n = 0. \quad (20b)
\]

Multiplying the first equation by \( \Theta_n \) and the second equation by \( \Theta_m \) and subtracting both, we get

\[
\Theta_m'' \Theta_n - \Theta_n'' \Theta_m = (a_n - a_m)\Theta_m \Theta_n + c[\Theta_m D^{\alpha}\Theta_n - \Theta_n D^{\alpha}\Theta_m]. \quad (21)
\]
Integrating both sides between $t_1$ and $t_2$, we get, after integrating by parts the LHS

$$[\Theta'_m \Theta_n - \Theta'_n \Theta_m]_{t_1}^{t_2} = (a_n - a_m) \int_{t_1}^{t_2} \Theta_n dt + c \int_{t_1}^{t_2} [\Theta_n D^\alpha \Theta_n - \Theta_n D^\alpha \Theta_m] dt.$$  \hspace{1cm} (22)

Since the $\Theta$ solutions are $\pi$- or $2\pi$-periodic, we set $t_1 = 0$ and $t_2 = 2\pi$, so that the LHS vanishes, and we obtain

$$(a_n - a_m) \int_{0}^{2\pi} \Theta_n dt + c \int_{0}^{2\pi} [\Theta_n D^\alpha \Theta_n - \Theta_n D^\alpha \Theta_m] dt = 0.$$ \hspace{1cm} (23)

In the case $c = 0$ (or $\alpha = 0$), this shows that two functions of the same family with different eigenvalues are orthogonal. We can show by direct substitution that the second member of the LHS does not vanish. Take, for example, two solutions of the $2\pi$-periodic family, say

$$\Theta_m(t; q) = \sum_{r=1,3,\ldots}^\infty A_r^{(m)} \cos rt + B_r^{(m)} \sin rt,$$ \hspace{1cm} (24)

$$\Theta_n(t; q) = \sum_{r=1,3,\ldots}^\infty A_r^{(n)} \cos rt + B_r^{(n)} \sin rt.$$ \hspace{1cm} (25)

For this case, we have

$$\int_{0}^{2\pi} [\Theta_m D^\alpha \Theta_n - \Theta_n D^\alpha \Theta_m] dt = 2\pi \sin(\alpha\pi/2) \sum_{r=1,3,\ldots}^\infty r^\alpha [A_r^{(n)} B_r^{(m)} - A_r^{(m)} B_r^{(n)}],$$ \hspace{1cm} (26)

$$\neq 0,$$ \hspace{1cm} (27)

which means

$$\int_{0}^{2\pi} \Theta_m \Theta_n dt \neq 0.$$ \hspace{1cm} (28)

Therefore, in general $\Theta_m^{(\alpha)}(t; q)$ and $\Theta_n^{(\alpha)}(t; q)$ are not orthogonal.

5. Behavior of degenerate solutions of the fractional Mathieu equation

Since the fractional Mathieu equation has a periodic solution for each point $(q, a)$ lying on the eigenvalue curves in Fig. 2, the cross-points between adjacent curves define degenerate Mathieu
solutions with the same values of \( q \) and \( a \). Let us illustrate the behavior of the degenerate solutions. Figure 5(a) shows the first three eigenvalue curves \( a(q) \) for \( \alpha = 0.75 \) and \( c = 2 \). The crossing points locating the degenerate eigenvalues are marked with asterisks on the curves and their numerical values are given up to ten decimals of precision in Fig. 5(b). Explicitly we have

\[
a_0^{(\alpha)}(q^*_1) = a_1^{(\alpha)}(q^*_1), \quad a_2^{(\alpha)}(q^*_2) = a_3^{(\alpha)}(q^*_2), \quad a_4^{(\alpha)}(q^*_3) = a_5^{(\alpha)}(q^*_3). \tag{29}
\]

The solutions can be easily plotted once the eigenvectors of matrices (17) and (18) have been calculated.

The behavior of the second and third pairs of degenerate fractional Mathieu functions is depicted in Figs. 5(c) and 5(d). Consider, for instance, the pair \((q^*_2, a^*_2)\). The degenerate functions \( \Theta_2^{(0.75)}(t; q_2^*) \) and \( \Theta_3^{(0.75)}(t; q_2^*) \) satisfy the same differential equation, namely

\[
\left[ \frac{d^2}{dt^2} + a_2^2 - 2q_2^* \cos 2t + 2 - c D_0^{0.75} \right] \Theta^{(0.75)}(0.75; t; q_2^*) = 0. \tag{30}
\]

Note that the even-order functions (red-circle lines) are \( \pi \)-periodic whereas odd-order functions (blue-point lines) are \( 2\pi \)-periodic. In general, in any pair of degenerate solutions one of them has period \( \pi \) and the other \( 2\pi \). In particular, the \( \pi \)-periodic functions (red-circle lines) shown in Figs. 5(c) and 5(d) belong to the same boundary-curve of the second unstable region.
6. Conclusions

This work extends the analysis given in [12] concerning the solutions and the eigenvalue curves of the fractional Mathieu equation. The matrix form of the problem indicates that only two families of solutions exist, unlike the ordinary Mathieu equation. These solutions, valid for the steady state of the system to be studied, are not orthogonal and have no defined parity. We showed the appearance of degenerate eigenvalues for $c > 0, \alpha \in (0, 1)$ (seen as cross-points of the eigenvalue curves), which had not been observed in the previous treatment of the fractional Mathieu equation. This gives rise to new questions regarding the stability of the solutions in the overlapping regions on the $(q, a)$-plane.
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