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Abstract
We suggest a direct algorithm for searching the Lax pairs for nonlinear integrable equations. It is effective for both continuous and discrete models. The first operator of the Lax pair corresponding to a given nonlinear equation is found immediately, coinciding with the linearization of the considered nonlinear equation. The second one is obtained as an invariant manifold to the linearized equation. A surprisingly simple relation between the second operator of the Lax pair and the recursion operator is discussed: the recursion operator can immediately be found from the Lax pair. Examples considered in the article are convincing evidence that the found Lax pairs differ from the classical ones. The examples also show that the suggested objects are true Lax pairs which allow the construction of infinite series of conservation laws and hierarchies of higher symmetries. In the case of the hyperbolic type partial differential equation our algorithm is slightly modified; in order to construct the Lax pairs from the invariant manifolds we use the cutting off conditions for the corresponding infinite Laplace sequence. The efficiency of the method is illustrated by application to some equations given in the Svinolupov–Sokolov classification list for which the Lax pairs and the recursion operators have not been found earlier.
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1. Introduction

In the present article we suggest an algorithm for constructing the Lax pairs for nonlinear integrable models. Our scheme is based on the symmetry approach. Let us explain the algorithm with the evolutionary type partial differential equation (PDE) of the form
\[ u_t = f(x, t, u, u_1, u_2, \ldots, u_k), \quad u_j = \frac{\partial^j u}{\partial x^j}. \tag{1.1} \]

Recall that equation
\[ u_r = g(x, t, u, u_1, u_2, \ldots, u_m) \tag{1.2} \]
is called a symmetry for equation (1.1) if function \( g \) satisfies the following differential equation,
\[ \left( D_t - \frac{\partial f}{\partial u} - \frac{\partial f}{\partial u_1} D_t - \cdots - \frac{\partial f}{\partial u_k} D_t^k \right) g = 0, \tag{1.3} \]
where \( D_t \) and \( D_x \) are the operators of the total derivatives with respect to \( t \) and \( x \) correspondingly. Note that equation (1.3) is overdetermined and for any fixed value of \( m \) one can effectively find all of its solutions of the form \( g = g(x, t, u, u_1, u_2, \ldots, u_m) \) (see [1]).

An ordinary differential equation
\[ u_m = G(x, t, u, u_1, u_2, \ldots, u_{m-1}) \tag{1.4} \]
defines an invariant manifold for (1.1) if the following condition is satisfied,
\[ D_t G = D_x^m f \bigg|_{(1.1),(1.4)} = 0. \tag{1.5} \]

Here \( D_t G \) is evaluated by means of equation (1.1) and all the \( x \)-derivatives of the order greater than \( m - 1 \) are expressed due to equation (1.4) and its differential consequences. Equation (1.5) generates a PDE with unknown \( G \) admitting a large class of solutions. However it is a hard problem to find these solutions since the equation is not overdetermined. Some of the invariant manifolds to (1.1) can be found from the stationary part of the symmetry (1.2) by taking \( g(x, t, u, u_1, u_2, \ldots, u_m) = 0 \).

We now concentrate on the linearization of equation (1.1) around its arbitrary solution \( u = u(x, t) \),
\[ v_t - \frac{\partial f}{\partial u} v - \frac{\partial f}{\partial u_1} v_1 - \cdots - \frac{\partial f}{\partial u_k} v_k = 0. \tag{1.6} \]

Actually (1.6) defines a family of differential equations, depending on \( u \). The important fact that \( u \) ranges across the whole set of solutions to (1.1) is formalized in the following way. We assume that in addition to the natural independent dynamical variables \( v, v_1, v_2, \ldots \) the variables \( u, u_1, u_2, \ldots \) are also considered as independent ones.

Let us find the invariant manifold of the form
\[ v_m = \sum_{j=0}^{m-1} a(j) v_j, \quad v = v_0, \tag{1.7} \]
to equation (1.6). This means that the condition
\[ D_t \left( \sum_{j=0}^{m-1} a(j) v_j \right) - D_x^m \left( \sum_{j=0}^{k} \frac{\partial f}{\partial u} v_j \right) \bigg|_{(1.1),(1.6),(1.7)} = 0 \tag{1.8} \]
holds identically for all values of \( u, u_1, u_2, \ldots \). Here we assume that \( \forall j \) function \( a(j) \) depends on \( x, t \) and a finite number of the dynamical variables \( u, u_1, u_2, \ldots \). In (1.8) the variables \( u, u_1, u_2, \ldots \) are expressed by means of equation (1.1) and the variables \( v, v_1, \ldots, v_{n-1,2} \) are expressed due to (1.6). Equation (1.8) splits down into a system of \( m \) PDEs with the unknown functions \( a(0), a(1), \ldots, a(m-1) \), coefficients of the decomposition (1.7). Due to the presence of the additional dynamical variables \( u, u_1, u_2, \ldots \) the system is overdetermined and hence can effectively be investigated. Actually, equation (1.7) defines a bundle of manifolds depending on the infinite set of variables \( u, u_1, u_2, \ldots \). Suppose that such an invariant manifold is found. Then we can interpret a pair of equations (1.6) and (1.7) as the Lax pair to equation (1.1). In the examples the order \( k \) of equation (1.1) and the order \( m \) of equation (1.7) coincide.

As an illustrative example we consider the well known Korteweg–de Vries (KdV) equation

\[
u_t = u_3 + uu_1. 
\]

(1.9)

The linearized equation

\[
v_t = v_3 + uv_1 + u_1v \]

(1.10)

obtained by virtue of the rule (1.6) admits the third-order invariant manifold defined by the equation

\[
v_3 = \frac{u_2}{u_1}v_2 - \left( \frac{2}{3}u + \lambda \right) v_1 + \left( \left( \frac{2}{3}u + \lambda \right) \frac{u_2}{u_1} - u_1 \right) v.
\]

(1.11)

It is easily checked that equations (1.10) and (1.11) are consistent if and only if the function \( u = u(x, t) \) satisfies equation (1.9). Therefore these equations constitute the Lax pair to the KdV equation. It differs from the usual one found earlier in [2]. It is worth stressing that there is not any second-order invariant manifold of the form \( v_2 = a(u, u_1, u_2)v_1 + b(u, u_1, u_2)v \) for equation (1.10). But there is a first order one \( v_1 = \frac{u_2}{u_1}v \) which however does not contain \( \lambda \) and therefore does not generate any true Lax pair.

The recursion operator is an important attribute of the integrability theory. It gives a compact description for the hierarchies of both symmetries and conservation laws. Various methods for studying the recursion operators can be found in the literature (see, for instance [3–11] and the references therein).

We observe that the invariant manifold for the linearized equation is closely connected with the recursion operator for the original equation. Indeed examples in section 6 show that the equation defining the invariant manifold, which provides the second operator of the Lax pair, can be rewritten as a formal eigenvalue problem of the form

\[ Rv = \lambda v \]

for the recursion operator \( R \). For instance, equation (1.11) is easily rewritten as (see section 6)

\[
\left( D_t^2 + \frac{2}{3}u + \frac{1}{3}u_1D_t^{-1} \right)v = \lambda v,
\]

where the operator on the lth is nothing else but the recursion operator for the KdV hierarchy.

Therefore our scheme of constructing the Lax pairs provides an alternative tool for searching the recursion operator. On the other hand when the recursion operator is known the invariant manifold and hence the Lax pair can be found by simple manipulations (see section 6). At this point we have an intersection with the pioneering articles [1], where nonstandard Lax pairs are given for some of the KdV type equations in terms of the recursion
operators. However these Lax pairs differ from those found within our scheme since they are nonlocal and do not contain any spectral parameter.

There is a great variety of approaches for searching the Lax pairs from the Zakharov–Shabat dressing [12, 13] and prolongation structures by Wahlquist and Estabrook [14] to the three-dimensional (3D) consistency approach developed in [15–17]. We also mention approaches proposed in [1, 18, 19]. An advantage of our scheme is that it can be applied to any integrable model (at least in the 1 + 1-dimensional case), the first of the operators is easily found and the second is effectively computed. They allow finding the conservation laws, higher symmetries and invariant surfaces for the corresponding nonlinear equation. The found Lax pairs are more complicated since they are based on differential operators of orders greater than usual. This is their disadvantage. The question remains open whether the Lax pairs of this kind allow any new solution to be found for the well studied models.

In the case of hyperbolic type integrable equations the algorithm should be slightly modified. Let us explain it with the example of the sine-Gordon equation

\[ u_{xy} = \sin u. \] (1.12)

Let us find the simplest but nontrivial, i.e. depending on a parameter, invariant manifold for the linearized equation

\[ v_{xy} = (\cos u)v. \] (1.13)

It is the 3D surface in the space of the dynamical variables \( v, v_x, v_y, v_{xy}, \ldots \) defined by the following two linear equations, with the coefficients, depending on the field variable \( u(x, t) \) and its derivatives,

\[ v_{xy} = u_y(\cot u)v_x + \lambda \frac{u_x}{\sin u} v_x - \lambda v = 0, \] (1.14)

\[ v_{xx} = u_x(\cot u)v_x + \lambda^{-1} \frac{u_x}{\sin u} v_y - \lambda^{-1} v = 0. \] (1.15)

Here \( \lambda \) is a complex parameter. Note that equations (1.14) and (1.15) are not independent. One of them is immediately found from the other by differentiation by means of equations (1.12) and (1.13). Equations (1.13)–(1.15) can be rewritten (see the end of section 3) as a pair of systems of ordinary differential equations providing the Lax pair realized in \( 3 \times 3 \) matrices. The method for deriving the Lax pair from the triple (1.13)–(1.15) is based on constructing the infinite Laplace cascade for the linearized equation (1.13) and obtaining the finite reduction of the cascade.

Let us give a brief comment on the structure of the article. In sections 2 and 3 we discuss the well-known Laplace cascade for linear and nonlinear hyperbolic type equations. In section 3 the problem of finding finite reductions of the infinite Laplace sequence is studied. The Lax pair to the sine-Gordon equation is derived from the Laplace cascade. In section 4 the definition of the invariant manifold for hyperbolic type equations is recalled. The Lax pair is constructed via invariant manifolds for hyperbolic equation (4.12) found in [20]. In section 5 the Lax pairs are constructed by evaluating invariant manifolds for the evolutionary type integrable equations. Beside the explanatory examples here we consider two equations (5.19) and (5.20) found in [21] as equations possessing infinite hierarchies of conserved quantities. To the best of our knowledge the Lax pairs for equations (4.12), (5.19) and (5.20) have never been found before. In section 6 we illustrate applications of the newly found Lax pairs. The Lax pair obtained in the previous sections is used to construct conservation laws for a Volterra type chain. We also show that the second operators of our Lax pairs are closely connected with the recursion operators for the associated nonlinear
equations. In the appendix we give all of the computational details used when we evaluated the invariant manifold for the linearization of the sine-Gordon equation.

2. Laplace cascade for the linear hyperbolic type equations

Let us recall the main steps of the Laplace cascade method (see [22, 23]). Consider a linear second order hyperbolic type PDE of the form

\[ v_{xy} + a(x, y)v_x + b(x, y)v_y + c(x, y)v = 0. \]  

(2.1)

It can easily be checked that functions

\[ h_{[0]} = a_x + ab - c, \quad k_{[0]} = b_y + ab - c \]

(2.2)
do not change under the linear transformation \( v \to \lambda(x, y)v \) with arbitrary smooth factors \( \lambda(x, y) \) applied to equation (2.1). They are called the Laplace invariants for (2.1).

We rewrite equation (2.1) as a system of two equations

\[ \left( \frac{\partial}{\partial y} + a \right)v = v_{[1]}, \quad \left( \frac{\partial}{\partial x} + b \right)v_{[1]} = h_{[0]}v. \]  

(2.3)

When the invariant \( h_{[0]} \) does not vanish then one can exclude \( v \) from (2.3) and obtain a linear PDE for \( v_{[1]} \)

\[ v_{[1]xy} + a_{[1]}v_{[1]x} + b_{[1]}v_{[1]y} + c_{[1]}v_{[1]} = 0, \]  

(2.4)

where the coefficients are evaluated as follows,

\[ a_{[1]} = a - \frac{\partial}{\partial y} \log(h_{[0]}), \quad b_{[1]} = b, \quad c_{[1]} = a_{[1]}b_{[1]} + b_{[1]y} - h_{[0]}. \]  

(2.5)

Thus we define a transformation of equation (2.1) into equation (2.4). This transformation is called the Laplace \( y \)-transformation. Iterations of the transformation generate a sequence of equations

\[ v_{[i]xy} + a_{[i]}v_{[i]x} + b_{[i]}v_{[i]y} + c_{[i]}v_{[i]} = 0 \]  

(2.6)

for \( i \geq 1 \) where the coefficients are given by

\[ a_{[i]} = a_{[i-1]} - \frac{\partial}{\partial y} \log(h_{[i-1]}), \quad b_{[i]} = b_{[i-1]}, \quad c_{[i]} = a_{[i]}b_{[i]} + b_{[i]y} - h_{[i-1]}. \]  

(2.7)

Here we assume that \( a_{[0]} = a, \quad b_{[0]} = b, \quad c_{[0]} = c \). Eigenfunctions \( v_{[i]} \) are related by the equations

\[ \left( \frac{\partial}{\partial y} + a_{[i]} \right)v_{[i]} = v_{[i+1]}, \quad \left( \frac{\partial}{\partial x} + b_{[i]} \right)v_{[i+1]} = h_{[i]}v_{[i]}. \]  

(2.8)

Due to the relation \( c_{[i]} = \frac{\partial}{\partial x}a_{[i]} + a_{[0]}b_{[i]} - h_{[i]} \) system (2.7) is rewritten as

\[ a_{[i]} = a_{[i-1]} - \frac{\partial}{\partial y} \log(h_{[i-1]}), \quad h_{[i]} = h_{[i-1]} + a_{[i]y} - b_{[i]y}, \quad b_{[i]} = b. \]  

(2.9)

The reasonings above define the functions \( a_{[i]}, b_{[i]}, h_{[i]} \) only for \( i \geq 1 \). However they can be prolonged for \( i \leq 0 \) by virtue of the same formulas rewritten as follows,
Summarizing the computations above we obtain a dynamical system of the form
\[
\frac{\partial}{\partial y} \log(h_{[i]}) = a_{[i]} - a_{[i+1]}, \quad a_{[i]x} = h_{[i]} - h_{[i-1]} + b_{\gamma}, \quad b_{[i]} = b,
\]
which is reduced to the well-known Toda lattice
\[
\frac{\partial}{\partial y} \log(h_{[i]}) = p_{[i]} - p_{[i+1]}, \quad p_{[i]x} = h_{[i]} - h_{[i-1]},
\]
where \( p_{[i]} = a_{[i]} - \bar{b} \) and \( \bar{b} = b_{\gamma} \).

We define two linear operators
\[
L_i = D_y + a_{[i]} - D_{[i]}, \quad M_i = D_x + b_{[i-1]} - h_{[i-1]}D_i^{-1},
\]
where \( D_x, D_y \) are the operators of differentiation with respect to \( x, y \) correspondingly and \( D_i \) is the shift operator acting as follows: \( D_ia_{[i]} = a_{[i+1]}, D_ih_{[i]} = h_{[i+1]} \), etc. We summarize all the reasonings above as a statement.

**Proposition 1.** The operators \( L_i, M_i \) commute for all \( i \) iff their coefficients satisfy the system (2.9).

**Corollary.** Equations (2.8) constitute the Lax pair for the system (2.11).

The Laplace \( x \)-transformation can be interpreted in a similar way.

### 3. Laplace cascade for the nonlinear hyperbolic type equations. Formal Lax pairs

Let us explain how the Laplace cascade is adapted to the nonlinear case [23] (see also [24]). Consider a second order nonlinear hyperbolic type PDE
\[
u_{xy} = F(x, y, u, u_x, u_y).
\]
Its linearization around a solution \( u(x, y) \) derived by substituting \( u = u(x, y, \varepsilon) = u(x, y, 0) + \varepsilon v(x, y) + \cdots \) with \( v(x, y) = \frac{\partial u(x, y, \varepsilon)}{\partial \varepsilon} \big|_{\varepsilon=0} \) into (3.1) is an equation of the form
\[
v_{xy} + av_x + bv_y + cv = 0,
\]
where the coefficients \( a = -\partial F/\partial u_x, b = -\partial F/\partial u_y, c = -\partial F/\partial u \) depend explicitly on the independent variables \( x, y \) and the dynamical variables \( u, u_x, u_y \). Let us assign the Laplace sequence (2.8)–(2.11) to the linearized equation (3.2). However now instead of the operators \( \partial/\partial x, \partial/\partial y \) in (2.8)–(2.11) we use the operators \( D_x, D_y \) of the total differentiation with respect to \( x \) and \( y \). Denote through \( u_i, \bar{u}_i, i = 0, 1, \ldots \) the \( i \)th order derivatives of the variable \( u \) with respect to \( x \) and \( y \) correspondingly,
\[
D^i_xu = u_i, \quad D^i_yu = \bar{u}_i.
\]
Evidently we have explicit expressions for the operators \( D_x, D_y \) acting on the class of smooth functions of \( x, y \) and a finite number of the dynamical variables \( u_i, \bar{u}_i \), i.e.
The Laplace invariants corresponding to equation (3.2) are evaluated as

\[ h_{[0]} = D_x(a) + ab - c, \quad k_{[0]} = D_y(b) + ab - c. \]  

The linear system (2.8) in this case converts into

\[ (D_x + a_{[i]})(v_{[i]} - v_{[i+1]}) = (D_y + b_{[i]})(v_{[i]}). \]  

The coefficients \( a_{[i]}, b_{[i]}, h_{[i]} \) are evaluated via the equations

\[ D_x(\log(h_{[i]})) = a_{[i]} - a_{[i+1]}, \quad D_y(a_{[i]}) = h_{[i]} - h_{[i-1]} + D_y(b), \]
\[ b_{[i]} = b, \quad a_{[0]} = a. \]

All of the mixed derivatives \( u_{xy}, u_{x,y}, \ldots \) are replaced by means of equation (3.1) and its differential consequences.

Infinite-dimensional system (3.7) defines a sequence of linear operators

\[ L_i = D_y + a_{[i]} - D_x, \quad M_i = D_x + b_{[i-1]} - h_{[i-1]}D_{[i]}^{-1}, \]  

satisfying the commutativity conditions

\[ \forall i \quad [L_i, M_i] = 0. \]  

Thus one can define a pair of commuting operators \( L_i, M_i \) depending on an integer parameter \( i \) for an arbitrarily chosen equation (3.1). Roughly speaking the sequence of commuting operators (3.9) and (3.10) recovers equation (3.1). Hence system (3.7) defines a (formal) Lax pair for the arbitrary (generally non-integrable) equation (3.1). It is not very surprising since for the non-integrable case system (3.7) is of infinite dimension. However as it is confirmed below by several examples for the integrable case the system is either finite (Liouville type equations) or admits a finite-dimensional reduction (sine-Gordon type equations).

Example 1. As an illustrative example of the non-integrable equation with infinite-dimensional Lax pair consider the equation

\[ u_{xy} = u^2. \]  

For its linearization

\[ v_{xy} = 2uv \]  

we have \( a_{[0]} = h_{[0]} = 0, h_{[1]} = -2u, a_{[1]} = -\frac{a}{2}, \) \( h_{[1]} = u + \frac{a}{2}u. \) One can find all of the coefficients \( a_{[i]}, h_{[i]} \) due to equation (3.8) as functions of the dynamical variables and therefore completely define the system (3.7). We now go back and suppose that the system evaluated above is consistent and show that its consistency uniquely defines equation (3.11). Indeed the consistency of (3.7) implies \( D_x(a_{[1]}) = h_{[1]} - h_{[0]} \) equivalent to

\[ \left( \frac{-a_{[1]}}{u} \right)_x = \frac{a_{[1]}}{u} - u \]  

which gives (3.11).

Example 2. As an example with the finite system (3.7) we take the Liouville equation

\[ u_{xy} = e^u \]  
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for which \( h_0 = h_{-1} = e^u \) and \( h_1 = h_{-2} = 0 \). For \( i > 1 \) and \( i < -2 \) the Laplace invariants \( h_i \) are not defined. The coefficient \( a_{ii} \) is defined only for the following three values of \( i \): \( a_{11} = -u_y \), \( a_{00} = 0 \), \( a_{-1-1} = u_y \). Evidently \( h_{00} = 0 \). System (3.7) for equation (3.13) contains only seven equations

\[
(D_y - u_y)v_{[1]} = v_{[2]}, \quad D_yv_{[2]} = h_{[1]}v_{[1]},
\]

\[
D_yv_{[0]} = v_{[1]}, \quad D_yv_{[1]} = h_{[0]}v_{[0]},
\]

\[
(D_y + u_y)v_{[-1]} = v_{[0]}, \quad D_yv_{[0]} = h_{[-1]}v_{[-1]},
\]

\[
D_yv_{[-1]} = h_{[-2]}v_{[-2]}.
\]

There is a freedom in choosing \( v_{[2]}, v_{[-2]} \). If we make them equal to zero, then the obtained system gives the Lax pair for (3.13)

\[
\Psi_t = A\Psi, \quad \Psi_y = B\Psi,
\]

where \( \Psi = (v_{[1]}, v_{[0]}, v_{[-1]})^T \) and

\[
A = \begin{pmatrix}
0 & e^u & 0 \\
0 & 0 & e^u \\
0 & 0 & 0
\end{pmatrix}, \quad B = \begin{pmatrix}
u_y & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & -u_y
\end{pmatrix}.
\]

Note that there are some degenerate cases where the commutativity condition of the operators (3.9) does not exactly define the initial equation (3.1) but some other equation connected with (3.1) by a Miura type transformation. We illustrate it with the following example.

**Example 3.** Consider the equation

\[
u_{xy} = e^{u+u}.
\]

(3.14)

The coefficients of its linearization

\[
v_{xy} = e^r(v + v_y)
\]

depend on \( r = u + u_y \). Thus the commutativity condition of the operators (3.9) assigned to (3.14) implies the equation \( r_{xy} = e^r + r_{xx} \), connected with (3.14) by a very simple Miura type transformation \( u_x + u = r \).

**3.1. A more symmetrical form of the Laplace sequence**

Let us change the dependent variables in the system (3.7) to make formulas more symmetrical. We introduce new dependent variables \( w_{[i]}, i \in (-\infty, \infty) \) in such a way that \( w_{[i]} = v_{[i]} \) for \( i \geq 0 \) and \( w_{[i]} = h_{[-i-1]}h_{[-i+2]}...h_{[-1]}v_{[i]} \) for \( i \leq -1 \).

Then the set of equations (3.7) and (3.8) is changed to the form below, where \( i \geq 0 \),

\[
(D_x + a_{[i]})w_{[i]} = w_{[i+1]}, \quad (D_x + b_{[0]})w_{[i+1]} = h_{[i]}w_{[i]},
\]

\[
D_x(\log(h_{[i]})) = (a_{[i]} - a_{[i+1]}), \quad D_x(a_{[i]}) = h_{[i]} - h_{[i-1]} + D_x(b_{[0]}),
\]

\[
(D_x + \hat{b}_{[-i-1]}^i)w_{[-i]} = w_{[-i+1]}, \quad (D_x + a_{[0]})w_{[-i-1]} = h_{[-i-1]}w_{[-i]},
\]

\[
\hat{b}_{[-i-1]} = \hat{b}_{[-i]} - D_x(\log(h_{[-i-1]})), \quad \hat{b}_{[0]} = b_{[0]}.
\]

(3.16)
3.2. Sine-Gordon equation

More than two decades ago an important property of the Laplace invariants of the Liouville type integrable equations was observed [24, 25]. It was proved that the hyperbolic equation (3.1) is an integrable equation of the Liouville type if and only if the set of its Laplace invariants is terminated on both sides. It is also worth mentioning recent results obtained in [26]. The problem of describing the properties of the Laplace invariants characterizing the sine-Gordon type integrable PDE is discussed in [27]. Our investigation reveals that a connection between the sine-Gordon type equations and the Laplace cascade is clearly formulated in terms of the cascade eigenfunctions. Let us explain our observation with an example.

We consider the sine-Gordon equation

\[ u_{xy} = \sin u. \]  

(3.17)

It can be shown that the Laplace invariants \( h_{(i)} \) for the linearized equation

\[ v_{xy} = (\cos u)v \]  

(3.18)

do not vanish identically for any integer \( i \). Thus system (3.7) provides an infinite-dimensional Lax pair for (3.17). Below we show that for this case (3.7) admits a finite-dimensional reduction, bringing (3.7) to the symmetric form (3.16).

**Proposition 2.** The system (3.16) corresponding to the sine-Gordon equation (3.17) with \( w_{[0]} = v, \ a_{[0]} = 0, \ b_{[0]} = 0, \ c_{[0]} = -\cos u \) is consistent with the following cutting off boundary conditions

\[
\begin{align*}
\hat{w}_{[1]} & = \alpha (-1)w_{[-1]} + \alpha (0)w_{[0]} + \alpha (1)w_{[1]}, \\
\hat{w}_{[-1]} & = \beta (-1)w_{[-1]} + \beta (0)w_{[0]} + \beta (1)w_{[1]},
\end{align*}
\]

(3.19)

where

\[
\begin{align*}
\alpha (-1) & = -\lambda \frac{u_y}{\sin u}, & \alpha (0) & = \lambda, & \alpha (1) & = \frac{u_y}{\cos u \sin u}, \\
\beta (-1) & = \frac{u_x}{\cos u \sin u}, & \beta (0) & = \lambda^{-1}, & \beta (1) & = -\lambda^{-1} \frac{u_x}{\sin u},
\end{align*}
\]

(3.20)

\( \lambda \) is a complex parameter.

Sketch of proof. We look for the functions (3.20) providing consistency of the following overdetermined system of equations obtained from (3.16) by imposing (3.19)

\[
\begin{align*}
w_{[1]} & = (\alpha (1) - a_{[1]})w_{[1]} + \alpha (0)w_{[0]} + \alpha (-1)w_{[-1]}, \\
w_{[0]} & = w_{[1]}, \\
w_{[-1]} & = h_{[-1]}w_{[0]},
\end{align*}
\]

(3.21)

and

\[
\begin{align*}
w_{[1]} & = h_{[0]}w_{[0]}, \\
w_{[0]} & = w_{[-1]}, \\
w_{[-1]} & = \beta (1)w_{[1]} + \beta (0)w_{[0]} + \left( \beta (-1) - \hat{b}_{[-1]} \right)w_{[-1]},
\end{align*}
\]

(3.22)

The compatibility conditions \( (w_{[1]}), (w_{[0]}), (w_{[-1]}) \) generate a system of nonlinear equations for the functions \( \alpha (j), \beta (j) \).
Here all the given coefficients $a_{[1]}$, $\hat{b}_{[-1]}$, $h_{[-2]}$, $h_{[-1]}$, $h_{[0]}$, $h_{[1]}$ are linear functions of the derivatives $u_x, u_y$

\begin{align*}
  h_{[0]} &= h_{[-1]} = \cos u, \\
  h_{[1]} &= h_{[-2]} = \frac{1}{\cos u} + \frac{u_x u_y}{\cos^2 u}, \\
  a_{[1]} &= u_x \tan u, \\
  \hat{b}_{[-1]} &= u_x \tan u,
\end{align*}

therefore we can assume that $\alpha(j), \beta(j)$ also linearly depend on the first derivatives of $u$

\begin{align*}
  \alpha(j) &= \alpha(j, u, u_x, u_y) = p(j, u)u_x + q(j, u), \\
  \beta(j) &= \beta(j, u, u_x) = r(j, u)u_x + s(j, u), \quad j = 1, 0, -1. \tag{3.25}
\end{align*}

We substitute expressions (3.24) and (3.25) into equation (3.23) and then compare the coefficients before the independent combinations of the dynamical variables $u_x, u_y$. As a result one obtains 24 equations for 12 functions $p(j, u), q(j, u), r(j, u), s(j, u), j = 1, 0, -1$, depending on $u$ only. We write down explicitly only a part of the equations since the others are obtained from these by applying the replacement $p(j) \leftrightarrow r(-j), q(j) \leftrightarrow s(-j)$

\begin{align*}
  \frac{dr(-1)}{du} + r(1)p(-1) &= \frac{1}{\cos^2 u}, \\
  \frac{ds(-1)}{du} + s(1)p(-1) &= 0, \\
  r(1)q(-1) &= 0, \\
  r(-1)\sin u + s(1)q(-1) &= \frac{1}{\cos u}, \\
  \frac{dr(0)}{du} + r(1)p(0) &= 0, \\
  \frac{ds(0)}{du} + s(1)p(0) &= 0, \\
  r(-1)\cos u + r(1)q(0) &= 0, \\
  r(0)\sin u + s(-1)\cos u + s(1)q(0) &= 0, \\
  \frac{dr(1)}{du} - r(1)\tan u + r(1)p(1) &= 0, \\
  \frac{ds(1)}{du} - s(1)\tan u + s(1)p(1) &= 0, \\
  r(0) + r(1)q(1) &= 0, \\
  r(1)\sin u + s(0) + s(1)q(1) &= 0. \tag{3.26}
\end{align*}

By solving the overdetermined system of equations (3.26) we find explicit expressions (3.20) for the coefficients of the constraint (3.19). Now the systems (3.21) and (3.22) can be rewritten as

\begin{align*}
  \Psi_t = A\Psi, & \quad \Psi_j = B\Psi, \tag{3.27}
\end{align*}

where $\Psi = (w_{[1]}, w_{[0]}, w_{[-1]})^T$ and

\begin{align*}
  A &= \begin{pmatrix} 0 & \cos u & 0 \\ 0 & 0 & 1 \\ -u_x & \frac{1}{\lambda} & u_x \cot u \end{pmatrix}, &
  B &= \begin{pmatrix} u_x \cot u & \lambda & -\lambda u_x \\ 1 & 0 & 0 \\ 0 & \cos u & 0 \end{pmatrix}. \tag{3.28}
\end{align*}

It is easily checked that (3.27) and (3.28) define the Lax pair for the sine-Gordon equation (3.17). We failed to reduce it to the well-known usual one found in [28].
4. Invariant manifolds of the hyperbolic type PDE

Let us recall the definition of the invariant manifold of the hyperbolic type equation (3.1). Consider an equation of the form

\[ G(x, y, u_k, u_{k-1}, \ldots, \bar{u}_1, \bar{u}_2, \ldots \bar{u}_m) = 0. \]  

(4.1)

Note that \( G \) depends on \( x, y \) and a set of dynamical variables \( u, u_1, \ldots, u_j = \frac{\partial u}{\partial y}, \ldots \)

We take the differential consequences of (4.1)

\[ G_1(x, y, u_{k+1}, \ldots, \bar{u}_1, \bar{u}_2, \ldots \bar{u}_m) = 0, \]  

(4.2)

\[ G_2(x, y, u_k, \ldots, u_j, \bar{u}_2, \ldots \bar{u}_{m+1}) = 0, \]  

(4.3)

where \( G_1, G_2 \) are evaluated by applying the operators \( D_x, D_y \): \( G_1 = D_x G, G_2 = D_y G \) and subsequent replacement of the mixed derivatives by means of equation (3.1) and its differential consequences. Equation (4.1) defines an invariant manifold for (3.1) if the following equation is satisfied

\[ D_x D_y G \mid_{(3.1)} = 0. \]  

(4.4)

Example 4. We show that equation

\[ u_{xx} + \frac{1}{2} u_x^2 \tan u = 0 \]  

(4.5)

defines an invariant manifold for the sine-Gordon equation (3.17). Here \( G = u_{xx} + \frac{1}{2} u_x^2 \tan u, G_1 = D_x G = u_{xxx} + \frac{1}{2} u_x^3 \) and \( G_2 = D_y G = \frac{u_x}{\cos u} + \frac{u_x^2 u_y}{2(\cos u)^2} \). It is easily verified that

\[ D_x D_y G = D_x \left( \frac{u_x}{\cos u} + \frac{u_x^2 u_y}{2(\cos u)^2} \right) = 0 \quad \text{mod} \ (4.5), \ G = 0, \ G_1 = 0, \ G_2 = 0). \]

Therefore equation (4.4) holds and thus (4.5) defines an invariant manifold for (3.17).

4.1. From the Laplace cascade to invariant manifolds

Here we show that the reduced system (3.16) and (3.19) is closely connected with the invariant manifolds of the linearized equation (3.18). Indeed, equations (3.16) imply that \( w_{[2]} = (D_x + a_{[1]})(D_x + a_{[0]})w_{[0]}, w_{[1]} = (D_x + a_{[0]})w_{[0]}, w_{[-1]} = (D_x + b_{[0]})w_{[0]}, w_{[-2]} = (D_x + b_{[-1]})(D_x + b_{[0]})w_{[0]} \). Therefore since \( a_{[0]} = b_{[0]} = 0 \), the boundary conditions (3.19) turn into the equations

\[ (D_x + a_{[1]})D_x w_{[0]} = \alpha (-1)D_x w_{[0]} + \alpha (0)w_{[0]} + \alpha (1)D_x w_{[0]}; \]  

\[ (D_x + b_{[-1]})D_x w_{[0]} = \beta (-1)D_x w_{[0]} + \beta (0)w_{[0]} + \beta (1)D_x w_{[0]}. \]

We simplify the equations obtained by using explicit expressions (3.20) and (3.24) and find equations

\[ L_x w_{[0]} = \left( D_x^2 - u_x \cot u D_x + \lambda \frac{u_y}{\sin u} D_x - \lambda \right)w_{[0]} \mid_{3.17} = 0, \]  

(4.6)
\[ \mathcal{L}_{\mathcal{A}} w_0 = \left( D_x^2 - u_x \cot u \frac{u_x}{\sin u} - \lambda^{-1} \frac{u_x}{\sin u} - \lambda^{-1} \right) w_{0|x} + (3.17), w_{0|xy} = (\cos u) w_{0|y} = 0, \]  
\[ (4.7) \]

which define the invariant manifold for (3.18) discussed in the introduction (see (1.14) and (1.15) above).

This observation leads to an alternative algorithm to look for the Lax pair. Instead of the cutting off boundary conditions to the lattice (3.16) one searches an invariant manifold for the linearized equation (3.18).

By construction we have
\[ M w_0 = (D_x D_y - \cos u) w_{0|x}. \]  
\[ (4.8) \]

Commutators of the operators \( L_x, L_y, M \) satisfy the relations
\[ [L_x, L_y] = 2A_y \left( \lambda^{-1} L_y - \lambda L_x \right), \]
\[ [M, L_x] = B_x L_y - B_y L_x + \left( A_{xx} - \lambda^{-1} A_{xy} \right) M, \]
\[ [M, L_y] = B_y L_x - B_x L_y + \left( A_{yy} - \lambda A_{xy} \right) M, \]  
\[ (4.9) \]

where \( A = \log \cot \frac{u}{2}, \ B = \log \sin u, \ A_x = D_x(A), \ A_y = D_y(A), \ A_{xx} = D_x^2(A) \) and so on. Consequently any element of the Lie ring generated by the operators \( L_x, L_y, M \) is represented as a linear combination of the same three operators.

Linear equations (4.6) and (4.7) define a manifold parametrized by \( w_0, w_{0|x}, w_{0|y} \) and the dynamical variables \( u, u_x, u_y, \ldots \). By applying \( D_x \) to equations (4.6) and (4.7) and then simplifying due to equations (3.17) and (3.18) one gets another parametrization of the manifold
\[ w_{0|x|x} = \frac{u_{xx}}{u_x} w_{0|xx} + \left( \lambda^{-1} - \frac{u_x^2}{u_x} \right) w_{0|y} - \lambda^{-1} \frac{u_{xx}}{u_x} w_{0|y}, \]  
\[ (4.10) \]
\[ w_{0|y} = -\lambda \frac{\sin u}{u_x} w_{0|xx} + \lambda (\cos u) w_{0|y} + \frac{\sin u}{u_x} w_{0|y}, \]  
\[ (4.11) \]

where the parameters \( w_0, w_{0|x}, w_{0|xx} \) are taken as independent ones. It is shown below that this parametrization is closely connected with the Lax pair for the potential KdV equation being a symmetry of the sine-Gordon equation.

4.2. Evaluation of the invariant manifolds and the Lax pair for the equation
\[ u_{xy} = f(u) \sqrt{1 + u_x^2}, \quad f' = \gamma f \]

In this section we construct a Lax pair to the equation
\[ u_{xy} = f(u) \sqrt{1 + u_x^2}, \quad f'' = \gamma f \]  
\[ (4.12) \]

found in [20]. It is known that the \( S \)-integrable equation of the form (4.12) by an appropriate point transformation can be reduced either to the case \( f(u) = u \) or \( f(u) = \sin u \) (see [20]). By analogy with the sine-Gordon equation considered in the previous section we look for the invariant manifold of the form
\[ v_{yy} + av_y + bv_x + cv = 0 \]  
\[ (4.13) \]
for the linearized equation

\[ v_{xy} = f'(u) \sqrt{1 + u_x^2} v + \frac{f(u) u_x}{\sqrt{1 + u_x^2}} v_x. \]  

(4.14)

We apply the operator \( D_y \) to (4.13) and rewrite the result as

\[
v_{xy} = -\frac{1}{b} \left( 2vu_x f(u)f'(u) + v_x f^2(u) + D_y(b) v_x + cv_y + D_x(c)v + D_x(a)v_y \right)
- \frac{u_x u_x v_x + (v_y + av) \left( 1 + u_x^2 \right) f'(u) + \left( pu_x v \left( 1 + u_x^2 \right) + au_x v_x \right) f(u)}{b \sqrt{1 + u_x^2}}.
\]

(4.15)

Now we apply \( D_y \) to (4.15), simplify the result due to the equations above and get an equation of the form

\[ v_{xy} + \tilde{a} v_y + \tilde{b} v_x + \tilde{c} v = 0, \]

with the coefficients \( \tilde{a} \), \( \tilde{b} \), \( \tilde{c} \) depending on a finite number of dynamical variables. According to the definition of the invariant manifold equations (4.13) and (4.16) should coincide. This fact implies a system of three equations on the sought functions \( a, b, c \), namely

\[
\begin{align*}
2f(u) u_x b f'(u) + D_x(c) b - D_x(b) D_x(a) + D_x(D_x(a)b - abD_x(a)) \sqrt{1 + u_x^2} \\
+ \left( 2pu_x b u_x^2 - D_x(a) u_x b + 2pu_x b \right) f(u) - \left( u_x^2 + 1 \right) D_y(b) f'(u) = 0,
\end{align*}
\]

(4.17)

\[
\begin{align*}
\left( -D_y(b) u_x^2 + ab - D_x(b) \right) f(u) + u_x b \left( 3 + 2u_x^2 \right) f'(u) f(u) \sqrt{1 + u_x^2} \\
- b^2D_x(a) - D_x(c) b - D_x(D_x(b) + D_x(b)c + D_x(b)D_x(b)) \left( 1 + u_x^2 \right)^{3/2} \\
+ \left( u_x b^2 + \left( pu_x^2 u_x b + D_x(a) u_x b - D_x(b)au_x \right) \left( 1 + u_x^2 \right) \right) f(u) \\
+ u_x \left( 1 + u_x^2 \right) \left( b^2 u_x + u_y b + au_x b - D_x(b) u_x \right) f'(u) = 0,
\end{align*}
\]

(4.18)

\[
\begin{align*}
2pf(u) u_x u_x b + u_x \left( -ab - 2D_x(b) \right) f'(u) f(u) + 3f'(u) u_x^2 u_x b \\
- D_x(b) D_x(c) - cbD_x(a) + D_x(D_x(c)b) \sqrt{1 + u_x^2} + b \left( u_x^2 + 3 \right) f'(u) f(u) \\
+ \left( -D_y(b) a + D_x(a) b + D_x(b) b + pu_x^2 b \right) \left( 1 + u_x^2 \right) + u_x u_x b^2 \right) f'(u) \\
+ \left( pu_x b + au_x b + u_x b^2 - D_x(b) u_x \right) \left( 1 + u_x^2 \right) - D_x(c) u_x b f'(u) = 0.
\end{align*}
\]

(4.19)

Assuming that the sought functions depend only on \( u, u_x, u_y \), i.e. \( a = a(u, u_x, u_y) \), \( b = b(u, u_x, u_y) \) and \( c = c(u, u_x, u_y) \), we substitute these functions into (4.17)–(4.19) and eliminate mixed derivatives of \( u \) using (4.12) from the resulting equations. Thus we obtain three equations of the form

\[ \alpha_i(u, u_x, u_y) u_x u_y + \beta_i(u, u_x, u_y) u_{xx} + \gamma_i(u, u_x, u_y) u_{yy} + \delta_i(u, u_x, u_y) = 0, \]

(4.20)
\( i = 1, 2, 3 \). These relations are satisfied only if the conditions

\[
\alpha_i(u, u_x, u_y) = 0, \quad \beta_i(u, u_x, u_y) = 0, \quad \gamma_i(u, u_x, u_y) = 0, \quad \delta_i(u, u_x, u_y) = 0
\]

(4.20)

hold identically for all values \( u, u_x \) and \( u_y, i = 1, 2, 3 \). Here

\[
\alpha_1 = \left( ba_{u,u_x} - a_u b_u \right) \sqrt{1 + u_x^2},
\]

\[
\alpha_2 = \left( bb_{u,u_x} - b_u b_{u_x} \right) \left( 1 + u_x^2 \right)^{3/2},
\]

\[
\alpha_3 = \left( bc_{u,u_x} - c_u b_{u_x} \right) \sqrt{1 + u_x^2},
\]

\[
\beta_1 = \left( bc_{u,u_x} + bu_x a_{u_{xx}} - b_{u_x} a_{u_x} - ab a_{u_{xx}} \right) \sqrt{1 + u_x^2} + f(u) \left( 1 + u_x^2 \right) \left( ba_{u,u_x} - b_u a_{u_x} \right),
\]

\[
\beta_2 = - \left( 1 + u_x^2 \right) \left( b_{u_x} b_u a_{u_{xx}} - bu_x b_{u_{xx}} + b^2 a_{u_{xx}} \right) \sqrt{1 + u_x^2} + f(u) \left( 1 + u_x^2 \right) \left( ba_{u,u_x} - b_u a_{u_x} \right) \left( 1 + u_x^2 \right) + b^2,
\]

\[
\beta_3 = \left( bu_x c_{u_{xx}} - cb_{u_x} - b_{u_x} a_{u_x} \right) \sqrt{1 + u_x^2} + \left( 1 + u_x^2 \right) \left( ba_{u,u_x} - b_u a_{u_x} \right) \left( 1 + u_x^2 \right) + b^2 f(u),
\]

\[
\gamma_1 = u_x \left( -a_u b_{u_x} + ba_{u_{xx}} \right) \sqrt{1 + u_x^2} + \left( 1 + u_x^2 \right) \left( ba_{u,u_x} - b_u a_{u_x} \right) f(u) - f'(u) b_u,
\]

\[
\gamma_2 = \left( 1 + u_x^2 \right) \left( -b_{u_x} b_u u_x + bb_{u_{xx}} u_x - f(u) b_{u_{xx}} - cb_{u_x} + bc_{u_x} \right) \sqrt{1 + u_x^2} + \left( ba_{u,u_x} - b_u a_{u_x} \right) f(u) + u_x \left( b - b_{u_x} u_x \right) f'(u),
\]

\[
\gamma_3 = u_x \left( -c_u b_{u_x} - 2 b_{u_x} f(u) f'(u) \right) \left( 1 + u_x^2 \right) + \left( 1 + u_x^2 \right) \left( pb - b_{u_x} c_{u_x} + ba_{u,u_x} - pu b_{u_x} \right) f(u) + \left( -ab a_{u_x} + ba_{u_{xx}} \right) f'(u),
\]

\[
\delta_1 = \left[ \left( 1 + u_x^2 \right) \left( -b_{u_x} a_{u_x} + ba_{u,u_x} \right) f''(u) + \left( -u_x^2 b_{u_x} + 2u_x b - b_{u_x} \right) f'(u) \right] f(u)
\]

\[
- u_x \left( b_{u_x} a_{u_x} + ba_{u,u_x} - bc_{u_x} + b_{u_x} a_{u_{xx}} \right) \sqrt{1 + u_x^2} + b \left( u_x a_{u_{xx}} + c_{u_x} + 2 pu_y - aa_{u_x} + a_{u_{xx}} u_x \right) \left( 1 + u_x^2 \right) f(u)
\]

\[
\times \left( ba_{u_x} - \left( b_{u_x} a_{u_x} + b_{u_x} u_x - a_{u_x} u_{xx} \right) \left( 1 + u_x^2 \right) \right) f(u) + \left( 1 + u_x^2 \right) \left( ba_{u,u_x} - b_{u_x} u_x + ba_{u,u_x} \right) f'(u),
\]
Thus the problem is reduced to a system of equations (4.20). We look for the functions \( a, b \) and \( c \) depending on the variable \( u \), linearly,

\[ a = a_1(u, u_x) u_y + a_2(u, u_x), \]
\[ b = b_1(u, u_x) u_y + b_2(u, u_x), \]
\[ c = c_1(u, u_x) u_y + c_2(u, u_x). \]

Then equation \( \alpha_2 = 0 \) is essentially simplified to \( b_2(b_1)_{u_x} - b_1(b_2)_{u_x} = 0 \). Assume that \( b_2 \equiv 0 \), then

\[ b = b_1(u, u_x) u_y. \quad (4.21) \]

From equations \( \alpha_1 = 0 \) and \( \alpha_3 = 0 \) we obtain

\[ u_x a_{u_x, u} - a_u = 0, \quad u_x c_{u_x, u} - c_u = 0. \]

Assume that \( a_u = c_u = 0 \) then

\[ a = a_1(u) u_x + a_2(u), \quad c = c_1(u) u_x + c_2(u). \quad (4.22) \]

Substituting the functions (4.21) and (4.22) into \( \gamma_1 = 0 \) (see (4.20) above) we obtain the equation

\[ b_1(u, u_x) \left[ (f'(u) + a_1(u)f(u))(1 + u_x^2) + \sqrt{1 + u_x^2} u_x a_2(u) \right] = 0. \]
Since functions $f, a_1$ and $a_2$ depend only on $u$, we obtain
\[ f'(u) + a_1(u)f(u) = 0, \quad a_2'(u) = 0. \]
Consequently
\[ a_1(u) = -\frac{f'(u)}{f(u)}, \quad a_2(u) = a_3, \]
where $a_3$ is an arbitrary constant. Then from the equality $\gamma_3 = 0$ we get
\[ c_1(u) = -a_3 f'(u)/f(u), \quad c_2(u) = -f^2(u) + c_3, \]
where $c_3$ is an arbitrary constant. Analyzing the equation $\delta_1 = 0$ we define
\[ b_1 = \frac{b_3}{f(u)\sqrt{1 + u_x^2}}, \]
where $b_3 = 0$ is an arbitrary constant. From $\delta_2 = 0$ we find that $a_1 = 0$ and $c_1 = -b_1$. It is easily checked that equalities $b_i = 0, i = 1, 2, 3, \gamma_2 = 0, \delta_3 = 0$ are automatically satisfied.

Thus summarizing the reasonings above we can claim that equations
\[ v_{yy} = \frac{f'(u)}{f(u)} u_x v_x + \frac{\lambda u_x}{f(u)\sqrt{1 + u_x^2}} v_y - \left(\frac{f^2(u) + \lambda}{\lambda} \right) v = 0, \quad (4.23) \]
\[ v_{xx} = \left(\frac{f'(u)}{f(u)} + \frac{u_{xx}}{u_x^2 + 1}\right) u_x v_x + \frac{u_x \sqrt{u_x^2 + 1}}{\lambda f(u)} v_y - \left(\frac{u_x^2 + 1}{\lambda}\right) v = 0 \quad (4.24) \]
define an invariant manifold for the linearized equation $(4.14)$. Here $\lambda$ is the spectral parameter.

We now derive the Lax pair for equation $(4.12)$ from the invariant manifold $(4.23)$ and $(4.24)$. To this end we evaluate the Laplace sequence of the form $(3.16)$ for the linearized equation $(4.14)$. In what follows we will need explicit expressions for several first coefficients of the system $(3.16)$
\[ a_{[0]} = a_{[-1]} = -\frac{u_x f(u)}{\sqrt{u_x^2 + 1}}, \quad b_{[0]} = b_{[1]} = b_{[-1]} = 0, \]
\[ k_{[0]} = f'(u)\sqrt{u_x^2 + 1}, \quad h_{[0]} = -\frac{u_x f(u)}{u_x^2 + 1} + \frac{f'(u)}{\sqrt{u_x^2 + 1}}, \]
\[ a_{[1]} = \frac{(u_x^2 + 1)f(u)(\gamma u_x \sqrt{u_x^2 + 1} - f'(u)) + u_x u_{xx} f^2(u) - f'(u) u_x u_{xx} \sqrt{u_x^2 + 1}}{u_x^2 + 1 \left(f'(u)(u_x^2 + 1) - f(u) a_\alpha \right)} \quad (4.25) \]
The constraints $(4.23)$ and $(4.24)$ generate the cutting off boundary conditions of the form
\[ \begin{cases} v_{[-2]} = \alpha(1)v_{[1]} + \alpha(0)v_{[0]} + \alpha(-1)v_{[-1]}, \\ v_{[-3]} = \beta(1)v_{[1]} + \beta(0)v_{[0]} + \beta(-1)v_{[-1]} \end{cases} \quad (4.26) \]
imposed on the infinite system $(3.16)$. We find the coefficients $\alpha(i)$ and $\beta(i)$ in the relation $(4.26)$. Evidently equations $(3.16)$ imply
Set \( v = v_{[0]} \) and simplify (4.27) by virtue of (4.26) and the relations \( v_{[1]} = (D_x + a_{[0]}) v \) and \( v_{[-1]} = (D_x + b_{[0]}) v \). As a result we obtain

\[
\begin{align*}
    v_{yy} + \left( a_{[0]} + a_{[1]} - \alpha(1) \right) v_y - \alpha(-1) v_x \\
    + \left( a_{[0]} v_{[1]} + a_{[0]} a_{[1]} - a_{[0]} \alpha(1) - \alpha(0) - \alpha(-1) b_{[0]} \right) v &= 0, \\
    v_{xx} + \left( b_{[-1]} - \beta(-1) \right) v_x - \beta(1) v_y \\
    + \left( b_{[-1]} + b_{[0]} b_{[-1]} - a_{[0]} \beta(1) - \beta(0) - \beta(-1) b_{[0]} \right) v &= 0. 
\end{align*}
\] (4.28)

The last equations should coincide with (4.23) and (4.24). Comparison of the corresponding coefficients allows one to derive explicit formulas for the sought functions \( \alpha(i) \) and \( \beta(i) \)

\[
\begin{align*}
    \alpha(1) &= a_{[0]} + a_{[1]} + \frac{u_x f'(u)}{u}, \\
    \alpha(-1) &= -\frac{\lambda u_y}{f(u) \sqrt{u_x^2 + 1}}, \\
    \alpha(0) &= f(u)^2 + \lambda + a_x - a_{[0]}^2 - a_{[0]} \frac{u_x f'(u)}{f(u)} + \frac{\lambda u_x b_{[0]}}{f(u) \sqrt{u_x^2 + 1}}. \\
    \beta(1) &= -\frac{u_x \sqrt{u_x^2 + 1}}{\lambda f(u)}, \\
    \beta(-1) &= b_{[-1]} + \frac{u_x f'(u)}{f(u)} + \frac{u_x b_{[-1]}}{u_x^2 + 1}, \\
    \beta(0) &= b_{[0]} + a_{[0]} \left( \frac{u_x \sqrt{u_x^2 + 1}}{\lambda f(u)} \right) - \left( \frac{u_x f'(u)}{f(u)} + \frac{u_x b_{[0]}}{u_x^2 + 1} \right) b_{[0]} + \frac{u_x^2 + 1}{\lambda}.
\end{align*}
\]

Now the infinite system of equations (3.16) is reduced to a pair of third order systems of ordinary differential equations

\[
\begin{align*}
    v_{[0]} &= v_{[1]} - a_{[0]} v_{[0]}, \\
    v_{[1]} &= (\alpha(1) - a_{[1]}) v_{[1]} + \alpha(0) v_{[0]} + \alpha(-1) v_{[-1]}, \\
    v_{[-1]} &= k_{[0]} v_{[0]} - a_{[0]} v_{[-1]}, \\
    v_{[0]} &= v_{[-1]} - b_{[1]} v_{[1]}, \\
    v_{[1]} &= b_{[0]} v_{[0]} - b_{[0]} v_{[1]}, \\
    v_{[-1]} &= \beta(1) v_{[1]} + \beta(0) v_{[0]} + \left( \beta(-1) - b_{[-1]} \right) v_{[-1]}. 
\end{align*}
\]
which can be specified as

$$
\begin{pmatrix}
  v_0 \\
  v_1 \\
  v_{-1}
\end{pmatrix}_{x} =
\begin{pmatrix}
  \frac{u_y f(u)}{u_x^2 + 1} & 0 & 0 \\
  \lambda & -\frac{u_y f(u)}{u_x^2 + 1} - \frac{u_y \lambda}{f(u)\sqrt{u_x^2 + 1}} & 0 \\
  f'(u)\sqrt{u_x^2 + 1} & 0 & \frac{u_y f(u)}{u_x^2 + 1}
\end{pmatrix}
\begin{pmatrix}
  v_0 \\
  v_1 \\
  v_{-1}
\end{pmatrix},
$$

(4.29)

$$
\begin{pmatrix}
  v_0 \\
  v_1 \\
  v_{-1}
\end{pmatrix}_{x} =
\begin{pmatrix}
  0 & 0 & 0 \\
  \frac{u_y f(u)}{(u_x^2 + 1)^2} & 0 & 0 \\
  \frac{1}{\lambda} & -\frac{u_y u_x^2 + 1}{\lambda f(u)} & \frac{u_y f(u)}{u_x^2 + 1}
\end{pmatrix}
\begin{pmatrix}
  v_0 \\
  v_1 \\
  v_{-1}
\end{pmatrix}.
$$

(4.30)

Systems (4.29) and (4.30) define the Lax pair for equation (4.12).

5. Searching the Lax pairs for the evolutionary type integrable equations

Let us consider the evolutionary type integrable equations, for which the Laplace cascade is not defined. Here we use the scheme set out in the introduction.

5.1. Korteweg–de Vries equation

As an illustrative example we consider the KdV equation

$$u_t = u_{xxx} + uu_x.
$$

(5.1)

Its linearization evidently has the form

$$v_t = v_{xxx} + vv_x.
$$

(5.2)

Direct computations show that equation (5.2) does not admit any invariant manifold of the form $v_{xxx} = a(u, u_x, u_{xx})v_t + b(u, u_x, u_{xx})v$ for arbitrary solution $u(x, t)$ of (5.1).

Let us look for the invariant manifold of order three

$$v_{xxx} = av_x + bv_t + cv.
$$

(5.3)

where the coefficients $a$, $b$, $c$ depend on a finite number of dynamical variables $u$, $u_1$, $u_2$,... .

According to the definition the condition

$$\left( v_{xxx} \right)_t = \left( v_t \right)_{xxx}
$$

(5.4)

should be valid.

Replacing in (5.4) $v_{xxx}$ and $v_t$ due to (5.3) and (5.2) respectively and then comparing the coefficients before the independent variables $v_{xxx}$, $v_x$ and $v$ we obtain the equations

$$3aD_x(b) + 6u_{xxx} + D_x^2(a) + 3D_x(a)b + u_xa + uD_x(a) + 3D_x(a)^2
$$

$$+ 3aD_x^2(a) + 3a^2D_x(a) + 3D_x(c) - D_t(a) + 3D_x^2(b) = 0,
$$

(5.5)

$$D_x^2(b) + 3D_x^2(c) + 3bD_x(a) + 3D_x(a)D_x(b) + uD_x(b) + 4u_{xxx} + 3abD_x(a)
$$

$$+ 3D_x^2(a)b - 3au_{xx} - D_t(b) + 3cD_x(a) + 2u_xb = 0,
$$

(5.6)
\[ 3acD_t(a) + uu_{xxx} + uD_x(c) + D_t^3(c) + 3D_x^2(a)c - au_{xxx} + 3D_x(b)c - D_t(c) + 3u_t c + 3D_x(a)D_t(c) - bu_{xx} = 0. \] (5.7)

It is reasonable to assume that \( a = a(u, u_x, u_{xx}), \quad b = b(u, u_x, u_{xx}) \) and \( c = c(u, u_x, u_{xx}) \). We substitute these expressions into (5.5)–(5.7) and then exclude all the mixed derivatives of \( u \) due to equation (5.1). As a result we obtain three equations of the form

\[ \alpha_i(u, u_x, u_{xx})u_{xxx} - \beta_i(u, u_x, u_{xx})u_{xxx}^3 - \gamma_i(u, u_x, u_{xx})u_{xxx}^2 \]
\[ - \delta_i(u, u_x, u_{xx})u_{xxx} - \epsilon_i(u, u_x, u_{xx})u_{xx} = 0, \quad i = 1, 2, 3. \]

Since \( u_{xxx}, u_{xxx}^3, u_{xxx}^2, u_{xxx} \) are independent variables then these equations split down into 15 equations as

\[ \alpha_i(u, u_x, u_{xx}) = 0, \quad \beta_i(u, u_x, u_{xx}) = 0, \quad \gamma_i(u, u_x, u_{xx}) = 0, \]
\[ \delta_i(u, u_x, u_{xx}) = 0, \quad \epsilon_i(u, u_x, u_{xx}) = 0 \] (5.8)

hold for all values of \( u, u_x \) and \( u_{xx}, \ i = 1, 2, 3 \). Thus the sought coefficients \( a, b, c \) satisfy a highly overdetermined system of differential equation (5.8).

We now specify and analyze the system. It can be verified that the three equations \( \beta_i = 0, i = 1, 2, 3 \) immediately imply \( a_{u_{xxx}u_{xx}} = 0, \beta_{u_{xxx}u_{xx}} = 0 \) and \( c_{u_{xxx}u_{xx}} = 0 \). Therefore

\[ a = a_1(u, u_x)u_{xx} + a_2(u, u_x)u_{xx} + a_3(u, u_x), \]
\[ b = b_1(u, u_x)u_{xx} + b_2(u, u_x)u_{xx} + b_3(u, u_x), \]
\[ c = c_1(u, u_x)u_{xx} + c_2(u, u_x)u_{xx} + c_3(u, u_x). \]

Equations \( \alpha_i = 0, i = 1, 2, 3 \) are of the form

\[ a_{u_x}u_xu_{xxx} + a_{u_{xx}}u_{xx} + a_{u_{xxx}}u_{xx} = 0, \] (5.9)
\[ b_{u_x}u_xu_{xxx} + b_{u_{xx}}u_{xx} + b_{u_{xxx}}u_{xx} + ba = 0, \] (5.10)
\[ 3c_{u_x}u_{xxx} + 3c_{u_{xx}}u_x + 3c_{u_{xxx}}u_{xx} + 3ca = 1. \] (5.11)

Then since functions \( a, b \) and \( c \) depend only on the variables \( u, u_x \) and \( u_{xx} \), the coefficients at \( u_{xxx} \) vanish, i.e. we get

\[ a = a_1(u, u_x)u_{xx} + a_2(u, u_x), \]
\[ b = b_1(u, u_x)u_{xx} + b_2(u, u_x), \]
\[ c = c_1(u, u_x)u_{xx} + c_2(u, u_x). \]

Substituting \( a, b \) and \( c \) into equations (5.9)–(5.11) we obtain

\[ (a_1^2 + (a_1)u_x)u_{xx} + a_1a_2 + u_x(a_1) + b_1 = 0, \]
\[ (b_1)u_x + a_1b_1+u_x(b_1) + a_1b_2 = 0, \]
\[ 3(c_1)u_x + a_1c_1)u_{xx} + 3a_1c_2 + 1 = 0. \]

Since functions \( a_i, b_i, c_i, i = 1, 2 \) depend only on \( u \) and \( u_x \) the coefficients at \( u_{xx} \) vanish and we get the system of equations

\[ \]
If we concentrate on the last system, it is easy to check that \( a_1 \neq 0 \) and we can assume that \( b_1 \neq 0 \) and \( c_1 \neq 0 \). From system (5.12) then we find

\[
\begin{align*}
 a_1 &= \frac{1}{a_4 + a_6(u)}, \\
 b_1 &= \frac{b_4(u)}{a_4 + a_6(u)}, \\
 c_1 &= \frac{c_4(u)}{a_4 + a_6(u)}, \\
 a_2 &= -\frac{u_s(a_4)_u + b_1}{a_1}, \\
 b_2 &= -\frac{c_1 + u_s(b_1)_u}{a_1}, \\
 c_2 &= -\frac{1 + 3u_s(c_1)_u}{3a_1}.
\end{align*}
\]  

(5.13)

Now equations \( \gamma_i = 0, i = 1, 2, 3 \) are satisfied automatically. From equation \( \delta_1 = 0 \) we find that \( b_4 = b_5 \) and \( a_4 = a_6 u + a_6 \), where \( b_5, a_5 \) and \( a_6 \) are arbitrary constants. From equation \( \delta_2 = 0 \) we get \( c_4 = \frac{2}{3} u + c_5 \), where \( c_5 \) is an arbitrary constant. Equation \( \delta_3 = 0 \) implies \( a_5 = b_5 \). Then from equation \( \epsilon_1 = 0 \) we obtain \( a_5 = a_6 = b_5 = 0 \). It is easy to check that equations \( \epsilon_2 = 0 \) and \( \epsilon_3 = 0 \) are identically satisfied.

Thus equation (5.3) is of the form

\[
v_{xxx} = \frac{u_{xx} v_{xx}}{u_x} - \left( \frac{2}{3} u + \lambda \right) v_x + \left( \frac{2}{3} u + \lambda \right) \frac{u_{xx}}{u_x} - u_x \right) v.
\]  

(5.14)

Here \( \lambda = c_5 \) is an arbitrary parameter.

**Proposition 3.** *The pair of equations (5.2) and (5.14) defines the Lax pair for the KdV equation.*

5.2. Potential and modified KdV equations

Let us concentrate on the potential KdV equation

\[
u_s = u_{xxxx} + \frac{1}{2} u_x^3.
\]  

(5.15)

Its linearization

\[
v_r = u_{xxx} + \frac{1}{2} w^2 v_s, \text{ where } w = u_s,
\]  

(5.16)

does not admit any second order invariant manifold of the necessary form \( v_{xx} = a(u, u_s, u_{xx}, \ldots) v_x + b(u, u_s, u_{xx}, \ldots) v \). However it admits a third order invariant manifold given by

\[
v_{xxx} = \frac{w}{w_x} v_{xx} - (w^2 + \lambda) v_x + \lambda \frac{w_x}{w} v.
\]  

(5.17)

Here \( \lambda \) is an arbitrary parameter. The consistency condition of equations (5.16) and (5.17) is equivalent to the modified KdV equation
\[ w_t = w_{xxx} + \frac{1}{2} w^2 w_x \]  

(5.18)

connected with (5.15) by a very simple substitution \( w = u_x \). In other words (5.16) and (5.17) define the Lax pair for equation (5.18) as well.

Now let us return to the sine-Gordon equation (3.17). Recall that equation (5.15) is a symmetry of the sine-Gordon equation. It is easily seen that equation (5.17) coincides with (4.10) up to notation differences.

5.3. Lax pairs for the KdV type equations from the Svinolupov–Sokolov list

Consider the following two third order differential equations

\[
\begin{align*}
\psi_t &= \psi_{yyy} - \frac{\gamma}{2} \psi^3_y - \frac{3}{2} f^2(u) \psi_y, \\
\psi_x &= \psi_{xxx} - \frac{3 \psi_x \psi_x^2}{2 (1 + \psi_x^2)} - \frac{\gamma}{2} \psi_x^3,
\end{align*}
\]

(5.19)

(5.20)

possessing infinite hierarchies of conservation laws [21]. As established in [20] these equations are symmetries of equation (4.12). We have proved above in section 4 that equations

\[
\begin{align*}
\varphi_{yy} &= \frac{f'(u)}{f(u)} \varphi_y \varphi_y + \frac{\lambda \varphi_x}{f(u) \sqrt{1 + \varphi_x^2}} \varphi_x - \left( f^2(u) + \lambda \right) \varphi = 0, \\
\varphi_{xx} &= \left( \frac{f'(u)}{f(u)} + \frac{\varphi_x x}{u_x^2 + 1} \right) \varphi_x \varphi_x + \frac{u_x \varphi_x \sqrt{u_x^2 + 1}}{\lambda f(u)} \varphi_y - \left( \frac{u_x^2 + 1}{\lambda} \right) \varphi = 0
\end{align*}
\]

(5.21)

(5.22)

define an invariant manifold for the linearized equation (4.14). It is reasonable to expect that invariant manifolds for the linearizations

\[
\varphi_t = \varphi_{yyy} - \frac{3}{2} \left( \gamma \varphi_x^2 + f^2(u) \right) \varphi_y - 3 f(u) f'(u) \varphi_x \varphi_y
\]

(5.23)

and

\[
\varphi_x = \varphi_{xxx} - \frac{3 \varphi_x \varphi_x^2}{1 + \varphi_x^2} \varphi_x - \frac{3}{2} \left( \frac{1 - \varphi_x^2}{1 + \varphi_x^2} \right) \varphi_x^2 + \gamma \varphi_x^2 \varphi_x
\]

(5.24)

of the symmetries (5.19) and (5.20) are closely connected with the same manifold. Indeed by applying the operators \( D_y \) and \( D_x \) to equation (5.21) and respectively to (5.22) one can deduce the two third order ordinary differential equations

\[
\begin{align*}
\varphi_{yyy} &= \frac{\varphi_{yy}}{\varphi_y} \varphi_y - \left( \gamma \varphi_x^2 + f^2(u) + \lambda \right) \varphi_y \\
&\quad + \left( \frac{f^2(u) + \lambda}{\varphi_y} \right) \varphi_{yy} - 3 f(u) f'(u) \varphi_x \varphi_y \varphi_y = 0,
\end{align*}
\]

(5.25)
\[ v_{xxx} = \frac{(1 + 3u_x^2)u_{xx}}{1 + u_x^2}v_{xx} \]

\[-\left(\frac{\lambda^{-1} + \gamma u_x^2 + u_xu_{xxx}}{1 + u_x^2} - \frac{3u_x^2u_{xx}^2}{(1 + u_x^2)^2}\right)v_x + \frac{u_{xx}u_x}{u_x} \lambda^{-1}v = 0. \quad (5.26)\]

It is easily checked by a direct computation that equations (5.25) and (5.26) define invariant manifolds for (5.23) and (5.24) respectively.

**Proposition 4.**

(1) Linear equations (5.23) and (5.25) define the Lax pair for equation (5.19)

(2) Linear equations (5.24) and (5.26) define the Lax pair for equation (5.20).

### 5.4. Volterra type integrable chains

In this section we discuss the semi-discrete equations of the form

\[ u_{n+1} - u_n = \partial_t \left( \frac{\partial}{\partial p} \right)_n \]

with the sought function \( u = u_n(t) \), depending on discrete \( n \) and continuous \( t \). The direct method for constructing the Lax pairs through linearization can be applied to the discrete models as well. As illustrative examples we consider the modified Volterra chain

\[ \frac{dp_n}{dt} = -p_n^2(p_{n+1} - p_{n-1}) \quad (5.27) \]

and the equation

\[ \frac{du_n}{dt} = \frac{1}{u_{n+1} - u_{n-1}} \quad (5.28) \]

found in [29]. These two equations are related to each other by a very simple Miura type transformation

\[ \frac{dv_n}{dt} = -p_n^2(v_{n+1} - v_{n-1}) \quad (5.30) \]

of equation (5.28) depend on the variable \( p_n \). This explains why we study these two equations together. We look for the invariant manifold of the third order

\[ v_{n+2} = av_{n+1} + bv_n + cv_{n-1} \quad (5.31) \]

to equation (5.30) with the coefficients \( a, b, c \) depending on a finite set of dynamical variables \( p_n, p_{n+1}, \ldots \). Actually we suppose that (5.31) defines an invariant manifold for any choice of the solution \( p = p_n(t) \) to the equation (5.27).

The coefficients \( a, b, c \) are found from the equation

\[ \frac{d}{dt}(av_{n+1} + bv_n + cv_{n-1}) = D_n^2\left(-p_n^2(v_{n+1} - v_{n-1})\right). \quad (5.32)\]

Studying equation (5.32) we assume that the variables \( \{p_k\}_{k=-\infty}^{\infty}, \ v_n, v_{n+1}, v_{n-1} \) are independent dynamical variables. Omitting the simple but tediously long computations we
Therefore the invariant manifold sought is of the form

$$v_{n+2} = \left( -\frac{p_n}{p_{n+1}} + \frac{\lambda}{p_{n+1}^2} \right) v_{n+1}$$

$$+ \left( 1 - \frac{\lambda}{p_n p_{n+1}} \right) v_n + \frac{p_n}{p_{n+1}} v_{n-1}. \quad (5.33)$$

**Proposition 5.** The consistency condition of equations (5.30) and (5.33) coincides with equation (5.27).

### 6. Construction of the recursion operators and conservation laws via newly found Lax pairs

It was observed that the Lax pairs for the integrable equations found above essentially differ from their classical counterparts. In this section we discuss some useful properties of the newly found Lax pairs. We show, for instance, that they provide a very convenient tool for searching the recursion operators and conservation laws for integrable models. As illustrative examples we take the KdV and potential KdV equations, the Volterra type chain (5.28), etc. We show that the equation of the invariant manifold to the linearized equation is easily transformed into the recursion operator.

#### 6.1. Evaluation of the recursion operators for KdV type equations

Let us start with the KdV equation (1.9). We can rewrite equation (1.11) of the invariant manifold in the form

$$\left( D_x^3 - \frac{u_{xx}}{u_x} D_x^2 + \frac{2u}{3} D_x + u_x - \frac{2u u_{xx}}{3 u_x} \right) v = \lambda u_x D_x \frac{1}{u_x} v. \quad (6.1)$$

We now multiply (6.1) from the left by the operator $u_x D_x^{-1} \frac{1}{u_x}$ and obtain a formal eigenvalue problem of the form

$$R v = \lambda v \quad (6.2)$$

for the operator

$$R = u_x D_x^{-1} \frac{1}{u_x} \left( D_x^3 - \frac{u_{xx}}{u_x} D_x^2 + \frac{2u}{3} D_x + u_x - \frac{2u u_{xx}}{3 u_x} \right). \quad (6.3)$$

An amazing fact is that $R$ coincides with the recursion operator for the KdV equation. Indeed, we have
It can be simplified due to the relation
\[
\frac{uv_x}{u_x} - \frac{uu_{xx} v}{u_x^2} = \left( \frac{uv}{u_x} \right)_x - v
\]
and reduced to the form
\[
Rv = \left( D_x^2 + \frac{2}{3} u + \frac{1}{3} u_x D_x^{-1} \right)v.
\]
In a similar way we derive from (5.17) the recursion operator to the potential KdV equation (5.15). Indeed, we rewrite (5.17) as
\[
\left( D_x^3 - \frac{u_{xx}}{u_x} D_x^2 + u_x^2 D_x \right)v = -\lambda u_x D_x^{-1} v.
\]
Equation (6.4) implies
\[
Rv = -\lambda v,
\]
where
\[
R = u_x D_x^{-1} \left( D_x^3 - \frac{u_{xx}}{u_x} D_x^2 + u_x^2 D_x \right).
\]
We simplify the expression for \( Rv \) so that
\[
Rv = u_x D_x^{-1} \left( \frac{uv_{xx} u_x - uu_{xx} v}{u_x^2} + u_x v \right) = v_{xx} + u_x D_x^{-1} u_x D_x v.
\]
Clearly operator \( R = D_x^2 + u_x D_x^{-1} u_x D_x \) coincides with the recursion operator for (5.15).
Invariant manifolds (5.25) and (5.26) for the linearized equations (5.23) and (5.24) allow the construction of the recursion operators
\[
R = D_y^2 - \gamma u_y^2 - \frac{f^2(u)}{u_y} + u_x D_y^{-1} \left( \gamma u_{yy} - ff' \right)
\]
and
\[
R = D_x^2 - \frac{2u_x u_{xx}}{1 + u_x^2} + u_x D_x^{-1} \left( \frac{u_{xxx}}{1 + u_x^2} + \frac{u_x u_{xx}^2}{(1 + u_x^2)^2} - \gamma u_x \right) D_x
\]
for the Svinolupov–Sokolov equations (5.19) and (5.20), respectively.

6.2. Recursion operators via the Lax pair for a Volterra type chain

We proceed with an example of the discrete model (5.28). Let us write equation (5.33) defining the invariant manifold for (5.30) as
where $D_n$ is the shift operator acting due to the rule $D_n a(n) = a(n + 1)$. We multiply (6.5) from the left by the factor $p_n(D_n - 1)^{-1} p_{n+1}$ and then get

$$R V = \lambda V,$$

(6.6)

where $R = p_n(D_n - 1)^{-1} p_{n+1} \left( D_n^2 + \frac{p_n}{p_{n+1}} D_n - 1 - \frac{p_n}{p_{n+1}} D_n^{-1} \right)$. After some elementary transformations the operator $R$ is reduced to the form

$$R = p_n^2 \left( D_n + D_n^{-1} \right) + 2 p_n p_{n-1} + 2 p_n (D_n - 1)^{-1} (p_{n-1} - p_{n+1}).$$

(6.7)

Operator $R$ given by (6.7) defines the recursion operator for the chain (5.28). For instance, by applying the operator $R$ to

$$u_{n+1} \left( \begin{array}{l} \frac{p_n}{p_{n+1}} \end{array} \right),$$

(6.9)

we obtain the rhs of the equation constructed in [30]

$$u_{n+1} = \left( u_{n+1} - u_{n-1} \right) \left( \begin{array}{c} 1 \\ 0 \\ 0 \\ 1 \end{array} \right),$$

(6.10)

as a fifth-point symmetry of equation (5.28). Note that the whole hierarchy of symmetries for the chain (5.28) is described in [31].

### 6.3. Conservation laws via the Lax pair for a Volterra type chain

Let us consider an equation of the form

$$\frac{d u_n}{d t} = \frac{1}{u_{n+1} - u_{n-1}}.$$  

Due to the relations (5.29) between $u$ and $p$ a pair of equations (5.30) and (5.33) define a Lax pair to the chain (6.9) as well.

We rewrite the scalar Lax pair (5.30) and (5.33) in the matrix form

$$y_{n+1} = f y_n, \quad \frac{d y_n}{d t} = g y_n,$$

(6.10)

where

$$f = \left( \begin{array}{c} - \frac{p_n}{p_{n+1}} + \frac{\lambda}{p_{n+1}} 1 - \frac{\lambda}{p_{n+1}} \frac{p_n}{p_{n+1}} \\ 1 0 0 \\ 0 1 0 \end{array} \right),$$

(6.11)

and

$$g = \left( \begin{array}{c} \frac{p_n p_{n+1}}{p_n} - \lambda \frac{p_{n+1}}{p_n} - p_n p_{n+1} \\ - p_n^2 0 p_n^2 \\ p_n - 1 - \frac{p_{n-1}}{p_n} + \lambda \end{array} \right).$$

(6.12)

To construct the conservation laws, we apply the method of formal diagonalization suggested in [32, 33] and developed in [34].

The first equation in (6.10) has singular point $\lambda = \infty$ ($f$ has a pole at $\lambda = \infty$). It can be checked that the potential $f$ is represented by

$$f = \alpha \Omega \beta,$$
where

\[
\alpha = \begin{pmatrix}
\frac{1}{p_{n+1}} & -\frac{p_{n+1}}{p_n} & \lambda^{-1} & 0 & 0 \\
\lambda^{-1} & \frac{p_{n+1}}{p_n} & 0 & 0 & 1 \\
0 & 1 & 1 & & 
\end{pmatrix}
\]  \hspace{1cm} (6.13)

\[
\beta = \begin{pmatrix}
1 & -\frac{p_{n+1}}{p_n} & \frac{p_{n+1}}{p_n} & \lambda & \frac{p_{n+1}}{p_n} \\
0 & 1 & 0 & \lambda - \frac{p_{n+1}}{p_n} & \frac{p_{n+1}}{p_n} \\
0 & 0 & 0 & \lambda^{-1} & \frac{p_{n+1}}{p_n} \\
\end{pmatrix}
\]  \hspace{1cm} (6.14)

are analytic and non-degenerate around \( \lambda = \infty \), and \( Z \) is a diagonal matrix of the form

\[
Z = \begin{pmatrix}
\lambda & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \lambda^{-1} \\
\end{pmatrix}
\]  \hspace{1cm} (6.15)

The change of variables \( \psi = \beta y \) reduces the first system in (6.10) to the special form

\[
\psi_{n+1} = PZ\psi_n,
\]  \hspace{1cm} (6.16)

where

\[
P = D_{\beta}(\beta) \alpha
\]

\[
= \begin{pmatrix}
\frac{1}{p_{n+1}} & -\frac{p_{n+1}}{p_n} & \lambda^{-1} & 1 - \frac{p_{n+1}}{p_n} & \lambda^{-1} \\
\lambda^{-1} & \frac{p_{n+1}}{p_n} & 0 & 1 - \frac{p_{n+1}}{p_n} & 0 \\
0 & 1 & 1 & \lambda & \frac{p_{n+1}}{p_n} \\
& & & & \\
\end{pmatrix}
\]

The function \( P(\lambda) \) together with \( P^{-1}(\lambda) \) are analytic around \( \lambda = \infty \), so

\[
P(\lambda) = \sum_{i=0}^{\infty} p^{(i)}(\lambda^{-1}),
\]  \hspace{1cm} (6.17)

where

\[
p^{(0)} = \begin{pmatrix}
\frac{1}{p_{n+1}} & -\frac{p_{n+2}}{p_n} & 0 \\
0 & \frac{p_{n+1}}{p_n} & 0 \\
0 & 0 & \frac{p_{n+1}^2}{p_n^2} \\
\end{pmatrix},
\]

\[
p^{(1)} = \begin{pmatrix}
-\frac{p_{n+1}(p_n + p_{n+2})}{p_{n+1}^2} & p_{n+1} & 0 \\
\frac{p_{n+2}}{p_{n+1}} & 1 & -\frac{p_{n+2}}{p_{n+1}} \\
0 & \frac{p_{n+1}^3}{p_{n+2}^2} & \frac{p_{n+1}^3}{p_{n+2}^2} \\
\end{pmatrix},
\]

\[
p^{(2)} = \begin{pmatrix}
0 & \frac{p_{n+1}^2}{p_{n+2}^2} & \frac{p_{n+2}}{p_{n+1}} \\
-\frac{p_{n+1}^2}{p_{n+2}^2} & 0 & \frac{p_{n+1}^2}{p_{n+2}^2} \\
0 & \frac{p_{n+1}^2}{p_{n+2}^2} & \frac{p_{n+1}^2}{p_{n+2}^2} \\
\end{pmatrix},
\]

\[
p^{(3)} = \begin{pmatrix}
0 & \frac{p_{n+1}^3}{p_{n+2}^3} & \frac{p_{n+2}^3}{p_{n+1}^3} \\
-\frac{p_{n+1}^3}{p_{n+2}^3} & 0 & \frac{p_{n+1}^3}{p_{n+2}^3} \\
0 & \frac{p_{n+1}^3}{p_{n+2}^3} & \frac{p_{n+1}^3}{p_{n+2}^3} \\
\end{pmatrix},
\]

e etc.
The leading principal minors of $P(\lambda)$

$$\det_1 P(\lambda = \infty) = \frac{1}{p_{n+1}}, \quad \det_2 P(\lambda = \infty) = \frac{1}{p_{n}p_{n+1}},$$

$$\det_3 P(\lambda = \infty) = \det P(\lambda = \infty) = \frac{p_{n+1}}{p_{n}},$$

do not vanish if the variable $p_{n}$ satisfies the inequality $p_{n} \neq 0$ for all $n$. According to proposition 1 in [33] the first system in (6.10) can be diagonalized, i.e. there exist formal series

$$T = T^{(0)} + T^{(1)}\lambda^{-1} + T^{(2)}\lambda^{-2} + \cdots, \quad (6.18)$$

$$h = h^{(0)} + h^{(1)}\lambda^{-1} + h^{(2)}\lambda^{-2} + \cdots \quad (6.19)$$

such that the formal change of variables $\psi = T\varphi$ converts the system (6.16) to the system of diagonal form

$$\varphi_{n+1} = hZ\varphi_{n}. \quad (6.20)$$

Thus we see that the formal change of variables $y = R\varphi = \beta^{-1}T\varphi$, reduces the first system in investigated Lax pair (6.10) to the form (6.20). By construction $R = \beta^{-1}T$ is a formal series of the form

$$R = R^{(0)} + R^{(1)}\lambda^{-1} + R^{(2)}\lambda^{-2} + \cdots. \quad (6.21)$$

It follows from (6.19)–(6.21) that diagonalizable system (6.20) admits an asymptotic representation of the solution to the direct scattering problem

$$y_{n}(\lambda) = R(n, \lambda) e^{\sum_{s=n}^{n-1} \log h(s, \lambda)} \lambda^{n} \quad (6.22)$$

with ‘amplitude’ $A = R(n, \lambda)$ and ‘phase’ $\phi = n \log Z + \sum_{s=n}^{n-1} \log h(s, \lambda)$.

Let us turn back to the problem of diagonalization. By solving the equation

$$D_{\lambda}(T)h = P(\lambda)T, \quad \hat{T} = ZT^{-1} \quad (6.23)$$

we find the formal series $T$ and $h$.

$$T = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & p_{n+1}p_{n} & 1 \\ 0 & p_{n-1}p_{n} & 0 & 1 \end{pmatrix} + \begin{pmatrix} 0 & \frac{p_{n}p_{n+2}}{p_{n}} & 0 & 0 \\ \frac{p_{n}^{2}p_{n+2}}{p_{n}} & 0 & 0 & 0 \\ 0 & p_{n}p_{n+1}(p_{n} - p_{n-2}) & 0 & 0 \\ p_{n}^{2}(2p_{n-1} + p_{n+1}) & 0 & p_{n}p_{n+1} & \frac{p_{n}^{2}p_{n+2}(p_{n+1} + p_{n})}{p_{n}} \end{pmatrix} \lambda^{-1}$$

$$\quad + \begin{pmatrix} 0 & \frac{p_{n}^{3}(p_{n+1} + p_{n})}{p_{n}} & 0 & 0 \\ \frac{p_{n}^{4}p_{n+2}}{p_{n}} & \frac{p_{n}^{2}(p_{n+1} + p_{n})}{p_{n}} & 0 & 0 \\ p_{n}^{2}(2p_{n-1} + p_{n+1}) & 0 & p_{n}p_{n+1} & \frac{p_{n}^{2}p_{n+2}(p_{n+1} + p_{n})}{p_{n}} \end{pmatrix} \lambda^{-2} + \cdots.$$
\[
\begin{align*}
&h = \begin{pmatrix}
\frac{1}{p_{n+1}} & 0 & 0 \\
0 & \frac{p_{n+1}}{p_n} & 0 \\
0 & 0 & p_{n+1}^2
\end{pmatrix} + \begin{pmatrix}
-\frac{p_{n+1}(p_n + p_{n+2})}{p_{n+1}} & 0 & 0 \\
0 & \frac{p_n^2(p_{n+1}^2 - p_n)}{p_n} & 0 \\
0 & 0 & p_{n+1}^3(p_n + p_{n+2})
\end{pmatrix} \lambda^{-1} \\
&+ \begin{pmatrix}
-P_p p_{n+2} & 0 & 0 \\
0 & h_{22}^{(2)} & 0 \\
0 & 0 & p_n^3(p_{n+1} + p_{n+2})
\end{pmatrix} \lambda^{-2} + \cdots,
\end{align*}
\]

where
\[
T_{32}^{(2)} = p_n p_{n-1} \left( p_{n-2}^2 p_{n-1} + p_{n-2}^2 p_{n-3} p_{n-1} - p_{n-2}^2 p_{n-1} p_{n-3} + p_n^2 p_{n+1} - 2p_n^2 p_{n-1} - p_n^2 p_{n+2} - p_{n-1}^2 p_{n-2} + p_n^2 p_{n+1} p_{n-1} - p_n^2 p_{n+1} p_{n+2} \right),
\]
\[
h_{22}^{(2)} = -\frac{p_{n+1}^3 - p_{n+2}^2 p_{n+1} - p_{n+1}^2 p_{n+2} - p_{n+1}^3 p_{n+1} + p_n^2 p_{n+1} + p_n^3 p_{n+1} + p_n^3 p_{n+1} p_{n+2}}{p_n}.
\]

According to the general scheme the second system of the Lax pair (6.10) is diagonalized by the same linear change of variables \( y = R \varphi \), where
\[
R = \beta^{-1} T = \begin{pmatrix}
1 & -\frac{p_{n+1}}{p_n} & 0 \\
0 & 1 & 0 \\
0 & -p_{n-1} p_n & p_n^2
\end{pmatrix}
\]

\[
+ \begin{pmatrix}
0 & -\frac{p_{n+1}^2 p_{n+2}}{p_n} & p_n p_{n+1} \\
0 & 0 & -p_n^2 \\
p_{n-1} p_n^3 & p_n^2 p_{n-1} p_n & p_n^2 \left( p_{n+1} + p_{n-1} \right)
\end{pmatrix} \lambda^{-1}
\]

\[
+ \begin{pmatrix}
R_{11}^{(2)} & R_{12}^{(2)} & R_{13}^{(2)} \\
R_{21}^{(2)} & R_{22}^{(2)} & R_{23}^{(2)} \\
R_{31}^{(2)} & R_{32}^{(2)} & R_{33}^{(2)}
\end{pmatrix} \lambda^2 + \cdots,
\]

\[
R_{11}^{(2)} = p_n p_{n+1}^2 p_{n+2},
\]
\[
R_{12}^{(2)} = -p_n^2 \left( 2p_{n-1} + p_{n+1} \right),
\]
\[
R_{13}^{(2)} = p_n^2 \left( p_n + p_{n+2} \right),
\]
\[
R_{21}^{(2)} = -p_n^3, \quad R_{22}^{(2)} = p_n^2 p_{n+1}^2 + 3p_n^2 p_{n+1}^2 + p_n^2 p_{n+1}^2,
\]
\[
R_{23}^{(2)} = -3p_n^3 p_{n+1},
\]

\[
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This change of variables reduces the second system in (6.10) to the form
\[ \frac{dy}{dt} = S y \] with
\[ S = -R^{-1}R_t + R^{-1}gR = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix} \lambda 
+ \begin{pmatrix} 2p_n p_{n+1} & 0 & 0 \\ 0 & p_n (p_{n-1} - p_{n+1}) & 0 \\ 0 & 0 & -2p_n p_{n+1} \end{pmatrix} + \begin{pmatrix} S_{11}^{(2)} & 0 & 0 \\ 0 & S_{22}^{(2)} & 0 \\ 0 & 0 & S_{33}^{(2)} \end{pmatrix} \lambda^{-1} + \cdots, \]
where
\[ S_{11}^{(2)} = p_n p_{n+1} (p_{n+1} p_{n+2} + p_{n-1} p_n), \]
\[ S_{22}^{(2)} = p_n p_{n+1} (p_{n-1} p_n - p_{n+1} p_{n+2}), \]
\[ S_{33}^{(2)} = -p_n p_{n+1} (p_{n+1} p_{n+2} + p_{n-1} p_n). \]

According to the paper [33] the equation
\[ D_t \ln b = (D_n - 1)S \]
generates an infinite series of conservation laws for equation (5.27). We write down in an explicit form three conservation laws from the infinite sequence obtained by the diagonalization procedure
\[ D_t \left( \ln \frac{1}{p_{n+1}} \right) = (D_n - 1)p_n p_{n+1}, \]
\[ D_t \left( -p_{n+1} (p_n + p_{n+2}) \right) = (D_n - 1)p_n p_{n+1} (p_{n-1} p_n + p_{n+1} p_{n+2}), \]
\[ D_t \left( -2p_n^2 p_{n+1} p_{n+2} - \frac{1}{2} p_n^2 p_{n+1}^2 - \frac{1}{2} p_n^2 p_{n+2}^2 \right) = (D_n - 1)p_n^2 p_{n+2} (2p_{n-1} p_{n+2} + p_{n+1} p_{n+2} + p_{n-1} p_n). \]

Being rewritten in terms of \( u_n \) these relations give the conservation laws for equation (6.9)
\[ D_t (u_{n+2} - u_n) = (D_n - 1) \frac{1}{(u_{n+1} - u_{n-1})(u_{n+2} - u_n)}, \]
\[ D_t \left( \frac{u_n - u_{n+1}}{(u_{n+1} - u_{n-1})(u_{n+2} - u_n)} \right) = (D_n - 1) \left( \frac{1}{(u_n - u_{n-2})(u_{n+1} - u_{n-1})^2(u_{n+2} - u_n)} \right). \]
These conservation laws coincide with those found earlier (see, for instance, [18, 29]).

**Conclusions**

There is a large set of classification methods allowing classes of integrable nonlinear PDEs and their discrete analogues to be described. For studying the analytical properties of these equations one needs the Lax pairs. Therefore the problem of creating convenient algorithms for constructing the Lax pairs is relevant. In the present article such a method is suggested. For the evolution type integrable equation the Lax pair consists of the linearized equation and the equation of its invariant manifold. In the case of the hyperbolic equations to obtain the Lax pair we use the Laplace cascade in addition to the invariant manifold. The method is applied to equations (4.12), (5.19) and (5.20) known to be integrable for which the Lax pairs have not been constructed before.

An interesting observation is connected with the Laplace cascade of the sine-Gordon equation. It is proved that in this case the cascade admits a finite-dimensional reduction which generates the Lax pair to the sine-Gordon model. We conjecture that the Laplace cascade corresponding to any hyperbolic type integrable equation admits a finite-dimensional reduction.

We considered examples showing that our method leads to true Lax pairs having useful applications. For the Lax pair of the Volterra type chain we found an asymptotic eigenfunction which allowed an infinite set of conservation laws to be constructed. It is also shown that these Lax pairs allow the recursion operators to be constructed describing infinite hierarchies of the higher symmetries and invariant manifolds for the given nonlinear equation.
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Appendix. How to look for the invariant manifolds for the linearization of a nonlinear hyperbolic type equation

It is well known that the linear hyperbolic type equation \( \nu_{xy} = p(x, y)\nu_x + q(x, y)\nu_y + r(x, y) \) might admit linear invariant manifolds \((35)\). Here we consider equation (3.2) obtained by linearizing an essentially nonlinear equation (3.1). We request that at least one of the coefficients \(a, b, c\) in (3.2) depends on at least one of the dynamical variables \(u, u_1, \tilde{u}_1\). We look for a linear invariant manifold of the form
\[
\left( p(j)D_j^j + p(j - 1)D_j^{j-1} + \ldots + p(1)D_x + p(0) + q(1)D_x + \ldots + q(k)D_x^k \right)\nu = 0.
\]

(7.1)

It is assumed that all the coefficients \(p(i)\) and \(q(m)\) can depend on \(x, y\) and on a finite set of the dynamical variables \(u, u_1, \tilde{u}_1, u_2, \tilde{u}_2, \ldots\). More precisely we study a family of equations (3.2) and (7.1) depending on a functional parameter \(u(x, y)\) such that when \(u = u(x, y)\) ranges across a set of all solutions to equation (3.1) then (7.1) ranges across a set of invariant manifolds for the corresponding equation (3.2). In this case equation (7.1) generates an overdetermined system of differential equations for defining the sought coefficients \(p(i)\) and \(q(m)\).

As an illustrative example we consider equation (3.18) obtained by linearizing the sine-Gordon equation. We search an invariant manifold for (3.18) in the form
\[
\nu_{xy} + a\nu_y + b\nu_x + c\nu = 0.
\]

(7.2)

Here \(a, b\) and \(c\) are functions depending on a finite number of dynamical variables \(u, u_1, \tilde{u}_1, u_2, \tilde{u}_2, \ldots\). We apply the operator \(D_x\) to (7.2) and rewrite the obtained result as
\[
v_{xx} = \frac{1}{b}\left( \sin(u)\nu_y - \cos(u)(\nu_y + av) - D_x(a)\nu_y - D_x(b)\nu_x - D_x(c)\nu - cv_x \right).
\]

(7.3)

We now apply the operator \(D_y\) to this equation and simplify the result by means of equation (3.18). We arrive at the equation
\[
v_{yy} + \tilde{a}\nu_y + \tilde{b}\nu_x + \tilde{c}v = 0,
\]

which should coincide according to the definition above with equation (7.2), i.e.
\[
\tilde{a} = a, \quad \tilde{b} = b, \quad \tilde{c} = c.
\]

These conditions give rise to the equalities
\[
D_xD_x(a)b - D_x(b)\cos(u) - 2\sin(u)a_{xy}b + D_x(c)b - D_x(a)(ab + D_x(b)) = 0,
\]

(7.4)

\[
D_yD_y(a)b - D_y(b)D_x(a)b + D_y(c)b - D_y(a)eb - b^2D_x(a) = 0,
\]

(7.5)

\[
D_xD_y(c)b - D_y(b)D_x(c) - c\theta D_x(a) + \cos(u)\left( -u_{yy}b + D_x(a)b + D_x(b)b - D_x(b)a \right) + \sin(u)\left( -u_{xy}b - b^2u_e - au_xb + D_x(b)u_x \right) = 0.
\]

(7.6)

Assume that \(a = a(u, u_1, u_2), \quad b = b(u, u_1, u_2)\) and \(c = c(u, u_1, u_2)\) and substitute these functions into (7.4)–(7.6). Eliminating the mixed derivatives of \(u\) due to equation (3.17) we obtain three equations of the form
\[
\alpha_i(u, u_1, u_2)u_{xx}u_{xy} + \beta_i(u, u_1, u_2)u_{xx} + \gamma_i(u, u_1, u_2)u_{xy} + \delta_i(u, u_1, u_2) = 0,
\]

\(i = 1, 2, 3\). Since the functions \(\alpha_i, \beta_i, \gamma_i, \delta_i\) depend only on \(u, u_1,\) and \(u_2\), we should have the coefficients at \(u_{xx}, u_{xy}, u_{x}, u_{y}\) and remaining terms equal to zero, i.e.
\[ \alpha_i(u, u_x, u_y) = 0, \quad \beta_i(u, u_x, u_y) = 0, \quad \gamma_i(u, u_x, u_y) = 0, \quad \delta_i(u, u_x, u_y) = 0 \quad (7.7) \]

for all \( u, u_x \) and \( u_y \), \( i = 1, 2, 3 \). Here

\[ \alpha_1 = ba_{u,u} - b_{u}a_{u}, \quad (7.8) \]
\[ \alpha_2 = bb_{u,u} - b_{u}b_{u}, \quad (7.9) \]
\[ \alpha_3 = bc_{u,u} - c_{u}b_{u}, \quad (7.10) \]
\[ \beta_1 = bc_{u,u} - ab_{u,u} - b_{u}u_xa_{u} - b_{u} \sin(u)a_{u}, \]
\[ + ba_{u,u} \sin(u) + ba_{u}u_y, \quad (7.11) \]
\[ \beta_2 = bb_{u,u}u_y + bb_{u}u_y \sin(u) - b_{u}u_xb_{u} - b^2a_{u} - b_{u}^2 \sin(u), \quad (7.12) \]
\[ \beta_3 = bc_{u,u,u} \sin(u) + bc_{u}u_yu_x + bb_{u,u} \cos(u) - cba_{u}, \]
\[ - b_{u} \sin(u)c_{u} - b_{u}u_xc_{u}, \quad (7.13) \]
\[ \gamma_1 = - \cos(u)h_{u} + b \sin(u)d_{u,u} + bu_xa_{u} + b_{u}a_xu_x - b_{u}a_u \sin(u), \]
\[ \gamma_2 = bu_{x}b_{u,u} - b_{u}b_{u}u_x + b \sin(u)b_{u}u_x - b_{u}^2 \sin(u) + bc_{u}u_x - cba_{u}, \]
\[ \gamma_3 = b_{u}c_{u}u_x - b \sin(u) - b_{u}c_{u} \sin(u) + ba_{u} \cos(u) + \sin(u)u_xb_{u}, \]
\[ + bu_{x}c_{u}u_x - a \cos(u)b_{u}u_x + b \sin(u)c_{u}u_x, \]
\[ \delta_1 = \left( b_{u}a_{u} - ba_{u,u} \right) \cos^2(u) - b_{u} \cos(u) \sin(u) \]
\[ + \left( ba_{u}u_y + ba_{u}u_x - b_{u}u_x \right) \cos(u) \]
\[ + \left( ba_{u} - 2a_{u}b + ba_{u,u}u_x - b_{u}u_xa_{u} \right) \sin(u) \]
\[ + \left( -ab_{u}a_{u,u} + ba_{u}u_x - ba_{u}u_x + bc_{u} \right) \sin(u) \]
\[ + bu_{x}a_{u,u}u_x - b_{u}u_xa_{u,u} - b_{u}a_{u,u} - b_{u}a_u + bc_{u}u_x, \]
\[ \delta_2 = \left( b_{u}b_{u,u} - bb_{u,u} \right) \cos^2(u) + b \left( b_{u}u_x + bu_{x}u_x \right) \cos(u) \]
\[ + \left( -b_{u}u_xb_{u,u} - b_{u}u_xb_{u} + bu_{x}b_{u,u} \right) \sin(u) \]
\[ + \left( bb_{u,u}u_y - b^2a_{u} - cb_{u} + bb_{u} + bc_{u} \right) \sin(u) \]
\[ + bb_{u,u}u_x + bc_{u}u_x - b_{u}^2u_xu_x - bb_{u}u_y - b^2a_{u}u_x + bu_{x}b_{u}u_x - b_{u}b_{u,u}, \]
\[ \delta_3 = \left( b_{u}c_{u,u} - bc_{u,u,u} - u_{y}b_{u} \right) \cos^2(u) + \left( ba_{u} - ab_{u} + bb_{u} \right) \cos(u) \sin(u) \]
\[ + \left( bb_{u}u_x - ab_{u}u_x + ba_{u}u_x + bc_{u}u_x + bc_{u}u_y - u_{y}^2b \right) \cos(u) \]
\[ + \left( bu_{x}c_{u,u} - au_{y}b + bc_{u,u}u_x - b_{u}c_{u,u}u_x \right) \sin(u) \]
\[ + \left( -cb_{u}u_x - bu_{x}c_{u,u} - b_{u}^2u_x + bc_{u} + u_{y}^2b \right) \sin(u) \]
\[ + bu_{x}c_{u,u}u_x - b_{u}c_{u,u}u_x - cba_{u}u_x + u_{y}b_{u} - b_{u}c_{u}u_x + bc_{u,u,u}. \]

Hence the problem of searching equation (7.2) is reduced to the system of equations (7.7).

We now look for functions \( a, b \) and \( c \) depending linearly on the variable \( u_y \)

\[ a = a_1(u, u_x)u_y + a_2(u, u_x), \quad (7.14a) \]
Then equation $\alpha_2 = 0$ (see (7.9)) takes the form $b_2(b_1)_{u_x} - b_1(b_2)_{u_x} = 0$. This equation is satisfied only if at least one of the following conditions holds,

$$b_1 = 0, \quad b_2 = 0, \quad \frac{(b_1)_{u_x}}{b_1} = \frac{(b_2)_{u_x}}{b_2}.$$ 

Let us consider the case $b_2 = 0$. Then function $b$ defined by formula (7.14b) takes the form

$$b = b_1(u, u_x)u_y.$$

Furthermore equations $\alpha_1 = 0$ and $\alpha_3 = 0$ become

$$u_y a_{u_x} - a_{u_x} = 0, \quad u_x c_{u_x} - c_{u_x} = 0.$$

These equations hold if at least one of the following four conditions is satisfied,

1. $a_{u_x} = 0, \quad c_{u_x} = 0$;
2. $a_{u_x} = 0, \quad c_{u_x} \neq 0, \quad \frac{c_{u_x}}{a_{u_x}} = \frac{1}{u_y}$;
3. $c_{u_x} = 0, \quad a_{u_x} \neq 0, \quad \frac{a_{u_x}}{c_{u_x}} = \frac{1}{u_y}$;
4. $a_{u_x}, c_{u_x} \neq 0, \quad \frac{a_{u_x}}{a_{u_x}} = \frac{c_{u_x}}{c_{u_x}}$.

It can be proved that cases (2)–(4) lead to contradiction, so we concentrate on case (1) which implies

$$a = a_1(u)u_x + a_2(u), \quad c = c_1(u)u_y + c_2(u).$$

By substituting functions (7.15) and (7.16) into equalities $\beta_i = 0$, $i = 1, 2, 3$ (see (7.11), (7.12) and (7.13)) one can verify that equation $\beta_1 = 0$ is satisfied. Equations $\beta_2 = 0$ and $\beta_3 = 0$ lead to

$$b_1(b_1)_{u_x} - (b_1)_{u_x} = 0 \quad \text{and} \quad (\cos u)u_x^2 b_1(b_1)_{u_x} = 0$$

correspondingly. Thus $b_1(u, u_x) = F_1(u)$ for some function $F_1(u)$. The equality $\gamma_1 = 0$ becomes

$$F_1(u)(\cos u + u_x a_2^2(u) + a_1(u)\sin u) = 0.$$

Clearly, the functions $a_1$ and $a_2$ are defined by the formulas

$$a_1(u) = -\cot u, \quad a_2(u) = C_1,$$

where $C_1$ is an arbitrary constant. According to that we rewrite the equality $\gamma_3 = 0$ as

$$F_1(u)(u_x c_2^2(u) + c_1(u)\sin u + \cos u C_2) = 0.$$

Since $u$ and $u_x$ are regarded as independent variables the last equation leads to

$$c_1(u) = -C_1 \cot u, \quad c_2(u) = C_2.$$
where $C_2$ is an arbitrary constant. Let us turn to the equation $\delta_1 = 0$ which gives
\[
u u^3 u_x \left( F(u) \cos u + F'(u) \sin u \right) = 0.
\]
Integration of the equation leads to
\[F_1 = \frac{C_3}{\sin u}.
\]
Now the equation $\delta_2 = 0$ takes the form
\[C_3 u_x^2 \left( C_1 u_y \sin u + (C_3 + C_2) \cos u \right) = 0.
\]
We get $C_2 + C_3 = 0$, $C_1 = 0$. It is easy to check that equalities $\delta_3 = 0$ and $\gamma_2 = 0$ are identically satisfied. Thus we have
\[a = -u_y \cot u, \quad b = \frac{\lambda u_y}{\sin u}, \quad c = -\lambda.
\]
Therefore the invariant manifold (7.2) is of the form
\[v_{yy} - u_x \cot u v_y + \frac{\lambda u_y}{\sin u} v_x - \lambda v = 0
\]
and coincides with (4.6), while (7.3) gives (4.7).

References

[1] Ibragimov N H and Shabat A B 1979 Korteweg–de Vries equation from the group-theoretic point of view Dokl. Akad. Nauk. SSSR 244 57–61
[2] Ibragimov N H and Shabat A B 1980 Evolution equations admitting a nontrivial Lie–Bäcklund group Funct. Anal. Appl. 14 25–36
[3] Lax P D 1968 Integrals of nonlinear equations of evolution and solitary waves Commun. Pure Appl. Math. 21 467–90
[4] Gurses M, Karasu A and Sokolov V V 1999 J. Math. Phys. 40 6473–90
[5] Zhang D and Chen D 2002 J. Phys. A: Math. Gen. 35 7225–41
[6] Demskoi D K and Sokolov V V 2008 Nonlinearity 21 1253–64
[7] Wang J P 2009 J. Phys. A: Math. Gen. 42 023506
[8] Gerdjikov V S, Grahovski G G, Mikhailov A V and Valchev T I 2011 SIGMA 7 48
[9] Malykh A A, Nutku Y and Sheftel M B 2004 Partner symmetries and non-invariant solutions of four-dimensional heavenly equations J. Phys. A: Math. Gen. 37 7527–45
[10] Marvan M and Sergyeyev A 2012 Recursion operators for dispersionless integrable systems in any dimension Inverse Problems 28 025011–p12
[11] Morozov O I 2014 The four-dimensional Martínez Alonso–Shabat equation: differential coverings and recursion operators J. Geom. Phys. 85 75–80
[12] Khanizadeh F, Mikhailov A V and Wang J P 2013 Darboux transformations and recursion operators for differential-difference equations Theor. Math. Phys. 177 1606–54
[13] Zakharov V E and Shabat A B 1974 A scheme for integrating the nonlinear equations of mathematical physics by the method of the inverse scattering problem: I Funct. Anal. Appl. 8 226–35
[14] Zakharov V E and Shabat A B 1979 Integration of nonlinear equations of mathematical physics by the method of inverse scattering: II Funct. Anal. Appl. 13 166–74
[15] Wahlquist H D and Estabrook F B 1975 Prolongation structures of nonlinear evolution equations J. Math. Phys. 16 1–7
[16] Bobenko A I and Suris Yu B 2002 Integrable systems on quad-graphs Int. Math. Res. Notes 11 573–611
[17] Nijhoff F W 2002 Lax pair for the Adler (lattice Krichever–Novikov) system Phys. Lett. A 297 49–58
[18] Yamilov R I 1982 On the classification of discrete equations *Integrable Systems* ed A B Shabat (Ufa: Soviet Academy of Sciences) pp 95–114 (in Russian)

[19] Xenitidis P 2009 Integrability and symmetries of difference equations: the Adler–Bobenko–Suris case *Proc. 4th Workshop Group Analysis of Differential Equations and Integrable Systems* pp 226–42 (arXiv:0902.3954)

Xenitidis P 2009 *Theor. Math. Phys.* 146 170–82

[20] Sokolov V V and Meshkov A G 2011 Hyperbolic equations with third-order symmetries *Theor. Math. Phys.* 166 43–57

[21] Svinolupov S I and Sokolov V V 1982 Evolution equations with nontrivial conservative laws *Funct. Anal. Appl.* 16 317–9

[22] Darboux G 1896 *Lecons sur la Théorie Générale des Surfaces et les Applications Géométriques du Calcul Infinitésimal* vol 1–4 (Paris: Gauthier-Villars) pp 512, 513, 547, 579

[23] Goursat E 1898, 1896 *Lecons sur L’intégration des Équations aux Dérivées Partielles du Second Ordre a Deux Variables Indépendantes* vol 1–2 (Paris: Hermann) pp 226, 345

[24] Sokolov V V and Zhiber A V 1995 On the Darboux integrable hyperbolic equations *Phys. Lett.* A 208 303–8

[25] Anderson I M and Kamran N 1997 The variational bicomplex for hyperbolic second order scalar partial differential equations in the plane *Duke Math. J.* 87 265–319

[26] Smirnov S V 2015 Darboux integrability of discrete two-dimensional Toda lattices *Theor. Math. Phys.* 182 189–210

[27] Zhiber A V and Sokolov V V 2001 Exactly integrable hyperbolic equations of Liouville type *Russ. Math. Surv.* 56 61

[28] Ablowitz M J, Kaup D J, Newell A C and Segur H 1973 Method for solving the sine-Gordon equation *Phys. Rev. Lett.* 30 1262

[29] Yamilov R I 1983 Classification of discrete evolution equations *Uspekhi Mat. Nauk.* 38 155–6

[30] Tongas A, Tsoubelis D and Papageorgiou V 2005 Symmetries and group invariant reductions of integrable partial difference equations *Proc. 10th Int. Conf. Modern Group Analysis* vol 222 p 230

[31] Svinin A K 2011 On some integrable lattice related by the Miura-type transformation to the Itoh–Narita–Bogoyavlenskii lattice *J. Phys. A: Math. Theor.* 44 465210

[32] Khabibullin I T 1988 *J. Soviet. Math.* 40 108–15

[33] Habibullin I T and Yangubaeva M V 2013 *Theor. Math. Phys.* 177 1655–79

[34] Habibullin I T and Poptsova M N 2015 *J. Phys. A: Math. Theor.* 48 115203

[35] Kaptsov O V 1992 Invariant sets of evolution equations *Nonlinear Anal.* 19 753–61