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Abstract—This paper studies the capacity of the two-user intensity-modulation/direct-detection (IM/DD) interference channel (IC), which is relevant in the context of multi-user optical wireless communications. Despite some known single-letter capacity characterizations for general discrete-memoryless ICs, a computable capacity expression for the IM/DD IC is missing. In this paper, we provide tight and easily computable inner and outer bounds for a general two-user IM/DD IC under peak and average optical intensity constraints. The bounds enable characterizing the asymptotic sum-rate capacity in the strong and weak interference regimes, as well as the generalized degrees of freedom (GDoF) in the symmetric case. Using the obtained bounds, the GDoF of the IM/DD IC is shown to have a ‘W’ shape similar to the Gaussian IC with power constraints. The obtained bounds are also evaluated numerically in different interference regimes to show their tightness, and used to study the performance of on-chip and indoor OWC systems.
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I. INTRODUCTION

Optical wireless communication (OWC) makes use of light-emitting devices (LEDs or laser diodes) as transmitters, and photo-detectors as receivers to realize wireless information transmission [2]–[4]. It can be realized using collimated beams such as in free-space optical (FSO) communication [5], or using diffused light such as in visible light communication (VLC). VLC integrates high-speed wireless communication into existing illumination systems, including home light fixtures, road lamps, and car head/tail-lights. Other applications of OWC that use diffused light include underwater OWC [6] for fast and marine-friendly underwater data transmission, and OWC on-chip [7] as a space-saving alternative to wire buses in multi-core chips. The broadcast nature of OWC using diffused light leads to interference between transmitter-receiver pairs. Thus, it is important to study the impact of interference on the performance of OWC systems. To this end, an information-theoretic (IT) perspective can be helpful as it provides performance benchmarks and informs scheme design.

From an IT perspective, communications performance depends on the communication channel, characterized by a probability distribution of the channel output given the input [8]. An OWC channel is modeled by the so-called IM/DD channel1 [9], which belongs to the family of Gaussian channels. Its input must be real and nonnegative, and must satisfy mean and peak intensity constraints, to model constraints on the average and peak optical intensity. Due to this, existing results on the well-studied Gaussian channel with an average electrical power constraint (second moment constraint) which models radio-frequency (RF) communications cannot be directly applied to IM/DD channels. This opens a wide research area on IT limits of IM/DD channels.

The IM/DD point-to-point (P2P) channel which models a single-user communication link was studied in [9]–[11], which derived capacity upper and lower bounds under average and/or peak intensity constraints. The capacity of multiple input and/or multiple output IM/DD P2P channels was studied in [12]–[15]. While single-user IM/DD channels have no interference, multi-user channels have interference that must be taken into account when studying their capacity. The capacity of some IM/DD multi-user channels has been studied in the literature, including the IM/DD broadcast channel (BC) modeling communication between a transmitter and multiple receivers, and the IM/DD multiple-access channel (MAC) modeling communication between multiple transmitters and a receiver [16]–[18]. However, the capacity of the IM/DD interference channel (IC), which models communications between multiple interfering transmitter-receiver pairs, has not been studied in the literature despite its importance in VLC systems [19], [20].

An IM/DD IC can model an indoor VLC system where multiple light sources communicate with their respective receiver, leading to interference due to random user locations and overlap between coverage regions [19]. It can also model interference in the emerging area of on-chip OWC, where isolated chips communicate with each other wirelessly using light [7], [20]. Similarly, in vehicular VLC, an IM/DD IC can model cars in different lanes exchanging information with cars in front or behind them. While in some scenarios transmitter-side coordination can be established to avoid interference using time-division multiple access (TDMA) e.g., this is generally sub-optimal [21]. This highlights the importance of studying the capacity of the IM/DD IC which is the focus of this paper.

1Also known as the FSO intensity channel and optical direct detection channel with Gaussian post-detection noise [9].
Studying the capacity of the IC has seen research activity since Shannon’s work in 1961 [22] and until nowadays [23]–[25]. However, the capacity region of the IC is not known in general except for some special cases such as when interference is strong [26]. Consequently, in order to uncover the secrets of the IC, researchers focused on the smallest IC, i.e., the two-user IC with two transmitter-receiver pairs. Treating-interference-as-noise (TIN) is the easiest way to deal with interference, but does not guarantee good performance. It is shown in [23] that combining TIN with transmission of common messages decoded at both receivers can enlarge the achievable rate region relative to TIN, making the Han-Kobayashi (HK) scheme [23] the best known scheme for the IC in terms of achievable rate. A thorough study of the general two-user Gaussian IC under an average electrical power constraint (modeling RF networks) is presented in [21], which provides capacity inner and outer bounds with a gap less than one bit, and introduces the generalized degrees-of-freedom (GDoF) to approximate the IC capacity at high signal-to-noise ratio (SNR), where performance is mainly affected by interference. Since a closed-form expression for the IC capacity is hard to derive, the GDoF can be used as the prelog factor for approximating the IC capacity under various interference strengths [27]. From this perspective, the GDoF can be seen as a generalization of the degrees-of-freedom (DoF), which captures the case when the interference and the desired signal are equally strong. The GDoF is shown to be an important metric in studying and designing communication schemes for more complex networks [27]. To explicitly derive the GDoF, computable and fairly tight capacity bounds are required.

However, computable capacity bounds for the IM/DD IC do not exist to-date, even in the strong interference regime. Although the capacity region of the general IC with strong interference can be used to express the capacity region of the IM/DD IC with strong interference, this remains difficult to compute since it involves a union over distributions. This problem is compounded by the absence of a simple capacity expression for the IM/DD P2P channel. Note that achievable rates for the IM/DD IC were studied in [29] which focused on TIN in the MIMO IM/DD IC. However, [29] did not present capacity outer bounds for investigating the tightness of the achievable rate regions. Our preliminary work in [1] derived computable capacity bounds for a symmetric two-user IM/DD IC with an average intensity constraint. The more general asymmetric IM/DD IC with peak and average optical intensity constraints is yet to be studied.

Due to the lack of computable expressions for the IM/DD IC and IM/DD P2P channel capacities, the GDoF of the IM/DD IC is also unknown. Recent research on the standard Gaussian IC [25], [30] shows that using pulse amplitude modulation (PAM) for the common signal combined with using Gaussian or PAM for the private signal is GDoF optimal. Since a DC-biased PAM signal can be used in an IM/DD channel, the inner bounds in [25], [30] apply for the IM/DD IC at a fixed average-to-peak optical intensity ratio of $\frac{1}{N}$. However, the same does not apply directly for an IM/DD IC under more general average and peak intensity constraints. Also, it is unknown if the obtained achievable GDoF in [25], [30] is optimal for the IM/DD IC since this requires deriving GDoF upper bounds for the IM/DD IC.

In this paper, results in [1] are extended to the general two-user IM/DD IC with peak and average intensity constraints, aiming to find fairly tight and computable capacity bounds and to characterize the GDoF of the IM/DD IC. Two inner bounds and two outer bounds are derived, where the inner bounds are based on TIN and HK schemes, and the outer bounds are derived by providing receiver side information to form Z-channels and a genie-aided channel [21]. Numerical comparison is provided to show the asymptotic tightness of the obtained bounds at high SNR. The asymptotic tightness leads to a fairly tight approximation of the capacity region in the strong interference regime, a finite-gap approximation of the sum-rate capacity in the weak interference regime, and the GDoF of the symmetric IM/DD IC. Interestingly, the GDoF retains the ‘W’ shape observed in the standard Gaussian IC in [21]. It is worth to note that the obtained inner and outer bounds are based on a capacity upper bound for the IM/DD P2P channel from [9], and hence can be tightened by using tighter IM/DD P2P channel capacity bounds. Finally, to demonstrate the applicability of the obtained results, we consider an on-chip OWC system and an indoor VLC system as examples, where we discuss system design problems such as optimizing the receivers’ location or evaluating interference management capability of different schemes.

The rest of the paper is organized as follows. After defining the two-user IM/DD IC model and listing the necessary preliminaries and definitions in Sec. II, Sec. III presents the obtained capacity inner and outer bounds for the IM/DD IC and shows their tightness through numerical evaluations at finite SNR. Then, the asymptotic tightness of the obtained capacity bounds is studied in Sec. IV, and the GDoF of the symmetric IM/DD IC is obtained. The obtained results are then used for studying two example practical systems in Sec. V. Finally, Sec. VI concludes this paper.

Throughout the paper, we use bold-face letters to denote vectors, normal-face lower-case letters to denote scalars, and normal-face upper-case letters to denote random variables, unless otherwise specified. All logarithms are base 2. For a random variable $X$, we use $p(x)$, $\mathbb{E}[X]$, and $h(X)$ to denote its probability density function, expectation, and differential entropy, and a superscript-form $X^n$ to denote a time sequence $(X^{(i)})_{i=1}^n$ with distribution $p(x^n)$; $I(X; Y)$ is the mutual information between $X$ and $Y$; $\mathcal{N}(\mu, \sigma^2)$ represents the Gaussian distribution with mean $\mu$ and variance $\sigma^2$, and $Q(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt$ denotes the standard Gaussian tail function. We denote by $[x]$ the smallest integer no smaller than $x$, by $\text{Conv}(S)$ the convex hull of a set $S$, and by $\mathbb{R}_+$ the set of nonnegative real numbers.

II. Channel Model and Preliminaries

In this section, we introduce the two-user IM/DD IC model, in addition to some IM/DD P2P channel capacity bounds.
Without loss of generality, we assume that the constraints are considered in studying the capacity of the IM/DD P2P channel. Thus, the following constraints should be real, nonnegative, and peak constrained.

1. Real and nonnegative intensity constraint: $X_i \in \mathbb{R}_+$, $i = 1, 2$;
2. Peak intensity constraint: $X_i \leq A_i$, $i = 1, 2$;
3. Average intensity constraint: $\mathbb{E}[X_i] \leq E_i$, $i = 1, 2$.

Without loss of generality, we assume that $A_1 = A_2 = A$ and $\sigma_1 = \sigma_2 = \sigma$, since differences in $A_i$ and $\sigma_i^2$ can be absorbed.

Fig. 1. A two-user interference channel (IC). Message $M_i$ of user $i$ is encoded into a codeword $X_i^n$ of length $n$, which is sent over the channel. Receiver $i$ receives $Y_i^n$ which it uses to decode $M_i$. The transmission is considered successful if $M_i = M_i$.

from [9] and other preliminaries that are required later in this paper.

A. The Two-User IM/DD Interference Channel (IC)

We consider a two-user IM/DD IC as shown in Fig. 1. In this channel, there are two transmitter-receiver pairs, where transmitter $i \in \{1, 2\}$ communicates with receiver $i$ while interfering with receiver $j \in \{1, 2\}, j \neq i$. At any time instant, the transmission can be modeled as

$$Y_i = h_{ii} X_i + h_{ij} X_j + Z_i, \quad (1)$$

for $i, j \in \{1, 2\}$ and $i \neq j$, where $Y_i$ and $X_i$ model the received and transmitted signals, respectively, $h_{ii} \in \mathbb{R}_+$ is the channel gain from transmitter $i$ to receiver $j$, and $Z_i$ is the noise at receiver $i$, which we assume to be $\mathcal{N}(0, \sigma_i^2)$ (thermal-noise-limited regime).

Due to the physical properties of solid-state optical transmitters, $X_i$ should be real, nonnegative, and peak constrained. Although turning on an LED requires the injected current to be larger than a constant threshold, we assume the threshold to be zero without loss of generality when studying the channel capacity. Also, $X_i$ may be subject to an average optical intensity constraint for illumination and eye-safety reasons in applications such as indoor VLC. Thus, the following constraints are considered in studying the capacity of the IM/DD IC:

1. Real and nonnegative intensity constraint: $X_i \in \mathbb{R}_+$, $i = 1, 2$;
2. Peak intensity constraint: $X_i \leq A_i$, $i = 1, 2$;
3. Average intensity constraint: $\mathbb{E}[X_i] \leq E_i$, $i = 1, 2$.

Without loss of generality, we assume that $A_1 = A_2 = A$ and $\sigma_1 = \sigma_2 = \sigma$, since differences in $A_i$ and $\sigma_i^2$ can be absorbed.

$$h_{ij} \geq 0$$ since it is the ratio of the received to the transmitted optical intensity, both of which are nonnegative.

into the channel coefficients $h_{ij}$, $i, j \in \{1, 2\}$. We define $\alpha_1 = \frac{\xi}{\mu}$, which will be extensively used in the paper. We also define a symmetric IC as the one with $h_{11} = h_{22} = 1$, $h_{12} = h_{21} = g$, and $\alpha_1 = \alpha_2 = \alpha$. It is also worth to mention that the setting that $A_1 = A_2$ and $\alpha_1 = \alpha_2$ with general channel coefficients $h_{ij}$ models an IM/DD IC with identical transmitters.

Transmitter $i$ transmits a message $m_i \in M_i$ to receiver $i$ through a length-$n$ codeword $x_i^n(m_i) = (x_{i1}^{(1)}(m_i), \ldots, x_{i1}^{(n)}(m_i))$ chosen from a codebook $C_{i,n}$, where $M_i = \{1, \ldots, 2^{nR_i}\}$ is the message set with code rate $R_i$. Each element of the codeword is a realization of the random variable $X_i$ that satisfies the input constraints. Receiver $i$ uses a decoding function $\varphi_{i,n} : \mathbb{R}_n \mapsto M_i$ to obtain $\hat{m}_i = \varphi_{i,n}(y_i^n)$, and an error occurs if $\hat{m}_i \neq m_i$.

The average error probability for receiver $i$ is defined as $\epsilon_{i,n} = \frac{1}{2^{nR_i}} \sum_{m_i \in M_i} \mathbb{P}(M_i \neq M_i).$ A rate pair $(R_1, R_2)$ is achievable if and only if there exists a sequence of codebook pairs $\{(C_{i,n}, C_{j,n})\}_n$ and decoding functions $\{(\varphi_{i,n}, \varphi_{j,n})\}_n$, such that $\epsilon_{i,n}, \epsilon_{j,n} \to 0$, as $n \to \infty$. We denote by $\mathcal{G}$ the capacity region which is the closure of the set of all achievable rate pairs, and define the sum-rate capacity as $C_{\text{sum}} = \max_{(R_1, R_2) \in \mathcal{G}} \{R_1 + R_2\}$.

Next, we introduce some IM/DD P2P channel capacity bounds and other preliminaries that will be used throughout the paper.

B. Preliminaries

We start with IM/DD P2P channel capacity bounds. Consider an IM/DD P2P channel with input $X \in [0, A]$ satisfying $\mathbb{E}[X] \leq \alpha A$, and output $Y = X + Z$ where $Z \sim \mathcal{N}(0, \sigma^2)$. Denote the IM/DD P2P channel capacity by $C(A, \alpha) = \sup_{p_X : \mathbb{E}[X] \leq \alpha A} I(X; Y)$.

The following lemma states lower and upper bounds for $C(A, \alpha)$.

**Lemma 1 [9]:** $C(A, \alpha)$ satisfies $C(A, \alpha) \leq C(A, \alpha) \leq \mathcal{C}(A, \alpha)$, where $\underline{C}(A, \alpha)$ and $\mathcal{C}(A, \alpha)$ are defined in (2) and (4), respectively, as follows:

$$C(A, \alpha) = \frac{1}{2} \log \left(1 + \frac{\rho(\alpha)A^2}{\sigma^2} \right) \quad (2)$$

wherein

$$\rho(\alpha) = \frac{e^{2\alpha\mu^*-1}}{2\pi} \left(1 - \frac{e^{-\mu^*}}{\mu^*} \right)^2, \quad \alpha \in (0, \frac{1}{2}),$$

$$\rho(\alpha) = \frac{1}{2\pi e}, \quad \alpha \in \left[\frac{1}{2}, 1\right],$$

$$c_1 = \min_{\mu, \xi > 0} \left[1 - Q\left(\frac{\xi + \alpha A}{\sigma}\right) - Q\left(\frac{\xi + (1 - \alpha)A}{\sigma}\right) \log \left(\frac{A}{\sigma^2 \sqrt{2\pi} \mu(1 - 2Q(\xi))} \right) \right]$$

$$+ \log(e) \left[\frac{1}{2} + Q\left(\frac{\xi}{\sigma}\right) + \frac{\xi}{\sqrt{2\pi} \sigma} e^{\frac{\xi^2}{2\sigma^2}} + \frac{\mu}{A \sqrt{2\pi}} \left(e^{-\frac{\mu^2}{2\sigma^2}} - e^{-\frac{(\mu^2 + \xi^2)}{2\sigma^2}}\right) \right] + \mu \alpha \left(1 - 2Q\left(\frac{\xi + \frac{\mu}{A}}{\sqrt{2\pi} \sigma}\right)\right), \quad (5a)$$

$$c_2 = \min_{\xi > 0} \left[1 - 2Q\left(\frac{\xi + \frac{\mu}{A}}{\sigma \sqrt{2\pi}(1 - 2Q(\xi))}\right) \log \left(\frac{A + 2\xi}{\sigma \sqrt{2\pi}(1 - 2Q(\xi))}\right) \right] + \log(e) \left[\frac{1}{2} + Q\left(\frac{\xi}{\sigma}\right) + \frac{\xi}{\sqrt{2\pi} \sigma} e^{-\frac{\xi^2}{2\sigma^2}}\right]. \quad (5b)$$
and \( \mu^* \) is the unique positive solution of \( \alpha = \frac{1}{\mu^*} - \frac{e^{-\mu^*}}{1-e^{-\mu^*}} \); and

\[
\mathcal{C}(A, \alpha) = \begin{cases} 
2, \quad \alpha \in \left[ \frac{1}{2}, 1 \right], \\
1, \quad \alpha \in \left( 0, \frac{1}{2} \right), 
\end{cases}
\]

wherein \( c_1 \) and \( c_2 \) are defined in (5).

The detailed proof of Lemma 1 can be found in [9], where we note that the lower bound \( \mathcal{C}(A, \alpha) \) is obtained by choosing \( X \) to follow \( p(x; A, \alpha) \), as defined in (6) below, which maximizes \( h(X) \) under the constraints \( X \in [0, A] \) and \( \mathbb{E}[X] \leq \alpha A \) [9].

\[
p(x; A, \alpha) = \begin{cases} 
\frac{1}{A} \mathcal{P}_1(\mu^* - e^{-\mu^*}) \frac{\mu^* x}{A}, \quad \alpha \in \left( 0, \frac{1}{2} \right), \\
\frac{1}{A}, \quad \alpha \in \left[ \frac{1}{2}, 1 \right]. 
\end{cases}
\]

For \( X \sim p(x; A, \alpha) \), the corresponding mean and differential entropy of \( X \) are given as follows:

\[
\mathbb{E}[X] = \begin{cases} 
\frac{A}{2}, \quad \alpha \in \left[ \frac{1}{2}, 1 \right], \\
\alpha A, \quad \alpha \in \left( 0, \frac{1}{2} \right), 
\end{cases}
\]

\[
h(X) = \begin{cases} 
- \log \left( \frac{1}{A} 1 - e^{-\mu^*} \right), \quad \alpha \in \left( 0, \frac{1}{2} \right), \\
\log(A), \quad \alpha \in \left[ \frac{1}{2}, 1 \right], 
\end{cases}
\]

\[
= \frac{1}{2} \log(2\pi e \rho(A) A^2).
\]

Additionally, the following properties are required in the asymptotic analysis in Sec. IV.

**Remark 1:** The lower and upper bounds of \( \mathcal{C}(A, \alpha) \) in Lemma 1 satisfy the following properties:

(i) \( \varepsilon(A, \alpha) \equiv \mathcal{C}(x, \alpha) - \mathcal{C}(x) < 0.7 \) bits for all \( A \in \mathbb{R}_+ \), and \( \lim_{\alpha \to 0^+} \varepsilon(A, \alpha) = 0 \);

(ii) \( 0 < \rho(\alpha) \leq \frac{1}{2\pi e} \) and \( \rho(\alpha) \) is monotonically nondecreasing;

(iii) \( \mathcal{C}(A, \alpha) \) is monotonically increasing in \( A, \forall \alpha \in (0, 1] \).

The proof of (i) can be found in [9] which also states that \( \varepsilon(A, \alpha) < 1 \) nat \( \approx 0.7 \) bits, obtained through numerical evaluation; (ii) follows since \( 2 \mathbb{H}(X) = 2\pi e \rho(A) A^2 \) and since \( h(X) \leq \log(A) \) [8, Example 12.2.4], and the monotonicity of \( \rho(\alpha) \) is obtained numerically; and (iii) follows since the logarithm in (2) is monotonically increasing.

Next, we provide some definitions that will be needed in the sequel. Let \( \kappa = (\kappa_1, \kappa_2), \eta = (\eta_1, \eta_2), \) and \( \theta = (\theta_1, \theta_2) \), wherein \( \kappa, \eta \in \mathbb{R}_+, \theta_i \in (0, 1], i = 1, 2 \).

**Definition 1 (Feasible Input Distributions):** For \( x = (x_1, x_2) \), the set \( \mathcal{P}(\kappa, \Theta) \) of feasible input distributions for the IM/DD IC is defined as the set of distributions \( p(x) = p(x_1)p(x_2) \) satisfying \( p(x) = 0 \) if \( x \notin [0, \kappa_1] \times [0, \kappa_2] \) and \( \mathbb{E}[X_i] \leq \theta_i \kappa_i, i = 1, 2 \).

**Definition 2 (Feasible Distributions for the Han-Kobayashi (HK) Scheme):** For \( u = (u_1, u_2), \) and \( w = (w_1, w_2), \) the set \( \mathcal{P}_{\text{HK}}(\kappa, \eta, \Theta) \) of feasible input distributions for a HK scheme in the IM/DD IC is defined as the set of distributions \( p(u, w) = \prod_{i=1}^{2} p(u_i)p(w_i) \) satisfying \( p(u, w) = 0 \) if \( (u, w) \notin [0, \kappa_1] \times [0, \kappa_2] \times [0, \eta_1] \times [0, \eta_2], \) and \( \mathbb{E}[U_i + W_i] \leq \theta_i(\kappa_i + \eta_i) \).

Then, Lemma 2 and Corollary 1 below state a mutual-information lower bound that will be used to bound the achievable rate of decoding a pair of messages from a received signal with noise and interference. Lemma 2 and Corollary 1 will help to derive the achievable rates of TIN and the HK scheme in Sec. III.

**Lemma 2:** Consider independent random variables \( V_i \in [0, a_i], i = 1, 2, 3 \) satisfying \( \mathbb{E}[V_i] \leq \theta_i a_i \) where \( a_i \in \mathbb{R}_+ \) is the peak intensity parameter and \( \theta_i \in (0, 1] \) is the average-to-peak ratio parameter, and let \( V = V_1 + V_2 + V_3 + Z \) where \( Z \sim \mathcal{N}(0, \sigma^2) \) is independent of \( V_i \). Then, if \( V_i, i = 1, 2, \) is distributed according to \( p(v_i; a_i, \theta_i) \) (cf. (6)), we have

\[
I(V_1, V_2; V) \geq \frac{1}{2} \log \left( 1 + \frac{\rho(\theta_1) a_1^2 + \rho(\theta_2) a_2^2}{\sigma^2 2C(a_3, \theta_3)} \right).
\]

**Proof:** We have

\[
I(V_1, V_2; V) = h(V_1 + V_2 + V_3 + Z) - h(V_3 + Z) \geq \frac{1}{2} \log \left( 1 + \frac{2h(V_1) + 2h(V_2)}{2h(V_3 + Z)} \right)
\]

\[
= \frac{1}{2} \log \left( 1 + \frac{2h(V_1) + 2h(V_2)}{2h(V_1 + V_2 + V_3 + Z) + 2h(V_3)} \right),
\]

where the inequality follows using the entropy-power inequality (EPI) to lower-bound \( h(V_1 + V_2 + V_3 + Z) \) by \( \frac{1}{2} \log \left( 2^{2h(V_1)} + 2^{2h(V_2)} + 2^{2h(V_3)} \right) \). Then, recall that \( I(V_3; V_3 + Z) \leq \mathcal{C}(a_3, \theta_3) \) by Lemma 1 and \( h(Z) = \frac{1}{2} \log(2\pi e \sigma^2) \). Also, \( 2^{2h(V_1)} = 2\pi e \rho(\theta_1) a_1^2 \) (cf. (7c)) since \( V_i \sim p(v_i; a_i, \theta_i), i = 1, 2 \). Thus,

\[
I(V_1, V_2; V) \geq \frac{1}{2} \log \left( 1 + \frac{\rho(\theta_1) a_1^2 + \rho(\theta_2) a_2^2}{\sigma^2 2C(a_3, \theta_3)} \right),
\]

which proves the lemma.

The following corollary is a direct result of Lemma 2.

**Corollary 1:** \( I(V_2; V_3 + Z) \geq F(0, a_2, a_3, 1, \theta_2, \theta_3) \), where \( V_2, V_3, Z, a_i, \) and \( \theta_i \) are as defined in Lemma 2.

Lastly, regarding the function \( F(a_1, a_2, a_3, \theta_1, \theta_2, \theta_3) \) in (8), it is worth to mention two special cases that will be frequently used in Sec. IV:

1. when \( a_1, a_3 = 0, F(0, a_2, 0, \theta_1, \theta_2, \theta_3) = C(a_2, \theta_2), \) and
2) when \( \frac{a_X}{\sigma} \to \infty \),
\[
\lim_{\frac{a_X}{\sigma} \to \infty} \left[ F(a_1, a_2, a_3, \theta_1, \theta_2, \theta_3) - \frac{1}{2} \log \left( 1 + \frac{\rho(\theta_1)a_1^2 + \rho(\theta_2)a_2^2}{\rho(\theta_3)a_3^2} \right) \right] = 0, \tag{11}
\]
which follows since \( \lim_{\frac{a_X}{\sigma} \to \infty} \varepsilon(a_1, a_3) = 0 \) (Property (i)).

In the next section, we derive computable capacity inner and outer bounds for the IM/DD IC based on the preliminaries in this section.

III. IM/DD IC CAPACITY BOUNDS

In this section, computable capacity inner and outer bounds for the two-user IM/DD IC are presented. The inner bounds are obtained by TIN and HK schemes, and the outer bounds are obtained by providing side information to the IC to form Z-channels and a genie-aided IC. We start with deriving the two inner bounds.

A. Computable Inner Bounds

1) Treating Interference as Noise (TIN): A simple scheme to deal with interference in the two-user IC is to treat it as noise. Although it is a passive scheme, it can be efficient when interference is weak, i.e., when the cross-talk channel gain is small. In TIN, each receiver only decodes its desired signal, i.e., decoder \( i \) only decodes \( M_i \) while treating \( X^1_j (j \neq i) \) as noise. Through TIN, rate pairs in the following set are achievable:
\[
\mathcal{R}_\text{TIN}(\rho(x)) \triangleq \left\{ (R_1, R_2) \in \mathbb{R}^2_+ \mid R_i \leq I(X_i; Y_i), i \in \{1, 2\} \right\}, \tag{12}
\]
where \( x = (x_1, x_2) \) and \( p(x) \in \mathcal{P}(A, \alpha) \) defined in Def. 1, where \( A = (A, A) \). To obtain the achievable rate region of TIN, one has to evaluate the mutual information in (12) and take the union with respect to all feasible input probability distributions, which is intractable. Next, we simplify this task by providing an easily computable inner bound based on (12).

**Theorem 1:** The capacity region of the IC is inner bounded by \( \mathcal{G}'_{\text{TIN}} \subseteq \mathcal{G} \), where
\[
\mathcal{G}'_{\text{TIN}} \triangleq \text{Conv} \left( \bigcup_{\kappa_i \in [0, A], \theta_i \kappa_i \in [0, A], i = 1, 2} \mathcal{R}'_{\text{TIN}}(\kappa, \theta) \right), \tag{13}
\]
wherein \( \kappa = (\kappa_1, \kappa_2) \) is the allocated peak intensities at the transmitters, \( \theta = (\theta_1, \theta_2) \), and
\[
\mathcal{R}'_{\text{TIN}}(\kappa, \theta) \triangleq \left\{ (R_1, R_2) \in \mathbb{R}^2_+ \mid \begin{array}{l}
R_i \leq F(0, h_i\kappa_i, h_j\kappa_j, 1, \theta_i, \theta_j), \\
i, j \in \{1, 2\}, i \neq j \end{array} \right\}. \tag{14}
\]

**Proof:** For some \( \kappa_i, \theta_i, i = 1, 2 \), such that \( \kappa_i \in [0, A] \) and \( \theta_i \kappa_i \in [0, A], i \in \{1, 2\} \), let \( R_1 = I(X_1; Y_1) \) and \( R_2 = I(X_2; Y_2) \) with \( (X_1, X_2) \sim p(x) = \prod_{i=1}^2 p(x; \kappa_i, \theta_i) \). As \( p(x) \in \mathcal{P}(A, \alpha) \), we have \( (R_1, R_2) \in \mathcal{R}_{\text{TIN}}(p(x)) \). On the other hand, \( \tilde{X}_{11} \triangleq h_{11}X_1 \sim p(\tilde{x}_{11}; h_{11}\kappa_1, \theta_1) \) and \( \tilde{X}_{21} \triangleq h_{21}X_2 \sim p(\tilde{x}_{21}; h_{21}\kappa_2, \theta_2) \).

Fig. 2. In the simplified Han-Kobayashi (HK) scheme, message \( M_i \) is split into a private part \( M^p_i \) and a common part \( M^c_i \). These are encoded individually and their sum is transmitted. Each receiver decodes both common and one private message.

Thus, the following rate region is achievable:
\[
\mathcal{R}_{\text{HK}}(p(u, w)) \triangleq \left\{ (R_1, R_2) \in \mathbb{R}^2_+ \mid R_i = R^p_i + R^w_i, \right. \left. i \in \{1, 2\} \right\}. \tag{17}
\]

The following theorem states a computable inner bound based on (17).
Theorem 2: The capacity region of the IC is inner bounded by $\mathcal{G}_\text{HK}' \subseteq \mathcal{G}$, where

$$
\mathcal{G}_\text{HK}' \triangleq \text{Conv} \left( \bigcup \mathcal{R}'_{\text{HK}}(\kappa, \eta, \theta, \phi) \right),
$$

(18)

where the union is with respect to peak intensities allocated to the private and common messages, $\kappa = (\kappa_1, \kappa_2)$ and $\eta = (\eta_1, \eta_2)$, respectively, and average-to-peak ratios of the private and common messages, $\theta = (\theta_1, \theta_2)$ and $\phi = (\phi_1, \phi_2)$, respectively, such that, for $i = 1, 2$,

$$
\kappa_i, \eta_i \in [0, A],
\kappa_i + \eta_i \leq A,
\theta_i \kappa_i + \phi_i \eta_i \leq \alpha_i A
$$

and $\mathcal{R}'_{\text{HK}}(\kappa, \eta, \theta, \phi)$ is the set of rate pairs $(R_1, R_2) \in \mathbb{R}_+^2$ satisfying that, for $i, j \in \{1, 2\}, i \neq j$,

$$
R_i \leq F(0, h_{i_1} \kappa_i, h_{i_2} \kappa_j, 1, \theta_i, \theta_j)
+ \min_{k \in \{1, 2\}} F(0, h_{i_1} \eta_i, h_{i_k} \kappa_i + h_{j_k} \kappa_j, 1, \phi_i, \theta_k),
$$

(19a)

$$
R_1 + R_2 \leq \sum_{i, j \in \{1, 2\}, i \neq j} \left[ F(0, h_{i_1} \kappa_i, h_{i_2} \kappa_j, 1, \theta_i, \theta_j)
+ \min_{i, j \in \{1, 2\}, i \neq j} F(h_{i_1} \eta_i, h_{i_2} \kappa_i + h_{i_2} \kappa_j, 1, \phi_i, \phi_j, \theta'_i)ight],
$$

(19b)

where $\theta'_i = \frac{h_{i_1} \theta_i + h_{i_2} \phi_i}{h_{i_1} \kappa_i + h_{i_2} \kappa_j}$ if $h_{i_1} \kappa_i + h_{i_2} \kappa_j > 0$ and $\theta'_i = 0$ otherwise, $i \neq j$.

Proof: Choose $(\kappa_i, \eta_i, \theta_i, \phi_i), i = 1, 2$, such that the constraints in Theorem 2 are satisfied and let $U_i \sim p(u_i; \kappa_i, \theta_i)$ and $W_i \sim p(w_i; \eta_i, \phi_i)$, which leads to $p(u, w) \in \mathcal{P}_\text{HK}(\kappa, \eta, \alpha)$. Then, use (16) with $p(u, w)$ to obtain $R_1^w$ and $R_2^w$ that satisfy (16) with equality. Let $R_1 = R_1^w + R_2^w$, then, we have $(R_1, R_2) \in \mathcal{R}'_{\text{HK}}(p(u, w))$ is achievable by the HK scheme. Also, since $U_{11} = h_{11} U_1 \sim p(u_{11}; h_{11} \kappa_1, \theta_1)$ and $U_{21} = h_{21} U_2 \sim p(u_{21}; h_{21} \kappa_2, \theta_1)$, we obtain

$$
R_1^u = l(U_{11}; U_{11} + U_{21} + Z_1) \geq F(0, h_{11} \kappa_1, h_{21} \kappa_2, 1, \theta_1, \theta_2)
$$

(20)

by Corollary 1. Similarly, we can obtain $R_2^u \geq F(0, h_{12} \kappa_2, h_{22} \kappa_2, 1, \theta_2, \theta_1)$. Next, observing that $W_{11} = h_{11} W_1 \sim p(w_{11}; h_{11} \kappa_1, \phi_1)$ and $h_{11} U_1 + h_{21} U_2$ is in $[0, h_{11} \kappa_1 + h_{21} \kappa_2]$ with $E[h_{11} U_1 + h_{21} U_2] \leq h_{11} \theta_1 \kappa_1 + h_{21} \theta_2 \kappa_2 = \theta'_1 (h_{11} \kappa_1 + h_{21} \kappa_2)$, then

$$
R_1^w \geq l(W_1; Y_1 W_2) \geq F(0, h_{11} \eta_1, h_{11} \kappa_1 + h_{21} \kappa_2, 1, \phi_1, \theta'_1)
$$

(21)

by Corollary 1. Similarly,

$$
R_2^w \geq l(W_2; Y_2 W_1) \geq F(0, h_{12} \eta_2, h_{12} \kappa_1 + h_{22} \kappa_2, 1, \phi_2, \theta'_2)
$$

(22)

$$
R_1^w \geq l(W_1; Y_2 W_2) \geq F(0, h_{21} \eta_2, h_{21} \kappa_1 + h_{22} \kappa_2, 1, \phi_2, \theta'_1)
$$

(23)

$$
R_2^w \geq l(W_2; Y_1 W_1) \geq F(0, h_{22} \eta_2, h_{12} \kappa_1 + h_{22} \kappa_2, 1, \phi_1, \theta'_2).
$$

(24)

Using similar arguments and using Lemma 2, we can show that

$$
R_1^w + R_2^w \geq l(W_1, W_2; Y_i)
\geq F(h_{i1} \eta_i, h_{i1} \eta_j, h_{i2} \kappa_1 + h_{i2} \kappa_j, \phi_i, \phi_j, \theta_i'),
$$

(25)

for $i = 1, 2$. Plugging these lower bounds into (16) and using Fourier-Motzkin’s elimination, we obtain the region $\mathcal{R}'_{\text{HK}}(\kappa, \eta, \theta, \phi)$ described in (19). Since $(R_1, R_2)$ are achievable given any $(\kappa, \eta, \theta, \phi)$ that satisfies the constraints in Theorem 2, then rate pairs in $\mathcal{R}'_{\text{HK}}(\kappa, \eta, \theta, \phi)$ are all achievable. Therefore, $\mathcal{G}_\text{HK}'$ defined in (18) is achievable, which ends the proof.

It is worth to note that $\mathcal{G}_\text{TIN}' \subseteq \mathcal{G}_\text{HK}'$ since TIN is a special case of the HK scheme when only private messages are sent, i.e., when we fix $\eta_1 = \eta_2 = 0$.

B. Computable Outer Bounds

Since providing side information to the receivers does not shrink the capacity region, this provides an outer bound for the capacity of the IC. In this subsection, two outer bounds for the two-user IM/DD IC are obtained based on two choices of side information.

1) Z-Channels: The first outer bound is obtained by providing the interference signal to one of the receivers forming a one-sided IC, also known as a Z-channel [24], [31]. Using Fano’s inequality, the sum-rate of the Z-channel can be upper-bounded as

$$
n(R_1 + R_2) \leq l(X_i^n; Y_i^n) + l(X_i^n, Y_j^n; X_j^n) + n \epsilon_n
$$

(26a)

$$
= l(X_i^n; Y_i^n) + l(X_j^n; Y_j^n; X_j^n) + n \epsilon_n
$$

(26b)

$$
= l(X_i^n, X_j^n; Y_i^n) + l(X_j^n; Y_j^n; X_j^n) - l(X_j^n; Y_i^n; X_j^n) + n \epsilon_n,
$$

(26c)

for $i, j \in \{1, 2\}$ and $i \neq j$, where $\epsilon_n \geq 0$ tends to zero as $n \to \infty$ and the second equality follows from the independence of $X_i^n$ and $X_j^n$. Note that (26b) represents a Z-channel where receiver $j$ has no interference from transmitter $i$. This enables us to describe the following outer bound for the IM/DD IC. Given an arbitrary input distribution $p(x) \in \mathcal{P}(A, \alpha)$, an achievable rate pair $(R_1, R_2)$ must satisfy, for $i, j \in \{1, 2\}$ and $i \neq j$,

$$
R_i \leq \frac{1}{n} l(X_i^n; Y_i^n | X_j^n) + \epsilon_n,
$$

(27a)

$$
R_1 + R_2 \leq \frac{1}{n} \left[ l(X_i^n, X_j^n; Y_i^n) + l(X_j^n; Y_j^n; X_j^n) - l(X_j^n; Y_i^n; X_j^n) \right] + \epsilon_n.
$$

(27b)

The following theorem provides an easily computable outer bound based on (27).

Theorem 3: The capacity region of the IM/DD IC is outer bounded by $\mathcal{G} \subseteq \mathcal{G}_\alpha$, where $\mathcal{G}_\alpha$ is the set of all
where the last inequality follows since that, for a memoryless channel described by $Y_i^{(t)} = X_i^{(t)} + Z_i^n$, $I(X_i^n; Y_i^n) \leq \sum_{i=1}^{2n} I(Y_i^{(t)}; Y_i^{(n)})$.

The sum-rate outer bounds in (28) is obtained from (27b). Firstly, the first term in (27b) satisfies

$$I(X_i^n; Y_i^n) \leq n\mathbb{C}(h_{ii} + h_{ij}A, \alpha'')$$ (30)

which is obtained similar to (29) above. Secondly, for the remaining two terms in (27b), when $h_{ji} \geq h_{jj}$, we have

$$I(X_j^n; X_i^n | X_j^n) - I(X_j^n; Y_i^n | X_j^n) = l(X_j^n; h_{ji}X_i^n + Z_i^n) - l(X_j^n; h_{ji}X_i^n + Z_i^n)$$ (31a)

$$= l(X_j^n; X_i^n + Z_i^n) - l(X_j^n; X_i^n + Z_i^n)$$ (31b)

$$\leq 0,$$ (31c)

where $I(X_j^n; X_i^n + Z_i^n) \leq I(X_j^n; X_i^n + Z_i^n)$ follows since the channel with input $X_i^n$ and output $X_j^n + Z_i^n$ can be seen as an degraded version of the less noisy one with the same input but with output $X_i^n + Z_i^n$. When $h_{ji} < h_{jj}$, we have the following

$$I(X_j^n; X_i^n | X_j^n) - I(X_j^n; Y_i^n | X_j^n) = h(Y_i^n | X_j^n) - h(Y_i^n | X_i^n, X_j^n) - h(Y_i^n | X_i^n, X_j^n)$$

$$= h\left(X_i^n + \frac{Z_i^n}{h_{jj}}\right) - h\left(X_i^n + \frac{Z_i^n}{h_{jj}} + \tilde{Z}_i^n\right) + n \log\left(\frac{h_{jj}}{h_{ij}}\right)$$ (32a)

$$= \frac{1}{2} \log\left(1 + \frac{2^n h_i(Z)}{2^n h_{ij} X_j^n + 2^n Z_i^n}\right) + n \log\left(\frac{h_{jj}}{h_{ij}}\right)$$ (32b)

$$\leq -\frac{1}{2} \log\left(\frac{h_{jj}}{h_{ij}}\right)^2 + \left(\frac{1 - \frac{h^2}{h_{ij}}}{2^n C(h_{jj}A, \alpha')}\right)^n$$ (32c)

$$\leq \frac{n}{2} \log\left(\max\left(\frac{h_{jj}^2}{h_{ij}}, \frac{1 - \frac{h^2}{h_{ij}}}{2^n C(h_{jj}A, \alpha')}\right)\right),$$ (32d)

where (32b) follows by letting $\tilde{Z} \sim \mathcal{N}(0, (\frac{1}{h_{ij}} - \frac{1}{h_{jj}})^2)$ independent of $Z_j$, (32c) follows by lower-bounding $h(X_i^n + \frac{Z_i^n}{h_{jj}} + \tilde{Z}_i^n)$ with $h(X_i^n + \frac{Z_i^n}{h_{jj}})$ and $h(\tilde{Z}_i^n)$ using the EPI and then substituting $h(X_i^n + \frac{Z_i^n}{h_{jj}}) = l(X_i^n; X_i^n + \frac{Z_i^n}{h_{jj}}) - h(\frac{Z_i^n}{h_{jj}})$, (32d) follows from the entropy of a zero-mean Gaussian noise and since $I(X_i^n; h_{jj}X_i^n + Z_i^n) \leq n \mathbb{C}(h_{jj}A, \alpha_j)$, and (32e) follows since the logarithm is a monotonically increasing function and both $\frac{h_j}{h_{ij}}$ and $1 - \frac{h^2}{h_{ij}}$ are nonnegative when $h_{ji} < h_{jj}$. Note that (32e) is negative when $h_{ji} \geq h_{jj}$ and positive otherwise, which allows us to combine it together with (30) and (31c) while letting $n \to \infty$ to obtain the sum-rate bound in (28). This ends the proof.

2) Genie-Aided Channel: The second outer bound is obtained by providing $S_i = h_{ij}X_i + Z_j$ as side information to receiver $i \in \{1, 2\}, \ i \neq j$, forming a genie-aided IC similar to [21]. Given an input distribution $p(x) \in \mathcal{P}_g(A, \alpha)$ defined in Def. 1, an achievable $(R_1, R_2)$ must satisfy

$$R_i \leq l(X_i; Y_i | X_j), \ i, j \in \{1, 2\}, \ i \neq j,$$ (33a)

$$R_1 + R_2 \leq l(X_i; Y_i | S_i, Y_j) + l(X_i; Y_i | S_i).$$ (33b)

The following theorem provides an easily computable outer bound based on $G_{ge}$.

Theorem 4: The capacity region of the IM/DD IC is outer bounded by $G \subseteq G_{ge}$ where $G_{ge}$ is the set of all rate pairs $(R_1, R_2) \in \mathbb{R}^2_+$ that satisfy

$$R_i \leq \mathbb{C}(h_{ii}A, \alpha), \ i, j \in \{1, 2\}, \ i \neq j.$$ (34a)

$$R_1 + R_2 \leq \sum_{i,j=1}^{2} \mathbb{C}\left(h_{ij}h_{21} + A, \alpha\right) = \frac{1}{2} \log\left(1 + \frac{h_{ij}^2}{h_{ij}^2}\right).$$ (34b)

Proof: The proof of the first inequality in (34) is the same as that of (28). The second inequality is obtained from

$$\sum_{i=1}^{2} l(X_i; Y_i, S_i)$$

$$= \sum_{i=1}^{2} l(X_i; S_i) + l(X_i; Y_i | S_i)$$ (35a)

$$= \sum_{i=1}^{2} h(Y_i | S_i) - h(Z_i)$$ (35b)

$$\leq \sum_{i,j=1}^{2} I(X_j; h_{ij}h_{21} + A, \alpha) + \frac{1}{2} \log\left(1 + \frac{h_{ij}^2}{h_{ij}^2}\right)$$ (35c)

$$\leq \sum_{i,j=1}^{2} \mathbb{C}\left(h_{ij}h_{21} + A, \alpha\right) + \frac{1}{2} \log\left(1 + \frac{h_{ij}^2}{h_{ij}^2}\right).$$ (35d)

where (35b) follows since $h(S_i | X_i) = h(Z_i)$ and $h(Y_i | S_i) = h(S_i)$, and (35c) follows from $h(Y_i | S_i) = h(Y_i - S_i | S_i)$ and dropping the condition, then using the properties $h(aX) = h(X) + \log(a)$ for $a > 0$ and $h(X) = l(X; X + Z) + h(Z)$. This ends the proof.
C. Numerical Results on the Obtained Capacity Bounds

We now compare the obtained inner and outer bounds numerically. In Fig. 3, we plot the bounds under \( \beta = 10^3 \), \( \alpha_1 = \alpha_2 = \alpha = 0.4 \) as an example. Let \( h_{11} = h_{22} = 1 \) and vary \( h_{12} = h_{21} = g \) within \( \{0.01, 0.6, 1, 10\} \). It can be seen that when interference is very weak (\( g = 0.01 \)), the TIN and HK schemes achieve almost the same rate region. But when interference becomes larger (\( g = 0.6, 1, \) or 10), the achievable region of the HK scheme is strictly larger than the one achieved by TIN. Moreover, it is worth to note that a larger \( g \) enables the HK scheme to achieve a larger sum-rate and smaller gap to the upper bound \( G_Z' \), and by comparing \( g = 0.6, 1, 10 \), it can be seen that a stronger interference can be less 'harmful' than moderate interference. As the obtained capacity bounds can be easily computed, they can serve as simple performance benchmarks.

In addition to the rate regions in Fig. 3, we plot the quantity \( \gamma'(\delta, A, \alpha) \) \( \triangleq \frac{R_{\text{sum}}}{\log(1 + \frac{\rho}{\sigma})} \) versus \( \delta = \frac{\log(2)}{\log(\frac{2}{\delta})} \) in Fig. 4a, where \( \frac{A}{\sigma} = 10^3 \), \( \alpha = 0.4 \), and \( R_{\text{sum}} \) is the maximum sum-rate corresponding to each of the inner/outer bounds \( G_{\text{TIN}}', G_{\text{HK}}', G_Z' \), and \( G_{\text{ge}}' \). We shall see later that the quantity \( \gamma'(\delta, A, \alpha) \) is related to the GDoF of the IM/DD IC (45). Denote by \( \gamma_{\text{TIN}}', \gamma_{\text{HK}}', \gamma_Z', \) and \( \gamma_{\text{ge}}' \), the \( \gamma'(\delta, A, \alpha) \) value calculated by using \( G_{\text{TIN}}', G_{\text{HK}}', G_Z' \) and \( G_{\text{ge}}' \), respectively. Overall, these quantities outline a 'W' shape in Fig. 4a between \( \max\{\gamma_{\text{TIN}}', \gamma_{\text{HK}}'\} \) and \( \min\{\gamma_Z', \gamma_{\text{ge}}'\} \), similar to the GDoF as we shall see later (Fig. 4b). Besides, It can be seen that \( \gamma_{\text{ge}}' \leq \gamma_Z' \) when \( \delta \in (0, 0.67) \), and \( \gamma_Z' < \gamma_{\text{ge}}' \) when \( \delta \in (0.67, 2) \). It can also be seen that \( \gamma_{\text{HK}}' \geq \gamma_{\text{TIN}}' \) for all values of \( \delta \) with \( \gamma_{\text{HK}}' = \gamma_{\text{TIN}}' \) when \( \delta \in (0, 0.5) \), and the largest gap between \( \gamma_{\text{HK}}' \) and \( \min\{\gamma_Z', \gamma_{\text{ge}}'\} \) occurs when \( \delta \in (0.5, 1) \), while \( \gamma_{\text{HK}}' \approx \gamma_Z' \) when \( \delta \geq 1 \).

To compare these results with the rates achieved by using PAM as in [25, Proposition 5], we plot \( \gamma_{\text{PAM},m}' \) that is achieved by letting transmitter \( i \in \{1, 2\} \) only transmit a uniform \( N_i \)-PAM signal from \( [0, 2\alpha A] \). To evaluate the achievable rate, we fix \( N_1 = N_2 = N \) that is optimally chosen through exhaustively searching over \( \{2, 3, \ldots, 10^3\} \), we use no time sharing, and we use [25, Proposition 2 & 3] with outage measure (denoted here by \( m \)) of 0.1, 1, and 10, respectively.
to bound the equivalent constellation seen at the receiver (cf. details in [25, Sec. III]). It can be seen that in the weak interference regime\(^4\) \((\delta \in (0.5, 1))\), \(\gamma_{\text{PAM}, m}'\) is close to \(\gamma_{\text{se}}\) for all the tested \(m\), which shows the tightness of \(\gamma_{\text{se}}\). But \(\gamma_{\text{PAM}, m}'\) always has a much larger gap to the upper bound than the obtained lower bound \(\max\{\gamma_{\text{TIN}}, \gamma_{\text{HK}}\}\) in the moderate and strong interference regimes. One cause of the rate loss is that the peak intensity of the PAM signal is only up to \(2\alpha A\). Although the capacity bounds of the Gaussian IC from [25, Proposition 5] are numerically shown to be less tight in the moderate and strong interference regime, it highlights the potential of a practical design that only transmits PAM signals with no time sharing for the IM/DD IC in the weak interference regime.

IV. ASYMPTOTIC ANALYSIS

In addition to a numerical comparison, an analytical comparison is of equal importance as it can provide additional insight. As the obtained computable capacity bounds, \(G_{\text{TIN}}', G_{\text{HK}}', G_Z'\) and \(G_{\text{se}}'\), are all based on \(\overline{C}(\cdot)\), we can compare these regions asymptotically by relying on the property (i) in Remark 1, i.e., \(\lim_{\delta \to \infty} (\overline{C}(A, \alpha) - \overline{C}(A, \alpha)) = 0\) [9]. In this section, we rely on property (i) in Remark 1 in comparing the inner and outer bounds in the strong and the weak interference regimes and to characterize the asymptotic sum-rate capacity when \(\Delta / \sigma \to \infty\) and the GDoF, where we focus on the case \(\alpha_1 = \alpha_2\) with general \(h_{ij}\), i.e., the two transmitters are identical, as defined in Sec. II-A.

A. Approximate Asymptotic Capacity Region in the Strong Interference Regime

The strong interference regime is defined as the regime where \(l(X_1; Y_1|X_2) \leq l(X_1; Y_2|X_2)\) and \(l(X_2; Y_1|X_1) \geq l(X_2; Y_1|X_1)\) [32, Sec. 6.3], leading to \(\frac{h_{ii}}{h_{11}} \geq 1\) and \(\frac{h_{ji}}{h_{22}} \geq 1\).

\(^4\)The weak, moderate, and strong interference regimes will be defined later in Sec. IV-C through GDoF.

The following theorem presents the asymptotic capacity region in the strong interference regime, which shows that when \(\Delta / \sigma\) is sufficiently large, the simplified HK scheme with only common messages can achieve the capacity region within half a bit.

Theorem 5: In the strong interference regime, given \(\alpha_1 = \alpha_2 = \alpha \in (0, 1)\) and \((R_1, R_2) \in G_Z'\) and \(\epsilon > 0\), the rate pair \((R_1 - \frac{1}{2} - \epsilon, R_2 - \frac{1}{2} - \epsilon)\) can be achieved when \(\Delta / \sigma\) is sufficiently large.

Proof: We compare the outer bound \(G_Z'\) in Theorem 3 and the inner bound \(G_{\text{HK}}'\) in Theorem 2. Given \(\frac{h_{ii}}{h_{11}} \geq 1\), \(\frac{h_{ji}}{h_{22}} \geq 1\) (strong interference) and \((R_1, R_2) \in G_Z'\), then for \(\Delta / \sigma\) sufficiently large and any \(\epsilon > 0\), \((R_1 - \epsilon, R_2 - \epsilon)\) is in the region described by

\[
R_i \leq \frac{1}{2} \log \left(1 + \frac{\rho(\alpha) h_i^2 A^2}{\sigma^2}\right),
\]

\[
R_1 + R_2 \leq \frac{1}{2} \log \left(1 + \frac{\rho(\alpha) (h_{ii} + h_{ji})^2 A^2}{\sigma^2}\right),
\]

where \(i, j \in \{1, 2\}\) and \(i \neq j\), which follows since \(\lim_{\delta \to \infty} \varepsilon(A, \alpha_1) = 0\) (property (i) in Remark 1).

For \(G_{\text{HK}}'\), let \(\kappa_i = 0\) and \(\eta_i = A\) \((i = 1, 2)\) (i.e., the transmitter only transmits the common message with the max peak intensity). Then, we obtain the following rate region

\[
R_i \leq F(0, h_i A, 0, 1, \phi_i, 0),
\]

\[
R_1 + R_2 \leq F(h_{ii} A, h_{ji} A, 0, \phi_i, \phi_j, 0),
\]

where \(i, j \in \{1, 2\}\), \(i \neq j\), and \(\phi_i \in (0, \alpha]\) since only common messages are transmitted. Then, the minimum gap between (36b) and (37b) can be upper-bounded as follows,

\[
\min_{\phi_i, \phi_j} \frac{1}{2} \log \left(1 + \frac{\rho(\alpha) (h_{ii} + h_{ji})^2 A^2}{\sigma^2}\right) - F(h_i A, h_j A, 0, \phi_i, \phi_j, 0)
\]

\[
= \min_{\phi_i, \phi_j} \frac{1}{2} \log \left(\frac{1 + \rho(\alpha) h_i^2 A^2}{1 + \rho(\phi_i) h_i^2 A^2}\right)
\]

Fig. 4. Numerical and theoretical results on the GDoF of the symmetric IM/DD IC.
for \(i, j \in \{1, 2\}, i \neq j\), where the solution of the minimization is \(\phi_1 = \phi_2 = \alpha\) since \(\rho(\alpha)\) is monotonically non-decreasing (Property (ii) in Remark 1). By substituting \(\phi_1 = \phi_2 = \alpha\) into (37a), we obtain that (36a) is achievable, according to the definition of the function \(F\) in (8). Thus, if \((R_1, R_2) \in C_{G'_{HK}}^k\), then \((R_1 - \frac{1}{2} - \epsilon, R_2 - \frac{1}{2} - \epsilon) \in C_{G'_{HK}}^k\), i.e., \((R_1, R_2)\) is an achievable rate pair. This concludes the proof.

Theorem 5 is confirmed for the symmetric IC by the numerical results in Fig. 3c and 3d, where \(C_{G'_{HK}}^k\) and \(C_{G''_{HK}}^k\) are within a gap < 0.5 bits when \(g \geq 1\). Note that the gap tends to 0 as interference becomes stronger, which can be proved by increasing \(h_{ji}\) while \(h_{ij}\) is held constant in (38) and observing that the gap decreases to zero.

**B. Approximate Asymptotic Sum-Rate Capacity of the Symmetric IC With Weak Interference**

As shown in the last subsection, when \(\frac{h_{ij}}{h_{ji}} \geq 1\), \(i, j \in \{1, 2\}, i \neq j\), i.e., in the strong interference regime, the simplified HK scheme with only common messages can achieve the capacity within a constant gap with a large \(A\).

In this subsection, we look into the weak interference regime, i.e., \(\frac{h_{ij}}{h_{ji}} < 1\), \(i, j \in \{1, 2\}, i \neq j\). We will show that transmitting private messages in this regime achieves the sum capacity within a constant gap. Note that, when only private messages are transmitted, the HK scheme is equivalent to the TIN scheme.

We have the following achievable sum-rate through TIN:

\[
R_{\text{sum,TIN}} = \max_{\kappa_i \in [0, A]} \sum_{i=1,2} F(0, h_{ii}\kappa_i, h_{ji}\kappa_j, 1, \theta_i, \theta_j) \quad (39)
\]

Then, using the asymptotic behavior of function \(F\) shown in (11), we have that, for any \(\theta_i\) such that \(\theta_i \kappa_i \in [0, \alpha_i A]\) and \(\kappa_i = \lambda_i A\) for all \(\lambda_i \in (0,1), i = 1, 2,\)

\[
\lim_{A \rightarrow \infty} \sum_{i, j=1 \atop i \neq j} F(0, h_{ij}\kappa_i, h_{ji}\kappa_j, 1, \theta_i, \theta_j)
\]

\[
- \frac{1}{2} \log \left(1 + \frac{\rho(\theta_i)h_{ii}\kappa_i^2}{\rho(\theta_j)h_{ji}\kappa_j^2}\right) = 0. \quad (40)
\]

If we choose \(\lambda_1, \lambda_2, \theta_1,\) and \(\theta_2\) such that \(\frac{\rho(\theta_1)\lambda_1}{\rho(\theta_2)\lambda_2} = \frac{h_{ij}}{h_{ji}}\), which are guaranteed to exist since \(\frac{\rho(\theta_1)\lambda_1}{\rho(\theta_2)\lambda_2} \in (0, \infty)\), then

\[
\lim_{A \rightarrow \infty} \sum_{i, j=1 \atop i \neq j} F(0, h_{ij}\kappa_i, h_{ji}\kappa_j, 1, \theta_i, \theta_j)
\]

\[
- \frac{1}{2} \log \left(1 + \frac{h_{ii}}{h_{ji}}\right) = 0, \quad (41)
\]

which shows that

\[
\lim_{A \rightarrow \infty} \left[R_{\text{sum,TIN}} - \log \left(1 + \frac{h_{ii}^2}{h_{ij}^2}\right)\right] \geq 0. \quad (42)
\]

On the other hand, from \(G'_{Gc}\) in (34), we have

\[
C_{\text{sum}} \leq \sum_{i, j=1 \atop i \neq j} \mathcal{C} \left(\frac{h_{ij}h_{21}}{\sqrt{h_{ii}^2 + h_{ij}^2}}, \alpha_j\right) + \frac{1}{2} \log \left(1 + \frac{h_{ii}^2}{h_{ij}^2}\right). \quad (43)
\]

By comparing (43) with (42), the gap between the achievable sum-rate \(R_{\text{sum,TIN}}\) and the upper bound in (43) satisfies

\[
\lim_{A \rightarrow \infty} \left[C_{\text{sum}} - R_{\text{sum,TIN}} - \sum_{i, j=1 \atop i \neq j} \mathcal{C} \left(\frac{h_{ij}h_{21}}{\sqrt{h_{ii}^2 + h_{ij}^2}}, \alpha_j\right)\right] \leq 0. \quad (44)
\]

The quantity \(\frac{h_{ij}h_{21}}{\sqrt{h_{ii}^2 + h_{ij}^2}}\) determines how large the gap shown in (44) between \(R_{\text{sum,TIN}}\) and \(C_{\text{sum}}\) is. We can expect that under some condition, the gap can be bounded. The following theorem uses this result to bound the gap for the symmetric IM/DD IC in the weak interference regime, \(h_{12} = h_{21} \in (0, (\frac{A}{\delta})^{-\frac{1}{2}}),\) which will be justified later in Remark 2 through the GDoF of the symmetric IC.

**Theorem 6:** Define \(G_{\mu,A}\) to be a function of \(\frac{A}{\sigma}\) such that \(G_{\mu,A} \in (0, (\frac{A}{\delta})^{-\frac{1}{2}})\) and \(\lim_{A \rightarrow \infty} \frac{G_{\mu,A}^2}{\sqrt{G_{\mu,A}^2 + 1}} = \infty\). For a symmetric IM/DD IC where \(\alpha_1 = \alpha_2 = \alpha \in (0,1), h_{11} = h_{22} = 1,\) and \(h_{12} = h_{21} = G_{\mu,A}\), the asymptotic achievable rate of TIN is within a gap \(\leq 1.12\) bits/transmission of the sum capacity, i.e., \(\lim_{A \rightarrow \infty} \left[C_{\text{sum}} - R_{\text{sum,TIN}}\right] \leq 2 \max_{x, \alpha \in (0,1)} \mathcal{C}(x, \alpha) \leq 1.12\) bits/transmission.

**Proof:** This result can be obtained by substituting \(h_{11} = h_{22} = 1,\) and \(h_{12} = h_{21} = G_{\mu,A}\), into (44) and noting that \(\frac{G_{\mu,A}^2}{\sqrt{G_{\mu,A}^2 + 1}} \in (0,1)\) when \(G_{\mu,A} \in (0, (\frac{A}{\delta})^{-\frac{1}{2}})\). Then, using numerical evaluation we obtain \(\max_{x, \alpha \in (0,1)} \mathcal{C}(x, \alpha) = \mathcal{C}(1,0.5) \leq 0.56\) bits/transmission. This ends the proof of the second result.

After seeing the constant-gap tightness in the strong and the weak interference regime, in the next subsection, we show that our obtained capacity inner and outer bounds are tight in the sense of the sum-rate GDoF for the symmetric IC.

**C. Generalized Degrees of Freedom (GDoF)**

Consider the symmetric IM/DD IC, \(\alpha_1 = \alpha_2 = \alpha, h_{11} = h_{22} = 1,\) and \(h_{12} = h_{21} = g.\) To obtain the GDoF, we define an interference strength parameter \(\delta = \frac{\log(\frac{A}{\sigma})}{\log(\frac{A}{\sigma})}\) which reflects the strength of the interference-to-noise ratio (INR) relative to the signal-to-noise ratio (SNR). We focus on \(\delta > 0,\) i.e., \(gA > \sigma,\) which can be interpreted as the interference-limited regime. This leads to \(g = (\frac{A}{\delta})^{\delta-1}\) and \(\lim_{A \rightarrow \infty} \frac{gA}{\log(\frac{A}{\sigma})} = \infty.\) Then, the GDoF of the symmetric IM/DD IC can be defined as [21, eq. (20)]

\[
\gamma(\delta) \triangleq \lim_{A \rightarrow \infty} \frac{C_{\text{sum}}}{2\sigma(A, \alpha)} = \lim_{A \rightarrow \infty} \frac{C_{\text{sum}}}{2 \log(\frac{A}{\sigma})}, \quad (45)
\]
where the last equality holds for all $\alpha \in (0, 1]$ since $\lim_{\delta \to 0^+} \left[C((A, \alpha) - C(A, \alpha))\right] = 0$ from Property (i) in Remark 1. It is worth to mention that the GDoF can be interpreted as the prelog factor to approximate the sum-rate capacity for various interference strengths at high $\frac{A}{\sigma}$. The theorem below characterizes the GDoF of the symmetric IM/DD IC, which is depicted and verified in Fig. 4b.

**Theorem 7**: The GDoF of the symmetric IM/DD IC is

$$\gamma(\delta) = \min\left\{\max\left\{1 - \delta, \delta\right\}, \max\left\{1 - \frac{\delta}{2}, \frac{\delta}{2}\right\}, 1\right\}. \quad (46)$$

**Proof**: We give an outline of the proof here, and relegate details to the following subsections. First, to derive a GDoF upper bound, we use the Z-channel bound in Theorem 3 to show that $\gamma(\delta) \leq \min\{\max\left\{\frac{\delta}{2}, 1 - \frac{\delta}{2}\right\}, 1\}$ as detailed in Sec. IV-C.1, and the genie-aided bound in Theorem 4 to show that $\gamma(\delta) \leq \max\{1 - \delta, \delta\}$ as detailed in Sec. IV-C.2. Then, we show that the HK scheme achieves the obtained GDoF upper bound in Sec. IV-C.3, which proves the theorem.

**Remark 2**: The GDoF given in Theorem 7 helps to define the weak, moderate, and strong interference regimes for the symmetric IM/DD IC as the regimes where $g \in (0, (\frac{A}{\sigma})^{-\frac{1}{2}})$, $[(\frac{A}{\sigma})^{-\frac{1}{2}}, 1)$, and $[1, \infty)$, respectively. Compared to the GDoF of the standard Gaussian IC [21, (25)], apart from the different definitions of SNR and INR (defined here as $\frac{A}{\sigma}$ and $\frac{\sigma}{A}$, respectively), we can see that the GDoF of the symmetric IM/DD IC and the symmetric Gaussian IC are the same.

**Remark 3**: Although the derivation of GDoF $\gamma(\delta)$ requires $g$ to be dependent on $\frac{A}{\sigma}$, the approximation $C_{\text{sum}} = 2\gamma(\delta) \log\left(\frac{A}{\sigma}\right)$ applies for any $g > 0$ when $\frac{A}{\sigma}$ is sufficiently large and $\delta$ is calculated as $\frac{\log(\frac{A}{\sigma})}{\log(\frac{\sigma}{A})}$, whereby the approximation becomes more precise as $\frac{A}{\sigma}$ grows. Fig. 4 shows an example.

Next, we will derive the upper and lower bounds of $\gamma(\delta)$ through $G'_Z$, $G'_{ge}$, $G'_\text{TIN}$, and $G'_\text{HK}$, where the fact that

$$\lim_{\delta \to 0^+} \frac{\log\left(\frac{A}{\sigma}\right)}{\log\left(\frac{\sigma}{A}\right)} = 1, \quad (47)$$

the asymptotic behavior of the function $F$ shown in (11), and properties (i)-(iii) listed in Sec. II-B will be extensively used.

1) **Z-Channel GDoF Upper Bound**: Recall $G'_Z$ (28) in Theorem 3, from which we have

$$C_{\text{sum}} \leq \max_{(R_1, R_2) \in G'_Z} R_1 + R_2 \leq C((1 + g)A, \alpha) - \min\left\{0, \frac{1}{2} \log\left(\max\left\{g^2, 1 - \frac{g^2}{2C(A, \alpha)}\right\}\right)\right\}. \quad (48)$$

When $\delta \geq 1$ (i.e., $g \geq 1$), $C_{\text{sum}} \leq C((1 + g)A, \alpha)$, and we have

$$\gamma(\delta) \leq \lim_{\delta \to 0^+} \frac{C((1 + g)A, \alpha)}{2 \log\left(\frac{\sigma}{A}\right)} = \lim_{\delta \to 0^+} \frac{\log\left(\frac{(1 + g)A}{\sigma}\right)}{2 \log\left(\frac{A}{\sigma}\right)} = \frac{\delta}{2}, \quad (49)$$

which follows using (47) and since $g = (\frac{A}{\sigma})^{\delta-1}$. On the other hand, when $\delta < 1$ (i.e., $g < 1$), we have

$$C_{\text{sum}} \leq C((1 + g)A, \alpha) - \log(g) \text{ since } \max\{x, y\} \geq x, \quad \gamma(\delta) \leq \lim_{\delta \to 0^+} \frac{C((1 + g)A, \alpha) - \log(g)}{2 \log\left(\frac{\sigma}{A}\right)} \quad (50a)$$

$$= \lim_{\delta \to 0^+} \frac{\log\left(\frac{(1 + g)A}{\sigma}\right) - \log(g)}{2 \log\left(\frac{A}{\sigma}\right)} = 1 - \frac{\delta}{2}, \quad (50b)$$

which follows using (47) and since $g = (\frac{A}{\sigma})^{\delta-1}$. Thus, we conclude that

$$\gamma(\delta) \leq \min\left\{\max\left\{\frac{\delta}{2}, 1 - \frac{\delta}{2}\right\}, 1\right\}. \quad (51)$$

2) **Genie-Aided Channel GDoF Upper Bound**: From $G'_{ge}$ in Theorem 4, we have

$$C_{\text{sum}} \leq \max_{(R_1, R_2) \in G'_{ge}} R_1 + R_2 \leq 2C\left(\frac{g^2}{\sqrt{g^2 + 1}}A, \alpha\right) + \log\left(1 + \frac{1}{g^2}\right) \quad (52a)$$

$$= \log\left(1 + \frac{1}{g^2} + \frac{\rho(\alpha)g^2A^2}{2\sigma^2}\right) + 2\max_{x \in \mathbb{R}_+} e(x, \alpha), \quad (52b)$$

where $\max_{x \in \mathbb{R}_+} e(x, \alpha) < 0.7$ bits (Property (i) in Remark 1). Then, we have

$$\gamma(\delta) \leq \lim_{\delta \to 0^+} \frac{\log\left(1 + \frac{1}{g^2} + \frac{\rho(\alpha)g^2A^2}{2\sigma^2}\right) + 2\max_{x \in \mathbb{R}_+} e(x, \alpha)}{2 \log\left(\frac{\sigma}{A}\right)} \quad (53a)$$

$$\leq \lim_{\delta \to 0^+} \max\left\{\log\left(\frac{\rho(\alpha)}{\sigma^2}\right), \log\left(\frac{\sigma^2}{\rho(\alpha)}\right)\right\} \quad (53b)$$

$$= \max\{1 - \delta, \delta\}, \quad (53c)$$

which follows since $\log\left(1 + x + y\right) \leq \max\{\log(1 + 2x), \log(1 + 2y)\}$, and using and $g = (\frac{A}{\sigma})^{\delta-1}$.

Combining (51) and (53c), we obtain

$$\gamma(\delta) \leq \min\left\{\max\{1 - \delta, \delta\}, \max\left\{1 - \frac{\delta}{2}, \frac{\delta}{2}\right\}, 1\right\}, \quad (54)$$

which coincides with the GDoF in Theorem 7. Next, we show that this upper bound is achievable.

3) **Achievable GDoF of the HK Scheme**: We first look at the case when only a private message is used in the HK scheme, which is equivalent to TIN. From Theorem 1 we have

$$C_{\text{sum}} \geq \max_{(R_1, R_2) \in G'_{\text{HK}}} R_1 + R_2 \geq 2F(0, A, gA, 1, \alpha, \alpha), \quad (55)$$

which follows by dropping time-sharing and setting $\kappa_1 = \kappa_2 = A$ and $\theta_1 = \theta_2 = \alpha$. Moreover, as $(R_1, R_2) = (C(A, \alpha), 0)$ and $(0, C(A, \alpha))$ are achievable, $C_{\text{sum}} \geq C(A, \alpha)$ is achievable (TDMA). Thus, $C_{\text{sum}} \geq \max\{2F(0, A, gA, 1, \alpha, \alpha), C(A, \alpha)\}$. Then,

$$\gamma(\delta) = \lim_{\delta \to 0^+} \frac{C_{\text{sum}}}{2 \log\left(\frac{\sigma}{A}\right)} \quad (56a)$$

$$\geq \lim_{\delta \to 0^+} \max\left\{\log\left(1 + \frac{1}{\sigma^2}\right), \log\left(\frac{A}{\sigma}\right)\right\} \quad (56b)$$

$$= \max\left\{1 - \delta, \frac{1}{2}\right\}, \quad (56c)$$
where we used (11) and $g = \left( \frac{\sigma}{\rho} \right)^{\delta-1}$. Comparing to the obtained GDoF upper bound proves that $\gamma(\delta) = 1 - \delta$ is achievable.

Secondly, when $\delta \geq 1$ (i.e., $g \geq 1$), we have that the gap between $G'_{\text{HK}}$ and $G''_{\text{HK}}$ is less than a half bit as $\frac{\rho}{\sigma} \to \infty$ from the proof of Theorem 5. Thus, the GDoF characterized by $G''_{\text{HK}}$ is achievable by $G'_{\text{HK}}$, i.e., $\gamma(\delta) = \min\{\frac{1}{2}, 1\}$ is achievable when $\delta \geq 1$.

Lastly, we look into the case where $\delta \in \left[\frac{1}{2}, 1\right)$, i.e., $g \in \left(\left(\frac{\Delta}{\rho}\right)^{\frac{1}{2}}, 1\right)$. By dropping time-sharing and letting $\kappa_i = \beta \alpha$, $\eta_i = (1 - \beta)\alpha$ for some $\beta \in (0, 1)$, and $\theta_i = \phi_i = \alpha$, $i = 1, 2$, we have

$$C_{\text{sum}} \geq \max_{0 < \beta \leq 1} 2f_1 + \min\{2f_2, f_3\} \quad (57)$$

where

$$f_1 = F(0, \beta A, \beta A, 1, \alpha, \alpha), \quad f_2 = F(0, g(1 - \beta)A, (g + 1)\beta A, 1, \alpha, \alpha), \quad f_3 = F((1 - \beta)A, (1 - \beta)gA, (g + 1)\beta A, \alpha, \alpha, \alpha) \quad (58a)$$

Letting $\beta = c(\frac{gA}{\sigma})^{-1}$ for any constant $c$, we obtain

$$\gamma(\delta) \geq \lim_{\frac{\rho}{\sigma} \to \infty} \frac{2f_1}{2\log(\frac{\Delta}{\rho})} + \min\left\{ \frac{2f_2}{2\log(\frac{\Delta}{\rho})}, \frac{f_3}{2\log(\frac{\Delta}{\rho})} \right\} \quad (59a)$$

$$= \lim_{\frac{\rho}{\sigma} \to \infty} \log \left(1 + \frac{1}{\beta} \right) + \min\left\{ \frac{\log \left(1 + \frac{\sigma^2 + g^2 A^2}{\sigma^2 (1 + g^2 + g^2 A^2)} \right)}{2\log(\frac{\Delta}{\rho})}, \frac{1}{2} \log \left(1 + \frac{\sigma^2 + g^2 A^2}{\sigma^2 (1 + g^2 + g^2 A^2)} \right) \right\} \quad (59b)$$

$$\geq 1 - \delta + \min\left\{ 2\delta - 1, \frac{\delta}{2} \right\} \quad (59c)$$

$$= \min\left\{ \delta, 1 - \frac{\delta}{2} \right\} \quad (59d)$$

which follows by using (11) and since $c$ is a constant. This coincides with the GDoF upper bound in the interval $\delta \in \left[\frac{1}{2}, 1\right)$. Thus, the HK scheme achieves the GDoF over the whole range of $\delta$. This proves the achievability of Theorem 7 and ends the proof.

V. SAMPLE APPLICATIONS OF THE INTERFERENCE CHANNEL

In this section, two example OWC application scenarios are investigated and the obtained results are adopted for solving system design problems. We investigate an on-chip OWC example, where OWC can be used for wireless bus-based interconnections [7], [33], [34] and interference can be moderate/strong. We show how the obtained computable capacity bounds can aid in optimizing the receivers’ locations. We also investigate an indoor VLC example, where pairing a transmitter with a nearby receiver typically leads to weak interference. We show that the results can be used to compare the interference management capabilities of different schemes.

$^5C_{\text{sum}} \geq \min\{2 \times (19a), (19b)\}.$

A. On-Chip Optical Wireless Communication

Consider a multi-core chip inside a $6 \times 6$cm package, where cores want to communicate with each other. Connecting the cores using wires poses a challenge in terms of space. Instead, an IM/DD OWC system with multiple transmitters and receivers can be used, to save space [7], [33], [34]. Assume that there are two identical transmitters-receiver pairs which transmit light signals through a free-space wireless channel which leads to cross talk. The transmitters are at positions $(1.5, 0)$ and $(4.5, 0)$ cm facing the $(0, 1)$ direction where the origin is at the bottom-left corner of the chip as shown in Fig. 5, and the receivers are at positions $(0, 2)$ and $(x, y)$cm facing the $(0, -1)$ direction where $x$ and $y$ are to be determined. Also, assume that all links are line-of-sight dominated. The peak intensity constraint of the transmitters is $A = 1000$, the average intensity constraint is $\alpha A$ where $\alpha = 0.5$, and the noise variance $\sigma^2 = 1$. Given the above settings, the design task is to find a location for the second
receiver to achieve the highest possible sum-rate or meet a minimum sum-rate requirement.

The solution depends on the transmission scheme. Computable achievable rates of the TIN and HK schemes are given in Theorems 1 and 2. Using these theorems, the achievable sum-rate of each scheme can be evaluated at different values of \((x, y)\), after evaluating the channel gains \(h_{ij}, i = 1, 2\), as follows (assuming the transmitters are modeled as Lambertian emitters):

\[
h_{ij} = \frac{(m + 1)GS}{2\pi d_{ij}^2} (\cos \phi_{ij})^m \cos \psi_{ij} \mathbb{I}(\psi_{ij} < \Psi),
\]

where \(m = \frac{-\ln 2}{\ln \cos \Psi}\) is the Lambertian emission order, \(\Phi\) is the half-intensity semi-angle of the light source, \(d_{ij}\) is the transmitter-receiver distance, \(G\) is the receiver gain, \(S\) is the area of the receiver’s active region, \(\phi_{ij}\) and \(\psi_{ij}\) are the emitting and receiving angles, respectively, i.e., the angle between the transmitter (or receiver) direction and the line between the transmitter and receiver, \(\Psi\) is the field of view (FOV) of the receiver, and \(\mathbb{I}(\cdot)\) is the indicator function which returns 1 if its argument is true, and zero otherwise [35]. We assume here that \(G = 1, S = 10 \text{ mm}^2, \Phi = 60^\circ, \Psi = 70^\circ\), and since the transmitters and receivers are pointed along the \(y\)-axis, we have that \(\phi_{ij} = \psi_{ij}\) which can be obtained from the transmitter and receiver positions.

Fig. 5a shows a contour plot of the achievable sum-rate (bit/transmission) with respect to the position of receiver 2. It can be seen that the largest sum-rate is achieved around \((x, y) = (4.7, 1.3)\) cm for both the TIN and HK schemes, since receiver 2 nearly does not receive any interference at this point, whereas receiver 1 receives strong interference. However, if the receiver is constrained to be in the upper-right quadrant due to space constraints, then the HK scheme provides better performance as demonstrated in Fig. 5b, which shows the achievable rate regions of both schemes when receiver 2 is at \((4, 4)\) cm (where \([h_{11}, h_{12}, h_{21}, h_{22}] = [3.3, 1, 3.3, 1.9]\), correspondingly. Also, if the design targets a minimum sum-rate requirement of 0.4 bit/transmission e.g., then the HK scheme can provide a wider area to place receiver 2 which is more convenient for the on-chip layout. Note that the sum-rate design target defined here only serves as an example. Various design targets can be analyzed similarly (such as minimum achievable rate per receiver), and precise channel models from measurements can be used instead of (60) to obtain performance baselines using the TIN and HK schemes.

B. Indoor Visible Light Communication (VLC)

Consider an indoor VLC downlink system in an exhibition room with two light sources that illuminate the room while transmitting data to paired users. The illumination areas of the two light sources overlap to meet illumination requirements, and each light source serves one paired user. Due to the overlap of the illumination areas, interference occurs. To deal with interference, three schemes are considered: TIN, simplified HK, and TDMA with equal time allocation. The achievable sum-rate of TDMA is given by \(\frac{1}{2}(C(h_{11}A, \alpha) + C(h_{22}A, \alpha))\). Note that TDMA requires transmitter-side coordination which is not necessary for TIN and HK schemes.

Assume that the exhibition room has length, width, and height of 8, 5, and 3 m, respectively, where the origin is the room floor center. Fig. 6 depicts the top view of the room. Two identical transmitters modeled as Lambertian emitters are located at \((-2, 0, 3)\) m and \((2, 0, 3)\) m, respectively, facing downwards. Two identical receivers are randomly located in the room at 0.8 m above the ground facing upwards. The channel gain \(h_{ij}, i, j \in \{1, 2\}\), is given by (60) where we assume \(G = 1, S = 10 \text{ mm}^2, \Phi = 60^\circ, \Psi = 70^\circ\). We assume that \(A = 1000, \alpha = 0.5, \text{ and } \sigma = 1\), and we calculate the sum-rate achieved by TIN and HK using Theorems 1 and 2.

To compare the capabilities of the three schemes under the given settings, we first fix the location of receiver 1 to be at \((-2, 1, 0.8)\) m and compare the achievable sum-rate of the schemes with respect to the location of receiver 2 \((x, y, 0.8)\) m. The results show that both TIN and HK perform nearly the same in this setting under the given location of receiver 1,
thus, we only show the comparison of TDMA and HK in Fig. 6. We can see that the HK scheme can provide a higher sum-rate over a wider area than TDMA, even if receiver 2 is constrained to be in the right half of the room.

Next, we compare the average achievable sum-rate of each scheme with random receiver location. To do so, we divide the room into a $16 \times 10$ grid of $0.5 \times 0.5$ m squares, and use the center of each square as a possible location of receivers. Then we divide the room into three regions: left, right, middle, specified by $x < -1$, $x > 1$, and $-1 \leq x \leq 1$, respectively, and we assume that receiver 1 is located randomly in the left or middle regions, and receiver 2 is located randomly in the middle or right regions. If we denote the locations of the two receivers using a pair (region 1, region 2), then we can sort these pairs (qualitatively) in increasing order of interference strength as (left, right), then (left, middle) or (middle, right), then (middle, middle). Evaluating the average sum-rate achieved by each scheme in each of these pairs, we obtain the results shown in Table I. We can observe that when interference is relatively weak, i.e., (left, right), then the TIN and HK schemes achieve the same average sum-rate but outperforms TDMA. As interference gets stronger, i.e., (left, middle) or (middle, right) and (middle, middle), the average sum-rate of the schemes decreases, but the HK scheme outperforms the rest. Thus, the HK scheme shows the best interference management performance.

### VI. Conclusion

We studied the two-user IM/DD IC under peak and average optical intensity constraints, and provided computable capacity inner bounds based on TIN and HK schemes, and outer bounds based on Z- and genie-aided channels. We also approximated the high-SNR asymptotic capacity region in the strong interference regime and the sum-rate capacity in the weak interference regime. Furthermore, we characterized the GDoF for the symmetric IM/DD IC using the obtained inner and outer bounds, which confirms the asymptotic tightness of the obtained capacity bounds. Numerical results shows that TIN can achieve the same good performance as the HK scheme when interference is weak, and that the HK scheme can achieve the capacity region within 0.5 bits in the strong interference regime at high SNR. We also showed how the results can be used to optimize receivers’ location in an on-chip OWC system and to evaluate the interference management performance of different schemes in an indoor VLC system.

This work can be extended in several directions. One direction involves bounding the capacity for the IM/DD IC with more than two transmitter-receiver pairs or where the transmitters and receivers have multiple optical emitters/detectors (IM/DD MIMO IC). Also, since all the bounds obtained in this paper are based on an IM/DD P2P channel capacity upper bound, tightening the obtained IM/DD IC capacity bounds using tighter P2P capacity upper bounds is a direct extension. Tighter bounds can also be investigated using methods like those used for studying the IM/DD BC or IM/DD MAC [18].
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