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The wireless sensor network’s (WSN) lifetime is mainly dependent on the RE of the sensor nodes (SeN). In recent years, energy minimization in a WSN has been a prominent research topic, and numerous solutions have been proposed. This research focuses on the energy minimization of the SeNs where firstly, K-medoid clustering algorithm is applied to create clusters. Second, a weighted cluster head selection technique is used to choose a cluster head (CH) by integrating three independent weights associated with an SeN: energy, distance from the centroid, and distance from the sink node (SN). According to the energy level and distance from the SN and cluster’s centre, each node is assigned a constant weight. The simulation results are compared to existing methodologies, and the results show that the suggested network’s lifetime enhances.

1. Introduction

1.1. Background and Related Work. With recent advancements in sensor devices, microelectronics, and wireless communication systems, WSNs are gaining more and more interest. A WSN is a network of dispersed sensors with low power, low storage capacity, and limited processing capabilities that sense and relay data to a SN [1–5]. In the concept of a 5G communication system, WSNs can be used to monitor the health system, agriculture, oil and gas exploration, smart homes and security, military applications, environmental monitoring, and industrial machine status [6–8]. In contrast, sensors constitute of finite battery life that bottleneck the efficiency of the network [9–12]. Figure 1 depicts a high-level overview of WSN applications in which sensor nodes are mostly placed in harsh environments where it is challenging to replace the battery resources at short intervals. Thus, the constraint of finite battery life or network lifespan can be alleviated by making efficient use of available energy resources and devising an optimal method of delivering packets [13].

Similarly, numerous strategies for extending network lifetime by improving CH selection for load balancing have been described in the literature; however, updating the CH selection to prolong the network’s lifetime is a significant challenge. A clustered network (based on LEACH) is chosen, the monitoring area is divided into smaller clusters, and each cluster has a CH responsible for collecting and forwarding sensed data from cluster members to the sink. Clustering the network not only helps to optimize energy consumption and load balancing, but it also increases network scalability [13]. In [14], the authors proposed LEACH, the first hierarchical clustering approach for balancing the network’s load across all nodes. There are no defined criteria for adequately sharing the workload among everyone, and the CH is picked probabilistically. It is possible that a node will be picked numerous times, depleting its energy rapidly, because the CH selection procedure is decentralized. Later in [15], LEACH-C is a...
suggested solution to the existing problem by permitting the sink node to choose the CH and properly share the load over all nodes. When compared to the traditional LEACH, LEACH-C has been demonstrated to optimize the system energy consumption.

The threshold-sensitive energy-efficient sensor network (TEEN) protocol [16], threshold-sensitive stable election protocol (TSEP) [17], a highly efficient adaptive periodic threshold-sensitive energy network (APTEEN) [18], power-efficient gathering in sensor information system (PEGASIS) [19] whereas hybrid energy-efficient distributing (HEED) clustering techniques are all used to improve the network’s efficiency [20]. Additionally, a substantial amount of work has been done to modify the clustering algorithms in order to increase their efficiency while decreasing their energy consumption. S-SEECH (secured-scalable energy-efficient clustering hierarchy) is a revolutionary protocol that considers the network’s better scalability [21].

Researchers recently proposed a new solution to extend the network’s life cycle. The authors in [22] consider an energy-efficient cluster-based routing protocol rotates the CH based on the node’s current energy, distance from the SN, and density. The proposed protocol outperforms LEACH by 56% in terms of energy consumption. Similarly, according to the authors of [23], the proposed event detection tree reduces the amount of data to be transmitted by 20% compared to TED, MSFT, and centralized approaches. According to the authors in [24], by establishing an appropriate fixed packet size, analyzing the standard weight of the nodes, and selecting the next CH, the energy consumed is further minimized. Additionally, authors in [25] evaluated a trust-aware routing protocol to improve the energy efficiency in the presence of malicious SeNs. In [26], a load balancing technique is proposed based on the energy collection, energy transfer, and energy conservation. A modified LEACH (LEACH-M) is proposed in [27] to improve the threshold for CH selection by considering the residual energy (RE) and SeN location.

In [28], a sampling-based spider monkey optimization (SMO) approach is proposed for selecting an optimal set of CH. The CH is chosen using krill head optimization [29], in which the proposed scheme’s effectiveness is demonstrated by comparison to LEACH and genetic algorithm (GA-) based optimization. In the same way, three attribute indices for network nodes are formed in [30]: Data traffic, RE of nearby nodes, and closeness of the node’s path to the shortest path. The weights of these indexes are then computed using the entropy weight approach. Finally, using the dempster shafer (DS) probability theory fusion rule, the back propagation algorithm (BPA) function of each index value is fused to determine the next hop. The RE of nodes is determined more accurately than with the multi-criterion-based centrality protocol (MCRP) or the fuzzy logic-based energy-optimized routing protocol (FLEOR). In [31], clustering using zone-based clustering and a hybrid PSO method, duty cycle scheduling with the deep reinforcement learning and routing with ant colony optimization, and the firefly algorithm are all done with the energy-efficient scheduling-deep reinforcement learning (EES-DRL).

After making changes to the LA and GWO, the CH selection process is called updated lion-GWO [32]. SEP, IHCR, and the evolutionary routing protocol were found to be inferior in terms of network lifetime and RE. In [33], a hybrid approach based on fuzzy C-means and moth flame optimization (MFO) is proposed for cluster formation and CH selection optimization. It is used to form clusters by using fuzzy-based unequal clustering, while the CH optimization is done using PSO-WZ to determine the best CH [34]. The Gini coefficient is employed to keep the energy gap between nodes equal and the network’s load balanced. For network coverage and convergence rate, lion optimization performs better than the nature-inspired algorithm reviewed in [35]. The WSN is
modelled using an overall point factor in [36]. After that, the authors extracted near-optimal solutions and their efficiency factors to demonstrate that it is possible to quickly route uniformly load-balanced networks by randomly searching a narrow margin of the solution space.

A distributed GA is presented in [37] for the purpose of optimizing the lifetime of WSNs. This is accomplished by dividing the network into subnetworks and distributing CH selection and sensor activity scheduling-based GA optimization to each CH. The proposed work is divided into rounds, with each round consisting of three phases, namely, discovery, CH selection using GA-based decision making, and sensing. The proposed algorithm contributes to the network’s longevity. In order to improve the LEACH protocol’s initial setup phase, a genetic algorithm (GA) was used to consider compactness, separation, and several CHs as the perimeters of the objective function [1]. Later, the objective is iteratively optimized through GA to achieve the objectives.
The proposed work is compared with [1] by considering different parameters and introducing a new objective function. The major contributions of the proposed weighted CH selection algorithm (WCHSA) are summarized as follows:

(1) To the best of author’s knowledge, this is the first work that proposes a new WCHSA based on the RE of the node, distance from the sink node, and distance from the center of the cluster

(2) The three different factors are mapped to a unit less quantity in such a way that higher energy node acquires maximum weight and a node with the higher distance assigns the minimum weight. Finally, the weighted combination of these three approaches is combined to select the optimal CH for minimum energy consumption

(3) The WCHSA selects a CH that have maximum energy in a cluster, nearest to its centroid, as well as nearest to the SN. The CH selects the shortest path in a multihop scenario to transfer the sensed information to the SN

(4) SeNs are divided into clusters using K-medoid clustering algorithm

(5) The proposed WCHSA is compared with the existing techniques for 10% and 20% ANs

The rest of the paper consists of four sections. Section 1 discusses the literature review and existing methods of CH selection. The detailed system model is presented and discussed in Section 2. The simulation results are presented and discussed in Section 3. Finally, in Section 4, the proposed work is summarized, and the future directions are presented.

2. System Model

This section represents mathematical model of proposed algorithm named: weighted CH selection algorithm (WCHSA) used to determine the optimal path for packet transmission while minimizing energy consumption and maximizing the network’s lifecycle through iteratively updating the CH within each cluster. The network architecture of the WSN is presented in Figure 1, where a CH collects information from sensors placed in the sensing field. Afterwards, CH relays the sensed information to the SN, and finally, SN forwards all the information to control centre.

2.1. Selection of CH. For increased energy efficiency, the whole WSN has been divided into clusters. Each cluster has a CH, who is in charge of ensuring that information flows smoothly from one cluster to the next. The K-medoid clustering approach has been successfully utilised to produce clusters and CH’s. In the K-medoid algorithm, it is necessary to locate a medoid in a cluster that is located in the middle of the cluster. The K-medoid performs better and is more robust than the K-mean. It is denoted as k representative object because it minimizes the summation of differences of information, whereas K-medoid minimizes the sum of squared Euclidean distances and is denoted as k representative object because it minimizes the sum of differences of information.

2.2. Optimal Weights Selection. The rotation of CH’s weighted fitness function is dependent on three parameters: number of CHs, compactness, and spacing [1]. The node’s current energy, its distance from the SN, and its distance from the cluster’s midpoint are all adjusted, resulting a new weighted equation. The modified function for CH rotation is given in (1). The function in (1) is transformed into a cost function (2), and it is solved iteratively to find the optimal set of weights under certain constraints.

\[
F = \omega_1 \eta_k + \omega_2 Y_k + \omega_3 v_k \quad (1)
\]

\[
P_1 = \max_{\{W, Y, V\}} \sum_{k=1}^{K} F_k \\
C_1 : \eta_k \geq \varepsilon_{th} \\
C_2 : Y_k \in \Lambda \\
C_3 : Y_k \leq h_{th} 
\]

where W is the vector with \( (\omega_1, \omega_2, \omega_3) \) the set of optimal weights that are obtained iteratively. \( R_{i,1}, \) \( \eta \) is the constant value that is evaluated from the contribution of
current energy of each node, $Y$ is the constant obtained by mapping the contribution of distance of each node, and $\nu$ is the constant calculated after mapping the contribution of its distance to the center point. $\epsilon_{th}$ is the threshold RE of a node, $\mathcal{N}_k$ is the $k^{th}$ node, $\Lambda$ are the clusters created by the clustering algorithm, and $h_{th}$ is the threshold distance. Finally, the node's maximum weigh is evaluated through $P_1$ and designated that node as the CH. To select the next CH, the proposed scheme takes into account the RE, the distance to the SN, and the distance of the node to the cluster’s center point. Due to the fact that energy and distance have distinct units that cannot be added directly, their contributions are mapped onto some units of lower extent.

As a result, the total energy is divided into $\eta$ points that are distributed evenly between the minimum and maximum energies. Additionally, these points are assigned a constant value (higher for more energy, lower for less energy) to convert the energy contribution to a unit-less quantity. Similarly, the distance between nodes and SN is divided into $Y$ points equal to the difference between their minimum and maximum distances. Following that, these points are assigned a constant value (high for short distances, low for long distances) in order to convert the effect of distance to a unit-less quantity. Finally, the distance between each cluster node and the cluster’s center point is divided into $\nu$ equal points. Later, a constant value is assigned to this distance in order
to convert it to a unit-less quantity (high value for low distance and lower value for higher distance).

2.3. Optimal Path Selection. Sensors require a reliable path to relay sensed data to the SN for further analysis or decision-making. The choice of a reliable path is critical, as the information may be lost or the path may result in increased energy consumption if the path is unreliable. For multihop links, the optimal path is chosen from the set of CHs, as a CH may consume more energy if the longer path is chosen.

As a result, in order to determine the most optimal path for packet transmission, the proposed scheme evaluates the Euclidean distance between a CH and all of the other CHs and SNs and then selects the shortest path possible. The Euclidean distance between two points in a coordinate system can be calculated as follows:

$$D = \sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2},$$

where $D$ is the shortest distance between a CH and the next hop in the direction of SN, $p_1$ and $p_2$ are the coordinates of a CH, and $q_1$ and $q_2$ are the coordinates of the next hop.

2.4. Energy Model (LEACH). SeNs are deployed in a specific environment to sense the amount of data and relay it to the next hop. In contrast, these devices constitute of finite battery life, whereas the magnitude of energy consumption is environment-dependent, depending on whether data is transmitted from the common node to the CH or from the CH to the SN. Each level consumes a different amount of energy, which varies according to the distance traveled and the amount of data transferred. The predefined energy model of [14] is used in this study for energy transmission and reception, as shown as follows:

$$E_T(\lambda, d) = \begin{cases} 
\lambda \times (\bar{\xi}_t + v_{fs} \times h^2), & \text{if } h \leq h_o, \\
\lambda \times (\bar{\xi}_t + v_{amp} \times h^4), & \text{if } h > h_o 
\end{cases}, \quad (4)$$

$$E_R = \lambda \bar{\xi}_r, \quad (5)$$

where $\lambda$ is the size of data, $h$ is distance between the nodes, $\bar{\xi}_t$ and $\bar{\xi}_r$ signifies transmit and receive energy, $v_{fs}$ is free space energy, $v_{amp}$ is the transmit amplifier energy, and $h_{th}$ is the threshold distance. Additionally, the threshold distance $h_{th}$ is calculated using the formula given as follows:

$$h_{th} = \frac{v_{fs}}{v_{amp}}. \quad (6)$$

Setup and communication phase are the two phases of the WSN. Each node communicates its position to the SN and receives input from the SN during the initial setup phase. Equations (4) and (5) show how much energy nodes require for message transmit and receive. The communication phase begins after the setup phase, when nodes begin sensing and transmitting their observed data to the sink. The data is detected by the common nodes and transmitted to the CH, then broadcasts it to the SN. The quantity of energy needed to send and receive data to (or from) the

![Figure 4: Network lifetime for 10% ANs.](image-url)
CH is stated as follows:

\[ E_{CH_{Tx}} = \omega \times \lambda \times (\xi_t + v_{f_j} \times h^2), \]  

\[ E_{CH_{Rx}} = \omega \times \lambda \times \xi_r, \]  

where \( \omega \) is the number of nodes in a cluster apart from CH. The CH collects data from the cluster’s members and aggregates it with its own sensed data before forwarding it to the next hop. The energy required for this process is deduced from (9) and (10), respectively, for transmission and reception.

\[ E_{CH_{Tx}} = \zeta \times \lambda \times (\xi_t + v_{f_j} \times h^2), \]  

\[ E_{CH_{Rx}} = \zeta \times \lambda \times (\xi_r + E_{agg}), \]  

where \( \zeta \) is the total number of nodes in the cluster. Data packets supplied by other CHs are received, aggregated, and relayed to the SN by the primary CH nearest to the SN. The amount of energy required for the process is expressed as follows:

\[ E_{CH_{Tx}} = \kappa \times \lambda \times (\xi_t + v_{f_j} \times h^2), \]  

\[ E_{CH_{Rx}} = \kappa \times \lambda \times (\xi_r + E_{agg}), \]  

where \( \kappa \) is the total number of CHs. The main CH is responsible for transmitting data from all of the CHs and their cluster members to the sink node, and the energy required is as
Figure 6: Network lifetime using 20% ANs.

Figure 7: Total RE for 20% ANs.
follows:

\[ E_{SN,t} = K \times \lambda \times (\xi_t + v_f \times h^2) \]  

(13)

3. Simulation Results

This section summarizes the numerical results of our proposed scheme. Following that, a weighted algorithm is used to select the CH that provides the optimal path for packet transmission. Additionally, the proposed scheme’s performance is validated through extensive simulations carried out in MATLAB using Algorithm 2.4 named: weighted CH selection scheme (WCHSS) and numerical results compared to baseline schemes. Additionally, Table 1 represents the simulation parameters.

3.1. K-Medoid Clustering. The network is deployed with random distributed nodes over an area of $100 \times 100$ square meters. From Figure 2, the SN is in the center of the network. From K-medoid clustering technique, $k = 10$ clusters are selected, and using WCHSS algorithm, the CH is obtained as shown in Figure 2. K-Medoid is a robust segregating method that forms $k$ clusters for the $K$ nodes deployed in the network using data points as centers as shown with different color scheme in Figure 2.

3.2. Selection of Path. After clustering the $K$ users into $k$ clusters, the next step is to determine the optimal path for packet transmission while minimizing energy consumption by iterative updating the location of CHs within each cluster. Figure 3 illustrates the transfer of data from SeNs in a cluster to the network’s SN, which is located in the network’s center, via respective CHs in a multihop mode of communication. Each CH calculates its distance from the SN and from all other CHs in the network. The data is then transmitted from a CH to its neighboring CH in the shortest possible route to the SN. The CH is updated with the optimal energy consumption, taking the following constraints into consideration: (1) the shortest possible distance between the SeN and SN and (2) the SeN’s maximum energy is closer to the cluster’s centroid.

After clustering and determining the optimal path by iteratively updating the location of the CH within each cluster, the proposed scheme’s performance is validated for 10% and 20% AN scenarios. Similarly, numerical results are compared with the benchmark schemes to further validate the proposed scheme.

3.3. WCHSS for 10% ANs

3.3.1. Number of Alive Nodes. This section represents the comparative analysis of the proposed scheme, and the results are compared with some benchmark scheme names: ERP (evolutionary routing protocol) and EEWC (energy-efficient weighted clustering), by considering network lifetime as a performance matrix as shown in Figure 4. Initially, the algorithm tries to balance the network, and therefore, the SeN consumes slightly higher energy. Afterwards, the proposed algorithm performs better and improves the overall lifetime of the network. The results show that the proposed scheme outperforms all other schemes and improves by 28.13% over the EEWC technique and 58.93% over the ERP.

3.3.2. Total Residue Energy. The total RE with 10% ANs is shown in Figure 5 and is also compared to the RE produced by existing techniques. As illustrated in Figure 5, the proposed algorithm consumes less energy in the WSN than other techniques. The proposed algorithm has an RE of 0.63 J, whereas other techniques have an RE of $4 \times 10^{-5}$ J for EEWC and $7 \times 10^{-5}$ J for ERP.

The RE of the proposed protocol is compared quantitatively to that of existing protocols in Table 2. As shown in Table 2, the proposed WSN has a significantly lower RE than the EEWC and ERP. The proposed algorithm has an RE of 8.6 J, compared to 0.12 J for EEWC and zero for other protocols.

3.3.3. Number of Dead Nodes. Similarly, the total number of dead nodes in the WSN is compared to the total number of dead nodes in other protocols and is shown quantitatively in Table 3. Results demonstrate that proposed algorithm outperforms existing protocols. For the 50% of dead nodes, there are 1529, 1574, and 2470 rounds for ERP, EEWC, and WCHSS, respectively.

3.4. WCHSS for 20% ANs

3.4.1. Number of Alive Nodes. This section represents the comparative analysis of the proposed scheme, and the results are compared with some benchmark scheme names: ERP (evolutionary routing protocol) and EEWC (energy-efficient weighted clustering), by considering network lifetime as a performance matrix as shown in Figure 4. Initially, the algorithm tries to balance the network, and therefore, the SeN consumes slightly higher energy. Afterwards, the proposed algorithm performs better and improves the overall lifetime of the network. The results show that the proposed scheme outperforms all other schemes and improves by 28.13% over the EEWC technique and 58.93% over the ERP.

3.4.2. Total Residue Energy. The total RE with 20% ANs is shown in Figure 5 and is also compared to the RE produced by existing techniques. As illustrated in Figure 5, the proposed algorithm consumes less energy in the WSN than other techniques. The proposed algorithm has an RE of 0.63 J, whereas other techniques have an RE of $4 \times 10^{-5}$ J for EEWC and $7 \times 10^{-5}$ J for ERP.

The RE of the proposed protocol is compared quantitatively to that of existing protocols in Table 2. As shown in Table 2, the proposed WSN has a significantly lower RE than the EEWC and ERP. The proposed algorithm has an RE of 8.6 J, compared to 0.12 J for EEWC and zero for other protocols.

3.4.3. Number of Dead Nodes. Similarly, the total number of dead nodes in the WSN is compared to the total number of dead nodes in other protocols and is shown quantitatively in Table 3. Results demonstrate that proposed algorithm outperforms existing protocols. For the 50% of dead nodes, there are 1529, 1574, and 2470 rounds for ERP, EEWC, and WCHSS, respectively.

3.4. WCHSS for 20% ANs
3.4.1. Number of Alive Nodes. The simulations for 20% ANs for the number of alive nodes are presented in Figure 6. The proposed WCHSS gives better performance and increases the network lifetime by 28.6% and 59.6% as compared to EEWC and ERP, respectively. The network life of the proposed algorithm is 4881 cycles, and 99% of all nodes are taken into account during this period. The previous WSN protocols died at 2008 and 3500 rounds for the ERP and EEWC, respectively.

3.4.2. Total Residue Energy. The total RE for the proposed 20% ANs is evaluated in Figure 7. The simulation results demonstrate that the proposed algorithm outperforms established protocols such as ERP and EEWC.
Table 4 shows the quantitative analysis where the proposed WCHSS has an RE of approximately 19.74 joules after 1800 cycles, whereas the EEWCC has only 1.507 joules and ERP has consumed all the energy. Similarly, results demonstrating that the proposed algorithm outperforms existing protocols in terms of RE.

3.4.3. Number of Dead Nodes. The dead nodes of the proposed algorithm with 20% ANs are shown in Table 5 and Figure 8. The total number of nodes considered is 100, and simulations are performed till all nodes of the WSN have died. From the table, it is clear that the network lifetime of the proposed network is 4885 rounds, whereas other protocols such as ERP have 2024 rounds and EEWCC has 3527 number rounds.

3.5. Comparison of Results with 10% and 20% ANs. The proposed WCHSS is also compared to 10% and 20% ANs, and the comparative analysis is shown in Figure 9. The proposed WCHSS increases the overall lifetime of the proposed network whereas 20% ANs give better performance compared to the 10% ANs. Figure 10 shows that the proposed WCHSS outperforms as compared to the existing ERP and EEWCC algorithms in terms of energy consumption.

4. Conclusion

This research work examined the difficult problem of energy minimization and optimistic path selection in WSNs. This research focuses on refining the process for selecting CHs in WSNs based on three separate weights: the CH’s distance from the cluster center, the CH’s distance from the SN, and the CH’s RE. The proposed WCHSS algorithm outperforms existing algorithms such as ERP and EEWCC in terms of energy consumption. The network lifetime is increased by 28.5% and 59.62%, respectively, for the existing technologies, namely, ERP and EEWCC. In future, the higher energy consumption at the start of the network will be improved by further stabilizing the network.
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