Microstates of black holes in expanding universe from interacting branes
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ABSTRACT: Thermodynamics of the near extremal black $p$-branes can be described by collective motions of gravitationally interacting branes. This proposal is called the $p$-soup model. In this paper, we check this proposal in the case of black brane system which is asymptotically Friedmann-Lemaître-Robertson-Walker universe in an infinite distance. As a result, we can show that the gravitationally interacting branes explain free energy, entropy, temperature and other physical quantities in these systems. This implies that the microstates of this kind of brane system can be also understood in the $p$-soup model.
1. Introduction

Microstates of black holes are still an outstanding problem in theoretical physics. This discussion was initiated by Strominger and Vafa [1]. In their picture, branes are static in noncompact spacetime and strings on the branes provide dynamical degrees of freedom. Such studies have been mainly developed in the intersecting black branes, especially in the D1-D5 system [2]. (See also a review [3].) However, it is still unclear whether they can be generalized to other various types of black holes.

Recently we proposed another description of the black hole microstates [4, 5, 6]. In our picture, branes are moving at the speed proportional to Hawking temperature. They have kinetic energy and strongly gravitationally interacting with each other, then compose a bound state at low energy. We can regard this bound state as a black brane.

More concretely, we impose the following settings for the system:

• The characteristic velocity $v$ of the branes should satisfy the condition $v \propto \pi \mathcal{T} r$, where $r$ is the characteristic size of the system and $\mathcal{T}$ is Hawking temperature.

• If the effective action for the branes is expanded in a series of gravitational coupling, all the terms should be of the same order.
The first setting can be understood as the condition which Matsubara modes satisfy in systems at finite temperature. The second setting is a kind of virial theorem for systems with strong gravitational coupling. We call this proposal the $p$-soup model.

In the previous papers, using these settings, we discussed the systems of parallel D- or M-branes \[7\] and intersecting D- or M-branes \[8, 9\]. We analyzed these systems in our picture, then we could correctly estimate free energy, horizon size and other physical quantities. The results are consistent with those of the corresponding black branes.

Here we note that while the branes are moving in our picture, these corresponding black branes are static solutions in supergravity. In some cases, momentum can be introduced in an isometry direction, but the time dependence is so limited.

In this paper, we discuss more nontrivial time-dependent systems. A time-dependent solution in supergravity can be obtained as a simple generalization of a static black branes \[10\]. Therefore, we analyze the microstates of such solutions in the $p$-soup model, and check if our discussion can be applicable to the time-dependent brane systems.

As a result, we can successfully show that gravitationally interacting branes explain correct physical quantities of the time-dependent black branes. Compared with the static black branes, unfortunately, some uncertainty appears. Including such a subtle point, we discuss these systems in detail.

This paper is organized as follows. In §2, we review the time-dependent black brane solutions in Einstein-Maxwell-dilaton theory. In §3, we analyze such black brane systems based on the $p$-soup model and check if we can reproduce the supergravity results (summarized in appendix A). In §4, we conclude our discussion.

2. Time-dependent black brane solution

We consider $D$-dimensional gravitational theory coupled to dilaton $\phi$ and $(n_A + 1)$-form field. The action is

$$S_D = \frac{1}{16\pi G_D} \int d^D x \sqrt{-g} \left[ R - \frac{1}{2} (\partial \phi)^2 - \sum_A \frac{1}{2(n_A + 2)!} e^{a_A A \phi} F_{n_A+2}^{2} \right]$$

(2.1)

where we set

$$a^2_A = 4 - \frac{2(n_A + 1)(D - n_A - 3)}{D - 2},$$

(2.2)

so that we have asymptotically flat spacetime solutions.

The solutions are understood as intersecting brane systems. In the extremal limit, the metric can be written as

$$ds^2_D = \prod_A H_A^{\frac{n_A+1}{2}} \left[ - \prod_A H_A^{-1} dt^2 + \sum_{\alpha=1}^{D-d} \prod_A H_A^{-\delta^{(\alpha)}} dy^2 + \sum_{i=1}^{d-1} dx_i^2 \right]$$

(2.3)
where $H_A$ is a harmonic function in $(d-1)$ dimensions $x_i$. $q_A$ is the spatial dimension of brane $A$. $\delta_A^{(\alpha)}$ equals 1 if the brane $A$ is expanded in the direction $y_\alpha$, and otherwise $\delta_A^{(\alpha)} = 0$. The index $A$ denotes species of branes.\footnote{If branes of the same species are expanded in different directions, we distinguish them here.} The harmonic functions $H_A$ are usually time-independent:

$$H_{AS} = 1 + \frac{Q_{AS}}{r^{d-3}}. \tag{2.4}$$

However, we can generalize them by making some of them time-dependent\footnote{If there are more than one species of time-dependent branes ($n_T > 1$), we need an additional potential for the dilaton $\sim e^{-\alpha \phi}$ (where $\alpha$ is a non-negative constant) in the action (2.1) to obtain such solutions. The author would like to thank Nobuyoshi Ohta to point this out.}:\footnote{If there are more than one species of time-dependent branes ($n_T > 1$), we need an additional potential for the dilaton $\sim e^{-\alpha \phi}$ (where $\alpha$ is a non-negative constant) in the action (2.1) to obtain such solutions. The author would like to thank Nobuyoshi Ohta to point this out.}

$$H_{AT} = \frac{t}{t_{AT}} + \frac{Q_{AT}}{r^{d-3}}. \tag{2.5}$$

Here $Q_{AS}$ and $Q_{AT}$ are brane charges. $t_{AT}$ is constant and determines time dependence of each brane $A_T$. Note that $r^2 := \sum_i x_i^2$, so then $H_A$ never depends on $y_\alpha$. This means that all the branes are winding or smeared in all the $y_\alpha$ directions. Then we assume here that the $y_\alpha$ directions are compactified on a torus $T^{D-d}$ and only the $x_i$ directions remain noncompact.

Let us consider dimensional reduction of all the $y_\alpha$ directions. The $x_i$ directions have spherical symmetry, so the metric in Einstein frame is

$$ds_2^2 = \prod_A H_A^{\frac{d-2}{d-3}} \left[ \prod_A H_A^{-1} dt^2 + dr^2 + r^2 d\Omega_{d-2}^2 \right] \tag{2.6}$$

where

$$\prod_A H_A = \prod_{A_S=1}^{n_S} H_{AS} \prod_{A_T=1}^{n_T} H_{AT}$$

$$= \prod_A Q_A \prod_{A_S} \left( \frac{r^{d-3}}{Q_{AS}} + 1 \right) \prod_{A_T} \left( \frac{t}{t_{AT}} \frac{r^{d-3}}{Q_{AT}} + 1 \right)$$

$$= \left( \frac{R}{\tilde{r}} \right)^{(d-3)(n_S+n_T)}. \tag{2.7}$$

Here $n_S$ and $n_T$ are the numbers of species of static and time-dependent branes, respectively. And we define

$$R^{(d-3)(n_S+n_T)} = \prod_{A_S} \left( \frac{r^{d-3}}{Q_{AS}} + 1 \right) \prod_{A_T} \left( \frac{t}{t_{AT}} \frac{r^{d-3}}{Q_{AT}} + 1 \right),$$

$$\tilde{r}^{(d-3)(n_S+n_T)} = \frac{r^{(d-3)(n_S+n_T)}}{\prod_A Q_A}. \tag{2.8}$$
In the following discussions, for simplicity, we set

\[ Q_A S = Q S , \quad Q_A T = Q T , \quad t_A T = t_0 \]  

(2.9)

for all \( A S \) and \( A T \). Then we obtain the expressions

\[ R^{(d-3)(n_S+n_T)} = \left( \frac{r^{d-3}}{Q_S} + 1 \right)^{n_S} \left( \frac{t}{t_0} \frac{r^{d-3}}{Q_T} + 1 \right)^{n_T} , \quad r^{d-3} = \frac{r^{d-3}}{Q} , \]  

(2.10)

where we define \( Q := (Q_S^{n_S} Q_T^{n_T})^{n_S+n_T} \).

2.1 Region at infinite distance

Let us now comment on the asymptotic behavior at an infinite distance \( r \to \infty \). We can rewrite the metric (2.6) as

\[ ds^2 = \left( 1 + \frac{Q_S}{r^{d-3}} \right)^{-\frac{n_S}{d-2}} \left( 1 + \frac{t_0}{t} \frac{Q_T}{r^{d-3}} \right)^{-\frac{n_T}{d-2}} \]  

(2.11)

where we define

\[ \Xi := \left( 1 + \frac{Q_S}{r^{d-3}} \right)^{-\frac{n_S}{d-2}} \left( 1 + \frac{t_0}{t} \frac{Q_T}{r^{d-3}} \right)^{-\frac{n_T}{d-2}} \]  

(2.12)

and

\[ \bar{t} = \left( \frac{t}{t_0} \right)^{1-(d-3)n_T} , \quad a = \left( \frac{t}{t_0} \right)^{\frac{n_T}{2(d-2)}} . \]  

(2.13)

Then in the limit of \( r \to \infty \), this metric becomes

\[ ds^2 = -d\bar{t}^2 + a^2 \left( dr^2 + r^2 d\Omega_{d-2}^2 \right) . \]  

(2.14)

This means that the time coordinate \( \bar{t} \) is the proper time at infinity and the metric in infinity is asymptotically Friedmann-Lemaître-Robertson-Walker (FLRW) metric with the scale factor \( a \propto \bar{t}^{\frac{n_T}{2(d-2)-(d-3)n_T}} \).

Therefore, for \( 0 < n_T \leq \frac{2(d-2)}{d-3} \), we have expanding FLRW universe. For \( n_T > 2 \), we have accelerating universe (if \( d > 3 \)). Especially in the case of \( n_T = \frac{2(d-2)}{d-3} \), the scale factor is divergent. This can be understood to describe the exponential expansion, i.e. de Sitter spacetime. Later we will concentrate on the cases of \( n_T + n_S = \frac{2(d-2)}{d-3} \), so there this de Sitter case is equivalently the \( n_S = 0 \) case, where all the branes are time-dependent [13].

2.2 Near horizon region

Now we look at the near horizon region \( r^{d-3}/Q_S \ll 1 , \ r^{d-3}/Q_T \ll 1 \). If we also impose the condition \( tr^{d-3}/t_0 Q_T \ll 1 \), the metric (2.6) becomes

\[ ds^2 = \left( \frac{Q}{r^{d-3}} \right)^{\frac{n_S+n_T}{d-2}} \left[ \left( \frac{r^{d-3}}{Q} \right)^{n_S+n_T} dt^2 + dr^2 + r^2 d\Omega_{d-2}^2 \right] , \]  

(2.15)
and the discussion becomes parallel to the time-independent cases $n_T = 0$. Therefore, let us here concentrate on the case of

\[
\frac{r^{d-3}}{Q_S} \ll 1, \quad \frac{r^{d-3}}{Q_T} \ll 1, \quad \frac{t}{t_0} \frac{r^{d-3}}{Q_T} \simeq 1 \tag{2.16}
\]

to keep nontrivial time dependence. This means that when we define the variables as

\[
\tilde{t} := \frac{t}{t_0}, \quad \tilde{r}^{d-3} := \frac{r^{d-3}}{Q}, \tag{2.17}
\]

the near horizon limit can be defined by \([11, 12]\)

\[
\tilde{t} \to \frac{\tilde{t}}{\epsilon}, \quad \tilde{r}^{d-3} \to \tilde{r}^{d-3} \epsilon, \quad \epsilon \to 0. \tag{2.18}
\]

In this limit, all the terms in the metric (2.6) remain finite, only if

\[
n_T + n_S = \frac{2(d-2)}{d-3}. \tag{2.19}
\]

Since $d$ and $n_T + n_S$ should be positive integers, all the combinations we need to consider are only

\[
(d, n_T + n_S) = (1, 1), (4, 4), (5, 3). \tag{2.20}
\]

In the following discussions, we will concentrate on the latter two cases.\(^3\) Hereafter we fix $n_S$ as the relation (2.19) is satisfied and impose $n_T \neq 0$.

Then let us consider the metric in the near horizon limit. In this limit we obtain

\[
R^{(d-3)(n_T + n_S)} = (\tilde{q} r^{d-3} + 1)^{n_S} (\tilde{q} \tilde{r}^{d-3} + 1)^{n_T} \to (\tilde{q} \tilde{r}^{d-3} + 1)^{n_T} \tag{2.21}
\]

where $\tilde{q} := Q/Q_S$ and $q := Q/Q_T$, which are assumed to be of order one. Using this relation, we can change the radial coordinate. The metric in this limit becomes

\[
\frac{ds_{\text{nh}}^2}{Q^{d-3}} = -\frac{f(R)}{t^2 R^{2(d-3)}} dt^2 - \frac{4(d-2)}{(d-3)^2 n_T} \frac{1}{t} \frac{R^{2(d-2)} - 1}{n_T} d\tilde{t} dR \tag{2.22}
\]

where we define

\[
f(R) := \tau^2 \left( \frac{R^{2(d-2)} - 1}{(d-3)^2 n_T^2} \right)^2 - \frac{R^{2(d-2)}}{(d-3)^2} \tau = \frac{t_0}{q Q^{d-3}}. \tag{2.23}
\]

\(^3\)In the $d = 1$ case, all the spatial directions are compactified. At this moment we don’t have any idea to discuss this case.
Moreover, we can change the time coordinate so that the metric becomes a static form:

\[
\frac{ds_{zh}^2}{Q_{\pi - 3}^2} = -f(R) \frac{dT^2}{R^{2(d-3)}} + \frac{4(d-2)^2}{(d-3)^2 n_T^2} \frac{\tau^2 R^{4(d-2)} f(R)}{(d-3)^2 n_T^2} dR^2 + R^2 d\Omega_{d-2}^2
\]

(2.24)

where

\[
T = \pm \ln |\tilde{t}| + \int^R \frac{2(d-2)}{(d-3)^2 n_T} \frac{R^{2d-5}}{\left(1 - R \frac{2(d-2)}{n_T}\right)} f(R) dR.
\]

(2.25)

This means that all the branes are static in this coordinate \( (T, R) \). Note that, however, this metric cannot be given in ordinary static black brane systems. Thus we have obtained new examples to study the microstates of black branes in the \( p \)-soup model.

### 3. Analysis based on \( p \)-soup model

In the \( p \)-soup model, microstates of black branes are given by infinitely many (elementary) branes which are moving at the speed proportional to Hawking temperature and are gravitationally interacting with each other. Therefore, in order to analyze black brane systems in this model, we need to write down effective action to describe the interactions among these branes.

Let us see details of the interactions. First we choose one of the branes in the system as a probe and consider the probe brane action

\[
S_{\text{probe}, A} = -\mu_A \left( \int d^{d+1} \sqrt{-\det \gamma_{\mu \nu}} + \int \hat{E}_A \right).
\]

(3.1)

Here \( \mu_A \) is the brane tension. \( \hat{E}_A \) is the pullback of gauge potential to the brane worldvolume. \( \gamma_{\mu \nu} \) is the worldvolume metric induced from the spacetime metric (2.3):

\[
\gamma_{\mu \nu} = \partial_{\mu} Z^M \partial_{\nu} Z^N g_{MN} e^{-\frac{\epsilon_A}{\hat{g}_{AA} + 1}}
\]

(3.2)

where \( \epsilon_A = 1, -1 \) for branes with electric/magnetic charges, respectively. Note that we set the background metric for the probe brane \( g_{MN} \) to the original black brane solution (2.3) itself. This can be justified since black brane systems are composed of infinitely many branes. Even after we remove one of them (as a probe) from such a system, its metric must be nearly unchanged.

In the \( D \)-dimensional metric (2.3), the harmonic functions \( H_{A_Z}, H_{A_T} \) depend on only time and \( x_i \). It means that when we calculate the worldvolume metric, we can neglect time dependence of brane’s behavior in the \( y_n \) directions. As we saw in §2, all the branes are winding or smeared on the torus \( T^{D-d} \) in these directions, so this assumption is justified.
Therefore, we can take the static gauge for the coordinates $\xi$ on the probe brane worldvolume. In addition, we assume that motion of the branes depends only on time $t$. That is, position of the probe brane in the target spacetime $Z^M = Z^M(t)$.

Using these settings and integrating over the torus $T^q$ which the probe brane is winding around, the probe brane action becomes

$$S_{\text{probe},A} = -m_A \int dt \left[ \frac{1}{H_A} \sqrt{1 - \left( \frac{d\vec{r}}{dt} \right)^2 \prod_{A'} H_{A'} - \left( \frac{1}{H_A} - 1 \right)} \right]. \quad (3.3)$$

In the noncompact $d$-dimensional spacetime, the probe brane behaves as a BPS particle with the mass $m_A = \mu_A V_A$ (no sum of $A$). $V_A$ is volume of the torus $T^q$. $\vec{r}$ is position of the probe brane in the $d$ dimensions.

### 3.1 Probe brane action in static coordinates

In the $p$-soup model, as we mentioned in Introduction, velocities of the branes are important parameters. Naively, in the probe brane action (3.3) we can define the velocity $\vec{v} = d\vec{r}/dt$. However, the background here is time-dependent, so this velocity seems not suitable to describe behaviors of the branes. In order to avoid such problems, let us move to the time-independent frame, that is, the $(T, R)$ coordinates (2.24).

Using eqs. (2.21) and (2.25), we can evaluate the norm of the velocity $\vec{v}$ as

$$\left( \frac{d\vec{r}}{dt} \right)^2 = \left( \frac{1}{\tau q} \frac{d\vec{r}}{dt} \right)^2$$

and

$$\left| \frac{d\vec{r}}{dt} \right| = -\frac{\left( R^{2(d-2)} - 1 \right)^{1 - \frac{1}{d-3}} \left( 1 - (d-3)^2 f(R) \right)}{(d-3)q^{\frac{1}{d-3}} R^{\frac{1}{d-3}}} R^{2(d-2)} g(R) \frac{dR}{dt} \left( 1 - g(R) \frac{dR}{dt} \right). \quad (3.5)$$

Here $\tilde{r}$ is, more precisely, a vector in the noncompact $d$ dimensions. $R$ denotes position of the probe brane in the $R$ coordinate, and we define

$$g(R) := \frac{2(d-2)}{(d-3)^2} \frac{R^{2d-5}}{\left( 1 - R^{-\frac{2(d-2)}{n_T}} \right)} f(R). \quad (3.6)$$

Note that the $\tilde{r}$ dependence in eq.(3.3) disappears when we consider the combination

$$\left( \frac{d\vec{r}}{dt} \right)^2 \prod_{A'} H_{A'} = \frac{1}{\tau^2} \left( R^{2(d-2)} - 1 \right)^{1 - \frac{1}{d-3}} \left( d - 3 \right)^2 \left( R^{-\frac{2(d-2)}{n_T}} - 1 \right)^2 \left( 1 - (d-3)^2 f(R) \right) \frac{dR}{dt} \left( 1 - g(R) \frac{dR}{dt} \right)^2. \quad (3.7)$$
Here $H_{A'} = H_{A'}|_R$, since in the action (3.3) we consider the integration on worldvolume of the probe brane. On the measure in the integration, we obtain the expression

$$\int \frac{dt}{H_A} = \int \frac{d\tilde{t}}{H_A}$$

and

$$\frac{d\tilde{t}}{H_{AS}} = \frac{Q}{Q_S} \tilde{t}^{d-3} d\tilde{t} = \left( R^{\frac{2(d-2)}{n_T}} - 1 \right) \frac{Q_T d\tilde{t}}{Q_S \tilde{t}},$$

$$\frac{d\tilde{t}}{H_{AT}} = \frac{Q}{Q_T} \tilde{t}^{d-3} d\tilde{t} = \left( 1 - R^{\frac{2(d-2)}{n_T}} \right) \frac{d\tilde{t}}{\tilde{t}}$$

(3.9)

for a static brane $A_S$ and a time-dependent brane $A_T$, respectively. Then using the relation (2.25), or equivalently,

$$\frac{d\tilde{t}}{\tilde{t}} = dT - g(R) dR = \left( 1 - g(R) \frac{dR}{dT} \right) dT,$$

we can successfully eliminated the time coordinate $\tilde{t}$. Now the probe brane action (3.3) can be written in the static coordinate $(T, R)$, except the rest mass term $-m_A \int dt$. This term doesn’t affect brane’s behavior, so we will neglect it in the following analysis.

To summarize, the probe brane action for a static brane $A_S$ is

$$S_{probe, A_S} = -m_{A_S} \frac{Q_T}{Q_S} t_0 \int dT \left( 1 - g(R) \frac{dR}{dT} \right) \left( R^{\frac{2(d-2)}{n_T}} - 1 \right) \left( \sqrt{1 - \frac{h(R)^2}{(d-3)^2 \tau^2}} - 1 \right)$$

(3.11)

and that for a time-dependent brane $A_T$

$$S_{probe, A_T} = -m_{A_T} t_0 \int dT \left( 1 - g(R) \frac{dR}{dT} \right) \left( 1 - R^{\frac{2(d-2)}{n_T}} \right) \left( \sqrt{1 - \frac{h(R)^2}{(d-3)^2 \tau^2}} - 1 \right)$$

(3.12)

where we define

$$h(R) := \frac{R^{d-2}}{R^{\frac{2(d-2)}{n_T}} - 1} \left( 1 - \frac{(d-3)^2 f(R)}{R^{2(d-2)} - 1} \frac{g(R) \frac{dR}{dT}}{1 - g(R) \frac{dR}{dT}} \right).$$

(3.13)

Let us here pay attention to the dependence on gravity coupling in $d$ dimensions $\kappa_{\hat{d}}^2$.

The relation to $Q_S$ and $Q_T$ are given by

$$Q_S = \frac{2m_{A_S} N_{A_S}}{(d-3) \Omega_{d-2}} \kappa_{\hat{d}}^2, \quad Q_T = \frac{2m_{A_T} N_{A_T}}{(d-3) \Omega_{d-2}} \kappa_{\hat{d}}^2.$$  

(3.14)
where $N_A$ is the number of $q_A$-branes and $\Omega_{d-2}$ is the volume of a unit $(d - 2)$-sphere. Therefore, the expansion for small $\tau^{-1} = qQ^{d-3}/t_0$ means the expansion for small $\kappa_d^{d-3}$.

Since the last factor in the actions (3.11) and (3.12) can be expanded as

$$\sqrt{1 - \frac{h(R)^2}{(d - 3)^2 \tau^2}} = 1 - \sum_{n=1}^{\infty} \frac{(2n - 3)!!}{2^n n!} \frac{h(R)^{2n}}{(d - 3)^{2n}} \tau^{-2n},$$

this expansion form can be regarded as an expansion for small $\kappa_d^{d-3}$.

Finally we comment on the period of the $T$ direction. Naively, it should be the inverse temperature $\beta = 1/T$. By taking into account the normalization, we can accurately obtain the period of the $T$ direction

$$\frac{1}{T_{ren}} = \frac{(d - 3)n_T}{2(d - 2)} R^{d-3-\frac{2(d-2)}{n_T}} \frac{1}{\tau} \frac{1}{Q_{d-3}}.$$ (3.16)

Here the first two factors come from the renormalization of Killing vector (A.7), and the next $Q$ factor comes from the normalization in the static metric (2.24). Let us note that the temperature is low in our system so that moving branes compose a bound state and we can use the background metric (2.3) in the extremal limit.

### 3.2 Effective action

Now we discuss the details of interactions among branes and write down effective action to describe them. In the previous subsection, we studied the interaction between a probe brane and the background. Using this information, we can investigate how each brane interacts with other branes in this system.

Let us look at the factor $\tau^{-2n}$ in the expansion form (3.15). This can be written as

$$\tau^{-2n} = \left( \frac{qQ^{d-3}}{t_0} \right)^{2n} = \left( \frac{Q_S^{n_S} Q_T^{n_T-2}}{t_0^{d-3}} \right)^n \propto \kappa_d^{d-3}.$$ (3.17)

We have already fixed $n_S$, but we use it here. From the dependence on $Q_S$ and $Q_T$, we can find that this factor describes an interaction among $n_S n$ static branes and $(n_T - 2)n$ time-dependent branes. By taking into account a probe brane, we find both the probe brane actions (3.11) and (3.12) describe

- interactions among $n_S n$ static branes and $(n_T - 2)n + 1$ time-dependent branes

where $n = 1, 2, \ldots, \infty$. The number of interacting branes is $(n_S + n_T - 2)n + 1 = \frac{2n}{d-3} + 1$, and since $G_d = \kappa_d^{d-3}/8\pi$, we find $\frac{2n}{d-3}$ gravitons are exchanged among these branes. Note that we consider only the $d = 4, 5$ cases, as we saw in eq.(2.20), so the numbers of branes and gravitons are integers.
When \( n_T = 1 \), the number of interacting time-dependent branes becomes negative. This may mean that our picture cannot describe the \( n_T = 1 \) case, and the \( p \)-soup model is valid only for the \( n_T \geq 2 \) cases. However, as we will see, the final results are correct also for the \( n_T = 1 \) case.

In order to describe the interactions among the branes, the position of each brane \( \vec{R} \) in the probe brane actions, or the vector from the center of the black brane background, should be replaced by the relative position of arbitrary two branes

\[
\vec{R}_i - \vec{R}_j =: \vec{R}_{ij}.
\]

Hereafter, we use the indices \( i, j, \ldots \) which denote each brane in the system. When we need to distinguish between static and time-dependent branes, we use the indices \( s_a \) for each static brane and \( t_b \) for each time-dependent brane.

The effective action should be written as a sum of all the interactions in the probe brane actions \((3.11), (3.12)\), then we can write it down as

\[
S_{\text{eff}} = \int dT_0 \sum_{n=1}^{\infty} L_n
\]

where

\[
L_n \sim \left( \frac{\kappa_0^2}{(d-3)^{d-2} \Omega_{d-2}} \right)^{\frac{2n}{d-3}} \sum_{\{s_1, \ldots, s_{n_SN}\}} \sum_{\{t_1, \ldots, t_{(n_T-2)n+1}\}} \prod_{a=1}^{n_SN} m_{s_a} \prod_{b=1}^{n_T-2} m_{t_b} \times \left( \prod_{a \neq 1} \eta(\vec{R}_{s_1s_a}) \prod_{b} \eta(\vec{R}_{s_1t_b}) + \prod_{a} \eta(\vec{R}_{s_at_1}) \prod_{b \neq 1} \eta(\vec{R}_{t_1t_b}) + \cdots \right). \tag{3.20}
\]

Hereafter ‘\(~\)’ means an equality up to numerical (especially rational) factors. \( \eta(\vec{R}_{ij}) \) describes the interaction between two branes out of the interacting \( \frac{2n}{d-3} + 1 \) branes, which is defined as

\[
\eta(\vec{R}_{ij}) = \left[ (1 - g(R_{ij}) \frac{dR_{ij}}{dT} R_{ij}^{2(d-2) \eta} \bar{f}(R_{ij}) \right] \frac{d-3}{2n} h(R_{ij})^{d-3} \tag{3.21}
\]

where \( R_{ij} := |\vec{R}_{ij}| \). The ‘\( \cdots \)’ term includes the interactions of all the other combinations of the branes. Note that in eq.\((3.21)\) we define a function

\[
\bar{f}(R) = c_0 + c_1 \left( 1 - R \frac{2(d-2) \eta}{n_T} \right) + c_2 \left( 1 - R \frac{2(d-2) \eta}{n_T} \right)^2, \tag{3.22}
\]

which is necessary because the second last factors of the probe brane actions \((3.11)\) and \((3.12)\) are slightly different from each other. The coefficients \( c_{0,1,2} \) may be determined by the details of interactions among the static and time-dependent branes. In order to do it,
we should give up the conditions (2.9) and see the interactions of each brane more in detail. However, for the remaining analysis, we can get enough information on the interactions from the effective action (3.19), so we don’t do it here. This would be an interesting future work.

Although such ambiguity is in this analysis, the physical quantities can be estimated, as we will see in the following subsections. It is because $R$ is dimensionless and assumed to be of order one in the region (2.16) we concentrate on.

### 3.3 Evaluation of horizon radius and temperature

Let us now estimate the physical quantities of our brane systems using the $p$-soup model. As we mentioned in Introduction, first we need to set the characteristic scales of size and velocity in the systems:

$$
\bar{R}_{ij} \sim R, \quad \frac{d\bar{R}_{ij}}{dT} \sim \frac{dR}{dT}
$$

(3.23)

for all the branes $i, j$. This setting simplifies the following calculations. Next we impose the condition for these characteristic scales:

$$
\frac{dR}{dT} \sim \pi T_{\text{ren}} R,
$$

(3.24)

which may mean that we look at Matsubara modes of brane’s behaviors. Finally we impose the strong coupling condition, or virial theorem, such that

$$
L_1 \sim L_2 \sim \cdots \sim \sum_{n=1}^{\infty} L_n,
$$

(3.25)

since in the $p$-soup model the branes are strongly gravitationally interacting. The final condition (3.25) means that eq.(3.7) should be of order one, so we can rewrite it as

$$
\frac{\hbar(R)^2}{(d-3)^2 \tau^2} = \frac{R^{2(d-2)}}{\tau^2 R^{2(d-2)}} \left[ \frac{1}{(d-3)^2} \frac{f(R)g(R)}{R^{2(d-2)}} \frac{dR}{dT} - \frac{f(R)g(R)^2}{R^{2(d-2)}} \left( \frac{dR}{dT} \right)^2 + \cdots \right]^2 \sim 1.
$$

(3.26)

Here we expand the last factor of eq.(3.7) in a series of $dR/dT$. Note that the velocity $dR/dT \ll 1$, because our brane system is assumed to be at low temperature $T_{\text{ren}} \ll 1$. Then the first term should satisfy

$$
\frac{1}{(d-3)^2 \tau^2} \frac{R^{2(d-2)}}{\left( R^{2(d-2)} R^{2(d-2)} - 1 \right)^2} \sim 1,
$$

(3.27)
which evaluates the characteristic size $R$. As we saw in eq.(2.20), only the $n_T \leq 4$ cases are considered here, so we can solve this condition for all the cases:

$$R \sim \begin{cases} 
\left( \frac{\sqrt{1 + 4(d-3)^2 + 1/2\tau^2} \pm \sqrt{1 + 4(d-3)^2 + 1/2\tau^2}}{2\tau} \right)^{\frac{1}{d-2}} & \text{for } n_T = 1 \\
\left( 1 \pm \frac{1}{(d-3)\tau} \right)^{\frac{1}{d-2}} & \text{for } n_T = 2 \\
\frac{18\tau^2 (d-3)^2}{12\tau^2 (d-3)^2 + (\sqrt{1 - 12(d-3)^2 + 9/2\tau^2} + 1)} \left( \frac{(d-3)^2}{2} \right)^{\frac{3}{d-2}} & \text{for } n_T = 3 \\
\frac{(d-3)^2}{2} \left( 1 \pm \frac{1}{(d-3)\tau} \right)^{\frac{2}{d-2}} \right)^{\frac{(d-3)^2}{2}} & \text{for } n_T = 4 
\end{cases}$$

(3.28)

where the double signs correspond in the $n_T = 3$ case. This result reproduces the horizon radius of corresponding time-dependent black brane system, which can be easily checked: the horizon is at $f(R) = 0$, where the two sides of eq.(3.27) become equal. This means that we correctly reproduce a result from supergravity.

The remaining terms of eq.(3.26) are proportional to

$$\frac{f(R)}{R^{2(d-2)}} \left( \frac{g(R)}{R} \frac{dR}{dT} \right)^n (3.29)$$

for $n = 1, 2, \cdots$. Now we know that we are looking at the branes which are slowly moving $dR/dT \ll 1$ at the near horizon region $f(R) \sim 0$, $g(R) \gg 1$. Here it seems natural to impose the condition

$$\frac{R^{2(d-2)}}{f(R)} \sim \frac{g(R)}{R} \frac{dR}{dT} \sim 1. (3.30)$$

This means that all the terms in eq.(3.26) are of order one. Then the second term should satisfy

$$\frac{f(R)g(R)}{R^{2(d-2)}} \frac{dR}{dT} = \frac{2(d-2)}{(d-3)^2 n_T} \frac{1}{1 - R^{-2(d-2)/n_T}} \frac{1}{dR/dT} \sim 1. (3.31)$$

Using the setting (3.24), the temperature of our system can be evaluated as

$$T \sim \frac{n_T^2}{\pi} \left( 1 - R^{-2(d-2)/n_T} \right) \frac{R^{d-3 - 2(d-2)/n_T}}{\tau Q^{1 - 1/n_T}} \sim \frac{n_T^2}{\pi RQ^{1 - 1/n_T}} \left( 1 - R^{-2(d-2)/n_T} \right)^2. (3.32)$$

This is consistent with the result from supergravity (A.3) up to an overall rational factor and coefficient of each term. In other words, we can reproduce the supergravity result up to the factor $a_0 - a_1 R^{-2(d-2)/n_T}$, where $a_{0,1,2,3}$ are arbitrary rational numbers.

In the cases of static black branes, as we showed in our previous papers [5, 9], we have only uncertainty of overall rational factors. In the time-dependent black branes, on
the other hand, we have another uncertainty of factors including \( R \). However, this factor changes only the coefficients of \( R^{-\frac{2(d-2)}{n_T}} \) in evaluated quantities, and \( R \) is dimensionless and of order one. Therefore, we can still claim that the results of order estimation in the time-dependent black branes are consistent with the supergravity results.

Finally note again that the temperature should be low in our brane system. More precisely, our system should be in the near extremal limit \( T \ll 1/RQ^{\frac{1}{d-3}} \) in supergravity. This condition means \( R \simeq 1 \), and it is consistent with the near horizon limit \((2.16)\).

To summarize, the \( p \)-soup model can correctly tell us about the horizon radius and temperature of the time-dependent black branes. In this picture, the branes are slowly moving at the near horizon region, which ensures that the system is at low temperature.

### 3.4 Evaluation of free energy and entropy

Let us continue to estimate the physical quantities of our brane system. The effective action \((3.19)\) is evaluated as

\[
S_{\text{eff}} \sim \frac{t_0}{T_{\text{ren}}} L_1, \quad (3.33)
\]

where we use the strong coupling condition \((3.25)\). Then the partition function can be estimated as \( Z \sim e^{-S_{\text{eff}}} \), and the free energy is defined as \( F = -T \log Z \). Therefore, the free energy of our system can be evaluated as

\[
F \sim R^{d-3} - \frac{2(d-2)}{n_T} \frac{t_0}{\tau Q^{\frac{1}{d-3}}} L_1 \sim \Omega^{d-2} Q R^{d-3} f(R)
\]  

\[
= \frac{\Omega^{d-2} Q R^{d-3}}{\kappa_d^2} \left[ c_0 + c_1 \left( 1 - R^{-\frac{2(d-2)}{n_T}} \right) - c_2 \left( 1 - R^{-\frac{2(d-2)}{n_T}} \right)^2 \right], \quad (3.34)
\]

where we use the conditions \((3.27)\) and \((3.30)\). This is perfectly consistent with the result from supergravity \((A.13)\). The coefficients \( c_{0,1,2} \) cannot be determined in this analysis, but we find here that they should depend on only the parameters \( d \) and \( n_T \). This would be discussed in a future work.

Finally the entropy of our system is evaluated as

\[
S = -\frac{\partial F}{\partial T} \sim \frac{\pi \Omega^{d-2}}{\kappa_d^2} Q^{\frac{d-2}{d-3}} R^{d-2}. \quad (3.35)
\]

In the most right-hand side, the fractional expression where the numerator and denominator are polynomials in \( R \) of the same degree is set to one. This can be justified, since our analysis has uncertainty of the factors including \( R \), as we discussed in the previous subsection. Such a factor is included in this uncertainty. Therefore, we can correctly reproduce Bekenstein-Hawking entropy \((A.14)\).

In this way, we can show that the \( p \)-soup model can explain various thermodynamic quantities of the time-dependent black branes.
4. Conclusion and discussions

In this paper, we discuss the $p$-soup proposal for a class of time-dependent black branes. Although they have many different properties from static black branes, we can analyze them in a very similar way. This may be partly because we can choose the time-independent frame (2.24), but their metrics in this frame are completely different from those of static black branes, so this is undoubtedly a new nontrivial application of the $p$-soup model.

As a result, we find that the bound states of (elementary) branes in these systems exhibit the thermodynamic properties of the corresponding time-dependent black branes. This means that the $p$-soup analysis is applicable also for these systems and that we get another evidence that the $p$-soup model describes (at least a part of) the microstates of a large class of black holes.

However, compared with the cases of static black branes, our analysis holds subtleties. For example, in the $n_T = 1$ case, the $p$-soup picture of interacting branes seems not to be valid. In all the cases there is some ambiguity about the factors including $R$. The latter uncertainty is closely related to the undetermined coefficients in eq.(3.22), so we should analyze it more in detail and construct more plausible discussions in a future work.

Finally let us comment on the class of time-dependent black branes. In the asymptotic region, the noncompact spacetime becomes FLRW universe. Therefore, we can expect that this system is applied to some discussions in cosmology. In particular, when all the branes are time-dependent (i.e. $n_S = 0$), this universe has exponential expansion like inflation. When a part of the branes are time-dependent (i.e. $n_S, n_T \neq 0$), we have the universe with power law expansion. Such properties may help us to draw up a scenario of making our own universe from branes. Then, based on the $p$-soup model, it would be also interesting future works to discuss the systems of interacting branes creating various types of universe.
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A. Results from supergravity

The $d$-dimensional metric in Einstein frame (2.6) can be written as

$$ds_2^2 = -\Xi^{d-3}dt^2 + \Xi^{-1}(dr^2 + r^2d\Omega_{d-2}^2)$$

where

$$\Xi = (H_T^{n_T}H_S^{n_S})^{-\frac{1}{d-2}}, \quad H_T = \frac{t}{t_0} + \frac{Q_T}{r^{d-3}}, \quad H_S = 1 + \frac{Q_S}{r^{d-3}}.$$
In the near horizon limit (2.18), it becomes
\[
\frac{ds_{\text{nh}}^2}{Q^2} = -\frac{\tilde{r}^{2(d-3)}}{(q\tilde{r}^{d-3} + 1)^{\frac{d-4}{2}n_T}} d\tilde{r}^2 d\tilde{t}^2 + \frac{(q\tilde{r}^{d-3} + 1)^{\frac{d-4}{2}n_T}}{\tilde{r}^2} (d\tilde{r}^2 + \tilde{r}^2 d\Omega_{d-2}^2). \tag{A.3}
\]
This metric is invariant under the Killing vector $\xi^\mu$ defined by
\[
\xi^\mu := \tilde{t} \left( \frac{\partial}{\partial \tilde{t}} \right)^\mu - \tilde{r} \left( \frac{\partial}{\partial \tilde{r}} \right)^\mu. \tag{A.4}
\]
In §2, we changed the coordinates and obtained the expression in the static form (2.24). In this coordinate $(T, R)$, this Killing vector is rewritten as $\xi^\mu = (\partial/\partial T)^\mu$. Note that this vector becomes null at the horizon $f(R) = 0$.

The surface gravity associated with the Killing vector $\xi^\mu$ is
\[
\kappa^2 = \mp \frac{1}{2} (\nabla_\mu \xi_\nu)(\nabla^\mu \xi^\nu). \tag{A.5}
\]
Then the surface gravities of horizons are evaluated as
\[
\kappa_{\pm} = \pm \frac{(d-3)n_T}{4(d-2)} \frac{f'(R_{\pm})}{\tau R_{\pm}^{d-3} + 2(d-2)} \tag{A.6}
\]
where $R = R_{\pm}$ are radii of the horizons. As we saw in eq. (3.28), we have two event horizons in $n_T = 1, 2, 3$ cases, and three event horizons in $n_T = 4$ case. We can choose a suitable sign in eq. (A.6) for each horizon.

However, when we calculate the surface gravity in a time-dependent spacetime, we need to care about the normalization of Killing vector. In the case of a spherically symmetric spacetime, we should renormalize the Killing vector such that \[11\]
\[
\xi^\mu = \left( \frac{\partial}{\partial T} \right)^\mu \rightarrow \xi_{\text{nh}}^\mu = \frac{(d-3)n_T}{2(d-2)} R_{\pm}^{d-3-\frac{2(d-2)}{n_T}} \frac{f'(R_{\pm})}{\tau R_{\pm}^{d-3}} \left( \frac{\partial}{\partial T} \right)^\mu \tag{A.7}
\]
where the renormalization factor is $(g_{TT}g_{RR})^{-\frac{1}{2}} Q^\frac{2}{n_T}$ in the metric (2.24). Therefore, the surface gravities on the horizons should be evaluated using this Killing vector, and we obtain
\[
\kappa_{\text{nh}}^\pm = \pm \frac{(d-3)^2 n_T^2}{8(d-2)^2} \frac{f'(R_{\pm})}{\tau^2 R_{\pm}^{d-3}}. \tag{A.8}
\]
Using this surface gravity, the black hole temperature can be calculated as
\[
T_{\text{BH}} := \frac{\kappa_{\text{nh}}^\pm}{2\pi Q^{-\frac{2}{n_T}}} = \frac{(d-3)^2 n_T^2}{8(d-2)} \frac{1}{\pi R_{\pm} Q^{-\frac{2(d-2)}{n_T}}} \left( 1 - R_{\pm}^{-\frac{2(d-2)}{n_T}} \right) \left( 1 - \frac{2}{n_T} - R_{\pm}^{-\frac{2(d-2)}{n_T}} \right). \tag{A.9}
\]
Here we have eliminated $\tau$ by the condition $f(R_{\pm}) = 0$. 

Next we discuss the black hole entropy. This can be calculated using the Bekenstein-Hawking entropy formula. Fortunately, the angular part of the metric (2.24) is so simple, then we can easily obtain

\[
S_{\text{BH}} = \frac{\Omega_{d-2}}{4G_d} Q \frac{R_{d-2}^d}{d-2} \tag{A.10}
\]

where \( G_d = \frac{\kappa^2_d}{8\pi} \) is the Newton constant in \( d \) dimensions.

Finally we discuss the free energy. It can be calculated as \( F = E - TS \), where the energy \( E \) is ADM mass in ordinary supergravity calculations. However, in our case the metric is globally time-dependent, and it doesn’t approach to a flat spacetime in asymptotic region. This means there is no globally conserved energy.

Instead, let us here discuss quasilocal energy such as Misner-Sharp energy \([14]\). Our metric \([A.1]\) has spherical symmetry, and we can define covariantly the circumference radius \( \bar{R} := r^{\frac{1}{d-2}} \), so the \( d \)-dimensional Misner-Sharp energy is given by \([12, 15]\)

\[
E := \frac{d-2}{\kappa^2_d} \Omega_{d-2} \bar{R}^{d-3} \left[ 1 - g^{\mu\nu} (\nabla_\mu \bar{R})(\nabla_\nu \bar{R}) \right]. \tag{A.11}
\]

Then in our case this energy is evaluated at the horizons as

\[
E_{\text{BH}} = \frac{\Omega_{d-2}}{8\kappa^2_d} Q R_{\pm}^{d-3} \left[ 4(d-2) - (d-4) n_T^2 \left( 1 - R_{\pm}^{2(d-2)/(d-4)} \right)^2 \right]. \tag{A.12}
\]

Therefore, the free energy can be obtained as

\[
F_{\text{BH}} = \frac{\Omega_{d-2}}{8(d-2)\kappa^2_d} Q R_{\pm}^{d-3} \left[ c_0 + c_1 \left( 1 - R_{\pm}^{2(d-2)/(d-4)} \right) + c_2 \left( 1 - R_{\pm}^{2(d-2)/(d-4)} \right)^2 \right], \tag{A.13}
\]

where

\[
c_0 = 4(d-2)^2, \quad c_1 = 4(d-3)^2 n_T, \quad c_2 = -(3d^2 - 18d + 26)n_T^2. \tag{A.14}
\]
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