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**Abstract**—This paper presents a robust fixed lag smoother for a class of nonlinear uncertain systems. A unified scheme, which combines a nonlinear robust estimator with a stable fixed lag smoother, is presented to improve the error covariance of the estimation. The robust fixed lag smoother is based on the use of Integral Quadratic Constraints and minimax LQG control. The state estimator uses a copy of the system nonlinearity in the estimator and combines an approximate model of the delayed states to produce a smoothed signal. In order to see the effectiveness of the method, it is applied to a quantum optical phase estimation problem. Results show significant improvement in the error covariance of the estimator using fixed lag smoother in the presence of nonlinear uncertainty.

I. INTRODUCTION

The determination of estimate using past and future data is termed a smoothing problem and has been extensively studied in the literature [1], [2], [3]. It is proved in the early literature that the smoothing process improves the estimation of a Kalman-Bucy filter and thus may be used in variety of applications. Fixed lag smoothing a smoothing technique used where it is desired to calculate state estimate at a fixed time lag \( \delta \) behind the current measurement. That is, a smoothed state estimate, \( \hat{x}(t | t + \delta) \) is desired at time \( t \), given data up to time \( t + \delta \). Such smoothers are very useful in the applications where some delay or latency between measurement and the estimation process can be tolerated. The design of a continuous time fixed lag smoother with optimum performance presents a significant challenge due to the presence of delay which means that asymptotic stability cannot be guaranteed. In order to solve instability issue Chirarattananon and Anderson presented an approach in [4] which can produce an asymptotically stable suboptimal smoother under some conditions.

The suboptimal smoothing problem is a two-stage filtering problem where a standard Kalman filter (Kalman-Bucy filter) is first designed and then it is followed by a smoother which produces smoothed estimates of the system [4]. However, this scheme can be combined to form a unified scheme for both filter and smoother design. Since a unified scheme can be developed for a fixed lag smoother problem, a logical extension of this problem is to replace the Kalman-Bucy filter with a robust filter which gives robust performance in the presence of uncertainty. In this paper, we present a unified scheme which combines a nonlinear robust filter with fixed-lag suboptimal smoother and produce an asymptotically stable filter in the presence of nonlinear uncertainty. The nonlinear robust filter scheme used in this paper is similar to the one presented in [5]. However, here we use the infinite horizon case. This approach provides a systematic methodology for constructing a robust nonlinear estimator for a class of uncertain nonlinear systems using a copy of the nonlinearity in the nonlinear estimator design. This approach is based on the minimax LQG theory [6] and uses Integral Quadratic Constraints (IQCs) to characterize the nonlinearities in the system. This robust filter is very useful and its effectiveness is revealed in its application to a phase estimation problem for a quantum optical system. In the phase estimation problem, the robust filter is required to handle the measurement nonlinearity in an effective way and simulation results show that the robust filter works better than the standard Kalman filter. The design of a robust filter for the optical system is presented in [7] and shows significant advantage over a standard Kalman filter.

In this paper, we extend the work of [5] for the infinite horizon case by including a fixed lag smoother similar to the one used in [4] and apply the scheme to a quantum optical phase estimation problem (see Fig. I). The main contributions of this paper are as follows:

- Design of an infinite horizon continuous time stable robust fixed lag smoother for a nonlinear uncertain system.
- Application of the scheme to an adaptive phase estimation problem for a quantum optical system.

The paper is organized as follows. Section II presents a description of the class of uncertain systems considered in this paper. The development of a fixed lag smoother for the system is presented in Section III. The relevant phase estimation problem is solved in Section IV and the paper is concluded in Section V.

II. SYSTEM DEFINITION

Let us consider a system on certain probability space driven by the noise input \( W(\cdot) \) as follows (see also [5]):
\[ dx(t) = Ax(t)dt + \sum_{i=1}^{g} B_{i1}\mu_i(t) + \sum_{s=1}^{k} B_{1s}\xi_s(t)dt + B_1dW(t); \quad x(0) = x_0, \]
\[ w(t) = C_0x(t); \]
\[ \zeta_1(t) = C_{11}x(t); \]
\[ \vdots \]
\[ \zeta_k(t) = C_{1k}x(t); \]
\[ \nu_1(t) = \hat{C}_{11}x(t); \]
\[ \vdots \]
\[ \nu_{g}(t) = \hat{C}_{1g}x(t); \]
\[ dy(t) = C_2x(t)dt + \sum_{i=1}^{g} D_{21,i}\mu_i(t) + \sum_{s=1}^{k} D_{21,s}\xi_s(t)dt + D_{21}dW(t); \quad y(0) = 0, \]

where \( x(t) \in \mathbb{R}^n \) is the state, \( w(t) \in \mathbb{R}^m \) is the estimated output, \( \zeta_1(t) \in \mathbb{R}^{n_1}, \ldots, \zeta_k(t) \in \mathbb{R}^{n_k} \) are the uncertainty outputs, \( \nu_1(t) \in \mathbb{R}^{g_1}, \ldots, \nu_g(t) \in \mathbb{R}^{g} \) are the nonlinearity outputs, \( \xi_1(t) \in \mathbb{R}^{s_1}, \ldots, \xi_k(t) \in \mathbb{R}^{s_k} \) are the uncertainty inputs, \( \nu_1(t) \in \mathbb{R}, \ldots, \nu_g(t) \in \mathbb{R} \) are nonlinearity inputs, and \( y(t) \in \mathbb{R} \) is the measured output.

The nonlinearity inputs are related to the nonlinearity outputs by the following nonlinear relations
\[ \mu_i(t) = \psi_i(\nu_i(t)) \quad \forall i = 1, 2, \ldots, g, \quad (2) \]

where the nonlinear functions \( \psi_i(\cdot) \) are such that \( \psi_i(0) = 0 \) and satisfy the following global Lipschitz conditions:
\[ |\psi_i(\nu_i(t)) - \psi_i(\nu_i(t))|\mu_i(t) \leq \beta_i|\nu_i(t) - \nu_i(t)| \quad (3) \]

for all \( \nu_1, \nu_2 \) and for all \( i = 1, 2, \ldots, g \). The uncertainty in the system is described by the following Stochastic Integral Quadratic Constraint:
\[ E \int_{0}^{\infty} \|\xi_s(t)\|^2dt \leq E[\int_{0}^{\infty} \|\xi_s(t)\|^2dt + x(0)^TS_sx(0)]. \quad (4) \]

**Definition 1:** An uncertainty is an admissible uncertainty for the system if given any strong solution to the system, then for all \( s = 1, \ldots, k \) and \( S_s \) are given positive-definite matrices and \( \| \cdot \| \) denotes the standard Euclidean norm.

**III. SUBOPTIMAL FIXED LAG SMOOTHER DESIGN**

In this section, we present the development of a fixed lag smoother for the system defined in (1). Let us define the filtered state estimate \( \hat{x}_f(t|t) \) of \( x(t) \) and the fixed-lag smoothed estimate \( \hat{x}_s(t|t+\delta) \) as follows:
\[ \hat{x}_f(t|t) = E[x(t)|y(\tau)], \quad t_0 \geq \tau < t \]
\[ \hat{x}_s(t|t+\delta) = E[x(t)|y(\tau)], \quad t_0 \geq \tau < t+\delta \]

In order to delay the estimated signal an approximate model for a delay \( \delta \) is required to be augmented with the system. The approximation of the delay by a linear finite dimensional system is given as follows:
\[ \hat{x}_a(t) = F_ux_u + G_ww(t) \]
\[ w_a(t) = I_ux_u + J_ww(t) \]

where \( x_a(t) \in \mathbb{R}^n \). Also, \( F_u, G_u, H_u \) and \( J_u \) are chosen such that \( \hat{x}_s(t|t+\delta) \) approximates the actual delay operator and the approximate system remains asymptotically stable (see [4]).

Let us combine (1) and (6) to form an augmented system which represents a new system where signal \( w(t) \) is delayed by \( \delta \).
\[ dx_p(t) = A_p x_p(t)dt + \sum_{i=1}^{g} B_{p1,i}\mu_i(t) + \sum_{s=1}^{k} B_{p1,s}\xi_s(t)dt + B_{p1}dW(t); \]
\[ w(t) = C_p0x_p(t); \]
\[ \zeta_1(t) = C_{p1,1}x_p(t); \]
\[ \vdots \]
\[ \zeta_k(t) = C_{p1,k}x_p(t); \]
\[ \nu_1(t) = \hat{C}_{p1,1}x_p(t); \]
\[ \vdots \]
\[ \nu_{g}(t) = \hat{C}_{p1,g}x_p(t); \]
\[ dy(t) = C_{p2}x_p(t)dt + \sum_{i=1}^{g} D_{p2,i}\mu_i(t) + \sum_{s=1}^{k} D_{p2,s}\xi_s(t)dt + D_{p2}dW(t); \quad y(0) = 0, \quad (7) \]

where \( x_p(t) \in \mathbb{R}^n \) and \( A_p = \begin{bmatrix} A & 0 \\ C_uC_o & F_u \end{bmatrix}, \quad B_{p1} = \begin{bmatrix} B_{p1} \\ 0 \end{bmatrix}, \quad B_{p2} = \begin{bmatrix} B_{p2} \\ 0 \end{bmatrix}, \quad C_p = \begin{bmatrix} C_a & 0 \end{bmatrix}, \quad C_{p0} = \begin{bmatrix} C_0 & 0 \end{bmatrix} \)
where

\[ \begin{bmatrix} C_{p1,k} & 0 \\ C_{p1,g} & 0 \end{bmatrix} \]

Note that measurement equation remains same. The delayed signal \( w_a(t) \) which is need to be estimated is written as follows:

\[ w_a(t) = C_a x_d \] (8)

where \( C_a = [J_a C_o \ HA] \). The model (8) delays the signal \( w(t) \) by amount of \( \delta \) as follows:

\[ w_a(t + \delta) \approx w(t), \] (9)

The optimum filtered estimate of \( w_a(t + \delta) \) is an approximation of the fixed-lag smoothed estimate of \( w(t) \); i.e.

\[ \hat{w}_a(t + \delta) = \hat{w}(t|t + \delta) \] (10)

Note that the augmentation of the delay in (7) does not affect the signal \( w(t) \) and the measurement \( y \). This augmentation is only an artifact to solve the smoothing problem under consideration. The nonlinear dynamic state estimator with smoother chosen for the system (7) is as follows:

\[ \begin{align*}
  \dot{x}(t) &= (A_{x}\hat{x}(t) + \sum_{i=1}^{g} G_{ci}\hat{\mu}_i(t))dt \\
  &\quad + B_{c}d\tilde{y}; \quad \hat{x}(0) = \hat{x}_0,
  \\
  \tilde{v}_1(t) &= K_{c1}\hat{x}(t); \\
  \vdots \\
  \tilde{v}_g(t) &= K_{cg}\hat{x}(t); \\
  \hat{\tilde{w}}(t) &= C_c\hat{x}(t),
\end{align*} \] (11)

where

\[ \hat{\mu}_i(t) = \psi_i(\tilde{v}_i(t)) \text{ for } i = 1, 2, \ldots, g. \] (12)

The nonlinear dynamic estimator (11) is designed such that it provides an upper bound on the following cost functional:

\[ J(\hat{w}()) = E\left[ \frac{1}{2} \int_{0}^{\infty} \|\hat{w}_a(t|t + \delta) - w_a(t)\|^2 dt \right]. \] (13)

The problem of smoothed state estimation is to use the system (11) to find a state estimate for the system (7) by considering the cost functional (13). This problem can be transformed to a linear control problem for the system (7) with repeated nonlinearities by using the following compact form of the estimator (11).

\[ \begin{align*}
  \dot{\tilde{x}}_p(t) &= A_{x}\tilde{x}_p(t)dt + \tilde{B}_c d\tilde{y}(t), \\
  \tilde{u}(t) &= \tilde{C}_c\tilde{x}_p(t),
\end{align*} \] (14)

where

\[ \begin{align*}
  \tilde{y}(t) &\triangleq \begin{bmatrix} \tilde{y}(t) \\ \hat{\mu}_1(t) \\ \vdots \\ \hat{\mu}_g(t) \end{bmatrix}; \\
  \tilde{u}(t) &\triangleq \begin{bmatrix} \hat{\tilde{w}}(t) \\ \tilde{v}_1(t) \\ \vdots \\ \tilde{v}_g(t) \end{bmatrix}; \\
  \tilde{B}_c &\triangleq \begin{bmatrix} B_c & G_{c1} & \cdots & G_{cg} \end{bmatrix}; \\
  \tilde{C}_c &\triangleq \begin{bmatrix} C_c \\ K_{c1} \\ \vdots \\ K_{cg} \end{bmatrix},
\end{align*} \]

The main idea here is to characterize the repeated nonlinearities (3) and (12) by certain IQCs. The condition (3) for both (3) and (12) imply that the following IQCs are satisfied (see [5] for details):

\[ E \int_{0}^{\infty} [\mu_i(t) - \tilde{\mu}_i(t)]^2 dt \leq E \left[ \int_{0}^{\infty} \beta_i^2 [\tilde{v}_i(t)]^2 dt + x(0)^T S_{1i} x(0) \right], \] (15)

\[ E \int_{0}^{\infty} [\tilde{\mu}_i(t)]^2 dt \leq E \left[ \int_{0}^{\infty} \beta_i^2 [\tilde{v}_i(t)]^2 dt + x(0)^T S_{2i} x(0) \right], \] (16)

\[ E \int_{0}^{\infty} [\tilde{\mu}_i(t)]^2 dt \leq E \left[ \int_{0}^{\infty} \beta_i^2 [\tilde{v}_i(t)]^2 dt + x(0)^T S_{3i} x(0) \right] \] (17)

for all \( i = 1, \ldots, g \). Here the \( \tilde{S}_{1i}, \tilde{S}_{2i}, \tilde{S}_{3i} \) are any positive definite matrices.

The system (7) can be written in a compact form as follows:

\[ \begin{align*}
  \dot{x}_p(t) &= [A_{x}x_p(t) + \tilde{B}_1 \xi(t)]dt + B_{p1}dW(t); \\
  w(t) &= C_{p0}x_p(t); \\
  \xi(t) &= \tilde{C}_1 x_p(t) + \tilde{D}_2 u(t); \\
  d\tilde{y}(t) &= [\tilde{C}_2 x_p(t) + \tilde{D}_{21} \xi(t)]dt + \tilde{D}_{21} dW(t),
\end{align*} \] (18)

where

\[ \begin{bmatrix} \xi_1(t) \\ \vdots \\ \xi_k(t) \\ \xi_{k+2g}(t) \end{bmatrix} \triangleq \begin{bmatrix} \tilde{\xi}_1(t) \\ \vdots \\ \tilde{\xi}_{k+2g}(t) \end{bmatrix}; \\
  \begin{bmatrix} \tilde{\mu}_1(t) \\ \vdots \\ \tilde{\mu}_g(t) \end{bmatrix} \]
\[ \hat{C}_1 = \begin{bmatrix} C_{p,1,1} \\ \vdots \\ C_{p,k,k} \\ \vdots \\ C_{p,1,1} \\ \vdots \\ C_{p,1,1} \\ \vdots \\ 0_{g \times n} \end{bmatrix} \text{ ; } \tilde{D}_{12} = \begin{bmatrix} 0_{h_1 \times m} & 0_{h_1 \times g} \\ \vdots \\ 0_{h_k \times m} & 0_{h_k \times g} \\ 0_{m \times 1} & 0_{g \times 1} \\ \vdots \\ 0_{m \times 1} & 0_{g \times 1} \end{bmatrix} \]

\[ \hat{C}_2 = \begin{bmatrix} C_{p2} \\ \vdots \\ 0_{g \times r_1} \end{bmatrix} \text{ ; } \tilde{D}_{21} = \begin{bmatrix} D_{21,1} \\ \vdots \\ D_{21,k} \\ \vdots \\ D_{21,1} \\ \vdots \\ \vdots \\ D_{21,1} \\ \vdots \\
0_{g \times (h+g)} \end{bmatrix} \begin{bmatrix} J_{21} \\ \vdots \\ J_{21} \end{bmatrix} \]

Also \( h = \sum_{i=1}^k h_i, r = \sum_{i=1}^k r_i, p = h + 2g \) and \( J_{21} \) is any suitable matrix satisfying \( J_{21}^{T} > 0 \). Considering these new variables, the IQCs \( 4, 15, 16 \), and \( 17 \) can be written as follows:

\[ E \int_0^\infty \xi^T(t) \hat{M}(\lambda) \xi(t) dt \leq E[ \int_0^\infty \xi^T(t) \tilde{N} \xi(t) + x(0)^T \tilde{S} x(0) ] \]

for all \( \lambda = [\lambda_1, \lambda_2, \ldots, \lambda_k]^T \in \mathbb{R}^k \) where \( k = k + 3g. \) Also, \( \hat{M}(\lambda) = \sum_{i=1}^k \lambda_i M_i \geq 0 \) and \( \tilde{N}(\lambda) = \sum_{i=1}^k \lambda_i N_i \geq 0 \) where \( M_i = n_i^T n_i \geq 0, N_i = n_i^T n_i \geq 0 \) and \( \tilde{S}_i \) are positive-definite matrices.

The constraint on the \( \hat{M}(\lambda) \) is defined as follows:

\[ \lambda \in \bar{\Gamma} : \hat{M}(\lambda)^{-1} \geq J J^T \forall t, \]

where \( \bar{\Gamma} = \{ \lambda \in \mathbb{R}^k : \lambda_i \geq 0 \forall i : \hat{M}(\lambda) > 0 \} \).

**Assumption 1:** There exists a square matrix function \( J \) such that we can write

\[ \begin{bmatrix} \hat{B}_{p1} \\ \hat{D}_{21} \end{bmatrix} = \begin{bmatrix} \hat{B}_1 \\ \hat{D}_{21} \end{bmatrix} J. \]

**Assumption 2:** There exist some constants \( d_0 > 0 \) such that

\[ \hat{D}_{21} \hat{D}_{21}^T = \hat{D}_{21} J J^T \hat{D}_{21}^T \geq d_0 I \]

for all \( t \).

**Assumption 3:** There exist a constant \( \bar{\tau} > 0 \) such that the following conditions hold:

1. The algebraic Riccati equation

\[ (A_p - \hat{B}_1 \hat{M}(\lambda)^{-1} \hat{D}_{21} E_{1,1} \hat{C}_2)^T Y + Y(A_p - \hat{B}_1 \hat{M}(\lambda)^{-1} \hat{D}_{21} E_{1,1} \hat{C}_2) - Y(\hat{C}_2^T E_{1,1} \hat{C}_2 - \frac{1}{\bar{\tau}} R_{\tau,\lambda}) Y + \hat{B}_1 \hat{M}(\lambda)^{-1} \hat{B}_1^T = 0 \]

2. The algebraic Riccati equation

\[ X A_p + A_p^T X + (R_{\tau,\lambda} - \Gamma_{\tau,\lambda})^{-1} \Gamma_{\tau,\lambda}^T X + \frac{1}{\bar{\tau}} X \hat{B}_1 \hat{M}(\lambda)^{-1} \hat{B}_1^T X = 0 \]

has a symmetric nonnegative definite solution.
where $\Phi(\delta)$ is transition matrix associated with (34):

$$\Phi(\delta) = e^{A\delta}.$$ (37)

The measurement equation (40) of the optical system is a nonlinear equation. However, we can approximate the model (38), (40) with a linear system having a sector bounded nonlinear uncertainty. Let us define $\mu_1 := \tilde{\phi} - \hat{\phi}$ where $\hat{\phi}$ is the controller/estimator output and $\tilde{\phi} = f(\mu_1)$. Hence, we can write (40) using the following relation (see Fig. 3):

$$I(t)dt = 2|\alpha|\sin[\tilde{\phi} - \hat{\phi}(t)]dt + dW(t).$$ (41)
where $\beta$ is the slope of the tangent on the curve at $\mu_1 = 0$. Also,
\[
I(t)dt = [2\alpha (f(\mu_1) + 2\alpha \beta \phi(t) - u(t))]dt + dW(t)
\]
\[
I(t) + 2\alpha \beta u(t) = 2\alpha f(\mu_1) + 2\alpha \beta \phi(t) + W(t)
\]
(42)
and
\[
\bar{g}(t) = 2\alpha f(\mu_1) + 2\alpha \beta \phi(t) + W(t)
\]
\[
\frac{\bar{g}(t)}{2\alpha \beta} = \phi(t) + \frac{f(\mu_1)}{\beta} + \frac{1}{2\alpha \beta} W(t)
\]
(43)
where $\bar{g} = I(t) + 2\alpha \beta u(t)$. Finally we can write a linear system model with sector bounded uncertainty as follows:
\[
\dot{\phi} = -\lambda \phi(t)dt + \sqrt{\kappa} \nu(t),
\]
\[
\bar{g}(t) = \phi(t) + \frac{f(\mu_1)}{\beta} + \frac{1}{2\alpha \beta} W(t),
\]
(44)
where $\bar{g}(t) = \frac{\bar{g}(t)}{2\alpha \beta}$ We assume that the sector is defined by the region $\gamma$ (see Fig. 3)
\[
\gamma = \frac{1 - m}{2},
\]
where $m$ is the slope of the lowest boundary of the sector.
Also, $f^2(\mu_1) \leq \gamma^2 \mu_1^2$.
Let us assume that $\tilde{f}(\mu_1) = f(\mu_1) \gamma$. Then (44) can be written as
\[
\dot{\phi} = -\lambda \phi(t)dt + \sqrt{\kappa} \nu(t),
\]
\[
\bar{g}(t) = \phi(t) + \gamma \frac{f(\mu_1)}{\beta} + \frac{1}{2\alpha \beta} W(t).
\]
(45)

**B. Smoother design**

The uncertainty model of the original system under consideration in (45) can be written in the form (1) as follows:
\[
\begin{align*}
d\phi(t) &= -\lambda \phi(t)dt + [0 \times \tilde{f}(\mu_1)](t) \\
&\quad + \sqrt{\kappa} \Delta_1 \xi_1 dt + [\sqrt{\kappa} 0]dW(t),
\end{align*}
\]
\[
\nu_1(t) = \gamma 2\alpha \phi(t),
\]
\[
\xi_1 = 0 \phi(t),
\]
\[
\bar{g}(t) = \phi(t) + 2\alpha \gamma \tilde{f}(\mu_1) + \frac{1}{2\alpha \beta} W(t),
\]
where $\Delta_1$ represents the uncertainty in system parameters. However, in this example, we only consider uncertainty in measurement Therefore, $\Delta_1 = 0$. The measurement uncertainty $\tilde{f}(\mu_1)$ satisfies the IQC (4). A comparison of the above model with (1) gives the following model parameters:
\[
A = -\lambda, \quad B_{11} = 0, \quad B_{11} = \sqrt{\kappa}, \quad B_1 = [\sqrt{\kappa} 0 0],
\]
\[
C_2 = 1, \quad D_{21,1} = \frac{1}{2\alpha \beta},
\]
\[
D_{21,1} = 0, \quad D_{21} = [0 \frac{1}{2\alpha \beta}], \quad C_{1,1} = \gamma 2\alpha, \quad C_{1,1} = 0,
\]
\[
g = 1, \quad k = 1.
\]
The values of the system parameters are given in Table 1.
The augmented system model parameters in (2) using second order Pade approximation of the delay $\delta = 3.1 \mu$ sec can be obtained as follows:
\[
A_p = \begin{bmatrix}
-9.14 \times 10^3 & 0 & 0 \\
2048 & -1.94 \times 10^6 & -1.19 \times 10^6 \\
0 & 1.048 \times 10^6 & 0
\end{bmatrix},
\]
\[
B_{p1} = \begin{bmatrix}
200 & 0 \\
0 & 0 \\
0 & 0
\end{bmatrix}, \quad B_{p11} = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}, \quad B_{p12} = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix},
\]
\[
C_{p0} = \begin{bmatrix}
1 & 0 \\
0 & 0
\end{bmatrix}^T, \quad C_{p1,1} = \begin{bmatrix}
0 & 0 \\
0 & 0
\end{bmatrix}^T, \quad C_{p1,1} = \begin{bmatrix}
929.6 & 0 \\
0 & 0
\end{bmatrix}^T,
\]
\[
C_{p2} = \begin{bmatrix}
1 & 0 & 0
\end{bmatrix}.
\]
(47)

Considering the above model parameters, the matrices defined in (18) are given as follows:
\[
\tilde{B}_1 = \begin{bmatrix}
200 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \tilde{C}_1 = \begin{bmatrix}
929.6 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},
\]
\[
\tilde{D}_{12} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{bmatrix}, \quad \tilde{C}_2 = \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \tilde{D}_{21} = \tilde{D}_{21},
\]
\[
\tilde{D}_{21} = \begin{bmatrix}
0 & 4 \times 10^{-4} & 0 \\
0 & 0 & 1
\end{bmatrix}, \quad h = 1, \quad r = 1, \quad p = 3, \quad \tilde{k} = 4.
\]
(48)

For the above definition of the model, assumptions (1) and (2) are satisfied for $J(t) = I$ and $0 < d_0 \leq 1$. From the definition of the IQC (19) we have
\[
M_X(\lambda) = \begin{bmatrix}
\lambda_1 & 0 & 0 \\
0 & \lambda_2 + \lambda_3 & -\lambda_2 \\
0 & -\lambda_2 & \lambda_2 + \lambda_4
\end{bmatrix}
\]
and its inverse is given by
\[
M^{-1} = \begin{bmatrix}
\frac{1}{\lambda_1} & 0 & 0 \\
0 & \frac{\lambda_1 + \lambda_2}{\lambda_3 + \lambda_4} & \frac{\lambda_1 + \lambda_2}{\lambda_3 + \lambda_4} \\
0 & \frac{\lambda_1 + \lambda_2}{\lambda_3 + \lambda_4} & \frac{\lambda_1 + \lambda_2}{\lambda_3 + \lambda_4}
\end{bmatrix}
\]
(49)
The constraints on $\lambda_i$ for $i = 1, 2, 3, 4$ due to (20) are given below:
\[
\lambda_1 > 0, \quad \lambda_2 > 0, \quad \lambda_3 > 0, \quad \lambda_4 > 0, \quad 0 < \lambda_1 \leq 1,
\]
\[
0 < \lambda_2 + \lambda_3 \leq 1, \quad 0 < \lambda_2 + \lambda_4 \leq 1,
\]
\[
(1 - \lambda_2 - \lambda_3)(1 - \lambda_2 - \lambda_4) - \lambda_2^2 \geq 0.
\]
For the values of the parameters given in Table 1, the minimum value of the bound (28) obtained using an ‘Interior-point’ numerical optimization method is $V_s = 0.15$ at $\bar{v} = 1.13 \times 10^{-6}$ and the values of the $\lambda_i$ for $i = 1, 2, 3, 4$ are obtained as follows:
\[
\lambda_1 = 0.9727, \quad \lambda_2 = 0.4831, \quad \lambda_3 = 0.0015, \quad \lambda_4 = 0.0014.
\]
The estimator parameters in (27) are calculated as follows:

\[
A_c = \begin{bmatrix}
-4.58 \times 10^5 & -0.9 & -7.14 \\
1.93 \times 10^3 & -1.93 \times 10^6 & -1.19 \times 10^6 \\
-550.1 & 1.0486 \times 10^6 & -0.01
\end{bmatrix},
\]

\[
\hat{B}_c = \begin{bmatrix}
4.45 \times 10^5 & -190.97 \\
120.98 & -0.052 \\
545.41 & -0.233
\end{bmatrix},
\]

\[
\hat{C}_c = \begin{bmatrix}
1.02 & 4.21 \times 10^{-7} & 3.23 \times 10^{-5} \\
944.68 & 3.9 \times 10^{-4} & 0.0299
\end{bmatrix}.
\]

C. Closed loop simulation

In this paper, simulations with both linear and nonlinear uncertainties have been performed for \( \Delta \) varying from 0 to \(-1\). The linear simulation gives an insight into the behavior of the error covariance of the system with varying uncertainty. Linear simulation also enables comparison of the nonlinear guaranteed cost filter (NGCF) with the robust smoother of this paper for different values of uncertainty. Since the nature of the uncertainty in the given system is actually nonlinear therefore, a Monte-Carlo simulation using Simulink has also been performed for the closed loop system and result is presented in the section.

D. Linear Simulation

A linear simulation with uncertainty has been performed for the closed loop system with and without the smoother. For this example, the matrix \( \Delta \) is defined as follows:

\[
\Delta = \begin{bmatrix}
\Delta_1 & 0 & 0 \\
0 & \Delta_2 & 0 \\
0 & 0 & \Delta_2
\end{bmatrix},
\]

where \( \Delta_2 \) represents the uncertainty in measurements. Error covariance for the system with smoother is calculated using \( 35 \). Solid blue line in Fig. 4 represents the error covariance of the nonlinear guaranteed cost filter (NGCF) and red broken line represents the error covariance of robust smoother. Also, \( \Delta_2 = 0 \) means zero uncertainty and \( \Delta_2 = -1 \) represents maximum uncertainty for which the estimator has been designed; i.e. \( \gamma = 0.4 \). It is obvious that as the uncertainty increases, the error covariance increases for both filter and smoother. However the error covariance of smoother is much less than the NGCF and also less sensitive to the uncertainty.

Remark 1: The uncertainty region lies below the nominal value of \( \beta = 1 \) (see Fig. 3). Therefore \( \Delta_2 \) can only vary between 0 and \(-1\).

E. Nonlinear simulation

Since the original model of the system is nonlinear, a nonlinear simulation has also been performed. A nonlinear Monte-Carlo simulation has been performed by collecting error samples during 50,000 runs using Simulink. The nonlinear uncertainty is of the form \( \sin(\phi) = \phi \). The samples have been collected by running the simulation for a fixed time interval of 1 msec with sample time of 0.01 \( \mu \) sec and with randomly generated noise signals. The error signal is collected at the end of the simulation. The error covariance for the simulation with the robust smoother is found to be 0.0605. In the case of nonlinear uncertainty a similar simulation with the NGCF in the feedback loop yields an error covariance of 0.1031 which is 41% larger than the error covariance obtained using the robust smoother.

V. CONCLUSION

In this paper the problem of nonlinear robust fixed lag smoothing has been considered for an uncertain system. The scheme proposed in this paper extends the design of a nonlinear guaranteed cost filter by using a continuous time fixed lag smoother. The scheme uses an uncertainty model for the system and provides a nonlinear robust smoother by considering a copy of nonlinear uncertainty in the estimator/smooth. The scheme is applied to a phase estimation problem of a quantum optical system. Simulation results with both linear and nonlinear simulations show that the robust smoother scheme improves the error covariance significantly and works better than the corresponding robust filter. Further research will be directed toward implementing the scheme on real hardware and performing experiments.
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