Artificial intelligence-enabled electrocardiogram screens low left ventricular ejection fraction with a degree of confidence
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Abstract

Background: Artificial intelligence-enabled electrocardiogram has become a substitute tool for echocardiography in left ventricular ejection fraction estimation. However, the direct use of artificial intelligence-enabled electrocardiogram may be not trustable due to the uncertainty of the prediction.

Objective: The study aimed to establish an artificial intelligence-enabled electrocardiogram with a degree of confidence to identify left ventricular dysfunction.

Methods: The study collected 76,081 and 11,771 electrocardiograms from an academic medical center and a community hospital to establish and validate the deep learning model, respectively. The proposed deep learning model provided the point estimation of the actual ejection fraction and its standard deviation derived from the maximum probability density function of a normal distribution. The primary analysis focused on the accuracy of identifying patients with left ventricular dysfunction (ejection fraction ≤ 40%). Since the standard deviation was an uncertainty indicator in a normal distribution, we used it as a degree of confidence in the artificial intelligence-enabled electrocardiogram. We further explored the clinical application of estimated standard deviation and followed up on the new-onset left ventricular dysfunction in patients with initially normal ejection fraction.

Results: The area under receiver operating characteristic curves (AUC) of detecting left ventricular dysfunction were 0.9549 and 0.9365 in internal and external validation sets. After excluding the cases with a lower degree of confidence, the artificial intelligence-enabled electrocardiogram performed better in the remaining cases in internal (AUC = 0.9759) and external (AUC = 0.9653) validation sets. For the application of future left ventricular dysfunction risk stratification in patients with initial normal ejection fraction, a 4.57-fold risk of future left ventricular dysfunction when the artificial intelligence-enabled electrocardiogram is positive in the internal validation set. The hazard ratio was increased to 8.67 after excluding the cases with a lower degree of confidence. This trend was also validated in the external validation set.

Conclusion: The deep learning model with a degree of confidence can provide advanced improvements in identifying left ventricular dysfunction and serve as a decision support and management-guided screening tool for prognosis.
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Introduction

Left ventricular dysfunction (LVD) is significantly associated with reduced quality of life and increased morbidity and mortality.\(^1\) and it affects more than 26 million people worldwide.\(^2\) Currently, left ventricular ejection fraction (EF) is the most validated and commonly used echocardiographic measure of systolic function,\(^3,4\) serving as selection criteria for therapeutic trials that constitute the evidence base of current treatment recommendations.\(^5\) The medical intervention is highly dependent on the present and follow-up EF, and repeat assessment of EF is appropriate in those who receive treatments that may have had a significant effect on the improvement of clinical outcomes.\(^6\) To date, B-type natriuretic peptide (BNP) and N-terminal pro-brain natriuretic peptide (NT-pro-BNP) are the most popular test as a supplementary to echocardiography, such as therapeutic monitoring in adults with cardiac diseases.\(^7\) However, they only provide limited performance with areas under the curve (AUCs) of 0.6–0.8 and might be confounded by age, sex, and disease history.\(^8-11\) These motivate clinical need in the development of substitute biomarkers to early detect cardiac function.

With the advantages of rapid, cost-effective, and community-screening accessibility, electrocardiography (ECG) may be a massively scalable screening tool to describe the cardiac function and electric activity.\(^12\) Regarding the extensive improvement of deep learning models (DLMs), artificial intelligence (AI)-enabled ECG has become a mature technique to provide ample information\(^13\) and is widely used in asymptomatic LVD screening.\(^14-16\) Additionally, the false-positive cases with normal EF identified by AI-ECG have a significantly higher risk compared to true negative cases on the progression to severe LVD, demonstrating the phenomenon of identifying LVD previvors by AI-ECG.\(^17\) These characteristics enhance the acceptability in clinical practice, and a randomized controlled trial has shown that an additional 43% of potential LVD patients are identified by AI-ECG.\(^18\) However, most AI-ECGs only provide a likelihood of LVD without severity assessment.

LVD is associated with certain classical ECG features. Pacing, left bundle branch block (LBBB), and prolonged QRS duration are considered the typical ECG presentation in patients with left ventricular systolic dysfunction (LVSD).\(^19\) Moreover, atrial fibrillation may cause acute cardiac function reduction in several patients who present a significantly decreased EF.\(^19,20\) Although patients with low EF may present atrial fibrillation on ECG, most patients with atrial fibrillation have normal EF, resulting in higher uncertainty in predicting EF in patients with atrial fibrillation. Such uncertainty in medical data makes the decision-making process difficult.\(^21,22\) Therefore, the importance of interval prediction in these tasks for better quantifying the uncertainty of model prediction could engender trust with physicians. In the case of using AI-ECG for estimating the actual EF value, we also recognize the importance of interval prediction using a DLM.

The present study aimed to establish a DLM to provide EF prediction for describing the severity of LVD. With the output of this DLM to describe the probability distribution of actual EF using point estimation and standard deviation (SD), we hypothesized that the value of SD is associated with the confidence of AI-ECG because higher SD is presented in uncertain prediction, which may provide additional information compared to the previous DLM (Figure 1). The application of our DLM for performance improvement and LVD previvor identification was also investigated.

Methods

Population

This study was ethically approved by the Institutional Review Board of Tri-Service General Hospital, Taipei, Taiwan (IRB No. C202105049). We performed a multicenter retrospective study from 1 January 2010 to 31 September 2021. Patients who had at least one pair of 12-lead electrocardiogram (ECG) and transthoracic echocardiography (TTE) records within 7 days were included in this study. We excluded inadequate ECGs, such as noise interference, lead dislodgement, or dislocation. The remaining ECGs were annotated by a continuous value of left ventricular ejection fraction (LVEF) ranging from...
10% to 90% obtained by the TTE reports. There were no out-of-range data in our hospitals.

As shown in Figure 2, a total of 76,081 and 11,771 patients had at least one ECG-TTE pair in an academic medical center (hospital A) and a community hospital (hospital B), respectively (Figure 1). The study consisted of development, tuning, internal validation, and external validation sets based on different dates and hospitals. In hospital A, we used the earliest part before December 2015 as the internal validation set with 7,619 patients to maximize the follow-up period in this study. The first record was selected in the internal validation set to avoid data dependency. The remaining patients were divided into a development set and a tuning set based on the date of the first record (December 2016). There were 99,692 ECGs from 60,790 patients in the development set and 20,601 ECGs from 7,672 patients in the tuning set. We ensured that there were no repeated patients in these three datasets. The 11,771 patients in hospital B were assigned as the external validation set, and we only used the first ECG to validate the model performance.

**Variables**

The electronic medical records (EMRs) of our hospital included digital ECG signals, echocardiographic reports, and patient characteristics. The ECGs were measured by a Philips 12-lead ECG machine (PH080A, Philips Medical Systems, 3000 Minuteman Road Andover, MA 01810, USA) in standard 12-lead format with a sampling rate of 500 Hz with a 10-s period. The eight ECG measurements and 31 ECG rhythms were also collected from the Philips system based on the structured findings statements and corresponding key phrases. The actual EF was measured by either the Teichhold method (M mode) or the modified Simpson method in two-dimensional imaging depended on the clinical need. After that, the cardiologists reviewed the estimation of LVEF and recorded it in the medical record. According to the actual EF, patients were classified as having left ventricular dysfunction (≤40%) and controls (>40%) based on the European Society of Cardiology Guidelines. We acquired the following patient data by accessing the EMR system: (1) demographic information, including sex, age, and body mass index (BMI); (2) disease history before the index date of ECG corresponding to International Classification of Disease, Ninth Revision, and Tenth Revision; and (3) TTE parameters, including interventricular septum (IVS) diameter, left ventricular posterior wall (LVPW) diameter, left atrium (LA) size, aortic root (AO) diameter, right ventricular (RV) diameter, pulmonary artery systolic pressure (PASP), and pericardial effusion (PE). Patients with an initial normal EF (≥50%) in the internal and external validation sets followed the new-onset left ventricular dysfunction (LVD, EF ≤40%). The following time was recorded at the patient’s last known TTE examination.

**Implementation of the DLM**

The major architecture of the DLM to extract the high-order features has been previously reported. Each original ECG signal was presented as a $12 \times 5000$ matrix and randomly cropped in the format of 4096 sequences as input in the training process. We fed ECGs to the network with a 32 minibatch size.

---

**Figure 1.** Comparison between artificial intelligence-enabled electrocardiogram (AI-ECG) with and without confidence degree. Previous algorithms have classified the disease using binary output. We proposed a model with a confidence degree to enhance the identification of typical diseases and offer advanced decision support.
based on Adam optimization and used an initial learning rate of 0.001 ($\beta_1 = 0.9$ and $\beta_2 = 0.999$) that was decayed by a factor of $10$ each time the loss after an epoch. A weight decay coefficient of $10^{-4}$ and early stopping were used to prevent overfitting. An oversampling process based on the prevalence of 20 equidistant intervals of weights in the development set was applied. The output of the DLM proposed by this study included a point estimation of actual EF and an estimated variance, which was based on a fully connected output layer with two hidden units. Because the value of variance was a positive real number, we applied exponential transformation in the second hidden unit as the output of the estimated variance. We optimized the DLM based on the maximum probability density function of the normal distribution as follows:

$$f(x|u) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-u)^2}{2\sigma^2}}$$

where $u$ is the actual EF, $y$ is the point estimation predicted by the DLM, and $\sigma$ is the standard deviation (SD) based on the square root of the estimated variance predicted by the DLM. To compare with previous DLMs that only provide point estimation, we also trained a DLM with a fully connected output layer with two hidden units. Because the value of variance was a positive real number, we applied exponential transformation in the second hidden unit as the output of the estimated variance. We optimized the DLM based on the maximum probability density function of the normal distribution as follows:

$$f_X(x) = \int_{-\infty}^{x} f_X(u)du$$

$$f_X(x) = \frac{dF_X(x)}{dx}$$

where $u$ is the point estimation, and $x$ is set as 40 to calculate the probability of an EF of $\leq 40\%$ to diagnose the patients with severe dysfunction. If $f_X$ is continuous at $x$, then the probability density function is the derivative of the cumulative. Accordingly, M1 and M2 provide values ranging from 10 to 90, similar to the actual EF, and M3 provides probabilities ranging from 0 to 1 to describe the likelihood of a low ejection fraction. The detailed performance of the above methods is presented in the Supplemental Material.

**Statistical analysis and model performance assessment**

The numbers of patients, percentages, means, and standard deviations were used to express the distribution of patient...
characteristics where appropriate. The primary analysis was to assess the accuracy of the proposed DLM trained by the probability density function of normal distribution. We compared the point estimation and actual EF by a scatter plot with mean difference (Diff), Pearson correlation coefficients ($r$), and mean absolute error (MAE) in the internal and external validation sets. Moreover, receiver operating characteristic (ROC) curve and precision-recall ROC (PRROC) curve analyses were conducted to express the diagnostic value in detecting severely low EF, with the indicators of the area under the receiver operating characteristic curve (AUC), sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV). We presented two cutoff points as follows: the high sensitivity cutoff point was selected by the maximum of Youden’s index in the tuning set, and the high PPV cutoff point was selected by the maximum of the F-measure in the tuning set.

To determine the interpretability of the DLMs, violin plots and box plots were used to describe the distribution and odds ratio based on ECG features among groups predicted by AI-ECG. Furthermore, we proposed eXtreme Gradient Boosting (XGBoost) to extract the information gain and compare the related importance with the kappa score presented. The most important combination of ECG features was analyzed in advance to confirm the higher odds ratio among AI-identified typical LVD and definite normal groups.

Because the SD predicted by the DLM may express the confidence degree, we conducted the same analyses in the samples with lower SDs, which represented the higher confidence degree. Moreover, we selected the ECG with the lowest SD for each patient within 7 days to replace the original ECG (Supplemental Figure S1). The prognostic value of false-positive prediction on new-onset LVD (EF \( \leq 40\% \)) in patients with initially normal EF (EF > 50%) was analyzed. Kaplan–Meier (KM) analysis was plotted to compare the prognostic ability of the low-risk group (probability less than high sensitivity cutoff point), median risk group (probability between high sensitivity cutoff point and high PPV cutoff point), and high-risk group (probability higher than high PPV cutoff point). Cox proportional hazards models adjusted by gender and age with standardized hazard ratios (HRs) and 95% confidence intervals (95% CIs) were also utilized. We also conducted a subgroup analysis based on the estimated SD of the DLM.

**Results**

The baseline characteristics of the patients are shown in Table 1. Patients in the development, tuning, internal, and external validation sets were aged 63.8 (17.4), 68.1 (16.4), 63.4 (16.6), and 65.8 (18.1) years old, respectively, with mean EF (SD) values of 63.6 (12.6), 60.9 (14.3), 65.2 (11.4), and 65.4 (10.8), respectively. Figure 3 shows the comparison of the prediction of the DLM and actual EF. In the internal and external validation sets, the mean differences (SD) were 1.65 (9.81) and 1.54 (9.75) with Pearson correlation coefficients of 0.61 and 0.58 and MAEs of 7.56 and 7.51, respectively. The estimated EF by the proposed DLMs with the probability density function of normal distribution loss was highly correlated to the actual EF, which was similar to the traditional DLM with root-mean-square error loss (Supplemental Result S1 and Supplemental Figure S2). Moreover, we additionally compared the actual EF and estimated SD, which presented Pearson correlation coefficients of 0.04 and 0.03, respectively, which indicated that the estimated SD may be independent of the actual EF.

We further evaluated the DLM performance for detecting LVD. Supplemental Figure S3 shows a similar performance in the two DLMs trained by different loss functions, and we selected the probability calculated by the cumulative distribution function of the normal distribution due to the higher interpretability (Supplemental Result S2). Figure 4 shows the diagnostic accuracy in patients with various estimated SDs. For the classification of LVD in the internal and external validation sets, the AUC values were 0.9549 and 0.9365, respectively. In ECGs with SD less than 12, which indicated a higher confidence degree, better AUC values of 0.9634 and 0.9483 were found for the internal and external validation sets. If we further used ECGs with a much lower SD (SD < 10), the AUC values were further improved to 0.9759 and 0.9653 for the internal and external validation sets, respectively. By using the maximum Youden’s index in the tuning set, called the high sensitivity cutoff point, sensitivities of 92.1% and 87.2% and specificities of 93.9% and 94.4% were presented in the ECG with the highest confidence degree for the internal and external validation sets, respectively. The PRROC curve analysis results are shown in Supplemental Figure S4. The internal and external PRAUCs were as follows: 0.5907 and 0.5471 in all ECGs, respectively; 0.6054 and 0.5644 in ECGs with SD of < 12, respectively; and 0.6443 and 0.6218 in ECGs with SD of < 10, respectively. By using the maximum F-score in the tuning set, called the high positive predictive value cutoff point, the sensitivities of 74.2% and 70.7% as well as positive predictive values of 96.3% and 96.8% were presented in the internal and external validation sets, respectively. Moreover, we used the ECG with the lowest SD within 7 days to replace the index ECG, and Supplemental Figure S5 shows the AUC improvements in all ECGs (from 0.9549 and 0.9365 to 0.9559 and 0.9431 in the internal and external validation sets, respectively) and in ECGs with an SD < 12 (from 0.9634 and 0.9483 to 0.9628 and 0.9539 in the internal and external validation sets, respectively). However, the AUC values were not additionally increased in patients with an initial ECG of SD < 10 (from 0.9759 and 0.9653 to 0.9757 and 0.9685 in the
Table 1. Baseline characteristics.

|                      | Development | Tuning | Internal validation | External validation |
|----------------------|-------------|--------|---------------------|---------------------|
| **Demography**       |             |        |                     |                     |
| Sex (male)           | 50,925 (53.6%) | 10,905 (52.9%) | 3858 (50.6%) | 5845 (49.7%) |
| Age (years)          | 63.8 ± 17.4 | 68.1 ± 16.4 | 63.4 ± 16.6 | 65.8 ± 18.1 |
| BMI (kg/m²)          | 24.6 ± 4.4 | 24.3 ± 4.4 | 24.5 ± 4.3 | 24.4 ± 4.3 |
| **Disease history**  |             |        |                     |                     |
| DM                   | 22,471 (23.6%) | 7373 (35.8%) | 2267 (29.8%) | 3654 (31.0%) |
| HTN                  | 38,268 (40.3%) | 11,991 (58.2%) | 3970 (41.2%) | 6507 (44.2%) |
| HLP                  | 28,542 (30.0%) | 9224 (44.8%) | 3140 (41.2%) | 5207 (44.2%) |
| CKD                  | 22,821 (24.0%) | 9045 (43.9%) | 1857 (24.4%) | 2908 (24.7%) |
| AMI                  | 6062 (6.4%) | 2123 (10.3%) | 245 (3.2%) | 283 (2.4%) |
| STK                  | 13,055 (13.7%) | 4698 (22.8%) | 1286 (16.9%) | 2198 (18.7%) |
| CAD                  | 26,382 (27.8%) | 8417 (40.9%) | 2363 (31.0%) | 3658 (31.1%) |
| HF                   | 12,488 (13.1%) | 4866 (23.6%) | 948 (12.4%) | 1492 (12.7%) |
| Afib                 | 6429 (6.8%) | 2612 (12.7%) | 495 (6.5%) | 752 (6.4%) |
| COPD                 | 11,874 (12.5%) | 4503 (21.9%) | 1509 (19.8%) | 2783 (23.6%) |
| **Echocardiography data** |             |        |                     |                     |
| EF (%)               | 63.6 ± 12.6 | 60.9 ± 14.3 | 65.2 ± 11.4 | 65.4 ± 10.8 |
| LV-D (mm)            | 47.5 ± 7.1 | 47.9 ± 7.8 | 47.3 ± 7.1 | 47.1 ± 6.8 |
| LV-S (mm)            | 30.3 ± 6.9 | 31.2 ± 7.8 | 29.8 ± 6.7 | 29.6 ± 6.3 |
| IVS (mm)             | 11.2 ± 2.6 | 11.5 ± 2.6 | 11.2 ± 2.6 | 11.1 ± 2.6 |
| LVPW (mm)            | 9.3 ± 1.7 | 9.5 ± 1.8 | 9.3 ± 1.7 | 9.1 ± 1.7 |
| LA (mm)              | 38.4 ± 7.5 | 39.6 ± 8.0 | 38.5 ± 7.6 | 38.7 ± 7.3 |
| AO (mm)              | 32.7 ± 4.4 | 33.1 ± 4.4 | 32.8 ± 4.5 | 32.8 ± 4.3 |
| RV (mm)              | 23.7 ± 4.9 | 24.2 ± 5.1 | 24.1 ± 5.1 | 24.0 ± 5.0 |
| PASP (mmHg)          | 33.3 ± 11.1 | 34.7 ± 12.4 | 32.1 ± 10.4 | 33.0 ± 10.7 |
| PE (mm)              | 0.5 ± 2.1 | 0.6 ± 2.1 | 0.4 ± 1.8 | 0.4 ± 1.7 |
| **Arrhythmia**       |             |        |                     |                     |
| Abnormal T wave      | 3445 (3.5%) | 826 (4.0%) | 185 (2.4%) | 262 (2.2%) |

(continued)
Table 1. Continued.

| Condition                          | Development | Tuning | Internal validation | External validation |
|------------------------------------|-------------|--------|---------------------|---------------------|
| Atrial fibrillation                | 7971 (8.0%) | 2348 (11.4%) | 601 (7.9%)          | 932 (7.9%)          |
| Atrial flutter                     | 1025 (1.0%) | 344 (1.7%)  | 53 (0.7%)           | 122 (1.0%)          |
| Atrial premature complex           | 3464 (3.5%) | 897 (4.4%)  | 216 (2.8%)          | 410 (3.5%)          |
| Complete AV block                  | 93 (0.1%)   | 29 (0.1%)  | 9 (0.1%)            | 3 (0.0%)            |
| Complete left bundle branch block  | 1130 (1.1%) | 409 (2.0%)  | 70 (0.9%)           | 141 (1.2%)          |
| Complete right bundle branch block| 8545 (8.6%) | 2195 (10.7%)| 592 (7.8%)          | 1117 (9.5%)         |
| First-degree AV block              | 6280 (6.3%) | 1781 (8.6%) | 518 (6.8%)          | 818 (6.9%)          |
| Incomplete left bundle branch block| 689 (0.7%)  | 231 (1.1%)  | 47 (0.6%)           | 86 (0.7%)           |
| Incomplete right bundle branch block| 841 (0.8%) | 172 (0.8%)  | 62 (0.8%)           | 95 (0.8%)           |
| Ischemia/infarction                | 40,017 (40.1%) | 8469 (41.1%) | 2610 (34.3%)        | 4375 (37.2%)        |
| Junctional rhythm                  | 470 (0.5%)  | 159 (0.8%)  | 19 (0.2%)           | 41 (0.3%)           |
| Left anterior fascicular block     | 2763 (2.8%) | 726 (3.5%)  | 201 (2.6%)          | 357 (3.0%)          |
| Left atrial enlargement            | 12,345 (12.4%) | 2995 (14.5%) | 896 (11.8%)         | 1577 (13.4%)        |
| Left axis deviation                | 2534 (2.5%) | 482 (2.3%)  | 210 (2.8%)          | 286 (2.4%)          |
| Left posterior fascicular block    | 1127 (1.1%) | 302 (1.5%)  | 94 (1.2%)           | 127 (1.1%)          |
| Left ventricular hypertrophy       | 17,622 (17.7%) | 3819 (18.5%) | 1279 (16.8%)        | 2263 (19.2%)        |
| Low QRS voltage                    | 6339 (6.4%) | 1595 (7.7%) | 366 (4.8%)          | 684 (5.8%)          |
| Pacemaker rhythm                   | 1263 (1.3%) | 345 (1.7%)  | 96 (1.3%)           | 100 (0.8%)          |
| Prolonged QT interval              | 6760 (6.8%) | 2057 (10.0%)| 370 (4.9%)          | 589 (5.0%)          |
| Right atrial enlargement           | 3228 (3.2%) | 677 (3.3%)  | 214 (2.8%)          | 333 (2.8%)          |
| Right ventricular hypertrophy      | 1755 (1.8%) | 372 (1.8%)  | 121 (1.6%)          | 198 (1.7%)          |
| Second-degree AV block             | 59 (0.1%)   | 22 (0.1%)  | 2 (0.0%)            | 6 (0.1%)            |
| Sinus bradycardia                  | 1073 (1.1%) | 214 (1.0%)  | 71 (0.9%)           | 127 (1.1%)          |
| Sinus pause                        | 152 (0.2%)  | 42 (0.2%)   | 11 (0.1%)           | 25 (0.2%)           |
| Sinus rhythm                       | 73,033 (73.3%) | 13,328 (64.7%) | 5752 (75.5%)        | 8806 (74.8%)        |
| Sinus tachycardia                  | 11,238 (11.3%) | 2922 (14.2%) | 825 (10.8%)         | 1246 (10.6%)        |
| Supraventricular tachycardia       | 1488 (1.5%) | 479 (2.3%)  | 101 (1.3%)          | 159 (1.4%)          |
| Ventricular premature complex      | 7549 (7.6%) | 1958 (9.5%) | 529 (6.9%)          | 854 (7.3%)          |

(continued)
We divided the validation dataset into two subsets, while subset 1 excluded the patients with atrial fibrillation during echocardiography examination, and subset 2 only included patients with sinus rhythm. Both subsets are presented in Supplemental Table S1. The performance in subset 1 showed a similar trend compared to before exclusion (Supplemental Figure S6). Moreover, we further evaluated the performance for patients in sinus rhythm only and found similar results in all ECGs, while the AUC reached 0.9779 and 0.9708 significantly in ECGs of SD < 10 in both internal and external validation sets, respectively (Supplemental Figure S7). This indicated high confidence may contribute to the prediction among patients with sinus rhythm.

Supplemental Table S2 summarizes the actual EF in patients with and without each ECG rhythm (the details are shown in Supplemental Result S3). The mean actual EF was significantly reduced, and the SD was significantly increased in certain rhythms, such as atrial fibrillation, left bundle branch block, ischemia/infraktion, left atrial enlargement, and left ventricular hypertrophy. However, the first-degree AV block and junctional rhythm only showed a significant mean reduction, but the variance was maintained in the internal validation set. Figure 5(a) shows the ECG characteristics in the AI-identified LVD and normal LVD with high and low confidence degrees. The typical LVD showed a higher proportion of abnormal heart rate (bradycardia and tachycardia) compared to the other group, and the suspected and typical LVD both presented prolonged QT interval and abnormal T wave axis compared to the normal groups. This difference showed the ECG differences in the four groups. Moreover, the odds ratio (OR) of 7.86 (95% CI: 6.59–9.37) in the suspected LVD revealed the characteristics of this group, and the major rhythms in the typical LVD and definite normal LVD were pacemaker rhythm and sinus rhythm, respectively. Figure 5(b) shows the components of these four groups, and the most important ECG features contributing to group predictions were ordered as the T-wave axis, corrected QT interval, QRS wave axis, and heart rate. However, there was only a kappa value of 32.64% to use known ECG features for establishing DLM predictions. Figure 5(c) concluded the most important ECG features in the typical LVD and definite normal. The OR of the typical LVD increased to 14.01 (95% CI: 11.23–17.48) in patients with a QRS wave axis of > 450, a T wave axis of < 180, and an abnormal heart rate (< 60 or > 100). The specific OR of the predicted definite normal was 4.29 (95% CI: 4.03–4.57) in patients with sinus rhythm, a QRS wave axis of < 450, and a PR interval of < 180.

We implemented the DLM with the estimated SD into ECG interpretation, and Figure 6 presents the selected typical and suspected LVD ECGs with high and low confidence degrees. The top-left ECG was identified as a suspected LVD from a 93-year-old male. The ECG presented atrial fibrillation and poor R wave progression, and the DLM showed low confidence and a median risk of LVD. This case was diagnosed as acute decompensation heart failure with mildly reduced EF and non-ST-elevation myocardial infarction after echocardiography. The top-right case was a 54-year-old male in the emergency department. His ECG presented atrial fibrillation with a rapid ventricular response (heart rate up to 181), and the DLM showed high confidence and a high risk of LVD. This case was diagnosed as acute heart failure with an EF of 27.5% after echocardiography. The bottom-left ECG was conducted in the outpatient department. A 60-year-old male with a history of AMI s/p CABG lost follow-up for 3 years and revisited the outpatient department due to shortness of breathing. This ECG presented atrial flutter with a rapid ventricular response, and the DLM identified the case as a typical LVD. Echocardiography after 3 days confirmed heart failure with reduced EF and thrombus in the apex. The bottom-right ECG was from a 37-year-old female who presented with generalized edema in the apex. The ECG feature showed an abnormal heart rate and poor R wave progression, which was caught by the DLM and classified as high-risk LVD with high confidence. She was confirmed to have dilated cardiomyopathy with reduced EF after the complete study. The above findings demonstrated that the application value of our estimated SD can provide additional information in clinical practice.

### Table 1. Continued.

|                                      | Development | Tuning | Internal validation | External validation |
|--------------------------------------|-------------|--------|---------------------|---------------------|
| Ventricular tachycardia              | 453 (0.5%)  | 145 (0.7%) | 22 (0.3%)          | 40 (0.3%)           |
| Wolff-Parkinson-White syndrome       | 58 (0.1%)   | 12 (0.1%) | 2 (0.0%)           | 9 (0.1%)            |

BMI: body mass index; DM: diabetes mellitus; HTN: hypertension; HLP: hyperlipidemia; CKD: chronic kidney disease; AMI: acute myocardial infarction; STK: stroke; CAD: coronary artery disease; HF: heart failure; Afib: atrial fibrillation; COPD: chronic obstructive pulmonary disease; EF: ejection fraction; LV-D: left ventricle (end-diastole); LV-S: left ventricle (end-systole); IVS: interventricular septum; LVPW: left ventricular posterior wall; LA: left atrium; AO: aortic root; RV: right ventricle; PASP: pulmonary artery systolic pressure; PE: pericardial effusion.
Because the significant predictive value of AI-enabled ECG for LVD has been recognized, we also analyzed the long-term effects on new-onset LVD in the false-positive group. We defined low risk, median risk, and high risk based on high sensitivity and high positive predictive value cutoff points. During the median follow-up years of 3.17 (IQR: 1.08–5.35) and 2.25 (IQR: 0.64–4.44), Figure 7 shows the gender and age-adjusted HRs.

Figure 3. Comparison between actual EF, EF estimated by AI-ECG, and SD estimated by AI-ECG. We presented the mean difference (Diff) with standard deviation, Pearson correlation coefficients (r), and MAE to demonstrate the accuracy of the DLM. The black lines with 95% confidence intervals are fitted via simple linear regression on a log scale.

EF: ejection fraction; AI-ECG: artificial intelligence-enabled electrocardiogram; SD: standard deviation; MAE: mean absolute error; DLM: deep learning model.
Figure 4. The receiver operating characteristic (ROC) curve of deep learning model (DLM) predictions based on ECG to detect left ventricular dysfunction. Left ventricular dysfunction was defined as an actual EF of ≤ 40. The risk probability was calculated based on the clinical point, estimated EF, and estimated SD by the cumulative distribution function of the normal distribution. The cutoff point was selected based on the maximum Youden’s index in the tuning set and presented using a circle mark, and the area under the ROC curve (AUC), sensitivity (Sens.), specificity (Spec.), positive predictive value (PPV), and negative predictive value (NPV) were calculated based on the cutoff point.
Figure 5. Relationship between the selected ECG features and EF predicted by AI-ECG. The patients were classified into definite normal (p. LVD < high sensitivity cutoff point and SD < 10), unstable status (p. LVD < high sensitivity cutoff point and SD > 10), suspected LVD (p. LVD > high sensitivity cutoff point and SD > 10), and typical LVD (p. LVD > high sensitivity cutoff point and SD < 10). (A) Violin plots and box plots to illustrate the distribution and odds ratio based on ECG features among groups predicted by AI-ECG. (B) The related importance was extracted from the information gained from the XGB model, and the kappa score is presented. (C) The most important combination in the AI-identified typical LVD and definite normal is shown.

ECG: electrocardiogram; EF: ejection fraction; AI-ECG: artificial intelligence-enabled electrocardiogram; LVD: left ventricular dysfunction; SD: standard deviation.
of 4.57 (95% CI: 2.99–6.98) and 7.01 (95% CI: 5.22–9.43) for the high-risk group compared to the low-risk group in the internal and external validation sets, respectively. The HRs of the median risk group were 3.39 (95% CI: 2.66–4.32) and 3.30 (95% CI: 2.72–4.01) in the internal and external validation sets, respectively, which presented a significant dose–response effect for DLM predictions. This probability predicted by the DLM with age and gender provided C-indices of 0.780 and 0.789 in the internal and external validation sets, respectively. Interestingly, subgroup analysis of ECGs with an estimated SD < 12 showed higher HRs of 5.11 and 7.34 in the internal and external validation sets, respectively, for the high-risk group as well as 4.25 and 4.03 for the median-risk groups in the internal and external validation sets, respectively, and the C-indices also increased to 0.789 and 0.796, respectively. In the subgroup of ECGs with an estimated SD < 10, higher HRs of 8.67 and 9.46 (high risk) as well as 5.92 and 5.29 (median risk) were obtained with C-indices of 0.801 and 0.810 in the internal and external validation sets, respectively. These results demonstrated that false-positive predictions represented a higher future incidence of new-onset LVD. In addition, our estimated SD not only provided a confidence degree for the diagnosis of current LVD but also contributed to the previsor information.

**Discussion**

The present study developed a DLM trained by a probability density function of normal distribution, which provided additional predictions of estimated SD. The EF range prediction provided a severity indicator, and we proposed a transform method from continuous prediction to probability for better interpretation. Interestingly, the estimated SD can be considered as an indicator of confidence degree. The DLM performed better in ECGs with lower SD, which may be used to guide clinical practice. Moreover, the previsor analysis also showed the application value of the

![Figure 6. Selected ECGs with low and high confidence proposed by the DLM. Each ECG is presented with risk and confidence prediction. The deep-color space was defined as an important characteristic of LVD spotted by DLM. Such typical ECG features were associated with LVD.](image-url)

DLM: deep learning model; ECG: electrocardiogram; LVD: left ventricular dysfunction.
estimated SD. The high-risk group with high confidence presented near to 10-fold risk, which emphasized the clinical importance and may be used as evidence for rapid treatment such as vasodilators and intravenous diuretics.

The present study provided a continuous EF estimation with Pearson correlation coefficients of 0.61 and 0.58 as well as MAEs of 7.56 and 7.51 in the internal and external validation sets, respectively, which was compatible with the state-of-the-art performance. Although previous studies used traditional regression output to estimate the EF, our DLM trained by the probability density function of a normal distribution also showed similar performance (Supplemental Figure S2). The advantage of the proposed DLM was to provide a probabilistic forecast to better describe the prediction. The other limitation of using traditional regression output is the inconsistent threshold for detecting an EF ≤40%. The model performance based on the predicted EF of 40% may decrease the total sensitivity and specificity compared to the threshold based on the Youden Index. We also demonstrated an unusual threshold to maximize sensitivity and specificity using regression output (Supplemental Figure S3). A previous study has revealed the potential difficulties in decision-making that could be detrimental to analysis, and the inconsistent threshold may have the highest sensitivity and specificity. The proposed DLM provided both point estimation and SD, which may overcome this issue. We proposed an alternative method using the cumulative distribution function of a normal distribution with similar AUC values of > 0.94.

Figure 7. Long-term incidence of developing new-onset left ventricular dysfunction (LVD, EF ≤40%) in patients with an initially normal EF (EF >50%) stratified by AI-ECG. The C-index was calculated based on the continuous value combined with sex and age. The analyses were conducted in the internal and external validation sets. The table shows the at-risk population and cumulative risk for the given time intervals in each risk stratification.

EF: ejection fraction; AI-ECG: artificial intelligence-enabled electrocardiogram; LVD: left ventricular dysfunction.
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which achieved a similar performance with previous binary AI-ECGs to identify LVD. Therefore, the proposed DLM may become the standard to estimate continuous clinical values in the future.

To the best of our knowledge, there was no study to date on estimating EF values with confidence degrees. The SD index may serve as an important indicator to describe the uncertainty of the prediction. The DLM-defined typical LVD presented changes in the T wave axis, QRS duration, corrected QT interval, abnormal heart rate, and PR interval. One of the potential mechanisms for heart failure is represented by prolongation of the PR interval on the electrocardiogram due to atrioventricular conduction disturbance, which is considered as harmless conduction disturbance and severely altered atrial electric properties in the setting of left ventricular systolic dysfunction. A prolonged QRS duration for patients with reduced LVEF is thought to be related to the presence of underlying left ventricular systolic dysfunction. Besides, these ECG abnormalities have been demonstrated the association with future HF. A large-scale study pointed out that ECG markers including QRS duration, and ST/T-wave abnormalities are risk factors for HFrEF, while higher resting heart rate and abnormal P-wave axis are associated with HFrEF. Previous multicenter research also found significant relationships between PR interval and heart failure. Moreover, our study showed patients with atrial fibrillation are more likely to be classified as suspected LVD with lower confidence by DLM. Atrial fibrillation increases in resting heart rate and the exaggerated heart rate response to exercise result in shorter diastolic filling time, leading to a reduction in cardiac output. However, the unstable measurement of ejection fraction in patients with atrial fibrillation may be identified as uncertainty of prediction, which can be an alternative indicator for the following decision such as rhythm control and medication. This perspective of uncertainty estimation has also been proposed in recent years. AI-ECG is able to distinguish the variants of LVD and provide clinical reference and interpretability with proposed SD as a degree of confidence. The predicted LVD group should receive echocardiography immediately and the suspected LVD group should focus on the potential arrhythmia. The confirmation of predicted definite normal is specific to exclude heart failure.

In the present study, the AI-identified positive ECGs had a higher risk of new-onset LVD in patients with a LEVF of > 50%, which was consistent with a previous study showing a fourfold increased risk of developing LVD over the ensuing 15 years. Cases with normal status identified as positive intent to develop a disease compared to true negative cases, which indicated subtle ECG changes from AI-ECG could provide information in identifying potential risk. We additionally used confidence degree to distinguish the clinical difference among groups, and the HR of developing new-onset LVD was increased from less than 5 to more than 8 in the high-risk group compared to the low-risk group in the high-confidence degree subgroup. Therefore, early detection and treatment of LVD may improve prognosis and reduce costs using immediate intervention, which emphasizes the necessity and benefit of AI-ECG for LVD screening in clinical deployment.

This study had several limitations. First, due to the retrospective design, we were unable to re-conduct an ECG when a large SD was identified by AI-ECG. Although we used ECGs with the lowest SD within 7 days and achieved higher accuracy, a prospective clinical trial should be conducted to validate the clinical impact of this information. Second, although we proposed the DLM with an estimated SD to identify the typical cases, the typical ECG features of LVD still should be further explored.

In conclusion, the proposed DLM provides a better probabilistic forecast to estimate the EF, which may become a non-invasive and easily accessible early-stage screening tool for patients without a history of echocardiography. With the information of SD, DLM is much more interpretable in clinical practice, which demonstrates the association with future HF and stratifies the specific group for differential diagnosis. Future large-scale and prospective clinical trials should be performed to validate the clinical utility of intensive AI-ECG examinations for EF estimations.
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