Abstract

We investigate the possibility of 3D scene reconstruction from two or more overlapping webcam streams. A large, and growing, number of webcams observe places of interest and are publicly accessible. The question naturally arises: can we make use of this free data source for 3D computer vision? It turns out that the task to reconstruct scene structure from webcam streams is very different from standard structure-from-motion (SfM), and conventional SfM pipelines fail. In the webcam setting there are very few views of the same scene, in most cases only the minimum of two. These viewpoints often have large baselines and/or scale differences, their overlap is rather limited, and besides unknown internal and external calibration also their temporal synchronisation is unknown. On the other hand, they record rather large fields of view continuously over long time spans, so that they regularly observe dynamic objects moving through the scene. We show how to leverage recent advances in several areas of computer vision to adapt SfM reconstruction to this particular scenario and reconstruct the unknown camera poses, the 3D scene structure, and the 3D trajectories of dynamic objects.

1. Introduction

Reconstructing a 3D scene from multiple images is fundamental problem of computer vision, and solutions for increasingly general and uncontrolled settings have matured over the past decades. Packages derived from former research codes, like Bundler [35] or COLMAP [31], as well as commercial software like Pix4D [27] or Metashape [5] are able to reconstruct camera poses and 3D scene representations from large, unordered image sets. Structure from motion (SfM) has also been adapted to run on a mobile devices [33], and to process street-view images [36] and even photographs taken under water [17].

Yet, none of the existing methods work when fed images from public webcams. The reason is that these deviate from the common scenario in several important aspects and challenge the assumptions underlying the classical SfM pipeline. Real webcams in some sense present a worst-case scenario for conventional SfM: they combine unknown internal and external calibration, typically including strong lens distortion, with a very small number of viewpoints (predominantly only two), in many cases very wide baselines, and a chronical lack of good feature points. On the contrary, webcams have the potential advantage that they continuously record from the same viewpoint for a long time. With recent advances in dynamic SfM, this brings about the possibility to use moving objects for calibration purposes. But to that end one must reconstruct those objects, rather than discard them as non-static outliers, as standard SfM does. And one must recover the normally also unknown synchronisation of the cameras.

The starting point for our work is that recent research has actually addressed many of these challenges in isolation, including single-view camera calibration [21,28], two-view camera calibration [18, 19], image matching under extreme viewpoint differences [12, 30] and joint camera synchronisation and reconstruction of 3D moving objects [20].
We make use of these new capabilities to overcome the challenges listed above, and augment the established SfM pipeline in several ways so as to enable 3D reconstruction from webcams in the wild. Webcam videos may comprise a large volume of pixels, but the amount of actual 3D information in them is actually rather limited. Hence, we aim to exploit as much as possible of that information, including the static scene that forms the basis of standard SfM, but also scene parts that are usually neglected or actively discarded, such as the sky and dynamic objects.

Webcams are mounted all over the world, and a large portion of them is freely accessible to the public. Typically they are hosted online 24/7 as live streams (e.g., EarthCam.com, webcamtaxi.com). For obvious reasons, most webcams are set up such that they view an open space and avoid clutter and occlusions: they show large squares, skylines from afar, harbours, landscapes from scenic viewpoints, etc. It may seem that such uncumbered views would benefit computer vision, but there is a subtle caveat, namely what we see from such viewpoints. Often large portions of the images are taken up by surfaces that are generally hard to match, such as the sky or water bodies; or that are hard to match across wide baselines, such as road surfaces, grassland, etc.

Perhaps the fact that most webcam streams are designed to simply offer a beautiful or interesting view to the spectator, from the comfort of their living room, is a reason why they have not yet been used for 3D vision: they are just not made for it. We argue that one may nevertheless want to try. An important driver of modern SfM has been to handle images "not made" for 3D reconstruction. And webcams with their wide and continuous coverage are a rich source of information that could potentially serve more, and more advanced, applications if linked to the 3D world. With this paper we set out to answer the following questions:

- Is it feasible to reconstruct scenes in 3D from in-the-wild, public webcam streams?
- What extensions of the SfM pipeline are needed to reconstruct under the uncommon recording conditions of webcams, and which recent computer vision building blocks can cover them?
- What practical considerations arise when working with such data, and how to tackle them?

To the best of our knowledge, the present work is the first to explore 3D computer vision and multi-view reconstruction from video streams of public webcams.

Related work

In 2006, the work of [34, 35] took the field of computer vision by storm, by putting together an SfM pipeline that could reconstruct 3D scenes, in particular much-photographed landmarks, from community photo collections. Many follow-up works have since contributed to making the general approach more efficient and more robust, allowing for reconstruction at city scale [1, 2, 11] and eventually world scale [15, 31, 32], in the latter case ingesting up to 100 million crowd-sourced images. Moreover, up-to-date information from the most recent images can be used to detect scene changes and to efficiently update reconstructions through time [11]. Overall, this line of work—a sort of "second wave" of SfM research after the pioneering works of the 1990ies that established the theoretical foundations [14]—proved that, in locations that many people take pictures of, 3D reconstruction from opportunistically sourced, uncontrolled images was feasible and potentially useful. Here, we take that same ambition one step further and ask: is it also possible to reconstruct the 3D geometry of locations observed by two (or more) webcams?

However, while reconstruction from community photo collections and from webcams share common theoretical foundations, there are significant differences. These arguably make SfM from webcam more challenging, and they definitely mean that conventional SfM pipelines designed for photo collections are not applicable. Unlike the hundreds or thousands of viewpoints per scene that afford redundancy, and thus robustness, in the classical setting [3], webcams are placed such that the scene of interest is covered by few viewpoints, in most cases only two to three views of the same area. As the layout is optimised for coverage, the viewpoint differences are typically large and often extreme (cf. Figure 5), and the actual overlap that is visible in two or more cameras is small. Hence, feature matching is predictably challenging. Also, while SfM can in principle include self-calibration, it is in practice greatly stabilised if at least for some images approximate intrinsics are available. In community photo collections, rough focal lengths for some images are often provided in the image files’ EXIF headers. Whereas for webcams no such information is available, moreover they typically feature very wide fields-of-view with associated lens distortions. And while the static camera poses, in principle, admit the use of correspondences from moving objects, this requires the frame rates and temporal offsets (the synchronisation) between cameras to be known.

Fortunately, the past few years have brought significant progress in several research fields that are relevant in our context. Camera calibration has been revisited in the light of modern algebraic solvers, and it is now possible to calibrate intrinsic parameters, including radial distortion, from as few as two [18, 19] or even a single view [21, 28]. Image matching under challenging conditions, and across large baselines, has seen further improvements [25], especially with the rise of feature representations extracted with deep learning [30], and can increasingly cope even with extreme conditions [16]. Robust estimation continues to evolve and
achieve efficient calibration and pose estimation despite unavoidable, high outlier ratios \([7, 8, 29]\). Finally, recent work on dynamic SfM \([6, 20]\) has shown how to jointly estimate the time synchronisation and relative pose of two cameras, using only the trajectories of moving objects (respectively, feature points) as input.

Taken together, several new algorithmic components are at our disposal that may play a role for 3D reconstruction from webcams. So far, they have been developed and tested in isolation, on custom data geared towards the specific problem (e.g., two-view calibration given suitable correspondences; pose estimation under hard matching conditions with known calibration; etc.). In this work we assemble, for the first time, an SfM pipeline and all these recent advances into a complete system, and show that this makes 3D reconstruction possible with only a small number (typically two) uncontrolled webcam streams as input. Besides the scientific curiosity to “see what is feasible” and the potential applications of 3D webcam vision, we also argue that the webcam scenario constitutes an ideal playground to investigate the benefits and limitations of recently developed calibration and matching algorithms, since it confronts them with a realistic situation where they are needed and can, potentially, add value over their established predecessors.

2. Problem formulation

Suppose we have \(N \geq 2\) webcams observing the same area. Camera \(i\) captures \(M_i\) frames \(I_j^i\), \(j \in 0, \ldots, M_i\) at times \(t_j^i\) and will be described by a set of parameters \(P_i, d_i\), where \(P_i\) is a \(3 \times 4\) camera matrix and \(d_i\) are the distortion parameters. \(P_i\) can be further decomposed into \(P_i = K_i[R_i|t_i]\) where \(R_i\) is a \(3 \times 3\) matrix describing the orientation of the camera, \(t_i\) is the camera center in the camera coordinate frame, and \(K_i\) is the \(3 \times 3\) calibration matrix. A 3D point \(X_k, k = 1, \ldots, L\) projects into camera \(i\) as

\[
u_k^i = \rho(d_i, \mu(K_i[R_iX_k + t_i])),
\]

where \(\mu\) is the perspective division and \(\rho\) is the distortion function. We choose \(X_k\) to describe the static part of the scene, i.e., the landscape, buildings, etc. Apart from the static part, the cameras also observe moving objects \(O_m\), \(m \in 0, \ldots, Q\) whose immediate 3D coordinates \(\delta_{mj}^i\) are projected at times \(t_j^i\) into frame \(j\) of camera \(i\) as \(\delta_{mj}^i\). We call these objects and their projections the dynamic part of the scene. Our aim is to retrieve \(X_k, \delta_{mj}^i, P_i\) and \(d_i\) from the observed \(u_k^i\) and \(\delta_{mj}^i\).

3. Method

3.1. Camera calibration

Since the web cameras we are dealing with can be located almost anywhere around the globe, it would be impractical to introduce fiducials, such as a calibration board, for camera calibration \([38]\). Instead, we have to rely only on the scene content, commonly referred to as auto-calibration. Most sites are observed with only two webcams, thus there are two possible approaches to auto-calibration. One is to use a single image, making some assumptions about the scene content \([21, 28]\), e.g., presence of repetitive patterns or a Manhattan frame. The other considers two views of the scene and computes the fundamental matrix along with the distortion parameters \([18]\). Both methods model lens distortion with the one-parameter division model for its algebraic simplicity and effectiveness for distortion removal. Under this model, the distortion function \(\rho\) in equation 1 can be written as

\[
\rho([x \ y]^T) = \frac{[x \ y]^T}{1 + d_0((x - x_0)^2 + (y - y_0)^2)},
\]

where \(x_0, y_0\) are the coordinates of the principal point.

For the single-view approach, we adopt the hybrid solver with six circular arcs (Solver 6CA) proposed by \([21]\), which takes an input image and recovers the parameters by identifying Manhattan Frames (MF) in the image. The algorithm deals with two configurations in particular: (i) the vanishing points are coplanar; (ii) the vanishing points are mutually orthogonal. In both configurations, vanishing points are represented as the intersection of the imaged parallel lines in the scene. With the single-view approach, sample images from every camera are processed individually to acquire their corresponding calibrations.

Auto-calibration of radially distorted cameras was introduced in \([13]\), where the fundamental matrix \(F\) was estimated along with a single radial distortion parameter, assuming the two images were taken with the same camera. This approach was later extended, e.g., \([18]\) for the case of two different cameras, each with its own radial distortion coefficient, which is more suitable for our task. The input to the algorithm is a set of matches between a pair of cameras, based on which the fundamental matrix \(F\) and radial distortion coefficients are estimated using a 10-point solver and RANSAC. The focal lengths of the camera pair are then recovered from \(F\) \([14]\), assuming the camera principal point is in the center of the image and there is no skew.

3.2. Feature matching

Both dynamic features (i.e., moving objects) and static features (i.e., the structure) in the scene are extracted in our method, using the feature extraction and matching module and the object tracking module, respectively.

3.2.1 Static features

Considering the challenging image matching conditions, we employ the state-of-the-art feature extraction and matching techniques SuperPoint \([12]\) and SuperGlue \([30]\) to extract
and match the static features of the scene. SuperPoint is a fully convolutional model trained for interest point detection and description, which feeds a full-sized image as an input into a shared VGG-style encoder to encode the information, then employs two separate decoders to learn task-specific weights for feature extraction and description. This SuperPoint model is connected to the SuperGlue architecture, which acts as a deep middle-end matcher that takes two sets of local features and their descriptors and outputs the correspondences as well as rejects non-matchable points. To produce matches between each pair of camera views, images sampled from the video sequences are processed by the end-to-end SuperPoint+SuperGlue model provided by [30], which was trained on Megadepth for the outdoor environment. The inferred matches are stored and used directly as input for the subsequent 3D reconstruction process. We compare it to the classic approach of exhaustively matching SIFT [23] features. The tentative matches from both methods are subsequently verified using RANSAC and its state-of-the-art variant MAGSAC [7, 8].

3.2.2 Dynamic features

To extract the dynamic components of the scene, we exploit object tracking algorithms to follow both the slow-moving objects (e.g., ships, pedestrians in the near field), and small fast-moving objects (e.g., distant helicopters and planes). The large, slow-moving objects are tracked using the off-the-shelf CSRT [24] tracker as implemented in the OpenCV library, together with a pretrained YOLOv5 (based on [9]) + DeepSORT [37], while the small fast-moving objects are tracked by a Chained Tracker [26] that we train on drone videos. The extracted tracklets are converted into 2D trajectories of the bounding box center points with associated frame ids.

The video sequences of each camera are processed separately to extract their 2D trajectories. In the case of synchronized cameras, the trajectories of the same object can be considered as dynamic correspondences across different cameras. However, due to the lack of synchronization of the webcams, one further step is needed. The quasi-minimal solver proposed in [6, 20] is applied to jointly estimate the synchronization parameters and the fundamental matrix of the two camera views from a set of 2D trajectories. The time mapping between cameras is parametrised with a scale factor $\alpha$ that encodes the relationship between the frame rates (i.e., FPS), and a time offset $\beta$ that represents the initial time offset. As the raw dynamic features may contain noise, splines are fitted to the trajectories to achieve better accuracy. With the modeled time mapping, correspondences are generated by sampling the spline at a series of timestamps, leading to a linear system of equations that requires a minimum of eight points and is solved robustly with RANSAC. The process is carried out exhaustively for every pair of cameras to synchronise them and acquire an initial estimate of the time mappings between pairs.

3.3. 3D reconstruction

At this point both the dynamic features and the static features of the scene are ready for reconstruction. The standard incremental SfM procedure is extended such that it can use only the static or only the dynamic features for the reconstruction, or use both groups together. In our experiments we will separately analyse the static-only, dynamic-only and static-dynamic settings.

To initialise the two-view geometry, the pair of cameras that has the largest temporal overlap is selected in the cases of dynamic-only, and static-dynamic settings, whereas the two cameras that generate the most matches are used for the static-only setting. For structure computation, the standard triangulation is applied for the static features; while the dynamic objects are represented by splines. Moreover, the bundle adjustment (BA) in the incremental SfM process is also adapted according to the 3D reconstruction settings. Here, we introduce three variants of BA that we experiment with in the pipeline.

3.3.1 Standard BA

In the static-only setting, the BA procedure is the same as for conventional SfM [4, 22], where the 3D coordinates together with the camera intrinsics and extrinsics are optimised jointly based on the reprojection error.

3.3.2 Spatio-temporal BA

To parametrise the trajectories of moving objects we use the 3D spline representation, which allows to simultaneously estimate the time mapping parameters $\alpha_t$, $\beta_t$ between the cameras, as shown in [20]. The projection of a dynamic object $O_m$ into camera $i$ at the time of capture of the $j$-th frame can be described as

$$o_{mj}^i = \rho(d_i, \mu(K_i(R_i(t_j^i) + t_4)))$$

The cost function for the spatio-temporal BA is then

$$c_t = \sum_{(i,j,m) \in S} ||o_{mj}^i - \hat{o}_{mj}^i||^2,$$
3.3.3 Spatio-temporal BA extended with static features

The optimisation of both the static and dynamic features together can be achieved by combining the two variants of BA. In this setup, both the reprojection error of the static features and the dynamic features contribute to the formulation of the optimisation problem as

\[
\arg \min_{P, d_i, \alpha_i, \beta_i, C_u} c_t + \sum_{(i,k) \in S} \|u_k - \hat{u}_k\|^2,
\]

where \(S\) is the set of indices where a 3D point \(k\) is visible in camera \(i\).

4. Pipeline

Using the aforementioned methods, we propose an upgrade of the classic SFM pipeline (e.g., COLMAP) to accommodate 3D reconstruction from webcams, see Figure 2. The pipeline takes as input a set of video sequences from multiple public web cameras with overlapping fields of view, and preprocesses them with the camera auto-calibration module to obtain coarse initial values for the intrinsics and the distortion model. The static and dynamic features in the scene are extracted using the feature extraction and matching module, respectively the object tracking module. All 2D image information is then fed into the reconstruction module to recover the 3D model.

5. Experiments

5.1. Datasets

To test the performance of the proposed pipeline and its variants we have gathered nine real-world datasets by recording publicly available webcam streams from different locations. As shown in Table 1, various types of moving objects appear in the data (most commonly pedestrians and ships), with varying frequencies. In addition, because the video streams may come from different sources, the frame rates are often different.

| Name    | Location | FPS | Type            | # Obj |
|---------|----------|-----|-----------------|-------|
| Croatia | Croatia  | 15, 10 | Pedestrian | 160   |
| NewYork | USA      | 30, 25 | Ships, Planes | 15    |
| TimeSq  | USA      | 29, 29 | Pedestrian, Cars | 500   |
| AalsHav | Netherlands | 20, 18 | Ships | 300   |
| BranHot | Netherlands | 15, 15 | Ships, Bikes | 300   |
| BranPor | Netherlands | 20, 15 | Ships | 50    |
| RottPor | Netherlands | 25, 15 | Ships | 80    |
| TexAir  | Netherlands | 10, 10 | Jets | 80    |
| LauwHav | Netherlands | 20, 20 | Ships | 20    |

Table 1. Real-world datasets and their properties. Note: the number of objects are the rough estimates over a period of one hour.

5.2. Feature matching

First, we present the results of feature matching using state-of-the-art SuperGlue, and compare it with the still ubiquitous standard approach of exhaustively matching SIFT features. For every dataset, the image pairs are matched and inliers complying with the epipolar geometry (Fundamental matrix) are found using the recent MAGSAC robust estimator [7]. Note that, because there are lens distortions present in the dataset, the original image coordinates are undistorted with the estimated calibration parameters from the camera calibration process. Table 2 summarizes the total number of tentative matches and the verified matches with the two matchers. For all datasets, SuperGlue consistently finds a larger number of reliable matches, especially when there are repetitive structures and significant viewpoint changes (Figure 3). A possible explanation for this may be that the classic matching approach with Lowe’s ratio test does not account for the large-scale context of the features as effectively as the deep encoder, and gets confused more easily by repetitive structures. In contrast, SuperGlue benefits from the self- and cross-attention in the GNN. One interesting finding is that SuperGlue is often able to correctly recognise correspondences on clouds (Figure 5), which is helpful when the images contain mostly sky and little structure. In our experiments, MAGSAC provided significantly more inliers than classic RANSAC, and that gain was even more significant in combination with SuperGlue matches. For full results and comparisons please see the Appendix.

| Dataset | SIFT | Verified | SuperGlue | Verified |
|---------|------|----------|-----------|----------|
| Croatia | 434  | 17       | 505       | 379      |
| NewYork | 279  | 169      | 549       | 514      |
| TimeSq  | 272  | 52       | 608       | 468      |
| AalsHav | 325  | 61       | 161       | 118      |
| BranHot | 660  | 580      | 607       | 580      |
| BranPor | 119  | 17       | 365       | 261      |
| RottPor | 454  | 177      | 453       | 255      |
| TexAir  | 154  | 83       | 184       | 176      |
| LauwHav | 13   | 8        | 323       | 275      |

Table 2. Results of matching

5.3. Single-view versus two-view calibration

In this section, we compare the results of single and two-view calibration methods, evaluate their accuracy, identify failure cases for each of them, and show how they can mutually complement each other. The estimated focal lengths and the distortion coefficients from the single- and two-view calibration can be quite different in certain scenarios (see the Appendix), yet both methods were able to recover the undistorted images successfully in most cases that we
5.4. Static and dynamic scene reconstruction

After the necessary preprocessing steps, we are ready for the final 3D reconstruction. To disentangle the impact of each feature type on the reconstruction, and to investigate the benefit of combining static and dynamic features, we design three experiments: static-only (SO); static-dynamic-
Figure 4. Sample images before and after undistortion using single and two view calibration methods on RottPor (top 2) and BranHot (bottom 2).

Figure 5. Matching inliers used to compute the two-view calibration of the RottPor cameras.

Figure 6. Example from the LauwHav dataset, where the single-view method (left column) fails but the two-view method (right column) successfully calibrates the cameras.

Figure 7. Example from the TexAir dataset, where the two-view method (right column) fails but the single-view method (middle column) successfully calibrates the cameras.

Table 4 summarizes the reprojection errors of the annotated control points $e_{cp}$ and of the reconstructed trajectories $e_{traj}$ under different experiment settings, and with two different initial estimates of the calibration parameters. Based on quantitative and qualitative examination of the reconstruction, we find that our pipeline produces reasonable reconstructions for 8 out of 9 datasets (e.g., Figure 8); while largely failing on the last dataset (Figure 9). Although preliminary, some insights can be inferred by comparing the results of different setups. In the SO setup, the control point errors $e_{cp}$ are comparatively small, whereas the trajectory errors $e_{traj}$ are often large, especially when the matched static features are clustered in some parts of the images (like building facades), such that the reconstruction is overfitted to that particular region. With additional information introduced by the dynamic features in the $SD_{sc}$ and $SD_{un}$ setups, $e_{traj}$ dramatically drops to much smaller values, while the $e_{cp}$ stay at a similar level or sometimes increase a little, indicating that the combination of both static and dynamic features constrains the overall geometry better. Moreover, by allowing the pipeline to refine the synchronisation between cameras, $SD_{sc}$ achieves a small, but consistent improvement of the trajectory error $e_{traj}$. We note that our evaluation may not be representative w.r.t. the effect of synchronisation, because the time offsets between the video streams in our dataset are rather small compared to the object velocities, whereas one would expect $SD_{sc}$ to have a bigger impact for large de-synchronisation and/or fast-moving objects.

In most cases, initialising the camera parameters with the single-view or two-view calibration does not make a big difference for the final reconstruction. For the success cases, the reprojection errors of both approaches often end up being similar, indicating that the pipeline is relatively robust against fluctuations of the initial values within reasonable bounds. For the failure cases, however, the algorithm would likely fail with both calibration methods: the crucial bottleneck, as so often in 3D vision, is to find a sufficient set of correct correspondences, and the factors that prevent this from happening, like extreme viewpoint differences or lack of texture, equally affect both initialisation methods.

As expected, there are cases where the pipeline fails to reconstruct the 3D scene geometry. Figure 9 illustrates the most challenging scene in our collection, where the view-
points of the two cameras are wildly different and the overlap region between the views is small and virtually featureless. In this example, both the static and the dynamic features that the respective algorithms manage to extract are distributed along a narrow horizontal band in the images with very small vertical extent, thus rendering the pose estimation ill-posed, which in turn leads to large reprojection errors at the control points.

### 6. Conclusion

We have found that 3D reconstruction from public webcams, perhaps surprisingly, differs from conventional SfM in a number of crucial details, such that conventional SfM pipelines fail despite their considerable maturity. Starting from that observation, we have shown that 3D reconstruction from public webcams is indeed possible, if appropriate cutting edge computer vision methods are added to the pipeline, including in particular camera calibration from only one or two images, deep feature point detection and matching to handle large viewpoint changes and challenging, in-the-wild imaging conditions, and dedicated mechanisms to track and reconstruct moving objects. With those extensions, we have obtained convincing reconstructions of camera poses, scene structure and 3D object trajectories. We have also introduced a new dataset of wide-baseline stereo videos from public webcams, with varying degrees of difficulty. Our code and data will be made available online to encourage and support further research on the topic.
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A. Appendix

Here we present the full sets of results for the feature matching, camera calibration with the single- and two-view approach, comparison of results obtained by RANSAC and MAGSAC, as well as the 3D reconstruction.

A.1. Feature matching

We evaluated the matching results of SuperPoint + SuperGlue and compared it with matches generated using exhaustive SIFT matching. In Figure 10 the tentative matches are shown in red and the inliers computed from the tentative matches using MAGSAC are shown in green. In most cases, SuperPoint + SuperGlue provides significantly more matches and less outliers. Notice that in many cases (NewYork, RottPor, LauwHav) SuperPoint + SuperGlue is able to successfully identify correspondences not only on the structure but also in the clouds.

A.2. Single- and two-view calibration results

Here we present the complete results of the single- and two-view calibration approach on all nine datasets. The undistorted images with the estimated camera parameters are shown in Figure 11 and Table 7 respectively. Note that for the dataset LauwHav, the single-view approach failed to compute the parameters due to the lack of features; hence, only the calibration results with the two-view approach are listed here (Figure 12).

A.3. 3D reconstruction

Figure 13 and Figure 14 illustrates the qualitative reconstruction results in the form of reprojection error of the control points and the trajectory. The red vector at each point represents the direction and magnitude of the error. For every camera, the reconstruction results acquired with the static-only, static-dynamic-sync, and static-dynamic-unsync setting are shown from left to right. For each dataset and estimator method, the top row displays the results with camera parameters estimated from the single-view calibration method, while the bottom row from the two-view calibration approach. Note that, as mentioned in previous section, the single-view approach failed to converge on LauwHav dataset, only the reconstruction results with camera parameters from the two-view calibration approach are tested (Figure 15).

In Table 6 we show the complete quantitative comparison of reconstruction results initialized by two-view geometry estimation using RANSAC and MAGSAC (denoted as ‘R’ and ‘M’) for both single- and two-view undistortion initialization (denoted as ‘Sngl’ and ‘Two’). The trend is that MAGSAC inlier correspondences lead in general to a lower reprojection error on the control points than vanilla RANSAC ones. In case of the TexAir dataset, MAGSAC makes the difference between failure and a success.

| Dataset  | SIFT | R  | M  | SG | R   | M  |
|----------|------|----|----|----|-----|----|
| Croatia  | 434  | 20 | 17 | 505| 264 | 379|
| NewYork  | 279  | 144| 169| 549| 410 | 514|
| TimeSq   | 272  | 47 | 52 | 608| 374 | 468|
| AalsHav  | 325  | 32 | 61 | 161| 96  | 118|
| BranHot  | 660  | 530| 580| 607| 521 | 580|
| BranPor  | 119  | 12 | 17 | 365| 199 | 261|
| RottPor  | 454  | 23 | 177| 453| 159 | 176|
| TexAir   | 154  | 68 | 83 | 184| 117 | 176|
| LauwHav  | 13   | 7  | 8  | 323| 223 | 275|

Table 5. Results of matching with SIFT and SuperGlue (SG) and geometric verification using RANSAC (R) and MAGSAC (M). SuperGlue provides many more matches and the difference is even amplified when using state-of-the-art geometric verification MAGSAC.
Figure 10. The matching results with SIFT vs. SuperPoint + SuperGlue. The inliers are computed from the undistorted features and fundamental matrix with MAGSAC. The inlier matches are in green, and outlier matches in red.
Figure 11. The calibration results of all tested datasets with the single- and two-view calibration approach. From left to right: original image, single-view calibration, two-view calibration.

Figure 12. The calibration results of LauwHav with two-view calibration approach.
Figure 13. The reconstruction results of the control points and trajectories in the static-only (SO), static-dynamic-sync (SDsc) and static-dynamic-unsync (SDun) setting initialized with single- (top) and two-view (bottom) calibration. The red arrows indicate the reprojection error magnitudes.
Figure 14. The reconstruction results of the control points and trajectories (Continued).

Figure 15. The reconstruction results of the control points and trajectories of LauwHav with initial camera parameters from the two-view calibration.
Table 6. Reprojection error of static control points and trajectories in both cameras under the static-only, static-dynamic-sync, and static-dynamic-unsync setting with two different initialization of camera parameters from the single- and two-view calibration. Both vanilla RANSAC and MAGSAC robust geometry estimators are compared as ‘R’ and ‘M’ respectively. The success cases are marked in green, and the failure cases in red. For TexAir dataset, using MAGSAC is the difference between a failure and a success.
| Dataset     | $f^1_s$ | $f^2_s$ | $f^1_t$ | $f^2_t$ | $d^1_s$ | $d^2_s$ | $d^1_t$ | $d^2_t$ |
|-------------|---------|---------|---------|---------|---------|---------|---------|---------|
| Croatia     | 1068.3  | 991.2   | 842.9   | 616.6   | -0.53   | -0.44   | -0.38   | -0.14   |
| NewYork     | 1408.3  | 1075.1  | 1296.5  | 396.9   | -0.04   | -0.06   | 0.23    | -0.02   |
| TimeSq      | 767.5   | 878.9   | 938.9   | 878.5   | -0.08   | -0.06   | 0.05    | -0.05   |
| AalsHav     | 2688.9  | 1031.9  | 176.1   | 357.8   | -1.98   | -0.47   | 0.01    | -0.02   |
| BranHot     | 1001.6  | 1705.3  | 1087.9  | 897.8   | -0.43   | -1.56   | -0.52   | -0.27   |
| BranPor     | 1198.3  | 1286.9  | 1825.7  | 1762.5  | -0.93   | -0.77   | -3.72   | -1.33   |
| RottPor     | 1390.0  | 896.6   | 1112.7  | 885.9   | -0.61   | -0.51   | -0.41   | 0.56    |
| TexAir      | 1394.7  | 1696.9  | 828.8   | 12690.8 | -0.00   | -1.71   | 0.04    | -132.10 |
| LauwHav     | -       | -       | 951.0   | 1039.6  | -       | -       | -0.56   | -0.65   |

Table 7. Resulting focal lengths and distortion parameters for the tested datasets. Subscripts $s$ and $t$ denotes single-view method and two-view method respectively.