Predicting drug resistance in *M. tuberculosis* using a Long-term Recurrent Convolutional Networks architecture
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Abstract

Drug resistance in Mycobacterium tuberculosis (MTB) may soon be a leading worldwide cause of death. One way to mitigate the risk of drug resistance is through methods that predict drug resistance in MTB using whole-genome sequencing (WGS) data. Existing machine learning methods for this task featurize the WGS data from a given bacterial isolate by defining one input feature per SNP. Here, we introduce a gene-centric method for predicting drug resistance in TB. We define one feature per gene according to the number of mutations in that gene in a given isolate. This representation greatly decreases the number of model parameters. We further propose a model that considers both gene order through a Long-term Recurrent Convolutional Network (LRCN) architecture, which combines convolutional and recurrent layers. We find that using these strategies yields a substantial, statistically-significant improvement over the state-of-the-art, and that this improvement is driven by the order of genes in the genome and their organization into operons.

1 Introduction

Drug resistance is the phenomenon whereby an infectious organism (also known as a pathogen) develops resistance to the drugs that are commonly used in its treatment [1]. In this paper, our focus is on *Mycobacterium tuberculosis* (MTB), the etiological agent of tuberculosis (TB). It is the deadliest infectious disease today and is responsible for about 2 million deaths every year among 10 million new cases [2]. The challenge of drug-resistant TB is not only a concern for low and middle-income countries, but also high-income countries [3]. The importance of drug-resistant TB, and other drug-resistant pathogens, is due to the fact that without novel antimicrobial drugs, the total deaths due to drug resistance may exceed 10 million people a year by 2050, which is higher than the current annual mortality due to cancer [4].

One way to mitigate the risk of drug resistance is to carry out a sensitivity analysis by growing the bacterial isolate in the presence of different drugs and prescribing a regimen consisting of drugs

*These authors contributed equally
†Corresponding Author. Email: maxwell.libbrecht@sfu.ca
the isolate is susceptible to. However, this approach is time-consuming and labour-intensive, so treatment is typically started before its results become available, leading to poor outcomes.

The use of whole-genome sequence (WGS) data potentially makes it possible to identify drug resistance in hours rather than days. Prior methods for identifying drug resistance from WGS data can be divided into two categories. The first category consists of catalogue methods, which involve testing the WGS data of an isolate for the presence of known mutations associated with drug resistance. These mutations are primarily single nucleotide polymorphisms (SNPs), though they can also be insertions or deletions (indels) [5]. An isolate is then said to be resistant if it has one or more of such mutations [6, 7, 8, 9, 10]. However, this approach often has poor predictive accuracy [11], especially for situations involving novel drug resistance mechanisms or resistance to untested or rarely-used drugs [12].

The second category consists of machine learning methods, which aim to predict drug resistance by using models trained directly on WGS and drug susceptibility test (DST) data [13, 14, 15, 16, 17, 18]. The current state of the art is wide-n-deep neural network (WnD) [19] which is suitable for generic large-scale classification problems with sparse inputs such as SNP data. While existing machine learning methods achieve better accuracy than catalogue methods, there remains much room for improvement, and such improvement in accuracy would greatly improve clinical outcomes.

Existing machine learning methods featurize the WGS data from a given isolate by defining one input feature per SNP. This representation ignores the central dogma of molecular biology, that most genomic function is driven by the sequence and expression of protein-coding genes.

Here, we introduce a gene-centric method for predicting drug resistance in TB. We define one feature per gene according to the number of mutations in that gene in a given isolate. This representation greatly decreases the number of features—and therefore model parameters—relative to defining one feature per SNP. To our knowledge, while gene-based statistical tests are sometimes used for microbial genome-wide association studies, this is the first use of such a gene-based features for drug resistance prediction using ML methods. We further propose a model that considers both gene order through a Long-term Recurrent Convolutional Network (LRCN) architecture, which combines convolutional and recurrent layers. LRCNs have recently seen great success in fields such as computer vision [20, 21] but, to our knowledge, this is the first use of an LRCN in computational biology. We also introduce a multi-task approach for this problem, in which we jointly train the model to predict drug of twelve drugs using a shared architecture [19, 22].

Remarkably, we find that using these strategies yields a substantial improvement over the state-of-the-art. This improvement is statistically significant and consistent across many drugs and settings. This improvement in accuracy requires both improvements—gene-based features and LRCN model—which may explain why it has not previously been reported. Through permutation experiments, we verified that the order of genes and their organization into operons drive the model’s performance. Based on these results, we expect that this gene-centric method will prove useful across many genotype to phenotype prediction problems.

The implementation of our feature preprocessing pipeline1 and our LRCN model2 are publicly available, as is our complete dataset3.

1 https://github.com/AmirHoseinSafari/Genotype-collector-and-SNP-dataset-creator
2 https://github.com/AmirHoseinSafari/LRCN-drug-resistance
3 https://github.com/AmirHoseinSafari/M.tuberculosis-dataset-for-drug-resistant
2 Materials and Methods

2.1 Data

To train and evaluate our method, we created a dataset by using the Pathosystems Resource Integration Center (PATRIC) [23] and the Relational Sequencing TB Data Platform (ReSeqTB) [24] datasets to collect just about 8000 isolates, together with their resistance/susceptible status (labels) for twelve drugs: rifampicin, isoniazid, pyrazinamide, ethambutol, streptomycin, amikacin, capreomycin, kanamycin, ethionamide, ciprofloxacin, moxifloxacin, and ofloxacin (Table 1) [25, 26]. The short reads containing the whole-genome sequences of these 7845 isolates are downloaded from the European Nucleotide Archive [27] and the Sequence Read Archive [28]. (Supplementary Section 1 contains a list of accession numbers of all data sets used.)

To obtain the SNP information from the raw reads, we used a standard protocol [26, 29]. We first map the raw sequence data to the reference genome using bwa-mem [30], then call the variants (SNPs, insertions, and deletions) for each isolate using two different established pipelines, SAMtools [31] and GATK [32]. To make the calls more robust, we used the intersection of variant calls between the two tools; less than 4% of SNPs or insertions, and deletions (indels) were removed in this step. This SNP-based dataset can be represented as a matrix of 7845 isolates by 742,620 SNPs and indels.

We created a gene-based dataset by identifying, for a given isolate, the number of mutations in each gene. We extracted the information on the boundaries corresponding to each known TB gene from MycoBrowser [33]. Of the 4,187 known TB genes, we found that 3,960 have a mutation in at least one isolate in our dataset. We represent this gene-based dataset as a feature matrix in which each row represents an isolate, each column represents a gene, and where the value in a given cell indicates the number of mutations in that gene for that isolate.

| Drug               | Number of labelled isolates | Number of resistant isolates |
|--------------------|-----------------------------|-----------------------------|
| Streptomycin       | 5,125                       | 2,104 (41%)                 |
| Rifampicin         | 7,715                       | 2,968 (38%)                 |
| Pyrazinamide       | 3,858                       | 754 (20%)                   |
| Ofloxacin          | 2,911                       | 800 (27%)                   |
| Moxifloxacin       | 961                         | 129 (13%)                   |
| Kanamycin          | 2,436                       | 697 (27%)                   |
| Isoniazid          | 7,734                       | 3,445 (45%)                 |
| Ethionamide        | 1,516                       | 498 (33%)                   |
| Ethambutol         | 6,096                       | 1,407 (23%)                 |
| Ciprofloxacin      | 443                         | 37 (8%)                     |
| Capreomycin        | 1,991                       | 552 (28%)                   |
| Amikacin           | 2,033                       | 573 (28%)                   |

Table 1: Summary of the number of isolates and the label distribution in our data.

2.2 LRCN model

Our method is based on a combination of long short-term memory (LSTM) [34] and convolutional neural network (CNN) [35] architectures, known as a Long-term Recurrent Convolutional Network (LRCN) [20]. An LSTM is an artificial recurrent neural network that can learn long-distance
dependencies by using feedback connections, which is appropriate for our situation given the multifactorial nature of the drug resistance phenotype [36]. A CNN is a feed-forward neural network designed for processing structured arrays of data, especially data where the order is important, such as for our gene data (we elaborate on this in Section 3.2). By combining a CNN with an LSTM, the model can take into account the order and locality structure of genes.

The architecture of our model is as follows. We start with CNN layers with specific filter, kernel, and pool sizes (see Section 2.5). These layers use the rectified linear unit (ReLU) activation function and the “same” padding. Next are LSTM layers, with a determined number of nodes. They use the hyperbolic tangent activation function and a recurrent dropout. At the end come dense layers. Between every pair of layers, we use a dropout with a rate of 0.1. A schematic representation of this architecture is shown in Figure 1.

We use a multi-task model, which means we predict all 12 drugs in one network. The advantage of this model is that if two drugs have highly correlated resistance status, then the patterns learned from one drug can compensate for the lack of training data on the other drug; the pairwise correlation of the status vectors for each pair of drugs is shown in the Supplementary Section 2.

The challenge of using the multi-task model in our dataset is that many isolates lack labels for some of the drugs. For this reason we replace the usual loss function with a masked loss function. The masked loss function ignores the missing labels in calculating the loss, and therefore, these missing labels do not affect the network weights. We use the binary cross-entropy as the loss function. Specifically, we use the loss function

\[
\text{Loss} = \sum_{i=1}^{I} \sum_{d=1}^{D} 1(X_{i,d} \text{ is available})H(X_{i,d}, Y_{i,d})
\]

where \( I \) and \( D \) are the numbers of isolates and drugs respectively, \( X_{i,d} \) and \( Y_{i,d} \) are the true and predicted resistance values, \( H \) is the binary cross-entropy function, and 1 is the indicator function.
2.3 Train-Validation-Test split

To evaluate our method, we split our data into training, validation, and test sets. We use two approaches for this purpose.

To obtain the results shown in Figure 3, we used a nested cross-validation approach. We split the data into 10 equal parts, and trained the model 10 times, using 8 folds for training, 1 fold for validation, and 1 for testing each time. In each run, we used Bayesian Optimization to maximize the Area Under The Receiver Operating Characteristic Curve (AUC-ROC) on the validation set, and after tuning the hyperparameters, we tested the best model on the test set. At the end of this process, we ended up with 10 different models for each method, from which we determined the mean and standard error of the AUC-ROC.

Because approach above is computationally expensive, we used un-nested cross-validation for figures other than Figure 3. We used 10% of the data as the testing set. We chose hyperparameters via 10-fold cross-validation on the remaining dataset by selecting the model that achieved the highest mean AUC-ROC. After hyperparameter tuning, we evaluated our model by testing it on the test set.

2.4 Evaluation

In order to evaluate the accuracy of our predictions, we used the AUC-ROC values. This metric plots the true positive rate (TPR) against the false positive rate (FPR) at different classification thresholds, and computes the area under the resulting curve.

Since many clinical applications require a predictor with at least a 95% specificity, we also evaluate our method using the sensitivity at 95% specificity. This metric tells us what fraction of resistant isolates can be identified as such when that their threshold for prediction is set so as to give at least 95% specificity. Several methods have no threshold that achieves 95% specificity, meaning that they cannot be used when 95% specificity is required.

2.5 Hyperparameter optimization

For tuning the hyperparameters of the model and determining the ideal number of layers of each type of network (CNN, LSTM, dense) in our model, we used Bayesian optimization. Bayesian optimization is a method suited to optimizing high-cost functions, such as hyperparameter search for deep learning model, by using a combination of a Gaussian process and Bayesian inference [37]. We used the Python implementation of Bayesian Optimization [38], with 15 iterations to tune the parameters of all the models used in this paper, with a uniform optimization approach to ensure a fair comparison.

The parameters of the optimized model (for the second approach in section 2.3) are as follows. For the CNN layer, we have 2 layers, whose filter, kernel, and pool sizes are (8,3,3) and (4,6,4), respectively. Both layers use the rectified linear unit (ReLU) activation function and the “same” padding. Regarding the LSTM layer, we have two layers with 518 and 64 nodes, respectively. Their recurrent dropout value is 0.3. For the dense layers, we have two layers with 64 and 518 nodes, respectively (Figure 1). Between every pair of layers, we use a dropout with a rate of 0.1. Also, we use Adam optimizer with a learning rate of 0.01 to train the model. The parameters chosen by the nested cross-validation approach (Section 2.3) are listed in Supplementary Section 3.
2.6 State-of-the-art methods

In order to compare our method to state-of-the-art methods, we use an LSTM, a wide-n-deep neural network (WnD) [19], a support vector machine (SVM), logistic regression (LR), and random forests (RF) [19, 13, 14, 15]. We did not compare to k-mer based approaches such as KOVER [39] as they are out of the scope of the SNP-based paradigm.

For all the comparison models we used the exact same data and procedure (e.g. Bayesian Optimization to choose the parameters) that we used for the LRCN. The chosen parameters for the SVM model are: a linear kernel and $C = 0.1$. For LR, they are $C = 0.1$ and the $\ell_2$ penalty. For RF, they are: 140 estimators, a minimum sample split of 4, no bootstrapping, and a maximum depth of 50. For the LSTM network, they are 3 LSTM layers, with 355, 455, and 343 nodes, respectively, followed by 4 dense layers with 359, 219, 230, and 147 nodes, respectively. For the wide-n-deep network, they are 5 layers with 518, 518, 64, 518, and 64 nodes, respectively, and a kernel regularizer value of 0.1. The parameters chosen by the nested cross-validation approach (Section 2.3) are listed in Supplementary Section 3.

2.7 Implementation

We used the Python programming language to implement all the methods in this paper. We used the Keras [40] library for the deep neural networks, and the Scikit-learn [41] library for the standard machine learning models.

3 Results

3.1 LRCN outperforms state-of-the-art methods on a large dataset

We evaluate our LRCN method by comparing it to other state-of-the-art methods, namely, LSTM, wide-n-deep, SVM, LR, and RF (Section 2.6). We found that the LRCN method achieves a better performance, as measured by the AUC-ROC, than the state-of-the-art methods for all twelve drugs. Furthermore, The LRCN approach achieves the best area under the precision-recall curve (AUC-PR) for 11 of the 12 drugs, while on isoniazid, it performs equally well as RF (Figure 3b).

For a prediction of resistance to be usable in diagnosis, it must be made with a high specificity [42]. Therefore, we also evaluated methods according to the maximum sensitivity they achieve with a minimum of 95% specificity (Section 2.4). That is, we find the smallest threshold at which the model has 95% specificity, then we calculate the sensitivity at this threshold. If the model is unable to reach the 95% specificity for any threshold, it cannot be used for diagnosis, and therefore scores zero in this metric. The LRCN method has the best sensitivity among all the methods on 10 of the 12 drugs, although, for the two remaining drugs, amikacin and ethionamide, the wide-n-deep method achieves a slightly higher specificity. Furthermore, many standard ML approaches perform poorly on this metric, which may limit their usefulness in clinical applications (Figure 3c).

To evaluate whether the differences in model performance are robust and not due to random chance, we calculated confidence intervals for each AUC-ROC, AUC-PR, and sensitivity at 95% specificity. Since we used 10-fold cross-validation, we came up with 10 different models and performances for each method (Section 2.3). We calculated a confidence interval according to 1.96 times the standard error across these 10 performance values. Also, For all drugs other than pyrazinamide, and ciprofloxacin, the 95% confidence intervals for the LRCN do not overlap with those
Figure 2: Summary of performance of all methods tested in this manuscript. The vertical axis represents the different methods that we used, each dot represents a drug, and the horizontal axis showing the AUC-ROC performance. The white rectangles represent the mean and standard deviation of each method. “Operon” and “Shuffle” methods refer to the results described in section 3.2 and 3.4 respectively.

of the other methods, meaning that the difference in performance is statistically significant (Figure 3a). Furthermore, the approach that we used to split the data (Section 2.3) examined the LRCN model on multiple different random test sets. This gives us further confidence in the robustness of LRCN’s performance.

3.2 LRCN exploits gene locality

We hypothesized that the improvement in performance in LRCN is due to the importance of gene order. Indeed, the main difference between the LRCN and the other methods is the combination of CNN and LSTM layers. These layers may help the LRCN to recognize the genes’ spatial relationships in the genome.

To test this hypothesis, we randomly permuted the genes to put them in a random order. We then trained and tested our method with the new data. This permutation is analogous to shuffling the pixels of an image. We shuffled the genes’ order five times and for each new permutation, we carried out the entire process including Bayesian Optimization hyperparameter tuning.

As expected, we found a significant decrease in the LRCN’s performance on the shuffled data, making it comparable to that of a random model. This implies the importance of genes’ order in our model (Figure 4).

3.3 Gene-based features enable a high accuracy on our dataset
Figure 3: Comparison of state-of-the-art model performance. The error bars represent the confidence intervals of performance, calculated according using to a nested cross-validation approach (Section 2.3). Vertical axis indicates performance: (a) AUC-ROC, (b) AUC-PR and (c) sensitivity at 95% specificity.
(a) Comparison of LRCN and WnD between the gene-based and SNP-based datasets.

(b) Performance on SNP dataset

Figure 5

To evaluate the efficacy of the gene-centric approach, we applied the same methods to the SNP-based dataset (Section 2.6). Using SNP data, we trained and tested the state-of-the-art methods [13, 14, 15, 19]. We found that the LRCN approach on the SNP data performed similarly to other methods (Figure 5b). But there is a significant difference between the LRCN on SNP and LRCN on gene data (Figure 5a). This means using either just gene data or just LRCN does not achieve the best performance; both techniques together are required for improved performance.

3.4 The organization of genes into operons drives performance

We hypothesized that the LRCN leverages the fact that neighboring genes in operons have related functions. Operons are clusters of neighbors or co-regulated genes with related functions [43]. Among the 3960 genes with at least one mutation in our data, 879 genes fall within an operon. For this experiment, we shuffled the operon genes in three different ways in order to disrupt their order. To test three hypotheses related to operons, we tested three ways of shuffling their order, described below. For each, we trained and tested our method on the resulting data.

First, we hypothesized that the order of the operon genes has a greater effect on the LRCN’s results comparing to the order of non-operon genes. To test this, we randomly permuted all the genes found within operons without touching the other genes. We found a significant decrease in the accuracy of the LRCN, similar to that seen when we randomly permute all the genes (Figure 6). This suggests the importance of operon genes’ order in comparison to that of non-operon genes.
Second, we assumed that as the operons’ length is usually short (from 2 to 14), the order of genes within each operon should not affect the model’s performance, and we should not expect a considerable difference with the original result. To test this, we individually permuted the genes within each operon, while leaving all the other genes untouched. We observed that, as hypothesized, with this approach the LRCN’s performance is comparable to its performance on the original data (Figure 6).

Our third hypothesis was that if we keep the gene order fixed within each operon, but permute the locations of the operons, this should negatively affect the accuracy of the LRCN. This is similar to what would happen if we shuffled the frames of a video, which would render the videos meaningless. We have indeed found a considerable drop in the LRCN’s performance in this case (Figure 6).

4 Conclusion

In this paper, we introduce a new method for predicting drug resistance in *M. tuberculosis*. Our method is a combination of CNN and LSTM layers and thus has the advantage of considering both gene sequences and their locality. We found that our method outperforms other state-of-the-art methods in a variety of settings, using three different evaluation metrics, including one suitable for clinical applications.

We observed that the LRCN achieves its highest performance if we use the number of mutations in each gene, rather than the SNP data. This number allows us to take into account the importance of individual genes while the model architecture allows us to consider their order in the genome.

We found that using CNN layers before the LSTM layers in our architecture is most beneficial for drug resistance prediction, which illustrates the importance of gene locality. In order to evaluate the importance of gene order, we used two different experiments (Section 3.2 and 3.4). Importantly, these experiments suggest that the good performance of the LRCN model on TB isolates is robust and not due to chance.

In conclusion, we introduced a novel state-of-the-art method for predicting drug resistance by using gene locality information alongside sequence information. Our results suggest that gene-centric prediction is effective in the context of an LRCN. This paper focuses on *M. tuberculosis*, but we plan to apply the LRCN approach to predict the drug resistance of other pathogens such as *Escherichia coli* in future work. Furthermore, as the lack of interpretability is a considerable disadvantage of the LRCN model as well as of most other neural network-based approaches, adding information to the LRCN method to make it more interpretable is an important direction for future research.
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