Abstract

We introduce a new type of programming challenge called programming puzzles, as an objective and comprehensive evaluation of program synthesis, and release an open-source dataset of Python Programming Puzzles (P3). Each puzzle is defined by a short Python program \( f \), and the goal is to find an input which makes \( f \) return \( \text{True} \). The puzzles are objective in that each one is specified entirely by the source code of its verifier \( f \), so evaluating \( f \) is all that is needed to test a candidate solution. They do not require an answer key or input/output examples, nor do they depend on natural language understanding. The dataset is comprehensive in that it spans problems of a range of difficulties and domains, ranging from trivial string manipulation problems, to classic programming puzzles (e.g., Tower of Hanoi), to interview/competitive-programming problems (e.g., dynamic programming), to longstanding open problems in algorithms and mathematics (e.g., factoring). We develop baseline enumerative program synthesis, GPT-3 and Codex solvers that are capable of solving puzzles—even without access to any reference solutions—by learning from their own past solutions. Codex performs best, solving up to 18\% of 397 test problems with a single try and 80\% of the problems with 1,000 tries per problem. In a small user study, we find a positive correlation between puzzle-solving performance and coding experience, and between the puzzle difficulty for humans and AI solvers. Therefore, further improvements on P3 could have a significant impact on many program synthesis areas.

1 Introduction

Puzzles are often used to teach and evaluate human programmers. Classic puzzles such as the Tower of Hanoi teach fundamental concepts such as recursion. Programming competition problems, also referred to as puzzles [34], evaluate a participant’s ability to apply these concepts. Puzzles are also used to evaluate programmers in job interviews, and puzzles such as the RSA-factoring challenge test the limits of state-of-the-art algorithms. Each of these types of puzzles is described in its own format, often in a natural language such as English. Evaluations often include a hidden test set.

We introduce a novel puzzle representation called a programming puzzle or simply a puzzle, which captures the essence of these challenges in a form convenient for machines and programmers. At a minimum, a puzzle is specified by a function \( f(y) \), and the goal is to find \( y \) such that \( f(y) = \text{True} \). More generally, a puzzle can include input variables \( x \). Then, the puzzle can be seen as an output verifier \( f(y, x) \) that validates \( y \). The answer \( y \) is typically the output of a synthesized program \( g \). In order to find \( g(x) \rightarrow y \), a synthesizer is given the source code of \( f \) (and possibly \( x \)), with the goal of generating a program \( g \) such that \( f(g(x), x) = \text{True} \). Importantly, puzzles make for an objective and explicit programming evaluation based solely on code with no formal requirement for input/output examples, natural language descriptions, or reference solutions.

Puzzles may have multiple valid outputs \( y \) and some puzzles, even if very short, are extremely challenging. Figure 1 illustrates three puzzles that are diverse in domain, difficulty, and algorithmic.

\(^1\)https://github.com/microsoft/PythonProgrammingPuzzles
# Find a string that when reversed and concatenated with “world” gives “Hello world”

def f1(y: str):
    return y[::-1] + "world" == "Hello world"

# Tower of Hanoi, often teaches recursion. Move [i, j] means move top disk on tower i to j, with 1 ≤ i, j ≤ 3

def f2(moves: List[List[int]], num_disks=8):
    state = [1] * num_disks  # All disks start at tower 1.
    for i, j in moves:
        assert state.index(i) <= (state + [1, 2, 3]).index(j), "bigger disk on top"
        state[state.index(i)] = j  # Move smallest disk from tower i to tower j.
    return state == [3] * num_disks  # All disks must end on tower 3.

# Find a non-trivial integer factor d of a large number n

def f3(d: int, n=1004336277668822137263060960276685840468102970902356097):
    return 1 < d < n and n % d == 0

Figure 1: Programming puzzles ranging from trivial to longstanding open algorithmic challenges in multiple domains. f1 is solved by y="Hello "[::-1], a recursive program (see Figure H.1 on page 37) outputting 255 moves solves f2, and f3 requires computational number theory algorithms.

tools. The first puzzle is an easy (for humans) puzzle that tests one’s understanding of basic syntax and properties of strings. The second is the quintessential example of recursion, and the last is a hard problem requiring advanced algorithms such as the quadratic sieve.

We also release a growing open-source Python Programming Puzzles dataset, called P3, which is already comprehensive in terms of difficulty, domain, and algorithmic tools. This dataset unifies many of the types of puzzles mentioned above. While P3’s puzzles are all specified in Python, solution programs can be written in any language, or simulated by neural networks.

As describe in §3, P3 also contains numerous classic puzzles; optimization puzzles such as solving a linear programming; graph puzzles such as shortest path; and competitive-programming problems. The most difficult puzzles involve longstanding open problems such as learning parity with noise [11]; factoring [24, 30]; or finding a cycle in the $3n + 1$ process which would disprove the Collatz conjecture [35]. Thus, if AI were to surpass human-level performance on this dataset, it would lead to breakthroughs on major open problems. The P3 puzzles were inspired by sources such as Wikipedia, algorithms books, programming competitions, and other program synthesis datasets. This dataset is growing as an open-source project, and anyone can add a puzzle by simply writing a function f.

One motivation for programming puzzles is that improvements in solving puzzles may lead to performance gains at other tasks. Recently, neural Language Models (LMs) have advanced the state-of-the-art of AI systems performance in offering code completions and synthesizing source code in general-purpose programming languages, such as Python, based on English descriptions [5, 13]. While such systems represent a major advance over prior approaches, Chen et al. [13] point out that they also reproduce elementary programming mistakes. Figure 2 illustrates how state-of-the-art GitHub Copilot [63] solves a complex problem, handles the ambiguity of English, and yet makes elementary errors. Performance gains in solving programming puzzles may result in fewer errors or solving more sophisticated algorithms problems in downstream tasks such as code completion.

Puzzles are objective, meaning that it is easy to unambiguously evaluate whether one’s own answer is valid without consulting an answer key. This evaluation also allows bootstrapping, even on test puzzles without gold solutions. Given a set of puzzles $(f_i, x_i)$, one can attempt to solve them with solutions $g_i$, determine with certainty which solutions are correct, and use those to improve one’s ability to solve the remaining puzzles [19]. Inspired by success in playing games [53, 56], self-training has also proven useful in program synthesis [see, e.g., 6, 15]. Other commonly used representations, including natural language descriptions or Programming by Example (PbE), have inherent ambiguity. See Appendix F for a comparison of a competition problem represented in English and as a puzzle.

From a theoretical point of view, as we shall discuss, objectivity can be formalized as the complexity class NP of non-deterministic polynomial-time decision problems. Moreover, the puzzle decision problem is NP-complete, meaning puzzles can readily express any NP problem, including polynomial-time problems and other NP-complete problems such as Boolean satisfiability.

We compare several enumerative random forest and Transformers-based top-down solvers, as well as GPT-3 and Codex LM solvers with different prompt types (e.g., zero/few-shot and with/without English descriptions). In our experiments, without access to any reference solutions, only utilizing
def adjacent_primes(n: int):
    """Find the nth & (n+1)st prime numbers""
    primes = [2, 3]
    i = 2
    while len(primes) < n:
        if all(i % p != 0 for p in primes):
            primes.append(i)
        i += 1
    return primes

# x is the concatenation of "Hello" and "world"
# = "Hello" + " " + "world"
assert "hello" not in "hello world"

assert len(filename + ".json") < len(filename)

Figure 2: GitHub Copilot code completion examples (in gray). Left: Copilot correctly implements a seven-line function. Top right: the completion adds a space character that may or may not have been intended by the user. Middle and bottom right: errors indicating a lack of basic understanding.

self-training bootstrapping, our enumerative models solved up to 43% more P3 problems than a naive brute force baseline. Our LM solvers were able to solve many of the puzzles, given enough tries.

To address the questions of whether puzzles measure programming proficiency and how puzzle difficulty compares between humans and computers, we performed a small user study. Puzzles were accessible and enjoyable for programmers with varying levels of experience. While both GPT-3 and enumerative techniques can solve a fraction of the puzzles, human programmers outperform them. For example, bootstrapping GPT-3 with up to 10K tries solved 60% of the puzzles, lower than both beginner and experienced participants that solved 76% and 87% puzzles on average, respectively. Overall, we find perceived puzzle difficulty to scale similarly for both humans and AI.

The main contributions of this paper are introducing:
1. programming puzzles: a new type of problem suitable for algorithmic problem-solving (for both machines and humans);
2. P3, an open-source dataset of puzzles covering diverse domains and difficulties; and
3. an evaluation of humans and baselines demonstrating that puzzles can be used to measure algorithmic problem-solving progress.

Progress in code completion is rapid—even between the time of submission of this paper and its publication, an API to Codex (a GPT-3 model fine-tuned for code completion) was released [13]. Our evaluation does in fact show significant improvements of Codex over other baselines.

2 Problem formulation

Programs, inputs and outputs can all be formally represented as strings, where $\Sigma^*$ is the set of finite strings over alphabet $\Sigma$. The set of verification functions is denoted by $F \subseteq \Sigma^*$, with inputs and outputs $X, Y \subseteq \Sigma^*$, respectively. A puzzle is defined by pair $(f, x) \in F \times X$ and the result of running verifier $f$ on output $y \in Y$ is denoted $f(y, x) \in \{0, 1\}$. Output $y \in Y$ is valid if it satisfies $f(y, x) = 1$, i.e., $f$ outputs 1 when run on $(y, x)$, within a specified amount of time. To ensure that puzzles can be quickly verified, it is necessary to upper-bound the time required for puzzle verification. This ensures that the puzzle decision problem, namely the problem of determining whether, given $f, x$, there is $y$ such that $f(y, x) = 1$, is in the complexity class NP. Formally, the puzzle decision problem is, given strings $f$ and $x$ denoting the puzzle (represented as, say, a Turing machine) and input, and a timeout $t$, does the puzzle output 1 in time $\leq t$. See Appendix D for further details.

A solver takes $n$ puzzles and timeouts $(f_1, x_1, t_1), \ldots, (f_n, x_n, t_n)$, and produces outputs $y_i$ to as many puzzles as it can within a time bound $T$. Of course $T \gg \sum t_i$ is significantly larger than the verification timeouts. Formally, the score of solver $S : F^n \rightarrow X^n$ is the number of puzzles $f_i$ for which $f_i(y_i, x_i)$ outputs 1 in time $\leq t_i$. Although we do not study it in this paper, it would be natural to assign different values to different puzzles. For example, solving open problems such as finding a Collatz cycle or factoring the largest RSA challenge integer (currently unsolved, with a $200,000 prize offered), should be of greater value than solving a simple hello-world puzzle.

It is convenient, though not required, to solve puzzles by outputting a program $g$ which, when run, computes output $y = g(x)$. Such a program is called a solution $g$. Short solutions may have long outputs, e.g., the puzzle $(f=\lambda y: \text{len}(y) == x, x=1000000)$ requires a string of length one million as solution $g=\lambda x: \text{"a"} * x$. In this example, $y = g(1000000)$ is a valid output of length one million. Of course, another solution would be to explicitly write a string of length one million in the code, though this implementation may not pass a human code review. In the dataset and this paper, we provide solutions since they may be significantly shorter. Many puzzles fit a single
problem template, meaning they share the same verifier \( f \) but have different inputs \( x \). Thus a dataset may have many more puzzles than problems.

3 The P3 dataset

P3 uses Python, the de facto language of ML research, as the programming language for specifying puzzles. At the time of publication, P3 currently has 397 problems, summarized in Table 1. The latest dataset can be generated by simply running `make_dataset.py` in the repository. More puzzles may be created by increasing the number of puzzles per problem argument, though most experiments in this paper use only one puzzle per problem. Every puzzle is described by a function with a required typed argument (i.e., the candidate output) that returns \( \text{True} \) upon success. Since Python is not type-safe, we add type-checking to ensure that outputs match the declared type. Figure C.1 on page 19 illustrates a puzzle where type checking is important.

We also provide code for serializing Python objects to and from strings in a json-like format, so that programs implemented in any language can produce outputs. Moreover, strings are universal in that they can encode arbitrary Python objects including functions, as in the Quine puzzle (\( \lambda x : \text{eval}(x) == x \))\(^2\) motivated by the classic challenge of writing a program that outputs its own source code. As evaluation of the string \( x \) can lead to an infinite loop, this puzzle illustrates the necessity of the evaluation timeout \( t \) for attempted solutions.

While not necessary for evaluation (since puzzles are self-contained) we follow the common practice of programming competitions and provide a reference solution to most (over 90%) of the puzzles. Some puzzles have more than one solution. A handful of puzzles represent major open problems in computer science and mathematics including Factoring (and Discrete Log), Planted Clique, Learning Parity with Noise, Graph Isomorphism, and finding a Collatz cycle,\(^3\) as described in Appendix E. We also provide English descriptions for each puzzle in the dataset to support research involving natural language. Appendix F compares programming competition problems to puzzles.

Creation process. The following sources were used for identifying possible puzzles:

- Wikipedia, specifically the Logic puzzles category, the List of unsolved problems in mathematics, and the List of algorithms.
- Competitions, primarily the competitive programming website codeforces.com but also a handful of problems from the International Collegiate Programming Contest and the International Mathematical Olympiad (IMO)—a high school mathematics competition.
- Puzzles inspired by the HumanEval dataset used for evaluating Codex [13], added in v0.2.
- The Python programming language itself, with trivial puzzles created to test understanding of basic functions, such as the hello-world puzzle which tests string concatenation.

P3 is organized topically into modules listed in Table 1. These topics include domains such as number theory, graph theory, chess puzzles, game theory, etc., as well as puzzles inspired by a specific source such as a specific programming competition. One finding in this paper is that many types of puzzles can be captured in spirit, if not exactly, as succinct puzzles. Common patterns include:

- Problems that are naturally puzzles. For instance, search problems such as the TowerOfHanoi (f2, Figure 1) and SlidingPuzzle simply test the sequence of moves to see if they lead to the goal state.
- Problems that have an equivalent natural puzzle. For instance, the standard definition of the factoring problem, namely factorizing an integer into its prime factors would require a puzzle that tests primality. However the simpler problem of finding any non-trivial integer factor, \( f3 \) in Figure 1, can be recursively called to solve the prime factorization problem.
- Optimization problems. Some such problems have equivalent natural puzzles, e.g., linear programming is well-known [18] to be equivalent to solving a zero-sum game which is the ZeroSum puzzle. For others, such as LongestMonotonicSubstring or ShortestPath, we specify a bound \( \theta \) on the objective, and the goal is to find a feasible \( y \) with objective better than \( \theta \). In order to generate \( \theta \) (included in \( x \)), we first solve the optimization problem ourselves, but the puzzle generation code is not provided to the solvers.

\(^2\)GPT-3 generated a 5-character solution to the quine puzzle while the authors’ solution was 88 characters.

\(^3\)The solution to this problem would disprove the Collatz conjecture that is believed to be true, but no proof has been found yet. Therefore, if the conjecture is true, the maximum attainable score in P3 is \( < 100\% \).
Table 1: Number of problems (and how many of them have at least one reference solution) per domain in P3 v0.2. The right two columns show the average size of puzzles and solutions, measured by the number of nodes in the Python AST.

| Domain              | Problems | Solutions | \(f\) | \(g\) |
|---------------------|----------|-----------|-------|-------|
| Algebra             | 4        | 4         | 70    | 172   |
| Basic               | 23       | 23        | 54    | 44    |
| Chess               | 5        | 3         | 221   | 186   |
| Classic puzzles     | 23       | 23        | 101   | 211   |
| Codeforces          | 47       | 45        | 73    | 70    |
| Compression         | 2        | 2         | 126   | 113   |
| Conway's Game of Life | 3      | 2         | 189   | 345   |
| Games               | 7        | 7         | 225   | 299   |
| Graphs              | 12       | 11        | 105   | 152   |
| HumanEval           | 164      | 164       | 81    | 62    |
| ICPC                | 4        | 4         | 304   | 569   |
| IMO                 | 6        | 6         | 173   | 256   |
| Lattices            | 2        | 2         | 70    | 228   |
| Number Theory       | 16       | 12        | 47    | 68    |
| Probability         | 5        | 5         | 85    | 72    |
| Study               | 30       | 30        | 40    | 21    |
| Trivial inverse     | 39       | 38        | 27    | 30    |
| Tutorial            | 5        | 5         | 27    | 13    |
| **Total # / Average size** | **397** | **386**   | **79** | **84** |

- Problems that ask how many items in a certain set satisfy a given property, may be converted to problems that require an explicit enumeration of all such items. See for example the **AllPandigital-Squares** puzzle that requires all 174 pandigital perfect squares as input.

- Problems that involve game-playing can often be converted to puzzles. In chess, this includes the classic Eight Queens and Knights Tour search problems. A puzzles Mastermind involves exhibiting a winning strategy tree, and a nim puzzle involves beating a given computer opponent.

In order to ensure that each puzzle is achieving its goals, the puzzle design process has a step which automatically tests for trivial solutions such as small integers or common strings.

**Exclusions.** Many programming challenges do not make as good puzzles. First, simple **translation** tasks, where goal is translate a sequence of steps described in natural language into a program, do not make good puzzles. Second, some challenges require problem-solving that is not easily expressed as a program. For example, computing the probability of rolling a total of 350 when rolling 100 dice relies on external knowledge about probability theory. Third, “soft” challenges involving natural language or images are not in NP and not easily verifiable. This includes challenges involving human commonsense or world knowledge about names, dates, or image classification. Finally, **interactive** challenges do not make for good programming puzzles. Fortunately, several other benchmarks cover these latter two types of exclusions [see, e.g., 3, 32, 37, 42, 46, 48, 49, 51–53, 55, 58, 61, 62].

**Growth process.** The focus of this paper is in creating a framework with an initial dataset; and demonstrating its utility for developing and evaluating AI solvers. As a GitHub repository, the dataset can grow over time in a standard manner with the ability to reference previous versions. We plan to continue adding puzzles and hope that others will as well. Popular competitive-programming websites such as **codeforces** may be a source of thousands of puzzles of varying difficulties.

4 Solvers

In this section, we describe the models we develop as baselines for the dataset. We consider both solving problems independently and joint solvers that bootstrap from previously obtained solutions to find new ones. We also consider both enumerative solvers that use standard techniques from program synthesis and LM solvers that use GPT-3 and Codex to solve puzzles. While a direct comparison between these two different approaches is difficult because they run on different hardware (the LMs call an API), we can still compare the relative difficulty with which they solve different puzzles, and also to human difficulty rankings among puzzles.
4.1 Enumerative solvers

Following prior work [1, 6, 15, 40], we develop models to guide the search for \( g \) over the space of all possible functions. In particular, we implement a grammar that generates Abstract Syntax Trees (ASTs) for a large subset of Python. The grammar covers basic Python functionality and is described in Appendix B.1. Specifically, each Python function is translated to an AST using a given set \( \mathcal{R} \) of rules. Based on the puzzle, a context-specific distribution over rule probabilities is computed. To facilitate efficient top-down search, the context of a rule is defined to be the rule used by the parent node and the index of the current node among the parent’s children. Thus if the parent node was a division binary operator, then the two children would each have different contexts, but if two such divisions were present in the same program, both numerators would share the same context.

Each puzzle \( f \) is represented by a feature vector \( \phi(f) \) and each context is represented by a vector \( c(p, i) \) where \( p \) is the parent rule and \( i \) is the child index. Each rule \( r \in \mathcal{R} \) is also associated with a feature vector \( \rho(r) \). The probability distribution over \( \mathcal{R} \) is determined based on \( \rho(r), \phi(f), c(p, i) \), and the likelihood of a solution \( g \) is the product of all rules constituting its AST. Naturally, this scoring mechanism introduces a bias towards shorter programs (i.e., smaller trees), which is desirable as a short solution is easy to inspect.

COPY rules. Solutions often reuse constants or puzzle parameters, for example the constant 25 or the variable \( s \) in example \( \ell 2 \) in Figure 1. As in prior work [40], for each puzzle, the global rules bank is expanded to include COPY rules for constants and parameters of the examined puzzle.\(^4\) When composing solutions, this rule can reduce the complexity of the solution by simply learning to copy part of the puzzle rather than having to generate it from scratch. For simplicity, we create copy rules for each of the supported types and assign the probabilities uniformly across all the puzzle’s constants of that type. In other words, our models learn when a certain type should be copied from the puzzle, and rank all available constants and parameters of that type the same.

To solve a new puzzle, we perform a top-down search. Specifically, at each node, we apply a selected model over all rules in \( \mathcal{R} \) whose type matches the context, and re-normalize the scores to create a valid probability distribution. The solver enumerates solutions in order of decreasing likelihood until it finds a solution \( g \) such that \( f(g()) \) evaluates to \text{True} \text{ in time } \leq t, \text{ for a maximum number of tries } M. \text{ See Appendix B for details on the search and rules. Next, we briefly describe our models.}

Uniform. The first model is a simple uniform rule that assigns the same probability to all rules. The only exception is COPY rules, which have a larger, fixed probability in order to bias the solver towards utilizing this option. As we score programs by their joint probability, this bias effectively favors shorter programs. We use this model to find solutions to the easier problems, satisfied by a simple and short answer, and use these to bootstrap the learning of the parametric models. This model also provides a naive brute force baseline to compare the parametric models with.

The remaining two models have parameters that are fit based on bootstrapping. Namely, given previously obtained solutions, we collect all parent-child rule pairs as self-supervision and fit the model’s parameters on them. The training size is then the total number of nodes in all the trees among solutions discovered up until that point. We implement two bigram parametric models to predict \( \mathbb{P}(r \mid \rho(r), \phi(f), c(p, i)) \), where \( r \) is a candidate rule to appear in \( g \)’s tree under \( p \) as its \( i \)’s argument.

Random forest. In this model, we represent \( f \) as a bag-of-rules \( \bigcup \{ r_k \in f \} \). Specifically, \( \phi(f) \) is a vector of length \( |\mathcal{R}| \) representing the number of occurrences of each rule in \( f \). \( p \) and \( i \) are encoded as a one-hot vector and concatenated to \( f \)’s representation to construct the input to the model. Given past solution trees, we train the model to predict the index of \( r \) out of \( |\mathcal{R}| \) given \( f, p, i \) examples.

Transformer. Following the recent success of transformer models [20, 57] in encoding source code [21, 31, 54, inter alia], we turn to these encoders for richer representations. We use a RoBERTa-based [36] Transformer to encode puzzles and rules directly from their code. The probability of a rule \( r \) being the \( i \)’s child of \( p \) in \( g \) is proportional to the dot product of the deep joint representation of \( f, p, i \) and the Transformer encoding \( \rho(r) \). We pretrain the Transformer with a masked language model task on Python GitHub repositories [27].\(^5\) Then, our solver concatenates the Transformer

\(^4\)When executing a solution, COPY rules are simply the identity function (COPY = \( \lambda x : x \) in Python).
\(^5\)Our pretrained model and tokenizer are available at \url{https://huggingface.co/t5s/roberta_python}.
```python
def f(li: List[int]):
    return len(li) == 10 and li.count(li[3]) == 2
```

Figure 3: A short prompt for a puzzle requesting a list of ten integers where the fourth item occurs exactly twice, with valid completion \[\ldots [1, 2, 3, 4, 5] \ast 2.\] Appendix C has medium/long prompts.

The encodings $\phi(f)$ and $\rho(p)$ with a learned embedding for $i$, following by non-linear layers to compute the joint representation. We fine-tune the solver on parent-child rule pairs from previously acquired solutions. See Appendix B.2 for extended details, and Figure B.1 on page 19 for a model diagram.

4.2 Autoregressive Language Model solvers

We experiment with the transformer-based GPT-3 [12] and Codex [13] LMs with billions of parameters. Codex was trained over large amounts of publicly available code from GitHub, specifically aimed for coding applications. We follow the recent strategy of designing a prompt that directs the text generation to our desired task. This approach has shown to be useful in converting natural language descriptions to programming code and guide theorem proving [45]. Unlike our enumerative models that build an AST, LMs generate the solution as a string that is directly evaluated as Python code.

We consider four different prompts: (a) A short zero-shot prompt based solely on the puzzle at hand (illustrated in Figure 3); (b) a medium 5-shot prompt that includes the five example puzzles that had been shown to (human) programmers during our user study (Appendix Figures C.2–C.3); (c) a long prompt with the same five puzzles augmented by English descriptions of the tasks in comments (Figures C.4–C.5); and (d) a bootstrapping prompt which uses only solutions to problems that it has already solved (Figures C.7). The bootstrapping prompt begins with no solutions but quickly exceeds the API maximum length as more puzzles are solved. At that point, previously solved puzzles are randomly sampled to form the prompt. The prompts used for Codex are slightly more sophisticated but enable multi-line programs.

The completions which parse as valid Python expressions are then evaluated. Appendix C gives further details of the execution environment, the API parameters and other prompts we investigated.

5 Experiments

We use our P3 dataset to evaluate the performance of the solvers from §4. We assume no access to reference solutions\(^6\) and measure how many puzzles are solved by each solver with up to $k$ tries per puzzle, where each try is a potential solution that is evaluated. For the enumerative solvers, this is equivalent to having a valid solution ranked in the top $k$. For LM solvers, we use pass@k \[^8\] which is an unbiased estimator of the probability of obtaining a solution within $k$ tries. First, we test the solvers bootstrapping efficacy in leveraging previously solved problems to solve new ones. Then, once solutions to a single instance of certain problems are found, we test whether solvers also succeed on other problem instances (i.e., puzzles originated from the same problem). In §5.1, we present our user study results that compares human’s performance with AI solvers. Finally, in §5.2, we test whether P3 can distinguish between subtly different variants of Codex, using the larger v0.2 release of the dataset (the current version at the time of publication).

Learning from past solutions. This first experiment was run on the v0.1 release of P3.\(^7\) We use a single puzzle instance per problem. We first identified the 138 of the 200 v0.1 problems supported by our grammar (see Appendix B.1). For the enumerative solvers, we then ran the uniform solver with $k = 10^4$ on these 138 problems supported by our, solving 38 of them. The solutions contain a total of 2,475 rules that we use to train the parametric models. In the bootstrapping variant, we repeat the training for 6 cycles, each time adding the new solutions found with $k = 10^4$. In the final round, we allow up to $k = 10^6$ solving tries (including previous cycles). For comparison to GPT-3/Codex,\(^8\) we

---

\(^6\)With the exception of the Medium and Long prompts that including five Tutorial problems and solutions.

\(^7\)https://github.com/microsoft/PythonProgrammingPuzzles/tree/v0.1

\(^8\)The Codex API was released after this experiment had been run on v0.1 using the enumerative and GPT-3 solvers. Thus, we simply replaced the GPT-3 solver with the Codex solver and re-ran on the same 138 puzzles.
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Figure 4: Increasing the number of tries allows solving new problems. Better solvers, though, solve new problems significantly faster by learning from past experience. Parametric enumerative solvers (a) initialized with the solutions of the uniform solver at $k = 10^4$ accelerate the solution search. Additional self-training bootstrapping cycles (marked with B.) solve even more problems. GPT-3 (b) and Codex Davinci (c) solvers were evaluated with up to $10^4$ attempts. Having natural language descriptions (Long) provides small improvements over Medium. Adding previously found solutions to the prompt (Bootstrap) allows significant improvements for enumerative and GPT-3, and matches Long for Codex. Overall, the Codex models performed best, solving up to 127 of the examined 138 puzzles. (a), (b) are averaged across three runs and the shaded areas show the standard deviation.

The GPT-3 solver also improves by learning from previously found solutions. As Figure 4b shows, few-shot settings with tutorial examples perform better than zero-shot (Short) and solve new problems. Including natural language descriptions (Long) helps for solving five more puzzles, with up to $10^4$ tries. The best strategy, however, is the bootstrapping one that starts without any reference and adds solutions to the prompt as they are found. Codex, trained on large amounts of code, performs the best (see Figure 4c) but does not benefit significantly from bootstrapping.

Generalizing to other problem instances. In the previous experiment, we attempted to solve the default single puzzle instance of each problem. Next, we examine whether our solvers can also solve other puzzle instances, originating from the same problems. We collect a set of 700 puzzles that are random instances of 35 problems for which both our bootstrapping enumerative models solved the default puzzle. At $k = 10^6$, the random forest and Transformer-based enumerative models solved a total of 68 and 76 problems, respectively, which is 28% and 43% more than the uniform solver.

5.1 User study

In a small user study, 21 participants with varying experience in Python programming attempted to solve 30 puzzles, as found in v0.1 dataset as the study module. Each puzzle was allocated a maximum of 6 minutes to solve, and the study was conducted virtually using Jupyter notebooks. Participants were employees at a major software company and were recruited by email and at a hackathon. No compensation was offered. Participants were first given a short tutorial about puzzles and how to submit solutions. The user study files are available in the open-source dataset, and Appendix G has further details including the 30 puzzles.

The first finding is that success in puzzles correlates with programming experience. For our retrospective study analysis, we split the participants by the median years of Python programming experience. We had 10 beginners with less than three years of experience, and 11 experienced participants with at least three years. We find that 9 of the 30 puzzles were solved by all beginners, while 17 of the puzzles were solved by all experienced participants. Also, beginners spent on average 194 seconds per puzzle, while experienced spent only 149 seconds on average. The average solving time provides
Figure 6: The difficulty score per study puzzle for both humans and AI solvers, sorted by the human's scores. The difficulty score for humans is measured by the average fraction of solving time out of the maximum allowed. For AI, we use the fraction of allotted attempts required. Most of the puzzles solved by AI (low difficulty score) are also easier for humans (left hand side of the plot).

a useful proxy to the perceived difficulty of each puzzle. Overall, we see that puzzles are easier for experienced programmers, indicating their value for evaluating programming proficiency.

Next, we compare human’s performance to Codex-davinci. We use the Medium prompt as it is similar to the study format (i.e., same 5 tutorial examples, no docstrings). Participants solved an average of 24.6 out of the 30 puzzles (22.9 for beginners and 26.2 for experienced) within the 6 minutes per puzzle time limit. Only one out of the 21 participants solved all puzzles. As Figure 5 shows, Codex required 1K tries per puzzle to match the performance of beginner programmers in our study.

Finally, we find that difficult puzzles for humans are also harder for AI. Figure 6 shows that most of the puzzles solved by AI solvers with limited number of tries are the ones that are easier for humans (i.e., solved faster). To compare the two, we define a puzzle’s perceived difficulty score as the average solving time for humans and the expected number of required tries for machines (normalized to $[0, 1]$, where the score of unsolved puzzles is set to 1). The Spearman’s rank coefficient of humans with B. GPT-3 is 0.512, and with Codex (Med.) is 0.563. The AI solvers correlation is stronger with beginner programmers (0.541 and 0.562), than with the experienced ones (0.470 and 0.544, respectively). On the one hand, this suggests that additional computational power might allow AI solvers to match humans. However, as Figure 4 shows, this improvement is logarithmic, leading to diminishing returns. Encouragingly, we see that even within the same budget, modeling choices can improve performance. We hope that P3 will support the research and development of new AI solvers that will solve more puzzles with less computational effort.

5.2 Comparing small and large Codex models

In addition to the standard davinci-codex engine, the API offers an alternate cushman-codex engine that they report is significantly faster and only slightly less accurate. To test the ability of P3 as an evaluation of such fine distinctions, we ran the Medium and Long prompts on both engines across the most recent v0.2 release of 397 puzzles. As can be seen in the results of Table 2, the larger engine indeed slightly outperformed the smaller engine across all $k$. Thus, in this experiment, puzzle solving success aligns with code completion success. Also, we observe that English descriptions (Long prompt) are helpful for both engines.

Inasmuch as puzzles are useful for code completion, the < 20% success rates at $k = 1$ leaves substantial room for improvement.

Table 2: Codex pass@k results over P3 v0.2.

| Engine (prompt) | $k = 1$ | 10  | 100 | 1,000 |
|-----------------|---------|-----|-----|-------|
| cushman (Med.)  | 7.1%    | 26.7%| 51.7%| 68.3% |
| davinci (Med.)  | 11.2%   | 36.7%| 60.6%| 75.3% |
| cushman (Long)  | 14.9%   | 42.4%| 63.9%| 76.5% |
| davinci (Long)  | 18.3%   | 48.7%| 69.1%| 79.8% |

9https://github.com/microsoft/PythonProgrammingPuzzles/tree/v0.2
Table 3 shows the number of achieved solutions per domain, as well as an overall score computed as the macro-average of solving rates across domains.

6 Related Work

Program synthesis has taken drastically different forms for different applications, often resulting in one-off evaluations rather than common datasets. A major paradigm is Programming by Example (PbE) where problems are specified by input-output examples. For instance, several studies focus on text processing [22] or robot navigation [43]. While convenient for end user applications (e.g., many in [44]), PbE alone is inadequate to objectively describe many sophisticated algorithmic programming challenges. A recent ARC dataset [14] adopts PbE for evaluating abstraction and reasoning in AI, but as in all PbE applications, there can be ambiguity.

Program synthesis from formal specifications has a long history of study [surveyed in 23], benchmarked by e.g., the SyGuS competition [2]. In this setting, however, the AI system has to synthesize an algorithm that correctly and efficiently solves a problem on all inputs (and often prove correctness as well). Writing and testing such formal specifications is often non-trivial.

English descriptions, often mixed with examples, are becoming an increasingly popular problem representation as LMs improve [28, 33, 60]. In independent work, Hendrycks et al. [26] created a large dataset of English programming problems with examples on which they fine-tuned GPT models. In another concurrent work, the Codex model that powers the new GitHub Copilot auto-completion tool [13] was evaluated with short problem descriptions paired with a set of unit tests that should validate the described specification. Our work, together with this very recent and concurrent work [5, 13, 26], represent the first controlled evaluation of large Transformer-based LMs on general-purpose program synthesis.

The recent CodeXGLUE benchmark [38] collected several code-related datasets. To evaluate generation, they use CodeBLEU [47] which relies on ASTs and other code-specific aspects. This evaluation still requires reference solutions and, therefore, does not resolve the answer-key bias with ambiguous specifications. Several neighboring fields that have made substantial progress in reasoning include theorem proving [8], two-player game playing [53], and SAT-solving [9]. In all these fields, important progress has been made by encoding the problems, be they theorems, game rules, or optimization problems, in machine-readable formats that do not involve the ambiguities of natural language.

7 Conclusions

We introduce Python Programming Puzzles (P3), an open-source dataset with puzzles described only in source code. As discussed in §3, the puzzle framework captures NP problems, which include a wide range of interesting challenges. Puzzles allow fast and objective evaluation, thereby supporting unsupervised solving without training solutions. We implemented and evaluated several enumerative program-synthesis and LM baselines, and found a positive correlation between their per-puzzle performance and the difficulty for human programmers. Similarly, LMs that performed better at code completion also solved more puzzles with less tries.

We welcome contributions to P3 and hope it will grow in size, coverage, and utility.
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A Example solutions by enumerative models

We provide examples of our examined enumerative solvers to three P3 puzzle in Figure A.1 on page 17 (examples of LM solutions are found in the P3 repository). The solution to the first puzzle is general and will work for any other instance of this problem. For the two other puzzles, the obtained solutions are instance-specific and don’t even use the input variables. Yet, it is possible that the logical steps to achieve the answer are implicitly executed by the model. To test this, we evaluate the solvers on other problem instances (i.e., puzzles originated from the same problem).

The solvers’ solutions to the first puzzle in Figure A.1 are simpler than the one created by humans (though less efficient in terms of input length). This illustrates another potential use case of AI solvers: debugging puzzles by finding easy solutions.

B Enumerative solvers details

We train our random forest solver with the Python Skickit-learn library [41]. The Transformer model is implemented on top of the Hugging Face repository [59]. We use GPUs for training the Transformer and for querying it for rule probabilities. All other computations are performed with CPUs. Making up to $10^4$ solution tries takes only a few seconds to a few tens of seconds, depending on the puzzle and the attempted solutions. Running up to $10^6$ solution tries usually takes less than an hour but for some puzzles can take longer. We run the solver in parallel on multiple puzzles to reduce the global computation time.

Solution validation. Given the AST, a solution is generated in the form of a Python program (possibly multiple lines) that is evaluated by the Python interpreter to get an answer that is tested by the puzzle. To address long-running programs and infinite loops, timeout checks are added to the puzzles and to the solution during conversion from AST to Python. Alternatively, the programs could be evaluated in a sandbox as is done in programming competitions and as we did for the LM generators, though a sandbox imposes an additional overhead.

B.1 Vocabulary

We use a grammar for a subset of Python covering the following basic objects: Booleans, unlimited-precision integers, floats, strings, lists, sets, dictionaries, generators, and tuples. Table B.1 summarizes the grammar. These rules occur multiply, for instance the addition rule has instantiations for adding two strings, two integers, an integer and a float, etc., where each Python type corresponds to a non-terminal in our grammar. However, because Python is a duck-typed language, in several cases a variable can be used with multiple different types. To handle such programs, we also have a generic non-terminal which can correspond to any Python object, and this makes our grammar ambiguous. For instance, the program $1+1$ can be parsed either as the sum of two integers or as the sum of two Python objects, also using a rule mapping an object to an integer. This latter program is a larger AST and hence will typically have lower probability, hence we have the advantages of types when possible but the flexibility to generate fully duck-typed code. In this manner we are able to parse puzzles from 138 of our 200 problems. We also use this grammar to generate timed and safe Python code. In particular, we inject timing checks into comprehensions and loops, and we also add timing checks to potentially time-consuming operations such as exponentiation or string multiplication. This grammar is available upon request for researchers who wish to use it in further projects.
# Sum of digits.
def sat1(x: str, s: int=679):
    return s == sum([int(d) for d in x])

# B. Random forest solution.
def sol(s):
    return ((chr(49))*(COPY(s)))

# B. Transformer solution.
def sol(s):
    return ((COPY(s))*(str(1)))

# Human-written solution.
def sol(s):
    return int(s/9) * '9' + str(s%9)

###

# Line intersection.
def sat2(e: List[int], a: int=2, b: int=-1, c: int=1, d: int=2021):
    x = e[0] / e[1]
    return abs(a * x + b - c * x - d) < 10 ** -5

# B. Random forest and B. Transformer solution (identical).
def sol(a, b, c, d):
    return ([2022, 1, ])

# Human-written solution.
def sol(a, b, c, d):
    return [d - b, a - c]

###

# Find the three slice indices that give the specific target in string s.
def sat3(inds: List[int], s: str="hello world", target: str="do"):  
    i, j, k = inds
    return s[i:j:k] == target

# B. Random forest solution.
def sol(s, target):
    return ([12, 5, -(3), ])

# B. Transformer solution.
def sol(s, target):
    return ([11, 1, -(6), ])

# Human-written solution.
def sol(s, target):
    from itertools import product
    for i, j, k in product(range(-len(s) - 1, len(s) + 1), repeat=3):
        try:
            if s[i:j:k] == target:
                return [i, j, k]
        except (IndexError, ValueError):
            pass

Figure A.1: Example of three P3 puzzles and the solutions found by our examined solvers. The natural language description of each problem is provided for ease of read, but is hidden to these models. Human-written solutions are provided here for reference, but are also hidden from AI solvers.
We use the RoBERTa-base 12-layers Transformer [36] pretrained on English text and fine-tune it on Python code using the Hugging Face library [59]. For fine-tuning data, we use Python functions with their documentation text from GitHub repositories [27]. In order to better adjust the tokenizer to Python code, we retrain a Byte-level BPE tokenizer on our Python fine-tuning data. We use the same vocabulary size as the original tokenizer and keep the token embeddings of the overlapping ones (39%). For the other tokens, we initialize new token embeddings. Thereafter, we fine-tune RoBERTa with a masked language modeling task for 30 epochs. This model, which we denote by $T_P$, achieved an impressive 3.3 perplexity score on held-out evaluation data, indicating its success in learning Python’s syntax.

Next, we use $T_P$ to encode dense embeddings $e_r = T_P(r)$ for all the rules $r$ in our vocabulary $R$. As input to the Transformer, we use a string representation of the Python operation and types of each rule. For example, $(x)//(y)$ is used to describe the rule for the // operation with an integer and float inputs, resulting in a float. Then, we take $e_r$ as the average across the top-layer embeddings of all tokens.

Finally, we design a neural model on top of $T_P$ to predict $P(r_j \mid \phi(f), p, i)$ for each puzzle $f$ where $p$ is the parent rule and $i$ is the child index. The model computes a hidden representation of the puzzle with the parent rule as a concatenation $h = [T_P(f), W_{1} e_{p}, e_{i}] \in \mathbb{R}^{d_{t} + d_{i} + d_{d}}$, where $e_{i} \in \mathbb{R}^{d_{i}}$ is a learned embedding for the child rule index, $W_{1} \in \mathbb{R}^{d_{t}}$ is a learned linear projection, and $d$ is the hidden dimension of $T_P$. To obtain $\phi(f)$, we duplicate $T_P$ and further fine-tune it with the rest of the solver parameters, while keeping the rule Transformer fixed as $T_P$. Specifically, we use the [CLS] embedding of the top layer as $\phi(f)$. Fixing the rule encoder prevents overfitting to the rules seen in the puzzle-solution fine-tuning pairs. $h$ is then passed through two non-linear layers, where the first also projects it to $\mathbb{R}^{d_{e}}$ with a gelu activation [25] and batch normalization [29] to $h_{e}$.

| Rule name | rule | Rule name | rule | Rule name | rule |
|-----------|------|-----------|------|-----------|------|
| t= | (list) | is not | (int) |
| & | (list) | issubset | (int) |
| (tuple) | (list) | issuperset | (int) |
| (tuple) | (list) | join | (int) |
| (tuple) | (list) | append | (int) |
| * | (list) | all | (int) |
| ** | (list) | log | (int) |
| ** | (list) | max | (int) |
| ** | (list) | min | (int) |
| *args | (list) | not | (int) |
| + | (list) | or | (int) |
| += | (list) | range | (int) |
| unary | (list) | range | (int) |
| - | (list) | range | (int) |
| -= | (list) | replace | (int) |
| unary | (list) | reversed | (int) |
| / | (list) | reversed | (int) |
| // | (list) | reversed | (int) |
| % | (list) | reversed | (int) |
| :slice | (list) | reversed | (int) |
| < | (list) | reversed | (int) |
| <= | (list) | reversed | (int) |
| == | (list) | reversed | (int) |
| != | (list) | reversed | (int) |
| > | (list) | reversed | (int) |
| >= | (list) | reversed | (int) |
| >_ | (list) | reversed | (int) |
| COPY | (list) | reversed | (int) |
| [-1] | (list) | reversed | (int) |
| [-2] | (list) | reversed | (int) |
| [-3] | (list) | reversed | (int) |
| [-4] | (list) | reversed | (int) |
| [0] | (list) | reversed | (int) |
| [1] | (list) | reversed | (int) |
| [2] | (list) | reversed | (int) |
| [3] | (list) | reversed | (int) |
| [4] | (list) | reversed | (int) |

B.2 Transformer implementation

We use the RoBERTa-base 12-layers Transformer [36] pretrained on English text and fine-tune it on Python code using the Hugging Face library [59]. For fine-tuning data, we use Python functions with their documentation text from GitHub repositories [27]. In order to better adjust the tokenizer to Python code, we retrain a Byte-level BPE tokenizer on our Python fine-tuning data. We use the same vocabulary size as the original tokenizer and keep the token embeddings of the overlapping ones (39%). For the other tokens, we initialize new token embeddings. Thereafter, we fine-tune RoBERTa with a masked language modeling task for 30 epochs. This model, which we denote by $T_P$, achieved an impressive 3.3 perplexity score on held-out evaluation data, indicating its success in learning Python’s syntax.

Next, we use $T_P$ to encode dense embeddings $e_r = T_P(r)$ for all the rules $r$ in our vocabulary $R$. As input to the Transformer, we use a string representation of the Python operation and types of each rule. For example, $(x)//(y)$ is used to describe the rule for the // operation with an integer and float inputs, resulting in a float. Then, we take $e_r$ as the average across the top-layer embeddings of all tokens.

Finally, we design a neural model on top of $T_P$ to predict $P(r_j \mid \phi(f), p, i)$ for each puzzle $f$ where $p$ is the parent rule and $i$ is the child index. The model computes a hidden representation of the puzzle with the parent rule as a concatenation $h = [T_P(f), W_{1} e_{p}, e_{i}] \in \mathbb{R}^{d_{t} + d_{i} + d_{d}}$, where $e_{i} \in \mathbb{R}^{d_{i}}$ is a learned embedding for the child rule index, $W_{1} \in \mathbb{R}^{d_{t}}$ is a learned linear projection, and $d$ is the hidden dimension of $T_P$. To obtain $\phi(f)$, we duplicate $T_P$ and further fine-tune it with the rest of the solver parameters, while keeping the rule Transformer fixed as $T_P$. Specifically, we use the [CLS] embedding of the top layer as $\phi(f)$. Fixing the rule encoder prevents overfitting to the rules seen in the puzzle-solution fine-tuning pairs. $h$ is then passed through two non-linear layers, where the first also projects it to $\mathbb{R}^{d_{e}}$ with a gelu activation [25] and batch normalization [29] to $h_{e}$.

| Rule name | rule | Rule name | rule | Rule name | rule |
|-----------|------|-----------|------|-----------|------|
| t= | (list) | is not | (int) |
| & | (list) | issubset | (int) |
| (tuple) | (list) | issuperset | (int) |
| (tuple) | (list) | join | (int) |
| (tuple) | (list) | append | (int) |
| * | (list) | all | (int) |
| ** | (list) | log | (int) |
| ** | (list) | max | (int) |
| ** | (list) | min | (int) |
| *args | (list) | not | (int) |
| + | (list) | or | (int) |
| += | (list) | range | (int) |
| unary | (list) | range | (int) |
| - | (list) | range | (int) |
| -= | (list) | replace | (int) |
| unary | (list) | reversed | (int) |
| / | (list) | reversed | (int) |
| // | (list) | reversed | (int) |
| % | (list) | reversed | (int) |
| :slice | (list) | reversed | (int) |
| < | (list) | reversed | (int) |
| <= | (list) | reversed | (int) |
| == | (list) | reversed | (int) |
| != | (list) | reversed | (int) |
| > | (list) | reversed | (int) |
| >= | (list) | reversed | (int) |
| >_ | (list) | reversed | (int) |
| COPY | (list) | reversed | (int) |
| [-1] | (list) | reversed | (int) |
| [-2] | (list) | reversed | (int) |
| [-3] | (list) | reversed | (int) |
| [-4] | (list) | reversed | (int) |
| [0] | (list) | reversed | (int) |
| [1] | (list) | reversed | (int) |
| [2] | (list) | reversed | (int) |
| [3] | (list) | reversed | (int) |
| [4] | (list) | reversed | (int) |
Figure B.1: An illustration of our Transformer-based enumerative solver. The rule strings are encoded with a Transformer pretrained on Python code. The puzzle Transformer is initialized the same, but is further fine-tuned on puzzles, together with the rest of the solver’s parameters shown in blue color. The left hand side of a diagram represents the encoding of the puzzle $f$, parent rule $p$, and child index $i$, each separately and then combined to a joint representation $e_{f,p,i}$. All rules $r \in R$ are also encoded with the Transformer and projected to the same dimension as $e_{f,p,i}$. The output probability of $r$ being the $i$’s child of $p$ in the solution tree $g$ to puzzle $f$ is computed by a softmax over the product of $e_{f,p,i}$ with all rule representations. Encoding the puzzle and the parent rule first separately, allows passing the puzzle only once during inference, and computing all rule embeddings in advance.

```python
def f(s: str):
    return s.count("o") == 1000 and s.count("oo") == 0
```

Figure C.1: A puzzle where type-checking is important. A type-safe solution is computed by the program returning "ox" * 1000. However, ["o"] * 1000 would be considered invalid as it is a list of strings, though it does satisfy the puzzle as stated.

get a joint puzzle and parent rule embedding $e_{f,p,i}$. The score of rule $r_j$ then being the $i$’s argument of $r$ in the solution to $f$ is determined by the dot product of its projected embedding $e_{r_j}$ with the parent’s embedding: $p_{r_j|f,p,e_i} \propto e_{f,p,i} \cdot (W_2 e_{r_j})^T$. Similar to the Random Forest fitting process, we use all parent-child rule pairs from the previously obtained solutions for fine-tuning. We use cross-entropy loss with an Adam optimizer. See Figure B.1 for a model diagram.

C Language Model solvers details

The GPT-3 and Codex APIs were used to generate completions based on prompts. For all models, the completions were generated in batches of $n=32$ with $\text{temp}=0.9$, for a maximum of 150 tokens, with default values of $\text{top}_p=1, \text{presence}_\text{penalty}=0, \text{frequency}_\text{penalty}=0$, and $\text{best}_\text{of}=1$. The resulting programs were evaluated in a sandbox limited to 1 second on Intel Xeon Platinum 8272CL CPUs at 2.60GHz. The timeout was necessary since a number of solution generators would take prohibitive resources such as "$a^{(10^{100})}$" which would generate a string of length googol. The solutions where also checked to be of the type requested in the problem, as was the case for the top-down solver. Figure C.1 illustrates a puzzle where type checking matters.

Prompt programming. The space of possible prompts is practically boundless. Our current prompt designs leverage the API without fine-tuning. For GPT-3, among the prompts we experimented with, we found that the `assert` structure worked best but it was limited to one-line Python solutions. One-line Python programs are considered, by some, to be a useful form of programming with books dedicated to the topic [see, e.g., 39]. For Codex, we found a prompt that resembled a legal python file with a multi-line solution structure worked better.
def f1(s: str):
    return "Hello " + s == "Hello world"

assert True == f1("world")

---

def f2(s: str):
    return "Hello " + s[::-1] == "Hello world"

assert True == f2("world"[::-1])

---

def f3(x: List[int]):
    return len(x) == 2 and sum(x) == 3

assert True == f3([1, 2])

---

def f4(s: List[str]):
    return len(set(s)) == 1000 and all((x.count("a") > x.count("b")) and ('b' in x) for x in s)

assert True == f4(['a' * (i + 2) + 'b' for i in range(1000)])

---

def f5(n: int):
    return str(n * n).startswith("123456789")

assert True == f5(int(int("123456789" + "0"*9) ** 0.5) + 1)

---

def f6(li: List[int]):
    return len(li) == 10 and li.count(li[3]) == 2

assert True == f6(...

Figure C.2: The medium-length prompt, used for GPT-3. The first five example puzzles f1-f5 were shown to people in the user study and f6 is the one that is being solved. GPT-3’s completion was ...

Numerous other prompts were considered. For instance, we tried adding a preface stating, “A Programming Puzzle is a short python function, and the goal is to find an input such that the function True. In other words, if program computes a function f, then the goal is to find x such that f(x)=True.”

Interestingly, a handful of generations included potentially dangerous commands such as eval and __import__("os").system(..., but a cursory inspection did not detect any that used them in malicious ways. We do advise caution in executing generated code, as malicious actors can take advantage of such routine [50]. There are several libraries available for scoring programming competitions to serve this purpose. Also, some of the generated code seemed especially human-like, e.g.: raise RuntimeError("this is a joke.") which of course did not solve the puzzle at hand.

Figures 3, C.2, C.5-C.4, and C.7 show our prompts for the Short, Medium, Long, and Bootstrap prompts, respectively.
```
from typing import List

def f1(s: str):
    return "Hello " + s == "Hello world"

def g1():
    return "world"
assert f1(g1())

def f2(s: str):
    return "Hello " + s[::-1] == "Hello world"

def g2():
    return "world"[::-1]
assert f2(g2())

def f3(x: List[int]):
    return len(x) == 2 and sum(x) == 3

def g3():
    return [1, 2]
assert f3(g3())

def f4(s: List[str]):
    return len(set(s)) == 1000 and all((x.count("a") > x.count("b")) and ('b' in x) for x in s)

def g4():
    return ["a"*(i+2)+"b" for i in range(1000)]
assert f4(g4())

def f5(n: int):
    return str(n * n).startswith("123456789")

def g5():
    return int(int("123456789" + "0"*9) ** 0.5) + 1
assert f5(g5())

def f6(inds: List[int], string="Sssubstrstrissiingg"):
    return inds == sorted(inds) and ".join([string[i] for i in inds]) == "substring"

def g6(string="Sssubstrstrissiingg"):

Codex completed it successfully as:

```python
inds = []
ind = 0
for c in "substring":  
    while string[ind] != c: 
        ind += 1 
    inds.append(ind) 
    ind += 1 
return inds
```

Figure C.3: The medium-length prompt, used for Codex. The first five example puzzles f1–f5 were given in the tutorial to participants in the user study and f6 is the puzzle that is being solved.
Smoothing evaluation. Rather than simply generating solutions until the first correct one is found, to evaluate the Short, Medium and Long prompts, we generate 10,000 solutions for each puzzle. This gives us more than one solution for some puzzles, which we use for improved accuracy in estimating how many solutions are necessary (on average) to solve each puzzle shown in Figure 4b. We use the unbiased estimator of $\text{pass}_{@k}$ defined by Chen et al. [13].

D NP-completeness

Before formally proving that the puzzle decision problem is NP-complete, note that the Boolean Satisfiability problem (SAT) is NP-complete and any Boolean SAT formula such as $(x_0 \lor \neg x_7 \lor x_{17}) \land \ldots$ can trivially be rewritten as a puzzle, e.g.,

```
def f(x: List[bool]):
    return (x[0] or not x[7] or x[17]) and ...
```

The size of $f$ is linear in the formula size. Thus converting a SAT formula to a puzzle is natural and does not make the problem much bigger or harder.

However, a common misconception is that NP-complete problems are all equally intractable, but the theory of NP-completeness only speaks to the worst-case complexity of solving all puzzles. While any of our puzzles could theoretically be converted to a SAT formula, the resulting formula would be mammoth without any abstraction or intuition. For example, consider the following puzzle,

```
def f(d: int):
    # find a non-trivial integer factor
    """Hint, try d = 618970019642690137449562111 ;-)"
    n = 10043362776186892221372630609062766858404681029709092356097
    return 0 < d < n and n % d == 0
```

This puzzle is identical to the factoring puzzle $f_3$ from Figure 1 except that the answer is given away in a comment. Any natural compiler from Python to SAT would ignore comments so the SAT form of this trivial puzzle would be quite hard. While we are not aware of such a compiler, there are programs that convert a factoring problem to a SAT instance. We ran such a converter http://cgi.cs.indiana.edu/~sabry/cnf.html on this $n$ and it generated a formula with 113,878 variables and 454,633 terms! This illustrates that not all polynomials are small, and that some easy puzzles may become hard puzzles in such a conversion. The theory of NP-completeness only guarantees that if one can efficiently solve every SAT instance one could efficiently solve every puzzle, but specific easy puzzles may become quite hard SAT formulas.

D.1 Proof of NP-completeness

Formally, a puzzle $f$ represents a Turing machine as a string, a timeout $t$ is a positive integer represented in unary, and the decision problem is, given $(f, x, t)$, does there exist $y$ such that when the Turing machine $f$ is run on $(y, x)$, it halts in fewer than $t$ steps and outputs 1. The time constraint is necessary to ensure that the puzzle decision problem is in NP. It is well-known that this problem is in NP and, moreover is NP-complete:

Observation 1. The puzzle decision problem is NP-complete.

Proof. One can test whether a given puzzle string $f$ encoding a Turing machine halts on a witness $y$ in time $\leq t$ by simulating running $f$ on $(y, x)$ for $t$ steps. Since simulating a Turing machine of size $|f|$ running for $t$ steps can be done in $\text{poly}(|f|, t)$ time, this can be done in time $\text{poly}(|f|, t)$ as required for NP.

To see that the problem is complete, note that given any other NP problem defined by a Turing machine $T(x, y)$ that runs on input $x \in \Sigma^*$ and witness $y \in \Sigma^*$ in polynomial time $t = p(|x|)$ is a type of puzzle itself for $f = T$ (with inputs swapped).
E  Open problems

The following five puzzles would each represent a major breakthrough in computer science or mathematics if solved.

1. **Factoring.** In the traditional version of this ancient problem, the goal is to efficiently find the prime factorization of a given integer. In the puzzle version, we state the equivalent problem of finding any non-trivial factor of a given integer. The puzzle is equivalent in the sense that one can recursively call the puzzle on each of the factors found until one achieves the complete prime factorization. A number of factoring algorithms have been developed over decades that factor larger and larger numbers. The RSA Factoring Challenge [see, e.g., 30] has awarded tens of thousands of dollars in prize money and RSA offered $200,000 for factoring the largest RSA challenge number with 617 digits. The closely related **Discrete Log** problem is also unsolved.

2. **Graph Isomorphism.** Given two isomorphic graphs, find the bijection that relates the two of them. In a breakthrough, Babai has claimed a quasi-polynomial time for this problem, but no polynomial time algorithm is known.

3. **Planted Clique.** In this classic graph-theory problem, an \(n\)-node Erdős–Rényi random graph is chosen and then \(k\) nodes are selected at random and the edges are added so that they form a clique. The problem is to find the clique. It is not known whether there is a polynomial-time algorithm for this problem [see, e.g., 4].

4. **Learning Parity with Noise.** This is a binary classification problem in computational learning theory. Roughly speaking, the problem is to efficiently learn a parity function with random classification noise. The fastest known algorithm for this problem runs in time \(O(2^{n/\log n})\) [11]. The problem is also closely related to efficiently decoding random linear codes [7] and various assumptions in cryptography. Note that some of the instances of this problem are small (and thus easy) while others are quite large.

5. **Collatz cycle.** The problem is to find a cycle in the famous \(3n + 1\) process, where you start with integer \(n > 0\) and repeatedly set \(n\) to \(n/2\) if \(n\) is even, otherwise \(3n + 1\), until you reach 1. The Collatz cycle conjecture is that there are no cycles in this process. According to the Wikipedia article on the topic, Jeffrey Lagarias stated that it “is an extraordinarily difficult problem, completely out of reach of present day mathematics” and Paul Erdős said “Mathematics may not be ready for such problems.” He also offered $500 for its solution.

Each of these problems is described by a short (1-5 line) python function. Now, for the algorithms problems 1-3, the puzzle involves solving given instances and not exactly with the open problem: coming up with a provably polynomial-time algorithm, and it is entirely possible that no polynomial-time algorithm exists. However, these are all problems that have been intensely studied and an improvement, even a practical one, would be a breakthrough. For the Collatz cycle, if the Collatz conjecture holds then there is no cycle. However, we give problems involving finding integers with large Collatz delays which could be used to, at least, break records. Also noteworthy but perhaps not as well-known is **Conway’s 99 puzzle**, an unsolved problem in graph theory due to Conway and [10] (as cited by Wikipedia). The two-line puzzle describes finding an undirected graph with 99 vertices, in which each two adjacent vertices have exactly one common neighbor, and in which each two non-adjacent vertices have exactly two common neighbors. Conway [16] offered $1,000 for its solution.

There are also several unsolved puzzles in terms of beating records, e.g., finding oscillators or spaceships of certain periods in Conway’s game of life and finding uncrossed knights tours on chess boards of various sizes.

F  Comparing puzzles to competitive-programming problems

Figure F.1 illustrates an elementary codeforces.com problem. As is typical in programming competitions, the authors have concocted an entertaining story to motivate the problem. Dagiūnė and Futschek [17] include “should be funny” and “should have pictures” among desirable criteria for competitive programming problems. Also, as is typical the first step is explaining how the input
is formatted and how the output should be formatted. One difficulty in authoring such competitive-
programming challenges is ensuring that the English description unambiguously matches with the
hidden test cases. The ICPC rules state: “A contestant may submit a claim of ambiguity or error in
a problem statement by submitting a clarification request. If the judges agree that an ambiguity or
error exists, a clarification will be issued to all contestants.” With puzzles, this is not necessary—a
mistake in a puzzle either means that the puzzle is unsolvable or that the puzzle has an unexpected
(often trivial) solution, neither of which cause major problems as it would still be a fair comparison
of different solvers.

The puzzle form InvertPermutation\textsuperscript{10} has no story, no description of input/output format, and no
eamples. The input/output formatting is taken care of simply by the type hints.

The intention is for puzzles to isolate the essence of the part of the problem that involves reasoning.
Other datasets already address natural language understanding and input/output string formatting.

\section{User Study Details}

The user study began with a short tutorial about puzzles, which included the puzzles shown in Figure
C.2. The 30 puzzles (see Figures G.6-G.7) were divided into three parts of 10 puzzles each: numbers
1-10, 11-20, and 20-30. Since each puzzle took at maximum of 6 minutes, no part took more than
one hour. In the internal IRB approval (July 22, 2020), the key discussion points were that we would
not collect age, gender or any other PII since it was not relevant to our study.

\subsection{Provided instructions}

Figures G.1-G.3 present the initial instructions that participants were given before starting the study.
Figures G.4-G.5 show the interface that they used for retrieving puzzles and submitting solutions.
We run implement a Python backend to store progress logs and to serve each puzzle in its turn, so
participants won’t accidentally be exposed to any of the puzzles in advance. We asked participants to
follow the simple interface and not to attempt any sophisticated hacking techniques that will give
them any personal advantage. We did not observe any such malicious behaviour and received positive
feedback for the stability and clarity of the interface.

\subsection{Qualitative feedback.}

Our Jupyter notebook interface also allowed users to submit qualitative feedback. As an example
of this last point, participants mentioned that they were not familiar with functions such as \texttt{zip}
or \texttt{all} but learned them in the course of the study. Overall, Three themes emerged in the feedback:
participants enjoyed solving the puzzles, they felt that 6 minutes was not enough time to solve the
puzzles, and they felt they learned Python from doing the puzzles.

\subsection{Results summary}

A total of 21 participants completed the user study. Participants solved between 12-30 puzzles,
with 6 participants solving more than 28 puzzles, and only a single participant solving all 30. As
Figure G.8 shows, the participants Python experience ranged between a few months to 8 years, with a
median of 3 years. For post study analysis purposes, we denote participants with less than 3 years of
experience as beginners and the rest as experienced. Figure G.9 shows the number of participants
that solved each puzzle, grouped by experience. 9 of the puzzles were solved by all beginners,
whereas 17 puzzles were solved by all experienced. This positive correlation between the number of
programming experience and number of puzzles solved, indicates the effectiveness of our puzzles as
a proxy to evaluating programming proficiency.

We also notice that experienced programmers solve puzzles faster (149 seconds per puzzle on
average, compared to 194 seconds for beginners). Figure G.10 shows the distribution of time spent
by participants on each puzzle. We use the per puzzle average solving time as an indicator to its

\textsuperscript{10}In P3, we have slightly modified the problem so that it is only inspired by the codeforces problem and not a
direct translation. The P3 problem is harder in that characters not in the permutation may also appear in the
string unmodified.
perceived difficulty. As discussed in the main paper (§5.1), we see a strong correlation between the perceived difficulty of different puzzles for humans and for our examined AI solvers.

H Solution to Tower of Hanoi

Codex’s solution to the Tower of Hanoi puzzle is shown in Figure H.1. Even though the puzzle did not mention the word Hanoi, Codex’s solution clearly knew the reference, in fact offering a link to the Wikipedia page. The first part of the URL is correct, but there is no “Advanced computer algorithm” section on the page, so the link simply resolves to the Wikipedia page. The Python code on the Wikipedia page is only similar in spirit, in part because the way the puzzle asks for the moves is somewhat different from the Wikipedia page. This is a difficult puzzle for which solutions are found at a rate of approximately 0.03%. Surprisingly, Codex was not able to solve the puzzle when we renamed the variable num_disks to n and removed the string "bigger disk on top", possibly because the association with Tower of Hanoi was weaker.
Figure C.4: An example GPT-3 Long prompt which includes English descriptions in the Python docstrings. As in the medium-length prompts, the first five example puzzles f1-f5 were shown to people in the user study and f6 is the one that is being solved.
```python
from typing import List

def f1(s: str):
    return "Hello " + s == "Hello world"

def g1():
    """Find a string that when concatenated onto 'Hello ' gives 'Hello world'."""
    return "world"

assert f1(g1())

def f2(s: str):
    return "Hello " + s[::-1] == "Hello world"

def g2():
    """Find a string that when reversed and concatenated onto 'Hello ' gives 'Hello world'."""
    return "world"[::-1]

assert f2(g2())

def f3(x: List[int]):
    return len(x) == 2 and sum(x) == 3

def g3():
    """Find a list of two integers whose sum is 3."""
    return [1, 2]

assert f3(g3())

def f4(s: List[str]):
    return len(set(s)) == 1000 and all(
        (x.count("a") > x.count("b")) and ('b' in x) for x in s)

def g4():
    """Find a list of 1000 distinct strings which each have more 'a's than 'b's and at least one 'b'."""
    return ["a"*(i+2)+"b" for i in range(1000)]

assert f4(g4())

def f5(n: int):
    return str(n * n).startswith("123456789")

def g5():
    """Find an integer whose perfect square begins with 123456789 in its decimal representation."""
    return int(int("123456789" + "0"*9) ** 0.5) + 1

assert f5(g5())

def sat(d: int, n=6002685529):
    return n % d == 0 and all(i in "47" for i in str(d))

def sol(n=6002685529):
    """Find a integer factor of n whose decimal representation consists only of 7's and 4's."
    return
```

Figure C.5: An example Codex long prompt which includes English descriptions in the Python docstrings. As in the medium-length prompts, the first five example puzzles f1-f5 were shown to people in the user study and f6 is the one that is being solved. The representation here supports multi-line solutions. Codex’s successful completion is shown in Figure C.6.
# return the closest factor to n which is inferior either to n or to the sqrt(n)

```python
if n == 1:  # def.: n>1!
    return 1
i = int(n ** 0.5)
while True:
    if f6(i):
        return i
    elif i == 2:
        raise Exception("Could not find any 7 or 4 number factors for n.")
    i -= 1
```

Figure C.6: An example Codex completion to the long prompt illustrated in C.5. The solution cleverly calls $f_6$, a trick that some participants used to solve a couple of the user study puzzles. Codex also generated English comments.
from typing import List

def f1(item: int, li=[17, 2, 3, 9, 11, 11], index=4):
    return li.index(item) == index

def g1(li=[17, 2, 3, 9, 11, 11], index=4):
    return li[index]

assert f1(g1())

def f2(s: str, word="antidisestablishmentarianism", max_len=10):
    if len(word) <= max_len:
        return word == s
    return int(s[1:-1]) == len(word[1:-1]) and word[0] == s[0] and word[-1] == s[-1]

def g2(word="antidisestablishmentarianism", max_len=10):
    if len(word) == max_len:
        return word
    return word[0] + str(len(word[1:-1])) + word[-1]

assert f2(g2())

# # omitting 28 random puzzles that Codex solved...
#
assert f31(g31())

def f32(x: List[int], a=7, s=5, e=200):
    return x[0] == a and x[-1] <= e and (x[-1] + s > e) and all([x[i] + s == x[i+1] for i in range(len(x)-1)])

def g32(a=7, s=5, e=200):
    def f1(s: str, a: List[str]=['cat', 'dot', 'bird'], b: List[str]=['tree', 'fly', 'dot']):
        return s in a and s in b

assert True == f1('dot')

---

def f2(li: List[int]):
    return all([sum(li[:i]) == i for i in range(20)])

assert True == f2(list(map(lambda x: 1, range(100))))

# # omitting 22 random puzzles that GPT-3 solved...
#
---

def f25(probs: List[float]):
    assert len(probs) == 3 and abs(sum(probs) - 1) < 1e-6
    return max(probs[(i + 2) % 3] - probs[(i + 1) % 3] for i in range(3)) < 1e-6

assert True == f25(

Figure C.7: Example bootstrapping prompts for the Codex and GPT-3 LMs. The prompts includes random solved puzzles among those that the LM solved, truncated to the token limit of the API (2048 for GPT3 and 4096 for Codex).
**Codeforces problem 474 A. Keyboard**

Our good friend Mole is trying to code a big message. He is typing on an unusual keyboard with characters arranged in following way:

```
qwertyuiop
asdfghjkl;
zxcvbnm,./
```

Unfortunately Mole is blind, so sometimes it is problem for him to put his hands accurately. He accidentally moved both his hands with one position to the left or to the right. That means that now he presses not a button he wants, but one neighboring button (left or right, as specified in input).

We have a sequence of characters he has typed and we want to find the original message.

**Input**

First line of the input contains one letter describing direction of shifting ('L' or 'R' respectively for left or right).

Second line contains a sequence of characters written by Mole. The size of this sequence will be no more than 100. Sequence contains only symbols that appear on Mole's keyboard. It doesn’t contain spaces as there is no space on Mole’s keyboard.

It is guaranteed that even though Mole hands are moved, he is still pressing buttons on keyboard and not hitting outside it.

**Output**

Print a line that contains the original message.

**Examples**

```
input
R
s;;upimrrfod;pbr

output
allyouneedislove
```

```python
def f(s: str, perm="qwertyuiopasdfghjkl;zxcvbnm,./", target="s;;upimrrfod;pbr"):
    return ",".join(perm[perm.index(c) + 1] for c in s) == target
```

Figure F.1: Example of an introductory competition problem [https://codeforces.com/problemset/problem/474/A](https://codeforces.com/problemset/problem/474/A) (top) and the respective puzzle version (bottom) that is only using code and is short to read. In this problem, there is a given permutation of characters $\pi$, and a given target string $t$, and one wants to find a source string $s$ such that when each character of $s$ has been permuted with $\pi$, the target is achieved. The puzzle has been simplified to always shift right.
Getting started

A Python Programming Puzzle is simply a Boolean function `puzzle` and the goal is to find an input which makes `puzzle` return `True`. Let's start with a trivial example:

```
In [1]: def puzzle(s: str):
    return 'Hello ' + s == 'Hello world'

In [2]: puzzle('world')
Out[2]: True
```

That's it, so easy!

```
In [3]: def puzzle(s: str):
    return 'Hello ' + s[:1] == 'Hello world'

In [4]: # What's [:1]? Check stackoverflow.com or just try it out:
    "Testing"[:1]
Out[4]: 't'

In [5]: # Ah! Now that you know what [:1] does, can you solve the puzzle?
    puzzle('your solution here')
Out[5]: False
```

Figure G.1: Instructions page provided to the study participants as a Jupyter notebook (part 1).

No cheating on types!!!

The `s: str` in the arg list above indicates that the input should be a string.

In this Hackathon, we will always define the required type for the input.

For example, in the following puzzle, the input should be a list of integers:

```
In [6]: from typing import List, Tuple, Callable, Set

    def puzzle(x: List[int]):
        return len(x) == 2 and sum(x) == 3
```

Our checker will verify the correctness of the type.

Learning to comprehend it all

For background, a lot of puzzles involve list comprehensions, python functions like `set` and `all`. It will be useful to be familiar with these. For example:

```
In [7]: def puzzle(s: List[str]):
    ...:     "Find 1000 *different* strings where each string has more a's than b's.*
    ...:     return len(set(s)) == 1000 and
    ...:     all(x.count('a') > x.count('b') and (b' in x) for x in s)

    # Example of a valid solution:
    solution = []
    for i in range(1000):
        solution.append('aa' + 'a' + i)

    print(puzzle(solution))

    # You can also use comprehensions in your solution (but you're not required to):
    solution = {'aa' + 'a' + i for i in range(1000)}
    print(puzzle(solution))

    True
    True
```

Figure G.2: Instructions page provided to the study participants as a Jupyter notebook (part 2).
Classic puzzle example

There is no limit to how easy or hard a short puzzle can be.

Many classic puzzles problem can be written as short puzzles. The point of the example below is just to illustrate how one classic programming problem (see the 7,000 word, [HackerNews](https://news.ycombinator.com)) can be written in a couple of lines of Python. No need to read or understand it.

Don't be scared! We are interested in puzzles of all levels as simple puzzles can be helpful to computers and people just beginning to learn Python. The study puzzles range from easy to medium since each problem is limited to 6 minutes—we do not expect anyone to solve all puzzles but many can be solved faster.

```python
In [8]: def puzzle(sol: List[Tuple[int, int]]):
    ...,
    * # The type annotation List[Tuple[int, int]] means that the solution should be a list of pairs of integers like [(0, 2),
    * # A great puzzle like this is easy to state but requires a trick (in this case, recursion) to solve.
    * # The solution is
    * solve_hanoi(n_disks, 0, 1, k):
    * if n_disks==0:
    * return []
    * k = 3 - 1 - j
    * return solve_hanoi(n_disks - 1, 1, k) + [(j, 1)] + solve_hanoi(n_disks - 1, k, 1)
    * solution = solve_hanoi(0)
    * puzzle(solution)
Out[8]: True

Puzzles also require a function for a solution!
```

```python
In [9]: def puzzle(f: Callable[[int, int]],
    ...)
    """Find a function f that maps integers to integers where f(0) is nonzero but f(f(0)) is 0."""
    return f(f(0)) == 0 and f(0) != 0
```

Figure G.3: Instructions page provided to the study participants as a Jupyter notebook (part 3).

```python
In [10]: # Please run this cell first.
    from study.study import next_puzzle, cur_puzzle, puzzle, give_up, submit_feedback, submit_years
In [11]: # Please submit the approximate number of years you have been programming in python.
    years = # integer.
    submit_years(years)
```

**Instructions**

Thank you so much for your participation! Please first complete [Study Consent](#).

- The first 3 problems are “practiced” and the time you take will not be used in the study. This is a good chance to see how the system works.
- Puzzles are defined by `def puzzle(...)`. For each puzzle, you will try to find an input which makes `puzzle(x)` return `True`.
- Type `next_puzzle()` when you are ready to start the first problem or to advance to the next problem.
- There is no option to revisit a puzzle and once you call `next_puzzle()` the clock starts ticking (you have up to 6 minutes per puzzle).
- If you get lost, call `cur_puzzle()` to see the current puzzle you are on (and time bar).

**Timing**

- Please solve the problems as quickly as you can. We are measuring the difficulty of the problems both in terms of how many people solve each problem and how long on average it takes them.
- If you do not solve a problem in 6 minutes, move to the next puzzle by typing `next_puzzle()`.
- If you are sure that you won’t be able to solve the puzzle in 6 minutes and would like to skip to the next puzzle, you can call `give_up()`.
- However, please avoid this option when possible.

We are evaluating the puzzle’s difficulty and not your ability, so do not feel bad about the problems you do not solve. In fact, your not solving a problem is extremely useful information for us. Also, please do not discuss the specific puzzles with people who have not yet completed the study.

**Breaks**

- Since problems are timed individually, feel free to take breaks between puzzles at your convenience.
- We are storing a state for each user, so you can restart the kernel or close and reopen the notebook if needed. After doing so, please run the top cell to reimport the functions and use `cur_puzzle()` or `next_puzzle()` to get back on track.

Figure G.4: The introduction of the study notebook given to participants.
Table: Summary of functions

| Function      | Description                                           |
|---------------|-------------------------------------------------------|
| next_puzzle() | Start the next puzzle (call only when you are ready to start/finish) |
| our_puzzle()  | Present the current puzzle (used if you get lost or accidentally override puzzle) |
| puzzle(...)   | Submit a solution to the current puzzle               |
| give_up()     | Give up and skip to the next puzzle before 5 minutes have passed. Please avoid this option if possible. |
| submit_feedback(...) | Send us feedback. |

(a) Initial view.

```python
In [1]: # The first 3 puzzles are warmup. Begin the warmup part by running this cell.
    next_puzzle()

In [1]: # Solve the first puzzle by running this cell.
    puzzle('world')

In [1]: # when you are ready to continue, run this cell.
    next_puzzle()
```

(b) View while solving a puzzle. The progress bar advances towards the 6 minutes limit.

```python
In [4]: # The first 3 puzzles are warmup. Begin the warmup part by running this cell.
    next_puzzle()

    Time

    PUZZLE 1/3 (WARM UP)
    ============
    def puzzle(s: str):
        """
        Warmup problem.
        """
        return 'Hello ' + s == 'Hello world'

In [4]: # Solve the first puzzle by running this cell.
    puzzle('world')

Out[5]: True
```

(c) View after submitting a successful solution.

```python
In [6]: # when you are ready to continue, run this cell.
    next_puzzle()

    Out of time

    PUZZLE 2/3 (WARM UP)
    ============
    def puzzle(n: int):
        """
        Hint: puzzle(11111111) works.
        """
        return str(n * n).startswith("123456789")

In [6]: puzzle(1224)
Out[6]: False
```

(d) View after 6 minutes have passed since viewing the puzzle without submitting a valid solution.

```python
In [6]: puzzle(1224)
Out[6]: False
```

(e) View when submitting a wrong solution to a puzzle (before timeout is reached).

Figure G.5: The interface used by participants to solve puzzles during the study. Each sub-figure shows a different state of the notebook according to the user's interaction.
def f1(s: str):
    return s.count("o") == 1000 and s.count("oo") == 100 and s.count("ho") == 801

def f2(s: str):
    return s.count("o") == 1000 and s.count("oo") == 0

def f3(x: List[int]):
    return sorted(x) == list(range(999)) and all(x[i] != i for i in range(len(x)))

def f4(x: List[int]):
    return len(x) == 10 and x.count(x[3]) == 2

def f5(x: List[int]):
    return all([x.count(i) == i for i in range(10)])

def f6(n: int):
    return n % 123 == 4 and n > 10**10

def f7(s: str):
    return str(8**2888).count(s) > 8 and len(s) == 3

def f8(s: List[str]):
    return s[1234] in s[1235] and s[1234] != s[1235]

def f9(x: List[int]):
    return ["The quick brown fox jumps over the lazy dog"[i] for i in x] \
    == list("The five boxing wizards jump quickly")

def f10(s: str):
    return s in str(8**1818) and s==s[::-1] and len(s)>11

def f11(x: List[str]):
    return min(x) == max(x) == str(len(x))

def f12(x: List[int]):
    return all(a + b == 9 for a, b in zip([4] + x, x)) and len(x) == 1000

def f13(x: float):
    return str(x - 3.1415).startswith("123.456")

def f14(x: List[int]):
    return all([sum(x[:i]) == i for i in range(20)])

def f15(x: List[int]):
    return all(sum(x[:i]) == 2 ** i - 1 for i in range(20))

Figure G.6: The first 15 puzzles in the user study.
def f16(x: str):
    return float(x) + len(x) == 4.5

def f17(n: int):
    return len(str(n + 1000)) > len(str(n + 1001))

def f18(x: List[str]):
    return [s + t for s in x for t in x if s!=t] == 'berlin berger linber linger gerber gerlin'.split()

def f19(x: Set[int]):
    return {i+j for i in x for j in x} == {0, 1, 2, 3, 4, 5, 6, 17, 18, 19, 20, 34}

def f20(x: List[int]):
    return all(b in {a-1, a+1, 3*a} for a, b in zip([0] + x, x + [128]))

def f21(x: List[int]):
    return all([x[i] != x[i+1] for i in range(10)]) and len(set(x)) == 3

def f22(x: str):
    return x[::2] in x and len(set(x)) == 5

def f23(x: List[str]):
    return tuple(x) in zip('dee', 'doo', 'dah!')

def f24(x: List[int]):
    return x.count(17) == 3 and x.count(3) >= 2

def f25(s: str):
    return sorted(s)==sorted('Permute me true') and s==s[::-1]

def f26(x: List[str]):
    return ''.join(x) in zip('8**88') and all(len(s)==8 for s in x)

def f27(x: List[int]):
    return x[x[0]] != x[x[1]] and x[x[x[0]]] == x[x[x[1]]]

def f28(x: Set[int]):
    return all(i in range(1000) and abs(i-j) >= 10 for i in x for j in x if i != j) \
    and len(x)==100

def f29(x: Set[int]):
    return all(i in range(1000) and abs(i*i - j*j) >= 10 for i in x for j in x if i \
    != j) and len(x) > 995

def f30(x: List[int]):
    return all([123*x[i] % 1000 < 123*x[i+1] % 1000 and x[i] in range(1000) \
    for i in range(20)])

Figure G.7: The last 15 puzzles in the user study.
Figure G.8: Years of Python programming experience distribution of our study participants. For post study analysis purposes, we split the group by the median (3 years) to beginners and experienced programmers. The right violin plot shows the fraction of puzzles solved by participants with different years of experience. The lines in the violin show the four quartiles.

Figure G.9: Fraction of participants, divided to experienced and beginners, that solved each of the 30 puzzles in less than 6 minutes.

Figure G.10: The time that participants spent on each study puzzle, up to 360 seconds per puzzle. For unsolved puzzles, we count the time as using the full 6 minutes. The orange colored areas on the right show the time distribution for beginner Python coders with less than three years experience (10 out of 21). The blue colored areas on the left present the solving time distribution per puzzle for users with at least three years of experience in Python.
from typing import List

def f1(s: str):
    return "Hello " + s == "Hello world"

def g1():
    return "world"

assert f1(g1())

def f2(s: str):
    return "Hello " + s[::-1] == "Hello world"

def g2():
    return "world"[::-1]

assert f2(g2())

# skipping two puzzles, see Figure C.3

assert f5(g5())

def f6(moves: List[List[int]], num_disks=8):
    state = [1] * num_disks
    for [i, j] in moves:
        assert state.index(i) <= (state + [1, 2, 3]).index(j), "bigger disk on top"
        state[state.index(i)] = j
    return state == [3] * num_disks

def g6(num_disks=8):
    # Algorithm is equivalent to moving all disks.
    # From https://en.wikipedia.org/wiki/Tower_of_Hanoi#Advanced_computer_algorithm
    def hanoi(n, p, q, r):
        if n > 0:
            hanoi(n - 1, p, r, q)
            moves.append([p, r])
            hanoi(n - 1, q, p, r)
    moves = []
    hanoi(num_disks, 1, 2, 3)
    assert f6(moves, num_disks)
    return moves

And a valid completion from Codex, the smaller cushion-codex engine, was:

Figure H.1: A solution to the Tower of Hanoi puzzle found by the small Codex. The Wikipedia page link generated by the model indeed contains (though not in the Advanced computer algorithm section) a solution to a slightly different formulation of this puzzle, see Figure H.2. Note that the medium prompt doesn’t mention the name of the puzzle. Codex made the correct association, and adjusted the solution code to the state-based representation of this puzzle as given in f6. Interestingly, replacing the use of disks in the puzzle’s variable names with other non-descriptive options seems to prevent Codex from solving this puzzle.
A = [3, 2, 1]
B = []
C = []

def move(n, source, target, auxiliary):
    if n > 0:
        # Move n - 1 disks from source to auxiliary, so they are out of the way
        move(n - 1, source, auxiliary, target)
        # Move the nth disk from source to target
        target.append(source.pop())
        # Display our progress
        print(A, B, C, '##############', sep='
')
        # Move the n - 1 disks that we left on auxiliary onto target
        move(n - 1, auxiliary, target, source)

# Initiate call from source A to target C with auxiliary B
move(3, A, C, B)

Figure H.2: The algorithm from https://en.wikipedia.org/wiki/Tower_of_Hanoi#Recursive_implementation (November, 2021) that solves Tower of Hanoi for a representation in which the three towers are lists with disk indices.