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ABSTRACT

Across the United States, a growing number of school districts are turning to matching algorithms to assign students to public schools. The designers of these algorithms aimed to promote values such as transparency, equity, and community in the process. However, school districts have encountered practical challenges in their deployment. In fact, San Francisco Unified School District voted to stop using and completely redesign their student assignment algorithm because it was frustrating for families and it was not promoting educational equity in practice. We analyze this system using a Value Sensitive Design approach and find that one reason values are not met in practice is that the system relies on modeling assumptions about families’ priorities, constraints, and goals that clash with the real world. These assumptions overlook the complex barriers to ideal participation that many families face, particularly because of socioeconomic inequalities. We argue that direct, ongoing engagement with stakeholders is central to aligning algorithmic values with real world conditions. In doing so we must broaden how we evaluate algorithms while recognizing the limitations of purely algorithmic solutions in addressing complex socio-political problems.

CCS CONCEPTS

• Human-centered computing → Human computer interaction (HCI).
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1 INTRODUCTION

Algorithmic systems are increasingly involved in high-stakes decision-making such as child welfare [12, 73], credit scoring [34, 63], and law enforcement [7]. Documented instances of discriminatory algorithmic decision-making [4, 7, 19, 63] and biased system performance [9, 13, 62, 80] have prompted a growing interest in designing systems that reflect the values and needs of the communities in which they are embedded [31, 82]. However, even when systems are designed to support shared values, they do not always promote those values in practice [81]. One reason why an algorithmic system may not support values as expected is that these expectations rely on modeling assumptions about the world that clash with how the world actually works. In this paper, we examine one such breakdown, the San Francisco Unified School District’s student assignment algorithm, to study where and how those clashes occur and to offer paths forward.

San Francisco has a long history of heavily segregated neighborhoods which has resulted in segregated schools when students attend their neighborhood school [43]. In 2011, in an effort to promote educational equity and racially integrated classrooms, San Francisco Unified School District joined many cities across the country who were turning to assignment algorithms to determine where students go to school [43]. Rather than enrolling in their neighborhood school, students submit their ranked preference list of schools to the district, and the algorithm uses those preferences along with school priorities and capacity constraints to match students to schools. These algorithms have been met with great excitement for their potential to provide more equitable access to public education and give families more flexibility compared to a neighborhood-based assignment system [50]. By 2018, however, diversity in schools had instead decreased and parents were frustrated by an opaque and unpredictable process [43]. In fact, many schools were now more segregated than the neighborhoods they were in [70]. The algorithm had failed to support the values its designers had intended and the San Francisco Board of Education voted for a complete overhaul and redesign of the system [43].

Following a Value Sensitive Design approach, we ask two central questions: 1) What values were designers and policy-makers hoping this algorithm would support? 2) Why were those values not met in practice? To answer these questions we first analyzed the school district’s publicly available policy documents on student assignment and conducted a review of the relevant economics literature where matching algorithms for student assignment have been developed. To answer the second question, we conducted an empirical investigation into how the algorithm is used in practice. We conducted 13 semi-structured interviews with parents in San Francisco who have used the assignment system and performed content analysis of 12 Reddit threads where parents discussed the algorithm. We complement our qualitative findings with quantitative analysis of application and enrollment data from 4,594 incoming kindergartners in 2017. This triangulation of methods enables us to paint a richer picture of the whole ecosystem in which the algorithm is embedded.

We found that the algorithm failed to support its intended values in practice because it’s theoretical promise depended on modeling assumptions that oversimplify and idealize how families will behave and what they seek to achieve. These assumptions overlook the complex barriers to ideal participation that many families face, particularly because of socioeconomic inequalities. Additionally, the system designers vastly underestimated the cost of information acquisition and overestimated the explainability and predictability of the algorithm. In contrast to expectations that the algorithm would ensure an transparent, equitable student assignment process, we find widespread strategic behavior, a lack of trust, and high levels of stress and frustration among families.

Student assignment algorithms promise a clear, mathematically elegant solution to what is in reality a messy, socio-political problem. Our findings show that this clash can not only prevent the algorithm from supporting stakeholders’ values, but can even cause it to work against them. Human-centered approaches may help algorithm designers build systems that are better aligned with stakeholders’ values in practice. However, algorithmic systems will never be perfect nor sufficient to address complex social and political challenges. For this reason, we must also design systems that are adaptable to complex, evolving community needs and seek alternatives where appropriate.

2 RELATED WORK

In this work we build on two major areas of related work: work in economics on designing and evaluating matching algorithms for student assignment; and literature in HCI on Value Sensitive Design. We end with a review of literature that examines the role of modeling assumptions in algorithmic systems. In this paper we use the term “algorithmic system” or “student assignment system” to broadly refer to the matching algorithm as well as the district’s processes and families’ practices that make up a part of the application and enrollment process.

2.1 Matching Algorithms for Student Assignment

Economists have developed matching algorithms to find optimal assignments between two sides of a market based on each side’s preferences [33, 77]. These algorithms have since been applied to numerous real world markets, such as university admissions and organ donation [69]. Abdulkadiroğlu and Sönmez proposed two variants of matching algorithms1 for assigning students to public schools [2]. In these systems, each student submits a ranked list of schools that they would like to attend. Schools may have priority categories for students, such as siblings or neighborhood priorities. Students’ preferences are used in conjunction with school priorities to assign each student to an available school seat. These algorithms have promising theoretical properties that should ensure a fair and efficient allocation of seats. For example, they are strategy-proof, meaning students cannot misrepresent their preferences to guarantee an improved outcome. They also produce assignments

---

1Deferred Acceptance (DA) [33] and Top-Trading Cycles (TTC) [77] are both used for student assignment. Student-optimal DA finds the stable matching that most efficiently satisfies student preferences, while TTC finds a matching that is Pareto-efficient in the satisfaction of student preferences but is not guaranteed to be stable.
that efficiently satisfy students’ preferences. Student assignment systems based on matching algorithms have been championed for their potential to advance equitable access to high quality education, create more diverse classrooms, and provide more flexibility to families compared to a traditional neighborhood system [50].

As these systems have been implemented in the real world they have faced new types of challenges, such as confusion for families and decreasing classroom diversity. Patankar suggests that early theoretical literature overlooked or oversimplified challenges of practical importance [66]. Economists have employed empirical methods to further understand strategic behavior [25, 26, 39, 41, 45, 49, 65, 68], information needs [17, 40, 47], and diversity constraints [35, 36, 42, 46, 53, 60, 64]. While these approaches improve some technical shortcomings of the systems, they do not study the values supported by the design of the system itself as well as the human factors that shape how it is used in practice.

In this paper we take a human-centered approach and study parents and policy-makers to gain a deeper understanding of their values, attitudes, understandings, and uses of the student assignment system in practice. Kasman and Valant warn that student assignment algorithms are subject to strong political forces and are easily misunderstood [50]. They argue that the ultimate success of matching algorithms for student assignment will depend on how people interact with them [50]. Prior work in HCI has studied human values with respect to matching algorithms in experimental settings [55, 56]. Central concerns for participants included the algorithms’ inability to account for social context, the difficulty of quantifying their preferences, and the lack of opportunities for compromise [55]. We build on this work and study stakeholders’ values with respect to a high-stakes matching algorithm that has been in use for almost a decade to assign students to public schools. Further, we focus on why the values that these algorithms theoretically support, like transparency and equity, have not been promoted in practice.

2.2 Value Sensitive Design

Value Sensitive Design (VSD) is a theoretically grounded methodology to identify and account for stakeholders’ values in the design of new technologies [32]. In Value Sensitive Design, “values” are broadly defined as “what a person or group of people consider important in life,” although values with ethical import are considered especially important [31]. VSD is a tripartite methodology, involving conceptual, empirical and technical investigations in an iterative and integrative procedure [32]. In the conceptual stage, designers identify stakeholders’ relevant values. Empirical investigations examine stakeholders’ interactions with the technology and how they apprehend values in practice [23, 30]. Technical investigations explore how the properties and mechanisms of a particular technology support or hinder values. VSD takes a proactive stance: values should ideally be considered early on and throughout the design process [23]. However, VSD can also be applied retrospectively to evaluate deployed systems with respect to human values [32]. We apply VSD methodology to understand what values San Francisco Unified School District’s assignment algorithm was designed to support, and why it has not supported those values in practice, leading to its redesign.

Zhu et al. adapt the VSD framework to the design and analysis of algorithmic systems through “Value-Sensitive Algorithm Design” (VSAD) [82]. VSAD emphasizes the need to evaluate algorithms based on whether they are acceptable to stakeholders’ values, whether they effectively address the problem they were designed for, and whether they have had positive broader impacts [82]. This is in contrast to traditional evaluation procedures for algorithmic systems, which depend heavily on narrow, quantitative success metrics [82]. Subsequent work has applied the VSAD framework to reveal stakeholder values in the context of a machine learning algorithm used to predict the quality of editor contributions on Wikipedia [79]. The authors emphasize the need to integrate values not only into the design of the algorithm itself, but also into the user interface and work practices that form a part of the algorithmic ecosystem [79]. This is consistent with the interactional principle in VSD, which dictates that “values are not embedded within a technology; rather, they are implicated through engagement” [23].

As VSD has been developed and more widely adopted, researchers have encountered some challenges [10, 23, 54]. One challenge is resolving value conflicts, both between stakeholders with different beliefs [29] and between competing values [78]. However, even when stakeholders agree on important values, it can be difficult to predict whether a technology that supports a value in theory will actually uphold that value when the system is deployed in the real world. Zhu et al. apply VSAD to design and evaluate an algorithm to recruit new editors to Wikipedia communities [82]. They found that their algorithm was acceptable and helpful to the community, but also discovered unanticipated shortcomings. For instance, only more experienced newcomers increased their contributions in response to the recruitment outreach [82]. Ames offers another example of values breakdown, contrasting the intended values of the One Laptop Per Child project, such as productivity, with the consumptive values that were enacted in practice [5].

Researchers have identified various causes of breakdowns between intended values and values in practice. Ames’s work highlights the importance of understanding local needs in the context where a technology is to be deployed. Manders-Huis argues that problems can arise when designers misunderstand stakeholders’ values, or because stakeholders’ values changed over time [58]. Similarly to this work, Voidsa et al. find that tension arises from a misalignment between how a computational system operationalizes a value and how the people who use the system understand that value [81]. We build on these findings by examining a clash between algorithmic logics and real-world goals and practices. We connect these challenges to emerging work studying the role of modeling assumptions and abstraction in algorithmic breakdown.

2.3 Modeling Assumptions in Algorithmic Systems

All algorithmic systems rely on an implicit model of the world in order to compute on it. Any model is a simplified abstraction of reality but the simplifying assumptions often go unstated [11]. For example, Selbst et al. describe the algorithmic frame in supervised machine learning, in which each observation in labeled training data represents an abstraction of some real-world entity, often a human being [76]. The authors warn that algorithmic systems can
break down if they rely on abstractions that do not capture important aspects of the interactions between technical and social systems. Researchers have documented challenges both when assumptions are too broad, and when they are overly narrow. For instance, Chancellor et al. identified significant inconsistency in how researchers conceptualize and model humans when using machine learning to predict mental health [15]. In contrast, Saxena et al. found an overly narrow focus on risk prediction in the U.S. child welfare system that oversimplifies the complexity of the domain’s needs [73].

In the student assignment context, Hitzig identified how matching algorithms rely on an abstraction of the world that makes strong, unstated normative assumptions regarding distributive justice [48], or the appropriate distribution of benefits and burdens in a group. The matching paradigm assumes that the ideal outcome is the one where every student is assigned to their first choice school. Hitzig points out that this emphasis on efficiency may not align with school districts’ goals, but is often framed in economics as objectively optimal rather than only one of many ways to distribute resources.

This work demonstrates how unstated, erroneous modeling assumptions about the world can break an algorithmic system. Baumer argues that this breakdown can occur when an algorithm’s designers and stakeholders do not share a common understanding of the system’s goals and limitations [8]. We expand on this work by exploring how the designers of matching algorithms for student assignment relied on certain modeling assumptions about the world in order to justify their designs with respect to values like equity and transparency. We analyze the breakdown of the student assignment algorithm in San Francisco as a case study of what happens when these assumptions clash with stakeholders’ real-world goals and constraints.

3 METHODS

Our goal in this research is to understand the values that San Francisco Unified School District’s (SFUSD) student assignment system was designed to support and compare and contrast these to parents’ experiences in practice. Following Value Sensitive Design methodology [31], we begin with a conceptual investigation drawing on prior literature in economics and SFUSD policy documents to identify the values the system was intended to promote. Then, we conduct a mixed-method empirical investigation to understand why the system ultimately did not support those values and needed to be redesigned.

3.1 Data Collection

We collected data from three sources to understand the district’s policy goals (how the system was intended to work) and parent experiences (how the system has actually worked).

3.1.1 District Policies. We collected two official documents from SFUSD to understand the district’s policy goals, their justification for their original design in 2011, and the reasons they voted for a redesign in 2018. We accessed the official policy describing the existing assignment system [72] and the resolution that approved the ongoing redesign [43] from the enrollment section of SFUSD’s website.

3.1.2 Parent Perspectives. We collected parent experiences in two primary formats: through interviews with parents, and from public online discussions on social media. The interviews allowed us to ask questions and prompt parents to reflect on and dig deeper into their experiences with the assignment system. The online discussions provide potentially less filtered reflections shared without the presence of researchers and reveal how parents seek and share information online. We supplement this data with a presentation titled “Reflections on Student Assignment” by the African American Parents Advisory Council (AAPAC) [3], which was also downloaded from the enrollment section of SFUSD’s website.

We conducted semi-structured interviews with 13 parents who have used the student assignment system to apply for elementary schools in SFUSD. We recruited parents through four parenting email and Facebook groups by contacting group administrators who shared a brief recruitment survey on our behalf. During the interview, we asked participants to describe their application and enrollment experiences, and to reflect on their understanding of the assignment algorithm. Interviews were 45 minutes and participants received a $30 gift card. All interviews were conducted over the phone in English between February and August 2020.

12 parents completed a demographic survey. Parents reported their income as low income (1), middle income (5), and upper-middle to high income (4) and identified their race or ethnicity as white (4), Asian (3), Chinese (2), white and Hispanic (1), white and Middle Eastern (1), and Vietnamese (1). The 12 respondents reside in six different zip codes in the city. In all 12 households one or more parents had a Bachelor’s degree and in nine households the highest level of education was a graduate degree. To preserve participant privacy, we identify participants in this paper by unique identifiers P1 through P13.

We supplement the interview data with twelve Reddit threads posted on the r/sanfrancisco subreddit between 2016 and 2020. These threads were selected by conducting a comprehensive search of r/sanfrancisco using the search term “school lottery,” as it is commonly known to parents. Each post was reviewed to ensure that it was a discussion of the current SFUSD assignment algorithm. From the twelve threads made up of 678 posts and comments, we manually coded content where the author demonstrated first-hand experience with the assignment algorithm, resulting in a final dataset of 128 posts from 83 contributors. Excluded posts were those that were off topic or presented the author’s political view rather than their personal experiences with the system. We paraphrase this content to protect the users’ privacy.

3.1.3 Application and Enrollment Data. We complement our qualitative data about parent experiences with publicly available, de-identified kindergarten application data from 2017 to understand higher-level trends in how parents use the system. For each of the

---

[1] https://www.sfusd.edu/schools/enroll/ad-hoc-committee. Accessed April, 2020.
[2] https://reddit.com/r/sanfrancisco
[3] Search conducted using the PushShift Reddit repository at https://redditsearch.io.
[4] The data was collected as part of a public records request by local journalist Pickoff-White for a story about how parents try to game the system [67]. The data is available at https://github.com/pickoffwhite/San-Francisco-Kindergarten-Lottery.
In order to understand the district’s values for student assignment and the reasons why the assignment algorithm has not supported these values, we conduct inductive, qualitative content analysis [59] and quantitative data analysis.

3.2.1 Qualitative Analysis. Our qualitative dataset was made up of district policy documents and community input, interview transcripts, and Reddit content. We performed an open-ended inductive analysis, drawing on elements of grounded theory method [16]. We began with two separate analyses: one to understand the district’s values and policies; and a second to understand parent experiences and perspectives. The authors met regularly throughout the analysis to discuss codes and emerging themes. In both analyses we began by conducting open coding on a line-by-line basis using separate code books [16]. We then conducted axial coding to identify relationships between codes and higher level themes. In the axial coding stage for the SFUSD policy documents, we identified three high level codes relevant to our research questions: Values: What are the district’s values and goals for student assignment?; Mechanism: How was the district’s current system expected to support their values?; and Challenges: Why did the district ultimately decide to redesign the system? Next, we analyzed parent perspectives from the community input documents, interview transcripts, and Reddit content. We conducted two rounds of open coding. First, we focused only on these three data sources. We identified codes that included “priorities,” “algorithmic theories,” and “challenges.” Then, we linked the open codes from the first round to the challenges identified in the policy documents. We found that challenges parents described in our parent perspectives dataset were relatively consistent with those described in the policy documents and we reached theoretical saturation after approximately ten interviews.

3.2.2 Quantitative Analysis. We linked the application dataset to publicly available school-level standardized test results in order to understand how families use the system to access educational opportunities. We accessed third grade results in the California Smarter Balanced Summative Assessments in 2017-2018, provided by the California Department of Education.6 We conducted exploratory data visualization to investigate trends in preferences. We measure variation in preferences by race and CTIP1 priority status in order to gain insight into if and how participation varies across groups differently impacted by structural oppression and historical exclusion from high quality education. We present quantitative findings using visualizations to include all students. When comparing summary statistics we use the bootstrap7 method to estimate statistical significance [27]. For this analysis we used third grade standardized test results as a rough estimate of resources and opportunities at each elementary school. We recognize that there are many ways in which schools provide value to children that are not reflected in standardized test results.

4 STUDENT ASSIGNMENT IN SAN FRANCISCO: INTENDED VALUES

In this section, we present our findings on the values that San Francisco Unified School District (SFUSD) intended their student assignment system to support. In the next section we analyze why this system did not realize those values in practice.

SFUSD has been utilizing different choice-based systems to address educational inequality in the district for almost forty years [70]. Although the mechanism for assigning students to schools has changed significantly over time, SFUSD has been consistent in their values and goals for student assignment. Their current policy designates three primary goals:

1. “Reverse the trend of racial isolation and the concentration of underserved students in the same school;"
2. “Provide equitable access to the range of opportunities offered to students; and"
3. “Provide transparency at every stage of the process.” [72]

In addition, they emphasize the importance of efficiently utilizing limited district resources, ensuring predictability and ease of use for families, and creating robust enrollments at all schools.

In SFUSD’s current assignment system [70], students or their parents apply for schools by submitting their preferences: a ranked list of schools they would like to attend (Figure 2). To increase flexibility and access to opportunities, students can rank any school in the district and there is no limit on the number of schools they can rank. The district also defines priority categories. Elementary schools give top priority to siblings of continuing students and then to underserved students. Underserved students are defined as those living in neighborhoods with the schools that have the

---

6Data available at urlhttps://caaspp-elpac.cde.ca.gov/caaspp/ResearchFileList. We link the school achievement data to the applications by state-level (CDS) code. The preference data contains only school numbers, a district-level coding scheme. SFUSD has published a document linking these district school numbers to the school name and state-level (CDS) codes http://web.sfusd.edu/Services/research_public/rapde_lib/SFUSD%20CDS%20Codes%20SchYr2012-13_(08-20-12).pdf.

7We use percentile intervals to estimate confidence intervals and the bootstrapped t-test to estimate p-values for differences in means using 10,000 re-samples, following [27]. Groups (race and CTIP1) are re-sampled independently.
Figure 2: The matching algorithm takes students’ preferences over schools and schools’ pre-defined priority categories as inputs and outputs the most efficient assignment of students to schools.

The matching algorithm\footnote{The Top Trading Cycles algorithm.} takes student preferences and school priorities and produces the best possible assignments for the students subject to the schools’ priorities and capacity constraints. Importantly, the resulting assignments from this algorithm are guaranteed to efficiently satisfy student preferences not school priorities. School priorities are only used to determine which students are assigned to over-demanded seats. The matching algorithm is also strategy-proof, meaning that it can be theoretically proven that families do not benefit from manipulating their preferences to game the system.

We consolidated the school district’s stated goals for student assignment into four high-level values: (1) transparency, predictability and simplicity; (2) equity and diversity; (3) quality schools; and (4) community and continuity (Table 1). In this section, we described the system that was expected to support these values. In the next section, we explore why these expectations were not met in practice.

5 ALGORITHMIC BREAKDOWN: VALUES IN PRACTICE

In December 2018, San Francisco Board of Education determined that the algorithm was not working as intended \cite{43}. While the number one stated goal of the algorithm was to “reverse the trend of racial isolation and the concentration of underserved students in the same school,” the Board found that segregation had increased since the algorithm was introduced and there was widespread dissatisfaction amongst parents \cite{71, 72}. The assignment algorithm had failed to respect the values that it was designed to support and the Board voted to stop using it and to design a new system. In this section we present our findings that help explain why.

For each of the district’s four high-level values for student assignment (Table 1), we first review the theoretical properties and promises of the algorithm related to that value: why would economists and district policy-makers expect that the system would respect that value? Next, we analyze what implicit modeling assumptions those expectations depend on. Finally, we explain how families’ needs, constraints, and values in the real world clashed with system designers’ assumptions about them, which prevented the algorithm from meeting its theoretical promises and enacting the district’s values in practice.

5.1 Transparency, Predictability, and Simplicity

5.1.1 Theoretical promises. Matching algorithms are clearly and explicitly defined procedures. This differentiates them from assignment systems based on imprecise admissions criteria, which have historically been more difficult to justify and have led to legal disputes \cite{2}. If a student wants to understand why they did not receive an assignment they were hoping for, the algorithm’s decision can be explained. Matching algorithms are also provably strategy-proof. That is, students cannot guarantee a more preferable assignment by strategically misrepresenting their preferences. Strategic behavior requires time and effort, so preventing strategic advantages is critical not only for simplicity and efficiency, but also for ensuring that all families can participate equally.

5.1.2 Modeling assumptions: families will accept their assignment as fair and legitimate as long as the algorithm’s logic is explained.

\footnote{In this work we identify the school district’s values and draw on families’ experiences to explain why they haven’t been supported. The district’s values may not completely align with families’ values. We assume that satisfying families is one of the district’s priorities, and we find substantial overlap between the four district values and what parents in our sample find important. We leave a detailed analysis of families’ values to future work.}

\footnote{SFUSD uses a variant of the Top Trading Cycles algorithm \cite{77}. See \cite{2} for a technical analysis of Top Trading Cycles in the student assignment context or \cite{69} for a more broadly accessible introduction to market design.}
Assignment algorithms have theoretical properties aligned with these values. However, the San Francisco assignment algorithm’s theoretical promises have not been realized because they rely on modeling assumptions that clash with real world challenges.

Table 1: We consolidated the San Francisco Unified School District’s goals for student assignment into four overarching values. Assignment algorithms have theoretical properties aligned with these values. However, the San Francisco assignment algorithm’s theoretical promises have not been realized because they rely on modeling assumptions that clash with real world challenges.

| Value                          | Promises and Properties                                                                 | Modeling Assumptions                                                                 | Real World Challenges                                                                 |
|-------------------------------|----------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------|
| Transparency, predictability, and simplicity | Algorithm has a clearly defined procedure. Assignments are explainable.               | The district provides accessible, clear information. Families want and understand explanations. Families do not try to game the system. | Finding and understanding information is difficult. Some parents try to game the system. There is a lack of trust: assignments are perceived as unpredictable and unfair. |
| Equity and diversity          | Any student can apply to any school. Underserved students are given priority access.   | All families participate equally and the all-choice system offers identical opportunities to all families. | Time, language and economic constraints create participation barriers for lower resourced families. |
| Quality schools               | Competition for applicants will drive up the overall quality of schools in the district. | Families base their preferences on accurate estimates of school quality. Schools can respond to competitive pressures. | Competition is driven by social signalling and negative stereotypes. Underserved schools lack resources to attract applicants. |
| Community and continuity      | Priority for siblings and students in the school’s attendance area.                    | Schools have sufficient capacity to handle demand from siblings and neighborhood children. | A lack of guaranteed access to local schools frustrates families living in neighborhoods with very popular schools. |

Parents face a significant information cost to understand the various opportunities available across the city. There are 72 elementary school programs in SFUSD [43]. Parents indicated that researching schools is a burdensome time-commitment. In-person school visits are a popular source of information when forming preferences, but these visits are time-intensive and logistically difficult.

Online information is another widely used source, but school information is not centralized, nor is it consistent across schools. A number of parents mentioned the difficulty of navigating online district resources:

> “It’s like a full time job doing all the school tours.”
> (P7)

> Finding and gathering the information about the schools from the district is a mess.
> (P11)

None of the parents we interviewed felt that they had a clear understanding of how the algorithm works. The algorithm is colloquially known to parents as “the lottery.” Although the algorithm has only a small lottery aspect to break ties between students with the same priority, many believe it is mostly or entirely random.

> “I’m not really that confident in their actual lottery system. It could be bingo in the background for all I know.”
> (P4)

This leaves families feeling a lack of agency and control over their child’s education.

> “I mean, the word itself, lottery, most of it is random. I don’t feel like we can do anything at all.”
> (P5)

Confused and frustrated by district resources, parents frequently seek advice from other parents online and in-person. Reddit users sought and shared complex strategies, sometimes relying on substantial independent research. This is consistent with prior work showing that advice sharing in social networks can encourage strategic behavior [25, 26]. Advice from other families is often conflicting and unclear, further exacerbating confusion about the system.

> “We also got different advice from different parents. They’re very, very different from each other. Some people say, “Put in as many schools as possible,” and some people say, “No, just put two schools that you really wanted, and then you have a higher chance of getting those.””
> (P5)

The 2017 application data indicates that strategic behavior may be more widespread amongst more privileged families. On average, families who were eligible for the CTIP1 priority for underserved
students ranked 5.5 schools in their application (95% confidence interval (CI): 5.0–6.2 schools), while families in other areas of the city ranked an average of 11.6 (95% CI: 11.2–12.1 schools; difference in means: p = 0.00) (Figure 3). 96% of families eligible for CTIP1 priority were assigned their first choice, so this difference may reflect these families’ confidence that they will get one of their top choices. On the other hand, it may reflect disparities in access to the time and resources needed to research schools and strategies. White students submitted especially long preference lists (mean = 16.5; 95% CI: 15.6–17.6), a further indication that strategic behavior is more popular with families with more structural advantages.

Receiving an unfavorable assignment was a major concern for families in our sample. The district offers multiple rounds of the assignment algorithm, which many parents participate in if they are dissatisfied with their child’s assignment. However, this process can be long, uncertain, and frustrating. Some parents received the same assignment every round with no further explanation or assistance.

"...The first announcement that we got [...], I actually wasn’t that upset. I said, "You know what, there’s more rounds. [...] We could stick it out." But I was really upset at the second one because there was literally no change. And that really had me questioning, "I’m just trying to play by the rules. Should I not trust this any more than it’s going to work out?" (P9)"

Parents on Reddit recommended unofficial avenues for recourse, many of which require substantial time and resources. These include going in person to the enrollment office repeatedly to request reassignment, remaining on waiting lists up to ten days into the school year, and opting out of the public school system altogether.

Overall, a complicated algorithm together with a shortage of transparent and accessible information has fostered distrust and frustration amongst parents in the district. Distrust is fuelled by perceptions that the system is random and unscientific, and that it allows parents with more time and resources to gain an unfair advantage.

"It’s definitely convoluted. It’s definitely multilayered, it’s complex. And that favors people who have the time and the wherewithal to figure it out. [... ] The complexity invites accusations of [corruption] and does not inspire trust (P9)"

5.2 Diversity and Equity

5.2.1 Theoretical promises. The assignment system is an all-choice system with unrestricted preference lists, so any student can apply to any school in the district. Compared to a neighborhood system, or even more restricted choice systems, this design has the potential to enable more equitable access to educational opportunity. In an effort to promote equitable access to education and diverse schools, SFUSD has added the CTIP1 priority category, which gives priority admission at over-demanded schools to students from neighborhoods with under-performing schools.

5.2.2 Modeling assumptions: all families participate equally in the system and the all-choice system offers identical opportunities to all families. CTIP1 students prefer to attend over-demanded schools if they can access them. Applicant pools reflect the racial and socioeconomic diversity of the city.

5.2.3 Real world challenges. Although an all-choice system offers greater flexibility than a neighborhood system, our results show that families with fewer resources face significant barriers to ideal participation in SFUSD’s choice system. Although families can rank any school on their application, some families are not able to choose the schools that offer the greatest opportunities. Preferences are segregated by race and income, preventing the algorithm from creating diverse assignments.

Our results indicate that the all-choice system does not offer identical opportunities to all families. Every family can apply to any school, but that does not mean that every family can actually access every school. For example, transportation logistics can be a significant challenge. When choosing a kindergarten for their child, P1 met with an education placement counselor at SFUSD to understand the special education services offered across the district. P1 recalled their response to one of the counselor’s suggestions:

"So, you are telling me this school is [...] three blocks uphill and we’re supposed to do that with a kindergartner and no car? [...] There’s no way that on my worst day that I would be able to drag my kindergartner with special needs uphill in the rain. (P1)"

The CTIP1 priority is potentially a useful advantage for underserved students. In 2017, 96% of students who were eligible for this priority were assigned their first choice school, compared to 58% of students without this priority. However, CTIP1 priority is only useful for advancing educational equity if these students can actually use it to enroll in well-resourced schools. In 2017, students with CTIP1 priority enrolled in schools with lower academic outcomes than other students (Figure 4). On average, underserved students enrolled in a school where 45.0% of third graders met or exceeded expectations in the English Language Arts/Literacy exams (95% CI: 43.2% – 46.7%), compared to 57.2% (95% CI: 56.5% – 57.9%) of students at the average school that other students enrolled in (difference in means: p = 0.00). This difference points to persisting inequities in access to higher resource schools that priority assignment is insufficient to address. CTIP1 priority cannot, for example, help students access schools that are physically inaccessible for them. Social factors may also influence choice patterns. For instance, the African American Parent Advisory Council (AAPAC) has raised concerns that Black students in San Francisco continue to face racism and biases in racially diverse classrooms [3].

These findings are consistent with prior work showing that while proximity and academics are important to most families, more privileged parents tend to put more emphasis on a school’s academic performance [1, 14, 46], while parents from low-income or racially marginalized backgrounds may be more likely to prioritize proximity [53] or representation of students from a similar background [46]. As a result of differences in students’ preferences, applicant pools...
at schools across the city are segregated by race and income. This prevents the algorithm from creating diverse assignments [43, 53].

5.3 Quality Schools

5.3.1 Theoretical promises. System designers have suggested that choice systems indirectly improve school quality. For instance, Pathak argues that matching mechanisms create competition between schools, which pushes under-demanded schools to improve in order to attract applicants and sustain their enrollment [66]. In addition, Pathak points out that an algorithmic system based on student preferences creates a useful source of demand data for the district to target interventions or closures at underenrolled schools [66].

5.3.2 Modeling assumptions: a competitive market will drive up the overall quality of offerings. This assumes that demand is driven by accurate estimates of school quality.

5.3.3 Real world challenges. Unfortunately, competition in SFUSD has not resulted in an improvement in educational opportunities and outcomes across the district [43]. Our findings reveal that parents base their preferences on noisy signals of school quality. Still, some students depend on under-demanded schools and are harmed by under-enrollment and school closures.

Our results suggest that parents’ preferences are strongly shaped by social learning and stereotypes. Many parents reported using other parents’ opinions and experiences of schools to inform their preferences. Some feel that a few schools are disproportionately regarded as the “best” schools in the city. Parents on Reddit attested that many good schools are unfairly dismissed by more advantaged parents, sometimes on the basis of thinly veiled racist and classist stereotypes. Standardized test scores or aggregate scores like those reported by greatschools.org are another popular source of information. Though seemingly more objective, these measures are heavily correlated with resources and demographics at schools [6], further exacerbating preference segregation. In the presence of these types of competitive pressures, well-resourced schools struggle to maintain robust enrollments [43]. SFUSD believes the algorithm has created “unhealthy competition” between schools, resulting in schools ranging in size from 100 to nearly 700 students [71].

While Pathak argues that choice patterns are useful in determining which schools to close and which to support and expand [66], this overlooks the correlation between demand patterns and existing patterns of inequality. Under-enrollment and school closures can seriously harm the communities at those schools, which often serve predominantly poor students of color [28, 37]. SFUSD has acknowledged the need to more equitably distribute resources, but it can be politically difficult to direct resources to schools with low demand and enrollment [72].

5.4 Community and Continuity

5.4.1 Theoretical promises. SFUSD’s sibling and attendance area priority categories are designed to encourage a sense of community and cohesion for families. In addition, students attending PreK or Transitional Kindergarten in the attendance area are given priority to ensure continuity for students.

5.4.2 Modeling assumptions: schools have sufficient capacity to handle demand from siblings and neighborhood children.

5.4.3 Real world challenges. Many families are dissatisfied by a lack of access to their local schools. In many neighborhoods there is a mismatch between demand for the attendance area school and its capacity. In fact, current attendance area boundaries are drawn such that some schools do not have the capacity to serve every student in the attendance area [70]. As a result, the attendance area priority does not provide an acceptable level of predictability for those who want to enroll in their local school.

For parents living in neighborhoods with popular schools, access to their attendance area school is far from guaranteed. One Reddit user expressed frustration after they found out that they may not be able to enroll their child in their local school. Due to their family’s circumstances, they feared it would be impossible to get their child to a school further from home.
Parents in our sample value access to local schools for convenience and a sense of community. Under the existing system, two children who live close to each other may attend schools on opposite sides of the city. There are even neighborhoods in San Francisco where students are enrolled across all 72 elementary school programs [43]. Some parents felt that this dispersion undermines the educational experience for children:

“[I]t is really important for our children to bond and build relationships in their community. And they really connect to their education and their educational environment very differently [when they do]. (P1)

By underestimating the mismatch between demand for neighborhood schools and capacity at those schools, the assignment system has generated significant dissatisfaction among parents who live near popular schools. These parents are increasingly pushing for a return to a traditional neighborhood system. However, this would restrict flexibility and access to educational opportunities for many families across the city who use the system to enroll their children in schools other than their neighborhood school.12

6 DESIGN IMPLICATIONS FOR STUDENT ASSIGNMENT

In the previous section we showed how incorrect or oversimplified modeling assumptions have played a role in the breakdown of the student assignment algorithm in San Francisco. In this section we draw on these findings to present four design implications for student assignment systems: (1) provide relevant and accessible information; (2) (re)align algorithmic objectives with community goals in mind; (3) reconsider how stakeholders express their needs and constraints; and (4) make appropriate, reliable avenues for recourse available. We emphasize that student assignment is a complex, socio-political problem and our results and recommendations are our first step to better understanding it. In the future, we will continue this work focusing explicitly on the needs of underserved students. In the next section we discuss broader implications of this work for the design of algorithmic systems.

6.1 Provide relevant and accessible information

When looking for a school for their child, parents need to find schools that meet their needs, and then understand how to apply. Our research shows that information acquisition is very difficult, which leaves families with a sense of distrust and perceptions of randomness, unpredictability, and unfairness. However, more information is not always better. Information about algorithmic systems should be congruent with stakeholder needs and interests and should be limited to the most relevant information in order to minimize cognitive load [24]. In the student assignment setting, we found the most salient information for families is information about the schools available to them that best meet their needs. Relevant, accurate information should be easy to find and navigate. San Francisco Unified School District has recognized this need and has committed to making this information available in a variety of languages [43]. Further work is needed to understand what kind of information about schools will be relevant and helpful without exacerbating negative stereotyping and preference segregation.

Transparency information about the algorithm itself may also reduce stress and increase trust in the system, but only if this information is clear and useful [18, 52, 61]. The algorithmic information most relevant to parents in our sample is their chances of receiving a particular assignment. This information is currently difficult to find, in part because these probabilities depend on others’ preferences. However, this information may reduce stress and increase

---

12A district analysis showed that 54% of kindergarten applicants did not list their attendance area school anywhere in their preference list for the 2013-14 school year [70]. This is especially true of underserved students: according to the 2017 application data, around 75% of students who received CTIP1 priority enrolled in an elementary school outside of the CTIP1 census tracts. Schools in CTIP1 census tracts were determined according to the definition updated for the 2014-15 school year https://archive.sfusd.edu/en/assets/sfusd-staff/enroll/files/Revising_CTIP1_for_2014-15_SY.pdf.
predictability. One concrete goal moving forward could be to ensure that information about schools and admission probabilities are easily available.

6.2 (Re)Align algorithmic objectives with community goals in mind

SFUSD expected their assignment system to satisfy individual preferences and promote community-level goals like equitable access to education and diverse classrooms. However, the system has had limited success in promoting educational equity, and racial and economic segregation has worsened since it was introduced [43]. One reason for this breakdown is that the primary objective of matching algorithms is to efficiently satisfy students’ preferences, and in San Francisco students’ preferences are already heavily segregated by race and income [43]. This indicates a breakdown between community goals and what the algorithm is optimizing for.

The focus on satisfying students’ preferences can also obscure other problems. For example, if we look only at preference satisfaction, then underserved students appear to have a strong advantage in the current system. 96% of incoming kindergartners who were eligible for priority for underserved students received their first choice school in 2017, compared to only 58% of other students. However, underserved students continue to enroll in lower resourced schools and an opportunity gap persists between underserved students and others in the district. Due to the limitations of our sample, we cannot conclusively explain the reasons for segregated and unequal preferences. Nevertheless, these two challenges suggest that technical system designers need to work closely with policy-makers and community members to ensure that their algorithm’s objectives and evaluation metrics are aligned with higher-level goals and values.

6.3 Reconsider how stakeholders express their needs and constraints

Another way to make progress towards community goals is to reconsider how families express their values, needs, and constraints. Matching algorithms model families as independent, self-interested agents with some inherent preferences over schools. Schools are assumed to be merely “objects to be ‘consumed’ by the students” [2]. However, our findings highlight that preferences are based on limited information and are strongly shaped by social context. Schools are also important communities for children and their families. Researchers have found that matching algorithms for group decision-making do not give participants the space to understand each others’ concerns and arrive at compromises that might be natural in a negotiation amongst humans [55, 57]. One avenue for future work is to develop alternative methods for eliciting students’ preferences that better reflect their needs and allow for compromise and community building. For example, families could submit their weighted priorities over factors like language programs or proximity to their home. In our interviews we found that parents already make these types of comparisons frequently when researching schools. Such an approach might help shift families’ focus from how high their assigned school was in their personal ranked list to how their assigned school meets their needs and constraints and contributes to progress towards community-level goals.

6.4 Make appropriate, reliable avenues for recourse available

Because there is limited space at popular schools, some students will receive a disappointing assignment. There are multiple rounds of the algorithm for students who wish to appeal their assignment. However, our results suggest that this process can be frustrating and unpredictable. One concrete recommendation is to improve communication with parents throughout the process about their application status and their available next steps. Our findings also suggest that privileged stakeholders will continue to seek unofficial channels to achieve their goals. Therefore, future work developing fair processes for recourse should prioritize the needs of lower resourced stakeholders and design low cost appeals processes.

7 DISCUSSION AND FUTURE WORK

In the previous section, we suggested ways to improve student assignment algorithms to better support stakeholders’ values. In this section, we discuss the implications of our work for algorithm design more broadly and identify opportunities for future work.

This work presents an example of how incorrect assumptions can prevent a system from supporting intended values in practice. Direct engagement with stakeholders early on in the design process may help system designers identify incorrect or oversimplified modeling assumptions. For example, economists initially assumed that matching algorithms would be easy to explain to families and that the procedure would be perceived as fair. A value sensitive approach would have encouraged designers to engage with stakeholders early in the development process to gauge their perceptions and acceptance of the technology [82]. Economists may have discovered that stakeholders’ acceptance of matching algorithms for student assignment would depend heavily on social and political factors, such as pre-existing institutional trust in the school district.

Even with improved methods to align algorithm design with stakeholders’ values, unanticipated challenges will arise because algorithmic systems must rely on some abstractions and assumptions that will always be an imperfect approximation of the real world [11, 76]. Crawford analyzed sites of conflict between algorithms and humans, and has warned of the danger of understanding algorithmic logics as autocratic [22]. Instead, algorithmic systems should be accountable to community values beyond the formal design process and stakeholders should have ongoing opportunities to voice concerns, even after the system has been deployed [82]. Future work is needed to design algorithmic systems that are adaptable and flexible in response to this feedback.

In advocating for ongoing engagement with stakeholders, it is important to grapple with differences in power and participation among them [24, 82]. We need to design mechanisms for participation that are equitable and low-cost for lower resource families to voice their concerns [44]. In the student assignment setting, we found that convenience sampling strongly skewed our sample of parents towards higher resource parents with the time and motivation to voice their concerns. While building a system that serves all stakeholders is ideal, trade-offs are inevitable when systems impact a large number of stakeholders with diverse perspectives and needs [24, 82]. Avenues for participation should encourage deliberation of trade-offs and include safeguards to prevent powerful stakeholders...
from compromising important community values in order to design a system that better serves their own interests.

Designing systems while taking into account stakeholders with conflicting values and priorities will require a broader view of algorithmic performance. The research literature on matching algorithms has typically emphasized theoretical guarantees, such as whether assignments are efficient or stable. A human-centered analysis of algorithmic performance would involve evaluating the system in its real world context, along dimensions such as acceptance from stakeholders and broader impacts [82]. This is in contrast to typical practices in algorithmic fields such as machine learning, where algorithms are developed and evaluated with respect to narrow, quantitative metrics such as efficiency. A broader view of algorithmic performance may identify challenges that are central to stakeholders’ experiences with the system if not directly related to the algorithm’s design, such as the difficulty of forming a preference list.

Finally, we cannot expect that every algorithmic system can support community values if only the right design choices are made. Demand for a technology in the first place is often closely tied to particular politics, which may necessitate certain values and preclude others. For example, education researcher, Scott argues that modern school choice programs reflect a neoliberal ideology focused on empowering parents as consumers of educational opportunities for their child [74]. Advocates claim that school choice promotes educational equity by enabling underserved students to attend a school other than their neighborhood school. Assignment algorithms can support this approach to equity with technical features like priority categories or quota systems. However, this is not the only approach to educational equity. In fact, it offers limited benefits to those who do not have the time or resources to exercise informed choice [75]. A redistributive principle, on the other hand, would prioritize providing underserved students with educational opportunities in their own communities and protecting local students’ access to those resources [3]. Assignment algorithms cannot effectively support such an approach: increasing enrollment at under-demanded schools using an algorithm would require violating some students’ preferences and may be disruptive and harmful to the existing communities at those schools [3, 38]. Therefore, student assignment algorithms exist within and to uphold a political ideology that privileges individual choice sometimes at the cost of other values, such as democracy, resource equality, and desegregation [75]. This example shows why it is important not only to consider how certain design choices might support the values that stakeholders find salient, but also what values a technology necessitates or precludes based on the implicit politics of its existence. Value Sensitive Design does not provide an explicit ethical theory to designate what kinds of values should be supported [10, 58]. Therefore, in addition to an understanding of implicit values and politics, our analysis must include a commitment to justice [21] and accept refusal as a legitimate way of engaging with technology [20].

8 CONCLUSION

In this paper we conduct qualitative content analysis of parent experiences and district policies, and quantitative analysis of elementary school applications to understand why the student assignment system in place in San Francisco Unified School District has not supported the district’s goals and values. We identify four values that the system was intended to support: (1) transparency, predictability and simplicity; (2) equity and diversity; (3) quality schools; and (4) community and continuity. We identify how the algorithm’s theoretical promises to uphold these values depend on assumptions about how stakeholders behave and interact with the system, and explore the ways in which these assumptions clash with the properties and constraints of the real world. We discuss the implications of this work for algorithm design that accounts for complex and possibly conflicting values and needs.
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