When finite-size effects dictate the growth dynamics on strained freestanding nanomembranes
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We investigate the influence of strain-sharing and finite-size effects on the morphological instability of hetero-epitaxial nanomembranes made of a thin film on a thin freestanding substrate. We show that long-range elastic interactions enforce a strong dependence of the surface dynamics on geometry. The instability time-scale $\tau$ is found to diverge as $(e/H)^{-\alpha}$ with $\alpha = 4$ (respectively $8$) in thin (resp. thick) membranes, where $e$ (resp. $H$) is the substrate (resp. nanomembrane) thickness, revealing a huge inhibition of the dynamics as strain sharing decreases the level of strain on the surface. Conversely, $\tau$ vanishes as $H^2$ in thin nano-membranes, revealing a counter-intuitive strong acceleration of the instability in thin nanomembranes. Similarly, the instability length-scale displays a power-law dependence as $(e/H)^{-\beta}$, with $\beta = a/4$ in both the thin and thick membrane limits. These results pave the way not only for experimental investigation, but also, for the dynamical control of the inescapable morphological evolution in epitaxial systems.

1 Introduction

A huge amount of research has been devoted in the past decade to investigate nanomembranes (NM) and apply them in innovative devices especially in flexible electronics.1,2 They represent a credible alternative especially for group IV semiconductors to extend Moore’s law and circumvent its collapse due to size reduction. Of special interest, NM allow strain-engineering of electronic properties, which is one of the most promising routes to bypass the physical limits of Si.3–9 They are also characterized by easy shapeability and transferability that are a serious advantage for their integration in new micro-electronic devices. Different techniques are available for the production of crystalline NM on different kinds of support.8–11 The resulting NM can be deformed and are attractive for flexible optoelectronics, photonics and nanoelectronics, e.g. in radiofrequency or thermally degradable devices, magnetotransport systems, micro-mechanical systems, infrared phototransistors and also for biological applications.14–21

We consider in the following a hetero-epitaxial nanomembrane where a thin crystalline film of thickness $h$ is coherently deposited on a thin substrate of thickness $e$ that is supposed to be freestanding and flat. The lattice mismatch between the film and substrate generates strain, and the long-range elastic field penetrates throughout the system, building an explicit dependence on geometry. First, strain sharing occurs between the film and substrate and is quantified by the ratio $e/H$ (with $H$ the system thickness $H = e + h$). Second, any modulation of the surface with a lateral extension $\lambda$ produces a field that extends also down to $\lambda$ in the film and substrate, leading to a dependence on $H$ (or more precisely on $H/\lambda$).24 These two strain-sharing and finite-size effects introduce a new way to tune strain at will thanks to geometry. In addition, it is known that the strain thus produced may cause the morphological evolution of the surface when surface diffusion is active. This is basically described by the Asaro–Tiller–Grinfeld (ATG) instability25–26 that is especially at work in SiGe systems at low strain27 (as opposed to the nucleation occurring at higher strain28). We therefore revisit this instability to investigate the influence of finite-size effects and strain sharing on the dynamics of the growth of a film deposited on a nanomembrane substrate. We thence focus on the growth dynamics of the film, and not on equilibrium effects such as the ones for example that rationalize ordering of quantum dots on nanomembranes thanks to energetic considerations, see e.g. ref. 29–31.

In the following, we compute first the strain field generated in a hetero-epitaxial nanomembrane with free boundary conditions, corresponding to ultra-high vacuum conditions. We compute strain both in the flat film geometry and for a modulation with small slopes. This solution at linear order allows us to compute analytically the surface dynamics due to surface diffusion for a single harmonic. By Fourier decomposition, we then compute the surface evolution during annealing. We show that the dynamics is strongly affected by both finite-size and strain-sharing effects, with a possible dynamical inhibition or conversely strong acceleration of the morphological instability.
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The characteristic time and length scales are then shown to behave algebraically as a function of \( e/H \) and \( H \).

## 2 Finite-size elasticity

We first turn to the computation of the elastic strain and energy in a hetero-epitaxial nanomembrane where the substrate is supposed to be flat and freestanding. It may correspond to experiments on a freestanding crystalline-sheet substrate or on a thin sheet with very weak interactions with its underlying substrate. We consider a thin film of thickness \( h \) on a thin substrate of thickness \( e \), with \( H = h + e \), the membrane thickness, see Fig. 1. The film surface is characterized by its free boundary at \( z = H(r) \) where \( r = (x, y) \), while the substrate lower surface is located at \( z = 0 \). In isotropic elasticity, the displacement \( \mathbf{e} \) and stress \( \mathbf{\sigma} \) tensors are related by \(^{32}\)

\[
\mathbf{\sigma} = \frac{Y}{1 + \nu} \left( \mathbf{e} + \frac{\nu}{1 - 2\nu} \mathbf{Tr}[\mathbf{e}] \mathbf{I} \right), \tag{1}
\]

where \( Y \) and \( \nu \) are the Young’s modulus and Poisson’s ratio of the film and substrate, supposed to be identical at the lowest order. When the interface is coherent, stress arises in the whole system from the lattice mismatch between the film and substrate, that is quantified by the misfit \( m = 1 - a'(a^s) \), with \( a^{(s)} \) the film (substrate) lattice parameter. Using the reference state defined with the substrate lattice parameter, the strain tensor is

\[
e^{z\mathbf{p}} = \frac{1}{2} (\partial_\mathbf{p} u^z + \partial_\mathbf{p} u^z) - \eta^z \partial_\mathbf{p} \mathbf{p}; \tag{3a}
\]

with \( \eta^z = 0 \) in the substrate \((z = s)\) and \( \eta^z = m \) in the film \((z = f)\). Mechanical equilibrium enforces the local relationship

\[
\nabla \cdot \mathbf{\sigma} = 0, \tag{2}
\]

but the strain state is fully determined by the boundary conditions. We assume that the substrate is freestanding, and that the nanomembrane is embedded in an ultra-high vacuum. As a consequence, both the substrate lower surface and the film upper are supposed to be free of stress (we also neglect surface-stress\(^{33}\)). The surface boundary conditions are then

\[
\mathbf{\sigma} \cdot \mathbf{n}(z = 0) = 0, \tag{3a}
\]

\[
\mathbf{\sigma} \cdot \mathbf{n}(z = H) = 0, \tag{3b}
\]

where \( \mathbf{n} \) is the unit vector in the \( z \) direction, and \( \mathbf{n} \) the unit vector normal to the film surface. Finally, when the interface is coherent, the displacement \( \mathbf{u} \) and forces are continuous

\[
\mathbf{u}(z = e^-) = \mathbf{u}(z = e^+), \tag{4a}
\]

\[
\mathbf{\sigma} \cdot \mathbf{\mathbf{n}}(z = e^-) = \mathbf{\sigma} \cdot \mathbf{n}(z = e^+). \tag{4b}
\]

The computation of the stress field may be done as a power-law expansion in the small-slope approximation where \( \nabla H \ll 1 \). Its results depend crucially on the level of stress in the zero-th order flat-film geometry\(^{34} \) where \( H(r) = H \) when the system is invariant by translation or rotation in the \((x, y)\) plane. Hence, all the measurable properties such as forces, stress tensor and displacement gradients are independent of \( x \) and \( y \), but not necessarily the displacement vector defined only up to an arbitrary reference state. In this geometry, the displacement vector \( \mathbf{u} \) satisfies

\[
\frac{\partial^2 \mathbf{u}}{\partial x^2} = \frac{\partial^2 \mathbf{u}}{\partial y^2} = \frac{\partial^2 \mathbf{u}}{\partial y^2} = 0. \tag{5}
\]

Given the invariance of \( \mathbf{\sigma} \) on \( x \) and \( y \), Navier eqn (2) projected on the \( x \) direction leads to the fact that \( \sigma_x \), and thence \( \varepsilon_x \) and \( \partial u_x / \partial x \), are constant both in the film and substrate. Similarly, the projection of (2) on the \( z \)-direction leads to a constant \( \sigma_z \) and \( \partial u_z / \partial z \) in the film and in the substrate, and to the same conclusion for \( \partial u_{x z} / \partial x \) and \( \partial u_{x z} / \partial y \) (after differentiation of \( \sigma_z \) with respect to \( x \)). The general solution for the mechanical equilibrium accounting for the flat geometry is then

\[
\mathbf{u}^0 = \begin{pmatrix} a_1^x & a_2^x & a_3^x \\ a_1^z & a_2^z & a_3^z \\ a_1^y & a_2^y & a_3^y \end{pmatrix} \cdot \mathbf{R} + \mathbf{b}^s, \tag{6}
\]

in the film and substrate \((z = f \) or \( s)\), where \( \mathbf{R} = (x, y, z)^T \) and choosing a reference state symmetric with respect to \( x \) and \( y \). The stress-free surface boundary conditions (3a) and (3b) give \( a_z^s = -a_z^f \) while \( a_z^s = -2a_z^s(1 - \nu)^{1/2} + (1 + \nu)^{1/2} \). We choose a reference state such as \( b_z^1 = 0 \) in the substrate. The continuity relation (4a) leads to \( a_z^1 = a_z^s, b_z^1 = 0 \) while \( b_z^2 = -m(1 + \nu)/1 - \nu \). At this point, one is left with three unknowns, \( a_z^1, a_z^2 \) and \( a_z^3 \) that cannot be set by the remaining boundary condition (4b). Indeed, the Navier equation combined with the invariance along \( x \) and \( y \) leads to the invariance of \( \mathbf{\sigma} \cdot \mathbf{n} \) along \( z \). Thence, for a flat film where \( \mathbf{n} = \mathbf{n}_\|, \) if (3a) and (3b) are satisfied, (4b) is automatically satisfied. To go further, we first set \( a_z^3 = 0 \) thanks to an irrelevant rotation of the reference state around the \( z \) axis. Then, the solution for equilibrium is found by minimizing the total elastic energy. The latter reads per unit surface

\[
E_{\text{tot}}^0 = \frac{Y}{1 + \nu} \left( \frac{1}{1 + \nu} a_z^2 + \frac{1}{1 - \nu} \left[ a_z^1 a_z^2 + h(a_z^1 - m)^2 \right] \right), \tag{7}
\]

in which a minimum is found for \( a_z^1 = m h(e + h) \) and \( a_z^2 = 0 \). Eventually, for a flat film, the displacement vector is at equilibrium

\[
u^0 = \frac{m h}{e + h} \left( \mathbf{R} - \frac{1 + \nu}{1 - \nu} \mathbf{z} \right) + \eta \frac{1 + \nu}{1 - \nu} (e - e) \mathbf{n}_z. \tag{8}
\]
In the limit of a semi-infinite substrate, eqn (8) leads to the
known result \( \mathbf{u}_{0,0}^a = \frac{1 + \nu}{1 - \nu}(z - \epsilon)\mathbf{n}_z \), that vanishes in the
substrate and displays the Poisson’s dilatation in the film. In
the opposite limit \( \epsilon \to 0 \), one finds the symmetric case
\( \mathbf{u}_{0,0}^a = m\mathbf{R} \frac{1 + \nu}{1 - \nu}(m - \eta^2)(z - \epsilon)\mathbf{n}_z \) where the film is fully
relaxed while the substrate displays the Poisson’s dilatation in
the opposite direction. In between, the solution (8) quantifies
the strain shared between the film and the substrate. Finally,
the elastic energy density \( \varepsilon = \frac{1}{2} \sigma \cdot \epsilon \) associated with (8) is in the
film
\[
\varepsilon_a = \varepsilon_0 \left( \frac{\varepsilon}{\mathcal{H}} \right)^2 \quad \text{with} \quad \varepsilon_0 = \frac{Y}{1 - \nu} m^2.
\]
(9)

We now turn to the case where the film is corrugated and
deeps small slopes. Writing \( H(r) = H + \lambda_1 r \) with \( H = \langle H(r) \rangle \),
one may find the solution for the displacement vector as an
expansion \( \mathbf{u} = \mathbf{u}_0 + \cdots \), supposing that \( \lambda_1 \) (in fact \( |\lambda_1| \)) is a small parameter. At equilibrium, \( \mathbf{u}_0 \) may be conveniently
found in Fourier space in the \( x \) and \( y \) directions, with the result
given in Table 1.

### Table 1: General solution for the displacement vector in a nanomembrane

\[
\mathbf{u}_i^r(k, z) = \frac{\cosh(kz)}{4k} \left( \begin{array}{c}
\frac{4kC_1^2}{(1 - \nu)k^2C_2^2} + \frac{k_i k_j C_1^2}{(1 - \nu)k^2C_2^2} + \frac{ik_i k_z C_1^2}{(1 - \nu)k^2C_2^2} \\
\frac{2ik_i k_z C_1^2}{1 - 2\nu C_2^2} + \frac{2ik_i k_z C_1^2}{1 - 2\nu C_2^2} + \frac{2ik_i k_z C_1^2}{1 - 2\nu C_2^2}
\end{array} \right)
\]

\[
+ \frac{\sinh(kz)}{4k} \left( \begin{array}{c}
\frac{2k_i k_j C_1^2}{1 - 2\nu} - \frac{2k_i k_j C_1^2}{1 - 2\nu} - \frac{2k_i k_j C_1^2}{1 - 2\nu} - \frac{2k_i k_j C_1^2}{1 - 2\nu} - \frac{2k_i k_j C_1^2}{1 - 2\nu}
\end{array} \right)
\]

(10)

We find there are six unknowns \( C_i^2 \)s both in the film and
substrate, and, contrarily to the semi-infinite case, both \( e^{ikx} \)
and \( e^{-iky} \) terms, with the wavevector \( k \) and \( k = |k| \). The boundary
conditions at the interface (4a) and (4b) give \( C_i^2 = C_i = C_i \)
(independent of the film or substrate) for \( i = 1 \ldots 6 \), that lead to
\( \mathbf{u}^r_1 = \mathbf{u}^r_1 \), an identity resulting from the hypothesis of an identical
film and substrate elastic constants.† The boundary condition
(3a) gives \( C_2 = ik_i C_5, C_4 = ik_i C_3 \) and \( C_6 = iv(k_i C_1 + k_j C_2) / (1 - \nu) \).
Eventually, the surface boundary condition (3b) gives

\[
\left( \begin{array}{c}
C_1 \\
C_3 \\
C_5
\end{array} \right) = 2m(1 + \nu) e^{-\frac{1}{2}} \frac{1}{\sinh^2(kH) - (kH)^2} \times \left( \begin{array}{c}
\frac{ik_i |\sinh(kH) - kh \cosh(kH)| / k}{kH \sinh(kH)} \\
\frac{ik_i |\sinh(kH) - kh \cosh(kH)| / k}{kH \sinh(kH)}
\end{array} \right) h_1(k).
\]
(11)

Given this solution for the \( C_i \)s and thence for \( u \) (given
explicitly in Appendix), one can compute the elastic energy density
on the film surface at \( z = H(r) \), that reads \( \varepsilon = \varepsilon_0 + \varepsilon_1 \) with \( \varepsilon_0 \) given in (9) and
\[
\varepsilon_1 = -2(1 + \nu)\varepsilon_0 \cdot \mathcal{A}_k(e, H) k h_1(k),
\]
(13)

where
\[
\mathcal{A}_k(e, H) = \frac{1}{2} \frac{e^{2}}{H} \left[ \frac{\sinh(2kH)}{2kH \sinh(kH)} - (kH)^2 \right].
\]
(14)

In the limit of a semi-infinite substrate (where \( e \gg h \) and
\( kH \gg 1 \), one finds \( \mathcal{A}_k \to 1 \) as expected.† Otherwise \( \mathcal{A}_k \)
describes the influence of strain-sharing and of finite-size
effects on elasticity.

### 3 Dynamical evolution

#### 3.1 Fourier analysis

The elastic stress may be relieved by the morphological change
of the film free surface when surface diffusion is at work, as
described by the Asaro–Tiller–Grinfeld instability.25,26,29 This
responds to experiments where the film free surface is in
contact with vacuum so that the surface diffusion is activated,
while the surface diffusion on the lower substrate surface is
inhibited, e.g. by contact with porous materials, or occurs on
a larger time scale. Mass conservation on the film surface

† This was also proven in the semi-infinite substrate case.
thence enforces the diffusion equation $\frac{\partial h}{\partial t} = D\Delta_h + \mu$ where $D$ is the diffusion constant, and $\Delta_h$ the surface Laplacian. The chemical potential $\mu$ is the sum of the elastic energy density on the surface $\varepsilon$ and of the capillary term $\gamma_k$, where $\gamma$ is the surface energy (we neglect here the surface energy anisotropy)$^{49}$ and $\kappa = -(h_{xx} + h_{yy})$ is the surface local mean curvature. Given the solution (13), one finds that a modulation of wave-vector $k$ evolves in the linear approximation as $h_i(k, t) = e^{iE_{r=at}t}$, with

$$\sigma(k, e, h) = \sigma_k(e, H)k^3 - k^4,$$

in units of the space and time scales $l_0 = \gamma/[2(1 + \nu)e_0]$ and $t_0 = l_0^2/(D\gamma)$.

We plot in Fig. 2, the resulting growth rate as a function of $k$ and $e$ for different membrane thicknesses $H$. It is first noted that $\sigma$ can be either strongly increased or lowered depending on finite-size effects (ruled by $H$) and strain sharing (ruled by $e/H$).

To quantify this, we compute the maximum of $\sigma$ for a given $e$ and $H$, that occurs at $(k_{\text{max}}, \sigma_{\text{max}})$, see Fig. 3. We take as a reference, the infinite-substrate limit $\sigma_* = k^3 - k^4$ for which $\sigma_{\text{max}} = 27/256 = 0.105$ and $k_{\text{max}} = 3/4$ (this limit occurs when both $H \gg 1$ and $e/H = 1$, i.e. $e \gg h$). This limit is already nearly achieved when $H = 10$ and when strain sharing vanishes ($e/H = 1$). By decreasing the membrane thickness, one finds a ten-fold increase in $\sigma_{\text{max}}$ for $H = 1$ without strain sharing ($\sigma_{\text{max}} = 1.15$ when $e/H = 1$) and a $10^3$-fold increase for $H = 0.1$ ($\sigma_{\text{max}} = 101$ when $e/H = 1$). Hence, for a given $e/H$, the maximum growth rate increases with $H$, showing the $a$ priori counter-intuitive influence of finite-size effects that enforce a faster relaxation for a thinner membrane. Conversely, for a given $H$, the growth rate significantly decreases when strain sharing occurs (i.e. when $e/H$ decreases from 1). For $H = 10$, one finds respectively $\sigma_{\text{max}} = 0.105, 9.5 \times 10^{-4}$ and $1.0 \times 10^{-6}$ for $e/H = 1, 1/2$ and $1/10$. Similarly, for $H = 0.1$, one finds respectively $\sigma_{\text{max}} = 101, 6.27$ and $1.0 \times 10^{-2}$ for $e/H = 1, 1/2$ and $1/10$. Therefore, the stronger strain-sharing is (i.e. the lower $e/H$ is), the slower the instability occurs, as the less strained the system is.

The second conclusion regarding $\sigma(k, e, H)$ is the variation of the maximum wavelength $k_{\text{max}}$ as a function of finite-size and strain-sharing effects. We find, see Fig. 2, that for a given $H$, $k_{\text{max}}$ decreases when strain-sharing increases (i.e. when $e/H$ decreases) while, for a given $e/H$, $k_{\text{max}}$ increases when finite-size effects increase (i.e. when $H$ decreases). Numerically, we find for $H = 10$, respectively $k_{\text{max}} = 0.75, 0.19$ and 0.032 for $e/H = 1, 1/2$ and 1/10, while for $H = 0.1$, $k_{\text{max}} = 3.18, 1.58$ and 0.32 for $e/H = 1, 1/2$ and 1/10. The decreases of $k_{\text{max}}$ with strain-sharing corroborate the fact that the film is globally less strained in this case. Conversely, the increase in $k_{\text{max}}$ with finite-size effects is consistent with the increase in $\sigma$, signaling the increase in the surface strain in this case. Globally, even if the variation of $k_{\text{max}}$ with $e/H$ and $H$ is quantitatively less pronounced than for $\sigma_{\text{max}}$, it is nonetheless significant and leads to variations that are expected to be important in experimental systems.

We note that for given strain-sharing and finite-size effects, the growth rate eqn (15) always displays a positive maximum so that the morphological instability should always occur (we neglect here the influence of wetting effects that can lead to the existence of a critical thickness,$^{25}$ in order to focus solely on the influence of strain-sharing and finite-size effects). Indeed, for given $e/H$ and $H$, we find at low-$k$

$$\sigma(k, e, H) = 2e k^3/H^3 + \sigma(k^3),$$

while $\sigma(k, e, H) \approx -k^4$ at large $k$. Another interesting limit is the thin-membrane limit (when

\[\text{Note that the } k \rightarrow 0 \text{ and } H \rightarrow \infty \text{ limits do not commute.}\]

\[\text{Subsequently, there exists } k \text{ such that } e < 0 \text{ for } k > k_0. \text{ and the instability will occur only if no lateral finite-size effect occurs, i.e. only if } L > 2\pi k.\]

**Fig. 2** Growth rate $\sigma(k, e, H)$ for $H = 10$ (top), $H = 1$ (middle) and $H = 0.1$ (bottom). The black thick solid line represents the reference $\sigma_\infty(k)$ corresponding to the semi-infinite substrate limit. The dots locate the maximum value ($k_{\text{max}}, \sigma_{\text{max}}$) of $\sigma(k, e, H)$ for given $e$ and $H$. 

**Fig. 3** (Dashed red line) Typical growth rate $\sigma(k, e, H)$ of the morphological instability as a function of its wavevector $k$ when strain sharing is at work, for $e/H = 5/6$ and $H = 6$ in dimensionless units; (dot-dashed blue line) the same curve for $e/H = 1/2$ and $H = 2/3$; (black solid line) infinite substrate limit $\sigma_\infty(k)$.
\( H \ll 1 \), where \( \sigma(k, e, H) = \frac{e^4}{H^5}(2\tilde{k}^2 - \tilde{k}^4) \) with \( \tilde{k} = k/k_i \) and \( k_i = e/H^{3/2} \). When both \( e \) and \( H \) are of order \( \varepsilon \), \( k_{\text{max}} \) diverges as \( 1/\sqrt{\varepsilon} \) while \( \sigma_{\text{max}} \) behaves as \( 1/\varepsilon^2 \).

### 3.2 Real-space analysis

We now investigate an evolution that shows experimental systems where the ATG instability is at work, with the deposition of a film of a given thickness, followed by instability during a subsequent annealing. The initial condition is a film with a given thickness \( h \) on top of a thin substrate of thickness \( e \), with an additional surface roughness on the film free surface. The latter stands for the deposition noise and thermal fluctuations, that is described here by an initial white noise with an amplitude of one monolayer. We then study surface diffusion during annealing. In this case, the surface is not characterized by a unique wave-vector, but may be decomposed as the sum of different Fourier modes with equal amplitude at \( t = 0 \) (describing a white noise). We consider only the linear regime of the surface diffusion equation (that is relevant in the small-slope approximation) where elasticity is given at first order in \( h \) by eqn (13). Hence, the different Fourier modes evolve independently following eqn (15), starting with equal amplitude, and evolving with different growth rates. We expect the fastest growing mode \( k_{\text{max}} \) to mainly rule the long-time behavior, nevertheless within a time-scale where the linear regime applies, i.e. when the surface slope remains small.

The resulting typical evolution on top of a membrane is shown in Fig. 4. We characterize the surface geometry with the length-scale \( \lambda \) that can be related to the average wave-vector

\[
\langle k \rangle = \frac{\sum_k |k||\hat{h}(k)|^2}{\sum_k |\hat{h}(k)|^2} ,
\]

(16)

(where the summation runs over the different Fourier modes), thanks to \( \lambda = 2\pi/\langle k \rangle \). On the other hand, the dynamical evolution may be associated with a characteristic time \( \tau \), defined through the surface roughness \( w(t) = \sqrt{\left<(h(r, t) - \bar{h})^2\right>} \), by \( w(t = \tau) = \varepsilon w(t = 0) \). This time-scale rules the initial exponential increase in the surface roughness in the linear regime. In addition, these scales can be compared to the scales associated with the fastest growing mode \( k_{\text{max}} \), \( \lambda_{\text{max}} = 2\pi/k_{\text{max}} \) and \( \tau_{\text{max}} = \alpha_N/\sigma_{\text{max}} \) where \( \alpha_N = 1 + \frac{1}{2}\ln(N) \) accounts for the initial random noise uniformly distributed on \( N \) Fourier modes.

Fig. 5 Characteristic time-scale \( \tau \) (black solid line) as a function of the strain-sharing ratio \( e/H \) and numerical estimate (dashed-blue line) for (top curve) \( H = 100 \), (middle) \( H = 1 \) and (bottom) \( H = 0.1 \). For the top and bottom curves, analytical approximation \( \tau_{\text{max}} \) (dot-dashed red line) respectively for \( H \gg 1 \) and \( H \ll 1 \).

![Fig. 4 Evolution of the film surface \( h(x, y, t) \) for \( H = 10 \) and \( e/H = 0.9 \).](image-url)
especially for $\tau$ and at low thickness $H$ where the maximum of $\sigma(k)$ is less sharp.

To get some analytical insights on these evolutions, we find that the previous results can be well approximated in some limits, see Fig. 5 and 6. When finite-size effects vanish, i.e. for $H \gg 1$, one finds

$$\sigma^{H \gg 1}(k, e, H) = \left(\frac{e}{H}\right)^2 k^4 - k^4,$$

that can be maximized, giving the approximate

$$\tau_{\text{max}}^{H \gg 1} = \frac{256}{27} \alpha_N (\frac{e}{H})^{-8},$$

$$\lambda_{\text{max}}^{H \gg 1} = \frac{8\pi}{3} (\frac{e}{H})^{-2}.$$

These approximations are plotted in Fig. 5 and 6 and do indeed perfectly capture the numerical estimate of $\tau_{\text{max}}$ and $\lambda_{\text{max}}$ and approximate well the global time and length scales $\tau$ and $\lambda$. In the other limit of strong finite-size effects, i.e. for $H \ll 1$, we find the Laurent series

$$\sigma^{H \ll 1}(k, e, H) = \frac{2}{H} \left(\frac{e}{H}\right)^2 k^4 - k^4,$$

leading to the approximates

$$\tau_{\text{max}}^{H \ll 1} = \alpha_N H^2 \left(\frac{e}{H}\right)^4,$$

$$\lambda_{\text{max}}^{H \ll 1} = 2\pi \sqrt{H} \left(\frac{e}{H}\right)^{-1}.$$

that again approximate well both the numerical estimates $\tau_{\text{max}}$ and $\lambda_{\text{max}}$ and more importantly the global values $\tau$ and $\lambda$, see Fig. 5 and 6. Hence, these power-laws characterize well the strong variations of $\tau$ and $\lambda$ as a function of strain-sharing and finite-size effects. Finally, we also plot the results of the intermediate case for $H = 1$ in Fig. 5 and 6, that is characterized here by $\tau^{H=1} = 5.6(e/H)^{4.0}$ while $\lambda^{H=1} = 6.0(e/H)^{-1.0}$ with exponents close to the $H \ll 1$ limit. Note that in all cases, as $l_0$ scales as $l_0 \sim H$, it is natural to find here that the dependence of $\tau$ on $e/H$ is as $\lambda$.  

4 Conclusion

As a conclusion, we have investigated the influence of strain-sharing and finite-size effects on the morphological instability at work in strained nano-membranes. We have shown that geometric parameters can tune the nanomembrane surface dynamics and rule either its strong acceleration in thin nano-membranes, or its strong inhibition when strain is significantly shared. This theoretical study may serve as a guide to rationalize and control experiments on such systems. One of its natural extension concerns the study of sandwiched film/substrate/film geometries where corrugations grow on both sides of the NM. The initial linear evolution in such geometries should correspond to the results of the present analysis, while correlations between the NM both sides are expected to arise at non-linear order and are currently under investigation.

5 Appendix

The full solution for the displacement vector at first order in the surface slope is eventually

$$u_i(k, z) = m \frac{1}{1 - \nu} \frac{1}{1 + 2(kH)^2 - \cosh(2Hk)} \times \frac{1}{k} \frac{D_i(k, z)}{h_i(k)}$$

with

$$D_x = 12k^2 [k \sinh(kz) \times \cdots \times [(2r - 1)H - z] \sinh(kH) + kH \cosh(kH)] - \cosh(kz) [k^2H^2 - 2(2r - 1)H \sinh(kH) + 2(n - 1)kH \cosh(kH)]$$

and a symmetric definition for $D_y$, while

$$D_z = -k [\sinh(kH) \times \cdots \times [\sinh(kz)(kH^2 - 2(2r - 1))] - 2 \cosh(kz)(kH^2 - 2(2r - 1)kH)] + 2kH \cosh(kH)[(2r - 1) \sinh(kz) + k \cosh(kz)]$$
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