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Abstract
We analyze uncertainty relations on finite dimensional Hilbert spaces expressed in terms of classical fidelity, which are stronger than metric uncertainty relations introduced by Fawzi, Hayden and Sen. We establish the validity of fidelity uncertainty relations for random unitary matrices with optimal parameters (up to universal constants) which improves upon known results for the weaker notion of metric uncertainty.

This result is then applied to locking classical information in quantum states and allows to obtain optimal locking in Hellinger distance, improving upon previous results on locking in the total variation distance, both by strengthening the metric used and by improving the dependence on parameters.

We also show that general probabilistic estimates behind the main theorem can be used to prove existence of data hiding schemes with Bayesian type guarantees.

As a byproduct of our approach we obtain existence of almost Euclidean subspaces of the matrix spaces \(\ell_q^n(\ell_p^m)\) with a better dimension/distortion dependence than allowed in previously known constructions.
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1. Introduction

1.1. General overview

Uncertainty relations, being of fundamental importance in quantum theory, continue to play central role in quantum information processing. One particular instance where uncertainty relations have proved extremely useful is information locking [14, 17], a phenomenon without a counterpart in classical information theory, allowing for communication protocols in which
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sending just a few bits of classical information between two parties provides one of them with a potentially unbounded increase of information about some shared resource. This allows e.g. for building quantum encryption systems with strong information-theoretical security guarantees in which the key is much shorter than the message (which is in contrast with Shannon’s theorem of classical information theory, asserting that in classical communication the length of the key must be at least as long as the message itself). We postpone a more precise description of this phenomenon to section 2.4 and here we just mention that protocols of this type have been recently successfully implemented in experiments [26, 27].

The focus on discrete information requires new approaches to quantify uncertainty, different from the original variance approach used by Heisenberg, Kennard and Robertson. Among particularly useful ways of expressing the uncertainty for sets of measurements performed on finite-state quantum systems is the average Shannon entropy per measurements

\[
\frac{1}{t} \sum_{k=1}^{t} H(p_{k,|\psi\rangle}),
\]

where \(p_{k,|\psi\rangle}\) is the probability measure describing the outcome of the \(k\)th one among \(d\) measurements on the system in state \(|\psi\rangle\) and \(H\) is the Shannon entropy, defined for probability vectors \(p = (p(1), \ldots, p(d))\) as

\[
H(p) = -\sum_{i=1}^{d} p(i) \log p(i).
\]

State independent lower bounds on the average entropy of the form

\[
\inf_{|\psi\rangle} \frac{1}{t} \sum_{k=1}^{t} H(p_{k,|\psi\rangle}) \geq c(t, d),
\]

where \(d\) is the dimension of the underlying Hilbert space, are called entropic uncertainty principles and play an important role in quantum information. The infimum above is taken over the set of all pure states \(|\psi\rangle\) of the system. According to the well known inequality by Maassen and Uffink [31] for two projective measurements in mutually unbiased bases they hold with the optimal constant \(c(2, d) = \frac{1}{2} \log d\). For more than two measurements explicit constructions are not known and one instead relies on probabilistic approach introduced for the first time by Hayden et al. [20]. Recently Adamczak et al. [1], answering a question by Leung, Wehner and Winter [39], have proved that i.i.d. random unitary matrices in high dimensions with high probability satisfy (1) with \(c(t, d) = (1 - 1/t) \log d - C\) for a numerical constant \(C\). This is asymptotically, for \(d \to \infty\), equivalent to the best possible bound \((1 - 1/t) \log d\). We refer to the survey article [39] and more recent [12] for a detailed discussion of entropic uncertainty relations and their applications.

In order to pass to uncertainty relations which we are going to investigate in this article, let us note that, as one can easily see, the inequality (1) with \(c(t, d) = c(t) \log d\) can be equivalently interpreted as

\[
\sup_{|\psi\rangle} \frac{1}{t} \sum_{k=1}^{t} D_{\text{KL}}(p_{k,|\psi\rangle}, \text{Unif}([d])) \leq (1 - c(t)) \log d,
\]

where \(\text{Unif}([d])\) is the uniform measure on the set \([d] = \{1, \ldots, d\}\) of possible outcomes of the measurement and \(D_{\text{KL}}\) stands for the Kullback–Leibler divergence, i.e. for two probability vectors \(p = (p(1), \ldots, p(d)), q = (q(1), \ldots, q(d))\),
Note that \( \max \mathcal{KL}(p, \text{Unif}([d])) = \log d \) (the maximum is achieved for \( p \) being a Dirac’s mass at some \( i \in [d] \)), therefore the bound \( c(t) \simeq 1 - 1/t - O(1/\log d) \) obtained in \[1\] shows that as the number of measurements and the dimension \( d \) grow, the average ‘distance’ between \( p_{k_i} \) and \( \text{Unif}([d]) \) becomes very small when compared to the ‘diameter’ of the space of probability measures with respect to the Kullback–Leibler divergence.

Such interpretation suggests the possibility that in measuring uncertainty one can use also other measures of proximity than the Kullback–Leibler divergence, which may correspond in a better way to the applications at hand. Such an approach was indeed proposed in \[17\] by Fawzi, Hayden and Sen, who used the total-variation distance

\[
D_{TV}(p, q) = \frac{1}{2} \sum_{i=1}^{d} |p(i) - q(i)|.
\]

Since the diameter of the probability simplex in the total variation distance is equal to one, a natural counterpart of (2) would be of the form

\[
\sup_{|\psi\rangle} \frac{1}{t} \sum_{k=1}^{t} D_{TV}(p_{k_i}|\psi\rangle, \text{Unif}([d])) \leq \varepsilon
\]

for \( t, d \) sufficiently large.

However, to obtain a meaningful uncertainty relation the authors of \[17\] had to depart from the setting of projective measurements and use an ancilla system. More precisely, they introduce the following setting.

Let \( \mathcal{H}_A, \mathcal{H}_B \) be two finite-dimensional Hilbert spaces of dimension \( d_A \) and \( d_B \) respectively. Let \( |a\rangle^A, a = 1, \ldots, d_A \) and \( |b\rangle^B, b = 1, \ldots, d_B \) be fixed orthonormal bases of \( \mathcal{H}_A \) and \( \mathcal{H}_B \).

Throughout the article we will always use the notation \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \).

For \( a \in [d_A] \) and \( |\psi\rangle \in \mathcal{H} \) define \( p^A_{|\psi\rangle}(\cdot) = (p^A_{|\psi\rangle}(a))_{a \in [d_A]} \) by

\[
p^A_{|\psi\rangle}(a) = \sum_{b=1}^{d_B} \langle a^A | b^B | \psi \rangle^2 = \text{Tr}(|a\rangle^A \langle a| (\text{Tr}_B |\psi\rangle \langle \psi|)),
\]

where \( \text{Tr}_B = \text{Id}_{\mathcal{H}_A} \otimes \text{Tr} \) is the partial trace with respect to the system \( \mathcal{H}_B \).

Thus \( p^A_{|\psi\rangle} \) describes the outcome distribution for the local projective measurement in the basis \( \{|a\rangle^A\} \) performed on the \( \mathcal{H}_A \) part of the bipartite system \( \mathcal{H} \) in state \( |\psi\rangle \).

In what follows we will use the notation \( d = d_A d_B \) for the dimension of the space \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \).

We are now in position to state the definition of the metric uncertainty relation introduced in \[17\].

**Definition 1.1 (Metric uncertainty relations).** Let \( U_1, \ldots, U_t \) be unitary transformations of \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \). For \( \varepsilon > 0 \) we will say that \( U_1, \ldots, U_t \) satisfy the \( \varepsilon \)-metric uncertainty relation on \( \mathcal{H}_A \) if

\[
\sup_{|\psi\rangle \in S_{\mathcal{H}}} \frac{1}{t} \sum_{k=1}^{t} D_{TV}^{A}(p^A_{U_k|\psi\rangle}, \text{Unif}([d_A])) \leq \varepsilon,
\]

where \( S_{\mathcal{H}} \) is the unit sphere of \( \mathcal{H} \).
Remark 1.2. The supremum above is taken over the set of pure states on \( \mathcal{H} \), but by convexity it is easy to see that one can equivalently take the supremum over the set of all states (replacing \( U_k |\psi\rangle \) by \( U_k |\psi\rangle U_k^\dagger \)).

Remark 1.3. In the setting of Fawzi–Hayden–Sen one considers a fixed measurement performed on \( t \) different states \( U_k |\psi\rangle \) of the system, which may seem different from the setting of entropic uncertainty relations we started with. Note however, that if \( U \) is a unitary transformation, then the distribution describing a projective measurement on a system in state \( U |\psi\rangle \) performed in the computational basis \( \{|i\rangle\} \) coincides with the distribution describing the measurement of a system in state \( |\psi\rangle \) performed in the basis \( \{U^\dagger |i\rangle\} \), so entropic uncertainty relations can also be written as uncertainty relations involving a fixed measurement and several unitary transformations of the state.

In [17] Fawzi, Hayden and Sen proved the following theorem concerning the existence of matrices satisfying metric uncertainty relations.

Theorem 1.4 (Fawzi–Hayden–Sen, [17]). Let \( U_1, \ldots, U_t \) be i.i.d. random unitary transformations distributed according to the Haar measure on the unitary group of \( \mathcal{H} \). If \( \varepsilon \in (0, 1) \), \( d_B \geq 9\varepsilon^2 \) and \( t > \frac{16 \ln(1/\varepsilon)}{\varepsilon^2} \), then with probability at least

\[
1 - 4 \exp \left( -d \left( \frac{\varepsilon^2 t}{144} - 2 \ln(9/\varepsilon) \right) \right),
\]

\( U_1, \ldots, U_t \) satisfy the \( \varepsilon \) metric uncertainty relation on \( \mathcal{H}_A \).

The authors of [17] provide also more explicit constructions of matrices satisfying metric uncertainty relations, however with a worse dependence of \( d_B \) and \( t \) on the parameter \( \varepsilon \) and additional dependence on the dimension \( d_A \). They also discuss extensively connections to entropic uncertainty relations.

1.2. Fidelity uncertainty relations

The main objective of this article is to explore the possibility to quantify uncertainty by yet another notion of proximity between probability measures, namely the classical fidelity (known also in the statistical community as the Bhattacharyya coefficient):

\[
F(p,q) = \sum_{i=1}^d \sqrt{p(i)} \sqrt{q(i)}
\]

and the related Hellinger distance

\[
D_H(p,q) = \frac{1}{\sqrt{2}} \left( \sum_{i=1}^d \sqrt{p(i)} - \sqrt{q(i)} \right)^{1/2} = \sqrt{1 - F(p,q)}. \tag{7}
\]

It is known that

\[
D_H(p,q)^2 \leq D_{TV}(p,q) \leq \sqrt{2} D_H(p,q)
\]

and it is not difficult to find examples when \( D_{TV}(p,q) \) is indeed of the order \( D_H(p,q)^2 \ll D_H(p,q) \ll 1 \).

It turns out that the choice of \( F \) to quantify the uncertainty has indeed several advantages. Using fidelity allows in particular to
obtain uncertainty principles which are expressed in a stronger measure of proximity than those of [17] and at the same time have a better parameter dependence (in particular one can improve theorem 1.4 and obtain optimal dependence of $t$ and $d_B$ on the parameter $\varepsilon$).

obtain improved quantitative bounds on the information locking protocols, using stronger proximity measure, allowing for a better dependence on the min-entropy of the message and applicable in a larger range of parameters.

obtain, as a byproduct, improved estimates on the dimension of approximately Euclidean subspaces of certain matricial Banach spaces; to our best knowledge such estimates do not follow from known versions of the Dvoretzky theorem.

Our approach allows also to study uncertainty when restricted to some proper subsets of states on $\mathcal{H}$, e.g. separable states, by connecting the uncertainty to some measures of magnitude related to Gaussian processes, used in asymptotic convex geometry and known to quantify various aspects of geometric behaviour for subsets of high dimensional Euclidean spheres (see [23, 33, 36]). This is yet another manifestation of the connections between quantum information theory and asymptotic geometric analysis, which in the recent years proved useful in the study of additivity conjectures, random quantum channels or entanglement thresholds (see e.g. [3–5, 19, 20]).

One possible application of uncertainty estimates over proper subsets of quantum states is a result on bit-hiding, presented in section 2.5.

Let us now introduce the uncertainty relations studied in the subsequent part of the paper. We remark that implicitly they appeared already in section 2.2 of [17], however without optimal existence statements.

**Definition 1.5.** Let $U_1, \ldots, U_t$ be unitary transformations of $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$. For $\varepsilon > 0$ we will say that $\{U_k\}$ satisfy the $\varepsilon$-fidelity uncertainty relation on $\mathcal{H}_A$ if

$$\inf_{|\psi\rangle \in S_{\varepsilon}} \frac{1}{t} \sum_{k=1}^{t} F(\rho^A_{U_k|\psi\rangle}, \text{Unif}([d_A])) \geq 1 - \varepsilon$$

or equivalently

$$\sup_{|\psi\rangle \in S_{\varepsilon}} \frac{1}{t} \sum_{k=1}^{t} D_{\text{f}}(\rho^A_{U_k|\psi\rangle}, \text{Unif}([d_A]))^2 \leq \sqrt{\varepsilon}.$$  

**Remark 1.6.** The equivalence between (9) and (10) follows easily by (7). The form (10) combined with the second inequality of (8) shows in particular that the $\varepsilon$-fidelity uncertainty relation implies the $\sqrt{2\varepsilon}$-metric uncertainty relation (in fact a stronger form of it with the arithmetic mean replaced by the greater quadratic mean).

In the following sections we present precise formulations of our results, here let us just highlight the most important points.

- In theorem 2.1 of section 2.2 we prove that random unitary transformations satisfy the $\varepsilon$-fidelity uncertainty relation for $t \approx 1/\varepsilon$ and $d_B \approx 1/\varepsilon$. In particular (by replacing $\varepsilon$ with $\varepsilon^2$) this allows to remove the spurious logarithms in the restriction on $t$ in theorem 1.4 and replace the arithmetic mean of total-variation distances by the quadratic mean of greater Hellinger distances.

- In section 2.3 we show that $t \gtrsim \frac{1}{\varepsilon^2}$ and $d_B \gtrsim 1/\varepsilon^2$ is necessary for the existence of matrices $U_1, \ldots, U_t$ satisfying the $\varepsilon$-metric uncertainty relations (6). This shows that in the random unitary case the stronger $\varepsilon^2$-fidelity uncertainty appears in the same range of the param-
eters $t, d_B$ as the weaker $\varepsilon$-total variation uncertainty. It also shows that one cannot use metric uncertainty relations to obtain optimal bounds on entropic uncertainty relation, as in this case the right order of $t$ is $1/\varepsilon$.

- In theorem 2.16, section 2.4 we show that fidelity uncertainty relations imply locking in Hellinger distance for the protocol introduced in [17] with parameters improved even with respect to those known in the total variation case. We also show that for Hellinger locking, random unitary transformations give the best possible key length for the locking protocols with uniformly distributed messages and that they almost saturate the locking bounds for the protocol of [17].

- In section 2.5 we describe possible applications of the general probabilistic result our proofs are based on (theorem 2.2) to the problem of multiple bit hiding.

- Finally in section 2.6 we apply the results of section 2.2 to the problem of finding high dimensional Euclidean subspaces of the space $l_1^n(l_2^n)$, improving known bounds on their dimension.

## 2. Main results

### 2.1. Notation

Before we state our main results, let us introduce some additional notation common for all parts of the article.

Recall that $\mathcal{H}_A$ and $\mathcal{H}_B$ are two complex Hilbert spaces of dimensions $d_A$ and $d_B$ respectively and that by $d = d_A d_B$ we denote the dimension of $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$. Let $\{|a\rangle^A : a \in [d_A]\}$ and $\{|b\rangle^B : b \in [d_B]\}$ be distinguished (computational) bases in $\mathcal{H}_A$ and $\mathcal{H}_B$ respectively. To simplify the notation, most of the time we will simply write $|a\rangle$ and $|b\rangle$ instead of $|a\rangle^A$, $|b\rangle^B$, however occasionally to stress the underlying tensor product structure we will use the superscript.

At several places we will consider an alternative bipartite structure on $\mathcal{H}$, namely $\mathcal{H} = \mathcal{K}_A \otimes \mathcal{K}_B$. To avoid misunderstanding we will then write e.g. $|a\rangle^\mathcal{K}_A, |a\rangle^\mathcal{K}_B$.

By $\|\cdot\|$ and $\|\cdot\|_{\text{HS}}$ we will denote respectively the operator and Hilbert–Schmidt norm of a linear operator on $\mathcal{H}$. The notation $\|\cdot\|$ will be also used for the Euclidean norm on $\mathcal{H}$ corresponding to the Hilbert structure, i.e. for $|\psi\rangle \in \mathcal{H}$, $\|\psi\| = \sqrt{\langle \psi | \psi \rangle}$. Thus for a linear operator $M$, $\|M\| = \sup_{|\psi\rangle \in S^d} \|M|\psi\rangle\|$ and $\|M\|_{\text{HS}} = \sqrt{\sum_{a=1}^{d_A} \sum_{b=1}^{d_B} \|M|a\rangle^A |b\rangle^B\|^2}$. By $\|\cdot\|$ we will denote the trace norm of an operator, i.e. $\|M\| = \text{Tr} \sqrt{M^* M}$, where $M^*$ is the adjoint of $M$.

By $U_d$ we will denote the unitary group, i.e. the group of all $d \times d$ unitary matrices, equipped with the normalized Haar measure. Modelling an abstract $d$ dimensional Hilbert space $\mathcal{H}$ on $\mathbb{C}^d$, we will often identify $U_d$ with the group $U_d(\mathcal{H})$ of all unitary transformations of $\mathcal{H}$.

Accordingly by a random unitary transformation of $\mathcal{H}$ (resp. a random $d \times d$ unitary matrix) we will always mean a random element of $U_d(\mathcal{H})$ (resp. $U_d$) distributed according to the normalized Haar measure.

By $S_{\mathcal{H}}$ we will denote the unit sphere of $\mathcal{H}$ and by $S_{\mathbb{C}^d}^{d-1}$ the unit sphere in $\mathbb{C}^d$. By $S^{d-1}$ we will denote the unit sphere in $\mathbb{R}^d$. Clearly $S_{\mathcal{H}}$, $S_{\mathbb{C}^d}^{d-1}$ and $S^{2d-1}$ are isometric.

By $S(\mathcal{H})$ we will denote the set of all (pure and mixed) states on $\mathcal{H}$.

By $\log$ we will denote the natural logarithm and by $\log_2$, the logarithm at the base 2. $\Re z$ and $\Im z$ will stand respectively for the real and imaginary part of the complex number $z$, while $|z|$ will denote its modulus.

We will use the standard $O(\cdot)$ notation, namely for two sequences $a_n, b_n$ of nonnegative numbers $a_n = O(b_n)$ means that $a_n \leq C b_n$ for some constant $C$ and all $n$. Similarly $a_n = o(b_n)$
means that \( a_n/b_n \to 0 \) for \( n \to \infty \). Sometimes we will write \( O_x, o_x \) to indicate that the implicit constants (or speed of convergence) may depend on some additional parameter \( \varepsilon \).

In the article by \( C_1, C_2, \ldots \) we will denote positive numerical constants which are universal, i.e. do not depend on any parameters.

2.2. Fidelity uncertainty relations

Let us now formulate our main result, which is

**Theorem 2.1.** There exist absolute constants \( C_1, C_2 > 0 \), with the following property. Let \( \varepsilon \in (0,1) \), \( d_H \geq C_1 \varepsilon \), \( t \geq t \) and let \( U_1, \ldots, U_t \) be i.i.d. random unitary transformations of \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \). Then with probability at least \( 1 - 2e^{-c_{4d}} \), the transformations \( U_1, \ldots, U_t \) satisfy the \( \varepsilon \)-fidelity uncertainty relation (9) on \( \mathcal{H}_A \). In particular, they also satisfy the \( 2\varepsilon \)-metric uncertainty relation (6) on \( \mathcal{H}_A \).

The proof of the above theorem is based on an adaptation of an argument by Gideon Schechtman used in [35, 36] to improve the dependence on \( \varepsilon \) in the Dvoretzky theorem. The original argument was applied to real Gaussian random matrices, the complex unitary case seems slightly more technical. The key point of Schechtman’s idea is to prove that the underlying stochastic process is subgaussian with respect to the Euclidean norm, which allows for an application of Talagrand’s generic chaining theorem [37, 38] yielding a comparison of the supremum of this process with the supremum of the canonical Gaussian process \( (G_{|\psi\rangle}) \). Moreover, the comparison holds for general subsets \( \Lambda \) of the unit sphere \( S_{\mathcal{H}} \), providing an upper bound for

\[
\mathbb{E} \sup_{|\psi\rangle \in \Lambda} \left( 1 - \frac{1}{t} \sum_{i=1}^{t} F(p_{U_i}\mathcal{H}_A|\psi\rangle, \text{Unif}(|d_i\rangle)) \right) = \mathbb{E} \sup_{|\psi\rangle \in \Lambda} \left( 1 - \frac{1}{t} \sum_{k=1}^{t} D_H(p_{U_k}\mathcal{H}_A|\psi\rangle, \text{Unif}(|d_k\rangle)) \right)
\]

in terms of \( \mathbb{E} \sup_{|\psi\rangle \in \Lambda} G_{|\psi\rangle} \). Let us mention that the latter quantity has been estimated for many subsets of the sphere that are important from the geometric or statistical point of view (see e.g. [18]).

In order to introduce the process \( (G_{|\psi\rangle} : |\psi\rangle \in S_{\mathcal{H}}) \) it will be convenient to consider \( \mathcal{H} \) as a real Hilbert space in the usual way. Let us thus introduce the inner product

\[
\langle x, y \rangle_R = \Re \langle x | y \rangle
\]

and let \( |G\rangle \) be a standard Gaussian vector with values in \( \mathcal{H} \), i.e. a random vector such that for every \( |\psi\rangle \in \mathcal{H} \), \( \langle G |\psi\rangle \) is distributed according to \( \mathcal{N}(0, \|\psi\|^2) \), i.e. has density

\[
g_{|\psi\rangle}(x) = \frac{1}{2\pi \|\psi\|^2} \exp(-x^2/2\|\psi\|^2),
\]

where \( \|\psi\|^2 = \langle \psi |\psi \rangle \). The canonical Gaussian process \( (G_{|\psi\rangle}) \) on \( \mathcal{H} \) is defined as

\[
G_{|\psi\rangle} = \langle G |\psi\rangle_R.
\]

It is worth pointing out that explicitly \( G \) may be constructed in the following way. Let \( e_1, \ldots, e_d \) be any orthonormal basis of \( \mathcal{H} \). Then \( e_1, \sqrt{-1} e_1, \ldots, e_d, \sqrt{-1} e_d \) is an orthonormal basis of \( \mathcal{H} \) seen as a Hilbert space over \( \mathbb{R} \). Then we set

\[
G = \sum_{k=1}^{d} g_k e_k + g'_k \sqrt{-1} e_k,
\]

where \( g_k, g'_1, \ldots, g_d, g'_d \) are i.i.d. standard real Gaussian variables. Clearly we could also write \( G \) in terms of complex Gaussian variables (and perhaps this would be more natural), however
since the theorems we are going to use are usually stated in terms of real variables, we will stick to the above definitions.

Denote also
\[ R = R_{d_a,d_b} = \mathbb{E} \left[ \frac{1}{t} \sum_{k=1}^{t} D_{\mathfrak{H}}(p_{A_k|\psi}^t, \text{Unif}([d_A]))^2 \right]. \] (13)

Note that since \( \{ U_i \} \) are independent and distributed according to the Haar measure on the unitary group the quantity \( R_{d_a,d_b} \) indeed is independent of the choice of \( |\psi\rangle \) used in (13) and depends only on the dimensions \( d_A, d_B \). In what follows, to simplify the notation we will often make this dependence implicit and write simply \( R \) instead of \( R_{d_a,d_b} \).

In fact \( R \) can be estimated in terms of \( d_b \) only. It has been proved in [17] (lemma 2.6 therein, see also [6]) that \( \mathbb{E}F(p_{A_k|\psi}^t, \text{Unif}([d_A])) \geq \sqrt{1 - 1/d_B} \), which via Jensen’s inequality gives
\[ R \leq \left( 1 - \frac{1}{t} \mathbb{E} \sum_{k=1}^{t} F(p_{A_k|\psi}^t, \text{Unif}([d_A])) \right)^{1/2} \leq \left( 1 - \sqrt{1 - 1/d_B} \right)^{1/2} \leq \frac{1}{\sqrt{d_B}}. \] (14)

The fidelity uncertainty relation of theorem 2.1 is a consequence of the following general result.

**Theorem 2.2.** For \( |\psi\rangle \in S_H \) denote
\[ Y_{|\psi\rangle} = \left[ \frac{1}{t} \sum_{k=1}^{t} D_{\mathfrak{H}}(p_{A_k|\psi}^t, \text{Unif}([d_A]))^2 \right]. \]

There exists a universal constant \( C_3 \) such that the process \( \{ Y_{|\psi\rangle} : |\psi\rangle \in S_H \} \) is subgaussian with parameter \( \sqrt{C_3} \), i.e. for all \( |\psi\rangle, |\phi\rangle \in S_H \),
\[ \mathbb{P}(|Y_{|\psi\rangle} - Y_{|\phi\rangle}| \geq u) \leq 2 \exp \left( - \frac{du^2}{C_3 \| |\psi\rangle - |\phi\rangle\|^2} \right). \] (15)

Moreover, for every set \( \Lambda \subseteq S_H \),
\[ \mathbb{E} \sup_{|\psi\rangle, |\phi\rangle \in \Lambda} |Y_{|\psi\rangle} - Y_{|\phi\rangle}| \leq C_4 \frac{\mathbb{E} \sup_{|\psi\rangle \in \Lambda} G_{|\psi\rangle}}{\sqrt{d}}, \] (16)

where \( \{ G_{|\psi\rangle} : |\psi\rangle \in S_H \} \) is the canonical Gaussian process defined by (11) and \( C_4 \) is a universal constant.

Before we pass to the proof of theorem 2.2 let us demonstrate how to derive from it the fidelity uncertainty principle of theorem 2.1.

**2.2.1 Theorem 2.2 implies theorem 2.1.** Take \( \Lambda = S_H \) and note that
\[ \mathbb{E} \sup_{|\psi\rangle \in S_H} G_{|\psi\rangle} = \mathbb{E} \| G \| \leq \sqrt{\mathbb{E} \| G \|^2} = \sqrt{2d}. \]
where the last equality follows from (12). Therefore, the inequality (16) of theorem 2.2 gives
\[ \mathbb{E} \sup_{|\psi\rangle, |\phi\rangle \in S_H} |Y_{|\psi\rangle} - Y_{|\phi\rangle}| \leq \frac{\sqrt{2} C_4}{\sqrt{t}}. \]

Let us now fix an arbitrary point $|\rho\rangle \in S_H$. We have
\[ \mathbb{E} \sup_{|\psi\rangle \in S_H} |Y_{|\psi\rangle} - Y_{|\rho\rangle}| \leq \mathbb{E} \sup_{|\psi\rangle, |\phi\rangle \in S_H} |Y_{|\psi\rangle} - Y_{|\phi\rangle}| \leq \frac{\sqrt{2} C_4}{\sqrt{t}}. \]

By the triangle inequality and (14) we further obtain
\[ \mathbb{E} \sup_{|\psi\rangle \in S_H} \sqrt{\frac{1}{t} \sum_{k=1}^{t} D_H(p_{U_k|\psi\rangle}^A, \text{Unif}([d_A]))^2} = \mathbb{E} \sup_{|\psi\rangle \in S_H} Y_{|\psi\rangle} \leq \sqrt{C_4/t}. \]

Thus if $d_B \geq 16/\varepsilon$ and $t \geq 32C_4^2\varepsilon^2$, we obtain
\[ \mathbb{E} \sup_{|\psi\rangle \in S_H} \sqrt{\frac{1}{t} \sum_{k=1}^{t} D_H(p_{U_k|\psi\rangle}^A, \text{Unif}([d_A]))^2} \leq \sqrt{\varepsilon/2}. \] (17)

In view of the equivalence between (9) and (10) this already shows the existence of transformations $U_1, \ldots, U_t$ satisfying the $\varepsilon$-fidelity uncertainty relation. To infer that in fact this relation is satisfied with high probability on the product of unitary groups we need to use the well known concentration of measure inequality, which we recall in the lemma below. The lemma is a well known consequence of the logarithmic Sobolev inequality on the unitary group (see e.g. [32]) together with the tensorization of entropy and Herbst’s argument [24, chapter 5].

**Lemma 2.3.** Let $U_d^t$ be the $t$-fold Cartesian product of the unitary group $U_d$. Let $f : U_d^t \to \mathbb{R}$ be a 1-Lipschitz function with respect to the $\ell_2$ sum of Hilbert–Schmidt distances, i.e.
\[ |f(V_1, \ldots, V_t) - f(V_1', \ldots, V_t')| \leq \sqrt{\sum_{k=1}^{t} \|V_k - V_k'\|_{\text{HS}}^2} \]

for all $V_1, \ldots, V_t, V_1', \ldots, V_t' \in U_d$. Let $U_1, \ldots, U_t$ be independent random unitary matrices distributed according to the Haar measure on $U_d$. Then for any $s \geq 0$,
\[ \mathbb{P}(\|f(U_1, \ldots, U_t) - \mathbb{E}f(U_1, \ldots, U_t)\| \geq s) \leq 2e^{-ds^2/C_6}. \]

Thus to complete the proof of the implication (theorem 2.2 $\Rightarrow$ theorem 2.1) it remains to demonstrate the following lemma.

**Lemma 2.4.** The function $f : U_d^t \to \mathbb{R}$ given by the formula
\[ f(U_1, \ldots, U_t) = \sup_{|\psi\rangle \in S_H} \sqrt{\frac{1}{t} \sum_{k=1}^{t} D_H(p_{U_k|\psi\rangle}^A, \text{Unif}([d_A]))^2} \]
is $1/\sqrt{2t}$-Lipschitz.
Indeed, assuming lemma 2.4, by lemma 2.3 and (17) we obtain
\[ \sup_{|\psi| \in S_h} \left( \sum_{k=1}^t D_H(\rho_{U|\psi},\text{Unif}(|d_k|))^2 \right) \leq \varepsilon \]
\[ \sup_{|\psi| \in S_H} \left( \sum_{k=1}^t D_H(\rho_{U|\psi},\text{Unif}(|d_k|))^2 \right) \leq \varepsilon/2 \]
\[ \sup_{|\psi| \in S_H} \left( \sum_{k=1}^t D_H(\rho_{U|\psi},\text{Unif}(|d_k|))^2 \right) \leq \varepsilon/2 \]
\[ \sup_{|\psi| \in S_H} \left( \sum_{k=1}^t D_H(\rho_{U|\psi},\text{Unif}(|d_k|))^2 \right) \leq \varepsilon/2 \]
\[ \sup_{|\psi| \in S_H} \left( \sum_{k=1}^t D_H(\rho_{U|\psi},\text{Unif}(|d_k|))^2 \right) \leq \varepsilon/2 \]
which proves theorem 2.1 with \( C_1 = 16 \max(1, 2C_e^2), C_2 = 2C_e. \)

**Proof of lemma 2.4.** A supremum of \( L \)-Lipschitz functions is \( L \)-Lipschitz, so by the triangle inequality in \( \ell_2 \), it is enough to show that for every \( |\psi| \in S_H \), the function \( U \mapsto D_H(\rho_{U|\psi},\text{Unif}(|d_k|)) \) is \( (1/\sqrt{2}) \)-Lipschitz with respect to the Hilbert–Schmidt norm. This is however straightforward as we have
\[
|D_H(\rho_{U|\psi},\text{Unif}(|d_k|)) - D_H(\rho_{U'|\psi},\text{Unif}(|d_k|))| = \frac{1}{\sqrt{2}} \left| \sum_{a=1}^d \sum_{b=1}^d |\langle a|b\rangle U|\psi\rangle|^2 - 1/\sqrt{d_k} \right| \leq \frac{1}{\sqrt{2}} \left| \sum_{a=1}^d \sum_{b=1}^d |\langle a|b\rangle U'|\psi\rangle|^2 \right|
\]
\[
\leq \frac{1}{\sqrt{2}} \left| \sum_{a=1}^d \sum_{b=1}^d |\langle a|b\rangle U- U'|\psi\rangle|^2 \right| = \frac{1}{\sqrt{2}} \| (U- U')|\psi\rangle \| = \frac{1}{\sqrt{2}} \| (U- U')|\psi\rangle \|_{HS},
\]
where the first two inequalities follow from the triangle inequality in \( \ell_2 \), the second equality from the fact that \( \{|a|b\rangle : a \in [d_k], b \in [d_k]\} \) is an orthonormal basis of \( H \) and the last inequality from the comparison between the operator and Hilbert–Schmidt norm of a matrix.

**2.2.2. Proof of theorem 2.2.** Before we start the proof of theorem 2.2 let us introduce the main probabilistic tools. The first one is a well known lemma, concerning recursive construction of random unitary matrices.

**Lemma 2.5 ([8, proposition 2.1]).** Let \( M \) be any \( d \times d \) random unitary matrix (not necessarily Haar distributed), whose first column is distributed uniformly on the sphere \( S^{d-1}_C \). Let moreover \( V \) be a random unitary matrix, distributed according to the Haar measure on \( U_{d-1} \). Assume that \( M \) and \( V \) are independent. Define the \( d \times d \) matrix \( W \) with the formula
\[
W = \begin{bmatrix} 1 & 0 \\ 0 & V \end{bmatrix}.
\]

Then the matrix \( MW \) is distributed according to the Haar measure on \( U_d \).

We will also need the celebrated Majorizing measure theorem due to Talagrand [37, 38], which for our purposes can be formulated as follows.
Theorem 2.6. Let \((X_\psi) : \psi \in \Lambda, \psi \in \Lambda\) be a stochastic process, such that for every \(|\psi\), \(|\rho\) \in \Lambda\) and every \(u \geq 0\),
\[
\mathbb{P}(|X_\psi - X_\rho| \geq u) \leq 2 \exp\left(-\frac{u^2}{\|\psi - \rho\|^2}\right).
\]

Then
\[
\mathbb{E} \sup_{|\psi\), \psi \in \Lambda} |X_\psi - X_\rho| \leq C_7 \mathbb{E} \sup_{|\psi\) \in \Lambda} G_\psi,
\]
where \(C_7\) is an absolute numerical constant.

The final ingredient we will use is Lévy’s concentration inequality on the Cartesian product of Euclidean spheres (see e.g. [24]).

Theorem 2.7. Let \(f : \prod_{i=1}^n S^1 \to \mathbb{R}\) be a \(l\)-Lipschitz function (with respect to the geodesic or Euclidean distance on \(\prod_{i=1}^n S^1\)) and let \(X_1, \ldots, X_n\) be i.i.d. random variables distributed uniformly on \(S^1\). Then for any \(u \geq 0\),
\[
\mathbb{P}(|f(X_1, \ldots, X_n) - \mathbb{E}f(X_1, \ldots, X_n)| \geq u) \leq 2 \exp\left(-\frac{(n-1)u^2}{2}\right).
\]

Proof of theorem 2.2. Let us start with the proof of (15). If \(|\psi\) = \(e^{i\chi}|\phi\), for some \(\chi \in \mathbb{R}\), there is nothing to prove, since then \(Y_\psi = Y_\phi\). Assume thus that \(\dim(\text{span}(\psi, \phi)) = 2\). Define \(|\rho\) = \(\frac{1}{2}(|\psi\) + \(|\phi\)) \neq 0\) and fix any orthonormal basis in \(\mathcal{H}\) with a multiple of \(|\rho\) as the first vector. Without loss of generality we can assume that in this basis the transformations \(U_k\) are given by matrices \(M_W k\), where \(M_W k\), \(k = 1, \ldots, t\) are independent random matrices as in lemma 2.5. Having fixed the basis, in what follows we will identify linear transformations of \(\mathcal{H}\) with matrices, in particular we will simply write \(U W k\). Denote by \(P\) the orthogonal projection on \(\text{span}(\rho)\) and let \(Q = I\) - \(P\). Denote \(|\chi\) = \(\frac{1}{2}(|\psi\) - \(|\phi\)), clearly \(Q|\chi\) and \(|\rho\) are orthogonal.

Note that
\[
\langle \chi | \rho \rangle = \frac{1}{4}(|\psi\langle | \phi\rangle - \langle \phi | \psi\rangle) = \frac{1}{2}|\psi\langle | \phi\rangle = \frac{1}{2} \sqrt{-1}\).
\]

We have \(|\psi\) = \(|\rho\) + \(|\chi\) and \(|\phi\) = \(|\rho\) - \(|\chi\). Define \(\alpha = \frac{\langle \rho | \chi \rangle}{\langle \rho | \rho \rangle} \in \mathbb{R}\) and note that \(P|\chi\) = \(\alpha|\rho\). Thus
\[
|\psi\) = (1 + \alpha)|\rho\) + \(Q|\chi\), \(|\phi\) = (1 - \alpha)|\rho\) - \(Q|\chi\).
\]

By our choice of the basis it follows that \(U_k|\rho\) = \(M_k|\rho\) and \(U_kQ|\chi\) = \(M_k|\chi\) where \(|\chi\) = \(W_kQ|\chi\). Thus, the above equalities give
\[
U_k|\psi\) = (1 + \alpha)M_k|\rho\) + \(M_k|\chi\), \(U_k|\phi\) = (1 - \alpha)M_k|\rho\) - \(M_k|\chi\). \(18\)

Moreover, the random vectors \(|\chi\) are independent and distributed uniformly on the sphere of radius \(\|Q|\chi\)\) in the subspace of \(\mathcal{H}\) orthogonal to \(|\rho\). We will denote this sphere by \(S\).
For fixed values of the matrices $M_1, \ldots, M_t$ and $\beta \in \mathbb{C}$, consider the functions $f_{\beta,k} : S \rightarrow \mathbb{R}$ defined with the formula

$$f_{\beta,k}(|x|) = \sqrt{\sum_{a=1}^{d_k} \left( \sum_{b=1}^{d_k} \beta(a) \langle b | M_k | \rho \rangle + \langle a | b | M_k | x \rangle \right)^2 - \frac{1}{\sqrt{d_k}}}$$

and note that $f_{\beta,k}$ are 1-Lipschitz. Indeed, for fixed $\beta, k$, we have

$$|f_{\beta,k}(|x|) - f_{\beta,k}(|y|)| \leq \sqrt{\sum_{a=1}^{d_k} \sum_{b=1}^{d_k} \left( \beta(a) \langle b | M_k | \rho \rangle + \langle a | b | M_k | x \rangle \right)^2 - \frac{1}{\sqrt{d_k}}}$$

$$\leq \sqrt{\sum_{a=1}^{d_k} \sum_{b=1}^{d_k} \langle a | b | M_k | x - y \rangle^2} = \|x - y\|.$$

where the inequalities follow from the triangle inequality in $\ell_2$ and the equality from the fact that $M_k$ is unitary and $\{ |a \rangle | b \rangle : a \in [d_k], b \in [d_k] \}$ is an orthonormal basis in $\mathcal{H}$.

We have

$$\sqrt{2} |Y_\beta - Y_\rho| = \sqrt{2} \left| \frac{1}{\sqrt{t}} \sum_{k=1}^{t} D_W(p_{U_k | \psi}, \text{Unif}([d_k]))^2 - \frac{1}{\sqrt{t}} \sum_{k=1}^{t} D_W(p_{U_k | \phi}, \text{Unif}([d_k]))^2 \right|$$

$$\leq \frac{1}{\sqrt{t}} \left| \sum_{k=1}^{t} \sum_{a=1}^{d_k} \left( \frac{1}{\sqrt{d_k}} \sum_{b=1}^{d_k} |\langle a | b | U_k | \psi \rangle|^2 - \frac{1}{\sqrt{d_k}} \right)^2 \right| - \frac{1}{\sqrt{t}} \left| \sum_{k=1}^{t} \sum_{a=1}^{d_k} \left( \frac{1}{\sqrt{d_k}} \sum_{b=1}^{d_k} |\langle a | b | U_k | \phi \rangle|^2 - \frac{1}{\sqrt{d_k}} \right)^2 \right|$$

$$= \frac{1}{\sqrt{t}} \left| \sum_{k=1}^{t} f_{1+a,k}(|\chi_k\rangle)^2 - \sum_{k=1}^{t} f_{1-a,k}(-|\chi_k\rangle)^2 \right|.$$

where in the third inequality we used (18) and the definition of the functions $f_{1,k}$. Denote by $\mathbb{P}_W, \mathbb{E}_W$ the probability and integration with respect to the variables $W_k$ and recall that $|\chi_k\rangle$ are measurable with respect to these variables, whereas the matrices $M_k$ are independent of them.

Note that

$$f_{1+a,k}(|\chi_k\rangle)^2 = \sum_{a=1}^{d_k} \left( \sum_{b=1}^{d_k} |1 + \alpha|^2 |\langle a | b | M_k | \rho \rangle + \langle a | b | M_k (1 + \alpha)^{-1} |\chi_k\rangle |^2 - \frac{1}{\sqrt{d_k}} \right)^2$$

and
\[ f_{1-o,k}(-|\chi_k|^2) = \frac{d_s}{d_s} \left( \sum_{b=1}^{d_s} |a(b)|^2 \left| \langle a|b|\rho\rangle + \langle a|b|\rho - 1\rangle^* \right|^2 - \frac{1}{d_s} \right) \].

Since \( \alpha \in \mathbb{R}, \alpha \neq 1 \), we have \(|1 + \alpha| = |1 - \alpha|\). Moreover, the distribution of \(|\chi_k|\) is uniform on \( S \), which implies that \((1 + \alpha)^{-1}|\chi_k|\) and \((\alpha - 1)^{-1}|\chi_k|\) have the same distribution (uniform on \(|1 + \alpha|^{-1} S\)). Together with the independence of \(|\chi_k|, k = 1, \ldots, t\), this implies that conditionally on the random matrices \( M_t, \ldots, M_t \), the random variables

\[ \sqrt{2} |Y_{(\psi)} - Y_{(\phi)}| \leq \frac{1}{\sqrt{t}} \left( \sum_{k=1}^{t} f_{1-o,k}(|\chi_k|^2) - \mathbb{E}_W \left( \sum_{k=1}^{t} f_{1-o,k}(|\chi_k|^2) \right) \right) \]

have the same distribution. This allows us to write

\[ \mathbb{P}_W(|Y_{(\psi)} - Y_{(\phi)}| \geq u) \leq 2\mathbb{P}\left( \frac{1}{\sqrt{t}} \left( \sum_{k=1}^{t} f_{1-o,k}(|\chi_k|^2) - \mathbb{E}_W \left( \sum_{k=1}^{t} f_{1-o,k}(|\chi_k|^2) \right) \right) \geq \frac{u\sqrt{2}}{2} \right) \]

As a consequence

\[ \mathbb{P}_W(|Y_{(\psi)} - Y_{(\phi)}| \geq u) \leq 4 \exp\left( -\frac{(2d - 3)tu^2}{4\|Q\chi\|^2} \right) \leq 2 \exp\left( -\frac{\|Q\phi\|^2}{C_3\|\chi\|^2} \right). \]

where in the last inequality we used the fact that \( Q \) is a contraction, the definition of \(|\chi\rangle\rangle\) and \(|\phi\rangle\rangle\). Integrating the above inequality with respect to the random matrices \( M_t \), together with the Fubini theorem proves (15). The inequality (16) follows from (15) by theorem 2.6.

2.2.3. Uncertainty over a subset of states. We would like to point out that theorem 2.2 can be used to quantify uncertainty uniformly over proper subsets of the set of all pure states. Basically the same proof as in the implication (theorem 2.2 implies theorem 2.1) gives us the following result, which will be used in section 2.5.
Theorem 2.8. If $\Lambda \subseteq S_H$ and $d_B \geq \frac{16}{\varepsilon}$ then with probability at least $1 - 2 \exp(-\varepsilon dt/C_2)$ for all $|\psi\rangle \in \Lambda$,

$$\left| \frac{1}{t} \sum_{k=1}^{t} D_H(p^A_{U_{\psi}^{(k)}}(\cdot), \text{Unif}(d_A)) \right|^2 \leq 3\sqrt{\varepsilon/4} + C_4 \frac{\mathbb{E} \sup_{|\psi\rangle \in \Lambda} G_{\psi}^{(t)}}{\sqrt{td}}.$$ 

Example 2.9. Assume that on $\mathcal{H}$ we have another bipartite structure $\mathcal{H} = K_A \otimes K_B$, where $K_A, K_B$ are Hilbert spaces with with $\dim K_A = m_A$ and $\dim K_B = m_B$ ($m_A m_B = d$). Let $\Lambda = S_{K_A} \otimes S_{K_B}$ be the set of all separable states (with respect to the new bipartite structure). Then, as one can easily see by (12), the quantity $2^{-1/2} \mathbb{E} \sup_{|\psi\rangle \in \Lambda} G_{\psi}^{(t)}$ is the expected operator norm of a random $m_A \times m_B$ matrix with i.i.d. standard complex Gaussian coefficients, which, as is well known (see e.g. [2, 10]) is of the order $\sqrt{m_A} + \sqrt{m_B}$. Thus

$$C_4 \frac{\mathbb{E} \sup_{|\psi\rangle \in \Lambda} G_{\psi}^{(t)}}{\sqrt{td}} \leq C_5 \sqrt{m_A} + \sqrt{m_B}.$$ 

In particular, if $d_B \geq 16/\varepsilon^2$ and

$$\sqrt{m_A} + \sqrt{m_B} \leq C_5 \sqrt{d / 4},$$

by setting $t = 1$ in the above theorem (applied with $\varepsilon^2$ instead of $\varepsilon$), we obtain that with probability at least $1 - 2 \exp(-\varepsilon^2 d/4C_2)$,

$$D_H(p^A_{U_{\psi}^{(t)}}(\cdot), \text{Unif}(d_A)) \leq \varepsilon.$$ 

Thus to provide uniform uncertainty relations for the set of separable states, it is enough to use a single unitary matrix.

Let us now consider two special cases related to the above observations. First, if $K_A = H_A, K_B = H_B$, then the condition (19) translates into

$$C_5 \left( \frac{1}{\sqrt{d_A}} + \frac{1}{\sqrt{d_B}} \right) \leq \varepsilon / 4,$$

which is satisfied if $d_A, d_B \geq 64 C_5^2 \varepsilon^{-2}$.

On the other hand, if $d = m^2$ for some integer $m$ and $m_A = m_B = m$, then (19) reads as

$$d \geq \left( \frac{8C_5}{\varepsilon} \right)^4.$$ 

In general, the order of magnitude of $t$ required for providing an uncertainty relation uniformly over some set $\Lambda$ of states is governed by the Gaussian magnitude of this set, which resembles phenomena known from the theory of dimension reduction in asymptotic convex geometry or compressed sensing (see e.g. [23, 33, 36]).

2.3. Optimality. Lower bounds for metric uncertainty relations

We will now address the question of necessary conditions for the existence of transformations $U_1, \ldots, U_t$, satisfying $\varepsilon$-metric uncertainty principles (6) of Fawzi–Hayden–Sen. We will show that they cannot exist unless $t, d_B \geq C/\varepsilon^2$. Since $\varepsilon$-metric uncertainty relations are weaker than
\(\varepsilon^2/2\)-fidelity uncertainty relations, this shows in particular that theorem 2.1 is optimal up to the value of the universal constant \(C_1\). At the same time this demonstrates that random unitary matrices satisfy the stronger fidelity uncertainty relations at roughly the same range of parameters as the weaker metric uncertainty relations.

**Theorem 2.10.** If \(d_A > 1\) and \(U_1, \ldots, U_t\) are unitary transformations of \(\mathcal{H}\), satisfying the \(\varepsilon\)-metric uncertainty relation (6) on \(\mathcal{H}_k\), then \(d_B, t \geq \frac{1}{C_8}\), where \(C_8\) is an absolute constant.

**Remark 2.11.** We would like to stress that in the above theorem we do not impose any random model on the matrices \(U_i\); they can be arbitrary deterministic matrices.

Before we prove theorem 2.10, let us recall that a measure \(\mu\) on \(d\mathbb{R}\) is called log-concave if for all nonempty compact subsets \(A, B \subseteq d\mathbb{R}\), and all \(0, 1\)

\[\mu((A + (1 - \lambda)B)) \geq \mu(A)^\lambda \mu(B)^{1-\lambda}.\]

We refer the Reader to [9, chapter 2] for a comprehensive description of this important class of measures. In our argument we will need their two properties. The first one is an easy consequence of the Prékopa–Leindler inequality (see e.g. [9, theorem 1.2.3]) and asserts that uniform distributions on convex sets are log-concave. The second one is a special case of moment comparison for log-concave distributions due to Borell (see e.g. [34, appendix III]).

**Lemma 2.12.** There exists a universal constant \(C_9\) such that for any real random variable \(X\) with a log-concave distribution,

\[
\mathbb{E}|X|^2 \leq C_9 \mathbb{E}|X|.
\]

**Proof of theorem 2.10.** Assume that \(U_1, \ldots, U_t\) satisfy (6). To show lower bounds on \(t\) and \(d_B\) we will use the probabilistic method. Let \(|\psi\rangle\) be a random state, distributed uniformly on the unit sphere in \(\mathcal{H}\), so that for each \(k\), the random vector \((|a^A \langle b^B | U_k |\psi\rangle|)_{a \in [d_A], b \in [d_B]}\) is distributed uniformly on the unit sphere in \(\mathbb{C}^d\) (in what follows we identify \(\mathbb{C}^d \otimes \mathbb{C}^d\) with \(\mathbb{C}^d\)). Denote \(X_{a,b}^{(k)} = |\langle a^A \langle b^B | U_k |\psi\rangle|^2\). It is well known that the random vector \((X_{a,b}^{(k)})_{a \in [d_A], b \in [d_B]}\) is distributed uniformly on the simplex \(\Delta_{d-1} = \{x = (x_1, \ldots, x_d) : \sum_{i=1}^d x_i = 1, x_i \geq 0\}\).

The uniform distribution on \(\Delta_{d-1}\) is log-concave. Since, as one can easily see, linear images of log-concave measures are log-concave, lemma 2.12 implies that

\[
\mathbb{E} \left| \sum_{b=1}^{d_B} X_{a,b}^{(k)} - \frac{1}{d_A} \right| \geq \frac{1}{C_9} \mathbb{E} \left| \sum_{b=1}^{d_B} X_{a,b}^{(k)} - \frac{1}{d_A} \right|^2 \frac{1}{1/2}. 
\]

Using (6) we thus obtain

\[
2\varepsilon \geq \frac{1}{t} \sum_{k=1}^t D_{TV}(p_{U_k}^A, \text{Unif}(|d_A|)) = d_A \mathbb{E} \left| \sum_{b=1}^{d_B} X_{a,b}^{(1)} - \frac{1}{d_A} \right| \geq C_9^{-1} d_A \sqrt{\mathbb{E} \left| \sum_{b=1}^{d_B} X_{a,b}^{(1)} - \frac{1}{d_A} \right|^2}. 
\]

A direct calculation shows that

\[
\mathbb{E} X_{a,b}^{(1)} = \frac{1}{d}, \quad \text{Var}(X_{a,b}^{(1)}) = \frac{d - 1}{d^2(d + 1)} 
\]

and for \((a, b) \neq (a', b')\),

\[
\mathbb{E} X_{a,b}^{(1)} X_{a',b'}^{(1)} = 0.
\]
\[
\text{Cov}(X^{(1)}_{a,b}, X^{(1)}_{a',b'}) = -\frac{1}{d^2(d+1)}.
\]

Therefore, the right hand side of (21) equals (recall that \( d = d_A d_B \))

\[
d_A C_0^{-1} \sqrt{d_B \frac{d - 1}{d^2(d+1)} - d_B (d_B - 1) \frac{1}{d^2(d+1)}} = C_0^{-1} \sqrt{\frac{(d_A - 1)}{d_A d_B + 1}} \geq \frac{1}{2C_0 \sqrt{d_B}},
\]

which gives \( d_B \geq \frac{1}{16C_0^2} \) (we used here that \( d_A \geq 2 \)) and proves the desired lower bound on \( d_B \).

Let us now pass to the lower bound on \( t \). Define the projection operators \( A_{k a} : H \to H \),

\[
A_{k a} = \sum_{b=1}^{d_B} U_k^b \langle a|b\rangle (a|b)U_k.
\]

Note that for each \( k \) and \( a \),

\[
\left| p^A_{k a}(\psi) - \frac{1}{d_A} \right| = \left| \sum_{b=1}^{d_B} \langle a|b\rangle U_k |\psi\rangle^2 - \frac{1}{d_A} \right| = \left| \langle \psi|(A_{k a} - \frac{1}{d_A} \text{Id}_H)|\psi\rangle \right|.
\]

We thus have

\[
2 \sup_{t} \sum_{k=1}^{t} \text{Tr} \left( p^A_{k a}(\psi), \text{Unif}(|d_A|) \right) = \frac{1}{t} \sup_{t} \sup_{\psi \in \mathcal{S}_T} \left| \sum_{k=1}^{t} \sum_{a=1}^{d_A} \alpha_{k a} \langle \psi|(A_{k a} - \frac{1}{d_A} \text{Id}_H)|\psi\rangle \right|
\]

\[
= \frac{1}{t} \sup_{\psi} \left\| \sum_{k=1}^{t} \sum_{a=1}^{d_A} \alpha_{k a} (A_{k a} - \frac{1}{d_A} \text{Id}_H) \right\|_{\text{HS}} \geq \frac{1}{t \sqrt{d}} \sup_{\psi} \left\| \sum_{k=1}^{t} \sum_{a=1}^{d_A} \epsilon_{k a} (A_{k a} - \frac{1}{d_A} \text{Id}_H) \right\|_{\text{HS}}.
\]

Let now \( \epsilon_{k a} \), \( k = 1, \ldots, t \), \( a = 1, \ldots, d_A \) be i.i.d. Rademacher random variables, i.e. \( \mathbb{P}(\epsilon_{k a} = 1) = \mathbb{P}(\epsilon_{k a} = -1) = 1/2 \). From the above inequality we readily obtain

\[
2 \sup_{t} \sum_{k=1}^{t} \text{Tr} \left( p^A_{k a}(\psi), \text{Unif}(|d_A|) \right) \geq \frac{1}{t \sqrt{d}} \left\| \sum_{k=1}^{t} \sum_{a=1}^{d_A} \epsilon_{k a} (A_{k a} - \frac{1}{d_A} \text{Id}_H) \right\|_{\text{HS}} \Rightarrow \frac{1}{t \sqrt{d}} \sum_{k=1}^{t} \sum_{a=1}^{d_A} \epsilon_{k a} (A_{k a} - \frac{1}{d_A} \text{Id}_H) \Rightarrow \text{Tr} \left( \frac{1}{d_B} \right).
\]

As can be easily seen the right hand side above equals

\[
\frac{1}{t \sqrt{d}} \sum_{k=1}^{t} \sum_{a=1}^{d_A} \left\| A_{k a} - \frac{1}{d_A} \text{Id}_H \right\|_{\text{HS}}^2 = \frac{1}{t \sqrt{d_A d_B}} \text{Tr} \left( \frac{1}{d_B} \right)^2 + (d_A d_B - d_B) \frac{1}{d_A^2}.
\]

with the equality following from the fact that \( A_{k a} \) are orthogonal projections on subspaces of dimension \( d_B \). Using the assumption \( d_A \geq 2 \), one can easily see that the last expression is bounded from below by \( \frac{1}{2t} \). Since by the assumption (6) and (22) it is also bounded from above by \( 2\epsilon \), we get
which ends the proof of theorem 2.10.

\[ t \geq \frac{1}{16\varepsilon^2}, \]

Remark 2.13. An inspection of the above proof shows that finding \(|\psi\rangle\) for which

\[ \frac{1}{t} \sum_{k=1}^{t} D_{TV}(p^{A^k}_{\psi}, \text{Unif}([d_A])) \]

attains its maximal value amounts to finding the sequence of signs \((\alpha_{k}) \in [1] \times [d_A] \) which maximizes the operator norm of the (Hermitian) matrix \( \sum_{k=1}^{t} \sum_{a=1}^{d_A} \alpha_{ka}(A_{ka} - \frac{1}{d_a} \text{Id}_{d_H}) \), and selecting an eigenvector corresponding to the eigenvalue with the largest modulus. Moreover, if we want to find \(|\psi\rangle\) such that

\[ \frac{1}{t} \sum_{k=1}^{t} D_{TV}(p^{A^k}_{\psi}, \text{Unif}([d_A])) \geq \frac{1}{4\sqrt{t}}. \]

it is enough to look at such a principal eigenvector of any matrix \( \sum_{k=1}^{t} \sum_{a=1}^{d_A} \alpha_{ka}(A_{ka} - \frac{1}{d_a} \text{Id}_{d_H}) \), \( \alpha_{ka} \in \{-1, +1\} \), with the Hilbert–Schmidt norm at least \( \sqrt{\text{Id}_{d_A}\left(d_B(1 - \frac{1}{d_a})^2 + (d_Ad_B - d_B)\frac{1}{d_a}\right)} \).

Such a matrix can be found by a simple greedy selection of consecutive signs, which allows to eliminate the probabilistic method in the proof of the lower bound on \( t \).

### 2.4. Information locking

In this section we will discuss applications of theorem 2.1 to locking of classical information in quantum states. The locking phenomenon was first described in [14] and was expressed there in terms of mutual information between the outcomes of measurements performed on a bipartite quantum state. Later in [17] the definition of locking was strengthened to a form involving the total variation distance. Before we state a simple generalization of the definition from [17] let us provide a brief informal description of the locking phenomenon. In short, information locking occurs when given a large bipartite state shared between two parties (say Alice and Bob), Bob cannot obtain almost any information about the Alice part of the state by performing a local measurement on his part, however when sent a small number of classical bits by Alice, he obtains full information about her part. One says then that a certain amount of information was locked in the bipartite quantum state shared by Alice and Bob and subsequently was unlocked with just a small number of bits.

The strength of locking is described by quantitative relations between the size of the system, information Bob could obtain initially and the number of bits that need to be sent in order to provide Bob with full information. Clearly, there is a lot of flexibility in choosing the characteristics that measure the size of the system and initial information/uncertainty of Bob, which leads to various formalizations of the locking phenomenon. Below we state an abstract definition which encompasses the one from [17]. It will also allow us to express locking in terms of the Hellinger distance (7), which will lead to a strengthening of results from [17].

We remark that over the years following its introduction, information locking has found multiple applications in quantum information theory, quantum cryptography and even in physics of black holes. Describing them is beyond the scope of this paper, therefore we refer the Readers to the articles [14, 16, 17, 25, 28, 29].
In what follows we will deal with two kinds of probabilities. The probability related to the random constructions involving random unitary matrices (distributed as before according to the Haar measure on the unitary group), and probabilities related to intrinsic randomness in the results of quantum measurements. To avoid confusion, we will denote the probabilities related to Haar unitary matrices by \( \mathcal{P} \) and probabilities related to the quantum theory by \( \mathcal{P} \).

Recall that for a probability vector \( p = (p(1), \ldots, p(N)) \) the min entropy \( H_{\text{min}}(p) \) is defined as \( H_{\text{min}}(p) = -\log_2(\max_{i \leq N} p(i)) \). Recall also that by \( \mathcal{S}(\mathcal{H}) \) we denote the set of all states on the Hilbert space \( \mathcal{H} \).

**Definition 2.14.** Let \( n \) be a positive integer and let \( \mathcal{P} \) be the set of all probability distributions on \( [2^n] \). Let further \( \rho : \mathcal{P} \times \mathcal{P} \to [0, \infty) \) be an arbitrary measure of proximity between probability distributions, such that \( \rho(p, q) = 0 \) if and only if \( p = q \). Recall that by \( \| \cdot \| \) we denote the trace norm on the space of operators acting on \( \mathcal{H} \).

Consider any \( l \in [0, n] \) and \( \varepsilon \geq 0 \). An encoding \( E : [2^n] \times [l] \to \mathcal{S}(\mathcal{H}) \) is said to be \((\rho, l, \varepsilon)\)-locking for the quantum system \( \mathcal{H} \) if the following two conditions are satisfied:

(a) For all \( x \neq x' \in [2^n] \) and all \( k \in [l] \),

\[
\frac{1}{2} \| E(x, k) - E(x', k) \| = 1.
\] (23)

(b) Let \( X \) (the message) be a random variable on \( [2^n] \) with min-entropy \( H_{\text{min}}(X) \geq l \) and \( K \) (the key) be an independent uniform random variable on \([l]\). For any measurement \( \{M_i\} \) performed on the state \( E(X, K) \) and any outcome \( i \) (by \( l \) we denote the corresponding random variable),

\[
\rho(\mathcal{P}(X \in \cdot | l = i), \mathcal{P}(X \in \cdot)) \leq \varepsilon.
\] (24)

If \( l = n \) (i.e. if \( X \) is distributed uniformly on \( [2^n] \)) we speak simply about \( \varepsilon \)-locking.

In particular if \( \rho = D_{\text{TV}} \) we will speak about total variation locking and when \( \rho = D_H \) about Hellinger locking. It follows from (8) that if \( E \) is \((D_H, l, \varepsilon)\)-locking then it is \((D_{\text{TV}}, l, \sqrt{2} \varepsilon)\)-locking.

The intuitive meaning of the above definition is clear. Specializing to the case of uniform messages, if one uses \( \log_2 n \) random bits independent of the original message to create the key \( K \) and encodes the message \( X \) together with \( K \) in \( E(X, K) \), then no measurement on the system in state \( E(X, K) \) can reveal any significant information about \( X \) (as the posterior distribution \( \mathcal{P}(X \in \cdot | l = i) \) is close to uniform). On the other hand, knowing that \( K = k \) allows to identify the message \( X \), since thanks to (23) the states \( E(x, k), x \in [2^n] \), have pairwise orthogonal supports.

The following theorem concerns the relation between metric uncertainty principles (6) and locking in total variation distance has been proved in [17].

**Theorem 2.15 (Fawzi–Háden–Sen, [17]).** Let \( \varepsilon \in (0, 1) \) and let \( U_1, \ldots, U_l \) be unitary transformations of \( \mathcal{H} \), which satisfy the \( \varepsilon \)-metric uncertainty principle (6) on \( \mathcal{H} \). Assume that \( d_A = 2^d \) and define \( E : [2^n] \times [l] \to \mathcal{S}(\mathcal{H}) \) as

\[
E(x, k) = \frac{1}{d_B} \sum_{b=1}^{d_B} U_k^{(b)} (|x)^{A} \langle x | \otimes | b)^{B} \langle b |) U_k.
\] (25)

Then \( E \) is \((D_{\text{TV}}, \varepsilon)\)-locking. Moreover for all \( l \in [0, n] \) such that \( 2^{l-n} > \varepsilon \), it is \((D_{\text{TV}}, l, \frac{2\varepsilon}{2^{l-n} - \varepsilon})\)-locking.
Our main result concerning locking is the following theorem, which provides the relation between fidelity uncertainty relations (9) and locking in Hellinger distance.

**Theorem 2.16.** Let \( \varepsilon \in (0, 1) \) and let \( U_1, \ldots, U_t \) be unitary transformations of \( \mathcal{H} \), which satisfy the \( \varepsilon^2 \)-fidelity uncertainty principle (9). Assume that \( d_{2^n} = 2^n \) and define \( \mathcal{E} : [2^n] \times [t] \to \mathcal{S}(\mathcal{H}) \) by (25). Then \( \mathcal{E} \) is \( \varepsilon \)-locking in Hellinger distance. Moreover for all \( l \in [0, n] \) such that \( 2^{2l-n} > 2\varepsilon^2 \), it is \((D_{\mathcal{H}}, l, \frac{2\varepsilon}{2^{2l-n} - 2^{l+n}})\)-locking.

In combination with theorem 2.1 we immediately obtain the following corollary.

**Corollary 2.17.** There exist \((D_{\mathcal{H}}, \varepsilon)\)-locking schemes encoding an \( n \)-bit uniform message into at most \( n + 2 \log_2(1/\varepsilon) + O(1) \) qubits and using a key of length at most \( 2 \log_2(1/\varepsilon) + O(1) \) bits.

We postpone the proof of the theorem to section 2.4.1 to discuss first its optimality and relation with previous results.

In [17] the authors by means of theorems 1.4 and 2.15 show the existence of \((D_{TV}, \varepsilon)\)-locking schemes encoding \( n \)-bit uniform messages into \( n + 2 \log_2(1/\varepsilon) + O(1) \) qubits using a key of \( 2 \log_2(1/\varepsilon) + O(\log \log (1/\varepsilon)) \) bits. They also point out that the key length of any \((D_{TV}, \varepsilon)\)-locking protocol must be at least \( \log_2(1/(\varepsilon + 2^{2n})) = \log_2(1/\varepsilon) - o_1(1) \) as \( n \to \infty \).

Theorem 2.16 improves upon the result in [17] as it considers a stronger proximity measure \( D_{\mathcal{H}} \) and eliminates the \( \log \log \) part in the bound on the key length. Clearly, in view of the aforementioned lower bound, it would be of interest to eliminate the factor of 2 in the result of [17]. However it turns out that for locking in Hellinger distance this factor is in fact necessary, which shows that Corollary 2.17 provides key length which is optimal up to an absolute additive constant. This is formalized in the following proposition.

**Proposition 2.18.** Any \((D_{\mathcal{H}}, \varepsilon)\)-locking protocol encoding \( n \)-bit messages has key length at least \( \log_2 \left( \frac{1}{2^{n} + 2^{n}} \right) \geq 2 \log_2(1/\varepsilon) - 1 - o(1) \) bits.

**Proof.** Consider the encoding procedure under the assumption that \( K = 1 \), which exists by (23). Thus \( I \) takes values in \([2^n]\). By the decoding condition we have \( P(I = X|K = 1) = 1 \). Thus

\[
\frac{1}{t} = P(K = 1) \leq P(I = X)
\]

and as a consequence

\[
\sum_{i=1}^{2^n} P(X = i|I = i)P(I = i) = P(X = I) \geq 1/t,
\]

which implies that there exists \( i \in [2^n] \) such that \( P(X = i|I = i) \geq 1/t \). Fix any such \( i \) and denote \( p = P(X = i|I = i) \).

By (24) and (7) we have

\[
\sum_{x=1}^{2^n} \sqrt{P(X = x|I = i) \frac{2^n}{2^n - p}} \geq 1 - \varepsilon^2.
\]

By the Cauchy–Schwarz inequality, we get

\[
\sqrt{p2^{2n}} + \sqrt{\frac{2^n}{2^n - p}} \sqrt{1 - p} \geq 1 - \varepsilon^2,
\]
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Using the fact that $p_1$, $p(1-p) \leq 1/4$, we get $2\epsilon^2 + 2^{1-n/2} \geq p \geq 1$, which yields
\[
 l \geq \frac{1}{2\epsilon^2 + 2^{1-n/2}}.
\]
ending the proof.

Let us also discuss optimality of the second part of theorem 2.16, concerning the restrictions on the min-entropy of the message $X$. This time we will not do it for arbitrary locking schemes but just for the locking scheme (25). Substituting $r := 2^{l-n/2(2\epsilon^2)}$, we see that for $r > 1$, by theorem 2.16, $\mathcal{E}$ is $(D_{ht}, I, \frac{\sqrt{2}}{\sqrt{d} - 1})$ locking. In other words, to get a meaningful bound from theorem 2.16, we need
\[
 l \geq n - 2 \log_2(1/\epsilon) + \log_2 r,
\]
with $r > \sqrt{2} + 1$. Note that this allows for a greater range of $l$ than theorem 2.15, which requires $l$ to be larger than $n - \log_2(1/\epsilon)$.

It turns out that for the map $\mathcal{E}$ under $\epsilon^2$-fidelity uncertainty principle assumptions, the barrier $n - 2 \log_2(1/\epsilon)$ for $l$ is essentially optimal (up to universal additive constants) for locking both in the total variation and Hellinger distance. This is shown in the following proposition.

**Proposition 2.19.** There exists $C_{10}$ such that for any $n$ there exist unitary transformations $U, \ldots, U_t$ satisfying the $\epsilon^2$-fidelity uncertainty principle and such that for any integer $l \leq n - 2 \log_2(1/\epsilon) - C_{10}$ and any message $X$ distributed uniformly on a set $S \subseteq [2^n]$ of cardinality $2^l$, there exists a measurement $\{M_{x,k}\}_{x \in S, k \in [t]}$ such that for all $x \in S, k \in [t]$,
\[
 P(X = x, K = k | I = (x, k)) = 1. \quad (26)
\]

**Remark 2.20.** The above proposition shows that if the result of the measurement is $(x, k)$, we are able to perfectly identify the message and the key. Note that if $l \to \infty$ with $n$, we obtain
\[
 D_{TV}(P(X \in \cdot | I = (x, k)), P(X \in \cdot)) = \frac{1}{2}(|1 - 2^{-l} + (2^l - 1)|0 - 2^{-l}|) = 1 - 2^{-l} \to 1.
\]

The result fail of the measurement happens with probability strictly between 0 and 1. Thus the assertion of the proposition should not be confused with unconditional decodability of the message, in other words it may be still possible that the (unconditional) probability that one recovers $X$ is small.

**Proof of proposition 2.19.** Let $d_A = 2^l$, $d_B = \lceil C_1/e^2 \rceil$. Define $\mathcal{E}$ via (25) where $U_i$ are random unitary transformations and $t = \lceil C_1/e^2 \rceil$ for a sufficiently large constant $C_{11}$. Let now $X, K$ be independent random variables, independent of the matrices $U_i$ and such that $K$ is distributed uniformly on $[t]$ and $X$ distributed uniformly on a set $S \subseteq [2^n]$ of cardinality $2^l$ with $l \leq n - 2 \log_2(1/\epsilon) - C_{10}$, where $C_{10}$ is a universal constant which will be fixed later on. We will now prove that with probability one on the unitary group there exists a measurement satisfying (26). Since by theorem 2.1, with positive probability the matrices $U_1, \ldots, U_t$ satisfy the $\epsilon^2$-fidelity uncertainty relation this will end the proof of the proposition.
The existence of the measurement follows just from a dimension count argument. Fix \( x \in S \) and \( k \in [r] \) and consider the subspaces \( H_{k,x} := \text{span}(\{ U_i^k(\cdot \mid y) \cdot b) : b \in [d_B]\}) \) for \((y, i) = (x, k)\).

Each of them is of dimension \( d_B \), so the space \( H_{k,x} = \bigoplus_{y \in S, i \in [r], (y, i) = (x, k)} H_{k,y,i} \) is of dimension at most \( t |S| d_B \leq C_1 \sqrt{2} \sqrt{d_B} \). Thus if \( l < n - 2 \log_2(1/\varepsilon) - C_{10} \), where \( C_{10} = \log_2 C_1 \), then \( \dim H_{k,x} < 2^l d_B = \dim \mathcal{H} \) and so there exists a state \( |e_{x,k} \rangle \in \mathcal{H} \) orthogonal to \( H_{k,x} \).

Note that since \( U_k \) is independent of \( \{U_i\}_{i \in \mathbb{C}} \) and the conditional distribution of \( U_k^i(\cdot \mid y) \cdot |b) \rangle \) is the uniform distribution on the unit sphere in the orthogonal complement of \( \text{span}(U_k^i(\cdot \mid y) \cdot |b) \rangle \) for \( y \in S, y \neq x, b \in [d_B] \), we obtain that with probability one on the product of unitary groups, \( \{e_{x,k} \mid U_k^i(\cdot \mid y) \cdot |b) \rangle \} \) is the uniform distribution on the orthogonal complement of \( \text{span}(U_k^i(\cdot \mid y) \cdot |b) \rangle \).

Let us now set \( M_{x,k} = \frac{1}{|S|} \langle e_{x,k} | e_{x,k} \rangle \). Then \( \sum_{x \in S, k \in [r]} M_{x,k} \) is a non-negative definite operator of norm at most one, so by the spectral theorem we can find a non-negative definite operator \( M_{\text{fail}} \) such that \( M_{x,k} = \sum_i (e_{x,k} | U_k^i \cdot |b) \rangle \langle b | U_k^i M_{x,k} \rangle \). By the construction of the vector \( |e_{x,k} \rangle \), Moreover,

\[
P(I = (x, k)) \geq \frac{1}{|S|} \langle e_{x,k} | U_k^i \cdot |b) \rangle \langle b | U_k^i M_{x,k} \rangle \geq \frac{1}{|S|} |\langle e_{x,k} | U_k^i \cdot |b) \rangle |^2 > 0.
\]

Thus (26) follows by the Bayes rule. \( \square \)

### 2.4.1. Proof of theorem 2.16.

The proof follows the ideas used in [17] to demonstrate theorem 2.15.

**Proof of theorem 2.16.** Note that thanks to (7), for \( \rho = D_M \), the inequality (24) is equivalent to

\[
\sum_{x=1}^n \sqrt{P(X = x | I = i)} \sqrt{P(X = x)} \geq 1 - \varepsilon^2.
\]  

(27)

By concavity of the square root and the spectral theorem it follows that without loss of generality we may assume that each \( M_i \) is of rank one. Indeed, if \( M_i = \sum_j \xi_j |e_j \rangle \langle e_j | \) and \( J \) describes the result of the refined measurement related to the POVM \( \{\xi_j |e_j \rangle \langle e_j | : i \in \mathcal{J}\} \) then for any \( i \) the result \( I = i \) corresponds to \( J \in \mathcal{A} \) for some set \( \mathcal{A} \) of outcomes of \( J \). Thus \( P(X = x | I = i) = \sum_{j \in \mathcal{J}} P(X = x | J = j) P(J = j | J \in \mathcal{J}) \) and the concavity of the square root implies that to prove (27), it is enough to verify it with \( J \) instead of \( I \). In what follows we will therefore assume that each \( M_i = \xi_i |e_i \rangle \langle e_i | \) for some \( |e_i \rangle \in S_H \) and \( \xi_i \in (0, 1] \).
For $x \in [2^n]$ let $p(x) = P(X = x)$. Recall that $\max_x p(x) = 2^{-n}$. By Born’s rule we have

$$P(t = i | X = x) = \sum_{l = 1}^{t} \sum b \sum \text{Tr}(U^t_l | x)^A | b \rangle \langle b | T_k | \epsilon_0 \rangle \langle \epsilon_0 |$$

$$= \sum_{l = 1}^{t} p^A_{\epsilon_0 | \epsilon_0} (x).$$

By the Bayes rule, we thus get

$$P(X = x | I = i) = \frac{1}{\alpha} \sum_{x = 1}^{2^n} \sum_{k = 1}^{t} p^A_{\epsilon_0 | \epsilon_0} (x) p(x),$$

where

$$\alpha = \frac{1}{t} \sum_{x = 1}^{2^n} \sum_{k = 1}^{t} p^A_{\epsilon_0 | \epsilon_0} (x') p(x').$$

Now we get

$$\sqrt{\alpha} D_\alpha (p(X \in \cdot | I = i), P(X \in \cdot)) = \sum_{x = 1}^{2^n} \left( \sum_{k = 1}^{t} p^A_{\epsilon_0 | \epsilon_0} (x) - \frac{1}{\alpha} p(x) \right)^2$$

$$\leq \left( \sum_{x = 1}^{2^n} \left( \sum_{k = 1}^{t} p^A_{\epsilon_0 | \epsilon_0} (x) - \frac{1}{\alpha} p(x) \right)^2 \right)^{\frac{1}{2}} + \left( \sum_{x = 1}^{2^n} \frac{1}{\alpha} p(x) \right)^{\frac{1}{2}}$$

$$\leq 2^{-1/2} \sum_{x = 1}^{2^n} \left( \sum_{k = 1}^{t} p^A_{\epsilon_0 | \epsilon_0} (x) - \frac{1}{2 \alpha^2} \right)^2 + \frac{1}{\sqrt{\alpha}} \frac{1}{2 \alpha^2} - \sqrt{\alpha}.$$  

(30)

where in the first inequality we used the triangle inequality in $\ell_2$ and in the second one the upper bound on $p(x)$ coming from the min-entropy assumption. Writing

$$\frac{1}{2 \alpha^2} = \frac{1}{\sqrt{\sum_{x = 1}^{2^n} 1/t^2 \alpha^2}}$$

and using the triangle inequality in $\ell_2$ (or just using the convexity of the function $s \rightarrow (\sqrt{s} - 2^{-n/2})^2$), we see that the first term on the right hand side above is bounded from above by

$$\frac{2^{-1/2}}{\sqrt{\alpha}} \left( \sum_{x = 1}^{2^n} \sum_{k = 1}^{t} \left( \sqrt{p^A_{\epsilon_0 | \epsilon_0} (x)} - \frac{1}{2 \alpha^2} \right)^2 \right)^{\frac{1}{2}} \leq \frac{2^{-1/2}}{\sqrt{\alpha}} \sqrt{2} \epsilon,$$

(31)

where the last inequality follows from (10) applied with $\epsilon^2$ instead of $\epsilon$. Similarly,

$$\frac{1}{2 \alpha^2} - \sqrt{\alpha} \leq \frac{1}{\sqrt{\alpha}} \left( \sum_{x = 1}^{t} \sum_{x' = 1}^{t} \left( \sqrt{p^A_{\epsilon_0 | \epsilon_0} (x')} - \frac{1}{2 \alpha^2} \right)^2 \right)^{\frac{1}{2}} \leq 2^{-1/2} \sqrt{2} \epsilon.$$
Combining the above estimates, we get

$$D_H(P(X \in \cdot | I = i), P(X \in \cdot)) \leq 2 \frac{2^{-l/2} \varepsilon}{\sqrt{\alpha}}.$$  

Since $\frac{\sqrt{\alpha}}{2^n} \geq \frac{1}{2^n} - \frac{\sqrt{\alpha}}{2^n}$, we get that if $2^{l-n} > 2\varepsilon^2$, then

$$D_H(P(X \in \cdot | I = i), P(X \in \cdot)) \leq \frac{2\varepsilon}{2^{l-n/2} - \sqrt{2} \varepsilon},$$

which proves the second part of the theorem. To prove the first part, note that when $X$ is uniformly distributed on $[t]$, we have $l = n$ and $\alpha = 2^{-n}$, so the second term on the right hand side of (30) vanishes, while (31) shows that the first term is bounded by $\sqrt{2} \varepsilon$. \hfill \Box

2.5. Further applications: data hiding

In this section we will present an example of further applications of theorem 2.2, or more specifically theorem 2.8, which may be used to treat arbitrary subsets of the set of pure states. We will do this by discussing a particular application related to data hiding. We remark that this problem has been thoroughly studied in the literature with different types of theoretical guarantees (see e.g. [13, 15, 20, 30]). Our goal is not to provide an extensive discussion, but rather to point out potential applications of uncertainty principles in this context.

Let us recall that in the problem of data hiding one aims at encoding a string of bits into a bipartite quantum state, shared between Alice and Bob in such a way that they cannot decode it by means of LOCC (local operations and classical communication) measurements (see [7, 11]), but are able to perfectly decode it provided that they can perform a global measurement.

In what follows just as in the locking protocol discussed before we will assume that the data $X$ to be hidden consists of $n$ random bits and that the distribution of $X$ is either uniform on $[2^n]$ or has sufficiently large min-entropy. We will show that it is possible to hide the data by using the locking scheme (25) of Fawzi–Hayden–Sen with just one random unitary matrix ($t = 1$). Let us assume (just as in example 2.9) that $\mathcal{H} = \mathcal{K}_A \otimes \mathcal{K}_B$ with $\dim \mathcal{K}_A = m_A$, $\dim \mathcal{K}_B = m_B$, and that a quantum state from $\mathcal{H}$ is split into Alice’s and Bob’s subsystems, corresponding to $\mathcal{K}_A$ and $\mathcal{K}_B$ respectively. Thus the bipartite structure $\mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$ that we have been working with so far, is used only during the preparation of a state, which is subsequently split into two subsystems $\mathcal{K}_A$ and $\mathcal{K}_B$. The latter subsystems may but do not have to coincide with the systems $\mathcal{H}_A$, $\mathcal{H}_B$ (for instance one may want to split the state into subsystems of equal sizes).

We are aware that this notation may be considered slightly misleading, since the spaces $\mathcal{H}_A, \mathcal{H}_B$ used to define $\mathcal{H}$ do not correspond to the parts of the system Alice and Bob have access to. We will however keep this notation since we would like to be consistent with the notation from previous parts of the article (inherited partially from [17]) as well as with the usual information theory conventions involving Alice and Bob.

Recall that a POVM $\{M_i\}$ on $\mathcal{H} = \mathcal{K}_A \otimes \mathcal{K}_B$ is called separable if each $M_i$ is of the form $M_i = \sum_j A_j \otimes B_j$ where $A_j, B_j$ are positive operators on $\mathcal{K}_A$ and $\mathcal{K}_B$ respectively. In what follows whenever we mention separability it should be understood with respect to this bipartite structure on $\mathcal{H}$. It is known that the class of separable measurements is strictly larger than the class of LOCC measurements.

**Theorem 2.21.** Let $\varepsilon \in (0, 1)$, $n$ be a positive integer and assume that $d_A = 2^n$ and that $\mathcal{H} = \mathcal{K}_A \otimes \mathcal{K}_B$ for some Hilbert spaces $\mathcal{K}_A, \mathcal{K}_B$ of dimensions $m_A, m_B$ respectively. Assume
further that \( d_h \geq C_{12}^2 \varepsilon^2 \), and \( \sqrt{m_A} + \sqrt{m_B} \leq C_{12}^{-1} \sqrt{d} \varepsilon \), where \( C_{12} \) is a sufficiently large universal constant. Let \( U \) be a random unitary transformation of \( \mathcal{H} \). Define \( \mathcal{E} : [2^n] \to \mathcal{S}(\mathcal{H}) \) with the formula
\[
\mathcal{E}(x) = \frac{1}{d_h} \sum_{b=1}^{d_h} U'(|x\rangle^i |\rangle \otimes |b\rangle^j \langle b|) U.
\]
(32)

Then with probability at least \( 1 - 2 \exp(-\varepsilon^2 d/C_{12}) \) the random encoding \( \mathcal{E} \) has the following property.

Let \( X \) be a random \( n \)-bit message. If \( X \) is uniformly distributed on \([2^n]\), then for every separable measurement \( \{M_i\} \) on \( \mathcal{H} = \mathcal{K}_A \otimes \mathcal{K}_B \) denoting by \( I \) the random variable describing the outcome of the measurement \( \{M_i\} \) performed on the state \( \mathcal{E}(X) \), we have
\[
D_H(P(X \in \cdot | I = i), P(X \in \cdot )) \leq \varepsilon.
\]
Moreover, if instead of uniform distribution of \( X \), we assume that \( H_{\min}(X) = 1 \) and \( 2^{l-n} > 2 \varepsilon^2 \), then
\[
D_H(P(X \in \cdot | I = i), P(X \in \cdot )) \leq \frac{2 \varepsilon}{2^{l-n} - \sqrt{2} \varepsilon}.
\]
(33)

We can interpret the above theorem as locking against separable measurements or as a kind of data hiding, since clearly if \( U \) is known, the message \( X \) can be recovered by a global measurement, while the inequality (33) provides a limitation on the knowledge about \( X \), which can be obtained from separable measurements.

The proof of theorem 2.21 is analogous to the proof of theorem 2.16, the only difference is that in rank one decomposition of the measurement \( \{M_i\} \) we can now assume that the states \( |e_i\rangle \) and consequently \( |e_i\rangle \) are separable, which allows us to use estimates of example 2.9 with \( t = 1 \), providing an uncertainty relation over the set of separable states. For this reason we will skip the details.

Theorem 2.21 gives the following corollary in which instead of imposing restrictions on the min-entropy \( l \), with the dimension \( d_h \) depending only on \( \varepsilon \), we allow \( d_h \) to depend also on \( l \). As we will see later this result may be considered an interpolation between the classical data hiding setting and the fully Bayesian case. For simplicity we will assume that \( d \) is an even power of 2, and \( m_A = m_B = \sqrt{d} \), the general case being a straightforward, but notationally more involved modification.

**Corollary 2.22.** Let \( \varepsilon \in (0, 1) \), \( n \) be a positive integer and \( l \in [0, n] \). Assume that \( d_A = 2^k \), \( d_B = 2^k \) and \( n + k \) is an even number. Assume furthermore that \( \mathcal{H} = \mathcal{K}_A \otimes \mathcal{K}_B \) with \( \dim \mathcal{K}_A = \dim \mathcal{K}_B \). Let \( U \) be a random unitary transformation of \( \mathcal{H} \) and \( \mathcal{E} : [2^n] \to \mathcal{S}(\mathcal{H}) \) be defined by (32). If \( d_h \geq C_{13} \max(2^{n+l-2} \varepsilon^2, 2^{n-k} \varepsilon^2) \), then with probability at least \( 1 - 2 \exp(-\varepsilon^2 2^{l-n} d/C_{13}) \) the random encoding \( \mathcal{E} \) has the following property.

For every \( n \)-bit message \( X \) with \( H_{\min}(X) \geq l \), every separable measurement \( \{M_i\} \) on \( \mathcal{H} = \mathcal{K}_A \otimes \mathcal{K}_B \), if \( I \) is the random variable describing the outcome of the measurement \( \{M_i\} \) on the state \( \mathcal{E}(X) \), we have
\[
D_H(P(X \in \cdot | I = i), P(X \in \cdot )) \leq \varepsilon.
\]
(34)
Proof. Denote \( m = \dim \mathcal{K}_A = \dim \mathcal{K}_B \). We apply theorem 2.21 with \( \varepsilon := 2^{(l-n-4)/2} \) instead of \( \varepsilon \) (note that \( 2\varepsilon^2 \leq 2^{l-n} \)). The inequality (33) reads then as

\[
D_H(\mathbb{P}(X \in \cdot | I = i), \mathbb{P}(X \in \cdot | i)) \leq \frac{2 \cdot 2^{(l-n-4)/2}}{2^{l-n/2} - \sqrt{2} \cdot 2^{l-n-4/2}} = \frac{2\varepsilon}{4 - \sqrt{2} \varepsilon} < \varepsilon.
\]

Therefore it remains to verify the assumptions of theorem 2.21. To this end note first, that we have

\[
\frac{C_{ij}}{\varepsilon^2} = \frac{C_{ij}2^{4+n-l}}{\varepsilon^2} \leq d_B,
\]

provided the constant \( C_{ij} \) is large enough.

Second, as \( m_A = m_B = m = \sqrt{d} \), we need \( 2d^{l/4} \leq C_{ij}^{-1} \sqrt{d} \varepsilon \), i.e. \( d \geq (2C_{ij}/\varepsilon)^4 \), which can be further rewritten as

\[
2^d d_B \geq (8C_{ij}/\varepsilon)^{2^{2n-2l}}.
\]

It is now easy to see that for sufficiently large \( C_{ij} \) this inequality is satisfied for \( d_B \geq C_{ij}2^{n-2l}/\varepsilon^4 \).

Finally, the bound on the probability over the unitary group follows just by applying the bound of theorem 2.21 with \( \varepsilon \) and adjusting the constants. \( \square \)

Let us now make a few additional remarks concerning Corollary 2.22 and compare it to the literature.

We start by observing that for general \( l \) the Bayesian type security criterion (34) is different from the criterion usually imposed in data-hiding literature, however in the special case of \( l = 1 \) the two conditions are comparable. The usual condition on data hiding (see e.g. [13]) is that for any \( x, y \in [2^n] \) and any LOCC operation \( L : \mathcal{K}_A \otimes \mathcal{K}_B \rightarrow \mathcal{Y}_A \otimes \mathcal{Y}_B \),

\[
\|\text{Tr}_Y(L(\mathcal{E}(x)) - \text{Tr}_Y(L(\mathcal{E}(y))))\| < \varepsilon. \tag{35}
\]

By appealing to the Helstrom bound [21], one can interpret the above condition as almost indistinguishability of any two states \( x, y \in [2^n] \) by a LOCC measurement.

To see the relation between (35) and (34), assume that (34) is satisfied for the random variable \( X \), which takes the values \( x, y \) with equal probabilities \( 1/2 \) (in particular \( H_{\text{min}}(X) = 1 \)). Using (8) we infer that for any separable POVM \( \{M_x, M_y\} \), if \( I \) is the random variable describing the outcome of the measurement performed on \( \mathcal{E}(X) \), then

\[
\left| \frac{\text{Tr} M_x \mathcal{E}(x)}{\text{Tr} M_x \mathcal{E}(x) + \text{Tr} M_y \mathcal{E}(y)} - \frac{1}{2} \right| + \left| \frac{\text{Tr} M_y \mathcal{E}(y)}{\text{Tr} M_x \mathcal{E}(x) + \text{Tr} M_y \mathcal{E}(y)} - \frac{1}{2} \right| = \frac{1}{2} \left| \mathbb{P}(X = x | I = x) - \frac{1}{2} \right| + \left| \mathbb{P}(X = y | I = x) - \frac{1}{2} \right| \leq 2 \sqrt{2} \varepsilon,
\]

which gives

\[
|\text{Tr} M_x \mathcal{E}(x) - \text{Tr} M_y \mathcal{E}(y)| \leq 2 \sqrt{2} \varepsilon (\text{Tr} M_x \mathcal{E}(x) + \text{Tr} M_y \mathcal{E}(y)) \leq 4 \sqrt{2} \varepsilon. \tag{36}
\]

Let us now consider any separable operation \( L : \mathcal{K}_A \otimes \mathcal{K}_B \rightarrow \mathcal{Y}_A \otimes \mathcal{Y}_B \) (i.e. an operation with Kraus representation \( L(\rho) = \sum_{i=1}^{4} (A_i \otimes B_i) \rho (A_i^\dagger \otimes B_i^\dagger) \), where \( \sum_{i=1}^{4} (A_i^\dagger \otimes B_i^\dagger) (A_i \otimes B_i) = \text{Id}_{\mathcal{A}} \)). Note that for any POVM \( \{P_x, P_y\} \) on \( \mathcal{Y}_B \) and \( v \in \{x, y\} \), we have
where $M_i = \sum_{j=1}^{b_i}(A_i^j A_i^j) \otimes (B_i^j B_i^j)$. It is easy to see that \{\{M_i, M_j\}\} is a separable POVM on $\mathcal{H}$ and thus (36) can be applied to it, yielding

$$\left| \text{Tr}(\mathcal{I} \otimes P_i L(\mathcal{E}(x))) - \text{Tr}(\mathcal{I} \otimes P_i L(\mathcal{E}(y))) \right| \leq 4 \sqrt{2} \epsilon.$$ 

Note however that the left-hand side above equals

$$\left| \text{Tr}_x P_i L(\mathcal{E}(x)) - \text{Tr}_y L(\mathcal{E}(y)) \right|.$$ 

Choosing now $P_i$ to be the orthogonal projection on the direct sum of eigenspaces of the matrix $\text{Tr}_x L(\mathcal{E}(x)) - \text{Tr}_y L(\mathcal{E}(y))$ with non-negative eigenvalues, $P_i = \text{Id}_{y_B} - P_i$, then switching the role of $P_i$ and $P_j$ and summing the corresponding inequalities, we obtain

$$\|\text{Tr}_x L(\mathcal{E}(x)) - \text{Tr}_y L(\mathcal{E}(y))\|_1 < 8 \sqrt{2} \epsilon$$

for any separable (in particular any LOCC) transformation $L$.

This shows that Corollary 2.22 for $l = 1$ gives a construction of a data hiding scheme in the usual sense in which $2^n$ distinct classical states are hidden into a bipartite system of $2n + 4 \log(1/\epsilon) + O(1)$ qubits (as $n \to \infty$). The construction relies on a single random unitary transformation. Let us remark that random unitary matrices have been used in data hiding protocols e.g. in [20], however the setting therein was rather different from ours. First the authors of [20] were interested in the more difficult task of hiding qubits rather then bits; second, they were interested in approximate decoding; finally the number of qubits required to hide $n$ qubit states was of the order $2n + 2 \log \log n + O(1)$, while the number of random unitaries used was of the order at least $C n^{2^l}$. We also remark that the number of qubits required by the above constructions is essentially optimal, as a recent result by Andreas Winter [40] asserts that in order to hide $n$ classical bits into a bipartite system $\mathcal{K}_A \otimes \mathcal{K}_B$ with $\dim \mathcal{K}_A = \dim \mathcal{K}_B = m$, one needs $\log m \geq n - O(1)$, even if we require only approximate decodability by a global measurement (the $O(1)$ part depends on the quantitative security and decodability parameters).

Note that for larger $l$, the security criterion (34) becomes in a sense ‘more and more Bayesian’ and does not rely on a pairwise comparison of hidden states anymore. At the same time the number of qubits used decreases with $l$ and equals $\max(2n - l + 2 \log(1/\epsilon), 2n - 2l + 4 \log(1/\epsilon)) + O(1)$, in particular for $l = n$ (and $n$ large enough) we obtain $n + 2 \log(1/\epsilon) + O(1)$ qubits. Thus Corollary (2.22) may be considered an interpolation between the case of $l = 1$, describing the usual data-hiding setting and the fully Bayesian case $l = n$ (corresponding to the uniform prior on the set of $n$-bit messages).

### 2.6. Euclidean embeddings

Our final application concerns finding almost Euclidean subspaces of the spaces $\ell_1^n(\ell_2^m)$. Recall that $\ell_1^n(\ell_2^m)$ is the space of $m \times n$ matrices, equipped with the norm $\|A\|_{\ell_1^n(\ell_2^m)} = \sum_{i=1}^{m} \sqrt{\sum_{j=1}^{n} |a_{ij}|^2}$ for $A = (a_{ij})_{i \leq m, j \leq n}$.

To explain the context, let us recall that the famous theorem by Dvoretzky (in a version due to Milman, with best known quantitative bounds due to Schechtman [36]) asserts that any $N$-dimensional Banach space $K$ contains a subspace $L$, such that $k = \dim L \geq C_4^{-1} \frac{\epsilon}{(\log e)^{1+\theta}} \log N$, which is $(1 + \epsilon)$-isometric to a Hilbert space, i.e. there exists a linear map $T : \mathcal{H} \to L$, where $\mathcal{H}$ is a $k$ dimensional Hilbert space, such that for all $|x| \in \mathcal{H}$, 

\[
\text{Tr}(\mathcal{I} \otimes P_i L(\rho)) = \text{Tr} M_i \rho,
\]
The logarithmic dependence of $k$ on the dimension $N$ in general is best possible, however in certain cases it can be improved. In particular it is known that for spaces of the type $\ell^m_1(\mathbb{C}^2)$ (in which case $N = nm$) one can find almost Euclidean subspaces of dimension $k \approx \varepsilon^2 N$ (see e.g. [22]). It turns out that using theorem 2.2, if $m$ is large one can improve the dependence on $\varepsilon$, as stated in theorem 2.23 below. From the point of view of asymptotic convex geometry it would be of interest to verify if similar improvements can be obtained for more general Banach spaces.

We will now present in detail the relation between uncertainty principles and the construction of Euclidean subspaces of $\ell^m_1(\mathbb{C}^2)$ as outlined in [17]. Our improved uncertainty principles will translate into a better lower bound on the dimension of the almost Euclidean subspace. Consider $A d A C = H$, $B dB C = H$ and i.i.d. random unitary matrices $U_1, \ldots, U_t$. Introduce also an additional space $C t C = H$ and the space $K AB C = \otimes HH H$ of dimension $d d t$. Let also $k C /uni27E9 |k t 1, , = \ldots$ be an orthonormal basis in $C H$. By identifying an element $\rho$ of $K$ with a matrix $abk bd ak dt$, $\rho \in \times$, we can identify $K$ with the space $\ell^m_1(\mathbb{C}^2)$ with $n = dA t$, $m = dB$. On $K$ we also have a natural Euclidean structure of a tensor product of Hilbert spaces. Consider now a linear map $T : H \to K$ defined as

$$T|\psi\rangle = \frac{1}{\sqrt{t}} \sum_{k=1}^{t} (U_k|\psi\rangle|b\rangle)|k\rangle^C.$$ 

Note that $T$ is an isometry between the Hilbert spaces $H$ and $K$. At the same time, for any $|\psi\rangle \in S_H$,

$$\|T|\psi\rangle\|_{\ell^m_1(\mathbb{C}^2)} = \frac{1}{\sqrt{t}} \sum_{k=1}^{t} \sum_{a=1}^{dA} \sum_{b=1}^{dB} |(a|b|U_k|\psi\rangle|^2$$

$$= \sqrt{dA} \frac{1}{\sqrt{t}} \sum_{k=1}^{t} F(p_{A,1}(e)) \text{Unif}([dA])$$

$$= \sqrt{dA} (1 - Y_{|\psi\rangle}^2),$$

where we used the notation of theorem 2.2. Equivalently, for all $|\psi\rangle \in S_H$,

$$\sqrt{1 - \|T|\psi\rangle\|_{\ell^m_1(\mathbb{C}^2)}} = Y_{|\psi\rangle}.$$ 

Denoting again $R = EY_{|\psi\rangle}$ (recall that $R$ does not depend on $|\psi\rangle$), by theorem 2.2 (as in the proof of theorem 2.1) we obtain that if $t = \lceil G_1 \varepsilon^2 \rceil$, then with high probability for all $|\psi\rangle \in S_H$,

$$R - \varepsilon \leq \sqrt{1 - \|T|\psi\rangle\|_{\ell^m_1(\mathbb{C}^2)}} \leq R + \varepsilon.$$ 

Taking into account that the function $x \mapsto x^2$ is $2(R + \varepsilon)$ Lipschitz on $[0, R + \varepsilon]$, we obtain

$$1 - R^2 - 2(R + \varepsilon)\varepsilon \leq \|1 - \sqrt{dA}^2 T|\psi\rangle\|_{\ell^m_1(\mathbb{C}^2)} \leq 1 - R^2 + 2(R + \varepsilon)\varepsilon.$$ 

Since for $m = dB \geq 3$, $R \leq 1/\sqrt{m} \leq 1/\sqrt{2}$, for $\varepsilon \leq \varepsilon_0$ (where $\varepsilon_0 > 0$ is a universal constant), the left-hand side above is strictly positive and

$$\frac{(1 - \varepsilon)\|x\| \leq \|T|x\| \leq (1 + \varepsilon)\|x\|.$$
which shows that an appropriate normalization of $T$ (call it $\tilde{T}$) satisfies

$$\|x\| \leq \|\tilde{T}x\|_{\ell_2(\mathbb{C})} \leq (1 + C_{16} \frac{\varepsilon}{\sqrt{m}} + C_{16} \varepsilon^2) \|x\|$$

for all $|x\rangle \in H$.

Note that $\dim H = \dim K \gg \varepsilon^2 (\dim K)/2C_{15}$. Thus by a change of variables $\varepsilon^2 \to \varepsilon$ and an adjustment of constants the above implies

**Theorem 2.23.** There exists a universal constant $C_{17}$ such that the following holds. Let $n, m$ be positive integers and define $N = nm$. Then for every $\varepsilon \in (0, 1)$, the space $\ell_1^N(\ell_2^n)$ contains a subspace $H$ of dimension at least $C_{17} N \min(\varepsilon, \varepsilon^2 m)$, such that for a certain number $M$ and all $|x\rangle \in H$,

$$M \|\|x\|\|_{\ell_1^N(\ell_2^n)} \leq \|x\|_{\ell_2^N(\ell_2^n)} \leq M (1 + \varepsilon) \|\|x\|\|_{\ell_2^N(\ell_2^n)}.$$ 

To our knowledge, the best dependence of $\dim H$ on the parameters $n, m, \varepsilon$ available in the literature so far is $\dim H \approx N \varepsilon^2$ mentioned above [22]. Thus the bound of theorem 2.23 provides an improvement if $m$ is large. In particular for $m \gg 1/\varepsilon$ we get $\dim H \approx N \varepsilon^2 \gg N \varepsilon^2$.

### 3. Concluding remarks

In this work we study fidelity uncertainty relations, which strengthen the total variation uncertainty relations due to Fawzi–Hayden–Sen [17]. We show that for random unitary matrices such uncertainty principles hold with high probability over the product of unitary groups provided that the number of unitaries and the dimension of the ancilla are high enough (theorem 2.1). The parameters we obtain are better than those known from [17] in the case of total variation uncertainty relations. The main tool we use is the Majorizing measure theorem due to Talagrand, which allows us to study uniform uncertainty estimates over general sets of pure states and to obtain bounds expressed in terms of their Gaussian mean width (theorem 2.2). We also show that our estimates are essentially optimal even for uncertainty principles expressed in the total variation distance (theorem 2.10).

Fidelity uncertainty relations are subsequently applied to derive locking bounds for the Fawzi–Hayden–Sen protocol expressed in terms of the Hellinger distance. Even though the estimates we have obtained use a stronger proximity measure than in the case of [17], they improve the dependence of the key length on the min entropy of the message and thus apply to a larger subset of messages. They can also be shown to be optimal up to universal additive constants (propositions 2.18 and 2.19).

The general case of our theorem 2.2 is also used to provide results concerning data hiding schemes using a single random unitary matrix and providing a Bayes type security guarantee, expressed in terms of the Hellinger distance of the a posteriori distribution of the message (obtained via separable measurements) to the a priori distribution.

Finally, we apply theorem 2.2 to obtain estimates on the geometric problem of embedding the Euclidean space into the matricial space $\ell_2^N(\ell_2^n)$, with parameter dependence improved with respect to known results (theorem 2.23). This provides another example of connections between quantum information theory, asymptotic convex geometry and high dimensional probability, which have proved extremely fruitful in the last decade.
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