Measuring the Usability and Quality of Explanations of a Machine Learning Web-Based Tool for Oral Tongue Cancer Prognostication
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Abstract: Background: Machine learning models have been reported to assist in the proper management of cancer through accurate prognostication. Integrating such models as a web-based prognostic tool or calculator may help to improve cancer care and assist clinicians in making oral cancer management-related decisions. However, none of these models have been recommended in daily practices of oral cancer due to concerns related to machine learning methodologies and clinical implementation challenges. An instance of the concerns inherent to the science of machine learning is explainability. Objectives: This study measures the usability and explainability of a machine learning-based web prognostic tool that was designed for prediction of oral tongue cancer. We used the System Usability Scale (SUS) and System Causability Scale (SCS) to evaluate the explainability of the prognostic tool. In addition, we propose a framework for the evaluation of post hoc explainability of web-based prognostic tools. Methods: A SUS- and SCS-based questionnaire was administered amongst pathologists, radiologists, cancer and machine learning researchers and surgeons (n = 11) to evaluate the quality of explanations offered by the machine learning-based web prognostic tool to address the concern of explainability and usability of these models for cancer management. The examined web-based tool was developed by our group and is freely available online. Results: In terms of the usability of the web-based tool using the SUS, 81.9% (45.5% strongly agreed; 36.4% agreed) agreed that neither the support of a technical assistant nor a need to learn many things were required to use the web-based tool. Furthermore, 81.8% agreed that the evaluated web-based tool was not cumbersome to use (usability). The average score for the SCS (explainability) was 0.74. A total of 91.0% of the participants strongly agreed that the web-based tool can assist in clinical decision-making. These scores indicated that the examined web-based tool offers a significant level of usability and explanations about the outcome of interest. Conclusions: Integrating the trained and internally and externally validated model as a web-based tool or calculator is poised to offer an effective and easy approach towards the usage and acceptance of these models in the future daily practice. This approach has received significant attention in recent years. Thus, it is important that the usability and explainability of these models are measured to achieve such touted benefits. A usable and well-explained web-based tool further brings the use of these web-based tools closer to everyday clinical practices. Thus, the concept of more personalized and precision oncology can be achieved.
Keywords: machine learning; explainability; usability; prognostication; web-based tool

1. Introduction

A momentous drive to apply artificial intelligence or its subfield, machine learning in diagnostic medicine has emerged in recent times. This is because recently developed machine learning models have been reported to improve cancer management by enhancing prognostication and offering precision medicine [1,2]. The most recent evolution of machine learning, that is, deep learning, has shown the ability to handle extremely large datasets such as image and gene expression data [3–5]. Additionally, it has a more complex functionality that can assist the deep learning models to make a more accurate prognostication [5].

Despite these touted benefits of the application of machine learning in medical diagnostics [6–9], certain concerns have limited the application of machine learning models in daily clinical practices [10]. These include ethical concerns, understanding the science of machine learning techniques, and the clinical implementation of these models [10,11]. Ethical concerns addressed data privacy and confidentiality, peer disagreement (contradictory diagnostic or prognostic opinion between the model and the clinician), patient’s liberty to impact the chosen treatment, and potential changes in the patient–clinician relationship to a three-way paradigm (patients–machine learning models–clinicians) [10]. An example of the concerns that are inherent to the science of machine learning is the lack of transparency (black-box approach) [11,12]. That is, the models cannot explicitly provide a required explanatory rationale behind the result (i.e., decision) generated [13].

Understanding the rationale behind the predictions of these models is crucial to foster a reasonable level of trust in the results generated by these models. One of the approaches to achieve some level of trust in the developed models is to improve the quality of explanations offered by these models [14]. Several attempts have been made to improve the efficiency and effectiveness of the explanations given by the machine learning models [15,16]. For example, recent studies have proposed the local interpretable model-agnostic explanations (LIME) and Shapley additive explanations (SHAP) frameworks for model explainability [17–19]. However, most of the efforts that involve the use of LIME and SHAP are useful to provide interpretations and explanations before the integration of these models as a web-based tool. Hence, attention should also be given to the explainability and usability of machine learning models that have been integrated as a web-based tool. Having an explainable and usable web-based tool is poised to bring its adoption closer to reality in daily clinical practices [11]. Recently, few studies have evaluated utility features, such as simplicity and response time of a machine learning model in an application [13,19,20]. Although not much has been done regarding the causability of web-based tools. Therefore, we aim to suggest the use of system usability scale (SUS) and system causability scale (SCS) to measure the quality of explanations and usability of a web-based tool.

In this study, we seek to measure the quality of explanations offered by a machine learning-based web prognostic tool for prognostication in oral tongue cancer. The quality of the explanations is measured from the medical users’ (oncologists and cancer researchers) perspectives. This is important due to the quest for personalized medicine. Despite the reported performance of machine learning models in prognostication of oral cancer, none of these models have been integrated as a web-based tool for this purpose. Integrating the trained and internally and externally validated model as a web-based tool or calculator is poised to help in the quest for patient-centered oncological care and precision medicine [21]. To ensure that the afore-mentioned benefits are achieved, it is important that the quality of explanations offered by these tools are measured for accuracy.
2. Material and Methods

2.1. A Web-Based Prognostic Tool

The integration of machine-learning models as a web-based tool has gained momentum in recent years. The motivation for this integration is to facilitate the adoption of these models in clinical practices [21]. For any web-based tool to be recommended for use in daily clinical practices, it is important for such a tool to demonstrate high-level of usability with unique and high-quality explanations. We demonstrated a novel approach to measuring the quality of explanations and usability of a machine-learning web-based tool using system usability scale and system causability scale on a machine-learning web-based tool developed by our group [1]. The tool was developed using an artificial neural network to predict locoregional recurrences in early-stage oral tongue cancer [1]. The tool was developed using cohorts from five (5) Finnish University Hospitals and externally validated with a cohort from a cancer center in Brazil. Considering the aim of the study in measuring the quality of explanations and usability of an already developed web-based tool that is freely available, the details of the training process of the model is beyond the scope of the objectives of this study as it has already been published [1]. The tool is freely available at http://oncotelligence.com/ (accessed on 19 May 2022) (Prediction of risk of locoregional recurrences in early oral tongue cancer (Oral Tongue Squamous Cell Carcinoma (OTSCC))).

2.2. Questionnaire

2.2.1. Design and Participants

The participants were randomly selected from pathologists, radiologists, surgeons, cancer researchers and machine-learning researchers who have recently published a study relating to the application of machine learning or deep learning in the prognostication of outcome in either oral cancer or head and neck cancer in the last five years (2017–2021). This set of participants were identified as the potential users of a web-based prognostic tool. Therefore, a total of 16 potential participants were identified and recruited (i.e., 5 participants each from cancer and machine-learning researchers and 2 participants each from pathologists, radiologists, and surgeons).

A relatively small number of participants were invited to answer to the SUS- and SCS-based questionnaire. Participants were guaranteed anonymity to ensure freedom of participation and response. The duration to participate in the questionnaire was set to one month with reminders sent each week. All procedures performed in this study were in accordance with the World Medical Association Declaration of Helsinki and its later amendments on comparable ethical standards. Participation in the questionnaire was voluntary, thus, the responses were processed and analyzed anonymously.

2.2.2. Questionnaire Development

The System Usability Scale (SUS) offers a valid, quick, easy but reliable way of measuring the usability of a system [22]. Therefore, this tool was selected because it has become an industrial mainstay for usability evaluation. Basically, it consists of a 10-item questionnaire with five response options for the participants (Supplementary Material). These options range from ‘strongly agree’ to ‘strongly disagree’ (Table 1). To evaluate the web-based tool, we modified these 10-item questions to fit the objectives of this study while retaining the themes of each question (Supplementary Material). The System Causability Scale (SCS), on the other hand, was based on the study by Holzinger et al., which proposed this scale [12] (Table 2). However, in this study, we expanded the use of this tool into the medical domain, specifically for outcome prognostication in tongue cancer. In addition, we administered it among various experts in this domain.
Table 1. Measuring the usability of a web-based tool the System Usability Scale (SUS) [12].

| S/N | System Usability Scale (SUS) | Theme from the SUS | Ratings (%) |
|-----|------------------------------|--------------------|-------------|
| 1   | I think that I would like to use this web-based prognostic tool in cancer management. | Readiness to use | Strongly agree: 27.3%  
Neutral: 27.3%  
Disagree: 9.1%  
Strongly disagree: 9.1% |
| 2   | I found the web-based tool unnecessarily complex. | Web-based tool simplicity | Neutral: 18.2%  
Disagree: 45.5%  
Strongly disagree: 36.4% |
| 3   | I thought the web-based tool was easy to use. | Ease of use of the web-based tool | Strongly agree: 27.3%  
Agree: 63.6%  
Neutral: 9.1%  
Disagree: 9.1% |
| 4   | I think that I would need the support of a technical person to be able to use this web-based prognostic tool. | Need teacher/support to use the web-based tool | Agree: 9.1%  
Neutral: 9.1%  
Disagree: 45.5%  
Strongly disagree: 36.4% |
| 5   | I found the various functions in this web-based prognostic tool to be well integrated. | Understanding the input parameters | Strongly agree: 18.2%  
Agree: 63.6%  
Neutral: 9.1%  
Disagree: 9.1% |
| 6   | I thought there was too much inconsistency in this web-based prognostic tool. | Clarity of the web-based tool | Neutral: 27.3%  
Disagree: 54.5%  
Strongly disagree: 18.2% |
| 7   | I would imagine that most people would learn to use this web-based prognostic tool very quickly. | No technicality required | Strongly agree: 36.4%  
Agree: 45.5%  
Neutral: 9.1%  
Disagree: 9.1% |
| 8   | I found the web-based prognostic tool very cumbersome to use. | Less cumbersome tool | Agree: 9.1%  
Disagree: 81.8%  
Strongly disagree: 9.1% |
| 9   | I felt very confident using the web-based prognostic tool. | Usability confidence | Strongly agree: 18.2%  
Agree: 36.4%  
Neutral: 45.5%  |
| 10  | I needed to learn a lot of things before I could get going with this web-based prognostic tool. | Easy to use for everyone | Strongly agree: 18.2%  
Neutral: 45.5%  
Disagree: 36.4% |

Table 2. Measuring the causality and quality of explanations using the System Causability Scale (SCS) with the Framingham Model [12].

| S/N | System Causability Scale (SCS) | Theme from the SCS | Ratings Rating (Participants, n = 11) | Score |
|-----|------------------------------|--------------------|-------------------------------------|-------|
| 1   | I found that the prognostic parameters included all relevant known causal factors with sufficient precision and detailed information regarding locoregional recurrence of oral cancer | Causality factors in the data | Agree: 4(6) = 24  
Neutral: 3(3) = 9  
Disagree: 2(2) = 4 | 37 |
| 2   | I understood the explanations within the context of my work. | Understood the explanations of the web-based tool | Agree: 4(9) = 36  
Neutral: 3(1) = 3  
Disagree: 2(1) = 2 | 41 |
Table 2. Cont.

| S/N | System Causability Scale (SCS)                                                                 | Theme from the SCS                                                                 | Ratings (Participants, n = 11)                           | Score |
|-----|---------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------|----------------------------------------------------------|-------|
| 3   | I could change the level of values for each of the prognostic parameters on the web-based tool. | Change in detail level of income parameters                                      | Strongly agree: 5(2) = 10                                | 40    |
|     |                                                                                            |                                                                                   | Agree: 4(5) = 20                                          |       |
|     |                                                                                            |                                                                                   | Neutral: 3(2) = 6                                        |       |
|     |                                                                                            |                                                                                   | Disagree: 2(2) = 4                                       |       |
| 4   | I did not need support to understand the explanations provided in the prediction given by the web-based tool. | Need teacher/support to use the web-based tool                                    | Strongly agree: 5(3) = 15                                | 44    |
|     |                                                                                            |                                                                                   | Agree: 4(6) = 24                                         |       |
|     |                                                                                            |                                                                                   | Neutral: 3(1) = 3                                        |       |
|     |                                                                                            |                                                                                   | Disagree: 2(1) = 2                                       |       |
| 5   | I found the predictions by the web-based tool helped me to understand causality (cause and effect regarding recurrence of cancer) | Understanding causality based on the inputs and predicted outcome                 | Strongly agree: 5(1) = 5                                 | 37    |
|     |                                                                                            |                                                                                   | Agree: 4(4) = 16                                         |       |
|     |                                                                                            |                                                                                   | Neutral: 3(4) = 12                                       |       |
|     |                                                                                            |                                                                                   | Disagree: 2(2) = 4                                       |       |
| 6   | I was able to use the explanations of the prediction by the web-based tool with my knowledge base. | Usage of the tool with knowledge with knowledge                                    | Strongly agree: 5(2) = 10                                | 43    |
|     |                                                                                            |                                                                                   | Agree: 4(6) = 24                                         |       |
|     |                                                                                            |                                                                                   | Neutral: 3(3) = 9                                        |       |
| 7   | I did not find inconsistencies between explanations provided by the web-based prognostic tool. | No inconsistencies from the web-based tool                                         | Strongly agree: 5(1) = 5                                 | 40    |
|     |                                                                                            |                                                                                   | Agree: 4(6) = 24                                         |       |
|     |                                                                                            |                                                                                   | Neutral: 3(3) = 9                                        |       |
|     |                                                                                            |                                                                                   | Disagree: 2(1) = 2                                       |       |
| 8   | I think that most people would learn to understand the predictions/explanations provided by the web-based tool very quickly. | Learn to understand                                                               | Strongly agree: 5(1) = 5                                 | 44    |
|     |                                                                                            |                                                                                   | Agree: 4(9) = 36                                         |       |
|     |                                                                                            |                                                                                   | Neutral: 3(1) = 3                                        |       |
| 9   | I did not need more references in the explanations: e.g., medical guidelines, regulations to understand the web-based prognostic tool. | Needs references to use the web-based tool                                        | Strongly agree: 5(2) = 10                                | 37    |
|     |                                                                                            |                                                                                   | Agree: 4(4) = 16                                         |       |
|     |                                                                                            |                                                                                   | Neutral: 3(2) = 6                                        |       |
|     |                                                                                            |                                                                                   | Disagree: 2(2) = 4                                       |       |
|     |                                                                                            |                                                                                   | Strongly disagree: 1(1) = 1                              |       |
| 10  | I received the explanations and prediction of locoregional recurrence in a timely and efficient manner. | Timely and efficient prediction of outcome                                         | Strongly agree: 5(1) = 5                                 | 41    |
|     |                                                                                            |                                                                                   | Agree: 4(6) = 24                                         |       |
|     |                                                                                            |                                                                                   | Neutral: 3(4) = 12                                       |       |

SCS = \( \sum \text{Rating}_i / 550 \)

Ratings are: 1 = Strongly disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 5 = Strongly agree.

2.2.3. Questionnaire Validation

Even though both SUS and SCS are well-known tools, two independent reviewers (R.A and A.A) accessed the questionnaire reliability and sensitivity to address the stated objectives of this study. Additionally, another independent reviewer (A.M) examined the questionnaire validity. There were consensus meetings and discussions to resolve possible discrepancies in the questions or theme contained in the questionnaire before it was sent out to potential participants. The final questionnaire with high inter-observer reliability among these three independent reviewers was sent to respondents (Supplementary Material).

2.3. Measuring the Quality of Explanations

The quality of explanations offered by our web-based prognostic tool is measured by the SUS [23] (Table 1). The main theme of the SUS is to measure the simplicity of the usage of the web-based tool, and most importantly, the usability of the web-based tool. Considering the concerns of using SUS in terms of the interpretation of results and the assumption that it is unidimensional [12], factors relating to usability (item number 8) and learnability (items number 4 and 10) were used in this study (Table 1). Additionally, the
explainability of the model (understanding the model, its parameters and how it works) is measured using the SCS [12] (Table 2). This methodology was based on the studies by Holzinger et al., who proposed this scale [12].

3. Results
3.1. Participants Description
Eleven (68.8%) out of the 16 recruited participants answered the questionnaire and their responses were analyzed. This cohort included five (45.5%) cancer-researchers, three (27.3%) machine-learning researchers, and one (9.1%) participant each from pathology, radiology, and surgery. The study group comprised ten males and one female and their age range was typically between 30–50 years. All the participants had a minimum of 2 years of working experience in oncology (or related field) as a pathologist, radiologist, surgeon, cancer-related researcher, or machine-learning researcher. A significant proportion (45.5%) of the participants had over 10 years of experience.

3.2. Usability and Explainability
The items number 4 and 10 of the System Usability Scale measured the usability of the evaluated web-based prognostic tool. In terms of the usability, 45.5% strongly disagreed while 36.4% disagreed that the proper use of the web-based prognostic tool warranted either a lot of learning or support of a technical support person (Figure 1). Considering the usability in terms of how cumbersome it is to use the web-based prognostic tool, 81.8% disagreed that the web-based tool was complex to use (usability) (Figure 1). The average score for the SCS (explainability) was 0.74. In addition, the explainability of the web-based tool based on the SCS was presented in Figure 2. A total of 91.0% of the participants strongly agreed that the web-based tool is poised to provide a second opinion to the clinicians during clinical decision-making (Figure 3). These results indicated that the examined web-based tool offers a significant amount of usability and explanations about the outcome of interest. However, the SUS revealed that the usability confidence (item 9) should be improved as 36.4% had only little confidence using the web-based tool (Figure 3).

Figure 1. The usability of a web-based prognostic tool using items number 4 and 8 of the System Usability Scale.

Figure 2. The explainability of a web-based prognostic tool using items number 2 and 8 of the System Causability Scale.
3.3. Fidelity and Interpretability

For fidelity components, 9.1% strongly agreed while 54.5% agreed about the soundness of the model (Figure 4: item 7 of the SCS). Similarly, 18.2% strongly agreed while 45.4% agreed about the completeness of the web-based prognostic tool (Figure 4: item 3 of the SCS). For the interpretability components, 27.3% strongly agreed about parsimony of the web-based prognostic tool while 54.5% agreed about the parsimony of the tool (Figure 4: item 4 of the SCS). Additionally, 9.1% strongly agreed while 54.5% agreed on the clarity of the examined web-based prognostic tool (Figure 4: item 10 of the SCS).

3.4. Framework for an Explainable Web-Based Tool

A framework that considers the post hoc explanations of a web-based prognostic tool is presented in Figure 5. The framework considers all the essential components of post hoc explainability. The framework emphasized that the essential components (items 4 and 10) of the SUS should be properly considered after the developed machine-learning model is integrated as a web-based prognostic tool. Similarly, the score of the SCS ranged between 0–1. Therefore, less than 0.5 indicates a need to significantly modify the design of the web-based tool (Figure 1).
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Figure 5. Framework for post hoc explainability of a web-based prognostic tool.

4. Discussion

In this study, we explored the usability and explainability of a machine-learning web-based prognostic tool for oral tongue cancer prognostication. The usability and quality of the explanations were measured by the System Usability Scale (SUS) and System Causability Scale (SCS), respectively. It is important that the usability and explainability of these models are measured to further bring the usage of these web-based tools closer to reality in daily clinical practices. However, there are no standardized methods to measure the quality of the explanations at the moment. Nevertheless, exploring the quality of usability and explainability using SUS and SCS could be a promising approach. While we acknowledge the fact that both explainability and interpretability are sometimes used interchangeably in the literature [24,25], the quality of explanations as presented in this study precisely captured the core components of explainability–interpretability and fidelity [14,26,27] (Figure 6). Following the ill-definition of explainability in most of the published studies [28], it is hoped that both interpretability and fidelity can assist in achieving a reasonable explainability of the web-based tool [29].

The core components of interpretability include clarity and parsimony while the essential components of fidelity encompass completeness and soundness. For interpretability of the web-based tool, clarity means that the explanations offered by this model are not ambiguous [14,27]. Similarly, the parsimony component of interpretability measures the complexity of the web-based tool in terms of the usage [14,27] (Figure 6). Regarding fidelity, completeness means that the web-based tool provides sufficient information about the inputs and the output. However, soundness as an essential component of fidelity ensures that the web-based tool performs the task as expected [26] (Figure 6). While it has been argued that measuring both interpretability and fidelity at the same time could be challenging [14], the SCS proposed by Holzinger et al. offers some important items that can address some of the essential components of interpretability and fidelity needed to achieve an explainable web-based tool that offers post hoc explanation [12]. Specifically, items number 3, 4, 7 and
10 of the SCS arguably discussed completeness, parsimony, clarity, and soundness of a typical AI-based web tool for cancer prognostication (Table 2).

**Figure 6.** The essential components of explainability.

Despite the fact that explainability of machine-learning models is not well defined [30,31], it is important to mention that the measure of the quality of explanations could be domain-specific, qualitative and subjective. It is important to address these challenges by converting these qualitative explanations into quantitative explanations using user studies [30]. Several studies have attempted to offer quantitative explanations on the explainability of these models [32,33]. The use of SCS proposed by Holzinger et al. was able to convert qualitative explanations into a quantitative explanation to offer insightful information regarding the causability of a typical web-based tool. This study corroborates the earlier approach by further examining the usability and causability of these models so as to further ensure a trustworthy model. The use of SCS may ensure that the web-based prognostic tool offers post hoc explanations that provide insights about the inputs and outcome of interest without necessarily knowing the detailed mechanism of action of the tool. This is aimed at ensuring that these assistive tools are understandable by the stakeholders [24,34].

Based on these scales, it was revealed that the usability confidence of the evaluated web-based tool in this study can be improved. An insightful approach to improve the usability confidence is to include some footnotes on the user interface of the web-based tool. This can include some explanations regarding the meaning of the input parameters especially for those who may not have enough technical knowledge. As the web-based tools are targeted to be used by experts in a related field, this may not call for a serious concern. Likewise, another approach that can improve the usability confidence is to include the limitations of this web-based tool as a footnote. This is poised to enhance usability confidence. Furthermore, it was revealed that the prognostic factors or parameters to be used to develop the web-based tool should be related to the targeted outcome. These relationships should be evidence-based, for example, in medical oncology or through
published studies. This gives some level of usability confidence to the users of the web-based tool in terms of causability.

The proposed framework in this study offers an opportunity for the early evaluation of the usability and explainability of a potential web-based prognostic tool (Figure 5). As shown in Figure 1, if the usability components of the SUS are low, an interventional approach can be initiated to redesign the web-based prognostic tool to offer improved usability. Likewise, a moderately low score (0.5–0.7) of the SCS of the web-based prognostic tool is an indicator that either the machine-learning process should be revisited to include important parameters in the training, or the web-based tool should be redesigned so that essential details are included to understand the parameters included in the web-based tool (Figure 5). In case of extremely low SCS score (<0.5), both steps of retraining the model to include significant prognostic parameters and rebuilding of the web-based prognostic tool may become inevitable, in fact, it is strongly recommended. Therefore, our proposed framework ensures that a potential web-based prognostic tool is properly scrutinized for potential usage in the medical domain prior to presenting such a tool to the medical community.

The goals of explainability involve trustworthiness, informativeness, fairness, confidence (performance measures), accessibility, interpretability, understandability, causability, transferability, interactivity, and privacy-orientation [30]. It is important to consider these goals during the development of the models and the actual usage of these models as an assistive tool (web-prognostic tool or otherwise). The approach presented in this study is posited to address causability, understandability (predicted results), confidence, interactivity, accessibility, interpretability, and trustworthiness of a potential assistive tool for the management of cancer.

It is of note that the usage of a machine learning-based prognostic tool involving the tool should be trustworthy as clinicians are obliged to make decisions that uphold the basic medical principle of medical ethics (autonomy, beneficence, nonmaleficence and justice) [10,35]. This principle of medical ethics is corroborated by the High-Level Expert Group definition of trustworthy artificial intelligence models [36]. Efforts are made continuously to address the concept of trustworthy artificial intelligence (transparency, credibility, auditability, reliability, recoverability, safety, and ethics) [10,37]. A noticeable step towards achieving a trustworthy AI is to develop an explainable AI [14]. This premise was also supported as the European Institute of Innovation and Technology Health emphasized that explainable, causal, and ethical are important parameters that can facilitate the adoption of artificial intelligence models (systems) in daily clinical practices [38]. Whilst the strategies to develop and regulate trustworthy artificial intelligence models are still evolving, measuring the quality of explanations offered by these models remains pivotal.

Therefore, evaluating the quality of explanations by the duo of SUS and SCS can bring some level of trustworthiness to the web-based prognostic tool or assistive prognostic tools. Using these scales will ensure that the medical experts can easily use this assistive tool. Additionally, they understand the result produced by these web-based tools (interpretability). Several attempts have been made to address the explainability technically (pre hoc explainability) [17,19,30]. However, a few attempts have been published to address the quality of explanations from the end-users’ perspective (post hoc explainability) [30]. One of these is the study by Holzinger et al. that evaluated the quality of explanations offered by the Framingham Risk Tool [12]. In the present study, we addressed the limitations of the study by Holzinger et al. by exploring the quality of explanations of an oral tongue cancer prognostic tool (i.e., in the medical domain).

An assistive tool that offers high quality explanations satisfies completeness, soundness, and some level of interpretability of the model [14]. However, it is important to emphasize that the quest for explainability should not affect the performance metrics (such as accuracy) of the model. Hence, there should be no trade-off between accuracy and explainability [14]. This is why efforts aimed at post hoc explanations as shown in this study become pertinent. Our study has several limitations. One of the limitations is that
most of these terms (explainability, transparency, fidelity, usability and causability) are not well-defined in the literature [28]. Therefore, it was challenging to achieve a consensus on these definitions. Public readers, scientific communities and AI enthusiasts may give these terms varying meanings. The need for formal definition of these terms becomes imperative in the future. In addition, the number of respondents to the SUS and SCS-based questionnaire in this study was relatively small. Despite this, the importance of having a usable and explainable web-based tool is necessary, as shown in this study. Likewise, the proposed tools (SUS and SCS) may not address the explainability concerns that are inherent to the process of machine learning. Nevertheless, these tools are essential suggestions to ensure that no further additional explainability and usability issues are added to these models when they are integrated as a web-based tool for further use. The SCS is based on Likert scales which can easily be misinterpreted [39].

The main limitation of this study was the limited number of participants that answered the questionnaire. As the main objective of the study centered on measuring the quality of explanations provided by experts or potential users in the cancer management domain, it would be more desirable to have a relatively balanced representations in terms of their gender, age and other aspects. In addition, the number of participants in each domain was not equally distributed. Considering the objective of this study and limited size of the cohort, we did not include statistical analysis in our results.

5. Conclusions

In conclusion, we proposed measuring the usability and explainability of a web-based prognostic tool using the combination of SUS and SCS. This will ensure that the web-based tool has the needed characteristics of interpretability (clarity and parsimony) and fidelity (completeness and soundness). The SUS measures the usability and interpretability of a web-based tool. Conversely, the SCS measures the quality of explanations by the web-based tool. In addition, it ensures that the cause–effect (causality) parameters are included in the web-based tool. The framework proposed in this study is poised to ensure swift intervention either during the development of the model or during integration is provided to ensure that the web-based tool provides the necessary usability and explanations on the prediction made. For example, for medical experts, it is important that the web-based tool is usable and explainable and that necessary parameters are included in the development of the model. Most importantly, the clinicians need to understand the predictions made by the model.

Therefore, measuring the quality of explanations can be an interesting lead to contribute to the explainability of machine learning-based assistive tools. Considering the potential of the machine-learning models to aid medical experts, it is important that these experts are able to understand, re-enact and interact with these tools. Hence, successful explainable machine learning-based assistive tools should have effective user interfaces (usability) and evaluate causability. In the future, the legal and privacy aspects of these tools should be considered alongside explainability in order for these tools to fulfill their enormous opportunities in the medical domain.

Supplementary Materials: The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/ijerph19148366/s1. Measuring the usability and quality of explanation of a web-based prognostic tool.

Author Contributions: Conceptualization, R.O.A., A.A. and A.M.; methodology, R.O.A. and M.E.; formal analysis, R.O.A., A.M. and A.A.; investigation, R.O.A.; writing—original draft, R.O.A.; writing—review and editing, A.M., I.L. and A.A.; visualization, R.O.A. and A.A.; supervision, A.M., I.L. and M.E.; project administration, R.O.A. and A.M. All authors have read and agreed to the published version of the manuscript.

Funding: Sigrid Jusélius Foundation, The Finnish Cancer Society, Finska Läkaresällskapet, The Helsinki University Hospital Research Fund (TYH2022219), and The Turku University Hospital Fund. Open access funding provided by University of Helsinki.
Institutional Review Board Statement: The study was conducted in accordance with the Declaration of Helsinki and its later amendments on comparable ethical standards.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The responses of the participants can be made available to the journal, respecting the anonymity of the respondents, if its editors deem it necessary. Excerpts of any of the items in the SUS or SCS can be obtained from the first authors upon reasonable request.

Acknowledgments: The authors acknowledge all the participants in questionnaire.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Alabi, R.O.; Elmusrati, M.; Sawazaki-Calone, I.; Kowalski, L.P.; Haglund, C.; Coletta, R.D.; Mäkitie, A.A.; Salo, T.; Leivo, I.; Almangush, A. Machine Learning Application for Prediction of Locoregional Recurrences in Early Oral Tongue Cancer: A Web-Based Diagnostic Tool. *Virchows Arch.* 2019, 475, 489–497. [CrossRef] [PubMed]
2. Alabi, R.O.; Elmusrati, M.; Sawazaki-Calone, I.; Kowalski, L.P.; Haglund, C.; Coletta, R.D.; Mäkitie, A.A.; Salo, T.; Almangush, A.; Leivo, I. Comparison of Supervised Machine Learning Classification Techniques in Prediction of Locoregional Recurrences in Early Oral Tongue Cancer. *Int. J. Med. Inform.* 2019, 136, 104068. [CrossRef] [PubMed]
3. Fu, Q.; Chen, Y.; Li, Z.; Jing, Q.; Hu, C.; Liu, H.; Bao, J.; Hong, Y.; Shi, T.; Li, K.; et al. A Deep Learning Algorithm for Detection of Oral Cavity Squamous Cell Carcinoma from Photographic Images: A Retrospective Study. *EClinicalMedicine* 2020, 27, 100558. [CrossRef]
4. Jubair, F.; Al-karadsheh, O.; Malamos, D.; Al Mahdi, S.; Saad, Y.; Hassona, Y. A Novel Lightweight Deep Convolutional Neural Network for Early Detection of Oral Cancer. *Oral Diseases* 2021, 28, 1123–1130. [CrossRef] [PubMed]
5. Sultan, A.S.; Elgharib, M.A.; Tavares, T.; Jessri, M.; Basile, J.R. The Use of Artificial Intelligence, Machine Learning and Deep Learning in Oncologic Histopathology. *J. Oral Pathol. Med.* 2020, 49, 849–856. [CrossRef]
6. Esteva, A.; Kuprel, B.; Novoa, R.A.; Ko, J.; Swetter, S.M.; Blau, H.M.; Thrun, S. Dermatologist-Level Classification of Skin Cancer with Deep Neural Networks. *Nature* 2017, 542, 115–118. [CrossRef]
7. Litjens, G.; Kooi, T.; Beijjordi, B.E.; Setio, A.A.A.; Ciompi, F.; Ghafoorian, M.; van der Laak, J.A.W.M.; van Ginneken, B.; Sánchez, C.I. A Survey on Deep Learning in Medical Image Analysis. *Med. Image Anal.* 2017, 42, 60–88. [CrossRef]
8. Ghafoorian, M.; Karssemeijer, N.; Heskes, T.; van Uden, I.W.M.; Sanchez, C.I.; Litjens, G.; de Leeuw, F.-E.; van Ginneken, B.; Marchiori, E.; Platek, B. Location Sensitive Deep Convolutional Neural Networks for Segmentation of White Matter Hyperintensities. *Sci. Rep.* 2017, 7, 5110. [CrossRef]
9. Setio, A.A.A.; Traverso, A.; de Bel, T.; Berens, M.S.N.; van den Bogaard, C.; Cerello, P.; Chen, H.; Dou, Q.; Fantacci, M.E.; Geurts, B.; et al. Validation, Comparison, and Combination of Algorithms for Automatic Detection of Pulmonary Nodules in Computed Tomography Images: The LUNA16 Challenge. *Med. Image Anal.* 2017, 42, 1–13. [CrossRef]
10. Alabi, R.O.; Tero, V.; Mohammed, E. Machine Learning for Prognosis of Oral Cancer: What Are the Ethical Challenges? CEUR-Workshop Proc. 2020, 2737, 1–22.
11. Alabi, R.O.; Yousuf, O.; Pirinen, M.; Elmusrati, M.; Mäkitie, A.A.; Leivo, I.; Almangush, A. Machine Learning in Oral Squamous Cell Carcinoma: Current Status, Clinical Concerns and Prospects for Future—A Systematic Review. *Artif. Intell. Med.* 2021, 115, 102060. [CrossRef] [PubMed]
12. Holzinger, A.; Carrington, A.; Müller, H. Measuring the Quality of Explanations: The System Causability Scale (SCS): Comparing Human and Machine Explanations. *KI—Künstliche Intell.* 2020, 34, 193–198. [CrossRef] [PubMed]
13. Carrington, A.M. Kernel Methods and Measures for Classification with Transparency, Interpretability and Accuracy in Health Care. Ph.D. Thesis, University of Waterloo, Waterloo, ON, Canada, 2018.
14. Markus, A.F.; Kors, J.A.; Rijnbeek, P.R. The Role of Explainability in Creating Trustworthy Artificial Intelligence for Health Care: A Comprehensive Survey of the Terminology, Design Choices, and Evaluation Strategies. *J. Biomed. Inform.* 2021, 113, 103655. [CrossRef] [PubMed]
15. Chander, A.; Srinivasan, R. Evaluating Explanations by Cognitive Value. In *Machine Learning and Knowledge Extraction*; Holzinger, A., Kieseberg, P., Tjoa, A.M., Weippl, E., Eds.; Springer International Publishing: Cham, Switzerland, 2018; Volume 11015, pp. 314–328. ISBN 978-3-319-99739-1.
16. Lou, Y.; Caruana, R.; Gehrke, J. Intelligible Models for Classification and Regression. In *Proceedings of the 18th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining—KDD ’12*, Beijing, China, 12–16 August 2012; p. 150.
17. Lundberg, S.; Lee, S.-I. A Unified Approach to Interpreting Model Predictions. *arXiv* 2017, arXiv:1705.07874.
18. Lundberg, M.; Leivo, I.; Saariluht, K.; Mäkitie, A.A.; Mattila, P.S. Increased Incidence of Oropharyngeal Cancer and P16 Expression. *Acta Oto-Laryngol.* 2011, 131, 1008–1011. [CrossRef]
19. Ribeiro, M.T.; Singh, S.; Guestrin, C. “Why Should I Trust You?”: Explaining the Predictions of Any Classifier. *arXiv* 2016, arXiv:1602.04938.
20. Narayanan, M.; Chen, E.; He, J.; Kim, B.; Gershman, S.; Doshi-Velez, F. How Do Humans Understand Explanations from Machine Learning Systems? An Evaluation of the Human-Interpretability of Explanation. *arXiv* 2018, arXiv:1802.00682.
21. Almangush, A.; Alabi, R.O.; Mäkitie, A.A.; Leivo, I. Machine Learning in Head and Neck Cancer: Importance of a Web-Based Prognostic Tool for Improved Decision Making. Oral Oncol. 2021, 124, 105452. [CrossRef]

22. Usability.Gov System Usability Scale (SUS). 2020. Available online: https://www.usability.gov/how-to-and-tools/methods/system-usability-scale.html (accessed on 18 May 2022).

23. Grove, J. SUS: A Quick and Dirty Usability Scale. In Usability Evaluation in Industry; Jordan, P.W., Thomas, B., Weerdmeester, B.A., McClelland, I.L., Eds.; Taylor and Francis: London, UK, 1996.

24. Miller, T. Explanation in Artificial Intelligence: Insights from the Social Sciences. Artif. Intell. 2019, 267, 1–38. [CrossRef]

25. Cabitza, F.; Campagner, A.; Ciucci, D. New Frontiers in Explainable AI: Understanding the GI to Interpret the GO. In Machine Learning and Knowledge Extraction; Holzinger, A., Kieseberg, P., Tjoa, A.M., Weippl, E., Eds.; Springer International Publishing: Cham, Switzerland, 2019; Volume 11713, pp. 27–47. ISBN 978-3-030-29725-1.

26. Kulesza, T.; Stumpf, S.; Burnett, M.; Yang, S.; Kwan, I.; Wong, W.-K. Too Much, Too Little, or Just Right? Ways Explanations Impact End Users’ Mental Models. In Proceedings of the 2013 IEEE Symposium on Visual Languages and Human Centric Computing; IEEE, San Jose, CA, USA, 15–19 September 2013, pp. 3–10.

27. Ras, G.; van Gerven, M.; Haselager, P. Explanation Methods in Deep Learning: Users, Values, Concerns and Challenges. In Explainable and Interpretable Models in Computer Vision and Machine Learning; Escalante, H.J., Escalera, S., Guyon, I., Baró, X., Güçlütürk, Y., Güçlü, U., van Gerven, M., Eds.; Springer International Publishing: Cham, Switzerland, 2018; pp. 19–36. ISBN 978-3-319-98130-7.

28. Lipton, Z.C. The Mythos of Model Interpretability: In Machine Learning, the Concept of Interpretability Is Both Important and Slippery. Queue 2018, 16, 31–57. [CrossRef]

29. Gilpin, L.H.; Bau, D.; Yuan, B.Z.; Bajwa, A.; Specter, M.; Kagal, L. Explaining Explanations: An Overview of Interpretability of Machine Learning. In Proceedings of the 2018 IEEE 5th International Conference on Data Science and Advanced Analytics (DSAA); IEEE, Turin, Italy, 1–3 October 2018; pp. 80–89.

30. Heuillet, A.; Couthouis, F.; Diaz-Rodriguez, N. Explainability in Deep Reinforcement Learning. Knowl.-Based Syst. 2021, 214, 106685. [CrossRef]

31. Langer, M.; Oster, D.; Speith, T.; Hermanns, H.; Kästner, L.; Schmidt, E.; Sesing, A.; Baum, K. What Do We Want from Explainable Artificial Intelligence (XAI)?—A Stakeholder Perspective on XAI and a Conceptual Model Guiding Interdisciplinary XAI Research. Artif. Intell. 2021, 296, 103473. [CrossRef]

32. Doshi-Velez, F.; Kim, B. Towards A Rigorous Science of Interpretable Machine Learning. arXiv 2017, arXiv:1702.08608.

33. Hoffman, R.R.; Mueller, S.T.; Klein, G.; Litman, J. Metrics for Explainable AI: Challenges and Prospects. arXiv 2019, arXiv:1812.04608.

34. Guidotti, R.; Monreale, A.; Ruggieri, S.; Turini, F.; Giannotti, F.; Pedreschi, D. A Survey of Methods for Explaining Black Box Models. ACM Comput. Surv. 2019, 51, 1–42. [CrossRef]

35. Arambula, A.M.; Bur, A.M. Ethical Considerations in the Advent of Artificial Intelligence in Otolaryngology. Otolaryngol. Head Neck Surg. 2020, 162, 38–39. [CrossRef]

36. European Commission. High-Level Expert Group on Artificial Intelligence. In Ethics Guidelines for Trustworthy AI; European Commission: Brussels, Belgium, 2019.

37. Keskinbora, K.H. Medical Ethics Considerations on Artificial Intelligence. J. Clin. Neurosci. 2019, 64, 277–282. [CrossRef]

38. Select Committee on Artificial Intelligence. The National Artificial Intelligence Research and Development Strategic Plan: 2019 Update; National Science and Technology Council: Washington, DC, USA, 2019.

39. Jamieson, S. Likert Scales: How to (Ab)Use Them. Med. Educ. 2004, 38, 1217–1218. [CrossRef]