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Abstract—A fiducial marker system usually consists of markers, a detection algorithm, and a coding system. The appearance of markers and the detection robustness are generally limited by the existing detection algorithms, which are hand-crafted with traditional low-level image processing techniques. Furthermore, a sophisticatedly designed coding system is required to overcome the shortcomings of both markers and detection algorithms. To improve the flexibility and robustness in various applications, we propose a general deep learning based framework, DeepTag, for fiducial marker design and detection. DeepTag not only supports detection of a wide variety of existing marker families, but also makes it possible to design new marker families with customized local patterns. Moreover, we propose an effective procedure to synthesize training data on the fly without manual annotations. Thus, DeepTag can easily adapt to existing and newly-designed marker families. To validate DeepTag and existing methods, besides existing datasets, we further collect a new large and challenging dataset where markers are placed in different view distances and angles. Experiments show that DeepTag well supports different marker families and greatly outperforms the existing methods in terms of both detection robustness and pose accuracy. Both code and dataset are available at https://herohuyongtao.github.io/research/publications/deep-tag/.
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1 INTRODUCTION

Fiducial markers are artificial landmarks that provide correspondence between 2D images and a known 3D model. By adding them to a scene, pose estimation can be achieved in applications like augmented reality, user pose input with handheld devices, and robot navigation, etc. Superior to markerless computer vision that directly analyzes natural objects, fiducial markers offer reliable features of sufficient quantity and uniqueness.

To compute a unique pose from a single marker, at least four non-collinear keypoints are required. On the other hand, a library that consists of different marker is required to distinguish multiple objects. For instance, checkerboard markers in Figs. 1a, 1b, and 1c have a quadrilateral boundary that provides four corner points for pose estimation. Black-and-white cells arranged in a regular grid represent digital symbols "0" or "1", and predefined libraries map bit sequences to marker IDs.

A fiducial marker system usually consists of markers, a detection algorithm, and a coding system. Existing detection algorithms are hand-crafted based on traditional image processing techniques such as edge detection, blob detection, and image binarization. Due to these limited low-level techniques, only simple marker appearance can be supported. Examples of popular marker families are shown in Fig. 1.

DeepTag also supports existing marker families. Compared to existing detection algorithms, DeepTag introduces a much larger number of keypoints utilizing the structures of sufficient quantity and uniqueness. The above rules also apply to RuneTag.

On the other hand, the simplicity of marker appearance complicates the design of coding system. Specifically, the arrangement of black-and-white cells in a checkerboard marker should be rotationally asymmetric to avoid pose ambiguity. To reduce the possibility of confusion with environmental elements, a high number of bit transitions is also encouraged. The above rules also apply to RuneTag. Moreover, as bits may be decoded incorrectly, inter-marker distance is often enlarged by further introducing Hamming distance, which in turn limits the marker library compacity.

To alleviate the limitations of existing marker systems, we present a new viewpoint for marker design and detection. As illustrated in Fig. 2, a marker is a set of keypoints attached with different local patterns representing digital symbols. Instead of hand-crafting shape analysis methods, we propose a general framework DeepTag which directly estimates keypoints and digital symbols from an image utilizing end-to-end convolutional neural networks (CNN). DeepTag also supports existing marker families. Compared to existing detection algorithms, DeepTag introduces a much larger number of keypoints utilizing the structures of sufficient quantity and uniqueness.
inside a marker to improve pose accuracy. For example, all the cell centroids of a checkerboard marker are regarded as keypoints (Fig. 5d). Keypoints can also be defined on both visible and invisible dots (see Fig. 5g for RuneTag). By utilizing subpixel information, markers can still be detected even when edge detection and image binarization are intractable (Fig. 16). Moreover, DeepTag makes it possible to design new markers with customized local patterns. As shown in Fig. 3a, new patterns can be applied to an existing coding system. Complex patterns not only reduce the possibility of confusion with environmental elements but also provide local structures for accurate keypoint detection. Furthermore, by applying more than two categories of patterns, rotational asymmetry is no longer a requirement for the coding system (Figs. 3b and 3c). The EZETag [9] and the concurrent work DeepFormable-Tag [10] utilize CNN to improve marker detection. They automatically generate markers consist of free-form textures or colors which are optimized for detection and ID determination. But dedicated printer and camera are necessary during application, and users’ flexibility to design preferred patterns is also restricted. Moreover, they directly regress the marker corners or 6-DoF, resulting in poor marker pose accuracy, which limits single-marker applications. In contrast, our framework allows user to adopt existing or self-designed markers, and achieves high pose accuracy for single marker by employing dense keypoints.

CNN-based keypoint detection has been successfully applied to tasks like human pose estimation [11] and face alignment [12]. In these applications, an object consists of $n$ keypoints that belong to $n$ different categories which can be uniquely determined with local context (e.g., an eye can be determined without the visibility of the mouth). In contrast, the local context on a fiducial marker only determines the keypoint location and the encoded digital symbol. Thus, we propose to first regress unordered keypoints and then sort them to determine the marker pose and ID. Similar to existing CNN-based techniques, another major challenge is training data collection. Real images or videos include neither marker nor keypoint positions, and it is intractable to accurately annotate dense keypoints. Instead, we propose to synthesize training data for existing and newly-designed marker families. To bridge the gap between synthesized data and real scenarios, our generated images are augmented with image degradation that is far more challenging than real applications. Existing image synthesis techniques often rely on sophisticated photorealistic rendering, and images are generated and stored in advance [13], [14]. In contrast, we generate training data on the fly based on basic image processing techniques. To validate DeepTag and the existing methods, besides the existing dataset, we further collect a large dataset of 70k images containing markers placed in different view distances and angles. Experiments show that DeepTag well supports both existing and newly-designed markers. Moreover, DeepTag outperforms the existing hand-crafted methods in terms of both detection robustness and pose accuracy. In summary, the contributions of DeepTag include:

- We propose DeepTag, a general framework for fiducial marker design and detection.
- DeepTag supports a large variety of existing marker families and greatly outperforms the existing methods in terms of both detection robustness and pose accuracy.
- DeepTag can be easily applied to new marker families with customized local patterns.
- We propose an effective procedure to synthesize training data without manual annotation, which facilitates broader applications of DeepTag.

2 RELATED WORK

2.1 Fiducial Marker System

The state-of-the-art fiducial marker systems usually consist of a coding/decoding system, a set of marker images, an algorithm to detect and validate the markers. Square and circular patterns are commonly used in fiducial markers, as they are easy to print and detect.

Gatrell et al. [15] use concentric contrasting circles (CCC) for fiducial marker design. Correspondences between the centroids of the found ellipses are used to validate the marker existence. This design is slightly improved in [16] by drawing the circles with different colors and multiple scales. Dedicated “data rings” are added in the marker design in [17], [18]. Fourier tags [19], [20] encode multi-bit information in the frequency domain. RuneTag [7], [8] uses rings of dots to represent cyclic codes and provide a large number of keypoints for robust pose estimation.

Matrix [21], CyberCode [22] and VisualCode [23] are the early proposals of square markers. The well known ARToolkit [24] includes a fixed square border for pose estimation. Validation is based on correlation between the observed
image with the prototype images. Due to the unreliability of image correlation, it appears difficult to offer a large and reliable marker library. ARTag [25], [26] and ARToolkitPlus [1] use digital coding systems instead of analog systems to represent marker IDs. Robust digital coding techniques are used to achieve higher performance. The digital symbols are represented with black-and-white cells, thus the shape analysis is convenient and digital symbols are decoded via image binarization. Based on the basic checkerboard marker design, BinARyID [27] attempts to generate a rotationally asymmetric coding system. AprilTag [2], [3] presents a faster and more robust detection algorithm for ARTag. ArUco [4], [5] attempts to generate coding systems with large intermarker distance and a high number of bit transitions. Romero-Ramirez et al. [28] propose a speeded-up checkerboard marker detection algorithm for video sequences. ChromaTag [29] incorporates color into AprilTag to improve detection speed. TopoTag [6] presents a checkerboard marker design with fixed regions, where the type of center cells of the regions are used to represent bits. It achieves higher pose accuracy by offering more keypoints instead of using four corners alone.

The proposed DeepTag is a general framework that supports detection of a large variety of existing marker families. Instead of relying on edge detection and image binarization, DeepTag directly regresses keypoints and digital symbols from local shapes with CNN. Compared to traditional algorithms, a larger number of keypoints can be defined and estimated to achieve higher pose accuracy. By utilizing sub-pixel information, detection robustness is also dramatically increased. As it is not necessary to hand-craft shape analysis, DeepTag also supports newly-designed marker families with customized local patterns.

### 2.2 Convolutional Neural Network

CNN has been successfully applied to many computer vision tasks. Our goal targets to detect the fiducial markers from the scene and estimate the keypoints of the markers. Among the recent CNN-based applications, the most relevant ones are object detection and keypoint detection.

Object detection techniques estimate the location of an object while at the same time determine its category. Recently, a variety of CNN-based detection schemes have been proposed for object detection. Fast R-CNN [30] and Faster R-CNN [31] first generate a large number of region proposals, and then classify them and predict the bounding boxes. Single Shot Multibox Detector (SSD) [32] uses a single convolutional network to predict the bounding boxes and their class probabilities. Without resampling pixels or features for bounding box hypotheses, SSD achieves a much faster computational speed than Fast R-CNN and Faster R-CNN. In our proposed method, SSD is used to generate marker hypotheses for keypoint detection.

Keypoint detection is a basic task in applications like human pose estimation [11] and face alignment [12]. The keypoints are then used for alignment between images and virtual models. The total number of keypoints on a single object is predefined and required for the network architecture. The index of a keypoint, which is also the class label, is uniquely determined by local context. By contrast, the keypoints on a fiducial marker are categorized by the digital symbols encoded with local shapes or colors. The index of a keypoint is determined only after all the keypoints are sorted with their locations.

Object counting is another slightly related application. Crowd counting [33], [34], [35] concerns the total number of crowded objects instead of their locations. Cell nucleus detection [36] estimates the locations of small repeated shapes. Similarly, our task detects and counts small unordered shapes. But by contrast, for the purpose of subsequent pose estimation, the accurate locations of the shapes should further be sorted and estimated.

Deep ChArUco [37] utilizes CNN to detect keypoints of a ChArUco board which is a chessboard of ArUco markers. It outperforms traditional methods under poor lighting or extreme motion blur. But this method can only detect one chessboard where the marker family and IDs are fixed. E2ETag [9] utilizes CNN to generate markers with random textures and detect them in an end-to-end manner. But its library only contains a very limited number (i.e., 30) of markers, and incorrect ID identification happens when the image quality is not good. The lack of regular boundary or local structures inside a marker may lead to inaccurate marker pose. Similarly, the concurrent work DeepFormableTag [10] also utilizes CNN for marker generation and recognition. ID decoding and marker location are robust under various conditions. But marker ID representation relies on automatically generated free-form colors information, which requires dedicated printer to accurately print the marker and high-quality camera to capture the colors. Similar to many traditional methods, it determines marker pose with only four corners, which leads to poor pose accuracy and limits single-marker scenario. In contrast to these works, DeepTag is a general CNN-based fiducial marker detector that supports a wide variety of existing and newly-designed markers. Accurate 6-DoF pose and marker ID can be estimated even under very poor image quality.

DeepTag accomplishes a new task that is different from the above-mentioned detection techniques. First, multiple artificial objects are detected from the image. Then, for each object, small unordered shapes are accurately detected, categorized, and sorted. For the existing works, developing a CNN-based detection technique often requires a large annotated dataset. However, accurate annotation requires special equipment [13], and it is intractable to annotate dense keypoints on fiducial markers. Instead, we present an effective procedure to generate training data without human annotation. Purely trained with synthetic data, DeepTag successfully generalizes to real-life applications.

### 3 Overview

#### 3.1 Marker Design

An abstracted marker supported by DeepTag is illustrated in Fig. 2. It consists of local patterns whose centroids and categories represent keypoints and digital symbols. Similar local patterns are classified into a single category, and patterns of different categories should be distinguishable in terms of shapes or colors. By regarding black-and-white cells or dots as local patterns, this marker abstraction directly supports existing popular markers shown in Fig. 1.

This general abstraction also provides a good flexibility to design new markers with customized local patterns. For
example, based on bits arranged in a $N \times N$ grid, two categories of local shapes can be adopted to create new markers (Fig. 3a). The uniqueness of the patterns greatly decreases the possibility of confusion with environment elements. For existing binary checkerboard markers (e.g., AprilTag, ArUco, and ARToolkitPlus), the same target can only be achieved by introducing a high number of bit transitions. Besides two categories of patterns that represent bits, extra categories can be used to indicate border and orientation. Thus rotation asymmetry is no longer a requirement for the coding system (e.g., bits of the second marker in Fig. 3b can be all “0”s). Similarly, four extra keypoints can be used to facilitate determining rotation of RuneTag (Fig. 3c).

### 3.2 Keypoint Definition

Existing keypoint definition suffers from low keypoint capacity or irregular arrangement. Specifically, keypoints on a checkerboard marker are originally defined only on four corners of its boundary and encode no bits (Fig. 5a). A small number of keypoints lead to inaccurate estimated pose when the image quality is not good. On the other hand, irregular keypoint arrangement on TopoTag (Fig. 5b) and RuneTag (Fig. 5c) makes it difficult to sort the keypoints.

In contrast, DeepTag defines keypoints in a dense and regular way for all the existing markers. A larger number of keypoints improve pose accuracy, and regular arrangement facilitates keypoint sorting. Specifically, keypoints on a checkerboard marker are defined on centroids of all the $N \times N$ cells, each of which is attached with a bit (Fig. 5d). TopoTag is a specially designed binary checkerboard marker with fixed regions. Besides regarding it as a common binary marker, another smart option is classifying the keypoints into three categories (Fig. 5e). Two of them represent “0”s and “1”s, and the other one doesn’t encode any bit. It is also reasonable to define the keypoints only on every other cell (i.e., exclude light blue dots in Fig. 5e) without affecting all the encoding bits. For RuneTag, keypoints are originally defined only on the visible dots (Fig. 5c), and the total number of keypoints varies among different markers. Instead, we define keypoints on both the visible and invisible dots (Fig. 5g) to utilize the regular arrangement, which makes the sorting scheme much easier.

It’s worth noting that keypoint definition is independent from the adopted patterns. For example, newly-designed AprilTag (Fig. 3a) and the original AprilTag (Fig. 1a) share the same keypoint definition, while newly-designed quaternary markers (Fig. 3b) also include $N \times N$ keypoint but with four different class labels.

### 3.3 Detection Pipeline

Given an input image, DeepTag detects groups of keypoints, and each group belongs to a marker. To achieve robustness and accuracy, similar to [13], DeepTag adopts a two-stage detection scheme illustrated in Fig. 4, with detailed network structure in Fig. 6. Region of Interest (ROI) is first estimated for each potential marker, and each ROI is represented with at least four non-collinear points arranged in clockwise order. Then, a rectified patch is generated with a homography matrix that maps the ROI to predefined points in the patch (e.g., a four-point ROI is mapped to a fixed square). In the patch, keypoints and digital symbols are estimated and sorted. Marker ID is acquired by checking the marker library with the decoded digital symbols. Keypoint positions in the original image are obtained by applying the inverse homography matrix. With a known physical marker size, the marker’s 6-DoF pose is estimated with the Perspective-n-Point (PnP) algorithm. This two-stage framework can be applied to different marker families by defining ROI, keypoints, and digital symbol encoding scheme accordingly.

### 4 Approach

#### 4.1 ROI Detection

Existing methods usually detect potential markers in a bottom-up manner [1], [2], [3], [6], [25], [26]. Edges or blobs are detected with traditional low-level image processing.
techniques and then grouped to be marker ROIs. Differently, DeepTag detects marker ROIs in a top-down manner by directly determining their existence along with at least four sorted non-collinear points. We regard it as a standard multi-scale object detection task and utilize SSD [32] to regress bounding boxes along with the auxiliary information.

Bounding box \( B = (l, cls) \) is a axis-aligned minimum rectangle enclosing a marker, where the localization \( l \) is presented with the center \((l_x, l_y)\) and the size \((w, h)\), and \( cls \in \{1, \ldots, C\} \) is the class that the object belongs to. When there is only one type of marker, the total number of classes \( C \) is 2 (marker and background). In the form of a center and four sorted corner points, \( ROI^{(b)} = (P_0, P_1, P_2, P_3, P_4) \) is predicted along with the bounding box \( b \).

Note that, \( ROI^{(b)} \) will be inaccurate for markers in a large view angle (Figs. 7a and 7b). For further ROI refinement, unordered corners \( \{P_i\} \) are detected and assigned to the markers. \( \{P_i\} \) are regarded as one-scale objects without size and only based on local context. To correctly assign \( P \) to a marker, the directional vector \( V \) that points from \( P \) to the marker center is also predicted. By refining \( ROI^{(b)} \) with \( \{P_i\} \), the final \( ROI^{(r)} \) is much more accurate (Fig. 7c).

Network Structure. As shown in Fig. 6, given an input image \( I \) of size \( h \times w \), features \( X_0 \) with spatial dimension \( h/8 \times w/8 \) are extracted with a MobileNet [38] backbone encoder and a residual block. MobileNet is more efficient than VGG-16 [39] because it uses depthwise separable convolution to decrease the computational complexity while preserving the capacity of feature extraction. As fiducial markers consist of small simple shapes, we propose to extract intermediate middle-level features before high-level object detection. A 2-channel mask \( M \) of size \( h/8 \times w/8 \times 2 \) that represents the segmentation of the markers and background is predicted by processing \( X_0 \) with several convolutional layers. Then the backbone features \( X_0 \) and the mask \( M \) are concatenated to be the intermediate features \( X_1 \). Two predictors are used to predict bounding boxes and corner points respectively.

An SSD predictor estimates \( \{B_i\} \) and \( \{ROI^{(b)}_i\} \) based on predefined multi-scale default bounding boxes. Following [32], the output localization \( l \) is the offset from the default bounding box \( l^{(d)} \) to the predicted localization \( l^{(r)} \):

\[
\hat{l} = \left( \frac{l_{x} - l_{x}^{(d)}}{l_{w}^{(d)}}, \frac{l_{y} - l_{y}^{(d)}}{l_{h}^{(d)}} \right), \log \left( \frac{l_{w}}{l_{w}^{(d)}} \right), \log \left( \frac{l_{h}}{l_{h}^{(d)}} \right) \right). \tag{1}
\]

Based on the predicted bounding box localization \( l \), we define \( ROI^{(b)} = (P_0, P_1, P_2, P_3, P_4) \) as relative coordinates:

\[
\hat{P}_j^{(b)} = \left( \frac{P_{jx} - l_{x}}{l_{w}} - 0.5, \frac{P_{jy} - l_{y}}{l_{h}} - 0.5 \right). \tag{2}
\]

Another one-scale predictor estimates \( \{\hat{P}_k\} \) and \( \{\hat{V}_k\} \) based on predefined multi-scale default bounding boxes. The output localization \( \hat{P} \) is the offset from the default point \( P^{(d)} \) to the predicted localization \( \hat{P} \):

\[
\hat{P} = \left( \hat{P}_{j}^{(b)} - \frac{P_{jx}^{(d)}}{l_{w}}, \hat{P}_{j}^{(b)} - \frac{P_{jy}^{(d)}}{l_{h}} \right). \tag{3}
\]

For numeric stability, a normalized 2D vector \( \hat{V} \) is represented in a redundant form:

\[
\hat{V} = \left( \frac{\hat{V}_{x} + 1}{2}, \frac{\hat{V}_{y} + 1}{2}, 1 - \frac{\hat{V}_{x} + 1}{2}, 1 - \frac{\hat{V}_{y} + 1}{2} \right). \tag{4}
\]

Loss Functions. During training, SSD uses a matching strategy to assign ground truth bounding boxes to the predefined anchors. A similar matching strategy is also adopted on the one-scale predictor for corner points. There are two categories of anchors: positive anchors which correspond to ground truth bounding boxes or corners, and negative anchors that are background. The loss of classification confidence is defined based on both positive and negative anchors, while the loss for information of bounding boxes or corners is defined only on positive anchors. Let \( x_{ij}^{(p)} \) be an indicator for matching the \( i \)th default box/corner to the \( j \)th ground truth box/corner of category \( p \). The confidence loss is the softmax loss over multiple class confidences \( c \):

\[
L_{conf}(c) = - \sum_{i \in Pos} x_{ij}^{(p)} \log \frac{\exp(c_i^{(p)})}{\sum_p \exp(c_i^{(p)})} - \sum_{i \in Neg} \log \frac{\exp(c_i^{(p)})}{\sum_p \exp(c_i^{(p)})}. \tag{5}
\]
The loss for location and other auxiliary information is a Smooth L1 loss [30] between the predicted data \( g \) and the ground truth data \( g' \):

\[
L_{\text{info}}(g, g') = \sum_{i \in \text{Pos}} x_{ji}^{T} \text{smooth}_{1,1}(g_i - g'_i).
\]

Based on Eqn. 5 and Eqn. 6, the losses for bounding box and for corners are defined as:

\[
L_{\text{box}} = \frac{1}{N} \left( L_{\text{conf}}(c^{(b)}) + L_{\text{info}}\left(\left(\hat{I}, \{\hat{P}^{(b)}_{i}\}\right), \left(\hat{I}, \{\hat{P}^{(b)}_{i}\}^*\right)\right)\right),
\]

\[
L_{\text{corner}} = \frac{1}{N} \left( L_{\text{conf}}(c^{(b)}) + L_{\text{info}}\left(\left(\hat{P}, \hat{V}\right), \left(\hat{P}, \hat{V}^*\right)\right)\right),
\]

where \( N \) is the total number of the matched bounding boxes or corners, and the loss is set to 0 when \( N = 0 \). \( c^{(b)} \) and \( c^{(p)} \) are class confidences of bounding boxes and unordered corner points respectively. The mask loss is an L2 loss between the predicted masks \( M \) with the ground truth masks \( M' \):

\[
L_{\text{mask}} = \| M - M' \|_2^2.
\]

The overall loss function of Stage-1 is the combination of losses for two predictors and the intermediate mask:

\[
L_{\text{ROI}} = L_{\text{box}} + L_{\text{corner}} + L_{\text{mask}}.
\]

**Postprocessing.** One marker may be predicted with multiple bounding box anchors. Instead of using non-maximum-suppression (NMS) to remove redundant bounding boxes, we filter the outputs with their confidence scores. Then the final output bounding boxes are acquired by clustering the filtered network outputs with their localizations. With this clustering procedure, the predicted ROIs encounter less jitter. Similarly, the predicted unordered corners are also clustered with not only their locations \( \hat{P} \) but also the corresponding directions \( \hat{V} \). For corners of nearby markers with similar \( \hat{P} \) but different \( \hat{V} \), they would be assigned to different clusters.

To acquire the final \( \text{ROI}^{(v)} \) from \( \text{ROI}^{(b)} \), we adopt two criterions to assign unordered corners \( \{\hat{P}_j\} \) to markers:

\[
\text{Dist}(\hat{P}_k, l) = \max \left( \left| \frac{\hat{P}_{kx} - l_{x}}{0.5 \cdot l_{w}} - 1 \right|, \left| \frac{\hat{P}_{ky} - l_{y}}{0.5 \cdot l_{h}} - 1 \right| \right),
\]

\[
\cos(V_k, V_{ki}) = \frac{V_k \cdot V_{ki}}{||V_k|| \cdot ||V_{ki}||},
\]

where \( \text{Dist}(\hat{P}_k, l) \) calculates the relative coordinates of \( \hat{P}_k \) with the respect to the bounding box localization \( l \), and \( \text{Dist}(\hat{P}_k, l) \in [0, 1] \) if \( \hat{P}_k \) is inside the bounding box. \( \cos(V_k, V_{ki}) \) checks the angle between the estimated direction \( \hat{V}_k \) and the real direction \( V_{ki} \) from the \( k \)th corner to the center of the \( i \)th marker. The \( k \)th corner is assigned to the \( i \)th bounding box only if \( \text{Dist}(\hat{P}_k, l) < 1.5 \) and \( \cos(V_k, V_{ki}) > 0.6 \). In the example in Fig. 8, \( P_0 \) and \( P_1 \) are discarded because \( \cos(V_0, V_{0,0}) \) and \( \text{Dist}(\hat{P}_3, l_0) \) do not fulfill the requirements. Then, from \( \{P_2, P_3, \hat{P}, P_4\} \), the nearest points of \( P_0^T, P_2^T, P_3^T, P_4^T \) are selected, resulting the final \( \text{ROI}^{(v)} = (P_2, P_3, \hat{P}, P_4) \).

**ROI of Other Marker Families.** Other marker families can be supported by modifying the ROI definition. Specifically, for RuneTag without explicit border, ROI can be defined with four vertices of the ellipse and can be predicted along with the bounding box (Fig. 9a). On the other hand, ROI can also be defined with specially designed keypoints instead of vertices of the boundary (Fig. 9b). It is also possible to determine the marker orientation if points of ROI belong to multiple categories.

### 4.2 Keypoint Detection

With an ROI predicted by the previous stage, a patch is warped from the image by mapping the ROI to a predefined template. Specifically, the four-point ROI template is a square \( T^{(ROI)} = ((a, a), (1 - a, a), (1 - a, 1 - a), (a, 1 - a)) \) where \( a = 0.15 \) in our implementation. Then unordered keypoints positions and digital symbols \( \{(K_j, t_j)\} \) are directly regressed on the rectified patch. For pose estimation and marker ID determination, \( \{(K_j, t_j)\} \) are sorted to an ordered sequence according to their localizations.

**Keypoint Sorting.** For marker families with regular keypoint arrangement, an ordered keypoint template \( T^{(K)} = (K_1^{(K)}, K_2^{(K)}, \ldots) \) can be acquired with \( T^{(ROI)} \). Specifically, \( T^{(K)} \) is an \( N \times N \) grid for checkerboard markers with \( N \) determined by counting \( \{K_j\} \), and then the nearest keypoint of each \( K_j^{(K)} \) is selected from \( \{K_j\} \). Note that this sorting procedure may fail for marker families without stable ROI (e.g., RuneTag). Instead of hand-crafted rules, we further regress an ROI template \( T^{(ROI)} = (P_0^{(T)}, P_1^{(T)}, \ldots) \) which leads to a refined keypoint template \( T^{(K)} \).
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there are 10 static camera poses with 9 growth truth pose offsets. Under a
certain camera pose, around 775 images are captured for
each marker to calculate the average pose and jitter.
Our new Dataset. In Yu’s dataset, the camera moves without
rotation, where markers are kept almost parallel to the camera
plane. This makes the dataset may not well simulate the com-
plex real-life use scenarios, where markers or cameras rotate
freely and images with various blur in different distances and
angles. To fill this gap, we further collect a new large dataset
by placing the markers in combinations of different distances
and angles. Following Yu’s dataset, four representative check-
board markers are selected, i.e., AprilTag (36h11), ARTool-
KitPlus, ArUco (36h12) and TopoTag. We further evaluate
three newly-designed markers (Figs. 3a and 3c) that are sup-
ported by DeepTag. Specifically, AprilTag-XO (36h11) and
AprilTag-XA (36h11) contain different newly-designed local
patterns with bits arranged as AprilTag (36h11). RuneTag\( ^{+} \)
is a modified version of RuneTag that is still compatible with
the original detection algorithm.
We use an industrial global shutter camera with 98° dia-
gonal field of view. Images are captured at 38.8fps of size 1280 ×
960 with a fixed exposure time of 20 ms. As shown in Fig. 11, a
rotational flatbed is used to control the view angle, and a 1D
linear programmable moving platform\(^{1}\) is used to accurately
move the marker. Markers move away from the camera with a
constant moving step of 10 cm, with each round in one of in
total 10 different view angles (0°, 10°, 20°, ..., 60°, 65°, 70°,
75°). The nearest and farthest distances are 10 cm and 100 cm
respectively. There are in total 90 moving offsets that server as
ground truth with moving distance of 10 cm and zero rotation.
To evaluate pose error and jitter separately, 100 images are
captured for each pose, resulting totally 10 k images for each
marker. As shown in Fig. 12, the markers are intentionally
placed out of alignment with image axes to simulate real use
scenarios. For better analysis, we further split the dataset into
two subsets, i.e., “Normal” set with markers ≤50cm and
≤60° and “Difficult” set with markers > 50cm or > 60°.
Validation Metrics. Among all the detected markers
returned by an algorithm, correct ones are defined as true
algorithms in terms of detection robustness and pose ac-
curacy. Detection robustness is measured with recall and pre-
cision of detection. Pose accuracy is evaluated with the
error between the estimated pose with the ground truth.
Yu’s Dataset. By using a programmable robot arm to con-
trol the ground truth camera movements, Yu et al. [6] col-
gathered a large dataset that includes marker families shown in
Fig. 1. For markers with multiple library settings like ArUco and
AprilTag, each of them will be captured. There are 10 static
camera poses with 9 growth truth pose offsets. Under a
certain camera pose, around 775 images are captured for
each marker to calculate the average pose and jitter.

We use a 1D linear programmable moving platform from IAI
(RCP5-BA4). Link: https://www.intelligentactuator.com/RCP5-BA4/
positives (TP), and the ones with incorrect location or ID are defined as false positives (FP). False negatives (FN) are defined as any marker that exists in the image but is not detected by the algorithm. Precision and recall are defined as $\frac{TP}{TP+FP}$ and $\frac{TP}{TP+FN}$ respectively. Following [29], correct marker detections are defined with both correct marker location and ID. Marker location is correct if there is at least 50% intersection over the union between the detection with the ground truth. Both pose accuracy and jitter are measured in terms of rotation and translation. As mentioned earlier, pose accuracy is evaluated with the ground truth pose offset between two adjacent poses. Pose jitter is evaluated using the standard deviation (STD) metric.

### 5.2 Ablation Study

Stage-1 predicts ROIs with two possible versions, i.e., with or without refinement. By iteratively calling Stage-2 multiple times, ROIs can be further updated with the keypoints predicted by the previous iteration. We evaluate the accuracy of the ROIs and the final marker pose to compare different settings on three checkerboard markers, i.e., ARToolkitPlus, ArUco and AprilTag.

Due to the lack of ground truth annotations, we evaluate the ROIs by evaluating the marker pose estimated using the four keypoints of ROIs. Among three tested ROI versions, two are predicted by Stage-1 (with or without refinement) while another one is updated by the first iteration of Stage-2. Evaluation is conducted in a fixed view distance of 30 cm (to 40 cm) with different view angles using our new dataset, see sample images in Fig. 12b. Results are shown in Fig. 13 where the original detection algorithms are “baseline”. Results show that refinement in Stage-1 leads to significant improvement over the non-refinement version. The ROI updated by Stage-2 further improves from Stage-1 ROIs and outperforms “baseline” for all markers.

Performance comparisons of Stage-2 with different keypoint settings are shown in Fig. 14. For a marker with keypoints in a $N \times N$ grid, ‘corner,’ ‘boundary,’ and ‘grid’ respectively denote pose estimation in Stage-2 with 4 corners, $4N - 4$ boundary points, and the whole $N \times N$ grid. From the results, it is obvious that pose estimation with more keypoints generally achieves better position and rotation accuracy, and the best results are consistently achieved by using all the keypoints. Furthermore, performance comparisons of Stage-2 with all keypoints but with different number of iterations are shown in Fig. 15. From the results, it is obvious that pose accuracy generally improves from the first to the second iteration and becomes stable afterward.

According to the above study, for detection on still images, the suggested setting is the combination of Stage-1 with refined ROI and Stage-2 with all the keypoints and with two iterations. We fix this setup for all the following experiments.

### 5.3 Detection Robustness

Fig. 16 shows the qualitative detection results of DeepTag versus existing methods. Both AprilTag and TopoTag fail in large view angles, and RuneTag fails to detect the marker because the black dots cannot be successfully located. In contrast, DeepTag successfully detects all markers in these challenging cases. As further illustrated in the rectified patches, keypoints and the embedded digital symbols are also accurately estimated by DeepTag.

Detection robustness is further quantitatively evaluated on both Yu’s dataset and our new dataset, and the results are summarized in Tables 1 and 2 respectively. Compared with existing methods, DeepTag consistently achieves equal or higher recall and precision for all markers on both datasets. In Yu’s dataset, DeepTag achieves perfect 100% recall and precision for all markers. For our new dataset, especially for “Difficult” set, DeepTag achieves 17~105.5% higher in recall over original methods, which further validates DeepTag’s robustness in challenging use scenarios.

As shown in Table 2, RuneTag and TopoTag fail when view distance or view angle becomes larger as they require high image quality to detect the complex local structures such as dots or the smallest cell in the checkerboard layout. In contrast, DeepTag utilizes subpixel information to detect and achieves a much better detection recall. For our newly-designed AprilTag-XO and AprilTag-XA that contain complex local patterns, DeepTag can still achieve comparable performance compared to the simpler markers.

**Noise and Motion Blur.** To simulate low-light scenarios, different levels of noise and motion blur are synthesized and added to images. For each marker, 10 images are selected from our new dataset. 10 of them contain markers of 30 cm and 30° (median distance and angle in “Normal” set, see Fig. 12b for image samples), while the other 10 images are with the same view angle but in the next location (i.e., 40 cm). Gaussian noise of different standard deviations $\sigma$ or linear motion blur of different kernel sizes $k$ are added to the original images. When applying linear motion blur, 10 evenly sampled moving directions are considered. Note that, RuneTag is not included in this validation as the original method fails even for the original images.

Fig. 17 shows the cropped patches with the most severe level of Gaussian noise or motion blur that each method can tolerate. DeepTag consistently tolerates more severe Gaussian noise and motion blur than all the original methods. Specifically, AprilTag, ArUco and ARToolkitPlus can be
robustly detected by DeepTag under Gaussian noise with \( \sigma = 200 \) or motion blur with \( k = 11 \). For TopoTag that contains smaller cells, DeepTag can still deal with Gaussian noise with \( \sigma = 45 \) or motion blur with \( k = 9 \).

### 5.4 Pose Accuracy

The overall performance of pose accuracy on both datasets are summarized in Tables 1 and 2. DeepTag consistently achieves the best results across all markers for all the four metrics (i.e., position error, position jitter, rotation error and rotation jitter) on both datasets. Specifically, for our new dataset, DeepTag achieves 54–70% pose accuracy improvement for the “Normal” set by comparing the best results of DeepTag with the best of existing methods across all markers. This improvement further increases to 83–95% for the “Difficult” set. It’s also interesting to find that even the worst results of DeepTag are still much better with 39–73% pose accuracy improvement than the best of existing methods, which verifies DeepTag’s pose superiority on challenging use scenarios.

![Fig. 13. Ablation study of different ROI versions. ROI from Stage-1 with refinement is significantly improved over the non-refinement version. The ROI updated by Stage-2 further improves and outperforms “baseline”s for all markers.](image)

![Fig. 14. Ablation study of different numbers of keypoints. Using all the keypoints consistently achieves the best results.](image)

![Fig. 15. Ablation study of different Stage-2 iterations. The results become stable after two iterations.](image)

![Fig. 16. Qualitative detection results. DeepTag successfully detects all markers while original methods either miss some or totally fail.](image)
Under a certain level of noise or motion blur, we estimate pose offsets for all the 100 possible combinations among the 20 images that are also used in previous noise and motion blur test, and average error of position and rotation will be evaluated. As shown in Fig. 19, as expected, pose error increases when Gaussian noise or motion blur becomes severe for all the methods. Nevertheless, DeepTag greatly outperforms the original methods under the same level of Gaussian noise or motion blur.

### 5.5 Further Discussion

#### 3D Marker Support.

Most existing markers are planar due to easy production, and from above we have demonstrated that DeepTag effectively supports planar markers with various designs. On the other hand, as illustrated in Fig. 18, rotation error becomes more significant when the view angle is close to zero degree due to the lack of reprojection constraint. To alleviate this issue, DeepTag can be extended to non-planar markers by adjusting ROI definition and the keypoint sorting scheme accordingly. Another straightforward solution is to attach multiple planar to a 3D object like a cube or rhombicuboctahedron, see Fig. 16 for examples. In real applications, relative poses among these markers can be acquired via a calibration procedure. A unified pose can then be estimated using all the keypoints of visible markers after detecting them separately.

#### Pattern Selection.

Fig. 20 is a detailed comparison of DeepTag performance for a given marker with three different patterns (i.e., original AprilTag marker and two our newly-designed AprilTag-XO, AprilTag-XA with complex patterns).

---

### TABLE 1

Pose Results on Yu’s Dataset [6]

| Method   | Marker (16h5) | Position (mm) | Rotation (deg) | Detection (%) |
|----------|---------------|---------------|----------------|---------------|
|         |               | Error | Jitter | Error | Jitter | Recall | Precision |
| AprilTag| 2.894         | 0.079 | 0.031 | 0.654 | 77.29  | 99.88  |
| AprilTag| 2.704         | 0.104 | 0.026 | 0.879 | 75.71  | 100    |
| AprilTag| 3.178         | 0.087 | 0.024 | 0.673 | 80.41  | 100    |
| AprilTag| 3.228         | 0.102 | 0.024 | 0.753 | 78.70  | 100    |
| Original| 1.402         | 0.074 | 0.010 | 0.133 | 100    | 99.99  |
| ARToolKitPlus| 8.923 | 1.134 | 0.040 | 0.421 | 98.30  | 100    |
| ArUco (16h3)| 8.191 | 0.363 | 0.248 | 0.230 | 100    | 99.91  |
| ArUco (25h7)| 10.049 | 0.364 | 0.225 | 0.322 | 99.01  | 100    |
| ArUco (36h12)| 8.768 | 0.573 | 0.078 | 0.526 | 99.47  | 100    |
| TopoTag  | 1.011         | 0.055 | 0.019 | 0.058 | 100    | 100    |
| RuneTag  | -             | -    | -     | -     | 0      | 0      |

DeepTag

| Method   | Marker (16h5) | Position (mm) | Rotation (deg) | Detection (%) |
|----------|---------------|---------------|----------------|---------------|
|         |               | Error | Jitter | Error | Jitter | Recall | Precision |
| AprilTag| 0.805         | 0.043 | 0.023 | 0.061 | 100    | 100    |
| AprilTag| 0.645         | 0.036 | 0.021 | 0.066 | 100    | 100    |
| AprilTag| 0.968         | 0.045 | 0.017 | 0.012 | 100    | 100    |
| AprilTag| 1.099         | 0.034 | 0.016 | 0.011 | 100    | 100    |
| AprilTag| 0.609         | 0.034 | 0.015 | 0.010 | 100    | 100    |
| ARToolKitPlus| 0.718 | 0.033 | 0.010 | 0.009 | 100    | 100    |
| ArUco (16h3)| 0.643 | 0.043 | 0.016 | 0.014 | 100    | 100    |
| ArUco (25h7)| 0.802 | 0.042 | 0.023 | 0.010 | 100    | 100    |
| ArUco (36h12)| 0.846 | 0.037 | 0.015 | 0.062 | 100    | 100    |
| TopoTag  | 0.875         | **0.023** | 0.023 | 0.024 | 100    | 100    |
| RuneTag  | 0.904         | 0.040 | 0.015 | 0.086 | 100    | 100    |

Best Results are Shown in Bold and Underlined.

### TABLE 2

Pose Results on Our New Dataset

| Method   | Marker | Position (mm) | Rotation (deg) | Detection (%) |
|----------|--------|---------------|----------------|---------------|
|          |        | Error | Jitter | Error | Jitter | Recall | Precision |
| Original |        |       |       |       |       |       |       |
| TopoTag  | 0.918  | 0.091 | 1.194 | 0.176 | 86.86  | 100    |       |
| RuneTag  | -      | -     | -     | -     | -     | -      | -      |
| ARToolKitPlus| 6.876 | 0.185 | 4.788 | 0.371 | 100    | 100    | 5.18   |
| ArUco    | 3.088  | 0.331 | 3.362 | 1.378 | 95.63  | 100    | 74.36  |
| AprilTag | 0.390  | 0.072 | 0.770 | 0.096 | 100    | 100    | 64.83  |

DeepTag

| Method   | Marker | Position (mm) | Rotation (deg) | Detection (%) |
|----------|--------|---------------|----------------|---------------|
|          |        | Error | Jitter | Error | Jitter | Recall | Precision |
| TopoTag  | 0.803  | **0.029** | 0.355 | 0.161 | 100    | 100    | 39.85  |
| RuneTag  | -      | -     | -     | -     | -      | -      | -      |
| ARToolKitPlus| 0.503 | 0.146 | 1.608 | 0.241 | 65.49  | 100    |          |
| ArUco    | 0.700  | 0.043 | 0.701 | 0.207 | 100    | 100    | 67.78  |
| AprilTag | 0.231  | 0.047 | **0.234** | **0.044** | 100    | 100    | 71.69  |

Average Accuracy (Including Error and Jitter) Will Be Evaluated Only When Its Recall ≥ 10%. Best Results are Shown in Bold and Underlined.

**Noise and Motion Blur.** Under a certain level of noise or motion blur, we estimate pose offsets for all the 100 possible combinations among the 20 images that are also used in previous noise and motion blur test, and average error of position and rotation will be evaluated. As shown in Fig. 19, as expected, pose error increases when Gaussian noise or motion blur becomes severe for all the methods. Nevertheless, DeepTag greatly outperforms the original methods under the same level of Gaussian noise or motion blur.

### 5.5 Further Discussion

**3D Marker Support.** Most existing markers are planar due to easy production, and from above we have demonstrated that DeepTag effectively supports planar markers with various designs. On the other hand, as illustrated in Fig. 18, rotation error becomes more significant when the view angle is close to zero degree due to the lack of reprojection constraint. To alleviate this issue, DeepTag can be extended to non-planar markers by adjusting ROI definition and the keypoint sorting scheme accordingly. Another straightforward solution is to attach multiple planar to a 3D object like a cube or rhombicuboctahedron, see Fig. 16 for examples. In real applications, relative poses among these markers can be acquired via a calibration procedure. A unified pose can then be estimated using all the keypoints of visible markers after detecting them separately.

**Pattern Selection.** Fig. 20 is a detailed comparison of DeepTag performance for a given marker with three different patterns (i.e., original AprilTag marker and two our newly-designed AprilTag-XO, AprilTag-XA with complex patterns).
Experiment is conducted at two different view distances (i.e., 10 cm and 30 cm), where example images are shown in Figs. 12a and 12b. In a close view distance of 10 cm, AprilTag-XO and AprilTag-XA achieve better pose accuracy over AprilTag for all four metrics, while rotation error becomes worse at 30 cm though the conclusion of the other three metrics still holds. This suggests that, for use scenarios where image quality is good enough (e.g., high resolution, markers usually in close range, etc.), markers with complex patterns are preferred for better pose accuracy.

Which is the best marker is still an open problem. Fortunately, DeepTag supports design and detection of different marker families, and network training does not require additional data collection. An optimal marker design for a certain scenario may need be determined by comparing the validation results of several possible marker designs.

Timing and Speedup. DeepTag is implemented using PyTorch [43], and tested on a PC with an Intel i7-11700 K @ 3.60 GHz CPU, 64 GB RAM, and an NVIDIA GeForce GTX 3090 GPU. CNN prediction can be accelerated with GPU while postprocessing on CPU. In Stage-2, multiple ROIs are parallelly processed by CNN and serially postprocessed. Computational times are recorded for input images of different resolutions. For each resolution, we use the average time of 100 images.

Timing statistics are summarized in Table 3. For an image with a single marker, DeepTag achieves 23fps with GPU for resolution of $640 \times 480$ and $256 \times 256$ in Stage-1 and Stage-2. Comparing with the CNN prediction time and the total time, postprocessing is fast in Stage-1 thanks to the sparsity of the valid bounding boxes responded by CNN. In contrast, postprocessing in Stage-2, including keypoint sorting and pose estimation for each valid marker, is much slower than CNN prediction. Fortunately, postprocessing is not necessary for false positive ROIs by checking the total number of predicted keypoints. Furthermore, with parallelization on GPU, CNN prediction for four ROIs is as fast as one single ROI.

When processing a continuous video sequence, tracking can be conducted with stage-1 or stage-2 alone. As shown in Fig. 13, Stage-1 already achieves better pose accuracy than
the original ARToolKitPlus algorithm. Once the marker IDs are determined, it is feasible to track multiple markers in the subsequent frames using Stage-1 alone. The computational time is independent of the number of markers, and 40fps can be achieved on 640 × 480 images with GPU. On the other hand, to use Stage-2 alone, ROI input can be predicted from the marker poses in previous frames. With an input resolution of 256 × 256, 53fps is achieved for a single marker.

We also tested DeepTag on images with different levels of noise, and compare the computational time with that of the existing methods. The test images contain a single marker and are with the resolution of 1280 × 960, and the timing statistics are shown in Table 4. The computational time of the existing methods generally increases when the noise level increases as the detection relys on the low-level elements instead of high-level ones. In contrast, as DeepTag depends on high-level detection, the computational time is not affected by noise. Note that, currently, DeepTag is implemented with Python and accelerated with GPU while the existing methods are implemented with C++ and tested on CPU.

**Limitation.** Occlusion is not specially taken into consideration in current DeepTag implementation. As an example, Fig. 21 illustrates detection results of DeepTag under occlusion. Thanks to the robustness of Stage-2 and the redundancy of keypoints, DeepTag can tolerate occlusion on a small part of the marker (Fig. 21a), and still works well under moderate occlusion as long as the number of incorrect decoded digital symbols is within the Hamming distance allowed by the marker library (Fig. 21b). When a large part of the marker is occluded, DeepTag would fail as Stage-1 fails to generate a response for the marker (Fig. 21c).

It’s worth noting that, the original AprilTag method fails to handle all these three cases shown in Fig. 21 as either the boundary or the inner bits cannot be successfully detected. How to handle large occlusion is still an open problem for all fiducial marker systems, which requires the system with the ability to recover the whole structure from very few visible parts.

### Table 3
| Resolution | # | CPU   | GPU   |
|------------|---|-------|-------|
|            |   | Total | Total |
| Stage-1    |   |       |       |
| 640 × 480  | 1 | 0.029 | 0.031 |
| 1280 × 960 | 2 | 1.254 | 1.269 |
| Stage-2    |   |       |       |
| 256 × 256  | 1 | 0.064 | 0.078 |
|            | 2 | 0.117 | 0.146 |
|            | 4 | 0.211 | 0.274 |
|            | 8 | 0.414 | 0.555 |

### Table 4
| Method         | 0      | 10     | 30     | 100    | 300    |
|----------------|--------|--------|--------|--------|--------|
| TopoTag        | 0.0143 | 1.9603 | 8.9799 | 14.0633| 11.2294|
| ARToolKitPlus  | 0.0017 | 0.0018 | 0.0024 | 0.0061 | 0.0097 |
| ArUco          | 0.0043 | 0.0291 | 0.0378 | 0.0436 | 0.0415 |
| AprilTag       | 0.0107 | 0.0181 | 0.0183 | 0.0101 | 0.0182 |
| DeepTag        | 0.0649 | 0.0664 | 0.0674 | 0.0627 | 0.0646 |

Fig. 19. Pose accuracy results under Gaussian noise and motion blur. DeepTag greatly outperforms the original methods under the same level of Gaussian noise or motion blur.

Fig. 20. Validation results in two different view distances on the new dataset. The result of a location is plot if the recall is larger than 30%. The figure lists the results of AprilTag, AprilTag-XO, and AprilTag-XA achieved with DeepTag.
6 Conclusion

We propose DeepTag, a general framework for fiducial marker design and detection. DeepTag supports a large variety of existing marker families and achieves consistently better detection robustness and higher pose accuracy than traditional algorithms, which is extensively evaluated on both previous dataset and our new large challenging dataset. Furthermore, DeepTag can easily adapt to new design and detection of new marker families with customized local patterns. To facilitate broader applications, we further propose a synthesis procedure that generates training data on the fly without manual annotation.

Which is the best marker design is still an open problem. For future research, we will explore automatic marker design under different use scenarios. With parameterized pattern generation procedure, the design and detection algorithms may be automatically trained and validated.
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