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ABSTRACT

The rapid growth in the volume of remote sensing data and its increasing computational requirements bring huge challenges for researchers as traditional systems cannot adequately satisfy the huge demand for service. Cloud computing has the advantage of high scalability and reliability, which can provide firm technical support. This paper proposes a highly scalable geospatial cloud platform named the Geospatial Data Cloud, which is constructed based on cloud computing. The architecture of the platform is first introduced, and then two subsystems, the cloud-based data management platform and the cloud-based data processing platform, are described.
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1 INTRODUCTION

With the development of earth observation technology and GIS technology, massive geospatial data, especially remote sensing data, are accumulating and being used in various industries and research institutes. Geospatial data are more complex than other data types because they contain location information. Furthermore, because the volumes of geospatial data are huge, a large amount of space and time usage of remote sensing images is required for many applications, especially in the field of environmental science. For example, research on global climate change requires geospatial data covering more than individual countries or continents. It is difficult for individuals or researchers not only to obtain all the data they need but also to process the massive amount of geospatial data because of a lack of high performance computational infrastructure. How to effectively integrate the continuously growing geospatial data resources and provide the public with services such as spatial data downloading, storing, and analyzing has become an urgent problem.

The advent of cloud computing provides a potential solution for the problem described above. Since cloud computing was first put forward by IBM in 2007 (Sims, 2007), it has quickly become a hot spot in the IT industry. The development of cloud computing is based on the maturity of several technologies, including virtualization technology, distributed computing, grid computing, service-oriented architecture, web 2.0 technology, and so on. Cloud computing concentrates computation and storage resources in a core where high-performance machines are linked by high-bandwidth connections (Cui, Wu, & Zhang, 2010). Users access the carefully managed resources based on their practical needs. All of these are of high mobility and collaboration, which not only make Cloud computing an elastic and on-demand computer platform but also provide the theoretical basis and technology support for massive remote sensing storage and processing services.

Researchers at home and abroad have already begun to study how to apply cloud computing in massive geospatial data management and sharing services. Cary, Sun, Hristidis, and Rishe (2009) tried combining cloud computing with spatial data storage and processing and solved two key problems by using MapReduce framework, an R-Tree index for all kinds of spatial data and remote sensing image quality evaluations. Blower (2010) implemented a web map service on Google App Engine and described the difficulties in developing GIS systems on the public cloud. Huang, Yang, Nebert, Liu, and Wu (2010) demonstrated how to utilize cloud computing to support geoscience applications by describing the deployment and maintenance of the GEOSS Clearinghouse on the EC2 platform. Siládi, Huraj, Polčák, and Vesel (2012) applied cloud computing in GIS science by carrying out spatial data interpolating computing on the Amazon Elastic Compute Cloud. This was necessary because geospatial data processes are very time-consuming and data intensive, especially for large
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and complex datasets. Rezgui, Malik, and Yang (2013) also used spatial interpolation to assess the benefits of cloud computing for geoscience applications.

Wang, Wang, and Zhou (2009) proposed an interoperable spatial data object model and re-designed spatial indexing algorithms, such as Quad-Tree and R-Tree, to solve the drawbacks of spatial data storage in the common cloud computing platform. Liu, Guo, Jiang, Gong, et al. (2009) analyzed the necessity of adopting cloud computing in the remote sensing data processing service. And by studying the framework and key technologies of cloud computing, they implemented a prototype system named OpenRS-Cloud. Wang, Han, Tu, Dai, Zhou, and Song (2010) proposed that MapReduce was not suitable to express spatial computation due to unfit features and performance degradation and provided several solutions. Yang (2010) studied spatial data clustering service architecture and data storage model and network distribution methods and implemented a prototype system named TSS. Kang (2011) developed a prototype cloud based system to store and process high-resolution remote sensing images as well. Fang (2011) proposed a theoretical cloud computing framework to effectively process land resource services, based on mainstream theory and key technologies of cloud computing. Liu (2013) studied key technologies of cloud computing and implemented an electronic chart cloud service that achieved efficient management of global electronic chart data and provided personalized, flexible, and highly available service.

All these works have promoted improvement of the theoretical study of the combination of cloud computing with massive geospatial data service. However, some problems still exist. First, the systems developed are mostly unstable prototypes usually lacking detailed descriptions and with little content that is worth referencing. Second, the prototype systems implemented were tested with a small amount of data, not enough to validate the performance of a cloud-based system. Third, many studies used a public cloud platform such as Google, Amazon, Microsoft, etc. to develop their cloud based geospatial data platform. As the internal implementation mechanisms of the public cloud are unknown, it is difficult to further study the underlying combination of cloud computing with geosciences service. In addition, these public clouds are commercial, and users need to pay for the services.

The conditions of using cloud computing to provide the public with the ability to access and process massive geospatial data are demanding. Not only do the bandwidth and the scale of the organization need to be large but also a large economic investment and much time for development are required. The Scientific Data Center of the Computer Network Information Center, a research institute supported by the Chinese Academy of Sciences, has the ability and responsibility to undertake such a task. In 2007, the Scientific Data Center launched construction of the International Scientific Data Services Platform, which officially began providing services in 2008. The platform has been upgraded since then by applying cloud computing technology. It has been renamed the ‘Geospatial Data Cloud’ and is free for users to download massive geospatial data and use the data processing service. This paper illustrates the architecture of the Geospatial Data Cloud in detail and also describes key technologies used in implementing the cloud platform. The structure of the paper is as follows: Section 2 briefly introduces the multi-tiered architecture that the Geospatial Data Cloud development was based on. In Section 3, we introduce the cloud-based data collection platform. Section 4 introduces the cloud-based data processing platform. Conclusions and discussions on future work concerning the application of cloud computing in geospatial science are given in Section 5.

## 2 ARCHITECTURE

This section briefly describes the system architecture of the Geospatial Data Cloud. It is represented by a framework that includes the geospatial data cloud portal, geospatial application layer, the cloud computing environment, and basic infrastructure. This architecture is depicted in Figure 1.
2.1 Geospatial data cloud portal

On top of the architecture of the Geospatial Data Cloud Portal is a one-stop portal that provides a variety of services through a browser. Through this layer, any authorized user can use networked terminal equipment to log in to the cloud platform in accordance with a standard public application interface to enjoy cloud service from anywhere. All the users have to do is submit requests. The main functions of the portal are: data retrieval, batch data downloading, remote sensing image visualization, private space to store data, and so on.

2.2 Geospatial application layer

The geospatial application layer is the core component of the Geospatial Data Cloud because the cloud platform was developed specifically for geosciences. This layer contains two modules: the cloud-based data management platform and the cloud-based data processing platform. These not only optimize the cloud computing resources but also combine cloud computing with GIS technology.

2.3 Cloud environment layer

The cloud environment layer is the most important component in the Geospatial Data Cloud. In it, virtualization technology enables the cloud architecture to become scalable and elastic. In fact, cloud computing is actually a virtualized resource pool that provides storage and computing resources by way of the cloud host. It links up the basic hardware and software resources with upper applications.

In the Geospatial Data Cloud, a distributed file system is adopted when storing remote sensing data. A virtual server virtualizes the postgresql cluster and enables users to access all the underlying resources by way of the cloud host. Also, by scheduling tasks, it can locate all the nodes to support the execution of a given programming model.
2.4 Resource layer

The lowest layer of the stack is the basic infrastructure layer, which is fundamental to the platform. It consists of physical and basic resources including servers, storage, networks, databases, operating systems, and other software. As the Geospatial Data Cloud is the application of cloud computing in geosciences, common GIS software should be pre-installed.

This overview of the Geospatial Data Cloud provides a general idea of the use of cloud computing in geospatial sciences. The sections below mainly focus on two sub-platforms, the cloud-based data collection platform and the cloud-based data processing platform.

3 THE CLOUD-BASED DATA MANAGEMENT PLATFORM

The data management platform contains two important modules, the data collection module, which includes automatic metadata crawling and the data entities collection, and the data service module, which provides massive geospatial data storage and high effective data retrieval interfaces.

3.1 Data collection module

3.1.1 Focused crawling for geospatial metadata

Data is the basis of a cloud service platform. In the field of remote sensing, the sources of the data, for example, LANDSAT, MODIS, EO-1, DEM, NCAR, NOAA, LUCC, etc., are diverse. As data entities are often complex and heterogeneous, metadata are often used to describe data entities. In order to unify the expression of metadata and data entities, the authors of this paper studied data expression in geosciences, international common data representation, and data interoperability standards. Then we created a metadata information model that is locally compatible. On the basis of these works, a local metadata converter was developed to parse, transform, and extract information from metadata from diverse data resources.

The contents of the metadata include the resolution, source, format, and all items of the datasets. Users can locate and retrieve geospatial data entities through the description and retrieval mechanism of the metadata. As the remote sensing images are being continuously produced, the metadata need to be updated daily. In order to do so, the metadata crawl program has to be executed on time every day. The metadata updating process is shown in Figure 2.
Figure 2. Metadata updating process

First, the process anonymously logs into the FTP websites and retrieves the metadata file. Then it determines whether the same metadata already exist. If the metadata exist, then it continues to scan the next file on the FTP website. If there are no such metadata, it reads the contents, parses, exports, and finally saves the new metadata in a database. At the same time, it generates URLs and downloads thumbnails. Finally, it publishes the metadata on websites for retrieval by users.

3.1.2 On-demand caching for data entities

In the Geospatial Data Cloud, data entities are crawled according to users’ orders; this is called “on-demand” cache service for data entities. The process is depicted in Figure 3. First, users submit their orders, which then enter the order queue. Next, the platform caches data from the Internet and validates the data. If the data meet the requirements, they will be stored in the cloud. If the data are not qualified, then other data are cached from the Internet. Finally, an email is sent to notify users that they can download the data requested in their order from the cloud platform.
3.2 Data service module

After crawling the metadata from the Internet, the data service module reads header files and exports detailed metadata. After adding the corresponding product label (year, month) and generating three types of files, txt, browse, and scale, it stores the core metadata in PostgreSQL and PostGIS through clustering technology. Then, it publishes the metadata in the corresponding server and file directory. Finally, it establishes a hierarchical spatial index, which makes user retrieval very convenient.

As the open source implementation of GFS, the Moose File System is used to storing large quantities of data entities. The Moose File System is a network distributed system. It fragments the data entities and stores the data blocks in different storage servers. It is not only simple to be configured and installed but also has high reliability. When users download files, the file name is used as the key to call the cloud storage data access interface.

The data retrieval efficiency is an important indicator when evaluating a cloud service platform. The Geospatial Data Cloud provides three methods of data retrieval. The first one is implemented by using geocoding technology. When users input the name of the desired region, the platform will transform the natural language describing the location into geographic coordinates, and then by means of a spatial indexing system, the data can be delivered promptly to the user. The second method allows users to retrieve data by vector geometry, which uses the PostGIS spatial index. The third method provides users with the ability to search data by typing the name of administrative divisions or other attributes. All three methods together offer users great convenience in finding appropriate data.

4 CLOUD-BASED DATA PROCESSING PLATFORM

4.1 Online data-processing portal

In addition to using the massive data management service, users also need to process data in order to discover useful geospatial information for further research. Traditional remote sensing data processing methods usually require downloading the data first to personal computers and then using related software to process. This not only needs a lot of storage space but also requires relatively high computing performance.

The Geospatial Data Cloud provides a computing infrastructure that can support data processing over the Internet. Users do not have to download all the data that need to be processed. They just have to define the model they intend to use. All the processing will be executed on the cloud. The architecture of our cloud-based data processing system is depicted in Figure 4.
The architecture of the online data processing module consists of three modules, the system layer, application layer, and user layer. In the system layer, the Moose file system is adopted to build the storage environment that stores the system tasks, models, and related data. Analysis tools such as GDAL (Geospatial Data Abstraction Library), GRASS (Geographic Resources Analysis Support System), Geotools, and other custom remote sensing models are integrated. Python is used to package the analysis tools. Communication is implemented using WebServices technology.

Because the spatial analysis tools of remote sensing are usually organized according to a model calculation formula, taking into account the generality of the model, it is necessary to define the model description language. In the application layer, Python is used to describe the models. Each model has a corresponding Python program that is executed by web applications, implemented by jython. In the user layer, model parameters are set on the web page. This layer consists of three components, parameters description language, parameters entity template,
and parameter template interpretation engine. Among these, XML is adopted as the parameters description language that describes related metadata information, the quantity and type of parameters, and the execution path of the models. The parameters entity template is described by jsp and js script, and the parameter template interpretation engine is developed by a Java framework called spring. The parameter template interpretation engine automatically generates web pages according to the parameters descriptions and corresponding parameter template entity template. After the information has been submitted, the model will be interpreted and executed.

4.2 Virtual machine for data-processing

The online data processing module is implemented by using virtualization technology. In the logical architecture of the virtual data processing machine depicted in Figure 5, the distributed file system and Linux cluster are used to build the storage environment. The SMB server cluster is deployed to enable Windows and Linux users to access the large-scale remote sensing data in read-only format. In the cloud host, commercial or open source GIS software that are most commonly used to process remote sensing images are pre-installed. All users have to do to use the data and computing resources is to log in on their own virtual machine.

![Logical architecture of the virtual data-processing machine](image)

**Figure 5.** Logical architecture of the virtual data-processing machine

The process of users accessing the computing and service resources is shown in Figure 6. Users first submit data access requests. After being audited by the system administrator, they can generate their own cloud host, which enables them to use the storage and computing resources on the cloud.
Figure 6. The process of accessing resource by users

5 CONCLUSION

The Geospatial Data Cloud provides users with large scale, remote sensing data resources, elastic computing and storage resources, and a basic infrastructure environment by using a cloud service. The modules that compose the platform are loosely coupled. As a result, it is easy to locate failure points and find bottlenecks during the system’s performance, and thus maintenance and optimization of the system are facilitated. In addition, many other aspects of improvement have been made in the Geospatial Data Cloud. First, diverse and huge data sources are available. In fact, there are over 350TB data entities provided for free. As the data retrieval is fast, it is very convenient and time-saving for researchers to acquire data. Second, nine data processing models are provided. Thus, users do not have to purchase high performance computational equipment and install data processing software, such as ENVI, which are costly. Finally, all the services are free to all users. Nowadays, there are more than 70,000 users of the Geospatial Data Cloud. Figure 7 illustrates the interface of the Geospatial Data Cloud data processing model. Results of the model computing can be seen and downloaded at “user space”.
Figure 7. The data processing model interface

The adoption of cloud computing in the field of remote sensing is definitely appealing. However, more work still needs to be done to improve this platform in the future. First, the process of customizing models and computing tasks needs to be more humane. Also, as a data cloud platform, the Geospatial Data Cloud should import more and more high-quality data to users.
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