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Abstract. We provide a constructive proof of exponentially localized Wannier functions
and related Bloch frames in 1- and 2-dimensional time-reversal symmetric (TRS) topological
insulators. The construction is formulated in terms of periodic TRS families of projectors
(corresponding, in applications, to the eigenprojectors on an arbitrary number of relevant
energy bands), and is thus model-independent. The possibility to enforce also a TRS con-
straint on the frame is investigated. This leads to a topological obstruction in dimension 2,
related to $\mathbb{Z}_2$ topological phases.

We review several proposals for $\mathbb{Z}_2$ indices that distinguish these topological phases, including
the ones by Fu–Kane [FK], Prodan [Pr2], Graf–Porta [GP] and Fiorenza–Monaco–Panati
[FMP2]. We show that all these formulations are equivalent. In particular, this allows to
prove a geometric formula for the the $\mathbb{Z}_2$ invariant of 2-dimensional TRS topological insu-
lators, originally indicated in [FK], which expresses it in terms of the Berry connection and
the Berry curvature.
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1. Introduction

The last decade has witnessed the rise of a new class of materials, called topological insulators [HK, Fu, An, FC]. These materials, although insulating in the bulk, have the property of conducting (charge or spin) currents on their boundary, making them amenable to various types of applications in material science. The property which is more relevant to our analysis is that these conducting edge states are protected by the symmetries of the quantum system under scrutiny. Furthermore, a principle known as the bulk-edge correspondence states that the features of these modes should be accessible also through (topological) properties of the bulk of the material.

Elaborating on the seminal work by Altland and Zirnbauer [AZ], by now several classification schemes for these topological phases of quantum matter have been proposed, using a rich variety of mathematical tools, ranging from $K$-theory [Ki, RSFL, Th, PS], to homotopy theory [KG, KZ], from functional analysis [GS], to noncommutative geometry [Pr1, BCR]. In this work, we focus on one particular class, which was among the first to be proposed and experimentally realized [KM, FK, BHZ], namely that of time-reversal symmetric (or TRS, for short) topological insulators. These models for crystalline materials are characterized by the fact that, in the physically relevant energy interval, the system possess a time-reversal symmetry of fermionic or odd type, namely there exists an antiunitary operator $\theta$ which implements this symmetry and satisfies $\theta^2 = -1$ (as opposed to the bosonic or even case, where $\theta^2 = 1$). In the Altland-Zirnbauer classification, this is known as the AII class.

The mathematical description of these materials is encoded in the features of the Hamiltonian $H$ of the quantum system. This operator is assumed to commute with a representation of a group of lattice translations $\Lambda$ on the one-particle Hilbert space, implementing the crystalline nature of the material: in $d$ dimensions, the group $\Lambda$ can be identified with the integer lattice $\mathbb{Z}^d$. This commutation relation leads to the well-known Bloch-Floquet-Zak reduction (see e.g. [MP] for a concise review on the subject), which fibers the Hamiltonian over the crystal momentum $k \in \mathbb{R}^d/\Lambda^* \simeq \mathbb{T}^d$. In particular, the band-gap structure of the spectrum of $H$ can be reconstructed by the spectral properties of the fiber Hamiltonians $H(k)$. We focus on a physically relevant energy interval: for example, in solid state physics applications it is usually assumed that the Fermi energy $E_F$ lies in a gap of the Hamiltonian, and the relevant interval consists of the bands below $E_F$. This allows to define the spectral projector $P$ on this energy interval, and the associated fibre projectors $P(k)$.

Time-reversal symmetry is then implemented antunitarily on the Hilbert space, and squares to the operator of multiplication by $-1$. Requiring that the Hamiltonian has this symmetry implies then the existence of an antiunitary operator $\theta$ on the fiber Hilbert space $H_k$, on which
the fiber Hamiltonian $H(k)$ acts, satisfying $\theta^2 = -1$ and

$$H(-k) = \theta H(k) \theta^{-1}.$$ 

In particular, the time-reversal operator $\theta$ also intertwines the spectral projectors $P(k)$ and $P(-k)$.

The study of effective models for the relevant quantum system in the selected energy interval requires the construction of a basis for the range of the spectral projection $P$. Since the Hamiltonian $H$ has absolutely continuous spectrum, as dictated by periodicity, one cannot rely on a set of eigenfunctions. However, an orthonormal set of “orbital-like” functions which can be used in their place was introduced by Wannier, and are now commonly used in theoretical and numerical solid state physics. The literature on Wannier functions is by now very vast: we refer to [CHN] and references therein for a recent discussion on the subject.

The construction of an orthonormal basis of exponentially localized Wannier functions is thus of uttermost importance in solid state physics problems. The problem can be reformulated in $k$-space as the existence of a set of real analytic functions $\mathbb{R}^d \ni k \mapsto \Xi_a(k) \in \mathcal{H}$, $a \in \{1, \ldots, \dim \text{Ran} P(k)\}$, which are periodic and provide an orthonormal basis of the vector space $\text{Ran} P(k)$. It was early realized [Ne] that the existence of such Bloch frames is in general topologically obstructed, as regularity and periodicity may compete against each other. This topological obstruction is encoded in the geometry of the Bloch bundle, a vector bundle naturally associated to the family of projectors $\{P(k)\}_{k \in \mathbb{R}^d}$. From this geometric object one can extract a set of integers (Chern numbers), whose vanishing allows the construction of exponentially localized Wannier functions. This was proved in [Pa, MP] by a careful and sophisticated analysis of the geometry of the Bloch bundle; it must be noticed, for the intent of the present work, that these existence result however fail to produce explicitly the required analytic and periodic Bloch frames, and consequently exponentially localized Wannier functions.

When TRS is of fermionic nature, however, a finer topological information can be extracted from these systems. This was first proposed by Fu and Kane [FK] for 2-dimensional systems, with later generalizations to 3-dimensional systems by Fu, Kane and Mele [FKM]. These authors associated $\mathbb{Z}_2$-valued indices to TRS topological insulators, whose non-triviality characterizes in particular quantum spin Hall phases [KM, FK]. After the proposal by Fu, Kane and Mele, the mathematical physics community embarked in the task of understanding the geometry of these invariants and their relation with observable currents present in these systems, also through the bulk-edge correspondence [ASV, GP, Sch1, DG].

A geometric interpretation of the Fu–Kane $\mathbb{Z}_2$ index in terms of obstruction theory has recently been proposed in [FMP2]. There it is recognized that the existence of continuous and periodic Bloch frames which are also compatible with TRS is in general topologically obstructed, and that this obstruction can be encoded in a $\mathbb{Z}_2$-valued topological invariant $\delta$ associated to the family of projectors $\{P(k)\}_{k \in \mathbb{R}^d}$; this invariant is then shown to coincide numerically with the Fu–Kane index. Although the Fiorenza–Monaco–Panati invariant from [FMP2] characterizes up to unitary equivalence the family of projectors to which it is associated (inside the class of TRS Bloch bundles), its definition is rather involved and indirect.

\footnote{It should be emphasized that the terminology “frame” is used here as a synonym for “moving reference systems” rather than for “linearly dependent generating system”. A Bloch frame provides indeed an orthonormal basis in the range of the projector (compare Definition 2.2).}
and an expression for $\delta$ which explicitly depends only on the family of projectors itself is still missing.

We are now in position to state the goals of the present analysis. We are first of all interested in giving a constructive proof of the existence of exponentially localized Wannier functions in gapped periodic quantum systems with a fermionic TRS in dimension $d \leq 2$. We discuss also the possibility of imposing a natural compatibility condition with the time-reversal operator, and the relation of the latter with the $\mathbb{Z}_2$ invariants. We will prove that analytic and periodic frames can indeed be constructed in dimension $d \leq 2$, and we will encounter a topological obstruction in $d = 2$ when we require also a TRS property for the frame to hold (see Theorem 2.5). No such obstruction is instead present in $d = 1$, thus recovering and generalizing previous results formulated in the bosonic setting (see e.g. [NN] and references therein). The 2-dimensional construction procedure can go through provided the Graf-Porta $\mathbb{Z}_2$ index [GP] vanishes: the latter was introduced as a “bulk invariant” for 2-dimensional TRS topological insulators, as a fundamental step in the proof of the bulk-edge correspondence for this class of materials. As the topological obstruction was encoded in $\left|\text{FMP}_2\right|$ in the $\mathbb{Z}_2$ invariant $\delta$, it is natural to ask how these two quantities relate. We prove that indeed they agree numerically (compare Theorem 2.7). The equality of the two $\mathbb{Z}_2$ indices produces a fruitful interaction, leading to a deeper understanding of their shared properties: the Graf-Porta index becomes manifestly a topological invariant of the quantum system, while in turn the topological obstruction $\delta$ is brought into contact with the actual process of detection of topological phases in real experimental setups in view of the bulk-edge correspondence proved in [GP]. While well beyond the scope of this paper, the investigation of a direct connection of the obstruction-theoretic invariant with surface states, which are moreover robust against disorder and impurities which break microscopically the symmetries of the system, remains a stimulating line of research for the future.

Moreover, from its equality with the Graf-Porta index we are able to deduce an expression for the $\mathbb{Z}_2$ invariant $\delta$ which depends explicitly on the family of projections $\{P(k)\}_{k \in \mathbb{R}^2}$ to which it is associated, via its Berry connection and Berry curvature (see Theorem 2.8). This formula was found already by Fu and Kane in the original paper on the $\mathbb{Z}_2$ index [FK, Eqn. (A8)]. Our proof complies with the geometric character of the problem, in that it uses geometric objects naturally associated to the family of projections (mainly the parallel transport relative to the Berry connection).

The paper is structured as follows. First, we formulate precisely our main results, which were sketched above, and set some notation in Section 2. We then reformulate in Section 3 the problem of the construction of analytic, periodic, and possibly TRS Bloch frames for a $d$-dimensional family of projectors $\{P(k)\}_{k \in \mathbb{R}^d}$, whose properties are modelled after the ones of the eigenprojectors of the Hamiltonian of a gapped periodic quantum system with fermionic TRS, in terms of an equivalent problem for particular families of unitary matrices. The latter emerge from the construction of a $d$-dimensional frame as follows: Given an input frame at $k_1 = 0$, this is parallel transported along the direction $k_1$, and the failure of this procedure to produce a frame which is periodic with respect to $k_1$ is measured by a family of unitary matrices $\{\alpha(k_1)\}_{k_1 \in \mathbb{R}^{d-1}}$ depending on the other $d - 1$ coordinates. These matrices are again periodic and satisfy a TRS condition. The possibility to construct a periodic and TRS frame is then equivalent to the possibility of “rotating” this family $\alpha$ to the identity matrix, by preserving its properties.

We then specialize and solve the problem in dimension $d = 1$ in Section 4 and in dimension $d = 2$ in Section 5. The general algorithm that we propose consists of the following steps:
• if the family $\alpha$ admits a “good logarithm”, i.e., if it can be written as $\alpha(k_\perp) = e^{ih(k_\perp)}$ with a continuous, periodic, and possibly TRS logarithm $h(k_\perp) = h(k_\perp)^*$, then it is possible to rotate it to the identity via the procedure described in Proposition 3.8;
• when instead the family does not admit such a logarithm, then approximate it with a family which does, and has the same properties (continuity, periodic, TRS); then apply the procedure illustrated in Proposition 3.10 to rotate it to the identity.

The problem is solved by constructing explicitly these “good logarithms”; some technical results which are necessary for this construction are contained in Appendix A. The first of the above cases is realized in $d = 1$, while the second occurs in $d = 2$, and may require further topological constraints to be satisfied. We recognize in particular that the topological obstruction to the existence of a “good logarithm” in $d = 2$ is encoded in the Graf–Porta $Z_2$ index [GP], for which we prove several useful properties, including the fact that it characterizes completely the homotopy class of a continuous, periodic and TRS family of unitary matrices. We stress once again that all the steps in this construction are explicit and operational.

The realization that the Graf–Porta index is a topological obstruction gives us the opportunity to discuss and review several approaches to the formulation of $Z_2$ invariants distinguishing the different topological phases in 2-dimensional TRS topological insulators, and in particular in quantum spin Hall systems. As was already mentioned above, we prove in Section 6 the equivalence between the Graf–Porta and the Fiorenza–Monaco–Panati invariants [GP, FMP]. This allows us to show that the $Z_2$ invariant can be expressed in geometric terms as a function of the family of projectors, as explained above.

1.1. Comparison with the literature. We conclude the Introduction with a comparison of our methods with similar approaches present in the literature.

As a first observation, we would like to point out that constructions of Wannier functions are not new, also in the mathematical physics community. After the early attempts in dimension $d = 1$, constructive proofs of their existence also in $d > 1$ were recently proposed (see [CHN, FMP], CLPS and references therein), when bosonic time-reversal symmetry is present. The situation is substantially different in this case, as no topological obstructions arise, and exponentially localized Wannier function which are moreover real-valued (i.e. invariant under $\theta := C$, the complex conjugation operator) can be constructed.

The literature on the case of fermionic TRS, at least as the Wannier function issue is concerned, is less developed. There are of course a few exceptions, on which we would like to comment now. Apart from identifying the geometric nature of the $Z_2$ invariants for 2- and 3-dimensional TRS topological insulators, the work by Fiorenza, Monaco and Panati [FMP2] provides a construction for smooth $d$-dimensional Bloch frames which enjoy periodicity and TRS whenever $d \leq 3$, when such obstructions vanish. However, a construction of a Bloch frame which does not satisfy TRS, being still smooth and periodic, is missing in [FMP2]. In contrast, the method employed e.g. by Soluyanov and Vanderbilt [SV] (see also [WST] for more recent developments) constructs smooth periodic frames in $d = 2$, also in the non-trivial topological phase, but fails to produce TRS frames when the topological obstruction vanishes. The parallel transport method that we employ is used also in [SV], but their construction is limited to the two-band case (i.e. in our language when $\dim \text{Ran } P(k) = 2$), while our proofs work in arbitrary rank.

Finally, we would like to point out the work by Prodan [Pr2], where the $Z_2$ invariant is also expressed in terms of the matrices associated to parallel transport. While the formula presented in [Pr2] is manifestly gauge-independent, its geometric interpretation is more hidden, since it requires evaluation of certain quantities at high-symmetry points (in the spirit
of the “Pfaffian” formulation of the Fu–Kane index \([FK]\). The formula we derive for the \(\mathbb{Z}_2\) invariant is instead truly geometric, as it depends only on quantities (the integrals of the Berry connection and Berry curvature) which can be expressed directly in terms of the relevant family of projectors. The relation of the Prodan index with the other formulations will be discussed further in Section 6.4.
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2. Statement of the problem and main results

2.1. Statement of the problem. Inspired by gapped periodic quantum systems with fermionic time-reversal symmetry in the Bloch-Floquet-Zak representation\(^2\) we study families of projectors satisfying the hypotheses collected below in Assumption 2.1. In what follows, we let \(\mathcal{H}\) be a separable Hilbert space with scalar product \([\cdot, \cdot]\), \(\mathcal{B}(\mathcal{H})\) denote the algebra of bounded linear operators on \(\mathcal{H}\), and \(\mathcal{U}(\mathcal{H})\) the group of unitary operators on \(\mathcal{H}\).

Assumption 2.1. The family of orthogonal projectors \(\{P(k)\}_{k \in \mathbb{R}^d} \subset \mathcal{B}(\mathcal{H})\), \(P(k) = P(k)^2 = P(k)^*\), enjoys the following properties:

(P\(_1\)) analyticity: the map \(\mathbb{R}^d \ni k \mapsto P(k) \in \mathcal{B}(\mathcal{H})\) is real analytic;

(P\(_2\)) periodicity: the map \(k \mapsto P(k)\) is \(\mathbb{Z}^d\)-periodic, namely
\[
P(k + n) = P(k) \quad \text{for all } n \in \mathbb{Z}^d;
\]

(P\(_3\)) time-reversal symmetry: the map \(k \mapsto P(k)\) is time-reversal symmetric (TRS), i.e. there exists an antiunitary operator \(\theta: \mathcal{H} \rightarrow \mathcal{H}\), called the time-reversal operator, such that
\[
\theta^2 = \mathbf{1}_\mathcal{H} \quad \text{and} \quad P(-k) = \theta P(k) \theta^{-1}.
\]

For a family of projectors satisfying Assumption 2.1, it follows from \([P\(_7\)]\) that the rank \(m\) of the projectors \(P(k)\) is constant in \(k\). We will assume that \(m < +\infty\); property \([P\(_3\)]\) then gives that \(m\) must be even. Indeed, the formula
\[
(\Xi_1, \Xi_2) := (\theta \Xi_1, \Xi_2) \quad \text{for } \Xi_1, \Xi_2 \in \mathcal{H}
\]
(2.1)
defines a bilinear, skew-symmetric, non-degenerate form on \(\mathcal{H}\); its restriction to the subspace \(\text{Ran} \ P(0) \subset \mathcal{H}\), which is invariant under the action of \(\theta\) in view of \([P\(_3\)]\) is then a symplectic form, and a symplectic vector space is necessarily even-dimensional.

The goal of our analysis will be to construct, whenever possible, a continuous symmetric Bloch frame for the family \(\{P(k)\}_{k \in \mathbb{R}^d}\), which we define now.

Definition 2.2 ((Symmetric) Bloch frame). Let \(\{P(k)\}_{k \in \mathbb{R}^d}\) be a family of projectors satisfying Assumption 2.1. A Bloch frame for \(\{P(k)\}_{k \in \mathbb{R}^d}\) is a collection of maps \(\mathbb{R}^d \ni k \mapsto \Xi_a(k) \in \mathcal{H}\), \(a \in \{1, \ldots, m\}\), such that for all \(k \in \mathbb{R}^d\) the set \(\Xi(k) := \{\Xi_1(k), \ldots, \Xi_m(k)\}\) is an orthonormal basis spanning \(\text{Ran} \ P(k)\). A Bloch frame is called

(F\(_1\)) continuous if all functions \(\Xi_a: \mathbb{R}^d \rightarrow \mathcal{H}\), \(a \in \{1, \ldots, m\}\), are continuous;

\(^2\)The reduction of the problem from periodic time-reversal symmetric Hamiltonians to families of projectors as in Assumption 2.1 is given e.g. in [CHN] Sec. 1.2.

\(^3\)Recall that a surjective antilinear operator \(K: \mathcal{H} \rightarrow \mathcal{H}\) is called antunitary if \(\langle K \Xi_1, K \Xi_2 \rangle = \langle \Xi_2, \Xi_1 \rangle\) for all \(\Xi_1, \Xi_2 \in \mathcal{H}\).
(F₂) periodic if
\[ \Xi_a(k + n) = \Xi_a(k) \quad \text{for all } k \in \mathbb{R}^d, \ n \in \mathbb{Z}^d, \ a \in \{1, \ldots, m\}; \]

(F₃) time-reversal symmetric (TRS) if
\[ \Xi_b(-k) = \sum_{a=1}^{m} [\theta \Xi_a(k)] \varepsilon_{ab} \quad \text{for all } k \in \mathbb{R}^d, \ b \in \{1, \ldots, m\} \quad (2.2) \]

for some unitary and skew-symmetric matrix \( \varepsilon = (\varepsilon_{ab})_{1 \leq a, b \leq m} \) in the definition of TRS Bloch frames is evident if one looks at the \( \theta \)-invariant subspace at \( k = 0 \). Indeed, since the restriction of \( (2.1) \) to \( \text{Ran} P(0) \) is a symplectic form, the vectors \( \Xi \in \text{Ran} P(0) \) and \( \theta \Xi \) are orthogonal to each other. In particular, \( \Xi = \theta \Xi \) implies \( \Xi = 0 \); this prevents to set the (naive) definition of TRS Bloch frame as \( \Xi_a(-k) = \theta \Xi_a(k) \).

The skew-symmetry of \( \varepsilon \) follows also as a self-consistency condition for \( (2.2) \). Indeed, by applying the antilinear operator \( \theta \) to both sides of \( (2.2) \) we obtain
\[ \theta \Xi_b(-k) = \sum_{a=1}^{m} [\theta^2 \Xi_a(k)] \varepsilon_{ab} = -\sum_{a=1}^{m} \Xi_a(k) \varepsilon_{ab} = -\sum_{a,c=1}^{m} [\theta \Xi_c(-k)] \varepsilon_{ca} \varepsilon_{ab}. \]

By taking the scalar product of both sides of the above equation with \( \theta \Xi_d(-k) \), and using the fact that
\[ \langle \theta \Xi_d(-k), \theta \Xi_b(-k) \rangle = \langle \Xi_b(-k), \Xi_d(-k) \rangle = \delta_{dB} \]
because \( \theta \) is antiunitary and \( \Xi(-k) \) is an orthonormal basis of \( \text{Ran} P(-k) \), we deduce
\[ \delta_{dB} = -\sum_{c=1}^{m} \delta_{d,c} (\varepsilon \varepsilon^*)_{cb} = -(\varepsilon \varepsilon^*)_{db} \]
or, in matrix form, \( \varepsilon \varepsilon^* = -I \). By unitarity of \( \varepsilon \), however, we also have \( \varepsilon \varepsilon^* = I \): the two equalities then imply \( \varepsilon = -\varepsilon^* \), or \( \varepsilon = -\varepsilon^t \), as wanted.

Notice that, according to [Hua, Theorem 7], the matrix \( \varepsilon \), being unitary and skew-symmetric, can be put in the form
\[ \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \oplus \cdots \oplus \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \quad (2.3) \]
in a suitable orthonormal basis. Thus, there is no loss of generality in assuming that \( \varepsilon \) is already of this form. \( \diamond \)

We are now in position to state our goal: we tackle the following

**Problem 2.4.** Given a family of projectors \( \{P(k)\}_{k \in \mathbb{R}^d} \) satisfying Assumption 2.1 above, construct (if possible) a continuous and periodic (respectively symmetric) Bloch frame for \( \{P(k)\}_{k \in \mathbb{R}^d} \).

We stress that here we seek for a constructive argument that exhibits the required Bloch frames explicitly. Existence results, especially concerning periodic frames in \( d \leq 3 \), already exist in the literature [Pa, MP]. Notice that the existence of a continuous, periodic and TRS Bloch frame is in general topologically obstructed [FMP₂], depending on the dimension \( d \). In particular, in \( d = 2 \) such obstruction can be encoded in a \( \mathbb{Z}_2 \)-valued topological invariant \( \delta \in \mathbb{Z}_2 \). We will come back to this point later on.
2.2. Main results. The intent of this paper is twofold. The first goal is to perform an explicit construction of Bloch frames which are periodic and, possibly, also time-reversal symmetric, at least when topological obstructions vanish. The second goal is to shed some light and draw some connections between several proposals present in the literature on the $\mathbb{Z}_2$ invariants of TRS topological insulators.

The first set of results contained in this paper is summarized in the following statement.

**Theorem 2.5.** Let $\{P(k)\}_{k \in \mathbb{R}^d}$ satisfy Assumption 2.1.

1. Let $d = 1$. Then a continuous symmetric Bloch frame for $\{P(k)\}_{k \in \mathbb{R}^d}$ exists and can be constructed.
2. Let $d = 2$.
   a) Assume that $I = 0 \in \mathbb{Z}_2$, where $I$ is defined in (5.5). Then a continuous symmetric Bloch frame for $\{P(k)\}_{k \in \mathbb{R}^2}$ exists and can be constructed.
   b) Conversely, if a continuous symmetric Bloch frame exists, then $I = 0 \in \mathbb{Z}_2$.
3. Let $d = 2$. Then a continuous periodic Bloch frame for $\{P(k)\}_{k \in \mathbb{R}^2}$ always exists and can be constructed.

Part 1 of Theorem 2.5 is proved in Section 4. Parts 2 and 3 of Theorem 2.5 are proved in Section 5. As was already noted and commented in the Introduction, the existence results from this statements, as far as symmetric frames are concerned, are not new [Pa, MP], and recently also constructive proofs have been provided [FMP2]. The methods employed in our proof, however, are different. Moreover, the paper contains the first constructive proof of continuous and periodic Bloch frames in $d = 2$ in presence of fermionic TRS (for the bosonic setting, see [FMP1, CHN, CLPS]). As was argued in the Introduction, this translates in real space to the construction of (TRS) exponentially localized Wannier functions for TRS topological insulators (see Theorem 2.11 below).

The statement of Theorem 2.5(2) involves the $\mathbb{Z}_2$ index $I$, which was defined in [GP] in the context of tight-binding Hamiltonians modelling periodic quantum systems in presence of fermionic time-reversal symmetry. This index is associated to families of unitary matrices $\{\alpha(k)\}_{k \in \mathbb{R}}$ which are continuous, $\mathbb{Z}$-periodic and time-reversal symmetric, in the sense that $\varepsilon \alpha(k) = \alpha(-k)^\dagger \varepsilon$ (compare Assumption 5.1). We sketched in the Introduction how such families of matrices appear in the present context: more details can be found in Section 3.

We prove in Section 5.2 several alternative formulations of the original definition (compare (5.5)) of $I$ from [GP], which are more suited to our construction provided in Section 5. With these we are also able to prove that $I \in \mathbb{Z}_2$ gives a complete homotopy invariant for continuous families of unitary matrices which are $\mathbb{Z}$-periodic and TRS, as in the following statement.

**Theorem 2.6.** Two continuous, $\mathbb{Z}$-periodic, and TRS families of unitary matrices are homotopic (through a continuous homotopy of families with the same properties) if and only if their $\mathbb{Z}_2$ indices $I$ coincide. In particular, one such family $\alpha$ is null-homotopic, in the sense specified above, if and only if $I(\alpha) = 0 \in \mathbb{Z}_2$.

Theorem 2.6 is proved in Section 5.5. Notice that all continuous, periodic and TRS families of unitary matrices are null-homotopic, but the homotopy will break TRS if $I = 1 \in \mathbb{Z}_2$ (compare the discussion at the beginning of Section 5.2). The content of the above statement was already observed in [ASV, proof of Prop. 5], where only a sketch of the proof was provided: our independent argument produces also an explicit homotopy between two families with the same index.

Coming back to Problem 2.4, our proof then shows how the condition $I = 0 \in \mathbb{Z}_2$ characterizes 2-dimensional families of projectors which admit a continuous and symmetric Bloch
frame. A number of other $\mathbb{Z}_2$ invariants have been proposed in the literature, as was already discussed in the Introduction. After the seminal work of Fu and Kane [FK], a manifestly gauge-invariant formulation of the index was proposed by Prodan [Pr2]. More recently, using an obstruction-theoretical approach similar to the one employed in the present work, a true topological invariant for 2-dimensional families of projectors as in Assumption 2.1 was defined in [FMP2] by Fiorenza, Monaco and Panati. It is natural to ask how these different formulations are related to each other. This question is answered by the following

**Theorem 2.7.** For a 2-dimensional family of projectors satisfying Assumption 2.1, the Fu–Kane index $\Delta \in \mathbb{Z}_2$, the Fiorenza–Monaco–Panati invariant $\delta \in \mathbb{Z}_2$, the Graf–Porta index $I \in \mathbb{Z}_2$ and the Prodan invariant $\xi \in \mathbb{Z}_2$ agree:

$$\Delta = \delta = I = \xi \in \mathbb{Z}_2.$$ 

Each of the equalities in the above statement will be derived in Section 6 (compare Theorems 6.1, 6.4 and 6.7).

The first equality in the statement of Theorem 2.7 was proved in [FMP2, Thm. 5]; besides, the relation $\Delta = I \in \mathbb{Z}_2$ was already shown in [GP, Prop. 7.6]. Our strategy is different. We first give a direct proof of the equality between the Graf–Porta and the Fiorenza–Monaco–Panati invariants (Theorem 6.1). In view of this equality, we are able to prove independently the relation between the invariant $\delta$ and the Fu–Kane index $\Delta$, in its formulation given by [FK, Eqn. (A8)], making moreover our proof of Theorem 2.7 self-contained. As an interesting byproduct, which we also list among the main results of the paper, we obtain a geometric expression for the topological invariant $\delta \in \mathbb{Z}_2$ which contains only the Berry connection and the Berry curvature associated to the family of projectors (compare Theorem 6.4).

**Theorem 2.8.** Let $\{P(k)\}_{k \in \mathbb{R}^2}$ be a 2-dimensional family of projectors as in Assumption 2.1. Then the associated $\mathbb{Z}_2$ invariant $\delta$ can be computed as

$$\delta = \frac{1}{2\pi} \int \int_{B_{\text{half}}} F - \frac{1}{2\pi} \left( \oint_{\Gamma_{1/2}} A - \oint_{\Gamma_0} A \right) \mod 2,$$

where:

- $B_{\text{half}} := \{(k_1, k_2) \in \mathbb{R}^2 : 0 \leq k_1 \leq 1, 0 \leq k_2 \leq 1/2\}, \Gamma_0 = \{(k_1, k_2) \in B_{\text{half}} : k_2 = 0\}, \Gamma_{1/2} = \{(k_1, k_2) \in B_{\text{half}} : k_2 = 1/2\}$ (positively oriented with respect to $k_1$);
- $F$ is the Berry curvature 2-form (6.15) associated to $\{P(k)\}_{k \in \mathbb{R}^2}$;
- $A$ is the Berry connection 1-form (4.6) computed with respect to a continuous and symmetric Bloch frame.

In particular, our derivation of the above formula employs directly the family of projections, without any reference to the so-called sewing matrix and the associated Pfaffian formulation of the Fu–Kane index (compare Section 6.4).

**Remark 2.9 (Analytic Bloch frames).** Since the family of projectors $\{P(k)\}_{k \in \mathbb{R}^d}$ satisfies the analyticity assumption [P1] one may ask whether real analytic Bloch frames can be constructed for $\{P(k)\}_{k \in \mathbb{R}^d}$. Arguing as in [CHN, Lemma 2.3], one can indeed show that whenever a continuous Bloch frame exists, than it can be easily modified into a real analytic one; the procedure preserves the symmetries (periodicity and TRS) whenever they are required. The result of Theorem 2.5 can therefore be strengthened and gives the existence of real analytic Bloch frames with the prescribed symmetry properties. ♦
2.3. Relation with Wannier bases. Following the discussion in the Introduction, we deduce the consequences that Theorem 2.23 (combined with the observation in Remark 2.9) has in the context of Wannier bases for periodic Hamiltonians. For simplicity, we will consider the framework of continuous spin-1/2 Hamiltonians, but we stress that the result actually depends only on the symmetries of the system (periodicity and fermionic TRS), and hence can be applied as well to discrete or tight-binding Hamiltonians, as for example the Fu–Kane Hamiltonian [FK] of quantum spin Hall insulators. We set first of all the following

Definition 2.10 (Wannier basis). Let $H$ be a $\mathbb{Z}^d$-periodic Hamiltonian on the spin-1/2 single-particle Hilbert space $L^2(\mathbb{R}^d) \otimes \mathbb{C}^2$, and assume that $H$ commutes with the time-reversal operator

$$\Theta := (1 \otimes e^{-i\sigma_2/2}) C = -i(1 \otimes \sigma_2) C, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix},$$

where $\sigma_2$ is the second Pauli matrix and $C$ denotes the complex-conjugation operator. Let $\Sigma \subset \sigma(H)$ be given by the union of a finite number $m$ of energy bands, which are well separated from the rest of the spectrum of $H$. Denote by $P_\Sigma$ the spectral projector of $H$ associated to $\Sigma$. Then a set of functions $\{w_a\}_{1 \leq a \leq m} \subset L^2(\mathbb{R}^d) \otimes \mathbb{C}^2$ is called a Wannier basis if the following hold:

- the set $\{w_a(\cdot - n) : 1 \leq a \leq m, n \in \mathbb{Z}^d\}$ gives an orthonormal basis of $\text{Ran} P_\Sigma$;
- the functions $w_a \in L^2(\mathbb{R}^d) \otimes \mathbb{C}^2$ are exponentially localized for all $a \in \{1, \ldots, m\}$, namely there exists $b_0 > 0$ such that

$$\int_{\mathbb{R}^d} e^{b|x|} |w_a(x)|^2 \, dx < +\infty \quad \text{for all } b \in [0, b_0).$$

The Wannier basis is called time-reversal symmetric (TRS) if moreover

$$w_b(x) = \sum_{a=1}^m (\Theta w_a(x)) \varepsilon_{ab} \quad \text{for all } x \in \mathbb{R}^d, b \in \{1, \ldots, m\},$$

where $\varepsilon = \{\varepsilon_{ab}\}_{1 \leq a, b \leq m}$ is a unitary and skew-symmetric matrix. \hfill \diamond

Notice that we include exponential localization as a defining property of a Wannier basis. Also observe that, choosing $\varepsilon$ in the form (2.3), the TRS condition for a Wannier basis reads explicitly

$$\begin{pmatrix} w_{2j-1}^\uparrow(x) \\ w_{2j}^\uparrow(x) \end{pmatrix} = \begin{pmatrix} w_{2j}^\downarrow(x) \\ w_{2j-1}^\downarrow(x) \end{pmatrix}, \quad w_a(x) = \begin{pmatrix} w_a^\uparrow(x) \\ w_a^\downarrow(x) \end{pmatrix} \in \mathbb{C}^2, \quad j \in \{1, \ldots, m/2\}.$$

The strengthened version of Theorem 2.5 argued in Remark 2.9 now implies the following

Theorem 2.11. Let $H$ be an operator as in Definition 2.10, and let $\Sigma$ be an isolated set of $m$ energy bands.

1) Let $d = 1$. Then a TRS Wannier basis for $\Sigma$ exists and can be constructed.

2) Let $d = 2$. Then a Wannier basis for $\Sigma$ exists and can be constructed. If moreover $I = 0 \in \mathbb{Z}_2$, where $I$ is defined in (5.5), then this Wannier basis can be constructed so that it is also TRS.

Proof. The Bloch-Floquet-Zak transform

$$\mathcal{U} : L^2(\mathbb{R}^d) \otimes \mathbb{C}^2 \to \int_{\mathbb{T}^d} \mathcal{H}_f \, dk, \quad \mathcal{H}_f := L^2(\mathbb{T}^d) \otimes \mathbb{C}^2,$$
fibers the spectral projector $P_\Sigma$ of $H$ associated to the spectral subset $\Sigma \subset \sigma(H)$ along the crystal momentum $k \in \mathbb{R}^d$. Moreover, it is easily verified that $U \Theta U^{-1}$ acts on the space of fixed crystal momentum $k$ as

$$(U \Theta U^{-1} \Xi)(k, x) = (\theta \Xi)(-k, x), \quad \Xi(k, \cdot) \in \mathcal{H}_f,$$

where $\theta : \mathcal{H}_f \rightarrow \mathcal{H}_f$ is the antunitary operator given by

$$\theta := (1_{\mathcal{H}_f} \otimes \text{e}^{-i\pi \sigma_2/2})C = -i(1_{\mathcal{H}_f} \otimes \sigma_2)C.$$

It follows then that the family of fiber projectors $\{P_\Sigma(k)\}_{k \in \mathbb{R}^d}$ is unitarily equivalent to a family of projectors $\{P(k)\}_{k \in \mathbb{R}^d}$ satisfying Assumption 2.1 (compare [CHN, Sec. 2.1]).

Applying Theorem 2.5 and Remark 2.9 to the latter, we obtain real analytic periodic Bloch frames, which may be also TRS depending on the dimension and on the vanishing of the topological obstruction $I$. When mapped back to $\text{Ran} P_\Sigma(k)$ by the above-mentioned unitary transformation, and then to $\text{Ran} P_\Sigma \subset L^2(\mathbb{R}^d) \otimes \mathbb{C}$ via the Bloch-Floquet-Zak antitransform, these produce the desired Wannier bases. Notice indeed that the orthonormality of the Wannier basis follows from the orthonormality of the Bloch frame, and its exponential localization from the real analyticity in $k$ of the Bloch frame. As far as the TRS condition is concerned, if $\{\Xi_a(k)\}_{1 \leq a \leq m}$ is an orthonormal basis in $\text{Ran} P_\Sigma(k)$ satisfying

$$\Xi_b(-k) = \sum_{a=1}^m [\theta \Xi_a(k)] \varepsilon_{ab}, \quad k \in \mathbb{R}^d, \ b \in \{1, \ldots, m\},$$

then the associated Wannier functions

$$w_b(x) := (U^{-1} \Xi_b)(x) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} \text{e}^{2\pi i k \cdot x} \Xi_b(k, x) \, dk$$

satisfies

$$w_b(x) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} \text{e}^{2\pi i k \cdot x} \left( \sum_{a=1}^m [\theta \Xi_a(-k)] \varepsilon_{ab} \right) \, dk$$

$$= \sum_{a=1}^m \left[ \Theta \left( \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} \text{e}^{-2\pi i k \cdot x} \Xi_a(-k, x) \, dk \right) \right] \varepsilon_{ab}$$

$$= \sum_{a=1}^m [\Theta w_a(x)] \varepsilon_{ab}.$$ 

The Wannier basis is then also TRS, and this concludes the proof. \qed

2.4. Right action of unitary matrices on frames. Before starting to attack Problem 2.4, we introduce some further notation. Let $\text{Fr}(m, \mathcal{H})$ denote the set of $m$-frames, namely $m$-tuples of orthonormal vectors in $\mathcal{H}$. If $\Xi = \{\Xi_1, \ldots, \Xi_m\}$ is an $m$-frame, then we can obtain a new frame in $\text{Fr}(m, \mathcal{H})$ by means of a unitary matrix $M \in U(m)$, setting

$$(\Xi \circ M)_b := \sum_{a=1}^m \Xi_a M_{ab}, \quad b \in \{1, \ldots, m\}.$$ 

This defines a free right action of $U(m)$ on $\text{Fr}(m, \mathcal{H})$.

Moreover, we can extend the action of the time-reversal operator $\theta : \mathcal{H} \rightarrow \mathcal{H}$ to $m$-frames, by setting

$$(\theta \Xi)_a := \theta \Xi_a \quad \text{for } \Xi = \{\Xi_1, \ldots, \Xi_m\} \in \text{Fr}(m, \mathcal{H}).$$
Notice that, by the antilinearity of $\theta$, one has
\[ \theta(\Xi \triangleleft M) = (\theta \Xi) \triangleleft \overline{M}, \quad \text{for all } \Xi \in \text{Fr}(m, \mathcal{H}), \; M \in U(m), \]
where $\overline{M}$ denotes the complex conjugate matrix.

We can recast properties $[\text{F}2]$ and $[\text{F}3]$ for a Bloch frame in this notation as
\[ \Xi(k + n) = \Xi(k), \quad \text{for all } k \in \mathbb{R}^d, \; n \in \mathbb{Z}^d, \quad (2.4) \]
and
\[ \Xi(-k) = \theta \Xi(k) \triangleleft \varepsilon, \quad \text{for all } k \in \mathbb{R}^d. \quad (2.5) \]

Observe that also the action of a unitary operator $W \in \mathcal{U}(\mathcal{H})$ can be extended component-wise to frames, setting
\[ (W \Xi)_a := W \Xi_a \quad \text{for } \Xi = \{ \Xi_1, \ldots, \Xi_m \} \in \text{Fr}(m, \mathcal{H}). \]
This action commutes with the free right action of $U(m)$ defined above: $(W \Xi) \triangleleft M = W(\Xi \triangleleft M)$.

2.5. Degree of a family of unitary matrices. We collect here some auxiliary results that will be used several times in the rest of the paper. These results concern the topological degree of a family of unitary matrices defined on a circle $\mathbb{T}$, or equivalently of a periodic family of unitary matrices, when we identify a period with $\mathbb{T}$.

Recall [DNF Thm. 17.3.1] that the homotopy class of a continuous map $\varphi: \mathbb{T} \to \mathbb{T}$ of the circle onto itself identifies an element in the homotopy group $\pi_1(\mathbb{T}) \simeq \mathbb{Z}$. The integer associated to such homotopy class is called its degree (or winding number), denoted by $\deg([\varphi]) \in \mathbb{Z}$. Since any continuous map is homotopic to a smooth map, this integer can be computed via the integral Cauchy formula [DNF § 13.4(b)]
\[ \deg([\varphi]) = \frac{1}{2\pi i} \oint_{\mathbb{T}} \varphi(z)^{-1} \partial_z \varphi(z) \, dz, \quad (2.6) \]
where $z$ is a variable running on the torus $\mathbb{T}$. Notice that, since $\deg$ is a group homomorphism, we have that $\deg(\overline{\varphi}) = \deg(|\varphi^{-1}|) = -\deg([\varphi])$.

Similarly, the homotopy class of a periodic map $\beta: \mathbb{R} \to U(m)$, $\beta(k) = \beta(k + 1)$, selects an element in the homotopy group $\pi_1(U(m))$. It can be shown [Hus Ch. 8, Sec. 12] that the latter group is isomorphic to $\mathbb{Z}$, via the map $\pi_1(\det): \pi_1(U(m)) \to \pi_1(U(1))$. This means that the homotopy class of a periodic map $\beta: \mathbb{R} \to U(m)$ is characterized by an integer, which is the degree of its determinant: $\deg([\det \beta]) \in \mathbb{Z}$.

We now give an alternative formula for this integer. We appeal to the following

**Lemma 2.12.** Let $\beta: \mathbb{R} \to U(m)$ be a smooth $\mathbb{Z}$-periodic map. Define
\[ B(k) := \det \beta(k), \quad D(k) := \text{tr} \left( \beta(k)^* \beta'(k) \right), \]
where $\text{tr}(-)$ denotes the trace in $\mathbb{C}^m$ and the prime means derivative with respect to $k$. Then
\[ B(k)^{-1} B'(k) = D(k). \]

**Proof.** By unitarity of $\beta(k)$ we have that
\[ B(k + h) = B(k) \det (\beta(k)^* \beta(k + h)) = B(k) \det [1 + \beta(k)^* (\beta(k + h) - \beta(k))]. \]
Since $\det(1 + H) = 1 + \text{tr}(H) + \mathcal{O}(H^2)$ we get
\[ B(k + h) - B(k) = h B(k) D(k) + o(h). \]
This concludes the proof. \qed
It then follows that the degree of a continuous periodic map $\beta: \mathbb{R} \to U(m)$ can be also computed as

$$\text{deg}([\det \beta]) = \frac{1}{2\pi i} \int_{\mathbb{T}} \text{tr} (\beta(z)^* \partial_z \beta(z)) \, dz.$$  \hspace{1cm} (2.7)

### 3. Symmetric Bloch frames: generalities

We begin in this Section the analysis of Problem 2.4 concerning the existence of continuous and periodic (or symmetric) Bloch frame for a $d$-dimensional family of projectors \(\{P(k)\}_{k \in \mathbb{R}^d}\) satisfying Assumption 2.1. We take an approach which is suited to proceed inductively on the dimension $d$, namely to use an input frame in dimension $d-1$ to construct one in dimension $d$. The main tool we will use to this aim is the parallel transport associated to the family of projectors, which will be reviewed in a moment. After that, we will reduce Problem 2.4 on Bloch frames to an equivalent statement in terms of families of $m \times m$ unitary matrices. The latter will be then analyzed in the next Sections for $d \leq 2$.

#### 3.1. Parallel transport

As a starting point, we recall the definition of parallel transport associated to a family of projectors \(\{P(k)\}_{k \in \mathbb{R}^d}\) acting on a Hilbert space $\mathcal{H}$.

For \(k = (k_1, k_\perp) \in \mathbb{R}^d\) (with $k_1 \in \mathbb{R}$ and $k_\perp = (k_2, \ldots, k_d) \in \mathbb{R}^{d-1}$), define

$$A_{k_\perp}(k_1) := i \partial_{k_1} P(k_1, k_\perp), P(k_1, k_\perp).$$  \hspace{1cm} (3.1)

Then $A_{k_\perp}(k_1)$ defines a self-adjoint operator on $\mathcal{H}$. For fixed $k'_1 \in \mathbb{R}$, the solution to the problem

$$i \partial_{k_1} T_{k_\perp}(k_1, k'_1) = A_{k_\perp}(k_1) T_{k_\perp}(k_1, k'_1), \quad T_{k_\perp}(k'_1, k'_1) = 1,$$  \hspace{1cm} (3.2)

defines a family of unitary operators, called the parallel transport unitaries. The family satisfies the properties listed in the following result.

**Proposition 3.1.** Let \(\{P(k)\}_{k \in \mathbb{R}^d}\) be a family of orthogonal projectors acting on an Hilbert space $\mathcal{H}$. Then the family of parallel transport unitaries \(\{T_{k_\perp}(k_1, k'_1)\}_{k_1, k'_1 \in \mathbb{R}, k_\perp \in \mathbb{R}^{d-1}}\) defined in (3.2) satisfies the following properties:

1. \(P(1)\) if \(\{P(k)\}_{k \in \mathbb{R}^d}\) satisfies \([P_1]\) then for fixed $k'_1 \in \mathbb{R}$ the map $\mathbb{R}^d \ni k = (k_1, k_\perp) \mapsto T_{k_\perp}(k_1, k'_1) \in U(\mathcal{H})$ is real analytic;

2. \(P(2)\) if \(\{P(k)\}_{k \in \mathbb{R}^d}\) satisfies \([P_2]\) then for all $k_1, k'_1 \in \mathbb{R}$ and $k_\perp \in \mathbb{R}^{d-1}$

$$T_{k_\perp}(k_1 + 1, k'_1 + 1) = T_{k_\perp}(k_1, k'_1)$$

and

$$T_{k_\perp + n_\perp}(k_1, k'_1) = T_{k_\perp}(k_1, k'_1) \quad \text{for } n_\perp \in \mathbb{Z}^{d-1},$$

3. \(P(3)\) if \(\{P(k)\}_{k \in \mathbb{R}^d}\) satisfies \([P_3]\) then for all $k_1, k'_1 \in \mathbb{R}$ and $k_\perp \in \mathbb{R}^{d-1}$

$$T_{-k_\perp}(-k_1, -k'_1) = \theta T_{k_\perp}(k_1, k'_1) \theta^{-1};$$

4. \(P(4)\) the group properties

$$T_{k_\perp}(k_1, k'_1) T_{k_\perp}(k'_1, k''_1) = T_{k_\perp}(k_1, k''_1), \quad T_{k_\perp}(k_1, k'_1)^{-1} = T_{k_\perp}(k'_1, k_1)$$

hold for all $k_1, k'_1, k''_1 \in \mathbb{R}$ and all $k_\perp \in \mathbb{R}^{d-1};$

5. \(P(5)\) the intertwining property

$$P(k_1, k_\perp) = T_{k_\perp}(k_1, k'_1) P(k'_1, k_\perp) T_{k_\perp}(k_1, k'_1)^{-1}$$

holds for all $k_1, k'_1 \in \mathbb{R}$ and $k_\perp \in \mathbb{R}^{d-1}$. 

Even though these results are relatively standard, a proof of all these properties can be found for example in [ET] or in [CHN Sec. 2.6]. Only a slight modification of the argument presented there is needed to prove (T3), allowing for the fact that \( \theta^2 = -1 \) (contrary to the assumption \( \theta^2 = 1 \) adopted in [CHN]). Indeed, one can immediately check using (P3) that

\[
A_{-k_\perp}(-k_1) = \theta A_{k_\perp}(k_1) \theta^{-1},
\]

where \( A_{k_\perp}(k_1) \) is defined in (3.1). The above implies in particular that both sides of (T3) satisfy the same Cauchy problem.

3.2. Matching matrices. We return now to the problem of finding continuous and symmetric Bloch frames. Let \( \{P(k)\}_{k \in \mathbb{R}^d} \) be a family of projectors satisfying Assumption 2.1 and let \( m \) denote its rank. The restriction \( \{P(0,k_\perp)\}_{k_\perp \in \mathbb{R}^{d-1}} \) is then a \((d - 1)\)-dimensional family of projectors which also satisfies Assumption 2.1. Assume that we have constructed a continuous and periodic (respectively symmetric) Bloch frame \( \Xi = \{\Xi(0,k_\perp)\}_{k_\perp \in \mathbb{R}^{d-1}} \) for such a family. Define now

\[
\Psi(k_1,k_\perp) := T_{k_\perp}(k_1,0)\Xi(0,k_\perp), \quad k = (k_1,k_\perp) \in \mathbb{R}^d.
\]

Upon this definition, \( \Psi(k) \) gives an orthonormal basis in \( \text{Ran} \ P(k) \) by the intertwining property \((T_5)\) and depends analytically on \( k \) in view of \((T_1)\) moreover, this frame is also periodic in \( k_\perp \) by \((T_2)\). Whenever \( \Xi \) is TRS, then also \( \Psi \) is, in view of \((T_3)\).

However, \( \Psi(k) \) fails in general to satisfy periodicity in \( k_1 \). This can be seen as follows. Since \( \Psi(k_1 + 1,k_\perp) \) and \( \Psi(k_1,k_\perp) \) are frames in \( \text{Ran} \ P(k_1 + 1,k_\perp) = \text{Ran} \ P(k_1,k_\perp) \) by \((P_2)\), they must differ by the action of a unitary matrix:

\[
\Psi(k_1 + 1,k_\perp) = \Psi(k_1,k_\perp) \circ \alpha(k_\perp).
\]

The \( m \times m \) matrix \( \alpha(k_\perp) \) is indeed independent of \( k_1 \) as can be seen by computing its entries. First of all, notice that

\[
\Psi(k_1 + 1,k_\perp) = T_{k_\perp}(k_1 + 1,0)\Xi(0,k_\perp) = T_{k_\perp}(k_1 + 1,1)T_{k_\perp}(1,0)\Xi(0,k_\perp)
\]

where we used \((T_4)\) in the second equality and \((T_2)\) in the last. By unitarity of \( T_{k_\perp}(k_1,0) \), we obtain then

\[
\alpha(k_\perp)_{ab} = \langle \Psi_a(k_1,k_\perp), \Psi_b(k_1 + 1,k_\perp) \rangle
\]

\[
= \langle T_{k_\perp}(k_1,0)\Xi_a(0,k_\perp), T_{k_\perp}(k_1,0)T_{k_\perp}(1,0)\Xi_b(0,k_\perp) \rangle
\]

\[
= \langle \Xi_a(0,k_\perp), T_{k_\perp}(1,0)\Xi_b(0,k_\perp) \rangle.
\]

An equivalent formulation of the above relation, and a possible alternative definition of the matrix \( \alpha \), is

\[
T_{k_\perp}(1,0)\Xi(0,k_\perp) = \Xi(0,k_\perp) \circ \alpha(k_\perp).
\]

The matrix \( \alpha(k_\perp) \) then expresses how the input frame \( \Xi(0,k_\perp) \) must be unitarily rotated to match its parallel-transported version \( T_{k_\perp}(1,0)\Xi(0,k_\perp) \) along one full period in \( k_1 \). Hence, we call \( \alpha(k_\perp) \) the matching matrix. As was already noticed, it measures the failure of the Bloch frame \( \Psi(k_1,k_\perp) \) to be periodic with respect to \( k_1 \), while enjoying all the other properties (being real analytic, periodic in \( k_\perp \), and, possibly, TRS).

We list the main properties which are satisfied by the family of the matching matrices \( \alpha \) in the next Proposition.
**Proposition 3.2.** The $m \times m$ matrix $\alpha(k_\perp)$, defined by the relation (3.4), is unitary. The family of matrices $\alpha = \{\alpha(k_\perp)\}_{k_\perp \in \mathbb{R}^{d-1}}$ depends analytically on $k_\perp$ and is $\mathbb{Z}^{d-1}$-periodic. If $\Xi$ is also TRS, then $\alpha$ satisfies

$$\varepsilon \alpha(k_\perp) = \alpha(-k_\perp)^t \varepsilon. \quad (3.6)$$

In the following, we will say that a family $\alpha$ of $m \times m$ unitary matrices is *time-reversal symmetric* (or TRS for short) if it satisfies (3.6).

**Proof of Proposition 3.2.** Most of the properties follow at once from the properties of the parallel transport unitaries $T_{k_\perp}(1,0)$ via (3.5). We prove only (3.6). First, observe that (3.5) implies

$$T_{-k_\perp}(1,0)^* \Xi(0,-k_\perp) = \Xi(0,-k_\perp) \triangleleft \alpha(-k_\perp)^*$$

as can be seen at once from the equivalent formulation in terms of the matrix entries of $\alpha(-k_\perp)$. With this, we can compute

$$\theta \Xi(0,-k_\perp) \triangleleft (\varepsilon \alpha(k_\perp)) = \Xi(0,k_\perp) \triangleleft \alpha(k_\perp)$$

$$= T_{k_\perp}(1,0) \Xi(0,k_\perp) = T_{k_\perp}(1,0) \theta \Xi(0,-k_\perp) \triangleleft \varepsilon$$

$$= \theta T_{-k_\perp}(-1,0) \Xi(0,-k_\perp) \triangleleft \varepsilon = \theta T_{-k_\perp}(0,1) \Xi(0,-k_\perp) \triangleleft \varepsilon$$

$$= \theta T_{-k_\perp}(1,0)^* \Xi(0,-k_\perp) \triangleleft \varepsilon = \theta (\Xi(0,-k_\perp) \triangleleft \alpha(-k_\perp)^* \triangleleft \varepsilon$$

$$= \theta \Xi(0,-k_\perp) \triangleleft (\alpha(-k_\perp)^t \varepsilon).$$

By the freeness of the $U(m)$-action on $m$-frames, we deduce that

$$\varepsilon \alpha(k_\perp) = \alpha(-k_\perp)^t \varepsilon$$

which is exactly (3.6). \hfill \square

### 3.3. Enforcing periodicity in $k_1$. We now come back to Problem 2.4 for the projectors $\{P(k)\}_{k \in \mathbb{R}^d}$. The frame $\Psi(k)$ defined in (3.3) needs to be modified in order to enforce periodicity in $k_1$. Clearly, if $\alpha(k_\perp)$ were the identity matrix, then $\Psi(k)$ would be already $\mathbb{Z}$-periodic also in $k_1$. The strategy is then to look for a family of unitary matrices which “rotates” $\alpha$ to the identity, while ensuring that the properties of the frame $\Psi$ (namely continuity, periodicity in $k_\perp$ and, if required, TRS) are preserved. More formally, we have the following result.

**Proposition 3.3.** Let $\Psi$ be the Bloch frame defined in (3.3), and let $\alpha$ be as in (3.4). Assume that there exists a continuous family $\{\beta(k) = \beta(k_1,k_\perp)\}_{k_\perp \in \mathbb{R}^{d-1}}$ of $m \times m$ unitary matrices, which is $\mathbb{Z}^{d-1}$-periodic with respect to $k_\perp$ and satisfies

$$\beta(k_1,k_\perp)^{-1} \alpha(k_\perp) \beta(k_1 + 1,k_\perp) = 1. \quad (3.7)$$

Then

$$\Xi(k) := \Psi(k) \triangleleft \beta(k) \quad (3.8)$$

defines a continuous and $\mathbb{Z}^d$-periodic Bloch frame for $\{P(k)\}_{k \in \mathbb{R}^d}$. If moreover $\Psi$ is TRS and $\{\beta(k)\}_{k \in \mathbb{R}^d}$ satisfies also

$$\beta(-k) = \varepsilon^{-1} \overline{\beta(k)} \varepsilon, \quad (3.9)$$

then $\Xi$ is also TRS.

Conversely, if $\Xi$ is a continuous and $\mathbb{Z}^d$-periodic Bloch frame for $\{P(k)\}_{k \in \mathbb{R}^d}$, then the family of unitary matrices $\{\beta(k)\}_{k \in \mathbb{R}^d}$ defined by (3.8), i.e.

$$\beta(k)_{ab} := \langle \Psi_a(k), \Xi(k) \rangle, \quad a,b \in \{1,\ldots,m\},$$

is continuous, $\mathbb{Z}^{d-1}$-periodic with respect to $k_\perp$, with $k = (k_1,k_\perp)$, and satisfies (3.7). If $\Xi$ and $\Psi$ are both also TRS, then $\{\beta(k)\}_{k \in \mathbb{R}^d}$ satisfies also (3.9).
Proof. Unitarity of $\beta(k)$ guarantees that $\Xi(k)$, defined by (3.8), is still an orthonormal basis in $\text{Ran} \, P(k)$. Moreover, continuity and periodicity of $\Xi(k) = \Xi(k_1, k_\perp)$ with respect to $k_\perp$ are clear, so we only need to prove the other two symmetry properties. We start from periodicity in $k_1$. In view of (3.7) and (3.4) we have
\[
\Xi(k_1 + 1, k_\perp) = \Psi(k_1 + 1, k_\perp) \triangleleft \beta(k_1 + 1, k_\perp) = \Psi(k_1, k_\perp) \triangleleft (\alpha(k_\perp) \beta(k_1 + 1, k_\perp))
\]
so that $\Xi(k)$ is periodic with respect to $k_1$. If (3.9) holds, then it yields TRS for $\Xi$, since then
\[
\Xi(-k) = \Psi(-k) \triangleleft \beta(-k) = \theta \Psi(k) \triangleleft (\varepsilon \beta(-k))
\]
\[
= \theta \Psi(k) \triangleleft (\varepsilon \beta(k)) \triangleleft \varepsilon = \theta \Xi(k) \triangleleft \varepsilon.
\]
By going through the same chain of equalities as above, also the converse statement can be proved.

\[\square\]

Remark 3.4. Notice that, if $\{\beta(k)\}_{k \in \mathbb{R}^d}$ as in the statement of Proposition 3.3 exists, then
\[
\overline{\beta}(k_1, k_\perp) := \beta(0, k_\perp)^{-1} \beta(k_1, k_\perp)
\]
satisfies its same properties, namely it is continuous, $\mathbb{Z}^{d-1}$-periodic in $k_\perp$, satisfies (3.7) and, possibly, (3.9). Thus, without loss of generality we may always assume that $\beta(0, k_\perp) \equiv 1$ for all $k_\perp \in \mathbb{R}^{d-1}$. At the level of frames, this means that $\Xi(k_1, k_\perp)$ as in (3.8) coincides with the “input” frame $\Xi(0, k_\perp)$ at $k_1 = 0$. \hfill \Diamond

Remark 3.5. If a family $\beta$ of unitary matrices as in the statement of Proposition 3.3 exists, then it can be used to continuously deform the family $\alpha$ of matching matrices to the identity. Indeed, setting
\[
\alpha_s(k_\perp) := \beta(-s/2, k_\perp) \beta(s/2, k_\perp)^{-1}, \quad k_\perp \in \mathbb{R}^{d-1}, \quad s \in [0, 1],
\]
defines a continuous homotopy of $\alpha$ (at $s = 1$, compare (3.7) to 1 (at $s = 0$), which is $\mathbb{Z}^{d-1}$-periodic in $k_\perp$ and TRS whenever $\beta$ satisfies (3.9). \hfill \Diamond

Problem 2.4 on finding a continuous and $\mathbb{Z}^d$-periodic (respectively symmetric) Bloch frame is thus reduced by Proposition 3.3 to the following one.

Problem 3.6. Given a family $\{\alpha(k_\perp)\}_{k_\perp \in \mathbb{R}^{d-1}}$ of unitary matrices which is real analytic and $\mathbb{Z}^{d-1}$-periodic in $k_\perp$, as well as possibly TRS, construct (if possible) a continuous family $\{\beta(k) = \beta(k_1, k_\perp)\}_{k = (k_1, k_\perp) \in \mathbb{R}^d}$ which is $\mathbb{Z}^{d-1}$-periodic in $k_\perp$ and satisfies (3.7), as well as possibly (3.9).

Our Theorem 2.5 can then be reformulated purely in terms of TRS families of unitary matrices as in the following statement, which is then of independent interest.

Theorem 3.7. Let $\{\alpha(k_\perp)\}_{k_\perp \in \mathbb{R}^{d-1}}$ be a continuous, $\mathbb{Z}^{d-1}$-periodic, and TRS family of $m \times m$ unitary matrices.

(1) Let $d = 1$. Then a continuous family $\{\beta(k)\}_{k \in \mathbb{R}}$ of unitary matrices satisfying (3.7) and (3.9) exists and can be constructed.

(2) Let $d = 2$.

(a) Assume that $\mathcal{I}(\alpha) = 0 \in \mathbb{Z}_2$, where $\mathcal{I}(\alpha)$ is defined in (5.5). Then a continuous family $\{\beta(k) = \beta(k_1, k_2)\}_{k = (k_1, k_2) \in \mathbb{R}^2}$ of unitary matrices which is $\mathbb{Z}$-periodic in $k_2$ and satisfies (3.7) and (3.9) exists and can be constructed.

(b) Conversely, if a family $\beta$ as in (a) exists, then $\mathcal{I}(\alpha) = 0 \in \mathbb{Z}_2$. 


(3) Let \(d = 2\). Then a continuous family \(\{\beta(k) = \beta(k_1, k_2)\}_{k = (k_1, k_2) \in \mathbb{R}^2}\) of unitary matrices which is \(\mathbb{Z}\)-periodic in \(k_2\) and satisfies (3.7) always exists and can be constructed.

In the next two Sections, we will prove the above result and perform the construction of the family \(\beta\) for \(d \leq 2\), and thus produce continuous and periodic (respectively symmetric) Bloch frames. The construction for \(d = 3\) will be investigated elsewhere [CM]. Notice how, when \(d = 2\), the construction of a family \(\beta\) satisfying also (3.9) requires a further \(\mathbb{Z}_2\) index \(I(\alpha) \in \mathbb{Z}_2\) to vanish, corresponding to the topological obstruction to the existence of a continuous symmetric Bloch frame [GP1 FMP2], as stated in Theorem 2.5[2]. The connection between these two (topological) obstructions will be investigated more thoroughly in Section 6.

3.4. Construction of the matrix \(\beta\). Coming back for a moment to the general case of arbitrary dimension \(d\), we illustrate here a series of situations in which Problem 3.6 admits a positive answer. The strategy of the proof of Theorem 3.7 will then be to reduce ourselves to these “favourable” situations.

3.4.1. When \(\alpha\) has a logarithm. A solution to Problem 3.6 can be produced in any dimension, provided the family of matrices \(\alpha\) admits a “good logarithm”, as detailed in the next result.

Proposition 3.8. Let \(\alpha = \{\alpha(k_\perp)\}_{k_\perp \in \mathbb{R}^{d-1}}\) be as in the statement of Problem 3.6. Assume that \(\alpha(k_\perp)\) is in the form

\[
\alpha(k_\perp) = \alpha_{\log}(k_\perp) := e^{i h(k_\perp)},
\]

where \(h = \{h(k_\perp)\}_{k_\perp \in \mathbb{R}^{d-1}}\) is a continuous and \(\mathbb{Z}^{d-1}\)-periodic family of self-adjoint matrices:

\[
h(k_\perp) = h(k_\perp)^* = h(k_\perp + n_\perp), \quad k_\perp \in \mathbb{R}^{d-1}, \quad n_\perp \in \mathbb{Z}^{d-1}.
\]

Then there exists a continuous family \(\beta_{\log} = \{\beta_{\log}(k) = \beta_{\log}(k_1, k_\perp)\}_{k = (k_1, k_\perp) \in \mathbb{R}^d}\) of unitary matrices which is periodic with respect to \(k_\perp\) and satisfies (3.7). Moreover, \(\beta_{\log}\) can be explicitly constructed.

If moreover \(h\) can be chosen such that

\[
\varepsilon h(k_\perp) = h(-k_\perp)^t \varepsilon, \quad k_\perp \in \mathbb{R}^{d-1},
\]

then \(\beta_{\log}\) can be constructed so as to satisfy also (3.9).

Proof. The equality in (3.10) is clearly equivalent to

\[
e^{-i h(k_\perp)/2} \alpha_{\log}(k_\perp) e^{-i h(k_\perp)/2} = 1.
\]

A family of matrices \(\{\beta_{\log}(k) = \beta_{\log}(k_1, k_\perp)\}_{k = (k_1, k_\perp) \in \mathbb{R}^d}\) which is periodic in \(k_\perp\) and satisfies (3.7) is then obtained by setting

\[
\beta_{\log}(k_1, k_\perp) := e^{-ik_1 h(k_\perp)}, \quad k_1 \in [-1/2, 1/2], \quad k_\perp \in \mathbb{R}^{d-1},
\]

and extending this definition to all \(k_1 \in \mathbb{R}\) by using repeatedly

\[
\beta_{\log}(k_1 + 1, k_\perp) := \alpha(k_\perp)^{-1} \beta_{\log}(k_1, k_\perp).
\]

Continuity in \(k_1\) of this extension follows directly from (3.13); moreover, \(\beta_{\log}\) satisfies (3.7) and periodicity in \(k_\perp\) by construction.

If \(h\) satisfies also (3.12), then \(\beta_{\log}\) enjoys the property (3.9), since in view of the self-adjointness of \(h(k_\perp)\)

\[
\varepsilon^{-1} \beta(k) \varepsilon = e^{-i k_1 h(k_\perp) \varepsilon} = e^{i k_1 [\varepsilon^{-1} h(k_\perp) \varepsilon]} = e^{-i(-k_1) h(-k_\perp) = \beta(-k)}.
\]

□
We will see in Section 4 that the above situation is exactly the one satisfied by the family of matching matrices associated of a 1-dimensional family of projectors (compare Section 4.3). Thus Proposition 3.8 will prove Theorem 3.7.1.

A useful way to actually produce a “good logarithm” as in the statement of the above Proposition is via the Cayley transform, as we will now detail. This relates the existence of a logarithm with some spectral properties of the family of unitary matrices.

**Proposition 3.9 (Cayley transform).** Let \( \{ \tilde{\alpha}(k_{\perp}) \}_{k_{\perp} \in \mathbb{R}^{d-1}} \) be a family of unitary matrices which is continuous and \( \mathbb{Z}^{d-1} \)-periodic. Assume that \(-1\) lies in the resolvent set of \( \tilde{\alpha}(k_{\perp}) \) for all \( k_{\perp} \in \mathbb{R}^{d-1} \). Then \( \tilde{\alpha}(k_{\perp}) \) is the form (3.10), namely there exists a family \( \{ \tilde{h}(k_{\perp}) \}_{k_{\perp} \in \mathbb{R}^{d-1}} \) of self-adjoint matrices which is continuous, \( \mathbb{Z}^{d-1} \)-periodic and such that for all \( k_{\perp} \in \mathbb{R}^{d-1} \) and \( n_{\perp} \in \mathbb{Z}^{d-1} \)

\[
\tilde{\alpha}(k_{\perp}) = e^{i \tilde{h}(k_{\perp})}, \quad \tilde{h}(k_{\perp}) = \tilde{h}(k_{\perp})^* = \tilde{h}(k_{\perp} + n_{\perp}).
\]

If moreover \( \tilde{\alpha}(k_{\perp}) \) is TRS, i.e. it satisfies (3.6), then the above family of self-adjoint matrices can be chosen so that

\[
\varepsilon \tilde{h}(k_{\perp}) = \tilde{h}(-k_{\perp})^t \varepsilon.
\]

**Proof.** We will employ the Cayley transform method (compare [CHN Sec. 2.7.3]) to construct the logarithm \( \tilde{h} \). The matrix

\[
s(k_{\perp}) := i \left( 1 - \tilde{\alpha}(k_{\perp}) \right) \left( 1 + \tilde{\alpha}(k_{\perp}) \right)^{-1}
\]

is self-adjoint, depends continuously on \( k_{\perp} \) and is \( \mathbb{Z} \)-periodic; moreover, if \( \tilde{\alpha} \) satisfies (3.6) then

\[
\varepsilon s(k_{\perp}) = s(-k_{\perp})^t \varepsilon.
\]

One also immediately verifies that

\[
\tilde{\alpha}(k_{\perp}) = (1 + i s(k_{\perp})) (1 - i s(k_{\perp}))^{-1}.
\]

Let \( C \) be a closed, positively-oriented contour in the complex plane which encircles the real spectrum of \( s(k_{\perp}) \) for all \( k_{\perp} \in \mathbb{R} \). Let \( \log(\cdot) \) denote the choice of the complex logarithm corresponding to the branch cut on the negative real semi-axis. Then

\[
\tilde{h}(k_{\perp}) := \frac{1}{2\pi} \oint_C \log \left( \frac{1 + iz}{1 - iz} \right) (s(k_{\perp}) - z)^{-1} \, dz
\]

obeys all the required properties. \( \square \)

### 3.4.2. The two-step logarithm.

Clearly, not all families of unitary matrices \( \alpha \) admit a continuous and periodic logarithm, that is, they are not all in the form \( \alpha_{\log} \) as in (3.10). Roughly speaking, this is related to the fact that their eigenvalues can cross and wind around the unit circle, thus preventing a continuous choice of a branch cut for the logarithm which lies always in the resolvent set of \( \alpha(k_{\perp}) \).

Using the Cayley transform (Proposition 3.9), however, we can construct a family \( \beta \) as required in Problem 3.6 for a family \( \alpha \) which is close to one in the form (3.10).

**Proposition 3.10.** Let \( \alpha = \{ \alpha(k_{\perp}) \}_{k_{\perp} \in \mathbb{R}^{d-1}} \) be as in the statement of Problem 3.6. Assume that \( \alpha \) satisfies

\[
\sup_{k_{\perp} \in \mathbb{R}^{d-1}} \| \alpha(k_{\perp}) - \alpha_{\log}(k_{\perp}) \| < 2, \quad \alpha_{\log}(k_{\perp}) := e^{i \tilde{h}(k_{\perp})}, \tag{3.16}
\]

\[
\varepsilon \tilde{h}(k_{\perp}) = \tilde{h}(-k_{\perp})^t \varepsilon.
\]
where \( h = \{ h(\mathbf{k}_\perp) \}_{\mathbf{k}_\perp \in \mathbb{R}^{d-1}} \) is a continuous \( \mathbb{Z}^{d-1} \)-periodic family of self-adjoint matrices as in (3.11). Then there exists a continuous family \( \beta = \{ \beta(\mathbf{k}) = \beta(k_1, \mathbf{k}_\perp) \}_{\mathbf{k} = (k_1, \mathbf{k}_\perp) \in \mathbb{R}^d} \) of unitary matrices which is periodic with respect to \( \mathbf{k}_\perp \) and satisfies (3.7). Moreover, \( \beta_{\log} \) can be explicitly constructed.

If moreover \( \alpha \) is TRS in the sense of (3.6) and \( h \) can be chosen such that (3.12) holds, then \( \beta_{\log} \) can be constructed so as to satisfy also (3.9).

**Proof.** The closeness condition (3.16) implies that
\[
\sup_{\mathbf{k}_\perp \in \mathbb{R}^{d-1}} \| \bar{\alpha}(\mathbf{k}_\perp) - 1 \| < 2, \quad \text{where} \quad \bar{\alpha}(\mathbf{k}_\perp) := e^{-i h(\mathbf{k}_\perp)/2} \alpha(\mathbf{k}_\perp) e^{-i h(\mathbf{k}_\perp)/2}.
\]
In particular, \(-1\) lies the resolvent of \( \bar{\alpha}(\mathbf{k}_\perp) \) for all \( \mathbf{k}_\perp \in \mathbb{R}^{d-1} \), and Proposition 3.9 applies. It follows that there exists a continuous and \( \mathbb{Z}^{d-1} \)-periodic family \( \bar{h} = \{ \bar{h}(\mathbf{k}_\perp) \}_{\mathbf{k}_\perp \in \mathbb{R}^{d-1}} \) such that
\[
e^{-i \bar{h}(\mathbf{k}_\perp)/2} e^{-i h(\mathbf{k}_\perp)/2} \alpha(\mathbf{k}_\perp) e^{-i h(\mathbf{k}_\perp)/2} e^{-i \bar{h}(\mathbf{k}_\perp)/2} = 1.
\]
Set now
\[
\beta(k_1, \mathbf{k}_\perp) := e^{-i k_1 h(\mathbf{k}_\perp)} e^{-i k_1 \bar{h}(\mathbf{k}_\perp)}, \quad k_1 \in [-1/2, 1/2], \quad \mathbf{k}_\perp \in \mathbb{R}^{d-1}.
\]
Arguing similarly to what we did in the proof of Proposition 3.8 we can use again (3.14) to extend this definition to all \( k_1 \in \mathbb{R} \) and obtain a family of matrices \( \{ \beta(\mathbf{k}) \}_{\mathbf{k} \in \mathbb{R}^2} \) with all the properties required in the statement.

If the family \( h \) satisfies also (3.12) and \( \alpha \) is TRS, then \( \bar{\alpha} \) is TRS as well, as one can immediately check. The Cayley transform preserves this symmetry, and \( \bar{h} \) then also satisfies (3.12). An argument analogous to (3.15) then yields that \( \beta \) enjoys the property (3.9). \( \square \)

The above Proposition covers the case of the family of matching matrices associated to a 2-dimensional family of projectors, as we will discuss in Section 5. Indeed, we prove that in that case the family of matrices \( \alpha \) is arbitrarily close to a family of matrices \( \alpha_{\text{gap}} \) which indeed admits a continuous and periodic logarithm. This will prove Theorem 3.7(3). Moreover, if the \( \mathbb{Z}_2 \) index \( \mathcal{I}(\alpha) \) from (5.3) vanishes, then the latter logarithm can be chosen to satisfy also (3.12), yielding a family \( \beta \) enjoying (3.7) and (3.9); the vanishing of the index is also a necessary condition for the existence of the latter family \( \beta \). This will prove also Theorem 3.7(2) and conclude the proof of Theorem 2.5.

### 4. Symmetric Bloch frames in \( d = 1 \)

This Section contains the proof of Theorem 2.5(1), which is equivalent to Theorem 3.7(1) via Proposition 3.3 as shown in the previous Section. We will see that the construction of 1-dimensional continuous and symmetric Bloch frames can be expressed purely in terms of parallel transport, and leads automatically a real analytic frame.

#### 4.1. Symmetric Bloch frames in \( d = 0 \)

Let \( \{ P(k) \}_{k \in \mathbb{R}} \) be a family of projectors satisfying Assumption 2.1. The inductive construction of a continuous symmetric Bloch frame that we presented in Section 3 requires to focus first on the subspace \( \text{Ran} \: P(0) \subset \mathcal{H} \). We construct a TRS (i.e. symplectic, compare (2.1)) frame in this space as follows.

Let \( \Xi_1 \in \text{Ran} \: P(0) \) be any unit vector, and define \( \Xi_2 := \theta \Xi_1 \). As was already observed (compare Remark 2.3), the antiunitarity of \( \theta \) implies that \( \Xi_2 \) is again of unit length and is orthogonal to \( \Xi_1 \).

If \( m = 2 \), then \( \Xi(0) := \{ \Xi_1, \Xi_2 \} \) constitutes an orthonormal basis in \( \text{Ran} \: P(0) \) satisfying \( \Xi(0) = \theta \Xi(0) \triangleleft \varepsilon \), with \( \varepsilon \) in the form (2.3). If \( m > 2 \), instead, choose a unit vector \( \Xi_3 \) in
Span{Ξ₁, Ξ₂} ⊥ ⊂ Ran P(0). Define Ξ₄ := θΞ₃; as before, Ξ₄ and Ξ₃ are orthogonal to each other, and in addition Ξ₄ is also orthogonal to Ξ₁ and Ξ₂ since

\[ \langle Ξ₄, Ξ₁ \rangle = \langle θΞ₃, Ξ₁ \rangle = \langle θΞ₁, θ²Ξ₃ \rangle = - \langle Ξ₂, Ξ₃ \rangle = 0, \]
\[ \langle Ξ₄, Ξ₂ \rangle = \langle θΞ₃, Ξ₂ \rangle = \langle θΞ₂, θ²Ξ₃ \rangle = - \langle Ξ₁, Ξ₃ \rangle = 0. \]

By iterating this procedure, we arrive at an orthonormal basis Ξ(0) := {ξ₁, ..., ξₘ} satisfying

\[ Ξ(0) = θΞ(0) \triangleleft ε. \]

4.2. Extension by parallel transport to \( d = 1 \). We now want to parallel transport this frame along the real line \( k ∈ ℝ \). To do so, we first notice that by the spectral theorem there exists \( M = M^* ∈ B(ℋ) \) with spectrum in \( (-π, π] \) such that \( T(1, 0) = e^{iM} \), where \( T(\cdot, \cdot) \) denotes the parallel transport introduced in Section 3.1. Notice that the relation (T₃) for \( T(1, 0) \) reads \( θT(1, 0)θ^{-1} = T(1, 0)^\ast \), which in particular implies that the projector-valued spectral measure of \( T(1, 0) \) commutes with \( θ \). It then follows by spectral calculus that \( M \) can be chosen to also commute with \( θ \) (for details, see [CHN, Sec. 2.6]). We introduce then the unitary-valued map defined by

\[ W(k) := T(k, 0)e^{-ikM} ∈ U(ℋ). \]

This map enjoys a number of properties, which follow from the corresponding ones satisfied by the parallel transport unitaries, namely:

(W₁) the map \( ℝ \ni k ↦ W(k) ∈ U(ℋ) \) is real analytic;
(W₂) the map \( k ↦ W(k) \) is \( ℤ \)-periodic, i.e. \( W(k + 1) = W(k) \) for \( k ∈ ℝ \);
(W₃) the map \( k ↦ W(k) \) satisfies \( W(-k) = θW(k)θ^{-1} \).

Next, define

\[ Ξ(k) := W(k)Ξ(0), \quad k ∈ ℝ, \]

where \( W(k) ∈ U(ℋ) \) is defined in (4.1). We observe first of all that each element \( Ξ_a(k) \) of the frame lies in \( Ran P(k) \), in view of the intertwining property (T₁) and the fact that \( T(1, 0) = e^{iM} \) commutes with \( P(1) = P(0) \) (and hence so does \( M \)). Moreover, properties (W₃) imply that \( Ξ(k) \) forms an orthonormal basis, depending analytically on \( k \), which is periodic and TRS. Indeed, for example

\[ θΞ(k) \triangleleft ε = θ(W(k)Ξ(0)) \triangleleft ε = W(-k)(θΞ(0) \triangleleft ε) = W(-k)Ξ(0) = Ξ(-k). \]

This solves the Problem stated in Section 2.1 for \( d = 1 \), and proves Theorem 2.5(1).

4.3. Matching matrix in \( d = 1 \), and a geometric index. The relation of the above construction to the language of matching matrices, introduced in the previous Section, can be understood from (3.3), which reads now

\[ T(1, 0)Ξ(0) = Ξ(0) \triangleleft α. \]

We see that in this case there is only a single matching matrix \( α \), which represents the restriction of the parallel transport unitary \( T(1, 0) \) to \( Ran P(0) = Ran P(1) \) in the basis \( Ξ(0) \). The matrix \( α \) then admits a logarithm, chosen with respect to any branch cut which does not intersect the unit circle in one of its eigenvalues: \( α = e^{i\tilde{h}}, \ h = \tilde{h}^\ast \). It is immediately recognized that the self-adjoint matrix \( h \) is then the matrix associated to the restriction to \( Ran P(0) \) of the operator \( M = M^* \) such that \( T(1, 0) = e^{iM} \), again computed with respect to the basis \( Ξ(0) \). The family of matrices defined by \( β(k) := e^{-i kh}, \) as in the proof of Proposition 3.3 then “corrects” the parallel transport \( T(k, 0) \) to enforce periodicity in \( k \), in the sense of Proposition 3.3. This also proves Theorem 3.7(1).
Notice that, in this context, the TRS condition (3.6) for the matching matrix $\alpha$ reads
\[ \varepsilon \alpha = \alpha^t \varepsilon. \] (4.4)
This property implies, as is well known, that its eigenvalues have even multiplicity. We recall the proof of this fact in the following Lemma.

**Lemma 4.1 (Kramers degeneracy).** Let $\alpha \in U(m)$ satisfy (4.4). Then $\alpha$ has Kramers degeneracy, namely all its eigenvalues are even degenerate.

**Proof.** Let $\Theta$ be the antiunitary operator $\Theta := \varepsilon C$, where $C$ is the complex conjugation in $\mathbb{C}^m$ with respect to the frame in which $\varepsilon$ has the form (2.3). Notice that $\Theta^2 = -1$, and that, in view of the unitarity of $\alpha$, (4.4) reads
\[ \Theta \alpha^{-1} \Theta^{-1} = \alpha. \]
Finally, let $v \in \mathbb{C}^m$ be an eigenvector for $\alpha$ of eigenvalue $\lambda \in U(1)$. Then
\[ \alpha \Theta v = \Theta \alpha^{-1} v = \Theta (\lambda^{-1} v) = \lambda \Theta v \]
so that also $\Theta v$ is an eigenvector of eigenvalue $\lambda$. Moreover using the properties of $\Theta$
\[ \langle \Theta v, v \rangle = \langle \Theta v, \Theta(\Theta v) \rangle = -\langle \Theta v, v \rangle \implies \langle \Theta v, v \rangle = 0 \]
so that $\Theta v$ is also orthogonal (and in particular linearly independent) to $v$. This shows that eigenvectors of $\alpha$ come in $\Theta$-related pairs, as wanted. \(\square\)

An alternative way to formulate Kramers degeneracy is in the form of a factorization property, which hold for TRS unitary matrices.

**Lemma 4.2.** A unitary matrix $\alpha \in U(m)$ satisfies (4.4) if and only if there exists $\gamma \in U(m)$ such that
\[ \alpha = \varepsilon^{-1} \gamma^t \varepsilon \gamma. \]

**Proof.** The proof can be found in [FMP2, Lemma 1] (see also [Hua, Sch2]). Assuming (4.4), the matrix $\gamma$ can be constructed as follows: Writing $\alpha = e^{ih}$ with the spectrum of $h$ in $(-\pi, \pi]$, then $\gamma := e^{i h/2}$ satisfies the above condition. \(\square\)

We want to show now that the determinant of $\alpha$ and of the matrix $\gamma$ appearing in Lemma 4.2 or rather their arguments, can be considered as geometric mod 2 indices of the 1-dimensional family of projectors $\{P(k)\}_{k \in \mathbb{R}}$ as in Assumption 2.1 to which they are associated. This will exploit the connection of $\alpha$ with the parallel transport operator $T(1,0)$ given by (4.5). Even though these quantities are not topological invariants for the latter (in the sense that their values can change if the family undergoes a continuous deformation), they can be still expressed in geometric terms by means of the Berry connection associated to the projectors. Moreover, the quantity $\det \gamma$ will play a crucial rôle in the evaluation of the $\mathbb{Z}_2$ invariant for 2-dimensional families of projectors (see e.g. (5.6b)).

**Proposition 4.3.** Let $\{P(k)\}_{k \in \mathbb{R}}$ satisfy (P1) and (P2) from Assumption 2.1. Let $\Xi^{\text{per}}(0)$ be any orthonormal basis in $\text{Ran} P(0)$, and define
\[ \Xi^{\text{per}}(k) := W(k) \Xi^{\text{per}}(0), \quad k \in \mathbb{R}, \]
where $W(k)$ is as in (4.1). Then $\Xi^{\text{per}}$ gives a real analytic and periodic Bloch frame for $\{P(k)\}_{k \in \mathbb{R}}$. Moreover, if $\alpha \in U(m)$ is defined via (4.3), then
\[ \det (\alpha) = \exp \left( -i \oint_T A \right), \] (4.5)
where $\mathbb{T} := \mathbb{R}/\mathbb{Z}$ is the Brillouin torus and $\mathcal{A}$ is the trace of the Berry connection 1-form

$$\mathcal{A} := -i \sum_{a=1}^{m} \langle \Xi^\text{per}_a(k), \partial_k \Xi^\text{per}_a(k) \rangle \, dk. \tag{4.6}$$

The equality in $[4.5]$ is known in the gauge theory community as a formula evaluating a Wilson loop $\text{[KMR, FSS]}$, and is present also in the condensed matter literature on Berry's phase $[\text{Be}]$. We give below an independent proof, more suited to our language of Bloch frames.

**Proof of Proposition 4.3.** When $\{P(k)\}_{k \in \mathbb{R}}$ satisfies $[P_1]$ and $[P_2]$, then the family of parallel transport operators $\{T(k,0)\}_{k \in \mathbb{R}}$ satisfies all the properties in Proposition 3.1 except for $[T_3]$, and consequently the family of unitary operators $\{W(k)\}_{k \in \mathbb{R}}$ satisfies $[W_1]$ and $[W_2]$. This yields that indeed $\Xi^\text{per}$ is a real analytic and periodic Bloch frame for $\{P(k)\}_{k \in \mathbb{R}}$.

As for $[4.5]$, with the above notation $T(1,0) = e^{iM}$ and $\alpha = e^{i h}$, we deduce at once that

$$\det(\alpha) = e^{i \text{tr}(h)} = e^{i \text{Tr}(P(0) M P(0))},$$

where $\text{tr}(\cdot)$ denotes the trace in $\mathbb{C}^m \cong \text{Ran} \, P(0)$ and $\text{Tr}(\cdot)$ the trace in the Hilbert space $\mathcal{H}$. Thus, in order to prove $[4.5]$, we just need to show that

$$\text{Tr} \left( P(0) M P(0) \right) = - \oint_{\mathbb{T}} \mathcal{A}. \tag{4.7}$$

In order to do so, define first of all $G(k) := [\partial_k P(k), P(k)]$, so that $\partial_k T(k,0) = G(k) T(k,0)$ (compare $[3.2]$). We compute the derivative of the unitary operator $W(k)$ defined in $[4.1]$ as follows:

$$\partial_k W(k) = (\partial_k T(k,0)) e^{-i k M} - i T(k,0) M e^{-i k M} = G(k) W(k) - i W(k) M.$$

Plugging this in $[4.2]$ yields

$$\partial_k \Xi^\text{per}_a(k) = (\partial_k W(k)) \Xi^\text{per}_a(0) = G(k) \Xi^\text{per}_a(k) - i W(k) M \Xi^\text{per}_a(0), \quad a \in \{1, \ldots, m\}.$$

From the above relation, we compute

$$\langle \Xi^\text{per}_a(k), \partial_k \Xi^\text{per}_a(k) \rangle = \langle \Xi^\text{per}_a(k), G(k) \Xi^\text{per}_a(k) \rangle - i \langle W(k) \Xi^\text{per}_a(0), W(k) M \Xi^\text{per}_a(0) \rangle = \langle \Xi^\text{per}_a(k), G(k) \Xi^\text{per}_a(k) \rangle - i \langle \Xi^\text{per}_a(0), M \Xi^\text{per}_a(0) \rangle,$$

since $W(k)$ is unitary. The first term on the right-hand side of the above equality actually vanishes, since

$$\langle \Xi^\text{per}_a(k), [\partial_k P(k), P(k)] \Xi^\text{per}_a(k) \rangle = \langle \Xi^\text{per}_a(k), (\partial_k P(k)) P(k) \Xi^\text{per}_a(k) \rangle - \langle \Xi^\text{per}_a(k), P(k) (\partial_k P(k)) \Xi^\text{per}_a(k) \rangle = 0$$

as $P(k) \Xi^\text{per}_a(k) = \Xi^\text{per}_a(k)$ and $P(k) = P(k)^*$. Since $\Xi^\text{per}(0)$ forms an orthonormal basis in $\text{Ran} \, P(0)$, we obtain then

$$\sum_{a=1}^{m} \langle \Xi^\text{per}_a(k), \partial_k \Xi^\text{per}_a(k) \rangle = -i \, \text{Tr} \left( P(0) M P(0) \right).$$

By integrating both sides of the above equality with respect to $k$ over one period, we get exactly $[4.7]$. This concludes the proof of $[4.5]$. \qed
Proposition 4.4. Let \( \{ P(k) \}_{k \in \mathbb{R}} \) be as in Assumption 2.2. Let \( \Xi^{\text{TRS}} \) be any real analytic and symmetric Bloch frame for \( \{ P(k) \}_{k \in \mathbb{R}} \). Compute the trace of the Berry connection \( \mathcal{A} \) as in (4.6), using the frame \( \Xi^{\text{TRS}} \). Then

\[
\oint_T \mathcal{A} = 2 \int_{[0,1/2]} \mathcal{A}.
\]

Proof. Let

\[
\omega(k) := \sum_{a=1}^m \langle \Xi^{\text{TRS}}_a(k), \partial_k \Xi^{\text{TRS}}_b(k) \rangle,
\]

so that \( \mathcal{A} = -i \omega(k) \, dk \). The equality stated in (4.8) is implied at once by the fact that \( \omega \) is an even and periodic function of \( k \), since \( T \simeq [-1/2,1/2] \). The symmetry of \( \omega \) descends from the fact that the Bloch frame \( \Xi^{\text{TRS}} \), which is used to compute \( \mathcal{A} \), is time-reversal symmetric. Indeed, we begin by observing that

\[
\theta \partial_k \Xi^{\text{TRS}}(k) = \theta \lim_{h \to 0} \frac{\Xi^{\text{TRS}}(k + h) - \Xi^{\text{TRS}}(k)}{h} = \lim_{h \to 0} \frac{\theta \Xi^{\text{TRS}}(k + h) - \theta \Xi^{\text{TRS}}(k)}{h} = \lim_{h \to 0} \frac{\Xi^{\text{TRS}}(-k - h) \langle \varepsilon^{-1} - \Xi^{\text{TRS}}(k) \rangle \langle \varepsilon^{-1} \rangle}{h} = -(\partial_k \Xi^{\text{TRS}})(-k) \langle \varepsilon^{-1} \rangle
\]

or equivalently

\[
(\partial_k \Xi^{\text{TRS}}_b)(-k) = - \sum_{c=1}^m [\theta \partial_k \Xi^{\text{TRS}}_c(k)] \varepsilon_{cb}.
\]

By taking the scalar product of both sides of the above equality with \( \Xi^{\text{TRS}}_b(-k) \), we obtain

\[
\langle \Xi^{\text{TRS}}_b(-k), (\partial_k \Xi^{\text{TRS}}_b)(-k) \rangle = - \sum_{a,c=1}^m \langle [\theta \Xi^{\text{TRS}}_a(k)] \varepsilon_{ab}, [\theta \partial_k \Xi^{\text{TRS}}_c(k)] \varepsilon_{cb} \rangle
\]

\[
= - \sum_{a,c=1}^m \varepsilon_{ab} \langle \theta \Xi^{\text{TRS}}(k), \theta \partial_k \Xi^{\text{TRS}}(k) \rangle \varepsilon_{cb}
\]

\[
= - \sum_{a,c=1}^m \langle \partial_k \Xi^{\text{TRS}}_c(k), \Xi^{\text{TRS}}_a(k) \rangle \varepsilon_{cb} (\varepsilon^*)_b a.
\]

Summing over \( b \in \{1, \ldots, m\} \) and employing the unitarity of \( \varepsilon \) yields

\[
\omega(-k) = - \sum_{a,c=1}^m \langle \partial_k \Xi^{\text{TRS}}_c(k), \Xi^{\text{TRS}}_a(k) \rangle \sum_{b=1}^m \varepsilon_{cb} (\varepsilon^*)_b a = - \sum_{a=1}^m \langle \partial_k \Xi^{\text{TRS}}_a(k), \Xi^{\text{TRS}}_a(k) \rangle = \omega(k)
\]

where is the last equality we used the fact that

\[
- \langle \partial_k \Xi^{\text{TRS}}_a(k), \Xi^{\text{TRS}}_a(k) \rangle = \langle \Xi^{\text{TRS}}(k), \partial_k \Xi^{\text{TRS}}(k) \rangle, \quad a \in \{1, \ldots, m\},
\]

as can be easily derived by differentiating the equality \( \langle \Xi^{\text{TRS}}_a(k), \Xi^{\text{TRS}}_a(k) \rangle = 1 \). \( \square \)

Combining the above two results, we obtain

Proposition 4.5. Let \( \{ P(k) \}_{k \in \mathbb{R}} \) be as in Assumption 2.2, and let \( \Xi \) be the real analytic and symmetric Bloch frame defined in (4.2). Compute the trace of the Berry connection \( \mathcal{A} \) as in
using the frame $\Xi$. Also, let $\alpha \in U(m)$ be defined as in (4.3), and compute $\gamma \in U(m)$ as in Lemma 4.2. Then we have
\[ 2 \left( \frac{1}{2\pi i} \log \det \gamma \right) \equiv \frac{1}{2\pi} \oint_T A \mod 2. \tag{4.9} \]

Proof. The frame $\Xi$ in (4.2) is real analytic, periodic and TRS, so both the above Propositions apply. From (4.7) we can compute $\det \gamma = \det(e^{i h/2}) = e^{i \text{tr}(h)/2} = e^{i \text{Tr}(P(0)M P(0))/2}$, yielding
\[ \det \gamma = \exp \left( -\frac{i}{2} \oint_T A \right). \]
Since (4.8) holds, we have
\[ \det \gamma = \exp \left( -i \int_{[0,1/2]} A \right). \]
It follows that
\[ 2 \left( \frac{1}{2\pi i} \log \det \gamma \right) \equiv 2 \left( \frac{1}{2\pi} \int_{[0,1/2]} A \right) \equiv \frac{1}{2\pi} \oint_T A \mod 2 \]
using again (4.8). This completes the proof. \qed

Remark 4.6 (Gauge dependence of the Berry connection). Notice that, although $A$ is a gauge-dependent quantity, the expression $\exp(-i \oint_T A)$ is not (as would a posteriori follow from (4.5), where the left-hand side is independent of the choice of gauge). Indeed, if a (periodic) unitary gauge $\beta : T \to U(m)$ is applied to the frame $\Xi$, i.e. $\Xi \to \Xi \rtimes \beta$, then $A$ changes according to
\[ A \to A + i \text{tr}(\beta(k)^* d\beta(k)). \tag{4.10} \]
Since $(2\pi i)^{-1} \oint_T \text{tr}(\beta(k)^* d\beta(k))$ computes the degree of the map $\det \beta : T \to U(1)$ (see (2.7)), it is an integer, and we have that the quantity $\exp(-i \oint_T A)$ remains unchanged.

We remark that, when both periodicity and the TRS condition are enforced on the frame which is used to compute the (trace of the) Berry connection, then $\oint_T A$ is actually well-defined modulo $4\pi$. Indeed, choosing a unitary gauge $\beta$ which preserves periodicity and TRS of the frame $\Xi$ is equivalent to choosing a map $\beta : \mathbb{R} \to U(m)$ such that
\[ \beta(k) = \beta(k+1) \quad \text{and} \quad \beta(-k) = \varepsilon^{-1} \overline{\beta(k)} \varepsilon, \quad k \in \mathbb{R}, \tag{4.11} \]
as one can immediately verify by asking that both $\Xi(k)$ and $\Xi(k) \rtimes \beta(k)$ satisfy (2.1) and (2.5) (compare the proof of Proposition 3.3). The degree of the determinant of a map $\beta : T \to U(m)$ satisfying (4.11) must then be necessarily even. Indeed, the second equality in (4.11) yields
\[ \det \beta(-k) = (\det \beta(k))^{-1}, \quad \text{and by differentiating} \]
or equivalently
\[ (\partial_k \det \beta)(-k) = (\det \beta(k))^{-2} (\partial_k \det \beta)(k) \]
By integrating on $T$ we then obtain
\[ \deg([\det \beta]) = \frac{1}{2\pi i} \oint_T (\det \beta(k))^{-1} (\partial_k \det \beta)(k) \, dk \]
\[ = 2 \left( \frac{1}{2\pi i} \int_0^{1/2} (\det \beta(k))^{-1} (\partial_k \det \beta)(k) \, dk \right). \tag{4.12} \]
Notice now that, evaluating the second equality in (4.11) at $k = 0$ and $k = 1/2$ and using periodicity, we obtain
\[
\beta(k_*) = \varepsilon^{-1} \beta(k_*) \varepsilon, \quad k_* \in \{0, 1/2\}.
\]
By putting $\varepsilon$ in the symplectic form (2.3), we realize that the above condition states that $\beta(0)$ and $\beta(1/2)$ are actually symplectic matrices, and thus unimodular: $\det \beta(0) = \det \beta(1/2) = 1$.

The term inside the brackets on the right-hand side of (4.12) computes then the degree of the periodic function $\det \beta : [0, 1/2] \to U(1)$, and is thus an integer. We conclude as wanted that $\deg([\det \beta]) \in 2\mathbb{Z}$, which by (4.10) implies that $\oint T A$ is well-defined up to $(2 \cdot 2\pi)\mathbb{Z}$. This is what makes the right-hand side of (4.9) well-defined mod 2.

**Remark 4.7.** The condition (4.4), which holds for the matrix $\alpha$, can be restated as the skew-symmetry of the matrix $\varepsilon \alpha$, since $\varepsilon^t = -\varepsilon$. The determinant of the matrix $\gamma$ as in Lemma 4.2, which appears on the left-hand side of (4.9), can then be also expressed in a more intrinsic form (that is, directly in terms of $\alpha$) as
\[
\det \gamma = \text{Pf}(\varepsilon \alpha),
\]
where $\text{Pf}(\cdot)$ denotes the Pfaffian of a skew-symmetric matrix. This follows from the properties of the Pfaffian, and the way it changes under similarity transformations: indeed
\[
\text{Pf}(\varepsilon \alpha) = \text{Pf}(\gamma^t \varepsilon \gamma) = (\det \gamma) (P f \varepsilon) = \det \gamma
\]
as $P f \varepsilon = 1$.

5. **Symmetric Bloch frames in $d = 2$**

We switch now to the 2-dimensional case. Let $\{P(k)\}_{k \in \mathbb{R}^2}$ be a family of projectors satisfying Assumption 2.1. The restriction $\{P(0, k_2)\}_{k_2 \in \mathbb{R}}$ is then a 1-dimensional family of projectors which also satisfies Assumption 2.1. We have showed in Section 4 how to construct a real analytic symmetric Bloch frame $\Xi(0, k_2)$ for such a family. As we discussed in Section 3.2, this leads to the definition of a family $\alpha = \{\alpha(k_2)\}_{k_2 \in \mathbb{R}}$ of matching matrices, given by
\[
T_{k_2}(1, 0) \Xi(0, k_2) = \Xi(0, k_2) \triangleleft \alpha(k_2).
\]
(5.1)
The properties of the family of matching matrices, stated in Proposition 3.2, are summarized in the following

**Assumption 5.1.** The family $\alpha = \{\alpha(k_2)\}_{k_2 \in \mathbb{R}}$ of $m \times m$ unitary matrices enjoys the following properties:

(A$_1$) the map $\mathbb{R} \ni k_2 \mapsto \alpha(k_2) \in U(m)$ is real analytic;

(A$_2$) the map $k_2 \mapsto \alpha(k_2)$ is $\mathbb{Z}$-periodic;

(A$_3$) for all $k_2 \in \mathbb{R}$
\[
\varepsilon \alpha(k_2) = \alpha(-k_2)^t \varepsilon
\]
holds.

Recall how, in Section 3, our original Problem 2.4 concerning the construction of a Bloch frame for $\{P(k)\}_{k \in \mathbb{R}^2}$ which is continuous and symmetric was reduced to Problem 3.6 for a family of matrices $\alpha$ as in Assumption 5.1.
5.1. Kramers degeneracy and factorization of matching matrices. We deduce here a few properties that follow from the above conditions.

Notice first of all that $A_2$ can be restated at $k = 0$ and $k = 1/2$ as

$$
\varepsilon \alpha(0) = \alpha(0)^t \varepsilon \quad \text{and} \quad \varepsilon \alpha(1/2) = \alpha(1/2)^t \varepsilon
$$

(5.2)
due to the periodicity $A_2$ of $\alpha$. In particular, the matrices $\alpha(0)$ and $\alpha(1/2)$ have Kramers degeneracy in view of Lemma 4.1, and moreover Lemma 4.2 applies to both, yielding the existence of two matrices $\gamma(0), \gamma(1/2) \in U(m)$ such that

$$
\alpha(0) = \varepsilon^{-1} \gamma(0)^t \varepsilon \gamma(0) \quad \text{and} \quad \alpha(1/2) = \varepsilon^{-1} \gamma(1/2)^t \varepsilon \gamma(1/2).
$$

(5.3)

A stronger form of Kramers degeneracy is implied by the following factorization result for the family of matching matrices. This results generalizes Lemma 4.2 to periodic and TRS families of unitary matrices, and will be useful also in the discussion of the $\mathbb{Z}_2$ index associated to such families (see Section 5.2 below).

**Lemma 5.2.** Let $\{\alpha(k)\}_{k \in \mathbb{R}}$ be as in Assumption 5.1. There exists a family $\{\gamma(k)\}_{k \in \mathbb{R}}$ of unitary matrices which is continuous, $\mathbb{Z}$-periodic, and such that

$$
\alpha(k) = \varepsilon^{-1} \gamma(-k)^t \varepsilon \gamma(k).
$$

(5.4)

Conversely, if there exists a family $\{\gamma(k)\}_{k \in \mathbb{R}}$ with all the above properties, then the family $\alpha$ defined by (5.4) is continuous and satisfies $A_2$ and $A_3$.

**Proof.** Let $\gamma(0), \gamma(1/2) \in U(m)$ be as in (5.3). Write $\gamma(0)^{-1} \gamma(1/2) = e^{iN}$, with $N = N^*$, and define

$$
\tilde{\gamma}(k) := \gamma(0)^{-1} e^{2ikN}, \quad k \in [0, 1/2].
$$

The above family of matrices then interpolates between $\gamma(0)$ and $\gamma(1/2)$ as $k_2$ runs from 0 to 1/2. We can extend the definition of $\gamma(k_2)$ for $k_2 \in [-1/2, 0]$ by setting

$$
\gamma(k_2) := \begin{cases} 
\tilde{\gamma}(k_2) & \text{if } k_2 \in [0, 1/2], \\
(\varepsilon \alpha(-k_2) \tilde{\gamma}(-k_2)^{-1} \varepsilon^{-1})^t & \text{if } k_2 \in [-1/2, 0].
\end{cases}
$$

This extension is continuous at $k_2 = 0$, since in view of the first equality in (5.3) and the fact that $\tilde{\gamma}(0) = \gamma(0)$ we have

$$
(\varepsilon \alpha(0) \tilde{\gamma}(0)^{-1} \varepsilon^{-1})^t = (\gamma(0)^t \varepsilon \gamma(0) \tilde{\gamma}(0)^{-1} \varepsilon^{-1})^t = \tilde{\gamma}(0).
$$

Notice moreover that, arguing similarly, one obtains also that $\gamma(-1/2) = \gamma(1/2)$ in view of the second equality in (5.3). Thus, we can extend continuously $\gamma(k_2)$ in a periodic fashion to all $k_2 \in \mathbb{R}$. The required property (5.4) is then satisfied by construction, owing to the periodicity $A_3$ of $\alpha$.

The converse statement is of immediate verification. \qed

5.2. Interlude: The Graf–Porta index $I$. From a topological viewpoint, it seems that families of matrices as in Assumption 5.1 are all trivial. Indeed, if $\alpha$ satisfies the latter assumption, then $A_3$ implies that the function $k_2 \mapsto \det \alpha(k_2)$ is even, and hence its degree is zero, as can be realized at once from the integral formula (2.6). In particular, any such family of matrices is null-homotopic, i.e. it can be continuously deformed to the constant family of matrices $\alpha_0(k_2) \equiv 1$.

In $[GP]$, however, Graf and Porta introduced a $\mathbb{Z}_2$-valued index associated to families of unitary matrices as in Assumption 5.1. We will recognize in the next Subsections that the vanishing of this index is equivalent to the existence of a family of matrices $\beta$ which solves Problem 3.6 and that it identifies the homotopy class of the family whenever a TRS
constraint is required. It is then useful to recall its definition and main properties, for the reader’s convenience.

The construction in [GP] goes as follows. Let \( \{P(k)\}_{k \in \mathbb{R}^2} \) be a family of projectors satisfying Assumption [5.1]. Given any continuous Bloch frame \( \Psi(k) \) which satisfies TRS and periodicity in \( k_2 \), a matching matrix \( \alpha(k_2) \) is defined by comparing the values of \( \Psi \) at \( k_1 = -1/2 \) and \( k_1 = 1/2 \), like in (3.4). Such family of unitary matrices then satisfies Assumption [5.1] implying in particular Kramers degeneracy of \( \alpha(0) \) and \( \alpha(1/2) \) (Lemma [4.1]).

Choose a continuous labelling

\[
\sigma(\alpha(k_2)) = \{\lambda_1(k_2), \ldots, \lambda_m(k_2)\}, \quad k_2 \in [0, 1/2]
\]

of the eigenvalues of \( \alpha(k_2) \) (this is possible in view of [Ka, Thm. II.5.2]). We interpret \( \lambda_i \) as the \( i \)-th coordinate of a continuous map \( \Lambda: [0, 1/2] \to U(1)^m \). We choose also a continuous extension \( \tilde{\Lambda}: [-1/2, 0] \to U(1)^m \) of \( \Lambda \), in such a way that \( \tilde{\Lambda}(0) = \Lambda(0) \) and \( \tilde{\Lambda}(-1/2) = \Lambda(1/2) \), and each \( \tilde{\lambda}_i(k_2) \) is “even degenerate” (i.e. it coincides with some \( \lambda_j(k_2) \) with \( j \neq i \)) for all \( k_2 \in [-1/2, 0] \).

As any periodic map with values in \( U \) of the family of matrices \( \{\alpha_i\}_{i \in \mathbb{Z}} \) should be chosen so that the branch cut does not intersect the unit circle

\[
\text{Remark 5.4.} \quad \text{Notice that the branch of the logarithm appearing on the right-hand side of (5.6a) and (5.6b) should be chosen so that the branch cut does not intersect the unit circle in any of the eigenvalues of } \alpha(0) \text{ or } \alpha(1/2). \quad \text{If this restriction is satisfied, then the choice of}
\]

\[
\text{Proposition 5.3.} \quad \text{Let } \{\alpha(k_2)\}_{k_2 \in \mathbb{R}} \text{ be as in Assumption [5.1]. Then its } \mathbb{Z}_2 \text{ index } \mathcal{I}(\alpha), \text{ defined as in (5.5), equals}
\]

\[
\mathcal{I}(\alpha) = \frac{1}{2\pi i} \left( \int_{0}^{1/2} A(k_2)^{-1} A'(k_2) \, dk_2 + 2 \log \frac{\prod_{j=1}^{n} e^{i\mu_j}}{\prod_{j=1}^{n} e^{i\nu_j}} \right) \quad \text{mod 2} 
\]

(5.6a)

\[
= \frac{1}{2\pi i} \left( \int_{0}^{1/2} A(k_2)^{-1} A'(k_2) \, dk_2 + 2 \log \frac{C(0)}{C(1/2)} \right) \quad \text{mod 2}
\]

(5.6b)

\[
= \frac{1}{2\pi i} \int_{-1/2}^{1/2} C(k_2)^{-1} C'(k_2) \, dk_2 \quad \text{mod 2}
\]

(5.6c)

where:

- \( A(k_2) := \det \alpha(k_2) \), and the prime denotes derivative with respect to \( k_2 \);
- \( \{e^{i\mu_j}\}_{1 \leq j \leq n}, n := m/2, \) (respectively \( \{ e^{i\nu_j}\}_{1 \leq j \leq n} \)) is the set of the doubly degenerate eigenvalues (repeated according to multiplicity) of the matrix \( \alpha(0) \) (respectively \( \alpha(1/2) \));
- \( C(k_2) := \det \gamma(k_2) \), with \( \gamma(k_2) \) as in (5.4).

\textbf{Remark 5.4.} Notice that the branch of the logarithm appearing on the right-hand side of (5.6a) and (5.6b) should be chosen so that the branch cut does not intersect the unit circle in any of the eigenvalues of \( \alpha(0) \) or \( \alpha(1/2) \). If this restriction is satisfied, then the choice of
the branch does not influence the value of $\mathcal{I}(\alpha) \in \mathbb{Z}_2$, as a different choice would shift the logarithm by a multiple of $2\pi i$, and hence the expressions in (5.6a) and (5.6b) are well defined mod 2.

Proof of Proposition 5.3. The computation of the Graf–Porta index requires an “even degenerate” extension $\tilde{\Lambda}$ of the family of eigenvalues of $\{\alpha(k_2)\}_{k_2 \in [0,1/2]}$ to the interval $[-1/2,0]$, but the value of $\mathcal{I}(\alpha)$ is independent of such an extension. We can therefore perform an appropriate choice of $\tilde{\Lambda}$. We define $\tilde{\Lambda}$ as follows: By Kramers degeneracy (Lemma 4.1), the eigenvalues of $\alpha(0)$ and $\alpha(1/2)$ come in pairs. Let $\{e^{\mu_j}, \ldots, e^{\nu_j}\}$, $n = m/2$, be the even-degenerate eigenvalues of $\alpha(0)$, and respectively $\{e^{\overline{\mu_j}}, \ldots, e^{\overline{\nu_j}}\}$ those of $\alpha(1/2)$, as in the statement; the arguments $\mu_j$ and $\nu_j$, $j \in \{1, \ldots, n\}$, are chosen in $[0,2\pi)$. Also, let $W_0$ be the unitary map which diagonalizes $\alpha(0)$, namely $\alpha(0) = W_0 \left( \bigoplus_{j=1}^n e^{\overline{\mu_j}} \mathbf{1}_2 \right) W_0^*$, and analogously let $W_{1/2}$ be the unitary map diagonalizing $\alpha(1/2)$. Define then, for $k_2 \in [-1/2,0]$,

$$\tilde{\alpha}(k_2) := W(k_2) \eta(k_2) W(k_2)^*, \quad \text{where} \quad \eta(k_2) := \bigoplus_{j=1}^n e^{i[(1+2k_2)\mu_j-2k_2\nu_j]} \mathbf{1}_2$$

and where $W(k_2)$ is any continuous path of unitary matrices interpolating $W_{1/2}$ and $W_0$ for $k_2 \in [-1/2,0]$ (such path exists because the unitary group is path-connected\footnote{A possible choice of this path is as follows: Writing $W_{1/2}^{-1} W_0 = e^{iX}$ with $X = X^*$, set $W(k_2) := W_{1/2} e^{i(1+2k_2)X}$, $k_2 \in [-1/2,0]$.}).

Set $\tilde{A}(k_2) := \det \tilde{\alpha}(k_2)$. We compute

$$\int_{-1/2}^0 \tilde{A}(k_2)^{-1} \tilde{A}'(k_2) \, dk_2 = \prod_{j=1}^n \int_{-1/2}^0 e^{-2i[(1+2k_2)\mu_j-2k_2\nu_j]} \partial_{k_2} \left( e^{2i[(1+2k_2)\mu_j-2k_2\nu_j]} \right) \, dk_2$$

$$= 2i \sum_{j=1}^m \mu_j - \nu_j \equiv 2 \log \prod_{j=1}^n e^{\mu_j} - \prod_{j=1}^n e^{\nu_j} \mod (2 \cdot 2\pi i).$$

The products appearing on the right-hand side of the above equality count each of the doubly degenerate eigenvalues of $\alpha(0)$ and $\alpha(1/2)$ only once. Since the matrix $\gamma(0)$ (respectively $\gamma(1/2)$) appearing in (5.3) has by construction doubly degenerate eigenvalues $e^{i\mu_j/2}$ (respectively $e^{i\nu_j/2}$), $j \in \{1, \ldots, n\}$ (compare the proof of Lemma 4.2), the product mentioned before indeed computes its determinant $C(0)$ (respectively $C(1/2)$):

$$2 \log \prod_{j=1}^n e^{\mu_j} - \prod_{j=1}^n e^{\nu_j} = 2 \log \frac{C(0)}{C(1/2)}.$$ 

This concludes the proof of (5.6a) and (5.6b), since by the definition (5.5)

$$\mathcal{I}(\alpha) = \frac{1}{2\pi i} \left( \int_0^{1/2} A(k_2)^{-1} A'(k_2) \, dk_2 + \int_{-1/2}^0 \tilde{A}(k_2)^{-1} \tilde{A}'(k_2) \, dk_2 \right) \mod 2.$$

We come to (5.6c). From (5.4) we deduce at once that

$$A(k_2) := \det \alpha(k_2) = C(k_2) C(-k_2), \quad C(k_2) := \det \gamma(k_2).$$
One can then immediately compute that
\[ A(k_2)^{-1} A'(k_2) = C(k_2)^{-1} C'(k_2) - C(-k_2)^{-1} C'(-k_2). \]

Integrating the above equation for \( k_2 \in [0, 1/2] \) and using the periodicity of \( \alpha(k_2) \) yields
\[
\int_0^{1/2} A(k_2)^{-1} A'(k_2) \, dk_2 = \int_0^{1/2} C(k_2)^{-1} C'(k_2) \, dk_2 - \int_0^{1/2} C(-k_2)^{-1} C'(-k_2) \, dk_2
\]
\[ = \int_0^{1/2} C(k_2)^{-1} C'(k_2) \, dk_2 - \int_{-1/2}^0 C(k_2)^{-1} C'(k_2) \, dk_2. \]

By using now that
\[
\frac{2}{2\pi i} \log \frac{C(0)}{C(1/2)} = \frac{2}{2\pi i} \int_{-1/2}^{0} C(k_2)^{-1} C'(k_2) \, dk_2 \mod 2,
\]
we obtain from the formula (5.6b) we proved above that
\[
\mathcal{I}(\alpha) = \frac{1}{2\pi i} \int_{-1/2}^{1/2} C(k_2)^{-1} C'(k_2) \, dk_2 \mod 2.
\]

The index of the matrix \( \alpha \) is then equal to the parity of the degree of the determinant of the matrix \( \gamma \) appearing in (5.4), introduced in Section 2.5. This concludes the proof. \( \square \)

The above formula (5.6a) shows in particular in a direct way that the index \( \mathcal{I}(\alpha) \) is a homotopy invariant of the family of matrices \( \alpha \). Later we will be able to prove that the Graf-Porta index actually gives a complete homotopy invariant for families of matrices as in Assumption 5.1 (see Theorem 5.12).

**Lemma 5.5.** Let \( \{\alpha_s(k_2)\}_{k_2 \in \mathbb{R}} \), \( s \in [0, 1] \), be a continuous homotopy of families of matrices as Assumption 5.1. Then \( \mathcal{I}(\alpha_s) \) is constant in \( s \), and in particular
\[
\mathcal{I}(\alpha_0) = \mathcal{I}(\alpha_1) \in \mathbb{Z}_2.
\]

**Proof.** The right-hand side of (5.6a) depends continuously only on the spectral properties (determinant and eigenvalues) of the family itself, and is integer-valued: as such, it must be constant.

Notice that the branch cut for the logarithm appearing in (5.6a) can be chosen to be locally constant in \( s \); on the other hand, we have already discussed in Remark 5.4 that a different choice of the branch cut does not affect the parity of the integer which computes \( \mathcal{I}(\alpha) \). This concludes the proof. \( \square \)

The above homotopy invariance can be used to show that families of matrices as in Assumption 5.1 which are sufficiently close to each other have the same \( \mathbb{Z}_2 \) index.

**Proposition 5.6.** Let \( \{\alpha_0(k_2)\}_{k_2 \in \mathbb{R}} \) and \( \{\alpha_1(k_2)\}_{k_2 \in \mathbb{R}} \) be as in Assumption 5.1. Assume that
\[
\sup_{k_2 \in \mathbb{R}} ||\alpha_1(k_2) - \alpha_0(k_2)|| < 2.
\]

Then
\[
\mathcal{I}(\alpha_0) = \mathcal{I}(\alpha_1) \in \mathbb{Z}_2.
\]

**Proof.** Write \( \alpha_0(k_2) = \varepsilon^{-1} \gamma(-k_2) \varepsilon \gamma(k_2) \) as in Lemma 5.2. Consider the matrix
\[
\tilde{\alpha}(k_2) := \varepsilon^{-1} \gamma(-k_2) \varepsilon \alpha_1(k_2) \gamma(k_2)^*.
\]
Then
\[
\varepsilon \tilde{\alpha}(k_2) = \gamma(-k_2) \varepsilon \alpha_1(k_2) \gamma(k_2)^* = \gamma(-k_2) \alpha_1(-k_2) \varepsilon \gamma(k_2)^* = \tilde{\alpha}(-k_2)^{\dagger} \varepsilon
\]
so that the family $\tilde{\alpha}$ is continuous and satisfies \([A_2]\) and \([A_3]\). Moreover

$$\sup_{k_2 \in \mathbb{R}} \| \tilde{\alpha}(k_2) - 1 \| = \sup_{k_2 \in \mathbb{R}} \| \alpha_0(k_2) - \alpha_1(k_2) \| < 2$$

and hence the Cayley transform (Proposition 3.9) defines a continuous periodic logarithm $\tilde{h}$ for $\tilde{\alpha}$ which satisfies also \([3.12]\).

Setting then

$$\alpha_s(k_2) := e^{-1} \gamma(-(k_2)^t) e^{i \cdot s \tilde{h}(k_2)} \gamma(k_2)$$

yields a continuous homotopy between the families $\alpha_0$ and $\alpha_1$, satisfying Assumption 5.1 for all $s \in [0, 1]$. The conclusion then follows from Lemma 5.5. \(\square\)

To conclude this Subsection, we provide also a useful reinterpretation of the $\mathbb{Z}_2$ index $I(\alpha)$ of Graf and Porta as an intersection number.

**Proposition 5.7.** Let $f : [0, 1/2] \to U(1)$ be a continuous map, and denote by $\mathcal{G}$ the corresponding graph. Also, let $\mathcal{L}$ be the union of the graphs of the functions $\lambda_i : [0, 1/2] \to U(1)$, defined by the eigenvalues of the matching matrices $\{\alpha(k_2)\}_{k_2 \in \mathbb{R}}$. Assume that $\mathcal{G}$ and $\mathcal{L}$ intersect transversely finitely many times. Then $I(\alpha)$ equals the parity of the number of crossings of $\mathcal{G}$ with $\mathcal{L}$.

The analogous statement for a constant function $f$ was already used in the proof of the bulk-edge correspondence in [GP]. A sketch of the argument can be also found in [ASV proof of Prop. 5].

**Proof.** The cardinality $\# \{ \mathcal{G} \cap \mathcal{L} \}$ is well-defined in view of the transversality hypothesis. Clearly the number of crossings of the graph of $f$ with all the graphs of the different $\lambda_i$’s equals the sum of the number of crossings of the graph of $f$ with each individual $\lambda_i$; hence we may as well assume that there is only one such curve $\lambda$. Denote this number of crossings by $N$. Also, choose an “even degenerate” extension $\tilde{\lambda}$ of $\lambda$ to $[-1/2, 0]$, as in the construction leading to the definition of $I(\alpha)$, and extend $f$ to $\tilde{f}$ on $[-1/2, 0]$ in order to make the joining function $\tilde{f} \hat{=} f$ even. Then, since each intersection of the graph of $\tilde{f}$ with the one of $\lambda$ is counted twice (due to the “even degeneracy” property of $\tilde{\lambda}$), the parity of $N$ equals the parity of the number of intersections of the graph of $\tilde{f} \hat{=} f$ with the one of $\tilde{\lambda} \hat{=} \lambda$, as periodic functions defined on $[-1/2, 1/2]$ with values in $U(1)$.

Denote this number of intersections mod 2 as $I_2(\tilde{f} \hat{=} f, \tilde{\lambda} \hat{=} \lambda)$. Then $I_2(\tilde{f} \hat{=} f, \tilde{\lambda} \hat{=} \lambda)$ equals the mod 2 intersection number

$$I_2(\tilde{f} \hat{=} f) \times (\tilde{\lambda} \hat{=} \lambda), \Delta_{U(1) \times U(1)}$$

of the graph of the function $(\tilde{f} \hat{=} f) \times (\tilde{\lambda} \hat{=} \lambda) : [-1/2, 1/2] \to U(1) \times U(1)$ with the diagonal $\Delta_{U(1) \times U(1)} \subset U(1) \times U(1)$. In view of the results in [GuPo] Chap. 2, §4, the above quantity is invariant with respect to homotopic changes of the functions it involves. In particular, since we have chosen an even extension of $f$, we have that $\tilde{f} \hat{=} f$ has vanishing winding number, which in turn implies that it is homotopic to a constant map, say equal to $z \in U(1)$. Hence

$$I_2(\tilde{f} \hat{=} f, \tilde{\lambda} \hat{=} \lambda) = I_2(\text{const}, \tilde{\lambda} \hat{=} \lambda) = \#(\tilde{\lambda} \hat{=} \lambda)^{-1}(\{z\}) \mod 2.$$

The right-hand side coincides with the mod 2 reduction of the degree of the map $\tilde{\lambda} \hat{=} \lambda$ [GuPo] Chap. 3, §3, which by definition is exactly the index $I(\alpha)$. Putting this chain of equalities together allows us to conclude that $N \equiv I(\alpha) \mod 2$, as claimed. \(\square\)
5.3. **Construction of the approximants.** We come back to the construction of continuous and periodic (respectively symmetric) Bloch frames for a 2-dimensional family of orthogonal projectors \( \{ P(k) \}_{k \in \mathbb{R}^2} \). We saw in Section 3 how this problem can be restated in terms of \( \alpha \) (see Problem 3.6), and is then equivalent to the construction of a family \( \beta = \{ \beta(k) \}_{k \in \mathbb{R}^2} \) which satisfies the following properties:

- \( \beta_1 \) the map \( \mathbb{R}^2 \ni k \mapsto \beta(k) \in U(m) \) is continuous;
- \( \beta_2 \) the map \( (k_1, k_2) \mapsto \beta(k_1, k_2) \) is \( \mathbb{Z} \)-periodic in \( k_2 \) and satisfies 
  \[ \beta(k_1, k_2)^{-1} \alpha(k_2) \beta(k_1 + 1, k_2) = 1 \]
  for all \( (k_1, k_2) \in \mathbb{R}^2 \);
- \( \beta_3 \) for all \( k \in \mathbb{R}^2 \)
  \[ \beta(-k) = e^{-1} \beta(k) e \]
  holds.

Moreover, owing to Proposition 3.10, the construction of \( \beta \) with the above properties can be performed whenever \( \alpha \) is sufficiently close to a family of unitary matrices which admits a "good logarithm". We then employ the strategy of constructing such approximants in order to prove the following result, which is just a reformulation of parts (2) and (3) of Theorem 3.7.

**Theorem 5.8.** Let \( \{ \alpha(k_2) \}_{k_2 \in \mathbb{R}} \) be as in Assumption 5.1.

1. There exists a family \( \{ \beta(k) \}_{k \in \mathbb{R}^2} \) of \( m \times m \) unitary matrices satisfying \( (B_1) \) and \( (B_2) \). Moreover, this family can be explicitly constructed.
2. Assume that \( I(\alpha) = 0 \in \mathbb{Z}^2 \), where \( I(\alpha) \) is given by (5.5). Then the above family \( \beta \) can be constructed so that also \( (B_3) \) holds.
3. Conversely, if there exists a family of unitary matrices \( \beta \) satisfying \( (B_1) \) \( (B_2) \) and \( (B_3) \), then \( I(\alpha) = 0 \in \mathbb{Z}^2 \).

In the rest of the Subsection, we prove parts (0) and (1) of Theorem 5.8; part (2) will be proved in the next Subsection. The strategy of the proof can be summarized as follows:

- we construct approximants for the family \( \alpha \) with "generic" spectral properties (see Proposition 5.9);
- we show that these spectral conditions allow the possibility to produce a branch cut in the resolvent of the approximating matrices (see Proposition 5.10); this may require a topological obstruction to vanish;
- we show that the branch cut chosen above defines in turn a "good logarithm" for the approximants (see Proposition 5.11);
- we appeal to Proposition 3.10 to construct the required family \( \beta \).

We detail the above steps in what follows.

5.3.1. **Removal of extra degeneracies.** The first step is to put the matrix \( \alpha \) in a "generic form", in order to remove crossings of eigenvalues of \( \alpha \) other than the ones prescribed by Kramers degeneracy (Lemma 4.1). This will define the required approximants.

**Proposition 5.9.** Let \( \{ \alpha(k_2) \}_{k_2 \in \mathbb{R}} \) be as in Assumption 5.1.

1. There exists a continuous and \( \mathbb{Z} \)-periodic family of unitary matrices \( \{ \alpha_{\text{gap}}(k_2) \}_{k_2 \in \mathbb{R}} \) with non-degenerate even spectrum, \( \sigma(\alpha_{\text{gap}}(k_2)) = \sigma(\alpha_{\text{gap}}(-k_2)) \), and such that 
  \[ \sup_{k_2 \in \mathbb{R}} \| \alpha(k_2) - \alpha_{\text{gap}}(k_2) \| < 2. \]

Moreover, \( \alpha_{\text{gap}} \) can be explicitly constructed.
There exists a continuous and $\mathbb{Z}$-periodic family of unitary matrices $\{\alpha_{\text{gen}}(k_2)\}_{k_2 \in \mathbb{R}}$, which is real analytic around half-integer values of $k_2$, such that

$$\varepsilon \alpha_{\text{gen}}(k_2) = \alpha_{\text{gen}}(-k_2)^{\dagger} \varepsilon,$$

with non-degenerate spectrum away from half-integer values of $k_2$, doubly degenerate spectrum at half-integer values of $k_2$, and such that

$$\sup_{k_2 \in \mathbb{R}} \|\alpha(k_2) - \alpha_{\text{gen}}(k_2)\| < 2.$$

Moreover, $\alpha_{\text{gen}}$ can be explicitly constructed.

The proof of Proposition 5.9 is rather technical, and is deferred to Appendix A (see Propositions A.3 and A.4). The existence results of approximants with the required spectral properties could be argued by means of genericity arguments [vNW], but we seek an explicit construction, in order to make the argument as “algorithmic” as possible, in view of possible numerical implementations.

Figure 1 depicts the spectrum of a family of matrices $\alpha$ as in Assumption 5.1, while Figure 2 illustrates the “generic” spectrum of $\alpha_{\text{gen}}$, in the half-period $[0, 1/2]$. The family $\alpha_{\text{gap}}$ is obtained by further lifting the double (Kramers) degeneracies of $\alpha_{\text{gen}}$ at $k_2 = 0$ and $k_2 = 1/2$, in a way that preserves the symmetry of the spectrum under the exchange $k_2 \to -k_2$ (Proposition A.4).

**Figure 1.** The spectrum of $\alpha(k_2)$. In each red circle, an eigenvalue crossing occurs.

### 5.3.2. The branch cut

We now define a ($k_2$-dependent) branch cut to compute the logarithms of $\alpha_{\text{gap}}$ and $\alpha_{\text{gen}}$.

**Proposition 5.10.** Let $\{\alpha(k_2)\}_{k_2 \in \mathbb{R}}$ be a family of unitary matrices as in Assumption 5.1.

1. Let $\{\alpha_{\text{gap}}(k_2)\}_{k_2 \in \mathbb{R}}$ be as in Proposition 5.9(1). Then one can construct a continuous, $\mathbb{Z}$-periodic and even function $\phi_{\text{gap}} : \mathbb{R} \to \mathbb{R}$ such that $e^{i \phi_{\text{gap}}(k_2)}$ lies in the resolvent set of $\alpha_{\text{gap}}(k_2)$ for all $k_2 \in \mathbb{R}$. 
\[
\alpha_{\text{gen}}(k_2) := \frac{\phi_1(k_2) + \phi_2(k_2)}{2}, \quad k_2 \in \mathbb{R}.
\]

Then \(e^{i\phi_{\text{gap}}(k_2)}\) indeed lies in the resolvent set of \(\alpha_{\text{gen}}(k_2)\) and satisfies all the other required properties.

The proof of (2) is more involved. Let \(a \in \mathbb{R}\) be such that all the arguments of the \(n\) distinct eigenvalues of \(\alpha_{\text{gen}}(0)\) lie in \((a, a + 2\pi)\). To streamline the notation, we assume without loss of generality that \(a = 0\). By continuity, from each of the distinct eigenvalues of \(\alpha_{\text{gen}}(0)\) stem two eigenvalues for small positive \(0 < k_2 \leq \epsilon_0\), since \(\alpha_{\text{gen}}(k_2)\) has non-degenerate spectrum in \((0, 1/2)\). Moreover, if \(\epsilon_0\) is small enough, one can choose the arguments of these eigenvalues to lie in \([0, 2\pi]\) for all \(k_2 \in [0, \epsilon_0]\) (i.e. the eigenvalues do not wind around the unit circle in this interval); they will also be distinct in view of the non-degeneracy of the spectrum of \(\alpha_{\text{gen}}(k_2)\). We then label these eigenvalues \(\{\lambda_i(k_2) = e^{i\phi_i(k_2)}\}_{1 \leq i \leq m} = \sigma(\alpha_{\text{gen}}(k_2)),\) for \(k_2 \in [0, \epsilon_0]\), with respect to the increasing order of their arguments: \(0 \leq \phi_1(k_2) < \cdots < \phi_m(k_2) < 2\pi\). This labelling can be employed in the whole \([0, 1/2]\), and leads to a continuous choice of the definition of the arguments \(\phi_i(k_2)\); the order condition may of course be lost.

We fix a small \(\phi_{1/2} > 0\) and choose \(\epsilon_1 > 0\) so small that the following hold. With respect to a possibly different increasing labelling, the arguments \(\{\phi_j(k_2)\}_{1 \leq j \leq m}\) of the eigenvalues of
\[ \alpha_{\text{gen}}(k_2) \] can be chosen in \([0, 2\pi)\) for \(k_2 \in [1/2 - \epsilon_1, 1/2]\), and depend analytically on \(k_2\) on the same interval: this can be achieved in view of the (local) real analyticity of \(\alpha_{\text{gen}}(k_2)\) around half-integer values of \(k_2\), which implies by the Analytic Rellich Theorem [CHN Sec. 2.7.4] that also its eigenvalues can be chosen to be real analytic. We also require that

\[ \phi_{2j+1}(k_2) - \phi_{2j}(k_2) > \frac{\phi_{1/2}}{2}, \quad j \in \{1, \ldots, n\}, \quad k_2 \in \left[\frac{1}{2} - \epsilon_1, \frac{1}{2}\right], \quad \phi_{2n+1}(k_2) := 2\pi. \quad (5.7) \]

Moreover, we require that the gaps \(\Delta_j(k_2) := \phi_{2j}(k_2) - \phi_{2j-1}(k_2)\), for \(j \in \{1, \ldots, n\}\), be strictly monotonic decreasing in the same interval (with \(\Delta_j(1/2) = 0\) due to Kramers degeneracy of \(\alpha_{\text{gen}}(1/2)\)): this is possible again in view of the real analyticity condition, at the price of taking possibly a smaller \(\epsilon_1\). The region

\[ \Gamma_j := \bigcup_{k_2 \in [1/2 - \epsilon_1, 1/2]} [\phi_{2j-1}(k_2), \phi_{2j}(k_2)] \]

between two subsequent eigenvalues of \(\alpha_{\text{gen}}(k_2)\) joining in the same eigenvalue of \(\alpha_{\text{gen}}(1/2)\) will be called the \(j\)-th cusp. Notice that there are exactly \(n\) cusps and that they are all disjoint, if \(\epsilon_1\) is small enough, because \(\alpha_{\text{gen}}(1/2)\) has exactly \(n\) distinct eigenvalues and \(\alpha_{\text{gen}}(k_2)\) has non-degenerate spectrum for \(k_2 \in (0, 1/2)\). The width of the \(j\)-th cusp is given exactly by the value of the function \(\Delta_j\), and is then shrinking to 0.

Let \(\phi_0 > 0\) be such that \(\phi_m(k_2) < \phi_m(k_2) + \phi_0 < 2\pi\) for all \(k_2 \in [0, \epsilon_0].\) Also let \(g > 0\) denote the minimal gap between the eigenvalues of \(\alpha_{\text{gen}}(k_2)\) for \(k_2 \in [\epsilon_0, 1/2 - \epsilon_1]\). Define

\[ \phi_{\text{gen}}(k_2) := \phi_m(k_2) + b_0, \quad \text{where} \quad b_0 := \min \left\{ \phi_0, \frac{\phi_{1/2}}{3}, \frac{g}{3} \right\}. \]

The choice of the curve lying in the resolvent of \(\alpha_{\text{gen}}\) will then be \(f(k_2) := e^{i\phi_{\text{gen}}(k_2)}\), for \(k_2 \in [0, 1/2]\) (Figure 3). This curve will indeed not intersect the spectrum of \(\alpha_{\text{gen}}(k_2)\) for \(k_2 \in [0, \epsilon_0]\) because its argument is greater than the arguments of any of the eigenvalues (the difference with the largest of them being at least \(\phi_0\)), and neither will it intersect the spectrum in \([\epsilon_0, 1/2 - \epsilon_1]\) because of the gap condition.
We claim that the curve traced by $f(k_2)$ for $k_2 \in [1/2 - \epsilon_1, 1/2]$ still continues not to intersect the spectrum. Indeed, if $f(1/2 - \epsilon_1)$ is outside all the cusps, then its graph is parallel to one of the “even” eigenvalues $\phi_{2j}$, and will end up on top of $\phi_{2j}(1/2)$ without ever touching the spectrum. If instead $f(1/2 - \epsilon_1)$ were inside one of the cusps, say in the $j$-th one, then the graph of $f$ would be parallel to the one of $\phi_{2j-1}$, namely

$$f(k_2) = \phi_{2j-1}(k_2) + b_0.$$  

Define $\tilde{\Delta}(k_2) := \phi_{2j}(k_2) - f(k_2) = \Delta_j(k_2) - b_0$. Since $\Delta_j$ is by assumption monotone decreasing, then so is $\tilde{\Delta}$; moreover, $\tilde{\Delta}$ changes sign in the interval $[1/2 - \epsilon_1, 1/2]$, passing from being positive to negative. Notice that the choice of $b_0$ also guarantees that the curve traced by the graph of $f$ does not enter $\Gamma_{j+1}$ after exiting $\Gamma_j$, in view of (5.7) and the fact that $b_0 \leq \phi_1/2/3$. It follows that $f(k_2)$ crosses the spectrum of $\alpha(k_2)$ (more precisely the eigenvalue $\phi_{2j}(k_2)$) exactly once (Figure 4). This would produce an example of a continuous curve intersecting the graphs of the eigenvalues of $\alpha_{\text{gen}}(k_2)$ an odd number of times: this contradicts the hypothesis that $I(\alpha) = I(\alpha_{\text{gen}}) = 0 \in \mathbb{Z}_2$ in view of Proposition 5.7. Notice that indeed $I(\alpha_{\text{gen}}) = I(\alpha)$ in view of Proposition 5.6, because the two families are uniformly norm-close to each other.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{The logarithm branch cut (dashed line) must cross the eigenvalues when $I(\alpha_{\text{gen}}) = 1$. The shaded area are the cusps around the doubly-degenerate eigenvalues of $\alpha_{\text{gen}}(1/2)$.}
\end{figure}

Since the spectrum of $\alpha_{\text{gen}}(k_2)$ is even-symmetric in $k_2$ (as follows from (A3)), we can extend $f(k_2)$ to negative $k_2 \in [-1/2, 0]$ by taking the even extension, and its graph will still not intersect the spectrum of $\alpha_{\text{gen}}$. The periodicity of the spectrum of $\alpha_{\text{gen}}$ implies that the graph of the $\mathbb{Z}$-periodic extension of $f$ (that is, of $\phi_{\text{gen}}$) to $\mathbb{R}$ will still always lie in the resolvent set. This concludes the proof. \hfill \square

5.3.3.\textit{Logarithms for the approximants.} We conclude the argument leading to the proof of parts (0) and (1) from Theorem 5.8 (or equivalently of parts (2(a)) and (3) from Theorem 2.5 in view of Proposition 5.3) by using the Cayley transform method.
Proposition 5.11. Let \( \{\alpha_{\text{gap}}(k_2)\}_{k_2 \in \mathbb{R}} \) and \( \{\alpha_{\text{gen}}(k_2)\}_{k_2 \in \mathbb{R}} \) be as in Proposition 5.9. Then it is possible to construct continuous families \( \{h_{\text{gap}}(k_2)\}_{k_2 \in \mathbb{R}} \) and \( \{h_{\text{gen}}(k_2)\}_{k_2 \in \mathbb{R}} \) of matrices, with

\[
\begin{align*}
  h_{\text{gap}}(k_2) &= h_{\text{gap}}(k_2)^* = h_{\text{gap}}(k_2 + 1), \\
  h_{\text{gen}}(k_2) &= h_{\text{gen}}(k_2)^* = h_{\text{gen}}(k_2 + 1), \quad \varepsilon h_{\text{gen}}(k_2) = h_{\text{gen}}(-k_2)^t \varepsilon,
\end{align*}
\]
such that

\[
\alpha_{\text{gap}}(k_2) = e^{i h_{\text{gap}}(k_2)} \quad \text{and} \quad \alpha_{\text{gen}}(k_2) = e^{i h_{\text{gen}}(k_2)}.
\]

Proof. Define for \( k_2 \in \mathbb{R} \)

\[
\tilde{\alpha}_{\text{gap}}(k_2) := e^{i (\pi - \phi_{\text{gap}}(k_2))} \alpha_{\text{gap}}(k_2), \quad \tilde{\alpha}_{\text{gen}}(k_2) := e^{i (\pi - \phi_{\text{gen}}(k_2))} \alpha_{\text{gen}}(k_2),
\]

with \( \phi_{\text{gap}} \) and \( \phi_{\text{gen}} \) as in Proposition 5.10. Then \(-1\) lies in the resolvent set of \( \tilde{\alpha}_{\text{gap}}(k_2) \) and \( \tilde{\alpha}_{\text{gen}}(k_2) \) for all \( k_2 \in \mathbb{R} \), and moreover \( \varepsilon \tilde{\alpha}_{\text{gen}}(k_2) = \tilde{\alpha}_{\text{gen}}(-k_2)^t \varepsilon \) because \( \phi_{\text{gen}}(k_2) = \phi_{\text{gen}}(-k_2) \). Thus, Proposition 5.9 can be applied to these two families of matrices, and yields

\[
\begin{align*}
  \tilde{\alpha}_{\text{gap}}(k_2) &= e^{i \tilde{h}_{\text{gap}}(k_2)}, \quad \tilde{h}_{\text{gap}}(k_2) = \tilde{h}_{\text{gap}}(k_2)^* = \tilde{h}_{\text{gap}}(k_2 + 1), \\
  \tilde{\alpha}_{\text{gen}}(k_2) &= e^{i \tilde{h}_{\text{gen}}(k_2)}, \quad \tilde{h}_{\text{gen}}(k_2) = \tilde{h}_{\text{gen}}(k_2)^* = \tilde{h}_{\text{gen}}(k_2 + 1), \quad \varepsilon \tilde{h}_{\text{gen}}(k_2) = \tilde{h}_{\text{gen}}(-k_2)^t \varepsilon.
\end{align*}
\]

Setting

\[
\begin{align*}
  h_{\text{gap}}(k_2) &= (-\pi + \phi_{\text{gap}}(k_2))1 + \tilde{h}_{\text{gap}}(k_2), \quad h_{\text{gen}}(k_2) := (-\pi + \phi_{\text{gen}}(k_2))1 + \tilde{h}_{\text{gen}}(k_2),
\end{align*}
\]

we obtain

\[
\begin{align*}
  \alpha_{\text{gap}}(k_2) &= e^{i h_{\text{gap}}(k_2)}, \quad \alpha_{\text{gen}}(k_2) = e^{i h_{\text{gen}}(k_2)},
\end{align*}
\]

with logarithms which satisfy all the required properties. \( \square \)

5.4. \( I \) as a topological obstruction. In the previous Subsection we showed how the condition \( I(\alpha) = 0 \in \mathbb{Z}_2 \), with \( \alpha \) the family of matching matrices and \( I(\alpha) \) as in (5.3), is sufficient for the existence of a family of unitary matrices \( \beta \) satisfying \([B_1]\) \([B_2]\) and \([B_3]\). We show now that the condition is also necessary. This concludes the proof of Theorem 5.8 (or equivalently of Theorem 2.5), characterizing completely the condition \( I = 0 \in \mathbb{Z}_2 \) as the (topological) obstruction to a continuous and symmetric Bloch frame in \( d = 2 \).

Proof of Theorem 5.8[4]. In view of Remark 8.4 we can without loss of generality assume that \( \beta(0, k_2) \equiv 1 \) for all \( k_2 \in \mathbb{R} \). Evaluating \([B_2]\) at \( k_1 = -1/2 \) and using \([B_3]\) yields

\[
\alpha(k_2) = \beta(-1/2, k_2) \beta(1/2, k_2)^{-1} = \varepsilon^{-1} \beta(1/2, -k_2) \varepsilon \beta(1/2, k_2)^{-1}.
\]

By setting

\[
\gamma(k_2) := \beta(1/2, k_2)^{-1}
\]

the above can then be rewritten as

\[
\alpha(k_2) = \varepsilon^{-1} \gamma(-k_2)^t \varepsilon \gamma(k_2).
\]

Notice that this definition agrees at \( k_2 = 0 \) and \( k_2 = 1/2 \) with the matrices \( \gamma(0) \) and \( \gamma(1/2) \) appearing in (5.3), and gives an alternative proof of Lemma 5.2 under the additional hypothesis of the existence of \( \beta \).

Define now \( B(k_1, k_2) := \det \beta(k_1, k_2)^{-1} \) and

\[
d(k_1) := \frac{1}{2\pi} \int_{-1/2}^{1/2} B(k_1, k_2)^{-1} B'(k_1, k_2) \, dk_2, \quad k_1 \in \mathbb{R}.
\]
The function $d$ is integer-valued, because for fixed $k_1$ it computes the degree of the determinant of $\beta(k_1, \cdot)^{-1}$, and continuous in $k_1$, as $\beta(k)$ depends continuously on $k$: as such, it is constant. Since $\beta(0, k_2) \equiv 1$, we have that $d(0) = 0$. On the other hand, in view of our definition of $\gamma$ we have that $d(1/2)$ computes the degree of $\det \gamma$, as in $[2.6]$. Since the latter appears on the right-hand side of formula (5.6c) for $I(\alpha)$, we conclude that $I(\alpha) = 0 \in \mathbb{Z}_2$, as wanted. \hfill \Box

5.5. $I$ as a complete homotopy invariant. As a corollary of Theorem 5.8[1], we can prove that the Graf–Porta $\mathbb{Z}_2$ index completely characterizes families of matrices as in Assumption 5.1 up to homotopy. The next statement is just a reformulation of Theorem 2.6.

**Theorem 5.12.** Let $\alpha_0 = \{\alpha_0(k_2)\}_{k_2 \in \mathbb{R}}$ and $\alpha_1 = \{\alpha_1(k_2)\}_{k_2 \in \mathbb{R}}$ be as in Assumption 5.1. Then there exists a continuous homotopy $\alpha_s = \{\alpha_s(k_2)\}_{k_2 \in \mathbb{R}}$, $s \in [0, 1]$, which connects $\alpha_0$ and $\alpha_1$ via families as in Assumption 5.1 if and only if

\[ I(\alpha_0) = I(\alpha_1) \in \mathbb{Z}_2. \] (5.9)

**Proof.** The “only if” statement was already proved in Lemma 5.5 (and used in the proof of Proposition 5.10 leading to Theorem 5.8[1]). Thus we only need to prove the converse statement.

Write

\[ \alpha_0(k_2) = \varepsilon^{-1} \gamma_0(-k_2)^t \in \gamma_0(k_2), \quad \alpha_1(k_2) = \varepsilon^{-1} \gamma_1(-k_2)^t \in \gamma_1(k_2), \]

as in Lemma 5.2. Define

\[ \alpha(k_2) := \varepsilon^{-1} \gamma_0(-k_2) \varepsilon \alpha_1(k_2) \gamma_0(k_2)^*. \]

Then an easy computation leads to

\[ \alpha(k_2) = \varepsilon^{-1} \gamma(-k_2)^t \in \gamma(k_2), \quad \text{with} \quad \gamma(k_2) := \gamma_1(k_2) \gamma_0(k_2)^*. \]

It follows again from Lemma 5.2 that $\alpha$ defines a continuous, $\mathbb{Z}$-periodic and TRS family of unitary matrices. We compute its $\mathbb{Z}_2$ index by means of (5.6c): we obtain

\[ I(\alpha) \equiv \deg([\det \gamma]) = \deg([\det \gamma_1]) - \deg([\det \gamma_0]) \equiv I(\alpha_1) - I(\alpha_0) \equiv 0 \mod 2 \]

in view of the hypothesis (5.9).

It now follows from Theorem 5.8[1] that there exists a family $\beta$ of unitary matrices which satisfies $[B_1]$, $[B_2]$ and $[B_3]$ with respect to $\alpha$. In particular, evaluating $[B_2]$ at $k_1 = -1/2$ we obtain

\[ \alpha(k_2) = \beta(-1/2, k_2) \beta(1/2, k_2)^{-1}. \]

It is then immediately realized that

\[ \alpha_s(k_2) := \varepsilon^{-1} \gamma_0(-k_2)^t \varepsilon \beta(-s/2, k_2) \beta(s/2, k_2)^{-1} \gamma_0(k_2) \]

gives a continuous homotopy between $\alpha_0$ and $\alpha_1$ with all the required properties. \hfill \Box
6. More on the $\mathbb{Z}_2$ invariant

This Section is devoted to a more thorough investigation of the rôle of the $\mathbb{Z}_2$ invariant which appeared in the construction of continuous and symmetric Bloch frames for a 2-dimensional family of projectors $\{P(k)\}_{k \in \mathbb{R}^2}$ as in Assumption 2.1, and in its reformulation in terms of the family $\alpha$ of matching matrices as in Assumption 5.1. We saw indeed that the existence of such frames is equivalent to the condition $I = 0 \in \mathbb{Z}_2$, with $I = I(\alpha)$ as in (5.5). This condition seems however to be dependent on the choice of a continuous symmetric Bloch frame for the 1-dimensional restriction $\{P(0, k_2)\}_{k_2 \in \mathbb{R}}$, which then defines the associated family of matching matrices by (5.1).

To show that, instead, the Graf–Porta index $I \in \mathbb{Z}_2$ can be recognized as a true topological invariant of the family of projectors, we prove in Theorem 6.1 that it agrees numerically with the $\mathbb{Z}_2$ invariant $\delta$ defined in [FMP2] exactly as the invariant quantifying the topological obstruction to the existence of a continuous and symmetric Bloch frame in $d = 2$. The index $I$ hence “inherits” from $\delta$ all its properties, characterizing in particular the isomorphism class of its associated Bloch bundle. In turn, by means of the relation between $\delta$ and $I$ we will be able to prove a formula for the $\mathbb{Z}_2$ invariant (compare (6.14)) which depends purely on geometric terms, namely the Berry connection and Berry curvature associated to the family of projectors.

6.1. The Fiorenza–Monaco–Panati invariant $\delta$. For the reader’s convenience, we briefly recall how the $\mathbb{Z}_2$ invariant $\delta$ introduced in [FMP2] is defined.

Given a family of projectors $\{P(k)\}_{k \in \mathbb{R}^2}$ satisfying Assumption 2.1, the strategy employed in [FMP2] to construct a continuous symmetric Bloch frame consists in considering any continuous frame $\Psi(k)$, defined for $k$ in the effective unit cell

\[ \mathbb{B}_{\text{eff}} := \left\{ k = (k_1, k_2) \in \mathbb{R}^2 : 0 \leq k_1 \leq \frac{1}{2}, -\frac{1}{2} \leq k_2 \leq \frac{1}{2} \right\}, \]

and try to modify it into a frame $\Phi(k)$ which satisfies certain conditions on the boundary $\partial \mathbb{B}_{\text{eff}}$ (compare (V) and (E) in [FMP2], Prop. 1), that allow to impose TRS and periodicity to obtain a continuous, symmetric frame on the whole $\mathbb{R}^2$. This modification is performed on high-symmetry points (vertices) of the effective unit cell, and then extended to the edges on the boundary of $\mathbb{B}_{\text{eff}}$, which connect them. Such a frame can then be constructed on $\partial \mathbb{B}_{\text{eff}}$, but its extension to the interior of $\mathbb{B}_{\text{eff}}$ is in general topologically obstructed. To compute such obstruction, one defines the unitary-matrix-valued map $U : \partial \mathbb{B}_{\text{eff}} \to U(m)$ by setting

\[ \Phi(k) = \Psi(k) \triangleleft U(k), \quad k \in \partial \mathbb{B}_{\text{eff}}. \]  

Thus by definition $U(k)$ maps the input frame $\Psi(k)$ to the modified, symmetric frame $\Phi(k)$ for $k \in \partial \mathbb{B}_{\text{eff}}$. The extension of the frame $\Phi$ on the inside of $\mathbb{B}_{\text{eff}}$ can be then performed in a continuous way and preserving all the symmetries if and only if

\[ \delta := \text{deg}(|\det U|) \mod 2 \]  

vanishes (see [FMP2], Thm. 2]). The quantity $\delta \in \mathbb{Z}_2$ defined by the above relation can be shown to be a topological invariant of the family of projectors $\{P(k)\}_{k \in \mathbb{R}^2}$, in the sense that its value does not depend on the choices performed in the construction sketched above, and that it remains unchanged under homotopic deformations which preserve the conditions stated in Assumption 2.1.
6.1.1. The unitary $U(k)$. We recall also the definition of $U$, as this will be convenient in what follows. Given the frame $\Psi(k)$, one computes the obstruction unitaries $U_{\text{obs}}(k_*)$ by

$$\theta \Psi(k_*) \triangleq \Psi(k_*) \triangleq U_{\text{obs}}(k_*), \quad \text{for } k_* \in V,$$

where

$$V := \left\{ (0, 0), \left(0, -\frac{1}{2}\right), \left(\frac{1}{2}, 0\right), \left(\frac{1}{2}, -\frac{1}{2}\right) \right\}.$$  

(6.3)

One can show that $U_{\text{obs}}(k_*)$ satisfies

$$\varepsilon U_{\text{obs}}(k_*) = U_{\text{obs}}(k_*)^\dagger \varepsilon$$

and that this implies the existence of a matrix $U(k_*)$ such that

$$U_{\text{obs}}(k_*) = U(k_*) \varepsilon^{-1} U(k_*)^\dagger \varepsilon$$

(see [FMP2] Lemma 1; compare also [Sch2] Thm. 1 and [Hua]). To obtain $U(k_*)$ explicitly, one writes $U_{\text{obs}}(k_*) = e^{iM(k_*)}$, with $M(k_*) = M(k_*)^*$ a self-adjoint matrix whose spectrum is contained in $[0, 2\pi)$, and sets

$$U(k_*) := e^{iM(k_*)/2}.$$  

(6.4)

Once $U(k_*)$ is defined at the four points $k_* \in V$, one chooses an arbitrary interpolation $\tilde{U}$ between these matrices defined on $S := \partial B_{\text{eff}} \setminus \{k_2 \leq 0\}$, i.e. on the four edges joining these four points in $\partial B_{\text{eff}}$. This can always be done because the unitary group $U(m)$ is path-connected. Once this is done, one defines

$$\tilde{\Phi}(k) := \Psi(k) \triangleq \tilde{U}(k), \quad k \in S,$$

and extends the definition of $\tilde{\Phi}$ to the whole $\partial B_{\text{eff}}$ by setting

$$\Phi(k) := \begin{cases} 
\tilde{\Phi}(k) & \text{if } k \in S, \\
\tilde{\Phi}(k_1, -1/2) & \text{if } k = (k_1, 1/2), \ k_1 \in [0, 1/2], \\
\theta \tilde{\Phi}(k_*, -k_2) \triangleq \varepsilon & \text{if } k = (k_*, k_2), \ k_* \in [0, 1/2], \ k_2 \in [0, 1/2].
\end{cases}$$

(6.5)

This definition of $\Phi(k)$ guarantees that it is periodic and TRS, where it is defined. One can then extend the definition of the unitary $U$ from $S$ to the whole $\partial B_{\text{eff}}$, by comparing the frame $\Phi(k)$ and the frame $\Psi(k)$ as in (6.1). With this $U: \partial B_{\text{eff}} \rightarrow U(m)$, one can then compute the $\mathbb{Z}_2$ invariant $\delta$ as in (6.2).

6.1.2. Relation between $U$ and $\alpha$. We now relate the matching matrix $\alpha$ to the unitary $U$ that can be computed, via the procedure illustrated in Section 6.1 from the frame $\Psi(k)$ constructed in (3.3) by means of parallel transport. Notice first that by (6.1) and (6.5) it follows that

$$U(1/2, k_2) = \tilde{U}(1/2, k_2) \iff k_2 \in [-1/2, 0].$$

We study now how $U(1/2, k_2)$ is defined for $k_2 \in [0, 1/2]$. We have, in view of the TRS of $\Psi(k)$,

$$\Phi(1/2, k_2) = \theta \tilde{\Phi}(1/2, -k_2) \triangleq \varepsilon = \theta \left(\Psi(1/2, -k_2) \triangleq \tilde{U}(1/2, -k_2)\right) \triangleq \varepsilon$$

$$= \theta \Psi(1/2, -k_2) \triangleq \left(U(1/2, -k_2) \varepsilon\right)$$

$$= \Psi(-1/2, k_2) \triangleq \left(\varepsilon^{-1} U(1/2, -k_2) \varepsilon\right)$$

$$= \Psi(1/2, k_2) \triangleq \left(\alpha(k_2)^{-1} \varepsilon^{-1} U(1/2, -k_2) \varepsilon\right).$$

By comparing the above relation with the defining identity

$$\Phi(1/2, k_2) = \Psi(1/2, k_2) \triangleq U(1/2, k_2)$$


and the already proved relation $U(1/2, -k_2) = \tilde{U}(1/2, -k_2)$ for $k_2 \in [0, 1/2]$, we conclude by the freeness of the $U(m)$-action on $m$-frames that

$$U(1/2, k_2) = \alpha(k_2)^{-1} \varepsilon^{-1} \tilde{U}(1/2, -k_2) \varepsilon,$$

or equivalently

$$\alpha(k_2) = \varepsilon^{-1} \tilde{U}(1/2, -k_2) \varepsilon U(1/2, k_2)^{-1}. \quad (6.7)$$

Notice also that by setting

$$\gamma(k_2) := U(1/2, k_2)^{-1} \quad (6.8)$$

then (6.7) reduces exactly to (5.4). This gives an alternative proof of Lemma 5.2.

6.2. **Equivalence between $I$ and $\delta$.** Having reviewed the definition of both the Graf–Porta index $I$ and the Fiorenza–Monaco–Panati invariant $\delta$, both associated to 2-dimensional continuous periodic families of projectors enjoying a fermionic time-reversal symmetry, we are finally able to prove that two $\Z_2$ indices agree numerically.

**Theorem 6.1.** Let $\{P(k)\}_{k \in \R^2}$ be a family of projectors satisfying Assumption 2.1. Let $\Psi$ be the Bloch frame for $\{P(k)\}_{k \in \R^2}$ defined in (3.4). Define the corresponding matching matrix $\alpha$ as in (3.4) and the unitary matrix $U$ as in (6.1). Then

$$I(\alpha) \equiv \deg([\det U]) \mod 2, \quad \text{or equivalently} \quad I(\alpha) = \delta \in \Z_2.$$

**Proof.** Observe that, if the frame $\Psi(k)$ that is used to compute the family of matching matrices $\alpha$ is the one appearing in (3.3), then $U(0, k_2) \equiv 1$, as $\Psi(0, k_2) = \Xi(0, k_2)$ is already continuous and symmetric. Moreover, the interpolation of $\tilde{U}(k_1, -1/2)$ between $U(0, -1/2)$ and $U(1/2, -1/2)$, the latter being computed in terms of the obstruction matrices $\mathcal{U}_\hbar(k_1)$ via (6.5), is not actually relevant for the evaluation of the degree of $\det U(k)$ along $\partial \mathcal{B}_\eff$, since periodicity in $k_2$ of the frames $\Phi(k)$ and $\Psi(k)$, which are mapped to each other through $U(k)$, dictate that also $U(k_1, 1/2) = \tilde{U}(k_1, -1/2)$ for $k_1 \in [0, 1/2]$ (compare (6.6)). This implies in particular that, using the integral formula in (2.6) to evaluate $\deg([\det U])$, the contributions coming from integrating along the two short edges $\{k_1 \in [0, 1/2], k_2 = \pm 1/2\}$ of $\partial \mathcal{B}_\eff$ cancel each other out. We deduce that, with the choice of $\Psi$ that we did above,

$$\deg([\det U]) = \frac{1}{2\pi i} \int_{-1/2}^{1/2} (\det U(1/2, k_2))^{-1} \partial_{k_2} \det U(1/2, k_2) \, dk_2. \quad (6.9)$$

We can conclude then, in view of the formula (5.6c) for the Graf–Porta index and owing to (6.8), that

$$I(\alpha) \equiv - \deg([\det U]) \equiv \delta \mod 2$$

as claimed. \qed

6.3. **Geometric formula for the $\Z_2$ invariant.** In view of the equality between the Fiorenza–Monaco–Panati and the Graf–Porta $\Z_2$ invariants (Theorem 6.1), we can express the $\Z_2$ invariant $\delta$ defined in (6.2) in terms of the family of matching matrices $\alpha$ appearing in (3.4). The latter is in turn related to the parallel transport operator $T_{k_2}(1, 0)$ via (5.1): we want to exploit this connection to express $\delta$ in more geometric terms.

In order to do so, we first need to express (5.1) in a somewhat more intrinsic form. To this end, we begin by noticing that the parallel transport unitary $T(k_2) := T_{k_2}(1, 0) \in U(\mathcal{H})$ maps the range of the projector $P(0, k_2)$ into that of $P(1, k_2) = P(0, k_2)$, and thus commutes with $P(0, k_2)$. According to (5.1), $\alpha(k_2)$ is nothing but the matrix which represents the restriction of this unitary map to $P(0, k_2)$, in the basis given by $\Xi(0, k_2)$. 
If we denote by $A(k_2) = \det \alpha(k_2)$, it follows from Lemma 2.12 that

$$A(k_2)^{-1} A'(k_2) = \text{tr} (\alpha(k_2)^* \partial_{k_2} \alpha(k_2)) .$$

We want to write the right-hand side of the above equality directly in terms of the parallel transport operator $\mathcal{T}(k_2)$. In order to do so, we exploit the following Lemma.

**Lemma 6.2.** Let $\{\alpha(k_2)\}_{k_2 \in \mathbb{R}}$ be as in (5.1). Then

$$\text{tr} (\alpha(k_2)^* \partial_{k_2} \alpha(k_2)) = \text{Tr} (P(0, k_2) \mathcal{T}(k_2)^* \partial_{k_2} \mathcal{T}(k_2) P(0, k_2)) ,$$

where $\text{tr}(\cdot)$ denotes the trace in $\mathbb{C}^m$ and $\text{Tr}(\cdot)$ denotes the trace in the Hilbert space $\mathcal{H}$.

**Proof.** The defining relation (5.1) can be recast in the form

$$\alpha(k_2)_{ab} = \langle \Xi_a(0, k_2), T_{k_2}(1, 0) \Xi_b(0, k_2) \rangle , \quad a, b \in \{1, \ldots, m\} .$$

The above implies in particular that

$$\alpha(k_2)_{ab}^* = \langle \mathcal{T}(k_2) \Xi_a(0, k_2), \Xi_b(0, k_2) \rangle ,$$

$$\partial_{k_2} \alpha(k_2)_{ba} = \langle \partial_{k_2} \Xi_b(0, k_2), \mathcal{T}(k_2) \Xi_a(0, k_2) \rangle + \langle \Xi_b(0, k_2), \mathcal{T}(k_2) (\partial_{k_2} \Xi_a(0, k_2)) \rangle$$

$$+ \langle \Xi_b(0, k_2), (\partial_{k_2} \mathcal{T}(k_2)) \Xi_a(0, k_2) \rangle .$$

Using the fact that

$$P(0, k_2) = \sum_{a=1}^m |\Xi_a(0, k_2)\rangle \langle \Xi_a(0, k_2)| = \sum_{a=1}^m |\mathcal{T}(k_2) \Xi_a(0, k_2)\rangle \langle \mathcal{T}(k_2) \Xi_a(0, k_2)|$$

(as $\mathcal{T}(k_2)$ is unitary on $\text{Ran} \ P(0, k_2)$), we put the two equalities above together and obtain

$$\text{tr} (\alpha(k_2)^* \partial_{k_2} \alpha(k_2)) = \sum_{a,b=1}^m \alpha(k_2)_{ab}^* \partial_{k_2} \alpha(k_2)_{ba}$$

$$= \sum_{a,b=1}^m \left\{ \langle \partial_{k_2} \Xi_b(0, k_2), \mathcal{T}(k_2) \Xi_a(0, k_2) \rangle \langle \mathcal{T}(k_2) \Xi_a(0, k_2), \Xi_b(0, k_2) \rangle \right.$$

$$+ \langle \mathcal{T}(k_2) \Xi_a(0, k_2), \Xi_b(0, k_2) \rangle \langle \Xi_b(0, k_2), \mathcal{T}(k_2) (\partial_{k_2} \Xi_a(0, k_2)) \rangle$$

$$+ \langle \mathcal{T}(k_2) \Xi_a(0, k_2), (\partial_{k_2} \mathcal{T}(k_2)) \Xi_a(0, k_2) \rangle \right\}$$

$$= \sum_{a=1}^m \left\{ \langle \partial_{k_2} \Xi_a(0, k_2), \Xi_a(0, k_2) \rangle + \langle \Xi_a(0, k_2), \partial_{k_2} \Xi_a(0, k_2) \rangle \right.$$}

$$+ \langle \mathcal{T}(k_2) \Xi_a(0, k_2), (\partial_{k_2} \mathcal{T}(k_2)) \Xi_a(0, k_2) \rangle \}$$

$$= \sum_{a=1}^m \partial_{k_2} \left( \langle \Xi_a(0, k_2), \Xi_a(0, k_2) \rangle \right)$$

$$+ \sum_{a=1}^m \langle \Xi_a(0, k_2), \mathcal{T}(k_2)^* \partial_{k_2} \mathcal{T}(k_2) \Xi_a(0, k_2) \rangle$$

$$= \text{Tr} (P(0, k_2) \mathcal{T}(k_2)^* \partial_{k_2} \mathcal{T}(k_2) P(0, k_2))$$

where in the last equality we employed the fact that $\{\Xi_a(0, k_2)\}_{1 \leq a \leq m}$ gives an orthonormal basis in $\text{Ran} \ P(0, k_2)$. This concludes the proof. \qed

To compute the right-hand side of (6.10), we appeal to the following result.
Lemma 6.3. Let $T_{k_2}(k_1,0)$ be the parallel transport unitary defined in Section 3.1 and $G(k_1,k_2):=[\partial_{k_1}P(k_1,k_2),P(k_1,k_2)]$. Then

$$\partial_{k_2}T_{k_2}(k_1,0) = T_{k_2}(k_1,0) \int_0^{k_1} T_{k_2}(s,0)^* \partial_{k_2}G(s,k_2) T_{k_2}(s,0) \, ds. \quad (6.11)$$

Proof. Recall that the parallel transport $T_{k_2}(k_1,0)$ satisfies the Cauchy problem (3.2), which in this case reads

$$\partial_{k_1}T_{k_2}(k_1,0) = G(k_1,k_2) T_{k_2}(k_1,0), \quad T_{k_2}(0,0) = 1.$$  

Call $R(k_1,k_2)$ the expression on the right-hand side of (6.11); clearly $R(0,k_2) = 0$. Taking a derivative with respect to $k_1$, one then obtains

$$\partial_{k_1}R(k_1,k_2) = \partial_{k_1}T_{k_2}(k_1,0) \left( \int_0^{k_1} T_{k_2}(s,0)^* \partial_{k_2}G(s,k_2) T_{k_2}(s,0) \, ds \right) +$$

$$+ T_{k_2}(k_1,0) \left( \int_0^{k_1} T_{k_2}(s,0)^* \partial_{k_2}G(k_1,k_2) T_{k_2}(s,0) \, ds \right)$$

$$= G(k_1,k_2) T_{k_2}(k_1,0) \left( \int_0^{k_1} T_{k_2}(s,0)^* \partial_{k_2}G(s,k_2) T_{k_2}(s,0) \, ds \right) +$$

$$+ \partial_{k_2}G(k_1,k_2) T_{k_2}(k_1,0) = G(k_1,k_2) R(k_1,k_2) + \partial_{k_2}G(k_1,k_2) T_{k_2}(k_1,0).$$

On the other hand, the operator $\partial_{k_2}T_{k_2}(k_1,0)$ also vanishes when $k_1 = 0$ and satisfies the differential equation

$$\partial_{k_1}\partial_{k_2}T_{k_2}(k_1,0) = G(k_1,k_2) \partial_{k_2}T_{k_2}(k_1,0) + \partial_{k_2}G(k_1,k_2) T_{k_2}(k_1,0).$$

It follows that both sides of (6.11) solve the same Cauchy problem, and hence they must coincide. \qed

Evaluating (6.11) at $k_1 = 1$, we obtain

$$P(0,k_2) T(k_2)^* \partial_{k_2} T(k_2) P(0,k_2)$$

$$= \int_0^1 P(0,k_2) T_{k_2}(k_1,0)^* \partial_{k_2}G(k_1,k_2) T_{k_2}(k_1,0) P(0,k_2) \, dk_1. \quad (6.12)$$

We observe that the operator $T_{k_2}(k_1,0)$ maps $\text{Ran} \ P(0,k_2)$ to $\text{Ran} \ P(k_1,k_2)$, and hence

$$T_{k_2}(k_1,0) P(0,k_2) = P(k_1,k_2) T_{k_2}(k_1,0) P(0,k_2),$$

$$P(0,k_2) T_{k_2}(k_1,0)^* = P(0,k_2) T_{k_2}(k_1,0)^* P(k_1,k_2).$$

Thus we can freely insert the projector $P(k_1,k_2)$ on the right-hand side of (6.12) before and after $\partial_{k_2}G(k_1,k_2)$. Using now the definition of $G(k_1,k_2) = [\partial_{k_1}P(k_1,k_2),P(k_1,k_2)]$, we obtain

$$P(k) \partial_{k_2}G(k) P(k) = P(k) \left[ \partial_{k_1}^2 P(k), P(k) \right] P(k) + P(k) \left[ \partial_{k_1}P(k), \partial_{k_2}P(k) \right] P(k)$$

with $k = (k_1,k_2)$. As $P(k)^2 = P(k)$, one immediately sees that the first summand on the right-hand side of the above equality actually vanishes. We conclude that

$$P(0,k_2) T(k_2)^* \partial_{k_2} T(k_2) P(0,k_2)$$

$$= \int_0^1 P(0,k_2) T_{k_2}(k_1,0)^* P(k_1,k_2) [\partial_{k_1}P(k_1,k_2), \partial_{k_2}P(k_1,k_2)] P(k_1,k_2) T_{k_2}(k_1,0) P(0,k_2) \, dk_1.$$
We now take the trace of both sides of the above equality. In view of the fact that
\[ P(k_1, k_2) T_{k_1}(k_1, 0) P(0, k_2) \]
is a unitary transformation of \( \text{Ran} P(0, k_2) \) into \( \text{Ran} P(k_1, k_2) \),
the expression simplifies to
\[ \text{Tr} (P(0, k_2) T(k_2)^* \partial k_2 T(k_2) P(0, k_2)) = \int_0^1 \text{Tr} (P(k) [\partial k_1 P(k), \partial k_2 P(k)]) \, dk_1. \]  

(6.13)

We are now ready to prove the following

**Theorem 6.4.** Let \( \{P(k)\}_{k \in \mathbb{R}^2} \) be a family of projectors satisfying Assumption [2.7]. The
associated \( \mathbb{Z}_2 \) invariant \( \delta = \delta(P) \) is given by
\[ \delta = \frac{1}{2\pi} \int_0^{1/2} dk_2 \int_0^1 dk_1 \mathcal{F}(k_1, k_2) \]where:
- \( \mathcal{F}(k) = -i \text{Tr} (P(k) [\partial k_1 P(k), \partial k_2 P(k)]) \);  
- \( \Gamma_0 \) (respectively \( \Gamma_{1/2} \)) is the positively-oriented loop in the Brillouin torus \( \mathbb{T}^2 := \mathbb{R}^2/\mathbb{Z}^2 \)
given by \( \{k_2 = 0\} \) (respectively \( \{k_2 = 1/2\} \));
- \( \mathcal{A} \) is the trace of the Berry connection \( (4.9) \), computed with respect to a continuous and
symmetric Bloch frame on \( \Gamma_0 \) and \( \Gamma_{1/2} \).

**Proof.** In view of Theorem [6.1], we have that \( \delta = \mathcal{I}(\alpha) \in \mathbb{Z}_2 \), where \( \alpha \) is as in [5.1]. We use
the expression [5.6b] for \( \mathcal{I}(\alpha) \): the first summand there equals the first summand of [6.14]
in view of [6.10] and [6.13].

It remains to show that also the second term on the right-hand side of [5.6b] agrees with the second term on the right-hand side of [6.14], i.e. that
\[ 2 \left( \frac{1}{2\pi i} \log \frac{\det \gamma(0)}{\det \gamma(1/2)} \right) = \frac{1}{2\pi} \left( \oint_{\Gamma_1/2} \mathcal{A} - \oint_{\Gamma_0} \mathcal{A} \right) \]mod 2  

(6.16)

with \( \gamma(0) \) and \( \gamma(1/2) \) as in [5.3]. Arguing as in Section [4.3], since \( \theta \mathcal{T}(0) \theta^{-1} = \mathcal{T}(0) \)
we can write \( \mathcal{T}(0) = e^{iM} \) with \( M = M^* \in \mathcal{B}(\mathcal{H}) \) commuting with \( P(0, 0) \). Correspondingly, \( \alpha(0) = e^{ih} \), with \( h = h^* \) the self-adjoint matrix associated to the self-adjoint operator \( P(0, 0) M P(0, 0) \) on \( \text{Ran} P(0, 0) \). The analogous statement can be formulated for \( \mathcal{T}(1/2) \),
owing to \( \{T_2\} \) and \( \{T_3\} \). It follows then that [4.9] holds for \( \gamma(0) \) and \( \gamma(1/2) \), on the specified
loops \( \Gamma_0 \) and \( \Gamma_{1/2} \), respectively: this implies [6.16]. \( \square \)

The formula [6.14] expresses the \( \mathbb{Z}_2 \) invariant \( \delta \) purely in terms of geometric data, namely
the Berry curvature and the trace of the Berry connection 1-form, integrated along the loops
\( \{k_2 = 0\} \) and \( \{k_2 = 1/2\} \) in the Brillouin torus \( \mathbb{T}^2 \). As was already mentioned in the
Introduction, this formula coincides with the one appearing in [FK Eqn. (A8)] for the Fu–Kane
\( \mathbb{Z}_2 \) index associated to TRS topological insulators and quantum spin Hall systems. Thus,
Theorem 6.4 gives a proof of the first equality in Theorem [2.7].

### 6.4. Evaluation of the \( \mathbb{Z}_2 \) invariant on TRIMs.

As was early realized [FK], one of the main peculiarities of the \( \mathbb{Z}_2 \) invariant of 2-dimensional TRS topological insulators is that it
can be evaluated by considering appropriate quantities which are defined only at the four
time-reversal invariant momenta (TRIMs) in a unit cell, which are fixed by the combined
action of the integer shifts and of the involution \( k \rightarrow -k \). These TRIMs are the points in the
set \( V \) appearing in \((6.4)\). Geometrically, this feature was recently understood with the use of an appropriate equivariant cohomology \([DG]\).

We illustrate this characteristic of the \( \mathbb{Z}_2 \) invariant by recalling one of the possible definitions of the Fu–Kane index \([FK\text{, Eqn. (3.26)}]\). Given a continuous and periodic Bloch frame \( \Phi \), define the \textit{sewing matrix}

\[
 w(k)_{ab} := \langle \Phi_a(-k), \theta \Phi_b(k) \rangle, \quad a, b \in \{1, \ldots, m\}.
\]

The matrix \( w(k) \) is unitary, and gives a measure of the failure of the frame \( \Phi \) to be TRS. Notice indeed that if \( \Phi \) is a symmetric frame, then \( w(k) \equiv \varepsilon^{-1} \) for all \( k \in \mathbb{R}^2 \).

One easily realizes that \( w(k+n) = w(k) \) for \( k \in \mathbb{R}^2 \) and \( n \in \mathbb{Z}^2 \), and that moreover \( w(-k) = -w(k)^t \) for \( k \in \mathbb{R}^2 \). In particular, at the four TRIMs in \((6.4)\) we have that \( w(k^*) = -w(k^*)^t \), \( k^* \in V \), namely \( w(k^*) \) is skew-symmetric. As a consequence, it has a well defined Pfaffian, squaring to its determinant. Upon an adequate choice of the branch of the square root, the Fu–Kane \( \mathbb{Z}_2 \) index can be defined as \( 5\Delta := \prod_{k^* \in V} \sqrt{\det w(k^*)} \text{Pf} w(k^*) \in \mathbb{Z}_2 \).

A similar formulation holds also for the Fiorenza–Monaco–Panati invariant \( \delta \) indeed

\[
(-1)^\delta = \prod_{k^* \in V} \sqrt{\det U_{\text{obs}}(k^*) \det U(k^*)}
\]

(compare \([FMP_2\text{, Sec. 5]}\]), where the obstruction matrices \( U_{\text{obs}}(k^*) \) and the matrices \( U(k^*) \) are defined in \((6.3)\) and \((6.5)\), respectively. This expression can be used to show that \( \delta = \Delta \in \mathbb{Z}_2 \) \([FMP_2\text{, Thm. 5]}\).

We show now that, in the same spirit, also the Graf–Porta index \( I(\alpha) \in \mathbb{Z}_2 \) of a family of matrices \( \alpha \) as in Assumption \( 5.1 \) can be expressed in terms of the endpoint matrices \( \alpha(0) \) and \( \alpha(1/2) \). In order to do so, it will be useful to appeal to the following fact.

\textbf{Lemma 6.5.} Let \( \{\alpha(k^2)\}_{k^2 \in \mathbb{R}} \) be as in Assumption \( 5.1 \). Then there exists a continuous, \( \mathbb{Z} \)-periodic and even function \( \varphi : \mathbb{R} \to \mathbb{R} \) such that

\[
\det \alpha(k^2) = e^{i \varphi(k^2)}, \quad k^2 \in \mathbb{R}.
\]

\textit{Proof.} It was already observed in the discussion at the beginning of Section \( 5.2 \) that the TRS condition \([A_3]\) implies that \( k^2 \mapsto \det \alpha(k^2) \) is an even function. As such, it has a vanishing winding number, which implies the existence of a continuous, periodic and even argument \( \varphi \) as required in the statement (see also \([CHN\text{, Lemma 2.13]}\) for an explicit construction of \( \varphi \)). \hfill \Box

\textbf{Proposition 6.6.} Let \( \{\alpha(k^2)\}_{k^2 \in \mathbb{R}} \) be as in Assumption \( 5.1 \). Then its Graf–Porta index \( I(\alpha) \) can be computed by

\[
(-1)^I(\alpha) = \sqrt{\frac{\det \alpha(0)}{\det \gamma(0)}} \sqrt{\frac{\det \alpha(1/2)}{\det \gamma(1/2)}}, \quad (6.17)
\]

where \( \gamma(0), \gamma(1/2) \in U(m) \) are as in \((5.3)\).

\footnote{Notice that we switch from the “additive” definition of \( \mathbb{Z}_2 = \{0,1\} \) to the “multiplicative” one \( \mathbb{Z}_2 = \{-1, +1\} \).}
Proof. The conclusion follows from the use of formula (5.6b) to compute $\mathcal{I}(\alpha)$. Indeed, denoting again $A(k_2) := \det \alpha(k_2)$, and letting $\varphi$ be as in Lemma 6.5, we have

$$A'(k_2) = i \varphi'(k_2) A(k_2) \quad \Rightarrow \quad \frac{1}{2\pi i} \int_0^{1/2} A(k_2)^{-1} A'(k_2) \, dk_2 = \frac{\varphi(1/2) - \varphi(0)}{2\pi}.$$  

One then immediately deduces that

$$(-1)^{1/2} A(k_2)^{-1} A'(k_2) \, dk_2 = \left( e^{i\pi} \{ \varphi(1/2) - \varphi(0) \} / 2\pi \right) = e^{i\varphi(1/2)/2} e^{i\varphi(0)/2} = \sqrt{A(1/2)/A(0)}.$$ 

On the other hand, arguing similarly using the principal branch of the complex logarithm, we have that

$$(-1)^2 \log \{ \det \gamma(1/2) / \det \gamma(0) \} / 2\pi = \frac{\det \gamma(1/2)}{\det \gamma(0)}.$$ 

Combining the above two equalities we obtain exactly (6.17), in view of (5.6b). \qed

The above expression for the Graf–Porta $\mathbb{Z}_2$ index can be now compared to another formulation for the invariant of TRS topological insulators, proposed by Prodan in [Pr2]. We review Prodan’s definition for the reader’s convenience, adapting it to our notation. Using properties $[T_2], [T_3]$ and $[T_4]$ for the parallel transport $T_k(1,0)$, we notice that at $k_2 = 0$

$$T_0(1,0) = T_0(1,1/2) T_0(1/2,0) = T_0(0,-1/2) \theta T_0(0,-1/2)^{-1} \theta^{-1},$$

and similarly at $k_2 = 1/2$

$$T_{1/2}(1,0) = T_{1/2}(0,-1/2) \theta T_{1/2}(0,-1/2)^{-1} \theta^{-1}.$$ 

If $k_\ast \in \{0, 1/2\}$, the above two equalities imply that

$$P(0,k_\ast) T_{k_\ast}(1,0) P(0,k_\ast) = P(0,k_\ast) T_{k_\ast}(0,-1/2) P(-1/2,k_\ast) \theta P(-1/2,k_\ast) T_{k_\ast}(0,-1/2)^{-1} P(0,k_\ast) \theta^{-1} P(0,k_\ast)$$

in view of the intertwining property $[T_5]$. Arguing as in Section 4.1, we can choose bases $\Xi(0,k_\ast)$ in Ran $P(0,k_\ast)$ and $\Xi(-1/2,k_\ast)$ in Ran $P(-1/2,k_\ast)$ which satisfy

$$\theta \Xi(0,k_\ast) \preceq \varepsilon = \Xi(0,k_\ast), \quad \theta \Xi(-1/2,k_\ast) \preceq \varepsilon = \Xi(-1/2,k_\ast).$$

Thus, in these bases both the operators

$$P(0,k_\ast) \theta P(0,k_\ast): \text{Ran} P(0,k_\ast) \to \text{Ran} P(0,k_\ast) \quad \text{and}$$

$$P(-1/2,k_\ast) \theta P(-1/2,k_\ast): \text{Ran} P(-1/2,k_\ast) \to \text{Ran} P(-1/2,k_\ast)$$

act as $\varepsilon C$, where $C$ is the complex conjugation operator. Notice also that, in view of (5.1), the restriction of the operator on the left-hand side of (6.18) is represented by the matrix $\alpha(k_\ast)$ in the basis $\Xi(0,k_\ast)$. The equality in (6.18) implies then

$$\alpha(k_\ast) = \tilde{\alpha}(k_\ast) \varepsilon \tilde{\alpha}(k_\ast)^{-1} \varepsilon^{-1}, \quad k_\ast \in \{0,1/2\},$$

where $\tilde{\alpha}(k_\ast)$ is the matrix representing to the operator

$$P(0,k_\ast) T_{k_\ast}(0,-1/2) P(-1/2,k_\ast): \text{Ran} P(-1/2,k_\ast) \to \text{Ran} P(0,k_\ast)$$

upon choosing the basis $\Xi(-1/2,k_\ast)$ in the domain and the basis $\Xi(0,k_\ast)$ in the image. The Prodan $\mathbb{Z}_2$ invariant $\xi \in \mathbb{Z}_2$ is then defined (see [Pr2] Eqn. (33)) by the relation

$$(-1)\xi := \frac{\sqrt{\det \alpha(0)}}{\sqrt{\det \tilde{\alpha}(0)}} \frac{\sqrt{\det \alpha(1/2)}}{\sqrt{\det \tilde{\alpha}(1/2)}}$$

(6.20)
It is now immediate to see that the following statement holds.

**Theorem 6.7.** Let \( \{ P(k) \}_{k \in \mathbb{R}^2} \) be a family of projectors as in Assumption 2.7. Let \( \alpha \) be as in \( (5.1) \). Then

\[
\mathcal{I}(\alpha) = \xi \in \mathbb{Z}_2,
\]

where \( \mathcal{I}(\alpha) \) is defined in \( (5.5) \) and \( \xi \) is defined in \( (6.20) \).

**Proof.** In view of \( (6.17) \), it suffices to notice that if \( \tilde{\gamma}(k_\varepsilon), k_\varepsilon \in \{0, 1/2\} \), is as in \( (6.19) \), then

\[
\gamma(k_\varepsilon) := \varepsilon^{-1} \tilde{\gamma}(k_\varepsilon) \varepsilon, \quad k_\varepsilon \in \{0, 1/2\},
\]

satisfies \( (5.3) \). \( \square \)

**Appendix A. Lifting Extra Degeneracies of the Matching Matrix**

In this Appendix, we prove a few auxiliary results, which were used in Section 5.3.1. The proofs adapt the argument in [CHN, Lemma 2.18].

**Lemma A.1 (Local splitting lemma).** Let \( R > 0 \) and \( k_0 \in \mathbb{R} \). Denote by \( B_R(k_0) \) the interval \([k_0 - R, k_0 + R]\). Let \( \{ \alpha(k) = e^{ih(k)} \}_{k \in B_R(k_0)} \) be a family of \( m \times m \) unitary matrices such that \( k \mapsto h(k) = h(\varepsilon) \) is smooth on \( B_R(k_0) \).

(i) Under the above assumptions, it is possible to construct a sequence \( \{ \alpha_j(k) = e^{ih_j(k)} \}_{k \in B_R(k_0)} \) of families of unitary matrices, with \( k \mapsto h_j(k) \) smooth and

\[
\lim_{j \to \infty} \sup_{k \in B_R(k_0)} \| \alpha(k_2) - \alpha_j(k_2) \| = 0,
\]

such that the spectrum of \( \alpha_j(k_0) \) is non-degenerate.

(ii) Let \( k_0 = 0 \), and assume that \( h(k) \) is time-reversal symmetric, i.e.

\[
\varepsilon h(k) = h(-k)^t \varepsilon, \quad \text{and in particular} \quad \varepsilon \alpha(k) = \alpha(-k)^t \varepsilon. \tag{A.1}
\]

Then it is possible to construct a sequence \( \{ \alpha_j(k) = e^{ih_j(k)} \}_{k \in B_R(k_0)} \) of families of unitary matrices, with \( k \mapsto h_j(k) \) smooth and

\[
\lim_{j \to \infty} \sup_{k \in B_R(0)} \| \alpha(k_2) - \alpha_j(k_2) \| = 0,
\]

which are also time-reversal symmetric and such that all eigenvalues of \( \alpha_j(0) \) are doubly degenerate.

(iii) Assume that the spectrum of \( \alpha(k) \) is non-degenerate for all \( k \neq k_0 \). Then it is possible to construct a sequence \( \{ \alpha_j(k) = e^{ih_j(k)} \}_{k \in B_R(k_0)} \) of families of unitary matrices, with \( k \mapsto h_j(k) \) continuous and

\[
\lim_{j \to \infty} \sup_{k \in B_R(k_0)} \| \alpha(k_2) - \alpha_j(k_2) \| = 0,
\]

such that the spectrum of \( \alpha_j(k) \) is non-degenerate for all \( k \in B_R(k_0) \).

**Proof.** By a shift \( k \to k - k_0 \), we can always assume \( k_0 = 0 \). We prove the first two statements together, assuming first time-reversal symmetry and highlighting which modifications are necessary in absence of it. The third statement requires a different proof. Figure 5 illustrates the typical shape of the spectrum for the approximants we construct.

**Step 1:** \( (i) \) and \( (ii) \). Let us use the generic notation \( \Pi \) for any of the spectral projections onto one of the eigenvalues of \( \alpha(0) \); let \( p \) denote the dimension of the range of \( \Pi \) (i.e. the
Degeneracy of the eigenvalue. When no time-reversal symmetry is present, the choice of any orthonormal basis for $\Pi$ gives a decomposition

$$
\Pi = \bigoplus_{j=1}^{p} P_j, \quad \dim \text{Ran } P_j = 1, \quad P_j = P^*_j = P^2_j. \quad (A.2)
$$

When we have instead time-reversal symmetry, we proceed as follows. Denote by $C$ the complex conjugation with respect to the frame that makes $\varepsilon$ into the form (2.3), and by $\Theta := \varepsilon C$; then $\Theta$ is an antiunitary operator satisfying $\Theta^2 = -\mathbf{1}$ in $\text{Ran } \Pi \cong \mathbb{C}^m$. From (A.1) we see that we have the property

$$
\Theta \Pi = \Pi \Theta, \quad \text{or} \quad \varepsilon \Pi = \Pi^t \varepsilon, \quad \dim \text{Ran } \Pi = 2r.
$$

We want to prove the following decomposition formula:

$$
\Pi = \bigoplus_{j=1}^{r} P_j, \quad \dim \text{Ran } P_j = 2, \quad P_j = P^*_j = P^2_j, \quad \varepsilon P_j = P^t_j \varepsilon. \quad (A.3)
$$

Start by choosing an arbitrary unit vector $v_1 \in \text{Ran } \Pi$. Define $v_2 = \Theta v_1$. We have that $\Pi v_2 = \Pi \Theta v_1 = \Theta \Pi v_1 = v_2$, hence $v_2$ also belongs to $\text{Ran } \Pi$. We also know that $\langle v_1, v_2 \rangle = 0$ and $v_1 = -\Theta v_2$. Define

$$
P_1 = |v_1\rangle \langle v_1| + |v_2\rangle \langle v_2|.
$$

Let $f \in \mathbb{C}^m$. Then

$$
\Theta P_1 f = v_2 \langle v_1, f \rangle - v_1 \langle v_2, f \rangle = -v_1 \langle f, v_2 \rangle + v_2 \langle f, v_1 \rangle = -v_1 \langle \Theta v_2, \Theta f \rangle + v_2 \langle \Theta v_1, \Theta f \rangle = v_1 \langle v_1, \Theta f \rangle + v_2 \langle v_2, \Theta f \rangle = P_1 \Theta f.
$$

This shows that $\Theta P_1 = P_1 \Theta$, or $\varepsilon P_1 = P^t_1 \varepsilon$. If $r > 1$ we continue inductively. Let $v_3$ be an arbitrary unit vector orthogonal to $\text{Ran } P_1$ in $\text{Ran } \Pi$. Define $v_4 = \Theta v_3$. As before, we can show that $\Pi v_4 = v_4$ and $\langle v_3, v_4 \rangle = 0$. Moreover, using the properties of $\Theta$ we can show that $v_4$ is also orthogonal on both $v_1$ and $v_2$. Define $P_2 = |v_3\rangle \langle v_3| + |v_4\rangle \langle v_4|$. The proof of $\Theta P_2 = P_2 \Theta$ is the same as the one for $P_1$. We now continue inductively until we exhaust the range of $\Pi$. We conclude that (A.3) is proved.

Now let us apply now (A.2) (respectively (A.3)) to each spectral projector $\Pi_j(0)$ of $\alpha(0)$. Assume that the multiplicity of the eigenvalue $\lambda_j(0)$ (i.e. the dimension of $\text{Ran } \Pi_j(0)$) equals $p_j(0)$, where $1 \leq p_j(0) \leq m$. In presence of time-reversal symmetry, we have that this multiplicity is even, $p_j(0) = 2r_j(0)$.
Then \((A.2)\) leads to

$$\Pi_j(0) = \bigoplus_{l_j=1}^{p_j(0)} P_{j,l_j}(0), \quad \dim \text{Ran } P_{j,l_j}(0) = 1, \quad P_{j,l_j} = P_{j,l_j}^* = P_{j,l_j}^2.$$  \hspace{1cm} (A.4)

Respectively \((A.3)\) leads to

$$\Pi_j(0) = \bigoplus_{l_j=1}^{r_j(0)} P_{j,l_j}(0), \quad \dim \text{Ran } P_{j,l_j}(0) = 2, \quad P_{j,l_j} = P_{j,l_j}^* = P_{j,l_j}^2, \quad \varepsilon P_{j,l_j} = P_{j,l_j}^t \varepsilon. \hspace{1cm} (A.5)$$

Define

$$A_j(0) := \sum_{l_j=1}^{m_j(0)} (l_j - 1) P_{j,l_j}(0)$$

where \(m_j(0) \equiv p_j(0)\) in the non-symmetric case, and \(m_j(0) \equiv r_j(0)\) in the time-reversal symmetric case. From \((A.5)\) in the latter case we also have \(\varepsilon A_j(0) = A_j(0)^t \varepsilon\). Seen as an operator acting on \(\text{Ran } \Pi_j(0)\), the spectrum of \(A_j(0)\) consists of (doubly degenerate in the time-reversal symmetric case) eigenvalues given by \(\{0, 1, \ldots, m_j(0) - 1\}\). Of course, if \(r_j(0) = 1\) then \(A_j(0) = 0\).

Now let \(g_s : \mathbb{R} \to [0, 1]\) be smooth, even, \(g_s(0) = 1\), and \(\text{supp}(g_s) \subset [-s/2, s/2]\). Define

$$v_s(k) := s \left( \sum_{j=1}^{p_0} A_j(0) \right)$$

where \(p_0\) is the total number of distinct eigenvalues of \(\alpha(0)\). Then the support of \(v_s\) is contained in \(B_s(0)\) and obeys time-reversal symmetry. Define \(\alpha_s(k)\) to be \(e^{i(h(k) + v_s(k))}\) if \(k \in B_s(0)\), and let \(\alpha_s(k) = \alpha(k)\) outside \(B_s(0)\). The family \(\alpha_s\) obeys all the required properties, at the price of taking possibly a smaller \(s\) to avoid overlapping of the eigenvalues at 0, and converges uniformly in norm to \(\alpha\) when \(s \to 0\).

**Step 2** (iii) By assumption, the matrix \(\alpha(0)\) has \(p_0 \leq m\) distinct eigenvalues, each having multiplicity \(p_j \geq 1\). If \(p_j > 1\), the \(j\)-th eigenvalue is then associated to a cluster of \(p_j\) eigenvalues of the matrix \(\alpha(k)\) for \(k \neq 0\), which remain distinct due to the non-degeneracy condition and are well-separated from the others, but cross each other at \(k = 0\). Let \(C_j\) be a simple, positively oriented contour, independent of \(|k| < R\), enclosing the \(j\)-th cluster and no other eigenvalues. Let \(\Pi_j(k)\) be the spectral projection of \(\alpha(k)\) corresponding to the \(j\)-th cluster. We have

$$\Pi_j(k) = \frac{i}{2\pi} \int_{C_j} (\alpha(k) - z)^{-1} \, dz, \quad \varepsilon \Pi_j(k) = \Pi_j(-k)^t \varepsilon, \quad |k| < R.$$  \hspace{1cm} (A.6)

These spectral projectors depend smoothly on \(k\): in particular, \(\lim_{k \to 0} \|\Pi_j(k) - \Pi_j(0)\| = 0\).

Let \(\Pi = \Pi(k)\) denote any of the spectral projections for which \(p_j > 1\), i.e. which is associated to an eigenvalue cluster in which there is a crossing; if the \(j\)-th eigenvalue is already non-degenerate, i.e. if \(p_j = 1\), we do not need to operate on it. We label the eigenvalues in the cluster associated to \(\Pi\) in increasing order of their principal arguments. Arg \((\lambda_l(k)) =: \phi_l(k) \leq \phi_{l+1}(k)\) for all \(l \in \{1, \ldots, p\}\) and \(k\) in a possibly smaller interval \(B_s(0) \subset B_R(0)\), where principal arguments of the eigenvalues of \(\alpha(k)\) are well defined. We can moreover assume that \(s > 0\) is so small that \(\phi_l(k)\) depends continuously on \(k\); notice moreover that

\*If the crossing occurs at \(\lambda = -1\), then one can easily adapt the following argument taking arguments for the eigenvalues in \([0, 2\pi)\).
all $\phi_l(k)$ are close to a common value $\phi(0)$ (the argument of the eigenvalue at the crossing). Corresponding to this labelling, there is a splitting $\Pi(k) = \bigoplus_{l=1}^p P_l(k)$, with $\dim \text{Ran } P_l = 1$, which is continuous for $k \neq 0$ (i.e. the individual $P_l$’s become ill-defined at $k = 0$).

By taking a possibly smaller $s > 0$, we may assume that
\[ ||\Pi(k) - \Pi(0)|| < 1 \quad \text{for } |k| \leq s. \]
Then the two projectors are interpolated by the Kato-Nagy unitary $W(k)$ [Kn, Sec. I.6.8], i.e.
\[ \Pi(k) = W(k) \Pi(0) W(k)^*, \quad W(k)^{-1} = W(k)^*. \]
Let $\{\Psi_l(\pm s)\}_{l=1,...,p}$ be orthonormal bases in $\text{Ran } \Pi(\pm s)$, such that $P_l(\pm s) \Psi_l(\pm s) = \Psi_l(\pm s)$. Then $\{W(\pm s)^* \Psi_l(\pm s)\}_{l=1,...,p}$ determine two bases in $\text{Ran } \Pi(0)$. Denote by $V_s$ the change-of-basis matrix associated to the unitary transformation of $\text{Ran } \Pi(0)$ which maps one into the other:
\[ W(s)^* \Psi(s) = (W(-s)^* \Psi(-s)) \vartriangleleft V_s, \quad V_s \in U(p). \]
Write $V_s = e^{i v_s}$, with respect to any choice of the logarithm. Let also $\Phi(s)(x)$ be defined by
\[ \Phi(s)(x) := (W(-s)^* \Psi(-s)) \vartriangleleft e^{i x v_s}, \]
\[ i.e. \Phi(s)(x) \text{ is the basis in } \text{Ran } \Pi(0) \text{ whose coefficients in the basis } W(-s)^* \Psi(-s) \text{ are the entries of the matrix } e^{i x v_s}. \]
Set finally
\[ A^{(s)}(k) = \sum_{l=1}^p \phi_l^{(s)}(k) P_l^{(s)}(k), \]
where
\[ \phi_l^{(s)}(k) := \phi_l(-s) + \frac{k + s}{2s} (\phi_l(s) - \phi_l(-s)), \]
\[ P_l^{(s)}(k) := W(k) \Phi_l^{(s)} \left( \frac{k + s}{2s} \right) \Phi_l^{(s)} \left( \frac{k + s}{2s} \right) W(k)^*. \]
Notice that $\sum_{l=1}^p P_l^{(s)}(k) = \Pi(k)$ for all $k \in B_s(0)$. The operator $A^{(s)}(k)$ is then self-adjoint, and has non-degenerate spectrum for all $|k| < s$, as its eigenvalues interpolate linearly the arguments of the ones at $k = -s$ and at $k = s$ (which are assumed to be distinct and labelled in increasing order).

We apply this procedure to any of the spectral projections $\Pi_j(k)$ of $\alpha(k)$ which have $p_j > 1$. In a self-explanatory notation, set for a sufficiently small $s > 0$
\[ h_s(k) := \sum_{j=1}^{p_0} A^{(s)}_j(k), \quad h_s(\pm s) = h(\pm s). \]
Define finally $\alpha_s(k) = e^{i h_s(k)}$ for $|k| < s$, and $\alpha_s(k) = \alpha(k)$ elsewhere. Observe that, since all the eigenvalues in a cluster are close to the common value at the crossing, $||h_s(k) - h(k)|| \longrightarrow 0$ uniformly in $k$. The families $\alpha_s$ define the required continuous approximants of the family $\alpha$, which have non-degenerate spectrum in $B_R(k_0)$.

**Lemma A.2 (Analytic approximation).** Let $\alpha = \{\alpha(k)\}_{k \in \mathbb{R}}$ be a continuous family of $m \times m$ unitary matrices satisfying $[A_2]$ and $[A_3]$, i.e. periodicity and TRS. Then it is possible to construct a sequence $\alpha_j$ of real analytic families of unitary matrices also satisfying the above properties, and such that
\[ \lim_{j \to \infty} \sup_{k \in \mathbb{R}} ||\alpha_j(k) - \alpha(k)|| = 0. \]
Proof. Let \( f(k) = \pi^{-1}(1 + k^2)^{-1} \). If \( \nu > 0 \) we define \( f_\nu(k) := \nu^{-1}f(k/\nu) \). The function \( f \) is positive for \( k \in \mathbb{R} \), even, \( f_\nu \) is an approximation of the Dirac distribution and is analytic on the strip \( \{ |\text{Im}(k)| < \nu \} \). Then the family of matrices

\[
\mu_\nu(k) := \int_{\mathbb{R}} f_\nu(k - k') \alpha(k') \, dk'
\]  

(A.7)

is \( \mathbb{Z} \)-periodic and real analytic. \textit{A priori} \( \mu_\nu(k) \) is neither self-adjoint nor unitary, but it obeys \( \varepsilon \mu_\nu(k) = \mu_\nu(-k) \varepsilon \). Also, \( \mu_\nu \) converges uniformly to \( \alpha \) when \( \nu \to 0 \), which implies

\[
\lim_{\nu \to 0} \sup_{k \in \mathbb{R}} \| \mu_\nu(k) \mu_\nu(k)^* - 1 \| = 0. \tag{A.8}
\]

If \( \nu \) is small enough, the operator \( \mu_\nu(k) \mu_\nu(k)^* \) is self-adjoint and positive, hence we can define

\[
\alpha_\nu(k) := \{ \mu_\nu(k) \mu_\nu(k)^* \}^{-1/2} \mu_\nu(k), \quad \alpha_\nu(k)\alpha_\nu(k)^* = 1. \tag{A.9}
\]

Clearly, \( \alpha_\nu \) is a continuous \( \mathbb{Z} \)-periodic family of unitary matrices, and converges uniformly to \( \alpha \) when \( \nu \to 0 \). We still need to prove that \( \alpha_\nu \) satisfies TRS and is real analytic.

If \( \nu \) is small enough we can write

\[
\alpha_\nu(k) = \frac{i}{2\pi} \int_{|z-1|=1/2} z^{-1/2}(\mu_\nu(k)\mu_\nu(k)^* - z)^{-1} \mu_\nu(k) \, dz
\]

Now the family of matrices

\[
\gamma_\nu(k) := \mu_\nu(k) \mu_\nu(k)^* = \int_{\mathbb{R}^2} f_\nu(k - k') f_\nu(k - k'') \alpha(k') \alpha(k'') \, dk'dk''
\]

has a holomorphic extension to the strip \( \{ |\text{Im}(k)| < \nu \} \). If \( \nu \) is small enough, due to (A.8) it follows that \( (\mu_\nu(k)\mu_\nu(k)^* - z)^{-1} \) exists for all \( |z - 1| = 1/2 \) and is uniformly bounded on \( \{ |\text{Im}(k)| < \eta \} \) with \( 0 < \eta \ll \nu \). Together with (A.7) this proves that \( \alpha_\nu \) has a holomorphic extension to \( \{ |\text{Im}(k)| < \eta \} \).

The last thing we need to prove is \( \varepsilon \alpha_\nu(k) = \alpha_\nu(-k) \varepsilon \), namely TRS. From (A.9) we see that if \( \nu \) is small enough one can write

\[
\alpha_\nu(k) = \sum_{l \geq 0} a_l [\mu_\nu(k)\mu_\nu(k)^* - 1]^l \mu_\nu(k), \quad (1 + x)^{-1/2} = \sum_{l \geq 0} a_l x^l.
\]

We have already seen that \( \varepsilon \mu_\nu(k) = \mu_\nu(-k) \varepsilon \) and this leads to \( \varepsilon \mu_\nu(k)^* = \mu_\nu(-k) \varepsilon \). Then

\[
\varepsilon [\mu_\nu(k)\mu_\nu(k)^* - 1]^l \mu_\nu(k) = [\mu_\nu(-k)^l \mu_\nu(-k)^* - 1]^l \mu_\nu(-k)^l \varepsilon
\]

\[
= \mu_\nu(-k)^l [\mu_\nu(-k)\mu_\nu(-k)^l - 1]^l \varepsilon
\]

where the second identity can be proved by induction with respect to \( l \). The proof of the Lemma is over. \( \square \)

After the above auxiliary Lemmas, we come to the main technical results of the Appendix.  

\footnote{Due to periodicity, it is enough to find an analytic extension to a bounded open neighbourhood \( O \) of \([0, 1]\) of the form
\[
O := \{ z = k + \imath h \in \mathbb{C} : |k| < 2, |h| < \nu' < \nu \}.
\]

The existence of such an extension in \( O \) then follows from Fubini’s theorem and the Cauchy integral formula for \( f_\nu \), in view of the estimate
\[
|f_\nu(z - k')| \leq \frac{\nu}{\pi} \frac{1}{\nu^2 - (\nu')^2 + (k - k')^2}, \quad z = k + \imath h \in O, k' \in \mathbb{R}.
\]}
Proposition A.3. Let $\alpha$ be a continuous family of $m \times m$ matrices, $m = 2n$, satisfying \(A_2\) and \(A_3\). Then it is possible to construct a sequence $\alpha_j$ of families of matrices for which the following hold:

- they depend continuously on $k$, and are real analytic in small balls of fixed $(j$-dependent) radius around every half-integer;
- they satisfy \(A_2\) and \(A_3\);
- they have doubly degenerate eigenvalues at half-integer values of $k$, and non-degenerate eigenvalues away from half-integer values of $k$;
- they approximate $\alpha$ in the sense that
  \[
  \lim_{j \to \infty} \sup_{k \in \mathbb{R}} \| \alpha_j(k) - \alpha(k) \| = 0.
  \]

Proof. Step 0. Using Lemma \(A.2\) we may assume without loss of generality that $\alpha$ is actually a real analytic family, and thus satisfies Assumption \(5.1\).

Step 1. We begin by fixing the spectrum at 0 and 1/2, and by periodicity at all half-integer values of $k$.

Assume that the spectrum of $\alpha(0)$ consists of $1 \leq p_0 \leq n$ even degenerate eigenvalues labeled as $\{\lambda_1(0), \ldots, \lambda_{p_0}(0)\}$ in the increasing order of their principal arguments. The even degeneracy is due to Kramers degeneracy, compare Lemma \(4.1\). If $s > 0$ is sufficiently small and $|k| < s$, due to the continuity of $k \mapsto \alpha(k)$ we know that the spectrum of $\alpha(k)$ will also consist of well separated clusters of eigenvalues. Let $\Pi_j(k)$ be the spectral projection of $\alpha(k)$ corresponding to the $j$-th cluster, as in \(A.6\). The matrix $\alpha(k)$ is block diagonal with respect to the decomposition $\mathbb{C}^m = \bigoplus_{j=1}^{p_0} \Pi_j(k) \mathbb{C}^m$, i.e. $\alpha(k) = \sum_{j=1}^{p_0} \Pi_j(k) \alpha(k) \Pi_j(k)$, $|k| < s$.

Define
\[
\tilde{\alpha}(k) := \sum_{j=1}^{p_0} \lambda_j(0) \Pi_j(k) = e^{i \sum_{j=1}^{p_0} \text{Arg}(\lambda_j(0)) \Pi_j(k)}, \quad |k| < s.
\]

The matrix $\tilde{\alpha}(k)$ is unitary, commutes with $\alpha(k)$, and $\varepsilon \tilde{\alpha}(k) = \tilde{\alpha}(-k)^t \varepsilon$ if $|k| < s$. Define $\gamma(k) := \tilde{\alpha}^{-1}(k) \alpha(k)$; we have that $\gamma(k)$ is unitary, commutes with $\alpha(k)$, $\varepsilon \gamma(k) = \gamma(-k)^t \varepsilon$ if $|k| < s$ and $\lim_{k \to 0} \gamma(k) = 1$. In particular, $-1$ is never in the spectrum of $\gamma(k)$. Going through the Cayley transform (Proposition \(3.9\)) we can find a self-adjoint matrix $\tilde{h}(k)$ such that
\[
\gamma(k) = e^{i \tilde{h}(k)}, \quad \tilde{h}(0) = 0, \quad \varepsilon \tilde{h}(k) = \tilde{h}(-k)^t \varepsilon, \quad [\Pi_j(k), \tilde{h}(k)] = 0, \quad |k| < s.
\]

Using that $\alpha(k) = \alpha(k + r)$ for all $r \in \mathbb{Z}$ we obtain
\[
\alpha(k + r) = e^{i \left( \sum_{j=1}^{p_0} \text{Arg}(\lambda_j(0)) \Pi_j(k) + \tilde{h}(k) \right)}, \quad |k| < s, \quad \forall r \in \mathbb{Z}. \tag{A.10}
\]

We proceed similarly for $k \in \{|k| \leq 1/2| < s\}$. Remember that due to the periodicity of $\alpha$, the spectrum will also have Kramers degeneracy at $k = \pm 1/2$. Furthermore, there will be the same number of distinct eigenvalues at $k = \pm 1/2$ and $k = -1/2$, and we can choose the same ordering for them, i.e. $\lambda_j(1/2) = \lambda_j(-1/2)$ for all $1 \leq j \leq p_1/2 \leq n$; note that there is no connection with the numbering at $k = 0$. From the Riesz integral formula, choosing a contour $\tilde{C}_j$ around each $\lambda_j(1/2) = \lambda_j(-1/2)$ and using that $\alpha(k) = \alpha(k + 1)$ we obtain $\Pi_j(-1/2) = \Pi_j(1/2)$ and moreover
\[
\varepsilon \Pi_j(k) = \Pi_j(-1/2)^t \varepsilon, \quad \varepsilon \Pi_j(-1/2) = \varepsilon \Pi_j(1/2) = \Pi_j(1/2)^t \varepsilon, \quad |k \pm 1/2| < s.
\]

As in \(A.10\) we get
\[
\alpha(k + r) = e^{i \left( \sum_{j=1}^{p_1/2} \text{Arg}(\lambda_j(1/2)) \Pi_j(k) + \tilde{h}(k) \right)}, \quad |k \pm 1/2| < s, \quad \forall r \in \mathbb{Z}. \tag{A.11}
\]
We see that \( \Omega \) is symmetric with respect to the origin and consists of a union of disjoint open intervals centred around all integers and half-integers. We apply the local splitting Lemma A.1(iii) in each of these intervals, obtaining an approximant \( \hat{\alpha}_s \) with the required spectral degeneracies. Define \( \alpha_s(k) \) to be \( \hat{\alpha}_s(k) \) if \( k \in \Omega_s \), and let \( \alpha_s(k) = \alpha(k) \) outside \( \Omega_s \). The family \( \alpha_s \) obeys all the required properties and converges uniformly in norm to \( \alpha \) when \( s \to 0 \).

Step 2. Now we will show how we can make \( \alpha_s \) to also have non-degenerate spectrum in the interval \((0, 1/2)\). In order to simplify notation, we drop the subscript \( s \) and we assume that \( \alpha \) is a \( \mathbb{Z} \)-periodic TRS family of unitary matrices and has doubly degenerate spectrum at 0 and 1/2 (hence at all integers and half-integers). By applying the analytic approximation Lemma A.2, we may moreover assume that \( \alpha(k) \) depends analytically on \( k \).

By the Analytic Rellich Theorem (compare [CHN Sec. 2.7.4]), one can always choose the eigenvalues of \( \alpha(k) \) to also depend analytically on \( k \). These eigenvalues can cross, but by analyticity they either cross at isolated points, or they coincide throughout \([0, 1/2)\). In particular, there might be eigenvalues which stay doubly degenerate after stemming from one of the doubly degenerate eigenvalues at \( k = 0 \).

We first lift this degeneracy, as follows. Let \( a > 0 \) be such that all eigenvalue clusters of \( \alpha(k) \) are well-separated for \( k \in [0, 2a] \). In particular, we may assume that for \( k \in [0, 2a] \) there exists a \( \phi_0 \) such that \(-1\) is always in the resolvent of \( \alpha(k) e^{i(\phi_0+\pi)} \). By going through the Cayley transform (Proposition 3.2), we can then write \( \alpha(k) = e^{i\theta(k)} \) in this interval. We apply the local splitting Lemma A.1(iii) to separate all eigenvalues at \( k = a \), and then the analytic approximation argument of Lemma A.2. The resulting approximating family \( \tilde{\alpha} \) will have non-degenerate spectrum at \( k = a \), and hence cannot have eigenvalues which stay doubly degenerate throughout \([0, 1/2)\).

By compactness of the interval \([0, 1/2)\) and analyticity of the eigenvalues of \( \tilde{\alpha}(k) \), there can only be a finite number of points \( \{s_1, \ldots, s_N\} \subset (0, 1/2) \) where eigenvalues intersect. Let \( s > 0 \) be so small that the intervals \( B_s(k_i) = [k_i-s, k_i+s], i \in \{1, \ldots, N\} \), do not overlap. We also assume that \( k_1-s > 0 \) and \( k_N+s < 1/2 \). Applying the local splitting Lemma A.1(iii) in each of these intervals, we obtain there a smooth approximant \( \tilde{\alpha}_s(k) \) for \( k \in B := \bigcup_{i=1}^N B_s(k_i) \) with the desired degeneracies. Set finally

\[
\alpha_s(k) := \begin{cases} 
\tilde{\alpha}_s(k) & \text{if } k \in B, \\
\alpha(k) & \text{if } k \in [0, 1/2] \setminus B, 
\end{cases} \quad k \in [0, 1/2].
\]

Extend the definition of \( \alpha_s(k) \) for \( k \in [-1/2, 0] \) by setting \( \alpha_s(k) := (\varepsilon \alpha_s(-k) \varepsilon^{-1})^t \), and then to the whole \( \mathbb{R} \) by periodicity, namely \( \alpha_s(k+r) := \alpha_s(k) \) for all \( k \in [-1/2, 1/2] \) and \( r \in \mathbb{Z} \). Then \( \alpha_s \) satisfies all the required properties. This concludes the proof of the Proposition. \( \square \)

**Proposition A.4.** Let \( \alpha \) be a continuous family of \( m \times m \) matrices, \( m = 2n \), satisfying \( (A_2) \) and \( (A_3) \). Then it is possible to construct a sequence \( \alpha_j \) of families of unitary matrices for which the following hold:

- they depend continuously on \( k \), and are real analytic in small balls of fixed \( (j \text{-dependent}) \) radius around every half-integer;
- they have non-degenerate eigenvalues for all \( k \in \mathbb{R} \), and the spectrum is symmetric with respect to the exchange \( k \to -k \).
they approximate \( \alpha \) in the sense that
\[
\lim_{j \to \infty} \sup_{k \in \mathbb{R}} \| \alpha_j(k) - \alpha(k) \| = 0.
\]

**Proof.** Arguing as in the proof of the above Proposition A.3, we obtain a family \( \alpha_j(k) \) which satisfies all the required properties, but has (doubly) degenerate spectrum at half-integer values of \( k \in \mathbb{R} \). Applying Lemma A.1(iii) to small symmetric intervals of width \( 2s > 0 \) around such values, we can open gaps between these eigenvalues. Since the procedure of Lemma A.1(iii) interpolates linearly the arguments of the eigenvalues between \( n/2 - s \) and \( n/2 + s, n \in \mathbb{Z} \), the symmetry of the spectrum of \( \alpha_j \), which is implied by TRS, is preserved, since the linear interpolation is then constant. \( \square \)
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