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ABSTRACT

Purpose: To develop a scan-specific model that estimates and corrects k-space errors made when reconstructing accelerated Magnetic Resonance Imaging (MRI) data.

Methods: Scan-Specific Artifact Reduction in k-space (SPARK) trains a convolutional-neural-network to estimate and correct k-space errors made by an input reconstruction technique by back-propagating from the mean-squared-error loss between an auto-calibration signal (ACS) and the input technique’s reconstructed ACS. First, SPARK is applied to GRAPPA and demonstrates improved robustness over other scan-specific models, such as RAKI and residual-RAKI. Subsequent experiments demonstrate that SPARK synergizes with residual-RAKI to improve reconstruction performance. SPARK also improves reconstruction quality when applied to advanced acquisition and reconstruction techniques like 2D virtual coil (VC-) GRAPPA, 2D LORAKS, 3D GRAPPA without an integrated ACS region, and 2D/3D wave-encoded imaging.

Results: SPARK yields SSIM improvement and 1.5 - 2x RMSE reduction when applied to GRAPPA and improves robustness to ACS size for various acceleration rates in comparison to other scan-specific techniques. When applied to advanced reconstruction techniques such as residual-RAKI, 2D VC-GRAPPA and LORAKS, SPARK achieves up to 20% RMSE improvement. SPARK with 3D GRAPPA also improves RMSE performance by ~2x, SSIM performance, and perceived image quality without a fully sampled ACS region. Finally, SPARK synergizes with non-cartesian, 2D and 3D wave-encoding imaging by reducing RMSE between 20 - 25% and providing qualitative improvements.

Conclusion: SPARK synergizes with physics-based acquisition and reconstruction techniques to improve accelerated MRI by training scan-specific models to estimate and correct reconstruction errors in k-space.
INTRODUCTION

Magnetic Resonance Imaging (MRI) acquisitions suffer from an inherent tradeoff between scan time, resolution, and signal-to-noise ratio (SNR). Reducing scan time while maintaining image quality has been a vibrant area of research over the last couple of decades as accelerated MRI enables improved patient comfort, superior clinical efficiency, and decreased power deposition into the body.

Clinical scans routinely employ parallel imaging to accelerate MRI acquisitions. These techniques omit k-space measurements and interpolate missing data using the encoding capabilities of modern multi-coil receive arrays. Generalized autocalibrating partially parallel acquisitions (GRAPPA) applies linear convolutional kernels, trained on a fully sampled auto-calibration signal (ACS) region, to synthesize missing k-space lines. Sensitivity encoding (SENSE) utilizes explicit knowledge of receive profiles to recover an image from undersampled data through an inverse problem formulation. While widespread, these linear techniques suffer from increased noise amplification due to ill-conditioning of the reconstruction problem at higher acceleration rates. To improve parallel imaging, methods such as Iterative self-consistent Parallel Imaging Reconstruction (SPIRiT) and Low-rank modeling of local k-space neighborhoods (LORAKS), apply sophisticated priors on the structure and redundancy in k-space data. GRAPPA also can be improved through k-space specific Tikhonov regularization based on the local noise levels of the ACS region. On the acquisition side, CAIPIRINHA for 3D imaging and blipped-CAIPI for simultaneous-multislice (SMS) improves conditioning in cartesian parallel imaging through tailored aliasing. Similarly, wave-encoding employs non-cartesian corkscrew trajectories to better pose parallel imaging inversion by spreading aliasing along all spatial dimensions.

Tailored undersampling and non-linear reconstructions that impose priors through regularization provide an alternative approach to reducing MRI scan time. In compressed sensing, undersampled data are acquired randomly. The resultant incoherent aliasing artifacts can be mitigated with l1-regularization and low-rank priors imposed in a variety of domains including gradient, wavelet, explicit low-rank coefficients, and learned dictionaries. Additionally, compressed sensing can be combined with parallel imaging, with substantial benefits in high dimensional imaging. Limited achievable incoherence in 2D imaging precludes widespread use of compressed sensing in standard slice-by-slice acquisitions.

Machine learning provides yet another alternative for accelerating MRI. Models, typically neural networks trained in a supervised fashion, apply regularization, directly reconstruct the undersampled data, and correct image-domain reconstruction artifacts. Standard supervised learning achieves impressive results, but requires large amounts of training data and may not generalize reliably outside of the particular application upon which they were trained.

To address generalizability and data availability, scan-specific robust artificial-neural-networks for k-space interpolation (RAKI) elegantly proposes training a neural network on just the ACS of a specific scan to estimate undersampled lines in k-space. RAKI enables subject specific accelerated MRI without vast
amounts of training data. In addition, it functions with uniform, non-uniform,\textsuperscript{35} and 3D undersampling, regularized reconstructions, and non-linear autoregressive modeling.\textsuperscript{36,37} Despite limited ACS size, RAKI yields remarkable performance improvements for accelerated MRI.

We propose an alternative k-space based, scan specific model for improving accelerated MRI reconstruction. Rather than interpolating missing k-space data, our method takes a reconstruction of the undersampled data using any technique as input and estimates the k-space reconstruction artifacts in the input. The input reconstruction can be k-space based, like GRAPPA, or can be model-based, like SENSE. Model-based reconstructed k-space can be generated by applying the physics based forward model governing data acquisition to the model-based reconstruction. We can perform Scan Specific Artifact Reduction in k-space (SPARK) by taking our estimate of the residual and subtracting it from the reconstructed estimate of k-space. SPARK can be seen as scan-specific refinement that flexibly applies to arbitrary acquisition and reconstruction schemes.

Our technique bears resemblance to residual-RAKI\textsuperscript{38}, but residual-RAKI only estimates residuals for 2D-cartesian, under-sampled k-space reconstructed with a linear convolutional layer of a neural network. On the other hand, SPARK flexibly corrects artifacts in a wide range of physics-based acquisition and reconstruction schemes beyond just the 2D cartesian, linear reconstruction setting. Additionally, SPARK can synergize with and be applied to improve residual-RAKI reconstructions, as demonstrated herein.

We begin by describing how SPARK trains a non-linear model to estimate and correct k-space residuals of an input reconstruction using scan-specific ACS data. Next, we compare GRAPPA, SPARK, RAKI, and residual-RAKI with 1D acceleration and demonstrate that correcting a GRAPPA reconstruction with SPARK yields more robust reconstruction improvements at lower ACS sizes in comparison to RAKI and residual-RAKI. Additionally, we demonstrate that SPARK synergizes with residual-RAKI by applying SPARK to improve residual-RAKI reconstructions. We also show that SPARK integrates with more advanced parallel-imaging reconstruction techniques like virtual-coil (VC) GRAPPA\textsuperscript{39} and LORAKS and compare the results to residual-RAKI. Then, we extend SPARK to volumetric imaging by comparing SPARK to standard GRAPPA in 3D cartesian reconstructions with an integrated ACS region in the acquisition. Second, a framework to apply SPARK without a fully sampled integrated ACS region is proposed and demonstrated. Finally, we apply SPARK in single-slice and 3D non-cartesian wave-encoded imaging, a setting in which standard RAKI and residual-RAKI cannot be applied in their current form.

Initial versions of this work were presented as abstracts at ISMRM\textsuperscript{40,41}.

**METHODS**

**SPARK Procedure: Estimating and Correcting Reconstruction Errors in K-space**

Let $x_{est} \in \mathbb{C}^{M \times N \times P \times C}$ and $y_{est} \in \mathbb{C}^{N_{ro} \times N_{pe} \times N_{pa} \times C}$ be the reconstructed multi-coil image and k-space using some reconstruction technique given acquired data $y_{acq} \in \mathbb{C}^{N_{ro} \times N_{pe} \times N_{pa} \times C}$, where $M \times N \times P$ are image...
dimensions, $C$ is the number of coils, and $N_{ro} \times N_{pe} \times N_{pa}$ are k-space dimensions. Let $A$ be the operator which projects k-space data onto the ACS region.

Separate variables represent k-space and image dimensions because acquired and reconstructed k-space and image dimensions can differ in the wave-encoding applications explored later. Subsequent 2D cartesian experiments use dimensions $(N_{ro} \times N_{pe} \times N_{pa} = M \times N \times P = 236 \times 188 \times 1)$, 3D cartesian experiments use $(N_{ro} \times N_{pe} \times N_{pa} = M \times N \times P = 186 \times 168 \times 160)$, and 2D wave-encoded experiments use $(N_{ro} \times N_{pe} \times N_{pa} = 768 \times 256 \times 1$ and $M \times N \times P = 256 \times 256 \times 1$).

We pose the following optimization problem to train a model, $f^c_{\theta_c}$, which estimates reconstruction error in the $c^{th}$ coil, by modifying model parameters $\theta_c$.

$$
\theta^*_c = \arg \min_{\theta_c} \| A[y^c_{acq} - y^c_{est} - f^c_{\theta_c}(y_{est})]\|_2^{2} \quad \text{Eq1}
$$

In equation 1, we determine model parameters, $\theta^*_c$, with which $f^c_{\theta_c}$ estimates the k-space reconstruction error inside of the ACS for the $c^{th}$ coil given the reconstructed k-space across all coils as input. Since SPARK only has access to the measured and reconstructed data, each $f^c_{\theta_c}$ will be trained with one input and output pair. The input to $f^c_{\theta_c}$ will be the multi-coil reconstructed k-space, $y_{est}$, corresponding to a tensor of dimension $C^{N_{ro} \times N_{pe} \times N_{pa} \times C}$. $f^c_{\theta_c}$ outputs an estimated k-space correction term for coil $c$, $f^c_{\theta_c}(y_{est})$ of dimension $C^{N_{ro} \times N_{pe} \times N_{pa} \times 1}$. Note, tensors are not slid around to generate additional samples. To compute training loss, the estimated correction, $f^c_{\theta_c}(y_{est})$, is cropped to the ACS region, and then compared to the difference between the measured and reconstructed ACS region for the k-space of coil $c$, denoted as $A[y^c_{acq} - y^c_{est}]$.

Since these models only need to estimate errors in the scan to be reconstructed, and not a wide range of scans, one input / output pair provides enough information for the model to learn how to estimate the reconstruction errors inside of the calibration region.

The trained model then corrects reconstruction error in the estimated k-space of the $c^{th}$ coil:

$$
y^c_{corrected} = y^c_{est} + f^c_{\theta_c}(y_{est}) \quad \text{Eq2}
$$

Although SPARK trains models to estimate errors inside ACS, equation 2 applies the correction estimated by $f^c_{\theta_c}$ to the entire k-space of the $c^{th}$ coil. Training a model and applying a correction with Eq1 and Eq2 is repeated for each coil, until all estimated k-space has been corrected. Then, a fully sampled reconstruction (typically involving an inverse Fourier transform and coil-combination) generates the reconstructed image from the corrected k-space. Fig 1 illustrates SPARK applied to a cartesian GRAPPA reconstruction, where the k-space and image space matrix sizes are equivalent.
Like GRAPPA and RAKI, SPARK assumes models trained to estimate reconstruction artifacts inside the ACS will generalize and estimate errors outside of the region. Subsequent experiments will show empirically

*Fig 1.* A schematic overview of the SPARK procedure using a GRAPPA reconstruction as input. In this exemplary cartesian setting, the k-space and image dimensions are equivalent ($N_{ro} \times N_{pe} \times N_{pa} = M \times N \times P = 236 \times 188 \times 1$). *(A)* We subtract the measured and reconstructed ACS data for the $c^{th}$ coil to compute an ACS difference. Then, we pass the input reconstructed k-space across all coils to estimate a correction term. The correction term is cropped and compared to the ACS difference through least-squares loss, and backpropagation can be applied to adjust model parameters. *(B)* To apply corrections, the trained model will estimate a correction term using all reconstructed k-space as input and add the resultant correction to the $c^{th}$ coil. By repeating this process for all $C$ coils, k-space artifacts can be corrected in a scan-specific manner for a wide range of reconstruction and acquisition settings.
that SPARK effectively applies corrections to external k-space regions. Additionally, Supporting Figure 1 and Supporting Figure 2 demonstrate SPARK’s ability to perform k-space correction outside of the ACS region in cartesian and wave-encoded settings.

Our proposed framework differs from residual-RAKI which attempts to simultaneously interpolate the missing k-space data with a learned estimate from a linear convolutional layer and estimate a correction term of the learned linear reconstruction.\(^{38}\) Rather, SPARK utilizes any prior reconstruction of the under-sampled k-space as input, enabling integration with a wide range of reconstruction and acquisition techniques, including residual-RAKI.

**Choice of Model for Residual Estimation**

Like other applications of machine learning for accelerated MRI, we choose a convolutional neural network (CNN) model for \(f_\theta^C\).\(^{42}\) CNNs demonstrate remarkable performance in approximating nonlinear functions in a wide range of tasks\(^{43}\) and estimating image-based residuals through supervised learning in a variety of MRI imaging settings.\(^{29-32,44}\) As elegantly demonstrated by RAKI\(^{34}\), CNNs can interpolate missing k-space lines in multi-coil acquisitions using just ACS data from the specific scan for training.

We utilize the ADAM optimizer\(^{45}\) with a fixed learning rate for training. To operate on complex data, we concatenate the real and imaginary portions of k-space along the channel dimension of CNN inputs and outputs.\(^{42}\) All models were implemented with Python and PyTorch\(^{46}\) and employed no bias terms in its layers, as they may cause issues with k-space scaling.\(^{34}\) Detailed network structure and applied non-linearity varies across experiments and will be described in subsequent sections.

**In-vivo Single-Slice Cartesian Experiments**

**Imaging Experiments**

All imaging protocols were performed with approval from the local institutional review board with written informed consent. A volunteer was scanned with a Siemens 3T Magnetom Skyra (Siemens Healthineers, Erlangen, Germany) system using a 32-channel receive head coil. A fully sampled MPRAGE scan was acquired with: FOV = 234 x 188 x 192 mm\(^3\), voxel size = 1 x 1 x 1 mm\(^3\), TR/TE/TI = 2530/1.7/1100 ms, flip angle = 7\(^\circ\), bandwidth = 651 Hz/pixel. The raw data were Fourier transformed along the slice (third) dimension, and a single axial slice was used for subsequent analysis (234 x 188 matrix size).

The data were retrospectively undersampled in the AP direction with \(R_{\text{in-plane}} = \{5, 6\}\) and \(\{20, 24, 30, 36, 40\}\) ACS lines. SPARK was compared to GRAPPA with optimized kernel sizes, Tikhonov regularization, and ACS replacement, RAKI, and residual-RAKI.\(^{34,47}\) SPARK took GRAPPA reconstructions without ACS replacement as input.
Additionally, the same retrospectively under-sampled dataset was used to demonstrate synergy between residual-RAKI and SPARK. SPARK corrected k-space errors in the residual-RAKI reconstructions at $R_{in-plane} = \{5, 6\}$ and with \{24, 30, 36, 40, 44\} ACS lines.

Next, the single-slice, MPRAGE data was retrospectively undersampled at $R_{in-plane} = \{5, 6\}$ in the AP direction with 30 ACS lines. Data were reconstructed with VC GRAPPA and LORAKS and used as input to SPARK. For the LORAKS input, we estimated LORAKS subspaces from the ACS, undersampled the ACS, and used the reconstruction without ACS replacement as input. We compared SPARK to VC GRAPPA and LORAKS reconstructions with the ACS region included and to residual-RAKI to illustrate the benefits of applying SPARK to advanced reconstruction techniques.

To evaluate SPARK on inputs with differing noise levels but similar residual artifacts, the $R_{in-plane} = \{5, 6\}$, MPRAGE data were reconstructed with GRAPPA and VC-GRAPPA and corrected with SPARK using 30 ACS lines. Additionally, we applied SPARK corrections to the $R_{in-plane} = 5$ data with 30 ACS lines reconstructed using GRAPPA with varying Tikhonov regularization values [0, 1, 5, 10, 50]. Tikhonov regularization was applied to k-space with maximum absolute value of 14.44 and L2-norm of 109.67.

Finally, we averaged 10 slices from the MPRAGE volume, yielding a $1 \times 1 \times 10$ mm axial slice, to perform experiments in a high SNR regime. First, the data were retrospectively under-sampled with $R_{in-plane} = \{6, 7\}$, reconstructed with GRAPPA and LORAKS, and corrected with SPARK using 30 ACS lines. Second, the high SNR data were retrospectively under-sampled in the AP direction with $R_{in-plane} = \{6, 7\}$ and with \{24, 30, 36, 40, 44\} ACS lines. SPARK applied to GRAPPA was compared to GRAPPA, RAKI, and residual-RAKI.

Montecarlo-esque Noise Stability Evaluation

Since SPARK introduces non-linearity into the reconstruction pipeline, closed-form g-factor analysis is not applicable. To evaluate noise performance when applying SPARK to GRAPPA, we applied a version of the pseudo-replica technique on the single-slice MPRAGE data. First, the noise-covariance matrix was estimated, and 100 instances of synthesized k-space was generated by adding gaussian noise correlated across the 32 receive channels to the fully sampled k-space. Next, the original and synthesized k-spaces were under-sampled by $R_{in-plane} = \{4,5,6\}$ in the AP direction. Using kernels computed from the 30 central lines of the original dataset, we reconstructed the original undersampled k-space and the synthesized undersampled k-spaces with GRAPPA. The SPARK correction model is then trained using the same 30 lines and the GRAPPA reconstruction from the original k-space as input. We apply SPARK corrections to the 100 GRAPPA reconstructions from synthesized k-spaces and combine the multi-coil reconstructed data for both GRAPPA and GRAPPA with SPARK through ESPIRiT complex coil-combination. Finally, we take the standard deviation across the real portion of the 100 GRAPPA and GRAPPA with SPARK reconstructions and divide the GRAPPA and GRAPPA with SPARK reconstructions on the original undersampled k-space respectively by these standard deviations to arrive at a proxy for retained SNR.
All single-slice SPARK experiments described in this section utilized the CNN structure in Fig 2(a), consisting of 6 convolution layers with 3 x 3 kernels, ReLU non-linearities, and a skip-connection between the input and the output of the third layer with 200 iterations and a learning rate of .0075. The model takes the estimated real and imaginary portions of k-space across all coils as input and outputs the correction for either the real or imaginary portion of k-space for the current coil to be corrected. Supporting Figure 9 explains our hyperparameter and model choice in detail.

**Fig 2.** Illustrations of the CNN models used in the different experiments. (A) For single-slice and wave-encoded experiments, we apply a model with 6 convolutional layers, ReLU non-linearities, 3 x 3 convolutions, and a skip connection between the input and third layer. (B) For volumetric experiments, we apply a model with 9 convolutional layers, ReLU non-linearities, 3 x 3 x 3 convolutions, and two skip connections. Due to limited ACS data, models are constrained to be relatively shallow. Models take reconstructed k-space across all coils as input and estimate the k-space reconstruction error for one particular coil.

**In-vivo Volumetric Cartesian Experiments**

A second healthy volunteer was scanned with a Siemens 3T Magnetom Skyra (Siemens Healthcare, Erlangen, Germany) system using a 32-channel receive head coil. A fully sampled 3D GRE scan was acquired with: FOV = 244 x 185 x 160 mm³, voxel size = 1.3 x 1.3 x 1 mm³, TR/TE = 25/4 ms, flip angle = 4°, bandwidth = 150 Hz/pixel.

First, we illustrated the feasibility of applying SPARK to volumetric reconstructions and the potential benefit of utilizing an entire 3D block of ACS for model fitting. We retrospectively under-sampled the data by a
factor of 4 in the phase encode (second) dimension, and 3 in the partition (third dimension) with a fully sampled 186 x 30 x 30 ACS region. SPARK was compared to 3D-GRAPPA with ACS replacement. SPARK took the corresponding 3D-GRAPPA reconstruction without ACS replacement as input.

Second, it can be more efficient to exclude integrated ACS during contrast encoding, and instead utilize calibration scans. Thus, we acquired a minimum TE/TR GRE reference (64 x 32 x 32 matrix size). We propose a hybrid sampling scheme where the ACS region and outer portions of k-space are undersampled at different rates, as suggested in the original RAKI paper.34 For SPARK, we undersampled the 186 x 48 x 48 integrated ACS region by a factor of 3 x 2 in the phase and partition encoding dimensions and the exterior of k-space by a factor of 4 x 3 with elliptical undersampling,53 yielding a net acceleration factor of 12. GRAPPA kernels estimated from the reference reconstructed the undersampled 186 x 48 x 48 ACS region. Then, kernels estimated from the reconstructed ACS perform 4 x 3 accelerated GRAPPA reconstruction without ACS replacement, which serves as input to SPARK. SPARK+GRAPPA was compared to 3D GRAPPA on 4 x 3 retrospectively undersampled data with no ACS region and kernels trained on the reference, also yielding a net acceleration factor of 12. We performed experiments without regularization in any reconstruction and with an optimized Tikhonov regularization parameter for both the GRAPPA input to SPARK and 3D GRAPPA baseline.

All 3D SPARK experiments utilize the CNN structure illustrated in Fig 2(b), which consists of 9 convolution layers with 3 x 3 x 3 kernels and skip-connections between the input and third layer output and the third layer output and sixth layer output. We take advantage of the larger 3D ACS region by increasing the complexity of the model, in comparison to the 2D regime. Supporting Text 1 provides further discussion on hyper-parameter and model choice in the 3D setting. Finally, applying the following custom nonlinearity improved 3D results in comparison to the ReLU nonlinearity, which produced structured biases in the reconstructed images:

\[
NL(x) = x + ReLU\left(\frac{x-1}{2}\right) + ReLU\left(-\frac{x+1}{2}\right)
\]

Eq3

In-vivo Wave-encoded Experiments

In-vivo wave-encoded MPRAGE data were acquired with IRB approval using a Siemens 3T Magnetom Skyra (Siemens Healthcare, Erlangen, Germany) system and 32-channel receive head coil. The dataset was fully phase encoded and oversampled by a factor of 3x along the readout dimension to accommodate wave-encoding.15 The following imaging parameters were utilized: nominal FOV: 256 x 256 x 192 mm³, voxel size = 1 x 1 x 1 mm³, TR/TE/TE = 2500/3.48/1100 ms, flip angle = 8°, readout duration = 5.08 ms, maximum slew rate of wave gradients = 175 mT/m/s, maximum wave gradient amplitude = 9.4 mT/m, 15 sinusoidal wave cycles, k-space dimensions: 768 x 256 x 256 x 32. The wave point-spread function was calibrated with an auto-calibrated approach.55,56
We first demonstrate SPARK’s ability to synergize with wave-encoded acquisitions by generating retrospectively undersampled, 2D-wave-encoded data. We applied an inverse fourier transform along the phase and partition dimensions of the raw k-space, and a slice along the partition axis was selected for subsequent analysis. A forward fourier transform along the phase-encode dimension of the slice generated single-slice wave-encoded k-space data. The point-spread-function (PSF) corresponding to the selected slice was used in the wave-encoded forward model. We undersampled the wave encoded data by \( R_{\text{in-plane}} = \{5,6\} \) with a 24 phase encode ACS region (matrix 768 x 24) and apply SPARK to the standard least squares reconstruction with the wave-encoded forward model that uses Fourier encoding, coil sensitivities and wave PSFs to map an image to acquired data.\(^{57}\) To create an input for SPARK, we estimate \( \hat{x} \) using the generalized sense forward model excluding ACS data. Then, we can generate \( \hat{y} \) by taking \( \hat{x} \) through the forward model and apply the standard SPARK procedure.

Next, we applied SPARK to wave-encoded slice-groups. Volumetric wave-encoded data was undersampled by \( R_{\text{phase-encode}} = 5 \) and \( R_{\text{partition}} = 3 \) with CAIPI sampling\(^{13}\) and a 768 x 30 ACS region at each sampled partition. Since uniform undersampling in the partition dimension allows reconstruction of each individual slice-group\(^{58}\), we apply least-squares reconstruction with the forward model for the collapsed slice-group as a baseline. A similar least-squares reconstruction excluding ACS generates an estimate of the collapsed wave-encoded k-space for the slice-group used as input for SPARK. The acquired and reconstructed ACS region in the collapsed k-space is used to train the SPARK models which correct our estimate of the collapsed k-space for the slice-group. A final fully-sampled least squares reconstruction creates corrected images for the slice-group.

Wave-encoded SPARK utilizes the same network structure from the 2D GRAPPA experiments shown in Fig 2 (a). All coil sensitivity maps were estimated with the ESPIRiT algorithm.\(^{50,59}\)

Results

In-vivo Single-Slice Cartesian Imaging Results

Fig 3 compares GRAPPA, RAKI, residual-RAKI, and SPARK with GRAPPA in in-vivo single-slice MPRAGE experiments. (A) shows reconstructions and error maps with \( R_{\text{in-plane}} = 5 \) and 30 ACS lines. RAKI, residual-RAKI, and SPARK with GRAPPA improve RMSE and SSIM in comparison to GRAPPA and reduce image degradation. In (B), two plots compare reconstruction RMSE of GRAPPA, RAKI, residual-RAKI, and SPARK with GRAPPA at \( R_{\text{in-plane}} = \{5,6\} \) and varying ACS sizes. SPARK with GRAPPA performs as well as or better than RAKI and residual-RAKI (and always outperforms GRAPPA), particularly at smaller ACS sizes. (For an example with SSIM, at \( R_{\text{in-plane}} = 6 \) and 24 ACS lines: \( \text{SPARK} = 0.8859, \text{RAKI} = 0.8214, \text{residual-RAKI RMSE} = 0.8481, \text{GRAPPA} = 0.7714 \).
Average computation times for GRAPPA+SPARK, RAKI, and residual-RAKI are 64.7 +/- 2.1 seconds, 246.7 +/- 19.6 seconds, and 553.6 +/- 49.7 seconds respectively with more detailed compute comparisons in Supporting Figure 10.

**Fig 3.** (A) Comparison between GRAPPA, RAKI, residual-RAKI, and SPARK applied to an initial GRAPPA reconstruction at $R_{\text{in-plane}} = 5$ and 30 ACS lines. RAKI, residual-RAKI, and SPARK all achieve quantitative RMSE, SSIM, and visual improvements in comparison to GRAPPA. (B) Comparisons between GRAPPA, RAKI, residual-RAKI, and SPARK for $R_{\text{in-plane}} = \{5,6\}$ and a range of ACS sizes. SPARK always performs at least as well or better than RAKI and residual-RAKI, particularly at smaller ACS sizes.

Supporting Figure 3 presents the same experiments from Fig 3 on the higher SNR MPRAGE slice. At $R_{\text{in-plane}} = 6$ with 36 ACS lines, RAKI residual-RAKI, and SPARK with GRAPPA improve RMSE and SSIM in comparison to GRAPPA. The plots of RMSE at $R_{\text{in-plane}} = \{6,7\}$ also suggest that SPARK outperforms RAKI and residual-RAKI at the varying ACS sizes, particularly for smaller calibration regions.

**Fig 4** demonstrates SPARK’s ability to synergize with residual-RAKI. With 36 ACS lines and $R_{\text{in-plane}} = \{5,6\}$, applying SPARK to the residual-RAKI reconstruction improves RMSE, SSIM, and qualitative reconstruction quality, as evidenced by the error maps. Additionally, SPARK improves the RMSE, shown in the plots of Fig. 4, and SSIM of residual-RAKI at a variety of acceleration rates and ACS sizes. Residual-RAKI at $R_{\text{in-plane}} = 6$ with ACS lines of $\{24,30,36,40\}$ yields SSIM values of $\{0.748,0.784,0.796,0.804\}$ while residual-RAKI+SPARK achieves values of $\{0.814,0.843,0.873,0.872\}$. Similar SSIM improvements can be seen at $R_{\text{in-plane}} = 5$. 
Fig 4. (A) Applying SPARK to residual-RAKI with 36 ACS lines and $R_{\text{in-plane}} = \{5,6\}$. Combining residual-RAKI with SPARK reduces RMSE, SSIM, and error. (B) RMSE values for residual-RAKI and residual-RAKI with SPARK at $R_{\text{in-plane}} = \{5,6\}$ and a range of ACS sizes. Combining SPARK with residual-RAKI improves performance with all ACS sizes and acceleration factors suggesting that SPARK and residual-RAKI can be synergistically combined to improve reconstruction quality.

Fig 5 compares GRAPPA and GRAPPA with SPARK using our proxy for retained SNR. Averaging across the brain, GRAPPA achieves values of $\{24.9, 15.8, 9.0\}$, while GRAPPA with SPARK achieves $\{27.0, 20.6, 16.0\}$ for $R_{\text{in-plane}} = \{4,5,6\}$ respectively. Across the 100 instances, GRAPPA with SPARK improves upon the mean reconstruction RMSE and SSIM of GRAPPA with similar variance for $R_{\text{in-plane}} = \{4,5,6\}$. This suggests that SPARK improves our proxy for retained signal while improving image quality.
Supporting Fig 1 visualizes the SPARK k-space correction in the individual coil and coil-combined k-spaces for the $R_{in-plane} = 6$ baseline GRAPPA reconstruction used to compute our proxy for retained SNR.

Fig 6 illustrates how SPARK synergizes with advanced parallel imaging techniques like VC-GRAPPA and LORAKS. At $R_{in-plane} = \{5,6\}$-fold acceleration with 30 ACS lines, VC-GRAPPA and LORAKS improve RMSE and SSIM in comparison to standard GRAPPA. SPARK further refines these input techniques, both visually, as seen by the error images, and quantitatively with improved RMSE and SSIM. Combining SPARK with LORAKS and VC GRAPPA also outperforms residual-RAKI in quantitative metrics and residual error maps.

Supporting Fig 4 presents comparisons between VC-GRAPPA, LORAKS, VC-GRAPPA with SPARK, and LORAKS with SPARK for $R_{in-plane} = \{4,7\}$. Applying SPARK to VC-GRAPPA and LORAKS improves reconstruction RMSE and SSIM at both the modest and large acceleration rates.
Supporting Fig 5 compares SPARK applied to GRAPPA and VC-GRAPPA at $R_{in-plane} = \{5,6\}$. At both acceleration rates, VC-GRAPPA outperforms GRAPPA. For $R_{in-plane} = 5$, applying SPARK to both VC-GRAPPA and GRAPPA improves quantitative metrics and yields similar quality images. $R_{in-plane} = 6$ reconstructions yield analogous results, but VC-GRAPPA with SPARK slightly outperforms GRAPPA with SPARK in RMSE and SSIM.

Supporting Fig 6 displays GRAPPA reconstructions with Tikhonov regularization values [0, 1, 5, 10, 50] and the associated SPARK correction at $R_{in-plane} = 5$. At all regularization values, applying SPARK to GRAPPA improves RMSE, SSIM, and qualitative image quality.

Supporting Fig 7 showcases SPARK corrections applied to GRAPPA and LORAKS reconstructions at $R_{in-plane} = \{6,7\}$ on the high SNR slice. At both acceleration rates, LORAKS outperforms GRAPPA, but, applying SPARK to either technique significantly improves RMSE, SSIM, and qualitative image quality.

In-vivo Volumetric Cartesian Imaging Results

Fig 7 shows representative axial, coronal, and sagittal slices comparing SPARK to GRAPPA in 3D. Applying SPARK to GRAPPA significantly improves RMSE and SSIM, both volumetrically and in representative
slices. Additionally, SPARK achieves qualitative and quantitative improvement in the three representative slices without significant blurring artifacts.

**Fig 7.** 3D GRE comparisons between 3D GRAPPA and the associated 3D SPARK reconstruction for three representative slices with a 32 x 32 integrated ACS region and undersampling in the phase encode and partition dimensions by a factor of 4 and 3 respectively. SPARK achieves SSIM and 2x RMSE improvement over the whole volume and produces cleaner images illustrated by the axial, coronal, and sagittal slices displayed.

**Fig 8** depicts the schematic 12x net acceleration sampling patterns and representative slices of 3D GRAPPA and 3D GRAPPA with SPARK reconstructed without a measured ACS region and without regularization in the GRAPPA reconstructions. SPARK achieves RMSE and SSIM improvement both in the entire volume as well as the representative slices. Spark also demonstrates qualitative visual reduction of noise amplification and aliasing artifacts seen in the 3D GRAPPA reconstruction.

**Supporting Figure 8** reports the same comparisons from **Fig 8**, but with minimum RMSE Tikhonov regularization used in the GRAPPA input to SPARK and the baseline 3D GRAPPA reconstruction. SPARK achieves less RMSE and SSIM improvement (in comparison to Figure 8) since the regularization parameter in 3D GRAPPA minimizes RMSE. However, this over regularization comes at the cost of structured aliasing artifacts, SPARK yields improved quantitative metrics and produces cleaner images without the artifacts present in the GRAPPA images.
**In-vivo Wave-encoded Imaging Results**

In Fig 9, SPARK compares wave-encoding and wave-encoding with SPARK reconstructions for the wave-encoded MPRAGE slice at acceleration factors of {5,6}. Applying SPARK to the wave-encoded reconstruction improves RMSE, SSIM, and qualitative image quality.
Supporting Fig 2 shows the individual coil and coil-combined k-spaces for the wave-encoded reconstruction, estimated SPARK correction, and the corrected k-space for the experiment with an acceleration factor of 6.

Fig 10 compares standard wave-encoding and wave-encoding with SPARK on the MPRAGE slice group. Wave-encoding with SPARK improves RMSE, SSIM, and visual results, by combining improved conditioning from wave-encoding and SPARK corrections.
DISCUSSION

SPARK extends the elegant idea of using ACS regions, introduced by RAKI, to train scan-specific models for accelerated MRI by correcting k-space artifacts of an arbitrary input reconstruction. SPARK with GRAPPA input exhibits improved performance over GRAPPA and robustness to ACS size over RAKI and residual-RAKI. Moreover, we found that SPARK synergizes with residual-RAKI. We also demonstrated how SPARK applies to several acquisition and reconstruction scenarios like VC-GRAPPA and LORAKS, 3D reconstructions without a fully sampled ACS region, and non-cartesian wave encoding imaging.

SPARK operates in k-space as the ACS region enables learning without access to a database of training samples. In scan-specific settings, performing image-based error correction is less feasible. Although the ACS region corresponds to a fully sampled low-resolution image, image-based errors associated with a low-resolution reconstruction do not correspond to the image-based reconstruction artifacts present in the higher resolution accelerated MRI reconstruction. Image based residual estimation works well when a database of accelerated reconstructions and associated fully sampled images exists\textsuperscript{29–32}, but k-space based techniques are more conducive for error correction in a scan-specific setting.

Fig 10. Wave-encoding reconstructions with and without SPARK of the wave-encoded MPRAGE slice-group for $R_{\text{phase-encode}} = 5$, $R_{\text{partition}} = 3$. Applying SPARK to the wave-encoded reconstruction improves quantitative and qualitative results in comparison to wave-encoding alone, demonstrating that SPARK synergizes with non-cartesian, 3D wave-encoded acquisitions.
Although SPARK bears resemblance to residual-RAKI, several differences persist. Residual-RAKI trains two scan-specific networks to simultaneously perform interpolation of missing k-space and correction of k-space interpolation artifacts. In addition, the interpolation network is constrained to perform a linear reconstruction on 2D cartesian acquisitions. SPARK, however, trains a single scan-specific network to estimate reconstruction artifacts given an input reconstruction unconstrained to linear convolutions on 2D cartesian acquisitions. As a result, SPARK, to the best of our knowledge, is the first scan-specific k-space correction technique applied to advanced parallel imaging techniques like VC-GRAPPA, 3D acquisitions without an ACS region, and wave-encoded acquisitions. Finally, SPARK and residual-RAKI can be complementary techniques, as we successfully applied SPARK to residual-RAKI to improve the reconstruction quality relative to either residual-RAKI or SPARK with GRAPPA.

Figure 3 and Supporting Figure 3 suggest that SPARK applied to GRAPPA outperforms RAKI and residual-RAKI in acquisitions with smaller ACS regions. Since RAKI and residual-RAKI directly interpolate missing k-space data, only the ACS region is utilized to train the scan-specific networks. In addition, RAKI and residual-RAKI apply three consecutive convolutional kernels that truncate the spatial dimensions of the network input. After taking the input ACS through a CNN for training, the truncated output can only be compared to a subset of the total ACS region for backpropagation. Since SPARK takes reconstructed total k-space as input, backpropagation can be performed by comparing all the measured and reconstructed ACS region. This increased efficiency in ACS usage during training may explain SPARK’s improved performance at smaller ACS sizes.

We envision SPARK providing clinical utility in two regimes (amongst others). First, RAKI (and subsequently residual-RAKI) were proposed to improve reconstructions when it is not feasible to acquire fully sampled data; settings with extensive motion, like fetal, cardiac, and abdominal MRI, dynamic MRI, and time-resolved imaging. SPARK could provide utility in these scenarios since it functions in a scan-specific fashion as well. Second, several recent publications describe the utility of 3D wave-encoding in clinical applications. However, images still suffer from increased noise levels, and applying SPARK might further push the limits of 3D-wave-encoded applications by enabling higher acceleration rates or improving image quality.

Figure 6, Supporting Figure 4, and Figure 9 show experiments in which SPARK synergizes with advanced 2D parallel imaging techniques and wave-encoding. At acceleration rates of 6 and 7, the resultant cartesian and wave-encoded SPARK corrected and residual-RAKI images exhibit noticeable improvement but may suffer from residual-aliasing artifacts. For $R_{\text{Inplane}} = 5$, the images are similar, with subtle differences captured by the error images. The proof-of-concept experiments demonstrate that SPARK can synergize with advanced techniques, but future work requires further study of acceleration factors, imaging settings, and reconstruction algorithm combinations.

Figures 3, 4, 6 show that combining SPARK with an advanced technique like residual-RAKI, LORAKS, or VC-GRAPPA improves performance in comparison to applying SPARK to GRAPPA. Since SPARK aims to estimate
and correct reconstruction artifacts, we hypothesize that in scan-specific settings, estimating errors from an improved reconstruction might be an easier problem than estimating errors from a relatively worse reconstruction.

In Figure 8, the more densely sampled ACS may contribute to performance difference between SPARK with GRAPPA and uniformly under-sampled GRAPPA. However, we aimed to provide a proof-of-principle application in which SPARK can be applied to GRAPPA without a fully sampled ACS region in comparison to an acceleration matched GRAPPA reconstruction. In addition, Figure 7 demonstrates that SPARK provides significant improvement in comparison to GRAPPA with internal ACS. SPARK also improves the GRAPPA input to SPARK used in Figure 8 (with the same, more densely sampled ACS region) in a similar fashion to the uniformly under-sampled GRAPPA reconstruction.

While the presented MPRAGE experiments employed retrospective under-sampling, prospective implementations may be affected by the interplay between signal evolution and sampling within each TR. However, prospective sampling schemes can be developed that minimize these adverse effects.\textsuperscript{64}

**Limitations**

SPARK assumes k-space reconstruction errors behave similarly inside and outside of the ACS region. As a result, SPARK effectively corrects noise amplification, but less significantly improves obvious and local structured aliasing artifacts at extreme acceleration rates. High acceleration requires combining SPARK with a more advanced technique, like the wave-encoding studies in Figures 9 and 10, to reduce structured aliasing and suppress noise amplification.

Computation for the presented 3D cartesian experiments in Figures 7 and 8 can be lengthy (2 – 3 days) because SPARK operates on the entire volumetric k-space simultaneously, rather than performing an inverse-Fourier transform along the readout-dimension and operating on individual slices. We choose these experiments to demonstrate proof-of-concept novelty in training on a 3D slab of ACS and applying corrections to the 3D volume to improve reconstruction performance. However, computation for our fully volumetric 3D experiments can be significantly reduced by lowering the number of iterations for training and applying geometric coil compression.\textsuperscript{65}

**Supporting Figure 11** compares 3D-GRAPPA to SPARK + GRAPPA with 200 training iterations and 16-channel coil-compressed k-space on the 3D GRE dataset from Figures 7 and 8 with 3 x 3 under-sampling. SPARK + GRAPPA achieves RMSE and SSIM improvement with total computation time reduced from 2 days to just 62 minutes. A parallelized implementation that trains models for all coils simultaneously might further reduce computation time by a factor of 16. We have also recently developed a scan-specific technique, which could be combined with SPARK, that exploits explicit knowledge of the coil sensitivity profiles to drastically reduce training times.\textsuperscript{66}
If the learning rate and optimizer pairing is chosen inappropriately, we have seen SPARK reduce image quality. This limitation is not unique to SPARK, as many CNN based approaches like RAKI and other standard supervised networks require careful tuning of hyper-parameters.\textsuperscript{34,42,67}

**CONCLUSIONS**

We introduce a scan-specific model that improves accelerated MRI by correcting k-space artifacts in a range of advanced reconstruction inputs. We apply SPARK to 2D cartesian GRAPPA, LORAKS, and VC-GRAPPA, residual-RAKI, 3D cartesian GRAPPA with and without ACS regions, and non-cartesian, wave-encoded imaging.

**DATA AVAILABILITY STATEMENT**

In the spirit of reproducible research, code and data used to generate Fig 3 – 10 can be found at the following links respectively:

https://github.com/YaminArefeen/spark_mrm_2021
https://www.dropbox.com/sh/zveq2tfh7mgr9qk/AABSuSM23QOFVAe0SJ9oBlm6a?dl=0

**Acknowledgements**

The authors thank the anonymous referees for their careful comments and feedback which significantly improved the quality of the manuscript.

This work was supported in part by research grants R01 EB017337, R01 HD100009, R03 EB031175, U01 EB025162, U01 EB026966 and P41 EB030006. In addition, this material is based upon work supported by the National Science Foundation Graduate Research Fellowship Program under Grant No. 1122374. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the National Science Foundation.

**REFERENCES**

1. Nishimura D. *Principles of Magnetic Resonance Imaging*. 1.2.; 2010.
2. Vasanawala SS, Alley MT, Hargreaves BA, Barth RA, Pauly JM, Lustig M. Improved Pediatric MR Imaging with Compressed Sensing 1. *Radiology*. 2010;256(2). doi:10.1148/radiol.10091218/-/DC1
3. Tamir JI, Taviani V, Alley MT, et al. Targeted rapid knee MRI exam using T2 shuffling. *J Magn Reson Imaging*. 2019;49(7):e195-e204. doi:10.1002/jmri.26600
4. Chen F, Zhang T, Cheng JY, Shi X, Pauly JM, Vasanawala SS. Autocalibrating motion-corrected wave-encoding for highly accelerated free-breathing abdominal MRI. *Magn Reson Med*. 2017;78(5):1757-1766. doi:10.1002/mrm.26567
5. Sodickson DK, Manning WJ. Simultaneous acquisition of spatial harmonics (SMASH): Fast imaging
6. Griswold MA, Jakob PM, Heidemann RM, et al. Generalized Autocalibrating Partially Parallel Acquisitions (GRAPPA). *Magn Reson Med.* 2002;47(6):1202-1210. doi:10.1002/mrm.10171

7. Pruessmann KP, Weiger M, Scheidegger MB, Boesiger P. *SENSE: Sensitivity Encoding for Fast MRI.*

8. Pruessmann KP, Weiger M, Börnert P, Boesiger P. Advances in sensitivity encoding with arbitrary k-space trajectories. *Magn Reson Med.* 2001;46(4):638-651. doi:10.1002/mrm.1241

9. Lustig M, Pauly JM. SPIRiT: Iterative self-consistent parallel imaging reconstruction from arbitrary k-space. *Magn Reson Med.* 2010;64(2):457-471. doi:10.1002/mrm.22428

10. Haldar JP, Zhuo J. P-LORAKS: Low-rank modeling of local k-space neighborhoods with parallel imaging data. *Magn Reson Med.* 2016;75(4):1499-1514. doi:10.1002/mrm.25717

11. Ding Y, Xue H, Ahmad R, Chang TC, Ting ST, Simonetti OP. Paradoxical effect of the signal-to-noise ratio of GRAPPA calibration lines: A quantitative study. *Magn Reson Med.* 2015;74(1):231-239. doi:10.1002/mrm.25385

12. Setsompop K, Gagoski BA, Polimeni JR, Witzel T, Wedeen VJ, Wald LL. Blipped-controlled aliasing in parallel imaging for simultaneous multislice echo planar imaging with reduced g-factor penalty. *Magn Reson Med.* 2012;67(5):1210-1224. doi:10.1002/mrm.23097

13. Breuer FA, Blaimer M, Heidemann RM, Mueller MF, Griswold MA, Jakob PM. Controlled aliasing in parallel imaging results in higher acceleration (CAIPIRINHA) for multi-slice imaging. *Magn Reson Med.* 2005;53(3):684-691. doi:10.1002/mrm.20401

14. Nunes R, Hajnal J, Golay X, Larkman D. Simultaneous slice excitation and reconstruction for single shot EPI. In: *Proceedings of the 14th Annual Meeting of ISMRM.* Seattle, Washington, USA; 2006:293.

15. Bilgic B, Gagoski BA, Cauley SF, et al. Wave-CAIPI for highly accelerated 3D imaging. *Magn Reson Med.* 2015;73(6):2152-2162. doi:10.1002/mrm.25347

16. Lustig M, Donoho D, Pauly JM. Sparse MRI: The application of compressed sensing for rapid MR imaging. *Magn Reson Med.* 2007;58(6):1182-1195. doi:10.1002/mrm.21391

17. Jin KH, Lee D, Ye JC. A General Framework for Compressed Sensing and Parallel MRI Using Annihilating Filter Based Low-Rank Hankel Matrix. *IEEE Trans Comput Imaging.* 2016;2(4):480-495. doi:10.1109/tci.2016.2601296

18. Shin PJ, Larson PEZ, Ohliger MA, et al. Calibrationless parallel imaging reconstruction based on structured low-rank matrix completion. In: *Magnetic Resonance in Medicine.* Vol 72. John Wiley and Sons Inc; 2014:959-970. doi:10.1002/mrm.24997

19. Block KT, Uecker M, Frahm J. Undersampled radial MRI with multiple coils. Iterative image reconstruction using a total variation constraint. *Magn Reson Med.* 2007;57(6):1086-1098. doi:10.1002/mrm.21236

20. Tamir JI, Uecker M, Chen W, et al. T2 shuffling: Sharp, multicontrast, volumetric fast spin-echo imaging. *Magn Reson Med.* 2017;77(1):180-195. doi:10.1002/mrm.26102
21. Doneva M, Börnert P, Eggers H, Stehning C, Sénégas J, Mertins A. Compressed sensing reconstruction for magnetic resonance parameter mapping. *Magn Reson Med*. 2010;64(4):1114-1120. doi:10.1002/mrm.22483

22. Otazo R, Kim D, Axel L, Sodickson DK. Combination of compressed sensing and parallel imaging for highly accelerated first-pass cardiac perfusion MRI. *Magn Reson Med*. 2010;64(3):767-776. doi:10.1002/mrm.22463

23. Ong F, Zhu X, Cheng JY, et al. Extreme MRI: Large-scale volumetric dynamic imaging from continuous non-gated acquisitions. *Magn Reson Med*. 2020;84(4):1763-1780. doi:10.1002/mrm.28235

24. Zhang T, Pauly JM, Levesque IR. Accelerating parameter mapping with a locally low rank constraint. *Magn Reson Med*. 2015;73(2):655-661. doi:10.1002/mrm.25161

25. Hammernik K, Klatzer T, Kobler E, et al. Learning a variational network for reconstruction of accelerated MRI data. *Magn Reson Med*. 2018;79(6):3055-3071. doi:10.1002/mrm.26977

26. Kwon K, Kim D, Park H. A parallel MR imaging method using multilayer perceptron: *Med Phys*. 2017;44(12):6209-6224. doi:10.1002/mp.12600

27. Zhu B, Liu JZ, Cauley SF, Rosen BR, Rosen MS. Image reconstruction by domain-transform manifold learning. *Nature*. 2018;555(7697):487-492. doi:10.1038/nature25988

28. Aggarwal HK, Mani MP, Jacob M. MoDL: Model-Based Deep Learning Architecture for Inverse Problems. *IEEE Trans Med Imaging*. 2019;38(2):394-405. doi:10.1109/TMI.2018.2865356

29. Sun L, Wu Y, Fan Z, Ding X, Huang Y, Paisley J. A deep error correction network for compressed sensing MRI. *BMC Biomed Eng*. 2020;2(1):1-12. doi:10.1186/s42490-020-0037-5

30. Lee D, Yoo J, Ye JC. Deep residual learning for compressed sensing MRI. In: *Proceedings - International Symposium on Biomedical Imaging*. IEEE Computer Society; 2017:15-18. doi:10.1109/ISBI.2017.7950457

31. Bao L, Ye F, Cai C, et al. Undersampled MR image reconstruction using an enhanced recursive residual network. *J Magn Reson*. 2019;305:232-246. doi:10.1016/j.jmr.2019.07.020

32. Ding PLK, Li Z, Zhou Y, Li B. Deep residual dense U-Net for resolution enhancement in accelerated MRI acquisition. In: SPIE-Intl Soc Optical Eng; 2019:14. doi:10.1117/12.2513158

33. Knoll F, Hammernik K, Kobler E, Pock T, Recht MP, Sodickson DK. Assessment of the generalization of learned image reconstruction and the potential for transfer learning. *Magn Reson Med*. 2019;81(1):116-128. doi:10.1002/mrm.27355

34. Akçakaya M, Moeller S, Weingärtner S, Uğurbil K. Scan-specific robust artificial-neural-networks for k-space interpolation (RAKI) reconstruction: Database-free deep learning for fast imaging. *Magn Reson Med*. 2019;81(1):439-453. doi:10.1002/mrm.27420

35. Hosseini SAH, Zhang C, Weingärtner S, et al. Accelerated coronary MRI with sRAKI: A database-free self-consistent neural network k-space reconstruction for arbitrary undersampling. Bagci U, ed. *PLoS One*. 2020;15(2):e0229418. doi:10.1371/journal.pone.0229418

36. Hosseini SAH, Moeller S, Weingartner S, Ugurbil K, Akcakaya M. Accelerated coronary mr1 using 3d
spirit-raki with sparsity regularization. In: Proceedings - International Symposium on Biomedical Imaging. Vol 2019-April. IEEE Computer Society; 2019:1692-1695. doi:10.1109/ISBI.2019.8759459

37. Kim TH, Haldar JP. Learning-based computational MRI reconstruction without big data: from linear interpolation and structured low-rank matrices to recurrent neural networks. 2019;11138(9):1113817. doi:10.1101/12.2527584

38. Zhang C, Hossein Hosseini SA, Moeller S, Weingartner S, Uğurbil K, Akcakaya M. Scan-Specific Residual Convolutional Neural Networks for Fast MRI Using Residual RAKI. In: Conference Record - Asilomar Conference on Signals, Systems and Computers. Vol 2019-November. IEEE Computer Society; 2019:1476-1480. doi:10.1109/IEEECONF44664.2019.9048706

39. Blaimer M, Gutberlet M, Kellman P, Breuer FA, Köstler H, Griswold MA. Virtual coil concept for improved parallel MRI employing conjugate symmetric signals. Magn Reson Med. 2009;61(1):93-102. doi:10.1002/mrm.21652

40. Beker O, Liao C, Cho J, Zhang Z, Setsompop K, Bilgic B. Scan-Specific, Parameter-free Artifact Reduction in K-space (SPARK). In: In Proceedings of the 28th Scientific Meeting of ISMRM. Virtual; 2020:3435.

41. Arefeen Y, Beker O, Yu H, Adalsteinsson E, Bilgic B. Extending Scan-specific Artifact Reduction in K-space (SPARK) to Advanced Encoding and Reconstruction Schemes. In: Proceedings of the 29th Scientific Meeting of ISMRM.; 2021:1768.

42. Knoll F, Hammernik K, Zhang C, et al. Deep-Learning Methods for Parallel Magnetic Resonance Imaging Reconstruction: A Survey of the Current Approaches, Trends, and Issues. IEEE Signal Process Mag. 2020;37(1):128-140. doi:10.1109/MSP.2019.2950640

43. Lecun Y, Bengio Y, Hinton G. Deep learning. Nature. 2015;521(7553):436-444. doi:10.1038/nature14539

44. Bilgic B, Chatnuntawech I, Manhard MK, et al. Highly accelerated multishot echo planar imaging through synergistic machine learning and joint reconstruction. Magn Reson Med. 2019;82(4):1343-1358. doi:10.1002/mrm.27813

45. Kingma DP, Ba JL. Adam: A method for stochastic optimization. In: 3rd International Conference on Learning Representations, ICLR 2015 - Conference Track Proceedings. International Conference on Learning Representations, ICLR; 2015. https://arxiv.org/abs/1412.6980v9. Accessed March 8, 2021.

46. Paszke A, Gross S, Massa F, et al. PyTorch: An Imperative Style, High-Performance Deep Learning Library. arXiv. December 2019. http://arxiv.org/abs/1912.01703. Accessed March 8, 2021.

47. Zhang C, Hosseini SAH, Weingärtner S, Uğurbil K, Moeller S, Akcakaya M. Optimized fast GPU implementation of robust artificial-neural-networks for k-space interpolation (RAKI) reconstruction. Bagci U, ed. PLoS One. 2019;14(10):e0223315. doi:10.1371/journal.pone.0223315

48. Beker O, Liao C, Cho J, Zhang Z, Setsompop K, Bilgic B. Scan-specific, Parameter-free Artifact Reduction in K-space (SPARK). arXiv. November 2019. http://arxiv.org/abs/1911.07219. Accessed March 8, 2021.

49. Robson PM, Grant AK, Madhuranthakam AJ, Lattanzi R, Sodickson DK, McKenzie CA. Comprehensive
quantification of signal-to-noise ratio and g-factor for image-based and k-space-based parallel imaging reconstructions. *Magn Reson Med.* 2008;60(4):895-907. doi:10.1002/mrm.21728

50. Uecker M, Lai P, Murphy MJ, et al. ESPIRiT - An eigenvalue approach to autocalibrating parallel MRI: Where SENSE meets GRAPPA. *Magn Reson Med.* 2014;71(3):990-1001. doi:10.1002/mrm.24751

51. Xu B, Wang N, Chen T, Li M. Empirical Evaluation of Rectified Activations in Convolutional Network. May 2015. http://arxiv.org/abs/1505.00853. Accessed March 8, 2021.

52. He K, Zhang X, Ren S, Sun J. Deep residual learning for image recognition. In: *Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition.* Vol 2016-December. IEEE Computer Society; 2016:770-778. doi:10.1109/CVPR.2016.90

53. Mugler JP. Optimized three-dimensional fast-spin-echo MRI. *J Magn Reson Imaging.* 2014;39(4):745-767. doi:10.1002/jmri.24542

54. Singh NM, Iglesias JE, Adalsteinsson E, Dalca A V., Golland P. Joint Frequency and Image Space Learning for Fourier Imaging. *arXiv.* July 2020. http://arxiv.org/abs/2007.01441. Accessed March 8, 2021.

55. Polak D, Setsompop K, Cauley SF, et al. Wave-CAIPI for highly accelerated MP-RAGE imaging. *Magn Reson Med.* 2018;79(1):401-406. doi:10.1002/mrm.26649

56. Cauley SF, Setsompop K, Bilgic B, Bhat H, Gagoski B, Wald LL. Autocalibrated wave-CAIPI reconstruction; Joint optimization of k-space trajectory and parallel imaging reconstruction. *Magn Reson Med.* 2017;78(3):1093-1099. doi:10.1002/mrm.26499

57. Kim TH, Bilgic B, Polak D, Setsompop K, Haldar JP. Wave-LORAKS: Combining wave encoding with structured low-rank matrix modeling for more highly accelerated 3D imaging. *Magn Reson Med.* 2019;81(3):1620-1633. doi:10.1002/mrm.27511

58. Gagoski BA, Bilgic B, Eichner C, et al. RARE/Turbo Spin Echo imaging with Simultaneous MultiSlice Wave-CAIPI. *Magn Reson Med.* 2015;73(3):929-938. doi:10.1002/mrm.25615

59. Tamir JI, Ong F, Cheng JY, Uecker M, Lustig M. Generalized Magnetic Resonance Image Reconstruction using The Berkeley Advanced Reconstruction Toolbox. doi:10.5281/zenodo.31907

60. Longo MGF, Conklin J, Cauley SF, et al. Evaluation of Ultrafast Wave-CAIPI MPRAGE for Visual Grading and Automated Measurement of Brain Tissue Volume. 2020. doi:10.3174/ajnr.A6703

61. Tabari A, Conklin J, Gabriela M, et al. Comparison of ultrafast wave-controlled aliasing in parallel imaging (CAIPI) magnetization-prepared rapid acquisition gradient echo (MP-RAGE) and standard MP-RAGE in non-sedated children: initial clinical experience. doi:10.1007/s00247-021-05117-5

62. Lio Goncalves Filho AM, Gabriela Figueiro Longo M, Conklin J, et al. MRI Highly Accelerated Wave-CAIPI T1-SPACE versus Standard T1-SPACE to detect brain gadolinium-enhancing lesions at 3T. 2021. doi:10.1111/jon.12893

63. Conklin J, Longo MGF, Cauley SF, et al. Validation of Highly Accelerated Wave-CAIPI SWI Compared with Conventional SWI and T2*-Weighted Gradient Recalled-Echo for Routine Clinical Brain MRI at 3T. doi:10.3174/ajnr.A6295
64. Brenner D, Stirnberg R, Pracht ED, Stöcker T. Two-dimensional accelerated MP-RAGE imaging with flexible linear reordering. *Magn Reson Mater Physics, Biol Med.* 2014;27(5):455-462. doi:10.1007/s10334-014-0430-y

65. Zhang T, Pauly JM, Vasaniwala SS, Lustig M. Coil Compression for Accelerated Imaging with Cartesian Sampling. *Magn Reson Med.* 2013;69:571-582. doi:10.1002/mrm.24267

66. Yu H, Dong Z, Arefeen Y, Liao C, Setsompop K, Bilgic B. eRAKI: Fast Robust Artificial neural networks for K-space Interpolation (RAKI) with Coil Combination and Joint Reconstruction. In: *Proceedings of the 29th Scientific Meeting of ISMRM.* 2021:0273.

67. Hutter F, Hoos H, Leyton-Brown K. *An Efficient Approach for Assessing Hyperparameter Importance.* PMLR; 2014. http://proceedings.mlr.press/v32/hutter14.html. Accessed March 8, 2021.
Supporting Information Fig S1. Individual coil and coil-combined k-spaces for the GRAPPA reconstruction, the estimated SPARK correction, and the corrected SPARK k-space for the MPRAGE slice undersampled with $R_{\text{in-plane}} = 6$. Note, all k-space images are scaled by a factor of 100 for visualization. The SPARK model estimates correction terms which reduce the GRAPPA reconstruction errors in k-space, resulting in a cleaner reconstructed image.
Supporting Information Fig S2. Individual coil and coil-combined k-spaces for the single-slice wave-encoded reconstruction, the estimated SPARK correction, and the corrected SPARK k-space for the wave-encoded dataset undersampled with $R_{\text{in-plane}} = 6$. Note, all k-space images are scaled by a factor of 100 for visualization. The SPARK model estimates correction terms which reduce the generalized-SENSE reconstruction errors in k-space, resulting in a cleaner reconstructed image.
Supporting Figure S3

Supporting Information Fig S3. A series of comparisons between GRAPPA, RAKI, residual-RAKI, and SPARK on the high SNR, MPRAGE slice. (A) Images of GRAPPA, RAKI, residual-RAKI, and SPARK applied to an initial GRAPPA reconstruction at $R_{\text{in-plane}} = 6$ and 36 ACS lines. Note, RAKI reduces RMSE in comparison to residual-RAKI in some cases on this high SNR dataset. Looking at the error maps in (A), it seems like RAKI yields less noise amplification but more structured residual aliasing artifacts. As a result, the L2-error metric of RMSE captures the improvement in noise-amplification but may struggle with quantifying errors from structured artifacts. This might not be true in low SNR settings due to the relative change in noise efficiency of the two techniques. RAKI, residual-RAKI, and SPARK all achieve quantitative RMSE, SSIM, and visual improvements in comparison to GRAPPA. (B) Comparisons between GRAPPA, RAKI, residual-RAKI, and SPARK for $R_{\text{in-plane}} = \{6,7\}$ and a range of ACS sizes. SPARK always performs at least as well or better than RAKI and residual-RAKI, particularly at smaller ACS sizes.
Supporting Information Fig S4. SPARK applied to VC-GRAPPA and LORAKS on the MPRAGE slice with $R_{\text{in-plane}} = \{4, 7\}$. At an acceleration factor of 4, SPARK yields modest RMSE, SSIM, and visual improvement and yields relatively clean images. At an extreme acceleration factor of 7, image quality degrades, but SPARK provides substantial RMSE, SSIM, and qualitative improvement for both VC-GRAPPA and LORAKS.
Supporting Figure S5

Supporting Information Fig S5. SPARK applied to GRAPPA and VC-GRAPPA at $R_{\text{in-plane}} = (5,6)$. VC-GRAPPA achieves lower RMSE by reducing noise amplification, particularly around the center of the brain. After SPARK correction at $R_{\text{in-plane}} = 5$, both techniques yield very similar RMSE, SSIM, and images, suggesting that SPARK brings images with different noise levels but similar artifacts closer after correction. Larger differences between the SPARK reconstructions persist at $R_{\text{in-plane}} = 6$, but the images with SPARK are still more similar than the corresponding GRAPPA and VC-GRAPPA reconstructions without SPARK.
**Supporting Information Fig S6.** SPARK applied to GRAPPA reconstructions with Tikhonov regularization values \([0, 1, 5, 10, 60]\) at \(R_{\text{in-plane}} = 5\). At all regularization levels, SPARK improves GRAPPA RMSE and SSIM and reduces visual artifacts. At lower Tikhonov regularization values, like \([0, 1]\), SPARK predominantly corrects noise amplification artifacts. However, SPARK reduces both structured aliasing and noise amplification artifacts when applied to the overly regularized GRAPPA reconstructions.
Supporting Information Fig S7. SPARK applied to GRAPPA and LORAKS reconstructions of the high SNR 1 x 1 x 10 mm MPRAGE slice with R_{in-plane} = \{6,7\} under-sampling. Even with higher SNR data, applying SPARK to both GRAPPA and LORAKS improves reconstruction performance at both acceleration rates, as evidenced by the RMSE and SSIM values and visual error reduction.
Supporting Information Fig S8. Comparisons between regularized 3D GRAPPA using 3D kernels trained on a reference scan and acceleration matched SPARK with regularized GRAPPA-input. SPARK used k-space data with a 48 x 48 ACS region with 3 x 2 undersampling and exterior of k-space with 4 x 3 undersampling, while GRAPPA reconstructed 4 x 3 uniformly undersampled data. While both techniques yield similar total RMSE and SSIM, GRAPPA suffers from structured biases in the representative slices, induced by the Tikhonov regularization parameter. SPARK improves RMSE and SSIM metrics and yields qualitatively cleaner images by reducing structured aliasing artifacts produced by regularization in comparison to GRAPPA.
Supporting Figure S9

Supporting Information Fig S9. (A) RMSE values of SPARK + GRAPPA when applying the 2D model from Figure 2 (a) at $R_{\text{in-plane}} = \{6,7\}$ with 24 calibration lines and varying iterations and learning rates. At $R_{\text{in-plane}} = 6$, 200 iterations with a learning rate of .0075 and .01 yield the lowest RMSE, while learning rate and iteration pairs .003 / 500 and .0075 / 200 yield the lowest RMSE at $R_{\text{in-plane}} = 7$. In order to limit computation time and safeguard against potential instability from large learning rates, we choose a learning rate of .0075 with 200 iterations for all experiments that utilize our 2D model from Figure 2 (a). (B) Performance of models that differ in complexity at $R_{\text{in-plane}} = \{6,7\}$ and 24 or 36 ACS lines. Model 0 (76K trainable variables) is the 2D model used throughout the manuscript. Model 1 (18K trainable variables) and Model 2 (55K trainable variables) are less complex versions of Model 0. Model 3 (154K trainable variables) is a more complex version of Model 0. Model 0 and Model 3 comparably outperform Model 1 and Model 2. For the manuscript, we use Model 0 for all 2D experiments to achieve a reasonable tradeoff between performance, model complexity, and computation.
Supporting Figure S10.

(A) Total computation time and RMSE comparisons between SPARK + GRAPPA, RAKI, and residual-RAKI at $R_{\text{in-plane}} = 6$ and varying ACS sizes. SPARK + GRAPPA models are trained with 200 iterations, and the RAKI / residual-RAKI models are trained with the default 1000 iterations. At all ACS sizes, SPARK + GRAPPA reduces computation and improves upon or matches RMSE in comparison to RAKI and residual-RAKI. (B) Total computation time and RMSE comparisons between SPARK + GRAPPA, RAKI, and residual-RAKI where models from all three techniques are trained with 200 iterations. SPARK + GRAPPA and RAKI achieve similar computation times and outperform residual-RAKI computation times at all ACS sizes. On the other hand, both RAKI and residual-RAKI suffer from worse reconstruction performance, as evidenced by the higher RMSE values at various ACS sizes, since the networks do not converge after 200 iterations. Note, computation time comparisons were computed on a Tesla V100 GPU with a PyTorch implementation of SPARK and the publicly available Tensorflow implementation of RAKI. Optimized and parallelized code could reduce and change the computation time comparisons presented.
Supporting Information Fig S11. 3D GRE comparisons between 3D GRAPPA and the associated 3D SPARK + GRAPPA reconstruction for three representative slices with a 40 x 40 integrated ACS region and undersampling in the phase encode and partition dimensions by a factor of 3 and 3 respectively. The data were compressed to 16 receive channels with geometric coil compression, and SPARK models were trained for 200 iterations. SPARK achieves RMSE and SSIM improvement over the whole volume and produces cleaner images illustrated by the axial, coronal, and sagittal slices displayed. With reduced training iterations and coil compression, computation time improved from 2 days to 62 minutes, a drastic decrease in comparison to the experiments presented in Figures 7 and 8.
Supporting Text 1

Our chosen 3D model, illustrated in Figure 2 (b), consists of 391K trainable parameters. When applying SPARK to 3D GRAPPA, we found that less complex models (223K parameters or less than 150K parameters) did not estimate corrections as well as the 391K parameter model, evidenced by lower reconstruction RMSE throughout the volume. On the other hand, models with greater than 391K parameters did not fit into our GPU for training when applied to our 3D k-space dataset with a 186 x 168 x 160 matrix and 32 receive coils. Thus, we chose the 391K parameter model to achieve better reconstruction RMSE while meeting the memory requirements of our GPU.

The chosen 3D model was trained with 1000 iterations and a .002 learning rate. Experimentation revealed that higher learning rates sometimes caused instability in training, while lower learning rates required many more iterations for convergence. As a result, we found a learning rate of .002 to be a reasonable tradeoff between safeguarding against training instability and computation time. Additionally, 1000 iterations ensured that the training loss converged to some asymptote. However, we’ve found that similar quality results can be achieved with 200 iterations.