A VARIATIONAL APPROACH TO HYPERBOLIC EVOLUTIONS AND FLUID-STRUCTURE INTERACTIONS
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Abstract. We introduce a two time-scale scheme which allows to extend the method of minimizing movements to hyperbolic problems. This method is used to show the existence of weak solutions to a fluid-structure interaction problem between a nonlinear, visco-elastic, n-dimensional bulk solid governed by a hyperbolic evolution and an incompressible fluid governed by the (n-dimensional) Navier-Stokes equations for n ≥ 2.
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1. Introduction

In the seminal work [DG93] De Giorgi introduced a variational approach to construct solutions to gradient flows. The method, known as minimizing movements, is an incremental time-stepping scheme in which discrete in time approximations are constructed using step-wise minimization.

In this work, we present two extensions to De Giorgi’s approach. The first (developed in Section 2) is a minimizing movements approximation for systems of partial differential equations that are coupled over a common, co-evolving interface influencing their domain of definition. The second (developed in Section 3) is a two time-scale method that allows to approximate hyperbolic evolutions via De Giorgi’s scheme. Both provide new view points on the existence theory for hyperbolic evolutions as well as geometrically coupled PDEs respectively.
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Furthermore, the methods are compatible. In this paper they are applied to prove the existence of a weak solutions for a wide class of fluid-structure interaction problems. In particular the methods are equipped with the necessary analysis to gain the existence of a weak solution describing the coupling between the unsteady incompressible Navier-Stokes equations (1.2), (1.3), with a hyperbolic evolution describing the deformation of a visco-elastic bulk solid characterized by a non-convex stored energy functional (1.1)\footnote{See (1.5) for our prototypical energy for the solid deformation.}.

The present work focuses on PDEs related to continuum mechanics and in particular fluid-structure interactions. However, the developed variational approximation theory turns out to be rather flexible: In this work it is demonstrated that the methods are suitable for coupled systems of PDEs with very different non-linear characteristics, geometric constraints and coupling conditions, non-monotone operators, hyperbolic evolutions, variable in time geometries and material time derivatives. Hence it well might have the potential for a wide range of other applications within the range of continuum mechanics and possibly beyond.

Fluid-structure interactions are concerned with the way the movement of a fluid influences the deformation of a solid body and vice versa. A scheme is developed that can handle fluid-structure interactions in a general setting: i.e. allowing for both the fluid and the structure to have full dimension and permitting large, unrestricted forces and deformations, which in particular preclude approaches relying on linearization or convexity.

Though the literature on fluid-structure interaction is rich and diverse, the mathematical theory of elastic, large deformation bulk solids interacting with viscous fluids is rather unexplored. However, as far as the theoretical analysis is concerned, a large amount of research concentrates on rigid bodies surrounded by a fluid [DE99, Fei03, Tak03, GS07, GS09, Gal13, GGH13, TTW15, Gal16, CN17] or plates or shells (lower dimensional solids, usually additionally restricted to deform in a prescribed direction) interacting with fluids [GH16, MČ13a, MČ13b, MČ15, MČ16, LR14, CNM19]. Analytical results concerning the existence theory for the interaction of a fluid with an elastic body of the same dimension are few and generally include some smallness condition that restricts the problem to the regime of small deformations; cf. e.g. [DEGLT01a, Gra02, GK09]. Mathematical works that are allowing for bulk solids with large deformations can be found in the community related to computer simulations (see for instance [QTV00, GRRT08, Ric17] and the references there). Finally, we wish to mention that due to the high relevance of applications related to fluid-structure interactions (e.g. airplanes, blood vessels and heart valves, pipes, etc.) the physical and engineering literature is numerous.

The mathematical description of fluid-structure interaction is given through a system of mutually coupled (hyperbolic) PDEs that is required to satisfy additional geometric restrictions. To be more precise, the common interface between the fluid and the solid is a part of the solution and hence has to be constructed simultaneously. Moreover, as the solid is allowed to perform large structural deformations, it is necessary to assure that the solutions we consider possess deformations that are known to be injective a-priori. This is not only essential in order for the solutions to have physical meaning, but also for the coupling to the fluid variables to be well-posed.

By reflecting these geometric restrictions, the operator appearing in the equations describing the movement of the solid is necessarily non-monotone and possesses a non-convex domain of definition.

In order to handle these (highly nonlinear) limitations we develop a methodology that focuses on the underlying energetic structure of the PDEs and a variational point of view. The existence theory is built upon the following three ideas each introduced in a separate section.

Sec. 2 Minimizing movements for fluid-structure interaction: We introduce an adaptation of De Giorgis minimizing movements [DG93, AGS05] scheme. This is used to show the existence of weak solutions to the fluid-structure interaction problem in the simplified parabolic case where inertial effects are omitted. Consequently the fluid motion is quasi-steady following Stokes equation and the solid evolves along a gradient flow. In more detail, we construct an approximate, time-discretized solution by iteratively solving a coupled minimization problem. Each minimization produces the subsequent deformation and thus a new interface to be used in the next time step to separate the fluid and the solid. The new variational approach we introduce is essential, as it can cope both with
the non-monotonicity of the involved operators and the non-convex nature of the under-
lying state space. Moreover, used properly, it will also automatically induce the correct
coupling conditions between the fluid and solid velocities and forces at their common
interface.

While the minimizing movements method and its variations are commonly used for
quasi-static evolution problems in the field of viscoelastic solids (see e.g. [KR19b]), it has,
to the best of our knowledge, never been applied to fluid-structure interaction before.

Sec. 3 Minimizing movements for hyperbolic evolutions: The original minimizing move-
ments scheme is restricted to gradient flows. We propose an extension to this scheme
to prove existence for hyperbolic equations. The method is built on an approach in-
volving two time-scales: The larger acceleration time-scale and the smaller velocity time-
scale. Consequently, the hyperbolic second time-derivative is approximated by a double
difference quotient with respect to the different scales. This provides the setting of a
minimizing movements iteration for all fixed positive acceleration scales. In doing so, we
“combine the best of two worlds”, by first using the variational approach to handle all
the non-linearities during the construction of approximate solutions and then the limits
of the Euler-Lagrange equations for the hyperbolic evolution to gain respective a-priori
estimates that are uniform with respect to both scales.

Sec. 4 Bulk elastic solids coupled to Navier-Stokes equations: In this section the ideas
from the previous two sections are combined to establish the main result of the pa-
paper, which is the existence of solutions to a problem involving a solid (governed by a
hyperbolic PDE) interacting with the unsteady incompressible Navier-Stokes equations.

In order to adapt the method to the distinctly Eulerian description of the fluid by its
velocity and pressure in the time changing domain, we use an Lagrangian approxi-
mation of the material time derivative on the acceleration scale. This is done by using
the method of characteristics and constructing a flow map for short times. Since flow-
velocity and flow map are inextricably linked and both are additionally connected to the
changing fluid domain, the main difficulty here is that the three have to be constructed
simultaneously. In particular we introduce a discretized flow-map in the discretized vari-
able domain for which we prove various natural regularity and approximability results.
This allows for a coupling between the hyperbolic minimizing movements scheme for the
solid deformation and the respective semi-Lagrangian approximation of the unsteady
Navier Stokes equation.

Some of the ideas in this section are inspired by the works [Pir82, GM12] on the Navier-
Stokes equations. In particular, in [GM12] the authors apply minimizing movements to
the construction of solutions to the Navier-Stokes equations. Their approach however
strongly depends on having a fixed fluid domain.

In sum, we intend to introduce a new viewpoint on fluid-structure interaction and hyperbolic
problems in general. In particular (for the first time) we prove existence of a bulk, large de-
formations interaction problem between a viscoelastic solid and the incompressible Navier Stokes
equation until the point of self-contact of the fluid boundaries.

1.1. Setup. We consider the following set-up for the fluid-structure interaction problem: The
fluid together with the elastic structure are both confined to a container $\Omega \subset \mathbb{R}^n$ that is fixed
in time. The deformation of the solid is at any instant of time $t$ described via the deformation
function $\eta(t) := \eta(t, .) : Q \to \Omega$. Here $Q$ is a given reference configuration of the solid. We
assume that both $Q, \Omega \subset \mathbb{R}^n$ are Lipschitz-domains. Here, $n \geq 2$ is the dimension of the problem
with $n = 2$ corresponding to the planar case and $n = 3$ to the bulk case. The fluid velocity
is defined in the variable in time domain $\Omega(t) := \Omega \setminus \eta(t, Q)$. It is determined by its velocity
$v(t) : \Omega(t) \to \mathbb{R}^n$ and its pressure $p : \Omega(t) \to \mathbb{R}$. Thus, the solid is described in Lagragian
and the fluid in Eulerian coordinates. Observe, that a similar configuration has already been
studied for linear elasticity in [DEGLT01b]. We refer to Figure 1.1 for a better orientation.

For setting up the evolution equation, we will need the basic physical balances to be fulfilled.
As we are not modeling any thermal effects, this reduces to the balance of momentum for both
the fluid and the structure together with suitable conditions on their mutual boundary, as well
as conservation of mass. In the interior these balance equations read in strong formulation as

\begin{equation}
\rho_s \partial_t^2 \eta + \text{div } \sigma = \rho_s f \circ \eta \quad \text{in } Q,
\end{equation}

\begin{align}
\rho_s \partial_t^2 \eta + \text{div } \sigma &= \rho_s f \circ \eta \\
\text{in } Q,
\end{align}
traction on the boundary between the fluid and the solid moving domain) as well as namely, we will assume the continuity of deformation \( E \) to properly set-up the fluid-structure interaction problem. Moreover, is necessary not only from the point of view of physics of solids per se but also essential for the solid, we will restrict ourselves to materials for which the first Piola–Kirchhoff stress tensor \( \sigma \) can be derived from underlying energy and dissipation potentials; i.e.

\[
\text{div}\sigma := DE(\eta) + D_2R(\eta, \partial \eta)
\]

with \( E \) being the energy functional describing the elastic properties while \( R \) is the dissipation functional used to model the viscosity of the solid. Here \( D \) denotes the Fréchet derivative and \( D_2 \) the Fréchet derivative with respect to the second argument. Such materials are often called generalized standard materials [HSN75, Ngu00, KR19b]. For the analysis performed in this paper, quite general forms of \( E \) and \( R \) can be admitted (see Subsection 1.3 below). The prototypical examples for the potentials are the following:

\[
(1.4) \quad R(\eta, \partial \eta) := \int_Q |(\nabla \partial \eta)^T \nabla \eta + (\nabla \eta)^T (\nabla \partial \eta)|^2 \, dx = \int_Q |\partial \eta (\nabla \eta^T \nabla \eta)|^2 \, dx
\]

\[
(1.5) \quad E(\eta) := \left\{ \begin{array}{ll}
\int_{Q} \frac{1}{2} |\nabla \eta^T \nabla \eta - I|_C + \frac{1}{a} |\det \nabla \eta|^q dx & \text{if } \det \nabla \eta > 0 \text{ a.e. in } Q \\
\infty & \text{otherwise}
\end{array} \right.
\]

where we use the notation \( |\nabla \eta^T \nabla \eta - I|_C := (C(\nabla \eta^T \nabla \eta - I)) \cdot (\nabla \eta^T \nabla \eta - I) \) where \( C \) is the positive definite tensor of elastic constants and \( q > n \) and \( a > \frac{q n}{q - n} \).

Notice that in (1.5) the first term corresponds to the Saint Venant-Kirchhoff energy, the second models the resistance of the solids to infinite compression and the last is a regularisation term.

From an analytical point of view, the potentials (1.4)-(1.5) already carry the full difficulty that we will need to cope with. Namely, any deformation \( \eta \) of finite energy will necessarily be a local diffeomorphism; in fact we will even strengthen this condition in the presented analysis and construct weak solutions to (1.1)-(1.3) for which \( \eta \) is globally injective. This geometrical restriction is necessary not only from the point of view of physics of solids per se but also essential to properly set-up the fluid-structure interaction problem. Moreover, \( E(\eta) \) from (1.5) is neither convex nor quasi-convex. And for physical reasons explained below the dissipation potential \( R \) has to depend on the state \( \eta \) and cannot depend just on \( \partial \eta \). We discuss the modeling issues in Subsection 1.3 while we explain the mathematical difficulties in Subsection 1.2 below.

Additionally, we impose coupling conditions between \( \eta \) and \( v \) on their common interface; namely, we will assume the continuity of deformation (i.e. no-slip conditions adapted to the moving domain) as well as traction on the boundary between the fluid and the solid. We denote by \( M \) the portion of the boundary of \( Q \) that is mapped to the contact interface between the fluid and the solid. While \( Q \) is only assumed to be a Lipschitz-domain, we assume that the pieces of its boundary that belong to \( M \) are additionally \( C^2 \).

\[
(1.6) \quad v(t, \eta(x)) = \partial \eta t, x) \quad \text{in } [0, T] \times M,
\]
\[ (1.7) \quad \sigma(t, x)n(x) = (\nu \varepsilon v(t, \eta(t, x)) + p(t, \eta(t, x)))\hat{n}(t, \eta(t, x)) \quad \text{in } [0, T] \times M, \]

where \( n(x) \) is the unit normal to \( M \) while \( \hat{n}(t, \eta(t, x)) := \text{cof}(\nabla \eta(t, x))n(x) \) is the normal transformed to the actual configuration and \( \varepsilon v := \nabla v + (\nabla v)^T \) is the symmetrized gradient. Additionally, there are second order Neumann-type zero boundary conditions arising from the second gradient.\(^2\)

Finally, we will prescribe Dirichlet boundary conditions on \( P := \partial Q \setminus M, \) i.e.
\[ \eta(x, t) = \gamma(x) \quad \text{in } [0, T] \times P \]
for some fixed boundary displacement \( \gamma : P \to \Omega. \) Together with the injectivity of deformations, we will encode this condition in the set of admissible deformation \( E \) (see Definition 1.6 for the precise definition).

We close the system by introducing initial conditions for \( v, \eta, \partial_t \eta: \)
\[ \eta(0, x) = \eta_0(x) \quad \text{for } x \in Q \]
\[ \partial_t \eta(0, x) = \eta_\ast(x) \quad \text{for } x \in Q \]
\[ \Omega(0) = \Omega \setminus \eta_0(Q) \]
\[ v(0, y) = v_0(y) \quad \text{for all } y \in \Omega(0). \]

1.2. Main result. The final objective of this paper is to prove existence of weak solutions to the system (1.1)-(1.3) subject to the coupling conditions (1.6)-(1.7) and the remaining boundary and initial conditions detailed in the previous subsection.

As is customary in fluid-structure interaction problems (see e.g.), the weak formulation is designed in such a way that the coupling conditions are realized by choosing well-fitted test functions. Indeed, we have the following definition:

**Definition 1.1.** Let \( f \in C^0([0, \infty) \times \Omega), \) \( v_0 \in L^2(\Omega), \) \( \eta_\ast \in L^2(\Omega) \) and \( \eta_0 \in E, \) such that \( v_0 \circ \eta_0 = \eta_\ast. \) We call\(^3\) \( \eta : [0, T] \times Q \to \Omega, v : [0, T] \times \Omega(t) \to \mathbb{R}^n \) and \( p : [0, T] \times \Omega(t) \to \mathbb{R} \), where \( \Omega(t) := \Omega \setminus \eta(t, Q), \) a weak solution to the fluid-structure interaction problem (1.1)-(1.9), if the following holds:

The deformation satisfies \( \eta \in L^2([0, T]; W^{2, q}(\Omega; \mathbb{R}^n)) \cap W^{1, 2}_0([0, T]; W^{1, 2}(\Omega; \mathbb{R}^n)), \) \( \eta(0) = \eta_0 \) such that \( \partial_t \eta \in C_w([0, T]; L^2(\Omega)). \) The velocity satisfies \( v \in L^2([0, T]; W^{1, 2}_0(\Omega(\cdot); \mathbb{R}^n)) \) and the pressure satisfies\(^4\) \( p \in D'([0, T] \times \Omega) \) with \( \text{supp}(p) \subset [0, T] \times \Omega(t). \)

For all \( (\phi, \xi) \in L^2([0, T]; W^{2, q}(\Omega; \mathbb{R}^n)) \cap W^{1, 2}_0([0, T]; W^{1, 2}(\Omega; \mathbb{R}^n)) \times C^\infty([0, T]; C_0^\infty(\Omega; \mathbb{R}^n)) \)
satisfying \( \xi(T) = 0, \phi(t) = \xi(t) \circ \eta(t) \) on \( Q, \phi(t) = 0 \) on \( P \) for all \( t \in [0, T], \) we require that
\[
\int_0^T -\rho_s \langle \partial_t \eta, \partial_t \phi \rangle_Q - \rho_s \langle v, \xi \partial_t \eta \rangle_{\Omega(t)} + \langle DE(\eta), \phi \rangle + \langle D_2 R(\eta, \partial_t \eta), \phi \rangle + v \langle \varepsilon v, \varepsilon \xi \rangle_{\Omega(t)} dt
\]
\[
\int_0^T \langle p, \text{div} \xi \rangle_{\Omega(t)} + \rho_s \langle f \circ \eta, \phi \rangle_Q + \rho_f \langle f, \xi \rangle_{\Omega(t)} dt - \rho_s \langle \eta_\ast, \phi(0) \rangle_Q - \rho_f \langle v_0, \xi(0) \rangle_{\Omega(0)}
\]
and that \( \partial_t \eta(t) = v(t) \circ \eta(t) \) on \( M, \) \( \eta(t) \in E \) and \( v(t)|_{\partial M} = 0 \) for almost all \( t \in [0, T]. \)

We can then formulate our main theorem as

**Theorem 1.2.** (Existence of weak solutions). Assume that \( E \) satisfies Assumption 1.8 and \( R \) satisfies Assumption 1.9 given in Subsection 1.3. Then for any \( \eta_0 \in \text{int}(E) = E \setminus \partial E \) (see Definition 1.6) with \( E(\eta_0) < \infty, \) any \( \eta_\ast \in L^2(\Omega; \mathbb{R}^n), \) \( v_0 \in L^2(\Omega(0); \mathbb{R}^n) \) and any right hand side \( f \in C^0([0, \infty) \times \Omega; \mathbb{R}^n) \) there exists a \( T > 0 \) such that a weak solution to (1.1)-(1.9) according to

---

\(^2\)Specifically, these naturally occur while minimizing and can be seen as a kind of integrability condition for \( \sigma. \) I.e. for \( \sigma \) to be defined as a measure, we need that \( (DE(\eta), \phi) \to 0 \) for \( \phi_\delta \) a regularized version of \( \xi\delta(1 - \text{dist}(\cdot, \partial Q)/\delta)^\gamma \) and some \( \xi \in C^\infty(M) \) extended constantly along the normal direction. For our example energy this simply reduces to \( \frac{\partial^2 \eta}{\partial x^2} = 0 \) on \( M. \)

\(^3\)We use standard notation for Bochner spaces over Lebesgue spaces and Sobolev spaces with time changing domains. By the subscript div we mean the respective solenoidal subspace: \( W^{1, 2}_{\text{div}}(\Omega(t); \mathbb{R}^n) = \{ v \in W^{1, 2}(\Omega(t); \mathbb{R}^n) | \text{div} v = 0 \} \).

\(^4\)From the given weak formulation one can deduce some more regularity of the pressure. However as is known from the non-variable theory, regularity of the pressure in time can be obtain merely in a negative Sobolev space. See the estimates in Subsection 4.2, Step 3b, which show that the pressure is in the respective natural class.
Definition 1.1 exists on \([0, T]\). Here either \(T = \infty\) or the time \(T\) is the time of the first contact of the free boundary of the solid body either with itself or \(\partial\Omega\) (i.e. \(\eta(T) \in \partial\mathcal{E}\)).

Moreover, the solution satisfies the energy inequality (1.10) and the respective a-priori estimates (4.12); for additional regularity of the pressure see (4.11).

Let us remark that the assumptions on the energy and dissipation functional are in particular satisfied by the model case energies (1.4)-(1.5). (See Subsection 2.3)

The coupled system possesses a natural energy inequality which reads

\[
E(\eta(t)) + \rho_s \int_{\Omega} \frac{||\partial_t \eta(t)||^2}{2} \,dx + \rho_f \int_{\Omega(t)} \frac{||v(t)||^2}{2} \,dy \\
+ \int_{0}^{t} 2R(\eta(s), \partial_t \eta(s)) + \nu \int_{\Omega(s)} |\varepsilon v(s)|^2 \,dy \,ds \\
\leq E(\eta_0) + \rho_s \int_{\Omega} \frac{||\eta_0||^2}{2} \,dx + \rho_f \int_{\Omega(0)} \frac{||v_0||^2}{2} \,dy \\
+ \int_{0}^{t} \rho_s \int_{\Omega} f(s) \circ \eta(s) \cdot \partial_t \eta(s) \,dx + \rho_f \int_{\Omega(s)} f(s) \cdot v(s) \,dy \,ds.
\]

As is usual in evolution-equations, this inequality holds as an equality for sufficiently regular solutions, i.e. if \((\partial_t \eta, v)\) can be used as a pair of test functions.

We introduce the methodology of the proof of Theorem 1.2 along three main ideas, with each of them being of independent interest and each explained in a separate section. The Section 2 and Section 3 can be read pretty much independently. The last section Section 4 however, relies on both preceding sections. We will at this point shortly comment on them and then refer the reader to the respective parts of the paper in which the analysis is carried out in full rigor.

**Section 2: Minimizing movements for fluid-structure interactions.** In this section we consider a reduced parabolic system of equations with the inertial terms omitted, namely

\[
\text{(1.11)} \quad \text{div} \sigma(\eta) = \rho_s f \circ \eta \quad \text{in } Q, \\
\text{(1.12)} \quad 0 = \nu \Delta v - \nabla p + \rho_f f \quad \text{on } \Omega(t), \\
\text{(1.13)} \quad \text{div } v = 0 \quad \text{on } \Omega(t),
\]

together with the same coupling and boundary conditions as before.

We construct a weak solution to (1.11)-(1.13) by an implicit-explicit time-discretization scheme that exploits the variational structure of the problem, namely that both the stress tensor for the solid as well as the fluid have a potential.

Indeed, let us split \([0, T]\) into \(N\) equidistant time steps of length \(\tau\). Assume, for \(k \in \{0, \ldots, N-1\}\), that \(\eta_k\) is given and denote \(\Omega_k = \Omega \setminus \eta_k(Q)\). We then define \(\eta_{k+1}, v_{k+1}\) to be the minimizer of the following functional

\[
\text{(1.14)} \quad E(\eta) + \tau R \left( \eta_k, \frac{\eta - \eta_k}{\tau} \right) + \frac{\tau \nu}{2} ||\nabla v||_{\Omega_k}^2 - \tau \rho_s \left\langle f \circ \eta_k, \frac{\eta - \eta_k}{\tau} \right\rangle_Q - \tau \rho_f \left\langle f, v\right\rangle_{\Omega_k} \rightarrow \text{min}
\]

under all \(\eta \in \mathcal{E}, v \in W^{1,2}(\Omega_k; \mathbb{R}^n)\) satisfying \(\text{div } v = 0, v|_{\partial \Omega} = 0\) and the affine coupling condition \(v \circ \eta_k = \frac{v - \eta_k}{\tau} \in M\). Minimizing with respect to this coupling is essential here, as it not only represents the discretized version of the coupling of velocities (1.6), but also will result in the equality of tractions (1.7) via the minimization procedure.

Searching for time-discrete approximations of the weak solution to (1.11) alone via a minimization problem similar to the one above is actually well known and heavily used in the mathematics of continuum mechanics of solids. The method is known as the method of minimizing movements or, in particularly in the engineering literature, also called the time-incremental problem. As far as the authors are aware this method has not been applied to the theory of fluid-structure interaction problems before.

The advantage of the variational approach in contrast to directly solving the corresponding Euler-Lagrange equations is twofold. Not only do we deal with the non-convexity of \(E\) and the underlying non-convex space \(\mathcal{E}\) in a natural way, but also we automatically gain an energetic a-priori estimate. Indeed comparing the value of the functional in (1.14) in \((\eta_{k+1}, v_{k+1})\) with its value for \((\eta_k, 0)\) and iterating, we get
∂parabolic problems, by replacing the second time derivative without any coupling with a fluid, but with otherwise similar initial data to before. solving what we will call the time-delayed problem \( \tau \)

 passing to the limit acceleration scale fixed at first, we may use the strategy from the previous step and obtain, after two different time-scales using the non-convexity of the energy again. To overcome this difficulty, we consecutively approximate obtain a-priori estimates from the Euler-Lagrange equation, which in turn is incompatible with leads to useful estimates. Instead, upon presence of this term, it seems more advantageous to inertial, or hyperbolic, term is present, comparing values in the minimization problem no longer scheme is essential to deal with the non-convexities involved in the problem. However, once an (see also Subsection 1.3), that convexity of \( E \)

 a chain-rule to see that 

\[ a: [0, \tau_{\max}] \times Q \to \mathbb{R}^n, \]

 without any coupling with a fluid, but with otherwise similar initial data to before.

We now want to turn this hyperbolic problem into a sequence of short time consecutive parabolic problems, by replacing the second time derivative \( \partial_t^2 \) with a difference quotient and solving what we will call the time-delayed problem

\[
DE(\eta(t)) + DR(\eta(t), \partial_t \eta(t)) - f \circ \eta(t) = \frac{\partial_t \eta(t) - \partial_t \eta(t - h)}{h} 
\]

for some fixed \( h \).

Considered on a short interval of length \( h \), the term \( \partial_t \eta(t - h) \) can be seen as fixed given data. Then on this interval the problem is parabolic and can be solved using a similar minimizing movements approximation as to what was described before, where for fixed \( h \) we pick \( \tau \ll h \) and solve a problem similar to

\[
E(\eta) + \tau R \left( \eta_k, \frac{\eta - \eta_k}{\tau} \right) - \tau \rho_s \left( f \circ \eta_k, \frac{\eta - \eta_k}{\tau} \right)_Q + \frac{1}{2h} \left\| \frac{\eta - \eta_k}{\tau} - \partial_t \eta(\tau_k - h) \right\|_Q^2 \to \min.
\]
Upon sending $\tau \to 0$ using the same techniques as before, we then obtain a weak solution to (1.16) on $[0, h]$ which can be used as data on $[h, 2h]$ and so on, until we have derived a solution on $[0, T]$.

Now, as the time-delayed equation (1.16) is continuous, we avoid the problem with the chain rule (Remark 1.3) and we can test with $\partial_t \eta$ and obtain an energy inequality for the time-delayed problem in the form of

$$E(\eta(t)) + \rho_s \int_{t-h}^{t} \frac{||\partial_t \eta(s)||_Q^2}{2} ds + \int_{0}^{t} 2R(\eta, \partial_t \eta) ds \leq E(\eta_0) + \rho_s \frac{||\eta_0||_Q^2}{2} + \int_{0}^{t} \langle f \circ \eta, \partial_t \eta \rangle_Q ds$$

Similar to before we can then turn this into an a-priori estimate for the hyperbolic problem, in order to finally converge the acceleration scale and send $h \to 0$.

We will discuss this in full rigour and prove existence for solutions to the hyperbolic evolution of a solid in Section 3.

**Remark 1.4** (Previous works). While our approach to existence of solutions to hyperbolic evolutions seems to be new, we have to mention that previous variational approaches for similar PDEs have been proposed. However, they either rely on convexity or, more general, polyconvexity (which is the convexity on minors) [DSET01, MT12] or use more explicit schemes which don’t work well with the injectivity considerations [Dem00]. In particular let us notice that, for the structure, the scheme proposed here is fully implicit which has the advantage that we are assured that the constructed solution is, even in the discrete setting, fulfilling all relevant non-linear constraints at all times, in particular global (almost-)injectivity.\footnote{In order to guarantee that $\partial_t \eta$ is a admissible test-function we have to include a parabolic regularizer in the dissipation functional of the solid. As the resulting estimate is only needed for $h > 0$ and independent of the regularizer, we can choose it in such a way that it vanishes in the limit $h \to 0$.}

**Section 4: Bulk elastic solids coupled to Navier-Stokes equations**

In this section we combine the previous two sections and apply the two time-scale approach to the fluid-structure interaction problem. The main obstacle here lies in the Eulerian description of the fluid. What turned out to be natural is to approximate the material derivative of the fluid velocity $(\partial_t v + [\nabla v] v)$ by a time-discrete differential quotient. This is done by subsequently introducing a flow map $\Phi_s(t) : \Omega(t) \to \Omega(t + s)$ fulfilling $\partial_s \Phi_s(t, y) = v(t + s, \Phi_s(t, y))$ (resp. a discrete version of this) and $\Phi_0(t, y) = y$ in both the discrete and the time-delayed approximation layers. It means that $\Phi$ transports the domain of the fluid along with its velocity.

In particular the fluid analogue of the difference quotient in the time-delayed problem will be a “material difference quotient” in the size of the acceleration scale $h$, which is essentially of the form

$$\frac{v(t, \Phi_h(t - h, y)) - v(t - h, y)}{h}.$$

As $\Phi$ and $v$ are inseperably linked we already need to construct discrete counterparts of both alongside each other in the $\tau$ scale. This discrete construction of the highly nonlinear $\Phi$ and its subsequent convergence are one of the main additions in the proof and one of technical centerpiece of the paper.

As in Step 2, an approximation of the final energy estimates (1.10) is obtained only after the first limit passage $\tau \to 0$. More precisely, they are again obtained by testing the coupled Euler-Lagrange equation of the continuous in time quasi-steady approximation with the fluid and solid velocities. The energy inequality obtained by testing differs from (1.10) by replacing the kinetic energies with their moving averages. From this we can then derive an a-priori estimate and start on convergence. A particular difficulty in this is the material derivative of the fluid-velocity. Here we need to derive a modified Aubin-Lions lemma in order to obtain stronger convergence for a time-average approximation of $u$ which is the natural quantity in this context.

**Remark 1.5** (Previous variational approaches to Navier-Stokes). While the minimizing movements method seem to be new in the field of fluid-structure interactions, it has been previously used to show existence of solutions to the Navier-Stokes equation. In particular we want to highlight [GM12] as an inspiration. There the authors also employ flow maps to obtain the material derivative, but as they work on a fixed domain, they do not need to construct them...
iteratively but can instead rely on the respective existence theory for the Stokes-problem. As an indirect consequence, their minimization happens on what we would consider the $h$-level, which makes it incompatible with our way of handling the solid evolution. Instead it is more of an improvement of the numerical scheme [Pir82] which is has been developed much earlier. ■

1.3. Mechanical and analytical restrictions on the energy/dissipation functional. As introduced in Section 1.1, we consider solid materials for which the stress tensor can be determined by prescribing two functionals: the energy and dissipation functional. Materials admitting such modeling are called generalized standard materials [HSN75, Ngu00, KR19b] and many available rheological models fall into this frame [KR19b]. Nonetheless, the two functionals cannot be chosen completely freely, but have to comply with certain physical requirements. We summarize these at this point.

As in examples (1.4) and (1.5), we will for the sake of discussion assume that the energy and dissipation functional have a density, i.e.

$$E(\eta) = \int_Q e(\nabla \eta, \nabla^2 \eta) dx \quad R(\eta, \partial_t \eta) = \int_Q r(\nabla \eta, \partial_t \nabla \eta) dx,$$

for all smooth vector fields $\eta : Q \to \mathbb{R}^n$.

Here, the energy density depends on the first and second gradient\(^7\) of the deformation which puts us into the class of so-called non-simple (or second grade) materials (See the pioneering work [Tou62] as well as [Sil85, FG06] for later development). In fact, allowing for the energy density to depend on higher order gradients puts us beyond the standard theory of hyperelasticity but allows us to bring along more regularity to the problem.

Any admissible $e(F, G)$ in (1.17) should satisfy the frame-indifference

$$e(RF, GR) = e(F, G) \quad \forall F \in \mathbb{R}^{n \times n}, G \in \mathbb{R}^{n \times n \times n},$$

for any proper rotation $R$. In other words, the energy remains unchanged upon a change of observer. Moreover, any physical energy will blow up if the material is to be extended or compressed infinitely i.e.

$$e(F, G) \to \infty \quad \text{if } |F| \to \infty \text{ or } \det F \to 0$$

and it should prohibit change of orientation for the deformations i.e.

$$e(F, G) = \infty \quad \text{if } \det F \leq 0.$$

From an analytical point of view these basic requirement have the following consequences: $e(F, G)$ cannot be a convex function of the first variable and $e(F, G)$ cannot be bounded. As a result considering the variational approach in the parabolic fluid-structure interaction as well as the two-scale approximation in the hyperbolic case are essential.

Going even further, while these conditions lead to non-convexities, they are at the same time beneficial. Assuming appropriate growth conditions, in particular for $\det F \to 0$, we will be able to deduce a uniform lower bound on the determinant of $\nabla \eta$ in the style of [HK09]. This will not only result in a meaningful boundary for the fluid domain, but also help us to readily switch between Lagrangian and Eulerian descriptions of the solid velocity.

As for the dissipation potential, we will also need it to independent of the observer, i.e. for all smoothly time-varying proper rotations $R(t)$, and all smooth time-dependent $F : [0, T] \to \mathbb{R}^n$

$$r(RF, \partial_t (RF)) = r(F, \partial_t F).$$

This restriction implies [Ant98] that $r$ cannot depend only on $\partial_t \eta$ but needs to depend on $\eta$, too. This in turn, will require us to use fine Korn type inequalities [Nef02, Pom03] to deduce a-priori estimates (as already in [MR19]). We also note that both for physical as well as for analytic reasons, $r$ should be non-negative and convex in the second variable. We additionally require $R$ to be a quadratic form in its second variable.\(^8\)

Taking into account these, as well as some analytical requirements, we will now detail our set-up for the deformation.

---

\(^7\)The formalism of our proofs naturally also allow for dependence on material and spatial positions $x$ and $\eta(x)$, but the latter dependence is non-physical and the former does not add much to the discussion. Nevertheless we emphasize that our results hold also for inhomogeneous materials.

\(^8\)See Remark 3.10 for possible relaxation of the dissipation potential.
Definition 1.6 (Domain of definition). The set of internally injective functions in $W^{2,q}(Q;\Omega)$ (and satisfying the Dirichlet boundary condition) used for minimization in (1.14) can be expressed as

$$\mathcal{E} := \left\{ \eta \in W^{2,q}(Q;\Omega) : |\eta(Q)| = \int_Q \det \nabla \eta \, dx, \eta|_{\partial Q} = \gamma(x) \right\}.$$  

Here, the equality $|\eta(Q)| = \int_Q \det \nabla \eta \, dx$ is termed the Ciarlet-Nečas condition which has been proposed in [CN87] and, as has also been proved there, it assures that any $C^1$-local homeomorphism is globally injective except for possible touching at the boundary. Working with this equivalent condition bears the advantage that it is easily seen to be preserved under weak convergence in $W^{2,q}(Q;\Omega)$.

Remark 1.7. Of particular interest is the topology of $\mathcal{E}$. It is easy to see that the set is a closed subset of the affine space $W^{2,q}_c(Q;\Omega)$ i.e. $W^{2,q}(Q;\Omega)$ with fixed boundary conditions. As a subset of this topological space it has both interior points (denoted by $\text{int}(\mathcal{E})$) and a boundary $\partial \mathcal{E}$. As we construct our approximative solutions by minimization over $\mathcal{E}$, it is crucial to know if $\eta_\epsilon \in \text{int}(\mathcal{E})$ as then we are allowed to test in all directions and have the full Euler-Lagrange equation we need.

Luckily however $\text{int}(\mathcal{E})$ and $\partial \mathcal{E}$ are easily quantifiable. As long as $\det \nabla \eta > 0$, which is true for finite energy, we are able to vary in all directions, if and only if $|\eta|_M$ is injective and does not touch $\partial Q$. Thus $\partial \mathcal{E}$, or rather the part that is relevant for us, consists precisely of the $\eta$ which have a collision.

Throughout the paper, for the elastic energy potential defined on $\mathcal{E}$ we impose the following assumptions.

Assumption 1.8 (Elastic energy). We assume that $q > n$ and $E : \mathcal{E} \to \mathbb{R}$ satisfies:

S1 Lower bound: There exists a number $E_{\text{min}} > -\infty$ such that

$$E(\eta) \geq E_{\text{min}} \text{ for all } \eta \in W^{2,q}(Q;\mathbb{R}^n).$$

S2 Lower bound in the determinant: For any $E_0 > 0$ there exists $\epsilon_0 > 0$ such that $\det \nabla \eta \geq \epsilon_0$ for all $\eta \in \{ \eta \in W^{2,q}(Q;\mathbb{R}^n) : E(\eta) < E_0 \}$.

S3 Weak lower semi-continuity: If $\eta_l \rightharpoonup \eta$ in $W^{2,q}(Q;\mathbb{R}^n)$ then $E(\eta) \leq \liminf_{l \to \infty} E(\eta_l)$.

S4 Coercivity: All sublevel-sets $\{ \eta \in \mathcal{E} : E(\eta) < E_0 \}$ are bounded in $W^{2,q}(Q;\mathbb{R}^n)$.

S5 Existence of derivatives: For finite values $E$ has a well defined derivative which we will formally denote by

$$DE : \{ \eta \in \mathcal{E} : E(\eta) < \infty \} \to (W^{2,q}(Q;\mathbb{R}^n))^\prime.$$  

Furthermore on any sublevel-set of $E$, $DE$ is bounded and continuous with respect to strong $W^{2,q}$-convergence.

S6 Monotonicity and Minty type property: If $\eta_l \rightharpoonup \eta$ in $W^{2,q}(Q;\mathbb{R}^n)$, then

$$\liminf_{l \to \infty} \langle DE(\eta_l) - DE(\eta), (\eta_l - \eta)\psi \rangle \geq 0 \text{ for all } \psi \in C_c^\infty(Q;[0,1]).$$

Additionally if $\limsup_{l \to \infty} \langle DE(\eta_l) - DE(\eta), (\eta_l - \eta)\psi \rangle \leq 0$ then $\eta_l \rightharpoonup \eta$ in $W^{2,q}(Q;\mathbb{R}^n)$.

Let us shortly elaborate on the above stated assumptions. As elastic energies are generally bounded from below, assumption S1 is a natural one. Similarly, assumption S5 is to be expected as we need to take the derivative of the energy to determine a weak version of the Piola-Kirchhoff stress tensor. Assumptions S3 and S4 are standard in any variational approach as they open up the possibility for using the direct method of the calculus of variations. Assumption S6 effectively means that the energy density has to be convex in the highest gradient (but of course not convex overall) and allows us to get weak solutions and not merely measure valued ones (as in the case of a solid material in [DSET01]). Finally, assumption S2 is probably the most restricting one and, to the authors’ knowledge, necessitates the use of second-grade elasticity when, combined with an energy density $e$ which blows up sufficiently fast as $det F \to 0$ (see [HK09]). This is, in particular, the case for the model energy (1.5).

For the dissipation functional we have the following assumption:

Assumption 1.9 (Dissipation functional). The dissipation $R : \mathcal{E} \times W^{1,2}(Q;\mathbb{R}^n) \to \mathbb{R}$ satisfies
R1 Weak lower semicontinuity: If $b_t \to b$ in $W^{1,2}$ then
$$\liminf_{t \to \infty} R(\eta, b_t) \geq R(\eta, b)$$

R2 Homogeneity of degree two: The dissipation is homogeneous of degree two in its second argument, i.e.
$$R(\eta, \lambda b) = \lambda^2 R(\eta, b) \quad \forall \lambda \in \mathbb{R}$$
In particular, this implies $R(\eta, b) \geq 0$ and $R(\eta, 0) = 0$.

R3 Energy-dependent Korn-type inequality: Fix $E_0 > 0$. Then there exists a constant $c_K = c_K(E_0) > 0$ such that for all $\eta \in W^{2,q}(Q; \mathbb{R}^n)$ with $E(\eta) \leq E_0$ and all $b \in W^{1,2}(Q; \mathbb{R}^n)$ with $b|_P = 0$ we have
$$c_K \| b \|_{W^{1,2}(Q)}^2 \leq R(\eta, b).$$

R4 Existence of a continuous derivative: The derivative $D_2 R(\eta, b) \in (W^{1,2}(Q))^\prime$ given by
$$\frac{d}{d\epsilon}R(\eta, b + \epsilon \phi) =: (D_2 R(\eta, b), \phi)$$
exists and is weakly continuous in its two arguments. Due to the homogeneity of degree two this in particular implies
$$(D_2 R(\eta, b), b) = 2R(\eta, b).$$

Again some remarks are in order. As above assumption R4 is natural as we need do be able to evaluate the actual stress. Assumption R2, on the other hand, reflects the fact that we are considering viscous dissipation. Assumption R1 is again important from the point of view of calculus of variations. Assumption R3 is a coercivity assumption in a sense and needs to be stated in this rather weak form to satisfy frame indifference. Indeed, our model dissipation (1.4) satisfies this assumption as shown in, e.g., [MR19] relying on quite general Korn’s inequalities due to [Nef02, Pom03].

1.4. Outlook and further applicability. Each of the three parts outlined has the potential for further generalizations. We include some of the possible extensions at this point.

More general material laws for fluids: Within this work we cover incompressible Newtonian fluids. However, more general fluid laws could be considered with the main requirement being that the stress tensor possesses a potential that can be used in place of $\nu \|\varepsilon v\|^2$. Examples include non-Newtonain incompressible fluids (power law fluids), or even Newtonian compressible fluids, for which fluid-structure interactions involving simplified elastic models have already been studied [Len14, BS18]. The latter include the added difficulty of density as an additional state variable.

Evolution in solid mechanics including inertia: While the hyperbolic evolution of solid materials including inertia has already been studied [Dem00, DSET01], the scheme presented here has the potential to provide generalizations of those works. First, in the case when higher gradients are present in the energy, it might be possible to prove existence of injective solutions in full dimension. So far, such results have been limited to special geometries only, like the radial symmetric case [MT12]. Moreover, it might be possible to prove existence of measure valued solutions to elastodynamics even for quasiconvex energies.

Non-quadratic dissipation of the solid: As is the case for fluids, so it also holds for solids that quadratic dissipation potentials are the most common. They are however by far not the only ones. While seems to be relatively straightforward to extend our proofs to other, strictly convex potentials, a more complicated, but more interesting case might be that of rate-independent problems, i.e. problems for which $R$ only has linear growth in its second argument. These have already been studied extensively in the case of quasistatic evolutions of solids [MR15]. The main problem there is that their invariance under reparametrisation allows for sudden jumps, something that could be mitigated by considering inertial effects or coupling with a fluid.

Contact conditions: The time-stepping existence scheme introduced here, i.e. the minimization, produces results for arbitrarily large times, over the point of self touching. This allows to gain a global in time object. However in order to show that this object has a meaning as a solution to the given contact-problem, further work needs to be done. Even for the case of an elastic solid deformations alone the understanding of self-touching of the solid (or alternatively touching
the container) is still unclear from a mathematical point of view; in particular understanding the contact force on the solid that is preventing the self-penetration. Some contact-forces have been identified in the fully static problem only recently in [PH17] and a generalization to the quasi-static situation is due to [KR19a]. Generalizations to fluid-structure interaction or even hyperbolic evolution, however, remain widely open.

A different point of view would be to use the fluid as a damping substance. It can be shown (in case the solid surface is smooth) that the contact is prevented by the incompressible fluid. Indeed, the works of Hillariet and Hesla [Hil07, Hes04], see also [GH16] show that two smooth objects can not touch each other in case there is a viscous incompressible fluid in between.\footnote{More precisely, the no-contact result relies on the assumption of 1) smooth surfaces of the solids, 2) bounds on the time derivative of the fluid velocity (which for large times and for the Navier Stokes equations is only proven in 2D), 3) the no-slip boundary conditions of the fluid velocity, which means the equality of the velocities at the interface (as we consider in this work).} Certainly, once self-contact of the solid can be excluded a-priori (due to the fluid surrounding it) global solutions are available.

**Limit passage to simpler geometries:** Mathematically, fluid-structure evolution is much better understood if the solid object is of lower dimension (see e.g. [MC13a, LR14]).

While passage to lower dimensional objects for solid materials has been studied (see e.g. [LDR95, FJM06]), coupling with the fluid and passing to the limit in a similar manner is another relevant topic.

**Coupling to other physical phenomena:** Here we consider a strictly mechanical system but coupling to further physical phenomena such as heat transfer is worthwhile studying. Indeed, as heat transfer happens in the actual configuration even results for the solid alone are sparse, we refer to [MR19] for a recent work in the quasi-steady case. The methods from Step 2 in this work might allow a generalization to the case with inertia both for the solid alone and, ultimatively, also fluid-structure interaction.

**Analytical bounds on numerical approximations of the scheme:** The schemes we are proposing are constructive in their very nature. Thus one can construct a numerical approximation without having to deviate much from the main ideas. There are certain difficulties related to minimizing a non-convex functional and the fact that we are dealing with changing domains, but both have been dealt with before. Instead the main point of interest will be the rate of convergence of any such scheme. Fundamentally our method relies on energy bounds on the acceleration scale which we are only able to obtain after convergence of the velocity scale and which may not hold for any approximation. Proving convergence of a numerical scheme would thus necessitate first finding discrete bounds on that level.

### 1.5. Notation

Let us detail the notation, some of which we have already used. Throughout the paper we will deal with a number of quantities that may depend on either or both of the parameters $\tau$ and $h$, corresponding to our two timescales. Whenever this dependence is relevant, i.e. when we are varying the parameter or converging to the corresponding limit, we will indicate it by a superscript, e.g. $\eta^{(\tau)} \to \eta$. There will be no context where both are relevant at the same time, but we note that in Sections 3 and 4, anything that depends on $\tau$ is also depending on the larger scale $h$. Any such dependence may however be combined with a sequence index as well, as for example in $\eta^{(\tau)}_k$.

Of particular interest here is the fluid domain, which technically is always determined through the deformation of the solid alone. However since this deformation turn may in turn depend on those parameters, a sequence index and on time, we choose to copy this dependence over in the notation. For example we might write $\Omega^{(h)}(t) := \Omega \setminus \eta^{(h)}(t,Q)$ or similar, whenever applicable.

Coordinate in the reference domain $Q$ will always be denoted by $x$ and coordinates in the physical domain $\Omega$ by $y$.

In order to avoid confusion with changing domains, we will almost always write out all time-integrations and try to only use norms and inner products in a spatial sense. We will also try to give the relevant domain if there is any chance of doubt. In particular a subscript $A$ will always denote the $L^2$ norm or inner product with respect to this domain, i.e.

$$\|f\|_A^2 := \int_A |f|^2 \, dx \text{ and } \langle f, g \rangle_A = \int_A f \cdot g \, dx.$$
For other norms we will always specify the domain (but omit the codomain), e.g. we will write $\|v(t)\|_{W^{1,2}(Q(t))}$. The only exceptions to this involve the linear operators $DE(\eta)$ and $D_2R(\eta,b)$ which invariably have their domain of definition associated to them. We will thus simply write $\langle DE(\eta), \phi \rangle$ and $\langle D_2(\eta,b), \phi \rangle$ to denote the underlying $W^{2,q}(Q;\mathbb{R}^n) \times W^{-2,q}(Q;\mathbb{R}^n)$ and $W^{1,2}(Q;\mathbb{R}^n) \times W^{-1,2}(Q;\mathbb{R}^n)$-pairings. Since these only ever occur as linear operators and should in particular never be treated as functions, there should be no confusion in this.

2. Minimizing movements for fluid-structure interactions.

Within this section, we provide existence of weak solutions to the parabolic fluid-structure interaction problem, i.e. the inertia-less balances (1.11)-(1.13) together with the coupling conditions (1.6)-(1.7) as well as Dirichlet boundary conditions for the deformation and a Navier boundary condition stemming from the higher gradients in the energy. This has the interesting difficulty that in fluid structure interaction a naturally Lagrangian solid needs to be coupled with a naturally Eulerian fluid on a variable domain. In other works on fluid-structure interactions, this is usually done by “normalizing” the fluid domain, using what is called an “arbitrary Lagrangian-Eulerian map”. We will not do so, but instead use a variational approach to deal with the full problem in a varying domain.

We shall work with the following weak formulation:

**Definition 2.1** (Weak solution to the parabolic problem). We call the pair $(\eta, v)$ a weak solution to the parabolic fluid structure interaction problem, if it satisfies

\[
\eta \in L^\infty([0,T]; \mathcal{E}) \quad \text{ and } \quad \partial_t \eta \in L^2([0,T]; W^{1,2}(Q;\mathbb{R}^n)),
\]

\[
v \in L^2([0,T]; W^{1,2}(\Omega(t);\mathbb{R}^n)) \quad \text{ and } \quad \text{div } v(t) = 0 \quad \text{ for a.a. } t \in [0,T],
\]

and there exists a $p \in \mathcal{D}'([0,T] \times \Omega)$ with supp $p \subset [0,T] \times \Omega(t)$, such that they satisfy the weak equation

\[
\int_0^T \langle DE(\eta), \phi \rangle + \langle D_2R(\eta, \partial_t \eta), \phi \rangle + \langle \varepsilon v, \varepsilon \xi \rangle_{\Omega(t)} - \langle p, \text{div } \xi \rangle \, dt
\]

\[
= \int_0^T \rho_f \langle f, \xi \rangle_{\Omega(t)} + \rho_s \langle f \circ \eta, \phi \rangle_Q \, dt
\]

for all $\phi \in L^2([0,T]; W^{2,q}(Q;\mathbb{R}^n))$, with $\phi|_P = 0$ and $\xi \in C_0([0,T]; W^{2,q}_0(\Omega;\mathbb{R}^n))$ such that $\phi = \xi \circ \eta$ on $Q$ and as before we set $\Omega(t) := \Omega \setminus \eta(t,Q)$. Moreover, the initial condition for $\eta$ is satisfied in the sense that

\[
\lim_{t \to 0} \eta(t) = \eta_0 \quad \text{ in } L^2(Q;\mathbb{R}^n).
\]

The main goal of this section is to prove existence of weak solutions to the parabolic fluid-structure interaction problem. In particular, we show the following theorem:

**Theorem 2.2** (Existence of a parabolic fluid structure interaction). Assume that the energy $E$ fulfills Assumption 1.8 and the dissipation $R$ fulfills Assumption 1.9. Further let $\eta_0 \in \mathcal{E}$ with $E(\eta_0) < \infty$ and $f \in L^\infty(\Omega;\mathbb{R}^n)$. Then there exists a maximal time $T_{\max} > 0$ such that on the interval $[0,T_{\max})$ a weak solution to the parabolic fluid-structure interaction problem in the sense of Definition 2.1 exists.

For the maximal time, we have $T_{\max} = \infty$, or $\lim \inf_{t \to T_{\max}} E(\eta(t)) = \infty$, or $T_{\max}$ is the time of the first collision of the solid with either itself or the container, i.e. the continuation $\eta(T_{\max})$ exists and $\eta(T_{\max}) \in \partial \mathcal{E}$. Furthermore we have $p \in L^2(0,T; L^\infty(\Omega(t))) + L^\infty(0,T; L^2(\Omega(t)))$ for all $T < T_{\max}$.

In order to prove Theorem 2.2, we shall exploit the natural gradient flow-structure of the parabolic fluid-structure evolution. Indeed, at the heart of the proof is the construction of time-discrete approximations via variational problems inspired by DeGiorgi’s *minimizing movements* method [DG93] given in (2.3). We refer to Subsection 2.2 for a detailed proof of Theorem 2.2 and to Section 2.1 for the preliminary material.

**Remark 2.3** (Maximal existence time). The maximal existence time in Theorem 2.2 is not only given by possible collisions but also by a possible blow-up of the energy due to the acting forces. It is quite notable, that such a situation cannot appear in the full (hyperbolic) model.
Lemma 4.11. The reason is that the acting forces can be compared to the intertial term instead of the dissipative one.

2.1. Preliminary analysis. We will start this section with discussing the relevant geometry of the fluid-solid coupling and derive some necessary properties for the coupled system that will also be of use for the full Navier-Stokes system in Section 4.

Lemma 2.4. The set $E$ defined in (1.18) is closed under weak $W^{2,q}$ convergence.

Proof. The boundary condition holds as $W^{2,q}(Q;\mathbb{R}^n)$ has a continuous trace operator. The only thing left to check is the Ciarlet-Nečas-condition. Assume that $\eta_i \rightarrow \eta$. Using Rellich’s compactness theorem, for a subsequence $\eta_i \rightarrow \eta$ in $C^{1,\alpha}$ for some $\alpha > 0$. This implies that $\det \nabla \eta_i \rightarrow \det \nabla \eta$ uniformly, which yields that $\int_Q \det \nabla \eta_i dx \rightarrow \int_Q \det \nabla \eta dx$.

Moreover, the $C^{1,\alpha}$ bounds imply uniform convergence of all minors of $\nabla \eta_i$. Thus since $\partial Q$ is of finite $n-1$ dimensional measure, so will be $\partial \eta_i(Q)$ and $\partial \eta(Q)$. But then $|\eta_i(Q)| \rightarrow |\eta(Q)|$ by the uniform convergence of $\eta_i$.

Injectivity and boundary regularity of the solid. Further, we discuss the injectivity of deformations in $\mathcal{E}$ up-to-the boundary. In fact, any $\eta \in \mathcal{E}$ is injective on $Q$ but not necessarily on $\bar{Q}$, so collisions are in principle possible. Nonetheless, we can exclude them for short times as shown via the following two lemmas as well as Corollary 2.19.

Lemma 2.5 (Local injectivity of the boundary). For any $E_0 < \infty$ there exists a $\delta_0 > 0$ such that all $\eta \in \mathcal{E}$ with $E(\eta) < E_0$ are locally injective with radius $\delta_0$ at the boundary, i.e.

$$\eta(x_0) \neq \eta(x_1) \text{ for all } x_0, x_1 \in \partial Q, |x_0 - x_1| < \delta_0.$$

Proof. Assume that there are two points $x_0, x_1 \in \partial Q$ such that $\eta(x_0) = \eta(x_1)$. Now using embedding theorems and Assumption 1.8, S2 and S4, $E(\eta) < E_0$ implies that $D\eta$ is uniformly continuous and there exists a uniformly lower bound on $|D\eta|$. This also results in a uniform continuity of $(D\eta)^{-1} = \frac{\det D\eta}{\det |D\eta|}$.

Let $A$ denote the contact plane spanned by $D\eta(x_0)v, v$ tangential to $\partial Q$ in $x_0$ and denote the projection onto this plane using $P_A$. Then for any $x \in \partial Q$, the linear map $\phi_x : v \mapsto P_A D\eta(x)v$ maps the tangential space $T_x \partial Q$ to $A$. In particular for $x_0$, we have $P_A D\eta(x_0) = D\eta(x_0)$ and thus $\phi_{x_0}$ is an isomorphism with determinant bounded from below. Now from the regularity of $\partial Q$ ($T_x \partial Q$ does not change fast depending on $x$) and uniform continuity of $D\eta$, we get that the same has to hold in a $\delta_0$ neighborhood of $x_0$. Further, if we orient the tangential spaces through the exterior normal and $A$ through the orientation inherited from $D\eta(x_0)$, then $\phi_{x_0}$ has to be orientation preserving in this neighborhood. So $x_0$ cannot lie in this neighborhood, as a simple geometrical argument shows that the orientation imparted on $A$ through $D\eta(x_1)$ is opposite to the one chosen though $D\eta(x_0)$.

Remark 2.6. The preceding proof is much easier to formulate in the case $n = 2$ as one can deal with tangential vectors directly: Consider the positively oriented unit tangentials $\tau_x$ at $x \in \partial Q$. Then $D\eta(x_0)\tau_{x_0}$ and $D\eta(x_1)\tau_{x_1}$ point in opposite directions and their length is bounded from below. But if $x_0$ and $x_1$ are close, then so are the $\tau_{x_i}$ and the $D\eta(x_i)$, which leads to a contradiction.

Proposition 2.7 (Short time global injectivity preservation). Fix $E_0 < \infty$ and $\varepsilon_0 > 0$ and let $\delta_0$ be given by the previous lemma. Then there exists a $\gamma_0 > 0$ such that for all $\eta_0 \in \mathcal{E}$ with $E(\eta_0) < E_0$ and

$$|\eta_0(x_0) - \eta_0(x_1)| > \varepsilon_0 \text{ for all } x_0, x_1 \in \partial Q, |x_0 - x_1| \geq \delta_0$$

we have that for all $\eta \in \mathcal{E}$ with $E(\eta) < E_0$ and $||\eta_0 - \eta||_{L^2} < \gamma_0$ it holds that

$$|\eta(x_0) - \eta(x_1)| > \frac{\varepsilon_0}{2} \text{ for all } x_0, x_1 \in \partial Q, |x_0 - x_1| \geq \delta_0$$

Proof. Let $\eta_0$ be as prescribed and pick $\eta \in \mathcal{E}$, $E(\eta) < E_0$ with $|\eta(x_0) - \eta(x_1)| \leq \frac{\varepsilon_0}{2}$ for two points $x_0, x_1$ with $|x_0 - x_1| \geq \delta_0$. But then

$$|\eta_0(x_0) - \eta(x_0)| + |\eta_0(x_1) - \eta(x_1)| \geq |\eta_0(x_0) - \eta_0(x_1)| - |\eta(x_0) - \eta(x_1)| > \frac{\varepsilon_0}{2}$$
So, without loss of generality, we can assume that $|\eta_0(x_0) - \eta(x_0)| \geq \frac{s_0}{2}$. But then since $\eta_0$ and $\eta$ are uniformly continuous independent of the choice of $\eta$, there exists an $r > 0$ such that $|\eta_0(x) - \eta(x)| \geq \frac{s_0}{8}$ for all $x \in B_r(x_0) \cap Q$. Thus

$$
\|\eta_0 - \eta\|_{L^2} \geq \sqrt{\left(\frac{s_0}{8}\right)^2 |B_r(x_0) \cap Q|} =: \gamma_0 > 0 \tag*{\□}
$$

Since we are concerned with variable in time domains for the fluid flow, we recall here the quantification of uniform regular domains. Later we will use several analytical results which will be used uniformly with respect to these quantifications.

**Definition 2.8.** For $k \in \mathbb{N}$ and $\alpha \in [0, 1]$, we call $\Omega \subset \mathbb{R}^n$ a $C^{k,\alpha}$-domain with characteristics $L, r$, if for all $x \in \partial \Omega$ there is a $C^{k,\alpha}$-diffeomorphism $\phi_x : B_1(0) \to B_r(x)$, such that $\phi_x : B_1(0) \to B_r(x) \cap \Omega$, $\phi_x : B_1^c(0) \to B_r(x) \cap \Omega^c$ and $\phi_x(0) = x$. We require that it can be written as a graph over a direction $e_x \in S^{n-1}$. This means that for $(z', z_n) \in B_1(0)$ we may write $\phi_x(z) = \phi_x((z', 0)) + r e_x z_n$. And that it satisfies the bound:

$$
\|\phi_x\|_{C^{k,\alpha}(B_1(0))} + \|\phi_x^{-1}\|_{C^{\alpha,\alpha}(B_r(x))} \leq L.
$$

Collecting the regularity that comes from the energy bounds lead to an important (locally) uniform estimate on the $C^{1,\alpha}$ regularity of the fluid domains.

**Corollary 2.9 (Uniform $C^{1,\alpha}$ domains).** Fix $E_0 < \infty$, $\eta_0 \in \mathcal{E}$ with $E(\eta_0) < E_0$ and satisfying (2.2) for some $\varepsilon_0 > 0$. Then for all $\eta \in \mathcal{E}$ with $E(\eta) < E_0$ and $\|\eta_0 - \eta\|_{L^2} < \gamma_0$ for $\gamma_0$ from Proposition 2.7 we have that $\Omega_\eta := \Omega \setminus \eta(Q)$ is a $C^{1,\alpha}$-domain with characteristics $L, r$ depending only on $E_0, \eta_0$ and $\varepsilon_0$.

**Global velocity and a global Korn inequality.** A particular useful tool when dealing with fluid structure interaction in the bulk is the global Eulerian velocity field, which is defined on the unchanging domain $\Omega$. In particular this allows us to circumvent the problem of talking about convergence on a changing domain.

**Definition 2.10 (The global velocity field).** Let $\eta \in \mathcal{E}$ be a given deformation with $E(\eta) = 0$. Let $v \in W^{1,2}(\Omega; \mathbb{R}^n)$ be a divergence free fluid velocity and $b \in W^{1,2}(\Omega; \mathbb{R}^n)$ a solid velocity. Furthermore assume the usual coupling condition, $v \circ \eta = b$ on $\partial Q \setminus P$. Then the corresponding global velocity $u \in W^{1,2}(\Omega; \mathbb{R}^n)$ is defined by

$$
u(y) :=
\begin{cases}
  v(y) & \text{if } y \in \Omega_\eta := \Omega \setminus \eta(Q) \\
  b \circ \eta^{-1}(y) & \text{if } y \in \eta(Q).
\end{cases}
$$

Note that this definition does not involve a reference time scale directly. The solid velocity $b$ is equally allowed to be a time derivative $b := \partial_t \eta$ or a discrete derivative $b := \frac{\partial \eta}{\partial t}$. Furthermore this definition is invertible. Given $u$ and knowing $\eta$, both $v$ and $b$ can be reconstructed and those reconstructed velocities will satisfy the coupling condition.

The only bounds on the velocities that will be available to us are in form of a bounded dissipation. As this dissipation is given in form of a symmetrised derivative, we will need to use a Korn-inequality, the constants of which generally depend on the domain. However, another benefit of the global velocity and its constant domain is that the Korn-inequalities for solid and fluid can be merged into a global Korn-inequality.

**Lemma 2.11 (Global Korn inequality).** Fix $E_0 > 0$. Then there exists $c_{gK} = c_{gK}(E_0) > 0$ such that for any $\eta \in \mathcal{E}$ with $E(\eta) < E_0$ and any $b \in W^{1,2}(\Omega; \mathbb{R}^n)$ and $u \in W^{1,2}(\Omega; \mathbb{R}^n)$ satisfying the coupling condition

$$
u \circ \eta = b \text{ in } Q
$$

and with boundary data $u|_{\partial \Omega} = 0$ and $b|_{P} = 0$, we have

$$
c_{gK} \|u\|_{W^{1,2}(\Omega)} \leq \frac{\nu}{2} \|e u\|_{\Omega_\eta} + R(\eta, b),
$$

where we define $\Omega_\eta := \Omega \setminus \eta(Q)$. In particular this implies a bound on $\|v\|_{W^{1,2}(\Omega_\eta)} \leq \|u\|_{W^{1,2}(\Omega)}$.  


Proof. On the reference domain $Q$ we have per chain rule $\nabla b = \nabla (u \circ \eta) = (\nabla u) \circ \eta \cdot \nabla \eta$. Using this, we can estimate in analogy to Proposition A.4, as $\eta$ is a diffeomorphism:

$$
\int_{\Omega \setminus \Omega_n} |\nabla u|^2 \, dy = \int_Q |(\nabla u) \circ \eta|^2 \det \nabla \eta \, dx = \int_Q |(\nabla b) \cdot (\nabla \eta)^{-1}|^2 \det \nabla \eta \, dx
$$

$$
\leq \int_Q |\nabla b|^2 \frac{|\cof \nabla \eta|^2}{\det \nabla \eta} \, dx \leq \frac{\|\eta\|_{2n-2}}{\epsilon_0} \int_Q |\nabla b|^2 \, dx \leq \frac{\|\eta\|_{2n-2}}{\epsilon_0} c_K R(\eta, b)
$$

where $\epsilon_0 > 0$ is the uniform lower bound on $\det \nabla \eta$ as given in Assumption S2, $\|\eta\|_{C^1}$ is uniformly bounded by embeddings and we use the Korn-type inequality from Assumption R3.

But now we can apply Korn’s inequality to the fixed domain $\Omega$ to get a constant $c_1$, for which

$$
c_1 \|\eta\|^2_{W^{1,2}(\Omega)} \leq \|\varepsilon u\|^2_{\Omega_0} = \|\varepsilon u\|^2_{\Omega_0} + \|\varepsilon u\|^2_{\Omega \setminus \Omega_n}
$$

$$
\leq \|\varepsilon u\|^2_{\Omega_0} + \frac{\|\eta\|_{2n-2}}{\epsilon_0} c_K R(\eta, b).
$$

Collecting all the constants then proves the lemma.

□

2.2. Proof of Theorem 2.2. As mentioned before, we will show Theorem 2.2 in several steps using a time-discretisation in the form of a minimizing movements iteration.

Step 1: Existence of the discrete approximation. For this we will fix a time-step size $\tau$. Setting $\eta_0^{(\tau)} := \eta_0$ and assuming $\eta_k^{(\tau)} \in \mathcal{E}$ given we define $(\eta_{k+1}^{(\tau)}, \nu_{k+1})$ as solutions to the following problem

\begin{equation}
\tag{2.3}
\begin{aligned}
&\text{Minimize } E(\eta) + \tau R\left(\eta_k^{(\tau)}, \frac{\eta - \eta_k^{(\tau)}}{\tau}\right) + \frac{\nu}{2} \|\varepsilon v\|^2_{\Omega_k^{(\tau)}} \\
&\quad - \rho_\varepsilon \tau \left\langle f \circ \eta_k^{(\tau)}, \frac{\eta - \eta_k^{(\tau)}}{\tau}\right\rangle - \rho_f \tau \langle f, v \rangle_{\Omega_k^{(\tau)}} \\
&\text{subject to } \eta \in \mathcal{E}, v \in W^{1,2}(\Omega_k^{(\tau)}; \mathbb{R}^n) \text{ with } \text{div } v = 0, v|_{\partial \Omega} = 0
\end{aligned}
\end{equation}

and $\frac{\eta - \eta_k^{(\tau)}}{\tau} = v \circ \eta_k^{(\tau)}$ in $M$.

We then repeat this process until we reach $k\tau > T$.

We will now show that this problem has a (not necessarily unique) solution and that the sought minimizer satisfies an Euler-Lagrange equation which already is a discrete approximation of our problem.

Remark 2.12. In (2.3) we minimize over the sum of the energy and the dissipation needed to reach the current step from the last one. It should be noted that the scheme is thus implicit in the deformation (what we would consider the single state variable of the system) at which the energy is evaluated, while it is in a sense explicit in the dissipation. Here we understand both the solid dissipation and the Stokes potential as dissipative terms and both the change in deformation as well as the velocity as distinct, secondary rate variables which can be recovered from knowing successive states.

The implicit and explicit use of state can be motivated from the point of view of the Euler-Lagrange equations; as they are exactly the Fréchet derivatives with respect to the rate variables that appear there. Explicit-implicit schemes are commonly used in fluid-structure interactions (see e.g. [MC13a]). Moreover, it is the common way to produce solutions in solid mechanics if the dissipation depends on the state variables [KR19b].

For us however there is another important point to this, as the correct coupling of the fluid and solid variables is crucial in fluid-structure interaction. Within the proposed variational approach, it is important that we impose a coupling condition as equality of approximate velocities also in the implicit-explicit fashion; i.e. we keep the geometry explicit while the rates are implicit. An implicit in this part of the proof we will generally assume that the solid is free of collisions, i.e. $\eta_k \notin \partial \mathcal{E}$ or in other words that $\eta_k|_M$ is injective and does not map to $\partial \Omega$. We will show in Corollary 2.19 that for small enough $T$ this will always be the case. In principle though, it is possible to extend the coupling condition to all situations by using the global velocity field $u : \Omega \rightarrow \mathbb{R}^n$ instead.
equality of tractions then needs not be imposed but follows automatically from the variational approach.

**Proposition 2.13** (Existence of solutions to (2.3)). Assume that $\eta_k^{(r)} \in \mathcal{E}$ with $E(\eta_k^{(r)}) < \infty$. Then the iterative problem (2.3) has a minimizer, i.e. $\eta_k^{(r)}$ and $v_k^{(r)}$ are defined. Furthermore, if $\eta_k^{(r)} \notin \partial \mathcal{E}$ (i.e. $\eta_k^{(r)}$ is injective on $Q$) the minimizers obey the following Euler-Lagrange equation:

$$
\langle DE(\eta_k^{(r)}), \phi \rangle + \frac{1}{\tau} D_2 R \left( \frac{\eta_k^{(r)} - \eta_k^{(r-1)}}{\tau} \right), \phi \rangle + \nu \langle \varepsilon v_k^{(r)}(\tau), \nabla \phi \rangle \Omega_k^{(r)}
$$

$$
= \rho f(\xi, \xi)_{\Omega_k^{(r)}} + \rho_s \langle \phi \rangle_Q.
$$

for any $\phi \in W^{2,q}(Q; \mathbb{R}^n)$, $\phi|_\Gamma = 0$ and $\xi \in W^{1,2}(\Omega_k^{(r)}; \mathbb{R}^n)$, $\text{div} \xi = 0$, $\xi|_{\partial \Omega} = 0$ such that $\xi \circ \eta = \phi$ in $\partial M$.

**Proof.** First we investigate existence using the direct method. The class of admissible functions is non-empty, since $(\eta_k^{(r)}, 0)$ is a possible competitor with finite energy. Next we show that the functional is bounded from below. As energy and dissipation have lower bounds per assumption, the only problematic terms are those involving the force $f$. For those we note that per the weighted Young’s inequality and using Assumption R3 it holds that

$$
\left| \langle f \circ \eta_k^{(r)}, \eta - \eta_k^{(r)} \rangle \right| \leq \delta \left\| \eta - \eta_k^{(r)} \right\|_Q^2 + \frac{1}{2\delta} \left\| f \circ \eta_k^{(r)} \right\|_Q^2
$$

and equally, using Lemma 2.11

$$
\left| \langle f, v \rangle_{\Omega_k^{(r)}} \right| \leq \frac{\delta}{2} \left\| v \right\|_{\Omega_k^{(r)}}^2 + \frac{1}{2\delta} \left\| f \right\|_{\Omega_k^{(r)}}^2
$$

Now if we choose $\delta$ small enough, e.g. $\delta := \frac{\min(\xi, \xi_{\mathcal{K}})}{2}$, all $v$ and $\eta$-dependent terms can be absorbed to get the lower bound

$$
E(\eta) + \frac{\tau}{2} R \left( \eta_k, \frac{\eta - \eta_k^{(r)}}{\tau} \right) + \frac{\nu}{2} \left\| \varepsilon v \right\|_{\Omega_k^{(r)}}^2 - \rho f(\xi, \xi)_{\Omega_k^{(r)}} - \rho_s \left( f \circ \eta_k^{(r)}, \frac{\eta - \eta_k^{(r)}}{\tau} \right) \Omega_k^{(r)}
$$

$$
\geq E(\eta) + \frac{\tau}{2} R \left( \eta_k, \frac{\eta - \eta_k^{(r)}}{\tau} \right) + \frac{\nu}{2} \left\| \varepsilon v \right\|_{\Omega_k^{(r)}}^2 - \frac{\max(\rho f, \rho_s)}{2\delta} \left( \left\| f \circ \eta_k^{(r)} \right\|_{\Omega_k^{(r)}}^2 + \left\| f \right\|_{\Omega_k^{(r)}}^2 \right)
$$

Thus a minimizing sequence $\eta_k, v_k$ exists and along that sequence, energy and dissipation are bounded. So by coercivity of the energy we know that $\eta_k$ is bounded in $W^{2,q}(Q; \Omega)$ and using the usual compactness theorems we may extract a subsequence (not relabeled) and a limit $\eta$ for which

$$
\hat{\eta}_k \rightarrow \eta \quad \text{in} \quad W^{2,q}(Q; \Omega)
$$

$$
\tilde{\eta}_k \rightarrow \eta \quad \text{in} \quad C^{1,\alpha^*}(Q; \Omega) \quad \text{for} \quad 0 < \alpha^* < \alpha := 1 - \frac{n}{q}.
$$

By Lemma 2.4 we know that $\eta \in \mathcal{E}$. We also know that $E$ and $R$ are lower semicontinuous with respect to the above convergence by Assumptions S3 and R1 respectively.

Next we pass to the limit with the fluid velocity. With no loss of generality, we may assume $\hat{v}_k$ to be the minimizer of the functional in (2.3) holding the deformation $\hat{\eta}_k$ fixed. As the functional in (2.3) is convex with respect to the velocity, minimizing is equivalent to solving the
appropriate Euler-Lagrange equation, in other words, it is equivalent to finding a weak solution to the following classical Stokes boundary value problem:

\[
\begin{aligned}
-\nu \Delta \tilde{v}_l + \nabla p &= \rho f, & \text{in } \Omega^{(r)}_k, \\
\text{div } \tilde{v}_l &= 0, & \text{in } \Omega^{(r)}_k, \\
\tilde{v}_l &= g := \left( \frac{\eta_k - \eta^{(r)}_k}{\tau} \right) \circ \eta^{(r)}_k, & \text{on } \partial \Omega^{(r)}_k \cap \partial \Omega^{(r)}(Q), \\
\tilde{v}_l &= 0, & \text{in } \partial \Omega.
\end{aligned}
\]

Now since \( \eta_k \) is a fixed diffeomorphism, and \( \tilde{\eta}_k \) converges uniformly the boundary data \( g \) in this problem converges uniformly to \( g := \left( \frac{\eta - \eta^{(r)}_k}{\tau} \right) \circ \eta^{(r)}_k \) as well. Furthermore, the solution operator \( L^2(\partial \Omega^{(r)}_k; \mathbb{R}^n) \rightarrow W^{1,2}(\Omega; \mathbb{R}^n) \) associated with this boundary value problem is continuous, which implies the existence of a limit \( v \in W^{1,2}(\Omega^{(r)}_k; \mathbb{R}^n) \) with \( \tilde{v}_l \rightarrow v \) in \( W^{1,2}(\Omega^{(r)}_k; \mathbb{R}^n) \). Then per construction \( \eta, v \) satisfy the compatibility condition and since \( \| \varepsilon v \|_{\Omega^{(r)}_k} \) is lower semicontinuous and all terms involving \( f \) are continuous, the pair \( \eta, v \) is indeed a minimizer to the problem.

Next let us derive the Euler-Lagrange equation. Let \( (\eta^{(r)}_{k+1}, v^{(r)}_{k+1}) \) be a minimizer and \( \phi \in C^\infty(Q; \mathbb{R}^n) \) as well as \( \xi \in W^{1,2}(\Omega^{(r)}_k; \mathbb{R}^n) \). We require the perturbation \( (\eta^{(r)}_{k+1} + \varepsilon \phi, v^{(r)}_{k+1} + \varepsilon \xi/\tau) \) to also be admissible\(^\text{11}\) for all small enough \( \varepsilon \). From this we immediately get the conditions \( \text{div } \xi = 0, \xi|_{\partial \Omega} = 0, \phi_P = 0 \) and for the coupling we require

\[
\left( v^{(r)}_{k+1} + \varepsilon \frac{\xi}{\tau} \right) \circ \eta^{(r)}_k = \frac{(\eta^{(r)}_{k+1} + \varepsilon \phi - \eta^{(r)}_k)}{\tau}
\]

on \( M \) which reduces to \( \xi \circ \eta^{(r)}_k = \phi \).

Now since we assume \( \eta^{(r)}_{k+1} \notin \partial \mathcal{E} \), for small enough \( \varepsilon \), we have \( \eta^{(r)}_{k+1} + \varepsilon \phi \in \mathcal{E} \). Thus we are allowed to take the first variation with respect to \( (\phi, \xi/\tau) \) which immediately results in the weak formulation.

\( \square \)

Now let us give some a-priori estimates on the solutions derived in this way. This is possible because of the fact that we have a minimizer and not just a weak solution to the equation.

**Lemma 2.14** (Parabolic a-priori estimates). We have

\[
E(\eta^{(r)}_{k+1}) + \tau R \left( \frac{\eta^{(r)}_{k+1} - \eta^{(r)}_k}{\tau} \right) + \tau \nu \left\| \varepsilon v^{(r)}_{k+1} \right\|_{\Omega^{(r)}_k}^2 \leq E(\eta^{(r)}_k) + \tau \rho_f \int_{\Omega^{(r)}_k} f \, d\Omega + \tau \rho_s \left( \int_{\Omega^{(r)}_k} \left( \frac{\eta^{(r)}_{k+1} - \eta^{(r)}_k}{\tau} \right) \circ \eta^{(r)}_k \right) \, d\Omega
\]

Furthermore take a number \( E_0 \) such that \( E_0 > E(\eta_0) \). Then there exists a time \( T > 0 \) depending only on \( E_0 \) and the difference \( E_0 - E(\eta_0) \) as well as \( \| f \|_{L^\infty(\Omega)} \), such that for all \( \tau > 0 \), and all \( N \in \mathbb{N} \) with \( N \tau \leq T \) we have

\[
E(\eta^{(r)}_N) + \frac{\tau}{2} \sum_{k=1}^{N} \left[ \frac{\nu}{2} \left\| \varepsilon v^{(r)}_k \right\|_{\Omega^{(r)}_k}^2 + R \left( \frac{\eta^{(r)}_k - \eta^{(r)}_{k-1}}{\tau} \right) \right] \leq E_0
\]

**Proof of Lemma 2.14.** As before, for fixed \( k \), we may compare the value of the cost functional in (2.3) at the minimizer with its value for the pair \( (\eta^{(r)}_k, 0) \). As \( R(\eta^{(r)}_k, 0) = 0 \) and the terms involving \( v \) vanish for \( v = 0 \), the comparison yields the first line.

Now we proceed by induction over \( N \). Assume that \( E(\eta^{(r)}_{N-1}) \leq E_0 \) and let \( c_{gK} \) be the Korn-constant corresponding to \( E_0 \) from Lemma 2.11. Using (2.4) again, we end up with

\[
E(\eta^{(r)}_{k+1}) + \frac{\tau}{2} R \left( \frac{\eta^{(r)}_{k+1} - \eta^{(r)}_k}{\tau} \right) + \tau \nu \left\| \varepsilon v^{(r)}_k \right\|_{\Omega^{(r)}_k}^2
\]

\(^{11}\)The different scaling of \( \phi \) and \( \xi/\tau \) with respect to \( \tau \) used here allows us to remove most occurrences of \( \tau \) in the Euler-Lagrange equation. This does not matter as long as \( \tau \) is fixed, but it turns out to be the correct scaling when we take the limit \( \tau \rightarrow 0 \).
from Lemma 2.14 there exists a constant $T$ for all $t \in [0, T]$.

Hence we may sum this estimate over $k$, yielding

$$E(\eta^{(\tau)}_N) + \frac{\tau}{2} \sum_{i=1}^{N} \left[ \nu \left\| \varepsilon \nabla \eta^{(\tau)}_k \right\|^2_{\Omega^{(\tau)}_{k-1}} + R \left( \frac{\eta^{(\tau)}_{k-1} - \eta^{(\tau)}_k}{\tau} \right) \right] \leq E(\eta_0) + N\tau \frac{\max(\rho_f, \rho_s)}{2\delta} \|f\|^2_{L^\infty(\Omega)} \leq E_0$$

assuming that $N\tau \leq T$ for $T > 0$ given by $\frac{T \max(\rho_f, \rho_s)}{2\delta} \|f\|^2_{L^\infty(\Omega)} = E_0 - E(\eta_0)$. But then in particular $E(\eta^{(\tau)}_N) \leq E_0$ and we can continue the induction until $N\tau$ reaches $T$.

**Remark 2.15.** Clearly, the maximal length of the time-interval on which the a-priori estimates are true depends on the choice of $E_0$ and could be, thus, optimized. However, we do not enter this investigation here, since, later we may prolong the solution to the maximal existence time.

Let us also mention that a slightly better single-step estimate could have been gotten by comparing with $(\eta_k, \tilde{v})$, where $\tilde{v}$ is the minimizer of $\frac{\nu}{2} \| \varepsilon v \|^2 + \langle f, v \rangle$ under $\text{div} \ v = 0$ and 0-boundary conditions.

**Step 2: Time-continuous approximations and their properties.** Now as a next step, we use these iterative solutions to construct approximations of the continuous problem. At this point, we will completely switch over to the global velocity $u$. We will also approximate the deformation $\eta$ in two different ways, a piecewise constant approximation, which we will need to keep track of the fluid-domain, and a piecewise affine approximation, which will give us the correct time derivative $\partial_t \eta$. To be more precise, we define:

**Definition 2.16 (Discrete parabolic approximation).** For some $E_0 > 0$ fix $T > 0$ as given by Lemma 2.14. We now define the piecewise constant $\tau$-approximation as

$$\eta^{(\tau)}(t, x) := \eta^{(\tau)}_k(x) \quad \text{for } t \in [\tau k, \tau(k+1)), x \in Q$$

$$u^{(\tau)}(t, y) := v^{(\tau)}_k(y) \quad \text{for } t \in [\tau k, \tau(k+1)), y \in \Omega^{(\tau)}_k$$

$$u^{(\tau)}(t, y) := \frac{(\eta^{(\tau)}_{k+1} - \eta^{(\tau)}_k) \circ (\eta^{(\tau)}_k)^{-1}(y)}{\tau} \quad \text{for } t \in [\tau k, \tau(k+1)), y \in \eta_k(Q)$$

$$\Omega^{(\tau)}(t) := \Omega^{(\tau)}_k \quad \text{for } t \in [\tau k, \tau(k+1))$$

where $(\eta^{(\tau)}_k, v^{(\tau)}_k)$ is the iterative solution for timestep $\tau$. We also define the affine approximation for $\eta$ as

$$\tilde{\eta}^{(\tau)}(t, .) := ((k+1) - t/\tau)\eta^{(\tau)}_k - (t/\tau - k)\eta^{(\tau)}_{k+1} \quad \text{for } t \in [\tau k, \tau(k+1)), x \in Q.$$  

Note that $\tilde{\eta}^{(\tau)}$ is Lipschitz-continuous in time, $\tilde{\eta}^{(\tau)}(k\tau) = \eta^{(\tau)}(k\tau)$ for all $k \in \{0, \ldots, N\}$ and

$$\partial_t \tilde{\eta}^{(\tau)}(t) = \frac{1}{\tau} (\eta^{(\tau)}_{k+1} - \eta^{(\tau)}_k) = u^{(\tau)}(t) \circ \eta^{(\tau)}(t)$$

for all $t \in (\tau k, \tau(k+1))$. Also from this point on, we will only work with the global velocity field $u^{(\tau)}$ as given in Definition 2.10.

**Lemma 2.17 (Basic a-priori estimates).** For any fixed upper energy bound $E_0$ and the resulting $T$ from Lemma 2.14 there exists a constant $C$ independent of $\tau$ such that

$$E(\eta^{(\tau)}(t)) + \int_0^t R(\eta^{(\tau)}(t), \partial_t \tilde{\eta}^{(\tau)}(t)) + \frac{\nu}{2} \left\| \varepsilon u^{(\tau)}(t) \right\|^2_{\Omega^{(\tau)}(t)} dt \leq E_0.$$  

for all $t \in [0, T]$ as well as

$$\sup_{t \in [0, T]} \left\| \eta^{(\tau)}(t) \right\|_{W^{2,2}(Q)} \leq C, \quad \int_0^T \left\| \partial_t \tilde{\eta}^{(\tau)} \right\|^2_{W^{1,2}(Q)} dt \leq C, \text{ and } \int_0^T \left\| u^{(\tau)} \right\|^2_{W^{1,2}(\Omega)} dt \leq C.$$
Proof. The first statement is a direct translation of Lemma 2.14 while the latter ones follow from this. In particular, since \( E(\eta^{(\tau)}(t)) < E_0 \) on any of its constant intervals and thus on all of \([0, T]\) its supremum is bounded. Similarly the two integral inequalities follow from the boundedness of the dissipation combined with the Korn’s inequalities R2 and Lemma 2.11.

Lemma 2.18 (Energy and Hölder-estimates). For any fixed upper energy bound \( E_0 \) and the resulting \( T \) from Lemma 2.14, there exists a constant \( C \) independent of \( \tau \ll 1 \) such that we have the following estimates:

1. For all \( t \in [0, T] \)
   \[
   \|\eta^{(\tau)}(t) - \tilde{\eta}^{(\tau)}(t)\|_{W^{1,2}(Q)} \leq C\sqrt{T}
   \]

2. \( E(\eta^{(\tau)}(t)) \) is nearly monotone, i.e. for any \( t > t_0, t, t_0 \in [0, T] \) with \( t - t_0 \geq \tau \) we have
   \[
   E(\eta^{(\tau)}(t)) - E(\eta^{(\tau)}(t_0)) \leq C(t - t_0)
   \]

3. \( \eta^{(\tau)}(t) \) is nearly Hölder-continuous in \( W^{1,2}(Q) \), i.e. for any \( t > t_0, t, t_0 \in [0, T] \) with \( t - t_0 > \tau \) we have
   \[
   \|\eta^{(\tau)}(t) - \eta^{(\tau)}(t_0)\|_{W^{1,2}(Q)} \leq C\sqrt{T - t_0}
   \]

Proof. Consider the lower bound on a single step given in (2.5). Singling out the dissipation of the solid material, and dropping some terms with compatible sign, we get using the Korn’s inequality R3

\[
ck \frac{1}{\tau} \left\| \eta_{k+1}^{(\tau)} - \eta_k^{(\tau)} \right\|_{W^{1,2}(Q)}^2 \leq \tau R \left( \frac{\eta_{k+1}^{(\tau)} - \eta_k^{(\tau)}}{\tau} \right) \leq 2 \left( E(\eta_k^{(\tau)}) - E(\eta_{k+1}^{(\tau)}) + \tau \frac{\max(\rho_f, \rho_s)}{2\delta} \|f\|_\infty^2 \right)
\]

Now as the energy is bounded uniformly from above and from below, we can derive that

\[
\left\| \eta_{k+1}^{(\tau)} - \eta_k^{(\tau)} \right\|_{W^{1,2}(Q)} \leq C\sqrt{T}
\]

for some constant \( C \) depending only on \( E_0 \) and \( f \). In particular, due to the definition of \( \tilde{\eta}^{(\tau)}(t) \) and \( \eta^{(\tau)}(t) \) this implies (1).

Equally, reordering the terms in a different way, we get

\[
E(\eta_{k+1}^{(\tau)}) - E(\eta_k^{(\tau)}) \leq \tau \frac{\max(\rho_f, \rho_s)}{2\delta} \|f\|_\infty^2.
\]

Now fix \( T \geq t > t_0 \geq 0 \) and let \( M := \lfloor \frac{t}{\tau} \rfloor \), \( N := \lfloor \frac{t_0}{\tau} \rfloor \). Summing up the inequality yields

\[
E(\eta^{(\tau)}(t)) - E(\eta^{(\tau)}(t_0)) \leq \tau(M - N) \frac{\max(\rho_f, \rho_s)}{2\delta} \|f\|_\infty^2.
\]

Now either \( \tau \leq t - t_0 < 2\tau \), in which case \( \tau(M - N) < 2\tau < 2(t - t_0) \) or \( t - t_0 \geq 2\tau \) and thus \( \tau(M - N) < (t - t_0) + \tau < \frac{3}{2}(t - t_0) \), so this estimate proves (2).

Finally we again use the first estimate and Hölder’s inequality to sum up the distances:

\[
\left\| \eta^{(\tau)}(t) - \eta^{(\tau)}(t_0) \right\|_{W^{1,2}(Q)} \leq \sum_{k=N}^{M-1} \left\| \eta_{k+1}^{(\tau)} - \eta_k^{(\tau)} \right\|_{W^{1,2}(Q)}
\]

\[
\leq \sqrt{\sum_{k=N}^{M-1} \sum_{k=N}^{M-1} \frac{1}{\tau} \left\| \eta_{k+1}^{(\tau)} - \eta_k^{(\tau)} \right\|_{W^{1,2}(Q)}^2}
\]

\[
\leq \sqrt{\tau(M - N)} \sum_{k=N}^{M-1} 2 \left( E(\eta_k^{(\tau)}) - E(\eta_{k+1}^{(\tau)}) + \tau \frac{\max(\rho_f, \rho_s)}{2\delta} \|f\|_\infty^2 \right)
\]

\[
\leq c\sqrt{t - t_0} \left( E(\eta^{(\tau)}(t_0)) - E(\eta^{(\tau)}(t)) + (t - t_0) \frac{\max(\rho_f, \rho_s)}{2\delta} \|f\|_\infty^2 \right)
\]

which proves (3). \( \square \)

\[\text{12} \]

The lower bound on \( t_0 - t \) is somewhat arbitrary and is only due to the jumps in the piecewise constant approximation. As we are generally interested in \( \tau \to 0 \) for fixed \( t, t_0 \), it will not bother us much.
A direct consequence of the last estimate is that the solid cannot move much in short time. In particular, this implies the following result on injectivity:

**Corollary 2.19** (Short-time collision exclusion). If \( \eta_0 \) is injective (i.e. \( \eta_0 \notin \partial E \)) then there exists \( T > 0 \) such that for all \( \tau \) small enough and all \( t \in [0, T] \), the deformations \( \eta^{(\tau)}(t) \) and \( \tilde{\eta}^{(\tau)}(t) \) are injective (i.e. not in \( \partial E \)).

**Proof.** If we choose \( T \) small enough, then the near Hölder continuity from Lemma 2.18 implies that \( \| \eta_0 - \eta_k^{(\tau)} \| \) is uniformly small. In particular we can choose it to be smaller than the constant \( \gamma_0 \) from Proposition 2.7 which then results in injectivity.

In the following, we take \( T \) small enough, so that both, the a-priori estimates Lemma 2.14 hold and we may assume injectivity.

**Step 3: Existence and regularity of limits.** As a next step, we will derive limiting objects for \( \tau \to 0 \) for the deformation and the global velocity, as well as their mode of convergence.

**Proposition 2.20** (Convergence of the time-discrete scheme). There exists a (not relabeled) subsequence \( \tau \to 0 \) and a limit

\[
\eta \in C^{1/2}([0, T]; W^{1,2}(Q; \mathbb{R}^n)) \cap C_w([0, T]; W^{2,q}(Q; \mathbb{R}^n)) \cap C^0([0, T]; C^{1,\alpha^-}(Q))
\]

for \( \alpha = 1 - \frac{2}{q} \) and \( u \in L^2(0, T; W^{1,2}(\Omega; \mathbb{R}^n)) \), such that

\[
\eta^{(\tau)} \to \eta \text{ in } C^{1(1/2)-}(\Omega; W^{1,2}(\mathbb{R}^n))
\]

\[
\eta^{(\tau)}, \tilde{\eta}^{(\tau)} \to^* \eta \text{ in } L^\infty([0, T]; W^{2,q}(\mathbb{R}^n))
\]

\[
u^{(\tau)} \to u \text{ in } L^2([0, T]; W^{1,2}(\Omega; \mathbb{R}^n))
\]

\[
\partial_t \eta^{(\tau)} \to \partial_t \eta \text{ in } L^2([0, T]; W^{1,2}(\mathbb{R}^n))
\]

Furthermore we have

\[
\partial_\eta = u \circ \eta \text{ in } [0, T] \times Q
\]

and that \( \eta^{(\tau)} \) converges uniformly to \( \eta \) in the following sense: For all \( r > 0 \), there exists a \( \delta_r > 0 \), such that for all \( \tau < \delta_r \) and all \( |x_1 - x_2| + |t_1 - t_2| \leq r^{1-\alpha} \) we have

\[
\left| \nabla \eta^{(\tau)}(t_1, x_1) - \eta(t_2, x_2) \right| + \left| \eta^{(\tau)}(t_1, x_1) - \eta(t_2, x_2) \right| \leq Cr^{\alpha^-},
\]

for all \( 0 < \alpha^- < 1 - \frac{n}{q} \). And

\[
\tilde{\eta}^{(\tau)} \to \eta \in C^0([0, T]; C^{1,\alpha^-}(Q)) \text{ and } \eta^{(\tau)} \to \eta \in L^\infty([0, T]; C^{1,\alpha^-}(Q)).
\]

**Proof.** We proceed with a weak version of Arzela-Ascoli theorem. Let \( \{t_i\}_{i \in \mathbb{N}} \subset [0, T] \) be a countable dense set. By the upper bound on the energy and the coercivity, we have a uniform bound on \( \|\eta^{(\tau)}(t)\|_{W^{2,q}(Q)} \) and by the usual diagonal argument we can pick a subsequence of \( \tau \) (not relabeled) and limits \( \eta(t_i) \) such that \( \eta^{(\tau)}(t_i) \to \eta(t_i) \) in \( W^{2,q}(Q; \mathbb{R}^n) \) and uniformly strongly in \( W^{1,2}(Q; \mathbb{R}^n) \) for all \( i \in \mathbb{N} \). Then by the convergence of norms, the Hölder-continuity from Lemma 2.18 (3) carries over to

\[
\|\eta(t_i) - \eta(t_j)\|_{W^{1,2}(Q)} \leq C\sqrt{|t_i - t_j|}, \quad \forall i, j \in \mathbb{N}.
\]

This means that \( \eta \) has a unique extension onto \( [0, T] \) in the space \( C^{1/2}([0, T]; W^{1,2}(Q; \mathbb{R}^n)) \).

By the usual compactness arguments

\[
\tilde{\eta}^{(\tau)} \to \eta \in C^{1/2-}([0, T]; W^{1,2}(Q; \mathbb{R}^n)).
\]

Now pick \( t \in [0, T] \) and a new sequence \( \{t_i\}_{i \in \mathbb{N}} \subset [0, T], t_i \to t \). Due to the uniform \( W^{2,q}(Q; \mathbb{R}^n) \)-bounds resulting from the bounded energy, the sequence \( \{\eta(t_i)\}_{i \in \mathbb{N}} \) has a weakly converging subsequence which, by the uniqueness of limits, must converge to \( \eta(t) \) weakly in \( W^{2,q}(Q; \mathbb{R}^n) \). As the original sequence \( \{t_i\}_{i \in \mathbb{N}} \) was arbitrary this means that \( \eta \) is weakly \( W^{2,q}(Q; \mathbb{R}^n) \)-continuous. By the same argument, for any subsequence of \( \tau \)'s there exists a sub-subsequence such that \( \eta^{(\tau)}(t) \to \eta(t) \) in \( W^{2,q}(Q; \mathbb{R}^n) \) and thus \( \tilde{\eta}^{(\tau)} \to \eta \) in \( W^{2,q}(Q; \mathbb{R}^n) \) pointwise. By Lemma 2.18 (1), we know that \( \tilde{\eta}^{(\tau)}(t) \) converges to the same limit as \( \eta^{(\tau)}(t) \) in a
$W^{1,2}(Q;\mathbb{R}^n)$-sense. Since $\tilde{\eta}(t)$ satisfies the same $W^{2,q}(Q;\mathbb{R}^n)$ bounds, we can then also prove weak $W^{2,q}(Q;\mathbb{R}^n)$ convergence by the same argument.

Next we interpolate in order to proof that $\eta \in C^0([0,T]; C^{1,\alpha}(Q;\mathbb{R}^n))$. Actually we show more, namely that $\nabla \eta$ is Hölder continuous in time-space.\textsuperscript{13} For that we take $(s_1,x_1),(s_2,x_2) \in [0,T] \times Q$ with $B_r \ni x_1,x_2$ a ball with radius $|x_1-x_2| \leq r$ and $|s_1-s_2| \leq r^{2\alpha+n}$.

\begin{equation}
\label{eq:gradient_estimate}
\begin{aligned}
|\nabla \eta(s_1,x_1) - \nabla \eta(s_2,x_2)| &
\leq |\nabla \eta(s_1,x_1) - \int_{B_r} \nabla \eta(s_1) \, dx| + |\int_{B_r} \nabla \eta(s_1) \, dx| + |\nabla \eta(s_2,x_2) - \int_{B_r} \nabla \eta(s_2) \, dx| \\
&
\leq C r^\alpha + |s_2 - s_1| \left( \int_{s_1}^{s_2} \int_{B_r} |\partial_t \nabla \eta| \, dx \, ds \right)^{1/2} \\
&
\leq C r^\alpha + \frac{|s_2 - s_1|^{1/2}}{r^{n/2}} \left( \int_{s_1}^{s_2} \int_{B_r} |\partial_t \nabla \eta|^2 \, dx \, ds \right)^{1/2} \\
&
\leq C r^\alpha + C \frac{|s_1 - s_2|^{1/2}}{r^{n/2}} \leq C r^\alpha.
\end{aligned}
\end{equation}

Now let $0 < \alpha - \alpha_0 = 1 - \frac{n}{q}$. For $r > 0$ we may choose a finite subset $\{t_i\}_{i=1}^m$ such that for every $t \in [0,T]$ there exists a $t_i$ such that $|t_i - t| \leq r^{2\alpha+n}$. Using the compactness result of Arzela-Ascoli we may choose a subsequence of $\eta^{(\tau)}$ such that for all $\delta_\tau > 0$ and for all $\tau \leq \delta_\tau$
\[\max_{i \in \{1,\ldots,m\}} \left\| \eta^{(\tau)}(t_i) - \eta(t_i) \right\|_{C^{1,\alpha-}(Q)} \leq 1,\]
where we may assume that $\delta_\tau < r^{2\alpha+n}$.

Now for all $(s_1,x_1),(s_2,x_2) \in [0,T] \times Q$ with $B_r \ni x_1,x_2$ a ball with radius $|x_1-x_2| \leq r$ and $|s_1-s_2| \leq r^{2\alpha+n}$ there is a $t_i \in [s_1,s_2]$ such that analogous to the previous
\begin{equation}
\begin{aligned}
|\nabla \eta^{(\tau)}(s_1,x_1) - \nabla \eta(s_2,x_2)| &
\leq |\nabla \eta^{(\tau)}(s_1,x_1) - \int_{B_r} \nabla \eta(s_1) \, dx| + |\int_{B_r} \nabla \eta^{(\tau)}(s_1) - \eta^{(\tau)}(t_i) \, dx| \\
&
\leq C r^\alpha + \left( \int_{B_r} |\nabla \eta(s_1)|^2 \, dx \right)^{1/2} - \left( \int_{B_r} |\nabla \eta(s_2)|^2 \, dx \right)^{1/2} \leq C r^\alpha.
\end{aligned}
\end{equation}

Finally, we use the uniform $L^2([0,T];W^{1,2}(\Omega;\mathbb{R}^n))$ bound on $u^\tau$ derived through Lemma 2.14 and Lemma 2.11 to extract another subsequence such that $u^\tau$ converges weakly in the space $L^2([0,T];W^{1,2}(Q;\mathbb{R}^n))$ to some limit $u$. Equally, the uniform $L^2([0,T];W^{1,2}(Q;\mathbb{R}^n))$ bound on $\partial_t \tilde{\eta}^{(\tau)}$ implies existence of a subsequence weakly converging to the weak time-derivative $\partial_t \tilde{\eta}$.

Directly from the definition, we see that
\[\partial_t \tilde{\eta}^{(\tau)}(t) = u^\tau(t) \circ \eta^{(\tau)}(t)\]
for almost all times $t$. So in particular for all $\phi \in C_0^\infty([0,T] \times Q;\mathbb{R}^n)$
\[\int_0^T \left\langle \partial_t \tilde{\eta}^{(\tau)}(t) \circ \eta^{(\tau)}(t), \phi \right\rangle \, dt = \int_0^T \left\langle u^{(\tau)} \circ \eta^{(\tau)}(t), \phi \right\rangle \, dt.\]

Now the first integral converges to $\int_0^T \left\langle u \circ \eta, \phi \right\rangle \, dt$ as $\eta$ is a diffeomorphism, while the second vanishes in the limit by the following argument: Let $\pi_s(t,x) := s \eta^{(\tau)}(t,x) + (1-s) \eta(t,x)$. Then
\[\left| u^{(\tau)}(t,\pi_s(t,x)) - u^{(\tau)}(t,\eta(t,x)) \right|^2 = \left| \int_0^1 \frac{\partial}{\partial s} u^{(\tau)}(t,\pi_s(t,x)) \, ds \right|^2 \]
\[\leq \int_0^1 \left| \nabla u^{(\tau)}(t,\pi_s(t,x)) \cdot (\eta^{(\tau)}(t,x) - \eta(t,x)) \right|^2 \, ds.\]

\textsuperscript{13}Note that due to the zero boundary values on $P$ the estimates on the continuity of $\eta$ follow directly by the gradient estimates.
\[ \leq \int_0^1 \left\| \nabla u^{(\tau)}(t, \pi_s(t, x)) \right\|^2 ds \sup_{t \in [0,T], x \in Q} \left| \eta^{(\tau)}(t, x) - \eta(t, x) \right|^2. \]

Now, as \( \eta^{(\tau)}(t) \) and \( \eta(t) \) are both diffeomorphisms with lower bound on the determinant and uniformly close gradients, the linear interpolation \( \pi_s \) also has to be a similar diffeomorphism. So integrating the equation yields
\[
\int_0^T \int_Q \left| u^{(\tau)}(t, \eta^{(\tau)}(t, x)) - u^{(\tau)}(t, \eta(t, x)) \right|^2 dx dt
\leq c \int_0^T \int_Q \left| \nabla u^{(\tau)}(t, \pi_s(t, x)) \right|^2 dx dt \sup_{t \in [0,T], x \in Q} \left| \eta^{(\tau)}(t, x) - \eta(t, x) \right|^2.
\]

Here the first term is uniformly close and the second converges to 0, by the uniform convergence of \( \eta^{(\tau)} \) outlined above.

Thus we have \( \partial_t \eta = u \circ \eta \) almost everywhere. \( \square \)

**Step 4: Convergence of the equation.** Using the convergences we derived in Proposition 2.20, we proceed by showing that the discrete Euler-Lagrange equations from Proposition 2.13 converge to the equation of a weak solution. This is not a straightforward task, as we have to deal with coupled pairs of test functions with the coupling being non-linearly dependent on the deformation. We will deal with this issue by focusing on a global test function \( \xi \) on \( \Omega \) from which we derive the test functions on the discrete level. In order to do so, we need to be able to approximate the test functions smoothly while also maintaining the coupling condition. This is shown in Proposition 2.22.

For the approximation of test-functions we make use of a Bogovskiï-type theorem.

**Theorem 2.21** (Bogovskiï-Operator [BS90, Theorem 2.4]). Let \( \Omega \) be a bounded Lipschitz domain, then there is a linear operator \( B : \{ g \in C^0_\infty(\Omega) \mid \int_\Omega g dy = 0 \} \rightarrow C^0_\infty(\Omega) \), such that
\[ \text{div } B(g) = g. \]

Moreover, for \( k \in \{0, 1, 2, \ldots\} \) and \( a \in (1, \infty) \) the operator extends to Sobolev-spaces in the form of \( B : \{ g \in W^{k-1,a}_0(\Omega) \mid \int_\Omega g dy = 0 \} \rightarrow W^{k,a}_0(\Omega) \), such that
\[ \|B(g)\|_{W^{k,a}_0(\Omega)} \leq c \|g\|_{W^{k-1,a}_0(\Omega)}, \]
where the constant just depending on \( k, a, \eta, \) and \( \Omega \).

Next we introduce the following approximation result. It is introduced in order to approximate test-functions and later in section 4 in order to extend the Aubin-Lions lemma to the variable domain set up. The proof is quite involving and for that reason put in the appendix (see Subsection A.2).

**Proposition 2.22** (Approximation of test functions). Fix a function
\[ \eta \in L^\infty([0,T]; \mathcal{E}) \cap W^{1,2}([0,T]; W^{1,2}(Q; \mathbb{R}^n)) \text{ with } \sup_{t \in T} E(\eta(t)) < \infty, \]
such that \( \eta(t) \notin \partial \mathcal{E} \) for all \( t \in [0,T] \). As before we set \( \Omega(t) = \Omega \setminus \eta(t, Q) \). Let \( \mathcal{T}_\eta \) be the set admissible test functions, which is defined as
\[ \mathcal{T}_\eta := \{(\phi, \xi) \in W^{1,2}([0,T]; W^{1,2}(Q; \mathbb{R}^n)) \times L^2([0,T]; W^{1,2}_0(\Omega; \mathbb{R}^n)) \mid \text{div } \xi(t) = 0 \text{ in } \Omega(t) \}. \]

Then the set
\[ \mathcal{T}_\eta := \{(\phi, \xi) \in \mathcal{T}_\eta, \xi \in C^\infty([0,T]; C^\infty_0(\Omega; \mathbb{R}^n)) \mid \text{div } \xi(t, y) = 0 \text{ for all } t \in [0,T] \text{ and all } y \text{ with } \text{dist}(y, \Omega(t)) < \varepsilon \text{ for some } \varepsilon > 0 \} \]
is dense in \( \mathcal{T}_\eta \) in the following sense:

For \( \varepsilon \) sufficiently small there is a linear defined on \( \mathcal{T}_\eta \), \( (\xi, \phi) \mapsto (\phi_\varepsilon, \xi_\varepsilon) \), such that \( (\phi_\varepsilon, \xi_\varepsilon) \in \mathcal{T}_\eta \) and it satisfies the following
\[ \text{div } (\xi_\varepsilon(t, y)) = 0 \text{ for all } y \in \Omega \text{ with } \text{dist}(y, \Omega(t)) \leq \varepsilon \]
If $\xi \in L^b([0,T];W^{k,a}(\Omega))$, for $k \in \mathbb{N}$, $a \in (1,\infty)$ and $b \in [1,\infty]$, then
\[ \xi_\varepsilon \rightarrow \xi \text{ in } L^b([0,T];W^{k,a}(\Omega)). \]

If additionally $\eta \in L^b([0,T];W^{k,a}(\mathbb{R}^n))$, with $a = 2$, if $k \geq 3$, then
\[ \phi_\varepsilon \rightarrow \phi \text{ in } L^b([0,T];W^{k,a}(\mathbb{R}^n)) \cap W^{1,2}([0,T];W^{1,2}(\mathbb{R}^n)) \]

In case, $\partial_t \xi \in L^2([0,T];W^{1,2}(\Omega))$, we find that $\partial_t \xi_\varepsilon \rightarrow \partial_t \xi$ in $L^2([0,T];W^{1,2}(\Omega))$. If additionally $\xi \in L^\infty([0,T];W^{3,\alpha}(\Omega))$ with $a > n$ and $\partial_t \xi \in L^2([0,T];W^{1,2}(\Omega))$, we find that $\partial_t \phi_\varepsilon \rightarrow \partial_t \phi$ in $L^2([0,T];W^{1,2}(\Omega))$.

Moreover, the following bounds are satisfied for every time-instance where the right hand side is bounded:
\[ \|\xi_\varepsilon\|_{W^{1,2}(\Omega)} \leq c \|\xi\|_{W^{1,2}(\Omega)}, \]
\[ \|\xi_\varepsilon - \xi\|_{L^2(\Omega)} \leq c \varepsilon^{\frac{2}{p}} \|\xi\|_{W^{1,2}(\Omega)}, \]
\[ \|\phi_\varepsilon\|_{W^{k,a}(\Omega)} \leq c \|\phi\|_{L^2(\Omega)} \]
\[ \|\partial_t \phi_\varepsilon\|_{W^{k,a}(\Omega)} \leq c \|\partial_t \phi\|_{L^2(\Omega)} \]
\[ \text{where the constant } c \text{ depends on the bounds of } \eta \in L^\infty([0,T];\mathcal{E}) \cap W^{1,2}([0,T];W^{1,2}(\mathbb{R}^n)) \text{ and the injectivity of } \eta \text{ only. The constant } c(\varepsilon) \text{ depends additionally on } \varepsilon. \]

Proposition 2.22 allows to pass to the limit with the discretized coupled PDE.

**Proposition 2.23** (Limit-equation). The limit pair $(\eta,\nu)$ as obtained in Proposition 2.20 satisfies the following:

\[ 0 = \int_0^T \langle DE(\eta(t)), \phi \rangle_Q + \langle D_2 R(\eta(t), \partial_t \eta(t)), \phi \rangle_Q + \nu \langle \varepsilon v, \varepsilon \xi \rangle_{\Omega(t)} \]
\[ - \rho_f \langle f, \xi \rangle_{\Omega(t)} - \rho_s \langle f \circ \eta, \phi \rangle_Q \] \[ \text{for all pairs } \phi \in L^2([0,T];W^{2,q}(\mathbb{R}^n)), \xi \in L^2([0,T];W^{1,2}(\Omega;\mathbb{R}^n)) \text{ which satisfy } \phi(t,\cdot) = \xi(\eta(t)) \text{ on } Q \text{ and } \text{div } \xi(t) = 0 \text{ on } \Omega(t). \]

**Proof.** First, we use the Minty method to show that \( \langle DE(\eta^\tau(t)), \phi^\tau \rangle_Q \rightarrow \langle DE(\eta(t)), \phi \rangle_Q \). Fix $t \in [0,T]$ and pick $\psi \in C^\infty_0(Q;[0,1])$. Then, the pair $(\eta^\tau - \eta, \psi, 0)$ fulfills the coupling condition for the discrete Euler-Lagrange equation and we have
\[ \langle DE(\eta^\tau) - DE(\eta), \eta^\tau - \eta \phi \rangle \]
\[ = - \langle DE(\eta), (\eta^\tau - \eta) \phi \rangle - \langle D_2 R(\eta^\tau, \partial_t \eta^\tau), (\eta^\tau - \eta) \phi \rangle + \langle f, (\eta^\tau - \eta) \phi \rangle \]
\[ \text{As } \eta^\tau(t) \rightarrow \eta(t) \text{ weakly in } W^{2,q}(\mathbb{R}^n) \text{ and strongly in } C^{1,\alpha-}(\mathbb{R}^n) \text{ and moreover as } \partial_t \eta^\tau(t) \text{ is uniformly bounded in } L^2([0,T] \times \Omega;\mathbb{R}^n) \text{ all terms on the right hand side converge to } 0 \text{ when integrated in time and thus for almost all } t \in [0,T] \text{ by Proposition 2.20. Hence Assumption 1.8, S6 implies the strong convergence of } \eta^\tau(t) \rightarrow \eta(t) \text{ in } W^{2,q}(Q) \text{ for almost all } t \in [0,T]. \]

By Proposition 2.22, it is enough to show the limit equation for $\xi \in C^\infty_0([0,T] \times \Omega;\mathbb{R}^n)$, which is divergence free on a slightly larger set than the fluid domain. Fix such a $\xi$. Then since $\eta^\tau$ converges uniformly to $\eta$, $\text{div } \xi = 0$ on $\Omega^\tau(t)$ for all $\tau$ small enough.

Now we construct a matching $\phi^\tau(t,x) := \xi(t, \eta^\tau(t,x))$ and $\phi(t,x) := \xi(t, \eta(t,x))$. Then by Lemma A.2 and Proposition A.4, $\phi^\tau \in L^\infty([0,T];W^{2,q}(\mathbb{R}^n))$ with uniform bounds. Thus we get by compactness and uniqueness of limits $\phi^\tau(t) \rightarrow \phi(t)$ in $W^{2,q}(\mathbb{R}^n)$.

As constructed, the pairs $(\phi^\tau(t), \xi(t))$ are admissible in the respective Euler-Lagrange equations from Proposition 2.13 and we have
\[ 0 = \langle DE(\eta^\tau(t)), \phi^\tau(t) \rangle + \langle D_2 R(\eta^\tau(t), \partial_t \eta^\tau(t)), \phi^\tau(t) \rangle + \nu \langle \varepsilon u^\tau(t), \nabla \xi(t) \rangle_{\Omega^\tau(t)} - \rho_f \langle f, \xi(t) \rangle_{\Omega^\tau(t)} - \rho_s \langle f \circ \eta^\tau(t), \phi^\tau(t) \rangle_Q \]
for all $t \in [0,T]$ and $\tau$ small enough.
Now we integrate this equation in time and check each of the terms for convergence. For the first term we note that by the strong convergence of $\eta^{(r)}$ in $W^{2,q}(Q)$ and Assumption 1.8, S5 that $DE(\eta^{(r)}(t))$ converges strongly in $W^{-2,q}(Q;\mathbb{R}^n)$ for every fixed $t$. Since $\phi^{(r)}(t)$ converges weakly and both terms are uniformly bounded in their respective spaces, we get

$$\int_0^T \langle DE(\eta^{(r)}(t)), \phi^{(r)}(t) \rangle dt \to \int_0^T \langle DE(\eta(t)), \phi(t) \rangle dt.$$  

For the next term we find by Proposition 2.20 and the continuity of $R$ in Assumption 1.9, R1 that $D_2R(\eta^{(r)}, \partial_t \eta^{(r)})$ converges weakly in $L^2(0,T;W^{-1,2}(Q;\mathbb{R}^n))$ and $\phi^{(r)}$ converges strongly in $L^2(0,T;W^{1,2}(Q;\mathbb{R}^n))$ which implies that

$$\int_0^T \langle D_2R(\eta^{(r)}(t), \partial_t \eta^{(r)}(t)), \phi^{(r)}(t) \rangle dt \to \int_0^T \langle D_2R(\eta(t), \partial_t \eta(t)), \phi(t) \rangle dt.$$  

For the next terms, let us first deal with the variable domain by rewriting the terms using characteristic functions. Denoting the symmetric difference by $\tau$ in Step 5: Construction of the pressure. Take $t$ where $\Omega(t) \in C^\infty(\Omega(t))$ is a uniform Lipschitz domain with bounds on the energy for all $t \leq s$. Taking $\psi \in C^\infty_0(\Omega(t))$, such that $\int_{\Omega(t)} \psi dy = 0$, we can use the Bogovskiĭ-operator $B_t$ defined on $\Omega(t)$ via Theorem 2.21 to define

$$\tilde{P}(t) = \nu \langle \varepsilon u, \varepsilon B_t \psi \rangle_{\Omega(t)} - \rho_f \langle f, B_t \psi \rangle_{\Omega(t)} dt.$$  

Finally we have the forces acting on the solid. Here both sides converge uniformly:

$$\int_0^T \rho_s \langle f \circ \eta^{(r)}(t), \phi^{(r)}(t) \rangle_Q dt \to \int_0^T \rho_s \langle f \circ \eta(t), \phi(t) \rangle_Q dt.$$  

Collecting all the terms than concludes the proof. 

\[ \square \]

**Step 5: Construction of the pressure.** Take $s \in (0,T)$ with. Since there is a distance to the possible collision, we know that $\Omega(t)$ is a uniform Lipschitz domain with bounds on the energy for all $t \leq s$. Taking $\psi \in C^\infty_0(\Omega(t))$, such that $\int_{\Omega(t)} \psi dy = 0$, we can use the Bogovskiĭ-operator $B_t$ defined on $\Omega(t)$ via Theorem 2.21 to define

$$\tilde{P}(t) = \nu \langle \varepsilon u, \varepsilon B_t \psi \rangle_{\Omega(t)} - \rho_f \langle f, B_t \psi \rangle_{\Omega(t)} dt.$$  

This then gives the estimate

$$\| \tilde{P}(t) \| = C \| B_t \| \| \psi \|_{L^2(\Omega(t))}$$  

where $\| B_t \|$ is the operator-norm of $B_t : \{ \psi \in L^2(\Omega(t)) : \int_{\Omega(t)} \psi dy = 0 \} \to W^{1,2}(\Omega(t))$ which is bounded by the Lipschitz constants of $\Omega(t)$ by Theorem 2.21. Now since $\{ \psi \in L^2(\Omega(t)) : \int_{\Omega(t)} \psi dy = 0 \}$ is a Hilbert space we find a $\tilde{P}(t)$ in that space such that $\tilde{P}(t) \equiv P(t)$.

We can extend the operator to $L^2(\Omega(t))$ in the following way: Take $\varphi(t) \in C^\infty_0(\Omega(t))$ and $\tilde{\varphi}(t) \in C^\infty_0(\Omega \setminus \Omega(t))$ fixed, such that $\int \varphi(t) dy = \int \tilde{\varphi}(t) dy = 1$ for all $t \in [0,s]$. Since the change of domain in time is uniformly continuous, we may assume further that $\varphi, \tilde{\varphi}$ are $C^1$ smooth in time. Next we define $B$ to be the operator of Theorem 2.21 with respect to the full domain $\Omega$.

By taking the fixed pair of test functions

$$\xi_0(t) := B(\varphi(t) - \tilde{\varphi}(t)), \quad \phi_0(t, x) := \xi_0(t, \eta(t, x)),$$

we may define

$$\tilde{p}(t, y) = \big( \langle DE(\eta(t)), \phi_0(t) \rangle_Q + \langle D_2R(\eta(t), \partial_t \eta(t)), \phi_0(t) \rangle_Q + \nu \langle \varepsilon u(t), \varepsilon \xi_0(t) \rangle_{\Omega(t)} \big)$$
which satisfies \( \| \tilde{p} \|_{L^2([0,T];L^\infty(\Omega(t)))} \leq C \) with \( C \) depending on the energy estimates only. But this allows to introduce the pressure. We define for \( \psi \in L^1(\Omega(t)) \), \( c_\psi(t) = \int_{\Omega(t)} \psi(t) \, dy \). Now, if \( \psi \in L^2([0,T], L^2(\Omega(t))) \) we find that \( c_\psi \in L^2([0,s]) \). Hence we may define

\[
P(\psi) = \int_0^T \langle \tilde{p}, \psi - c_\psi \varphi \rangle \, dt + \int_0^T \int_{\Omega(t)} \tilde{p} \, d\gamma c_\psi \, dt
\]

Thus \( p \in L^\infty(0,s; L^2(\Omega(t))) + L^2(0,s; L^\infty(\Omega(t))) \) is well defined via that operator

\[
\int_0^T (\nabla p, \xi) \, dt := P(\text{div} \, \xi),
\]

and satisfies the proposed regularity.

One can now check that it fulfills the right equations. For that it suffices to see, that \( \xi - B_t(\text{div} \, \xi) - c_{\text{div} \, \xi} \varphi - c_{\text{div} \, \xi} B(\varphi - \tilde{\varphi}) = \xi - B_t(\text{div} \, \xi) - c_{\text{div} \, \xi} \xi_0 \) is divergence free over \( \Omega(t) \). Hence \((2.1)\) is satisfied by \((2.8)\) using the test-function \((\xi - B_t(\text{div} \, \xi) - c_{\text{div} \, \xi} \varphi - c_{\text{div} \, \xi} \xi_0, \varphi - c_{\text{div} \, \xi} \xi_0)\).

This finally allows us to conclude the Theorem.

**Proof of Theorem 2.2.** For any injective \( \eta_0 \) there is a short interval \([0,T]\) such that for all \( \tau \) small enough, such that all \( \eta_k^{(\tau)} \) are injective according to Corollary 2.19. But then we can take a subsequence and a limit \((\eta,v)\) and conclude by Proposition 2.13 that this limit is a solution on \([0,T]\).

Now let \([0,T_{max}]\) be a maximal interval on which a solution \((\eta,v)\) constructed in the previous way exists. If \( T_{max} = \infty \), we are done. The same holds if \( T_{max} < \infty \) and \( \lim_{t \to T_{max}} E(\eta(t)) = \infty \). Now assume that this is not the case. Then there exists a sequence of times \( t_i \uparrow T_{max} \) such that \( E(\eta(t_i)) \) is bounded and there exists a limit, which we will denote \( \eta(T_{max}) \).

Now let \( E_0 := \lim_{t \to T_{max}} E(\eta(t)) \geq E(\eta(T_{max})) \) due to lower semicontinuity. Following Lemma 2.14 and Lemma 2.18, there exists a minimal time \( T \) on which the solution any solution starting with energy below \( 2E_0 \) stays below energy \( 3E_0 \) and is Hölder-continuous in time in that time interval. Due to the convergence, we can pick \( t_i \) with \( T_{max} - t_i \leq T \) and \( E(\eta(t_i)) \leq 2E_0 \), but then the solution is Hölder-continuous right until \( T_{max} \) and thus \( \lim_{t \to T_{max}} \eta(t) = \eta(T_{max}) \).

But then we can use the short term existence to construct a solution starting from \( \eta(T_{max}) \) and appending this to the previous solution yields a contradiction as \( T_{max} \) cannot be maximal.

\[ \square \]

### 2.3. The example Energy-Dissipation pair.

Let us now consider the prototypical example we stated in the introduction in the form of \((1.4)\) and \((1.5)\). In particular, we will prove that those fulfill Assumptions 1.8 and 1.9. Moreover, we comment a bit more on the meaning of those assumptions and on how those are important in the course of the construction. Effectively we will prove the following proposition.

**Proposition 2.24.** The example energy and dissipation given in \((1.4)\) and \((1.5)\) fulfill the assumptions S1-S6 and R1-R4 respectively. In particular the resulting fluid-structure interaction problem has a weak solution, under the additional conditions given in Theorem 2.2.

Instead of proving the assumptions in ascending order or order of convenience, we will try to tackle them in the order as they appear in the proof of Theorem 2.2. Furthermore, we will roughly group them by some relevant subtopics.

**The minimization problem \((S1,S3-S4,R1-R2)\).** We start with the definition of \( \eta_{k+1}^{(\tau)} \) in the minimizing movements-scheme in \((2.3)\). In order to prove existence of minimizers, we need to invoke the direct method of the calculus of variation. Given a minimizing sequence, we find a converging subsequence and then show that the resulting limit has indeed a minimal value. In other words, we need to show compactness and lower semicontinuity, as well as a lower bound for the functional.

The last one seems to be directly stated in S1 as well as in the quadratic homogeneity in R2. Of course for our example energy S1 immediately holds, as all terms are non-negative and R2 is similarly obvious, as \( \partial_t \eta \) occurs as a quadratic factor. There is however some hidden difficulty
in order to find a lower bound for the whole functional, which does not only include energy and dissipation, but also the force terms, which can indeed be negative. To counter these effects, we actually use the proper quadratic growth of the dissipation, which is immediate for the fluid and a result of the Korn type inequality R3 for the solid. At this point though, as the first argument of the dissipation and the fluid domain are still fixed, there is no need yet, to use R3 to its full extent.

Once a lower bound for our minimizing sequence is established, we need to consider compactness. Here the relevant topology for \( \eta \) is the weak \( W^{2,q}(Q;\Omega) \) topology and the relevant assumption for compactness is coercivity, in the form of S4. As we have bounded the other terms in the functional from below without involving the energy \( E \), we know that this energy needs to be bounded from above and thus the coercivity allows us to use the Banach-Alaoglu theorem to extract compactness. In our example, the coercivity is obtained in the most simple way, as \( \| \nabla^2 \eta \|_{L^q(Q)}^q \) is part of the energy. But it should be noted that we do not need a specific growth condition, since the energy will always be uniformly bounded throughout the paper. The precise form of the term will play a role for some of the other properties though.

As for(weak) lower semicontinuity, we need to verify assumptions S3 and R1 for the example case. First, note that the highest order term in the energy \( \| \nabla^2 \eta \|_{L^q(Q)}^q \) is weakly lower semicontinuous. Second, we find that \( q > n \) allows us to pick another subsequence converging in \( C^{1,\alpha} \) for some \( \alpha < \frac{q-n}{q} \). This allows us to pass to the limit in the terms \( \int_Q \frac{1}{2} |\nabla \eta| \nabla \eta - I|_{c} dx \) and \( \frac{1}{(\det \nabla \eta)^\alpha} \) in (1.5).

**Converting between Lagrangian and Eulerian setting (S2).** Note that as long as we were only discussing the minimization over the solid, the specific choice of \( W^{2,q}(Q;\mathbb{R}^n) \) as a space was unimportant and choosing different terms in the integrand might as well have led us to a different space. It however becomes important when adding in the fluid, since it is prescribed w.r.t. Eulerian setting which is again determined by the solid deformation \( \eta \). The key here is the assumption S2, on the determinant. Not only does this result in physically reasonable injectivity (in conjunction with the Ciarlet-Nečas condition), but it also allows us to convert between Eulerian and Lagrangian quantities as it actually implies that \( \eta \) is a diffeomorphism with uniform bounds. In particular, this will then imply that the fluid domain has a regular enough boundary, which will play an important role in the hyperbolic case.

To prove this property we follow the ideas of [HK09] where a similar energy was studied. Define \( f(x) := \det \nabla \eta \). If \( E(\eta) \) is bounded, then \( f \) is bounded in \( W^{1,q}(Q) \) and \( C^{\alpha}(Q) \). Now for a fixed \( \epsilon_0 \) assume that there is \( x_0 \in Q \) with \( f(x_0) = 2\epsilon_0 \). Then

\[
E(\eta) \geq \int_{B_\delta(x_0) \cap Q} \frac{1}{f(x)\alpha} dx \geq c \left( \frac{\delta^n}{\int_{B_\delta(x_0) \cap Q} f(x) dx} \right)^\alpha \delta^n \geq c \left( \frac{\delta^n}{\int_{B_\delta(x_0) \cap Q} f(x) dx - f(x_0)} \right)^\alpha \delta^n \geq c \epsilon_0 + C \delta^n \alpha.
\]

However if \( \alpha n > n \), the right hand side can be arbitrarily large if \( \epsilon_0 \) and \( \delta \) are chosen small enough, which is a contradiction.

**Uniform bounds (R3).** It has been long known that there is a certain mismatch between physically reasonable and mathematically expedient dissipation functionals (see e.g. [Ant98]). We would prefer the dissipation to be of the forms \( \| \partial_t \eta \|^2_{W^{1,2}(Q)} \) and \( \| u \|^2_{W^{1,2}(\Omega)} \). This would then almost directly lead to \( L^2([0,T];W^{1,2}(Q;\mathbb{R}^n)) \) and \( L^2([0,T];W^{1,2}(\Omega;\mathbb{R}^n)) \)-bounds respectively for \( \partial_t \eta \) and \( \nu \) as well as their approximations. Instead, we are only given \( R(\eta, \partial_t \eta) \) and \( \| \nu \|^2_{L^2(\Omega)} \). Thus we require Korn inequalities to convert the bounds for latter into bounds for the former.

As the Korn inequality for the fluid is the classic one and the added difficulties due to the changing domain are overcome by Lemma 2.11, we only need to focus at the solid. For our example, this inequality and thus R3 follows from the main theorems in [Nef02, Pom03]. See also the discussion in [MR19], where these results are coupled with an energy similar to ours in the context of a thermoviscoelastic solid (but without a fluid).

Observe that these inequalities require a certain regularity of the deformation \( \nabla \eta \) itself. In fact we need the same properties that allow us to switch between Lagrangian and Eulerian settings,
i.e. a uniform lower bound on the determinigt $\det \nabla \eta$ and continuity of $\nabla \eta$, as otherwise there are known counterexamples for which the inequality fails.

**Weak equations (S5, R4).** Combined, the assumptions so far are enough to construct iterative minimizers and even to have a subsequence converge to a limit object $\eta, v$ in space-time by weak compactness. We are left to show that these function do satisfy a weak coupled PDE. This is where the assumptions S5 and R4 come in. Both of them are two-part in nature, requiring both the existence of a derivative as well as some form of continuity. Both are also immediately shown for the example by just doing the calculation. Let us start with the dissipation, namely

$$
\langle D_2 R(\eta, b), \phi \rangle = \int_Q 2(\nabla b^T \nabla \eta + \nabla \eta^T \nabla b) \cdot (\nabla \phi^T \nabla \eta + \nabla \eta^T \nabla \phi) \, dx.
$$

Since we have $C^{1,\alpha}(Q; \mathbb{R}^n)$-bounds on $\nabla \eta$, the $L^2(Q)$-regularity of $\nabla b(= \nabla \partial_0 \eta)$ is enough to make sense of $D_2 R(\cdot, b)$ as an operator in $W^{-1,2}(Q; \mathbb{R}^n)$. Similarly, the uniform convergence in some Hölder space for $\nabla \eta$ is enough to give this derivative the required continuity with respect to both $b$ and $\eta$.

The calculation for the energy is a bit more involved. Restricting ourselves to deformations $\eta$ of finite energy and thus positive determinant, we get by a short calculation

$$
\langle DE(\eta), \phi \rangle = \int_Q \frac{1}{4} C(\nabla \eta^T \nabla \eta - I) \cdot (\nabla \phi^T \nabla \eta + \nabla \eta^T \nabla \phi) - a \frac{\text{cof} \nabla \eta}{(\det \nabla \eta)^\alpha} \cdot \nabla \phi + |\nabla^2 \eta|^{q-2} \nabla^2 \eta \cdot \nabla^2 \phi \, dx
$$

where the scalar products are to be understood over all tensorial dimensions.

Again in order to pass to the limit with the energy, we need to make use of the uniform Hölder-continuity of $\nabla \eta$ to see that the first two terms in $DE(\eta)$ are well defined and continuous with respect to the corresponding convergence. Finally, the last term is well defined since $\eta \in W^{2,3}(Q; \mathbb{R}^n)$ uniformly, but to show that it is also continuous we need to show strong convergence using the convexity of the quantity. This then leads to the final assumption.

**Improved convergence (S6).** As the usual compactness methods will only result in weak compactness, and S5 requires strong convergence we need a way to improve upon this. For this we rely on an idea that is most commonly attributed to Minty. While it is certainly not true that our energy is convex, the critical, second order term in its derivative $DE(\eta)$ is monotone and this allows us to improve convergence as desired.

Assume that as stated $\eta_i \rightharpoonup \eta$ in $W^{2,q}(Q; \mathbb{R}^n)$. Then after possibly another subsequence $\eta_i \rightarrow \eta$ in $C^{1,\alpha}(Q; \mathbb{R}^n)$ and in particular the first two terms of $DE(\eta_i)$ already converge (using the lower bound on $\det \nabla \eta$ given through S2). As a result, the stated conditions on convergence of $\langle DE(\eta_i) - DE(\eta), (\eta_i - \eta) \psi \rangle \rightarrow 0$ for all cutoffs $\psi \in C_0^\infty(Q; [0,1])$ are equivalent to those for

$$
\left\langle \left| \nabla^2 \eta \right|^{q-2} \nabla^2 \eta_i - \left| \nabla^2 \eta \right|^{q-2} \nabla^2 \eta, \nabla^2 ((\eta_i - \eta) \psi) \right\rangle
$$

Here the cutoff complicates things slightly, but expanding the right hand side yields terms of lower order $(\eta_i - \eta) \nabla^2 \psi$ and $\nabla (\eta_i - \eta) \nabla \psi$ which already converge strongly to 0 and one term of second order, which leaves us with

$$
\left\langle \left| \nabla^2 \eta \right|^{q-2} \nabla^2 \eta_i - \left| \nabla^2 \eta \right|^{q-2} \nabla^2 \eta, (\nabla^2 \eta_i - \nabla^2 \eta) \psi \right\rangle
$$

where we now can send $\psi \rightarrow 1$ by approximation. Now $\eta \mapsto \left| \nabla^2 \eta \right|^{q-2} \nabla^2 \eta$ is a classic example of a monotone operator. Thus the term is bounded from below by 0 and its convergence to 0 implies strong convergence $\eta_i \rightarrow \eta$ in $W^{2,q}(Q; \mathbb{R}^n)$, by the fact that for $q \geq 2$ and $a, b \in \mathbb{R}^{n^3}$

$$
(|a|^{q-2} a - |b|^{q-2} b) \cdot (a - b) \geq c |a - b|^q.
$$

3. **Minimizing movements for hyperbolic evolutions**

In this section, we will introduce a general method for adding inertial effects to continuum mechanical problems, thereby turning them from parabolic to hyperbolic. We will demonstrate this in the purely Lagrangian case of a single viscoelastic solid, but as we will see in the next section, the method turns out to be flexible enough to allow even for problems which are of a mixed Lagrangian/Eulerian type such as fluid-structure interaction. Also note that while this
section can be read independently from the previous one, at some places we will use a similar reasoning, which will thus be abridged slightly.

In particular we keep the notation from the previous section. Thus \( \eta : Q \rightarrow \mathbb{R}^n, \eta \in \mathcal{E} \) is the deformation of the solid specimen and \( E \) and \( R \) are its elastic energy and dissipation. For simplicity we will also use the same set of assumptions, though many of them could be relaxed, as they are intended for interaction with the fluid, see in particular Remark 3.12. Also, as there are no changing domains within this section, we will suppress the dependence of the inner products and the resulting \( L^2 \)-norms on \( Q \).

The problem we thus want to solve is to find the deformation of the viscoelastic solid specimen moving inertially in space subject to an action of forces. In other words, we need to solve the balance of momentum (Newton’s second law) that reads as

\[
\rho \ddot{\eta} = D_2 R(\eta, \partial_t \eta) + DE(\eta) - f \circ \eta
\]

where \( \rho = \rho_s \) is a constant density and \( f \) some, not necessarily conservative, external force. Note that the assumption that \( \eta \in \mathcal{E} \) implies that it satisfies given Dirichlet boundary conditions on \( P \). On the other parts of the boundary \( \partial Q \setminus P \) we assume here natural Neumann type (free) boundary conditions that will result from minimization.

As usual, we translate this into the notion of a weak solution.

**Definition 3.1** (Weak solution to the inertial problem for solids). We call \( \eta \in L^\infty([0, T]; \mathcal{E}) \cap W^{1,2}([0, T]; W^{1,2}(Q; \mathbb{R}^n)) \), such that \( \partial_t \eta \in C^0([0, T]; L^2((Q; \mathbb{R}^n)) \) and \( \eta(0) = \eta_0 \) a weak solution to the inertial problem of the viscoelastic solid (3.1) if

\[
\int_0^T \langle DE(\eta), \phi \rangle + \langle D_2 R(\eta, \partial_t \eta), \phi \rangle - \langle f \circ \eta, \phi \rangle + \rho \langle \partial_t \eta, \partial_t \phi \rangle \, dt - \rho \langle \eta', \phi(0) \rangle_Q = 0
\]

for all \( \phi \in C^\infty([0, T]; C^\infty(Q; \mathbb{R}^n)) \) with \( \phi|_{[0, T] \times P} = 0 \) such that \( \phi(T) = 0 \).

Observe, that we can restrict the solution to the particular closed set \( \mathcal{E} \) and thus will only work with injective deformations on \( Q \). This will be of particular interest to us as this property is relevant for modelling fluid-structure interactions.

The main goal of this section will be to prove the following theorem.

**Theorem 3.2** (Existence of solutions for solids). Assume that the conditions from Assumption 1.8 and Assumption 1.9 hold. Assume that the initial data \( \eta_0 \in \mathcal{E} \setminus \partial \mathcal{E} \) with \( E(\eta) < \infty \), that \( \eta' \in L^2(Q; \mathbb{R}^n) \) and that \( f \in C^0([0, \infty) \times \mathbb{R}^n; \mathbb{R}^n) \). Then there exists a weak solution to (3.1) according to Definition 3.1 on \([0, T]\). Furthermore, \( T > 0 \) can be chosen in such a way that \( T = \infty \) or \( \eta(T) \in \partial \mathcal{E} \) (see also Remark 3.11).

Before we begin, let us give the general idea of the proof of Theorem 3.2. The main goal is to approximate the sought solution of the hyperbolic problem by solutions to suitably constructed parabolic problems. This will open up the pathways to using a wide array of methods developed for the parabolic situation. For us, this concerns particularly the method of minimizing movements. The key is in discretizing the second time derivative in (3.1) by a difference quotient w.r.t. the acceleration scale \( h \). We will thus first solve what we will call the time-delayed problem:

\[
\rho \frac{\partial \eta^{(h)}(t) - \partial \eta^{(h)}(t-h)}{h} = -DR_2(\eta^{(h)}(t), \partial_t \eta^{(h)}(t)) - DE(\eta^{(h)}(t)) + f \circ \eta^{(h)}(t)
\]

For any fixed \( h \), (3.2) has the structure of a gradient flow, yet one with a nonlocality in time in form of the term \( \partial_t \eta^{(h)}(t-h) \). Now the important observation is, that on the interval \([0, h]\), \( \partial_t \eta^{(h)}(t-h) \) is not part of the solution but actually given as the initial data. Thus, on this interval, the problem can be solved using parabolic methods. But then, once we know the solution on \([0, h]\), we can use this as data for the problem on \([h, 2h]\) and iterate. To allow for an iteration process, we in particular need to know that the solution obtained from the previous step is admissible to play the role of data in the next step. In other words, we need to assure that that \( E(\eta^{(h)}(h)) \) is bounded and that \( \partial_t \eta^{(h)} \) possesses the necessary integrability. This is guaranteed by proving a suitable energy inequality, a key element of the proof. Fundamentally, a gradient flow needs to be viewed in terms of energy and dissipation. In particular there is
always an energy balance, which often only takes the form of an inequality. In our case, for the time delayed problem on \([0, h]\), the energy inequality will have the form

\[
E(\eta(h)) + \frac{\rho}{2h} \int_0^h \left\| \partial_t \eta(t) \right\|^2 dt + \int_0^h R(\eta)(t) \, dt \leq E(\eta(0)) + \frac{\rho}{2h} \int_0^h \left\| \partial_t \eta(t - h) \right\|^2 dt + \int_0^h \left\langle f \circ \eta(t), \partial_t \eta(t) \right\rangle dt
\]

Let us elaborate the terms in this inequality: On the right-hand side, we have the potential energy \(E\) of the initial data, as well as the averaged kinetic energy \(\frac{\rho}{2h} \int_0^h \left\| \partial_t \eta(t) \right\|^2 dt\) of the “previous step”. On the left hand side, we have the potential energy at the end of the step, as in Lemma 4.11.

The term will also help us with some regularity issues in the fluid-structure interaction problem later to obtain the previously mentioned energy inequality (See also Remark 3.13). A similar approach, we will show the existence of the time-delayed problem in detail in subsection 3.1 before proving Theorem 3.2 in subsection 3.2. Finally, we will give some remarks on our method and possible variations of the proof in subsection 3.3.

3.1. The time-delayed problem. For all of this subsection we will assume \(h > 0\) to be fixed. In order to solve the time-delayed problem, we first need to give a precise definition of its weak formulation.

**Definition 3.3** (Weak solutions to the time-delayed equation for solids). Let \(w \in L^2([0, h] \times Q; \mathbb{R}^n)\). We call \(\eta \in L^\infty([0, h] \times Q; \mathcal{E}) \cap W^{1,2}([0, h]; \mathcal{W}^{k_0,2}(Q; \mathbb{R}^n))\) a weak solution to the time-delayed equation (3.2) if \(\eta(0) = \eta_0\) and

\[
0 = \int_0^h \left\langle D E_h(\eta), \phi \right\rangle + \langle D_2 R_h(\eta, \partial_t \eta), \phi \rangle - \left\langle f \circ \eta, \phi \right\rangle + \frac{\rho}{h} \left\langle \partial_t \eta - w, \phi \right\rangle \, dt.
\]

for all \(\phi \in C^\infty([0, h] \times Q; \mathbb{R}^n)\) with \(\phi|_{[0,h] \times \partial D} = 0\).

In this definition \(w\) will play the role of the given data \(\partial_t \eta(t - h)\). In particular, as we assume \(h > 0\) to be a given constant throughout this subsection, so we will not track the \(h\)-dependence of any of the quantities. Note that in Definition 3.3 we used the regularized forms of the energy and dissipation potentials that read as

\[
E_h(\eta) = E(\eta) + h^\alpha \left\| \nabla_{k_0} \eta \right\|^2, \quad R_h(\eta, b) := R(\eta, b) + h \left\| \nabla_{k_0} b \right\|^2,
\]

where we choose \(k_0\) large enough, such that \(k_0 - \frac{\eta}{2} \geq 2 - \frac{n}{2}\), which implies that \(W^{k_0,2}(Q; \mathbb{R}^n) \subset W^{2,q}(Q; \mathbb{R}^n)\). This actually has no impact on the existence of time delayed solutions. Instead it is a mollifying strategy which will allow us to test the Euler-Lagrange equation with \(\partial_t \eta\) in order to obtain the previously mentioned energy inequality (See also Remark 3.13). A similar term will also help us with some regularity issues in the fluid-structure interaction problem later in Lemma 4.11.

We also note that we have:

**Remark 3.4** (Properties of the regularizing energy and dissipation). For all \(h > 0\), we find that \(E_h\) fulfills the properties given in Assumption 1.8, replacing \(W^{2,q}\) with \(W^{k_0,2}\) and \(R_h\) fulfills the properties given in Assumption 1.9 replacing \(W^{1,2}\) by \(W^{k_0,2}\) where we may replace \(R_2\) by

\[
c\left( \left\| \nabla \lambda \right\|^2 + h \left\| \nabla_{k_0} \lambda \right\|^2 \right) \leq R_h(\eta, \lambda) \leq C \left( \left\| \nabla \lambda \right\|^2 + h \left\| \nabla_{k_0} \lambda \right\|^2 \right).
\]

Now the bulk of this subsection will be devoted to proving the following theorem:
Theorem 3.5 (Existence of time delayed solutions for solids). Let \( \eta_0 \in \mathcal{E} \cap W^{k,2}(Q; \mathbb{R}^n) \setminus \partial \mathcal{E}, w \in L^2([0,h] \times Q; \mathbb{R}^n) \) and \( f \in C^0([0,h] \times Q; \mathbb{R}^n) \). Then there exists a weak solution to the time delayed equation (3.2) in the sense of Definition 3.3 or there exists a solution on a shorter interval \([0,h_{\text{max}}]\) such that \( \eta(h_{\text{max}}) \in \partial \mathcal{E} \).

Before we start, let us discuss how the time delayed problem can still be seen as a type of parabolic gradient flow. In particular, let us compare it to the classical parabolic gradient flow problem at the root of this, which is

\[
DE_h(\eta(t)) = -D_2 R_h(\eta(t), \partial_t \eta(t)) + f \circ \eta(t).
\]

This problem consists of three components: Energy, dissipation and forces. Our goal is to identify the two additional terms in the time-delayed problem with those, in order to show that we still solve a similar problem.

Let us start with the delayed time derivative \( \frac{\rho}{\tau} w(t) = \frac{\rho}{\tau} \partial_t \eta(t - h) \). As we work in the interval \([0,h]\), this is just a given function, not depending on the \( \eta|_{[0,h]} \). But then any such function plays the role of a force. In fact, in contrast to the actual forces we consider in the problem, it is a force given in reference configuration and thus even easier to handle.

The other term, \( \frac{\rho}{\tau} \partial_t \eta(t) \) can be seen as stemming from a quadratic dissipation potential

\[
\hat{R}(\eta, b) := \hat{R}(b) := \frac{\rho}{2h} \| b \|^2,
\]

so that \( D_2 \hat{R}(\eta(t), \partial_t \eta(t)) = \frac{\rho}{\tau} \partial_t \eta(t) \).

By this reasoning, we claim that in general, if there is a method to solve the parabolic gradient flow problem, then there the same method can solve the corresponding time delayed problem. We will refrain from trying to formalize this statement.

Proof of Theorem 3.5. The proof essentially follows the same lines as was done in the last section. We start by a time-discretization; i.e. we fix some time-step size \( \tau \) by which we discretize the interval \([0,h]\). Given \( \eta^{(\tau)}_k \), we recursively solve the following minimization problem to obtain \( \eta^{(\tau)}_{k+1} \)

\[
\text{Minimize } E_h(\eta) + \tau R_h \left( \eta^{(\tau)}_k, \frac{\eta - \eta^{(\tau)}_k}{\tau} \right) - \tau \left( \int_{k\tau}^{(k+1)\tau} \eta \circ \eta_k, \frac{\eta - \eta^{(\tau)}_k}{\tau} \right) + \tau \frac{\rho}{2h} \left\| \frac{\eta - \eta^{(\tau)}_k}{\tau} - w^{(\tau)} \right\|^2,
\]

subject to \( \eta \in \mathcal{E} \)

where \( w^{(\tau)} = \int_{k\tau}^{(k+1)\tau} w \, dt \in L^2(Q; \mathbb{R}^n) \) and \( f^{(\tau)} = \int_{k\tau}^{(k+1)\tau} f \, dt \in L^2(Q; \mathbb{R}^n) \) are in-time averages.

Note that this is not quite in the form suggested by the previous discussion. Instead we deliberately wrote the last term as a quadratic difference, to give the problem a bit more structure. Note that when expanded, the last term is

\[
\hat{R} \left( \frac{\eta - \eta^{(\tau)}_k}{\tau} \right) - \frac{\rho}{h} \left\langle w_k, \frac{\eta - \eta^{(\tau)}_k}{\tau} \right\rangle + \frac{\rho}{2h} \left\| w^{(\tau)} \right\|^2;
\]

so these two approaches only differ in a constant, which has no effect on the minimization.

Now using the coercivity of \( E \) similar to, but easier as in the proof of Proposition 2.13, a (possibly non-unique) minimizer exists and a short calculation shows that it satisfies (assuming that \( \eta_{k+1} \notin \partial \mathcal{E} \)) the Euler-Lagrange equation

\[
0 = \left\langle DE_h(\eta^{(\tau)}_{k+1}), \phi \right\rangle + \left\langle D_2 R_h \left( \eta^{(\tau)}_k, \frac{\eta^{(\tau)}_{k+1} - \eta^{(\tau)}_k}{\tau} \right), \phi \right\rangle - \left\langle f^{(\tau)} \circ \eta^{(\tau)}_k, \phi \right\rangle + \frac{\rho}{2h} \left\langle \frac{\eta^{(\tau)}_{k+1} - \eta^{(\tau)}_k}{\tau} - w^{(\tau)}_k, \phi \right\rangle
\]

for all \( \phi \in W^{2,q}(Q; \mathbb{R}^n) \) with \( \phi|_\partial = 0 \).

\(^{14}\)Note that a-posteriori (see Corollary 2.19) it will be shown that (in dependence of \( \eta_0 \)) there is always a minimal time-length \( h_{\text{min}} \) for which it can be guaranteed that \( \eta(t) \notin \partial \mathcal{E} \) for \( t \in [0,h_{\text{min}}] \).
Next we follow in the steps of Lemma 2.14 (see Remark 3.10 for a discussion of some interesting differences) and derive a simple initial energy estimate by comparing the minimizer \( \eta_{k+1} \) in (3.5) with the choice \( \eta = \eta_k \):

\[
E_h(\eta_{k+1}^{(\tau)}) + \tau R_h \left( \frac{\eta_k^{(\tau)} - \eta_{k+1}^{(\tau)}}{\tau} \right) - \tau \left\langle f_k^{(\tau)}, \frac{\eta_{k+1}^{(\tau)} - \eta_k^{(\tau)}}{\tau} \right\rangle \\
+ \tau \frac{\rho}{2h} \left\| \frac{\eta_{k+1}^{(\tau)} - \eta_k^{(\tau)}}{\tau} - w_k^{(\tau)} \right\|^2 \leq E_h(\eta_k^{(\tau)}) + \tau \frac{\rho}{2h} \left\| w_k^{(\tau)} \right\|^2.
\]

This estimate is can be summed so that, using the triangle and the weighted Young’s inequality, we can derive for any \( N \) such that \( \tau N \leq h \)

\[
E_h(\eta_N) + \sum_{k=0}^{N-1} \tau \left( R_h \left( \eta_k^{(\tau)}, \frac{\eta_{k+1}^{(\tau)} - \eta_k^{(\tau)}}{\tau} \right) + c \left\| \frac{\eta_{k+1}^{(\tau)} - \eta_k^{(\tau)}}{\tau} \right\|^2 \right) \\
\leq E_h(\eta_0) + \tau C \sum_{k=0}^{N-1} \left[ \left\| w_k^{(\tau)} \right\|^2 + \left\| f_k^{(\tau)} \right\|^2 \right] \\
\leq E_h(\eta_0) + C \int_0^h \left\| w \right\|^2 + \left\| f \right\|^2 \, dt
\]

for some \( C, c > 0 \) depending on \( h \) but independent of \( \tau \). Further, in the last step we used Jensen’s inequality to show

\[
\tau \sum_{k=0}^{N-1} \left\| w_k^{(\tau)} \right\|^2 \leq \tau \sum_{k=0}^{N-1} \left\| \int_{k\tau}^{(k+1)\tau} \left( \left\| w \right\|^2 + \left\| f \right\|^2 \right) \, dt \right\|^2 \\
\leq \tau \sum_{k=0}^{N-1} \left\| \int_{k\tau}^{(k+1)\tau} \left\| w \right\|^2 \, dt \right\|^2 \leq \int_0^{N\tau} \left\| w \right\|^2 \, dt
\]

and a similar estimate for \( f \). In particular this also allows us to apply Proposition 2.7 to show that \( \eta_k \) is always injective and the Euler-Lagrange equation is well defined.

If we now define the piecewise constant and piecewise affine approximations

\[
\eta^{(\tau)}(t) = \eta_k \quad \text{for} \quad k\tau \leq t < (k+1)\tau \\
\tilde{\eta}^{(\tau)}(t) = \left( \frac{t}{\tau} - k \right) \eta_{k+1} + \left( k + 1 - \frac{t}{\tau} \right) \eta_k \quad \text{for} \quad k\tau \leq t < (k+1)\tau
\]

where in particular

\[
\partial_t \tilde{\eta}^{(\tau)}(t) = \frac{\eta_{k+1}^{(\tau)} - \eta_k^{(\tau)}}{\tau} \quad \text{for} \quad k\tau < t < (k+1)\tau
\]

our energy estimate turns into an uniform (in \( \tau \) and \( t \)) bound on \( E_h(\eta^{(\tau)}(t)) \), as well as a uniform (in \( \tau \)) bound on \( \int_0^h R_h(\eta^{(\tau)}, \partial_t \tilde{\eta}^{(\tau)}) + c \left\| \partial_t \tilde{\eta}^{(\tau)} \right\|^2 \, dt \). Now using the properties of energy and dissipation from our assumptions, this gives an uniform \( L^\infty([0,h]; W^{k_0,2}(Q; \mathbb{R}^n)) \) bound on \( \eta^{(\tau)} \) and \( \tilde{\eta}^{(\tau)} \) as well as a uniform \( L^2([0,h]; W^{k_0,2}(Q; \mathbb{R}^n)) \) bound on \( \partial_t \tilde{\eta}^{(\tau)} \).

Analogously to Proposition 2.20, we may extract a converging subsequence and a single limit \( \eta \in W^{1,2}(0,T; W^{k_0,2}(Q)) \cap C^0(0,T; C^{1,\alpha}(Q)) \). In particular we gain

\[
\eta^{(\tau)} \rightharpoonup^* \eta \quad \text{in} \quad W^{1,2}(0,T; W^{k_0,2}(Q; \mathbb{R}^n)) \\
\eta^{(\tau)} \rightharpoonup^{\ast} \eta \quad \text{in} \quad L^\infty(0,T; W^{k_0,2}(Q; \mathbb{R}^n)) \\
\tilde{\eta}^{(\tau)} \rightharpoonup \eta \quad \text{in} \quad L^\infty([0,T]; C^{1,\alpha-}(Q; \mathbb{R}^n)) \\
\eta^{(\tau)} \rightharpoonup \eta \quad \text{in} \quad L^\infty([0,T]; C^{1,\alpha-}(Q; \mathbb{R}^n))
\]

for all \( 0 < \alpha^- < \alpha := 1 - \frac{q}{2} \).

This is already enough to pass to the limit in most of the terms in the Euler-Lagrange equation (3.6). Only for the energy term, we need to show strong convergence of \( \eta^{(\tau)}(t) \) in \( W^{2,q}(Q; \mathbb{R}^n) \) using a Minty argument similar to the beginning of the proof of Proposition 2.20. We thus again pick \( \psi \in C^\infty_0(Q; \mathbb{R}^n) \) and test with \( (\eta^{(\tau)} - \eta)\psi \) resulting in

\[
\left\langle DE_h(\eta^{(\tau)}), (\eta^{(\tau)} - \eta)\psi \right\rangle = - \left\langle DE_h(\eta), (\eta^{(\tau)} - \eta)\psi \right\rangle
\]
\[ - \left\langle D_2 R_h(\eta^{(\tau)}), \partial_\tau \eta^{(\tau)} \right\rangle, (\eta^{(\tau)} - \eta) \phi \right\rangle + \left\langle f \circ \eta, (\eta^{(\tau)} - \eta) \phi \right\rangle + \frac{\rho}{h} \left\langle \partial_\tau \eta^{(\tau)} - w, (\eta^{(\tau)} - \eta) \phi \right\rangle. \]

Here the difference to the proof of Proposition 2.20 is only in the last term but this also converges to 0, as \( \eta^{(\tau)} - \eta \to 0 \) strongly and \( \partial_\tau \eta^{(\tau)} - w \) is uniformly bounded. Then, as before by assumption S6, \( \eta^{(\tau)}(t) \) converges strongly in \( W^{k,0,2}(Q; \mathbb{R}^n) \) for almost all \( t \in [0, h] \) and thus we have

\[
0 = \int_0^h \left\langle DE_h(\eta^{(\tau)}), \phi \right\rangle + \left\langle D_2 R_h(\eta^{(\tau)}, \partial_\tau \eta^{(\tau)}), \phi \right\rangle - \left\langle f \circ \eta, \phi \right\rangle + \frac{\rho}{h} \left\langle \partial_\tau \eta^{(\tau)} - w, \phi \right\rangle dt
\]

which proves Theorem 3.5.

**Lemma 3.6.** (Time-delayed energy inequality for the solid). Let the deformation \( \eta \in L^\infty([0, h] \times Q; \mathcal{E}) \cap W^{1,2}([0, h] \times Q; \mathbb{R}^n) \) be a weak solution to the time-delayed equation Definition 3.3. Then for all \( t \in [0, h] \), we have

\[
E_h(\eta(t)) + \frac{\rho}{2} \int_0^t \| \partial_\tau \eta(t) \|^2 dt + \int_0^t 2 R_h(\eta, \partial_\tau \eta) dt \leq E_h(\eta_0) + \frac{\rho}{2} h \int_0^t \| w \|^2 dt + \int_0^t \left\langle f \circ \eta, \partial_\tau \eta \right\rangle dt.
\]

**Proof.** We use \( \chi_{[0,t]} \partial_\tau \eta \) as a test function in the weak equation.\(^\text{15}\) From this we get

\[
0 = \int_0^t \left\langle DE_h(\eta), \partial_\tau \eta \right\rangle + \left\langle D_2 R_h(\eta, \partial_\tau \eta), \partial_\tau \eta \right\rangle - \left\langle f \circ \eta, \partial_\tau \eta \right\rangle + \frac{\rho}{h} \left\langle \partial_\tau \eta - w, \partial_\tau \eta \right\rangle dt
\]

where we in particular used that \( \left\langle D_2 R_h(\eta, \partial_\tau \eta), \partial_\tau \eta \right\rangle = 2 R_h(\eta, \partial_\tau \eta) \) by the quadratic nature of \( R_h \). Finally we use Young’s inequality on the last term in the form of

\[
\left\langle \partial_\tau \eta - w, \partial_\tau \eta \right\rangle = \| \partial_\tau \eta \|^2 - \langle w, \partial_\tau \eta \rangle \geq \| \partial_\tau \eta \|^2 - \frac{1}{2} \| \partial_\tau \eta \|^2 - \frac{1}{2} \| w \|^2 = \frac{1}{2} \| \partial_\tau \eta \|^2 - \frac{1}{2} \| w \|^2.
\]

Reordering the terms then closes the proof. \( \square \)

### 3.2. Proof of Theorem 3.2
We will start the proof of the theorem by directly using its two key ingredients, the two results from the previous section. First we iteratively use the existence of time-delayed solutions on the short intervals \([0, h]\) to construct a time-delayed solution on the longer interval \([0, T]\).

**Iterated time-delayed solutions and energy estimates.** For fixed \( h \) we start with given initial deformation \( \eta_0 \in \mathcal{E} \) and we use the initial velocity as a constant right hand side \( w_0(t) = \eta' \) for \( t \in [0, h] \). Now given \( \eta \in \mathcal{E} \) and \( w \in L^2([0, h] \times Q; \mathbb{R}^n) \), we find a solution \( \eta_{l+1} \in L^\infty([0, h] \times Q; \mathcal{E}) \cap W^{1,2}([0, h] \times Q; \mathbb{R}^n) \) to the time-delayed equation using Theorem 3.5. We then set \( \eta_{l+1} = \eta_{l+1}(h) \) and \( w_{l+1} = \eta_{l+1} \) as data for the next step for which they are admissible by Lemma 3.6.

From these ingredients we construct \( \eta^{(h)} : [0, T] \times Q \to \mathbb{R}^n \) using

\[
\eta^{(h)}(t, x) := \eta_{l+1}(t - hl) \quad \text{for } hl \leq t \leq hl + 1.
\]

Thus, directly from the definition we see that \( \eta^{(h)} \) fulfills

\[
0 = \int_0^T \left\langle DE_h(\eta^{(h)}(t)), \phi \right\rangle + \left\langle D_2 R_h(\eta^{(h)}(t), \partial_\tau \eta^{(h)}(t)), \phi \right\rangle - \left\langle f \circ \eta^{(h)}(t), \phi \right\rangle + \frac{\rho}{h} \left\langle \partial_\tau \eta^{(h)}(t) - \partial_\tau \eta^{(h)}(t - h), \phi \right\rangle dt.
\]

\(\text{15}\) Note that this is the point where we rely on \( R_h \), since to test \( DE(\eta) \), we need \( \phi \in L^2([0, T]; W^{2,q}(Q; \mathbb{R}^n)) \), but bounding \( R(\eta, \partial_\tau \eta) \) only gives us a \( L^2([0, T]; W^{1,2}(Q; \mathbb{R}^n)) \) bound. See also Remark 3.13.
Furthermore, exploiting the energy inequality (Lemma 3.6) yields
\[ E_h(\eta^{(h)}((l+1)h)) + \frac{\rho}{2} \int_{l h}^{(l+1)h} \| \partial_t \eta^{(h)} \|^2 dt + \int_{l h}^{(l+1)h} 2R_h(\eta^{(h)}, \partial_t \eta^{(h)}) dt \]
\[ \leq E_h(\eta^{(h)}(lh)) + \frac{\rho}{2} \int_{l h}^{lh} \| \partial_t \eta^{(h)} \|^2 dt + \int_{l h}^{(l+1)h} \langle f \circ \eta, \partial_t \eta^{(h)} \rangle dt. \]
Taking \( t \in [lh, (l+1)h] \), we find after summing the above over \( 1, \ldots, l \), and adding the energy inequality for \( \eta^{l+1} \) in Lemma 3.6 the following crucial estimate:
\[ (E) : = E_h(\eta^{(h)}(t)) + \frac{\rho}{2} \int_{t-h}^{t} \| \partial_t \eta^{(h)} \|^2 dt + \int_{0}^{t} 2R(\eta^{(h)}, \partial_t \eta^{(h)}) dt \]
\[ \leq E_h(\eta_0) + \frac{\rho}{2} \| \eta \|^2 + \int_{0}^{t} \langle f \circ \eta, \partial_t \eta^{(h)} \rangle dt \]
for all \( t \in [0, T] \).

Now, as before, we need to estimate the force term using Young’s inequality. This gives
\[ (E) \leq E_h(\eta_0) - E_{\text{min}} + \frac{\rho}{2} \| \eta \|^2 + \frac{t}{2} \| f \|_{L^\infty}^2 + \frac{\delta}{2} \int_{0}^{T} \| \partial_t \eta^{(h)} \|^2 dt; \]
here recall that \( E_{\text{min}} \) is defined in Assumption (S1). As all terms involving \( t \) on the right hand side have a fixed sign, we extend to \( t = T \) and find
\[ (E) \leq C_0 + C_1 \frac{T}{\delta} + \frac{\delta}{2} \int_{0}^{T} \| \partial_t \eta^{(h)} \|^2 ds \]
for some constants \( C_0, C_1 \) resulting from the given data and independent of \( h \). Dropping the positive terms involving \( E \) and \( R_h \) on the left-hand side, multiplying by \( h \) and adding up implies
\[ \frac{\rho}{4} \int_{0}^{T} \| \partial_t \eta^{(h)} \|^2 ds = \sum_{l=0}^{N} \frac{\rho}{2} \int_{lh}^{(l+1)h} \| \partial_t \eta^{(h)} \|^2 ds \leq hN \left( C_0 + C_1 \frac{T}{\delta} + \frac{\delta}{2} \int_{0}^{T} \| \partial_t \eta^{(h)} \|^2 ds \right) \]
for \( hN = T \).\(^{16}\) Now choosing \( \delta := \frac{\rho}{2T} \) allows us to absorb the integral on the right hand side to the left and we end up with an uniform estimate of the form
\[ \frac{\rho}{4} \int_{0}^{T} \| \partial_t \eta^{(h)} \|^2 ds \leq TC_0 + C_2 T^2, \]
which implies also that
\[ (E) \leq TC_0 + C_2 T^2 \]
\(^{16}\)Note that in contrast to the parabolic setup from the last section, up to this point there was no need to apply Korn’s inequality. In particular, as we used the inertial term to estimate the force term, we obtain a uniform bound on the energy without exploiting the dissipative terms; i.e. we already know that \( \sup_{t \in [0, T]} E(\eta^h(t)) \leq TC_0 + C_2 T^2 \). Now, using this estimate, we may apply Lemma 2.11 without restrictions on the final time \( T \), to find that
\[ \sup_{t \in [h, T]} \left( \int_{t-h}^{h} \| \partial_t \eta^{(h)} \|^2 dt + E(\eta^{(h)}(t)) + h^m \| \nabla^m \eta^{(h)}(t) \| \right)^2 \leq C \]
\[ \int_{0}^{T} \| \partial_t \eta^{(h)} \|_{W^{1,2}(Q)}^2 + h \| \partial_t \eta^{(h)} \|_{W^{m+2}(Q)}^2 \leq C \]
are uniformly bounded with constant \( C = C(T) \) independent of \( h \). Moreover, it allows to conclude that \( \eta^{(h)}(t) \) is always injective by Proposition 2.7.

By the same arguments as used before, we can now choose a subsequence which converges to a limit function \( \eta \in C_w(0, T; W^{2,2}(Q)) \cap W^{1,2}(0, T; W^{1,2}(Q)) \cap C^0([0, T]; C^{1,\alpha}(Q)) \). In particular we gain
\[ \eta^{(h)} \rightharpoonup \eta \text{ in } W^{1,2}([0, T]; W^{1,2}(Q; \mathbb{R}^n)) \]
\[ \eta^{(h)} \rightharpoonup^* \eta \text{ in } L^\infty([0, T]; W^{2,2}(Q; \mathbb{R}^n)) \]
\[ \eta^{(h)} \rightarrow \eta \text{ in } C^0([0, T]; C^{1,\alpha}(Q; \mathbb{R}^n)) \]
\(^{16}\)There is no need to assume that \( T \) is a multiple of \( h \), but we will do so for the sake of simplification.
for all $0 < \alpha^- < \alpha := 1 - \frac{2}{q}$. Moreover, the weak lower semi-continuity implies that

\begin{equation}
(3.11) \quad \sup_{t \in [0,T]} \left( \| \partial_t \eta(t) \|^2 + E(\eta(t)) \right) \leq C \quad \text{and} \quad \int_0^T \| \partial_t \eta \|^2_{W^{1,2}(Q)} \, ds \leq C
\end{equation}

with the same constant as before.

**Improving convergence.** Our final goal is to prove convergence of the weak equation Definition 3.3 satisfied by the time-delayed approximation $\eta^{(h)}$ to the hyperbolic inertial equation we are interested in. The crucial term here is $DE(\eta^{(h)})$ which requires strong convergence of $\eta^{(h)}$ in $W^{2,q}(Q; \mathbb{R}^n)$. For this we want to use the Minty-type property of the Energy, which in turn requires us to improve convergence of the other terms in the equation. We achieve this by an Aubin-Lions type-lemma, but first we will need another estimate on the discrete difference quotient:

**Lemma 3.7** (Length $h$ bounds (solid)). Fix $T > 0$. Then there exists a constant $C$ depending only on the initial data and $T$, such that for $k_0 > 2 + \frac{(q-2)n}{2q}$ the following holds:

\[ \int_0^T \left\| \frac{\partial \eta^{(h)}(t) - \partial \eta^{(h)}(t-h)}{h} \right\|^2_{W^{-k_0,2}(Q)} \, dt \leq C \]

where $\partial_t \eta$ is extended by $\eta'$ for negative times.

**Proof.** Pick $\phi \in C^\infty_0(Q; \mathbb{R}^n)$. Then we have using the time-delayed equation

\[
\rho_s \left[ \left\langle \frac{\partial \eta^{(h)}(t) - \partial \eta^{(h)}(t-h)}{h}, \phi \right\rangle_Q \right] \leq \left\langle \left\langle DE(\eta^{(h)}(t)), \phi \right \rangle \right\rangle + h^{k_0} \left\| \nabla^{k_0} \eta^{(h)}, \nabla^{k_0} \phi \right\|_Q
\]

and

\[
\begin{aligned}
&\left\| D_2 R(\eta^{(h)}(t), \partial \eta^{(h)}(t), \phi) \right\| + h \left\| \nabla^{k_0} \partial \eta^{(h)}, \nabla^{k_0} \phi \right\| + \left\langle f(t), \phi \right\rangle_Q \\
&\leq \left( \left\| DE(\eta^{(h)}(t)) \right\|_{W^{-2,q}(Q)} + h^{k_0} \left\| \nabla^{k_0} \eta^{(h)}(t) \right\|_Q + \| f \|_\infty \right) \left\| \phi \right\|_{W^{k_0,2}(Q)} \\
&\quad + \left( \left\| D_2 R(\eta^{(h)}(t), \partial \eta^{(h)}(t)) \right\|_{W^{-1,2}(Q)} + h \left\| \nabla^{k_0} \partial \eta^{(h)}(t) \right\|_Q \right) \left\| \phi \right\|_{W^{k_0,2}(Q)}
\end{aligned}
\]

Now for the first set of terms, we note that they are uniformly bounded by Assumption 1.8, S5 and (3.10). For the second set, we note that the quadratic growth of $R(\eta, \cdot)$ in $W^{1,2}(Q; \mathbb{R}^n)$ implies a linear growth of $D_2 R$ thus equally (3.10) implies boundedness when integrated in time.

Note that in the previous lemma the $h$, by which time is shifted, is the same $h$ as in the sequence. Thus even though $\partial \eta^{(h)}$ is already continuous, we can only ever compare at fixed distances in the form of multiples of $h$. This is an unavoidable consequence of the way we obtain this estimate using the equation. In particular this does not allow us to show that $\partial \eta^{(h)}$ converges strongly in $L^2$ as one would normally do. Instead we will show convergence of averages of Length $h$, which turn out to be much more natural in this context, in particular as they also occur in the energy inequality.

**Lemma 3.8** (Aubin-Lions (solid)). Let $b^{(h)} : t \mapsto \int_t^{t+h} \partial \eta^{(h)}(s) \, ds$ We have (for a subsequence $h \to 0$)

\[ b^{(h)} \to \partial_t \eta \text{ in } C^0([0,T]; L^2(Q; \mathbb{R}^n)). \]

**Proof.** By the fundamental theorem of calculus we have

\[ \partial_t b^{(h)} = \frac{\partial \eta^{(h)}(t+h) - \partial \eta^{(h)}(t)}{h}. \]

Now $b^{(h)}$ is uniformly bounded in $L^\infty([0,T]; W^{1,2}(Q; \mathbb{R}^n))$ by the energy estimate and $\partial_t b^{(h)}$ is uniformly bounded in $L^2([0,T]; W^{-k_0,2}(Q; \mathbb{R}^n))$ by the previous lemma. Thus we can apply the classical Aubin-Lions lemma, yielding the existence of a converging subsequence in $C^0([0,T]; L^2(Q; \mathbb{R}^n))$. It remains to associate the limit function with $\partial_t \eta$. For that take $h_0 > 0$
and \( \phi \in C^\infty_0([h_0, T - h_0] \times Q) \), we find for all \( h \in (0, h_0) \) by the weak convergence of \( \partial_t \eta^{(h)} \to \partial_t \eta \) (and the Lebesgue point theorem) that
\[
\int_0^T \left\langle b^{(h)}(t), \phi \right\rangle_Q \, dt = \int_0^h \int_0^T \left\langle \partial_t \eta^{(h)}(t + s), \phi(t) \right\rangle_Q \, dt \, ds = \int_0^h \int_0^T \left\langle \partial_t \eta^{(h)}(\tau), \phi(\tau - s) \right\rangle_Q \, d\tau \, ds \rightarrow \int_0^T \left\langle \partial_t \eta(\tau), \phi(\tau) \right\rangle_Q \, d\tau.
\]

Finally we will use a Minty-type argument to improve convergence a bit further.

**Lemma 3.9 (Minty-Trick).** \( \eta^{(h)}(t) \to \eta(t) \) strongly in \( L^q(0, T; W^{2,q}(Q; \mathbb{R}^n)) \) for almost all \( t \in [0, T] \).

**Proof.** As in the last section we will rely on Assumption 1.8, S6. Let \( h_0 > 0 \) and \( h \in (0, h_0) \). Further take \( \phi \in C^\infty_0((0, T - h_0) \times Q; \mathbb{R}^+ \) with \( \text{dist}(\text{supp}(\phi), \partial Q) > h_0 \). Accordingly we define for \( \delta_h = h^{a_1} < h_0 \) the approximation \( \eta_h = (\eta \chi_{[0,T] \times Q})*\psi_{\delta_h} \), where \( \psi_\delta \) is the standard convolution kernel in time-space. This implies that \( (\eta^{(h)} - \eta_h)\phi \) is a valid test function for (3.8). Moreover, we find that by the standard convolution estimates that
\[
\|\eta_h \phi\|_{W^{2,q}(Q)} \leq c_h a_1 (2 - \frac{q}{2} - k_0 + \frac{\delta}{2}) \|\eta\|_{W^{2,q}(Q)} \quad \text{and} \quad \|\partial_t \eta_h \phi\|_{W^{2,q}(Q)} \leq c_h (1 - ka_1) \|\partial_t \eta\|_{W^{1,2}(Q)},
\]
and strong convergence in all norms in which \( \eta \) is bounded. Now we calculate
\[
0 \leq \limsup_{h \to 0} \int_0^T \left\langle \frac{DE(\eta^{(h)}(t))}{h} - DE(\eta(t)), (\eta^{(h)} - \eta)\phi \right\rangle dt = \limsup_{h \to 0} \int_0^T \left\langle \frac{DE(\eta^{(h)}(t))}{h}, (\eta^{(h)} - \eta_h)\phi \right\rangle dt + \limsup_{h \to 0} \int_0^T \left\langle \frac{DE(\eta^{(h)}(t))}{h}, (\eta - \eta_h)\phi \right\rangle dt
\]
\[
= \limsup_{h \to 0} \int_0^T \left\langle \frac{DE_h(\eta^{(h)}(t))}{h}, (\eta^{(h)} - \eta_h)\phi \right\rangle dt + \limsup_{h \to 0} \int_0^T \left\langle \partial_t \eta^{(h)}(t), (\eta^{(h)} - \eta_h)\phi \right\rangle dt
\]
\[
= \limsup_{h \to 0} \int_0^T \left\langle \frac{DE_h(\eta^{(h)}(t))}{h}, (\eta^{(h)} - \eta_h)\phi \right\rangle dt + \limsup_{h \to 0} \int_0^T \left\langle \frac{DE_h(\eta^{(h)}(t))}{h}, (\eta^{(h)} - \eta_h)\phi \right\rangle dt + 2h \int_0^T \left\langle \frac{DE_h(\eta^{(h)}(t))}{h}, (\eta^{(h)} - \eta_h)\phi \right\rangle dt
\]
\[
\leq \limsup_{h \to 0} \int_0^T \left\langle \frac{DE_h(\eta^{(h)}(t))}{h}, (\eta^{(h)} - \eta_h)\phi \right\rangle dt + \limsup_{h \to 0} \int_0^T \left\langle \frac{DE_h(\eta^{(h)}(t))}{h}, (\eta^{(h)} - \eta_h)\phi \right\rangle dt + h \int_0^T \left\langle \frac{DE_h(\eta^{(h)}(t))}{h}, (\eta^{(h)} - \eta_h)\phi \right\rangle dt
\]
\[
= \limsup_{h \to 0} \int_0^T \left\langle \frac{DE_h(\eta^{(h)}(t))}{h}, (\eta^{(h)} - \eta_h)\phi \right\rangle dt
\]
by (3.12) and by choosing \( a_1 \) small enough. The final term then can be estimated using the equation, as
\[
\int_0^T \left\langle \frac{DE_h(\eta^{(h)}(t))}{h}, (\eta^{(h)} - \eta_h)\phi \right\rangle dt = - \left\langle \frac{D_2 R_h(\eta^{(h)}(t), \partial_t \eta^{(h)}(t)), (\eta^{(h)} - \eta_h)\phi} + \left\langle f \circ \eta^{(h)}(t), (\eta^{(h)} - \eta_h)\phi \right\rangle + \frac{\rho_s}{h} \left\langle \frac{\partial \eta^{(h)}(t)}{h}, \partial_t \eta^{(h)}(t - h), (\eta^{(h)} - \eta_h)\phi \right\rangle dt.
\]
Here all terms are converging. In particular observe that
\[
\left\langle \frac{D_2 R_h(\eta^{(h)}(t), \partial_t \eta^{(h)}(t)), (\eta^{(h)} - \eta_h)\phi} = \left\langle \frac{D_2 R(\eta^{(h)}(t), \partial_t \eta^{(h)}(t)), (\eta^{(h)} - \eta_h)\phi} + 2h \left\langle \frac{\partial \eta^{(h)}(t)}{h}, (\eta^{(h)} - \eta_h)\phi \right\rangle \to \left\langle D_2 R(\eta(t), \partial_t \eta(t)), (\eta - \eta_h)\phi \right\rangle
\]
by the strong convergence of \( \eta^{(h)} \) in \( W^{1,2}(Q; \mathbb{R}^n) \), the weak convergence of \( \partial_t \eta^{(h)} \) in \( W^{1,2}(Q; \mathbb{R}^n) \) and since
\[
h \left\langle \frac{\partial \eta^{(h)}(t)}{h}, (\eta^{(h)} - \eta_h)\phi \right\rangle \leq h^{\frac{\delta}{2}} - \frac{a_0}{2} \left\| \sqrt{h} \nabla^{k_0} \eta^{(h)} \right\| \left\| h^{\frac{a_0}{2}} \nabla^{k_0} (\eta^{(h)} - \eta_h)\phi \right\|
\]
which converges to zero a.e. using the energy estimates and (3.12) by choosing \( a_0 < 1 \) and \( a_1 < 1 \) accordingly. The term including the right-hand side converges, since all terms involve converge
strongly. For the last term, we do a discrete partial integration in time (i.e. shift the term involving \(t-h\)) to get
\[
\int_0^T \rho_s \frac{\partial}{h} \left( \partial_t \eta(t) \right) dt - \int_0^T \frac{\partial_t \eta(t)}{h} \left( \eta(t) - \eta_h(t) \right) \phi(t) dt
\]
\[
= -\rho_s \int_0^T \left( \partial_t \eta(t), \left( \frac{\eta(t+h) - \eta(t)}{h} - \frac{\partial_t \eta(t)}{h} \right) \phi(t+h) \right) dt
\]
\[
- \rho_s \int_0^T \left( \partial_t \eta(t), \left( \eta(t) - \eta_h(t) \right) \frac{\phi(t+h) - \phi(t)}{h} \right) dt.
\]
Now note that the first difference quotient is equal to \(w^{(h)}\) as it was defined in Lemma 3.8 and thus converges strongly to \(\partial_t \eta\) in \(L^2([0,T] \times Q; \mathbb{R}^n)\), while the other difference quotients only involve constant functions and their mollifications and thus also converge in the same space. As a result, all the right hand sides converge strongly to 0 in \(L^2([0,T] \times Q; \mathbb{R}^n)\) and the left hand sides are bounded. Thus the total limit is 0 and via Assumption 1.8, S6, we have \(\eta(t) \rightarrow \eta(t)\) in \(W^{2,q}(Q; \mathbb{R}^n)\) for almost all \(t \in [0,T]\).

**Existence of the limit equation.** With this in hand, we can finally consider the weak equation (3.8) for arbitrary test functions. For the first three terms we have, as before (for the regularizing terms vanish per the estimates in the last lemma)
\[
\int_0^T \langle D\rho_h(\eta(t)), \phi \rangle + \langle D_2 R_h(\eta(t), \partial_t \eta(t)), \phi \rangle + \langle f \circ \eta(t), \phi \rangle dt
\]
\[
\rightarrow \int_0^T \langle D E(\eta(t)), \phi \rangle + \langle D_2 R(\eta(t), \partial_t \eta(t)), \phi \rangle + \langle f \circ \eta(t), \phi \rangle dt.
\]
This leaves us with the last term, where we shift the discrete derivative to the test function again and get
\[
\int_0^T \rho \left( \partial_t \eta(t) - \partial_t \eta(t-h), \phi \right) dt = -\rho \int_0^T \left( \partial_t \eta(t), \frac{\phi(t+h) - \phi(t)}{h} \right) dt
\]
\[
\rightarrow -\rho \int_0^T \left( \partial_t \eta(t), \partial_t \phi \right) dt.
\]
From this, we get solutions on the interval \([0,T]\).

**Continuation until collision.** Using the short term existence, we can now employ the usual continuation argument. Assume that \(\eta : [0,T_{max}) \rightarrow E\) is a solution on a maximal interval. Then either \(T_{max} = \infty\) or we can use the energy inequality to show existence of a unique limit \(\eta(T_{max})\) similar to as we did at the end of Theorem 2.2. Then \(\eta(T_{max}) \notin \partial E\) would allow us to reapply the short time existence, which would be a contradiction. This finishes the proof of Theorem 3.2.

### 3.3. Remarks

Let us close this section with some remarks on the preceding proofs.

**Remark 3.10** (On the need for dissipation). It is noteworthy, that the a-priori estimates (3.11) are valid even in case of a purely elastic solid, which means in case \(R \equiv 0\). In that case no strategy is known to deal with the non-linearity in \(DE(\eta)\) without resorting to a relaxations of \(\eta\). Even for the hyperbolic \(p\)-Laplacian \(\partial_t^2 \eta - \text{div}(|\nabla \eta|^{p-2} \nabla \eta) = 0\) the existence of weak solutions is a long standing open problem. Only in the case \(p = 2\), where the elastic energy is quadratic in highest order and weak convergence suffices, existence of solutions is known.

In our case, in order to apply the Minty method, we use the strong convergence of \(b^{(h)}(t)\) in an \(L^2\) sense. This convergence can be derived from the Aubin-Lions lemma, in case we \(\partial_t \eta^{(h)}(t)\) is in a space that compactly embeds into \(L^2\). This is true in our set up due to the dissipation and would not be possible in the case the respective bounds would be missing. A possible escape in the latter case could be the use of measure valued solutions.

**Remark 3.11** (On collisions and continuation afterwards). For the time delayed problem we face the same difficulty as in the previous section. While the limit object \(\eta\) exists for all times
independently of any collision, to get to a limit equation, we need to have an appropriate Euler-Lagrange equation for all \( \eta_k^{(\tau)} \). This we only have if \( \eta_k^{(\tau)} \notin \partial \mathcal{E} \), i.e. if there is no self-touching of the solid.

To progress past this point, a closer study of collisions and self-touching is needed. The key observation here is that the initial discrete minimization forms a classical obstacle problem. As a consequence, we have to replace the Euler-Lagrange equation with a variational inequality, since we are only able to test with directions \( \phi \) which do not point “out of” \( \mathcal{E} \). Showing full convergence for such an inequality is difficult, as the set of admissible directions \( \phi \) can change along the sequence.

Assuming that this can be done, the next question then is, if one can then continue from the time-delayed to the hyperbolic problem. As mentioned, the key to this is the appropriate energy-inequality. While as per definition the chosen test function \( \partial_t \eta \) is admissible, as it can never point out of \( \mathcal{E} \), the variational inequality has the opposite sign. Here one needs to show that it is in fact an equality in this special case. Only then, we are again guaranteed existence of a limit object \( \eta \), but again face the same difficulty in establishing the limit equation.

Since the main focus of this paper is the fluid structure interaction, we will not go into further details on this at the time being. In particular, collisions of the solid lead to non-Lipschitz boundaries for the fluid and there is a general conjecture that an incompressible fluid will prevent collisions in the first place.

It should also be noted that recent progress into the quasi-stationary analogue of this has been made by [KR19a] with a different approach, where instead of a variational inequality, they consider the associated Lagrange-multiplier and its physical significance.

**Remark 3.12** (On more general energies). As was already mentioned, our assumptions on the solid are specifically tailored to the general fluid-structure interaction problem handled in the next section. The method of solving hyperbolic problems we described in this section however has the potential for many more applications.

Of particular interest to elasticity is the problem of injectivity. In the approach of this paper, the injectivity properties are given through the Ciarlet-Neas condition and the lower bound on the determinant in \( S^2 \), and though generally desired in solid mechanics, are entirely optional for the flow of the proof. The method should thus be understood as working despite those assumptions, instead of because of them.

In replacing those, there is however an obvious point where some attention needs to be taken.\(^{17}\) This is the distance to the boundary of the allowed set \( \partial \mathcal{E} \). In particular for any fixed \( \eta \in \mathcal{E} \setminus \partial \mathcal{E} \), we need to make sure that there is a minimal existence interval, i.e. a short time in which no approximate solution can reach \( \partial \mathcal{E} \), in order to have a full Euler-Lagrange equation.

There are two approaches to this. One is to show that the distance is large in terms of the metric derived from the dissipation. In our case we used the energy estimate combined with Proposition 2.7 to simply show that reaching the boundary in short time simply is to expensive. The other is to show that the energy required to reach the boundary is to large. This in fact we also used, though its use was a bit hidden. Note that \( \partial \mathcal{E} \) does not only consist of those configurations for which the solid touches itself, but also of those for which \( \det \nabla \eta(x) = 0 \) at some point. These we avoided, as they require infinite energy. But one should keep in mind that those configurations are even more difficult to handle than simple collisions. Not only can one not test in certain directions which would result in a negative determinant, but also for some reasonable energies \( DE(\eta) \) might be ill-defined in terms of spaces. For details we refer to [Ba02].

**Remark 3.13** (On the proof of the energy inequality). In the proof of the energy inequality Lemma 3.6 we used a regularization term in the dissipation to simplify the proof. Since we will need that term later on in the fluid-structure interaction, this only seemed natural, but it should be noted that strictly speaking, it was not necessary. The same result is still true, if we only ever use \( R \). To show this directly, one can use some techniques from the theory of minimizing movements, specifically the so called Moreau-Yosida approximation.

For this, in the proof of Theorem 3.5, we add a third interpolation \( \tilde{f}^{(\tau)} \) where in each step, we solve the minimization problem (3.5) with \( \sigma := t - k\tau \) in place of \( \tau \). Integrating in time over the

---

\(^{17}\)There is also the less obvious point that for the dissipation used in our motivating example, the Korn-type inequality R2 is only true if \( \det \nabla \eta \) is bounded away from 0, but that is specific to the example.
change of resulting minimum then results in an improved version of (3.7), with some additional terms depending on $\tilde{\eta}^{(\tau)}$. This turns out to be the proper analogue of Lemma 3.6 for $\tau > 0$ and using the associated Euler-Lagrange equation allows us to take the limit $\tau \to 0$.

The complete proof is however too involved to carry out at this point, as we will not need it for our particular application. 

4. THE UNSTABLE FLUID-STRUCTURE INTERACTION PROBLEM

We will now combine the methods developed in the last two sections and use their combination to show existence for a general fluid-structure interaction problem. In contrast to previous works (see the references in the introduction) we work in arbitrary dimension and consider a bulk solid with its full deformation. But most importantly, we consider the full nonlinear equation, both for the fluid in form of the incompressible Navier-Stokes equation with its transport-term as well as full nonlinear elasticity of the solid.

At this point some of the arguments behind the derivation of the Navier-Stokes equation come into play. The natural way to deal with inertia in a moving fluid domain is to transport it and the natural way to do so is along the flow of the fluid itself; thus giving rise to the desired transport term.

This leads us to perhaps the main technique used of this section and why it is more than a simple combination of the ideas developed in the previous two. What we did in the last section was to introduce a time delayed equation, where effectively the velocity $\partial_t \tilde{\eta}(t)$ (or more technically the linear momentum) was compared with itself at time $t-h$. In this section we will do the same for the fluid. That means we need to compare $v(t)$ and $v(t-h)$ accordingly. However, not only is this not possible directly, as they are defined on different domains, comparing both at the same position in $\Omega$ is also invalid from a conceptional point of view.

Again the difference between Lagrangian and Eulerian description is essential here. For the solid, we work in the Lagrangian reference domain, where momentum is a locally conserved quantity. For the fluid, we are forced to consider the Eulerian, physical domain. Here momentum is not conserved locally, but along the flow. This leads us to the notion of a flow map.$^{18}$

As before, let $\Omega(t)$ denote the fluid domain at a given time $t$. Now for a fixed $t_0$, assume we have a flow map $\Phi^{(t_0)} : [t_0, T] \times \Omega(t_0) \to \Omega$ generated by $v$, i.e. a map for which $\Phi^{(t_0)}(t_0, y) = y$ and $\partial_t \Phi^{(t_0)}(t, y) = v(t, \Phi^{(t_0)}(t, y))$. Existence of such a map is not guaranteed in general. In fact we will spend quite some work constructing it for the time-delayed problem and even then it will be the one object for which we cannot obtain convergence to the limit $h \to 0$.

However, if such a map would exist and would be regular enough, it would have certain very useful properties. First remember, that our boundary moves with $v$; then per definition, $\Phi^{(t_0)}|_{[t_0, T] \times \partial \Omega(t_0)}$ never leaves the boundary and in fact is a diffeomorphism between $\partial \Omega(t_0)$ and $\partial \Omega(t)$. Similarly, a short calculation reveals that $\partial_t \det \nabla \Phi^{(t_0)} = (\text{div} \, v) \circ \Phi^{(t_0)} = 0$ and $\det \nabla \Phi^{(t_0)}(0, \cdot) = 1$, so combining those, we get that $\Phi^{(t_0)}(t, \cdot)$ is a volume preserving diffeomorphism between $\Omega(t_0)$ and $\Omega(t)$. This allows us to validly compare $v(t, \Phi^{(t_0)}(t, y))$ and $v(t_0, y)$ for any $y \in \Omega(t_0)$. But even more telling is what happens in the limit, where we have via the chain rule

$$\lim_{t \to t_0} \frac{v(t, \Phi^{(t_0)}(t, y)) - v(t_0, y)}{t - t_0} \to \partial_t v(t_0, y) + \nabla v(t_0, y) \cdot v(t_0, y)$$

which is precisely the transport term we expect for the Navier-Stokes equation. So not only have we identified the right terms to construct the time-delayed equation, but they will automatically lead us to the right material time derivative in the Navier-Stokes equation.

Having explained the idea, the rest of this section will be spend with making it rigorous. In particular, much of the added difficulty in solving the time-delayed equation is in constructing the flow map $\Phi$, which needs to be done in parallel, as it is a part of the fluid inertial term in the equation itself. To do so, we will include yet another regularizing term to the dissipation, i.e. in addition to $E_h$ and $R_h$ as defined in the previous section, we will add a term of the form

$^{18}$Alternatively we could take the view-point of a series of flow determined, short-term Lagrangian reference configurations for the solid, on each of which, momentum is again conserved locally. In fact not only is this a valid way to consider the problem, it actually is the same calculation with a different interpretation of some of the terms. For details see Remark 4.19
4.1. An intermediate, time delayed model. As in the previous section, let us now start with deriving a time-delayed equation, similar to what we did in Subsection 3.1.

**Definition 4.1** (Time delayed solution). Let \( f \in C^0([0, h] \times \Omega; \mathbb{R}^n) \), \( w \in L^2([0, h] \times \Omega; \mathbb{R}^n) \) and \( \Omega_0 = \eta_0(Q) \). We call the pair \( \eta : [0, h] \times Q \to \Omega, u : [0, h] \times \Omega \to \mathbb{R}^n \) a weak solution to the time delayed inertial equation if

\[
0 = \langle DE_h(\eta), \phi \rangle_Q + \langle D_2 R_h(\eta, \partial_\eta \partial_\phi), \psi \rangle_Q + \left( \rho_s \frac{\partial_\eta \eta - w \circ \eta_0^{-1}}{h}, \phi \right)_Q - \rho_s \left( f \circ \eta, \phi \right)_Q + \nu \langle \varepsilon u, \nabla \xi \rangle_{\Omega(t)} + h \left( \nabla^{h0} u, \nabla^{h0} \xi \right)_{\Omega(t)} + \left( \rho_f \frac{u \circ \Phi - w}{h}, \xi \circ \Phi \right)_{\Omega_0} - \rho_f \left( f \circ \xi \right)_{\Omega(t)}
\]

for almost all \( t \in [0, h] \) and all \( \phi \in C^0([0, h]; W^{k_0, 2}(Q; \mathbb{R}^n)), \xi \in C^0([0, h]; W^{k_0, 2}(\Omega; \mathbb{R}^n)) \) satisfying \( \text{div} \xi|_{\Omega(t)} = 0, \xi|_{\eta(t)} = 0, \phi|P = 0 \) and the coupling conditions

\[
\xi \circ \eta = \phi \text{ and } u \circ \eta = \partial_\eta \eta \text{ in } Q.
\]

Here we define \( \Omega(t) = \Omega \setminus \eta(t, Q) \) and \( \Phi : [0, h] \times \Omega_0 \to \Omega \) solves \( \partial_t \Phi = u \circ \Phi \) and \( \Phi_0(y) = y \).

While most of this equation is similar to a combination of Definition 2.1 and Definition 3.3, the interesting addition here is that of the flow map \( \Phi \). Note that in this subsection, this map will always start at \( t_0 = 0 \). What this does, is to allow us to take a slightly Lagrangian point of view, as \( \Omega_0 \) will play the role of a reference configuration for the fluid.

In particular, in the way that \( \Phi \) is linked to the equation, we already need to begin its construction in the discrete setting. This will also be another point where we use the regularized dissipation \( R_h \). This will afford us easier controls on the boundary values of \( v \), which in turn then greatly simplify the construction of \( \Phi \). In this section we will prove the following existence theorem:

**Theorem 4.2** (Existence of time delayed solutions). Let \( \eta_0 \in E \cap W^{k_0, 2}(Q; \mathbb{R}^n) \setminus \partial E \), \( w \in L^2([0, h] \times Q; \mathbb{R}^n) \) and \( f \in C^0([0, h] \times Q; \mathbb{R}^n) \). Then there exists a solution \((\eta, v)\) to the time delayed equation Definition 4.1 on the interval \([0, h]\), or there exists a solution on a shorter interval \([0, h_{\max}]\) such that \( \eta(h_{\max}) \in \partial E \).\(^{19}\) Furthermore \( \Phi(t, \cdot) \) is a volume preserving diffeomorphism between \( \Omega_0 \) and \( \Omega(t) \).

Let us now begin with the proof of this theorem. The parts that are identical to one of the previous proofs, we will only sketch.

**Proof of Theorem 4.2, step 1:** Constructing an iterative approximation. Fix a step-size \( \tau > 0 \).

We again proceed iteratively, this time constructing both the pair \( \eta, v \) as well as \( \Phi \). We start with the given \( \eta_0 \) and \( \Phi_0 := id \). Now assume that we have \( \eta_k : Q \to \Omega \) and a map \( \Phi_k : \Omega_0 \to \Omega_k \), where as before \( \Omega_k = \Omega \setminus \eta_k(Q) \). Define \( w_k(y) = \int_{k\tau}^{(k+1)\tau} w(t, y)dt \) for all \( y \in \Omega \). We now solve the iterative problem

\[
(\eta_{k+1}, v_{k+1}) \in \arg \min_{\eta, v} E_k(\eta) + \tau R_k \left( \eta_k, \eta - \eta_k \right) + \frac{\tau \rho_s}{2h} \left\| \eta - \eta_k \right\| - w_k \circ \eta_0 \right\| - \tau \left( f \circ \eta, \frac{\eta - \eta_k}{\tau} \right) \right.
\]

\[
+ \frac{\tau \nu}{2} \left\| \varepsilon v \right\|_{\Omega_k}^2 + \frac{\tau h}{2} \left\| \nabla^{h0} v \right\|_{\Omega_k}^2 + \frac{\tau \rho_f}{2h} \left\| u \circ \Phi_k - w_k \right\|_{\Omega_0}^2 - \tau \left( f \circ \Phi_k, v \circ \Phi_k \right)_{\Omega_0}
\]

with \( \text{div} v_{k+1} = 0 \) on \( \Omega_k \) and the coupling condition

\[
v \circ \eta_k = \frac{\eta_{k+1} - \eta_k}{\tau} \text{ on } Q.
\]

Finally we update \( \Phi_k \) to \( \Phi_{k+1} \) using

\[
\Phi_{k+1} := (id + \tau v_{k+1}) \circ \Phi_k.
\]

Note that at this point using the coupling condition we can immediately derive \( \Phi_{k+1}(\partial \Omega_0) = \partial \Omega_{k+1} \) but we still need to show that a similar property holds in the interior. This will be done

\(^{19}\)Note that a-posteriori (see Corollary 4.12) it will be shown that (in dependence of \( \eta_0 \)) there is always a minimal time-length \( h_{\min} \), for which it can be guaranteed that \( \eta(t) \notin \partial E \) for \( t \in [0, h_{\min}] \).
in step 2a of the proof. For now we can simply assume \( v_{k+1} \) to be extended by 0 in the definition of \( \Phi_{k+1} \).

**Proposition 4.3** (Existence of iterative solutions). The iterative problem (4.2) has a minimizer, i.e. \( \eta_{k+1} \) and \( v_{k+1} \) are defined. Furthermore the minimizers obey the following equation:

\[
\langle DE_h(\eta_{k+1}), \phi \rangle + \langle D_2 R_h \left( \frac{\eta_{k+1} - \eta_k}{\tau} \right), \phi \rangle + \frac{\rho_s}{h} \left( \frac{\eta_{k+1} - \eta_k}{\tau} - w_k \circ \eta_0, \phi \right) \rangle_Q
\]

\[
+ \frac{\rho_f}{h} \left( v_{k+1} \circ \Phi_k - w_k, \xi \circ \Phi_k \right)_{\Omega_k} + \nu (\varepsilon v_{k+1}, \varepsilon \xi)_{\Omega_k} + h \left( \nabla^\alpha v_{k+1}, \nabla^\alpha \xi \right)_{\Omega_k}
\]

\[
= \rho_f \left( f \circ \Phi_k, \xi \circ \Phi_k \right)_{\Omega_0} + \rho_s \left( f \circ \eta_k, \frac{\eta_{k+1} - \eta_k}{\tau} \right) \rangle_Q
\]

where \( \phi \in W^{2,2}(Q; \mathbb{R}^n) \), \( \phi|_\partial = 0 \) and \( \xi \in W^{1,2}_0(Q; \mathbb{R}^n) \) such that

\[
\phi = \xi \circ \eta_0 \text{ on } Q \text{ and } \text{div} \xi |_{\Omega_0} = 0.
\]

**Proof.** The proof differs from the quasistatic case in Proposition 2.13 only in the occurrence of the additional terms for the effects of inertia. As both are non-negative, we still have a minimizing sequence \( \tilde{\eta}, \tilde{\xi} \) with the same coercivity-properties. In particular due to the compact embeddings we can assume that for a subsequence both converge in an \( L^2 \) sense, under which the inertial terms are continuous. Thus this minimizing sequence will again converge to a minimizer. In fact giving the lower bound on the sequence is easier in this case, as the two force terms can now be estimated against the inertial terms directly, without having to resort to a potentially energy dependent Korn-inequality. (See the corresponding calculations the proof of Theorem 3.5 and Remark 3.10 for more details.)

Further, with regards to the Euler-Lagrange equation, we can treat the additional terms individually. Since both are quadratic functionals of \( \eta \) and \( v \) respectively, and neither involve any derivatives, this is straightforward. Note that again we are able to remove a factor of \( \tau \) from the final term by scaling \( \phi \) and \( \xi \) differently than \( \eta \) and \( v \). □

Now equally as before, our minimization can be turned into a discrete energy inequality by comparing minimizers.

**Lemma 4.4** (Discrete energy inequality and estimates). We have

\[
E_h(\eta_N) + \sum_{k=1}^N \left( R_h \left( \eta_{k-1}, \frac{\eta_k - \eta_{k-1}}{\tau} \right) + c \left( \frac{\eta_k - \eta_{k-1}}{\tau} - w_k \circ \eta_0 \right) \right)_Q^2 + \tau \nu \|\varepsilon v_k\|_{\Omega_k-1}^2 + \frac{\tau h}{2} \|\nabla^\alpha v_k\|_{\Omega_k-1}^2 + c \|\varepsilon v_k \circ \Phi_k - w_k\|_{\Omega_0}^2
\]

\[
\leq E_h(\eta_0) + C \left( \int_0^h \|w \circ \eta_0\|_Q^2 dt + \int_0^h \|w\|_{\Omega_0}^2 dt + \|f\|_\infty^2 \right).
\]

**Proof.** As in the quasistationary version (Lemma 2.14), we compare the iterative minimizer \( (\eta_{k+1}, v_{k+1}) \) in (4.2) with the pair \( (\eta, v) = (\eta_k, 0) \) to get the first inequality. For the second we sum up all those inequalities for \( k \leq N - 1 \) to end up with

\[
E_h(\eta_N) + \sum_{k=1}^N \left( R_h \left( \eta_{k-1}, \frac{\eta_k - \eta_{k-1}}{\tau} \right) + \frac{\rho_s}{h} \left( \frac{\eta_{k+1} - \eta_k}{\tau} - w_k \circ \eta_0 \right) \right)_Q^2 + \frac{\nu}{2} \|\varepsilon v_k\|_{\Omega_k-1}^2 + \frac{\tau h}{2} \|\nabla^\alpha v_{k+1}\|_{\Omega_k}^2 + \frac{\beta f}{h} \|v_k \circ \Phi_k - w_k\|_{\Omega_k}^2
\]
\[ E_h(\eta_0) + \sum_{k=1}^{N} \left( \frac{\rho_k}{2h} \| w_{k-1} \circ \eta_0 \|^2_Q + \frac{\rho_f}{2h} \| w_{k-1} \|^2_{\Omega_0} + \langle f, v_k \rangle_{\Omega_{k-1}} + \left( f \circ \eta_{k-1}, \frac{\eta_k - \eta_{k-1}}{\tau} \right)_{\Omega} \right) \]

Now using the definition of \( w_k \) we note that
\[ \sum_{k=1}^{N} \tau \| w_{k-1} \|^2_{\Omega_0} = \sum_{k=1}^{N} \tau \left( \int_{\tau(k-1)}^{\tau k} \| w \|^2_{\Omega_0} dt \right) = \int_0^h \| w \|^2_{\Omega_0} dt. \]

The same can be done to show \( \sum_{k=1}^{N} \tau \| w_{k-1} \circ \eta_0 \|^2_Q \leq \int_0^h \| w \circ \eta_0 \|^2_Q dt \). We are left to estimate the force terms.

As we did in Theorem 3.5, we will not use the dissipation, in order to avoid relying on the Korn-inequality. Instead we will again opt to use the inertial terms. The inertial term for the solid we already estimated in that previous proof. Now we similarly estimate
\[ \| f \circ \Phi_{k-1}, v_k \circ \Phi_{k-1} \|_{\Omega_0} \leq \frac{1}{2\delta} \| f \circ \Phi_{k-1} \|^2_{\Omega_0} + \frac{\delta}{2} \| v_k \circ \Phi_{k-1} \|^2_{\Omega_0} \leq \frac{1}{2\delta} \| f \|^2_{\infty} + \frac{\delta}{2} \| v_k \circ \Phi_{k-1} \|^2_{\Omega_0}. \]

Now for small \( \delta \), the last term can be subsumed into the inertial term. From this the estimate follows.

As before this immediately implies that for \( h \) small enough all \( \eta_k \) will be in \( \mathcal{E} \setminus \partial \mathcal{E} \).

**Proof of Theorem 4.2, step 2: Constructing interpolations.** Now we unfix \( \tau \) and write the functions of the previous step as \( \eta^{(r)}_k, v^{(r)}_k \) and \( \Phi^{(r)}_k \) to prevent confusion. Using this, we define their interpolated counterparts:
\[
\begin{align*}
\eta^{(r)}(t, x) &= \eta^{(r)}_k(x) & \text{for } \tau k \leq t < \tau (k+1) \\
\bar{\eta}^{(r)}(t, x) &= \frac{\tau(k+1) - t}{\tau} \eta^{(r)}_k(x) + \frac{t - \tau k}{\tau} \eta^{(r)}_{k+1}(x) & \text{for } \tau k \leq t < \tau (k+1) \\
u^{(r)}(t, y) &= v^{(r)}_k(y) & \text{for } \tau k \leq t < \tau (k+1), y \in \Omega_k \\
u^{(r)}(t, y) &= \frac{\eta^{(r)}_{k+1} - \eta^{(r)}_k}{\tau} \circ \left( \eta^{(r)}_k \right)^{-1} & \text{for } \tau k \leq t < \tau (k+1), y \in \Omega \setminus \Omega_k \\
\Phi^{(r)}(t, y) &= \Phi^{(r)}_{k-1}(y) & \text{for } \tau k \leq t < \tau (k+1) \\
\bar{\Phi}^{(r)}(t, y) &= \frac{\tau(k+1) - t}{\tau} \Phi^{(r)}_{k-1}(x) + \frac{t - \tau k}{\tau} \Phi^{(r)}_k(x) & \text{for } \tau k \leq t < \tau (k+1)
\end{align*}
\]
as well as \( \Omega^{(r)}(t) = \Omega_k \) for \( \tau k \leq t < \tau (k+1) \).

Now using the a-priori estimate Lemma 4.4, we derive some bounds on those functions.

**Lemma 4.5** (Uniform bounds in \( \tau \)). The following sequences are uniformly bounded in \( \tau \):
\[
\begin{align*}
E_h(\eta^{(r)}(t, \cdot)) &\in L^\infty([0, h]) \\
\eta^{(r)}, \bar{\eta}^{(r)} &\in L^\infty([0, h]; \mathcal{W}^{k_0,2}(Q; \Omega)) \\
\partial_t \bar{\eta}^{(r)} &\in L^2([0, h]; \mathcal{W}^{k_0,2}(Q; \mathbb{R}^n)) \\
u^{(r)} &\in L^2([0, h]; \mathcal{W}^{k_0,2}(\Omega; \mathbb{R}^n)) \\
u^{(r)} \circ \Phi^{(r)} &\in L^2([0, h] \times \Omega_0; \mathbb{R}^n)
\end{align*}
\]
Furthermore we have per definition
\[ \partial_t \bar{\Phi}^{(r)} = u^{(r)} \circ \Phi^{(r)} \]
whenever \( \Phi^{(r)}(t, y) \in \Omega^{(r)}(t) \) and \( t \notin \tau \mathbb{N} \).

**Proof.** First we note that the right hand side of the second estimate in Lemma 4.4 only depends on the initial data \( \eta_0 \) and \( w \) as well as the force \( f \). Then this gives us uniform bounds on \( E_h(\eta_k) \) and thus an \( L^\infty \) bound on \( E_h(\eta^{(r)}(t, \cdot)) \). By the properties of the energy, Assumption 1.8 and its regularized version, this also results in a uniform bound on \( \| \eta_k \|_{\mathcal{W}^{k_0,2}(Q)} \) and
thus in $L^\infty([0, h]; W^{k_0, 2}(Q; \mathbb{R}^n))$ bounds on $\eta^\tau$ and $\bar{\eta}^\tau$. By the properties of the dissipation, Assumption 1.9 using the bound on the energy, we get

\[
c_K \int_0^h \left\| \partial_t \nabla \eta^\tau \right\|^2_Q + h \left\| \nabla k_0 \partial_t \bar{\eta}^\tau \right\|^2_Q \, dt = \int_0^h R \left( \eta^\tau_{k-1}, \partial_t \bar{\eta}^\tau(h) \right) \, dt + c_K \int_0^h h \left\| \nabla k_0 \partial_t \bar{\eta}^\tau \right\|^2_Q \, dt \leq c \int_0^h R_h \left( \eta^\tau_{k-1}, \partial_t \bar{\eta}^\tau(h) \right) \, dt \leq c \sum_{k=0}^N \tau R_h \left( \eta^\tau_{k-1}, \frac{\eta^\tau_k - \eta^\tau_{k-1}}{\tau} \right)
\]

where we know the right hand side to be bounded. Using Poincare’s inequality this then extends into an uniform $L^2([0, T]; W^{k_0, 2}(Q; \mathbb{R}^n))$ bound on $\partial_t \bar{\eta}^\tau$. For the fluid, we use Proposition A.4, as well as the global Korn inequality Lemma 2.11 to estimate for some constants

\[
\int_0^h C g K \left\| u^\tau \right\|_{W^{1, 2}(Q)}^2 + ch \left\| \nabla k_0 u_0 \right\|_{\Omega}^2 \, dt \leq \int_0^h R(\eta^\tau, \bar{\eta}^\tau) + \frac{\nu}{2} \left\| \varepsilon_\tau(t) \right\|_{\Omega^\tau(t)}^2 \, dt + h \int_0^h \left\| \partial_t \nabla k_0 \bar{\eta}^\tau \right\|_{Q}^2 + \left\| \nabla k_0 u^\tau(t) \right\|_{\Omega^\tau(t)}^2 \, dt
\]

which is uniformly bounded using the energy estimate again. The full estimate then follows by interpolating the missing derivatives.

Finally, we consider the last term. Here we have

\[
\int_0^h \left\| u^\tau \circ \Phi^\tau \right\|_{Q_0}^2 \, dt = \sum_{k=0}^N \tau \left\| u^\tau_k \circ \Phi^\tau_k \right\|_2^2 \leq \sum_{k=0}^N \tau \frac{3}{2} \left( \left\| u^\tau_k \circ \Phi^\tau_k - w_k \right\|^2 + \| w_k \| \right)
\]

which again consists of two bounded sums.

**Proof of Theorem 4.2, step 2a: Bounds on $\Phi^\tau$.** We now arrive at one main difficulty in implementing the scheme, establishing the properties of and bounds on $\Phi^\tau$. The challenge here is that $\Phi^\tau$ is defined via concatenation of an unbounded (for $\tau \to 0$) number of functions and thus is highly nonlinear. As any linearizing would break the coupling properties needed, we will instead rely on using a high enough regularity for the constituting functions.

We will use this theorem to prove the following:

**Proposition 4.6 ($L^2 C^{1, \alpha}$-bound for $v$).** There is a $\tau_0 > 0$ and $\alpha > 0$, such that for all $\tau \in (0, \tau_0)$, we have that $\Phi^\tau_k : \Omega_0 \to \Omega_k$ is a diffeomorphism with $1 \frac{3}{2} \leq \left\| \nabla \Phi^\tau_k \right\|^2 \leq 2$ for all $k < \frac{h}{\tau}$ and

\[
\sum_{k=1}^N \tau \left\| t^\tau_k \right\|_{C^{1, \alpha}(\Omega_{k-1})}^2 \leq \mathcal{K}
\]

for any $N < \frac{h}{\tau}$ where $\mathcal{K}$ and $\tau_0$ only depend on $w, h, E(\eta_0)$ and $f$.

**Proof.** Here we use that $k_0$ is chosen large enough so that $W^{k_0, 2}(\Omega; \mathbb{R}^n)$ embeds into $C^{1, \alpha}(\Omega; \mathbb{R}^n)$ for some $\alpha > 0$. Thus

\[
\sum_{k=1}^N \tau \left\| t^\tau_k \right\|_{C^{1, \alpha}(\Omega_{k-1})}^2 \leq \int_0^h \left\| u^\tau \right\|_{C^{1, \alpha}(\Omega)}^2 \, dt \leq c \int_0^h \left\| u \right\|_{W^{k_0, 2}(\Omega)}^2 \, dt
\]

which is uniformly bounded by Lemma 4.5.

Now we need to show the properties of $\Phi_N$. By chain rule, the multiplicative nature of the determinant and its expansion (Lemma A.1) we have

\[
\det \nabla \Phi^\tau_N = \prod_{k=1}^N \det \left( I + \tau \nabla v^\tau_k \right) \biggr|_{\Phi^\tau_{k-1}} = \prod_{k=1}^N \left[ 1 + \tau \sum_{l=2}^n \partial^l M_l \left( \nabla v^\tau_k \circ \Phi^\tau_{k-1} \right) \right]_{y=\Phi^\tau_{k-1}}
\]

By the inequality between arithmetic and geometric mean, we then have

\[
\det \nabla \Phi^\tau_N \leq \left( \sum_{k=1}^N \frac{1}{N} \left( 1 + \sum_{l=2}^n \tau^l M_l \left( \nabla v^\tau_k \circ \Phi^\tau_{k-1} \right) \right) \right)^N \leq \left( 1 + \frac{1}{N} \sum_{k=1}^N \sum_{l=2}^n \tau^l c_l \left( \nabla v^\tau_k \circ \Phi^\tau_{k-1} \right) \right)^N
\]
Now as \((1 + a/N)^N \to \exp(a)\) monotone increasing for \(a > 0\), we can further estimate
\[
\leq \exp \left( \sum_{k=1}^{N} \sum_{l=2}^{n} \tau^l c_l \text{Lip}(v_k^{(\tau)})^l \right) = \exp \left( \sum_{l=2}^{n} c_l \tau^{l/2} \sum_{k=1}^{N} \left( \tau \text{Lip}(v_k^{(\tau)})^2 \right)^{l/2} \right) \leq \exp \left( \sum_{l=2}^{n} c_l \tau^{l/2} K^{l/2} \right)
\]
where we used that \(l \geq 2\) and \(\tau \text{Lip}(v_k^{(\tau)})^2 \leq \sum_{k=1}^{N} \tau \text{Lip}(v_k^{(\tau)})^2 \leq \tau \left\| v_k^{(\tau)} \right\|_{C^{1,\alpha}(\Omega_{k-1})}^2 \leq K\).

In a similar fashion, we can give a lower estimate
\[
\left( \det \nabla \Phi^{(\tau)}_N \right)^{-1} \leq \left( \sum_{k=1}^{N} \frac{1}{N} \left( 1 + \sum_{l=2}^{n} \tau^l M_l \left( \nabla v_k^{(\tau)} \circ \Phi^{(\tau)}_{k-1} \right) \right)^{-1} \right) \leq \exp \left( 2 \sum_{l=2}^{n} c_l \tau^{l/2} K^{l/2} \right)
\]
using \(\frac{1}{1 + \tau^a} \leq \frac{1}{1 + |a|} \leq 1 + 2|a|\) for \(|a|\) small enough. Thus for \(\tau_0\) small enough, we have that
\[
\frac{1}{2} \leq \det(\nabla \Phi^{(\tau)}_N) \leq 2.
\]

Now we know from the boundary condition that \(\Phi_N|_{\partial\Omega_0}\) is an orientation preserving diffeomorphism, given by \(\eta_N \circ \eta_0^{-1}\) and \(id\) at the respective parts of the boundary. We also know that \(\Omega_0\) and \(\Omega_N\) are domains with the same topology as there were no collisions. But then \(\Phi_N\) has to be a diffeomorphism by a simple degree argument.

An immediate consequence of the last proof is the following:

**Corollary 4.7** (Regularity of \(\Phi^{(\tau)}\)). The maps \(\Phi^{(\tau)}(t,.)\) are uniformly Lipschitz, i.e. Lipschitz in \(x\) such that the constants are bounded independently of \(\tau\) and \(t\). Furthermore in the limit we have
\[
\lim_{\tau \to 0} \det \nabla \Phi^{(\tau)} = 1.
\]

**Proof.** By the estimates in the last proof, we find that \(\lim_{\tau \to 0} \det \nabla \Phi^{(\tau)} = 1\). What is left, is to prove the Lipschitz regularity.

Here we proceed in the same fashion:
\[
\text{Lip}(\Phi^{(\tau)}_N) \leq \prod_{l=1}^{N} \text{Lip}(id + \tau v_l) \leq \prod_{l=1}^{N} (1 + \tau \text{Lip}(v_l)) \leq \left( \frac{1}{N} \sum_{l=1}^{N} (1 + \tau \text{Lip}(v_l)) \right)^N
\]
\[
= \left( 1 + \frac{1}{N} \sum_{l=1}^{N} \tau \text{Lip}(v_l) \right) \leq \exp \left( \sum_{l=1}^{N} \tau \text{Lip}(v_l) \right) \leq \exp \left( \sqrt{\tau} \left( \sum_{l=1}^{N} \text{Lip}(v_l)^2 \right) \right)
\]
\[
\leq \exp \left( \sqrt{\tau} \sqrt{K} \right) \quad \square
\]

**Proof of Theorem 4.2, step 3: Convergence of the equation.** Now using compactness, we pick the usual subsequence and limits \(\eta, v, \Phi\) such that
\[
\eta^{(\tau)}, \eta^{(\tau)} \rightharpoonup^* \eta \quad \text{in } L^\infty([0, h]; W^{k_0,2}(Q; \mathbb{R}^n))
\]
\[
\partial_t \eta^{(\tau)} \rightharpoonup \partial_t \eta \quad \text{in } L^2([0, h]; W^{k_0,2}(Q; \mathbb{R}^n))
\]
\[
u^{(\tau)} \rightharpoonup v \quad \text{in } L^2([0, h]; W^{k_0,2}(\Omega; \mathbb{R}^n))
\]
\[
\Phi^{(\tau)} \rightharpoonup \Phi \quad \text{in } C^0([0, h]; C^\alpha(\Omega_0; \mathbb{R}^n))
\]
and we define \(\Omega(t) = \Omega \setminus \eta(t, Q)\). In particular, due to Corollary 4.7 we know that \(\Phi\) is Lipschitz with constant \(\exp(\sqrt{Lh})\) and that \(\det \nabla \Phi = 1\) almost everywhere. We also remark that \(\Phi(t, .)|_{\partial\Omega_0}\) is injective as long as there is no collision in the solid (which we already excluded), and that again we also know that \(\Phi(t, .): \Omega_0 \to \Omega(t)\) is a volume preserving diffeomorphism.

Finally we can conclude that
\[
\partial_t \Phi = \lim_{\tau \to 0} \partial_t \Phi^{(\tau)} = \lim_{\tau \to 0} u^{(\tau)} \circ \Phi^{(\tau)} = u \circ \Phi
\]
almost everywhere.

Then \(\Phi\) has the properties required for a solution and \(\nu\) and \(\eta\) are coupled in the right way, as before. What is left is to show that these fulfill the weak equation.
In addition to the previous, let us also introduce the notation
\[ w^{(\tau)}(t) := w_k^{(\tau)} \text{ if } \tau k \leq t < \tau(k+1). \]

Then in particular by the Lebesgue differentiation theorem \( w^{(\tau)} \to w \) in \( L^2([0,h] \times \Omega; \mathbb{R}^n) \) and \( w^{(\tau)} \circ \eta_0^{-1} \to w \circ \eta_0^{-1} \) in \( L^2([0,h] \times Q; \mathbb{R}^n) \), which is enough for our convergences.

In order to achieve convergence of the energy-term in the weak equation we again need to improve the convergence of \( \eta^{(\tau)} \) using the Minty-method, the proof of which is identical to the one used in the proof of Theorem 3.5.

We now close the proof in the same way as we did in Proposition 2.20 and Theorem 3.5, since the convergences and most of the terms are again identical.

As before, we use Proposition 2.22 and pick a test function \( \xi \in C^\infty_c([0,h] \times \Omega; \mathbb{R}^n) \) such that \( \text{div} \xi = 0 \) in a neighborhood of the fluid domain. From this we can construct matching \( \phi^{(\tau)} := \xi \circ \eta^{(\tau)} \) and use those to test the discrete Euler-Lagrange equation from Proposition 4.3.

Most of the terms, including all those related to the solid, we have already dealt with in the previous iterations of this proof. What is left are the additional regularization term, the inertial effects of the fluid and the force term for the fluid which has been slightly modified from before.

We start with the latter, where we simply note that \( \Phi \circ \eta^{(\tau)} \) and use those to test the discrete Euler-Lagrange equation from Proposition 4.3.

Assume that \( \eta, v \) is a weak solution to the time delayed equation (4.1), as constructed in Theorem 4.2. Then we have the following energy inequality
\[ E_h(\eta(h)) + \int_0^h 2R_h(\eta, \partial_t \eta) + \nu \| \varepsilon v \|_{\Omega(t)}^2 + h \| \nabla^{k_0} v \|_{\Omega(t)}^2 \, dt + \int_0^h \frac{\rho f}{2} \| v \|_{\Omega(t)}^2 + \frac{\rho f}{2} \| \partial_t \eta \|_{Q(t)}^2 \, dt \leq E_h(\eta(0)) + \int_0^h \rho f (f, v)_{\Omega(t)} + \rho_s (f \circ \eta, \partial_t \eta)_{Q(t)} \, dt + \int_0^h \frac{\rho f}{2h} \| w \|_{\Omega(t)}^2 + \frac{\rho f}{2h} \| w \circ \eta_0^{-1} \|_{Q(t)}^2 \, dt. \]

**Proof.** We test the equation with the pair \( (\partial_t \eta, v) \). These have the correct coupling and boundary conditions. We need to be careful with regularity here. In the general framework, energy and dissipation require different regularities. This is where the regularized dissipation comes in. From Remark 3.4 we know that \( \partial_t \eta \in L^2([0,h]; W^{2,q}(Q; \mathbb{R}^n)) \) and it thus is a valid test function for \( DE(\eta) \). Testing the equation then gives
\[ 0 = \int_0^h \langle DE_h(\eta), \partial_t \eta \rangle_{Q} + \langle D_2R_h(\eta, \partial_t \eta), \partial_t \eta \rangle_Q + \left( \rho_s \frac{\partial_t \eta - w \circ \eta_0^{-1}}{h}, \partial_t \eta \right)_{Q} + \nu \langle (\partial_t \eta - w \circ \eta_0^{-1})^T (\partial_t \eta), \eta \rangle_{\Omega(t)} + \rho f (f, v)_{\Omega(t)} - \rho_s (f \circ \eta, \partial_t \eta)_{Q(t)} \, dt \]
Now the first term is just the time derivative of the energy and thus its integral is \( E_h(\eta(h)) - E_h(\eta(0)) \) while for the second term we remember that due to the quadratic scaling of the dissipation \( \langle D_2 R_h(\eta, \partial_h \eta), \partial_h \eta \rangle_Q = 2 R_h(\eta, \partial_h \eta) \). Finally we estimate the inertial terms using Young’s inequality in the form of \( \langle a - b, a \rangle = |a|^2 - \langle b, a \rangle \geq \frac{1}{2} |a|^2 - \frac{1}{2} |b|^2 \). Reordering terms according to sign then proves the estimate. 

4.2. Proof of Theorem 1.2. Similar to what we did in Section 3, we will now use solutions to the time-delayed problem to approximate the full problem. The main added difficulty in the proof is in dealing with the inertial effects of the fluid. A particular problem there is that the flow map itself does not persist in the limit for \( h \to 0 \). However since all terms that involve the flow map only ever need it for a flow of length \( h \), the goal is simply to find the right reformulation such that limit quantities still exist. In the same context we note that we only ever hope to obtain weak solutions to the Navier-Stokes subsystem. In particular, the material derivative \( \partial_t v + \nabla v \) turns out to be a problematic term. Finally we note that due to the changing domain, we generally use convergence of \( u \) instead of \( v \). But for this is is quite obvious that \( \partial_t u \) is not a meaningful quantity in any sense (See also Remark 4.20).

With all this in mind, let us begin with the proof.

**Proof of Theorem 1.2, step 1: Constructing another iterative approximation.** We now iteratively construct an approximative solution to the Navier-Stokes equation using solutions to our previous problem in the following sense:

For a fixed \( h \) assume that \( \eta_0 \) with finite energy \( E_h(\eta_0) \) and \( v_0 : \Omega_0 := \Omega \setminus \eta_0(Q) \to \mathbb{R}^n \), \( \text{div} \ v_0 = 0 \) and \( \eta' : Q \to \mathbb{R}^n \) are given. Set \( w_0(t,y) = v_0(y) \) for \( y \in \Omega_0 \) and \( w_0 = \eta' \circ \eta_0^{-1} \) otherwise. \( ^{20} \)

Now for every step, assume that \( \eta_t : Q \to \Omega, w_1 : [0, h] \times \Omega \) and \( \Omega_t := \Omega \setminus \eta_t(Q) \) are known.

We use Theorem 4.2 to construct a solution \( \tilde{\eta}_{t+1},\tilde{v}_{t+1},\Phi_{t+1} \) to the time-delayed problem (4.1) on the interval \([0,h]\) with these as given data. Observe in particular, that \( \Phi_{t+1}(s)(\Omega_t) = \Omega \setminus \tilde{\eta}_{t+1}(s,Q) \).

We define \( \eta_{t+1} = \tilde{\eta}_{t+1}(h,:) \) and \( \Omega_{t+1} = \Omega \setminus \eta_{t+1}(Q) \) and construct

\[ w_{t+1}(t,:) = v_{t+1}(t,:) \circ \Phi_{t+1}(t,:) \circ \Phi_{t+1}(h,:)^{-1}. \]

Then \( E_h(\eta_{t+1}) < \infty \) by the energy inequality Lemma 4.8 and since \( \Phi_{t+1} \) is volume preserving Lemma 4.8 and so we can iterate this until we reach a collision or until \( E(\eta_t) \) or \( w_t \) diverge (as we will see by the next lemma, neither of the last two can happen in finite time).

Now we construct the \( h \)-approximation.

**Definition 4.9** \( (h) \)-approximation. Let \( \langle \eta_{t} \rangle_{t} \) and \( v_{t} \) as constructed before for fixed \( h \). Then we define the approximations \( \eta^{(h)} : [0, T] \times Q \to \Omega, u^{(h)} : [0, T] \times Q \to \mathbb{R}^n \)

\[
\begin{align*}
\eta^{(h)}(t,x) &:= \tilde{\eta}(t-lh,x) & \text{for } t \in [lh, (l+1)h) \\
\Omega^{(h)}(t) &:= \Omega(t-lh) & \text{for } t \in [lh, (l+1)h) \\
v^{(h)}(t,y) &:= v_{t+1}(t-lh,y) & \text{for } t \in [lh, (l+1)h), y \in \Omega^{(h)}(t) \\
u^{(h)}(t,y) &:= v_{t+1}(t,y) & \text{for } t \in [0,T), y \in \Omega^{(h)}(t) \\
u^{(h)}(t,y) &:= \partial_t \eta^{(h)}(t,(\eta^{(h)}(t))^{-1}(y)) & \text{for } t \in [0,T), y \in \Omega^{(h)}(t) \\
\rho^{(h)}(t,y) &:= \rho_f & \text{for } t \in [0,T), y \in \Omega^{(h)}(t) \\
\rho^{(h)}(t,y) &:= \frac{\rho_s}{\det(\nabla \eta^{(h)}(t,(\eta^{(h)}(t))^{-1}(y))))} & \text{for } t \in [lh, (l+1)h), y \notin \Omega_{t}(t) \\
\end{align*}
\]

Moreover for \( y \in \Omega^{(h)}(t) \) and \( s \in [-h,h] \) we define for \( t \in [lh, (l+1)h) \)

\[
\Phi^{(h)}(s,:) := \Phi_{t}(t+s-lh) \circ (\Phi_{t}(t-lh))^{-1} & \text{ if } t+s \in [lh, (l+1)h) 
\]

\(^{20}\)Note that for this first step, \( v_{0} \) and \( \eta' \) do not need to fulfill a coupling condition \( \eta' = v_{0} \circ \eta_{0} \) on \( \partial Q \setminus P \) yet. This is completely reasonable from a mathematical point of view, as initial values will only ever be taken in an \( L^2 \)-sense, so there is no trace-theorem to make sense of this condition.
estimates also ρ only need Φ (s) = Φ_h(t) if lh(l + 1)h ≤ t + s < (l + 2)h, Φ_h(t) := Φ_l−1(t + s − (l − 1)h) ◦ (Φ_l(t − lh))−1 if (l − 1)h ≤ t + s < lh.

For y ∈ η(t, Q) and s ∈ [−h, h] we define

\[ \Phi_s^{(h)}(t) := \Phi^{(h)}(t + s) \circ (\eta(t))^{-1} \]

The map Φ_s^{(h)}(t) is a volume preserving diffeomorphism between Ω^{(h)}(t) and Ω^{(h)}(t + s). The following lemma shows that the map can be extended to a continuous function in space-time.

**Lemma 4.10 (The global flow map).** For all h > 0 there is a flow map that is continuous in time-space satisfying

\[ \partial_s \Phi_s^{(h)}(t, y) = u^{(h)}(t + s, \Phi_s^{(h)}(t, y)). \]

Moreover,

\[ \det(\nabla \Phi_s^{(h)}(t, y)) = 1 \quad \text{for } y \in \Omega^{(h)}(t) \quad \text{and} \]

\[ \det(\nabla \Phi_s^{(h)}(t, y)) = \frac{\rho^{(h)}(t + s, \Phi_s^{(h)}(t, y))}{\rho^{(h)}(t, y)} \quad \text{for } y \in \eta^{(h)}(t, Q). \]

The inverse of the flow map is given by \((\Phi_s^{(h)}(t))^{-1} = \Phi_{-s}^{(h)}(t + s).\)

**Proof.** For all \( y \in \Omega^{(h)}(t) \cup \eta^{(h)}(t, Q) \) we find (by chain rule and Theorem 4.2) that that

\[ \partial_s \Phi_s^{(h)}(t, y) = u^{(h)}(t + s, \Phi_s^{(h)}(t, y)). \]

Since for \( s = 0 \) the function \( \Phi_0^{(h)}(t) = Id \) is trivially continuous over \( \Omega \) and by the a-priori estimates also \( u \) is uniformly Lipschitz continuous (in dependence of \( h \)). Hence by a standard argument for ordinary differential equations \( \Phi_s^{(h)}(t, y) \) is continuous over \( \Omega \).

The identity of the determinant follows by Theorem 4.2 for the fluid part and by chain rule and the definition of \( \rho^{(h)} \) for the solid part. Furthermore the inverse of the flow map is given as the respective flow in the opposite direction, which is verified by considering \((\Phi_s^{(h)}(t))^{-1} = \Phi_{-s}^{(h)}(t + s).)\)

It would also be possible to define \( \Phi_s^{(h)}(t) \) for larger \( s \), but for the remainder of the proof we only need \( s \in [−h, h] \). (See also Remark 4.19 in regards to this).

The weak formulation of the approximate system is

\[ \begin{align*}
&\int_0^T \left\langle DE_h(\eta^{(h)}), \phi \right\rangle + \left\langle DR_h(\eta^{(h)}, \partial_t \eta^{(h)}), \phi \right\rangle + \rho_s \left\langle \frac{\partial \eta^{(h)}(t) - \partial_t \eta^{(h)}(t - h)}{h}, \phi \right\rangle \\
&+ \left\langle \varepsilon v^{(h)}, \varepsilon \xi \right\rangle_{\Omega^{(h)}(t)}, + \rho_f \left\langle v^{(h)}(t) \circ \Phi^{(h)}_h(t - h) - v^{(h)}(t - h), \xi(t) \circ \Phi^{(h)}_h(t - h) \right\rangle_{\Omega^{(h)}(t)} dt \\
&= \int_0^T \rho_s \left\langle f \circ \eta^{(h)}, \phi \right\rangle_Q + \rho_f \left\langle f, \xi \right\rangle_{\Omega^{(h)}(t)} dt
\end{align*} \]

for all \( \phi \in C^0([0, T]; W^{k, 2}(\Omega; \mathbb{R}^n)), \xi \in C^0([0, T]; W^{k, 2}(\Omega; \mathbb{R}^n)) \) satisfying \( \text{div} \xi |_{\partial \Omega} = 0, \xi |_{\partial Q} = 0, \partial_t \eta = \phi \) and the coupling conditions \( \xi \circ \eta = \phi \) and \( u \circ \eta = \partial_t \eta \) in \( Q \). Observe that by the definition of \( \rho^{(h)} \) above, we find by a change of variables the following identity for the global momentum: for the same pair of testfunctions:

\[ \begin{align*}
&\left\langle \frac{\rho^{(h)}u^{(h)}(t) \circ \Phi^{(h)}_h(t - h) - \rho^{(h)}u^{(h)}(t - h)}{h}, \xi(t) \circ \Phi^{(h)}_h(t - h) \right\rangle_{\Omega} \\
&+ \rho_f \left\langle v^{(h)}(t) \circ \Phi^{(h)}_h(t - h) - v^{(h)}(t - h), \xi(t) \circ \Phi^{(h)}_h(t - h) \right\rangle_{\Omega^{(h)}(t - h)} dt \\
&+ \rho_s \left\langle \frac{\partial \eta^{(h)}(t) - \partial_t \eta^{(h)}(t - h)}{h}, \phi \right\rangle.
\end{align*} \]
The a posteriori estimate Lemma 4.8 then leads us to an a-priori estimate for the new iteration:

**Lemma 4.11 (A-priori estimate (full problem)).** We have for any \( t \in [0, T] \)

\[
E_h(\eta^{(h)}(t)) + \int_{t-h}^t \frac{\rho_f}{2} \left\| u^{(h)}(s) \right\|_{\Omega^{(h)}(s)}^2 + \frac{\rho_s}{2} \left\| \partial_t \eta^{(h)}(s) \right\|_Q^2 \, ds + \int_0^t R_h(\nabla \eta^{(h)}, \partial_t \eta^{(h)}) + \nu \left\| \varepsilon u^{(h)}(s) \right\|_{\Omega^{(h)}(s)}^2 + h \left\| \nabla^{h_0} u^{(h)}(s) \right\|_{\Omega^{(h)}(s)}^2 \, ds \\
\leq E_h(\eta_0) + \frac{1}{2} \left\| v_0 \right\|_{\Omega}^2 + \int_0^t \rho_f \left\langle f, u^{(h)}(s) \right\rangle_{\Omega^{(h)}(s)} + \rho_s \left\langle f \circ \eta^{(h)}, \partial_t \eta^{(h)} \right\rangle_Q \, ds,
\]

and moreover there exist \( C, c > 0 \) independent of \( h \) such that

\[
E_h(\eta^{(h)}(t)) + C \int_{t-h}^t \left\| u^{(h)}(s) \right\|_{\Omega^{(h)}(s)}^2 + \left\| \partial_t \eta^{(h)}(s) \right\|_Q^2 \, ds + \int_0^t R_h(\nabla \eta^{(h)}, \partial_t \eta^{(h)}) + \nu \left\| \varepsilon u^{(h)}(s) \right\|_{\Omega^{(h)}(s)}^2 + h \left\| \nabla^{h_0} u^{(h)}(s) \right\|_{\Omega^{(h)}(s)}^2 \, ds \leq C + Ct^2
\]

In both these estimates take \( u^{(h)} \) and \( \partial_t \eta \) to be continued by their initial values for \( t < 0 \).

**Proof.** From Lemma 4.8 applied to the single step, from \( l \) to \( l + 1 \) we get

\[
E_h(\eta_{l+1}) + \int_{l-h}^l \frac{\rho_f}{2} \left\| v_{l+1} \right\|_{\Omega^{(h)}(l)}^2 + \frac{\rho_s}{2} \left\| \partial_t \eta_{l+1} \right\|_Q^2 \, ds + \int_0^l R_h(\nabla \eta_{l+1}, \partial_t \nabla \eta_{l+1}) + \nu \left\| \varepsilon v_{l+1} \right\|_{\Omega^{(h)}(l)}^2 + h \left\| \nabla^{h_0} v_{l+1} \right\|_{\Omega^{(h)}(l)}^2 \, ds dt \\
\leq E_h(\eta_l) + \int_{l-h}^l \frac{\rho_f}{2} \left\| v_l \right\|_{\Omega^{(h)}(l)}^2 + \frac{\rho_s}{2} \left\| w_l \circ \eta_l \right\|_Q \, ds + \int_0^l \left\langle f, v_{l+1} \right\rangle_{\Omega^{(h)}} + \rho_s \left\langle f \circ \eta_l, \partial_t \eta_l \right\rangle_Q \, ds
\]

for \( s \in [0, h] \). Now per construction \( \left\| v_l(t, \cdot) \right\|_{\Omega} = \left\| v_l(t, \cdot) \right\|_{\Omega_{l-1}} \) and \( \left\| w_l \circ \eta_l \right\|_Q = \left\| \partial_t \eta_l \right\|_Q \) thus we can use a telescope argument to get the first energy inequality as we did in Lemma 3.6.

Next we use Young’s inequality on the two force terms to obtain

\[
\int_0^t \rho_f \left\langle f, v^{(h)} \right\rangle_{\Omega^{(h)}(s)} + \rho_s \left\langle f \circ \eta, \partial_t \eta^{(h)} \right\rangle_Q \, ds \\
\leq \int_0^t \frac{1}{\delta} \left( \rho_f \left\| f \right\|_{\Omega^{(h)}(s)}^2 + \rho_s \left\| f \circ \eta \right\|_Q^2 \right) + \frac{\delta}{2} \left( \rho_f \left\| v^{(h)} \right\|_{\Omega^{(h)}(s)}^2 + \rho_s \left\| \partial_t \eta^{(h)} \right\|_Q^2 \right) \, ds \\
\leq \frac{C}{\delta} t \left| f \right|_{\infty}^2 + \int_0^t \frac{\delta \rho_f}{2} \left\| v^{(h)} \right\|_{\Omega^{(h)}(s)}^2 + \frac{\delta \rho_s}{2} \left\| \partial_t \eta^{(h)} \right\|_Q^2 \, ds.
\]

Now dropping all other non-negative terms on the left hand side and extending the interval to \([0, T] \), we have

\[
\int_{t-h}^t \frac{\rho_f}{2} \left\| v^{(h)} \right\|_{\Omega^{(h)}(s)}^2 + \frac{\rho_s}{2} \left\| \partial_t \eta^{(h)} \right\|_Q^2 \, ds + \int_0^T R_h(\nabla \eta^{(h)}, \partial_t \eta^{(h)}) + \nu \left\| \varepsilon v^{(h)} \right\|_{\Omega^{(h)}(s)}^2 + h \left\| \nabla^{h_0} v^{(h)} \right\|_{\Omega^{(h)}(s)}^2 \, ds dt \\
\leq E(\eta_0) - E_{\min} + \frac{1}{2} \left\| \eta_0 \right\|_{\Omega}^2 + \frac{C}{\delta} T \left| f \right|_{\infty}^2 + \int_0^T \frac{\delta \rho_f}{2} \left\| v^{(h)} \right\|_{\Omega^{(h)}}^2 + \frac{\delta \rho_s}{2} \left\| \partial_t \eta^{(h)} \right\|_Q^2 \, ds dt
\]

and summing over intervals for \( T = hN \) thus gives

\[
\int_0^T \frac{\rho_f}{2} \left\| v^{(h)} \right\|_{\Omega^{(h)}}^2 + \frac{\rho_s}{2} \left\| \partial_t \eta^{(h)} \right\|_Q^2 \, ds dt \leq \sum_{l=1}^N h \int_{l-1}^l \frac{\rho_f}{2} \left\| v^{(h)} \right\|_{\Omega^{(h)}}^2 + \frac{\rho_s}{2} \left\| \partial_t \eta^{(h)} \right\|_Q^2 \, ds dt \\
\leq hN \left( C + \frac{C}{\delta} T \left| f \right|_{\infty}^2 + \int_0^T \frac{\delta \rho_f}{2} \left\| v^{(h)} \right\|_{\Omega^{(h)}}^2 + \frac{\delta \rho_s}{2} \left\| \partial_t \eta^{(h)} \right\|_Q^2 \, ds dt \right)
\]

from which as before in Theorem 3.2 choosing \( \delta = \frac{1}{T} \) yields the desired estimate.

\[ \square \]

**Corollary 4.12 (Minimal no collision time).** Assume that \( \eta_0 \notin \partial \mathcal{E} \). Then there is a \( T > 0 \) depending only on \( \eta_0, v_0 \) and \( f \) such that \( \eta_t \) and \( \eta_t \) are injective on \( \Omega \) for all \( h \) small enough and \( hT \leq T \), i.e. we have \( \eta_t(t) \notin \partial \mathcal{E} \) and thus there is no collision.
Proof. From the final estimate in the proof of Lemma 4.11 we get
\[ \|\eta_N - \eta_0\|_Q^2 = \left( \sum_{i=0}^{N-1} \left\| \int_0^T \partial_t \tilde{\eta}_i dt \right\|_Q^2 \right) \leq \int_0^T \|\partial_t \tilde{\eta}_i\|_Q^2 dt \leq TC(1 + T^2). \]
Using this bound for small enough \( T \) then allows us to apply the short-distance injectivity result Proposition 2.7.

As a direct consequence of the uniform bounds of \( \det(\nabla \eta(h)) \), the definition of \( R_h \) and Lemma 2.11, we find that

**Corollary 4.13 (Korn-type estimate).** There is a constant just depending on the energy estimate in Lemma 4.11, such that
\[
\sup_{t \in [0,T-h]} \left( \int_t^{t+h} \|u(t)\|_Q^2 + \int_0^T \left\| \partial_t \eta(h) \right\|^2_{W_1,2(Q)} + \left\| u(h) \right\|^2_{W_1,2(\Omega)} dt \right) \leq C,
\]
\[
\sup_{t \in [0,T]} \left( \int_t^{t+h} \left\| \eta(h) \right\|^2_{W_2,2(\Omega)} + \sqrt{h} \left\| \partial_t \eta(h) \right\|^2_{W_0,2(\Omega)} + \left\| u(h) \right\|^2_{W_1,2(\Omega)} \right) \leq C.
\]

**Proof of Theorem 1.2, step 2: The weak time-derivative.** The weak time-derivative in the framework of incompressible fluids is a delicate issue due the fat that it is merely in the dual of functions that are solenoidal on the fluid-domain. We introduce here a subtle estimate which is essential in order to pass to the limit with the convective term which, ever since the days of Leray, has been the major challenge in the existence theory for PDE’s involving Navier-Stokes equations; in particular in the field of fluid-structure interactions (see for instance [Len15]).

In the following, we may understand \( \partial_t \eta(h) \) and \( u(h) \) to be extended by their initial values for \( t \in [-h,0] \).

**Lemma 4.14 (Length h bounds (fluid)).** Fix \( T > 0 \). Then there exists a constant \( C \) depending only on the initial data, such that the following holds:
\[
1. \int_0^T \left\| \partial_t \eta(h) - \partial_t \eta(\xi) \right\|_{H^{-m}(Q)}^2 dt \leq C
\]
\[
2. \left\| \xi(t) - \xi(t-s_0) \circ \Phi_{-s_0}(t) \right\|_{\Omega} \leq Ch \text{ Lip}(\xi) \text{ for all } \xi \in C_0^\infty([0,T] \times \Omega), s_0 \in [-h,0]
\]
\[
3. \left\| \xi - \xi \circ \Phi_{s_0}(t-h) \right\|_{\Omega} \leq Ch \text{ Lip}(\xi) \text{ for all } \xi \in C_0^\infty(\Omega), s_0 \in [0,h]
\]

**Proof.** The first estimate is shown in almost the same way as Lemma 3.7. While we need to construct a matching \( \xi \), this can be set to 0 on the fluid-domain and thus have no impact.

For the second let \( \xi \in C_0^\infty([0,T] \times \Omega; \mathbb{R}^n) \) and calculate
\[
\int_{\Omega} \left\| \xi(t) - \xi(t-s_0) \circ \Phi_{s_0}(t) \right\|^2 dy
\]
\[
= \int_{\Omega} \left\| \int_{-s_0}^0 \partial_s \left( \xi(t+s) \circ \Phi_{s_0}(t) \right) ds \right\|^2 dy
\]
\[
= \int_{\Omega} \int_{-s_0}^0 \left\| \nabla \xi(t+s) \cdot u(h)(t+s) + \partial_t \xi(t+s) \right\|_{\Phi_{s_0}(t)}^2 dy ds
\]
\[
\leq s_0 \int_{-s_0}^0 \int_{\Omega} \left\| \nabla \xi(t+s) \cdot u(h)(t+s) + \partial_t \xi(t+s) \right\|_{\Phi_{s_0}(t)}^2 dy ds
\]
\[
\leq h^2 \text{ Lip}(\xi)^2 \int_{t-h}^t \int_{\Omega} \left\| \nabla \xi(t+s) \cdot u(h)(t+s) \right\|_{\Phi_{s_0}(t)}^2 + 1 ds
\]
\[
\leq Ch^2 \text{ Lip}(\xi)^2 \int_{t-h}^t \left( \left\| u(h)(s,) \right\|_{\Omega} + 1 \right)^2 ds
\]
using the uniform bounds of \( \det(\nabla \eta(h)(t+s)) \) (see the characterization in Lemma 4.10) and the velocity Corollary 4.13. This implies (2). The third assertion follows by the very same arguments.

The next proposition estimates the weak time-derivative of the momentum equation.
Proposition 4.15. There is a $m \geq k_0$ and a constant just depending on the uniform energy bound, such that for all $\xi \in C^0([0,T]; W^{m,2}_0(\Omega; \mathbb{R}^n))$ with $\{\text{div}\, \xi|_{\partial \Omega} = 0\}$ for all $t \in [0,T]$, then

$$
\int_0^T \left\langle \left( \frac{(\rho^{(h)}u^{(h)})(t) - (\rho^{(h)}u^{(h)})(t-h)}{h}, \xi(t) \right) \right\rangle \Omega dt \leq C \|\xi\|_{L^2([a,b]; W^{m,2}(\Omega))}
$$

for all $0 \leq a < b \leq T$.

Proof. Let $\xi \in C^0([0,T] \times \Omega; \mathbb{R}^n)$ with $\text{div}\, \xi(t) = 0$ on $\Omega^{(h)}(t)$ for all $t \in [0,T]$ and define $\phi := \xi \circ \eta^{(h)}$. Let us first split the integrand into two along the flow map.

Now we estimate the first of those using the weak equation (4.4):

$$
\int_0^T |J_1(t)| dt = \int_0^T \rho_s \left\langle \frac{\partial \eta^{(h)}(t) - \partial \eta^{(h)}(t-h)}{h}, \phi \right\rangle dt + \rho_f \left\langle \frac{u^{(h)}(t) \circ \Phi_k^{(h)}(t-h) - u^{(h)}(t-h)}{h}, \xi(t) \circ \Phi_k^{(h)}(t-h) \right\rangle_{\Omega^{(h)}(t-h)} - \rho_f \left\langle f, \xi \right\rangle_{\Omega(t)} + \rho_s \left\langle f \circ \eta, \phi \right\rangle_{\Omega(t)} dt
$$

$$
\leq \int_0^T \left\langle D\eta^{(h)}, \phi \right\rangle + h^{a_0} \left\langle \nabla^{k_0} \eta^{(h)}, \nabla^{k_0} \phi \right\rangle_{\Omega^{(h)}} + \left\langle D_2 R_k(\eta^{(h)}, \partial \eta^{(h)}), \phi \right\rangle + h \left\langle \nabla^{k_0} \partial \eta^{(h)}, \nabla^{k_0} \phi \right\rangle_{\Omega^{(h)}} + \nu \left\langle \varepsilon u^{(h)}, \varepsilon \xi \right\rangle_{\Omega^{(h)}} + h \left\langle \nabla^{k_0} u^{(h)}, \nabla^{k_0} \xi \right\rangle_{\Omega^{(h)}}
$$

$$
\leq c \int_0^T \left\| D\eta^{(h)} \right\|_{W^{-2,q}(Q)} \left\| \xi(t) \right\|_{W^{2,q}(\Omega)} \left\| \eta^{(h)}(t) \right\|_{W^{2,q}(Q)} + \left\| D_2 R_k(\eta^{(h)}, \partial \eta^{(h)}) \right\|_{W^{-1,2}(Q)} \left\| \xi(t) \right\|_{W^{2,q}(\Omega)} \left\| \eta^{(h)}(t) \right\|_{W^{2,q}(Q)} + \left\| \eta^{(h)}(t) \right\|_{W^{k_0,2}(Q)} \left\| \xi(t) \right\|_{C^{k_0}(\Omega)} + \left\| \partial \eta^{(h)}(t) \right\|_{W^{k_0,2}(Q)} \left\| \xi(t) \right\|_{C^{k_0}(\Omega)} + \left\| u^{(h)}(t) \right\|_{W^{k_0,2}(Q)} \left\| \xi \right\|_{W^{k_0,2}(Q)} + \| f \|_{\infty} \left\| \xi \right\|_{\Omega(t)} dt
$$

where we used that by Proposition A.4 we have $\| \phi(t) \|_{W^{2,q}(Q)} \leq c \| \xi(t) \|_{W^{2,q}(\Omega)} \left\| \eta^{(h)}(t) \right\|_{W^{2,q}(Q)}$ and $\| \phi(t) \|_{W^{k_0,2}(Q)} \leq c \| \xi(t) \|_{C^{k_0}(\Omega)} \left\| \eta^{(h)}(t) \right\|_{W^{k_0,2}(Q)}$. Now from the energy estimate we know that $\| \eta^{(h)}(t) \|_{W^{2,q}(Q)}$ and $h^{a_0/2} \| \eta^{(h)}(t) \|_{W^{k_0,2}(Q)}$ are uniformly bounded in $h$ and $t$. Thus every term is a product of a quantity which has (at least) a uniform $L^2([0,T])$-bound using the energy estimate and a term which can be estimated against $\| \xi(t) \|_{C^{k_0}(\Omega)}$. Choosing $m$ such that $W^{m,2}(\Omega)$ embeds into $C^{k_0}(\Omega)$ then gives us

$$
\int_0^T |J_1(t)| dt \leq C \|\xi\|_{L^2([0,T]; W^{m,2}(\Omega))}
$$

For the other term we first note that by the density preserving nature of $\Phi$ we have

$$
\left\langle \left( \frac{(\rho^{(h)}u^{(h)})(t-h) \circ \Phi_k^{(h)}(t-h)}{h}, \xi(t) \right) \right\rangle_{\Omega} = \left\langle (\rho u^{(h)})(t-h), \xi(t) \circ \Phi_k^{(h)}(t-h) \right\rangle_{\Omega}
$$
and thus
\[ J_2(t) = \left\langle (\rho(h)u(h))(t - h), \frac{\xi(t) - \xi(t) \circ \Phi_h(t - h)}{h} \right\rangle_{\Omega} \leq \left\| (\rho u^h)(t - h) \right\|_{\Omega} C \text{Lip}(\xi(t)) \]
using Lemma 4.14 (3), which is estimated by the uniform \( L^\infty \) bounds of \( \rho(h) \) and Corollary 4.13.

**Proof of Theorem 1.2, step 3: Convergence to the limit.** Now we again use our uniform bounds, this time in \( h \) to converge to a limit equation for \( h \to 0 \). By the usual compact embeddings we conclude the following:

**Lemma 4.16.** There exists a sub-sequence (still written \( h \to 0 \)) and limit functions \( \eta : [0, T] \times Q \to \Omega, \nu : \Omega \to \mathbb{R}^n \) such that
\[
\eta^{(h)} \to \eta \quad \text{in } C_w([0, T]; W^{2,q}(Q; \mathbb{R}^n))
\]
\[
\partial_t \eta^{(h)} \to \partial_t \eta \quad \text{in } L^2([0, T]; W^{1,2}(Q; \mathbb{R}^n))
\]
\[
u^{(h)} \to \nu \quad \text{in } L^2([0, T]; W^{1,2}(\Omega))
\]

**Proof.** Proceeding like in previous proofs, using the estimates from Lemma 4.11 we have bounds on \( E(\eta^{(h)}(t)) \) independent of \( t \) and \( h \) and on \( \int_0^T R(\eta^{(h)}, \partial_t \eta^{(h)})dt \) independent of \( h \). Thus by the assumption on energy and dissipation, the sequence \( (\eta^{(h)})_h \) is uniformly bounded in \( L^\infty([0, T]; W^{2,q}(Q; \mathbb{R}^n)) \cap W^{1,2}([0, T]; W^{1,2}(Q; \mathbb{R}^n)) \) which allows us to pick a subsequence and a limit \( \eta \) in the same space, fulfilling the first set of convergences.

Finally we use the global Korn-inequality Lemma 2.11 to show that \( \int_0^T \| u^{(h)}(t) \|_{W^{1,2}(\Omega)}^2 dt \) is uniformly bounded and extract a limit \( u \) (after possibly another subsequence). 

Exactly by the same argument as was done in Lemma 3.8 and Lemma 3.9 we get:

**Corollary 4.17** (Aubin-Lions & Minty (coupled solid)). Let \( w^{(h)} : t \to \int_{t-h}^{t} \partial_t \eta^{(h)} ds \). We have (for a subsequence \( h \to 0 \))
\[
w^{(h)} \to \partial_t \eta \quad \text{in } L^2([0, T]; L^2(Q; \mathbb{R}^n)) \quad \text{and } \eta^{(h)} \to \eta \quad \text{in } L^q(0, T; W^{2,q}(Q)).
\]

In particular for almost all \( t \in [0, T] \) we have
\[
DE(\eta^{(h)}(t)) \to DE(\eta(t)) \quad \text{in } W^{-2,q}(Q; \mathbb{R}^n).
\]

We now want to prove a similar result for the Eulerian velocity \( \tilde{u}^{(h)} \). While we have an estimate on the time derivative of \( \int_0^t \rho(h)u^{(h)}(t + s)ds \) in the form of Proposition 4.15, this estimate is in a dual space of functions which are divergence free on the fluid domain and thus in a \( t \) and \( h \)-dependent space. As a consequence, we are no longer in the realm of classic Aubin-Lions type theorems and instead need to prove a similar result directly.

**Lemma 4.18** (Aubin-Lions (fluid)). For each \( t \in [0, T], h > 0 \) we define \( \tilde{u}^{(h)}(t) \in L^2(\Omega; \mathbb{R}^n) \) by
\[
\tilde{u}^{(h)}(t) := \int_{t-h}^{0} (\rho^{(h)}u^{(h)})(t + s) ds.
\]
For all \( \delta > 0 \) (sufficiently small) there exists a subsequence \( h \to 0 \) such that for all \( A \in C_0^\infty([0, T] \times \Omega; \mathbb{R}^{n \times n}) \)
\[
\int_0^T \left\langle (u^{(h)})_\delta, A\tilde{u}^{(h)} \right\rangle_{\Omega} dt \to \int_0^T \left\langle ((u)_\delta, A\nu) \right\rangle_{\Omega} dt,
\]
where \( \langle \cdot \rangle_\delta \) is the operator defined in Proposition 2.22.

**Proof.** We begin the proof with a couple of observations. First as the operator \( \langle \cdot \rangle_\delta \) introduced in Proposition 2.22 is (bounded) and linear, we find that (for a subsequence) \( (u^{(h)})_\delta \to (u)_\delta \) with \( h \to 0 \) in \( L^2(0, T; W^{1,2}(\Omega)) \).

Next, as \( \tilde{u}^{(h)} \) is uniformly bounded in \( L^\infty(0, T; L^2(\Omega)) \) we find that it (after choosing a subsequence) possesses a weak* limit \( \tilde{u} \in L^\infty(0, T; L^2(\Omega)) \). Since for \( \xi \in C_0^\infty([0, T] \times \Omega) \) we have
\[
\int_0^T \left\langle \tilde{u}^{(h)}, \xi \right\rangle_{\Omega} dt = \int_{-h}^0 \int_0^T \left\langle (\rho^{(h)}u^{(h)})(t + s), \xi(t) \right\rangle_{\Omega} dt ds.
\]
we also know that \( \tilde{u} = \rho u \) almost everywhere. Next take a sequence \( h_i \to 0 \) which satisfies all the above convergences, including the strong convergence of Corollary 4.17. Next fix \( \epsilon > 0 \). We aim to show that there is a \( N_\epsilon \), such that for another (non-relabeled) subsequence and all \( j > i > N_\epsilon \)

\[
(4.6) \quad \left| \int_0^T \left\langle (u^{(h_i)}(t))_\delta, A(\tilde{u}^{(h_i)}(t) - \tilde{u}^{(h_j)}(t)) \right\rangle_\Omega \, dt \right| \leq c\epsilon,
\]

which implies the result. Our strategy follows the approach introduced in [MS19, Theorem 6.1].

This means we will choose the regularizing parameter \( \delta \) in dependence of \( \epsilon \), the time step \( \sigma \) in terms of \( \delta \) and the number \( N_\epsilon \) in dependence of \( \sigma \). However, in contrast to the approach there, we first use the uniform convergence of \( \eta^{(h)} \) that allows for any given \( \delta > 0 \) to take \( h \) small enough (\( N_\epsilon \) large enough), such that for \( \tilde{\Omega}_\delta(t) = \cap_{i \geq N_\epsilon} \tilde{\Omega}^{(h_i)}(t) \) and \( \tilde{\Omega}_\delta(t) = \cup_{i \geq N_\epsilon} \tilde{\Omega}^{(h_i)}(t) \) satisfy

\[
(4.7) \quad \sup_{t \in [0,T]} \sup_{i \geq N_\epsilon} \left( \left| \Omega^{(h_i)}(t) \setminus \tilde{\Omega}_\delta(t) \right| + \left| \tilde{\Omega}_\delta(t) \setminus \Omega^{(h_i)}(t) \right| \right) \leq \delta.
\]

Next we may use the approximation introduced in Proposition 2.22 for \( u^{(h_i)} \). The regularity of the domain allows to assume that

\[
(\text{div}(u^{(h_i)}))_\delta(t) = 0 \quad \text{in } \tilde{\Omega}_\delta(t).
\]

Moreover Proposition 2.22 implies that for almost every time \( t \) and every \( m \in \mathbb{N} \)

\[
\left\| (u^{(h_i)}(t))_\delta \right\|_{W^{m,2}(\Omega)} \leq c(\delta, m) \left\| u^{(h_i)}(t) \right\|_{W^{1,2}(\Omega)} (4.8)
\]

\[
\left\| u^{(h_i)} \right\|_{L^2([0,T];W^{1,2}(\Omega))} \leq c \left\| u^{(h_i)} \right\|_{L^2([0,T];W^{1,2}(\Omega))}.
\]

The \( \delta \) will be chosen later depending on \( \epsilon \). Furthermore we choose (in dependence of \( \delta \)) \( \sigma > 0 \), \( N \in \mathbb{N} \) such that \( T = N \sigma \). Now for any \( k \in \{0, \ldots, N\} \)

\[
\left\| \tilde{u}^{(h_i)}(\sigma k) \right\|_\Omega^2 \leq \int_{k\sigma - h}^{k\sigma} \left\| (\rho^{(h)} u^{(h)}) \right\|_\Omega^2 \, dt \leq C \left\| \rho^{(h)} \right\|_\infty \leq C \rho_{\text{max}}
\]

by the volume density-preserving nature of \( \Phi \) and where \( C \) is constant derived from Lemma 4.11 and \( \rho_{\text{max}} \) is a uniform upper bound on the density in fluid and solid, which can be easily derived from the energy bounds. As usual we continue \( u \) and \( \partial_t \eta \) by their initial data. We can thus use the compact embedding to find a subsequence \( h_i \to 0 \) such that \( \tilde{u}^{(h_i)}(\sigma k) \) converges strongly in \( H^{-1}(\Omega; \mathbb{R}^n) \) for all \( k \in \{0, \ldots, N - 1\} \). In particular we can choose the \( N_\epsilon \) in such a way that for all \( i, j \geq N_\epsilon \) and all \( k \in \{0, \ldots, N - 1\} \)

\[
\left\| \tilde{u}^{(h_i)}(\sigma k) - \tilde{u}^{(h_j)}(\sigma k) \right\|_{H^{-1}(\Omega)} \leq \epsilon.
\]

Now we estimate for \( t \in [\sigma k, \sigma (k + 1)] \)

\[
\left\langle (u^{(h_i)}(t))_\delta, A(\tilde{u}^{(h_i)}(t) - \tilde{u}^{(h_j)}(t)) \right\rangle_\Omega
\]

\[
= \left\langle (u^{(h_i)}(t))_\delta, A\tilde{u}^{(h_i)}(t) - A\tilde{u}^{(h_j)}(\sigma k) \right\rangle_\Omega + \left\langle (u^{(h_i)}(t))_\delta, A(\tilde{u}^{(h_i)}(\sigma k) - \tilde{u}^{(h_j)}(\sigma k)) \right\rangle_\Omega
\]

\[
+ \left\langle (u^{(h_i)}(t))_\delta, A\tilde{u}^{(h_j)}(\sigma k) - A\tilde{u}^{(h_j)}(t) \right\rangle_\Omega =: I(t) + II(t) + III(t).
\]

Now for \( i, j \geq N_\epsilon \) we find using the bounds on the approximability and the strong convergence in \( H^{-1} \)

\[
\int_0^T II(t) \, dt \leq C\epsilon.
\]

The other two terms are estimated using the continuity in time of \( \tilde{u}^{(h_i)} \). Indeed we find that

\[
\partial_\theta \tilde{u}^{(h_i)}(\theta, y) = \partial_\theta \left( \int_{-h}^0 (\rho^{(h_i)} u^{(h)})((\theta + s) \circ \Phi_s^{(h_i)}) \, ds \right)
\]
as well as

\[
\rho_t^h u^h(t) \eta^h(t) \bigg|_{\Omega(t)} = \frac{1}{h} \partial_\theta \left( \int_{\theta - h}^\theta (\rho(h \epsilon^h)) (s) ds \right) - \frac{(\rho(h \epsilon^h)) (\theta) - (\rho(h \epsilon^h)) (\theta - h)}{h}
\]

and thus

\[
\int_0^T I(t) \, dt \leq \sum_k \int_{\sigma_{k}}^{\sigma_{(k+1)}} \int_{\theta_{k}}^{\theta_{(k+1)}} \left( \langle u^{h}(\theta) \rangle_{\delta, A} (\rho^{h}(\epsilon^h)) (\theta) - (\rho^{h}(u^{h}(\theta))) (\theta - h) \right) \, d\theta \, dt \\
= \sum_k \int_{\sigma_{k}}^{\sigma_{(k+1)}} \int_{\theta_{k}}^{\theta_{(k+1)}} \left( \langle u^{h}(\theta + s) \rangle_{\delta, A} (\rho^{h}(u^{h}(\theta))) (\theta) - (\rho^{h}(u^{h}(\theta))) (\theta - h) \right) \, ds \, d\theta \\
\leq \| A \|_{\infty} \int_{0}^{T} \left\| \langle u^{h}(\theta + s) \rangle_{\delta} \right\|_{L^2([0,T];W^{m,2}(\Omega))} \, ds \leq \| A \|_{\infty} C_{\delta} \| u^{h} \|_{L^2([0,T];W^{1,2}(\Omega))}
\]

using Proposition 4.15.

Since an analogous estimate on (III)(t) is possible, we find (4.6) by choosing \( \sigma \) small enough in dependence of \( \epsilon \).

Observe that in particular, due to the strong convergence of \( \partial_t \eta^h \) (and consequently \( u \) on \( \eta^h(t, Q) \))

\[
\int_{0}^{T} \left( \langle u^{h}(\theta) \rangle_{\delta, A} \hat{\eta}^{h} \right)_{\Omega(t)} \, dt \rightarrow \rho f \int_{0}^{T} \langle (u) \rangle_{\delta, A} \hat{u} \rangle_{\Omega(t)} \, dt,
\]

for all \( A \in C_0^\infty(\Omega) \).

Finally we show that the limit is a weak solution to the full system Definition 1.1 and thus prove Theorem 1.2:

Proof of Theorem 1.2, Step 3a: Passing to the limit with the coupled PDE. In the following we assume that \( T \) is small enough, such that a sequence of approximate solutions \( (\eta^h, u^h) \) exist on the interval \([0, T + h]\). Later it will be discussed how to prolong the solution up to the point of contact.

As before in Proposition 2.20 and Theorem 4.2, we use Proposition 2.22 to restrict ourselves to test functions \( \xi \in C_0^\infty(\Omega; \mathbb{R}^n) \) with \( \text{div} \xi = 0 \) in a neighborhood of \( \Omega(t) \). We then construct \( \phi^h := \xi \circ \eta^h \) and proceed to the limit with the terms of time discrete approximations. As before we get

\[
\int_{0}^{T} \left\langle D\epsilon(\eta^h(t)), \phi^h(t) \right\rangle + \left\langle DR_\epsilon(\eta^h(t), \partial_t \eta^h(t)), \phi^h(t) \right\rangle dt \\
\rightarrow \int_{0}^{T} \left\langle D\epsilon(\eta(t)), \phi \right\rangle + \left\langle DR(\eta(t), \partial_t \eta(t)), \phi \right\rangle dt
\]
as well as

\[
\int_{0}^{T} \rho_x \left( f \circ \eta^h(t), \phi^h(t) \right) _{Q} + \rho f (f, \xi)_{\Omega^h(t)} dt \rightarrow \int_{0}^{T} \rho_x (f \circ \eta, \phi) _{Q} + (f, \xi)_{\Omega(t)} dt
\]

and

\[
\int_{0}^{T} \nu \left( \epsilon u^h(t), \epsilon \xi \right) _{\Omega^h(t)} dt \rightarrow \int_{0}^{T} \nu (\epsilon u, \epsilon \xi)_{\Omega(t)} dt.
\]

What is left are the inertial terms. For the solid as in Theorem 3.2, we transfer the difference quotient onto the test function to get

\[
\int_{0}^{T} \left\langle \partial_t \eta^h(t) - \partial_t \eta^h(t - h), \phi^h(t) \right\rangle dt
\]
The last term is estimated by Hölder’s inequality and Sobolev embedding. Indeed, for the left hand side is bounded by $h \|\nabla \xi(t)\|_{\Omega(t)}$. Using (4.8) we know that this term vanishes for $\delta \to 0$ (uniformly in $h$). For the first term we expand

$$I^\delta_t = \int_0^T \left\langle (u^{\delta})(t), \partial_t \left( \xi(t) \circ \Phi_h(t) - \xi(t) \right) \right\rangle_{\Omega(t)} dt$$

The third term above we may use Lemma 4.14 to show that the third term converges to zero with $h \to 0$. For the left hand side is bounded by $h \text{Lip}((u^{\delta})(t)) \leq hC_\delta \|u^{\delta}(t)\|_{H^{1/2}}$ which proves that the term vanishes for $h \to 0$. For the left term we wish to use Lemma 4.18. For that we take $A_s \in C^0([0, T]; C^0_0(\Omega_s))$, such that $A_s(t) \to \chi_{\Omega(t)}$ almost everywhere. Hence we find by (4.9) that

$$\lim_{h \to 0} I^\delta_t = \lim_{h \to 0} \int_0^T \left\langle (u^{\delta})(t), \partial_t \left( \xi(t) \circ \Phi_h(t) - \xi(t) \right) \right\rangle_{\Omega(t)} dt$$

Since $\|\nabla (\xi(t) - \xi(t+s))\|_{L^\infty(\Omega)} \leq c_h \|\nabla \xi\|_{L^\infty([0,T] \times \Omega)}$ the second term converges to zero with $h \to 0$. For the third term above we may use Lemma 4.14 to show that the $L^2$-norm of the left hand side is bounded by $h \text{Lip}((u^{\delta})(t)) \leq hC_\delta \|u^{\delta}(t)\|_{H^{1/2}}$ which proves that the term vanishes for $h \to 0$. For the left term we wish to use Lemma 4.18. For that we take $A_s \in C^0([0, T]; C^0_0(\Omega_s))$, such that $A_s(t) \to \chi_{\Omega(t)}$ almost everywhere. Hence we find by (4.9) that

$$\lim_{h \to 0} I^\delta_t = \lim_{h \to 0} \int_0^T \left\langle (u^{\delta})(t), \partial_t \left( \xi(t) \circ \Phi_h(t) - \xi(t) \right) \right\rangle_{\Omega(t)} dt$$

The last term is estimated by Hölder’s inequality and Sobolev embedding. Indeed, for $a < \frac{n}{n-2}$ we find by (4.8)

$$\left| \int_0^T \int_0^h \left\langle (u^{\delta})(t), (u^{\delta})(t+s) \cdot \nabla \xi(t)(A_s(t) - \chi_{\Omega_s(t)})(t+s) \right\rangle_{\Omega(t)} ds dt \right|$$

$$\leq \int_0^T \left\| (u^{\delta})(t) \right\|_{L^{2a}(\Omega)} \int_0^h \left\| (u^{\delta})(t+s) \right\|_{L^{2a'}(\Omega)} ds dt$$
\[
\leq c \left\| (u^{(h)})_{\varepsilon}(t) \right\|_{L^2([0,T];W^{1,2}(\Omega))} \sup_{t \in T} \left( \int_0^h \left\| u^{(h)}(t+s) \right\| ds \right)^{1/2} \\
\times \left( \int_0^h \left\| (A_\delta(t) - \chi_{\Omega^{(h)}}(t+s)) \right\|_{L^2([0,T];L^{2\sigma'}(\Omega))} ds \right)^{1/2} \\
\leq c \left( \int_0^h \left\| (A_\delta(\cdot) - \chi_{\Omega^{(h)}}(\cdot+s)) \right\|_{L^2([0,T];L^{2\sigma'}(\Omega))} ds \right)^{1/2}.
\]

Since by the strong convergence of \( \eta^{(h)} \) and \( \Omega^{(h)} \) we find that
\[
\lim_{h \to 0} \left( \int_0^h \left\| (A_\delta(\cdot) - \chi_{\Omega^{(h)}}(\cdot+s)) \right\|_{L^2([0,T];L^{2\sigma'}(\Omega))} ds \right)^{1/2} = \left\| (A_\delta - \chi_{\Omega}) \right\|_{L^2([0,T];L^{2\sigma'}(\Omega))}
\]
we finally gain by passing with \( \delta \to 0 \) that
\[
\lim_{\delta \to 0} \lim_{h \to 0} (-I^{\delta,h} + II^{\delta,h}) = -\int_0^T \langle u, \partial_t \xi - u \cdot \nabla \xi \rangle_{\Omega(t)} dt.
\]

Thus we have shown that we obtain the right equation in the limit:
\[(4.10)\]
\[
\int_0^T -\rho_s \langle \partial_t \eta, \partial_t \phi \rangle_Q - \rho_s \langle \varepsilon, \partial_t \xi - v \cdot \nabla \xi \rangle_{\Omega(t)} + \langle DE(\eta), \phi \rangle_Q + \langle D_2 R(\eta, \partial_t \eta), \phi \rangle_Q + \nu \langle \varepsilon v, \varepsilon \xi \rangle_{\Omega(t)} dt
\]
\[
= \int_0^T \rho_s \langle f \circ \eta, \phi \rangle_Q + \rho_f \langle f, \xi \rangle_{\Omega(t)} dt - \rho_s \langle \eta_s, \phi(0) \rangle_Q - \rho_f \langle \nu_0, \xi(0) \rangle_{\Omega(0)}.
\]

**Proof of Theorem 2.2, Step 3b: Reconstruction of the pressure.** As we do not want to consider the time-derivatives of the operator \( \mathcal{B} \) we cannot go along the same lines as in the proof of Theorem 2.2. Instead we have to proceed in a global manner. We construct the pressure as a distribution.

Let \( \psi \in C^\infty_0([0,T] \times \Omega) \). Take \( \mathcal{B} \) to be the operator of Theorem 2.21 with respect to the domain \( \Omega \). To apply this operator to \( \psi \), we need to normalize its mean by picking a \( \tilde{\psi} \in C^\infty_0([0,T] \times \Omega) \) with \( \text{supp}(\tilde{\psi}(t)) \cap \Omega(t) = \emptyset \) and \( \int_\Omega \tilde{\psi}(t) dy = -\int_\Omega \tilde{\psi}(t) dy \) for all \( t \in [0,T] \).

Now let \( \xi(t) := \mathcal{B}(\psi(t) + \tilde{\psi}(t)), \phi(t,x) := \xi(t,\eta(t,x)) \) and define a linear operator by
\[
P(\psi) := \int_0^T \langle DE(\eta(t)), \phi \rangle_Q + \langle D_2 R(\eta(t), \partial_t \eta(t)), \phi \rangle_Q + \nu \langle \varepsilon v, \varepsilon \xi \rangle_{\Omega(t)}
\]
\[
- \rho_f \langle f, \xi \rangle_{\Omega(t)} - \rho_s \langle f \circ \eta, \phi \rangle_Q - \rho_s \langle \partial_t \eta, \partial_t \phi \rangle_Q - \rho_f \langle u, \partial_t \xi - u \cdot \nabla \xi \rangle_{\Omega(t)} dt.
\]

Note that \( P(\psi) \) is independent of the choice of \( \tilde{\psi} \); Assume that \( \tilde{\psi}_1 \) and \( \tilde{\psi}_2 \) are two such choices and \( \xi_1 \) and \( \xi_2 \) the corresponding functions. Then \( \xi_1 - \xi_2 = \mathcal{B}(\tilde{\psi}_1 - \tilde{\psi}_2) \) has divergence 0 on \( \Omega(t) \) and thus the above integral is the same because of \((4.10)\). In particular if \( \text{supp}(\psi(t)) \subset \eta(t,Q) \) (for all \( t \)), we may choose \( \psi \equiv \tilde{\psi} \) which implies (by the linearity of \( \mathcal{B} \)) that \( P(\psi) = 0 \). Hence \( \text{supp}(P) \subset [0,T] \times \Omega(T) \).

Furthermore it can be estimated by first noting that
\[
\int_0^T \| DE(\eta(t)) \|_{W^{-2,\eta}(Q)} \| \phi(t) \|_{L^1([0,T];W^{2,\eta}(Q))} dt
\]
\[
\leq T \sup_{t \in [0,T]} \| DE(\eta(t)) \|_{W^{-2,\eta}(Q)} \| \phi(t) \|_{L^1([0,T];W^{2,\eta}(Q))}
\]
\[
+ \int_0^T \| D_2 R(\eta(t), \partial_t \eta(t)) \|_{W^{-1,2}(Q)} \| \phi \|_{W^{1,2}(Q)} + \| \varepsilon u \|_{\Omega(t)} \| \varepsilon \xi \|_{\Omega(t)} + c \| f \|_{\infty} (\| \phi \|_{Q} + \| \xi \|_{\Omega(t)}) dt
\]
\[
\leq C \| \phi \|_{L^1([0,T];W^{2,\eta}(Q))} + \| \xi \|_{L^2([0,T];W^{1,2}(\Omega))}
\]
via the known bounds on the terms in the weak equation. Finally using Proposition A.4 we know that \( \| \phi \|_{W^{2,\eta}(Q)} \leq C \| \xi \|_{W^{2,\eta}} \) and we can use the properties of the Bogovskii-operator to estimate this by
\[
\leq C \| \psi + \tilde{\psi} \|_{L^1([0,T];W^{2,\eta}(Q))} + C \| \psi + \tilde{\psi} \|_{L^2([0,T];L^2(\Omega))}
\]
\[
\leq C \| \psi \|_{L^1([0,T];W^{2,\eta}(Q))} + C \| \psi \|_{L^2([0,T];L^2(\Omega))}
\]
where for the last inequality we note that \( \tilde{\psi}(t) \) can be chosen as a multiple of a fixed \( C_0^\infty \)-function and thus its norm only needs to depend on \( \int_\Omega |\tilde{\psi}(t)|^2 dy \leq c\|\tilde{\psi}(t)\|_Q \). Additionally for the other remaining terms we have
\[
\left| \int_0^T \langle \partial_t \eta, \partial_t \phi \rangle_Q \right| \leq \|\partial_t \eta\|_{L^2([0,T] \times Q)} \|\phi\|_{W^{1,2}([0,T]; L^2(Q))} \\
\left| \int_0^T \langle u, \partial_t \xi \rangle_{\Omega(t)} \right| \leq \|u\|_{L^2([0,T] \times \Omega)} \|\xi\|_{W^{1,2}([0,T]; L^2(\Omega))} \\
\left| \int_0^T \langle u, u \cdot \nabla \xi \rangle_{\Omega(t)} \right| \leq \|u\|_{L^4([0,T]; L^4(\Omega))} \|\xi\|_{L^{4'}([0,T]; W^{1,4'}(\Omega))}
\]
where \( a, b \in (1, \infty) \) are chosen in such a way that \( |u|^2 \in L^a([0,T], L^b(\Omega)) \), which is possible since \( |u|^2 \in L^\infty([0,T], L^1(\Omega)) \cap L^1([0,T], L^p(\Omega)) \) (with \( p = \frac{n}{n-2} \) for \( n > 2 \) and arbitrarily large for \( n = 2 \)). Now bounding the norms of \( \xi \) and \( \phi \) in terms of \( \psi \) as before proves that \( P \in D'(\Omega) \).

Thus \( p \) is well defined via that operator and expanding
\[
\int_0^T \langle \nabla p, \xi \rangle dt = P(\text{div} \xi)
\]
proves that it fulfills the right equations for \( \xi \in C^\infty([0,T] \times \Omega) \). Moreover, it can be decomposed into (4.11)
\[
p \in L^\infty([0,T], W^{-1,2}(\Omega)) + L^2([0,T] \times \Omega) + W^{-1,2}([0,T], W^{-1,2}(\Omega)) \cap L^{a'}([0,T], W^{-1,a'}(\Omega)).
\]

**Proof of Theorem 1.2, Step 4: Energy inequality & maximal interval of existence.** Above, we have shown existence of coupled weak solutions \( u, \eta \) on \( [0,T] \) for some \( T > 0 \). As before we can now pick a maximal interval \([0,T_{\max}]\) and use the energy bounds to conclude that either \( T_{\max} = \infty \) or there exists a limit \( \eta(T_{\max}) \in \partial \mathcal{E} \).

Finally, we observe that (1.10) follows by Lemma 4.11. This lemma combined with Corollary 4.13 also implies the following a-priori estimates for the solution,
\[
E(\eta(t)) + c \left( \|u^{(h)}\|_{\Omega(\eta(t))}^2 + \|\partial_t \eta(t)\|_{Q}^2 + \int_0^t \| \partial_t \eta \|_{W^{1,2}(Q)} + \|v\|_{W^{1,2}(\Omega(t))}^2 ds \right) \leq C,
\]
for all times \( t \) up to the point of collision.

### 4.3. Remarks on the full problem.

**Remark 4.19** (On Lagrangian and Eulerian formulation). In the preceding proofs, we switched between the Lagrangian and the Eulerian point of view several times. While in the end, for the final equation we have to treat solid as Lagrangian and fluid as Eulerian, we are free to change from one to the other as long as \( h > 0 \) during the proof.

We used this prominently in defining the global Eulerian velocity \( u \), as doing so made it easier to talk about convergence. But it should be noted that the same can be equally done in reverse.

In the proof of the time-delayed problem Theorem 4.2, every time we used \( v \), we could have similarly considered \( \partial_t \Phi \) or its difference quotient respectively. This way the whole proof can be rewritten in terms of \( \Phi \), eliminating the need for \( v \) and \( u \) completely.

This actually continues as long as \( h > 0 \). It is only at the very last moment, where we take the limit \( h \to 0 \) that we are no longer guaranteed existence of a flow map \( \Phi \) and have to introduce an Eulerian velocity to conclude the proof.

In particular those two points of view are not mutually exclusive and both can be used at the same time. This should be kept in mind when trying to extend the proof by coupling the system with additional equations, which might prefer one viewpoint or the other.

**Remark 4.20** (On the material derivative). Comparing an Eulerian quantity defined on \( \Omega \) with itself at different times but at the same point is not physical, and as a direct consequence so are time derivatives as \( \partial_t u \) on their own. Instead one has to take into account their corresponding flow. In the case of \( u \) this means that the correct term is the material derivative \( \partial_t u + u \cdot \nabla u \).

For most of the proof, following this principle lead to a much more natural mathematical treatment as well. However in the end, we had to make one deviation when proving the Aubin-Lions Lemma 4.18. Here a more natural quantity would be to consider the average velocity of
a particle instead, i.e.

\[ \hat{u}^{(h)}(t) := \int_{-h}^{0} u^{(h)}(t + s) \circ \Phi_s(t) \, ds. \]

This is not only hinted at by the preceding Proposition 4.15, where some additional correction is needed to turn the natural estimate on \( u(t) - u(t - h) \circ \Phi_{-h} \) into a less natural estimate on \( u(t) - u(t - h) \), but it is also the quantity that actually occurs at the end of Step 3a of the proof of Theorem 1.2 and where we thus need to make a similar correction to undo the previous one.

However while seemingly more natural, \( \hat{u}^{(h)} \) has less regularity, as all its derivatives in space and in time involve terms of the form \( \nabla \Phi_s \) for which we are unable to obtain useful bounds.

\[ \blacksquare \]

**Appendix A.**

### A.1. Some technical lemmata

The following lemmata are not surprising, but technical. Likely most of them are known already, but we were unable to find a good source for the specific versions required.

**Lemma A.1** (Expansion of the determinant). Let \( A \in \mathbb{R}^{n \times n} \). Then

\[ \det(I + \tau A) = 1 + \tau \text{tr} A + \sum_{l=2}^{n} \tau^l M_l(A) \]

where \( M_l(A) \) is a homogeneous polynomial of degree \( l \) in the entries of \( A \). Note that this is a finite sum.

**Proof.** Consider the Leibniz formula

\[ \det(I + \tau A) = \sum_{\pi \in S_n} \text{sgn}(\pi) \prod_{i=1}^{n} (\delta_{i,\pi(i)} + \tau A_{i,\pi(i)}) \]

where \( S_n \) is the set of permutations of \( \{1, \ldots, n\} \). We expand the product and order the terms by the exponent of the factor \( \tau^l \) and thus by the number of terms \( \tau A_{i,\pi(i)} \) that are taken while expanding the product. This will directly yield the homogeneous polynomial \( M_l(A) \).

For \( \tau^0 \) and \( \tau^1 \), the only non-zero terms occur for \( \pi = id \), otherwise there will be at least one factor \( \delta_{i,\pi(i)} \) for \( i \neq \pi(i) \). For \( \tau^0 \) this means we only choose the \( \delta_{i,i} \) terms and for \( \tau^1 \) we can choose any one \( \tau A_{i,i} \)-term. Thus \( M_0(A) = 1 \) and \( M_1(A) = \text{tr} A \).

**Lemma A.2** (Invertible maps). Let \( \eta \in W^{2,q}(\eta; \mathbb{R}^n) \) be injective, such that \( \det \nabla \eta > \epsilon_0 > 0 \) for some \( \epsilon < 1 \) and \( \|\eta\|_\mu = \gamma \). Then \( \eta^{-1} \in W^{2,q}(\eta(Q); \mathbb{R}^n) \) and \( \|\eta^{-1}\|_{W^{2,q}(\eta(Q))} \leq c \frac{\|\eta\|_{W^{2,q}(\eta(Q))}}{\epsilon_0} \) where \( c \) depends only on \( q, Q, \gamma \) and \( n \).

**Proof.** Due to the condition on the determinant \( \nabla \eta \) is invertible and furthermore, we have the well known formula

\[ \nabla (\eta^{-1}) = (\nabla \eta)^{-1} \circ \eta^{-1} = \frac{\text{cof} \nabla \eta}{\det \nabla \eta} \circ \eta^{-1} \]

Now we take the derivative of \( \nabla (\eta^{-1}) \circ \eta \) to get

\[ (\nabla^2 (\eta^{-1})) \circ \eta \cdot \nabla \eta = \nabla \left( (\nabla (\eta^{-1}) \circ \eta) \right) = \frac{\nabla (\text{cof} \nabla \eta)^T}{\det \nabla \eta} - \frac{(\text{cof} \nabla \eta)^T \otimes (\text{cof} \nabla \eta)}{(\det \nabla \eta)^2} \cdot \nabla^2 \eta \]

Integrating then yields

\[ \int_{\eta(Q)} \left| (\nabla^2 (\eta^{-1})) \circ \eta \circ \eta \right|^q \, dy = \int_{Q} \left| (\nabla^2 (\eta^{-1})) \circ \eta \right|^q \det \nabla \eta \, dx \]

\[ = \int_{Q} \left| \frac{\nabla (\text{cof} \nabla \eta)^T}{\det \nabla \eta} - \frac{(\text{cof} \nabla \eta)^T \otimes (\text{cof} \nabla \eta)}{(\det \nabla \eta)^2} \right|^q \det \nabla \eta \, dx \]
Now the determinants in the denominators can be estimated by $\epsilon_0$, while the numerators all consist of one second derivative multiplied with a number of first derivatives, which we can estimate by their supremum.

$$\leq \int_Q C \left( \frac{\|\nabla^2 \eta\|_{\infty}^{n-2}}{\epsilon_0^{1 - \frac{3}{n}}} + \frac{\|\nabla \eta\|_{\infty}^{2n-2}}{\epsilon_0^{2 - \frac{3}{n}}} \right)^q \, dx \leq C \frac{\|\nabla^2 \eta\|_{L^q(Q)} \|\nabla \eta\|_{\infty}^{2(n-2)}}{\epsilon_0^2}$$

Using the Morrey embedding $\|\nabla \eta\|_{\infty} \leq \|\nabla \eta\|_{C^\alpha} \leq C \|\eta\|_{W^{2,q}(Q)}$ and collecting the terms then shows

$$\|\nabla^2 (\eta^{-1})\|_{L^\alpha(\eta(Q))} \leq C \frac{\|\eta\|_{2n-1}^{2n-2}}{\epsilon_0^2}$$

Finally, as we have partially known boundary values $\eta^{-1}|_{\gamma(P)} = \gamma^{-1}$, the lower order estimates follow from a Poincaré-inequality. \qed

For the next result we an interpolation. We begin by recalling the following result, which follows for instance from the interpolation estimate in [Tri02, Theorem 2.13] which implies combined with the usual Sobolev embeddings [Zie89, Theorem 2.5.1 and Remark 2.5.2] that for all $m \in [0, \infty)$, $\alpha \in [1, \infty)$ and all Lipschitz domains $\Omega$ satisfy

$$m \leq l \quad \text{and} \quad 1 - \frac{m}{\alpha} \geq 1 - \frac{l}{n} = \frac{k - l}{ka} + \frac{l}{2k}$$

the estimate

$$(A.1) \quad \|g\|_{W^{m,\alpha}} \leq C \|g\|_{W^{k,2}}^{\frac{k - l}{ka}} \|g\|_{L^\alpha}^{\frac{l}{2k}}.$$ 

**Lemma A.3.** Let $Q \subset \mathbb{R}^n$ be a bounded Lipschitz domain, $q > n$ and the number $k \in \mathbb{N}$ be defined as

$$(A.2) \quad k = 2 + \frac{n + 1}{2} \quad \text{if } n \text{ is odd}, \quad k = 3 + \frac{n}{2} \quad \text{if } n \text{ is even}.$$ 

For every $\eta \in W^{2,q}(Q) \cap W^{k,2}(Q)$, there is a constant $c$ depending on $\Omega, n, k$ and $\|\eta\|_{W^{2,q}(Q)}$ such that

$$\sum_{l=1}^k \sum_{a \in \{1, \ldots, n\}^l} \left\|\nabla^{k-l} \Pi_{l=1}^k \partial_{a_i} \eta \right\| \leq c \|\eta\|_{W^{k,2}(Q)}.$$ 

**Proof.** Observe, that since $\nabla \eta$ is uniformly bounded by the $W^{2,q}(Q)$ norm, we find that

$$\sum_{a \in \{1, \ldots, n\}^l} \left\|\nabla^{k-l} \Pi_{l=1}^k \partial_{a_i} \eta \right\| \leq c \sum_{l \in \mathbb{N}_0, \, |\beta| = k - l} \left\|\Pi_{l=1}^k \left|\nabla^{\beta} \nabla \eta \right| \right\|.$$ 

The estimate for $l = 1$ is direct. Next assume, that $l \geq 2$ and $\beta \in \mathbb{N}_0$, $|\beta| = k - l$ such that all $\beta_i \neq 1$. Now by Hölder’s and Young’s inequality

$$\Pi_{l=1}^k \left\|\nabla^{\beta} \nabla \eta \right\| \leq c \sum_{\beta_i > 1} \left\|\nabla^{\beta - 1} \nabla^2 \eta \right\|_{\frac{k - l}{2(k - l)}}^{\frac{k - l - 1}{n(k - l)}}.$$ 

Next we seek to interpolate $\nabla^2 \eta$ in between $W^{2,q}$ and $W^{k-2,2}$. For that we wish to use (A.1). Hence we have to prove that

$$(A.3) \quad \frac{\beta_i}{2(k - l)} \geq \frac{k - 1 - \beta_i}{q(k - 2)} + \frac{\beta_i - 1}{2(k - 2)}.$$ 

Since $l \geq 2$ we find (by multiplying (A.3) with $k - 2$) that (A.3) holds true whenever

$$\frac{1}{2} \geq \frac{k - \beta_i - 1}{n} \iff n \geq 2(k - \beta_i - 1),$$

which is satisfied by the definition of $k$ as long as $\beta_i \geq 2$.

Hence we may use (A.3)

$$\left\|\nabla^{\beta_i - 1} \nabla^2 \eta \right\|_{\frac{2(k - l)}{\beta_i}} \leq c \left\|\nabla^2 \eta \right\|_{L^q(Q)}^{\frac{k - 1 - \beta_i}{k - 2}} \left\|\nabla^2 \eta \right\|_{W^{k-2,2}(Q)}^{\frac{\beta_i - 1}{n(k - 2)}} \leq c \left\|\nabla^2 \eta \right\|_{W^{k-2,2}(Q)},$$

where $\varepsilon_0$ is the constant in the Hölder’s and Young’s inequality.
using that \( \frac{k-l}{n} \frac{\beta - 1}{2} \leq 1 \).

The last case is proved inductively. First with no loss of generality we take \( \beta_1 = 1 \). Then
\[
\sum_{i=2}^{l} \beta_i \leq k - l - 1
\]
and using Hölder’s inequality and Sobolev embedding implies
\[
\left\| \partial_i \right\|_{L^2(\Omega)} \leq \left\| \partial_i \right\|_{W^{1,2}(\Omega)} \leq c \left\| \partial_i \right\|_{W^{1,2}(\Omega)}.
\]
If now \( \beta_i \neq 1 \) for all \( i > 1 \), the estimate follows by the above case for the pair \( \nabla^{k-l-1} \partial_a \eta \).
If not, we may assume that \( \beta_2 = 1 \) and can repeat the argument again. After at most \( l \) steps (in which case \( k \geq 2l \)), we get the result.

\[\Box\]

**Proposition A.4** (Space isomorphisms). Let \( \eta \in W^{2,q}(\Omega; \mathbb{R}^n) \) such that \( \det \nabla \eta > \epsilon_0 > 0 \) and \( \eta|_F = \gamma \). Then the map
\[
\eta^\#: \xi \mapsto \xi \circ \eta; W^{2,q}(\eta(\Omega); \mathbb{R}^n) \to W^{2,q}(\Omega; \mathbb{R}^n)
\]
is a linear vector space-isomorphism with operator-norm \( \left\| \eta^\# \right\| \leq C \left\| \eta \right\|_{W^{2,q}(\Omega)} / \epsilon_0^{1/q} \) where \( c \) does only depend on \( q, \Omega, \gamma \) and \( n \). Moreover, if \( q > n \) and additionally \( \eta \in W^{k,2}(\Omega) \) and \( \xi \in C^k(\eta(\Omega)) \), for \( k \) defined in (A.2), then,
\[
\left\| \xi \circ \eta \right\|_{W^{k,2}(\Omega)} \leq C \left\| \eta \right\|_{W^{k,2}(\Omega)} \left\| \xi \right\|_{C^k(\Omega)}
\]
where the constant depends on \( \Omega, n, k \) and \( \left\| \eta \right\|_{W^{k,2}(\Omega)} \) only.

**Proof.** Linearity follows immediately from the definition. Now we calculate
\[
\left\| \nabla^2 (\xi \circ \eta) \right\|_{L^q(\Omega)} = \left( \left\| \nabla^2 (\xi) \circ \eta, \nabla \eta \right\|_{L^q(\Omega)} + \left\| \nabla^2 \eta \right\|_{L^q(\Omega)} \right)
\]
and use
\[
\epsilon_0 \left\| \nabla^2 (\xi) \circ \eta \right\|_{L^q(\Omega)} \leq \left. \int_{\Omega} \left| (\nabla^2 (\xi) \circ \eta) \right|^q \det \nabla \eta = \left| \nabla^2 (\xi) \right|^q_{L^q(\eta(\Omega))}
\]

and estimate the first term. Then using a Poincaré-inequality and the usual Morrey-embeddings we get
\[
\left\| \xi \circ \eta \right\|_{W^{2,q}(\Omega)} \leq C \left\| \xi \right\|_{W^{2,q}(\eta(\Omega)} \frac{\left\| \eta \right\|_{W^{2,q}(\Omega)}}{\epsilon_0^{1/q}}
\]
which proves that \( \eta^\# \) is a vector space-homomorphism with given operator-norm. Now as \( (\eta^\#)^{-1} = (\eta^{-1})^\# \) we conclude that it is also an isomorphism by the previous lemma.

For the second estimate we observe that
\[
\left\| \nabla^k (\xi \circ \eta) \right\| \leq c \sum_{i=1}^{k} \left\| \xi \right\|_{C^i(\eta(\Omega)} \left\| \nabla^{k-i} \nabla^i \eta \right\|_{L^2(\Omega)}
\]
which finishes the proof by Lemma A.3. \(\Box\)

**A.2. Proof of Proposition 2.22.** The proof is split in two parts. The first part constructs an extension of the solenoidality. The second part shows how this extension can than be convoluted. We also will need the following Poincaré type lemma:

**Lemma A.5** (Poincaré-lemma for thin regions). Let \( S_0 \subset \mathbb{R}^n \) be an \((n-1)\)-dimensional rectifiable set and \( \Phi : S_0 \times [0, \epsilon_0] \to \mathbb{R}^n \) a injective \( L\)-bi-Lipschitz function such that \( \Phi(\cdot, 0) = 0 \). Define \( S_\epsilon = \Phi(S_0, [0, \epsilon]) \) for \( \epsilon \in [0, \epsilon_0] \). Then for all \( f \in W^{1,\alpha}(S_\epsilon) \) with \( f|_{S_0} = 0 \) in the trace sense we have
\[
(A.4) \quad \left\| f \right\|_{L^q(S_\epsilon)} \leq c \left\| f \right\|_{W^{1,\alpha}(S_\epsilon)} \quad \text{for all} \ f \in W^{1,\alpha}(S_\epsilon(t); \mathbb{R}^n) \quad \text{with} \ f|_{\Omega(t)} = 0.
\]
where \( c \) is independent of \( \epsilon \).
Lemma A.6 (Extension of the solenoidal region). Fix a function

\[ \eta \in L^\infty([0, T]; \mathcal{C}) \cap W^{1,2}([0, T]; W^{1,2}(Q; \mathbb{R}^n)) \] with \( \sup_{t \in T} E(\eta(t)) < \infty, \)

such that \( \eta(t) \notin \partial \mathcal{C} \) for all \( t \in [0, T]. \) As before we set \( \Omega(t) = \Omega \setminus \eta(t, Q). \)

Let \( \xi \in L^2([0, T]; W^{1,2}_0(\Omega; \mathbb{R}^n)) \) such that \( \text{div} \xi(t) = 0 \) on \( \Omega(t). \) Then there exists \( \varepsilon_0 > 0 \) such that for all \( \varepsilon > 0, \) there exists \( \xi_\varepsilon \) such that \( \text{div} \xi(t, y) = 0 \) for all \( y \in \Omega \) with \( \text{dist}(y, \Omega(t) \cup \partial \Omega) < \varepsilon \) and there are constants \( c \) independent of \( \xi \) such that for a.e. \( t \in [0, T] \)

\[ \|\xi_\varepsilon\|_{W^{1,2}(\Omega)} \leq c \|\xi\|_{W^{1,2}(\Omega)} \quad \text{and} \quad \|\xi_\varepsilon - \xi\|_{L^2(\Omega)} \leq c \varepsilon^{\frac{n+2}{n}} \|\xi\|_{W^{1,2}(\Omega)}. \]

Additionally for any \( k \in \mathbb{N} \) and \( a \in (1, \infty) \) such that \( \xi \in L^2([0, T]; W^{k,a}(Q; \mathbb{R}^n)) \) we also have

\[ \|\xi_\varepsilon - \xi\|_{L^2([0, T]; W^{k,a}(\Omega))} \to 0 \quad \text{for} \quad \varepsilon \to 0 \]

and similarly if \( \xi \in W^{1,2}([0, T]; W^{1,\infty}(\Omega; \mathbb{R}^n)) \) then also

\[ \|\partial_t (\xi - \xi_\varepsilon)\|_{L^2([0, T]; W^{1,2}(\Omega))} \to 0 \quad \text{for} \quad \varepsilon \to 0. \]

Proof. We begin by defining

\[ S_\varepsilon(t) := \{ y \in \Omega \mid \text{dist}(y, \eta(t, \partial Q)) \leq \varepsilon \} \]

and introduce the usual cutoff function \( \psi_\varepsilon : [0, T] \times \Omega \to [0, 1], \) such that

\[ \chi_{S_\varepsilon(t)} \leq \psi_\varepsilon(t) \leq \chi_{S_{2\varepsilon}(t)} \quad \text{and} \quad \|\psi_\varepsilon(t)\|_{C^l} \leq \frac{c}{\varepsilon} \quad \text{for} \quad l \in \mathbb{N}. \]

Due to the regularity of \( \eta, \) we may assume, that \( \partial_t \psi_\varepsilon \) is uniformly bounded, such that

\[ \|\partial_t \psi_\varepsilon\|_{L^2([0, T] \times \Omega)} \to 0 \quad \text{with} \quad \varepsilon \to 0. \]

We also pick \( \tilde{\psi} \in C_0^\infty([0, T]; \Omega; \mathbb{R}^n) \) such that \( \text{supp} \tilde{\psi}(t) \cap S_{\varepsilon_0}(t) = 0 \) for some \( \varepsilon_0 > 0 \) and \( \int_\Omega \tilde{\psi}(t)dy = 1 \) for all \( t. \) Using this we then define

\[ \xi_\varepsilon(t) := \xi(t) - \mathcal{B} \left( \psi_\varepsilon(t) \text{div} \xi(t) - \psi_\varepsilon(t) \right) \]

where \( \mathcal{B} \) is the Bogovskiĭ-operator on \( \Omega \) and \( b_\varepsilon(t) := \int_\Omega \psi_\varepsilon(t) \text{div} \xi(t) dy \) is used to keep the mean. Then per definition

\[ \text{div} \xi_\varepsilon(t) = (1 - \psi_\varepsilon(t)) \text{div} \xi(t) - b_\varepsilon(t) \tilde{\psi}(t) \]

Proof. By the usual density arguments it is enough to prove the theorem for smooth functions. Now for \( z \in S_0 \) and \( s_0 \in [0, \varepsilon_0) \) we find:

\[ |f(\Phi(z, s_0))| = |f(\Phi(z, s_0)) - f(\Phi(z, 0))| \leq \int_0^{s_0} |\partial_s f(\Phi(z, s))| ds \]

But then integrating over the whole domain gets us

\[ \int_{S_\varepsilon} |f(y)|^a dy = \int_{S} \int_0^\varepsilon |f(\Phi(z, s_0))|^a |J(z, s_0)| ds_0 dz \]

where \( J(z, s) \) is the Jacobian of \( \Phi \) which is bounded from above and away from zero, as \( \Phi \) is bi-Lipschitz. \( \square \)
has no support on $S_\varepsilon(t)$, as required

$$
\|\xi - \xi_\varepsilon\|_{W^{k,a}(\Omega)} = \left\| \mathcal{B} \left( \psi_\varepsilon(t) \text{ div } \xi(t) - b_\varepsilon(t) \tilde{\psi}(t) \right) \right\|_{W^{k,a}(\Omega)} 
\leq c \left\| \psi_\varepsilon(t) \text{ div } \xi(t) - b_\varepsilon(t) \tilde{\psi}(t) \right\|_{W^{k-1,a}(\Omega)} 
\leq c \|\psi_\varepsilon(t) \text{ div } \xi(t)\|_{W^{k-1,a}(\Omega)} + c |b_\varepsilon(t)|
$$

is the main quantity we need to estimate.

Let us begin with the special case $k = 0, a = 2$. Here we use that $L^{2/n}(\Omega; \mathbb{R}^n) \subset W^{-1,2}(\Omega; \mathbb{R}^n)$ and apply Hölder’s inequality to show that

$$
\|\xi - \xi_\varepsilon\|_{L^2(\Omega)} \leq c \|\psi_\varepsilon\|_{L^2(S_\varepsilon(t))} \|\xi\|_{L^2(S_\varepsilon(t))} \leq c |S_\varepsilon(t)|^{1/2} \|\xi\|_{W^{1,2}(\Omega)} \leq c \varepsilon \|\xi\|_{L^2(S_\varepsilon(t))}.
$$

For $k \geq 1$ we first note that $|b_\varepsilon(t)| \leq c \|\xi\|_{L^2(S_\varepsilon(t))} \to 0$ for each fixed $\xi$ and that furthermore

$$
\|\psi_\varepsilon(t) \text{ div } \xi(t)\|_{W^{k-1,a}(\Omega)} \leq c \sum_{l=0}^{k-1} \|\psi_\varepsilon(t)\|_{C^{k-1-l}(\Omega)} \|\nabla^l \text{ div } \xi\|_{L^a(S_\varepsilon(t))} 
\leq c \sum_{l=0}^{k-1} e^{-(k-1-l)} \|\nabla^l \text{ div } \xi\|_{L^a(S_\varepsilon(t))}.
$$

In particular for $k = 1, a = 2$ we have $k - 1 - l = 0$ so this immediately proves $\|\xi_\varepsilon\|_{W^{1,2}(\Omega)} \leq c \|\xi\|_{W^{1,2}(\Omega)}$ independently of $\xi$. For $k > 1$ we will apply the Poincaré inequality Lemma A.5. For this we make use of the fact that $S_\varepsilon(t) \setminus \Omega(t)$ is a small neighborhood of a uniform Lipschitz boundary and thus can be written in the required way using $\eta$ itself. Furthermore for any $l < k$ we have $\nabla^l \text{ div } \xi = 0$ on $\Omega(t)$ and thus also on $\partial \Omega(t)$ in the trace sense. Now this then gives us $\|\nabla^l \text{ div } \xi\|_{L^a(S_\varepsilon(t))} \leq c \varepsilon^{k-1-l} \|\xi\|_{W^{k,a}(S_\varepsilon(t))}$ which is enough to finish the estimate.

Finally let us consider the time-derivative. As $\mathcal{B}$ is a linear operator, we have

$$
\|\partial_t (\xi_\varepsilon - \xi)\|_{W^{1,2}(\Omega)} = c \left\| \partial_t \left( \psi_\varepsilon(t) \text{ div } \xi(t) - b_\varepsilon(t) \tilde{\psi}(t) \right) \right\|_{L^2(\Omega)} 
\leq c \left\| \partial_t (\psi_\varepsilon(t) \text{ div } \xi(t)) \right\|_{L^2(S_\varepsilon(t))} + c \left\| \partial_t b_\varepsilon(t) \right\|_{L^2(\Omega)} 
$$

For the last term we have already shown that $b_\varepsilon(t) \to 0$ and $\tilde{\psi}$ does not depend on $\varepsilon$. For the second to last term we note that

$$
\|\partial_t b_\varepsilon(t)\| = \left| \int_\Omega \partial_t (\psi_\varepsilon(t) \text{ div } \xi(t)) dy \right| \leq \|\partial_t (\psi_\varepsilon(t) \text{ div } \xi(t))\|_{L^2(\Omega)}
$$

which is the same as the first term and for which we use the estimate

$$
\|\partial_t (\psi_\varepsilon(t) \text{ div } \xi(t))\|_{L^2(\Omega)} \leq \left\| \partial_t (\psi_\varepsilon(t) \text{ div } \xi(t)) \right\|_{L^2(S_\varepsilon(t))} + \|\psi_\varepsilon(t)\|_{L^2(\Omega)} \|\partial_t (\xi_\varepsilon(t))\|_{W^{1,\infty}(S_\varepsilon(t))}
$$

which implies (A.5) by (A.6) and Hölder’s inequality.

\[\square\]

\textbf{Proof of Proposition 2.22.} First we apply Lemma A.6 to find a function $\hat{\xi}$ with $\hat{\xi} = 0$ on $\Omega(t)$ and an $\varepsilon$-neighborhood of $\partial(\Omega \setminus \Omega(t))$. Thus taking a convolution with $\gamma_{\varepsilon^2}$ does not intervene with the zero boundary values (if $\varepsilon$ is small enough).

We will now apply Lemma A.6 again to $\hat{\xi} * \gamma_{\varepsilon^2}$ and call the result $\xi_\varepsilon$, a function which is smooth by Theorem 2.21. Moreover since all operations are linear we find that $\xi_\varepsilon \in C^\infty_0(\Omega)$ is divergence free in $\Omega(t) \cup S_\varepsilon$. And by collecting all the properties of the approximation, we find that

$$
\|\xi - \xi_\varepsilon\|_{W^{1,a}(\Omega)} \to 0
$$

for $l \leq k - 1$. Moreover,\n
$$
\|\xi - \xi_\varepsilon\|_{W^{1,2}(\Omega)} \leq c \|\xi\|_{W^{1,2}(\Omega)}
$$

and

$$
\|\xi - \xi_\varepsilon\|_{L^2(\Omega)} \leq c \varepsilon^{\frac{k}{2}} \|\xi\|_{W^{1,2}(\Omega)}
$$
Next we turn to the estimates for 
\[ \phi_\varepsilon := \xi_\varepsilon \circ \eta. \]

They follow by Proposition A.4, and standard convolution estimates. First, for \( k \geq 2 \) we find
\[
\|\phi_\varepsilon\|_{W^{k,2}(Q)} \leq c \|\xi_\varepsilon\|_{C^k(\Omega)} \|\eta\|_{W^{3,2}(Q)} \leq c(\varepsilon) \|\xi\|_{L^2(\Omega)} \|\eta\|_{W^{k,\infty}(\Omega)}.
\]

Second, in case \( \xi \in L^\infty([0,T];W^{2,2}(\Omega)) \), we find
\[
\|\phi_\varepsilon - \phi\|_{W^{2,\infty}(\Omega)} \leq c \|\xi_\varepsilon - \xi\|_{W^{2,\infty}(\Omega)} \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

Finally, for the time derivative in case \( \partial_t \xi \in L^\infty([0,T];W^{1,2}(\Omega)) \) and \( \xi \in L^\infty([0,T];W^{3,2}(\Omega)) \) with \( a > n \) we find by Sobolev embedding that:
\[
\|\partial_t(\phi_\varepsilon - \phi)\|_{W^{1,2}(\Omega)} \leq c \|\partial_t(\xi_\varepsilon - \xi)\|_{W^{1,2}(\Omega)} + c \|\nabla(\xi_\varepsilon - \xi)\|_{W^{1,\infty}(\Omega)} \|\partial_t\eta\|_{W^{1,2}(\Omega)}
\leq c \|\partial_t(\xi_\varepsilon - \xi)\|_{W^{1,2}(\Omega)} + c \|\xi_\varepsilon - \xi\|_{W^{3,2}(\Omega)} \|\partial_t\eta\|_{W^{1,2}(\Omega)}
\]

which implies the assertions for the time-derivatives by (A.5).

\[ \Box \]
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