DEVIATION PROBABILITIES FOR ARITHMETIC PROGRESSIONS AND OTHER REGULAR DISCRETE STRUCTURES
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Abstract. Let the random variable $X := e(H[B])$ count the number of edges of a hypergraph $H$ induced by a random $m$ element subset $B$ of its vertex set. Focussing on the case that $H$ satisfies some regularity condition we prove bounds on the probability that $X$ is far from its mean. It is possible to apply these results to discrete structures such as the set of $k$-term arithmetic progressions in the cyclic group $\mathbb{Z}_N$. Furthermore, we show that our main theorem is essentially best possible and we deduce results for the case $B \sim B_p$ is generated by including each vertex independently with probability $p$.

1. Introduction

The problem of determining how well a random variable $X$ is concentrated around its mean $\mathbb{E}[X]$ has a long history and is of great interest in many areas of mathematics. In the area of Combinatorics this question most frequently arises when $X$ counts the number of occurrences of some substructure. The cases of subgraphs in a random graph and arithmetic progressions in a random set have been studied extensively in recent years, as we discuss below. There is a common framework in which these problems may be viewed: Given a hypergraph $H$ on $[N] := \{1, \ldots, N\}$ and a distribution on subsets $B \subseteq [N]$ we may ask how well concentrated is

$$X := e(H[B]),$$

the number of edges of $H$ contained in $B$.

Work on this problem has focussed on the case that $B \sim B_p$ is a $p$–random subset of $[N]$ (each element included independently with probability $p$). In this case general bounds on deviation probabilities of the random variable $X := e(H[B_p])$ follow from the famous inequality of Kim and Vu [20]. In the case of large deviations (of the order of the mean) further progress has been made by Janson and Ruciński [18], who determined (under certain conditions) the log probability $\log(\mathbb{P}(X > (1 + \delta)\mathbb{E}[X]))$ up to a factor of order $\log 1/p$, and by Warnke [28] who determined the log probability up to a constant factor (in which the constant may depend on $\delta$). Recently Bhattacharya and Mukherjee [4] have shown how the
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large deviations framework introduced by Chatterjee and Varadhan (in the context of subgraph counts) may be used to understand when replica symmetry is broken.

We focus on the case \( B \sim B_m \) is a uniformly random \( m \)-element subset of \( [N] = \{1, \ldots, N\} \). We prove upper bounds on the probability of deviations of the random variable \( e(\mathcal{H}[B_m]) \), which are particularly relevant in the case that the hypergraph \( \mathcal{H} \) is highly regular. Furthermore, since \( B_p \), the \( p \)-random subset, may be obtained by averaging over the models \( B_m \) where \( m \) is selected according to \( \text{Bin}(N, p) \), we may deduce results in the context of \( p \)-random sets.

Given a \( k \)-uniform hypergraph \( \mathcal{H} \) on vertex set \( [N] \) and a subset \( B \subseteq [N] \) we set
\[
N^\mathcal{H}(B) := e(\mathcal{H}[B]),
\]
the number of edges of \( \mathcal{H} \) contained in the set \( B \). We also define
\[
L^\mathcal{H}(m) := \mathbb{E} \left[ N^\mathcal{H}(B_m) \right],
\]
the expected value of \( N^\mathcal{H}(B_m) \) where \( B_m \) is a uniformly selected \( m \)-element subset of \( [N] \).

Our focus will be on studying
\[
D^\mathcal{H}(B_m) := N^\mathcal{H}(B_m) - L^\mathcal{H}(m),
\]
the deviation of \( N^\mathcal{H}(B_m) \) from its mean.

We may now state our bounds on the probability of certain deviations \( D^\mathcal{H}(B_m) \). We say that a hypergraph \( \mathcal{H} \) is \( r \)-tuple-regular if all \( r \)-tuples of vertices are included in the same number of edges. Note that all hypergraphs are \( 0 \)-tuple-regular, and a hypergraph is \( 1 \)-tuple-regular if it is regular in the usual sense that each vertex is in the same number of edges. We also note that, by a simple double counting argument, \( r \)-tuple regular implies \( r' \)-tuple regular for all \( 0 \leq r' \leq r \).

**Theorem 1.1.** Let \( 1 \leq r \leq k \). Let \( \mathcal{H} \) be a \( k \)-uniform hypergraph on \([N]\). Suppose that \( \mathcal{H} \) is \((r-1)\)-tuple-regular with maximum \( r \)-degree \( \Delta_r \). Then
\[
\mathbb{P} \left( D^\mathcal{H}(B_m) > a \right) \leq N^{O_k(1)} \exp \left( \frac{-\Omega_k(1) a^{2/r}}{m \Delta_r^{2/r}} \right)
\]
for all \( a > 0 \).

Furthermore, the same bounds apply to the corresponding negative deviations.

**Remark 1.** We focus throughout the article on hypergraphs rather than even more general structures such as weighted hypergraphs or polynomials, that were considered by Kim and Vu. In fact, the proof goes through with no major changes for the case of hypergraphs with positively weighted edges. Since a general weighted hypergraph may be written as a difference of two with positive weights, one may deduce results in this setting. Similarly, a bounded degree polynomial may be broken into a finite number of homogeneous polynomials which correspond to weighted hypergraphs.

---

1Equivalently, in the language of combinatorial designs, \( \mathcal{H} \) is an \( r-(N,k,\lambda) \) design, for some \( \lambda \).
Unfortunately some natural hypergraphs are not precisely $r$-tuple-regular, but just very close to being so. Let $\bar{d}_r = \bar{d}_r(H)$ denote the average degree of $r$-sets in a hypergraph $H$. We say that $H$ is $(r, \eta)$-near–regular if every $r$–tuple of vertices is contained in $(1 \pm \eta)\bar{d}_r$ edges. Obviously, a hypergraph which is $r$-tuple-regular is $(r, \eta)$-near-regular for all $\eta \geq 0$. In particular, Theorem 1.1 is a special case ($\eta = 0$) of the following theorem.

**Theorem 1.2.** Let $1 \leq r \leq k$ and let $\eta \in [0, 3^{-r+1}]$. Let $H$ be a $k$–uniform hypergraph on $[N]$. Suppose that $H$ is $(r-1, \eta)$–near–regular with maximum $r$–degree $\Delta_r$. Then

$$
\mathbb{P}(D^H(B_m) > a) \leq N^{O_k(1)} \exp \left( \frac{-\Omega_k(1)a^{2/r}}{m\Delta_r^{2/r}} \right)
$$

for all

$$
a \geq (10k!)^{10^r} e(H) \left( \frac{\eta m^{k-1}}{N^{k-1}} \right)^{r/(r-1)}.
$$

Furthermore, the same bounds apply to the corresponding negative deviations.

**Remark 2.** In the dense case ($m = \Theta(N)$), the bound given by Theorem 1.2 is best possible (up to the constant implicit in $\Omega_k(1)$) for all $r \geq 0$ and across the whole range $\Theta(1) \leq \Delta_r \leq \Theta(N)$. Examples are given in Section 6.

**Remark 3.** One may easily observe by a double counting argument that an $(r-1, \eta)$-near-regular hypergraph $H$ is $(r', -1, \eta)$-near-regular for all $1 \leq r' \leq r$. So one may choose which of the above inequalities to apply. Therefore

$$
\mathbb{P}(D^H(B_m) > a) \leq N^{O_k(1)} \min_{1 \leq r' \leq r} \left\{ \exp \left( \frac{-\Omega_k(1)a^{2/r'}}{m\Delta_{r'}^{2/r'}} \right) \right\}.
$$

It is worth remarking that the minimum is not always obtained at the extremes $r' \in \{1, r\}$, see the application to arithmetic progressions in Section 5 for example.

**Remark 4.** The lower bound condition on $a$ given in Theorem 1.2 is best possible in the weak sense that there exist hypergraphs for which it cannot be significantly improved. However, with extra conditions one may weaken the condition on $a$. In particular, the condition in Theorem 1.2 may be weakened to

$$
a \geq (10k!)^{10^r} e(H) \left( \frac{\eta m^{k-2}}{N^{k-2}} \right)^{r/(r-2)}
$$

if $H$ is regular and $(r-1, \eta)$-near-regular, for $r \geq 3$. This result is stated as Proposition 3.5 in Section 3.4.

The existing literature has focussed on the probability of deviations of $e(H(B_p))$ in the model of a $p$-random subset $B_p \subseteq [N]$, in which each element is included in $B_p$ independently with probability $p$. As usual in probabilistic combinatorics we allow for the possibility that $p = p(n)$ is a function of $n$. Our results apply for a range of moderate deviations, which are smaller than the order of magnitude of the mean.
For the range of deviations covered by the theorem below it precisely provides the asymptotic log probability of the corresponding deviation event. For comparison, the bounds given by the Kim-Vu inequality [20] are not so strong, however they often apply for a much larger range of deviations.

**Theorem 1.3.** Let \( k \geq r \geq 2 \). Let \( \mathcal{H}_N \) be a sequence of \( k \)-uniform hypergraphs which are \((r - 1, \eta)\)-near-regular with maximum \( r \)-degree \( \Delta_r \) and \( V(\mathcal{H}_N) = [N] \). Let \( \delta_N \) be a sequence satisfying

\[
\max \left\{ \frac{\Delta_r (N \log N)^{r/2}}{p^{k-r/2} e(H)}, \left( \eta r p^{k-r} \right)^{1/(r-1)}, \frac{1}{\sqrt{p} N} \right\} \ll \delta_N \ll \left( \frac{p^{k-r} e(H)}{N^r \Delta_r} \right)^{1/(r-1)},
\]

where \( 0 \leq p \leq 1 \) is bounded away from 1. Then

\[
P(D^{\mathcal{H}_N}(B_p) > \delta_N L^{\mathcal{H}_N}(B_p)) = \exp \left( -(1 + o(1)) \frac{\delta_N^2 p N}{2k^2(1 - p)} \right).
\]

Furthermore, the same bounds apply to the corresponding negative deviations.

**Remark 5.** As in Remark 4 we may be able extend the range of \( \delta_N \) if we also know that \( \mathcal{H} \) is regular as well as \((r - 1, \eta)\)-near-regular. Using Proposition 3.5 in place of Theorem 1.2 one may replace the term \( \left( \eta r p^{k-r} \right)^{1/(r-1)} \) by \( \left( \eta r p^{2k-2r} \right)^{1/(r-2)} \) in the lower bound of \( \delta_N \) in Theorem 1.3.

When \( \Delta_r \) is much larger than \( e(H)/N^r \), the order of magnitude of the average \( r \)-degree, the range of deviations covered by the above theorem may be disappointing. In particular this theorem does not appear to give new results when applied in the context of subgraph counts in the Erdős-Rényi random graph \( G(n, p) \). For results concerning moderate deviations for subgraph counts the reader may consult [10, 11, 12, 19]. There is a large literature dedicated to problems of large deviations of subgraph counts, we encourage the interested reader to consult the survey of Chatterjee [8], the recent article of Harel, Mousset and Samotij [14], and the references therein.

On the other hand the condition on \( \delta_N \) in Theorem 1.3 simplifies significantly if \( \Delta_r \) is of the same order as the average \( r \)-degree. For example, when \( r = 2 \) and the hypergraph is regular the condition simplifies to

\[
\max \left\{ \frac{\log N}{p^{k-1} N}, \frac{1}{\sqrt{p} N} \right\} \ll \delta_N \ll p^{k-2}
\]

in this case. As an immediate application, consider 3-term arithmetic progressions in the cyclic group \( \mathbb{Z}/N\mathbb{Z} \), for \( N \) prime. Let us write \( D^3(B_p) \) for the deviation of the 3–progressions count in a \( p \)-random subset \( B_p \) of \( \mathbb{Z}/N\mathbb{Z} \). Note that the expected number of such arithmetic progressions is \( L^3(B_p) = p^3 \binom{N}{2} \).
**Theorem 1.4.** Let $\delta_N$ be a sequence satisfying
\[
\max \left\{ \log N, \frac{1}{p^2 N} \right\} \ll \delta_N \ll p.
\]
Then,
\[
P \left( D^3(B_p) > \delta_N L^3(B_p) \right) = \exp \left( - (1 + o(1)) \frac{\delta_N^2 pN}{18(1 - p)} \right).
\]
Furthermore, the same bounds apply to the corresponding negative deviations.

See Section 5 for a discussion of Theorem 1.4 and analogous results.

1.1. **Layout of the article.** In Section 2 we prepare for the proof of Theorem 1.2 by stating a number of auxiliary results which we require. In particular we state a martingale representation for the deviation $D^H(B_m)$, which may be of independent interest. This section also introduces notation and required inequalities from probability theory.

In Section 3 we complete the proof of Theorem 1.2. This is achieved by a double induction argument which links deviation probabilities to the increments of the martingale and vice-versa in successive steps. In Section 4 we show how Theorem 1.3 may be deduced from Theorem 1.2.

Section 5 illustrates possible applications of Theorem 1.2 to obtain deviation probabilities for a variety of arithmetic structures. These include $k$–arithmetic progressions, Schur triples, additive energy and, more generally, solutions of linear systems in random sets. We also include a direct proof of the deviation result for 3-term arithmetic progressions which is simpler than the general case (Theorem 1.2). Since many of the same ideas arise, the reader may wish to read this proof before that of Theorem 1.2. See Theorem 5.2 and its proof.

In Section 6 we prove that the bound given in Theorem 1.2 is best possible up to the implicit constant $\Omega_k(1)$. The proof is based on a construction of hypergraphs with certain regularity properties. The details of the construction are given in the appendix.

Finally, in Section 7 we give some concluding remarks and discuss some related open questions.

2. **Overview and Auxiliary results**

In this section we introduce notation and auxiliary results which we require for the proof of Theorem 1.2. In particular we introduce a martingale representation for $D^H(B_m)$ (see Proposition 2.1) which is the basis of our proof of Theorem 1.2. This representation is similar in spirit to that introduced in [12] in the context of subgraph counts. The section is divided into Section 2.1 in which we introduce notation, Section 2.2 in which we state auxiliary results and Section 2.3 in which we state some inequalities from probability theory. The proofs of the auxiliary results of Section 2.2 are presented in Section 2.4.
2.1. Notation. We will continue to use $N$ for the number of vertices of the hypergraph $\mathcal{H}$. We set $h := e(\mathcal{H})$.

We will continue to use $m$ for the number of elements in the random subset $B_m \subseteq [N]$. We denote its density by $t := m/N$. We sometimes consider the set $B_i$ at an earlier step $i$ of the process. We denote its density $s := i/N$.

Given a vertex $x$ of a hypergraph $\mathcal{H}$ we define

$$\mathcal{H}(x) := \{ f \setminus \{x\} : f \in E(\mathcal{H}), x \in f \}.$$  

In the case that $\mathcal{H}$ is a $k$-uniform hypergraph on $[N]$, then $\mathcal{H}(x)$ is a $(k-1)$-uniform hypergraph on $[N] \setminus \{x\}$.

In addition to $N^\mathcal{H}(B_m)$, the number of edges of $\mathcal{H}$ in $B_m$, we shall also consider partially filled edges (with multiplicity). Let $N_j^\mathcal{H}(B_m)$ be the number of $j$–subsets of edges of $\mathcal{H}$ which are contained in $B_m$. Equivalently,

$$N_j^\mathcal{H}(B_m) := \sum_{f \in E(\mathcal{H})} \binom{|f \cap B_m|}{j}. \quad (1)$$

For a $k$-uniform hypergraph $\mathcal{H}$ we have $N^\mathcal{H}(B_m) = N_k^\mathcal{H}(B_m)$.

Throughout the article we denote by

$$L_j^\mathcal{H}(m) := \mathbb{E}[N_j^\mathcal{H}(B_m)] = h \binom{k}{j} \frac{(m)_j}{(N)_j}, \quad \text{and}$$

$$D_j^\mathcal{H}(B_m) := N_j^\mathcal{H}(B_m) - L_j^\mathcal{H}(m), \quad (2)$$

the mean and deviation of $N_j^\mathcal{H}(B_m)$ respectively.

In order to define the increments of the key martingale representation, we introduce\footnote{Implicit in this notation is the fact that we regard $B_i$ as a set together with the information of the order in which the points were added.}

$$X_\ell^\mathcal{H}(B_i) := N_\ell^\mathcal{H}(B_i) - \mathbb{E}[N_\ell^\mathcal{H}(B_i) | B_{i-1}].$$

Since $N_\ell^\mathcal{H}(B_{i-1})$ is determined by $B_{i-1}$ we observe that

$$X_\ell^\mathcal{H}(B_i) = A_\ell^\mathcal{H}(B_i) - \mathbb{E}[A_\ell^\mathcal{H}(B_i) | B_{i-1}],$$

where

$$A_\ell^\mathcal{H}(B_i) := N_\ell^\mathcal{H}(B_i) - N_\ell^\mathcal{H}(B_{i-1})$$

denotes the increase in $N_\ell^\mathcal{H}(B_i)$ with the addition of the $i$–th element. Both the above expressions for $X_\ell^\mathcal{H}(B_i)$ will be used during the proof. We observe that, by its definition, the sequence $X_\ell^\mathcal{H}(B_i)$ is a difference martingale for each $\ell$.

When the hypergraph $\mathcal{H}$ is clear from context we drop it from the notation. That is, we write $N_j(B_m), D_j(B_m), A_\ell(B_i), X_\ell(B_i)$, etc.
It will sometimes be convenient to write $x \in a \pm b$ to express that $x$ belongs to the interval $[a - b, a + b]$.

2.2. Auxiliary results. The most significant auxiliary result we state here is the martingale representation for $D^H_j(B_m)$.

Proposition 2.1. Let $H$ be a $k$-uniform hypergraph and let $1 \leq j \leq k$. Then

$$D_j^H(B_m) = \sum_{i=1}^m \sum_{\ell=1}^j \frac{(N - m)\ell(m - i)_{j-\ell}}{(N - i)_j} \left( \frac{k - \ell}{k - j} \right) X^H_{\ell}(B_i).$$  (3)

The equation (3) expresses $D^H_j(B_m)$ as a linear combination of difference martingales and it is therefore a martingale.

It will also be useful to note the ways in which $\eta$-near-regularity is inherited.

Lemma 2.2. Let $H$ be a $k$-uniform $(r, \eta)$-near-regular hypergraph with maximum $(r + 1)$-degree $\Delta_{r+1}$, for some $\eta \in [0, 1/3]$. Let $x \in V(H)$. Then

(i) $H$ is $(r - 1, \eta)$-near-regular
(ii) $H(x)$ is $(r - 1, 3\eta)$-near-regular with maximum $r$-degree at most $\Delta_{r+1}$.

A major part of the proof of Theorem 1.2 involves controlling the size of the increments in the martingale representation. In some cases we can control $|X^H_{\ell}(B_i)|$ directly and deterministically.

Lemma 2.3. Let $H$ be a $k$-uniform hypergraph on $[N]$ which is $(r, \eta)$-near-regular. If $1 \leq \ell \leq r$, then

$$|X^H_{\ell}(B_i)| \leq \frac{2\ell(k)\eta s^{\ell-1} h}{N}.$$

Finally, given a $B_i$-measurable event $E$ let $E^-$ be the $B_{i-1}$-measurable event that $E$ occurs for some extension $B_{i-1} \cup \{x\}$ of $B_{i-1}$. Since the conditional probability $P(E|E^-)$ is between $1/N$ and $1$ we immediately obtain the following.

Lemma 2.4. Let $E$ be a $B_i$ measurable then

$$P(E) \leq P(E^-) \leq NP(E).$$

2.3. Martingale Inequalities. Our proofs will rely on the Hoeffding–Azuma martingale inequality.

Lemma 2.5 (Hoeffding–Azuma inequality). Let $(S_i)_{i=0}^m$ be a martingale with increments $(X_i)_{i=1}^m$, and let $c_i = \|X_i\|_{\infty}$ for each $1 \leq i \leq m$. Then, for each $a > 0$,

$$P(S_m - S_0 > a) \leq \exp \left( \frac{-a^2}{2 \sum_{i=1}^m c_i^2} \right).$$

Furthermore, the same bound holds for $P(S_m - S_0 < -a)$. 

By considering a “truncation” of the increments in which $X_i$ is set to 0 if it could be larger than $c_i$ with positive probability then one immediately obtains the following straightforward variant. We state the lemma in our context of a sequence of random sets $(B_i)_{i=0}^N$. This process may be defined by taking $b_1, \ldots, b_N$ to be a uniformly random permutation of $\{1, \ldots, N\}$ and setting $B_i = \{b_1, \ldots, b_i\}$ for each $i = 0, \ldots N$.

**Lemma 2.6** (Hoeffding–Azuma inequality (a variant)). Let $(S_i)_{i=0}^m$ be a martingale with respect to the natural filtration of the process $(B_i)_{i=0}^N$, let $(X_i)_{i=1}^m$ be the increments of the process and let $(c_i)_{i=1}^N$ be a sequence of real numbers. Then, for each $a > 0$,

$$
P(S_m - S_0 > a) \leq \exp \left( \frac{-a^2}{2 \sum_{i=1}^m c_i^2} \right) + N \sum_{i=1}^m \mathbb{P}(|X_i| > c_i).
$$

Furthermore, the same bound holds for $P(S_m - S_0 < -a)$.

**Proof.** We first define for $1 \leq i \leq m$ the “truncation” $X^*_i$ of the increment $X_i$ as

$$
X^*_i := X_i 1_{\|X_i|B_{i-1}\|_{\infty} \leq c_i}.
$$

Let us define a new process $(S^*_j)_{j=0}^m$ by $S^*_0 := S_0$ and for $1 \leq j \leq m$:

$$
S^*_j := S^*_0 + \sum_{i=1}^j X^*_i.
$$

Since the event considered by the indicator function is $B_{i-1}$–measurable we have $E[X^*_i | B_{i-1}] = 0$ and so $(S^*_j)_{j=0}^m$ is a martingale with respect to the natural filtration of the process $(B_i)_{i=0}^N$. Note also that the increments of this process satisfy $|X^*_i| \leq c_i$ almost surely. Therefore the Hoeffding–Azuma inequality gives us

$$
P(S^*_m - S^*_0 > a) \leq \exp \left( \frac{-a^2}{2 \sum_{i=1}^m c_i^2} \right). \quad (4)
$$

We also observe that by union bound and Lemma 2.4

$$
P(S^*_m \neq S_m) \leq \sum_{i=1}^m \mathbb{P}(X^*_i \neq X_i)
$$

$$
= \sum_{i=1}^m \mathbb{P}(|X_i| B_{i-1}\|_{\infty} > c_i) \quad (5)
$$

$$
\leq N \sum_{i=1}^m \mathbb{P}(|X_i| > c_i).
$$

Finally we have

$$
P(S_m - S_0 > a) \leq P(S^*_m - S^*_0 > a) + P(S^*_m \neq S_m)
$$

and so by (4) and (5) we get the desired result. \qed
2.4. Proofs of auxiliary results. We now prove Proposition 2.1 and Lemmas 2.2 and 2.3.

Proof of Proposition 2.1. Fix the hypergraph \( \mathcal{H} \). We prove the required expression (3) by a double counting argument. This argument proceeds by focussing on the latest point added. We recall that the average \( (r-1) \)-degree is \( 1/(N-m+1) \) times the average \( r \)-degree, while the maximum \( (r-1) \)-degree is at most this multiple of the maximum \( r \)-degree, and similarly for the minimum.

We next prove Lemma 2.2.

Proof of Lemma 2.2. Part (i) is immediate by a double counting argument. This argument shows that the average \( (r-1) \)-degree is \( (N-r+1)/r \) times the average \( r \)-degree, while the maximum \( (r-1) \)-degree is at most this multiple of the maximum \( r \)-degree, and similarly for the minimum.

For (ii) we observe that \( \mathcal{H}(x) \) is \( (k-1) \)-uniform with maximum \( r \)-degree at most \( \Delta_{r+1} \). We will prove now that \( \mathcal{H}(x) \) is \( (r-1, 3\eta) \)-near-regular. Since \( \mathcal{H} \) is \( (r, \eta) \)-near-regular, it is
also \((1, \eta)\)-near-regular, by \((i)\), and therefore \(d_H(x) \geq (1 - \eta)hk/N\). And so it follows from a simple double counting argument that the average \((r - 1)\)-degree in \(H(x)\) satisfies
\[
\bar{d}_{r-1}^H = \frac{(k - 1)r - 1}{(N - 1)r - 1} d_H(x) = \bar{d}_r \cdot \frac{N}{hk} d_H(x) \geq (1 - \eta)\bar{d}_r^H.
\]

Now let \(A \subseteq V(H(x))\) be an \((r - 1)\) element set. Since \(H\) is \((r, \eta)\)-near-regular we have
\[
d_H(x)(A) = d_H(A \cup \{x\}) \leq (1 + \eta)\bar{d}_r^H,
\]
and so, since \(\eta \in [0, 1/3]\) we have
\[
d_H(x)(A) \leq \frac{1 + \eta}{1 - \eta} \bar{d}_{r-1}^H \leq (1 + 3\eta)\bar{d}_{r-1}^H.
\]
A near identical argument gives the lower bound \((1 - \eta)/(1 + \eta) \geq 1 - 3\eta\) times \(\bar{d}_{r-1}^H\), and so completes the proof. \(\square\)

We now prove Lemma 2.3, which bounds the possible value of \(|X_\ell(B_i)|\) in a \(k\)-uniform \((r, \eta)\)-near-regular hypergraph \(H\).

**Proof of Lemma 2.3** Recall first that \(X_\ell(B_i) := A_\ell(B_i) - \mathbb{E}[A_\ell(B_i)|B_{i-1}]\) and that \(A_\ell(B_i) = N_\ell(B_i) - N_\ell(B_{i-1})\). If \(b_i\) is the last element added to \(B_i\), i.e., \(B_i = B_{i-1} \cup \{b_i\}\), then
\[
A_\ell(B_i) = \sum_{\substack{C \subseteq B_{i-1} \\ |C| = \ell - 1}} d(C \cup \{b_i\}).
\]
As \(1 \leq \ell \leq r\) and \(H\) is \((r, \eta)\)-near-regular, we have that \(H\) is also \((\ell, \eta)\)-near-regular by part \((i)\) of Lemma 2.2. And so \(d(C \cup \{b_i\}) = (1 \pm \eta)\bar{d}_\ell\) for all \((\ell - 1)\) element subsets \(C \subseteq B_{i-1}\). It follows that
\[
A_\ell(B_i) = (1 \pm \eta)\binom{i - 1}{\ell - 1} \bar{d}_\ell.
\]
Now, as \(X_\ell(B_i) := A_\ell(B_i) - \mathbb{E}[A_\ell(B_i)|B_{i-1}]\), it follows that
\[
|X_\ell(B_i)| \leq 2\eta\binom{i - 1}{\ell - 1} \bar{d}_\ell.
\]
Finally, since \(\bar{d}_\ell = h(\ell)^k/N\), and using the bound \((i - 1)_{\ell-1} \leq s^{\ell-1}(N - 1)_{\ell-1}\), we obtain
\[
|X_\ell(B_i)| \leq \frac{2\ell h(\ell)^k \eta s^{\ell-1}h}{N},
\]
as required. \(\square\)
3. Proof of Theorem 1.2

The proof of Theorem 1.2 is given by induction on $r$. In fact we prove two series of statements with a joint induction. Since $N^H_k(B_m) = N^H(B_m)$, it is clear that Theorem 1.2 is included in the sequence of statements $P_r, r \geq 1$.

$P_r$: For all $k \geq j \geq r$ and $\eta \in [0, 3^{-r+1}]$, for all $k$-uniform hypergraphs $H$ on $[N]$ which are $(r-1, \eta)$-near-regular with maximum $r$-degree $\Delta_r$, we have

$$ \mathbb{P}(D^H_j(B_m) > a) \leq N^{O_k(1)} \exp \left( \frac{-\Omega_k(1) a^{2/r}}{m \Delta_r^{2/r}} \right) $$

for all $0 \leq m \leq N$ and all $a \geq C_r \eta r^{r-1}\ell^{j-1}(r-1)$, where $C_r = (10k!)^{10r}$.

The other sequence of statements $Q_r$ will be related to the behaviour of the random variables $X^H_k(B_i)$ that occur in the martingale representation of $D^H_k(B_m)$. We define $Q_r$ to be the following statement.

$Q_r$: For all $k \geq \ell \geq r + 1$ and $\eta \in [0, 3^{-r}]$, for all $k$-uniform hypergraphs $H$ on $[N]$ which are $(r, \eta)$-near-regular with maximum $(r+1)$-degree $\Delta_{r+1}$, we have

$$ \mathbb{P}(|X^H_k(B_i)| > \alpha) \leq N^{O_k(1)} \exp \left( \frac{-\Omega_k(1) a^{2/r}}{i \Delta_{r+1}^{2/r}} \right) $$

for all $0 \leq i \leq N$ and all $\alpha \geq D_r \eta r^{r-1}h/N$, where $D_r = (10k!)^{10r+10}$.

The base case of the induction, $P_1$, is proved in Section 3.1 by a straightforward application of the Hoeffding–Azuma inequality. We complete the proof by showing that $P_r$ implies $Q_r$ and $Q_r$ implies $P_{r+1}$. These proofs are given in Sections 3.2 and 3.3 respectively.

3.1. The base case — $P_1$. Let us fix $k \geq j \geq 1$, $\eta \in [0, 1]$, and a $k$-uniform hypergraph $H$ on $[N]$ with maximum degree $\Delta$.

We use the Hoeffding–Azuma inequality applied to the martingale representation:

$$ D_j(B_m) = \sum_{i=1}^m \sum_{\ell=1}^j \frac{(N-m)\ell(m-i)j-\ell}{(N-i)j} \cdot \binom{k-\ell}{k-j} X_\ell(B_i). $$

In order to do so we must bound the magnitude of the increment

$$ Y_i := \sum_{\ell=1}^j \frac{(N-m)\ell(m-i)j-\ell}{(N-i)j} \cdot \binom{k-\ell}{k-j} X_\ell(B_i) $$

of the martingale. We observe that the first fraction is always at most 1, and so the coefficient itself is $O_k(1)$. Recalling that $X_\ell(B_i) := A_\ell(B_i) - \mathbb{E}[A_\ell(B_i)|B_{i-1}]$, and that both $A_\ell(B_i)$ and $\mathbb{E}[A_\ell(B_i)|B_{i-1}]$ are non-negative we have

$$ \|X_\ell(B_i)\|_\infty \leq \|A_\ell(B_i)\|_\infty \leq O_k(1) \cdot \Delta \quad \text{a.s.} $$
where the second inequality follows since \( A_\ell(B_i) = N_\ell(B_i) - N_\ell(B_{i-1}) \) is certainly at most \( \binom{k-1}{\ell-1} = O_k(1) \) times \( d_\mathcal{H}(b_i) \leq \Delta \) (any “new” \( \ell \)-sets must be in edges containing \( b_i \)).

Since \( Y_i \) consists of a finite number of terms and the coefficients are \( O_k(1) \),
\[
|Y_i| \leq O_k(1) \cdot \Delta \quad \text{a.s.}
\]
By an application of the Hoeffding–Azuma inequality to \( D \), probability at most \( \frac{\alpha}{r} \) or \( \frac{\eta}{r} \) which is \((3.2)\) following proposition on the deviation of \((3.1)\). This completes the proof of \((6)\).

Let us first observe that \((6)\) follows from Proposition 3.1. Since \( X_\ell(B_i) = A_\ell(B_i) - \mathbb{E}[A_\ell(B_i)|B_{i-1}] \), the event \( |X_\ell(B_i)| > \alpha \) of \((6)\) may only occur if either \( |A_\ell(B_i) - \lambda_\ell(i)| > \alpha/2 \) or \( |\mathbb{E}[A_\ell(B_i)|B_{i-1}] - \lambda_\ell(i)| > \alpha/2 \), by the triangle inequality. The first of these events has probability at most
\[
\mathbb{P}( |A_\ell(B_i) - \lambda_\ell(i)| > \alpha ) \leq N_{\ell}\exp\left( \frac{-\Omega_k(1)\alpha^{2/r}}{i\Delta_{r+1}^{2/r}} \right)
\]
for all \( \alpha \geq D_r\eta \xi^{\ell-1}h/2N \).

Let us first observe that \((6)\) follows from Proposition 3.1. Since \( X_\ell(B_i) = A_\ell(B_i) - \mathbb{E}[A_\ell(B_i)|B_{i-1}] \), the event \( |X_\ell(B_i)| > \alpha \) of \((6)\) may only occur if either \( |A_\ell(B_i) - \lambda_\ell(i)| > \alpha/2 \) or \( |\mathbb{E}[A_\ell(B_i)|B_{i-1}] - \lambda_\ell(i)| > \alpha/2 \), by the triangle inequality. The first of these events has probability at most
\[
N_{\ell}\exp\left( \frac{-\Omega_k(1)\alpha^{2/r}}{i\Delta_{r+1}^{2/r}} \right)
\]
by Proposition 3.1. The second may only occur if there exists \( x \in [N] \setminus B_{i-1} \) such that \( |A_\ell(B_i \cup \{x\}) - \lambda_\ell(i)| > \alpha/2 \) and so the same bound holds by Lemma 2.4 and Proposition 3.1. This completes the proof of \((6)\).
All that remains is to prove Proposition 3.1. We shall base the proof of Proposition 3.1 on Lemma 3.2 which shows how we may view \( A_\ell \) in terms of deviation in a hypergraph \( \mathcal{H}(x) \), and Lemma 3.3 which uses \( P_r \) to bound the probability of such deviations.

It will be useful to condition on the element \( b_i = x \) that is added as the \( i \)th element of the process. Given that \( b_i = x \) the set \( B_i \) is distributed as

\[
B_i = B_{i-1}^{(x)} \cup \{x\}
\]

where \( B_{i-1}^{(x)} \) is a uniformly random subset of \( i - 1 \) elements of \( [N] \setminus \{x\} \). We also recall that we define the hypergraph

\[
\mathcal{H}(x) := \{ f \setminus \{x\} : f \in E(\mathcal{H}), x \in f \}.
\]

The first lemma shows that \( A_\ell(B_{i-1} \cup \{x\}) \) may be expressed precisely in terms of the deviation of \((\ell - 1)\) sets in the hypergraph \( \mathcal{H}(x) \)

**Lemma 3.2.** For each \( x \in [N] \)

\[
A_\ell(B_{i-1} \cup \{x\}) = D_{\ell-1}(B_{i-1}) + \mathbb{E} \left[ N_{\ell-1}(B_{i-1}) \right] - \Delta_{\ell-1}
\]

where

\[
\Delta_{\ell-1} = \frac{\eta \ell(k) s^{\ell-1} h/N}{r}.
\]

We use \( P_r \) to provide a bound on the probability that \( D_{\ell-1}(B_{i-1}) \) is large.

**Lemma 3.3.** Let \( r + 1 \leq \ell \leq k \). Then

\[
\mathbb{P}\left( |D_{\ell-1}(B_{i-1})| > \alpha \right) \leq N^{O(1)} \exp \left( \frac{-\Omega_k(1) \alpha^{2/r}}{i\Delta_{\ell-1}^{2/r}} \right)
\]

for all \( \alpha \geq C_r(3\eta)^r/(r-1)c(\mathcal{H}(x))s^{(\ell-2)r/(r-1)} \). In particular, the result holds for all \( \alpha \geq D_r\eta s^{\ell-1}h/4N \).

Let us see how Proposition 3.1 follows from these lemmas.

**Proof of Proposition 3.1.** By Lemma 3.2 we have that

\[
|A_\ell(B_i) - \lambda_\ell(i)| \leq |D_{\ell-1}(B_{i-1})| + \frac{\eta \ell(k) s^{\ell-1} h/N}{r}.
\]

Since the second term on the right is at most \( \alpha/2 \) (this follows from the condition on \( \alpha \) and the fact that \( D_r \geq 4\ell(k) \)), the event that \( |A_\ell(B_i) - \lambda_\ell(i)| > \alpha \) is contained in the event that \( |D_{\ell-1}(B_{i-1})| > \alpha/2 \). The required bound now follows immediately from Lemma 3.3. □

All that remains is to prove Lemma 3.2 and Lemma 3.3. We begin with Lemma 3.2.
Proof of Lemma 3.2 Recall that
\[ A_\ell(B_{i-1}^{(x)} \cup \{x\}) := N_\ell(B_{i-1}^{(x)} \cup \{x\}) - N_\ell(B_{i-1}^{(x)}) \]
which is precisely the number of pairs \((S, f)\) where \(S \subseteq B_{i-1}^{(x)}\) is a subset of \(\ell - 1\) elements, and \(f\) is an edge of \(H\) such that \(S \cup \{x\} \subseteq f\). Setting \(f^- = f \setminus \{x\}\) we note that this condition is equivalent to the fact that \(S \subseteq f^-\). It follows that \(A_\ell(B_{i-1}^{(x)} \cup \{x\})\) is precisely \(N_{\ell-1}^{H(x)}(B_{i-1}^{(x)})\), and so
\[ A_\ell(B_{i-1}^{(x)} \cup \{x\}) = D_\ell^{H(x)}(B_{i-1}^{(x)}) + E\left[N_{\ell-1}^{H(x)}(B_{i-1}^{(x)})\right] \]
by the definition of \(D_\ell^{H(x)}(B_{i-1}^{(x)})\) as the deviation of \(N_{\ell-1}^{H(x)}(B_{i-1}^{(x)})\) from its mean. All that remains is to prove that
\[ E\left[N_{\ell-1}^{H(x)}(B_{i-1}^{(x)})\right] = \lambda_\ell(i) \pm \frac{\eta\ell(k)}{\ell} s^{\ell-1}h. \]
Since \(H\) is \((r, \eta)\)-near-regular (and so \((1, \eta)\)-near-regular by Lemma 2.2) we have \(e(H(x)) = d_H(x) = (1 \pm \eta)hk/N\). We may also observe that \(H(x)\) is \((k - 1)\)-uniform on \(N - 1\) vertices and so
\[ E\left[N_{\ell-1}^{H(x)}(B_{i-1}^{(x)})\right] = \frac{e(H(x))(k-1)(i-1)\ell}{(N-1)\ell} + \frac{\eta\ell(k)h(i-1)\ell}{N\ell} \]
\[ = \lambda_\ell(i) \pm \frac{\eta\ell(k)}{\ell} s^{\ell-1}h, \]
as required. \(\square\)

We now prove Lemma 3.3

Proof of Lemma 3.3 We prove the required bound by applying the inequality given by \(P_r\) to the hypergraph \(H(x)\). We observe that \(H(x)\) is a \((k - 1)\)-uniform hypergraph on \(N - 1\) vertices. We may also observe that \(H(x)\) inherits the regularity condition \((r - 1, 3\eta)\)-near-regular from \(H\) by Lemma 2.2 and the maximum \(r\)-degree of \(H(x)\) is at most \(\Delta_{r+1}\). By \(P_r\) we have that
\[ \mathbb{P}\left(|D_{\ell-1}^{H(x)}(B_{i-1}^-)| > \alpha\right) \leq N^{O_h(1)} \exp\left(-\frac{\Omega_h(1)\alpha^{2/r}}{i\Delta_{r+1}^{2/r}}\right) \]
for all \(\alpha \geq C_r(3\eta)^{r/(r-1)}e(H(x))s^{(\ell-2)r/(r-1)}\). This is exactly the result we need. All that remains is to verify that this includes all \(\alpha \geq D_r\eta s^{\ell-1}h/4N\).
We have that \( D_r \geq 10k \cdot 3^{r/(r-1)}C_r, \eta < 1, (\ell - 2)r \leq (\ell - 1)(r - 1) \) and \( e(\mathcal{H}(x)) \leq (1 + \eta)hk/N \leq 2hk/N. \) It follows that
\[
\frac{D_r \eta \ell s^{\ell-1}}{4N} \geq \frac{10C_r(3\eta)^{r/(r-1)}hk \ell s^{(\ell-2)r/(r-1)}}{4N} \geq C_r(3\eta)^{r/(r-1)}e(\mathcal{H}(x))s^{(\ell-2)r/(r-1)}.
\]
This confirms that the inequality holds across the whole of the range we claimed. \(\square\)

3.3. \( Q_r \Rightarrow P_{r+1}. \) The main idea of the induction step is using our information about the magnitude of increments combined with Lemma 2.6. Let us fix \( k \geq j \geq r + 1, \eta \in [0, 3^{-r}] \) and a \( k \)-uniform \((r, \eta)\)-near-regular hypergraph \( \mathcal{H} \) on \([N]\) with maximum \((r+1)\)-degree \( \Delta_{r+1} \).

We recall the martingale representation
\[
D_j(B_m) = \sum_{i=1}^{m} Y_i,
\]
where
\[
Y_i = \sum_{\ell=1}^{j} \frac{(N - m)\ell(m - i)_{j-\ell}}{(N - i)_{j}} \binom{k - \ell}{k - j} X_\ell(B_i).
\]

We prove now an auxiliary lemma that controls the probability that the increments are large.

**Lemma 3.4.** If \( \alpha \geq jk!D_r \eta t^{j-1}h/N, \) then
\[
\mathbb{P}(|Y_i| > \alpha) \leq N^{O_k(1)} \exp \left( \frac{-\Omega_k(1)\alpha^{2/r}}{m\Delta_{r+1}^{2/r}} \right).
\]

**Proof.** We first observe that
\[
|Y_i| \leq \sum_{\ell=1}^{j} k!t^{j-\ell}|X_\ell(B_i)|,
\]
since
\[
\frac{(N - m)\ell(m - i)_{j-\ell}}{(N - i)_{j}} \binom{k - \ell}{k - j} \leq t^{j-\ell}k!.
\]

By an application of Lemma 2.3 and \( Q_r, \) since \( \alpha \geq jk!D_r \eta t^{j-1}h/N \) the following bound holds for all \( 1 \leq \ell \leq k: \)
\[
\mathbb{P} \left( |X_\ell(B_i)| > \frac{\alpha t^{\ell-j}}{jk!} \right) \leq N^{O_k(1)} \exp \left( \frac{-\Omega_k(1)\alpha^{2/r}}{m\Delta_{r+1}^{2/r}} \right).
\]

Finally, using \( (7), (8) \) and the union bound, we have
\[
\mathbb{P}(|Y_i| > \alpha) \leq N^{O_k(1)} \exp \left( \frac{-\Omega_k(1)\alpha^{2/r}}{m\Delta_{r+1}^{2/r}} \right).
\]
We are now ready to prove $P_{r+1}$. Let $a \geq C_{r+1}\eta^{(r+1)/r}ht^{(j-1)(r+1)/r}$. Choosing $\alpha = \frac{a^{r/(r+1)}\Delta_{r+1}^{1/(r+1)}}{\Delta_{r+1}^{1/(r+1)}}$, we can easily verify that

$$\alpha \geq jk!D_j\eta^{j-1}h/N;$$

using $\Delta_{r+1}^{1/(r+1)} \geq h/(N^{r+1})$ and $C_{r+1} \geq k^2(k!)^2D_r^2$. By an application of the Hoeffding–Azuma inequality (the version given in Lemma 2.6) with $c_i = \alpha$ for every $i$, we have

$$\mathbb{P}(D_j(B_m) > a) \leq \exp\left(-\frac{a^2}{2ma^2}\right) + N \sum_{i=1}^{m} \mathbb{P}(|Y_i| > \alpha).$$

By Lemma 3.4, we obtain

$$\mathbb{P}(D_j(B_m) > a) \leq \exp\left(-\frac{a^2}{2ma^2}\right) + N^{O_k(1)} \exp\left(-\Omega(1)\frac{a^2}{m\Delta_{r+1}^{2/(r+1)}}\right).$$

Since $\alpha = \frac{a^{r/(r+1)}\Delta_{r+1}^{1/(r+1)}}{\Delta_{r+1}^{1/(r+1)}}$, this last inequality gives us

$$\mathbb{P}(D_j(B_m) > a) \leq N^{O_k(1)} \exp\left(-\Omega(1)\frac{a^{2/(r+1)}}{m\Delta_{r+1}^{2/(r+1)}}\right),$$

which establishes the induction step.

Now that we have established the base case $P_1$ and the implications $P_r \Rightarrow Q_r$ and $Q_r \Rightarrow P_{r+1}$ for all $r \geq 1$ we have completed the proof of Theorem 1.2.

3.4. A weaker condition if $\mathcal{H}$ is regular and $(r - 1, \eta)$-near-regular. We remarked (Remark 4) in the Introduction that the condition on $a$ may be weakened to

$$a \geq (10k!)^{10r} e(\mathcal{H}) \left(\frac{\eta mk^{-2}}{N^{k-2}}\right)^{r/(r-2)}$$

if $\mathcal{H}$ is regular and $(r - 1, \eta)$-near-regular, for $r \geq 3$.

The proof is essentially identical to that given above. We highlight only the differences.

Let $\mathcal{H}$ be regular and $(r, \eta)$-near-regular. In this case the $\frac{\eta mk^{-2}}{N^{k-2}}$ term in Lemma 3.2 is not necessary. It follows that in this case $Q_r$ holds for all $\alpha \geq C_r(3\eta)^{r/(r-1)}ht^{(j-2)r/(r-1)}$ (by a simple adaptation of the proof of Proposition 3.1).

It is then possible to prove the result of Lemma 3.4 for all $\alpha \geq 10j(k+1)!C_r\eta^{r/(r-1)}ht^{j(j-2)r/(r-1)}/N$. Following the rest of the proof of Section 3.3 we obtain the required result for all $\alpha \geq C_{r+1}\eta^{(r+1)/(r-1)}ht^{(j-2)(r+1)/(r-1)}$. Taking $j = k$ and swapping $r$ for $r - 1$ we obtain the claimed result, which we now state as a proposition.
**Proposition 3.5.** Let $1 \leq r \leq k$ and let $\eta \in [0, 3^{-r+1}]$. Let $\mathcal{H}$ be a $k$-uniform hypergraph on $[N]$. Suppose that $\mathcal{H}$ is regular and $(r-1, \eta)$-near-regular with maximum $r$-degree $\Delta_r$. Then
\[
P \left( D^\mathcal{H}(B_m) > a \right) \leq N^{O_k(1)} \exp \left( \frac{-\Omega_k(1)a^{2/r}}{m\Delta_r^{2/r}} \right)
\]
for all
\[
a \geq (10k!)^{10r} \cdot e(\mathcal{H}) \left( \frac{\eta km^{-2}}{Nk-2} \right)^{r/(r-2)}
\]
Furthermore, the same bounds apply to the corresponding negative deviations.

4. Deviations $D^\mathcal{H}(B_p)$ – Proof of Theorem 1.3

Deviations $D(B_p)$ in the $p$-model are intimately related to deviations $D(B_m)$ in the $m$-model, via the identity
\[
P \left( D^\mathcal{H}(B_p) > a \right) = \sum_{m=0}^{N} b_{N,p}(m) \cdot \P \left( N^\mathcal{H}(B_m) > p^k h + a \right),
\]
where $b_{N,p}(m) := \P(\text{Bin}(N,p) = m)$. Recall that $L^\mathcal{H}(p) = p^k h$ is the expected value of $N^\mathcal{H}(B_p)$ and we study the probability that the deviation satisfies $D^\mathcal{H}(B_p) > \delta_N L^\mathcal{H}(p)$.

Our proof of Theorem 1.3 consists of a lower bound (see Section 4.1) and an upper bound (see Section 4.2). The lower bound is based on the fact that $\P \left( N(B_m) > p^k h + a \right)$ is increasing in $m$ and so
\[
P \left( D(B_p) > \delta_N L(p) \right) \geq B_{N,p}(m_+) \cdot \P \left( N(B_{m_+}) > (1 + \delta_N) L(p) \right)
\]
for all $m_+ \geq 0$, where $B_{N,p}(m) := \P(\text{Bin}(N,p) > m)$. For a particular choice of $m_+ = m_+(\delta_N)$ we shall prove that
\[
B_{N,p}(m_+) \cdot \P \left( N(B_{m_+}) > (1 + \delta_N) L(p) \right) = \exp \left( -(1 + o(1)) \frac{\delta_N^2 p N}{2k^2 (1-p)} \right)
\]
which gives the required lower bound.

We need to work harder to prove the upper bound. We must control all contributions to the sum (9). We again use that $\P \left( N(B_m) > p^k h + a \right)$ is increasing to observe that
\[
P \left( D(B_p) > \delta_N L(p) \right) \leq \P \left( N(B_{m_-}) > (1 + \delta_N) L(p) \right) + B_{N,p}(m_-)
\]
for all $m_- \geq 0$. We shall then choose $m_- = m_-(\delta_N)$ such that
\[
B_{N,p}(m_-) = \exp \left( -(1 + o(1)) \frac{\delta_N^2 p N}{2k^2 (1-p)} \right)
\]
and
\[
P \left( N(B_{m_-}) > (1 + \delta_N) L(p) \right) \ll \exp \left( \frac{-\delta_N^2 p N}{2k^2 (1-p)} \right).
\]
The latter inequality is proved using Theorem 1.2.

Based on the above sketch it is clear that the probabilities $b_{N,p}(m)$ and $B_{N,p}(m)$, related to the binomial distribution, are central to our proof. While more precise estimates, up to a multiplicative factor of $1 + o(1)$ are known\[3\], the following is sufficient for our purposes. Throughout the section we set $q := 1 - p$.

**Theorem 4.1.** Suppose that $(x_N)$ is a sequence such that $1 \ll x_N \ll \sqrt{Npq}$. Then

$$b_{N,p}(\lfloor pN + x_N \sqrt{Npq} \rfloor) = \frac{1}{\sqrt{Npq}} \exp \left( -(1 + o(1)) \frac{x_N^2}{2} \right)$$

and

$$B_{N,p}(\lfloor pN + x_N \sqrt{Npq} \rfloor) = \exp \left( -(1 + o(1)) \frac{x_N^2}{2} \right).$$

Both of the values $m_-$ and $m_+$ discussed above will be chosen in relation to

$$m_* := (1 + \delta_N)^{1/k} pN,$$

which is chosen so that $L(m^*) = L(p)$. Let us also define

$$x(m) := \frac{m - pN}{\sqrt{Npq}}$$

in general and, in particular, set $x_* := x(m_*)$.

### 4.1. Lower Bound.

First we choose a sequence $f_N$ such that

$$\max \left\{ \eta^{r/(r-1)} p^{(k-1)/(r-1)} N, \frac{p^{r/2-k+1} N^{r/2+1} \Delta_r (\log N)^{r/2}}{h} \right\} \ll f_N \ll \delta_N pN.$$ 

Note that since

$$\delta_N \gg \max \left\{ \frac{\Delta_r (N \log N)^{r/2}}{p^{k-r/2} h}, (\eta^r p^{k-r})^{1/(r-1)} \right\}$$

we can take such sequence. We then choose $m_+ = m_* + f_N$ and we also set $x_+ = x(m_+)$.

Now we prove the following two lemmas, which together with (10), will give us the desired lower bound.

**Lemma 4.2.**

$$\mathbb{P} \left( N(B_{m_+}) > (1 + \delta_N)L(p) \right) = 1 - o(1).$$

**Proof.** Note first that it suffices to prove that

$$\mathbb{P} \left( D(B_{m_+}) \leq (1 + \delta_N)L(p) - L(m_+) \right) = o(1).$$

---

\[3\]see for example the bound in [12], adapted from Bahadur [2]
Observe now that
\[(1 + \delta_N)L(p) - L(m_+) = hp^k \left[ (1 + \delta_N)p^k - \frac{(m_+)k}{N^k} \right] \leq h \left[ (1 + \delta_N)p^k - \frac{(m_* + f_N - k)^k}{N^k} \right] \leq h \left[ (1 + \delta_N)p^k - \frac{m_*^k}{N^k} + \frac{m_*^{k-1}f_N}{N^k} \right] \leq -\frac{hp^k - 1}{N}f_N.\]

So we have
\[P \left( D(B_{m_+}) \leq (1 + \delta_N)L(p) - L(m_+) \right) \leq P \left( D(B_{m_+}) \leq \frac{hp^k - 1}{N}f_N \right).\]

Let us denote \(a = \frac{(hp^k - 1)f_N}{N}\). Since \(f_N \gg \eta^{r/(r-1)}p^{(k-1)/(r-1)}N\), if \(N\) is sufficiently large, we can apply Theorem 1.2 and obtain
\[P \left( D(B_{m_+}) \leq -a \right) \leq N^{O_k(1)} \exp \left( -\frac{\Omega_k(1)a^{2/r}}{m\Delta_{r}^{2/r}} \right).\]

Using now that
\[f_N \gg \frac{p^{r/2-k+1}N^{r/2+1}\Delta_r(\log N)^{r/2}}{h},\]
we can easily verify that
\[N^{O_k(1)} \exp \left( -\frac{\Omega_k(1)a^{2/r}}{m\Delta_{r}^{2/r}} \right) = o(1),\]

which gives us the desired result. \(\square\)

**Lemma 4.3.**
\[B_{N,p}(m_+) = \exp \left( -(1 + o(1))\frac{\delta_N^2pN}{2k^2(1 - p)} \right).\]

**Proof.** By Theorem 4.1, we have
\[B_{N,p}(m_+) = \exp \left( -(1 + o(1))\frac{x_+^2}{2} \right).\]

Observe now that
\[\frac{x_+}{x_*} = 1 + \frac{f_N}{pN[(1 + \delta_N)^{1/k} - 1]}.
\]

Since \(\delta_N \ll 1, (1 + \delta_N)^{1/k} - 1 = \Theta(\delta_N)\) and as \(f_N \ll \delta_N pN\), we obtain \(x_+ = (1 + o(1))x_*\), which gives us
\[B_{N,p}(m_+) = \exp \left( -(1 + o(1))\frac{x_*^2}{2} \right).\]
Finally, note that
\[ x_* = \sqrt{\frac{pN}{1-p}} \left( (1 + \delta_N)^{1/k} - 1 \right) \]
and since \((1 + \delta_N)^{1/k} - 1 = (1 + o(1))\delta_N/k\), we obtain the required result. \(\square\)

4.2. Upper Bound. Our upper bound on \(\mathbb{P} \left( D^H(B_p) > \delta_N L^H(p) \right)\) requires us to control all the terms of the sum (9), i.e., all the terms in the sum
\[
\mathbb{P} \left( D^H(B_p) > \delta_N L^H(p) \right) = \sum_{m=0}^{N} b_{N,p}(m) \mathbb{P} \left( N^H(B_m) > p^k h + \delta_N L^H(p) \right).
\]
In fact we do not require a very precise analysis. We shall simply break the sum into two parts \(m < m_-\) and \(m \geq m_-\) for a value of \(m_-\) we define below. We bound the terms \(m \geq m_-\) using only the first probability (the binomial) and the terms \(m < m_-\) using only the second probability (the deviation in the model \(B_m\)).

Let \(g_N\) be a sequence satisfying
\[
\eta_r/(r-1) p^{(k-1)/(r-1)} N, \quad \frac{N^{r/2+1} (\log N)^{r/2} \Delta_r}{p^{k-r/2-1} h}, \quad \frac{\delta_R N^{r+1} \Delta_r}{p^{k-r-1} h} \ll g_N \ll \delta_N p N.
\]
It is certainly possible to choose such a sequence by the conditions on \(\delta_N\) in Theorem 1.3.

We define \(m_- := m_* - g_N\) and set \(x_- = x(m_-)\). By a calculation similar to that given in (11) we have
\[
L(m_-) \leq (1 + \delta_N) L(p) - \frac{hp^{-1}g_N}{N} . \quad (11)
\]

We now bound the two parts of the sum. First, for the part \(m \geq m_-\) we simply use that the sum of these terms is at most
\[
B_{N,p}(m_-) = \exp \left( -(1 + o(1)) \frac{\delta_N^2 p N}{2k^2 (1 - p)} \right).
\]
This may be verified by simply following the proof of Lemma 4.3 and using that \(g_N \ll \delta_N p N\).

Now, we bound the rest of the sum by \(\exp(-x_*^2)\) using the following lemma. This will complete the proof of the upper bound.

Lemma 4.4.
\[
\sum_{m=0}^{m_-} \mathbb{P} \left( N^H(B_m) > p^k h + \delta_N L^H(p) \right) \leq \exp(-x_*^2) .
\]

Proof. Since \(\mathbb{P} \left( N^H(B_m) > p^k h + \delta_N L^H(p) \right)\) is increasing in \(m\) it suffices to prove that
\[
\mathbb{P} \left( N^H(B_{m_-}) > p^k h + \delta_N L^H(p) \right) \leq \frac{\exp(-x_*^2)}{N} . \quad (12)
\]
By (11) this event is contained in the event that $D^H(B_{m-}) > hp^{k-1}g_N/N$. Three lower bounds on $g_N$ were given above. The first ensures that we may apply Theorem 1.2 to bound the probability of the deviation $D^H(B_{m-}) > hp^{k-1}g_N/N$. The second and third give that the resulting bound is at most $N^{O_k(1)} \exp(-\omega(\log N))$ and $N^{O_k(1)} \exp(\omega(x_2^*))$ respectively. In particular, for any constant $C$ we have that

$$P(D^H(B_{m-}) > hp^{k-1}g_N/N) \leq N^{O_k(1)} \exp(-C \log N - x_2^*)$$

for all sufficiently large $N$. Choosing $C$ to be one larger than the constant of the $O_k(1)$ we obtain (12), and so complete the proof of the lemma.

5. Arithmetic configurations in random sets

In this section we collect some applications of Theorems 1.2 and 1.3 to illustrate its use in obtaining bounds of deviations for the count of arithmetic structures in random sets. To simplify matters we will consider the ambient group to be the cyclic group $\mathbb{Z}/N\mathbb{Z}$ with $N$ prime.

5.1. $k$–progressions. The initial motivation of this article was to analyze moderate deviations in counting the number of $k$–term arithmetic progressions ($k$–progressions for short) in random sets. As it has been mentioned in the Introduction, large deviations for this problem have been intensively studied and they are currently well understood, see [13, 28, 5, 14]. We consider here moderate deviations for the $m$–model first. Let $N^k(B_m)$ denote the number of $k$–progressions in a random subset $B_m$ of the cyclic group $\mathbb{Z}/N\mathbb{Z}$, $N$ prime, and by $D^k(B_m)$ the deviation of $N^k(B_m)$.

Let $H_k$ be the $k$–uniform hypergraph with vertex set $\mathbb{Z}/N\mathbb{Z}$ and edges the nontrivial $k$–progressions $\{x, x+d, \ldots, x+(k-1)d\}$ with $x \in \mathbb{Z}/N\mathbb{Z}$ and $d \in \{1, 2, \ldots, (N-1)/2\}$. Every pair $\{x, y\}$ of elements in $\mathbb{Z}/N\mathbb{Z}$ is contained in $\binom{k}{2}$ edges of $H_k$, so that the hypergraph is 2–regular and hence 1–regular. A direct application of Theorem 1.1 for $r = 2$ gives in this case,

**Theorem 5.1.** For each $a > 0$,

$$P(D^k(B_m) > a) \leq N^{c_1} \exp\left(-c_2 \frac{a}{m}\right)$$

for some constants $c_1, c_2$ which depend only on $k$. The same inequality holds for negative deviations.

The expected value of $N^k(B_m)$ in this example is (see (11))

$$L^k(m) = \binom{N}{2} \frac{(m)_k}{(N)_k} \sim \frac{m^k}{2N^{k-2}}.$$ 

Bounds on moderate deviations are thus obtained in Theorem 5.1 for $a \ll m^k/N^{k-2}$. 
In particular, for \( m \log N \ll a \ll m^{k/Nk-2} \) we obtain exponentially small bounds for moderate deviations of the \( k \)-progressions count, which apply to random sets of \( \mathbb{Z}/N\mathbb{Z} \) of size \( m \gg (N^{k-2} \log N)^{1/(k-1)} \). This is slightly above the threshold cardinality for the existence of \( k \)-progressions in a random set (see Rödl, Ruziński [22]). One can not expect to obtain such small deviation for smaller sets since, as shown in Rué, Spiegel and Zumalacárregui [24], the count of \( k \)-progressions within the threshold window converges to a Poisson distribution.

We note that the term in the exponential in Theorem 1.1 for \( r = 3 \) corresponding to this example would be \(-\Omega_k(1)a^{2/3}/m \) (as \( \Delta_3 = O_k(1) \)), while for \( r = 1 \) we have \( \Delta_1 \sim N/2 \) and we would obtain \(-\Omega_k(1)a^2/mN \). Both are worst than the one obtained for \( r = 2 \) as displayed in the bound of Theorem 5.2. This exemplifies Remark 3 in the Introduction.

By following the proof of Theorem 1.2 in the case \( k = 3 \) one can make the \( o_k(1) \) and \( \Omega_k(1) \) terms in the bound of the Theorem explicit (even if not optimized). We include this proof here as it is simpler than the general one described in Section 3 and may illustrate its main lines.

**Theorem 5.2.** Let \( D^3(B_m) \) denote the deviation in counting 3–progressions in \( \mathbb{Z}/N\mathbb{Z} \), with \( N \) prime. For every \( a > 0 \), we have

\[
\mathbb{P}(D^3(B_m) > a) \leq (Nm + 1) \exp \left( -\frac{a}{9m} \right).
\]

The same bound applies to the corresponding negative deviations.

**Proof.** In this case the hypergraph \( \mathcal{H}_3 \) defined in the proof of Theorem 5.1 is 2–regular. Hence, we have \( D_1(B_m) = D_2(B_m) = 0 \) (by Lemma 2.3 with \( \eta = 0 \)) and the martingale representation (3) reduces to

\[
D^3_3(B_m) = \sum_{j=1}^{m} \frac{(N-m)3}{(N-j)3} X_3(B_j).
\]

We bound the probability that \( |X_3(B_j)| \) is large as in the proof of Lemma 3.3 by considering the hypergraph \( \mathcal{H}(x) \) which is a 2–uniform 1–regular hypergraph with \( \Delta_1(\mathcal{H}_3(x)) = \Delta_2(\mathcal{H}_3) = 3 \). It follows from the Hoeffding–Azuma inequality (the argument in Section 3.1) that, for each \( \alpha > 0 \),

\[
\mathbb{P}(X_3(B_j)) > \alpha < \exp \left( -\frac{\alpha^2}{9j} \right).
\]

Therefore, as in the argument in Section 3.3 Lemma 2.6 gives, for each \( a > 0 \) and \( \alpha > 0 \),

\[
\mathbb{P}(D^3_3(B_m) > a) \leq \exp \left( -\frac{a^2}{2\alpha^2} \right) + N \sum_{j=1}^{m} \exp \left( -\frac{\alpha^2}{9j} \right) \leq \exp \left( -\frac{a^2}{2\alpha^2} \right) + Nm \exp \left( -\frac{\alpha^2}{9m} \right).
\]

The result follows by choosing \( \alpha = a^{1/2} \). \( \square \)

The bounds on deviations for the counting in the \( m \)–model can be transferred to the \( p \)-binomial model as described in Section 4. As mentioned in the Introduction, Theorem 1.4
follows from Theorem 1.3 taking into account that the hypergraph $H_3$ of 3-progressions in $\mathbb{Z}/N\mathbb{Z}$ is 1-regular. We can analogously derive the following result for $k$-progressions from Theorem 1.3 using again the 1-regularity of the hypergraph $H_k$ of $k$-progressions.

**Theorem 5.3.** Let $D^k(B_p)$ denote the deviation of the $k$-progressions count in a $p$-random subset $B_p$ of $\mathbb{Z}/N\mathbb{Z}$, $N$ prime.

Let $\delta_N$ be a sequence satisfying
\[
\max\left\{\log N \cdot \frac{1}{p^{k-1}N^2}, \sqrt{\frac{1}{pN}}\right\} \ll \delta_N \ll p^{k-2}.
\]

Then,
\[
P\left(D^k(B_p) > \delta_N L^k(p)\right) = \exp\left(-(1 + o(1)) \frac{\delta_N^2 pN}{2k^2(1 - p)}\right).
\]

Furthermore, the same bounds apply to the corresponding negative deviations.

As the expected number of $k$-progressions in $B_p$ is $L^k(p) = p^k \binom{N}{2}$, Theorem 5.3 provides exponentially small bounds of moderate deviations for $p \gg N^{1/(2k-3)}$.

5.2. **Schur equation.** In addition to the 3-progressions, let us mention another 3-variable case, the Schur equation $x + y = z$, related to problems on sum-free sets. Threshold cardinalities and large deviations for the Schur equation have also been addressed in the literature, see e.g. [13, 28]. Consider the hypergraph $H$ with vertex set the nonzero elements of $\mathbb{Z}/N\mathbb{Z}$ and edge set the nontrivial Schur triples $\{x, y, z\}$ with $x + y = z$, none of them zero. Every nonzero element $x$ in $\mathbb{Z}/N\mathbb{Z}$ belongs to $N - 3$ triples of the form $\{x, y, x + y\}$ with $y \notin \{0, x, -x\}$ and $(N - 3)/2$ triples of the form $\{y, x - y, x\}$ with $y \notin \{0, x, x/2\}$. Therefore, $H$ is 1-regular with $d_1(H) = 3(N - 3)/2$ and maximum 2-degree $\Delta_2(H) = 3$. Let $D^3(B_m)$ denote the deviation on the count of Schur triples of nonzero elements in a random set $B_m$ of $(\mathbb{Z}/N\mathbb{Z})^*$. A proof analogous to the one of Theorem 5.2 gives, for all $a > 0$,
\[
P\left(D^3(B_m) > a\right) < N^2 \exp\left(-c\left(\frac{a}{m}\right)\right),
\]
for some constant $c$. The above bound is analogous to the one in Theorem 5.2 and applies to the same ranges of $a$ and $m$. The bounds on the deviations can be analogously transferred to the $p$-binomial model to obtain a bound as in Theorem 1.4 for the deviation of Schur triples in this model.

This example exemplifies some minor adjustments which can be made to apply Theorem 1.1 for $r = 2$ to the count of solutions of general 3-term linear equations of the form $ax + by + cz = d$ in $\mathbb{Z}/N\mathbb{Z}$. The corresponding hypergraphs may fail to be regular or near-regular by the degree of some pairs of elements, depending on the values of $a, b, c$, but can be regularized without affecting the counts in a substantial way. We discuss the general approach for linear systems in Section 5.4 below.
5.3. Sidon equation. The Sidon equation \( x + y = z + t \) has also been treated in the literature, see e.g. [21, 24]. In particular, bounds of the deviation on the number of solutions of the Sidon equation are given in [21, Lemma 5.3] by means of the Kim–Vu polynomial concentration inequality [20]. An analogous analysis can be carried over in our context to obtain bounds on moderate deviations giving more precise results in an appropriate range of the size of random sets. The number of nontrivial quadruples \((x, y, z, t)\) in a set \(A \subset \mathbb{Z}/N\mathbb{Z}\) which satisfy the Sidon equation \(x + y = z + t\) with \(\{x, y\} \neq \{z, t\}\) is also called the Additive Energy of the set (which counts ordered quadruples). For unordered subsets, solutions of the Sidon equation in \(A\) are either 3–progressions \(\{x, y, z = (x+y)/2\}\), which satisfy \(x+y = 2z\), or quadruples \(\{x, y, z, t\}\) of distinct elements.

We consider the 4–uniform hypergraph \(H_4\) which has vertex set \(\mathbb{Z}/N\mathbb{Z}\) (as usual we consider \(N\) prime) and edges the Sidon quadruples \(\{x, y, z, t\}\) with \(x+y = z+t\). Every pair \(\{x, y\}\) is contained in \((N-3)\) quadruples of the form \(\{x, y, z, x+y-z\}\) with \(z \notin \{x, y, (x+y)/2\}\) and \((N-3)\) quadruples of the form \(\{x, y, z, x+z-y\}\) with \(z \notin \{x, y, (x-y)/2\}\), so that \(H_4\) is 2–regular with \(d_2(H_4) = 2(N-3)\). Moreover, each triple \(\{x, y, z\}\) which is not in arithmetic progression belongs to three distinct quadruples \(\{x, y, z, t\}\) with \(t \in \{x+y-z, x+z-y, y+z-x\}\), while triples which are 3–progressions, say \(z = (x+y)/2\), belong to two distinct quadruples. Hence, and \(\Delta_3(H_4) = 3\). By denoting by \(D^4(B_m)\) the deviation in the count of solutions of the Sidon quadruples of pairwise distinct elements, Theorem [12] with \(r = 3\) gives, for all \(a > 0\),

\[
P(D^4(B_m) > a) \leq N^{-c_1} \exp \left( -c_2 \frac{a^{2/3}}{m} \right),
\]

for some constants \(c_1, c_2\). By bounding the deviation \(D^S(B_m)\) on the count of the number of solutions of the Sidon equation by the sum of deviations on the count of quadruples of distinct elements and the count of 3–progressions from Theorem [5,2] we obtain

\[
P(D^S(B_m) > a) \leq N^{-c_1} \exp \left( -c_S \frac{a^{2/3}}{m} \right),
\]

for some constant \(c_S\). The expected number of solutions of the Sidon equation in a random set \(B_m\) is

\[
L^S(m) = \frac{(m)_3}{2(N-3)} + \frac{(m)_4}{2(N-4)}.
\]

Therefore, for \(a \ll m^4/N\) and \(a^{2/3}/m \gg \log N\) we obtain exponentially small bounds for the deviation in the count of solutions of the Sidon equation, which apply to random sets of cardinality \(m = N^{2/5}(\log N)^{3/5}\). This shows that, for these values of \(m\), the Additive Energy of a random \(m\)–set in \(\mathbb{Z}/N\mathbb{Z}\) is highly concentrated on its mean value. We observe that in this case the threshold for the appearance of solutions of the Sidon equation is \(N^{1/4}\) and our bound starts to be effective only above \(N^{2/5}\).

As in the preceding examples, Theorem [1,3] can be applied to transfer the bounds to the \(p\)–binomial model. Let \(D^4(B_p)\) denote the deviation on the number of solutions to the Sidon equation with pairwise distinct entries in a random set \(B_p\) of \(\mathbb{Z}/N\mathbb{Z}\) and \(L^4(p)\) its mean.
value. Taking into account that the hypergraph $\mathcal{H}_4$ is 2-regular and has constant maximum degree $\Delta_3(\mathcal{H}_4) = 3$, Theorem 1.3 with $r = 3$ gives

$$\mathbb{P}(D^4(B_p) > \delta_N L^4(p)) = \exp \left(- (1 + o(1)) \frac{\delta_N^2 p N}{32 (1 - p)} \right),$$

for every sequence $\delta_N$ satisfying

$$\max \left\{ \frac{1}{p^{\delta/2}} \left( \frac{\log N}{N} \right)^{3/2}, \frac{1}{\sqrt{pN}} \right\} \ll \delta_N \ll p^{1/2}.$$

The above condition on $\delta_N$ gives a meaningful range of applications when $p \gg (\log N/N)^{1/2}$.

5.4. Linear systems. The arithmetic configurations considered in the above examples correspond to solutions of linear systems

$$Ax = 0$$

in some finite field $\mathbb{F}_N$, $N$ a prime, where $A$ is a $(l \times k)$ matrix with integer entries, $l \leq k - 2$, $x \in \mathbb{F}_N^k$. This general setting has been widely addressed in the literature, see e.g. [22, 18, 24]. Conditions are imposed on the matrix $A$ to avoid some degenerate cases, the most natural one is that all $l \times l$ submatrices of $A$ are nonsingular. Then substitution of $k - l$ entries in $x$ gives a unique solution to the equation. It follows that the hypergraph $\mathcal{H}_A$ with vertex set $\mathbb{F}_N$ and edges the $k$-subsets which are entries of a solution to the linear system has maximum $(k - l)$ degree $\Delta_{k-l}(\mathcal{H}_A) \leq \binom{k}{k-l}$. One can apply Theorem 1.2 in this context whenever the hypergraph is $(k - l - 1, \eta)$-near regular for an appropriate value of $\eta$.

Substitution of $k - l - 1$ entries in $x$ give rise to $N$ solutions to the system. If the equation $x_i = x_j$ is linearly independent with the rows of $A$ for every pair $i, j \in [k]$, then $O_k(1)$ solutions may have repeated entries. Matrices $A$ which satisfy this last condition are called irredundant (see [22]), a property that we will also assume. Moreover, $O_k(1)$ substitutions may give rise to the same solution. Therefore, under the above stated conditions on $A$, let $D^{\mathcal{H}_A}(B_m)$ denote the deviation on the count of solutions to the system $Ax = 0$ with pairwise distinct entries in a random set $B_m$. Hence Theorem 1.2 with $r = k - l$ gives, for some constant $c_k$ and every sufficiently large $N$,

$$\mathbb{P} \left( D^{\mathcal{H}_A}(B_m) > a \right) \leq N^{O_k(1)} \exp \left( - \frac{\Omega_k(1) a^{2/(k-l)}}{m} \right),$$

for all $a > c_k \left( \frac{m^{k-1}}{N^{l+1}} \right)^{(k-l)/(k-l-1)}$. Since the expected value of the number of solutions is of the order $m^{k}/N^l$, for

$$\max \left\{ m^{(k-l)/2} (\log N)^{(k-l)/2}, \left( \frac{m^{k-1}}{N^{l+1}} \right)^{(k-l)/(k-l-1)} \right\} \ll a \ll \frac{m^k}{N^r},$$
we obtain exponentially small bounds for moderate deviations, which apply to random sets of cardinality $m \gg N^{2l/(k+l)}(\log N)^{(k-l)/(k+l)}$.

Let $D^{H}(B_{p})$ denote the deviation on the count of solutions to the system $Ax = 0$ with pairwise distinct entries in a random set $B_{p}$ of $\mathbb{Z}/N\mathbb{Z}$ and let $L^{H}(p)$ be its expected value. By using Theorem 1.3 we obtain the corresponding bound for moderate deviations in the $p$–model

$$
\mathbb{P}(D^{H}(B_{p}) > \delta_n L^{H}(p)) = \exp\left(-(1 + o(1)) \frac{\delta_n^{2}pN}{2k^{2}(1 - p)}\right),
$$

for every sequence $\delta_n$ satisfying

$$
\max\left\{ \frac{1}{p^{(k+l)/2}} \left(\frac{\log N}{N}\right)^{(k-l)/2}, \frac{1}{\sqrt{pN}} \right\} \ll \delta_n \ll p^{l/(k-l-1)}
$$

and so this is applicable when $p \gg (\log N/N)^{(k-l-1)/(k+l-1)}$.

6. Lower Bounds

The aim of this section is to prove that the inequality established by Theorem 1.2 is tight up to a constant in the exponent, when $m = \Omega(N)$, for a family of hypergraphs which satisfy the conditions of the theorem. The density of a $k$-uniform hypergraph $H$ with $h$ edges is $h/(\binom{N}{k})$. We provide examples across a range of densities.

**Proposition 6.1.** Let $0 < \tau < 1/2$. For each $r \geq 1$ and each sequence $\gamma_n$ satisfying $\Theta_r(1/n) \leq \gamma_n \leq \Theta_r(1)$ for infinitely many values of $N$, there exists an $N$-vertex $(r + 1)$-uniform hypergraph $H$ with density $\Theta_r(\gamma_N)$, which is $(r - 1, \eta)$-near-regular for $\eta = O_r(1/\gamma_N N)$ and with maximum $r$-degree $\Delta_r$, and for which

$$
\mathbb{P}(D^{H}(B_{m}) > a) \geq N^{-O_{r,\tau}(1)} \exp\left(-\frac{O_{r,\tau}(1)a^{2/r}}{m\Delta_r^{2/r}}\right),
$$

for all $\max\{h/N, \eta h\} \leq a \leq \Omega_{r,\tau}(1) h$ and all $\tau N \leq m \leq (1 - \tau) N$.

In the cases $r = 1$ and $r = 2$ particularly simple constructions exist. For $r = 1$ one may take a regular graph on half the vertices and leave the remaining vertices isolated. For $r = 2$ one may take two disjoint copies of a regular 3-uniform hypergraph. Even for $r = 3$ it is not difficult to describe a family of examples: Suppose $N = 3s$ and partition the vertex set into 3 equal parts $V = V_1 \cup V_2 \cup V_3$, a set $e$ of four vertices will be an edge of $H$ if it has 2 vertices in each of two parts.

In general, for $r \geq 4$, we need to work harder to produce the examples. Based on the $r = 2$ and $r = 3$ cases we see that it is useful to partition the vertex set. Given a partition $V = V_1 \cup \cdots \cup V_\ell$ of size $s := N/\ell$ we will label the vertices $v_{i,j} : i \in [\ell], j \in [s]$. We call $H$ an $\ell$-part hypergraph if it is invariant under permutations of the parts $V_i : i \in [\ell]$. That is, given a permutation $\pi$ of $[\ell]$ then $\{v_{i_{1},j_{1}}, \ldots, v_{i_{k},j_{k}}\}$ is an edge of $H$ if and only if $\{v_{\pi(i_{1}),j_{1}}, \ldots, v_{\pi(i_{k}),j_{k}}\}$ is an edge of $H$. For example, the $r = 2$ case above is a 3-uniform
2-part hypergraph and the \( r = 3 \) case is a 4-uniform 3-part hypergraph. For general \( r \) the hypergraphs we construct will be \((r + 1)\)-uniform and \( \ell \)-part for some \( \ell \) chosen sufficiently large. (In fact, we take \( \ell = 4(r + 1)! \))

We consider the deviation event \( D^H(B_m) > a \) relative to an auxiliary event in which the random set \( B_m \) is unevenly distributed with respect to the parts \( V_1, \ldots, V_\ell \). Specifically, we define \( E_{\varepsilon}^\ell \) to be the event that

\[
\begin{align*}
|B_m \cap V_1| &= (1 + 2\varepsilon)\frac{m}{\ell} \pm 1, \\
|B_m \cap V_i| &= (1 - \varepsilon)\frac{m}{\ell} \pm 1 \quad i = 2, 3, \\
|B_m \cap V_i| &= \frac{m}{\ell} \pm 1 \quad i = 4, \ldots, \ell.
\end{align*}
\]

Since

\[
P(D^H(B_m) > a) \geq P(E_{\varepsilon}^\ell) P(D^H(B_m) > a \mid E_{\varepsilon}^\ell)
\]

it will suffice to prove lower bounds on \( P(E_{\varepsilon}^\ell) \) (see Lemma 6.4) and \( P(D^H(B_m) > a \mid E_{\varepsilon}^\ell) \) (see Lemma 6.5).

The responsiveness of the deviation \( D^H(B_m) \) to the uneven distribution \( E_{\varepsilon}^\ell \) depends on the hypergraph \( H \). In particular, it depends on the coefficients of the following polynomial

\[
Q^H(x) = \sum_{e \in E(H)} (1 + 2x)^{e_1}(1 - x)^{e_2 + e_3}
\]

where \( e_i := |e \cap V_i| \) for \( i \in [\ell] \), which may be defined for any \( \ell \)-part hypergraph \( H \). Let \( c_j^H \) be the coefficient of \( x^j \) in \( Q^H(x) \).

Given an \((r + 1)\)-uniform \( \ell \)-part hypergraph \( H \), we define \( H \) to be \((r, \eta, \gamma)\)-nice if

(i) \( H \) is \((r - 1, \eta)\)-near-regular,
(ii) the density of \( H \) is between \( \gamma/\ell^2 \) and \( 3\gamma/\ell^2 \),
(iii) \( \Delta_r \leq \gamma N \), and
(iv) \( c_r^H \geq \gamma N^{r+1}/\ell^{r+1} \).

Proposition 6.1 follows from the following two propositions. The first states the required lower bound for this family of hypergraphs.

**Proposition 6.2.** If \( H \) is an \((r + 1)\)-uniform \( \ell \)-part hypergraph (for \( \ell = O_r(1) \)) with maximum \( r \)-degree \( \Delta_r \), which is \((r, \eta, \gamma)\)-nice for \( \eta = O_r(1/\gamma N) \) then

\[
P(D^H(B_m) > a) \geq N^{-O_r(1)} \exp \left( \frac{-O_r(1)a^{2/r}}{m\Delta_r^{2/r}} \right),
\]

for all \( \max \{ h/N, \eta h \} \leq a \leq \Omega_r(1)h \) and all \( \tau N \leq m \leq (1 - \tau)N \).

The second proposition states that such hypergraphs exist.

---

\(^4\)the \( \pm 1 \) is only included as the values themselves may not be integers
**Proposition 6.3.** For all \( r \geq 2 \) there exists \( \ell = \ell(r) \) such that for all sequences \( 10/n \leq \gamma_n \leq \ell^{-2} \) for infinitely many values of \( N \), there exists an \( N \)-vertex \((r+1)\)-uniform hypergraph \( H \) which is \( \ell \)-part and \((r, \eta, \gamma_N)\)-nice with \( \eta = O_r(1/\gamma_N N) \).

The proof of Proposition 6.3 is technical and unlikely to be of general interest and so will be given in the appendix.

Our proof of Proposition 6.2 is based on (13) and the following two lemmas. The first provides a bound on \( \mathbb{P}(E^\ell_\varepsilon) \).

**Lemma 6.4.** Let \( \tau \in (0, 1/2) \) and \( \ell \in \mathbb{N} \). Provided \( \tau N \leq m \leq (1 - \tau)N \) we have
\[
\mathbb{P}(E^\ell_\varepsilon) \geq N^{-O_{\ell, \tau}(1)} \exp(-O_{\ell, \tau}(\varepsilon^2 m))
\]
for all \( 0 < \varepsilon \leq \tau/2(1 - \tau) \).

The second lemma shows the effect of the uneven distribution (given by \( E^\ell_\varepsilon \)) on \( \mathbb{E}[N^\mathcal{H}(B_m) \mid E^\ell_\varepsilon] \) (or at least its expected value). We show that for a certain value of \( \varepsilon \) the conditional expectation exceeds the unconditioned expectation by at least \( 2a \).

**Lemma 6.5.** There are constants \( C_1 = C_1(\ell, \tau) \) and \( C_2 = C_2(\ell, \tau) \) such that if \( H \) is an \((r+1)\)-uniform \((r, \eta, \gamma)\)-nice \( \ell \)-part hypergraph, then for all \( \max\{h/N, \eta h\} \leq a \leq h \), we have
\[
\mathbb{E}[N^\mathcal{H}(B_m) \mid E^\ell_\varepsilon] \geq L^\mathcal{H}(m) + 2a
\]
for all \( C_1(a/h)^{1/r} \leq \varepsilon \leq C_2 \).

We now deduce Proposition 6.2 from these two lemmas.

**Proof of Proposition 6.2.** We begin with an easy observation: if a random variable \( X \) has mean \( \mu \), has \( |X| \leq h \) and has \( \mathbb{E}[X \mid E] \geq \mu + 2a \) for some event \( E \) then
\[
\mathbb{P}(X > \mu + a) \geq \frac{a}{h} \mathbb{P}(E).
\]
This follows immediately using that \( X \leq h1_{X>\mu+a} + \mu + a \) and taking the conditional expectation.

Taking \( E = E^\ell_\varepsilon \) where \( \varepsilon = \Theta_{\ell, \tau}(a/h)^{1/r} \) is given by Lemma 6.3 (observe that if \( \Omega_{\ell, \tau}(1) \) is sufficiently small in Proposition 6.2 the interval for \( \varepsilon \) in Lemma 6.3 is nonempty), and using that \( h \leq aN \), it follows from Lemma 6.4 that
\[
\mathbb{P}(D^\mathcal{H}(B_m) > a) \geq N^{-O_{\ell, \tau}(1)} \exp(-O_{\ell, \tau}(\varepsilon^2 m)) = N^{-O_{\ell, \tau}(1)} \exp \left( \frac{-O_{\ell, \tau}(1)a^{2/r} m}{h^{2/r}} \right).
\]
Since \( \ell = O_r(1) \), the dependence of the constants on \( \ell \) is just a dependence on \( r \). Also, conditions (ii) and (iii) in the definition of \((r, \eta, \gamma)\)-nice give us that \( h = \Omega_r(m^r \Delta_r) \) and so the required bound follows immediately.

We now turn to the proofs of Lemmas 6.4 and 6.5. The proof of Lemma 6.4 is a relatively straightforward exercise with Stirling’s approximation, we include it for completeness.
Proof of Lemma 6.4. Note first that the conditions imposed on $\varepsilon$ ensure that the event $E^\ell_\varepsilon$ is nonempty. Denoting $t = m/N$, observe that

$$P\left(E^\ell_\varepsilon\right) = \frac{s}{(1 + 2\varepsilon)st} \left(\frac{s}{(1 - \varepsilon)st}\right) \left(\frac{s}{st}\right)^{\ell - 3}.$$

Using Stirling’s approximation for the factorials, if $k = \Omega(n)$, we have

$$\binom{n}{k} = (1 + o(1)) \frac{n}{\sqrt{2\pi k(n-k)}} \cdot \frac{n^n}{k^k(n-k)^{n-k}}.$$

Note that if $k = cn$, where $c \in (0, 1)$, we have

$$\binom{n}{k} = (1 + o(1)) \Theta_c(n^{-1/2}) \cdot \exp(nH(c)),$$

where $H(x) = -x \log x - (1 - x) \log(1 - x)$. Then

$$P\left(E^\ell_\varepsilon\right) = (1 + o(1)) \Theta_{\ell, \tau}(s^{(1-\ell)/2}) \cdot \exp[s(H((1 + 2\varepsilon)t) + 2H((1 - \varepsilon)t) - 3H(t))].$$

Using Taylor series, $s = m/t\ell$ and $\tau \leq t \leq 1 - \tau$, we obtain that

$$P\left(E^\ell_\varepsilon\right) \geq N^{-O_{\ell, \tau}} \exp(-O_{\ell, \tau}(\varepsilon^2 m)),$$

as desired. \qed

We will need to work a little more to prove Lemma 6.5. In particular we shall use the following lemma about the coefficients of $Q^H(x)$ in the case $H$ is $(r, \eta, \gamma)$-nice. Recall that $L^H(m) = \mathbb{E} \left[N^H(B_m)\right]$.

Lemma 6.6. Let $H$ be an $(r + 1)$-uniform $\ell$-part hypergraph which is $(r, \eta, \gamma)$-nice and let $m = tN$, where $\tau \leq t \leq 1 - \tau$. Then:

(i) $c^H_0 \geq L^H(m)/t^{r+1}$;
(ii) $|c^H_j| = O_r(\eta h + h/N)$, if $1 \leq j \leq r - 1$;
(iii) $|c^H_{r+1}| = O_r(\Delta, N^r)$.

Proof. (i) For the first part, observe that $c^H_0 = h$ and $L^H(m) = h\frac{(m)_{r+1}}{(N)_{r+1}}$. Because

$$\frac{(m)_{r+1}}{(N)_{r+1}} \leq \left(\frac{m}{N}\right)^{r+1} = t^{r+1},$$

it follows that $c^H_0 \geq L^H(m)/t^{r+1}$.
(ii) In this part, we will use that $\mathcal{H}$ is $(r-1, \eta)$-near-regular. We first observe that

$$c_j^\mathcal{H} = \sum_{e \in E(\mathcal{H})} \sum_i (-1)^i 2^j (-1)^i \binom{e_2 + e_3}{i} \binom{e_1}{j-i} \binom{e_2 + e_3}{i} \binom{e_1}{j-i}.$$

Note that by double counting,

$$\sum_{e \in E(\mathcal{H})} \binom{e_2 + e_3}{i} \binom{e_1}{j-i} = \sum_{A \subset V_1, |A| = j-i} \sum_{B \subset V_2 \cup V_3, |B| = i} d_j(A \cup B).$$

Because $\mathcal{H}$ is $(r-1, \eta)$-near-regular and $1 \leq j \leq r - 1$, $d_j(A \cup B) \in (1 \pm \eta)d_j^\mathcal{H}$, which gives us

$$\sum_{e \in E(\mathcal{H})} \binom{e_2 + e_3}{i} \binom{e_1}{j-i} \in \binom{s}{j-i} \binom{2s}{i} d_j^\mathcal{H} (1 \pm \eta).$$

Using that $d_j^\mathcal{H} = O_r(h/N^j)$, we have

$$\sum_{e \in E(\mathcal{H})} \binom{e_2 + e_3}{i} \binom{e_1}{j-i} = \binom{s}{j-i} \binom{2s}{i} d_j^\mathcal{H} + O_r(\eta h).$$

Therefore

$$c_j^\mathcal{H} = \sum_{i=0}^{j} (-1)^i 2^j (-1)^i \binom{s}{j-i} \binom{2s}{i} d_j^\mathcal{H} + O_r(\eta h).$$

The sum

$$\sum_{i=0}^{j} (-1)^i 2^j (-1)^i \binom{s}{j-i} \binom{2s}{i}$$

is a polynomial in $s$ of degree at most $j$. However the coefficient of $s^j$ in this polynomial is

$$\sum_{i=0}^{j} (-1)^i 2^j (-1)^i \binom{j}{i} = 0.$$

Hence the sum is actually a polynomial in $s$ of degree at most $j - 1$. Using again that $d_j^\mathcal{H} = O_r(h/N^j)$ and using that $s = O_r(N)$, we obtain that $|c_j^\mathcal{H}| = O_r(\eta h + h/N^j)$, as desired.

(iii) In this last part, as the hypergraph is $(r+1)$-uniform, $|c_{r+1}^\mathcal{H}| = O_r(h)$ and since $h = O_r(\Delta_r N^r)$, it follows that $|c_{r+1}^\mathcal{H}| = O_r(\Delta_r N^r)$.

\[\square\]

Armed with Lemma 6.6 we now prove Lemma 6.5 about the conditional expectation $E[N^\mathcal{H}(B_m) \mid E_c^\ell]$. 
Proof of Lemma 6.5. Let \( \mathcal{H} \) be a \((r, \eta, \gamma)\)-nice \( \ell \)-part hypergraph and let \( \varepsilon = C_1(a/h)^{1/r} \) for a constant \( C_1 \) which we can choose later, as a function of \( \ell \) and \( \tau \). We must prove that
\[
\mathbb{E} \left[ N^{\mathcal{H}}(B_m) \mid E^\varepsilon \right] \geq L^{\mathcal{H}}(m) + 2a.
\]
We first observe that
\[
\mathbb{E} \left[ N^{\mathcal{H}}(B_m) \mid E^\varepsilon \right] = \sum_{e \in E(\mathcal{H})} \prod_{i=1}^\ell \frac{\binom{n}{|B_m \cap \mathcal{V}_i|}}{(s/\ell)^{e_i}}.
\]
As we are conditioned on the event \( E^\varepsilon \), we have \( |B_m \cap \mathcal{V}_i| = (1+2\varepsilon)st \pm 1 \), \( |B_m \cap \mathcal{V}_2| = |B_m \cap \mathcal{V}_3| = (1-\varepsilon)st \pm 1 \), \( |B_m \cap \mathcal{V}_i| = st \pm 1 \) for all \( 4 \leq i \leq \ell \). Using that \( (N)_k = N^k(1 + O(1/N)) \), we obtain
\[
\mathbb{E} \left[ N^{\mathcal{H}}(B_m) \mid E^\varepsilon \right] = t^{r+1}Q^{\mathcal{H}}(\varepsilon) \pm O_r(h/N).
\]
By Lemma 6.6, choosing \( C_2 \) sufficiently small, there are positive constants \( \alpha \) and \( \beta \) depending on \( r \) and \( \tau \), such that
\[
\mathbb{E} \left[ N^{\mathcal{H}}(B_m) \mid E^\varepsilon \right] \geq L^{\mathcal{H}}(m) + \alpha \varepsilon \Delta_r N^r - \beta(\eta h + h/N).
\]
As \( \varepsilon = C_1(a/h)^{1/r} \) and \( \Delta_r \geq h/N^r \),
\[
\mathbb{E} \left[ N^{\mathcal{H}}(B_m) \mid E^\varepsilon \right] \geq L^{\mathcal{H}}(m) + \alpha C_1 a - \beta(\eta h + h/N).
\]
Since \( a \geq \max\{h/N, \eta h\} \), we can choose \( C_1 = (2 + 2\beta)/\alpha \), obtaining
\[
\mathbb{E} \left[ N^{\mathcal{H}}(B_m) \mid E^\varepsilon \right] \geq L^{\mathcal{H}}(m) + 2a,
\]
as desired. \qed

7. Concluding remarks and open questions

We showed in Section 6 that Theorem 1.2 is best possible up to the implicit constants, at least when \( m = \Theta(N) \). However, for particular cases, such as the 3-term arithmetic progressions in \( \mathbb{Z}_N \), we do not believe that the bounds obtained are best possible. A lower bound of the form
\[
\mathbb{P}(D^3(B_m) > a) \geq \exp \left( \frac{-O(1)a^{2/3}N^{2/3}}{m} \right)
\]
may be proved by considering the probability that the interval \( \{1, \ldots, \lfloor N/3 \rfloor \} \) contains significantly more points than expected. Specifically \((1+\varepsilon)N/3\) points where \( \varepsilon \approx a^{1/3}/N^{2/3} \). Writing \( D^3(B_m) \) for the deviation of number of three term arithmetic progressions, it remains an interesting open problem to determine the value of
\[
\log \mathbb{P}(D^3(B_m) > a)
\]
up to a constant factor. We stress that this problem is open even in the dense case \( m = \Theta(N) \), for \( N \ll a \ll N^2 \).
Another set of open problems occur when one considers hypergraphs that are far from regular, such as the hypergraph representing 3-term arithmetic progressions in \(\{1, \ldots, N\}\). We may return to this question in future.

Finally, we stress that we do not believe that our result is best possible in the sparse case, \(m = o(N)\). For example, in the case of regular 3-uniform hypergraphs we believe it is possible to improve the bound
\[
\mathbb{P} \left( D^H(B_m) > a \right) \leq N^{O_k(1)} \exp \left( \frac{-\Omega_k(1)a}{m \Delta_2} \right)
\]
to
\[
\mathbb{P} \left( D^H(B_m) > a \right) \leq N^{O_k(1)} \exp \left( \frac{-\Omega_k(1)a N^{1/2}}{m^{3/2} \Delta_2} \right)
\]
by using Freedman’s inequality in place of the Hoeffding–Azuma inequality at a certain point. It would be of interest to determine the best possible result across the whole range of sparse densities. In particular we do not know whether the stronger bound
\[
\mathbb{P} \left( D^H(B_m) > a \right) \leq N^{O_k(1)} \exp \left( \frac{-\Omega_k(1)a N}{m^2 \Delta_2} \right)
\]
may hold in general for regular 3-uniform hypergraphs. This final bound, if true, would be best possible up to the implicit constants.

For simplicity we have stated our open problems for 3-uniform hypergraphs. The analogous problems for \(k\)-uniform hypergraphs with one of our regularity properties are also open.

Improvements in results for the \(m\)-model \(B_m\) for \(m = o(N)\) would almost certainly allow one to extend the range of deviations covered by Theorem 1.3 for the \(p\)-model \(B_p\).
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8. Appendix: Lower bound construction

In this appendix we construct the hypergraphs whose existence is claimed by Proposition 6.3. We shall recall the necessary definitions and state a proposition (Proposition 8.1) which implies Proposition 6.3.

Let us recall that we call a hypergraph $H$ an $\ell$-part hypergraph if its vertex set $V = [N]$ may be partitioned $V = V_1 \cup \cdots \cup V_\ell$ into $\ell$ equal parts of size $s := N/\ell$ in such a way that when we label the vertices $v_{i,j} : i \in [\ell], j \in [s]$ the hypergraph $H$ is invariant under permutation of the parts $i \in [\ell]$. 

Recall also that we define the polynomial

\[ Q_H(x) = \sum_{e \in E(H)} (1 + 2x)^{e_1} (1 - x)^{e_2 + e_3} \]

where \( e_i := |e \cap V_i| \) for \( i \in [\ell] \), and that \( c_j^H \) denotes the coefficient of \( x^j \) in \( Q_H(x) \).

Finally, we defined an \((r + 1)\)-uniform \(\ell\)-part hypergraph \(H\) to be \((r, \eta, \gamma)\)-nice if

(i) \( H \) is \((r - 1, \eta)\)-near-regular,
(ii) the density of \(H\) is between \(\gamma/\ell^2\) and \(3\gamma/\ell^2\),
(iii) \( \Delta_r \leq \gamma N \), and
(iv) \( c_r^H \geq \gamma N^{r+1}/(r+1)! \).

The proposition we must prove states that such hypergraphs exist. Specifically, for all \( r \geq 2 \) there exists \( \ell = \ell(r) \) such that for all sequences \( \Theta(1/n) \leq \gamma_n \leq \ell^{-2} \) there are infinitely many \((r + 1)\)-uniform \(\ell\)-part hypergraphs \(H\) which are \((r, \eta, \gamma N)\)-nice with \( \eta = O_r(1/\gamma N) \).

To this end, let us fix \( r \geq 2 \). We shall work with \( \ell \) throughout the definition without fixing its value. It will be clear at the end of the proof that if \( \ell \) is taken sufficiently large then for all sufficiently large multiples \( N = s\ell \) of \( \ell \) the construction satisfies all 4 conditions above. With this in mind we may always assume that \( s = N/\ell \) is sufficiently large.

We work with a fixed value of \( \gamma \in [10\ell^2/s, 1/2] \) and the example we provide will contain \( \approx 2\gamma N^{r+1}/(r+1)!\ell^2 \) edges. This gives us the claimed range of densities.

We now state more precisely the type of construction we shall give. In particular we shall fix the choice of \( \ell \) as \( \ell = 4(r + 1)! \).

**Proposition 8.1.** Let \( r \geq 2 \), and fix \( \ell = 4(r + 1)! \). There exists a constant \( C = C(r) \) such that for all \( 0 \leq \gamma \leq 1/2 \) and all \( s \geq 10\ell^2/\gamma \) there exists an \(\ell\)-part \((r + 1)\)-uniform hypergraph \(H\) on \(s\ell\) vertices which is \((r, C/\gamma s, \gamma)\)-nice.

It is easily checked that Proposition 6.3 follows from this proposition.

A major challenge in the proof of Proposition 8.1 is to ensure that the hypergraph \(H\) we construct is \((r - 1, C/\gamma s)\)-near-regular. This is more difficult than one might imagine. We shall define \(H\) with enough symmetry that any two sets with the same intersection pattern with the parts have (essentially) the same degree in \(H\). This reduces the number of degrees we need to check to a finite number (the number of partitions of the number \( r - 1 \)). In order to formalise these details, and define \(H\), we introduce the concept of *type*.

### 8.1. **Types and one-type hypergraphs.**

We continue to use the partition \( V = V_1 \cup \ldots V_\ell \) into \(\ell\) parts defined above. Given a set \( e \) of elements of \( V \) consider the vector \((e_1, \ldots, e_\ell) := (|e \cap V_1|, |e \cap V_2|, \ldots, |e \cap V_\ell|)\). We define \( x(e) \), the *type* of \( e \), to be the vector obtained from \((e_1, \ldots, e_\ell)\) by placing its entries in decreasing order and removing the 0s. For example
Note that the set of possible types of edges in our \((r+1)\)-uniform hypergraph \(H\) is \(P_{r+1}\), the set of partitions of \(r+1\). We now define certain families of one-type hypergraphs. Given a type \(x \in P_{r+1}\) we may define \(H_x\) to be the hypergraph consisting of all edges of type \(x\).

We shall also consider sparser subhypergraphs of \(H_x\). We remark that each vertex \(v \in V\) may be viewed as a pair \((i_v, j_v)\) where \(i_v \in [\ell]\) and \(j_v \in [s]\). Given \(\alpha \in (0,1)\) we say that a sequence \((i_1, j_1), \ldots, (i_{r+1}, j_{r+1})\) of elements of \(V\) is \(\alpha\)-good if
\[
j_1 + \cdots + j_{r+1} \in \{1, \ldots, \lfloor \alpha s \rfloor\} \pmod{s}.
\]
We may define \(H_{\alpha x}\) to be the hypergraph obtained from \(H_x\) by keeping those edges \(e = \{(i_1, j_1), \ldots, (i_{r+1}, j_{r+1})\}\) which are \(\alpha\)-good. It will also be useful to define \(\bar{H}_{\alpha x}\) to be the equivalent hypergraph, but in which multi-sets are also permitted. That is \(\bar{H}_{\alpha x}\) contains those multi-sets of \(r+1\) vertices which have type \(x\) and are \(\alpha\)-good.

The idea of this sparsification is that roughly \(\alpha\) proportion of the edges of \(H_x\) remain. In fact the same is true for degrees and higher degrees, up to the \(r\)-degree which will satisfy \(\Delta_r = O(\alpha s)\), where the constant in the \(O(\cdot)\) may depend on \(r\) and \(\ell\).

8.2. Multi-type hypergraphs and degrees: We construct our hypergraph \(H\) as a union of one-type hypergraphs \(H_{\alpha x}\) defined above. In fact we do not need to consider all types. We consider only the type \((r+1)\) and types of the form \((x, 1, 1)\) where \(x \in P_{r-1}\). For each vector \(x \in P_{r-1}\) we will define a vector \(x^+ \in P_{r+1}\) that “extends” \(x\). For \(x = (r-1)\) we define \(x^+ = (r+1)\), and all other \(x \in P_{r-1}\) we define \(x^+ = (x, 1, 1)\). Given \(\alpha = (\alpha_x : x \in P_{r-1})\), which assigns a value \(\alpha_x \in (0,1)\) to each partition \(x\) of \(r-1\), we define the hypergraph
\[
H^\alpha := \bigcup_{x \in P_{r-1}} H_{\alpha x}^{x^+}.
\]
To re-iterate, the hypergraph \(H^\alpha\) is a union of hypergraphs \(H_y^\alpha\) where the type \(y\) is either \((r+1)\) or of the form \((x, 1, 1)\) for some \(x \in P_{r-1}\). We may think of the \(\alpha_x\) as “weights” which are associated with the types \(x^+\). We may also define \(\bar{H}_\alpha\) to be the equivalent in which multi-sets are permitted.
We now study degrees of vertices and sets in \( H^\alpha \). These degrees depend on the weights \( \alpha_x \) in a predictable manner, and we shall choose the weights to ensure \( H^\alpha \) is \((r-1, C/\gamma s)\)-near-regular. It will be extremely helpful to us that the degree of an \((r-1)\) set \( A \) of type \( x \in \mathcal{P}_{r-1} \) depends strongly on \( \alpha_x \) and weakly on all of the other weights \( \alpha_y \). Let us first study the degree of the type \( x \) abstractly, and then relate this to the degree of \( A \) itself.

Given \( x \in \mathcal{P}_{r-1} \) let \( |x| \) denote the number of entries in the sequence \( x \). A prototypical set of type \( x \) is the set \( A_0^x \) which contains the elements \((1,1),\ldots,(1,|x|)\) of \( V_1 \) the elements \((2,1),\ldots,(2,|x|)\) of \( V_2 \) and so on up to \((a,1),\ldots,(a,|x|)\), where \( a := |x| \). The abstract degree of \( x \) will be a slight modification of the degree of \( A_0^x \) in \( H^\alpha \) in that we will work with the multi-set version \( \bar{H}^\alpha \). We define the abstract degree \( d_x^\alpha \) of type \( x \) to be the number of pairs \( u, u' \in V \) such that \( A_0^x \cup \{u, u'\} \in \bar{H}^\alpha \).

With the following two lemmas we prove that the degrees of sets \( A \) of type \( x \) are very well approximated by \( d_x^\alpha \) and that \( d_x^\alpha \) itself is very well controlled in terms of the weight \( \alpha_x \).

**Lemma 8.2.** Let \( x \in \mathcal{P}_{r-1} \setminus \{(r-1)\} \) and let \( A \subseteq V \) be a subset of \( r-1 \) vertices of type \( x \). Let \( \alpha = (\alpha_x : x \in \mathcal{P}_{r-1}) \) and let \( \alpha' \) be the largest value of \( \alpha_y \) for \( y \in \mathcal{P}_{r-1} \setminus \{(r-1)\} \). Then the degree of \( A \) in \( H^\alpha \) differs from \( d_x^\alpha \) by at most \( O(\alpha'n) \).

**Proof.** By the symmetry of the definition of \( \bar{H}^\alpha \), the degree of \( A \) in \( \bar{H}^\alpha \) is precisely \( d_x^\alpha \). The degree of \( A \) in \( H^\alpha \) may be slightly smaller as we no longer count multi-sets. It therefore suffices to bound the number of \( \alpha' \)-good multi-sets of \( r+1 \) vertices which contain \( A \). There are \( r \) choices of which element to repeat (one of the \( r-1 \) elements of \( A \) or the new \( r \)th element) and in each case only \( \alpha_x n \leq \alpha'n \) choices of the new \( r \)th element such that the resulting multi-set is \( \alpha_x \)-good.

**Lemma 8.3.** Let \( x \in \mathcal{P}_{r-1} \), and let \( |x| = a \geq 2 \). Let \( \alpha = (\alpha_x : x \in \mathcal{P}_{r-1}) \) and let \( \alpha(a) \) be the largest value of \( \alpha_y \) for \( y \in \mathcal{P}_{r-1} \) with \( 2 \leq |y| \leq a-1 \). Then the abstract degree \( d_x^\alpha \) of \( x \) satisfies

\[
\left( \frac{\ell-a}{2} \right) \alpha_x s^2 - O(s) \leq d_x^\alpha \leq \left( \frac{\ell-a}{2} \right) \alpha_x s^2 + r^4 \ell \alpha(a) s^2.
\]

**Proof.** The abstract degree \( d_x^\alpha \) of \( x \) is the degree of \( A_0^x \) in \( \bar{H}^\alpha \). Since \( \bar{H}^\alpha \) contains \( \bar{H}^{\alpha_x} \), we may prove the lower bound simply by observing that \( A_0^x \) is contained in \( \left( \frac{\ell-a}{2} \right) \alpha_x s^2 - O(s) \) edges of \( \bar{H}^{\alpha_x} \). To see this note that the edges of \( \bar{H}^{\alpha_x} \) are of type \( x^+ = (x, 1, 1) \) so we may extend from \( A_0^x \) to an edge of type \( x^+ \) by adding one vertex to each of two new parts of \( V_1 \cup \cdot \cdot \cdot \cup V_t \), there are \( \left( \frac{\ell-a}{2} \right) \) choices of the two other parts, \( s \) choices of an element in one, and \( |\alpha_x s| = \alpha_x s \pm 1 \) choices of an element in the second such that the resulting set is \( \alpha_x \)-good.

To prove the upper bound we must consider all the other \( \bar{H}^{\alpha_y} \) subhypergraphs of \( \bar{H}^\alpha \). In fact, if \( y \) is not closely related to \( x \) then \( A_0^x \) will not be included in any edges of type \( y^+ \) (for example an edge of type \( (3,1) \) is not contained in any of type \( (2,2,1,1) \)). In fact it is necessary that \( x_i \leq y_i \) for all \( i = 1,\ldots,a \), and \( x_i \leq y^+_i \) for all \( i = 1,\ldots,a \). This last...
condition implies that $|y| \geq a - 2$. The cases that $y \in \mathcal{P}_{r-1}$ and $x_i \leq y_i^+$ for all $i = 1, \ldots, a$ correspond to just three possible cases:

(i) $x_a = 1$ and there is a unique $j < a$ such that $y_j = x_j + 1$, and $y_i = x_i$ for $i \in [a-1] \setminus \{j\}$.
(ii) $x_{a-1} = x_a = 1$ and there is a unique $j < a$ such that $y_j = x_j + 2$, and $y_i = x_i$ for $i \in [a-2] \setminus \{j\}$.
(iii) $x_{a-1} = x_a = 1$ and there is a pair $j < j' < a$ such that $y_j = x_j + 1$, $y_{j'} = x_{j'} + 1$ and $y_i = x_i$ for $i \in [a-2] \setminus \{j, j'\}$.

It is easily verified that the number of ways to extend $A_x^0$ to an $\alpha_y$-good edge of type $y$ is at most $r\ell\alpha's^2$ in case (i), at most $r\alpha's^2$ in case (ii) and at most $r^2\alpha's^2$ in case (iii). Since each case corresponds to a bounded number of sequences $y$ (certainly at most $r^2$ in each case) we deduce the upper bound.

In fact, there are some particular types $x$ which we shall analyse particularly carefully so it is useful to count the degree even more carefully in these cases.

**Lemma 8.4.** If $x = (r - 1)$ then every $(r - 1)$-tuple of type $x$ has degree

\[
\frac{1}{2} [\alpha_x s^2] + O(s).
\]

If $|x| = 2$ then every $(r - 1)$-tuple of type $x$ has degree

\[
\left(\frac{\ell - 2}{2}\right) \alpha_x s^2 + O(s).
\]

**Proof.** First, for $x = (r - 1)$, an $(r - 1)$-tuple is of type $x$ if it consists of $r - 1$ vertices in the same part. Without loss of generality consider $(1, j_1), \ldots, (1, j_{r-1})$. The only edges of $\mathcal{H}^\alpha$ which contain such a tuple are the edges of type $x^+ = (r + 1)$, which consist of $r + 1$ elements in the same part. There are clearly $\binom{s + r + 1}{2}$ ways to extend to an $(r + 1)$ set of this type. The number of choices which produce an $\alpha_x$-good edge is between

\[
\frac{1}{2} s [\alpha_x s] - r\alpha_x s \quad \text{and} \quad \frac{1}{2} s\alpha_x s.
\]

Since both these expressions are of the form

\[
\frac{1}{2} s [\alpha_x s] + O(s)
\]

this completes the proof of the first part.

Now consider $x$ with $|x| = 2$. This means that $x = (r - 1 - i, i)$ for some $1 \leq i \leq \lfloor (r - 1)/2 \rfloor$. It may be easily checked in these cases that an $(r - 1)$-tuple of type $x$ is not contained in any $y^+$ for $y \neq x$, and so the degree of this tuple in $\mathcal{H}^\alpha$ is the degree of this tuple in $\mathcal{H}^{\alpha_x}$.

To complete the proof it suffices to observe that this degree is \(\binom{\ell - 2}{2} \alpha_x s^2 + O(s)\). This follows easily from the fact that there are \(\binom{\ell - 2}{2}\) choices of the pair of parts of the last two vertices, \(s\) choices for a vertex in the first part, and finally \([\alpha_x s] = \alpha_x s \pm 1\) choices of the second vertex, in such a way that an $\alpha_x$-good edge is created. \qed
8.3. Choice of the weights – completing the proof of Proposition 8.1. As we have discussed above we shall define the hypergraph \( H \) as \( H^\alpha \) for a particular choice of the vector of weights \( \alpha \). Our aim is to select the weights such that all \((r-1)\)-tuples have degree approximately \( \gamma s^2 \). To be more precise, all such degrees will be \( \gamma s^2 \pm Cs \). This will be sufficient to ensure that the hypergraph \( H \) satisfies conditions (i),(ii) and (iii) of the \((r,C/s,\gamma)\)-nice definition. Once this has been achieved we shall verify that condition (iv) also holds for \( H \).

Lemma 8.5. If the constant \( C \) is chosen sufficiently large then there is a choice of the weights \( \alpha = (\alpha_x : x \in P_{r-1}) \) such that:

(a) The degree of each \((r-1)\)-set is \( \gamma s^2 \pm Cs \)
(b) \( \alpha_{(r-1)} = 2\gamma \)
(c) The weights satisfy \( 0 \leq \alpha_x \leq 4\gamma \ell^{-2} \) for all \( x \in P_{r-1} \setminus \{(r-1)\} \).

Proof. We shall prove this statement by induction. For each \( 1 \leq j \leq r-1 \) consider the statement that there exists a weighting such that (a) is satisfied for sets whose type \( x \) has \( |x| \leq j \), (b) and (c) are satisfied, and \( \alpha_x = 0 \) for all \( |x| > j \).

The base case \((j = 1)\) of this statement is proved by taking \( \alpha_{(r-1)} = 2\gamma \). It follows from Lemma 8.4 that the degree of a set of type \((r-1)\) is

\[
\frac{1}{2} \alpha_{(r-1)} s^2 + O(s) = \gamma s^2 + O(s),
\]

as required.

We shall also treat \( j = 2 \) as a base case. We extend the choice above, and so \( \alpha_{(r-1)} = 2\gamma \). Note that a set of type \( x \) with \(|x| = 2\) will not be contained in a part \( V_i \), and so will not be contained in any of the edges of \( H^\alpha_{(r-1)} \). We define \( \alpha_x = \gamma / (\ell^{-2}) \). And so, again by Lemma 8.4 we have that a set of type \( x \) has degree

\[
\binom{\ell-2}{2} \alpha_x s^2 + O(s) = \gamma s^2 + O(s).
\]

For the induction step, suppose the weighting has been defined for \(|x| \leq j - 1\) we shall show how to extend the weighting for \( \alpha_x \) with \(|x| = j \). Fix \( x \) with \(|x| = j \). We first focus on the abstract degree \( d_x^\alpha \) of \( x \). We use Lemma 8.3. Recall that in Lemma 8.3 \( \alpha(a) \) is defined to be \( \max\{\alpha_y : 2 \leq |y| \leq a - 1\} \). By the induction hypothesis we may assume that \( \alpha(j) \leq 4\gamma \ell^{-2} \). It follows that the contribution to \( d_x^\alpha \) from the weights \( \alpha_y \) with \(|y| \leq j - 1\) is at most we have that the contribution of all edges of type \( y^+ \) where \(|y| < |x|\) is at most

\[
r^4 \ell \alpha(j) s^2 \leq 4\gamma \ell^{-1} r^4 s^2 \leq \gamma s^2.
\]

Let \( 0 \leq \gamma_x \leq \gamma \) be such that \( \gamma_x s^2 \) is the remaining degree necessary, i.e., \( \gamma s^2 \) minus the contributions of earlier \( y \). We may define

\[
\alpha_x = \frac{\gamma_x}{(\ell - |x|)}.
\]
We observe that $\alpha_x$ are at most $4\gamma\ell^{-2}$, and that the abstract degree $d^\alpha_x$ is $\gamma s^2 + O(s)$.

Once the weights $\alpha_x$ have been chosen for all $|x| = j$ we have by Lemma 8.2 (applied with $\alpha' \leq 4\gamma\ell^{-2}$) that all $(r-1)$ tuples have degree

$$\gamma s^2 + O(s),$$

as required. \[\blacksquare\]

By taking $H = H^\alpha$, where the weights $\alpha$ are given by Lemma 8.5, we have produced a hypergraph which satisfies properties (i), and (ii) from the definition of $(r, C/s, \gamma)$-nice. In fact $H$ also satisfies condition (iii). To see this we consider two cases. For an $r$-set $A$ contained in a part $V_i$ the only edges containing $A$ are those of type $(r+1)$, it follows that the degree of $A$ is at most $\alpha_{(r-1)} s = 2\gamma s \leq \gamma N$. For any other $r$-set $A$ it is contained in edges of at most $r$ of the hypergraphs $H^\alpha_{x+}$ which make up $H$. In each case to extend $A$ to an edge requires a choice of a part (at most $\ell$ possibilities) and a choice of a vertex to complete an $\alpha$-good edge (at most $\alpha_x s \leq 4\gamma s/\ell^2$ possibilities). It follows that the degree of $A$ is at most $4r\gamma s/\ell \leq \gamma N$.

All that remains is to prove that

$$c^H_r \geq \frac{\gamma N^{r+1}}{r!}.\$$

This is achieved by this final lemma.

**Lemma 8.6.** Let $H = H^\alpha$ for some sequence of weights $\alpha = (\alpha_x : x \in P_{r-1})$ with $\alpha_{(r-1)} = 2\gamma$ and

$$0 \leq \alpha_x \leq 4\gamma\ell^{-2}$$

for all $x \in P_{r-1} \setminus \{(r-1)\}$. Then

$$c^H_r \geq \frac{\gamma s!}{r!} = \frac{\gamma N^{r+1}}{r!r^{r+1}}.$$

**Proof.** The hypergraph $H = H^\alpha$ is a union of hypergraphs

$$\bigcup_{x \in P_{r-1}} H^\alpha_{x+}.$$

Let us write $c^x_r$ for the coefficient of $x^r$ in $Q^{H^\alpha_{x+}}(x)$. By linearity we have that

$$c^H_r = \sum_{x \in P_{r-1}} c^x_r.$$

We shall prove that

(a) $c^{(r-1)}_r \geq \frac{r2^r\gamma s^{r+1}}{(r+1)!}$,

(b) $|c^x_r| \leq \frac{2^{r+2}\gamma s^{r+1}}{\ell}$ if $|x| = 2$,
(c) \( c_r^x = 0 \) if \( \|x\| \geq 3 \).

The required result will now follow from linearity. We recall that \( \ell = 4(r + 1)! \) and that there are at most \( r/2 \) types \( x \) with \( |x| = 2 \). It follows that

\[
\begin{align*}
\ell &\geq 2 \gamma \frac{r^{s+1}}{(r + 1)!} - \frac{r^{r+1} \gamma s^{r+1}}{\ell} \\
&\geq \frac{r^{r-1} \gamma s^{r+1}}{(r + 1)!} \\
&\geq \frac{\gamma s^{r+1}}{r!},
\end{align*}
\]

as required.

We now prove (a), (b), and (c) stated above.

We begin with (a). Since \( \alpha_{(r-1)} = 2\gamma \) the hypergraph \( \mathcal{H}_{(r+1)}^{2\gamma} \) in question contains \( (2\gamma) \)-good edges of type \( (r + 1) \), that is, \( (2\gamma) \)-good edges contained in one of the parts \( V_i \). The coefficient of \( \varepsilon^n \) in the corresponding polynomial

\[
Q_{(r+1)}^{\mathcal{H}_{(r+1)}^{2\gamma}}(x) = \sum_{e \in E(\mathcal{H})} (1 + 2x)^{e_1}(1 - x)^{e_2+e_3}
\]

satisfies\(^5\)

\[
c_r^{(r-1)} \geq \frac{7}{4} \gamma \binom{s}{r + 1} \left( (r + 1)2^r + 2(r + 1)(-1)^r \right) \\
\geq \frac{r^{2r} \gamma s^{r+1}}{(r + 1)!},
\]

as required.

We now prove (b). A type \( x \) with \( |x| = 2 \) is of the form \( x = (j, r - j - 1) \) for some \( (r-1)/2 \leq j \leq r - 2 \). The corresponding \( x^+ \) is \( x^+ = (j, r - j - 1, 1, 1) \). And the corresponding hypergraph consists of \( \alpha_x \)-good edges of type \( x^+ \). A contribution to the coefficient of \( \varepsilon^r \) is only made by edges which use all 3 of the parts \( V_1, V_2, V_3 \) and one other part. We obtain

\(^5\)We replace by 2 by 7/4 as we may lose something when we take the integer part. The reader may easily verify the details.
that
\[ |c^x_r| \leq 2\alpha x (\ell - 3) \binom{s}{j} \binom{s}{r - j - 1} s^2 (2^j + 2^{r-1-j} + 2) \]
\[ \leq \frac{8\gamma \ell s^{r+1} 2^{r-1}}{\ell^2 j! (r - 1 - j)!} \]
\[ \leq \frac{2^{r+2} \gamma s^{r+1}}{\ell}, \]
as required.

Finally, we note that part (c) follows immediately from the fact that if $|x| \geq 3$ then at most $r - 1$ elements of any edge of the corresponding hypergraph lie in the union of $V_1 \cup V_2 \cup V_3$ and so the coefficient of $\varepsilon^r$ is 0. \hfill \Box
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