A Characteristic Mass Scale in the Mass–Metallicity Relation of Galaxies
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Abstract

We study the shape of the gas-phase mass–metallicity relation (MZR) of a combined sample of present-day dwarf and high-mass star-forming galaxies using I2I, a Bayesian formalism for measuring chemical abundances presented in a previous publication. We observe a characteristic stellar mass scale at $M_\star \approx 10^{9.5} M_\odot$, above which the inter-stellar medium undergoes a sharp increase in its level of chemical enrichment. In the $10^{9.5} - 10^{10.5} M_\odot$ range the MZR follows a shallow power law ($Z \propto M_\star^{\alpha}$) with slope $\alpha = 0.14 \pm 0.08$. Approaching $M_\star \approx 10^{9.5} M_\odot$, the MZR steepens significantly, showing a slope of $\alpha = 0.37 \pm 0.08$ in the $10^{9.5} - 10^{10.5} M_\odot$ range, and a flattening toward a constant metallicity at higher stellar masses. This behavior is qualitatively different from results in the literature that show a single power-law MZR toward the low-mass end. We thoroughly explore systematic uncertainties in our measurement, and show that the shape of the MZR is not induced by sample selection, aperture effects, a changing N/O abundance, the adopted methodology to construct the MZR, secondary dependences on star formation activity, or diffuse ionized gas contamination, but rather on differences in the method used to measure abundances. High-resolution hydrodynamical simulations of galaxies can qualitatively reproduce our result, and suggest a transition in the ability of galaxies to retain their metals for stellar masses above this threshold. The MZR characteristic mass scale also coincides with a transition in the scale height and clumpiness of cold gas disks, and a typical gas fraction below which the efficiency of star formation feedback for driving outflows is expected to decrease sharply.
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1. Introduction

The chemical enrichment of the inter-stellar medium (ISM) of star-forming galaxies is modulated by gas accretion from the inter-galactic medium (IGM), the injection and mixing of metals produced by star formation, their removal from the ISM by locking them into long-lived stars and stellar remnants, their ejection from the cold disk by means of galactic fountains and outflows, the mixing of enriched and low-metallicity gas in the circum-galactic medium (CGM), and the removal or re-accretion of CGM gas out of the halo or back into galaxies (Lynden-Bell 1975; Larson 1976; Lacey & Fall 1985; Edmunds 1990; Daleanton 2007; Oppenheimer et al. 2010; Lilly et al. 2013; Ma et al. 2016). All these processes play an important role in shaping how galaxy evolution proceeds. Therefore, quantifying the metal content of the ISM of galaxies provides a way to study these processes.

In particular the stellar mass ($M_\star$) versus gas-phase metallicity ($Z$) relation (hereafter MZR, Lequeux et al. 1979; Tremonti et al. 2004) depends on how gas accretion, outflows, and star formation proceed as galaxies grow. It therefore carries important information about these processes. Many measurements of the gas-phase MZR have been published using samples of massive star-forming galaxies at different redshifts ($0 < z < 3.5$, e.g., Tremonti et al. 2004; Erb et al. 2006; Kewley & Ellison 2008; Maiolino et al. 2008; Zahid et al. 2011, 2014b; Henry et al. 2013; Maier et al. 2014; Steidel et al. 2014; Sanders et al. 2015), while a few studies, mostly at $z \approx 0$, have tried to extend the MZR to the low-mass “dwarf” galaxy regime (e.g., Lequeux et al. 1979; Lee et al. 2006; Vaduvescu et al. 2007; Zahid et al. 2012; Andrews & Martini 2013). The closely related luminosity–metallicity (LZR) relation of local dwarf galaxies has also been studied by several authors (e.g., Lequeux et al. 1979; Richer & McCall 1995; Melbourne & Salzer 2002; Salzer et al. 2005; Rosenberg et al. 2006; Sweet et al. 2014).

A general trend of decreasing metallicity toward lower stellar masses is seen in all studies. But the exact form of the MZR is currently not well established due to the presence of strong systematic uncertainties affecting metallicity diagnostics. As shown by Kewley & Ellison (2008) using a sample of galaxies from the Sloan Digital Sky Survey (SDSS, York et al. 2000), the shape and normalization of the gas-phase MZR strongly depends on the method used to measure the oxygen abundance (log O/H, typically assumed to trace the ISM metallicity). At fixed stellar mass, Kewley & Ellison (2008) show differences of up to 0.7 dex in the abundances derived from different strong-emission-line (SEL) methods. These systematic offsets are not constant as a function of stellar mass and translate also into significant differences in the shape of the MZR depending on the adopted diagnostics.

Possible origins for these discrepancies are extensively discussed in the literature (Stasinska 2002, 2004; Kewley & Ellison 2008; López-Sánchez et al. 2012; Blanc et al. 2015; Bresolin et al. 2016), and we refer the reader to these articles for a more in-depth discussion. The fact is that these systematic
uncertainties directly affect our ability to extract meaningful information from the MZR regarding the physics of gas accretion, outflows, and star formation. For example, in Lu et al. (2015) we use observations of the present day stellar and gas-phase MZR as well as the redshift evolution of the gas MZR to constrain the stellar mass dependence of the mass loading factor ($\eta = M_{\text{outflow}}/SFR$), which relates the ISM outflow rate to the star formation rate (SFR) of galaxies. In that work we find that the mass loading factor increases toward lower stellar masses, in agreement with previous studies (e.g., Spitoni et al. 2010; Peebles & Shankar 2011; Muratov et al. 2015; Christensen et al. 2016, 2018), and the assumptions typically adopted in cosmological simulations that reproduce the galaxy stellar mass and SFR functions (e.g., Springel & Hernquist 2003; Davé et al. 2011; Schaye et al. 2015; Katsianis et al. 2017). But the range of values consistent with observations is large, mostly due to systematic discrepancies between the diagnostics used for different measurements of the MZR (e.g., Tremonti et al. 2004; Lee et al. 2006; Maiolino et al. 2008; Andrews & Martini 2013; Zahid et al. 2014a). Improving the accuracy of methods to measure chemical abundances in the ISM can directly translate into better quantitative constraints on the baryon cycle of star-forming galaxies.

Of particular interest is the behavior of the slope of the MZR across different regimes in stellar mass. Changes in the MZR slope can indicate changes in how the physical processes that drive galaxy evolution operate and interact as galaxies grow in mass. Most studies of the MZR find a flattening in the relation at the high-mass end of the galaxy population ($M_*>10^{10.5}M_\odot$), independently from the diagnostics used. On the other hand, the slope of the MZR in the intermediate- and low-mass regimes is poorly constrained and subject to strong systematic errors. Conflicting results exist in the literature, with some studies finding a continuous relation well modeled by a single power law extending to low stellar masses ($\sim10^{6-7}M_\odot$), and others finding a mass-dependent slope which is different for normal and low-mass/luminosity dwarf galaxies (see references and discussion in Section 5.2).

In Blanc et al. (2015) we presented $IZI$, a new method for measuring the metallicities ($Z$) and ionization parameters ($q$) of ionized nebula. The method uses Bayesian inference to quantify the posterior probability density function (PDF) of $Z$ and $q$ by comparing SEL flux measurements to theoretical photoionization models. In particular, in Blanc et al. (2015) we show that $IZI$ can provide reliable gas-phase metallicities that are in agreement (to $\sim0.1\text{dex}$) with abundance measurements in bright local H II regions based on metal recombination lines (RL). The latter being considered a “gold standard” for metal abundances (see discussion in Blanc et al. 2015, although see recent work by Bresolin et al. 2016 and the discussion in Section 5.1).

In this work we measure the present-day gas-phase MZR of star-forming galaxies using $IZI$. This new measurement is based on a literature compilation of dwarf and massive galaxy samples, spanning five decades in stellar mass across the $10^{6}-10^{10}M_\odot$ range. $IZI$ reveals the presence of a break in the MZR at around $M_*=10^{9.5}M_\odot$, above which the ISM of galaxies suffers a sharp increase in its level of chemical enrichment. In the $10^{6}-10^{9.5}M_\odot$ range the MZR follows a shallow power law of the form $Z \propto M_*^\alpha$, with slope $\alpha=0.14\pm0.08$. Approaching $M_*\approx10^{9.5}M_\odot$ the MZR steepens significantly, showing a slope of $\alpha=0.37\pm0.08$ in the $10^{9.5-10^{10.5}}M_\odot$ range, and a flattening toward a constant metallicity at higher stellar masses.

In Section 2 we describe the samples of galaxies we use, and our measurements of the gas-phase metallicity PDFs of individual systems using $IZI$. We present the resulting MZR in Section 3 and discuss the presence of the observed transition mass scale at $M_*\approx10^{9.5}M_\odot$. In Section 4, we explore the impact of possible sources of systematic error in the measurement, including sample selection, spectroscopic aperture effects, a changing N/O abundance in low-mass galaxies, the statistical methods adopted to characterize the metallicity PDFs and build the MZR, a secondary dependence of the MZR on star formation activity, and the effects of H II region ensemble averaging and diffuse ionized gas (DIG) contamination. We conclude that the measured MZR is robust against all the explored systematic uncertainties.

We find that the differences with previous measurements arise directly from systematic differences between the adopted abundance diagnostics. We conclude that the good ($\sim0.1\text{dex}$) agreement between $IZI$ abundances and RL abundance measurements in local H II regions supports the idea that the reported transition mass scale in the MZR is real. We discuss these results in Section 5 where we compare our findings with previous work in the literature and the results of state-of-the-art cosmological and zoom-in hydrodynamical galaxy simulations.

In Section 5 we also discuss possibilities for the physical origin of the observed transition. The MZR characteristic mass scale coincides with a threshold mass above which galaxies in zoom-in numerical simulations become very effective at retaining the metals they produce during their lives. This mass also corresponds to a transition in the scale height and clumpiness of galactic cold gas disks (Dalcanton et al. 2004), and a typical galaxy gas fraction below which the efficiency of star formation feedback for driving outflows is expected to decrease sharply (Hayward & Hopkins 2017). This points to a scenario in which the observed break in the MZR is related to a transition in the structure of the cold ISM of star-forming galaxies, and the way in which star formation feedback couples to the gas in order to eject metals outside the halo. This new measurement of the MZR has important implications for the way in which baryons are cycled between the ISM, CGM, and IGM, and for the mechanism by which outflows are driven from these systems. Finally, we provide a summary and our final conclusions in Section 6.

2. Methods

2.1. Data and Sample Selection

To measure the gas-phase MZR over a large dynamic range in stellar mass, we analyze a representative sample of high-mass star-forming galaxies and three differently selected samples of low-mass systems. The high-mass sample is selected from the SDSS Data Release 7 MPA/JHU catalog (Brinchmann et al. 2004; Abazajian et al. 2009). The three dwarf galaxy samples used in this work are taken from Lee et al. (2006), Izotov et al. (2006), and Zahid et al. (2012).
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2.1.1. SDSS High-mass Sample

The SDSS MPA/JHU catalog includes optical emission line-flux measurements and associated errors from fiber spectroscopy of the SDSS DR7 "main galaxy" sample (Strauss et al. 2002), as well as stellar mass and SFR estimates derived using the methods of Kauffmann et al. (2003) and Salim et al. (2007). In this work we use the updated MPA/JHU stellar masses. We correct for the stellar mass from Groves et al. (2012), and apply the scalings to the line-flux errors recommended by Juneau et al. (2014). As in Tremonti et al. (2004) and Kewley & Ellison (2008) we apply several cuts to the original MPA/JHU catalog to build a representative sample of local star-forming systems while minimizing aperture effects due to the 3\" SDSS fiber size.

We only consider objects with reliable stellar masses. We define this as galaxies with a 68% stellar mass confidence interval (i.e., 1\(\sigma\) for a Gaussian PDF) smaller than 0.2 dex. We restrict our analysis to galaxies in the \(10^{8.7} M_\odot < M_\ast < 10^{11.1} M_\odot\) range to ensure statistics adequate for building the MZR (see Section 3.1). We further require a redshift in the \(0.04 < z < 0.25\) range, and a SDSS fiber radius \((r_f = 3\")\) larger than half of the g-band Petrosian effective radius \((r_e, \text{PETRO50})\) measured by the SDSS imaging pipeline. The latter cuts ensure a significant fraction of the total nebular emission falls within the SDSS fiber. We also require \(S/N \geq 8\) in the \([\text{O II}]\lambda3727, \text{H}\beta, [\text{O III}]\lambda5007, \text{H}\alpha, [\text{N II}]\lambda6584, \text{and} [\text{S II}]\lambda6717\) lines used in the metallicity measurements. Finally, all objects are required to fall in the purely "star-forming" region of the \([\text{N II}]\) BPT diagram (Baldwin et al. 1981). We define this region using the empirical criteria given in Equation (4) of Kewley et al. (2006).

All these selections translate into a final sample of 43,306 objects. Figure 1 shows how the objects in this sample follow a $M^*$–SFR relation typical of local star-forming galaxies. This sample selection is similar but not identical to those used in Tremonti et al. (2004) and Kewley & Ellison (2008). In Section 4.1.4 we show that adopting the selection cuts used in these studies instead of the ones described here produces indistinguishable results regarding the shape of the MZR.

2.1.2. Local-volume Dwarf Galaxy Sample

To measure the MZR in the low-stellar-mass regime we use the sample of local-volume (LV) dwarf galaxies with $10^{5.9} M_\odot \leq M_\ast \leq 10^{9.3} M_\odot$ from Lee et al. (2006). These are 27 nearby star-forming dwarfs \((D \leq 5 \text{ Mpc})\) with reliable stellar masses based on Spitzer-IRAC photometry and high-quality nebular abundance estimations in the literature. We do not adopt the literature values for the gas-phase metallicity of these objects but rather compile the \([\text{O II}]\lambda3727, \text{H}\beta, [\text{O III}]\lambda5007, \text{H}\alpha, [\text{N II}]\lambda6584, \text{and} [\text{S II}]\lambda6717\) line fluxes published in the original references (see Table 1 in Lee et al. 2006) and re-compute the metallicity using \(\text{IZI} \). For 21 of these 27 objects we are able to compile enough strong line emission line fluxes to permit reliable metallicity estimations. Five objects (DDOS3, DDO165, HoI, HoII, HoIX, and NGC 3738) either lack a reported flux for both \([\text{O II}]\) and \([\text{S II}]\) making the ionization parameter determination ambiguous, or have line ratios not corrected for extinction instead of fluxes reported in the original references. For this sample we adopt the stellar masses in Table 1 of Lee et al. (2006). Red points in Figure 1 show 18 of these 21 galaxies which have available UV SFR measurements from GALEX far-UV photometry obtained as part of the 11HUGS survey (Lee et al. 2009). The Local Volume Dwarf sample closely follows the extrapolation toward low-masses of the SDSS high-mass sample $M^*$–SFR relation (dashed line in Figure 1).

2.1.3. SDSS Low-mass Sample

The LV dwarfs sample of Lee et al. (2006) is relatively small and restricted to a particular environment in the universe (the Local Group and its vicinity). In order to overcome these limitations we also include a sample of low-mass, low-metallicity galaxies selected from the SDSS DR3 (Abazajian et al. 2005) "main galaxy" sample by Izotov et al. (2006). The main selections in this sample are the requirement of a 1\(\sigma\) detection of the \([\text{O III}]\lambda4363\) auroral line, and an \(\text{H}\beta\) emission line flux brighter than \(10^{-14} \text{ erg s}^{-1} \text{ cm}^{-2}\). Further cuts based on the \([\text{O II}]\lambda3727, \text{He}\alpha\lambda4686, \text{H}\beta, [\text{O III}]\lambda5007, \text{and} [\text{N II}]\lambda6584\) lines are used to remove active galactic nuclei (AGNs) and galaxies dominated by low excitation regions for which the \([\text{O III}]\lambda4363\) auroral line might be affected by heating mechanisms not associated with stellar radiation, as described in Izotov et al. (2006). While this sample was originally selected from SDSS DR3, in our analysis we use the DR7 corrected emission line fluxes and errors for the same transitions used for the high-mass SDSS sample (see Section 2.1.1).
We use this sample after applying a redshift cut of $z > 0.02$ and a stellar mass cut at $10^{7.5} M_\odot \leq M_*$ $\leq 10^{10} M_\odot$. The former ensures the [O II] $\lambda 3727$ line falls within the SDSS wavelength range, while the latter ensures good enough statistics to measure the MZR. After these cuts we obtain a sample of 129 galaxies that extend the range of the main SDSS sample described above by one order of magnitude toward lower stellar masses. The nontrivial sample selection of Izotov et al. (2006) has the potential to introduce biases in the derived MZR. Particularly, the need for an auroral line detection requires these galaxies to have bright emission lines, and therefore high SFRs (blue dots in Figure 1); it also biases the sample against high-metallicity galaxies with low electron temperatures. We discuss these effects in Section 3.2 where we find that the SFR bias produces a negligible impact on the MZR shape, and that the abundance bias only significantly affects the MZR at the high-mass end of the sample.

2.1.4. DEEP2 Low-mass Sample

We also include in our analysis a sample of low-mass $z < 0.38$ galaxies selected by Zahid et al. (2012) using data from the DEEP2 survey (Davis et al. 2003). DEEP2 probes significantly fainter objects than SDSS ($R < 24.1$ versus $i' < 17.77$), therefore probing lower stellar masses. DEEP2 covers a more limited wavelength range (6500–9100 Å) than SDSS, meaning that only the H$\alpha$, [N II] $\lambda$6548,6584, and [S II] $\lambda$6717,6731 transitions are available for these galaxies. The main selections for this sample include a S/N $> 3$ requirement for H$\alpha$, a 1$\sigma$ uncertainty in stellar mass smaller than 0.3 dex, and a $\chi^2 < 2$ cut on the quality of the fit used to measure the emission lines. Further cuts on galaxy color and the [N II]/H$\alpha$ ratio are used to remove AGNs from the sample. The details of the selection are described in Zahid et al. (2012). We further require that the fit yields a measurements of the [S II] doublet, and a stellar mass in the $10^{7.5} M_\odot \leq M_*$ $\leq 10^{10} M_\odot$ range to ensure enough statistics to measure the MZR.

The adopted selection keeps the bulk of the objects in the original Zahid et al. (2012) sample (624 out of 777). Similarly, the cuts used to build this SDSS low-mass sample translate into a bias toward high SFRs at fixed stellar mass (orange dots in Figure 1), but do not lead to a strong abundance bias. The SFR bias is found to not significantly impact the shape of the MZR (see Section 3.2).

2.2. Measuring the Oxygen Abundance PDF with [IZI]

In Blanc et al. (2015) we describe a new method to derive the oxygen abundance ($12 + \log (O/H)$) and ionization parameter ($q$) of ionized nebulae using Bayesian statistics, and we present a software tool called [IZI] that implements this approach. Briefly, [IZI] calculates the joint and marginalized posterior PDFs for $12 + \log (O/H)$ and $\log (q)$ given a set of observed emission line fluxes (and their associated errors) and an input photoionization model. The method allows the use of arbitrary sets of SELs, the inclusion of flux upper limits, and provides a self-consistent way of determining the physical conditions of ionized nebulae that is not tied to the arbitrary choice of a particular SEL diagnostic, while using all available information.

Unlike theoretically calibrated SEL diagnostics IZI is flexible and not tied to a particular photoionization model. Blanc et al. (2015) provides a detailed description of the algorithm and an exhaustive comparison to other methods in the literature. In particular, Blanc et al. (2015) find that IZI in combination with the MAPPINGS-III photoionization models of Levesque et al. (2010) performs very well when comparing the derived abundances with oxygen RL abundances in a sample of 22 local H II regions for which such measurements are available. The method shows a $\lesssim 0.1$ dex systematic offset and a $\sim 0.1$ dex scatter with respect to RL abundances. Therefore we adopt the Levesque et al. (2010) models and use IZI to measure the oxygen abundance for all the galaxies in the samples described in Section 2.1.

For galaxies in both SDSS samples we calculate the $12 + \log (O/H)$ PDF (marginalized over the ionization parameter) for each individual object using the fiber flux of all the SEL transitions mentioned in Section 2.1.1. By default IZI assumes uniform maximum ignorance priors in $\log (q)$ and $12 + \log (O/H)$. Maximum ignorance is also assumed for galaxies in the DEEP2 sample, but only the the H$\alpha$, [N II] $\lambda$6548,6584, and [S II] $\lambda$6717,6731 fluxes are used in the fit. In Section 3.2 we show that the DEEP2 and SDSS MZRs agree well within the errors. This highlights a fundamental advantage of IZI: the ability to measure self-consistent abundances with realistic error bars while using different sets of emission lines.

For the Local Volume low-mass sample we adopt an extra prior of $12 + \log (O/H) \leq 8.5$ (equivalent to the common assumption that these galaxies are in the low-metallicity branch of R23). This prior helps to improve the fits for a few objects but removing it does not significantly affect our results. For this sample, SEL fluxes are usually reported for several individual H II regions in each object (5 on average but up to 17 in some cases). We obtain the best-fit metallicity and 68% confidence intervals for each individual H II region (adopting the joint-mode best fit parameters; see Blanc et al. 2015), and then average the results to obtain the metallicity PDF of each galaxy. These values are reported in Table 1.

In 19 of the 21 LV dwarf galaxies the dispersion between individual H II region abundances is smaller than or equal to the average uncertainty in the measurements. This highlights the known fact that the ISM of most dwarf galaxies is largely chemically homogeneous (e.g., Croxall et al. 2009). Two dwarf galaxies present significant dispersion in the abundance of their individual H II regions. In WLM, one H II region (HM 19) shows a significantly lower abundance ($\sim 0.4$ dex) than the rest. This was already noticed by Lee et al. (2005) and could be associated with star formation triggered by recent accretion of low-metallicity gas. The other galaxy showing large dispersion (0.26 dex) is Sextans B, which has been reported to present significant abundance inhomogeneities in its ISM (Kniazev et al. 2005). Neither of these two galaxies show significant deviations from the rest of the sample in the MZR, and therefore we include them in the analysis.

3. Results

3.1. The SDSS High-mass Sample MZR

Using the SDSS high-mass sample, we build the MZR by summing the oxygen abundance PDFs of individual galaxies in 0.05 dex bins in stellar mass, and then renormalizing the distributions by the total number of galaxies in each bin. We
restrict the analysis to the $10^{8.7} M_\odot < M_\ast < 10^{11.1} M_\odot$ range to ensure a sufficient number of galaxies per bin. On average there are $\sim 900$ objects per stellar mass bin, and the lowest number of objects is observed in the lowest-mass bin, which contains 15 galaxies.

Figure 2 presents the resulting MZR measured using this method. The mean and $\pm 1\sigma$ envelope (68% confidence interval) for the oxygen abundance as a function of stellar mass are shown by the yellow and red solid lines, respectively. These curves are also reported in Table 2. We observe a tight relation between mass and metallicity with a 1\(\sigma\) confidence interval of $\pm 0.1$ dex around the mean. This is consistent with the typical scatter in the MZR seen by other authors using the same data set (e.g., Tremonti et al. 2004). The median $1\sigma$ confidence interval for the metallicity of individual galaxies using our method is also $\pm 0.1$ dex, implying that the intrinsic scatter in the relation over this stellar mass range is lower than this value.

We observe different behavior in the MZR over three distinct regimes in stellar mass. At high masses ($M_\ast > 10^{10.5} M_\odot$) the MZR flattens to a constant value of about $12 + \log O/H \simeq 8.8$. This behavior has been observed in previous studies (e.g., Tremonti et al. 2004; Kewley & Ellison 2008; Zahid et al. 2014a) and corresponds to a saturation of the gas-phase metallicity when it approaches the value of the effective metal production yield. As the metallicity of the ISM increases, the amount of metals locked into long-lived low-mass stars and stellar remnants also increases, eventually balancing the addition of new metals from newly formed stars (Zahid et al. 2014a). For stellar masses below this saturation limit we observe that the MZR behaves differently over two distinct regimes in stellar mass. In the $10^{9.5} M_\odot < M_\ast < 10^{10.5} M_\odot$ range we observe a steep increase in $Z$ as a function of $M_\ast$, while a significantly shallower relation is seen in the $10^{8.7} M_\odot < M_\ast < 10^{9.5} M_\odot$ range.

We fit three separate power-law functions ($Z \propto M_\ast^\alpha$) to the observed relation over these three stellar mass ranges. These fits yield slopes of $\alpha = 0.14 \pm 0.08$ for the $10^{8.7} M_\odot < M_\ast < 10^{9.5} M_\odot$ range, $\alpha = 0.37 \pm 0.08$ for the $10^{9.5} M_\odot < M_\ast < 10^{10.5} M_\odot$ range, and $\alpha = 0.03 \pm 0.11$ for $M_\ast > 10^{10.5} M_\odot$. Therefore, there appears to exist a characteristic transition mass scale at $M_\ast \sim 10^{9.5} M_\odot$ past which the

Table 1
Local-volume Dwarf Galaxy Sample MZR

| Galaxy       | $\log(M_\ast/M_\odot)$ | $12 + \log O/H$ | $\Delta \log O/H$<sup>a</sup> | $\Delta' \log O/H$<sup>b</sup> |
|--------------|------------------------|-----------------|-------------------------------|-------------------------------|
| DDO154       | 6.68                   | 7.96            | 0.13                          | 0.29                          |
| GR8          | 6.62                   | 8.12            | 0.18                          | 0.35                          |
| IC 1613      | 6.82                   | 8.18            | 0.11                          | 0.15                          |
| IC 2574      | 8.39                   | 8.14            | 0.13                          | 0.19                          |
| IC 5122      | 8.11                   | 8.34            | 0.13                          | 0.13                          |
| Leo A        | 5.89                   | 7.73            | 0.09                          | 0.13                          |
| M81dwb       | 7.19                   | 8.24            | 0.13                          | 0.20                          |
| NGC 1569     | 8.07                   | 8.27            | 0.14                          | 0.13                          |
| NGC 1705     | 8.13                   | 8.29            | 0.12                          | 0.11                          |
| NGC 3109     | 7.41                   | 8.36            | 0.38                          | 0.11                          |
| NGC 4214     | 8.55                   | 8.29            | 0.07                          | 0.12                          |
| NGC 4449     | 9.29                   | 8.31            | 0.03                          | 0.10                          |
| NGC 6822     | 8.10                   | 8.18            | 0.11                          | 0.16                          |
| PegDig       | 6.98                   | 8.21            | 0.07                          | 0.13                          |
| Sextans A    | 6.24                   | 7.98            | 0.14                          | 0.16                          |
| Sextans B    | 6.86                   | 8.16            | 0.10                          | 0.08                          |
| UGC 6456     | 6.90                   | 8.11            | 0.22                          | 0.36                          |
| NGC 2363     | 7.91                   | 8.20            | 0.11                          | 0.13                          |
| NGC 5408     | 8.19                   | 8.31            | 0.13                          | 0.16                          |
| NGC 55       | 8.44                   | 8.23            | 0.14                          | 0.16                          |
| WLM          | 6.88                   | 8.09            | 0.12                          | 0.16                          |

Notes.

<sup>a</sup> Taken from Table 1 in Lee et al. (2006).

<sup>b</sup> Lower and upper bounds of 16%–84% confidence interval.
ISM of galaxies suffers a high level of chemical enrichment as the stellar mass increases. This behavior is qualitatively different from what has been typically reported in previous studies of the MZR of star-forming galaxies where a single power-law shape is reported at low and intermediate masses, followed by a plateau in metallicity toward the high-mass end (e.g., Tremonti et al. 2004; Mannucci et al. 2010; Zahid et al. 2012, 2014b; Andrews & Martini 2013). Since several of these measurements are based on similar subsets of the same data set used here, the differences in observed behavior are most likely associated with the methods used to measure the oxygen abundance in different studies (see Section 4.2).

Figure 3 presents a comparison between our measurement of the MZR using I2I, and a series of measurements of the SDSS MZR from Kewley & Ellison (2008). Different colors represent different SEL abundance diagnostics from the literature. Also shown for reference are the position in the MZR of the Milky Way (MW), the Large Magellanic Cloud (LMC), and the Small Magellanic Cloud (SMC). For the Magellanic system we adopt the stellar masses reported in van der Marel et al. (2009) ($M_*=10^{8.40}M_\odot$ and $10^{8.73}M_\odot$ for the SMC and LMC, respectively), and for the MW we adopt the $M_*=10^{10.81}M_\odot$ value measured by McMillan (2011). The oxygen abundances are taken from Peña-Guerrero et al. (2012), Peimbert (2003), and García-Rojas et al. (2004) for the SMC and LMC, respectively, and for the MW we evaluated the $M_*=10^{10.81}M_\odot$ value measured by McMillan (2011). The SDSS oxygen abundances are measured for two H II regions (NGC 456 and NGC 460) by Peña-Guerrero et al. (2012) for the MW and the SMC. For the MW, we averaged the abundances for two H II regions (NGC 456 and NGC 460) by Peña-Guerrero et al. (2012) for the MW and the SMC. For the MW, we have evaluated the abundance gradient of García-Rojas et al. (2004) at a galactocentric radius of 1.1 kpc, corresponding to half of the SDSS fiber radius at the median redshift of the high-mass sample ($z=0.077$).

As widely discussed in the literature (e.g., Kewley & Ellison 2008; Moustakas et al. 2010; López-Sánchez et al. 2012; Blanc et al. 2015) large offsets in the absolute abundance scale are seen between different SEL diagnostics. A general trend often seen is that diagnostics that are empirically calibrated against the direct method result in abundances that are ∼0.2–0.3 dex lower than those calibrated against theoretical photoionization models. While this holds true on average,

| log($M_*/M_\odot$) | $12+\log\text{O/H}$ | $\Delta\log\text{O/H}$ | $\Delta\log\text{O/H}$ |
|------------------|-----------------|-----------------|-----------------|
| 8.70             | 8.37            | 0.07            | 0.06            |
| 8.75             | 8.37            | 0.07            | 0.07            |
| 8.80             | 8.37            | 0.06            | 0.07            |
| 8.85             | 8.38            | 0.07            | 0.06            |
| 8.90             | 8.37            | 0.07            | 0.07            |
| 8.95             | 8.40            | 0.06            | 0.07            |
| 9.00             | 8.40            | 0.06            | 0.07            |
| 9.05             | 8.40            | 0.07            | 0.07            |
| 9.10             | 8.41            | 0.07            | 0.06            |
| 9.15             | 8.41            | 0.07            | 0.06            |
| 9.20             | 8.42            | 0.08            | 0.08            |
| 9.25             | 8.42            | 0.08            | 0.08            |
| 9.30             | 8.45            | 0.08            | 0.09            |
| 9.35             | 8.45            | 0.08            | 0.08            |
| 9.40             | 8.46            | 0.09            | 0.10            |
| 9.45             | 8.47            | 0.09            | 0.10            |
| 9.50             | 8.48            | 0.11            | 0.12            |
| 9.55             | 8.48            | 0.11            | 0.12            |
| 9.60             | 8.51            | 0.11            | 0.12            |
| 9.65             | 8.53            | 0.12            | 0.14            |
| 9.70             | 8.53            | 0.13            | 0.13            |
| 9.75             | 8.56            | 0.13            | 0.14            |
| 9.80             | 8.58            | 0.15            | 0.15            |
| 9.85             | 8.62            | 0.15            | 0.15            |
| 9.90             | 8.65            | 0.15            | 0.14            |
| 9.95             | 8.69            | 0.15            | 0.14            |
| 10.00            | 8.71            | 0.14            | 0.12            |
| 10.05            | 8.74            | 0.14            | 0.12            |
| 10.10            | 8.74            | 0.14            | 0.12            |
| 10.15            | 8.78            | 0.12            | 0.11            |
| 10.20            | 8.78            | 0.12            | 0.11            |
| 10.25            | 8.80            | 0.10            | 0.09            |
| 10.30            | 8.80            | 0.10            | 0.09            |
| 10.35            | 8.80            | 0.10            | 0.09            |
| 10.40            | 8.81            | 0.11            | 0.09            |
| 10.45            | 8.82            | 0.09            | 0.08            |
| 10.50            | 8.82            | 0.09            | 0.08            |
| 10.55            | 8.82            | 0.09            | 0.08            |
| 10.60            | 8.82            | 0.09            | 0.08            |
| 10.65            | 8.82            | 0.09            | 0.07            |
| 10.70            | 8.85            | 0.08            | 0.08            |
| 10.75            | 8.84            | 0.07            | 0.06            |
| 10.80            | 8.84            | 0.07            | 0.06            |
| 10.85            | 8.84            | 0.07            | 0.06            |
| 10.90            | 8.86            | 0.06            | 0.07            |
| 10.95            | 8.84            | 0.07            | 0.06            |
| 11.00            | 8.83            | 0.07            | 0.06            |
| 11.05            | 8.84            | 0.07            | 0.06            |
| 11.10            | 8.83            | 0.07            | 0.06            |
Blanc et al. (2015) also find that large offsets can be seen between abundances calculated using different photoionization models in the literature. In this latter study, we show that the models of Levesque et al. (2010), adopted here, provide an excellent match to the significantly more reliable RL abundances of local H II regions over the 8.0 < 12 + log(O/H) < 8.8 range sampled by the 22 nearby bright regions for which oxygen RL measurements are available in the literature. This is in line with the fact that the MZR measured here is consistent with the high-quality abundance measurements for the MW, the LMC, and the SMC quoted above. These measurements are also consistent with the N2 and O3N2 SEL diagnostics.

3.2. The MZR in the Low-mass Regime

Figure 4 presents the MZR measured for the massive galaxies in SDSS together with measurements for the three low-mass galaxy samples described in Section 2.1: the LV dwarf galaxy sample of Lee et al. (2006), the low-mass, low-metallicity sample of SDSS galaxies from Izotov et al. (2006), and a sample of low-mass systems selected from the DEEP2 survey by Zahid et al. (2012). The oxygen abundances of all galaxies have been remeasured using $^{12}\text{C}_\text{I}$, meaning that the results for all samples should be self-consistent.

For the Local Volume dwarfs we plot individual galaxies (Table 1) in the left panel of Figure 4. Error bars correspond to the 68% confidence intervals of the marginalized metallicity PDF. This sample covers the $10^{7.0} M_\odot < M_* < 10^{9.5} M_\odot$ range in stellar mass and its MZR appears as a smooth continuation of the relation seen at the low-mass end of the SDSS high-mass sample. A power law fit to the MZR of these 21 objects yields a slope of $\alpha = 0.11 \pm 0.03$, which is in agreement with the

$\alpha = 0.14 \pm 0.08$ best-fit slope of the low-mass ($10^{8.7} M_\odot < M_* < 10^{9.5} M_\odot$) end of the SDSS high-mass MZR. A $\approx 0.07$ dex normalization offset between the two relations is seen in the overlap region around $10^9 M_\odot$. This offset is within the 1σ uncertainty in both measurements, and is consistent in magnitude and direction with the expected bias in the SDSS abundances introduced by metallicity gradients and fiber aperture effects as shown in Section 4.1.2.

The fact that the MZR for these two independent data sets agrees both in slope and normalization is encouraging. Integrated measurements of ionized emission over large areas across galaxies (as in SDSS fiber spectroscopy) can in principle introduce biases in the measured oxygen abundance with respect to what would be otherwise measured from spectroscopy of individual H II regions (as in the Local Volume Dwarf sample). Beyond the obvious radial sampling effect introduced by metallicity gradients, which we explore in detail in Section 4.1.2, the mixing of ensembles of H II regions with different physical properties and contamination from DIG (Reynolds et al. 1973; Madsen et al. 2006; Haffner et al. 2009; Zhang et al. 2017) has the potential to bias integrated line-flux measurements. In Section 4.1.7 we discuss these effects in detail and conclude that their impact on our results is expected to be small. Metallicities measured for low-mass galaxies using integrated spectroscopic measurements over the SDSS fiber do not seem to suffer significant systematic biases, and yield consistent results with targeted slit spectroscopy of individual H II regions.

The right panel of Figure 3 compares the high-mass sample MZR with those measured in the low-mass SDSS and DEEP2 samples (these curves are reported in Tables 3 and 4). The larger sizes of these samples compared to that of Lee et al. (2006) allow us to use the same methodology adopted to build the SDSS high-mass MZR, that is, summing the metallicity PDF of individual objects in stellar mass bins. These samples cover the $10^{7.25} M_\odot < M_* < 10^{10} M_\odot$ range, and in both cases a stellar mass bin of 0.25 dex is used when building the MZR to ensure a minimum of three objects per bin. The average

---

[11] As seen in Figure 9 of Blanc et al. (2015), only one H II region (NGC 2363) at $12 + \log(O/H) < 8.3$ has its RL abundance measured and reported in the literature. While the RL and IZI abundances for this region agree well within the error bars, one could say that the agreement has been “robustly” established in the $8.3 < 12 + \log(O/H) < 8.8$ range.
number of galaxies per stellar mass bin is 12 and 21 for the Izotov et al. (2006) and Zahid et al. (2012) samples, respectively. Following Zahid et al. (2012) we scaled up the stellar masses derived in that work by a 0.2 dex offset to make them consistent with the SDSS MPA/JHU stellar masses.

Below $10^8 M_\odot$ the MZR for all three low-mass samples agree well within the errors and have slopes that are consistent with each other and with the low-mass end of the high-mass SDSS sample. In this range we measure $\alpha = 0.06 \pm 0.05$ and $\alpha = 0.12 \pm 0.09$ for the low-mass SDSS and DEEP2 samples, respectively. For higher stellar masses, the DEEP2 sample agrees well within the errors with the high-mass SDSS sample, but the Izotov et al. (2006) is biased toward lower abundances. This bias is expected from the requirement of a $[\text{O} \text{III}]$ line detection in this sample. This selection rejects high-metallicity systems in which the auroral line becomes too faint to be detected due to enhanced metal cooling and low electron temperatures.

The significant offset toward high SFR at fixed stellar mass seen in Figure 1 for the DEEP2 and low-mass SDSS sample does not translate into a significant offset in the MZR. This is in line with recent results finding either a lack of or a very mild dependence on metallicity with SFR at fixed stellar mass (Hughes et al. 2013; Sánchez et al. 2013; Salim et al. 2014; Barrera-Ballesteros et al. 2017), at odds with the proposed existence of a strong “fundamental” mass-metallicity–SFR relation for galaxies (Lara-López et al. 2010; Mannucci et al. 2010). We discuss this issue in detail in Section 4.1.6.

In Figure 5 we compare the MZR measured with $\text{IZI}$ for Local Volume dwarfs and the high-mass SDSS sample with the results from using eight different SEL diagnostics in the literature compiled by Kewley & Ellison (2008). These are the same methods used in the comparison shown in Figure 3, which we now apply to H II sample galaxies. Unlike $\text{IZI}$ which works with an arbitrary set of available lines, these methods can only be applied when all the lines in the adopted diagnostic ratios are available, which is not the case for all galaxies. We fit linear relations to the dwarf MZR measured with each method. For simplicity we adopt a uniform 0.15 dex uncertainty for each galaxy when doing this fit. This error is representative of the scatter typically seen in SEL diagnostics calibrations. Since the Lee et al. (2006) study is based on direct method abundances derived from spectra deep enough to detect auroral lines, the S/N in the SEL is large enough that the formal errors in the line fluxes can be neglected.

For most R23 methods the MZR for dwarf and high-mass galaxies joins smoothly and shows a single power-law behavior toward low masses. The apparent break in the MZR for the Pilyugin & Thuan (2005) R23 calibration is largely driven by the extremely low metallicity that this method implies for the lowest-mass galaxy in the sample (Leo A). Further inspection shows that this is driven by two extreme low-ionization H II regions in this system for which the ionization parameter correction in the method drives the oxygen abundance down by 0.7 dex with respect to the average of the other three H II regions which show normal ionization conditions. This reflects the limitations of empirically calibrated methods, which can only produce reliable results for regions in the same parameter space as those in the adopted calibration samples. Interestingly, both N2 and O3N2 calibrations produce a MZR that presents a similar behavior to the one we observe with $\text{IZI}$, with a slope that flattens toward low stellar masses. However, these calibrations might no be as reliable in the low-abundance regime as discussed in Section 4.2. This confirms the conclusion of Kewley & Ellison (2008) that the choice of abundance diagnostics can have a significant effect on the observed shape of the MZR, and shows that other SEL diagnostics besides $\text{IZI}$ can also produce a MZR that changes slopes toward the low-mass regime.

### Table 3

| log($M_*/M_\odot$) | 12 + log O/H | $\Delta$ log O/H | $\Delta^+$ log O/H |
|------------------|--------------|------------------|-------------------|
| 7.50             | 8.26         | 0.08             | 0.08              |
| 7.75             | 8.28         | 0.07             | 0.06              |
| 8.00             | 8.24         | 0.07             | 0.06              |
| 8.25             | 8.28         | 0.07             | 0.06              |
| 8.50             | 8.28         | 0.07             | 0.06              |
| 8.75             | 8.31         | 0.06             | 0.07              |
| 9.00             | 8.34         | 0.06             | 0.07              |
| 9.25             | 8.34         | 0.07             | 0.06              |
| 9.50             | 8.37         | 0.06             | 0.07              |
| 9.75             | 8.40         | 0.06             | 0.07              |
| 10.00            | 8.41         | 0.07             | 0.07              |

### Table 4

| log($M_*/M_\odot$) | 12 + log O/H | $\Delta$ log O/H | $\Delta^+$ log O/H |
|------------------|--------------|------------------|-------------------|
| 7.25             | 8.18         | 0.07             | 0.10              |
| 7.50             | 8.33         | 0.22             | 0.21              |
| 7.75             | 8.23         | 0.12             | 0.15              |
| 8.00             | 8.28         | 0.16             | 0.20              |
| 8.25             | 8.32         | 0.20             | 0.22              |
| 8.50             | 8.29         | 0.18             | 0.18              |
| 8.75             | 8.36         | 0.19             | 0.21              |
| 9.00             | 8.45         | 0.20             | 0.22              |
| 9.25             | 8.47         | 0.19             | 0.20              |
| 9.50             | 8.57         | 0.19             | 0.20              |
| 9.75             | 8.66         | 0.16             | 0.17              |
| 10.00            | 8.66         | 0.16             | 0.17              |

4. Analysis of Potential Systematic Errors

In this section we explore the impact of several potential sources of systematic error in our measurement of the MZR. We investigate the effects of sample selection, spectroscopic aperture effects, a changing N/O abundance in low-mass galaxies, the statistical methods used to characterize the metallicity PDFs and build the MZR, a potential secondary dependence of the MZR with the SFR, and the impact of luminosity-weighted averaging and DIG contamination. We also explore the systematic differences between $\text{IZI}$ abundances and those computed using the direct method.

#### 4.1. Systematic Errors Associated with Sample Selection and Methodology

This analysis is largely focused on the SDSS high-mass sample described in Section 2.1.1, as we have control of all the selection parameters for this sample. Here we focus on the methods used to select the sample, measure line fluxes, and construct the MZR. The following section focuses on the diagnostics used to measure the oxygen abundance.
When selecting the SDSS high-mass sample we used a S/N ≥ 8 cut on all SELs used in the abundance determination. This S/N threshold is the same one used by Kewley & Ellison (2008), but other authors have applied different cuts (anywhere from S/N = 3 to 25) to different subsets of lines when studying the MZR of local star-forming galaxies (e.g., Tremonti et al. 2004; Mannucci et al. 2010; Foster et al. 2012). Here we explore the effect of this S/N threshold on the observed MZR measured with $\text{[Z/Fe]}$.

The left and center panels in the top row of Figure 6 show the MZR for samples selected in the same way as the SDSS high-mass sample except for the use of lower S/N thresholds on all lines (S/N ≥ 5 and S/N ≥ 3 respectively). The shape of the MZR is largely insensitive to differences in the S/N threshold, with <1σ deviations from the S/N ≥ 8 case. Lowering the S/N threshold induces a small systematic offset toward higher abundances at the high-mass end. This is
consistent with the results of Foster et al. (2012) who find that more stringent S/N cuts on the [O III]λ5007 line preferentially reject high-abundance, high-stellar-mass systems in which cooling is increasingly dominated by the infrared oxygen transitions and the optical [O III] lines are weak. The presence of a characteristic transition mass scale at $\sim 10^{9.5} M_\odot$ in the MZR is not affected by the S/N cuts used to construct the sample.

4.1.2. SDSS Fiber Aperture Effects

It is a well established result that massive star-forming disk galaxies in the local universe present, on average, negative radial gradients in their oxygen abundance (Searle 1971; McCall et al. 1985; Vila-Costas & Edmunds 1992; Zaritsky et al. 1994; Sánchez et al. 2014; Kaplan et al. 2016). The fixed 3" angular diameter of the SDSS spectrograph optical fibers implies that a different fraction of the star-forming disk will...
contribute to the measured emission line fluxes depending on the distance and physical size of the target. These differences in sampling can translate into biases in the measured metallicities if gradients are present. If the fiber only covers the very central part of the disk the measured metallicity will most likely be higher than if the fiber samples the disk out to larger radii. We try to minimize this effect during the selection of the SDSS high-mass sample by enforcing that the fiber radius covers a significant fraction of the effective radii \((r_f \geq 0.5 r_e)\) of the galaxies. Nevertheless, residual aperture effects might still be present, and it is important to evaluate how they affect the shape of the observed MZR.

To do so, we use a statistical approach to quantify a correction to the metallicity PDF of individual galaxies based on their \(r_f/r_e\) ratio and the average metallicity gradient observed for star-forming galaxies in the local universe. We then construct the MZR using these corrected PDFs and observed for star-forming galaxies in the local universe. We conclude that the observed characteristic mass scale in the MZR does not arise as a result of fiber aperture effects in the metallicities. This conclusion is also supported by the fact that the shape of the MZR in the low-mass regime of the SDSS sample agrees with that measured for the LV dwarf sample, in which abundances are measured using slit spectroscopy of individual H\(\text{II}\) regions.

4.1.3. Effects Introduced by the N/O Abundance Ratio

The N/O abundance ratio in the ISM of galaxies is not constant as a function of metallicity but instead shows a transition between primary and secondary nitrogen production regimes (van Zee & Haynes 2006). While the photoionization models used by IZI include an average N/O versus O/H relation that models this effect, a systematic deviation in our sample from this average relation could in principle induce a bias in the MZR (see discussion in Section 5.2). It is therefore interesting to test the impact that the N/O abundance could have on the MZR measured by IZI. To do so we conduct a simple test in which we remove the [N\(\text{II}\)] lines from the set of transitions given as input to IZI for the calculation of the metallicity PDFs. The ratio of the [N\(\text{II}\)] doublet to other SELs has been shown to depend strongly on the assumed N/O abundance (Pérez-Montero & Contini 2009; Pérez-Montero 2014). Therefore, removing this transition from the fit largely removes the dependence of the output PDFs on the N/O ratio.

The leftmost panel in the middle row of Figure 6 shows the result of this test. For high-mass galaxies, a secondary, low-probability, low-abundance peak in the PDF appears. This is because the [N\(\text{II}\)] doublet plays an important role in terms of removing the degeneracies associated with the double valued nature of the R\(23\) diagnostics based on the oxygen lines (see Figure 1 in Blanc et al. 2015 and Appendix A.1 in Kewley & Ellison 2008). Regardless of this expected behavior, the bulk of the probability remains associated with the correct high-abundance peak of the PDF, and overall the observed MZR does not change significantly by removing the nitrogen lines from the fit. This implies that the observed transition in the MZR is not related to changes in the N/O abundance as a function of stellar mass.

4.1.4. Applying IZI to Literature Samples

In order to provide a test to demonstrate that the characteristic shape of the MZR in this work does not arise from sample-selection effects, we reproduce the sample selections of Tremonti et al. (2004) and Kewley & Ellison (2008), and apply our method to measure the MZR on these samples. Tremonti et al. (2004) selected galaxies in the SDSS DR7 MPA/JHU catalog with \(1\sigma\) stellar mass errors smaller than 0.2 dex, \(\text{S/N}_{\text{[O\text{II}]},[\text{N\text{II}}]} \geq 5\), and \(0.005 < z < 0.25\). Kewley & Ellison (2008) selected objects with \(\text{S/N}_{\text{[O\text{II}]},[\text{N\text{II}}],[\text{O\text{III}}],[\text{S\text{II}}]} \geq 8\) and \(z < 0.1\). Both studies rejected AGN contaminated systems using the BPT diagram as done in this work.

The resulting MZRs measured with IZI for these samples are shown in the central and rightmost panels in the middle row of Figure 6. Except from a small offset toward higher abundances in high-mass systems for the Tremonti et al. (2004) sample, which is caused by the lower S/N requirement...
as discussed above, the sample selection does not seem to affect the observed MZR.

As a final test we applied all the literature diagnostics outlined in Appendix A.1 of Kewley & Ellison (2008) to our SDSS high-mass sample. We find that the MZRs measured by taking the median abundances from these diagnostics in our sample agree within the errors with those measured in Kewley & Ellison (2008) and shown in Figure 3. Given these and all previous tests we conclude that the characteristic transition mass scale in the MZR that we observe in this work is not introduced by sample-selection effects.

4.1.5. Metallicity PDF Characterization

Another possible source of systematic uncertainty is associated with the methodology used to construct the MZR by summing the metallicity PDFs of individual galaxies, and then taking the mean of this summed distribution. It could be thought that systematic variations in the shape of the PDF as a function of either stellar mass or metallicity could introduce biases in the mean of the summed PDF. To check if the shape of the MZR is significantly affected by our methodology, we compare our measurement to an MZR built using the classical approach of taking the median of single best-fit values for the abundance of individual galaxies in different mass bins. We adopt three different statistics (the PDF mean, median, and mode) to characterize the metallicity PDF of individual galaxies by a single number. Then we construct the MZR by taking the median of these statistics in narrow stellar mass bins (0.05 dex) and measure the 1σ scatter for the abundance in each bin. These are compared with our adopted method to construct the PDF in the lower panels of Figure 6.

These three statistics suffer from different relative biases depending on the shape of the PDF. For example, while they agree with each other for any single peaked symmetric distribution, in the presence of asymmetries or multiple peaks in the PDF the values of the mean, mode, and median will deviate from each other. Therefore, the observed agreement with the shapes of the MZRs measured with these three methods, combined with the small scatter seen in these three statistics within each stellar mass bin, indicate that systematic variations in the shapes of the individual galaxy PDFs are not strong. This also shows that our method of summing the individual PDFs does not bias the shape of the MZR with respect to what is measured when assigning a single abundance value to each object.

4.1.6. Impact of the SFR on the MZR

Figure 1 shows that high-SFR galaxies have lower ISM metallicity at fixed stellar mass, and that a significant reduction in the scatter around the MZR is seen when this third dimension is taken into account in a so-called “fundamental” mass–SFR–metallicity relation (FMR). Under this scenario, a bias in SFR introduced by emission line luminosity cuts could translate into a bias in the shape and normalization of the measured MZR (Juneau et al. 2014).

On the other hand, a series of recent studies using different data sets and methodologies bring into question the existence of the FMR, or find marginally significant dependencies between metallicity and SFR at fixed stellar mass, much weaker than originally proposed. Hughes et al. (2013) use a volume and magnitude limited sample of 260 well-characterized nearby late-type galaxies, and find no correlation between SFR and the residuals around the MZR. Sánchez et al. (2013) using integral field spectroscopic data from the CALIFA survey find no secondary correlation with either SFR or sSFR in the global MZR or the “local” MZR (i.e., the relation between stellar mass surface density and local metallicity on H II region scales). Salim et al. (2014) re-analyzed the SDSS sample used in Mannucci et al. (2010) to reassess the existence and shape of the FMR and the impact that sample selection and the use of different metallicity and SFR indicators have on it. They find a lack of correlation for massive (>10^{10.5} M_☉) star-forming galaxies, and a significantly weaker anti-correlation between the relative sSFR at fixed stellar mass and metallicity for intermediate and low-mass (<10^{10.3} M_☉) systems without extreme star formation activity. While they find that intermediate and low-mass galaxies with extremely enhanced relative sSFRs (>0.6 dex) show a strong anti-correlation between these quantities, they find that the overall scatter in the FMR does not greatly decrease from the scatter in the MZR. More recently, Barrera-Ballesteros et al. (2017) used integral field spectroscopy of more than 1700 galaxies in the SDSS-IV MaNGA survey (Bundy et al. 2015) and found no strong secondary relation of the MZR with either SFR or sSFR.

To quantify the impact that the SFR has on the shape and normalization of the MZR built under our methodology, we separate the SDSS high-mass sample into two subsamples with high and low relative sSFR and re-build the MZR following the same methodology used in Section 3.1. The subsamples are defined as galaxies having a sSFR either above or below the mean relation at any given stellar mass (dashed line in Figure 1). While for the full sample MZR we adopted 0.05 dex bins in stellar mass, here we adopt 0.1 dex bins to account for the ∼50% decrease in sample size. While a full study of the inter-dependencies between stellar mass, metallicity, and SFR is beyond the scope of this paper, this simple test highlights the robustness of our results with respect to SFR biases in sample selection.

Figure 7 presents the result of this test. No difference in the MZR is seen between the two subsamples at M* > 10^{10} M_☉. At lower masses we do observe a deviation that follows the direction expected for a FMR, with high relative sSFR systems having lower abundance than their low relative sSFR counterparts. Over the 10^8 M_☉ > M* > 10^{10} M_☉ range, in which the largest deviations are seen, the two samples show a median abundance offset of 0.05 dex. In this same range, the samples have a median offset in relative sSFR of 0.35 dex. For such an offset, and at these masses and SFRs, the Mannucci et al. (2010), Salim et al. (2014), and Hughes et al. (2013)
formulations of the FMR predict abundance offsets of \(\sim 0.07\) dex, \(\sim 0.05\) dex, and \(\sim 0.02\) dex, respectively. Therefore, our measurement provides a better match to the Salim et al. (2014) FMR, and is bracketed by the FMRs of Mannucci et al. (2010) and Hughes et al. (2013). It is important to highlight that these offsets are well within the 1\(\sigma\) envelope of the MZR. We cannot robustly discriminate between these different formulations of the FMR without a more detailed statistical analysis, which is beyond the scope of this paper. Regardless of this, the magnitude of these offsets is not sufficient to significantly affect the observed change in slope of the MZR toward the low-mass regime.

While for small relative sSFR offsets at intermediate masses our results are consistent with proposed formulations of the FMR, the agreement seen in Figure 4 between the MZR of the DEEP2, low-mass SDSS, and LV dwarf samples at \(M^* \sim 10^{8.0} M_\odot\), despite their strong 0.5–1.0 dex relative sSFR offsets, is largely inconsistent with this formulation. At these masses and SFRs, the Mannucci et al. (2010) FMR predicts an abundance offset of \(\sim 0.2\) dex\(^2\) while the MZRs of these samples agree with each other to \(\sim 0.05\) dex. It is important to highlight that the Mannucci et al. (2010) FMR is not calibrated against data in this mass and SFR regime. The above prediction comes from an extrapolation of the relation fitted at higher mass and lower sSFR.

In summary, considering the agreement seen in the slope of the low-mass end of the MZR across different samples (despite their sSFR offsets), the fact that the observed break in the MZR appears regardless of us dividing the high-mass SDSS sample in low- and high-relative-sSFR subsamples, and that the LV dwarf MZR follows the same \(M^*\)–SFR relation as the high-mass SDSS sample while showing a shallow slope in the low-mass regime, we can confidently say that our result is robust against possible secondary dependences of the MZR with the SFR.

4.1.7. Impact of Ensemble Averaging and DIG on Integrated Metallicity Measurements

In Section 3.2 we find consistent results when comparing the MZR of LV dwarf galaxies (based on slit spectroscopy of individual H\(\alpha\) regions) with the MZR of the high-mass SDSS sample (based on integrated central measurements as sampled by the SDSS fibers). The agreement is even better than shown in Figure 4 when considering the fiber aperture corrections we compute in Section 4.1.2 (top right panel in Figure 6). This indicates that at the stellar masses where the two relations meet, the process of integrating the emission over kiloparsec-scale areas in the centers of galaxies does not introduce strong biases on the measured metallicities.

Mixing luminosity-weighted ensembles of H\(\alpha\) regions with constant metallicity but with a dispersion in electron temperature has been shown to induce an underestimation of direct method oxygen abundances, while leaving SEL abundances mostly unchanged. This is a similar effect to the one introduced by electron temperature fluctuations in nebulae (Peimbert 1967). The impact of such averaging on SEL fluxes and ratios is calculated to be small enough, at a <0.1 dex level (Pilyugin et al. 2012b; Sanders et al. 2017).

Contamination from DIG on the other hand can significantly bias SEL ratios and metallicities derived from them if its contribution to the total integrated flux is high (Sanders et al. 2017). Early determinations of the DIG fraction in nearby spiral galaxies used narrow-band H\(\alpha\) imaging to separate discrete sources from diffuse emission, finding high DIG fractions in the 40–60% range (e.g., Hoopes et al. 1996; Thilker et al. 2002; Oey et al. 2007). These high values are adopted in the recent work of Sanders et al. (2017), who proposes that DIG contamination significantly affects the measurement of metallicities from SDSS spectra.

Recent results from integral-field spectroscopy of nearby galaxies hint at the large DIG fractions measured from narrow-band studies being largely overestimated, especially for the central kiloparsec-scale regions of spiral galaxies. As discussed

---

\(^2\)The Hughes et al. (2013) and Salim et al. (2014) FMRs are not parameterized in a way that can be evaluated at these low masses.
below this implies that DIG contamination has a very small effect on the SEL abundances we measure with [IZI] for the SDSS high-mass sample.

Narrow-band Hα imaging typically suffers from low surface-brightness sensitivity compared to modern IFU data sets. This can cause undetected low-surface-brightness H II regions to be erroneously classified as DIG. For example, the Oey et al. (2007) SINGG data reach a σ line flux depth of $2 \times 10^{-17}$ erg s$^{-1}$ cm$^{-2}$ arcsec$^{-2}$. In comparison, data sets like VENGA (The VIRSU-P Exploration of Nearby Galaxies, Blanc et al. 2013) and PHANGS-MUSE (Physics at High Angular Resolution in Nearby Galaxies, Kreckel et al. 2016, 2018) typically reach depths of $5 \times 10^{-18}$ erg s$^{-1}$ cm$^{-2}$ arcsec$^{-2}$ (i.e., a factor of 4 deeper in surface brightness). Furthermore, spectroscopic information in IFU data cubes allows for a better decomposition between DIG and H II regions than can be achieved using Hα emission alone due to the different nebular spectrum of these components. Finally, narrow-band Hα filters include contamination from the [N II] doublet. This is typically corrected assuming a constant [N II]/Hα ratio characteristic of H II regions. Since DIG shows enhanced [N II]/Hα ratios with respect to H II regions, the Hα flux of the diffuse component in narrow-band studies is most likely overestimated by up to $\sim$80% (see Figure 15 in Blanc et al. 2009).

Blanc et al. (2009) studied the contribution of DIG emission with enhanced [S II]/Hα ratios in the central $4 \times 4$ kpc$^2$ of M51 using data from the VENGA survey (Blanc et al. 2013). They find a DIG fraction in this region of only 11%. This comes partly from the fact that DIG becomes more relevant toward the outer parts of galaxies where low-surface-brightness regions are more common, and partly from the fact that some low-surface-brightness regions that would have been below the detection threshold of narrow-band studies show H II-region-like line ratios that reveal their star-forming nature. We note that the SDSS fiber diameter at the median redshift of the high-mass sample ($\langle z \rangle = 0.077$) is 4.4 kpc, similar to the area studied in Blanc et al. (2009). Adopting DIG fractions measured across the full extent of galaxies as representative of their central regions will likely result in an overestimation of the DIG contribution to the total flux.

More recently, Kreckel et al. (2016) used a mosaic of VLT-MUSE data cubes on NGC 628 (M74), taken as part of the PHANGS survey to study the differences between inter-arm and on-arm H II regions. They find that 64% of all H-alpha flux in the inter-arm regions of NGC 628 can be resolved into discrete low-luminosity H II regions in the deep MUSE data. Most of this flux would have been assigned to DIG in narrow-band studies like Oey et al. (2007).

Zhang et al. (2017), using data for 365 face-on galaxies in the SDSS-IV MaNGA survey, study how oxygen abundance diagnostics change as a function of Hα surface brightness. They specifically tested [IZI] and another seven SEL methods. Figure 28 in Zhang et al. (2017) shows that when using [IZI], the observed differences in $12 + \log$($O/H$) from the lowest- to the highest-surface-brightness regions at fixed galactocentric radius are typically at the $\pm$0.1 dex level. Since the SDSS fibers sample a broad distribution of Hα surface brightness within single galaxies, the expected biases in $12 + \log$($O/H$) due to DIG contamination will necessarily be $<0.1$ dex. In line with this, even when assuming a relatively high DIG contamination fraction, Sanders et al. (2017) find typical biases in the SEL MZR for different methods that are $<0.1$ dex in most cases.

At the spatial resolution of MaNGA ($\sim$1 kpc) individual H II regions cannot be resolved. Ho et al. (2017) study the presence of azimuthal abundance variations in the spiral galaxy NGC 1365 using a spectral datacube with a spatial resolution of 150 pc from the TYPHOON project. They find a systematic trend with $\pm$0.1 dex variations in the oxygen abundance of discrete H II regions when going from inter-arm to on-arm environments. The trend goes in the same direction and has a similar magnitude as the trend observed in Zhang et al. (2017) for [IZI]. This opens the possibility that some part of the variations seen in Zhang et al. (2017) could be due to azimuthal variations in the H II region oxygen abundances. This would imply an even lower impact of DIG contamination on integrated measurements of the oxygen abundance.

The above results are also in line with the direct test conducted by Kaplan et al. (2016) using the VENGA VIRUS-P datacube of NGC 2903, in which DIG regions are spectroscopically separated from areas dominated by H II regions. The metallicity gradient of the galaxy is then calculated using six different SEL diagnostics, and both including and removing the DIG. The authors find that, for all the adopted methods, including DIG dominated regions only changes the normalization of the oxygen abundance gradient by at most $\pm 0.1$ dex, and its slope by $\pm 0.015$ dex kpc$^{-1}$.

In summary, recent work based on IFU spectroscopy implies that the expected impact of DIG contamination on SEL oxygen abundance determinations in local star-forming galaxies is small ($<0.1$ dex), especially considering that the SDSS fibers typically sample the central few kiloparsecs of galaxies. Therefore, we expect our results to be robust against the effects of H II region ensemble averaging and DIG contamination.

### 4.2. Systematic Offsets between [IZI] and Direct Method Abundances

In the previous section we showed that the difference between the shape of the MZR in this work and previous studies that report a single power-law behavior does not arise from an exhaustive list of potential systematic sources of error related to sample selection, measurement biases, and adopted methodology. This implies that the origin of the discrepancy likely lies in systematic differences between the abundance diagnostics adopted in different studies.

The systematic differences between different SEL diagnostics and their impact on the shape of the MZR were thoroughly studied by Kewley & Ellison (2008) and have already been discussed in Section 3 (see Figures 3 and 5). Here we study the differences between the oxygen abundances determined by [IZI] and those determined from the direct method. This is of particular importance as previous measurements of the MZR in SDSS galaxies using the direct method find a single power-law behavior toward low masses (e.g., Andrews & Martini 2013).

At near-solar metallicities the direct method is known to produce oxygen abundances that are $\sim 0.2$ dex lower than the results of other methods (RL and theoretically calibrated SEL diagnostics) if the effects of temperature inhomogeneities in the ionized gas are not corrected (e.g., Aller 1954; Peimbert 1967; Peimbert & Costero 1969; García-Rojas & Esteban 2007; Kewley & Ellison 2008). However, a simple offset in abundance cannot explain the difference we see in the shape
and slope of the MZR with respect to literature measurements that use the direct method. A metallicity-dependent offset would be required.

To make a direct comparison between $\tilde{I}ZI$ and direct method abundances down to the low-metallicity regime we use a sample of 414 H II regions with direct abundance and SEL measurements compiled by Pilyugin et al. (2012a). For all objects in this sample we remeasure the oxygen abundance using $\tilde{I}ZI$ to fit the [O II] $\lambda\lambda3726,3729$, H$\beta$, [O III] $\lambda\lambda4959,5007$, [N II] $\lambda\lambda6548,6584$, and [S II] $\lambda\lambda6717,6731$ line fluxes with the Levesque et al. (2010) photo-ionization models. This is the same setup used above to measure the MZR. Figure 8 presents the comparison between the $\tilde{I}ZI$ abundances and the direct method abundances measured by Pilyugin et al. (2012a) for all regions in the sample (gray points with error bars). Red circles in Figure 8 show the median offset ($\Delta(O/H)_{T_{fl}}$) measured in 0.1 dex metallicity bins.

In the regime of solar to slightly sub-solar metallicities (12 + log(O/H) $\approx$ 8.5) we observe the offset of $\sim$0.2 dex typically seen between the direct method and theoretically calibrated SEL and RL abundances. Interestingly, the offset increases toward both lower and higher metallicities, reaching $\sim$0.3 dex at 12 + log(O/H) $\approx$ 9.0 and $\sim$0.4 dex at 12 + log(O/H) $< 8.0$.

This behavior between the two diagnostics can largely explain the discrepancies in the shape of the MZR measured using these two different methods. To show this is the case we fit a low-order polynomial to the median offset as a function of metallicity (solid red line in Figure 8) and use it to scale the $\tilde{I}ZI$ MZR shown in the left panel of Figure 4. We compare the resulting MZR to the direct method based measurements of the MZR of Lee et al. (2006), Liang et al. (2007), and Andrews & Martini (2013) in Figure 9.

When applying this metallicity-dependent offset, the break in the MZR from the intermediate to the low-mass regimes is softened significantly, making it consistent with a single power-law behavior toward low masses. This modified MZR agrees well within the error bars with the measurements of Lee et al. (2006) and Liang et al. (2007) based on the direct method. The Andrews & Martini (2013) MZR disagrees in shape and normalization with the other direct-method MZRs, largely due to differences in the method used to estimate the electron temperatures of the low- and high-ionization zones, which translate into higher abundances. This difference reflects the current level of systematic uncertainty in direct-method determinations of the MZR.

A puzzling inconsistency arises from the fact that the direct method produces a steeper low-mass MZR than the N2 and O3N2 methods, which in Figure 5 appear consistent with $\tilde{I}ZI$, since the latter diagnostics are calibrated against the former. The N2 and O3N2 calibrations in Pettini & Pagel (2004) are based on linear fits to a control sample of H II regions with direct abundance measurements. In the 12 + log(O/H)$_{T_{fl}}$ < 8.1 range, which according to Figure 8 corresponds to the 12 + log(O/H)$_{T_{fl}}$ < 8.3 range below which the slope of the MZR flattens, it is evident from Figure 1 of Pettini & Pagel (2004) that the linear fit is shallower than the trend followed by the data points. A higher-order cubic fit shown in the same figure better fits the data in this region and would have translated into a steeper calibration and a steeper MZR in the low-abundance regime. This could explain the discrepancy seen here between the N2 and direct method. Explaining the discrepancy with O3N2 is more difficult since Pettini & Pagel (2004) did not calibrate the relation below 12 + log(O/H)$_{T_{fl}}$ < 8.2 (corresponding to 12 + log(O/H)$_{T_{fl}}$ < 8.4) because the scatter in the calibration sample increases significantly below this limit. Therefore, we are using an extrapolation of the original calibration. Photo-ionization models show that O3N2 becomes less sensitive to metallicity in the low-abundance regime (e.g., Figure 2 in Blanc et al. 2015), explaining the increasing scatter.

---

\textsuperscript{13} Although we note that large scatter exists between different SEL diagnostics in the literature (Blanc et al. 2015).
In light of the results presented in Figure 9 and the tests outlined in previous sections, we can confidently conclude that the differences between the shape of the MZR presented here and classic results in the literature finding a single power-law behavior toward low stellar masses come from a systematic difference in the methods adopted to measure nebular abundances.

5. Discussion

The presence of a break in the slope of the MZR at a characteristic transition mass scale has important implications for theories of galaxy evolution and chemical enrichment. Having established that this feature arises only when the MZR is measured using certain abundance diagnostics (\[\text{IZI}, \text{N2}, \text{and O3N2}\]) and not others (R23 and the direct method), the obvious question follows: which of these methods is less biased?

In this section, we discuss the agreement between IZI abundances and those measured directly from oxygen RLs, and show that these largely independent methods present similar systematic differences with respect to direct method abundances. We also compare the MZR we derive here with previous observational estimates in the literature and recent results from state-of-the-art hydrodynamical simulations, which show the presence of an equivalent transition mass scale. The results of these comparisons support the reality of the features we observe in the MZR. Finally we discuss a possible physical origin for the MZR characteristic transition mass scale.

5.1. Agreement between IZI and RL Abundances

The existence of potential systematic biases in direct-method abundances has been recognized for decades (e.g., Peimbert & Costero 1969; Stasińska 2002; Peña-Guerrero et al. 2012). Small-scale temperature fluctuations and large-scale temperature gradients in ionized nebulae, combined with the different temperature dependence of auroral and strong lines, can induce a bias in the derived electron temperatures. This bias is such that direct-method abundances are typically lower than the real values, unless a correction for these effects is taken into account. Such corrections are seldom applied though, and direct abundances like those in Pilyugin et al. (2012a), Andrews & Martini (2013), Liang et al. (2007), and Lee et al. (2006) do not include them.

Several authors have argued that this bias can be quantified by comparing direct-method abundances with those derived from metal RLs (e.g., Toribio San Cipriano et al. 2016, 2017, and references therein). For the same regions, RL abundances of oxygen typically appear between 0.15 and 0.45 dex higher than direct-method abundances, and the logarithmic difference between the two is typically referred to as the “abundance scale discrepancy factor” (ADF).\(^{14}\) For a recent compilation of ADF measurements, see Figure 4 in Toribio San Cipriano et al. (2017). This latter study also finds aMetallicity dependence of the ADF, with the smallest offsets (\(\sim -0.2\) dex) seen around \(12 + \log(O/H)_{\text{RL}} \simeq 8.5\) and an increasing ADF toward lower and higher abundances, reaching values of \(\sim 0.4\) dex near \(12 + \log(O/H)_{\text{RL}} \simeq 8.2\) and 8.8.

This behavior is almost identical to the one we see between IZI and direct-method abundances in Figure 8. Blanc et al. (2015) showed that IZI abundances computed using the Levesque et al. (2010) models used here agree fairly well with RL abundances, showing a median offset of 0.07 dex and a scatter of 0.1 dex. In Figure 8 we overplot the RL versus direct method ADF values calculated by Toribio San Cipriano et al. (2017) after applying a 0.07 dex offset to bring their RL abundances into a common scale with IZI (filled orange circles). We also plot the results of Bresolin et al. (2016) who report both RL and direct-method abundances for six H II regions of different metallicities. These data points show a behavior that is consistent with the metallicity trends reported in Toribio San Cipriano et al. (2017).

This comparison shows that both RL abundances and the IZI abundances used in this work show systematic deviations from direct-method abundances that are not only similar in direction and normalization (to within a 0.07 dex factor), but also show a common dependence on metallicity. While this still leaves open the possibility that both IZI and RL abundances are inaccurate while direct-method abundances are accurate, the fact that these two largely independent methods (RL and IZI) agree is encouraging.

Insight into the difference between RL and direct-method abundances can in principle be obtained from comparison to stellar oxygen abundances of young stars in the same star-forming regions, or at similar galactocentric radii in the same galaxies. Unfortunately these studies currently yield contradictory and non-conclusive results.

In the nearby spiral NGC 300, Bresolin et al. (2009) find good agreement between H II region direct-method oxygen abundances (with no correction for temperature fluctuations or oxygen depletion on dust) and stellar oxygen abundances of B and A supergiants. Simón-Díaz & Stasińska (2011) on the other hand compare direct-method and RL abundance measurements of the Orion Nebula with stellar abundances in 13 B-type stars in the region. After correcting for the depletion of O on dust grains they find good agreement with RL abundances and not with the direct method; the latter are lower by \(\sim 0.1\) dex (\(\sim 0.2\) dex before the dust depletion correction). In M31, Zurita & Bresolin (2012) find that the direct-method abundances of H II regions are typically \(\sim 0.3\) dex lower than the stellar abundances of BAF supergiants. García-Rojas et al. (2014) compared direct-method oxygen abundances across the Cocoon Nebula (IC 5146), a nearby H II region in the Solar neighborhood, with the stellar oxygen abundance of its central ionizing B0.5 V star. They find the direct method to underpredict the stellar abundance by \(\sim 0.2\) dex (\(\sim 0.1\) dex after correcting for dust depletions).

The results of Toribio San Cipriano et al. (2016, 2017) also show puzzling discrepancies in this respect. They find that RL oxygen abundances agree well with B supergiant abundances in NGC 300, but appear overestimated in M33, the LCM, and the SMC, where the direct-method abundance show a better match. Finally, Bresolin et al. (2016) find that the photospheric oxygen abundance of A-type supergiants associated with H II regions in their sample agree better with the direct method ISM abundances than with RL abundances, with the RL abundances being increasingly overestimated toward lower metallicities. It is worth noting that the spectral models they use to fit stellar spectra assume a solar abundance pattern. Considering that chemical-evolution models and observations (e.g., Yates et al. 2013; Nicholls et al. 2017) show a decrease in O/Fe as a function Fe/H of about 0.2–0.3 dex over the range of 16
metallicities explored in Bresolin et al. (2016), and that the optical spectra used in that work are dominated by Fe absorption features, their stellar abundances could in principle be brought into better agreement with RL abundances.

In summary, the comparison to stellar abundances has not provided conclusive evidence on whether the direct method is to be preferred over RL abundances or vice versa. As mentioned above, the agreement between FLR and RL abundances highlighted in Figure 8 is encouraging, and supports the idea that the break we observe in the MZR measured with FLR is indeed a real feature. We note that while RL abundances are not available at the lowest end of the metallicity range studied in this work, the range over which this agreement can be observed brackets the $12 + \log(O/H) \approx 8.5$ region where the observed change in slope in the MZR happens.

5.2. Comparison with Previous Observational Results

The morphology of the MZR measured in this work is qualitatively different from that reported in several previous studies that find a single power-law behavior at low and intermediate stellar masses, followed by a plateau in metallicity toward the high-mass end (e.g., Tremonti et al. 2004; Mannucci et al. 2010; Andrews & Martini 2013; Zahid et al. 2014a). In particular, the MZR slope of $0.14 \pm 0.08$ we observe in the low-stellar-mass regime is shallower than previously reported.

For low-mass galaxies, Lee et al. (2006) measure a slope of $0.30 \pm 0.03$ using a literature compilation of direct method abundances. Berg et al. (2012) measure a consistent value of $0.29 \pm 0.03$ using the direct method on a similar sample with homogeneous spectroscopy. Zahid et al. (2012) find a slope of $0.27 \pm 0.02$ for a compilation of direct method abundances from Lee et al. (2006) and Zhao et al. (2010), and a steeper slope of $0.47 \pm 0.01$ using the R23 diagnostic of Kobulnicky & Kewley (2004) on the low-mass end of the MZR measured in a SDSS sample equivalent to our high-mass sample. Zahid et al. (2012) do not fit for the slope of the MZR of their DEEP2 sample (used here), for which they use a variation of the N2 method of Pettini & Pagel (2004) that includes a correction for the N/O abundance. Inspection of their Figure 12 shows that this sample follows a shallower slope similar to the one we measure here with FLR and the N2 methods, and deviates from the extrapolation to low masses of the SDSS MZR. All these discrepancies are consistent with the trends we see between different diagnostics in Figures 5 and 9.

On the other hand, some studies in the literature do show the presence of a characteristic mass scale in the MZR. Studying the LZR of local galaxies down to the dwarf regime, both Salzer et al. (2005) and Rosenberg et al. (2006) report a flattening of the LZR for galaxies fainter than $M_B = -18$. Assuming a $B$-band mass-to-light ratio of $\Upsilon_B = 1.0$ (typical of a blue stellar population, Bell et al. 2003) this transition corresponds roughly to a stellar mass of $\approx 10^{9.4} M_\odot$. This is close to the point where we see a flattening in the MZR. Given the small sizes and selection biases affecting these samples, the evidence for the break is tentative at best. A more recent study by Zhao et al. (2010) does not find a break in the LZR of dwarf galaxies, but their sample includes very few galaxies brighter than $M_B = -18$ making it hard to trace a change in the slope above this limit.

Sweet et al. (2014) use the [N II]/[S II] versus [O III]/[S II] metallicity diagnostic of Dopita et al. (2013) to study the R-band LZR of SDSS star-forming galaxies and dwarf galaxies in the CHOIRS survey (Sweet et al. 2013) and the literature. They propose the presence of two distinct populations in the SDSS LZR which follow relations with different slopes. Toward faint magnitudes dwarf galaxies with no evidence of having a tidal origin follow a shallower relation (see Figure 6 in Sweet et al. 2014). Their bright and intermediate SDSS populations, following flat and steep LZR, respectively, and their dwarf galaxy populations following a shallow relation, are fully consistent with the three distinct regimes that we observe in the MZR.

Recently, Kashino et al. (2016) measured the SDSS MZR using the metallicity diagnostic proposed by Dopita et al. (2016), which is based on the use of the [N II]$\lambda 6584$/[S II] $\lambda 6717$ and [N II]$\lambda 6584$/H$\alpha$ ratios. They find a behavior consistent with the one reported here, with a shallow slope for the MZR at low mass, followed by a steeper relation, and then a flattening at higher masses. In their case, the steepening begins at a slightly lower mass than observed here ($\approx 10^9 M_\odot$ instead of $\approx 10^{9.5} M_\odot$). The authors however dismiss the significance of the flattening toward low masses and interpret it as an artifact of the metallicity diagnostic. They argue that in the primary nitrogen production regime expected for low-mass galaxies the [N II]/[S II] ratio will tend toward a constant value, artificially flattening the relation.

We do not agree with the above interpretation for several reasons. First, the Dopita et al. (2016) calibration is based on photoionization models that include a transition between a primary and a secondary nitrogen-production regime. This is introduced in the models as an empirically based average relation between the N/O and O/H abundances. Second, the method does not rely on the use of the [N II]/[S II] ratio alone, but also on the [N II]/H$\alpha$ ratio which will maintain a dependence on metallicity even in the primary nitrogen-production regime. Therefore, as shown in Figure 3 of Dopita et al. (2016) a good correlation between the adopted diagnostic and the oxygen abundance should hold down to very low metallicities ($12 + \log(O/H) \sim 7.7$), significantly lower than the metallicities Kashino et al. (2016) measures at the low-mass end of the SDSS sample ($12 + \log(O/H) \approx 8.2$). Furthermore, as discussed in Section 4.1.3 when running our abundance estimation for the SDSS sample without using any nitrogen lines the break is still present (middle left panel of Figure 6).

An independent line of evidence for the existence of a break in the MZR comes from the stellar mass–metallicity relation of galaxies. In particular, the results of Gallazzi et al. (2005) and Kirby et al. (2013) measuring the iron abundance of SDSS galaxies and stars in dwarf spheroidal and irregular systems in the Local Group show a similar behavior to the one we observe for the gas-phase MZR. Inspection of Figure 9 in Kirby et al. (2013) shows that while the dwarf galaxy stellar MZR joins smoothly with the low-mass end of the SDSS MZR, a steepening of the slope of the stellar MZR is observed around $10^{10} M_\odot$. The stellar and gas-phase relations are not necessarily expected to trace each other. The former depends more critically on the SFH of the galaxy, while the latter is more dependent on the recent balance between gas accretion, star formation, and outflows. Regardless, observing the same transition mass scale in both the stellar phase and gas-phase MZR strengthens the idea that it corresponds to a real feature. While the above comparison is compelling, the Kirby et al. (2013) result should be contrasted with the recent work by
Kudritzki et al. (2016) and Zahid et al. (2017), who find a continuous slope in the stellar MZR across the $10^7$–$10^{10} M_\odot$ range.

5.3. Comparison with Numerical Simulations

Theoretical support for the existence of a transition mass scale in the MZR can be found in both cosmological and zoomed-in hydrodynamical simulations of galaxy formation. Davé et al. (2011) run N-body+smoothed particle hydrodynamics (SPH) simulations with a box size of 48 Mpc and sufficient resolution to study the gas-phase MZR down to a stellar mass of $1.1 \times 10^9 M_\odot$ (i.e., 64 stellar particles). The authors use four different feedback prescriptions. One with no galactic winds, two prescriptions with constant velocity winds, and a momentum-driven wind prescription with a mass loading factor inversely proportional to the galaxy velocity dispersion. Inspection of Figure 9 in Davé et al. (2011) shows that except for the unrealistic model with no winds, all the other prescriptions predict a MZR that follows a qualitatively similar behavior to the one we find using $\mathcal{I}_{21}$. That is, a flat saturated relation at high-masses, followed by a steep relation at intermediate masses and then a flattening below $10^{9.5} M_\odot$. In the simulations this trend is independent of environment. While this is encouraging, the flattening at low stellar masses happens very close to the resolution limit of the simulation. It is therefore hard to consider this a robust result.

Schaye et al. (2015) present the results of the Virgo Consortium Evolution and Assembly of Galaxies and their Environments (EAGLE) project. These are a suite of N-body + SPH hydrodynamical cosmological simulations of galaxy and supermassive black hole formation that implement different sets of feedback prescriptions in boxes of different sizes and with different spatial resolutions. Their “reference” and “high-resolution” runs reach stellar masses that are one and two orders of magnitude lower than the Davé et al. (2011) simulations, respectively.

In Figure 10 we compare our measured MZR to the results of two EAGLE runs presented in Schaye et al. (2015). The Ref-L100N1504 run is the reference run for the EAGLE project, with a box size of 100 Mpc, $1500^3$ dark matter particles, and a baryonic particle mass of $1.81 \times 10^6 M_\odot$. The Recal-L025N0752 is a high-resolution run with recalibrated sub-grid stellar and AGN feedback parameters, tuned to improve the match to the $z = 0$ galaxy stellar mass function (GSMF). This run has a box size of 25 Mpc, $752^3$ dark matter particles, and a baryonic particle mass of $2.26 \times 10^6 M_\odot$. The measured $z = 0$ gas-phase MZRs in these two simulations are shown by the magenta and cyan curves, respectively. Curves are dotted below the mass limit of 100 baryonic particles per galaxy. This corresponds to $10^{8.26} M_\odot$ and $10^{7.36} M_\odot$ for the low- and high-resolution runs, respectively.

Figure 10 shows that both EAGLE runs predict abundances that are higher than those measured by $\mathcal{I}_{21}$, with the high-resolution recalibrated run showing metallicities that are lower than the reference run as discussed in Schaye et al. (2015). Interestingly, while the reference run does not show the presence of a break in the MZR, this feature appears in the high-resolution recalibrated run, although at a mass scale ~0.7 dex lower than observed in our measurement. Applying an offset of ~0.4 dex to the Recal-L025N0752 MZR brings it to agreement (within the errors) with the MZR measured with $\mathcal{I}_{21}$, except at the very high-mass end where sampling effects due to the small box size start taking place (Schaye et al. 2015). Such an offset in the absolute abundance scale can be easily accommodated within the level of systematic uncertainty on the metallicities predicted by numerical simulations (Guo et al. 2016; Ly et al. 2016). It is important to note that the change in the morphology of the MZR in EAGLE is not only driven by the increase in resolution but is also significantly driven by the fine-tuning of the feedback parameters as discussed in Schaye et al. (2015).

While some of the Davé et al. (2011) and Schaye et al. (2015) simulations hint at the presence of a transition mass scale in the MZR, it is important to stress that this is not a common feature of all cosmological hydrodynamical simulations in the literature. In fact, different simulations, run with different codes, methods, box-sizes, resolutions, and feedback prescriptions, present large discrepancies between each other regarding the shape and scatter of the gas-phase MZR (Guo et al. 2016; Ly et al. 2016; Ma et al. 2016). This lack of consistency implies that the predictions of cosmological simulations regarding the chemical enrichment of star-forming galaxies should be interpreted with caution, and stresses the importance of better observational determinations of the MZR, which is the goal of this work.

Nevertheless the results of Davé et al. (2011) and Schaye et al. (2015) show that it is possible for cosmological simulations to give rise to an MZR that has the features we observe in this work. Furthermore, the fact that the break in the MZR appears in the EAGLE run with improved resolution and feedback prescriptions, which allow the simulation to reproduce a range of observables (Schaye et al. 2015), is encouraging.
Besides cosmological simulations, which suffer from the effects of low spatial and mass resolution, it is interesting to see if the break in the MZR can be reproduced by zoom-in high-resolution galaxy simulations. This type of simulation can typically be run on a much smaller number of galaxies but has the advantage of resolving the multi-phase ISM in more realistic ways that allow for better-motivated star formation and feedback prescriptions to be implemented. The latter should translate into better predictions regarding the ISM chemical enrichment than can be achieved in cosmological simulations. Figure 11 compares our results to those from two recent studies that use zoom-in hydrodynamical simulations of galaxies to explore the MZR. Light green circles in Figure 11 show the results of simulations with caution. The level of systematic uncertainty in numerical simulations of galaxy chemical enrichment is currently too large to confidently use them as discriminators to assess the validity of different observational approaches. Nevertheless, it is encouraging to see that several state-of-the-art high-resolution simulations can indeed reproduce a feature similar to the one we observe in the MZR with $\tilde{Z}_I$.

5.4. The Physical Origin of the Characteristic Mass Scale in the MZR

The gas-phase MZR is the product of a complex interaction between several coupled physical processes. The main ones being the accretion of gas from the IGM followed by star formation; the production of metals via nucleosynthesis; the injection of metals to the ISM via SN explosions and mass loss events during early (stellar winds from massive stars) and late (envelope shedding in post-AGB stars) stages of stellar evolution; the mixing of enriched gas in the turbulent ISM; the removal and ejection of metals toward the CGM and beyond the halo via feedback processes (i.e., fountains and outflows); the mixing of enriched and pristine gas in the CGM; and the re-accretion of recycled enriched gas. The efficiencies with which these processes proceed in a galaxy ultimately determine the metal content of its ISM. Therefore, the existence of a characteristic mass scale at which a change of slope is seen in the MZR is likely associated with a stellar-mass-dependent transition in the efficiency of one or more of these processes.

The parameters affecting metal production and injection processes (e.g., the IMF, nucleosynthetic yields, SN rates, mass loss rates, etc.) are directly linked to stellar evolution processes which, beyond dependencies with metallicity itself and more subtle dependencies on the SFH (e.g., alpha enhancements), are

---

15 This level of systematic discrepancy between simulations is not unexpected given the differences in the algorithms and prescriptions adopted to produce, eject, and diffuse metals in the ISM. These are linked to choices regarding SN rates, stellar mass-loss rates, nucleosynthetic yields, the efficiency of feedback, etc.

16 No errors are provided for these slopes as no errors are reported for the simulations.
unlikely to show a sharp transition for galaxies at these stellar masses. Variations in IMF in particular have been studied by Spitoni et al. (2010) as the possible cause giving rise to the shape of the MZR. These authors find the need for an IMF that gets shallower in high-mass galaxies, contrary to recent claims (e.g., Cappellari et al. 2012; Conroy & van Dokkum 2012). Similarly, the mixing of newly injected metals in a turbulent ISM proceeds on very small scales (~10–100 pc) and on short timescales (~10^7 yr; Krumholz & Ting 2018). It is therefore unlikely for the efficiency of these local scale processes to be behind the observed stellar mass dependent transition.

Larger scale effects like gas accretion and the efficiency which which gas can cool and settle into the star-forming ISM, as well as the driving of galactic winds and the efficiency with which feedback can remove metals from the ISM, either ejecting them from the halo or mixing them with CGM gas for posterior re-accretion, are more likely to be linked to the observed transition mass scale in the MZR. All these processes are largely coupled with each other and it is hard to model their complex interactions separately. This makes hydrodynamical simulations a good tool to obtain qualitative and quantitative insight regarding the behavior of the large scale metal cycle in galaxies.

Both Ma et al. (2016) and Christensen et al. (2018) used their zoom-in galaxy simulations to study the ability of galaxies to retain or lose the metals they produce during their lives. Figure 8 of Ma et al. (2016) shows the fraction of produced metals that are retained within the virial radius of their simulated galaxies at z = 0 as a function of their stellar mass. For low-mass systems there is no significant trend in this quantity as a function of stellar mass, and a large scatter is observed with metal retention fractions between 0.3 and 0.8. Interestingly, for stellar masses above ~10^{10} M_☉, this fraction tends toward unity indicating an increase in the ability of galaxies to retain their metals. The small number statistics provided by the less than a dozen simulated galaxies in Ma et al. (2016) prevent us from robustly stating that a sharp transition is in place around this stellar mass, but their results are certainly consistent with one and hint at its presence.

Similarly, Christensen et al. (2018) used their simulations to study the stellar mass dependence of the opposite quantity: the fraction of produced metals that are expelled beyond the virial radius of galaxies. They find that this fraction is fairly flat at stellar masses below ~10^{10.5} M_☉. Above this threshold a clear trend of decreasing expelled fraction toward higher stellar masses appears. This is qualitatively consistent with the results of Ma et al. (2016), and with a scenario in which galaxies at stellar masses around 10^{10.5–10.5} transition into a regime in which the interaction between star formation, feedback, metal ejection, mixing and recycling allows them to retain a much larger fraction of the metals they produce than can be retained in lower mass galaxies.

In this scenario, what actually causes a transition in the ability of galaxies to retain their metals remains an open question. An interesting possibility is associated with an observed transition in the morphology of the cold ISM of star-forming galaxies and the way in which feedback dynamically couples to gas along different lines of sight. Hayward & Hopkins (2017) propose an analytic model for how momentum deposition from stellar feedback in a turbulent ISM drives outflows and regulates star formation. In their model the ISM density presents a log-normal distribution (as expected in a turbulent medium) that allows for low-surface-density patches of gas to be accelerated beyond the escape velocity of the disk, even if the mean gas surface density is in the sub-Eddington limit. These low-surface-density patches can be efficiently ejected from the ISM in the form of outflows while momentum injection into higher-density parcels of gas drives turbulence which provides pressure support against gravity and regulates star formation (see also Thompson & Krumholz 2016). The main conclusion of Hayward & Hopkins (2017) is that in galaxies with stellar masses above ~10^{10} M_☉ (which have low gas fractions of f_g ≲ 0.3) outflows should be largely suppressed and the mass loading factor should drop sharply. This is because in a self-regulated quasi-stable turbulent medium the width of the density PDF becomes narrower as the gas fraction decreases, leaving a negligible fraction of the ISM in the super-Eddington regime once this threshold is reached.

As stated in Hayward & Hopkins (2017) this transition in the efficiency with which momentum from star formation feedback couples to the ISM and drives winds is associated with a mass scale above which galaxies develop dynamically cold disks and the ISM becomes “smoother” (see also Muratov et al. 2015). Observational evidence for such a transition in the spatial structure of the cold ISM of disk galaxies is found by Dalcanton et al. (2004) who studied the distribution of dust in a sample of edge-on disk galaxies. The authors find that galaxies with rotation velocities V_c ≥ 120 km s^{-1} typically show well-defined thin dust lanes in their mid-planes which reflect the fact that the cold ISM is distributed in a settled thin disk. On the other hand, thin dust lanes are not present in V_c < 120 km s^{-1} edge-on galaxies in their sample, which show a thick and clumpy distribution of dust (as thick as the stellar component). Dalcanton et al. (2004) interpret this sharp transition in the spatial structure of the cold ISM in terms of a transition in gas disk stability. With the V_c = 120 km s^{-1} limit corresponding to the typical mass scale above which star-forming galaxies have the bulk of their disks in a gravitationally unstable regime. The stellar mass Tully–Fisher relation of local star-forming galaxies (McGaugh 2005) implies that V_c = 120 km s^{-1} corresponds to a stellar mass of ~10^{9.5} M_☉, in rough agreement with our observed transition mass scale in the MZR and the predicted transition mass scale in Hayward & Hopkins (2017).

In summary, it is likely that the characteristic mass scale we observe in the MZR at ~10^{9.5} M_☉ corresponds to a point during galaxy growth above which feedback is no longer effective at ejecting metals from the ISM via outflows, and removing part of those metals from the halos of galaxies. Such a drop in efficiency can be associated with a transition in the structure and stability of cold gas in star-forming galaxies, with the ISM of galaxies above this mass threshold settling into dynamically cold and thin unstable disks, and the fraction of low-column-density super-Eddington lines of sight easily accelerated and entrained into outflows decreasing accordingly. The associated increase in the ability of galaxies to retain the metals they produce would translate into a process of rapid ISM enrichment, characterized by a steep MZR in this regime.

6. Summary and Conclusions

In this work we measured the gas-phase MZR of local star-forming galaxies across five orders of magnitude in stellar mass (10^6 M_☉ < M_* < 10^{11} M_☉). We used HI to estimate the nebular oxygen abundance of galaxies selected from four complementary samples covering this large dynamic range in
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mass. Star-forming galaxies are selected from SDSS DR7 and three samples of low-mass systems from Lee et al. (2006), Izotov et al. (2006), and Zahid et al. (2012). The formalism named I2I uses Bayesian inference and photoionization models to derive abundances in ionized nebulae. The method and adopted photoionization models are presented and validated in Blanc et al. (2015). From this exercise we draw the following main conclusions:

1. The gas-phase MZR shows a complex morphology and behaves differently over three distinctive regimes in stellar mass. In the low-mass regime ($M_\ast < 10^{9.5} M_\odot$) the MZR has a shallow power-law slope $\alpha = 0.14 \pm 0.08$, which steepens sharply to $\alpha = 0.37 \pm 0.08$ in the $10^{9.5} M_\odot < M_\ast < 10^{10.5} M_\odot$ range, flattening down to $\alpha = 0.03 \pm 0.11$ in the high-mass regime ($M_\ast > 10^{10.5} M_\odot$). While the flattening at high-masses has been commonly observed and reported in the past, the transition between the low- and intermediate-mass regimes signals the existence of a previously unreported characteristic transition mass scale at $\sim 10^{9.5} M_\odot$, above which the level of chemical enrichment in the ISM of galaxies becomes quickly enhanced.

2. After exploring an exhaustive list of possible sources of systematic error in the measurement of the MZR, we conclude that the presence of the break at $\sim 10^{9.5} M_\odot$ cannot be attributed to artifacts arising from any of the following: biases introduced by sample selection, spectroscopic fiber aperture effects, a changing N/O abundance pattern in low-mass galaxies, a secondary dependence of metallicity with the SFR, the effects of luminosity weighted H II region ensemble averaging, DIG contamination, or the statistical methodology used to characterize the metallicity PDF of galaxies and build the MZR.

3. The reason for the discrepancy between our results and other studies in the literature that find a single power-law behavior in the MZR across the low- and intermediate-mass regimes lies in systematic differences in the abundances derived using different diagnostics. Both R23 SEL diagnostics and the direct method produce a steeper MZR in the low-mass regime that lacks the observed break, while the N2 and O3N2 SEL methods yield an MZR morphology that is consistent with the one we observe with I2I, although the latter two methods might not be reliable in the low-abundance regime as discussed in Section 4.2.

4. Across the metallicity range that brackets the characteristic mass scale in the MZR, I2I abundances of bright local H II regions calculated using the Levesque et al. (2010) photo-ionization models agree with oxygen abundances from metal RL lines to within $\lesssim 0.1$ dex. These two largely independent methods show almost identical metallicity-dependent systematic offsets with respect to the direct method, which could explain the differences in MZR morphology we observe in this work. While the comparison of direct-method and RL abundances to stellar abundances of young stars in the same systems could shed light on which of these diagnostics is less biased, current results in the literature remain inconclusive. Overall, the agreement between I2I and RL abundances is encouraging and lends confidence to our result.

5. High-resolution cosmological and zoom-in hydrodynamical simulations of galaxy formation and evolution can reproduce our result. A change of slope in the MZR in the $10^{9}–10^{10} M_\odot$ range that is qualitatively similar to the observed feature reported in this work can be seen in the highest-resolution run of the EAGLE simulation Schaye et al. (2015), as well as in the zoom-in simulations of Ma et al. (2016) and Christensen et al. (2016, 2018).

The observed shape of the MZR presented in this work has important implications for models of the baryon cycle in galaxies. It will be important to further test this new result observationally, and study its implications for galaxy evolution theory in more detail. Ongoing and future observational campaigns aimed at characterizing the chemistry, structure, and dynamics of the ISM will shed light on the systematics currently plaguing nebular abundance diagnostics. The PHANGS project (Physics at High Angular resolution in Nearby GalaxiesS, Kreckel et al. 2018; Sun et al. 2018) is currently mapping the molecular and ionized ISM of nearby ($D < 17$ Mpc) spiral galaxies at 50–100 pc resolution with spatially resolved spectroscopy from ALMA and MUSE, and the stellar content of these systems with the Hubble Space Telescope. In the future the Local Volume Mapper (LVM) project, part of the fifth realization of the Sloan Digital Sky Survey (SDSS-V, Kollmeier et al. 2017) will use IFU spectroscopy to map the ionized ISM of the MW, the Magellanic Clouds, M31, M33, and a few dozen nearby ($D \lesssim 5$ Mpc) star-forming dwarf galaxies at spatial resolutions ranging from 0.1 to 100 pc. This will allow for a detailed characterization of the internal ionization structure of H II regions and promises to bring enormous advances in terms of their modeling and the measurement of nebular chemical abundances. These projects will also allow for significant progress in our understanding of the star formation process on galactic scales, the injection of metals and feedback into the ISM, and the mixing and redistribution of metals within and outside galaxies.
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