Abstract

Story generation is a challenging task, which demands to maintain consistency of the plots and characters throughout the story. Previous works have shown that GPT2, a large-scale language model, has achieved good performance on story generation. However, we observe that several serious issues still exist in the stories generated by GPT2 which can be categorized into two folds: consistency and coherency. In terms of consistency, on one hand, GPT2 cannot guarantee the consistency of the plots explicitly. On the other hand, the generated stories usually contain coreference errors. In terms of coherency, GPT2 does not take account of the discourse relations between sentences of stories directly. To enhance the consistency and coherency of the generated stories, we propose a two-stage generation framework, where the first stage is to organize the story outline which depicts the story plots and events, and the second stage is to expand the outline into a complete story. Therefore the plots consistency can be controlled and guaranteed explicitly. In addition, coreference supervision signals are incorporated to reduce coreference errors and improve the coreference consistency. Moreover, we design an auxiliary task of discourse relation modeling to improve the coherency of the generated stories. Experimental results on a story dataset show that our model outperforms the baseline approaches in terms of both automatic metrics and human evaluation.

1 Introduction

A story is anything which is narrated in the form of a causally/logically linked set of event plots involving some shared characters (Mostafazadeh et al., 2016). Story generation aims at automatically generating stories with such attributes. Different from other text generation tasks, story generation is more challenging because it is restricted to several constraints: (1) it must maintain consistent plots to form a reasonable story; (2) it must guarantee the consistency of the characters throughout the story; (3) the coherency of the text units such as the clauses or sentences should be concerned. In order to improve the quality of plot consistency, some previous works focus on the perspective of plot planning and then merge the text units according to the order of plots (Lebowitz, 1987; Pérez and Sharples, 2001; Porteous and Cavazza, 2009; Riedl and Young, 2010; Li et al., 2013). We observe that those approaches rely heavily on human annotations and are restricted to the abstract story representation level without surface realization in natural language, such as producing event verb sequence and sentence segments. Therefore, these methods need to work with sentence templates or rules to generate stories.

In the past few years, several end-to-end approaches based on Sequence-to-Sequence (Seq2Seq) models (Sutskever et al., 2014; Bahdanau et al., 2014) are proposed, which can
generate a story at a stroke in a left-to-right manner (Jain et al., 2017; Clark et al., 2018; Fan et al., 2018). These methods are data-driven and can directly generate stories in natural language form instead of other abstract representation. However, these methods struggle to capture the high-level interactions between the plot points and maintain consistent plots throughout the story. Thus, several two-stage models for story generation have recently been proposed (Martin et al., 2018; Xu et al., 2018; Yao et al., 2019; Fan et al., 2019; Chen et al., 2019). These models usually decompose story generation into two stages: generating middle form first and then generating the final story. Different middle forms are applied in these methods, such as keywords, sentences and event tuples.

Recently, the OpenAI GPT2/3 language model (Radford et al., 2019; Brown et al., 2020) achieves strong performance on several language generation tasks. (See et al., 2019) and (Guan et al., 2020) verify the performance of GPT2 on story generation and GTP2 outperforms both end-to-end methods and two-stage methods. However, after analyzing the generated stories carefully, we observe that there are still some serious issues in the generated stories by GPT2. Take a story generated by GPT2 as shown in Figure 1 for example. The story is about survivors in the end of the world. First, plots consistency cannot be guaranteed among multiple sentences of a story, such as blue sentences in Figure 1. The sentence 1a describes “My wife and daughter were dead”. But the sentence 1b talks about “My wife” again. It is contradictory. There is the same problem in the sentence 2a and 2b. Second, there are still coreference errors in generated stories, such as red text in Figure 1. It is not clear who they and them refer to. Moreover, Top-k sampling (Radford et al., 2019; See et al., 2019; Brown et al., 2020) is usually utilized as the decoding strategy in long text generation. The random operation in sampling will disturbance the generation procedure by producing improper tokens which will decrease the quality. This phenomenon is more pronounced at the border of sentences, therefore we can sometimes observe the bad performance in discourse coherency.

To solve the aforementioned problems, we propose a two-stage generation model based on Transformer-based auto-regressive language models to improve consistency and coherency of stories. Specifically, the first stage is to organize the story outline which depicts the story plots and events, and the second stage is to expand the outline into a complete story. Therefore the plots consistency can be controlled and guaranteed explicitly. In addition, coreference supervision signals are incorporated to reduce coreference errors and improve the coreference consistency. Moreover, we design an auxiliary task of discourse relation modeling to enhance the discourse coherency of the generated stories. Both the backbone models in the two states are designed based on Transformer-based language models. Thus, on one hand, the framework can still inherit the superior performance of GPT2, on the other hand, it can guarantee the plot consistency, coreference consistency, as well as discourse coherency.

The main contributions of this paper are summarized as follows:

• We propose to improve the plot and coreference consistency as well as the discourse coherency for the task of story generation.
• A two-stage framework based on Transformer-based language models is designed to control the plots and improve consistency of generated stories.
• A coreference constraint is applied to improve the coreference consistency of generated stories.
• We design a discourse relation modeling component as an auxiliary task during training to enhance the performance of discourse coherency.
• Experiments on a story dataset from Reddit demonstrate that our model outperforms the baseline methods in terms of both automatic metrics and human evaluation.

2 Methodology

2.1 Overview

To begin with, we state the problem of story generation as follows: given a prompt context $X = \{x_1, ..., x_i, ..., x_k\}$ where $x_i$ denotes each word in the prompt, the model needs to generate a story $Y = \{y_1, ..., y_i, ..., y_n\}$ following the prompt $X$ by maximizing the conditional probability $p(Y|X)$. As show in Figure 1, to enhance the consistency and coherency of generated stories, we propose a two-stage framework for story generation. The first stage is story outline generation which can generate the plot outline based on the given prompt.
Then in the second stage, the whole story is completed by embellishing the outline generated in the first stage. Transformer-based language models are introduced as the backbone models for those two stages respectively. Moreover, a component of discourse relation classification is incorporated to the language model as an auxiliary task to further improve the coherency of the generated stories. To further improve the consistency, we design a coreference supervision component to encourage the language model to attend on correct entities when generating pronouns by maximizing the attention weights of the corresponding entities.

2.2 Transformer-based Language Model

Inspired by the popular pre-trained language models for text generation such as GPT2 (Radford et al., 2019), XLNET (Yang et al., 2019) and GPT3 (Brown et al., 2020), we also employ the Transformer-based auto-regressive language models as our backbone frameworks.

Transformer-based language models only contain a decoder. The decoder consists of $N$ identical self attention blocks and each block contains two sub-layers: a self multi-head attention layer and a feed-forward layer. A add & norm layer is employed around each of two sub-layers. Formally, given the input $H^{n-1}$, the output $H^n$ of each decoder block is computed as follows:

$$C^n = LN \left( \text{SELF-ATT} \left( H^{n-1} \right) + H^{n-1} \right)$$

$$H^n = LN \left( \text{FFN} \left( C^n \right) + C^n \right)$$

where $\text{SELF-ATT}(\cdot)$, $\text{LN}(\cdot)$, and $\text{FFN}(\cdot)$ are respectively self-attention mechanism, layer normalization, and feed-forward network with ReLU activation in between. $\text{SELF-ATT}(\cdot)$ computes attention over the input $H^{n-1}$ as follows:

$$\text{SELF-ATT} \left( H^{n-1} \right) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V$$

where $\{Q, K, V\}$ are query, key and value vectors that are transformed from the input $H^{n-1}$. $\sqrt{k}$ is the scaling factor where the $d_k$ is the dimension size of the query and key vectors. Given the word embeddings $E = \{e_1, e_2, ..., e_m\}$ and corresponding positional embeddings $P = \{p_1, p_2, ..., p_m\}$, the first block input $H^0 = E + P$.

Finally, a linear function with softmax activation is used to compute the probability of next word $x_t$ via:

$$p \left( x_t | x_{1:t-1} \right) = \text{softmax} \left( g \left( h_t \right) \right)$$

We calculate negative log-likelihood loss for model training:

$$\mathcal{L}_{\text{lm}} = -\frac{1}{T} \sum_t \log p \left( x_t | x_{1:t-1} \right)$$

2.3 Two-stage Generation

Outline Preparation

In order to regard the outline generation task as a supervised learning problem, we must construct a high-quality training dataset including sufficient prompt-outline pairs. As pre-mentioned, outline implies the story plots, therefore the quality of outline can affect the performance of story generation directly. If the outline contains too much information, the story generator will directly learn to copy from the outline and restrain the imagination and creativity. On the contrary, if the outline ignores
Her eyes flew up to his face. Suddenly she realized why he looked so different.
The concept is simple. but The execution will be incredibly dangerous.
You used to feel pride. because You defended innocent people.
Belter was still hard at work. when Drade and barney strolled in.
I’ ll tell you about it. if You give me your number.
We plugged bulky headsets into the dashboard. so We could hear each other when we spoke into the microphones.
It was mere minutes or hours. before He finally fell into unconsciousness.
And then the cloudy darkness lifted. though The lifeboat did not slow down.

Table 2: Example pairs from Books 8 dataset.

| S1                              | marker | S2                              |
|---------------------------------|--------|---------------------------------|
| Her eyes flew up to his face.   | and    | Suddenly she realized why he looked so different. |
| The concept is simple.          | but    | The execution will be incredibly dangerous. |
| You used to feel pride.         | because| You defended innocent people.   |
| Belter was still hard at work.  | when   | Drade and barney strolled in.   |
| I’ ll tell you about it.        | if     | You give me your number.        |
| We plugged bulky headsets into  | so     | We could hear each other when we spoke into the microphones. |
| the dashboard.                  | before | He finally fell into unconsciousness. |
| It was mere minutes or hours.   | though | The lifeboat did not slow down.  |

the key-point information, the informativeness and consistency of stories will be decreased.

In this work, we investigate two forms of outline: keyword and abstract. These two forms retain the important information of the story and ignore some details and commonly used in two-stage based methods (Yao et al., 2019; Fan et al., 2019; Chen et al., 2019). Our motivation is to use two-stage generation to improve performance of GPT2, so we do not design a new middle form. Specifically, we use the RAKE algorithm (Rose et al., 2010) to extract keywords of story. According to (Yao et al., 2019) and the average lengths of stories in our corpus, we extract 10 keywords for each story. We use a variation of the TextRank algorithm (Barrios et al., 2016) to extract abstract of story. In order to retain important information and ignore some detail information, we keep 30% sentences of each story as abstract. Thus, we can get (prompt, outline, story) pairs automatically to train the two-stage model.

**Prompt to Outline Generation**

A Transformer-based language model based decoder is used to generate outlines. Specifically, we concatenate prompt X and outline Z with <SEP> token to get a sequence X′. For training, we compute cross entropy of all tokens in X′ as normal language model. When testing, given the prompt tokens as context, the decoder generates outline tokens.

**Prompt and Outline to Story Generation**

Another decoder with the same architecture is used to generate stories. We concatenate prompt X, outline Z and story Y with <S> and <SEP> token to get a sequence X″. For training, we compute cross entropy of prompt and story tokens in X″. Note that we don’t calculate the loss of the outline tokens. Because, the tokens come from the story and we avoid computing loss of these tokens twice. When testing, given the prompt and the outline tokens as context, the decoder generates story tokens. Next, two components are incorporated in this stage to enhance discourse coherency and coreference consistency.

**2.4 Discourse Coherency Enhancement**

In order to improve discourse representation of Transformer-based language model, we design a discourse relation classification task as an auxiliary task. Discourse relations describe how two segments (e.g. clauses, sentences, and larger multiclause groupings) of discourse are logically connected. These relations can be used to describe the high-level organization of text. Thus, discourse relation is an important aspect of story coherence. In this work, we only consider shallow discourse relations between adjacent sentences as many research on discourse relation classification do (Chen et al., 2016; Lan et al., 2017; Bai and Zhao, 2018).

**Discourse Information Preparation**

In order to get discourse label of adjacent sentences in stories, we need to train a golden discourse relation classification model. However, there is limited annotation corpus of implicit discourse relations and explicit discourse relations. For example, the commonly used dataset Penn Discourse Treebank 2.0 (Prasad et al., 2008) contains about 10k pairs. Following (Nie et al., 2019), we use discourse markers as replace of discourse relations. Because we are able to automatically curate a sizable training set of sentence pairs with discourse markers. We use discourse marker dataset Book 8 from (Nie et al., 2019), which contains 3.6M sentence pairs and each pair is labeled with one connective of 8 connectives as discourse label. Several sentence pairs and corresponding discourse markers are shown in Table 2.

---

1https://pypi.org/project/rake-nltk/
2https://radimrehurek.com/gensim/
We fine tuning BERT (Devlin et al., 2018) in this dataset to get a golden discourse marker prediction model. Then we use this model to tag discourse relation label of sentence pairs in our story corpus. Considering that this automatic tagging may produce large errors, we only keep labels with high classification probability, and labels with lower probability are replaced with the ninth label, unknown. The sentence pairs with labels belonging to 8 connectives are used to train our discourse relation classification component.

Discourse-aware Story Generation

The discourse relation classification component contains a sentence encoder and a two-layers MLP. The encoder is used to extract sentence semantic feature and the MLP is used to convert feature into classification probability. The sentence encoder shares parameters with the story decoder excluding the output layer. For a story \( Y \) contains several sentence \( \{S_1, S_i, S_p\} \) and each sentence contains several words \( S_i = \{y_{i1}, y_{ij}, y_{iq}\} \), we get output \( h^s_{ij} \) of encoder as word representation and use max pooling operation on words of this sentence to get sentence representation \( h^s_i \):

\[
H^s_i = \text{encoder}(S_i) \\
h^s_i = \max(H^s_i)
\]

Then the MLP is used to classify adjacent sentences as follows:

\[
f = \tanh(W_f [h^s_i, h^s_{i+1}]) + b_f \tag{8} \\
p(\text{dis}|S_i, S_j) = \text{softmax}(W_o f + b_o) \tag{9}
\]

The loss function \( L_{\text{dis}} \) of this component is the cross-entropy of discourse label. Then a joint loss function is applied to train the second stage model:

\[
L = L_{\text{im}} + \lambda_1 L_{\text{dis}} \tag{10}
\]

where \( \lambda_1 \) is a hyperparameter to balance two tasks.

2.5 Coreference Consistency Enhancement

Although Transformer-based language model has the ability of long-distance dependence, there are still some coreference errors in the generated stories. In order to encourage model to attend correct entities, we add a supervision on attention weight of entity mention tokens. We use Stanford’s CoreNLP tool \(^4\) to extract coreference annotation of stories.

Specifically, for a story \( Y \) we get \( p \) coreference clusters and each cluster contains \( q \) entity mentions. We assign each entity mention token \( y^c_i \) in subsequence \( Y^c = \{y^c_i, y^c_i, y^c_{pq}\} \) a cluster label \( C = \{c_1, c_i, c_{pq}\} \). During training, for a entity mention token \( y^c_i \), we get attention weights between current token and previous tokens \( \{y^c_i \leq i - 1\} \) in last self-attention layer of decoder, the sum of which is 1:

\[
\sum_{k=1}^{i-1} \alpha_{ik} = 1 \tag{11}
\]

We design a coreference loss to maximize attention weights of tokens in the same cluster as follows:

\[
L_{\text{coref}} = -\frac{1}{pq} \sum_{i=1}^{pq} \frac{1}{N_{c}} \sum_{k=1}^{i-1} f(c_k = c_i) \log \alpha_{ik} \tag{12}
\]

where \( N_{c} \) is the number of entity mentions in the same cluster \( c_i \). Considering these two components, the loss function for the second stage model is as follows:

\[
L = L_{\text{im}} + \lambda_1 L_{\text{dis}} + \lambda_2 L_{\text{coref}} \tag{13}
\]

3 Experimental Setup

3.1 Settings and Data Set

For two Transformer decoders, we apply the same model size as GPT2-117M (Radford et al., 2019). Thus we can analysis the effect of pre-training weight of GPT2. Specifically, the dimension of word embedding and the dimension of hidden vectors are set to 768. The number of self attention heads are set to 12 and 12 heads are used in self multi-head attention. We train the model using Adam (Kingma and Ba, 2014) with learning rate 0.0005. The dropout rate is set to 0.3 for regularization. \( \lambda_1 \) and \( \lambda_2 \) are set to 0.1 and 0.3 according to the performance in valid set. Following (Fan et al., 2018) we generate stories with random top \( k \) sampling, where next words are sampling from the top \( k = 20 \) candidates rather than the entire vocabulary distribution.

We use writing prompts dataset from (Fan et al., 2018), which is collected from Reddit’s WRITINGPROMPTS forum\(^5\). WRITINGPROMPTS is a community where online users inspire each other to write by submitting story prompts. Each prompt can have multiple story responses. The prompts have a large diversity of topic, length, and detail.

---

\(^3\)https://github.com/huggingface/transformers

\(^4\)https://stanfordnlp.github.io/CoreNLP/

\(^5\)https://www.reddit.com/r/WritingPrompts/
There are 300k stories and the dataset is split into TRAIN, VAL and TEST (90%/5%/5%). For our experiments, we limit the length of the stories to 500 words maximum. We use the GPT2’s BPE vocabulary with size of 50,527 in our model.

3.2 Evaluation Metrics

Automatic Evaluation. Many commonly used metrics based on n-gram overlap between the generated text and the human text, such as BLEU (Papineni et al., 2002), are not useful in story generation, which is also observed by previous work (Martin et al., 2018; Fan et al., 2018). Because we do not aim to generate a specific story; we want to generate viable and novel stories.

In order to evaluate different aspect of stories we use four type metrics. We use Perplexity to evaluate the fluency of stories. Perplexity is commonly used to evaluate the quality of language models, and it reflects how fluently the model can produce the correct next word given the preceding words. What’s more, in order to evaluate the diversity of stories we compute Distinct-1/2 (Li et al., 2016), which is the percentage of distinct n-grams in all generated stories and is widely used in conversation generation.

In order to evaluate the discourse coherency of the stories, we reuse the fine-tuned BERT for evaluation. Specifically, we use BERT to tag discourse label for sentence pairs in generated stories in the same way as the tagging process of training set in Section 2.4. We compute the percentage of sentence pairs with Unknown labels in generated stories. The less sentence pairs with unknown labels the model generates, the better the coherency of stories are. In order to evaluate the coreference coherence, we compute the averaged Coreference Chains in each story. Specifically, we use Stanford’s CoreNLP tool to extract coreference chains of generated stories.

Human Evaluation. To further evaluate the quality of generated stories, we conduct pair-wise comparisons with two strong baseline models (FConvS2S and GPT2P). We evaluate the models from the following three perspectives: Relevance to indicate whether a story is relevant to the given prompt, Grammaticality to indicate whether a story is natural and fluent, and Logicality to indicate whether a story is consistent and coherent in terms of causal dependencies in the context. Three aspects are independently evaluated. We randomly sample 100 stories from the test set and obtain 300 stories from three models. For each pair of stories (one by our model and the other by a baseline, along with the prompt), three annotators are asked to give a preference (win, lose, or tie) in terms of three metrics respectively. Majority voting is used to make final decisions among the three annotators.

3.3 Comparison Methods

Conv Seq2Seq with self-attention (ConvS2S). We replicate the model proposed by (Fan et al., 2018) using their source code, which applies a convolutional sequence-to-sequence model with gated self-attention to generate stories from prompts.

Fusion of Conv Seq2Seq with self-attention (FConvS2S). The model is also proposed by (Fan et al., 2018), which utilizes a fusion mechanism to integrate two ConvS2S.

GPT2. The model only contains a Transformer-based decoder and has the same model size as GPT2-117M (Radford et al., 2019). We train the model from scratch.

GPT2 with Pre-training (GPT2P). We first load pre-training weights of GPT2-117M and then fine tune the model on the used dataset.

Ours. Our overall model contains two-stage generation, discourse relation classification and coreference supervision. In order to evaluate the upper bound of two-stage generation, we use different percentages of tokens of ground truth outlines as contexts to generate stories. Ours(0%) means using own generated outlines as contexts in the second stage to generate stories. It is our final model. Ours(100%) means all tokens of ground truth outlines are used as contexts. It is the upper bound model.

4 Results and Discussions

4.1 Automatic Evaluation and Human Evaluation

As shown in Table 3, we compute four types metrics for these methods. We can see that GPT2 outperforms FConvS2S and ConvS2S in all metrics. This indicates that the self-attention based model is superior to the convolutional based model in story generation. Although FConvS2S and ConvS2S is enhanced with a self-attention mechanism, their ability to capture long-distance dependence is still weaker than GPT2. Compared to GPT2, GPT2P improves the perplexity and distinct significantly.

---

6https://stanfordnlp.github.io/CoreNLP/
Table 3: Automatic evaluation results on TEST set.

| Method                                      | Perplexity  | Dis-1 (%)↑ | Dis-2 (%)↑ | Unknown (%)↓ | Coref Chains↑ |
|---------------------------------------------|-------------|------------|------------|--------------|---------------|
| ConvS2S                                     | 34.61       | 0.400      | 5.191      | 76.01        | 5.52          |
| FConvS2S                                    | 33.97       | 0.482      | 6.271      | 75.60        | 5.43          |
| GPT2                                        | 29.50       | 0.474      | 6.796      | 74.95        | 5.67          |
| GPT2P                                       | 25.64       | 0.493      | 7.333      | 73.61        | 5.61          |
| Ours(0% ground truth outline)               | 30.84       | 0.531      | 7.379      | 75.19        | 5.98          |
| Ours(50% ground truth outline)              | 19.21       | 1.311      | 13.253     | 75.15        | 5.97          |
| Ours(100% ground truth outline)             | 10.32       | 1.509      | 15.266     | 74.97        | 5.80          |

Table 4: Human evaluation results on TEST set.

| Method          | Relevance Win(%) | Relevance Tie(%) | Relevance Lose(%) | Grammaticality Win(%) | Grammaticality Tie(%) | Grammaticality Lose(%) | Logicality Win(%) | Logicality Tie(%) | Logicality Lose(%) |
|-----------------|------------------|------------------|-------------------|-----------------------|-----------------------|-----------------------|------------------|------------------|------------------|
| Ours vs. FConvS2S | 23               | 66               | 11                | 28                    | 53                    | 19                    | 40               | 33               | 27               |
| Ours vs. GPT2P   | 21               | 60               | 19                | 17                    | 69                    | 14                    | 31               | 47               | 22               |

Table 5: Comparison of different outlines.

| Method                      | Perplexity  | Dis-1 (%)↑ | Dis-2 (%)↑ | Unknown (%)↓ | Coref Chains↑ |
|-----------------------------|-------------|------------|------------|--------------|---------------|
| First stage                 |             |            |            |              |               |
| keyword                     | 74.46       | 0.964      | 7.132      | /            | /             |
| abstract                    | 35.53       | 0.776      | 10.060     | /            | /             |
| Second stage                |             |            |            |              |               |
| story with keyword          | 17.82       | 0.461      | 6.188      | 74.26        | 5.67          |
| story with abstract         | 10.65       | 0.512      | 7.358      | 74.54        | 5.81          |

GPT2P also generates least sentence pairs with unknown discourse relation. This shows that pre-training weights contributions to generating more fluent, diverse and coherent stories. Compared to these methods, our model (Ours(0%)) achieves best diversity and coreference performance. This demonstrates the effectiveness of our overall model. The upper bound model (Ours(100%)) achieves best perplexity score. This indicates that our model sacrifices part of fluency for the plot control. What’s more, we can see that all two-stage models has a lower unknown score compared with GPT2 and GPT2P. We claim that two-stage generation and discourse relation component may repel each other. Next, we conduct ablation experiment to evaluate each component of our method.

Table 4 reports human evaluation results. Our method achieves best scores in three metrics. Specifically, our method mainly improve scores on Logicality. This shows that our method can generate more coherent stories by utilizing discourse and coreference supervision. Our method performs similar to GPT2P in term of Relevance and Grammaticality. Because both two methods use Transformer as the decoder and our model dose not design a component to improve the relevance to the prompt.

4.2 Outline Analysis

![Figure 2](image.png)  
Figure 2: The attention weight distribution of story tokens in different positions.

We compare the performance of keyword and abstract as outlines. As shown in Table 5, in first stage keyword is more difficult to generate than
abstract, for that keyword gets a higher perplexity. From second stage, we can see that stories using abstract as outline get better scores in four metrics. This indicates that the abstract contributes to generating stories with better diversity and consistency. Therefore, we take abstract as outline in our model. In order to evaluate whether the stories are generated following the plot order of abstract, we plot story tokens’ attention weight distributions on abstract tokens. The attention weight distributions are computed by averaging 2,000 generated stories. Because of the limited space, we only list tokens of the abstract and the story in the front positions. The result is shown in Figure 2. There are several lines with darker colors in the diagonal direction of the figure. This demonstrates that the story’s focus follows the plot order of the abstract and our two-stage model can control the plots of the story well.

### 4.3 Discourse Relation Classification

| Method            | And(%)↑ | When(%)↑ | Unknown(%)↓ |
|-------------------|---------|----------|-------------|
| ConvS2S           | 8.52    | 2.45     | 76.01       |
| FConvS2S          | 8.67    | 2.41     | 75.59       |
| GPT2              | 10.14   | 2.50     | 74.96       |
| GPT2P             | 10.96   | 2.60     | 73.61       |
| TLM+Discourse     | 11.43   | 2.90     | 72.94       |

Table 6: The percentages of discourse relations with different $\lambda_1$.

We evaluate the effect of discourse relation classification with TLM+Discourse, which enhances Transformer based language model with our proposed discourse relation classification component. We show the percentages of and, when and unknown for that the percentages of other relations are small. We first try several different values for $\lambda_1$ in loss function and the result is shown in Table 6. When $\lambda_1$ is high, there is no gain in three discourse metrics. When $\lambda_1$ is 0.1, we get most gain in three discourse metrics. This indicates that large weight affects the main task and damages the performance of language model. Therefore, we use 0.1 in our final model. Then we compare TLM+Discourse with other baselines. The percentages of discourse relations are shown in Figure 7. We can see that GPT2 and GPT2P performs better than ConvS2S and FConvS2S. TLM+Discourse generates least sentence pairs with unknown relation and achieves best score among all methods. This shows that discourse relation classification component is helpful to generate more sentence pairs with certain discourse relations and further improve the coherency of generated stories.

### 4.4 Case Study

**Prompt:** The zombie apocalypse is upon us but all humans are immune to the virus. All other mammals are susceptible.

**GPT2:** As I sat there I tried to remember how many days it had been since the last one died. [My wife and daughter were dead, I knew they would n’t be alive any time soon ]$_a$ The food ran out quickly, they had to be taken away to stay in the house, but that was no reason to be angry if there were a few people left living there. After a month of food being gone a little girl sat next to me. She was the only other survivor who was n’t bitten, as it was hard for us to eat them, we were all sickly. That would be another month to go and if the other animals were still alive in the food, they would n’t be able to eat her. “Hey little one.” I looked up and saw her. [I had a big smile on my face at this point ]$_a$ My wife was the only one who noticed, but her smile was all that was visible of me, and not of her. [I looked at her, and smiled sadly ]$_b$. She looked sad, but did n’t care. She never cared for me.

**Our (generated abstract):** He was the last to see the end of this world. The only reason John had survived was by his own hand, and it took much more than he could bear with a few months to heal his wounds. It took a few months for him to be able to see the end and get his arm back from the dead, and he did n’t care for a few more years without having to go back.

**Our (generated story):** When he had been first laid to rest the first few days he did n’t care, and he had thought it was just a small thing, but it started getting worse. He was the last to see the end of this world. The only reason John had survived was by his own hand, and it took much more than he could bear with a few months to heal his wounds. John had lived the rest of his life on Earth without anything else but the clothes on his back, and the rifle he kept at home when he was alone. The first few days were easy. A little bit of food, a bit of protection. He spent a few days walking around the city and drinking a beer, thinking he was safe, but the next few months were hell. It took a few months for him to be able to see the end and get his arm back from the dead, and he did n’t care for a few more years without having to go back. It was better to go back, to be safe, so he would be safe for a while, and so he would n’t get infected.

Table 8: Comparison of different methods.

We analyze some generated stories to evaluate
our overall model. An example is shown in Table 8. Stories generated by GPT2P have poor plot consistency and have some coreference errors, such as blue sentences and red words in Table 8. Compared with GPT2P, our model can effectively control the plot consistency of the story through the abstract. Therefore, stories generated by our model have better plot consistency. In addition, our model has less coreference errors than GPT2P and generates stories with better coreference consistency. What’s more, the coherency between sentences is also better than GPT2P.

5 Conclusion

In this paper, we propose a two-stage generation model to improve consistency and coherency of generated stories. The first stage is to build the story outline, and the second stage is to expand the outline into a complete story. What’s more, we design a supplementary task of discourse relation classification to improve the discourse representation ability of the model. In addition, we enhance model with coreference supervision to improve coreference consistency in generated stories. Experimental results on a story dataset show that our method is superior to baseline methods.
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