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The impact of recent results on Big Bang Nucleosynthesis is assessed. These include the Planck likelihood distributions for the baryon density; recent progress in helium abundance determinations; and a recent cross section measurement for \( d(p, \gamma)^3\text{He} \).

1 Introduction

As one of the deepest probes of early universe cosmology, Big Bang Nucleosynthesis (BBN) has the ability to set constraints on a wide spectrum of extensions of the Standard Model. These can often be cast in the form of a constraint on the number of neutrino flavors exceeding the Standard Model value of 3. These limits only have meaning if we are confident that BBN accurately accounts for the abundances of the light elements. This concordance in turn depends on accurate measurements of the baryon density, and cross section measurements, and of course accurate astrophysical abundance determinations.

The baryon density can be accurately determined from cosmic microwave background (CMB) anisotropy measurements. Beginning with WMAP and more recently Planck, within the standard model, BBN is effectively a parameter free theory. Precise knowledge of the baryon density allows for well defined likelihood distributions for the BBN predictions. These in turn can be convolved with observational likelihood functions to set constraints on the number of neutrino flavors.

In this note, I will highlight the impact of 1) recent Planck data, 2) recent progress in \(^4\text{He} \) abundance determinations, and 3) recent cross section measurements of \( d(p, \gamma)^3\text{He} \).

2 The Impact of the Planck Likelihoods

Certainly the most revolutionary change in BBN analyses has been the ability to accurately fix the baryon density from CMB observations. Standard model results for BBN are shown in Fig. 1 which plots the light element abundances as a function of the baryon density, \( \Omega_b h^2 \) (upper scale) and \( \eta = n_b/n_\gamma \) (lower scale). In the left panel, the mass fraction, \( Y \), for He is shown while the abundances of D, \(^3\text{He} \), and \(^7\text{Li} \) by number are shown relative to H. The line through each colored band is the mean value as a function of \( \eta \). The thickness of each curve depicts the \( \pm 1\sigma \) spread in the predicted abundances. The relative uncertainty, (the thickness of the curves, relative to the central value) is shown more clearly in the right panel.

The vertical line in Fig. 1, shows the Planck determined value of the baryon density \( \eta = (6.104 \pm 0.055) \times 10^{-10} \). As one can see, the relative thinness of the Planck line implies, that there are definite predictions from BBN for each of the light element abundances.
Figure 1 – Left: Primordial abundances of the light nuclides as a function of cosmic baryon content, as predicted by standard BBN ("Schramm plot"). Curve widths show 1σ errors. Right: Fractional uncertainties in the light element abundance predictions shown on the left. For each species $i$, we plot ratio of the standard deviation $\sigma_i$ to the mean $\mu_i$, as a function of baryon-to-photon ratio. The relative uncertainty of the $^4$He abundance has been multiplied by a factor of 10.

More formal analysis requires the construction of likelihood functions. Planck has provided many likelihood chains from CMB anisotropy and other measurements. We have taken the Planck likelihood chains which are based on temperature and polarization data, T+TE+EE+lowE, as well as CMB lensing. Furthermore, we use the chains that do not assume any BBN relation between the helium abundance and baryon density. Thus for fixed $N_\nu$, we have a likelihood function $L_{\text{CMB}}(\eta, Y_p)$ (and a separate likelihood function, $L_{\text{NCMB}}(\eta, N_\nu, Y_p)$, when $N_\nu$ is not fixed). In addition, from a Monte Carlo, we can construct a BBN likelihood function for each element, $X$, $L_{\text{BBN}}(\eta; X)$ (and similarly $L_{\text{NBBN}}(\eta, N_\nu; X)$ when $N_\nu$ is not fixed), and from the observations, $L_{\text{OBS}}(X)$. BBN results are obtained by a convolution of the CMB and BBN likelihoods by integrating over $\eta$. The result for each light element is shown in Fig. 2 (left) by the purple shaded curves. The yellow-shaded curves correspond to the observational likelihood with the exception of $^3$He where reliable primordial abundance measurements do not exist. Interestingly, by integrating $L_{\text{CMB}}$ alone over $\eta$, we can determine the CMB likelihood for $Y_p$. This is shown by the cyan shaded curve. We see excellent agreement for D/H, good agreement for $^4$He, and strong discrepancy in $^7$Li constitutes the persistent lithium problem.

While the CMB plays a dominant role in determining the baryon density, BBN is able to refine this determination. In Table 1, the mean values of $\eta_{10} = 10^{10}\eta$ from the various convolutions of likelihood functions are given with their 1σ uncertainties. Also shown is the value of $\eta_{10}$ at the peak of the likelihood. As one can infer from the BBN results shown in Fig. 1, BBN and the observed helium abundance alone is not very apt at fixing $\eta$. Deuterium does much better, though the uncertainty in $\eta$ is still 4 times greater than the CMB alone. The primary cause for a deviation in the CMB value of $\eta$ is including the BBN relation between $Y_p$ and $\eta$. This case is labeled CMB+BBN, and does not use any abundance measurements. The last line of the table gives the final result which includes the abundance measurements of D and He, with $\eta_{10} = 6.129 \pm 0.040$. One can repeat the process when $N_\nu$ is not held fixed and the best fit value of $\eta_{10}$ drops to 6.090 ± 0.055. By marginalizing over $\eta$, we can obtain likelihood functions for $N_\nu$, giving a mean value of 2.843 ± 0.154 when all likelihoods are convolved.
Figure 2 – Light element abundance likelihood functions. Shown on the left are likelihoods for each of the light nuclides, normalized to a maximum value of 1. The dark-shaded (purple) curves are the BBN+CMB predictions, based on Planck inputs as discussed in the text. The light-shaded (yellow) curves show astronomical measurements of the primordial abundances. For $^4$He, the medium-shaded (cyan) curve shows the independent CMB determination of $^4$He. In the right panel, the effect of the $(d,p\gamma)^3$He cross section is shown as described in the text.

Table 1: The mean value (and its uncertainty) of the baryon-to-photon ratio as well as the value of $\eta$ at the peak of the distribution using different combinations of observational constraints.

| Constraints Used | mean $\eta_{10}$ | peak $\eta_{10}$ |
|------------------|-------------------|-----------------|
| CMB-only         | 6.104 ± 0.055     | 6.104           |
| BBN+$p$          | 6.741$^{+1.220}_{-0.524}$ | 4.920          |
| BBN+$D$          | 6.148 ± 0.191     | 6.145           |
| BBN+$p+D$        | 6.143 ± 0.190     | 6.140           |
| CMB+BBN          | 6.129 ± 0.041     | 6.129           |
| CMB+BBN+$p$      | 6.128 ± 0.041     | 6.128           |
| CMB+BBN+$D$      | 6.130 ± 0.040     | 6.129           |
| CMB+BBN+$p+D$    | 6.129 ± 0.040     | 6.129           |

3 Towards Precision $^4$He abundance determinations

The $^4$He abundance is determined from emission line data from extragalactic HII regions\textsuperscript{20}. To account for systematics, a Markov-Chain Monte Carlo approach using the $^4$He abundance as one of the several input parameters has been adopted\textsuperscript{21,22}. The $^4$He abundance is determined simultaneously with several other physical input parameters which include the electron density, temperature, optical depth, neutral hydrogen fraction, as well as parameters for underlying absorption and reddening. The measured flux of six He and three H lines (relative to H$\beta$), are compared with model predictions to obtain a $\chi^2$ statistic. The importance of an additional IR line for $^4$He was proposed\textsuperscript{23} and when available showed marked improvements in the accuracy of the $^4$He abundance determinations\textsuperscript{24}.

Most recently, it was shown that adding an additional 2 He lines, and nine H lines to fit nine input parameters can greatly improve the the accuracy of the fit\textsuperscript{25}. An example of the potential improvement was demonstrated on data from Leo P. Table 2 shows the improvement made in going from nine emission line ratios to fit eight parameters made in 2013\textsuperscript{26}, to 21 emission line ratios to fit nine parameters. All of the parameters are found with smaller uncertainties (sometimes significantly smaller) and a factor of 3 improvement in the helium mass fraction uncertainty. The primordial $^4$He abundance is extracted from a linear fit to the data with
respect to the oxygen abundance and is shown in Fig. 3. The resulting primordial abundance is found to be $Y_P = 0.2453 \pm 0.0034$, a 15% improvement solely due to Leo P. This is to be compared with the uncertainty of 0.0002 in the BBN calculation.

Table 2: Physical conditions, He$^+$/$H^+$ abundance solution, and regression values of Leo P

| Emission lines | Skillman et al. (2013) | Aver et al. (2021) |
|----------------|------------------------|-------------------|
| Free Parameters | 9                      | 21               |
| $\text{He}^+$/H$^+$ | 0.0837$^{+0.0084}_{-0.0062}$ | 0.0823$^{+0.0025}_{-0.0018}$ |
| $n_e$ [cm$^{-3}$] | 1$^{+200}_{-1}$ | 39$^{+12}_{-12}$ |
| $a_{He}$ [Å] | 0.50$^{+0.42}_{-0.42}$ | 0.42$^{+0.11}_{-0.15}$ |
| $\tau$ | 0.00$^{+0.66}_{-0.00}$ | 0.00$^{+0.13}_{-0.00}$ |
| $T_e$ [K] | 17,060$^{+2900}_{-2900}$ | 17,400$^{+1400}_{-1200}$ |
| $\text{C(H}\beta)$ | 0.10$^{+0.03}_{-0.07}$ | 0.10$^{+0.02}_{-0.02}$ |
| $a_H$ [Å] | 0.94$^{+1.44}_{-0.94}$ | 0.51$^{+0.17}_{-0.18}$ |
| $a_P$ [Å] | - | 0.00$^{+0.52}_{-0.00}$ |
| $\xi \times 10^4$ | 0$^{+156}_{-0}$ | 0$^{+2}_{-0}$ |
| $\chi^2$ | 3.3 | 15.3 |
| p-value | 7% | 23% |
| $O/H \times 10^9$ | 1.5 $\pm$ 0.1 | 1.5 $\pm$ 0.1 |
| $Y$ | 0.2509 $\pm$ 0.0184 | 0.2475 $\pm$ 0.0057 |

Figure 3 – Helium abundance (mass fraction) versus oxygen to hydrogen ratio regression calculating the primordial helium abundance. The previous result is lighter grey, with the new result, based on including Leo P, shown with a solid fit line and a bolded intercept. Leo P is also shown as bold.

4 The impact of New Cross Section Measurements

In contrast to $^4$He, the observed uncertainty in D/H is $3 \times 10^{-7}$ compared with the theoretical uncertainty of $1.1 \times 10^{-6}$, due to uncertainties in the experimental cross sections. Recently, the $d(p,\gamma)^3$He cross section was remeasured by the LUNA collaboration in the BBN energy range with significantly higher accuracy than previous measurements. This data is shown in Fig. 4 along with previous data as labeled. Also shown are several fits: one based on NACRE-II data, a theory-based cross section, the LUNA collaboration fit and our fit including previous data. The latter two are very similar, as the fit is driven by LUNA data.

While the new $d(p,\gamma)^3$He cross section affects slightly the abundances of $^4$He and $^7$Li, the dominant effect is on D/H, as might be expected. The effect of the $d(p,\gamma)^3$He cross section on the CMB-BBN likelihood functions is shown in the right set of figures in Fig. 2. In the upper left is the previous result (as in the upper right of the left panel). The theory cross section, has
Figure 4 – The astrophysical S-factor for \(d(p, \gamma)^{3}\text{He}\) showing 1) the NACRE-II S-factor used in FOYY (blue dotted); 2) the theoretical S-factor (green dot-dashed); 3) the LUNA global average (red dashed); and 4) our new world average rate (black solid). The shading corresponds to the 68% uncertainty.

A significantly larger rate and therefore predicts substantially less D/H. The two bottom figures are based on the LUNA fit and the combined fit\(^{30}\). The mean value of D/H \(\times 10^5\) for each case is 2.57 ± 0.13, 2.42 ± 0.10, 2.50 ± 0.11 and 2.51 ± 0.11. The new cross section shifts slightly the best value for \(\eta_0\) to 6.123 ± 0.039. The residual error is due to the remaining uncertainty in \(d(d,n)^{3}\text{He}\) and \(d(d,p)^{3}\text{H}\). For related studies of this new cross section, see Ref.\(^{31}\).

When \(N_\nu\) is not held fixed at the Standard Model value of 3, the likelihood analysis leads to a mean value of \(N_\nu = 2.880 \pm 0.144\) implying a 95% upper limit of \(N_\nu < 3.16\) and provides strong constraints on physics beyond the Standard Model.
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