Transverse-Field Ising Dynamics in a Rydberg-Dressed Atomic Gas

V. Borish, O. Marković, J. A. Hines, S. V. Rajagopal, and M. Schleier-Smith

1Department of Applied Physics, Stanford University, Stanford, California 94305, USA
2Department of Physics, Stanford University, Stanford, California 94305, USA

(Received 30 October 2019; accepted 9 January 2020; published 11 February 2020)

We report on the realization of long-range Ising interactions in a cold gas of cesium atoms by Rydberg dressing. The interactions are enhanced by coupling to Rydberg states in the vicinity of a Förster resonance. We characterize the interactions by measuring the mean-field shift of the clock transition via Ramsey spectroscopy, observing one-axis twisting dynamics. We furthermore emulate a transverse-field Ising model by periodic application of a microwave field and detect dynamical signatures of the paramagnetic-ferromagnetic phase transition. Our results highlight the power of optical addressing for achieving local and dynamical control of interactions, enabling prospects ranging from investigating Floquet quantum criticality to producing tunable-range spin squeezing.

Optically controlled interactions among cold atoms are a powerful tool for fundamental studies of quantum many-body dynamics [1–19] and for engineering entangled states [20–27]. Tailoring interactions with light theoretically allows for accessing nonequilibrium phases of matter [16,28–30], studying inhomogeneous quantum phase transitions [31], implementing quantum optimization algorithms [32,33], and enhancing quantum sensors [34–36]. Demonstrated approaches to optical control include coupling atoms to Rydberg states [1–9,20–24], optical resonators [10–12,25,26], or molecular bound states [13,14,37–41]. Among these approaches, Rydberg excitation is notable for producing strong interactions on the few-micron scale—a typical interatomic spacing in a laser-cooled gas or optical tweezer array [4–6]. An alternative to direct excitation is Rydberg dressing, i.e., inducing interactions among ground-state atoms by coupling to Rydberg states with an off-resonant laser field (Fig. 1) [17–19,27]. Rydberg dressing offers the benefit of dynamical control over the strength and form of interactions, as well as a long coherence time once the light is switched off. Maximizing the coherence of the interactions themselves has been the focus of several recent experiments [42–45]. While dressing in dense 3D lattices has suffered from runaway loss and dephasing [44–46], Rydberg dressing has been successfully applied for electrometry in a bulk gas [47], entangling atoms in optical tweezers [24], and studying coherent many-body spin dynamics in one- and two-dimensional atom arrays [2,3].

The simplest form of interaction realizable by Rydberg dressing is an Ising interaction, where the Ising spins are encoded in two hyperfine ground states. Applications in quantum simulation [16], quantum optimization [32,33], and quantum state engineering [36] additionally require a transverse field, which allows quantum correlations to spread. The transverse-field Ising model can undergo a phase transition from paramagnetic to ferromagnetic, which has been studied in mean-field dynamics of Bose-Einstein condensates [48] and in trapped-ion spin chains [49,50]. The dynamics of spin correlations in this model have been investigated by direct Rydberg excitation [8,9]. Time-dependent variants of the model furthermore yield a rich diagram of Floquet phases, including time crystals [28,51] and predicted Floquet symmetry-protected topological phases [16,28,29].

In this Letter, we report on the realization of a transverse-field Ising model in a dilute gas of Rydberg-dressed cesium atoms. For spins encoded in the hyperfine clock states, we...
generate interactions extending over a range of several microns by coupling to Rydberg states near a Förster resonance. At the mean-field level, the Ising interactions manifest as one-axis twisting dynamics [52,53], which we observe by Ramsey spectroscopy [2,54]. We add an effective transverse field by pulsed application of a microwave drive. At a critical interaction-to-drive ratio, we observe a bifurcation in the mean-field dynamics which is associated with a ground-state phase transition from paramagnetic to ferromagnetic. By optically imprinting a spatially varying interaction strength, we directly observe this bifurcation as a function of position in the atomic cloud.

The principle of our experiments is illustrated in Fig. 1(b). To generate Ising interactions for spins encoded in two hyperfine ground states $|\downarrow\rangle = |6S_{1/2}, F = 3, m_F = 0\rangle$ and $|\uparrow\rangle = |6S_{1/2}, F = 4, m_F = 0\rangle$, we couple state $|\uparrow\rangle$ to the Rydberg manifold $|R\rangle = |43P_{3/2}\rangle$ with a 319 nm laser field of Rabi frequency $\Omega$ and detuning $\Delta$ from the $|43P_{3/2}, m_J = 3/2\rangle$ state. For large detuning $|\Delta| > \Omega$, the dominant effect of the dressing light on a single atom in state $|\uparrow\rangle$ is an ac Stark shift given by $\Omega^2/(4\Delta)$. However, for two atoms separated by a distance $r$, the ac Stark shift is modified by Rydberg interactions $V_R(r)$, which suppress a virtual process in which both atoms are simultaneously excited [Fig. 1(b)]. The result is an effective interaction $J(r)$ between atoms in state $|\uparrow\rangle$.

The ground-state dynamics are then described by an interaction Hamiltonian

$$H = \sum_{i > j} J(r_i - r_j)(s_i^z + 1/2)(s_j^z + 1/2).$$

(1)

This Hamiltonian includes the desired Ising interactions,

$$H_{ZZ} = \sum_{i > j} J(r_{ij})s_i^z s_j^z,$$

(2)

and a density-dependent effective field [terms $\propto s_i^z$ in Eq. (1)] that can be removed by spin echo. The characteristic strength of the interactions is given by $J_0 = \Omega^2/8\Delta^3$ (where we set $\hbar = 1$), and the sign is determined by $\Delta$, with $\Delta > 0$ producing ferromagnetic interactions ($J < 0$).

The characteristic range $r_c$ is set by the condition $|V_R(r_c, \theta)| = |\Delta|$ and is angle dependent when dressing with $P$ states [55].

To achieve a large interaction range while remaining in the dressing regime $|\Delta| \gg \Omega$, it is advantageous to have a strong Rydberg-Rydberg interaction. To this end, we operate in the vicinity of a Förster resonance, i.e., a near degeneracy between the energies of the $|nP_{3/2}, nP_{3/2}\rangle$ and $|nS_{1/2}, (n+1)S_{1/2}\rangle$ pair states that enhances the interaction strength [57]. We select $n = 43$, which yields a small Förster defect $\Delta_F = 2\pi \times 42$ MHz [58] and hence strong interactions even at zero electric field. We couple to state $|R\rangle$ with $\sigma^+$-polarized light, resulting in an interaction range $r_c \approx 5 \mu$m for our typical detuning. We apply this light to a gas of cesium atoms at a temperature $T = 23$ $\mu$K and typical density $\rho \sim 10^{11}$ cm$^{-3}$, confined in an optical dipole trap with a 50 $\mu$m waist.

We observe the Rydberg-dressed interactions by Ramsey spectroscopy. In particular, the Ising interactions in Eq. (1) cause each spin to precess at a rate that depends on the number of surrounding atoms in state $|\uparrow\rangle$. For a system of spins each initialized in state $|\theta\rangle = \sin(\theta/2)|\downarrow\rangle + \cos(\theta/2)|\uparrow\rangle$, we thus expect the average precession rate to depend on the tilt $\theta$. We measure this effect using a spin echo sequence, shown in Fig. 2(a), which removes the $s^z$-independent ac Stark shift due to the dressing light and leaves behind only the phase shift resulting from Ising interactions. We extract this phase shift by fitting an interference fringe obtained by varying the phase $\alpha$ of the final $\pi/2$ pulse and detecting the resulting populations in states $|\uparrow\rangle$ and $|\downarrow\rangle$ by fluorescence imaging.

Figure 2(b) shows a typical Ramsey fringe for determining the mean-field shift in an initial state $|\theta = 3\pi/4\rangle$. We illuminate only a 160 $\mu$m wide region of an elongated atomic cloud with the dressing light, and thus directly observe the spatial variation of the interaction strength due to the approximately Gaussian beam profile. The measurement is performed with a peak Rabi frequency $\Omega = 2\pi \times 1.9(3)$ MHz, determined from the total ac Stark shift in Ramsey measurements at large detuning without spin echo. We operate at a detuning

![FIG. 2. Measuring Ising interactions. (a) Ramsey sequence with spin echo. Bloch spheres show average spin (S) at select times for two different initial states $|\theta\rangle$ (blue and red). (b) Interference fringe for $|\theta| = 3\pi/4$ showing spatial dependence of interaction-induced phase shift. Black dashed lines show analysis region for subplots (c),(d). (c) Phase shift $\phi$ vs initial tilt $\theta$ for different interaction times $\tau_R$ with fit curves $\phi = -Q\cos \theta$. (d) Twisting strength $Q$ (blue circles) vs time, extracted from fits in (c). The slope of the linear fit (solid blue) gives the mean-field interaction energy $\chi = 2\pi \times 15(1)$ kHz. Also shown are interference contrast $C$ (red diamonds with fit curve) and atom number $N$ (magenta squares) remaining after Rydberg dressing, normalized to initial atom number $N_0$.](Image 316x237 to 458x343)
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Δ = 2π × 21.0(3) MHz that empirically optimizes the ratio of coherent interactions to loss [55]. Dressing for a total time τ_R = 40 μs yields a peak interaction-induced phase shift φ = 2.6 rad.

To more fully characterize the interactions, we perform Ramsey measurements with different initial states |θ⟩ and interaction times τ_R. We analyze the central region of the cloud, shown by the dashed lines in Fig. 2(b). The final phase φ of the average Bloch vector |θ, φ⟩ = sin(θ/2)|↓⟩ + e^iφ cos(θ/2)|↑⟩ is shown in Fig. 2(c) with different shades representing dressing times ranging from 5 to 40 μs. We observe characteristic one-axis twisting dynamics, where the φ = 0 meridian of the Bloch sphere, on which all states are initially prepared, becomes twisted about the z axis due to the ⟨s^2⟩-dependent spin precession rate.

Fitting the twisting by φ = −Q cos(θ) yields a linear dependence of twisting strength Q on interaction time τ_R. The slope χ ≡ dQ/dτ_R indicates the mean-field interaction strength. The measured mean-field shift is approximately 3.5 times larger than the prediction χ_{θ0} = (ρ/2)∫f(r)d^3r based on the calculated interaction potential and density ρ = 1.4 × 10^{11} cm^{-3} [55]. We attribute this to weak incoherent excitation of the |43P_{3/2}⟩ state, which can effectively increase the interaction strength, albeit in a dissipative manner. This dissipative effect dominates for τ_R > 1/γ_L, where γ_L is the laser linewidth, and may be slightly exacerbated by blackbody decay to other Rydberg states [55]. It can be largely echoed away in a sequence of short Rydberg pulses with more frequent π pulses, which we present further below. There, the measured interaction strength is consistent with the dressed potentials and atomic density.

The dynamics we observe are similar to those of the one-axis twisting Hamiltonian, which is defined as

\[ H = -\chi S_z^2 / N, \]

where S = \sum_{i=1}^{N} s_i represents the collective spin of N = 2S atoms. This description would be exact if the interactions had infinite range, a case well studied as a mechanism for spin squeezing [52]. For finite-range Ising interactions, we reach a particular twisting rate via stronger pairwise interactions among fewer atoms than would be required if each atom interacted with all others. One expected consequence is a shortening of the collective Bloch vector, corresponding to a reduction in contrast C = |⟨S⟩|/|S| [53,59]. In Fig. 2(d), we attribute the contrast decay to a combination of finite interaction range and inhomogeneous broadening associated with incoherent Rydberg excitation. The contrast maintained places a lower bound N_c ≥ 14 on the number of atoms within a typical interaction sphere [55], which corroborates the applicability of the mean-field model.

To realize the full transverse-field Ising model, we additionally apply a microwave coupling between the two ground states |↑⟩ and |↓⟩. Since we require a spin echo sequence to obtain Ising interactions H_{ZZ} with no additional ac Stark shifts, it is convenient to emulate the transverse-field Ising model by rapidly alternating between applying interactions H_{ZZ} for a time τ_R and the transverse field H_X = −\sum_i h_i^z for a time τ_X. One application of each of H_{ZZ} and H_X defines our Floquet cycle. When both the interaction and the rotation per Floquet cycle are small—i.e., when χτ_R ≪ 1 and hτ_X ≪ 1—the effective Hamiltonian becomes equivalent to a static transverse-field Ising model:

\[ H_{\text{eff}} \propto τ_R H_{ZZ} + τ_X H_X. \] (3)

For ferromagnetic interactions, the Hamiltonian H_{eff} theoretically undergoes a phase transition as a function of the ratio \Lambda = χτ_R/(hτ_X) of interaction strength to transverse field. When the transverse field dominates (\Lambda ≪ 1), the ground state is paramagnetic, with all spins aligned along the x axis. In the limit where Ising interactions dominate (\Lambda ≫ 1), there are two degenerate ground states with all spins aligned along ±z. Even without directly preparing these ground states, we can look for signatures of the paramagnetic-ferromagnetic phase transition in the mean-field dynamics.

We probe the dynamics of the transverse-field Ising model by varying the number of Floquet cycles to measure trajectories on the Bloch sphere for different initial states [Fig. 3(a)]. After initializing in a state |θ, φ⟩, we alternately apply Ising interactions and microwave rotations for (τ_R, τ_X) = (10, 1) μs. After applying up to k = 4 Floquet cycles as shown in Fig. 3(b), we either directly measure S_z by state-sensitive imaging or measure \langle S_x, S_y \rangle by first applying a π/2 microwave pulse of variable phase. We then plot the trajectory of the normalized Bloch vector S/⟨S⟩. Because of the spatial variation of the interaction strength \chi, a single such dataset allows us to observe the dependence of the trajectory on \chi at fixed rotation angle hτ_X = 0.12(1). Figures 3(a.i)–(a.iv) show trajectories at four representative interaction strengths.

We compare the observed trajectories with a mean-field model, in which the system is described by a classical Hamiltonian H_{MF} = −Λ S_z^2 / N − S_x. The ground states of H_{MF} are fixed points of the collective spin dynamics, and can readily be calculated for a given interaction-to-drive ratio Λ. For Λ < 1, there is only a single fixed point at S_z = S_x (the paramagnetic ground state). Above a critical ratio Λ = 1, this fixed point bifurcates into two stable fixed points (ferromagnetic ground states) at positions

\[ S_z = S_x = \left(1/\Lambda, 0, \pm \sqrt{1 - 1/\Lambda^2}\right), \] (4)

while one unstable fixed point remains on the x axis. Flow lines derived from this mean-field model are shown in Fig. 3(a) (blue curves).

The mean-field model qualitatively explains the dynamics we observe. Whereas the Bloch vectors precess about \hat{z}...
for weak interactions, above a critical interaction strength they instead begin to precess about two new fixed points in the $xz$ plane. For a quantitative comparison, we must account for effects of dissipation and interaction-induced dephasing. First, we observe a decrease in interaction strength $\chi$ for later Floquet cycles [Fig. 3(c)], which we attribute to loss and decay of Rydberg atoms. The given values of $\chi$ are the averages over the four Floquet cycles. Second, we observe a reduction in contrast $C$ in each of the four regions of the atomic cloud, with $C \approx 0.7$. Comparing with the value $h\tau_X = 0.14(1)$ yields a prediction for the positions of the fixed points shown by the purple curves in Fig. 4(a). In Fig. 4(d), we furthermore compare the full dependence of final phase $\phi$ on initial tilt $\theta$ with a mean-field model of the Floquet sequence. This model is shown by the solid curves, which incorporate the independently measured values $\chi\tau_R$ and $h\tau_X$ and include only a small phase offset as a free parameter. The full phase evolution, including the fixed-point positions, is well described by the mean-field model.

The dynamical timescales accessible in our current experiments are limited by atom loss and by motion into and out of the dressing region. These effects can be reduced in future experiments by reducing the laser linewidth and...
trapping the atoms in a lattice or tweezer array [3]. Future work may also explore the use of electric fields, molecular bound states [15,60], microwave dressing [61], and/or adiabatic protocols [62] to achieve interaction-to-decay ratios approaching the ratio $\Omega/\Gamma \gtrsim 10^3$ of Rabi frequency to Rydberg state linewidth [55]. Our work opens prospects in quantum simulation benefiting from spatiotemporal control of interactions, including exploring quantum criticality in both driven [29] and spatially inhomogeneous [31] systems. Whereas here we have emulated a static transverse-field Ising model, varying the strength of interaction and/or rotation per Floquet cycle will allow for accessing quantum phases with no equilibrium analog [28,63], including Floquet symmetry-protected topological phases [16,28]. Combining Floquet driving with a spatially varying interaction strength may allow for realizing quantum systems with emergent space-time curvature [64,65]. The Ising interactions demonstrated here can furthermore be applied to generate entangled states for enhanced clocks or sensors [34,53], with dynamical control of interactions and the transverse field enabling enhanced spin squeezing [36]. Spatial addressing will additionally allow for preparing arrays of entangled states for optimal atomic clocks [66,67].
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