Dynamical dimensional reduction in multi-valued Hamiltonians
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Several interesting physical systems, such as the Lovelock extension of General Relativity in higher dimensions, classical time crystals, k-essence fields, Horndeski theories, compressible fluids, and nonlinear electrodynamics, have apparent ill defined sympletic structures, due to the fact that their Hamiltonians are multi-valued functions of the momenta. In this paper, the dynamical evolution generated by such Hamiltonians is described as a degenerate dynamical system, whose sympletic form does not have a constant rank, allowing novel features and interpretations not present in previous investigations. In particular, it is shown how the multi-valuedness is associated with a dynamical mechanism of dimensional reduction, as some degrees of freedom turn into gauge symmetries when the system degenerates.

I. INTRODUCTION

The Hamiltonian formalism unveils important structures of classical mechanical systems through the sympletic geometry of phase space, besides being central in the construction of quantum and statistical mechanics.

Notwithstanding, some systems have apparently ill-defined sympletic structures. Such as the case for Hamiltonians multi-valued in the canonical momenta $p_i$, whose orbits cannot be defined by an initial condition in phase space. Given any point $(q, p)$, there is more than one value of the Hamiltonian associated with it, consequently, more than one possible time evolution. This phenomenon was spotted in the context of the so-called Lovelock gravitation theories, the natural extension to higher dimensions of four-dimensional General Relativity [1, 2]. The occurrence of this indeterminacy is signaled by the non-invertibility of the Legendre map between the Lagrangian and Hamiltonian representations, $(q, \dot{q}) \rightarrow (q, p)$, and can generically happen in a large class of systems described by an action principle [3]. For instance, Horndeski theories, the most general scalar-tensor theories with second order differential equations, possess arbitrary non-trivial kinetic terms, which may present this problem, possibly leading to loss of hyperbolicity in the equations of motion [4], formation of sonic horizons [5], and appearance of caustics in wave propagation [6, 7]. In the same way, $k$--essence scalar field actions used to source primordial inflation or model dark energy suffer from the same indeterminacy [8, 9].

Usually, and in the cases of interest here, the multi-valued character of the Hamiltonian originates from globally non invertible relation between momenta and velocities. The single-valued branches of the function $p_i(q^j, \dot{q}^j)$ are separated by extreme surfaces, where the Hessian determinant $|\partial p_i/\partial q^j|$ vanishes.

The equations of motion

$$\ddot{q}^i \frac{\partial p_i}{\partial \dot{q}^j} + q^j \frac{\partial p_i}{\partial q^j} - \frac{\partial L}{\partial q^i} = 0,$$

develop a singularity at the points where the Hessian degenerates and some of the equations of motion change order. Such singularity is called a degeneracy [10] and the locus of points where this occurs defines a surface in phase space, the degeneracy surface. In this paper we investigate the phase space structure of some multi-valued Hamiltonians as degenerate dynamical systems, which can result in new features and admit different interpretations. In fact, in [8, 11] this singularity in the equations of motion is understood as the existence of some sort of brick wall which inverts the sign of the velocity; whilst in [9] it is a point in which the solution is not determined, referred to as a terminating singularity. Here, we see that the presence of a degeneracy can also be interpreted as an irreversible evolution towards--or away from--the degenerate surface with unbounded velocity or acceleration.

In [11, 12], Shapere and Wilczek interpret the degeneracy surface as a ground state with a finite velocity, breaking the time symmetry usually present in a standard ground state. In an alternative interpretation, as the system reaches the degeneracy surface, some constraints change from second to first class, which means that some degrees of freedom of the system are no longer dynamical and turn into gauge symmetries [10].

Due to the multi-valuedness of the Hamiltonian, the usual construction of the phase space in terms of coordinates and momenta $(q^i, p_i)$ is obscure. It is therefore useful to work instead with a first order Lagrangian in whose phase space, spanned by the coordinates and velocities as independent variables, the Hamiltonian is a single-valued function. This formalism is reviewed in the
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next Section, together with a brief summary of dynamical degenerate systems.

In Sec. III, the discussion in terms of multi-valued Hamiltonians starts with the simplest Lagrangian with a non canonical kinetic term. The evolution of the system shows that as it reaches the degeneracy surfaces (when it can), gauge symmetries emerge. The gauge structure at the degenerate surface is analyzed in Sec. IV.

In Sec. V we couple the system of Sec. IV to a non degenerate point particle in order to grasp the meaning of having an observable being converted to a gauge mode. In this way, the effects of the degeneracy can be probed by this simple system. We end up with our final remarks in Sec. VI.

II. DEGENERATE DYNAMICAL SYSTEMS

In order to make the connection between a multi-valued Hamiltonian and its degenerate Lagrangian, we shall first present the latter, following closely Ref. [10]. Working in a \((2n + 1)\) spacetime, we describe the system by a first order Lagrangian one-form \(L dt\), where

\[ L = A_i \dot{z}^i + A_0, \]  
\[ A_\mu \equiv A_\mu(t, z^i), \]

which can always be done for any system with a finite number of degrees of freedom [13]. The equations of motion are then given through the pre-symplectic form \( F_{ij} = \partial_i A_j - \partial_j A_i \) as

\[ F_{ij} \dot{z}^j + E_i = 0, \]  
\[ E_i = \partial_i A_0 - \partial_0 A_i. \]

The velocity is just

\[ \dot{z}^j = -F^{ij} E_i, \]  
\[ F^{ij} \text{ the inverse pre-symplectic form where it exists, i.e., } F^{ik} F_{kj} = \delta^i_j. \]

The degeneracy occurs when the two-form \( F \) does not have a constant maximal rank \( \rho(F_{ij}) = 2n \) throughout phase space. At some surface \( \Sigma \) the Pfaffian \( F = \sqrt{\text{det}(F_{ij})} \) vanishes, the rank is reduced to \( \rho = 2n - 2k \), leaving \( 2k \) indeterminate velocities. Another expression of this problem is that on the degeneracy surface \( \Sigma \) the matrix \( F_{ij} \) is not invertible and \( 2k \) of the \( 2n \) expressions in Eq. (4) become singular, as some components of the inverse \( F^{ij} \) diverge.

In the simplest case, \( E_i \neq 0 \), the phase flow becomes unbounded near the degeneracy surface, and if \( F \) has a simple zero the velocity has opposite directions on each side of \( \Sigma \). Nonetheless, if \( E_i \) also vanishes at a point on \( \Sigma \), the equation is identically satisfied, and the flow lines can cross the surface at these points—such case will be discussed later.

Moreover, \( \Sigma \) can be characterized by the flux of the Liouville current \( j^i = F \dot{z}^i \) through it. Being \( n_i = \partial_i F \) the normal to the surface, the flux is

\[ \Phi = j^i n_i = -FF^{ij} E_j \partial_i F. \]  
\[ (3\beta \dot{\phi}^2 - \kappa) \ddot{\phi} = -V'(\phi). \]
Here $\dot{\phi}$ and $V''$ denote derivatives with respect to time and $\phi$, respectively. The system becomes degenerate for $\phi^2 = \kappa/3\beta$, as the coefficient multiplying the acceleration vanishes. Note that the degeneracy surfaces correspond to extremal points of the function $p_\rho(\phi)$, which separate different single-valued branches.

We can pass from the Hamiltonian to the first order Lagrangian $L = p_\rho(\phi, \rho) \dot{\phi} - H(\phi, \rho)$ in the configuration space spanned by $Z = (\phi, \rho)$, where $\rho = \dot{\phi}$. The system then is equivalently described as in (2) by

$$L = (\beta \rho^3 - \kappa \rho) \dot{\phi} - \frac{3\beta}{4} \rho^4 + \kappa \rho^2 - V(\phi), \quad (10)$$

where we have identified

$$A_0 = -H = -\frac{3}{4} \beta \rho^4 + \frac{1}{2} \kappa \rho^2 - V(\phi) \quad (11)$$

$$A_1 = \beta \rho^3 - \kappa \rho, \quad A_2 = 0. \quad (12)$$

The sympletic form is $F_{ij} = -\epsilon_{ij} \Delta$ with Pfaffian $F = \Delta$, where $\epsilon_{ij}$ is the two-dimensional Levi-Civita symbol, and

$$\Delta = 3\beta (\rho - \rho_+)(\rho - \rho_-), \quad (13)$$

with $\rho_{\pm} := \pm \sqrt{\kappa/3\beta}$. Hence, as expected, the degeneracy surfaces are at $\rho_{\pm}$, the zeros of $\Delta$.

Equations (3) take the form

$$\Delta \dot{\rho} = -V'(\phi), \quad \Delta(\phi - \rho) = 0. \quad (14)$$

The second identifies $\rho = \dot{\phi}$ when $\Delta \neq 0$, and hence the first is just the equation of motion of the system (9).

From (5), the flux function on the degeneracy surfaces is found to be

$$\Phi = - (\dot{\rho}_d \Delta) \epsilon^{ij} E_j = -6 \beta \rho_d V'(\phi_d), \quad (15)$$

defining $\phi_d$ the value of $\phi$ for which the orbit intersects $\Sigma$. Assuming $V'(\phi_d) > 0$ for instance in the case of a linearly growing potential, $\Phi > 0$ for $\rho \to \rho_+$, and $\Phi < 0$ for $\rho \to \rho_+$. The stream of the phase flow is presented in FIG.1, where sign of $\Phi$ indicates that the degeneracy surfaces at $\rho_+$ and $\rho_-$ are attractive and repulsive, respectively. It is clear from (14) that in the evolution towards $\rho_+$, $\dot{\rho} \to \pm \infty$, depending on whether the orbit approaches $\rho_+$ from above or below. From the configuration $\rho = \rho_+$, the system can no longer continue in the $(\phi, \rho)$-plane and the evolution stops there. The second equation in (14), fixes $\phi = \rho$ everywhere except at $\rho_{\pm}$, where $\phi$ becomes indeterminate.

In [11] the degeneracy is interpreted as the presence of a brick wall, that is, the infinite acceleration would reverse the sign of the velocity, as if hitting a wall. This picture would result if the region between the degeneracy surfaces is removed, identifying $\rho_+$ and $\rho_-$. The system would then reach the degeneracy surface at the point $(\rho_+, \phi_d)$ and instantaneously leave at $(\rho_-, \phi_d)$ with the opposite velocity $(\rho_- = -\rho_+)$. In [14] it is shown that degenerate systems such as that in FIG.1 are homotopic to a regular one. That is, a continuous deformation can make the degeneracy disappear. In the example above, as the parameter $\kappa$ approaches zero, the degeneracy surfaces collapse, $\Delta$ acquires a double zero at $\rho = 0$ so the system can pass through it and the degeneracy goes away. The case that interests us here is a system in which the degeneracy surfaces are present ($\kappa \neq 0$ above) and $\rho_+ \neq \rho_-$. In this case the system falls into the degeneracy surface and remains trapped there. As will be shown in the next section, once in the surface, the system loses the degree of freedom that corresponds to the motion in the $(\phi, \rho)$-plane which turns into gauge symmetry, so that different points on the degeneracy surface can be the same physical state related by a gauge transformation. The behavior of the system can be better understood by analyzing its energy function

$$E = \frac{3}{4} \beta \rho^4 - \frac{\kappa}{2} \rho^2 + V(\phi), \quad (16)$$

which is conserved and therefore each flow line corresponds to a constant value of $E(\phi, \rho)$. Solving (16) for $\rho$,

$$\rho^2 = \rho_d^2 \pm \sqrt{\rho_d^4 - \frac{4}{3\beta} (V - E)}, \quad (17)$$

where $\rho_d$ stands for either one of the roots $\rho_{\pm}$. This last equation can also be rewritten as

$$\rho^2 = \rho_d^2 \pm \sqrt{\frac{4}{3\beta} [V(\phi_d) - V(\phi)]}. \quad (18)$$

Considering a more general potential $V(\phi)$, an interesting orbit is one that reaches the degenerate surface at the
point \((\phi_d, \rho_d)\) where \(\phi_d\) is a critical point of the potential, \(V'(\phi_d) = 0\). As real roots in (18) require \(V(\phi_d) \geq V(\phi)\) for \(\phi\) in the vicinity of \(\phi_d\), there are no orbits whose value of \(\phi_d\) is a minimum of the potential.

Moreover, the extreme points of the potential where the flux becomes zero are turning points in the character of the degeneracy surface, from attractive to repulsive, and vice-versa.

The orbits that reach the degeneracy surface at a maximum of the potential are very special in that they are the only ones for which the velocity \((\dot{\phi}, \dot{\rho})\) is always bounded. This can be seen by expanding (18) around the maximum \(V'(\phi_d) = 0\) \(V(\phi) < V(\phi_d)\), so that the orbit \(\rho = \phi\) in the vicinity of \(\phi_d\) is

\[
\dot{\phi}^2 = \rho_d^2 \pm \frac{2\omega}{3\beta} (\phi_d - \phi) + O(\phi_d - \phi)^2. \tag{21}
\]

The crucial thing is that these are the only orbits for which \(\dot{\rho} = \phi\) remains finite. This can be seen from (14) and (18) using \(\Delta = 3\beta(\rho^2 - \rho_d^2)\) and expanding \(V'(\phi)\) around \(\phi_d\), which yields

\[
\dot{\rho} = -\sqrt{-V''(\phi_d)/(24\beta)}(\phi_d - \phi) + O(\phi_d - \phi)^2. \tag{22}
\]

This is well defined for \(V\) having a maximum at \(\phi_d\) and therefore \(V''(\phi_d) < 0\).

For the case when \(\dot{\phi}^2 \geq \rho_d^2\) we have that \(\phi\) can be positive or negative. First, when \(\phi > 0\), eq. (21) can be solved to give

\[
\phi = \sqrt{\frac{\omega}{24\beta}}t^2 - \sqrt{\frac{3\beta}{2\omega}}\rho_d^2. \tag{23}
\]

The orbit crosses the degeneracy surface for two values of \(t = t_{\pm} = \pm\sqrt{6\beta/\omega}\rho_d\). As \(t \to t_{\pm}\), \(\phi\) goes from positive to zero and \(\dot{\phi} \to 0\). Then, as \(t\) grows, \(\phi\) becomes positive and \(\phi\) starts to grow, reaching again \(\phi = 0\) for \(t = t_{+}\) with \(\dot{\phi} = \rho_{+}\).

Summing up, for \(\dot{\phi}^2 \geq \rho_d^2\) and \(\phi > 0\), the orbit approaches \((0, \rho_{-})\), crossing the degeneracy surface from below. Then reaching \((0, \rho_{+})\) from below and \(\phi < 0\), crossing the \(\rho_{+}\) line at \(\phi = 0\), to end up finally trapped at \((\phi_{f}, \rho_{+})\), for some \(\phi_{f} > \phi_{+}\). An analogous evolution occurs for the orbit approaching the maximum at \((0, \rho_{-})\) from the \(\phi < 0\), \(\rho > \rho_{-}\). This is described by the two dot-dashed black lines in FIG. 2, which intersect each other. This intersection reflects the unstable nature of the orbits that pass over a local maximum, for which any infinitesimal perturbation changes the topology of the orbit.

These curves are separatrices in the space \((\phi, \rho)\), dividing the region between \(\rho_{+}\) and \(\rho_{-}\) into one in which the orbits never reach the degeneracy surfaces, and those that end on them.

It is important to remark that in the orbits described above, the system is able to cross the degeneracy surface without losing degrees of freedom, because there is no meaning in defining the degrees of freedom of a single point in the orbit. Thus, as the orbits cross the surface, all dynamical variables and its derivatives are continuous and finite and do not get trapped, in contrast with previous cases. The system then only lose degrees of freedom later, when it falls into the degeneracy surface in a point into which the flux is negative, remaining there.
IV. EMERGENCE OF GAUGE SYMMETRY

Attractive degenerate surfaces are of special interest, as the system can fall into them, becoming degenerate. As we shall see, at those surfaces of the phase space some degrees of freedom of the system turn into gauge parameters.

A typical symptom of gauge invariance is that the dynamical equations do not determine the time evolution of a certain coordinate, which can therefore take arbitrary values at any time. This coordinate is identified as a gauge parameter rather than a dynamical variable. This is exactly what happens with (14), which leaves the evolution equation for \( \phi \) indeterminate if \( \Delta = 0 \).

The system described by the first order Lagrangian (10) has the following constraints

\[
G_1 = p_\phi - \beta \rho^3 + \kappa \rho \approx 0, \quad G_2 = p_\rho \approx 0. \tag{24}
\]

Their Poisson bracket,

\[
\{G_1, G_2\} = -\Delta, \tag{25}
\]

is generically nonzero, but it vanishes at the degeneracy surface \( \Delta = 0 \). Following the Dirac-Bergmann procedure, we write the total Hamiltonian as

\[
H_T = p_\phi \dot{\phi} + p_\rho \dot{\rho} - L + \mu^i G_i \tag{26}
\]

\[
= (p_\phi - A_1) \dot{\phi} + p_\rho \dot{\rho} + H + \mu^i G_i \tag{27}
\]

\[
= \frac{3\beta}{4} \rho^4 - \kappa \rho^2 + V(\phi) + \bar{\mu}^i G_i. \tag{28}
\]

The consistency conditions \( \dot{G}_i = \{G_i, H_T\} \approx 0 \) give

\[
\dot{G}_1 = -V'(\phi) - \bar{\mu}^2 \Delta \approx 0, \tag{29}
\]

\[
\dot{G}_2 = \Delta (\bar{\mu}^1 - \rho) \approx 0, \tag{30}
\]

which determine the Lagrange multipliers everywhere, except on the degeneracy surfaces, there are no new constraints and the Dirac procedure stops here. There is still the pending issue of what can be said about the system at the degeneracy surface.

The equations of motion are

\[
\dot{\phi} = \{\phi, H_T\} = \bar{\mu}^1, \quad \dot{\rho} = \{\rho, H_T\} = \bar{\mu}^2. \tag{31}
\]

The evolution of the system, therefore, is given by the Lagrange multipliers. As the orbits approach the degeneracy surface, one would naively expect that \( \dot{\rho} = \bar{\mu}^2 \approx -V'(\phi)/\Delta \) diverges in order for (29) to be satisfied. On the other hand, \( \bar{\mu}^1 \) becomes an arbitrary function of time, which is consistent with the interpretation of \( \phi \) becoming a gauge parameter at the degeneracy surface.

The constraints \( G_1 \) and \( G_2 \) generate translations in \( \phi \) and \( \rho \), respectively. At the degeneracy surface, these generators become first class and can be interpreted as generators of some gauge transformations. However, the demand of being at the degeneracy surface yields a new constraint, namely,

\[
\varphi \equiv \rho - \rho_d \approx 0. \tag{32}
\]

This expression can be recognized as a gauge fixing condition for the gauge generator \( G_2 \), while it has vanishing Poisson bracket with \( G_1 \). Hence, the system, once trapped at the degeneracy surface, has three constraints, \( G_1 \approx 0, G_2 \approx 0 \) and \( \varphi \approx 0 \). The first is a genuine first class generator, while the other two form a pair of second class constraints that reduce the phase space by two dimensions. At the degeneracy surface, \( G_1 \) generates translations along \( \phi \), which could now be seen as a gauge direction. Therefore, as the system falls into the degeneracy surface it stays trapped there and has no remaining degrees of freedom. This is different from the interpretation of [11], where the degeneracy surface is viewed as a ground state with a finite velocity, which therefore breaks the continuous time-translation symmetry.

There is yet one important remark: In in the case with potential (19), the attractive or repulsive character of the degeneracy surface changes at the critical points \( V'(\phi) = 0 \). Therefore, one can imagine that after the system falls in the attractive part of the degeneracy surface, a gauge transformation could change \( \phi \) into the region where the surface becomes repulsive, from where it could be expelled. This is a problem because, as all points represent the same physical state, one cannot define from which point of the surface the system would emerge.

However, once the system falls into the surface, it changes completely, losing all degrees of freedom. Having no dynamics anymore, it can no longer be described by the previous equations of motion. An alternative way to see this situation is to consider that reaching the degeneracy surface at an attractive point \( \rho \) becomes fixed at the value \( \rho_d \). The Lagrangian would no longer be given by (10), but by

\[
L' = \frac{2\kappa}{3} \rho_d \dot{\phi} + \frac{\kappa^2}{4\beta} - V(\phi), \tag{33}
\]

which does not describe a dynamical system: the first term is a total derivative and therefore does not provide an equation of motion for \( \phi \). Extremizing the action with respect to \( \phi \) merely says that the system will stay at one of the critical points of \( V \). Of course this is just the classical analysis; quantum mechanically, the system will surely have more interesting features [15]. This alternative description also dispels some possible ambiguity due to the fact that the Legendre transformation that maps the original Lagrangian to the first order formalism, is not globally invertible, which could undermine the analysis made in this section. Nevertheless, once understood that the system gets trapped at the attractive degeneracy surface, the conclusions found become clear, even from the original dynamical equation (9). Namely, that the only prediction about the system is that it is at the degeneracy surface, the motion tangent to the surface being spurious.
V. PROBING THE DEGENERACY

In order to analyze the emergence of gauge symmetries at the degeneracy surfaces, we couple a degenerate system with the simplest non-degenerate one: a point particle. The coupling is with the time derivative of φ, because as the field reaches the degeneracy surface, φ has a well defined limit while φ becomes a gauge parameter. We take the Lagrangian as

$$L = \frac{\beta}{4} \dot{\phi}^4 - \frac{\kappa}{2} \dot{\phi}^2 - V(\phi) + \frac{m}{2} \dot{x}^2 + q \dot{\phi} x.$$  \hspace{1cm} (34)

The conjugate momenta are

$$p_\phi = \beta \dot{\phi}^3 - \kappa \dot{\phi} + qx, \quad p_x = m \dot{x},$$  \hspace{1cm} (35)

and the equations of motion

$$(3\beta \dot{\phi}^2 - \kappa) \ddot{\phi} = -V'(\phi) + q \dot{x}, \quad m \ddot{x} = -q \dot{\phi}.$$ \hspace{1cm} (36)

The degeneracy surfaces, where the equation of motion for φ breaks down, remain the same as before, $3\beta \dot{\phi}^2 - \kappa = 0$. The particle is driven by a force proportional to $\dot{\phi}$ which is not constant in time if $V' \neq 0$. However, as we saw, when the system reaches the surface $\Delta = 0$ and gets stuck there, $\dot{\phi}$ is frozen, and the force on the particle is now constant. The equation for the particle is integrated to give

$$m \ddot{x} + q \dot{\phi} = \text{const} = am/q,$$ \hspace{1cm} (37)

where $a$ is a constant of integration. Substituting in the equation of motion for φ, we have again eq. (9), however subjected to an effective potential $V_{\text{eff}} = V(\phi) + q^2 \dot{\phi}^2/(2m) - a \phi$. The situation for the degenerate subsystem is analogous to the previous case, although the system now has an effective potential which depends on the initial velocity of the probe particle.

The Hamiltonian of the system can be written as

$$H_c = \frac{3\beta}{4} \dot{\phi}^4 - \frac{\kappa}{2} \dot{\phi}^2 + V(\phi) + \frac{m}{2} \dot{x}^2,$$ \hspace{1cm} (38)

where $\ddot{\phi}$ is a function of $p_\phi$ implicitly given by the inverse of (35). Clearly, as the inverse $p_\phi(\ddot{\phi})$ is multivalued, so is the Hamiltonian.

On the other hand, in the first order formalism, with coordinates $z^i = (\phi, \rho, x, v)$, and

$$A_1 = \beta \rho^3 - \kappa \rho + qx, \quad A_2 = 0, \quad A_3 = mv, \quad A_4 = 0,$$ \hspace{1cm} (39)

and $A_0 = -H_c$. The first order system now has constraints

$$G_1 = p_\phi - \beta \rho^2 + \kappa \rho - qx \approx 0, \quad G_2 = p_\rho \approx 0,$$ \hspace{1cm} (40)

$$G_3 = p_x - mv \approx 0, \quad G_4 = p_v \approx 0.$$ \hspace{1cm} (41)

The symplectic form $F_{ij} = \partial_i A_j - \partial_j A_i$ reads

$$[F_{ij}] = \begin{bmatrix} 0 & -\Delta & -q & 0 \\ \Delta & 0 & 0 & 0 \\ -q & 0 & 0 & -m \\ 0 & m & 0 & 0 \end{bmatrix},$$ \hspace{1cm} (42)

where $\Delta = 3\beta \rho^2 - \kappa$, as before. The determinant

$$\Delta \ddot{\rho} = -V' + q \dot{x}, \quad \Delta (\ddot{\phi} - \rho) = 0,$$ \hspace{1cm} (43)

$$m \ddot{v} = -q \ddot{\phi}, \quad m(\ddot{x} - v) = 0.$$ \hspace{1cm} (44)

It is clear from eq. (43) that the character of the degeneracy surface depends on the velocity $v_0$ of the particle when it intersects $\rho^2 = \rho_0^2$. One can see that also through the flux at the degeneracy surface

$$\Phi = m^2 (-V' + q \dot{x}) \beta \rho.$$ \hspace{1cm} (45)

The flux vanishes for $\dot{x} = V'/q$, i.e. at $\phi = \phi = m(a - V')/q^2$, where the character of the degeneracy surface changes between attractive and repulsive. This is depicted in FIG. 3 for a potential linear in $\phi$, in which case the points $(\phi = \phi, \rho = \rho_0)$ correspond to fixed points of the Hamiltonian flow.

FIG. 3: Stream plot of the phase space $(\phi, \rho)$ for a linear potential $V(\phi) \propto \phi$, coupled to a regular point particle. The coupling introduces a value of $\ddot{\phi}$ indicated by the dashed gray line, which depends on the initial condition for $\dot{x}$, where the degeneracy surface changes character.

The coupled system illustrates well the occurrence of the degeneracy. Suppose the system starts at a generic point in the 4-dimensional phase space. The evolution is determined by the autonomous system

$$\ddot{\phi} = \rho,$$ \hspace{1cm} (46)

$$\dot{v} = -q \rho/m,$$ \hspace{1cm} (47)
where the dependence of $\rho$ on the initial values $\phi_0$ and $v_0$ are explicitly shown. In principle, the equations for $\phi$ and $\rho$ can be integrated (numerically perhaps). One can assume this has been achieved and therefore $\phi(t)$ and $\rho(t)$ are known functions that depend on the initial configuration. Then, equations for the remaining phase space coordinates $(x, v)$ can be directly integrated. So long as the evolution does not reach the degeneracy surfaces $\rho = \rho_{\pm}$, the solution takes the form

$$\rho(t) = F(t; \phi_0, \rho_0, v_0), \quad (48)$$

$$\phi(t) = \int_0^t \rho(t') dt' + \phi_0, \quad (49)$$

$$v(t) = -\frac{q}{m} (\phi(t) - \phi_0) + v_0, \quad (50)$$

$$x(t) = \int_0^t v(t') dt' + x_0. \quad (51)$$

Suppose a generic case, in which the system reaches the degeneracy surface $\rho = \rho_d$ in a finite time, $t = t_d$. Then, for $t > t_d$ the equations for $(x, v)$ become those of a uniformly accelerated, non-degenerate, particle,

$$\dot{v} = -\frac{q}{m} \rho_d, \quad \dot{x} = v(t), \quad \text{for} \quad t > t_d, \quad (52)$$

whose solution is

$$x(t) = x_d + \left[ v_0 - \frac{q}{m} (\phi_d - \phi_0) \right] t - \frac{q \rho_d}{2m} t^2, \quad (53)$$

where $\phi_d$ and $x_d$ are given by $(49,51)$ evaluated at $t = t_d$, while the sub space $(\phi, \rho)$ reduces to the point $(\phi_d, \rho_d)$. Hence, following the point particle trajectory leads to distinct sets of information about the dynamical system when $t < t_d$ and $t > t_d$. When $t < t_d$, $(\phi_0, \rho_0, v_0)$ determines completely $\rho(t)$, see Eq. (48), which in turn determines $\phi(t), v(t)$ and, together with $x_0, x(t)$. In this case, inspecting a particular point particle trajectory at $t < t_d$ allows the determination of all these initial constants. However, after the system reaches the degeneracy surface at $t > t_d$, the point particle trajectory follows uniformly accelerated trajectories, from which one can only determine $(x_d, v_d = v_0 - q/\phi_0(m, \rho_d))$, and complete information about the original physical system and its initial constants is lost. It is impossible to disentangle them if one has no access to the non-degenerate era. Henceforth, just as in the coupled system proposed in [10], after the system reaches the degeneracy surface, the information about the $t < t_d$ era is essentially lost.

VI. FINAL REMARKS

The multi-valuedness of the Hamiltonian with respect to the canonical momenta due to a non invertible Legendre map gives rise to an ambiguous dynamical evolution. As shown in [10], a consistent interpretation can be given in which the system loses degrees of freedom at the degeneracy surfaces in an irreversible manner. This is also seen in the examples discussed here, which in spite of the ill-defined Legendre map, can always be expressed as first order systems, in which position and velocity are treated as independent dynamical variables. This approach allows a more controlled analysis of the evolution of the dynamical system towards a degenerate surface. In particular, it is clearly seen that when the orbit falls into the surface, the system is trapped and loses the corresponding degree of freedom. If the system combines degenerate and non-degenerate sectors, different orbits starting from different initial states that fall into the same degeneracy surface have the same evolution equations afterwards. The only memory of the degenerate prehistory would be contained in the initial conditions of the subsequent non degenerate evolution. However, the information about the system before the degeneracy is reached is inaccessible due to the impossibility to discern it from the choice of initial conditions on the post-degenerate system. Hence, multi-valued Hamiltonian systems provide a dynamical dimensional reduction mechanism.

This analysis can possibly be used in a plethora of interesting physical situations. In fact, more general multi-valued systems were proposed in Ref. [11]: The “fhg” model, whose kinetic term coefficients are functions of $\phi$; and the “double sombrero” model, a two-dimensional system in which the potential and the kinetic term are both rotationally invariant quartic polynomials in the $(\psi_1; \psi_2)$ and $(\psi_1'; \psi_2')$ planes, respectively. In the former, the degenerate surface depends on the choice of coefficients, enabling more interesting shapes and even a compact surface in phase space rather than a line. Whilst the double sombrero is a generalization of the model discussed here, having more degrees of freedom (albeit both pairs of conjugate coordinates degenerate in the same surfaces, remaining no degrees of freedom of the system to probe the transition).

Such models are well suited to investigate the consequences of the degeneracy in physically interesting situations. For example modelling Horndeski theories, cosmological k-essence models, and some kind of spontaneous symmetry breaking in the degeneracy surface. Notwithstanding, the general features of the degeneracy goes in the same lines as discussed here: As it degenerates, the systems loses degrees of freedom, emerging as a different lower dimensional dynamical system, with no memory of its past.
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