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Abstract In this paper we present a new Discrete Particle Swarm Optimization approach to induce rules from discrete data. The proposed algorithm, called Opposition-based Natural Discrete PSO (ONDPSO), initializes its population by taking into account the discrete nature of the data. Particles are encoded using a Natural Encoding scheme. Each member of the population updates its position iteratively on the basis of a newly designed position update rule. Opposition-based learning is implemented in the optimization process. The encoding scheme and position update rule used by the algorithm allows individual terms corresponding to different attributes within the rule’s antecedent to be a disjunction of the values of those attributes. The performance of the proposed algorithm is evaluated against seven different datasets using a tenfold testing scheme. The achieved median accuracy is compared against various evolutionary and non-evolutionary classification techniques. The algorithm produces promising results by creating highly accurate and precise rules for each dataset.
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1. Introduction

Classification is considered one of the most critical tasks of decision-making in a variety of application domains, such as the human sciences, the medical sciences and engineering, etc. Classification schemes have been developed successfully for several applications, such as medical diagnosis, credit scoring and speech recognition, etc. In classification problems, sets of if-then rules for learned hypotheses is considered to be one of the most expressive and comprehensive representations. In many cases, it is useful to learn the target function represented as a set of if-then rules that jointly define the function. There are usually three types of approaches for rule generation using an evolutionary algorithm. In the first approach, an EA evolves a population of rules or a rule base is evolved by EA such that the whole of the final population or a subset of it is considered to be the end result [1-6]. The second approach is iterative, running an EA multiple times in succession whereby the result of each run is considered to be a partial solution to the problem [7, 8]. A third approach is to create an ensemble of classifiers by combining several different solutions obtained by using either of the previous two approaches [9-11].
When considering a rule induction algorithm and focusing on the encoding or representation of rules, there are two main approaches that have been applied by researchers: the Michigan approach and the Pittsburgh approach. If a Michigan-style approach is applied then, in general, either a rule precondition or a complete rule is evolved by the EA. In the first case, a separate procedure is used to decide the rule postcondition before the rule evaluation, e.g., [1]. Alternatively, the class may already be specified for each rule precondition during the entire run of the algorithm. The EA is run repeatedly with each run focusing on evolving rule preconditions for a specific class, e.g., [12, 13]. If a complete rule is encoded in an individual, then the rule postcondition may also be subject to evolution and change by the genetic operators [2]. In the Pittsburgh approach, rule preconditions are generally encoded along with their postconditions [14].

In this paper, we propose a new Discrete Particle Swarm Optimization technique for discovering classification rules from the given dataset. The salient features of our work are as follows:

- We have proposed a new position update rule for the particles with the help of which they can share their information efficiently in a discrete domain.
- The proposed position update rule and encoding scheme allows individual terms associated with each attribute in the rule’s antecedent to be a disjunction of the values of the attribute. For example, in AM+ [60] and all earlier versions of Ant Miner, the rule antecedent part is simply the conjunction of values of the predicting attributes. In contrast, our technique - ONDPSO - allows a complete rule antecedent to be conjunction of the disjunctions of the values of predicting attributes.
- We have introduced a penalty constant in a fitness function of the particles which results in more precise and reliable rules.
- The proposed technique works both on binary and multiclass datasets. Although it has been designed for working with datasets containing categorical or discrete attributes, it can also be used in a continuous domain after discretizing the continuous attributes.

This paper is organized as follows. Section 2 describes related work on rule induction using Computational Intelligence techniques. Section 3 provides a brief introduction to classic PSO and its variant, Discrete PSO. Section 4 describes in detail the proposed approach. Next, in Section 5, the experimental setup is discussed and the performance of the proposed algorithm is evaluated on various datasets. Finally, Section 6 concludes with a summary and some ideas for future work.

2. Related Work

Decision trees are one of the most popular choices for rule induction from a given set of training instances. They adapt a divide-and-conquer approach where training data is divided into disjoint subsets and the algorithm is applied to each subset in a recursive manner. First of all, a decision tree is learnt from the data and then it is translated into an equivalent set of rules, one rule for each path from the root to a leaf of the tree [15-17]. Decision trees tend to suffer from overfitting in the presence of noisy data. Usually some kind of tree-pruning technique is used to get rid of overfitting. Decision trees have been greatly praised for their comprehensibility.

Decision lists are similar to decision trees in that they symbolize an explicit representation of the knowledge extracted from the training data. However, they follow a ‘separate-and-conquer’ approach, where one rule is generated that covers only a subset of the training set and then more rules are built to cover the remaining instances in a recursive manner. This strategy was applied in [18-20].

Another method applied by researchers for extracting rules from a given dataset is offered by genetic algorithms (GAs). Here, rules are encoded as a bit string and specialized genetic search operators, such as crossover and mutation, are used to explore the hypothesis space, e.g., [4, 21-22]. In [23], a distributed GA-based system, REGAL, has been proposed. It is used to learn first-order logic concept descriptions from training instances. The initial population in REGAL consists of a redundant set of incomplete concept descriptions and each undergoes the evolutionary process separately. G-Net [24] is a robust GA-based classifier that consistently exhibits better performance. Coevolution has been used as a high-level control strategy. G-Net is relatively suitable for parallel implementation on a network of workstations.

Using ant colony optimization (ACO) for rule induction provides an efficient mechanism to accomplish a more global search in a hypothesis space. In [25], an ant algorithm called Ant-Miner was proposed for creating crisp rules for describing the underlying dataset. Ant-Miner considers nodes of a problem graph as the terms that may form a rule precondition. Ant-Miner does not require the ant to visit each and every node. In contrast, [26] takes the rule induction problem as an assignment task where a fixed number of nodes are present in the rule precondition - an ant explores the problem graph by visiting each and every node in turn.

In many classification tasks where Fuzzy systems have been applied successfully, rules are mostly derived from human expert knowledge. However, as the feature space
increases, this type of manual approach becomes unfeasible. With this requirement in mind, several methods have been proposed to generate fuzzy rules from numeric data explicitly [27, 28]. The most straightforward fuzzy rule induction methods may be considered as extensions to conventional methods where fuzzy rather than crisp attributes are used. For example, ID3 - a decision tree method - has been extended to produce fuzzy ID3 in the work of [29, 30]. The fuzzy logic-based approach has the major advantage of being able to represent inexact data in a way that is more naturally understood by humans.

Neural networks [31-35] and GAs [36-39] have been used by several researchers in combination with fuzzy logic for rule generation. In [40], genetic programming (GP) using a hybrid Michigan-Pittsburgh-style encoding has been applied to extract rules in an iterative learning fashion. A GP classifier has been proposed in [41], using an artificial immune system-like memory vector to generate multiple comprehensible classification rules. It introduces a concept mapping technique to evaluate the quality of the rules.

Gene Expression Programming (GEP) is a new approach for extracting classification rules by employing genetic programming with linear representation [42]. The antecedent part of the extracted rules may involve many different combinations of the predictor attributes. The search process is guided by a fitness function for the rule quality which takes into account both the completeness and rule consistency. GEP extracts high-order rules for classification problems and a minimum description-length principle is used to avoid overfitting.

In [43], a boosting algorithm has been proposed for learning fuzzy classification rules. An evolution strategy (ES) is iteratively invoked and at each iteration it induces a fuzzy rule that gives the best classification over the current set of training instances. Thus, a rule base is generated in an incremental fashion. The weight of correctly classified training samples is reduced by the boosting mechanism.

The extended classifier system (XCS) represents a major development in learning classifier systems research. XCS [44, 45] has the tendency to evolve classifiers that are as general as possible while still predicting accurately. XCS acts as a reinforcement learning agent with a simplified structure since it does not have an internal message list. The fitness of the classifier is based on the accuracy of the classifier’s payoff prediction. XCS uses a modification of Q-learning.

3. Overview of PSO and Discrete PSO

Particle swarm optimization (PSO) is a population-based evolutionary computation technique, originally designed for continuous optimization problems. The searching agents, called “particles”, are ‘flown’ in the n-dimensional search space. Each particle updates its position considering not only its own experience but also that of other particles. The position and velocity of each particle are updated according to the following equations [46]:

\[ X_i(t) = X_i(t-1) + V_i(t) \] (1)

\[ V_i(t) = (w \times V_i(t-1)) + (c_1 \times r_1 \times (X^b_i - X_i(t))) + (c_2 \times r_2 \times (X^g_i - X_i(t))) \] (2)

where \(X_i(t)\) is the position of particle \(P_i\) at time \(t\) and \(V_i(t)\) is the velocity of particle \(P_i\) at time \(t\); \(W\) is the inertia weight, \(c_1\) and \(c_2\) are the learning factors; \(r_1\) and \(r_2\) are constants whose values are randomly chosen between 0 and 1; \(X^b_i\) is the \(i^{th}\) dimension of the personal best position reached so far by the particle under consideration; and \(X^g_i\) is the \(i^{th}\) dimension of the global best position reached so far by the entire swarm. Each particle is evaluated using a fitness function. The closer the position of the particle to the optimal position, the fitter the particle is. The optimization process is iterative.

The PSO algorithm was originally proposed for continuous problems. Kennedy and Eberhart developed the first discrete PSO to operate on binary search spaces [47]. They used the standard velocity update equation but changed the standard position update equation. They considered the new position component to be 1 with a probability acquired by applying a sigmoid function to the corresponding velocity component. This binary PSO is a more specialized version of the general discrete PSO. To obtain a general discrete PSO, the simplest and easiest way is to use standard continuous PSO with the same conventional velocity and position update equation while rounding the elements of the position vectors to the nearest valid discrete value. This approach assumes that elements in the position vector do not take on those values which are outside the extremes of the search space [48, 49]. Another approach is to discretize the continuous space by making intervals and to assign each interval to one of the discrete values [50, 51]. A more sophisticated approach is to redefine the standard arithmetic operators used in position and velocity equations so that they are more suitable for applying to discrete space. For example, in [52], PSO was adapted to be applicable to the constraint satisfaction problem (CSP) by overloading the arithmetic operators used in position and velocity update equations. As such, and in this case, particles represent positions with dimensions that are independent of one another, whereby the changed position and velocity equations are:
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\[ X_i(t) = X_i(t-1) \oplus V_i(t) \]  
\[ V_i(t) = (w \oplus V_i(t-1)) \oplus (c_1R_1(t)X_i(t) \oplus X_i(t)) \oplus (c_2R_2(t)X_i(t) \oplus X_i(t)) \]

where \( \oplus \), \( \odot \), \( \ominus \) and \( \oplus \) are redefined arithmetic operators. Moreover, in [52], a mutation operator was also used which changes each element of the velocity vector based on a certain probability. Similarly, in [53], arithmetic operators were redefined to develop a discrete PSO to solve the travelling salesman problem (TSP). Here, particles represent permutations.

H. R. Tizhoosh first proposed the idea of opposition-based learning (OBL). Suppose we have a real number \( n \) within an interval of \([a, b]\), then its opposite number \( n' \) can be calculated as:

\[ n' = a + b - n \]  

In order to extend the case to higher dimensions, suppose we have a point \( N=(n_1, n_2, ..., n_m) \) in an m-dimensional space where \( n_1, n_2, ..., n_m \) are real numbers and, for each dimension \( i \) of \( N \), \( n_i \) lies in an interval \([a, b]\). The opposite point \( N'=(n'_1, n'_2, ..., n'_m) \) is defined by its components:

\[ n'_i = a + b - n_i \]  

Thus, when implementing opposition-based optimization rather than just evaluating the individuals in an actual population, we compute the opposite individuals as well. If the fitness of an individual is less than the fitness of the corresponding opposite individual, we replace the individual with its counterpart OBL has been implemented successfully in evolutionary algorithms such as DE and PSO to solve different optimization problems.

4. Proposed Method

Suppose that the total number of examples to be classified is \( N \), each of which has \( M \) attributes (excluding the class attribute), and we have a fixed swarm size of \( P \) particles. In our proposed algorithm, each particle represents the precondition of an individual rule.

4.1 Particle Encoding and Calculating Opposite Points

The particles have been encoded using Natural Encoding. The position vector of each particle is a string of \( M \) natural numbers. In the binary encoding, if \( m_i \) is the number of possible values for the \( i \)th attribute, exactly \( m_i \) bits are used to encode a value for that attribute. For example, we have an attribute Rain which can take any of the three values Heavy, Medium or Low. We use a bit string of length 3 to encode this attribute. Each bit position in the string corresponds to one of the three values of the attribute Rain. Placing a 1 at a certain position shows that the attribute is allowed to take on the associated value. For example, the string 010 means that Rain takes the second of its three values or (Rain = Medium). Likewise, string 011 means (Rain = Medium or Low). The string 111 represents the most general case, namely that we do not care which of its possible values Rain takes on. Natural encoding for an attribute is obtained by converting a binary number (obtained during its binary encoding) into a natural number [54].

Eq. 6 is used to calculate the opposite point in a continuous space. It cannot be used in a discrete domain. To implement OBL in discrete domain as well, we have used the following equation. More precisely, suppose that \( Y=(p_1, p_2, ..., p_d) \) is a point in a \( d \) dimensional space, then its opposite point \( Y'=(p'_1, p'_2, ..., p'_d) \) can be calculated as follows:

\[ p'_i = (2^k - 1) - p_i \]

where \( k \) is the number of unique values for the \( i \)th dimension.

We have explicitly avoided the most specific case (represented by 0 in natural encoding) by not allowing particles to have such Null values. Alternatively, we can simply assign a very low fitness to the particles having such Null values.

4.2 Swarm Initialization

Since swarms learn rules iteratively in a class by class fashion, we have initialized the swarm with the examples of the target class. If the number of examples in the target class is less than the swarm size, the remaining particles are initialized randomly.

4.3 Position Update

We have designed a new position update rule for ONDPSO. The crossover operator used in HIDER* [54] for discrete attributes has been used in our position update rule for both discrete and continuous domains (continuous features are discretized in the pre-processing step). More precisely, the crossover operator works as follows: let \( n \) be a natural number, then the natural mutation of the \( j \)th bit of \( n \) denoted by \( mut(n) \) is calculated as:

\[ mut_j = (n + 2^{j-1})\%2^j + 2^{\left\lfloor \frac{n}{2^j} \right\rfloor}, \quad k = 1, 2, 3, ..., N \]

where \( N \) is the number of values of the attribute.

The mutation set \( Mut(n) \) is the set of all valid mutations for \( n \). Let \( t \geq 0 \), then the crossover between two natural numbers \( n_1 \) and \( n_2 \) is expressed as follows:

\[ Cross(n_1, n_2) = \{ Z \in \mathbb{Q}' \mid \forall s \geq 0, s < t, \mathbb{Q}' \neq \emptyset, \mathbb{Q}' = \emptyset \} \]
where:
\[ Q^t = [\text{Mut}(n_1)]^{\text{t}} \cap [\text{Mut}(n_j)]^{\text{t}} \]

and:
\[
[\text{Mut}(n_j)]^{\text{t}} = \begin{cases} 
\bigcup_{n \in \text{Mut}(n_j)^{t-1}} n_i & \text{if } t = 0 \\
(n \cup \text{Mut}(n_j)) & \text{otherwise}
\end{cases}
\]

In our proposed method, the position of each particle is updated according to the following equation:
\[
X_i(t+1) = \text{Cross}\{\text{Cross}(X_i^p, X_j(t)), \text{Cross}(X_i^{gb}, X_j(t))\}
\]

(10)

4.4 Quality Measure

In many papers - e.g. [55-57] - the following fitness function or quality measure has been used to evaluate the performance of a rule:

\[ \text{Quality} = \text{Sensitivity} \times \text{Specificity} \]

“Sensitivity” indicates, out of all positive examples, what ratio of examples is actually classified as positive by the rule, namely:

\[ \text{Sensitivity} = \frac{tp}{tp + fn} \]

where \( tp \) is the total number of positive examples which are classified as positive by the rule and \( fn \) is the total number of positive examples which are not classified as positive by the rule.

“Specificity” indicates, out of all negative examples, what ratio of examples is actually avoided by the rule to be classified as positive, that is:

\[ \text{Specificity} = \frac{tn}{tn + fp} \]

where \( tn \) is the total number of negative examples which are not classified as positive by the rule and \( fp \) is the total number of negative examples which are classified as positive by the rule.

However, in [58], Nicholas and Alex have shown a scenario where, instead of specificity, precision is more important for assessing the quality of a rule. “Precision” indicates, out of all examples classified as positive by the rule, what ratio of examples is actually positive. It gives us the confidence or reliability of the rule:

\[ \text{Precision} = \frac{tp}{tp + fp} \]

Accordingly, Nicholas and Alex replaced “Specificity” with “Precision”. Since we want our iterative rule learning algorithm to be highly precise and since we are ready to accept low coverage, we used a slightly modified version of the quality measure proposed in [48].

The following fitness function or quality measure has been used in our proposed algorithm:

\[
\text{Quality} = \frac{tp}{tp + fn} \times \frac{tp}{(tp + (10^k \times fp))}
\]

where \( k \) is a constant used to penalize in instances where the classification is false positive; the greater the value of \( k \), the higher the penalty is. We require that any rule learnt at any time should have a high accuracy, but not necessarily high coverage. By “high accuracy”, we mean that the rule should make correct predictions. By “low coverage” we mean that the rule is not required to make predictions for every training example.

4.5 Stopping Criteria

Since the algorithm learns incrementally - i.e., one rule at a time - there are two different types of stopping criteria. For the evolutionary process where the algorithm is used to learn a single rule, the maximum number of generations specified in advance can be used as stopping criteria. Alternatively, the evolutionary process can be stopped when there is no improvement in the global fitness of the swarm. The second type of stopping criteria is for the overall rule learning scheme. The algorithm continues to extract the best rules for the target class until there are no more examples of the target class in the dataset. This process is repeated for every class.

4.6 Rule Extraction over the Training Data

The proposed algorithm is a class-dependent sequential covering algorithm. For each target class, the algorithm is run to the output of the best rule that describes the examples of that class under either the maximum number of generations has been reached or else there is no improvement in the global fitness of the swarm for a certain number of generations. If the rule performance is above a certain threshold, it is added to the final rule list. Otherwise, the threshold is decreased linearly. For each target class, it continues to learn rules sequentially and removes the covered examples of the class until there is no more example of the target class. At this point, dataset is set to the original dataset with all the training examples and the algorithm proceeds to learn rules for another target class.

Negative examples - i.e., those which belong to a class other than the current target class - are also used in the evolutionary process so that classification may be more direct and precise, otherwise the algorithm may end up by returning the single and most general rule for the target class where the encoded string contains all 1’s in it.
Presented below is the pseudo-code describing the proposed technique:

1. For each class, perform steps 2 and 3
2. reinitialize the training set
3. while some examples of the class are still uncovered, perform steps 4 to 6
4. run our discrete PSO to generate the best rule using the position update method described at the end of section 4.3
5. if the best rule performance >= the threshold
   a. add the best rule to the final rule set
   b. remove the covered class examples, and
   c. go to step (3)
6. else decrease the threshold, go to step (4)
7. output the final rule set

4.7 Classifying Test Data

In applying the final rule list in the test phase, an unseen example has been checked against all the rules in the rule. If none of the rules match the example, it is assigned the default class, which is the majority class in the dataset. If more than one rule matches the example but all the rules predict the same class, then this class will be assigned to the example. If the matching rules are in conflict with each other in predicting the class, then we have adopted the conflict resolution strategy described in [59]. The pseudo-code for this strategy is as under:

For each class c in the dataset, initialize count(c) to zero.
For each conflicting rule r
   For each class c
      Add to count(c) the number of training cases with class c covered by rule r
   End for
End for

The unsigned example will be assigned to the class c, which has the highest count(c) among all the classes.

5. Experiments and Results

5.1 Datasets & Experimental Setup

Seven datasets have been used in our experiments. The datasets have been downloaded from the online UCI Machine Learning Repository [61]. The information about these datasets has been summarized in Table 1. We have used a population size of 40 in all the experiments unless stated otherwise. The threshold is initially set to 0.25. The algorithm is given a chance to find the rule whose quality is greater than or equal to the threshold. If it fails to do so, the threshold is decreased by multiplying it with a scaling factor. The scaling factor is set to 0.7. During the phase of learning a single rule, we have allowed the algorithm to run for a maximum of 1,000 generations. The threshold for early stopping is set to 5% - i.e., the algorithm continues to extract rules for the target class until 5% of the examples of the target class remain uncovered. Continuous attributes, when present in the dataset, have been discretized in the pre-processing step using Weka’s supervised discretization method. In each experiment, we have used a ten-folding testing scheme. We have defined “error” to be the sum of the fp and fn. This experimental set up is summarized in Table 2.

| Dataset     | No. of Continuous Attributes | No. of Discrete Attributes | No. of Classes |
|-------------|------------------------------|----------------------------|----------------|
| Lenses      | 0                            | 4                          | 3              |
| Zoo         | 0                            | 16                         | 7              |
| Mushroom    | 0                            | 22                         | 2              |
| Pima Indian | 8                            | 0                          | 2              |
| Iris        | 4                            | 0                          | 3              |
| Wine        | 13                           | 0                          | 3              |
| Breast      | 9                            | 0                          | 2              |
| Cancer (bcw)| 9                            | 0                          | 2              |

Table 1. Datasets Used in Experiments

| Population | 40                           |
|------------|-------------------------------|
| Max No. of Iterations | 1000                        |
| Performance Threshold | 0.25                        |
| Scaling Factor for Threshold | 0.7                         |
| Early stopping          | 5%                           |
| K                       | 6                             |
| Testing Scheme          | 10-fold                      |

Table 2. Experimental Setup

5.2 Results

5.2.1 Initialization

Usually, all the particles in the swarm are initialized randomly. We have initialized the particles with examples of the target class as well so as to observe the effects on accuracy, T/R (the term to rule ratio), R (the number of rules in the final rule list) and FE (fitness evaluations). The results showed that random initialization exhibited relatively poor performance as compared to the alternative initialization scheme. As shown in figure 1, initialization with the target examples exhibited greater accuracy than random initialization on 3 out of 4 datasets. On the lenses dataset, both initialization schemes resulted in the same accuracy. Similarly, figure 2 and figure 3 show that initialization with target examples achieved a lower median value for T/R and R for the four datasets, except for lenses where both schemes performed equally well.
5.2.2 Pruning

We have also experimented to observe the effects of pruning and to see what difference it brings to the T/R, R and accuracy statistics. Figure 5 shows the comparison of the percentage median accuracy achieved by pruning and without pruning the rules. It is very clear that pruning always resulted in better percentage median accuracy in all cases. The difference is significant for wine and zoo datasets where the pruning succeeded in achieving 100% accuracy. By using pruning, we mainly hoped to achieve a lower value for T/R. Figure 6 shows that the results are in complete accordance with our viewpoint. Pruning the rules resulted in a lower T/R for all the datasets. Again, the results are more significant for the wine and zoo datasets where the reduction of the T/R value is more than 66%. These results also confirm the viewpoint that shorter or more general rules result in better accuracy for a given dataset. Figure 7 shows the comparison between numbers of rules in the final rule list. Figure 8 shows that in most of the cases there was no effect on the number of FE.

Figure 1. Comparing Percentage Accuracy

Figure 2. Comparing T/R

Figure 3. Comparing No. of Rules

Figure 4. Comparing FE

Figure 5. Comparing Percentage Accuracy
5.2.3 Conflict Resolution

We have also experimented to see the effects of applying a final rule list in different ways in the testing phase. In one case, the final rule list is sorted according to the rule quality in descending order before the start of testing. A class is assigned to the unseen example on the basis of which rule first matches the example. As an alternative, we did not sort the final rule list and an unseen example was checked against all the rules in the rule list. In cases where more than one rule matches the example, a conflict resolution strategy has been used to resolve the conflict as described in section 4.7. Figure 9 shows that better percentage median accuracy has been achieved by conflict resolution scheme when compared to the sorted rule list scheme.

5.2.4 Performance of ONDPSO and its Comparison with Other Techniques

We have compared the performance of our approach over the seven datasets listed in table 1 with the results reported in [54]. The experimental set up described in Table 2 has been used along with the pruning mechanism. Moreover, the conflict resolution strategy was used in the testing phase. The performance statistics of ONDPSO in terms of average percentage error, number of rules R, terms to rule ratio T/R and number of fitness evaluations FE are reported in Table 3.

| Datasets    | % Median Error | Median R | Median T/R | Median FE   |
|-------------|----------------|----------|------------|------------|
| Iris        | 3.30           | 9.00     | 1.60       | 1920000    |
| Wine        | 0.00           | 6.50     | 2.50       | 33280      |
| Lenses      | 0.00           | 4.00     | 2.50       | 16620      |
| Zoo         | 0.00           | 9.00     | 2.40       | 33460      |
| Pima Indian | 33.76          | 30.00    | 3.42       | 6822200    |
| Mushroom    | 1.60           | 9.00     | 2.05       | 72280      |
| Bcw         | 2.86           | 11.00    | 4.02       | 130240     |

Table 3. Performance of ONDPSO over Different Datasets
ONDPSO exhibited better performance in terms of error rate when compared with other techniques. On the iris dataset, ONDPSO performed better than the C4.5 and C4.5 rules but stood equal to Hider and Hider*. In case of the breast cancer dataset, ONDPSO achieved a smaller error rate than all the other techniques but the difference is especially larger in case of C4.5. ONDPSO performed significantly well on the wine, lenses and zoo datasets and left the other 4 techniques behind. More importantly, it succeeded in achieving a 0% error rate in the case of these three datasets. Pima Indian and mushroom are the two datasets where ONDPSO performed poorly when compared to the other techniques.

| Datasets       | ONDPSO ER | Hider ER | Hider* ER | C4.5 ER | C4.5 Rules ER |
|----------------|-----------|----------|-----------|---------|---------------|
| Iris           | 3.30      | 9.00     | 3.30      | 4.80    | 3.30          |
| Wine           | 0.00      | 6.50     | 3.90      | 3.30    | 8.80          |
| Lenses         | 0.00      | 4.00     | 25.00     | 6.50    | 25.00         |
| Zoo            | 0.00      | 9.00     | 8.00      | 7.20    | 4.00          |
| Pima Indian    | 33.76     | 30.00    | 25.90     | 16.60   | 25.70         |
| Mushroom       | 1.60      | 9.00     | 0.80      | 3.10    | 1.20          |
| Bcw            | 2.86      | 11.00    | 4.30      | 2.60    | 4.10          |

Table 4. Comparison of the Error Rate (ER) and Number of Rules (NR)

Figure 10. Min, Median and Max. Error by ONDPSO

Figure 11. Average Percentage Error Over Multiclass Datasets

Figure 12. Average Percentage Error Over Binary Datasets

Figure 13. Overall Average Percentage Error
Figure 10 clearly shows that, most of the time during the testing phase, the algorithm stayed closer to its best performance - i.e., a low error rate. Figure 11 and Figure 12 show the performance of ONDPSO and the other techniques on multiclass and binary datasets respectively.

Overall, when the percentage error rate was averaged over all the datasets, ONDPSO achieved the lowest error rate of 6.04%. Hider and Hider* stayed very close to each other. C4.5 produced the highest error rate at 13.31%. These results are shown in Figure 13.

However, as far as the number of rules or the size of extracted rule list is concerned, ONDPSO produced a comparatively longer rule list when compared with the Hider, Hider* and C4.5 rules. The difference is especially significant on the iris and breast cancer datasets whereas on the remaining 3 datasets, ONDPSO stayed very close to HIDER* and produced nearly equally-sized rule lists. Only in comparison with C4.5 did ONDPSO extract shorter rule lists on average.

Having chosen the natural encoding for the particles, our newly designed position update rule exhibited better performance statistics when compared to the results reported in [54, 60]. Together with the position update rule, the chosen quality measure helped the algorithm in extracting very precise rules, with each rule having comparatively less coverage. As a result of this, ONDPSO produced higher accuracy statistics and longer rule lists for each dataset.

6. Conclusion

In this paper, we have proposed an algorithm for rule extraction called ONDPSO. The aim of the proposed technique is to discover classification rules in the dataset. Though the algorithm has been designed for working with datasets containing categorical or discrete attributes, it can also be used in continuous domains after discretizing the continuous attributes. It discovers rules where individual terms in the rule’s antecedent are allowed to be disjunctions of the possible values of those attributes. We have compared the accuracy of ONDPSO with various evolutionary and non-evolutionary techniques over seven different public domain datasets. As we have shown, ONDPSO achieved 100% accuracy on the wine, zoo and lenses datasets.

In the future, we would be interested in coming up with some modifications that may result in relatively shorter rule lists. We are also interested in finding new position update rule for the particles.
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