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Abstract—Mapping and localization are two essential tasks for mobile robots in real-world applications. However, large-scale and dynamic scenes challenge the accuracy and robustness of most current mature solutions. This situation becomes even worse when computational resources are limited. In this paper, we present a novel lightweight object-level mapping and localization method with high accuracy and robustness. Different from previous methods, our method does not need a prior constructed precise geometric map, which greatly releases the storage burden, especially for large-scale navigation. We use object-level features with both semantic and geometric information to model landmarks in the environment. Particularly, a learning topological primitive is first proposed to efficiently obtain and organize the object-level landmarks. On the basis of this, we use a robot-centric mapping framework to represent the environment as a semantic topology graph and relax the burden of maintaining global consistency at the same time. Besides, a hierarchical memory management mechanism is introduced to improve the efficiency of online mapping with limited computational resources. Based on the proposed map, the robust localization is achieved by constructing a novel local semantic scene graph descriptor, and performing multi-constraint graph matching to compare scene similarity. Finally, we test our method on a low-cost embedded platform to demonstrate its advantages. Experimental results on a large scale and multi-session real-world environment show that the proposed method outperforms the state of arts in terms of lightweight and robustness.

I. INTRODUCTION

Mobile robots have gained impressive developments in various fields over the past decades. Robust mapping and localization are critical prerequisites for the long-term autonomous navigation of mobile robots. The most important solution is to establish an effective global consistency description of the environmental information, and simultaneous localization [1]. Classical metric maps build high precise geometric model of environment and clearly correspond to localization [1]. Classical metric maps build high precise geometric model of environment and clearly correspond to localization [1].

Different from previous methods, our method does not need a prior constructed precise geometric map, which greatly releases the storage burden, especially for large-scale navigation. We use object-level features with both semantic and geometric information to model landmarks in the environment. Particularly, a learning topological primitive is first proposed to efficiently obtain and organize the object-level landmarks. On the basis of this, we use a robot-centric mapping framework to represent the environment as a semantic topology graph and relax the burden of maintaining global consistency at the same time. Besides, a hierarchical memory management mechanism is introduced to improve the efficiency of online mapping with limited computational resources. Based on the proposed map, the robust localization is achieved by constructing a novel local semantic scene graph descriptor, and performing multi-constraint graph matching to compare scene similarity. Finally, we test our method on a low-cost embedded platform to demonstrate its advantages. Experimental results on a large scale and multi-session real-world environment show that the proposed method outperforms the state of arts in terms of lightweight and robustness.

For the above problems, the topological approach provides a lightweight mapping solution similar as simple and compact, scale better and require much less space to be stored than metric map [3]. Despite of their remarkable results, there still some challenges in topological mapping methods. For example, pure topological map is not sufficient for robot navigation, which calls for metric information. Besides, most existing methods build the topological graph based on the global consistent metric map. They don’t avoid the disadvantages of metric map completely. These above reasons motivate us to design a real lightweight and robust mapping and navigation method. These two tasks become particularly challenging when the environmental condition changes due to dynamic people, objects, and/or when the scale of the environment becomes very large.

LiTang et al. proposed a topological local-metric framework in which the global coordinates does not exist to achieve long term mapping and localization [4]. However, its integrated visual appearance-based loop closure method reduces robustness to environmental changes. Recently, semantic graph description provides an effective method for accurate and robust localization. Existing work [5] [6] [7] [19] have explored that high level semantic features provide a more robust representation for the scene since they incor-
porate the information of objects’ own properties and their mutual relations. They are able to cope with the global localization under extreme appearance changes successfully [5].

In this paper, we combine the above advantages to realize a lightweight mapping that organizes the semantic and geometric properties of environmental objects through topological graph, and completes a robust localization based on semantic graph description of the local scene, we calls it an Object-level Topological Semantic Map (OLTSM). An overview of the framework is shown in Fig [1] OLTSM represents an environment as a lightweight abstract graph, topological nodes are object-level landmarks, and topological edges are described using the semantic association properties between object-level landmarks. Extract semantic features of objects and relative semantic associations between objects in a visual odometry (VO)-like manner by means of defined learning topology primitives. Particularly, inspired by the way humans navigate, we build a map with the robot ontology as the coordinate origin, to control the offset error between local neighboring nodes. Meanwhile, a hierarchical memory management strategy was introduced to improve the efficiency of online mapping. Furthermore, we introduced an object-level semantic graph descriptor and a semantic graph matching method to achieve robust localization. Last but not least, the algorithm was deployed to a low-cost embedded platform and tested it in the multi-session real world.

The main contributions are summarized as follows:

- An online lightweight mapping solution based on semantic associations of objects and topological organization is proposed. This map is built in a robot-centric human-like navigation way.
- A localization method based on object-level semantic scene graph matching is proposed, which is robust to variations in dynamic environmental such as viewpoint and illumination.
- Online mapping and localization based on OLTSM is realized on the low-cost embedded platform.
- Experimental results validate the effectiveness of our methods. Our approach greatly outperforms classical metric mapping methods in terms of lightweight. And also the proposed method obtains higher robustness than the method based on visual appearance information in long-term dynamic situations.

II. RELATED WORK

In this section, we review the related work on mapping and localization methods.

For mapping, classical metric mapping methods have reached maturity by accurately encoding the geometric 3D information about the environment. However, these methods still face challenges for long-term navigation in large, unstructured and dynamic environments. For above reason, topology maps are widely explored to represent the environment in abstract graphs, achieving a simple and compact lightweight representation while control the error between local adjacent nodes [8] [9] [10] [11]. However, the solution is not suitable for robot navigation that requires metric guidance [4]. Therefore, the one idea is the construction of highly consistent topological representations based on metric mappings [9] [10]. Although it makes the map lightweight, it also limits the high scalability of topological maps and is not easily applicable to long-term navigation. The other idea is incorporating accurate local metric information in topological representations [4] [11]. However, local matching localization using image level is still not sufficiently robust when the environment changes. Moreover, due to the widespread successful application of deep learning, the learning-based approach has also attracted a lot of interest [12] [13]. It relies on a large number of labeled datasets and cannot be applied well to an unfamiliar environment.

For localization, the existing methods of localization can be divided into two major categories, based on visual appearance information or spatial relationships of landmarks. In the last decade, a large number of methods based on visual appearance information have been proposed that give reliable performance under perceptually similar conditions [14] [15]. To further improve accuracy and robustness, several extensions have been proposed. The one idea is to extract and describe visual features by using convolutional neural networks (CNN) [16]. However, when the viewpoint change becomes significant, these visual landmarks also become unreliable. The other idea is to integrate semantic and appearance information [17] [18] [19]. However, they focused on reducing drift using image-based associations, our approach tend to perform localization through a graph-based semantic local environment representation model. Another localization methods by using the spatial relationship of surrounding landmarks to represent, such as the graph-based methods [5] [6] [7]. Furthermore, random walk [5] [21], graph kernel [20], histogram [7] and graph embedding [6] algorithms are widely used to extract the information of the graph structure and perform similarity matching. YuLiu et al. proposed to utilize graph matching and 3D alignment into a object-level global localization algorithm [21]. It was demonstrated that graph-based object-level semantic information descriptors which can improve the localization performance.

Driven by above methods and inspired by the navigation behaviors of human being, in this letter, we intend to incorporate the semantic and geometric information into the graph structure. Then, the similarity calculation between semantic scene graphs is realized by graph matching.

III. LIGHTWEIGHT OBJECT-LEVEL TOPOLOGICAL SEMANTIC MAP

The map is a fundamental representation of interest (e.g., landmarks, obstacles) describing the environment in which the robot operates [21]. Inspired by the way humans navigate, we pay more attention to recent relative movements than to the global position for long-term navigation. Therefore, in this paper, we represent the environment by using a lightweight abstract topology graph that records the relative associations between objects. The basic structure of this map is a graph defined as $G = \{N, E\}$, where $N$ and $E$ denote...
the nodes and edges of the graph, respectively. On this basis, a robot-centric global-free pose map is constructed using topological organization. In particular, semantic features of objects and data associations between objects are extracted through a VO-like process, which we define as learning topological primitives. The details are described as follows.

A. Topological Map Representation

In this section, we first introduce the concrete representation of the constructed abstract graph as follows. The representation of the map is shown in the semantic scene sub-graph in Fig 2.

1) Node Representation: In this paper, we take the objects in the scene as topological nodes and define the nodes with the semantic properties of the objects themselves, such as class, color, etc. Thus, for each node $N_i$ belonging to $N$, the corresponding properties are defined as $N_i = \{ID, class, center, n_i\}$. $ID$ is the serial number added to the graph in order. $center(x,y,z)$ is the coordinate of the object center point obtained by fusing deep information. $n_i$ is defined as a proxy for additional properties of the node. For example, functional and operational properties, and 6D pose (position and orientation), etc. Particularly, to achieve an exact match between them, different with hand designed descriptor, we propose a novel multiple attribute semantic descriptor for object-level nodes including semantic, geometric center, and object-level semantic scene graph with topological organization. The semantic scene graph descriptors are obtained as described in Section IV.A.

2) Edge Representation: For topological edges, the associated object-level node relative relationship attributes are used to define, for example, the relative distance and orientation between nodes. Thus, for each edge $E_{ij}$, connecting the neighboring nodes $N_i$ and $N_j$, belonging to $E$, the corresponding properties are defined as $E_{ij} = \{dis_{ij}, yaw_{ij}, e_{ij}\}$. $dis_{ij}$ is a rigid relative distance between node $N_i$ and $N_j$, which is also used as the weight of the topology graph. It can be obtained in creating the map from a variety of sources, such as sensor measurements and human measurements. $yaw_{ij}$ is a relative direction between node $N_i$ and $N_j$ in the geodetic coordinate system. IMU is introduced to calculate the magnetic declination angle. $e_{ij}$ is defined as a proxy for additional properties of the edge.

B. Robot-centric Relative Topological Association

The purpose of this section is to perform scene object feature extraction and relative topological association for constructing object-level abstract topology graphs. For this purpose, we propose a learning topological primitive $LTP$, which is defined to implement learning-based object feature extraction with fusion of spatial and semantic information $V_f^{obj}$ and topology-based data association $\oplus$ through a VO-like process in a stream of scenes during a continuous time period $T$. The formula is represented as follows:

$$LTP = \left(V_f^{obj1} \bigoplus V_f^{obj2} \bigoplus \cdots \bigoplus V_f^{objj}\right)^T$$  \hspace{1cm} (1)

Then, we refine the relative association between objects by the principle of vector coordinate invariance. The left half of Fig 2 shows the VO-like process from visual environment perception to learning topological primitive construction.

1) Learning Topological Primitive: With the robot moves in scene flow, in this letter, we first extract semantic information about the environment’s objects based on the lightweight 2D object detection method YOLOv5\footnote{https://github.com/ultralytics/yolov5} that achieves advanced performance. We choose long-term static objects that are more aligned with human navigation road signs as valid landmarks, such as door, fire hydrant, pillar etc. In addition, since the 3D center point of an object is subject to less affected variation in viewpoint, we implemented 3D center point detection based on the object 2D detection box by adding depth information.

Fig. 2. Overview of our proposed mapping system. Inspired by the way humans navigate, our method takes stereo camera as visual perception, and then implemented semantic feature extraction and robot-centric topology-based object-level semantic association by the proposed visual odometry-like process of learning topological primitives. On this basis, a hierarchical memory management mechanism improves the efficiency of online mapping with limited computational resources. In the process of localization, semantic scene graphs are used to augment the described objects. Finally, localization is achieved by semantic scene graph matching.
Afterwards, the relative positions between objects in the scene flow are associated in a robot-centric topology. The association of environmental topology information is shown in Fig 3a. In the constructed topological map, we use the robot ontology as the coordinate origin, and by transforming the nodes and the robot ontology coordinates, the relative direction between adjacent nodes is expressed as the direction vector \( \mathbf{d} = (x_2 - x_1, y_2 - y_1, z_2 - z_1) \) in the calculation. Therefore, any node in the graph and its neighbors maintain only a relative relationship, which reduces the impact of global errors.

2) Refinement of Relative Topological Association: To ensure effective localization and navigation through the constructed topological semantic map without global poses, we propose a strategy based on the principle of vector coordinate invariance to refine the relative positions between objects by transforming the robot body coordinates to geomagnetic coordinates. Since the direction of the geomagnetic coordinate system is usually constant, based on the principle of coordinate invariance of vectors, the relationship between adjacent fixed nodes does not change with time and space, as is shown in Fig 3b. The specific implementation of the pseudocode is shown in Algorithm 1.

![Fig. 3. Illustrates of the robot-centric relative topological association.](image)

C. Hierarchical Memory Management

Finally, to improve the efficiency of online mapping with limited computing resources, in this section, we have introduced a hierarchical memory management mechanism, which reduces the retrieved area through a bottom-up hierarchical matching update strategy. Thus, the memory management is divided into three hierarchicals in this paper: Short-Term Graph (STG), Working Graph (WG) and Long-Term Graph (LTG), as shown by Fig 4. STG is a bottom temporary local sub-graph constructed from previously added nodes and objects in the current frame sequence, being fixed to 5 nodes. WG is a middle-level local subgraph constructed by randomly walking around with a radius of three steps with the node in STG as the root node. LTG is a top-level global graph that has been constructed. To satisfy online map update, by leveraging the graph matching method proposed in Section IV to quickly match the local semantic scene subgraphs STG and WG, STG nodes that are not in the WG (nodes in STG but not in WG) will be added to the LTG, and new spatial semantic association information is constructed.

![Fig. 4. Schematic representation of the hierarchical memory management. Blue dots are nodes already in the graph, green dots are newly associated nodes. Update the graph with a bottom-up hierarchy.](image)

In addition, when a re-localization is required, by matching STG and LTG, we can also determine the current location of the robot in the LTG.

IV. LOCALIZATION WITH OBJECT-LEVEL SEMANTIC SCENE GRAPH MATCHING

Localization is widely acknowledged as crucial for robot navigation, especially for long-term navigation. Different from previous geometric solutions, that are less robust to environmental changes, in this section, we present an online topology localization method based on the above constructed map, which is robust to long-term dynamic environmental changes. The details are described as follows.

A. Semantic Scene Graph Descriptors

To improve the accuracy and robustness of localization, we have enhanced the description of each node in the graph. Inspired by the [6] graph descriptor, we introduce the random walk descriptor and add semantics and the relative direction information between nodes extracted by learning topological
primitives, which implements the object-level semantic scene graph descriptor for the nodes. Specifically, we select the node being described as the root node, and within a certain detection radius, detect and embed all neighboring nodes and the semantic associations between neighboring nodes in a vector group \( \text{Vec}(\text{Des}S, \text{Des}D) \) by random walk. The element \( \text{Des}S \) in the vector represents the object semantic descriptor mentioned above, which consists of the class, color, etc. The element \( \text{Des}D \) in the vector represents the object direction descriptor, which consists of the relative direction and distance between objects and random walk descriptor of the object. The above steps are performed cyclically by replacing the root node until the graph being described is fully explored. In this paper, the exploration radius for mapping is set as 3 steps, while for localization is 5 steps. The pseudocode of the three-step semantic scene graph descriptor is shown in Algorithm 2. Fig 5 illustrates the process with an example.

**Algorithm 2 Semantic Scene Graph Descriptor Extraction.**

**Require:** Given node \( N_i \) in semantic scene graph \( G \);

**Ensure:** The descriptors for \( N_i \);

1. Initialize the semantic descriptor vector \( \text{Des}S \);
2. Initialize the direction vector descriptor vector \( \text{Des}D \);
3. for \( j, th \) in neighbor nodes of \( N_i \) do
   4. Record \( N_i \) semantic properties \( L_i \) and the semantic property \( L_j \) of the \( j, th \) neighbor node of \( N_i \);
   5. Record the direction vector \( \text{Vec}ij \) between the node’s and \( N_i \);
   6. Add \( \text{Vec}ij \) into \( \text{Des}Di \);
   7. for \( k, th \) in neighbor nodes of \( j \) do
      8. Record the node’s semantic properties \( L_k \);
      9. Record the direction vector \( \text{Vec}jk \) between the node’s and \( k, th \);
      10. Add \( \text{Vec}jk \) into \( \text{Des}Di \);
   end for
11. Add \( (L_i - L_j - L_k) \) into \( \text{Des}S \);
12. Add \( \text{Des}Di \) into \( \text{Des}D \);
end for

**B. Semantic Scene Graph Matching**

In this section, once semantic scene graph descriptors are built for the node, we search associations between query graph and database graph by computing a similarity score between the corresponding graph descriptors to achieve accuracy and robust localization. In this letter, we propose a multi-constraint semantic scene graph similarity matching method, which consists of three parts: Euclidean distance constraint, Confidence constraint and Direction vector constraint.

The euclidean distance constraint of the corresponding node is the first step in the similarity metric, which aims to eliminate the same node in adjacent frames. The euclidean distance \( S^D \) is calculated as follows:

\[
S^D = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2 + (z_1 - z_2)^2}
\]  

(2)

Secondly, confidence constraint is mainly to ensure that candidate sequences have consistent class attributes. The confidence constraint for a single random walk path \( S^C \) is calculated as follows:

\[
S^C = c_1k^R + c_2k^{R-1} + \cdots + c_R
\]  

(3)

\( R \) denotes the random walk search radius, \( k \) denotes the number of overall identifiable object classes, and \( c_\star \) denotes the object class index number at the \( Rth \) level.

Lastly, the direction vector constraint is mainly by matching the direction of edges between corresponding sequence nodes and by taking the normalized dot product between two descriptors to determine the unique solution. The direction vector cosine \( S^\theta \) of the corresponding edge and the normalized dot product between two descriptors \( S(M, N) \) are calculated as follows:

\[
S^\theta = \frac{x_1x_2 + y_1y_2 + z_1z_2}{\sqrt{x_1^2 + y_1^2 + z_1^2}\sqrt{x_2^2 + y_2^2 + z_2^2}}
\]  

(4)

\[
S(M, N) = \frac{\sum_{i=1}^{4}(M_{11}N_{i1})}{\sqrt{\sum_{i=1}^{4}M_i^2}\sqrt{\sum_{i=1}^{4}N_i^2}}
\]  

(5)

\[
M = [V_{1,1}, V_{1,2}, \cdots, V_{4,4}^4]; N = [V_{2,1}, V_{2,2}, \cdots, V_{4,4}^4]
\]  

(6)

\( V_{1,1}(x_1, y_1, z_1), V_{2,1}(x_2, y_2, z_2) \) are the vectors of the corresponding edges in the NED coordinate system with the body as the origin. \( M, N \) are the vector groups of these two descriptors respectively. To ensure that the corresponding edges are facing the same way, therefore the direction \( S^\theta \) is greater than or equal to zero.

**V. EXPERIMENT**

In this section, we conduct extensive experiments to evaluate the proposed method well. Towards this arm, we first collect 5 challenging real-world indoor datasets. They are captured in a weakly textured indoor long hallway and a large scale complex hospital, as described in section V.A. We then evaluate our mapping performance in terms of lightweight and accuracy by comparing with traditional occupied grid map [23] and state-of-the-art sparse point
cloud map (ORB-SLAM3 [22]). Finally, we compare our semantic scene graph matching localization method with several appearance-based methods, including traditional and learning methods, to demonstrate the advantages of our method. All experiments are all performed on a consumer-grade NVIDIA Nano ARMv8 Tegra X1 and 4G memory.

A. Benchmark Dataset

To our knowledge, there does not exist a dataset that meets the requirement of object-level association of our method. Thus, we create large-scale challenging datasets to . We collected data by using a four-wheeled mobile robot platform equipped with a ZED2\(^2\) stereo camera, as shown in Fig. 6.

To meet the testing requirements for algorithm, in weakly textured indoor long hallway with 70 meters length, the test dataset was set to four typical scenarios with significant spatial and temporal variability, including multiple time periods, illumination variations, dynamic and partial occlusions, and large viewpoint variations. Details of the long hallway datasets are shown in Table I. In complex hospital scenes, over one thousand square meters of scene data were collected. Multiple challenging environmental changes are already available simultaneously in the hospital’s large scenario dataset, as shown in Fig 7.

A total of ten categories of semantic objects are annotated in the two scenes, including doors, fire hydrants, signs, billboards, pillars, chairs, tables, pedestrians, and other objects. Fig 10 and Fig 7 show the semantic objects detected in the long hallway and hospital scenarios, respectively. The dataset is publicly available\(^3\).

B. Mapping Performance

In this section, we evaluate the performance of the proposed Object-level Semantic Topological Mapping method in terms of lightweight and on collected dataset. Besides, we present the accuracy of our method qualitatively.

Firstly, to demonstrate the lightweight performance of our mapping method, we compare our object-level semantic topological map with the typical grid map [23] and a state-of-the-art point cloud map [22]. We perform experiments on both long hallway and hospital environment. And we choose storage volume of the map as evaluation metric. The experimental results are shown in Table II and Fig 8. As we can see from the table, in the long corridor scenario only, our map storage is nearly 23 times smaller than the grid map and 310 times smaller than the sparse point cloud map. Thus, the experimental results show the more lightweight performance of the present method. Besides, by comparing the amount of map storage for long corridors and hospital scenarios, we can observe that although the storage space of the map increases as the area increases, our approach greatly reduces the space of map storage and reduces the risk of storage overflow during long-term navigation due to the use of lightweight topology to build the map.

| Sequences | Data       | Challenges\(^*\) |
|-----------|------------|-----------------|
| LH0       | 21-09-28-10-59 | ✓               |
| LH1       | 21-09-28-11-04 | ✓ ✓ ✓           |
| LH2       | 21-09-28-20-16 | ✓ ✓             |
| LH3       | 21-10-06-11-11 | ✓ ✓ ✓           |
| LH4       | 21-10-11-09-34 | ✓ ✓ ✓           |

\(^*\) Ti, Dt, Lv, Iv and Pd are the abbreviation of texture-less, different time period, large viewpoint variation, illumination variation and pedestrian and partial occlusion, respectively.

\(^{**}\) LH0 is the baseline dataset and the rest of the sequences are the test dataset.

| Ours | Grid map | ORB-SLAM3 |
|------|----------|-----------|
| Long hallway | 66.4Kb | 1.52Mb | 20.6Mb |
| Hospital | 233.7Kb | 3.51Mb | –Mb |

\(^2\)https://www.stereolabs.com/zed-2/

\(^3\)https://rec.ustc.edu.cn/share/7a1b2700-2bc7-11ec-ae94-01100e6f6ce34
password:b52t
Secondly, the time analysis of the main time-consuming parts of the whole system is shown in Table III. The time consuming part of object detection contains the acquisition of semantic information about the object and the computation of 3D centroids. The speedup is approximately ten times compared to the traditional visual feature point extraction. As we can see from the table, although the addition of semantic objects increases the computational burden of the system, our mapping system can still run online.

| Module              | Time(ms/frame) |
|---------------------|----------------|
| Object Extraction   | 89             |
| Descriptor Extraction | 0.58         |
| Graph Matching      | 0.89           |
| Total               | 90.47          |

Finally, to further evaluate the accuracy of the maps, we mapped the constructed robot-centric topological semantic maps to the odometer coordinate system by coordinating transformation and compared them with wheeled odometes. The experimental results in the long hallway and hospital scenarios are shown in Fig 9. It can be seen from the figure that the constructed map basically matches the trajectory of the odometer, which verifies the accuracy of the map.

C. Long-term Localization Performance

In this section, to better identify the strengths and weakness of our semantic scene graph matching based localization method, we comparing it with several leading appearance-based localization methods in the collected long-term dynamic scenarios.

To illustrate the advantages of the our algorithm, firstly, we performed two feature matching experiments in three challenging scenes (viewpoint change, lighting change, and dynamic objects), as is shown in Fig 10. The three columns in the lower left corner are the detection results based on the traditional ORB features. From the figure, we can see that the accuracy of the method is susceptible to environmental changes and cannot effectively perform scene similarity matching. However, we can observe that the semantic mapping matching-based approach has better robustness to larger differences in environmental changes.

Secondly, we compared it with several appearance-based methods. The first one is a bag of words (BoW) approach using traditional ORB features, built on DBow\(^2\) \(^4\) and DBow\(^3\) \(^5\) libraries, respectively. The second one is a BoW approach using CNN-based features extraction and description algorithm called Superpoint \([16]\). In the experiment, Precision-Recall

\(^4\)https://github.com/dorian3d/DBow2
\(^5\)https://github.com/rmsalinas/DBow3
curves (PR-curve) are used to represent the performance of localization. The experimental results are shown in Fig 11. Fig 11a first shows that several methods have similar accuracy for different time periods only, due to the fact that the less variation of light in the closed indoor environment. However, the accuracy of the appearance-based approach significantly decreased when the lights in the corridor are turned off resulting in changes in illumination, as is shown in Fig 11b. Particularly, Fig 11c presents the effect of dynamic objects and partial occlusion on localization, and the results show better robustness of the semantic scene graph matching-based approach, due to the enhanced tolerance to occlusion by the local scene graph descriptors of the objects. What’s more, Fig 11d further verifies that our method has a significant advantage over appearance-based methods under viewpoint variation. As can be seen from all the subplots, our methods not only have high accuracy, but also have a better recall rate than these appearance-based methods. In addition, even CNN-based methods can be difficult to achieve effective feature extraction and description in difficult structured environments with sparse features and textures. Meanwhile, to show the comparison results of the P-R curves more clearly, we calculated the AUC value of each scene, as is shown in Table IV. It proves the robustness of the proposed method further.

Last but not least, we statistically depicted the success rate of localization in Fig 12. Our method has a higher success rate than appearance-based techniques on multiple datasets and stays close to the 80th percentile.

VI. CONCLUSIONS

In this letter, we present a novel lightweight and robust object-level topological semantic mapping and localization framework for long-term navigation. On the one hand, we constructed a lightweight topological semantic map with defined learning topological primitives and hierarchical memory management mechanisms. On the other hand, we achieve robust localization based on improved semantic scene graph descriptors of object and graph matching methods. The framework is evaluated on challenging weakly textured long hallway and large scale hospital scenario datasets, and was run on a low cost embedded computing platform. Experimental results show that the method is sufficiently lightweight.
and highly robust at large scales, unstructured and long-term dynamic situations and with limited computational resources. In the future we will continue to optimize the performance of mapping and localization, and explore the utilization of constructed maps to perform long-term navigation tasks in real-world scenarios.
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