Infinite number of solvable generalizations of XY-chain, with cluster state, and with central charge $c=m/2$
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Abstract

An infinite number of spin chains are solved and it is derived that the ground-state phase transitions belong to the universality classes with central charge $c = m/2$, where $m$ is an integer. The models are diagonalized by automatically obtained transformations, many of which are different from the Jordan-Wigner transformation. The free energies, correlation functions, string order parameters, exponents, central charges, and the phase diagram are obtained. Most of the examples consist of the stabilizers of the cluster state. A unified structure of the one-dimensional XY and cluster-type spin chains is revealed, and other series of solvable models can be obtained through this formula.
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§ 1 Introduction

Lattice spin models are one of the most basic subjects in statistical physics, mathematical physics, and condensed matter physics. Equivalences or common structures often appear between one-dimensional operators and one- and two-dimensional lattice models. Onsager solved [1] the rectangular Ising model, Kaufman and Onsager found [2] the exact form of the spontaneous magnetization, with the help of a one-dimensional operator [3], that commutes with the transfer matrix. Nambu also solved [4] the rectangular Ising model in 1950; a key structure of his derivation was a one-dimensional operator. Both operators are a kind of the XY chain.

In the 2000s, the cluster state was introduced, and investigated as a resource state for measurement-based quantum computation (MBQC) [5][6][7]. The cluster model is a spin model in which the ground state is a cluster state. In one-dimension, the cluster model was already solved by Suzuki [8] in 1971, and the one-dimensional cluster model (and its generalizations) have been investigated by many authors [9][22]. It is known that the free energies of the one-dimensional Kitaev model and the one-dimensional cluster model are identical to that of the transverse Ising chain (see for example [23] and [11][13]).

Recently, a simple formula was introduced [24], in which solvable Hamiltonians and transformations to derive the free energy can be obtained through the commutation relations. The formula is summarized as follows: Let us consider a series of operators \( \{ \eta_j \} \) \((j = 1, 2, \ldots, M)\). The operators \( \eta_j \) and \( \eta_k \) are called 'adjacent' when \((j, k) = (j, j + 1) \) \((1 \leq j \leq M - 1)\), or \((j, k) = (M, 1)\). Let the operators \( \eta_j \) satisfy the commutation relations

\[
\eta_j \eta_k = \begin{cases} 
1 & j = k, \\
-\eta_k \eta_j & \eta_j \text{ and } \eta_k \text{ are adjacent} \\
\eta_k \eta_j & \text{otherwise}.
\end{cases}
\]

(1)

Then the Hamiltonian

\[
-\beta \mathcal{H} = \sum_{j=1}^{M} K_j \eta_j
\]

(2)

is mapped to the free fermion system by the transformation

\[
\varphi_j = \frac{1}{\sqrt{2}} e^{\frac{i\pi}{2} \eta_0 \eta_1 \eta_2 \cdots \eta_j} \quad (0 \leq j \leq M - 1),
\]

(3)

where \( \eta_0 \) is an initial operator satisfying \( \eta_0^2 = -1 \), \( \eta_0 \eta_1 = -\eta_1 \eta_0 \), and \( \eta_0 \eta_k = \eta_k \eta_0 \) \((2 \leq k \leq M - 1)\), which is introduced for convenience. We find that
$$(-2i)\varphi_j \varphi_{j+1} = \eta_{j+1},$$ and for all $j, k$ that

$$\{\varphi_j, \varphi_k\} = \varphi_j \varphi_k + \varphi_k \varphi_j = \delta_{jk}. \quad (4)$$

Hence the Hamiltonian (2) is written as a sum of two-body products of the Majorana fermion operators $\varphi_j$, and thus can be diagonalized.

The transformation (3) is automatically generated from $\{\eta_j\}$, and only the commutation relation (1) is needed to obtain the free energy. This procedure is, therefore, quite general. The operators $\eta_{2j-1}^{(1)} = \sigma_j^x$ and $\eta_{2j}^{(1)} = \sigma_j^y \sigma_{j+1}^x$ for $j \geq 1$, and $M = 2N$, $\sigma_{N+1}^x = \sigma_1^x$, $\eta_0^{(1)} = i\sigma_1^y$, satisfy the conditions, and in this case (2) is the Hamiltonian of the one-dimensional transverse Ising model.

The operators $\eta_{2j-1}^{(2)} = \sigma_j^x \sigma_{j-1}^x$ and $\eta_{2j}^{(2)} = \sigma_j^y \sigma_{j+1}^y$ for $j \geq 1$, and $M = N$, $\sigma_{N+1}^y = \sigma_1^y$, $\eta_0^{(2)} = i\sigma_1^y$, also satisfy the conditions, and in this case (2) is the Hamiltonian of the one-dimensional Kitaev model. The known fact that the free energies of these two models are identical is naturally explained from this formula.

Hereafter, $\varphi_j^{(k)}$ and $\mathcal{H}^{(k)}$ denote $\varphi_j$ and $\mathcal{H}$ generated from $\{\eta_j^{(k)}\}$, respectively, where $\{\eta_j^{(k)}\}$ is a series of operators satisfying (1). It should be stressed that in the cases of $\{\eta_j^{(1)}\}$ and $\{\eta_j^{(2)}\}$, the transformation (3) is intrinsically the Jordan-Wigner transformation. However, when we introduce $\eta_{2j-1}^{(3)} = \sigma_j^x \sigma_{j-1}^z \sigma_{j+1}^x$ and $\eta_{2j}^{(3)} = \sigma_j^z \sigma_{j+1}^x \sigma_{j+2}^x$ ($j \geq 1$), where $1_j$ is the unit operator, we obtain a solvable model generated from this series of operators, and together with an initial operator $\eta_0^{(3)} = i\sigma_1^x \sigma_2^x$, we find that the transformation (3) that diagonalize (2) is

$$\varphi_{2j}^{(3)} = \frac{1}{\sqrt{2}} (\prod_{\nu=1}^{j} 1_{2\nu-1} \sigma_{2\nu}^z) \sigma_{2j+1}^x \sigma_{2j+2}^x,$$

$$\varphi_{2j+1}^{(3)} = \frac{1}{\sqrt{2}} (\prod_{\nu=1}^{j} 1_{2\nu-1} \sigma_{2\nu}^z) 1_{2j+1} \sigma_{2j+2}^y \sigma_{2j+3}^x \quad (j = 0, 1, 2, 3, \ldots). \quad (5)$$

When we introduce $\eta_{2j-1}^{(4)} = \sigma_j^x \sigma_{j-3}^x \sigma_{j-2}^z \sigma_{j-1}^x$ and $\eta_{2j}^{(4)} = \sigma_j^z \sigma_{j-1}^x \sigma_{j+1}^x$ ($j \geq 1$), we obtain another solvable model, and together with an initial operator $\eta_0^{(4)} = \ldots$
\[ (-i)\sigma^z_j, \text{ we find that the transformation } (3) \text{ that diagonalize } (2) \text{ is} \]

\[ \varphi^{(4)}_{2j} = \frac{(-1)^{j-1}}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma^y_{4\nu-3} \sigma^z_{4\nu-2} \sigma^y_{4\nu-1} 1_{4\nu} \right) \sigma^z_{4j+1}, \]

\[ \varphi^{(4)}_{2j+1} = \frac{(-1)^j}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma^y_{4\nu-3} \sigma^z_{4\nu-2} \sigma^y_{4\nu-1} 1_{4\nu} \right) \sigma^y_{4j+1} \sigma^z_{4j+2} \sigma^x_{4j+3} \]

\[ (j = 0, 1, 2, 3, \ldots). \] (6)

Transformations (5) and (6) are different from the Jordan-Wigner transformation. These transformations are automatically generated from the series of operators.

The one-dimensional XY model, the two-dimensional Ising model, and other unsolved composite models can be diagonalized through this formula[24]. The Jordan-Wigner transformation is a special case of (3). In this paper, the diagonalization method in [24] is applied to the XY and cluster type interactions, and an infinite number of solvable spin chains are obtained. Specifically, extreme generalizations of the XY chain are investigated, their correlation functions and critical exponents are obtained, and it is derived that these models show a universal phase diagram and common critical behavior with central charge \( c = m/2 \). The arguments written in terms of \( \eta_j \) and \( \varphi_j \) are valid for all of them, and therefore an unified structure of an infinite number of spin chains is found through this formula.

\section{Model and the free energy}

Let \( N \) be the number of sites, and \( N/2 \) and \( M/4 \) be positive integers. Let us introduce the notation \( \varphi_{2j-2} = \varphi_1(j) \) and \( \varphi_{2j-1} = \varphi_2(j) \). In the case of \{\( \eta_j^{(1)} \}\), we find \((+2i)\varphi_2^{(1)}(j)\varphi_1^{(1)}(j) = \sigma^z_j, (-2i)\varphi_2^{(1)}(j)\varphi_1^{(1)}(j+1) = \sigma^y_j \sigma^x_{j+1}. \) Let us then generally consider the Hamiltonian which is composed by two-body products
of $\varphi_{\tau}(j)$ as

$$
-\beta \mathcal{H} = \sum_{l} K_l \sum_{j=1}^{M/2} (-2i)\varphi_2(j)\varphi_1(j + l) \\
+ \sum_{l>0} K_l^{(1)} \sum_{j=1}^{M/2} (+2i)\varphi_1(j)\varphi_1(j + l) \\
+ \sum_{l>0} K_l^{(2)} \sum_{j=1}^{M/2} (-2i)\varphi_2(j)\varphi_2(j + l). \tag{7}
$$

Each term in (7) is written as a product of $\eta_j$, for example,

$$
(-2i)\varphi_2(j)\varphi_1(j + 1) = \eta_{2j},
$$

$$
(+2i)\varphi_2(j)\varphi_1(j) = \eta_{2j-1}, \tag{8}
$$

and generally

$$
(-2i)\varphi_2(j)\varphi_1(j + l) = (-1)^{l-1}\eta_{2j}\eta_{2j+1}\cdots\eta_{2j+2l-2},
$$

$$
(-2i)\varphi_2(j)\varphi_1(j - l) = (-1)^{l-1}\eta_{2j-2l-1}\eta_{2j-2l}\cdots\eta_{2j-1}. \tag{9}
$$

In the case of the operators $\{\eta_j^{(1)}\}$, we find for example

$$
(-2i)\varphi_2^{(1)}(j)\varphi_1^{(1)}(j + 3) = \sigma_j^x\sigma_{j+1}^z\sigma_{j+2}^x\sigma_{j+3}^x \\
(+2i)\varphi_2^{(1)}(j)\varphi_1^{(1)}(j + 2) = \sigma_j^x\sigma_{j+1}^z\sigma_{j+2}^x \\
(-2i)\varphi_2^{(1)}(j)\varphi_1^{(1)}(j + 1) = \sigma_j^x\sigma_{j+1} \\
(+2i)\varphi_2^{(1)}(j)\varphi_1^{(1)}(j) = \sigma_j^z \\
(-2i)\varphi_2^{(1)}(j)\varphi_1^{(1)}(j - 1) = \sigma_{j-1}^y\sigma_j^y \\
(+2i)\varphi_2^{(1)}(j)\varphi_1^{(1)}(j - 2) = \sigma_{j-2}^y\sigma_{j-1}^z\sigma_j^y \\
(-2i)\varphi_2^{(1)}(j)\varphi_1^{(1)}(j - 3) = \sigma_{j-3}^y\sigma_{j-2}^z\sigma_{j-1}^y\sigma_j^y. \tag{10}
$$

Thus the transverse Ising model, the XY model, and the cluster models are generated from $\{\eta_j^{(1)}\}$. The interactions (10) are those introduced and diagonalized in [8]. Each series of operators $\{\eta_j^{(k)}\}$ that satisfy (11) thus provides an infinite number of solvable Hamiltonians; other series of new solvable interactions can be generated from other $\{\eta_j^{(k)}\}$. 
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There appear, however, an additional factor at the boundary, for example,

\[ (-2i)\varphi_2(M/2)\varphi_1(1) = (i^M \eta_1 \cdots \eta_M)\eta_M. \]  

(11)

It is straightforward to convince that the cyclic boundary condition for \( \eta_j \) yields the definition that

\[ \varphi_\tau(M/2 + l) = \begin{cases} +\varphi_\tau(l) & i^M \eta_1 \cdots \eta_M = +1 \\ -\varphi_\tau(l) & i^M \eta_1 \cdots \eta_M = -1, \end{cases} \]  

(12)

where \( \tau = 1, 2 \) and \( i^M \eta_1 \cdots \eta_M \) is hermitian and its eigenvalues are \( \pm 1 \).

Let us introduce Fourier transformations of \( \varphi_\tau(j) \) as

\[ \varphi_\tau(j) = \frac{1}{\sqrt{M/2}} \sum_{0 < q < \pi} (e^{iq\eta}C_\tau(q) + e^{-iq\eta}C_\tau^\dagger(q)), \]  

(13)

where

\[ \{C_\tau^\dagger(p), C_s(q)\} = \delta_{pq}\delta_{rs}, \quad \{C_\tau(p), C_s(q)\} = 0. \]  

(14)

According to (12), \( q = \frac{\rho}{M/2} \pi \), where \( \rho = \text{even} \) and \( \rho = \text{odd} \) for \( i^M \eta_1 \cdots \eta_M \) is +1 and -1, respectively. The Hamiltonian (7) is expressed as

\[ -\beta H = \sum_{0 < q < \pi} (2i)[L(q)C_1(q)C_1^\dagger(q) + L(q)^\dagger C_1^\dagger(q)C_2(q)], \]

\[ + \sum_{0 < q < \pi} (2i)L_1(q)(C_1^\dagger(q)C_1(q) - \frac{1}{2}) \]

\[ + \sum_{0 < q < \pi} (2i)L_2(q)(C_2(q)C_2(q) - \frac{1}{2}), \]  

(15)

where

\[ L(q) = \sum_l K_l e^{iql}, \]

\[ L_\tau(q) = \sum_{l > 0} K_l^{(\tau)} (e^{iql} - e^{-iql}) \quad (\tau = 1, 2), \]  

(16)

and \( L(q)^\dagger \) is the complex conjugate of \( L(q) \). We have used the relation \( \sum_{0 < q < \pi} \cos ql = 0 \). Hamiltonian (15) is written as a sum of contributions from each \( q \), which
commute with each other, and which can be expressed as a block-diagonal matrix with respect to the bases $|0\rangle, C_l^1(q)|0\rangle, C_l^2(q)|0\rangle, C_l^3(q)C_l^4(q)|0\rangle$, as

$$\sum_{0<q<\pi} \begin{bmatrix} -iL_1(q) + iL_2(q) & 0 & 0 & 0 \\ 0 & iL_1(q) + iL_2(q) & 2iL(q) & 0 \\ 0 & -2iL(q) & -iL_1(q) - iL_2(q) & 0 \\ 0 & 0 & 0 & iL_1(q) - iL_2(q) \end{bmatrix}_q.$$  \hspace{1cm} (17)

Note that $L_1(q)$ and $L_2(q)$ are pure imaginary when $K^{(1)}$ and $K^{(2)}$ are real. Diagonalization of (17) corresponds to the Bogoliubov transformation. The spin space is a $2^N$-dimensional Hilbert space, and here we find $M/4$ different $q$ in $0 < q < \pi$, and therefore $4^M/4^4$ eigenvalues. Then we find $g_N = 2^N/4^M/4 = 2^{N-M/2}$-fold degeneracy for each state. The partition function is obtained from the eigenvalues as

$$Z = g_N \prod_{0<q<\pi} (e^{\lambda(q)} + e^{-\lambda(q)} + e^{\Lambda(q)} + e^{-\Lambda(q)}),$$ \hspace{1cm} (18)

where

$$\lambda(q) = iL_1(q) - iL_2(q),$$

$$\Lambda(q) = [4LL^\dagger + (iL_1(q) + iL_2(q))^2]^{1/2}.$$ \hspace{1cm} (19)

Let us, for example, consider $\{\eta^{(1)}_j\}$, where $M = 2N$. Let $K_0 = -h$, $K_1 = K$, and the other coefficients be zero in (7), then we obtain

$$\frac{-\beta f}{N} = \lim_{N \to \infty} \frac{\log Z}{N} = \frac{1}{\pi} \int_0^\pi \log(e^{\lambda(q)} + e^{-\lambda(q)}) dq,$$

$$\Lambda(q) = 2\sqrt{K^2 + h^2 - 2hK \cos q},$$ \hspace{1cm} (20)

which is the free energy of the transverse Ising chain. When $K_\kappa = -h$, $K_{\kappa+m} = K$ ($m \neq 0$), and the other coefficients are all zero, it is easy to show that the free energy is identical to (20). (Generally if $L_1(q) = L_2(q) = 0$, the free energy is invariant under $L(q) \mapsto e^{i\kappa q}L(q)$.) The Hamiltonian of the transverse Ising chain, and the one-dimensional cluster models investigated in [11] and [13], are generated from $\{\eta^{(1)}_j\}$, with $(\kappa, m) = (0, 1), (0, 2)$ and $(-1, 3)$, respectively. The coincidences of their free energies are explained from this invariance.

We already noticed from (11) that the XY model is generated from $\{\eta^{(1)}_j\}$. Let us, however, consider $\{\eta^{(2)}_j\}$ and introduce the shifted operators $\tilde{\eta}^{(2)}_{2j-1} = \sigma^y_{2j-1}\sigma^y_{2j}$ and $\tilde{\eta}^{(2)}_{2j} = \sigma^x_{2j}\sigma^x_{2j+1}$. Then $H^{(2)} + \tilde{H}^{(2)}$ involves the interactions


\[ K_x(2i)\varphi_2^{(2)}(j)\varphi_1^{(2)}(j) + K_y(2i)\varphi_2^{(2)}(j)\varphi_1^{(2)}(j) = K_x\sigma_{2j-1}^x\sigma_{2j}^x + K_y\sigma_{2j-1}^y\sigma_{2j}^y, \]

and thus complete XY interactions are realized from two Kitaev chains. The XY model, therefore, is also generated from \( \{\eta_j^{(2)}\} \) and \( \{\bar{\eta}_j^{(2)}\} \). Operators \( \eta_j^{(2)} \) and \( \bar{\eta}_k^{(2)} \) commute for all \( j, k \), and hence \( \mathcal{H}^{(2)} + \tilde{\mathcal{H}}^{(2)} \) can be diagonalized with our formula.

Let us here consider Table 1 and Table 2. In the case of \( (k, n, l) = (3, 1, 1) \) in Table 2, for example, we find the operators \( \eta_{2j-1}^{(3,1,1)} = \sigma_{2j-1}^x\sigma_{2j}^x\sigma_{2j+1}^x \) and \( \eta_{2j}^{(3,1,1)} = \sigma_{2j}^x\sigma_{2j+1}^2+1\sigma_{2j+2}^x \). In this case, we can also introduce the shifted operators \( \tilde{\eta}_{2j-1}^{(3,1,1)} = \sigma_{2j}^x\sigma_{2j+1}^x\sigma_{2j+2}^x \) and \( \tilde{\eta}_{2j}^{(3,1,1)} = \sigma_{2j+1}^x\sigma_{2j+2}^2\sigma_{2j+3}^x \). Operators \( \eta_j^{(3,1,1)} \) and \( \bar{\eta}_k^{(3,1,1)} \) commute for all \( j, k \), and two series of operators \( \{\eta_j^{(3,1,1)}\} \) and \( \{\bar{\eta}_j^{(3,1,1)}\} \) generate the complete Hamiltonian \( (k, n, l) = (3, 1, 1) \) in Table 1. Several series of shifted operators are generally needed to construct total Hamiltonian.

Examples of other solvable Hamiltonians are listed in Table 1. Some examples of \( \{\eta_j^{(k,n,l)}\} \), and other interactions that can be found in (7), are listed in Table 2. The operators \( \eta_j^{(1,0,1)}, \eta_j^{(2,1,0)}, \eta_j^{(3,1,1)}, \) and \( \eta_j^{(4,1,-)} \) are those written as \( \eta_j^{(1)}, \eta_j^{(2)}, \eta_j^{(3)}, \) and \( \eta_j^{(4)} \), respectively, in Introduction. The initial operators \( \eta_0^{(k,n,l)} \) and the transformations \( \varphi_j^{(k,n,l)} \) that diagonalize (7) are also given in Table 2. The models except the cases \( (k, n, l) = (1, 0, 1) \) and \( (2, 1, 0) \) cannot be solved by the Jordan-Wigner transformation.

\section{Ground state correlation functions}

Operators \((-2i)\varphi_2(j)\varphi_1(j+\kappa)\) in the Hamiltonian (7) commute with each other and form stabilizers \[25][26], i.e.

\[ (-2i)\varphi_2(j)\varphi_1(j+\kappa)|\Phi\rangle = \epsilon_j|\Phi\rangle, \]

where \( \epsilon_j = +1 \) or \(-1\), and a set of values \( \{\epsilon_j\} \) specify a subspace of the Hilbert space. Specifically, we find \((-2i)\varphi_2^{(1)}(j)\varphi_1^{(1)}(j+2) = \sigma_j^x\sigma_{j+1}^x\sigma_{j+2}^x\), and the state \( |\Phi\rangle \) that satisfy \( \sigma_j^x\sigma_{j+1}^x\sigma_{j+2}^x|\Phi\rangle = |\Phi\rangle \) for all \( j \) is the cluster state. (Operators \( \{(+2i)\varphi_2^{(3)}(j)\varphi_1^{(3)}(j)\} \) together with the shifted operators \( \{(+2i)\varphi_2^{(3)}(j)\varphi_1^{(3)}(j)\} \) also form stabilizers of the cluster state.)

The string order parameters are obtained from products of \((−2i)\varphi_2(j)\varphi_1(j+\kappa)\)
\( I_\kappa(n) = \langle \prod_{j=i}^{i+n-1} (-2i) \varphi_2(j) \varphi_1(j + \kappa) \rangle_0, \) \hspace{1cm} (22)

where \( \langle \rangle_0 \) is the ground-state expectation value. Non-vanishing value of \( I_\kappa(n) \) indicates the presence of the order stabilized by these operators. In the case of \{\eta_j^{(1)}\}, for example,

\[
I_1^{(1)}(n) = \langle \prod_{j=i}^{i+n-1} \sigma_j^x \sigma_{j+1}^x \rangle_0 = \langle \sigma_i^x \sigma_{i+n}^x \rangle_0,
\]

\[
I_2^{(1)}(n) = \langle \prod_{j=i}^{i+n-1} \sigma_j^y \sigma_{j+1}^y \sigma_{j+2}^x \rangle_0
= (-1)^{n-2} \langle \sigma_i^y \sigma_{i+1}^y (\sigma_{i+2}^y \cdots \sigma_{i+n-1}^y) \sigma_{i+n}^y \sigma_{i+n+1}^x \rangle_0. \tag{23}
\]

In the case of \{\eta_j^{(2)}\},

\[
I_1^{(2)}(n) = \langle \prod_{j=i}^{i+n-1} \sigma_j^y \sigma_{j+1}^y \rangle_0 = \langle \sigma_{2i}^y \sigma_{2i+1}^y \cdots \sigma_{2i+2n-1}^y \rangle_0,
\]

\[
I_2^{(2)}(n) = \langle \prod_{j=i}^{i+n-1} (-1) \sigma_j^y \sigma_{j+1}^z \sigma_{j+2}^x \sigma_{j+3}^y \rangle_0
= (-1)^n \langle \sigma_{2i}^y \sigma_{2i+1}^z (\sigma_{2i+2}^y \cdots \sigma_{2i+2n-1}^y) \sigma_{2i+2n}^y \sigma_{2i+2n+1}^z \rangle_0. \tag{24}
\]

Here \( I^{(k)}_\kappa(n) \) is a correlation function of the model generated from \{\eta_j^{(k)}\}. Note that \( I^{(k)}_\kappa(n) \) is independent of \( k \), because there remains no difference when they are written by \( \eta_j \). Stabilizers and the corresponding string order parameters are listed in Table 3.

Let us consider the case \( L_1(q) = L_2(q) = 0 \). The Hamiltonian (15) is diagonalized by the canonical transformation

\[
\xi_1(q) = (iLC_1(q) - \sqrt{LL^\dagger} C_2(q)) / \sqrt{2LL^\dagger},
\]

\[
\xi_2(q) = (iLC_1(q) + \sqrt{LL^\dagger} C_2(q)) / \sqrt{2LL^\dagger}, \tag{25}
\]

as

\[
-\beta \mathcal{H} = 2\sqrt{LL^\dagger} \sum_{0 < q < \pi} (\xi_1(q)^\dagger \xi_1(q) - \xi_2(q)^\dagger \xi_2(q)). \tag{26}
\]
The ground state is realized when \( \xi_1(q)\xi_1(q) = 1 \), \( \xi_2(q)\xi_2(q) = 0 \) for all \( q \), and in this case \( \langle \xi_1(q)\xi_1(q) \rangle_0 = 1 \), \( \langle \xi_1(q)\xi_2(q) \rangle_0 = \langle \xi_1(q)\xi_2(q) \rangle_0 = \langle \xi_2(q)\xi_2(q) \rangle_0 = 0 \). The ground state correlation function is obtained as

\[
\frac{1}{M/2} \sum_{j=1}^{M/2} (-2i)\varphi_2(j)\varphi_1(j + \kappa) \quad 0
\]

\[
= (+2i) \frac{1}{M/2} \sum_{0 < q < \pi} (e^{iq\kappa} \langle C_1(q)C_2(q) \rangle_0 + e^{-iq\kappa} \langle C_1(q)C_2(q) \rangle_0)
\]

\[
= \frac{1}{M/2} \sum_{0 < q < \pi} (e^{iq\kappa} \sqrt{LL^\dagger / L} + e^{-iq\kappa} \sqrt{LL^\dagger / L})(\langle \xi_1(q)\xi_1(q) \rangle_0 - \langle \xi_2(q)\xi_2(q) \rangle_0)
\]

\[
= \frac{1}{M/2} \sum_{0 < q < \pi} \frac{L^\dagger e^{iq\kappa} + L e^{-iq\kappa}}{\sqrt{LL^\dagger}}
\]

(27)

In the limit \( M \to \infty \),

\[
\langle (-2i)\varphi_2(j)\varphi_1(j + \kappa) \rangle_0 = \frac{1}{2\pi} \int_0^\pi L^\dagger e^{iq\kappa} + L e^{-iq\kappa} \sqrt{LL^\dagger} \ dq.
\]  

(28)

One can also derive that

\[
\langle (-2i)\varphi_1(j)\varphi_1(j + \kappa) \rangle_0 = \langle (-2i)\varphi_2(j)\varphi_2(j + \kappa) \rangle_0 = 0 \quad (\kappa \neq 0)
\]  

(29)

at the ground state.

Because of the expression of \( \varphi_{\tau}(j) \) given in (13)-(14), and the fact (29), and with the use of the Wick’s theorem, the string order parameter (22) is expressed as

\[
\sum_P \langle \text{sgn} P \rangle \prod_{j=i}^{i+n-1} \langle (-2i)\varphi_2(j)\varphi_1(P(j + \kappa)) \rangle_0,
\]  

(30)

where \( P \) are the permutations of the indices. The sum (30) is the determinant of the matrix \( G_n \), where \( (G_n)_{\mu\nu} = \langle (-2i)\varphi_2(j + \mu - 1)\varphi_1(j + \kappa + \nu - 1) \rangle_0 \).
§ 4 Ground state phase transitions

Let us here consider the Hamiltonian

\[ -\beta H = K_\kappa \sum_{j=1}^{M/2} \varphi_2(j)\varphi_1(j + \kappa) \]

\[ + K_{\kappa-m} \sum_{j=1}^{M/2} \varphi_2(j)\varphi_1(j + \kappa - m) + K_{\kappa+m} \sum_{j=1}^{M/2} \varphi_2(j)\varphi_1(j + \kappa + m), \]

where \( m \) is a positive integer. This Hamiltonian (31) is a generalization of the XY chain, and includes many important models. Let \((k, n, l) = (1, 0, 1)\) in Table 2. Then the case \( \kappa = 0 \) and \( m = 1 \) is the XY chain with an external field. The case \( \kappa = 1 \) and \( m = 1 \) includes the cluster model with the Ising interaction. Let \((k, n, l) = (2, 1, 0)\), then the case \( \kappa = 0 \) and \( m = 1 \) is the one-dimensional Kitaev model with an additional interaction. Let \((k, n, l) = (3, 1, 1)\), then the case \( \kappa = 0 \) and \( m = 1 \) includes the cluster model with next-nearest neighbor interaction. The cases \((k, n, l) = (1, 0, 1), (3, 1, 1), (3, 1, 2), (3, 1, 3), (4, 1, -), \) and \((11, -, -)\) include the stabilizers of the cluster state, and various generalizations of the one-dimensional cluster model are obtained in the framework of (31).

In the case of (31), we find

\[ L(q) = K_{\kappa-m} e^{iq(\kappa-m)} + K_\kappa e^{iq\kappa} + K_{\kappa+m} e^{iq(\kappa+m)}. \]

Let \( K_\kappa = -K \neq 0, K_{\kappa+m} = K(1 + \gamma_1)/2, K_{\kappa-m} = K(1 - \gamma_2)/2, \) and consider the asymptotic form of \( I_\kappa(n) \). Let \((G_n)_{\mu\nu} = \frac{K_\kappa}{|K_\kappa|} (M_n)_{\mu\nu} \). The matrix \( M_n \) is a Toeplitz determinant, i.e. the \((\mu, \nu)\) element depends only on \( \nu - \mu = \tau \), \((M_n)_{\mu\nu} = (M_n)_{\tau} \), and thus the Szegö’s theorem can be applied. Let us introduce \( f(p) \) by the relation

\[ (M_n)_{\tau} = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-ip\tau} f(p) \, dp. \]

Then the Szegö’s theorem says that the asymptotic form of \( \det M_n \) is

\[ \lim_{n \to \infty} \frac{\det M_n}{\lambda^n} = \exp(\sum_{n=1}^{\infty} n g_n g_{-n}), \]

where

\[ g_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-ipn} \ln f(p) \, dp, \]
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and \( \lambda = \exp g_0 \). We obtain, from (28) and (33), that

\[
f(p) = \frac{L(p)}{\sqrt{L(p)L^*(p)}} e^{-ip\kappa} / |K\kappa|^{1/2},
\]

where \( \alpha_1 = K_{\kappa+m}/K\kappa \) and \( \alpha_2 = K_{\kappa-m}/K\kappa \). With the use of the formula

\[
1 + \alpha_1 e^{ipm} + \alpha_2 e^{-ipm} = A(1 + \alpha_1 e^{ipm})(1 + \alpha_2 e^{-ipm}),
\]

where \( a_1 = \alpha_1 t, a_2 = \alpha_2 t, t = 2/(1 + \sqrt{1 - 4a_1a_2}) \), the factor \( A \) is independent of \( p \), and the formula

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-ipm} \ln(1 + a e^{ipm}) dp = \frac{1}{2\pi i} \int_{C} \sum_{l=1}^{\infty} (-1)^{l-1} a^l / l \ln |z^{1+n-ml}| dz
\]

\[
= \left\{ \begin{array}{ll}
(-1)^{l-1} a^l / l & n = ml, l \geq 1 \\
0 & \text{otherwise}
\end{array} \right.,
\]

where \( |a| < 1, z = e^{ip} \), and \( C \) is the unit circle, we obtain, for \( |a_1| < 1 \) and \( |a_2| < 1 \), that

\[
g_n = \left\{ \begin{array}{ll}
(-a_2)^l / 2l - (-a_1)^l / 2l & n = ml > 0 \\
0 & n \neq ml > 0,
\end{array} \right.
\]

\[
g_{-n} = -g_n \quad (n \neq 0), \quad g_0 = 0.
\]

Thus we obtain

\[
I_{\kappa}(n) \simeq (K_{\kappa}/|K\kappa|)^n [(1 - a_1^2)(1 - a_2^2)(1 - a_1a_2)^{-2}]^{m/4}.
\]

If \( |a_1| > 1 \) or \( |a_2| > 1 \), it is easy to show that \( \sum_n n g_n g_{-n} \rightarrow -\infty \) and \( I_{\kappa}(n) \rightarrow 0 \). Similarly, we can derive the asymptotic form of \( I_{\kappa \pm m}(n) \), and the results are summarized in Figure 1.

Specifically in the case of \( \{\eta_j^{(1)}\}, \kappa = 1, m = 1, \) and \( K_2 = 0 \) yield the transverse Ising chain, and from (23),

\[
\langle \sigma_i^x \rangle_0^2 = \lim_{n \rightarrow \infty} |\langle \sigma_i^x \sigma_{i+n}^x \rangle_0| \simeq (1 - (K_0/K_1)^2)^{1/4}.
\]

We thus obtain \( \beta = 1/8 \), which is also the critical exponent of the spontaneous magnetization of the rectangular Ising model.
§ 5 Central charge

Let us consider the central charge of the transition on the critical line $\gamma_2 = \gamma_1 \neq 0$. Let $M = \tau N$ and write $\gamma_1 = \gamma$. From the dispersion relation

$$\Lambda(q) = 2\sqrt{LL} \sim 2|\gamma K| \frac{2}{\tau} \left| \frac{l \pi}{N} \right| \quad \left( \frac{l \pi}{N} \pi = p \simeq 0 \right) \quad (42)$$

the conformal invariant normalization of the Hamiltonian is obtained [28] from the condition

$$4|\gamma K|m/\tau = 1. \quad (43)$$

The central charge can be obtained [29] [30] (see also [31]) from the finite size effect of the ground-state energy:

$$E_0 = - \sum_{0 < q < 2\pi} 2|\gamma K||\sin \frac{mq}{2}| [1 - \frac{\gamma^2 - 1}{\gamma^2} \sin^2 \frac{mq}{2}]^{1/2}. \quad (44)$$

With the use of (43), and the relations such as

$$\sum_{k=1}^{M/2} \left| \sin \frac{mq}{2} \right| = m \Im \sum_{k=1}^{M/2 - 1} e^{i \frac{(2k-1)\pi}{M/2}} = \frac{m \pi}{m \pi}, \quad (45)$$

where $q = \frac{(2k-1)\pi}{M/2}$, the term proportional to $1/N$ in (44) is obtained as

$$-2|\gamma K|m \frac{1}{6} \frac{m \pi}{\tau N} = -\frac{m \pi}{12N}. \quad (46)$$

This term should be equal to $-c\pi/6N$, which results in the central charge $c = m/2$. Similarly on the critical line $\gamma_2 = -\gamma_1 < 0$, we obtain $c = 2m/2$. The XY chain [31] and the cluster models investigated in [13] and [21] are obtained from $\{\eta_j^{(1)}\}$, and correspond to the cases with $m = 1$, $m = 3$, and general $m$, respectively.

One can convince that the operators in (31) are classified into $m$ number of subsets $\{\varphi_2(\rho + ml)\varphi_1(\rho + ml), \varphi_2(\rho + ml)\varphi_1(\rho + ml \pm m), l = 1, 2, 3, \ldots\}$, where $\rho = 1, 2, \ldots, m$. The operators with different $\rho$ commute with each other, and thus the system is decoupled into $m$ number of XY chains, though all the $\{\varphi_2(j)\varphi_1(j)\}$, for example, are needed to form complete stabilizers of its ground state.

It is known that the models with the interactions (10), which are generated from $\{\eta_j^{(1)}\}$, can be regarded as coupled transverse Ising chains [21]. The universality classes of these cases are found in [21] (see also [32] [33]). The fact that
the local Hamiltonians in (31) are classified into \( m \) number of sub-series corresponds to this structure. The derivation in [21] relies on the explicit expression of \( \{ \eta_j^{(1)} \} \) by the Pauli operators, and valid for the series generated from \( \{ \eta_j^{(1)} \} \). Here it is derived the same decouplings are found in the models generated from other \( \{ \eta_j^{(k)} \} \), and correspondingly we obtain the central charge \( c = m/2 \).

§ 6 Conclusion

In this paper, we considered and applied a general framework by which series of solvable spin models can be obtained. We construct models which consist of stabilizers, and thus have corresponding ground states, for example the cluster state. The free energies, correlation functions, string order parameters, exponents, central charges, and the phase diagram are derived exactly. This formula clarifies a systematic structure of one-dimensional generalized cluster-type models, which are also extreme generalizations of the XY chain. We show, in Table 1, examples of solvable Hamiltonians, and we show, in Table 2, examples of operators which satisfy (11), each of which generates infinite series of solvable spin chains, and many of which involve stabilizers of the cluster state. It is easy to find series of operators that satisfy (11), and thus one can obtain an infinite number of solvable Hamiltonians, with ground-state phase transitions with central charge \( c = m/2 \).

It is known that the one-dimensional cluster state is a state in which the localizable entanglement length [34][35] is infinite [12], and hence considered to be a candidate for quantum computational wire [36]. In Table 2, the operators \( \sigma_j^x \sigma_{j+1}^z \sigma_{j+2}^x \) are stabilizers of the cluster state. These models may serve as candidates for quantum devices [37].

This formula basically relies only on the commutation relations, and hence \( \{ \eta_j \} \) do not need to be spin operators, is applicable to any space dimensions, and \( \mathcal{H} \) does not need to be an operator related to equilibrium problems. The transformation (3) is a stepping stone to go beyond the Jordan-Wigner transformation.

The author would like to thank Prof. M. Suzuki for his valuable comment.
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Table 1: Examples of solvable Hamiltonians \(-\beta\mathcal{H}(k, n, l)\) obtained as a linear combination of \(\eta_j\) and their shifted operators. Generalizations following (7) of these Hamiltonians can be found in Table 2.

| \((k, n, l)\) | \(-\beta\mathcal{H}(k, n, l)\) |
|----------------|----------------------------------|
| \((1, n, l)\)  | \(K_1 \sum_{j=1}^{N} \left( \prod_{\nu=1}^{n} \sigma_{j+\nu-1}^{z} \right) \left( \prod_{\nu=1}^{l} \sigma_{j+n+\nu-1}^{z} \right) \left( \prod_{\nu=1}^{n} \sigma_{j+n+l+\nu-1}^{z} \right) + K_2 \sum_{j=1}^{N} \sigma_{j}^{x} \sigma_{j+1}^{z} \) |
| \((2, n, l)\)  | \(K_1 \sum_{j=1}^{N} \left( \prod_{\nu=1}^{n} \sigma_{j+\nu-1}^{z} \right) \left( \prod_{\nu=1}^{l} \sigma_{j+n+\nu-1}^{z} \right) \left( \prod_{\nu=1}^{n} \sigma_{j+n+l+\nu-1}^{x} \right) + K_2 \sum_{j=1}^{N} \sigma_{j}^{y} \sigma_{j+1}^{y} \) |
| \((3, n, l)\)  | \(K_1 \sum_{j=1}^{N} \left( \prod_{\nu=1}^{n} \sigma_{j+\nu-1}^{z} \right) \sigma_{j+n}^{x} \left( \prod_{\nu=1}^{n} \sigma_{j+n+\nu}^{z} \right) + K_2 \sum_{j=1}^{N} \sigma_{j}^{z} \left( \prod_{\nu=1}^{l} 1_{j+\nu} \right) \sigma_{j+l+1}^{x} \) |
| \((4, n, -)\)  | \(K_1 \sum_{j=1}^{N} \sigma_{j}^{x} \left( \prod_{\nu=1}^{n} 1_{j+\nu} \right) \sigma_{j+n+1}^{x} + K_2 \sum_{j=1}^{N} \sigma_{j}^{z} \sigma_{j+1}^{z} \) |
| \((5, n, -)\)  | \(K_1 \sum_{j=1}^{N} \sigma_{j}^{z} \left( \prod_{\nu=1}^{n} 1_{j+\nu} \right) \sigma_{j+n+1}^{x} + K_2 \sum_{j=1}^{N} \sigma_{j}^{z} \) |
| \((6, n, -)\)  | \(K_1 \sum_{j=1}^{N} \sigma_{j}^{z} \left( \prod_{\nu=1}^{n} 1_{j+\nu} \right) \sigma_{j+n+1}^{x} + K_2 \sum_{j=1}^{N} \sigma_{j}^{z} \) |
| \((7, n, l)\)  | \(K_1 \sum_{j=1}^{N} \sigma_{j}^{z} \left( \prod_{\nu=1}^{n} \sigma_{j+\nu}^{z} \right) \sigma_{j+n+1}^{x} + K_2 \sum_{j=1}^{N} \sigma_{j}^{z} \left( \prod_{\nu=1}^{l} \sigma_{j+\nu}^{z} \right) \sigma_{j+l+1}^{x} \) |
| \((8, n, l)\)  | \(K_1 \sum_{j=1}^{N} \sigma_{j}^{z} \left( \prod_{\nu=1}^{n} \sigma_{j+\nu}^{z} \right) \sigma_{j+n+1}^{x} + K_2 \sum_{j=1}^{N} \sigma_{j}^{z} \left( \prod_{\nu=1}^{l} \sigma_{j+\nu}^{z} \right) \sigma_{j+l+1}^{y} \) |
| \((9, n, -)\)  | \(K_1 \sum_{j=1}^{N} \sigma_{j}^{x} \sigma_{j+1}^{z} \sigma_{j+2}^{z} \left( \prod_{\nu=1}^{n} \sigma_{j+2+\nu}^{z} \right) \sigma_{j+n+3}^{x} \sigma_{j+n+4}^{z} \sigma_{j+n+5}^{z} + K_2 \sum_{j=1}^{N} \sigma_{j}^{x} \left( \prod_{\nu=1}^{n+2} \sigma_{j+\nu}^{z} \right) \sigma_{j+n+3}^{x} \) |
| \((10, n, -)\) | \(K_1 \sum_{j=1}^{N} \sigma_{j}^{x} \sigma_{j+1}^{z} \sigma_{j+2}^{z} \sigma_{j+3}^{z} \sigma_{j+4}^{x} \left( \prod_{\nu=1}^{n} \sigma_{j+1+\nu} \right) \sigma_{j+n+2}^{x} \sigma_{j+n+3}^{x} + K_2 \sum_{j=1}^{N} \sigma_{j}^{x} \left( \prod_{\nu=1}^{n+2} \sigma_{j+\nu}^{z} \right) \sigma_{j+n+3}^{x} \) |
| \((11, -,-)\) | \(K_1 \sum_{j=1}^{N} \sigma_{j}^{x} \sigma_{j+1}^{z} \sigma_{j+2}^{z} \sigma_{j+3}^{z} \sigma_{j+4}^{x} \left( \prod_{\nu=1}^{n} \sigma_{j+1+\nu} \right) \sigma_{j+n+2}^{x} \sigma_{j+n+3}^{x} + K_2 \sum_{j=1}^{N} \sigma_{j}^{x} \sigma_{j+1}^{z} \sigma_{j+2}^{z} \) |
Table 2: Each \((k, n, l)\) provides a solvable Hamiltonian, where six interactions in \([7]\) are explicitly written. One can find the operators \(\{\eta^{(k,n,l)}_j\}\) in the second and third row of the first column, i.e. \(\eta^{(k,n,l)}_{2j-1} = +2i\varphi^{(k,n,l)}_2(j)\varphi^{(k,n,l)}_1(j)\) and \(\eta^{(k,n,l)}_{2j} = -2i\varphi^{(k,n,l)}_2(j)\varphi^{(k,n,l)}_1(j+1)\), from which a solvable series of interactions are generated. The initial operator \(\eta^{(k,n,l)}_0\) and the transformation \(\varphi^{(k,n,l)}_j\) that diagonalize the Hamiltonian are given in the last row. The first case \((k, n, l) = (1, 0, 1)\) includes the transverse Ising model, the XY model, and the cluster model, as special cases. The second case \((k, n, l) = (2, 1, 0)\) includes the one-dimensional Kitaev model. The operators \(\sigma^x_j\sigma^+_{j+1}\sigma^-_{j+2}\) are the stabilizers of the cluster state. Models except the cases \((1, 0, 1)\) and \((2, 1, 0)\) cannot be solved by the Jordan-Wigner transformation.

\[
\begin{array}{cccc}
(k, n, l) & \varphi^{(k,n,l)}_2 & \varphi^{(k,n,l)}_{2j} & \varphi^{(k,n,l)}_{2j+1} \\
-2i\varphi^{(k,n,l)}_2(j)\varphi^{(k,n,l)}_1(j-1) & \eta^{(k,n,l)}_{2j-1} & \varphi^{(k,n,l)}_2 & \varphi^{(k,n,l)}_1(j+1) \\
+2i\varphi^{(k,n,l)}_2(j)\varphi^{(k,n,l)}_1(k) & \eta^{(k,n,l)}_{2j} & \varphi^{(k,n,l)}_2 & \varphi^{(k,n,l)}_1(j+1) \\
-2i\varphi^{(k,n,l)}_2(j)\varphi^{(k,n,l)}_1(j+1) & \eta^{(k,n,l)}_{2j+1} & \varphi^{(k,n,l)}_2 & \varphi^{(k,n,l)}_1(j+1) \\
+2i\varphi^{(k,n,l)}_2(j)\varphi^{(k,n,l)}_1(j+2) & \eta^{(k,n,l)}_{2j+2} & \varphi^{(k,n,l)}_2 & \varphi^{(k,n,l)}_1(j+1) \\
\end{array}
\]
\[(3, 1, 1)\]
\[
\begin{align*}
\sigma_{2j-3}^x \sigma_{2j-2}^x 12j-1 \sigma_{2j}^x \sigma_{2j+1}^x \\
\sigma_{2j-1}^x \sigma_{2j}^x 12j+1 \\
\sigma_{2j}^x 12j+2 \\
\sigma_{2j}^x 12j+2 + 2 \sigma_{2j+3}^x + 3 \sigma_{2j+4}^x
\end{align*}
\]
\[i \sigma_1^x \sigma_2^x\]
\[\varphi^{(3, 1, 1)}_{2j} = \frac{1}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma_{2\nu-2}^x \sigma_{2\nu-1}^x \right) \sigma_{2j+1}^x \]
\[\varphi^{(3, 1, 1)}_{2j+1} = \frac{1}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma_{2\nu}^x \right) \sigma_{2j+2}^x + 2 \sigma_{2j+3}^x
\]

\[(3, 1, 2)\]
\[
\begin{align*}
\sigma_{3j-5}^x \sigma_{3j-4}^x 3j-3 \sigma_{3j-2}^x \sigma_{3j-1}^x \\
\sigma_{3j-2}^x \sigma_{3j-1}^x \sigma_{3j}^x \\
\sigma_{3j-13j}^x \sigma_{3j+1}^x \sigma_{3j+2}^x \\
\sigma_{3j+1}^x \sigma_{3j+2}^x 3j+1 \sigma_{3j+3}^x 3j+5
\end{align*}
\]
\[i l_1 \sigma_1^x \sigma_3^x\]
\[\varphi^{(3, 1, 2)}_{2j} = \frac{1}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma_{3\nu-2}^x \sigma_{3\nu-1}^x \sigma_{3\nu}^x \right) \sigma_{3j+1}^x \sigma_{3j+2}^x
\]
\[\varphi^{(3, 1, 2)}_{2j+1} = \frac{1}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma_{3\nu}^x \right) \sigma_{3j+2}^x \sigma_{3j+3}^x
\]

\[(3, 1, 3)\]
\[
\begin{align*}
\sigma_{4j-7}^x \sigma_{4j-6}^x 4j-5 \sigma_{4j-4}^x \sigma_{4j-3}^x \sigma_{4j-2}^x \sigma_{4j-1}^x \\
\sigma_{4j-5}^x \sigma_{4j-4}^x 14j \sigma_{4j-3}^x 14j \sigma_{4j-2}^x 14j \sigma_{4j-1}^x 14j \\
\sigma_{4j-2}^x 14j \sigma_{4j-13}^x 14j \sigma_{4j+2}^x 14j \sigma_{4j+3}^x 14j \sigma_{4j+4}^x
\end{align*}
\]
\[i l_1 \sigma_1^x \sigma_2^x\]
\[\varphi^{(3, 1, 3)}_{2j} = \frac{1}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma_{4\nu-3}^x \sigma_{4\nu-2}^x \sigma_{4\nu-1}^x \sigma_{4\nu}^x \right) 14j \sigma_{4j+1}^x \sigma_{4j+2}^x
\]
\[\varphi^{(3, 1, 3)}_{2j+1} = \frac{1}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma_{4\nu-2}^x \sigma_{4\nu-1}^x \sigma_{4\nu}^x \sigma_{4\nu+1}^x \right) \sigma_{4j+1}^x \sigma_{4j+2}^x \sigma_{4j+3}^x
\]

\[(4, 1, -)\]
\[
\begin{align*}
\sigma_{4j-7}^x \sigma_{4j-6}^x 4j-5 \sigma_{4j-4}^x \sigma_{4j-3}^x \sigma_{4j-2}^x \sigma_{4j-1}^x \\
\sigma_{4j-5}^x \sigma_{4j-4}^x 14j \sigma_{4j-3}^x 14j \sigma_{4j-2}^x 14j \sigma_{4j-1}^x 14j \\
\sigma_{4j-2}^x 14j \sigma_{4j-13}^x 14j \sigma_{4j+2}^x 14j \sigma_{4j+3}^x 14j \sigma_{4j+4}^x
\end{align*}
\]
\[i \sigma_1^x \]
\[\varphi^{(4, 1, -)}_{2j} = \frac{(-1)^{j-1}}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma_{4\nu-3}^x \sigma_{4\nu-2}^x \sigma_{4\nu-1}^x \sigma_{4\nu}^x \right) \sigma_{4j+1}^x
\]
\[\varphi^{(4, 1, -)}_{2j+1} = \frac{(-1)^{j}}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma_{4\nu-3}^x \sigma_{4\nu-2}^x \sigma_{4\nu-1}^x \sigma_{4\nu}^x \right) \sigma_{4j+1}^x \sigma_{4j+2}^x \sigma_{4j+3}^x
\]
(4, 2, −)

\[\sigma_{j-11}^{\sigma_{j}} - 10^{\sigma_{j}}_{j-9}^{\sigma_{j}}_{j-8}16^{\sigma_{j}}_{j-7}6^{\sigma_{j}}_{j-6}6^{\sigma_{j}}_{j-5}6^{\sigma_{j}}_{j-4}6^{\sigma_{j}}_{j-3}6^{\sigma_{j}}_{j-2}\]

\[\phi_{j}^{(4,2,-)} = \frac{(-1)^{j-1}}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma^{\nu}_{6\nu-5}6^{\nu}_{6\nu-4}6^{\nu}_{6\nu-3}6^{\nu}_{6\nu-2}16^{\nu}_{6\nu-1}6^{\nu}\right)_{6j+1}\]

\[\varphi_{j+1}^{(4,2,-)} = \frac{(-1)^{j}}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma^{\nu}_{6\nu-5}6^{\nu}_{6\nu-4}6^{\nu}_{6\nu-3}6^{\nu}_{6\nu-2}16^{\nu}_{6\nu-1}6^{\nu}\right)_{6j+2}\]

(5, 3, −)

\[\sigma_{3j-5}^{\sigma_{3j}} - 4^{\sigma_{3j}}_{3j-3}3^{\sigma_{3j}}_{3j-2}2^{\sigma_{3j}}_{3j-1}\]

\[\varphi_{j}^{(5,3,-)} = \frac{(-1)^{j}}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma^{\nu}_{3\nu-2}2^{\nu}_{3\nu-1}3^{\nu}\right)_{3j+1}\]

\[\psi_{j+1}^{(5,3,-)} = \frac{(-1)^{j}}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma^{\nu}_{3\nu-2}2^{\nu}_{3\nu-1}3^{\nu}\right)_{3j+2}\]

(1, 2, 1)

\[\sigma_{j}^{1}1_{j}^{1}1_{j}^{2}1_{j}^{3}\]

\[\varphi_{j}^{(1,2,1)} = \frac{1}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma^{\nu}_{\nu+1}1_{\nu+1}2_{\nu+3}\right)_{1j+4}\]

\[\varphi_{j+1}^{(1,2,1)} = \frac{1}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma^{\nu}_{\nu+1}1_{\nu+1}2_{\nu+3}\right)_{1j+5}\]

(2, 2, 1)

\[\sigma_{j}^{1}1_{j}^{1}1_{j}^{2}1_{j}^{3}\]

\[\varphi_{j}^{(2,2,1)} = \frac{(-1)^{j}}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma^{\nu}_{\nu+1}1_{\nu+1}2_{\nu+3}\right)_{1j+4}\]

\[\varphi_{j+1}^{(2,2,1)} = \frac{(-1)^{j}}{\sqrt{2}} \left( \prod_{\nu=1}^{j} \sigma^{\nu}_{\nu+1}1_{\nu+1}2_{\nu+3}\right)_{1j+5}\]
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\[
\begin{array}{c}
\sigma_{3j-i}^2 \sigma_{3j-i}^4 \sigma_{3j-i}^4 \sigma_{3j-i}^4 \sigma_{3j-i}^4 \\
\sigma_{3j-2}^2 \sigma_{3j-2}^4 \sigma_{3j-2}^4 \sigma_{3j-2}^4 \sigma_{3j-2}^4 \\
\sigma_{3j+1} \sigma_{3j+1} \sigma_{3j+1} \sigma_{3j+1} \sigma_{3j+1} \\
\sigma_{3j+2} \sigma_{3j+2} \sigma_{3j+2} \sigma_{3j+2} \sigma_{3j+2} \\
\sigma_{3j+3} \sigma_{3j+3} \sigma_{3j+3} \sigma_{3j+3} \sigma_{3j+3} \\
\sigma_{3j+4} \sigma_{3j+4} \sigma_{3j+4} \sigma_{3j+4} \sigma_{3j+4} \\
\sigma_{3j+5} \sigma_{3j+5} \sigma_{3j+5} \sigma_{3j+5} \sigma_{3j+5} \\
\sigma_{3j+6} \sigma_{3j+6} \sigma_{3j+6} \sigma_{3j+6} \sigma_{3j+6} \\
\end{array}
\]

\[
\phi_{2j}^{(4,2,2)} = \frac{1}{\sqrt{2}} \left( \prod_{\nu=1}^{j} 1_{3\nu-2,1_{3\nu-1,1_{3\nu}}^2} \right) \sigma_{3j+1}^x \sigma_{3j+2}^x \sigma_{3j+3}^x
\]

\[
\phi_{2j+1}^{(4,2,2)} = \frac{1}{\sqrt{2}} \left( \prod_{\nu=1}^{j} 1_{3\nu-2,1_{3\nu-1,1_{3\nu}}^2} \right) 1_{3j+1} 1_{3j+2} 2_{3j+3} 3_{3j+4} 4_{3j+5}
\]

\[
\begin{array}{c}
\sigma_{4j-1}^1 \sigma_{4j-1}^1 \sigma_{4j-1}^1 \sigma_{4j-1}^1 \sigma_{4j-1}^1 \\
\sigma_{4j-2}^1 \sigma_{4j-2}^1 \sigma_{4j-2}^1 \sigma_{4j-2}^1 \sigma_{4j-2}^1 \\
\sigma_{4j-3}^1 \sigma_{4j-3}^1 \sigma_{4j-3}^1 \sigma_{4j-3}^1 \sigma_{4j-3}^1 \\
\sigma_{4j-4}^1 \sigma_{4j-4}^1 \sigma_{4j-4}^1 \sigma_{4j-4}^1 \sigma_{4j-4}^1 \\
\sigma_{4j-5}^1 \sigma_{4j-5}^1 \sigma_{4j-5}^1 \sigma_{4j-5}^1 \sigma_{4j-5}^1 \\
\sigma_{4j-6}^1 \sigma_{4j-6}^1 \sigma_{4j-6}^1 \sigma_{4j-6}^1 \sigma_{4j-6}^1 \\
\end{array}
\]

\[
\phi_{2j}^{(11,-,-)} = \frac{1}{\sqrt{2}} \left( \prod_{\nu=1}^{j} 1_{4\nu-3,1_{4\nu-2,1_{4\nu-1,1_{4\nu}}^2}} \right) \sigma_{4j+1}^y \sigma_{4j+2}^y
\]

\[
\phi_{2j+1}^{(11,-,-)} = \frac{1}{\sqrt{2}} \left( \prod_{\nu=1}^{j} 1_{4\nu-3,1_{4\nu-2,1_{4\nu-1,1_{4\nu}}^2}} \right) 1_{4j+1} 1_{4j+2} 2_{4j+3} 3_{4j+4} 4_{4j+5}
\]
Figure 1: Phase diagram of the model (31). The exponent in (40) equals $m/4$ on the critical line $\gamma_2 = \gamma_1 \neq 0$ and $\gamma_2 = \gamma_1 + 4 \neq 2$, and equals $2m/4$ on the critical line $\gamma_2 = -\gamma_1$ ($\gamma_1 < -2, 0 < \gamma_1$). $I_\kappa(n)$ is discontinuous at the points $(0,0)$ and $(-2,2)$, in the limit $n \to \infty$. 

Table 3: Stabilizers and the corresponding string order parameters.

| stabilizers | string order parameters (with finite $n$) |
|-------------|------------------------------------------|
| $\sigma_j^z$ | $\langle \prod_{\nu=j}^{j+n} \sigma_{\nu}^z \rangle$ |
| $\sigma_j^x \sigma_{j+1}^x$ | $\langle \prod_{\nu=j}^{j+n} \sigma_{\nu}^x \sigma_{\nu+1}^x \rangle = \langle \sigma_j^x \prod_{\nu=j+1}^{j+n+1} 1_\nu \sigma_{j+n+1}^x \rangle$ |
| $\sigma_j^z \sigma_{j+1}^z \sigma_{j+2}^z$ | $\langle \prod_{\nu=j}^{j+n} \sigma_{\nu}^z \sigma_{\nu+1}^z \sigma_{\nu+2}^z \rangle = \langle \sigma_j^z \prod_{\nu=j+1}^{j+n+1} \sigma_{\nu}^z \sigma_{j+n+2}^z \rangle$ |
| $\sigma_j^y \sigma_{2j+1}^y$ | $\langle \prod_{\nu=j}^{j+n} \sigma_{\nu}^y \rangle = \langle \prod_{\nu=2j}^{j+n} \sigma_{\nu}^y \rangle$ |
| $\sigma_j^x \sigma_{j+1}^x \sigma_{j+2}^x \sigma_{j+3}^x$ | $\langle \prod_{\nu=j}^{j+n} \sigma_{\nu}^x \sigma_{\nu+1}^x \sigma_{\nu+2}^x \sigma_{\nu+3}^x \rangle = \langle \sigma_j^x \sigma_{j+1}^x \sigma_{j+2}^x \sigma_{j+3}^x \prod_{\nu=3}^{j+n+3} \sigma_{\nu}^x \sigma_{j+n+1}^x \sigma_{j+n+2}^x \rangle$ |
| $\sigma_j^z \sigma_{j+1}^z \sigma_{j+2}^z \sigma_{j+3}^z \sigma_{j+4}^z$ | $\langle \prod_{\nu=j}^{j+n} \sigma_{\nu}^z \sigma_{\nu+1}^z \sigma_{\nu+2}^z \sigma_{\nu+3}^z \sigma_{\nu+4}^z \rangle = \langle \sigma_j^z \sigma_{j+1}^z \sigma_{j+2}^z \sigma_{j+3}^z \sigma_{j+4}^z \prod_{\nu=4}^{j+n+4} \sigma_{\nu}^z \sigma_{j+n+1}^z \sigma_{j+n+2}^z \sigma_{j+n+3}^z \rangle$ |
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