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Abstract
There has been increasing interest in smart factories powered by robotics systems to tackle repetitive, laborious tasks. One particular impactful yet challenging task in robotics-powered smart factory applications is robotic grasping: using robotic arms to grasp objects autonomously in different settings. Robotic grasping requires a variety of computer vision tasks such as object detection, segmentation, grasp prediction, pick planning, etc. While significant progress has been made in leveraging of machine learning for robotic grasping, particularly with deep learning, a big challenge remains in the need for large-scale, high-quality RGBD datasets that cover a wide diversity of scenarios and permutations.

To tackle this big, diverse data problem, we are inspired by the recent rise in the concept of metaverse, which has greatly closed the gap between virtual worlds and the physical world. In particular, metaverses allow us to create digital twins of real-world manufacturing scenarios and to virtually create different scenarios from which large volumes of data can be generated for training models. In this paper, we present MetaGraspNet: a large-scale benchmark dataset for vision-driven robotic grasping via physics-based metaverse synthesis. The proposed dataset contains 100,000 images and 25 different object types, and is split into 5 difficulties to evaluate object detection and segmentation model performance in different grasping scenarios. We also propose a new layout-weighted performance metric alongside the dataset for evaluating object detection and segmentation model performance in a manner that is more appropriate for robotic grasp applications compared to existing general-purpose performance metrics. The MetaGraspNet benchmark dataset will be available open-source on Kaggle∗ with the first phase consisting of detailed object detection, segmentation, layout annotations, and a script for layout-weighted performance metric (https://github.com/y2863/MetaGraspNet).

∗Equal contribution

∗https://www.kaggle.com/metagrasp/metagraspnetdifficulty1-easy
https://www.kaggle.com/metagrasp/metagraspnetdifficulty2-medium
https://www.kaggle.com/metagrasp/metagraspnetdifficulty3-hard1
https://www.kaggle.com/metagrasp/metagraspnetdifficulty4-hard2
https://www.kaggle.com/metagrasp/metagraspnetdifficulty5-very-hard
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1 Introduction

There has been increasing interest in smart factories powered by robotics systems to tackle repetitive, laborious tasks such as handing and sorting objects or managing the material flow. One particular impactful yet challenging task in robotics-powered smart factory applications is robotic grasping which involves using robotic arms to grasp objects. A common robotic grasping scenario found in production system or warehouses includes moving a specific object from one bin to another (order picking). The seemingly simple task for human is quite complex for the robots to perform, requiring a variety of computer vision tasks such as object detection, segmentation, grasp prediction, pick planning, etc. While significant progress has been made in the leveraging of machine learning strategies for robotic grasping \[3,10,9,6\], particularly with deep learning, a very big challenge in tackling this problem is the need for large-scale, high-quality RGBD datasets that cover a wide diversity of scenarios and permutations (e.g., different combination of objects, different ordering and orientation of objects, different ways of stacking objects.). Many existing grasping datasets \[3,15,11,1,5,12\] provide large-scale and high image quality data, but they have simple and similar environment settings, such as objects are placed in a common way without stacking. Another important attribute current large grasping datasets lack is environment layout on how the objects are positioned and stacked, especially in a cluttered environment. In scenarios where robotic arms are required to pick a specific item from a cluttered scene, picking an obstructed object before removing obstacles could lead to significant damage as the objects covering it are forced out of the way. With environment layout labels, pick planning can be trained more intelligently to avoid object damages \[14,16,8\]. However, there are only a few datasets \[14,8\] providing layout labels. Most of the datasets \[14,8\] have limited training value as they lack in data size, depth information, as well as segmentation labels. In addition, objects should be picked sequentially. Occluded objects will be revealed once top objects are picked. Thus, not all the objects in a scene are equally important, and top objects are more important to evaluate. An object detection and segmentation metric weighted according the environment layout would better reflect the performance of a model for a robotic grasping task.

Motivated to tackle this big, diverse data problem, we are inspired by the recent rise in the concept of metaverse, which has greatly closed the gap between virtual worlds and the physical world. In particular, metaverses allow us to create digital twins of real-world manufacturing scenarios and enter these metaverses to virtually create different scenarios from which large volumes of high quality data can be generated for training models. In this paper, we present MetaGraspNet: a large-scale benchmark dataset for vision-driven robotic grasping via physics-based metaverse synthesis. This dataset contains 100,000 RGBD images, 11,000 scenes, and 25 classes of objects. The dataset is split into 5 difficulties to evaluate object detection and segmentation model performance in different grasping scenarios. In addition, we propose a new layout-weighted performance metric alongside the MetaGraspNet benchmark dataset for evaluating object detection and segmentation performance in a manner that is more appropriate for robotic grasp applications compared to existing general-purpose performance metrics. The proposed MetaGraspNet benchmark dataset will be available in an open-source form on Kaggle \[4\], with the first phase consisting of detailed object detection, segmentation, layout annotations, and a script for layout-weighted performance metric (https://github.com/y2863/MetaGraspNet).
2 Dataset

2.1 Physics-based Data Synthesis in the Metaverse

Manually capturing object detection datasets in real-world robotic bin picking environments is intractable in most practical scenarios for a number of key reasons. First of all, this manual capturing process involves repeatedly setting up physical grasping environment, physically placing different objects into the physical environment, recording images with sensors, and removing objects. As such, this process is very time consuming, laborious, and unscalable in most practical scenarios as it requires the entire capture process to be manually repeated for each environment and scenario. Second, the manual process of placing different objects into different layouts by a human operator also means that the way the objects are arranged in three dimensional space often does not reflect how objects are physically dropped together into a pile during the material handling processes in real-world warehouses or industry related scenarios. Third, manually labeling the sensor data is very time consuming, therefore static, and cannot keep up with the emerging demand for data needed for training deep neural networks. In [3], Fang et al. have come up with an intuitive way to overcome the enormous labeling effort for each viewpoint by mounting the camera to the robotic end effector and recording the relative movement between image frames, however their approach still needs precise initial manual annotations for each scene and is restricted to known objects and physical environments with a robotic manipulator. Image synthesis approaches that generated images based on randomizing object counts, poses, and positions can be used to cut down the data collection time significantly, but creates unrealistic or physically impossible layouts where an object can overlap with other objects in the same spatial location. As such, the effectiveness of training deep learning models using images generated in this fashion can be very limited for real-world deployment scenarios. Therefore, a way to generated large-scale benchmark datasets with highly diverse environments and layout permutations for vision-driven robotic grasping in a scalable yet realistic manner is highly desired.

Motivated by this, we take inspiration from the recent rise of metaverses, which are highly immersive virtual environments that facilitates for significant interaction. The significant advancements in metaverses have significantly closed the gap between virtual worlds and the physical world, particularly in physics-based metaverse creation platforms such as the Nvidia Omniverse [7].

Figure 2: Physics-based data synthesis: Items are dropped into the photorealistic, physics-driven metaverse digital twin of different manufacturing scenarios.

To create the proposed MetaGraspNet benchmark dataset, we leverage Nvidia Omniverse to create photorealistic, physics-driven digital twins of different real-world manufacturing scenarios. Within these digital twins, we then randomly drop objects under different environment configurations and let the objects interact through physics simulation to ensure the object layouts as captured within the MetaGraspNet dataset are realistic and physically accurate (as shown in Figure 2). Performing the data capturing process in such realistic manufacturing digital twin metaverses enables us to
greatly scale in data quantity and diversity beyond what is possible with real-world manual capturing approaches in a very efficient and effective manner, but also allow us to obtain high quality, realistic data that mimics real-world physical scenarios well beyond what is possible with image synthesis approaches.

2.2 Object Layout Label

In addition to the typical semantic mask labels, we propose three more labels to characterize the object layouts.

The first label, occlusion percentage describes the percentage area of each object being occluded. This score provides an indirect measure for each object on their relationship with other objects in the layout. This score is calculated as the percent of pixels removed in the instance segmentation mask compared to the total number of pixels of the object if all other objects in the image are removed.

The second label is a matrix storing the relation between each pair of objects, providing a comprehensive layout representation. To construct the relation matrix, we define three types of relationship for a pair of object $A$ and $B$. If $A$ is occluding $B$, we define the relationship between $(A, B)$ as positive, with a numerical value of 1. If $A$ is occluded by $B$, we define the relationship between $(A, B)$ as negative, with a numerical value of -1. If $A$ and $B$ have no direct relationship or $A = B$, we define the relationship between $(A, B)$ as neutral, with a numerical value of 0. Based on these definitions, for a layout with $N$ objects, we create a relation matrix with $N \times N$ elements, where element $(i, j)$ in the matrix is the relationship between object $i$ and object $j$.

The third label is aiming to provide a simpler layout description in line with the robotic grasping task. For each object in the environment, we want to answer to the following question. How many other objects are on top of the current object that need to be moved away before picking? To better understand the order in which objects must be grasped, we create a directed graph to represent each layout. Each node represents an object in the layout and each edge represents an obstruction.
relationship where the parent object is covering the child. From this representation, we can see what objects and how many objects are occluding the same object. As robots pick objects sequentially, occluded objects will be revealed entirely once the objects on top of them are picked. Therefore, it is not necessary to evaluate occluded objects that are at the bottom of the scene. Sometimes, the occlusion between objects is small enough that can be ignored, so objects occluded by only a single other objects are also important to be evaluated. Given this, we categorize each object in a layout into 3 different layers. Top layer contains objects that are clear of any obstructions. Secondary layer includes objects that are covered by only a single other object. Others layer includes the rest of the objects. In some cases, there could be groups of interlocked objects. Interlocked objects that are being directly covered by only one object would be considered to be within the secondary layer. An example of a environment of objects from the top down view and the resulting graph can be seen in Figure 3.

2.3 Layout-based Difficulty Levels

While per category object detection metrics can measure performance on specific categories of objects, a difficulty rating for the overall environment would better allow us to eliminate hard examples and better understand how the model would perform under different environment conditions.

We label images according to 5 different levels of difficulty. Those levels are defined by 4 different characteristics: Number of layers, occlusion percentage, instance completeness, and class uniqueness. Instance completeness refers to if a single object instance is visually crosscut into multiple segments due to occlusion. In such case, we refer to this kind of objects as incomplete objects, and refer to objects without visual crosscuts as complete objects. Incomplete objects often result in an object over-detection or over-segmentation, and thus it is a good characteristic to test object detection and segmentation models. Class uniqueness refers to if all objects in an image belong to different categories, or are visually distinct from each other. This characteristic is to evaluate object detection and segmentation models on distinguishing objects with similar visual features while clustered.

The first two levels of difficulty will be primarily concerned with understanding how a model deals with different levels of occlusion and layers. The layer limit for level 1 difficulty is set to 1, and the occlusion limit is set to 5% empirically. The next Three levels are primarily concerned with measuring the model’s ability to correctly label object instances. Level 3 includes incomplete objects in an image, and level 4 includes non-unique objects. Level 5 includes both incomplete as well as non-unique objects. Table 1 describes all the difficulty levels, and Figure 4 shows images from each difficulty level.

| Level | layer limit | occlusion limit | complete object | unique class |
|-------|-------------|----------------|-----------------|-------------|
| 1     | 2           | 5%             | ✓               | ✓           |
| 2     | N/A         | N/A            | ✓               | ✓           |
| 3     | N/A         | N/A            |                 | ✓           |
| 4     | N/A         | N/A            |                 |             |
| 5     | N/A         | N/A            |                 |             |

Table 1: Table description for difficulty levels

2.4 Dataset Details

The proposed MetaGraspNet benchmark dataset contains 100,000 images, with 11,000 different scenes and 25 different household objects whose 3D models are provided by the Yale-CMU-Berkeley Object and Model Set [2]. The objects are placed in a red plastic box in the metaverse environment, and represents an universal small load carrier which is used in many intralogistics use-cases. A scene is a single arrangement of objects in the bin and multiple images are taken of that scene at various viewpoints.
3 Layout-weighted Evaluation Metric

As discussed in Section 2.2, not all objects are of the same importance in a grasping task. Top and secondary layer objects have a priority to be picked, while picking the rest of objects requires moving away top and secondary layer objects. Therefore, our proposed metric focuses on evaluating top and secondary layer objects. Besides evaluating model performance for top and secondary objects separately, we propose a layout-weighted metric which considers the model performance on both top and secondary layer objects. In particular, we use objects’ percentage of unoccluded area to weigh objects’ evaluation score in each grasping scene. Occlusion percentage measures the maximum percentage area an object could be in contact with other objects, which indirectly measures how much disturbance moving the object can cause to other objects. The less disturbance an object creates, the more likely it is picked first, and thus the more important it is in a scene.

Given the occlusion percentage of an object, $p$, let the object’s weight be $w = 1 - p$. We consider a scene $S = \{o_i | i \in [1, n]\}$ containing $n$ objects, where each object $o_i$ is indexed by $i$. Let $T$ contain all indices for top layer objects, and $S$ contain all indices for secondary layer objects. Let the evaluation score for object $o_i$ be $v_i$. This score can be produced by any standard object detection and segmentation metric such as average precision, and intersection over union (IoU). Then the per-scene layout-weighted score $V_S$ for the scene $S$ is:

$$V_S = \sum_{i \in \{T+S\}} \frac{w_i}{\sum_{j \in \{T+S\}} w_j} v_i$$

(1)

Objects from others layer are not considered during the evaluation. Once we compute all the per-scene layout-weighted score, we take the mean as our layout-weighted score.

4 Conclusion

In this paper, we proposed MetaGraspNet: a large-scale benchmark dataset for vision-driven robotic grasping via physics-based metaverse synthesis. This dataset contains 100,000 RGBD images, 11,000 scenes, and 25 classes of objects. The proposed MetaGraspNet benchmark dataset consists of detailed object detection, segmentation, layout annotations, and a script for layout-weighted performance metric. We presented 5 difficulties to evaluate model performance in different grasping scenarios. Moreover, we proposed a new layout-weighted performance metric to evaluate object detection and segmentation performance in a manner that is more appropriate for robotic grasp applications.

Acknowledgments and Disclosure of Funding

We would like to thank the German Federal Ministry of Economic Affairs, the National Research Council Canada, Festo, and DarwinAI for supporting this work.

References

[1] Umar Asif, Jianbin Tang, and Stefan Harrer. Graspnet: An efficient convolutional neural network for real-time grasp detection for low-powered devices. In IJCAI, volume 7, pages 4875–4882, 2018.

[2] Berk Calli, Aaron Walsman, Arjun Singh, Siddhartha Srinivasa, Pieter Abbeel, and Aaron M. Dollar. Benchmarking in manipulation research: Using the yale-cmu-berkeley object and model set. IEEE Robotics Automation Magazine, 22(3):36–52, 2015. doi: 10.1109/MRA.2015.2448951.

[3] H. Fang, C. Wang, M. Gou, and C. Lu. Graspnet-Ibillion: A large-scale benchmark for general object grasping. pages 11444–11453, June 2020. URL http://openaccess.thecvf.com/content_CVPR_2020/papers/Fang_GraspNet-Ibillion_A_Large-Scale_Benchmark_for_General_Object_Grasping_CVPR_2020_paper.pdf Seattle, WA.

[4] kaggle. kaggle. URL https://https://www.kaggle.com/ (accessed Nov-17-2021).
[5] Jeffrey Mahler, Jacky Liang, Sherdil Niyaz, Michael Laskey, Richard Doan, Xinyu Liu, Juan Aparicio Ojea, and Ken Goldberg. Dex-net 2.0: Deep learning to plan robust grasps with synthetic point clouds and analytic grasp metrics. arXiv preprint arXiv:1703.09312, 2017.

[6] D. Morrison, P. Corke, and J. Leitner. Closing the Loop for Robotic Grasping: A Real-time, Generative Grasp Synthesis Approach. June 2018. URL https://arxiv.org/abs/1804.05172 Pittsburgh, PA.

[7] NVIDIA. DEVELOP WITH NVIDIA OMNIVERSE. URL https://developer.nvidia.com/nvidia-omniverse-platform (accessed Nov-17-2021).

[8] S. Panda, A. H. A. Hafez, and C. V. Jawahar. Single and multiple view support order prediction in clutter for manipulation. Journal of Intelligent & Robotic Systems, 83:179–203, 2016. doi: 10.1007/s10846-015-0330-z. URL https://doi.org/10.1007/s10846-015-0330-z.

[9] S. Sajjan, M. Moore, M. Pan, G. Nagaraja, J. Lee, A. Zeng, and S. Song. Clear grasp: 3D shape estimation of transparent objects for manipulation. pages 3634–3642, May 2020. URL https://doi.org/10.1109/ICRA40945.2020.9197518. Paris, France.

[10] M. Sundermeyer, A. Mousavian, R. Triebel, and D. Fox. Contact-graspnet: Efficient 6-dof grasp generation in cluttered scenes. May 2021. URL https://arxiv.org/abs/2103.14127 Xi’an, China.

[11] Yu Xiang, Tanner Schmidt, Venkatraman Narayanan, and Dieter Fox. Posecnn: A convolutional neural network for 6d object pose estimation in cluttered scenes. arXiv preprint arXiv:1711.00199, 2017.

[12] Xinchen Yan, Jasmined Hsu, Mohammad Khansari, Yunfei Bai, Arkanath Pathak, Abhinav Gupta, James Davidson, and Honglak Lee. Learning 6-dof grasping interaction via deep geometry-aware 3d representations. In 2018 IEEE International Conference on Robotics and Automation (ICRA), pages 3766–3773. IEEE, 2018.

[13] H. Zhang, D. Yang, H. Wang, B. Zhao, X. Lan, J. Ding, and N. Zheng. Regrad: A large-scale relational grasp dataset for safe and object-specific robotic grasping in clutter. https://arxiv.org/abs/2104.14118, April 2021. URL https://arxiv.org/abs/2104.14118.

[14] Hanbo Zhang, Xuguang Lan, Xinwen Zhou, Zhiqiang Tian, Yang Zhang, and Nanning Zheng. Visual manipulation relationship network for autonomous robotics. In 2018 IEEE-RAS 18th International Conference on Humanoid Robots (Humanoids), pages 118–125, 2018. doi: 10.1109/HUMANOIDS.2018.8625071.

[15] Hanbo Zhang, Xuguang Lan, Site Bai, Xinwen Zhou, Zhiqiang Tian, and Nanning Zheng. Roi-based robotic grasp detection for object overlapping scenes. In 2019 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), pages 4768–4775, 2019. doi: 10.1109/IROS40897.2019.8967869.

[16] Guoyu Zuo, Jiayuan Tong, Hongxing Liu, Wenbai Chen, and Jianfeng Li. Graph-based visual manipulation relationship reasoning network for robotic grasping. Frontiers in Neurorobotics, 15:112, 2021. ISSN 1662-5218. doi: 10.3389/fnbot.2021.719731. URL https://www.frontiersin.org/article/10.3389/fnbot.2021.719731.