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Abstract—Recent advances in artificial intelligence have driven increasing intelligent applications at the network edge, such as smart home, smart factory, and smart city. To deploy computationally intensive Deep Neural Networks (DNNs) on resource-constrained edge devices, traditional approaches have relied on either offloading workload to the remote cloud or optimizing computation at the end device locally. However, the cloud-assisted approaches suffer from the unreliable and delay-significant wide-area network, and the local computing approaches are limited by the constrained computing capability. Towards high-performance edge intelligence, the cooperative execution mechanism offers a new paradigm, which has attracted growing research interest recently. In this paper, we propose CoEdge, a distributed DNN computing system that orchestrates cooperative DNN inference over heterogeneous edge devices. CoEdge utilizes available computation and communication resources at the edge and dynamically partitions the DNN inference workload adaptive to devices’ computing capabilities and network conditions. Experimental evaluations based on a realistic prototype show that CoEdge outperforms status-quo approaches in saving energy with close inference latency, achieving up to 25.5%~66.9% energy reduction for four widely-adopted CNN models.
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I. INTRODUCTION

Recent years have witnessed an ever-increasing number of Internet of Things (IoT) devices diving into miscellaneous application domains, e.g., smart home [1], smart factory [2], autonomous driving [3], etc. This trend also drives the community to build smarter, faster, and greener intelligent applications at the network edge, pushing remarkable progress in smart healthcare, security inspection and disease detection [4]–[6]. Meanwhile, advances in Deep Neural Networks (DNNs) have shown unprecedented ability in learning abstract representation and extracting high-level features, promoting significant improvement in processing human-centric contents [7]. Motivated by this success, it is envisioned that employing DNNs to edge devices would enable and boost intelligent services, supporting brand new smart interactions between humans and their physical surroundings.

The essential demand of these services is to respond user’s queries timely, e.g., recognizing voice commands [8], inspecting visitor’s faces [9], and detecting heartbeat frequency [6], all within a matter of milliseconds. This also implies a soft-realtime requirement - if the result comes late, the user may turn to other applications, and the result can even be out of date and meaningless. Therefore, minimizing response latency and promising users’ experience is of paramount importance. However, DNN-based applications are typically computation-intensive and resource-hungry [7], and service providers traditionally appeal to the resource-abundant cloud to satisfy the stringent responsiveness requirement [10]. Yet the Quality-of-Service (QoS) can still be poor and unsatisfactory due to the unreliable and delay-significant wide-area network connection between edge devices and the remote cloud [11], [12]. What’s worse, for many smart applications with human in the loop, the sensory data can contain highly sensitive or private information. Offloading these data to the remote datacenter owned by curious commercial companies inevitably raises users’ privacy concerns.

Intuitively, keeping data locally and processing tasks without external remote assists will preserve user privacy and avoid the remote network transmission. Unfortunately, local edge devices are generally with limited computing capability, making it hard to fulfill DNN execution under the latency Service-Level-Objective (SLO). For instance, if a smart home camera runs CNN-based face recognition to provide real-time inspection and warning, the response delay when running DNN locally may last for a few seconds, resulting in poor user experience and completely unusable service.
To tackle these challenges, a promising approach is to exploit available computation resources in the proximity to the data source with the emerging edge intelligence paradigm [13]. Instead of uploading data to the remote cloud or keeping all computation at the single local device, edge intelligence enjoys real-time response as well as privacy preservation by offloading computing workload within a manageable range. As Fig. 1 illustrates, we can utilize the diverse computing resources in a smart home (with inspection camera, smartphone, tablet, and desktop PC) to accelerate the CNN-based face recognition. Specifically, the source device A can distribute the inference workload to devices B and C, and perform cooperative inference via high-bandwidth local wireless connection (e.g., WiFi). Nevertheless, this paradigm brings some key challenges to be addressed: (1) how to decide the workload assignment tailored to the resource heterogeneity of edge devices, (2) how to optimize the system performance with the presence of network dynamics, and (3) how to orchestrate computation and communication during cooperative inference runtime.

To answer these questions, we propose CoEdge (Cooperative Edge), a runtime system that orchestrates cooperative DNN inference over multiple heterogeneous edge devices. CoEdge does not apply any structural modifications or tuning requirements to the given DNN model, and does not sacrifice model accuracy as it reserves input data and model parameters of the given DNN model. CoEdge employs a similar parallel workflow as DeepThings [14], where the input is split initially and the execution is parallelized on multiple devices at runtime. While DeepThings leverages a layer fusion technique to reduce communication overhead, CoEdge proposes to optimize workload allocation to maximally utilize heterogeneous edge resources. By optimizing the computation-communication tradeoff, CoEdge optimally partitions the input inference workload, where the partitions’ sizes are chosen to match devices’ computing capabilities and network conditions to improve system performance in both latency and energy metrics. We implement CoEdge using a realistic prototype with Raspberry Pi 3, Jetson TX2, and desktop PC. Experimental evaluations show $7.21 \times 4.49 \times$ latency speedup over the local approach and up to $25.5\% - 66.9\%$ energy saving comparing with existing approaches for four popular DNN models.

In summary, this paper makes the following contributions.

- We propose CoEdge, a distributed DNN computing system that orchestrates cooperative inference over heterogeneous devices to minimize system energy consumption while promising response latency requirement.
- We identify the impacts of workload partitioning on cooperative inference workflow, and build a constrained programming model on workload distribution optimization. We prove the NP-hardness of the problem, and devise a fast approximated algorithm to decide the efficient partitioning policy in real-time tailored to devices’ diverse computing capabilities and network conditions.
- We implement a multi-device prototype using heterogeneous edge devices, and evaluate CoEdge on four widely-adopted DNN models to corroborate its superior performance.

The rest of this paper is organized as follows. Section II briefly reviews background on DNN inference, and discusses opportunities and challenges based on a case of cooperative inference. Section III presents CoEdge design and its workflow. Section IV builds the system model and describes our workload partitioning algorithm. We explain implementation details in Section V and evaluate the prototype in Section VI. Section VII provides related works. Section VIII discusses limitation and extension of CoEdge, and Section IX concludes. The appendix (in the supplementary material) details the proofs of Theorem 1 and 2.

II. BACKGROUND AND MOTIVATION

In this section, we briefly review conventional CNN inference and cooperative inference. We study a case of cooperative inference and discuss potential challenges behind that.

A. Deep Neural Network Inference

In this paper, we focus on the classical Convolutional Neural Networks (CNNs) as they are widely adopted across a broad spectrum of intelligent services, including image classification, object detection, and semantic segmentation, etc.

Fig. 2 depicts a conventional CNN inference for image classification task from a perspective of feature maps. As we can see, a conventional CNN inference can be viewed as a series of successive algorithmic operations on feature maps. These operations comprise of convolution, pooling, batch normalization, activation, and fully-connected computation, etc. In light of the functionality of the operations, the inference process can be separated into two stages. The first stage is the feature extraction stage, where the model processes

\[ 1 \text{For ease of illustration, only some of the operations are drawn in Fig. 2.} \]
every pixel in the input image to generate hidden feature representations. Following that, at the second stage, these features are classified by the fully-connected layers, exporting results in a probabilistic form.

B. Case Study: Cooperative Inference with Two Devices

The key impediment of deploying CNN at the network edge lies in the gap between intensive CNN inference computation and the limited computing capability of edge devices. To bridge this gap, we can utilize the cooperative inference mechanism to exploit available computing resources at the edge. A straightforward solution of that, for example, is the master-worker paradigm that offloads inference workload to external infrastructure. To obtain a better understanding of cooperative inference, we use a real hardware testbed to emulate this solution.

As a case study, we employ a Raspberry Pi 3 and a Jetson TX2, on behalf of weak IoT devices and mobile AI platforms at the edge, respectively. Table I and II presents their specifications and reported power parameters, which are measured with Monsoon High Voltage Monitor [17] using the methodology in [18]. For each inference task, we input one single image to the Pi and then offloads a part of the image to the Jetson. The two devices parallelize the DNN execution and their results are finally aggregated to the Pi as output.

We measure the end-to-end latency of this process, i.e., from the image input to the inference result output; and we record the average latency of fulfilling the inference task over 100 runs. We implement AlexNet [19] with TensorFlow Lite [20] on both devices, and run the model with the same image from ImageNet [21]. For the bandwidth between two devices, we fix it at 1MB/s using the traffic control tool tc [22].

We define offloading ratio to indicate how much data is offloaded from the Raspberry Pi to the Jetson TX2. For instance, when the ratio is 0.5, we split the input image along the height into two equal parts, and transfer one of them to the Jetson TX2. In particular, a zero ratio indicates performing inference at the Raspberry Pi locally, while the ratio equals to 1.0 if offloading all workload to the Jetson TX2.

![Fig. 3. The total latency and energy consumption under varying offloading ratio.](image)

Table I and II

| Hardware | Specifications |
|----------|----------------|
| CPU      | 1.2GHz Quad Core ARM Cortex-A53 |
| Memory   | 1GB LPDDR2 900MHz |
| GPU      | No GPU |
| Power    | Idle 1.3W, Fully Loaded 6.5W, Average Observed 3W |

| Hardware | Specifications |
|----------|----------------|
| CPU      | 2.0GHz Dual Denver 2 + 2.0GHz Quad Core ARM Cortex-A57 |
| Memory   | 8GB LPDDR4 1.6GHz |
| GPU      | Pascal Architecture 256 CUDA Core |
| Power    | Idle 5W, Fully Loaded 15W, Average Observed 9.5W |

performing inference at the Raspberry Pi locally, while the ratio equals to 1.0 if offloading all workload to the Jetson TX2. Fig. 3 shows the latency and energy overheads under varying offloading ratio. Through this experiment, we derive the following observations.

- Jetson TX2 enjoys better performance than Raspberry Pi 3. When the ratio is zero, the system consumption is only the computation cost of Pi, while at the 1.0 case, the total cost comprise of the input offloading overhead, the DNN computation overhead in Jetson and the overhead for transferring result back. However, the former still takes higher cost than the latter in terms of both latency and energy. Note that fully offloading workload to the Jetson (i.e., offloading ratio = 1) may not necessarily yield the lowest costs if the network fluctuates.

- Cooperative inference is more economical than local inference given the favourable network condition. As the offloading ratio increases, both latency and energy drop. In other words, the system cost decreases via harvesting the cooperator’s computing resource.

- The curve of latency drops faster as the offloading ratio increases. This is because the DNN execution is parallelized in cooperative inference and the end-to-end inference latency is straggled by the slower one. Therefore, in high bandwidth environments, assigning more workload to Jetson TX2 benefits performance improvement better.

C. Merits and Challenges

We see that, from the above observations, cooperative mechanism has potential to improve inference performance with multiple devices, which are exactly what edge scenarios possess. More precisely, we envision the deployment of the cooperative inference system in an environment such as smart home or smart factory, wherein the devices are managed by the same owner and thus they are willing to cooperate and share their resources. This brings several major merits as well as challenges.

**Merits.** On the one hand, comparing with local inference, cooperative inference has significant potential in reducing latency and energy costs via harvesting idle computing resources at the edge. On the other hand, other than the cloud approach that uploads data to the remote datacenter, the cooperative approach keeps data within user’s control scope, therefore
avoiding the delay-significant wide-area network as well as privacy issues.

Challenges. To effectively exploit computing resources at the edge, we need to felicitously factor the computing capabilities of edge devices considering magnitude and heterogeneity. Also, given the dynamic network inherently in edge computing, an efficient workload allocation solution that jointly considers systematic costs is desired. More specifically, it is crucial to decide which device to participate in the cooperative inference and how much workload each device affords. Besides, since the cooperative mechanism parallelizes CNN inference in a distributed manner, the system needs to orchestrate the computation and communication over multiple devices.

We address these challenges by designing a cooperative system, CoEdge, through orchestrating the available resources from heterogeneous edge devices.

III. CoEdge Design and Workflow

In this section, we present CoEdge design and the workflow of cooperative CNN inference. We further explore how workload partitioning impacts parallel processing in terms of computation and communication.

A. CoEdge Design

For ease of illustration, we differentiate between devices on their roles in the cooperation. For the device that launches a CNN inference task, we label it as the master device, and for the device that joins the cooperation, it is marked as the worker device. The master device is responsible for registering participated devices, generating a feasible workload partitioning plan, and managing the cooperative inference over worker devices. Note that a device can be the master and the worker at the same time since it can retain CNN workload in situ.

Fig. 4 illustrates the architecture overview of CoEdge, which works in two phases, namely the setup phase and the runtime phase. In the setup phase, CoEdge records the execution profiles of each device. In the runtime phase, CoEdge creates a cooperative inference plan that determines the workload partitions and their corresponding assignment, using the profiling results collected in the setup phase and the network status. According to the cooperation plan, the master distributes the workload partitions to the workers and then performs cooperative execution collaboratively.

Setup phase. Whenever a CNN-based application is installed, Device Profiler runs the CNN models locally and records Profiling Results. These results sketch the device’s computing capability, including the computation intensity, computation frequency and power parameters, which will be detailed in Section IV-A.

Runtime phase. The runtime phase starts when the master raises a CNN inference query. As the image inputs, the master establishes connections with worker devices and pulls their profiling results. Since the size of the profiling results is very small (tens of bytes in our prototype), the transmission overhead for transferring them is negligible. As the master receives the profiling data, the partitioning engine in the master device generates a workload allocation plan using the adaptive workload partitioning algorithm (explained in Section IV-C). According to the plan, DNN execution runtime distributes the workload partitions to workers and performs cooperative inference in response to the query.

B. Cooperative Inference Workflow

In this work, we exploit model parallelism to partition CNN inference over multiple devices. Under model parallelism, CNN model parameters are divided into subsets and assigned to multiple edge nodes. With respective parameters, each device accepts a necessary part of the input feature maps and generates a portion of the output feature maps. Concatenating all these portions yields the complete output of each layer.

Fig. 5 provides an instance of cooperative inference workflow with three devices from a perspective of feature maps. The cooperative inference begins when the image is piecewise split into partitions. Note that to accommodate devices’ heterogeneity, the partition sizes are differentiated to match device capabilities. The partitions are then distributed from the master to three devices (i.e., devices A, B, and C in Fig. 5). At the feature extraction stage, the three devices execute their workload in parallel, while at the classification stage, their execution results are aggregated to one of them (device B in Fig. 5). This aggregation is to avoid excess communication overhead caused by the nature of fully-connected computation, which requires repeating data access on the feature vectors.

Generalization. Based on the workflow in Fig. 5, it is feasible to accommodate various CNNs with complex structures by redesigning some details. For example, for CNNs without fully-connected layers (e.g., Network in Network [23]), we can reduce the classification stage in Fig. 5. To adapt CNNs with skip connections (e.g., ResNet [24]), we can keep intermediate output results on each device at the shortcut starting point and release these data at the shortcut destination to collect the data when needed.
C. Impact of Workload Partitioning

The way of piece-wise partitioning significantly affects the communication between devices, especially for convolution operations that process data across partition boundaries. For instance, Fig. 6 shows a typical convolution operation with two partitions. To compute convolution over the $3 \times 6$ partition with the $3 \times 3$ kernel, device A needs to fetch the $1 \times 6$ margin row in device B’s partition. In general, for the kernel whose size $k$ is greater than 1, each device needs to pull the padding data of $\lceil k/2 \rceil$ size along the split dimension from the neighboring device. In some extreme cases, when the kernel size is very large but the neighboring partition size is very small, the padding range may even across three or more devices, which could incur extravagant communication overhead.

To reduce the communication between devices, some prior works [14, 25] exploit sending redundant data in advance to avoid the padding issue. However, while transferring redundant data takes additional communication cost, preparing necessary data beforehand for a number of CNN layers incurs extra storage overhead. In this work, we address the padding issue by imposing a principle that requires the allocated partition size in the neighboring device to be not smaller than the padding size, unless it owns no partition. This principle ensures that the padding data can be always acquired from only the neighboring device as long as it has data. That is, the transmission of the padding data merely happens once, and thus we reduce the overhead in establishing additional connections. To illustrate that, Fig. 7 show the communication pattern of the example in Fig. 5. Initially, the input image is partitioned and distributed to corresponding devices, along with the padding data for the first convolution layer. For the following layers, each device only connects to its neighbor device and fetches padding data for convolution computation. This pattern holds until all convolutions are completed, and then the separated feature map partitions are aggregated to one of the devices for fully-connected computation. The inference result is finally returned to a user-specified location, i.e., device C in the figure.

Under this principle, finding an appropriate workload assignment matters significantly for system performance. For instance, offloading a large portion of workload to a device that owns high bandwidth but poor computing capability may not lead to a lower execution latency. To deploy cooperative inference optimally, we need to match the assigned partition size to the computation and communication resource of each device. We achieve this goal by designing a workload partitioning algorithm that is adaptive to the computing capabilities of available devices and the dynamic network status.

IV. ADAPTIVE WORKLOAD PARTITIONING

The objective of optimizing workload allocation is to improve cooperative inference performance in both latency and energy metrics. For the simplicity of problem definition, we target at meeting the latency requirement while minimizing
the energy costs. Assuming an execution deadline \( D \), the optimization problem is to optimally allocate the workload so that the system energy consumption is minimized while promising the execution deadline \( D \), given the available computation and communication resources.

In the following, we present a detailed formulation of this problem and our workload partitioning algorithm.

A. Problem Formulation

We assume that the devices are available and relatively stable during the inference runtime. This can be relevant as executing an inference task is typically in a period of seconds, and many edge environments are maintained statically in independent spaces, such as smart home and smart factory. Besides, the underlying support of intelligent services in such scenarios usually employs a few commonly-adopted DNN models and frequently run similar types of DNN inference tasks. Therefore, we suppose that the DNN models have been loaded ahead of inference queries, and can be used to compute input tensors as soon as necessary data are prepared.

Since a CNN model typically encompasses many layers, we model the cooperative inference process from single-layer to multi-layer, progressively. The single-layer formulation focuses on sketching the workload partitioning constraints and shaping the performance of single-layer, while the multi-layer part aims at summarizing the system behavior for the whole workflow. Prior to that, we define the necessary concepts and notations as follows:

- A layer \( l \) is an algorithmic operation in a CNN model. In our formulation, a layer refers to either a convolution (Conv) or a fully-connected (FC) layer. Given a CNN model, \( \mathcal{L} = [1, 2, \cdots, L] \) denotes the layers in order.

- A partitioning solution \( \pi \) is a group of coterminous partitions of the input image, which is generated by piecewise partitioning along one dimension. For the input partition assigned to device \( i \), \( a_i \) represents the number of rows that it covers. Hence, given the devices’ indices \( \mathcal{N} = [1, 2, \cdots, N] \), \( \pi = [a_1, a_2, \cdots, a_N] \). We denote the workload as the input feature map partition to be processed on each DNN layer. For layer \( l \), the workload size of the \( i \)-th partition is \( r_{li} \), which can be obtained by calculating the partition’s data size.

- A configuration tuple \((k, c_{in}, c_{out}, s, p)_{li}\) denotes the \( l \)-th layer’s computation task on the \( i \)-th partition, which is characterized by the layer’s configuration, i.e., convolution kernel size \( k \), input channels \( c_{in} \), output channels \( c_{out} \), stride \( s \), and padding \( p \). This tuple is applicable for both convolution and FC layers since FC computation can be viewed as a special case\(^\text{2}\). In particular, as discussed in Section III-C, the padding size of convolutional layers is supposed to be smaller than the size of the partition on the last neighboring device, unless it owns no data. We formulate this principle as Eq. (1), where \( \mathbb{1}_{\{a_i > 0\}} \) is an indicative function that values 1 if \( a_i > 0 \) or else 0. This constraint is essentially equivalent to the disjunction of \( a_i \geq p_{i+1} \) and \( a_i = 0 \).

- A resource tuple \((\rho, f, m, P^c, P^w)\) specifies the resource profile of device \( i \). Here, \( \rho \) is defined as the computing intensity (in processing cycles per 1KB input) of the given DNN model, which is measured by application-driven offline profiling \([26]\) in the setup phase. \( f \) is the device’s CPU frequency, reflecting its computing capability in a coarse granularity. \( m \) is the available maximum memory capacity for inference tasks. For a single device that only processes CNN workloads, \( m \) is the volume of memory excluding the space taken by the underlying system services, e.g., I/O services, compiler, etc. \( P^c \) and \( P^w \) denote the computation power and the wireless transmission power, respectively.

1) Single-Layer Formulation: There are some numerical constraints on the partition sizes. Eq. (1) imposes the size restriction with the padding size as discussed in Section III-C, and Eq. (2) claims \( a_i \) is a nonnegative integer. Eq. (3) presents that the concatenation size of all partitions along the height dimension equals to this dimension’s size \( H \). The piece-wise partitioning can be conducted along either the height \( H \) or width \( W \) of the input. In our experiments, we split along the height \( H \) without loss of generality.

\[
a_i \geq p_{i+1}\mathbb{1}_{\{a_i > 0\}}, \quad i \in \mathcal{N}, \tag{1}
\]

\[
a_i \geq 0, \quad a_i \in \mathbb{Z}, \quad i \in \mathcal{N}, \tag{2}
\]

\[
\sum_{i \in \mathcal{N}} a_i = H. \tag{3}
\]

The workload size \( r_{li} \) of a partition is constrained by the device’s available memory capacity \( m_i \), as in Eq. (4). Here, we only limits the memory footprint on the size of per-layer inputs for the sake of simplicity, while the runtime memory may not be exactly \( r_{li} \). For practical deployment cases, emerging techniques on characterizing the detailed CNN execution memory (e.g., \([27]\)) can be adopted, and the deep learning platform-related memory footprint can be added into the left-hand side of Eq. (4) as an enhancement.

\[
r_{li} \leq m_i, \quad i \in \mathcal{N}, l \in \mathcal{L}. \tag{4}
\]

During a single layer’s execution, the system takes time and energy on two aspects, computation and communication. For computation, we calculate the latency and energy by first approximating the computing cycles of given partitions. As demonstrated in previous empirical studies \([26], [28], [29]\), for many data processing tasks as exemplified by data encoding and decoding, the required computing cycles are proportional to their input data sizes. This means that, a constant computing intensity (in computing cycles per unit data) exists for such tasks, and we can use it to capture the effective computing capability of a specific device. Existing literature, such as \([30]–[32]\), has leveraged this observation to characterize deep learning workloads, and in this work, we adopt it to estimate the computing cycles amount given the partitions and DNN layers. Concretely, in Eq. (5), we assess the total processing cycles of the \( i \)-th partition by multiplying the device’s computing intensity \( \rho_i \) with the workload size \( r_{li} \). Moreover, for

\[\text{This tuple depicts a fully-connected computation when the input feature map’s size is } 1 \times 1 \times c_{in}, \text{ the output feature map’s size is } 1 \times 1 \times c_{out}, \text{ kernel size } k = 1, \text{ stride } s = 1, \text{ and padding } p = 0.\]
each respective DNN layer, CNN inference typically conducts a feed-forward execution without any branch operation or recurrent computation \[7\], indicating that its execution latency is approximately linear to the computing cycles. Therefore, the latency \(T_{li}^c\) for computing layer \(l\) is then appraised via dividing the total processing cycles by the computation frequency \(f_i\), and the energy is the product of \(T_{li}^c\) and the computation power \(P_i^c\) in Eq. (6). Note that Eq. (6) only reckons on dynamic energy. Static energy consumption, e.g., those for maintaining basic system-level services, are not considered in our formulation.

\[
T_{li}^c = \frac{a_i l_i}{f_i}, \quad i \in \mathcal{N}, l \in \mathcal{L},
\]

(5)

\[
E_{li}^c = P_i^c T_{li}^c, \quad i \in \mathcal{N}, l \in \mathcal{L}.
\]

(6)

For communication, let \(b_{ij}\) be the available bandwidth between devices \(i\) and \(j\). Particularly, \(j = i\) implies delivering data from a device to itself, and \(b_{ij}\) is the memory bandwidth. In our experiment, \(b_{ij}\) is set as 12.8GB/s by default, which is the typical memory bandwidth of DDR3 \[33\]. Initially, the communication occurs when the master device (noted as device \(M\)) distributes input partitions to worker devices, the transmission time is therefore calculated in the \(l = 1\) case of Eq. (7). For communication of pulling the padding data from the neighboring device, its transmission time is described as the \(l > 1\) case. For the sake of simplicity, Eq. (7) does not take the queuing delays into account since we are optimizing inference for respective single image input. Streaming input, in which case the queuing delays significantly matter, are left for future work. With the transmission power \(P_i^b\), we acquire the dynamic energy of communicating with device \(i\) on layer \(l\) in Eq. (8).

\[
T_{li}^b = \begin{cases} \frac{a_i}{b_{ij}}, & l = 1, i \in \mathcal{N}, \\ \frac{p_{li}}{b_{ii + 1}}, & l > 1, i \in \mathcal{L}, i \in \mathcal{N}, \end{cases}
\]

(7)

\[
E_{li}^b = P_i^b T_{li}^b, \quad i \in \mathcal{N}, l \in \mathcal{L}.
\]

(8)

2) Multi-Layer Formulation: The key challenge of extending the formulation from a single layer to multiple layers lies in the synchronization mechanism during parallel processing. Fig. 8 presents a job breakdown of a CoEdge instance - processing one image over three devices. As we can see, each device processes computation and communication jobs alternately, and they trigger synchronization periodically whenever a communication job (except for the initial communication job) is accomplished. The contents of the synchronizations are the requisite padding data for convolutional computation. During the interval between two synchronizations, there is no data dependency between devices, and thus they process jobs in parallel. These scattered feature map partitions are finally aggregated at the classification stage for FC computation. Hence, the whole process works in a Bulk Synchronous Parallel (BSP) mechanism \[34\].

To summarize the cost of the whole process, we denote \(E^c\) and \(E^x\) as the total energy consumption of computation and communication, respectively, which are obtained by summing up the energy of all devices for all layers in Eq. (9) and (10). We count the total physical latency \(T\) according to the BSP model and obtain Eq. (11). Concretely, we acquire \(T\) by calculating the maximum latency of all devices and then summing up the physical latency of all intervals. It is worth noting that Eq. (11) has counted the latency of FC layers, as the maximum latency of all device is essentially that of the selected device in the classification stage.

\[
E^c = \sum_{l \in \mathcal{L}} \sum_{i \in \mathcal{N}} E_{li}^c, \quad l \in \mathcal{L}.
\]

(9)

\[
E^x = \sum_{l \in \mathcal{L}} \sum_{i \in \mathcal{N}} E_{li}^x, \quad l \in \mathcal{L}.
\]

(10)

\[
T = \max_{l \in \mathcal{L}} (T_{li}^c + T_{li}^b).
\]

(11)

Given the execution deadline \(D\), the targeted problem is to decide an optimal partitioning solution \(\pi = [a_1, a_2, \cdots, a_N]\) with the objective of minimizing total energy without violating the execution deadline \(D\). Hence, we can formulate the cooperative inference optimization as the following problem.

\[
\mathcal{P}1 : \min. \quad E^c + E^x \quad \text{s.t.} \quad T \leq D, \quad \{1, 2, 3, 4\}.
\]

Theorem 1. Problem \(\mathcal{P}1\) is an NP-hard problem.

We prove Theorem \(\mathcal{P}1\) by identifying \(\mathcal{P}1\) as an Integer Linear Programming problem (detailed in Appendix A). In a typical smart factory deployment, there may be tens or even hundreds of edge devices, indicating that the decision space of \(\mathcal{P}1\) can be huge (which grows exponentially with the increase of edge devices’ amount) according to Theorem \(\mathcal{P}1\). Therefore, to generate a solution in real-time, it is necessary to find an efficient solving method to \(\mathcal{P}1\).

B. Problem Transformation

A Linear Programming (LP) problem is a kind of optimization towards a linear objective function subject to linear equality or inequality constraints, and the Integer Linear Programming (ILP) problem is a special case where all optimization variables are integers \[35\]. As proved in Appendix A, \(\mathcal{P}1\) is an ILP. The difficulty of solving \(\mathcal{P}1\) lies in the discreteness of integer variable \(a_i\). To produce a feasible solution to \(\mathcal{P}1\) efficiently, we relax \(\mathcal{P}1\) by introducing a continuous variable \(\lambda_i\) to approximate \(a_i\). Eq. (12) defines the relation between \(\lambda_i\) and \(a_i\), where \(H\) is the input’s height and \(\lambda_i\) describes...
the proportion that the \( i \)-th partition covers. Since the input of CNN inference are usually of a large size (e.g., typically of 224 \times 224 \text{ size from ImageNet} \[21\] dataset), the approximation error is tiny and tolerated. Eq. (13), (14), and (15) show the numerical constraints for \( \lambda_i \), which are derived from Eq. (1), (2), and (3), respectively.

\[
a_i = \lambda_i H, \quad i \in N, \tag{12}
\]
\[
\lambda_i H \geq p_{i+1} \mathbb{1}_{\{\lambda_i > 0\}}, \quad i \in N, \tag{13}
\]
\[
\lambda_i \geq 0, \quad i \in N, \tag{14}
\]
\[
\sum_{i \in N} \lambda_i = 1. \tag{15}
\]

Eq. (13) is essentially equivalent to the expression of \( \lambda_i H \geq p_{i+1} \) or \( \lambda_i = 0 \). Since \( \lambda_i = 0 \) is a potential solution, it is feasible to separate solving \( \lambda_i \)'s value and checking whether \( \lambda_i \geq p_{i+1} \) to two steps. Therefore, we relax the constraint Eq. (13) as \( \lambda_i H \geq 0 \), i.e., \( \lambda_i \geq 0 \), and \( \mathcal{P} \) can be transformed into the following problem \( \mathcal{P} \).

\[
\mathcal{P} : \min \quad E^c + E^x
\]
\[
s.t. \quad T \leq D, \quad \lambda \in \mathbb{R}^N, \tag{13}
\]

\( \mathcal{P} \) is fundamentally a special case of \( \mathcal{P} \). Particularly, on the solution to \( \mathcal{P} \), there may be some devices that are assigned with tiny workload (\( \exists i \in N, \lambda_i \leq p_i \), while on the solution to \( \mathcal{P} \), the workload size on all devices must be larger than or equal to the padding data size unless it is zero (\( \forall i \in N, \lambda_i \geq p_i \)). Regardless of the potential solution, \( \lambda_i = 0 \) to problem \( \mathcal{P} \), the main difference between \( \mathcal{P} \) and \( \mathcal{P} \) is the setting of threshold, i.e., \( \mathcal{P} \) sets the threshold as \( p_i \) while \( \mathcal{P} \) sets 0. Hence, we can exploit \( \mathcal{P} \)'s solution to iteratively approach \( \mathcal{P} \)'s solution by checking whether it satisfies the threshold constraint Eq. (13).

**Theorem 2.** Problem \( \mathcal{P} \) is a Linear Programming problem.

Theorem 2 (proved in Appendix B) reveals that \( \mathcal{P} \) is a LP, which can be efficiently solved by existing mature programming solvers (e.g., CPLEX [26]). By them, it is feasible to fast approximate the solution to \( \mathcal{P} \).

### C. Workload Partitioning Algorithm Design

We propose a threshold-based workload partition algorithm for \( \mathcal{P} \) using existing programming solvers, as presented in Algorithm 1. The key idea of Algorithm 1 is to gradually narrow down the selection of participating devices (i.e., the devices that are assigned with workload) by checking the threshold constraint and iteratively approach the solution.

The input of Algorithm 1 includes CNN layer configurations, available computation and communication resources, and the execution deadline. These inputs provide parameters for \( \mathcal{P} \) and \( \mathcal{P} \). The output is the workload partitioning solution to \( \mathcal{P} \).

Algorithm 1 begins with checking whether \( \mathcal{N} \) is empty - if \( \mathcal{N} \) is an empty set, there is no available devices to perform cooperative inference, and thus no feasible solution to \( \mathcal{P} \). Otherwise, we solve \( \pi \) from \( \mathcal{P} \) with a LP solver. Then we check whether the obtained \( \pi \) satisfy Eq. (13), the threshold constraint of \( \mathcal{P} \). If so, the current version of \( \pi \) is a feasible solution and is immediately returned. Or else, there must be some elements in \( \pi \) that are smaller than the required padding size. In this case, we remove part of these unsatisfied elements from the available devices list: firstly we remove zero elements since the zero workload assignment indicates that the device would not participate in cooperative inference; next we find the minimum from the rest elements in \( \pi \) and remove it from \( \mathcal{N} \). After that, the algorithm goes to the next recursion to acquire the new partition solution with the updated \( \mathcal{N} \) and checks the result for \( \mathcal{P} \) again. The recursion continues until it finds a feasible solution - if any - or a null flag as the unfeasible signal (this could happen when the deadline constraint is too strict to satisfy).

The programming solver for our LP problem runs efficiently. In our experiment we use CPLEX and the runtime overhead is smaller than 1s. Since the total recursion times in Algorithm 1 will not exceed \( \mathcal{N} \) (the total number of available devices), the solving process of Algorithm 1 is very fast (<10 ms) and will not cause side-effect on the pursuit of latency SLO.

### V. Prototype Implementation

We employ TensorFlow Lite [20] as the backend engine to execute CNN layers, and implement the communication module based on gRPC [37]. In the following, we provide the implementation details of CoEdge.

**Deployment and profiling.** Since any one of the devices in the environment may launch a CNN inference task, the employed CNN models are trained and installed on all devices in advance. As the model is installed, we use TensorFlow benchmark tool to profile the latency of one inference and measure the energy with the Monsoon High Voltage Power
Fig. 9. Our experimental prototype uses four Raspberry Pis (RPi), one Jetson TX2 and one desktop PC. Their specifications are listed in Table I, II, and III. We employ the Monsoon High Voltage Power Monitor (HVPM) to measure the energy.

For each CNN model, we run it for once as warm-up and then record the execution time with 50 runs without break. The aim of warm-up running is to alleviate the impact of weight loading and TensorFlow initialization since we have omitted these overheads in the formulation. The execution tasks on all devices are the same - perform CNN inference on the same image from ImageNet [21]. We take the mean values as the measuring results and derive the resource tuple parameters based on them.

The computation frequency $f$ is directly from known specifications. With $f$ and the measured latency, we can estimate the total computing cycles of one inference. Dividing the cycles' amount to the processed image size yields the computing intensity $p$. We obtain the memory capacity $m$ by observing the available memory space of an idle system. For power parameters $P^e$ and $P^c$, we measure them by calculating the measured computation/communication energy and delay.

**Workload partitioning and distribution.** To create the workload allocation plan efficiently, we run the workload partitioning algorithm based on IBM ILOG CPLEX [36], a linear programming solver package. If the algorithm returns a feasible solution, we segment the input image accordingly and send the partitions to the corresponding devices. Otherwise, the algorithm returns an infeasible signal, which means the deadline is set too strict. In this case, we choose to offload all workload to the device that can minimize the end-to-end execution latency.

**Runtime communication.** During the runtime, each device needs to fetch the padding data from its neighboring device. Due to the limited computing capability, a device may be still working on generating the output feature map partition when a padding pulling request arrives. To accommodate this case, we block the pulling request until the needed data is prepared. Note that such circumstance is rare since our workload partitioning algorithm has optimized the workload allocation to match devices’ computing capabilities. Under this plan, the execution time on each device is reasonably close and the utilization of computing resources are maximized as much as possible. Moreover, our workload partitioning algorithm supposes that participated devices can well communicate with each other during the runtime. However, the devices can accidentally break down or temporarily unavailable in real-world deployment. This raises robustness issues, which be discussed in Section VIII.

**VI. Performance Evaluation**

In this section, we evaluate the performance of CoEdge prototype in terms of inference latency and dynamic energy. We also explore the impact of deadline setting, the system scalability and the adaptability to network fluctuation.

**A. Experimental Setup**

**Prototype.** We implement CoEdge prototype with six devices: four Raspberry Pi 3, one Jetson TX2, and one desktop PC, as shown in Fig. 9. The Raspberry Pi 3 and the Jetson TX2 represent weak IoT devices and mobile AI platforms. Besides, we take a desktop PC to emulate small edge servers. The specifications of the three types of devices are provided in Table I, II, and III. We employ the Monsoon High Voltage Power Monitor (HVPM) [17] to measure the energy. For bandwidth control, we use the traffic control tool tc [22], which is able to limit the bandwidth under the setting value.

**Workload.** In our prototype, we use TensorFlow Lite [20] to implement four typical CNN models: AlexNet [19], VGG-f [9], GoogLeNet [38], and MobileNet [39], all of which are trained before deployment. Table IV presents the reported latency of basic implementation and the computing intensity on different platforms. We set the workload as the image classification task on one ImageNet [21] image. The average inference latency and computation intensity of one hundred runs are taken as the results. During the runtime we turn off all applications except for necessary OS background services.

**Approaches.** We compare CoEdge with the following approaches. (1) **MoDNN** [40] adopts the same piece-wise partitioning mechanism as CoEdge, but decides partition sizes in proportion to the devices’ computing capabilities without considering network conditions. (2) **Musical Chair** [18] is a cooperative inference system that exploits both data and model parallelism. For each layer, it chooses one of the parallelisms and accordingly partitions the workloads in equal proportion.

**TABLE III**

| Hardware       | Specifications                   |
|----------------|----------------------------------|
| CPU            | 3.60GHz 8-Core Intel i7-7700    |
| Memory         | 2666MHz 16GB DDR4              |
| GPU            | GeForce GTX 1050 (Pascal) 640 CUDA core |
| Power          |                                 |
| Idle           | CPU Fully Loaded               |
|                | GPU Fully Loaded               |
|                |                                 |
| Desktop PC     |                                 |

**TABLE IV**

| Model     | Raspberry Pi | Jetson TX2 | Desktop PC |
|-----------|--------------|------------|------------|
|           | Lat. | Inten. | Lat. | Inten. | Lat. | Inten. |
| AlexNet   | 302  | 615   | 89   | 301   | 46   | 282   |
| VGG-f     | 276  | 563   | 83   | 283   | 44   | 269   |
| GoogLeNet | 769  | 1568  | 227  | 772   | 114  | 698   |
| MobileNet | 226  | 461   | 71   | 239   | 37   | 226   |
(3) Local approach executes CNN inference at the master device solely. In our experiment, the local approach is the baseline, and we fix the master device as a certain Raspberry Pi 3.

B. Performance Comparison

Fig. 10 and Fig. 11 show the latency and dynamic energy results of different models with the local approach (Loc), MoDNN (MD), Musical Chair (MC), and CoEdge (CE). The results in these two figures are measured at the same experimental settings, and the maximum bandwidth between devices are fixed at 1MB/s. We set the deadline for executing the four models as 100ms, 100ms, 200ms, and 100ms, respectively, marked as dashed lines in Fig. 10.

As shown in Fig. 10, CoEdge, Musical Chair and MoDNN always accomplish inference within the deadline. As the most time-consuming option, the local approach is the only one that violates the latency requirement, and CoEdge achieves $7.21 \times 4.49 \times$ latency speedup over it. Comparing the local approach with the other ones reflects the power of cooperative inference gained by harvesting vicinal edge resources. Among the three cooperative approaches, Musical Chair takes higher latency that the other two. This is because that Musical Chair directly split the workload in equal proportion ignoring the resources heterogeneity. CoEdge and MoDNN perform closely in the latency metric, but differs their energy costs in the energy metrics.

As an evidence, Fig. 11 shows the least dynamic energy consumption that CoEdge takes comparing with other approaches. CoEdge saves up to 66.9%, 64.9%, 46.0%, and 25.5% energy for four models, respectively (comparing with Musical Chair). To the baseline (local approach), CoEdge saves 39.2%, 37.8%, 11.5%, and 10.9% energy. CoEdge saves energy prominently for AlexNet and VGG-f, but promote not so much for GoogLeNet and MobileNet. This attributes to the structure of CNN models. GoogLeNet’s completed block structure comprises a crowd of layers, which incurs frequent data exchanges in cooperative inference. At the opposite end of the spectrum, MobileNet uses a simplified structure and has been well optimized for local inference in embedded devices, which limits the improvement space for cooperative inference.

It is worth noting that the local approach consumes less energy than MoDNN and Musical Chair. The reasons come from two aspects. On the one hand, the local approach does not incur communication costs, while MoDNN and Musical Chair need frequent cross-device communication during the runtime, which takes energy. On the other hand, the optimization of MoDNN and Musical Chair does not consider the power characteristics of different types of devices so that the workload are processed in an energy-lavish manner. In contrast, by jointly optimizing the computation-communication tradeoff provided devices’ computing capabilities and network conditions, CoEdge achieves the lowest energy costs.

C. Performance under Varying Deadlines

In this experiment, we explore how the deadline setting impacts the system performance. We run AlexNet to process one image input. The bandwidths between devices are fixed as 1MB/s. Fig. 12 shows the dynamic energy results as a function of deadlines. To emphasize the deadline constraint, we plot the energy result as zero if it fails to accomplish the inference within the deadline. At the 75ms deadline, CoEdge and MoDNN first succeed completing the execution, while CoEdge takes lower energy costs than MoDNN. When the deadline sets 100ms, Musical Chair finishes a full inference, but it consumes higher energy than MoDNN and CoEdge. As the latency requirement gradually relaxes, the local approach finally achieves.

Note that CoEdge shows a converged declining curve as the deadline postpones. CoEdge takes higher energy under a stringent deadline (75ms) than a loose deadline (500ms). This is because CoEdge’s optimization puts latency constraint in prior to energy optimization. In the case with a very strict
latency requirement, CoEdge prefers to sacrifice some energy-saving to latency reduction. With the requirement loosens, the pressure of satisfying deadline constraint gradually relaxes and CoEdge will transfer emphasis on energy optimization. When the deadline is adequately slack, it is not a constraint to our optimization anymore, in which case the change of that will not impact the workload allocation plan of CoEdge and thus the dynamic energy result keeps stable.

D. Scalability

To evaluate CoEdge’s scalability, we measure the latency and energy by incrementally adding devices to the experimental cluster. We fix the bandwidth as 1MB/s and set a loose deadline of 500ms. The inference task is run AlexNet with one image for classification. We add devices in the following order: Raspberry Pi, Raspberry Pi, desktop PC, Raspberry Pi, Raspberry Pi, and Jetson TX2. Fig. [13] presents the measuring results of CoEdge, where the top text shows the adding devices orderly. With the increase of the cluster scale, both the latency and dynamic energy drop. In particular, there is a distinctive decrease when adding PC (2→3) and Jetson TX2 (5→6). This is reasonable as the cluster adds a relatively more powerful device (PC or Jetson) comparing with the Pi at these two points. When the scale is extended to 4 or 5, the latency and dynamic energy keeps approximately stable, indicating that CoEdge runs almost invariant solutions. This is because CoEdge prefers allocating a major portion of the workload to the devices with higher computing capabilities, e.g., the PC. When the cluster already owns such powerful device, adding a weak one (e.g., Pi) will not make distinct changes to the workload allocation plan, and thus the system performance keeps steady as the previous organization.

E. Adaptability to Network Fluctuation

In this experiment, we record the system performance of different cooperative approaches with varying bandwidths. We run AlexNet with one image on the six-device cluster, and the deadline is 100ms, plotted as the dashed line in Fig. [14]. For each epoch, CoEdge captures the available bandwidths and triggers a reprogramming on workload partitioning if the bandwidths change. This reprogramming process takes tiny overhead, reporting less than 10ms in the experiment. We adjust the bandwidth settings between devices in different periods. The top subfigure in Fig. [14] presents the network fluctuation with the bandwidths of 1000KB/s, 750KB/s, 500KB/s, 1250KB/s, 1500KB/s, and 1000KB/s, respectively. As the bandwidth changes, all three approaches vary their performance. The performance variation comes from two reasons. On the one hand, the communication overhead for necessary data exchange during cooperative inference depends on the network conditions. On the other hand, for CoEdge, diverse bandwidths yield diverse partitioning plans and therefore impact the performance of cooperation. In most cases, the latency results of the approaches are approximate. On the energy side, however, CoEdge outperforms other approaches all the time. In particular, when the bandwidth drops at 500KB/s (Epoch 11-15), only CoEdge’s execution satisfies the deadline. In other epochs, as the bandwidth becomes higher, CoEdge adjusts the workload partitioning and the energy costs decrease.

VII. RELATED WORK

Previous research efforts in enabling artificial intelligence at the network edge can be divided into three directions: cloud-assisted execution, local resource exploitation, and multi-device collaboration.

Cloud-assisted execution. Cloud-assisted approaches offload DNN inference workload from local to the cloud fully or partially [10], [41]–[45]. MCDNN [41] fully offloads DNN computation. It creates DNN model variants and selects one from them to maximize the accuracy under resource constraints, while CoEdge does not involve accuracy issues as the model and data are never modified. Neurosurgeon [42] proposes a partially offloading solution, which decides an intermediate partition point in the DNN structure to keep front layers locally and offload rear layers to the cloud. DDNN [44] leverages a similar principle and partitions DNN layers in a cloud-edge-device hierarchy. However, it requests to retrain the DNN model in scheduling, while CoEdge does not require any retraining work. The cloud-assisted approaches have been widely-adopted in mobile scenarios, e.g., drone-enabled vehicles tracking [46], robotics-based vision applications [47]–[49]. On these specific cases, the cloud’s functionality is further optimized to adjust demands. For example, RILaaS [49] introduces a Robot-Inference-and-Learning-as-a-Service platform with robotics-oriented features such as reliable network protocol, secure authentication, and REST front-end API.

Local resource exploitation. Local approaches keep all computation locally and optimize the performance through hardware specialization or model modification [27], [50]–[53]. Hardware specialization generally centers around basic DNN operations (e.g., matrix multiplication, convolution) to develop efficient hardware accelerators, e.g., ARM ML Processor [54], Google Edge TPU [55]. Some other works target to optimize the utilization of existing hardware. For example, µLayer [50] accelerates inference in layer granularity by simultaneously utilizing heterogeneous processors inside an edge
device. Model modification typically uses model compression technique, e.g., model sparsification and quantization [51]. ReForm [52] reconfigures CNN models by model pruning and selective computing to reduce inference latency on mobile devices. On the same goal, libnumber [53] employs quantization technique to optimize number representation in low-level, reducing both model size and inference latency. CoEdge is orthogonal to such optimizations since it does not apply any structural modifications to the employed DNN.

Multi-device collaboration. Multi-device approaches executes DNN inference using a cluster of devices in the edge environment [14], [40], [56]. Within this category, previous works optimize workload distribution in two ways, layer fusion and workload size adjustment. Layer fusion partitions the feature maps in a fixed pattern, and distributes workload with redundant data - the padding data - to avoid data requests between devices during the runtime. Under this mechanism, DeepThings [14] fuses front convolutional layers and parallelizes these layers on multiple devices. The follow-up work [25] generalizes the fusion operation to all layers and takes resources heterogeneity into account. It designs a dynamic-programming-based fusion searching strategy to adaptively decide which layers are fused and which layers are directly parallelized. Workload size adjustment accommodates the workload allocation to minimize the end-to-end inference latency. MoDNN [40] segments workload greedily and assigns more workload to the devices with higher computing capability without considering the network conditions. Musical Chair [18] introduces a partitioning algorithm integrating data and model parallelism, and partitions the feature maps in equal proportion. Based on Musical Chair, the subsequent work [57]–[59] improves distributed CNN execution in terms of latency performance, scalability, and robustness, respectively.

Our work falls into the multi-device collaboration category, and combines the parallel workflow of layer-fusion techniques [14], [25] and the partitioning mechanism of workload adjustment approaches [18], [40]. Beyond combining the novel designs of these two lines, CoEdge jointly considers available computation and communication resources and improves the workload allocation on heterogeneous devices via an adaptive algorithm, which has not been addressed in prior works.

VIII. DISCUSSION AND FUTURE DIRECTIONS

In this section, we discuss the limitation and extension of CoEdge, and provide some future research directions.

Robustness and Generalization. As a distributed system, crash of any participant or network timeout can result in a system breakdown of cooperative inference. To increase the robustness against such faults, it may be helpful to design modularity [48] for the system or reserve intermediate result backups periodically. Another direction is to further generalize and optimize the system workflow for more sophisticated model structures. Only applying workload partitioning over the whole network may not well fit more complicated architectures as the feature maps of the deeper layers usually exhibit in a smaller height and width.

Other optimizing objectives. CoEdge focuses on optimizing the dynamic energy consumption with preset deadlines for CNN inference. Modifying the objective function of the constrained programming can steer CoEdge to meet other priorities. For example, one can adopt a performance preference by setting a tunable-weighted synthesis of latency and energy. Alternatively, taking static energy consumption into account may produce a more energy-friendly workload allocation plan. Another potential objective is accuracy. Although CoEdge does not sacrifice any accuracy theoretically, running DNNs on some minitype edge devices may still loss precision owing to the limitations of their modest computing capability and the execution mechanism of DNN frameworks. Characterizing and optimizing such accuracy issue is practically significant for edge deployment.

Utilizing edge-oriented resources. Recent technical progresses on edge computing enhancement in computation (e.g., pluggable Google Edge TPU [55], Intel Movidius Neural Compute Stick [60]) could potentially benefit CoEdge performance. For example, by equipping a Raspberry Pi with an Edge TPU, CoEdge may choose to remain the input workload mainly or even completely in situ. This requires more efforts on shaping and utilizing the emerging elastic computing resources. Moreover, improvements on the communication side, e.g., 5G and mmWave, can also boost cooperative edge intelligence.

IX. CONCLUSION

In this paper, we present CoEdge, a distributed DNN computing system that orchestrates cooperative DNN inference over heterogeneous edge devices. We explore the workflow of cooperative inference and formulate it as a constrained optimization problem, which is NP-hard. To solve it efficiently, we design a workload partitioning algorithm to decide efficient partitioning policy in real-time. By jointly optimizing computation and communication, CoEdge can find the optimal workload partitioning plan that minimizes the system energy cost while promising execution latency requirements. Experimental evaluations using a realistic prototype show 7.21×−4.49× latency speedup over the local approach and up to 25.5%~66.9% energy saving comparing with existing approaches for four widely-adopted DNN models.
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APPENDIX A
PROOF OF THEOREM 1

Proof. We reduce \( P|C_{\text{max}} \) problem to a special case of \( \mathcal{P}1 \), where all the power parameters are set as 1. Since \( P|C_{\text{max}} \) problem is NP-hard, \( \mathcal{P}1 \) is at least as hard as \( P|C_{\text{max}} \) problem.

Firstly, we identify \( \mathcal{P}1 \) as an integer linear programming problem. For the optimizing variable \( a_i \), the constraints (1), (2), and (3) limit it into a range of nonnegative integers. Using \( a_i \), we can obtain the initial workload on each device by multiplying \( a_i \) and the data size of each row. Since the input feature maps of each layer are the output of the prior layer, we can derive the workload of each layer based on its specific configuration. For example, for convolution operation, given the input feature map partition of size \((H, W, C_{\text{in}})\) (Height, Width, Channels) and the convolution kernel \((k, C_{\text{in}}, C_{\text{out}}, s, p)\), the output size is \((H-k+2p+1, W-k+2p), C_{\text{out}}\). Therefore, we can express \( r_{li} \) linearly using \( a_i \). So do for \( T_{li}^c, T_{li}^r, E_{li}^c, E_{li}^r \) according to Eq. (5), (7), (9), and (10).

For the deadline constraint \( T = \sum_{i \in \mathcal{L}} \max_{i \in \mathcal{N}} (T_{li}^c + T_{li}^r) \leq D \), we transform it into a series of inequalities. Assuming a sub-deadline \( D_l \) for processing layer \( l \), we have \( \max_{i \in \mathcal{N}} (T_{li}^c + T_{li}^r) \leq D_l \), which is equivalent to \( T_{l1}^c + T_{l1}^r \leq D_l, T_{l2}^c + T_{l2}^r \leq D_l, \cdots, T_{lN}^c + T_{lN}^r \leq D_l \). Without loss of generality, we conduct this transformation to all interval and obtain \( N \cdot L \) inequalities in total, i.e., \( T_{li}^c + T_{li}^r \leq D_l, \forall i \in \mathcal{N}, \forall l \in \mathcal{L} \). Given that \( T_{li}^c \) and \( T_{li}^r \) is linear with \( a_i \), these inequalities are linear.

In conclusion, all the expressions in \( \mathcal{P}1 \) are either linear function or integer constraint, indicating that \( \mathcal{P}1 \) is an integer linear programming problem. Let the variables \( a_i \) be the jobs to schedule and all power parameters be 1, we can reduce \( P|C_{\text{max}} \) problem to \( \mathcal{P}1 \) by recognizing the total energy in \( \mathcal{P}1 \) as the processing time in \( P|C_{\text{max}} \). Since \( P|C_{\text{max}} \) problem is NP-hard, \( \mathcal{P}1 \) is NP-hard.

APPENDIX B
PROOF OF THEOREM 2

Proof. As we have discussed in the proof of Theorem 1, the objective function, the memory constraint, and the deadline constraint are linear with \( a_i \). In \( \mathcal{P}2 \), we substitute \( \lambda_i H \) for \( a_i \), therefore, the linear relationship is still satisfied and the variable is now continuous. For the remaining numerical constraints \( \lambda_i \geq 0 \) and \( \sum_{i \in \mathcal{N}} \lambda_i = 1 \), they are still linear expressions. In summary, all the functions in \( \mathcal{P}2 \) are linear toward the elements in \( \pi \). Hence, \( \mathcal{P}2 \) is a linear programming problem.
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