HIGH-ORDER TIME STEPPING SCHEMES FOR SEMILINEAR SUBDIFFUSION EQUATIONS *
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Abstract. The aim of this paper is to develop and analyze high-order time stepping schemes for solving semilinear subdiffusion equations. We apply the k-step BDF convolution quadrature to discretize the time-fractional derivative with order $\alpha \in (0,1)$, and modify the starting steps in order to achieve optimal convergence rate. This method has already been well-studied for the linear fractional evolution equations in Jin, Li and Zhou [19], while the numerical analysis for the nonlinear problem is still missing in the literature. By splitting the nonlinear potential term into an irregular linear part and a smoother nonlinear part, and using the generating function technique, we prove that the convergence order of the corrected BDF$k$ scheme is $O(\tau^{\min(k,1+2\alpha-\xi)})$, without imposing further assumption on the regularity of the solution. Numerical examples are provided to support our theoretical results.
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1. Introduction. Fractional partial differential equations (PDEs) have been drawing increasing attention over the past several decades, due to their capability to describe anomalous diffusion processes, in which the mean square variance of particle displacements grow sublinearly/superlinear with the time, instead of the linear growth for a Gaussian process. Nowadays those models have been successfully employed in many practical applications, including dynamics of single-molecular protein [22], flow in highly heterogeneous aquifer [5] and thermal diffusion in fractal domains [34], to name but a few; see [31] for an extensive list.

The aim of this paper is to study high-order time stepping schemes for solving the initial-boundary value problem for the semilinear subdiffusion equation:

\[
\begin{aligned}
\partial_t^\alpha u - \Delta u &= f(u) & \text{in } \Omega \times (0,T), \\
\quad u &= 0 & \text{on } \partial \Omega \times (0,T), \\
\quad u(0) &= u_0 & \text{in } \Omega,
\end{aligned}
\]

(1.1)

where $\Omega$ denotes a bounded, convex domain in $\mathbb{R}^d$ with smooth boundary, and $\Delta$ denotes the Laplacian on $\Omega$ with a homogenous Dirichlet boundary condition. Here $\partial_t^\alpha u$ denotes the left-sided Caputo fractional derivative of order $\alpha \in (0,1)$ with respect to $t$ and it is defined by [21, pp. 91]

\[
\partial_t^\alpha u(t) := \frac{1}{\Gamma(1-\alpha)} \int_0^t (t-s)^{-\alpha} u'(s) \, ds, \quad \text{with } \Gamma(z) := \int_0^\infty s^{z-1}e^{-s} \, ds.
\]

Throughout the paper, we assume that the initial data $u_0$ is smooth and compatible with the homogeneous Dirichlet boundary condition, and $f : \mathbb{R} \to \mathbb{R}$ is a globally smooth function, e.g., $f \in C^3(\mathbb{R})$. Moreover, we assume that the nonlinear subdiffusion problem (1.1) has a unique global solution $u \in C([0,T]\times \overline{\Omega})$. One typical example is the time-fractional Allen-Cahn equation, i.e., $f(u) = u - u^3$, whose well-posedness and smoothing properties have already been investigated in [10].

High-order time stepping schemes for solving the linear time-fractional evolution problems have been intensively studied in recent years; see [17] (and the references therein) for a concise overview. Roughly speaking, there are two prominent types of schemes: piecewise polynomial interpolation (e.g., [2, 12, 26, 40]) and convolution quadrature (CQ) (e.g., [8, 16, 44, 46]). To the first group belongs
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the time interval and derivative. Therefore, in this paper, we aim to study high-order time stepping schemes based on corrected BDF methods. This work is motivated by our preceding studies on the popular method using a piecewise linear interpolation (also known as L1 scheme). Lin and Xu developed the scheme for fractional diffusion, and analyzed the stability and convergence rate; see also [10]. The discretization has a local truncation error $O(\tau^2-\alpha)$ where $\tau$ denotes the step size in time, provided that the solution is smooth enough in time. The argument could be extended to high-order methods using piecewise polynomial interpolation [24, 12]. In the second group, CQ developed by Lubich provided a systematic framework to construct high-order numerical schemes, and has been the foundation of many early works. Due to its particular construction, it naturally inherits the stability and accuracy of standard linear multistep methods, which greatly facilitates the analysis of resulting numerical schemes. However, for both techniques with uniform meshes, the desired convergence rates can be obtained only if data is sufficiently smooth and compatible, which is generally not valid. Otherwise, most of popular schemes can only achieve a first-order accuracy [15, 19]. For the linear subdiffusion problem, it has been shown in [19] that the scheme (1.2) is only first-order accurate in general. However, the optimal order $O(\tau^k)$ of the BDFk scheme could be restored by correcting the first $k-1$ steps. For example, we split the source term $f$ into $f(t) = f(0) + (f(t) - f(0))$ and approximate $f(0)$ by $\partial_\tau \partial_\tau^{-1} f(0)$, with a similar treatment of the initial data. This leads to a simple modification at the first step and restores the $O(\tau^2)$ accuracy for any fixed $t_n > 0$ [8, 16, 29]. This motivates us to decompose the nonlinear potential term $f(u)$ by

$$(1.5) \quad f(u(t)) = f(u_0) + f'(u_0)(u(t) - u_0) + R(u(t); u_0).$$

Then the residue part, $R(u(t); u_0) = O((u(t) - u_0)^2)$, is more regular in the time direction. As a
result, the semilinear equation can be reformulated by
\begin{equation}
\partial_t^\alpha u(t) - (\Delta + f'(u_0)I)u(t) = f(u_0) - f'(u_0)u_0 + R(u(t); u_0),
\end{equation}
where $I$ denotes the identity operator. Therefore, by letting
\begin{equation}
g_0 = f(u_0) - f'(u_0)u_0 \quad \text{and} \quad A = \Delta + f'(u_0)I,
\end{equation}
we can modify the BDF$_k$ scheme (1.2) by
\begin{equation}
\begin{cases}
\partial_t^\alpha (u - u_0)_n - Au_n = g_0 + a_n^{(k)}(Au_0 + g_0) + R(u_n; u_0), & 1 \leq n \leq k - 1, \\
\partial_t^\alpha (u - u_0)_n - Au_n = g_0 + R(u_n; u_0), & k \leq n \leq N,
\end{cases}
\end{equation}
where the unknown coefficients $a_n^{(k)}$ were given in [19, Table 1].

| BDF$_k$ | $a_1^{(k)}$ | $a_2^{(k)}$ | $a_3^{(k)}$ | $a_4^{(k)}$ | $a_5^{(k)}$ |
|--------|-------------|-------------|-------------|-------------|-------------|
| $k = 2$ | $\frac{1}{2}$ |              |             |             |             |
| $k = 3$ | $\frac{12}{13}$ | $\frac{5}{12}$ |             |             |             |
| $k = 4$ | $\frac{24}{25}$ | $\frac{5}{24}$ | $\frac{1}{2}$ |             |             |
| $k = 5$ | $\frac{131}{133}$ | $\frac{720}{607}$ | $\frac{124}{720}$ | $\frac{720}{197}$ | $\frac{241}{720}$ |
| $k = 6$ | $\frac{720}{647}$ | $\frac{720}{139}$ | $\frac{720}{720}$ | $\frac{720}{720}$ | $\frac{720}{720}$ |

By rearranging terms, the modified BDF$_k$ scheme (1.8) is equivalent to
\begin{equation}
\begin{cases}
\partial_t^\alpha (u - u_0)_n - \Delta u_n = a_n^{(k)}(\Delta u_0 + f(u_0)) + f(u_n), & 1 \leq n \leq k - 1, \\
\partial_t^\alpha (u - u_0)_n - \Delta u_n = f(u_n), & k \leq n \leq N,
\end{cases}
\end{equation}
which is consistent to the BDF$_k$ scheme for the linear subdiffusion problem [16,19].

The main result of this paper is to derive an error estimate in $L^\infty(\Omega)$ for the novel time stepping scheme (1.8). In particular, if $u_0 \in \{ u \in C(\bar{\Omega}), \ u = 0 \ on \ \partial \Omega, \ \text{and} \ \Delta u \in C(\bar{\Omega}) \}$, we prove that (see Theorem 3.4)
\begin{equation}
\|u_n - u(t_n)\|_{L^\infty(\Omega)} \leq c_T\tau^{\alpha - \min(k, 1+\alpha - \epsilon)}\tau^{\min(k, 1+2\alpha - \epsilon)}.
\end{equation}
This estimate is interesting, because the source term $f(u) \in W^{1+\alpha - \epsilon, 1}(0, T; L^\infty(\Omega))$ in general, which is nonsmooth in the time direction, and intuitively one only expects the convergence order $O(\tau^{\min(k, 1+\alpha - \epsilon)})$ [19, Table 8]. However, the estimate (1.10) indicates that the best convergence rate of the BDF$_k$ scheme is almost $O(\tau^{1+2\alpha})$. The restriction of the convergence order comes from the low regularity of the remainder $R(u; u_0)$, even though the initial data $u_0$ is smooth and compatible with boundary condition. This phenomena contrasts sharply with its normal parabolic counterpart, i.e., $\alpha = 1$. For example, in [7], it has been proved that the time stepping schemes of the semilinear parabolic equation fail to achieve the best convergence rate only if the initial data is not regular enough.

The rest of the paper is organized as follows. In section 2 we provide some preliminary results about the solution regularity which will be intensively used in error estimation. The error analysis of the time stepping scheme (1.8) is established in section 3. Then the fully discrete scheme are analyzed in section 4. Finally, in section 5 we present some numerical results which support and illustrate our theoretical findings. Throughout this paper, the notation $\epsilon$ denotes a generic constant, which may vary at different occurrences, but it is always independent of the time step size $\tau$ and spatial mesh size $h$.

2. Preliminary results. In this section, we shall present some regularity results which will be actively used in the next section. As we introduced, we always assume that the semilinear subdiffusion problem (1.1) has a unique global solution $u \in C([0, T] \times \Omega)$ (e.g., the time-fractional Allen-Cahn
2.1. Solution representation. First, we introduce a representation of the solution to problem (1.1) by Laplace transform. For simplicity, we let \( g(t) := f(u(t)) \) and \( w(t) := u(t) - u_0 \). Then it is easy to see that the function \( w(t) \) satisfies the equation
\[
\partial_t^\alpha w(t) - \Delta w(t) = \Delta u_0 + g(t)
\]
with initial condition \( w(0) = 0 \). Taking Laplace transform, denoted by \( \hat{\cdot} \), we have
\[
z^\alpha \hat{w}(z) - \Delta \hat{w}(z) = z^{-1} \Delta u_0 + \hat{g}(z),
\]
which implies that \( \hat{w}(z) = (z^\alpha - \Delta)^{-1}(z^{-1} \Delta u_0 + \hat{g}(z)) \). With inverse Laplace transform and convolution rule, the solution \( u(t) \) can be explicitly expressed by
\[
(2.1) \quad u(t) = (I + F(t)\Delta)u_0 + \int_0^t E(t-s)f(u(s))ds,
\]
where the operators \( F(t) \) and \( E(t) \) are defined by
\[
(2.2) \quad F(t) = \frac{1}{2\pi i} \int_{\Gamma_{\theta,\delta}} e^{zt}(z^\alpha - \Delta)^{-1}dz \quad \text{ and } \quad E(t) = \frac{1}{2\pi i} \int_{\Gamma_{\theta,\delta}} e^{zt}(z^\alpha - \Delta)^{-1}dz,
\]
respectively, where \( \Gamma_{\theta,\delta} \) denotes the integral contour
\[
\Gamma_{\theta,\delta} = \{z \in \mathbb{C} : |z| = \delta, |\arg z| \leq \theta\} \cup \{z \in \mathbb{C} : z = \rho e^{i\theta}, \rho \geq \delta\},
\]
oriented with an increasing imaginary part with a fixed angle \( \theta \in (\pi/2, \pi) \).

In this paper, we shall derive some estimates in \( L^\infty(\Omega) \) norm, which requires the resolvent estimate. Let us consider the second-order partial differential operator
\[
Lu = -\Delta u + qu,
\]
with the homogeneous Dirichlet boundary condition. Here we assume that \( q \in L^\infty(\Omega) \) and \( q(x) \geq 0 \) for all \( x \in \Omega \). This implies that \( L \) is positively definite, i.e.,
\[
(Lu, u) \geq c \| u \|^2_{L^2(\Omega)}, \quad \text{ for all } u \in H^1_0(\Omega).
\]

Then the following resolvent estimate holds: for any angle \( \phi \in (\pi/2, \pi) \) (see [3] Theorem 1.1, [4] Theorem 2.1 or [5] Theorem 1)
\[
(2.3) \quad \| (z + L)^{-1} \|_{C(\Omega) \to C(\Omega)} \leq c|z|^{-1} \quad \text{ for } z \in \Sigma_\phi = \{z \in \mathbb{C} \setminus \{0\} : \arg(z) \in (-\phi, \phi)\}.
\]

From now on, we assume that the initial condition \( u_0 \) is smooth enough and compatible to the homogenous Dirichlet boundary condition, i.e.,
\[
(2.4) \quad u_0 \in D = \{u \in C(\Omega), u = 0 \text{ on } \partial \Omega, \text{ and } \Delta u \in C(\Omega)\}.
\]

Then by the resolvent estimate (2.3), it is easy to observe that the operators \( F \) and \( E \), defined in (2.2), satisfy the following regularity estimate that for \( \ell = 0, 1, 2, \ldots \),
\[
(2.5) \quad t|\partial_t^{(\ell)} E(t)v|_{L^\infty(\Omega)} + \|\partial_t^{(\ell)} F(t)v\|_{L^\infty(\Omega)} \leq c t^{\alpha-\ell} \|v\|_{L^\infty(\Omega)} \quad \forall \; v \in C(\Omega).
\]
The estimates with \( L^2(\Omega) \)-norm have already been confirmed in [20] Lemma 3.4] by using resolvent estimate. The proof of (2.5) is similar to that, and hence is omitted here.

2.2. Solution regularity. With the help of (2.5), we are ready to state the following lemma on the regularity of the solution to the nonlinear subdiffusion equation (1.1).

**Theorem 2.1.** We assume that \( u_0 \in D \) with the space \( D \) defined by (2.4). Besides, suppose that the problem (1.1) has a unique global solution \( u \in C([0, T] \times \Omega) \). Then \( u \in C^\alpha([0, T]; C(\Omega)) \cap C^\ell((0, T]; C(\Omega)), \ell = 1, 2, 3, \) and it satisfies the a priori estimate
\[
(2.6) \quad \|\partial_t^{\ell} u(t)\|_{L^\infty(\Omega)} \leq c t^{\alpha-\ell}, \quad \text{for } \ell = 1, 2, 3,
\]
where the constant \( c \) depends on \( \alpha, T \) and \( u_0 \).
Similarly, the derivative of the third term can be bounded by $\Delta u(t)$, which together with the triangle's inequality and (2.6) for $I_1$, and the Banach fixed point theorem. The argument is identical to the proof of [20, Theorem 3.1], and hence omitted here.

Now we turn to the estimate (2.6) with $\ell = 2$, which requires more discussion. First, we take derivative on the solution representation (2.1) and obtain

\[
\begin{align*}
\frac{d}{dt} f(t) &= \frac{d}{dt} F(t) \Delta u_0 + \frac{d}{dt} \int_0^t E(s) f(u(t-s)) \, ds \\
&= E(t) [\Delta u_0 + f(u_0)] + \int_0^t E(s) f'(u(t-s)) u'(t-s) \, ds,
\end{align*}
\]

where we use the fact that $F'(t) = E(t)$. Here we note that both $E(t)$ and $u'(t)$ are weakly singular near $t = 0$. Therefore, we multiply $t^{2-\alpha}$ on (2.7) to compensate for the singularity before differentiation. Then

\[
\begin{align*}
t^{2-\alpha} \frac{d}{dt} f(t) &= t^{2-\alpha} E(t) [\Delta u_0 + f(u_0)] + t^{2-\alpha} \int_0^t E(s) f'(u(t-s)) u'(t-s) \, ds \\
&= t^{2-\alpha} E(t) (\Delta u_0 + f(u_0)) + t^{1-\alpha} \int_0^t (t-s) E(t-s) f'(u(s)) u'(s) \, ds \\
&\quad + t^{1-\alpha} \int_0^t E(s) f'(u(t-s))(t-s) u'(t-s) \, ds \\
&=: \sum_{i=1}^3 I_i(t).
\end{align*}
\]

After taking derivative of the first term $I_1$, we apply the estimate (2.5) to obtain that

\[
\begin{align*}
\|\partial_t I_1(t)\|_{L^\infty(\Omega)} &= \left\| (2-\alpha)t^\alpha E(t) + t^{2-\alpha} E'(t) \right\|_{L^\infty(\Omega)} \\
&\leq c t^{1-\alpha} \|E(t) \Delta u_0 + f(u_0)\|_{L^\infty(\Omega)} + t^{2-\alpha} \|E'(t) \Delta u_0 + f(u_0)\|_{L^\infty(\Omega)} \\
&\leq c \|E(t) \Delta u_0 + f(u_0)\|_{L^\infty(\Omega)},
\end{align*}
\]

where we use the fact that $\Delta u_0 + f(u_0) \in C(\bar{\Omega})$. The derivative of the second term $I_2$ in (2.8) can be estimate analogously. Using the estimate (2.5), we have

\[
\lim_{t \to 0} t \|E(t)\|_{C(\bar{\Omega})} = 0,
\]

which together with the triangle’s inequality and (2.6) for $\ell = 1$ implies that

\[
\begin{align*}
\|\partial_t I_2(t)\|_{L^\infty(\Omega)} &\leq c t^{1-\alpha} \int_0^t (t-s) \|E(t-s) f'(u(s)) u'(s)\|_{L^\infty(\Omega)} \, ds \\
&\quad + c t^{1-\alpha} \int_0^t \|E(t-s) f'(u(s)) u'(s)\|_{L^\infty(\Omega)} \, ds \\
&\quad + c t^{1-\alpha} \int_0^t (t-s) \|E'(t-s) f'(u(s)) u'(s)\|_{L^\infty(\Omega)} \, ds \\
&\leq c t^{1-\alpha} \int_0^t (t-s)^{\alpha-1} s \, ds + c t^{1-\alpha} \int_0^t (t-s)^{\alpha-1} s \, ds \leq c T.
\end{align*}
\]

Similarly, the derivative of the third term can be bounded by

\[
\begin{align*}
\|\partial_t I_3(t)\|_{L^\infty(\Omega)} &\leq c t^{1-\alpha} \int_0^t s \|E(t-s) f'(u(s)) u'(s)\|_{L^\infty(\Omega)} \, ds \\
&\quad + c t^{1-\alpha} \int_0^t \|E(t-s) f'(u(s)) u'(s) + s f''(u(s))(u'(s))^2\|_{L^\infty(\Omega)} \, ds \\
&\quad + c t^{1-\alpha} \int_0^t s \|E(t-s) f'(u(s)) u''(s)\|_{L^\infty(\Omega)} \, ds \\
&\leq c T + c t^{1-\alpha} \int_0^t (t-s)^{\alpha-1} s \|u''(s)\|_{L^\infty(\Omega)} \, ds.
\end{align*}
\]
As a result, we achieve at
\[
|\partial_t [t^{2-\alpha}u'(t)]|_{L^\infty(\Omega)} \leq c + c't^{1-\alpha} \int_0^t (t-s)^{\alpha-1}s|u''(s)|_{L^\infty(\Omega)} ds.
\]
Then we apply (2.9) for \(\ell = 1\) again and use the triangle inequality to obtain that
\[
(2.10)
t^{2-\alpha} \|u''(t)\|_{L^\infty(\Omega)} \leq c + c't^{1-\alpha} \int_0^t (t-s)^{\alpha-1}s|u''(s)|_{L^\infty(\Omega)} ds.
\]
In order to derive a uniform bound of \(t^{2-\alpha} \|u''(t)\|_{L^\infty(\Omega)}\), we multiply \(e^{-\sigma t}\) on the inequality (2.9) for some parameter \(\sigma > 0\) to be determined, and obtain that
\[
e^{-\sigma t}t^{2-\alpha} \|u''(t)\|_{L^\infty(\Omega)} \leq ce^{-\sigma t} + c\int_0^t \int_0^1 (t-s)^{\alpha-1}s|u''(s)|_{L^\infty(\Omega)} ds
\]}
(2.10)
\[
\leq ce^{-\sigma t} + c\max_{t\in[0,T]} e^{-\sigma t}t^{2-\alpha} \|u''(t)\|_{L^\infty(\Omega)} \int_0^t (t-s)^{\alpha-1}e^{-\sigma(t-s)}s^{\alpha-1} ds
\]
\[
\leq ce^{-\sigma t} + c(T/\sigma)^{\frac{2}{\alpha}} \max_{t\in[0,T]} e^{-\sigma t}t^{2-\alpha} \|u''(t)\|_{L^\infty(\Omega)},
\]
where we use the estimate that
\[
\int_0^t (t-s)^{\alpha-1}e^{-\sigma(t-s)}s^{\alpha-1} ds = t^\alpha \int_0^1 e^{-\sigma ts}s^{\alpha-1}(1-s)^{\alpha-1} ds
\]}
(2.11)
\[
= (t/\sigma)^{\frac{2}{\alpha}} \int_0^1 [e^{-\sigma ts}(\sigma ts)^{\frac{2}{\alpha}}]s^{\alpha-1}(1-s)^{\alpha-1} ds
\]
\[
\leq c(t/\sigma)^{\frac{2}{\alpha}} \int_0^1 s^{\alpha-1}(1-s)^{\alpha-1} ds \leq c(T/\sigma)^{\frac{2}{\alpha}}.
\]
Finally, by choosing a sufficient large \(\lambda\) such that \(2c(T/\sigma)^{\frac{2}{\alpha}} < 1\), we obtain that
\[
(2.12)
\max_{t\in[0,T]} e^{-\lambda t}s^{2-\alpha} \|u''(s)\|_{L^\infty(\Omega)} \leq c,
\]
which confirms the assertion (2.6) with \(\ell = 2\).

Now we turn to the case \(\ell = 3\) and give a brief proof. The basic idea of this argument is identical to that of \(\ell = 2\). With the definition of \(I_i\) in (2.8) and the estimate (2.9) of the solution operator \(E(t)\), we have the bound that
\[
\|\partial_t I_1(t)\|_{L^\infty(\Omega)} \leq c \sum_{k=0}^2 \|t^{k-\alpha}\|_{L^\infty(\Omega)} \|E(t)\[\Delta u_0 + f(u_0)]\|_{L^\infty(\Omega)} \leq ct^{-1}.
\]
For the second term, we use the splitting
\[
I_2 = t^{-\alpha} \int_0^t (t-s)^{2}E(t-s)f'(u(s))u'(s) ds + t^{-\alpha} \int_0^t (t-s)E(t-s)f'(u(s))u'(s) ds,
\]
and the fact that
\[
\lim_{t \to 0} \|tE(t)\|_{C(\bar{\Omega})} = 0,
\]
and hence derive that
\[
\|\partial_t I_2(t)\|_{L^\infty(\Omega)} \leq c \sum_{k=0}^2 \|t^{-(2-k)-\alpha}\|_{L^\infty(\Omega)} \int_0^t \int_0^k (t-s)^{2+k-m} \|E(t-s)[f'(u(s))u'(s)]\|_{L^\infty(\Omega)} ds
\]
\[
+ c \sum_{k=0}^2 \|t^{-(2-k)-\alpha}\|_{L^\infty(\Omega)} \int_0^t \int_0^k \|E(t-s)[s(f'(u(s))u'(s))]\|_{L^\infty(\Omega)} ds
\]
\[
+ ct^{-2-\alpha} \int_0^t \|E(t-s)[\partial_s(s(f'(u(s))u'(s)))]\|_{L^\infty(\Omega)} ds.
\]
Then the estimates (2.3) and (2.4) with $\ell = 1, 2$ imply that

$$
\|D_t I_2(t)\|_{L^\infty(\Omega)} \leq c \sum_{k=0}^{t^2 \alpha} \int_0^t (t-s)^{\alpha-1} s^{\alpha-1} \, ds + c \sum_{k=0}^{t^{2\alpha}} \int_0^t (t-s)^{\alpha-1} s^{\alpha-1} \, ds \leq c t^{\alpha-1}.
$$

The same argument also works for the third term $I_3$ in (2.3):

$$
\|D_t I_3(t)\|_{L^\infty(\Omega)} \leq c \sum_{k=0}^{t^2 \alpha} \int_0^t \sum_{m=0}^k s^{2+m-k} \|E(t-s)[D^m_s(f'(u(s))u'(s))]\|_{L^\infty(\Omega)} \, ds
$$

Then the estimates (2.5) and (2.6) with $\ell = 1, 2$ imply that

$$
t^2 \alpha \|D_t I_3(t)\|_{L^\infty(\Omega)} \leq c t^{2\alpha} \sum_{k=0}^{t^{2\alpha}} \int_0^t (t-s)^{\alpha-1} s^{\alpha-1} u''(s) \|L^\infty(\Omega) \, ds.
$$

As a result, we conclude that

$$
\|D_t [t^2 \alpha u'(t)]\|_{L^\infty(\Omega)} \leq c t^{-1} + c t^{2\alpha} \sum_{k=0}^{t^{2\alpha}} \int_0^t (t-s)^{\alpha-1} s^{\alpha-1} u''(s) \|L^\infty(\Omega) \, ds.
$$

Then we apply the estimate (2.6) for $\ell = 1, 2$ and obtain that

$$
t^{2\alpha} \|D_t^2 u(t)\|_{L^\infty(\Omega)} \leq c t^{2\alpha} \sum_{k=0}^{t^{2\alpha}} \int_0^t (t-s)^{\alpha-1} s^{\alpha-1} u''(s) \|L^\infty(\Omega) \, ds.
$$

Finally, the arguments in (2.10)–(2.12) yield the desired assertion (2.6) for $\ell = 3$.

**Remark 2.1.** Under the condition that $u_0 \in D$, it is not always valid that $(I + F(t)\Delta) u_0 \in C([0,T]; D)$. This is because $\Delta (I + F(t)\Delta) u_0$ is compatible with the homogeneous Dirichlet boundary condition for all $t > 0$, while the initial condition $\Delta u_0 \in C(\Omega)$. As a result, $\Delta (I + F(t)\Delta) u_0$ is not continuous to the initial condition $L^\infty(\Omega)$ norm. However, if $u_0 \in D = \{u, \Delta u \in C(\Omega), u = \Delta u = 0 \text{ on } \partial \Omega\}$, then we can conclude that $(I + F(t)\Delta) u_0 \in C([0,T]; D)$.

**2.3. Regularity of remainder $R(u(t); u_0)$.** Recall the expansion of the nonlinear term in (1.5). The regularity of the remainder part $R(u; u_0)$ plays an important role in the error analysis. This motivates us to derive regularity results of $R(u; u_0)$ in the Bochner-Sobolev spaces. For any $s \geq 0$ and $1 \leq p < \infty$, we denote by $W^{s,p}(0, T; B)$ the space of functions $v : (0, T) \to B$, with the norm defined by interpolation, where $B$ denotes a Banach space. Equivalently, the space is equipped with the quotient norm

$$
\|v\|_{W^{s,p}(0,T; B)} := \inf_{\tilde{v}} \|\tilde{v}\|_{W^{s,p}(\mathbb{R}; B)},
$$

where the infimum is taken over all possible extensions $\tilde{v}$ that extend $v$ from $(0, T)$ to $\mathbb{R}$. For any $0 < s < 1$, the Sobolev–Slobodecki\u0119 seminorm $\cdot_{W^{s,p}(0,T; B)}$ is defined by

$$
|v|_{W^{s,p}(0,T; B)} := \int_0^T \int_0^T \frac{\|v(t) - v(\xi)\|^p_B}{|t - \xi|^{1+ps}} \, dt \, d\xi,
$$

and the full norm $\cdot_{W^{k+s,p}(0,T; B)}$, with $k \geq 0$ and $k \in \mathbb{N}$, is defined by

$$
\|v\|_{W^{k+s,p}(0,T; B)} = \sum_{m=0}^k \|D^m_t v\|_{L^p(0,T; B)} + \|D^k v\|_{W^{s,p}(0,T; B)}.
$$
Then the regularity of $R(u; u_0)$ is shown in the following theorem.

**Theorem 2.2.** Suppose that the assumptions in Theorem 2.1 hold. Then the remainder part $R(u; u_0)$, which is defined by (1.5), has the regularity

$$R(u(t); u_0) \in W^{1+2\alpha-\epsilon,1}(0,T; C(\Omega)) \cap C^3([0,T]; C(\bar{\Omega}))$$

for any arbitrary small $\epsilon > 0$.

**Proof.** By the definition of $R(u(t); u_0)$ and the integral form of the remainder in Taylor’s expansion, we may rewrite $R(u(t); u_0)$ as

$$R(u(x,t); u_0) = \int_{u_0(x)}^{u(x,t)} (u(x,t) - \xi) f''(\xi) \, d\xi.$$  

It is easy to observe that

$$\partial^2_t R(u(x,t); u_0) = \partial^2_x \left[ u'(x,t) \int_{u_0(x)}^{u(x,t)} f''(\xi) \, d\xi \right]$$

$$= u''(x,t) \int_{u_0(x)}^{u(x,t)} f''(\xi) \, d\xi + 3u'(x,t)u''(x,t)$$

$$+ (u'(x,t))^3 f'''(u(x,t)).$$

Then using the facts that $f$ is smooth and $u \in C^3([0,T]; C(\bar{\Omega}))$ by Theorem 2.1, we conclude that $R(u; u_0) \in C^3([0,T]; C(\bar{\Omega}))$. Therefore, it suffices to show that $R(u(t); u_0) \in W^{1+2\alpha-\epsilon,1}(0,T; C(\bar{\Omega}))$.

To this end, we shall confirm this claim by investigating the following two cases.

**Case 1.** $\alpha \in (0,1/2)$. Obviously, we have $R(u; u_0) \in C([0,T] \times \Omega)$. Define

$$w(x,t) = \partial_t R(u(x,t); u_0) = \int_{u_0(x)}^{u(x,t)} u'(x,t) f''(\xi) \, d\xi.$$  

Then we observe that

$$\|w(t)\|_{L^\infty(\Omega)} \leq c \|u(t) - u_0\|_{L^\infty(\Omega)} \|u'(t)\|_{L^\infty(\Omega)} \max_{t \in [0,T]} \|f''(u(t))\|_{L^\infty(\Omega)} \leq cT^{2\alpha-1},$$

where the last inequality follows from the fact that $u \in C^\alpha([0,T]; C(\bar{\Omega}))$ and $\|u'(t)\|_{L^\infty(\Omega)} \leq cT^{\alpha-1}$, by Theorem 2.1. Then the similar argument also yields that

$$\|w'(t)\|_{L^\infty(\Omega)} \leq c \left( \|u''(t)\|_{L^\infty(\Omega)} \|u(t) - u_0\|_{L^\infty(\Omega)}^{\frac{1}{2}} + \|u'(t)\|_{L^\infty(\Omega)}^2 \right) \max_{t \in [0,T]} \|f''(u(t))\|_{L^\infty(\Omega)}$$

$$\leq cT^{2\alpha-2}.$$  

Then according to the Sobolev–Slobodeckij seminorm (2.13), we have for any $\epsilon \in (0,2\alpha)$

$$\|w\|_{W^{2\alpha-2,1}(0,T; L^\infty(\Omega))} \leq c \int_0^T \left\| \int_0^t \frac{\|w(t) - w(s)\|_{L^\infty(\Omega)}}{|t - s|^{2\alpha + 1 - \epsilon}} \, ds \right\| \, dt$$

$$\leq c \int_0^T \left\| \int_0^t \frac{\|w'(y)\|_{L^\infty(\Omega)} \, dy}{|t - s|^{2\alpha + 1 - \epsilon}} \, ds \right\| \, dt.$$  

Now by applying the estimate (2.14), we arrive at

$$\|w\|_{W^{2\alpha-2,1}(0,T; L^\infty(\Omega))} \leq c \int_0^T \left\| \int_0^t \frac{\|w'(y)\|_{L^\infty(\Omega)} \, dy}{|t - s|^{2\alpha + 1 - \epsilon}} \, ds \right\| \, dt$$

$$= c \left( \int_0^1 \frac{\int_0^t \left( \xi^{2\alpha - 1} - \xi^{2\alpha - 1} \right) \, d\xi \, d\xi}{|\xi - \xi^{2\alpha + 1 - \epsilon}|} \, d\xi \right)$$

$$= \int_0^1 \left( \int_0^t \frac{\xi^{2\alpha - 1} - \xi^{2\alpha - 1}}{|\xi - \xi^{2\alpha + 1 - \epsilon}|} \, d\xi \right) \, d\xi$$

$$= \frac{c}{1 - \xi^{2\alpha + 1 - \epsilon}} \int_0^1 \frac{\xi^{2\alpha - 1}}{|\xi - \xi^{2\alpha + 1 - \epsilon}|} \, d\xi.$$
Then the assertion that \( w \in W^{1+2\alpha-\epsilon,1}(0,T; L^\infty(\Omega)) \) follows from the observation that
\[
\int_0^1 \frac{t^{2\alpha-1-1}}{(1-t)^{2\alpha-1-\epsilon}} dt \leq \left( \int_0^{1/2} + \int_{1/2}^1 \right) \frac{t^{2\alpha-1-1}}{(1-t)^{2\alpha-1-\epsilon}} dt \\
\leq c + c \lim_{t \to 1} \frac{t^{2\alpha-1-1}}{(1-t)^{2\alpha-1-\epsilon}} + c \int_{1/2}^1 \frac{t^{2\alpha-2}}{(1-t)^{2\alpha-\epsilon}} dt \leq c.
\]

**Case 2.** \( \alpha \in (1/2, 1) \). In this case, using the estimate (2.14), it is easy to see that \( \| \partial_t w(t) \|_{L^\infty(\Omega)} \in L^1(0,T) \). Then our aim is to show that
\[
\partial_t w \in W^{2\alpha-\epsilon-1,1}(0,T; L^\infty(\Omega)).
\]

Using the expression for \( \partial_t w \) that
\[
\partial_t w(x,t) = (u'(x,t))^3 f'''(u(x,t)) + 2u'(x,t) f''(u(x,t)) + u''(x,t) \int_{u_0(x)}^{u(x,t)} f''(\xi) d\xi,
\]
and Theorem 2.1 we derive that
\[
\| w_t \|_{L^\infty(\Omega)} \leq c \| (u'(t)) \|_{L^\infty(\Omega)} + c \| u'(t) \|_{L^\infty(\Omega)} \| u''(t) \|_{L^\infty(\Omega)} \|
\]
(2.15)
\[
+ c \| u''(t) \|_{L^\infty(\Omega)} \| u(t) - u_0 \|_{L^\infty(\Omega)} \\
\leq c (t^{3\alpha-3} + t^{2\alpha-3}) \leq ct^{2\alpha-3}.
\]

Recalling the Sobolev–Slobodekij seminorm (2.13), we have for any \( \epsilon \in (0, 2\alpha - 1) \)
\[
\| w_t \|_{W^{2\alpha-1-\epsilon,1}(0,T; L^\infty(\Omega))} = \int_0^T \int_0^T \frac{t^{2\alpha-2}}{|t-s|^{2\alpha-\epsilon}} dt ds \\
= \int_0^T \int_0^T \frac{t^{2\alpha-2}}{|t-s|^{2\alpha-\epsilon}} dt ds.
\]

Then we apply the estimate (2.15) and derive that
\[
\| w_t \|_{W^{2\alpha-1-\epsilon,1}(0,T; L^\infty(\Omega))} \leq c \int_0^T \int_0^T \frac{t^{2\alpha-2}}{|t-s|^{2\alpha-\epsilon}} dt ds = c \int_0^1 \int_0^1 \frac{\xi^{2\alpha-2} - \zeta^{2\alpha-2}}{|\xi - \zeta|^{2\alpha-\epsilon}} d\xi d\zeta \\
= c \left( \int_0^1 \int_0^1 \frac{\xi^{2\alpha-2} - \zeta^{2\alpha-2}}{|\xi - \zeta|^{2\alpha-\epsilon}} d\xi d\zeta + \int_0^1 \int_0^1 \frac{\zeta^{2\alpha-2} - \xi^{2\alpha-2}}{|\xi - \zeta|^{2\alpha-\epsilon}} d\xi d\zeta \right) \\
= 2c \int_0^1 \int_0^1 \frac{\xi^{2\alpha-2} - \zeta^{2\alpha-2}}{|\xi - \zeta|^{2\alpha-\epsilon}} d\xi d\zeta = 2c \int_0^1 \xi^{2\alpha-2} d\xi \int_0^1 \frac{t^{2\alpha-2}-1}{(1-t)^{2\alpha-\epsilon}} dt \\
\leq c,
\]
where the last inequality is a direct consequence of the fact that
\[
\int_0^1 \frac{t^{2\alpha-2}-1}{(1-t)^{2\alpha-\epsilon}} dt \leq \left( \int_0^{1/2} + \int_{1/2}^1 \right) \frac{t^{2\alpha-2}-1}{(1-t)^{2\alpha-\epsilon}} dt \\
\leq c + c \lim_{t \to 1} \frac{t^{2\alpha-2}-1}{(1-t)^{2\alpha-1-\epsilon}} + c \int_{1/2}^1 \frac{t^{2\alpha-3}}{(1-t)^{2\alpha-1-\epsilon}} dt \leq c.
\]

Therefore, we obtain that \( \partial_t w \in W^{2\alpha-\epsilon-1,1}(0,T; L^\infty(\Omega)) \), and thus \( u \in W^{2\alpha+1-\epsilon,1}(0,T; L^\infty(\Omega)) \) for any \( \alpha \in (1/2, 1) \).

In conclusion, Case 1 and 2 together confirm the desired assertion for \( \alpha \in (0,1/2) \cup (1/2, 1) \). The critical case \( \alpha = 1/2 \) follows directly from the result of Case 1 and hence the proof is completed.

3. **Error analysis of modified BDF schemes.** The aim of this section is to present a complete error analysis for the high-order time stepping scheme (1.8). To begin with, we assume that the nonlinear term is globally Lipschitz continuous, i.e., there exists a constant \( c_L \) such that
\[
|f(s) - f(t)| \leq c_L |t-s| \quad \text{for all } t, s \in \mathbb{R}.
\]
We shall establish numerical analysis under the assumption (3.1), and then extend the argument to the case without that assumption.

3.1. Existence and uniqueness of the time stepping solution. In the analysis stated in the next subsection, we will always assume that the fully implicit scheme (1.8) admits a unique solution. It is easy to confirm this assumption, provided that (3.1) is valid.

In each time level, the fully implicit scheme (1.8) requires to solve a nonlinear elliptic problem
\[ (b_0 I + \tau^\alpha \Delta) v = w + \tau^\alpha f(v) \]
with homogeneous Dirichlet boundary condition and some function \( w \in C(\bar{\Omega}) \). Next we show that there exists a unique solution to (3.2) in \( C(\bar{\Omega}) \). By defining the operator \( M : C(\bar{\Omega}) \to C(\bar{\Omega}) \) as
\[ M v = (b_0 I + \tau^\alpha \Delta)^{-1} (w + \tau^\alpha f(v)) , \]
and applying the resolvent estimate (3.2), we observe that for any \( v_1, v_2 \in C(\bar{\Omega}) \)
\[ \| M v_1 - M v_2 \|_{L^\infty(\Omega)} = \| (b_0 \tau^{-\alpha} I + \Delta)^{-1} (f(v_1) - f(v_2)) \|_{L^\infty(\Omega)} \leq c \tau^{-\alpha} \| v_1 - v_2 \|_{L^\infty(\Omega)}. \]
Then for \( \tau \) small enough, \( M \) is a contraction mapping, and hence there exists a unique \( v \in C(\bar{\Omega}) \) such that \( M(v) = v \), i.e., the nonlinear elliptic problem (3.2) has a unique solution. As a result, we conclude that the fully implicit time stepping scheme (1.8) admits a unique sequence of functions \( \{ u_n \}_{n=1}^N \) via mathematical induction.

3.2. Error analysis of the BDF scheme for linear problem. The fundamental idea of error estimation is to apply the representation of the time stepping solution by contour integral in \( C \), which has been extensively used in existing studies [15,18,19,29,43]. We shall apply this technique to derive error estimates in \( L^\infty(\Omega) \) norm. Note that the operator \( A \) defined in (1.7) is self-adjoint, but not negative definite. However, the spectrum of \( A \) has an upper bound, since \( f(u_0) \in L^\infty(\Omega) \). Now we define
\[ \lambda = \max \{ 1, \| f(u_0) \|_{L^\infty(\Omega)} \} , \]
and observe that \( L = \Delta + (f(u_0) - \lambda) I \) is self-adjoint and negative definite. According to the resolvent estimate (3.2) for \( L \), we have the new resolvent estimate, for \( v \in C(\bar{\Omega}) \)
\[ \| (z - A)^{-1} v \|_{L^\infty(\Omega)} = \| (z - \lambda - (\Delta + (f(u_0) - \lambda) I) v)^{-1} \|_{L^\infty(\Omega)} \leq c \| z - \lambda \|^{-1} \| v \|_{L^\infty(\Omega)}, \]
for all
\[ z \in \Sigma_{\lambda,\phi} := \{ z \in C \setminus \{ \lambda \} : \arg(z - \lambda) < \phi \} \text{ and } \phi \in (\pi/2, \pi). \]

To analyze the fully implicit BDF scheme, we shall start with the linear problem with a time-independent source term
\[ \partial^\alpha_t v(t) - A v(t) = g_0 \text{ with } t \in (0, T], \text{ and } v(0) = u_0. \]
Then the time stepping scheme reads
\[ \begin{cases} 
\partial^\alpha_t (v - u_0)_n - A v_n = g_0 + a^{(k)}_n (A u_0 + g_0), & 1 \leq n \leq k - 1, \\
\partial^\alpha_t (v - u_0)_n - A v_n = g_0, & k \leq n \leq N 
\end{cases} \]
with \( v_0 = u_0 \). The next lemma gives an estimate of the difference between \( v(t_n) \) and \( v_n \).

Lemma 3.1. Let \( v(t) \) and \( v_n \) be the solutions of (3.6) and (3.7), respectively. We assume that the conditions in Theorem 2.7 hold true. Then there exists \( \tau_0 > 0 \), such that for \( \tau \leq \tau_0 \) the following error estimate holds
\[ \| v_n - v(t_n) \|_{L^\infty(\Omega)} \leq c \tau^k || g_0 + A u_0 \|_{L^\infty(\Omega)} \]
where the constant \( c \) depends on \( \alpha, k \) and \( T \).

Proof. Let \( w(t) = v(t) - u_0 \). Then the linear problem (3.6) can be reformulated as
\[ \partial^\alpha_t w - A w = A u_0 + g_0 \text{ with } t \in (0, T], \text{ and } w(0) = 0. \]
After taking Laplace transform, we derive that
\[ \hat{w}(z) = z^{-1}(z^\alpha - A)^{-1}(Au_0 + g_0) \]
for any \( z \) in the resolvent set of \( A \). With inverse Laplace transform, the function \( w(t) \) can be expressed explicitly by
\[
w(t) = \frac{1}{2\pi i} \int_{\sigma_0-i\infty}^{\sigma_0+i\infty} e^{zt} K(z)(Au_0 + g_0) \, dz
\]
with \( \sigma_0 \) such that \((\sigma_0)^\alpha > \lambda\), where \( \lambda \) is given in (3.12) and the kernel \( K(z) \) is defined by
\[ K(z) = z^{-1}(z^\alpha - A)^{-1}. \]
Now we deform the integral contour and obtain that
\[
w(t) = \frac{1}{2\pi i} \int_{\Gamma_{\theta,\sigma}} e^{zt} K(z)(Au_0 + g_0) \, dz
\]
where \( \sigma \in (\lambda^{1/\alpha}, \sigma_0] \) and the contour \( \Gamma_{\theta,\sigma} \) is defined by
\[
\Gamma_{\theta,\sigma} = \{ z \in \mathbb{C} : z = \sigma + \rho e^{i\theta}, \rho \geq 0 \}
\]
with any \( \theta \in (\pi/2, \pi) \), oriented with an increasing imaginary part.

Similarly, we may derive the integral representation of \( v_n \) in the complex domain. By letting \( w_n = v_n - u_0 \), we can reformulate the time stepping scheme as
\[
\begin{cases}
\partial_t^2 w_n - Aw_n = (1 + a_n^{(k)}) (Au_0 + g_0), & 1 \leq n \leq k - 1, \\
\partial_t^2 w_n - Aw_n = Au_0 + g_0, & k \leq n \leq N
\end{cases}
\]
with \( w_0 = 0 \). By multiplying \( \xi^n \) on (3.11) and taking summation over \( n \), we have
\[
\sum_{n=1}^{\infty} \xi^n \partial_t^n w_n = \sum_{n=1}^{\infty} \xi^n Aw_n = \left( \sum_{n=1}^{\infty} \xi^n + \sum_{n=1}^{k-1} \xi^n a_n^{(k)} \right) (Au_0 + g_0).
\]

For any given sequence \((f^n)_{n=0}^\infty\), let \( \hat{f}(\xi) := \sum_{n=0}^{\infty} f^n \xi^n \) denote its generating function. Since \( u_0 = 0 \), according to properties of discrete convolution, we have the identity
\[
\sum_{n=1}^{\infty} \xi^n \partial_t^n w_n = \delta_\tau(\xi)\hat{W}(\xi),
\]
where \( \delta_\tau(\xi) \) denotes the generating function of the standard BDFk method (1.4). Therefore
\[
(\delta_\tau(\xi)^\alpha - A)\hat{w} = \left( \frac{\xi}{1 - \xi} + \sum_{n=1}^{k-1} \xi^n a_n^{(k)} \right) (Au_0 + g_0).
\]

By the \( A(\theta_k) \)-stability of the BDFk method [13, pp. 251], for any \( \xi \) such that \( |\xi| = \rho \in (0, \frac{1}{2}] \), there exists \( \tau_0 \) small enough such that \( \delta_\tau(\xi^\alpha)^\alpha > \lambda + c_0 \), and we can find an angle \( \theta_0 \in (\pi/2, \pi) \) such that \( \delta_\tau(\xi^\alpha) \in \lambda + c_0, \theta_0 \) for all \( \tau \leq \tau_0 \) and hence the operator \( (\delta_\tau(\xi)^\alpha - A) \) is invertible. Then
\[
\hat{w}(\xi) = K(\delta_\tau(\xi))^{-1} \mu(\xi)(Au_0 + g_0),
\]
where \( \mu(\xi) = \delta(\xi) \left( \frac{\xi}{1 - \xi} + \sum_{n=1}^{k-1} \xi^n a_n^{(k)} \right) \).

Let \( \rho \in (0, \frac{1}{2}] \) and \( \tau \leq \tau_0 \), it is easy to see that \( \hat{w}(\xi) \) is analytic with respect to \( \xi \) in the circle \( |\xi| = \rho \) on the complex plane, then with the change of variables \( \xi = e^{-\tau} \) and Cauchy’s integral formula, we have the following expression
\[
w_n = \frac{1}{2\pi i} \int_{|\xi| = \rho} \xi^{-n-1} \hat{w}(\xi) \, d\xi
\]
\[
= \frac{1}{2\pi i} \int_{\Gamma} e^{zt_n} K(\delta_\tau(e^{-\tau})) \mu(e^{-\tau})(Au_0 + g_0) \, dz
\]
\[
= \frac{1}{2\pi i} \int_{\Gamma_{\theta,\sigma}} e^{zt_n} K(\delta_\tau(e^{-\tau})) \mu(e^{-\tau})(Au_0 + g_0) \, dz,
\]
\[
(3.12)
\]
where $\Gamma^\tau := \{ z = -\ln(\rho)/\tau + iy : y \in \mathbb{R}, |y| \leq \pi/\tau \}$ and $\Gamma^\tau_{0,\sigma} = \{ z \in \Gamma_{0,\sigma} : |\text{Im}(z)| \leq \pi/\tau \}$ with $\sigma = -\ln(\frac{1}{2})/\tau_0$. The deformation of contour from $\Gamma^\tau$ to $\Gamma^\tau_{0,\sigma}$ in the last equation is achieved due to the analyticity and periodicity of the function $e^{iz\tau} K(\delta_r(e^{-\tau z})) \mu(e^{-\tau z})$. Then there exists $\theta \in (\pi/2, \pi)$ close to $\pi/2$ such that $\delta_r(e^{-\tau z}) e^{\Sigma_{\lambda \epsilon_0, \theta_0 \epsilon_\tau}}$ for some small $\epsilon > 0$.

Now we recall the properties of the generating function $\delta_r(\xi)$ and correction term $\mu(\xi)$, which have already been established in Eq. (2.13) and Theorem B.1. In particular, in case that $z \in \Gamma^\tau_{0,\sigma}$ there holds that

$$
\begin{align}
(3.13) & \quad c_1 |z| \leq |\delta_r(e^{-\tau z})| \leq c_2 |z|, \quad |\delta_r(e^{-\tau z}) - z| \leq c_3 |z|^{k+1}, \\
& \quad |\delta_r(e^{-\tau z})^\alpha - z^\alpha| \leq c_4 |z|^{k+\alpha}, \quad |\mu(e^{-\tau z}) - 1| \leq c_5 |z|^k. 
\end{align}
$$

To derive an estimate for $w_n - w(t_n)$, we compare those two solution representations (3.9) and (3.12). To this end, we use the splitting

$$
(3.14) \quad u_n - u(t_n) = w_n - w(t_n)
$$

Next, we shall bound these two terms separately. By the resolvent estimate (3.4) and approximation properties (3.13), we have

$$
\begin{align}
\| [K(\delta_r(e^{-\tau z})] - K(z)] \psi \|_{L^\infty(\Omega)} & \leq |\delta_r(e^{-\tau z})^{-1} - z^{-1}| \| (\delta_r(e^{-\tau z})^\alpha - A)^{-1} \psi \|_{L^\infty(\Omega)} \\
+ |z^{-1}| \| (\delta_r(e^{-\tau z})^\alpha - A)^{-1} - (z^\alpha - A)^{-1} \psi \|_{L^\infty(\Omega)} & \leq c_1 |z|^k |z|^{k+1} |\delta_r(e^{-\tau z})^\alpha - A^\alpha - A\|_1 \| \psi \|_{L^\infty(\Omega)} \\
+ |z^{-1}| \| (\delta_r(e^{-\tau z})^\alpha - A)^{-1} - (z^\alpha - A)^{-1} \|_{L^\infty(\Omega)} & \leq c_2 |z|^k |z|^{k+1} |\delta_r(e^{-\tau z})^\alpha - A^\alpha - A\|_1 \| \psi \|_{L^\infty(\Omega)} \\
& \leq c_3 |z|^k |z|^{k+1} |\delta_r(e^{-\tau z})^\alpha - A^\alpha - A\|_1 \| \psi \|_{L^\infty(\Omega)} \\
& \leq c_4 |z|^k |z|^{k+1} \| \psi \|_{L^\infty(\Omega)}.
\end{align}
$$

for $\psi \in C(\Omega)$. For any $z = \sigma + \rho e^{i\theta}$ with $\rho \leq 1$, we have the uniform bound that

$$
(3.16) \quad |\delta_r(e^{-\tau z})^\alpha - A\|_1 + |z^\alpha - A\|_1 \leq c
$$

since $\delta_r(e^{-\tau z})^\alpha \in \Sigma_{\lambda \epsilon_0, \theta_0 \epsilon_\tau}$. Besides, for $z = \sigma + \rho e^{i\theta}$ with $\rho > 1$, it holds that

$$
(3.17) \quad |z^\alpha - A\|_1 \leq c |z|^{-1} \leq c \rho^{-\alpha},
$$

and similarly, using the fact that $\delta_r(e^{-\tau z})^\alpha \in \Sigma_{\lambda \epsilon_0, \theta_0 \epsilon_\tau}$ and the approximation properties of generating functions in (3.13), we have for $\rho > 1$

$$
(3.18) \quad |\delta_r(e^{-\tau z})^\alpha - A\|_1 \leq c |\delta_r(e^{-\tau z})^\alpha - 1\|_1 \leq c |z|^\alpha \leq c \rho^{-\alpha}.
$$

The same argument also gives the same bound for $z = \sigma + \rho e^{-i\theta}$. Now for the first term in (3.14), we have

$$
\begin{align}
\| I \|_{L^\infty(\Omega)} = \frac{1}{2\pi} \int_{\Gamma^\tau_{0,\sigma}} e^{iz\tau_n} (K(\delta_r(e^{-\tau z})) \mu(e^{-\tau z})] - K(z)) (Au_0 + g_0) dz & \leq \frac{1}{2\pi} \int_{\Gamma^\tau_{0,\sigma}} e^{iz\tau_n} (K(\delta_r(e^{-\tau z})) \mu(e^{-\tau z}) - 1) (Au_0 + g_0) dz \|_{L^\infty(\Omega)} \\
+ \frac{1}{2\pi} \int_{\Gamma^\tau_{0,\sigma}} e^{iz\tau_n} (K(\delta_r(e^{-\tau z})) - K(z)) (Au_0 + g_0) dz \|_{L^\infty(\Omega)} & =: I_1 + I_2.
\end{align}
$$
The term $I_1$ can be bounded using estimates $3.13$, $3.10$ and $3.17$

$$I_1 \leq c T^k \|Au_0 + g_0\|_{L^\infty(\Omega)} \int_{t_n}^{t_{n+1}} e^{\text{Re}(z) |\tau| |z|^k |z^\alpha - \lambda|} dz.$$

$$\leq c e^{\tau |\alpha| - k} \|Au_0 + g_0\|_{L^\infty(\Omega)} \left( \int_0^1 e^{-c\rho T} d\rho + \int_1^\infty e^{-c\rho T} \rho^{k-1-\alpha} d\rho \right).$$

$$\leq c T^{k} T_\alpha^{-k} \|Au_0 + g_0\|_{L^\infty(\Omega)}.$$  

Similarly, we apply $3.13-3.18$ to derive a proper bound for $I_2$

$$I_2 \leq c T^k \|Au_0 + g_0\|_{L^\infty(\Omega)} \int_{t_n}^{t_{n+1}} e^{\text{Re}(z) |\tau| |z|^k |z^\alpha - \lambda|} dz.$$

$$\leq c e^{\tau |\alpha| - k} \|Au_0 + g_0\|_{L^\infty(\Omega)} \left( \int_0^1 e^{-c\rho T} d\rho + \int_1^\infty e^{-c\rho T} \rho^{k-1-\alpha} d\rho \right).$$

$$\leq c T^{k} T_\alpha^{-k} \|Au_0 + g_0\|_{L^\infty(\Omega)}.$$  

Finally, we bound the second term in (3.14) by using the resolvent estimate $3.14$:

$$\|II\|_{L^\infty(\Omega)} \leq c e^{\tau |\alpha|} \|Au_0 + g_0\|_{L^\infty(\Omega)} \int_{\pi/\sin \theta}^{\infty} e^{-c\rho T} \rho^{-1} (|\sigma + \rho e^{i\theta}|^{\alpha} - \lambda) dz.$$

$$\leq c T^{k} \|Au_0 + g_0\|_{L^\infty(\Omega)} \int_{\pi/\sin \theta}^{\infty} e^{-c\rho T} \rho^{k-1-\alpha} d\rho$$

(since $1 \leq \tau k |z|^k$)

$$\leq c T^{k} T_\alpha^{-k} \|Au_0 + g_0\|_{L^\infty(\Omega)}.$$  

This completes the proof of the lemma. □

**Remark 3.1.** The generic constant $c$ in Lemma 3.1 depends on the terminal time $T$ with $c(T) = O(c^T)$ for some $\sigma > 0$. Therefore, the error estimate in Lemma 3.1 is not uniform in $T$ and hence it is not suitable for long-time estimate. This is because the operator $A = \Delta + f'(u_0)I$ might not be negative definite, and hence the solution might blow up exponentially as $T \to \infty$. In case that $A$ is negative definite, we can obtain an error estimate which is uniform in large terminal time (e.g., [19, 23]).

Now we turn to the subdiffusion problem driven by a general source term:

$$\partial^\alpha t w(t) - Aw(t) = g(t) \quad \text{with } t \in (0, T], \text{ and } w(0) = 0,$$

whose time stepping scheme reads

$$\partial^\alpha t w_{n} - Aw_{n} = g_n := g(t_n), \quad 1 \leq n \leq k - 1, \text{ with } w_0 = 0.$$

The time stepping solution $w_n$ can be represented by a discrete convolution

$$w_n = \tau \sum_{j=1}^{n} E_n^{n-j} g_j, \text{ where } E_n^{n} = \frac{1}{2\pi i} \int_{t_n}^{t_{n+1}} e^{\zeta \tau} e^{\zeta |\tau| |z|^k |z^\alpha - \lambda|} d\zeta.$$

The angle $\theta$ and parameter $\sigma$ are chosen as those in the proof of Lemma 3.1. Then by $3.13$, $3.10$ and $3.18$, we derive that

$$\|E_n^{n}\|_{L^\infty(\Omega)} = \left\| \frac{1}{2\pi i} \int_{t_n}^{t_{n+1}} e^{\zeta \tau} e^{\zeta |\tau| |z|^k |z^\alpha - \lambda|} d\zeta \right\|_{L^\infty(\Omega)}.$$

$$\leq c e^{\sigma \tau} \left( \frac{1}{2\pi} \int_{t_n}^{t_{n+1}} e^{\zeta |\tau| |z|^k |z^\alpha - \lambda|} d\zeta \right) \leq c T^{n} T_\alpha^{n-1} \|g\|_{L^\infty(\Omega)}.$$  

Therefore, it holds the stability that

$$\|w_n\|_{L^\infty(\Omega)} \leq c T \left( \sum_{j=1}^{n} t_n^{n-j} \|g_j\|_{L^\infty(\Omega)} \right).$$

Here we assume that the source term $g$ satisfies certain compatibility condition, e.g.,

$$g^{(j)}(0) = 0, \quad j = 0, 1, 2, \ldots, k - 1.$$
For such a source term \( g \), by using the resolvent estimates (2.3) and the technique in the proof of Lemma 3.1, the estimate of \( u_n - w(t_n) \) can be done similarly (hence omitted) as that given in [18]. Then by the discrete Grönwall’s inequality [11, Lemma 7.1], we obtain that
\[
\|w(t_n) - w_n\|_{L^\infty(\Omega)} \leq c_T T^{\alpha} \int_0^{t_n} (t_n - s)^{\alpha - 1} \|g(s)\|_{L^\infty(\Omega)} \, ds
\]
\[
\leq c_T T^{\alpha} \left( (t_n^{\alpha - 1} \|g\|_{W^{1,1}((0,t_n/2);L^\infty(\Omega))} + \tau^\alpha \|\bar{g}\|_{C^1([t_n/2,t_n];L^\infty(\Omega))}) \right).
\]
Then by the interpolation, we have the following estimate.

**Lemma 3.2.** Suppose that \( g \in W^{\ell+1,1}((0,T);C(\bar{\Omega})) \cap C^{\ell+1}((0,T);C(\bar{\Omega})) \) and \( g^{(j)} = 0 \) with \( \ell \in \mathbb{N}^+ \), \( s \in (0,1) \) and \( j = 0,1,\ldots,\ell \). Let \( w(t) \) and \( w_n \) be the solutions of (3.10) and (3.20), respectively. Then the following error estimate holds
\[
\|w(t_n) - w_n\|_{L^\infty(\Omega)} \leq c_T T^{\alpha - 1} \tau^{\min(k,\ell+s)},
\]
where the constant \( c \) depends only on \( \alpha, g \) and \( T \).

### 3.3. Error analysis of the BDF scheme for nonlinear problem.
Now we turn to the error estimate for the fully implicit scheme (1.8). To this end, we begin with the following lemma, which provides a discrete Hölder bound of the time stepping solution to (1.8).

**Lemma 3.3.** Assume that the same conditions in Theorem 2.1 holds valid and further \( f \) satisfies (3.1). Let \( \{u_n\}_{n=1}^N \) be the solution to the time stepping scheme (1.8). Then we have
\[
\max_{1 \leq n \leq N} \|u_n\|_{L^\infty(\Omega)} + \max_{1 \leq n \leq N} \sum_{j=1}^n t_{n-j+1}^{-\alpha} \|u_n - u_0\|_{L^\infty(\Omega)} \leq c,
\]
for \( n = 1,2,\ldots,N \), where the constant \( c \) depends on \( T, u_0, f \) but is independent of \( \tau \) and \( N \).

**Proof.** By the preceding argument, we have the following representation of \( u_n \):
\[
(3.24) \quad u_n = u_0 + F^n_T(Au_0 + g_0) + \tau \sum_{j=1}^n E^{n-j}_T R(u_j; u_0)
\]
as well as the bound that (by Theorem 3.1 and the estimate (3.22))
\[
\|F^n_T\|_{C(\bar{\Omega}) \rightarrow C(\bar{\Omega})} \leq c_T t_n^{\alpha} \quad \text{and} \quad \|E^n_T\|_{C(\bar{\Omega}) \rightarrow C(\bar{\Omega})} \leq c_T t_n^{\alpha - 1}.
\]
Therefore, by the Lipschitz continuity of the modified potential term \( \bar{f}(s) \), we have
\[
\|u_n - u_0\|_{L^\infty(\Omega)} \leq c_T t_n^{\alpha} + \tau \sum_{j=1}^n t_{n-j+1}^{-\alpha} \|R(u_j; u_0)\|_{L^\infty(\Omega)}
\]
\[
\leq c_T t_n^{\alpha} + \tau \sum_{j=1}^n t_{n-j+1}^{-\alpha} \left( \|f(u_j) - f(u_0)\|_{L^\infty(\Omega)} + \|f'(u_0)(u_j - u_0)\|_{L^\infty(\Omega)} \right)
\]
\[
\leq c_T t_n^{\alpha} + \tau \sum_{j=1}^n t_{n-j+1}^{-\alpha} \|u_j - u_0\|_{L^\infty(\Omega)}.
\]
Then by the discrete Grönwall’s inequality [11, Lemma 7.1], we obtain that
\[
\|u_n - u_0\|_{L^\infty(\Omega)} \leq c t_n^{\alpha},
\]
where the constant \( c \) depends on \( T, u_0, f \), but it is independent of \( \tau \) and \( N \). Finally, the uniform bound of \( \|u_n\|_{L^\infty(\Omega)} \) follows from the triangle inequality.

Now we are ready to state our main theorem in the section.

**Theorem 3.4.** Assume that the same conditions in Theorem 2.1 holds valid and further \( f \) satisfies (3.1). Let \( u(t) \) be the solution of the semilinear subdiffusion problem (1.1) and \( \{u_n\}_{n=1}^N \) be the solution of fully implicit scheme (1.8). Then the following error estimate holds
\[
\|u_n - u(t_n)\|_{L^\infty(\Omega)} \leq c_T^{\min(k,1+2\alpha-\epsilon)} t_n^{-\min(k,1+2\alpha-\epsilon)},
\]
for any \( t_n > 0 \) and arbitrarily small \( \epsilon > 0 \). Here the constant \( c \) depends on \( T, u_0, f, \epsilon \), but it is
and hence we arrive at the estimate $R$. Then the regularity of $\alpha$ can also be separated by

$$w_n = \tau \sum_{j=1}^{n} E_{\tau}^{n-j} R(u_j; u_0).$$

We note that the difference between $v(t_n)$ and $v_n$ has been estimated in Lemma 3.1. In order to study $w_n - w(t_n)$, we use an intermediate solution $\bar{w}_n$ which satisfies (3.20) with $g_n = R(u(t_n); u_0$) and can be represented by

$$\bar{w}_n = \tau \sum_{j=1}^{n} E_{\tau}^{n-j} R(u(t_j); u_0).$$

Then the regularity of $R(u; u_0)$ proved in Theorem 2.2 and the estimate in Lemma 3.2 yield

$$\|w_n - w(t_n)\|_{L^\infty(\Omega)} \leq c\tau^{1+2\alpha-\epsilon} t_n^{-\alpha-1}.$$  

To sum up, we derive a bound of $\varepsilon_n = u_n - u(t_n)$:

$$\|\varepsilon_n\|_{L^\infty(\Omega)} = \|v_n - v(t_n)\|_{L^\infty(\Omega)} + \|\bar{w}_n - w(t_n)\|_{L^\infty(\Omega)} + \|w_n - \bar{w}_n\|_{L^\infty(\Omega)}$$

$$\leq c\tau^k e^{-k} + c\tau^{1+2\alpha-\epsilon} t_n^{-\alpha-1} + \tau \sum_{j=1}^{n} \|E_{\tau}^{n-j} [R(u_j; u_0) - R(u(t_j); u_0)]\|_{L^\infty(\Omega)}$$

$$\leq c\tau^\min(k, 1+2\alpha-\epsilon) t_n^{\alpha-\min(k, 1+2\alpha-\epsilon)} + c\tau \sum_{j=1}^{n} t_{n-j+1}^{-\alpha-1} \|R(u_j; u_0) - R(u(t_j); u_0)\|_{L^\infty(\Omega)}.$$  

Recalling Lemma 3.3 and the fact that $u \in C^\alpha([0, T]; C(\bar{\Omega}))$, we obtain that

$$\|R(u_j; u_0) - R(u(t_j); u_0)\|_{L^\infty(\Omega)}$$

$$\leq \left( \int_{u_0}^{u(t_j)} (u(t_j) - u(s)) f''(s) \, ds \right)_{L^\infty(\Omega)} + \left( \int_{u(t_j)}^{u_j} (u(s) - u_0) f''(s) \, ds \right)_{L^\infty(\Omega)}$$

$$\leq c\left( \|u_j - u_0\|_{L^\infty(\Omega)} + \|u(t_j) - u_0\|_{L^\infty(\Omega)} \right) \|\varepsilon_n\|_{L^\infty(\Omega)}$$

$$\leq c\tau^\alpha \|\varepsilon_n\|_{L^\infty(\Omega)},$$

and hence we arrive at the estimate

$$\|\varepsilon_n\|_{L^\infty(\Omega)} \leq c\tau^\min(k, 1+2\alpha-\epsilon) t_n^{\alpha-\min(k, 1+2\alpha-\epsilon)} + c\tau \sum_{j=1}^{n} t_{n-j+1}^{\alpha-1} \|e_j\|_{L^\infty(\Omega)}.$$  

After multiplying $t_n^\alpha$ on both sides, we have

$$t_n^\alpha \|\varepsilon_n\|_{L^\infty(\Omega)} \leq c\tau^\min(k, 1+2\alpha-\epsilon) t_n^{2\alpha-\min(k, 1+2\alpha-\epsilon)} + c\tau^\alpha \sum_{j=1}^{n} t_{n-j+1}^{\alpha-1} \|e_j\|_{L^\infty(\Omega)}.$$  

Noting that $2\alpha - \min(k, 1+2\alpha-\epsilon) > -1$, we apply the Grönwall’s inequality [11 Lemma 7.1] for $t_n^\alpha \|\varepsilon_n\|_{L^\infty(\Omega)}$ and derive that

$$t_n^\alpha \|\varepsilon_n\|_{L^\infty(\Omega)} \leq c\tau^\min(k, 1+2\alpha-\epsilon) t_n^{2\alpha-\min(k, 1+2\alpha-\epsilon)}.$$  

This completes the proof. $\blacksquare$
Remark 3.2. The result in Theorem 3.4 implies a uniform-in-time error
\[ \max_{1 \leq n \leq N} \| u_n - u(t_n) \|_{L^\infty(\Omega)} \leq cT^{\alpha-\epsilon}, \]
for some small \( \epsilon > 0 \). This result is consistent with the error estimate in [27].

Remark 3.3. The error estimate in Theorem 3.4 indicates that the best convergence rate of the corrected BDFk scheme (3.5) is almost of order \( O(\tau^{\min(1+2\alpha)}) \), due to the low regularity of the remainder \( R(u; u_0) \) (see Theorem 2.2 and Lemma 3.2). The reason is that \( u \) is nonsmooth in the time direction, even though the initial condition is smooth and compatible with the boundary condition. This phenomena contrasts sharply with its normal parabolic counterpart, i.e., \( \alpha = 1 \). For instance, it has been proved in [7] that the time stepping schemes of the semilinear parabolic equation are able to achieve a better convergence rate in case of regular initial data.

3.4. Numerical analysis without globally Lipschitz condition. The preceding analysis could be easily extended to the nonlinear subdiffusion problem without the globally Lipschitz condition (3.1). For completeness, we briefly sketch the argument in this section.

Under the assumptions in Theorem 2.1 and letting
\[ b = \| u \|_{L^\infty((0,T) \times \Omega)} + 1, \]
we are able to define a smooth function \( \tilde{f} \) such that
\[ \tilde{f}(s) = f(s) \quad \text{for all} \quad -b \leq s \leq b, \]
and it is globally Lipschitz continuous
\[ |\tilde{f}(s) - \tilde{f}(t)| \leq c_L|t - s| \quad \text{for all} \quad t, s \in \mathbb{R}. \]
Then we consider the BDF scheme with potential term \( \tilde{f} \) instead of \( f \)
\[ \begin{cases} \partial_t^\alpha (u - u_0)_n - \Delta u_n = a_n^m(\Delta u_0 + f(u_0)) + \tilde{f}(u_n), & 1 \leq n \leq k - 1, \\ \partial_t^\alpha (u - u_0)_n - \Delta u_n = \tilde{f}(u_n), & k \leq n \leq N. \end{cases} \tag{3.28} \]

Then under the condition (3.27) we know that (3.28) admits a unique solution. Meanwhile, Theorem 3.4 indicates a uniform-in-time error estimate
\[ \max_{1 \leq n \leq N} \| u_n - u(t_n) \|_{L^\infty(\Omega)} \leq cT^{\alpha-\epsilon}, \]
for some small \( \epsilon > 0 \), where the constant \( c \) depends on \( T, u_0, f, \epsilon. \)

As a result, for \( \tau < \tau_0 \) such that \( cT^{\alpha-\epsilon} = 1 \), we have
\[ \max_{1 \leq n \leq N} \| u_n \|_{L^\infty(\Omega)} \leq \max_{1 \leq n \leq N} \| u(t_n) \|_{L^\infty(\Omega)} + cT^{\alpha-\epsilon} \leq b + 1. \]
Therefore \( \tilde{f}(u_n) = f(u_n) \) for all \( 1 \leq n \leq N \), and the modified time stepping scheme (3.28) is identical to the original one (1.9) (or equivalently (1.8)). Then we have the following corollary.

Corollary 3.5. Assume that the same conditions in Theorem 2.1 hold valid. Let \( u(t) \) be the solution of the semilinear subdiffusion problem (1.1) and \( \{ u_n \}_{n=1}^N \) be the solution of fully implicit scheme (1.5). Then the following error estimate holds
\[ \| u_n - u(t_n) \|_{L^\infty(\Omega)} \leq cT^{\min(1+2\alpha)} \tau_n^{n-\min(1,1+2\alpha-\epsilon)}, \]
for any \( t_n > 0 \) and arbitrarily small \( \epsilon > 0 \). Here the constant \( c \) depends on \( T, u_0, f, \epsilon \), but it is independent of \( \tau \) and \( N \).

Remark 3.4. In [8], Cuesta et. al studied a second-order BDF method for solving a related (but different) subdiffusion model
\[ u - \partial_t^\alpha \Delta u = u_0 + \partial_t^{-1}f(u) \quad \text{with} \quad u(0) = u_0, \tag{3.29} \]
under the assumption that \( f \) is sufficiently smooth and the solution \( u \) can be expanded as
\[
(3.30) \quad u(t) = \sum_{m,l \geq 0, m+l \neq 2} c_{ml} t^{m+1} + v(t) \quad \text{with} \quad c_{ml} \in D(\Delta) \quad \text{and} \quad v \in C^2([0,T]; D(\Delta)).
\]
This assumption requires stronger compatibility conditions of \( u_0 \) and \( f(u_0) \). As a simple example, we consider the homogeneous problem, i.e., \( f \equiv 0 \). In this case, the solution of the subdiffusion problem (1.1) can be expanded by Mittag-Leffler function as
\[
u(t) = E_{\alpha,1}(\Delta t^\alpha)u_0 = \sum_{k=0}^{\infty} \frac{1}{\Gamma(\alpha k + 1)} (\Delta t^\alpha)^k u_0.
\]
Then assumption (3.30) requires that \( u_0 \in D((\Delta)^{1+2/\alpha}) \) which is stronger than what we assumed in this work.

4. Fully discrete scheme and error analysis. In this section, we will briefly discuss the fully discrete scheme for solving the nonlinear subdiffusion equation (1.1). We shall start with a spatially semidiscrete scheme for problem (1.1) based on the standard Galerkin finite element method (see e.g., [14,17] for linear subdiffusion problems).

For \( h \in (0, h_0) \), \( h_0 > 0 \), we denote by \( T_h = \{ K_j \} \) a triangulation of \( \Omega_h = \text{Int}(\bar{K}) \) into mutually disjoint open face-to-face simplices \( K_j \). Assume that all vertices of a simplex \( K_j \) locate on \( \partial \Omega \). We also assume that \( \{ T_h \} \) is globally quasi-uniform, i.e., \( |K_j| \geq ch^d \) with a given \( c > 0 \). Let \( X_h \) be the finite dimensional space of continuous piecewise linear functions associated with \( \bar{T}_h \), that vanish outside \( \Omega_h \). Then we define the \( L^2(\Omega) \) projection \( P_h : L^2(\Omega) \to X_h \) and Ritz projection \( R_h : H^1_0 \to X_h \) respectively by
\[
(P_h \varphi, v_h) = (\varphi, v_h), \quad \forall v_h \in X_h,
\]
\[
(\nabla R_h v, \nabla v_h) = (\nabla v, \nabla v_h), \quad \forall v, v_h \in X_h.
\]
The semidiscrete scheme reads: find \( u_h(t) \in X_h \) such that
\[
(4.1) \quad (\partial_t^\alpha u_h(t), v_h) + (\nabla u_h(t), \nabla v_h) = (f(u_h(t)), v_h) \quad \text{for all} \quad v_h \in X_h,
\]
with \( u_h(t) = R_h u_0 \). Let \( \Delta_h : X_h \to X_h \) denote the Galerkin finite element approximation of the Dirichlet Laplacian \( \Delta \), defined by
\[
(\Delta_h w_h, v_h) := -(\nabla w_h, \nabla v_h), \quad \forall w_h, v_h \in X_h.
\]
Then the spatially semidiscrete scheme (4.1) could be written as
\[
(4.2) \quad \partial_t^\alpha u_h(t) - \Delta_h u_h(t) = P_h f(u_h(t)), \quad \text{with} \quad u_h(0) = R_h u_0.
\]
With the Laplace transform and convolution rule, \( u_h(t) \) can be explicitly expressed by
\[
(4.3) \quad u(t) = (I + F_h(t) \Delta_h) u_0 + \int_0^t E_h(t-s) f(u(s)) ds,
\]
where the operators \( F_h(t) \) and \( E_h(t) \) are defined by
\[
(4.4) \quad F_h(t) = \frac{1}{2\pi i} \int_{\gamma_{+\delta}} e^{zt} z^{-1} (z^\alpha - \Delta_h)^{-1} dz, \quad \text{and} \quad E_h(t) = \frac{1}{2\pi i} \int_{\gamma_{-\delta}} e^{zt} (z^\alpha - \Delta_h)^{-1} dz,
\]
respectively. Recall that the discrete Laplacian satisfies the resolvent estimate in \( L^\infty(\Omega) \) sense (cf. [4, Theorem 1.1]), i.e., for any angle \( \phi \in (\pi/2, \pi) \),
\[
(4.5) \quad \| (z - \Delta_h)^{-1} w_h \|_{L^\infty(\Omega)} \leq c \| z \|^{-1} \| w_h \|_{L^\infty(\Omega)} \quad \forall z \in \Sigma_\phi.
\]
This immediately implies the following smoothing properties:
\[
(4.6) \quad \| F_h \Delta_h v_h \|_{L^\infty(\Omega)} \leq \| v_h \|_{L^\infty(\Omega)}, \quad \| E_h \Delta_h v_h \|_{L^\infty(\Omega)} \leq c \| v_h \|_{L^\infty(\Omega)} \quad \forall v_h \in X_h,
\]
which plays an important role in error analysis. Note that the \( L^\infty(\Omega) \)-norm error analysis of the scheme (4.2) remains scarce, even though the \( L^2(\Omega) \)-norm estimate has been completely understood (cf. [11,20]). For completeness, we shall provide an error estimate in \( L^\infty(\Omega) \)-norm.
4.1. Spatially semidiscrete scheme for the linear problem. First we recall some error estimates for the following linear subdiffusion equation:

\[ \partial_t^a v(t) - \Delta v(t) = g(t), \quad \forall t \in (0,T), \]

where \( g \) is a given source function, and \( v(0) \in D \) is the given initial condition. The semidiscrete FEM for (4.7) seeks \( v_h(t) \in X_h \) such that

\[ \partial_t^a v_h(t) - \Delta_h v_h(t) = P_h g(t), \quad \forall t \in (0,T), \]

with \( v_h(0) = R_h v(0) \). Recall that \( R_h \) has the almost stability property [11] eq. (6.60)]

\[ \| R_h w \|_{L^\infty(\Omega)} \leq c \ell_h \| w \|_{L^\infty(\Omega)}, \quad \text{with} \quad \ell_h = \max(1, \log(1/h)). \]

To derive the error estimate of (4.7), we need the following lemma for the Ritz projection \( R_h \), where the proof relies on the smoothing property of the solution operator \( F(t) \):

\[ \| \Delta F(t) w \|_{L^p(\Omega)} \leq c \| w \|_{L^p(\Omega)}, \quad \text{for all} \quad p \in [1, \infty). \]

This follows directly from the representation (2.2) and the resolvent estimate [35, Theorem 3.1]

\[ \|(z - \Delta)^{-1}w\|_{L^p(\Omega)} \leq c_p |z|^{-1} \| w \|_{L^p(\Omega)} \quad \forall \ z \in \Sigma_\phi, \ \phi \in (\pi/2, \pi), \ p \in [1, \infty). \]

**Lemma 4.1.** Let \( v \) be the solution of the linear problem (4.7). Then there holds

\[ \| (v - R_h v)(t) \|_{L^\infty(\Omega)} \leq ch^2 \ell_h^2 \left( \| \Delta v(0) \|_{L^\infty(\Omega)} + \int_0^t \| g'(s) \|_{L^\infty(\Omega)} ds \right) \]

with \( \ell_h = \max(1, \log(1/h)) \).

**Proof.** Let \( I_h \) be the Lagrange interpolation operator. Then we have

\[ v - R_h v = (R_h - I)(v - I_h v) \]

and hence by (4.9) and the approximation property of \( I_h \), we derive for \( 2 \leq p < \infty \)

\[ \| v - R_h v \|_{L^\infty(\Omega)} \leq c \| v - I_h v \|_{L^\infty(\Omega)} \leq ch^{2-2/p} \ell_h \| v \|_{W^{2,p}(\Omega)}. \]

Now using the full elliptic regularity, we have for \( 2 \leq p < \infty \) [11] eq. (6.78)]

\[ \| v \|_{W^{2,p}(\Omega)} \leq c_p \| \Delta v \|_{L^p(\Omega)}. \]

Recalling the solution representation (2.1), we have

\[ \Delta v = \Delta(I + F(t)\Delta)v(0) + \int_0^t \Delta E(t - s)g(s) ds \]

\[ = \Delta(I + F(t)\Delta)v(0) + \int_0^t \Delta F(t - s)g'(s) ds - \Delta(F(0)g(t) - F(t)g(0)) \]

Now we apply the smoothing property (4.10) and arrive at

\[ \| \Delta v \|_{L^p(\Omega)} \leq c \| \Delta v(0) \|_{L^p(\Omega)} + c \int_0^t \| g'(s) \|_{L^p(\Omega)} ds. \]

Then the desired result follows immediately by choosing \( p = \ell_h \).

The semidiscrete solution \( v_h \) satisfies the following error estimate.

**Lemma 4.2 (Semidiscrete solution of linear problems).** For the semidiscrete solution \( v_h \) to problem (4.3), there holds, with \( \ell_h = \max(1, \log(1/h)) \), that

\[ \max_{t \in [0,T]} \| v_h(t) - v(t) \|_{L^\infty(\Omega)} \leq ch^2 \ell_h^2 \left( \| \Delta v(0) \|_{L^\infty(\Omega)} + \int_0^t \| g'(s) \|_{L^\infty(\Omega)} ds \right). \]

**Proof.** We use the splitting \( v_h - v = (v_h - P_h v) + (P_h v - v) =: \psi + \theta \). By Lemma 4.1 and [9] Corollary], it is easy to see for all \( t \in [0,T] \)

\[ \| \theta(t) \|_{L^\infty(\Omega)} + \| (P_h v - R_h v)(t) \|_{L^\infty(\Omega)} \leq ch^2 \ell_h^2 \left( \| \Delta v(0) \|_{L^\infty(\Omega)} + \int_0^t \| g'(s) \|_{L^\infty(\Omega)} ds \right). \]
Besides, we note that \( \psi \) satisfies the equation
\[
\partial_t^\rho \psi(t) - \Delta_h \psi(t) = \Delta_h (R_h - P_h)v(t), \quad \text{with } \psi(0) = (R_h - P_h)v.
\]
Therefore, by the representation (4.3), we arrive at
\[
\psi(t) = (I + F_h(t) \Delta_h)(R_h - P_h)v(0) + \int_0^t E_h(t-s) \Delta_h (R_h - P_h)v(s) \, ds =: I_1 + I_2.
\]
The estimate of \( I_1 \) follows directly from (4.6) and (4.11)
\[
\|I_1\|_{L^\infty(\Omega)} \leq c \| (R_h - P_h)v(0) \|_{L^\infty(\Omega)} \leq ch^2 \ell_h^3 \| \Delta v(0) \|_{L^\infty(\Omega)}.
\]
For the second term, we apply the inverse inequality for finite element functions, as well as (4.6) and (4.11), to obtain that
\[
\|I_2\|_{L^\infty(\Omega)} \leq ch^{-2\epsilon} \int_0^t (t-s)^{-1+\epsilon} \|(R_h - P_h)v(s)\|_{L^\infty(\Omega)} \, ds
\leq c \epsilon^{-1} h^{2-2\epsilon} \ell_h^3 \left( \|\Delta v(0)\|_{L^\infty(\Omega)} + \int_0^t \|g'(s)\|_{L^\infty(\Omega)} \, ds \right)
\]
by choosing \( \epsilon = 1/\ell_h \), then we complete the proof of the lemma.

### 4.2. Error analysis for the nonlinear problem.

Now we turn to the nonlinear problem (4.4). The following lemma provides an error estimate of the semidiscrete scheme (4.12).

**Lemma 4.3.** Assume that the same conditions in Theorem 2.1 hold valid. Then the semidiscrete problem (4.12) has a unique solution \( u_h \in C([0,T] \times \bar{\Omega}) \), which satisfies
\[
\max_{0 \leq t \leq T} \|u(t) - u_h(t)\|_{L^\infty(\Omega)} \leq ch^2 \ell_h^3, \quad \text{with } \ell_h = \max(1, \log(1/h)).
\]

**Proof.** To begin with, we assume that the nonlinear term \( f : \mathbb{R} \to \mathbb{R} \) is Globally Lipschitz continuous. Then, by the argument in [20] Theorem 3.1, the existence and uniqueness of the solution \( u_h \) hold. It remains to establish the estimate (4.12). To this end, we define \( v_h(t) \) as the solution of
\[
\partial_t^\rho v_h(t) - \Delta_h v_h(t) = P_h f(u(t)), \quad \text{with } v_h(0) = R_h u_0.
\]
This together with Lemma 4.2 and Theorem 2.1 yields the following estimate for \( t \geq 0 \)
\[
\|(u - v_h)(t)\|_{L^2(\Omega)} \leq ch^2 \ell_h^3.
\]
Meanwhile, we note that \( \rho_h := v_h - u_h \) satisfies the following equation
\[
\partial_t^\rho \rho_h(t) - \Delta_h \rho_h(t) = P_h f(u(t)) - P_h f(u_h(t)), \quad \text{with } \rho_h(0) = 0.
\]
Then, by the smoothing property (4.10), the Lipschitz continuity of \( f \) and the stability of \( P_h \) in \( L^\infty(\Omega) \) [9], we derive that
\[
\|\rho_h(t)\|_{L^\infty} \leq \int_0^t \|E_h(t-s)P_h[f(u(s)) - f(u_h(s))]\|_{L^\infty(\Omega)} \, ds
\leq c \int_0^t (t-s)^{-1} \|P_h[f(u(s)) - f(u_h(s))]\|_{L^\infty(\Omega)} \, ds
\leq c \int_0^t (t-s)^{-1} \|u(s) - u_h(s)\|_{L^\infty(\Omega)} \, ds
\leq ch^2 \ell_h^3 + c \int_0^t (t-s)^{-1} \|\rho_h(s)\|_{L^\infty(\Omega)} \, ds.
\]
Then by the Grönwall’s inequality, we have
\[
\max_{t \in [0,T]} \|\rho_h(t)\|_{L^2(\Omega)} \leq ch^2 \ell_h^3.
\]
This and (4.13) directly imply the desired result. Then the same argument as the one in Section 3.4 helps to remove the the globally Lipschitz condition.
Finally, we consider the fully discrete scheme: find $U^n_h$ such that
\begin{align}
\begin{cases}
\partial^\alpha_t (U^n_h - U^0_h) - \Delta_h U^n_h = a_n^{(k)}(\Delta_h U^n_h + f(U^n_h)) + f(U^0_h), & 1 \leq n \leq k - 1, \\
\partial^\alpha_t (U^n_h - U^0_h) - \Delta_h U^n_h = f(U^n_h), & k \leq n \leq N.
\end{cases}
\end{align}
(4.14)

Then by the resolvent estimate (4.3), all the arguments in Sections 2 and 3 work for the spatially discrete problems (4.14) and (4.11). Therefore we have the following corollary.

**Corollary 4.4.** Assume that the same conditions in Theorem 2.1 hold valid. Let $u_h(t)$ be the solution of the semidiscrete scheme (4.14) and $U^n_h$ be the solution of fully discrete scheme (4.11). Then the following error estimate holds
\[
\|U^n_h - u_h(t^n)\|_{L^\infty(\Omega)} \leq c r^{\min(k,1+2\alpha-\epsilon)} t^n_{\min(k,1+2\alpha-\epsilon)},
\]
for any $t^n > 0$ and arbitrarily small $\epsilon > 0$. Here the constant $c$ depends on $T,u_0,f,\epsilon$, but it is independent of $h$, $\tau$ and $N$.

This corollary together with Lemma 4.3 immediately leads to the error estimate of the fully discrete scheme (4.14).

**Theorem 4.5.** Assume that the same conditions in Theorem 2.1 hold valid. Let $u(t)$ be the solution of the semilinear subdiffusion problem (1.1) and $U^n_h$ be the solution of fully discrete scheme (4.14). Then for $t_h = \max(1,\log(1/h))$, the following error estimate holds
\[
\|U^n_h - u(t^n)\|_{L^\infty(\Omega)} \leq c h^{\min(k,1+2\alpha-\epsilon)} t^n_{\min(k,1+2\alpha-\epsilon)},
\]
for any $t^n > 0$ and arbitrarily small $\epsilon > 0$. The constant $c$ depends on $T,u_0,f,\epsilon$, but it is independent of $h$, $\tau$ and $N$.

5. Numerical experiments. In this section, we present numerical results to illustrate and support our theoretical findings. We consider the nonlinear subdiffusion model with $\Omega = (0,1)^2$

\[
\begin{cases}
\partial_t^\alpha u - \frac{1}{10} \Delta u = 4(u-u^3) & \text{in } \Omega \times (0,T), \\
u = 0 & \text{on } \partial \Omega \times (0,T), \\
u(0) = u_0 & \text{in } \Omega,
\end{cases}
\]
(5.1)

In the computation, we divided the domain $\Omega$ into regular right triangles with $M$ equal subintervals of length $h$ on each side of the domain. The numerical solutions are computed by using fully discrete scheme (4.11). In each step, we solved the nonlinear elliptic problem by Newton’s iteration. We fixed the spatial mesh size $h = 1/100$, computed the numerical solution $U^n_h$ with temporal step size $\tau = T/N$ with $T = 1$, $N = 100 \times 2^\ell$, $\ell = 0, 1, \ldots, 4$ and reported
\[
e_\tau = \|U^n_h - u_h(t^n)\|_{L^\infty(\Omega)}.
\]
Since the semidiscrete solution $u_h$ is unavailable, we compute reference solutions on a finer mesh, i.e., the fully discrete solution $U^n_h$ with $h = 1/100$, $N = 20000$ and $k = 6$.

We consider the following problem data:
\[
u_0(x,y) = 4x(1-x)y(1-y),
\]
where the initial condition satisfies
\[
u_0, \Delta u_0 \in C(\bar{\Omega}) \quad \text{and} \quad u = 0 \text{ on } \partial \Omega.
\]
Therefore, our assumptions on initial condition (i.e., $u_0 \in D$) are fulfilled. In Table 2 we present numerical results of the corrected $k$-step BDF scheme (1.8). Numbers in brackets are the theoretical convergence rates. Numerical results show that the convergence rate is $O(\min(k,1+2\alpha))$. For example, in case that $\alpha = 0.7$, we observe an $O(\tau^{2.4})$ rate of BDF$k$ scheme with $k = 3, 4, 5, 6$, but an $O(\tau^2)$ rate in case that $k = 2$. This is in good agreement with our theoretical results. In Table 3 we present numerical results for uncorrected $k$-step BDF schemes (1.8). We observe that all schemes are
first-order accurate. This phenomena has already been reported for the linear fractional evolution equations [16,19]. This implies the necessity of the modification in the starting steps.

| α  | k \ell | 0    | 1    | 2  | 3  | 4   | rate         |
|----|--------|------|------|----|----|-----|--------------|
| 0.3| k = 2  | 2.94e-06 | 9.99e-07 | 3.45e-07 | 1.20e-07 | 4.19e-08 | ≈ 1.52 (1.60) |
|    | k = 3  | 4.36e-06 | 1.57e-06 | 5.58e-07 | 1.96e-07 | 6.82e-08 | ≈ 1.52 (1.60) |
|    | k = 4  | 9.73e-06 | 3.45e-06 | 1.21e-06 | 4.23e-07 | 1.46e-07 | ≈ 1.53 (1.60) |
|    | k = 5  | 5.17e-09 | 1.70e-09 | 5.60e-10 | 1.85e-10 | 6.09e-11 | ≈ 1.60 (1.60) |

| α  | k \ell | 0    | 1    | 2  | 3  | 4   | rate         |
|----|--------|------|------|----|----|-----|--------------|
| 0.5| k = 2  | 2.79e-06 | 7.53e-07 | 2.02e-07 | 5.44e-08 | 1.45e-08 | ≈ 1.91 (2.00) |
|    | k = 3  | 8.63e-07 | 2.24e-07 | 5.77e-08 | 1.47e-08 | 3.74e-09 | ≈ 1.98 (2.00) |
|    | k = 4  | 1.52e-06 | 3.93e-07 | 1.01e-07 | 2.57e-08 | 6.53e-09 | ≈ 1.98 (2.00) |
|    | k = 5  | 8.57e-09 | 2.15e-09 | 5.38e-10 | 1.34e-10 | 3.37e-11 | ≈ 2.00 (2.00) |

| α  | k \ell | 0    | 1    | 2  | 3  | 4   | rate         |
|----|--------|------|------|----|----|-----|--------------|
| 0.7| k = 2  | 3.13e-06 | 7.88e-07 | 1.98e-07 | 4.97e-08 | 1.25e-08 | ≈ 2.00 (2.00) |
|    | k = 3  | 8.57e-08 | 1.97e-08 | 4.13e-09 | 8.31e-10 | 1.63e-10 | ≈ 2.35 (2.40) |
|    | k = 4  | 1.05e-07 | 1.99e-08 | 3.79e-09 | 7.20e-10 | 1.37e-10 | ≈ 2.39 (2.40) |
|    | k = 5  | 1.55e-07 | 2.97e-08 | 5.66e-09 | 1.08e-09 | 2.05e-10 | ≈ 2.39 (2.40) |
|    | k = 6  | 1.05e-08 | 2.00e-09 | 3.78e-10 | 7.18e-11 | 1.36e-11 | ≈ 2.40 (2.40) |
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