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Abstract

In this paper, we studied the federated bilevel optimization problem, which has widespread applications in machine learning. In particular, we developed two momentum-based algorithms for optimizing this kind of problem, and established the convergence rate of our two algorithms, providing the sample and communication complexities. Importantly, to the best of our knowledge, our convergence rate is the first one achieving the linear speedup with respect to the number of devices for federated bilevel optimization algorithms. At last, our extensive experimental results confirm the effectiveness of our two algorithms.

1 Introduction

In recent years, Federated Learning has attracted a surge of attention due to its great potential application in numerous real-world machine learning tasks. As such, a wide variety of federated optimization algorithms have been proposed under various settings. However, most of them only focus on the standard minimization problem, which are incapable of solving the emerging machine learning models. Of particular interest of this paper is the bilevel optimization problem, which covers numerous machine learning applications, e.g., model-agnostic meta-learning [6], hyperparameter optimization [5, 7] and neural network architecture search [3, 23, 22]. To facilitate federated learning for bilevel optimization problems, in this paper, we aim to develop new optimization algorithms for the federated bilevel optimization problem, which is defined as follows:

\[
\min_x \frac{1}{K} \sum_{k=1}^{K} f^{(k)}(x, y^*(x)) \]

s.t. \[ y^*(x) = \arg \min_y \frac{1}{K} \sum_{k=1}^{K} g^{(k)}(x, y) , \]

where \( K \) is the total number of devices, \( f^{(k)}(x, y^*(x)) = \mathbb{E}_{\xi \sim A^{(k)}}[f^{(k)}(x, y^*(x); \xi)] \) denotes the loss function of the upper-level optimization problem on the \( k \)-th device, \( g^{(k)}(x, y) = \mathbb{E}_{\zeta \sim B^{(k)}}[g^{(k)}(x, y; \zeta)] \) represents the loss function of the lower-level optimization problem on the \( k \)-th device, \( A^{(k)} \) and \( B^{(k)} \) are two data distributions on the \( k \)-th device. In this paper, we assume the data distributions across devices are homogeneous.

To solve the stochastic bilevel optimization problem, a wide variety of stochastic gradient based algorithms under the single-machine setting have been developed in the past few years. Specifically, [9] developed a double-loop stochastic gradient descent algorithm, where the model parameter \( y \) of the lower-level optimization problem is updated by stochastic gradient descent (SGD) for multiple iterations in the inner-loop, and then the model parameter \( x \) is updated for one iteration. The convergence rate of this algorithm is established for nonconvex-strongly-convex problems. Later, the convergence rate is further improved in [13, 16] by new algorithmic design, e.g., using a large mini-batch size. Recently, a couple of single-loop algorithms have been proposed where the model parameter \( x \) and \( y \) are updated simultaneously. Among them, the momentum-based algorithm has attracted much attention. For instance, [10] applied the moving-average momentum to the stochastic bilevel optimization problem and established its convergence rate. [28, 11, 19] applied the momentum-based variance reduction technique to optimize the stochastic bilevel optimization problem and obtained a better convergence rate. However, all these algorithms just focus on the single-machine setting.
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When the data is distributed on multiple devices and cannot be shared, new optimization algorithms should be developed to coordinate the collaboration among multiple devices for learning well-generalizing machine learning models.

Federated Learning provides a feasible way to address the aforementioned challenge. Specifically, in federated learning, the machine learning model is shared across multiple devices, rather than the raw data. More specifically, the machine model is updated on each device for multiple iterations and then shared across devices. Based on this learning scheme, numerous federated optimization algorithms [26, 29, 17, 8] have been developed. For instance, [26] studied the convergence rate of Local SGD for strongly-convex problems. [29] established the convergence rate of momentum Local SGD for nonconvex problems. [8] investigated the compression technique for Local SGD to reduce the communication cost. However, all these studies only focus on the standard minimization problem. As a result, they cannot be applied to the federated bilevel optimization problem in Eq. (1.1). In particular, due to the bilevel structure in Eq. (1.1), the stochastic hypergradient requires to compute Hessian and Jacobian matrices of the low-level function. It is still unclear if these high-dimensional matrices should be communicated. Moreover, the stochastic hypergradient is NOT an unbiased estimator of the full gradient. As such, traditional federated optimization algorithms and theories do not hold for federated bilevel optimization problems. Thus, it is of vital importance to develop new federated optimization algorithms to solve Eq. (1.1) and provide their theoretical foundations.

1.1 Contribution

In this paper, we developed the momentum-based optimization algorithms for federated bilevel optimization problems. In particular, we developed a local bilevel stochastic gradient with momentum (LocalBSGM) algorithm where each device leverages the momentum stochastic gradient to update the model parameter $x$ and $y$ locally for multiple iterations and then communicates the updated model parameters with the central server. Moreover, we established the convergence rate of LocalBSGM, demonstrating how the communication period and the number of devices affect the sample and communication complexities. Importantly, our convergence rate indicates that LocalBSGM is able to achieve the linear speedup with respect to the number of devices. To the best of our knowledge, this is the first algorithm achieving such a linear speedup result.

Moreover, to further improve the convergence rate, we developed a new local bilevel stochastic gradient with momentum-based variance reduction (LocalBSGVR) algorithm, where each device employs a momentum-based stochastic variance-reduced gradient to update the model parameter $x$ and $y$ simultaneously to reduce the computational cost and accordingly save the communication cost. Compared with LocalBSGM, the variance-reduced gradient estimator makes LocalBSGVR converge faster. In particular, our theoretical analysis demonstrates that LocalBSGVRM is able to achieve better sample and communication complexities than LocalBSGM. Meanwhile, it also enjoys the linear speedup with respect to the number of devices. To the best of our knowledge, this is the first algorithm achieving such sample and communication complexities for federated bilevel optimization problems. Finally, we conducted extensive experiments and the experimental results confirm the effectiveness of our proposed two algorithms. To sum up, we made the following contributions in this paper.

- We developed a novel local bilevel stochastic gradient with momentum algorithm for the federated bilevel optimization problem and established its convergence rate.
- We proposed a novel local bilevel stochastic gradient with momentum-based variance reduction algorithm to improve the convergence rate of our first algorithm, which can achieve better sample and communication complexities.

2 Related Work

2.1 Stochastic Bilevel Optimization

To solve the bilevel optimization problem in machine learning, a large number of gradient-based bilevel optimization algorithms have been proposed in recent years. Especially, [9] developed a stochastic gradient based algorithm and established its convergence rate. After that, a series of algorithms were proposed to improve the convergence rate. For instance, [13] developed a two-timescale based algorithm to coordinate the updates of the model parameter in the upper-level problem and the lower-level problem. [16] proposed to use
Table 1: The sample and communication complexities of our method and baseline methods to achieve the \(\epsilon\)-accuracy stationary solution. \(K\) is the number of devices.

| Methods         | Sample Complexity | Communication Complexity | Linear Speedup |
|-----------------|-------------------|--------------------------|----------------|
| FEDNEST \[27\]  | \(O\left(\frac{1}{\epsilon^2}\right)\) | \(O\left(\frac{1}{\epsilon^2}\right)\) | ✗             |
| FedBiOAcc \[20\]| \(O\left(\frac{1}{\epsilon^3}\right)\) | \(O\left(\frac{1}{\epsilon}\right)\) | ✗             |
| LocalBSGM (Corollary \[2\]) | \(O\left(\frac{1}{K\epsilon^2}\right)\) | \(O\left(\frac{1}{\epsilon^3}\right)\) | ✓             |
| LocalBSGVR (Corollary \[3\]) | \(O\left(\frac{1}{K\epsilon^2}\right)\) | \(O\left(\frac{1}{\epsilon}\right)\) | ✓             |
| LocalBSGVR (Corollary \[6\]) | \(\tilde{O}\left(\frac{1}{K\epsilon^3/2}\right)\) | \(O\left(\frac{1}{\epsilon}\right)\) | ✓             |

Table 2.2 Federated Learning

With the widespread applications of Federated Learning in computer vision and machine learning, a wide variety of federated optimization algorithms have been proposed in recent years to address different challenges. For instance, \[26\] established the convergence rate of Local SGD for strongly-convex problems, while \[30\] established that for nonconvex problems. \[21\] developed FedProx and \[17\] proposed SCAFFOLD to address the heterogeneous data distribution issue. \[25\], \[12\], and \[8\] studied how to reduce the communication cost for Local SGD via compressing gradients. \[24\] and \[18\] studied how to reduce the computation cost with advanced stochastic gradient estimators. However, all these federated learning methods only focus on the traditional minimization problem so that they cannot be applied to federated bilevel optimization problems.

In preparation for this work, we are aware of two concurrent works. In fact, our work is significantly different from those two works. In particular, \[27\] did not leverage the momentum technique so that its convergence rate is inferior to ours. Moreover, it fails to achieve the linear speedup with respect to the number of devices. As for \[20\], it studied a much simpler model, where the lower-level function only depends on the local information, rather than the global information as our model. In particular, the model considered in \[20\] is defined as follows:

\[
\min_x \frac{1}{K} \sum_{k=1}^{K} f^{(k)}(x, y^*(x)) \\
\text{s.t. } y^*(x) = \arg\min_y g^{(k)}(x, y),
\]

where \(y^*(x)\) is the optimal solution of the local lower-level optimization problem: \(\min_y g^{(k)}(x, y)\), rather than the global one: \(\min_y \frac{1}{K} \sum_{k=1}^{K} g^{(k)}(x, y)\). As a result, the algorithmic design and theoretical analysis are totally different. Moreover, the convergence rate in \[20\] cannot achieve the linear speedup regarding the number of devices, while our two algorithms can achieve that. The detailed comparison can be found in Table 1. All in all, our work is totally different from these two concurrent works.

3 Preliminaries

Stochastic Hypergradient. For Eq. (1.1), to compute the stochastic hypergradient of the upper-level function regarding the model parameter \(x\), we first introduce the auxiliary function \(\Phi^{(k)}(x) = f^{(k)}(x, y^*(x))\)
and $\Phi(x) = \frac{1}{K} \sum_{k=1}^{K} \Phi^{(k)}(x)$ where $y^*(x)$ denotes the optimal solution of the lower-level optimization problem. Then, we can compute the full hypergradient regarding $x$ on the $k$-th device based on Lemma 1.

**Lemma 1.** When the data distributions across all devices are homogeneous, the hypergradient on the $k$-th device is

$$\nabla \Phi^{(k)}(x) = \nabla_x f^{(k)}(x, y^*(x)) - \nabla^2_{xy} g^{(k)}(x, y^*(x)) H \nabla_y f^{(k)}(x, y^*(x)),$$

where $H = [\nabla^2_{yy} g^{(k)}(x, y^*(x))]^{-1}$.

However, this hypergradient is typically infeasible to compute because the optimal solution $y^*(x)$ is expensive to obtain in practice. Then, we introduce the following approximated gradient:

$$\tilde{\nabla} \Phi^{(k)}(x) = \nabla_x f^{(k)}(x, y) - \nabla^2_{xy} g^{(k)}(x, y) H \nabla_y f^{(k)}(x, y),$$

where $H = [\nabla^2_{yy} g^{(k)}(x, y)]^{-1}$. It can be observed that this approximator does not require to leverage the optimal solution $y^*(x)$. However, it still needs to compute the inverse of Hessian matrix. A commonly strategy [28] to address this issue is to use the following approximated gradient:

$$\tilde{\nabla} \Phi^{(k)}(x, y; \xi) = \nabla_x f^{(k)}(x, y; \xi) - \nabla^2_{xy} g^{(k)}(x, y; \xi) H \nabla_y f^{(k)}(x, y; \xi),$$

where $H = \theta \sum_{q=1}^{Q-1} \prod_{j=Q-q}^{Q} (I - \theta \nabla^2_{yy} g^{(k)}(x, y; \xi_j))$ and $\theta > 0$ and $Q > 0$ are hyperparameters. Based on this approximation, we can compute the stochastic hypergradient regarding $x$ as follows:

Assumptions. To investigate the convergence rate of federated bilevel optimization algorithms, we introduce the following assumptions, which are commonly used in existing bilevel optimization works [28][1][19].

**Assumption 1.** For any $k \in \{1, 2, \cdots, K\}$, the function $g^{(k)}(x, y; \xi)$ is $\mu$-strongly convex regarding $y$ for any $x$.

**Assumption 2.** For any $k \in \{1, 2, \cdots, K\}$, the function $f^{(k)}(x, y; \xi)$ and $g^{(k)}(x, y; \xi)$ satisfy:

- $f^{(k)}(x, y; \xi)$ is $L_0$-Lipschitz continuous.
- $\nabla f^{(k)}(x, y; \xi)$ and $\nabla g^{(k)}(x, y; \xi)$ are $L_1$-Lipschitz continuous.
- $\nabla^2_{xy} g^{(k)}(x, y; \xi)$ is $L_21$-Lipschitz continuous. $\nabla^2_{yy} g^{(k)}(x, y; \xi)$ is $L_22$-Lipschitz continuous.

**Assumption 3.** For any $k \in \{1, 2, \cdots, K\}$, the variance of $\nabla g^{(k)}(x, y; \xi)$ satisfies: $\mathbb{E}[\| \nabla g^{(k)}(x, y) - \nabla g^{(k)}(x, y; \xi) \|^2] \leq \sigma^2$.

In terms of [28], we can know that $\Phi^{(k)}(x)$ is $L_\Phi$-smooth where $L_\Phi = L_1 + \frac{L_1^2 + L_2 L_0^2}{\mu} + \frac{L_2 L_0 L_1 + L_1^2 L_0}{\mu} + \frac{L_2 L_0^2 L_1}{\mu}$. Additionally, we introduce $\hat{L} = 2 L_1^2 + 4 \theta^2 L_0^2 L_2^2 (Q + 1)^2 + 2 \theta^4 L_0^2 L_1^2 L_2^2 Q^2 (Q + 1)^2$, $\hat{\lambda} = L_1 + \frac{L_1^2}{\mu} + \frac{L_2 L_0}{\mu} + \frac{L_0 L_1 L_2}{\mu}$, $G = 2 L_0^3 + 12 \theta^2 L_0^3 L_2^2 (Q + 1)^2 + 4 \theta^4 L_0^3 L_1^2 L_2^2 Q (Q + 2) (Q + 1)^2 \sigma^2$, and $\Delta_Q = \frac{(1 - \theta \mu)^2 + L_0 L_1}{\mu}$. Their definitions can be found in the appendix. Throughout this paper, we denote $a_t = \frac{1}{t} \sum_{k=1}^{K} a_t^{(k)}$, where $a^{(k)}$ denotes any local variables on the $k$-th device in the $t$-th iteration.

4 Momentum-Based Algorithms for Federated Bilevel Optimization Problems
Algorithm 1 LocalBSGM

Input: $x_0^{(k)} = x_0, y_0^{(k)} = y_0, p > 1, \eta > 0, \alpha > 0, \beta > 0, \rho_1 > 0, \rho_2 > 0$.

Conduct following steps for all devices.
1: for $t = 0, \cdots, T - 1$ do
2: if $t == 0$ then
3: With the batch size being 1, compute:
4: $u_t^{(k)} = \nabla \Phi^{(k)}(x_t^{(k)}, y_t^{(k)}; \xi_t^{(k)})$, $v_t^{(k)} = \nabla g^{(k)}(x_t^{(k)}, y_t^{(k)}; \zeta_t^{(k)})$,
5: else
6: With the batch size being 1, compute:
7: $u_t^{(k)} = (1 - \alpha\eta)u_{t-1}^{(k)} + \alpha\eta \nabla \Phi^{(k)}(x_t^{(k)}, \xi_t^{(k)})$, $v_t^{(k)} = (1 - \beta\eta)v_{t-1}^{(k)} + \beta\eta \nabla g^{(k)}(x_t^{(k)}, y_t^{(k)}; \zeta_t^{(k)})$,
9: end if
10: $x_{t+1}^{(k)} = x_t^{(k)} - \rho_1\eta u_t^{(k)}$, $y_{t+1}^{(k)} = y_t^{(k)} - \rho_2\eta v_t^{(k)}$,
11: if mod$(t + 1, p) = 0$ then
12: Upload $u_{t+1}^{(k)}, v_{t+1}^{(k)}, x_{t+1}^{(k)}, y_{t+1}^{(k)}$ to the central server and reset local variables with the global one:
13: end if
14: end for

4.1 Local Bilevel Stochastic Gradient Descent with Momentum

In this subsection, we develop a novel local bilevel stochastic gradient descent with momentum algorithm in Algorithm 1. In detail, each device $k$ computes the momentum for stochastic (hyper-)gradients $\nabla \Phi^{(k)}(x_t^{(k)}, y_t^{(k)}; \xi_t^{(k)})$ and $\nabla g^{(k)}(x_t^{(k)}, y_t^{(k)}; \zeta_t^{(k)})$ as follows:

$$
\begin{align*}
\frac{d}{dt} u_t^{(k)} &= (1 - \alpha\eta)u_{t-1}^{(k)} + \alpha\eta \nabla \Phi^{(k)}(x_t^{(k)}, y_t^{(k)}; \xi_t^{(k)}) , \\
\frac{d}{dt} v_t^{(k)} &= (1 - \beta\eta)v_{t-1}^{(k)} + \beta\eta \nabla g^{(k)}(x_t^{(k)}, y_t^{(k)}; \zeta_t^{(k)}) ,
\end{align*}
$$

(4.1)

where $\alpha > 0, \beta > 0, \eta > 0$ are hyperparameters, and $\alpha\eta < 1, \beta\eta < 1$. It can be observed that $u_t^{(k)}$ and $v_t^{(k)}$ are the moving-average estimation for those two stochastic gradients. Then, the $k$-th device leverages those two momentum to update its local model parameters as follows:

$$
\begin{align*}
x_{t+1}^{(k)} &= x_t^{(k)} - \rho_1\eta u_t^{(k)} , \\
y_{t+1}^{(k)} &= y_t^{(k)} - \rho_2\eta v_t^{(k)} ,
\end{align*}
$$

(4.2)

where $\rho_1 > 0$ and $\rho_2 > 0$ are two hyperparameters. As the standard federated optimization algorithm, each device uploads both local momentum and model parameters to the central server at every $p$ (where $p > 1$) iterations. Then, local model parameters and momentum are reset to the global one, which is shown in Line 12 of Algorithm 1.

In Theorem 1 we establish the convergence rate of Algorithm 1.

**Theorem 1.** Suppose Assumptions 1-3 hold, by setting $\alpha > 0, \beta > 0, \theta < \frac{1}{\sqrt{\rho_1^2 + \rho_2^2}}$, $\rho_1 \leq \left\{ \frac{3p\rho_2^2}{50L_1L_2}, \sqrt{\frac{4\rho_2^2}{\rho_1^2}} + \frac{500L_1L_2}{3\beta^2}\right\}$, and $\rho_2 \leq \left\{ \frac{6L_2^2}{\alpha^2} \left( \frac{L_2^2 + 400L_2^2}{\beta^2} \right), \frac{1}{\alpha\beta}\right\}$, $\eta \leq \min\left\{ \frac{1}{\alpha\beta}, \frac{1}{2\rho_1L_2}, \frac{1}{3\rho_2}, \frac{1}{3p(\alpha^2 + \beta^2)^{1/4}(\rho_1^2 + \rho_2^2)^{1/4}L_1^{1/2}} \right\}$, Algorithm 1 has
the following convergence rate:

\[
\frac{1}{T} \sum_{t=0}^{T-1} \left( \mathbb{E} [\|\nabla \Phi(\bar{x}_t)\|^2] + \tilde{L}^2 \mathbb{E} [\|\bar{y}_t - y^*(\bar{x}_t)\|^2] \right) \leq \frac{2(\Phi(x_0) - \Phi(x_*))}{\eta_1 T} + \frac{2\tilde{L}}{\eta T \mu} \|\bar{y}_0 - y^*(\bar{x}_0)\|^2 + \frac{4G^2}{\alpha T} + \frac{50\tilde{L}^2 \sigma^2}{3\eta T \mu^2} + \frac{4\alpha \eta \sigma^2}{K} + \frac{500 \beta \eta \sigma^2 \tilde{L}^2}{3K \mu^2} + 4\Delta_Q^2
\]

\[+ 48 \alpha^2 \eta^4 p^4 (\rho_1^2 + \rho_2^2) \left( \frac{2 \tilde{L}^2 + \frac{500 \tilde{L}^2 \sigma^2}{3\mu^2} \right) \sigma^2 + 48 \beta^2 \eta^4 p^4 (\rho_1^2 + \rho_2^2) \left( \frac{4 \tilde{L}^2}{\alpha^2} + \frac{500 \tilde{L}^2 \sigma^2}{3\beta^2 \mu^2} \right) \sigma^2 . \]

Corollary 1. Suppose Assumptions \[7,8\] hold, by setting \( p = O\left( \frac{T^{1/4}}{K^{3/4}} \right), \eta_1 = O\left( \frac{T^{1/2}}{K^{3/2}} \right), \) and \( Q = O\left( \log(K^{1/2}T^{1/2}) \right), \) and other hyperparameters \( \alpha, \beta, \rho_1, \rho_2 \) to be independent of \( T \) and \( K \), Algorithm \[6\] has the following convergence rate:

\[
\frac{1}{T} \sum_{t=0}^{T-1} \left( \mathbb{E} [\|\nabla \Phi(\bar{x}_t)\|^2] + \tilde{L}^2 \mathbb{E} [\|\bar{y}_t - y^*(\bar{x}_t)\|^2] \right) \leq O\left( \frac{1}{\sqrt{KT}} \right) .
\]

Corollary 2. Suppose Assumptions \[7,8\] hold, by setting \( T = O\left( \frac{1}{K^{3/2}} \right), p = O\left( \frac{1}{K^{1/2}} \right), \eta = O(K \epsilon), \) and \( Q = O\left( \log\left( \frac{1}{\epsilon^2} \right) \right), \) and other hyperparameters \( \alpha, \beta, \rho_1, \rho_2 \) to be independent of \( \epsilon \) and \( K \), Algorithm \[7\] can achieve the \( \epsilon \)-accuracy stationary point:

\[
\frac{1}{T} \sum_{t=0}^{T-1} \left( \mathbb{E} [\|\nabla \Phi(\bar{x}_t)\|^2] + \tilde{L}^2 \mathbb{E} [\|\bar{y}_t - y^*(\bar{x}_t)\|^2] \right) \leq \epsilon .
\]

Remark 1. From Corollary \[8\] we can know that the iteration complexity (i.e., sample complexity) is \( T = O\left( \frac{1}{K^{3/2}} \right), \) which indicates that our LocalBSGMRM can achieve linear speedup with respect to the number of devices. Moreover, the communication complexity of our algorithm is \( T/p = O\left( \frac{1}{KT^{1/2}} \right). \) On the contrary, FEDNEST \[27\] can only achieve \( O\left( \frac{1}{T} \right) \) sample and communication complexities, which are inferior to ours.

4.2 Local Bilevel Stochastic Gradient Descent with Momentum-Based Variance Reduction

In Algorithm \[2\] we further developed a local bilevel stochastic gradient descent with momentum-based variance reduction (LocalBSGVRM) algorithm. Compared with Algorithm \[1\], LocalBSGVRM employs a variance-reduced gradient estimator, which was first proposed in \[2\] for the standard minimization problem, to accelerate the convergence rate. Specifically, the \( k \)-th device computes the momentum-based variance-reduced gradient as follows:

\[
v_t^{(k)} = (1 - \alpha \eta_1^2)(v_{t-1}^{(k)} - \nabla \Phi^{(k)}(x_{t-1}^{(k)}, y_{t-1}^{(k)}; \xi_t^{(k)}) + \nabla \Phi^{(k)}(x_{t}^{(k)}, y_{t}^{(k)}; \xi_t^{(k)})) + \nabla \Phi^{(k)}(x_{t}^{(k)}, y_{t}^{(k)}; \xi_t^{(k)}),
\]

\[
v_t^{(k)} = (1 - \beta \eta_2^2)(v_{t-1}^{(k)} - \nabla g^{(k)}(x_{t-1}^{(k)}, y_{t-1}^{(k)}; \zeta_t^{(k)}) + \nabla g^{(k)}(x_{t}^{(k)}, y_{t}^{(k)}; \zeta_t^{(k)})) + \nabla g^{(k)}(x_{t}^{(k)}, y_{t}^{(k)}; \zeta_t^{(k)}),
\]

where \( \alpha \eta_1^2 < 1 \) and \( \beta \eta_2^2 < 1 \). With this new gradient estimator, LocalBSGVRM updates and communicates local model parameters in the same way as LocalBSGM.

In Theorem \[2\] we established the convergence rate of LocalBSGVRM when the learning rate is fixed.

Theorem 2. Suppose Assumptions \[7,8\] hold, by setting \( \theta < \frac{1}{L_1}, \alpha \leq \frac{\tilde{L}^2}{K}, \beta \leq \frac{\tilde{L}^2}{K}, \eta_1 \equiv \eta \equiv \min \left\{ \frac{1}{\sqrt{\alpha}}, \frac{1}{\sqrt{\beta}}, \frac{1}{200 \mu L} \right\}, \) and

\[
\rho_1 \leq \min \left\{ \frac{\rho_2 \mu^2}{200LL_1^2}, \frac{1}{2} \right\}, \sqrt{\frac{16 \tilde{L}^2}{\alpha K} + \frac{2000 \tilde{L}^2 \sigma^2}{3 \beta^2 \mu K} + \frac{12}{25} \left( 4 + \frac{100 \tilde{L}^2}{3 \mu^2} + \frac{16 \tilde{L}^2}{\alpha K} + \frac{2000 \tilde{L}^2 \sigma^2}{3 \beta^2 \mu K} \right), 10 \},
\]

\[
\rho_2 \leq \min \left\{ \frac{1}{6L_1}, \frac{15 \tilde{L}^2}{\mu} \right\}, \sqrt{\frac{16 \tilde{L}^2}{\alpha K} + \frac{2000 \tilde{L}^2 \sigma^2}{3 \beta^2 \mu K} + \frac{12}{25} \left( 4 + \frac{100 \tilde{L}^2}{3 \mu^2} + \frac{16 \tilde{L}^2}{\alpha K} + \frac{2000 \tilde{L}^2 \sigma^2}{3 \beta^2 \mu K} \right), 10 \},
\]

\[
(4.7)
\]
Algorithm 2 LocalBSGVRM

Input: $x_1^{(k)} = x_1, y_1^{(k)} = y^*(x_1), p > 1, \alpha > 0, \beta > 0, \rho_1 > 0, \rho_2 > 0.$

Conduct following steps for all devices.

1: for $t = 0, \cdots, T - 1$ do
2: \hspace{1em} if $t == 0$ then
3: \hspace{2em} With the batch size being $B > 1$, compute:
4: \hspace{2em} $u_t^{(k)} = \nabla \Phi(x_t^{(k)}; x_t^{(k)})$,
5: \hspace{2em} $v_t^{(k)} = \nabla y_g(y_t^{(k)}; y_t^{(k)})$,
6: \hspace{1em} else
7: \hspace{2em} With the batch size being 1, compute:
8: \hspace{2em} $u_t^{(k)} = (1 - \alpha \eta_t^{(k)} - \nabla \Phi(x_t^{(k)}; x_t^{(k)}) + \nabla \Phi(x_t^{(k)}; x_t^{(k)}) + \nabla y_g(y_t^{(k)}; y_t^{(k)})$,
9: \hspace{2em} $v_t^{(k)} = (1 - \beta \eta_t^{(k)} - \nabla y_g(y_t^{(k)}; y_t^{(k)}) + \nabla y_g(y_t^{(k)}; y_t^{(k)})$,
10: end if
11: $x_t^{(k)} = x_t^{(k)} - \rho_1 \eta_t u_t^{(k)}$,
12: $y_t^{(k)} = y_t^{(k)} - \rho_2 \eta_t v_t^{(k)}$,
13: end if
14: end for

Algorithm 2 has the following convergence rate:

$$
\frac{1}{T} \sum_{t=0}^{T-1} \left( \mathbb{E}[\|\nabla \Phi(\bar{x}_t)\|^2] + \tilde{L}^2 \mathbb{E}[\|\tilde{y}_t - y^*(\bar{x}_t)\|^2] \right) 
\leq \frac{2(\Phi(x_0) - \Phi(x_*))}{\eta T} + \frac{10\tilde{L}^2}{\rho_2 \eta^2 T K B} \|y_0 - y^*(\bar{x}_t)\|^2 + \frac{2G^2}{\alpha n^2 T K B} + \frac{250L^2 \sigma^2}{3 \beta \mu^2 n^2 T K B} + 4\Delta^2 + \frac{8\alpha n^2 G^2}{K} 
+ \frac{1000\beta n^2 \sigma^2 \tilde{L}^2}{3 \mu^2 K} + (\rho_1^2 + \rho_2^2) \left( 4 + \frac{1000\tilde{L}^2}{3 \mu^2} + \frac{16 \tilde{L}^2}{\alpha K} + \frac{2000L^2 \tilde{L}^2}{3 \beta \mu^2 K} \right) \times (8\beta^2 \nu \eta^4 \sigma^2 + 48\alpha \nu \eta^2 \sigma^2 G^2). \tag{4.8}$$

Corollary 3. Suppose Assumptions [3,5] hold, by setting $\alpha = O(\frac{1}{K}), \beta = O(\frac{1}{K}), \eta = O(\frac{K^{2/3}}{T^{1/3}}), B = O(\frac{1}{K^{1/3}}), \rho = O(\frac{1}{\sqrt{T}}), Q = O(\log(K^{2/3}T^{2/3})), \eta = O(\frac{K^{1/2}}{T^{1/2}}),$ and $\rho_1, \rho_2$ to be independent of $T$ and $K$, Algorithm 2 has the following convergence rate:

$$
\frac{1}{T} \sum_{t=0}^{T-1} \left( \mathbb{E}[\|\nabla \Phi(\bar{x}_t)\|^2] + \tilde{L}^2 \mathbb{E}[\|\tilde{y}_t - y^*(\bar{x}_t)\|^2] \right) \leq O\left( \frac{1}{K^{2/3}T^{2/3}} \right). \tag{4.9}$$

Corollary 4. Suppose Assumptions [3,5] hold, by setting $\alpha = O(\frac{1}{K}), \beta = O(\frac{1}{K}), T = O(\frac{1}{K^{1/2}}), \rho = O(\frac{1}{K^{1/2}}), \eta = O(\frac{K^{1/2}}{T^{1/2}}), B = O(\frac{1}{K^{1/2}}), Q = O(\log(\frac{1}{\epsilon})), \rho_1, \rho_2$ to be independent of $\epsilon$ and $K$, Algorithm 2 can achieve the $\epsilon$-accuracy stationary point:

$$
\frac{1}{T} \sum_{t=0}^{T-1} \left( \mathbb{E}[\|\nabla \Phi(\bar{x}_t)\|^2] + \tilde{L}^2 \mathbb{E}[\|\tilde{y}_t - y^*(\bar{x}_t)\|^2] \right) \leq \epsilon. \tag{4.10}$$

Remark 2. From Corollary 4 we can know that the iteration complexity is $O\left( \frac{1}{K^{2/3}T^{2/3}} \right)$, which is much better than that of our Algorithm 1. Furthermore, the communication complexity is $T/p = O\left( \frac{1}{T} \right)$, which is also much better than $O\left( \frac{1}{T} \right)$ of Algorithm 1. On the contrary, even though FedBioAcc [20] also leverages the variance-reduced gradient estimator, its sample complexity $O\left( \frac{1}{T^2} \right)$ does not show the linear speedup regarding the number of devices.
In Theorem 3, we established the convergence rate of LocalBSGVRM when it has a decaying learning rate.

**Theorem 3.** Suppose Assumptions 1-3 hold, by setting \( \alpha = \frac{L^2}{3pK} + \frac{L^2}{K} + \frac{1}{3} + \frac{p}{K} \), \( \beta = \frac{L^2}{3pK} + \frac{L^2}{K} \), \( \eta = \frac{K^{2/3}T}{(w_t + 1)^{2/3}} \), \( w_t = \max\{2, 200^3K^2 p^3 - t, \frac{80^3 L^3 K^2}{3} - t\} \), \( \rho_1 \leq \min\{\frac{1}{\theta}, 10\} \), \( \rho_2 \leq \left\{\frac{15}{1174}, 10\right\} \), \( \theta < \frac{1}{\epsilon} \), Algorithm 2 has the following convergence rate:

\[
\frac{1}{T} \sum_{t=0}^{T-1} \left( \mathbb{E}[\|\nabla \Phi(x_t)\|^2] + \tilde{L}^2 \mathbb{E}[\|\bar{y}_t - y^*(\bar{x}_t)\|^2] \right) \\
\leq \frac{2(\Phi(x_0) - \Phi(x_*))}{\rho_1} \left( \frac{200pL}{T} + \frac{\tilde{L}}{K^{2/3}T^{2/3}} \right) + \left( \frac{200pL}{T} + \frac{\tilde{L}}{K^{2/3}T^{2/3}} \right) \frac{20\tilde{L}^2}{\rho_2 \mu} \|\bar{y}_0 - y^*(\bar{x}_0)\|^2 \\
+ \left( \frac{200p}{T} + \frac{1}{K^{2/3}T^{2/3}} \right) \frac{8000\sigma^2 \tilde{L}^2}{3\mu^2 B} \log(T + 1) + \left( 4 \times \frac{200^3 K^2 p^3}{T} \right) \frac{\Delta_0^2}{\log(T + 1)} \cdot \log(T + 1) \\
+ \left( \frac{200p}{T} + \frac{1}{K^{2/3}T^{2/3}} \right) \frac{3(\rho_2^2 + \rho_3^2) \tilde{L}^2 (\sigma^2 + G^2)}{\mu^2} \log(T + 1) .
\]

(4.11)

**Corollary 5.** Suppose Assumptions 4-5 hold, by setting \( \alpha = O\left(\frac{1}{K}\right) \), \( \beta = O\left(\frac{1}{K}\right) \), \( \eta = O\left(\frac{K^{2/3}T}{(w_t + 1)^{2/3}}\right) \), \( B = O\left(\frac{T^{1/3}}{K^{2/3}}\right) \), \( p = O\left(\frac{T^{1/3}}{K^{2/3}}\right) \), \( Q = O\left(\log(K^{2/3}T^{2/3})\right) \), and \( \rho_1, \rho_2 \) to be independent of \( T \) and \( K \), Algorithm 2 has the following convergence rate:

\[
\frac{1}{T} \sum_{t=0}^{T-1} \left( \mathbb{E}[\|\nabla \Phi(x_t)\|^2] + \tilde{L}^2 \mathbb{E}[\|\bar{y}_t - y^*(\bar{x}_t)\|^2] \right) \leq O\left(\frac{\log(T + 1)}{K^{2/3}T^{2/3}}\right).
\]

(4.12)

**Remark 3.** Compared with the fixed learning rate in Theorem 2, the convergence rate has an additional factor \( \log(T + 1) \), when using the decaying learning rate.

**Corollary 6.** Suppose Assumptions 4-5 hold, by setting \( \alpha = O\left(\frac{1}{K}\right) \), \( \beta = O\left(\frac{1}{K}\right) \), \( T = \tilde{O}\left(\frac{1}{K^{1/3}}\right) \), \( p = \tilde{O}\left(\frac{1}{K^{1/3}}\right) \), \( B = \tilde{O}\left(\frac{1}{K^{1/3}}\right) \), \( Q = \tilde{O}(\log(\frac{1}{\epsilon})) \), and \( \rho_1, \rho_2 \) to be independent of \( T \) and \( K \), Algorithm 2 can achieve the \( \epsilon \)-accuracy stationary point:

\[
\frac{1}{T} \sum_{t=0}^{T-1} \left( \mathbb{E}[\|\nabla \Phi(x_t)\|^2] + \tilde{L}^2 \mathbb{E}[\|\bar{y}_t - y^*(\bar{x}_t)\|^2] \right) \leq \epsilon .
\]

(4.13)

**Remark 4.** From Corollary 6, it is easy to know that the iteration complexity is \( \tilde{O}\left(\frac{1}{K^{1/3}}\right) \), indicating the linear speedup with respect to the number of devices. Furthermore, the communication complexity is \( T/p = \tilde{O}\left(\frac{1}{K}\right) \).

In summary, we established the convergence rate of our proposed LocalBSGM and LocalBSGVRM. Both of them achieve linear speedup regarding the number of devices. Additionally, we provided the communication complexity of our two algorithms. To the best of our knowledge, this is the first work achieving such theoretical results for federated bilevel optimization algorithms.

## 5 Conclusion

In this paper, we developed two novel momentum-based algorithms for the federated stochastic bilevel optimization problems. To the best of our knowledge, this is the first work studying this kind of problem. More importantly, we established the convergence rate of our two algorithms, which enjoy superior sample and communication complexities.
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