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Abstract—Object 6D pose estimation is an important research topic in the field of computer vision due to its wide application requirements and the challenges brought by complexity and changes in the real-world. We think fully exploring the characteristics of spatial relationship between points will help to improve the pose estimation performance, especially in the scenes of background clutter and partial occlusion. But this information was usually ignored in previous work using RGB image or RGB-D data. In this paper, we propose a framework for 6D pose estimation from RGB-D data based on spatial structure characteristics of 3D keypoints. We adopt point-wise dense feature embedding to vote for 3D keypoints, which makes full use of the structure information of the rigid body. After the direction vectors pointing to the keypoints are predicted by CNN, we use RANSAC voting to calculate the coordinate of the 3D keypoints, then the pose transformation can be easily obtained by the least square method. In addition, a spatial dimension sampling strategy for points is employed, which makes the method achieve excellent performance on small training sets. The proposed method is verified on two benchmark datasets, LINEMOD and OCCLUSION LINEMOD. The experimental results show that our method outperforms the state-of-the-art approaches, achieves ADD(-S) accuracy of 98.7% on LINEMOD dataset and 52.6% on OCCLUSION LINEMOD dataset in real-time.

I. INTRODUCTION

Object 6D pose estimation is a task to calculate the rotation and translation of an object relative to the world coordinate system, with six degrees of freedom. It is an important topic for many applications, such as augmented reality [1], automatic driving [2] and robot grasping [3], [4]. The challenges of this task come from the complexity in the real-world, such as background clutter, partial occlusion and illumination change.

With the rapid development of deep learning on image, a lot of methods for pose estimation using RGB image have been proposed [5], [6], [7], [8]. Existing methods can be categorized as extended 2D object detection method [9], [10], predicting pose directly by CNN [11], [12], predicting 2D projection points [5], [6] and template matching [13]. But RGB image cannot provide rich feature information for industrial parts lacking texture information, and is vulnerable to illumination and other environmental changes. Some methods use only point cloud data to estimate object pose [14], which is more robust to light changes and texture-less object, but a large number of feature calculation and matching processes make the prediction very slow. In addition, it is not enough to use only geometric information of point cloud, while color and texture information are also important for pose estimation.

Some recent methods employ RGB-D data and focus on how to integrate the two kinds of data better to improve the accuracy of pose estimation [2], [15], [16]. For example, MCN [15] considered the depth image as an additional channel of RGB image, then extracted the feature of this four-channel vector for pose prediction. PointFusion [2] extracted the features of RGB image and point cloud respectively, and then directly concatenated them in the channel dimension. DenseFusion [16] proposed a novel point-wise way to fuse the features of RGB image and point cloud, which can better represent the object structure. But they all regress object translation and rotation directly, ignoring the spatial relationship information between points. Besides, the discontinuity of rotation makes the network difficult to learn.

To overcome these problems, we consider how to make full use of the spatial relationship between points, which is crucial for representation of object space state and is easy for CNN to optimize. However, using the spatial relation-
ship of all points will involve a lot of work, resulting in low efficiency of calculation. So 3D keypoints are selected in order to extract the spatial relationship information, as shown in Fig. 1. This paper proposes a 6D pose estimation framework based on 3D keypoints, in which dense fusion feature is employed to vote for the keypoints. First, we extract features from RGB-D data individually and fuse them in the form of point-wise. Then the dense feature embedding is employed to predict direction vectors from sample points to 3D keypoints and the position of keypoints is inferred by RANSAC voting. Finally, pose can be calculated by the least square optimization algorithm. Our method can effectively learn the spatial structure information of the rigid body.

During implementation, there is an important problem that it is time-consuming to label the groundtruth of pose in the practical application. So some datasets have very limited training data, such as LINEMOD dataset [17], which may lead to overfitting problem. To avoid this problem, our network input is sampled in spatial dimension. During iterative training, partial point-wise embeddings are selected randomly to make the prediction instead of using all of them. In this way, the network input is different each time, which is equivalent to data augmentation, so our network can achieve good results even on small sample datasets.

In summary, this work has the following contributions:

1) An object 6D pose estimation framework is proposed based on 3D point-to-keypoint voting. Point-to-point prediction enables our method to thoroughly learn the spatial structure characteristics of the rigid body, which can improve accuracy and efficiency.

2) During iterative training, the network input is sampled in spatial dimension to solve the overfitting problem under the small sample dataset, which can improve the generalization ability of the model.

3) The performance on benchmark dataset outperforms the state-of-the-art method. The ADD(-s) accuracy is 98.7% on LINEMOD dataset, and 52.6% on OCCLUSION LINEMOD dataset. In addition, the time of pose estimation module is only 0.02s on a GTX 1060 GPU.

The remainder of the paper is organized as follows: In Section II we briefly review related work on pose estimation. The proposed dense voting framework is introduced in Section III in detail. In Section IV we show the experimental results of our method on two benchmark datasets. Finally, a conclusion is given in Section V.

II. RELATED WORK

Template matching methods. Given CAD model of an object, some traditional methods extract different kinds of feature to match scene data and CAD model, in order to find the correct transformation. PPF [14] proposes orientation point pair feature which is efficient and robust, then extracts it from model point cloud and scene point cloud respectively to match. Hinterstoisser [17], [18] extracts contour gradient information and object surface normal vector from color image and depth image respectively as multimodal features for template matching. AAE [13] collects RGB images of model from different perspectives and obtains many codebooks via autoencoder, then calculates the similarity with RGB images in the actual scene. Thanks to the CAD model of the object, these methods can easily acquire approximate results. But template matching always need to discretize the pose for comparing, which makes results inaccurate.

2D-3D correspondence methods. Inspired by object detection, some recent methods first find the 2D projection coordinates of keypoints on RGB image, and then employ 2D-3D correspondence to calculate pose by PnP [7], [8], [9]. BBS [5] regards pose estimation as a 3D detection task and employs CNN to regress eight corners of 3D bounding box. YOLO-6D [10] extends 2D detection framework YOLO to 3D and also adopts 3D bounding box corners as keypoints. However, these bounding box corners are far away from the object pixels in the image, resulting in larger localization errors. To overcome this problem, PVNet [6] selects keypoints using the farthest point sampling (FPS) algorithm. Besides, instead of directly regressing the coordinate of the projection points, PVNet predicts the direction vector of each pixel pointing to the projection point, and then uses RANSAC based voting to get the position of the projection points. Pix2Pose [8] predicts the 3D coordinates of every pixel in RGB image and regards the output 3D coordinates as color image, thus transforms this problem into image generation problem based on GAN training. POP [7] applies two-channel UV texture map and employs sphere projection or cylinder projection to add texture to the model, then predicts the dense 2D-3D mapping between RGB image and 3D model. These methods only use RGB image, which is convenient to collect, but all of them make no use of the important spatial relationship between points.

Regress pose methods. With the development of deep learning in the field of computer vision, there are also some methods which employ CNN to extract features from RGB or RGB-D data and directly regress pose [11], [12], [16]. PoseCNN [11] estimates translation and rotation respectively from RGB image via CNN. MCN [15] further fuses the depth input as an additional channel of RGB image to a CNN architecture. PointFusion [2] fuses them by directly concatenating the color feature with the geometry feature. These methods ignore the point cloud arrangement, which make the results ordinary. DenseFusion [16] presents a point-wise way to combine color and depth information from RGB-D input, which achieves good results. But these methods all regress pose directly, the nonlinearity of rotation space makes it difficult for CNN to optimize, limiting the learning ability of the model.

III. METHOD

Fig. 2 shows the inference pipeline of our proposing method which estimates the 6D object pose based on 3D keypoints. First, the features of RGB image and point cloud are extracted respectively via CNN, then dense fusion feature is obtained by point-wise way [16]. The following fully-connected layers are used to predict the direction vectors, which point to the 3D keypoints from spatial sampling
points. Unlike regressing pose directly, the direction vector predicted by our network is easy to be optimized linearly. Besides, the point-to-point vector reflects the spatial relationship between points, which is important for accurate prediction of pose. Given a lot of vectors to each 3D keypoint, the coordinate of the 3D keypoints can be calculated based on RANSAC voting [19]. The final pose transformation is obtained by the weighted least square method, which aims to find the transformation matrix that makes the two sets of keypoints closest to each other.

A. Point-wise Feature

The feature fusion method in DenseFusion [16] is employed to obtain dense feature embedding. We need to segment the objects of interest in the image before pose estimation. Then we employ network based on PSPNet [20] for RGB image to extract color embedding, and employ network based on PointNet [21] for point cloud to extract geometry embedding. In order to obtain point-wise embedding, dense fusion procedure first concatenates the geometric embedding of each point and its corresponding color embedding. Then an average pooling layer is employed to generate a global feature vector, which is further concatenated to each dense point-wise feature. In this way, the dense point-wise feature embedding we extracted contains both local and global information, which is more robust.

B. Director Vector Prediction

DenseFusion employs point-wise feature to regress translation and rotation directly. This framework has two shortcomings. On the one hand, rotation in 3D space is discontinuous, CNN can’t learn the nonlinear value perfectly. On the other hand, this prediction way does not make full use of the spatial relationship among points.

Inspired by recent 2D methods [5], [6], we estimate pose by 3D keypoints instead of regression directly. Before training, FPS algorithm is employed to sample K 3D keypoints on CAD model surface like PVNet [6].

In order to let the network learn the spatial structure characteristics of point cloud, instead of regressing location of 3D keypoints directly, we predict the direction vector of each space point to the keypoints. Using many points to make predictions and then voting will be more stable than only making one prediction. For the space point \( p \), the unit direction vector pointing to the keypoint \( x_k \) is:

\[
v_k = \frac{p - x_k}{||p - x_k||_2}
\]

(1)

It should be noted that N scene points in spatial dimension are sampled during iterative training, so network will not overfit even training on small sample dataset, which can improve generalization ability.

The feature extraction network and direction vector prediction network are trained jointly, and the loss function is defined as the following equations.

\[
Loss = \sum_{k=1}^{K} \sum_{p \in O} L(\Delta v_{k}(p)\|_x) + L(\Delta v_{k}(p)\|_y) + L(\Delta v_{k}(p)\|_z),
\]

(2)
\[ \Delta v_k(p) = \tilde{v}_k(p) - v_k(p), \]  

where \( O \) is the set of N sampling points, \( \tilde{v}_k(p) \) is the predicted unit direction vector, \( v_k(p) \) is the groundtruth value of unit direction vector. We decompose and calculate the smooth L1 loss in x, y and z directions:

\[ L = \text{smooth}_{L1}(x) = \begin{cases} 0.5x^2, & \text{if } |x| < 1 \\ |x| - 0.5, & \text{otherwise} \end{cases} \]

C. 3D Keypoints Voting

After predicting a lot of direction vectors pointing to the keypoints by CNN, voting mechanism based on RANSAC [19] is employed to infer the coordinate of the 3D keypoints. Unlike 2D lines, two 3D lines may not be coplanar and there will be no intersection point for them. So we randomly select three points with their vectors each time, and employ the least square method to find the closest point to the group of vectors as one of the inferred positions \( h_{k,i} \) of the keypoint \( x_k \). The inferred position is computed as (5):

\[ h_{k,i} = (\sum_i I - \tilde{v}_i\tilde{v}_i^T)^{-1}(\sum_i (I - \tilde{v}_i\tilde{v}_i^T)p_i), \]

where \( p_i \) is the matrix of the selected three points, and \( v_i \) is the corresponding direction vector matrix.

The above process is repeated for M times to get the inferred location set, and then all the sample space points will vote for every inferred location by distance calculation. The number of vote \( w_{k,i} \) can be seen as the confidence of each keypoint, which is computed in (6):

\[ w_{k,i} = \sum_{p \in O} \mathbb{1}(\frac{(h_{k,i} - p)^T}{||h_{k,i} - p||_2} v_k(p) \geq \theta), \]

where \( O \) is the set of sample points, \( \mathbb{1} \) denotes the indicator function, \( \theta \) is a threshold which is assigned to 0.999 here.

The inferred position with the highest confidence is taken as the final position \( s_k \) of the keypoint, and the corresponding confidence is \( w_k \), see (7):

\[ s_k = \arg \max_{h_{k,i}} w_{k,i}, \quad w_k = \max w_{k,i}, \]

D. Pose Calculate and Refine

For K key points \( s_k \) of the scene point cloud and K key points \( m_k \) of the model point cloud, the weighted least square method is used to calculate the pose transformation, in which the weight is the confidence of each keypoint. The goal is to find the transformation matrix that makes these two keypoint sets closest to each other. The pose transformation matrix can be calculated as follows in (8):

\[ R, t = \arg \min_{R,t} \sum_{k=1}^K w_k ||(Rm_k + t) - s_k||^2, \]

Finally, we employ the refine network proposed in DenseFusion [16] to iteratively optimize the pose: the scene point cloud is transformed according to the predicted pose and fed into the refine network to predict the pose residual. The final pose is determined by the predicted initial pose and residual, which is more accurate.

IV. EXPERIMENTS

This section describes experimental results of our proposed method. We evaluate the performance and compare to the state-of-the-art methods on two datasets, LINEMOD dataset [17] and OCCLUSION LINEMOD dataset [22].

A. Datasets

LINEMOD is a standard benchmark which is widely applied for 6D object pose estimation, so it is convenient to compare with other methods. This dataset contains 13 objects from different kinds. There are many challenges for pose estimation on LINEMOD dataset, such as low resolution, texture-less objects, cluttered scenes and lighting condition variations.

OCCLUSION LINEMOD is a subset of the LINEMOD dataset by further annotation. It is only used for evaluation by model trained on LINEMOD dataset. Objects in this dataset have heavily occlusion, some of them even have a few pixels left to be seen. So it is a great challenge for pose estimation.

B. Metrics

We use ADD(-S) metric for the two datasets following prior works [18]. For non-symmetric objects, ADD metric is employed which is defined as average Euclidean distance between model points transformed with the predicted and the groundtruth pose respectively. The formula is as follows:

\[ \text{ADD} = \frac{1}{N} \sum_{x \in O} ||(Rx + t) - (\hat{R}x + \hat{t})||_2, \]

where \( O \) is the set of model points, \( N \) is the number of model points, \( R \) and \( t \) are the rotation and translation of groundtruth pose, \( \hat{R} \) and \( \hat{t} \) are the rotation and translation of predicted pose.

For symmetric objects (eggbox and glue in two datasets), due to the ambiguity of pose, ADD-S metric is employed which computes distance with the closest point. The formula is as follows:

\[ \text{ADD-S} = \frac{1}{N} \sum_{x \in O} \min_{x_0 \in O} ||(Rx_0 + t) - (\hat{R}x + \hat{t})||_2, \]

The evaluation result is deemed accurate when the average distance is less than 10% of the object model’s diameter.

C. Implementation Details

During implementation, 8 keypoints and 1 center point are selected for network to predict following PVNet. And during both training and testing, 500 scene points are randomly sampled as input. In order to enhance the robustness of illumination, online data augmentation such as light condition change is applied. In order to make the network insensitive to the background, we synthesize another 10000 images which randomly sample background from SUN397 dataset [23] using the “Cut and Paste” strategy. These tricks are aim to
### TABLE I

**ADD(-S) ACCURACY ON LINEMOD DATASET.**

| object       | BB8 | Pix2Pose | PVNet | PoseCNN | DenseFusion | DPOP | Ours |
|--------------|-----|----------|-------|---------|-------------|------|------|
| ape          | 40.4| 58.1     | 43.6  | 77.0    | 92.3        | 87.7 | **95.5** |
| benchvise    | 91.8| 91.0     | **99.9** | 97.5    | 93.2        | 98.5 | 98.6 |
| cam          | 55.7| 60.9     | 86.9  | 93.5    | 94.4        | 96.1 | **99.3** |
| can          | 64.1| 84.4     | 95.5  | 96.5    | 93.1        | **99.7** | 99.6 |
| cat          | 62.6| 65.0     | 79.3  | 82.1    | 96.5        | 94.7 | **99.4** |
| driller      | 74.4| 76.3     | 96.4  | 95.0    | 87.0        | 98.8 | **99.1** |
| duck         | 44.3| 43.8     | 52.6  | 77.7    | 92.3        | 86.3 | **95.3** |
| eggbox       | 57.8| 96.8     | 99.2  | 97.1    | 99.8        | 99.9 | **100.0** |
| glue         | 41.2| 79.4     | 95.7  | 99.4    | **100.0**   | 96.8 | 99.8 |
| holepuncher  | 67.2| 74.8     | 81.9  | 52.8    | 86.9        | 87.7 | **98.6** |
| iron         | 84.7| 83.4     | 98.9  | 98.3    | 97.0        | **100.0** | 99.8 |
| lamp         | 76.5| 82.0     | 99.3  | 97.5    | 95.3        | 96.8 | **99.3** |
| phone        | 54.0| 45.0     | 92.4  | 87.7    | 92.8        | 94.7 | **98.8** |
| average      | 62.7| 72.4     | 86.3  | 88.6    | 94.3        | 95.2 | **98.7** |

Fig. 3. Some visualization results on LINEMOD dataset. In the pictures, the pose result is shown by projecting the model using the estimated pose. For the convenience of viewing, we also show the contour of the model projection.

Fig. 4. Some visualization results on OCCLUSION LINEMOD dataset. Pictures of the first line are some accurate results when the object is partially occluded, and pictures of the second line are some inaccurate results under heavy occlusion.

### TABLE II

**ADD(-S) ACCURACY ON LINEMOD DATASET WITHOUT TRICKS.**

| tricks       | w/o refine | w/o fuse data | with both |
|--------------|------------|---------------|-----------|
| accuracy     | 94.8       | 96.6          | **98.7**  |

We report our quantitative evaluation results of the pose estimation experiments on the LineMOD dataset (see Table I). Our ADD(-S) accuracy is 98.7%, which outperforms all other approaches. Ablation studies are also conducted to verify our performance without data augmentation and refine network (see Table II). Our network can achieve accuracy of 94.8% without refine, while DenseFusion has only accuracy of 86.2%. It confirms that our basic architecture is better than the state-of-the-art methods. Besides, the accuracy of our model which only trains on a small number of real data is 96.6%, thus it can be seen that our spatial dimension

D. Results on benchmark dataset

Avoid overfitting. The learning rate is set as 0.0001 at first, and refine network is beginning to train with learning rate of 0.00003 when average distance error is less than 0.01.
sample strategy is helpful for avoiding overfitting. Some visualization results are shown in Fig. 3 in which object CAD model is rendered on RGB image using estimated pose and the contour is also drawn on image.

As for OCCLUSION dataset, which is really difficult to estimate pose, we achieve ADD(-S) accuracy of 52.6% and also outperforms other recent methods (see Table III). Some visualization results are shown in Fig. 4. Pictures of the first line show that our method can also estimate accurately when the object is partially occluded. But for some seriously occluded objects, our estimation is still biased, which can be seen in pictures of the second line.

Our pose estimation method only costs 0.02s on a GTX 1060 GPU, which is fast for real-time pose estimation.

V. CONCLUSION

An object 6D pose estimation method by 3D point-to-keypoint voting is proposed in this paper. Dense point-wise feature is employed to predict direction vectors, and 3D keypoints coordination is acquired by RANSAC voting. The final pose transformation is obtained by optimizing the distance between the scene keypoints and the model keypoints. During iterative training, a spatial dimension sample strategy is employed to solve the overfitting problem under the small sample dataset. Experimental results show that our method can effectively utilize the spatial structure information of the rigid body, which is better than the state-of-the-art methods in terms of accuracy and efficiency.

In the future work, we plan to consider an one-stage method. We intend to predict confidence by CNN instead of RANSAC voting, and employ SVD to solve the least square method to make all processes derivable. Thus an end-to-end network can be designed which employs pose to supervise CNN learning to acquire more accurate results.
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