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Abstract

A convexity point of a convex body is a point with the property that the union of the body and its reflection in the point is convex. It is proved that in the plane a typical convex body (in the sense of Baire category) has infinitely many convexity points. The proof makes use of the ‘middle hedgehog’ of a planar convex body $K$, which is the curve formed by the midpoints of all affine diameters of $K$. The stated result follows from the fact that for a typical planar convex body the convex hull of the middle hedgehog has infinitely many exposed points.

1 Introduction

The following question was posed to me by Shiri Artstein–Avidan: ‘Does every convex body $K$ in the plane have a point $z$ such that the union of $K$ and its reflection in $z$ is convex?’ After some surprise about never having come across this simple question, and after some fruitless attempts to find counterexamples, this finally led to the following answer ([12]). Here we call the point $z$ a convexity point of $K$ if $(K - z) \cup (z - K)$ is convex.

**Theorem 1.** A convex body in the plane which is not centrally symmetric has three affinely independent convexity points.

A triangle and a Reuleaux triangle are examples of convex bodies with precisely three convexity points. This then raises the question whether the existence of just three convexity points is ‘typical’. We recall the meaning of this terminology. The space $K^2$ of convex bodies in the plane with the Hausdorff metric is a complete metric space and hence a Baire space, that is, a topological space in which any intersection of countably many dense open sets is still dense. A subset of a Baire space is called comeager or residual if its complement is a meager set, that is, a countable union of nowhere dense sets (also said to be of first Baire category). The intersection of countable many comeager sets in a Baire space is still dense, which is a good reason to consider comeager sets as ‘large’. Therefore, one says that ‘most’ convex bodies in the plane have a certain property, or that a ‘typical’ planar convex body has this property, if the set of bodies with this property is comeager in $K^2$. With this definition, we prove the following.

**Theorem 2.** A typical convex body in the plane has infinitely many convexity points.

A result from which this one follows will be formulated at the end of the next section, after some preparations.

For surveys on Baire category results in convexity, we refer the reader to Gruber [3, 4] and Zamfirescu [14, 15].
2 The middle hedgehog

We work in the Euclidean plane $\mathbb{R}^2$, with scalar product $\langle \cdot, \cdot \rangle$, induced norm $\| \cdot \|$ and unit circle $S^1$. The set of convex bodies (nonempty, compact, convex subsets) in $\mathbb{R}^2$ is denoted by $K^2$. We use the Hausdorff metric $\delta$, which is defined on all nonempty compact subsets of $\mathbb{R}^2$ (for notions from convex geometry not explained here, we refer to [11]). Let $K \in K^2$ and $u \in S^1$. By $H(K, u)$ we denote the supporting line of $K$ with outer unit normal vector $u$, and we call the line

$$M_K(u) := \frac{1}{2}[H(K, u) + H(K, -u)]$$

the middle line of $K$ with normal vector $u$ (hence, $M_K(u) = M_K(-u)$). With $F(K, u) := K \cap H(K, u)$, which is the face of $K$ with outer normal vector $u$, we call the convex set

$$Z_K(u) := \frac{1}{2}[F(K, u) + F(K, -u)]$$

(either a singleton or a segment) the middle set of $K$ with normal vector $u$. If $F(K, u)$ is one-pointed, we write $F(K, u) = \{x_K(u)\}$, and if also $F(K, -u)$ is one-pointed, then $Z_K(u) = \{m_K(u)\}$ with

$$m_K(u) = \frac{1}{2}[x_K(u) + x_K(-u)].$$

We call $m_K(u)$ a middle point of $K$. The set

$$\mathcal{M}_K := \bigcup_{u \in S^1} Z_K(u)$$

is the middle hedgehog of $K$. It is a closed curve, the locus of all midpoints of affine diameters, that is, chords of $K$ connecting pairs of boundary points lying in distinct parallel support lines.

The following lemma, proved in [12], was crucial for the proof of Theorem 1.

**Lemma 2.1.** Suppose that $K \in K^2$ has no pair of parallel edges. Then each exposed point of the convex hull of the middle hedgehog $\mathcal{M}_K$ is a convexity point of $K$.

We consider special examples of middle hedgehogs. First, let $K$ be a convex polygon with no pair of parallel edges. For each edge $F(K, u)$ of $K$ we have $F(K, -u) = \{x_K(u)\}$ and $Z_K(u) = (1/2)[F(K, u) + x_K(-u)]$. (Each middle point belongs to some $Z_K(u)$ with suitable $u$.) The union $\mathcal{M}_K$ of these segments, over all unit normal vectors of the edges, is a closed polygonal curve.

Second, let $K \in K^2$ be strictly convex. Then the support function of $K$, which we denote by $h(K, \cdot)$, is differentiable on $\mathbb{R}^2 \setminus \{0\}$. To obtain a parametrization of $\mathcal{M}_K$, we choose an orthonormal basis $(e_1, e_2)$ of $\mathbb{R}^2$ and write

$$u(\varphi) := (\cos \varphi)e_1 + (\sin \varphi)e_2, \quad \varphi \in \mathbb{R};$$

then $(u(\varphi), u'(\varphi))$ is an orthonormal frame with the same orientation as $(e_1, e_2)$. We define

$$x(\varphi) := m_K(u(\varphi))$$

and

$$p(\varphi) := \frac{1}{2}[h_K(u(\varphi)) - h_K(-u(\varphi))].$$
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for $\varphi \in [0, \pi]$. Note that $\mathbf{x}$ is a parametrized closed curve, since $m_K(u) = m_K(-u)$ for $u \in S^1$. Since $h_K(u) = \langle x_K(u), u \rangle$, we have

$$p(\varphi) = \langle \mathbf{x}(\varphi), \mathbf{u}(\varphi) \rangle. \quad (2)$$

Differentiating (2) and using that $x_K(u) = \nabla h_K(u)$ (where $\nabla$ denotes the gradient; see [11], Corollary 1.7.3), we obtain

$$p'(\varphi) = \langle \mathbf{x}(\varphi), \mathbf{u}'(\varphi) \rangle. \quad (3)$$

The equations equations (2) and (3) together yield

$$\mathbf{x}(\varphi) = p(\varphi)\mathbf{u}(\varphi) + p'(\varphi)\mathbf{u}'(\varphi), \quad \varphi \in [0, \pi].$$

This is a convenient parametrization of the middle hedgehog. The intersection point of the middle lines $M_K(\mathbf{u}(\varphi))$ and $M_K(\mathbf{u}(\varphi + \varepsilon))$ converges to $m_K(\mathbf{u}(\varphi))$ for $\varepsilon \to 0$, thus $\mathbf{x}$ is the envelope of the family of middle lines of $K$, suitably parametrized. We remark that generalized envelopes of more general line families were studied in [5].

We remark further that in the terminology of Martinez–Maure (see [7, 8], for example, also [9, 10]), the curve $\mathbf{x}$ is a planar ‘projective hedgehog’. The set $\{\mathbf{x}(\varphi) : \varphi \in [0, \pi]\}$ has been introduced and investigated as the ‘midpoint parallel tangent locus’ in [6] and has been named the ‘area evolute’ in [2]; a further study appears in [1].

According to Lemma 2.1 and the fact that a typical convex body is strictly convex, Theorem 2 is a consequence of the following result.

**Theorem 3.** For a typical convex body in the plane, the convex hull of the middle hedgehog has infinitely many exposed points.

### 3 Proof of Theorem 3

By $\mathcal{K}_2^2$ we denote the set of strictly convex convex bodies in $\mathcal{K}^2$. The set $\mathcal{K}_2^2$ is a dense $G_\delta$ set in $\mathcal{K}^2$ and hence is also a Baire space. Every set that is comeager in $\mathcal{K}_2^2$ is also comeager in $\mathcal{K}^2$.

To begin with the proof of Theorem 3 we set

$$\mathcal{A} := \{K \in \mathcal{K}_2^2 : \text{conv}M_K \text{ has only finitely many exposed points}\}$$

and, for $k \in \mathbb{N}$,

$$\mathcal{A}_k := \{K \in \mathcal{K}_2^2 : \text{conv}M_K \text{ has at most } k \text{ exposed points}\}.$$

We shall prove the following facts.

**Lemma 3.1.** Each set $\mathcal{A}_k$ is closed in $\mathcal{K}_2^2$.

**Lemma 3.2.** Each set $\mathcal{A}_k$ is nowhere dense in $\mathcal{K}_2^2$.

When this has been proved, then we know that the set $\mathcal{A} = \bigcup_{k \in \mathbb{N}} \mathcal{A}_k$ is meager. Hence its complement, which is the set of all $K \in \mathcal{K}_2^2$ for which $\text{conv}M_K$ has infinitely many exposed points, is comeager in $\mathcal{K}_2^2$ and hence in $\mathcal{K}^2$. This is the assertion of Theorem 3.

**Proof of Lemma 3.1.** First we show that on $\mathcal{K}_2^2$, the mapping $K \mapsto M_K$ is continuous (this would not be true if $\mathcal{K}_2^2$ were replaced by $\mathcal{K}^2$).
Let \((K_i)_{i \in \mathbb{N}}\) be a sequence in \(K^2_s\) converging to some \(K \in K^2_s\). To show that \(\mathcal{M}_{K_i} \to \mathcal{M}_K\) in the Hausdorff metric for \(i \to \infty\), we use Theorem 1.8.8 of [11] (it is formulated for convex bodies, but as its proof shows, it holds for connected compact sets—or see Theorems 12.2.2 and 12.3.4 in [13]).

Let \(x \in \mathcal{M}_K\). Then there is a vector \(u \in S^1\) with \(x = (1/2)[x_K(u) + x_K(-u)]\). The sequence \((x_K(u))_{i \in \mathbb{N}}\) has a convergent subsequence, and its limit is a boundary point of \(K\) with outer normal vector \(u\), hence equal to \(x_K(u)\). Since this holds for every convergent subsequence, the sequence \((x_K(u))_{i \in \mathbb{N}}\) itself converges to \(x_K(u)\). Similarly, the sequence \((x_K(-u))_{i \in \mathbb{N}}\) converges to \(x_K(-u)\). It follows that \(m_{K_i}(u) = (1/2)[x_K(u) + x_K(-u)] \to (1/2)[x_K(u) + x_K(-u)] = x\) for \(i \to \infty\), and hence each point in \(\mathcal{M}_{K_i}\) is the limit of a sequence \((m_i)_{i \in \mathbb{N}}\) with \(m_i \in \mathcal{M}_{K_i}\) for \(i \in \mathbb{N}\).

Let \(x_{i(j)} \in \mathcal{M}_{K_{i(j)}}\) for a subsequence \((i(j))_{j \in \mathbb{N}}\), and suppose that \(x_{i(j)} \to x\) for \(j \to \infty\). Then \(x_{i(j)} = (1/2)[x_{K_{i(j)}}(u_j) + x_{K_{i(j)}}(-u_j)]\) for suitable \(u_j \in S^1\) \((j \in \mathbb{N})\). There is a convergent subsequence of \((u_j)_{j \in \mathbb{N}}\), and we can assume that this is the sequence \((u_j)_{j \in \mathbb{N}}\) itself, say \(u_j \to u\) for \(j \to \infty\). Then \(x_{K_{i(j)}}(u_j) \to x_K(u)\) and \(x_{K_{i(j)}}(-u_j) \to x_K(-u)\), hence \(x_{i(j)} \to (1/2)[x_K(u) + x_K(-u)] \in \mathcal{M}_K\). It follows that \(x \in \mathcal{M}_K\). This completes the continuity proof for the mapping \(K \mapsto \mathcal{M}_K\).

To show that \(\mathcal{A}_k\) is closed in \(K^2_s\), let \((K_i)_{i \in \mathbb{N}}\) be a sequence in \(\mathcal{A}_k\) converging to some \(K \in K^2_s\). As just shown, we have \(\mathcal{M}_{K_i} \to \mathcal{M}_K\) and hence also \(\text{conv}\mathcal{M}_{K_i} \to \text{conv}\mathcal{M}_K\) for \(i \to \infty\), since the convex hull mapping is continuous (even Lipschitz, see [11], p. 64). Since each \(\text{conv}\mathcal{M}_{K_i}\) is a convex polygon with at most \(k\) vertices, also \(\text{conv}\mathcal{M}_K\) is a convex polygon with at most \(k\) vertices, thus \(K \in \mathcal{A}_k\). This completes the proof of Lemma 5.1.

To prepare the proof of Lemma 5.2, we need to have a closer look at the middle hedgehog \(\mathcal{M}_P\) of a convex polygon \(P\). We assume in the following that \(P\) has interior points and has no pair of parallel edges.

First, the unoriented normal directions of the edges of \(P\) have a natural cyclic order. We may assume, without loss of generality, that no edge of \(P\) is parallel to the basis vector \(e_1\). Then there are angles \(-\pi/2 < \varphi_1 < \varphi_2 < \cdots < \varphi_k < \pi/2\) such that, for each \(i \in \{1, \ldots, k\}\), either \(u(\varphi_i)\) or \(-u(\varphi_i)\) is an outer normal vector of an edge of \(P\) (not both, since \(P\) does not have a pair of parallel edges), and all unit normal vectors of the edges of \(P\) are obtained in this way. We denote by \(E_i\) the edge of \(P\) that is orthogonal to \(u(\varphi_i)\). We call the pair \((E_i, E_{i+1})\) consecutive (where \(E_{k+1} := E_1\); this convention is also followed below), and in addition we call it adjacent if \(E_i \cap E_{i+1}\) is a vertex of \(P\). For an angle \(\psi \in [-\pi/2, \pi/2]\) we say that \(\psi\) is between \(\varphi_i\) and \(\varphi_{i+1}\) if either \(i \in \{1, \ldots, k-1\}\) and \(\varphi_i < \psi < \varphi_{i+1}\), or \(i = k\) and \(-\pi/2 < \psi < \varphi_1\) or \(\varphi_k < \psi < \pi/2\). Let \((E_i, E_{i+1})\) be a consecutive pair. The following facts, to be used below, follow immediately from the definitions. If \(\psi\) is between \(\varphi_i\) and \(\varphi_{i+1}\), then \(u(\psi)\) is not a normal vector of an edge of \(P\). Suppose that, say, \(u(\varphi_i)\) is the outer normal vector of \(E_i\). If \((E_i, E_{i+1})\) is adjacent, then \(u(\varphi_{i+1})\) is the outer normal vector of \(E_{i+1}\). If \((E_i, E_{i+1})\) is not adjacent, then \(u(\varphi_{i+1})\) is the inner normal vector of \(E_{i+1}\). These definitions of \(E_i\) and \(\varphi_i\) will be used in the rest of this note.

Now let \(p\) and \(q\) be opposite vertices of \(P\), that is, vertices with \(H(P, u(\psi)) \cap P = \{p\}\) and \(H(P, -u(\psi)) \cap P = \{q\}\) for some \(\psi\). After interchanging \(p\) and \(q\), if necessary, we can assume that \(\psi \in [-\pi/2, \pi/2]\). Then there is a unique index \(i \in \{1, \ldots, k\}\) such that \(\psi\) is between \(\varphi_i\) and \(\varphi_{i+1}\). The middle sets \(Z_P(u(\varphi_i))\) and \(Z_P(u(\varphi_{i+1}))\) have the midpoint \(x = (p + q)/2\) in common. We say that \(x\) is a weak corner of the middle hedgehog \(\mathcal{M}_P\) if the pair \((E_i, E_{i+1})\) is adjacent, and \(x\) is a strong corner of \(\mathcal{M}_P\) if \((E_i, E_{i+1})\) is not adjacent. If \(x\) is a weak corner, then the middle sets \(Z_P(u(\varphi_i))\) and \(Z_P(u(\varphi_{i+1}))\) lie on different sides of the line through \(p\)
and $q$, and if $x$ is a strong corner, then $Z_P(u(\varphi_i))$ and $Z_P(u(\varphi_{i+1}))$ lie on the same side of this line.

Figure 1: The middle hedgehog has one weak corner and seven strong corners, five of which are vertices of the convex hull.

**Lemma 3.3.** A weak corner of the middle hedgehog $M_P$ is not a vertex of $\text{conv}M_P$.

**Proof.** We begin with an arbitrary vertex $x$ of $\text{conv}M_P$. Since $M_P$ is the union of the finitely many middle sets $Z_P(u(\varphi_i))$ (with $\varphi_i$ as above), the point $x$ must be one of the endpoints of these segments, thus $x$ is either a weak or a strong corner of $M_P$.

We need to recall some facts from the proof of Lemma 6 in [12]. As there, we may assume, without loss of generality (after applying a rigid motion to $P$), that $x = 0$ and that the orthonormal basis $(e_1, e_2)$ of $\mathbb{R}^2$ is such that $\langle y, e_2 \rangle > 0$ for each $y \in \text{conv}M_P \setminus \{0\}$.

Let $L$ be the line through 0 that is spanned by $e_1$. For $\varphi \in (-\pi/2, \pi/2)$, the middle line $M_P(u(\varphi))$ intersects the line $L$ in a point which we write as $f(\varphi)e_1$, thus defining a continuous function $f : (-\pi/2, \pi/2) \to \mathbb{R}$. It was shown in [12] that

$$f(\varphi) = \frac{p(\varphi)}{\cos \varphi}.$$
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At almost all \( \varphi \), the functions \( \varphi \mapsto h(P, u(\varphi)) \) and \( \varphi \mapsto h(P, -u(\varphi)) \) are differentiable, hence the same holds for the function \( f \), and where this holds, we have

\[
 f'(\varphi) = \frac{\langle m_P(u(\varphi)), e_2 \rangle}{\cos^2 \varphi},
\]

as shown in [12].

We now first recall the rest of the proof of Lemma 6 in [12], in a slightly simplified version. The claim to be proved is that

\[
 0 \in M_P(u(\varphi)) \text{ for some } \varphi \in (-\pi/2, \pi/2) \implies 0 \in Z_P(u(\varphi)).
\]

By (5) and (4), we have \( f'(\varphi) \geq 0 \) for almost every \( \varphi \in (-\pi/2, \pi/2) \). We conclude that the function \( f \) (which is locally Lipschitz and hence the integral of its derivative) is weakly increasing on \((-\pi/2, \pi/2)\). Therefore, the set \( I := \{ \varphi \in (-\pi/2, \pi/2) : f(\varphi) = 0 \} \) is a closed interval (possibly one-pointed). Since \( 0 \in M_P \), there is some \( \varphi_0 \in (-\pi/2, \pi/2) \) with \( 0 \in Z_P(u(\varphi_0)) \). If \( I \) is one-pointed, then \( I = \{ \varphi_0 \} \), and \( 0 \notin M_P(u(\varphi)) \) for \( \varphi \neq \varphi_0 \). Thus, (6) holds in this case. If \( f \) is not one-pointed, then \( f'(\varphi) = 0 \) for \( \varphi \in \text{relint} I \) and hence, by (5) and (4), \( m_P(u(\varphi)) = 0 \) for \( \varphi \in \text{relint} I \). By continuity, we have \( 0 \in Z_P(u(\varphi)) \) for all \( \varphi \in I \). This shows that (6) holds generally.

Now we can finish the proof of Lemma 3.3. Suppose, to the contrary, that 0 is a weak corner of \( M_P \). Then there is a consecutive, adjacent pair \((E_i, E_{i+1})\) of edges of \( P \) such that \( E_i \cap E_{i+1} = \{ p \} \) for a vertex \( p \) of \( P \) and the line \( H(P, u(-\pi/2)) \) supports \( P \) at \( p \). This is only possible if \((E_i, E_{i+1}) = (E_k, E_{k+1})\). In this case, all the middle lines \( M_P(\psi) \) with \( \psi \) between \( \varphi_k \) and \( \varphi_{k+1} = \varphi_1 \) pass through 0. This means that the function \( f \) defined above satisfies \( f(\varphi) = 0 \) for \(-\pi/2 < \varphi \leq \varphi_1\) and for \( \varphi_k \leq \varphi < \pi/2\). But since \( f \) is increasing, it must then vanish identically, which is a contradiction, since \( P \) is not centrally symmetric. This contradiction completes the proof of Lemma 3.3.

\[
\text{Proof of Lemma 3.2.}\] Let \( k \in \mathbb{N} \). Since \( A_k \) is closed by Lemma 3.1, the proof that \( A_k \) is nowhere dense amounts to showing that \( A_k \) has empty interior in \( K^2_\ast \). For this, let \( K \in A_k \) and \( \varepsilon > 0 \) be given. We show that the \( \varepsilon \)-neighborhood of \( K \) contains an element of \( K^2_\ast \setminus A_k \).

In a first step, we choose a convex polygon \( P \) with

\[
 K \subset \text{int} P, \quad P \subset \text{int}(K + \varepsilon B^2),
\]

where \( B^2 \) denotes the closed unit disc of \( \mathbb{R}^2 \). We can do this in such a way that \( P \) satisfies the following assumptions. First, \( P \) has no pair of parallel edges. Second, \( P \) has no ‘long’ edge, by which we mean an edge the endpoints of which are opposite points of \( P \). The goal of the following is to perform small changes on the polygon \( P \) so that the number of vertices of \( \text{conv} M_P \) is increased.

Let \( x \) be a vertex of \( \text{conv} M_P \). It is a corner of \( M_P \), and by Lemma 3.3 a strong corner. Therefore, there is a consecutive, non-adjacent edge pair \((E_i, E_{i+1})\) of \( P \) and there are an endpoint \( p \) of \( E_i \) and an endpoint \( q \) of \( E_{i+1} \) such that \( x = (p + q)/2 \).

We position \( P \) and choose the orthonormal basis \((e_1, e_2)\) in such a way that \( x = 0 \), that \( e_1 \) is a positive multiple of \( q \), and that \( \langle y, e_2 \rangle \geq 0 \) for all \( y \in E_i \cup E_{i+1} \) (note that \( E_i \) and \( E_{i+1} \) lie on the same side of the line through \( p \) and \( q \), since 0 is a strong corner of \( M_P \)).

We may assume (the other case is treated similarly) that \( u(\varphi_i) \) is the inner normal vector of \( E_i \); then \( u(\varphi_{i+1}) \) is the outer normal vector of \( E_{i+1} \). Let \( E_j \neq E_i \) be the other edge
of $P$ with endpoint $p$, and let $E_m \neq E_{i+1}$ be the other edge of $P$ with endpoint $q$. The edges $E_j$ and $E_m$ do not lie in the line through $p$ and $q$, since $P$ has no long edge. We have $\varphi_m < \varphi_i < \varphi_{i+1} < \varphi_j$, since $u(\psi)$ with $\psi$ between $\varphi_i$ and $\varphi_{i+1}$ is not a normal vector of an edge of $P$.

![Figure 2: The vertices $p$ and $q$ are cut off by new edges, in the figure with endpoints $p + t_1, p + t_2$, respectively $q + s_1, q + s_2$.](image)

By assumption, $0$ is a vertex of $\text{conv} \mathcal{M}_P$. Therefore, there is a support line $S$ of $\text{conv} \mathcal{M}_P$ which has intersection $\{0\}$ with $\text{conv} \mathcal{M}_P$. Since $S$ supports also the convex hull of $Z_P(u(\varphi_i))$ and $Z_P(u(\varphi_{i+1}))$, the (with respect to $\text{conv} \mathcal{M}_P$) outer unit normal vector $u(\alpha)$ of the support line $S$ has an angle $\alpha$ that satisfies either $-\pi/2 \leq \alpha < \varphi_i$ or $\varphi_{i+1} - \pi/2 < \alpha < -\pi/2$. We assume that $-\pi/2 \leq \alpha < \varphi_i$; the other case is treated analogously, with the roles of $p, E_i, E_j$ and $q, E_{i+1}, E_m$ interchanged.

In the following, $t_1$ and $t_2$ denote vectors such that $p + t_1 \in E_j$ and $p + t_2 \in E_i$. For such vectors, let $\psi_p = \psi_p(t_1, t_2)$ with $\varphi_i < \psi_p < \varphi_{i+1}$ be the angle for which $u(\psi_p)$ is orthogonal to the line through $p + t_1$ and $p + t_2$. Trivially, there are a constant $c > 0$ and a continuous function $\gamma : [\varphi_i, \varphi_{i+1}] \to \mathbb{R}^+$ with $\lim_{\psi \to \varphi_i} \gamma(\psi) = 0$ such that

$$\|t_1\| < c\|t_2\| \implies \psi_p(t_1, t_2) < \varphi_{i+1}, \quad (8)$$

$$\psi \in [\varphi_i, \varphi_{i+1}] \text{ and } \|t_1\| > \gamma(\psi)\|t_2\| \implies \psi_p(t_1, t_2) > \psi. \quad (9)$$

Let $L_q$ be a line parallel to $E_i$ and strongly separating $q$ from the other endpoints of $E_{i+1}$ and $E_m$. This line intersects $E_m$ in a point $q + s_1$, and it intersects $E_{i+1}$ in a point $q + s$. We choose the line $L_q$ so close to $q$ that the vector $t := s - s_1$ satisfies $p + t \in E_i$.

Let $0 < \tau < 1$, and let $\sigma > 1$ be such that $q + \sigma s \in E_{i+1}$. The line through the point $q + s_1 + \tau t$ parallel to the support line $S$ and the line through $q + \sigma s$ parallel to $E_j$ intersect
in a point \( q + \sigma s + t_1 \). This defines a vector function \( t_1 = t_1(\tau, \sigma) \), with the property that \( \|t_1\| \) is strictly increasing in \( \sigma \). For \( \tau, \sigma \to 1 \) we have \( \|t_1\| \to 0 \); in particular, \( p + t_1 \in E_j \) if \( \tau, \sigma \) are sufficiently close to 1. Therefore, we can fix \( t_2 = \tau t \) (so that \( t_1 \) now depends only on \( \sigma \)) and choose \( \sigma_0 > 1 \) such that

\[
p + t_1(\sigma) \in E_j \quad \text{and} \quad \|t_1(\sigma)\| < c\|t_2\| \quad \text{for} \quad 1 < \sigma \leq \sigma_0.
\]

Let \( \psi_\sigma(\sigma) \in (\varphi_i, \varphi_{i+1}) \) be the angle for which \( u(\psi_\sigma) \) is orthogonal to the line through \( q + s_1 \) and \( q + \sigma s \). We choose \( \sigma_1 \) with \( 1 < \sigma_1 < \sigma_0 \) so close to 1 that

\[
\gamma(\psi_\sigma(\sigma)) < \|t_1(\sigma_1)\|/\|t_2\|,
\]

which is possible because of \( \lim_{\psi \to \varphi_i} \gamma(\psi) = 0 \) and \( \lim_{\sigma \to 1} \|t_1(\sigma)\| > 0 \). For \( \sigma \in (\sigma_1, \sigma_0] \) sufficiently close to \( \sigma_1 \) we then have

\[
\gamma(\psi_\sigma(\sigma)) < \|t_1(\sigma)\|/\|t_2\| \leq \|t_1(\sigma_0)\|/\|t_2\| < c.
\]

Therefore, by \( \ref{eq:8} \) and \( \ref{eq:9} \), the angles \( \psi_\sigma(p) = \psi_\sigma(\sigma) \) and \( \psi_p = \psi_p(t_1(\sigma), t_2) \) satisfy

\[
\varphi_i < \psi_\sigma < \psi_p < \varphi_{i+1}.
\]

In the following we write \( t_1(\sigma) = t_1 \) and \( \sigma s = s_2 \).

Now we choose a number \( 0 < \lambda < 1 \) and replace \( p + t_1, p + t_2, q + s_1, q + s_2 \) respectively by \( p + \lambda t_1, p + \lambda t_2, q + \lambda s_1, q + \lambda s_2 \). This does not change the angles \( \psi_p, \psi_q \). We replace \( P \) by the polygon \( P_\lambda \) that is the convex hull of the points \( p + \lambda t_1, p + \lambda t_2, q + \lambda s_1, q + \lambda s_2 \) and of the vertices of \( P \) different from \( p \) and \( q \). By choosing \( \lambda \) sufficiently small, we can achieve that still

\[
K \subset \text{int}P_\lambda.
\]

Note that \( P_\lambda \subset \text{int}(K + \varepsilon B^2) \) holds trivially.

By decreasing \( \lambda \) further, if necessary, we can also achieve that \( \text{conv}M_{\lambda P} \) has more vertices than \( \text{conv}M_P \), as we now show. First we notice that the inequalities \( \ref{eq:10} \) imply that \( p + \lambda t_2 \) and \( q + \lambda s_1 \) are opposite vertices of \( P_\lambda \) and that also \( p + \lambda t_1 \) and \( q + \lambda s_2 \) are opposite vertices of \( P_\lambda \). Hence,

\[
\frac{1}{2}(p + \lambda t_2 + q + \lambda s_1) = \frac{\lambda}{2}(s_1 + t_2) =: y_\lambda
\]

and

\[
\frac{1}{2}(p + \lambda t_1 + q + \lambda s_2) = \frac{\lambda}{2}(s_2 + t_1) =: z_\lambda
\]

are strong corners of \( M_{\lambda P} \). By construction,

\[
z_\lambda - y_\lambda = \frac{\lambda}{2}[(q + s_2 + t_1) - (q + s_1 + t_2)] \quad \text{is parallel to} \quad S.
\]

Since the non-zero vectors \( s_1 - s_2 \) and \( t_1 - t_2 \) have different directions, we have \( y_\lambda \neq z_\lambda \).

Let \( v_0 = 0, v_1, \ldots, v_r \) be the vertices of \( \text{conv}M_P \). They are corner points of \( M_P \). To each \( i \in \{0, \ldots, r\} \) we choose a line \( L_i \) that strongly separates \( v_i \) from the other vertices; the particular line \( L_0 \) is chosen parallel to the support line \( S \). We can choose a number \( \eta > 0 \) such that, for any \( \bar{v}_0, \ldots, \bar{v}_r \in \mathbb{R}^2 \) with \( \|\bar{v}_i - v_i\| < \eta \) for \( i = 0, \ldots, r \), the line \( L_i \) strongly separates \( \bar{v}_i \) from the points \( \bar{v}_j \neq \bar{v}_i \). Then we can further decrease \( \lambda \) so that the \( \eta \)-neighborhood of each \( v_i, i = 1, \ldots, r \), contains at least one corner point of \( M_{\lambda P} \), and that the \( \eta \)-neighborhood
of 0 contains the points $y_\lambda$ and $z_\lambda$. Since $L_0$ is parallel to $S$, it follows from (11) that $y_\lambda$ and $z_\lambda$ are both vertices of $\text{conv} M_{P\lambda}$. Thus, $\text{conv} M_{P\lambda}$ has more vertices than $\text{conv} M_P$.

Since (7) with $P$ replaced by $P_\lambda$ still holds, we can repeat the procedure. After finitely many steps, we obtain a polygon $Q$ with

$$K \subset \text{int} Q, \quad Q \subset \text{int}(K + \varepsilon B^2)$$

for which $M_Q$ has more than $k$ vertices. Finally, we replace $Q$ by a strictly convex body $M$, by replacing each edge of $Q$ by a circular arc of large positive radius $R$. If $R$ is large enough, then (12), with $Q$ replaced by $M$, still holds, and the number of vertices of $\text{conv} M_M$ is the same as for $\text{conv} M_Q$. Thus, in the $\varepsilon$-neighborhood of $K$ we have found an element of $K^* \setminus A_k$.

References

[1] M. Craizer, Iteration of involutes of constant width curves in the Minkowski plane. Beitr. Algebra Geom. 55 (2014), 479–496.

[2] P. Giblin, Affinely invariant symmetry sets. Geometry and topology of caustics–CAUSTICS ’06, 71–84, Banach Center Publ. 82, Polish Acad. Sci. Inst. Math., Warsaw, 2008.

[3] P. M. Gruber, Results of Baire category type in convexity, in Discrete Geometry and Convexity (J. E. Goodman, E. Lutwak, J. Malkevitch, R. Pollack, eds.), Ann. New York Acad. Sci., 440 (1985), 163–169.

[4] P. M. Gruber, Baire categories in convexity, in Handbook of Convex Geometry (P. M. Gruber, J. M. Wills, eds.), vol. B, pp. 1327–1346, North-Holland, Amsterdam 1993.

[5] P. C. Hammer, A. Sobczyk, Planar line families, II. Proc. Amer. Math. Soc. 4 (1953), 341–349.

[6] P. A. Holtom, Affine-invariant symmetry sets. PhD Dissertation, Liverpool 2001. Available on http://www.liv.ac.uk/~pjgiblin

[7] Y. Martinez–Maure, Hérissons projectifs et corps convexes de largeur constante. C. R. Acad. Sci. Paris 321 (1995), 439–442.

[8] Y. Martinez–Maure, Sur les hérissons projectifs (enveloppes paramétrées par leur application de Gauss). Bull. Sci. math. 121 (1997), 585–601.

[9] Y. Martinez–Maure, Étude des différences de corps convexes plans. Ann. Polon. Math. 72 (1999), 71–78.

[10] Y. Martinez–Maure, Geometric study of Minkowski differences of plane convex bodies. Canad. J. Math. 58 (2006), 600–624.

[11] R. Schneider, Convex Bodies: The Brunn–Minkowski Theory. Second edition. Encyclopedia of Mathematics and Its Applications 151, Cambridge University Press, Cambridge, 2014.
[12] R. Schneider, Reflections of planar convex bodies. In Convexity and Discrete Geometry Including Graph Theory, Mulhouse, France, September 2014 (K. Adiprasito, I. Bárány, C. Vilcu, eds.), pp. 69–76, Springer, 2016.

[13] R. Schneider, W. Weil, Stochastic and Integral Geometry. Springer, Berlin, 2008.

[14] T. Zamfirescu, Baire categories in convexity, Atti Sem. Fis. Univ. Modena, 39 (1991), 139–164.

[15] T. Zamfirescu, The Majority in Convexity, Editura Univ. București, Bucharest, 2009.

Author’s address:

Rolf Schneider
Mathematisches Institut, Albert-Ludwigs-Universität
D-79104 Freiburg i. Br., Germany
E-mail: rolf.schneider@math.uni-freiburg.de