An XMM-Newton view of the young open cluster NGC 6231

I. The catalogue*⋆⋆⋆,⋆⋆,⋆⋆,***

H. Sana1,†, E. Gosset1,‡, G. Rauw1,‡, H. Sung2, and J.-M. Vreux1

1 Institut d’Astrophysique et de Géophysique, University of Liège, Allée du 6 Août 17, Bât. B5c, 4000 Liège, Belgium
e-mail: [sana;gosset;rauw;vreux]@astro.ulg.ac.be
2 Department of Astronomy and Space Science, Sejong University, Kunja-dong 98, Kwangjin-gu, Seoul 143-747, Korea
e-mail: sung@sejong.ac.kr

Received 11 April 2005 / Accepted 22 March 2006

ABSTRACT

This paper is the first of a series dedicated to the X-ray properties of the young open cluster NGC 6231. Our data set relies on an XMM-Newton campaign of a nominal duration of 180 ks and reveals that NGC 6231 is very rich in the X-ray domain too. Indeed, 610 X-ray sources are detected in the present field of view, centered on the cluster core. The limiting sensitivity of our survey is approximately $6 \times 10^{-15}$ erg cm$^{-2}$ s$^{-1}$ but clearly depends on the location in the field of view and on the source spectrum. Using different existing catalogues, over 85% of the X-ray sources could be associated with at least one optical and/or infrared counterpart within a limited cross-correlation radius of 3″ at maximum. The surface density distribution of the X-ray sources presents a slight N-S elongation. Once corrected for the spatial sensitivity variation of the EPIC instruments, the radial profile of the source surface density is well described by a King profile with a central density of about 8 sources per arcmin$^2$ and a core radius close to 3.1 arcmin. The distribution of the X-ray sources seems closely related to the optical source distribution. The expected number of foreground and background sources should represent about 9% of the detected sources, thus strongly suggesting that most of the observed X-ray emitters are physically belonging to NGC 6231. Finally, beside a few bright but soft objects – corresponding to the early-type stars of the cluster – most of the sources are relatively faint ($\sim 5 \times 10^{-15}$ erg cm$^{-2}$ s$^{-1}$) with an energy distribution peaked around 1.0–2.0 keV.
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1. Introduction

Detailed studies of young clusters are powerful tools to probe crucial astrophysical issues. Because they a priori contain both early-type stars and pre-main sequence (PMS) stars, young clusters are privileged laboratories to test star formation and evolution theories. They indeed provide a homogeneous sample of stars in terms of distance, reddening, environment, chemical composition and age. With the currently available X-ray observatories, unprecedented investigations of young open clusters in the X-ray domain have been performed in the past few years. The increased sensitivity, spectral power and resolution of the XMM-Newton and Chandra observatories, compared to X-ray satellites of the previous generations, give now a much more complete view of the X-ray properties of the star populations in clusters.

For example, a 76 ks Chandra observation of the embedded young cluster NGC 2024 ($d \sim 410$ pc; age = 0.3 – a few Myr) revealed 283 X-ray sources displaying heavily absorbed hard spectra with a mean temperature $kT \sim 3$ keV (Skinner et al. 2003). A significant fraction (25%) of the X-ray sources shows a wide range of variability within the exposure duration. In addition, Chandra detected at least 96% of the known classical T Tauri stars in NGC 2024. Results for other clusters are very similar. Rauw et al. (2003) performed a 20 ks observation of NGC 6383 ($d \sim 1.4$ kpc; age = 1.7–5 Myr) and found 77 sources, mostly centered on the cluster location. An important fraction of these sources are probable PMS objects. Using both XMM-Newton and Chandra facilities, Preibisch & Zinnecker (2004, and references therein) studied the very young stellar cluster IC 348 ($d \sim 310$ pc; age ~ 2 Myr) and found 286 X-ray sources among which over 50 classical T Tauri stars. Comparison of Chandra- and XMM-Newton-based spectral properties suggested that the X-ray characteristics of T Tauri stars remain mostly constant over periods of years. NGC 6530 ($d \sim 1.8$ kpc; age ~ 1.5–2.0 Myr) is a very rich open cluster containing several massive O-type stars as well as a large population of B-type stars. XMM-Newton observations by Rauw et al. (2002) revealed 119 sources, of which a large fraction are...
PMS candidates. Similarly to Skinner et al. results, the X-ray spectra of the PMS candidates are characterized by temperatures of a few keV. Using a 60 ks Chandra observation centered on the same cluster, Damiani et al. (2004) revealed 884 X-ray sources, among which 90 to 95% are PMS stars.

From this review of the recent literature, there is an obvious body of observations showing that, besides the expected X-ray emission from massive stars, a large population of X-ray emitting low-mass PMS stars is to be found while observing young clusters. The present study of the very rich cluster NGC 6231 lies in this framework. It aims at a better comprehension of both early-type stars and young open clusters by extending the previous sample of investigations to clusters with a large O-type star population. A severe limitation of several of the above cited works is the lack of detailed studies on the concerned cluster at other wavelengths. Indeed, with Chandra and XMM-Newton, the X-ray observations are so deep that a deep optical photometry of the field is required. Such a data set is indeed essential for example, more clearly identify the evolutionary status of the different sub-populations of the cluster. Fortunately, as shown by the literature review of Sect. 2, the stars in NGC 6231 have been thoroughly studied. Together with the depth of the present X-ray campaign, this is one of the strengths of the current work. Finally, the present work distinguishes itself from the previous investigations because of the particular planning of the X-ray observations. Indeed our XMM-Newton campaign towards NGC 6231 was actually split into six successive pointings, spread over a period of five days. This will allow us to probe the variability of the X-ray emission of the detected sources on different time-scales.

A detailed analysis of the central target of the field, the colliding wind binary HD 152248, has been presented recently in a dedicated paper (Sana et al. 2004). The source will therefore not be further discussed in more details in the present paper. Preliminary results from this campaign, mainly related to the early-type X-ray emitters, were also presented in Sana et al. (2005b, 2006b,c). In the present paper, we focus on the X-ray catalogue and we discuss some general properties of the detected sources. Other aspects of the X-ray properties of NGC 6231, such as the early-type and the pre-main sequence population characteristics, will be addressed in subsequent papers of this series.

This first paper is organized as follows. After a review of the abundant literature on NGC 6231 and on the Sco OB 1 association, Sect. 3 describes the campaign and the subsequent data reduction processes. In Sect. 4, we address the detection and identification of the sources in the XMM-Newton field of view, and we present the resulting X-ray catalogue. Finally, we probe the main properties of the cluster X-ray emitters (Sect. 5). Section 6 summarizes the results of the present work.

2. NGC 6231 and the Sco OB 1 association: a literature review

2.1. The Sco OB 1 association

Located in the Sagittarius-Carina spiral arm of our galaxy \((\alpha(2000) = 16^h 53^m 6^s, \delta(2000) = -41^\circ 57', l = 343^\circ 3, b = 1^\circ 2\), Perry et al. 1991), the Sco OB 1 association is an extremely rich and interesting region of the sky. 2° long by 1° wide, it extends from the gaseous nebula IC 4628 on its northern end to the young open cluster NGC 6231 towards its southern end. Its major axis is approximately parallel to the Galactic plane (Morgan et al. 1953a). A sparser group, Tr 24, is to be found near IC 4628 while two other clusters, NGC 6242 and NGC 6268, lie slightly north of the association. Finally the II region IC 4878, centered on NGC 6231, extends by about 4° by 5° in the form of an elliptical ring and is probably triggered by the cluster. The emission nebula is faint within the ring but is very bright where the ring is crossed by the northern end of the association (Bok et al. 1966).

The interest in Sco OB 1 mainly originates from its extended early-type star content (Shobbrook 1983; Raboud et al. 1997). Beyond the numerous O- and B-type stars, the association also shelters two of the rare Wolf-Rayet (WR) stars, two Of stars displaying P Cygni profiles as well as several \(\beta\)Cephei variables (Balona & Engelbrecht 1985; Arentoft et al. 2001). Among the peculiar objects found within Sco OB 1 is the bright star \(\zeta^1\) Sco. With an absolute magnitude around \(M_V = -8.3\), \(\zeta^1\) Sco is one of the brightest stars of the Milky Way. Many of the “normal” early-type stars further present signs of variability and have a good chance to be binary systems (e.g. Raboud 1996; Arentoft et al. 2001).

2.2. The NGC 6231 cluster

Located near the southern end of the Sco OB 1 association, the young open cluster NGC 6231 \((\alpha(2000) = 16^h 54^m 09^s, \delta(2000) = -41^\circ 49' 36''\) contains an important number of bright early-type stars in its centre. Often considered as the nucleus of the association (Bok et al. 1966), its relationship to Sco OB 1 has been subject to different interpretations with time. Though Heske & Wendker (1984) presented evidence that Tr 24 and Sco OB 1 form a single aggregate, these authors proposed that NGC 6231 is actually a foreground cluster. Heske & Wendker also found a sub-cluster of PMS stars in the vicinity of Tr 24. Based on an extensive set of data, Perry et al. (1990, 1991) re-addressed these issues and carefully studied the interrelation between the three aggregates. They established that Sco OB 1, NGC 6231 and Tr 24 are located at the same distance and have the same age, thus demonstrating that NGC 6231 is not a foreground object but is clearly embedded in the Sco OB 1 association. NGC 6231 therefore retains its status as the nucleus of the association. Perry et al. could however not confirm the three stellar sub-aggregates found by Seggewiss (1968a) in Tr 24 and, as suggested by Heske & Wendker (1984), they casted further doubts on the physical reality of the Tr 24 aggregate itself. Perry et al. finally confirmed the existence of a PMS sub-cluster near Tr 24.

The properties of NGC 6231 and of its stellar content have been thoroughly investigated during the past century. Three main streams of investigation were indeed designed, namely photometry, spectral classification and radial velocity measurements. The photometric approach is however predominant and was extensively performed using different photometric systems. The bulk of the available literature on the cluster relies on photographic, photoelectric or CCD campaigns: Brownlee & Cox (1953, PV), Houck (1956), Walraven & Walraven (1960, Walraven), Feast et al. (1961, UBV), Breckinridge & Kron (1963, PV), Bok et al. (1966, UBVHβ), Feinstein & Ferrer (1968, UVB), Seggewiss (1968b, UVB), Schild et al. (1969, UBV), Crawford et al. (1971, uwbyHβ), Garrison & Schild (1979, UVB), Shobbrook (1983, uwbyHβ), Heske & Wendker (1984, UVB), van Genderen et al. (1984, Walraven), Perry et al. (1991, uwby), Meynet et al. (1993, UBV), Balona & Laney (1995, uwbyHβ), Raboud et al. (1997, Geneva), Sung et al. (1998, UBVRcHα), Baume et al. (1999, UBVc). The more recent works (from ~1990’s) offer a much more complete view of the cluster both in terms of their angular extent and of the
magnitude limit reached. An extensive still careful comparison of most (if not all) the works published prior to 1990 has been performed by Perry et al. (1991).

Spectral classification of the cluster objects has mainly been carried out by Morgan et al. (1953b), Houck (1956), Feast et al. (1961), Schild et al. (1969), Garrison & Schild (1979), Levato & Malaroda (1980), Conti & Alscher (1971), Walborn (1972), Mathys (1988, 1989), García & Mermilliod (2001) and Sana (2005). Radial velocity campaigns were led essentially by Struve (1944), Hill et al. (1974), Levato & Morrell (1983), Levato et al. (1988), Perry et al. (1990), Penny et al. (1994), Stickland & Lloyd (2001). IUE data), García & Mermilliod (2001), Sana et al. (2002) and Sana (2005). Several authors also paid a special attention to particular objects, mainly binaries of which they performed a more detailed study. These objects are WR 79 (Lührs 1997), HD 152218 (Stickland et al. 1997), HD 152248 (Stickland et al. 1996; Penny et al. 1999; Sana et al. 2001; Sana et al. 2004), CPD −41°7742 (Sana et al. 2003, 2005a) and HD 152219 (Sana et al. 2006a).

Aside from these three main streams, several authors addressed specific aspects of the cluster that provide a useful complementary view. Among other topics, photometric variability of a few dozens of objects was investigated by Balona (1983), Balona & Engelbrecht (1985), Balona (1992) and more recently byrentoff et al. (2001). These studies allowed to detect several βCephei, a couple of δScuti and a few other variable stars, including a couple of eclipsing binaries. The binary fraction was estimated by Raboud (1996) and García & Mermilliod (2001). Raboud derived a minimum binary frequency of 52% in his sample of 53 B-type stars with a spectral type between B1 and B9 while García & Mermilliod (2001) obtained an extremely high fraction of 82% for stars earlier than B1.5V and, in particular, of 79% for the O-type stars of the cluster. Raboud & Mermilliod (1998) showed evidence of mass segregation in NGC 6231, most probably related to the formation processes rather than to the dynamical evolution of the cluster. Proper motions were studied by Braes (1967) and Laval (1972) while most of the O-type stars of the clusters were included in the large ICCD Speckle campaign of Mason et al. (1998).

The distance modulus (DM) of the cluster reported in the earlier literature ranges from 10.7 (Mermilliod 1981) to 11.9 (Houck 1956, 2300 pc – cited by Bok et al. 1966). In a more recent work, Perry et al. (1991) obtained DM = 11.50 and 11.55 for Sco OB 1 and NGC 6231 respectively, with an uncertainty of about 0.32. Balona & Laney (1995) derived DM = 11.08 ± 0.05 for NGC 6231; Raboud et al. (1997), 11.2 ± 0.4; Sung et al. (1998), 11.0 ± 0.07 and Baume et al. (1999) 11.5 ± 0.25. The weighted mean of these five latter values gives DM = 11.07 ± 0.04, corresponding to an actual distance of 1637 ± 30 pc. The same authors (but Sung et al.) respectively derived ages of 7.9 ± 0.9 Myr, 5 ± 1 Myr, 3.8 ± 0.6 Myr and 3 to 5 Myr. On the basis of the R-Hzr index, Sung et al. (1998) found 12 PMS stars plus 7 PMS candidates.

A controversial question is the probable differential reddening across the cluster. Such a differential reddening was first suggested by Breckinridge & Kron (1963), outlining that the southern part of the cluster suffers a heavier reddening. Other authors (Shobbrook 1983; Perry et al. 1991; Balona & Laney 1995) rather proposed a uniform reddening across the field. More recently, Raboud et al. (1997) and Sung et al. (1998) results strongly support the first idea of Breckinridge & Kron (1963), and Sung et al. presented a map of the reddening distribution in NGC 6231. There seems to be an agreement in the early literature that most of the reddening occurs between a distance of 100 and 1300 pc. Based on FUSE observations, Marggraf et al. (2004) recently confirmed angular variations in the column density towards the core of the cluster. They reported that the absorption towards NGC 6231 occurs in several foreground clouds. The main absorption component lies in the Lupus cloud region at a distance of 150 pc, while the second one is probably in the vicinity of the Sco OB 1 shell surrounding NGC 6231. Finally, Crawford (2001) probed the structure of the interstellar Na i and K1 towards the cluster and reached conclusions similar to those of Marggraf et al. (2004). Crawford also outlined that no clues of active shocks in the shell components could be found. Polarimetric observations were performed by Feinstein et al. (2003) who found evidence for a past supernova explosion in the cluster. These authors however suggested that their observations could also be explained by a bubble triggered by winds from hot stars.

Finally, we note that the Hipparcos parallaxes derived for NGC 6231 were known to be problematic with a negative mean value of −0.8 ± 0.4 mas (Arenow & Luri 1999). These results were recently revised by Makarov (2003a) who obtained 1.7 ± 0.4 mas, corresponding to a distance modulus of 8.9 ± 0.5, however still far from the mean value obtained from the photometric studies.

Turning to the X-ray domain, NGC 6231 was observed by the ROentgen SATellite (ROSAT). Thirty-five objects were detected, mainly associated with the early-type stars of the cluster. Corcoran (1996, 1999) presented some results of this campaign as well as the X-ray light curve of three objects, namely HD 152218, HD 152248 and HD 152249. Only HD 152248 displayed clear variations of its flux. Finally a few objects were also observed at radio wavelength (Sethia Gunawan et al. 2002, 2003) but only half of them were detected.

3. Observations and data reduction
3.1. The XMM-Newton campaign
The XMM-Newton campaign towards NGC 6231 has already been described in Sana et al. (2004). For the sake of completeness, we again give here a brief description of the X-ray observations. In September 2001, during satellite revolutions 319 to 321, the XMM-Newton observatory (Jansen et al. 2001) performed six successive exposures of an approximate duration of 30 ks. The field of view (FOV) was centered on the O7.5 II+O7III colliding wind binary HD 152248 (α2000 = 16°54′10′′6, δ2000 = −41°49′30″1; Sana et al. 2001), in the core of the cluster. Position angles (PAs) were very similar through the six exposures, ranging approximately from 274°95 to 276°23. All three EPIC instruments (Strüder et al. 2001; Turner et al. 2001) were operated in the Full Frame mode together with the Thick Filter to reject UV/optical light. The RGS spectrographs (den Herder et al. 2001) were run in the Standard Spectroscopic mode. Due to the brightness of the cluster objects in the FOV, the Optical Monitor (Mason et al. 2001) was switched off throughout the campaign. Table 1 provides the journal of the X-ray observations.

3.2. Data reduction
The EPIC Observation Data Files (ODFs) were processed using the XMM-Science Analysis System (SAS) v 5.4.1 implemented on our computers in Liège. We applied the emproc and epproc pipeline chains respectively to the MOS and pn raw data to generate proper event list files. No indication of pile-up was
found in the data. We then only considered events with patterns 0–12 (resp. 0–4) for MOS (resp. pn) instruments and we applied the filtering criterion XMMEA_EM (resp. FLAG = 0) as recommended by the Science Operation Centre (SOC) technical note XMM-PS-TN-43 v3.0. For each pointing, we rejected periods affected by soft proton flares. For this purpose, we built light curves at energies above 10 keV\(^1\) and discarded high background observing periods on the basis of an empirically derived threshold (adopted as equal to 0.2 and 1.0 cnt s\(^{-1}\)) for the MOS and pn instruments respectively. The so-defined GTIs (Good Time Intervals) were used to produce adequate X-ray event lists for each pointing from which we extracted images using \(x\)- and \(y\)-image bin sizes of 50 virtual pixels\(^2\).

We finally combined the event lists obtained for all six pointings to increase the statistics of faint sources. For this purpose, we used the SAS task \textit{merge}. For each EPIC instrument, we included the event lists resulting from different pointings one by one. We also built merged event lists that combine the twelve MOS or the eighteen EPIC event lists. The Attitude Calibration Index File (CIF) and the ODF corresponding to the first pointing (Obs. 1 in Table 1).

### 4. X-ray source detection and identification

In this section, we focus on the detection and identification of the X-ray sources in the XMM-Newton FOV. For this purpose, we only used the merged event lists and images, accounting in this way for the six pointings at once. The total effective exposure times towards the cluster are, respectively for the MOS1, MOS2 and pn instruments, of 176.5, 175.0 and 147.5 ks. Together with the high sensitivity of the XMM-Newton observatory, the combination of the six pointings and of the three instruments provides one of the deepest X-ray views of a young open cluster. Figure 1 shows a three-colour image of NGC 6231 and reveals a densely populated field with hundreds of point-like X-ray sources. This section therefore aims at providing a uniform catalogue of these sources. It is organised as follows. First we present the source detection procedure as well as a brief description of the obtained catalogues. As a next step, we focus on the identification of these X-ray sources and, finally, we investigate the detection limit of the present data set.

#### 4.1. Source detection

We based our source detection on the SAS detection chain \textit{edetect\_chain}. For this purpose, we selected three energy ranges, a soft (\(5\times\)) band (0.5–1.0 keV), a medium (\(M\times\)) band (1.0–2.5 keV) and a hard (\(H\times\)) band (2.5–10.0 keV), and we built the corresponding input images for the different instruments. The \textit{edetect\_chain} task is formed by the succession of the SAS tasks \textit{exmap}, \textit{enmask}, \textit{ebboxdetect} run in local mode, \textit{esplinemap}, again \textit{ebboxdetect} run in map mode and finally \textit{emldetect}:

- \textit{exmap} calculates the exposure maps corresponding to the input images;
- these exposure maps are used by \textit{enmask} to build masks which select the relevant image areas where the detection should take place;
- \textit{ebboxdetect}, run in local mode, uses a 5 × 5 pixel box and a surrounding background area to search for significant sources simultaneously in all input images;
- \textit{esplinemap} uses the resulting source list to remove sources from the input images and creates smooth background maps by fitting a 2D spline to the source-subtracted images;
- \textit{run in map mode, ebboxdetect} uses a 5 × 5 pixel box and the values from the background maps to search for significant sources simultaneously in all input images;
- \textit{emldetect} finally uses the preliminary source list from \textit{ebboxdetect} and determines the source parameters (e.g. coordinates, count rates, hardness ratios, etc.) by means of simultaneous maximum likelihood psf (point spread function) fitting to the source count distribution in all energy bands of each EPIC instrument. It also provides an equivalent logarithmic likelihood \(L_2\) (Eq. (A.1)) commonly used as an indication of the reality of the corresponding source.

From our experience, the \textit{ebboxdetect} task run in map mode tended to eliminate some apparently real sources from the intermediate source list. We therefore preferred to use the preliminary source list obtained by \textit{ebboxdetect} in local mode as an input list for the psf fitting step performed by the \textit{emldetect} task. This approach does not bias the result since, if the source is real, the psf fitting will provide a large logarithmic likelihood while, if instead the source is fake, the logarithmic likelihood will be low and the source will be rejected. Though more expensive in computation time, this approach results in a more complete source list. As it was known that the equivalent logarithmic likelihood values \(L_2\) computed by the \textit{emldetect} task in the SAS v 5.4.1

---

1. Expressed in Pulse Invariant (PI) channel numbers and considering that 1 PI channel approximately corresponds to 1 eV, the adopted criterion is actually PI > 10,000.

2. Though the physical pixels of the EPIC MOS and pn detectors have an extent on the sky of respectively 1′’1 and 4′’1, the virtual pixels of the three instruments correspond to an extent 0′′05. The obtained images have thus a pixel size of 2′′5.
Fig. 1. Combined EPIC MOS three-color X-ray image of the young open cluster NGC 6231. The field is roughly 30′ in diameter and is centered on HD 152248. North is up and East is to the left. The different colors correspond to different energy ranges: red: 0.5–1.0 keV; green: 1.0–2.5 keV; blue: 2.5–10.0 keV.

(and earlier versions) were erroneous, we implemented a patch to recover the correct $L_2$ values. We give a brief description of it in Appendix A. The problem is now fixed from SAS version 6.0 on. We checked our corrected logarithmic likelihood values against SAS v 6.0 results and found them to be in close agreement.

We first performed single psf fit detection but, due to the crowdedness of the field, we also allowed for simultaneous fitting of up to four sources. In doing so, we adopted a value of 0.68 for the two parameters $scut$ and $ecut$. This choice was led by the need to account for as large an energy fraction of the psf as possible while keeping the computation time down to reasonable limits. Due to the densely populated field, the wings of the source psf are often largely contaminated by emission from neighbouring sources. The adopted values therefore appeared as a reasonable compromise. On the axis, this corresponds to a physical radius of about 15″. Only a few tens of sources actually required multi-psf fitting, with three psf being simultaneously adjusted at the maximum. Finally, we re-ran the emldetect task allowing for extended sources to be fitted. A careful comparison of the resulting lists shows that only a few sources increase significantly their detection likelihood while allowing for extended source fitting. An inspection of the X-ray images and of the optical catalogues reveals that these sources most probably correspond to unresolved point-like sources rather than to physically extended sources.

The described detection procedure was applied for each EPIC instrument as well as for any combination of them. The resulting source lists were generally consistent. The main difference comes from the presence of different gaps in the different data sets. We built our final source list adopting the following criteria.
Table 2. Adopted detection thresholds for the equivalent logarithmic likelihood \( L_2 \) corresponding to the different EPIC instruments (left column) or to any combination of them (right column). Appendix B provides more details on how these values were computed.

| Instrument | \( L_2 \) | Instrument combination | \( L_2 \) |
|------------|-----------|-----------------------|-----------|
| MOS1       | 11        | MOS1 + MOS2           | 21        |
| MOS2       | 11        | MOS1 + pn             | 35        |
| pn         | 25        | MOS2 + pn             | 35        |
|            |           | MOS1 + MOS2 + pn      | 45        |

(i) We selected the deepest combination of EPIC instruments, requiring that the detected source is distant by at least 13\(^\prime\prime\) from any gap, bad column or detector edge.

(ii) By a visual inspection of each source in all images and subsequent combinations, we adopted an empirical equivalent logarithmic likelihood \( L_2 \) threshold as the detection limit. This led us to consider the way to perform a consistent choice for the threshold values while dealing with different instrument combinations, and hence with different numbers of input images. As a general comment, it is obvious that adopting a constant logarithmic likelihood threshold while dealing with different combinations of the EPIC instruments does not allow us to keep a constant threshold in terms of the signal level. Indeed, all other things being equal, the signal-to-noise ratio is increased while combining several detectors, allowing us in principle to detect fainter sources. However, in such a crowded field as the current one, we note that no important gain is achieved in terms of source detection. In other words, the very large majority of the detected sources are already seen in a single instrument, though of course combining the different instruments yields a much better estimation of their X-ray parameters. As a consequence, we have decided to adopt a logarithmic likelihood threshold in one instrument and to look for the equivalent thresholds in any EPIC combination. This issue is presented in more details in Appendix B. Table 2 gives the logarithmic likelihood thresholds finally used for the source detection. These values provide thresholds in various combinations that are consistent with the logarithmic likelihood-based detection threshold adopted in a single MOS instrument. We note that this procedure does not modify the spatial response of the detectors and that the known variations of the EPIC instrument sensitivity with the axial distance will of course still affect our results.

(iii) In the few cases for which multi-source fitting was relevant, we adopted the results obtained with this fitting. However, we paid a special attention to reject cases of fake multifitting sometimes induced by near-gap/edge effects or by multiple entries for a unique X-ray source in the preliminary source list.

(iv) We finally checked every source in the final list by individually looking at the different image combinations. We eliminated the very few double entries in the list. Doing this, we noticed a couple of presumably physical sources that were ignored by the detection algorithm. We decided to include those sources in the input source list of the \textit{emldetect} task. Most of them were satisfactorily fitted, giving an equivalent logarithmic likelihood above the adopted detection threshold. These additional sources were included in the final catalogue.

(v) The main X-ray catalogue presented in Table 3 is based on the point-like source detection only. For some sources, the equivalent logarithmic likelihood \( L_2 \) is significantly increased if one adjusts an extended source model rather than a point-like model. These sources are flagged in Table 3 and we provide, in Table 4, a complementary extended source catalogue that gives, in addition to the results listed in the main catalogue, the \textit{emldetect} extended-psf fit results for these sources.

The final catalogue lists 610 sources in the XMM-\textit{Newton} FOV, among which 19 are flagged as extended. Based on the \textit{edetect\_chain} results, it provides, among other information, the source position, the total count rates in the different instruments and the two hardness ratios:

\[
HR_1 = \frac{M_X - S_X}{M_X + S_X} \\
HR_2 = \frac{H_X - M_X}{H_X + M_X}
\]

A sample of the catalogue is provided in Table 3 while Table 4 gives the complementary catalogue for the 19 extended X-ray sources detected. In addition, source X9234 appears clearly double in the EPIC image though it is not detected as an extended object. Table 3 is available online via the Centre de Données astronomiques de Strasbourg. Finding charts for the X-ray sources are provided by Figs. 2 and 3.

4.2. Source identification

To determine the optical counterparts of the detected X-ray sources, we cross-correlated our source list with several existing optical/infrared catalogues. We used the US Naval Observatory (Monet et al. 2003, USNO B1.0), the 2MASS All Sky Data Release (Cutri et al. 2003) and the Guide Star Catalogue-II (GSC 2.2 2001). We also made use of the optical catalogue of Sung et al. (1998, SBL98 hereafter). However, the star positions in the SBL98 catalogue as available from the Centre de Données astronomiques de Strasbourg (CDS) show clear shifts compared to the true positions on the sky. This results from an excessive rounding of the star coordinates in the CDS database: they are given with a precision of respectively one second and one tenth of arcmin on the right ascension and declination. This is far insufficient in such a crowded field as NGC 6231. We therefore used the original SBL98 catalogue, obtained from the authors and that lists object coordinates a hundred times more precisely. Beyond the 860 objects with \( V \leq 16 \) listed in SBL98, this \( UBV(RI)_C \) & \( H_a \) catalogue was completed with 7199 objects, extending the first version of the SBL98 catalogue down to \( V = 21 \). However, the SBL98 field of view was limited to a 20\(^\prime\)\(\times\)20\('') area and thus does not cover the whole EPIC FOV. It can thus not be used for identification throughout the entire field and we selected the X-ray sources that are located in the sub-region of the FOV that is covered by the SBL98 v2 catalogue. This yields a number of X-ray sources \( N_{SBL} = 536 \) as quoted in Table 5. More recently, one of us (H. Sung) acquired new \( UBV(RI)_C \) observations covering a field of about 40\('')\(\times\)40\('') around NGC 6231. 30866 stars were observed down to \( V < 22 \). These observations will be presented in a forthcoming paper (Sung et al. 2006, in preparation) and we only focused here on the resulting catalogue. We will refer to this new catalogue as the SSB06.
Table 3. Sample of the NGC 6231 X-ray source catalogue. Each part of the table refers to a particular EPIC instrument. First column gives the source number. Second column provides the source name (based on position in J2000.0) following the format specified for XMM-Newton sources. Note that the coordinates are truncated, not rounded. The estimated error on the 2D position (\(\sigma_{2D}\)) is listed in the third column (\(\sigma_{2D}\)). The first three columns are reproduced at the beginning of the three parts of this table. Each sub-table concerns one of the three EPIC instruments and follows the same arrangement. Columns 4–16 (resp. 17–29 and 30–42) give the equivalent logarithmic likelihood \(L_2\) for the given instrument, the total count rate \(c_r\) in the whole energy band (0.5–10.0 keV) and its associated error (\(\sigma\)), the count rates in the different energy bands (\(S \times [1.0–5.0 \text{ keV}]\), \(M \times [1.0–2.5 \text{ keV}]\), \(H \times [2.5–10.0 \text{ keV}]\)) and their errors and, finally, the two hardness ratios \(HR_1\) and \(HR_2\) (Eqs. (1) and (2)) as well as their related errors (\(\sigma_{HR1}\) and \(\sigma_{HR2}\)). The count rates and the related uncertainties are all expressed in \(10^{-3}\) cts s\(^{-1}\). Column 43 provides the total equivalent logarithmic likelihood \(L_2^{\text{TOT}}\) that has been compared to the adopted detection limit (see Table 2) according to the combination of instruments used (Col. 44). For those sources for which the fit is improved while adjusting an extended model, a note ("ext") is stated in Col. 45. Finally Col. 46 provides a warning for some sources for which no instrument combination was found to be far enough from gaps, instrument edges or detector bad columns. The electronic version of the table further provides two additional columns that give the derived source coordinates with a precision of 0.01 in right ascension and of 0.1 in declination. The full table can be obtained from the Centre de Données astronomiques de Strasbourg.

| XMMU J | HHMMS ss DDMAS | \(\sigma_{2D}\) | \(L_2^{\text{pn}}\) | \(c_r^{\text{pn}}\) | \(\sigma_{c_r^{\text{pn}}}\) | \(c_r^{\text{pn}}\) | \(\sigma_{c_r^{\text{pn}}}\) | \(c_r^{\text{epic}}\) | \(\sigma_{c_r^{\text{epic}}}\) | \(c_r^{\text{HR1}}\) | \(\sigma_{c_r^{\text{HR1}}}\) | \(c_r^{\text{HR2}}\) | \(\sigma_{c_r^{\text{HR2}}}\) | \(HR_1\) | \(\sigma_{HR_1}\) | \(HR_2\) | \(\sigma_{HR_2}\) | \(L_2^{\text{TOT}}\) | \(\sigma_{L_2^{\text{TOT}}}\) | \(L_2^{\text{MOS1}}\) | \(\sigma_{L_2^{\text{MOS1}}}\) | \(L_2^{\text{MOS2}}\) | \(\sigma_{L_2^{\text{MOS2}}}\) | \(\text{Instr.}\) | \(\text{Err.}\) | \(\text{Column}\) |
|--------|----------------|---------|-------------|----------|----------------|-------------|----------|-------------|-----------|----------------|----------|-------------|-----------|----------------|----------|-----------|-------------|-----------|----------------|----------|-----------|-------------|-----------|----------|----------|----------|
| 1      | 165300–41444  | 1.2     | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165304–41334  | 1.4     | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165305–41534  | 1.1     | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165306–414930 | 1.2     | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165307–414659 | 1.0     | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165307–414345 | 0.5     | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165308–414533 | 0.9     | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165310–414733 | 1.1     | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165310–414651 | 1.0     | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165311–414755 | 0.6     | 384.9 7.427 0.42 0.271 2.271 0.301 1.285 0.301 0.261 0.062 0.791 0.101 1.285 0.310 0.260 0.062 0.301 0.092 | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165311–415049 | 0.5     | 146.0 4.157 0.40 4.157 0.241 2.871 2.367 0.577 0.234 0.322 0.073 0.898 0.132 0.273 0.107 0.506 0.107 0.132 | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165312–415422 | 0.4     | 295.3 6.215 0.43 6.215 0.211 3.538 0.279 1.034 0.264 0.371 0.095 0.541 0.095 0.371 0.095 0.541 0.095 0.371 | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165312–415333 | 0.6     | 241.8 5.432 0.43 5.432 2.318 2.318 2.318 0.432 0.265 0.145 0.095 0.541 0.095 0.541 0.095 0.541 0.095 0.541 | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
| 1      | 165313–415011 | 0.8     | 65.5 2.967 0.34 0.297 1.787 0.181 0.527 0.139 0.253 0.117 0.481 0.117 0.481 0.117 0.481 0.117 0.481 0.117 | –           | –         | –               | –           | –         | –            | –         | –               | –         | –           | –          | –               | –         | –         | –            | –         | –               | –         | –         | –            | –         | –         |
Table 4. Same as Table 3 but for the extended sources. \( \sigma_{\text{psf}} \) (Col. 3b) gives, in arcsec, the \( \sigma \) of the extended Gaussian.

| \# | XMM-NEWTON Instrument | \( \sigma_{	ext{psf}} \) (Col. 3b) | \( \sigma \) (Col. 3) | \( X# HHMMSS.s \) |
|---|---|---|---|---|
| 125 | EPIC pn instrument | 0.8 | 1.4 | 165417.0 |
| 133 | EPIC MOS2 instrument | 0.8 | 1.4 | 165417.0 |
| 179 | 165419 - 41501 | 0.8 | 1.4 | 165419 - 41501 |
| 204 | 165419 - 41501 | 0.8 | 1.4 | 165419 - 41501 |
| 221 | 165420 - 41501 | 0.8 | 1.4 | 165420 - 41501 |
| 229 | 165450 - 41521 | 0.8 | 1.4 | 165450 - 41521 |
| 247 | 165464 - 41904 | 0.8 | 1.4 | 165464 - 41904 |
| 265 | 165465 - 41921 | 0.8 | 1.4 | 165465 - 41921 |
| 269 | 165466 - 41921 | 0.8 | 1.4 | 165466 - 41921 |
| 281 | 165467 - 41921 | 0.8 | 1.4 | 165467 - 41921 |
| 284 | 165468 - 41921 | 0.8 | 1.4 | 165468 - 41921 |
| 317 | 165469 - 41921 | 0.8 | 1.4 | 165469 - 41921 |
| 344 | 165470 - 41921 | 0.8 | 1.4 | 165470 - 41921 |
| 357 | 165471 - 41921 | 0.8 | 1.4 | 165471 - 41921 |
| 360 | 165472 - 41921 | 0.8 | 1.4 | 165472 - 41921 |
| 383 | 165473 - 41921 | 0.8 | 1.4 | 165473 - 41921 |
| 417 | 165474 - 41921 | 0.8 | 1.4 | 165474 - 41921 |
| 451 | 165475 - 41921 | 0.8 | 1.4 | 165475 - 41921 |
| 456 | 165476 - 41921 | 0.8 | 1.4 | 165476 - 41921 |
| 461 | 165477 - 41921 | 0.8 | 1.4 | 165477 - 41921 |
| 466 | 165478 - 41921 | 0.8 | 1.4 | 165478 - 41921 |
| 125 | EPIC pn instrument | 0.8 | 1.4 | 165480 - 41950 |
| 133 | EPIC MOS2 instrument | 0.8 | 1.4 | 165480 - 41950 |
| 179 | 165481 - 41950 | 0.8 | 1.4 | 165481 - 41950 |
| 204 | 165482 - 41950 | 0.8 | 1.4 | 165482 - 41950 |
| 221 | 165483 - 41950 | 0.8 | 1.4 | 165483 - 41950 |
| 229 | 165484 - 41950 | 0.8 | 1.4 | 165484 - 41950 |
| 247 | 165485 - 41950 | 0.8 | 1.4 | 165485 - 41950 |
| 265 | 165486 - 41950 | 0.8 | 1.4 | 165486 - 41950 |
| 269 | 165487 - 41950 | 0.8 | 1.4 | 165487 - 41950 |
| 281 | 165488 - 41950 | 0.8 | 1.4 | 165488 - 41950 |
| 284 | 165489 - 41950 | 0.8 | 1.4 | 165489 - 41950 |
| 317 | 165490 - 41950 | 0.8 | 1.4 | 165490 - 41950 |
| 344 | 165491 - 41950 | 0.8 | 1.4 | 165491 - 41950 |
| 360 | 165492 - 41950 | 0.8 | 1.4 | 165492 - 41950 |
| 383 | 165493 - 41950 | 0.8 | 1.4 | 165493 - 41950 |
| 417 | 165494 - 41950 | 0.8 | 1.4 | 165494 - 41950 |
| 451 | 165495 - 41950 | 0.8 | 1.4 | 165495 - 41950 |
| 456 | 165496 - 41950 | 0.8 | 1.4 | 165496 - 41950 |
| 461 | 165497 - 41950 | 0.8 | 1.4 | 165497 - 41950 |
| 466 | 165498 - 41950 | 0.8 | 1.4 | 165498 - 41950 |
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shift nor a field rotation was apparent. Typical 1-$\sigma$ dispersions computed on the differences between the locations of the X-ray sources and their optical counterparts are about 0.9$''$ in right ascension and 0.7$''$ in declination. Similarly, the 1-$\sigma$ dispersion on the field rotation is about 3$'$. As a second step and for each of the previously cited catalogues, we determined the closest optical counterpart of each X-ray source in the field of view. We then calculated the cumulative distribution ($\Phi(r)$) of the closest associated counterparts as a function of the individual correlation radius (see Jeffries et al. 1997). The generated diagrams are shown in Fig. 4. Following Jeffries et al., we assumed that $\Phi(r)$ is formed by two terms: the cumulative distribution of true correlations $\Phi_{\text{true}}$ and the cumulative number of spurious associations $\Phi_{\text{spur}}$. This is expressed in the simple relation:

$$\Phi(r) = \Phi_{\text{true}} + \Phi_{\text{spur}}$$

(3)

that can be adjusted to the empirical distribution. In Eq. (4), $N_X$ is the number of X-ray sources while $A$ is the number of true correlations with the optical/infrared catalogue. $B$ is the optical/infrared catalogue density and $\sigma$ is related to the statistical uncertainty on the X-ray source position. Though Eq. (4) is approximative and rests on the hypothesis of a uniform optical population (i.e. constant $B$ and constant psf over the full FOV), it fits reasonably well the rising branch of the different curves plotted in Fig. 4. Table 5 gives the obtained values of the $A$, $B$ and $\sigma$ parameters. As the hypothesis of constant $B$ throughout the FOV is clearly violated in the case of NGC 6231, we also estimated the number of spurious associations using a more empirical approach. We arbitrarily shifted the X-ray source positions

$$= A \left[ 1 - \exp\left(\frac{-r^2}{2\sigma^2}\right) \right] + (N_X - A) \left[ 1 - \exp\left(-\pi r^2 B\right) \right]$$

(4)
by 30" in any given direction and we re-ran the cross-correlation at a fixed $r_{\text{corr}}$ (either 2′.5 or 3′.0 according to the catalogue considered). The obtained number of spurious associations is never larger by more than 10% than the one estimated by the Jeffries et al. (1997) method.

The SSB06 catalogue is too dense for the relative crudeness of the X-ray source positions ($\sigma_{\alpha\delta} = 0′.7 \pm 0′.3$ on average, $\sigma_{\alpha\delta}$ being defined on 2D). Indeed, even adopting a limited cross-correlation radius of 2′.5 would yield over 100 spurious identifications. We thus decided to decrease the limiting magnitude of the catalogue. The maximum of the $\phi_{\text{true}}$ function is obtained adopting $V < 20$. At the distance of the cluster, this corresponds to the magnitude of a M0 dwarf ($M \sim 0.5 M_\odot$). PMS low-mass stars being brighter than ZAMS stars of the same mass, the progenitors of M0 stars should thus still be included in the optical list. Finally, we note that a significant improvement (in terms of the relative percentage of spurious associations) is obtained when restricting the SSB06 cross-correlation to objects with $V < 19$. The drawback is that the number of true associations is also significantly reduced. Table 5 lists the best fit parameters of Eq. (4) for both cases and Table 3 provides the SSB06 cross-identifications down to $V < 20$. We leave to the user the choice to restrict the list to $V < 19$ according to his/her motivations.

From the cumulative distributions shown in Fig. 4, we adopted the cross-correlation radii corresponding to the knees in the distributions of counterparts; these are reported in Table 5. The percentage of identified sources ranges from 55 to 83%
Table 5. Best fit parameters (Cols. 3–5) of the $\Phi(r)$ function (Eq. (4)) for different optical/infrared catalogues. The catalogue name is given in Col. 1 along with the relevant number of X-ray sources in the corresponding field (Col. 2). The adopted correlation radius ($r_{\text{corr}}$) for identification is given in Col. 6. Column 7 lists the actual number $N_{\text{corr}}$ of identified X-ray sources (see Table 6) and the corresponding percentage related to the considered number of X-ray sources ($N_{X}$). Column 8 gives the number of associated counterparts predicted by the distribution $\Phi(r)$ (Eq. (4)) at a radius equal to $r_{\text{corr}}$. It also provides the corresponding percentage of theoretically identified X-ray sources. The next two columns provide, among the number of associated counterparts $\Phi(r_{\text{corr}})$, the predicted number of true ($\Phi_{\text{true}}(r_{\text{corr}})$) and spurious ($\Phi_{\text{spur}}(r_{\text{corr}})$) counterparts. The contribution of true and spurious counterparts to the total number of (theoretically) associated optical sources are also given in the corresponding columns.

| Opt. cat. | $N_X$ | $A$ | $\sigma$ (") | $B$ | $r_{\text{corr}}$ | $N_{\text{corr}}$ | $\Phi(r_{\text{corr}})$ | $\Phi_{\text{true}}(r_{\text{corr}})$ | $\Phi_{\text{spur}}(r_{\text{corr}})$ |
|-----------|-------|------|---------------|-----|------------------|------------------|-------------------------|-------------------------------|----------------------------------|
| 2MASS     | 610   | 322.2| 0.91          | 30.0| 2                | 384 (63.0%)      | 383.8 (62.9%)            | 293.3 (76.4%)                 | 90.5 (23.6%)                    |
| GSC 2.2   | 610   | 384.3| 1.25          | 3.5 | 3                | 372 (61.0%)      | 383.7 (62.9%)            | 362.7 (94.5%)                 | 21.1 (5.5%)                     |
| USNO      | 610   | 383.1| 1.24          | 0.8 | 3                | 344 (56.4%)      | 367.8 (60.3%)            | 362.8 (98.6%)                 | 5.0 (1.4%)                      |
| SBL98 v2  | 536   | 431.8| 1.09          | 11.9| 3                | 447 (83.4%)      | 451.9 (84.3%)            | 422.1 (93.6%)                 | 29.8 (6.6%)                     |
| SSB06: V < 19 | 610 | 396.6| 1.01          | 4.3 | 2.5              | 384 (63.0%)      | 395.7 (64.9%)            | 378.4 (95.6%)                 | 17.3 (4.4%)                     |
| SSB06: V < 20 | 610 | 422.6| 0.95          | 13.9| 2.5              | 450 (73.8%)      | 453.7 (74.4%)            | 408.9 (90.1%)                 | 44.9 (9.9%)                     |

4.3. The detection limit

This paragraph aims at the evaluation of the detection limit of the present X-ray catalogue. Though essential, this question is far from trivial because the detection limit is, a priori, not uniform throughout the field of view. Besides the areas where the detectors do not overlap and the presence of gaps between the detector CCDs, the XMM-Newton effective exposure duration is decreasing from the FOV centre towards its edges. In addition, both the crowdedness of the field in its central part and the numerous bright sources preferentially located in the core of the cluster also affect the detection limit in a non uniform way. As an approximation we neglect the effects of the gaps, mainly focusing on the three other effects.

The exposure maps computed for the three EPIC instruments and their different combinations display a smooth decrease from the centre of the detector to its edges by about a factor of three. In terms of the amount of signal collected for two similar sources – one located near the FOV axis, the other near one of its edges – the number of counts $n$ received will be three times higher near the axis. Neglecting any background effect, the signal-to-noise ratio is approximately given by $S/N = \sqrt{n}$. For the outer source, it is therefore smaller by a factor of $\sqrt{3} \approx 1.7$. To the first order, the detection limit in the outer parts of the field is thus about a factor two higher than in the central part of the FOV. As a next step, we used the SAS task esensmap to build sensitivity maps corresponding to the current exposure maps and to the adopted logarithmic likelihood detection thresholds $L_2$. The sensitivity maps obtained actually provide the minimum number of counts for a source to be detected by the detection task emldetect according to the given equivalent logarithmic likelihood threshold. These maps indeed predict that the sensitivity of the EPIC camera is twice larger near the axis than in the outer parts of the detector whatever the instrument combination is. This is in agreement with our previous estimate.

Accounting for the variation of the source density and the distribution of the bright sources in the FOV is a more tricky issue. We chose to adopt a completely empirical approach, taking advantage of the large number of X-ray sources in the field. We assumed that a very good indication of the detection limit in the different parts of the field is given by the brightness of the faintest sources detected in these selected areas.

Fig. 4. Cumulative distributions (solid lines) of the number ($N$) of closest associated counterparts as a function of the separation radius ($r$) and for the different catalogues used. The horizontal dotted lines show the number $N_X$ of X-ray sources in the catalogue. The dashed lines, from top to bottom in each panel, correspond respectively to the best-fit $\Phi(r)$ function, to the number of truly associated counterparts $\Phi_{\text{true}}$ and to the number of spurious ones $\Phi_{\text{spur}}$, as a function of the correlation radius $r$. Dotted vertical lines show the correlation radius adopted for the purpose of source identification.
Table 6. Cross-identification of the X-ray source catalogue of Table 3 with the different optical/infrared catalogues: 2MASS, GSC 2.2, USNO B1.0 and SSBO (V < 20). $d_c$ is the distance (in \text{"}) between the positions of the X-ray source and of its closest counterpart. Only the closest identification has been reported in this table. Cross-identification with commonly used denominations is given in the last columns (Cols. 26 to 31) of the table.

| XMMU | 2MASS | GSC 2.2 | USNO B1.0 |
|------|--------|---------|-----------|
| #    | HIRMMSS eJDAMAS | $d_{ac}$ | Name | $J$ | $H$ | $K$ | $d_{ac}$ | Name | $R$ | $B$ | $V$ | $d_{ac}$ | Name | $R1$ | $R2$ | $R3$ | $R4$ |
| 1    | 165300-041544 | 1.23 | S2300415454 | 1.32 | 165302203799 | 1.38 | 0482-045289 | 15.60 | 17.46 | 18.42 |
| 2    | 165304-041533 | 1.16 | S2300415353 | 1.25 | 16530220461 | 1.79 | 0481-0502790 | 15.92 | 17.73 | 16.91 |
| 3    | 165305-0415204 | 1.66 | S2300515202 | 1.32 | 0481-0502801 | 15.70 | 20.84 | 19.15 |
| 4    | 165306-0414931 | 1.32 | S2300614931 | 1.48 | | | |
| 5    | 165307-0414639 | 1.32 | S2300714639 | 1.61 | | | |
| 6    | 165308-0414543 | 0.51 | S2300814543 | 0.80 | | | |
| 7    | 165309-0414733 | 1.13 | S2300914733 | 1.14 | | | |
| 8    | 165310-0414451 | 1.28 | S2301014451 | 1.53 | | | |
| 9    | 165311-0414755 | 1.29 | S2301114755 | 1.44 | | | |
| 10   | 165312-0415404 | 1.17 | S2301215404 | 0.60 | | | |
| 11   | 165313-0415222 | 1.96 | S2301315222 | 0.70 | | | |
| 12   | 165313-0415133 | 1.32 | S2301315133 | 1.56 | | | |
| 13   | 165315-0415021 | 1.03 | S2301515021 | 0.88 | | | |
| 14   | 165316-0415133 | 2.48 | S2301615133 | 2.25 | | | |
| 15   | 165316-0415024 | 2.34 | S2301615024 | 1.56 | | | |
| 16   | 165317-0414412 | 1.30 | S2301714412 | 1.56 | | | |
| 17   | 165318-0415215 | 2.19 | S2301815215 | 1.68 | | | |
| 18   | 165318-0415502 | 0.30 | S2301815502 | 0.12 | | | |
| 19   | 165318-0415446 | 1.17 | S2301815446 | 0.68 | | | |
| 20   | 165319-0414531 | 1.17 | S2301914531 | 1.48 | | | |
| 21   | 165320-0414249 | 0.44 | S2302014249 | 1.48 | | | |
| 22   | 165324-0414720 | 1.66 | S2302414720 | 1.61 | | | |

| XMMU | SSBO (V < 20) | Other denominations |
|------|-------------|-------------------|
| #    | V - $V$ | V - $V$ | V - $V$ | V - $V$ | V - $V$ | V - $V$ | V - $V$ | V - $V$ | V - $V$ | V - $V$ | V - $V$ | V - $V$ | V - $V$ | V - $V$ |
| 1    | 165300-041544 | 1.23 | 17.515 | 1.699 | 1.336 |
| 2    | 165304-041533 | 2.24 | 17.960 | 2.047 | 1.541 |
| 3    | 165305-0415204 | 1.64 | 19.757 | 2.755 | |
| 4    | 165306-0414931 | 1.32 | 17.071 | 2.570 | 1.488 |
| 5    | 165307-0414639 | 1.16 | 17.140 | 1.743 | 1.398 | 0.742 |
| 6    | 165309-0414543 | 0.87 | 15.316 | 1.486 | 1.137 | 0.531 |
| 7    | 165310-0414451 | 1.34 | 15.533 | 1.652 | 1.244 | 0.651 |
| 8    | 165311-0414504 | 1.37 | 15.098 | 0.610 | 0.416 | 0.437 |
| 9    | 165312-0415222 | 1.10 | 16.870 | 1.894 | 1.496 | 0.926 |
| 10   | 165313-0415011 | 0.52 | 18.967 | 2.472 | 1.707 | |
| 11   | 165314-0414412 | 1.40 | 13.892 | 1.132 | 0.876 | 0.295 | |
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We adopted the following approach. Because of the presence of gaps, we computed an equivalent EPIC pn count rate, in the range 0.5–10.0 keV, for each source. To the first order, the relation between the count rates measured in any of the two MOS detectors and in the pn detector is approximately linear. Using the count rates obtained for sources that were detected on several EPIC instruments, we thus derived an empirical conversion factor between the MOS1, MOS2 and pn count rates. These factors were then used to obtain the so-called pn-equivalent count rates for all sources and, in particular, for those that fall in the gaps of one or several instruments. This yields approximately coherent count rates for the different sources, whatever their position on the detectors. Figure 5 displays the source pn-equivalent count rates as a function of the distance from the central axis of the FOV – assumed to be the position of the binary HD 152248. A lower limit is clearly seen in the distribution. Selecting the faintest sources (i.e. those displaying the lowest equivalent count rates) in successive rings centered on HD 152248 provides an approximate sampling of this limit. We then adjusted a polynomial and derived an empirical detection limit in terms of pn-equivalent count rates ($c_{\text{lim}}(d)$) as a function of the distance ($d$) from the field axis. This limit (in units of $10^{-3}$ cnt s$^{-1}$) is described by the following relation:

$$c_{\text{lim}}(d) = 2.49214 - 0.65577 \, d + 0.11822 \, d^2 - 0.00929 \, d^3 + 0.00030 \, d^4$$

where $d$ is the distance to HD 152248 expressed in arcmin. Equation (5) is shown in Fig. 5. Clearly the detection limit is higher in the central part of the field ($d < 5'$), most probably because of the higher source density and because bright sources are preferentially located in the inner part of the FOV. The sensitivity also decreases towards the CCD edges, as indicated both by the exposure maps and the sensitivity maps. Finally we used single temperature optically thin thermal plasma models of the Raymond-Smith type to convert the pn-equivalent count rates given by Eq. (5) to fluxes and luminosities. For this purpose, we adopted the conversion computed by the WebPIMMS converter\(^3\), assuming a column density of $0.26 \times 10^{22}$ cm$^{-2}$, typical of the interstellar absorbing column for the cluster. Results are displayed in Fig. 6 for three different plasma temperatures. In conclusion, the flux detection limit is approximately located between $3 \times 10^{-15}$ and $1.5 \times 10^{-14}$ erg cm$^{-2}$ s$^{-1}$, depending on the distance from the detector axis and the source spectrum. In the central part of the FOV, we consider that the typical limiting flux is about $6 \times 10^{-15}$ erg cm$^{-2}$ s$^{-1}$ for soft sources.

### 5. The X-ray sources in NGC 6231

This section presents an overview of the main properties of the X-ray sources in NGC 6231. No attempt will be made here to investigate the characteristics of the different sub-populations of the cluster. This work is postponed to future devoted papers.

#### 5.1. Spatial distribution

As seen from Figs. 1 to 3, there is an obvious clustering of the X-ray sources in the inner part of the FOV. Their spatial distribution projected on the sky presents, at first sight, a revolution symmetry around the centre of the field, i.e. the position of HD 152248. Considering the sources located at less than 15' from HD 152248, we computed the geometrical centre of the source distribution. We also computed the brightness centre of the X-ray image. For this purpose, we adopted the pn-equivalent count rates for each source. The two centres are located slightly East of HD 152248, at no more than 30’ (see Fig. 3). From the two-dimensional map of the X-ray source density (Fig. 7), we conclude that there is only a slight deviation from this scheme and that the X-ray source distribution shows a slight N-S elongation. In the following, we however assume that the distance from the cluster centre, i.e. from HD 152248, remains the main parameter that shapes the source distribution. We also adopt the position of HD 152248 as the very centre of the cluster.

From Figs. 7 and 8, it is clear that the radial distribution of the sources is not uniform and that most of them lie within a 10’ radius around the cluster centre. We computed the radial density profile of the X-ray emitters and we adjusted an

---

\(^3\) WebPIMMS is a NASA's HEASARC tool powered by PIMMS v3.6a. It is hosted at the following URL: http://heasarc.gsfc.nasa.gov/Tools/w3pimms.html
Fig. 7. 2D distribution of the surface density of the X-ray sources. The image is centered on the location of HD 152248. The original source density chart was convolved with a Gaussian with $\sigma = 1^\prime$. Overplotted contour levels correspond to 1, 1.5, 2, 2.5, 3 and 3.5 sources per arcmin$^2$.

Fig. 8. Plain line: cumulative distribution of the number of X-ray sources ($N$) with increasing distance ($d$) from HD 152248. Dashed line: same, but computed assuming a uniform distribution of the 602 sources (dotted horizontal line) located within a 15$^\prime$ (dotted vertical line) circle around HD 152248.

The empirical King density profile (King 1962) for a spherically distributed source population:

$$f(d) = k \frac{1}{\sqrt{1 + (d/d_c)^2}} - 1/\sqrt{1 + (d/d_l)^2}$$

where $k$ is the central density, $d_c$ the core radius and $d_l$ the limiting radius. The King profile is very sensitive to $k$ and $d_c$, but less sensitive to $d_l$ which is indeed less meaningful for open clusters in the Galactic plane. The best fit parameters are $k = 8.9$ arcmin$^{-2}$, $d_c = 6.5$ and $d_l = 20.5$. As indicated by Figs. 5 and 6, our detection limit depends on the location of the source on the detector. In a second step, we thus applied a relative correction to the X-ray density profile, accounting for the sensitivity difference as a function of the distance to the detector axis (crosses in Fig. 9). The profile is now sharper and is described by: $k = 7.6$ arcmin$^{-2}$, $d_c = 3/1$ and $d_l = 1.5 \times 10^3$ arcmin. In Fig. 9, we also present the density profile of the stars in SSBO6. Investigating the source density distribution as a function of the limiting magnitude of the catalogue and of the distance to the detector axis, we further note that the SSBO catalogue is almost undoubtedly incomplete in the field centred above $V = 18$. This is easily explained by the number of bright sources ($V \approx 5-10$, see Fig. 3) in this region, that renders the detection of faint sources more difficult. For this reason, Fig. 9 is restricted to objects brighter than 17 in the $V$ band. NGC 6231 is further embedded in the Sco OB 1 association. As a consequence, the surface density does not drop to zero in the outer region of the field. We thus subtracted a threshold of 2 arcmin$^{-2}$ prior to the adjustment. King best-fit values are this time $k = 8.6$ arcmin$^{-2}$, $d_c = 2.7$ and $d_l = 1.4 \times 10^3$ arcmin. From Fig. 9, the correlation between the X-ray and optical surface density profile is obvious and yields similar core radii for NGC 6231. It further suggests that most of the detected X-ray emitters are physically belonging to NGC 6231.

As discussed in e.g. Sung et al. (2004), X-ray emission is probably one of the best membership criterion for young stars in open clusters. The present X-ray observations probably provide the best census so far of PMS stars in NGC 6231; though this census is probably still incomplete. However, the NGC 6231 X-ray sample might be contaminated by foreground (field stars) and background (AGNs) objects. As a last check, we thus roughly estimated the probable number of foreground and background X-ray sources detected in the present campaign. Starting with the foreground objects, we proceeded as explained below. Accounting for the different typical X-ray luminosities for field stars of spectral type O to M and for our flux detection limit, we estimated the maximum distance at which a star can be located while still being detected. Using the so-derived distance, we computed the volume projected onto the XMM-Newton FOV. As a last step, we adopted typical star densities in the solar neighbourhood as quoted by Allen (1973) for the different spectral types. We finally end up with about 20 foreground X-ray sources, most of which are expected to be G-type objects (12 stars) and F-type dwarves (4 or 5 stars). However,
the previous approach does not account for probable active stars or RS CVn in the FOV, which have lower spatial densities but much higher luminosities. Using the work of Makarov (2003b), we found that about 21 galactic active stars could be detected in the EPIC FOV. This yields a total of approximately 41 contaminating galactic sources. As an additional check, we also used the X-ray stellar log N(>S)− log S curve at low galactic latitudes provided by Motch et al. (2003). Again we found that about 40 galactic X-ray sources are to be expected within our EPIC FOV.

We then obtained a rough estimate of the number of extra-galactic background sources in our EPIC field. The Galactic coordinates of the cluster are l⊙= 343°46, b⊙= +1°19. Therefore, the total neutral hydrogen column density along this direction must be extremely large and should produce a substantial absorption of X-ray photons from extragalactic sources. Although they are in principle not suited for lines of sight at |b⊙| ≤ 5°, we used the DIRBE/IRAS extinction maps provided by Schlegel et al. (1998) to derive a first order estimate of the total column density. In this way, we find a total Galactic E(B − V) of about 5.6 mag. Using the gas to dust ratio of Bohlin et al. (1978), we thus estimate a neutral hydrogen column density of ~3.2 × 10^22 cm^{-2}. Assuming that extragalactic background sources have a power-law spectrum with a photon index of 1.4, and suffer a total interstellar absorption of 3.2 × 10^22 cm^{-2}, the mean detection limit 1.9 × 10^{-3} cnt s^{-1} with the pn camera translates into unabsorbed fluxes of 1.2 × 10^{-14} and 3.5 × 10^{-13} erg cm^{-2} s^{-1} in the 0.5–2.0 keV and 2.0–10 keV band respectively. Using the log N−log S relation from Giacconi et al. (2001), one expects thus about 13–16 extragalactic objects among the detected sources. Thus, about 2% of the total number of sources could be background AGNs. It should be emphasized that these background AGNs are expected to appear as rather hard (i.e. heavily absorbed) X-ray sources.

In summary, both the geometrical and X-ray brightness centres of the set of detected sources correspond to the optical cluster centre. The radial profile of the X-ray source density is well correlated with the optical source radial profile. Both indicate a cluster core radius close to 3″. Finally, we expect that less than 10% of the presently detected sources correspond to foreground or background objects. We thus propose that the large majority of the X-ray emitters revealed by the present XMM-Newton campaign are mostly belonging to NGC 6231. Some of them might alternatively belong to the Sco OB1 association, in which NGC 6231 is embedded.

5.2. Emission distribution

While HD 152248, the brightest X-ray emitter in the FOV, displays a pn-equivalent count rate larger than 0.36 cnt s^{-1}, most of the other sources are much fainter with a count rate below 10^{-2} cnt s^{-1} (Fig. 10). It is clear from Fig. 1 that most of the brightest sources – associated with the O-type objects of the cluster – are relatively soft while the majority of the X-ray emitters have their maximum of emission in the medium band. Except for the brightest sources, there is no obvious correlation between the source intensity and the source hardness ratios. On average, the detected sources are moderately hard with HRI < 0 and HR2 < 0 (Fig. 11). The hardness ratios might however show a slight increase towards the edge of the detectors, probably due to the relative dominance of low-mass stars in the outer regions of the FOV. The histograms of the detected source count rates in the S_X, M_X and H_X bands (Fig. 12) reveal clear peaks around 0.7, 1.0 and 0.2 × 10^{-3} cnt s^{-1} respectively. The count rate in the 0.5–10.0 keV band clusters at 2 × 10^{-3} cnt s^{-1} and the two hardness ratios around 0.2 and 0.6 respectively. Accounting for the cluster typical ISM absorbing column n_HISM = 0.26 × 10^{22} cm^{-2}, these values are roughly described by a MEKAL model with a temperature of kT = 1.0–2.0 keV. The corresponding observed flux is about 5 × 10^{-15} erg cm^{-2} s^{-1}. Adopting a distance modulus DM = 11.07, this yields a luminosity log(L_X) ~ 30.5 (erg s^{-1}) for a typical X-ray emitter in the cluster.

6. Summary

We presented the first results of an XMM-Newton campaign on the young open cluster NGC 6231 in the Sco OB1 association. With an effective cumulated exposure time of 175 ks in the two EPIC MOS instruments and of 147.5 ks in the EPIC pn, the campaign was split into six successive observations acquired within 5 days. The combined image, built from the data collected by the three EPIC instruments during the six pointings, reveals an extremely crowded field. Running the SAS task emldetect, we detect 610 X-ray sources among which 19 are reported as extended. The latter are probably constituted by non-resolved point-like sources rather than by physically extended sources. We present an X-ray catalogue covering the XMM-Newton FOV and we cross-correlate it with several optical/infrared catalogues. We find at least one optical and/or infrared counterpart for more than 85% of the X-ray sources within a limited cross-correlation radius of 3″ at maximum. We estimate our detection flux limit to lie between about 3 × 10^{-15} and 1.5 × 10^{-14} erg cm^{-2} s^{-1} depending on the position on the detectors and on the source spectrum.

The surface density distribution of the X-ray sources peaks at the centre of the cluster, which we find to be located very near HD 152248, and presents a slight N-S elongation. Concerning the radial profile of the surface density distribution, over 50% of the sources are confined within a 6′ radius from the cluster centre and about 80% within 10′. The estimated contamination by foreground and background objects is about 9%. There is a good similarity between this radial profile and the distribution of stars brighter than V = 17, suggesting that most of the sources...
The radial surface density profile of the X-ray sources is well described by a King profile with a core radius of about 3′, similar to the one indicated by the $V < 17$ optical source density profile.

Finally, beside a few bright and soft objects correlated with the O-type stars of the cluster, the large majority of the X-ray population is relatively faint (pn-equivalent count rate below $10^{-2}$ cnt s$^{-1}$) and displays an intermediate spectrum of a typical temperature probably around 1.0–2.0 keV. Typical count rates for the sources are 2.0, 0.7, 1.0 and 0.2 × 10$^{-3}$ cnt s$^{-1}$ respectively in the total energy band (0.5–10.0 keV), and in the three energy sub-ranges 0.5–1.0, 1.0–2.5 and 2.5–10.0 keV. At the NGC 6231 cluster distance, these values roughly correspond to an X-ray luminosity of about $\log(L_X) \sim 30.5$ (erg s$^{-1}$).

More detailed investigations of the X-ray properties of the different sub-populations (early-type stars, PMS objects) of the cluster will be presented in subsequent papers in this series. Finally, the X-ray data related to specific early-type binary systems of particular interest are (will be) presented in dedicated papers (see e.g. Sana et al. 2004, 2005a, 2006a; as well as Sana 2005), together with the derivation of their orbital and physical parameters obtained on the basis of an extensive spectral monitoring campaign in the optical domain.
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Fig. 11. Left panel: hardness ratios versus count rate. Middle panel: hardness ratios versus distance (d) from the FOV centre. Right panel: $HR_2$ versus $HR_1$. The three panels are built for the sources detected with the pn instrument. Results for the EPIC MOS instruments are similar.

Fig. 12. Distribution of the X-ray emitter count rates in the different energy bands considered. The four panels were plotted only using the 392 sources detected with the pn instrument. Results for the EPIC MOS instruments are similar. The last bin includes the contributions of all the brightest X-ray sources.
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Online Material
Appendix A: On correcting the $L_2$ values in SAS v 5.4.1

The equivalent (or transformed) logarithmic likelihood $L_2$ associated with each source candidate detected by the SAS task emldetect (column DET_ML in the output file) is given by:

$$L_2 = -\ln \left( 1 - P \left( \frac{Y}{2}, L' \right) \right)$$  \hspace{1cm} (A.1)

with

$$L' = \sum_{i=0}^{n-1} l_i,$$  \hspace{1cm} (A.2)

where $P$ is the incomplete Gamma function, $v$ is the number of degrees of freedom (d.o.f.) of the fit, $n$ is the number of input images (i.e. the number of energy bands times the number of instruments considered), and $l_i = C_i/2$ with $C_i$ being the Cash statistic for image $i$, specially designed by Cash (1979) for photon counting experiments. More insight into the physical meaning of Eq. (A.1) will be given in the next section. In this section we focus on the implemented patch for correcting $L_2$ values.

Indeed the logarithmic likelihood $L_2$ is known to be erroneous in SAS version v 5.4.1 and earlier versions (XMM-Newton News #29 – 11-Mar-2003). According to SAS Observation Report SASv5.4.86654, the factor 2 in equation $l_i = C_i/2$ has been forgotten, leading to erroneous $L'$ and hence $L_2$. Knowing the number of degrees of freedom $v$, it is a simple exercise to invert Eq. (A.1) and to obtain values for $L'$. From Eq. (A.2), it is obvious that the corrected value for $L'$ is $L'_{\text{corr}} = L'/2$, to be used in Eq. (A.1) to recover the corrected $L_{2\text{corr}}$ value that can then be used for scientific analyses.

For large values of $L_2$ ($L_2 \geq 10000$) the numerical limits of classical compilers are however exceeded. Fortunately Eq. (A.1) tends to a linear relation between $L_2$ and $\nu$ for large values and for a given $v$. The correction is therefore straightforward with $L_{2\text{corr}} = L_2/2$. Though this bug was present at the time we analyzed the data, this issue has been fixed later in SAS version v 6.0. We checked our corrected $L_{2\text{corr}}$ values against SAS v 6.0 and found them in close agreement.

Appendix B: On the choice of coherent detection thresholds using the transformed logarithmic likelihood $L_2$

As it can be deduced from the previous section (App. A), the logarithmic likelihood $L_2$ is related to the probability that a detected source candidate could be explained by pure random Poissonian fluctuations (and zero count in the source). Computed for each source of the input list, it uses a combination of the Cash statistic $C_i$ obtained for the different input images $i$. The Cash statistic $C_i$ actually results from a likelihood ratio test and obeys a $\chi^2$ distribution (Cash 1979) with 3 or 4 degrees of freedom (i.e. the intensity, the $X$- and $Y$-coordinates of the source and, eventually, the extent of the source if allowed). Therefore any linear combination of $n C_i$ and hence any computed $2L'$ also follows a $\chi^2$ statistic with $n + 2$ or $n + 3$ d.o.f. In this sense, the transformed logarithmic likelihood $L_2$ is indeed linked, through the simple relationship

$$L_2 = -\ln (Q),$$  \hspace{1cm} (B.1)

where

$$Q = Q \left( \frac{Y}{2}, L' \right) = 1 - P \left( \frac{Y}{2}, L' \right),$$  \hspace{1cm} (B.2)

to the probability $Q$ for a random Poissonian fluctuation to have caused such a high value of $2L' = \sum_{i=1}^{n} C_i$ as the one observed. The equivalent logarithmic likelihood $L_2$ will therefore be large if the observed source is likely not produced by a statistical fluctuation, and small otherwise.

As a consequence, a threshold in $L_2$ can in principle be adopted as a detection limit. However, as we show below, while the expression given in Eq. (B.2) indeed takes into account the adopted as a detection limit. However, as we show below, while the expression given in Eq. (B.2) indeed takes into account the

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Instr. Comb. & $L_2$ & $n$ & $\nu$ & $L_2$ \\
\hline
MOS1 & 10.00 & 3 & 5 & 13.75 \\
MOS2 & 10.00 & 3 & 5 & 13.75 \\
pn & 22.77 & 3 & 5 & 27.51 \\
MOS1+MOS2 & 19.25 & 6 & 8 & 41.26 \\
MOS1+pn & 31.70 & 6 & 8 & 41.26 \\
MOS2+pn & 31.70 & 6 & 8 & 41.26 \\
MOS1+MOS2+pn & 40.86 & 9 & 11 & 55.02 \\
\hline
\end{tabular}
\caption{Illustration of consistently determined $L_2$ thresholds (Col. 2) for the different instruments and instrument combinations reported in Col. 1. The number of input images ($n$) and corresponding degrees of freedom ($\nu$) are given inCols. 3 and 4. $L_2$ (Col. 5) is linked to $L_2$ through Eq. (A.1). A given $L'$ is also linked to other $L'$ of this table through Eq. (A.2) (see text). We emphasize that adopting any of the $L_2$ or $L'$ presented in this table automatically determines the other values of $L'$ and $L_2$ reported here below.}
\end{table}

With two instruments and hence 6 images, $L_2$ follows a $\chi^2$ distribution with 8 d.o.f. ($\nu = 8$). Equation (A.1) then gives $L_{2\text{corr}} = 19.25$ quite different from the value

\footnote{http://xmm.vilspa.esa.es/xmmhelp/}
$L_{\text{MOS1+MOS2}}^2 = 10$ obtained with the adopted constant threshold limit $L_2 = 10$.

If we consider the use of two identical detectors, the fact, on one side, to combine them and, on the other side, to adopt the same statistical limit for both an isolated detector and a pair of them, allows us to go deeper. Actually, the combined logarithmic likelihood is twice the individual ones:

$$L'_{\text{MOS1+MOS2}} = 2L'_{\text{MOS1}} = 2L'_{\text{MOS2}}.$$  

Thus, this kind of threshold does not preserve the detection limit which is dependent on the particular combination used. If we want to preserve the detection limit adopted for a single instrument, we must, in this example, also multiply the detection threshold by a factor of two, adopting the value 27.51 instead of 13.75 and consequently 19.25 instead of 10 for the transformed $L_2$ statistic. We can of course extend this result to the pn detector. Making the reasonable assumption that $L'_{\text{pn}} \approx 2L'_{\text{MOS}}$, a similar reasoning gives $L_{\text{pn}}^2 = 22.77$, $L_{\text{MOS1+pn}}^2 = L_{\text{MOS2+pn}}^2 = 31.70$ and $L_{\text{MOS1+MOS2+pn}}^2 = 40.86$, far from the value of 10.0 initially adopted. The intermediate results and numbers of d.o.f. used in establishing these values are given in Table B.1. Basically, when combining several instruments together, we improve the Poissonian statistics. The fact of adopting a constant value for $L_2$ for various instrumental combinations implies a cut-off in fluxes or count rates that is dependent on the number of detectors considered. Instead, if we prefer to stabilize the cut-off in absolute values of the signal rather independently of the combination used, we have to adapt the $L_2$ value to the situation.

In summary, one of the main results of the present discussion is that one should not adopt a constant threshold limit in $L_2$ for different instrument combinations if one wishes to preserve the uniformity of a cut-off level adopted for a given instrument or combination. We have shown that the $L_2$ thresholds in different combinations are linked through Eqs. (B.1) and (B.2) and through the detector physical characteristics that condition the $C_i$ values. In consequence, adopting a particular value as a threshold for a specific instrument or instrument combination implicitly assigns related values to the $L_2$ thresholds for any other instrument or combination considered. Therefore, if one wants to adopt a consistent detection threshold whatever the considered instrument or combination are, the previous reasoning becomes a forced step. This issue is particularly relevant to consistently deal with sources that fall on gaps or on specific detector areas where the different instruments do not overlap. We remind that this does not modify the spatial response of the detectors (nor the effect of the field crowdedness). Thus, spatial variations in the effective count rate threshold are still to be expected and, indeed, they are observed (see Figs. 5 and 6).

We finally remind the reader that the above presented method to determine self-consistent $L_2$ thresholds rests on two simplifying, but reasonable, assumptions. The first is that the two EPIC MOS instruments are identical. The second is that the EPIC pn yields approximately $L'_{\text{pn}} \approx 2L'_{\text{MOS}}$. Any refinement of these two assumptions (i.e. any relation giving the $L'$ of one instrument as a more realistic function of the $L'$ of the other instruments) can be easily included in the method. This is however beyond the scope of the present discussion. The procedure illustrated here has been used in the making of our catalogue. The figures appearing in Table 2 were indeed established in a similar way (adopting $L_{\text{MOS1}}^2 = L_{\text{MOS2}}^2 = 11$) and represent the threshold actually utilized.