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Abstract-Software Defined Networking (SDN) is a novel architecture that separates the data plane from the control plane using an external controller. Similar to traditional networks, load balancing has a great impact on the performance and availability of SDN. Therefore, the Controller Placement Problem (CPP) in SDN influences on the load balancing solutions. In this paper, various topologies of CPP including different load balancer controllers are simulated and evaluated in the SDN using the OFSwitch13 module of ns-3 network simulator. The results provide a solid comparison of the proposed topologies in different network situations.
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1. Introduction

The rapid evolution of communication technologies and the current demand of the market have posed the importance of more agility and flexibility in network architecture [1]. Software-Defined Networking (SDN) has been emerged as a solution to overcome the limitations. This solution provides the separation of the data plane from the control plane [2]. In SDN, the data plane is assigned to simple devices that perform receiving and sending data packets while the management and routing of packets are transferred to a central point called controller [3-4]. In this architecture with the prominent role of the controller, the issue of load balancing cannot be implemented using the distributed approach of traditional networks. Therefore, the load balancing of SDN can be achieved through the issues related to controllers such as their capabilities, topologies and Placement algorithms [5-6-7].

The load balancing in SDN is obtained through architectural and centralized architecture [6-8-9-10]. In a centralized architecture, a central controller communicates to the switches to collect statistical information to have a general overview of the entire network. Then, the controller sends the associated rules to prevent congestion and to perform the load balancing. [9]. This architecture is not efficient when the network dimensions grow and the number of nodes increases. Therefore, the issue of distributed architecture can address the scalability issue and the need for more controllers [6]. In a distributed architecture, interfaces permit the controllers to share the information needed to manage the entire network. The purpose of this architecture is to eliminate the problem of a single of failure and to improve the network scalability using multiple controllers [10].

Without any load balancing mechanism between servers, the traffic load on a server or a communication link increases significantly leading to network congestion, more delay network, and efficiency degradation [11]. Using load balancing mechanisms, the traffic load is distributed between the servers providing better network performance without congestion on a server [12]. In the following, we review some contributions of the load balancing mechanism in SDN.

In [13], Handigol et al. proposed a load balancing mechanism that minimizes the response time of client requests to the server by reducing the response time of the controller. In another mechanism proposed in [14], the load balancing is obtained through a controller called “plug-n-server”. This controller performs the load balancing between multiple servers using
task dedication and reduction of response time to the switch. Although this mechanism provides high flexibility, it cannot be efficient in scalability and high traffic load. By applying some modification on the “plug-n-server” controller, a new algorithm called “Aster*X” was proposed in [15] which is more scalable while it supports distributed servers. Moreover, this algorithm can be employed in network infrastructure. However, the problem of performance degradation in high traffic load has not been resolved. To solve this problem, the authors of [16] propose an algorithm which reduces the number of switch requests to the controller after efficient rules are installed on the switches. This technique leads to send large groups of clients directly to the server without contacting the controller.

In some load balancing solutions, the issue of load balancing is associated with the controller placement problem (CPP) [7]. Jean et al. [17] proposed different scenarios for controller placement and load balancing in SDN using four parameters: latency, reliability, cost, and multiple objective optimizations. Besides, the controller placement in Open Science, Scholarship and Services Exchange (OS3E) and Zoo networks has been investigated by Heller et al [18]. They investigate transmission delay between controller and switch for different numbers and controllers’ locations in various topologies. The performance of different controller’s placement was evaluated by measuring the minimum and maximum propagation delays between controllers and their averages value. According to the results for different topologies, adding a controller reduces the delay, and using k controller reduces the delay by 1/k. In dynamic traffic conditions, the lack of proper controller placement may increase the delay in the network. The solution has two folds: optimizing the controller placement and optimizing the controller’s dedication time to switches in different traffic conditions [9].

In another research carried out by Chavez et al. [21], a new topology was proposed which exploits a proprietary balancing controller [19]. This controller employs the Round-Robin algorithm [20] and new feature of measurement tables which is supported in OpenFlow 1.3. These capabilities provide load balancing between servers. Figure 1 shows the proposed topology in [21] where two servers and four clients communicate through a client switch, an aggregation switch, and a Boarder switch, and these switches are managed by two controllers: Quality of Service (QoS) and learning. To manage flows and load balance, the border switch sends a request of route selection to the QoS controller. This controller selects one of the servers as the destination and sets the corresponding action in the switch flow tables. Accordingly, the switch forwards the flow to the correct server. This topology is characterized by its ability to be implemented in real network infrastructure and to install efficient rules on switches. However, this topology suffers from high propagation delay and high response time of the controller in high traffic load leading to efficiency degradation of the controller.
In this paper, several topologies are proposed according to the capabilities of OFSwitch13 which provide load balancing in SDN by placing different controllers. Moreover, the proposed topologies are evaluated in different scenarios using the ns-3 network simulator. The simulation results provide a comprehensive comparison of the proposed topologies in achieving SDN load balancing.

In the remaining of this paper, the proposed topologies for SDN load balancing with different locations of the controllers are presented in the next section. In Section 3, the simulation scenarios and their results are presented. Finally, Section 4 concludes the paper with some future research lines.

2. Proposed topologies for SDN load balancing

In this section, we modify the topology proposed by Chavez et al. [19], and four new topologies with different controller placement are presented with the aim of load balancing in the SDN. In Chavez topology [19], simultaneous management of border switches and aggregation switches in high traffic load leads to long queues and high delay in the processor of the controller leading to different traffic load on the servers. In the following of this section, the load balancing between the servers is investigated in four scenarios with different controller placements.

2.1 2Q1L topology

The first proposed topology in this section is 2Q1L including two QoS controllers and one learning controller as shown in Figure 2. The main objective of this topology is to solve the problem of sending a large number of requests and a high delay in the controller's response by separating the management of the border switch from the aggregation switch by the controller. It is expected that this separation of switches ’ management improves the issue of the load balancing between servers.

2.2 Multiple Controller Topology

One of the new features in Openflow 1.3 is the multiple controller capability which allows managing a switch simultaneously. The main controller is defined as the Master and the other controllers would be as the Slave. In the case of a Master controller failure, one of the Slave controllers is replaced and the switch is managed. The most important feature of multiple controller topology is its high reliability which the malfunction of one of the controllers does not affect the operation of the entire network or switch.

As shown in Figure 3, two QoS controllers simultaneously manage both the aggregation and border switches. Simultaneous managing of the multiple controllers is used when a large volume of traffic is sent to the switch or one of the controllers is disrupted. In this situation, both switches are managed by the other controller and it prevents the whole network from malfunctioning.

2.3 1Q2L topology

To increase the quality of service to more clients, as well as to increase the reliability of the entire network, 2Q1L topology is proposed including QoS controllers and two learning
controllers (Figure 4). This topology employs two separate learning controllers to control and manage the client switch. If the number of clients increases and new requests arrive, the second controller will be active to manage the flows and help the first controller. In addition, in the case of a malfunction in one of the learning controllers, the performance of the entire topology is not impaired and the reliability will improve.

2.4 2Q2L topology

According to the features proposed in 2Q1L and 1Q2L topologies, a new combination topology called 2Q2L is proposed which includes two QoS controllers and two learning controllers (Figure 5). It is expected that separate management of border and aggregation switches; and management of client switch by two learning controllers provides better performance in comparison to every topology of 2Q1L and 1Q2L.

Figure 2: 2Q1L topology
Figure 3: Multiple controller topology

Figure 4: 1Q2L topology
3. Simulation and Evaluation

In this section, we propose two metrics for load balancing evaluation of topologies in Section 2. Then, we will perform simulation in several scenarios and evaluate the topologies based on the proposed metrics. Suppose $S_1$ and $S_2$ are the traffic load sending from the border switch to Server 1 and Server 2, respectively, the load difference between two servers can be defined as the following:

$$\Delta S_{12} = |S_1 - S_2|$$  \hspace{1cm} (1)

The smaller $\Delta S_{12}$, the better the load balancing is achieved, i.e. $\Delta S_{12} = 0$ indicates full load balancing. However, $\Delta S_{12}$ does not indicate accurately the whole incoming traffic to the border switch. For this purpose, the $\beta_{12}$ metric is defined which is obtained by dividing the traffic load difference between the two servers by throughput of the border switch ($S_1 + S_2$).

$$\beta_{12} = \frac{|S_1 - S_2|}{S_1 + S_2}$$  \hspace{1cm} (2)

In this paper, we use the ns-3 network simulator as a tool for simulation of the proposed topologies discussed in Section 2. The ns-3 is a discrete, free and open-source event-based simulator which has a module called OFSwitch13 for supporting OpenFlow 1.3.

To evaluate the proposed topologies of section 2, we set up several scenarios by changing parameters such as the numbers of flow tables, switch CPU capacity, and the number of clients. Table I indicates the setting parameters. The Per-flow meters in OpenFlow 1.3 provides rate limiting which leads to packet classification, QoS policing, and QoS operation. The aggregation link provides the combination of multiple network connections using the group table to increase the overall throughput. The results are an average of 10 runs in 100 Seconds of simulation time. The packet size is 1400 bytes and the link bandwidth is 100 Mbps for all links except two links between aggregation and border switches which is 10 Mbps.

To create a uniform distribution and to prevent simultaneous traffic and high packet loss, a random time between 0 and 1 is assigned to each client to start sending data to the network and it is continued until the end of simulation time. Moreover, to create a saturation scenario, the number of packets sent by clients is unlimited and their packet rate is 512 Pkt/s.

| Table I. Simulation parameters |
| Parameters                  | Value                              |
|-----------------------------|------------------------------------|
| PerFlow Meters              | True and False                     |
| Link aggregation            | True                               |
| Number of servers           | 2                                  |
| Time simulation             | 100 Seconds                        |
| Maximum Transmission Unit   | 1400 Bytes                         |
| Client Packet rate          | 512 Pkt/s                          |
| T1=T2=T4                    | 100 Mbps                           |
| T3                           | 10 Mbps                            |

### A. $\Delta S_{12}$ Measurement and CDF

In the first simulation scenario, all topologies are simulated for 20 clients and other variables are as the default of OFSwitch13 (CPU capacity = 100 Gbps and the number of flow tables=216). Figure 6.a indicates $\Delta S_{12}$ during the simulation time. The simulation results demonstrate that better performance in terms of load balancing when compared to Chaves topology. However, the variation of $\Delta S_{12}$ value during the simulation time does not permit to have a proper comparison. Therefore, a Cumulative Distribution Function (CDF) of $\Delta S_{12}$ value for all topologies is computed to compare all topologies (Figure 6.b). The simulation results in Figure 6.b indicate that the 2Q1L topology provides the best load balancing. As expected, management separation of the border switch from the aggregation switch in the 2Q1L topology leads to the best performance of the load balancing.
The $\Delta S_{12}$ value for Number of Clients=20, CPU capacity = 100 Gbps and the number of flow tables=216.

**B. Flow tables variation**

In SDN, routing is performed using the flow tables in the switch and matching operations. When a flow arrives at the OpenFlow switch, the header of the packets is first compared to flow table entry. If it is matched, the flow is routed by the switch and the flow is forwarded to the destination. Otherwise, a mismatch occurs and the flow is forwarded to the controller for routing. The problem arises when the number of flow tables is not enough and the switch is constantly forced to send a request to the controller for routing leading to overload on the controller.

The OpenFlow switch tables are usually in the category of expensive ternary content-addressable memory (TCAM), which achieves a single-clock-cycle search time. The capacity of the flow table is limited due to power, cost, and chip size constraints. Therefore, maintaining the flow table size at a reasonable level is especially important to prevent table overflow and maintain switch performance. To evaluate the impact of the flow table’s variation on the network performance, different topologies are simulated with a different number of flow tables. The number of flow tables varies from 15 to 80, while the number of clients is 60 and the switches CPU capacity is 100 Gbps.

Figure 7 indicates a descending trend of $\beta$ value for different flow tables. Small number of flow tables (<65) lead to a high value of $\beta$ and load unbalancing. As the number of flow tables increases (>65), the trend has declined to indicate the achievement of load balancing. However, this trend stops and $\beta$ reaches a constant value when the number of flow changes between 70 to 80. Thus, more number of flow tables (>70) cannot provide better load balancing. This value can be defined as a threshold value of flow tables ($NFT_{th}$) providing the best load balancing. As expected, the 2Q2L topology provides the best load balancing specially after 70 flow tables. This improvement is achieved due to the combined features of two other topologies (e.g. 1Q2L and 2Q1L).
Figure 7: β (in Logarithmic scale) for different number of flow tables, 60 clients and switches CPU capacity = 100 Gbps

C. CPU capacity variation

The switches with high CPU processing capacity have a positive effect on network performance. However, their high cost is a limitation. Therefore, it seems necessary to select a switch with a suitable CPU processing capacity. In this section, we evaluate the load balancing of different proposed topologies when CPU processing capacity varies. In this scenario, the number of flow tables and the number of clients are 216 and 50, respectively. The Switch CPU capacity varies between 1 and 17 Mbps. As shown in Figure 8, β value decreases as the processing capacity of the switches increases. When the processing capacity reaches 16 Mbps, the reduction rate stops and β reaches a constant value. The simulation results indicate that increasing the CPU processing capacity more than a threshold value (here is 16 Mbps) does not affect the β value and thus the load balancing. Therefore, the selection of switches with proper CPU processing capacity can provide the required network performance in terms of load balancing at a reasonable cost. According to the results obtained from Figure 7, the 2Q1L topology performs better than other topologies when the CPU capacity changes.

To perform an accurate analysis of the 2Q1L topology, we set up two more simulations. The first one is the β value for variation of CPU capacity and network size (Figure 9). For small network size (Clients=20), satisfying load balancing is achieved with low CPU capacity (4 Mbps). As the larger network size, the required CPU capacity increases (16 Mbps for 50 clients). In the second simulation, the throughput of the border switch (S=S₁+S₂) is measured with a variation of CPU capacity and network size (Figure 9). The simulation results of Figure 10 demonstrates that saturation throughput depends on two variables: CPU capacity and network size. The required CPU capacity providing the saturation throughput is directly proportional to the network size. The coefficient of this relation
is almost 0.105. Thus, the saturation throughput \((S_S)\) can be obtained as follows:

\[
S_S = 0.21 N_C
\]

Where \(N_C\) denotes the number of clients. Moreover, the threshold of CPU capacity \((CC_{Thr})\) leading to the saturation throughput can be obtained as follows:

\[
CC_{Thr} = 1 + 0.3 N_C
\]

Figure 8: \(\beta\) (in Logarithmic scale) with CPU capacity variation, 50 Clients and number of flow tables=216
Figure 9: $\beta$ (in Logarithmic scale) in the 2Q1L topology versus CPU capacity variation and network size variation when number of flow tables=216

Figure 10: Throughput of the 2Q1L topology versus CPU capacity variation and network size variation when number of flow tables=216
4. Conclusions

Software-Defined Networking (SDN) improves traffic distribution and Quality of Service (QoS) in large scale networks. However, load balancing is one of the main challenges associated with efficient resource management and utilization. In this paper, four topologies have been proposed: 2Q1L, Multiple, 1Q2L, and 2Q2L. The proposed topologies are simulated using the OFSwitch13 module of the ns-3 network simulator in different scenarios. All proposed topologies outperform the Chavez topology [21] in terms of load balancing. However, 2Q1L topology presents the best performance in different simulation scenarios. Moreover, the simulation results determine the threshold values of effective parameters leading to the best load balancing on the servers. These variables are the number of flow tables and switch CPU processing capacity. Therefore, the proper selection of the effective parameters can provide satisfying performance with the minimum cost.

As the future research lines, other aspects of SDN challenges with a combination of the load balancing can pose a multi-objective optimization problem. These aspects can be throughput improvement, energy efficiency, and QoS provisioning.
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