Data-driven discretization: a method for systematic coarse graining of partial differential equations
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Many problems in theoretical physics are centered on representing the behavior of a physical theory at long wave lengths and slow frequencies by integrating out degrees of freedom which change rapidly in time and space. This is typically done by writing effective long-wavelength governing equations which take into account the small scale physics, a procedure which is very difficult to perform analytically, and sometimes even phenomenologically. Here we introduce data driven discretization, a method for automatically learning effective long-wavelength dynamics from actual solutions to the known underlying equations. We use a neural network to learn a discretization for the true spatial derivatives of partial differential equations. We demonstrate that this approach is remarkably accurate, allowing us to integrate in time a collection of nonlinear equations in one spatial dimension at resolutions 4-8x coarser than is possible with standard finite difference methods.

The solutions of nonlinear partial differential equations can have enormous complexity, with nontrivial structure over a large range of length and timescales. Developing effective theories that integrate out behavior on short length scales and timescales is the goal of many successful physical theories. As examples, geometric optics is an effective theory of Maxwell equations at scales much longer than the light’s wavelength and times much slower than its period [1]; Density Functional Theory models the full many-body quantum wavefunction using a much lower dimensional object – the electron density field [2]; and the effective diffusivity and viscosity of a turbulent fluid flow parameterize the effect of small scale features on large scale behavior [3]. These models derive the coarse-grained dynamics by more or less systematic integration of the underlying governing equations (by using, respectively, Migdal-Kadanoff technique, WKB theory, Local Density Approximation and a closure relation for the Reynold stress). The gains from such a systematic coarse graining are, of course, enormous. Conceptually, it allows a deep understanding of emergent phenomena that would otherwise be masked by irrelevant details, and practically, it allows computation of vastly larger systems for much longer times.

The procedure of averaging out unresolved degrees of freedom invariably consists of replacing them by an effective terms or parameters that mimic their typical behavior. In other words, one seeks to identify the salient features of the dynamics at short-and-fast scales and to replace the detailed dynamics by terms that have a similar average effect on the long-and-slow scales. Deriving reliable effective equations is often challenging, especially for practical problems which are typically inhomogeneous [4].

In this work we introduce data-driven discretization, an automated approach for performing this crucial coarse graining step. Our basic idea derives from recent advances in machine-learning algorithms, which have become extraordinarily efficient at identifying recurrent patterns in data and producing generative models for these patterns. We use these techniques to produce discretizations for nonlinear partial differential equations (PDEs) that effectively coarse grain over smaller scales. This approach is qualitatively different from coarse graining techniques that are currently in use. Instead of analyzing the equations of motion to derive the effective behavior of the fast and short scales, we directly learn from high resolution solutions to these equations.

Several related approaches for computationally extracting effective dynamics have been used in the past. Kevrekidis and collaborators introduced equation-free modeling as a method that “bypasses the derivation of macroscopic evolution equations when these equations conceptually exist but are not available in closed form” [5]. This is achieved by choosing proper initial conditions for the fine-scale variables based on the coarse-scale ones and evaluating the derivative of the latter based on integrating the former. This method has similar spirit to our approach, but it does not learn the fine-scale dynamics and use the memorized statistics in subsequent times to reduce the computational load. Dynamic Mode Decomposition [6, 7] finds the optimal linear operator that approximates observed non-linear dynamics, thereby extracting a slow dynamic manifold. But these modes are situation dependent, and does not lead to a robust coarse graining. Schmidt and Lipson [8] and Brunton et al. [9] have developed ways to learn governing equations from dynamics, but only if these equations are assumed to be drawn from some predefined dictionary.

More recently, a number of works have applied modern machine learning techniques to the study of partial differential equations. These works have focused either on speed [10–13] or recovering unknown dynamics [9, 14]. Models focused on speed often replace the slowest com-
ponent of a physical model with machine learning, e.g., the solution of Poisson’s equation in incompressible fluid simulations [11] or sub-grid cloud models in climate simulations [12]. Another approach is to build reduced order models that approximate dynamics in a lower dimensional space [10, 15, 16]. These approaches are appealing for control, but the learned models may have limited generalization beyond the boundary conditions for which they were trained. Alternatively, models could be used to add high-resolution detail on top of low-accuracy simulations after the fact [13]. An important development is the ability to guarantee that some physical constraints are satisfied exactly by plugging learned components into a fixed equation of motion. For example, valid fluid dynamics can be guaranteed by learning either velocity fields directly [14] or a vector potential for velocity in the case of incompressible dynamics [10].

Most closely related to this work, it has recently been shown that neural networks can be used to calculate closure conditions for coarse grained turbulent flow models [17, 18]. However, these models rely on existing coarse-grained schemes specific to turbulent flows (Reynolds Averaged Navier Stokes, Large Eddy Simulation) and do not discretize the equations directly.

DATA DRIVEN SUB-GRIDSCALE MODELING OF PDES

Consider a generic PDE, describing the evolution of a continuous field \( v(x, t) \)

\[
\frac{\partial^n v}{\partial t^n} = F(t, x, v, \frac{\partial v}{\partial x_1}, \frac{\partial v}{\partial x_1 \partial x_j}, \ldots) .
\]  

(1)

Most PDEs in the exact sciences can be cast in this form, including equations that describe hydrodynamics, electrodynamics, chemical kinetics and elasticity. A common algorithm for numerically solving such equations is the method of lines [19]: the field \( v \) is represented by its values, \( v_1(t) \cdots v_N(t) \) at a discrete set of node points \( x_1, \cdots x_N \). The time evolution of \( v_i \) can be computed directly from Eq. (1) by approximating the spatial derivatives at the node points. There are various methods for creating this approximation – finite difference, Galerkin projection, spectral differentiation, etc. – all yielding formula resembling

\[
\frac{\partial^n v}{\partial x^n} \approx \sum_i \alpha_i^{(n)} v_i ,
\]  

(2)

where the \( \alpha_i^{(n)} \) are precomputed coefficients. For example, the one dimensional (1D) finite difference approximation for \( \frac{\partial v}{\partial x} \) to first-order accuracy is

\[
\frac{\partial v}{\partial x} \bigg|_{x=x_i} \approx \frac{v_{i+1} - v_i}{\Delta x} + O(\Delta x)
\]  

(3)

where \( \Delta x = x_i - x_{i-1} \) is the spatial resolution. While sophisticated methods of alternating between different finite-difference schemes according to local rules also exist [20, 21], standard finite-difference schemes use one set of pre-computed coefficients for all points in space. This discretization transforms Equation 1 into a set of coupled ordinary differential equations (ODEs) of the form

\[
\frac{\partial^n v_i}{\partial t^n} = F(t, x, v_1, \cdots, v_N) ,
\]  

(4)

that can be numerically integrated using standard techniques. The accuracy of the solution to Eq. (4) depends on \( \Delta x \), converging to a solution of Eq. (2) as \( \Delta x \to 0 \). Qualitatively, accuracy requires that \( \Delta x \) is smaller than the spatial scale of the smallest feature of the field \( v(x, t) \).

However, the scale of the smallest features is often orders of magnitude smaller than the system size. For problems in three spatial dimensions, the required number of points increases like the cube of the spatial resolution. Resolving the solution becomes computationally infeasible, and indeed a primary driver of high performance computing has been the ever increasing need to accurately resolve smaller scale features in partial differential equations. Even with petascale computational resources, the largest direct numerical simulation of a turbulent fluid flow ever performed has Reynolds number of order 1,000, using about 5 \( \times \) 10\(^{11} \) grid points [22–24]. Simulations (e.g., at higher Reynolds number) can only be done by replacing the physical equations with effective equations that model unresolved physics. These equations are then discretized and solved numerically using e.g., the method of lines. This overall procedure essentially modifies Eq. (2), by changing the weights \( \alpha_i \) to model unresolved physics, replacing the discrete equations in Eq. (4) with a different set of discrete equations.

The main idea of this paper is that the unresolved physics can instead be learned directly from the data. That is, instead of deriving an approximate coarse-grained continuum model and discretizing it, we suggest to directly learn the low-resolution discrete model that encapsulates the unresolved physics.

Intuitively, the space of solutions to a given equation live on a manifold that is much smaller than the space of all possible functions, as illustrated by the fact that even complicated PDEs generate patterns that repeat themselves again and again. If we only knew the solution manifold we could generate equation specific approximations for the spatial derivatives in Eq. (2), approximations that have the potential to hold even when the system is under resolved. In contrast to the standard numerical methods which use a single fixed set of coefficients at all points in space, the coefficients \( \alpha_i^{(n)} \) we obtain are now equation-dependent and data-dependent in the sense that different regions in space (i.e., inside and outside a shock) will use different coefficients. To discover these formulae, we use machine learning: we first generate a training set of high resolution data, and then learn the discrete approximations to the derivatives in Eq. (2) from this dataset. This produces a trade off in computational cost: we carry
out high resolution simulations on small systems to develop local approximations to the solution manifold of the PDE, and then use these approximations to solve the equations in much larger systems at significantly reduced spatial resolution.

**BURGERS’ EQUATION**

For concreteness, we demonstrate this approach with a specific example in one spatial dimension. Burgers’ equation is a simple nonlinear equation which models shock formation:

\[
\frac{\partial v}{\partial t} = -v \frac{\partial v}{\partial x} + \eta \frac{\partial^2 v}{\partial x^2} + f(x, t),
\]

(5)

where \( \eta > 0 \) is the viscosity and \( f(x, t) \) is an external forcing term. For generic initial conditions, solutions of Burgers’ equation spontaneously develop sharp shocks, with specific relationships between the shock height, width and velocity that define the solution manifold of the equation.

With this in mind, consider a typical segment of the solution (Fig. 1). We would like to compute the time derivative of the field given a discrete set of \( n \) points around \( x_0 \) (orange points in Fig. 1). Standard finite difference formulas predict this time derivative by approximating \( v \) as a polynomial of degree \( n-1 \), passing through the given \( n \) points (green curves in Fig. 1). But solutions to Burger’s equations are not just any polynomials, they are shocks with characteristic properties. By using this information, we can derive a more accurate, albeit equation specific, formula for the spatial derivatives.

To demonstrate this explicitly, we ran many simulations of Eq. (5) and used the resulting data to train a regressor. Fig. 1 shows the result of Support Vector Regression (SVR) trained on 30,000 line segments (details in methods/SI). The figure shows four example segments; within each segment we use the values of the function at five equally spaced node points (colored orange) to approximate the spatial derivatives. The regression (SVR) is far superior to the polynomial approximation, able to parameterize the solution manifold with sparsely sampled points. This clearly demonstrates that, given enough training data, the spatial resolution needed in order to parameterize the solution manifold can be greatly reduced if one uses equation-specific approximation rather than agnostic schemes like finite differences.

The natural question to ask next is whether we can now use this parameterization to integrate equations in time. This presents two major additional challenges: numerical stability and generalizability. Numerical stability is a shared concern with classical numerical methods: small but consistent errors (bias) can accumulate in time due to inexact approximations. Generalizability is a related but distinct concern: our models should still give accurate results even when presented with examples very unlike anything they saw as part of model training. Accordingly, we decided to pursue an approach based on multi-layer neural networks, because of their flexibility, including their scalability to large datasets and the ability to impose physical constraints and interpretability through choice of model architecture.

The high-level aspects of the network’s design, which we believe are of general interest, are described below. Additional technical details are available in the Methods Section and the complete source code is freely available online [25].

**General structure** The model is a fully-convolutional neural network [26]. We use the exact same architecture (three layers, each with 32 filters of size five, ReLU non-linearity) for coarse-graining all equations discussed in this work.

**Conservative constraint** Like many PDEs of fluid dynamics, Burgers’ equation can be written explicitly in the form of a continuity equation, i.e., the temporal derivative is given as a divergence of a flux \( J \):

\[
\frac{\partial v}{\partial t} = \frac{\partial}{\partial x} J(v) + f(x, t), \quad J \equiv -\frac{v^2}{2} + \eta \frac{\partial v}{\partial x}
\]

(6)

We found that a major increase in stability is obtained when the prediction is done in a three-step process: first, the network predicts the value of the spatial derivatives on a staggered grid, i.e., between grid points. Then, these derivatives are used to calculate the flux \( J \), still on the staggered grid. Third, the temporal derivative on the
original grid is obtained by differentiating \( J \) using the standard finite-difference formula Eq. (3).

This formulation, in the style of a Finite Volume Method [27], ensures the coarse-grained solution satisfies the conservation law defined by the continuity equation. It results in significantly more stable behavior when integrating over time.

**Pseudo-linear representation** The manner with which the network attempts to predict the spatial derivatives is a generalized finite-difference formula of type of Eq. (2). That is, the output of the network is a list of coefficients \( \alpha_1, \ldots, \alpha_N \) such that the \( \ell \)-th derivative is given by

\[
\frac{\partial^\ell v}{\partial x^\ell} \bigg|_{x=x_0} = \sum_{i=1}^{N} \alpha_i v(x_i)
\]

where the \( x_i \) are \( N \) neighboring points. This means that our model is a “pseudo-linear” filter with spatial translation symmetry, a consequence of the convolutional architecture. This structure, reminiscent of the architecture used by Romano et al. [28], allows us to guarantee arbitrary polynomial accuracy, i.e., imposing that approximation errors decay as \( O(\Delta x^m) \) for some power \( m \leq N - \ell \), by layering a fixed affine transformation (see appendix).

We found the best results with only imposing linear accuracy (i.e., \( m = 1 \)) with a 6-point stencil, which we used for all results shown in this paper. Lastly, the pseudo-linear form is interpretable by construction, as the stencil can be expanded in a Taylor series.

Example coefficients predicted from our trained model are shown in Fig. 2. It is seen that predicted coefficients vary widely within the solution, especially in the vicinity of the shock. In flat regions the coefficients resemble the baseline centered scheme with large kernels, while in the vicinity of the shock they resemble one-sided or short-kernel schemes (Fig. 2 inset). This is in contrast to standard finite-difference schemes which use a single fixed set of coefficients for all points in space.

a. **Coarse-graining** Ultimately, the goal of the network is to reproduce the “true” high resolution dynamics on a coarse grid. There are two natural ways to understand this goal: the result of the calculation on a coarse grid point can correspond either to the pointwise value of the field in that point (coarse-graining by sub-sampling) or to its mean (coarse-graining by averaging). In this work we take the latter definition. That is, when we refer to the “true” value of the field on a coarse-grid point, we mean the spatial average of the high-resolution field over a coarse grid cell. We also succeeded in coarse-graining by sub-sampling, but to a lesser extent because subsampled dynamics can violate the continuity assumption of Eq. (6). These results are not reported here for brevity.

b. **Choice of loss.** In machine-learning jargon, the “loss” of a neural net is the objective function which is minimized during training and is supposed to quantify how well the network is performing the given task. There is some freedom in this quantification. Rather than measuring performance by the prediction accuracy of the spatial derivatives directly, we chose to train our model to maximize the estimation accuracy of the resulting time derivative. This allows the minimization process to misrepresent some features of the spatial derivatives, as long as these errors do not manifest themselves in the final temporal derivative. In addition, we incorporated a relative error term in the loss to ensure that our estimates of the temporal derivatives strictly dominate finite differences estimates, rather than focusing on reducing the error for the cases with the highest discrepancy.

**RESULTS**

To assess the accuracy of the time integration from our coarse grained model, we computed “exact” solutions to Eq. (5) for different realizations of random forcing at high enough resolution such that the solution is fully converged. Then, for the same realization of the forcing we solved the equation at lower resolution. We compare two different schemes: in the first, the spatial derivatives are given by standard finite difference formulas. This simply means that we solve the equation at a lower, possibly underresolved, resolution; in the second method derivatives are estimated by the neural network. Define the gain in spatial resolution, the resample factor, as the ratio between the number of grid points in the low resolution
FIG. 3. Integration results for Burgers’ equation. (a) A particular realization of the solution at varying resolution solved by the baseline finite volume method (top row) and the neural network (bottom row). The neural net method manifestly outperforms the baseline method. (b) Mean Absolute Error (MAE) averaged over many forcing realizations for the 32x resampled simulations, as a function of time. The error saturates at approximately $t = 3$. (c) MAE averaged over many forcing realizations and over time, as a function of resampling factor. Note that the MAE is normalized such that the a prediction of all zeros corresponds to MAE of unity (see Methods for details).

To demonstrate the robustness of this method, we repeated the procedure for two other canonical PDEs in mathematical physics: The Kuramoto-Sivashinsky (KS) equation, which models flame fronts and is a textbook example of a classically chaotic PDE [29]; and the Korteweg-de Vries (KdV) equation [30], first derived to model solitary waves on a river bore and also a canonical one dimensional PDE known for being completely integrable and to feature soliton solutions:

\[
\text{KS: } \frac{\partial v}{\partial t} + \frac{\partial^4 v}{\partial x^4} + \frac{\partial^2 v}{\partial x^2} + \frac{1}{2} \left( \frac{\partial v}{\partial x} \right)^2 = 0
\]  
\[
\text{KdV: } \frac{\partial v}{\partial t} + \frac{\partial^3 v}{\partial x^3} - 6v \frac{\partial v}{\partial x} = 0.
\]

For each of the equations we repeated the training procedure outlined above: First, high resolution simulations were run at a spatial resolution small enough to achieve mesh convergence. The collected data was used to train equation-specific estimators of the spatial derivative based on a coarse grid. Finally, the trained network was used to integrate the equation in time. Note that for these equations, being essentially non-dissipative, we do not include a forcing term. The solution manifold is explored by changing the initial conditions, which are taken to be a superposition of long-wavelength sinusoidal functions with random amplitudes and phases.

In order to assess the accuracy of the integrated solution, for each realization of the initial condition we define the “valid simulation time” as the first time that the low-resolution integrated solution deviates from the true high-resolution solution by more than a given threshold. We found it was more informative to compare this across very different equations than absolute error. In Fig. 4 we plot the median valid simulation time as a function of the resample factor. For all equations, at low resample factor the neural net performs as well as the baseline, since the resolution is fine enough to have mesh convergence and the baseline solution is essentially exact. At higher resample factors the finite-difference scheme deviates more rapidly from the true solution than the neural network, demonstrating a considerable improvement of the neural net scheme over the baseline finite-difference method. Finally, at large enough resample factors the neural network approximations also fail to reproduce the

\footnote{Physically, the natural measure of the spatial resolution is with respect to the internal length-scale of the equation which in the case of Burgers’ equation is the typical shock width. However, since this analysis is meant to be applicable also to situations where the internal lengthscale is a-priori unknown, we compare here the to the lengthscale at which mesh convergence is obtained.}
Neural net.

Baseline (finite volume) versus neural network simulation results for each of our test equations. Each plot shows the time for which an integrated solution remains “valid” for each model, defined by the absolute error on at least 80% of grid points being less than the 20th percentile of the absolute error from predicting all zeros. These thresholds were chosen so that “valid” corresponds to relatively generous definition of an approximately correct solution. Error bars show the 95% confidence interval for the median across 100 simulations for each equation, determined by bootstrap resampling. Note that the simulations of Burgers’ equation were run out to a maximum of time of 100. The “exact” solutions for KdV and KS were computed with a spectral method, which explains why they do not exactly match the baseline at 1x resolution.

DISCUSSION AND CONCLUSION

It has long been remarked that even simple nonlinear partial differential equations can generate solutions of great complexity. But even very complex, possibly chaotic, solutions are not just arbitrary functions, they are highly constrained by the equations that they solve. Nonlinear PDEs have local features that interact over time in a complicated fashion. It has been common to identify these features and describe their interaction with dynamical rules that have been well studied over the past fifty years. Examples include, among many others, interactions of shocks in complex media, interactions of solitons [30], or the turbulent energy cascade [31].

Machine learning offers a different approach for modeling these phenomena, learning both the features and their interactions from experience. In this paper we propose a simple algorithm for achieving this, motivated by coarse graining in physical systems. There, it is often the case that coarse graining a PDE amounts to modifying the weights in a discretized numerical scheme. Instead, we use known solutions to learn these weights directly, generating data driven discretizations. This effectively parameterizes the solution manifold of the partial differential equation, allowing the equation to be solved at high accuracy with an unprecedented low resolution.

Faced with this success, it is tempting to ask whether it is possible to leverage the understanding that the neural network has developed – encoded in the learned convolutional filters – to gain new insights about the equation or its coarse-grained representation. For example, could we extract from the trained weights some properties of the shocks, like the typical relations between their height and width? Despite numerous attempts, we were not successful in doing so. It is not easy to directly explore relations between abstract notions such as “shock” or “length scale” since the network internally represents, at least in the shallowest layer, only pointwise values of the field. Indeed, extracting meaningful insights from trained networks is a difficult problem in general, under intensive current research [32–34].

Lastly, while the results presented above are promising, several challenges need to be resolved before data-driven discretization can be deployed at large scales. The first challenge is speed. In this work we used neural networks, due to their flexibility. However, this means that when integrating the equation at each time step many more convolution operations are required than the single convolution required to implement finite differences, e.g., $32^2 = 1024$ convolutions with a five point stencil between our second and third convolutional layers. While this work directly proves the possibility of efficient discretization, we do not believe that our specific implementation is optimal. Indeed, recent work on a closely related problem – inferring sub-pixel resolution data form natural images – has implemented pseudo-linear filters directly, without a convolutional net, enabling much faster inference [28]. The basic idea behind their algorithm is to divide the input image into local patches, classify the patches according to some property (in their work this is the curvature), and learn a linear filter for each class by standard least-squared method. This reduces inference to calculating the local curvature and applying a curvature-specific linear filter. In the future we plan to explore a similar implementation of data-driven discretization, that would allow deployment of this method in large scale simulations. In addition to speed, it is expected to yield a computational architecture which would make it easier to extract physical insights from the trained filters.

The second challenge is dimensionality. Here we have showcased the method for discretizing space in one dimension, but most problems in the real world are of a higher dimension. We expect larger potential gains in two and three dimensions, as the computational gain in terms of the number of grid points would scale like the square or the cube of the resample factor. Indeed, there is every reason to believe that a similar approach would be able to describe patterns higher dimensions, be it hurricanes over the ocean, plumes in chemical reactions or turbulent convection.

A final challenge is handling irregular and adaptive grids, as often used with finite element methods. Adaptive grids are in some ways the most similar in spirit of standard numerical methods to data-driven discretiza-
tion. Similar to what we found here, we expect that hand-tuned heuristics for both gridding and grid coefficients could be improved upon by systematic machine learning. We note that deep learning methods have been developed both for handling the structure of arbitrary graphs [35] and collections of points in 3D space [36].

When these problems are solved, data driven discretizations will offer a possible route towards efficiently solving problems never before accessible with current computational power.

METHODS

e. Neural network details Complete source code, allowing production of a training dataset, training the network on it, and deployment of the resulting coarse-grained equation is freely available online [25]. Our model was implemented using the TensorFlow library [37]. In the calculations presented here, the model had three fully convolutional layers, each with 32 filters of a fixed kernel of size five and with a ReLU nonlinearity between each layer. The code allows to easily tune these hyper parameters.

We trained our models using the Adam optimizer for 40,000 steps total, half with a learning rate of $1\times 10^{-3}$ and half with $1 \times 10^{-4}$. We used a batch size of 128 times the resampling factor. Each of our models trained to completion in less than an hour on a single Nvidia P100 GPU.

For our loss, we use a linear combination of exact and relative squared error at each point,

$$
\alpha(y - \hat{y})^2 + \beta \frac{(y - \hat{y})^2}{(y - \hat{y})^2 + \gamma} \tag{10}
$$

where $y$ denotes the true value of a partial derivative (e.g., $\partial v/\partial t$ or $\partial v/\partial x$) from a high resolution simulation (spatially averaged over a grid cell), $\hat{y}$ denotes the neural network estimate, $\gamma$ denotes the baseline solution from first-order finite-differences, and $\alpha$, $\beta$ and $\gamma$ are model hyper-parameters. In this work, we set $\gamma$ to the 10th percentile of $(y - \hat{y})^2$, and adjusted $\alpha$ and $\beta$ so that a prediction of all zeros would correspond to an exact and relative squared error of 1/2 each. To calculate the overall loss, we combined losses for both time derivative $\partial v/\partial t$ and all relevant spatial derivatives (e.g., $\partial v/\partial x$), given the time derivative a weight of 0.99 and all space derivatives a weight of 0.01.

d. Training data To train the network we generate a set of 8000 high-resolution solutions to each equation. All equations discussed here employed periodic boundary conditions. Burgers’ equation [Eq. (5)] was solved over the range $x \in [0, 2\pi]$ with $\eta = 0.04$; KdV and KS were solved over the ranges $x \in [0, 32]$ and $x \in [0, 64]$, respectively. The forcing in Burgers’ equation is a sum of time-varying sinusoidal waves at large wavelength with random amplitude and phase. For KS and KdV there is no forcing and diverse solutions are obtained using different initial conditions which are, again, a sum of random long-wavelength sinusoidal functions. To obtain high accuracy “exact” solutions, we used first-order Finite Volumes for Burgers’ equation (due to its characteristic shocks) and a spectral method for KdV and KS.
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APPENDIX I: POLYNOMIAL ACCURACY
CONSTRAINTS

Our method represents the spatial derivative at a point $x_0$ as a linear combination of the function values at $N$ neighbors of $x_0$. That is, for a given derivative order $\ell$, we write

\[
\left. \frac{\partial^\ell f}{\partial x^\ell} \right|_{x=x_0} = \sum_{n=1}^{N} \alpha_n f(x_0 + h_n) \tag{S-1}
\]

where $h_n$ is the offset of the $n$-th neighbor on the coarse grid. Note that in the main text we only deal with uniformly spaced meshes, $h_n = n \Delta x$, but this formalism holds for an arbitrary mesh. A crucial advantage of this writing is that we can enforce arbitrary polynomial accuracy up to degree $m$, as long as $m \leq N - \ell$, by imposing an affine constraint on the $\alpha$’s. That is, we can ensure that the error in approximating $f^{(\ell)}$ will be of order $h_m^\ell$ for some $m \leq N - \ell$.

To see this, note that the standard formula for deriving the finite difference coefficients for the $\ell$-th derivative with an $N$-point stencil is obtained by solving the linear set of equations [38]:

\[
\begin{pmatrix}
  h_1^0 & \cdots & h_N^0 \\
  \vdots & \ddots & \vdots \\
  h_1^{N-1} & \cdots & h_N^{N-1}
\end{pmatrix}
\begin{pmatrix}
  \alpha_1 \\
  \vdots \\
  \alpha_N
\end{pmatrix} =
\ell!
\begin{pmatrix}
  \delta_0,\ell \\
  \vdots \\
  \delta_{N-1,\ell}
\end{pmatrix}
\tag{S-2}
\]

where $\delta_{i,j}$ is the Kronecker delta. These equations are obtained by expanding Eq. (S-1) in a Taylor series up to order $m - 1$ in the vicinity of $x_0$ and requiring equality of order $O(h^m)$ for arbitrary functions. Each row in the set of equations corresponds to demanding that a term of order $h^k$ will vanish, for $k = 0, 1, \ldots, N-1$. The resulting formula is approximate to polynomial order $N - \ell$ [38] and the system of equation is fully determined, that is, a unique solution exists, which is obtained by inverting the matrix.

Imposing a lower order approximation amounts to removing the bottom rows from the equation Eq. (S-2). Specifically, imposing accuracy of order $m$ amounts to keeping the first $m - N + \ell$ rows, which makes the system under-determined. Therefore, any solution for $\alpha$ can be written as a sum of an arbitrary fixed solution (say, the standard-finite difference formula of order $m$) plus a vector $\tilde{\alpha}$ from the null-space of the matrix of Eq. (S-2) (with removed rows).

APPENDIX II: SUPPORT VECTOR REGRESSION

The regression presented in Fig. 1 of the main text was obtained in the following way: First, training data was generated by running 100 high resolution simulations of Burgers’ Equation and sampling them at regular intervals. Then, each sampled snapshot was cut into non-overlapping segments of length $5 \times \text{resample factor}$, which for the case of Fig. 1 was 5. From the complete dataset, 30,000 segments were randomly chosen for training, with probability proportional to the average curvature of a segment, thus giving more weight to shocks than to flat regions. The examples shown in Fig. 1 were not in the training set. On this training set the regression problem is defined by predicting the high-resolution field (vector of length 25) from the low resolution subsampled field (vector of length 5). This regression problem was solved using the NuSVR function from the open-source package scikit-learn [39], with parameters $\nu = 4 \times 10^{-3}$ and $C = 10$.

APPENDIX III: RESULTS FOR KDV AND KS EQUATIONS

Similar to panel (a) of Fig. 2 in the main text, we show in Figures S1 and S2 one particular realization of solutions to the KdV and KS Equations, respectively. The figures show how the same initial condition is solved at different resample factors by the baseline finite-difference method and neural network, demonstrating that our method significantly outperforms the baseline.
FIG. S1. Particular realization of the solution for the Korteweg-de Vries (KdV) equation at varying resolution solved by the baseline finite volume method (top row) and the neural network (bottom row). Blank regions indicate where the solver has diverged.

FIG. S2. Same as S1, but for the Kuramoto-Shivashinsky (KS) equation.