Chaotic Compressive Spectrum Sensing Based on Chebyshev Map for Cognitive Radio Networks
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Abstract: Recently, the chaotic compressive sensing paradigm has been widely used in many areas, due to its ability to reduce data acquisition time with high security. For cognitive radio networks (CRNs), this mechanism aims at detecting the spectrum holes based on few measurements taken from the original sparse signal. To ensure a high performance of the acquisition and recovery process, the choice of a suitable sensing matrix and the appropriate recovery algorithm should be done carefully. In this paper, a new chaotic compressive spectrum sensing (CSS) solution is proposed for cooperative CRNs based on the Chebyshev sensing matrix and the Bayesian recovery via Laplace prior. The chaotic sensing matrix is used first to acquire and compress the high-dimensional signal, which can be an interesting topic to be published in symmetry journal, especially in the data-compression subsection. Moreover, this type of matrix provides reliable and secure spectrum detection as opposed to random sensing matrix, since any small change in the initial parameters generates a different sensing matrix. For the recovery process, unlike the convex and greedy algorithms, Bayesian models are fast, require less measurement, and deal with uncertainty. Numerical simulations prove that the proposed combination is highly efficient, since the Bayesian algorithm with the Chebyshev sensing matrix provides superior performances, with compressive measurements. Technically, this number can be reduced to 20% of the length and still provides a substantial performance.
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1. Introduction

The cognitive radio system has been proposed as a convenient solution to enhance the radio spectrum utilization and deal with spectrum scarcity issue in the next generation of wireless communications. It allows secondary/unlicensed users (SUs) to intelligently identify vacant primary communication channels, called spectrum holes, to use them for data transmission, without any interferences with primary/licensed users (PUs) [1,2]. In this respect, spectrum sensing is the main component in cognitive radio cycle since it is the process in which the measurements are performed. Due to several wireless transmission impairments, such as noise, multipath fading, and other varying environmental conditions, this process can be affected by the uncertainty in measurements, which decreases the cognitive radio performance [3]. To enhance the sensing results, SUs can cooperate with each other by exchanging sensing data, to get a relevant decision about the spectrum occupancy.

Cooperative spectrum sensing is conceived to improve the sensing performance and decision reliability by analyzing the current connections between different SUs monitoring the same spectrum. In the literature, cooperative sensing architecture can be divided into three main schemes: centralized [4], distributed [5], and external [6]. In the centralized scheme, SUs report their sensing information to a fusion center, which collects all sensing
results to make an appropriate decision on spectrum occupancy. On the contrary, in the distributed scheme, the spectrum sensing is performed independently by SUs without the fusion center intervening. While in the external structure, the sensing decision is taken by an external device, which applies technical limitations on the SUs through the sensing process.

The network functionalities based on the above methods can be disrupted when unauthorized users attempt to access the system. As a result, several challenges need to be addressed, including the authentication of SUs belonging to the same network, the confidentiality of the sensing information, the sensing measurements uncertainty, and sensing time. Therefore, the design of an efficient cooperative sensing network is dependent on three aspects: securing communication links between the different nodes and the fusion center of the network [7,8], dealing with uncertainty in measurements, and accelerating the spectrum sensing. To address these different concerns, many solutions using the compressive sensing technique, are proposed in the literature.

Compressive sensing was first proposed by Candès et al., as a new paradigm to achieve a signal-sampling rate under the traditional Shannon–Nyquist one [9]. This technique can successfully restore the original signal from just a few linear measurements. To sense wideband spectrum in CRNs, Tian and Giannakis introduced the theory of compressive spectrum sensing (CSS), which combines the compressive sensing technique with the spectrum sensing process [10]. Then, the concept of CSS was extended and implemented for cooperative CRNs by Tian [11]. Subsequently, several solutions have been proposed in this field from different perspectives based on three common processes: sub-Nyquist sampling, sparse recovery, and spectrum detection [12]. The first process aims at presenting the original signal in a suitable sparse basis, to be compressed then by the sensing matrix and reducing its dimension consequently. Next, the sparse signal is recovered from the few linear measurements taken in the first step. At last, the spectrum sensing process is performed based on different sensing techniques such as energy detection [13], Autocorrelation detection [14], matched filter detection [15], machine learning [16], wavelet detection [17], and blind spectrum detection [18].

For the sub-Nyquist sampling process, the design of the sensing matrix is the key of a successful compressive sensing solution. Random matrices [19] are the most widely used as sensing matrices due to their theoretical benefits as to universality and construction ease. Examples of these matrices include Gaussian, Bernoulli, Hadamard, and uniform matrices. Despite their advantages, hardware implementation of random matrices is costly and requires a large storage memory, which makes the use of this type of matrices impractical for some large-scale applications. To address these limitations, deterministic matrices [20] are developed as an alternative solution. These matrices achieve the same performance as random matrices but with less computational complexity, reduced memory usage and fast recovery. Examples of deterministic matrices include Toeplitz [21], Circulant [22], and Binary BCH. In this paper, we focus on other attractive types of sensing matrices for compressive sensing called chaotic sensing matrices. This category of matrices provides the advantages of both random and deterministic matrices. Chaotic system produces a pseudo-random matrix in a deterministic approach, which can improve the efficiency of the system. Another interesting benefit of chaotic sensing matrices is security, since joining the network by an external user requires knowledge of the initial conditions used for producing the sensing matrix; otherwise, the user can be rejected by the network and identified as a hacker. There are several maps to generate chaotic matrices, including the logistic map [23], quadratic map [24], Chebyshev map [25], tent map [26], and many other types.

For the sparse recovery process, several algorithms have been proposed to estimate a sparse signal with a lower number of compressed measurements. The aim of these algorithms is finding the sparsest solution of the underdetermined system presenting the acquisition operation. In the literature, the recovery algorithms are classified under three approaches: convex optimization [27], greedy [28], and Bayesian models [29]. The convex optimization algorithms rely on linear programming to solve the compressive sensing
recovery problems. Some examples of algorithms under this approach are basis pursuit (BP; also called $l_1$ minimization) and gradient descent. The greedy approach is an iterative method for estimating the sparse signal coefficients by looking for a local optimal at each iteration. Examples of greedy algorithms include matching pursuit, orthogonal matching pursuit (OMP), and subspace pursuit. Bayesian model is a statistical method that defines the input signal through probability distributions to deal with uncertainty in measurements, which makes it different from previous approaches that consider deterministic signal input. Examples of Bayesian recovery algorithms include Laplace priors, belief propagation, and relevance vector machine. However, convex algorithms are robust to noise but slower, uncertain, and difficult to implement for large-size applications. Greedy algorithms are fast but uncertain and require more measurements than convex algorithms. Bayesian models possess the benefits of both categories. They are fast, require less measurement, and deal with uncertainty.

Since chaotic sensing matrices were proposed to compressive sensing [30], various modifications and enhancements have been applied to improve this type of matrices. For instance, the authors in Reference [31] performed an experimental analysis to prove that the chaotic sensing matrices based on the two sequences Chua and Lorenz provide the same performance results as those using random sensing matrices. Moreover, Gan et al. presented a new chaotic construction based on Chebyshev sequence, which has a good sampling efficiency for sparse signals [25]. Few years later, a generalization of the previous method has been developed and published in Reference [32] for topologically conjugate chaotic systems. Most recently, the authors in Reference [33] used a chaining method to construct a novel sinusoidal chaotic sensing matrix with no transient time for compressive sensing. Furthermore, many structural chaotic sensing matrices have also been proposed for some particular applications of compressive sensing [34–36]. For Example, the authors in Reference [34] presented a Toeplitzed structurally chaotic matrix, using two steps. In the first step, they multiplied an orthonormal matrix with a chaotic-based Toeplitz matrix. In the second step, they subsampled the resultant matrix to obtain the structural one. In Reference [35], the authors generated an incoherence rotated chaotic matrix based on QR decomposition. They choose first an appropriate chaotic system and remove the first 1000 chaotic elements. Then, the first row of the sensing matrix is fixed and the remaining rows are generated by a circular way. In Reference [36], the authors developed an inversion operator, a chaotic-based circulant matrix, and a subsampling operator, to construct a new structural chaotic sensing matrix, based on the chaotic Chebyshev map.

Much progress has been achieved by using chaotic sensing matrices in real-world applications. For instance, Kamel et al. proposed a new technique to fill up a chaotic sensing matrix for CSS in CRNs [37]. The authors used different initial parameters for every column of the sensing matrix, to improve the randomness of the matrix and provide inherent security to the compressive sensing system. Examples of more applications of chaotic matrices are image encryption [38], body-to-body networks [39], network coding [40], and wireless sensor networks [41]. However, all the work already mentioned focuses mainly on the sub-sampling process of the compressive sensing technique. For the signal recovery process, they commonly use convex or greedy algorithms with more complexity and do not deal with uncertainty in measurements. Indeed, to our best knowledge, a few papers use chaotic sensing matrices in CRNs. Therefore, designing a comprehensive and efficient cognitive radio system that supports the improvement in the two main processes of compressive sensing is still a topic that deserves to be studied and which can be an attractive subject for computer science, theory, and methods of symmetry journals.

In this paper, we present a novel CSS solution for CRNs. The proposed technique is based on a robust combination that exploits the efficiency of Bayesian recovery via Laplace prior algorithm and the strengths of chaotic sensing matrix, using Chebyshev map. Compared to the existing techniques, our proposed model is a trade-off to improve the performance of CSS technique in CRNs by addressing three main challenges at once. The first one is dealing with the uncertainty issue in measurements by using Bayesian inference,
which is a powerful probabilistic method. This technique uses patterns inside prior data to predict future events. The second challenge is accelerating the spectrum sensing process by using the compressive sensing technique, which acquires a high-dimensional signal with a lower number of measurements and less processing time, as well. The third challenge is providing comprehensive security to the system by using Chebyshev sensing matrix, since any small change in the initial parameters generates a different sensing matrix. This means that it is very difficult for an external user to use the network without having prior information about the initial parameters used to generate the sensing matrix.

The main contributions of this work are summarized as follows:

- Review of the compressive sensing theory;
- Review of the cooperative spectrum sensing theory;
- Analysis of Chebyshev sensing matrix;
- Mathematical model of the Bayesian recovery;
- Performance Evaluation of the proposed technique based on different metrics;
- Comparison between Chebyshev matrix and logistic, quadratic, and random matrices.

The rest of this paper is structured in three main sections: Section 2 reviews the theoretical background about compressive sensing and spectrum sensing. Section 3 presents the system model and the methodology of the proposed technique. Section 4 analyzes the experiments results of the proposed technique, using different metrics. Last, a conclusion is given.

2. Literature Review

2.1. Compressive Sensing Model

Compressive sensing is a powerful technique, which combines both, sampling and compression technologies in a one-step process. It is firstly presented as innovative method to sample signals with a lower frequency than Shannon’s one, to accelerate the channels sensing, minimize the complexity of the computations and decrease the hardware cost [42,43]. The reduction of hardware cost occurs by using different schemes to replace the classical ADC used at the Nyquist rate. These schemes decrease the number of samples required for high-dimensional-signal acquisition while consuming less energy. For examples, the authors in Reference [44] proposed a new scheme of compressive sensing technique to increase the battery lifetime of the sensor nodes during transmission. In Reference [45], the authors proposed a novel design for deterministic compressive sensing recovery that consumes less power and hardware resources (less DSP cores and RAM). In References [46,47], the authors studied one-bit compressive sensing as a suitable solution to decrease the hardware cost by considering only the sign of every measurement. Figure 1 illustrates the three major processes involved in the compressive sensing concept: signal sparsity, signal acquisition, and signal recovery.

Let $x \in \mathbb{R}^N$ be a K-sparse signal of length $n$ in a specific dictionary $D$; thus, $x$ can be approximated by sparse vector, $q$, which contains, at most, $K$ non-zeros, and $(N - k)$ entries are zero, i.e., $x = Dq$ and $\|q\|_0 \leq K$. Then, the compression process is represented as
a result of the multiplication operation of a sensing matrix $C$ and the sparse signal $x$. It can be described mathematically, as follows:

$$y = Cx + e$$

(1)

where $C \in \mathbb{R}^{M \times N}$ is a $M \times N$ sensing matrix, $y \in \mathbb{R}^M$ is the compressive measurement vector of length $m << n$, and $e$ is the measurement noise. Figure 2 represents the general model of compressive sensing.

![General model of compressive sensing.](image)

To determine the optimal and sparsest solution of the underdetermined system given by (1), the sensing matrix $C$ must be appropriately selected. Many requirements of sensing matrix $C$ are discussed in the literature, to guarantee a robust and stable signal reconstruction, most commonly used in theory the restricted isometry property (RIP) [48] and the mutual coherence [49]. For the RIP, it is a feature of orthonormal matrices related to a restricted isometric constant. A matrix $C$ is called RIP in order $k$ if there exists a constant $\kappa_0 > 0$ such that:

$$\forall 1 \leq k \leq N, \quad \exists \varepsilon \in (0, 1)/(1 - \varepsilon) \| x \|_2^2 \leq \| Cx \|_2^2 \leq (1 + \varepsilon) \| x \|_2^2$$

(2)

where $\varepsilon$ is the restricted isometry constant of the sensing matrix $C$, $\| \cdot \|_2$ is the $l_2$-norm, and $x$ is the received sparse signal. Random sensing matrices have been confirmed to satisfy the RIP with high probability [50]. For the coherence criterion, it evaluates the sensing matrix quality and its efficacy. The mutual coherence of a matrix is denoted as $\mu(C)$, which measures the maximal value of correlation between the columns of $C$. It is defined as follows:

$$\mu(C) = \max \{ | <C_i | C_j> | \}$$

(3)

where $C_i$ and $C_j$ are two normalized columns of $C$. Low coherence corresponds to low correlation between the columns of $C$, implying that a small number of compressive measurements are required for signal recovery.

Then, the sparse signal, $x$, can be restored from the set of compressive measurements $y$ by solving Equation (1). This operation can be formulated as $l_0$-minimisation problem to find the optimal solution of the system as follows:

$$x_r = \arg \min \| x \|_0 \text{ subject to } y = Cx + e$$

(4)

where $x_r$ is the estimate of $x$ and $\| \cdot \|_0$ is the $l_0$-norm, which calculates the number of non-zero coefficients of a vector. In complexity theory, the $l_0$-minimization has been qualified as NP-hard problem. Therefore, to address this complexity, a number of methods using convex optimization algorithms, are proposed as an alternative solution to solve this problem, which uses $l_1$-norm instead $l_0$-norm [51], as follows:

$$x_r = \arg \min \| x \|_1 \text{ subject to } y = Cx + e$$

(5)
where $\| . \|_1$ is the $l_1$-norm that provide the sum of elements of a vector. The compressive recovery algorithms recommended in the literature to solve this type of problems can be categorized into three approaches: convex, greedy, and Bayesian. The aim of these algorithms is finding the sparse solution of the input signal from less number of measurements and by addressing different factors including noise, complexity, and performance guarantees.

2.2. Cooperative Spectrum Sensing Model

Spectrum sensing is the crucial process in the cognitive radio cycle. It allows SUs to detect the unused primary spectrum, called spectrum holes, in order to exploit them for data transmission, without any interference with PUs [52]. For cooperative sensing model [53], the received signal of the $i^{th}$ SU can be defined as follows:

$$x_i(n) = w_i(n) \quad \text{H}_0: \text{PU is absent}$$

$$x_i(n) = s(n) + w_i(n) \quad \text{H}_1: \text{PU is present}$$

where $N$ is the number of samples, $x_i(n)$ is the $i^{th}$ SU received signal, $s(n)$ presents the PU signal, and $w_i(n)$ is the additive white Gaussian noise (AWGN) with zero mean and variance $\sigma_w^2$. $H_0$ and $H_1$ denote respectively the absence and the presence of the PU signal. Figure 3 shows an example of the cooperative sensing network.

![Figure 3. Example of cooperative sensing network with a primary/licensed user (PU) and five secondary/unlicensed users (SUs).](image)

To investigate the received signal $x_i(n)$, there are several spectrum sensing techniques proposed in the literature that can be used, including energy detection, machine learning, and matched filter. Then, to make a relevant decision about the occupancy of the PU, an adaptive threshold, denoted by $\Lambda$, is selected according to sensing technique used and compared next to the output signal $T$ of each node, as follows:

$$\text{if } T \geq \Lambda, \quad H_1: \text{PU is present}$$

$$\text{if } T < \Lambda, \quad H_0: \text{PU is absent}$$

Subsequently, each SU achieves its local decision using the results of the comparison. To evaluate a cooperative spectrum sensing technique, three main evaluation metrics can be used: the cooperative probability of detection, the cooperative probability of false alarm, and the cooperative probability of miss detection [53]. These probabilities are derived from the individual spectrum sensing metrics, as follows:

- The cooperative probability of detection ($C_d$) is defined as follows:

$$C_d = 1 - (1 - P_d)^p$$

where $P_d$ is the probability that a SU states the presence of the PU when the spectrum is actually occupied, and $p$ denotes the number of SUs in the network.
• The cooperative probability of false alarm ($C_{fa}$) is defined as follows:

$$C_{fa} = 1 - (1 - P_{fa})^p$$  \hspace{1cm} (9)

where $P_{fa}$ is the probability that an SU states the presence of the PU when the spectrum is in fact free.

• The cooperative probability of miss detection ($C_{md}$) is defined as follows:

$$C_{md} = 1 - (1 - P_{md})^p$$  \hspace{1cm} (10)

where $P_{md}$ is the probability that a SU states the absence of the PU when the spectrum is occupied.

3. Methodology

Figure 4 represents the main blocks of the proposed chaotic compressive spectrum sensing approach. It aims at adapting the sparsity and recovering the received signal, $x$, from a few non-adaptive measurements, $y$, with high probability. Then, an adapted threshold, $\Lambda$, is selected according to the energy-based detection technique. The predefined threshold is compared next with the test statistic, $T_{ED}$, to make the final sensing decision by choosing between the binary hypotheses, $H_1$ (occupied) and $H_0$ (vacant). To simplify the system and verify the efficiency of the proposed solution, we focus on a direct communication between a single SU and PU.

**Figure 4.** General model of chaotic compressive spectrum sensing.

### 3.1. Sub-Nyquist Sampling Based on Chebyshev Sensing Matrix

The sub-Nyquist sampling process is performed with the chaotic sensing matrix [37] based on Chebyshev map, to reduce the number of measurements taken from the original signal and to provide an inherent security to the system. The Chebyshev map [25,54] is a discrete chaotic system with an initial condition, $V_0$, and a bifurcation parameter, $r$, and can be defined by the following recurrence sequence

$$V_{n+1} = \cos (r \cos^{-1} (V_n))$$  \hspace{1cm} (11)

where $V_n$ is the $n$th term in the recurrence sequence with $V_n \in [-1, 1]$ for $n = 0, 1, 2, \ldots$ and $r \in [2, \infty)$. The bifurcation diagram of the Chebyshev map presented in Figure 5 illustrates the chaotic performance for different values of $r$. As we can see, it is recommended to use values of $r$ greater than 2 where the chaotic behavior is significant. However, the sensitivity
to the initial value and the bifurcation parameter is the particularity that makes chaotic systems more relevant. It means that any small change in these parameters generates different sequences. For example, if we fix $r = 3.5$ in the recurrence sequence (11), and we change $V_0$ with a very small value, i.e., the first sequence uses $V_0 = 0.2$, and the second uses $V_0 = 0.200001$, then we get a significant difference, denoted as $D$, between the two generated sequences, as shown in Figure 6. This sensitivity makes the Chebyshev sensing matrix a suitable choice for a secure system.

$$V_{n+1} = \cos (r \cos (V_n)) \quad (11)$$

Figure 5. Bifurcation graph of the Chebyshev map.

Figure 6. Example of Chebyshev sequence, using different initial value and fixed bifurcation parameter: (a) the Chebyshev sequence using initial condition $(V0) = 0.2$, (b) the Chebyshev sequence using $V0 = 0.200001$, and (c) the difference between the first and the second sequence.

To design the Chebyshev sensing matrix $C \in \mathbb{R}^{M \times N}$, we use the sequence described by Equation (11) as $V(h, d, V_0) = [V_n, V_{n+d}, \ldots, V_{n+hd}]$ with $h = 0, 1, 2 \ldots$, a sampling distance $d$ and initial condition $V_0$. Then, to verify the randomness of the sensing matrix, the first 1000 trials of the sequence are skipped [37], and we denote the regularization of $V(h, d, V_0)$ as follows:

$$C_h = V_{1000+hd} \quad (12)$$
where $C_h \in C(h,d,c_0)$ is the new sequence that we use to construct our sensing matrix, column by column, such that we get the following:

$$C = \sqrt{\frac{2}{M}} \begin{bmatrix}
C_0 & C_M & \cdots & C_{M(N-1)} \\
C_1 & C_{M+1} & \cdots & C_{M(N-1)+1} \\
\vdots & \vdots & \ddots & \vdots \\
C_{M-1} & C_{2M-1} & \cdots & C_{MN-1}
\end{bmatrix} \quad (13)$$

where $\sqrt{\frac{2}{M}}$ is for normalization.

The sensitivity to the initial conditions present the key of security of each chaotic matrix that makes this type of matrices a suitable solution to enhance the security in case of cooperative CRNs; only by sharing the accurate initial parameters of the chaotic map can any user in the network perfectly reconstruct the received signal.

### 3.2. Bayesian Recovery via Laplace Prior

To solve the problem defined by Equation (5), we apply the Bayesian recovery algorithm based on Laplace prior technique [55], to handle uncertainty in measurements. The Bayesian algorithm is a statistical technique that defines all unknown variables through probability distributions. In the proposed model, compressive measurements ($y$), original signal ($x$), chaotic sensing matrix ($C$), and noise ($e$) are the main parameters in the system. The objective is to provide a full posterior distribution for the values of $x$ based on prior belief, including the sparsity assumption of $x$ and the relationship between the noisy measurements, $y$, and the received signal, $x$. To realize this, the Bayesian model requires the definition of a joint distribution $P(x, \alpha, \beta, y)$ of all unknown parameters by introducing new variables, $\alpha$ and $\beta$, called hyper parameters. To simplify the analysis of the joint distribution, the following factorization is used:

$$P(x, \alpha, \beta, y) = P(y | x, \beta) P(x | \alpha) P(\beta) P(\alpha) \quad (14)$$

where $P(x | \alpha)$ is a prior distribution which defines our knowledge on the nature of $x$ and $P(y | x, \beta)$ is the conditional distribution with $\beta = 1/\partial^2$ is the inverse noise variance.

According to the central limit theorem, when the number of measurements is small compared to the length of the received signal ($N \gg M$), the measurements vector $y$ can be approximated as Gaussian distribution with zero mean and a variance $\beta^{-1}$ [56]. Hence, the conditional distribution of $y$, given the sparse signal, $x$, can be expressed as follows:

$$P(y | x, \beta) \sim N(y | Cx, \beta^{-1}) \quad (15)$$

To simplify the analysis, the Gamma distribution [55] is used to define the hyper parameter $\beta$ as follows:

$$P(\beta | c^\beta, d^\beta) \sim \Gamma(\beta | c^\beta, d^\beta) \quad (16)$$

where $c^\beta$ and $d^\beta$ are the scale and the shape parameter, respectively, assigned to $\beta$. They are called hyper priors.

To exploit the sparsity of the received signal $x$, a Laplacian density function is used to describe the prior distribution $P(x | \alpha)$ as follows:

$$P(x | \alpha) = (\alpha/2)^N \exp(-\alpha ||x||_1) \quad (17)$$

Next, the Bayesian inference based on an evidence procedure is used, which can be defined by the following decomposition:

$$P(x, \alpha, \lambda, \beta | y) = P(x | y, \alpha, \beta, \lambda) P(\alpha, \beta, \lambda | y) \quad (18)$$
where \( P(x \mid y, \alpha, \beta, \lambda) \propto P(x, y, \alpha, \beta, \lambda) \), and it can be defined as a multivariate Gaussian distribution \([14,55,57]\) with a mean \( \mu \) and covariance \( \Sigma \) given as follows:

\[
\mu = \beta \sum C^T y, \Sigma = [\beta C^T C + A]^{-1} \quad \text{with} \quad A = \text{diag}(1/\alpha_i)
\]

(19)

To estimate the hyper parameters used in this procedure, we consider firstly the following factorization:

\[
P(\alpha, \beta, \lambda \mid y) = \frac{P(y, \alpha, \beta, \lambda)}{P(y)} \propto P(y, \alpha, \beta, \lambda)
\]

(20)

Secondly, we maximize the joint distribution \( P(y, \alpha, \beta, \lambda) \) or its logarithm \( L \) \([14,55]\) given by the following equations:

\[
L = \log(P(y, \alpha, \beta, \lambda)) = -\frac{1}{2} \log |J| - \frac{1}{2} y^T J^{-1} y + N \log \frac{\lambda}{2} - \frac{1}{2} \sum \alpha_i + \frac{v}{2} \log \frac{\lambda}{2} - \log \Gamma \left( \frac{v}{2} \right) + \left( \frac{v}{2} - 1 \right) \log \lambda - \frac{v}{2} \lambda + (ab - 1) \log \beta - b \beta.
\]

(21)

where \( J = \beta^{-1} I + CA^{-1}C^T \) and \( I \) denotes the identity matrix.

Finally, we determine the derivatives of the logarithm presented by (21) to define the two hyper parameters, \( \beta \) and \( \lambda \), as follows:

\[
\lambda = \frac{N - 1 + v/2}{\sum \alpha_i/2 + v/2}, \quad \beta = \frac{N/2 + a \beta}{\langle \| y - Cx \|^2 \rangle/2 + b \beta}.
\]

(22)

Subsequently we can solve the l1-minimisation problem given by (5).

### 3.3. Spectrum Detection and Sensing Decision

The spectrum sensing process can be defined as follows:

\[
x_r(n) = w(n) \quad H_0: \text{PU is absent}
\]

\[
x_r(n) = s(n) + w(n) \quad H_1: \text{PU is present}
\]

(23)

where \( N \) is the number of samples, \( x_r(n) \) is the SU recovered signal, \( s(n) \) is the primary signal, and \( w(n) \) is the additive white Gaussian noise (AWGN) with zero mean and variance \( \delta_w^2 \). \( H_0 \) and \( H_1 \) denote respectively the absence and the presence of the PU signal.

To analyse the SU recovered signal \( x_r(n) \), the energy-based sensing detection is used. It is performed by comparing between a detector output, \( T_{\text{ED}} \), and a detection threshold, \( \Lambda \), to make the final decision about the primary signal occupancy. In our model, the detector output is the input sparse signal energy given by the following:

\[
T_{\text{ED}} = \sum_{n=0}^{N} x_r(n)^2 \quad n = 1 \ldots N
\]

(24)

where \( N \) is the number of samples and \( x_r(n) \) is the SU recovered signal. Therefore, the sensing decision can be formulated as follows:

\[
\text{if } T_{\text{ED}} \geq \Lambda, \quad H_1: \text{PU is present}
\]

\[
\text{if } T_{\text{ED}} < \Lambda, \quad H_0: \text{PU is absent}
\]

(25)

where \( \Lambda \) is the sensing threshold. In an energy-detection model with a large samples number, the detector output, \( T_{\text{ED}} \), can be approximated as a Gaussian distribution, according to the central limit theorem \([56,58]\), and given by the following:

\[
T_{\text{ED}} \sim N \left( N \delta_w^2, 2N\delta_w^4 \right) \quad H_0
\]

\[
T_{\text{ED}} \sim N \left( N \left( \delta_w^2 + \delta_s^2 \right), 2N \left( \delta_w^2 + \delta_s^2 \right)^2 \right) \quad H_1
\]

(26)
where \( N \) is the number of samples, and \( \delta_w \) and \( \delta_s \) are the variance of the noise and the PU signal, respectively. Probability of detection, \( P_{d} \), and probability of false alarm, \( P_{fa} \), can be expressed by using the Q-function [58], as follows:

\[
\begin{align*}
P_d &= Q\left(\frac{\Lambda - N (\delta_w^2 + \delta_s^2)}{\sqrt{2N (\delta_w^2 + \delta_s^2)}}\right), \\
P_{fa} &= Q\left(\frac{\Lambda - N \delta_w^2}{\sqrt{2N \delta_w^2}}\right)
\end{align*}
\]  

(27)

From Equation (27), the sensing threshold \( \Lambda \) can be derived as follows:

\[
\Lambda = \sqrt{2N} \delta_w Q^{-1}(P_{fa}) + N \delta_w^2
\]

(28)

The sensing threshold is a critical parameter in energy detection. Thus, in our model we adjust the threshold based on the signal sparsity to improve the system performance and to maximize its efficiency. The proposed threshold can be formulated as follows:

\[
\Lambda_K = \sqrt{2K} \delta_w Q^{-1}(P_{fa}) + K \delta_w^2
\]

(29)

To summarize the main steps of our methodology, the pseudocode for the proposed solution can be formulated as follows in Algorithm 1.

---

**Algorithm 1** Chaotic compressive spectrum sensing

**Input:** Signal length \( N \)
- Number of compressive measurements \( M \)
- Sparsity level \( K \)
- Noise variance \( \delta_w \)
- Signal-to-noise ratio \( \text{SNR} \)
- Energy detection threshold \( \Lambda \)

**Output:** Sensing decision \( H_0/H_1 \)

**Step 1:** Define the received signal \( x \)
- Generate the sparse signal PU: \( s \)
- Add the channel noise: \( x = \sqrt{\text{SNR}} + 1 + s \delta_w \)

**Step 2:** Construct the Chebyshev sensing matrix \( C \)
- Initial value: \( V_0 \)
- Bifurcation parameter: \( r \)
- Sampling distance: \( d \)
- The Chebyshev sequence: \( V_{n+1} = \cos(r \cos^{-1}(V_n)) \)
- The regularization of \( V(b, d, V_0) \): \( C_h = V_{1000+bd} \)
- Construction of the matrix \( C \): \( C_1(V_n, M, N) \)
- Normalization of the matrix \( C \): \( C = \sqrt{2/M} C_1 \)

**Step 3:** Generate the noisy compressive measurements: \( y = Cx + e \)

**Step 4:** Solve by Bayesian recovery algorithm: \( x_r = \text{argmin} \| x \|_1 \)

**Step 5:** Perform spectrum detection
- Calculate the energy of \( x_r \): \( T_{ED} = \Sigma_{n=0}^{N} x_r(n)^2 \)
- Make the final decision: if \( T_{ED} \geq \Lambda \), \( H_1 \): PU is present
  - if \( T_{ED} < \Lambda \), \( H_0 \): PU is absent

---

4. Simulation Results

To investigate the efficiency of the proposed chaotic system, three aspects are discussed: (i) the system performance of signal recovery process, in order to evaluate the strength of the Bayesian model, compared to the two other techniques, convex and greedy algorithms; (ii) the common performance of the proposed system in terms of quality of the sampling matrix and total number of detection, compared with other chaotic sensing matrices; (iii) the sensitivity of the system to the initial conditions of the proposed sampling matrix, to prove its ability to handle security issues when an external user tries to join the network.
For numerical simulations, we generate a discrete sparse signal \( x \) of length \( N = 500 \) samples and randomly place \( K = 50 \) spikes (10% of \( N \)). For sampling process, the same chaotic Chebyshev matrix is used in the different comparisons of this paper and generated via Equation (11) with \( V_0 = 0.3 \), which presents the initial value; \( r = 3.5 \) is the bifurcation parameter, and \( d = 15 \) denotes sampling distance. To solve the recovery problem, we apply the Bayesian algorithm based on the Laplace prior technique, to speed up the recovery time and deal with uncertainty in measurements. The system performance using this technique is compared to two other recovery techniques, namely BP [59] and OMP [27] algorithms. These algorithms were used because they provide the best performance in two key categories of recovery processes: greedy and convex.

To evaluate the sampling performance of the proposed system, the Chebyshev sensing matrix is tested and compared to random matrix and two other chaotic matrices based on two different maps, the logistic map and the quadratic map, which are defined, respectively, as follows:

\[
Z_{n+1} = r_1 Z_n (1 - Z_n) \quad (30)
\]

\[
G_{n+1} = r_2 - G_{2n}^2 \quad (31)
\]

where \( Z_n \) and \( G_n \) denote the \( n \)th term in the chaotic sequence, with \( Z_0 = G_0 = 0.5 \) as the initial values and \( r_1 = 3.9 \) and \( r_2 = 1.2 \) as the bifurcation parameters.

The following performance metrics are used: mutual coherence [49], recovery error [60], spikes error rate (SER), sampling time, recovery time, processing time, probability of detection (\( P_d \)), and probability of false detection (\( P_{fd} \)). The coherence is one of the main requirement of compressive sensing to ensure a robust recovery of the signal. It evaluates the sensing matrix quality and its efficacy by using Equation (3). The recovery error is defined as the distance between the estimated signal and the original signal, \( x \). It is formulated as follows:

\[
\text{Re} = \frac{\| x_r - x \|}{\| x \|} \quad (32)
\]

The spikes error rate SER evaluates the error rate of the recovered signal spikes. It calculates the sum of the false and missed spikes divided by the signal’s length. It is given by the following equation:

\[
\text{SER} = \frac{N_{fs} + N_{ms}}{N} \quad (33)
\]

where \( N_{fs} \) and \( N_{ms} \) denote the number of false and missed recovered spikes, respectively.

The sampling time metric evaluates the speed of a sensing matrix. It refers to the time required for acquisition process using a particular sensing matrix. Recovery time is the elapsed time during the reconstruction process. Processing time is the time needed to perform the whole algorithms, including acquisition process, recovery process, and sensing decision process. The probabilities of detection and false detection are computed by the following:

\[
P_d = \frac{N_d}{N_t}, \quad P_{fd} = \frac{N_{fd}}{N_t} \quad (34)
\]

where \( N_d \) is the total number of detections, \( N_{fd} \) is the total number of miss detections, and \( N_t \) is the number of total trials.

The performance results of the first aspect are presented in Figures 7 and 8, which illustrate a comparison results between three recovery algorithms, i.e., Bayesian, BP, and OMP algorithms, with the Chebyshev sensing matrix.
lowest number of measurements. Compressive sensing with OMP is fast but uncertain and presents a high recovery error level; the Bayesian model gives the best error rate with the lowest number of measurements, $M$. However, these results show that OMP has a high recovery error compared to other recovery techniques.

Three recovery algorithms minimize the recovery error with the growth of number measurements, $M$. As we can see, the three algorithms, respectively. As we can see in Figure 7b, the Bayesian recovery is more efficient in combination with the Chebyshev sensing matrix and gives a more similar output signal to the input one. However, the estimated signal using the BP and OMP algorithms reveals some variations, as shown in Figure 7c,d. As a result, our proposed combination is efficient and reliable.

Figure 8 shows the comparison results based on the recovery error metric for multiple values of compressive measurements $M$ for Bayesian, OMP, and BP algorithms.

Figure 7a shows an example of a sparse signal with $N = 200$ samples and $K = 15$ spikes for a signal-to-noise ratio (SNR) of $-10$ dB. Figure 7b–d presents the output signal using the Chebyshev matrix according to (11) with the Bayesian recovery, BP and OMP algorithms, respectively. As we can see in Figure 7b, the Bayesian recovery is more efficient in combination with the Chebyshev sensing matrix and gives a more similar output signal to the input one. However, the estimated signal using the BP and OMP algorithms reveals some variations, as shown in Figure 7c,d. As a result, our proposed combination is efficient and reliable.

Figure 8 shows the comparison results based on the recovery error metric for multiple values of the compressive measurements, $M$, with SNR = $-10$ dB. As we can see, the three recovery algorithms minimize the recovery error with the growth of number measurements, $M$. However, these results show that OMP has a high recovery error compared to other recovery techniques, since the Bayesian model gives the best error rate with the lowest number of measurements.

As presented in Table 1, this work shows that using the Chebyshev-based Compressive sensing with OMP is fast but uncertain and presents a high recovery error level; the BP
algorithm is slower and shows a good recovery error level, but it is uncertain and more complex; and the Bayesian recovery is the fastest, is less complex, deals with uncertainty, and provides low recovery error. This means that our combination is the most balanced and efficient one.

Table 1. Comparison of the recovery algorithms with Chebyshev sensing matrix.

| Evaluation Metrics | Chebyshev with Bayesian | Chebyshev with OMP | Chebyshev with BP |
|--------------------|------------------------|--------------------|-------------------|
| Recovery time (ms) | Fast                   | Fast               | Slow              |
| Recovery error     | Low                    | High               | Low               |
| Complexity         | Not complex            | Not Complex        | Complex           |
| Uncertainty        | Deal with uncertainty  | Uncertain          | Uncertain         |

For the second aspect, we start our analysis by the study of the mutual coherence for different sensing matrices as shown in Figure 9, where we plotted the mutual coherence against the number of measurements M. The matrices considered for this test include the random matrix and three different chaotic matrices based on different sequences: the logistic sequence, according to Reference [30]; the quadratic sequence, according to Reference [31]; and the Chebyshev matrix, according to Reference [11]. The figure shows that Chebyshev matrix, in some points, is similar to the random matrix, and both present a low coherence when compared to the other matrices. Thus, the significant differences existing between chaotic matrices prove the efficiency of the Chebyshev matrix that can perform well with less measurements. Furthermore, the Chebyshev sensing matrix is deterministic; therefore, it is more practical to construct and transmit than random matrices. It means that the proposed sensing matrix can replace the commonly used random one.

Figure 9. Coherence comparison for different sensing matrices.

Figure 10 shows the comparison results based on the recovery error metric for multiple values of the compressive measurements M. As we can see, all sensing matrices considered in this simulation minimize the recovery error with the growth of number measurements, M. However, the difference in the performance results between the sensing matrices is substantial and significant, especially from M = 130 to M = 155. It is worth noting that the Chebyshev matrix performs better than the other sensing matrices, since it achieves an acceptable error rate with a minimum amount of measurements, M = 130 = 26% of N. Hence, the Chebyshev matrix is a suitable choice to improve the performance of the proposed system in both acquisition and recovery process, in terms of sampling time and computational complexity, by acquiring the received signal with the lowest number of measurements and an acceptable recovery error.
Figure 10. Comparison of recovery error metric for multiple value of compressive measurements, M, for Logistic, Chebyshev, quadratic, and random sensing matrices.

As for spectrum sensing process, to evaluate the efficiency of the proposed solution, we performed different comparisons between the probabilities of detection and false detection versus SNR. Examples of results are presented in Figures 11–14. The SNR values' range is from $-20$ dB to $+10$ dB. Figure 11 presents the probability of detection as a function of SNR for Logistic, Chebyshev, quadratic, and random sensing matrices with a probability for false alarm ($P_{fa}$) of 0.01. This figure also illustrates that the probability of detection increases proportionally with SNR for all sensing matrices, to reach 100% for SNR = 5 dB. It is also noted that the probability of detection, based on the Chebyshev sensing matrix, increases faster than the other matrices for lower SNR values. However, Figure 12 shows the opposite of the above result, where the probability of false detection of the proposed Chebyshev sensing matrix decreases faster than the logistic, quadratic, and the random matrices, to reach 0% for SNR = 4 dB.

Figure 11. Probability of detection as a function of SNR for Logistic, Chebyshev, quadratic, and random sensing matrices with probability for false alarm ($P_{fa}$) of 0.01.

Figure 13 presents the probability of detection against SNR for compressive spectrum sensing based on Chebyshev matrix for four different values of the compression ratio, $M/N = 20\%, 30\%, 50\%$, and $70\%$. One can see, for a compression ratio $M/N = 70\%$, the probability of detection reaches 100% for SNR = 0 dB for $M/N = 50\%$, the probability
of detection meets 100% for SNR = 2 dB, and for M/N = 30% = 20% the probability of detection achieves 100% for SNR = 5 dB. This means that we can reduce the compressive measurements, M, until 20% of N and still get a substantial performance.

![Figure 12. Probability of false detection as a function of SNR for Logistic, Chebyshev, quadratic, and random sensing matrices with probability of false alarm (P_{fa}) of 0.01.](image)

![Figure 13. Probability of detection as a function of SNR for compressive spectrum sensing based on Chebyshev matrix for different values of the compression ratio, M/N = 20%, 30%, 50%, and 70%.](image)

Figure 12 presents the probability of detection against SNR for compressive spectrum sensing based on different sensing matrices, in terms of the speed of signal acquisition. Examples of the different sensing matrices, in terms of the speed of signal acquisition. Examples of the

Figure 14 shows the probability of detection as a function of the SNR for two techniques: chaotic CSS and normal sensing without compressive sensing. As shown in the figure, for probability of false alarm P_{fa} = 0.01 the probability of detection growths as the SNR increase for both techniques, the proposed model and the normal sensing. It can also be noted that the probability of detection without compressive sensing reaches 100% for SNR= −2 dB, while the probability of detection of our proposed model with a compression ratio M/N = 50% achieves 100% for SNR = 2 dB. It means that, with a smaller number of measurements, we can still maintain appropriate detection performance close to the normal sensing.

Sampling time is another metric used to evaluate the performance of the system, using different sensing matrices, in terms of the speed of signal acquisition. Examples of the comparison results are presented in Table 2. As expected, the simulation results show that the Chebyshev sensing matrix requires a lower value of sensing time.
Next, to verify the sensitivity of the system to the initial parameters of the chaotic Chebyshev matrix, we used two different matrices: the first one for the acquisition process and the second for the recovery process. The sensing matrix generated in reconstruction process used different initial parameters (different bifurcation parameters, \( r \), and initial values, \( V_0 \)).

Figure 15 shows an example of the comparison results in the case of using a Chebyshev map according to (11), with the same initial value \( (V_0 = 0.3) \) in both the acquisition and reconstruction step and three other matrices with different initial values \( (V_0 + 0.001 \) and \( V_0 + 0.02) \) in the reconstruction step. As we can see, any minor variations in the initial value produce a different sequence for the sensing matrix, which generates a different recovered signal with a high error rate. This means that it is very difficult for an outside user to use the network without having prior information about the initial conditions used to produce the sensing matrix.

**Figure 14.** Probability of detection versus SNR for two techniques: chaotic compressive spectrum sensing (CSS) and normal sensing without compressive sensing with probability for false alarm \( (P_{fa}) \) of 0.01.

**Table 2.** Sampling time comparison.

| Sensing Matrices | Chebyshev | Logistic | Quadratic | Random |
|------------------|-----------|----------|-----------|--------|
| Sampling time (ms) | 0.67      | 1.2      | 0.88      | 3.7    |

Figure 15. Sensitivity of the system to varying the initial value of the sensing matrix.
In Figure 16, the same test is executed, but this time the bifurcation parameter, \( r \), is modified. The transmitter uses \( r = 3.5 \) to generate the Chebyshev chaotic matrix, and we evaluate the system performance of four receivers, using \( r = 3.5, 3.6, 3.7, \) and 3.8. As expected, only users that use the same bifurcation parameter at the reconstruction process are able to recover the signal with a low error rate. Thus, the proposed system is very sensitive to both the initial value and bifurcation parameter.

![Figure 16](link)

Table 3 summarizes examples of the different performance comparisons performed in this work. Column (1) shows the results according to the normal sensing technique. Columns (2)–(5) present examples of simulation performance resulting from the compressive spectrum sensing based on different sensing matrices: Chebyshev matrix, logistic matrix, quadratic matrix, and random matrix. As one can see, for the probability of false alarm, \( P_{fa} = 0.01 \) and \( \text{SNR} = 0 \text{ dB} \), the normal sensing reaches a probability of detection of 100%. However, the compressive spectrum sensing based on different sensing matrices meets 92%, 80%, 55%, and 80% for \( \text{SNR} = 0 \text{ dB} \) for the sensing matrices Chebyshev, quadratic, logistic, and random, respectively. For the recovery error, the compressive spectrum sensing based on different sensing matrices has recovery error values of 0.023, 0.02, 0.18, and 0.05, for the sensing matrices, Chebyshev, quadratic, logistic, and random, respectively. For the coherence metric, Chebyshev and random matrices both present a low coherence value of 0.32 and 0.33, respectively, compared to the other sensing matrices, quadratic and logistic. It means that the Chebyshev matrix can perform well with a lower number of measurements. For the processing time of the normal sensing is 33 ms, while the time for the compressive spectrum sensing based on different sensing matrices is 24, 26.3, 25.4, and 28 ms, for the sensing matrices Chebyshev, quadratic, logistic, and random, respectively. To summarize, we can conclude that the proposed combination between the Bayesian recovery and Chebyshev sensing matrix is reliable, robust, and faster, since with only 50% of compressive measurements, the probability of detection decreases by 8%, but the processing time is reduced by approximately 27%.
### Table 3. Comparison results of different sensing techniques.

| Evaluation Metrics | Normal Sensing | Sensing with Chebyshev | Sensing with Logistic | Sensing with Quadratic | Sensing with Random |
|--------------------|----------------|------------------------|----------------------|------------------------|---------------------|
| Probability of detection SNR = 0 dB | 100% | 92% | 55% | 80% | 80% |
| Recovery error M/N = 50% | No recovery | 0.023 | 0.18 | 0.02 | 0.05 |
| Coherence | No coherence | 0.32 | 0.85 | 0.53 | 0.33 |
| Processing time (ms) | 33 | 24 | 26.3 | 25.4 | 28 |

5. Conclusions

In this paper, a novel chaotic CSS solution is proposed for cooperative CRNs. This solution aims at improving the acquisition and recovery processes by taking into consideration three aspects, namely the security issues, time, and the uncertainty in measurements. Our proposed model provides a robust combination, using a chaotic sensing matrix based on Chebyshev map and Bayesian recovery algorithm via Laplace prior. The Chebyshev sensing matrix has the advantages of the deterministic matrices; thus, it can be easily performed and shared between the different nodes of the cooperative network, unlike random matrices, which need extra memory capacity and more time to be stored and shared over the network. However, the most interesting benefit of this type of matrix is that it provides an integral security of the system, since a slight change in the initial parameters generates a different sensing matrix. This property makes it difficult for unauthorized users to join the cooperative network without having adequate information about the parameters used to generate the sensing matrix. For the recovery process, a strong Bayesian inference based on Laplace prior technique is used to handle uncertainty in measurements. To evaluate the proposed technique, we opt for several performance metrics, including coherence, recovery error, spikes error rate, sampling time, recovery time, processing time, probability of detection, and probability of false detection. Through analyzing the simulation results, we can conclude that the Bayesian algorithm with the Chebyshev sensing matrix is more efficient than the Bayesian algorithm with the logistic, quadratic, and random matrices. In addition, the proposed combination provides superior performances, but with less compressive measurements, which can be reduced to 20% of the signal’s length. In further work, we will extend the scenario to multiple SUs, and we also plan to focus on improving the spectrum sensing process by using other techniques to continue reducing the number of measurements.
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