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Fine particulate matter with diameters less than 2.5 μm (PM2.5) concentration monitoring is closely related to public health, outdoor activities, environmental protection, and other fields. However, the incomplete PM2.5 observation records provided by ground-based PM2.5 concentration monitoring stations pose a challenge to the study of PM2.5 propagation and evolution model. Consequently, PM2.5 concentration data imputation has been widely studied. Based on empirical orthogonal function (EOF), a new spatiotemporal interpolation method, EOF interpolation (EOFI) is introduced in this paper, and then, EOFI is applied to reconstruct the hourly PM2.5 concentration records of two stations in the first half of the year. The main steps of EOFI here are to firstly decompose the spatiotemporal data matrix of the original observation site into mutually orthogonal temporal and spatial modes with EOF method. Secondly, the spatial mode of the missing data station is estimated by inverse distance weighting interpolation of the spatial mode of the observation sites. After that, the records of the missing data station can be reconstructed by multiplying the estimated spatial mode and the corresponding temporal mode. The optimal mode number for EOFI is determined by minimizing the root mean square error (RMSE) between reconstructed records and corresponding valid records. Finally, six evaluation indices (mean absolute error (MAE), RMSE, correlation coefficient (Corr), deviation rate bias, Nash–Sutcliffe efficiency (NSE), and index of agreement (IA)) are calculated. The results show that EOFI performs better than the other three interpolation methods, namely, inverse distance weight interpolation, thin plate spline, and surface spline interpolation. The EOFI has the advantages of less computation, less parameter selection, and ease of implementation, it is an alternative method when the number of observation stations is rare, and the proportion of missing value at some stations is large. Moreover, it can also be applied to other spatiotemporal variables interpolation and imputation.

1. Introduction

Fine particulate matter (PM2.5) is particulate matter with aerodynamic diameter less than 2.5 μm in ambient air [1]. Hazy weather will form if PM2.5 concentration is too high, which has adverse impacts on human health, traffic, and outdoor activities [2], and it will also produce other indirect inestimable economic losses [3]. Therefore, many countries attach great importance to the monitoring and forecasting of PM2.5 concentration. A large number of ground-based monitoring stations have been established. For example, 1500 monitoring stations have been set up in the United States. In China, around 1500 stations have been set up in 454 cities by 2018, and a new national ambient air quality standard for PM2.5 was introduced in 2012 [1, 2]. Generally, it is believed that high PM2.5 concentration has become a prominent challenge for air pollution control in China, which is mainly caused by the industrial combustion of coal and gasoline, traffic emissions, and long-distance transport [4, 5]. The North China Plain, especially the Beijing-Tianjin-Hebei region (Figure 1(a)), is one of the regions most severely affected by the hazy weather [4, 6]. To monitor air...
pollution, many urban environmental stations have been built in this region, and many researchers have analyzed the causes and behavior of high PM2.5 concentration recently [3, 7].

There have been many studies on PM2.5 concentration data analysis methods, such as real-time data space interpolation of monitoring points, weighted regression models, and mixed models [1, 8]. The application of the preceding methods mostly depends on the complete and continuous monitoring data provided by local monitoring stations. However, problem arises when original spatiotemporal PM2.5 concentration data are incomplete, which hinders further analysis and modelling, such as aerosol-related haze control and environmental health risk assessment [9, 10].

In practice, missing values and data gaps always exist in the original spatiotemporal observation records due to various factors. For example, satellite-based remote sensing may be affected by clouds, rain, aerosols, or incomplete track coverage in atmospheric research [11, 12]; in situ observations from land-based stations, shipborne monitoring, offshore buoy stations, and other platforms may suffer unexpected factors such as instrumental malfunction, power supply failure, and Internet outage [10, 13]. Directly ignoring incomplete spatiotemporal observation data should be carefully considered. The reasons include that the some platforms of data acquisition are expensive and irreplaceable (e.g., ocean research vessels and buoy stations), the demanding requirements of data quality (e.g., coastal tidal gauge records), and ignoring missing values sometimes may lead to biased spatial patterns and invalid inferences [10, 13]. Thus, many temporal, spatial, and spatiotemporal data interpolation and imputation methods have been proposed to fill these gaps in records.

Simple methods commonly used to fill gaps in univariate time series include mean value substitution (or median value and mode value), polynomial interpolation (linear, piecewise polynomials, and spline interpolations), and last observation carried forward (locf), but they may result in large deviations when the time gaps are too large [14–17]. Based on a Markovian process, statistical parametric models include autoregressive (AR) models, moving average (MA) models, ARMA models, and linear weighted or exponential weighted MA. Complex machine learning techniques include gradient boosting and artificial neural networks (ANNs), which are computationally intensive [10, 18].

At present, there are also numerous spatial interpolation methods. Common simple methods include inverse distance weighting (IDW) interpolation [19], global polynomial interpolation (GPI), local polynomial interpolation (LPI) [20], surface spline (SS) interpolation [21], Cressman interpolation [22], and radial basis function (RBF). Using different basis functions, RBF includes thin plate spline (TPS), thin plate spline with tension, regularized spline, multiquadric spline, and inverse multiquadric spline. The TPS method does not need to set parameters, while other RBF needs to set parameters [23]. Some statistical-based methods (e.g., Kriging interpolation, optimal interpolation (OI), and Kalman filter) are conventional and classical methods in geoscience [12, 13, 24–27].

Numerous methods have been proposed to deal with spatiotemporal data containing missing values, and a considerable part of them are based on empirical orthogonal function (EOF) (e.g., [28–31]). Compared with other methods, EOF-based methods have the advantages of ease of implementation and less computation costs [32, 33].

EOF is based on the theory of matrix eigenvalue decomposition, and the core step of EOF is to decompose the spatiotemporal matrix into the sums of space-dependent spatial modes multiplied by corresponding time-dependent temporal modes. These EOF spatial and temporal modes can reveal data inherent characteristics or some phenomenon (e.g., ENSO) [13, 28]. EOF is usually used for spatiotemporal data analysis, but it can be also used to fill the missing data gaps.
One of the earliest applications of EOF interpolation is reconstruction of global-scale sea surface temperature (SST) [28]. Based on gridded data (1982–1993) processed by OI, EOF decomposition was performed to obtain spatial modes, and then, the temporal modes were expanded to longer time period (1950–1992) via least squares method when the data coverage was relatively poor; next, the longer time period spatiotemporal SST data were reconstructed. Their work can be considered as another form of optimal interpolation [13, 34]. In 2003, Data INterpolating Empirical Orthogonal Functions (DINEOF), an iterated EOF interpolation method, was proposed to fill the missing data gap [30]. Based on the principle of EOF, DINEOF was successfully used to reconstruct missing data and fill data gaps. Alvera-Azcárate et al. [32] reconstructed missing data of Adriatic sea surface temperature. Sirjacob et al. [35] used DINEOF to show the reconstruction of complete space-time information for 4 years of surface chlorophyll-a (CHL), total suspended matter, and SST over the Southern North Sea and the English Channel. However, DINEOF may fail if the data gaps are too huge.

Similar to the principle of DINEOF, EOF interpolation (EOFI) was proposed to reconstruct spatially continuous water levels in the Columbia River Estuary using limited tide gauges along the river [36]. Their main steps are as follows: firstly, the spatial-temporal data matrix of the river existing observation stations was decomposed with EOF method. Then, Pan and Lv adopt one-dimensional linear interpolation and one-dimensional spline interpolation to estimate the missing data station’s spatial modes, respectively; then, EOFI reconstruction sequence is obtained by the estimated spatial modes multiplied by corresponding temporal modes, and this reconstruction sequence was in good agreement with that of the NS_TIDE method. NS_TIDE is specially designed and applied to the analysis of river tidal water level, and river flow discharge data are needed [37].

Based on the research of Pan and Lv [36], this study attempts to extend the missing data station’s EOFI spatial mode from one-dimensional spatial interpolation to two-dimensional spatial interpolation. The river upstream and downstream sites are nearly one-dimensional distributed, and there is a strong correlation between the upstream and downstream water level records (e.g., when the upstream of a river rises, the water level in the downstream generally rises). Therefore, it is reasonable to apply one-dimensional interpolation to establish the spatial mode’s connection between the observation stations and the missing data station. Compared with the river water level reconstruction, the PM2.5 stations’ correlation is not so strong and intuitive because the PM2.5 concentration stations are spatially distributed. To establish a connection between variables that two-dimensional distributed in space, a simple idea is using IDW, so EOFI here uses IDW to estimate the spatial modes of the missing data station. Of course, other spatial interpolation methods can also be applied to the establishment of spatial mode relationships, but we will not discuss them in this paper. We consider the simple case (IDW) to verify the usability of EOFI. To the best of our knowledge, our proposed EOFI has not been applied to PM2.5 concentration data reconstruction currently; therefore, we firstly introduce and use this method to fill the data gaps and compare the result with IDW interpolation, surface spline (SS), and TPS interpolation. The competing methods we choose here are all widely used and easy to implement [38].

Compared with widely used DINEOF- and other EOF-based methods, the novelty of our method is to deal with the case of sparsely distributed observation stations and a large proportion of missing values in some stations’ records. In this case, the data of the station with too many missing values are not suitable for EOF decomposition (DINEOF fills these gaps with first guess values and then uses these data for EOF decomposition); otherwise, the accuracy of temporal and spatial modes will be affected. EOFI here only uses the observation data with a small proportion of missing values for decomposition; thus, the EOF decomposed temporal and spatial modes are more accurate and less affected. Then, spatial interpolation is applied to establish spatial modes’ connection between observation stations and missing data station, and next, the reconstruction sequence with optimal mode number is determined by root mean square error (RMSE). The EOFI reconstruction sequence can be used as a reasonable first guess value of the missing data station for other methods further EOF decomposition (e.g., DINEOF). In this way, the spatial mode patterns are considered to some extent. Further comparison between DINEOF and EOFI will be explained in Discussion.

The paper is arranged as follows: Section 2.1 describes the study area and data. Then, we revisit the principle of EOF decomposition and introduce IDW, EOFI, TPS, and SS. The evaluation indices of these methods will also be mentioned in Section 2. Four methods (IDW, EOFI, TPS, and SS) are applied to reconstruct two stations’ PM2.5 concentrations records, and then, the results are compared with corresponding valid observations in Section 3. EOFI inverse distance weighting power $P$, the impact of site number and data time length on the EOFI reconstruction, and comparison between DINEOF and EOFI will be discussed and analyzed in Section 4. Finally, we present the advantages and disadvantages of EOFI in Section 5.

2. Materials and Methods

2.1. Study Area and Data. There are 14 monitoring stations (Figure 1(b)) located in Tianjin. These stations are distributed in different regions of the city: some stations are located in the urban area (e.g., stations 1, 2, and 3), while other stations are near the Bohai Sea (e.g., stations 10, 11, and 13). The PM2.5 concentration data provided by these monitoring stations come from China National Environmental Monitoring Center (CNEMC). The CNEMC releases near real-time PM2.5 concentration data online, but there are no direct data download interface [10]. Bai et al. used web crawler technology to obtain many cities PM2.5 concentration data from 2014 to 2019. Here, our data sources and acquisition method are the same. In this study, some of the stations provided the hourly PM2.5 data throughout the year of 2015, except for the first 25 hours from January 1st 0:00 AM to January 2nd 0:00 AM. Thus, the total time length is

\[ P \]
8735 hours (8760 hours in 2015). The reason for first 25 hours missing values may be web crawler technology failure, or CNEMC did not release the data for that time period. Figure 2 shows the original observation records of several stations used in this study. Among them, the first half year PM2.5 concentration data of station (sta) 1 and station (sta) 8 are reconstructed and compared with their corresponding valid records (Figure 2 (1 and 7)). There are no observed data from June 30th 23:00 PM to the end of the year (near six months) in sta 1 and sta 8. In addition, Bai et al. [10] mentioned that some monitoring stations across China have stopped releasing PM2.5 observations since the middle of 2015, and consequently, observations at these stations for the second half of 2015 are missing. This is the exact case at sta 1 and sta 8 in Tianjin. In sta 1, 10.70% of the data in the first half year are missing, and the percentage of missing data for the nearly whole year record is 55.86% (Figure 2 (1)). It shows that there are still nearly 400 missing values in the first half of the year for both sta 1 and sta 8.

2.2. Methods

2.2.1. EOF Decomposition. The EOF method was firstly proposed by the statistician Pearson in 1902, and meteorologist Lorenz firstly introduced the EOF method into meteorological and climatic research in 1956 [39]. We consider that there are \( N \) stations providing observation records with data length \( L \), composing the \( N \times L \) space-time matrix \( X \). The column \( x_i \) consists of \( N \) points records at time \( i \) (\( i = 1, 2, \ldots, L \)). The most important step of EOF is to solve the eigenvalues and eigenvectors of symmetric matrix \( XX^T \); the results of this decomposition include eigenvalues \( \lambda_k \) and their corresponding eigenvectors \( F_k \) (normalized orthogonal spatial modes) [13]:

\[
XX^T F = \lambda_k F_k, \quad k = 1, \ldots, N. \tag{1}
\]

The column \( F_k \) of matrix \( F \) is arranged from left to right in the descending order of the corresponding eigenvalues \( \lambda_k \) (\( k = 1, \ldots, N \)), the elements of the diagonal matrix \( D = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_N) \) are also arranged in this order, and thus, equation (1) can be written as follows:

\[
XX^T F = FD. \tag{2}
\]

The \( N \times N \) matrix \( F \) is called spatial modes coefficient matrix, which is also orthogonal (i.e., \( FF^T = F^TF = I \)), corresponding to the temporal modes coefficient matrix \( A \) or principal component (PC). The \( N \times L \) matrix \( A \) is calculated by the following equation:

\[
A = F^TX. \tag{3}
\]

The column vector \( x_i \), \( N \) points records at time \( i \), is reconstructed as

\[
x_i = F a_i. \tag{4}
\]

Here, \( a_i \) is the column of \( A \) at time \( i \), and obviously, \( X = FA \). The \( k \)-th row of the matrix \( A \) is called the temporal \( k \)-th mode, and the element of the \( i \)-th column is the temporal coefficient at time \( i \). Correspondingly, the column \( F_k \) is called the spatial \( k \)-th mode, and the elements of the \( j \)-th row of \( F \) (i.e., \( F(j) \)) represent the coefficients of each spatial mode of the \( j \)-th station. Thus, matrix element \( F_{jk} \) is the \( k \)-th spatial mode of the \( j \)-th station. The temporal modes are time-dependent, while spatial modes are space-dependent [13]. In addition, different spatial modes and different temporal modes are, respectively, orthogonal (i.e., \( FF^T = F^TF = I \) and \( AA^T = D \)). Finally, the eigenvalue \( \lambda_j \) of the \( j \)-th mode can be used to calculate the cumulative variance contribution rate of the first \( k \) modes to the total variance:

\[
G(k) = \frac{\sum_{i=1}^{k} \lambda_j}{\sum_{i=1}^{N} \lambda_j} \times 100\%, \quad (k \leq N). \tag{5}
\]

The closer the \( G(k) \) approaches 100%, the more information the first \( k \) modes reflect of the original signals [36]. In spatiotemporal data analysis, we often only care about the first \( k \) modes with large variance contribution and regard them as the dominant modes. However, many EOF-based interpolation methods do not only consider the dominant modes, and the less important modes should also be considered. The optimal number of modes for reconstruction is determined by the root mean square error between the reconstruction sequence and the corresponding valid observation record [40].

2.2.2. IDW and EOFI. The IDW formula is given as follows:

\[
W_j = \frac{1/d_j^p}{\sum_{j=1}^{N} 1/d_j^p} \quad (j = 1, \ldots, N), \tag{6}
\]

\[
\bar{Z}_{\text{IDW}} = \sum_{j=1}^{N} Z_j \cdot W_j, \tag{7}
\]

\[
\bar{X}_{\text{IDW}} = \sum_{j=1}^{N} X(j) \cdot W_j, \tag{8}
\]

where \( d_j \) denotes the distance between the \( j \)-th station and the target station, \( P \) is the inverse distance power parameter, \( W_j \) is the corresponding normalized weight, \( X(j) \) denotes the observation records sequence at the \( j \)-th station (i.e., the \( j \)-th row of \( X \)), and \( \bar{Z}_{\text{IDW}} \) and \( \bar{X}_{\text{IDW}} \) represent IDW estimated value and estimated reconstruction sequence, respectively. IDW is based on Tobler’s First Law of Geography: “everything is related to everything else, but near things are more related than distant things” [41]. The feature of this method is to produce “bull’s eyes” around the observation points in the nearby area when observation points are rare and distributed sparsely [20]. For IDW, the common values of \( P \) are 1 and 2 (also called inverse squared distance weighting), so we only discuss the influence of these two parameters on IDW and EOFI in the later experiments.
In this study, the EOFI method steps are as follows: the missing data station shares the same spatial temporal modes with observation stations, but the spatial modes $\bar{F}$ are estimated by the IDW interpolation of spatial modes of observation stations ($F_j$, $j = 1, \ldots, N$):

$$\bar{F} = \sum_{j=1}^{N} F_j \cdot W_j. \quad (9)$$

Here, $W_j$ is the same as the weight mentioned in IDW (equation (6)). Then, the $1 \times N$ row vector $\bar{F}$ and corresponding temporal mode $A$ reconstruct the estimated value $x_k^i$ at time $i$ and estimated reconstruction sequence $\bar{X}_{EOF}$ using the first $k$ modes:

$$x_k^i = \bar{F}(1, 1: k)A(1: k, i), \quad 1 \leq k \leq N,$$

$$\bar{X}_{EOF} = \bar{F}(1, 1: k)A(1: k, 1: L), \quad 1 \leq k \leq N. \quad (10)$$

Using first $k$ modes means that only the first $k$ columns of $\bar{F}$ and the first $k$ rows of $A$ are considered. Finally, the optimal mode number for EOFI reconstruction is determined by the minimizing RMSE between the reconstructed sequence ($X_{EOF}^k, k = 1, \ldots, N$) and the corresponding valid observation sequence $X_{vid}$:

$$\bar{X}_{EOF} = \min_{\text{RMSE}(X_{vid})} \left\{ X_{EOF}^k, k = 1, \ldots, N \right\}. \quad (11)$$

The spatial mode is deemed space-dependent and can reflect the spatial characteristics under the assumption of EOF decomposition. In this study, the estimated spatial mode $\bar{F}$ is closely related to the distance from the observation station. If the missing data station and the observation station are close in space, their spatial modes are also close to each other (larger weight, equation (6)); thus, the EOFI reconstruction sequence is also close to the observation sequence, which is consistent with our experience.

Prior to reconstruction, the raw data matrix $X$ may contain missing values and cannot be directly EOF decomposed. Therefore, it is necessary to preprocess the raw data and get the data matrix without missing measured value before decomposition. Here, we first replace the missing values with observed values’ space average at missing values time points and then apply linear interpolation to fill all the temporal intervals (i.e., spatial mean value substitution and temporal linear interpolation). Note that the temporal gaps should not be too large, so as to avoid that the interpolation affects the accuracy of dominant temporal and spatial modes [36]. In this study, the data used for EOF decomposition include the preprocessed records of stations 2, 3, 4, 5, 6, and 9 (near one year). Their temporal gaps of original records are short (Figure 2 (2-6, 8)), so we believe that the dominant modes are slightly affected and still reliable. The first half year records of sta 1 and sta 8 are both excluded from EOF decomposition.

2.2.3. Thin Plate Spline Method and Surface Spline. The TPS method is a spatial interpolation method based on surface fitting, and it is one of the most frequently compared spatial interpolation methods [38], which was first proposed by Duchon [42]. It is often used to deal with uneven data in geoscience, such as generating continuous smooth elevation surface from discrete and sparse sample point elevation data. By simulating the bending of sheet metal, the TPS method generates a smooth surface with minimum bending energy through all observation points. Its form is as follows:

$$\bar{Z}_{TPS} = \sum_{i=1}^{N} T_i d_i^2 \ln(d_i) + a + bx + cy. \quad (12)$$

Among them, $d_i^2 \ln(d_i)$ term is the basic function and $a + bx + cy$ is the local trend function. The missing data station’s horizontal coordinate ($x, y$) and its distances from the $i$-th ($i = 1, \ldots, N$) observation station are needed for TPS. In order to determine the $N + 3$ unknown parameter $T_i$ ($i = 1, \ldots, N$), $a$, $b$, and $c$ (equation (12)) are subject to the following relations:
Cressman interpolation. Its form is as follows:

$$\sum_{j=1}^{N} T_j d^2_{ij} \ln(d_{ij}) + a + bx_i + cy_i = Z_{ij},$$  \hspace{1cm} (13)

$$\sum_{i=1}^{N} T_i = 0,$$

$$\sum_{i=1}^{N} T_i x_i,$$

$$\sum_{i=1}^{N} T_i y_i,$$

$$d^2_{ij} = (x_j - x_i)^2 + (y_j - y_i)^2,$$

with the N observation points' horizontal coordinates (xi, yi, i = 1, . . ., N), distances between each other (dij, i, j = 1, . . ., N), and observation values (Zi, i = 1, . . ., N), a smooth surface (N + 3 linear equations and N + 3 unknown parameters) is generated, the value at the missing data station is also assumed to be on this surface, and then, the TPS estimated value Z_{TPS} is calculated by equation (12). The TPS matrix form was fully described in Bookstein [43], and the coefficient matrix of unknown parameter is only related to spatial attributes (coordinate and distance), but not to time attribute.

The surface spline (SS) method is also a good spatial interpolation method based on surface fitting. It generates smooth surfaces through discrete points too. However, the basic function of the SS method is different from TPS. It does not consider trend term, the fitting function is different, and the radius R is introduced. Guo et al. [44] used the SS method to interpolate the bottom friction coefficient of the selected independent points to obtain values for the entire Bohai Sea and combined the adjoint assimilation method to invert the bottom friction coefficient of the entire sea. The SS method is also used for the inversion of initial conditions and parameters estimation in the ocean pollutant transport model [21], which is a significant improvement over the Cressman interpolation. Its form is as follows:

$$\bar{Z}_{SS} = \sum_{j=1}^{N} S_j \left( \frac{d^2_{ij}}{R^2} \ln \frac{d^2_{ij}}{R^2} + 1 - \frac{d^2_{ij}}{R^2} \right),$$  \hspace{1cm} (14)

$$d^2_{ij} = (x_j - x_i)^2 + (y_j - y_i)^2.$$

Similar to TPS, the N observation points’ spatial attributes and observation values sequences z generate a smooth surface, and then, the unknown parameter column vector s is solved by the matrix form:

$$Ds = z,$$

$$D = (D_{ij})_{N \times N^*},$$

$$s = (S_1, \ldots, S_N)^T,$$

$$z = (Z_1, \ldots, Z_N)^T,$$

$$D_{ij} = \begin{cases} \frac{d^2_{ij}}{R^2} \ln \frac{d^2_{ij}}{R^2} + 1 - \frac{d^2_{ij}}{R^2}, & i \neq j, \\ 1, & i = j. \end{cases}$$

Here, the elements of parameter matrix D are only related to the distance between observation points d_{ij} (i, j = 1, . . ., N) and prescribed radius R. The radius R is set to 15 km because the distance between any two stations is within this radius. After solving the unknown sequence s, SS estimated value Z_{SS} of missing data station is calculated with equations (14) and (15). Note that the value of s changes with radius R, but selecting R within the appropriate range will not have a great impact on the final interpolation result.

### 2.3. Evaluation Indices

At the end of Section 2.2.2, the preprocessing of the original data has been mentioned. We emphasize that the preprocessed data used for each interpolation method is the same. Therefore, the evaluation of different interpolation methods is persuasive and reliable. Table 1 summarizes their parameter settings. We will list a series of quantitative indices to evaluate these interpolation methods [38]. The evaluation indices listed in this study include mean absolute error (MAE), root mean square error (RMSE), correlation coefficient (Corr), and deviation rate bias, Nash–Sutcliffe efficiency (NSE) [45], and index of agreement (IA) (or Willmott’s D) [46].

Among them, MAE (equation (17)) and RMSE (equation (18)) are often used as indicators of the performance of interpolation or models [38]. The smaller they are, the better the interpolation effect is. Corr (equation (19)) and bias (equation (20)) measure the correlation and deviation between simulation value sequence S and the observation series O, and \(\bar{S}\) and \(\bar{O}\) are their average values, respectively. Higher degree of correlation and smaller deviation both indicate the better interpolation effect. NSE (equation (21)) is a common index used to measure the performance or interpolation effect in meteorological, hydrological, and environmental models. Its value ranges from negative infinity to 1. The closer to 1, the simulation results are closer to observations; the closer to 0, the result is closer to the observation average values, but the process error is large, while negative NSE indicates that the performance of mean observed values is even better than simulated values and indicates this simulation unacceptable. IA (equation (22)) is referred as the potential error. IA is a nondimensional and bounded index with values closer to 1 indicating better agreement. The above six indices are defined as follows:

$$MAE = \frac{\sum |S - O|}{n},$$  \hspace{1cm} (17)

$$RMSE = \sqrt{\frac{\sum (S - O)^2}{n}},$$  \hspace{1cm} (18)

$$Corr = \frac{\sum(S - \bar{S})(O - \bar{O})}{\sqrt{\sum(S - \bar{S})^2\sum(O - \bar{O})^2}},$$  \hspace{1cm} (19)

$$bias = \frac{\sum |S - O|}{\sum O} \times 100\%,$$  \hspace{1cm} (20)
Complexity

Table 1: Four interpolation methods parameter setting.

| Method | Parameter setting |
|--------|-------------------|
| IDW    | $P = 1$ and $2$   |
| EOFI   | Spatial mode is dependent on IDW |
| TPS    | —                 |
| SS     | $R = 15$ km       |

\[
\text{NSE} = 1 - \frac{\sum (S - O)^2}{\sum (O - \bar{O})^2}, \quad (21)
\]

\[
\text{IA} = 1 - \frac{\sum (S - O)^2}{\sum (|O - \bar{O}| + |S - \bar{O}|)^2}. \quad (22)
\]

In Section 3.2, we calculated the above six evaluation indicators, which reflect the accuracy of these simulations, and the indicators for the EOFI first $k$ modes ($k = 1, \ldots, N$) are also calculated. The results of EOFI with the optimal mode number will be compared with other three interpolation methods.

2.4. Site Selection. To pursue better interpolation performance, here we just choose the data of the five nearest stations for interpolation; that is, the imputation of sta 1 and sta 8 data is based on the data of stations 2, 3, 4, 5, and 6 and the data of stations 2, 4, 5, 6, and 9 (Figure 1(b)), respectively, while the data of other stations are not included. The near one-year records of sta 1 and sta 8 are reconstructed, respectively, by interpolating data of the five nearest stations with four interpolation methods, and then, the reconstructed sequences are compared with corresponding valid observation data in the first half year (Figure 2) to calculate the evaluation index. In Section 4.2 for further validation, multiple sets of experiments in different time periods are implemented, and the RMSE between four interpolation methods’ reconstruction sequence and corresponding valid observation records are further compared.

3. Results

3.1. Interpolation Result of Four Methods. The distances between the observation stations and the target station and the corresponding normalized weight are presented in Table 2. The distance from sta 4 is the shortest, and the weight is the largest in the sta 1 group, while distance from sta 5 is the shortest, and the weight is the largest in the sta 8 group. With the increase in IDW and EOFI power parameter $P$ (from 1 to 2), the normalized weights of the nearest stations (sta 4 and sta 5) increase, while the weights of other stations decrease. Therefore, the estimated spatial mode $\hat{F}$ of sta 1 and sta 8 calculated by equation (9) is more affected by those of sta 4 and sta 5, respectively.

The temporal modes or principal components (PCs) of sta 1 and sta 8 (Figure 3) and the corresponding spatial modes (Table 2) are obtained by EOF decomposition. It can be seen that the variance contribution rate of PCI in sta 1 and sta 8 is both over 98%, and the spatial 1st modes are all around 0.44. Most of the other modes of PC change around 0 (Figure 3 (a2–a5 and b2–b5)), and the corresponding absolute value of spatial modes is also less than the first mode. Therefore, from the second PC to the fifth PC, these modes play a less important role in reconstructing data than the first mode, but the later indices show that ignoring these less important modes may lead to less perfect performance of EOFI reconstruction. In addition, Figure 3 (a1 and b1) illustrates that the amplitudes of PCI in winter months (November, December, January, and February) were significantly greater than those in summer months (April, May, June, and July). It demonstrates that PM2.5 concentration in winter in North China Plain was significantly higher than that in summer [47].

Figures 4 and 5 depict the four interpolation reconstruction sequences and their residuals for sta 1 and 8, respectively. Both power parameters $P$ (1 or 2) are adopted for IDW and EOFI reconstruction for sta 1 and sta 8, but the indices show that choosing $P = 1$ for IDW and EOFI is more accurate in sta 1, while $P = 2$ for IDW and EOFI is more accurate in sta 8. The optimal mode number for EOFI reconstruction is both three in sta 1 and sta 8. In the part of Result Evaluation and Discussion, we try to explain the reasons for this. It can be seen that four methods can roughly reproduce the valid records in sta 1 and sta 8. In sta 1 (Figure 4), the residuals of the four interpolation methods all change near 0, but there are several errors which are quite different from the observed values. For example, they all show errors of more than 100 $\mu g/m^3$ around February 20th and mid-March. Regardless of the instrument failure and other factors, the large error at these times may indicate that the PM2.5 concentration varies greatly among different regions of the same city, and it is not accurate to rely on only the adjacent data in this case. In Figure 5 of sta 8, the situation is similar, but the fluctuation magnitude of the residual sequence is significantly larger than that of sta 1, and the large residuals are also more frequently occurred.

The performance of the four methods in sta 8 is generally worse than that of sta 1.

3.2. Result Evaluation. In this section, we evaluate four interpolation methods with quantified indices. Figure 6 shows a comparison of 4 interpolation methods in terms of MAE, RMSE, and Corr, and Figure 7 shows bias, NSE, and IA. Because many indices of the TPS method are quite different from those of other methods, in order to see their differences clearly, the indicator values of TPS are directly marked on each subgraph. It can be seen that the EOFI interpolation performance of sta 1 and sta 8 varies with the number of modes, many indices show that the optimal mode number of EOFI is three (e.g., Figure 6 (a1 and b1)), and the performance of EOFI is sometimes worse than other interpolation methods when it is not the optimal mode number. We arrange all six indices of the best performing EOFI and other three interpolation methods in the descending order of performance. It can be seen that, in sta 1, all 6 indicators show that the performance of EOFI ($P = 1$) is the best (red lines) (1-EOFI > 1-IDW > SS > TPS), while in sta 8, all 6 indicators show that EOFI ($P = 2$) is the best (green...
lines) (2-EOFI > 2-IDW > SS > TPS). The IDW performance of many indices is similar; sta 1 prefers $P = 1$, while sta 8 prefers $P = 2$. In addition, the indices performance of sta 8 is generally worse than that of sta 1. In Section 4.1, we try to explain why different parameters are chosen at the two sites.

### 4. Discussion

#### 4.1. IDW Power $P$ Choice and Sites Number Impact on EOFI

For the EOFI of this study, we did not take the data of sta 1 and sta 8 into EOF decomposition. The spatial modes of these two stations are calculated by the spatial modes of other 5 stations with IDW, and of course, their spatial modes estimates can also be obtained by other methods, such as Pan and Lv [36] using linear and spline interpolation, respectively, to calculate the spatial modes of river water level measurement points. Next, we try to explain why different $P$ values are chosen in the two sites as mentioned in Section 3 and discuss the influence of the number of data sites on the EOFI reconstruction.

Firstly, the indices performance of sta 8 is obviously inferior to those of sta 1. There are four same stations (stations 2, 4, 5, and 6) data selected by both sta 1 and sta 8. But the number of missing values at sta 9 for sta 8 imputation is more than that of the sta 3 for sta 1 (the first half of the year missing percent of the sta 9 in Figure 2 reaches 13%), so the completeness of the original data may account for the worse results of sta 8. In addition, for sta 8, when $P$ is increased from 1 to 2, the EOFI spatial modes and reconstruction sequence will be more dependent on the spatial modes (Table 2) and observation record of the closest station (sta 5), respectively. The adverse impact of the data of sta 9 is reduced, which may be an explanation of sta 8’s preference for $P = 2$.

Furthermore, in previous experiment, data of sta 1 and sta 8 are reconstructed with the data of the other 5 adjacent stations, of which 4 stations (stations 2, 4, 5, and 6) are both used for reconstruction of sta 1 and sta 8. In order to further explore the influence of the remaining station on the interpolation results, another experiment is conducted where the data of sta 3 are not used for sta 1 reconstruction and the

---

**Table 2**: Distances from station 1 and 8 to other five observation stations and corresponding normalized inverse distance weights when power $P = 1$ and 2, respectively.

| Target station | Observation stations | 2 | 3 | 4 | 5 | 6 | 2 | 4 | 5 | 6 |
|----------------|----------------------|---|---|---|---|---|---|---|---|---|
| Distance (km)  | 9.19 | 7.62 | 3.86 | 7.52 | 4.43 | 7.88 | 7.48 | 7.48 | 3.96 | 7.36 | 6.07 |
| Weight ($P = 1$) | 0.1268 | 0.1530 | 0.3018 | 0.1550 | 0.2634 | 0.1560 | 0.1643 | 0.3105 | 0.1669 | 0.2023 |
| $k$-th mode ($P = 1$) | 0.4471 | 0.1179 | 0.0579 | -0.0574 | 0.0592 | 0.4449 | -0.0714 | 0.0192 | 0.0076 | 0.1143 |
| Weight ($P = 2$) | 0.0718 | 0.1045 | 0.4066 | 0.1073 | 0.3098 | 0.1124 | 0.1247 | 0.4453 | 0.1287 | 0.1889 |
| $k$-th mode ($P = 2$) | 0.4474 | 0.2282 | 0.0871 | -0.1222 | 0.1191 | 0.4426 | -0.1291 | 0.0332 | 0.0227 | 0.2540 |
| $G (k)$ (%) | 98 | 98.78 | 99.35 | 99.72 | 100 | 98.14 | 98.78 | 99.38 | 99.76 | 100 |

It is noteworthy that EOF estimated spatial 1st, 2nd, 3rd, 4th, and 5th modes are listed in the 5th and 7th rows (rather than observation station’s coefficients). The contribution of the first $k$ modes to the total variance $G (k)$ is listed in the last row.
Figure 4: 1-IDW (a1), 1-EOFI (b1), TPS (c1), and SS (d1) reconstruction sequence and observations in sta 1 and their corresponding residuals (a2, b2, c2, and d2), 4138 hours after 2015-01-02 1:00. The numbers in front of EOFI and IDW represent the value of their inverse distance weight $P$; for example, 1-EOFI represents the value of EOFI’s inverse distance weight $P$ is 1.

Figure 5: Same as Figure 4, but the IDW and EOFI use $P = 2$ for sta 8.
data of sta 9 are not used for sta 8. The 4 sites and 5 sites EOFI reconstruction results are shown in Table 3.

It can be seen that, for both sta 1 and sta 8, the EOFI reconstruction with 5 sites is better than that with only 4 sites. In addition, inclusion of data from coastal stations such as sta 10 (Figure 1(b), far away from sta 1 and sta 8) in EOFI is not as good as interpolation with data from only five nearest sites. It is very vital to determine the appropriate number of stations for EOFI according to the feature and quality of the original data. As we can see the performance of using less sites data or adding costal sites data for EOFI, both of which are worse than that of only five nearest sites data.

4.2. Further Validation and Impact of Data Time Length on EOFI Results. In the previous experiment, EOFI selected PM2.5 data of nearly a full year from five adjacent stations data to perform EOF decomposition and obtained nearly a full year of PC and corresponding spatial modes. In this part, a number of experiments with different lengths of record are implemented to further evaluate and compare the four interpolation methods. Since there are only valid observation records in the first half of 2015 for both sta 1 and sta 8, the reconstruction sequence of four interpolation methods must be compared with valid observations during the same period. Divided by the calendar month, we divided the records in the first half of the year into six one-month sections (Jan, 1; Feb, 2; Mar, 3; Apr, 4; May, 5; and Jun, 6) in the experimental group E1 and five two-month sections (1–2, 2–3, 3–4, 4–5, and 5–6) in experimental group E2. Four three-month sections (1–3, 2–4, 3–5, and 4–6) are implemented in the experimental group E3. Similarly, E4, E5, and E6 represent the experimental groups with a duration of 4, 5, and 6 months, respectively. There are 21 experiments in total. Since the temporal mode of EOF decomposition is related to the continuity of record, experimental groups with continuous months are set to reduce the inaccuracy of the temporal and spatial modes of EOF decomposition. February in winter and June in summer represents different seasons, and the feature of PM2.5 concentration is significantly related to the seasons. For example, in winter, more fossil fuels may be consumed for heating; therefore, the PM2.5 concentration is significantly higher than other seasons.

Figure 8 depicts the main results of EOFI reconstruction sequence of sta 1 and sta 8. It can be seen that, although the spatial 2nd, 3rd, 4th, and 5th modes in different time periods are different, the spatial 1st mode always remains stable at around 0.44, and the corresponding variance contribution also accounts for more than 95% (c1 and c2), which is consistent with the previous results. The RMSE range of EOFI reconstruction for sta 1 is 10–16 μg/m³ (b1), while the range for sta 8 is 22–36 μg/m³ (b2). The range is also consistent with the previous results, which shows the stability of the EOFI method. In addition, the number of experiments with the optimal mode number 4 (i.e., using first 4 modes to reconstruct) for sta 1 and sta 8 are both largest,
respectively, but there are still other optimal mode numbers. The optimal mode number can be determined by finding the smallest RMSE [40].

Table 4 compares the performance (in terms of RMSE) of four interpolation methods reconstruction sequence. Among the 21 experiments, there are 19 experiments in sta 1 and 13 experiments in sta 8 showing the RMSE of EOFI reconstruction is the smallest, respectively. There are also another 7 groups in sta 8 showing SS performed best in terms of RMSE, and these groups mainly include winter months January, February, and March. We infer that this is due to large PM2.5 concentration difference in different sites in winter, and the accuracy of spatial and temporal modes is not as good as those of other seasons.

4.3. Comparison between EOFI and DINEOF. There have been many EOF-based interpolation methods (e.g., DCCEOFin [10], EOFI in [36], and VE-DINEOF in [40]). One of the most widely utilized methods is the iterated EOF method, DINEOF [30]. Therefore, it is necessary to compare DINEOF and EOFI in this study.

First of all, two methods are both based on the matrix eigenvalue decomposition theory, and they all assume that the short missing value intervals of original spatiotemporal observation records will not affect the dominant temporal and spatial modes significantly. Moreover, the first guess values are given to the missing values to enable matrix decomposition. By calculating the RMSE and other indicators, the temporal and spatial modes of the optimal mode number will be used for final reconstruction.

However, the most significant difference between DINEOF and EOFI is the original data used for matrix decomposition. In EOFI, the data of sta 1 and sta 8 (the second half of the year data is missing) are not included in the decomposed matrix, but in DINEOF, the data of sta 1 and sta 8 are taken into EOF decomposition; firstly, the missing values are replaced with first guess values and then...
conducted matrix decomposition and iterative replacement until convergence. However, this step may not be suitable for the data processing of a small number of stations because the first guess values of these missing stations may greatly affect the accuracy of temporal and spatial modes in this case. Even if the final convergent temporal and spatial modes are

![Figure 8: EOFi reconstruction sequence's spatial modes, corresponding variance contributions, and the RMSE with optimal mode number of sta 1 (a1, c1, and b1) and sta 8 (a2, c2, and b2) in the first half of the year. The legend color red, green, blue, magenta, yellow, and black represent the experimental groups with durations of 1, 2, 3, 4, 5, and 6 months, respectively.](image)

| RMSE Method(s) | Station | 1 | 2 | 3 | 4 | 5 | 6 |
|---------------|---------|---|---|---|---|---|---|
| IDW | EOFI | TPS | SS | IDW | EOFI | TPS | SS |
| E1 | 1-2 | 14.562 | 14.547* | 23.675 | 14.547* | 23.675 | 14.547* | 23.675 | 14.547* | 23.675 | 14.547* | 23.675 |
| E2 | 1-3 | 13.507 | 13.459* | 19.855 | 13.459* | 19.855 | 13.459* | 19.855 | 13.459* | 19.855 | 13.459* | 19.855 |
| E3 | 1-4 | 13.878 | 13.791* | 20.503 | 13.791* | 20.503 | 13.791* | 20.503 | 13.791* | 20.503 | 13.791* | 20.503 |
| E4 | 1-5 | 13.204 | 13.114* | 19.800 | 13.114* | 19.800 | 13.114* | 19.800 | 13.114* | 19.800 | 13.114* | 19.800 |
| E5 | 1-6 | 13.764 | 13.691* | 20.432 | 13.691* | 20.432 | 13.691* | 20.432 | 13.691* | 20.432 | 13.691* | 20.432 |

The power $P$ of IDW and EOF is based on the analysis of Section 4.1 (i.e., $P = 1$ for sta 1 and $P = 2$ for sta 8), and the EOFi reconstruction with optimal mode number is considered. "*" represents the smallest RMSE of this experiment.

![Complexity](image)
obtained through iteration, the calculation resources consumed may be huge. Alvera-Azcárate et al. [32] mentioned that the data points with missing percent more than 95% are removed before data decomposition because they cannot provide effective information. The number of data points involved in their decomposition is huge; therefore, these less-informative points’ removal has little impact on the final results. The DINEOF has been widely used for reconstruction of gap-free satellite images where densely sampled and numerous observations are obtained by remote sensing, while in other platforms (e.g., PM2.5 land-based stations in this study and offshore buoy stations array), where observations are relatively rare and sparse sampled, the temporal and spatial modes of iterated EOF methods may be not accurate when there is a large proportion of missing values in the few sites observation data matrix.

Therefore, for the observation records of finite number stations, if we want to make full use of the data of station with large proportion of missing values, EOFI may be more suitable for this kind of interpolation. The superiority of EOFI here is to obtain more reasonable spatial and temporal modes by excluding the records of large missing percent stations before EOF decomposition. All stations share the same time-dependent temporal mode, while the space-dependent spatial mode of the missing data station is estimated by spatial interpolation (IDW is used in this study), and the spatial mode features and patterns are considered. In addition, EOFI can provide more reasonable first guess values for the data of these missing stations, and next, DINEOF is used to iteratively calculate until convergence. For other differences, such as DINEOF iterative decomposition, EOFI can also use iterative decomposition in this study; DINEOF randomly selects a part of observation data as cross validation points, and EOFI here uses the first half year valid observation records and monthly records of sta 1 and sta 8 as check points, both of which can be unified in these aspects.

5. Conclusion

In this paper, two-dimensional EOFI is introduced and applied to reconstruct spatial-distributed PM2.5 data as an extension to one-dimensional EOFI in river water level reconstruction. The main step of EOFI here is to calculate the missing data station’s estimated spatial modes $\hat{F}$ by IDW interpolation of spatial modes of the observation sites and then multiply $\hat{F}$ and the corresponding temporal modes to obtain the EOFI reconstruction sequence, and the optimal mode number of EOFI reconstruction is determined by minimizing RMSE. Compared with the other three interpolation methods (IDW, TPS, and SS), the quantitative indices show that EOFI can improve the interpolation effect. The conclusion is as follows.

TPS and SS have fixed function forms, and their coefficient matrices are space-dependent. The advantage of EOFI is that the spatiotemporal matrix is decomposed into time-dependent temporal modes and space-dependent spatial modes under EOF assumption. Observation stations and missing data stations share the same temporal modes, while the spatial modes of missing data station are estimated by the IDW of observation stations’ spatial modes. The benefit of IDW is that when the distance between the missing station and the observation station is very close, the spatial mode estimated by IDW is very close to that of the observation station; thus, the EOFI reconstruction sequence of the missing station is also close to the data of the observation station, which is consistent with our cognition. More essentially, the IDW weights of neighboring points are generated by statistical estimate of covariance between the observation points. TPS and SS weights do not depend on the statistical features of interpolated fields. EOFI can reduce MAE and RMSE compared with other three methods, and other indices show that the performance of EOFI is better too. This shows that EOFI can improve the interpolation effect with optimal modes. The results of several experimental groups with different data lengths show that the dominant spatial modes of EOF decomposition almost do not change with the time length, which is consistent with the EOF assumption that the spatial modes are independent of time. At the same time, the RMSE of EOFI reconstruction with optimal mode number still shows the advantages over the other three methods.

The proposed method is suitable for interpolation when observations are rare and sparsely distributed, and there are large percent of missing values for some stations’ original records. The EOFI reconstruction sequence of missing data station can be a reasonable first guess value for further DINEOF (or other iterated EOF-based method) steps.

EOFI has the advantages of less calculation, less parameter choices, and ease of implementation and can be extended to fill the missing data gaps of other two-dimensional spatial distribution physical variables. The limitation of EOFI is that the missing values’ temporal and space gaps should not be too large; otherwise, it will affect the accuracy of spatial and temporal modes. At the same time, the quality of the original data has an impact on the reconstruction results. High quality and complete observation data can produce more accurate spatial and temporal modes, which is conducive to EOFI reconstruction.
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